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Abstract

Given \( \mathbb{F}_q \) the finite field with \( q \) elements and an integer \( n \geq 2 \), a flag is a sequence of nested subspaces of \( \mathbb{F}_q^n \) and a flag code is a nonempty set of flags. In this context, the distance between flags is the sum of the corresponding subspace distances. Hence, a given flag distance value might be obtained by many different combinations. To capture such a variability, in the paper at hand, we introduce the notion of distance vector as an algebraic object intrinsically associated to a flag code that encloses much more information than the distance parameter itself. Our study of the flag distance by using this new tool allows us to provide a fine description of the structure of flag codes as well as to derive bounds for their maximum possible size once the minimum distance and dimensions are fixed.
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1 Introduction

Network coding was introduced in [1] as a new method for sending information within networks modelled as acyclic multigraphs with possibly several senders and receivers, where intermediate nodes are allowed to send linear combinations of the received vectors, instead of simply routing them. In [14], the reader can find the first algebraic approach to network coding through non-coherent networks, i.e., those which their topology does not need to be known. In the same paper, Kötter and Kschischang present subspace codes as the most appropriate codes to this situation. To be precise, if \( \mathbb{F}_q \) is the finite field of \( q \) elements (with \( q \) a prime power) and we consider a positive integer \( n \geq 2 \), a subspace code is a nonempty collection of \( \mathbb{F}_q \)-vector subspaces of \( \mathbb{F}_q^n \). When every codeword has the same dimension, say \( 1 \leq k < n \), we speak about constant dimension codes. In this context, we use the subspace distance, denoted by \( d_S \) (see [14]). Constant dimension codes have been widely studied in the last decade. See, for instance, [23] and the references therein.

Size and minimum distance are the most important parameters associated to an error-correcting code. The first one gives us the number of different messages that can be encoded. The second one is related with the error-correction capability of the code. According to this, there are two central problems when working with constant dimension codes. On the one hand, the study and construction of codes having the maximum possible distance for their dimension (see, for instance, [7, 8, 12, 18]). On the other hand, determining (or giving bounds for) the value \( A_q(n, d, k) \), that is,
the maximum possible size of a constant dimension code in \( \mathcal{G}_q(k, n) \) with minimum distance equal to \( d \), is an interesting question that has led to many research works (see [10, 13, 16, 24], for instance).

In [17], the authors propose the use of flag codes in network coding for the first time. This class of codes generalizes constant dimension codes and represents a possible alternative to obtain codes with good parameters in case that neither \( n \) nor \( q \) could be increased. Flags are objects coming from classic linear algebra defined as follows. Given integers \( 1 \leq t_1 < \cdots < t_r < n \), a flag of type \( t = (t_1, \ldots, t_r) \) on \( \mathbb{F}_q^n \) is a sequence \( F = (\mathcal{F}_1, \ldots, \mathcal{F}_r) \) of nested subspaces \( \mathcal{F}_i \) of \( \mathbb{F}_q^n \) such that \( \dim(\mathcal{F}_i) = t_i \), for every \( 1 \leq i \leq r \). In this setting, codewords are flags of the prescribed type vector \( t \). As for constant dimension codes, describing the family of flag codes attaining the maximum possible distance for their type (optimum distance flag codes) is a central question that has been addressed in [3, 4, 5, 19]. On the other hand, obtaining bounds for the value \( A_t(n, d, t) \), i.e., the maximum possible size of flag codes of type \( t \) on \( \mathbb{F}_q^n \) and minimum distance equal to \( d \), is also an important problem that, up to now, has only been addressed in the work [15], where the author focuses on the full type vector \( (1, \ldots, n - 1) \). The current paper represents a contribution in this direction.

Given two flags \( \mathcal{F}, \mathcal{F}' \) of type \( t \) on \( \mathbb{F}_q^n \), their flag distance is defined as \( d_f(\mathcal{F}, \mathcal{F}') = \sum_{i=1}^r d_S(\mathcal{F}_i, \mathcal{F}'_i) \). This definition implies that a flag distance value might be obtained as different combinations of subspace distances and it suggests that the way we obtain the flag distance is relevant information to take into account beyond the proper numerical value. We deal with this question by introducing the concept of distance vector \( d(\mathcal{F}, \mathcal{F}') = (d_S(\mathcal{F}_1, \mathcal{F}'_1), \ldots, d_S(\mathcal{F}_r, \mathcal{F}'_r)) \) associated to the pair of flags \( \mathcal{F} \) and \( \mathcal{F}' \). This is an algebraic object strongly related not only to the value of the distance \( d_f(\mathcal{F}, \mathcal{F}') \) but also to the nested linear structure of these flags. With its help, we develop techniques that allow us to study both the cardinality and the minimum distance of flag codes. First, the study of distance vectors will allow us to determine how the flag distance fluctuates when we consider flags sharing a given number of subspaces. Hence, we investigate the structure of flag codes in which different flags do not share simultaneously their subspaces of a prescribed set of dimensions. This approach leads us both to derive some structural properties of the flag code and to obtain upper bounds for the value \( A_t(n, d, t) \), strongly based on the maximum number of subspaces that different flags in a flag code of type \( t \) and distance \( d \) can share.

The paper is organized as follows. In Section 2, we recall some definitions and known facts related with constant dimension codes and flag codes. In Section 3, the notion of distance vector and a characterization of them are presented. Section 4 is devoted to study the flag distance between flags of the same type that share certain subspaces. In Section 5, we generalize the notion of disjointness introduced in [4] and use the results obtained in the previous section in order to deduce structural properties of a code by simply looking at its minimum distance. In Section 6, we apply the concepts and results in Sections 4 and 5 to extract bounds for the values \( A_t(n, d, t) \). Last, Section 7 is dedicated to developing a very complete example that illustrates in detail the techniques previously discussed.

## 2 Preliminaries

In this section we recall some known facts on subspace and flag codes that we need in this paper. We start fixing some notation. Let \( q \) be a prime power and consider the finite field \( \mathbb{F}_q \) with \( q \) elements. For every positive integer \( n \geq 2 \), we write \( \mathbb{F}_q^n \) to denote the \( n \)-dimensional vector space over the field \( \mathbb{F}_q \). Given a positive integer \( k \leq n \), the Grassmann variety, or simply the Grassmannian, of dimension \( k \) is the
set $\mathcal{G}_q(k, n)$ of $k$-dimensional vector subspaces of $\mathbb{P}_q^n$. It is well known (see [14]) that
\[
|\mathcal{G}_q(k, n)| = \binom{n}{k}_q := \frac{(q^n - 1) \cdots (q^{n-k+1} - 1)}{(q^k - 1) \cdots (q - 1)}.
\] (1)

The Grassmannian can be seen as a metric space endowed with the \textit{subspace distance} defined as
\[
d_S(U, V) = \dim(U + V) - \dim(U \cap V) = 2(k - \dim(U \cap V)).
\] (2)
for all $U, V \in \mathcal{G}_q(k, n)$. A \textit{constant dimension code} $C$ in $\mathcal{G}_q(k, n)$ is a nonempty collection of $k$-dimensional vector subspaces of $\mathbb{P}_q^n$. These codes were introduced in [14] and studied many papers (see [23] and references therein for further information).

The \textit{minimum distance} of $C$ is the value
\[
d_S(C) = \min\{d_S(U, V) \mid U, V \in C, U \neq V\},
\]
whenever $|C| \geq 2$. If $|C| = 1$, we put $d_S(C) = 0$. In any case, the subspace distance is an even integer such that
\[
0 \leq d_S(C) \leq \begin{cases} 
2k & \text{if } 2k \leq n, \\
2(n - k) & \text{if } 2k \geq n.
\end{cases}
\] (3)

The study and construction of constant dimension codes attaining this upper bound for the distance has been addressed in several papers (see [8, 18], for instance). Another important problem is the one of determining (or giving bounds for) the value $A_q(n, d, k)$, which denotes the maximum possible size for constant dimension codes in $\mathcal{G}_q(k, n)$ having prescribed minimum distance $d$. The reader can find constructions of constant dimension codes as well as lower and upper bounds for $A_q(n, d, k)$ in [6, 10, 12, 13, 16, 20, 21, 22, 23, 24]. As a generalization of constant dimension codes, in [17], the authors introduced the use of flag codes in network Coding. Let us recall some basic definitions in this matter.

Given integers $1 \leq t_1 < \cdots < t_r < n$, a \textit{flag} of type $\mathbf{t} = (t_1, \ldots, t_r)$ on $\mathbb{P}_q^n$ is a sequence $\mathcal{F} = (F_1, \ldots, F_r)$ of nested subspaces $F_i$ of $\mathbb{P}_q^n$ such that $\dim(F_i) = t_i$, for every $1 \leq i \leq r$. The vector $(1, \ldots, n - 1)$ is called the \textit{full type vector} and flags of this type are known as \textit{full flags}.

Throughout the rest of the paper, we will write $\mathbf{t}$ to denote an arbitrary but fixed type vector $\mathbf{t} = (t_1, \ldots, t_r)$. The \textit{flag variety} $\mathcal{F}_q(\mathbf{t}, n)$ is the set of all the flags of type $\mathbf{t}$ on $\mathbb{P}_q^n$. This variety contains exactly
\[
|\mathcal{F}_q(\mathbf{t}, n)| = \binom{n}{t_1}_q \binom{n - t_1}{t_2 - t_1}_q \cdots \binom{n - t_r - 1}{n - t_r}_q
\] (4)
elements (see [15]) and it can be equipped with the \textit{flag distance}, computed as
\[
d_f(\mathcal{F}, \mathcal{F}') = \sum_{i=1}^r d_S(F_i, F'_i),
\] (5)
for every pair of flags $\mathcal{F}, \mathcal{F}' \in \mathcal{F}_q(\mathbf{t}, n)$.

A \textit{flag code} $C$ of type $\mathbf{t}$ on $\mathbb{P}_q^n$ is a nonempty subset of $\mathcal{F}_q(\mathbf{t}, n)$. We can naturally associate to it a family of $r$ constant dimension codes by projection. For every $1 \leq i \leq r$, consider the map
\[
p_i : \mathcal{F}_q(\mathbf{t}, n) \longrightarrow \mathcal{G}_q(t_i, n)
\] (6)defined as $p_i((F_1, \ldots, F_r)) = F_i$, for every $(F_1, \ldots, F_r) \in \mathcal{F}_q(\mathbf{t}, n)$. With this notation, the $i$-th \textit{projected code} $C_i$ of the flag code $C$ is the constant dimension code $C_i = p_i(C) \subseteq \mathcal{G}_q(t_i, n)$, consisting of all the $i$-th subspaces of flags in $C$. 
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If \( C \subseteq F_q(t, n) \) is a flag code with \(|C| \geq 2\), its minimum distance is defined as
\[
d_f(C) = \min \{ d_f(F, F') \mid F, F' \in C, F \neq F' \}
\]
and, if \(|C| = 1\), we put \( d_f(C) = 0\). Notice that, by means of (3), we can easily deduce that \( d_f(C) \) is an even integer such that
\[
0 \leq d_f(C) \leq 2 \left( \sum_{t_i \leq \lfloor \frac{n}{2} \rfloor} t_i + \sum_{t_i > \lfloor \frac{n}{2} \rfloor} (n - t_i) \right). \quad (7)
\]
When working with full flag codes, the previous bound becomes
\[
0 \leq d_f(C) \leq \begin{cases} \frac{n^2}{2} & \text{if } n \text{ is even}, \\ \frac{n^2 - 1}{2} & \text{if } n \text{ is odd}. \end{cases} \quad (8)
\]

In the flag codes setting, we write \( A_{f,q}^d(n, d, t) \) to denote the maximum attainable size for a flag code in \( F_q(t, n) \) with minimum distance equal to \( d \). In case of working with full flags, we drop the type vector and simply write \( A_{f,q}^d(n, d) \). This notation was recently introduced by Kurz in [15]. In that work, the author provided techniques to upper and lower bound these values in the full type case. Moreover, an exhaustive list of exact values of \( A_{f,q}^d(n, d) \) is also given for small values of \( n \).

3 Flag distance versus distance vectors

As seen in Section 2, the flag distance extends, in some sense, the subspace distance. However, since it is defined as a sum, a particular flag distance value might be attained by adding different combinations of subspace distances. This makes that the minimum distance of a flag code will have associated some of the possible combinations (maybe all of them). In order to clarify this fact, in this section, we introduce the concept of distance vector to better represent how the distance between different flags is distributed among their subspaces.

**Definition 3.1.** Given two different flags \( F, F' \) of type \( t \) on \( F_q^n \), their associated distance vector is
\[
d(F, F') = (d_S(F_1, F'_1), \ldots, d_S(F_r, F'_r)) \in 2 \mathbb{Z}^r.
\]

Notice that the sum of the components of \( d(F, F') \) is the flag distance \( d_f(F, F') \) defined in (5). Given a positive integer \( n \geq 2 \) and a type vector \( t \), we denote by \( D(t, n) \) the maximum possible value of the flag distance in \( F_q(t, n) \) that, as a consequence of (7), is
\[
D(t, n) = 2 \left( \sum_{t_i \leq \lfloor \frac{n}{2} \rfloor} t_i + \sum_{t_i > \lfloor \frac{n}{2} \rfloor} (n - t_i) \right). \quad (9)
\]

In particular, when working with the full type vector, we simply write
\[
D^n = \begin{cases} \frac{n^2}{2} & \text{if } n \text{ is even}, \\ \frac{n^2 - 1}{2} & \text{if } n \text{ is odd.} \end{cases} \quad (10)
\]

to denote the maximum possible distance between full flags on \( F_q^n \) (see (8)). For technical reasons, even if we work with \( n \geq 2 \), we extend this definition to the case \( n = 1 \) and put \( D^1 = 0 \).
From now on, we write $d$ to denote an even integer such that $0 \leq d \leq D^{(t,n)}$. Observe that, under these conditions, we can always find flags $\mathcal{F}, \mathcal{F}' \in \mathcal{F}_q(t, n)$ such that $d_f(\mathcal{F}, \mathcal{F}') = d$. Hence, such a value $d$ represents the possible values for the flag distance in $\mathcal{F}_q(t, n)$. Let us study in which ways this distance value $d$ can be obtained.

**Definition 3.2.** Let $d$ be an even integer such that $0 \leq d \leq D^{(t,n)}$. We define the set of distance vectors associated to $d$ for the flag variety $\mathcal{F}_q(t, n)$ as

$$
\mathcal{D}(d, t, n) = \{ d(\mathcal{F}, \mathcal{F}') \mid \mathcal{F}, \mathcal{F}' \in \mathcal{F}_q(t, n), \ d_f(\mathcal{F}, \mathcal{F}') = d \} \subseteq 2\mathbb{Z}^r.
$$

On the other hand, the set of distance vectors for the flag variety $\mathcal{F}_q(t, n)$ is

$$
\mathcal{D}(t, n) = \{ d(\mathcal{F}, \mathcal{F}') \mid \mathcal{F}, \mathcal{F}' \in \mathcal{F}_q(t, n) \} \subseteq 2\mathbb{Z}^r.
$$

and it holds

$$
\mathcal{D}(t, n) = \bigcup_d \mathcal{D}(d, t, n),
$$

where $d$ takes all the even integers between $0 \leq d \leq D^{(t,n)}$. When working with the full flag variety, we drop the type vector and simply write $\mathcal{D}(d, n)$ and $\mathcal{D}(n)$, respectively.

The next result reflects that, for every choice of the type vector, the set $\mathcal{D}(t, n)$ can be obtained from $\mathcal{D}(n)$ by using the projection

$$
\pi_t : \mathbb{Z}^{n-1} \longrightarrow \mathbb{Z}^r,
$$

where

$$
\pi_t((v_1, \ldots, v_{n-1})) = (v_{t_1}, \ldots, v_{t_r}).
$$

**Proposition 3.3.** Consider a type vector $t$ and the projection map $\pi_t$ defined in (11). It holds

$$
\pi_t(\mathcal{D}(n)) = \mathcal{D}(t, n),
$$

i.e., distance vectors for an arbitrary flag variety can be obtained by projection from (possibly several) distance vectors for the full flag variety.

**Proof.** Take a distance vector $d(\mathcal{F}, \mathcal{F}') \in \mathcal{D}(n)$, for a pair of full flags $\mathcal{F} = (\mathcal{F}_1, \ldots, \mathcal{F}_{n-1})$ and $\mathcal{F}' = (\mathcal{F}'_1, \ldots, \mathcal{F}'_{n-1})$. It suffices to see that $\pi_t(d(\mathcal{F}, \mathcal{F}'))$ is the distance vector associated to the pair of flags $\mathcal{F} = (\mathcal{F}_t, \ldots, \mathcal{F}_r)$ and $\mathcal{F}' = (\mathcal{F}'_t, \ldots, \mathcal{F}'_r)$ in $\mathcal{F}_q(t, n)$.

Conversely, given two flags $\mathcal{F} = (\mathcal{F}_1, \ldots, \mathcal{F}_r)$ and $\mathcal{F}' = (\mathcal{F}'_1, \ldots, \mathcal{F}'_r)$ in $\mathcal{F}_q(t, n)$, we can consider full flags $\mathcal{F} = (\mathcal{F}_1, \ldots, \mathcal{F}_{n-1})$ and $\mathcal{F}' = (\mathcal{F}'_1, \ldots, \mathcal{F}'_{n-1})$ such that $\mathcal{F}_t = \mathcal{F}_t$ and $\mathcal{F}'_t = \mathcal{F}'_t$, for all $1 \leq i \leq r$. In this case, it holds $\pi_t(d(\mathcal{F}, \mathcal{F}')) = d(\mathcal{F}, \mathcal{F}')$.

**Remark 3.4.** Notice that, for every even integer $d$ such that $0 \leq d \leq D^{(t,n)}$, the set $\mathcal{D}(d, t, n)$ is nonempty. Moreover, for some values of $d$, the set $\mathcal{D}(d, t, n)$ is reduced to just one element. For instance, if we take $d = 0$, it holds $\mathcal{D}(0, t, n) = \{0\}$. If $d = D^{(t,n)}$, there is also a unique distance vector, that we denote by $D^{(t,n)}$. For every $1 \leq i \leq n$, its $i$-th component $D^{(t,n)}_i$ is exactly

$$
D^{(t,n)}_i = \min\{2t_i, 2(n - t_i)\},
$$

i.e., the maximum possible distance between $t_i$-dimensional subspaces of $\mathbb{F}_q^n$. Observe that, in particular, the distance vector $D^{(t,n)}$ does not have any zero component. As before, when working with the full type vector, we simply write $D^n = (D^{(t,n)}_1, \ldots, D^{(t,n)}_{n-1})$ to denote the unique distance vector associated to the maximum possible flag distance $D^n$, given in (10). Its components are $D^n_i = \min\{2i, 2(n - i)\}$, for $1 \leq i \leq n - 1$. In other cases, the set $\mathcal{D}(d, t, n)$ might contain more than one element, as we can see in Example 3.8.
Using the projection defined in (11), and arguing as in Proposition 3.3, the next result follows straightforwardly.

**Corollary 3.5.** Consider a positive integer \( n \) and fix a type vector \( t \) for \( \mathbb{F}_q^u \). It holds

\[
\pi_t(D^n) = D^{(t,n)}.
\]

In the following definition we collect the subset of distance vectors of \( D(t,n) \) that are significant for a flag code in \( F_q(t,n) \).

**Definition 3.6.** Given a flag code \( C \subseteq F_q(t,n) \), its set of distance vectors is

\[
D(C) = \{ d(F,F') \mid F,F' \in C, \ d_f(F,F') = d_f(C) \}.
\]

**Remark 3.7.** In general, given a flag code \( C \subseteq F_q(t,n) \) and a pair of flags \( F,F' \in C \) such that \( d_f(C) = d_f(F,F') \), it holds

\[
d(F,F') \in D(C) \subseteq D(d_f(C),t,n) \subseteq D(t,n).
\]

**Example 3.8.** Let \( \{e_1,e_2,e_3,e_4\} \) be the standard \( \mathbb{F}_q \)-basis of \( \mathbb{F}_q^4 \) and consider the following full flags on \( \mathbb{F}_q^4 \).

\[
\begin{align*}
F^1 &= \langle (e_1), (e_1,e_2), (e_1,e_2,e_4) \rangle, \\
F^2 &= \langle (e_2), (e_1,e_2), (e_1,e_2,e_3) \rangle, \\
F^3 &= \langle (e_1), (e_1,e_3), (e_1,e_2,e_3) \rangle, \\
F^4 &= \langle (e_2), (e_2,e_3), (e_1,e_2,e_3) \rangle.
\end{align*}
\]

Notice that \( D^4 = 16/2 = 8 \). Thus, the possible values of the flag distance for full flags on \( \mathbb{F}_q^4 \) are all the even integers \( d \in [0,8] \). In particular, for \( d = 4 \), vectors \((2,0,2), (0,2,2), (2,2,0)\) are elements in \( D(4,4) \) since

\[
d(F^1,F^2) = (2,0,2), \ d(F^1,F^3) = (0,2,2) \text{ and } d(F^2,F^3) = (2,2,0).
\]

On the other hand, if we take the full flag code \( C = \{F^1,F^2,F^4\} \), it holds

\[
\begin{align*}
d_f(F^1,F^3) &= 0 + 2 + 2 = 4, \\
d_f(F^1,F^4) &= 2 + 2 + 2 = 6, \\
d_f(F^3,F^4) &= 2 + 2 + 0 = 4.
\end{align*}
\]

Hence, the distance of the code is \( d_f(C) = 4 \) and \( D(C) = \{(0,2,2),(2,2,0)\} \subseteq D(4,4) \).

Up to now, to show that a given vector \( v \in 2\mathbb{Z}^t \) is a distance vector in \( D(t,n) \), we need to exhibit a pair of flags \( F,F' \in F_q(t,n) \) such that \( v = d(F,F') \). We finish the section with the next result that characterizes distance vectors in terms of some properties satisfied by their components.

**Theorem 3.9.** Let \( d \) be an even integer such \( 0 \leq d \leq D(t,n) \). A vector \( v = (v_1, \ldots, v_r) \) is a distance vector in \( D(d,t,n) \) if, and only if, the following statements hold:

\[
\begin{align*}
(i) & \sum_{i=1}^r v_i = d, \\
(ii) & v_i \in 2\mathbb{Z}, \text{ for all } 1 \leq i \leq r, \\
(iii) & 0 \leq v_i \leq \min\{2t_i,2(n-t_i)\}, \text{ for every } 1 \leq i \leq r, \text{ and } \\
(iv) & |v_{i+1} - v_i| \leq 2(t_{i+1} - t_i), \text{ for } 1 \leq i \leq r - 1.
\end{align*}
\]
Proof. We start assuming that $v \in \mathcal{D}(d, t, n)$. Statements (i), (ii) and (iii) follow from the definition of $\mathcal{D}(d, t, n)$. Let us prove (iv). Since $v \in \mathcal{D}(d, t, n)$, there must exist flags $F, F' \in \mathcal{G}_q(t, n)$ such that $d = d_f(F, F')$ and $v = d(F, F')$, i.e., $v_i = d_S(F_i, F'_i) = 2(t_i - \dim(F_i \cap F'_i))$, for every $1 \leq i \leq r$. Notice that, for every $1 \leq i \leq r - 1$, it holds

$$2t_i - \dim(F_i \cap F'_i) = \dim(F_i + F'_i) \leq \dim(F_{i+1} + F'_{i+1}) = 2t_{i+1} - \dim(F_{i+1} \cap F'_{i+1})$$

and, as a consequence,

$$\dim(F_i \cap F'_i) \leq \dim(F_{i+1} \cap F'_{i+1}) \leq \dim(F_i \cap F'_i) + 2(t_{i+1} - t_i). \quad (13)$$

Moreover, we have that

$$v_{i+1} - v_i = 2(t_{i+1} - t_i) - 2(\dim(F_{i+1} \cap F'_{i+1}) - \dim(F_i \cap F'_i)). \quad (14)$$

Hence, by using the first inequality of (13), we clearly obtain $v_{i+1} - v_i \leq 2(t_{i+1} - t_i)$. On the other hand, combining the second inequality of (13) and (14), we get

$$v_{i+1} - v_i \geq 2(t_{i+1} - t_i) - 4(t_{i+1} - t_i) = -2(t_{i+1} - t_i)$$

and (iv) holds.

Let us prove the converse. To do so, assume that $v = (v_1, \ldots, v_r)$ is a vector satisfying conditions (i)-(iv). We want to show that $v \in \mathcal{D}(d, t, n)$ or, equivalently, to find a pair of flags in $\mathcal{G}_q(t, n)$ such that $v = d(F, F')$ and $d_f(F, F') = d$.

First, by means of (ii) and (iii), every $v_i$ is an even integer such that $0 \leq v_i \leq \min\{2t_i, 2(n - t_i)\}$. Hence, each $v_i$ is an admissible distance value between $t_i$-dimensional subspaces of $\mathbb{F}_q^n$. Moreover, we can write every $v_i = 2w_i$ for some integer $w_i$.

Notice that finding subspaces $F_i, F'_i \in \mathcal{G}_q(t_i, n)$ with distance $d_S(F_i, F'_i) = v_i$ is equivalent to choose them satisfying $\dim(F_i \cap F'_i) = t_i - w_i$. This can be clearly done for every $1 \leq i \leq r$. However, we need that the chosen subspaces form flags $F = (F_1, \ldots, F_r)$ and $F' = (F'_1, \ldots, F'_r)$. We use an inductive process in order to construct such flags. We start taking subspaces $F_1, F'_1 \in \mathcal{G}_q(t_1, n)$ such that $\dim(F_1 \cap F'_1) = t_1 - w_1$. Assume now that, for some $1 \leq i < r$, we have found subspaces $F_j, F'_j \in \mathcal{G}_q(t_j, n)$, for all $1 \leq j \leq i$, such that

$$F_1 \subseteq \cdots \subseteq F_i \subseteq F'_{i-1} \subseteq \cdots \subseteq F'_{i},$$

and $d_S(F_j, F'_j) = v_j = 2w_j$. Let us see that we can find suitable subspaces $F_{i+1}$ and $F'_{i+1}$. To do this, notice that, by using (iv) and (iii), in this order, we obtain

$$\dim(F_i + F'_i) = t_i + w_i \leq t_{i+1} + w_{i+1} \leq n.$$  

Thus, we can consider a subspace $U \in \mathcal{G}_q(t_{i+1} + w_{i+1}, n)$ such that $F_i + F'_i \subseteq U$. It holds

$$\dim(U) - \dim(F_i + F'_i) = t_{i+1} + w_{i+1} - (t_i + w_i) > w_{i+1} - w_i.$$ 

We distinguish two possible situations in terms of the value $l_i := w_{i+1} - w_i$.

- If $l_i \geq 0$, then we put $m_i := (t_{i+1} - t_i) - l_i$. Observe that, by means of (iv), we have that $m_i \geq 0$. Moreover, we have

$$\dim(F_i + F'_i) + 2l_i + m_i = (t_i + w_i) + 2l_i + m_i = (t_i + w_i) + (w_{i+1} - w_i) + (t_{i+1} - t_i) = t_{i+1} + w_{i+1} = \dim(U).$$
Hence, we can find linearly independent vectors \( \mathbf{a}_1, \ldots, \mathbf{a}_l, \mathbf{b}_1, \ldots, \mathbf{b}_t, \mathbf{c}_1, \ldots, \mathbf{c}_m \) in \( U \) such that this subspace can be expressed as the direct sum

\[
U = (F_i + F'_i) \oplus (\mathbf{a}_1, \ldots, \mathbf{a}_l) \oplus (\mathbf{b}_1, \ldots, \mathbf{b}_t) \oplus (\mathbf{c}_1, \ldots, \mathbf{c}_m).
\]

Now, consider the subspaces

\[
F_{i+1} := F_i \oplus (\mathbf{a}_1, \ldots, \mathbf{a}_l) \oplus (\mathbf{c}_1, \ldots, \mathbf{c}_m),
\]

\[
F'_{i+1} := F'_i \oplus (\mathbf{b}_1, \ldots, \mathbf{b}_t) \oplus (\mathbf{c}_1, \ldots, \mathbf{c}_m),
\]

which have dimension

\[
\dim(F_{i+1}) = \dim(F'_{i+1}) = t_i + l_i + m_i = t_{i+1}.
\]

It is clear that \( F_i \subseteq F_{i+1} \) and \( F'_i \subseteq F'_{i+1} \). Moreover, observe that \( F_{i+1} + F'_{i+1} = U \).

Hence, \( \dim(F_{i+1} + F'_{i+1}) = \dim(U) = t_i + l_i + m_i + 1 \) and, consequently, it holds \( \dim(F_{i+1} \cap F'_{i+1}) = t_i + l_i + m_i \). As a result, we obtain \( d_S(F_{i+1}, F'_{i+1}) = v_{i+1} \), as desired.

- If \( l_i < 0 \), then it holds \( t_i < t_i - l_i < l_i + w_i = \dim(F_i + F'_i) \). Thus, we can consider \((t_i - l_i)\)-dimensional subspaces \( V \) and \( V' \) such that

\[
F_i \subseteq V \subseteq F_i + F'_i \subseteq U, \\
F'_i \subseteq V' \subseteq F_i + F'_i \subseteq U.
\]

Notice that \( V + V' = F_i + F'_i \). Besides, recall that

\[
\dim(U) - \dim(F_i + F'_i) = (t_i + l_i + m_i) - (t_i + l_i) = (t_i + l_i + m_i) - l_i \geq 0
\]

since \( v \) satisfies condition (iv). Hence, there exists a subspace \( W \subseteq U \) of dimension \((t_i + l_i) + l_i \) such that

\[
U = (F_i + F'_i) \oplus W = (V + V') \oplus W.
\]

Let us consider the subspaces

\[
F_{i+1} = V \oplus W \text{ and } F'_{i+1} = V' \oplus W,
\]

which have dimension

\[
\dim(V) + \dim(W) = \dim(V') + \dim(W) = (t_i - l_i) + (t_i + l_i + m_i) = t_{i+1}
\]

and clearly contain \( F_i \) and \( F'_i \), respectively. Moreover, since \( F_{i+1} + F'_{i+1} = U \), we conclude that \( \dim(F_{i+1} \cap F'_{i+1}) = 2t_i + 1 - \dim(U) = 2(t_i + l_i + m_i) - (t_i + l_i + m_i) = t_i + 1 - w_i + 1 \). This is equivalent to say that \( d_S(F_{i+1}, F'_{i+1}) = 2w_i = v_i \), as we wanted to prove.

In both cases, we conclude the existence of \( F, F' \in F_q(t, n) \) such that \( v = d(F, F') \), which finishes the proof. \( \Box \)

**Example 3.10.** Consider the full flag variety on \( F_q^7 \). In this case, \( D^2 = 24 \) and we can consider the possible value of the distance \( d = 20 \). According to Theorem 3.9, the set of distance vectors associated to \( d = 20 \) is given by

\[
D(20, 7) = \{(2, 4, 4, 4, 4, 2), (2, 4, 6, 4, 2, 2), (2, 2, 4, 6, 4, 2)\}.
\]

Observe that, even though all the components of the vector \((2, 2, 6, 4, 4, 2)\) are allowed distances between subspaces of the corresponding dimensions and they sum \( d = 20 \), such a vector is not a distance vector in \( D(20, 7) \). This is due
to the fact that the sequence \((2, 6)\) violates condition (iv) in Theorem 3.9, since \(6 - 2 = 4 > 2 = 2(3 - 2)\).

For \(n = 7\) and \(t = (1, 3, 5, 6)\), we have \(D(t, 7) = 14\). Observe that the distance \(d = 12\) can only be attained by distance vectors

\[D(12, t, 7) = \{(2, 4, 4, 2), (2, 6, 2, 2)\}\.

In this case consecutive components \((2, 6)\) in the vector \((2, 6, 2, 2)\) are allowed, since they represent distance between nested subspaces of dimensions \(t_1 = 1\) and \(t_2 = 3\). Hence, the difference \(6 - 2 = 4 = 2(t_2 - t_1)\) respects the condition (iv) in Theorem 3.9.

4 Distance between flags sharing subspaces

This section is devoted to the study of the flag distance between flags in \(F_q(t, n)\) that share subspaces. To do this, we start by analyzing the distance associated to distance vectors with a prescribed component, in particular, the ones having a component equal to zero. Then, we extend our study to distance vectors having several zeros among their components. This study will be used in Sections 5 and 6 to obtain some information about the structure of flag codes as well as bounds for their cardinality depending on their minimum distance.

4.1 Distance vectors with a fixed component

We start by describing the interval of attainable distances by distance vectors in \(D(t, n)\) with their \(i\)-th component fixed, for some \(1 \leq i \leq r\). Throughout the rest of the section, we will write \(v\) to denote an even integer \(0 \leq v \leq \min\{2t_i, 2(n - t_i)\}\). In other words, the integer \(v\) represents a possible value for the distance between \(t_i\)-dimensional subspaces of \(F_q^n\). We focus on the set of distance vectors \(v = (v_1, \ldots, v_r) \in D(t, n)\) with \(v\) as their \(i\)-th component, paying special attention to those associated to the maximum and minimum distances.

Notice that, if we require a distance vector \(v\) to satisfy \(v_i = v\), then, by using condition (iv) in Theorem 3.9, we obtain \(|v_j - v| \leq 2|t_i - t_j|\) for all \(1 \leq j \leq r\). Moreover, by means of (ii)-(iv) in Theorem 3.9, for every \(1 \leq j \leq r\), the component \(v_j\) must hold

\[
\max\{0, v - 2|t_i - t_j|\} \leq v_j \leq \min\{2t_j, 2(n - t_j), v + 2|t_i - t_j|\}. \tag{15}
\]

**Definition 4.1.** Given \(v\) as above, we write \(d(i; v)^{(t, n)}\) (resp. \(D(i; v)^{(t, n)}\)) to denote the minimum (resp. maximum) distance that can be attained by distance vectors in \(D(t, n)\) having its \(i\)-th component equal to \(v\). According to (15), there exists a unique distance vector, that we denote by \(d(i; v)^{(t, n)}\) (resp. \(D(i; v)^{(t, n)}\)), giving the distance \(d(i; v)^{(t, n)}\) (resp. \(D(i; v)^{(t, n)}\)) and having \(v\) as its \(i\)-th component. For every \(1 \leq j \leq r\), the \(j\)-th components of these vectors are given by

\[
d(i; v)^{(t, n)}_j = \max\{0, v - 2|t_i - t_j|\},
\]

\[
D(i; v)^{(t, n)}_j = \min\{2t_j, 2(n - t_j), v + 2|t_i - t_j|\}. \tag{16}
\]

Consequently, the value \(d(i; v)^{(t, n)}\) (resp. \(D(i; v)^{(t, n)}\)) is obtained as the sum of the components of \(d(i; v)^{(t, n)}\) (resp. \(D(i; v)^{(t, n)}\)), given in (16). Notice that, by construction, these values satisfy \(0 \leq d(i; v)^{(t, n)} \leq D(i; v)^{(t, n)} \leq D(t; n)\). When working with the full type variety, we simply write \(d(i; v)^n\), \(D(i; v)^n\), \(d(i; v)^n\) and \(D(i; v)^n\).
Example 4.2. For the full flag variety on $\mathbb{F}_9^7$, take $i = 3$ and $v = 4$, we have
\[ d(3; 4)^7 = (0, 2, 4, 2, 0, 0) \quad \text{and} \quad D(3; 4)^7 = (2, 4, 4, 6, 4, 2) \]
and their associated distances are the values $d(3; 4)^7 = 8$ and $D(3; 4)^7 = 22$.

On the other hand, if $v$ is also true.

Consider now the type vector $t = (1, 3, 5, 6)$ on $\mathbb{F}_9^7$. For the same choice of $i = 3$ and $v = 4$, we have
\[ d(3; 4)^{(t, 7)} = (0, 0, 4, 2) \quad \text{and} \quad D(3; 4)^{(t, 7)} = (2, 6, 4, 2). \]

Hence, in this case, we have $d(3; 4)^{(t, 7)} = 6$ and $D(3; 4)^{(t, 7)} = 14 = D^{(t, 7)}$.

According to the definition of $d(i; v)^{(t, n)}$ and $D(i; v)^{(t, n)}$, it is clear that if $v \in D(t, n)$ such that $v_i = v$, then its associated distance $d$ is an even integer such that $d(i; v)^{(t, n)} \leq d \leq D(i; v)^{(t, n)}$. The next result allows us to ensure that the converse is also true.

Proposition 4.3. Consider the type vector $t$ on $\mathbb{F}_q^n$, take an index $1 \leq i \leq r$ and an even integer $0 \leq v \leq \min\{2t_i, 2(t(n - t_i))\}$. If $d$ is an even integer such that $d(i; v)^{(t, n)} \leq d \leq D(i; v)^{(t, n)}$, then there exist distance vectors in $D(d, t, n)$ with $v$ as its $i$-th component.

Proof. We prove the result by induction on $d$. For $d = d(i; v)^{(t, n)}$, the result holds since the vector $d(i; v)^{(t, n)}$ satisfies the required condition. Now, assume that, for some even integer $d$ such that $d(i; v)^{(t, n)} \leq d < D(i; v)^{(t, n)}$, we have found a distance vector $v = (v_1, \ldots, v_r) \in D(d, t, n)$ such that $v_i = v$. Let us use $v$ to construct a suitable distance vector in $D(d + 2, t, n)$. Observe that, since $d < D(i; v)^{(t, n)}$, clearly the set
\[ \{v_j \mid v_j < D(i; v)^{(t, n)}_j\} \]
is nonempty. Hence, we can consider the minimum $1 \leq k \leq r$ such that $v_k = \min\{v_j \mid v_j < D(i; v)^{(t, n)}_j\}$. According to this, we have that $v_k < D(i; v)^{(t, n)}_k$ and then $v_k + 2 \leq D(i; v)^{(t, n)}_k$ is a possible distance between $t_k$-dimensional subspaces of $\mathbb{F}_q^n$. Consider now the $k$-th canonical vector $e_k \in \mathbb{Z}^r$, i.e., the vector with $k$-th component equal to 1 and zeros elsewhere. Since $v_i = v = D(i; v)^{(t, n)}_i$, it clearly holds $k \neq i$ and thus, the vector $v + 2e_k$ still has $v$ as its $i$-th component. Hence, we just need to prove that $v + 2e_k$ is a distance vector in $D(d + 2, t, n)$. To so so, it only remains to check condition (iv) of Theorem 3.9 for the $k$-th component and the adjacent ones. In other words, we must show that the relations
\[ |(v_k + 2) - v_{k-1}| \leq 2(t_k - t_{k-1}) \quad \text{if} \quad 1 < k \leq r \]  
\[ |v_{k+1} - (v_k + 2)| \leq 2(t_{k+1} - t_k) \quad \text{if} \quad 1 \leq k < r. \]
hold. We start by proving (17) in case $1 < k \leq r$. To do so, we distinguish two cases. First, if $v_k < v_{k-1}$, then we have
\[ |(v_k + 2) - v_{k-1}| = v_{k-1} - v_k - 2 = |v_k - v_{k-1}| - 2 \leq 2(t_k - t_{k-1}) - 2 < 2(t_k - t_{k-1}). \]

On the other hand, if $v_k \geq v_{k-1}$, by the minimality in the choice of $k$, we have that $v_{k-1} = D(i; v)^{(t, n)}_k$. Hence, since $D(i; v)^{(t, n)}$ is a distance vector, it holds
\[ |(v_k + 2) - v_{k-1}| = (v_k + 2) - v_{k-1} \leq D(i; v)^{(t, n)}_k - D(i; v)^{(t, n)}_{k-1} \leq 2(t_k - t_{k-1}). \]
The proof of (18), in case that $1 \leq k < r$, is completely analogous and we omit it.
To our purposes, it will be important, in turn, to look at the behaviour of the components of distance vectors associated to a given value for the flag distance. Hence, given an even integer \(0 \leq d \leq D(t,n)\), we consider the values

\[
\bar{d}_i = \min\{v_i \mid v \in \mathcal{D}(d, t, n)\} \quad \text{and} \quad \bar{D}_i = \max\{v_i \mid v \in \mathcal{D}(d, t, n)\}.
\] (19)

The value \(\bar{d}_i\) (resp. \(\bar{D}_i\)) represents the minimum (resp. maximum) value that can be placed in the \(i\)-th component of a distance vector in \(\mathcal{D}(d, t, n)\).

**Remark 4.4.** Notice that, the values \(\bar{d}_i\) and \(\bar{D}_i\) defined in (19) satisfy the chain of inequalities

\[
d(i; \bar{d}_i)^{(t,n)} \leq d(i; \bar{D}_i)^{(t,n)} \leq d \leq D(i; \bar{d}_i)^{(t,n)} \leq D(i; \bar{D}_i)^{(t,n)}.
\] (20)

Example 4.6 illustrates this fact.

With this notation, the next result holds.

**Proposition 4.5.** Let \(d\) be an even integer such that \(0 \leq d \leq D(t,n)\). Consider an index \(1 \leq i \leq r\) and take an even integer \(v\) with \(0 \leq v \leq \min\{2t_i, 2(n-t_i)\}\). The following statements hold:

1. If \(v < \bar{d}_i\), then we have \(D(i; v)^{(t,n)} < d\).
2. If \(v > \bar{D}_i\), then \(d(i; v)^{(t,n)} > d\).

**Proof.** Suppose that \(v < \bar{d}_i\), then, by means of (20), it holds

\[
d(i; v)^{(t,n)} \leq d(i; \bar{d}_i)^{(t,n)} \leq d.
\]

Suppose now that \(d \leq D(i; v)^{(t,n)}\). In this case, by means of Proposition 4.3, there must exist a distance vector in \(\mathcal{D}(d, t, n)\) with \(v\) as its \(i\)-th component. This leads to \(\bar{d}_i \leq v\), which is a contradiction. Hence, it holds \(d > D(i; v)^{(t,n)}\).

On the other hand, if \(v > \bar{D}_i\), by using (20), we clearly have that

\[
d \leq D(i; \bar{D}_i)^{(t,n)} \leq D(i; v)^{(t,n)}.
\]

If we assume that \(d \geq d(i; v)^{(t,n)}\), by using Proposition 4.3, we can find a distance vector in \(\mathcal{D}(d, t, n)\) with \(v\) as its \(i\)-th component. This contradicts the fact that \(v > \bar{D}_i\). As a result, we conclude that \(d < d(i; v)^{(t,n)}\).

The previous result points out the impossibility of attaining the flag distance value \(d\) when we consider subspaces distances \(v\) out of the interval \([\bar{d}_i, \bar{D}_i]\) at the \(i\)-th summand. This fact will be useful in Section 6 and it is reflected in the next example.

**Example 4.6.** As said in Example 3.10, the set of distance vectors associated to \(d = 20\) for the full flag variety on \(\mathbb{F}_q^7\) is

\[
\mathcal{D}(20, 7) = \{(2, 4, 4, 4, 4, 2), (2, 4, 6, 4, 2, 2), (2, 2, 4, 6, 4, 2)\}.
\]

Hence, for \(d = 20\), it is clear that \(\bar{d}_3 = 4\) and \(\bar{D}_3 = 6\). Moreover, in this case expression (20) becomes

\[
d(3; 4)^7 = 8 < d(3; 6)^7 = 18 < 20 < D(3; 4)^7 = 22 < D(3; 6)^7 = 24.
\]

Besides, by means of Proposition 4.5, the maximum distance that can be obtained by distance vectors with third component \(v_3 < 4\) is lower than 20. Indeed, that maximum distance is attained with the vector

\[
\mathbf{D}(3; 2)^7 = (2, 4, 2, 4, 4, 2),
\]

whose associated distance is \(D(3; 2)^7 = 18 < 20\).
4.2 Distance vectors with prescribed zero components

In this subsection we study the set of attainable values of the flag distance by distance vectors having prescribed zero components, i.e., distance vectors associated to pairs of flags that share certain subspaces. For the sake of simplicity, we will present partial results for the full flag variety, followed by the natural general version for $F_q(t,n)$, deduced by using the projection map defined in (11).

**Remark 4.7.** Recall that, as pointed out in Remark 3.4, in case of working with distance vectors with no zero components, the maximum possible distance is the value $D^{(t,n)}$, which is attained by the vector $D^{(t,n)}$.

Let us start our study with distance vectors with just one zero among their components by taking advantage of the results provided in Subsection 4.1. Later on, we generalize this and analyze the properties of distance vectors with several null components. Given the type vector $t$ and a position $1 \leq i \leq r$, by means of (16), it clearly holds $d(i;0)^{(t,n)} = 0$. On the other hand, now we study the value $D(i;0)^{(t,n)}$ and its associated distance vector $D(i;0)^{(t,n)}$. Observe that, in this case, we do not need to specify the fixed component since is always zero. Hence, we will just write $D(i)^{(t,n)}$ and $D(i)^{(t,n)}$. Moreover, by means of (16), the $j$-th component $D(i)^{(t,n)}$ is given by

$$D(i)^{(t,n)}_j = \min\{2t_j, 2(n - t_j), 2|t_i - t_j|\}$$

(21)

for every $1 \leq j \leq r$. When working with full flags, we also drop the type vector and simply write $D(i)^n$ and $D(i)^n$. In this case, expression (21) becomes

$$D(i)^n_j = \min\{2j, 2(n - j), 2|i - j|\},$$

(22)

for $1 \leq j \leq n - 1$. Using both (21) and (22) and the map defined in (11), the next result follows.

**Proposition 4.8.** Given a type vector $t$ on $F_q^n$ and an index $1 \leq i \leq r$, it holds

$$D(i)^{(t,n)} = \pi_q(D(i)^n).$$

This fact allows us to restrict our study to the full type case. At the end of the section we will come back to the general flag variety $F_q(t,n)$.

**The full type case**

We start giving some properties of the value $D(i)^n$.

**Proposition 4.9.** For every $1 \leq i \leq n - 1$, we have that

$$D(i)^n_j = D(n - i)_{n-j}^n, \forall j = 1, \ldots, n - 1.$$

In other words, to obtain $D(n - i)^n$, it suffices to read backwards the vector $D(i)^n$. As a consequence, it holds $D(i)^n = D(n - i)^n$.

**Proof.** Take an integer $1 \leq i \leq n - 1$. According to (22), for every $1 \leq j \leq n - 1$, it clearly holds

$$D(n - i)_{n-j}^n = \min\{2(n - j), 2(n - (n - j)), 2|(n - i) - (n - j)|\} = \min\{2(n - j), 2j, 2|j - i|\} = D(i)^n_j,$$

which gives the result straightforwardly.
In light of this result, we just need to study the values \( D(i)^n \) for \( 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor \). We can also give the following nice description of \( D(i)^n \) in terms of the values \( D^j \) defined in (10).

**Proposition 4.10.** For every \( 1 \leq i \leq n - 1 \), it holds
\[
D(i)^n = D^i + D^{n-1}.
\]

**Proof.** Regarding equation (22), we can compute the value \( D(i)^n \) as
\[
D(i)^n = \sum_{j=1}^{n-1} \min\{2j, 2(n-j), 2|i-j|\}.
\]

Observe that, in case \( i = 1 \), we have
\[
D(1)^n = \sum_{j=2}^{n-1} \min\{2j, 2(n-j), 2|1-j|\}
\]

Besides, by means of Proposition 4.9, the result also holds if \( i = n - 1 \). Let us now consider the case \( 1 < i < n - 1 \). In this case, the \( i \)-th component is zero and we have
\[
D(i)^n = \sum_{j=1}^{i-1} \min\{2j, 2(n-j), 2|i-j|\} + \sum_{j=i+1}^{n-1} \min\{2j, 2(n-j), 2|i-j|\}.
\]

Moreover, for values of \( j < i \), one have that \( 2|i-j| = 2(i-j) < 2(n-j) \). On the other hand, if \( i < j \), it is clear that \( 2|i-j| = 2(j-i) < 2j \). Hence, (23) becomes
\[
D(i)^n = \sum_{j=1}^{i-1} \min\{2j, 2(i-j)\} + \sum_{j=i+1}^{n-1} \min\{2(n-j), 2(i-j)\}
\]

where the second equality comes from writing \( k = j - i \).

This result confirms again the fact that \( D(i)^n = D(n - i)^n \). Next, we use the previous proposition together with expression (10) to provide an explicit formula for every \( D(i)^n \).

**Corollary 4.11.** For every \( 1 \leq i \leq n - 1 \), it holds
\[
D(i)^n = \begin{cases} 
\frac{i^2 + (n-i)^2}{2} & \text{if both } n \text{ and } i \text{ are even}, \\
\frac{i^2 + (n-i)^2 - 2}{2} & \text{if } n \text{ is even and } i \text{ is odd}, \\
\frac{i^2 + (n-i)^2 - 1}{2} & \text{if } n \text{ is odd}.
\end{cases}
\]

This expression allows us to establish an order on the set \( \{D(i)^n \mid 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor \} \).

**Proposition 4.12.** For every \( n \) it holds
\[
D^n > D(1)^n > D(2)^n > \cdots > D(\left\lfloor \frac{n}{2} \right\rfloor - 1)^n \geq D(\left\lfloor \frac{n}{2} \right\rfloor)^n,
\]

and the last equality holds if, and only if, 4 divides \( n \).
Proof. Consider any $1 \leq i < \left\lceil \frac{n}{2} \right\rceil$. We will use the expression in Corollary 4.11 in order to compare $D(i)^n$ and $D(i + 1)^n$. We do so by dividing the proof into two parts, depending on the parity of $n$. First of all, assume that $n$ is odd. In this case, it follows $i + 1 \leq \left\lfloor \frac{n}{2} \right\rfloor = \frac{n-1}{2}$. Then $2i + 1 < 2i + 3 \leq n$ and
\[
D(i + 1)^n = \frac{(i+1)^2 + (n-(i+1))^2 - 1}{2} = \frac{i^2 + 2i + 1 + (n-i)^2 - 2(n-i) + 1 - 1}{2} = \frac{i^2 + (n-i)^2 - 2(i+1) + 2}{2} = \frac{D(i)^n - (n - (2i + 1))}{2} < D(i)^n.
\]

Now, suppose that $n$ is an even integer and $1 \leq i < \left\lceil \frac{n}{2} \right\rceil = \frac{n}{2}$. Equivalently, $2(i + 1) \leq n$. We distinguish two cases:

- if $i$ is even, then $i + 1$ is odd and we have
  \[
  D(i + 1)^n = \frac{(i+1)^2 + (n-(i+1))^2 - 2}{2} = \frac{i^2 + 2i + 1 + (n-i)^2 - 2(n-i) + 1 - 2}{2} = \frac{i^2 + (n-i)^2 - 2(i+1) + 2}{2} = D(i)^n - (n - 2i) < D(i)^n.
  \]

- On the other hand, if $i$ is odd, then $i + 1$ is even and:
  \[
  D(i + 1)^n = \frac{(i+1)^2 + (n-(i+1))^2}{2} = \frac{i^2 + 2i + 1 + (n-i)^2 - 2(n-i) + 1}{2} = \frac{i^2 + (n-i)^2 - 2(i+1) + 2}{2} = D(i)^n - (n - 2i + 1) \leq D(i)^n
  \]
and the last equality holds if, and only if, $n = 2(i + 1)$ and then $4$ divides $n$.

The next example reflects the information given in the previous results for a specific value of $n$.

**Example 4.13.** For $n = 7$, we have $D^7 = 24$. In this example, we compute all the values $D(i)^7$ and respective vectors $D(i)^7$.

| $i$ | $D(i)^7$ | $D(i)^7$ | $i$ | $D(i)^7$ | $D(i)^7$ |
|-----|----------|----------|-----|----------|----------|
| 1   | 0, 2, 4, 6, 4, 2 | 18       | 6   | 2, 4, 6, 4, 2, 0 | 18       |
| 2   | 2, 0, 2, 4, 4, 2 | 14       | 5   | 2, 4, 4, 2, 0, 2 | 14       |
| 3   | 2, 2, 0, 2, 4, 2 | 12       | 4   | 2, 4, 2, 0, 2, 2 | 12       |

Notice that, as stated in Proposition 4.9, for every $1 \leq i \leq 6$, it holds $D(i)^7 = D(7-i)^7$. Moreover, the reader can see that every vector $D(i)^7$ has the same components than $D(n-i)^7$ but written backwards. Moreover, it is also shown that $D^7 > D(1)^7 > D(2)^7 > D(3)^7$.

We will come back to this example in Section 7.

Recall that the flag distance between full flags on $\mathbb{F}_q^n$ is an even integer in the interval $[0, D^n]$. Moreover, in light of Proposition 4.12, we can partition this interval into intervals of the form $[D(i)^n, D(i)^n]$ that will be used in Sections 5 and 6 to obtain useful information about full flag codes.
In this situation, according to (Mall), now assume that

\[ \text{we prove the result by induction on the number of zeros} \]

Proposition 4.15. Given indices \( 1 \leq i_1 < \cdots < i_M \leq n - 1 \), we have

\[ D(i_1, \ldots, i_M)^n = D^1 + D^{i_2 - i_1} + \cdots + D^{i_M - i_M - 1} + D^{n - i_M}. \]

Proof. We prove the result by induction on the number of zeros \( 1 \leq M \leq n - 1 \). Observe that, by means of Proposition 4.10, the result holds for every \( n \) and \( M = 1 \). Now, assume that \( M > 1 \) and, by induction hypothesis, that the result is true for all \( n \) and distance vectors having up to \( M - 1 \) zeros. Let us study the case of having \( M \) zeros in the positions \( i_1, \ldots, i_M \). We start by considering the case where \( i_1 = 1 \).

In this situation, according to (24),

\[ D(1, i_2, \ldots, i_M)^n = \sum_{j=1}^{n-1} \min\{2j, 2(n-j), 2|j - i_1|, \ldots, 2|j - i_M|\} \]

where the third equality comes from taking \( k = j = 1 \). Hence, the induction hypothesis leads to

\[ D(1, i_2, \ldots, i_M)^n = D^1 + D^{i_2 - i_1} + \cdots + D^{i_M - i_M - 1} + D^{n - i_M}, \]

as stated. Assume now that \( i_1 > 1 \), then we obtain

\[ D(i_1, \ldots, i_M)^n = \sum_{j=i_1}^{n-1} \min\{2j, 2(n-j), 2|j - i_1|, \ldots, 2|j - i_M|\} \]

Observe that, when \( 1 \leq j \leq i_1 - 1 \), it holds \( j < i_1 < i_2 < \cdots < i_M < n \) and then

\[ n - j > |j - i_l| \geq i_l - j \geq j - i_1 \text{ for all } 1 \leq l \leq M. \]
sum can be substituted by
\[
\sum_{j=1}^{i_1-1} \min\{2j, 2(i_1 - j)\} = D^{i_1}.
\]
On the other hand, if \(i_1 + 1 \leq j \leq n - 1\), clearly \(|j - i_1| = j - i_1 \leq j\) and then
\[
D(i_1, \ldots, i_M)^n = D^{i_1} + \sum_{j=i_1+1}^{n} \min\{2(n - j), 2(j - i_1), 2(j - i_2), \ldots, 2|j - i_M|\}
= D^{i_1} + \sum_{k=1}^{n-i_1-1} \min\{2(n - i_1 - k), 2k, 2k - (i_2 - i_1), \ldots, 2k - (i_M - i_1)\}
= D^{i_1} + D(i_2 - i_1, \ldots, i_M - i_1)^{n-i_1}.
\]

Hence, by applying the induction hypothesis to \(D(i_2 - i_1, \ldots, i_M - i_1)^{n-i_1}\), we obtain
\[
D(i_1, \ldots, i_M)^n = D^{i_1} + D^{2i_1} + \ldots + D^{(i_M-i_1)-(i_{M-1}-i_1)} + D^{(n-1)-(i_{M}-i_1)}
= D^{i_1} + D^{2i_1} + \ldots + D^{i_{M-1} - i_1} + D^{n-1-M},
\]
as we wanted to prove. \(
\)

Proposition 4.15 along with expression (10) allows us to compute every value \(D(i_1, \ldots, i_M)^n\) depending on the parity of the positive integers \(i_1, i_2 - i_1, \ldots, n - i_M\), as we see in the following example.

**Example 4.16.** For \(n = 7, M = 3\) and indices \(i_1 = 1, i_2 = 3\) and \(i_3 = 4\), by means of Proposition 4.15, we have
\[
D(1, 3, 4)^7 = D^1 + D^{3-1} + D^{4-3} + D^{7-4}
= D^1 + D^2 + D^3 + D^3
= 0 + \frac{2^3}{2} + 0 + \frac{3^2}{2} = 6.
\]

**Remark 4.17.** A *multiset* is a collection whose elements can appear more than once. The number of times that each element appears in the multiset is its *multiplicity*. We represent multisets by using double braces \(\{\ldots\}\). Notice that, for any two families of \(M\) indices \(1 \leq i_1 < \cdots < i_M < n - 1\) and \(1 \leq j_1 < \cdots < j_M < n - 1\) satisfying the equality of multisets
\[
\{i_1, i_2 - i_1, \ldots, n - i_M\} = \{j_1, j_2 - j_1, \ldots, n - j_M\},
\]
by means of Proposition 4.15, we have the equality \(D(i_1, \ldots, i_M)^n = D(j_1, \ldots, j_M)^n\). Hence, in order to compute all the values \(D(i_1, \ldots, i_M)^n\), we can restrict ourselves to choices of \(M\) ordered indices \(1 \leq i_1 < \cdots < i_M < n - 1\) such that the differences
\[
1 \leq i_1 \leq i_2 - i_1 \leq \cdots \leq i_M - i_{M-1} \leq n - M
\]
are also ordered. In general, the converse is not true: there are different families of multisets as above providing the same values of the distance. It suffices to see that, with \(M = 1\) and \(n = 8\), it holds \(D(3)^8 = 16 = D(4)^8\). However, the multisets of differences associated to indices \(i = 3\) and \(i = 4\) are \(\{3, 5\}\) and \(\{4, 4\}\), respectively.

The next result establishes that the maximum distance attainable by distance vectors in \(D(n)\) with \(M\) zero components is always obtained when these zeros are placed in the first \(M\) positions.
Proposition 4.18. Given $1 \leq M \leq n-1$ and any election of indices $1 \leq i_1 < \cdots < i_M \leq n-1$, it holds

$$D(i_1, \ldots, i_M)^n \leq D(1, \ldots, M)^n = D^{n-M}.$$ 

Proof. Notice that $D(1, \ldots, M)^n = D^{n-M}$ holds by application of Proposition 4.15. Hence, we just need to prove the first inequality. To do so, we proceed by induction on $M$. We start with the case $M = 1$, in which, by means of Proposition 4.12, it is clear that $D(n-i)^n = D(i)^n \leq D(1)^n$, for every value of $n$ and $1 \leq i \leq n-1$.

Assume now that $M > 1$ and that the result holds for any value of $n$ and distance vectors in $D(n)$ having up to $M-1$ zeros. Let us prove that it is also true for $M$ zeros. To do so, consider $M$ indices $1 \leq i_1 < \cdots < i_M \leq n-1$. Notice that $M \leq i_M$. Moreover, if $M = i_M$, then it holds $i_j = j$, for every $j \in \{1, \ldots, M\}$ and therefore $D(i_1, \ldots, i_M)^n = D(1, \ldots, M)^n$. Assume now that $M < i_M$. By means of Proposition 4.15, we have

$$D(i_1, \ldots, i_M)^n = D^{i_1 + M - i_1 + \cdots + D^{i_M - i_{M-1}} + D^{n-i_M}} = D(i_1, \ldots, i_{M-1})^M + D^{n-i_M}.$$ 

Moreover, since $M-1 < i_M - 1$, we can apply the induction hypothesis to the case of having $M-1$ zeros in the positions $i_1 < \cdots < i_{M-1}$ on $\mathbb{F}_q^n$. We obtain $D(i_1, \ldots, i_{M-1})^M \leq D^{i_M - (M-1)}$ and Proposition 4.10 along with Proposition 4.12 gives that

$$D(i_1, \ldots, i_M)^n \leq D^{i_M - (M-1)} + D^{n-i_M} = D^{i_M - M + 1 + n - i_M} = D^{i_M - M + 1} \leq D(1)^{n-M+1} = D^n + D^{n-M+1-1} = D^{n-M},$$

as we wanted to prove.

The general case

We finish this section by generalizing the previous concepts to the general flag variety $F_q(t, n)$ as follows. As done for the full type case in Definition 4.14, we can consider distance vectors $D(\mathbf{t}, n)$ with a prescribed number of zeros, say $0 \leq M \leq r$, in the positions $1 \leq i_1 < \cdots < i_M \leq r$. We denote the corresponding maximum distance by

$$D(i_1, \ldots, i_M)^{(\mathbf{t}, n)}.$$ 

This number represents the maximum possible distance between flags in $F_q(t, n)$ that share simultaneously their subspaces of dimensions $t_{i_1}, \ldots, t_{i_M}$. The only distance vector giving this distance and having zeros in its components $i_1, \ldots, i_M$ is denoted by $D(i_1, \ldots, i_M)^{(\mathbf{t}, n)}$ and its $j$-th component is given by

$$D(i_1, \ldots, i_M)^{(\mathbf{t}, n)}_j = \min\{2t_j, 2(n-t_j), 2|t_j - t_{i_1}|, \ldots, 2|t_j - t_{i_M}|\}, \quad (25)$$

for $1 \leq j \leq r$.

Using the projection map $\pi_\mathbf{t}$ defined in (11), we can give the following description of the distance vector with components as in (25), in terms of the vector $D(i_1, \ldots, i_M)^n$ introduced in Definition 4.14. The next result generalizes Proposition 4.8.

Proposition 4.19. Given a type vector $\mathbf{t}$ and $1 \leq M \leq r$ indices $1 \leq i_1 < \cdots < i_M \leq r$, it holds

$$D(i_1, \ldots, i_M)^{(\mathbf{t}, n)} = \pi_{\mathbf{t}}(D(i_1, \ldots, i_M)^n).$$
Proof. Consider the type vector $t$ and take $1 \leq M \leq r$ indices $1 \leq i_1 < \cdots < i_M \leq r$. Notice that, for every $1 \leq j \leq r$, the $j$-th component of $\pi_t(\mathbf{D}(t_{i_1}, \ldots, t_{i_M})^n)$ is exactly the $t_j$-th one of $\mathbf{D}(t_{i_1}, \ldots, t_{i_M})^n$ that, by (24), is:

$$\min\{2t_j, 2(n-t_j), 2|t_j-t_{i_1}|, \ldots, 2|t_j-t_{i_M}|\}.$$  

This value corresponds to the $j$-th component of $\mathbf{D}(i_1, \ldots, i_M)^{(t,n)}$, as we wanted to prove.

Next, we give a generalization of Proposition 4.15 for any arbitrary type vector $t = (t_1, \ldots, t_r)$. To do so, consider $1 \leq M \leq r$ zeros in the positions $1 \leq i_1 < \cdots < i_M \leq r$. These positions allow us to split $t$ into $M + 1$ new type vectors, that we denote by $t^1, \ldots, t^{M+1}$, given by

$$\begin{align*}
t^1 &= (t_1, \ldots, t_{i_1-1}), \\
t^{j+1} &= (t_{i_j+1} - t_{i_j}, \ldots, t_{i_{j+1}-1} - t_{i_j}), \text{ for } 1 \leq j \leq M - 1, \\
t^{M+1} &= (t_{i_M+1} - t_{i_M}, \ldots, t_r - t_{i_M}).
\end{align*}$$

Using this notation, the next result holds.

**Proposition 4.20.** Given a type vector $t$ and a choice of $1 \leq M \leq r$ ordered indices $1 \leq i_1 < \cdots < i_M \leq r$, then the value $D(i_1, \ldots, i_M)^{(t,n)}$ satisfies:

$$D(i_1, \ldots, i_M)^{(t,n)} = D(t^1, i_1) + D(t^{2}, t_2 - t_{i_1}) + \cdots + D(t^{M+1}, n-t_{i_M}).$$

The next example reflects this fact.

**Example 4.21.** Take $n = 12$ and consider the type vector $t = (1, 3, 5, 6, 8, 10, 11)$ of length $r = 7$. Assume that we place $M = 2$ zeros in the positions $i_1 = 3$ and $i_2 = 5$, i.e., the ones corresponding to the dimensions $t_3 = 5$ and $t_5 = 8$. In this case, by means of (26), we have

$$t^1 = (1, 3), \quad t^2 = (6 - 5) = (1) \quad \text{and} \quad t^3 = (10 - 8, 11 - 8) = (2, 3).$$

Moreover, by (25), it holds

$$\mathbf{D}(3, 5)^{(t,12)} = (2, 4, 0, 2, 0, 4, 2).$$

Observe that the zero components of $\mathbf{D}(3, 5)^{(t,12)}$ allow us to split this vector into three new ones, which are precisely

$$\mathbf{D}(t^1, 5) = (2, 4), \quad \mathbf{D}(t^7, 8 - 5) = (2) \quad \text{and} \quad \mathbf{D}(t^3, 12 - 8) = (4, 2).$$

Hence, we have

$$D(3, 5)^{(t,12)} = 2 + 4 + 0 + 2 + 0 + 4 + 2 = D(t^1, 5) + D(t^7, 8 - 5) + D(t^3, 12 - 8),$$

as stated in Proposition 4.20.

**Remark 4.22.** Notice that the computation of the distance $D(i_1, \ldots, i_M)^{(t,n)}$ only depends on the flag variety $\mathcal{F}_q(t, n)$ and on the choice of the indices $i_1, \ldots, i_M$. As a result, these values can be computed in advance, before considering any particular flag code, as we will see in Section 7.

In the following sections we will take advantage of this study of the values $D(i_1, \ldots, i_M)^{(t,n)}$ in order to derive some properties related to the structure and cardinality of flag codes.
5 Disjointness in flag codes

Recall that, given a flag code $C \subseteq \mathcal{F}_q(t, n)$, for every $1 \leq i \leq r$, its $i$-th projected code is the constant dimension code

$$C_i = p_i(C) \subseteq \mathbb{G}_q(t_i, n),$$

where $p_i$ is the projection map defined in (6). As a consequence, for every $1 \leq i \leq r$, we have

$$|C_i| = |p_i(C)| \leq |C|$$

and the equality holds if, and only if, the projection $p_i$ is injective when restricted to $C$. If we have the equality for all $1 \leq i \leq r$, i.e., if $|C| = |C_1| = \cdots = |C_r|$, the flag code $C$ is said to be disjoint (see [4]). Under the disjointness property, the code cardinality is completely determined by its projected codes and different flags never share a subspace. Moreover, observe that every flag code $C \subseteq \mathcal{F}_q(t, n)$ with $|C| = 1$ is trivially disjoint and it holds $d_f(C) = \sum_{i=1}^r d_S(C_i) = d_S(C_1) = 0$, for every $1 \leq i \leq r$. On the other hand, if $C$ is a disjoint flag code with $|C| \geq 2$, then

$$d_f(C) \geq \sum_{i=1}^r d_S(C_i)$$

and $d_S(C_i) > 0$, for every $1 \leq i \leq r$. In particular, we obtain $d_f(C) \geq 2r$.

**Remark 5.1.** Disjoint flag codes in $\mathcal{F}_q(t, n)$ in which expression (27) holds with equality are called consistent (see [2]). It is quite easy to see that this family of disjoint flag codes is also characterized by the property of having as a unique distance vector $(d_S(C_1), \ldots, d_S(C_r))$. Optimum distance flag codes in $\mathcal{F}_q(t, n)$ are a particular class of consistent flag codes whose associated distance vector is $D^{(t, n)}$ defined in (12).

The simple structure of disjoint flag codes leads us to seek a generalization of this concept. We do so by using the next family of projections. Consider the flag variety $\mathcal{F}_q(t, n)$ and take $1 \leq M \leq r$ indices $1 \leq i_1 < i_2 < \cdots < i_M \leq r$. The $(i_1, \ldots, i_M)$-projection map is given as

$$p_{(i_1, \ldots, i_M)} : \mathcal{F}_q(t, n) \longrightarrow \mathcal{F}_q((i_1, \ldots, i_M), n)$$

$$\langle \mathcal{F}_{i_1}, \ldots, \mathcal{F}_{i_M} \rangle \longrightarrow \langle \mathcal{F}_{i_1}, \ldots, \mathcal{F}_{i_M} \rangle$$

and the value $M$ will be called the length of the projection. Now, given a flag code $C$ in $\mathcal{F}_q(t, n)$, we can define a set of flag codes of length $M$, naturally associated to $C$, by using these projection maps.

**Definition 5.2.** Let $C \subseteq \mathcal{F}_q(t, n)$ be a flag code and fix $1 \leq M \leq r$ indices $1 \leq i_1 < \cdots < i_M \leq r$. The set $p_{(i_1, \ldots, i_M)}(C)$ is called the $(i_1, \ldots, i_M)$-projected code of $C$. The images of $C$ by all the projections of length $M$ constitute the set of the so-called projected codes of length $M$ of $C$.

Observe that in case $M = 1$, both projections $p_{i_1}$ and $p_{(i_1)}$, defined in (6) and (28) respectively, coincide. Hence, the $(i)$-projected code is just the $i$-projected (subspace) code defined in Section 2, seen now as a flag code of length one.

Next, we use these new projected codes and we introduce two wider notions of disjointness.

**Definition 5.3.** Let $C \subseteq \mathcal{F}_q(t, n)$ be a flag code and take $1 \leq M \leq r$ specific indices $1 \leq i_1 < \cdots < i_M \leq r$. The code $C$ is said to be $(i_1, \ldots, i_M)$-disjoint if the projection $p_{(i_1, \ldots, i_M)}$ is injective when restricted to $C$. If this condition holds for every choice of $M$ indices $1 \leq i_1 < \cdots < i_M \leq r$, we say that $C$ is $M$-disjoint.
According to this definition, we provide the next geometric interpretation of \((i_1, \ldots, i_M)\)-disjoint flag codes.

**Remark 5.4.** Consider the type vector \(t\) and \(1 \leq M \leq r\) indices \(1 \leq i_1 < \cdots < i_M \leq r\). A code \(C \subseteq F_q(t, n)\) is \((i_1, \ldots, i_M)\)-disjoint if, and only if, different flags in \(C\) never share simultaneously their subspaces of dimensions \(t_{i_1}, \ldots, t_{i_M}\). Similarly, \(C\) is \(M\)-disjoint if different flags \(C\) never have \(M\) equal subspaces.

**Example 5.5.** Let \(\{e_1, e_2, e_3, e_4\}\) be the standard \(F_q^5\) basis of \(F_q^5\). We consider the full flag code \(C\) on \(F_q^5\) given by the flags
\[
F^1 = \langle (e_1), (e_1, e_2), (e_1, e_2, e_3), (e_1, e_2, e_3, e_4) \rangle,
F^2 = \langle (e_1), (e_1, e_3), (e_1, e_2, e_3), (e_1, e_2, e_3, e_4) \rangle,
F^1 = \langle (e_1), (e_1, e_3), (e_1, e_3, e_5), (e_1, e_3, e_4) \rangle.
\]
On the one hand, observe that no pair of flags in \(C\) share their second and third subspaces at the same time, i.e., \(C\) is a \((2,3)\)-disjoint flag code. On the other hand, it is not \((i_1, i_2)\)-disjoint for any other choice of indices \(1 \leq i_1 < i_2 \leq 4\). As a result, the code \(C\) is not \(2\)-disjoint.

**Proposition 5.6.** Let \(C \subseteq F_q(t, n)\) be an \((i_1, \ldots, i_M)\)-disjoint flag code for some choice of \(1 \leq M \leq r\) indices \(1 \leq i_1 < \cdots < i_M \leq r\). Then, for every choice of \(M \leq N \leq r\) integers \(1 \leq j_1 < \cdots < j_N \leq r\) such that \(\{i_1, \ldots, i_M\} \subseteq \{j_1, \ldots, j_N\}\), the code \(C\) is \((j_1, \ldots, j_N)\)-disjoint. In particular, if \(C\) is \(M\)-disjoint, then it is \(N\)-disjoint as well.

Proof. Assume that \(C\) is not a \((j_1, \ldots, j_N)\)-disjoint flag code. Hence, there exist different flags \(\mathcal{F}, \mathcal{F}' \in C\) such that \(\langle \mathcal{F}_{j_1}, \ldots, \mathcal{F}_{j_N} \rangle = \langle \mathcal{F}'_{i_1}, \ldots, \mathcal{F}'_{i_M} \rangle\). Since \(\{i_1, \ldots, i_M\} \subseteq \{j_1, \ldots, j_N\}\), then we have \(\langle \mathcal{F}_{i_1}, \ldots, \mathcal{F}_{i_M} \rangle = \langle \mathcal{F}'_{i_1}, \ldots, \mathcal{F}'_{i_M} \rangle\), which is a contradiction with the fact that \(C\) is an \((i_1, \ldots, i_M)\)-disjoint flag code. Similarly, assume now that \(C\) is not \(N\)-disjoint. The previous argument leads to different flags sharing \(N \geq M\) subspaces at the same time. In other words, the code \(C\) cannot be \(M\)-disjoint.

At this point, we relate the \(M\)-disjointness property of a flag code with its minimum distance. These relationships will help us to establish bounds for flag codes in Section 6. We start giving a lower bound for the distance of \(M\)-disjoint flag codes in terms of the distances of some of their projected codes of length 1.

**Proposition 5.7.** Let \(C \subseteq F_q(t, n)\) be a flag code and consider an integer \(1 \leq M \leq r\). If \(C\) is \(M\)-disjoint, then there exist \(r - (M - 1)\) indices \(1 \leq i_1 < \cdots < i_{r-M+1} \leq r\) such that \(d_S(C_{i_j}) \neq 0\) and
\[
d_f(C) \geq \sum_{j=1}^{r-M+1} d_S(C_{i_j}).
\]

Proof. Let \(C \subseteq F_q(t, n)\) be an \(M\)-disjoint flag code for some integer \(1 \leq M \leq r\) and consider a pair of different flags \(\mathcal{F}, \mathcal{F}' \in C\) giving the minimum distance. The \(M\)-disjointness condition makes that \(\mathcal{F}\) and \(\mathcal{F}'\) cannot share more than \(M - 1\) subspaces. Hence, their associated distance vector, i.e., the vector
\[
d(\mathcal{F}, \mathcal{F}') = (d_S(\mathcal{F}_{i_1}, \mathcal{F}'_{i_1}), \ldots, d_S(\mathcal{F}_{r}, \mathcal{F}'_{r}))
\]
does not contain more than \(M - 1\) zeros. As a result, at least, \(r - (M - 1)\) of its \(r\) components are nonzero. Thus, there exist different indices \(1 \leq i_1 < \cdots <
In particular, we have that $d_S(F_{i,j}, F'_{i,j}) \neq 0$. Consequently, we have $d_S(F_{i,j}, F'_{i,j}) \geq d_S(C_{i,j}) > 0$ and then

$$d_f(C) = d_f(F, F') \geq \sum_{j=1}^{r-(M-1)} d_S(F_{i,j}, F'_{i,j}) \geq \sum_{j=1}^{r-(M-1)} d_S(C_{i,j}).$$

In other words, the distance of $C$ is lower bounded by the sum of nonzero distances of $r-(M-1)$ specific projected codes of length 1.

Observe that, in the previous proof, the choice of the $r-(M-1)$ indices $1 \leq i_1 < \cdots < i_{r-(M-1)} \leq r$ strongly depends on the election of the pair of flags $F, F' \in C$, giving the minimum distance of the code. On the other hand, if $d_f(C) = d_f(F, F')$, for another pair of flags $F, F' \in C$, following the proof of Proposition 5.7, one might obtain another lower bound for $d_f(C)$ as the sum of the (positive) distances of $r-(M-1)$ different projected codes of $C$.

**Corollary 5.8.** Let $C \subseteq F_q(t, n)$ be an $M$-disjoint flag code for some $1 \leq M \leq r$. Then it holds

$$d_f(C) \geq \min \left\{ \sum_{j=1}^{r-(M-1)} d_S(C_{i,j}) \mid 1 \leq i_1 < \cdots < i_{r-(M-1)} \leq r \text{ with } d_S(C_{i,j}) \neq 0 \right\}.$$

In particular, we have that $d_f(C) \geq 2(r-(M-1))$.

Observe that, if $C \subseteq F_q(t, n)$ is a disjoint flag code, i.e., 1-disjoint in our new notation, the previous bound coincides with the one given in (27). On the other hand, by using the notation introduced in Section 4, we provide the following sufficient condition on the distance of a flag code to ensure some type of disjointness. More precisely, we can conclude that a given flag code is $(i_1, \ldots, i_M)$-disjoint just by checking if its minimum distance is greater than the value $D(i_1, \ldots, i_M)^{t,n}$. Recall that, as said in Remark 4.22, fixed the flag variety $F_q(t, n)$, these values only depend on the choice of the indices $1 \leq i_1 < \cdots < i_M \leq r$. Hence they are independent from any specific flag code and can be computed and stored as parameters associated to $F_q(t, n)$. We use these remarkable distances as follows.

**Theorem 5.9.** Let $C \subseteq F_q(t, n)$ be a flag code such that $d_f(C) > D(i_1, \ldots, i_M)^{t,n}$, for some choice of $1 \leq M \leq r$ indices $1 \leq i_1 < \cdots < i_M \leq r$. Then $C$ is $(i_1, \ldots, i_M)$-disjoint.

**Proof.** Assume that $C$ is not $(i_1, \ldots, i_M)$-disjoint for this particular choice of indices $1 \leq i_1 < \cdots < i_M \leq r$. Then we can find different flags $F, F' \in C$ such that $F_{i,j} = F'_{i,j}$ for every $1 \leq j \leq M$. As a result, the distance vector associated to the pair of flags $F$ and $F'$ has, at least, $M$ zeros in the positions $i_1, \ldots, i_M$. As a result, and according to the definition of $D(i_1, \ldots, i_M)^{t,n}$, we have

$$d_f(C) \leq d_f(F, F') \leq D(i_1, \ldots, i_M)^{t,n},$$

which is a contradiction. \hfill \qed

The previous result leads to a sufficient condition for flag codes to be $M$-disjoint in terms of their minimum distance.

**Corollary 5.10.** Let $C \subseteq F_q(t, n)$ be a flag code and consider an integer $1 \leq M \leq r$. If

$$d_f(C) > \max \left\{ D(i_1, \ldots, i_M)^{t,n} \mid 1 \leq i_1 < \cdots < i_M \leq r \right\},$$

then $C$ is $M$-disjoint.
Remark 5.11. Observe that comparing the distance of a code with the maximum of the values \(D(i_1, \ldots, i_M)^{(t,n)}\) is not a big deal since, as said in Remark 4.22, for each choice of indices and type vector, this maximum value can be computed in advance. Moreover, in case of working with full flags on \(\mathbb{F}_q^n\), this maximum value is explicitly computed in Proposition 4.18. Hence, we can give an easier condition to guarantee that a given full flag code is \(M\)-disjoint as follows.

Corollary 5.12. Let \(\mathcal{C}\) be a full flag code on \(\mathbb{F}_q^n\). If \(d_f(\mathcal{C}) > D(n-M)\) for some \(1 \leq M \leq n-1\), then \(\mathcal{C}\) is \(M\)-disjoint.

Theorem 5.9 and Corollary 5.10 state sufficient conditions to deduce some degree of disjointness in terms of the minimum distance of a flag code. The concept of disjointness and, in particular, these two results will be crucial to establish bounds for the cardinality of flag codes in \(\mathcal{F}_q(t,n)\) with a prescribed minimum distance.

6 Bounds for the cardinality of flag codes

This section is devoted to give upper bounds for the cardinality of flag codes from arguments introduced in both Sections 4 and 5. As said in Section 2, the value \(A_q(f(n,d,t))\) denotes the maximum possible size for flag codes in \(\mathcal{F}_q(t,n)\) with distance \(d\). In the particular case of full flags on \(\mathbb{F}_q^n\), we just write \(A_q(f(n,d))\). Up to the moment, bounds for \(A_q(f(n,d))\) have only been studied in [15]. In that paper, the author develops techniques to determine upper bounds for the size of full flag codes and gives an exhaustive list of them for small values of \(n\). Out of the full type case, the author also exhibits some concrete examples. The bounds in the present paper are valid for any type vector and arise from different techniques. More precisely, for each value of the distance, we apply Theorem 5.9 and Corollaries 5.10 and 5.12, in order to ensure certain degree of disjointness and derive upper bounds for \(A_q(f(n,d,t))\), related to the size of a suitable flag variety.

From now on, we will write \(d\) to denote a possible distance between flags in \(\mathcal{F}_q(t,n)\), that is, an even integer \(d \in [0, D(t,n)]\). Next we will use the values \(D(i_1, \ldots, i_M)^{(t,n)}\) defined in Section 4, along with the condition of \((i_1, \ldots, i_M)\)-disjointness introduced in Section 5, to derive upper bounds for \(A_q(f(n,d,t))\).

Theorem 6.1. If \(d > D(i_1, \ldots, i_M)^{(t,n)}\) for a particular choice of \(1 \leq M \leq r\) indices \(1 \leq i_1 < \cdots < i_M \leq r\), then

\[ A_q(f(n,d,t)) \leq |\mathcal{F}_q((t_{i_1}, \ldots, t_{i_M}), n)| = \frac{n}{t_1} \frac{n-t_1}{t_2} \cdots \frac{n-t_{r-1}}{t_r}. \]

Proof. By application of Theorem 5.9, we know that every flag code \(\mathcal{C} \subseteq \mathcal{F}_q(t,n)\) with distance \(d > D(i_1, \ldots, i_M)^{(t,n)}\) must be \((i_1, \ldots, i_M)\)-disjoint. Hence, it holds

\[ |\mathcal{C}| = |p_{(i_1, \ldots, i_M)}(\mathcal{C})| \leq |\mathcal{F}_q((t_{i_1}, \ldots, t_{i_M}), n)|. \]

Consequently, every flag code in \(\mathcal{F}_q(t,n)\) with minimum distance \(d > D(i_1, \ldots, i_M)^{(t,n)}\) cannot contain more flags than the flag variety \(\mathcal{F}_q((t_{i_1}, \ldots, t_{i_M}), n)\). The last equality follows from (4).

Comparing the distance \(d\) with all the possible values of \(D(i_1, \ldots, i_M)^{(t,n)}\) leads to the next result, which is a direct consequence of Theorem 6.1.

Corollary 6.2. If \(d > D(i_1, \ldots, i_M)^{(t,n)}\) for every election of \(1 \leq M \leq r\) indices \(1 \leq i_1 < \cdots < i_M \leq r\), then

\[ A_q(f(n,d,t)) \leq \min\{|\mathcal{F}_q((t_{i_1}, \ldots, t_{i_M}), n)| \mid 1 \leq i_1 < \cdots < i_M \leq r\}. \]
Notice that, in the case that $M = 1$, Theorem 6.1 entails a bound for $A_q^f(n, d, t)$ in terms of the size of certain Grassmann varieties.

**Corollary 6.3.** Assume that $d > D(i)^{(t, n)}$ for some $1 \leq i \leq r$. It holds

\[
A_q^f(n, d, t) \leq |G_q(t, n)|.
\]

Here below, we provide a potentially tighter bound than the one in Corollary 6.3 in terms of the maximum possible size for constant dimension codes in $G_q(t, n)$ with a suitable value of the subspace distance. Notice that, if $d > D(i)^{(t, n)}$, by the definition of $D(i)^{(t, n)}$, no distance vector in $D(d, t, n)$ can have a zero as its $i$-th component. Therefore, the value $\bar{d}_i$ defined in (19) satisfies $\bar{d}_i \geq 2$. As a consequence, it makes sense to consider the next upper bound.

**Theorem 6.4.** If $d > D(i)^{(t, n)}$ for some $1 \leq i \leq r$, then

\[
A_q^f(n, d, t) \leq A_q(n, \bar{d}_i, i).
\]

**Proof.** Let $C$ be a flag code in $F_q(t, n)$ such that $d = d_f(C) > D(i)^{(t, n)}$ and assume that $|C| > A_q(n, \bar{d}_i, i)$. By means of Theorem 5.9, we know that $C$ is $(i)$-disjoint, i.e., $|C| = |C_i|$. Hence $C_i$ is a code in $G_q(t, n)$ with more than $A_q(n, \bar{d}_i, i)$ subspaces. As a result, we have that $d_S(C_i) < \bar{d}_i$. Consequently, there must exist different flags $F, F' \in C$ such that $d_S(F, F'_i) = d_S(C_i) < \bar{d}_i$. Proposition 4.5 leads to

\[
d = d_f(C) \leq d_f(F, F') \leq D(i, d_S(F, F'_i)) < d,
\]

which is a contradiction. 

**Remark 6.5.** Notice that, since $\bar{d}_i \geq 2$, we clearly have

\[
A_q(n, \bar{d}_i, i) \leq A_q(n, 2, i) = |G_q(i, n)|
\]

and the equality holds if, and only if, $\bar{d}_i = 2$. Consequently, the upper bound for $A_q^f(n, d, t)$ given in Theorem 6.4 is as good as the one provided in Corollary 6.3 and it is even tighter in case $\bar{d}_i \geq 4$.

Let us consider now the full flag variety. To do so, from now on, we will write $d$ to denote a feasible distance between full flags on $\mathbb{F}_q^n$, i.e., an even integer with $0 \leq d \leq D^n$. In this case, all the results in this section still hold true. However, since we have a better description of the values $D(i_1, \ldots, i_M)^n$ when we consider the full flag variety, we can give more information for this specific case. For instance, fixed $1 \leq M \leq n - 1$, instead of checking the condition $d > D(i_1, \ldots, i_M)^n$ for every choice of indices as in Corollary 6.2, by means of Proposition 4.18, one just need to ascertain if $d > D^{n-M}$ holds. Moreover, when restricting to the case $M = 1$, by means of Proposition 4.9, we can restrict ourselves to indices $1 \leq i \leq \lfloor \frac{n}{2} \rfloor$.

The next result follows straightforwardly from the definition of the value $D(i)^n$ (see (22)) along with Propositions 4.9 and 4.12.

**Lemma 6.6.** If $d > D(i)^n$ for some $1 \leq i \leq \lfloor \frac{n}{2} \rfloor$, then the values $\bar{d}_j$ defined in (19) satisfy

\[
\bar{d}_j \geq 2, \text{ for every } i \leq j \leq n - i.
\]

By means of the previous lemma, and arguing as in Theorem 6.4, whenever $d > D(i)^n$ holds, we obtain the next upper bound for $A_q^f(n, d)$.

**Theorem 6.7.** If $d > D(i)^n$ for a given $1 \leq i \leq \lfloor \frac{n}{2} \rfloor$, then

\[
A_q^f(n, d) \leq \min\{A_q(n, \bar{d}_j, j) \mid i \leq j \leq n - i\}.
\]
Using this last result when working with full flags gives us a bound as good as the one given in Theorem 6.4, formulated for the general type. Moreover, in some cases, it even improves it, as we can see in the following example.

**Example 6.8.** For \( n = 6 \) and the full type vector, consider the flag distance \( d = 16 \) which satisfies \( d = 16 > D(1)^0 = 12 \). Moreover, taking into account that \( D(16, 6) = \{(2, 4, 4, 4, 2)\} \), it is clear that \( d_i = 2 \) for \( i = 1, 5 \) and \( d_j = 4 \) for \( j = 2, 3, 4 \). Hence, Theorem 6.4, leads to

\[
A_q^f(6, 16) \leq A_q(6, 2, 1) = |G_q(6, 1)| = q^5 + q^4 + q^2 + q + 1
\]

(see (1)). On the other hand, by using Theorem 6.7, we obtain

\[
A_q^f(6, 16) \leq A_q(6, 4, 2) = q^4 + q^2 + 1,
\]

which improves the previous bound. Notice that the last equality just gives the cardinality of any 2-spread code in \( F_q^6 \), i.e., optimal constant dimension codes (of dimension 2) having the maximum distance. These codes were introduced in [18].

7 A complete example

In this section we illustrate how to combine all the elements introduced in this paper in order to exhibit relevant information about a flag code with a prescribed minimum distance \( d \). To do so, we compute all the values \( D(i_1, \ldots, i_M)^{(t, n)} \), defined in Section 4 for a specific choice of \( n \) and \( t \).

Let us fix \( n = 7 \) and consider both the full type vector \((1, 2, 3, 4, 5, 6)\) and the type vector \( t = (t_1, t_2, t_3, t_4) = (1, 3, 5, 6) \). We start working with full flags and computing all the values \( D(i_1, \ldots, i_M)^7 \), for every possible choice \( 1 \leq M \leq 6 \) and indices \( 1 \leq i_1 < \cdots < i_M \leq 6 \). As pointed out in Section 4, these values are not only useful for the full type case but also serve to extract conclusions for any other flag variety on \( F_q^n \) (see Proposition 4.19).

The following table shows all these distances \( D(i_1, \ldots, i_M)^7 \), separated according to the number of zeros \( 1 \leq M \leq 6 \). We also exhibit the associated distance vector \( D(i_1, \ldots, i_M)^7 \), the choice of ordered indices \( 1 \leq i_1 < \cdots < i_M \leq 6 \) and the multiset of differences \( \{i_1, i_2-i_1, \ldots, 7-i_M\} \). Recall that, as stated in Remark 4.17, we can restrict ourselves to families of indices such that the differences \( 1 \leq i_1 \leq i_2 - i_1 \leq \cdots \leq 7 - i_M \) are also ordered. Any other choice of indices \( 1 \leq i_1 < \cdots < i_M \leq 6 \) has an associated multiset of differences \( \{i_1, i_2-i_1, \ldots, 7-i_M\} \) that already appears in these tables. For instance, to compute the value \( D(1, 3, 6)^7 \), we just need to consider the multiset

\[
\{1, 3 - 1, 6 - 3, 7 - 6\} = \{1, 2, 3\}
\]

and order its elements as an increasing sequence \( \{1, 1, 2, 3\} \). This multiset already appears in Table 1, associated to the choice of indices \((1, 2, 4)\). Hence,

\[
D(1, 3, 6)^7 = D(1, 2, 4)^7 = 6.
\]
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The next table contains upper bounds for $A_q^f(7,d)$, for every value of $2 \leq d \leq D^7 = 24$ and every prime power $q$. To compute them, we compare $d$ with specific values $D(i_1, \ldots, i_M)^7$ provided in Table 1, for some $1 \leq M \leq 6$. Notice that applying Theorem 6.1 to different elections either of the integer $M$ or of indices $i_1 < \cdots < i_M$ provides, in general, different bounds. We proceed as in Corollary 6.2 and give the tightest bound for each case. Moreover, observe that the restriction to the families of ordered indices in Table 1 is not a problem since any choice of $M$ indices $\{i_1, \ldots, i_M\}$ and $\{j_1, \ldots, j_M\}$ giving equal multisets

$$\{\{i_1, i_2 - i_1, \ldots, n - i_M\}\} = \{\{j_1, j_2 - j_1, \ldots, n - j_M\}\}$$

also provide the same bound

$$A_q^f(n,d) \leq |\mathcal{F}_q(\{i_1, \ldots, i_M\}, n)| = |\mathcal{F}_q(\{j_1, \ldots, j_M\}, n)|$$

because the cardinality of the flag variety

$$|\mathcal{F}_q(\{i_1, \ldots, i_M\}, n)| = \frac{n}{i_1} \frac{n-i_1}{i_2} \cdots \frac{n-i_{M-1}}{i_M} \frac{(q^n-1)\cdots(q-1)}{(q^{i_1}-1)\cdots(q-i_1-1)\cdots(q-1)}$$

just depends on the values $i_1, i_2 - i_1, \ldots, n - i_M$.

| $M = 1$ | Differences | $D(i_1)^7$ | $D(i_1)^7$ |
|---------|-------------|------------|------------|
| 1       | $\{\{1,6\}\}$ | $(0,2,4,6,4,2)$ | 18         |
| 2       | $\{\{2,5\}\}$ | $(2,0,2,4,4,2)$ | 14         |
| 3       | $\{\{3,4\}\}$ | $(2,2,0,2,4,2)$ | 12         |

| $M = 2$ | Differences | $D(i_1, i_2)^7$ | $D(i_1, i_2)^7$ |
|---------|-------------|-----------------|-----------------|
| $(1,2)$ | $\{\{1,1,5\}\}$ | $(0,0,2,4,2)$ | 12              |
| $(1,3)$ | $\{\{1,2,4\}\}$ | $(2,0,2,4,2)$ | 10              |
| $(1,4)$ | $\{\{1,3,3\}\}$ | $(0,2,0,2,2)$ | 8               |
| $(2,4)$ | $\{\{2,2,3\}\}$ | $(2,0,0,2,2)$ | 8               |

| $M = 3$ | Differences | $D(i_1, i_2, i_3)^7$ | $D(i_1, i_2, i_3)^7$ |
|---------|-------------|---------------------|---------------------|
| $(1,2,3)$ | $\{\{1,1,1,4\}\}$ | $(0,0,0,2,2)$ | 8               |
| $(1,2,4)$ | $\{\{1,2,3\}\}$ | $(0,0,2,2,2)$ | 6               |
| $(1,3,5)$ | $\{\{1,2,2,2\}\}$ | $(0,2,0,2,2)$ | 6               |

| $M = 4$ | Differences | $D(i_1, \ldots, i_4)^7$ | $D(i_1, \ldots, i_4)^7$ |
|---------|-------------|------------------|------------------|
| $(1,2,3,4)$ | $\{\{1,1,1,1,3\}\}$ | $(0,0,0,0,2)$ | 4               |
| $(1,2,3,5)$ | $\{\{1,1,1,2,2\}\}$ | $(0,0,0,2,0)$ | 4               |

| $M = 5$ | Differences | $D(i_1, \ldots, i_5)^7$ | $D(i_1, \ldots, i_5)^7$ |
|---------|-------------|-----------------|-----------------|
| $(1,2,3,4,5)$ | $\{\{1,1,1,1,2\}\}$ | $(0,0,0,0,2)$ | 2               |

| $M = 6$ | Differences | $D(i_1, \ldots, i_6)^7$ | $D(i_1, \ldots, i_6)^7$ |
|---------|-------------|-----------------|-----------------|
| $(1,2,3,4,5,6)$ | $\{\{1,1,1,1,1,1\}\}$ | $(0,0,0,0,0,0)$ | 0               |

Table 1: Possible values of $D(i_1, \ldots, i_M)^7$ for every $1 \leq M \leq 6$.
Upper bound for $\bar{d}_q(7, d)$

| $d$ | $D(i_1, \ldots, i_M)^7$ | Upper bound for $\bar{d}_q(7, d)$ |
|-----|--------------------------|----------------------------------|
| 2   | $D(1, 2, 3, 4, 5, 6)^7 = 0$ | $|F_q((1, 2, 3, 4, 5, 6), 7)| = \frac{(q^7 - 1) \cdots (q^2 - 1)}{(q - 1)^6}$ |
| 4   | $D(1, 2, 3, 4, 5)^7 = 2$ | $|F_q((1, 2, 3, 4, 5), 7)| = \frac{(q^7 - 1) \cdots (q^3 - 1)}{(q - 1)^3}$ |
| 6   | $D(1, 2, 3, 4)^7 = 4$ | $|F_q((1, 2, 3, 4), 7)| = \frac{(q^7 - 1) \cdots (q^4 - 1)}{(q - 1)^4}$ |
| 8   | $D(1, 2, 4)^7 = 6$ | $|F_q((1, 2, 4), 7)| = \frac{(q^7 - 1)(q^6 - 1)(q^5 - 1)(q^3 + 1)(q^2 + 1)}{(q - 1)^6}$ |
| 10  | $D(1, 4)^7 = 8$ | $|F_q((1, 4), 7)| = \frac{(q^7 - 1)(q^5 - 1)(q^4 + 1)(q^2 + 1)}{(q - 1)^3}$ |
| 12  | $D(1, 3)^7 = 10$ | $|F_q((1, 3), 7)| = \frac{(q^7 - 1)(q^5 - 1)(q^4 + q^2 + 1)}{(q - 1)^2}$ |
| 14  | $D(1, 2)^7 = 12$ | $|F_q((1, 2), 7)| = \frac{(q^7 - 1)(q^6 - 1)}{(q - 1)^2}$ |
| 16–18 | $D(2)^7 = 14$ | $|G_q(2, 7)| = \frac{(q^7 - 1)(q^4 + q^2 + 1)}{(q - 1)}$ |
| 20–24 | $D(1)^7 = 18$ | $|G_q(1, 7)| = \frac{(q^7 - 1)}{(q - 1)}$ |

Table 2: Bounds for $\bar{d}_q(7, d)$ obtained by using Theorem 6.1.

Notice that the bounds for $\bar{d}_q(7, d)$ in Table 2 do not change for distances $16 \leq d \leq 18$ or $20 \leq d \leq 24$. In Table 3, for each flag distance value $16 \leq d \leq 24$, we indicate the specific choice of $1 \leq i \leq 6$ and the corresponding value $d_i$ (see (19)) that provide the best upper bound for $\bar{d}_q(7, d)$ that can be obtained by means of Theorem 6.7.

| $d$ | $i$ | $d_i$ | Upper bound for $A_q(7, d)$ |
|-----|-----|-----|----------------------------|
| 16  | 2   | 2   | $A_q(7, 2, 2) = |G_q(2, 7)| = \frac{(q^7 - 1)(q^4 + q^2 + 1)}{(q - 1)}$ |
| 18  | 2   | 2   | $A_q(7, 2, 2) = |G_q(2, 7)| = \frac{(q^7 - 1)(q^4 + q^2 + 1)}{(q - 1)}$ |
| 20  | 1   | 2   | $A_q(7, 2, 1) = |G_q(1, 7)| = \frac{(q^7 - 1)}{(q - 1)}$ |
| 22  | 4   | 4   | $A_q(7, 4, 2) \leq q(q^4 + q^2 + 1)$ |
| 24  | 3   | 6   | $A_q(7, 6, 3) = q^4 + 1$ |

Table 3: Bounds for $\bar{d}_q(7, d)$ obtained by using Theorem 6.7.

Notice that, as said in Remark 6.5, for those cases in which $d_i = 2$, bounds in Tables 2 and 3 coincide. On the other hand, whenever $d_i > 2$, Table 3 gives better bounds. The next example illustrates how bounds in this table have been computed.
Example 7.1. For \( d = 20 \) and the full flag variety on \( \mathbb{F}_q^7 \), we have
\[
D(20, 7) = \{(2, 4, 4, 4, 4, 2), (2, 2, 4, 6, 4, 2), (2, 4, 6, 4, 2, 2)\}.
\]
As a consequence, it holds \( d_i = 2 \) for \( i = 1, 2, 5, 6 \) and \( d_j = 4 \) for \( j = 3, 4 \). Hence, Theorem 6.7 leads to three possible upper bounds for \( A'_q(7, 20) \):
\[
\begin{align*}
A'_q(7, 20) &\leq A_q(7, 2, 1) = A_q(7, 2, 6) = |G_q(1, 7)| = \frac{q^7 - 1}{q - 1}, \\
A'_q(7, 20) &\leq A_q(7, 2, 2) = A_q(7, 2, 5) = |G_q(2, 7)| = \frac{(q^2 - 1)(q^4 + q^2 + 1)}{(q - 1)}, \\
A'_q(7, 20) &\leq A_q(7, 4, 3) = A_q(7, 4, 4).
\end{align*}
\]
Clearly the first bound is tighter than the second one. Moreover, by means of [10, Th. 3.20], we know that
\[
A_q(7, 4, 3) \geq q^8 + q^5 + q^4 - q - 1 > q^6 + \cdots + q + 1 = \frac{q^7 - 1}{q - 1} = |G_q(1, 7)|.
\]
Thus, Theorem 6.7 leads to \( A'_q(7, 20) \leq |G_q(1, 7)| \), as we see in Table 3.

Using similar arguments we arrive to give some upper bounds for \( A'_q(n, d) \) that coincide with the already presented in [15]. See, for instance, Propositions 2.5, 2.6, 2.7, 2.8, 4.4, 4.5, 4.6, 6.1, 6.2, 6.3 and 6.4 in that paper.

Now, also for \( n = 7 \) but for type vector \( t = (1, 3, 5, 6) \), we apply the results presented in this paper with the goal of exhibiting upper bounds for the cardinality of flag codes of this specific type vector. We start computing the values \( D(i_1, \ldots, i_M)^{(t, r)} \), for \( 1 \leq M \leq 4 \), by applying Proposition 4.19 to the already computed values \( D(t_{i_1}, \ldots, t_{i_M})^7 \) in Table 1 and their associated vectors \( D(t_{i_1}, \ldots, t_{i_M})^7 \).

| \( M = 1 \) | \( i_1 \) | \( D(t_{i_1})^7 \) | \( D(t_{i_1})^{(t, r)} \) | \( D(t_{i_1})^{(t, r)} \) |
|---|---|---|---|---|
| 1 | 0, 2, 4, 6, 4, 2 | 0, 4, 4, 2 | 10 |
| 2 | 2, 2, 0, 2, 4, 2 | 2, 0, 4, 2 | 8 |
| 3 | 2, 4, 4, 2, 0, 2 | 2, 4, 0, 2 | 8 |
| 4 | 2, 4, 6, 4, 2, 0 | 2, 6, 2, 0 | 10 |

| \( M = 2 \) | \( i_1, i_2 \) | \( D(t_{i_1}, t_{i_2})^7 \) | \( D(t_{i_1}, t_{i_2})^{(t, r)} \) | \( D(t_{i_1}, t_{i_2})^{(t, r)} \) |
|---|---|---|---|---|
| (1, 2) | 0, 2, 0, 2, 4, 2 | 0, 0, 4, 2 | 6 |
| (1, 3) | 0, 2, 4, 2, 0, 2 | 0, 4, 0, 2 | 6 |
| (1, 4) | 0, 2, 4, 4, 2, 0 | 0, 4, 2, 0 | 6 |
| (2, 3) | 2, 2, 0, 2, 0, 2 | 2, 0, 0, 2 | 4 |
| (2, 4) | 2, 2, 0, 2, 2, 0 | 2, 0, 2, 0 | 4 |
| (3, 4) | 2, 4, 4, 2, 0, 0 | 2, 4, 0, 0 | 6 |

| \( M = 3 \) | \( i_1, i_2, i_3 \) | \( D(t_{i_1}, t_{i_2}, t_{i_3})^7 \) | \( D(t_{i_1}, t_{i_2}, t_{i_3})^{(t, r)} \) | \( D(t_{i_1}, t_{i_2}, t_{i_3})^{(t, r)} \) |
|---|---|---|---|---|
| (1, 2, 3) | 0, 2, 0, 2, 0, 2 | 0, 0, 0, 2 | 2 |
| (1, 2, 4) | 0, 2, 0, 2, 2, 0 | 0, 0, 2, 0 | 2 |
| (1, 3, 4) | 0, 2, 4, 2, 0, 0 | 0, 4, 0, 0 | 4 |
| (2, 3, 4) | 2, 2, 0, 2, 0, 0 | 2, 0, 0, 0 | 2 |

| \( M = 4 \) | \( i_1, i_2, i_3, i_4 \) | \( D(t_{i_1}, t_{i_2}, t_{i_3}, t_{i_4})^7 \) | \( D(t_{i_1}, t_{i_2}, t_{i_3}, t_{i_4})^{(t, r)} \) | \( D(t_{i_1}, t_{i_2}, t_{i_3}, t_{i_4})^{(t, r)} \) |
|---|---|---|---|---|
| (1, 2, 3, 4) | 0, 2, 0, 2, 0, 0 | 0, 0, 0, 0 | 0 |

Table 4: Possible values of \( D(i_1, \ldots, i_M)^{(t, r)} \).
Using this table and applying Corollary 6.3, we obtain the next list of bounds for $A_{q}^{f}(7, d, t)$. As before, we provide the tightest possible upper bound for each value $d$. We do so by making a suitable choice of $1 \leq M \leq 4$ and indices $1 \leq i_1 < \cdots < i_M \leq 4$. This information is collected in the next table.

| $d$ | $D(i_1, \ldots, i_M)^{(t,7)}$ | Upper bound for $A_{q}^{f}(7, d, t)$ |
|-----|--------------------------------|----------------------------------|
| 2   | $D(1, 2, 3, 4)^{(t,7)} = 0$  | $|F_q(t, 7)| = \frac{(q^7 - 1)(q^6 - 1)(q^5 - 1)(q^3 - 1)(q^2 + 1)}{(q - 1)^4}$ |
| 4   | $D(1, 2, 4)^{(t,7)} = 2$    | $|F_q((1, 3, 6), 7)| = \frac{(q^7 - 1)(q^6 - 1)(q^5 - 1)(q^2 + 1)}{(q - 1)^4}$ |
| 6   | $D(2, 4)^{(t,7)} = 4$      | $|F_q((3, 6), 7)| = \frac{(q^7 - 1)(q^5 - 1)(q^3 + 1)(q^2 + 1)}{(q - 1)^2}$ |
| 8   | $D(3, 4)^{(t,7)} = 6$      | $|F_q((5, 6), 7)| = \frac{(q^7 - 1)(q^6 - 1)}{(q - 1)^2}$ |
| 10  | $D(3)^{(t,7)} = 8$        | $|G_q(5, 7)| = \frac{(q^7 - 1)(q^4 + q^2 + 1)}{(q - 1)}$ |
| 12–14 | $D(1)^{(t,7)} = 10$ | $|G_q(1, 7)| = \frac{q^7 - 1}{q - 1}$ |

Table 5: Bounds for $A_{q}^{f}(7, d, t)$ obtained by using Theorem 6.1.

Last, for distance $d = 14 = D^{(t,7)}$, we can improve the previous bound. Observe that

$$D(14, t, 7) = \{D^{(t,7)}\} = \{(2, 6, 4, 2)\}.$$  

Thus, taking into account that $d_2 = 6$, by using Theorem 6.4, we obtain

$$A_{q}^{f}(7, 14, t) \leq A_q(7, 6, t_2) = A_q(7, 6, 3) = q^4 + 1,$$

(see [10, Th. 3.43] for the last equality) which is a better bound than the one given in Table 5.

8 Conclusions

In this paper we have addressed an exhaustive study of the flag distance parameter. To do so, we have introduced the concept of distance vector as a tool to represent how a flag distance value can be obtained from different combinations of subspace distances. Besides, we have characterized distance vectors in terms of certain conditions satisfied by their components.

We have presented the class of $(i_1, \ldots, i_M)$-disjoint flag codes, as a generalization of the notion of disjointness given in [4] and also established a connection between the property of being $(i_1, \ldots, i_M)$-disjoint and the impossibility of having distance vectors with $M$ zeros, placed in the positions $i_1, \ldots, i_M$. This allows us to read some structural properties of flag codes in terms of their minimum distance and their sets of distance vectors. As a consequence of our study, we deduce upper bounds for the value $A_{q}^{f}(n, d, t)$ for every choice of the parameters. These bounds strongly depend on the number of subspaces that can be shared by different flags of a code in $F_q(t, n)$ with minimum distance $d$. We finish our work by explicitly computing our bounds for $A_{q}^{f}(7, d, t)$ and two particular type vectors when we sweep all the possible distance values in each case.
Flag Codes: Distance Vectors and Cardinality Bounds
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