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ABSTRACT

This paper presents a new hybrid architecture for voice activity detection (VAD) incorporating both convolutional neural network (CNN) and bidirectional long short-term memory (BiLSTM) layers trained in an end-to-end manner. In addition, we focus specifically on optimising the computational efficiency of our architecture in order to deliver robust performance in difficult in-the-wild noise conditions in a severely under-resourced setting. Nested k-fold cross-validation was used to explore the hyperparameter space, and the trade-off between optimal parameters and model size is discussed. The performance effect of a BiLSTM layer compared to a unidirectional LSTM layer was also considered. We compare our systems with three established baselines on the AVA-Speech dataset. We find that significantly smaller models with near optimal parameters perform on par with larger models trained with optimal parameters. BiLSTM layers were shown to improve accuracy over unidirectional layers by ≈2% absolute on average. With an area under the curve (AUC) of 0.951, our system outperforms all baselines, including a much larger ResNet system, particularly in difficult noise conditions.

Index Terms—Voice activity detection, convolutional neural network, long short-term memory network

1. INTRODUCTION

Voice activity detection (VAD) is the task of identifying speech and non-speech portions within an audio signal. Real world speech signals are often noisy and occur within portions of extended silence, environmental noise or music. A VAD, therefore, is an important preprocessing step for many real world speech processing systems, speech enhancement, speaker identification and automatic speech recognition (ASR).

Efficient, accurate VAD has been a topic of research interest since the 1960s. Early systems applied a threshold to the energy of the signal to detect the presence of speech [1]. These first systems were improved upon by applying adaptive thresholds to a number of temporal and spectral features [2,3], and introducing a hangover period to avoid truncation of speech.

When the signal-to-noise (SNR) ratio is high, these simple systems deliver satisfactory performance. However, as the SNR decreases, their performance degrades considerably. Statistical model-based approaches have been proposed to address the problem of robust VAD in low SNR environments. Sohn et. al. [4] consider the discrete Fourier transform (DFT) coefficients of speech and noise to be asymptotically independent Gaussian random variables. A likelihood ratio test is then applied to identify speech, and a statistical hidden Markov model (HMM) hangover scheme is introduced. A number of similar statistical approaches have been built on this work, making use of different features [5], distributions [6,7], or decision rules [8]. While these statistical model-based schemes can deliver good performance, they fail when presented with difficult non-speech noise, such as music.

Recently, state-of-the-art VAD performance has been achieved through systems based on machine learning. By treating VAD as a frame-based classification problem, various classifiers can be trained to identify speech/non-speech frames. Support vector machine (SVM) classifiers have been extensively used to this purpose [9][10][11][12], and more recently various neural network architectures [13][14][15][16].

Our work is part of a broader project on ASR in a severely resource constrained setting [17]. As such, our goal is to develop a lightweight VAD that is computationally efficient enough to run on a mobile device, yet sufficiently accurate to provide downstream ASR or keyword spotting systems with accurate speech labels. In previous work, we introduced a VAD based on a convolutional neural network (CNN) classifier followed by Gaussian mixture model-hidden Markov model (GMM-HMM) smoothing scheme [18]. The promising performance of CNN audio classifiers and VAD systems in the literature motivated this design [19][20]. However, we found that the lack of temporal modeling caused frame drops/insertions in speech/non-speech segments respectively. Our solution was to introduce the GMM-HMM smoothing scheme. In this paper we present a novel convolutional neural network-bidirectional long short-term memory (CNN-BiLSTM) VAD, which removes the need for such smoothing by modelling the temporal context within a single network trained in an end-to-end fashion. We explore the hyperparameter space, compare unidirectional and bidirectional LSTM layer performance, and evaluate our model against three strong baseline systems.

2. DATA DESCRIPTION

Our experiments are conducted using AVA-Speech, a publicly available dataset of movies densely labeled with speech
Table 1. AVA-Speech dataset statistics [21].

| Label            | Time (%) | Segments (%) | AvgDur (s) | SNR (dB) |
|------------------|----------|--------------|------------|----------|
| CleanSpeech      | 14.55    | 16.68        | 2.97       | 40.8     |
| Speech+Music     | 13.46    | 13.33        | 3.43       | 11.7     |
| Speech+Noise     | 24.32    | 25.41        | 3.28       | 16.2     |
| NoSpeech         | 47.68    | 44.57        | 3.68       | N/A      |

activity [21]. At time of writing, AVA-Speech consisted of 160 segments from movies hosted on YouTube, each 15 minutes in duration, totalling 40 hours of labelled data. The segments are densely labelled for speech activity using the following mutually exclusive labels: “NoSpeech”, “CleanSpeech”, “Speech+Music” and “Speech+Noise”. Each segment is human-labelled by 3 annotators and the annotations are merged using a frame-level majority vote.

This dataset provides a diverse set of speakers, acoustic conditions and languages. Furthermore, movie data provides a good approximation of in-the-wild broadcast media, as opposed to synthetically corrupted datasets commonly used for VAD development and testing. Consequently, the dataset contains roughly equal amounts of speech and non-speech data, and most of the speech data is noisy. Dataset statistics are given in Table 1. The SNR shown is an estimate obtained from a trained time-frequency-masking-based speech enhancement neural network, as the ground truth SNR is unavailable.

3. PROPOSED CNN-BILSTM VAD

We introduce a compact CNN-BiLSTM hybrid model for VAD. A hybrid convolutional, long short-term memory, deep neural network (CLDNN) model was first introduced in [22] and found to outperform previous models for speech recognition tasks. This inspired a CLDNN for VAD presented in [23]. This system, however, differs significantly from the model we present, in that it uses raw-waveform features, one-dimensional convolutions, and unidirectional LSTM layers. Our model is inspired by the state-of-the-art performance of two-dimensional CNN architectures applied to spectrograms for audio classification tasks [19], and the capacity of BiLSTM layers to model temporal sequences.

A block diagram of our architecture is shown in Figure 1. It consists of two two-dimensional convolutional layers, with rectified linear unit (ReLU) activations and max pooling layers. To further reduce the dimension and therefore the computation, the output from the second max pooling layer is flattened and fed to a dense layer with a ReLU activation. The embedding from this dense layer is connected to a BiLSTM layer with a tanh activations and sigmoid recurrent activations. Finally, the BiLSTM is connected to a two-dimensional softmax output, representing speech and non-speech respectively. This system is implemented in Python, using TensorFlow (v2.0.0) and Keras (v2.2.4-tf). All models are trained with the Adam optimiser [24] and a binary cross-entropy loss function.

3.1. Features

The system uses sequences of $32 \times 32$ spectrogram images as input features, similar to those used in [20]. These spectrograms are constructed by computing 32-dimensional log mel-filterbank energies using a frame step of 10 ms, and stacking them together over 320 ms to form one input image. An example of these spectrogram sequences is shown in Figure 1. The choice of log mel-filterbank energies was informed by [25], where it was shown that mel-scaled short-time Fourier transform (STFT) spectrograms perform best out of many standard features used for CNN-based audio classifiers.

3.2. Parameter selection

The hyperparameters for this model were optimised using nested 10-fold cross-validation. As one of the goals for this system is low computational complexity, the relationship between model size and performance is a topic of interest. Initially a small model was chosen, with fewer than 200k parameters. Then each parameter was swept across a range of values for each inner training fold to measure the effect on performance. Different values for kernel filter size, layer widths, dropout,
Table 2. Chosen parameters for the 9th outer fold models. The number of parameters and the test accuracy are also shown.

| Conv1 kernel | Conv1 width | Conv2 kernel | Conv2 width | Dense width | LSTM width | No. params | Test acc |
|--------------|-------------|--------------|-------------|-------------|------------|------------|----------|
| 5x5          | 32          | 3x3          | 128         | 64          | 128        | 531k       | 0.9181   |
| 5x5          | 32          | 3x3          | 32          | 64          | 32         | 109k       | 0.9136   |

Fig. 3. Boxplots of the inner fold validation accuracy distributions for each hyperparameter in the 9th outer fold.

4. EXPERIMENTS AND DISCUSSION

As described in Section 3.2, two collections of outer fold models were trained: CNN-BiLSTM_{best} using the best hyperparameters found in the inner fold cross-validation loop, and CNN-BiLSTM_{small} using the best hyperparameters that showed a large influence on performance, whilst choosing the other hyperparameters to keep the model size small. Table 3 shows the resulting model sizes for each outer fold in terms of the number of parameters, and the test accuracies of each model. We find that while CNN-BiLSTM_{small} is on average <60% smaller than CNN-BiLSTM_{best}, the test accuracy is on average only 0.18% lower. In certain folds, such as fold 1, we see that the accuracy of CNN-BiLSTM_{small} is actually higher than CNN-BiLSTM_{best}. This suggests that the architecture provides stable performance for a variety of hyperparameter configurations. Furthermore, we note that close-to-optimal performance can be achieved with the substantially smaller models. This is an important result for ensuring our VAD system is lightweight and computationally efficient.

This study also examined the effect of using a unidirectional LSTM layer vs a BiLSTM layer. Figure 4 shows the validation accuracy across inner fold training loops using a unidirectional LSTM layer vs a BiLSTM layer.

The AVA-Speech dataset described in Section 2 is accompanied by results from a number of benchmark systems. First is the widely used WebRTC project VAD [26]. The other benchmarks are two CNN-based systems based on the architec-
Overall our systems are shown to outperform the best baseline by 5% absolute. Under the more difficult conditions “Speech+Noise” the CNN-BiLSTM systems outperform the baselines by a comfortable margin, particularly for the “CleanSpeech” condition. Frame-based true positive rates (TPR) for a fixed false positive rate (FPR) of 0.315, scored over 10ms frames are reported, as described in [21]. The reported values for the CNN-BiLSTM models are the average performance across all outer fold models, with the standard deviations shown as shaded error regions. We see that the curves of the two CNN-BiLSTM models coincide very closely and that the compact models perform on par with their larger counterparts. We also note that the standard deviations are very small, indicating stable performance across all outer folds. Finally, we see that the CNN-BiLSTM systems we propose outperform all baselines across all operating points.

Table 3. Comparison of best and compact outer fold VADs.

| Outer fold | CNN-BiLSTM best | CNN-BiLSTM small |
|------------|-----------------|------------------|
| No. params | Test acc | No. params | Test acc |
| 0          | 413k | 0.9132 | 150k | 0.9091 |
| 1          | 880k | 0.8975 | 254k | 0.9000 |
| 2          | 267k | 0.9397 | 150k | 0.9362 |
| 3          | 715k | 0.9061 | 128k | 0.9069 |
| 4          | 419k | 0.9228 | 254k | 0.9230 |
| 5          | 287k | 0.9170 | 150k | 0.9084 |
| 6          | 573k | 0.9213 | 254k | 0.9198 |
| 7          | 355k | 0.9146 | 217k | 0.9132 |
| 8          | 715k | 0.9263 | 254k | 0.9283 |
| 9          | 531k | 0.9181 | 109k | 0.9136 |

Mean | 516k | 0.9177 | 192k | 0.9159 |
Std dev | 204k | 0.01142 | 60.0k | 0.01096 |

Table 4. The TPR reported at a FPR of 0.315 for various VAD systems tested on AVA-Speech. The CNN-BiLSTM values reported are the means of the outer fold cross-validation results, with the standard deviations shown in brackets.

| Model | Clean | Noise | Music | All |
|-------|-------|-------|-------|-----|
| RTCvad | 0.786 | 0.706 | 0.733 | 0.722 |
| tiny320 | 0.965 | 0.826 | 0.623 | 0.810 |
| resnet960 | **0.992** | 0.944 | 0.787 | **0.917** |
| CNN-BiLSTM best | *(0.0021)* | *(0.0153)* | *(0.0264)* | *(0.0107)* |
| CNN-BiLSTM small | *(0.0023)* | *(0.0136)* | *(0.0293)* | *(0.0102)* |

Figure 5 shows the receiver operating characteristic (ROC) curves for all systems tested on AVA-Speech. The curves shown are for all speech conditions, and the results reported for the CNN-BiLSTM systems indicate mean performance over the outer folds, with standard deviations shown as shaded error regions. We see that the curves of the two CNN-BiLSTM models coincide very closely and that the compact models perform on par with their larger counterparts. We also note that the standard deviations are very small, indicating stable performance across all outer folds. Finally, we see that the CNN-BiLSTM systems we propose outperform all baselines across all operating points.

5. CONCLUSIONS

This study has introduced a new CNN-BiLSTM model for VAD. We show that the CNN-BiLSTM architecture not only provides stable performance across a number of hyperparameter configurations, but also that it provides optimal performance with small network sizes. The impact of using a BiLSTM layer rather than a unidirectional layer has also been explored, and found to be important in achieving optimal performance. Finally, our CNN-BiLSTM systems were found to outperform previous baseline systems, including a much larger ResNet-based system. We conclude that this architecture is well-suited to the problem of VAD. It delivers state-of-the-art performance in difficult in-the-wild conditions, whilst remaining lightweight and efficient enough for practical use in resource constrained settings.
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