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\begin{abstract}
The COVID-19 epidemic, in which millions of people suffer, has affected the whole world in a short time. This virus, which has a high rate of transmission, directly affects the respiratory system of people. While symptoms such as difficulty in breathing, cough, and fever are common, hospitalization and fatal consequences can be seen in progressive situations. For this reason, the most important issue in combating the epidemic is to detect COVID-19(+) early and isolate those with COVID-19(+) from other people. In addition to the RT-PCR test, those with COVID-19(+) can be detected with imaging methods. In this study, it was aimed to detect COVID-19(+) patients with cough acoustic data, which is one of the important symptoms. Based on these data, features were obtained from traditional feature extraction methods using empirical mode decomposition (EMD) and discrete wavelet transform (DWT). Deep features were also obtained using pre-trained ResNet50 and pre-trained MobileNet models. Feature selection was applied to all obtained features with the ReliefF algorithm. In this case, the highest 98.4% accuracy and 98.6% F1-score values were obtained by selecting the EMD + DWT features using ReliefF. In another study in which deep features were used, features obtained from ResNet50 and MobileNet using scalogram images were used. For the features selected using the ReliefF algorithm, the highest performance was found with support vector machines-cubic as 97.8% accuracy and 98.0% F1-score. It has been determined that the features obtained by traditional feature approaches show higher performance than deep features. Among the chaotic measurements, the approximate entropy measurement was determined to be the highest distinguishing feature. According to the results, a highly successful study is presented with cough acoustic data that can easily be obtained from mobile and computer-based applications. We anticipate that this study will be useful as a decision support system in this epidemic period, when it is important to correctly identify even one person.
\end{abstract}

1. Introduction

The new coronavirus disease, declared as a pandemic by the World Health Organization (WHO), first appeared in Wuhan, China. It spread throughout China and other countries in the world in a short time \[1,2\]. The name of the virus that causes the epidemic, popularly known as COVID-19, is severe acute respiratory syndrome coronavirus-2 (SARS-CoV-2) \[3\]. This virus causes severe respiratory infections with very high mortality and poses a serious threat to humans. The most common symptoms of the COVID-19 outbreak are severe fever, dry cough, and difficulty in breathing \[4\]. In addition, it is known to be seen in symptoms such as low back pain, weakness, diarrhea, nausea, headache and dizziness \[5\]. Acute Respiratory Distress Syndrome (ARDS) may occur after a while in people with severe illness. In addition to all these symptoms, a series of tests are performed to detect COVID-19 patients. The “reverse transcription polymerase chain reaction (RT-PCR)” test, known as the gold standard, is performed with the recommendation of WHO \[6\]. This test is time-consuming and costly, and results are obtained late \[7\]. Therefore, medical imaging methods are used to detect COVID-19 patients in addition to this test \[8\]. Among these, the most used are Computed tomography (CT), and chest radiography (X-ray) images. Another helpful method is approaches based on the analysis of cough acoustic sounds produced by the respiratory system \[9\]. There are many studies in the literature using CT and X-ray images in the detection of COVID-19 \[10,11\]. Deep learning techniques that can work directly on data are widely used \[12,13\]. State-of-art models were used frequently in these studies. These include pre-trained models and transfer learning models in abundance. There are many studies done...
with another approach called deep feature extraction [14,15]. Traditional feature extraction methods are among the most used methods in detecting COVID-19 patients [16,17]. Studies conducted with cough acoustic data analysis, which is one of the remarkable approaches, has recently taken its place in the literature. Approaches based on cough acoustic data for detecting COVID-19 patients are as follows: Laguarta et al. proposed a study based on analysis of cough audio recordings taken from a mobile phone. They obtained the cough audio recordings through the website they set up. They proposed a high-performance model with Mel Frequency Cepstral Coefficients (MFCCs) conversion and three pre-trained parallel ResNet50 models to these signals. The highest recall and specificity score achieved were 98.5% and 94.2%, respectively [18]. Alsabek et al. proposed a study using cough sound, breathing sound, and voice data from COVID-19 patients and non-COVID-19 people. In their work, they obtained the features using the MFCCs method and conducted a study on Pearson’s Correlation coefficient values [19]. Sharma et al. worked with a data set called “Coswara”, which includes data for cough, breath, and voice. They proposed a study with 28 spectral measurements and random forest classifiers. The overall accuracy rate obtained was 67.7% [20]. Mouawad et al. have developed a model that can detect coughs and other vocal sounds with high sensitivity and, provides fast and reliable scanning. They used MFCCs from spectral approaches and recurrence quantification analysis methods from nonlinear statistical approaches. They reported that they achieved high performance with five different classification algorithms. Their performance was calculated to have an accuracy value of 97.0% and F1-score value of 62.0% [21]. Pal and Sankarasubbu proposed a study based on four classes of cough signals: COVID-19, asthma, bronchitis, and healthy. They obtained results of working with time, frequency and nonlinear features such as MFCCs, log energy, zero crossing rate, skewness, entropy, formant frequencies, and kurtosis. The highest accuracy score and F1-score achieved were 97.0% and 97.3%, respectively [22]. In another study, Imran et al. aimed to identify COVID-19 patients by looking at cough sound signals with a study they called AI4COVID-19. They obtained mel-spectrogram images for CNN models. For the classical machine learning approach, they used MFCC and principal component analysis based on feature extraction and support vector machines (SVM) classification algorithm. As a result, they achieved 95.6% accuracy and 95.6% F1-score [23].

In the mentioned studies, researches conducted with various sound
data, especially cough sound data, were included. In almost all studies, they have carried out research using the MFCCs method. In this study, different from the others, time domain and nonlinear features were obtained by using 5-level empirical mode decomposition (EMD) and 5-level discrete wavelet transform (DWT) methods. The entire study using cough acoustic signals from people with COVID-19(+) and COVID-19(−) is shown in Fig. 1. In addition to this study, deep features obtained from scalogram images obtained by continuous wavelet transform were also used. Deep features have been obtained over the ResNet50 and MobileNet models. Using the ReliefF feature selection method, it has been investigated how the results will change with fewer features. SVM (linear, quadratic, cubic) algorithms were used to determine performances in the traditional machine learning approach and deep feature extraction approach.

2. Materials and methods

2.1. Dataset

Cough acoustic data on COVID-19(+) and COVID-19(−) have been obtained from the free access site https://viruify.org/ . The data was provided by a mobile application developed by Stanford University. The data belong to a total of 1187 people. All data were determined as positive and negative according to the results obtained from the RT-PCR test. As a result of the test, data of 595 COVID-19(+) and 592 COVID-19(−) people were labeled. All data were removed from the noise. In addition, all data were normalized with the z-normalization method before the study carried out.

2.2. Z-normalization

Z-normalization is a type of standard deviation that allows us to find the probability of a value occurring in a normal distribution, or to compare two samples from different populations. Z-normalization can take a positive or negative value; minus or plus indicates whether our value is above or below the arithmetic value.

Z-normalization can be expressed by the following formula:

\[ z = \frac{x - \text{mean}}{\text{std}} \]  

(1)

Where \( x \) is any point, \( \text{mean} \) is the mean of the population, and \( \text{std} \) is the standard deviation of the population.

2.3. Empirical mode decomposition

EMD is a method used to analyze non-linear and non-stationary data. This method was introduced by Huang in 1998 [24–26]. In EMD, the starting signal is cyclically decomposed into intrinsic mode functions (IMFs) from high frequency to low frequency. IMFs are based on two important principles [24]. These:

1) The number of local extreme points and zero crossings in the whole data set must be equal or differ by at most 1 point.
2) At any point, the mean value of the envelope defined by the local maximums and local minimums is zero.

EMD operation is applied to a given \( x(t) \) signal as follows:

1) All local extreme points of the original \( x(t) \) signal are defined.
2) The upper and lower envelopes of the \( x(t) \) signal are created by interpolating the cubic splines.
3) Calculate the average \( m(t) \) value at each point from the upper and lower envelopes.
4) The difference signal is calculated by subtracting the average value from the original signal. \( d(t) = x(t) - m(t) \)
5) If \( d(t) \) is an IMF, it is assigned \( c(t) = d(t) \) and if \( d(t) \) is not an IMF, \( d(t) \) is considered the original signal and the first 4 steps \( d(t) \) value is an IMF is repeated until.
6) After finding the first component, it is subtracted from the original signal and the residue is obtained as \( r(t) = x(t) - c(t) \).
7) In the last step, \( r(t) \) is considered the original data and the first 6 steps are repeated. EMD, the process is stopped when residue \( r(t) \) is a monotonic function or a constant from which no more IMF components can be removed.

The 5-level IMF signals obtained from the COVID-19(+) and COVID-19(−) acoustic cough data used in the study are shown in Fig. 2. Standard deviation, mean and root mean square were used from time domain measurements on each IMF signal. From non-linear chaotic measurements, Shannon entropy, log energy, threshold, time, norm and approximate entropy measurements were used. A total of 45 features obtained are shown in Table 1.

2.4. Discrete wavelet transform

Continuous wavelet transform (CWT) results in the formation of very large data stacks. Studying all of these data poses great difficulties. As a result of the wavelet transform, wavelet coefficients are found depending on the scale and position. If scaling and shifting are chosen as powers of two (2\(^n\)), the solutions are more effective than the CWT. This process, called DWT, is as accurate as the CWT. Wavelet can be expressed as a small part of the wave. In this context, wavelet is a time-limited vibration signal [27]. Daubechies, Morlet, Haar, Mexican hat are the main types of wavelet that are most frequently utilized in the wavelet transform. Wavelets separate the data according to different frequency components. In addition, wavelets match the data to their scales. Calculation of wavelet coefficients at scale value causes the occurrence of a large number of coefficients and excessive processing load. Therefore, calculating these coefficients only in the selected scales and time period provides many advantages. In this way, a smaller number of coefficients are obtained, which still give the variation of the frequency scale information of the signal over time. These coefficients form a time series and these time series can be used for various goals. In the discrete wavelet transform process, binary scale and time step are used very often. In other words, each element obtained in this way gives the time series or wavelet coefficients of the scale values in the form of two and multiples of two. The wavelet function used for DWT is as follows:

\[ \psi_{m,n}(t) = 2^{-m/2}\psi\left(\frac{t - n}{2^m}\right) \]  

(2)

Here \( m \) and \( n \) are integer values. These values are the shifting parameters of the wavelet in scale and time axis, respectively. \( s_0 \) indicates a fixed shifting step and is taken as 2 in this study. \( \tau \) indicates the shifting interval in the time axis and its value is used as 1. These values were chosen by considering the most frequently used values in the literature.

The wavelet equation created using multiples of two can be expressed as:

\[ \psi_{m,n}(t) = 2^{-m/2}\psi(2^{-m}t - n) \]  

(3)

Spectral analysis of non-stationary cough acoustic signals of COVID-19 patients were performed using a small-sized window at high frequencies and a large-sized window at low frequencies. With the wavelet transform, 5-level detail and approximate coefficients were obtained. In this study, the highest results were obtained with the Daubechies-6 (db6) main wavelet. Therefore db6 was used. The 5-level Detail (D1, D2, D3, D4, D5) and Approximate (A5) coefficients obtained from cough acoustic signals are shown in Fig. 3. Standard deviation, mean and root mean square from time domain measurements were used for each coefficient. From non-linear chaotic measurements, Shannon entropy, log energy, threshold, time, norm and approximate entropy measurements were used. A total of 54 features obtained are shown in Table 2.
2.5. Obtaining scalogram images

In this study, deep features were obtained from pre-trained models in which scalogram images were given as input. Scalogram images are obtained from one-dimensional cough acoustic signals with the help of continuous time wavelet transform. For detailed information, refer to the relevant references [28, 29]. Continuous Daubechies-6 (db6) main wavelet was used in the study. The scalogram images of the COVID-19 (+) and COVID-19(−) signals are shown in Fig. 4.

2.6. Deep feature extraction

Convolutional neural network (CNN) is one of the deep learning models consisting of feature extraction and classification parts [30]. It exhibits high performance with end-to-end approaches using raw data. Likewise, the use of the extracted features in hybrid systems also yields high results. Convolution processes, pooling processes, normalization processes and dilution processes performed with filters of different sizes within it provide the creation of a map specific to each pattern. There are many studies in the literature using various pre-trained CNN models [7, 31]. In this study, deep features were obtained over two different architectures, ResNet50 and MobileNet. The ResNet50 model is among the models commonly used in the literature. It has a structure consisting of blocks of residual values that feed the next layers. The ResNet50 model consists of 25.6 million parameters [32]. Another lighter and less computationally complex model used in feature extraction is the pre-trained MobileNet CNN architecture [33]. MobileNet model consists of 3.5 million parameters. In deep learning models, feature extraction can be from all layers. However, generally, the features obtained from the layer just before the classification step are used over the fully connected layer. In this study, deep features were obtained over the fully connected layers "fc1000" for ResNet50 and 'Logits' for MobileNet. Feature maps of 1 × 1 × 1000 size were obtained on the layers where features were extracted. Feature map images in different layers obtained only for the pre-trained ResNet50 model are given in Fig. 5. The mini-batch size value was chosen as 10 for the ResNet50 and MobileNet models. The epoch value was set to 30. The learning rate was chosen as 0.0001.

2.7. Feature selection using ReliefF algorithm

ReliefF algorithm is a feature selection method developed by Kira et al., in 1992. The main purpose of this method is to weigh the features according to the correlation between them [34]. ReliefF algorithm gives successful results on the data of two classes. However, it did not yield successful results for data sets containing more than two classes. To eliminate this problem, Kononenko developed the ReliefF algorithm, which works in data sets with more than two classes, in 1994 [35]. The ReliefF method is a method used in multi-class pattern recognition problems, especially when classifying features [36].

Table 1

| Features               | Description                  | Number of Features |
|------------------------|------------------------------|--------------------|
| Standard Deviation     | Standard deviation of all IMFs| 5                  |
| Mean                   | Mean of all IMFs             | 5                  |
| Root Mean Square       | The square root of the mean of all IMFs | 5          |
| Shannon                | Shannon entropy of all IMFs  | 5                  |
| Log Energy             | Log energy entropy of all IMFs| 5                  |
| Threshold              | Threshold entropy of all IMFs| 5                  |
| Time                   | Time entropy of all IMFs     | 5                  |
| Norm                   | Norm entropy of all IMFs     | 5                  |
| Approximate            | Approximate entropy of all IMFs| 5               |
| Total Number of Features|                              | 45                 |

Fig. 2. COVID-19(+) and COVID-19(−) acoustic cough data and 5-level IMF signals.
2.8. Support vector machines

SVM is a highly effective and easy supervised learning method used in machine learning, especially in classification. SVM was introduced by Vapnik [37]. SVM aims to find the boundary where classes are separated from each other, a function that can draw an optimum hyperplane. For each class, a hyperplane is drawn that passes over the elements closest to this limit. Therefore, because the drawn hyperplanes provide support, they are also called support vectors. A plurality of optimal hyperplanes can be drawn equidistant from these support planes. However, this gives optimum hyperplane solution where the separation between classes is farthest from optimum hyperplanes. There are no class members on this optimum hyperplane as shown in Fig. 6. This method is often used for linearly separable data. However, for data that cannot be separated linearly, a solution is found by making the data linearly decomposable through kernel functions shown in Table 3. The parameter of C was tested from 0.01 to 50 with 0.1 increments. The kernel scale was set to 1 and the box constraint set to 1.

2.9. Performance metrics

The results were evaluated using five different performance metrics in this study [38,39].

\[
\text{Accuracy}(\text{Acc}) = \frac{TP + TN}{TP + TN + FP + FN} \tag{4}
\]

\[
\text{Recall}(\text{Rec}) = \frac{TP}{TP + FN} \tag{5}
\]

\[
\text{Precision}(\text{Pre}) = \frac{TP}{TP + FP} \tag{6}
\]

\[
\text{Specificity}(\text{Spe}) = \frac{TN}{TN + FP} \tag{7}
\]

\[
F1 - \text{score}(F1) = \frac{2 \times \text{Pre} \times \text{Rec}}{\text{Pre} + \text{Rec}} \tag{8}
\]

TP = True Positive, FP = False Positive, TN = True Negative, FN = False Negative. The number of what the classifier actually identified as COVID-19(+) and COVID-19(+) is TP, the number of people mistaking it as COVID-19(–) is FN, actually COVID-19(–) and the number of what the classifier identified as COVID-19(–) is TN, FP is when those with COVID-19(–) are mistakenly classified as COVID-19(+) [40].

Table 2

| Features         | Description                                        | Number of Features |
|------------------|----------------------------------------------------|--------------------|
| Standard Deviation | Standard deviation of D1,D2,D3,D4, D5, A5 coef. | 6                  |
| Mean             | Mean of D1,D2,D3,D4,D5, A5 coef.                   | 6                  |
| Root Mean Square | The square root of D1,D2,D3,D4,D5, A5 coef.        | 6                  |
| Shannon          | Shannon entropy of D1,D2,D3,D4,D5, A5 coef.        | 6                  |
| Log Energy       | Log energy entropy of D1,D2,D3,D4, D5, A5 coef.    | 6                  |
| Threshold        | Threshold entropy of D1,D2,D3,D4,D5, A5 coef.      | 6                  |
| Time             | Time entropy of D1,D2,D3,D4,D5, A5 coef.           | 6                  |
| Norm             | Norm entropy of D1,D2,D3,D4,D5, A5 coef.           | 6                  |
| Approximate      | Approximate entropy of D1,D2,D3,D4, D5, A5 coef.   | 6                  |
| Total Number of Features |                                                      | 54                 |

Fig. 3. COVID-19(+) and COVID-19(–) cough data and 5-level DWT coefficients.
While determining the classifier performances, the data were divided into test and training datasets by using the 5-fold cross validation method. In the k-fold evaluation method, the dataset is divided into k parts. While the k-1 piece is used for training, one of them is used for testing. This process is repeated until all parts are used for testing. Classifier performance is calculated as classifier training and test performance by taking averages separately for training and testing [41, 42].

3. Experimental results

In this study, the pre-processing of the cough acoustic signals obtained, the features obtained by traditional and deep learning approaches, the feature selection process, and the determination of all performance metrics were carried out with the help of MATLAB2020a software. In the first study, traditional machine learning approaches were used. From the signals obtained as a result of z-normalization, 45 features for EMD and 54 features for DWT were extracted. All these features were obtained separately for each data. The contribution of the best distinguishing features to success was investigated with the help of the ReliefF algorithm. All these results are given in Table 4.

According to this table, the performances obtained through EMD and

| Table 3 Polynomial (Poly) kernel functions. |
|---------------------------------------------|
| **Kernel Function** | **Mathematical Expression** | **Parameter** |
|---------------------|-----------------------------|--------------|
| Poly. Kernel        | $K(x, y) = ((x.y) + 1)^d$   | Poly. Degree (d) |
| Normalized Poly. Kernel | $K(x,y) = (\frac{(x.y) + 1^d}{\sqrt{(x.y) + 1^d}*(y.y) + 1^d}}$ | Poly. Degree (d) |
DWT were compared in determining the COVID-19(+) and COVID-19(−) classes, which were tried to be determined by three different SVM approaches. At the same time, performances were obtained by combining both approaches. The results obtained with the EMD have the lowest performance among the results obtained with the traditional approach. It has been observed that the performance is slightly increased for the features selected with ReliefF. The same is not the case with the features obtained with DWT. Very high results were obtained even without feature selection. At the same time, performances were obtained by combining both approaches. In SVM quadratic and SVM cubic algorithms, the performance of the features selected with ReliefF has increased significantly. The results are obtained very high by using EMD and DWT features together. In the research, the highest performance values were obtained with these features. For SVM linear 98.4% accuracy, 99.5% recall, 97.3% specificity, 97.4% precision and 98.6% F1-score values were obtained. Three high-performance features among the EMD and DWT features selected with ReliefF are given in Fig. 7. Here, approximation entropy (IMF1, IMF3, IMF4, D1, D2), Log Energy (D1) measurements are the features with the highest distinctiveness selected with ReliefF. It is clear that approximate entropy measurement, one of the nonlinear chaotic approaches, can be said to be a very effective method for distinguishing COVID-19(+)/(−) states for EMD and DWT features.

In the second study, deep features obtained from CNN models, in which 2D scalogram images are given as input, are used. 1000 deep features were obtained separately for each of the ResNet50 and MobileNet CNN models. The performance results obtained from these features and the features selected with the help of the ReliefF method are presented in detail in Table 5. According to this table, it is seen that the performances increase significantly because of feature selection in deep features. It has been concluded that the features obtained through ResNet50 have higher success compared to the features obtained from MobileNet. The highest performance value was obtained from the selection of ResNet50 deep features with ReliefF. These performances were determined as 97.8% accuracy, 98.5% recall, 97.3% specificity, 97.4% precision and 98.0% F1-score values.

The confusion matrix for the highest performance result from the

Table 4
Performance comparison of all EMD and all DWT based features and selected features by ReliefF algorithm. Performances in the left column are all features, performances in the right column are selected features by ReliefF.

| Methods/Algorithm   | Performances(%) for all features | Performances(%) for selected features |
|---------------------|----------------------------------|---------------------------------------|
|                     | Acc, Rec, Spe, Pre, F1           | Acc, Rec, Spe, Pre, F1                |
| EMD/SVM Linear      | 86.0 88.9 83.2 84.0 86.4          | 89.5 91.6 87.4 87.8 89.7              |
| EMD/SVM Quadratic   | 84.7 87.5 81.8 82.7 85.1          | 87.3 89.2 85.4 85.9 87.5              |
| EMD/SVM Cubic       | 83.7 86.5 80.8 81.8 84.1          | 86.5 89.0 84.0 84.7 86.8              |
| DWT/SVM Linear      | 96.5 97.5 95.5 95.5 96.5          | 97.2 98.3 96.1 96.2 97.2              |
| DWT/SVM Quadratic   | 94.4 96.3 92.6 92.8 94.5          | 98.1 99.0 97.3 97.3 98.2              |
| DWT/SVM Cubic       | 93.9 95.8 91.9 92.2 94.0          | 97.0 98.0 96.0 96.0 97.0              |
| EMD + DWT/SVM Linear| 97.6 98.6 96.5 96.5 97.6          | 98.4 99.5 97.3 97.4 98.6              |
| EMD + DWT/SVM Quadratic| 96.2 97.5 95.0 95.1 96.2      | 98.1 99.3 97.0 97.1 98.2              |
| EMD + DWT/SVM Cubic | 95.3 96.6 93.9 94.1 95.3          | 98.0 99.2 96.8 96.9 98.1              |

![Fig. 7. Boxplot representation of features with high distinctiveness for EMD (upper) and DWT (bottom) (p < 0.001).](image-url)
results obtained with traditional machine learning approaches is given in Fig. 8-(a). It is clear that while 16 of those in the COVID-19(+) were detected incorrectly, only 3 of those in the COVID-19(−) class were detected incorrectly. The confusion matrix with the highest performance in the study using deep features is given in Fig. 8-(b). It can be said that while 17 of those in the COVID-19(+) class were detected incorrectly, 9 of those in the COVID-19(−) class were detected incorrectly.

4. Discussion

One of the most talked about topics of recent years is undoubtedly COVID-19 case. The most important stage of getting rid of this epidemic is the correct detection process. For this reason, there are many machine learning-based studies in the literature [9,10]. Detection of COVID-19 (+) cases with cough acoustic signals, which offer a different approach, are among the current alternative approaches. The comparisons of the studies in this field are given in Table 6. In these studies, mostly traditional machine learning approaches are used.

Pahar et al. achieved 95% accuracy with the ResNet50 CNN model. Laguarta et al. obtained a sensitivity value of 98.5% and a specificity value of 94.2% using 3 pre-trained parallel ResNet50 model. Sharma et al. determined the overall accuracy value of 66.74% for random forest classifier test data from a data set called Coswara. Mouawad et al. reported that they achieved high performance with 5 different classification algorithms. They obtained an average accuracy of 97% from the cough signals. Pal and Sankarasubbu achieved 96.9 ± 0.18% accuracy with the method called TabNet with 4 classes (COVID-19, Asthma, Bronchitis, and Healthy). Imran et al. obtained 95.6% overall accuracy using SVM classification algorithm. In all these studies, the features and images obtained by using the Mel Frequency Cepstral Coefficients (MFCCs) method were used.

In this study, feature extraction was performed with 5-level

| Methods/Algorithm                        | Acc  | Rec  | Spe  | Pre  | F1   | Acc  | Rec  | Spe  | Pre  | F1   |
|------------------------------------------|------|------|------|------|------|------|------|------|------|------|
| MobileNet/SVM Linear                    | 82.5 | 85.6 | 79.3 | 80.5 | 83.0 | 85.0 | 88.2 | 81.8 | 82.9 | 85.4 |
| MobileNet/SVM Quadratic                 | 80.6 | 84.0 | 77.3 | 78.6 | 81.2 | 86.0 | 89.4 | 82.7 | 83.7 | 86.4 |
| MobileNet/SVM Cubic                     | 80.1 | 84.0 | 76.3 | 77.9 | 80.8 | 87.3 | 89.9 | 84.7 | 85.4 | 87.6 |
| ResNet50/SVM Linear                     | 78.3 | 81.6 | 75.1 | 76.5 | 79.0 | 85.2 | 87.2 | 83.2 | 83.8 | 85.4 |
| ResNet50/SVM Quadratic                  | 86.1 | 88.2 | 84.0 | 84.6 | 86.4 | 97.4 | 97.6 | 97.1 | 97.2 | 97.5 |
| ResNet50/SVM Cubic                      | 84.0 | 86.1 | 81.9 | 82.5 | 84.3 | 97.8 | 98.5 | 97.3 | 97.4 | 98.0 |

4. Discussion

One of the most talked about topics of recent years is undoubtedly COVID-19 case. The most important stage of getting rid of this epidemic is the correct detection process. For this reason, there are many machine learning-based studies in the literature [9,10]. Detection of COVID-19 (+) cases with cough acoustic signals, which offer a different approach, are among the current alternative approaches. The comparisons of the studies in this field are given in Table 6. In these studies, mostly traditional machine learning approaches are used.

Pahar et al. achieved 95% accuracy with the ResNet50 CNN model. Laguarta et al. obtained a sensitivity value of 98.5% and a specificity value of 94.2% using 3 pre-trained parallel ResNet50 model. Sharma et al. determined the overall accuracy value of 66.74% for random forest classifier test data from a data set called Coswara. Mouawad et al. reported that they achieved high performance with 5 different classification algorithms. They obtained an average accuracy of 97% from the cough signals. Pal and Sankarasubbu achieved 96.9 ± 0.18% accuracy with the method called TabNet with 4 classes (COVID-19, Asthma, Bronchitis, and Healthy). Imran et al. obtained 95.6% overall accuracy using SVM classification algorithm. In all these studies, the features and images obtained by using the Mel Frequency Cepstral Coefficients (MFCCs) method were used.

In this study, feature extraction was performed with 5-level

| Authors                        | Methods                                | Number of Data | Performance (%) |
|--------------------------------|----------------------------------------|----------------|-----------------|
| Pahar et al. (2020) [43]       | MFCCs, log energy, zero-crossing rate and kurtosis/ResNet50 | 1171           | Acc = 93.0 Spe = 95.0 |
| Laguarta et al. (2020) [18]    | MFCCs/3 parallel ResNet50             | 5320           | Acc = 98.0 Spe = 94.2 |
| Sharma et al. (2020) [20]      | MFCCs, and other spectral measurements/random forest | 941            | Acc = 67.7 |
| Mouawad et al. (2020) [21]     | MFCCs and RQA/XGboost                 | 1927           | Acc = 97.0 F1 = 62.0 |
| Pal ve Sankarasubbu (2020) [22]| MFCCs, time domain and, non-linear measurements/TabNet network | 150            | Rec = 96.9 Spe = 96.8 Acc = 97.0 F1 = 97.3 |
| Imran et al. (2020) [23]       | MFCC and PCA/SVM                      | 543            | Rec = 96.0 Spe = 95.2 Acc = 95.6 F1 = 95.6 |
| This study                     | IMF and DWT based features + ReliefF feature selection/SVM | 1187           | Rec=99.5 Spe=97.3 Acc=98.4 F1=98.6 |
| This study                     | ResNet50 based deep features + ReliefFeature selection/SVM | 1187           | Rec=98.5 Spe=97.3 Acc=97.8 F1=98.0 |

This study
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