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Abstract

The preferred conditions for evolutionary innovation is a fundamental question, but little is known, in part because the question involves rare events. We focused on the potential role of polyploidy in the evolution of novel traits. There are two hypotheses regarding the effects of polyploidy on evolution: Polyploidy reduces the effect of a single mutation and slows evolution. In contrast, the gene redundancy introduced by polyploidy will promote neofunctionalization and accelerate evolution. Does polyploidy speed up or slow down evolution? In this study, we proposed a simple model of polyploid cells and showed that the evolutionary rate of polyploids is similar to or much slower than that of haploids under neutral selection or during gradual evolution. However, on a fitness landscape where cells should jump over a lethal valley to increase their fitness, the probability of evolution in polyploidy could be drastically increased, and the optimal number of chromosomes was identified. We theoretically discussed the existence of this optimal chromosome numbers from the large deviation theory. Furthermore, we proposed that the optimization for achieving evolutionary innovation could determine the range of chromosome number in polyploid bacteria.

I. INTRODUCTION

How novel traits in organisms have emerged is one of the most critical questions in biology. Through decades of theoretical development in population genetics [1–3] and recent large-scale data analysis and laboratory evolutionary experiments [4–6], we have learned a great deal about the quantitative evolution of traits. However, the mechanism of evolutionary innovation is challenging to investigate because we must consider the probability of rare events occurring. In this aim, we consider the conditions under which novel traits are likely to evolve from existing organisms believed to have been more likely to acquire evolutionary innovation.

We first focus on polyploid bacteria, particularly cyanobacteria. Cyanobacteria are more diverse regarding their morphology and habitats than most other bacteria [7]. They range from unicellular cocci and rods to bead-like and branching multicellular forms that exhibit cell differentiation, and their habitats range from underwater to in the soil and above the
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ground. This indicates that cyanobacteria are more likely to achieve evolutionary innovation than most other bacteria. One of the significant differences between cyanobacteria and other bacteria, other than photosynthesis, is their polyploid nature [8]. Interestingly, most marine cyanobacteria, although photosynthetic, are known to be haploid and possess a simple unicellular morphology [8]. Such polyploidy has also been reported in halophilic archaea living in extreme environments [9]. Although why these species have been able to diversify and migrate to extreme environments is unclear, the diversity of polyploid bacteria and archaea implies the potential impact of polyploidy on the evolution of novel traits. Although several studies examined the physiological significance of polyploidy in bacteria [10, 11], the evolutionary impact of polyploidy has rarely been studied.

The impact of polyploidy on evolutionary innovation has also been demonstrated in medicine in recent years. For example, cell wall-deficient/defective bacteria, i.e., the L-form of bacteria, which are known to be polyploid [12], were reported to easily develop resistance to multiple drugs [13, 14]. Furthermore, in the last decade, it has been intensively reported that tumor cells become large and polyploid through endoreplication or cell fusion under stress conditions [15, 16]. Such cells are termed polyploid giant cancer cells (PGCCs). These cells are recognized to be important for the development of resistance to various cancer therapies, e.g., chemotherapy, hormone therapy, immunotherapy, and systemic radiation therapy, and for metastasis, i.e., for achieving novel traits. Although the need to understand the influence of polyploidy on evolution is increasing even in the medical field, few results have been obtained.

How can polyploidy actually promote the evolutionary innovation? There are two conflicting hypotheses. In polyploidy, even if favorable or unfavorable mutations are introduced into one genome, the effect will be weakened by the presence of a large number of unmutated genomes [17], and the resulting phenotypic changes will be smaller than those in haploid. According to Fisher’s fundamental theorem of natural selection [1], the evolutionary rate should be proportional to the genetic variance of the fitness, and the evolutionary rate should be slower in polyploid organisms because the genetic variance of the phenotype is small in such organisms. A similar point was raised theoretically in a previous study as the minority control of genetic information [18]. By contrast, polyploidy is the same situation as when whole-genome duplication occurs. Such whole-genome duplication was postulated by Susumu Ohno as a source of neofunctionalization attributable to the redundancy of dupli-
cated genes [19]. According to this idea, the evolution of novel traits appears more likely to occur in polyploidy. Is one of these hypotheses correct, or can both apparently contradictory hypotheses coexist?

In this paper, we first proposed one of the simplest models of the evolution of polyploid organisms. We demonstrated that the evolutionary rate in polyploidy is at best unchanged or is much slower than that in haploidy under neutral selection or on the smooth fitness landscape. This is because, as mentioned previously, the genetic variance of the phenotype is lower in polyploids than in haploids. However, the evolutionary dynamics of the same model were very different in the multimodal fitness landscape, where cells should jump over a lethal valley to increase their fitness. Although polyploidy still reduced the genetic variance of the phenotype, the probability of evolving a novel trait increased with increasing ploidy levels, and an optimal number of chromosomes existed. We demonstrated with the aid of the large deviation theory that the evolution of such novel traits could be attributed to a bias in genetic information on chromosomes in polyploidy. Furthermore, we hypothesized that the range of genome number in various cyanobacterial species results from the optimization of chromosome bias and hence the evolutionary innovation.

II. MODEL

We considered a simple case in which phenotype depends on a translation product from a single locus on chromosomes. That product is assumed to be transcribed and translated from all chromosomes at an equal rate, as experimentally observed [10, 20], and it has activity represented by a single scalar quantity, namely $x_{i,j}(t)$ for a $j$th chromosome in an $i$th cell at $t$th generation. Alternatively, we can consider the case in which various genes on the chromosome contribute to a single trait, and the sum of their contributions is represented as a single scalar quantity. Even in that case, it does not affect the conclusion. Every cell has $N$ homologous chromosomes that carry somewhat different copies of the same genes; and thus, the genotype is given as a set of $x_{i,j}(t)$, and the phenotype $y_i(t)$ is given as a function of that set. The fitness of $i$th cell is represented as $f(y_i(t))$ as a function of the phenotype. Inherited chromosomes are mutated every generation by adding a random value as $x_{i,j}(t+1) = x_{i,j'}(t) + \mathcal{N}(0, \sigma^2)$, where $\mathcal{N}(0, \sigma^2)$ is a random number sampled from the Gaussian distribution with a mean of 0 and variance of $\sigma^2$. We set $\sigma$ as one unless otherwise
noted. For the sake of simplicity, we assumed that the phenotype is determined by the averaged activity of the product, i.e., the fitness is given by \( y_i = \langle x_{i,j} \rangle_c \), where \( \langle z \rangle_c \) is the average of \( z \) over chromosomes given by \( \langle z \rangle_c = \sum_j z_j / N \). We also defined \( \langle z \rangle_p \) as the average of \( z \) over the population given by \( \langle z \rangle_p = \sum_i z_i / M \), where \( M \) is the total population and set as 1000 in simulations. In addition, \( \langle z \rangle_{\text{ens}} \) indicated the ensemble average among different samples. We set the number of samples as 10,000 with a different random seed.

We investigated the extent to inheritance modes affect the evolutionary rate. We defined two different modes of inheritance for polyploidy to investigate how such differences affect evolution. We introduced two extreme modes: set inheritance and random inheritance modes (Fig. 1A). The set inheritance mode is similar to the chromosome segregation in eukaryotes in that daughter cells inherit a set of chromosomes from a mother cell. All of the chromosomes in the mother cell are precisely duplicated individually and inherited by daughter cells in the same manner. Thus, duplication of the same chromosome does not occur. Conversely, in the random inheritance mode, daughter cells randomly inherit the mother cell’s chromosomes. Each chromosome is randomly chosen and inherited until the number of chromosomes reaches the same number as that in the ancestor. Thus, multiple copies of some chromosomes may be inherited, whereas other chromosomes may not be inherited at all. Organisms lacking have sophisticated DNA replication control mechanisms, such as bacteria, are believed to have inherit chromosomes via the random inheritance mode. At least, it was experimentally observed that polyploid bacteria replicate chromosomes in a one-by-one manner [10] opposed to simultaneously as observed in eukaryotic cells.

Each cell is selected according to fitness, whereas each chromosome is neutrally selected in each cell because it usually has no fitness. Thus, chromosomes in the population are only selected through selection at the cell level.

III. RESULTS

A. Evolutionary rate drastically depends on the mode of inheritance in polyploidy

First, we considered that each cell is neutrally selected, and therefore, each chromosome is also neutrally selected. In this situation, evolutionary speed can be simply defined as the rate of phenotype changes, i.e., the diffusion constant in the phenotypic space (\( D \)). Because
the phenotype exhibits Brownian motion in the phenotypic space, the diffusion constant is proportional to the variance of \( y_i(t) \). Thus, we must consider the dependence of the variance of phenotype on the mode of inheritance.

In the set inheritance mode, each chromosome is independently mutated in the same manner, and thus, \( x_{i,j}(t) \) has no correlation for different \( j \). In other words, each \( x_{i,j}(t) \) is an independent and identically distributed random variable (i.i.d.) from the probability distribution obeyed by a single genotype at time \( t \). Thus, the variance of \( \sum_j x_{i,j} \) is proportional to \( N \), and then the variance of \( y_i \) is proportional to \( 1/N \) because it is given by the summation of \( x_{i,j} \) divided by \( N \). Therefore, the evolutionary rate should decrease if the number of chromosomes increases in the set inheritance mode. Intuitively, it corresponds that an effect of a mutation in a single chromosome is divided by the number of chromosomes. Indeed, in the numerical calculation, the variance of phenotype was proportional to \( N^{-1} \) (Fig. 1B), and inverse of the first passage time, which is proportional to \( D^{-3/2} \) [21], was proportional to \( N^{-3/2} \) (Fig. 1C). Additionally, even if we consider evolution on any fitness landscape instead of neutral evolution, the genetic variance of fitness should be smaller in polyploid organisms with the set inheritance mode because of the decrease in the phenotypic variance. Hence, the evolutionary rate should be slower in any situation (Fig. 1E).

Contrarily, in the random inheritance mode, because a single chromosome may be duplicated multiple times, \( x_{i,j}(t) \) may have a correlation for different values of \( j \). In this situation, the number of chromosomes is fixed, and each chromosome is neutrally selected. This situation is similar to the gene fixation process through the neutral selection in a finite population, in which the single mutation is fixed within the same generation as the number of individuals in the population, on average [22]. In the context of polyploidy, this indicates that all chromosomes are duplicated from one chromosome \( N \) generations ago on average. In other words, the number of generations in which all chromosomes are replaced by those replicated from a single chromosome equals the number of chromosomes possessed by the cell. Thus, a set of chromosomes accumulates \( N \) generations of mutations, and the variance of chromosomes is given as \( N\sigma^2 \) because an independent mutation with the variance \( \sigma^2 \) is applied to a chromosome in each generation (Fig. 1D). Since randomly chosen chromosomes from the mother cell construct the chromosome set of the daughter cell, each \( x_{i,j} \) is an i.i.d. from the probability distribution given by the mother cell’s chromosome set. Thus, the variance of \( \sum_j x_{i,j} \) is proportional to \( N^2\sigma^2 \), and then the variance of \( y_i \) is proportional to \( \sigma^2 \).
FIG. 1. Dependence of evolution on modes of chromosome inheritance. A) Scheme of modes of chromosome inheritance. B and C) Dependence of (B) the variance of phenotype and (C) the evolutionary rate on the number of chromosomes. The variance of the phenotype was calculated at time $t = 500$. The evolutionary rate was calculated as the inverse time when an absolute value of the phenotype of a cell exceeded the threshold $y_{th} = 50$. Each point represents an average of 10,000 samples. Magenta circles and cyan squares represent data for the random inheritance and set inheritance modes, respectively. D) Dependence of the population average of variance among chromosomes with the random inheritance mode on the number of chromosomes. Purple triangles represent the variance among chromosomes scaled by dividing by $N - 1$. E) Evolutionary rate on the smooth landscape ($f(y) = -2 \cos(x/15)$). We set $x_{i,j}(0) = 0$ as the initial condition and plotted $1/\langle \tau_t \rangle_{ens}$, where $\tau_t$ is the time when the population average of fitness crossed the threshold value ($f_{th} = 1.5$).
(Fig. 1B), which is independent of $N$. Indeed, in the numerical calculation, the phenotypic variance and inverse of the first passage time were almost constant against changes in $N$ (Fig. 1C). Note that the numerically calculated evolutionary rate was slightly slower, but this was because we set $x_{i,j}(0) = 0$ for all $i$ and $j$ and it takes $N$ generations for the variance of $x_{i,j}$ to relax.

Because the set and random inheritance modes represent the extreme cases, an organism with an imperfect DNA replication mechanism will exhibit an intermediate trait between two extreme modes. This suggests that from the strong constraint of the inheritance manner, the genetic variance of the phenotype of polyploid organisms cannot exceed that of haploid organisms. Indeed, the evolutionary rate of polyploid organisms on a smooth fitness landscape, which corresponds to the gradual evolution of quantitative traits, did not exceed that of the haploid organism with either the random or set inheritance mode (Fig. 1E). Thus, polyploidy does not confer an advantage regarding evolution speed during neutral selection or gradual evolution.

B. **Evolution of novel traits can be accelerated in polyploid organisms**

Next, to investigate whether polyploidy is not also advantageous outside of neutral selection and gradual evolution, i.e., for the evolution of novel traits, we introduced a simplified multimodal fitness landscape with global and local maximal peaks (Fig. 2A). This is one of the simplest models for evolutionary innovation. On the high dimensional fitness landscape, if one peak is connected to a second peak by the gradual ridgeline, on which the fitness slightly decreases and selection is almost neutral, then cells will evolve their traits through that line from one phenotype to another. Then, continuous quantitative traits will be observed between the two peaks, and no one will consider this situation as an appearance of evolutionary innovation. Conversely, when deep valleys surround one peak in all directions, under which situation the fitness decreases lethally, cells must jump over a valley to reach another peak. Then, the intermediate phenotype between two peaks is difficult to observe, and it corresponds well with the situation in which evolutionary innovation appears. The multimodal fitness landscape presented in Fig. 2A is regarded as the projection of a path connecting two peaks of a high-dimensional fitness landscape onto one dimension. The distance between the peaks is much larger than the mutational rate, which is the unique
FIG. 2. Evolution of a novel trait in polyploid organisms. A) The multimodal fitness landscape given by \( f(y) = \sin(y/5) - 2\sin(2y/5) \). The local maximum is \( y = -3.441212 \), and the global minimum is \( y = 11.374583 \). \( d \) is the distance between a local maximal point and a distant point displaying the same fitness as the local maximum. B) Evolutionary rate \( (1/\langle \tau_i \rangle_{\text{ens}}) \) on the multimodal fitness landscape. (Inset) Semi-log plot of the evolutionary rate. C) Variance of phenotype \( \langle (y_i - \langle y_i \rangle_p)^2 \rangle_p \) at steady state. We measured the behavior at steady state by setting the fitness of cells overflowed from a region between the local and global minimum as zero. D) Variance of fitness \( \langle (f(y_i) - \langle f(y_i) \rangle_p)^2 \rangle_p \) at steady state. E) Population average of variance of \( x_{i,j} \) among chromosomes \( \langle \langle (x_{i,j} - \langle x_{i,j} \rangle_c)^2 \rangle_c \rangle_p \) at steady state. F) Variance of skewness \( \langle \langle (x_{i,j} - \langle x_{i,j} \rangle_c)^3 \rangle_c \rangle_p^{1/2} \rangle_p \) at steady state. G) Schematic representation of the effect of skewness on evolvability. Colored lines reflect the distribution of \( x_{i,j} \), and solid black lines represent fitness landscapes. Dotted and dashed lines represent the mean and mode, respectively. If skewness is zero, then the mode is consistent with the mean.
characteristic length in the phenotypic space determining the behavior of the model, and rare and drastic changes in genotype are required for a jump from one peak to another.

We assumed that all cells initially exhibited a locally but not globally optimal trait, i.e., $x_{i,j}(0)$ and thus, $y_i(0)$ was set as the value at the local maximum for all $i$ and $j$. Then, we numerically calculated the time needed to jump to the maximal peak if we changed the number of chromosomes carried by the cells. We first considered that all cells exhibited the random inheritance mode because the set inheritance mode of polyploidy decelerates the evolutionary rate regardless of the shape of the fitness landscape, as previously mentioned (Fig. 1).

When observing a single sample, the fitness of the fittest cell maintains the local maximum for some time and then suddenly jumps to the global maximum. We defined the transition time $\tau_t$ when the average fitness of the population crosses a threshold (we set it as 1.5). The jump from the local maximum to the global maximum follows a Poisson process, and the distribution of $\tau_t$ follows an exponential distribution. Hence, the characteristic timescale for transition is described by the average of $\tau_t$, i.e., the evolutionary rate is represented by $1/(\langle \tau_t \rangle _{\text{ens}}$.

The evolutionary rate exhibited non-monotonic dependence on the number of chromosomes (Fig. 2B), as observed in the experiments. When $N$ increased, the evolutionary rate increased, peaking around $N = 10$. Then, the rate began to decline as an exponential of $-N$ (see the inset of Fig. 2B). Thus, the existence of an optimal number of chromosomes for the evolutionary rate of novel traits was demonstrated in experiments and simulations.

To explain the existence of an optimal number of chromosomes for the evolutionary rate, we measured characteristics in steady state around the local maximum by setting the fitness of cells across the valley as zero. If the number of chromosomes increases, the variance of $x_{i,j}$ almost linearly increases for small values of $N$, and the phenotypic variance and genetic variance of fitness monotonically decrease (Fig. 2C, D, and E). Note that the variance of $x_{i,j}$ for large values of $N$ increases only sublinearly, in contrast to the case of neutral selection. This may be because a cell with a genotype with excessively higher variance tends to fall into the valley and dies for large values of $N$. This suggests that changes in the genetic variance of fitness are not sufficient to explain the dependence of the evolutionary rate on the number of chromosomes: We cannot apply Fisher’s fundamental theorem for natural selection to the evolution of novel traits in polyploidy organisms.
C. Evolutionary innovation is described by the large deviation theory and it depends on the third-order moment of chromosomes

The major difference between evolution under neutral selection and that of novel traits is the rarity of evolutionary events. The former is obeyed by mundane mutations that accumulate over several generations, whereas the latter is obeyed by rare mutations introduced over a few generations. Hence, we applied the large deviation theory to describe a rare event in which a daughter cell exhibits a largely different phenotype from the mother cell.

We considered the probability that a phenotype of a daughter cell crosses the valley between two phenotypes at the local and global maxima on the fitness landscape. The chromosome set of a daughter cell was constructed as i.i.d. from the distribution of chromosomes in a mother cell, and a phenotype was given as the average of chromosomes. In this analysis, we gave the distribution of the chromosome set of a mother cell with a mutation to the next generation as a cumulant-generating function \( \log M(s; N) \), where \( N \) is the number of chromosomes carried by the mother cell. We denoted the distance in the phenotypic space between the local minimum and a distant point exhibiting the same fitness as \( d \). For the fixation of different phenotypes from the local maximum, a daughter cell must display higher fitness than that observed at the local minimum in the limit of high selection pressure. Then, the daughter cell’s phenotype must at least differ more than \( d \) from the mother cell’s phenotype. Such a probability of a rare event is known to follow the large deviation theory [23] as follows:

\[
P \left( \sum_{j=1}^{N'} \frac{x_{i,j}}{N'} \geq d \right) \simeq \exp \left( -N' I(d; N) \right), \tag{1}\]

where \( I(p; N) \) is a rate function as given by the Legendre transformation of a cumulant-generating function as \( I(p; N) = \sup_s (sp - \log M(s; N)) \), where \( N' \) is the number of chromosomes in the daughter cell. Although the probability on the left-hand side converges to the value on the right-hand side when \( N \) is infinite, the large deviation theory will give a valid approximation if \( N \) is sufficiently large. Therefore, if a cumulant-generating function is given, then the probability of the evolution of a novel trait can be calculated.

Because it is difficult to analytically derive the cumulant-generating function of a mother cell, we first assumed that it is given as the Gaussian distribution, which only has the first- and second-order cumulants. The first-order cumulant is the average and the same
as the phenotype of the mother cell. Thus, the first-order cumulant is zero. The second-order cumulant is the variance and a function of $N, f(N)$. Then, the cumulant-generating function is given as

$$\log M(s; N) = \frac{f(N)}{2!} s^2,$$  \hspace{1cm} (2)

and the rate function is

$$I(p; N) = \sup_s \left( sp - \frac{f(N)}{2!} s^2 \right) = \frac{p^2}{2f(N)}.$$  \hspace{1cm} (3)

Hence, the probability that the daughter cell achieves a novel trait is

$$P\left( \sum_{j=1}^{N'} \frac{x_{ij}}{N'} \geq d \right) \simeq \exp\left( -N' \frac{d^2}{2f(N)} \right).$$  \hspace{1cm} (4)

In this analysis, we considered the best situation in which the daughter cell can evolve a novel trait with the highest probability, where the variance $f(N)$ is proportional to $N$, as in the case of neutral selection, and it be given as $\sigma^2N$. Then, the aforementioned probability is given as

$$P\left( \sum_{j=1}^{N'} \frac{x_{ij}}{N'} \geq d \right) \simeq \exp\left( -N' \frac{d^2}{2N\sigma^2} \right).$$  \hspace{1cm} (5)

Because there is a constraint that mother and daughter cells carry the same number of chromosomes, i.e., $N'$ is equal to $N$, the aforementioned probability is calculated as

$$P\left( \sum_{j=1}^{N} \frac{x_{ij}}{N} \geq d \right) \simeq \exp\left( -\frac{d^2}{2\sigma^2} \right),$$  \hspace{1cm} (6)

and it is independent of $N$. Thus, the evolutionary rate of novel traits is independent of the number of chromosomes. Furthermore, $f(N)$ is sublinear of $N$ for large values of $N$ under selection. The aforementioned probability decreases with increasing $N$ as $\exp(-cN)$, consistent with the numerical result (the inset of Fig. 2B). Therefore, if the distribution is Gaussian, that is, if we consider up to the second-order moment, then we never explain the acceleration of evolution in polyploid organisms.

We then considered the effect of the third-order moment. We represented the skewness of distribution, the third-order cumulant normalized by $3/2$ power of variance, as a function of $N$ as $g(N)$. If the contribution of the third-order cumulant is smaller than that of the
second-order one, then the probability that the daughter cell achieves a novel trait (see Supplementary Note 1 for derivation) is

\[ P \left( \sum_{j=1}^{N'} \frac{x_{i,j}}{N'} \geq d \right) \approx \exp \left\{ -N' \left( \frac{d^2}{2f(N)} + \frac{8d^3g(N)}{3f(N)^{3/2}} \right) \right\}. \tag{7} \]

Then, when the sign of skewness differs from that of \( d \), i.e., the mode of \( x_{i,j} \) is closer to a peak corresponding to the novel trait than to the mean, then the probability of the rare event to across the valley increases (Fig. 2G). Intuitively, it is interpreted that if a large bias of genetic information exists between chromosomes, then cells can hold a high frequency of mutations for novel traits without reducing their fitness.

To confirm the effect of skewness, we numerically calculated higher-order moment in steady state. The population average of skewness was almost zero because the fitness landscape around the peak was near symmetry. Then, we measured the variance of the skewness of chromosomes in the population to estimate the probability that a cell with high skewness emerges. The result revealed non-monotonic dependency on \( N \) similarly as observed for the evolutionary rate. The variance of the skewness increased as \( N \) increased for small values of \( N \) and began to decline after the peak around \( N \approx 10 \) (Fig. 2F). From Eq. (7), if the variance \( f(N) \) is proportional to \( N \), then the probability that the daughter cell achieve a novel trait is

\[ P \left( \sum_{j=1}^{N} \frac{x_{i,j}}{N} \geq d \right) \approx \exp \left\{ -\frac{d^2}{2\sigma^2} - \frac{8d^3g(N)}{3\sigma^3\sqrt{N}} \right\}. \tag{8} \]

Thus, when the dependence of skewness on \( N \) is a higher order than \( \mathcal{O}(N^{1/2}) \), the probability of achieving a novel trait increases with \( N \), where \( \mathcal{O} \) is the Landau symbol. Although the variance of skewness is only a statistical amount of the whole population and not an amount for individual cells, an increase in variance indicates an increase in the number of cells with a large absolute value of skewness. Hence, the agreement between the peaks of variance of skewness and the evolutionary rate implies that an increase in skewness in mother cells associated with an increase in the number of chromosomes accelerates the evolution of novel traits.

Why does skewness exhibit non-monotonic dependency on the number of chromosomes? Intuitively, in regions with small values of \( N \), there are insufficient numbers of chromosomes for the distribution to be biased. By contrast, in regions with large values of \( N \), the distribution will be close to the Gaussian distribution because of the central limit theorem, and
FIG. 3. Dependence of the skewness of chromosomes on selection pressure. A) Variance of skewness of $x_{i,j}$ at the time $t = 500$ under neutral selection. (Inset) Enlarged plot of the variance of skewness. B) Variance of skewness of cells with various mutation rates. Purple diamonds: Neutral selection. Green squares: $\sigma = 0.75$. Red circles: $\sigma = 1.0$. Yellow triangles: $\sigma = 1.25$. C, D) Evolutionary rate of cells with mutation rates of (C) $\sigma = 0.75$ and (D) $\sigma = 1.25$.

thus, the skewness must be small. Indeed, even if the selection is neutral, the variance of the skewness displayed a maximal value of approximately $N \simeq 20–30$ (Fig. 3A).

If there is a selection process depending on the fitness, then a cell with a large $N$ and large skewness of $x_{i,j}$ will tend to fall into the valley and die. Then, the skewness for large values of $N$ will be suppressed. This implies that if the range of phenotypes, in which a cell is under nearly-neutral selection, is wider, then the optimal number of chromosomes exhibiting maximum skewness and evolutionary rates will become larger. Indeed, when we set $\sigma$ as a smaller value, it corresponded to a wider range of nearly-neutral selection, both maximum skewness and the evolutionary rate became larger (Fig. 3B and C). Although the value of $N$ at the peaks of the variance of skewness and the evolutionary rate slightly differed,
this may be explained by the contribution of other moments. For the case with a smaller mutation rate, a region in which the variance of $x_{i,j}$ linearly increases expanded for larger values of $N$ (see Supplementary Fig. 1), and thus, the peak of the evolutionary rate shifted to a larger $N$. Conversely, if the mutation rate is excessively large, then the evolution of novel traits is no longer a rare event, and thus, the large deviation theory cannot be applied. Consequently, the haploid again has an advantage regarding the speed of evolution, as it exhibits the highest variance in phenotype (Fig. 3B and D). Note that the normalized fourth-order moment kurtosis did not exhibit non-monotonic dependence on the number of chromosomes, and it was almost independent of the mutation rate (Supplementary Fig. 2). Hence, only skewness displayed non-monotonic dependence on the number of chromosomes at least up to fourth-order moment.

IV. DISCUSSION

In this study, we demonstrated that polyploidy confers the advantage of evolving novel traits even though the genetic variance of the phenotype does not increase with polyploidy. To elucidate this seemingly contradictory problem to Fisher’s fundamental theorem of natural selection, we theoretically analyzed rare evolutionary events by introducing the large deviation theory. We found that the skewness of the distribution of genotypes coded in each chromosome is essential to determining the probability of evolving new traits. Because skewness peaked with a finite number of chromosomes (Fig. 2F), there is an optimal number of chromosomes for evolving novel traits (Fig. 2B).

Although the optimal number of chromosomes depends on the shape of the fitness landscape and the mutation rate, the upper limit of the optimal number can be estimated as approximately 20 – 30 because the maximal skewness is approximately $N = 20$–$30$ in the case of neutral selection, and it decreases under selection. Interestingly, such a range of the number of chromosomes agrees well with the actual number of chromosomes in various species of cyanobacteria (see Table I). This suggests that the number of chromosomes in cyanobacteria might result from optimization for evolutionary innovation. Moreover, we found that the optimal number of chromosomes is correlated with the range of the fitness landscape in which a cell can change its phenotype under nearly-neutral selection. Therefore, further cooperative studies involving theoretical, experimental, and bioinformatic analyses will help
TABLE I. Typical number of chromosomes in each cyanobacterial species

| Species                                      | Number of chromosomes | Ref.          |
|---------------------------------------------|-----------------------|---------------|
| *Synechococcus elongatus* PCC 7942          | 2–6                   | [10, 20, 24, 25] |
| *Synechococcus* sp. PCC 6301                | 2–8                   | [26]          |
| *Anabaena variabilis*                       | 8–9                   | [27]          |
| *Anabaena* sp. PCC 7120                     | 8.2                   | [28]          |
| *Microcystis* sp.                           | 1–10                  | [29]          |
| *Synechococcus* sp. PCC 7002                | 5–11                  | [30, 31]      |
| *Synechocystis* sp. PCC 6803                | 9.7–22.2              | [32]          |
| *Anabaena cylindrica*                       | 25                    | [33]          |
| *Cyanobacterium aponinum* PCC 10605         | 16–32                 | [31]          |
| *Geminocystis* sp. NIES-3708                | 17–34                 | [31]          |

us infer the fitness landscape of polyploid organisms based on the number of chromosomes.

Because our model and settings are general, our theory will be universally applicable to other polyploid organisms than cyanobacteria. In particular, our theory will be useful for organisms without sophisticated DNA replication control mechanisms. PGCCs and L-form bacteria represent promising examples of the successful application of this theory. Polyploidy in PGCCs is attributable to errors in the chromosome replication and segregation mechanism, and thus, random chromosome replication and segregation are expected to occur opposed to normal replication and segregation. Similarly, random chromosome inheritance is expected to occur in L-form bacteria, which develop polyploidy through cell fusion. Because our theory is applicable regardless of the details of the systems as long as chromosomes are inherited in random mode, we believe that our theory can unravel the mechanisms of achieving novel drug resistance and metastatic potential in cancer cells and multidrug-resistant bacteria.

In addition, we expect that our results can be applied to cases of gene conversion [34] and multi-copy plasmids [35], both of which were previously reported to be capable of facilitating the evolutionary innovation. In particular, the typical number of native plasmids ranges from approximately 10 to several dozen [36], which corresponds to the maximal skewness observed in the present study (Fig. 3A). This suggests that the copy number of native plasmids might
result from optimization for evolutionary innovation. We expect that applying our theory to plasmid systems and experiments in such systems will uncover the evolutionary advantage of the regulation of plasmid copy numbers.

Furthermore, our study has provided a new theoretical perspective on neofunctionalization by whole-genome duplication as described by Susumu Ohno [19]. Considering the cells immediately after whole-genome duplication, they would not have had sophisticated duplication mechanisms. Thus, our theory may be applicable to whole-genome duplication events, and the skewness of chromosomes may provide the theoretical representation of the early phase of neofunctionalization. This study paves the way for the understanding of evolution via whole-genome duplication, and the mechanism by which that early biased segregation of genes, as represented by skewness, is fixed is an important future problem to understand the late phase of neofunctionalization. We expect that additional theoretical studies with more complex models, bioinformatic models, and further constructive experimental studies would perfectly reveal the mechanism of neofunctionalization in the future.
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Appendix A: Derivation of the rate function with third-order cumulant.

A cumulant generating function up to the third-order term is given as

\[ \log M(s) = \mu s + \frac{\sigma^2}{2!} s^2 + \frac{c_3}{3!} s^3, \]  

(A1)

where \( \mu \), \( \sigma^2 \), and \( c_3 \) are the average, variance, and the third-order cumulant, respectively. Here, we set \( \mu \) as zero for simplicity without loss of generality. The rate function for the above cumulant generating function is

\[ I(p) = \sup_s (sp - \log M(s)) \]

\[ = \sup_s \left( sp - \frac{\sigma^2}{2!} s^2 - \frac{c_3}{3!} s^3 \right). \]  

(A2)
Since the first derivative of $sp - \log M(s)$ is
\[
\frac{d (sp - \log M(s))}{ds} = p - \sigma^2 s + \frac{c_3}{2} s^2,
\] (A3)
and $s$ for the extrema is
\[
s = \frac{-\sigma^2 \pm \sqrt{\sigma^4 + 2pc_3}}{c_3}.
\] (A4)
The second derivative of $sp - \log M(s)$ is
\[
\frac{d^2 (sp - \log M(s))}{ds^2} = -\sigma^2 - c_3 s
\]
\[
= -\sigma^2 + \sigma^2 \mp \sqrt{\sigma^4 + 2pc_3}
\]
\[
= \mp \sqrt{\sigma^4 + 2pc_3};
\] (A5)
and then,
\[
s^* = \frac{-\sigma^2 + \sqrt{\sigma^4 + 2pc_3}}{c_3}
\] (A6)
is $s$ for the maximal value when $\sigma^4 + 2pc_3$ is $\geq 0$. Hence, the rate function is given as
\[
I(p) = s^* p - \frac{\sigma^2}{2!} s^* s - \frac{c_3}{3!} s^*^3
\]
\[
= \frac{2p^2}{\sigma^2 + \sqrt{\sigma^4 + 2pc_3}} - \frac{2p^2 \sigma^2}{\left(\sigma^2 + \sqrt{\sigma^4 + 2pc_3}\right)^2} - \frac{4c_3 p^3}{3 \left(\sigma^2 + \sqrt{\sigma^4 + 2pc_3}\right)^3}
\]
\[
= \frac{2p^2}{\sigma^2} \frac{1}{\left(1 + \sqrt{1 + \frac{2pc_3}{\sigma^4}}\right)^2} + \frac{8c_3 p^3}{3 \sigma^6} \frac{1}{\left(1 + \sqrt{1 + \frac{2pc_3}{\sigma^4}}\right)^3}.
\] (A7)
In the limit of $c_3 \to 0$, the above equation is
\[
I(p) = \frac{p^2}{2 \sigma^2},
\] (A8)
which coincides with Eq. (3) in the main text, a case of Gaussian distribution. When the squared variance is much larger than the third-order cumulant, $|c_3| \ll \sigma^4$, Eq. (A7) is
\[
I(p) \simeq \frac{2p^2}{\sigma^2} + \frac{8c_3 p^3}{3 \sigma^6}
\]
\[
= \frac{2p^2}{\sigma^2} + \frac{8}{3} \beta p^3,
\] (A9)
where $\beta$ is skewness, given as $\beta = \frac{c_3}{\sigma^4}$. When the variance and skewness depend on the number of chromosomes $N$, and are given as functions of $N$, $\sigma^2 = f(N)$ and $\beta = g(N)$, respectively, the rate equation is
\[
I(p; N) = \frac{2p^2}{f(N)} + \frac{8}{3} g(N) \frac{p^3}{f(N)^{3/2}},
\] (A10)
and the probability that the daughter cell achieves a novel trait is

\[ P\left( \sum_{j=1}^{N'} \frac{x_{i,j}}{N'} \geq d \right) \simeq \exp \left\{ -N' \left( \frac{d^2}{2f(N)} + \frac{8d^3g(N)}{3f(N)^{3/2}} \right) \right\} . \]  \hspace{1cm} (A11)

Supplementary FIG. 1. Dependence of the variance of chromosomes on the mutation rate. Average of variance of each cell over the population is plotted. Green squares: \( \sigma = 0.75 \). Red circles: \( \sigma = 1.0 \). Yellow triangles: \( \sigma = 1.25 \).

Supplementary FIG. 2. Dependence of the kurtosis of chromosomes on the mutation rate. The average of kurtosis of each cell over the population is plotted. Green squares: \( \sigma = 0.75 \). Red circles: \( \sigma = 1.0 \). Yellow triangles: \( \sigma = 1.25 \).
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