Eigenvectors of the discrete Laplacian on regular graphs—a statistical approach
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Abstract

In an attempt to characterize the structure of eigenvectors of random regular graphs, we investigate the correlations between the components of the eigenvectors associated with different vertices. In addition, we provide numerical observations, suggesting that the eigenvectors follow a Gaussian distribution. Following this assumption, we reconstruct some properties of the nodal structure which were observed in numerical simulations, but were not explained so far (Dakel et al 2007 APPROX-RANDOM pp 436–48).
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1. Introduction

In the past few decades, the spectral properties of regular graphs had attracted considerable attention of researchers from diverse disciplines such as combinatorics, information theory, theoretical and applied computer science, quantum chaos and spectral theory, to list only a few (for a detailed review, consider [1]). In order to understand better the eigenvectors of the Laplacian on such graphs, we try to establish some analogies between those eigenvectors, to eigenfunctions of chaotic manifolds.

In the following, we consider the statistical properties of $G(n, d) = (V, E)$—a graph which is chosen uniformly at random from the set of $d$-regular graphs on $n$ vertices. The graph can be uniquely described by its adjacency matrix $A$ (also known as the connectivity matrix), where $A_{i,j} = 1$ if $v_i$ and $v_j$ are adjacent vertices in $G$, or zero otherwise. The action of the (discrete) Laplacian on a function $f : V \to \mathbb{R}$ is

$$Lf_i = \sum_{j \sim i} (f_i - f_j),$$

where $f_i = f(v_i)$, and the summation is over all vertices $v_j$ which are adjacent to $v_i$. For regular graphs, the Laplacian can be expressed in a matrix form as $L = dI - A$, therefore
an eigenvector of the adjacency matrix with an eigenvalue $\lambda$, is also an eigenvector of the Laplacian, with an eigenvalue $\mu = d - \lambda$.

The eigenvalues and eigenvectors of $A$ contain valuable information about the structure of the graph. The relations between the spectrum of the adjacency matrix and the expansion properties of $G$ (see section 2.2) have been thoroughly investigated and were found useful for coping with a variety of tasks. To mention some, the study of expanders is related to the evaluation of convergence rates for Markov chains [2] and the study of metric embeddings [3] in mathematics. In computer science, one uses expanders for the analysis of communication networks, construction of efficient error-correcting codes and in the theory of pseudorandomness [4]. The eigenvectors of $A$ are being successfully used in various algorithms, such as partitioning and clustering (e.g. [5–7]).

As one can learn from spectral properties about the structure of the graph, we can go the other way around. In the study of quantum properties of (classically) chaotic systems, one is commonly interested in statistical properties of the spectrum and eigenstates of the corresponding Schrödinger operator. While quantum operators on graphs (such as the Laplacian) are well defined, the classical analog is not obvious. A plausible classical extension would be to consider a random walk on the graph. For a connected graph which is not bipartite, it is known that random walks are mixing exponentially fast (e.g. [8]). Since a fast mixing system is chaotic, one might expect that the quantum properties of a generic graph will be related in some manner to those of chaotic systems. This conjecture was supported by numerical simulations, relating the spectral statistics of regular graphs to the GOE ensemble [9]. It recently found an explicit formulation [10], relating spectral properties to cycles in $G$, through a trace formula.

The main goal of this paper is the characterization of statistical properties of eigenvectors of $(n, d)$ graphs. As this work is inspired by analog findings for chaotic wavefunctions, and uses extensively several combinatorial properties of random regular graphs, we dedicate the following section to review some relevant results concerning chaotic billiards and $(n, d)$ graphs.

In section 3, we examine the correlations between different components of the eigenvectors. We derive an explicit limiting expression for the (short distance) empirical covariance, which depends only on the eigenvalue $\lambda$.

In section 4, we provide a numerical evidence which suggests that the distribution of the eigenvectors can be approximated by a Gaussian measure.

In section 5, we calculate the Gaussian prediction for several properties of the nodal pattern of eigenvectors, such as the expected number of nodal domains and their expected structure.

2. A brief review of previous results

2.1. Eigenfunctions of chaotic billiards

A classical billiard system is defined as a point particle, which is confined to a domain $D \subset \mathbb{R}^n$. The particle moves with a constant speed along geodesics and collides specularly with the boundary of $D$. Depending on the shape of the boundary, the dynamics of the particle can be classified as chaotic or regular. A quantum analog would be to consider eigenstates of the Schrödinger operator for a particle confined to $D$:

$$-\Delta_D \psi(r) = k^2 \psi(r),$$

where $\Delta_D$ is the Laplace–Beltrami operator, restricted to $D$, with Dirichlet boundary condition.
The statistics of the wavefunctions $\psi(r)$ rely on the classical properties of $D$. In [11], a limiting expression for the autocorrelation function

$$C(r_0, r, k) = \frac{\langle \psi(r_0 + r/2)\psi^*(r_0 - r/2) \rangle}{\langle |\psi(r)|^2 \rangle}$$

was calculated, where $\langle \cdot \cdot \cdot \rangle$ denotes averaging over an appropriate spectral window $[k, k + \epsilon k]$, in the semi-classical limit $k \to \infty$. It was shown that for an integrable domain, $C(r_0, r, k)$ is anisotropic and depends on the symmetries of the domain. For chaotic domains, the limit of the autocorrelation function is isotropic and universal (for points which are far enough from the boundary [12]), and can be written explicitly as

$$\lim_{k \to \infty} C(r, k) = \frac{\Gamma(n/2)J_{n/2-1}(k r)}{(kr)^{n/2-1}},$$

where $J_n(x)$ is the $n$th Bessel function of the first kind, which decays asymptotically as $J_n(x) \sim \cos(x + \phi_n)/\sqrt{x}$. Moreover, it was suggested that in the semi-classical limit, the eigenfunction statistics reproduce a Gaussian measure (the random wave model), i.e., for $\{r_1, r_2, \ldots, r_m\} \subset D$, the probability density of $\psi(R) \equiv (\psi(r_1), \ldots, \psi(r_m))^T$ for a wavefunction chosen uniformly from the spectral window $[k, k + \epsilon k]$, is converging to

$$p(\psi(R)) = \frac{1}{(2\pi)^{m/2}\sqrt{|C_k|}} \exp \left[-\frac{1}{2} (\psi(R)^T C_k^{-1} \psi(R)) \right],$$

where the covariance matrix is given by $(C_k)_{ij} = \lim_{k \to \infty} C(r_i - r_j, k)$. Although the random wave model is not supported by any rigorous derivation, it was found consistent with some numerical observations, such as [13, 14].

### 2.2. Some properties of large regular graphs

Throughout this paper, we will focus our attention on $(n, d)$ graphs, where $d \geq 3$ is fixed, and $n \to \infty$. With a high probability, those graphs are highly connected, or expanding. An expander graph $G = (V, E)$ has the property that for every (small enough) subset $S \subset V$, the edge boundary $\partial S$, which is the set of edges connecting $S$ to $G \setminus S$, is proportional in size to $S$ itself.

A related property of $(n, d)$ graphs, which will be used repeatedly in the following, is the local tree property. It is known [15] that for $k < \log_{d-1}(n)$, the numbers $C_k$ of cycles of length $k$ in an $(n, d)$ graph, are distributed asymptotically as independent Poisson random variables with mean $E(C_k) = (d - 1)^k/2k$. Therefore, for any $\epsilon > 0$ and as $n \to \infty$, almost all of the vertices of an $(n, d)$ graph are not contained in a cycle of shorter length than $(1 - \epsilon) \log_{d-1}(n)$, with a high probability. Equivalently, the ball of radius $\frac{1}{2\epsilon d \log_{d-1}(n)}$ around most of the vertices is a tree.

We will also be interested in the diameter of $G$, which grows asymptotically as: $\text{diam}(G) = \log_{d-1}(n \log_{d-1} n) + O(1)$ [16].

In the following, we will express logarithms in the natural tree base: $\log(x) \equiv \log_{d-1}(x)$.

The adjacency matrix of a graph is real and symmetric, therefore it has a real spectrum, which is supported on $[-d, d]$. As $n \to \infty$, the spectral measure on $A$ converges to the Kesten–McKay measure [17]:

$$p(\lambda) = \begin{cases} 
\frac{d}{2\pi} \frac{\sqrt{4(d - 1) - \lambda^2}}{d^2 - \lambda^2} & \text{for } |\lambda| \leq 2\sqrt{d - 1} \\
0 & \text{for } |\lambda| > 2\sqrt{d - 1}.
\end{cases}$$

1. As the density of states is scaled as $k^{d-1}$, in order to obtain a spectral window which is narrow, but contains many states, we demand that $\epsilon k \to 0$, but $\epsilon k^n \to \infty$. 

3
We will use the following notation throughout this paper: eigenvalues of the adjacency matrix are denoted by \( \lambda_i \); superscript indices denote eigenvectors: \( A f^{(i)} = \lambda_i f^{(i)} \); subscript indices will denote vertices: \( f_i^{(j)} = f^{(i)}(v_j) \). We choose the normalization \( \langle f, f \rangle = n \), so that \( E(f^2) = 1 \), irrespective of \( n \). We enumerate the eigenvalues in the customary order: \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n \). The first eigenvector (or the ground state of \( L \)) is the constant vector \( f^{(1)} = (1, 1, \ldots, 1)^T \). As the eigenvectors are orthogonal, we get for \( i > 1 \) that \( \sum_j f_i^{(j)} = \langle f^{(1)}, f^{(i)} \rangle = 0 \). We would like to emphasize again that for a regular graph, the eigenvectors of the adjacency matrix and the Laplacian are identical. Therefore, the results of this work are applicable (up to rescaling of the eigenvalues) to both of the operators.

For a graph \( G = (V, E) \) and a function \( f : V \to \mathbb{R} \), a positive (negative) nodal domain of \( f \) is a maximal connected component of \( G \), so that \( f(v) \geq 0 \) (\( f(v) \leq 0 \)) for all of the vertices in the component\(^2\). The nodal count of \( f \), which will be denoted by \( \nu \), is the number of nodal domains of \( f \).

In [18], Courant theorem is generalized to connected discrete graphs, showing that the first eigenvector (or the ground state of \( L \)) is the constant vector \( f^{(1)} = (1, 1, \ldots, 1)^T \). As the eigenvectors are orthogonal, we get for \( i > 1 \) that \( \sum_j f_i^{(j)} = \langle f^{(1)}, f^{(i)} \rangle = 0 \). We would like to emphasize again that for a regular graph, the eigenvectors of the adjacency matrix and the Laplacian are identical. Therefore, the results of this work are applicable (up to rescaling of the eigenvalues) to both of the operators.

For a graph \( G = (V, E) \) and a function \( f : V \to \mathbb{R} \), a positive (negative) nodal domain of \( f \) is a maximal connected component of \( G \), so that \( f(v) \geq 0 \) (\( f(v) \leq 0 \)) for all of the vertices in the component\(^2\). The nodal count of \( f \), which will be denoted by \( \nu \), is the number of nodal domains of \( f \).

In [18], Courant theorem is generalized to connected discrete graphs, showing that the first eigenvector (or the ground state of \( L \)) is the constant vector \( f^{(1)} = (1, 1, \ldots, 1)^T \). As the eigenvectors are orthogonal, we get for \( i > 1 \) that \( \sum_j f_i^{(j)} = \langle f^{(1)}, f^{(i)} \rangle = 0 \). We would like to emphasize again that for a regular graph, the eigenvectors of the adjacency matrix and the Laplacian are identical. Therefore, the results of this work are applicable (up to rescaling of the eigenvalues) to both of the operators.

For a graph \( G = (V, E) \) and a function \( f : V \to \mathbb{R} \), a positive (negative) nodal domain of \( f \) is a maximal connected component of \( G \), so that \( f(v) \geq 0 \) (\( f(v) \leq 0 \)) for all of the vertices in the component\(^2\). The nodal count of \( f \), which will be denoted by \( \nu \), is the number of nodal domains of \( f \).

3. The covariance of an eigenvector

In this section, we would like to estimate the correlation between two distinct components of an adjacency eigenvector in an \((n, d)\) graph. The distance in \( G \) between two vertices \( v_i, v_j \in V \) is the length of the shortest walk in \( G \) from \( v_i \) to \( v_j \)—we denote the distance by \( |i - j| \). Setting the \( k\)-adjacency operator to be

\[
(\tilde{A}_k)_{ij} = \begin{cases} 
1, & \text{for } |i - j| = k, \\
0, & \text{otherwise}.
\end{cases}
\]

we evaluate the correlations between two components of an eigenvector \( f \) at distance \( k \), by computing the empirical \( k\)-covariance of \( f \) and \( G \), defined as

\[
\text{Cov}_{k}^{\text{emp}}(f, G) = \frac{1}{M_k} \sum_{|i-j|=k} f_i f_j = \frac{1}{M_k} \langle f, \tilde{A}_k f \rangle,
\]

(5)

where \( M_k = \sum_{|i-j|=k} (\tilde{A}_k)_{ij} \) is the number of (directed) \( k\)-neighbors in \( G \).

For \( k < \frac{1}{2} \log n \), we can take advantage of the local tree property, in order to find an explicit limiting expression for (5). Under the tree approximation, \( M_k = nd(d-1)^{k-1} \). Moreover, for a tree, \( (\tilde{A}_k)_{ij} = 1 \) if and only if there is a (unique) walk of length \( k \) from \( v_i \) to \( v_j \) which do not retrace itself at any step. Therefore, for a tree, the operator \( \tilde{A}_k \) is identical to the ‘non-retracing operator’, introduced and calculated in [22]. Clearly, \( \tilde{A}_0 = I, \tilde{A}_1 = A \), where \( I \) is the identity matrix. \( \tilde{A}_2 = A^2 - dI \), as one has to eliminate from \( A^2 \) (which correspond to

\(^2\) In the following, we will ignore the possibility that \( f(v) \) vanishes for some vertex, as this event is of low measure for eigenvectors of \((n, d)\) graphs.
all possible walks of length 2 in $G$) the walks which return back to their origin at the second step. In a similar manner, one gets for $k > 2$ that

$$A_k = A A_{k-1} - (d - 1) A_{k-2}.$$  \hspace{1cm} (6)

The first term is due to all paths of length $k$ which do not retrace in the first $k - 1$ steps, while the second term eliminates paths which have not retracted in the first $k - 1$ steps, but do retrace in the $k$th step. Since $A^k f = \lambda^k f$, we get by substituting (6) into (5) that in the limit $n \to \infty$, the empirical covariance depends only on the eigenvalue $\lambda$ and converges to

$$\text{Cov}^{\text{tree}}_k(\lambda) = \frac{1}{d(d - 1)^{k-1}} P_k(\lambda),$$  \hspace{1cm} (7)

where $P_k(\lambda)$ is given by the recursion relation:

$$\begin{cases} P_0(\lambda) = \lambda \\ P_1(\lambda) = \lambda^2 - d \\ P_{k+2}(\lambda) = \lambda P_{k+1}(\lambda) - (d - 1) P_k(\lambda). \end{cases}$$

Introducing Chebyshev polynomials of the second kind [23]:

$$U_k(\cos \theta) = \frac{\sin((k + 1) \theta)}{\sin \theta}.$$  \hspace{1cm} (8)

The solution to this recursion relation, subject to the initial conditions, can be written as

$$\text{Cov}^{\text{tree}}_k(\lambda) = \frac{1}{d(d - 1)^{k/2}} (d - 1) U_k \left( \frac{\lambda}{2\sqrt{d - 1}} \right) - U_{k-2} \left( \frac{\lambda}{2\sqrt{d - 1}} \right).$$  \hspace{1cm} (9)

The functions $\text{Cov}^{\text{tree}}_k(\lambda)$ are orthogonal polynomials of degree $k$ in $\lambda$ with respect to the Kesten–McKay measure (4), satisfying

$$\int \text{Cov}^{\text{tree}}_k(\lambda) \text{Cov}^{\text{tree}}_l(\lambda) p(\lambda) \, d\lambda = \frac{1}{d(d - 1)^{k-1}} \delta_{k,l}.$$  \hspace{1cm} (10)

This relation can be derived as well from the following combinatorial argument: following (5), the left-hand side of (10) is nothing but

$$\lim_{n \to \infty} \frac{1}{M_k} \text{Tr}(\hat{A}_k \hat{A}_k) = \frac{1}{d(d - 1)^{k-1}} \lim_{n \to \infty} \frac{1}{M_k} \text{Tr}(\hat{A}_k \hat{A}_k).$$

Note that $\text{Tr}(\hat{A}_k \hat{A}_k)$ is the number of closed walks in $G$, which are combined from a non-retracing walk of length $k$, followed by a non-retracing walk of length $k'$. The only way to perform such a walk on a tree is by going back and forth, therefore $\lim_{n \to \infty} \text{Tr}(\hat{A}_k \hat{A}_k)/M_k = \delta_{k,k}$, resulting in (10).

As $|U_k(\lambda)| \leq k + 1$ for $|\lambda| \leq 1$, $\text{Cov}^{\text{tree}}_k(\lambda)$ is an oscillatory function, which decays as $(d - 1)^{-k/2}$ (for $|\lambda| \leq 2\sqrt{d - 1}$). This behavior is analogous to the expected rate of decay for continuous chaotic manifolds (2). The surface of a ball of radius $r$ in $\mathbb{R}^d$ grows as $S(r) \sim r^{d-1}$, while for regular trees, the surface of the ball grows as $S(r) \sim (d - 1)^r$. Therefore, in both of the cases, the rate of decay of the covariance is proportional to the root of the area of the sphere.

While for short distances the empirical covariance converges to $\text{Cov}^{\text{tree}}_k(\lambda)$, the validity of the approximation is expected to deteriorate as $k$ exceeds $\frac{1}{2} \log n$. As the computation presented above does not provide an error estimate, we have turned to numerical simulations. We have calculated numerically the empirical covariance (5) for several realizations of regular graphs, and compared them to the limiting expression (9). The graphs were generated following [24] and using MATLAB. As expected, for short distances the matching is very good, while for $k \sim \log_2 n$ the deviations are evident. Figure 1 demonstrates this behavior for a realization of (4000, 3) graph, where $\log_2(4000) = 11.97$. 

\hspace{1cm}
Figure 1. A comparison between $Cov_{\lambda}^k$ (marked by lines), and $Cov_{\lambda}^{\text{emp}}(f, G)$, for a single realization of $G(4000, 3)$ (denoted by different markers), where $\log_{d-1}(n) = 11.97$. Upper figure: a comparison for $k = 4, 5, 6$. Lower figure: $k = 11, 12$.

Although for large distances, the empirical covariance deviates from $Cov_{\lambda}^{\text{free}}(\lambda)$, it seems that the expected rate of decay is reproduced quite well, so that asymptotically $|Cov_{\lambda}^{\text{emp}}(f, G)| \sim (d - 1)^{-k/2}$. In order to test this assumption, we introduce for a given realization $G \subset G(n, d)$ and $k$, the two norms

$$N_{k}^{\text{emp}}(G) = \frac{1}{n} \sqrt{\sum_i (Cov_{\lambda}^{\text{emp}}(f^{(i)}, G))^2},$$

$$N_{k}^{\text{free}}(G) = \frac{1}{n} \sqrt{\sum_i (Cov_{\lambda}^{\text{free}}(\lambda_i))^2},$$
and define the (scaled) norm deviation as
\[
\Delta N(G, k) = \frac{N^\text{emp}_k - N^\text{tree}_k}{N^\text{emp}_k + N^\text{tree}_k}.
\] (11)

If the asymptotic rate of decay of \(\text{Cov}^\text{tree}_k\) and \(\text{Cov}^\text{emp}_k\) is similar\(^3\), then \(|\Delta N|\) will be bounded away from 1 for all \(k\) and \(n\).

The expected norm deviation of a graph is a function of the parameters \(n, d\) and \(k\). However, a comparison of the norm deviation for several realizations of \((n, d)\) graphs with various values of \(n\) and \(d\), suggest that it might be well approximated by a function of two parameters only—\(d\), and the scaled parameter \(k/\log d - 1\) (see figure 2, left). For a fixed value of \(k/\log d - 1\), the deviation decreases as \(d\) increases (figure 2, right). In addition, for \(k/\log d - 1 \leq 1\), the norm deviation is bounded away from one, for any \(d\). Since the diameter of an \((n, d)\) graph is \(\log^2 n + O(1)\) [16], we get that \(\max(k)/\log n\) approaches one as \(n\) approaches infinity. Therefore we expect \(|\Delta N|\) to be bounded away from one for all \(k\).

4. The limiting distribution of eigenvectors

In the previous section we have shown some of the similarities between the limiting expressions for the covariance of regular graphs and the autocorrelation of chaotic billiards (2). In this section and the following, we present extensive numerical evidence, which suggests that the distribution of eigenvectors of \((n, d)\) graphs follows a Gaussian measure, as suggested in [11] for eigenfunctions of quantum billiards (see section 2.1).

For a given realization \(G = (V, E)\) of an \((n, d)\) graph, we consider the distribution of the components of its eigenvectors with respect to two ensembles. In ensemble I, we fix an eigenvector, satisfying \(Af = \lambda f\), and ask for the empirical distribution of \(f(v_i)\), where \(v_i \in V\) is a uniformly chosen vertex. In ensemble II, we fix a vertex \(v \in V\), and ask for the empirical distribution of \(f^{(j)}(v)\), where \(f^{(j)}\) is a uniformly chosen eigenvector.

\(^3\) Meaning that for some positive \(c_1(d), c_2(d)\) and for all \(n\) and \(k\), we get with a high probability that \(c_1N^\text{tree}_k(G) \leq N^\text{emp}_k(G) \leq c_2N^\text{emp}_k(G)\).
Denoting by \( p(x) \) and \( \Phi(x) \), the density and the cumulative distribution function (cdf) of the standard normal variable:

\[
p(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2}, \quad \Phi(x) = \int_{-\infty}^{x} p(y) \, dy.
\]

We suggest the following limits, as \( n \to \infty \):

- **Hypothesis I.** For almost every \((n, d)\) graph \( G = (V, E) \) and almost every eigenvector \( f \), the probability that \( f(v_i) < x \), where \( v_i \in V \) is a uniformly chosen vertex, is bounded by

  \[
  \left| \mathbb{P}(f(v_i) < x) - \Phi(x) \right| < \Delta_1(n),
  \]

  where \( \Delta_1(n) = O(1/\sqrt{n}) \).

- **Hypothesis II.** For almost every \((n, d)\) graph \( G = (V, E) \) and almost every \( v \in V \), the probability that \( f^{(j)}(v) < x \), where \( f^{(j)} \) is a uniformly chosen adjacency eigenvector, is bounded by

  \[
  \left| \mathbb{P}(f^{(j)}(v) < x) - \Phi(x) \right| < \Delta_2(n),
  \]

  where \( \Delta_2(n) = O(1/\sqrt{n}) \).

Note that the assumed convergence does not provide information about the tails of the distribution, i.e. events which happens with probability smaller than \( 1/\sqrt{n} \).

In order to test these hypotheses, we have followed the next procedure. For a given \( G \subset G(n, d) \) and an eigenvector \( f \), we define, following hypothesis I, the Kolmogorov–Smirnov (KS) distance for \( G \) and \( f \) as

\[
D_1(G, f) = \max_{x \in \mathbb{R}} \left| \mathbb{P}(f(v_i) < x) - \Phi(x) \right|,
\]

where \( \mathbb{P}(f(v_i) < x) = \frac{1}{n} \mathbb{1}\{i | f(v_i) < x\} \). Similarly, for \( v \in V \), and following hypothesis II we define

\[
D_2(G, v) = \max_{x \in \mathbb{R}} \left| \mathbb{P}(f^{(j)}(v) < x) - \Phi(x) \right|,
\]

where \( \mathbb{P}(f^{(j)}(v) < x) = \frac{1}{n} \mathbb{1}\{j | f^{(j)}(v) < x\} \).

Repeating the experiment for all the eigenvectors (vertices), we obtain the scaled cumulative distributions:

\[
\mathcal{F}_1(G, x) = \mathbb{P} \left( D_1(G, f) \leq \frac{x}{\sqrt{n}} \right), \quad \mathcal{F}_2(G, x) = \mathbb{P} \left( D_2(G, v) \leq \frac{x}{\sqrt{n}} \right).
\]

We have executed the process for several values of \( n \) and \( d \). In addition, we have also calculated the distribution of the KS distance for i.i.d. Gaussian variables, where the scaled distribution is known \([25, 26]\) to converge to

\[
\mathcal{F}_{KS}(x) = 1 - 2 \sum_{q=1}^{\infty} (-1)^{q-1} e^{-2q^2x^2}.
\]

The numerical simulations (figures 3 and 4) seem to support the two hypotheses, as for both of the ensembles, the KS distribution scales as \( 1/\sqrt{n} \). In addition, they suggest that the convergence rate for ensemble II is slightly faster than \((15)\), with only a minor dependence in \( d \). The convergence rate for ensemble I is even faster and increases with \( d \).

As a Gaussian distribution is determined by its covariance, and as a limiting expression for the (short distance) covariance of regular graphs was calculated in the previous section, it is not hard to generalize the above hypotheses for the multivariate distribution of an eigenvector. We begin by introducing some additional notations: for a graph \( G = (V, E) \), \( U = \{u_1, \ldots, u_m\} \subset V \) and a function \( f : V \to \mathbb{R} \), we denote \( f(U) \equiv (f(u_1), f(u_2), \ldots, f(u_m)) \).
Figure 3. The distribution of the scaled KS distance (14) for a single realization of a (4000,3) graph, with respect to ensemble I (diamonds) and ensemble II (circles), compared to the KS distribution for 4000 vectors of 4000 i.i.d. random variables (asterisks), and to the limiting distribution (15) for i.i.d. variables (solid line).

Figure 4. The observed deviations between the measured distribution of the scaled KS distance (14) for several realizations of (n, d) graphs and the limiting distribution for i.i.d. random variables (15). A positive (negative) deviation implies a faster (slower) convergence rate. One can note that the convergence rate with respect to ensemble II is slightly faster than (15), where the dependence in n and d is not evident. The convergence with respect to ensemble I is significantly faster and seems to increase as d increases.

The diameter of U is the maximal distance between two elements in U, while the distance matrix $D_G(U)$ is given by $(D_G(U))_{ij} = |i - j|$. A distance matrix is ‘good’, if it can be embedded in a $d$-regular tree. Similarly, $U \subset V$ is good, if its distance matrix is good.

The limiting covariance matrix $C_\lambda(U)$, is given by $(C_\lambda(U))_{ij} = \text{Cov}^{\text{tree}}_{D_G(U)}(\lambda_i, \lambda_j)$, where $\text{Cov}^{\text{tree}}_{D_G(U)}(\lambda)$ is defined in (9).
are given by

\[ J. \text{Phys. A: Math. Theor.} \]

\[ x = \int_{-\infty}^{\infty} \frac{1}{\sqrt{(2\pi)^m|\Sigma|}} e^{-\langle x, \Sigma^{-1}x \rangle/2} \, dy, \quad \Phi(x, \Sigma) = \int_{-\infty}^{x} p(y, \Sigma) \, dy, \quad (16) \]

where the last integral is an m-dimensional integral over the different components.

Finally, for \( x, y \in \mathbb{R}^m \), we define \( x < y \) if \( x_i < y_i \) for all \( 1 \leq i \leq m \).

Equipped with this notation, we suggest the following, for \( \lambda \in [-2\sqrt{d-1}, 2\sqrt{d-1}] \) and fixed \( m_1, m_2 \in \mathbb{N}^* \):

- **Hypothesis I (multivariate).** for almost every \( (n, d) \) graph \( G = (V, E) \) and eigenvector \( f \) (satisfying \( Af = \lambda f \)), and for a good distance matrix \( D \), the probability that \( f(U_i) < x \), where \( U_i \) is chosen uniformly from the subsets \( \{U \subset V|D_G(U) = D\} \), is bounded by

\[ |\mathbb{P}(f(U_i) < x) - \Phi(x, C_\lambda)| \leq \Delta_3(n), \quad (17) \]

where \( \Delta_3(n) = O(1/\sqrt{n}) \).

- **Hypothesis II (multivariate).** for almost every \( (n, d) \) graph \( G = (V, E) \) and almost every good \( U \subset V \) of size \( m_1 \) and diameter \( m_2 \), the probability that \( f^{(j)}(U) < x \), where \( f^{(j)} \) is an adjacency eigenvector, chosen uniformly from the spectral window \( [\lambda, \lambda + \epsilon] \), is bounded by

\[ |\mathbb{P}(f^{(j)}(U) < x) - \Phi(x, C_\lambda)| \leq \Delta_4(n, \epsilon), \quad (18) \]

where \( \Delta_4(n, \epsilon) \to 0 \) as \( \epsilon \to 0 \) but \( \epsilon n \to \infty \).

A comprehensive numerical examination of the multivariate versions is a hard task. As a beginning, we had to make do with the comparison of the empirical cdf of two adjacent vertices to \( \Phi(x, C_\lambda) \), where \( (C_\lambda)_{11} = (C_\lambda)_{22} = 1, (C_\lambda)_{12} = (C_\lambda)_{21} = \lambda/d \).

In order to test hypothesis I, we fix \( n, d \) and \( \lambda \), generate an \( (n, d) \) realization and consider the eigenvector with the closest eigenvalue to \( \lambda \). We measure the joint empirical distribution of nearest neighbors and calculate its KS distance from the predicted Gaussian distribution. Repeating the process over many realizations with the same parameters, and scaling the distribution by a factor of \( \sqrt{n} \), we obtain a distribution \( \mathcal{F}_3(x) \) (see equation (14)). In figure 5,
we compare the distribution $F_3(x)$ for several values of $n$, $d$ and $\lambda$. The observations suggest that the distribution depends on $\lambda$ (left figure) in a non-trivial manner. More important, for a fixed value of $d$ and $\lambda$, $F_3(x)$ scales similarly for different values of $n$ (right figure), implying that the rate of convergence to the Gaussian measure is indeed $1/\sqrt{n}$.

The second hypothesis is harder to test directly, as the condition for convergence is the existence of a narrow spectral window, which contains a large number of eigenvalues. In order to obtain that, one has to generate and diagonalize an adjacency matrix, which is as large as possible. By using MATLAB’s function eigs.m, we have explored relatively narrow spectral windows $(\lambda_{\text{max}} - \lambda_{\text{min}} \approx 0.1)$ of $(13000, 3)$ graphs, which contains between 200 and 400 eigenvectors (the exact number depends on the spectral density at $\lambda$). The KS distance between the empirical cdf for those windows and $\Phi_1(x, C_{\lambda})$, indeed seems to decrease as the window size increases. However, the numerical findings are not sufficient to evaluate the rate of convergence.

5. The nodal structure of eigenvectors

For a graph $G = (V, E)$ and a function $f : V \to \mathbb{R}$, we define the induced nodal graph $\tilde{G}_f = (V, \tilde{E}_f)$, by the deletion of edges, which connect vertices of opposite signs in $f$: $\tilde{E}_f = \{(v_i, v_j) \in E | f_i f_j > 0\}$. We denote by $\nu_f$ the number of connected components (nodal domains) of $f$. In this section we analyze the predictions of the Gaussian model, as stated in hypothesis II, for the structure of the nodal pattern of eigenvectors.

5.1. Distribution of valency

We begin by calculating $p_e(\lambda)$—the probability of an edge $e \in E$ of a random graph, to belong to $\tilde{E}_f$ for an eigenvector $f$ with eigenvalue $\lambda$. This is twice the probability of two adjacent vertices to be positive, which according to hypothesis I, should equal

$$p_e(\lambda) = 2 \int_0^\infty \int_0^\infty \frac{1}{2\pi \sqrt{|C_{\lambda}|}} \exp\left(-\frac{1}{2} \langle f, C^{-1}_{\lambda} f \rangle\right) \, df,$$

where $(C_{\lambda})_{11} = (C_{\lambda})_{22} = 1$, $(C_{\lambda})_{12} = (C_{\lambda})_{21} = \lambda/d$. Integrating, we get that

$$p_e(\lambda) = \frac{1}{2} + \frac{1}{\pi} \arcsin\left(\frac{\lambda}{d}\right). \quad (19)$$

Note that $p_e(\lambda)$ is symmetric with respect to $\lambda = 0$. In addition, since $|\lambda| \leq 2\sqrt{d} - 1$, for small values of $d$, $p_e(\lambda)$ varies considerably along the spectrum (thus, for $d = 3$, $p_e(\lambda)$ can take values in the interval $[0.1, 0.9]$), while as $d$ increases, the allowed interval is being narrowed. As demonstrated in figure 6, equation (19) describes with a high accuracy the observed probability, for various values of $d$.

The Gaussian model predicts the distribution of the valency of vertices in $\tilde{G}_f$ as well. In order to evaluate $p_j(\lambda)$—the probability of a vertex $v_0 \in V$ to be of valency $j$ in $\tilde{G}_f$, one should consider the joint distribution of $f_0$ and its $d$ neighbors $\{f_1, \ldots, f_d\}$. Following hypothesis I, we obtain that

$$p_j(\lambda) = 2 \binom{d}{j} \int p(f, C_{\lambda}) \prod_{i=0}^j \theta(f_i) \prod_{l=j+1}^d \theta(-f_l) \, df,$$

where $\theta$ is the heaviside step function, $p(f, C_{\lambda})$ is the Gaussian density and the prefactor is due to the sign symmetry and the different alternatives to choose $j$ out of $d$ adjacent
vertices. The covariance entries are given by $(C_\lambda)_{ii} = 1$, $(C_\lambda)_{ij} = (C_\lambda)_{ji} = \lambda/d$ and $(C_\lambda)_{jk} = (\lambda^2 - d)/d(d - 1)$, otherwise.

$C_\lambda$ is singular, as $(\lambda, -1, -1, \ldots, -1)^T$ is an eigenvector of $C_\lambda$ with eigenvalue zero. This singularity is due to the constraint on the distribution $\lambda f_0 = \sum_j f_j$. As a result $p(f, C_\lambda)$ cannot be written in the form (16). Nevertheless, the integral (20) can be evaluated numerically, e.g. by the method of [27]. As in the study of $p_e(\lambda)$, the Gaussian prediction is very close to the observed results. As an example, in figure 7 we compare the Gaussian prediction for $p_j(\lambda)$ and $d = 6$, evaluated by the function qscmvnv.m [28], to the measured result for a single realization of a $(4000, 6)$ graph.
5.2. The nodal count of an eigenvector

In [29], the following intriguing properties of the nodal count \( \nu_j \) for the eigenvectors of \((n, d)\) graphs were observed. First, for all \( j < j_0(d, n) \), \( \nu_j \) was found to be exactly 2, where the relative part \( j_0/n \) of eigenvectors with exactly two nodal domains is increasing with \( d \). Second, for small values of \( d \), and for \( j > j_0 \), the nodal count increases approximately linearly with \( j \). While the known bounds on the nodal count (see section 2.2) are far from being satisfactory in explaining this behavior, we would like to demonstrate in this section, how these numerical findings emerge from the Gaussian model.

Following (19), it is possible to derive a lower bound on the expected nodal count of an eigenvector. The number \( N \) of connected components of a graph \( G = (V, E) \) is given by \( N = V - E + C \), where \( C \) is the number of independent cycles in \( G \) (cycles are independent, if each cycle contains at least one unique edge). Since on average, the induced nodal graph \( \tilde{G}_f \) possesses \( n \cdot p_e(\lambda) \cdot |E| = nd \cdot p_e(\lambda) \) edges and \( n \) vertices, the expected nodal count should be bounded from below (for all of the eigenvectors but the first) by

\[
E(\nu(n, \lambda)) \geq \max \left\{ 2, n \left( 1 - \frac{d}{2} p_e(\lambda) \right) \right\}.
\]  

We should note that this bound is effective only for \( d \leq 7 \), as for larger values, \( 1 - dp_e(\lambda)/2 \) is negative for \(|\lambda| \leq 2\sqrt{d - 1} \).

For low values of \( d \), this crude bound matches surprisingly well the observed nodal count, as is demonstrated in figure 8 for a \((4000, 3)\) graph. The good agreement can be understood if we consider the critical properties of the nodal pattern. Numerical observations [30] suggest that for \( d \leq 5 \), the induced nodal graph \( \tilde{G}_f \) exhibits a phase transition at some \( \lambda_c \), as \( n \to \infty \). In the subcritical phase \((\lambda < \lambda_c)\), the size of the largest nodal domains is proportional to \( \log n \), while in the supercritical phase \((\lambda > \lambda_c)\), two giant components of order \( n \) emerge.
As the number of connected components of size $\log n$ in an $(n, d)$ graph, which contain $\log(\log n)$ cycles is almost surely zero, the expected number of independent cycles in $G_f$ in the subcritical regime must be much smaller than $n \log(\log n) / \log n$ (as there cannot be more than $n / \log n$ domains comparable in size to $\log n$). As a result, for $\lambda < \lambda_c$, the deviation between (21) to the expected count is at most of order $n / \log(n)$. This result is reflected in figure 9, which demonstrates that for $d \leq 5$ (where a subcritical phase is observed), the measured count converges to (21), for low enough eigenvalues.

The fact that only two nodal domains are observed for a large number of eigenvectors is also consistent with the properties of a supercritical phase. A general property of supercritical systems is the scarcity of large but finite clusters. The expected number of clusters of size $s$ decays asymptotically as $\exp(-s(p - p_c)^\gamma)$, for some (model-dependent) positive $\gamma$. Therefore, the supercritical phase consists of a giant component and ‘dust’. When we consider the nodal pattern of supercritical eigenvector (i.e. those with $\lambda > \lambda_c$) two special phenomena occur. The first is the appearance of two giant components—a positive and a negative domain. The second is the rarity of small domains: as was mentioned in section 2.2, the distribution of the eigenvectors is constrained, preventing the existence of small domains for large enough values of $\lambda$. As a result, we expect to find only rarely more than two nodal domains, for a considerable amount of first eigenvectors (which are deep enough in the supercritical regime). Moreover, as $d$ increases, the value of $\lambda_c$ decreases, therefore the expected number of such eigenvectors is supposed to increase with $d$ (as is indeed observed).

As the size distribution of clusters is expected to decay rapidly, we can tighten the bound on the expected nodal count considerably, by calculating $v_k(n, \lambda)$—the expected number of domains of size $k$. It is easy to see that $v_k(n, \lambda) = np_0(\lambda)$ where $p_0(\lambda)$ is given by (20). For $k > 1$ the calculation can be carried out in the same spirit: the probability for $k$ given vertices to form a nodal domain of size $k$ can be evaluated, through a $(k(d - 1) + 2)$-dimensional integral (over the $k$ vertices and their $k(d - 2) + 2$ neighbors), in a similar manner to (20). Finally, $v_k(n, \lambda)$ is given (up to small corrections) by summing the probabilities over all trees of size $k$ and maximal valency $d$, multiplied by the number of such trees in $G$. The
agreement between the Gaussian prediction to the observed distribution of \( \nu_k \) is demonstrated in figure 10.

As \( E(\nu) = \sum_{k=1}^{\infty} \nu_k \), and since \( \nu_k \) is expected to decay fast with \( k \), we get that \( \sum_{k=1}^{m} \nu_k(n, \lambda) \) should converge to \( E(\nu(\lambda, n)) \). This behavior is demonstrated in figure 11, where we plot the maximal deviation between the Gaussian prediction for \( \sum \nu_k \) and the measured count of \((4000, d)\) graphs for \( 3 \leq d \leq 10 \) and \( 1 \leq k \leq 4 \). In fact, for \( d = 3 \)
we obtain that \( \nu_4(\lambda) > 0.9 \nu(\lambda) \) for all values of \( \lambda \), while the convergence rate improves as \( d \) increases.

6. Conclusions

As a summary, we collect the main new results of this work concerning the structure of adjacency (Laplacian) eigenvectors:

(i) In the limit \( n \to \infty \), the empirical covariance (5) of an eigenvector of a uniformly chosen \((n,d)\) graph, for a distance \( k < \frac{1}{2} \log_{d-1}(n) \) is converging to

\[
\text{Cov}^\text{emp}_k(\lambda) = \frac{1}{d(d-1)^{3/2}} \left( (d-1)U_k \left( \frac{\lambda}{2\sqrt{d-1}} \right) - U_{k-2} \left( \frac{\lambda}{2\sqrt{d-1}} \right) \right),
\]

which decays exponentially with \( k \). For \( k > \frac{1}{2} \log_{d-1}(n) \), this approximation loses its accuracy; however, the observed rate of decay is still exponential in \( k \).

(ii) We provide a numerical evidence in support of the hypothesis that the distribution of the eigenvectors follows a Gaussian measure, where the covariance is determined by (22).

(iii) We have calculated the Gaussian measure predictions for the expected number of nodal domains in an eigenvector and its dependence in the eigenvalue. We have shown the consistency of the Gaussian hypothesis with various nodal properties, such as valency and size distribution.
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