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Abstract

A mathematical model for chemical reactions in electrolytes is developed using an Energy variational method consistent with classical thermodynamics. Electrostatics and chemical reactions are included in properly defined energetic and dissipative functionals. The energy variation method is generalized to deal with open systems with inputs of charge, mass, and energy. The open systems can transform input energy of one type into output energy of another type. The generalized method is used to analyze the conversion of electrical current into proton flow by cytochrome c oxidase, an important enzyme in mitochondria that helps generate the ‘energetic currency of life’ ATP. The structure of the oxidase guides flows of current and mass that interact according to the energetic and dissipative functionals of the generalized theory. Kirchhoff’s current law provides important coupling when the enzyme is in its natural setting in the mitochondrial membrane. The natural function of the enzyme is the result. Electron flows are converted into proton flows and gradients.

1 Introduction

History seems to have separated much of chemistry [25, 36] from the classical theory of fields [42, 78, 2]. Chemical reactions are found throughout the ionic solutions of biology and chemistry but they are usually described in a language apparently disjoint from that of classical field theory even though the reactants and products of chemical reactions are almost always charged and carry significant electrical current. The reactants, catalysts and enzymes of chemistry and biology depend on charge interactions for much of their function.

Field theory has much to offer chemistry, particularly in the study of charged systems as admirably reviewed in [115]. The Maxwell equations are as universal and precise as any theory and apply to chemical reactions in the plasmas of gases and ionic solutions, and liquids in general. Indeed, the Maxwell equations can be written without any adjustable parameters, implying the universal conservation of total current [91, 97]. A theory of the electromechanical response of charge to the electric field is needed in that case to make a complete description
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of the charged system, i.e., an electromechanical theory of polarization phenomena [109]. But some properties of the electromagnetic field (e.g., conservation of total current) are true entirely independent of the electromechanical response. The special systems that are almost completely described by conservation of current (without specification of charges) include the electronic circuits of our computers and many properties of the action potential of nerve and muscle fibers. Both systems are almost entirely specified by Kirchhoff’s current law. The question then arises how do we fit chemical reactions into the framework of Kirchhoff’s law and conservation of total current that is so remarkably simpler to implement than a full accounting of all the charges in a chemical system?

Here we show one way to describe chemical reactions in ionic solutions with an extension of classical field theory that does not violate the traditions of either chemistry or electrodynamic field theory. In this work, we take advantage of the energy variation method [90, 103, 113] that treats ionic solutions as complex fluids, with interactions, internal stored energy, flow, and dissipation like other complex fluids [70, 96, 101, 99, 85]. It begins with defining two functionals for the total energy and dissipation of the system, and introducing the kinematic equations based on physical laws of conservation. The specific forms of the flux and stress functions in the kinematic equations are obtained by taking the time derivative of the total energy functional and comparing with the defined dissipation functional. More details of this method can be found in [103]. We use energy variation methods to link the electric field and reaction dynamics as Wang, et al, [104, 115] have for reactions that do not involve charge or electrodynamics.

The generalization to charged systems allows us to study systems of some importance. We study active transporters of biological membranes. In a sense, we extend the electrical treatment of the membrane proteins called channels to deal with transporters. Conservation of current (in the form of Kirchhoff’s law) provides the crucial coupling between the properties of disjoint sodium and potassium channel proteins that act independently in the atomic and molecular sense because they are well screened. Channels are many Debye lengths apart, shielded from each other by the ions, water dipoles (and quadrupoles), that also form the ionic atmosphere of proteins and lipid bilayer. The atomic scale function of these proteins is crucial to their biological function. Their coupling is just as important to their function, but the coupling of these channel proteins is not chemical. The coupling is provided by the cable equation [24] as biophysicists have called the telegrapher equation version of the Maxwell equations (and Kirchhoff’s law) used by Kelvin to design the Atlantic cable [1] well before Maxwell wrote his equations.

Active transport is one of the most important processes in life. It maintains the concentration gradients and membrane potentials that allow biological cells to function. Indeed, without active transport animal cells swell, burst, and die. Active transport powers the generation of ATP in both animals (in mitochondria, by oxidative phosphorylation) and plants (in chloroplasts, by photosynthesis). ATP is the currency of chemical energy in all plants and animals, storing in a small organic compound the energy from photosynthesis or oxidation. When hydrolyzed to ADP, the chemical energy is available for the myriad of dissipative processes essential to life. Nearly all of them use ATP as their energy source. Life is complex with many facets. The energy source of life is not.

The coupling of flows in transporters in the inner membrane of mitochondria allows one substance to move uphill (against its gradient of electrochemical potential) using the energy from the downhill movement of another substance. Coupling is inherently about the relationship of flows, yet most analysis and simulations of active transporters do not explicitly include a variable for flow. Most do not use the electrodynamic equations for flow, whether conservation of total current or Kirchhoff’s law or a nonlinear version of Ohm’s law. Indeed, most analysis and simulations use methods that are derived assuming zero flow and do not include changes
in potential or free energy associated with flow. The problems with this approach become apparent if one tries to analyze electron flow through a resistor or semiconductor diode or rectifier in that tradition.

We analyze an active transporter by studying the currents through it, as a specific example of our general field theory for ionic flows with chemical reactions. We combine Kirchhoff’s law and chemical reaction energetics with diffusion, migration, and convection of ions and water to make an 'electro-osmotic' model. The name is chosen to emphasize the important role of electricity in this system, implying the need to deal with electrical flows by methods used to deal with electrical flows in other systems, like electrical and electronic circuits. This approach seems sensible for the systems like oxidative phosphorylation and photosynthesis where electron flows are involved. The analysis of electron flows has been well established in physics and engineering for more than a century. The analysis of ionic flows has been well established in membrane biophysics for some seventy years. We combine them here with chemical reactions hoping to construct a useful electro-osmotic theory of cytochrome c oxidase.

We do not have to deal with the myriad of charges involved in the transport of current or the incalculable number of interactions of those charges. Analysis of current flow is all we use in this conservative coupling approach, following the practice of circuit analysis. We do not have to assume equilibrium or zero flow. We do not have to deal explicitly with the charges involved in the transport. Analysis of current flow is all we use. In particular, we do not assume equilibrium or near equilibrium flows, as has been done in previous analysis. Note that near equilibrium analysis (using the Green-Kubo formalism, for example) is inappropriate for devices that function with large flows. These devices are not near equilibrium. The electronic devices of our digital technology function far from equilibrium and they are not analyzed by assuming nearly zero flow. Indeed, they usually use power supplies to maintain spatially nonuniform potentials, often described by inhomogeneous Dirichlet boundary conditions. Traditionally, electronic devices are analyzed by studying small changes around a nonequilibrium operating point, which we hasten to add is maintained by large—not small—flows from the power supplies. But even that linearization is not necessary nowadays because the full flow nonequilibrium problems can be solved conveniently with readily available software.

We are certainly not the first to exploit the simplification provided by the analysis of current instead of charge. Circuit designers have used this approach ‘forever’ [4, 5]. Charges are hardly mentioned when circuits are designed as a glance at textbooks shows [77, 80, 40, 100, 49, 54, 102], perhaps most eloquently in symbolic circuit design [73]. Analysis of current—not charge—characterizes the study of ion channels since they were discovered as conductances by Hodgkin and Huxley some seventy years ago [32, 8, 14, 47, 6, 7]. Analysis of current is not a prominent feature of the study of active transporters, however, even in the work of Hodgkin and collaborators that started the physiological analysis of active transport in cell membranes (not whole epithelia or biochemical preparations), at much the same time as their work defining channels [10, 9, 15].

Most models of active transport include conformational changes of the protein that require a model to compute the spatial distribution of mass in the protein, as it changes during active transport [52, 57]. The conformational changes usually provide alternating access to an occluded state that is not connected (or accessible) to either side of the protein. The occluded state blocks the conduction path (and incidentally often traps ions in the 'middle' of the transporter) and thus prevents backflux. Alternating access mechanisms create flux across the transporter protein without allowing backflux that would seriously degrade the efficiency of the transporter. Transporters were first thought to use quite different mechanisms from channels [29, 28]. However, recent work [31] shows otherwise. Alternating access is apparently created by correlated motions of gates that account for activation and inactivation in classical voltage activated sodium channels [52, 64]. The physical basis of the gates is not discussed in the
classical literature. Later in the paper, we speculate that the switches that provide alternating access might be like the switches of bipolar transistors.

In this work, we use an electro-osmotic approach to describe cytochrome c oxidase (or Complex IV). We choose cytochrome c oxidase because experimental work and simulations of the highest quality have shown that "cytochrome c oxidase is a remarkable energy transducer [i.e., coupled transporter of electrons and protons] that seems to work almost purely by Coulombic principles without the need for significant protein conformational changes" [89]. Cytochrome c oxidase depends on an "occluded state" containing the reaction center(s) to prevent backflow as do other active transporters, but it uses some type of the 'water-gate' mechanism proposed in [50, 89]. The alternating access in cytochrome c oxidase occurs without conformation change (of the spatial distribution of mass), in marked contrast to the usual alternating access models of transporters. Perhaps the gate in the oxidase is like the switch in a semiconductor (diode) rectifier. The switches might be rectifiers produced by spatial distributions of permanent charge, of opposite signs, as rectification (and switching) is produced in PN diodes, and bipolar transistors. Diode rectifiers depend on changes in shape (i.e., conformation) of the electric field, not changes in the distribution (i.e., conformation) of mass. This idea is outlined in the Discussion Section following [38, 37, 59].

The rest of the paper is organized as follows. In section 2, we derive the general three dimensional field equations for an ionic system with reaction and use it to create a general framework of an electro-osmotic model. In section 3, we propose a specific, simplified model for cytochrome c oxidase. In section 4, we carry out computational studies of our cytochrome c oxidase model and explore the effects of various conditions on the transport of protons across the mitochondria membrane. In section 5, we conclude our paper with a discussion of our cytochrome c oxidase model and future directions.

2 Derivation of Electro-osmotic Model

We mainly focus on a mathematical model of elementary reactions

\[
\alpha_1 C_1^{z_1} + \alpha_2 C_2^{z_2} + \alpha_3 C_3^{z_3} \xrightleftharpoons[k_r]{k_f} \alpha_4 C_4^{z_4}, \tag{1}
\]

where \( k_f \) and \( k_r \) are two constants for forward and reverse directions, \([C_i]\) is the concentration of \(i^{th}\) species, respectively. Here \( \alpha_i \) is the stoichiometric coefficient, \( z_i \) is the valence of \(i^{th}\) species and together they satisfy

\[
\sum_{i=1}^{3} \alpha_i z_i = \alpha_4 z_4. \tag{2}
\]

In particular, we have in mind a case where an active transporter ('pump') uses the energy supplied by a chemical reaction to pump molecules. Later, we will focus on the reaction for cytochrome c oxidase, i.e., for Complex IV of the respiratory chain

\[
2H^+ + \frac{1}{2}O_2 + 2e^- \xrightleftharpoons[k_r]{k_f} H_2O. \tag{3}
\]

According to the conservation laws, we have the following conservation of chemical elements (like sodium, potassium and chloride). Note that this conservation is in addition to the conservation of mass, because nuclear reactions that change one element into another are prohibited in our treatment, as in laboratories and most of life.

\[
\frac{d}{dt}(\alpha_4[C_1] + \alpha_1[C_4]) = 0, \tag{4a}
\]
\[
\frac{d}{dt}(\alpha_4[C_2] + \alpha_2[C_4]) = 0, \tag{4b}
\]
\[
\frac{d}{dt}(\alpha_4[C_3] + \alpha_3[C_4]) = 0. \tag{4c}
\]

In order to derive a thermal dynamical consistent model, the Energy Variation Method \[103\] is used. Based on the laws of conservation of elements and Maxwell equations, we have the following kinematic system

\[
\begin{align*}
\frac{d}{dt}[C_1] &= -\nabla \cdot j_1 - \nabla \cdot j_p - \alpha_1 R, \\
\frac{d}{dt}[C_2] &= -\nabla \cdot j_2 - \alpha_2 R, \\
\frac{d}{dt}[C_3] &= -\nabla \cdot j_3 - \alpha_3 R, \\
\frac{d}{dt}[C_4] &= -\nabla \cdot j_4 + \alpha_4 R, \\
\nabla \cdot (D) &= \sum_{i=1}^{4} z_i[C_i] F, \\
\nabla \times E &= 0,
\end{align*}
\]

where \(j_l, l = 1, 2, 3, 4\) are the passive fluxes and \(j_p\) is the pump flux, \(R\) is reaction rate function. All these variables are unknown and will be derived by using the Energy Variational method.

\(j_{ex}\) is the flux of electrons supplied from an external source. In mitochondrial membranes this will include special pathways linking one enzyme and one complex to another by the movement of lipid soluble or water soluble electron donors and water soluble electron donors or acceptors like the quinones.

\(D\) is Maxwell’s electrical displacement field and \(D = \varepsilon_0 \varepsilon_r E\) with electric field \(E\), dielectric constant \(\varepsilon_0\) and relative dielectric constant \(\varepsilon_r\). The equation \(\nabla \times E = 0\) implies that there exists a \(\phi\) such that \(E = -\nabla \phi\). We consider a system with structure and boundary conditions defined on that structure.

The structures are given to us by structural biologists. The structures are decorated with molecules (proteins and lipids for the most part) that use particular atomic arrangements to channel physical forces into physiological function. We describe a constant flux for one species, say \(C_3\), that serve as the input of the system. In cytochrome \(c\) oxidase the input is electrons carried on the heme groups of cytochrome oxidase.

\[
\begin{align*}
\begin{cases}
j_i \cdot n = j_{i,extra}, i = 1 \cdots 4, & \text{on } \partial \Omega, \\
D \cdot n = 0, & \text{on } \partial \Omega.
\end{cases}
\end{align*}
\]

**Remark 2.1.** By multiplying \(z_i e\) on both sides of the first three equations and \(-e\) on both sides of the fourth equation, we have

\[
\frac{d}{dt}(\nabla \cdot D) = \sum_{i=1}^{4} z_i F \frac{d[C_i]}{dt}
\]

\[
= -\sum_{i=1}^{4} \nabla \cdot (z_i F j_i) - z_i F \nabla \cdot j_p - (z_1 \alpha_1 + z_2 \alpha_2 + z_3 \alpha_3 - z_4 \alpha_4) FR
\]

\[
= -\sum_{i=1}^{4} \nabla \cdot (z_i F j_i) - z_i F \nabla \cdot j_p,
\]

which is consistent with the electrostatic Maxwell equations. Treatment of transient problems, involving displacement currents is needed to deal with some important experimental work \[56, 51, 55, 72, 87, 63\].

The total energetic functional is defined as the summation of entropies of mixing, \[22\] internal energy and electrical static energy.

\[
E_{tot} = E_{ent} + E_{int} + E_{ele}
\]
\[
= \sum_{i=1}^{4} \int_{\Omega} RT \left\{ [C_i] \left( \ln \left( \frac{[C_i]}{c_0} \right) - 1 \right) \right\} dx + \int_{\Omega} \sum_{i=1}^{4} [C_i] U_i dx + \int_{\Omega} \frac{D \cdot E}{2} dx. \tag{10}
\]

Then the chemical potentials can be calculated from the variation of total energy
\[
\tilde{\mu}_l = \frac{\delta E_{tot}}{\delta [C_i]} = RT \ln \left( \frac{[C_i]}{c_0} \right) + U_i + z_l \phi_e, l = 1, \ldots, 4. \tag{11}
\]

It is assumed in the present work that dissipation of the system energy is due to passive diffusion, chemical reaction and the pump. Accordingly, the total dissipation functional \( \Delta \) is defined as follows
\[
\Delta = \int_{\Omega} \left\{ \sum_{j=1}^{4} |j_i|^2 + RT R \ln \left( \frac{R}{k_r \left( \frac{[C_i]}{c_0} \right) ^{\alpha_1} + 1} \right) \right\} dx - \int_{\Omega} f_p dx, \tag{12}
\]
where \( f_p = f_p (R, \mu, x) \geq 0 \) is the term from the pump.

Open systems in which some fluxes flow in or out, entering or leaving the system altogether, have distinctive energy dissipation laws that differ from those of closed systems. The natural mitochondrion is an Unclamped system, in which the electrical potential assumes whatever value satisfies the field equations. The sum of all currents across the membrane of the natural mitochondrion is zero (including the capacitive displacement current) as it is in small biological cells. Many experiments are done in voltage clamped systems. In these the sum of the currents does not equal zero just as the sum of currents in the classical Hodgkin Huxley experiments was not zero. Of course, the ratio of fluxes will be different in the clamped and unclamped cases, as we document at length later in this paper.

In the natural Unclamped mitochondrion, we have the following generalized energy dissipation law
\[
\frac{dE_{tot}}{dt} = J_{E,\partial\Omega} - \Delta. \tag{13}
\]
Here \( J_{E,\partial\Omega} \) is the rate of boundary energy absorption or release that measures the energy of flows that enter or leave the system altogether through the boundary. Recall that the chemical potential of a species is the energy that can be absorbed or released due to a change of the number of particles of the given species and \( J_i \cdot n \) is the total number of \( i^{th} \) particles passing through the boundary, per area per unit time. We define \( J_{E,\partial\Omega} \) as follows
\[
J_{E,\partial\Omega} = \int_{\partial\Omega} \sum_{i=1}^{4} \tilde{\mu}_i j_i \cdot n dS. \tag{14}
\]

In general, different types of boundary conditions can be written in the following general format
\[
j_i \cdot n = g_i (f([C_i]) - f([C_i]_{\text{extra}})), \tag{15}\]
where \( g_i \) is the conductance of \( i^{th} \) species on the boundary, \( [C_i]_{\text{extra}} \) is the fix reservoir’s concentration of \( i^{th} \) species and \( f \) is some specific function. Then the rate of boundary energy absorption or release is
\[
J_{E,\partial\Omega} = \int_{\partial\Omega} \sum_{i=1}^{4} g_i \tilde{\mu}_i (f([C_i]) - f([C_i]_{\text{extra}})). \tag{16}
\]

In this case energy can change both because of the flux across the boundary and also because of the change in dissipation. and
\[
\frac{dE}{dt} - J_{E,\partial\Omega} = -\Delta. \tag{17}
\]
Remark 2.2. Boundary Conditions, Structure, Evolution, and Engineers

These boundary conditions serve as the link between general field equations and structures that serve as devices. Structures are chosen and devices designed (by evolution or engineers) so these boundary conditions are satisfied. The boundary conditions are chosen so devices have almost the same properties no matter where they are placed in a network. The structures and boundary conditions on those structures are not automatic properties of nature. The structures are decorated with (i.e., include) specific substructures (like power transistors) that exploit arrangements of atoms (like doping charges) to create properties that are useful. The properties are summarized by boundary conditions located on the structures provided by evolution and engineers. These boundary conditions help make the idea of a component useful. They help ensure that a component in one part of a system does what it does in another part of the system and so can be described by a ‘transfer function’ independent of its location in the system.

It is clear that channels and transporters in biological systems behave as components. Indeed, most of classical physiology and biophysics is devoted to identifying such components, on a wide variety of length scales from atoms to organisms, and studying how they interact in the hierarchy of structures that make animals and plants [61, 83, 79, 66, 93, 75, 35, 30].

Remark 2.3. 1. A closed system allows no flux across the boundaries. It has the following no-flux boundary conditions

\[
\begin{align*}
\mathbf{j}_i \cdot \mathbf{n} &= 0 \quad i = 1, 2, 3, 4, \quad \text{on } \partial \Omega, \\
\mathbf{D} \cdot \mathbf{n} &= 0, \quad \text{on } \partial \Omega.
\end{align*}
\]

In a closed system, \(J_{E,\partial \Omega} = 0\) and the energy dissipation law is

\[
\frac{dE_{\text{tot}}}{dt} = -\Delta.
\]

In a closed system, the energy changes into dissipation. That is the only way energy can change in a closed system.

2. An open system has flow across the boundaries. An open system might have constant inflow/outflow \(\mathbf{j}_i \cdot \mathbf{n} = J_{i,\text{extra}}\). In that case, \(g_i = \frac{J_{i,\text{extra}}}{f([C_i] - f([C_i]_{\text{extra}}))}\), and

\[
J_{E,\partial \Omega} = \int_{\partial \Omega} \sum_i \tilde{\mu}_i J_{i,\text{extra}} dS.
\]

3. For the Dirichlet boundary condition \([C_i] = [C_i]_{\text{extra}}\) on \(\partial \Omega\), the flux \(\mathbf{j}_i \cdot \mathbf{n}\) is unknown and part of the solution. In this case, \(J_{E,\partial \Omega}\) is an unknown flux needed to ensure that the Dirichlet condition \([C_i] = [C_i]_{\text{extra}}\) is obeyed on \(\partial \Omega\).

It is very important to understand this requirement. In reality, i.e., in experiments and their models, supplying the unknown flux requires specialized instrumentation, for example, a patch clamp amplifier in a voltage clamp setup. Almost always, that flux is supplied at one location in space. In that way a classical voltage clamp can be established. However, if one wishes to "clamp" a field, one must control the potential at many locations. Each location requires a different flux and thus a different amplifier and different electrodes to supply that flux. Without such complicated apparatus, it is almost impossible to maintain a constant field in space [34]. Indeed, it is nearly impossible to maintain any pre-specified field because it is practically impossible to apply different fluxes at different locations. If one assumes a constant field in a theory, without such apparatus in an experiment, one is in effect introducing flux into the calculation and model that is not present in the experimental setup. One is introducing an artificial flux likely to produce artificial conclusions that are not relevant to the original experiment. [69, 41].
By taking the time derivative of total energy function (10), we have

\[
\frac{dE_{tot}}{dt} = \int_{\Omega} \sum_{i=1}^{4} \left\{ \mu_i \frac{d[C_i]}{dt} \right\} dx + \int_{\Omega} E \cdot \frac{dD}{dt} dx
\]

\[
= \int_{\Omega} \sum_{i=1}^{4} \left\{ \mu_i \frac{d[C_i]}{dt} \right\} dx - \int_{\Omega} \nabla \phi \cdot \frac{dD}{dt} dx
\]

\[
= \int_{\Omega} \sum_{i=1}^{4} \left\{ \mu_i \frac{d[C_i]}{dt} \right\} dx + \int_{\Omega} \phi F \sum_{i=1}^{4} \left\{ z_i \frac{d[C_i]}{dt} \right\} dx
\]

\[
= \int_{\Omega} \sum_{i=1}^{4} \left\{ \mu_i \frac{d[C_i]}{dt} \right\} dx - \int_{\Omega} \nabla \phi \cdot \frac{dD}{dt} dx
\]

\[
= \int_{\Omega} \sum_{i=1}^{4} \left\{ \mu_i \frac{d[C_i]}{dt} \right\} dx + \int_{\partial \Omega} \sum_{i=1}^{4} \mu_i \cdot j_i \cdot \mathbf{n} dS,
\]

where \( \mu_i = RT \ln \left[ \frac{C_i}{c_0} \right] + U_i \) and Eq. (2) is used.

By comparing with the dissipation functional, we have

\[
\mathbf{j}_i = -\frac{D_i}{RT} |C_i| \nabla \tilde{\mu}_i, \ i = 1, 2, 3,
\]

(20a)

\[
RT \ln \left( \frac{\mathcal{R}}{k_r} \left( \frac{|C_4|}{c_0} \right)^{\alpha_4} + 1 \right) = \sum_{i=1}^{3} \alpha_i \mu_i - \alpha_4 \mu_4.
\]

(20b)

And the corresponding energy influx rate is

\[
J_E = \sum_{i=1}^{4} \int_{\partial \Omega} \tilde{\mu}_i j_i \cdot \mathbf{n} dS.
\]

(21)

For the pump flux, if we assume flux is only along the z direction, then,

\[
\mathbf{j}_p = (0, 0, f_p \partial_z \mu_1).
\]

(22)

At equilibrium, we have

\[
\left\{ \begin{array}{l}
\mathbf{j}_i = \nabla [C_i]_{eq} + \tilde{z}_i F [C_i]_{eq} \nabla \phi_{eq} = 0, \\sum_{i=1}^{3} \alpha_i \mu_i ([C_i]_{eq}) - \alpha_4 \mu_4 ([C_4]_{eq}) = 0,
\end{array} \right.
\]

The last equation means

\[
0 = RT \ln \left( \Pi_{i=1}^{3} \left( \frac{|C_i|_{eq}}{c_0} \right)^{\alpha_i} \right) + \sum_{i=1}^{3} \alpha_i U_i - \alpha_4 U_4,
\]

(23)
According to the definition of equilibrium constant \( k_{eq} \),

\[
    k_{eq} = \frac{\Pi_{i=1}^{3} \left( \frac{[C_i]}{c_0} \right)^{\alpha_i}}{\left( \frac{[C_4]}{c_0} \right)^{\alpha_4}}
\]  

Eq. (23) yields

\[
    \ln k_{eq} = e^{-\frac{\Delta U}{RT}},
\]

with \( \Delta U = \sum_{i=1}^{3} \alpha_i U_i - \alpha_4 U_4 \).

Then combining Eqs. (20b) and (25) yields

\[
    \ln \left( \frac{\mathcal{R}}{k_r \left( \frac{[C_1]}{c_0} \right)^{\alpha_1}} + 1 \right) = \ln \left( \frac{\Pi_{i=1}^{3} \left( \frac{[C_i]}{c_0} \right)^{\alpha_i}}{\left( \frac{[C_4]}{c_0} \right)^{\alpha_4}} \right),
\]

which implies

\[
    \mathcal{R} = k_f \left( \frac{[C_1]}{c_0} \right)^{\alpha_1} \left( \frac{[C_2]}{c_0} \right)^{\alpha_2} \left( \frac{[C_3]}{c_0} \right)^{\alpha_3} - k_r \left( \frac{[C_4]}{c_0} \right)^{\alpha_4},
\]

where \( k_f = \frac{k_r}{k_{eq}} \) [104].

**Remark 2.4.** Here \( k_{eq} \) is dimensionless. \( k_r \) and \( k_f \) are with unit \( s^{-1} \) [ozcan2022equilibrium].

Then the whole system is as follows

\[
\begin{align*}
    \frac{d[C_1]}{dt} &= \nabla \cdot \left( D_1 \nabla [C_1] + D_1 \frac{z_1 e}{RT} [C_1] \nabla \phi \right) - \partial_z j_p - \alpha_1 \mathcal{R}, \\
    \frac{d[C_2]}{dt} &= \nabla \cdot \left( D_2 \nabla [C_2] + D_2 \frac{z_2 e}{RT} [C_2] \nabla \phi \right) - \alpha_2 \mathcal{R}, \\
    \frac{d[C_3]}{dt} &= \nabla \cdot \left( D_3 \nabla [C_3] + D_3 \frac{z_3 e}{RT} [C_3] \nabla \phi \right) - \alpha_3 \mathcal{R}, \\
    \frac{d[C_4]}{dt} &= \nabla \cdot \left( D_4 \nabla [C_4] + D_4 \frac{z_4 e}{RT} [C_4] \nabla \phi \right) + \alpha_4 \mathcal{R}, \\
    -\nabla \cdot (\varepsilon_0 \varepsilon_r \nabla \phi) &= \sum_{i=1}^{4} z_i e [C_i],
\end{align*}
\]  

with

\[
    \mathcal{R} = k_f \left( \frac{[C_1]}{c_0} \right)^{\alpha_1} \left( \frac{[C_2]}{c_0} \right)^{\alpha_2} \left( \frac{[C_3]}{c_0} \right)^{\alpha_3} - k_r \left( \frac{[C_4]}{c_0} \right)^{\alpha_4}.
\]

and boundary conditions

\[
\begin{align*}
    \mathbf{j}_i \cdot \mathbf{n} &= j_{extra} \cdot \mathbf{i}, & \mathbf{i} = 1 \cdots 4, & \text{on } \partial \Omega, \\
    \mathbf{D} \cdot \mathbf{n} &= 0, & \text{on } \partial \Omega.
\end{align*}
\]

**Remark 2.5.** If we assume that one of the reactants is an electron, for instance \( C_3 \), and supplied by an thin electrode along \( z \) direction, the density of electron \([C_3] = \rho_c = \rho(z) \delta(x_0, y_0)\). Then the model is changed to

\[
\begin{align*}
    \frac{d[C_1]}{dt} &= \nabla \cdot \left( D_1 \nabla [C_1] + D_1 \frac{z_1 e}{RT} [C_1] \nabla \phi \right) - \partial_z j_p - \alpha_1 \mathcal{R} \delta(x_0, y_0), \\
    \frac{d[C_2]}{dt} &= \nabla \cdot \left( D_2 \nabla [C_2] + D_2 \frac{z_2 e}{RT} [C_2] \nabla \phi \right) - \alpha_2 \mathcal{R} \delta(x_0, y_0), \\
    \frac{d[C_3]}{dt} &= \nabla \cdot \left( D_3 \nabla [C_3] + D_3 \frac{z_3 e}{RT} [C_3] \nabla \phi \right) + \alpha_3 \mathcal{R} \delta(x_0, y_0), \\
    \frac{d[\rho(z)]}{dt} &= -\partial_z j_e - \alpha_3 \mathcal{R} \delta(x_0, y_0), \\
    -\nabla \cdot (\varepsilon_0 \varepsilon_r \nabla \phi) &= \sum_{i=1,2,4} z_i e [C_i] - F \rho(z) \delta(x_0, y_0).
\end{align*}
\]
Remark 2.6. When the reaction and ions are in an electrolyte, the fluid effect needs to be taken into consideration. In this case, the energy functional is changed to be

\[
E_{\text{tot}} = E_{\text{kin}} + E_{\text{ent}} + E_{\text{int}} + E_{\text{ele}}
\]

\[
= \int_{\Omega} \rho \left[ \frac{1}{2} |u|^2 + \sum_{i=1}^{4} \left\{ [C_i] \left( \ln \left( \frac{|C_i|}{c_0} \right) - 1 \right) \right\} dx + \sum_{i=1}^{4} |C_i| U_i dx
\]

and the dissipation functional is changed to

\[
\Delta = \int_{\Omega} 2\eta |D_\eta|^2 dx + \int_{\Omega} \left\{ \sum_{j=1}^{4} |j_i|^2 + RT\mathcal{R} \ln \left( \frac{\mathcal{R}}{k_r \left( \frac{|C_i|}{c_0} \right)^{\alpha_s} + 1} \right) \right\} dx - \int_{\Omega} f_p dx,
\]

where \( D_\eta = \frac{\nabla u + (\nabla u)^T}{2} \) and \( u \) is the velocity. We can use the Energy variation method to get the diffusion-reaction-convection model as follows

\[
\begin{align*}
\frac{\partial [C_1]}{\partial t} + \nabla \cdot ([C_1] u) &= \nabla \cdot \left( D_1 \nabla [C_1] + D_1 \frac{z_i F}{RT} [C_1] \nabla \phi \right) - \partial_z j_p - \alpha_1 \mathcal{R}, \\
\frac{\partial [C_2]}{\partial t} + \nabla \cdot ([C_2] u) &= \nabla \cdot \left( D_2 \nabla [C_2] + D_2 \frac{z_i F}{RT} [C_2] \nabla \phi \right) - \alpha_2 \mathcal{R}, \\
\frac{\partial [C_3]}{\partial t} + \nabla \cdot ([C_3] u) &= \nabla \cdot \left( D_3 \nabla [C_3] + D_3 \frac{z_i F}{RT} [C_3] \nabla \phi \right) - \alpha_3 \mathcal{R}, \\
\frac{\partial [C_4]}{\partial t} + \nabla \cdot ([C_4] u) &= \nabla \cdot \left( D_4 \nabla [C_4] + D_4 \frac{z_i F}{RT} [C_4] \nabla \phi \right) + \alpha_4 \mathcal{R}, \\
- \nabla \cdot (\varepsilon_0 \varepsilon_r \nabla \phi) &= \sum_{i=1}^{4} z_i F[C_i], \\
\rho \left( \frac{\partial u}{\partial t} + (u \nabla) u + \nabla p \right) &= \nabla (\eta (\nabla u + (\nabla u)^T)) - \left( \sum_{i=1}^{4} z_i F[C_i] \right) \nabla \phi, \\
\nabla \cdot u &= 0.
\end{align*}
\]

Note we are not here considering transient problems in which charge is stored in polarization fields. These will be studied separately so we can deal with the important experiments reported in [56, 51, 55, 72, 87, 63]. Transient problems are obviously important if reactions are studied on the atomic scale of distance and time (angstroms and femtoseconds) because the polarization currents are large. Dealing with those currents requires use of a universal form of the Maxwell equations combined with an appropriate model of the stress strain relation of charge in a viscoelastic structure, commonly called polarization. Speaking loosely, the transient problems can be dealt with in circuits by a generalization of Kirchhoff’s law [17, 91] to describe the actual transient currents that flow through an ideal resistor [88].

It is important to realize that currents (and fluxes) cannot be computed by methods that assume the currents and fluxes are zero. Electrostatics cannot compute currents because currents and fluxes involve time and electrostatics does not [62]. Electrostatics does not include Maxwell’s Ampere law that is the universal coupler of current to electric and magnetic fields. In the context of cytochrome c oxidase these issues come to the fore. Models without electron or proton current as variables do not describe the ‘transfer function’ of the transporter being studied. Models cannot calculate Ohm’s law (for system with large and small currents and electrical potentials) if the models assume currents are zero.

In fact, using a formulation of electrodynamics that explicitly involves current is straightforward, as engineers have known for a very long time, going back to Heaviside [11, 27] and are worked out in practical detail in [17]. Kirchhoff’s current law allows analysis of systems of great importance, without dealing with charges explicitly. That is why analysis of electronic circuits does not need to use distributions of charges but rather uses Kirchhoff’s current law or its generalization, conservation of total current. Kirchhoff’s current law is an exact corollary of the Maxwell equations themselves, if current includes the displacement current [17, 88, 91]. It might seem that another corollary of the Maxwell equations, the continuity equation, can be used instead of Kirchhoff’s law for total current. And it is certainly true that the continuity equation of electrodynamics contains the same information as conservation of (total)
current, all conjoined with the Maxwell equations. But that information is not useful when enormous numbers of charges are involved as in cytochrome c oxidase or in other macroscopic scale systems like the electronic circuits of our computers. The information implicit in the flux of charges is only usable when written as total current that is conserved perfectly whenever the Maxwell equations are valid. This formulation using conservation of total current does not require explicit treatment of charges. The continuity equation does require the explicit treatment of charges, and their significant interactions, whether involving two charge interactions, three charge, ..., or the interactions of an entire cluster expansion. The significant interactions of charge are difficult to understand or even enumerate and more difficult to compute [84, 67]. Kirchhoff’s current law is easy to understand and trivial to compute.

3 An Electro-osmotic Model of cytochrome c oxidase

Here we propose a specific model of cytochrome c oxidase (or Complex IV) as an example so our approach can be seen in action. The schematic structure of cytochrome c is shown in Fig.1 a, where both two channels from mitochondria matrix (inside), D and K, are taken into consideration. Here, E denotes the end of D channel. And the end of K channel is asumped to be the binuclear center (BNC) denoted by B where the chemical reaction (36) occurs. The protons accumulated in E are transported to the BNC and the proton loading site (PLS), denoted by X. A pump is located between E and PLS. The pump provides energy that comes from concentration gradients, namely gradients of chemical potential at BNC. Then finally, the proton is pushed out from PLS to the inter membrane space, outside the mitochondrion.

It is clear that this model is incomplete at best, and in some sense wrong, at worst. We depend on our experimental colleagues to help us correct and improve the model, for example, by including mechanisms we have over simplified. Enormous detail of the chemical reactions is described in the literature, with more intermediates being reported frequently. We do not include these intermediates.

Let \( \rho_e = \rho_0 \delta(x_0, y_0, z_0, t) \). Integrating the diffusion-reaction equation

\[
\frac{d[C_i]}{dt} = -\nabla \cdot j_i - \alpha_i R_i, \tag{34}
\]

in the complex IV compartment yields

\[
\eta \frac{d\tilde{C}_i}{dt} = J_{i}^{\text{in}} - J_{i}^{\text{out}} - \alpha_i R_i, \tag{35}
\]

where \( \eta_{\text{mat}}, \eta_{\text{ims}} \) and \( \eta \) are the volumes of mitochondrial compartment, inter membrane space and reaction compartment, respectively.

The chemical reaction in the cytochrome c oxidase Complex IV is

\[
2H^+ + \frac{1}{2}O_2 + 2e^- \rightleftharpoons k_f \overset{k_r}{\longrightarrow} H_2O. \tag{36}
\]

For simplicity, we follow the Hodgkin Huxley tradition and fix the proton concentrations in the mitochondrial matrix (inside) and the inter membrane space outside the mitochondria so they do not vary with time or flow. More general treatments in which concentrations are changed with time by flow are possible as have been done in even more complex structures, Such analysis has been done in a bi-domain model of the lens of the eye and a tri-domain model of the optic nerve and glia [95, 105, 105, 110, 111].

Here for simplicity, we assume that the concentration of oxygen at the B site is a constant. If the oxygen varies with time, an additional equation can be used to describe the dynamics of
Figure 1: Schematic. (a) Complex IV structure; (b) Circuit diagram of model (37) - (38); (c) Circuit diagram when the rectifier is located between the protein loading site PLS and P side. The drawing of (a) is taken from [68] according to the policies of the Proceedings of the National Academy of Sciences https://www.pnas.org/author-center/publication-charges#author-rights-and-permissions examined on June 18, 2022. We thank the authors for providing all of us such a helpful figure.

oxygen. The properties of that term will be determined either directly by experimentation or by a higher resolution model as in [76]. We do not expect the extra term to introduce significant mathematical, numerical, or computational difficulties.

Many variables are needed to keep track of all the potentials and concentrations in the various regions of our model. The concentrations and potentials at E242; at BNC; and at the proton loading site (PLS), are different inside and outside the mitochondria, as is the electron concentration (see Fig. (1) (a)). They are described by the variables \([H]_E, [H]_B, [H]_x, \phi_E, \phi_B, \phi_X, \phi_N, \phi_P\) and \(\rho_e\), respectively.

\[
\frac{d[H]_E}{dt} = \frac{S_v}{F}(I_{N2E} - I_{E2X} - I_{E2B}), \tag{37a}
\]
\[
\frac{d[H]_B}{dt} = \frac{S_v}{F}(I_{E2B} + I_{N2B}) - 2\mathcal{R},
\]

\[
\frac{d[H]_X}{dt} = \frac{S_v}{F}(I_{E2X} - I_{X2P}),
\]

\[
\frac{d\rho_e}{dt} = -\frac{S_v}{F}I_e - 2\mathcal{R},
\]

\[
C_E\frac{d(\phi_E - \phi_N)}{dt} = (I_{N2E} - I_{E2X} - I_{E2B}),
\]

\[
C_B\frac{d(\phi_B - \phi_N)}{dt} = I_{E2B} + I_{N2B} + I_e,
\]

\[
C_X\frac{d(\phi_X - \phi_P)}{dt} = (I_{E2X} - I_{X2P}),
\]

\[
C_m\frac{d(\phi_N - \phi_P)}{dt} + I_{\text{leak}} + I_{X2P} + I_e = 0,
\]

with currents

\[
I_{N2B} = g_K(\phi_N - \phi_B) - \frac{RT}{F} \ln \frac{[H]_B}{[H]_N} = \frac{g_K}{F}(\mu_N - \mu_B),
\]

\[
I_{E2B} = g_R(\phi_E - \phi_B) - \frac{RT}{F} \ln \frac{[H]_B}{[H]_E} = \frac{g_R}{F}(\mu_E - \mu_B),
\]

\[
I_{E2X} = I_{\text{pump}} + I_{\text{leak}},
\]

\[
I_{\text{leak}} = g_m(\phi_N - \phi_P - E_{other}),
\]

\[
I_e = -FJ_e,
\]

\[
I_{\text{leak}} = -g_e(\mu_X - \mu_E),
\]

\[
I_{\text{pump}} = \begin{cases} 
    & g_{\text{pump}} \max(R_e, 0)(\mu_X - \mu_E), \mu_X - \mu_E < \delta_t, \\
    & g_{\text{pump}} \max(R_e, 0)\delta_t \exp\left(-\frac{(\mu_X - \mu_E)}{\varepsilon}\right), \mu_X - \mu_E \geq \delta_t,
\end{cases}
\]

\[
\mathcal{R} = k_f[H^+]^2[O_2]^{1/2} \rho_e^2 - k_r[H_2O].
\]

We follow the review of Wikström [89] and implement switching functions without invoking conformation changes of the distribution of mass. We treat cytochrome c oxidase as a Coulombic system and use rectifiers to implement the switching functions that provide alternating access of an occluded state. Here we discuss two cases. In one case, a rectifier between \( N \) and \( E \) blocks the proton flows. In the other case, a rectifier between \( X \) and \( P \) blocks the backward proton flows. Then, the currents \( I_{N2E} \) and \( I_{X2P} \) are modelled in the following two cases.

- **Case 1**: the rectifier is between \( N \) and \( E \) as shown in Fig. 1b

\[
I_{N2E} = \max\left( g_D(\phi_N - \phi_E - \frac{RT}{F} \ln \frac{[H]_E}{[H]_D}), -SW_0 \right) = \max\left( \frac{g_D}{F}(\mu_N - \mu_E), -SW_0 \right),
\]

\[
I_{X2P} = g_X(\phi_X - \phi_P) - \frac{RT}{F} \ln \frac{[H]_P}{[H]_X} = \frac{g_X}{F}(\mu_X - \mu_P),
\]

- **Case 2**: the rectifier is between \( X \) and outside as shown in Fig. 1c

\[
I_{N2E} = g_D(\phi_N - \phi_E - \frac{RT}{F} \ln \frac{[H]_E}{[H]_D}),
\]

\[
I_{X2P} = \max\left( g_X(\phi_X - \phi_P - \frac{RT}{F} \ln \frac{[H]_P}{[H]_X}), -SW_0 \right) = \max\left( \frac{g_X}{F}(\mu_X - \mu_P), -SW_0 \right),
\]
where $SW_0$ is the threshold for the turn-off of the rectifier and $SW_0 = 0$ stands for perfect rectifier. We reiterate that pn junctions are used to rectify the movement of the pseudo-ions holes and electrons throughout our digital circuitry. Analogous distributions of permanent charge provided by acid and base side chains of proteins produce rectification of charge movement in ionic systems.

We use Kirchhoff’s law and the conductance formulation of Hodgkin and Huxley. Complex properties are hidden by a nonlinear time dependent version of Ohm’s law and modelled by a conductance, as did Hodgkin and Huxley [32, 8, 14, 47, 6, 7]. Alternating access (with its implied occluded state) is described by a switching function for the D channel using equation (39a). This is a classical rectifier function and (when $SW_0 = 0$), allows current only to flow from D to E: no backward flow is allowed.

Many properties of the model depend on the pump current between E242 and the Proton Loading Site PLS. We assume that in the ordinary situation the pump strength depends on the reaction rate and the chemical reaction difference between two sites. However, in the less ordinary situation, when the difference is too large, the pump may not be able to overcome the barrier. A turn-off threshold is assigned to the pump for that reason. We assume that when the difference in chemical potential $\mu_x - \mu_E$ is greater than the threshold, the pump current decreases exponentially to zero as it turns off. More realistic, and complex properties of the pump will undoubtedly be needed to explain some functions of cytochrome c oxidase. They can easily be incorporated into our model, as these properties are measured and modelled.

Our ‘electro-osmotic’ model is a ‘master equation’ approach building on the work of Hummer and Kim, [74, 58, 65] but showing how to exploit conservation of current in the form of Kirchhoff’s current law. This approach is used throughout electrical and electronic engineering to design semiconductor devices, as textbooks document (op.cit.) perhaps most eloquently in the modern automated circuit design literature built on Kirchhoff’s law [73]. Currents are sufficient for such automated design. Charges are not needed except in switched-capacitor networks (p. 64 of [73])

We extend the classical use of Kirchhoff’s law that forms the foundation of circuit design to include chemical reactions. We must include chemical reactions to drive currents of electrons, protons and other ions because that is how cytochrome c oxidase functions. The essential function of cytochrome c oxidase is to convert a flow of electrons to a flow of protons from inside the mitochondrion to outside it. The electrons that are inputs to the cytochrome c oxidase are presented to the enzyme attached to the heme group of cytochrome c itself.

The existing literature analyzes these systems without explicitly dealing with currents, making the task either impossible (by using a theory that assumes a zero value for the fluxes being studied) or very difficult (by involving a staggering number of charges). Using currents instead of charges avoids these difficulties and has the added advantage of automatically satisfying Maxwell’s equations, if total current is used in Kirchhoff’s law.

This approach is incomplete because it does not deal with all the charge in the circuit formed by cytochrome c oxidase But **those details of charge are not needed in the design of electronic circuits**. That simple fact can be verified by examining textbooks of circuit design (as already cited).

In circuit analysis of this type, some questions about charges need not be asked: for example, the atomic mechanism of current flow (particularly electron flow) can be ignored. The function of the circuit is independent of the details of the components of current in wires, for example, with only a few exceptions [17]. Thus, we de-emphasize the atomic details of the various pathways that provide electron flow to the main reaction centers. For us, these pathways are wires. The atomic and chemical details of electron flow in these wires are known in breathtaking detail and we are sorry that we do not seem to need to use these magnificent results, but, at this resolution, we do not.
A key biological result is that some of the coupling so important to understand the electro-osmotic properties of a mitochondrion depends on the macroscopic conservation of current, i.e., Kirchhoff’s law applied to the entire mitochondrion. The application of Kirchhoff’s law to mitochondrial transport, and active transport in general, is not common in the literature. But Kirchhoff’s law has been used in another branch of biophysics for a long time, for some eighty years. Kirchhoff’s law is the keystone of the analysis of ion channels. Kirchhoff’s law is the keystone that supports the structure of the Hodgkin approach to the action potential by balancing the various components of current, summing them to zero in the appropriate (finite) geometries, like those of mitochondria, the way the keystone of an arch sums mechanical forces.

Conservation of current provides the coupling in other biophysical applications, e.g., generation and propagation of the action potential, linking atomic scale properties of ion channels of one type to properties (e.g., opening) of another type. In a classical action potential, the opening of sodium channels is coupled to the opening of other sodium channels, and to the closing of potassium channels by the electric field, not by anything else. There is no steric or chemical interaction between the channels. The coupling is essential to the function of the nerve cell, but that coupling is described by a version of the Maxwell equations (called the cable or telegrapher’s equation) not by equations of chemical kinetics. The ion channels of the action potential act independently in the chemical sense because they are so far apart, without opportunity for short range or chemical interactions. The ion channels are not independent, in the physiological or physical sense, however. Rather they are coupled by the electric field. The electrical field is that which satisfies the Maxwell equations, or their equivalent, Kirchhoff’s current law.

What we propose here is in the tradition of Hodgkin’s treatment of ionic channels, but we include the chemical reactions that are the essence of oxidative phosphorylation and the life and function of mitochondria. We are more than aware that a detailed analysis of alternating access, the occluded states, and the switching function is needed to understand cytochrome c oxidase. That analysis needs the currents flowing to be analyzed along with the atomic detail of the water-gate switch [50, 89], in our view. The switches act on currents and of course satisfy conservation of current. An analysis of charges cannot easily guarantee conservation of current, and classical chemical analysis precludes large currents because assuming equilibrium or near equilibrium conditions is clearly inappropriate for a system like Reaction Center IV designed for the efficient handling of large flows of electrons and protons. Here we describe alternating access with the classical equation of a rectifier to highlight the possibility that occluded states and alternating access are the biochemical names for what engineers call rectification. It is important to realize that rectification is an automatic unavoidable consequence of the distribution of doping in semiconductors, for example in the classical PN diode. This rectification occurs with no change in the spatial distribution of mass (i.e., with no change in what is usually called conformation) and so it is compatible with the view cited above that cytochrome c oxidase functions without changes in the spatial distribution of mass, i.e., without what is classically called conformation change. In the rectification mechanism, the switching (rectification) occurs because of a radical change in the distribution of electrical potential, which in turn allows current flow in one direction and not another. The distribution of potential depends on the distribution of mobile electrons which have almost no mass. The conformation of the potential profile and thus the electric field creates a barrier for current flow in one direction but not in another, because of the effects of doping (permanent charge) and mobile charge combined in the Maxwell Gauss law, or the Poisson equation. This system is rather complex, although completely understood and used in literally billions of places in each of our computers, The system involves diffusive and electrical movement of electrons (and holes) driven by the gradients of chemical potential (e.g., concentration) and electrical potential. As the electrical potential changes sign, diffusive and electrical flow changes. As concentrations change, diffusive and
| Variable                          | Notations | Values (with Unit) |
|----------------------------------|-----------|--------------------|
| $E_{242}$ site $H^+$ concentration | $[H]_E$  | 0.01196 µM        |
| BNC site $H^+$ concentration     | $[H]_B$  | 0.01682 µM        |
| PLS site $H^+$ concentration     | $[H]_X$  | 0.01441 µM        |
| BNC site electric density        | $\rho_e$ | 0.01166 µM        |
| $E_{242}$ site electric potential | $\phi_E$ | -5 mV             |
| BNC site electric potential      | $\phi_B$ | -14.1562 mV       |
| PLS site electric potential      | $\phi_X$ | 200 mV            |
| N site electric potential        | $\phi_N$ | 0 mV              |
| P site electric potential        | $\phi_P$ | 160 mV            |

Table 1: Default Initial Values

electrical flow change in other ways. All interact through the changing fields of electrical and chemical potential. A few pages (not just a few words or sentences) are needed to explain how each kind of movement (diffusive, electrical, holes and electrons) contribute to rectification. See textbooks of semiconductor circuit design, e.g., [53, 39]. It is also important to consult research articles [44, 45] to understand the oversimplifications of the textbook discussions and to validate them. More elaborate patterns of doping, starting with the PNPN designs (thyristors, Silicon Controlled Rectifiers = SCR) are used in power transistors. Analogous spatial distributions of permanent charge (and acid and base side chains) might be used to implement switches in cytochrome c oxidase.

We note rectification arising from the distribution of permanent charge in a protein was proposed by Mauro a very long time ago [13, 12]. Such rectifiers of ionic current have even more complex properties than semiconductor rectifiers because concentrations of current carriers in biological solutions can be changed independently of electrical potential, which is not often the case in analogous semiconductor systems. Ionic rectifiers were built a long time ago using a biological protein as a template [60] and are now used routinely in the ionic channels of nanotechnology [108] even in a hybrid chip that can enable a scalable integrated ionic circuit platform for micro-total-analytical systems [82].

The switch of Reaction Complex IV is likely to involve both the distribution of permanent charge (mostly acid and base side chains), and chemical interactions as described in the water-gate model [50, 89], perhaps also involving spatial distribution of dielectric properties as well [106]. It seems premature to attack this problem here, as important as it is for the function of cytochrome c oxidase, and all alternating access transporters, for that matter. Here, we simply describe the rectification without further analysis of how it arises from the distribution of permanent charge and other properties of the transporter structure.

Of course, other possibilities exist. Alternating access might arise, for example, from bubbles in the conduction pathway, as we are studying in other work [114]. Two bubbles might act as coupled activation and inactivation gates, correlated to provide alternating access to an occluded state, for example.

4 Computational Studies

In this section, we carry out several computational studies to explore the effects of various conditions on proton transport efficiency. The initial values and default parameters are listed in Table 1-2.
| Variable                                      | Notations | Values (with Unit)       |
|----------------------------------------------|-----------|--------------------------|
| $E_{242}$ site effective capacitance         | $C_D$     | 1E-1 $fAms/mV/(\mu m)^2$|
| BNC site effective capacitance               | $C_B$     | 1E-1 $fAms/mV/(\mu m)^2$|
| PLS site effective capacitance               | $C_X$     | 1E-1 $fAms/mV/(\mu m)^2$|
| Membrane capacitance                         | $C_X$     | 7.5E-2 $fAms/mV/(\mu m)^2$|
| D channel conductance for $H^+$              | $g_D$     | 3.75E-3 $pS/\mu m^2$     |
| K channel conductance for $H^+$              | $g_K$     | 1E-3 $pS/\mu m^2$        |
| E2B channel conductance for $H^+$            | $g_B$     | 5E-2 $pS/\mu m^2$        |
| E2X channel conductance for $H^+$            | $g_E$     | 1E-3 $pS/\mu m^2$        |
| E2X Pump rate for $H^+$                      | $g_P$     | 369 $pSms/\mu m^2\mu M$  |
| X2P channel conductance for $H^+$            | $g_X$     | 9.8E-4 $pS/\mu m^2$      |
| Membrane conductance for leak                | $g_m$     | 1E-5 $pS/\mu m^2$        |
| Mito. matrix $H^+$ concentration             | $[H]_{mat}$| 0.01 $\mu M$             |
| Mito. inner membrane space $H^+$ concentration| $[H]_{ims}$| 0.063 $\mu M$            |
| Nernst Potential due to other Ions           | $E_{Other}$| $-160 mV$                |
| Reaction site $[O_2]$ concentration          | $[O_2]$  | 0.0028 $\mu M$           |
| Reaction site $[H_2O]$ concentration         | $[H_2O]$ | 0 $\mu M$                |
| Electron current                             | $I_e$     | -5.24 $fA$               |
| Forward reaction rate coefficient            | $k_f$     | 1333                     |
| Backward reaction rate coefficient           | $k_r$     | 0.005                    |
| surface volume ratio                         | $S_v$     | 1000                     |
| Potential Threshold                          | $\delta_{th}$| 210 mV                  |
| Decay rate                                   | $\varepsilon$| $1 (ms)^{-1}$            |

Table 2: Parameters
4.1 Effect of electron current: Input to Output Relations

We first check Figs. 2 the effect of electron current $I_e$ on the efficiency of Complex IV. The case 1 (inside to E rectifier) results are represented by blue circle and the case 2 (X to outside rectifier) results are represented by red square.

The ratios between currents and the supplied electron current are measures of the transfer function or ‘gain’ of cytochrome c oxidase. According to the previous study [89], the ratios are $\frac{I_{X2P}}{I_e} = -1$, $\frac{I_{E2X}}{I_e} = -1$ and $\frac{I_{P2E}}{I_{N2E}+I_{N2B}} = -0.5$ at the normal state. These ratios mean that (nominally) each input electron will bring 2 protons from the N side. One of the protons is used for the chemical reaction and the other one is pumped to the P side becoming an output in that way.

Fig. 2 (d)-(h) confirm that when the electron supply is sufficient ($|I_e| \geq 5.24 fA$) these ratios can be maintained. However, if the input electron current decreases (in magnitude), the reaction rate decreases linearly (see Fig. 2 (a)) since $R = \frac{\Delta F}{2F} I_e$ at equilibrium according to Eq. (37d). The pump strength depends on reaction rate (Eq.(38g)), so the pump current $I_{Pump}$ decreases hand in hand with reaction rate.

Beyond a threshold, the total current between E242 and PLS $I_{E2X}$ becomes negative, provided the rectifier is located between the inside and E site (blue lines with circles). The the protons leak back form PLS to E242. This ‘leak back’ can be seen in Fig. 2 (d), where the positive ratio means means that the $I_{E2X}$ is negative (because $I_e$ is negative, with our sign conventions). Proton back flow from outside to the proton loading site PLS occurs in this case. The accumulated protons in E242 increase the chemical potential $\mu_E$ to be greater than $\mu_N$ and $\mu_E$, which leads to more current from E242 to the reaction cite B (see Fig. 2 (f)) and back flow from reaction cite to N side (see Fig. 2 (h)). The rectifier blocks the direct back flow from E242 to the N site. The current $I_{N2E}$ becomes zeros (see Fig. 2 (g)). In this case, the proton flow pattern is shown in Fig. 3 (b).

The protons are still transported from inside to E242 then to BNC. $\frac{I_{P2E}}{I_e} = -0.32$ through D channel and directly to BNC with ratio $\frac{I_{N2B}}{I_e} = -0.68$ through K channel. Fig. 3(c) shows the proton flow pattern in this situation.

We suspect that the rectifier between the protein loading site PLS and outside is closer to the real biology setup, because it blocks backward flow. For that reason, we mainly present the results with the rectifier between PLS and outside. Our approach can of course handle almost any location or properties of the rectifier/switch once they are specified by experiment or higher resolution models.

4.2 Effect of Proton Concentration

In this section, we study the effect of proton concentrations in the intermembrane space (outside) by increasing from the default value 0.06µM to 0.15µM.

Figs. 5 and 4 show the equilibrium states of concentrations and pump efficiency at different proton concentrations with difference leak conductance $g_m$.

First, Fig. 4 a. illustrates the reaction rate with different $[H]_P$ keeps a constant since $R = \frac{\Delta F}{2F} I_e$ at equilibrium. When the leak conductance is zero, the complex IV efficiency does not change, i.e. $\frac{I_{E2X}}{I_e} = 1$ and the flow pattern is shown in Fig 3a. When the shunt conductance $g_m$ is larger than zero, the pump resistance increases with the outside proton concentration. This produces a decrease of the complex IV efficiency all the way to zero after the threshold.
Then the proton pattern is the same as in Fig. 3c, where all the protons pumped from inside through D and K channels are consumed by the reaction at BNC.

The concentrations of electrons and protons at $E$ and $B$ sites are small perturbations in all cases. The concentration in the PLS is almost a constant with different $[H]_P$ when the leak conductance is large. However, it increases tremendously when the leak conductance is small. Large leak conductance simulates voltage clamp conditions, which do not describe the normal functional state of the mitochondrion. Small leak conductance presumably corresponds to the natural state in which the sum of all currents across the mitochondrion is 'clamped' to zero, by Kirchhoff's current law, because there is nowhere else for the current to flow.

4.3 Kirchhoff clamp

Most of this paper describes cytochrome c oxidase embedded in a mitochondrion approximating a preparation without other members of the respiratory chain, but with otherwise normal properties. The mitochondrion is a small cell, as it were, in which the interior potential is unlikely to vary substantially with macroscopic location, on the micron scale, because the cell is much smaller than the length constant of cable theory. In such a system, Kirchhoff's current law ensures that the sum of all currents across the mitochondrial membrane is zero. The currents are necessarily coupled by electrodynamics, whether or not they are coupled by chemistry. If one current increases, the sum of the others must decrease. A graph of one current against another will give a definite ratio, a coupling ratio, if you will, when other variables are held constant. The various currents are coupled by the electric potential. The electrical potential contributes to the forces that drive the currents. Chemical reactions may contribute as well. But even without chemical reactions, coupling can occur through the electric field. While this may seem strange in context of classical transport biophysics, it is well precedent ed and understood in channel biophysics, that presumably follows the same laws of physics. The coupling of sodium and potassium conductances that allow the action potential to propagate are an example of coupling by the electric field, without chemical interaction of the underlying protein molecules, as we have discussed previously in this paper.

Coupling occurs because the electric field adopts the values that conserve current. That is easy to prove from the Maxwell equations [92, 98]. In fact, the conservation of current is a form of Kirchhoff’s law, so currents are clamped to one another (i.e., coupled) in a “Kirchhoff clamp” if we want to coin a phrase for what is really just the UNclamped, natural situation.

If the electrical potential is controlled, so it is not free to adopt the value that conserves current, a different situation occurs altogether. This situation is called a voltage clamp in electrophysiology, and was invented by Cole and used by Hodgkin and Huxley to understand the mechanism of the action potential. The voltage clamp loosens the Kirchhoff clamp because it has an amplifier (that is outside the biological system) to supply current and energy. Indeed, the Kirchhoff clamp of the natural mitochondrion is entirely removed by the currents supplied by the voltage clamp amplifier.

In the voltage clamp, one current is not coupled to another current by the voltage. They cannot be, because the voltage does not vary with the current. The result is that coupling and flux ratios reflect chemical coupling, not voltage coupling, in the voltage clamp setup. The result is that nearly every experimental result is different in a voltage clamp and the natural UNclamped situation.

The voltage clamp was invented to gain experimental control of currents so they can be studied as Cole made abundantly clear, followed by Hodgkin and Huxley. But the voltage clamp is not natural. It removes a natural form of flux coupling. Flux coupling by the electric field is absent. Flux coupling by the electric field is natural, just as natural in the mitochondrion as in the nerve, just as natural in the generation of ATP as it is in the generation of the nerve.
signal.

It is difficult to voltage clamp mitochondria, and preparations reconstituted into bilayers (that can be voltage clamped) have other difficulties that experimentalists often wish to avoid. Other methods are used to simulate a voltage clamp, quite well, as it turns out.

In work on mitochondria, voltage clamp is usually produced indirectly, by artificially increasing the leak conductance. An effective carrier of potassium current like valinomycin is often added to solutions. When valinomycin is present in large enough concentrations, it partitions into the mitochondrial membrane, and the leak conductance dominates. The potential across the mitochondrial membrane is set by the equilibrium potential of the leak conductance. If valinomycin is used to increase the leak conductance, the potential is in fact close to the potassium equilibrium potential, independent of current because valinomycin is remarkably selective for potassium ions. Valinomycin clamps the potential to the potassium equilibrium potential.

Figs. 6-8 illustrate the effect of Nernst potential $E_{other}$ on concentrations, electric potentials and currents under different leak conductance. $E_{other}$ is an approximation to the potassium equilibrium potential. The red lines with circles, squares and triangles are denotes the different leak conductance $g_m = 10^{-6}, 10^{-5}, 10^{-3}$, correspondingly. The black dash lines are the results by setting zero leakage, i.e. $g_m = 0$. And the blue dash lines denotes voltage clamp results where the electric potential at inside $\phi_N$ is set to be zero and electric potential at outside $\phi_P = -E_{other}$ in system (37).

First, consider the natural case, when shunt conductance $g_m = 0$. Cytochrome $c$ oxidase is not affected. The efficiency of complex IV is not changed by the Nernst potential because $I_{leak}$ is always zero in this case. When $g_m > 0$, as the Nernst potential become more negative, the resistance for proton pumping increases which leads to the decrease of proton pump efficiency. Of course, when the leak conductance is large enough, the system is nearly voltage clamped to the equilibrium potential for the leak. The Kirchhoff clamp (red lines with triangles) is unlocked, removed by the large leak conductance. The results are the same as the results of the voltage clamp (blue dash lines). Fig. 6(d), Fig. 7(c)-(d), and Fig. (8) show the difference in various quantities between voltage and UNclamped natural situations.

The dramatic effect of antibiotics on membrane properties was studied by [23]. Valinomycin has been studied in many other papers, which include [19, 16, 26, 18, 20, 94].
5 Discussion and Conclusion

As history separated chemistry and field theory, so it separated chemical theory from devices. Almost all of chemical theory devalues the significance of boundary conditions and flows. Almost none of chemical theory allows flows from boundary to boundary. These bald statements are easy to confirm. Most monographs and texts of chemical theory barely mention flow from boundaries, and most deal with equilibrium zero flow systems, using those results to discuss what happens when flow is not zero with certain inherent difficulties (given the obvious inconsistencies involved). References are hard to find that discuss spatially nonuniform boundary conditions or flows from boundary to boundary driven by external sources. Power supplies are essential for most engineering devices and they require different locations on boundaries to have different potential. That is to say, they require spatially nonuniform boundary conditions for potential with nonzero flows on the boundary.

Devices are important. Our entire electronic technology is built from devices that function more or less the same way no matter where they are located (within reasonable limits, it goes without saying. Nothing in engineering or technology is true in general. Everything exists and functions only within reasonable limits). It would obviously be useful if chemical systems could be easily and routinely shaped into devices.

Devices depend on spatially complex boundary conditions. A device has inputs and outputs with different locations and different boundary equations. If inputs and outputs are at the same location, and have the same properties, there is no device! Most devices have power supplies as well as inputs and outputs. These supply flows of energy that allow the device to have well defined input output relations that are robust, quite independent of what is connected to the input or output of the device. A transfer function relates input and output when they are related by a constant coefficient causal ordinary differential equation in time.

Devices maintain these properties almost entirely by using electricity and energy from power supplies. They are fundamentally nonequilibrium systems with spatially nonuniform Dirichlet boundary conditions for the electrical potential.

Electricity is used to make engineering devices for good reason. Electrical potentials, currents, and electrical energy are described by the Maxwell equations with greater precision over a wider range of conditions than almost any other physical phenomenon.

The generality of the Maxwell equations in classical form is obscured because they embody an outdated and seriously inadequate representation of dielectrics and polarization. We say this with no disrespect for the enormous contributions of Maxwell and Heaviside, et al. But a representation that described dielectric measurements slower than some 0.05 sec (in the 1890’s) cannot be expected to describe systems studied in the 2020’s that function on atomic time scales of femtoseconds, let alone the much faster time scales of visible and ultraviolet light ($3 \times 10^{12}$ - $7 \times 10^{12}$) to $10^{16}$ Hz and even higher energy radiation like x-rays ($10^{16}$ - $10^{20}$ Hz) and gamma rays ($> 10^{20}$ Hz).

The classical Maxwell equations use a single real number to describe how charge moves when an electric field is changed. Charge moves (and is said to polarize) on an enormous range of times scales, when electric fields are applied to matter, that cannot usefully be described by the single dielectric constant. The classical formulation of the Maxwell equations embody—as well as depend on—the classical, but crude representation of dielectrics. They use a dielectric constant in the very definition of key variables. Those variables in fact depend on an out of date constitutive model. If time dependent, complicated charge movements are present, as is always the case in liquids, and in solids over the time scale of modern technology, the Maxwell equations need to be rewritten to isolate the movements of material charge (with mass) from other types of current (e.g., from the displacement current found throughout space $\varepsilon_0 \partial E / \partial t$).

The rewritten “Core Maxwell Equations” must then be joined to a description of polarization...
showing how charge moves when electric and magnetic forces are applied [109]. That description is not very different from the stress strain description of how mass moves when a force is applied. Mathematicians and physicists have dealt with such stress strain relations in solids and complex fluids with many types of flow (migration, convection, diffusion) and those methods (chiefly of the theory of complex fluids, in its energetic variational flavor) can be applied to the polarization phenomena of charge.

The Core Maxwell Equations have a special property not found in many other field equations because of the displacement current term $\varepsilon_0 \partial E/\partial t$ that is universal, present everywhere including inside atoms and in empty space, wherever the Maxwell equations are valid.

The Core Maxwell Equations are of use even when the spatial and temporal location of charge is not known because the displacement current term $\varepsilon_0 \partial E/\partial t$ is universal. It is present everywhere, inside atoms and between stars. For this reason, the Core Maxwell Equations (surprisingly) are very useful for any description of polarization and for any type of charge movement, whether created or driven by electrodynamics, diffusion, convection, sunlight (in solar cells), or even heat flow even though they themselves do not describe polarization phenomena.

The Core Maxwell Equations have this special property because of Maxwell’s Ampere law. This law has no counterpart in the field theories of mechanics. This law allows electric and magnetic fields to flow in perfect vacuum so they can create propagated waves we call ‘the light of the sun’, even though the vacuum contains no charge (with mass).

The Maxwell Ampere law has a corollary: the divergence of total current is always zero, everywhere to the same accuracy and in the same domain that the Maxwell equations are valid. The Maxwell Ampere law implies a unique definition of total current as the entire source (i.e., right hand side) of $\nabla \times \mathbf{B}$ in Maxwell’s Ampere law no matter how material charge moves. In fact, Maxwell’s Ampere law defines total current everywhere, including in a perfect vacuum where there is no mass or charge with mass or movement of charge with mass whatsoever. In a total vacuum, total current is $\varepsilon_0 \partial E/\partial t$. In the presence of matter total current is $J_{\text{total-current}} = J + \varepsilon_0 \partial E/\partial t$ where $J$ described the movement of charge with mass no matter how fast, transient, or small it is. This fundamental property of electricity was well known to Maxwell and his followers, as is made clear on p.155 and p. 511-512 of [3]. and is central to the discussion of current flow in the classic text of [17] and the work of Landauer [43, 33]. The idea of total current is defined to focus attention on these issues and is discussed in many papers cited in [107].

If total current is confined to a single one dimensional path, conservation of total current becomes equality of total current everywhere (see Fig. 2 of [81] for an extensive physical discussion with examples). If that current is confined to a circuit, conservation of total current becomes Kirchhoff’s current law [112]. In a particular system, it is easy to verify whether the one dimensional approximation for current flow is accurate (enough). Just measure the currents and see if they are equal (in unbranched systems) or whether they sum to zero as Kirchhoff’s law requires at nodes in circuits in general as Kirchhoff’s law requires. It would be interesting to learn to specify both the necessary and sufficient conditions in abstract mathematical terms (that can be evaluated before a particular system is specified) under which Kirchhoff’s law is accurate (enough).

The Kirchhoff’s law just described is not quite the Kirchhoff’s law of textbooks of electrodynamics or engineering. The textbook law is derived and presented as valid for long times many orders of magnitude longer than the time scales of electronic devices, let alone atomic motion. There should be no misunderstanding of this crucial point. The literature of circuit design shows that Kirchhoff’s law is used as an essential design tool or analog and digital circuits and integrated circuits [80, 46, 100, 46, 21, 49, 71, 48] that can even function on the $10^{-12}$ second time scale [86]. It seems clear to us that the generalization of Kirchhoff’s law to total current
either solves this problem, or makes it moot, as you wish [91, 88], following the practice of Maxwell himself, and his followers, according to p.155 and p. 511-512 of [3].

This paper combines Kirchhoff’s law for total current with a quite general description of chemical reactions with a general description of ion and water flow, using the EnVarA (energy variational) approach in the tradition of the theory of complex fluids. We use this electro-osmotic framework to analyze a coarse grained description of cytochrome c oxidase in the tradition of ‘master equations’. Our model is built on the carefully constructed and well analyzed models of many others, but here we analyze the master equations using currents defined as in Kirchhoff’s law for total current.

Our analysis is in the tradition of engineering. It does not depend on details of electron current flow. It does not compute properties of charges and their interactions, except implicitly as defined by the Maxwell equations, particularly Maxwell’s Ampere’s law

\[ \text{curl } B = \mu_0 J_{\text{total-current}} = \mu_0 J + \mu_0 \varepsilon_0 \frac{\partial E}{\partial t} \]

It seems obvious to us that each of the systems of oxidative phosphorylation and photosynthesis require a circuit analysis embedded in the theory of complex fluids. Evolution has built structures that conduct electron currents, as in our electronic technology and so should be analyzed by the extraordinarily successful methods of electronic circuit analysis. Evolution has used ion current flow and chemical reactions in addition to electron flow so the circuit approach is embedded here using the theory of complex fluids. Complex fluid theory is designed to combine a wide variety of flows and the forces and energies that drive them in a mathematically consistent way. The structures evolution uses to control these flows form the geometry—or anatomy or histology, depending on the length scale—of the system. The channels and transporters (and electron transport pathways) built by evolution form boundary conditions that decorate (i.e., are located on) these structures and thus describe how they work.

Cytochrome c oxidase is called Complex IV for a reason. It is embedded in a lipid bilayer, connected to electron pathways we approximate as wires (in the engineering tradition), and is surrounded by electrolytes that store energy in their electric and chemical potential fields that form a complex fluid. Complex IV includes the cytochrome c oxidase enzyme, electron pathways, channels for protons and potassium ions, pathways for oxygen diffusion, and the membrane that encloses it and ions that surround it. Each subsystem stores energy and responds to energy gradients with different types of flows. Complex fluid mathematics is designed to handle systems of this complexity, although biological applications involve more preset structural complexity than in many physical systems of fluids. Complex fluid theory treats all fields, flows and boundary conditions—including spatially nonuniform conditions that power the system as they power electronic devices—consistently. The electro-osmotic extension of the theory hopefully joins the forces, flows and energies of chemical reactions into this formulation, while preserving the mathematical consistency of the original theory, without violating the traditions of chemistry.

Our work is significantly incomplete and limited. We over-approximate several important biophysical mechanisms, including the water-gate switch, and the oxygen reduction mechanism. We are more than aware of the need for higher resolution in later work, with specific atomic scale models that compute the electric field and flows from underlying structures and chemical reactions on time scales of displacement (capacitive) currents that have been so well resolved in experiments of great difficulty. These currents are important in understanding the switches and mechanisms by which cytochrome c oxidase couples electron flow, oxidative chemical reactions, and proton flow to make oxidative phosphorylation possible in mitochondria.
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A Simulation results for case1

A.1 Effect of Oxygen

The effect of oxygen concentration in the reaction site is studied next. Fig. 9 shows the dynamics (i.e., time dependence) of the concentration of ions in different compartments at different oxygen concentrations. The dashed lines are computed with default parameters shown in Tables 1-2. Panel (a) shows that decreasing oxygen concentration at first decreases the reaction rate. The decrease in reaction rate produces the accumulation of electrons (see panel (b)) as they are supplied from the input source of constant electron current. The proton concentration in the reaction site also increases: the reaction rate decreases as the accumulated electron attracts more protons from the E242 site (see Fig. 10 (c)). Since the pump strength depends on the reaction rate, the pump current $I_{\text{Pump}}$ also decreases (as shown in Fig. 10(a)). The decrease in pump current induces the increase at E242 and the decrease at the PLS (Proton Loading) site (see Fig. 10 (d)-(e)). Then the accumulated protons and electrons modify the reaction rate $R$ in Eq. (38h). The reaction rate increases until $R = -\frac{S}{2F}$. That is in fact the same equilibrium as determined by the default parameters.

At the same time, due to the accumulation of protons in E242, the chemical potential $\mu_E$ is larger than then N side $\mu_N$. The result is an activation of the rectifier making the current $I_{N2E}$ zero (see Fig. 10 (b)). This action depends on the rectifier, There is no rectifier between the reaction site and N site, so the behavior is quite different. When the protons are accumulated in B, the current $I_{N2B}$ is negative. Similarly, fewer protons are pumped to the Protein Loading Site PLS site. The chemical potential at that site $\mu_X$ is smaller than the P side $\mu_P$. Negative current is also observed in Fig. 10 (f).

We confirm and extend the above observations by changing the oxygen concentration from $10^{-6} \mu M$ to $10^{-2} \mu M$. As shown in Fig. 11 and Fig. 12, the decrease of oxygen concentration (at the equilibrium) changes just the concentrations of electron and proton at the BNC at the equilibrium state. The reaction rate at equilibrium keeps constant due to constant supplyment of electron flux $I_e$ and Eq. (37d). In this case, the proton transportation follows the normal pattern as shown in Fig. 3 a.

A.2 Effect of the Switch

In this section, the effect of the switch on the complex IV function is studied when the oxygen level in the reaction site is very low $2.8 E - 5 \mu M$ which is 1% of the default value. Especially, here we assume the switch is perfect $SW_0 = 0$ and defective ones with $SW_0 = 1E-1, -2, -3fA$.

In Fig. 13, Panel (a) is consistent with the results of the last section: the pump current decreases when the oxygen concentration is low. The pump current recovers when electrons and protons accumulate. When the switch allows larger counterflow, the pump current starts increases later but recovered faster to the default value. The switch on the current $I_{N2E}$ is shown in Panel (b). With small $SW_0 = 0, 1E-2, -3$, the current is truncated if the counterflow current magnitude is larger than $SW_0$. When the switch allows larger counterflow, most of the accumulated protons at E242 flow back from E242 are N side and less flow from E242 to reaction site B (Fig. 13 (c)-(d)). And due the decrease of chemical potential in E242, more protons are leaking back from Protein Loading Site PLS site to the E242 (Fig. 13 (e)) which induces more protons flows from P side to the Protein Loading Site PLS site (Fig. 13 (f)). The corresponding dynamics of protons and electron are shown in Fig. 14.
Figure 2: Pump efficiency at equilibrium states with different electron current and different threshold. (a) Reaction rate; (b) $\mu_X - \mu_E$; (c) $I_{\text{Pump}}$; (d) $I_{E2X}/I_e$; (e) $I_{X2E}/I_e$; (f) $I_{E2B}/I_e$; (g) $I_{N2E}/I_e$; (h) $I_{N2B}/I_e$. Red line: Switch between X and outside; Blue dash line: Switch between inside and E.
Figure 3: Schematic for the proton flow pattern. Equation numbers that define arrows are shown, e.g., eq. (38b) for $I_{X2P}$. (a) Normal state; (b) Backward flow state with Perfect switch between N and E242; (c) Flow state with perfect switch between the proton Loading Site PLS and outside.
Figure 4: Pump efficiency at equilibrium states with different proton concentration and different leak conductance. (a) Reaction rate; (b) $I_{N2E}/I_e$; (c) $I_{N2B}/I_e$; (d) $I_{E2X}/I_e$; (e) $I_{E2B}/I_e$; (f) $I_{X2P}/I_e$. Black dash line: $g_m = 0$; Red line with circle: $g_m = 10^{-5}$; Red line with square: $g_m = 10^{-3}$. 
Figure 5: Concentration at equilibrium states with different proton concentration and different leak conductance. (a) Electron concentration $\rho_e$; (b) $[H]_E$; (c) $[H]_B$; (d) $[H]_X$. Black dash line: $g_m = 0$; Red line with circle: $g_m = 10^{-5}$; Red line with square: $g_m = 10^{-3}$. 
Figure 6: Concentration at equilibrium states with different $E_{\text{other}}$ and $g_m$. (a) Electron concentration $\rho_e$; (b) $[H]_E$; (c) $[H]_B$; (d) $[H]_X$. Black dash line: $g_m = 0$; Red line with circles: $g_m = 10^{-6}$; Red line with squares: $g_m = 10^{-5}$; Red line with triangles: $g_m = 10^{-3}$; Blue dash lines: Voltage clamp.
Figure 7: Electric potential at equilibrium states with different $E_{other}$ and $g_m$. (a) $\phi_E$; (b) $\phi_B$; (c) $\phi_X$; (d) $\phi_P$. Red line with squares: $g_m = 10^{-5}$; Red line with triangles: $g_m = 10^{-3}$; Blue dash lines: Voltage clamp.
Figure 8: Evolution of current at equilibrium states with different $E_{\text{other}}$ and $g_m$. (a) $I_{N2E}/I_e$; (b) $I_{N2B}/I_e$; (c) $I_{E2B}/I_e$; (d) $I_{E2X}/I_e$. (e) $I_{X2P}/I_e$. Red line with squares: $g_m = 10^{-5}$; Red line with triangles: $g_m = 10^{-3}$; Blue dash lines: Voltage clamp.
Figure 9: Concentration with Different Oxygen concentration. (a) Reaction rate; (b) Electron concentration \( \rho_e \); (c) \([H]_B\); (d) \([H]_E\); (e) \([H]_X\). The dash lines are results with default parameters.
Figure 10: Current with Different Oxygen concentration. (a) Pump $I_{\text{pump}}$; (b) $I_{\text{N2E}}$; (c) $I_{\text{N2B}}$; (d) $I_{\text{E2B}}$; (e) $I_{\text{E2X}}$; (f) $I_{\text{X2P}}$; (g) $I_{\text{leak}}$. The dash lines are results with default parameters.
Figure 11: Concentration at equilibrium states with different oxygen concentration. (a) Electron concentration $\rho_e$; (b) $[H]_E$; (c) $[H]_B$; (d) $[H]_X$. 
Figure 12: Pump efficiency at equilibrium states with different oxygen concentration $[H]_N$ and different threshold. (a) Reaction rate; (b) $\mu_X - \mu_E$; (c) $I_{Pump}$; (d) $I_{E2X}/I_e$. 
Figure 13: Current with Oxygen concentration $2.8E - 5\mu M$ and switch threshold. (a) Pump $I_{\text{pump}}$; (b) $I_{N2E}$; (c) $I_{N2B}$; (d) $I_{E2B}$; (e) $I_{E2X}$; (f) $I_{X2P}$; (g) $I_{\text{leak}}$. The dash lines are results with default parameters.
Figure 14: Concentration with Different $SW_0$. (a) Electron concentration $\rho_e$; (b) $[H]_B$; (c) $[H]_E$; (d) $[H]_X$. The dash lines are results with default parameters.