A feedforward artificial neural network model for classification and detection of type 2 diabetes
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Abstract. Efforts to enhance accuracy in medical diagnostics in molecular medicine have contributed to the wide use of artificial neural network (ANN) algorithms for disease detection due to its ability to process large medical datasets and integrate them into characterized outputs to avoid misdiagnosis. Typically, the application of ANNs have proven useful in sample analyses of patients with diabetes and in decision support systems. Over the years, various ANN models have been utilized in medical diagnostics; however, these approaches still maintain certain levels of error and have lesser training and testing accuracies in disease detection. In this study, we propose a Feedforward Artificial Neural Network (FFANN) model with a dense neural network architecture suitable for processing numeric and textual dataset. We carefully designed our model structure to have the ability to maximize the number of layers and nodes required to learn every feature of the dataset and also to perform effective computations but avoiding model under fitting and overfitting which occurs when less or more layers are used respectively. This approach puts our model ahead of other state-of-the-art prediction models which have been proposed in terms of performance as it achieved 97.27% and 96.09% training and testing accuracies, respectively, for type 2 diabetes detection on Pima Indian Diabetes dataset.

1. Introduction
Diabetes is a condition where the sugar level in the blood is raised, for the sugar in our blood is tightly controlled by insulin. Diabetes occurs when control mechanisms are defected and the pancreas is unable to produce insulin or when the produced insulin cannot be used effectively [1]. The high sugar is poisonous particularly to the internal organs most especially the blood vessels in the body, at the initial period, the complications begin to build up and may not be felt by the patient for a very long time. High blood sugar is associated with high blood pressure, high cholesterol and excess weight, lack...
of exercise, unhealthy diet, Increasing age, impaired glucose tolerance (IGT), poor nutrition during pregnancy, history of gestational diabetes and cigarette smoking. The high blood sugar is harmful to the body and can result in severe health problems like cardiovascular disease, kidney disease and sight loss [2].

It has also been known that the prevalence of this disease is due to urbanization and economic development [3]. Diabetes happens to be one of the world’s most common and deadly diseases which affects people of all ages and has long been a serious health challenge in both developing and developed countries [4]. According to the International Diabetes Federation (IDF), the population of adults living with diabetes from year 2000 to 2019 has grown from 151 million to 463 million and it is estimated that by the year 2045, there will be about 700 million adults living with diabetes [5]. It is therefore a worldwide problem with devastating social, economic and human impact [6]. Proceeding many years of research and developments in diabetes treatments, there are still no definite cure for diabetes. There are two types of diabetes mellitus which are type 1 and type 2 [7].

In this paper, our primary aim is to develop an artificial neural network model to detect diabetes at an early stage. A timely diagnosis of such deadly disease and putting patient on the right treatment prevents the disease from advancing into complex health problems and also cuts down cost in further therapeutic treatments [8], [9]. Early intervention associated with lifestyle modifications or pharmacotherapy has proven to effectively prevent or delay type 2 diabetes and complications in adults [10]. There have been diverse solutions proposed for all kinds of diseases [7]. Expert systems and artificial intelligence methods such as artificial neural networks (ANN) are extensively used to aid diabetes diagnosis [11], this is due to the fact that ANN has a high classification proficiency [12] and its architecture which makes it easy for users to build varying types of networks [13].

In our research, we used Pima Indiana Diabetes datasets [14] (PIDD) to evaluate our model for type 2 diabetes detection due to the fact that it has been used extensively over the years by other researchers for diabetes detection which guarantees the authenticity of the dataset[15][16].

2. Related Works

Choubey et al. [17] used Genetic Algorithm (GA) for selection of variables on PIDD, they then applied Naïve Bayes (NB) on the variables selected for classification of diabetes disease which obtained 78.69% accuracy.

Olaniyi, et al. [18] diagnosed onset diabetes using multi-layer feedforward trained with back-propagation algorithm. Back-propagation is considered as one of the simplest techniques used for supervised training algorithms of multilayered neural networks and its error correction based. It approximates the non-linear relationship between the input and output by internally adjusting the weight values with respect to the calculated error so that at the end of each cycle, the obtained error size will be less than the previous cycle value. The authors considered using PIDD due to the fact that it had adequate attributes to improve training and classification test of patients. The model classifies patient’s status as either binary 1 or binary 0, indicating whether the patient is tested positive or negative respectively. Their neural network gained 82% success rate on test which is much better than C4.5, ADAP and EM algorithms.

H. Roopa et al. [19] proposed a Principal Component Analysis with Linear Regression Method (PCA-LRM) where features of the data are extracted and projected to a different space by means of principal component analysis, which is then modelled by employing linear regression method on the newly created attributes. The accuracy attained by this method is 82.1% for diabetes prediction.

S. Kumar et al. [20] used data obtained from 250 diabetic patients both male and female from ages 25-78 from Pusat Perubtan Universiti Kebangsaan in Kuala Lampur. They trained the dataset using MATLAB neural network toolbox and attained an accuracy rate of 88.80%.

R.B Lukmanto et al. [21] proposed a fuzzy logic system to classify and detect patients with diabetes.
They identified the highly discriminative features in the PIDD using F-Score feature selection. In an instance where a dataset’s feature has a missing value of about 5%, it terminated, they only considered features with high F-score as informative feature. They further used fuzzy support vector machine techniques for classification analysis and to generate the fuzzy rules and fuzzy inference. Their proposed method attained 89.02% accuracy.

Z. Soltani et al. [7] also took advantage of PIDD. They processed the data in MATLAB using a probabilistic artificial neural network (PNN) to diagnose diabetes due to its high speed in training. PNN is extensively used in pattern recognition problems and classification. Its operations are organized into a multi layered feedforward network comprising of an input layer, pattern layer, summation layer and output layer. Their approach also attained an accuracy level of 89.56%.

N. Barakat et al. [22] proposed an Intelligible SVM for diabetes diagnoses. They used datasets of 4682 subjects from age 20 and above in the Sultanate of Oman collected by the 1991 National Survey of Diabetes. They chose a majority sample of non-diabetic subjects using sub-sampling to overcome extensively skewed classification problems. This is because class imbalance may prevent the learning algorithm from learning good models. They also used K-means clustering algorithm to devise five clusters from the original data and to sort out sample (subjects) within each cluster with respect to their Euclidean distance from the center of the cluster. Their model achieved a prediction accuracy of 94%.

M.F. Ijaz et al. [23] proposed a Hybrid Prediction Model (HPM), their model consists of Density-based Spatial Clustering of Application which includes a Noise-based outlier detection (DBSCAN) which eliminates the outlier data, a Synthetic Minority Over-Sampling Technique (SMOTE) used for balancing the class distribution and Random Forest (RF) for diseases classification. They considered three dataset benchmarks to predict both diabetes and hypertension risk at the early stage. When the model was applied to diabetes dataset I, it attained a 92.555% prediction accuracy. To authenticate the prediction accuracy, they applied the HPM to hypertension dataset II, which also gained 76.419% accuracy.

3. Proposed Methodology

The proposed model implements a dense neural network with three hidden layers alongside the input and output layers as shown in figure 1. The input layer has eight nodes indicating each columns of the dataset. Then, the three hidden layers have 200, 200 and 150 neurons respectively. The model follows the multilayer perception approach which is an architecture of feedforward artificial neural network (ANN) consisting of multiple layers of perceptrons or dense nodes. A dense network is selected because it is more suitable for this task being a numeric dataset rather than other models such as convolutional neural network and recurrent neural network which are preferable for images and sequence task respectively. Each of the layers is activated using Rectified Linear Unit (ReLu) responsible for transforming the summed weight of a layer’s input into its output, making training easier and also enhancing performance. The model output layer has two nodes with Sigmoid activating function to determine the existence or non-existence of diabetes.

The model objective function is to minimize the cost function computed from the data label and the model’s prediction. The cost function is calculated by finding the binary cross entropy (BCE) loss which is represented in (1).

\[
BCE = -\frac{1}{N} \sum_{i=0}^{N} y_i \cdot \log(\hat{y}_i) + (1-y_i) \cdot \log(1-\hat{y}_i)
\]

(1)

Where, \(N\) is the total number of data points, \(y\) is the value of the dataset label, and \(\hat{y}\) is the corresponding probability of the model’s prediction. The model is trained by back propagating the loss to find the global minimum with a learning rate of 0.001 using Adam optimizer.
4. Experimental Analysis

4.1. Dataset
In this paper, we used the Pima Indian Diabetes dataset to test and train our model for diagnosing type 2 diabetes. The dataset consists of 768 type 2 diabetes data samples each of these with eight attributes. The dataset was collated from the population of Pima Indian females in Arizona [24]. According to [14] this population has the highest diabetes rate as compared to any other population all over the world. They also record about 70% hypertension and obesity rate. The statistical summary of the dataset is shown in table 1.

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|}
\hline
Feature Name & Quantiles & Mean & Standard Deviation \\
& min & max & \\
\hline
Number of times pregnant & 0 & 17 & 3.85 & 3.37 \\
Glucose tolerance test & 0 & 199 & 121 & 121 & 32 \\
Diastolic blood pressure (mm Hg) & 0 & 122 & 69.1 & 19.3 \\
Triceps skin fold thickness (mm) & 0 & 99 & 20.5 & 15.9 \\
2Hr Serum Insulin (mu U/ml) & 0 & 846 & 79.8 & 115 \\
Body mass index (Kg/m^2) & 0 & 67.1 & 32 & 7.88 \\
Diabetes pedigree function & 0.08 & 2.42 & 0.47 & 0.33 \\
Age (yrs.) & 21 & 81 & 33.2 & 11.8 \\
\hline
\end{tabular}
\caption{Mean and Standard deviation analysis [14]}\end{table}

4.2. Evaluation Metrics
In this work, we report the efficiency of the model by evaluating its accuracy and F1 score metrics as shown in Equation (2) and (5), where TP, FP, TN and FN represents true positives, false positives, true negatives and false negatives respectively. To compute the model’s F1 Score, we calculate the precision as the number of TP divided by the sum of the number of TP and FP, and recall is calculated as TP divided by the sum of TP and FN as presented in Eq. (3) and Eq. (4) respectively.

\begin{equation}
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\end{equation}
\[ \text{Precision} = \frac{TP}{TP + FP} \]  

\[ \text{Recall} = \frac{TP}{TP + FN} \]  

\[ F1\text{Score} = 2 \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \]

4.3. Model Training

The training dataset was divided into 70% for training, 20% for testing, and 10% for validation, as done normally in literature. The data was trained on our model with three hidden layers. The model’s prediction loss was computed using cross-entropy loss function and minimized using back-propagation techniques. The model’s parameters are updated using Adam optimizer with learning rate of 0.001, and a batch size of 500 while the dataset is trained on 500 epochs. In optimizing our model design appropriately, we varied several of the hyperparameters such as number of epochs, number of neurons and number of layers in the model architecture. Furthermore, to confirm the parameter analysis of our model, and to eliminate forms of overfitting and underfitting, we run our model for different epoch values for 100, 200, 300, 400 and 500 epochs respectively. It was realized that the model began overfitting above 500 epochs, causing huge gap between the training and validation scores. Also, after testing various optimizers and learning rates, we found that the Adam optimizer and a learning rate of 0.001 gave the best model performance in terms of training and testing accuracy. The effect of the training epochs on the model are shown in Table 2. The best results were obtained at 500 epochs, thus our three-layer network produced the best result with these parameter settings compared to other designs in both training and testing accuracy.

| Epochs | Train Accuracy % | Test Accuracy % | Precision % | Recall % | F1 Score % |
|--------|------------------|----------------|-------------|----------|------------|
| 500    | 97.27            | 96.09          | 96.53       | 93.28    | 94.88      |
| 400    | 89.09            | 83.75          | 86.48       | 83.57    | 82.38      |
| 300    | 82.64            | 77.74          | 76.63       | 75.44    | 73.29      |
| 200    | 77.04            | 60.05          | 65.66       | 71.80    | 64.27      |
| 100    | 67.53            | 55.72          | 53.97       | 61.82    | 57.62      |

4.4. Result and Analysis

In this section, we discuss our model’s performance against other existing models of the same research focus, as well as the model accuracy and loss against the epoch cycle. As depicted in Figure 2, the graph shows the model accuracy increasing over the epoch. This indicates that the model is able to learn the gradient of the loss function, such that the global minimum of the model is reached easily. At the same time, while the accuracy increases, the loss decreases without any sign of underfitting or overfitting as depicted in Figure 3. Also, Figure 4 shows the ability of our model to generalize as both our train and test accuracies show high percentage of accuracy respectively. In comparison to other approaches, our FFANN model has the highest test accuracy as illustrated in Table 3, recording about 2.18% improvement over the SVM [22], 3.67% over the HPM [23], 6.80% over the PNN [7], 7.36% over the FS-FSVM [21], 7.59% over the Bayesian-Regulation [20], 14.56% over the PCA-LRM [19], 14.66% over the Back-Propagation [18], and 18.11% over the GA-NBs [17] models test accuracies.
Figure 2. Model’s accuracy against the epoch cycle.

Figure 3. Model’s loss against the epoch cycle.

Figure 4. Accuracy in training and testing our model with Pima Indian Diabetes dataset.

Table 3. Accuracy comparison between proposed model and other models.

| Previous works          | Model        | Accuracy  |
|-------------------------|--------------|-----------|
| Choubey et al. [17]     | GA-NBs       | 78.69%    |
| Olaniyi et al. [18]     | Back propagation | 82.00%    |
| H. Roopal et al. [19]   | PCA-LRM      | 82.1%     |
| S. Kumar et al. [20]    | Bayesian regulation | 88.80%    |
| Lukmanto et al. [21]    | FS-FSVM      | 89.02%    |
| Z. Soltani et al. [7]   | PNN          | 89.56%    |
| M. F Ijaz et al. [23]   | HPM          | 92.56%    |
| N. Barakat et al. [22]  | SVM          | 94.00%    |
| Our study               | FFANN        | 96.09%    |

5. Conclusion

Our proposed Feedforward Artificial Neural Network with three layers was designed to effectively learn every attribute of the dataset, also avoiding under and overfitting issues leaving less room for error in the detection of similar features from unknown or test dataset. This technique makes the model applicable to other medical datasets for detection of different kinds of disease in relation to that dataset. Our proposed model is well optimized and achieves better results than other models in literature.
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