Influence of Electromechanical Effects and Wetting Layers on Band Structures of AlN/GaN Quantum Dots and Spin Control

Sanjay Prabhakar  
*Wilfrid Laurier University, sprbhakar@wlu.ca*

Roderick V.N. Melnik  
*Wilfrid Laurier University, rmelnik@wlu.ca*

Follow this and additional works at: [https://scholars.wlu.ca/math_faculty](https://scholars.wlu.ca/math_faculty)

**Recommended Citation**
Prabhakar, Sanjay and Melnik, Roderick V.N., "Influence of Electromechanical Effects and Wetting Layers on Band Structures of AlN/GaN Quantum Dots and Spin Control" (2010). *Mathematics Faculty Publications*. 42.  
[https://scholars.wlu.ca/math_faculty/42](https://scholars.wlu.ca/math_faculty/42)

This Article is brought to you for free and open access by the Mathematics at Scholars Commons @ Laurier. It has been accepted for inclusion in Mathematics Faculty Publications by an authorized administrator of Scholars Commons @ Laurier. For more information, please contact scholarscommons@wlu.ca.
Influence of electromechanical effects and wetting layers on band structures of AlN/GaN quantum dots and spin control
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In a series of recent papers we demonstrated that coupled electromechanical effects can lead to pronounced contributions in band structure calculations of low dimensional semiconductor nanostructures (LDSNs) such as quantum dots (QDs), wires, and even wells. Some such effects are essentially nonlinear. Both strain and piezoelectric effects have been used as tuning parameters for the optical response of LDSNs in photonics, band gap engineering, and other applications. However, the influence of spin orbit effects in presence of external magnetic field on single and vertically coupled QD has been largely neglected in the literature. The electron spin splitting terms which are coupled to the magnetic field through the Pauli spin matrix in these QDs become important in the design of optoelectronic devices as well as in tailoring properties of QDs in other applications areas. At the same time, single and vertically stacked QDs are coupled with electromagnetic and mechanical fields which become increasingly important in many applications of LDSN-based systems, in particular, where spin splitting energy is important. These externally applied electric and magnetic fields as well as the separation between the vertically coupled QDs can be used as tuning parameters. Indeed, as electromagnetic and elastic effects are often significant in LDSNs, it is reasonable to expect that the externally applied magnetic fields oriented along a direction perpendicular to the plane of two-dimensional electron gas in the QDs may also be used as a tuning parameter in the application of light emitting diodes, logic devices, for example, OR gates, AND gates and others. In this paper, by using the fully coupled model of electroelasticity, we analyze the influence of these effects on optoelectronic properties of QDs. Results are reported for III–V type semiconductors with a major focus given to AlN/GaN based QD systems. © 2010 American Institute of Physics. [doi:10.1063/1.3485602]

I. INTRODUCTION

Single electron spins can be manipulated through the active modification in the spin orbit interaction formed in the plane of a two-dimensional electron gas (2DEG) in quantum dots (QDs) (Refs. 1 and 2) that has received considerable attention for potential use in noncharge-based logic devices, solid state quantum computing.3–14

Wide band gap semiconductor materials such as AlN/GaN QDs have attracted significant attention due to their current and potential applications in optical, optoelectronic, and electronic devices used in nano- and bionanotechnological applications. Strongly coupled self-assembled QDs are grown either in the same wetting layer or a vertically stack of closely spaced layers. Single and vertically stacked double QDs grown by Stranski–Krastanov process are of special interest because of their potential applications in QDs lasers, light emitting diodes as qubits for quantum computation, and other applications.15–24

Strain is induced due to the lattice mismatch at the interfaces between two different types of semiconductors which can be used as a tuning parameter in tailoring the electronic and optical properties of single and multiple self-assembled QDs.25–29 Various approaches such as atomistic, pseudopotential, and tight binding have been applied to investigate the optical and electronic properties of such nano-objects.21,30–33

In this paper, we present a numerical analysis of the band structure of single and vertically stacked double AlN/GaN QDs under the influence of electroelasticity. By using the finite element method (FEM), we study the effect of electroelasticity on the electronic properties of truncated AlN/GaN QDs in the presence of wetting layers (WLs). Effect of several parameters such as electromechanical fields, magnetic fields, and coefficient of spin orbit interaction on the eigenvalues and wave functions of single and vertically stacked double QDs have been reported.

The key parameters in controlling the electron spin in a single and vertically stacked double QDs are the Rashba34 spin orbit couplings. The Rashba spin orbit coupling arises from the structural inversion asymmetry of the triangle shaped quantum well confining potential along z-direction as shown in Figs. 1(b) and 7(a). The mathematical expressions for these interaction is given in Eq. (17) and are well established for semiconductor heterojunction-type devices.11–14

It is also generally understood that the Zeeman spin splitting energy depends on the direction of an applied magnetic field.35–38 In the present work we only consider the magnetic fields along a direction normal to the plane of
2DEG. In several recent works, Rashba spin orbit effects in a QD systems were explored.\textsuperscript{39–41} A subject that seems to have studied a little in AlN/GaN QD, however, is the question of piezoelectric effects in single and vertically stacked double QDs and is the subject of the present investigation. Our approach is most closely related to that of Refs. 30 and 42 but differs in a sense that we include the Rashba spin orbit effects into the Hamiltonian and take a numerical approach based on the FEM (Ref. 43), whereas the authors of Refs. 30 and 42 did not consider the Rashba spin orbit coupling. We now turn to a discussion of our model, followed by a brief description of our computation methodology.

II. MATHEMATICAL MODEL FOR COUPLING CLASSICAL AND QUANTUM MECHANICAL PARTS

Electromechanical balance equations for wurtzite (WZ) structures are axisymmetric. Therefore, the original three-dimensional problem can be reduced to a 2D problem. The coupled equations of WZ structure in the presence of electromechanical effects in cylindrical coordinates can be written as\textsuperscript{44}

\begin{align}
\frac{\partial \sigma_{\rho \rho}}{\partial \rho} + \frac{\partial \sigma_{\varphi \varphi}}{\partial \varphi} + \frac{\alpha_{\rho \rho} - \sigma_{\varphi \varphi}}{\rho} &= 0, \\
\frac{\partial \sigma_{\varphi \varphi}}{\partial \rho} + \frac{\partial \sigma_{\varphi \varphi}}{\partial \varphi} - \frac{1}{\rho} \sigma_{\rho \rho} &= 0, \\
\frac{\partial D_{\rho}}{\partial \rho} + \frac{\partial D_{\varphi}}{\partial \varphi} - \frac{1}{\rho} D_{\varphi} &= 0. 
\end{align}

The stress tensor components and the electric displacement vector components can be written as

\begin{align}
\sigma_{\rho \rho} &= C_{11} \varepsilon_{\rho \rho} + C_{12} \varepsilon_{\varphi \varphi} + C_{13} \varepsilon_{\varphi \varphi} + 3 \varepsilon_{31} \partial_{z}, \\
\sigma_{\varphi \varphi} &= C_{11} \varepsilon_{\varphi \varphi} + C_{12} \varepsilon_{\rho \rho} + C_{13} \varepsilon_{\varphi \varphi} + 3 \varepsilon_{31} \partial_{z}, \\
\sigma_{\rho \varphi} &= 2 C_{44} \varepsilon_{\rho \varphi} + \varepsilon_{15} \partial_{\varphi}, \\
\sigma_{\varphi \varphi} &= C_{33} \varepsilon_{\rho \rho} + C_{13} \varepsilon_{\varphi \varphi} + C_{33} \varepsilon_{\varphi \varphi} + 3 \varepsilon_{33} \partial_{z}, \\
\sigma_{\rho \varphi} &= 2 C_{15} \varepsilon_{\rho \varphi} - \varepsilon_{15} \partial_{\rho}, \\
D_{\rho} &= e_{31} (\varepsilon_{\rho \rho} + \varepsilon_{\varphi \varphi}) \varepsilon_{33} \partial_{z} - e_{35} \partial_{z} V + P_{\varphi}^{pp},
\end{align}

where $C_{ij}$ is the elastic moduli constant, $\varepsilon_{ij}$ is the piezoelectric constant, $\varepsilon_{in}$ is the permittivity, $V$ is the piezoelectric potential, and $E=-(\partial V/\partial z)$ is the built in piezoelectric field. Equations (1)–(9) is a system of coupled electroelasticity which, in a more general dynamic setting, was studied in Refs. 44 and 45, where for the first time a mathematical justification of this model well-posedness was obtained with further results on differential-variational numerical approximations and a generalization of the Courant–Friedrichs–Lewy stability condition found in Refs. 46 and 47. Those early results demonstrated the importance of the fully coupled approach in dealing with problems of electroelasticity, when one needs to account for the piezoelectric effect. Indeed, although still used by a number of authors, the minimization of pure elastic, rather than the full electroelastic, energy in problems like this may lead to substantial errors, in particular in the context of modeling low dimensional nanostructures.\textsuperscript{26} Furthermore, the coupled solution in the latter case becomes especially important due to a fact that, in contrast to many classical problems, we need here to account for the lattice mismatch between different materials involved or the internal strain. Among other things, the internal strain may lead to a reduced band gap in low dimensional nanostructures and may partially counter the quantum confinement effect (e.g., Ref. 48). The idea to account for such a strain has been developed on the basis of the general theory for anisotropic elastic media which goes back to early works of Lifshits and Rosentsveig\textsuperscript{49} (see also references in Ref. 50). The theory was developed and applied to nanostructure modeling by a number of authors.\textsuperscript{26,30,42,51–53} In what follows, we apply the same theory and present the total strain tensor, accounting for both the standard Cauchy strain and the internal strain due to lattice mismatch, that is,

\begin{equation}
\varepsilon_{ij} = \varepsilon_{ij}^{(a)} + \varepsilon_{ij}^{(l)},
\end{equation}

with the Cauchy strain and the internal strain components defined by

\begin{equation}
\varepsilon_{ij}^{(a)} = (\partial_{\mu} u_{\mu} + \partial_{\nu} u_{\nu})/2, \quad \varepsilon_{ij}^{(l)} = (\delta_{ij} - \delta_{i\mu} \delta_{j\nu}) \varepsilon_{\mu\nu}^{*} + \delta_{i\mu} \delta_{j\nu} \varepsilon_{\mu\nu}^{*},
\end{equation}

respectively. In our case we have

\begin{equation}
\varepsilon_{\rho\rho} = \varepsilon_{\rho\rho}^{*} + \varepsilon_{\rho\rho}^{*}, \quad \varepsilon_{zz} = \varepsilon_{zz}^{*} + \varepsilon_{zz}^{*},
\end{equation}

\begin{equation}
\varepsilon_{\varphi\varphi} = \frac{\varepsilon_{\rho\rho}^{*}}{\rho} + \varepsilon_{\rho\rho}^{*}, \quad \varepsilon_{\rho\varphi} = \frac{1}{2} \left( \frac{\varepsilon_{\rho\rho}^{*} + \varepsilon_{\rho\rho}^{*}}{\rho} \right).
\end{equation}

Here, $\varepsilon_{a}^{*}=(a_{m} - a_{QD}/a_{m})$ and $\varepsilon_{c}^{*}=(c_{m} - c_{QD}/c_{m})$ are the local intrinsic strains along $a$- and $c$-directions, respectively (which are nonzero in the dot and zero otherwise). Also, $a_{m}$, $c_{m}$ and $a_{QD}$, $c_{QD}$ are the lattice constants of the matrix and the QD, respectively.

We consider the motion of the electron confined along the $z$-direction in presence of magnetic field oriented along a direction perpendicular to the plane of 2DEG. Our approach closely related to that of Ref. 30, however we consider the

\begin{figure}[htbp]
\centering
\includegraphics[width=\textwidth]{fig1}
\caption{(Color online) The influence of piezoelectric potential on the flat band diagram of AlN/GaN conduction band. (a) Piezoelectric field along $z$-direction at $p=0$ and (b) effect of piezoelectric potential on the conduction band of AlN/GaN QD along $z$-direction at $p=0$. In (b), we use the externally applied electric fields $F_{z}=10^{5}$ V/cm (dashed line) and $F_{z}=10^{6}$ V/cm (dashed-dotted line) as an extra term on the conduction band diagram (solid line) including piezoelectric potential and $\alpha_{E}=5 \times 10^{-4}$ eV nm as a Rashba coefficient value.}
\end{figure}
Rashba spin orbit effect as an extra term in the single conduction band model. Therefore, the total Hamiltonian for the conduction band can be written as

\[ H = H_{xy} + H_c^e + H_R. \] (14)

Here, \( H_c^e \) is the strain dependent part of the kinetic energy and \( H_R \) is the Rashba–Bychkov spin orbit interaction to be discussed later. The remaining portion of the Hamiltonian can be written as,

\[
H_{xy} = P_x \frac{1}{m_e} P_x + P_y \frac{1}{m_e} P_y + P_z \frac{1}{m_e} P_z + E_z(r_e) + eV(r_e)
\]

\[ + eF_z e + \frac{1}{2} g_0 \mu_B B_0, \]

(15)

where the kinetic momentum operator \( \hat{P} = \hat{p} + (e/c) \hat{A} \) is the sum of the conical momentum operator \( \hat{p} = -i\hbar (\partial_x, \partial_y, 0) \) and \( \hat{A} = (B/2)(-y, x, 0) \) which is the vector potential in symmetric gauge. Here, \( B \) is the applied magnetic field along \( z \)-direction, \( \mu_B \) is the Bohr magneton, \( E_z(r_e) \) is the conduction band edge profile and \( e \) is the electronic charge. We denote \( \sigma_r \) the usual Pauli spin matrix along \( x \)-direction and \( \sigma_z \) is the bulk \( g \)-factor for AlN and GaN materials. Since our aim is to control the electron spin in AlN/GaN QD with the application of gate potentials, we consider the distortion potential \( eF_z e \) pointing along \( c \)-axis as an extra term in the conduction band. Here \( F_z e \) is the externally applied electric field along \( z \)-direction which is different than the built in piezoelectric field \( E \).

The strain dependent part of the electron Hamiltonian in Eq. (14) can be written as

\[
H_c^e = a_c^e(r) \varepsilon_{zx}(r) + a_c^{\perp}(r) [\varepsilon_{xx}(r) + \varepsilon_{yy}(r)],
\] (16)

where \( a_c^e \) and \( a_c^{\perp} \) are the conduction band deformation potentials along the symmetric and perpendicular to the symmetric axis. In cylindrical coordinates, we can write \( \varepsilon_{xx} + \varepsilon_{yy} = \partial u_r / \partial r + u_r / \rho + 2 e_r^e \).

Lastly, we consider the Hamiltonian associated with Rashba spin orbit interaction that is embodied in the Hamiltonian \( H \). This spin orbit interaction is the essential ingredient in the phenomena of switching electron spin with gate potentials.\(^{2,10,11,34,35}\) We have

\[
H_R = \frac{\alpha_R}{\hbar} (\sigma_x P_r - \sigma_y P_y), \tag{17}
\]

where \( \alpha_R \) is the Rashba coefficients for spin orbit interaction, \( \sigma_x \) and \( \sigma_y \) are the usual Pauli spin matrices along \( x \)- and \( y \)-directions. Rashba spin orbit interaction and the magnetic field oriented along a direction perpendicular to the plane of 2DEG preserve the axial symmetry.\(^{39-41}\) Because the total Hamiltonian in Eq. (14) commutes with the \( z \)-projection of the total momentum operator,\(^{41}\)

\[
j_z = l_z + \frac{1}{2} \sigma_z, \quad \text{where} \quad l_z = -i \partial_\phi.
\] (18)

Here, the total momentum operator, \( j = \pm (1/2) m \) and \( m = 1, 2, 3, \ldots \) The eigenfunctions of the total Hamiltonian \( H \) in Eq. (14) can be written as \(^{39-41}\)

\[
\psi_j(\rho, \phi, z) = \begin{bmatrix} e^{i(1/2)\phi} f_j(\rho, z) \\ e^{i(1/2)\phi} g_j(\rho, z) \end{bmatrix},
\] (19)

where \( f_j \) and \( g_j \) are the components of the total wave function. The total Hamiltonian \( H \) for the conduction band can be written in cylindrical coordinates by substituting the components of Eq. (19) into Eq. (14) [see Eq. (A1)]. The details procedure are also mentioned in the Ref. 41. So, we can write

\[
H = \begin{bmatrix}
\hbar r & \alpha_R \left[ \frac{\partial}{\partial \rho} + \frac{1}{\rho} \left( j + \frac{1}{2} \right) + \frac{eB_0}{2\hbar} \right]
\\
\alpha_R \left[ -\frac{\partial}{\partial \rho} + \frac{1}{\rho} \left( j - \frac{1}{2} \right) + \frac{eB_0}{2\hbar} \right] & h_-
\end{bmatrix},
\] (20)

where

\[
h_+ = -\frac{\hbar^2}{2m_e} \left[ \frac{\partial}{\rho \partial \rho} + \frac{\partial}{\partial \rho} \frac{1}{\rho \partial \rho} \frac{\partial}{\partial \rho} + \frac{1}{\rho^2} \frac{\partial}{\partial \rho} \frac{1}{\rho^2} \frac{\partial}{\partial \rho} \right] + \frac{1}{8} \frac{m_e}{\omega_c^2} \frac{\hbar}{2} \left( j + \frac{1}{2} \right) + \frac{1}{2} g_0 \mu_B B + E_z e + eF_z e
\]

\[
+ eV(a_c^e \varepsilon_{xx} + a_c^{\perp} \varepsilon_{xx} + a_c^{\perp} \left( \frac{\partial u_r}{\partial r} + \frac{u_r}{\rho} + 2 e_r^e \right)),
\] (21)

where \( \omega_c = (eB/m_e^e) \) is the cyclotron frequency [see Eq. (A1)], \( m_e^e \) and \( m_e^{\perp} \) are the effective masses. Here, we consider

the experimentally reported bulk \( g_0 = 1.9885 \) for AlN material and bulk \( g_0 = 1.9510 \) for GaN material from the Ref. \( 54 \).

The eigenvalue equation

\[
H(\psi_j(\rho, z)) = e|\psi_j(\rho, z)|,
\] (22)

with \( H \) in cylindrical coordinates given by Eq. (20) satisfies the following system of second order differential equations

\[
(h_+ - e) f_j + \alpha_R \left[ \frac{\partial}{\partial \rho} + \frac{1}{\rho} \left( j + \frac{1}{2} \right) + \frac{eB_0}{2\hbar} \right] g_j = 0,
\] (23)
applied electric fields of 10^4 and 10^6 V/cm. These eigenstates and eigenvalues have been found by solving Eq. (20). In (a), we consider j=−1/2 which gives the ground state while j=1/2 and −3/2 give first and second excited states that is shown in (b) and (c). Here, we consider the electric field F_z=10^4 V/cm, magnetic field 1 T and α_R=5×10^{-4} eV nm as a Rashba coefficient value.

\[
a_R \left[ -\frac{\partial}{\partial \rho} + \frac{1}{\rho} \left( j - \frac{1}{2} \right) + \frac{eB\rho}{2\hbar} \right] \hat{J}_j + (\hbar - e) g_j = 0. \tag{24}
\]

The differential Eqs. (23) and (24) were solved numerically to obtain the lowest few eigenvalues and eigenstates with respect to the various parameters of the system. These parameters include the magnetic field strength B, the electric field F_z, the strength of Rashba coefficient α_R and the separation between the two vertically stacked double QDs. The analytical solution of such differential equations is available in some special simplified cases, e.g., Ref. 41.

Results for the variation in spin splitting energy to the magnetic field in the piezoelectric potential by FEM are described in the following section by solving the coupled Schrödinger Eqs. (23) and (24).

III. RESULTS AND DISCUSSIONS

We utilize a multiphysics simulation strategy based on the FEM (Ref. 43) to provide a realistic description of the conduction band diagram of AlN/GaN QD. The idea is to solve the coupled of Eq. (1) through Eq. (3) in cylindrical coordinates to get the realistic piezoelectric potential and piezoelectric strain. In the first step of our approach, we plotted the piezoelectric field along z-direction in AlN/GaN QDs at ρ=0 as shown in Fig. 1(a). We add this piezoelectric potential into the flat band diagram of AlN/GaN QD as shown in Fig. 1(b) (black-continuous line) and considered externally applied electric fields of 10^4 and 10^6 V/cm as an extra term as shown in Fig. 1(b) (red—dashed and green—dashed-dotted). Finally, we plotted these potentials along z-direction at ρ=0 as shown in Fig. 1(b). From these plots, we see that we can easily modify the band diagram by applied gate potentials which is essential ingredient in controlling the electron spin and can be discussed in more details latter in this section. These are consistent results that was found in the literature in Refs. 27 and 53.

Finally, we solve the coupled Schrödinger Eqs. (23) and (24) in the potential of Fig. 1(b) (red—dashed) at F_z=10^4 V/cm to get the wave functions of the three lowest eigenvalues as shown in Fig. 2. Here we estimated that ground state eigenvalue is 4.186 727 eV associated with the total angular momentum j=−1/2 and the first excited state eigenvalue is 4.186 840 eV associated with the total angular momentum j=1/2. Similarly, the third excited state eigenvalue is 4.273 653 eV associated with the total angular momentum of j=−3/2. We can change these eigenvalues with the help of gate potentials in presence of magnetic field and thus spin splitting energy can be easily moved from either higher eigenvalues to the lower eigenvalues and vice versa. These movement of eigenvalues will be described in more details later in this section.

We now turn to a presentation of another important result of this work: the spin splitting energy of ground and first excited states through the application of magnetic and electric fields.

In the absence of the magnetic field, as it clear from Eq. (20) that there is an additional asymmetry at j_z→−j_z due to time inversion. It means, the eigenstates with the projection of total angular momentum equal to j and −j are Kramers degenerate. We find the ground state and first excited state Kramers degenerate eigenvalues at 4.186 728 and 4.388 569 eV by directly solving the coupled Schrödinger Eqs. (23) and (24) which is shown in Fig. 3. Here we consider j=1/2 in Eq. (23) and −j=1/2 in Eq. (24). In presence of magnetic field, the Kramers degeneracy lifted into the spin splitting energy and its value increases with the increase in magnetic field. In Fig. 3, we plotted the spin splitting energy of the ground and first excited state versus the magnetic field associated with the total angular momentum j=1/2 (triangle pointing up—black) and j=−1/2 (triangle pointing down—red). We found that the divergence in the spin splitting energy increases with the increase in magnetic field due to the Rashba effect. Here we consider the externally applied electric fields.

\[
\text{FIG. 2. (Color online) The three lowest eigenvalues and wave functions of the electrons in the conduction band of AlN/GaN QD in the potential that has been considered in (b) (dashed line). These eigenstates and eigenvalues have been found by solving Eq. (20). In (a), we consider j=−1/2 which gives the ground state while j=1/2 and −3/2 give first and second excited states that is shown in (b) and (c). Here, we consider the electric field } F_z=10^4 \text{ V/cm, magnetic field } 1 \text{ T and } \alpha_R=5\times10^{-4} \text{ eV nm as a Rashba coefficient value.}
\]

\[
\alpha_R \left[ -\frac{\partial}{\partial \rho} + \frac{1}{\rho} \left( j - \frac{1}{2} \right) + \frac{eB\rho}{2\hbar} \right] \hat{J}_j + (\hbar - e) g_j = 0. \tag{24}
\]

\[
\text{FIG. 3. (Color online) The spin splitting energy between two lowest eigenstates vs magnetic field in two different cases: (a) the ground state energy of spin down electron for the quantum number } j=1/2 \text{ (triangle pointing up) and ground state energy of spin up electron for the quantum number } j=−1/2 \text{ (triangle pointing down). (b) First excited state energy of spin down electron for the quantum number } j=1/2 \text{ (triangle pointing up) and first excited state energy of spin up electron for the quantum number } j=−1/2 \text{ (triangle pointing down). Here, we consider the electric field, } F_z=10^4 \text{ V/cm as an extra term in the piezoelectric potential of Fig. 1(b) (dash red) and } \alpha_R=5\times10^{-4} \text{ eV nm as the Rashba coefficient value.}
\]
Here we consider the electric field, $F_z = 10^6 \text{ V/cm}$ as an extra term in the piezoelectric potential of Fig. 1(b) (solid line) and $\alpha_R = 5 \times 10^{-4} \text{ eV nm}$ as the Rashba coefficient value. The spin splitting energy can be easily moved to the lower energy states or vice versa by applying suitable gate potentials. Here we show that by introducing external applied electric field, $F_z = 10^6 \text{ V/cm}$ in Fig. 1(b) (dashed-dotted—green), one can move the Kramers degeneracy by 3.764 142 eV in the confining potential in Fig. 1(b) (dashed-dotted—green). The numerical simulation results for the spin splitting energy vs magnetic field in the above potential are shown in Fig. 4. Controlling eigenvalues more precisely with the help of gate potentials can lead to the design of spin based logic devices.

Finally, we plotted the spin splitted energy difference of the ground and first excited state versus magnetic field as shown in Fig. 5. Here we consider the externally applied electric field, $F_z = 10^4 \text{ V/cm}$ as an extra term in the piezoelectric potential of Fig. 1(b) (dashed—red) and solved the Schrödinger Eqs. (23) and (24) to get the ground state eigenvalues for $j=1/2$ and $j=-1/2$. We keep the Rashba coefficient value, $\alpha_R = 5 \times 10^{-4} \text{ eV nm}$. The spin splitting energy can be easily moved to the lower energy states or vice versa by applying suitable gate potentials. Here we show that by introducing external applied electric field, $F_z = 10^4 \text{ V/cm}$ as an extra term in the conduction band of AlN/GaN QD. Here we observe the effect of piezoelectric potential in the conduction band of two vertically stacked double QDs. Polarization of charges due to piezoelectric effect is different in AlN/GaN layer than the GaN/AlN layer in the QDs as shown in Fig. 6 which gives different band offsets as well as different asymmetric quantum wells on vertically stacked double QDs along $z$-direction as shown in Fig. 7(a). Similar type of results have been reported in the Ref. 55 but here we consider the Rashba spin orbit interaction as well as piezoelectric effect in the conduction band of AlN/GaN QD QB as an extra piece of information. However, the authors in Ref. 55 did not consider Rashba spin orbit interaction. Finally, we solve the coupled Schrödinger Eqs. (23) and (24) for the two vertically stacked double QDs in the piezoelectric potential of [Fig. 7(a)] (dashed—red and dashed-dotted—blue) to get the ground state eigenvalues and wave functions as shown in Figs. 7(b) and 7(c). We can predict that in vertically coupled QDs, different band offsets in the layer of AlN/GaN than the layer of GaN/AlN QDs change their properties with the variations in the distance between two vertically coupled QDs as shown in Fig. 7(a). It means, the localization of electron wave functions in vertically stacked double QDs depends on the separation between these dots. In Fig. 7(b), we observe that electron wave functions are localized to the upper QD if we keep the separation between the two vertically stacked QD is around 6 nm, pointing to the larger piezoelectric effect in the upper QD.
which is shown by the conduction band diagram in Fig. 7(a) (dashed—red). However, this effect is reduced with the increase in the separation between the two QDs as shown by the conduction band diagram in Fig. 7(b) and (c). The ground state eigenvalues and wave functions on the conduction band of two vertically stacked double AlN/GaN QD in the potential that has been considered in (a) (dashed line and dashed-dotted line). These wave functions and eigenvalues have been found by solving Eqs. (23) and (24). (d) Ground state (triangle pointing up) and first excited states eigenvalues (triangle pointing down) that was found in the potential of (a) vs separation between the two QDs. Here, we consider $j = -1/2$ and the electric field $F_z = 10^4$ V/cm, magnetic field 1 T and $\alpha_R = 5 \times 10^{-4}$ eV nm as a Rashba coefficient value.

![Figure 7](https://example.com/fig7.png)

FIG. 7. (Color online) (a) Effect of piezoelectric potential on the conduction band of two vertically coupled AlN/GaN QDs along $z$-direction. Here we take the distance between two vertically coupled QDs as a tuning parameter $2, 6, 10,$ and $14$ nm (solid line, dashed line, dotted line, and dashed-dotted line). (b) and (c) The ground state eigenvalues and wave functions on the conduction band of two vertically stacked double AlN/GaN QD in the potential that has been considered in (a) (dashed line and dashed-dotted line). These wave functions and eigenvalues have been found by solving Eqs. (23) and (24). (d) Ground state (triangle pointing up) and first excited states eigenvalues (triangle pointing down) that was found in the potential of (a) vs separation between the two QDs. Here, we consider $j = -1/2$ and the electric field $F_z = 10^4$ V/cm, magnetic field 1 T and $\alpha_R = 5 \times 10^{-4}$ eV nm as a Rashba coefficient value.

IV. CONCLUSIONS

We have carried out a numerical simulation study of gate induced tunability of the spin splitted energy in an AlN/GaN QD. We accounted for piezoelectric effect on the band structure of single and double QDs in presence of spin orbit interaction and employed a coupled numerical approach to obtain the eigenvalues and eigenstates based on the FEM.

The key result of this work is illustrated in Figs. 3 and 5: spin splitting energy can be significantly changed with the increase in the electric field as well as the magnetic field. First, we analyzed the piezoelectric effects on the band structure of single and vertically stacked double AlN/GaN QDs with wetting layers in presence of spin orbit interaction. We found that the spin splitting energy can be changed from lower eigenvalues to higher eigenvalues and vice versa with the help of gate potentials. Similarly, we observed that the separation between the two coupled QDs can be used as an additional tuning parameter which could be quite important for such applications as the design of the spintronics logic devices. The spin splitted ground and first excited states can be modified by changing the separation between the two vertically stacked double QDs which is crucial in the applications areas mentioned.
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APPENDIX: HAMILTONIAN IN CYLINDRICAL COORDINATES

In cylindrical polar coordinates, we have $x = \rho \cos \phi, y = \rho \sin \phi$, and $z = z$. According to chain rule, we can write

\[
\frac{\partial}{\partial x} = \cos \phi \frac{\partial}{\partial \rho} - \frac{\sin \phi}{\rho} \frac{\partial}{\partial \phi},
\]

(A1)

\[
\frac{\partial}{\partial y} = \sin \phi \frac{\partial}{\partial \rho} + \frac{\cos \phi}{\rho} \frac{\partial}{\partial \phi},
\]

(A2)
where \( \tan \phi = \frac{y}{x} \) and \( \rho = \sqrt{x^2 + y^2} \). With the help of Eqs. (A1) and (A2), the Hamiltonian Eq. (15) can be written in cylindrical coordinates as

\[
H_{xyz} = -\frac{\hbar^2}{2m_1 \rho \partial \phi} \left( \frac{\partial}{\partial \rho} + \frac{\partial^2}{\partial \phi^2} \right) \left( \frac{\partial}{\partial \rho} + \frac{\partial^2}{\partial \phi^2} \right) - \frac{\hbar^2}{2m_2 \rho} \left( \frac{\partial^2}{\partial \rho^2} \right) - \frac{i\hbar \omega_e}{2} \frac{\partial}{\partial \phi} + \frac{1}{8} m_1 \omega_e^2 \rho^2 + E_c(r_z) + eV(r_z) + eF_z \rho_1 \rho_2.
\]

\[
(A3)
\]

where \( m_1^+ \) and \( m_2^+ \) are the effective masses and \( \omega_e = (eB/m_1^+ c) \) is the cyclotron frequency. Also, with the help of Eqs. (A1) and (A2), the Hamiltonian (17) can be written in cylindrical coordinates as

\[
H_{\rho \phi} = \begin{bmatrix}
0 & \alpha_{ge} e^{-i\phi} \left[ \frac{\partial}{\partial \rho} - \frac{i}{\rho} \frac{\partial}{\partial \phi} + \frac{eB \rho}{2h} \right]
\alpha_{ge} e^{i\phi} \left[ -\frac{\partial}{\partial \rho} - \frac{i}{\rho} \frac{\partial}{\partial \phi} + \frac{eB \rho}{2h} \right]
\end{bmatrix}.
\]

\[
(A4)
\]

Finally, the strain dependent part of the electron Hamiltonian (16) can be written in cylindrical coordinates as

\[
H_{\rho \phi}^S = \alpha_{ge}^{(r)} \rho \epsilon_{zz}(r) + \alpha_{ge}^{(r)} \left[ \frac{\partial \rho_0}{\partial \rho} + \frac{u_\rho}{\rho} + 2e_a^* \right].
\]

\[
(A5)
\]

By substituting the components of Eq. (19) into Eqs. (A3)–(A5), we get the total Hamiltonian \( H \) in cylindrical coordinates which was written in Eq. (20).
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