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Abstract In this paper, a new structure of cooperative learning automata so-called extended learning automata (eDLA) is introduced. Based on the proposed structure, a new iterative randomized heuristic algorithm for finding optimal subgraph in a stochastic edge-weighted graph through sampling is proposed. It has been shown that the proposed algorithm based on new networked-structure can be to solve the optimization problems on stochastic graph through less number of sampling in compare to standard sampling. Stochastic graphs are graphs in which the edges have an unknown distribution probability weights. Proposed algorithm uses an eDLA to find a policy that leads to an induced sub-graph that satisfies some restrictions such as minimum or maximum weight (length). At each stage of the proposed algorithm, eDLA determines which edges to be sampled. This eDLA-based proposed sampling method may result in decreasing unnecessary samples and hence decreasing the time that algorithm requires for finding the optimal sub-graph. It has been shown that proposed method converge to optimal solution, furthermore the probability of this convergence can be made arbitrarily close to 1 by using a sufficiently small learning rate. A new variance-aware threshold value was proposed that can be improving significantly convergence rate of the proposed eDLA-based algorithm. It has been shown that the proposed algorithm is competitive in terms of the quality of the solution.
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1 Introduction

Automata models for learning systems introduced in the 1960s were popularized by Narendra in [14] as learning automata (LA). Afterward, there have been many advances in the theory and applications of these learning models [21]. Especially, groups of LA forming teams or feed forward networks have been shown to converge to desired solutions by proper choice of learning rate [21,19]. Fundamentally, Learning Automata are simple agents for doing simple things. The full potential of learning automaton is realized when a group of automata interact to each other to solve the specified problem. One of the interconnected structures of learning automata is Distributed Learning Automata, which in [5] the complete version of it was introduced and applied [5].

DLA as a network of learning automata which collectively cooperate in the random environment to solve a particular problem, repeatedly has been used to solve various problems, especially issues related to random graphs with weighted edges or vertices [6,9,12].

One of the obvious drawbacks of DLA, as a distributed multi-agent system, is that, next active agent is selected directly by the action taken by the current active agent. In other words, in DLA, at any time only one LA is active and able to take action on the environment. Next active LA specified by the action is chosen by the current active LA. Although this network of LA has been able to solve various problems in random graphs such as finding shortest path [12,5,1,13], or problems in other areas such as web documents clustering [19], web page rank [5], link prediction in adaptive web sites [10], user modeling in adaptive hypermedia [11], web usage mining [4] and so on, but LA activation mechanism in DLA, has limited its application.

In this paper, the extended approach to activation mechanism of LAs in DLA is introduced, referred to as eDLA. Furthermore we introduce an algorithm based on eDLA to finding optimal sub graph in random graphs. The rest of paper is organized as follows. In section 2 we first briefly deal with learning automata theory, graph theory and stochastic graph. In addition to this, eDLA is introduced in this section. In section 3, our eDLA-based proposed algorithm is presented. Section 4 is aimed at proving the convergence of the proposed algorithm. Section 5 evaluates the performance of the proposed algorithm through the simulation experiments. Finally in the last section we discuss the findings of this paper and present ideas for future researches.

2 Random Graph, Learning Automata and DLA

In order to better understand the proposed algorithms and methods discussed in this paper, the concepts of random graph, learning automata and distributed learning automata are briefly described in this section.

2.1 Stochastic Graph:

A stochastic graph G is denoted by a triple $G = (V, E, Q)$ where $E \subseteq V \times V$ is a set of edges, $V = \{v_1, v_2, ..., v_n\}$ is a set of nodes, and $n \times n$ matrix $Q_{n \times n}$ is
the probability distribution describing the statistics of edge lengths where \( n \) is the number of nodes. For each edge \( e_{(i,j)} \in E \) associated weight \( w_{ij} \) is assumed to be a positive random variable with \( q_{ij} \) as its probability density function (PDF), which is assumed to be unknown in this paper. As a result, any proposed algorithm in this paper is based on the assumption that the \( q_{ij} \) is not known apriori.

### 2.2 Stochastic Learning Automata:

A stochastic learning automaton is an adaptive decision making unit that improves its performance by learning how to choose the optimal action from a finite set of allowable actions through repeated interactions with a random environment. At each instant, automata choose an action from its available actions, based on a probability distribution kept over the action set. Selected action is served as the input to the random environment. The environment responds to the taken action with a reinforcement signal called as stochastic response. Based on the reinforcement feedback from the environment, the action probability vector is updated based on learning process which is known as reinforcement scheme. The objective of this process is to find the optimal action from the actions-set so that the average penalty received from the environment is minimized.

From a mathematical point of view, a Learning Automata can be considered as a finite state machine that can be described by a 5-tuple as follow:

\[
S \equiv \{\alpha, \beta, F, G, \varphi\}
\]  

where:

- \( \alpha \equiv \{\alpha_1, \alpha_2, \ldots, \alpha_r\} \) is a set of actions (or outputs of automaton). The output or action of an automaton at the instant \( n \) is an element of finite set \( \alpha \) which is denoted by \( \alpha(n) \).
- \( r \) is the number of available actions
- \( \beta \equiv \{\beta_1, \beta_2, \ldots, \beta_m\} \) is a set of responses from environment (or inputs of automaton). The input \( \beta(n) \) from the environment is an element of set \( \beta \) which could be either a finite set or infinite set such as interval on the real line.
- \( F \equiv \varphi \times \beta \rightarrow \varphi \) is a function that maps the current state and input into the next state
- \( G \equiv \varphi \rightarrow \alpha \) is a function that maps the current state to next output
- \( \varphi(n) \equiv \{\varphi_1, \varphi_2, \ldots, \varphi_k\} \) is a set of internal states of automaton at any instant \( n \)

\( \alpha \) is a set of outputs (actions) of automaton. At each step, automaton chooses one of these actions \( (r \) is the number of possible actions) and applies it to the environment. \( \beta \) identifies set of inputs to the automaton. \( F \) and \( G \) are functions that map the current input to the next output (next action). If \( F \) and \( G \) are deterministic, then automaton is a deterministic automaton. In a deterministic automaton if current state and input of automaton are given, then next state and output of automaton are to be determined uniquely. If the mappings \( F \) and \( G \) are non-deterministic, automaton is a stochastic automaton (or SLA). Stochastic Learning Automata can be classified into two main families: Fixed Structure (FSLA) and Variable Structure (VSLA).
2.2.1 Environment:

The mathematical model of an environment can be described by a 3-tuple \( \{\alpha, \beta, c\} \) where

- \( \alpha \equiv \{\alpha_1, \alpha_2, \ldots, \alpha_r\} \) is a final set of inputs
- \( \beta \equiv \{\beta_1, \beta_2, \ldots, \beta_m\} \) is a set of values that can be taken by the reinforcement signal
- \( c \equiv \{c_1, c_2, \ldots, c_r\} \) is a set of the penalty probabilities where the element \( c_i \) is associated with the given action \( \alpha_i \)

Based on the penalty probabilities, random environments can be classified into stationary and non-stationary ones. In a stationary random environment the penalty probabilities are constant, whereas in a non-stationary random environment these probabilities are varying with time. Based on the number of reinforcement signal, \( \beta \), the environments can be classified into P-model-model, Q-model and S-model. The environments, in which the reinforcement signal can only take two binary values 0 and 1, are referred to as P-model environments. Another class of the environment allowing a finite number of the values in the interval \([0,1]\) can be taken by the reinforcement signal. Such an environment is referred to as Q-model. In S-model environments, the reinforcement signal lies in interval \([a,b]\).

In a P-model environment penalty probability associated with an action can be represented as follow:

\[
    c_i \equiv \text{Prob}(\beta(n) = 1|\alpha(n) = \alpha_i), \, i \in \{1,2,\ldots,r\}
\]  \tag{2}

The relationship between the learning automaton and its random environment has been shown in figure 1.

Variable structure learning automata are represented by a triple \((\beta, \alpha, T)\) where \( \beta \) is the set of inputs, \( \alpha \) is the set of actions, and \( T \) is learning algorithm. The learning algorithm is a recurrence relation which is used to modify the action probability vector.

2.2.2 Linear Learning Algorithm:

Let \( \alpha_i(k) \in \alpha \) and \( p(k) \) denote the action chosen at instant \( k \) and the action probability vector on which the chosen action is based, respectively. The recurrence equation shown by \( [\text{I}] \) and \( [\text{II}] \) is a linear learning algorithm by which the action
probability vector \( p(k) \) is updated. Let be the action chosen by the automaton at instant \( k \).

\[
p_j(k+1) = \begin{cases} 
(1-a) \times p_j(k) + a & j = i \\
(1-a) \times p_j(k) & \forall j \neq i 
\end{cases}
\]  
(3)

When the taken action \( \alpha_i(k) \) is rewarded by the environment (i.e., \( \beta(k) = 0 \)) and

\[
p_j(k+1) = \begin{cases} 
(1-b) \times p_j(k) & j = i \\
(1-b) \times p_j(k) + \frac{b}{r-1} & \forall j \neq i 
\end{cases}
\]  
(4)

When the taken action \( \alpha_i(k) \) is penalized by the environment (i.e., \( \beta(k) = 1 \)) for \( r \) is the number of actions chosen by the automaton. If \( a = b \), the recurrence equations (3) and (4) are called linear reward-penalty (LR-P) algorithm. If \( a \gg b \) then the given equations are called linear reward-\( \epsilon \)-penalty (LR-\( \epsilon \)P), and finally if \( b = 0 \) then they are called linear reward-Inaction (LR-I). In the latter case, the action probability vectors remain unchanged when the taken action is penalized by the environment.

### 2.2.3 Variable action set Learning Automaton:

If the number of actions of learning automaton is varying in time, it is called the variable action set learning automaton. The absolute expediency and \( \epsilon \)-optimality of this type of learning automata under the LR-I reinforcement scheme is shown in [22]. Assume that \( \alpha \equiv \{\alpha_1, \alpha_2, \ldots, \alpha_r\} \) denotes the set of actions of a learning automaton and \( V(n) \subset \alpha \) is a non-empty subset of the actions at time \( n \). \( V(n) \) represents the available (or selectable) actions of the learning automaton at any time \( n \) that is called active actions. Selecting the elements of \( V(n) \) is done randomly by an external factor. The procedure of selecting an action and updating the action probability vector in this type of learning automaton can be described as follows: let at time \( n \), \( V(n) \) be the set of active actions and \( K(n) = \sum_{\alpha_i \in V(n)} p_i(n) \) represents the sum of probability of active actions. Before the select of an action, the active actions probability vector is scaled by the equation (5)

\[
\forall \alpha_i \in V(n) : \hat{p}_i(n) = \frac{p_i(n)}{K(n)} 
\]  
(5)

Afterward, the learning automaton randomly selects an action according to the scaled action probability vector \( \hat{p}(n) \equiv \{\hat{p}_i(n) | \alpha_i \in V(n)\} \). According to the received response from the environment, scaled action probability vector \( \hat{p}(n) \) is updated. Finally the active action probability vector \( p(n) \) is rescaled as mentioned in the equation (6)

\[
\forall \alpha_i \in V(n) : \hat{p}_i(n) = p_i(n) \times K(n) 
\]  
(6)
2.2.4 Distributed Learning Automata:

Distributed Learning Automata (DLA) is a network of automata which collectively cooperate to solve particular problem. A DLA can be modeled by a directed graph in which the set of nodes of graphs constitutes the set of automata and the set of outgoing edges for each node constitutes the set of actions for corresponding automaton. When an automaton selects one of its actions, another automaton on the other end of the edge corresponding to the selected action will be activated. An example of DLA is given in figure 2. In this example, if automaton $LA_1$ selects action $a_{13}$, then automaton $LA_3$ will be activated. Activated automaton $LA_3$ chooses one of its actions and so on. At any time only one automaton in the network will be activated.

Formally, a DLA can be embedded in a graph and can be defined by a 4-tuple $(A, E, T, A_0)$ where $A = \{A_1, A_2, \ldots, A_n\}$ is the set of learning automata, $E \subseteq A \times A$ is the set of the edges in which edge $e_{ij}$ corresponds to the action $a_{ij}$ of the automaton $A_i$. $T$ is the set of learning schemes with which the learning automata update their action probability vectors, and $A_0$ is the root automaton of DLA from which the automaton activation is started. The operation of DLA can be described as follows:

- On each activation of root node, one of its outgoing edges (one action of root automaton) is chosen on the basis of action probability vector of root node automaton.
- The selected edge activates one learning automaton on the other end of the selected edge
- This automaton also selects an action which results in activation of another automaton
- This process is repeated until a leaf node is reached
- The leaf node, is a node that interacts to environment

Restricted version of DLA is introduced at first in [20] where underlying graph is a DAG and $L_{R-I}$ algorithm with decaying reward parameters is used as learning algorithm. Meybodi-Beigy introduce a DLA in which the underlying graph is not restricted to a dag, but in order to restrict a learning automaton to appear more than once in any path, the LA with changing number of actions are used [6].
3 Extended Distributed Learning Automata: eDLA

eDLA, is a network of interconnected cooperative learning automata, supervised by a set of communication rules governing the order of operation of Learning Automaton. In eDLA, each learning automaton has an activity level, changing according to the problem solved by eDLA and communication rules. At any time, only one automaton has high activity level, which can perform an action on the environment.

Formally, an eDLA similar to DLA, can be embedded in a graph and defined by a 7-tuple $eDLA \equiv \{A, E, S, P, S^0, F, C\}$ where $A$ is a set of vertices of graph and $E$ is the set of edges of $G \equiv (A, E)$ so called as communication graph. $S \equiv \{s_1, s_2, \ldots, s_n\}$ is a set of activity level corresponding to each of learning automaton in eDLA and activity level of learning automaton $A_i$, is defined by $s_i$. Each automaton can be in one of the following activity levels: Passive, Active, Fire and Off represented by $Pa$, $Ac$, $Fi$ and $Of$ respectively. $Fi$ is the highest level of activity of Learning Automata and $Pa$ and $Of$ are the lowest level of it. The difference between $Pa$ and $Of$ is that, when a Learning Automata downgrade to $Of$ level of activity, at this level, cannot change to other levels, but in $Pa$ level, upgrades to higher level is possible. At any time only one of the automata in the eDLA will be in $Fi$ level of activity that called Fire Automaton. In an eDLA, is the finite set of rules that governs the activity levels of each automaton. These rules based on the current activity level of each automaton and activity levels of its parents or adjacent automata in G, determines the next level of activity. These rules may vary depending on the problem being solved by eDLA.

$S^0 = (s_1^0, s_2^0, \ldots, s_n^0)$ is called the initial state of the eDLA. $F \equiv \{S^F|S^F = (s_1^F, s_2^F, \ldots, s_n^F)\}$ is called final conditions. $F$ is a set of circumstances in terms of activity levels of automata, that if realized at least one of them, eDLA is transferred to the final state. Obviously has at least one item, that is a situation where activity of all automata in eDLA is $Of$. $C$ is a special function that selects one automaton in eDLA. This selection is done based on the current activity level of each automaton in eDLA and the associated problem that eDLA is designed to solve it. This function is called Fire Function or briefly Fire. In the following discussion we will explain more this function. The number of actions for a particular automata, is equal to degree (in situation that G is a undirected graph) or out degree (if G is a directed graph) of corresponding node in communication graph G.

The eDLA works as follows:

- At first, a network of learning automaton which is isomorphic to an input graph is created. In this network, each node is a learning automaton and each edge (or outgoing edge) of this node is one of the actions of this learning automaton.
- The eDLA starts from state $S^0$ and based on the rules $P$, the activity level of each learning automaton in eDLA changes. These changes make the state of eDLA change from $S^0$ to $S^1$. The transition from state $S^i$ to $S^{i+1}$ continues until the eDLA reaches to a final state.
- At each time, a node that has a high activity level ($Fi$), selects an action from its available actions set and applies it to the environment. After this, fire automaton switches to low activity level $Of$. Moreover, based on the commu-
By a sequence of instantaneous descriptions, such as follow:

Based on the above definitions and notations, a run in an eDLA can be described as a network of learning automata as a team that cooperate together to solve a specific problem. The next fire automaton is selected from the set of automata with active level (Ac) of activity. This selection often is done randomly.

Run : A run is the change of activity level of all automata in an eDLA to Off level until at least one of the final conditions is realized. The activity-level change is done based on the activity-change-cycle Passive → Active → Fire → Off. At the beginning of each run, there is at least one automaton with Ac level of activity. This automaton is called the root and is represented by . All of these automata are denoted by $S$.

Instantaneous Description: is an ordered 4-tuple $D^{i} = (D_{Of}^{i}, D_{Fi}^{i}, D_{Ac}^{i}, D_{Pa}^{i})$ where $D_{Fi}^{i} \subseteq A \forall i \in \{Pa, Ac, Fi, Of\}$ and $D_{Fi}^{1} \cap D_{Fi}^{n} = \phi \forall i, j \in \{Pa, Ac, Fi, Of\}

When a learning automaton in the eDLA performs one of its actions, instantaneous description changes when the activity level of a learning automaton in eDLA changes to Fi level. Initial instantaneous description, $D^{0}$, of eDLA is defined as $D^{0} = (D_{Of}^{0}, D_{Fi}^{0}, D_{Ac}^{0}, D_{Pa}^{0}) = (\phi, \phi, \{A_{0}\}, \{A_{0}\})$ and default final instantaneous description is defined as $D_{final}^{final} = (D_{Of}^{final}, D_{Fi}^{final}, D_{Ac}^{final}, D_{Pa}^{final}) = (A, \phi, \phi, \phi)$

Based on the above definitions and notations, a run in eDLA can be described by a sequence of instantaneous descriptions, such as follows: Run $\equiv D^{0} \triangleright_{fire} D^{1} \triangleright_{action} D^{2} \triangleright_{fire} \ldots \triangleright D^{n} \in F$

For a better understanding of definitions, see figure 3 for an example of a run$\triangleright_{fire(1)} \phi, \phi, \{1, 2, 3, 4, 5, 6\}$ $\triangleright_{action(12)} \phi, \phi, \{1, 2, 3, 4, 5, 6\}$

$\triangleright_{fire(3)} \{1, 3\}, \phi, \{1, 2, 3, 4, 5, 6\}$ $\triangleright_{action(32)} \{1, 3\}, \phi, \{1, 2, 3, 4, 5, 6\}$

$\triangleright_{fire(4)} \{1, 3\}, \phi, \{2, 3, 4, 5, 6\}$ $\triangleright_{action(46)} \{1, 3\}, \phi, \{2, 3, 4, 5, 6\}$

$\triangleright_{action(32)} \{1, 3\}, \phi, \{2, 3, 4, 5, 6\}$ $\triangleright_{fire(2)} \{1, 3\}, \phi, \{2, 3, 4, 5, 6\}$

Thus, the eDLA is a dichotomous structure consisting of a fire function and a network of learning automata as a team that cooperate together to solve a specific problem.
problem. The fire function is differing depending on the problem, but in general the task of fire function is to determine the automaton which should do an action in a random environment. Figure 4 shows the general structure of an eDLA.

3.1 Solving stochastic induced sub-graph problem by eDLA

As mentioned earlier, stochastic graph is a suitable model for describing many real-world problems. For example, in computer networks, communication links between switching elements such as routers and switches can be modeled as a random edge-weighted graph. Suppose we want to find an induced sub-graph with certain restrictions in such stochastic graph. For example we might to find a sub-graph that is spanning tree with minimum total weight. Finding induced sub-graph that satisfies certain restrictions in a stochastic graph with unknown distribution random edge-weighted, in general is a #P-Hard problem and we called this as solving stochastic induced sub-graph problem in the rest of this paper. One solution to this problem is sampling from edges in order to estimate deterministic mean value of edge weight and then to solve problem in deterministic equivalent graph obtained by replacing stochastic edge by resulting deterministic edge. This requires a large number of samples. Another solution to this problem is purposeful sampling. One of these methods is the sampling by eDLA. In this way, by using an eDLA, sampling is done from more efficient edges. This sampling method may result in running time of algorithm by decreasing unnecessary samples. The general procedure used by eDLA-based algorithm can be shown in Algorithm 1.

As can be seen in the pseudo-code in Algorithm 1, several functions have been used in the algorithm:
Algorithm 1: eDLA-Based Algorithm Pseudo Code

Require: Stochastic Graph $\mathcal{G} = (V, E)$, $P_s$; $K_s$;
1: Assign a LA to each node of $\mathcal{G}$ and make an eDLA=(V,E)
2: Let $S$ denotes the constructed sub-graph;
3: Let $W_s$ denotes the weight of constructed sub-graph;
4: $P \leftarrow 0$
5: $K \leftarrow 0$
6: while $K \leq K_s \lor P \leq P_s$ do
7: $S \leftarrow \phi$;
8: $W_s \leftarrow 0$;
9: $v$=ROOT(); \hspace{1em} \triangleright \text{ROOT()} determines a start node according to the problem
10: $A_p \leftarrow V - \{v\}$ \hspace{1em} \triangleright \text{$A_p$ = set of LA with “Passive” level}
11: $A_a \leftarrow \{v\}$ \hspace{1em} \triangleright \text{$A_a$ = set of LA with “Active” level}
12: $A_o \leftarrow \phi$ \hspace{1em} \triangleright \text{$A_o$ = set of LA with “Off” level}
13: $A_f \leftarrow \text{Fire}(eDLA)$; \hspace{1em} \triangleright \text{$A_f$ is a LA that has “Fire” level}
14: while $A_f \neq \phi$ do
15: $A_a = \text{Update}(A_f, G)$; \hspace{1em} \triangleright \text{Activate according to adjacency with $A_f$}
16: $\alpha \leftarrow \text{SelectAction}(A_f)$; \hspace{1em} \triangleright \text{for prevent loop creation}
17: disable action $\alpha$ in adjacent active automata
18: $S \leftarrow S \cup \text{edge}(A_i, \alpha)$;
19: $W_s \leftarrow W_s + \text{SampledWeight(edge}(A_f, \alpha))$;
20: $A_o \leftarrow A_o \cup A_f$;
21: $A_f \leftarrow \text{Fire}(eDLA)$;
22: end while
23: $K \leftarrow K + 1$
24: response=Evaluate($W_s$, Threshold,K); \hspace{1em} \triangleright \text{response=reward or penalty}
25: for all $LA \in A_o$ do
26: if response = reward then
27: reward selected action by LA \hspace{1em} \triangleright \text{by LR-I scheme}
28: end if
29: enable all disabled actions \hspace{1em} \triangleright \text{for next run}
30: end for
31: Threshold=Update($W_s$, Threshold,K);
32: $P = \prod P(A_m, \alpha_n) \forall \text{edge}(m, n) \in W_s$
33: end while

- **Fire function**: this function, at each stage, indicates one automaton as fire automaton according to the activity level of each automaton and communication rules used by eDLA (e.g. it selects randomly an automaton from automata with $A_c$ level of activity). Furthermore, based on the P rules of eDLA and fire automaton, other adjacent automata with fire automaton, which have $P_a$ level of activity upgrade to $A_c$ level.

- **Selectaction function**: this function takes the number of current fire automaton, as input parameters, and selects one action from available actions set of this automaton. This selection is done according to the selection action probability vector of specified automaton. After this, activity level of specified fire automaton downgrade to $O_f$. After selecting an action, and if the induced graph must be acyclic, the actions that can cause loop must be disabled in the set of actions in other automata with $A_c$ level of activity. Algorithm which used to avoid the creation of loop will be described later.

- **Evaluate function**: This function is used by environment to evaluate selected action of eDLA. The action of eDLA is a sequence of actions that represents a particular induced sub-graph in the stochastic graph. The environment uses the sample length of this induced-graph ($W_s$) to produce its response. This re-

sponse, depending on whether it is unfavorable or favorable, causes the actions corresponding to induced sub-graph edges, penalized or rewarded respectively. After evaluation of eDLA action, all of the disabled actions are enabled and activity level of all automata in eDLA is set by \( Pa \).

- **Update function**: let us assume the induced sub-graph \( s_i \) is selected at stage \( k \) the average weight of all previously constructed sub-graphs by eDLA is called dynamic threshold and denoted by \( T \). At each stage \( n > 1 \) dynamic threshold \( T \) is computed as

\[
T = T_n = \frac{1}{k} \sum_{j=1}^{n} W_{s_i} \tag{7}
\]

Where in (7), \( W_{s_i} \) denotes the weight of sub-graph \( s_i \) and defined as \( W_{s_i} = \sum_{e(s,t) \in s_i} w(s,t) \). \( w(s,t) \) is a positive random variable and show the weight of \( e(s,t) \) at \( k^{th} \) iteration of algorithm.

The process of doing **Fire function** and **Select action** function is repeated until all automata in eDLA downgrade to **Of** activity level. After this, length of the induced sub-graph is computed and compared with the dynamic threshold. Depending on the problem associated to eDLA and constraint that should be satisfied by sub-graph and the result of this comparison, all the learning automata with **Of** activity level update their action selection probability vector (**Evaluate** function) and dynamic threshold is updated according to **Update** function described above.

The process of constructing sub-graph is repeated until the stopping condition is reached where at this point the last constructed sub-graph is the sub-graph that satisfies specific constraint among all induced sub-graphs. Stop condition can be either the probability of choosing the edges of the sub-graph called the sub-graph probability greater than a certain pre-defined threshold or pre-specified numbers of sub-graphs selected.

### 3.2 Improvement:

Our studies show that as the dynamic threshold value is close to the weight of optimal sub-graph, eDLA learning ability is reduced. To solve this problem, rather than the dynamic threshold which is an average of obtained sub-graph weights, we use a different criterion. This criterion should be able to consider mean and variance of weight of sampled sub-graphs. However in order to reduce the computational complexity of proposed improvement and applicability of these:

- First, we need to use a simple estimate such as stochastic gradient for mean and variance
- Secondly, the weight of individual edge is not observable and the total weight, given by the sum of the weights of all edges on the sub-graph is subsequently observed

Thus, the stochastic graph is considered as a black box and at each step, any proposed improvement, only has access to weight of current sampled sub-graph, approximated mean and variance of the previously sampled sub-graphs. In this way, no additional assumption imposed on the stochastic graph and learning automata simplicity is not violated.

To obtain a new criterion, at each stage \( k \) we have to do this:
The $Err_k$ is calculated as differences between the weight of obtained sub-graph ($W_k$) at stage $k$ and estimated mean of previously obtained sub-graph weights ($T_{k-1}$). In other words $Err_k = W_k - T_{k-1}$.

The estimated value of mean is updated by $T_k = T_{k-1} + \alpha \times Err_k$

The estimated value of variance is updated by equation

$$Var_k = Var_{k-1} + \beta \times (|Err_k| - Var_{k-1})$$

It is clear that $Var_k$ estimates the mean deviation instead of standard deviation and we have $mdev^2 = (\sum |W - T|)^2 \geq \sum |W - T|^2 = \delta^2 = std^2$. This shows that mean deviation is greater than standard deviation and hence it is more conservative than the standard deviation.

In order to evaluate eDLA action in proposed algorithm instead of dynamic threshold we use a linear combination of estimated mean and estimated variance. In minimization problem we use $T_k/2 + 2 \times Var_k$ as upper bound for comparison. In maximization problem we use $T_k/2 - 2 \times Var_k$ as lower bound for comparison.

4 Asymptotic Behavior of eDLA-based Proposed Algorithm:

Learning automata can automatically improve their behavior based on a response from a random stationary environment, but when connected with each other, their behavior becomes complex and hard to analyze [20]. In this section we analyze the behavior of eDLA-based proposed algorithm (Algorithm(1)) for finding optimal sub-graph in stochastic graph. For this purpose, we use the similar method proposed by [14] and [8] to study the convergence of algorithm and in [6] used to study the asymptotic behavior of DLA. Basically two types of convergence for different reinforcement schemas are reported in the literatures[14]. In first mode of convergence that occurs typically in the case of expedient schemas (e.g. $L_{R-P}$), the distribution functions of the sequence of action probabilities converge to a distribution function. For example, it can be shown that when the $L_{R-P}$ algorithm is used, the selection action probability $p(n)$ converges to a random variable with a continuous distribution and the variance will be computable and hence can be made as small as desired by the proper choice of parameters of $L_{R-P}$ scheme. A second and stronger mode of convergence occurs in the case of $\epsilon$-optimal schemes (such as $L_{R-I}$ scheme). In this mode by using the martingale convergence theorem it can be proved that the sequence of action probabilities converges to a limiting random variable with probability one [8].

In [6], authors introduce path probability concept in DLA. Then by a method similar to [15] they prove that if the graph has unique shortest path, the path probability of the shortest path converges to one in the proposed algorithm and hence the proposed algorithm converges to shortest path with probability as close as to unity. In this section we will use the proposed method in [6] to prove convergence of our proposed algorithm.

Throughout this section we consider following notations: assume that in the proposed algorithm (Algorithm(1)) up to stage $k$, sub-graph $s_i$ (for $i=1,2,\ldots,r$ which $r$ is the number of sub-graphs) is selected $k_i$ times, where $k = \sum_{i=1}^{r} k_i$. Also assume that sub-graph $s_i$ is selected at stage $k+1$. Let $W_{s_i}(j)$ denotes the weight
of \( s_i \) (for \( i=1,2,\ldots,r \)) at the \( j^{th} \) sampling time (for \( j=1,2,\ldots,k \)) according to proposed algorithm, we have:

\[
\begin{align*}
    d_i(k) &= \text{Prob}[W_{s_i}(k+1) \text{ Satisfies } T_k] \\
    c_i(k) &= \text{Prob}[W_{s_i}(k+1) \text{ not Satisfies } T_k] = 1 - d_i(k)
\end{align*}
\]  

(8)

Where \( c_i(k) \) and \( d_i(k) \) denote penalty and reward probabilities of induced sub-graph \( s_i \) at stage \( k \), respectively and \( T_k \) is the dynamic threshold value as described in Equation(7) (section 3.1). The probability of induced sub-graph \( s_i \) defined as the product of probability of choosing the edges of \( s_i \) and denoted by \( q_i \). \( q_i(k) \) represents the probability of choosing sub-graph \( s_i \) at the stage \( k \).

**Theorem 1** Suppose that \( s_i \) is the optimal induced sub-graph. If \( \mathbf{q} = [q_i]_{i=1,2,\ldots,r} \) is updated according to the proposed algorithm then \( \lim_{n \to \infty} q_i(n) \overset{a.s.}{=} 1 \).

In other words, theorem 1 asserts that the proposed algorithm converges to the optimal sub-graph with a probability as close to 1 as desired.

**Proof:** the proof of this theorem is done in multiple stages: at first, \( q_i(k) \) is computed as a function of probabilities of actions of learning automata that construct the sub-graph \( s_i \). In second stage, it is shown that for large enough \( k \), the probability of choosing the optimal sub-graph by the proposed algorithm is a sub-martingale process. In the next stage of the proof, using the martingale convergence theorem convergence of the proposed algorithm to optimal sub-graph is shown. The proposed algorithm uses \( L_{R-1} \) scheme as learning algorithm of automaton. In this scheme the action probability vector of eDLA, \( \mathbf{q}(n) \) converges to the set of absorbing states with probability one (this was shown at the previous stage of proof) that one of them is the desired one. We can only say that \( \mathbf{q}(n) \) converges to the desired state with a positive probability. In the final stage of proof, quantify this probability by the method proposed by [15].

**Lemma 1** If \( \mathbf{q} \) is updated according to the proposed algorithm and \( c_i(k) \) and \( d_i(k) \) denote penalty and reward probabilities of induced sub-graph \( s_i \) at stage \( k \) respectively that define by Equation(9), then we have

\[
    E[q_i(k+1)|\mathbf{q}(k)] = \sum_{j=1}^{r} q_j(k) \left[ c_j(k) q_i(k) + d_j(k) \prod_{e_{(m,n)} \in s_i} \delta_n^{m}(k) \right]
\]

(9)

Where in Equation(9), \( E[\cdot] \) denotes the mathematical expectation and we have:

\[
    \delta_n^{m}(k) = \begin{cases} 
    p_n^{m}(k+1) = p_n^{m}(k) \times (1 - a) + a & e_{(m,n)} \in s_j \\
    p_n^{m}(k+1) = p_n^{m}(k) \times (1 - a) & e_{(m,n)} \notin s_j
    \end{cases}
\]

(10)

**Proof:** Proposed algorithm uses the reinforcement \( L_{R-1} \) scheme to evaluate eDLA action. Assume that at stage \( k \) sub-graph \( s_j \) is selected by eDLA. If the selected sub-graph is penalized by the random environment (with probability \( c_j(k) \)), the probability of choosing all sub-graphs in the graph remain unchanged. If the selected sub-graph is rewarded by the random environment (with probability \( d_j(k) \)), two cases are conceivable:

1. \( s_j \) and \( s_i \) have no common edges: in this case all edges forming \( s_i \) are penalized and the probability of choosing \( s_i \) decreases.
II : $s_j$ and $s_i$ have some common edges; in this case common edges are rewarded and other uncommon edges of $s_i$ are penalized.

By the above description we have:

$$E[q_i(k+1)|q(k)] = \sum_{j=1}^{r} E[q_i(k+1)|q(k), \alpha_j] \times p(\alpha_j|q(k)) \quad (11)$$

In Equation (11) $\alpha_j$ denotes the all learning automata actions that resulted in the selection of sub-graph $s_j$ by eDLA

But

$$p(\alpha_j|q(k)) = q_j(k) \quad (12)$$

And:

$$E[q_i(k+1)|q(k), \alpha_j] = c_j(k)q_i(k) + d_j(k) \prod_{e_{(m,n)} \in s_i} (p_{n}^m(k) \uparrow) \prod_{e_{(m,n)} \in s_j} (p_{n}^m(k) \downarrow) \quad (13)$$

where $p_{j}^i(k)$ represents the probability of selection of edge $e_{(i,j)}$ or equally probability of choosing action $\alpha_j$ by fired automaton $A_i$ at stage $k$. In addition $p_{j}^i(k) \downarrow$ and $p_{j}^i(k) \uparrow$ denote the decreasing and increasing of $p_{j}^i(k)$ respectively by $L_{R-j}$ reinforcement scheme as follows:

$$p_{j}^i(k+1) = \begin{cases} p_{j}^i(k) \downarrow = p_{j}^i(k) \times (1 - a) \\ p_{j}^i(k) \uparrow = p_{j}^i(k) \times (1 - a) + a \end{cases} \quad (14)$$

By replacing Equations (12) and (15) into Equation (11) we obtain:

$$E[q_i(k+1)|q(k)] = \sum_{j=1}^{r} q_j(k) \left[ c_j(k)q_i(k) + d_j(k) \prod_{e_{(m,n)} \in s_i} (p_{n}^m(k) \uparrow) \prod_{e_{(m,n)} \in s_j} (p_{n}^m(k) \downarrow) \right] \quad (15)$$

We thus proved the lemma $\square$

Lemma 2 For a given stochastic graph, when $s_i$ is the optimal sub-graph and $q(k)$ is updated according to the proposed algorithm, the increment in the conditional expectation of $q_i(k)$ subject to $q(k)$, $\Delta q_i(k) = E[q_i(k+1) - q_i(k)|q(k)]$ is always non-negative.

Proof : based on the proposed algorithm we can see that it atmost chooses $(n-1)$ edges of the stochastic graph and forms one of $r$ distinct sub-graph. After some algebraic operations we obtain

$$\Delta q_i(k) = E[q_i(k+1) - q_i(k)|q(k)]$$

$$= \prod_{e_{(m,n)} \in s_i} E[p_{n}^m(k+1)|p_{n}^m(k)] - \prod_{e_{(m,n)} \in s_i} p_{n}^m(k)$$

$$\geq \prod_{e_{(m,n)} \in s_i} (E[p_{n}^m(k+1)|p_{n}^m(k)] - p_{n}^m(k)) = \prod_{e_{(m,n)} \in s_i} \Delta p_{n}^m(k) \quad (16)$$
where
\[
\Delta p_u^r(k)_{\forall \epsilon(t,u) \in s_t} = a p_u^r(k) \sum_{s \neq u} p_u^r(k) (c^u(k) - c_s^u(k)) \tag{17}
\]

Where \( p^m(k) \) denotes the action selection probability of learning automaton \( A_m \) in the eDLA and \( p^m_n(k) \) denotes the probability of selecting edge \( e_{(m,n)} \) at stage \( k \). In addition \( c^m_n(k) \) and \( d^m_n(k) = 1 - c^m_n(k) \) denotes the probability of penalizing and rewarding edge \( e_{(m,n)} \) respectively.

For all \( t, u \) we have \( 0 < p_u^r(k) < 1 \). Since we assumed that edge \( e_{(t,u)} \) is absorbing from central limit therom for large values of \( k \) we conclude that \( (c^u(k) - c_s^u(k)) > 0 \) \( \forall u \neq u : e_{(t,u)} \notin s_t \). Therefore for large values of \( k \), the right hand side of the Equation(17) consists of non-negative quantities that imply the right hand side of the Equation(15) is non-negative that completes the proof of the Lemma.

\[ \square \]

**Corollary 1** the only absorbing states of Markov process \( \{q_i(k)\} \) are 0 and 1

**Proof**: Lemma 2 shows that \( \{q(n)\} \) is a sub-martingale. Since the \( \{q(n)\} \) is a non-negative and uniformly bounded, martingale theorems imply that \( \lim_{k \to \infty} q_i(k) = \tilde{q}_i \) exists with probability one. Further \( q_i(k+1) = q_i(k) \) with probability one, if and only if \( q_i^* = 0 \) or \( q_i^* = 1 \). Hence \( \{0,1\} \) constitutes the absorbing set of Markov process \( \{q_i(k)\} \).

\[ \square \]

Let
\[
S_r = \{q(k)| q_i(k) \in [0,1]; \sum_{i=1}^{r} q_i(k) = 1 \}
\]

and
\[
S^0_r = \{q(k)| q_i(k) \in (0,1); \sum_{i=1}^{r} q_i(k) = 1 \}
\]

Corollary 1 implies that the set of all unit vectors in \( S_r - S_r^0 \) forms the set of all absorbing states of Markov process \( \{q_i(k)\} \).

In the following we will show that under some conditions for the optimum sub graph \( s_t \) we have \( q_i^* = 1 \). Our method is very similar to the given methods in 15 and 3.

Assume that \( q_i^* \in V_r \) denotes the state to which \( \{q_i(k)\} \) converges where \( V_r = \{e_1, e_2, \ldots, e_r\} \) denotes the set of all absorbing states for process \( \{q_i(k)\} \). Define \( \Gamma_i[q] \equiv \text{Prob}_i[q^* = q_i| q(0) = q] \). In fact \( \Gamma_i[q] \) denotes the probability of convergence of proposed algorithm to unit vector \( e_i \in V_r \) with initial probability vector \( q \). Assume that \( D(S_r) : S_r \to \mathbb{R} \) is the class of all differentiable functions with bounded derivation on \( S_r \). Such functions are necessarily continuous. If \( \Psi(.) \in D \) the operator \( U\Psi(q) = E[\Psi(q(k+1))|\Psi(q(k)) = \Psi(q)] \) where \( E[.] \) represents the mathematical expectation, is linear and positive 13 8

It has been shown that the \( \Gamma_i[q] \) is the only continuous solution of \( U\Gamma_i[q] = \Gamma_i[q] \) that satisfies the following boundary conditions 8 13 15

\[
\Gamma_i[e_i] = \begin{cases} 1 & i = j \\ 0 & i \neq j \end{cases} \tag{18}
\]
However the functional equation $U\Gamma_i[q] = \Gamma_i[q]$ is extremely difficult to solve. Hence the next best thing that can be done is to establish upper and lower bounds on $U\Gamma_i[q]$. These can be computed by finding two functions $\Phi_1(.)$ and $\Phi_2(.)$ such that

$$U\Phi_1(p) \geq \Phi_1(p) \quad U\Phi_2(p) \leq \Phi_2(p)$$

(19)

For all $p \in [0, 1]$ with appropriate boundary conditions. Inequalities (19) imply that $\Phi_2(p) \leq \Gamma_i(p) \leq \Phi_1(p)$. Functions $\Phi_1(.)$ and are $\Phi_2(.)$ called sub-regular and super-regular respectively. It has been shown that these functions can have the following forms:

$$\Phi_i(p) = \frac{e^{x_i p} - 1}{e^{x_i} - 1} \quad i = 1, 2$$

(20)

From lemma (2) we know that if $q_i^*$ denotes the probability of selecting optimal sub-graph $s_i$ by eDLA then $q_i^* \in [0, 1]$. Define

$$\Phi_i[x, q] = \frac{e^{-x_i q_i} - 1}{e^{-x_i} - 1} = \frac{\Theta_i[x, q] - 1}{\Theta_i[x, 1] - 1}$$

(21)

Where $x > 0$ is to be chosen. $\Phi_i[x, q] \in D(S_e)$ satisfies boundary conditions (15). In the last stage of proof we show that $\Phi_i[x, q]$ is sub-regular, such that $\Phi_i[x, q]$ qualifies a lower bound on $U\Gamma_i[q]$. We now determine conditions under which $\Phi_i[x, q]$ is sub-regular. It is easy to see that the classes of super- and sub-regular are closed under addition and multiplication by non-negative constants. Further, the constant functions are regular; hence both super- and sub-regular. For any $x > 0, \Theta_i[x, 1] > \Theta_i[x, 0] = 1$, therefore $\Phi_i[x, q]$ is super-regular or sub-regular if $\Theta_i[x, q]$. Most of our effort in the rest goes into the proof of this lemma

**Lemma 3**: Let $s_i$ denote the optimum sub-graph and $\Theta_i[x, q] = e^{-x_i q_i}$ where $q_i = \prod_{(m, n) \in e_i} p_i^n$ and $x_i$ represent probability of selecting $s_i$ by eDLA and learning rate of eDLA respectively. There is a positive $x$ such that $\Theta_i[x, q]$ is sub-regular.

**Proof**: From definition of $U$ we have

$$U\Theta_i[x, q] = E[e^{\sum_{k=0}^{(k+1)/a} q(k) = q}]$$

(22)

From definition of mathematical expectation and Equation (22) we have:

$$E[e^{\sum_{k=0}^{(k+1)/a} q(k) = q}] = \sum_{j=1}^{v} \left\{ \sum_{j=1}^{v} d_j(k) e^{\sum_{k=0}^{(k+1)/a} q(k) = q(j) + \sum_{j=1}^{v} (1 - d_j(k)) e^{-x_i q(j)/a} q_j(k) \right\}$$

(23)

For the sake of simplicity we show $e^x$ by $\exp(x)$ and show $q_j(k)$ and $d_j(k)$ by $q_j$ and $d_j$ respectively. By some algebraic simplification of Equation (23) we obtain Equation (25) and Equation (26).
By considering that

\[ \sum_{j=1}^{r} \exp\left( -\frac{x}{a} q_i(k + 1) \right) d_j q_j \]

\[ = \exp\left\{ -\frac{x}{a} \prod_{e_{(m,n)} \in \mathcal{A}_i} \left\{ p_{n}^m + a(1 - p_{n}^m) \right\} \right\} q_j d_j \]

\[ + \sum_{j=1}^{r} \exp\left\{ -\frac{x}{a} \prod_{e_{(m,n)} \in \mathcal{A}_i, e_{(m,n)} \not\in \mathcal{A}_j} \left\{ p_{n}^m + a(1 - p_{n}^m) \right\} \prod_{e_{(m,n)} \in \mathcal{A}_i, e_{(m,n)} \not\in \mathcal{A}_j} \left\{ p_{n}^m (1 - a) \right\} \right\} q_j d_j \]  

(24)

and

\[ \sum_{j=1}^{r} \exp\left\{ -\frac{x}{a} q_i(k) \right\} q_j (1 - d_j) \]

\[ = \Theta_i[x, q] \sum_{j=1}^{r} q_j (1 - d_j) = \Theta_i[x, q] - \Theta_i[x, q] \sum_{j=1}^{r} q_j d_j \]  

(25)

In Equation 24 we have:

\[ \prod_{e_{(m,n)} \in \mathcal{A}_i} \left\{ p_{n}^m (1 - a) \right\} = \prod_{e_{(m,n)} \in \mathcal{A}_i, e_{(m,n)} \not\in \mathcal{A}_j} \left\{ p_{n}^m (1 - a) \right\} \prod_{e_{(m,n)} \in \mathcal{A}_i} \left\{ p_{n}^m (1 - a) \right\} \]

(26)

By considering that \( q_i = \prod_{e_{(m,n)} \in \mathcal{A}_i} p_{n}^m \) and equations 23 through 26 we have:

\[ U \Theta_i[x, q] = q_d \exp\left\{ -\frac{x}{a} (q_i + a(1 - q_i)) \right\} \]

\[ + \sum_{j=1}^{r} q_j d_j \exp\left\{ -\frac{x}{a} q_i (1 - a) \prod_{e_{(m,n)} \in \mathcal{A}_i, e_{(m,n)} \not\in \mathcal{A}_j} \left\{ p_{n}^m (1 - a) \right\} \right\} \]

\[ + \Theta_i[x, q] - \Theta_i[x, q] \sum_{j=1}^{r} q_j d_j \]  

(27)

It is clear that

\[ \frac{\prod_{e_{(m,n)} \in \mathcal{A}_i} \left\{ p_{n}^m (1 - a) + a \right\}}{\prod_{e_{(m,n)} \in \mathcal{A}_i} \left\{ p_{n}^m (1 - a) \right\}} = \prod_{e_{(m,n)} \in \mathcal{A}_i} \frac{p_{n}^m (1 - a) + a}{p_{n}^m (1 - a)} \geq 1 \]  

(28)
By considering the Equation (28) and the fact that $e^{-x}$ is decreasing function (for $x > 0$) we obtain

\[
\exp \left\{ -\frac{x}{a} q_i (1 - a) \prod_{l \in \mathcal{O}_i \in \mathcal{S}_1} \{ p_{n l} (1 - a) + a \} \right\} \leq \exp \left\{ -\frac{x}{a} q_i (1 - a) \right\} \quad (29)
\]

From Equation (28) and Inequality (29) we obtain Equation (30)

\[
U \Theta_i [x, \mathbf{q}] - \Theta_i [x, \mathbf{q}] \leq q_i d_i \exp \left\{ -\frac{x}{a} (q_i + a (1 - q_i)) \right\} + \sum_{j=1 \atop j \neq i}^r q_j d_j \exp \left\{ -\frac{x}{a} q_j (1 - a) \right\} - \Theta_i [x, \mathbf{q}] \sum_{j=1 \atop j \neq i}^r q_j d_j \quad (30)
\]

But we have $\Theta_i [x, \mathbf{q}] \sum_{j=1 \atop j \neq i}^r q_j d_j = q_i d_i \Theta_i [x, \mathbf{q}] + \Theta_i [x, \mathbf{q}] \sum_{j=1 \atop j \neq i}^r q_j d_j$ and hence:

\[
U \Theta_i [x, \mathbf{q}] - \Theta_i [x, \mathbf{q}] \leq q_i d_i \left\{ \exp \left\{ \frac{x}{a} (q_i + a (1 - q_i)) \right\} - \Theta_i [x, \mathbf{q}] \right\} + \sum_{j=1 \atop j \neq i}^r q_j d_j \left\{ \exp \left\{ \frac{x}{a} q_j (1 - a) \right\} - \Theta_i [x, \mathbf{q}] \right\}
\]

\[
= \Theta_i [x, \mathbf{q}] \left\{ q_i d_i \left\{ \exp \left\{ -x (1 - q_i) \right\} - 1 \right\} + \sum_{j=1 \atop j \neq i}^r q_j d_j \left\{ \exp \{x q_i\} - 1 \right\} \right\} - x q_i \Theta_i [x, \mathbf{q}]
\]

\[
\left\{ d_i (1 - q_i) \frac{\exp \left\{ -x (1 - q_i) \right\} - 1}{-x (1 - q_i)} - \sum_{j=1 \atop j \neq i}^r q_j d_j \frac{\exp \{x q_i\} - 1}{x q_i} \right\} \quad (31)
\]

We define

\[
V [x] = \begin{cases} \frac{e^{-x}}{x} & x \neq 0 \\ 1 & x = 0 \end{cases}
\]

(32)

By replacing $V [x]$ into Equation (31) we have:

\[
U \Theta_i [x, \mathbf{q}] - \Theta_i [x, \mathbf{q}] \leq -x q_i \Theta_i [x, \mathbf{q}] \left\{ d_i (1 - q_i) V [-x (1 - q_i)] - \sum_{j=1 \atop j \neq i}^r q_j d_j V [x q_i] \right\} \quad (33)
\]

From Equation (33) we conclude that $\Theta_i [x, \mathbf{q}]$ is sub-regular if and only if:

\[
\{ d_i (1 - q_i) V [-x (1 - q_i)] - \sum_{j=1 \atop j \neq i}^r q_j d_j V [x q_i] \} \leq 0
\]
that implies:

\[
\frac{V[-x(1-q_i)]}{V[xq_i]} \leq \frac{\sum_{j=1}^r q_j d_j}{(1-q_i)d_i} = \frac{\sum_{j=1}^r q_j d_j}{\sum_{j=1}^r q_j d_i} = \frac{\sum_{j=1}^r q_j d_j}{\sum_{j=1}^r q_j d_i}
\]  \hspace{1cm} (34)

But:

\[
\min_{j \neq i} \frac{d_j}{d_i} \leq \frac{\sum_{j=1}^r q_j d_j}{\sum_{j=1}^r q_j d_i} \leq \max_{j \neq i} \frac{d_j}{d_i}
\]  \hspace{1cm} (35)

It follows that \( \Theta_i[x, q] \) is sub-regular if:

\[
\frac{V[-x(1-q_i)]}{V[xq_i]} \leq \max_{j \neq i} \frac{d_j}{d_i}
\]  \hspace{1cm} (36)

It can be shown that \[15\]

\[
\frac{1}{V[x]} \leq \frac{V[-x(1-q_i)]}{V[xq_i]}
\]  \hspace{1cm} (37)

From Equation(36) and Equation(37) we conclude that \( \Theta_i[x, q] \) is sub-regular if:

\[
\frac{1}{V[x]} \leq \max_{j \neq i} \frac{d_j}{d_i} \leq 1
\]  \hspace{1cm} (38)

Since \( V[x] \) is continuous and strictly monotonically increasing with \( V[0] = 1 \),
a value of \( x = x^* \) exists such that if \( d_i > d_j (\forall j \neq i) \) then \( \frac{1}{V[x]} = \max_{j \neq i} \frac{d_j}{d_i} \) is true. For all \( x \in (0, x^*] \) inequality \( \frac{1}{V[x]} \leq \max_{j \neq i} \frac{d_j}{d_i} \leq 1 \) is hold that yields Equation(35) is true and consequently \( \Theta_i[x, q] \) is a sub-regular function satisfying boundary conditions given in Equation(18).

We conclude that \( \Phi_i[x, q] \leq \Gamma_i[q] \leq 1 \).

By considering the definition of \( \Phi_i[x, q] \) in (21) we see that for any given \( \epsilon > 0 \) there exists a positive constant \( a^* < 1 \) as learning rate of eDLA so that the inequality \( 1 - \epsilon \leq \Phi_i[x, q] \leq \Gamma_i[q] = \text{Prob}[q^* = q_i|q(0) = q] \leq 1 \) is hold for all positive \( a < a^* \). This completes the proof of theorem(1) that \( \lim_{n \to \infty} q_i(n) \overset{a.s.}{=} 1 \)  

In the next theorem, the efficiency of the proposed eDLA-based and standard sampling methods has been compared. Suppose that \( n_{eDLA} \) and \( n_{standar} \) represent the average number of samples in eDLA-based and standard sampling method respectively. in the context of finding optimal stochastic sub-graph we define accuracy rate of an algorithm as the probability that the result of algorithm is to be optimal solution.

**Theorem 2** For a certain sufficiently large accuracy rate, \( n_{standar} > n_{eDLA} \)

**Proof** The proof of this theorem is done in three stages: in the first stage we compute average number of required samples to the number of samples from optimal sub-graph as a function of the probability of choosing optimal sub-graph. in the next stage we show that this function is a decreasing function and finally the average number of the samples in eDLA-based method is compared with same number
in the standard sampling method.
Suppose that $X_1, X_2, \ldots, X_n$ is a sample from a normal distribution having unknown mean $\mu$ and variance $\sigma^2$. Suppose that we wish to construct a $100(1 - \alpha)$% confidence interval for $\mu$. Letting $\overline{X} = \frac{1}{n} \sum_{i=1}^{n} X_i$ and $S^2 = \frac{1}{n-1} \sum_{i=1}^{n} (X_i - \overline{X})^2$ denote the mean and sample variance. It has been shown that $\sqrt{n} \overline{X} / S$ is a $t$-random variable with $(n - 1)$ degrees of freedom and for any $\alpha \in (0, 0.5)$ we have

$$\text{Prob} \left\{ -t_{\alpha/2,n-1} < \sqrt{n} \overline{X} / S < t_{\alpha/2,n-1} \right\} = 1 - \alpha$$

We can say that "with $100(1 - \alpha)$% confidence" [17,16]

$$\mu \in (\overline{X} - t_{\alpha/2,n-1} S / \sqrt{n}, \overline{X} + t_{\alpha/2,n-1} S / \sqrt{n})$$

Based on the above equations from sampling theory, to obtain a predefined error $d$ the number of required samples should be at least $n_d$ that we have $d = t_{\alpha/2,n-1} S / \sqrt{n}$. This relation shows that for obtain the more accurate interval, more samples are required. This show that, to obtain a certain accuracy for optimal sub-graph in stochastic graph, each edges of this sub-graph to be sampled a certain number of times.

**Lemma 4** Suppose that in proposed eDLA-based algorithm we wish to sub-graph $s_i$ to be sampled $n$ times. The proposed algorithm must be run $n'$ times and we have:

$$E[n'] = \sum_{t=1}^{n} E \left[ \frac{1}{q_i(t)} \right]$$

Where $q_i(t)$ represents the probability of choosing $s_i$ by eDLA at time $j$ and $E[.]$ represents the mathematical expectation.

**Proof** Suppose that the probability of selecting sub-graph $s_i$ by eDLA at time $t$ to be $q_i(t)$. To obtain exactly one sample from $s_i$ the algorithm must be run $n_i(t)$ times and we have:

$$E[n_i(t)|q(t)] = \sum_{h=1}^{\infty} h q_i(t) (1 - q_i(t))^{h-1} = \frac{1}{q_i(t)}$$

by take an expectation from two sides of Equation (39) we have:

$$E[E[n_i(t)|q(t)]] = E[n_i(t)] = E \left[ \frac{1}{q_i(t)} \right]$$

and finally:

$$n' = \sum_{t=1}^{n} E[n_i(t)] = \sum_{t=1}^{n} E \left[ \frac{1}{q_i(t)} \right]$$

that completes the proof.

**Remark 1**: From Jensen inequality we know that if $X$ is a random variable and $\varphi$ is a convex function, then $\varphi(E[X]) \leq E[\varphi(X)]$ since $\frac{1}{q_i(t)}$ is a convex function, we have $E[n_i(t)] \equiv E \left[ \frac{1}{q_i(t)} \right]$ since $\frac{1}{q_i(t)} \geq \frac{1}{E[q_i(t)]}$ from lemma 2 we know that for optimal sub-graph $s_i$ the inequality $E[q_i(t + 1)] \geq E[q_i(t)]$ is true and there for we conclude that $E[n_i(t + 1)] \leq E[n_i(t)]$. This inequality shows that the sampling efficiency of eDLA-based proposed algorithm improves with time.
Let define $\xi(i, n) = \frac{1}{n} \sum_{k=1}^{n} E[n_i(k)]$. In next lemma we show the decreasing property of $\xi(i, n)$ for optimal sub-graph $s_i$.

**Lemma 5** Suppose that $s_i$ is optimal sub-graph. For any $n_0, n_1 \in N : n_0 \leq n_1$ we have

$$\xi(i, n_1) \leq \xi(i, n_0)$$

**Proof**: We show that for any $n \in N$ we have $\xi(i, n + 1) \leq \xi(i, n)$. From definition of $\xi(i, n)$ we have:

$$\xi(i, n + 1) = \frac{1}{n + 1} \sum_{k=1}^{n+1} E[n_i(k)] = \frac{n\xi(i, n) + E[n_i(n + 1)]}{n + 1}$$

$$= \xi(i, n) + \frac{1}{n + 1} (E[n_i(n + 1)] - \xi(i, n)) \quad (42)$$

But from previous lemma we know that for optimal sub-graph $s_i$ inequality $E[n_i(t + 1)] \leq E[n_i(t)]$ is true

$$\xi(i, n) = \frac{1}{n} \sum_{k=1}^{n} E[n_i(k)] \geq \sum_{k=1}^{n} E[n_i(n + 1)] = E[n_i(n + 1)] \quad (43)$$

From two inequality (43) and (42) we conclude that $\xi(i, n + 1) \leq \xi(i, n)$. That completes the proof.

Suppose that the standard sampling method have got to sample $n$ times from each edge to guarantee a specific accuracy rate for optimal sub-graph that imply $n \times |E|$ edges to be sampled. To guarantee same accuracy, eDLA-based proposed method have to at least $n$ samples from optimal sub-graph. From lemma 4 we know that to obtain $n$ samples from $s_i$ the proposed algorithm have got to run $n \times \xi(i, n)$ times. This implies at most $n \times \xi(i, n) \times (|V| - 1)$ edges to be sampled. We have:

$$\eta = \frac{n_{standard}}{n_{eDLA}} \geq \frac{n \times |E|}{n \times \xi(i, n) \times (|V| - 1)}$$

Since $\xi(i, n)$ is decreasing function

$$\exists k \forall n > k : \xi(i, n) \leq \frac{|E|}{|V| - 1}$$

This complete the proof that for high accuracy rate values $\eta > 1$

**5 Experiments:**

To study the feasibility of the proposed algorithm and correctness of theorems 1 and 2 two set of experiments are conducted on some stochastic graphs. Stochastic Shortest Path Problem and Stochastic Minimum Spanning Tree Problem that referred as SSPP and SMSTP respectively. The former is solved by eDLA on directed stochastic graph Graph2 that borrowed from [5] and the latter is solved on undirected stochastic graph Alex1-a that borrowed from [7].
In [6] the authors proposed an algorithm based on the Distributed Learning Automata to solve the SSPP. In this method at each stage, source automaton (corresponding to the source node) selects one of its actions (as a sample realization of its action probability vector). The selected action activates another Learning Automata. The process of choosing an action and activating an automaton is repeated until destination automaton is reached. The weight of constructed path is used to reward or penalize the actions selected by Learning Automata in DLA.

In [2] the authors proposed an algorithm based on the colony of Learning Automata to solve SMSTP. In this method, at each time, a node in graph is randomly selected and associative learning automaton selects an action corresponding to an edge of this node so that prevent the loop construction. Consequently, at the end of each stage the selected edges construct a tree. The weight of constructed tree is used to reward or penalize the action chosen by Learning Automaton. It has been shown that the proposed algorithm more efficient than other methods for finding the minimum spanning tree in stochastic graphs.

In this section we use an eDLA to solve these problems. At each stage, a Learning Automaton is selected as ROOT. In SSPP case, the ROOT is source automaton and in SMSTP each node can be selected randomly as ROOT. The activity level of ROOT is set to Fire("Fi"). Each automaton at Fire level of activity chooses one of its available actions based on the selection action probability vector. In SMSTP the next Fire automaton is selected randomly from the set of automata with Active level of activity. In SSPP, the current action determines specific learning automata in the set of automata with Active level of activity that should be fired. This process (fire and action) continues until the reaching to destination node (destination automaton downgrades to Off level of activity) or constructing a tree (all of the learning automata downgrade to Off level of activity) in SSPP and SMSTP respectively.

The process of finding a path or tree is repeated until the stopping criteria is reached which at this point the last sample path or tree has minimum expected average weight. The algorithm stops if the product of probability of selecting the edge of sampled sub-graph is greater than a predefined threshold or the number of sampled sub-graph is reached to a certain number.

The differences between the mechanisms that used by eDLA to solving each of the above problems are described in table 1.

Graph2 is a directed graph with 15 nodes, 42 arcs, \( v_s = 1 \), \( v_d = 15 \) and optimal path \( \pi^* = (1, 4, 12, 14, 15) \). Edge cost distribution is given in table 2.
Alex1-a is a undirected graph with 8 nodes, 14 edges and optimal spanning tree $\tau^* = (1,3)(2,3)(2,5)(3,4)(5,6)(6,7)(7,8)$ Edge weight distribution is given in table 2.

### Table 2 Weight Distribution of Graph2

| Edge | Weights | Probabilities |
|------|---------|---------------|
| (1,2) | 19 25 36 | 0.6 0.3 0.1 |
| (1,3) | 21 24 25 29 | 0.5 0.2 0.2 0.1 |
| (1,4) | 11 13 16 | 0.4 0.4 0.2 |
| (2,11) | 24 28 31 | 0.5 0.3 0.2 |
| (2,5) | 21 30 | 0.7 0.3 |
| (3,6) | 18 24 | 0.7 0.3 |
| (2,6) | 13 37 39 | 0.6 0.2 0.2 |
| (2,3) | 11 20 24 | 0.6 0.3 0.1 |
| (3,7) | 23 30 34 | 0.4 0.3 0.3 |
| (3,8) | 14 23 34 | 0.5 0.4 0.1 |
| (3,4) | 22 30 | 0.7 0.3 |
| (4,9) | 35 40 | 0.6 0.4 |
| (4,12) | 16 19 37 | 0.5 0.4 0.1 |
| (5,13) | 28 35 37 40 | 0.4 0.3 0.2 0.1 |
| (5,15) | 29 32 | 0.7 0.3 |
| (5,6) | 18 25 29 | 0.5 0.3 0.2 |
| (5,10) | 27 33 40 | 0.4 0.3 0.3 |
| (5,7) | 15 17 19 26 | 0.3 0.3 0.3 0.1 |
| (6,13) | 21 23 | 0.5 0.5 |
| (6,7) | 12 23 31 | 0.5 0.3 0.2 |
| (7,10) | 19 23 37 | 0.6 0.2 0.2 |
| (7,8) | 12 15 22 24 | 0.3 0.3 0.3 0.1 |
| (8,7) | 14 34 39 | 0.6 0.2 0.2 |
| (7,6) | 12 23 31 | 0.5 0.3 0.2 |
| (8,14) | 14 15 27 32 | 0.3 0.3 0.2 0.2 |
| (8,9) | 13 31 32 | 0.8 0.1 0.1 |
| (4,8) | 13 23 34 | 0.4 0.3 0.3 |
| (7,9) | 10 17 20 | 0.6 0.3 0.1 |
| (9,10) | 16 18 36 39 | 0.3 0.3 0.2 0.2 |
| (9,15) | 12 13 25 32 | 0.4 0.3 0.2 0.1 |
| (9,14) | 19 24 29 | 0.4 0.3 0.3 |
| (10,13) | 14 20 25 32 | 0.3 0.3 0.2 0.2 |
| (10,15) | 15 19 25 | 0.4 0.3 0.3 |
| (10,14) | 23 34 | 0.9 0.1 |
| (11,13) | 13 31 25 | 0.6 0.3 0.1 |
| (5,11) | 18 19 20 23 | 0.3 0.3 0.3 0.1 |
| (6,11) | 10 19 39 | 0.5 0.4 0.1 |
| (8,12) | 15 36 39 | 0.5 0.3 0.2 |
| (9,12) | 16 22 | 0.7 0.3 |
| (12,14) | 10 13 18 34 | 0.3 0.3 0.3 0.1 |
| (13,15) | 12 31 | 0.9 0.1 |
| (14,15) | 14 16 32 | 0.5 0.3 0.2 |

In all the simulations that are presented in the rest of this paper, $L_{R_{-I}}$ schema is used as learning algorithm for updating the action selection probability vectors. In the SSPP, each algorithm (Proposed and DLA-based[6]) is tested on Graph2. Each algorithm is terminated when the number of sampled path is greater than 10000 or probability of selected path is greater than 90%. The results for each algorithm are summarized in table 3. Every value in this table is averaged over 50 runs. To compare the results, 4 metrics are calculated: the average number of
samples that to be taken from all edges in the graph (AS). The average number of iterations for a converged (AI), the average required time for a converged run (AT) and percentage of converged runs (PC).

A similar method was applied to solve the SMSTP. The results for each algorithm (proposed and LA-based [2]) are summarized in Table 5.

From these tables of the results, the following points can be made:

1. The proposed network structure of the learning automata is quite flexible so that it is able to solve different network optimization problems. Furthermore, since the most combinatorial optimization problems (COPs) can be formulated as optimization problems on a weighted graph, the proposed eDLA structure will also be able to solve combinatorial optimization problem.

2. Proposed threshold computation improves the rate of convergence. This is due because of the including the variance of obtained solutions in the calculating of the threshold value. The proposed threshold value is more realistic criterion for comparison than the dynamic threshold value that has been proposed in previous works [6]. It seems that this variance aware threshold is useful to prevent eDLA from becoming stuck in local optima. The value of thresholds in proposed method and one that is used by [6] in compared to the average path weight of shortest path in Graph2 is illustrated in Figure 5.

3. The results show that the proposed algorithm can be used as a uniform framework to solve a wide range of stochastic network optimization problems through sampling.

4. Comparing the percentage of convergence (PC column) in Tables 5 and 4 show that the proposed variance aware threshold value can be to improve the convergence rate of the algorithm. This improvement such that it appears approximately independent of learning rate value, the convergence is guaranteed.

5. In order to compare the algorithms, minimum number of samples and iterations require to guarantee the 100% converges is to be considered. This cases indicated by bold letters in Tables 4 and 5. In the case of SSPP, the results of Table 4 show that the proposed algorithm can reduce the average number of required samples and average number of iterations to $\frac{1}{5}$ (80% improvement). The same matter applies to SMSTP results.

| Edge | Weights | Probabilities |
|------|---------|---------------|
| (1,2) | 70 94 | 0.95 0.05 |
| (1,3) | 25 52 | 0.80 0.20 |
| (1,4) | 42 61 | 0.70 0.30 |
| (2,3) | 15 43 | 0.80 0.20 |
| (2,5) | 26 50 | 0.85 0.15 |
| (3,4) | 21 68 | 0.90 0.10 |
| (3,6) | 65 75 | 0.60 0.40 |
| (3,7) | 89 78 | 0.70 0.30 |
| (4,7) | 90 96 | 0.95 0.05 |
| (4,8) | 89 96 | 0.85 0.15 |
| (5,6) | 32 67 | 0.80 0.20 |
| (6,7) | 16 42 | 0.70 0.30 |
| (7,8) | 3 15 | 0.60 0.40 |
| (6,8) | 98 45 | 0.80 0.20 |
Fig. 5 Difference between the values of thresholds used to evaluate eDLA compared to the average path weight in Graph2

Table 4 The simulation results of SSPP

| $\alpha$ | DLA base[6] | Proposed Algorithm |
|----------|-------------|---------------------|
|          | AS  | AI  | AT  | PC  | AS  | AI  | AT  | PC  |
| 0.003    | 16825| 3918| 0.052 | 100% | 20863| 4869| 0.058 | 100% |
| 0.004    | 13244| 3094| 0.039 | 100% | 15553| 3628| 0.059 | 100% |
| 0.005    | 10125| 2357| 0.041 | 100% | 12422| 2900| 0.062 | 100% |
| 0.006    | 9377 | 2131| 0.062 | 100% | 10287| 2404| 0.039 | 100% |
| 0.007    | **7548** | **1769** | **0.045** | **100%** | 9050 | 2114 | 0.041 | 100% |
| 0.008    | 6881 | 1614| 0.036 | 98%  | 7892 | 1844| 0.055 | 100% |
| 0.009    | 5878 | 1375| 0.033 | 98%  | 7052 | 1648| 0.050 | 100% |
| 0.01     | 5485 | 1287| 0.043 | 98%  | 5968 | 1391| 0.052 | 100% |
| 0.02     | 3309 | 796 | 0.047 | 90%  | 3193 | 747 | 0.043 | 100% |
| 0.03     | 2127 | 504 | 0.054 | 86%  | 2260 | 531 | 0.053 | 100% |
| 0.04     | 1993 | 475 | 0.070 | 76%  | 1755 | 415 | 0.038 | 100% |
| 0.05     | 1593 | 387 | 0.047 | 76%  | 1354 | 319 | **0.038** | **100%** |
| 0.06     | 1338 | 320 | 0.061 | 68%  | 1339 | 316 | 0.050 | 98%  |
| 0.07     | 1394 | 328 | 0.120 | 58%  | 953  | 222 | 0.038 | 100% |
| 0.08     | 1132 | 269 | 0.077 | 60%  | 1060 | 257 | 0.068 | 100% |
| 0.09     | 758  | 180 | 0.062 | 66%  | 1098 | 267 | 0.063 | 96%  |
Table 5 The simulation results of SMSTP

| α   | LA based[2] | Proposed eDLA-based |
|-----|-------------|---------------------|
|     | AS          | AI                  | PC      | AS          | AI                  | PC      |
| 0.007 | 79430       | 11348               | 100%    | 96268       | 13753               | 100%    |
| 0.008 | 78068       | 10393               | 100%    | 84479       | 12069               | 100%    |
| 0.009 | 61280       | 8755                | 100%    | 75895       | 10843               | 100%    |
| 0.01  | 67330       | 7747                | 100%    | 65589       | 9342                | 100%    |
| 0.02  | 65268       | 4064                | 88%     | 31484       | 4498                | 100%    |
| 0.03  | 98431       | 3456                | 68%     | 18770       | 2682                | 100%    |
| 0.04  | 128830      | 2783                | 60%     | 13650       | 1950                | 100%    |
| 0.05  | 139707      | 2457                | 50%     | 11816       | 1688                | 100%    |
| 0.06  | 191879      | 2103                | 36%     | 9865        | 1409                | 100%    |
| 0.07  | 170472      | 4058                | 16%     | 7101        | 1015                | 100%    |

6 Convergence behavior illustrated by the any-time curve of algorithm. This property is shown by plotting the development of the probability of the optimal sub-graph in time. To do so, probability of optimal sub-graph at each step of algorithm is defined as the product of probabilities of automata actions corresponding to the edges that constructing optimal sub-graph. The term ”any-time” refers to the property that the search can be stopped at any time and the proposed algorithm will have some sub-optimal solution. A point with coordinate (x, y) in any-time curve gives us the average number of iterations x required to obtain the optimal solution with probability of y. The ”any time” plots show the correctness of theorem. Furthermore show some other features of the proposed algorithm.

In another experiment, the proposed algorithm is used to finding optimal shortest path in stochastic graph Graph2. The algorithm terminates when the number of sampled path is greater than or equal to 10000. the value of optimal path probability in each iteration is computed and averaged on 10 simulations. The results are shown in figure for different learning rate(α). Looking at different curves in figure indicated that the average iterations required by the proposed algorithm for finding the optimal solution is dependent on learning rate.

7 The ”any-time” curves of the proposed algorithm and DLA-based algorithm for SSPP has been shown in figures and respectively. For each individual learning rate, the slop of POP in the proposed algorithm is higher than that one in DLA-based algorithm. Further more the any-time curve in the new algorithm is more stable than that on DLA-based (figure ).

8 The any-time curve of proposed algorithm for SMSTP in Alex1-a is shwon in figure. As indicated in that, the speed of converge to optimal path independent on the learning rate. By a low learning rate, algorithm converge slowly but stable to the optimal solution. High learning rates leads to rapid convergence to optimal solution, but may converges to sub-optimal solution. In figure the probability of optimal spanning tree in new proposed eDLA-based and old LA-based are compared. The slope of curve in new method is higher than that one in old. Besides, the new method is more stable than old method is. As a result at each stages a sampled tree in new method is more probable to be optimal spanning tree than that one in old method.
Fig. 6 Probability of Optimal Path for Graph2 in new eDLA-based proposed method for different learning rates

Fig. 7 Probability of optimal path in eDLA-based algorithm for different learning rates in Graph2
Fig. 8 Probability of optimal path in DLA-based algorithm for different learning rates in Graph2.

Fig. 9 The POP curves in new proposed method and old DLA-based for SSPP in Graph2 (learning rate = 0.003).
Fig. 10 Probability of optimal spanning tree in eDLA-based algorithm for different learning rates in Alex1-a

Fig. 11 The curves of probability of optimal spanning tree in new proposed method and old DLA-based and LA based for SMSTP(learning rate= 0.07) in Alex1-a
6 Conclusion:

In this paper eDLA as a new method for cooperating of learning automaton is introduced. In this network each learning automata has an activity level that changes over the time according to the underlying problem and a set of communication rules. At each step of algorithm only one learning automata has high level so-called as Fire.

A new adaptive procedure based on the eDLA is introduced to solving optimization problems in stochastic graphs. The algorithm presented provides policy that can be used to determine set of edges to be sampled. As a result of that the algorithm determines a sub-graph with optimal expected weight.

The convergence and optimality of the proposed algorithm is proved. Two set of experiments are done to solving stochastic shortest path and stochastic minimum spanning tree problems. The results indicate the superiority of the proposed algorithm compared to previous automata based algorithms. Further more, it seems that the new proposed threshold value is useful to prevent network optimization from becoming stuck in local optima and improves the convergence of algorithm significantly.

A new variance aware method for computation of threshold value is introduced that improves the accuracy and convergence rate of the proposed algorithm.

The convergence of the proposed algorithm shown.

References

1. A. Alipour, M. R. Meybodi: Solving Traveling Salesman Problem Using Distributed Learning Automata. In: 10th Annual CSI Computer Conference, pp. 759–761. Tehran, Iran (2005)
2. Akbari Torkestani, J., Meybodi, M.R.: Learning automata-based algorithms for solving stochastic minimum spanning tree problem. Applied Soft Computing 11(6), 4064–4077 (2011). DOI 10.1016/j.asoc.2011.02.017. URL http://linkinghub.elsevier.com/retrieve/pii/S1568494611000779
3. Anari, B., Meybodi, M.R.: A Method based on distributed learning automata for determining web documents structure. In: 12th Annual CSI Computer Conference of Iran, pp. 2276–2282 (2007)
4. Baradaran Hashemi, A., Meybodi, M.: Web Usage Mining Using Distributed Learning Automata. In: 12th Annual CSI Computer Conference of Iran, pp. 553–560. Tehran, Iran (2007)
5. Beigy, H., Meybodi, M.: Solving Stochastic Shortest Path Problem Using Monte Carlo Sampling Method: A Distributed Learning Automata Approach. Springer-Verlag Lecture Notes in Advances in Soft Computing: Neural Networks and Soft Computing pp. 626–632 (2003)
6. H. Beigy, M. R. Meybodi: Utilizing distributed learning automata to solve stochastic shortest path problems. International Journal of Uncertainty. . . . 14(5), 591–615 (2006). URL http://www.worldscientific.com/doi/abs/10.1142/S0218488506004217
7. Hutson, K.R., Shier, D.R.: Online Supplement to Bounding Distributions for the Weight of a Minimum Spanning Tree in Stochastic Networks pp. 1-12. URL http://www.math.clemson.edu/~shierd/Shier/appendix1.pdf
8. Lakshimivarahan, S.; Thathachar, M.: Bounds on the Convergence Probabilities of Learning Automata. IEEE Transactions on Systems, Man, and Cybernetics - Part A: Systems and Humans 6(11), 756–763 (1976)
9. Meybodi, M.R., Beigy, H.: A Sampling Method Based on Distributed Learning Automata. In: the 10th iranian conference on Electrical Engineering, vol. I (2002)
10. Mollakhalili Meybodi, M., Meybodi, M.: Link Prediction in Adaptive Web Sites Using Distributed Learning Automata. In: 13th Annual CSI Computer Conference of Iran. Kish Island (2008)
11. MollakhaliliMeybodi, M., Meybodi, M.R.: A Distributed Learning Automata Based Approach for User Modeling in Adaptive Hypermedia. In: Congress on Electrical, Computer and Information Technology. Mashhad (2012)

12. MollakhaliliMeybodi, M., M.R.Meybodi: A New Distributed Learning Automata Based Algorithm for Solving Stochastic Shortest Path. In: 6th Conference on Intelligent Systems. kerman (2004)

13. Motevalian, A., Meybodi, M.: Solving Maximal Independent Set Problem Using Distributed Learning Automata. In: 14th Iranian Electrical Engineering Conference(ICEE2006), vol. 1. Tehran,Iran (2006)

14. Narendra, K.S., Thathachar, M.A.L.: Learning Automata: A Survey. IEE Transactions on systems, man, and cybernetics SMC-14(4), 323–334 (1974)

15. Norman, F.: On the Linear Model with Two Absorbing. Journal of Mathematical Psychology 5, 225–241 (1968)

16. Papoulis, A.: Probability, Random Variables, and Stochastic Processes, 3 edn. McGrawHill, New York, USA (1991)

17. Ross, S.M.: Introduction to Probability and Statistics for Engineers and Scientists, third edn. Elsevier Academic Press (2004)

18. S., N.K., L, T.M.: Learning Automata: an Introduction. Prentice Hall (1989)

19. Saati, S., Meybodi, M.: A Self Organizing Model for Document Structure Using Distributed Learning Automata. In: Second International Conference on Information and Knowledge Technology (IKT2005) (2005)

20. Sato, T.: On Some Asymptotic Properties of Learning Automaton Networks. Tech. rep. (1999). URL http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.41.7669

21. Thathachar, M.L., Sastry, P.S.: Varieties of learning automata: an overview. IEEE transactions on systems, man, and cybernetics. Part B, Cybernetics : a publication of the IEEE Systems, Man, and Cybernetics Society 32(6), 711–22 (2002). DOI 10.1109/TSMCB.2002.1049606. URL http://www.ncbi.nlm.nih.gov/pubmed/18244878

22. Thathachar , MAL and Harita, B.: Learning automata with changing number of actions. IEEE Transactions on Systems, Man, and Cybernetics - Part A: Systems and Humans 17(6), 1095–1100 (1987). URL http://portal.acm.org/citation.cfm?id=40875.40898