Spirals and skyrmions in two dimensional oxide heterostructures
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We construct the general free energy governing long-wavelength magnetism in two-dimensional oxide heterostructures, which applies irrespective of the microscopic mechanism for magnetism. This leads, in the relevant regime of weak but non-negligible spin-orbit coupling, to a rich phase diagram containing in-plane ferromagnetic, spiral, cone, and skyrmion lattice phases, as well as a nematic state stabilized by thermal fluctuations.

**Introduction.** Metallic interfaces between insulating oxides, such as SrTiO3 (STO)-LaAlO3 (LAO) or STO-GdTiO3 (GTO), provide a versatile platform to study two dimensional electron liquids. Numerous experiments have observed magnetism in such structures [1-9], which has generated tremendous interest in emergent many-body phenomena of the interfacial electrons. The mechanism behind the magnetism is presently controversial. Theory has not yet even reached a consensus on whether the magnetic moments arise from localized or extended electrons. Possible explanations include a charge ordered state of interfacial electrons [10-11], ferromagnetism of a single TiO2 layer mediated by RKKY coupling from extended subbands [12], fully itinerant magnetism [13], local moment formation assisted by disorder [14], and oxygen defect states [15]. One may even contemplate extrinsic explanations [16].

Despite these uncertainties, the macroscopic properties of the magnetization and its consequences for transport are interesting and require theoretical understanding. In LAO-STO, torque magnetometry measurements indicate in-plane moments with unusual field dependence [2], and significant spin-orbit coupling (SOC) effects are observed [16-18]. Experiments have demonstrated remarkable tunability of electronic properties and phase transitions at the interface [8, 9, 19-21], making this a promising platform to study the interplay of ferromagnetism and SOC. The obvious fact that the presence of an inversion asymmetry suggests the possibility of analogies to novel helical and skyrmion states has generated tremendous interest in emergent many-body phenomena of the interfacial electrons. The mechanism behind the magnetism is presently controversial. Theory has not even reached a consensus on whether the magnetic moments arise from localized or extended electrons. Possible explanations include a charge ordered state of interfacial electrons [10-11], ferromagnetism of a single TiO2 layer mediated by RKKY coupling from extended subbands [12], fully itinerant magnetism [13], local moment formation assisted by disorder [14], and oxygen defect states [15]. One may even contemplate extrinsic explanations [16].

In this article, we take a phenomenological approach based on symmetry, which is valid irrespective of the microscopics. We assume only the SOC is weak (in a precise sense formulated below) and describe the consequences for magnetism. The generic form of the free energy is derived, and includes both anisotropy terms and a linear derivative coupling [28-30] that plays a central role in driving spin modulation instabilities. The general approach is indeed quite analogous to the theory of the skyrmion lattice states just mentioned. Minimizing this free energy in the weak SOC regime, we find a rich phase diagram (Fig. 1) including in-plane ferromagnetic (FM), spiral, cone, and skyrmion lattice states. The skyrmion lattice state is similar to those discussed above, but has a staggered arrangement of topological skyrmion charge.

To complete our study of the phase diagram, we discuss fluctuation effects based upon renormalization group analysis and general arguments. We determine the universality classes of the various transitions, and more interestingly argue that fluctuations generate a nematic phase between the spiral and paramagnetic ones.

**Symmetry analysis and free energy.** Without SOC, the phenomenological free energy (with Landau coefficients $m_0$, $K$ and $d_0$ in standard notation [31]) describing spin fluctuations near a ferromagnetic transition in two dimensions is

$$ F_0 = \int d^2r \left\{ -m_0|\vec{S}|^2 + K \sum_{j=x,y} \left| \partial_j \vec{S} \right|^2 + d_0 |\vec{S}|^4 \right\}, \quad (1) $$

where $\vec{S}(\vec{r})$ is a three component vector field describing spin density, and we use $j$ to index the two spatial di-

**FIG. 1:** Mean field phase diagram parametrized by the coupling $g$ and $-\frac{m_0}{m_z}$, which may be taken as a measure of reduced temperature (see text). On lowering the temperature, the paramagnetic phase gives way to in-plane ferromagnetic (FM), spiral, cone, and skyrmion lattice phases, as shown. Solid and dashed lines denote continuous and first order transitions, respectively, as determined by an analysis of critical phenomena. The shaded region marks a narrow sequence of two transitions, as discussed in the text.
mensions, with sums on repeated indices implied in the following. Here we have neglected the temporal fluctuations, which is valid at non-zero temperature away from quantum critical regime. \( F_0 \) has SO(3) spin rotation symmetry. For a square lattice with SOC, either of atomic or Rashba type, the symmetry is lower. There is a space-spin combined lattice rotation symmetry \( C_4 \), defined as

\[
C_4 : \begin{bmatrix} S_x(\vec{r}) \\ S_y(\vec{r}) \\ S_z(\vec{r}) \end{bmatrix} \rightarrow \mathcal{R}(\alpha) \begin{bmatrix} S_x(\mathcal{R}^{-1}(\alpha)\vec{r}) \\ S_y(\mathcal{R}^{-1}(\alpha)\vec{r}) \\ S_z(\mathcal{R}^{-1}(\alpha)\vec{r}) \end{bmatrix},
\]

with \( \mathcal{R} = \begin{bmatrix} R(\alpha) & 0 \\ 0 & 1 \end{bmatrix} \) and \( R(\alpha) = \begin{bmatrix} \cos(\alpha) & -\sin(\alpha) \\ \sin(\alpha) & \cos(\alpha) \end{bmatrix} \), where \( \alpha \) takes the values of 0, \( \pi/2 \), \( \pi \) or 3\( \pi/2 \). And there is a reflection symmetry \( \mathcal{A} \), where \( \mathcal{S} \) transforms as a pseudovector

\[
\mathcal{A} : \begin{bmatrix} S_x(x,y) \\ S_y(x,y) \\ S_z(x,y) \end{bmatrix} \rightarrow \begin{bmatrix} S_x(-x,y) \\ -S_y(-x,y) \\ -S_z(-x,y) \end{bmatrix}
\]

Also we have time-reversal symmetry \( T : \mathcal{S} \rightarrow -\mathcal{S} \).

The general form of non-SO(3)-invariant terms in the free energy consistent with these symmetries is \( F = F_0 + \Delta F \) with

\[
\Delta F = \int d^2\vec{r} \{ m_z S_z^2 + \lambda S_z \partial_j S_j + b_1 [(\partial_x S_y)^2 + (\partial_y S_x)^2] + b_2 \partial_x S_x \partial_y S_y + b_3 \partial_z S_x \partial_y S_z + d_1 S_x^4 + d_2 S_y^4 S_x^2 + d_3 S_z^4 S_x S_y + \mathcal{O}(\partial^2 S^4, S^6) \}
\]

where \( m_z, \lambda, b_1, b_2, b_3 \) and \( d_1, d_2, d_3 \) are phenomenological coupling constants [31]. These terms arise from SOC, and we anticipate \( \lambda \propto \mathcal{O}(\lambda_{SO}) \), \( m_z \propto \mathcal{O}(\lambda_{SO}^2) \), and \( b_1, b_2, b_3 \propto \mathcal{O}(\lambda_{SO}^3) \), where \( \lambda_{SO} \) is the microscopic SOC strength. We verify this explicitly for a microscopic model to be discussed elsewhere [32]. However, we note that the theory does not require this scaling, but only that \( \lambda, m_z, b_1, b_2, b_3 \) are small for weak SOC. Note that \( \lambda \) is linear in derivatives, which suggests it is possible to lower the energy by forming a state with non-zero wavevector. This is borne out by more detailed analysis, as we will see.

**Mean field phase diagram.** Near the spin ordering transition temperature \( T_c \), the spin configuration is controlled by the quadratic part of the free energy, which reads

\[
F^{(2)} = \int \frac{d^2\vec{q}}{(2\pi)^2} T^{\alpha \beta}(\vec{q}) \theta^{\alpha}(\vec{q}) \theta^{\beta}(\vec{q}),
\]

after a Fourier transformation \( S_{\alpha}(\vec{r}) = \int \frac{d^2\vec{q}}{(2\pi)^2} \tilde{S}_{\alpha}(\vec{q}) e^{i\vec{q} \cdot \vec{r}}. \) The matrix \( T(\vec{q}) \) in Eq. (5) is given by

\[
T(\vec{q}) = (-m_0 + Kq^2)\mathbb{I}_{3 \times 3} + \begin{bmatrix} b_1 q_y^2 & \frac{b_2}{2} q_x q_y & \frac{i\lambda}{4} q_x \\ \frac{b_2}{2} q_x q_y & b_1 q_x^2 & \frac{i\lambda}{4} q_y \\ -\frac{i\lambda}{4} q_x & -\frac{i\lambda}{4} q_y & m_0 + b_3 q^2 \end{bmatrix}.
\]

We assume \( m_z > 0 \), which favors in-plane moments, as typical for 2d systems due to dipolar effects, and in accordance with experiments on LAO-STO [2]. Neglecting for the moment the \( b_{1,2,3} \) terms, we obtain the lowest eigenvalue of the \( T \) matrix as:

\[
e(\vec{q}) = -m_0 + Kq^2 + \frac{1}{2} \left[ m_x - \sqrt{m_x^2 + \lambda^2 q^2} \right] + \mathcal{O}(bq^3).
\]

Introducing the dimensionless ratio

\[
g = \frac{\lambda^2}{4Km_z},
\]

one observes that when \( g > 1 \), \( e(\vec{q}) \) is indeed minimized by a non-zero wavevector \( q = Q \), where

\[
Q = \frac{\lambda}{4K} \sqrt{g^2 - 1}.
\]

For \( g < 1 \) the out-of-plane component of the spiral is too costly and the minimum remains at \( q = 0 \). The corresponding eigenvalue is

\[
e(Q) = -m_0 - \frac{m_z (g - 1)^2}{4g} \Theta(g - 1),
\]

where \( \Theta(x) \) is the Heaviside step function.

The couplings \( b_{1,2,3} \) can be treated perturbatively, and produce anisotropy in \( \vec{q} \) space. The leading order correction to the eigenvalue is

\[
\Delta e(\vec{q}) = \kappa_+ b_3 + \kappa_+(2b_1 + b_2) \frac{q_x^2 q_y^2}{q^4},
\]

where \( \kappa_{\pm} = \frac{2}{3} \left( 1 \pm m_z / \sqrt{m_x^2 + q^2 \lambda^2} \right) > 0 \). This favors axial spirals with wavevectors \( Q_1 = (Q,0) \) and \( Q_2 = (0,Q) \) if \( b_1 > -b_2/2 \), and diagonal spirals with \( Q_1 = \frac{1}{\sqrt{2}} (Q,Q) \) and \( Q_2 = \frac{1}{\sqrt{2}} (-Q,Q) \), otherwise.

When \( e(Q) < 0 \), the system orders, and we introduce two complex order parameters \( \phi_1, \phi_2 \) by writing

\[
\tilde{S}(\vec{r}) = \sum_{\nu=1,2} \left[ \phi_\nu(\vec{r}) e^{i\vec{Q}_\nu \cdot \vec{r}} \hat{e}_\nu + c.c. \right],
\]

where \( \hat{e}_\nu \) is the eigenvector of \( T \) matrix at momentum \( \vec{Q}_\nu \). For the axial spiral phases, these are \( e_1^{axial} \approx -i \cos(\varphi/2) \hat{x} + \sin(\varphi/2) \hat{z} \), and \( e_2^{axial} \approx -i \cos(\varphi/2) \hat{y} + \sin(\varphi/2) \hat{z} \), where \( \tan \varphi = \sqrt{g^2 - 1} \). The eigenvectors for diagonal spiral phases are given by a \( \pi/4 \) rotation as \( e_{\nu}^{axial} = \mathcal{R}(\frac{\pi}{4}) e_{\nu}^{axial} \).

The above analysis determines the modes involved in the ordering just below the transition from the paramagnetic state, \( e(Q) = 0^- \) (Eq. (8)), when the magnitude of \( \tilde{S} \) is infinitesimal. For \( g < 1 \), this implies in-plane ferromagnetism, while for \( g > 1 \), there is a degeneracy of states with different choices of \( \phi_\nu \). This is split by quartic terms in the free energy, which can be written as

\[
f_{\text{spherical}} \approx 4 \epsilon(Q) (\rho_1 + \rho_2) + 4d_0 \left\{ (4 + 2 \cos^2(\varphi)) (\rho_1 + \rho_2)^2 + 4 (1 - 2 \cos(\varphi)) \rho_1 \rho_2 \right\}.
\]
Other quartic terms $d_1$, $d_2$ and $d_3$ are not considered for the reason that they only provide subleading corrections here. From Eq. \[10\], spin modulations with two components $|\phi_1| = |\phi_2|$ are favorable if $\cos(\varphi) > \frac{1}{2}$; otherwise a spiral phase with $(\phi_1 = 0, \phi_2 \neq 0)$ or $(\phi_1 \neq 0, \phi_2 = 0)$ is favorable. The boundary between these two is at $g = 2$. The spin configuration in the two-component $(\phi_1, \phi_2)$ phase is plotted in Fig. 2, showing that it can be regarded as a skyrmion lattice, which is a crystalline state of spirals with one spin texture per unit cell. Different from previous skyrmions discussed for other chiral magnets [22, 33, 34], the present skyrmion lattice state has nodal points (Fig. 2), which are protected by the space-spin combined $C_4$ and time-reversal symmetries. The nodal points can be removed by breaking time-reversal symmetry, for example, with an external magnetic field.

On lowering temperature further, the competition amongst phases shifts, with quartic terms playing a more important role. By a combination of stability analysis of the above ordered states and numerical/analytical minimization of the free energy, we establish the phase diagram in Fig. 1. The minimal free energy states can be approximately expressed in the form

$$\tilde{S}(\vec{r}) = \tilde{S}_0 + \sum_{\nu=1,2} \left[ \phi_\nu(\vec{r}) e^{iQ_{\nu} \cdot \vec{r}} e_\nu + c.c. \right],$$

where $\tilde{S}_0, \phi_\nu, e_\nu$ are parameters that vary in the different phases. Between FM and spiral phases, we obtain a coexistence state, with both $\tilde{S}_0$ and one $\phi_\nu$ non-zero (and $\tilde{S}_0 \cdot e_\nu = 0$), known as a “cone” state. This state arises due to the competition of linear derivative and quartic terms in the free energy. The boundaries of the cone state with the FM and spiral phases are given respectively by $g = 1 + \frac{\sqrt{2} \nu m_0}{4 m_0}$ (to leading order in $m_0$) and $-\frac{m_0}{m_s} = -\frac{1}{2}g(g-1)^2$, and represent continuous transitions. The cone state can also be reached from a skyrmion lattice state by lowering the temperature. The phase transition from the skyrmion lattice to the cone state is found to be first order. An intermediate phase, an anisotropic two-component spiral state, occurs in a narrow transition region between the spiral and skyrmion lattice states (Fig. 1), via a pair of second order transitions.

**Fluctuation effects.** The above mean-field analysis neglects fluctuation effects, which can be significant in two dimensional systems with continuous broken symmetry. Here we discuss them based upon renormalization group and other arguments.

The in-plane ferromagnetic state, as well as the uniform component of the polarization in the coexistence/cone state, is pinned by anisotropy arising from SOC to lie along one of the easy axes. Thus it behaves as a discrete Ising order parameter and long-range order is thereby stabilized by SOC. The situation is more subtle for the spiral states, which have a continuous degeneracy associated with the phase(s) of $\phi_\nu$. Note that as a result of spatial translation symmetry, the problem has an emergent $U(1) \times U(1)$ symmetry: $\phi_\nu \rightarrow \phi_\nu e^{i\theta_\nu}$. This is true for both axial and diagonal spiral phases.

Deep inside the spiral phases, the effect of fluctuations is understood simply by rewriting $\phi_\nu = |\phi_\nu| e^{i\theta_\nu}$, and considering quadratic fluctuations of $\theta_\nu$. These are, as usual, logarithmic, and thereby generate power-law correlations of the non-zero $\phi_\nu$ fields. Thus the spiral order becomes quasi-long-range rather than truly static, though the physics is otherwise largely unchanged.

The transitions between the spiral and other phases are more interesting. They can be understood, following the pioneering work of Kosterlitz and Thouless (KT), from the point of view of unbinding of topological defects. This gives rather different results for the two spiral phases.

Consider first the spiral phase, where only a single spiral order parameter is non-zero. The order parameter manifold consists of two disconnected parts, associated to the two possible wavevectors. Here there are two types of topological defects. The first is a vortex in the phase of the spiral, which as usual is a point defect with a logarithmic energy cost (see Fig. S1 in Supplementary Materials). The second is a domain wall separating regions of the two possible wavevectors $Q_1$ and $Q_2$. This is a defect with a non-zero large tension in two dimensions. The relatively small energy cost of the vortices is readily overcome by entropy, and we expect a conventional KT transition with increasing temperature. For example, the anomalous dimension at this transition is expected to be $1/4$.

Since the domain walls are not involved in this transition, their line tension remains positive just above the KT transition, and the system remains in a single “wavevector” domain. Formally, this means the order parameter $\langle \rho_1 - \rho_2 \rangle \neq 0$, so the $C_4$ rotation symmetry is spontaneously broken, though time-reversal and translation symmetry is restored. Fluctuations therefore induce an
intermediate nematic phase between the spiral and paramagnetic phases. The transition from the nematic to paramagnetic state occurs at a higher temperature, and is expected to be of Ising type.

Applying the same reasoning, the transition from the cone to FM phase is also expected to be KT-like. This is consistent because the $C_4$ symmetry is broken in the FM by the uniform in-plane moment.

Now consider the skyrmion lattice state. Here the order parameter manifold is continuous and fully connected. It is described just by the angular variables $\vartheta_1$ and $\vartheta_2$, which translate the lattice in either the $x$ or $y$ direction. Consequently, the only defects are vortices in the two phase fields, or equivalently dislocations of the lattice (see Fig. S2 in Supplementary Materials). Therefore only a single transition is expected. This may also be guessed from the fact that the skyrmion lattice preserves $C_4$ symmetry. The transition should be described as the melting of this skyrmion lattice, which appears to be in the same universality class as the melting of a square lattice on a tetragonal but incommensurate substrate. Such 2d melting transitions were analyzed by Halperin and Nelson, and share similar characteristics with KT transitions \[35, 36\].

The above conclusions describe likely critical properties based on universality from the general theory of 2d critical phenomena, but for example first order transitions could also occur for non-universal reasons. Hence we verified them against a non-perturbative but approximate renormalization group (RG) \[37\] calculation for spiral states, where it is useful to rewrite the free energy (Eqs. 1 and 11) in terms of slowly-varying order parameters $\rho_\nu$ as

$$F = \int d\varphi \left\{ \frac{\xi}{2} \left( \left| \partial_\varphi \phi_1 \right|^2 + \left| \partial_\varphi \phi_2 \right|^2 \right) + \gamma \left( \left| \partial_\varphi \phi_1 \right|^2 + \left| \partial_\varphi \phi_2 \right|^2 \right) \right\} + U(\rho_1, \rho_2) + O(\partial^4) \right\}$$

To quartic order in the fields, the potential term $U(\rho_1, \rho_2)$ takes the form

$$U(\rho_1, \rho_2) = \frac{\omega}{2} (\rho_1 + \rho_2 - \rho_0)^2 + \omega_2 \rho_1 \rho_2. \quad (12)$$

The latter can be viewed as simply a rewriting of Eq. 10, and the former following the standard notation \[37\] allows for slow spatial variations of the spiral order parameters. The theory thus has a momentum cutoff $\Lambda$. Symmetries are made transparent in the rewriting form of the free energy. Note that both axial and diagonal spiral phases are described by the same free energy up to a $\pi/4$ rotation of coordinates.

Introducing dimensionless parameters $\tilde{u}_{1,2} = Z^{-2} \Lambda^{-2} u_{1,2}$, $\tilde{\rho}_0 = Z \rho_0$, from the free energy in Eq. 11, calculations of 1PI RG equations are standard following Ref. \[37\], and two illuminating limits are given here. First, as $\tilde{\rho}_0$ approaches $\infty$, $\beta$-functions are asymptotically

$$\beta(\tilde{u}_1) = (2 - 2\eta) \tilde{u}_1 - \frac{\log 2}{\pi \sqrt{\rho}} \tilde{u}_1 + O(\tilde{\rho}_0^{-3}),$$

$$\beta(\tilde{u}_2) = (2 - 2\eta) \tilde{u}_2 - \frac{\log 2}{\pi \sqrt{\rho}} \tilde{u}_1 \tilde{u}_2 + O(\tilde{\rho}_0^{-3}). \quad (13)$$

We thus have an approximate fixed line at $\tilde{u}_1^* = \frac{\pi \sqrt{\eta}}{\log 2}$, with $\eta^* = \frac{\omega}{1 + \sqrt{2}}$. This fixed line is parametrized by $\tilde{\rho}_0$. The second limit is $\tilde{\rho}_0 = 0, \gamma \rightarrow 1$, where $\beta$-functions are

$$\beta(\tilde{u}_1) = 2 \tilde{u}_1 - \frac{\log 2}{\pi \sqrt{\rho}} (5\tilde{u}_1^2 + (\tilde{u}_1 + \tilde{u}_2)^2),$$

$$\beta(\tilde{u}_2) = 2 \tilde{u}_2 - \frac{\log 2}{\pi \sqrt{\rho}} (6\tilde{u}_1 + \tilde{u}_2) \tilde{u}_2 + O((\gamma - 1)^2). \quad (14)$$

Here we have $\beta(\tilde{u}_1) = \beta(\tilde{u}_2) = 0$ at the fixed points $(\tilde{u}_1^* = \frac{\pi \sqrt{\eta}}{3 \log 2}, \tilde{u}_2^* = 0)$.

![FIG. 3: Vector illustration of $(\beta(\tilde{u}_1), \beta(\tilde{u}_2))$. In this plot we use $\gamma = 1$. In (a) where $\tilde{\rho}_0 = 0$, there is an approximate fixed point at $(\tilde{u}_1, \tilde{u}_2) \rightarrow +\infty$. In (b), where $\tilde{\rho}_0 = 0$, RG would flow to a regime with $\tilde{u}_1 < 0$. For $\gamma$ slightly deviated from 1, e.g., $\gamma = 1.5$, the qualitative features of this plot do not change.](image-url)

In the intermediate regime we solve RG equations numerically and find that $\tilde{\rho}_0$ flows to zero above the KT transition of spiral states when $\tilde{\rho}_0$ is smaller than some critical value $\tilde{\rho}_0^*$, dependent on $\tilde{u}_1$ and $\tilde{u}_2$. Thus we know from the limit (Eq. 14) and Fig. 3(b), $\tilde{u}_1$ flows to negative values and $\tilde{u}_2 > 0$ flows to large positive values above the KT transition, which predicts a nematic phase with an order parameter $(\rho_1 + \rho_2)$. This indicates the nematic phase melts to paramagnetic through a first order phase transition at higher temperature.

**Conclusion.** We determined a magnetic phase diagram for 2d electron systems with weak but non-negligible SOC, relevant to oxide heterostructures, but which is largely independent of the still unresolved microscopic origin of magnetism. Remarkably, we found a skyrmion lattice phase similar to recent observations in helimagnets. The complex spin textures and nematic state we found should be detectable magnetically (see e.g. the discussion of magnetization of spiral states in Ref.\[11\]) but also through transport, which should evince spontaneous anisotropy as well as non-linear effects typical in sliding incommensurate spin-density-waves. The influence of Berry phases on electrons \[33\], e.g. the anomalous Hall effect, is a promising direction for the future. These states may also be relevant to certain schemes for engineering Majorana fermions, which require non-collinear magnetic moments\[35\].
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FIG. S1: Spin configuration of a spiral state with one vortex. Spin moments in this spiral state without vortices vary in the $x$ direction and thus form stripes. The presence of a vortex here causes dislocation of the stripe order. Fluctuations of vortices/dislocations tend to restore the translation symmetry.

FIG. S2: Spin configuration of a skyrmion lattice state with one vortex. The vortex here causes dislocation of the lattice, fluctuations of which tend to restore the translation symmetry.