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Abstract—Independent components within low-dimensional representations are essential inputs in several downstream tasks, and provide explanations over the observed data. Video-based disentangled factors of variation provide low-dimensional representations that can be identified and used to feed task-specific models. We introduce MTC-VAE, a self-supervised motion-transfer VAE model to disentangle motion and content from videos. Unlike previous work on video content-motion disentanglement, we adopt a chunk-wise modeling approach and take advantage of the motion information contained in spatiotemporal neighborhoods. Our model yields independent per-chunk representations that preserve temporal consistency. Hence, we reconstruct whole videos in a single forward-pass. We extend the ELBO’s log-likelihood, Variational inference, Generative models, Self-supervised learning, and provide explanations over the observed data. Video-based disentangled factors of variation provide low-dimensional representations that can be identified and used to feed task-specific models. We introduce MTC-VAE, a self-supervised motion-transfer VAE model to disentangle motion and content from videos. Unlike previous work on video content-motion disentanglement, we adopt a chunk-wise modeling approach and take advantage of the motion information contained in spatiotemporal neighborhoods. Our model yields independent per-chunk representations that preserve temporal consistency. Hence, we reconstruct whole videos in a single forward-pass. We extend the ELBO’s log-likelihood term and include a Blind Reenactment Loss as an inductive bias to leverage motion disentanglement, under the assumption that swapping motion features yields reenactment between two videos. We evaluate our model with recently-proposed disentanglement metrics and show that it outperforms a variety of methods for video motion-content disentanglement. Experiments on video reenactment show the effectiveness of our disentanglement in the input space where our model outperforms the baselines in reconstruction quality and motion alignment.

Index Terms—Disentangled representations, Video reenactment, Variational inference, Generative models, Self-supervised learning.

I. INTRODUCTION

While the goal of representation learning is to obtain low-dimensional vectors useful for a diverse set of tasks, Disentangled Representation Learning (DRL) captures independent factors of variation within the observed data. These disentangled representations are robust and interpretable, simplify several downstream tasks like classification and Visual Question Answering [1], and support diverse content generation tasks [2, 3]. DRL shifted from unsupervised to weakly- and self-supervised methods, as inductive biases have shown to be fundamental in Deep Generative Models (DGM) [4, 5]. DRL methods from video separate time independent (a.k.a. content) from dependent (a.k.a. motion) factors of variation. While content features must be forced to have a low variance throughout the sequence, motion ones are expected to change. Disentangling information from videos is of major importance since it can ease tasks that depend on the spatiotemporal data. For instance, prediction tasks could rely on the independent representations of the objects or only on their temporal information. These independence could not only ease the load on the downstream tasks but also enforce fairness and privacy over the data. DRL from videos has been approached as a sequential learning process forcing temporal consistency among frames. This problem is commonly addressed with Recurrent Neural Networks (RNN), due to their capacity of modeling temporal data of variable length. Although architectures based exclusively on 3D Convolutional Neural Networks (3D-CNN) have been used in general representation learning from videos for downstream tasks [6, 7], few works rely only on convolutional architectures for DRL and posterior video generation [8, 9], despite their capacity of modeling whole videos, as they are constrained to fixed-length sequences.

Taking into account the great suitability of Variational Autoencoders (VAE) for unsupervised tasks [10, 11], we propose a self-supervised DRL model that takes advantage of local spatiotemporal regularity to reconstruct videos by disentangling their content and motion while learning a robust representation space. Motion-Transfer Chunk Variational Autoencoder (MTC-VAE) is a Variational Autoencoder that models temporal segments (a.k.a. chunks) as independent random variables, maps them into a disentangled latent distribution, and maps them back consistently. When modeling chunks as independent, the reconstructed videos may not be temporally consistent. Hence, we preserve the temporal dependency that naturally exists among the chunks by assuming a Markovian relation between consecutive chunks at inference time. To enforce it, we incorporate two inductive biases in our model: (i) We assume content features as stationary and motion ones as non-stationary in our model’s log-likelihood. (ii) Video Reenactment (VR) is equivalent to swapping the motion representation of two videos and mapping them to the input space. We show that this duality (independence at generation time, and dependence at inference time) is successful at representing video sequences for both disentanglement and reconstruction.

Our contributions are: (i) A self-supervised DGM for VR and content-motion disentanglement from arbitrary-length videos through a simple 3D-CNN architecture in a single forward pass, improving over existing methods. (ii) Even assuming chunk independence, we significantly ease the disentangled motion-content feature inference and consistent video reconstruction, due to our inductive biases, and the self-supervised representation learning scheme. (iii) We show, that chunk-wise
is better suited for DRL and video synthesis than frame-wise modeling for long videos. Moreover, we highlight that, unlike SotA VR models, MTC-VAE is suited to learn disentangled low-dimensional representations. VR models rely on entangled high-dimensional features and bypass information through the architecture to achieve better reconstruction at the cost of bloated features. In contrast, our objective is to obtain independent factors of variation that are expressive enough for simple generators to create natural videos.

II. RELATED WORK

A. General Disentangled Representation Learning

Seminal works on DRL are mostly unsupervised, and the majority rely on VAEs. InfoGAN [12], however, is the most relevant exception. It uses control variables (categorical, discrete, or continuous) in the latent representation as inductive biases while penalizing mutual information among the latent units in an adversarial framework. $\beta$-VAE [13] includes the $\beta$ hyper-parameter into the VAE’s ELBO to leverage independence among the latent scalars, leading to a higher-quality disentanglement. Later approaches (e.g., $\beta$-TCVAE [14] and FactorVAE [15]) penalize Total Correlation among the latent scalars, yielding a better trade-off between disentanglement and reconstruction quality. The ground-breaking work by Locatello et al. [4] showed that unsupervised methods for DRL are extremely weak. Posterior works have shifted to weakly- and self-supervised approaches. Hence, our proposed MTC-VAE introduces inductive biases in the latent space, such as explicit latent factors to represent content and motion features, with sufficient encoded information to guarantee VR from them.

B. Disentangled Representations from Video

These works focus on disentangling time-dependent from time-independent features for each frame of the video and then enforcing inter-frame consistency. Common setups of these approaches perform pose-content disentanglement while achieving consistency using RNNs and GANs [16–19]. Instead of pose-content disentanglement, some works separate deterministic from stochastic features [20, 21]. Most of the works in this area are applied to video prediction, but recent ones have started to be tested on VR tasks [8, 9, 22, 23]. Few of them [8, 9] rely on 3D-convolutional generators, but are constrained to fixed-length videos. The rest use RNNs to capture the temporal relation between frames or segments at generation time, to perform either video reconstruction, prediction, or sequence-to-sequence translation. Although MTC-VAE models dependent chunks at inference time, it assumes independence at generation time. These assumptions simplify the tasks of reconstruction and VR since, to reconstruct a chunk of a video, it does not need to reconstruct the previous ones. Therefore, the chunkwise approach takes the best of both worlds at not being constrained either to fixed-length-sequences or sequential generation.

C. Video Reenactment

Recent methods on VR work in the domain of human faces [24–27], human poses [28–31], or objects in general [32–36]. Their main objective is to generate realistic videos, while the representation is either irrelevant or a secondary objective. Instead, DRL models hold this objective as primary. Most of these methods rely on warping techniques assisted by spatial transformer networks [37] for frame-wise conditional video generation. To apply such transformations, the generator requires high-dimensional spatial information that would normally be lost in a low-dimensional latent representation. Hence, they either map to latent spaces that are larger than the original input space, to preserve spatial information, or bypass this information through skip connections from the encoder to the decoder. Thus, a low-dimensional latent representation is not enough to represent the whole video. In contrast, our proposal reconstructs videos while learning low-dimensional and factorized representations. We highlight that our method reconstructs videos exclusively from low-dimensional representations. Due to this restriction, we expect the perceptual quality and motion complexity of rendered videos to be higher in VR methods in comparison to DRL ones. Despite this limitation, we consider our work as a step towards bridging these two areas.

III. PROPOSED APPROACH: MTC-VAE

Given that content changes at a much slower rate than motion in a video, we propose to extract disentangled representations from local spatiotemporal neighborhoods (a.k.a. chunks). Content information of neighboring chunks changes so slowly that we may assume that it remains constant throughout a scene, while motion presents rapid changes. Unlike existing frame-wise approaches, we use chunks to better capture the temporal characteristics of the video (cf. Section IV-C for the impact of the temporal windows), and their relations to obtain a self-supervised learning signal.

MTC-VAE contains only 3D-convolutional streams and, unlike recurrent approaches, models chunks as independent random variables for the generative pass, yet Markovian-dependent for the inference one. Our formulation starts diverging from a standard two-latent-priors VAE when we extend our $\log p(x)$ to leverage inter-chunk consistency, which helps to reconstruct realistic videos, even though chunks are independently generated. We go further and introduce the self-supervised blind reenactment loss (BRL): another inductive bias that blindly simulates VR between two videos.

A. Chunk-wise Video Modeling

We represent the video $x = (x_k)_{k=1}^K$ as a sequence of $K$ non-overlapping and equally-sized chunks $x_k$ of length $c$. Similarly, we define $w = (w_k)_{k=1}^K$ as the sequence of motion representations of each $x_k$. For the $k$-th chunk, we model the content and motion as independent latent variables $z$ and $w_k$, respectively. We assume $z$ to be unique and shared across the chunks, as content remains constant through time. Fig. 1 depicts the graphical model for a video $x$.

Different from common frame-wise approaches, where $w$ normally depend on previous frames, in the generative phase,
we model all the motion representations \( \{w_k\} \) as independent random variables. This assumption simplifies the generation process since it lets us generate a particular chunk without having to consider the previous ones in the video. A unique \( z \) for all the chunks sets an implicit dependence of each chunk to the whole video in the inference phase of the model.

Being the chunks independent, the joint probability of the chunk posteriors, directly provided by the decoder. See Appendix A for further detail and proof of our formulation. We model all the motion representations \( \{w_k\} \) as independent random variables. This assumption simplifies the generation process since it lets us generate a particular chunk without having to consider the previous ones in the video. A unique \( z \) for all the chunks sets an implicit dependence of each chunk to the whole video in the inference phase of the model.

Being the chunks independent, the joint probability of the chunk posteriors, directly provided by the decoder. See Appendix A for further detail and proof of our formulation.

\[
\arg \max_{\phi, \gamma, \theta} \mathbb{E}_q(x_{1:k}) \sum_k \left\{ \mathbb{E}_q \left[ \log p(x_k \mid w_k, z) \right] - \text{KL}(q_{\phi}(w_k \mid x_k) \parallel p(w_k)) - \text{KL}(q_{\gamma}(z \mid x_k) \parallel p(z)) \right\}.
\]

Fig. 2 shows the pipeline to calculate the ELBO (2). We maximize the expected reconstruction loss over the two latent variables w.r.t. their distributions \( q_{\phi}(z \mid x_k) \) and \( q_{\gamma}(w_k \mid x_k) \) (first term), and minimize the Kullback-Leibler divergence between these distributions w.r.t. their priors. We compute their expected value w.r.t. the empirical distribution of the chunks \( q(x_{1:k}) = \prod_{k} q(x_k \mid x_{k-1}) \) that models a Markovian temporal relation between them.\(^2\) We approximate the chunk distribution through a sampling process on the videos, and model all prior distributions as standard Gaussians. To generate a new video from the chunk posterior, we concatenate the expected values of the chunk posteriors, directly provided by the decoder. See Appendix A for further detail and proof of our formulation.

Our architecture consists of two encoders \( q_{\phi}(z \mid x_k) \) and \( q_{\gamma}(w_k \mid x_k) \), and one decoder \( p_{\theta}(x_k) \). All of them have five 3D-convolutional layers, with Batchnorm and ReLU activations. The number of filters in the hidden layers of the decoder is double the number of filters in the encoders.

\(^2\) We assume the first chunk to be distributed through \( q(x_1 \mid x_0) \equiv q(x_1) \) to simplify the notation.

**B. Inter-Chunk Consistency**

As shown in Equation 2, we can train a VAE to independently reconstruct chunks. However, the independence assumption at generation time may cause the videos to not be smoothly rendered between chunks. To solve this issue, we force our model to yield a unique content representation \( z \), regardless of the chunk from which it is inferred.

We part from the assumption that content is constant throughout the video, and so does its latent representation \( z \sim q_{\phi}(z \mid x_k) \text{—cf. Section III-A. To force our model to learn this constraint, we train it to minimize } \log p_{\theta}(x_k \mid w_k, z_j) \text{ for every } j, \text{i.e., maximize the log-likelihood of a chunk } x_k \text{ given its own motion } w_k \text{ and any } z_j \text{ content representation—cf. Fig. 2. We extend the log } p(x_k \mid w_k, z) \text{ term (2) to fulfill this constraint. So our final reconstruction loss is}

\[
\mathcal{L}_r(\theta, \phi, \gamma) = \sum_{k=1}^{O} \sum_{j=1}^{O} \left[ \log p_{\theta}(x_k \mid w_k, z_j) \right],
\]

where \( z_j \sim q_{\phi}(z \mid x_j), w_k \sim q_{\gamma}(w_k \mid x_k) \), and \( O \) is defined as the order of the model that restricts the number of chunks used to calculate the loss. As Fig. 2 shows, the decoder outputs the distribution parameters \( p_{\theta}(x_k \mid w_k, z_j) \). Due to its combinatory nature, it is impractical to apply \( \mathcal{L}_r \) to all the chunks. Hence, for each forward pass, we consider only a sequence of \( O \leq K \) consecutive chunks of \( x \), starting at a random frame.

The second and third terms of the expected log-likelihood (2) correspond to the regularization terms of the motion and content distributions, respectively. That is, we compute

\[
\mathcal{L}_m(\gamma) = - \sum_{k=1}^{O} \text{KL}(q_{\gamma}(w_k \mid x_k) \parallel p(w_k)), \text{ and (4)}
\]

\[
\mathcal{L}_a(\phi) = - \sum_{k=1}^{O} \text{KL}(q_{\phi}(z \mid x_k) \parallel p(z)), \text{ (5)}
\]

on \( O \) consecutive chunks instead of the whole video—cf. Fig. 2.

---

**Fig. 1.** In the generative model (solid arrows), \( K \) chunks \( \{x_k\} \) (observed) share the same content \( z \), while having their own motion \( w_k \). During inference (dashed arrows), the latent variables \( z \) and \( w_k \) are inferred from each chunk, while each chunk \( x_k \) also depends on the previous one.

**Fig. 2.** We feed consecutive chunks \( \{x_k\}_{k=1}^{O} \) to the encoders \( q_{\phi} \) and \( q_{\gamma} \), yielding their representations, \( \{w_k\}_{k=1}^{O} \) and \( \{z_j\}_{j=1}^{O} \). We concatenate all combinations of \( z_j \)’s and \( w_k \)’s, and decode them to obtain the p.d.f. parameters \( p_{\theta} \) for the \( k \)-th chunk posteriors \( p_{\theta}(x_k \mid w_k, z_j) \). Every posterior from \( w_k \) must generate \( x_k \). We maximize the log-likelihood of each chunk under the corresponding set of posteriors. Chunk posteriors relate with the original chunks through \( \mathcal{L}_r \). The latent prior distributions relate through \( \mathcal{L}_a \) and \( \mathcal{L}_m \). We sample from the chunk posterior by applying the Sigmoid function to the output of the decoder.
Unlike other variational inference methods of grouped observations [39–42], we opted for the extended log-probability term (3), considering different combinations of appearance features, to yield stronger gradients for chunk-consistency, instead of averaging the shared representations in the group.

C. Blind Reenactment Loss

Our proposed Blind Reenactment Loss (BRL) loss increases the likelihood \( \log p(x_k | w_k, z) \) of our ELBO given any encoded chunks. It aims at leveraging content-motion disentanglement by doing VR between a source video \( S \) and a driving video \( D \). The motion representation of \( S \) is replaced by the one of \( D \), to reconstruct a reenacted video with the object of interest from \( S \) moving like the one in \( D \). This translation can be achieved uniquely if the content and motion representations of both videos are disentangled. The main difficulty is that, in principle, we would need to train our model with ground-truth reenacted videos. However, we opt for self-supervised training and take advantage of our chunk-based approach.

Consider two chunks \( s_i \) and \( s_j \) from \( S \), and one chunk \( d_l \) from \( D \). Assuming constant content throughout the video, if we independently reenact \( s_i \) and \( s_j \) w.r.t. \( d_l \), the two reconstructed chunks must be the same since \( s_i \) and \( s_j \) have the same content. To achieve this objective, we force the corresponding chunk posteriors \( p(x | w_l, z) \) to be equivalent, i.e., \( p(x | w^d_l, z^s_i) \equiv p(x | w^d_l, z^s_j) \equiv p(x | w^d_l, q(z | s_l), w^d_l \sim q(w_k | d_l)), \) by minimizing the KL divergence between every two posteriors that fit the described case. Let

\[
\mathcal{L}_b(\theta, \phi, \gamma) = \frac{1}{O} \sum_{i=1}^O \sum_{j=1}^O \sum_{k=1}^O \text{SKL}\left(p_{\theta}(x | w^d_l, z^s_i) \parallel p_{\theta}(x | w^d_l, z^s_j)\right),
\]

be our BRL, where \( \text{SKL}(P \parallel Q) = \frac{1}{2}(\text{KL}(P \parallel Q) + \text{KL}(Q \parallel P)) \) is a symmetrical operator. This loss involves two empirical distributions of unobservable samples, so we are not aware, at training time, of whether the sampled videos are correctly reenacted. If there is disentanglement, posteriors sharing the same motion of \( D \) and any content of \( S \) must be equivalent, regardless of their samples.

The BRL must be optimized along with \( \mathcal{L}_r \) (3) to prevent posterior collapse. Notice that, if \( O = 1 \), then \( j = i = 1 \) and \( \mathcal{L}_b = 0 \), so this objective can only be optimized for \( O \geq 2 \).

D. General Loss Function

We define the general objective to be maximized as

\[
\mathcal{L} = \mathcal{L}_r + \lambda \mathcal{L}_b + \beta(\mathcal{L}_a + \mathcal{L}_m),
\]

where \( \beta \) comes from \( \beta \)-VAE by [13], and \( \lambda \) weights \( \mathcal{L}_b \). Each element in the batch is conformed by a sequence of \( O \) chunks, so \( \mathcal{L} \) can be calculated independently for every element.

IV. EXPERIMENTS

We evaluated MTC-VAE in DRL, VR, and downstream tasks. Although MTC-VAE does not require labels in training time, we used labels to assess disentanglement, and to split the training and testing datasets. We detail the implementation of the model and the experimental setup in Appendix B.

Datasets. (i) Cohn-Kanade (CK+) facial dataset [43, 44], (ii) Liberated Pixel Cup (LPC) sprites, (iii) Moving MNIST (MMNIST) [45], (iv) Deepmind’s dSprites, (v) Deepmind’s 3dShapes, and (vi) Multimedia Understanding Group (MUG) facial dataset [46]. We generated videos from the images of dSprites and 3dShapes, forming sequences of objects moving in linear and curved trajectories, or changing their perspective. Each dataset contains 10,000 videos, except for CK+ (320), LPC (200,000), and MUG (700). We report the average model performance in a 5-fold cross-validation setup (80% for training and 20% for testing). Appendix B-C provides further detail about the datasets, as well as the factors of variation.

Baselines. We compared our method against the Disentangled Sequential Autoencoder (dis-VAE) [22], SVG-LP [20], and \( \beta \)-TCVAE [14]. The first two are frame-wise approaches that disentangle time-dependent from time-independent factors. Although SVG-LP namely disentangles deterministic from stochastic features, they force the deterministic features to remain constant, while the stochastic ones change from frame to frame, like a content-motion modeling. \( \beta \)-TCVAE is an unsupervised disentanglement model, tested so far on images, so we extended it to 3D-CNNs to support chunks.

Hyper-parameters. After a hyper-parameter search in the models (see details in Appendix B), we tuned the \( \beta \) parameter and the latent space size. For dSprites, LPC and MMNIST, \( \beta = 1 \), and \( \beta = 5 \) for the other datasets. Regarding the latent space dimensionality (where each dimension is a latent unit), \( \text{dim}(z) = 14 \), \( \text{dim}(w_k) = 7 \) for CK+, LPC, and MUG, \( \text{dim}(z) = 12 \), \( \text{dim}(w_k) = 6 \) for 3dShapes, \( \text{dim}(z) = 12 \), \( \text{dim}(w_k) = 4 \) for dSprites, and \( \text{dim}(z) = 8 \), \( \text{dim}(w_k) = 4 \) for MMNIST. We performed ablation studies on \( \lambda, c, O, \) and \( \beta \) (cf. Section IV-C and Appendix F).

A. Content-Motion Disentanglement

We obtained the latent representations from the trained models for the test set and, using ground-truth labels, we calculated the Mutual Information Gap (MIG) [14], the Factor-VAE (FVFAE) disentanglement metric [15], and the Separated Attribute Predictability Score (SAP) [47].

Assessing disentanglement quality is narrowly application-related [48, 49]. We adhere to the criteria defined by Ridgeway and Mozer [49], by which we may evaluate disentanglement based on either modularity (i.e., each unit contains information of at most one factor), compactness (i.e., each factor is ideally encoded by at most one unit) or explicitness (i.e., each factor is easily recovered from its code).

Since our objective is to encode two factors of variation (content and motion) in various latent units, our main interest is modularity. Compactness, although desirable, is expected to not be fulfilled, as content and motion are complex factors that can barely be represented in few latent units. Explicitness is important to estimate the effectiveness of disentangled representations for downstream tasks, like classification.

MIG and SAP heavily penalize representations that are not compact, by depending on the mean difference between the first
We aggregated the multiple factors, provided in 3dShapes, and concatenated it with each representation yielded by \( \beta \)-TCVAE, dis-VAE, and SVG-LP. To show our point, we calculated the FV AE metric, which returns an estimate of disentanglement for images. Table II demonstrates that multi-factor disentanglement is a significantly harder task, but it is remarkable that MTC-VAE features are more disentangled than the others, even when the model was not trained for this specific task. We provide a list and a description of the factors of variation considered for each dataset in Appendix B.

### B. Video Reenactment

We generated 10,000 videos, each from a source video \( S \) and driving video \( D \). For \( \beta \)-TCVAE and MTC-VAE, we fixed the content representation of the first chunk of \( S \), replicated it, and concatenated each replica to the motion representation of each chunk in \( D \). Due to the assumption of appearance preservation throughout the video, our model must be able to reconstruct the video from the appearance representation of any of their chunks. We decided to use the first chunk of each video for easiness in the implementation. The reenacted video was obtained by decoding the resulting vectors. For dis-VAE, we obtained the content representation from the mean of the frames’ appearances and sequentially calculated the motion representations. For SVG-LP, we obtained the representation from the inference model of the first frame of \( S \) and concatenated it with each representation yielded by the learned prior on each frame of \( D \). For \( \beta \)-TCVAE, since we do not know which units correspond to content and which ones to motion, we considered the classification scheme used to calculate the FVAE metric, which returns an estimate of the units that are more likely to represent either content and motion. Based on these criteria, we swapped the units that are more likely to represent motion from \( D \) to \( S \).

---

**TABLE I.** Performance for content-motion disentanglement and data realism. \((\ast c = 1)\)

| \( \beta \)-TCVAE | MIG \( \uparrow \) | SAP \( \uparrow \) | SSIM \( \uparrow \) | FID \( \downarrow \) |
|------------------|-----------------|--------------|-------------|----------|
| \( \beta \)-TCVAE | 0.50 ± 0.02     | 0.01 ± 0.01  | 0.11 ± 0.08 | 0.23 ± 0.10 |
| dis-VAE          | 0.50 ± 0.00     | 0.01 ± 0.00  | 0.08 ± 0.06 | 0.40 ± 0.03 |
| SVG-LP           | 0.50 ± 0.00     | 0.01 ± 0.00  | 0.03 ± 0.02 | 0.54 ± 0.05 |
| MTC-VAE          | 0.50 ± 0.02     | 0.01 ± 0.00  | 0.41 ± 0.14 | 0.67 ± 0.06 |
| MTC-VAE*         | 0.50 ± 0.01     | 0.01 ± 0.00  | 0.39 ± 0.11 | 0.73 ± 0.02 |

| \( \beta \)-TCVAE | MIG \( \uparrow \) | SAP \( \uparrow \) | SSIM \( \uparrow \) | FID \( \downarrow \) |
|------------------|-----------------|--------------|-------------|----------|
| \( \beta \)-TCVAE | 0.50 ± 0.02     | 0.01 ± 0.01  | 0.11 ± 0.08 | 0.23 ± 0.10 |
| dis-VAE          | 0.50 ± 0.00     | 0.01 ± 0.00  | 0.08 ± 0.06 | 0.40 ± 0.03 |
| SVG-LP           | 0.50 ± 0.00     | 0.01 ± 0.00  | 0.03 ± 0.02 | 0.54 ± 0.05 |
| MTC-VAE          | 0.50 ± 0.02     | 0.01 ± 0.00  | 0.41 ± 0.14 | 0.67 ± 0.06 |
| MTC-VAE*         | 0.50 ± 0.01     | 0.01 ± 0.00  | 0.39 ± 0.11 | 0.73 ± 0.02 |

**TABLE II.** Multi-factor disentanglement. \((\ast c = 1)\)

| \( \beta \)-TCVAE | MIG \( \uparrow \) | SAP \( \uparrow \) | SSIM \( \uparrow \) | FID \( \downarrow \) |
|------------------|-----------------|--------------|-------------|----------|
| \( \beta \)-TCVAE | 0.21 ± 0.03     | 0.07 ± 0.04  | 0.03 ± 0.02 |
| dis-VAE          | 0.19 ± 0.01     | 0.03 ± 0.01  | 0.01 ± 0.01 |
| SVG-LP           | 0.18 ± 0.01     | 0.02 ± 0.01  | 0.01 ± 0.00 |
| MTC-VAE          | 0.27 ± 0.05     | 0.19 ± 0.07  | 0.08 ± 0.03 |
| MTC-VAE*         | 0.31 ± 0.02     | 0.14 ± 0.05  | 0.05 ± 0.02 |

| \( \beta \)-TCVAE | MIG \( \uparrow \) | SAP \( \uparrow \) | SSIM \( \uparrow \) | FID \( \downarrow \) |
|------------------|-----------------|--------------|-------------|----------|
| \( \beta \)-TCVAE | 0.28 ± 0.01     | 0.02 ± 0.01  | 0.01 ± 0.00 |
| dis-VAE          | 0.28 ± 0.00     | 0.02 ± 0.01  | 0.01 ± 0.00 |
| SVG-LP           | 0.29 ± 0.00     | 0.00 ± 0.00  | 0.00 ± 0.00 |
| MTC-VAE          | 0.33 ± 0.02     | 0.11 ± 0.01  | 0.02 ± 0.00 |
| MTC-VAE*         | 0.29 ± 0.01     | 0.07 ± 0.02  | 0.01 ± 0.00 |

| \( \beta \)-TCVAE | MIG \( \uparrow \) | SAP \( \uparrow \) | SSIM \( \uparrow \) | FID \( \downarrow \) |
|------------------|-----------------|--------------|-------------|----------|
| \( \beta \)-TCVAE | 0.32 ± 0.07     | 0.16 ± 0.09  | 0.03 ± 0.01 |
| dis-VAE          | 0.22 ± 0.01     | 0.04 ± 0.01  | 0.06 ± 0.05 |
| SVG-LP           | 0.17 ± 0.00     | 0.01 ± 0.00  | 0.01 ± 0.01 |
| MTC-VAE          | 0.41 ± 0.07     | 0.21 ± 0.05  | 0.89 ± 0.01 |
| MTC-VAE*         | 0.43 ± 0.06     | 0.19 ± 0.03  | 0.89 ± 0.00 |
Our metrics are frame-wise Structural Similarity (SSIM) [50] to quantify identity preservation after reenactment (i.e., whether the reenacted video contains the content of \( S \) and no leaked content of \( D \)), and frame-wise Fréchet Inception Distance (FID) [51] to assess the realism of the reenacted videos. Table I shows the performance of the models for SSIM and FID. In half of the cases, MTC-VAE outperforms the baselines, but its superiority is not as significant as it is in disentanglement.

Due to the lack of metrics to assess that the reenacted video mimics \( D \), we provide a qualitative assessment between videos reenacted by the models and their corresponding source videos. Fig. 3 shows some examples. It can be seen that MTC-VAE yields reenacted videos that are better synchronized w.r.t. \( D \) than the baselines. Also, in terms of sharpness, identity preservation, and inter-chunk consistency, MTC-VAE shows a clear advantage. In general, dis-VAE was more successful in representing time-dependent features than \( \beta \)-TCVAE. Qualitatively, SVG-LP yielded the poorest reenactment.

Additional results are in Appendix G. We explored the limits of our model on high-resolution videos (Appendix D) and on a real-world human-action dataset (Appendix E). Although it has shown to be robust in high-resolution videos, our experiments on human-action datasets make evident the fact that exclusively-CNN-based architectures fall short in reconstructing large motions [52, 53], like the ones done by the human body. We show that the yielded representations are successful in capturing the semantics of the content and motion of the videos, which suggests that our model obtains meaningful representations of any kind of data. However, its effectiveness for reconstruction and reenactment is restricted to motions with fewer degrees of freedom (like simple trajectories, facial expressions, and a reduced set of human actions). These experiments reveal that the bottleneck of the model is the decoder.

C. Ablation Studies

We conducted ablation studies to determine the impact of the chunk size (\( c \)), the order of the model (\( O \)), the hyperparameter \( \beta \), and the presence/absence of the Blind Reenactment Loss.
(λ). Figs. 4 and 5 show, respectively, charts on the ablative study on c ∈ {1, 3, 5, 7, 9} and λ ∈ {0, 1}. In Appendix F, we present complete examples with all the cases on the ablative study, tables with the detailed scores, and the ablation on O.

In Fig. 4, we plotted the curves of the metrics as a function of c. Most of them peaked in 3 or 5 for FVAE and SAP, meaning that middle-sized chunks are preferable. For SSIM, when c > 5, there is a slight decrease on performance and, although for c ≤ 5 performance is similar, it reaches the lowest variability at c = 5 (cf. gray curve), FID shows a heterogeneous behavior among the datasets. For CK+ and LPC, the greater the chunk size, the better the performance while the opposite stands for 3dShapes. For MMNIST, middle values attain the best performance, while LPC shows its worst performance at the same values. Table F.1 presents more detailed results.

Although there is a pattern in most of the metrics pointing to a better performance with middle-sized chunks, numerically, the impact on the chunk size may be little significant for the metrics considered. A more explicit impact on the performance of using chunks (c > 1) instead of frames (c = 1) is qualitatively evidenced in both reenactment quality and inter-chunk consistency. As we do not count on metrics to quantify such properties, we depict in Fig. 6 the perceptual difference of performance between the frame and the chunk version of MTC-VAE. Both CK+ and MMNIST show poor reenactment performance for c = 1. This suggests that wider temporal neighborhoods ease motion encoding, to be transferred between videos more accurately, as well as it also eases smoothness. We show a thorough comparison in Appendix G.

Fig. 5 shows the impact of BRL on the performance metrics. The boxes correspond to the distribution of the five experiments associated with each configuration, due to the 5-fold cross-validation scheme. Boxes with light colors indicate the performance when λ = 0, and the ones with dark colors when λ = 1. Regarding disentanglement, it can be seen that the positive impact of the BRL is significant in general for FVAE, except for the 3dShapes datasets. For MIG and SAP, the impact is not that significant, however, this is expected, since both metrics measure compactness, and the BRL loss is not designed for this objective. Regarding reconstruction metrics (SSIM and FID), its impact was not significant and, in the case of FID, it showed to decrease the performance in dSprites, LPC and MMNIST. Regarding the order of the model, we concluded that optimal values of O are 2 or 3, depending on the length of the videos in the dataset (cf. Appendix F). Since the complexity of the model is quadratic w.r.t. to O, higher values are not worth considering.

**D. Performance on Downstream Tasks**

To evaluate the robustness of the learned disentangled representations, we extracted them from the datasets, and trained a Linear Support Vector Machine to assess whether they are linearly separable. We chose a simple classifier, as more sophisticated ones are prone to work around weaker representations, hampering the comparison between our model and the baselines. We tested the models in (i) content-motion and (ii) multi-factor classification.
was harder for all the models (cf. Table IV). However, ours
the central trajectory is done in the content subspace while
trajectory, which only traverses the motion subspace.
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conditional video generation. Fig. 7 shows three trajectories,
the LPC dataset, to show how MTC-V AE could be used for
E. Latent-Space Traversals

For the first scenario, we used the same ground-truth labels
to calculate appearance/motion disentanglement, and report
the obtained accuracies in Table III, showing that recognizing
content is easier than actions. In most of the datasets, our
model outperforms the baselines in both content and motion.

For the second scenario, we used the same ground-truth labels
to calculate multi-factor disentanglement. This scenario
was harder for all the models (cf. Table IV). However, ours
outperformed the rest in most of the cases. This is expected
since none of them was trained for multi-factor disentanglement.
Notice that each row in Table IV is a classification scheme on
different sets of classes. E.g., for dSprites, factor \( R \) represents
the red RGB contribution of the shape, so it is a 256-class
problem, while factor \( Shape \) is a 4-class problem, as there are
only four different shapes in the dataset (cf. Table B.1). In both
scenarios, the chunk-wise version of our model outperformed
the frame-wise version (MTC-VAE*) most of the times.

All the trajectories are linear, so it is expected that examples
in the middle do not look plausible, due to a high probability of
sampling outside either \( q_\phi(z | x_k) \) or \( q_\gamma(w_k | x_k) \). To correctly
trace the latent space requires awareness of its topology. We
leave as future work to explore more sophisticated methods to
trace the space of our model [54, 55].

Fig. 8 shows some examples of controllable video generation.
We highlight that we do not expect to perform this task perfectly,
as we focus exclusively on content-motion disentanglement,
so it is normal that visual traits that should be independent
(e.g. hair color and skin color) happen to be entangled in
the representation. However, it is possible to independently
trace each latent unit of the space and manually check which
visual traits were affected. The sequences of Fig. 8 are the
endpoints of the trajectories (Appendix G shows the complete
trajectories), and each one shows a visual trait that was affected
by traversing latent units. Most of them were affected by only
one unit: hair color (\( z[5] \)), hairstyle (\( z[7] \)), shirt color (\( z[11] \)),
and pants color (\( z[13] \)). Motion-related units were more difficult
to traverse, since independent motion traits of the video remain
more entangled than the appearance ones, as shown by our
results on multi-factor classification (Table IV). This means
that traversals have a high risk of sampling outside the support
of \( q_\gamma(w_k | x_k) \). The last example in Fig. 8 was constructed
by traversing \( w[0], w[4], \) and \( w[6] \), and it is clear that we
sampled outside \( q_\gamma(w_k | x_k) \). This set of experiments show that
it is possible to interpret, to some extent, the meaning of the
components of the latent representations.

V. CONCLUSION

Our proposed MTC-VAE for content-motion disentanglement
learns to represent videos as a consistent sequence of chunks
that are independent at generation time, but dependent at
inference time. It considers two extensions to the VAE
formulation: (i) training the model such that each chunk
implicitly contains information about the whole video under
the assumption of content invariability, while separating motion
per chunk, and (ii) using the task of video reenactment as an
inductive bias to leverage the learning of independent content
and motion representations. MTC-VAE yields less latent vectors
to represent a video (one per chunk, instead of per frame).
To reconstruct one video, it is trained with chunks modeled
as independent random variables at generation time. Given
that a chunk does not depend on the reconstruction of the
previous one, all chunks in a video can be reconstructed in
a single forward-pass. The experiments show the capacity of
our chunk-wise approach in learning time-dependent and
-independent representations from videos as well as the positive
impact of video reenactment as an inductive bias to improve
such representations. Our ablative study on the size of the
chunks shows a better disentanglement and VR performance
of middle-sized chunks, over the frame-wise approach. We
also showed the superiority of MTC-VAE for multiple-factor
disentanglement, even though it was not explicitly trained for
more than two factors. We explored the limits of our model in
additional experiments on high-resolution videos (Appendix D)
and on a real-world human-action dataset (Appendix E). These
experiments reveal that the bottleneck of the model is the
decoder, whose enhancement we leave for future work as well
as exploring different latent and data priors, and devising fusion
strategies for the chunks to yield more informative gradients
and a better reconstruction, as well as disentanglement quality.

APPENDIX A
DERIVATION OF THE ELBO

In this section, we present the derivations of the statements
introduced in Section IV to construct the loss functions of our
model based on the Evidence Lower Bound (ELBO) of the
expected log-likelihood of our model.

Let the video \( x \) be a sequence of \( K \) chunks, \( x = (x_k)_{k=1}^K \).
Similarly, let \( w = (w_k)_{k=1}^K \) be the sequence of motion
representations for all the chunks on the video \( x \). For the
\( k \)-th chunk, we model the content and motion as independent
latent variables \( z \) and \( w_k \).

We are interested in maximizing the expected log-likelihood of
the videos w.r.t. the data empirical distribution \( q(x) \). First,
let’s consider it based on the sets \( x \) and \( w \) such that

\[
\mathbb{E}\ log p(x) = \mathbb{E}_q(x) \log \int p(x, w, z) \ d w \ d z, \quad (8)
\]

\[
= \mathbb{E}_q(x) \log \int q(w, z | x) p(x, w, z) \ d w \ d z, \quad (9)
\]

\[
\geq \mathbb{E}_q(x) \mathbb{E}_q(w, z | x) \left[ \log \frac{p(x, w, z)}{q(w, z | x)} \right], \quad (10)
\]

\[
= \mathbb{E}_q(x) \mathbb{E}_q(w, z | x) \left[ \log \frac{p(x, w, z) p(w) p(z)}{q(w \mid x) q(z \mid x)} \right], \quad (11)
\]

\[
= \mathbb{E}_q(x) \mathbb{E}_q(w, z | x) \left[ \log p(x \mid w, z) + \log \frac{p(w)}{q(w \mid x)} + \log \frac{p(z)}{q(z | x)} \right]. \quad (12)
\]

However, we are interested in modeling the chunks and their
respective latent variables. Hence, we need a change in the
variable. First, let’s consider the video distribution based on its
chunks as \( q(x) = \prod_{k=1}^K q(x_k \mid x_{k-1}) \), such that \( q(x_1 \mid x_0) \equiv q(x) \), i.e., we consider the video as a Markov chain of chunks.
Then, by plugging into the sequence representations of the
video \( x \) and the motion latent variable \( w \), we get

\[
\mathbb{E}_q(x) \log p(x) \geq \mathbb{E}_q(x) \sum_{k=1}^K \left[ \log \prod_k p(x_k \mid w_k, z) + \log \prod_k p(w_k) \right]. \quad (13)
\]

We denote the content prior distribution over the sequence of
chunks as \( p(z) = \prod_k p_k(z) \). (Abusing notation, we will
refer to these priors as \( p_k(z) = p(z) \) since they are all the
same over the sequence.) Then, we can simplify the expected
log-likelihood as

\[
\mathbb{E}_q(x) \log p(x) \geq \sum_{k=1}^K \mathbb{E}_q(x_k \mid x_{k-1}) \sum_k \log p(x_k \mid w_k, z) + \log \prod_k p_k(z) \quad (14)
\]

\[
= \sum_{k=1}^K \mathbb{E}_q(x_k \mid x_{k-1}) \sum_k \left[ \log p(x_k \mid w_k, z) + \log \frac{p(w_k)}{q(w_k \mid x)} + \log \frac{p(z)}{q(z | x)} \right] \quad (15)
\]

Notice that the final function corresponds to the expectation
over the empirical chain of chunks. In our experiments, we
simulate this process by sampling throughout the video to
obtain the chunks and then compute the summation over the
losses.

APPENDIX B
IMPLEMENTATION DETAILS

A. Architecture

Our model consists of two encoding streams, corresponding to
\( q_0(z \mid x_k) \) and \( q_1(w_k \mid x_k) \), and one decoding stream,
corresponding to \( p_0(x_k) \), defined in Section III. All the streams
have five 3D-convolutional layers, with batchnorm and ReLU
activations. The number of filters in the hidden layers of the
decoder is double the number of filters in the encoders.

As previous works on DRL from video and VR [33, 56, 57],
we used an appearance-suppressed input to the motion encoding
stream. In our case, we added a layer that calculates the optical
flow of the chunk with the Lucas-Kanade method [38].

We use a Bernoulli observation VAE where the observed
samples of the decoder are used as logits of a Bernoulli
distribution, in contrast with the traditional Gaussian observa-
tions. We observed a remarkable superiority at reconstruction
time of the Bernoulli observations, particularly for videos
where the proportion of the object of interest w.r.t. the
background is reasonably low. We consider standard Normal
priors for both the content and motion latent representations,
i.e., \( p(z) = \mathcal{N}(0, 1) \), and \( p(w_k) = \mathcal{N}(0, 1) \) for all \( k \).

The loss functions \( \mathcal{L}_c \), \( \mathcal{L}_a \), and \( \mathcal{L}_m \) require consecutive
chunks of a unique video, while \( \mathcal{L}_b \) requires chunks of the
source and the driving video. In order to train all the losses
in the same forward pass, we feed the model with batches of
O-tuples of consecutive chunks, as shown in the Algorithm 1,
which describes in detail the training procedure of our model.
For \( \mathcal{L}_b \), we create a reversed copy of the batch to be used as
the batch of driving videos, while the original batch corresponds
to the source videos. This gives a sense of completeness for
training because it ensures that source videos will also act as driving videos, and vice-versa, in the same forward pass. Although Algorithm 1 is expressed so, for each batch, all the possible pairs of videos are used as source and driving, in practice, it is unfeasible because the calculation of \( L_b \) takes cubic time w.r.t. \( O \). We can argue that, by means of the stochastic batched training, most of the possible pairs of videos can be covered for our model, if trained for enough time.

**B. Model Training**

Making use of labels describing the factors of variation in a video, such as the identity of the object of interest or its motion, we split the datasets in training-test and tested our model in two generalization scenarios. We will refer to this as a soft generalization scenario, in which the model is requested to reconstruct novel videos from contents and motions seen in training time. We included two hard generalization scenarios: the appearance holdout scenario, in which the model is requested to reconstruct novel videos with appearances that were not seen in training time, and the motion holdout scenario, in which the model is requested to reconstruct novel videos with motions that were not seen in training time. The quantitative results presented in the main text of this paper (Table I, and Figs. 3 and 4) correspond to the soft generalization scenario. We show in Appendix F the quantitative performance of MTC-VAE and the baselines in the three generalization scenarios, as well as detailed results on the ablation studies, corresponding to the soft generalization scenario.

To run the complete set of experiments, including the baselines, the hyper-parameter search, and the ablation study of our model, we used a total of 12 GPUs Titan X, Titan Xp, RTX 2080 Ti, RTX 5000, GTX 1080 Ti, and Tesla P100. However, our model can be executed in a single GPU of 12 GB memory, and the training time varies from 20 minutes to 12 hours, depending on the length of the videos, the chunk size, and more importantly, the order of the model. Given two videos, the chunk-wise reenactment process takes no more than 2 seconds.

**C. Data**

Cohn-Kanade (CK+) facial expressions dataset. [43, 44] 326 gray-scale videos of \( 64 \times 64 \) pixels of 118 characters performing six actions: anger, disgust, fear, happy, sad, and
surprise. This dataset only provides two-factor labels: identity and expression.

**Multimedia Understanding Group (MUG) facial expressions dataset.** [46] 931 RGB videos of 64×64 pixels of 52 characters performing six actions: anger, disgust, fear, happy, sad, and surprise. This dataset only provides two-factor labels: identity and expression.

**Liberated Pixel Cup (LPC).** We generated 10 000 RGB videos of 64×64 pixels creating 24 motions classes performed by the characters, which correspond to six actions (walk, spellcast, thrust, shoot, hurt, and slash) times four perspectives (front, back, left, and right). For content, we combined different genders, body types, hairstyles, and clothes, creating a large number of different identities. In total, we generated 10 000 videos for training. Table B.1 shows the factors of variation used to evaluate multi-factor disentanglement (Table II). For content-motion disentanglement (Table I), we joined these factors in two supersets, as pointed in the S column in Table B.1.

**Moving MNIST (MMNIST).** [45] We generated 10 000 binary videos of 64×64 pixels with ten identities, corresponding to the digits from 0 to 9. All the videos have 32 frames. The digits follow linear trajectories from random starting points. We created 14 motion classes that distinguish the direction of the trajectory (e.g., down, diagonal up, right-left, left-right). This dataset only provides two-factor labels: identity and motion.

**dSprites.** We took the data provided in Deepmind’s project and generated 10 000 videos of 64×64 pixels from the images provided. The moving sprites have all possible sizes and shape types, yielding a large number of different identities. We can tweak the starting position, the final position, the velocity, and the type of trajectory (either linear or curved) of the sprite. This yields an explosive number of motion classes so, when taking the disentanglement metrics, we decided to label the videos with either linear or curved trajectory. Table B.1 shows the factors of variation used to evaluate multi-factor disentanglement (Table II). For content-motion disentanglement (Table I), we joined these factors in two supersets, as pointed in the S column in Table B.1.

**3dShapes.** We took the data provided in the Deepmind’s project and generated 10 000 videos of 64×64 pixels from the images provided. We can take the hue of the floor, the shape, and the walls, as well as the type of shape, yielding different identities. Regarding motion, we tweak the size of the shape (yielding a heart-beat-like motion) and the perspective (yielding a camera-motion effect), attaining a large (but not explosive) number of motion classes. Table B.1 shows the factors of variation used to evaluate multi-factor disentanglement (Table II). For content-motion disentanglement (Table I), we joined these factors in two supersets, as pointed in the S column in Table B.1.

**D. Baselines**

As said in Section IV, we compared our method against dis-VAE by Li and Mandt [22], SVG-LP by Denton and Fergus [20], and β-TCVAE by Chen et al. [14]. We executed code already available for the three models. In the case of β-TCVAE, we extended the code made available by its authors, so their convolutional streams become 3D ones, in order to support chunks of videos. For SVG-LP, we used the official code provided by the authors. For dis-VAE, we used a public reproduction of the method whose results on the LPC dataset seem to match with the ones presented in the paper. In particular, we used the encoder referred as “full q” by the authors.

We tuned the hyper-parameters of the three models, by testing a small set of variations, as described below, on all the datasets, in the soft generalization scenario, and extracted the five evaluation metrics (MIG, FVAE, SAP, SSIM, and FID). For dis-VAE, we contrasted the “factored q” against the “full q” in order to determine which model had the best disentanglement and reconstruction performance. We determined that the latter had the best performance. For β-TCVAE we tuned β and λ, and the effect of annealing each one of them while training. For SVG-LP we tested between the VGG and the DC-GAN architectures, concluding that the latter attained the best results, so we used it for comparison. We determined that annealing λ while keeping β fixed (1.0 for MMNIST and dSprites and 5.0 for the rest of datasets) obtained the best results. The best baseline configurations for each dataset were compared against our method, as shown in Table F.6.

**E. Metrics Calculation**

In order to calculate the disentanglement metrics, we took all the videos of the test set (20%, according to the 5-fold cross-validation setup mentioned in Section IV), divided them into chunks, and calculated the latent representations of each one of the chunks. In the case of dis-VAE, the representations were per frame. In total, for CK+, approximately 64 videos were used to calculate MIG, FVAE, and SAP while, for the rest of datasets, approximately 2000 videos were used.

We evaluated content-motion disentanglement for the five datasets (cf. Table I), by considering only two factors of variation. The 3dShapes, dSprites, and LPC datasets contain more than two factors, so we composed them, as noted in the S column in Table B.1 to attain only the content-motion factors. As stated in Section IV-A, when the number of factors is not equal to the number of units (in our case, the number of units is significantly higher than 2), the MIG and SAP metrics are expected to be low.

Although MIG is a relatively popular metric, it penalizes dispersed representations, by considering the information gap between the first and second units that best represent a factor. Thus, when one factor of variation is equally represented by more than one unit, that gap is expected to be low, and so does the metric.
SAP is also thought to be low when there is a mismatch between the number of units and the number of factors since this metric is based on the classification accuracy estimation (using a Linear SVM classifier) when each 1d unit is used to classify examples under each factor.

We consider the FVAE metric to be the most suitable for the objective of motion disentanglement since it only penalizes the undesirable case in which one latent unit represents more than one factor of variation, and we are only considering two factors that we expect to be fully disentangled.

For the reconstructions metrics, in theory, we can generate $n(n-1)$ reenacted videos, where $n$ is the number of videos in the test set. It was straightforward to generate 10,000 reenacted videos for all datasets, except for CK+, which had approximately 4000 videos. We used all the generated videos to calculate SSIM and FID.

**Appendix C**

**Performance of Training with Partial Representations**

Aiming at reducing the computational cost of training MYC-VAE when $O$ is high, without reducing its performance, we conducted an experiment to assess the effect of subsampling the number of combinations to calculate the extended log-likelihood (3) and the Blind Reenactment Loss (6). We set $O = 4$, but instead of reconstructing $O$ times the input sequence, we reconstruct only two, by randomly sampling two of the $O$ appearance representations. Notice that, if we sampled only one appearance representation, the BRL calculation would not be possible (see Eq. 6). Due to time and computer restrictions, we performed those experiments only in the MUG dataset.

Table C.1 shows the results of our experiments. These results suggest that a full representation may increase modularity (higher FVAE), while a partial representation seems to deal better with explicitness (higher SAP) and reconstruction quality (SSIM and FID). However, the difference between those methods is not big enough to say one is better than the other, reinforcing our hypothesis that higher orders may just add too much redundancy to the training, without improving performance. This in part may explain why our experiments showed that optimal values of $O$ are 2 or 3 in terms of cost/benefit, even for long sequences like the ones in MUG. We also noticed that using the partial representations yielded smaller architectures (about 25% less trainable parameters), less GPU memory (about 50%) and a lower execution time (about 50%).

**Appendix D**

**Experiments on High-Resolution MUG**

We tested the effectiveness of MTC-VAE on high-resolution inputs by training it on a $256 \times 256$ version of the MUG dataset, which we will call it as MUG-HQ.

The architecture to process the $256 \times 256$ input contains two more convolutional layers in the encoders and the decoder than the $64 \times 64$ version. Also, we doubled the size of the content and motion latent representations, and trained our model for 60 hours, while the $64 \times 64$ model took 24 hours to converge.

In Table D.1 we compare the performance of MTC-VAE between MUG and MUG-HQ, in order to better analyze how the model was affected with a high-resolution input. The SSIM and FID metrics behaved as expected: the larger the input, the harder to reconstruct it, and the harder to yielding samples that belong to the data distribution. The performance on the downstream classification task was practically unaffected in content classification, while it had a slight drop in Motion classification.

In general, we expected all the metrics to worsen for high-resolution videos. For that reason, the increase on the FVAE and SAP metrics is somehow surprising for us. Our conclusion is that the increase in spatial resolution enhanced the quality of the representations, in particular, the content one, by providing mode discriminant information. On the other side, the motion representation presented a lower action classification performance, suggesting that it contains less discriminating information.

Figures D.1 to D.8 show some examples of how successful was the reenactment task in yielding realistic videos with accurate poses.

**Appendix E**

**Experiments on the Tai Chi Dataset**

The Tai Chi dataset consists of 1191 sequences downloaded from YouTube of several Tai Chi movements in diverse scenarios. The videos are cropped and aligned, in such a way that the character occupies the most of the frame an remains in the center. We performed a set of experiments on this dataset, in order to test the limitations of MTC-VAE in reconstructing high-complexity real-world scenes.

That being said, we expect the performance of MTC-VAE to fall behind VR-SotA models [28–36, 56, 57, 59, 60], given that such models rely on high-dimensional structured representations that preserve spatial information, while our model, aiming at providing a meaningful and disentangled low-dimensional representation, has an important disadvantage, as it cannot preserve spatial information so accurately.

Table E.1 shows the comparison of the performance of MTC-VAE w.r.t. the baselines. Given that the ground truth of the dataset only provide identity (i.e., content) labels, it is not possible to calculate the disentanglement metrics (FVAE, MIG and SAP). Hence, we only report the SSIM and FID metrics, besides the accuracy on content classification. Our model outperforms the others in realism (FID) and loses to $\beta$-TCVAE on structural similarity (SSIM). Finally, the features yielded by MTC-VAE significantly outperforms the baselines' when used to classify the identity of the character.

Figures E.1 to E.12 show examples of VR by MTC-VAE, and confirm our expectation of our model not being competitive when compared to SotA methods, due to the reasons presented above. It is important to mention that, besides the complexity of the motions in the video, the highly heterogeneous backgrounds significantly hinders the reconstruction task.

However, Figures E.1 to E.12 allow us to qualitatively assess the disentanglement performance of our model. Notice how the appearance is preserved in each row of the matrices of...
Fig. D.1. MUG-HQ: Reenactment examples. Above: selected frames at full resolution. Below: complete sequences.
Fig. D.2. MUG-HQ: Reenactment examples. Above: selected frames at full resolution. Below: complete sequences.
Fig. D.3. MUG-HQ: Reenactment examples. Above: selected frames at full resolution. Below: complete sequences.
Fig. D.4. MUG-HQ: Reenactment examples. Above: selected frames at full resolution. Below: complete sequences.
Fig. D.5. MUG-HQ: Reenactment examples. Above: selected frames at full resolution. Below: complete sequences.
Fig. D.6. MUG-HQ: Reenactment examples. Above: selected frames at full resolution. Below: complete sequences.
Fig. D.7. MUG-HQ: Reenactment examples. Above: selected frames at full resolution. Below: complete sequences.
Fig. D.8. MUG-HQ: Reenactment examples. Above: selected frames at full resolution. Below: complete sequences.
TABLE C.1. Comparison of the model performances with and without subsampling when $O = 4$ in the MUG dataset.

| Disentanglement | Reconstruction | Accuracy |
|-----------------|----------------|----------|
|                | FVAE ↑ | MIG ↑ | SAP ↑ | SSIM ↑ | FID ↓ | C ↑ | M ↑ |
| Full           | 0.78 ± 0.04 | 0.01 ± 0.01 | 0.82 ± 0.04 | 0.45 ± 0.01 | 39.44 ± 3.55 | 1.0 ± 0.0 | 0.40 ± 0.09 |
| Partial        | 0.77 ± 0.06 | 0.00 ± 0.00 | 0.87 ± 0.02 | 0.47 ± 0.01 | 40.40 ± 2.05 | 1.0 ± 0.0 | 0.39 ± 0.04 |

TABLE D.1. Results on MUG-HQ compared with its low-quality version. The lower part indicates the performance on downstream tasks.

| Metrics | Values HQ | Values LQ |
|---------|-----------|-----------|
| FVAE ↑  | 0.77 ± 0.04 | 0.72 ± 0.04 |
| MIG ↑   | 0.02 ± 0.01 | 0.01 ± 0.01 |
| SAP ↑   | 0.83 ± 0.03 | 0.73 ± 0.05 |
| SSIM ↑  | 0.61 ± 0.01 | 0.63 ± 0.02 |
| FID ↓   | 41.12 ± 1.07 | 28.79 ± 1.15 |
| Content ↑ | 0.99 ± 0.01 | 1.00 ± 0.00 |
| Motion ↑ | 0.63 ± 0.04 | 0.79 ± 0.05 |

TABLE E.1. Performance for content-motion disentanglement and data realism in the Tai Chi dataset

| Metrics | Values HQ | Values LQ |
|---------|-----------|-----------|
| $\beta$-TCVAE | 0.81 ± 0.04 | 244.77 ± 3.85 |
| dis-V AE  | 0.73 ± 0.05 | 215.51 ± 2.41 |
| SVG-LP    | 0.69 ± 0.07 | 201.82 ± 0.91 |
| MTC-V AE  | 0.78 ± 0.02 | 183.24 ± 1.17 |

Appendix F
Detailed Quantitative Results

We present the performance of MTC-VAE and the baselines for each the soft generalization and the two hard generalization scenarios, w.r.t. the three disentanglement metrics introduced in Section IV-A and the two reconstruction metrics introduced in Section IV-B.

Tables F.1, F.2, and F.3 shows the performance in the soft generalization scenario for our ablation studies presented in the main text. In particular, Tables F.1 and F.2 have the same data as, respectively, in Figs. 4 and 5. The discussion on these results is provided in Section IV-C.

Table F.3 shows that performance on disentanglement depends on the dataset, and it can be related to the length of the videos. E.g., MMNIST, the dataset with the longest videos, presented better disentanglement performance at the higher images, while the only trait that changes is the instantaneous pose (i.e., motion). Although blurry, it is possible to see that the overall deformation of the body to yield a pose is, at some extent, correctly transferred w.r.t. the driving video, and that the identity of the character as well as the background (i.e., content) is preserved, meaning that both the content and motion representations have the correct meaningful information to reconstruct the video, and the bottleneck in the reconstruction process is in the decoder.

Solutions to handle this problem include explicitly modeling the background (i.e., having identity, motion, and background representations), and using deformations modules based on Spatial Transformer Networks [37]. Such solutions are considered as promising future work, but outside of the scope of our proposal in this manuscript.

Fig. E.1. Tai Chi: Reenactment Examples.

Fig. E.2. Tai Chi: Reenactment Examples.
orders \((O = 4)\), while the rest showed better performance in middle-sized orders \((O = 2, 3)\). On the other hand, for reconstruction, it seems that the best performance was obtained, in general, for \(O = 1\). It is important to point that the memory and time required to train the model significantly increase as \(O\) grows. We consider that having high-order models is not optimal in terms of cost-benefit. Also, order 1 may achieve better reconstruction results, but present poorer disentanglement results. Optimal values of \(O\) can be 2 or 3.

Table F.6 presents the comparison of MTC-VAE and the baselines on the two hard generalization scenarios. In general, the dominance of MTC-VAE over the baselines persists in both scenarios.

Finally, Table F.5 complements Table II, by showing the multi-factor disentanglement performance for the hard generalization scenarios. The superiority of MTC-VAE, either in its frame and chunk version, is easily spotted.
APPENDIX G
Detailed Qualitative Results

In this section, we present traversal examples for LPC (Figs. G.1, G.2, G.3, G.4, G.5, G.6, G.7 and G.8), reenactment examples for LPC (Figs. G.9), 3dShapes (Figs. G.10, G.11, and G.12), dSprites (Figs. G.13), CK+ (Figs. G.14, G.15, and G.16), and MMNIST (Figs. G.18, G.19, and G.20). Besides the comparison with the baselines, we included examples for the ablation studies on the chunk size ($c$), impact of the Blind Reenactment Loss ($\lambda$), and the order of the model ($O$). Recall that the default configuration for MTC-VAE (fifth line in each figure) is $c = 5$, $\lambda = 1$, and $O = 2$.
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Fig. G.2. LPC: Latent-space traversal. Appearance latent space.

Fig. G.3. LPC: Latent-space traversal. Motion latent space.

Fig. G.4. LPC: Latent-space traversal. Hair color controlled by unit $z_5$.
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Fig. G.9. LPC: examples of reenactment for the soft generalization scenario. Comparison with the baselines ($\beta$-TCVAE and dis-VAE), and ablation study on the chunk size ($c$), Blind Reenactment Loss ($\lambda$), and order of the model ($O$).
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Fig. G.10. 3dShapes: examples of reenactment for appearance holdout. Comparison with the baselines ($\beta$-TCVAE and dis-VAE), and ablation study on the chunk size ($c$), Blind Reenactment Loss ($\lambda$), and order of the model ($O$).
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Fig. G.11. 3dShapes: examples of reenactment for motion holdout. Comparison with the baselines ($\beta$-TCVAE and dis-VAE), and ablation study on the chunk size ($c$), Blind Reenactment Loss ($\lambda$), and order of the model ($O$).
Fig. G.12. 3dShapes: examples of reenactment for the soft generalization scenario. Comparison with the baselines ($\beta$-TCVAE and dis-VAE), and ablation study on the chunk size ($c$), Blind Reenactment Loss ($\lambda$), and order of the model ($O$).
Fig. G.13. dSprites: examples of reenactment for the soft generalization scenario. Comparison with the baselines ($\beta$-TCVAE and dis-VAE), and ablation study on the chunk size ($c$), Blind Reenactment Loss ($\lambda$), and order of the model ($O$).

Fig. G.14. CK+: examples of reenactment for appearance holdout. Comparison with the baselines ($\beta$-TCVAE and dis-VAE), and ablation study on the chunk size ($c$), Blind Reenactment Loss ($\lambda$), and order of the model ($O$).
Fig. G.15. CK+: examples of reenactment for motion holdout. Comparison with the baselines ($\beta$-TCVAE and dis-VAE), and ablation study on the chunk size ($c$), Blind Reenactment Loss ($\lambda$), and order of the model ($O$).

Fig. G.16. CK+: examples of reenactment for the soft generalization scenario. Comparison with the baselines ($\beta$-TCVAE and dis-VAE), and ablation study on the chunk size ($c$), Blind Reenactment Loss ($\lambda$), and order of the model ($O$).
Fig. G.17. MUG: examples of reenactment for the soft generalization scenario. Comparison with the baselines ($\beta$-TCVAE and dis-VAE), and ablation study on the chunk size ($c$), Blind Reenactment Loss ($\lambda$), and order of the model ($O$).

Fig. G.18. MMNIST: examples of reenactment for appearance holdout. Comparison with the baselines ($\beta$-TCVAE and dis-VAE), and ablation study on the chunk size ($c$), Blind Reenactment Loss ($\lambda$), and order of the model ($O$).

Fig. G.19. MMNIST: examples of reenactment for motion holdout. Comparison with the baselines ($\beta$-TCVAE and dis-VAE), and ablation study on the chunk size ($c$), Blind Reenactment Loss ($\lambda$), and order of the model ($O$).
Fig. G.20. MNIST: examples of reenactment for the soft generalization scenario. Comparison with the baselines ($\beta$-TCVAE and dis-VAE), and ablation study on the chunk size ($c$), Blind Reenactment Loss ($\lambda$), and order of the model ($O$).