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Abstract. Model Checking is widely applied in verifying complicated and especially concurrent systems. Despite of its popularity, model checking suffers from the state space explosion problem that restricts it from being applied to certain systems, or specifications. Many works have been proposed in the past to address the state space explosion problem, and they have achieved some success, but the inherent complexity still remains an obstacle for purely symbolic approaches. In this paper, we propose a Graph Neural Network (GNN) based approach for model checking, where the model is expressed using a Büchi automaton and the property to be verified is expressed using Linear Temporal Logic (LTL). We express the model as a GNN, and propose a novel node embedding framework that encodes the LTL property and characteristics of the model. We reduce the LTL model checking problem to a graph classification problem, where there are two classes, 1 (if the model satisfies the specification) and 0 (if the model does not satisfy the specification). The experimental results show that our framework is up to 17 times faster than state-of-the-art tools. Our approach is particularly useful when dealing with very large LTL formulae and small to moderate sized models.
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1 Introduction

Model checking, proposed by Clarke et al. [9] is defined as the problem of deciding whether a property holds for all executions of a system. A property is typically specified in a temporal logic like Linear Temporal Logic (LTL), Computational Tree Logic (CTL), etc. Model checking has proven to be extremely effective in verifying complex systems against a set of specifications. It has gained wide acceptance in the fields of systems engineering [3], protocol verification in hardware and software systems, malware detection and security protocols [1].

Generally, formal specifications are expressed using temporal logic formulae like LTL, CTL, etc. The system/model is expressed using automata like Büchi [8], Muller, Kripke structures [22], or, Petri nets [20] to express concurrent systems. Given the system and the specification expressed using temporal logic, model
checking can automatically verify whether the system satisfies the specification. The result of model checking on a system expressed using Büchi automaton will be true if the automaton satisfies the specification expressed using temporal logic, and false if the automaton does not satisfy the specification.

Linear Temporal Logic (LTL) [21] and Computational Tree Logic (CTL) [14], [5] are the two most widely used temporal logics to express a specification both in industry and academia. However, LTL-based model checking suffers from the state space explosion problem [26] that hinders the performance of a model checker, especially with respect to very large LTL formulae or very large models. Methods like partial order reduction [16], symmetry [10], [11], bounded model checking [6], [17], equivalence relations etc. have been proposed to address the state space explosion problem. These methods have achieved some success, but in general the problem remains hard and hence the state space explosion problem still constitutes a major bottleneck in many applications of model checking.

In recent years, machine learning techniques have gained success in dealing with the state space explosion problem. Zhu et al. [29] proposed model checking based on binary classification of machine learning. They represented the system using Kripke structures and specification using LTL formulae. The Kripke structures and LTL formulae served as input features to the machine learning algorithms. A “0/1” label served as the supervised flag during training, where the value 1 stated that the Kripke structure accepts the LTL formula and 0 otherwise. They evaluated the performance of their framework on machine learning algorithms like Random Forest, Decision Trees, Boosted Tree and Logistic Regression. They achieve similar accuracy as the state-of-the-art algorithms used in classical LTL model checking and partially avoid the state space explosion problem. However, their method does not generalize well when tested with formulae of varying lengths in the same dataset. Behjati et al. [4] proposed a reinforcement learning based approach for on-the-fly model checking for properties expressed with LTL formulae. Their primary focus is on looking for invalid runs or counterexamples by awarding heuristics with a reinforcement learning agent. Their experimental results conclude that their approach performs much better than the classical model checking algorithms and can verify models with very large state spaces, but the termination condition of the agent searching the state space is still bounded.

In this paper, we propose a Graph neural network [23] based framework to perform LTL-based model checking. The model of the system is expressed using a Büchi automaton and the specification is expressed with an LTL formula. In this paper, we classify whether the Büchi automaton of a system satisfies the LTL formula with the help of Graph neural network based techniques. Encoding a Büchi automaton as a Graph neural network (GNN) and the LTL formula as a feature of the GNN along with a “0/1” label during training and a “0/1” expected output during testing reduces the problem of LTL-based model checking to a graph classification problem. This prevents us from encountering the famous state space explosion problem when it comes to polynomial sized models and
very large LTL formulae, and hence predicts results significantly faster, especially for very large LTL formulae.

The experimental results show that our framework achieves moderate to high accuracy on training, validation and test datasets. The accuracy of our model is also not negatively affected by the varying length LTL formulae and models present in the same dataset. These results indicate that our framework is independent of the length of the LTL formulae and models. The model also predicts results much faster than the state-of-the-art model checkers, especially on very large LTL formula, for which the model checkers take hours to solve.

The remainder of the paper is organized as follows:

– In section 2, we review the basics of model checking and graph neural networks.
– In section 3, we present our embedding approach in detail.
– In section 4, we present the experimental results which describe the efficiency of our framework with respect to accuracy and time taken to determine results in comparison to the state-of-the-art tools.
– In section 5, we describe some of the related works that use machine learning based techniques and compare our proposed approach with them.
– In section 6, we describe the limitations of our work
– In section 7, we draw conclusions and describe possible future work.

2 Background

2.1 Büchi Automata

In automata theory, a Büchi automaton is a model that either accepts or rejects inputs of infinite length. The automaton is represented by a set of states (some of which are initial, some final, and others neither initial nor final), a transition relation, which determines which state should the present state move to, depending on the alphabet. The model accepts an input if and only if it visits at least one accepting state infinitely often for the input. A Büchi automaton can be deterministic or non-deterministic. We deal with non-deterministic Büchi automata models in this paper, as they are strictly more powerful than deterministic Büchi automata models.

A non-deterministic Büchi automaton $B$ is formally defined as the tuple $(Q, q_0, \sum, \Delta, q_f)$ where the components are:

– $Q$ is the set of all states of $B$. $Q$ is finite.
– $q_0$ is the set of all initial states
– $\sum$ is the finite set of alphabets
– $\Delta : Q \times \sum \rightarrow 2^Q$ is the transition relation that can map a state to a set of states on the same input alphabet
– $q_f$ is the set of final states
2.2 LTL Based Model Checking

Linear Temporal Logic (LTL), is a type of temporal logic that models properties with respect to time. An LTL formula is constructed from a finite set of atomic propositions, logical operators not (\(\neg\)), and (\(\land\)), and or (\(\lor\)), and temporal operators:

- \(\mathbf{X}\) for next
- \(\mathbf{U}\) for until
- \(\mathbf{W}\) for weak until
- \(\mathbf{F}\) for eventually
- \(\mathbf{G}\) for globally
- \(\mathbf{R}\) for release, and,
- \(\mathbf{W}\) for weak until

Additional logical operators like implies (\(\rightarrow\)), equivalence (\(\leftrightarrow\)), etc. are expressed using the operators (\(\neg\), \(\land\), \(\lor\)).

2.3 LTL Based Model Checking

Given a system \(M\) expressed by a Büchi automaton \(B_M\) and a specification \(\phi\) expressed by an LTL formula, the model checking problem decides whether the system \(M\) satisfies the specification \(\phi\). The problem is solved by computing the Büchi automaton for the negation of the specification \(\phi\), i.e., \(B_{\neg \phi}\), followed by the product of \(B_M\) and \(B_{\neg \phi}\). The problem then reduces to checking the language emptiness problem of the product Büchi automaton \(B = B_M \times B_{\neg \phi}\). The language accepted by \(B\) is said to be empty if and only if the automaton rejects all inputs, i.e., it does not pass through any accepting state infinitely often for every input.

Construction of \(B_M\) is linear in the size of \(M\), \(B_{\neg \phi}\) is exponential in the size of \(\neg \phi\). The product construction would also lead to an automaton of size \(|M| \times 2^{|\neg \phi|}\), which can blow up for very large LTL formulae. The proposed approach prevents the explicit construction of \(B_{\neg \phi}\) and the product \(B\) by incorporating the LTL formulae as node features of the Graph neural network.

2.4 Graph Neural Networks

Graph Neural Networks (GNN) extend regular neural networks to better support data processing in graph domains. A GNN is represented by a graph \(G = (V, E)\), where the set \(V\) represents the nodes and the set \(E\), the edges of the graph. The graph can be directed or undirected. Every node \(i \in V\) is represented by an initial embedding \(h_i^0 \in \mathbb{R}^d\). Edges \(e \in E\) can also have features called edge attributes.

The target of a GNN is to learn node embeddings, \(h_i \in \mathbb{R}^d\), \(\forall i \in V\) which contain the neighbourhood information for the node \(i\). The embedding is a \(d\) dimensional vector representation for a node \(i\) that stores the final output label of every node after the execution of the model. GNNs capture the embeddings
via message passing between neighboring nodes in the graph. In contrast to standard neural networks, GNNs have the capacity to retain the node embeddings captured by message passing up to any depth. GNNs have achieved groundbreaking success in graph representation data, especially in node classification and graph classification tasks. This motivated us to represent $B_M$ as a GNN and map it to a graph classification problem, where the task is to classify the GNN representation of $B_M$ based on whether it satisfies (1) the LTL formula $\phi$ or not (0).

The comparative study by Errica et al. [15] on GNNs for graph classification showed that GIN (a variant of GNN) showed very promising results when it came to graph classification. Hence, in this paper, we use GIN [27]. The message passing framework of GIN is described as follows:

$$h_i^{(l+1)} = f_\Theta((1 + \epsilon)h_i^l + \text{aggregate}({h_j^l, j \in N(i)})))$$

where,

- $h_i^l$ is the node embedding at layer $l$,
- $\epsilon$ is a trainable parameter,
- $N(i)$ is the neighbour set of node $i$,
- $\text{aggregate}$ states the aggregation method (maximum, mean, or, minimum),
- $f_\Theta$ denotes the activation function.

We describe the details of our encoding of the model $B_M$ and the specification $\phi$ in GIN in Section 3.

3 Proposed Method

The proposed method determines whether a model, represented by a Büchi automaton $B_M$ satisfies a specification $\phi$ represented by an LTL formula. We model the problem as a supervised learning problem on Graph neural networks (GNN), where a single bit (0/1) of supervision is provided along with $B_M$ and $\phi$ during training. Here, bit 1 means that $B_M$ satisfies $\phi$ and 0 otherwise.

We represent $B_M$ as a graph $G = (V, E)$, where the nodes of $G$ are the states of $B_M$ and the edges of $G$ are the transitions of $B_M$. $G$ is directed in nature. We represent the LTL formula $\phi$ as a feature of the GNN. We construct the LTL formula from the alphabet set $\{a,...,z\}$, operators $\{F, G, X, !, U, W, R, M, \&, \neg\}$, and a special value 1 that indicates true.

We encode the LTL formula $\phi$ as follows:

- We assign unique numerical values to each alphabet and operator
- We construct the expression tree corresponding to $\phi$
- We construct the encoding by appending the numerical values of the nodes (which are alphabets or operators, or 1) corresponding to the inorder traversal of the expression tree
The edges of $B_M$ also have labels from the alphabet set $\{1, a, ..., z\}$ and operator $\{!\}$. For example, an edge can have the label $\{a, !b\}$. An edge label 1 indicates true (i.e., every alphabet holds in that edge). We encode the edges as a binary vector of 53 elements, where the first element denotes the label 1, the next 26 elements denote labels $\{a, b, ..., z\}$ and the next 26 elements denote labels $\{!a, !b, ..., !z\}$. The edge encoding will contain 1 at the indices where the label holds and 0 everywhere else. For example, for the label $\{a, !b\}$, the edge encoding will contain 1 at indices 1 (for $a$) and 28 (for $!b$) and 0 everywhere else.

The node embedding $h_0^i$ (i.e., the initial embedding) for the node $i$ is defined as the concatenation of the node number, node type, and LTL encoding. The node number is defined as the vertex number of the graph. The node type consists of four classes (bit representation), namely:

- Initial only (10) - Here, the node is the initial state of the automaton
- Final only (01) - Here, the node is one of the final states of the automaton
- Both (11) - Here, the node is both initial and final state of the automaton
- Neither (00) - Here, the node is neither the initial, nor a final state of the automaton

The node embeddings are then updated according to the Equation 1 for every layer $l$. We are essentially performing a binary classification (i.e., we expect the output to be 0 or 1). Hence we map the node embeddings into two classes at the last layer. We describe the encoding of the specification $\phi$, edge features and node embeddings $h_0^i$ for every node $i$ in detail in the example below.

### 3.1 Proofs

**Lemma 1.** Every LTL formula has a unique encoding

**Proof.** By contradiction, let us assume that two different LTL formulae ($l_1$ and $l_2$) have the same encoding.

Let, $encl_1 = [n_1, n_2, ..., n_k]$ and $encl_2 = [n'_1, n'_2, ..., n'_k]$, where $encl_1$ represents the encoding for $l_1$, and $encl_2$ represents the encoding for $l_2$.

By our assumption, $l_1$ and $l_2$ have the same encoding, hence $n_1 = n'_1, n_2 = n'_2, ..., n_k = n'_k$.

Since, $l_1$ and $l_2$ are different formulae, their expression trees will be different. Since, the encoding corresponding to the LTL formula represents the inorder traversal corresponding to the expression tree, there would be at least an $i$, where $1 \leq i \leq k$, such that $n_i \neq n'_i$. Hence, we arrive at a contradiction. Thus, $encl_1 = encl_2$ is not true, where $l_1$ and $l_2$ are different formulae. Thus, every LTL formula has a unique encoding.

**Lemma 2.** Every $(B_i, L_i)$ has a unique representation

**Proof.** We prove the lemma by case analysis, by analyzing two different $(B_i, L_i)$ combinations, at a time. Here $(B_i, L_i)$ denotes the tuple where $B_i$ is the automaton and $L_i$ is the LTL formula.
Case a. \((B_k, L_k)\) and \((B_j, L_j)\)

In this case, \(B_k \neq B_j\) and \(L_k \neq L_j\). Since, \(L_k \neq L_j\), \(L_j\) and \(L_k\) would have different encodings from the above lemma. Hence, irrespective of the representation of \(B_k\) and \(B_j\), \((B_k, L_k)\) and \((B_j, L_j)\) would have different representations because \(L_k\) and \(L_j\) are different.

Case b \((B_k, L_k)\) and \((B_k, L_j)\)

In this case, \(L_k \neq L_j\). This case trivially follows from case (a). The only difference being \(B_k\), which is same across both tuples. Since, \(L_k \neq L_j\), the tuples will have different representations in spite of \(B_k\) being same.

Case c \((B_k, L_k)\) and \((B_j, L_k)\)

In this case, \(B_k \neq B_j\), and \(L_k\) is same across the tuples. This case can further be divided into two subcases, where we analyze \(B_k\) and \(B_j\):

Case c.a \(B_k\) and \(B_j\) have different number of nodes, or edges

If \(B_k\) and \(B_j\) have different number of nodes, the number of node embeddings for \(B_k\) will be different from that of \(B_j\). Hence, \((B_k, L_k)\) and \((B_j, L_k)\) will have different representations, as they will have different number of embeddings, even though the embeddings would contain the encoding of \(L_k\).

If \(B_k\) and \(B_j\) have the same number of nodes but, different number of edges. In this case, the number of node embeddings are same, but they differ by at least one edge. Since, edges also have embeddings and are a part of the message passing framework, the representations of \((B_k, L_k)\) and \((B_j, L_k)\) will still be different as they will vary in the number of edges, hence at least one edge embedding.

Case c.b \(B_k\) and \(B_j\) have same number of nodes and edges

This is the most complex part of the analysis, and can be further divided into two subcases, with examples that just paint a clearer picture of the subcases:

Case c.b.i \(B_k\) and \(B_j\) differ in at least one edge label

\[
\begin{array}{c}
q_0 \\
\{a, b\} \\
\rightarrow \\
\{q_0, q_1\} \\
\{a, !b\} \\
q_1
\end{array}
\]

Fig. 1. Automaton \(B_k\)

From figures [1] and [2] we see that \(B_k\) and \(B_j\) have the same number of nodes and edges, and differ in exactly one edge label, which represents the subcase under consideration. Although, the number of node and edge encodings will be same in this case, the content of at least one edge encoding will be different, due to the edge labels being different and the edge encodings being dependent on the edge labels. Hence, without loss of generality the representations of \((B_k, L_k)\) and \((B_j, L_k)\) will still be different.

Case c.b.ii \(B_k\) and \(B_j\) have the same edge labels
From figures 3 and 4, we see that $B_k$ and $B_j$ have the same number of nodes and edges, and have the same edge labels as well, which represents the subcase under consideration. Since, $B_k$ and $B_j$ are different automata models, but have the same number of nodes, same edges and labels, the only way they are different is the nature of the states. In this particular example, we see that for $B_k$, $q_0$ is both the initial and final state, and for $B_j$, $q_0$ is the initial state and $q_1$ is the final state.

In this case, even though the edge label encodings will be exactly the same, and the number of node embeddings will be the same, and each node embedding would contain the encoding of $L_k$, the node embeddings would still be different as we also include the type of state along with the identity of the node. Since, the nature of states would have to be different in this subcase in order for $B_k$ and $B_j$ to be different, the node embeddings of the states would differ in the representation of the nature of the state. Hence, in spite of the number of nodes, edges, and edge labels being same, we still get different encodings for $(B_k, L_k)$ and $(B_j, L_k)$ due to the nature of their states.

The above cases exhaustively cover all possible scenarios under which, two tuples $(B_j, L_j)$ and $(B_k, L_k)$ might have had the same representation, and on
analyzing every case, we come at the conclusion that they have different representations. Thus, every \((B_i, L_i)\) has a unique representation in our framework.

3.2 Example

LTL formula encoding Every LTL formula can be uniquely represented as a binary expression tree. Let us consider the LTL formula \((aUb)\&c\). Figure 5 represents the expression tree corresponding to this formula.

![Expression tree for the LTL formula \((aUb)\&c\)](image)

The expression tree is constructed as follows:

- The LTL formula is first converted into its postfix notation
- The postfix notion of the formula is used to construct the syntax tree
- The priorities of the operators for converting the formula into postfix are as follows:
  - \{!, G, F, X\} have the highest priority
  - \{U, R, W, M\} have the second highest priority
  - \{\&,\} have the least priority

In Figure 5, the operator nodes are represented by square shape and alphabet nodes are represented in circular shape. As an example, the alphabet \(a\) is assigned the number 0.02, \(b\) 0.03, \(c\) 0.04, \(U\) 0.32, and \& 0.36. The list obtained from the inorder traversal of this tree will be: \{0.02, 0.32, 0.03, 0.36, 0.04, 0, 0,..., 0\}. The vector has a lot of trailing zeros as our LTL representation vector is fixed at a constant size of 600, which is the maximum length of the LTL formula in our dataset. Hence, a formula with length less than 600 will have trailing 0s at the end.

Edge feature encoding Let us consider the Büchi automaton below:

Here \(q_0\) is the initial state and \(q_3\) is the final state. While all the edges have labels, we have explicitly shown the edge label \(\{a, !b\}\) corresponding to the edge \((q_1, q_0)\) and \(\{a, b\}\) corresponding to the edge \((q_0, q_2)\) for simplicity, just to show the edge encoding for a particular edge, and node embedding for all the nodes.

From the description of our approach, we know that every edge encoding is a vector of 53 elements. The edge feature encoding for the label \(\{a, !b\}\) will thus be: \{0,1,0,0,...,0,1,0,0,...,0\}.
Node embeddings} We describe the node embeddings for the initial layer, i.e., layer 0 (h₀). Following the definition of node embedding, the embedding for nodes are defined as:

- q₀ = {0, 1, 0, ltl_encoding}. Here q₀ is the initial state.
- q₁ = {1, 0, 0, ltl_encoding}. Here q₁ is neither the initial, nor a final state.
- q₂ = {2, 0, 0, ltl_encoding}. Here q₂ is neither the initial, nor a final state.
- q₃ = {3, 0, 1, ltl_encoding}. Here q₃ is a final state.

For a GNN to work, we need to assign all node embeddings of a graph to the same length. Hence, we assign the total length of a node embedding vector as the maximum length of the LTL formula in the dataset plus 3. This would lead to a string of zeros at the end for the automaton, LTL pair where the LTL formula size is smaller than the maximum length formula in the dataset.

4 Experiments

4.1 Model Hyperparameters

We trained the model with five convolutional layers. The node embeddings are initially encoded as a vector of size 603, and the edge encodings are a vector of length 53. The size of the LTL formulae vary between 1 to 600 and the number of states of the automata vary between 1 to 3756 states respectively.

We use the Adam optimizer [19] with learning rate 1e-3 and L2 regularization to prevent overfitting with weight decay 1e-3. We also use a dropout rate of 0.3, batch size of 1000 and ReLU as the activation function, and mean pooling as the pooling method. We train our model for a maximum of 2000 epochs and use the cross entropy loss as the loss function. We also incorporate an early stopping strategy, where the training stops if the training loss decreases below 0.1.

4.2 Data Generation

We train and evaluate our framework with LTL formulae generated from the tool Spot [13] and automata models from the tool LTL3BA [2]. We generate
5000 LTL formulae using the randltl feature of Spot and then feed the generated formulae as input to LTL3BA to get the required automata models.

We evaluate our framework on a dataset formed from the above, that comprises of 10000 pairs of LTL formulae $\phi$ and Büchi automaton $B_M$, with 8000 of them forming the training set, 1000 forming the validation set, and 1000 accounting for the test set. To test the validity of our model, we train and test it on a balanced dataset, i.e., we pick $(\phi, B_M)$ combinations such that half of them are satisfied and half are not. We call this a 50-50 split. We form 10000 total pairs by picking a $B_M$ from the above 5000 models, and pair it with the $\phi$ from which $B_M$ was generated (a satisfying pair, also called a positive sample) and another $\phi$ which generates a different automaton than $B_M$ (an unsatisfying pair, also called a negative sample). The ratio of yes to no is uniformly maintained between training, validation and test sets. The formed dataset has approximately 500 formulae of length greater than 250 and less than 500, 4000 formulae of length greater than 100 and less than 250, and rest of length less than 100. This dataset is a collection of models and LTL formulae, neither of which contain any personal information nor any offensive content, such as models describing harmful impact on society or, formulae containing the author’s names. We made sure that the randltl feature of Spot used to generate the LTL formulae did not take as variable names any author’s name, and manually checked whether the models and formulae describe any offensive scenario.

4.3 Results

We evaluate our model on a x86_64 GNU/Linux machine with CUDA 11.2 and GPU Persistence-M. We present the results and accuracy below and then compare our approach with the state-of-the-art tools Spot and LTL3BA, with respect to time and accuracy.

**Accuracy** From Table 1 we observe that our framework achieves at least 94% accuracy across training, validation and test datasets when the set of unique LTL formulae considered in the negative pairs are very small. For unique negatives as 1, even though we still have a 50-50 split, but the negative set comprises of all $(\phi, B_M)$ such that $\phi$ remains constant whereas $B_M$ varies from 1 to 5000. As the number unique negatives considered increases, the validation and test accuracy falls as well, and the loss curves also deviate way early. We still get decent results of 75% validation and test accuracy when the number of unique negatives are less than 1000. After 2000 unique negatives, the model gives accuracy of 55-65%, from which we can conclude that the present framework does not generalize well when we consider a large number of unique negative LTL formulae.

The loss curves show that both train (blue curve) and validation (orange curve) losses eventually becomes almost zero around 150 epochs when the number of unique negatives are less, but deviate as we keep on increasing the number of unique $\phi$’s in the negative set. The point of deviation also decreases as we expand the unique $\phi$’s. From these observations, we can infer that the model does
fit and generalize very well across different LTL formulae and models of varying length, when we don’t have much divergence in the negative set, in terms of the unique LTL formulae involved.

| Training | Validation | Test | Unique Negatives |
|----------|------------|------|------------------|
| 98       | 98         | 98   | 1                |
| 97       | 97         | 96   | 10               |
| 95       | 94         | 94   | 100              |
| 97       | 75         | 75   | 500              |
| 98       | 67         | 65   | 1000             |
| 96       | 60         | 60   | 2500             |
| 92       | 55         | 57   | 5000             |

Table 1. Approximate Accuracy (%) results across training, validation and test splits

Fig. 7. Training and validation loss curve

Comparison with Spot and LTL3BA  Spot is a tool that is widely used to generate LTL formulae, different types of automata on languages on infinite length words like, Büchi, generalized Büchi, Rabin, Parity, etc. Both Spot and LTL3BA can map an LTL formula to its corresponding Büchi automaton, and can also check the equivalence between two generated automata. LTL3BA generates a Büchi automaton approximately 4 times faster than Spot. Hence we
Fig. 8. Training and validation loss curve for 10 unique negatives

Fig. 9. Training and validation loss curve for 100 unique negatives
**Fig. 10.** Training and validation loss curve for 500 unique negatives

**Fig. 11.** Training and validation loss curve for 1000 unique negatives
Fig. 12. Training and validation loss curve

Fig. 13. Training and validation loss curve
generate the LTL formulae using Spot and map the formulae to their corresponding automata using LTL3BA.

We compare our framework against LTL3BA for the tuple \((\phi, B_M)\). We use LTL3BA to determine whether \(B_M\) satisfies \(\phi\), by taking \(B_{M'}\) as the automaton corresponding to the LTL formula \(\phi\), and the model \(B_M\) as the second, and checking whether the automata models are exactly the same. Checking whether the two models are same can be done by enumerating their states and transitions with respect to the input alphabets, and comparing them for equality. Hence, the primary challenge for LTL3BA is to generate \(B_{M'}\) corresponding to \(\phi\). Our framework does not perform too well in terms of accuracy across an extremely diverse dataset, and LTL3BA always reports correct results (hence has 100% accuracy), but our framework is much faster in comparison to LTL3BA, especially while dealing with large LTL formulae and corresponding complex models.

Our framework takes approximately 7 minutes to model check 10000 pairs of \((\phi, B_M)\). On the other hand, LTL3BA takes around 2 hours to model check one pair, where the size of the LTL formula varies from 300 to 500, and around 1 to 1.5 hours, where the size of the LTL formula varies from 150 to 300. For formulae of length less than 50, LTL3BA takes around 50ms to model check a pair. Hence our framework is up to 17 times faster on a per-pair basis, and thus is much faster than the state-of-the-art model checkers especially when it comes to large sized formulae and models.

5 Related Work

To the best of our knowledge, this is the first work that applies GNN based techniques to solve LTL-based model checking. Previously GNN based techniques have been proposed to solve SAT for boolean satisfiability [24] and satisfiability of 2QBF formulae [28]. However, satisfiability is not the same as model checking, as in the latter case we deal with two components, one being the model and the latter being the specification which is typically expressed as a temporal property.

Machine learning based techniques have also been used to select the most suitable model checker for an appropriate property and program [25]. This is a fundamentally different problem from ours as they focus on selecting an appropriate model checker, which is expected to give the most optimal performance for the give property and program. Another work by [7] attempts to reshape a model to satisfy the property. This is also different from our approach as we do not modify a model or a property to obtain a satisfiable result.

Hahn et. al [18] propose a novel approach to teach transformers to learn temporal properties. They train the transformer with different LTL formulae and tries to predict a trace satisfying the LTL formula under consideration. They present their results with respect to both syntax and semantic accuracy. Their results demonstrate that transformers can indeed learn a temporal specification and deduce semantically correct traces satisfying the formula under consideration in most cases. This work differs from our work in the sense that they predict a satisfiable trace, whereas we predict whether a model satisfies a specification,
which is expressed as an LTL formula. Their framework also work for relatively smaller length formulae in comparison to ours.

A reinforcement learning based approach has been proposed for on-the-fly model checking for properties expressed with LTL formulae. This tackles the model checking problem through learning, but is on-the-fly and searches for counterexamples with a reinforcement learning agent. Since this is a counterexample based approach, the termination condition of the agent searching the state space is still bounded. Hence, a definite answer may not be found. Our approach on the other hand always outputs an answer with good accuracy and in negligible time for one model and specification.

Another supervised learning based framework encodes Kripke structures as the model and LTL formula as the specification, and a flag bit specifying whether the model satisfies the specification. This framework is evaluated on a set of machine learning algorithms like logistic regression, random forest, etc. This is very similar to our approach, but their work does not give good accuracy when there are different length formulae and models in the same dataset. Hence, they require the dataset to be extremely restrictive as only same length formulae and same length models are allowed in a dataset. Hence, we need a large number of datasets (one for each unique length of LTL formula and model) and a large number of LTL formulae of same length to populate a dataset. Our approach does not suffer from these problems.

6 Limitations

From the experimental section, we observed and concluded that our framework is up to 17 times faster than the state of the art tools, but does not generalize well in diverse datasets, specifically datasets where no two tuples \((\phi_1, B_{M1})\) and \((\phi_1, B_{M2})\) exist for label 0, such that \(\phi_1 = \phi_2\). This is definitely a major drawback when it comes to trusting the model for safety critical systems and also addressing the question of generalizability.

7 Conclusions and Future Work

The proposed method avoids the non polynomial complexity of mapping the LTL formula \(\neg\phi\) into a Büchi automaton \(B_{\neg\phi}\), computing the product \(B = B_{\neg\phi} \times B_M\), which represents the intersection of \(B_M\) and \(B_{\neg\phi}\), and then checking emptiness of the obtained model \(B\). The complexity of the proposed method is hence polynomial in the size of \(|B_M|\).

The method is thus effective when the size of the formula \(\phi\) is huge and the size of the model \(B_M\) is small to moderate. However, computing \(B_M\) itself can be very inefficient when the size of the model is huge. Since we represent \(B_M\) as a graph to the GNN, we have to enumerate the states and transitions of \(B_M\) to construct the embeddings for training, validation and testing. Hence, the state space explosion problem is only avoided partially with this approach.
In future work, we would like to address the limitations of the present framework and aim to make the framework more generalizable, and hence more accessible for practical use. We would like to represent the LTL formulae as an encoder only transformer instead of an expression tree, as transformers can model long range dependencies really well, and hence can be used to encode temporal properties. We also aim to propose a smarter message passing framework that captures the acceptance condition of a Büchi automaton, instead of simply aggregating the embeddings of the immediate neighbors. We hope to achieve an increase in accuracy across diverse datasets and hence address the concern of generalizability with the combination of a transformer encoder and a novel message passing framework.
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