An algorithm for reconstruction of triangle-free linear dynamic networks with verification of correctness ⋆
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Abstract: Reconstructing a network of dynamic systems from observational data is an active area of research. Many approaches guarantee a consistent reconstruction under the relatively strong assumption that the network dynamics is governed by strictly causal transfer functions. However, in many practical scenarios, strictly causal models are not adequate to describe the system and it is necessary to consider models with dynamics that include direct feedthrough terms. In presence of direct feedthroughs, guaranteeing a consistent reconstruction is a more challenging task. Indeed, under no additional assumptions on the network, we prove that, even in the limit of infinite data, any reconstruction method is susceptible to inferring edges that do not exist in the true network (false positives) or not detecting edges that are present in the network (false negative). However, for a class of triangle-free networks introduced in this article, some consistency guarantees can be provided. We present a method that either exactly recovers the topology of a triangle-free network certifying its correctness or outputs a graph that is sparser than the topology of the actual network, specifying that such a graph has no false positives, but there are false negatives.
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1. INTRODUCTION

Reconstructing a network of dynamic systems from observational data, while providing some provable guarantees about the resulting reconstructed graph is an active area of research. Many of the results providing consistent reconstruction generally assume that the system dynamics is strictly causal Granger (1969); Yue et al. (2017); Gonçalves and Warnick (2008); Etesami and Kiyavash (2014). However, in practice, the necessity of using models with non-necessarily strictly causal dynamics arises in many areas, such as biology Schiatti et al. (2015); Faes et al. (2015), finance Materassi and Innocenti (2009) or neuroscience Seth et al. (2015) and brain-inspired neural network models Dimovska et al. (2019). For this reason, there are methods that, at least in the linear case, try to deal with direct feedthroughs, too. Some of these methods are often based on extension of the notion of Granger causality Granger (1969) by adjusting and controlling for intermediate causes Quinn et al. (2011); Schiatti et al. (2015). The main drawback of these extensions of Granger causality is that, even in the limit of infinite data, they might output a network topology with both false positives (an inferred edge that is not in the actual network) and false negatives (a missing edge that is in the actual network). Furthermore, even if the output is correct, these methods do not certify its correctness. On the other hand, there are methods, such as Runge et al. (2015); Dimovska and Materassi (2017) that borrow tools from the theory of causal inference in graphical models Pearl (2009); Spirtes et al. (2000). Even though these methods still cannot certify the correctness of their output, some of them have the attractive feature of guaranteeing no false positives Dimovska and Materassi (2017). Guaranteeing that there are also no false negatives in the recovered network topology is a more challenging task. Indeed, in the presence of direct feedthroughs, with no additional assumptions on the network structure, we show that no method can provide guarantees for no false negatives and no false positives and we illustrate this via an example in Section 3.

Then, a fundamental question to be investigated is the determination of subclasses of networks for which there are topology identification methods guaranteeing exact reconstruction with the additional goal of making such subclasses as extensive as possible. In the domain of graphical models, the question of under what assumptions an exact reconstruction is possible has been tackled from different perspectives. Typically, assumptions are made directly on the network dynamics. For example, graphical models are generally defined using static operators instead of dynamic ones, such as transfer functions, and the extension to the dynamic case is often non-trivial. Another common assumption in the area of graphical models is referred to as “faithfulness” and boils down to the absence of cancellations in the paths of the network graph Spirtes et al. (2000); Uhler et al. (2013). Attempts to weaken the condition of faithfulness have been described, for example, in Park and Raskutti (2016), but still result in some forms of assumptions on the network dynamics. In this work, instead, the assumptions are made directly on the graph structure. Furthermore, the method provided in Park and Raskutti (2016) is of combinatorial complexity in the number of nodes of the network, for any kind of network. In this work, our algorithm has the appealing property of running in polynomial time, at least for sparse networks.
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The main results in this article can be seen as a step towards finding classes of networks for which it is possible to give guarantees of an exact reconstruction. We define the subclass of triangle-free unidirectional networks and provide a method that either reconstructs the correct topology while certifying its correctness, or outputs a topology with no false positives, specifying though that there definitely are false negatives. The article is organized as follows: In Section 2 we provide the necessary background terminology and information to derive the main results; in Section 3 we provide a counterexample that shows that no algorithm can guarantee an exact reconstruction without additional network assumptions; in Section 4 we present the main results; in Section 5 we provide examples that demonstrate the new algorithm under different input scenarios; in Section 6 we present the conclusions of this work.

2. PRELIMINARY NOTIONS

The goal of this section is first to provide some background about graph theory concepts which are widely used in the literature about graphical models, such as chains and colliders in paths, Markov blanket of a node in a directed graph and moral graphs Koller and Friedman (2009). Then, we will introduce the class of network models called Linear Dynamic Influence Models (LDIMs) which will be the focus of our work Materassi and Salapaka (2019).

2.1 Graph theory concepts

First, we recall the concepts of directed/undirected graphs.

Definition 1. (Directed and Undirected Graphs). A directed (undirected) graph $G$ is a pair $(V,E)$, where $V = \{y_1,y_2,...,y_n\}$ is a set of vertices or nodes and $E \subseteq V^2$ is a set of edges or arcs, which are ordered (unordered) subsets of pairs of elements in $V$.

It is possible to associate an undirected graph to any directed graph by removing the orientation of its links.

Definition 2. (Skeleton Pearl (1988)). Given a directed graph $G = (V,E)$, we define its “skeleton” (or “topology”) as the undirected graph $(V,\overline{E})$ obtained by removing the orientation of its edges.

On an undirected graph we recall that $y_i$ and $y_j$ are neighbors if and only if $[y_i,y_j] \in \overline{E}$. We denote the set of neighbors of a node $y_i$ as $N(y_i)$. For undirected graphs defined over the same vertex set, we introduce a partial order relation which is based on their adjacencies.

Definition 3. (Upper/Lower Bound of an undirected graph). Let $G_1 = (V,E_1)$ and $G_2 = (V,E_2)$ be two undirected graphs with the same vertex set. If $E_1 \subseteq E_2$, we say that $G_2$ is an upper-bound for $G_1$, or equivalently that $G_1$ is a lower-bound for $G_2$.

On a directed graph we also recall what “chains” (or “directed paths”) are (see Diestel (2012) or Pearl (1988) for more details and for the formal definition). A chain starting from node $y_i$ and ending in node $y_j$ is an ordered set of edges in $E$ $(\{y_{\pi_1},y_{\pi_2},...,y_{\pi_n}\})$ where $y_{\pi_1} = y_i$, $y_{\pi_n} = y_j$. We also use the standard notions of parents, children, ancestors, and descendants in a directed graph $G$. A vertex $y_i$ is a parent of a vertex $y_j$ if there is a directed edge from $y_i$ to $y_j$. In such a case, we also say that $y_j$ is a descendant of $y_i$. A path between two vertices $y_i$ and $y_j$ is an ordered sequence of ordered pairs of nodes $(y_{\pi_1},y_{\pi_2}), (y_{\pi_2},y_{\pi_3}),..., (y_{\pi_{n-1}},y_{\pi_n})$, with $y_{\pi_1} = y_i$, $y_{\pi_n} = y_j$, $y_{\pi_n} \neq y_{\pi_{n-1}} \neq y_{\pi_{n-2}}$, such that $(y_{\pi_l}, y_{\pi_{l+1}}) \in E$ or $(y_{\pi_{n-1}}, y_{\pi_n}) \in E$, for all $l = 1,...,m-1$.

On a given path we define the notion of colliders.

Definition 4. (Colliders and coparents). A path has a collider at $y_k$ if $y_i$ and $y_j$ are both parents of $y_k$ that is $y_i \rightarrow y_k \leftarrow y_j$ appears in the path. We call $y_i$ and $y_j$ coparents.

Definition 5. (Moral graph Koller and Friedman (2009)). Given an oriented graph $G = (V,E)$, its moral graph is the undirected graph $G_M = (V,\overline{E}_M)$ where $[y_i,y_j] \in \overline{E}_M$ if $(y_i,y_j) \in E$, or $(y_j,y_i) \in E$, or $y_i$ and $y_j$ are coparents in $G$.

Definition 6. (Markov Blanket Koller and Friedman (2009)). Let $G = (V,E)$ be an oriented graph and let $G_M = (V,\overline{E}_M)$ be its moral graph. The Markov Blanket of a node $y_j$ is a set of neighbors of $y_j$ in the moral graph.

In such a case, we also say that $y_j$ is a descendant of $y_i$. A path between two vertices $y_i$ and $y_j$ is an ordered sequence of ordered pairs of nodes $(y_{\pi_1},y_{\pi_2}), (y_{\pi_2},y_{\pi_3}),..., (y_{\pi_{n-1}},y_{\pi_n})$, with $y_{\pi_1} = y_i$, $y_{\pi_n} = y_j$, $y_{\pi_n} \neq y_{\pi_{n-1}} \neq y_{\pi_{n-2}}$, such that $(y_{\pi_l}, y_{\pi_{l+1}}) \in E$ or $(y_{\pi_{n-1}}, y_{\pi_n}) \in E$, for all $l = 1,...,m-1$.

On a given path we define the notion of colliders.

Definition 4. (Colliders and coparents). A path has a collider at $y_k$ if $y_i$ and $y_j$ are both parents of $y_k$ that is $y_i \rightarrow y_k \leftarrow y_j$ appears in the path. We call $y_i$ and $y_j$ coparents.

Definition 5. (Moral graph Koller and Friedman (2009)). Given an oriented graph $G = (V,E)$, its moral graph is the undirected graph $G_M = (V,\overline{E}_M)$ where $[y_i,y_j] \in \overline{E}_M$ if $(y_i,y_j) \in E$, or $(y_j,y_i) \in E$, or $y_i$ and $y_j$ are coparents in $G$.

Definition 6. (Markov Blanket Koller and Friedman (2009)). Let $G = (V,E)$ be an oriented graph and let $G_M = (V,\overline{E}_M)$ be its moral graph. The Markov Blanket of a node $y_j$ is a set of neighbors of $y_j$ in the moral graph.

![Fig. 1. A directed graph $G$ and its moral graph $G_M$. Notice that $G_M$ has an edge between the co-parents $y_1$ and $y_4$. The Markov Blanket of $y_1$ is $MB(y_1) = \{y_2,y_3,y_4\}$.](image)

An example of a moral graph together with the Markov blanket of a node from that graph is given in Figure 1.

Next, we introduce the class of systems that we consider in this work.

2.2 Generative class of networks: Linear Dynamic Influence Models

Linear Dynamic Influence Models (LDIMs) are a class of networks representing input/output relations among stochastic processes Materassi and Salapaka (2012); Dimovska and Materassi (2017).

Definition 7. (Linear Dynamic Influence Model). A Linear Dynamic Influence Model $G$ is a pair $(H(z),e)$ where

- $e = (e_1,...,e_n)^T$ is a vector of $N$ scalar processes $e_1,...,e_n$, such that $\Phi_i(z)$, the Power Spectral Density (PSD) of $e_i$ is real-rational and diagonal, namely $\Phi_{i\ell} = 0$ for $i \neq \ell$.
- $H(z)$ is an $n \times n$ real-rational transfer matrix. $H(z)$ is termed as the “dynamics” of the LDIM.

The output processes $[y_j]_{j=1}^n$ of the LDIM are defined as $y_j = e_i + \sum_{i=1}^n H_{ij}(z)y_i$, or in a more compact way $y = e + H(z)y$, where $y = (y_1,...,y_n)^T$.

Every LDIM admits a graphical representation as a directed graph, called the causal graph of the LDIM.

Definition 8. (Causal Graph of a LDIM). Let $G$ be an LDIM. Let $G = (V,E)$ be a directed graph defined as follows. $V =$
\{y_1, ..., y_n\} is the set of the output processes of the LDIM and the set of edges \(E\) contains \((y_i, y_j)\) if and only if \(H_{\beta} \neq 0\). We refer to \(G\) as the causal graph of the LDIM.

Throughout this work we will refer to nodes and edges of the LDIM, meaning nodes and edges of the causal graph of the LDIM.

**Definition 9.** (Unidirectional Triangle-free LDIMs). An LDIM is unidirectional triangle-free if the causal graph of the LDIM does not have any loops of length 2 and its skeleton does not contain any triangles.

We note that the class of triangle-free networks contains some important classes of networks, for example, trees and polytrees Sepehr and Materassi (2016, 2019). Next, we define the concept of Wiener separation Materassi and Salapaka (2019) that will be used to decide if two nodes are directly connected or not.

**Definition 10.** (Wiener separation). Materassi and Salapaka (2019) Let \((H(z), e)\) be a LDIM. We say that the process \(y_i\) is Wiener separated from \(y_j\) given a set of processes \(S \subseteq y\) if the Non-Causal (Causal) Wiener filter Wiener (1949) estimating \(y_j\) from \(y_i\) given \(S\) has zero-entry associated with \(y_j\).

Note that the concept of Wiener separation can be defined using either the causal Wiener filter or its non-causal counterpart. Depending on whether we use the causal or non-causal Wiener filter, we denote Wiener separation as \(cwsep(y_j, S, y_i)\) and \(wsep(y_j, y_i)\), respectively. Similarly, if Wiener separation does not hold, we use the notation \(\neg cwsep(y_j, S, y_i)\) and \(\neg wsep(y_j, y_i)\).

**NETWORK SKELETON RECONSTRUCTION PROBLEM**

From the PSD matrix of the output processes \(y\) of a LDIM, determine the skeleton of the network.

3. COUNTEREXAMPLE FOR ACCURACY CERTIFICATE WITHOUT NETWORK ASSUMPTIONS

In this section we show that, without any additional assumptions, the Network Skeleton Reconstruction Problem is not well-posed, namely it does not admit, in general, a unique solution.

Indeed, we provide a counterexample showing that without any additional assumptions on the network of the system, no method can guarantee an exact reconstruction of the skeleton of the network from observational data.

Consider an LDIM \(G_1 = (H_1(z), E_1)\) with transfer function

\[
H_1(z) = \begin{bmatrix}
0 & 0 & 0 \\
a & 0 & 0 \\
c & b & 0
\end{bmatrix}, \quad \Phi_{E_1,E_1} = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

where \(a, b, c \in R, a, b, c \neq 0\). The causal graph of this LDIM is shown in Figure 2(a).

Alternatively, consider the LDIM \(G_2 = (H_2(z), E_2)\):

\[
H_2(z) = \begin{bmatrix}
0 & 0 & 0 \\
a & 0 & 0 \\
c & b^2 + 1 & 0
\end{bmatrix}, \quad \Phi_{E_2,E_2} = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

The causal graph of this LDIM is shown in Figure 2(b). Note for \(c = -a \cdot b\) the PSDs of \(G_1\) and \(G_2\) are equal:

\[
\Phi_{Y_i,Y_j} = \Phi_{Y_i,Y_j} = \begin{bmatrix}
1 & a & 0 \\
a & a^2 + 1 & b \\
0 & b & b^2 + 1
\end{bmatrix}
\]

As the PSDs of both systems are the same, no method can distinguish these two systems from observational data only, thus no method can guarantee an exact reconstruction from observational data for networks with general dynamics and topology.

![Figure 2](image)

The example discussed above leads to the question of whether, under some additional assumptions, we can provide some guarantees for both no false positives and no false negatives in the identification of graph edges. Furthermore we would like those additional assumptions to be imposed on the underlying structure of the network, as we would like to keep the assumptions on the dynamics mild (namely only algebraic loops shouldn’t be allowed). Further, the role of these graphical assumptions should be to prevent the occurrence of situations like the one in the previous example, where we have the cancellation of the effect of a parent node on its child because of the intermediate action of a coparent. In the following, by assuming that the LDIM is unidirectional triangle-free we will achieve this goal.

4. MAIN RESULTS

In this section we present an algorithm with provable guarantees for the correct reconstruction of the skeleton of a unidirectional triangle-free LDIM. We start by providing a result that enables to infer an upper bound of the skeleton of a triangle-free LDIM. The result is summarized in the following Lemma.

**Lemma 1.** (Moral graph identification). Consider the unidirectional triangle-free LDIM \((H(z), e)\) having \(G = (V, E)\) as its causal graph. Let \(G_M\) be the moral graph of \(G\). For all unordered pairs \(y_i, y_j\) let \(S_{ij} = y \setminus \{y_i, y_j\}\). Define the graph \(G = (V, E)\) where \(\{y_i, y_j\} \in E\) if and only if \(\neg wsep(y_j, y_i)\). We have that \(G\) is a lower bound for \(G_M\) and an upper bound for the skeleton of \(G\).

**Proof.** From Theorem 30 in Materassi and Salapaka (2012) we have that the non-causal Wiener estimator of \(y_j\) from \(y_i \cup S\) is of the form:

\[
y_j = \sum_{y \in S} W_j(z)y + W_jy_j.
\]

Note that \(W_j(z)\) denotes the component of the Wiener filter corresponding to \(y_j\), when we estimate \(y_j\) from \(y_i \cup S\). From
Lemma 31 in Materassi and Salapaka (2012) we have that the component $W_p(z)$ is a sum of three terms, namely $W_p(z) = C_p(z) + P_p(z) + K_p(z)$, where $C_p(z) \neq 0$ if and only if $y_i$ is a child of $y_j$, $P_p(z) \neq 0$ if and only if $y_i$ is a parent of $y_j$, and $K_p(z) \neq 0$ implies that $y_i$ and $y_j$ are co-parents of a node. Thus, if two nodes $y_i$ and $y_j$ are connected in $G$, then they are connected in $G_M$, proving that $G$ is a lower bound for $G_M$.

Now we prove that the skeleton of $G$ is a lower bound for $G$. If $y_i, y_j$ is in the skeleton of $G$ then either $C_p(z)$ or $P_p(z)$ are different from 0. Since the input graph is undirected triangle-free, at most one of the terms $C_p(z), P_p(z)$ or $K_p(z)$ is different from zero, hence $W_p(z)$ is different from zero.

We further illustrate the above Lemma with a simple example. Consider a dynamic system with a network as shown in Figure 3(a). Let the dynamics be given by the direct feedthrough transfer functions $h_{ij} = -a, h_{ij} = b, h_{ij} = a, h_{ij} = b$, with $a, b \neq 0$. Then, the non-causal Wiener filter component corresponding to $y_2$, when estimating $y_3$ given $S = \{y_3, y_4\}$ and $y_2$, is 0. Thus, while the true moral graph of the network is the graph shown in Figure 3(b), the graph that is inferred, by following the result of Lemma 1, is the one shown in Figure 3(c).

Fig. 3. (a) Network of a dynamic system where, due to the specific transfer functions, the inferred moral graph by using Lemma 1 is the one shown in (c), while its true moral graph is the one shown in (b).

Thus, with Lemma 1 we obtain an undirected graph that is an upper bound to the true skeleton of the network- namely it contains some false positive edges linking the coparents. In order to remove these false positive edges, we exploit a variation of Mixed Delay (MD) algorithm from Dimovska and Materassi (2017). MD algorithm is a network reconstruction algorithm which starts from the complete graph and provably outputs a lower bound for the skeleton of a LDIM by sequentially testing all the edges. Here, we recall the edge-removal properties of the MD algorithm that guarantee that it will not infer any false positive edges for the reconstructed skeleton. Namely, MD algorithm relies on the following facts: if there is no edge $\{y_i, y_j\}$ in the skeleton of the causal graph of the LDIM then

**MD1** There exist two sets $S_{pi}^+ \subseteq y_i \{y_j, y_k\}$ and $S_{pi}^- \subseteq \frac{1}{2} y_i$ such that the $y_j$ component of the causal Wiener filter estimating $y_j$ given $y_i \cup S_{pi}^+ \cup S_{pi}^-$ is strictly causal and

**MD2** There exist $S_i^+ \subseteq y \setminus \{y_j\}$ and $S_i^- \subseteq \frac{1}{2} y \setminus \frac{1}{2} y_j$, such that $cwsep(y_i, S_i^+ \cup S_i^-, \frac{1}{2} y_j)$ and

**MD3** There exist $S_i^+ \subseteq y \setminus \{y_j\}$ and $S_i^- \subseteq \frac{1}{2} y \setminus \frac{1}{2} y_j$, such that $cwsep(y_i, S_i^+ \cup S_i^-, \frac{1}{2} y_j)$.

Because of implications 1), 2) and 3), if there is no edge $\{y_i, y_j\}$ in the skeleton of the LDIM, the sets described in each of the steps above are guaranteed to be found, so the MD algorithm correctly infers that there is no edge between those two nodes.

The main drawback of MD algorithm is that its computational complexity is combinatorial with the number of LDIM nodes. Indeed, in order to determine if the edge $\{y_i, y_j\}$ belongs to its output, MD algorithm needs to run a search among all subsets of $y$. However, following the proofs of Theorem 4.1 and Theorem 4.2 in Dimovska and Materassi (2017), we have the following observation. If there is no edge between $y_i$ and $y_j$, then separating sets with properties as described in each of the three steps above, can be constructed using only nodes which are parents of either $y_i$ or $y_j$. Since MD has no a-priori knowledge of the causal graph, it cannot limit the search to the parents of either $y_i$ or $y_j$ and instead extends it to all nodes. However, note that Lemma 1 enables us to find an upper bound $G$ of the true skeleton $G$. For every node $y_j \in G$ the set of parents of $y_j$ are contained in the set of neighbors of $y_j, N(y_j)$. Thus, we can use the following improved variation of the MD-algorithm. If there is no edge between $y_i$ and $y_j$ in the input LDIM, then:

**MD1** There exists $S_{pi}^+ \subseteq N(y_i) \cup N(y_j)$ and $S_{pi}^- \subseteq \frac{1}{2} N(y_i) \cup \frac{1}{2} N(y_j)$ such that the $y_i$ component of the causal Wiener filter estimating $y_j$ given $y_i \cup S_{pi}^+ \cup S_{pi}^-$ is strictly causal and

**MD2** There exists $S_i^+ \subseteq N(y_i) \cup N(y_j)$ and $S_i^- \subseteq \frac{1}{2} N(y_i) \cup \frac{1}{2} N(y_j)$ such that $cwsep(y_i, S_i^+ \cup S_i^-, \frac{1}{2} y_j)$ and

**MD3** There exists $S_i^+ \subseteq N(y_i) \cup N(y_j)$ and $S_i^- \subseteq \frac{1}{2} N(y_i) \cup \frac{1}{2} N(y_j)$ such that $cwsep(y_i, S_i^+ \cup S_i^-, \frac{1}{2} y_j)$.

Now we are ready to state the main result of this article in the next theorem.

**Theorem 2.** Let $G$ be a LDIM. Let $G$ be an undirected graph that is an upper bound of the skeleton of the LDIM and a lower bound of the moral graph of that skeleton. Let $\{y_i, y_j, y_k\}$ be an unordered triplet denoting three nodes of a triangle in the graph $G$. If by using steps **MD1**, **MD2** and **MD3** exactly one edge from the triangle $\{y_i, y_j, y_k\}$ is removed, then that edge was a co-parent edge. If more than one edge is removed, then one of those removals is a false negative.

**Proof 2.** As the graph $G$ is upper bound for the skeleton and lower bound for the moral graph, the only edges that are in $G$ but are not in the skeleton are edges linking coparents. Further, as the skeleton is triangle free, two out of the triangle triplet nodes $\{y_i, y_j, y_k\}$ must be coparents in the LDIM.

Using the steps **MD1**, **MD2** and **MD3**, we try to remove an edge from the triangle consisting of the nodes $\{y_i, y_j, y_k\}$. As the steps in **MD** guarantee no false positives, the edge linking the coparents will be removed. Without loss of generality, let the coparents be $y_i$ and $y_j$. If the only edge we are able to remove is the $y_i - y_j$ edge, then we have removed only the coparent edge. If we can remove at least one more edge, then we a removing a link that is indeed present in the true skeleton.

Now we provide the detailed steps of the algorithm that either outputs the correct skeleton, with certified correctness, or outputs a flagged sparser network, stating that the sparser network is not the true one.
5. EXAMPLES

In this section we demonstrate the UTF Skeleton Reconstruction algorithm in several scenarios. In the first case we illustrate an example in which both the moral graph and the skeleton are retrieved correctly. The second case illustrates a situation where the algorithm outputs a flagged sparser skeleton; and the third case illustrates how the first step of the algorithms helps in identifying the correct skeleton. Lastly, we also demonstrate the UTF SR on an LDIM with feedback loop of length four.

Example 3. Consider the LDIM with causal graph as in Figure 4(a), with transfer functions $h_{14} = 1, h_{21} = 1, h_{32} = 1, h_{34} = 1$ and $\Phi_{EE} = I$. Then, the first step in UTF-SR retrieves the correct moral graph shown in Figure 4(b). As all the edges are involved in a triangle, every edge is tested for removal with the MD edge removal steps. With those steps, we are able to remove exactly one edge from each triangle, namely the edge $y_2 \rightarrow y_4$ as $cwsep(y_2, S = \{y_4, y_1, y_3\})$. Thus, we infer the correct skeleton shown in Figure 4(c).

Example 4. Next, consider an LDIM with the same causal graph as the LDIM from the previous example. However, in this example, the transfer functions of the LDIM are $h_{14} = 2, h_{21} = 2, h_{32} = 2, h_{34} = -8$. Though with the first step of the UTF-SR algorithm we again get the correct moral graph, running MD+ on every triangle edge, we get that $cwsep(y_3, \emptyset, y_4)$, despite $h_{34} \neq 0$. We can easily check that the MD+ edge-removal steps will also remove the edge between $y_2$ and $y_3$. Thus, we are able to remove two edges from a triangle and UTF-SR outputs the skeleton in Figure 4(d) which is sparser than the skeleton of the true causal graph and it is labeled as such.

Example 5. Consider a LDIM with causal graph as in Figure 5(a), with transfer function:

$$H(z) = \begin{bmatrix} 0 & 0 & 0 & 1 & 0 \\ 2 & 0 & 0 & 0 & 0 \\ 0 & 3 & 0 & 6 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & c & 0 & 6 & 0 \end{bmatrix}, \quad \Phi_{EE} = I.$$

With the first step of the triangle-free algorithm we obtain the moral graph of the LDIM shown in Figure 5(b). Note that the only triangle is the one in the nodes $y_1, y_3$ and $y_4$. Despite the cyclic causal graph of this LDIM, using the MD algorithm we can infer that there is no edge between $y_3$ and $y_4$. Indeed, the following causal Wiener-separating statements hold:

- $cwsep(y_5, \emptyset, y_4)$
- $cwsep(y_5, \emptyset, \frac{1}{2} y_3)$
- $cwsep(y_4, \emptyset, \frac{1}{2} y_3)$.

Thus, we are able to remove exactly one edge from a triangle and we infer the correct skeleton, shown in Figure 6(c).
6. CONCLUSIONS

In this work we have studied the problem of topology reconstruction for a network of dynamic systems in presence of direct feedthroughs using observational data. We have shown that the problem is generally ill-posed, and thus some additional assumptions are needed to be able to uniquely reconstruct the topology. We have addressed this problem by restricting only the topology of the network without making any assumptions on the dynamics. For the class of undirected triangle-free networks we have described an algorithm capable of either correctly recovering the network topology and providing a certificate of its correctness or recovering an approximated topology with no false positives. Related algorithms rely on combinatorial searches over the set of nodes. The algorithm presented in this article obtains some information about the moral graph of the network in order to limit the computational complexity of such searches. This strategy is particularly effective when the network has a sparse structure.
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