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Abstract—We employ a computationally efficient fault system earthquake simulator, RSQSim, to explore effects of earthquake nucleation and fault system geometry on earthquake occurrence. The simulations incorporate rate- and state-dependent friction, high-resolution representations of fault systems, and quasi-dynamic rupture propagation. Faults are represented as continuous planar surfaces, surfaces with a random fractal roughness, and discontinuous fractally segmented faults. Simulated earthquake catalogs have up to $10^6$ earthquakes that span a magnitude range from $M_{4.5}$ to $M_8$. The seismicity has strong temporal and spatial clustering in the form of foreshocks and aftershocks and occasional large-earthquake pairs. Fault system geometry plays the primary role in establishing the characteristics of stress evolution that control earthquake recurrence statistics. Empirical density distributions of earthquake recurrence times at a specific point on a fault depend strongly on magnitude and take a variety of complex forms that change with position within the fault system. Because fault system geometry is an observable that greatly impacts recurrence statistics, we propose using fault system earthquake simulators to define the empirical probability density distributions for use in regional assessments of earthquake probabilities.
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1. Introduction

Many processes and interactions undoubtedly affect earthquake occurrence, and each may imprint its own signature on earthquake statistics. Heterogeneities in fault strength and stress conditions have a primary impact on the size/frequency distributions of earthquake ruptures (Rundle and Klein, 1993; Stirling et al., 1996; Ben-Zion and Rice, 1997; Steacy and McCloskey, 1999). Heterogeneities may develop as a remnant of dynamical complexity during earthquake rupture, from interactions during slip of geometrically complex fault systems, from heterogeneous material properties, and through external processes such as spatially non-uniform pore fluid pressure changes or off-fault yielding. Also, earthquake nucleation, because it determines both the time of occurrence and place of origin of earthquake ruptures, can strongly affect the space-time patterns of seismicity, particularly following stress perturbations. This study employs a fault system earthquake simulator to explore earthquake recurrence statistics. Our focus is on the possible imprinting of earthquake nucleation processes and fault system geometry on earthquake recurrence statistics.

The simulations incorporate time- and stress-dependent earthquake nucleation as required by rate- and state-dependent fault properties. The rate- and state-dependent constitutive formulation quantifies observed characteristic dependencies of sliding resistance on slip, sliding speed and contact time; and it provides a framework to unify observations of dynamic/static friction, displacement weakening at the onset of macroscopic slip, time-dependent healing, slip history dependence, and slip speed dependence (Dieterich, 1979, 1981; Ruina, 1983; Tullis, 1988; Marone, 1998). Laboratory studies of earthquake nucleation processes (Dieterich and Kilgore, 1996) and studies of earthquake nucleation with rate- and state-dependent constitutive properties (Dieterich, 1992, 1994; Rubin and Ampuero, 2005) indicate that nucleation processes are highly time- and stress-dependent. Seismicity models that incorporate nucleation with rate- and state-dependent friction reproduce a variety of characteristics observed in seismicity data including foreshocks and aftershocks with Omori-type
temporal clustering (Dieterich, 1987, 2007; Gomberg et al., 1997, 1998, 2000; Belardinelli et al., 2003; Ziv and Rubin, 2003).

Fault system geometry is an obvious system-level structural heterogeneity that is both observable and persistent. Faults in nature are not geometrically flat surfaces, and they do not exist in isolation, but form branching structures and networks. These structural features are evident over a wide range of length scales. Individual faults exhibit roughness at all length scales that can be modeled as mated surfaces with random fractal topography (Scholz and Aviles, 1986; Power and Tullis, 1991; Sagy et al., 2007). Fault step-overs (Oguchi and Aki, 1987) and fault system geometry (Bonnet et al., 2001; Ben-Zion and Sammis, 2003) also have fractal characteristics. Slip of faults with these features results in strong geometric incompatibilities and interactions that do not occur in planar fault models. For example, fault stepovers may break a fault into weakly connected segments that serve as persistent barriers that inhibit rupture propagation. Also, non-planarity of faults and fault branches gives rise to geometric incompatibilities that may similarly inhibit rupture growth. The fractal characteristics of faults and fault system geometry mean that these interactions operate over a wide range of length scales. Indeed Wesnousky (1994) proposes that individual faults making up a regional fault system have a strong tendency to generate characteristic earthquakes that essentially rupture an entire fault and that the characteristic Gutenberg–Richter earthquake magnitude–frequency distribution reflects the size distribution of faults in a region. This view is supported by idealized model studies (Rundle and Klein, 1993; Stirling et al., 1996; Ben-Zion and Rice, 1997; Steacy and McCloskey, 1999) but the issue remains an open question.

Previous modeling studies of earthquakes and slip in geometrically complex faults include investigation of slip of wavy faults (Saucier et al., 1992; Chester and Chester, 2000), slip through idealized fault bends (Nielsen and Knopoff, 1998), rupture propagation into fault branches (Oglesby et al., 2003; Fliss et al., 2005), and rupture jumps across gaps (Harris et al., 1991; Duan and Oglesby, 2006; Shaw and Dieterich, 2007). Seismicity simulations that implement region-specific models of fault systems (Ward, 1996, 2000; Rundle et al., 2004; Robinson and Benites, 1995) have demonstrated that plausible seismicity models can be implemented that replicate basic characteristics of regional seismicity. In this work we investigate the individual and combined effects of several of these forms of complexity on the recurrence statistics of earthquakes.

2. Simulations

This study employs synthetic catalogs with up to $10^6$ earthquakes that are generated using an efficient simulation procedure developed by Dieterich (1995). The current model, RSQSim, uses 3-D boundary elements based on the solutions of either Okada (1992) or Meade (2007), and it accepts different modes of fault slip (normal, reverse, strike-slip) as well as mixed slip modes. In this study we examine only strike slip faults. With the current single processor version of the computer code, up to 30,000 elements are used to represent fault surfaces. This permits quite detailed 3-D representations of fault system geometry and fault interaction effects. In this study the simulations generally employ $1 \text{ km} \times 1 \text{ km}$ or $1.5 \text{ km} \times 1.5 \text{ km}$ elements, and seismicity catalogs span a magnitude range from roughly $M 4 – M 8$. Although the simulations employ large-scale approximations and simplifications to achieve computational efficiency, comparisons with fully dynamic 3-D finite-element models described below indicate the calculations are quite accurate. Details of the computations together with an overview of the dynamic characteristics of individual events and characteristics of the synthetic catalogs are given by Richards-Dinger and Dieterich (in preparation). In the following we briefly describe the model computations and outline some important characteristics of the model.

RSQSim is based on a boundary element formulation whereby interactions among the fault elements are represented by an array of 3-D elastic dislocations, and stresses acting on the centers of the elements are
\[
\tau_i = K_{ij}\delta_j + \tau_{ij}^{\text{tect}}
\]
\[
\sigma_i = K_{ij}\delta_j + \sigma_i^{\text{tect}},
\]
where \(i\) and \(j\) run from 1 to \(N\), the total number of fault elements; \(\tau_i\) and \(\sigma_i\) are the shear stress in the directions of slip and fault-normal stress on the \(i\)th element, respectively; the two \(K_{ij}\) are interaction matrices derived from elastic dislocation solutions; \(\delta_j\) is slip of fault element \(j\); \(\tau_{ij}^{\text{tect}}\) and \(\sigma_i^{\text{tect}}\) represent stresses applied to the \(i\)th element by sources external to the fault system (such as far field tectonic motions); and the summation convention applies to repeated indices. The code uses full 3-D boundary element representations and can employ rectangular (Okada, 1992) or triangular (Meade, 2007) fault elements.

The model employs a rate- and state-dependent formulation for sliding resistance (Dieterich, 1979, 1981; Ruina, 1983; Rice, 1983):

\[
\tau = \sigma \left[ \mu_0 + a \ln \left( \frac{\dot{\delta}}{\dot{\delta}^*} \right) + b \ln \left( \frac{\theta}{\theta^*} \right) \right],
\]
where \(\mu_0\), \(a\), and \(b\) are experimentally determined constants; \(\dot{\delta}\) is sliding speed; \(\theta\) is a state variable that evolves with time, slip, and normal stress history; and \(\dot{\delta}^*\) and \(\theta^*\) are normalizing constants. In the simulations fault strength is fully coupled to normal stress changes through the coefficient of friction and through \(\theta\), which evolves with changes of normal stress as given by Linker and Dieterich (1992):

\[
\dot{\theta} = 1 - \frac{\dot{\theta}}{D_c} - \frac{2\theta\dot{\sigma}}{b\sigma}.
\]

At constant normal stress, the evolution of \(\theta\) takes place over a characteristic sliding distance \(D_c\), and for a constant sliding speed \(\dot{\delta}\) will approach a steady-state of \(\theta_{ss} = D_c/\dot{\delta}\). See Marone (1998) and Dieterich (2007) for detailed reviews of rate- and state-dependent friction and a discussion of applications.

A central feature of the method is the use of event-driven computational steps as opposed to time-stepping at closely spaced intervals (Dieterich, 1995). The cycle of stress accumulation and earthquake slip at each fault segment is separated into three distinct phases designated as sliding states 0, 1, and 2 that are based on more detailed models with rate- and state-dependent fault constitutive properties. Previously Dieterich (1995) and Ziv and Rubin (2003) employed this three-state approach to model foreshock and aftershock processes. A fault element is at state 0 if stress is below the steady-state friction, as defined by rate- and state-dependent friction. In the model this condition is approximated as a fully locked element in which the fault strengthens as the frictional state-variable \(\theta\) increases with time, e.g., \(\theta = \theta_0 + t\) at constant normal stress, but modified by effects arising from normal stress changes using the Linker and Dieterich (1992) formulation.

The transition to sliding state 1 occurs when the stress exceeds the steady-state friction. During state 1, conditions have not yet been met for unstable slip, although the fault progressively weakens as described by rate- and state-dependent fault constitutive properties. Analytic solutions for nucleation of unstable slip (Dieterich, 1992) generalized for varying normal stress (Dieterich, 2007; Richards-Dinger and Dieterich, in preparation), together with stressing rate determine the transition time to state 2, which is earthquake slip. At tectonic stressing rates, earthquake nucleation typically requires a year or more, however during earthquake slip the high stressing rates at the rupture front compress the duration of state 1 to a fraction of a second. Hence, during an earthquake rupture, state 1 in effect forms a process zone at the rupture front, where time-dependent breakdown of fault strength occurs. The slip during nucleation is negligible compared to coseismic earthquake slip and is therefore ignored for purposes of computing stress changes on other elements.

During earthquake slip (state 2), the model employs a quasi-dynamical representation of the gross dynamics of the earthquake source based on the relationship for elastic shear impedance together with the local dynamic driving stress. From the shear impedance relation (Bunne, 1970) the fault slip rate is

\[
\dot{\delta}_{EQ}^j = \frac{2\beta\Delta\tau_j^i}{G},
\]
where the driving stress \(\Delta\tau_j^i\) is the difference between the stress at the initiation of slip and the sliding friction at element \(j\); \(\beta\) is the shear-wave speed; and \(G\)
is the shear modulus. This provides a first-order representation of dynamical time scales and slip rates for the coseismic portion of the earthquake simulations. In the simulations described here a single rupture slip speed was used that is based on average values of $\Delta\tau_j$. An element ceases to slip and reverts to state 0 when the stress decreases to some specified stress determined by the sliding friction (with inertial overshoot of stress to levels less than the sliding friction as an adjustable model parameter).

The computational efficiency of the model is obtained from the use of event-driven computational steps, use of analytic nucleation solutions, and specification of earthquake slip speed from the shear impedance relation. Determination of the sliding state changes requires computation of the stress state as a function of time at each fault element. Note that stressing rates are constant between state changes, and the change of stressing rate at any element $i$ resulting from the initiation or termination of earthquake slip at element $j$ is given by

$$\dot{\tau}_i = \dot{i}_i \pm K^\tau_{ij} \Delta\sigma_{EQ}^j$$

$$\dot{\sigma}_i = \dot{\sigma}_i \pm K^\sigma_{ij} \Delta\sigma_{EQ}^j$$  \hspace{0.5cm} (no summation),

where the + and − refer to $1 \rightarrow 2$ and $2 \rightarrow 0$ transitions on element $j$, respectively. Hence, these state transition events require only one multiply and add operation at each element to update stressing rates everywhere in the model (no system-scale updates are required for the $0 \rightarrow 1$ transition). These changes to the stressing rates are applied instantaneously to all patches in the model (but note that the stresses themselves do not change discontinuously). A possible improvement to the model, with which we plan to experiment in the future, would be to delay the changes by a suitable wave propagation speed. Because the transition times depend only on initial conditions and stressing rates, computation proceeds in steps that mark the transition from one sliding state to the next without calculation of intermediate steps. This approach completely avoids computationally intensive solutions of systems of equations at closely spaced time intervals. Computation time for an earthquake event of some fixed size, embedded in a model with $N$ fault elements, scales approximately by $N^1$.

For this study, stressing-rate boundary conditions drive fault slip and are set using the back-slip method (Savage, 1983; King and Bowman, 2003). With this method, the stressing rates acting on individual fault elements are found through a one-time calculation in which all fault elements slide backwards at specified long-term geologic rates. This insures that long-term stressing rates are consistent with observed slip rates. The method provides a lumped representation of all stressing sources, including tectonic stressing and stress transfer from off-fault yielding, consistent with prescribed/observed long-term fault slip rates. A characteristic of backslip stressing is that regions of uniform long-term slip rate require non-uniform stressing rates—stressing rates vary most strongly at the ends and bottom of the fault.

3. Model Characteristics

Except as noted, the simulations employ fault models with uniform initial normal stresses of 150 MPa and uniform constitutive properties of $a = 0.012$, $b = 0.015$, $\mu_0 = 0.6$, and $D_c = 10^{-5}$ m; these are typical laboratory values (Dieterich, 2007). Three fault surface geometries are employed in isolation or as components of fault systems: (1) continuous planar surfaces, (2) continuous surfaces with random fractal roughness, and (3) discontinuous fractally segmented faults in which segment boundaries are delineated by fault step-overs.

The fractally rough surfaces are generated using the method of random mid-point displacement (Fourier et al., 1982) whereby the fault surface is repeatedly divided and the midpoints of the new divisions are randomly displaced by a normally distributed random variable with a standard deviation given by

$$y = \beta l^H,$$

where $l$ is the current subdivision length; the factor $\beta$ is the rms slope at a reference division length $l = 1$; and the exponent $H$ has values 0–1. In the following we use $H = 1$, which generates self-similar profiles. At large scales (wavelengths $>1$ km) real faults have discernible roughness indicating...
values of $\beta$ approximately in the range 0.01–0.05 (DIETERICH and SMITH, 2009).

For fractally segmented faults we again employ the random mid-point displacement method used to generate the fractally rough faults but with two modifications. First, during the subdivision process every segment is not necessarily subdivided; instead there is some probability for a segment to be subdivided (the probability is 0.85 for the models used in this study). Second, the resulting points are taken as the centers of planar segments, all of which are parallel to the overall fault (rather than as the vertices of a continuous triangulated surface). This leads to a fractal (power-law) distribution of segment sizes and offsets between them. Any segments larger than the desired patch size are subdivided down to the desired patch size but with all these patches being coplanar and continuous.

Examples of isolated faults with fractal roughness and fractal segmentation are shown in Fig. 1. The slip events that are shown in Fig. 1 are taken from simulations of 500,000 earthquake events on those faults. Compared to planar faults, which tend to have smooth displacement profiles along the rupture, the somewhat patchy slip for the events in Fig. 1 appears to be characteristic of the fractal faults. Larger earthquake ruptures on faults with fractal roughness break through both releasing and constraining bends, however smaller earthquake ruptures tend to occur preferentially along constraining fault bends.

The simulations produce a range of rupture characteristics that are comparable to those obtained in detailed fully dynamical calculations. Rupture speeds for large earthquakes in these simulations generally range 2.0–2.4 km/s, which is reasonable given the implied shear-wave speed of 3.0 km/s used to set slip speed. Rupture growth and slip can be crack-like, or consist of a narrow slip-pulse (HEATON, 1990). Factors favoring crack-like behavior in the simulations are relatively smooth initial stresses and weak healing (re-strengthening of the fault) following termination of slip, while slip-pulse behavior arises with heterogeneous initial stresses and strong fault healing following rupture termination. This behavior is consistent with fully dynamical rupture simulations (BEROZA and MIKUMO, 1996; ZHENG and RICE, 1998). In our simulations, healing is set by the rate-state frictional properties and by a dynamic stress overshoot parameter that determines the shear stress at the termination of slip relative to the sliding friction. During an earthquake, if sliding stops at stresses that are sufficiently below the sliding friction, then healing outpaces re-stressing from continuing slip on adjacent regions of the fault. This inhibits renewed or continuing slip and leads to pulse-like ruptures. Conversely, if sliding stops at or only slightly below the sliding friction, then continuing slip on adjacent regions of the fault can immediately trigger renewed sliding before healing can occur. This effect favors on- and off-switching of slip, which approximates continuous slip over broad regions at slower slip speeds, which is characteristic of crack-like ruptures.

Although the simulations employ approximations of the earthquake rupture processes to achieve computational efficiency, we believe those approximations do not seriously distort the model results. The key performance measure for earthquake rupture calculations in seismicity simulations is the accuracy with which the calculations predict (a) the size of
earthquake rupture given a stress state at the initiation of an earthquake, and (b) the slip distribution in that rupture, which determines the details of the stress state in the model following an earthquake (and therefore subsequent earthquake history). In collaboration with our colleague David Oglesby and with the assistance of student interns Christine Burrill and Jennifer Stevens we have undertaken a program of tests that compare single-event RSQSim simulations with detailed fully dynamic finite element calculations (RICHARDS-DINGER et al., in preparation). Figure 2 shows one in a series of comparisons of RSQSim with DYNA3D, a fully dynamic 3-D finite-element model. DYNA3D employs slip-weakening friction at the onset of earthquake slip with specified static and sliding friction. Hence, it was necessary to match the rate-state friction parameters and initial conditions as closely as possible to the friction, stress, and slip-weakening conditions in DYNA3D. The example in Fig. 2 is for a bilateral rupture on a strike-slip fault with uniform initial stress and sliding resistance during earthquake slip. Other comparisons of simple bilateral and unilateral ruptures under conditions of uniform initial stress give similar results.

Similarly, models with heterogeneous stresses are in good agreement. This includes models with heterogeneous normal stress that produce highly complex rupture histories with heterogeneous earthquake stress drop. The principal mismatch between the simulation methods occurred in a case in which initial shear stress was smoothly tapered over a distance of 20 km to progressively impede rupture propagation. Both models produced very similar slip and stress patterns, however the fully dynamic rupture penetrated about 3 km farther into the low stress region than the quasi-dynamic rupture, resulting in final rupture lengths of 57 and 60 km for RSQSim and DYNA3D, respectively. The somewhat longer rupture obtained with the dynamic finite-element model may arise from dynamic stress effects, which are not represented in RSQSim. Alternatively it may be caused by differences in the failure laws that...
control rupture growth used in the two codes. The direct rate strengthening effect with rate- and state-dependent friction law used in RSQSim results in transient rate-strengthening at the rupture front that tends to impede rupture growth relative to the rate-independent slip weakening law in DYNA3D. Additional tests are underway.

The simulations produce clustered seismicity that includes foreshocks, aftershocks and occasional large earthquake clusters. Composite seismic histories constructed by stacking seismic activity relative to main-shock occurrence times (Fig. 3) replicate the Omori aftershock decay of aftershock rates by $t^{-p}$ with $p \approx 0.8$, and foreshocks have Omori-like dependence of foreshock rates by time before the main shock with $p \approx 0.9$. Because clusters of large events sometimes occur that produce overlapping aftershock sequences, the stacking procedure used to construct the record in Fig. 3 employed an added constraint that rejected sequences if more than one earthquake $M \geq M_{\text{min}}$ occurred in a $\pm 4$ year interval. The example presented in Fig. 3 was obtained with the smooth fault section version of an idealized fault system described below (e.g., Fig. 5) that consisted of 13 fault sections of various lengths. Clustering in systems with fractal roughness and fractal segmentation is somewhat greater than simulations with planar faults. Previously, Dieterich (1995) showed that productivity of foreshocks and aftershocks (i.e., the ratios of the numbers of foreshocks and aftershocks to main shocks in a magnitude interval) is controlled by the product $a \sigma$, where $a$ is the rate-state parameter appearing in Eq. 3 and $\sigma$ is normal stress.

The magnitude frequency distributions of simulated earthquakes for isolated planar faults consistently follow a power law up to about $M_{6.0}$, together with a pronounced peak that marks characteristic earthquakes that rupture the entire fault. There is a very pronounced deficiency of events between $M_{6.0}$ and $M_{7.4}$. The upper limit of earthquake magnitude for the power-law portion of the distributions corresponds to rupture dimensions of about 10 km (compared to a vertical fault dimension of 15 km). The characteristic earthquake behavior reflects a strong tendency of earthquake ruptures that reach dimensions greater than about 10 km to continue propagating to the limits of the model. Following such end-to-end ruptures the stress conditions
are reset to a similar average value, which in turn results in highly periodic recurrence of the largest earthquakes.

The principal difference seen in simulations with fractally rough faults is slight enrichment of earthquakes in the magnitude interval between the power-law region and the characteristic earthquakes. However, there remains a strong deficiency of events in this range, even using an extreme roughness with $\beta = 0.10$. The use of fractal segmentation has a significantly stronger impact on filling the deficiency between the power-law region and the characteristic earthquakes. Also, as the amplitude of fractal offsets increases, the frequency of characteristic earthquakes decreases—and their recurrence becomes less periodic. At the extreme of fractal segmentation that we studied ($\beta = 0.04$) no end-to-end ruptures occurred in a simulation of $10^6$ events.

4. Recurrence Distributions

We have assembled distributions of the time intervals separating earthquakes above a minimum magnitude $M_{\text{min}}$ that affect the same point on a fault. Distributions of this type reflect local characteristics of fault stressing and failure processes and form the basis for estimating conditional time-dependent probabilities along a section of a fault given the time of the previous earthquake. The density distributions are constructed by first binning the recurrence intervals for individual fault elements then summing the binned data with the data from other elements that make up a designated fault section. Fault sections consist of many elements (320 to $\geq 1,000$) and represent distinct structural components such as an isolated fault or the portion of a fault that lies between two branching points in a fault system. To construct the distributions, sequences of $5 \times 10^5$ to $10^6$ earthquakes were simulated representing records of extending to about 35,000 years at fault slip rates of 25 mm/year.

Models of seismicity on single isolated strike-slip faults employ a planar fault surface, a fault with random fractal roughness, and a fault with random fractal segmentation. In each case the fault dimensions are 201 km long, 15 km deep and consist of 3,015 elements with nominal dimensions of 1 km$^2$. The long-term slip rate is 25 mm/year. Because the effect of fractal roughness on the recurrence statistic is rather weak, results are shown only for the extreme case with $\beta = 0.10$. The amplitude parameters for faults with fractal segmentation use $\beta = 0.02, 0.03$, and 0.04. In all non-planar models $H = 1.0$.

The recurrence distributions for each of the single fault models (Fig. 4) differ in minor details, nonetheless all share several common characteristics. (1) The distributions change with earthquake magnitude. (2) There is a very narrow peak at the shortest intervals (0–12 years). This peak is strongest for the smallest magnitude threshold $M_{\text{min}} \geq 5$ and decreases as $M_{\text{min}}$ increases. When examined in detail, the earthquakes in this interval are found to represent foreshocks, aftershocks, and regions of overlapping slip for earthquake pairs. Within this 0–12 year interval the recurrence rates have the characteristic Omori decay by $t^{-p}$ shown in Fig. 3. (3) There is a pronounced peak of recurrence times around 150–200 years, indicating a strong periodic component to recurrence. This peak appears in all the distributions using different $M_{\text{min}}$, but it results from periodicity of large characteristic earthquakes that rupture the most or all of the fault. (4) The distributions that employ smaller magnitude thresholds $M_{\text{min}} \geq 5.0$ are somewhat complex with a more-or-less uniform density of recurrence times prior to the characteristic earthquake peak. The close similarity of the distributions $M_{\text{min}} \geq 6.0$ and $M_{\text{min}} \geq 7.0$ reflect the relative dearth of earthquakes $M \leq 6$ compared to characteristic earthquakes $M \geq 7$ that rupture most or all of the fault.

The distributions obtained with the isolated planar fault and with faults which have fractal roughness are quite similar. The principal difference in the density distributions is a progressive shifting of the characteristic earthquake peak to shorter times as roughness increases. The peak in the distributions of recurrence time for the planar fault is $\approx 190$ years compared to $\approx 150$ years for a very rough fault with $\beta = 0.10$. Also, the longest recurrence interval for the planar fault is approximately 220 years, while the simulations with fractal roughness have a continuing low incidence of recurrence exceeding 400 years. These differences arise because fractal roughness introduces
weak barriers that inhibit slip and sometimes inter-
rupt full growth of large earthquakes over the entire
fault. This results in less slip and shorter recurrence
time (on average) for large characteristic earthquakes,
and occasionally skipped recurrence cycles.

Segmentation more strongly alters the distribu-
tions than fault roughness. Segmented faults with
$\beta < 0.02$ produce distributions that are nearly identi-
cal to the rough fault with $\beta = 0.10$. However, at
$\beta \geq 0.03$ fractal segmentation significantly broadens
the quasi-periodic peaks in the recurrence distribu-
tions. For example using $M_{\text{min}} \geq 7.0$ the standard
deviations for recurrence with a planar fault and a
fault with fractal roughness ($\beta = 0.10$) are 14 and
45 year, respectively; compared to standard devia-
tions of 28, 111, and 296 year for segmented faults
with $\beta = 0.02$, 0.03, and 0.04, respectively. With
increasing separation across segmentation boundaries
(increasing $\beta$) the rate of end-to-end earthquake
ruptures decreases. At $\beta \geq 0.04$, no end-to-end
earthquake ruptures occurred in a simulation with
200,000 events, although a broad peak in the distribu-
tions persists.

Simulations with a more complex but highly
idealized fault system model (Fig. 5) were conducted
to examine the effects of the geometric component of
fault interactions on recurrence statistics. In the following we use the term fault section to indicate the portion of an individual fault that lies between branch points in the fault system. The model consists of parallel and branching faults and incorporates a variety of configurations, fault section lengths, and slip rates (see Fig. 5). The model consists of 6,760 elements with nominal dimensions of 1.5 km \times 1.5 km. In addition to the model with smooth fault sections, several versions were implemented with fractal roughness and fractal segmentation using a range of values of \( \beta \). To test for possible model resolution effects, the smooth fault version also used 1 km \times 1 km and 3 km \times 3 km patches. One simulation was carried out with a different set of rate-state friction parameters \((a = 0.007 \text{ and } b = 0.010)\).

Representative density distributions for earthquake recurrence on the smooth fault version of the fault system model version are shown in Fig. 5. The characteristic features of distributions for single isolated faults described above are also seen in the density distributions for the fault system (peak at short times, magnitude dependence, quasi-periodicity, complexity at small \( M_{\text{min}} \)). Also it is very evident that the density distributions change significantly with position within the fault system and have a greater variety of forms than the isolated fault simulations. For example, at \( M_{\text{min}} \geq 5 \) the forms include an approximately monotonic decay of density with time (Fig. 5, section 7), long interval of constant density followed by comparably long tail with decaying density (Fig. 5, section 4), and multi-peaked distributions (Fig. 5, sections 6, 9 and 10).

At larger magnitudes \((M_{\text{min}} \geq 6, M_{\text{min}} \geq 7, \text{ and } M_{\text{min}} \geq 7.5)\) the distributions maintain strong positional dependencies, but generally take somewhat simpler forms. Of the 13 fault sections in the model, all but three density distributions (including sections 4 and 6 in Fig. 5) have a single well-defined peak indicating quasi-periodicity of recurrence times. However, there are large differences in the shapes and widths of the peaks. Compared to the isolated fault models, the distributions generally have much larger spreads of recurrence times than the isolated fault models, which is expected given the increased complexity of interactions that determine the stressing history of the faults.

We attempted to fit a variety of analytic probability distributions (e.g., Weibull, log-normal, and Brownian passage time) to these recurrence distributions. None of these analytic forms fit any of the entire (i.e., including the short-time power-law behavior) empirical distributions. If the short-time part of the empirical distributions is removed (or, equivalently, we attempt to fit the empirical distributions with the sum of a power law and one of the aforementioned analytic distributions) then a few of the distributions can be fit reasonably well by one or the other of the analytic forms, however most cannot.

Comparisons of distributions of interevent times for smooth fault sections with those using fractal roughness and fractal segmentation are summarized in Fig. 6. To facilitate comparisons we use cumulative distributions, which permits results to be plotted together. The surfaces with fractal roughness (with \( \beta \) up to 0.10) closely follow those with smooth surfaces. Indeed, the differences between the rough and smooth surfaces are smaller with the fault system model than with the isolated fault models. This perhaps indicates that stress interactions that are linked to system geometry override local fault geometry in setting recurrence characteristics. Similarly, weak to moderately segmented fault surfaces \((\beta \leq 0.03)\) produce distributions that are very similar to the distributions with rough surfaces and are not plotted. The distributions with strongly segmented faults \((\beta = 0.04)\), which are shown in Fig. 6, diverge somewhat from the other distributions, but generally retain the shapes of the other distributions. The single exception to this is at fault section 4, which is a short section with low slip rate that branches from longer fault sections with higher slip rates. Because large earthquakes have longer rupture lengths than the length section 4, of necessity such earthquakes on
Figure 6
Cumulative distributions of recurrence times for earthquakes of various magnitudes on selected sections of an idealized fault system (upper panel) with three different forms of small-scale geometry: Smooth fault sections (red), fractal roughness with $\beta = 0.1$ (green), and fractal segmentation with $\beta = 0.04$ (blue).
section 4 must also involve a neighboring segment. Apparently, with increasing $\beta$ there is a progressive decoupling of slip across section boundaries that reduces frequency of large earthquakes on section 4.

The regional differences in the distributions appear to be quite stable and independent of model details. Simulations with different combinations of model parameters were tested. These include reversing the sense of slip in the fault system from right lateral to left lateral, use of different element dimensions ($1, 1.5, 3$ km) and different combinations of constitutive parameters. The distributions must be sensitive to earthquake stress drop, because larger stress drops will require greater elapsed time to recover stress—consequently the alternative model using a different set of constitutive parameters was designed to give the same average earthquake stress drop. The only one of these variations that produced substantial differences in the recurrence statistics was the most coarsely resolved model (patches with side-lengths of 3 km). This model produced considerably longer average recurrence intervals for the largest ($M \geq 7$) events. This dearth of large events is presumably due to the difficulties in propagating ruptures in such a model. As models with patches of side-length $\leq 1.5$ km agree with one another, we interpret the 3-km patch size model to be too coarsely parameterized for our current purposes. Other than this one exception, we find that these various changes have only minor effects on the distributions that are comparable to the variations seen in Fig. 6.

An interesting feature of the fault system simulations is occasional clustering of large earthquake events. Clusters of large events, though relatively uncommon, are certainly a well-established characteristic of earthquake occurrence (Kagan and Jackson, 1991, 1999). With the idealized fault

### Table 1

| Model                        | Total number of events | Number ($M \geq 7$) | Single events | Double events | Triple events |
|------------------------------|------------------------|---------------------|---------------|---------------|--------------|
| Planar faults                | 299,000                | 196                 | 130           | 27.5          | 3.6          |
| Fractal roughness $\beta = 0.1$ | 377,000                | 237                 | 152           | 35.8          | 4.6          |
| Fractal segmentation $\beta = 0.02$ | 394,000                | 221                 | 144           | 36.1          | 1.8          |
| Fractal segmentation $\beta = 0.04$ | 607,000                | 274                 | 58.4          | 32.1          | 38.0         |

All numbers are per 10,000 years of simulated time.
system, earthquakes $M \geq 7$ occur somewhere in the system at an average frequency of one every 36–51 years, and most are isolated by four years or more from other large earthquakes. However, some large events occur as pairs, and even more rarely as triples (Table 1). Figure 7 shows an unusual set of four large events that propagate across much of the fault system. The intervals between large earthquakes in clusters vary from several seconds to 4 years, which is an arbitrary maximum interval used here in defining event clusters. The distribution of intervals between large events in clusters decays by Omori’s law (with $p \sim 0.9$). In some cases the regions of slip in a cluster very slightly overlap. As shown in the example in Fig. 7, the subsequent large earthquake ruptures during particularly strong aftershock sequences, and the point of nucleation falls within this aftershock region.

5. Summary and Discussion

Earthquake nucleation with rate- and state-dependent friction strongly affects the statistics of earthquake recurrence in the simulations, particularly at short time intervals and at smaller earthquake magnitudes. Density distributions of recurrence intervals have very narrow peaks at the shortest times (0–12 years) that consist of foreshocks, aftershocks, and earthquake clusters. Rates of recurrence within this peak decay by $t^{-0.8}$. Clustering in the form of large-earthquake pairs (and more rarely triples) is a consistent feature of the fault system simulations, but at low rates (~20% of $M \geq 7$ events are followed within 4 years by another such event). Intervals between large earthquake pairs vary from a few seconds to 4 years (our arbitrary cutoff to define large event clusters) and also follow an Omori decay, which is consistent with earthquake pairs in nature (Kagan and Jackson, 1991, 1999). From a regional earthquake hazard perspective the clusters represent a continuing interval of significantly increased hazard following large earthquakes. The follow-on events in large earthquake clusters initiate in the aftershock regions of the prior events and their occurrence correlates with especially high aftershock rates. There is little or no overlap of the areas of slip in the clusters.

The shapes of the recurrence distributions with isolated faults change with earthquake magnitude threshold $M_{\text{min}}$ and form a narrow characteristic earthquake peak at high magnitudes. The characteristic earthquake peak occurs because earthquake ruptures that reach a critical size (about 10 km for faults that extend from the surface to 15 km) have a strong tendency to continue to propagate to the limits of the model. The resulting end-to-end ruptures are highly periodic because the stress after the earthquakes is reset to a similar average state following each end-to-end rupture. Strong segmentation of faults reduces the periodicity and in the extreme eliminates end-to-end ruptures.

Recurrence distributions for individual fault sections within a fault system depend on magnitude and take great variety of forms that change with position within the fault system. In addition, the recurrence intervals have considerably wider distributions than isolated faults. The distributions appear to be quite insensitive to local details such as the addition of fault roughness. Limited tests that vary element dimensions and use different combinations of constitutive parameters reveal that the results are quite stable. These characteristics indicate that gross fault system geometry plays a primary role in establishing the characteristics of stress evolution that control earthquake recurrence. Above some limiting separation, fault step-overs form effective impediments to the propagation of earthquake ruptures and have a significant though lesser impact on the recurrence distributions.

One reason for undertaking this study was to begin to explore possible applications of earthquake simulations to assessments of regional earthquake probabilities. Current standard methodologies for assessing time-dependent earthquake probabilities employ models of regional seismicity that include information of past earthquakes (such as time and extent of earthquake slip) together with idealized probability density functions (PDFs) for the recurrence of earthquake slip. However, major sources of uncertainty in such assessments relate to both the choice of an appropriate functional form for a PDF and in specifying parameters for implementing the idealized PDF.

Questions surrounding current usage of generic PDFs in assessment of earthquake probabilities arise
for a number of reasons. First, fundamentally different classes of PDFs based on Omori-type clustering, Poisson statistics, and quasi-periodicity individually capture well-established aspects of earthquake recurrence statistics, however no single distribution fully represents the range of observed behavior. For example, recent assessments of earthquake probabilities in California (e.g., Working Group on California Earthquake Probabilities (WGCEP), 2007) used weighted estimates based on quasi-periodic and Poisson (exponential distribution) models of earthquake occurrence, which individually yield very different probabilities. Also, a number of uncertainties arise in implementing the generic PDFs because largely ad hoc assumptions must be made regarding relationships between stress accumulation and failure, characteristic earthquakes, probabilities of multi-segment earthquakes, and magnitude–frequency statistics of large earthquakes on specific faults. Finally, the results of this study indicate that the distributions have significant magnitude and positional dependencies that are not considered in current approaches.

In place of idealized PDFs the use of empirical density distributions for probabilistic assessments could potentially address these shortcomings. An advantage of such an approach is that one would not be restricted to simple functional forms that cannot describe intrinsically complicated statistics, and most implementation and scaling issues relating to the use of PDFs are completely avoided. Also, magnitude dependencies and strong local variations in the recurrence distributions that are tied to fault system geometry (an observable) could be incorporated into probabilistic assessments. Ideally, one would like to use earthquake data for this purpose, however, long earthquake histories covering many average recurrence times of the largest events of interest are required to define local empirical distributions—clearly historic and paleoseismic data are inherently inadequate for this purpose.

Of necessity and design the simulations in this exploratory study are quite idealized. Certainly the practical use of fault system simulators in the assessment of time-dependent earthquake probabilities will require additional study. These include detailed region-specific simulations, and proper quantification of the effects of uncertain model parameters on the distributions. Our results demonstrate that gross fault system geometry strongly affects the shape of probability distributions for the recurrence of earthquake slip, and as a general rule the distributions are quite insensitive to small-scale geometric details. A possible exception may be sensitivity of the distributions to segmentation beyond some threshold in step-over distance. Because such features may be difficult to characterize at seismogenic depths, this effect may represent a significant source of uncertainty and merits close attention. In addition to time-dependent earthquake nucleation and the effect of fault system geometry in recurrence statistics investigated here, other model parameters will impact earthquake recurrence statistics. These include fault constitutive parameters, earthquake stress drop, and processes that produce stressing transients. A first-order dependence of mean recurrence time on fault slip rate and stress drop has been previously explored and characterized by Ward (1996) and Rundle et al. (2004). In our simulations, stress drop is controlled by fault normal stress and fault constitutive properties. Fault creep and viscoelastic relaxation following large earthquakes are widely documented and produce stressing rate transients that may impact recurrence statistics. Similarly, effective stress transients due to pore-fluid pressure changes could possibly affect recurrence statistics as well, though such effects have proven difficult to document. Though meriting further investigation, the effect of stress transients on earthquake occurrence appears to be at least partially mitigated by the rate-state nucleation process which is strongly self-driven, making nucleation times relatively insensitive to transient changes of stressing rates (Dieterich, 1994).

Finally we note that with current standard methods, based on PDFs for earthquake recurrence intervals, the calculation of time-dependent probabilities using paleoseismic data and historical records of past earthquakes requires a number of interpretive and modeling steps that substantially increase uncertainties in ways that are difficult to quantify. Essentially, these steps convert very limited data on timing of an earthquake, and information on magnitude or amount of slip at a point on a fault, to a spatial
distribution of slip over an assigned section of fault. Simulations provide the capability to define specialized empirical density distributions that directly utilize primary observational data without the modeling steps and assumptions of current methods. Figure 8 illustrates two examples of alternative distributions. The first distribution (Fig. 8a) is defined in terms of magnitude of slip at an observation point in the prior earthquake. It is intended to directly utilize paleoseismic data on the amount of slip in the prior earthquake at some point on a fault, with no other direct information on earthquake magnitude or extent of slip. The second distribution (Fig. 8b) is intended to represent a case in which the time and magnitude (with some uncertainty) of the prior earthquake are both known. The distribution provides information about both the time of the following event and also its magnitude. Both distributions relax the assumptions of characteristic earthquakes and allow for earthquakes of varying sizes.

The results in Fig. 8b are rather interesting. Broad quasi-periodic peaks for earthquakes M5–M5.5 following an earthquake M5–M5.5 are quite evident in these distributions, but the sub-distributions for \( M \geq 7.5 \) following a M5.5 earthquake decay monotonically and roughly follow an exponential distribution indicating a constant Poisson rate of occurrence following a M5.5 event. Some other examples of specialized density distributions that might be assembled directly from the synthetic catalogs include (a) situations in which historical records indicate the prior earthquake may lie within a region although causative fault is uncertain, (b) recurrence of slip exceeding some amount at a specific site, in some time interval (of possible interest for lifelines that cross faults), and (c) probability of future earthquake by time and distance from a site.
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