Liuer Mihou: A Practical Framework for Generating and Evaluating Grey-box Adversarial Attacks against NIDS

Anonymous Author(s)

ABSTRACT
Due to its high expressiveness and speed, Deep Learning (DL) has become an increasingly popular choice as the detection algorithm for Network-based Intrusion Detection Systems (NIDSes). Unfortunately, DL algorithms are vulnerable to adversarial examples that inject imperceptible modifications to the input and cause the DL algorithm to misclassify the input. Existing adversarial attacks in the NIDS domain often manipulate the traffic features directly, which hold no practical significance because traffic features cannot be replayed in a real network. It remains a research challenge to generate practical and evasive adversarial attacks.

This paper presents the Liuer Mihou attack that generates practical and replayable adversarial network packets that can bypass anomaly-based NIDS deployed in the Internet of Things (IoT) networks. The core idea behind Liuer Mihou is to exploit adversarial transferability and generate adversarial packets on a surrogate NIDS constrained by predefined mutation operations to ensure practicality. We objectively analyse the evasiveness of Liuer Mihou against four ML-based algorithms (LOF, OCSVM, RRCF, and SOM) and the state-of-the-art NIDS, Kitsune. From the results of our experiment, we gain valuable insights into necessary conditions on the adversarial transferability of anomaly detection algorithms. Going beyond a theoretical setting, we replay the adversarial attack in a real IoT testbed to examine the practicality of Liuer Mihou. Furthermore, we demonstrate that existing feature-level adversarial defence cannot defend against Liuer Mihou and constructively criticise the limitations of feature-level adversarial defences.
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1 INTRODUCTION
Deep Learning (DL) has gained notable popularity over recent years as it outperforms traditional Machine Learning (ML) algorithms across various domains such as Natural Language Processing (NLP) [43] and Computer Vision (CV) [10, 22]. The success of DL is primarily due to its ability to utilise large volumes of data to learn highly abstract representations that are incomprehensible to traditional ML algorithms and humans [30], making them a perfect fit for Network-based Intrusion Detection Systems (NIDSes) where large volumes of data are generated each day.

Unfortunately, a significant weakness of DL is that it is vulnerable to adversarial examples. Adversarial examples are created by purposely adding an imperceptible perturbation to an input to a DL algorithm that causes misclassification of the input by the DL algorithm. Various adversarial attacks against DL algorithms have been developed across multiple domains such as images [40, 48], physical world [29], and malware [24].

The use of Deep Neural Networks (DNNs) in NIDS exposes a new attack surface for attackers to exploit and is particularly devastating because they are under constant adversarial threats [46]. Most adversarial attacks against NIDS have focused on modifying the network features directly [13, 25, 31, 42]. However, feature-level adversarial attacks are not practical since they only modify the traffic features, which cannot be replayed directly in the network to conduct the intended malicious activities. Hence, practical adversarial attacks against NIDS should consider problem/packet space [41] modifications that directly alter the packets.

Previous works have made limited progress towards practical packet-level adversarial attacks. Early packet-level attacks often rely on randomly applying predefined mutations with vigorous trial-and-error to find a feasible solution [21, 23], which provide little to no theoretical guidance and insight. Recent works in packet-level adversarial attacks [20, 28] formulate the adversarial attack as a bi-level optimisation problem that first searches for the adversarial features and then modifies the packets to mimic the adversarial features. However, the bi-level design is overly complicated and introduces numerical instabilities that make finding the optimal solution challenging.

In this paper, we present a novel and practical transfer-based [39] adversarial attack called Liuer Mihou to attack NIDS. Liuer Mihou first trains a surrogate NIDS that mimics the decision boundaries of the target NIDS. Next, the attack finds the optimal set of semantic preserving packet mutations with a hybrid heuristic search algorithm to minimise the anomaly score of any packets identified as malicious by the surrogate NIDS. As a result, Liuer Mihou produces a realistic sequence of packets that can be replayed in real-time in the network.

To fully understand the strength and weaknesses of Liuer Mihou, we comprehensively evaluate the evasiveness of Liuer Mihou in a real Internet of Things (IoT) network against a wide range of ML/DL based NIDS. Going beyond the theoretical setting, we replayed the

1Liuer Mihou, also known as the six-eared macaque, is one of the antagonists in the classic Chinese novel Journey to the West and is best known for imitating Sun Wukong, the monkey king.
generated adversarial traffic in the original IoT network to evaluate its evasiveness and maliciousness. Finally, we examine the strength of our attack by launching our attack against adversarial defences such as feature squeezing [51] and Mag-Net [33].

**Contributions.** In summary, our key contributions include:

1. We design a novel and practical adversarial attack tailored to attack anomaly-based NIDS, called **Lieu Mihou**, and provide source code for download [4].
2. We conduct a comprehensive evaluation of **Lieu Mihou** in a real IoT testbed against four ML based anomaly detection algorithms (SOM, RRCF, LOF, and OCSVM), and the state-of-the-art DL based IoT NIDS, Kitsune [36].
3. We demonstrate the strength of **Lieu Mihou** by assessing our attacks on Kitsune with adversarial detection defences such as Feature Squeezing [51] and Mag-Net [33].
4. We provide empirical results and findings of our experiments, which provides insights for future adversarial attacks against NIDS.

**Organisation.** The rest of this paper is organised as follows. Section 2 presents the **Lieu Mihou** framework along with definitions and the threat model used. Section 3 describes the experiment setup, followed by the experiment results presented in Section 4. Next, Section 5 provides background and related work on anomaly-based NIDS, adversarial attacks and defences in the NIDS domain. Then, we discuss our findings, limitations, and future work in Section 6. Finally, we conclude the paper in Section 7. We have also provided additional information in the Appendix to provide more details of our experiments.

# 2 LIUER MIHOU

This section first provides definitions of the terms used throughout the paper and explicitly defines the threat model of **Lieu Mihou**. Following that, we present an overview of **Lieu Mihou** and provide details of the critical components.

## 2.1 Definitions

**Definition 2.1 (Network Traffic Space).** We refer to the Network Traffic Space as a set that contains all the possible packets that NIDS can capture, denoted as \( \mathcal{P} \). Depending on the nature of the network traffic, \( \mathcal{P} \) can be further classified into five categories: benign, malicious, clean, adversarial, and replay.

1. **Definition 2.1.1 (Benign Traffic Space (\( \mathcal{P}_b \))).** \( \mathcal{P}_b \) contains all packets captured during the normal operational time.
2. **Definition 2.1.2 (Malicious Traffic Space (\( \mathcal{P}_m \))).** \( \mathcal{P}_m \) contains all packets captured when the network is under attack. Note that not all packets in malicious traffic space are directly responsible for the malicious activities and may contain packets in common with benign traffic (e.g., packets generated with TCP three-way handshake).
3. **Definition 2.1.3 (Clean Traffic Space (\( \mathcal{P}_c \))).** \( \mathcal{P}_c \) contains all packets that has not been adversarially modified, i.e. all of the benign and malicious traffic (\( \mathcal{P}_c = \mathcal{P}_b \cup \mathcal{P}_m \)).
4. **Definition 2.1.4 (Adversarial Traffic Space (\( \mathcal{P}_a \))).** \( \mathcal{P}_a \) contains all theoretically crafted packets that are generated by applying mutation operations on malicious traffic.

**Definition 2.1.5 (Replay Traffic Space (\( \mathcal{P}_r \))).** \( \mathcal{P}_r \) contains all packets captured during the replay of the adversarial traffic. Note that we make an distinction between \( \mathcal{P}_r \) and \( \mathcal{P}_a \) because inherent transmission and processing delays during replay causes the traffic pattern for \( \mathcal{P}_r \) to be different compared to \( \mathcal{P}_a \), shown later in Figure 4.

**Definition 2.2 (Feature Extraction).** Feature extraction (\( \varphi : \mathcal{P} \rightarrow \mathcal{X} \subseteq \mathbb{R}^d \)) is a function that extracts \( n \) dimensional features \( x \in \mathcal{X} \) from a network packet \( p \) such that \( \varphi(p) = x \). Due to the sheer size of network traffic, NIDS often extracts aggregate information from the network traffic and uses the network features instead of network packets for detection.

**Definition 2.3 (NIDS).** The NIDS (\( g : \mathcal{X} \rightarrow \mathcal{A} \subseteq \mathbb{R} \)) can be modelled as a function that produces a one-dimensional anomaly score (\( a \in \mathcal{A} \)) based on the input features (\( x \)). If the anomaly score is above a predefined threshold (\( t \)), \( g \) classifies the corresponding packet as malicious, otherwise it is benign.

**Definition 2.4 (Mutation Operations).** Mutation operations (\( \mathcal{M} : \mathcal{P}_a \rightarrow \mathcal{P}_a' \)) take a clean packet \( p \in \mathcal{P}_a \) and modify it to adversarial packets \( p' \in \mathcal{P}_a \). Note that the adversarial packets \( p' \) is a set because the mutation operations may inject several redundant packets before \( p \).

## 2.2 Threat Model

We strictly target outlier detection based NIDS instead of classification based NIDS because they are more practical. The abundance of network traffic generated every day makes labelling time-consuming, and correctly labelling the traffic requires expert knowledge. Furthermore, we only consider packet-level features because flow-level features need to wait for the connection to finish before producing the features, which is not practical for real-time detection.

The attacker’s goal, knowledge, and capability are defined in the following and are in line with prior works in adversarial attacks against NIDS [20, 23, 31]:

**Goal** The attacker’s goals are two-fold: the attacker wishes to fully/partially maintain the security violations caused by the malicious attack and have the malicious attack being classified as benign by the target NIDS.

**Knowledge** The attacker operates under a grey-box setting with complete knowledge of the network features extracted (\( \mathcal{X} \)) but knows nothing about the classifier (\( g \)), except that it uses an outlier detection algorithm. Knowing the features extracted is a reasonable assumption, as feature extractors used in NIDS often extract similar features, such as statistics of arrival time and payload size over various time intervals [20]. Moreover, feature extractors for most recent datasets are publicly available online, e.g., CIC-FlowMeter [45] and AfterImage [36].

**Capability** We assume the attacker is inside the network and can sniff both benign and malicious traffic. In IoT networks where devices communicate wirelessly with little to no encryption, packets can be sniffed easily with a wireless sniffer. The attacker can also modify and inject crafted packets in malicious traffic and replay the modified traffic in the network.
Under our threat model, the attacker can efficiently train a surrogate NIDS, $g'$, with a threshold, $t'$, with arbitrary architecture based on benign traffic ($P_b$).

### 2.3 Overview of Liuer Mihou

Liuer Mihou is a practical adversarial generation algorithm tailored specifically for NIDS. It operates iteratively on each packet of the malicious traffic, illustrated in Figure 1. For each packet, the surrogate NIDS first classifies the packet. Suppose the packet is classified as benign by the surrogate. In that case, the packet is likely to be classified as benign by the target NIDS, so no modifications are needed, and Liuer Mihou writes the packet to the output straight away (green). On the other hand, if the surrogate classifies the packet as malicious, it is likely to be classified as malicious by the target model (blue). For each malicious packet identified by the surrogate, Liuer Mihou first searches for an optimal set of mutation operations on the packet that minimises the anomaly score produced by the surrogate NIDS (which also reduces the anomaly scores produced by the target NIDS). Next, the optimal mutation operations are applied to the malicious packet, transforming it into adversarial packets containing the modified malicious packet (red) and some redundant packets (grey) as byproducts. Finally, the adversarial packets are written to the output file in place.

### 2.4 Mutation Operations

In order to manipulate the packets, we have to define a set of mutation operations, $\mathcal{M}$ that can be applied to a malicious packet to change the extracted features of the packet with minimal change of the content. The choice of $\mathcal{M}$ will depend mainly on the feature extractor, and by inspecting existing open-source traffic feature extractors [36, 45], we have found that most feature extractors measure statistics of the inter-arrival time and packet size. Therefore, we propose two simple mutation operations that change these two features:

- **Packet Delay** Delay the arrival time of a packet, which changes the inter-arrival time distribution.
- **Packet Injection** Inject redundant packets before a packet in the same connection, which changes packet-size distribution.

The maximum time delay and the maximum number of redundant packets injected are constrained to ensure the adversarial traffic does not differ too much from the malicious traffic and reduces the search space’s size. Full set of Liuer Mihou hyperparameters is presented in Appendix A.

Pierazzi et al. [41] proposed four general constraints for problem space modification, and we show our mutation operations satisfies these constraints.

1. **Available Transformations.** It is trivial to see that an attacker can easily delay and inject redundant packets under our threat model.
2. **Preserved Semantics.** Our mutation operations do not modify the malicious packets’ payload, preserving the original intended malicious activity. For attacks that rely on the packets’ inter-arrival time, such as DoS attacks, we place constraints on the mutation operations to adjust the maliciousness of the adversarial attack.
3. **Plausibility.** We have ensured the plausibility of the mutation operation by manually checking the adversarial packets in Wireshark and replaying the packet in the same network, and there are no packets that seem blatantly abnormal.
4. **Robustness to Preprocessing.** A common non-ML based preprocessing in NIDS is to block the attacker’s IP by the victim. Under such circumstances, the attacker can spoof its IP address to bypass blocking.

### 2.5 Attack Objective Function

The objective function of Liuer Mihou is formulated as the following optimisation problem, done for each malicious packet ($p_i$):

$$\min_{m \in \mathcal{M}} \max\{g'(\varphi(p')) : p' \in m(p_i)\}$$  \hspace{1cm} (1)$$

where $\mathcal{M}$ is the space of all possible mutation operations, $m$ is a specific mutation operation, $p_i$ is the $i^{th}$ malicious packet, $p'$ is the set of adversarial packets after mutation. For simplicity and brevity, we refer to the value of $\max\{g'(\varphi(p')) : p' \in m(p_i)\}$ as the cost value, denoted by $c$.

Intuitively, Equation Equation (1) aims to directly minimise the maximum anomaly score of the adversarial packets that are obtainable with mutation operations on the malicious packet. Since Liuer Mihou operates under the grey-box scenario, we calculate the anomaly scores based on a surrogate NIDS ($g'$) that uses an arbitrary outlier detection algorithm. Although the surrogate NIDS will have a slightly different decision function and anomaly threshold, we still expect adversarial examples that bypass the surrogate NIDS to also bypass the target NIDS due to adversarial transferability [39].

Notice that the adversarial packets contain the modified malicious packet and several redundant packets. We wish to reduce...
To efficiently search for the mutation operations, we abstract the same position are different in each iteration, as shown in Figure 2a. For example, suppose the optimal vector is \((t_m, n_c)\) as a two-dimensional space with \((n, c)\). Each vector in the mutation space represents a set of mutation operations applied to the malicious packet, and optimisation of Equation Equation (1) is done by moving the vectors in the mutation space.

With the mutation operations defined in Section 2.4, we define \(\Psi\) as a two-dimensional space with \((t_m, n_c)\):
- Modified arrival time of the packet \((t_m)\), which represents packet delay.
- Number of redundant packets inserted before the packet \((n_c)\), which represents packet injection.

For example, suppose the optimal vector is \((0.4, 4)\) in the mutation space. In that case, Liuer Mihou will delay the malicious packet by 0.4 seconds and place four redundant packets before the malicious packet.

Applying packet delay can be trivially achieved by changing the packet’s arrival time. However, packet injection is more complicated because we must define each redundant packet’s arrival time and payload size. We have experimented with the following three methods of assigning arrival time and payload size of the redundant packets.

**Random Assignment (RA).** RA randomly assigns the arrival time and payload size of each redundant packet. We have found this method causes the cost function to be non-deterministic because the arrival time and payload size of the redundant packets at the same position are different in each iteration, as shown in Figure 2a.

The non-deterministic nature of the cost function makes it difficult for the search algorithm to find the optimal solution.

**Seeded Assignment (SA).** SA seeds the random number generator with the value of \(n_c\) before generating the payload sizes for each redundant packet. The goal of seeding is so that the cost function for any real value of \(n_c\) will be deterministic and continuous in the interval between \([n_c - 0.5, n_c + 0.5]\), shown in Figure 2b. Intuitively, this allows flexible assignment of packet sizes and payload while making the cost function deterministic. The arrival time of the redundant packets is assumed to be evenly spaced between the arrival time of the previous packet and \(t_m\).

**Uniform Assignment (UA).** A new dimension is introduced in the mutation space, \(s_c\), which governs the payload size of all redundant packets. As a result, the cost value is deterministic and piece-wise constant around each integer value of \(n_c\) (shown in Figure 2c). Similar to the seeded assignment, the arrival time of crafted packets is uniformly distributed.

We have experimented with assigning redundant packets with random arrival time, resulting in worse performance. We hypothesise that consistent inter-arrival time of packets is characteristic of benign traffic in our dataset. Therefore, redundant packets with consistent inter-arrival time will always produce lower costs. Similarly, our auxiliary experiments in Appendix B.2 showed UA is the best method for creating redundant packets, which suggest that uniform payload sizes are also characteristic of benign traffic in our dataset.
2.7 Search Algorithms

The standard methods for optimising feature-level attack formulation are gradient descent algorithms [32, 37, 40, 48]. However, gradient descent algorithms cannot be applied to Equation (1) because \( \phi \) is non-differentiable and non-invertible, commonly known as the inverse feature mapping problem [41]. In addition, our mutation operations may inject redundant packets and further complicate gradient descent. The typical approach to solve optimisation problems involving non-differentiable and non-invertible functions is to use meta-heuristic algorithms [9]. Meta-heuristic algorithms often have a master strategy that iteratively generates solutions, and the optimal solution is discovered by continuously evolving the solutions according to the fitness function. All meta-heuristic algorithms have an inevitable trade-off between exploration and exploitation, and finding a balance between the trade-off will usually ensure global optimality is achievable. Some of the well-known meta-heuristic algorithms include Differential Evolution (DE) [47], Ant Colony Optimisation (ACO) [14], PSO [26], and Grey Wolf Optimiser (GWO) [34].

Liuer Mihou utilises a hybrid heuristic search algorithm that combines PSO and DE to search for the optimal mutation, which we refer to as PSO-DE. Our auxiliary experiments in Appendix B.1 show vanilla PSO is particularly prone to get stuck in local optima, known as the stagnating particles problem [15]. Hence, DE is introduced to increase the exploration ability of the search algorithm. The pseudocode for PSO-DE is presented in Algorithm 1. The mutation vectors are called particles, which is conventional in heuristic optimisation literature. The initial position of the particles are generated randomly within the mutation space (lines 1 to 2). In each iteration, each particle’s cost is calculated with Equation (1), and the particle position is stochastically updated using either PSO or DE (lines 3 to 5), governed by mutation probability.

PSO updates its particles by moving each particle according to their velocity (lines 6 to 10). The velocity is calculated additively with three components:

- Inertia weight: Percentage of the original velocity kept unchanged, calculated with \( w \times v_t \).
- Cognitive term: Velocity towards the best solution, calculated with \( c_1 r_1 (x_{pbest} - x) \) (exploitation).
- Social term: Velocity towards the neighbourhood best solution, calculated with \( c_2 r_2 (x_{best} - x) \) (exploration).

where \( w, c_1, c_2 \) are hyperparameters, \( r_t \) is the current velocity, \( r_1, r_2 \) are random values between 0 to 1, and \( x_{pbest}, x_{best}, x \) are position of personal best, neighbourhood best, and current position, respectively.

DE updates its particles via a sequence of mutation, crossover and update operations (lines 12 to 16):

- Mutation: Choose three other particles, \( x_a, x_b, x_c \) and calculate the mutant \( m \) with mutation factor \( \alpha \), \( m = x_a + \alpha (x_b - x_c) \).
- Crossover: Calculate the candidate particle by combining mutant with original particle. Each dimension has probability \( p_r \) to have the mutant value and \( 1 - p_r \) to have the original particle.
- Update: If the original particle has a higher cost, it is replaced by the candidate particle.

We have conducted comprehensive experiments on finding optimal combination of search algorithm and payload assignment strategies and have found UA with PSO-DE performs best overall. Details of the experiments are provided in Appendix B.2.

3 EXPERIMENTAL SETUP

This section describes the experimental setup we used to evaluate Liuer Mihou. We begin with a description of the dataset, followed by the details of the target ML/DL algorithms and metrics used.

3.1 Dataset

We evaluate Liuer Mihou against IoT networks. IoT is one of the fastest-growing technologies in the history of computing and is becoming prevalent in smart cities and smart homes [2]. In addition, IoT devices have low computation power and transmit unencrypted traffic, making them highly vulnerable to attacks. Therefore, it is of great interest to both adversarially attack and defend IoT networks.

We use two IoT networks in our experiments, one being the benchmark Kitsune dataset[36] and another is a dataset captured from our own IoT testbed [3]. Measuring the maliciousness of the adversarial traffic is a crucial part of our evaluation. However, replaying the adversarial attack generated with any publicly available network datasets is impossible because we cannot fully replicate the testbed used to capture the data. Hence, we have gathered our dataset to evaluate the maliciousness of the adversarial attacks. The testbed consists of various IoT devices connected wirelessly, including AI Speakers (Google Home, NUGU), Security Cameras (EZVIZ, Tapo), and a Smart Hub (Hue Bridge). The testbed also includes an attacker laptop used to conduct attacks and a monitor laptop used to capture network packets. Each device can be controlled or monitored by a cell phone, PC, or other connected IoT devices. Figure 3 illustrates the setup of the IoT testbed.

The benign data consists of packets generated via commands such as turning off light bulbs, playing music on Google Home, etc, over 30 minutes. The malicious data consists of two main types of
malicious attacks, probing and Denial of Service (DoS), all targeted at Google Home Mini. Distributed attacks such as Mirai Botnet were excluded since it requires compromising other IoT devices, which is outside the scope of our threat model. Probing attacks include Port Scan (PS) and OS Detection (OD), and we repeat PS twice and OD four times. DoS attacks include HTTP Flooding (HF) with LOIC at the highest intensity for 6 minutes. The attacks were chosen because they are frequently conducted and can be successfully detected by anomaly-based NIDS\(^2\). To reduce the training time, we have filtered the packets so that *Liuer Mihou* only processes packets with Google Home as sender or receiver, which results in 14,400 benign packets.

The adversarial traffic is generated with *Liuer Mihou* with the default, rule-of-thumb parameters that show good performance in general, shown in Appendix A. We intentionally chose not to fine-tune any of the hyperparameters to suit our dataset in order to remove any selective data snooping\(^6\). To reduce the computational time of generating adversarial HTTP Flooding traffic, we only process approximately the first 6% of the original HTTP Flooding traffic, which generates around 36,000 packets. To evaluate the maliciousness of the adversarial traffic, we have replayed the adversarial packets in the same IoT testbed with tcpreplay\(^5\) in real-time and captured the replayed packets. The number of malicious, adversarial, and replayed packets gathered for each attack can be found in Table A4.

### 3.2 Target DL/ML Algorithms

We evaluate our attack on a wide range of DL/ML based anomaly detectors. In particular, the following anomaly detection algorithms are evaluated.

- Kitsune\(^{36}\), a state-of-the-art NIDS for IoT network, implemented with Github implementation\(^{35}\).
- Self-Organising Maps (SOM)\(^{27}\) implemented with the python package MiniSOM\(^{50}\).
- Robust Random Cut Forest (RRCF)\(^{18}\) implemented with the python package rrcf\(^8\).
- Local Outlier Factor (LOF) implemented with sklearn.
- One-Class SVM (OCSVM) implemented with sklearn.
- Isolation Forest and Elliptical Envelope implemented with sklearn. However, these two algorithms did not perform well on our dataset, see details in Appendix B.4.

All algorithms were trained on entire benign samples and used the default parameters. Where applicable, the upper bound on the fraction of training errors is set to 0.001, i.e., the operating point of FPR is 0.001 or less.

The surrogate NIDS is a vanilla autoencoder written in TensorFlow 2\(^{17}\). The encoder consists of three dense layers with 32, 8, and 2 neurons, respectively, and the Decoder consists of three dense layers with 8, 32, and 100 neurons. All layers use the ReLU activation function except for the last layer of Decoder, where it uses Sigmoid. The architecture of the surrogate model is arbitrarily chosen, and we intentionally did not conduct any hyperparameter search to find the optimal structure. The surrogate model is trained on all benign packets with one epoch to mimic online detection. The threshold of the surrogate model is determined as three standard deviations away from the mean of the anomaly scores on benign data.

The detection results of all traffic are generated offline. This is due to the open-source implementation of the feature extractor, AfterImage\(^{35}\), is not optimised and is too slow for real-time feature extraction. Nonetheless, the detection speed of the NIDS is outside the scope of our work, and the accuracy will be the same regardless of online or offline detection.

### 3.3 Metrics

Prior studies in adversarial attacks mainly target classifiers and measure the precision and recall of the model with ground truth labels. However, since our attack targets anomaly detectors with no ground truth labels, we cannot use precision and recall as metrics. Instead, we propose three categories of metrics to evaluate various aspects of the NIDS under the influence of *Liuer Mihou*: performance, evasion, and semantic. A summary of metrics and symbols is provided in Appendix C.2.

#### 3.3.1 Performance Metrics

Performance metrics measure the accuracy of NIDS under clean traffic. Following the conventions in security literature, benign examples are referred to as negatives and malicious examples as positives. Performance metrics include True Negative Rate (TNR), which measures the ratio of packets in benign traffic correctly identified as benign packets, and Malicious Detection Rate (MDR), which measures the ratio of packets classified as malicious in the malicious traffic. Note that by Definition 2.1.2, not all packets in malicious traffic are malicious and may contain benign packets. Since we do not have the ground truth labels for each malicious packet, we use MDR instead of True Positive Rate. A high MDR and TNR indicate that the NIDS can effectively separate malicious and benign traffic.

#### 3.3.2 Evasion Metrics

Evasion metrics measure the accuracy of the NIDS under adversarial and replay traffic and consist of two metrics, Detection Rate (DR) and Evasion Rate (ER), with each metric measured for adversarial traffic (ADR and AER) and replayed traffic (RDR and RER). DR measures the ratio of the adversarial/replayed packets that have been classified as malicious and gives an indication of the robustness of NIDS under adversarial/replayed traffic. However, using DR alone can sometimes be misleading. Consider an attack with an MDR of 0.1, and after adversarial modification, its ADR is reduced to 0.09. Judging by ADR alone, we might conclude that the perturbation is working very well, but since the MDR is 0.1, our attack has only reduced 10% of the initially detected packets. Hence, we require ER that measures the percentage of the adversarial/replayed packets that evade detection compared to the original attack, indicating the effectiveness of the adversarial attack.

#### 3.3.3 Semantic Metrics

Semantic metrics compare the severity of the adversarial traffic on the target system to the original, unmodified attack. Different network attacks have different goals so the semantic metrics will depend largely on the network attack. For DoS attacks, we measure the Round-Trip Time (RTT) and calculate the Relative Round-trip Delay (RRD) of the device under flooding attacks compared to the normal environments. For Probing attacks,
we compare the Relative Ports Scanned (RPS) and Relative Time Delay (RTD) between the adversarial and unmodified attacks.

4 EXPERIMENT RESULTS
This section presents the results and findings of the following three main aspects of Liuer Mihou: evasiveness, maliciousness, and evasion against adversarial defences.

4.1 Evasiveness of Adversarial Traffic

4.1.1 Our Dataset. We first measure the ability of adversarial traffic to bypass NIDS detection on our dataset by comparing the performance of various ML/DL based NIDS under the adversarial traffic generated by Liuer Mihou compared to the original attack. Table 1 shows the performance and evasion metrics of adversarial traffic compared to the original attack.

Table 1 shows the performance and evasion metrics of adversarial traffic compared to the original attack.

| Attack | ML    | TNR  | MDR  | ADR  | RDR  | AER  | RER  |
|--------|-------|------|------|------|------|------|------|
| PS     | Kitsune | 1.000 | 0.74 | 0.00 | 0.00 | 1.00 | 1.00 |
| PS     | SOM   | 0.993 | 0.89 | 0.05 | 0.15 | 0.94 | 0.83 |
| PS     | LOF   | 0.999 | 0.98 | 0.98 | 0.00 | 0.00 | 0.00 |
| PS     | RRCF  | 0.992 | 0.93 | 0.71 | 0.24 | 0.23 | 0.23 |
| PS     | OCSVM | 0.999 | 0.99 | 0.98 | 0.99 | 0.01 | 0.00 |
| OD     | Kitsune | 1.000 | 0.41 | 0.00 | 0.25 | 1.00 | 0.39 |
| OD     | SOM   | 0.993 | 0.66 | 0.29 | 0.53 | 0.55 | 0.19 |
| OD     | LOF   | 0.999 | 0.95 | 0.95 | 0.00 | -0.01 |
| OD     | RRCF  | 0.995 | 0.64 | 0.46 | 0.55 | 0.28 | 0.15 |
| OD     | OCSVM | 0.999 | 0.84 | 0.83 | 0.88 | 0.00 | -0.05 |
| HF     | Kitsune | 1.000 | 1.00 | 0.00 | 0.33 | 1.00 | 0.67 |
| HF     | SOM   | 0.993 | 1.00 | 0.91 | 0.77 | 0.09 | 0.23 |
| HF     | LOF   | 0.999 | 1.00 | 1.00 | 0.00 | 0.00 | 0.00 |
| HF     | RRCF  | 0.978 | 1.00 | 1.00 | 0.00 | 0.00 | 0.00 |
| HF     | OCSVM | 0.999 | 1.00 | 1.00 | 0.00 | 0.00 | 0.00 |

Secondly, Kitsune is highly vulnerable to Liuer Mihou, but other anomaly detectors are not. The ADR of Liuer Mihou with Kitsune is 0 for all three attacks, while other detection algorithms have ADR higher than 0. We have two hypotheses to explain this phenomenon. First, Kitsune is designed to have a relatively high threshold value compared to other domains to reduce false alarms. Even a seemingly low false positive rate of 0.01 can result in thousands of false alarms when millions of packets are processed in the NIDS domain. Hence, the high threshold value causes Kitsune to be more vulnerable to adversarial attacks. Second, the internal feature representation of the surrogate model is not similar to other anomaly detectors. Different anomaly detectors have different design structures that favour different internal representations learned from benign traffic. The surrogate model used in our experiments is a vanilla autoencoder which has the same underlying detection algorithm as Kitsune, and they will learn similar feature representations. Other ML algorithms are not based on autoencoders, which means they will learn different features than the surrogate model and reduce the transferability of adversarial examples.

In order to gain more insight into the transferability of adversarial traffic, we conduct further experiments to measure the similarity of anomaly scores between the surrogate and target NIDS and the relative threshold values.

For a fair comparison between the models, we normalise the anomaly scores of the malicious attack and threshold values for each model to be between 0 and 1. The similarity between the target and surrogate NIDSeSes is measured by the average Euclidean Distance (ED) between each pair of anomaly scores. Table 2 shows the ED and relative threshold difference between the autoencoder surrogate and various target NIDS. Figure 5 illustrates the difference in anomaly scores.

We have tried to compare our work with that of Han et al. [20]. However, their open-source implementation did not show good results on our dataset (see Appendix B.3 for more details).
Table 2: Comparison of Euclidean Distance (ED) and threshold values ($\phi$) between the surrogate NIDS and different outlier detection algorithms.

| Attack | Algorithm | ED         | $\phi_{alg}$ | $\phi_{sur}$ | $\Delta\phi$ |
|--------|-----------|------------|--------------|--------------|--------------|
| PS     | Kitsune   | 0.1416     | 0.2498       | 0.0684       | -0.1814      |
| PS     | SOM       | 0.1961     | 0.1696       | 0.0684       | -0.1011      |
| PS     | LOF       | 0.1780     | 0.0221       | 0.0684       | 0.0463       |
| PS     | RRCF      | 0.3990     | 0.0143       | 0.0684       | 0.0541       |
| PS     | OCSVM     | 0.4184     | 0.0214       | 0.0684       | 0.0470       |
| OD     | Kitsune   | 0.1376     | 0.2398       | 0.0711       | -0.1687      |
| OD     | SOM       | 0.1468     | 0.1663       | 0.0711       | -0.0952      |
| OD     | LOF       | 0.1132     | 0.0217       | 0.0711       | 0.0494       |
| OD     | RRCF      | 0.1598     | 0.0080       | 0.0711       | 0.0632       |
| OD     | OCSVM     | 0.4417     | 0.1605       | 0.0711       | -0.0893      |
| HF     | Kitsune   | 0.1210     | 0.0096       | 0.0005       | -0.0091      |
| HF     | SOM       | 0.1527     | 0.0160       | 0.0005       | -0.0155      |
| HF     | LOF       | 0.1489     | 0.0018       | 0.0005       | -0.0013      |
| HF     | OCSVM     | 0.5405     | 0.0293       | 0.0005       | -0.0288      |
| HF     | RRCF      | 0.4329     | 0.0059       | 0.0005       | -0.0053      |

RRCF, SOM and OCSVM have a larger ED than the surrogate model mainly due to the design of the algorithm tends to learn different feature representations compared to autoencoders. For example, the tree structure of RRCF causes the output to be discrete, and SOM and OCSVM uses an RBF Kernel and Gaussian topology that makes the anomaly scores conform to Gaussian distribution. Therefore, the AER of adversarial traffic is low regardless of the difference threshold, and the adversarial traffic targeted at the surrogate model is not transferable to the target model.

4.1.2 Kitsune Dataset. In addition to our dataset, we measure the evasiveness of Liuer Mihou on the Kitsune dataset [36]. We ran the attack with the same configuration described in Section 3.2, and compare the reported AER of Liuer Mihou to adversarial traffic generated with Traffic Manipulator with similar constraints [20] (Traffic Manipulator have only reported AER for three attacks). Table 3 shows the ADR and AER of the adversarial traffic generated by Liuer Mihou as well as the AER of Traffic Manipulator (TM). The RDR and RER were not measured since we cannot replicate the same IoT testbed as Kitsune. Results show that most attacks have a high AER, indicating Liuer Mihou can successfully evade Kitsune in general. In addition, our attack outperforms TM in Mirai and SSDP Flooding and is slightly less evasive for Fuzzing attacks. However, none of the adversarial traffic can entirely bypass Kitsune, similar to what we have observed in our dataset.

Upon inspecting the Kitsune dataset in detail, we have found that the Kitsune dataset contains packets with abnormally high anomaly scores compared to the previous packet in all traffic files, creating sudden spikes in the traffic patterns. When there is a large
4.2 Maliciousness of Adversary

Under our threat model, the adversarial attack must also fully/partially maintain its original malicious functionality. We objectively compare the maliciousness of the replayed packets for each attack to the unmodified attack with malicious metrics with the metrics defined in Section 3.3.3.

The goal of HTTP Flooding is to make the Google Home device unresponsive, so we measure the average round trip time using ping, with results shown in Table 4. As expected, the delay in RTT caused by the replayed HTTP flooding attack is only a small proportion of the unmodified HTTP flooding, but it is still larger than normal. We have tried using Google Home during the adversarial flooding attacks, and from our experiences, the increase of RTT of the adversarial traffic generated with Liuer Mihou was barely noticeable.

Probing attacks, such as Port Scan and OS Detection attacks, aim to detect open ports of the device. We compare the number of well-known ports (port number up to 1024) detected with the original attack to the adversarial attack and compare the relative time needed to get the results. Table 5 shows the attack metrics of OS Detection and Port Scan, respectively. Results show that adversarial OS Detection attacks can fully scan all the ports scanned by the unmodified attack with less than a ten percent increase in RTD for Liuer Mihou. Port Scan attacks can scan over 90% of the original ports but takes ten times more time than the original Port Scan attack.

We hypothesise that the failure of adversarial HTTP flooding is mainly due to the maximum time delay being set very high, which causes the intensity to be overly reduced, and the adversarial attack is no longer malicious. Therefore, when generating adversarial traffic for DoS attacks, the maximum time delay of a packet should be carefully set to preserve its maliciousness. On the other hand, probing attacks rely on the payload content to conduct malicious activities, and the maximum time delay of a packet will not significantly impact the malicious functionalities. Another contributing factor to maliciousness is the surrogate threshold. Intuitively, the surrogate threshold measures how strict the traffic has to conform to the learned representation of normality. Since the surrogate model has a relatively low threshold, it forces the adversarial traffic to conform to a stricter notion of normality and potentially remove DoS attacks’ maliciousness. Interestingly, probing attacks did not have much reduction in maliciousness with the same threshold. This is because the features extracted by Kitsune focus heavily on

| Attacks          | MDR   | AER-LM | AER-TM |
|------------------|-------|--------|--------|
| Active Wiretap   | 0.921 | 0.980  | N/A    |
| ARP MITM         | 0.798 | 0.512  | N/A    |
| Fuzzing          | 0.912 | 0.905  | 0.955  |
| Mirai            | 0.882 | 0.823  | 0.721  |
| OS               | 0.990 | 0.110  | N/A    |
| SSDP Flooding    | 1.000 | 0.791  | 0.532  |
| SSL Renegotiation| 0.987 | 0.450  | N/A    |
| SYN DoS          | 0.379 | 0.974  | N/A    |
| Video Injection  | 0.984 | 0.461  | N/A    |

Table 3: The evasiveness of Liuer Mihou against Kitsune on the Kitsune dataset [36] compared to the AER of Traffic Manipulator (TM).

Table 4: Comparison between original and adversarial HTTP Flooding attacks.

| Traffic Type      | RTT (ms) | RRD |
|-------------------|----------|-----|
| Normal            | 6.602    | 1.00|
| Original HF       | 173.393  | 26.264|
| Liuer Mihou HF    | 10.303   | 1.561|

Table 5: Comparison between original and adversarial scanning attacks.

| Traffic          | Ports Scanned | RPS  | Time(s) | RTD |
|------------------|---------------|------|---------|-----|
| Original OD      | 155           | 1    | 1,654.55| 1.00|
| Liuer Mihou OD   | 155           | 1    | 1,792.52| 1.08|
| Original PS      | 155           | 1    | 1.99    | 1.00|
| Liuer Mihou PS   | 150           | 0.968| 19.99   | 10.04|

Summary. The evasiveness of Liuer Mihou largely depends on the similarity of learned representations and relative threshold values between the surrogate and target model. The evasiveness of the replayed attack will be lower due to inherent transmission and processing delays. Liuer Mihou is less effective when the attack contains large spikes in anomaly scores, but it can be mitigated by recursively running Liuer Mihou on the adversarial attack.

spike in the anomaly score, Liuer Mihou cannot reduce the anomaly score below the threshold with the predefined boundaries. However, it is still able to lower the anomaly scores of the malicious packet, illustrated in Figure 6. We suspect the large spikes in anomaly scores are caused by anonymisation. The authors of Kitsune [36] have truncated payload sizes to 200 bytes for privacy reasons, which results in a large number of malformed packets that are not representative of real IoT traffic. Nevertheless, Liuer Mihou can still increase the evasiveness of the attack, and the adversarial traffic can be made more evasive by recursively running Liuer Mihou on adversarial traffic.

Figure 6: How Liuer Mihou handles sudden spikes. Left: original traffic with sudden spike (red dot) above the threshold (red line). Right: the spike is reduced by injecting redundant packets (grey dots), but is still above the threshold.

unnoticeable.
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We evaluated the Kitsune's effectiveness against adversarial attacks, and discovered that Kitsune is vulnerable to adversarial attacks. We propose a new method called Kitsune Squeezing (FS) [51] to mitigate this vulnerability. FS aims to reduce the precision of the input feature space and limit the degree of perturbations available to the attacker. We implemented FS and applied it to different datasets and attack scenarios. The results show that Kitsune with FS is able to accurately distinguish between adversarial and benign traffic, even in the presence of adversarial attacks.

| Traffic | FS Output | Kitsune Output |
|---------|-----------|----------------|
| Clean   | 14400     | 14400          |
| Adv.    | 0         | 0              |
| Benign  | 14400     | 14400          |
| Malicious | 0       | 0              |
| Total   | 14400     | 14400          |

Summary. The maximum time delay can significantly affect the maliciousness of DoS attacks that relies on packet arrival time. Therefore, the maximum time delay should be carefully set to retain the malicious functionality. The maliciousness of probing attacks that mainly relies on packet payload is less affected by the mutation operations.

4.3 Evasiveness against Defences

We evaluate the strength of Liuer Mihou against Kitsune with adversarial defence mechanisms deployed because it is most vulnerable. Common adversarial defences include adversarial training [32], where the model is trained with adversarial examples with correct labels to increase its robustness, and adversarial detection [33, 51], where a secondary classifier is trained to detect adversarial examples. Although adversarial training have shown great potential in defending against adversarial attacks, it is not applicable under our threat model, because our NIDS is trained in an unsupervised manner without any label information. Thus, we choose two adversarial detection defences that are model and domain agnostic: Feature Squeezing [51], and Mag-Net [33]. With the addition of adversarial defences, the adversarial defences will first determine whether the input feature is adversarial or clean. Next, Kitsune will detect whether the input example is benign or malicious.

4.3.1 Feature Squeezing. Feature Squeezing (FS) [51] aims to reduce the precision of the input feature space and limit the degree of perturbations available to the attacker. The general strategy is to compare the classifier’s prediction between original and squeezed inputs, and if there is a significant difference in prediction, the sample is alerted as adversarial.

| Traffic | Mag-Net Output | Kitsune Output |
|---------|----------------|----------------|
| Clean   | 14400          | 14400          |
| Adv.    | 0              | 0              |
| Benign  | 14400          | 14400          |
| Malicious | 0       | 0              |
| Total   | 14400          | 14400          |

We modify Kitsune to squeeze the features with four precision levels, 1, 2, 3, 4 decimal places, and a threshold value is based on the absolute difference between the unsqueezed and squeezed data on benign traffic for each precision level. Table 6 shows the detection result of FS and Kitsune on benign, malicious, adversarial and replayed traffic. Results show FS fails to classify any adversarial and replay traffic as adversarial. Instead, it classifies malicious packets as adversarial, which suggest FS is not a valid defence against Liuer Mihou.

4.3.2 Mag-Net. Mag-Net [33] utilises a group of detectors and a reformer to remove any adversarial perturbation. The detectors perform a preliminary check that determines whether the input sample looks clean and raise an alert if it does not. Next, all inputs, regardless of the detector’s classification, are passed to the reformer that reconstructs the input to remove any adversarial perturbation. The final detection is performed on the reconstructed input.

We have used the two default detectors provided by the GitHub implementation of Mag-Net [49]. We first train the two detectors and the reformer on benign traffic and set the detector’s threshold as the maximum RMSE value on benign traffic. Next, we record the output by Mag-Net’s detector and the output of Kitsune on reformed input for benign, malicious, adversarial and replayed traffic. Table 7 presents the experiment result. From the table, we notice that detectors of Mag-Net have detected both malicious and adversarial traffic as adversarial. However, the reconstruction by the reformer removes the malicious and adversarial characteristics of the feature, which causes Kitsune to classify all traffic as benign. Therefore, Mag-Net is also not a suitable adversarial defence for NIDS.

Summary. Feature-level adversarial detectors are not applicable for NIDS because adversarial attack in NIDS makes packet-level modifications that can potentially have a large difference compared to the original attack. Moreover, the detectors are trained on purely benign data, which does not allow the detectors to distinguish between adversarial and malicious traffic.
5 RELATED WORK

5.1 Anomaly-based NIDS

The target NIDS of Liuer Mihou is anomaly-based NIDS, where an anomaly detection algorithm is deployed as its detection engine as opposed to classification. The advantage of using anomaly detection instead of classification is that they are unsupervised and do not require any labelled data, which is more suitable for NIDS since labelling millions of packets each day is not feasible.

The general process of anomaly-based NIDS comprises three main stages: packet capturing, feature extraction and anomaly detection. When a packet arrives, the NIDS uses packet capturing libraries (e.g., Scapy and tshark) to capture the packets. The packets are passed on to the feature extractor, which extracts a wide range of aggregate features about the packets. To allow fast extraction of features, common feature extractors [36, 45] extract statistics provided in the header such as payload and arrival time without inspecting the payload.

The extracted features form the input to the anomaly detector. The output of the anomaly detector is often a number indicating its normality, which we will refer to as the anomaly score of the packet. During training, the NIDS calculates a suitable threshold based on anomaly scores of benign data with a predefined heuristic. For example, using the maximum anomaly score or three standard deviations away from the mean. During execution, the NIDS classifies any packets with an anomaly score above the threshold as malicious.

5.2 Adversarial Attacks bypassing NIDS

Existing adversarial attacks in the NIDS domain typically alter the input in the feature space, i.e., assume a white-box scenario and apply adversarial attacks designed for images (e.g., FGSM [16], JSMA [40], C & W attack [12], and DeepFool [37]) to generated adversarial network features. However, having just the adversarial network features have no practical significance as the features alone cannot be used to conduct any malicious network attacks. Hence, problem space attacks [41] are needed to enhance the practicality of adversarial attacks.

A handful of studies have considered adversarial attacks that modify the raw packets instead of network features in the NIDS domain. Overall, there are two main approaches to packet-level modification. One method is to redefine a set of packet-level mutations at various levels, for example, fragmenting the packet or delaying the packet. Then randomly apply the mutation and test if it can bypass detection [21, 23]. These methods require rigorous trial-and-error and provide little to no theoretical guidance and insight. A more formal approach formulates the adversarial attack as a bi-level optimisation problem. These attacks first generate realistic adversarial features with Generative Adversarial Networks [20] or Manifold Approximation [28]. Next, the packets are modified to minimise the distance between the adversarial and malicious features. However, the bi-level optimisation formulation complicates the search space and is difficult for the search algorithm to find a solution.

5.3 Adversarial Defences

Adversarial attacks have urged researchers to develop countermeasures to detect or mitigate the effect of adversarial examples. Multiple defence mechanisms and paradigms have been proposed targeting classifiers in CV. However, most of them can be broken by adaptive adversaries that have knowledge of the defence mechanisms in place [7, 11]. The most effective and promising defence mechanisms are adversarial training [32] and adversarial detection [33, 51]. Adversarial training aims to smooth out discontinuities in the feature space to correctly classify the adversarial examples, which requires retraining the model. In contrast, adversarial detection recognises that adversarial examples are synthetically created and contain different characteristics than clean examples. Hence, adversarially perturbed examples can be effectively detected.

Most adversarial defences are evaluated in the CV domain and on classification algorithms. To the best of our knowledge, we could not find any adversarial defence explicitly designed for NIDS, possibly due to the lack of practical adversarial attacks that are available in the first place. Furthermore, CV and NIDS have drastically different feature space structures, and CV often uses supervised learning algorithms, whereas NIDS uses unsupervised algorithms. Hence, it is an open question whether existing adversarial defences designed for CV can be directly deployed in the NIDS domain.

6 DISCUSSION

6.1 Evasiveness and Maliciousness Tradeoff

Liuer Mihou is a transfer-based attack that leverages adversarial transferability across ML/DL algorithms. Adversarial transferability has been studied mainly with regards to supervised, multi-class classification [1, 38, 39], but for unsupervised binary classification problems such as NIDS, it is a mostly untouched topic.

From our experiment results in Section 4.1, we have empirically shown that adversarial transferability across anomaly detection based NIDS largely depends on the similarity of the decision boundary and relative threshold value between the target and surrogate NIDSes. The similarity of the decision boundary ensures the packet-level modifications on the surrogate have the same effect on the target and a lower threshold value ensures the surrogate forms a stricter benign profile. Since knowing the actual decision model is infeasible in practice, the similarity of the decision boundary cannot be increased. Therefore, to increase evasiveness, the attacker have to rely on lowering the threshold value of the surrogate model.

Analysis of the replayed adversarial traffic shows that the replayed packets’ anomaly scores will be slightly higher than the theoretically generated adversarial packets due to inherent propagation delays and process delays that cause the packets to arrive at slightly different times. Therefore, surrogate NIDS’s threshold is encouraged to be low and create a buffer zone for inherent delays.

For the adversarial and replayed attack to be evasive, the surrogate threshold is encouraged to be low. However, the surrogate threshold represents how similar the packet is to the normal traffic, and lowering the surrogate threshold will inevitably lower the maliciousness of the adversarial traffic. For example, our adversarial HTTP Flooding did not significantly increase the target device’s response time, indicating that the threshold value of the surrogate model is too low to preserve the maliciousness of HTTP Flooding.
attacks. Hence, adversarial attacks on NIDS face a fundamental trade-off between evasiveness and maliciousness that can be adjusted via the surrogate threshold. It is crucial to find a balance between them to conduct successful adversarial attacks.

6.2 Weakness of Adversarial Defence

We have evaluated two plug-and-play adversarial defence methods: Feature Squeezing [51] and Mag-Net [33]. These defences were designed initially for classification algorithms, and the results from our experiment in Section 4.3 have shown that both methods are unsuitable in the NIDS domain.

There are two main research challenges for applying adversarial detectors in CV to NIDS. First, the design principle of adversarial detectors relies on the fact that adversarial features are synthetically created and have small distributional differences from clean, natural input. However, packet-level attacks such as Liuer Mihou modify the packets directly rather than the features, and feature-level changes do not have to be minimal as long as the maliciousness of the original attack is preserved. Hence, packet-level attacks make large changes in the input feature and have realistic distribution as benign traffic, and adversarial detectors that intentionally ignore small perturbations, such as Feature Squeezing, fail to detect the adversarial examples. Second, only benign traffic is available to train the adversarial detectors under a realistic NIDS threat model. Therefore, the adversarial detector cannot distinguish between adversarial and malicious traffic, classifying all attacks as adversarial. In essence, the adversarial detector becomes another NIDS, which is redundant. Some adversarial detectors, such as Mag-Net, attempt to remove adversarial perturbation. Since the detector cannot distinguish between whether the perturbation comes from malicious or adversarial traffic, it will remove both types of perturbations and make all inputs benign, which helps the attack evade detection.

Due to the limitation of adversarial detectors in the NIDS setting, new forms of adversarial defence have to be developed. Our experiment results in Section 4.1 shown Liuer Mihou relies on adversarial transferability to be successful, which requires training a suitable surrogate NIDS to mimic the target NIDS. Therefore, to block adversarial transferability the defender can introduce randomness in the network by stochastically changing the NIDS structure [44] to force the attacker to generate universal adversarial examples against a wide range of detection algorithms.

6.3 Limitations and Future Work

We evaluate Liuer Mihou under a grey-box scenario where the attacker is assumed to have complete knowledge of the feature extractor. Although these assumptions are justified and aligned with previous works, future work could investigate the performance of Liuer Mihou under a black-box threat model with a surrogate feature extractor.

The number of mutation operations we have defined is limited and rather simple. Future studies could expand the mutation operations, such as fragmentation and reordering, to generate more evasive adversarial examples. Moreover, the redundant packets were set to have the same type as malicious packets with randomly generated payloads. For attacks that depend heavily on the payload content, poorly crafted packets may result in unexpected behaviour of the adversarial traffic. Future studies can investigate ways to design redundant packets that are more evasive and investigate the effect of mutation operations on the extracted features.

We have only evaluated the maliciousness of Liuer Mihou on a limited number of network attacks and IoT devices. Future work can extend the number of network attacks to include Man-in-the-Middle, brute force, and fuzzing. The target device can also include a broader range of IoT devices, such as security cameras, smart light-bulbs, and smart TVs.

Another limitation of our work is that we have evaluated Liuer Mihou in a rather simple IoT testbed that assumes no packets are dropped and devices are not congested. Future work could consider evaluating our attack under complicated network environments where high packet loss rate and processing delay are observed.

7 CONCLUSION

We have proposed a novel, practical adversarial attack targeted at NIDS called Liuer Mihou. The attack leverages adversarial transferability to train a surrogate NIDS to mimic the decision boundary of the target NIDS. The adversarial packets are generated by finding a set of mutation operations that minimizes the anomaly score produced by the surrogate NIDS, which is transferable to the target NIDS.

We have evaluated the evasiveness of the adversarial traffic against four ML-based algorithms (SOM, RRCF, LOF, and OCSVM) and the state-of-the-art IoT NIDS, Kitsune. The results of our experiments show Liuer Mihou will be highly evasive if the surrogate NIDS has similar decision boundaries and a relatively low threshold compared to the target NIDS. The maliciousness of our attack is largely affected by the boundaries of mutation operation and the surrogate threshold, which leads to the trade-off between evasiveness and maliciousness. Hence the boundaries of mutation operations and surrogate threshold should be set carefully to ensure the original maliciousness is retained. Finally, we demonstrated that adversarial detection defences such as Feature Squeezing and Mag-Net could not defend against Liuer Mihou and were unsuitable for NIDS due to the lack of malicious and adversarial data available during training and that Liuer Mihou can create a significant difference in feature space compared to the original feature.

Our work provides a solid theoretical foundation for generating transfer-based practical adversarial traffic against NIDS and provides insightful discussion on adversarial transferability and defences in the NIDS domain.
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A EXPERIMENT HYPERPARAMETERS

We have used parameters shown in Table A1 in our experiments.

| Variable                  | Value     | Description                        |
|---------------------------|-----------|------------------------------------|
| n_particles               | 20        | Population size of search algorithm|
| iterations                | 30        | Maximum number of evolutions of    |
|                           |           | search algorithm                    |
| mutation_factor           | 0.8       | $\alpha$ used in differential     |
|                           |           | evolution                          |
| cross_p                   | 0.7       | $p_c$ used in differential         |
|                           |           | evolution                          |
| mutate_prob               | 0.5       | Probability to apply differential   |
|                           |           | evolution instead of PSO           |
| max_time_window           | 1 s       | Upper bound for packet delay       |
| max_packet_size           | 1514 B    | Upper bound for packet size        |
| max_craft_pkt            | 5         | Upper bound for packet injection   |
| mutation probability      | 0.5       | Probability of updating with PSO   |

B AUXILIARY EXPERIMENTS

In this section, we provide the results of our auxiliary experiments. Our auxiliary experiments include optimisation with PSO, finding optimal combinations of search algorithm and payload assignment, experiments with Traffic Manipulator [20], and performance of common outlier detection algorithms in NIDS.

B.1 PSO Optimisation

We first conducted experiments to measure the performance of Liuer Mihou using vanilla PSO. We found that PSO causes the particles’ position to stagnate and move only around its neighbourhood, reducing its exploration capabilities and finding locally optimal solutions. The stagnating particle problem is a well-known problem caused by the particle’s current position being identical to its personal best position and neighbourhood best position. Under such circumstances, the cognitive and social terms are close to zero, and after few iterations, the inertia weight will tend to 0, resulting in a stagnating particle [15].

To overcome this effect, we combine DE with PSO. In each iteration, the particle has 50% chance of moving according to PSO and 50% chance of moving according to DE. As a result, the social term of velocity changes stochastically in each iteration and reduces the probability of stagnating particles. Our experiments in the next section objectively compare the performance between pure PSO, pure DE and PSO-DE.

B.2 Optimal Combination Search

We wish to know which combination of payload assignment (Random Assignment (RA), Seeded Assignment (SA), and Uniform Assignment (UA)) and search algorithm (DE, PSO, PSO-DE) yields the best solution to our optimisation problem (Equation 1).

We have used three metrics to objectively measure the performance of each combination of search algorithm and payload and arrival assignment:

**Reduction Percentage (RP)** RP measures the average amount of reduction in anomaly score for each malicious packet. A higher reduction percentage means the search algorithm can find adversarial packets with a lower cost value.

**Packet Impact (PI)** PI measures the effect of adversarial mutation on the malicious packet as well as subsequent attack packets. The sequential relationships between Kitsune’s features mean that lowering one packet’s anomaly score will reduce the subsequent packets’ anomaly scores until the anomaly scores eventually climb back up over the threshold. The number of subsequent attack packets that an adversarial packet lowers below the threshold is defined as the impact of the packet. The packet impact metric measures the average packet impact of all malicious packets for an attack file. A high packet impact indicates fewer malicious packets modified overall.

**Percentage Change (PC)** PC measures the number of changes that the Liuer Mihou attack has to modify to make all attack packets bypass detection. We did not explicitly minimise the number of packets modified in the attack formulation, so this metric is mainly used as a tie-breaker when models have similar RP and PI.

Figure A2 shows the RP, PI, and PC for all three attacks. Across all the attacks, the assignment method does not significantly impact the PI and RP given a particular search algorithm. However, RA has a significantly higher PC compared to all other assignment methods. PSO has the worst RP and PI in terms of the search algorithms; while PSO-DE and DE have similar performance. Overall, UA assignment with the PSO-DE algorithm has the best result because of its high RP, high PI, and low PC for all attacks.

An interesting finding from our results is that RA has similar RP and PI compared to other assignment methods but have significantly higher PC. To better understand this phenomenon, we have compared the history of the particles’ position during the same optimisation problem between RA and UA with PSO in Figure A1.

With RA, the particles move near the local neighbourhood but never converge to a single point, leaving much of the search space unexplored. On the other hand, particles with UA have searched a larger area and converged to a point within its local neighbourhood. The stagnation of particles reveals a weakness of RA, which is the lack of total order between any pair of positions. To illustrate, consider an extremely simplified scenario involving two particles $\psi_1, \psi_2$ within the same neighbourhood that has cost values $c(\psi_1) = 0.3$ and $c(\psi_2) = 0.5$ at iteration $i$. Under such circumstances, the PSO algorithm will move $\psi_2$ towards $\psi_1$. In the next iteration, $i + 1$, the cost values may be completely different due to non-deterministic nature of RA, say, $c(\psi_1) = 0.5$ and $c(\psi_2) = 0.2$. The PSO algorithm will now move $\psi_1$ towards $\psi_2$. This process may repeat several times, resulting in particles moving around in circles and never leaves their local neighbourhood.

Despite the low exploration capability of RA, it still finds a “good enough” solution compared to other assignments. The reason is also due to the stochastic nature of RA. When the particles move within a local neighbourhood, they repeatedly sample the distribution to find the lowest cost value. Since multiple optimal solutions exist, the search algorithm will eventually find an optimal solution with a high number of crafted packets.
Figure A1: Particle positions \((t_m, n_c)\) during the search algorithm. Light blue points are visited positions of the particles, red points are the position of the last iteration, and black points are locations of current and previous global best positions: (a) RA with PSO search algorithm; (b) UA with PSO search algorithm.

| Reduction Percentage | Packet Impact | Percentage Change |
|----------------------|---------------|-------------------|
| OS Detection         | Port Scan     | HTTP Flooding     |
| PSO                  | PSO-DE        | DE                |
| 0.2                  | 200           | 0.0              |
| 0.1                  | 150           | 0.5              |
| 0.2 \cdot 10^{-2}    | 40            | 6.0              |
| 0.0                  | 10            | 1.0              |
| 0.6                  | 100           | 0.0              |
| 0.4                  | 50            | 0.5              |
| 0.4 \cdot 10^{-2}    | 20            | 6.0              |
| 0.0                  | 0             | 1.0              |
| 0.6                 | 100           | 0.0              |
| 0.4                 | 50            | 0.5              |
| 0.4 \cdot 10^{-2}    | 20            | 6.0              |
| 0.0                 | 0             | 1.0              |

Figure A2: Summary of experimental results: Rows represent the three attacks and columns represent the three model metrics.

B.3 Traffic Manipulator Experiments

We have experimented with Traffic Manipulator (TM) downloaded the open source implementation of TM on GitHub [19].

Following the instructions on the GitHub page but using our own test data, we have obtained the results with Port Scan (PS), OS & Service Detection (OD) and HTTP Flooding (HF) attacks, shown in Table A2.

The results show that after TM’s manipulation, the malicious packets are less evasive. We suspect this might be due to our poor choice of mimic features since we naively chose 1000 random benign features as the mimic set. The authors claim that using a GAN to generate mimic features yield better results. However, the code for GAN is not available on GitHub.
### Table A2: Evasiveness of Traffic Manipulator (TM) on our dataset.

| Attack | MDR  | ADR  | AER  |
|--------|------|------|------|
| PS     | 0.807| 0.947| -0.174|
| OD     | 0.389| 0.925| -1.376|
| HF     | 0.980| 0.991| -0.011|

### B.4 Outlier Detection Algorithms Evaluation

We have conducted experiments to find suitable outlier detection algorithms for conducting transferability analysis in Section 4.1. Table A3 shows the performance metrics of different outlier detection algorithms. We have used the sklearn package to create the models and used the default parameters for all of the algorithms and, where applicable, set the upper bound on the fraction of training errors to be 0.001.

#### Table A3: Performance of the different NIDSes.

| Attack | Algorithm | TNR | MDR |
|--------|-----------|-----|-----|
| PS     | Kitsune   | 1.000| 0.736|
| PS     | SOM       | 0.993| 0.894|
| PS     | LOF       | 0.999| 0.982|
| PS     | RRCF      | 0.992| 0.929|
| PS     | OCSVM     | 0.999| 0.986|
| PS     | IF        | 0.999| 0.000|
| PS     | EE        | 1.000| 0.000|
| OD     | Kitsune   | 1.000| 0.406|
| OD     | SOM       | 0.993| 0.656|
| OD     | LOF       | 0.999| 0.954|
| OD     | RRCF      | 0.995| 0.642|
| OD     | OCSVM     | 0.999| 0.835|
| OD     | IF        | 0.999| 0.000|
| OD     | EE        | 1.000| 0.000|
| HF     | Kitsune   | 1.000| 0.999|
| HF     | SOM       | 0.993| 0.999|
| HF     | LOF       | 0.999| 1.000|
| HF     | RRCF      | 0.978| 1.000|
| HF     | OCSVM     | 0.999| 1.000|
| HF     | IF        | 0.999| 0.000|
| HF     | EE        | 1.000| 0.000|

Results show IF and EE have a high TNR of close to 1 but a low MDR rate of 0 for all three attacks, which suggests IF and EE classify all traffic as benign and not suitable for our dataset.

### C SUPPLEMENTARY MATERIAL

#### C.1 Number of Packets

#### Table A4: The total number of malicious ($T_{mal}$), adversarial ($T_{adv}$) and replay ($T_{rep}$) packets for each attack.

| Attack | $T_{mal}$ | $T_{adv}$ | $T_{rep}$ |
|--------|-----------|-----------|-----------|
| PS     | 2142      | 2142      | 2252      |
| OD     | 28024     | 28074     | 33571     |
| HF     | 640767    | 37440     | 36653     |

#### C.2 Symbols and Equations used in Metrics

#### Table A5: Summary of metrics used in experiments.

| Metric Name                  | Formula                  | Type       |
|------------------------------|--------------------------|------------|
| True Negative Rate (TNR)     | $\frac{T_{ben} - \rho_{ben}}{T_{ben}}$ | Performance |
| Malicious Detection Rate (MDR) | $\rho_{mal}/T_{mal}$    | Performance |
| Adversarial Detection Rate (ADR) | $\rho_{adv}/T_{adv}$    | Evasion    |
| Replay Detection Rate (RDR)  | $\rho_{rep}/T_{rep}$    | Evasion    |
| Adversarial Evasion Rate (AER) | $\frac{MDR - ADR}{MDR}$ | Evasion    |
| Replay Evasion Rate (ERE)    | $\frac{MDR - RDR}{MDR}$ | Evasion    |
| Relative Round-trip Delay (RRD) | $R_a/R_o$               | Semantic   |
| Relative Ports Scanned (RPS) | $PS_a/PS_o$             | Semantic   |
| Relative Time Delay (RTD)    | $t_a/t_o$                | Semantic   |

#### Table A6: Summary of symbols used in metrics.

| Symbol | Meaning                                           |
|--------|---------------------------------------------------|
| $\rho_{ben}$ | # of positive packets detected in benign packets     |
| $T_{ben}$   | Total number of benign packets                     |
| $\rho_{mal}$ | # of positive packets detected in malicious packets |
| $T_{mal}$   | Total number of malicious packets                   |
| $\rho_{adv}$ | # of positive packets detected in adversarial packets |
| $T_{adv}$   | Total number of adversarial packets                 |
| $\rho_{rep}$ | # of positive packets detected in replay packets     |
| $T_{rep}$   | Total number of replayed packets                    |
| $R_o, R_a$  | Response time of original and adversarial attack    |
| $PS_o, PS_a$ | Ports detected by original and adversarial attacks |
| $t_o, t_a$  | Time taken for original and adversarial attacks     |