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Abstract

Adversarial robustness is one of the essential safety criteria for guaranteeing the reliability of machine learning models. While various adversarial robustness testing approaches were introduced in the last decade, we note that most of them are incompatible with non-differentiable models such as tree ensembles. Since tree ensembles are widely used in industry, this reveals a crucial gap between adversarial robustness research and practical applications. This paper proposes a novel whitebox adversarial robustness testing approach for tree ensemble models. Concretely, the proposed approach smooths the tree ensembles through temperature-controlled sigmoid functions, which enables gradient descent-based adversarial attacks. By leveraging sampling and the log-derivative trick, the proposed approach can scale up to testing tasks that were previously unmanageable. We compare the approach against both random perturbations and blackbox approaches on multiple public datasets (and corresponding models). Our results show that the proposed method can 1) successfully reveal the adversarial vulnerability of tree ensemble models without causing computational pressure for testing and 2) flexibly balance the search performance and time complexity to meet various testing criteria.

1 Introduction

Machine learning (ML) models are proven to be vulnerable to adversarial examples [11]; small but carefully crafted distortions of inputs created by adversaries could fool the ML models. For safety-sensitive applications (e.g. finance [10], health service [18], and autopilot systems [23]), such an issue could result in catastrophic consequences. This has attracted much attention from the research community (see [5, 9]). In particular, effectively testing the adversarial robustness before model deployment is one of the most crucial challenges [4].

In the literature, many adversarial robustness testing approaches mainly focus on deep learning models. For instance, [14] proposed Fast Gradient Sign Method (FGSM) to test the robustness of neural networks by generating adversarial examples through a one-step update. Later, the Basic Iterative Method (BIM) [20] extended FGSM by introducing multi-step gradient updates that result in a better success rate. [15] introduced a data-guided methodology to determine regions that are likely to be safe (instead of focusing on individual points).

Despite their testing effectiveness, we note that few of the existing approaches support non-differentiable models that are widely used in the industry. Indeed, many ML models used in product lines are tree ensemble models (see [11, 24, 13]) due to model computational efficiency and transparency (with readable interpretations for humans). This fact reveals a crucial gap between adversarial robustness research and practical applications. To address this research gap, [19] proposed
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a white-box attack method using Mixed Integer Linear Programming (MILP) to avoid computing
gradients. [6], alternatively, formulated the adversarial robustness test into a maximum clique enu-
meration task which shows better scalability than the MILP approach. While these approaches
are enlightening, they appear to be computationally intractable in practice, where the testing task may
involve an ensemble with hundreds of trees, thousands of features, and millions of data points to test
on. Hence, blackbox attack approaches [16, 2] become a relatively practical option for large-scale
testing, while still computationally expensive.

In this paper, we propose a scalable whitebox adversarial robustness testing approach for tree
ensemble models. In particular, we aim to unlock gradient descent-based adversarial robustness
testing on tree ensemble models by smoothing the trees. By replacing each decision node in a tree
with a temperature-controlled sigmoid function, we can approximate the original target model with a
controllable error gap. To facilitate efficient adversarial example search, we propose two approaches
by either injecting sparse noise during gradient descent or introducing a log-derivative trick and
Monte Carlo sampling to approximate the gradients. Both variants provide sufficient stochasticity
that maximize the search coverage.

To demonstrate the effectiveness of the proposed method, we compared it against multiple approaches,
such as random perturbations, and black box attack methods on multiple public datasets and corre-
sponding models. Our experimental results show the proposed method can 1) successfully reveal the
adversarial vulnerability of tree ensembles without causing computational pressure for testing, and 2)
flexibly balance the search performance and time complexity to meet various testing criteria.

2 Preliminary

In this section, to ground our main contribution, we highlight previous research in the field of
adversarial robustness testing. We then review existing work on ensembles of decision trees to
facilitate our description of the proposed attack.

2.1 Adversarial Robustness Testing

The vulnerability of deep networks to adversarial attacks was first introduced in [25], which demon-
strated that small, imperceptible perturbations to a model’s inputs were capable of dramatically
changing its outputs. Aside from the iconic adversarial attack approaches, such as FGSM [14]
and BIM [20], mentioned in the introduction section, there are many extensions to improve the
adversarial example searching efficiency. For example, Projected Gradient Descent (PGD) [21]
suggested random initialization for adversarial example search. And, DeepFool [22], on another
hand, focuses on generating adversarial examples by minimizing perturbations. These approaches all
formulate an adversarial objective, which aims to minimize classification performance while using
some norm to bound the perturbation. These perturbations are then generated using gradient descent,
which is computed by backpropagating through the target model. These approaches thus make two
assumptions: (1) the model is fully accessible, and thus these are classified as white-box attacks. (2)
the model is differentiable.

When either of these assumptions are violated, we must consider different attack algorithms. A
common strategy is to estimate gradient information through numerical approximation, as done using
finite difference methods in ZOO [7], or by drawing random samples (as in NES [16] and SPSA [26]).
Alternatively, gradient-free optimizers may be employed, such as genetic algorithms in GenAttack [2].
In addition to their effectiveness in constructing adversarial examples, these algorithms may be ranked
according to the number of queries needed to run the attack.

2.2 Decision Trees and Tree Ensemble Models

A Decision Tree makes a prediction based on the value of the leaf node to which the input observation
x gets routed, where the leaf node is determined by following the decision trajectory of the input x
from the root node in the tree. Specifically, in each internal decision node k of a tree t denoted as
\( D_{t,k} \), the input x is categorized (or directed) to one of the child nodes based on a simple statement (or
condition) such as \( x_j > v_{k} \) for certain feature j and constant \( v_{k} \). Since the entire decision-making
process can be written as a decision rule with a set of propositional statements, decision trees are
widely used in the industry for their transparency.

A Tree Ensemble makes a prediction by combining decisions from multiple decision trees by
averaging them. Formally, given \(|T|\) decision trees \( \{D_1 \cdots D_{|T|}\} \) with tree contribution weight
With the above smoothing steps, the prediction of the tree ensemble model is
\[
\hat{y} = M(x) = \sum_{t=1}^{T} w_t D_t(x) \quad \text{and} \quad \hat{y} = \arg\max_c M(x) = \arg\max_c \sum_{t=1}^{T} w_t I[D_t(x) = c],
\]
where \( I[\cdot] \) denotes the indicator function and \( c \in C \) denotes the class index. This formulation applies to most of the well-known tree ensemble models, such as Random Forest [3], Boosted Trees [12], and XGBoost [8]. In this paper, we consider adversarial robustness testing for tree ensemble models.

3 Large-scale Adversarial Robustness Testing on Tree Ensembles

Given a predictive model \( \hat{y} = M(x) \), adversarial robustness testing aims to find an adversarial example \( x' \) (for each testing sample \( x \)), which would cause the model to violate criteria tuple \( (\Phi, \Psi, \epsilon, \delta) \) by allowing
\[
\Psi(M(x'), M(x)) > \delta \quad \text{when} \quad \Phi(x', x) \leq \epsilon,
\]
where \( \Phi \) denotes distance of inputs, \( \Psi \) denotes distance of predictions, \( \epsilon \) denotes perturbation criteria, and \( \delta \) denotes the tolerance in prediction shift. In the literature, input distance \( \Phi \) is usually the \( l_\infty \) norm, whereas output distance \( \Psi \) is the \( l_1 \) norm (absolute difference). Intuitively, adversarial robustness describes how well the model can preserve its prediction when the input data point is perturbed within a pre-defined perturbation bound.

This paper proposes a large-scale adversarial robustness testing approach on tree ensemble models through iterative gradient descent. We first describe how to smooth the trees to support gradient descent. Then, we show how to conduct the adversarial example search on smoothed trees efficiently.

3.1 Tree Ensemble Smoothing through Branching Node Relaxation

Among various white-box adversarial attack methods, gradient descent-based approaches usually show a significant advantage in effectiveness and computational efficiency (with the existing toolboxes for auto-differentiation). To enable such an attack on tree ensemble models, we propose smoothing the tree ensemble to support auto-differentiation.

As reviewed in Section 2.2, the prediction of a tree ensemble is a linear combination of predictions from a set of decision trees. Since each decision tree can be factorized as a set of piece-wise branching nodes, we can smooth it by replacing the branching nodes with the softmax function. Concretely, for an intermediate node \( k \in \{1, \ldots, |K|\} \) of a tree \( D_t \) with two child nodes \((D_{t,k}^{\text{left}}, D_{t,k}^{\text{right}})\) and branching condition \( x_j > v_k \) in the form of
\[
D_{t,k}(x) = \begin{cases} 
D_{t,k}^{\text{left}}(x) & x_j > v_k \\
D_{t,k}^{\text{right}}(x) & \text{otherwise}
\end{cases}
\]
we relax each intermediate node with a probabilistic distribution such that
\[
\tilde{D}_{t,k}(x) = Q_{t,k}^{\text{left}}(x) \tilde{D}_{t,k}^{\text{left}}(x) + Q_{t,k}^{\text{right}}(x) \tilde{D}_{t,k}^{\text{right}}(x),
\]
where the distribution can be expressed through a simple sigmoid function
\[
Q_{t,k}^{\text{left}}(x) = \text{sigmoid}\left(\frac{x_j - v_k}{\sigma_j}\right) \quad \text{and} \quad Q_{t,k}^{\text{right}}(x) = 1 - Q_{t,k}^{\text{left}}(x).
\]
Here, we introduced the standard deviation \( \sigma_j \) of feature \( j \) in the training set into the sigmoid function to normalize the signals from all decision nodes.

With the above smoothing steps, the prediction of the smoothed tree ensemble \( \tilde{M} \) can be represented as
\[
\hat{y} = \arg\max_c \tilde{M}(x) = \arg\max_c \sum_{t=1}^{T} w_t \sum_{p=1}^{|P_t|} v_p \prod_{l=1}^{|L_p|} Q_{t,l}^p(x),
\]
\[
\tilde{D}_t(x)
\]

\footnote{While the smoothing operation supports multi-children branching, in practice, the internal nodes in a decision tree are usually binary branching nodes. In this paper, our description focuses on binary nodes.}
where \( P_t \) denotes the set of possible paths of a tree \( t \), \( l \in L_p \) denotes the \( l \)'th node in the decision path \( p \), and \( v_p \in C \) denotes the leaf node value of path \( p \).

While our approach on smoothing a tree ensemble appears similar to the smoothing approach introduced in Soft Decision Tree [17], the fundamental difference is that we smooth the tree ensembles as a post-processing step to facilitate adversarial robustness testing instead of doing so to train a decision tree.

3.1.1 Balancing Gradient Descent Efficiency and Decision Surface Preservation

While smoothing tree ensembles with sigmoid functions enables the usage of gradient descent, we note that the smoothed model may introduce two potential problems: 1) significant prediction gaps between the smoothed model and the original model, and 2) vanishing gradients due to the saturation of forward propagation over sigmoid functions.

To address the two potential problems, we introduce a hyper-parameter \( \tau \) to control the activation of sigmoid functions (also called tempered sigmoids in the literature) such that

\[
Q_{t,k}^\tau(x) = \text{sigmoid}(\frac{x_j - v_k}{\tau \sigma_j}).
\]

Figure 1 demonstrates the effect of controlling temperature hyper-parameter \( \tau \). A higher temperature results in a smoother decision surface while severely increasing the approximation gap between the smoothed model and the original model. Conversely, a low temperature may not support adversarial example search since the surface exhibits piece-wise behaviour. In the limit when \( \tau \to 0 \), the smoothed tree ensemble will fall back to the original model.

3.2 Gradient Descent based Adversarial Example Search on Smoothed Trees

According to the Basic Iterative Method (BIM) [20], given data point \((x, y)\), gradient descent based search aims to create a potential adversarial example \( x' \) by iteratively maximizing the prediction cost function \( J(M, x, y) \) with

\[
x^{(i+1)} = x^{(i)} + \nabla_x J(M, x^{(i)}, y) \quad \text{for} \quad i \in 1 \cdots |I|,
\]

where \( x^{(0)} = x \) as the starting point.

Using the gradient of Equation 6 directly in BIM requires traversing all the possible paths in the trees, which could be computationally intensive. Moreover, tree ensembles and their applications are different from neural networks: i) their decision surfaces are piece-wise constant, which reduces the efficiency of naïve gradient search; and ii) the inputs of the models may be not normalized and originate from very different distributions. Thus, using the same tolerance \( \epsilon \) for inputs with different distributions could be misleading. In the subsequent sections, we propose some strategies to address these problems.

3.2.1 Noise Injected Gradient Descent and Search Coverage Maximization

The travel direction of the largest gradient is not necessarily the shortest path to finding an adversarial example, as shown in Figure 2(a). Indeed, the shortest path to flip the decision could require climbing
While many other whitebox attack algorithms also introduce noise during the adversarial example search, both (b) illustrates the purpose of injecting noise into the gradient.

To mitigate this problem, we adopt Noise Injected Gradient Descent, where we add sparse noise in each step of the optimization such that

$$x^{(i+1)} = \left[ (1 + \xi) x^{(i)} + \nabla_x J(\tilde{M}, x^{(i)}), y \right] \text{ for } i \in \{1 \cdots |I|\},$$

where \(i\) denotes the iteration of the search, and we sample \(\xi_j \sim \mathcal{N}(0, \lambda)\) for a sampled feature index \(j\) to maximize the coverage of the adversarial example search. For other feature dimension \(j'\), the value of \(\xi_{j'}\) remains zero. Here, we introduce a hyper-parameter \(\lambda\) that controls the noise level. Figure 2 (b) illustrates the purpose of injecting noise into the gradient.

While many other whitebox attack algorithms also introduce noise during the adversarial example search, there are two differences between our approach and the others: 1) The noise introduced is NOT additive to the original value of \(x\) and thus keeps the scale of the feature value under consideration, which is particularly useful for applications where features are not of the same magnitude. 2) The noise is sparse and thus limits the noise injection to one dimension at a time. This helps improve the efficiency of noise injection since the movement to the closest adversarial example is always perpendicular to the decision boundary, which is near piece-wise in smoothed trees.

### 3.2.2 Tree Sampling for Fast Adversarial Example Search

Calculating the gradient of a smoothed tree ensemble \(\frac{\partial \hat{M}(x)}{\partial x}\) based on the model description shown in Equation [3] is the computationally expensive. The operation requires traversing all the nodes in each of the trees \(D_t\) and leads to computational complexity \(O(|K_t| + |L_t|)\) for a tree with \(|K_t|\) nodes and depth \(|L_t|\). In the worse case, we note \(|K_t| + |L_t| \approx 2^{|K_t|}\).

To mitigate the computational pressure, we propose sampling trajectories from each of the smoothed trees in a similar fashion to the original decision tree (only track one single path from all possible paths from root to leaves). Concretely, we aim to approximate the derivative of the smoothed tree ensemble \(\nabla_x \hat{M}(x)\) with a log-derivative trick to enable sampling:

$$\nabla_x \hat{M}(x) = \nabla_x \sum_{t=1}^{T} \sum_{p=1}^{|P_t|} \sum_{l=1}^{|L_p|} v_p \prod_{l=1}^{|L_p|} Q^p_{t,l}(x) = \sum_{t=1}^{T} \sum_{p=1}^{|P_t|} \sum_{l=1}^{|L_p|} Q^p_{t,l}(x) \nabla_x \log Q^p_{t,l}(x)$$

$$\approx \sum_{t=1}^{T} \sum_{p=1}^{|P_t|} \sum_{l=1}^{|L_p|} \nabla_x \log Q^p_{t,l}(x) v_p \text{ for } p \sim \text{Mult}(P_t, Q_t),$$

This log-derivative trick is commonly used in the reinforcement learning literature to avoid non-differentiable reward functions. E.g. policy gradient.
As the CDF is inaccessible in practice, we approximate the CDF empirically (ECDF) by 1) sorting with hyper-parameter $\epsilon$ which allows us to obtain an unbiased estimate of the derivative (controlled by $\epsilon$).

To reduce the variance of the estimate, we can also choose to sample multiple times and take the numerical expectation. However, from our experiments, we empirically show that sampling once is sufficient to achieve a reasonable approximation, as shown in Figure 3. Our conjecture of the observation is that we ensemble many trees in the tree ensemble model which smooths the noise introduced by the sampling.

### 3.2.3 Feature Dependent Perturbation Range

Many existing works use a universal $l_\infty$ norm to define the distance between the original input and adversarial example up to tolerance $\epsilon$. While using a universal distance metric and tolerance is a reasonable setup in an experimental environment, we note that the synthetic setting would result in a misleading conclusion for predictive tasks whose input are tabular data, where we expect the features of the data to have different ranges, distributions, and interpretations. This is particularly critical task to address for tree based models, since the training data for tree ensemble models is not necessarily normalized (which is different from deep learning models).

In this paper, we propose allowing the input perturbation range to be automatically adjusted for each feature based on feature statistics.

Assuming there is an unknown Cumulative Density Function (CDF) $F_j$ for each feature $j$, where any observed feature assignment $x_j$ is a sample from the CDF such that

$$x_j = F_j^{-1}(q) \quad \text{and} \quad q \sim \mathcal{U}(0, 1). \quad (11)$$

Here, $\mathcal{U}$ denotes a uniform distribution. We propose bounding the feature perturbation in the range

$$x_j^{(i+1)} \in [F^{-1}(F(x_j)^{(i)}) - \epsilon, F^{-1}(F(x_j) + \epsilon)] \quad (12)$$

with hyper-parameter $\epsilon \in \mathcal{U}(0, 1)$. Intuitively, the above operation enables a uniform perturbation (controlled by $\epsilon$) with implicit feature normalization.

As the CDF is inaccessible in practice, we approximate the CDF empirically (ECDF) by 1) sorting feature observations in the training data, 2) sampling data with their percentile scores (i.e. the indices of the sorted observation list), and 3) linearly interpolating these feature values and percentile scores.

### 4 Experiment and Evaluation

Now we proceed to evaluate the proposed adversarial robustness testing approach to answer the following questions:

- **RQ1**: How effective is the proposed approach in terms of searching for adversarial examples on tree ensembles compared to existing state-of-the-art approaches (e.g. blackbox attacks) and random perturbations?
- **RQ2**: How efficient is the proposed approach in terms of computational cost and time?
Table 1: Performance Comparison of Adversarial Robustness Testing. Here we measure the prediction accuracy after adversarial attack. Lower is better. Results are collected from 3-fold cross-validation, and error shows standard derivation.

| Ensemble | Data Name    | Original | Tolerance | STA-Exhaustive | STA-Sampling | GenAttack | NES | Random |
|----------|--------------|----------|-----------|----------------|--------------|-----------|-----|--------|
| Forest   | German Credit| 71.89% ± 1.83% | c = 0.2 | 44.80 ± 2.72 | 45.60 ± 2.73 | 42.90 ± 3.62 | 45.60 ± 2.82 | 70.54 ± 1.59 |
|          |              |          | c = 0.5 | 25.79 ± 12.22 | 26.39 ± 12.67 | 22.69 ± 13.26 | 26.59 ± 12.27 | 66.89 ± 0.86 |
|          |              |          | c = 0.8 | 22.49 ± 11.59 | 22.39 ± 11.83 | 17.69 ± 13.64 | 23.39 ± 11.83 | 64.89 ± 2.64 |
|          | Adult Salary | 77.59% ± 0.27% | c = 0.2 | 7.07 ± 0.16 | 7.11 ± 0.17 | 7.63 ± 0.22 | 7.24 ± 0.17 | 43.71 ± 1.98 |
|          |              |          | c = 0.5 | 0.54 ± 0.07 | 0.55 ± 0.05 | 0.58 ± 0.02 | 0.76 ± 0.02 | 32.81 ± 1.82 |
|          |              |          | c = 0.8 | 0.18 ± 0.12 | 0.19 ± 0.11 | 0.14 ± 0.13 | 0.43 ± 0.13 | 29.89 ± 1.87 |
|          | Breast Cancer| 95.43% ± 1.51% | c = 0.2 | 7.38 ± 2.29 | 8.97 ± 3.01 | 8.09 ± 2.89 | 10.55 ± 2.42 | 89.91 ± 13.99 |
|          |              |          | c = 0.5 | 0.17 ± 0.25 | 0.17 ± 0.25 | 0.17 ± 0.25 | 0.17 ± 0.25 | 51.88 ± 0.25 |
|          |              |          | c = 0.8 | 0 ± 0 | 0 ± 0 | 0 ± 0 | 0 ± 0 | 39.69 ± 0.55 |
| XGBoost  | German Credit| 75.29% ± 3.13% | c = 0.2 | 42.29 ± 8.56 | 42.29 ± 8.53 | 25.39 ± 7.32 | 41.49 ± 8.80 | 72.91 ± 2.24 |
|          |              |          | c = 0.5 | 18.19 ± 11.81 | 17.79 ± 11.52 | 14.29 ± 9.25 | 22.39 ± 12.01 | 67.19 ± 5.15 |
|          |              |          | c = 0.8 | 14.39 ± 9.33 | 14.59 ± 9.27 | 8.49 ± 5.81 | 18.89 ± 11.53 | 61.64 ± 8.43 |
|          | Adult Salary | 85.28% ± 1.68% | c = 0.2 | 0.76 ± 0.02 | 0.87 ± 0.03 | 0.82 ± 0.02 | 0.98 ± 0.02 | 44.66 ± 0.45 |
|          |              |          | c = 0.5 | 0.42 ± 0.02 | 0.42 ± 0.05 | 0.34 ± 0.04 | 0.66 ± 0.01 | 32.68 ± 0.02 |
|          |              |          | c = 0.8 | 0.42 ± 0.0 | 0.41 ± 0.0 | 0.05 ± 0.03 | 0.63 ± 0.09 | 26.78 ± 0.19 |
|          | Breast Cancer| 95.95% ± 0.89% | c = 0.2 | 7.56 ± 2.23 | 7.74 ± 2.18 | 7.48 ± 2.41 | 9.14 ± 2.39 | 86.53 ± 2.54 |
|          |              |          | c = 0.5 | 0.17 ± 0.25 | 0.17 ± 0.25 | 0 ± 0 | 0 ± 0 | 49.81 ± 2.53 |
|          |              |          | c = 0.8 | 0 ± 0 | 0 ± 0 | 0 ± 0 | 0 ± 0 | 39.78 ± 1.01 |

- **RQ3**: What is the effect of tuning the temperature hyper-parameter during model smoothing?
- **RQ4**: How does noise injection impact the search results?
- **RQ5**: Does the trajectory sampling approach work well compared to the exhaustive search?

### 4.1 Experimental Settings

We evaluate the proposed adversarial robustness testing approach on multiple pre-trained Random Forest and XGBoost models learned from multiple UCI datasets. All of the random forest models have 100 estimators with maximum tree depth 4. Other hyper-parameters of the tree ensembles remain default values. To evaluate performance, we show the accuracy degradation as evidence of the effectiveness of the adversarial attack. To evaluate the inference efficiency, we show the running time as the metric of comparison.

In the experiments, we call our proposed approaches STA-Exhaustive and STA-Sampling. Here, STA stands for Smoothed Tree Attack. STA-Exhaustive denotes a whitebox attack that exhaustively searches adversarial examples by collecting gradients from all decision trajectories of smoothed trees. In contrast, STA-Sampling denotes the sampling-based whitebox attack we described in Section 3.2.2 that reduces the inference time by sampling a single trajectory for each tree. The other candidate approaches in the experiments are GenAttack [2], NES [16], and Random, where Random denotes uniformly random perturbation on inputs to serves as a baseline attacking approach.

### 4.2 Performance Evaluation on Benchmark Datasets

We evaluate the effectiveness of the proposed methods (STA-Exhaustive and STA-Sampling) in terms of generating adversarial examples given a perturbation tolerance. Table 1 shows the experiment results. Here, we highlight our observations:

- The proposed approaches are effective in terms of looking for adversarial examples. When comparing to the random search baseline, there is a significant performance gap between STAs and Random.
- The proposed approaches show performance competitive with the state-of-the-art approaches, GenAttack and NES. In multiple cases (e.g. XGBoost trained on Adult Salary), the proposed approaches show significantly better performance than NES. Here, we want to highlight that the computational cost of GenAttack is exponentially more expensive than our proposed approaches, as we will show next.
- The sampling-based approximation shows a slightly worse performance than the exhaustive approach. However, such performance degradation is not statistically significant as their confidence intervals heavily overlap with each other.
- The proposed approaches show stable performance on both Random Forest and XGBoost models.
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Figure 4: Search time comparison between proposed and existing approaches. We use a log scale for the comparison as the GenAttack shows exponentially more time consumption than other approaches. For bars, lower is better. Legends (colours) show different perturbation tolerance. Values on top of bars are the actual run time in seconds. Lower is better. We omit error bars as the variance is negligible comparing to the significant run time gap among candidates.

4.3 Computational Efficiency against Combinational Optimization
In this experiment, we show the computational efficiency of the proposed approaches. Figure 4 shows the run time estimation that was conducted on Random Forest models. Experiments are done on a cluster with NVDIA Titan V GPUs. Here, we list two important observations:

- the exhaustive variant is more than ten times faster than the NES approach and over 100 times faster than the GenAttack with similar performance. The sampling-based approach is even faster than the exhaustive variant (2-8 times faster depending on the application domain.).

- For GenAttack, a smaller perturbation tolerance $\epsilon$ usually results in longer run time as it is hard to trigger early stopping due to the difficulty of searching for adversarial example with a small tolerance. In contrast, the efficiency of the proposed approaches is not sensitive to the size of epsilon.

- Combining the observations of Figure 4 and Table 1, we note that the proposed approaches show a significant advantage in terms of efficiency while maintaining competitive adversarial attack performance, which make them more practical for large-scale testing purposes.

4.4 Effectiveness of Tuning Hyper-Parameters
As we demonstrated in Figure 4, the temperature hyper-parameter controls the smoothness of the smoothed model. In this experiment, we show how the temperature would impact the adversarial example search. As shown in Figure 5, with a relatively larger smoothing temperature ($10^{-1}$), the whitebox attack usually shows better performance than very low temperature ($10^{-3}$). This is because the low temperature preserves the original model’s piece-wise property, which prevents gradient descent since the sigmoid functions are nearly saturated. However, this does not mean that a very high temperature is the best setting for all application domains. For the German Credit dataset (Figure 5(a)), we note that a large temperature ($10^{2}$) could result in poor performance. We note that the problem comes from the large approximation gap between the smoothed model and the original model. The adversarial examples of the smoothed model are no longer valid examples of the original model. Hence, tuning the temperature is a critical step to guarantee the performance of the
proposed approaches. In this work, we tune the hyper-parameters through grid search in range of \([10^{-3}, 10^{-2}, 10^{-1}, 10^0]\).

4.5 Effectiveness of Noise Injection on Gradient Descent

Figure 2 shows the effect of adding noise during the adversarial example search. We note that the proposed approach (STA-Exhaustive) demonstrated remarkable performance improvement for two of three datasets in our experiment with noise injection. This observation reflects our intuition (as shown in Figure 2) – it is critical to add noise during the search on smoothed trees. Since the smoothed tree ensembles still preserve some piece-wise property, pure gradient descent-based adversarial example search would either misguide the search direction or cause the search to get stuck from the beginning as demonstrated in Figure 2.

5 Conclusion and Discussion

This paper presents a novel adversarial robustness testing approach, STA, (with two variants) for tree ensemble models. The proposed method involves two steps. First, it smooths the tree ensemble to support auto-differentiation. Second, it conducts whitebox gradient-based attacks on the smoothed model for adversarial example search. To facilitate the adversarial example search, we introduce a number of techniques that yield remarkable performance improvement (in terms of effectiveness and efficiency), including temperature control, noise injection, feature-dependent perturbation bound, and log-derivative-based sampling. Our experiments in four application domains show that the proposed approach has a remarkable advantage over other state-of-the-art approaches in efficiency (more than ten times faster) while maintaining competitive effectiveness.

For as successful as our technique is, we emphasize we cannot guarantee it will find all model weaknesses. Adversarial examples present a distinct risk in using machine learning models outside of the lab, as their vulnerabilities may be exploited for malicious intents. Accordingly, if our test incorrectly declares a model robust, there may be negative societal impact. In addition, because our attack itself is powerful, it may be directly employed with malicious intent. However, as our attack requires access to the model’s internals, the likelihood of our test being misused in this way is reduced.
References

[1] Muhammad Waseem Ahmad, Monjur Mourshed, and Yacine Rezgui. Trees vs neurons: Comparison between random forest and ann for high-resolution prediction of building energy consumption. *Energy and Buildings*, 147:77–89, 2017.

[2] Moustafa Alzantot, Yash Sharma, Supriyo Chakraborty, Huan Zhang, Cho-Jui Hsieh, and Mani B Srivastava. Genattack: Practical black-box attacks with gradient-free optimization. In *Proceedings of the Genetic and Evolutionary Computation Conference*, pages 1111–1119, 2019.

[3] Leo Breiman. Random forests. *Machine learning*, 45(1):5–32, 2001.

[4] Nicholas Carlini, Anish Athalye, Nicolas Papernot, Wieland Brendel, Jonas Rauber, Dimitris Tsipras, Ian Goodfellow, Aleksander Madry, and Alexey Kurakin. On evaluating adversarial robustness. *arXiv preprint arXiv:1902.06705*, 2019.

[5] Anirban Chakraborty, Manaar Alam, Vishal Dey, Anupam Chattopadhyay, and Debdeep Mukhopadhyay. Adversarial attacks and defences: A survey. *arXiv preprint arXiv:1810.00069*, 2018.

[6] Hongge Chen, Huan Zhang, Duane Boning, and Cho-Jui Hsieh. Robust decision trees against adversarial examples. In *International Conference on Machine Learning*, pages 1122–1131. PMLR, 2019.

[7] Pin-Yu Chen, Huan Zhang, Yash Sharma, Jinfeng Yi, and Cho-Jui Hsieh. Zoo: Zeroth order optimization based black-box attacks to deep neural networks without training substitute models. In *Proceedings of the 10th ACM workshop on artificial intelligence and security*, pages 15–26, 2017.

[8] Tianqi Chen, Tong He, Michael Benesty, Vadim Khotilovich, Yuan Tang, Hyunsu Cho, et al. Xgboost: extreme gradient boosting. *R package version 0.4-2*, 1(4), 2015.

[9] Jeremy Cohen, Elan Rosenfeld, and Zico Kolter. Certified adversarial robustness via randomized smoothing. In *International Conference on Machine Learning*, pages 1310–1320. PMLR, 2019.

[10] Matthew F Dixon, Igor Halperin, and Paul Bilokon. *Machine Learning in Finance*. Springer.

[11] Alhussein Fawzi, Hamza Fawzi, and Omar Fawzi. Adversarial vulnerability for any classifier. *arXiv preprint arXiv:1802.08686*, 2018.

[12] Jerome H Friedman. Greedy function approximation: a gradient boosting machine. *Annals of statistics*, pages 1189–1232, 2001.

[13] Krishna Gade, Sahin Cem Geyik, Krishnaram Kenthapadi, Varun Mithal, and Ankur Taly. Explainable ai in industry. In *Proceedings of the 25th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining*, pages 3203–3204, 2019.

[14] Ian J Goodfellow, Jonathon Shlens, and Christian Szegedy. Explaining and harnessing adversarial examples. *arXiv preprint arXiv:1412.6572*, 2014.

[15] Divya Gopinath, Guy Katz, Corina S Pasareanu, and Clark Barrett. Deepsafe: A data-driven approach for checking adversarial robustness in neural networks. *arXiv preprint arXiv:1710.00486*, 2017.

[16] Andrew Ilyas, Logan Engstrom, Anish Athalye, and Jessy Lin. Black-box adversarial attacks with limited queries and information. In *International Conference on Machine Learning*, pages 2137–2146. PMLR, 2018.

[17] Ozan Irsoy, Olcay Taner Yildiz, and Ethem Alpaydin. Soft decision trees. In *Proceedings of the 21st International Conference on Pattern Recognition (ICPR2012)*, pages 1819–1822. IEEE, 2012.

[18] Fei Jiang, Yong Jiang, Hui Zhi, Yi Dong, Hao Li, Sufeng Ma, Yilong Wang, Qiang Dong, Haipeng Shen, and Yongjun Wang. Artificial intelligence in healthcare: past, present and future. *Stroke and vascular neurology*, 2(4), 2017.

[19] Alex Kantchelian, J Doug Tygar, and Anthony Joseph. Evasion and hardening of tree ensemble classifiers. In *International Conference on Machine Learning*, pages 2387–2396. PMLR, 2016.

[20] Alexey Kurakin, Ian Goodfellow, Samy Bengio, et al. Adversarial examples in the physical world, 2016.
[21] Aleksander Madry, Aleksandar Makelov, Ludwig Schmidt, Dimitris Tsipras, and Adrian Vladu. Towards deep learning models resistant to adversarial attacks. *arXiv preprint arXiv:1706.06083*, 2017.

[22] Seyed-Mohsen Moosavi-Dezfooli, Alhussein Fawzi, and Pascal Frossard. Deepfool: a simple and accurate method to fool deep neural networks. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 2574–2582, 2016.

[23] Nir Morgulis, Alexander Kreines, Shachar Mendelowitz, and Yuval Weisglass. Fooling a real car with adversarial traffic signs. *arXiv preprint arXiv:1907.00374*, 2019.

[24] Khansa Rasheed, Adnan Qayyum, Mohammed Ghaly, Ala Al-Fuqaha, Adeel Razi, and Junaid Qadir. Explainable, trustworthy, and ethical machine learning for healthcare: A survey. 2021.

[25] Christian Szegedy, Wojciech Zaremba, Ilya Sutskever, Joan Bruna, Dumitru Erhan, Ian Goodfellow, and Rob Fergus. Intriguing properties of neural networks. *arXiv preprint arXiv:1312.6199*, 2013.

[26] Jonathan Uesato, Brendan O’donoghue, Pushmeet Kohli, and Aaron Oord. Adversarial risk and the dangers of evaluating against weak attacks. In *International Conference on Machine Learning*, pages 5025–5034. PMLR, 2018.