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Abstract

In this paper, Bayesian parameter estimation through the consideration of the Maximum A Posteriori (MAP) criterion is revisited under the prism of the Expectation-Maximization (EM) algorithm. By incorporating a sparsity-promoting penalty term in the cost function of the estimation problem through the use of an appropriate prior distribution, we show how the EM algorithm can be used to efficiently solve the corresponding optimization problem. To this end, we rely on variance-mean Gaussian mixtures (VMGM) to describe the prior distribution, while we incorporate many nice features of these mixtures to our estimation problem. The corresponding MAP estimation problem is completely expressed in terms of the EM algorithm, which allows for handling nonlinearities and hidden variables that cannot be easily handled with traditional methods. For comparison purposes, we also develop a Coordinate Descent algorithm for the $\ell_q$-norm penalized problem and present the performance results via simulations.

1 Introduction

In engineering, an overwhelming number of applications deal with relating a random response variable $y$ with a set of explanatory variables or covariates $X = (x_1, x_2, \ldots, x_n)$ through a regression model. The most usual case is that of the linear regression, namely

$$y = X\theta + \epsilon,$$  \hspace{1cm} (1)

where $y$ is the $n \times 1$ response vector, $X$ is the $n \times p$ regression matrix, $\theta$ is the $p \times 1$ parameter vector and $\epsilon$ is the $n \times 1$ noise vector. The traditional way to perform parameter estimation in this setup is by considering the Maximum Likelihood (ML) approach. The corresponding estimates can be iteratively computed based on the Expectation-Maximization (EM) algorithm [7], when the observations are seen as incomplete data, see, e.g., [17].

On the other hand, when the parameter vector $\theta$ is sparse, i.e., many of its entries are equal to zero, it is common to include a sparsity promoting penalty to the ML problem, yielding a regularized ML estimation problem. Those sparsity promoting penalties are usually the $\ell_1$-norm, the $\ell_q$-norm ($0 < q < 1$) and the $\ell_0$ pseudo-norm [8, 9]. Depending on the penalty, different techniques are utilized to solve this regularized ML problem, such as proximal methods (PM), see, e.g., [2], or the local linear approximation (LLA) and the local quadratic approximation (LQA).
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Another optimization approach for penalized problems corresponds to the implementation of the Coordinate Descent (CD) algorithm [24]. This technique has been successfully applied to the Lasso problem [23]. Its extension to non-convex penalties was introduced in [5]. Its particular application to sparsity problems with the \( \ell_q \)-norm penalty and its convergence is analysed in [16]. In CD, the vector parameter estimates are obtained in a per coordinate base. Within the EM framework, the application of the CD approach yields the so-called Expectation-Conditional Maximum (ECM) algorithm [17]. In this paper, we show how to extend the ECM algorithm to \( \ell_q \)-norm penalized ML problems with hidden variables using the CD method.

A different approach corresponds to turn the penalty function in the form of a probability density function (pdf), accounting for some prior knowledge of the vector parameter \( \theta \). Thus, we can turn the ML estimation problem into a Maximum a Posteriori (MAP) problem. If the observations correspond to incomplete data, the EM algorithm can be easily modified to produce the posterior mode of \( \theta \) instead of the ML estimate of \( \theta \). Denoting by \( p(y|\theta) \) the response sampling density, the corresponding log-likelihood function is \( L(\theta) = \log p(y|\theta) \). For ML estimation, the EM algorithm iteratively selects a value \( \theta^* \) that maximizes \( L(\theta) \). In the case of MAP estimation, the function that is maximized by the EM algorithm is \( L(\theta) + G(\theta) \), where \( G(\theta) = \log p(\theta) \) is the log-prior of the parameter vector \( \theta \). From these observations, it becomes clear that the EM algorithm is a quite general tool for solving either classical or Bayesian estimation problems.

In this paper, we formalize an EM-based framework for regularized ML parameter estimation using a MAP perspective. Motivated by the recent advances in regularized parameter estimation and in compressed sensing, we propose a way to introduce the \( \ell_q \)–norm sparsity-promoting penalty into our estimation problem by properly selecting the prior through the use of variance-mean Gaussian mixtures (VMGM) [3]. Different approaches have been considered in the literature using VMGM. In [11], the \( \ell_1 \)-norm penalty is considered for promoting sparsity, which is interpreted as a Laplace prior for a MAP interpretation of the \( \ell_1 \) penalty using the EM algorithm. For robust regression, VMGMs can be utilized to express a least \( \ell_q \) regression as a ML estimation problem, which is then solved using the EM algorithm [14]. The convergence properties of the approach in [14] solved by using iterative re-weighted least squares were presented in [1]. A general approach for MAP estimation is considered in [18], where the main idea for utilizing the VMGMs and EM algorithm for the prior pdf was extended to different VMGMs. This idea was further extended in [12] for sparse parameter vectors with quantized data, which in turn is a generalization of the work in [6]. In this paper, we provide all the relevant theory for the formulation of the EM algorithm, when VMGMs are employed, for hidden variables in both the likelihood function and the prior pdf tailored to the \( \ell_q \)-norm, \( 0 < q \leq 1 \). To illustrate the effectiveness of our proposal, we present an example with both hidden variables and nonlinearities and compare the results with utilizing the \( \ell_1 \)- and the \( \ell_q \)-norms with both the CD and the EM-based MAP approaches.

The remainder of the paper is organized as follows: Section 2 introduces the basic EM definitions for the ML, penalized ML and MAP estimation problems. The derivation of the ECM algorithm with the \( \ell_q \)-norm penalty is included. Section 3 introduces the basic notion of mixtures for expressing a prior distribution and provides all the necessary expressions for the formulation of the EM algorithm, when the prior is expressed as a VMGM. Section 4 presents the VMGM expressions for the \( \ell_q \)-norm penalty. Finally, simulation results are provided in Section 5, while Section 6 concludes the paper.

## 2 Basic Description of the EM algorithm

The EM algorithm is basically formulated to iteratively solve the ML estimation problem:

\[
\hat{\theta}_{\text{ML}} = \arg \max_{\theta} L(\theta).
\]  

(2)

Using the notion of a hidden variable \( z \) [17], we can easily express the log-likelihood function as follows:

\[
L(\theta) = Q_{\text{ML}}(\theta, \hat{\theta}^{(i)}) - H_{\text{ML}}(\theta, \hat{\theta}^{(i)}),
\]

(3)
where $\hat{\theta}^{(i)}$ is the estimate of $\theta$ at the $i$th iteration, and

$$Q_{\text{ML}}(\theta, \hat{\theta}^{(i)}) = \int \log p(z, y|\theta)p(z|y, \hat{\theta}^{(i)}) \, dz,$$

$$H_{\text{ML}}(\theta, \hat{\theta}^{(i)}) = \int \log p(z|y, \theta)p(z|y, \hat{\theta}^{(i)}) \, dz.$$ 

Using Jensen’s inequality [4], one can readily see that [7]

$$H_{\text{ML}}(\theta, \hat{\theta}^{(i)}) \leq H_{\text{ML}}(\hat{\theta}^{(i)}, \hat{\theta}^{(i)})$$

for any $\theta$. Therefore, the EM algorithm for the ML estimation problem can be formulated as follows [17]:

**E-step:** Compute

$$Q_{\text{ML}}(\theta, \hat{\theta}^{(i)}) = E \left[ \log p(z, y|\theta)|y, \hat{\theta}^{(i)} \right].$$

**M-step:** Solve

$$\hat{\theta}^{(i+1)} = \arg \max_\theta Q_{\text{ML}}(\theta, \hat{\theta}^{(i)}).$$

Under some general conditions, the above algorithm converges to the ML estimate of $\theta$ [17].

### 2.1 Penalized ML estimation via the EM algorithm

Many regularized estimation problems involve the optimization of a cost function of the form

$$U(\theta) = \mathcal{L}(\theta) - g(\theta),$$

where $g(\cdot)$ is a penalty function. If we consider that $\mathcal{L}(\theta)$ is the log-likelihood function, then this is a penalized ML estimation problem. For the attainment of the estimates, different approaches can be used, depending on the nature of the penalty function. In our case, in order to promote sparsity on $\theta$, a popular choice for the penalty function is $g(\theta) = \frac{1}{2}||\theta||_q^2$ with $0 < q \leq 1$. When $q = 1$, we obtain the Lasso [21]. In order to solve the penalized ML estimation problem, the modifications to the EM algorithm are implemented on the M-step, while the E-step remains the same as before [17, Chap. 5.18]. Hence, the modified EM algorithm for penalized ML estimation is given as follows:

**E-step:** Compute

$$Q_{\text{ML}}(\theta, \hat{\theta}^{(i)}) = E \left[ \log p(z, y|\theta)|y, \hat{\theta}^{(i)} \right].$$

**M-step:** Solve

$$\hat{\theta}^{(i+1)} = \arg \max_\theta Q_{\text{ML}}(\theta, \hat{\theta}^{(i)}) - g(\theta).$$

In order to understand why traditional methods cannot be applied straightforwardly, let us consider a linear regression as in (1), but where the matrix $X$ is a function of a hidden variable, e.g., an unknown state in a state-space representation. In such a case, when performing the E-step, we need to compute $E_1 = E[X|y]$ and $E_2 = E[X^T X|y]$. In general, methods that do not consider hidden variables rely on the relationship between the matrix $X$ and $X^T X$. However, in our case, $E_2 \neq E_1^T E_1$, and hence traditional methods should be modified accordingly.

### 2.1.1 The ECM algorithm for $\ell_q$-norm penalized ML estimation

For non-convex penalties, a CD algorithm [24] (also called Cyclic Descent) was first proposed and analysed in [5] and specifically applied to the $\ell_q$-norm penalty as a sparsity inducing norm in [16]. The basic idea behind [5] and [16] is to optimize the penalized ML problem in a coordinate-wise manner. This implies computing the gradient of the log-likelihood function with respect to one component of $\theta$ and solving for this component, while the remaining components are considered constants. This is implemented for each component of the parameter vector $\theta$ in a cyclic manner until convergence. In our analysis, the system model allows for obtaining an auxiliary function $Q_{\text{ML}}(\theta, \hat{\theta}^{(i)})$ that is quadratic with respect to $\theta$. To see this, let us first assume that the regressor matrix $X$ is a function of a hidden variable $z$, $X = f(z)$, and that the measurement noise is zero mean Gaussian distributed with covariance matrix $\Sigma_e$. With these assumptions, we have:

$$Q_{\text{ML}}(\theta, \hat{\theta}^{(i)}) = -\frac{1}{2} \left( y^T \Sigma^{-1} e - 2 y^T \Sigma^{-1} E[X|y, \hat{\theta}^{(i)}] \right) \theta^T E[X^T \Sigma^{-1} X|y, \hat{\theta}^{(i)}] \theta,$$
which is clearly a quadratic function of \( \theta \). Then, we compute the gradient with respect to only one component of \( \theta \).

For simplicity, let us define \( E_1 = E[X|y, \hat{\theta}^{(i)}] \) and \( E_2 = E[X^T \Sigma_j^{-1} X|y, \hat{\theta}^{(i)}] \). With these we obtain

\[
\frac{\partial}{\partial \theta_j} Q_{ML} \left( \theta, \hat{\theta}^{(i)} \right) = \left( [E_1]_j \Sigma_j y - q_j E_2 \theta \right),
\]

where \([E_1]_j\) is the \( j \)th column of \( E_1 \) and \( q_j \) is the \( j \)th column of the identity matrix. If we solve for \( \theta_j \), we obtain

\[
\theta_j^{(i+1)*} = \frac{[E_1]_j^T \Sigma_j^{-1} y - [E_2]_j^T [\theta_j^{(i+1)*} - \theta_j^{(i+1)}]}{[E_2]_{j,j}}.
\]

Since we are interested in the penalized ML problem, we include the penalty for the \( j \)th component of \( \theta \) and solve for

\[
\theta_j^{(i+1)} = \arg \max_{\theta_j^{(i+1)}} \left( \frac{1}{2} \left( \theta_j^{(i+1)} - \theta_j^{(i+1)*} \right)^2 - \frac{1}{\tau} \frac{\| \theta_j^{(i+1)} \|^q}{|[E_2]_{j,j}|} \right),
\]

using the scalar optimization algorithm described in [16].

2.2 MAP estimation via the EM algorithm

Let us consider now the case of the MAP estimation. Based on Bayes’ theorem, the log-posterior pdf of \( \theta \) can be expressed as:

\[
\log p(\theta|y) = L(\theta) + G(\theta) - \log p(y).
\]

Using (3), (6) and the fact that \( H_{ML} \left( \theta, \hat{\theta}^{(i)} \right) \) is a decreasing function of \( \theta \), the EM algorithm for the MAP estimation problem is formulated as follows:

**E-step:** Compute

\[
Q_{\text{MAP}} \left( \theta, \hat{\theta}^{(i)} \right) = E \left[ p(z, y|\theta)|y, \hat{\theta}^{(i)} \right] + G(\theta).
\]

**M-step:** Solve

\[
\hat{\theta}^{(i+1)} = \arg \max_{\theta} Q_{\text{MAP}} \left( \theta, \hat{\theta}^{(i)} \right).
\]

In the next section, we will see how we can express the log-prior so that the EM algorithm can be used to tackle the \( \ell_q \)-norm regularized ML estimation problem.

3 MAP: The prior pdf as a mixture of distributions

Focusing on the prior distribution for MAP estimation, it is possible to express \( p(\theta) \) as a marginal probability density function (pdf), occurring by integrating out the rest of the variables in a possible joint pdf. In this sense, one can express \( p(\theta) \) as an infinite mixture, where there is an underlying process that generates the desired pdf for the parameters. More precisely:

\[
p(\theta) = \int p(\theta|\lambda)p(\lambda)d\lambda,
\]

where \( \lambda \in \mathbb{R}^r \) is interpreted as a hidden (hyper)-parameter vector. If the conditional pdf \( p(\theta|\lambda) \) is Gaussian, then we obtain a Gaussian mixture, see, e.g., [3, 13, 22]. Hence, we can express the log-prior as

\[
\log p(\theta) = Q_{\text{prior}} \left( \theta, \hat{\theta}^{(i)} \right) - H_{\text{prior}} \left( \theta, \hat{\theta}^{(i)} \right)
\]

with

\[
Q_{\text{prior}} \left( \theta, \hat{\theta}^{(i)} \right) = \int \log p(\theta, \lambda)p(\lambda|\hat{\theta}^{(i)}) d\lambda,
\]

\[
H_{\text{prior}} \left( \theta, \hat{\theta}^{(i)} \right) = \int \log p(\lambda|\theta)p(\lambda|\hat{\theta}^{(i)}) d\lambda.
\]

The auxiliary function \( H_{\text{prior}} \left( \theta, \hat{\theta}^{(i)} \right) \) is decreasing in \( \theta^4 \). Therefore, the EM algorithm can be formulated as follows:

\footnote{In the same way as \( H \left( \theta, \hat{\theta}^{(i)} \right) \).
E-step: Compute

\[ Q_{\text{MAP-EM}}(\theta, \hat{\theta}^{(i)}) = Q_{\text{ML}}(\theta, \hat{\theta}^{(i)}) + Q_{\text{prior}}(\theta, \hat{\theta}^{(i)}). \]

M-step: Solve

\[ \hat{\theta}^{(i+1)} = \arg \max_{\theta} Q_{\text{MAP-EM}}(\theta, \hat{\theta}^{(i)}). \]

For the M-step of the last EM algorithm, we need to evaluate the gradient of \( Q_{\text{MAP-EM}}(\theta, \hat{\theta}^{(i)}) \) with respect to \( \theta \). Assuming that \( \nabla_{\theta} Q_{\text{ML}}(\theta, \hat{\theta}^{(i)}) \) is known from the ML estimation problem, we only need to evaluate \( \nabla_{\theta} Q_{\text{prior}}(\theta, \hat{\theta}^{(i)}) \).

**Lemma 1** When expressing the prior pdf of \( \theta, p(\theta) \), as a VMGM and letting \( \theta|\lambda \sim \mathcal{N}(\mu_{\theta}(\lambda), \Sigma_{\theta}(\lambda)) \), the gradient of the auxiliary function \( Q_{\text{prior}}(\theta, \hat{\theta}^{(i)}) \), is given by

\[
\nabla_{\theta} G(\theta) |_{\theta^{(i)}} = E_{\lambda|\theta^{(i)}} [\nabla_{\theta} \theta^{(i)}], \quad (9)
\]

**Proof:** First, notice that the marginal of \( \lambda \) is independent of \( \theta \). Therefore,

\[
\nabla_{\theta} Q_{\text{prior}}(\theta, \hat{\theta}^{(i)}) = \int \nabla_{\theta} \log p(\theta|\lambda) p(\lambda) d\lambda.
\]

Given that \( \theta|\lambda \sim \mathcal{N}(\mu_{\theta}(\lambda), \Sigma_{\theta}(\lambda)) \), we obtain:

\[
\nabla_{\theta} Q_{\text{prior}}(\theta, \hat{\theta}^{(i)}) = \int [-\Sigma^{-1}_{\theta}(\lambda)(\theta - \mu_{\theta}(\lambda))] p(\lambda|\theta^{(i)}) d\lambda
\]

\[
\quad = E_{\lambda|\theta^{(i)}} [-\Sigma^{-1}_{\theta}(\lambda)] \theta
\]

\[
\quad + E_{\lambda|\theta^{(i)}} [\Sigma^{-1}_{\theta}(\lambda)\mu_{\theta}(\lambda)]. \quad (10)
\]

The expected values in the last equation can be computed based on the Gaussianity assumption for \( \theta|\lambda \). Due to this assumption, \( p(\theta) \) satisfies the following equation:

\[
\nabla_{\theta} p(\theta) = \int [-\Sigma^{-1}_{\theta}(\lambda)(\theta - \mu_{\theta}(\lambda))] p(\theta|\lambda) p(\lambda) d\lambda. \quad (11)
\]

On the other hand, Bayes rule yields:

\[
p(\lambda) = \frac{p(\lambda|\theta) p(\theta)}{p(\theta|\lambda)}.
\]

Plugging in the last expression into (11), we obtain:

\[
\nabla_{\theta} p(\theta) = \int [-\Sigma^{-1}_{\theta}(\lambda)(\theta - \mu_{\theta}(\lambda))] p(\lambda|\theta) p(\theta) d\lambda.
\]

Therefore,

\[
\frac{1}{p(\theta)} \nabla_{\theta} p(\theta) = E_{\lambda|\theta} [-\Sigma^{-1}_{\theta}(\lambda)(\theta - \mu_{\theta}(\lambda))]. \quad (12)
\]

We now note that (12) equals \( \hat{G}(\theta) = \nabla_{\theta} \log p(\theta) \). Nevertheless, \( G(\theta) \) is known and so is \( \hat{G}(\theta) \). Therefore, (9) follows.

The expression in (9) corresponds to a linear system of equations that can be generally solved, because \( p(\lambda|\theta^{(i)}) \) is a known distribution. Thus, the expected values can be computed either in closed form when possible or using Monte Carlo techniques, such as the Metropolis-Hastings algorithm or the Gibbs sampler [19]. A particular case arises when \( G(\theta) \) can be expressed as a function of the coordinate variables of \( \theta \) as follows:

\[
G(\theta) = \sum_{j=1}^{p} \kappa \left( \frac{\theta_{j}}{\tau} \right). \quad (13)
\]

Here, \( \tau \) is a factor controlling the strength of the regularization. Different selections of the kernel function \( \kappa(\cdot) \) lead to different regularizations. Usual regularization choices can be obtained based on Gaussian mixtures, e.g.,
the Ridge regression for $\kappa(\theta_j/\tau) = (\theta_j/\tau)^2$ and the Lasso for $\kappa(\theta_j/\tau) = |\theta_j/\tau|$ [12]. The general form of a VMGM for a scalar parameter $\theta_j$ is given by

$$p(\theta_j) = \int_0^\infty N(\mu_j + \lambda u_j, \tau^2 \lambda) p(\lambda) d\lambda.$$  

(14)

Based on this formula, the Ridge regression is obtained for $u_j = \mu_j = 0$ and $\lambda = 1$ and the Lasso is obtained for $u_j = \mu_j = 0$ and $\lambda$ exponentially distributed. Clearly, these two very usual regularizations are exactly expressed as VMGMs. For the cases where $\mu_j = 0$, the following lemma holds:

**Lemma 2** When $\mu_j = 0, j = 1, 2, \ldots, p$, then

$$\frac{\partial Q_{\text{prior}}(\theta, \hat{\theta}^{(i)})}{\partial \theta_j} = \frac{1}{\theta_j} \kappa(\theta_j) \bigg|_{\theta_j = \hat{\theta}^{(i)}, \theta_j}.$$  

(15)

**Proof:** See [12]. □

In the next section, we present in detail the VMGM descriptions of the $\ell_q$-norm regularization term.

### 4 Sparse Parameter Estimation using VMGMs

As it has already become apparent, the penalties that are usually considered for promoting sparsity can be interpreted as MAP problems. In this section, we explore the representation of the $\ell_q$-norm as a prior distribution function for developing a sparse-promoting algorithm under the utilization of VMGMs. To this end, the density function that relates to the $\ell_q$-norm is given by

$$p_{\ell_q}(\theta) = \prod_{j=1}^p p_{\ell_q}(\theta_j),$$  

(16)

$$p_{\ell_q}(\theta_j) = \frac{1}{2\Gamma\left(1 + \frac{1}{q}\right)\sqrt{\tau^2}} e^{-\frac{1}{\tau^2}|\theta_j|^q},$$  

(17)

which corresponds to a leptokurtic exponential power distribution [20]. The prior $p_{\ell_q}(\theta_j)$ in (17) can be expressed as a VMGM, with $p(\lambda_j)$ being a stable distribution in (14). Then, the MAP-EM algorithm can be used to solve the aforementioned sparsity-promoting estimation problems.

#### 4.1 MAP-EM algorithm for sparse parameter estimation

In this section, we present the relevant expressions in the development of the MAP-EM algorithm for sparse-parameter estimation using the $\ell_q$-norm.

**Lemma 3** In the case that the log-prior function is given by (13) and $p(\theta_j)$ is a VMGM as in (14), $\frac{\partial Q_{\text{prior}}(\theta, \hat{\theta}^{(i)})}{\partial \theta_j}, \forall j = 1, 2, \ldots, p,$ is then given by

$$\frac{\partial Q_{\text{prior}}(\theta, \hat{\theta}^{(i)})}{\partial \theta_j} = \int \left( -\frac{\theta_j}{\tau^2 \lambda_j} \right) p(\lambda_j) [\hat{\theta}_j^{(i)}] d(\lambda_j)$$

$$= \left[ -\frac{\theta_j}{\tau^2} E[\lambda_j^{-1}|\hat{\theta}_j^{(i)}] \right],$$  

(18)

where $E[\lambda_j^{-1}|\hat{\theta}_j^{(i)}]$ is the expectation obtained from

$$\frac{\hat{\theta}_j^{(i)}}{\tau^2} E[\lambda_j^{-1}|\hat{\theta}_j^{(i)}] = -\kappa \left( \frac{\hat{\theta}_j^{(i)}}{\tau} \right).$$  

(19)

Equivalently, we obtain

$$\frac{d Q_{\text{prior}}(\theta, \hat{\theta}^{(i)})}{d \theta} = -K^{(i)} \theta,$$

(20)

where

$$K^{(i)} = \text{diag} \left( \frac{1}{\hat{\theta}_1^{(i)}}, \frac{1}{\hat{\theta}_1^{(i)}}, \ldots, \frac{1}{\hat{\theta}_p^{(i)}} \right).$$  

(21)
Proof: See [12].
Since the system is defined as a linear regression, it yields the derivative of $Q_{\text{ML}}(\theta, \hat{\theta}^{(i)})$ with respect to $\theta$ in the form:
$$
\frac{dQ_{\text{ML}}(\theta, \hat{\theta}^{(i)})}{d\theta} = \frac{E[XX^T | y, \hat{\theta}^{(i)}]y - E[XX^T | y, \hat{\theta}^{(i)}]y}{\sigma^2}.
$$
(22)
Then, combining (18) and (22), we obtain the derivative of $Q_{\text{MAP-EM}}(\theta, \hat{\theta}^{(i)})$ with respect to $\theta$ as:
$$
\frac{dQ_{\text{MAP-EM}}(\theta, \hat{\theta}^{(i)})}{d\theta} = -(B^{(i)} + K^{(i)})\theta + a^{(i)},
$$
(23)
where $B^{(i)} = E[XX^T | y, \hat{\theta}^{(i)}]/\sigma^2$, $K^{(i)}$ is defined in (21) and $a^{(i)} = E[XX^T | y, \hat{\theta}^{(i)}]y/\sigma^2$. In particular, the (component-wise) derivative in Lemma 3 for the $\ell_q$-norm of $\theta$ is given by
$$
\frac{\partial Q_{\text{prior}}(\theta, \hat{\theta}^{(i)})}{\partial \theta_j} = -q \frac{\hat{\theta}_j^{(i)}}{\tau} \frac{|\hat{\theta}_j^{(i)}|^q - 1}{\hat{\theta}_j^{(i)}} - \frac{\text{sign}(\hat{\theta}_j^{(i)})}{\hat{\theta}_j^{(i)}}.
$$
(24)

Remark 1 Notice that the MAP-EM algorithm yields an optimization problem whose solution is given by a system of linear equations, and hence, it is easy to solve. This is due to the quadratic form of $Q_{\text{prior}}(\theta, \hat{\theta}^{(i)})$ with respect to $\theta$. □

Remark 2 ([12]) In our approach, we have to deal with derivatives of functions of the form $d[a] / da$, and the derivative at zero does not exist. However, it is possible to obtain the desired value at almost all points using
$$
\frac{d[a]}{d[a]} = \text{sign}(a), \quad \forall a \neq 0.
$$
(25)
Most of the algorithms promoting sparsity have to deal with non-differentiable cost functions, see, e.g., [10,25], where a local approximation of the $\ell_1$-norm is obtained. A common solution to overcome the issue of non-differentiability when $a \to 0$ in (25), is to start the algorithm from a value far from zero, and then remove the component $a$ from the parameter vector when it enters in a neighbourhood (defined by the user) of $a = 0$ [11,18]. □

5 Simulations

In this section, we provide a numerical illustration for the applicability of our framework. For the simulations, we consider a limited number of measurement points, since, in general, MAP estimates converge to ML estimates as the number of data points increases. This is known as the Bernstein-Von Mises theorem [15]. In our experience, we have been able to observe this situation for the MAP-EM algorithm with the $\ell_q$-norm, $0 < q \leq 1$.

For the example, we consider the following system model:
$$
z_{k+1} = 0.9z_k + \xi_k,
$$
$$
y_k = \sin \left( \frac{\omega(k-1)}{N} + z_k \right) u_{k,k+p-1}^T \theta + \eta_k,
$$
where $u_{k,k+p-1} = [u_k, u_{k+1}, ..., u_{k+p-1}]^T$ is a known input, $\theta = [-0.77, -1.55, 0, 0, 0] \sim N(0, 0.1)$, and $\eta_k \sim N(0, 0.1)$. For the estimation of $\theta$, we consider the $\ell_q$-norm as presented in this paper, with $q = 0.1$ and $\tau = 0.1$. For comparison purposes, we also consider the corresponding penalized ML problem and solve it using the EM framework in Section 2.1 with $q = 0.1$ and $\tau = 0.1$ as well. Finally, we also consider the approach in [12] with $\tau = 1$, which corresponds to $q = 1$. Notice that the initial estimate was the same for the four estimation techniques.

The results of the estimation algorithms are shown in Figs. 1—4. From those figures, we can clearly see that the proposed approach can effectively estimate all the zeros of $\theta$. However, the convergence is not achieved at the same time for each zero-entry of $\theta$. Our approach clearly outperforms the $\ell_1$-norm MAP-EM approach and ML. In contrast, the CD approach can accurately estimate the zeros of $\theta$ at the first iteration of the EM algorithm. However, this estimation can vary from iteration to iteration, since the optimization procedure is carried out.

\[\text{Remark 1 Notice that the MAP-EM algorithm yields an optimization problem whose solution is given by a system of linear equations, and hence, it is easy to solve. This is due to the quadratic form of } Q_{\text{prior}}(\theta, \hat{\theta}^{(i)}) \text{ with respect to } \theta. \ □}\]

\[\text{Remark 2 ([12]) In our approach, we have to deal with derivatives of functions of the form } d[a] / da, \text{ and the derivative at zero does not exist. However, it is possible to obtain the desired value at almost all points using } \frac{d[a]}{d[a]} = \text{sign}(a), \quad \forall a \neq 0. \ \quad \quad (25)\]

\[\text{Most of the algorithms promoting sparsity have to deal with non-differentiable cost functions, see, e.g., [10,25], where a local approximation of the } \ell_1\text{-norm is obtained. A common solution to overcome the issue of non-differentiability when } a \to 0 \text{ in (25), is to start the algorithm from a value far from zero, and then remove the component } a \text{ from the parameter vector when it enters in a neighbourhood (defined by the user) of } a = 0 \text{ [11,18]. } \ □}\]

\[\text{5 Simulations}\]

\[\text{In this section, we provide a numerical illustration for the applicability of our framework. For the simulations, we consider a limited number of measurement points, since, in general, MAP estimates converge to ML estimates as the number of data points increases. This is known as the Bernstein-Von Mises theorem [15]. In our experience, we have been able to observe this situation for the MAP-EM algorithm with the } \ell_q\text{-norm, } 0 < q \leq 1. \]

\[\text{For the example, we consider the following system model: } z_{k+1} = 0.9z_k + \xi_k, \quad y_k = \sin \left( \frac{\omega(k-1)}{N} + z_k \right) u_{k,k+p-1}^T \theta + \eta_k, \]

\[\text{where } u_{k,k+p-1} = [u_k, u_{k+1}, ..., u_{k+p-1}]^T \text{ is a known input, } \theta = [-0.77, -1.55, 0, 0, 0, 0] \sim N(0, 0.1), \text{ and } \eta_k \sim N(0, 0.1). \text{ For the estimation of } \theta, \text{ we consider the } \ell_q\text{-norm as presented in this paper, with } q = 0.1 \text{ and } \tau = 0.1. \text{ For comparison purposes, we also consider the corresponding penalized ML problem and solve it using the EM framework in Section 2.1 with } q = 0.1 \text{ and } \tau = 0.1 \text{ as well. Finally, we also consider the approach in [12] with } \tau = 1, \text{ which corresponds to } q = 1. \text{ Notice that the initial estimate was the same for the four estimation techniques.} \]

\[\text{The results of the estimation algorithms are shown in Figs. 1—4. From those figures, we can clearly see that the proposed approach can effectively estimate all the zeros of } \theta. \text{ However, the convergence is not achieved at the same time for each zero-entry of } \theta. \text{ Our approach clearly outperforms the } \ell_1\text{-norm MAP-EM approach and ML. In contrast, the CD approach can accurately estimate the zeros of } \theta \text{ at the first iteration of the EM algorithm. However, this estimation can vary from iteration to iteration, since the optimization procedure is carried out.} \]

\[\text{When compared to the equivalent nonlinear problems obtained by directly applying Lasso or the bridge regression [10] with } 0 < q < 1.]
globally for the a single coordinate. As mentioned in [5], this kind of optimization should be carried out locally. From Figs. 1 and 2, we can see that at iteration no. 34, the zeros are correctly estimated. However, at iteration no. 35, those estimates are no longer zero. In contrast, our proposed method forces the zero value once the estimate converges to zero, following the ideas in Remark 2. In addition, the mean square error (MSE) of the estimates are: i) $3.56 \times 10^{-5}$ for ML, ii) $1.124 \times 10^{-4}$ for MAP-EM with $q = 1$, iii) $1.96 \times 10^{-5}$ for MAP-EM with $q = 0.1$, and iv) $3.48 \times 10^{-5}$ for CD. The difference in MSE is due to the slow convergence of the non-zero elements that CD exhibits. Thus, we believe that our estimation algorithm could be initialized with one iteration of CD for quicker convergence of the EM algorithm.

6 Conclusions

In this paper, we have described a general framework for the implementation of the EM algorithm based on mean-variance Gaussian mixtures, for promoting sparsity via $\ell_q$-norm regularization ($0 < q \leq 1$). Our proposal allows a (computationally-efficient) simple way of handling the sparsity estimation problem, yielding closed form expressions for the EM algorithm. A particular case of the proposed approach includes $q = 1$ (Lasso). The numerical illustration shows the effectiveness of our approach, outperforming both the ML and the Lasso estimators when choosing $q < 1$. In addition, the simulations show that our approach can obtain better estimates than Coordinate Descent within the EM framework. Since the Coordinate Descent algorithm is capable of finding the zeros quickly but may diverge, it can be used to initialize our approach for faster convergence.
Figure 3: Convergence of the estimates of the third zero of $\theta$ per iteration of the EM algorithm.

Figure 4: Convergence of the estimates of the fourth zero of $\theta$ per iteration of the EM algorithm.
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