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Abstract

Aggregating information from features across different layers is essential for dense prediction models. Despite its limited expressiveness, vanilla feature concatenation dominates the choice of aggregation operations. In this paper, we introduce Attentive Feature Aggregation (AFA) to fuse different network layers with more expressive non-linear operations. AFA exploits both spatial and channel attention to compute weighted averages of the layer activations. Inspired by neural volume rendering, we further extend AFA with Scale-Space Rendering (SSR) to perform a late fusion of multi-scale predictions. AFA is applicable to a wide range of existing network designs. Our experiments show consistent and significant improvements on challenging semantic segmentation benchmarks, including Cityscapes and BDD100K at negligible computational and parameter overhead. In particular, AFA improves the performance of the Deep Layer Aggregation (DLA) model by nearly 6% mIoU on Cityscapes. Our experimental analyses show that AFA learns to progressively refine segmentation maps and improve boundary details, leading to new state-of-the-art results on boundary detection benchmarks on NYUDv2 and BSDS500.

1. Introduction

Dense prediction tasks such as semantic segmentation [7, 26, 42] and boundary detection [28, 1] are fundamental enablers for many computer vision applications. Semantic segmentation requires predictors to absorb intra-class variability while establishing inter-class decision boundaries. Boundary detection also requires an understanding of fine-grained scene details and object-level boundaries. A popular solution is to exploit the multi-scale representations to balance preserving spatial details from shallower features and maintaining relevant semantic context in deeper ones.

There are two major approaches to obtaining effective multi-scale representations. Dilated convolutions [43] can aggregate context information while preserving spatial information. Most of the top performing segmentation methods adopt this approach [5, 50, 44, 34] to extract contextual pixel-wise information. The drawback is the extensive usage of layer memory for storing high-resolution feature maps. An alternative approach is to progressively downsample the layer resolution as in image classification networks and then upsample the resolution by aggregating information from different layer scales with layer concatenations [24, 45, 27]. Methods using this approach achieve state-of-the-art results with reduced computational efforts and fewer parameters [35]. Even though many works design new network architectures to effectively aggregate multi-scale information, the predominant aggregation operations are still feature concatenation or summation [27, 24, 35, 45, 49]. These linear operations do not consider feature interactions or selections between different levels or scales.

We propose Attentive Feature Aggregation (AFA) as a nonlinear feature fusion operation to replace the prevailing tensor concatenation or summation strategies. Our attention module uses both spatial and channel attention to learn and predict the importance of each input signal during fusion. Aggregation is accomplished by computing a linear combination of the input features at each spatial location, weighted by their relevance. Compared to linear fusion op-
Thus, our AFA module can achieve comparable or even better perceptive field without using expensive dilated convolutions.

Another challenge of dense prediction tasks is that fine details are better handled in higher resolutions but coarse information are better in lower resolutions. Multi-scale inference [3, 4, 32] has become a common approach to alleviate this trade-off, and using an attention mechanism is now a best practice. Inspired by neural volume rendering [11, 25], we extend AFA to Scale-Space Rendering (SSR) as a novel attention mechanism to fuse multi-scale predictions. We treat the prediction from each scale as sampled data in the scale-space and leverage the volume-rendering formulation to design a coarse-to-fine attention and render the final results. Our SSR is robust against the gradient vanishing problem and saves resources during training, thus achieving higher performance.

We demonstrate the effectiveness of AFA when applied to a wide range of existing networks on both semantic segmentation and boundary detection benchmarks. We plug our AFA module into various popular segmentation models: FCN [24], U-Net [27], HRNet [35], and Deep Layer Aggregation (DLA) [45]. Experiments on several challenging semantic segmentation datasets including Cityscapes [7] and BDD100K [42] show that AFA can significantly improve the segmentation performance of each representative model. Additionally, AFA-DLA has competitive results compared to the state-of-the-art models despite having fewer parameters and using less computation. Furthermore, AFA-DLA achieves the new state-of-the-art performances on boundary detection datasets NYUDv2 [28] and BSDS500 [1]. We conduct comprehensive ablation studies to validate the advantages of each component of our AFA module. Our source code will be released.

2. Related Work

Multi-Scale Context. To better handle fine details, segmentation models with convolutional layers use low output strides. However, this limits the receptive field and the semantic information contained in the final feature. Some works utilize dilated backbones [43] and multi-scale context [39, 22, 13] to address this problem. PSPNet [50] uses a Pyramid Pooling Module to generate multi-scale context and fuse them as the final feature. The DeepLab models [5] use Atrous Spatial Pyramid Pooling to assemble context from multiple scales, yielding denser and wider features. In contrast, our AFA-DLA architecture extensively uses attention to conduct multi-scale feature fusion to increase the receptive field without using expensive dilated convolutions. Thus, our model can achieve comparable or even better performance with much less computation and parameters.

Feature Aggregation. Aggregation is widely used in the form of skip connections or feature fusion nodes in most deep learning models [24, 27, 35]. The Deep Layer Aggregation [45] network shows that higher connectivity inside the model can enable better performance with fewer parameters, but its aggregation is still limited to linear operators. Recently, some works have explored better aggregation of multi-scale features. [31, 20, 21, 48, 16, 18] improves the original FPN architecture with feature alignment and selection during fusion. CBAM [36] and SCA-CNN [2] uses channel and spacial self-attention to perform adaptive feature refinement and improves convolutional networks in image classification, object detection and image captioning. DANet [12] appends two separate branches with Transformer [33] self-attention as the proposed spatial and channel module on top of dilated FCN. In contrast, our AFA module leverages extracted spatial and channel information during aggregation to efficiently select the essential features with respect to the property of input features. With the efficient design, AFA can be directly adopted in popular architectures and extensively used at negligible computational and parameter overhead.

Multi-Scale Inference. Many computer vision tasks leverage multi-scale inference to get higher performance. The most common way to fuse the multi-scale results is to use average pooling [3, 45, 19], but it applies the same weighting to each scale. Some approaches use an explicit attention model [4, 40] to learn a suitable weighting for each scale. However, the main drawback is the increased computational requirement for evaluating multiple scales. To overcome this problem, HMA [32] proposes a hierarchical attention mechanism that only needs two scales during training but can utilize more scales during inference. In this work, we propose scale-space rendering (SSR), a more robust multi-scale attention mechanism that generalizes the aforementioned hierarchical approach and exploits feature relationships in scale-space to improve the performance further.

3. Method

In this section, we introduce our attentive feature aggregation (AFA) module and then extend AFA to scale-space rendering (SSR) attention for multi-scale inference. The overview of the complete architecture is shown in Fig. 2.

3.1. Attentive Feature Aggregation

Our attentive feature aggregation (AFA) module computes both spatial and channel attention based on the relation of the input feature maps. The attention values are then used to modulate the input activation scales and produce one merged feature map. The operation is nonlinear in contrast to standard feature concatenation or summation. We
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Figure 2. (a) Overview of AFA-DLA with SSR. We use two scales \([0.5, 1.0]\) during training and more scales during inference to pursue higher performance. (b) Binary fusion module for input feature \( F_s \) and \( F_d \). \( \text{SA} \) denotes our spatial attention module and generates spatial attention \( a_s \). \( \text{CA} \) stands for our channel attention module and responsible for channel attention \( a_c \). (c) Multiple feature fusion module for three input features \( F_1 \), \( F_2 \), and \( F_3 \). \( \text{SA} \times \text{CA} \) represents computing spatial attention \( a_s \) and channel attention \( a_c \) first and then using element-wise multiplication to get the attention \( a_i \) for \( F_i \).

use two different basic self-attention mechanisms to gener-
ated spatial and channel attention maps and reassemble them
concerning the relation between the input features.

For the input feature \( F_s \in \mathbb{R}^{C \times H \times W} \), the spatial at-
tention uses a convolutional block \( \omega_s \) consisting of two \( 3 \times 3 \)
convolutions to encode \( F_s \). It is defined as

\[
a_s \triangleq \sigma(\omega_s(F_s)),
\]

where \( a_s \in \mathbb{R}^{1 \times H \times W} \) and \( \sigma \) is the sigmoid activation.

For computing the channel attention of input feature
\( F_d \in \mathbb{R}^{C \times H \times W} \), we first apply average pooling to get \( F_d^{\text{avg}} \) and max pooling to get \( F_d^{\text{max}} \). Then, we further transform the features to \( F_d^{\text{avg}} \) and \( F_d^{\text{max}} \) using another convolutional block \( \omega_c \), which consists of two \( 1 \times 1 \) convolutions with a bottleneck input-output channel design. We sum them up with equal weighting and use sigmoid \( \sigma \) as the activation function to generate channel attention \( a_c \in \mathbb{R}^{1 \times 1 \times C} \) as

\[
a_c \triangleq \sigma(\omega_c(\text{AvgPool}(F_d)) + \omega_c(\text{MaxPool}(F_d))).
\]

With the basis of the above attention mechanisms, we design two types of AFA for different aggregation scenarios and enable the network to model complex feature interactions and attend to different features.

**Binary Fusion.** We employ a simple attention-based ag-
grgregation mechanism using our spatial and channel at-
tentions to replace standard binary fusion nodes. When merg-
ing two input feature maps, we apply channel and spatial
attention separately to capture the relation of input features. As shown in Fig. 2 (b), when two features are aggregated, we denote the shallower feature map as \( F_s \) and the other as \( F_d \). \( F_s \) is used to compute \( a_s \) and \( F_d \) is responsible for \( a_c \), as the shallower layers will contain richer spatial information and the deeper ones will have more complex channel features. Then, we obtain the aggregated feature \( F_{\text{agg}} \) as

\[
F_{\text{agg}} \triangleq a_s \odot (1 - a_c) \odot F_s + (1 - a_s) \odot a_c \odot F_d,
\]

where \( \odot \) denotes element-wise multiplication (with broadcasted unit dimensions). By leveraging the input features properties, our binary fusion is simple yet effective.

**Multiple Feature Fusion.** We extend the binary fusion
node to further fuse together multiple multi-scale features. Recent works \([27, 35, 45]\) iteratively aggregate features across the model, but only exploit the final feature for downstream tasks, neglecting intermediate features computed during the aggregation process. By applying AFA on these intermediate features, we give the model more flexibility to select the most relevant features.

Given \( k \) multi-scale features \( F_i \) for \( i \in \{1, \ldots, k\} \), we first order them based on the amount of aggregated information they contain, i.e., a feature with higher priority will have gone through a higher number of aggregations. Then, we compute both spatial and channel attention for each feature and take the product as the new attention. The combined attention \( a_i \) is defined as

\[
a_i \triangleq \text{SA}(F_i) \odot \text{CA}(F_i),
\]

where \( \text{SA} \) denotes our spatial attention function and \( \text{CA} \) our channel attention function. For fusing the multi-scale features, we perform hierarchical attentive fusion by progressively aggregating features starting from \( F_1 \) to \( F_k \) to obtain the final representation \( F_{\text{final}} \) as

\[
F_{\text{final}} \triangleq \sum_{i=1}^{k} \left[ a_i \odot F_i \odot \prod_{j=i+1}^{k} (1 - a_j) \right].
\]

In Fig. 2 (c), we show an example of this process with \( k = 3 \). The new final representation \( F_{\text{final}} \) is an aggregation of features at multiple scales, combining information from shallow to deep levels.

AFA is flexible and can be applied to widely used segment-
atation models, as shown in Fig. 3. In U-Net \([27]\) and
HRNet \([35]\), we add our multiple feature fusion module to
fully utilize the previously unused aggregated multi-scale features. In FCN [24], we replace the original linear aggregation node in the decoder with our attentive binary fusion.

For DLA [45], we not only substitute the original aggregation nodes but also add multiple feature fusion modules. Due to higher connectivity of its nodes, the DLA network can benefit more from our improved feature aggregation scheme, and thus we use AFA-DLA as our final model.

Comparison with other Attention Modules. Unlike previous attention methods [2, 36, 12], AFA focuses on aggregating feature maps of different network layers to obtain more expressive representations. Compared to GFF [21], AFA consumes more expressive representations with a lightweight modular feature maps of different network layers to obtain previous attention methods [2, 36, 12], AFA focuses on aggregation nodes but also add our multiple feature fusion modules.

For DLA [45], we not only substitute the original aggregation nodes but also add our multiple feature fusion modules. Red blocks represent auxiliary segmentation heads added during training.

Figure 3. Segmentation models with our AFA module. We show parts of the original models related to feature aggregation and our modifications. Red blocks represent auxiliary segmentation heads added during training.

Our target pixel can be imagined as a ray moving through scale-space, starting from scale 1 towards scale \( k \). We redesign the original hierarchical attention in the proposed multiple feature fusion mechanism to mimic the volume-rendering equation, where the volume is implicitly given by the scale-space. To this end, besides the feature representation \( P_i \) at scale \( i \), we assume our model to predict for the target pixel also a scalar \( y_i \in \mathbb{R} \) so that \( e^{-\phi(y_i)} \) represents the probability that the particle will cross scale \( i \), given some non-negative scalar function \( \phi : \mathbb{R} \rightarrow \mathbb{R}_{+} \). We can then express the scale attention \( \alpha_i \) as the probability of the particle to reach scale \( i \) and stop there, i.e.,

\[
\alpha_i(y) \triangleq \left(1 - e^{-\phi(y_i)} \right) \prod_{j=1}^{i-1} e^{-\phi(y_j)} \quad (6)
\]

where \( y \triangleq (y_1, \ldots, y_k) \). Finally, the fused multi-scale prediction for the target pixel can be regarded as the "rendered" pixel, where the pixel features at the different scales \( P_i \) are averaged by the attention coefficients \( \alpha_i \) following the volume rendering equations. Accordingly, \( P_{\text{final}} \triangleq \sum_{i=1}^{k} P_i \alpha_i(y) \) represents the feature for the target pixel that we obtain after fusing \( P \) across all scales with attention driven by \( y \).

The proposed scale-space rendering (SSR) mechanism can be regarded as a generalization of the hierarchical multi-scale attention proposed in [32], for the latter can be obtained from our formulation by simply setting \( \phi(y_i) \triangleq \log(1 + e^{b_i}) \), i.e., \( \phi \) is the soft-plus function, and by fixing \( \phi(y_k) \triangleq \infty \).

Choice of \( \phi \). In our experiments, we use the absolute value function as our \( \phi \), i.e., \( \phi(y_i) \triangleq |y_i| \). This is motivated by a better preservation of the gradient flow through the attention mechanism, as we found existing attention mechanisms to suffer from vanishing gradient issues. Consider the Jacobian of the attention coefficients, which takes the form:

\[
J_{\ell i} \triangleq \frac{\partial \alpha_i(y)}{\partial y_\ell} = \begin{cases} 
\phi'(y_i) \prod_{j=1}^{i-1} e^{-\phi(y_j)} & \text{if } \ell = i \\
0 & \text{if } \ell > i \\
-\phi'(y_\ell)\alpha_i(y) & \text{if } \ell < i 
\end{cases} \quad (7)
\]
In the presence of two scales, this becomes:

$$J = \begin{bmatrix} \phi'(y_1)a_1 & 0 \\ -\phi'(y_1)a_1(1-a_2) & \phi'(y_2)a_1a_2 \end{bmatrix},$$

(8)

where $a_i \triangleq e^{-\phi(y_i)}$. As $a_1 \to 0$, the gradient vanishes, for $J$ tends to a null matrix. Otherwise, irrespective of the value of $a_2$, the gradient will vanish only depending on the choice of $\phi$. In particular, by taking the absolute value as $\phi$ we have that the Jacobian will not vanish for $a_1 > 0$ and $(y_1, y_2) \neq (0, 0)$, thus motivating our choice of using the absolute value as $\phi$. If we consider instead the setting in HMA [32], we have that $a_2 = 0$ and $\phi'(y_i) = 1 - a_i$. It follows that the Jacobian vanishes also as $a_1 \to 1$. The conclusion is that the choice of $\phi$ plays a role in determining the amount of gradient that flows through the predicted attention and that the approach in HMA [32] is more subject to vanishing gradient issues than our proposed solution. We compare HMA and SSR quantitatively in Section 4.

To understand which parts of the image SSR attends to at each scale, we visualize generated attention maps in Fig. 4. Detailed regions are processed more effectively in larger scale images due to the higher resolution, while the prediction of lower frequency region is often better in smaller scale images due to the higher resolution, while the prediction of lower frequency region is often better in smaller scale images. SSR learns to focus on the right region for different scales and boosts the final performance.

We combine AFA-DLA with SSR to produce the final predictions. As shown in Fig. 2, AFA-DLA propagates information from different scales to the SSR module, which then generates attention masks $\alpha_i$ used to fuse the predictions $P_i$ to get our final prediction $P_\text{final}$.

**Training Details.** For fair comparison with other methods [46, 32], we reduce the number of filters from 256 to 128 in the OCR [46] module and add it after AFA-DLA to refine our final predictions. Our final model can be trained at $k$ different scales. Due to the limitation of computational resources, we use $k = 2$ for training and RMI [51] to be the primary loss function $L_\text{primary}$ for our final prediction $P_\text{final}$. We add three different types of auxiliary cross-entropy losses to stabilize the training. First, we use the generated SSR attention to fuse the auxiliary per-scale predictions from OCR, yielding $P^{\text{aux}}_{\text{ocr}}$ and the loss $L_{\text{ocr}}$. Second, we compute and sum up cross-entropy losses for each scale prediction $P_j$ yielding $L_{\text{scale}}$. Lastly, we add auxiliary segmentation heads inside AFA-DLA as in Fig. 3 (a) and have predictions for each scale. We fuse them with SSR across scales and get $P^{\text{aux}}_j$, where $1 \leq j \leq 4$. We compute the auxiliary loss for each and sum them up as $L_{\text{aux}}$. Accordingly, the total loss function is the weighted sum as

$$L_{\text{all}} \triangleq L_\text{primary} + \beta_oL_{\text{ocr}} + \beta_sL_{\text{scale}} + \beta_aL_{\text{aux}},$$

(9)

where we set $\beta_o \triangleq 0.4$, $\beta_s \triangleq 0.05$ and $\beta_a \triangleq 0.05$. We provide more details in the supplementary materials.

**4. Experiments.**

We conduct experiments on several public datasets on both semantic segmentation and boundary detection tasks, and conduct a thorough analysis with a series of ablation studies. Due to the space limit, we leave additional implementation details to our supplementary materials.

**4.1. Results on Cityscapes.**

The Cityscapes dataset [7] provides high resolution (2048 x 1024) urban street scene images and their corresponding segmentation masks. It contains 5K well annotated images for 19 classes and 20K coarsely labeled image as extra training data. Its finely annotated images are split into 2975, 500, and 1525 for training, validation and testing. We use DLA-X-102 as the backbone for AFA-DLA with a batch size of 8 and full crop size. Following [32], we train our model with auto-labeled coarse training data with 0.5 probability and otherwise use the fine labeled training set. During inference, we use multi-scale inference with [0.5, 1.0, 1.5, 1.75, 2.0] scales, image flipping, and SegFix [47] post-processing. We detail the effect of each post-processing technique in the supplementary material.

The results on the validation and test set are shown in Table 1. With only using ImageNet [8] pre-training and without using external segmentation datasets, AFA-DLA obtains 85.14 mean IoU on the Cityscapes validation set, achieving the best performance compared to other methods in the same setting. AFA-DLA outperforms the previous multi-scale attention methods and the recent methods using the Vision Transformer [10] architecture. On the Cityscapes test set, AFA-DLA also obtains competitive
Table 1. Segmentation results on Cityscapes validation and testing sets. We only compare to published methods without using extra segmentation datasets. AFA-DLA achieves the best performance on the validation set and competitive performance with the top performing method on the test set.

| Method          | mIoU (val) | mIoU (test) |
|-----------------|------------|-------------|
| DLA [45]        | 75.10      | 75.90       |
| SFNet [20]      | N/A        | 81.80       |
| DeepLabV3+ [5]  | 79.55      | 82.10       |
| DANet [12]      | 81.50      | 81.50       |
| FPT [48]        | 81.70      | 82.20       |
| Gated-SCNN [31] | 81.80      | 82.80       |
| GFF [21]        | 81.80      | 82.20       |
| SETR [29]       | 82.20      | 81.60       |
| SegFormer [37]  | 82.40      | 82.20       |
| AlignSeg [18]   | 82.40      | 82.60       |
| OCR [46]        | 82.40      | 83.00       |
| DecoupleSegNets [19] | 83.50   | **83.70**   |
| Mask2Former [6] | 84.30      | N/A         |
| **AFA-DLA (Ours)** | **85.14** | **83.58**   |

We additionally evaluate the application of AFA to other widely used segmentation models, including FCN, U-Net, and HRNet. We build the baselines on our own and use the same shorter learning schedule and smaller training crop size for all models for fair comparison in Table 3. Since we only modify the aggregation operations of each model, we can still use the original ImageNet [8] pre-training weights.

Combined with AFA, the segmentation models can each obtain at least 2.5% improvement in mIoU, with only a small computational and parameter overhead. In particular, we even lighten HRNet by replacing its concatenation in the last layer with our multiple feature fusion and still achieve 2.5% improvement. This demonstrates AFA as a lightweight module that can be readily applied to existing models for segmentation.

4.2. Results on BDD100K

BDD100K [42] is a diverse driving video dataset for multitask learning. For the semantic segmentation task, it provides 10K images with same categories as Cityscapes at 1280 x 720 resolution. The dataset consists of 7K images for training, validation, and testing. Considering the amount of training data is twice as Cityscapes, we use DLA-169 as the backbone with full image crop and 16 training batch size for 200 epochs. During inference, we use multi-scale inference with [0.5, 1.0, 1.5, 2.0] scales and image flipping.

The results on validation and test sets are shown in Table 4. AFA-DLA achieves new state-of-the-art performance on both sets despite using fewer operations and parameters when compared to the top performing methods as shown in Table 2. Our method achieves 67.46 mIoU on the validation set and is even higher than DecoupleSegNet [19], which uses Cityscapes pre-trained weights. Moreover, AFA-DLA obtains 58.47 mIoU on the test set, which outperforms all the strong official baselines.

4.3. Boundary Detection

We additionally conduct experiments on boundary detection, which involves predicting a binary segmentation mask indicating the existence of boundaries. We evaluate on two standard boundary detection datasets, NYU Depth Dataset V2 (NYUDv2) [28] and Berkeley Segmentation Data Set and Benchmarks 500 (BSDS500) [1]. For each dataset, we follow the standard data preprocessing and evaluation protocol in literature [38, 23]. Specifically, we augment each dataset by randomly flipping, scaling, and rotating each image. We evaluate using commonly used metrics, which are the F-measure at the Optimal Dataset Scale (ODS) and at 2K images for training, validation, and testing. Considering the amount of training data is twice as Cityscapes, we use DLA-169 as the backbone with full image crop and 16 training batch size for 200 epochs. During inference, we use multi-scale inference with [0.5, 1.0, 1.5, 2.0] scales and image flipping.

The results on validation and test sets are shown in Table 4. AFA-DLA achieves new state-of-the-art performances on both sets despite using fewer operations and parameters when compared to the top performing methods as shown in Table 2. Our method achieves 67.46 mIoU on the validation set and is even higher than DecoupleSegNet [19], which uses Cityscapes pre-trained weights. Moreover, AFA-DLA obtains 58.47 mIoU on the test set, which outperforms all the strong official baselines.
Table 5. Boundary detection results on NYUDv2 test set. AFA-DLA achieves the new state-of-the-art results.

| Method         | ODS  | OIS  |
|----------------|------|------|
| AMH-Net [23]  | 0.771| 0.786|
| BDCN [15]     | 0.765| 0.781|
| PiDiNet [30]  | 0.756| 0.773|
| AFA-DLA (Ours)| **0.780** | **0.792** |

Table 6. Boundary detection results on BSDS500 test set. AFA-DLA outperforms all other methods in ODS.

| Method         | ODS  | OIS  |
|----------------|------|------|
| DLA [45]       | 0.803| 0.813|
| LPCB [9]       | 0.800| 0.816|
| BDCN [15]      | 0.806| **0.826** |
| AFA-DLA (Ours) | **0.812** | **0.826** |

the Optimal Image Scale (OIS). Following [45], we also scale the boundary labels by 10 to account for the label imbalance. For simplicity, we do not consider using multiscale images during inference, so SSR is not used.

**Results on NYUDv2.** The NYUDv2 dataset contains both RGB and depth images. There are 381 training images, 414 validation images, and 654 testing images. We follow the same procedure as [38, 23, 15] and train a separate model on RGB and HHA [14] images. We evaluate using both RGB and HHA images as input by averaging each model’s output during inference. The results are shown in Table 5. AFA-DLA outperforms all other methods by a large margin and achieves state-of-the-art performances. In particular, when using both RGB and HHA as input, AFA-DLA can achieve a high score of 0.780 in ODS and 0.792 in OIS.

**Results on BSDS500.** The BSDS500 dataset contains 200 training images, 100 validation images, and 200 testing images. We follow standard practice [38] and only use boundaries annotated by three or more annotators for supervision. We do not consider augmenting the training set with additional data, so we only utilize the available data in the BSDS500 dataset. As in Table 6, AFA-DLA achieves superior performance when compared to methods only trained on the BSDS500 dataset and obtains 0.812 in ODS.

### 4.4. Ablation Experiments

In this section, we conduct several ablation studies on the Cityscapes validation set to validate each component of AFA-DLA. The main baseline model we compare to is DLA [45] with DLA-34 as backbone. All the results are listed in Table 7. We also provide visualizations in order to qualitatively evaluate our model.

**Binary Fusion.** We first evaluate our attentive binary fusion module, which can learn the importance of each input signal during fusion. Compared to using standard linear fusion operators, introducing nonlinearity and using channel attention (denoted CA) during binary fusion achieves around 1.1 mean IoU improvement. This demonstrates that more expressive aggregation can drastically improve the results. When we additionally use spatial attention (denoted SA + CA), we observe 0.6 points further improvement.

**Attention Mechanism.** We validate the design of AFA by evaluating various other strategies for computing attention. Switching the input of spatial and channel attention modules (denoted Swap) can lead to a minor improvement, but it is even worse than only using channel attention. We also apply the CBAM [36] module on top of the original DLA linear aggregation nodes to refine the aggregated features as another baseline. Finally, we concatenate both input features and use it to generate each attention (denoted Both), which requires much more computation. On the contrary, our attentive binary fusion design can achieve the best performance. This shows that the design of the aggregation node should consider the properties of the input features and AFA is the most effective.

**Auxiliary Segmentation Head.** We add several auxiliary heads into AFA-DLA to stabilize the training, which is common practice among other popular baseline models. The whole backbone can be supervised by the auxiliary losses efficiently. We see about 0.3 mIoU improvement.

**Multiple Feature Fusion.** We apply our multiple feature fusion to enable AFA-DLA to fully leverage intermediate features in the network. This gives the network more flexibility in selecting relevant features for computing the final result.
feature. By adding the multiple feature fusion module, we gain another 0.6 mIoU.

**Scale-Space Rendering.** We employ our SSR module to fuse multi-scale predictions. After applying SSR with [0.25, 0.5, 1.0, 2.0] inference scales, we gain an impressive improvement of nearly 3.7% mIoU over using only a single scale. We also compare with different multi-scale inference approaches under the same training setting. SSR gains 1.2 mIoU over standard average pooling and further outperforms hierarchical multi-scale attention [32] by nearly 0.6 mean IoU. In terms of FLOPs, HMA uses around 1433G and SSR consumes 1420G, so SSR does not require additional computational resources. Furthermore, we report validation performances of HMA and SSR at intermediate checkpoints in Table 8. The results suggest that our scale-space rendering attention can alleviate the gradient vanishing problem and boost the overall performance, while still retaining the flexibility for selecting different training and inference scales. With both AFA and SSR, we improve the DLA baseline model performance by over 6.3 mIoU.

**Attention Visualization.** To understand where our AFA fusion modules attend to, we visualize the generated attention maps for a set of input features in Fig. 5. AFA learns to attend to different regions of the input features depending on the information they contain. Binary fusion module focuses on object boundaries in shallower features $F_s$ and attends to the rest on deeper features $F_d$. Our multiple feature fusion module can perform complex selection of features by attending to different regions for each feature level. $F_1$ aggregates shallower features and thus the module attends to the boundaries, while the rest attend to objects or the background. Compared to linear fusion operations, AFA provides a more expressive way of combining features.

**Segmentation Visualization.** We take a deeper look at the semantic segmentation results on the Cityscapes produced by AFA-DLA in Fig. 6 and compare them to those produced by DLA [45]. With our AFA module, the model can better leverage spatial and channel information to better distinguish object boundaries and classify object classes.

---

**Figure 5.** Visualization of spatial attention maps $a_s$ generated by our attentive feature aggregation modules. Whiter regions denote higher attention. Compared to linear fusion operations, our AFA modules provide a more expressive way of combining features.

**Figure 6.** Comparison of predictions generated by DLA and AFA-DLA. The black pixels are ignored. AFA-DLA can better distinguish object boundaries and correctly classify object classes.

# 5. Conclusion

We propose a novel attention-based feature aggregation module combined with a new multi-scale inference mechanism to build the competitive AFA-DLA model. With spatial and channel attention mechanisms, AFA enlarges the receptive field and fuses different network layer features effectively. SSR improves existing multi-scale inference methods by being more robust towards the gradient vanishing problem. Applying all of our components, we improve the DLA baseline model performance by nearly 6.3 mean IoU on Cityscapes. When combining AFA with existing segmentation models, we found consistent improvements of at least 2.5% in mean IoU on Cityscapes, with only a small cost in computational and parameter overhead. AFA-DLA also establishes new state-of-the-art results on BDD100K and achieves the new best score on Cityscapes when not using external segmentation datasets. Moreover, for the boundary detection task, AFA-DLA obtains state-of-the-art results on NYUDv2 and BSDS500.
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