Coupling of polynomial approximations with application to a boundary meshless method
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SUMMARY

New bridging techniques are introduced to match high degree polynomials. This permits piecewise resolutions of elliptic partial differential equations (PDEs) in the framework of a boundary meshless method introduced recently. This new meshless method relies on the computation of Taylor series approximations deduced from the PDE, the shape functions being high degree polynomials. In this way, the PDE is solved quasi-exactly inside the subdomains so that only discretization of the boundary and the interfaces are needed, which leads to small size matricial problems. The bridging techniques are based on the introduction of Lagrange multipliers and a set of collocation points on the boundary and the interfaces. Several numerical applications establish that the method is robust and permits an exponential convergence with the degree.
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1. INTRODUCTION

In this paper, we improve a high-order boundary meshless method that has been recently introduced [1, 2]. The basic idea of this method is to reduce the number of unknowns by analytically solving the partial differential equation (PDE) using the technique of a Taylor series. More precisely, the solution is sought in the form of a high-order polynomial, and the number of its coefficients is reduced by vanishing the Taylor series of the PDE at a given expansion point. For instance, in the case of a second-order elliptic PDE in a 2D domain, the number of coefficients is reduced from 231 to 41 for a degree $p=20$, which is much easier to handle numerically. Next, the boundary conditions are accounted for using a least-square collocation method [3], because the pure collocation proves to be numerically unstable. For convenience, this association of a Taylor series and boundary least-square collocation will be named Taylor meshless method (TMM). It has several advantages. First, the approximate solution often converges exponentially with the degree ($p$-convergence), as in the $p$-version of the finite element method [4, 5], which can lead to very accurate solutions. Second, because of the quasi-exact solving of the interior problem, one needs only to discretize the boundary, which leads to a true boundary meshless technique. Lastly, the computation cost is much smaller.
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than with the $p$-version of the finite element method [1] because one avoids the cost of integrations, and there are many fewer unknowns.

The TMM differs significantly from other meshless methods by the type of shape functions. The most popular ones are based on moving least-square approximations [6, 7], radial functions [8, 9], or fundamental solutions [10–12]. As in the method of fundamental solutions (MFS), the shape functions of TMM are built up from the differential operator, but in MFS, they result from an analytical solution solving, which limits the choice of the considered operators. In TMM, the use of a Taylor series makes it possible to obtain quasi-exactly the particular solution and the general solution of the associated homogeneous equation. Contrary to MFS and because the PDE is solved quasi-exactly through a Taylor series, the present method remains truly a boundary technique even for non-homogeneous and nonlinear equations [13].

Taylor series may diverge, and it is not always possible to solve a boundary value problem with a single Taylor series. That is why a piecewise approach was proposed in the original paper [2]. Thus, there is a need to develop numerical methods for connecting high degree polynomials by keeping the property of exponential convergence with the degree: this is the aim of this paper.

There are many numerical bridging methods in the literature, many of them being based on Lagrange multipliers. For instance, in domain decomposition methods such as finite element tearing and interconnecting (FETI) [14–16], the exact continuity of the main unknown is enforced: when the convergence is reached, the approximation is in conformity. Over the last few decades, several non-conforming bridging procedures have been proposed, especially mortar [17] and Arlequin methods [18, 19], which rely on the introduction and the discretization of Lagrange multipliers defined on a matching zone. Within the mortar method, the continuity is enforced only in some nodes of the interface, and this continuity is understood in a mean sense in the Arlequin case. Intuitively, such weak continuity requirements seem more relevant to couple quite different functions. Nowadays, it is possible to match for instance non-conforming meshes [20, 21], 3D continua and beams or shell models [21, 22], and molecular and continuum models [23, 24]. Apparently, the coupling between several meshless approximations has not yet been studied, and the exponential convergence property with the degree ($p$-convergence) has not been discussed. For this purpose, we propose some variants of mortar and Arlequin techniques that are consistent with the framework of collocation meshless methods.

The paper is organized as follows. In Section 2, we present the boundary meshless method using Taylor series approximations and some applications showing its accuracy and cases where the method diverges in a single domain. In Sections 3–5, some new coupling techniques are developed in order to build a piecewise resolution within the presented meshless method. The coupling techniques are developed so that continuity and consistency are preserved, in some sense, along the interfaces between subdomains. The proposed piecewise techniques are based on Lagrange multipliers.

2. THE TAYLOR MESHLESS METHOD IN A SINGLE DOMAIN

2.1. Statement of the TMM

Let $\Omega$ be a bounded domain in $\mathbb{R}^2$. We consider a PDE in $\Omega$ with Dirichlet or mixed boundary conditions. The aim of the TMM is to build some Taylor series approximations of the solution of the PDE. For this purpose, the PDE is solved in its strong form by using a polynomial approximation. This operation leads to a family of equations, which makes it possible to reduce the number of unknown coefficients. To illustrate this procedure, let us consider the Laplace equation, with Dirichlet boundary condition:

$$\begin{align*}
\Delta u &= 0 \quad \text{in} \quad \Omega \\
u &= u^d \quad \text{on} \quad \partial \Omega
\end{align*}$$

(1)

The unknown function $u$ will be sought as a Taylor series $u^p$ developed at a given point $c = [c_x, c_y]$ of $\Omega$:
To illustrate this resolution technique, let us consider an order $p = 3$ and a development point $c = [0, 0]$. Then the basic approximation solution is a polynomial of degree 3 involving ten coefficients $(u_{ij})$:

$$u^P(x, y) = \sum_{n=0}^{p} \sum_{i=0}^{n} u_{n-i,i}(x - c_x)^{n-i}(y - c_y)^i$$  \hspace{1cm} (2)

Next, the residual of the Laplace operator is

$$R(x, y) = 2(u_{20} + u_{02}) + 2(3u_{30} + u_{12})x + 2(u_{21} + 3u_{03})y$$  \hspace{1cm} (4)

and it vanishes if the following conditions are satisfied:

$$\begin{cases}
u_{20} + u_{02} = 0 \\
u_{30} + u_{12} = 0 \\
u_{21} + 3u_{03} = 0
\end{cases}$$  \hspace{1cm} (5)

From these last equations, we can find three of the unknown coefficients as a function of the others. Therefore, the previous approximated form (3) can be rewritten in the following form:

$$u^P(x, y) = u_{00} + u_{10}x + u_{01}y + u_{20}(x^2 - y^2) + u_{11}xy + u_{30}(x^3 - 3xy^2) + u_{21} \left(x^2y - \frac{1}{3}y^3\right)$$  \hspace{1cm} (6)

The number of unknown coefficients is then reduced to 7. This methodology can be easily extended to any degree $p$ and to PDE with variables coefficients: in this case, one vanishes the Taylor series up to order $p - 2$. For any degree $p$, the number of unknown coefficients goes from $(p + 1)(p + 2)/2$ to $2p + 1$, after resolution of the PDE in its strong form.

The remaining coefficients, $\{v\} = \{u_{00}, u_{10}, u_{01}, u_{20}, u_{11}, u_{30}, u_{21}\}$ in the case of the approximation (6), will be found by applying boundary conditions. For this purpose, a least-square method combined with collocation method is used [2]. This technique has been suggested by Zhang et al. [3]. A set of $M$ collocation points $x_j$ is chosen on the boundary of the domain, and one minimizes the error between the approximate value and the given value of $u$ in these points. It comes to minimize the function

$$J(v) = \frac{1}{2} \sum_{j=1}^{M} \left|u^P(x_j) - u^d(x_j)\right|^2$$  \hspace{1cm} (7)

This minimization leads to a linear system $[K]\{v\} = \{F\}$, where $[K]$ is an invertible matrix. Solving this system gives the vector $\{v\}$ and therefore the approximate solution of the problem (1).

2.2. An application with $p$-convergence

Let us consider a Laplace problem in a disk:

$$\begin{cases}
-\Delta u = 0 & \text{in } \Omega = \{(x, y)/x^2 + y^2 \leq 1\} \\
u(x) = \frac{x - x_0}{(x-x_0)^2 + (y-y_0)^2} & \text{on } \partial \Omega
\end{cases}$$  \hspace{1cm} (8)

The exact solution of this problem is $u(x) = (x - x_0)/[(x - x_0)^2 + (y - y_0)^2]$. This solution has a singularity at $X_0 = [x_0, y_0]$.

The solution of this problem by using TMM has been previously discussed in past papers [2, 25]. For instance, in [25], it has been compared with the finite element method: while a given accuracy
is obtained by the TMM with 90 degrees of freedom (DOFs), the same quality of solution requires at least 5000 DOFs with the best finite elements.

The numerical solution obtained by TMM depends on two parameters: the degree \( p \) of the polynomials and the number of collocation points \( M \). It has been established in [1, 2] that this procedure is robust with respect to the number of collocation points provided that it is large enough. For completeness, the influence of the number of collocation points has been illustrated in Figure 1 in the case \( X_0 = [2, 0.3] \) for three values of the degree \( p = 5, p = 10, \) and \( p = 20 \). The maximal error decreases with \( M \) until an optimal number where it becomes stable, as represented by the plateau on the graph. This optimal number is a little higher than \( 2p \). To be safe, we shall choose \( M = 4p \) as recommended in [2, 25].

The \( p \)-convergence is illustrated in Figure 1 and Table I. It can be seen that it is possible to obtain a very accurate result by increasing the degree and that one converges exponentially by increasing the degree. This means that the method naturally satisfies the consistency condition with an arbitrarily large degree of convergence, in the same way as in the \( p \)-version of finite elements [4]. If the solution is a polynomial, the method provides the exact values with an infinitesimal margin of error (see, for instance, Figure 1-a of [26]). This is not surprising for a method based on Taylor series. Of course, a little care is needed to obtain a robust procedure within this meshless framework. The rate of convergence depends on the studied problem: in this case, the convergence is faster if the singularity is far away from the domain.

2.3. An application with boundary layers

Let us now consider the following problem in a rectangle:

\[
\begin{align*}
-\Delta u + u &= 0 \quad \text{in} \quad \Omega = \{(x, y)/ -30 \leq x \leq 30 \text{ and } 0 \leq y \leq 4\} \\
n(x, 0) &= u(x, 4) = 0 \\
n(\pm 30, y) &= \sin \left( \frac{\pi}{4} y \right) 
\end{align*}
\]

(9)

Figure 1. The influence of the number of boundary collocation points on the convergence.

Table I. Logarithm of the relative error for the Laplace problem (8) with two different positions of the singularity.

| \( X_0 = [2, 0.3] \) | \( p = 5 \) | \( p = 10 \) | \( p = 15 \) | \( p = 20 \) | \( p = 40 \) | \( p = 60 \) |
|----------------------|----------|----------|----------|----------|----------|----------|
| \( X_0 = [2, 0.3] \) | -1.8781  | -3.3457  | -4.9492  | -6.4344  | -12.5522 | -14.9132 |
| \( X_0 = [1.2, 0.3] \) | 0.0529   | -0.5184  | -0.9204  | -1.3623  | -3.2096  | -5.0606  |

Throughout the paper, the error is the difference between exact and approximate solutions, divided by the maximum value of the solution.
The analytical solution of this problem is given by

\[ u(x, y) = \frac{\cosh \left( x \sqrt{1 + \frac{\pi^2}{16}} \right)}{\cosh \left( 30 \sqrt{1 + \frac{\pi^2}{16}} \right)} \sin \left( \frac{\pi}{4} y \right) \] (10)

This problem is solved by the TMM with a development point at \( c = [0, 0] \) and various approximation degrees \( p \). Figure 2 presents the analytical and exact solutions along the line \( y = 1.5 \) for the degree \( p = 15 \). The graph shows that the approximate solution coincides with the exact solution in the center of the domain, but when approaching the edge, the error increases. This is due to the effect of boundary layers that are pronounced in this case.

Nevertheless, one can obtain an accurate solution in this way (error less than \( 10^{-4} \)) with a degree \( p = 60 \), but one may be asked whether a better approach would be a splitting of the domain into several subdomains.

2.4. An application with a divergence in the whole domain

We now propose to solve the following the Poisson problem:

\[
\begin{aligned}
-\Delta u &= -\frac{4}{(x^2+y^2)^2} \quad \text{in } \Omega \\
%\mathrm{Dirichlet} \\
u(x) &= u^d(x) \quad \text{on } \Gamma_d \\
%\mathrm{Neumann} \\
\frac{\partial u}{\partial n}(x) &= g(x) \quad \text{on } \Gamma_n
\end{aligned}
\] (11)

The domain is a crown \( \Omega = \{(x,y)/r_1^2 \leq x^2 + y^2 \leq r_2^2 \} \), with \( r_1 = 0.8 \) and \( r_2 = 1 \) or a sector of this crown. The discretization for the application of the boundary conditions is made as shown in Figure 3.

The Dirichlet and Neumann data are chosen in such a way that the exact solution is

\[ u(x, y) = \frac{1}{x^2 + y^2} \] (12)

This solution presents a singularity at the center of the crown \( X_0 = [0, 0] \). Contrary to the previous problems, the singularity is included in the convex hull of the domain. For this problem, we have mixed boundary conditions. The boundary least-square cost function is rewritten in the form

\[
J(v) = \frac{1}{2} \sum_{j=1}^{M} \alpha \left( |u^p(X_j) - u^d(X_j)|^2 \right) + \beta \left( \left| \frac{\partial u^p}{\partial n}(X_j) - g(X_j) \right|^2 \right)
\] (13)
This new formulation presents a contribution for Dirichlet-type conditions and a contribution for Neumann-type conditions. The weight of each contribution is managed by the constants $\alpha$ and $\beta$. Many investigations have been made to discuss the influence of these constants on the convergence. The results showed that they have little influence except for very large or very small values. So in our work, we fixed $\alpha = \beta = 1$.

This problem has been solved in the whole crown with TMM by choosing various development points and various degrees: the results were always completely wrong. This observed divergence is not a surprise. Indeed, suppose that the domain of convergence is a disk limited by the first singularity. Then it is not possible to cover the whole domain with a single disk avoiding the singularity $X_0 = [0, 0]$ (Figure 4).

Next, the problem (11) has been solved in a sector with Dirichlet boundary conditions on the arcs and Neumann conditions along the radii (Figure 3). The development point is chosen at the center of the sector. The obtained results are presented in Table II: one sees that the algorithm converges very rapidly with the degree if the angle is lower than $\pi/2$.

In summary, these three applications (Laplace problem, problem (9), and Poisson problem) have shown that the TMM is a very accurate method, but in some cases, the resolution in the whole domain converges slowly (problem (8)) or diverges (Poisson problem (11)). However, a good degree of accuracy is easily obtained on a part of the domain. Then in the case of a complex domain or of a solution with singularities near the domain, it is necessary to split the domain into several subdomains and to apply the TMM in each subdomain. A question then arises: how can the continuity of the built series at the interfaces between the subdomains be ensured?
Table II. The maximal error of the Poisson problem (11) with different domains (whole crown or a part of the crown).

| Domain   | log(maximal error) $p = 10$ | log(maximal error) $p = 20$ |
|----------|-------------------------------|-------------------------------|
| Crown    | 3.8028                        | 6.6711                        |
| 1/2 Crown| 0.8691                        | 2.3435                        |
| 1/4 Crown| $-2.1389$                     | $-3.0064$                     |
| 1/6 Crown| $-3.6026$                     | $-6.5307$                     |
| 1/8 Crown| $-4.6345$                     | $-9.3923$                     |

3. COUPLINGS BY COLLOCATION

3.1. Generalities

Let us consider an elliptic equation in a domain $\Omega$

\[
\begin{cases}
  Lu = f & \text{in } \Omega \\
  u(\chi) = u^d(\chi) & \text{on } \partial\Omega
\end{cases}
\]  

where $L$ is a second-order differential operator. In order to make a piecewise resolution, an interface ($\Gamma^r$) is introduced by splitting the domain $\Omega$ into two subdomains $\Omega^1$ and $\Omega^2$. For simplicity, we only present Dirichlet conditions, but other boundary conditions have been considered in previous papers [25, 26]. A scheme of the coupling method is shown in Figure 5. The coupling techniques proposed here can be easily extended for any number of subdomains.

Therefore, solving problem (14) is equivalent to solving the following problems:

\[
\begin{cases}
  Lu^1 = f & \text{in } \Omega^1 \\
  u^1(\chi) = u^d(\chi) & \text{on } \Gamma^1
\end{cases}
\]

\[
\begin{cases}
  Lu^2 = f & \text{in } \Omega^2 \\
  u^2(\chi) = u^d(\chi) & \text{on } \Gamma^2
\end{cases}
\]

with transmission conditions along the interface:

\[
\begin{align*}
  u^1(\chi) &= u^2(\chi) \\
  \frac{\partial u^1}{\partial n}(\chi) &= \frac{\partial u^2}{\partial n}(\chi)
\end{align*}
\]  

where $\Gamma^1 = \partial \Omega^1 \cap \partial \Omega$, $\Gamma^2 = \partial \Omega^2 \cap \partial \Omega$ and $\Gamma^r = \partial \Omega^1 \cap \partial \Omega^2$.

With the initial formulation of the TMM, it is possible to build polynomial shape functions for problems (15). Indeed, vanishing the coefficients of the Taylor series of the residual of these problems leads to two families of shape functions $P^1_k(\chi)$ and $P^2_k(\chi)$ such that

\[
\begin{align*}
  u^1(\chi) &= P^1_0 + \sum_{k} P^1_k(\chi)v^{(1)}_k \\
  u^2(\chi) &= P^2_0 + \sum_{k} P^2_k(\chi)v^{(2)}_k
\end{align*}
\]  

Figure 5. Representation of the continuous and discretized problems for the resolution with two subdomains $\Omega^1$ and $\Omega^2$. The discretization introduces two types of nodes: the nodes on boundary $\Gamma^1$ and $\Gamma^2$ where the boundary conditions are accounted for and the collocation nodes on interface $\Gamma^r$ where the transmission conditions are ensured.
The variables \( \{v^{(1)}\} \) and \( \{v^{(2)}\} \) will be found by applying the boundary conditions and the transmission conditions at the interface (16).

The discretization of the domain then generates two types of nodes (Figure 5):

- nodes on the external boundaries \( \Gamma^1 \) and \( \Gamma^2 \) where boundary conditions will be applied;
- nodes at the interface \( \Gamma^\circ \) where the transmission conditions will be applied by using a coupling technique.

The boundary conditions are applied by using a least-square method as shown in the previous section. Thus, a set of nodes is chosen on each sub-boundary:

- A set of \( M_1 \) collocation nodes is chosen on the boundary \( \Gamma^1 \). On these nodes, the boundary conditions on \( \Gamma^1 \) are applied.
- A set of \( M_2 \) collocation nodes is chosen on the boundary \( \Gamma^2 \). On these nodes, the boundary conditions on \( \Gamma^2 \) are applied.

Then the functions accounting for boundary conditions are

\[
J_1(v^{(1)}) = \frac{1}{2} \sum_{j_1=1}^{M_1} P_0^1(\xi_{j_1}) + \sum_{i=1}^{2p_1+1} P_i^1(\xi_{j_1}) v_i^1 - u^d(\xi_{j_1})^2 \\
J_2(v^{(2)}) = \frac{1}{2} \sum_{j_2=1}^{M_2} P_0^2(\xi_{j_2}) + \sum_{i=1}^{2p_2+1} P_i^2(\xi_{j_2}) v_i^2 - u^d(\xi_{j_2})^2
\]

(18)

In this paper, we are interested in the formulation of numerical techniques to ensure transmission conditions.

3.2. Discretization of the interface problem by least-square collocation

In [1], it was proposed that transmission conditions be ensured using the least-square method. For this purpose, a set of \( M_r \) collocation points is chosen on the interface, and the application of transmission conditions would be satisfied in a mean sense via the following coupling function:

\[
c(v^{(1)}, v^{(2)}) = \frac{1}{2} \sum_{j_r=1}^{M_r} \left[ \alpha \left| u^1(\xi_{j_r}) - u^2(\xi_{j_r}) \right|^2 + \beta \left| \frac{\partial u^1}{\partial n}(\xi_{j_r}) - \frac{\partial u^2}{\partial n}(\xi_{j_r}) \right|^2 \right]
\]

(19)

As for the boundary least-square function for mixed conditions, in the function \( c \), two constants \( \alpha \) and \( \beta \) have been introduced. Studies have been carried out on the influence of these constants. The results have shown that we can fix \( \alpha = \beta = 1 \).

Then for the whole problem (14), search the variables \( \{v^{(1)}\} \) and \( \{v^{(2)}\} \) equivalent to minimizing the following function:

\[
J(v^{(1)}, v^{(2)}) = J_1(v^{(1)}) + J_2(v^{(2)}) + c(v^{(1)}, v^{(2)})
\]

(20)

The minimization of the function \( J \) leads to a linear symmetric and invertible system \( [K][V] = [F] \) to solve for the vectors \( \{v^{(1)}\} \) and \( \{v^{(2)}\} \).

Nevertheless, according to several numerical applications in [1, 2], this procedure does not seem very robust, and it seems difficult to obtain a very high accuracy by increasing the degree. That is why two alternative techniques will be presented in the next sections.

4. COUPLING BY LAGRANGE MULTIPLIERS

4.1. Statement of a coupling method by Lagrange multipliers

The basic idea of this new procedure is to consider the transmission conditions as constraints in an optimization problem. We minimize the function \( L = J_1 + J_2 \) introduced to account for the boundary conditions. Two sets of collocation points were introduced as in Section 3:

\[
\begin{align*}
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• $M_1$ (respectively $M_2$) collocation nodes on $\Gamma^1$ (respectively $\Gamma^2$) for the boundary conditions.

• $M_r$ collocation nodes on $\Gamma^r$ for the transmission conditions.

Then the discretized version of the optimization problem can be formulated as

Minimize $L(v^{(1)}, v^{(2)}) = J_1(v^{(1)}) + J_2(v^{(2)})$

with constraints

$$\psi_j(v^{(1)}, v^{(2)}) = u^1(\xi_j) - u^2(\xi_j) = 0 \quad \forall \xi_j \in \Gamma^r$$

(21)

According to the ‘Lagrange multiplier technique’, $(v^{(1)}, v^{(2)})$ is the solution of the problem (21) if and only if there are a couple of vectors $(\lambda^1, \lambda^2)$ such that the 4-uplet $(v^{(1)}, v^{(2)}, \lambda^1, \lambda^2)$ is a stationary point of the function:

$$J(v^{(1)}, v^{(2)}, \lambda^1, \lambda^2) = J_1(v^{(1)}) + J_2(v^{(2)}) + c(v^{(1)}, v^{(2)}, \lambda^1, \lambda^2)$$

(22)

where $c$ is the coupling function defined by

$$c(v^{(1)}, v^{(2)}, \lambda^1, \lambda^2) = \sum_{j=1}^{M_r} \left[ \lambda_j^1 \psi_j(v^{(1)}, v^{(2)}) + \lambda_j^2 \psi_j^2(v^{(1)}, v^{(2)}) \right]$$

(23)

Setting $\Lambda = \langle \lambda_1, \lambda_2 \rangle$, the stationary points of the function $J$ are solutions of a linear system in the form

$$\begin{bmatrix} K_1 & 0 & C_1^T \\ 0 & K_2 & -C_2^T \\ C_1 & -C_2 & 0 \end{bmatrix} \begin{bmatrix} v^1 \\ v^2 \\ \Lambda \end{bmatrix} = \begin{bmatrix} F_1 \\ F_2 \\ 0 \end{bmatrix}$$

(24)

The continuity at the interface is enforced only at the collocation points: as the approximation is not conforming, there is no perfect continuity along the interface.

4.2. Application to Laplace equation in a disk

Let us consider the Laplace problem (8), with a singularity at $[1.5, 0]$. The domain is subdivided in two parts as shown in Figure 6. Each collocation point $(\xi_j)$ on the interface is associated to two Lagrange multipliers $(\lambda_j^1$ and $\lambda_j^2)$. The solving parameters are

• the approximation degrees in the subdomains ($p_1$ and $p_2$),

• the number of collocation nodes on the boundary of each subdomain ($M_1$ and $M_2$),

• the number of collocation nodes on the interface ($M_r$).

We present the error on the inner circle of radius $r = 0.8$. This circle encounters the interface at $\theta = \pi/2$ and $\theta = 3\pi/2$. Figure 7 presents the analytical solution and the exact solution for approximation degree $p_1 = p_2 = 10$ and $M_r = 10$ collocation points, that is, 20 Lagrange multipliers. This figure shows a good correspondence between the exact and approximate solutions. Thus, the transmission conditions have been well accounted for. It is also possible to see that the piecewise resolution does not introduce additional errors: we find an error of $3 \times 10^{-3}$ as in the resolution in a single domain.

We are now interested in the influence of the number of coupling nodes ($M_r$) on the quality of the solution. It defines the quality of the information transmitted along the interface. Indeed, it is
directly related to the number of continuity equations written at the interface (21). Moreover, this number defines the number of DOFs \( N_2 \) introduced by the coupling.

Table III presents the error for several approximation degrees and for different collocation points \( M_r \). This table shows that a minimum number of points of collocation are needed to obtain a good convergence. An optimal convergence is obtained for a number of Lagrange multipliers around \( N_2 = 2p \). From this value, the convergence is stabilized by increasing the number of Lagrange multipliers. This proves the robustness of the Lagrange multiplier technique as a coupling method. Furthermore, the table shows a \( p \)-convergence as in the case of resolution in a single domain: the convergence is rapidly improved by increasing the degree.

The optimal number of boundary collocation points had been previously discussed [2]: a choice \( M_1 \equiv 2 \times p, M_2 \equiv 2 \times p \) will be sufficient. Beyond this limit, the error is stable, which establishes the robustness of the procedure.

4.3. Coupling polynomials with different degrees

Here, we are interested in the behavior of the coupling technique in the case where the polynomials on both sides of the interface have different degrees. We consider the preceding problem by choosing two different degrees \( p_1, p_2 \) in the subdomains \( \Omega^1 \) and \( \Omega^2 \). The development points of the
Table III. Laplace problem (8) split in two subdomains.

| Degree | $M_1 - M_r - M_2$ | $N_\lambda$ | log(maximal error) |
|--------|-------------------|-------------|--------------------|
| $p = 4$ | 10–2–10           | 4           | -0.1592            |
|        | 10–4–10           | 8           | -1.1002            |
|        | 10–6–10           | 12          | -0.9847            |
| $p = 10$ | 20–6–20          | 12          | -1.7369            |
|         | 20–8–20           | 16          | -2.4695            |
|         | 20–10–20          | 20          | -2.6641            |
|         | 20–12–20          | 24          | -2.5460            |
|         | 20–14–20          | 28          | -2.5460            |
|         | 20–20–20          | 40          | -2.5460            |
| $p = 20$ | 40–12–40         | 24          | -2.9640            |
|         | 20–16–20          | 32          | -4.4692            |
|         | 20–18–20          | 36          | -5.2678            |
|         | 40–20–40          | 40          | -5.1621            |
|         | 40–22–40          | 44          | -5.1009            |
|         | 40–24–40          | 48          | -5.1008            |
|         | 20–30–20          | 60          | -5.0993            |

Influence of the number of the Lagrange multipliers $N_\lambda$.

Table IV. Laplace problem (8) split in two subdomains.

| $p_1$ | $p_2$ | $N_\lambda$ | $M_r$ | log(maximal error) |
|-------|-------|-------------|-------|--------------------|
| 5     | 15    | 12          | 6     | -2.17              |
| 7     | 15    | 16          | 8     | -3.47              |
| 8     | 15    | 16          | 8     | -3.29              |
| 9     | 15    | 16          | 8     | -2.88              |
|       |       | 20          | 10    | -3.79              |
|       |       | 24          | 12    | -3.67              |
| 12    | 15    | 24          | 12    | -4.55              |
|       |       | 28          | 14    | -4.32              |
| 15    | 15    | 28          | 14    | -4.42              |
|       |       | 32          | 16    | -4.18              |
| Single zone $p = 15$ | | | | -2.70 |

Coupling polynomials with different degrees by Lagrange multipliers method.

approximate series are chosen at $c_1 = [-0.5, 0]$ for the subdomain on the left side and at $c_2 = [0, 0]$ for the right one (Figure 6). The second development point has been chosen far from the singularity.

The results obtained after this resolution are presented in Table IV. This shows that the convergence is good even in cases where the degrees of the polynomials on both sides of the interface are very different. In any case, a correct accuracy has been obtained, which establishes the robustness of the method. Especially, good results have been found with various degrees in the left part of the domain ($5 \leq p_1 \leq 15$). It is also not very sensitive with respect to the number of multipliers $N_\lambda$, provided that $N_\lambda$ is larger than $2p_1$.

A comparison with the solution obtained with a single domain resolution shows that the piecewise resolutions generally improve the convergence.

However, the subdomain resolutions introduce more DOFs than the single domain resolution. In a single domain resolution, for an approximation degree $p$, the number of DOFs is $2p + 1$. For the subdomain resolutions, there are (1) the DOFs of the TMM in each subdomain ($2p_i + 1$) and (2) the DOFs introduced by the matching, which, in this case, is the number of Lagrange multipliers $N_\lambda$. 
4.4. Application to Poisson equation in a crown

To illustrate the interest of the piecewise resolution, we are now looking at the Poisson problem in a crown \((0.8 \leq r \leq 1)\) (11) using TMM coupled with the Lagrange multiplier technique. To obtain a convergent algorithm, we split the crown into several sectors (Figure 8), and a resolution of the Poisson equation is made in each sector. In each sector, the development point of the approximate series \((c_i)\) has been chosen in the middle of the outer arc.

Figure 9 presents the maximal error with respect to the number of subdomains. On each interface, we have chosen \(p/2\) collocation points. This is equivalent to \(p\) Lagrange multipliers, that is, \(p\) transmission equations. This result shows that the convergence is improved by increasing the number of subdomains. The error is about \(10^{-2}\) for 4 subdomains, and it decreases to \(10^{-7}\) for 10 subdomains. This confirms that the speed of convergence is related to the size of the subdomains and to the distance between point of development and first singularity. Indeed, by splitting the domain, one builds several Taylor series with domains of convergence, which widely cover the subdomains.

The convergence with the degree is now investigated by fixing the number of subdomains to 6 and increasing the approximation degree. The results are presented in Figure 10. This shows that the convergence is improved by increasing the degree until a value \(p = 20\), where it becomes stationary, but with a very good degree of accuracy. Such a plateau is due to numerical noise related to the accuracy limit of the computer.

In summary, we have built a coupling technique, which makes it possible to maintain the exponential convergence in the case of piecewise resolution. Nevertheless, in the proposed technique, the
number of DOFs introduced by the coupling is directly related to the number of collocation nodes chosen at the interface. For instance, with two subdomains and a common degree $p$, the numerical experiments suggest a number of multipliers about $2p$. In the next part, an alternative coupling technique is presented with a view to reducing the number of multipliers.

5. COUPLING BY AN ARLEQUIN-TYPE METHOD

5.1. Outline of Arlequin method

The Arlequin method is a multi-scale technique that consists in the superposition of numerical models of different nature. It was initiated by Ben Dhia [18] in 1998. Since then, many studies have been carried out on this method to prove its accuracy and efficiency [19, 20, 22, 24].

The original formulation of the Arlequin method uses the weak form of the PDE. To keep the spirit of the TMM, we propose adapting the Arlequin formulation to a discrete distribution of nodes. First, we recall the original formulation of the Arlequin method, and next, we will present how it has been adapted to the TMM.

The Arlequin method can be applied to a problem with several subdomains. Here, for simplicity, let us consider a domain $\Omega$ split into two subdomains $\Omega^1$ and $\Omega^2$ (Figure 5). Let us assume that these two subdomains have a nonempty intersection $S = \Omega^1 \cap \Omega^2$. As the Arlequin method is a multi-scale method, it is assumed that the two areas are discretized differently. To illustrate, let us consider a Poisson problem:

$$
\begin{align*}
-\Delta u &= f & \text{in } \Omega \\
u &= u^d & \text{on } \partial \Omega
\end{align*}
$$

(25)

Let $W_1$ and $W_2$ be the space of kinematically admissible displacement fields associated respectively to $\Omega^1$ and $\Omega^2$. From the weak formulation of the PDE, the Arlequin method is formulated as follows:

$$
\begin{align*}
\text{Find } (u_1, u_2, \lambda) & \in W_1 \times W_2 \times M \\
\int_{\Omega^1} \alpha_1 \nabla u_1 \cdot \nabla v_1 d\Omega + c(\lambda, v_1) &= \int_{\Omega^1} \alpha_1 f \cdot v_1 d\Omega, & \forall \ v_1 \in W_1 \\
\int_{\Omega^2} \alpha_2 \nabla u_2 \cdot \nabla v_2 d\Omega - c(\lambda, v_2) &= \int_{\Omega^2} \alpha_2 f \cdot v_2 d\Omega, & \forall \ v_2 \in W_2 \\
c(\mu, u_1 - u_2) &= 0 & \forall \ \mu \in M
\end{align*}
$$

(26)

where the non-negative weighting coefficients $\alpha_1$ and $\alpha_2$ satisfy

$$
\begin{align*}
\alpha_1(x) + \alpha_2(x) &= 1 & \forall x & \text{in } \Omega \\
\alpha_i &= 0 & \text{in } \Omega \setminus \Omega^i 
\end{align*}
$$

(27)
The matching operator \( c(\lambda, \nu) \) is defined on the matching area \( S \) and is often chosen as

\[
c(\lambda, \mu) = \int_S (\lambda, \mu + l^2 \nabla \lambda, \nabla \mu) \, d\Omega, \quad \forall \ (\lambda, \mu) \in M^2
\]  

(28)

where \( M \) is the set of admissible functions on \( S \) and \( l \) is a characteristic length. This matching operator is referred as \( H^1 \) coupling. There are other ways to define this operator, for instance, the \( L^2 \) type operator. Bauman \textit{et al.} [23] have presented a detailed description of the mathematical properties of the Arlequin method associated with various types of coupling operators.

5.2. A new coupling method by collocation

To keep the spirit of Arlequin method, the matching zone, which was a curve in Sections 3 and 4, is replaced by a surface as shown in Figure 11. Let us choose \( M_r \) collocation nodes in this area. The new matching function inspired by the Arlequin method with respect to the discrete distribution of nodes is defined by

\[
c(\lambda, u) = \sum_{i=1}^{M_r} \left( \lambda \left( \chi_j \right) u \left( \chi_j \right) + l^2 \nabla \lambda \left( \chi_j \right) \nabla u \left( \chi_j \right) \right)
\]  

(29)

where \( \chi_j \) are the collocation points chosen on the matching zone.

The function \( \lambda(x) \) is discretized by radial functions, and this introduces discrete Lagrange multipliers \( \lambda_1^j, \lambda_2^j \):

\[
\lambda(x) = \sum_{j=1}^{N_\lambda} \left( \lambda_1^j \Phi_1^j(x) + \lambda_2^j \Phi_2^j(x) \right)
\]

\[
\Phi_1^j(x) = \exp \left( -\frac{|x - \chi_j|^2}{d^2} \right) \quad \text{and} \quad \Phi_2^j(x) = (x - \chi_j) \cdot n \exp \left( -\frac{|x - \chi_j|^2}{d^2} \right)
\]  

(30)

where \( d \) represents the radius of influence of the shape functions \( \Phi_i \).

Thus, in the matching zone, there are two types of nodes (Figure 11):

- \( M_r \) collocation points, where the transmission conditions are satisfied in a mean sense.

Figure 11. Discretization of the matching area. This zone is a surface intersecting the two subdomains. It is discretized by two types of points: the collocation points and the centers of the radial functions.
• \( N_\lambda \) points, which are related to discrete Lagrange multipliers (center of the radial functions). Around each of these nodes, the transmission conditions are ensured in an average way, on all the collocation points inside the disk of radius \( d \).

Hence, solving the Laplace problem in the domain \( \Omega \) is equivalent to finding \((v^{(1)}, v^{(2)}, \Lambda^1, \Lambda^1)\) such that the following function \( L \) is stationary:

\[
L \left( v^{(1)}, v^{(2)}, \Lambda^1, \Lambda^1 \right) = J_1 \left( v^{(1)} \right) + J_2 \left( v^{(2)} \right) + c \left( \Lambda^1, \Lambda^2, u^1 - u^2 \right)
\]  

(31)

where \( u^i(x) \) is the approximate solution in the area \( \Omega^i \):

\[
u^i(x) = p_0^i + \sum_k P_k^i(x) v_k^i
\]

(32)

and \( J_i \) is the least-square function for boundary conditions:

\[
J_i (v^i) = \frac{1}{2} \sum_{x^i_j \in \partial \Omega^i} \left( P_0^i (x^i_j) + \sum_{k=1}^{2p_i+1} P_k^i (x^i_j) v_k^i - u^d (x^i_j) \right)^2
\]

(33)

Setting \( \Lambda = \langle \Lambda_1, \Lambda_2 \rangle \), the minimization of the function \( L \) leads to a linear system in the same form as in Section 4 (24).

5.3. Application to Laplace equation in a disk

Let us consider the Laplace problem (8). Here, we solve this problem in a piecewise way by using the coupled technique TMM–Arlequin. The domain is split into two areas separated by the line \( x = 0 \). To conform with the Arlequin spirit, this line interface has been extended to a surface in which the transmission conditions will be applied. The chosen matching zone is a rectangle of length \( 2R \) and of width \( 2h \) (Figure 12), and we shall discuss the influence of this length \( h \), as well as of the degree \( p \) and the radius of influence \( d \). In each subdomain, the TMM is applied, and the boundary is discretized as shown in Figure 12.

We first investigated the influence of the area of the coupling zone on the quality of convergence. The results are presented in Table V. These results are obtained with the following parameters: \( p_1 = p_2 = p, M_1 = M_2 = 4p, M_r = 4p \), and \( N_\lambda = p \). This problem leads to accurate results with an error about \( 10^{-3} \) for degree \( p = 10 \). The results show that the value of the parameter \( h \) (width of the matching zone) has no effect on the accuracy of the method. The error is the same if the matching zone is a surface or a curve. Therefore, in the following, the matching zone will be reduced to a
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Figure 12. Discretization of the unit disk in two subdomains by Arlequin-collocation method.
Table V. Laplace problem (8) in two subdomains solved by the Arlequin-collocation technique.

| h  | d  | log(Emax) p = 10 | log(Emax) p = 20 |
|----|----|-----------------|-----------------|
| 0.3| 0.5| -2.8173         | -4.7552         |
| 0.4| 0.5| -2.8339         | -4.9001         |
| 0.2| 0.6| -2.7004         | -4.7628         |
| 0.1| 0.6| -2.6117         | -4.7522         |
| 0.2| 0.5| -2.8173         | -4.7552         |
| 0.4| 0.5| -2.8339         | -4.9001         |
| 0.2| 0.6| -2.7004         | -4.7628         |
| 0.1| 0.6| -2.6117         | -4.7522         |
| 0  | 0.5| -2.8173         | -4.7552         |
| 0.4| 0.5| -2.8339         | -4.9001         |
| 0.2| 0.6| -2.7004         | -4.7628         |
| 0.1| 0.6| -2.6117         | -4.7522         |

Sensitivity of the algorithm to parameters $h$, $d$, and $p$.

line ($h = 0$). Table V shows also the effect of the parameter $d$ on the convergence. Let us remember that the parameter $d$ is the radius of zones of influence around each Lagrange multiplier node. The results show that this parameter does not have a significant influence on the convergence.

5.4. Coupling polynomials with different degrees by Arlequin method

Let us consider again the Laplace problem with a singularity at $[1.5, 0]$. Here, we solve this problem by using the coupling technique TMM–Arlequin. The results are presented in Table VI. These results are similar to those of Table IV obtained by using the Lagrange multiplier coupling technique. A comparison with the solution obtained by a single domain resolution shows that the piecewise resolution improves the convergence. Furthermore, the subdomain resolution makes it possible to use different approximations on each subdomain. The accuracy obtained in single resolution for degree $p = 15$ is recovered with two subdomains by making an approximation of degree $p = 5$ in the subdomain at the left side and an approximation of degree $p = 15$ in the subdomain near the singularity.

Table VI. Laplace problem (8).

| $p_1$ | $p_2$ | $N_\lambda$ | $M_r$ | log(maximal error) |
|-------|-------|-------------|-------|-------------------|
| 3     | 15    | 6           | 10    | -1.76             |
| 4     | 15    | 6           | 10    | -1.95             |
| 5     | 15    | 6           | 10    | -2.13             |
| 6     | 15    | 6           | 10    | -2.22             |
| 7     | 15    | 6           | 10    | -2.20             |
|       |       | 7           | 15    | -2.45             |
| 8     | 15    | 7           | 15    | -2.35             |
|       |       | 8           | 15    | -2.32             |
| 9     | 15    | 7           | 15    | -2.10             |
|       |       | 9           | 15    | -3.63             |
| 10    | 15    | 10          | 18    | -3.97             |
| 12    | 15    | 12          | 20    | -3.42             |
|       |       | 15          | 15    | -4.37             |
| 15    | 15    | 15          | 20    | -4.37             |
|       |       | 15          | 30    | -4.37             |

Coupling two different polynomials by Arlequin-collocation method.
However, a comparison of Tables IV and VI shows that, in the Arlequin method, the number of needed Lagrange multipliers $N_\lambda$ is much smaller than in the Lagrange multipliers technique to obtain about the same accuracy. Thus, the Arlequin method reduces the number of DOFs while keeping a good convergence.

5.5. Application of Arlequin method to the Poisson problem

The last application of the Arlequin method will concern the Poisson equation in a crown with a singularity at the center of the crown (11). In the second section, it was shown that this problem diverges when solving in the whole domain and that a good convergence is obtained on a part of the crown. Here, the crown is split into several subdomains (Figure 8), and the Arlequin-collocation method is used to ensure transmission conditions at the interfaces.

The results are similar to the previous results when using the Lagrange multipliers. Figure 13 presents the error with respect to the number of subdomains considered for a degree $p = 10$ (with $N_\lambda = M_r = 10$), and Figure 14 presents the error with respect to the approximation degree for six subdomains. From these two figures, one notices that the Arlequin-collocation method ensures the transmission conditions at the interface and that the $p$-convergence is obtained as for the same problem in a sector.

In summary, from these last sections about the application of the Arlequin-collocation method, we can say that the Arlequin-collocation technique ensures transmission conditions as well as the Lagrange multipliers method. However, the Arlequin-collocation method has the advantage to need fewer DOFs than the Lagrange multiplier method. With the Lagrange multipliers and a degree $p = 20$, we need about $N_\lambda = 2 \times 20$ DOFs for the interface, while $N_\lambda = 20$ will be sufficient with the Arlequin-collocation method. Thus, the latter method permits us to reduce the number of
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**Figure 13.** A piecewise resolution of the Poisson problem in the crown (11) with the Arlequin-collocation technique. Influence of the number of subdomains on the convergence with $p = 10$ in each subdomain.

![Figure 14](image2.png)

**Figure 14.** A piecewise resolution of the Poisson problem in the crown (11) with the Arlequin-collocation technique. $p$-convergence for six subdomains.
DOFs from about $p = 20$ (i.e., 102 instead of 122). We have just established a first bridging technique of Arlequin type in a meshless framework. It is efficient and permits the reduction of the number of DOFs for the multiplier, as compared with the method in Section 4. There are likely many alternatives to discretize the multiplier, especially by radial functions (cubic splines, etc).

6. CONCLUSION

Two bridging techniques have been proposed to link high-order polynomial approximations, in the framework of a new discretization method named TMM, in which the shape functions are deduced from the PDE via Taylor series expansions. Within TMM, the solution converges exponentially with the degree, and it was a challenge to recover the same exponential convergence in a piecewise approach. The proposed bridging methods are based on Lagrange multipliers. In the first one, the transmission conditions are enforced at some collocation points, and in the second one, they are satisfied in a mean sense, in the same spirit as in the Arlequin method [18]. This second technique seems to require fewer DOFs. Meshless bridging techniques are associated with a meshless discretization of a PDE for the first time, to our knowledge.

With these bridging techniques, a significant progress has been made in view of a wide application of TMM, because in practice, one cannot hope to approximate the solution of any elliptic PDE with a single polynomial. The examples in this paper are quite simple, but one can refer to [1] for an application in a complex domain, and to [13] for an application to nonlinear elasticity. No case in a 3D-domain has yet been studied, but we do not anticipate problems specific to 3D. Another difficulty of TMM is the calculation of Taylor series that is easy in the simple examples presented in this paper but can be intricate for most of the PDEs of practical interest. In this respect, automatic differentiation [27] is a well-known tool to calculate derivatives, and we plan to use it in order to establish a user-friendly implementation procedure, the goal being to solve generic PDEs without explicitly implementing the calculations of series. Finally, let us underline the strong potential of TMM that is a true boundary meshless method and converges exponentially by avoiding any integration procedure.
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