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Abstract

In contrast to the classical boundary layer approach which is not uniquely solvable at the irregular wave numbers, the modified layer method always has a unique solution to the exterior boundary problem for the vector Helmholtz equation. We compare the stability of the two methods numerically.
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Introduction

Consider the exterior boundary value problem for the scalar Helmholtz equation in \( \mathbb{R}^n \), \( n = 2, 3 \)

\[ \Delta u + k^2 u = 0, \quad k \in \mathbb{R}, \quad k \neq 0, \text{ in } \mathbb{R}^n \setminus D \] (1)

with prescribed Dirichlet or Neumann boundary condition. For the uniqueness of this problem, usually the asymptotic behavior of the solution at infinity will also be given. Using the classical boundary layer approach (see [1,2]), this kind of problem can be solved uniquely using the double layer potential for the Dirichlet boundary condition, the single layer potential for the Neumann boundary condition, respectively, provided \( k \) is not an interior eigenvalue of the \( -\Delta \) operator (see [3]). Since physically the uniqueness of the exterior boundary value problem is not in question, the cause of the non-uniqueness must have come from our mathematical method. Remaining in the framework of boundary integral equation method, various modifications have been developed to overcome this non-uniqueness for all \( k \neq 0 \) ([4] by adding a volume potential, [5-7] by using the combined boundary layers).

In [8,9], the method of combined layers has been modified slightly and extended to the case of a vector Helmholtz equation. In this paper, we compare the numerical results of the classical boundary integral equation methods with those of the modified boundary integral equation methods with combined boundary layers for the vector Helmholtz equation. The plan of this paper is as follows. In the second section, we deduce the exterior boundary value problem from the time harmonic electromagnetic scattering problem from an ideal conductor. In the third section, we use the modified boundary layers approach to win a system of Fredholm integral equation of the second kind which is uniquely solvable. A section on numerical method is then followed by another giving some numerical examples. At the end of the paper, we give some properties of the system of the boundary integral equations from section 3 in the appendix.

Boundary Value Problem

Consider the electromagnetic scattering from a homogeneous, isotropic obstacle in \( \mathbb{R}^3 \). The electric Field \( \varepsilon \) and the magnetic Field \( H \) satisfy the Maxwell equations

\[ \text{rot} \varepsilon + \mu \frac{\partial H}{\partial t} = 0, \quad \text{rot} H - \mu \frac{\partial E}{\partial t} = \sigma \varepsilon, \]

Where \( \varepsilon \) is the dielectricity, \( \mu \) is the permeability and \( \sigma \) is the conductivity of the medium. For the time-harmonic electromagnetic wave of the form

\[ \varepsilon(x, t) = \text{Re} \left\{ \left( \varepsilon + \frac{i \sigma}{\omega} \right)^{-1/2} E(x) e^{i \omega t} \right\}, \]
\[ H(x, t) = \text{Re} \left\{ \left( \varepsilon + \frac{i \sigma}{\omega} \right)^{-1/2} E(x) e^{i \omega t} \right\}, \]

with a frequency \( \omega > 0 \), the space-dependent complex-valued functions \( E \) and \( H \) solve the reduced Maxwell equations

\[ \text{rot} E - i k H = 0, \quad \text{rot} H + i k E = 0, \]

where the wave number \( k \) is given by

\[ k = \sqrt{\varepsilon(\omega) - \frac{i \sigma}{\omega}} \mu \omega^2 \]

with \( \text{Im} k \geq 0 \).

According to Stratton and Chu [10], every solution \( (E, H) \) of the reduced Maxwell equations is divergence free and satisfies the vector Helmholtz equation.

\[ \Delta E + k^2 E = 0, \]
\[ \Delta H + k^2 H = 0. \]

On the other hand, if \( E \) solves the vector Helmholtz equation \( \Delta E + k^2 E = 0 \) and is divergence free, then the electromagnetic Field \( (E, H) \) with \( H := \frac{1}{\mu} \text{rot} E \) solves the reduced Maxwell equations. This motivates the following boundary value problem for the vector Helmholtz equation.

**Problem 1:** Let \( D \subset \mathbb{R}^3 \) be a simple connected bounded domain with \( C^2 \) boundary \( \partial D \). \( D^+ := \mathbb{R}^3 \setminus D \). Let \( v \) be the unit outward normal vector to \( \partial D \). Given the tangent field \( c \) and a function \( \zeta \), both defined on the boundary \( \partial D \), find a solution \( E \) to the vector Helmholtz equation

\[ \Delta E + k^2 E = 0, \text{ in } D^+, \]

\[ \text{on } \partial D, \]

\[ \left( \varepsilon + \frac{i \sigma}{\omega} \right)^{-1/2} E - c = \zeta. \]
which satisfies the boundary conditions
\[ \nabla \times E = -\varepsilon \text{ on } \partial D, \]
\[ \nabla E = -\zeta \text{ on } \partial D, \]
and the radiation condition
\[ \text{rot } E(x) \times \hat{n} \text{ div } E(x) - i k E(x) = 0 \text{ for } |x| \to \infty, \]
Uniformly for all directions \( \hat{x} \equiv \frac{x}{|x|} \).

Now consider the case of an infinitely long cylinder which runs in the \( x_3 \)-direction and has a cross section \( D \) parallel to the \( x_1, x_2 \)-plane. We have thus the following two dimensional boundary value problems for the vector Helmholtz equation.

**Problem 2:** \( (H) \) Let \( D \) be a bounded simply connected domain in \( \mathbb{R}^2 \) with \( C^2 \) boundary \( \Gamma = \partial D. D_+ := \mathbb{R}^2 \setminus \overline{D}. \) Denote \( \theta(x) \) the unit tangent vector at \( x \in \partial D \) which is given by \( \theta(x) := e_3 \times \nabla v(x). \) Given \( \xi, \rho \in C_{0, \alpha} \Gamma \subset C_{0, \alpha} \), we find a vector field \( E \) which is an integral equation of the second kind with an bounded invertible \( L \) and a compact \( A \).

The last condition in the boundary value problem (H) is the Sommerfeld radiation condition. It describes an outgoing wave and is essential for the uniqueness of the problem. Knauff and Kress [8] proved the unique solvability of the 3-dimensional problem 1. With slight modifications, their proof can also be used here to show the well-posedness of the problem (H) (See sec. 3.5 in [3] for details).

**Boundary Integral Equations**

Motivated by the representation theorem from Stratton and Chu [10] (see also [8]), we define the solution ansatz for our problem H.

**Definition (solution ansatz)**

Given \( \varphi L, \varphi \in C^{0,\alpha}(\Gamma, C), 0<\alpha<1 \), and a constant \( \eta>0 \). Call the function
\[
E(x) := e_3 \times \text{grad} \int_{\Gamma} \varphi(y) \Phi(x, y) dy + i \eta \int_{\Gamma} \varphi(y) \rho L(y) \Phi(x, y) dy - \int_{\Gamma} v(y) \varphi_2(y) \Phi(x, y) dy,
\]
for all \( x \in D_+ \),
the solution ansatz for the boundary value problem H, where the function
\[
\Phi(x, y) := \frac{i}{4} H_0^{(1)}(k|x - y|), x, y \in \mathbb{R}^2, x \neq y,
\]
is the fundamental solution of the scalar Helmholtz equation.

At this point, let's define the Banach space \( C_{0, \alpha} \) by
\[
C^{0,\alpha} := C^{0,\alpha}(\Gamma, C) \times C^{0,\alpha}(\Gamma, C), 0<\alpha<1, \text{and the functions } \varphi, j \in C_{0, \alpha} \text{ by}
\]
\[
\varphi := (\varphi_1, \varphi_2)^T, \quad j := (2\xi, 2\rho)^T.
\]

From the solution theory of the problem H (see [6]), we see that the solution ansatz \( E \) is the solution of H in and only if \( \varphi \) is the solution of the following boundary integral equation (in operator form)
\[
(\tilde{L} + \tilde{A}) \varphi = \tilde{f},
\]
where
\[
\begin{align*}
\tilde{A}_1 \varphi(x) & := 2 \int_{\Gamma} \varphi(y) \frac{\partial \Phi(x, y)}{\partial v(x)} dy, \\
\tilde{A}_2 \varphi(x) & := 2 \int_{\Gamma} \varphi(y) \partial_3 \Phi(x, y) dy, \\
\tilde{A}_3 \varphi(x) & := 2 \int_{\Gamma} \varphi(y) \partial_2 \Phi(x, y) dy, \\
\tilde{A}_4 \varphi(x) & := -2i k^2 \int_{\Gamma} \varphi(y) \Phi(x, y) dy, \\
\tilde{A}_5 \varphi(x) & := -2i k \int_{\Gamma} \varphi(y) \Phi(x, y) dy, \\
\tilde{A}_6 \varphi(x) & := -2i k \int_{\Gamma} \varphi(y) \Phi(x, y) dy,
\end{align*}
\]
and the operator matrices \( \tilde{L}, \tilde{A} : C^{0,\alpha} \to C^{0,\alpha} \) are defined by
\[
\tilde{L} := \begin{pmatrix} \tilde{L}_{11} & \tilde{L}_{12} \\ \tilde{L}_{21} & \tilde{L}_{22} \end{pmatrix}, \quad \tilde{A} := \begin{pmatrix} \tilde{A}_{11} & \tilde{A}_{12} \\ \tilde{A}_{21} & \tilde{A}_{22} \end{pmatrix}.
\]
For the numerical treatment of this problem, we need to parametrize this boundary integral equation. Write
\[
\Gamma = [x(t) = (x_1(t), x_2(t))] \subset [0, 2\pi],
\]
for a \( 2\pi \)-periodic, two times continuously differentiable function \( x : \mathbb{R} \to \mathbb{R}^2 \).

After a lengthy mathematical computation, which will be given in some details in the appendix, the boundary integral equation (4) will be brought into the following form
\[
(L + A)\varphi = f,
\]
which is an integral equation of the second kind with an bounded invertible \( L \) and a compact \( A \).
Numerical Method

We will apply the Nyström method to solve the boundary integral equation (5) numerically. This means that we need some quadrature rules for our integrals appear in the operators $L$, $A$. To begin with, we define the space of trigonometric functions

$$T_n := \{ g : [0, 2\pi] \to C \ | g(t) = \sum_{j=0}^{n-1} a_j \cos j t + \sum_{j=0}^{n-1} b_j \sin j t, a_j, b_j \in C \}$$

Denote by $t_j^{(n)} := \frac{j \pi}{n}, j = 0, 1, \ldots, 2n-1$, the equidistant interpolation points.

The interpolation operator $I_n : C[0, 2\pi] \to T_n$ with respect to $t_j^{(n)}$, $j = 0, 1, \ldots, 2n-1$, is the Lagrange Basis w.r.t. $t_j^{(n)}$ and is given by

$$I_j^{(n)}(t) := \frac{1}{2n} \left[ 1 + \sum_{k=1}^{n-1} \cos (k(t-j^{(n)})) + \cos n(t-j^{(n)}) \right].$$

For the numerical solution of the boundary integral equation (5), we need to approximate the integrals. Because of the singular behavior of the Hankel functions, we have 3 different kinds of integration (see appendix). Therefore it is wise to use different quadrature rules. We use the following well-known convergent quadrature rules:

$$\int_0^{2\pi} (\cot \frac{s-t}{2} + i) g(t) dt = \int_0^{2\pi} (\cot \frac{s-t}{2} + i) (I_n g)(t) dt,$$

$$\int_0^{2\pi} \ln(4 \sin t)(\cot \frac{s-t}{2}) g(t) dt = \int_0^{2\pi} \ln(4 \sin t)(\cot \frac{s-t}{2}) (I_n g)(t) dt,$$

$$\int_0^{2\pi} g(t) dt = \int_0^{2\pi} (I_n g)(t) dt.$$

The quadrature (6) is used by Garrick [11], (7) is used in Martensen [13]. The quadrature rule (8) is just the composite Trapezoidal rule for continuous functions. After approximating the integrals in (5) by interpolatory quadratures (6)-(8), the boundary integral equation is brought into a semidiscrete form

$$(L_n + A_n) \varphi_n = f_n$$

We call (9) semi-discrete because it is still a functional equation. To win a full discrete system, we solve this equation at the collocation points which are the same as the interpolation points used for the trigonometric interpolation.

Mathematically, we define a projection operator $P_n : C^\infty \to C^n \times C^n$. Then the full discrete system reads

$$P_n (L_n + A_n) \varphi_n = P_n f.$$

We note here that the convergence $\varphi_n \to \varphi$ can be showed as a consequence of the convergent quadratures (6)-(8) and the interpolation. We omit the proofs which are not essential in this paper.

Numerical Results

In this section we will demonstrate the efficiency of our method through some examples. To test the advantage of the method, the parameter $\eta$ is taken to be 1. The boundary value problem will be solved by the Nyström method with trigonometric polynomials as the underlying interpolatory space. From the asymptotic behavior of the Hankel function, we have the following representation for the far field value problem.

$$E_\nu(\hat{x}) = -\frac{e^{-ik\hat{x}}}{\sqrt{2\pi k}} \left\{ \int_{\Omega} \left( k(\nu \cdot \hat{x}) + k\eta \partial_d(y) \right) \varphi(y) e^{-ik\nu(y)} dy \right\} +$$

$$\int_{\Omega} \left( \nu(y) + k\eta \partial_d(y) \right) \varphi(y) e^{-ik\nu(y)} dy \right\}, \hat{x} \in \Omega.$$

**Example 1**

In the first example, we choose the ellipse with the parametrization $x(t) = (\cos(t), 0.5 \sin(t)), t \in [0, 2\pi]$.

For the incident field $E_i$, we use the plane wave multiplied by a constant vector $E_i = e^{i(\nu \cdot x)} \left( \begin{array}{c} 1 \\ -1 \end{array} \right)$

We note here that the convergence $\varphi_n \to \varphi$ can be showed as a consequence of the convergent quadratures (6)-(8) and the interpolation. We omit the proofs which are not essential in this paper.

**Example 2**

In the second example, we choose a domain which is non-convex and non-symmetric. The bean-shaped domain is parametrized by $x(t) = (\cos(t); 0.5 \sin(t)), k = 10$. We deal with the case of a smaller wave number (k=1, Table 1) and the case of a larger wave number (k=10, Table 2). We see that the convergence is very fast in the case of an ellipse.

| Table 1: Ellipse x(t) = (cos(t), 0.5 sin(t)), k = 1. |
|---|---|---|---|---|
| $\hat{x} = d$ | $\text{Re}(\tilde{E}^{(1)})$ | $\text{Re}(\tilde{E}^{(2)})$ | $\text{Re}(\tilde{E}^{(3)})$ | $\text{Re}(\tilde{E}^{(4)})$ |
| $\hat{x} = -d$ | $0.49416482103 \cdot 0.81762453397 \cdot 0.81762453397 \cdot 0.81762453397$ | $0.49416482103 \cdot 0.81762453397 \cdot 0.81762453397 \cdot 0.81762453397$ | $0.49416482103 \cdot 0.81762453397 \cdot 0.81762453397 \cdot 0.81762453397$ | $0.49416482103 \cdot 0.81762453397 \cdot 0.81762453397 \cdot 0.81762453397$ |

| Table 2: Ellipse x(t) = (cos(t), 0.5 sin(t)), k = 10. |
|---|---|---|---|
| $\hat{x} = d$ | $\text{Re}(\tilde{E}^{(1)})$ | $\text{Re}(\tilde{E}^{(2)})$ | $\text{Re}(\tilde{E}^{(3)})$ | $\text{Re}(\tilde{E}^{(4)})$ |
| $\hat{x} = -d$ | $0.49416482103 \cdot 0.81762453397 \cdot 0.81762453397 \cdot 0.81762453397$ | $0.49416482103 \cdot 0.81762453397 \cdot 0.81762453397 \cdot 0.81762453397$ | $0.49416482103 \cdot 0.81762453397 \cdot 0.81762453397 \cdot 0.81762453397$ | $0.49416482103 \cdot 0.81762453397 \cdot 0.81762453397 \cdot 0.81762453397$ |

... and so on.
The solution to the boundary value problem is known. For this purpose we take the unit circle Ω as the domain of interest:

\[ z \in [0, 2\pi]. \]

As mentioned earlier, the solution of the boundary value is not unique if the wave number k is an interior eigenvalue. In the case of a unit circle, it happens to be the zeros of the Bessel functions J_n and their derivatives

\[ J_n, n \in \mathbb{N} \cup \{0\}. \]

The solution to the boundary value problem is

\[ E_n(\hat{x}) = H^{(1)}_n(k|\hat{x}|). \]

The corresponding far field pattern is given by

\[ E_n(\hat{x}) = \frac{-1}{\sqrt{|\hat{x}|}} (1+i)(e_1 \times e_2) \cdot \hat{x}. \]

We'd like to compare the two methods on a smaller zero and a larger zero, namely

\[ z_1 = 2.40825557695772686 \quad \text{and} \quad z_5 = 14.930917708487789477. \]

We will solve the boundary value problem with those wave number k's which are close to the numbers z_1 and z_5, respectively. The results for η=1 and η=0 will then be compared. The results are listed in the Tables 5-10.

At this place, we want to draw some conclusions from our numerical results. The first thing to note is that in the case where k is not very close to the eigenvalue, both the modified method η=1 and the classical method η=0 converge fast (Table 5, Table 6, Table 8). In the case where k is close to the eigenvalue, while the modified method converges really fast regardless of the value of k, the classical method does not converge (Table 7, Table 9, Table 10). Secondly, the modified approach is very robust in the sense that it is very stable even when the wave number k is numerical the same as the eigenvalue of the interior problem (Table 10).

From this we conclude that the modified method is stable for all wave numbers.

### Appendix

Here we will explain the mathematical transition from (4) to (5). It is known that the method of boundary integral equations has the advantage that it reduces the dimension by one. On the other hand, it is

\[ n \eta = 1 \]

\[ (1)Re(\tilde{E}_n^{(1)} - \tilde{E}_n^{(2)}) \quad \text{or} \quad (2)Re(\tilde{E}_n^{(1)} - \tilde{E}_n^{(2)}) \]

\[ (1)Im(\tilde{E}_n^{(1)} - \tilde{E}_n^{(2)}) \quad \text{or} \quad (2)Im(\tilde{E}_n^{(1)} - \tilde{E}_n^{(2)}) \]

\[ \eta = 0 \]

\[ n \eta = 0 \]

\[ (1)Re(\tilde{E}_n^{(1)} - \tilde{E}_n^{(2)}) \quad \text{or} \quad (2)Re(\tilde{E}_n^{(1)} - \tilde{E}_n^{(2)}) \]

\[ (1)Im(\tilde{E}_n^{(1)} - \tilde{E}_n^{(2)}) \quad \text{or} \quad (2)Im(\tilde{E}_n^{(1)} - \tilde{E}_n^{(2)}) \]

Table 3: Bean, x(t) = (ρ(t) cos(t); ρ(t) sin(t)), k = 1.

| n | Re(\tilde{E}_n^{(1)}) | Re(\tilde{E}_n^{(2)}) |
|---|---------------------|---------------------|
| 8 | 0.000000000000 | 0.000000000000 |
| 16 | 0.000000000000 | 0.000000000000 |
| 32 | 0.000000000000 | 0.000000000000 |
| 64 | 0.000000000000 | 0.000000000000 |

Table 4: Bean, x(t) = (μ(t) cos(t); μ(t) sin(t)), k = 10.

| n | Re(\tilde{E}_n^{(1)}) | Re(\tilde{E}_n^{(2)}) |
|---|---------------------|---------------------|
| 8 | 0.000000000000 | 0.000000000000 |
| 16 | 0.000000000000 | 0.000000000000 |
| 32 | 0.000000000000 | 0.000000000000 |
| 64 | 0.000000000000 | 0.000000000000 |

Table 5: k = 2.405.

| n | Re(\tilde{E}_n^{(1)} - \tilde{E}_n^{(2)}) | Im(\tilde{E}_n^{(1)} - \tilde{E}_n^{(2)}) | Re(\tilde{E}_n^{(1)} - \tilde{E}_n^{(2)}) | Im(\tilde{E}_n^{(1)} - \tilde{E}_n^{(2)}) |
|---|---------------------|---------------------|---------------------|---------------------|
| 4 | 0.000760751082 | -0.0003482849288 | -0.3176976912 | 0.7764041789 |
| 8 | 0.000000000059 | -0.00000000164 | 0.0000000773 | -0.000000099322 |
| 16 | 0.000000000000 | 0.000000000000 | 0.000000000000 | 0.000000000000 |
| 32 | 0.000000000000 | 0.000000000000 | 0.000000000000 | 0.000000000000 |

Table 6: k = 2.404825.

| n | Re(\tilde{E}_n^{(1)} - \tilde{E}_n^{(2)}) | Im(\tilde{E}_n^{(1)} - \tilde{E}_n^{(2)}) | Re(\tilde{E}_n^{(1)} - \tilde{E}_n^{(2)}) | Im(\tilde{E}_n^{(1)} - \tilde{E}_n^{(2)}) |
|---|---------------------|---------------------|---------------------|---------------------|
| 4 | 0.000760262961 | -0.000348281565 | -0.48668594066 | 0.932613694440 |
| 8 | 0.000000000059 | 0.00000000164 | -0.000000028612 | 0.0000030126174 |
| 16 | 0.000000000000 | 0.000000000000 | 0.000000000025 | 0.000000000572 |
| 32 | 0.000000000000 | 0.000000000000 | 0.000000000120 | 0.000000000483 |

Table 7: k = 2.4048255769577.

| n | Re(\tilde{E}_n^{(1)} - \tilde{E}_n^{(2)}) | Im(\tilde{E}_n^{(1)} - \tilde{E}_n^{(2)}) | Re(\tilde{E}_n^{(1)} - \tilde{E}_n^{(2)}) | Im(\tilde{E}_n^{(1)} - \tilde{E}_n^{(2)}) |
|---|---------------------|---------------------|---------------------|---------------------|
| 4 | 0.236877496762 | 0.3086923118 | 0.2781375377 | 0.2941313890 |
| 8 | 0.461665321772 | 0.6224109521 | 0.2482177358 | 0.7665427344 |
| 16 | -0.0011017916 | -0.00148690956 | 0.1413507760 | 0.1504258426 |
| 32 | 0.000000000000 | 0.000000000000 | 0.000000000000 | 0.000000000000 |
Instead of writing down the details and all the functions, we make some remarks here:

1. The functions $m_{ij}(s, t)$, $r_{ij}(s, t)$, $i, j = 1, 2$ are as smooth as the parametrization of $\Gamma$ is (which is assumed to be of class $C^2$).

2. It can be shown that both $\ln t$ and $\ln \left(\frac{4 \sin^2 \frac{t}{2}}{2}\right)$ has the same singularity as $t \to 0$. Since a convergent quadrature for the latter is already at hand (7), we just split the log - singularity as we did here. The same reason is taken into account for the use of $\frac{\cot \frac{t}{2}}{2}$ instead of $\frac{t}{2}$.

3. Another worthy point of discussion about the kernel of the operators $L_{12}$ and $L_{21}$ is that

$$\int_0^{2\pi} \cot \frac{s-t}{2} dt = 0,$$

which makes the operator $L$ in equation (4) not invertible. Since we need $L$ in equation (5) to be invertible (for the unique solvability), we rewrite the kernel as

$$\frac{\cot \frac{s-t}{2}}{2} = (\cot \frac{s-t}{2} + i) - i.$$

The $i$ part is then immersed in the operators $R_{12}$, $R_{21}$.

Summing up, we have splitted and grouped the singularities in such a way that it is beneficial both for the theoretical treatment (unique solvability using Fredholm's theory for the 2. kind equations) and the numerical computation (convergent quadrature rules).

References

1. Kupradze WD (1956) Randwertaufgaben der Schwingungstheorie und Integralgleichungen. VEB Deutscher Verlag der Wissenschaften, Berlin.

2. Colton D and Kress R (1983) Integral Equation Methods in Scattering Theory. Wiley-Interscience Publication, New York.

3. Colton D, Kress R (1998) R Inverse Acoustic and Electromagnetic Scattering Theory. (2nd edn), Springer, Berlin.

4. Werner P (1962) Randwertprobleme der mathematischen Akustik. Arch Rational Mech Anal 10: 29-66.

5. Brakhage H, Werner P (1965) Über das Dirichletsche Au_enraumproblem für die Helmhotzsche Schwingungs gleichung. Arch Math 16: 325-329.

6. Leis R (1965) Zum Dirichletschen Randwertaufgaben des Außenraumes der Schwingungs gleichung. Mathematische Zeitschrift 90: 205-211.

7. Burton AJ, Miller GF (1971) The application of integral equation methods to the numerical solution of some exterior boundary-value problems. Proc Roy Soc London Ser A 323: 201-210.

8. Knauff W, Kress R (1979) On the exterior boundary value problem for the time harmonic Maxwell equations. J Math Anal Appl 72: 215-235.

9. Kress R (1980) On the exterior boundary value problem for the time harmonic Maxwell equations. J Math Anal Appl 72: 215-235.

10. Kress R (1980) On the existence of a solution to a singular integral equation in electromagnetic reflection. J Math Anal Appl 77: 555-566.

11. Burton JA, Chu LJ (1939) Diffraction theory of electromagnetic waves. Phys Rev 56: 98-107.

12. Garrick IE (1952) Conformal mapping in aerodynamic with emphasis on the method of successive conjugates. Nat Bur Standards Appl Math Ser 18: 137-147.

13. Martensen E (1963) Über eine Methode zum raumlichen Neumannschen Probleme mit einer Anwendung für torsartige Berandungen. Acta Math 109: 75-135.

14. Kussmaul R (1969) Ein numerisches Verfahren zur Lösung des Neumannschen Au_enraumproblems für die Helmhotzsche Schwingungs gleichung. Computing 4: 246-273.