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Abstract

We consider the problem of multiterminal secret key agreement (SKA) in wiretapped source model where terminals have access to samples of correlated random variables from a publicly known joint probability distribution. The adversary has access to a side information variable, that is correlated with terminals’ variables. We focus on a special type of terminal variables in this model, known as Tree-PIN, where the relation between variables of the terminals can be represented by a tree. The study of Tree-PIN source model is of practical importance as it can be realized in wireless network environments. We derive the wiretap secret key capacity of Tree-PIN with independent leakage, and give lower and upper bounds on the maximum achievable secret key length in finite-length regime. We then prove an upper bound and a lower bound for the wiretap secret key capacity of a wiretapped PIN and give two conditions for which these bounds are tight. We also extend our main result to two other related models and prove their corresponding capacities. At the end, we argue how our analysis suggests that public interaction is required for achieving the multiterminal WSK capacity.

I. INTRODUCTION

In a multiterminal secret key agreement (SKA) problem, a designated group of users (terminals) collaborate to obtain a shared secret key (SK) such that users outside the group do not have any information about the key. We study the problem of SKA in source model [1], where there is a set of \( m \) terminals \( \mathcal{M} = \{1, \ldots, m\} \) and the goal is to establish a shared secret key among a subset \( \mathcal{A} \subseteq \mathcal{M} \) of terminals. Terminals have access to samples of correlated random variables where random variable \( X_j \) is observed by the \( j \)-th terminal, and \( X_\mathcal{M} = (X_1, \ldots, X_m) \) denotes the set variables of all terminals. To obtain a shared key, terminals use a public channel to exchange messages that are visible by the eavesdropper, Eve. All terminals, including the helper terminals in \( \mathcal{A}^c = \mathcal{M} \setminus \mathcal{A} \), cooperate to establish a shared secret key. Eve, will see and record public messages, denoted by \( \mathbf{F} \), and has access to the side information \( Z \) that is correlated with \( X_\mathcal{M} \).

For a key agreement protocol that establishes a key of length \( \ell \), the key rate is defined for the case that the terminals’ random variables consist of a vector of \( n \) independent and identically distributed (IID) samples of the source distribution \( P_{ZX_\mathcal{M}} \), and is given by \( \ell/n \). The key capacity of a protocol for a given source distribution is the highest achievable key rate associated with that distribution, and for this general case of variable \( Z \), is referred to as wiretap secret key (WSK) capacity. For the special case where \( Z = \) constant and there is no wiretapper, the model is called non-wiretapped and the key capacity is called secret key (SK) capacity. An important special case
TABLE I
DIFFERENT TYPES OF KEY CAPACITIES BASED ON THE ASSUMPTION ABOUT THE ADVERSARY.

| Source Model   | Eve’s Side Information   | Key Capacity |
|----------------|--------------------------|--------------|
| Wiretapped     | $Z$ not known publicly   | WSK          |
| Compromised    | $Z = X_D$, and known publicly | PK          |
| Non-wiretapped | $Z = $ constant          | SK           |

is when the adversary “wiretaps” and their side information is obtained from a set $D \subseteq A^c$ of compromised helper terminals. It is assumed that the compromised terminals of $D$ make their RV’s public, $X_D = (X_j | j \in D) = Z$, and remain cooperative throughout the SKA protocol. The key capacity of such a source model is called private key (PK) capacity. A summary of these adversarial models and their corresponding key capacities are given in Table I. Single-letter expressions for SK and PK capacities of multiterminal source model are known [1]. Single-letter characterization of WSK capacity however, remains an open question in general, even for the case of two-party SKA (that is when $|A| = |M| = 2$) [2–4]. WSK capacity of a few special cases are known [5–7]. In this work, we prove the WSK capacity of another special subclass of multiterminal model, referred to as the wiretapped Tree-PIN model with independent leakage. In the following, we first give a brief overview of relevant related works, and then outline our contributions.

A. Related Works

Capacity results: The SKA problem for two terminals was first considered, independently, in [8] and [9]. The SK capacity was proved to be $I(X_1; X_2)$ [8, 9]. It was also proved that $I(X_1; X_2 | Z)$ is an achievable key rate if the terminals know Eve’s side information $Z$. Therefore the conditional mutual information $I(X_1; X_2 | Z)$ is an upper bound for the WSK capacity, and it was shown [8] that it is tight if the Markov Relation $X_1 - X_2 - Z$ (or $X_2 - X_1 - Z$) holds. Csiszár and Narayan extended the two-party source model of [8, 9] to the multiterminal model and proved single-letter expressions for SK and PK capacities of multiterminal source models [1]. Similar to the two-party scenario, it was showed that multiterminal PK capacity provides an upper bound on the WSK capacity. The PK (and SK) capacity achieving protocol of [1] has two steps: in the first step, terminals communicate over the public channel to obtain omniscience, that is terminals in $D^c$ learn $X_M$, and in the second step, terminals in $A$ extract their copy of the key from the common shared randomness $X_M^n$. While WSK capacity remains unknown in general, the characterization of WSK and also alternative formulations of SK and PK capacities for special cases of multiterminal models have been studied, extending the general results of [1]. We briefly review two of these special case models that are related to our work.

The Markov Tree model is a special case of the general multiterminal source model that was introduced and studied in [1, 5]. In a non-wiretapped Markov Tree, the correlation between source variables is given by an undirected tree $G = (M, E)$ in which each terminal is represented by a node in $G$, and for any path from terminal $i_1$ to $i_f$, denoted by $\text{Path}(i_1 \to i_f) = (e_{i_1 i_2}, e_{i_2 i_3}, \cdots, e_{i_{f-1} i_f})$, the Markov chain $X_{i_1} - X_{i_2} - X_{i_3} - \cdots - X_{i_{f-1}} - X_{i_f}$ holds. The source model is called wiretapped Markov Tree, if the source variables form a Markov Tree, and the variable
associated with each terminal is independently and partially leaked to Eve – i.e., with respect to each \( X_j \) there exists a \( Z_j \) component available to Eve, where \( Z_j \) is a noisy version of \( X_j \). In a wiretapped Markov Tree, corresponding to a path from terminal \( i_1 \) to \( i_f \) as above, the Markov chain \( Z_{i_1} - X_{i_1} - X_{i_2} - X_{i_3} - \cdots - X_{i_{f-1}} - X_{i_f} - Z_{i_f} \) holds. The SK and PK capacities of the Markov Tree source model where derived in [1, Example 7]. The WSK capacity of wiretapped Markov Tree however remains an open problem even for the case of two-party SKA (i.e., when \( m = 2 \) and \( Z_1 - X_1 - X_2 - Z_2 \)). For the case that the variable associated with only one of the leaf terminals is leaked (i.e., \( Z_i = \text{constant}, \forall i \neq j \) where \( j \in \mathcal{M} \) is a leaf node of \( G \)), the WSK capacity of the wiretapped Markov Tree is proved in [5, Theorem 5.1].

A second special case of the multiterminal model is the Pairwise Independent Network (PIN) model [10], inspired by a wireless setting where each pair of terminals can obtain correlated variables from the channel connecting the two. Source variables in PIN are defined by an undirected graph \( G = (\mathcal{M}, \mathcal{E}) \) with node (vertex) set \( \mathcal{M} \) and edge set \( \mathcal{E} \), where for an edge \( e_{ij} = e_{ji} \in \mathcal{E} \) between \( i \) and \( j \) (\( i \neq j \in \mathcal{M} \)), there exists a variable \( V_{ij} \) accessible to terminal \( i \), and a second variable \( V_{ji} \) (correlated with \( V_{ij} \)) accessible to terminal \( j \). The set of all “reciprocal correlated pairs” of variables (i.e., \( \{(V_{ij}, V_{ji}) \mid e_{ij} \in \mathcal{E}\} \)) are assumed mutually independent\(^1\). An upper bound on the SK capacity of PIN is given in [10], and a capacity achieving SKA protocol when \( A = \mathcal{M} \), or when \( |A| = 2 \), was proposed in [11]. The PIN model has been well studied [12–15], and has inspired other multiterminal models [16–19]. An important subclass of the PIN model is defined when the defining graph \( G \) is an undirected tree. This model is called Tree-PIN [6]. In this work, we focus on wiretapped Tree-PIN model. We observe that a non-wiretapped Tree-PIN is a non-wiretapped Markov Tree, but the converse is not true. Similarly, we will show that, every wiretapped Tree-PIN with independent leakage is a wiretapped Markov Tree, but the converse does not necessarily hold.

**Finite-length performance:** The finite-length analysis of coding schemes has found much attention in recent years [20–27]. Such analysis is important theoretically, and also in practice. While SKA key capacities capture the best asymptotic efficiency of a source model, in practice one needs to obtain bounds on the achievable key length when a finite number (\( n \)) of source samples is available. For wiretapped multiterminal source model, a single-shot (\( n = 1 \)) upper bound on the key length is given in [24]. Finite-length upper and lower bounds for two-party SKA, when \( X_1 - X_2 - Z \) holds, have been obtained in [25]. For multiterminal key agreement when Eve has no side information, a finite-length lower bound (of the form \( nC_{SK} - O(\sqrt{n \log n}) \)) is given in [26].

**Communication and computation costs:** The key rate measures efficiency of SKA protocol in using the initial correlated randomness, it is also important in practice to measure communication and computation costs.

The computational efficiency of an SKA protocol is in terms of the computational complexity of terminals’ operations. An SKA protocol is considered computationally efficient if its computational complexity is quasi-linear in \( n \), and is of the form \( O(n \log n) \). The known computationally efficient capacity achieving SKA protocols are given in [28–32]. In most cases the protocols have not been analysed for finite-length performance.

\(^1\)This means that \( P_{X_{\mathcal{M}}} = \prod_{e_{ij}} P_{V_{ij}V_{ji}} \).
Communication efficiency of an SKA protocol is measured using (i) the public communication, that for asymptotic case can be measured in terms of asymptotic rate $r_{PC}$, and for finite-length case, in terms of the total number of bits, of the public communication, and (ii) the total number of rounds $N_{PC}$ of public discussion. We define these measures in Section II. Informally, the asymptotic rate of public communication measures the number of bits of public communication that is used per each observation bit. In a round of public discussion the messages of the terminals only depend on the private samples of the corresponding terminals, and the public messages of the previous rounds. The SKA protocols in [1, 6, 8] are noninteractive: they have one round of public communication, $N_{PC} = 1$. Interactive SKA's have two or more rounds of public communication; e.g., the SKA protocol of [13] has $N_{PC} = 2$ and the two-party SKA protocol of [25] has $N_{PC} \in O(n)$. For source models, the minimum asymptotic rate of public communication, and the minimum number of public discussion rounds that are required for achieving the key capacity, are important parameters of the system. For SK and PK capacity, the result of [1] implies that the minimum asymptotic rate of public communication for omniscience, is an upper bound for the minimum asymptotic rate of public communication that is required for achieving the corresponding capacity. The minimum asymptotic rate of public communication for SKA for various source models were studied in [33–36].

B. Our Contributions

In this work, we introduce and study wiretapped PIN model and wiretapped Tree-PIN model. The wiretapped PIN model with independent leakage is defined as a PIN with an underlying undirected graph $G = (\mathcal{M}, \mathcal{E})$ where legitimate terminals are represented by vertices (nodes) of the graph. An undirected edge between the nodes $i$ and $j$ is represented by $e_{ij} \in \mathcal{E}$. Corresponding to each edge $e_{ij} \in \mathcal{E}$, there exists a variable $V_{ij}$ accessible to terminal $i$, and a second variable $V_{ji}$ accessible to terminal $j$. Also, with respect to each edge $e_{ij} \in \mathcal{E}$ Eve has access to a component variable $Z_{ij}$, and the set of all triplets of variables $\{(V_{ij}, V_{ji}, Z_{ij}) | e_{ij} \in \mathcal{E}\}$ are assumed mutually independent, and for each $e_{ij} \in \mathcal{E}$ either $V_{ij} - V_{ji} - Z_{ij}$ or $V_{ji} - V_{ij} - Z_{ij}$ hold\(^2\). Since $G$ is undirected, we have $Z_{ij} = Z_{ji}$, and denote the adversary’s side information by $Z = (Z_{ij} | i < j)$. A wiretapped Tree-PIN is a special case of wiretapped PIN for which the corresponding undirected graph $G$ is a tree. A simple example of such wiretapped Tree-PIN is depicted in Figure 1.

Main results: We derive the WSK capacity of wiretapped Tree-PIN with independent leakage as described above, and present an SKA protocol that achieves this capacity. Our SKA protocol has two rounds of public communication ($N_{PC} = 2$) and as shown in Remark 2, has a lower asymptotic public communication rate than other SKA protocols (including the protocol in [1]) that have the two steps of achieving omniscience followed by privacy amplification. We note that the adversary in our model is more powerful than the adversary in the wiretapped Markov Tree model of [5, Theorem 5.1], as in the capacity result of [5, Theorem 5.1] Eve only wiretaps one terminal’s variable, while in our model of wiretapped Tree-PIN Eve wiretaps all terminals’ variables by wiretapping all pairs of correlated variables $(V_{ij}, V_{ji})$. For the case of two-party SKA, our capacity result also reduces to the result in [8] when $X_1 - X_2 - Z$ (or when $Z - X_1 - X_2$) holds. A simplified version of the wiretapped

\(^2\)Only one wiretapped component $Z_{ij}$ is accessible to Eve for each connection $e_{ij} \in \mathcal{E}$—e.g., $Z_{ij} - V_{ij} - V_{ji} - Z_{ji}$ is not allowed.
Tree-PIN model where it is assumed that $V_{ij} = V_{ji}$, was studied and its capacity was derived in our previous work presented in [6].

In Section IV, we give a finite-length upper bound and three finite-length lower bounds for the maximum achievable secret key length of a wiretapped Tree-PIN, where each lower bound is due to a different concrete construction of our SKA protocol. We will discuss and compare the three construction approaches in terms of their corresponding lower bounds, their computational complexity, and their communication costs. Our SKA protocol is capacity achieving; however, its achieved key length for $n$ source samples (finite-length analysis) does not match the finite-length upper bound, and the construction of a capacity achieving protocol that achieves the finite-length upper bound of wiretapped Tree-PIN remains open.

**Related models**: Tree-PIN model has attracted attention over the past years as it can be extended and used to study a number of other related practically important models. In Section V, we extend our main capacity result for wiretapped Tree-PIN to the following more general scenarios. For wiretapped PIN models where $G$ can have loops, we show that, a SKA protocol based on Steiner Tree Packing can achieve the WSK capacity when $\mathcal{A} = \mathcal{M}$ or $|\mathcal{A}| = 2$. This is similar to the results obtained in [6, 11], for SKA in non-wiretapped PIN. Next, we note that an important open problem in SKA is finding the WSK capacity of the two-party model when Markov Relation $Z_1 - X_1 - X_2 - Z_2$ holds, where $Z = (Z_1, Z_2)$ is Eve’s wiretapped side information [5]. We extend our Tree-PIN to the case where corresponding to each $e_{ij} \in \mathcal{E}$, we have $V_{ij}^a - V_{ji}^a - Z_{ij}^a$ and $Z_{ij}^b - V_{ij}^b - V_{ji}^b$, which implies $Z_{ij}^b - X_i - X_j - Z_{ij}^a$. For $|\mathcal{M}| = 2$, this extended model is an special case of the open problem where Markov relation $Z_1 - X_1 - X_2 - Z_2$ holds. We prove the WSK capacity of this extended model which is (naturally) higher than the WSK capacity of a simple Tree-PIN – as terminals have access to more correlated sources. Lastly, we also prove the key capacity of a PIN model in which not only source variables are wiretapped but also one of the terminals is compromised and is not cooperating. In this case we show that the WSK capacity reduces to the WSK capacity of the associated model where the compromised terminal and terminals’ variables associated with the the compromised terminal are removed (ignored.)

**Need for interaction**: Csiszár and Narayan proved that SK and PK capacities can be achieved noninteractively [1]. For some special cases also WSK capacity can be achieved noninteractively [6, 8]. Our proposed capacity
achieving SKA protocol for wiretapped Tree-PIN is interactive. In Section VI, we discuss the number of public communication rounds that is required for achieving the WSK capacity. We analyze known models and constructions [8, 25, 37] and study a number of examples that suggest that in general achieving the WSK capacity requires interaction. Proving this result however remains an interesting open question for future research.

C. Organization

The rest of this paper is organized as follows. We review security basic notions and definitions in Section II, and present our main result in Section III. Section IV gives finite-length analysis of wiretapped Tree-PIN, and Section V is on extensions of our main result including for the wiretap secret key capacity of PIN. Section VI discusses the problem of whether interaction is necessary to attain the WSK capacity, and Section VII concludes the paper.

II. Multiterminal Source Model for SKA

In the general multiterminal source model [1], we have a set of \( m \) terminals denoted by \( \mathcal{M} = [m] = \{1, \ldots, m\} \), and each terminal \( j \in [m] \) has access to a random variable \( X_j \). We denote the collection of \( m \) correlated random variables \( X_1, \ldots, X_m \) by \( X_\mathcal{M} = (X_1, \ldots, X_m) \). Terminals collaborate by public discussion over a public channel that is reliable and authenticated. A message that is sent by a terminal \( j \) is a function of the terminal’s observations of \( X_j \), and the previous public messages. Public discussion happens over a finite number of rounds, denoted by, \( N_{PC} \). We denote by \( F \) the set of all messages sent over the public channel.

Eve has access to the side information \( Z \) which is correlated with \( X_\mathcal{M} \), and has full read access to public messages \( F \). Eve is a passive adversary, which means they will not change, or block public messages communicated messages. The joint distribution \( P_{X_\mathcal{M}, Z} \) is publicly known. We denote the multiterminal source model by \( P_{X_\mathcal{M}, Z} \) or the discrete multiple memoryless source (DMMS) notation \( p_{X_\mathcal{M}, Z} \).

Let \( \mathcal{A} \subseteq \mathcal{M} \) be the set of terminals who want to establish a shared secret key \( K \). The key need not be concealed from the helper terminals in \( \mathcal{A}^c \). The secret key \( K \) is secure against Eve if it satisfies the reliability and secrecy conditions.

**Definition 1.** Consider a source model \( (X_\mathcal{M}, Z) \) with adversary’s side information, \( Z \), and \( \mathcal{A} \subseteq \mathcal{M} \) denoting the set of terminals that will share a key \( K \in \mathcal{K} \). The key is an \((\epsilon, \sigma)\)-Secret Key (in short \((\epsilon, \sigma)\)-SK) for \( \mathcal{A} \), if there exists a protocol with public communication \( F \), and output RVs \( \{K_j\}_{j \in \mathcal{A}} \) such that

\[
\Pr \{K_j = K\} \geq 1 - \epsilon, \quad \forall j \in \mathcal{A}, \quad (1)
\]

\[
\text{SD} ((K, F, Z), (U, F, Z)) \leq \sigma, \quad (2)
\]

where \( \text{SD} \) denotes the statistical distance and \( U \) is the uniform probability distribution over alphabet \( \mathcal{K} \). The length of a key \( K \) is given by \( \log |\mathcal{K}| \).

**Definition 2.** For a source model \( (X_\mathcal{M}, Z) \) with adversary’s side information, \( Z \), and \( \mathcal{A} \subseteq \mathcal{M} \) denoting the set of terminals that want to share a secret key, let \( S_{\epsilon, \sigma}(X_\mathcal{A}|Z) \) denote the maximum length \( \log |\mathcal{K}| \) of all the \((\epsilon, \sigma)\)-SKs that can be established for \( \mathcal{A} \subseteq \mathcal{M} \).
SKA for IID variables: Consider a source model \((X_M, Z)\) described by \(P_{X_M Z}\), where all terminals cooperate to establish a shared secret key for terminals in \(A\). To increase the key length, terminal \(j \in M\) use a vector, \(X_j^n\), of \(n\) independent and identically distributed \((n-\text{IID})\) samples of \(X_j\). Let \(\Pi\) be an SKA protocol family that, for any \(n\), establishes a secret key \(K^{(n)}\) for \(A \subseteq M\). The public communication of \(\Pi\), denoted by \(F = F(\Pi)\), can be interactive and be comprised of \(N_{PC}(\Pi) \geq 1\) rounds where in each round \(t \in [N_{PC}(\Pi)]\) each terminal \(j\) sends up to one public message \(F_{t,j}\). A message is a function of \(X_j^n\) and all public messages of the previous rounds that is denoted by \(F_t^{t-1}\), and so \(F_{t,j} = F_{t,j}(X_j^n, F_t^{t-1})\). We denote all messages of round \(t\) by \(F_t = (F_{t,1}, \ldots, F_{t,m})\).

The public messages of terminals in each round do not depend on other messages of that round, and can be sent in any order. The maximum number of the rounds of public communication, \(N_{PC}(\Pi)\), may in general be a function of \(n\). The SKA protocol \(\Pi\) with public communication \(F\) is called noninteractive if \(N_{PC}(\Pi) = 1\), meaning that in one round each terminal sends up to a single public message, and \(F = (F_1, \ldots, F_m)\), where \(F_j = F_j(X_j^n)\).

The asymptotic public communication rate of \(\Pi\) is defined by

\[
r_{PC}(\Pi) = \limsup_{n \to \infty} \frac{1}{n} \log(\text{supp}(F(\Pi))),
\]

where \(F(\Pi)\) is the public communication of \(\Pi\). Public communication cost of \(\Pi\) can be quantified by \(r_{PC}(\Pi)\) and \(N_{PC}(\Pi)\).

Suppose SKA protocol \(\Pi\) establishes an \((\epsilon_n, \sigma_n)\)-SK \(K^{(n)}\) for a subset \(A \subseteq M\), and let \(\ell_{\Pi}(n) = \log |K^{(n)}|\) denote the length of \(K^{(n)}\). The key rate of \(\Pi\) for \(n-\text{IID}\) observations is given by \(1/n \ell_{\Pi}(n)\), and \(r_K(\Pi) = \liminf_{n \to \infty} 1/n \ell_{\Pi}(n)\) is called the asymptotic key rate of \(\Pi\). The asymptotic key rate \(r_K(\Pi)\) is achievable if \(\lim_{n \to \infty} \epsilon_n = \lim_{n \to \infty} \sigma_n = 0\). The key capacity of a source model is the maximum of all achievable asymptotic key rates of SKA protocols for the model. See Definition 3. For an integer \(n \in \mathbb{N}\), and \(\epsilon, \sigma \in [0,1)\), define \(S_{\epsilon,\sigma}(X_M^n|Z^n)\) to be the maximum length of all \((\epsilon, \sigma)\)-SK protocols for establishing a secret key for \(A \subseteq M\).

**Definition 3 (Key Capacity – Definition 17.16 of [2])**. Consider multiterminal SKA for a subset \(A \subseteq M\) in a the source model \((X_M, Z)\) for the joint distribution \(P_{X_M Z}\), where \(Z\) denotes Eve’s side information about \(X_M\).

A real number \(R \geq 0\) is an achievable SK rate if there exists an SKA protocol that for a given \(n\) establishes an \((\epsilon_n, \sigma_n)\)-SK \(K \in K\) where \(\lim_{n \to \infty} \epsilon_n = 0\), \(\lim_{n \to \infty} \sigma_n = 0\), and \(\liminf_{n \to \infty} \frac{1}{n} \log |K| = R\). The maximum of all achievable SK rates is called the key capacity of the model.

**SK, PK, and WSK Capacities**: When \(Z = \text{constant}\) (i.e., independent of \(X_M\)), the capacity is called SK capacity and is denoted by \(C^{A}_{SK}(P_{X_M})\). When \(Z = X_D = (X_j \mid j \in D)\) with \(D\) being the set of (known) compromised terminals, the capacity is called PK capacity and is denoted by \(C^{A|D}_{PK}(P_{X_M})\). In this case it is assumed that \(Z\) is known publicly. In the general case when the side information \(Z\) is correlated with \(X_M\) and is not known by the terminals, the key capacity is called WSK capacity and is denoted by \(C^{A}_{WSK}(P_{X_M Z})\). An SKA protocol \(\Pi\) is capacity achieving for a source model if \(r_K(\Pi)\) is equal to the key capacity of the source.

For a source model \((X_M, Z)\) with the joint probability distribution \(P_{X_M Z}\), let \(R_{SK}(X_M), R_{PK}(X_M|X_D),\) and \(R_{WSK}(X_M|Z)\) denote the minimum public communication rate to achieve the SK, PK, and WSK capacities, respectively. These quantities give the minimum public communication cost of the SKA, and are often referred to
as communication complexity of \((X_M, Z)\) [34–36]. Characterizations of \(R_{SK}(X_M)\) for two-party SKA, and for a special case of PIN models, are given in [33] and [36], receptively. An SKA protocol \(\Pi\) that achieves the WSK capacity of a source model \((X_M, Z)\) implies \(R_{WSK}(X_M|Z) \leq r_{PC}(\Pi)\). A similar statement holds for the case of SK and PK.

The single-letter characterization of SK and PK capacities of the general multiterminal source model was derived in [1]. Next Theorem states this result.

**Theorem 1 (PK Capacity [1]).** In a given source model \(X_M\) for sharing a secret key among terminals in \(A \subseteq M\), with compromised terminals \(D \subseteq A^c\), the PK capacity is

\[
C_{PK}^A(D) (P_{X_M}) = H(X_M|X_D) - R_{CO}(X_A|X_D),
\]

(3)

where \(R_{CO}(X_A|X_D) = \min_{R_{D^{-}} \in R_{CO}} \text{sum}(R_{D^{-}})\) and

\[
R_{CO} = \{R_{D^{-}}| \text{sum}(R_{B}) \geq H(X_B|X_{B^{-}}), \forall B \subseteq D^c, A \subseteq B \}.
\]

**Remark 1.** Equation (3) also leads to the SK capacity when \(D = \emptyset\). The achievability result is based on a protocol in which first, the compromised terminals (that are cooperative) publicly reveal their observed random variables (as it is the assumption for the PK capacity,) and then the rest of the terminals in \(D^c\) communicate over the public channel to obtain omniscience (i.e., the state that terminals in \(D^c\) learn each other’s initial observations). Finally, terminals in \(A\) extract the key from the common shared randomness \(X_M^\nu\). It was noted that this SKA protocol is noninteractive; meaning that, \(N_{PC} = 1\), and \(F = (F_1, \ldots, F_m)\), where \(F_j = X_j^\nu\) for all \(j \in D\) and \(F_j = F_j(X_j^\nu)\) for all \(j \in D^c\). See the achievability part of the proof of Theorem 2, in Section IV of [1]. The asymptotic public communication rate of this SKA protocol is given by \(r_{PC} = R_{CO}(X_A|X_D)\), which implies that \(R_{PK}(X_M|X_D) \leq R_{CO}(X_M|X_D)\) (and \(R_{SK}(X_M) \leq R_{CO}(X_M)\)).

Unfortunately, the WSK capacity of the general source model as defined previously, remains an open problem even for the special case of two terminals (\(|M| = 2\) [3]. For the case of two-party SKA, the source model WSK capacity is upper bounded by \(I(X_1; X_2|Z)\), which is proved to be a tight bound under the additional assumption that the Markov Chain \(X_1 - X_2 - Z\) holds [8, 9]. As was mentioned before, the multiterminal WSK capacity is only known for a few limited special cases [5, 6]. However, PK capacity (see Theorem 1) gives a general upper bound to the WSK capacity. We show in the next section that this upper bound is tight for the case wiretapped Tree-PIN.

**Lemma 2 (Lemma 5.1 of [5]).** For a given wiretapped source model \((X_M, Z)\), let \(C^A_{WSK}(P_{X_M Z})\) denote the WSK capacity of the wiretapped model. Let \(C^A_{PK}([m+1])(P_{X_M Z})\) be the PK capacity of an auxiliary model with \(m + 1\) terminals such that \(X_j = X_j\) for all \(j \leq m\), and \(X_{m+1} = Z\), where terminal \(m + 1\) is compromised (i.e., \(D = \{m + 1\}\)). For any given wiretapped model such auxiliary model can be defined. By definition of the PK capacity we have \(C^A_{WSK}(P_{X_M Z}) \leq C^A_{PK}([m+1])(P_{X_M Z})\).
III. WSK CAPACITY OF TREE-PIN

Here, we first define the wiretapped PIN (Pairwise Independent Network) and wiretapped Tree-PIN models. The non-wiretapped PIN model was first defined in [10] and its SK capacity was later studied in [11]. Let $G = (\mathcal{M}, \mathcal{E})$ be an undirected graph. We denote the edge that connects the nodes $i$ and $j$ by $e_{ij}$, and assume $e_{ij} = e_{ji}$. In a graph $G = (\mathcal{M}, \mathcal{E})$, we denote the neighbours of a node $j \in \mathcal{M}$ by $\Gamma(j) = \{i \mid i \in \mathcal{M}, e_{ij} \in \mathcal{E}\}$.

Definition 4 (Wiretapped PIN & Wiretapped Tree-PIN). A set of $\mathcal{M}$ terminals form a PIN if there exists a tree $G = (\mathcal{M}, \mathcal{E})$ with $\mathcal{M} = [m]$ such that the RV of any terminal $j \in \mathcal{M}$ can be represented by $X_j = (V_j,i \in \Gamma(j))$, where all pairs of RVs in $\{(V_{ij},V_{ji})\mid i < j, e_{ij} \in \mathcal{E}\}$ are mutually independent. Note that $V_{ij} \neq V_{ji}$. A PIN model is called wiretapped if Eve has access to side information $Z$ which is correlated with all terminals’ variables. That is, the correlation between $Z$ and all $V_{ij}$ variables can be in any general form. A wiretapped PIN is called with independent leakage if Eve’s variable is of the form $Z = (Z_{ij} \mid i < j)$, such that the set of all triplets of variables $\{(V_{ij}, V_{ji}, Z_{ij}) \mid e_{ij} \in \mathcal{E}\}$ are mutually independent and for each $e_{ij} \in \mathcal{E}$ either $V_{ij} - V_{ji} - Z_{ij}$ or $V_{ji} - V_{ij} - Z_{ij}$ hold. A Tree-PIN is a PIN model for which $G$ is an undirected tree. A (Tree-)PIN model is called non-wiretapped if $Z = \text{constant}$.

In our model of wiretapped (Tree-)PIN with independent leakage, Eve has wiretapped side information correlated with every component variable of every terminal, and thus our wiretapped model not only strongly resembles the case of general wiretapped PIN model it is also a special case of the wiretapped Markov Tree model for which the WSK capacity is still unknown [5]. The main results of this work are giving the WSK capacity of wiretapped Tree-PIN with independent leakage for any $\mathcal{A}$ (Theorem 3), and wiretapped PIN with independent leakage for $\mathcal{A} = \mathcal{M}$ or $|\mathcal{A}| = 2$ (Corollary 13.1). These results are more general than previous results on wiretapped multiterminal models. We will compare our results with the aforementioned past results in Section V. In this section, we focus on wiretapped Tree-PIN. The WSK capacity of wiretapped Tree-PIN is given by the following theorem\(^3\).

Theorem 3. WSK capacity of a given wiretapped Tree-PIN $(X_{\mathcal{M}}, Z)$ with independent leakage, defined as in Definition 4, for any subset $\mathcal{A} \subseteq \mathcal{M}$ is given by

$$C_{WSK}^A (X_{\mathcal{M}}, Z) = \min_{i,j \in \mathcal{M}, e_{ij} \in \mathcal{E}_A} I(V_{ij}, V_{ji} \mid Z_{ij}),$$

where $G_A = (\mathcal{M}_A, \mathcal{E}_A)$ is the subgraph of $G$ with the smallest number of edges connecting all nodes of $\mathcal{A}$.

We emphasis that the WSK capacity of a more general wiretapped PIN model in which $Z = (Z_{ij} \mid i < j)$ and for any $i$ and $j$ the Markov relation $V_{ij} - V_{ji} - Z_{ij}$ does not necessarily hold remains an open problem, even for the case of two-party SKA, $m = 2$.

Proof of Theorem 3: The proof is in two parts: (i) the converse, and (ii) the achievability. In the converse part of the proof we prove an upper bound on WSK capacity, that is given by Lemma 4.

\(^3\)The proof for a special case of Theorem 3 when $V_{ij} = V_{ji}$ was presented in ISIT 2019 [6]. An extension of this special model to the case of finite linear sources [12] with a linear wiretapper was studied in [7].
Lemma 4 (The converse). For a Tree-PIN \((X_M, Z)\) defined as in Definition 4, we have
\[
C_{\text{WSK}}^{A}(P_{X_M Z}) \leq C_{PK}^{A|m+1}(P_{X_M Z}) = \min_{i,j \in M} I(V_{ij}; V_{ji}|Z_{ij}),
\]
where \(G_A = (M_A, E_A)\) is the subtree of \(G\) with the least number of edges that connects all nodes of \(A\) and dummy terminal \(m + 1\) represents the adversary.

In the achievability (direct) part we prove that the above upper bound is indeed achievable. That is given by Lemma 5.

Lemma 5 (The achievability). For a wiretapped Tree-PIN \((X_M, Z)\) defined by \(G = (M, E)\), and \(P_{ZX_M}\), and for any subset \(A \subseteq M\), the largest asymptotically achievable key rate of SKA protocol 1 is given by
\[
r_K(\Pi TP) = \min_{i,j \in M} I(V_{ij}; V_{ji}|Z_{ij}).
\]

The proof of Theorem 3 is immediately complete by Lemmas 4 and 5.

A. Proof Sketch of the Converse and Achievability

In the following, we give an outline of the proof of the converse, and explain how protocol 1 of Lemma 5 achieves the key capacity. The full proofs of Lemmas 4 and 5 are given in Appendix B and Appendix C, respectively.

The Converse: For simplicity, assume \(A = M\). Also, recall that by Lemma 2, we have \(C_{\text{WSK}}^{M}(P_{X_M Z}) \leq C_{PK}^{M|m+1}(P_{X_M Z})\), and due to Theorem 1 we know that \(C_{PK}^{A|m+1}(P_{X_M Z}) = H(X_M|Z) - R_{CO}(X_M|Z)\). Here, \(R_{CO}(X_M|Z)\) denotes the solution to the real-valued Linear Programming (LP) problem represented in Figure 2.

\[
\begin{align*}
\text{Minimize:} & \quad \sum_{j \in M} R_j \\
\text{Subject to:} & \quad \sum_{j \in B} R_j \geq H(X_B|X_{B^c}, Z), \quad \forall B \subsetneq M, \\
& \quad R_j \in \mathbb{R}^+, \quad \forall j \in M.
\end{align*}
\]

Fig. 2. The LP problem of finding \(R_{CO}(X_M|Z)\).

We prove that
\[
R_{CO}(X_M|Z) = H(X_M|Z) - \min_{i,j} I(V_{ij}; V_{ji}|Z_{ij}). \tag{5}
\]

First, consider an arbitrary edge \(e_{ij} \in E\). By cutting this edge, the set of terminals will be partitioned into two parts \(B\) and \(B^c\) \((B \cap B^c = \emptyset\) and \(B \cup B^c = M)\). Let \(R_j\) be the rate of public communication of terminal \(j\). Rewriting the inequalities of LP of Figure 2 for these two sets of terminals, and considering the facts that \(\{(V_{ij}, V_{ji}, Z_{ij})\}\)'s
are mutually independent, we get \( H(X_M|Z) = \sum_{i,j} H(V_{ij}, V_{ji}|Z_{ij}) \) and thus, for any \( e_{ij} \in \mathcal{E} \) we have

\[
\sum_{j \in \mathcal{B}} R_j \geq \sum_{j \in \mathcal{B}} H(V_{ij}, V_{ji}|Z_{ij}) + H(V_{ij}|V_{ij}', Z_{ij}),
\]

\[
\sum_{j \in \mathcal{B}^c} R_j \geq \sum_{j \in \mathcal{B}^c} H(V_{ij}, V_{ji}|Z_{ji}) + H(V_{ij}|V_{ij}', Z_{ij}).
\]

By adding these two inequalities, we arrive at

\[
\sum_{j \in M} R_j \geq H(X_M|Z) - (H(V_{ij}', V_{ij}|Z_{ij}') - H(V_{ij}', V_{ij}, Z_{ij}')) - H(V_{ij}', V_{ij}|Z_{ij}),
\]

\[
= H(X_M|Z) - I(V_{ij}', V_{ij}|Z_{ij}').
\]

This holds for any arbitrary \( e_{ij} \in \mathcal{E} \), and thus, we have proved that \( R_{CO}(X_M|Z) \geq H(X_M|Z) - \min_{i,j} I(V_{ij}; V_{ji}|Z_{ij}) \).

See Appendix B for the full proof when \( \mathcal{A} \neq \mathcal{M} \). This lower bound on \( R_{CO} \) implies that \( C_{P}^{|\mathcal{M}|+1}(P_{X_M|Z}) \leq \min_{i,j} I(V_{ij}; V_{ji}|Z_{ij}) \), which is essentially sufficient to prove the converse. However, we further prove that this bound is tight and the equality in (5) holds. To do so, we show that there exist a heuristic rate assignment for \( R_1 \) to \( R_m \) such that \( \sum_{j \in \mathcal{M}} R_j \) is always equal to the right hand side of (5). The proof is in Appendix B. This exact formulation of \( R_{CO}(X_M|Z) \) will be used later in Remark 2 for arguing the public communication efficiency of SKA protocol 1.

**The achievability:** We show that the upper bound given in Lemma 4 is achievable. More precisely, we prove that for every \( n \), Protocol 1 generates an \((\epsilon_n, \sigma_n)\)-SK \( K \) with length \( \ell \), such that \( \lim_{n \to \infty} \epsilon_n = \lim_{n \to \infty} \sigma_n = 0 \), and

\[
\lim_{n \to \infty} \frac{\ell}{n} = \min_{i,j \in \mathcal{M}, e_{ij} \in \mathcal{E}, \mathcal{A}} I(V_{ij}; V_{ji}|Z_{ij}).
\]

The protocol works by using the public communication channel in two rounds. First, each pair of connected terminals \( i \) and \( j \) execute two-party SKA protocols \( \pi_{ij} \) (in parallel) to establish pairwise keys \( S_{ij}' \) of length \( \ell \), where for each \( e_{ij} \) the pairwise key length \( \ell \approx nI(V_{ij}; V_{ji}|Z_{ij}) - o(n) \) is achievable due to [8, Theorem 1]. In the second round, terminals use the public channel to reconcile on one of the pairwise keys, namely \( S_{ij}' \). In this step, non-leaf nodes (terminals) send enough messages that enables all terminals to calculated \( K = S_{ij}' \) while keeping the leakage of information to Eve to a minimum amount.

A complete description of this SKA protocol is given in Protocol 1. In Protocol 1, without loss of generality, we assume that terminal 2 is the only terminal connected to terminal 1; i.e., \( \Gamma(1) = \{2\} \). In line 15 of Protocol 1 Path(\( i_1 \to i_f \)) = \( (e_{i_1}i_2, e_{i_2}i_3, \ldots, e_{i_{f-1}}i_f) \) denotes the path from terminal \( i_1 \) to \( i_f \). Since \( G \) is an undirected tree, between each terminal \( i \in \mathcal{M} \) and \( j \in \mathcal{M} \) there is always a unique path. We show in the proof of Lemma 5 that if pairwise keys are \((\epsilon, \sigma)\)-SKs established by executing two-party SKA protocols \( \pi_{ij} \), then the final key of Protocol 1 is an \((|\mathcal{E}|\epsilon, 2|\mathcal{E}|\sigma)\)-SK. The full proof of achievability is in Appendix C.

**Example 1.** In the following, we revisit the example of Figure 1, and illustrate how protocol 1 works. This
Protocol 1: SKA for Tree-PIN (\(\Pi_{TP}\))

Known: Undirected tree \(G = (\mathcal{M}, \mathcal{E})\) with \(\mathcal{M} = [m]\), and joint distribution \(P_{X \mid X, \mathcal{M}}\).

Assumption: Node 2 is the only neighbor of node 1, i.e., \(\Gamma(1) = \{2\}\).

Input: Descriptions of \(m-1\) two-party SKA protocols \(\{\pi_{ij}\} i < j\) and \(e_{ij} \in \mathcal{E}\).

Input: \(n\)-IID samples \((X^n_1, X^n_2, \ldots, X^n_m)\).

Final Key Length: \(\ell\).

Output: Terminals’ copies of the final key \((K_1, \ldots, K_m)\), each with length \(\ell\).

// Establishing Pairwise Secret Keys
for \(i \in \mathcal{M}\)
  for \(j > i\)
    if \(j \in \Gamma(i)\) then // Nodes (terminals) \(i\) and \(j\) are adjacent
      Terminals \(i\) and \(j\) do reconcile on \(V^n_{ij}\) using public communication \(Q_{ij}\).
      Terminals \(i\) and \(j\) do extract pairwise keys \(S_{ij} = S_{ji} = \pi_{ij}(V^n_{ij}, V^n_{ji})\).
      Terminals \(i\) and \(j\) do save the first \(\ell\) bits of \(S_{ij}\) in \(\ell_{ij} \leftarrow S_{ij}|_{\ell}\).

// XOR Key Distribution
for \(j \geq 2\)
  if \(|\Gamma(j)| > 1\) then // Node (terminal) \(j\) has more than one neighbor
    Terminal \(j\) do find node \(j^* \in \Gamma(j)\) s.t. \(d(1, j^*) < d(1, i) \forall i \in \Gamma(j) \backslash \{j^*\}\), and
    foreach \(i \in \Gamma(j) \backslash \{j^*\}\), terminal \(j\) do broadcasts \(F_{ji} = S'_{j^*i} \oplus S'_{ji}\).

// Local Final Key Calculation
Termsinals 1 and 2 set their keys to \(K_1 = K_2 = S'_{12}\).
for \(j \geq 3\)
  Terminal \(j\) do find node \(j^* \in \Gamma(j)\) s.t. \(d(2, j^*) < d(2, i) \forall i \in \Gamma(j) \backslash \{j^*\}\), then
  do Path(\(j \rightarrow 2\)), the path from node \(j\) to node 2, then
  do compute \(K_j = S'_{j^*j} \oplus \bigoplus_{i \in \mathcal{M}} F_{i^*i} \quad \text{s.t.} \quad e_{i^*i} \in \Gamma(2) \text{ Path}(j \rightarrow 2)\).

wiretapped Tree-PIN with \(\mathcal{M} = \{1, 2, 3, 4\}\) is a simple path from terminal 1 to terminal 4.

Protocol 1 works as follows. First, each pair of connected terminals establish pairwise secret keys \(S_{ij}\) by employing two-party SKA protocols \(\pi_{ij}\). Then, let \(\ell\) be the length of the smallest pairwise key. All parties then keep only the first \(\ell\) bits of their pairwise keys. Let \(S'_{ij}\) denote the first \(\ell\) bits of \(S_{ij}\). Note that in this example terminal 2 has two pairwise keys \(\{S'_{12}, S'_{23}\}\) and terminal 3 also has two pairwise keys \(\{S'_{23}, S'_{34}\}\). In the next phase of the protocol, terminal 2 broadcasts \(F_{23} = S'_{12} \oplus S'_{23}\) and terminal 3 broadcasts \(F_{34} = S'_{23} \oplus S'_{34}\). In the last phase, each terminal \(j\) computes the key \(K_j\) according to the following:

\[
K_1 = S'_{12},
K_2 = S'_{12},
K_3 = S'_{23} \oplus F_{23},
K_4 = S'_{34} \oplus F_{34} \oplus F_{23}.
\]

One can easily see that above equations imply that we have \(K_1 = K_2 = K_3 = K_4 = S'_{12}\).
B. Public Communication Cost of Protocol 1

The Protocol 1 is the only known protocol that achieves the WSK capacity of Tree-PIN; however, when Z is known, it can be compared with other protocols that achieve the PK capacity. This protocol is interactive with two rounds of public communication but does not require omniscience. We show that the public communicate cost of Protocol 1, that is the asymptotic rate of its public communication, is no larger than other protocols that require rounds of public communication but does not require omniscience. We show that the public communicate cost of Protocol 1, that is the asymptotic rate of its public communication, is no larger than other protocols that require omniscience for achieving the PK capacity.

Remark 2. Let $R_{SK}(X_M)$ denote the minimum public communication rate required for achieving $C_{SK}^M(P_{X_M})$. That is $R_{SK}(X_M) = \min\{r_{PC}(\Pi)\}$ II achieves $C_{SK}^M(P_{X_M})$. It was proved in [36] that for PIN model with $V_{ij} = V_{ji}$, we have $R_{SK}(X_M) = (m-2)C_{SK}^M(P_{X_M})$. Similarly, define $R_{WSK}(X_M|Z) = \min\{r_{PC}(\Pi)\}$ II achieves $C_{WSK}^M(P_{X_M|Z})$. We show that for any wiretapped Tree-PIN, when $V_{ij} \neq V_{ji}$, we have

$$R_{WSK}(X_M|Z) \leq (\sum_{i,j} H(V_{ij}|V_{ji})) + (m-2)C_{WSK}^M(P_{X_M|Z}) \leq R_{CO}(X_M|Z),$$

where $R_{CO}(X_M|Z)$ is defined in Theorem 1. It is not known whether the left bound is tight. When Z is known, both Protocol 1 and protocol of [1] achieve the PK capacity of Tree-PIN. Protocol 1 does not require achieving omniscience while protocol of [1] does. The above inequality shows that Protocol 1 uses less public communication than the protocol of [1] (Also see [1, Example 7]).

Proof of Remark 2: First we prove the first bound by noting the fact that $R_{WSK}(X_M|Z) \leq r_{PC}(\Pi_{TP})$ as Protocol 1 ($\Pi_{TP}$) achieves the WSK capacity. We now calculate $r_{PC}(\Pi_{TP})$. Protocol 1 has two rounds of public communication. In the first round terminals agree on their pairwise keys. For each $e_{ij}$ either $V_{ij} - V_{ji} - Z_{ij}$ or $V_{ji} - V_{ij} - Z_{ij}$ holds. With an abuse of notation, assume that $V_{ij} - V_{ji} - Z_{ij}$ for all $e_{ij}$. Then public communication rate of the first round for each $e_{ij}$ is given by $H(V_{ij}|V_{ji})$ [8]. Since in the first round, pairwise keys are generated in parallel and independently, the total amount of public communication rate of this round is given by $\sum_{i,j} H(V_{ij}|V_{ji})$. In the second round, any terminal $j \in M$ finds its unique neighbour $j^*$ that is closest to the node 1 and broadcasts $|\Gamma(j)| - 1$ encoded messages $\{F_{ji} \forall i \in \Gamma(j)\} \setminus \{j^*\}$, where each message has the same length $\ell$ as the final key $K$. Thus, the public communication rate of the protocol 1 is

$$r_{PC}(\Pi_{TP}) = \sum_{i,j} H(V_{ij}|V_{ji}) + \lim_{n \to \infty} \frac{1}{n} \sum_{j=1}^{m} \ell \times (|\Gamma(j)| - 1)$$

$$= \sum_{i,j} H(V_{ij}|V_{ji}) + \lim_{n \to \infty} \left( \frac{\ell}{n} \right) \left( \sum_{j=1}^{m} |\Gamma(j)| - m \right)$$

$$= \sum_{i,j} H(V_{ij}|V_{ji}) + \lim_{n \to \infty} \left( \frac{\ell}{n} \right) (2|\mathcal{E}| - m)$$

$$= \sum_{i,j} H(V_{ij}|V_{ji}) + \lim_{n \to \infty} (m-2)\ell/n,$$

where we used the facts that for a graph $G = (M, \mathcal{E})$, we have $\sum_{j \in M} |\Gamma(j)| = 2|\mathcal{E}|$, and for an undirected tree with

$4$ Exists because of tree structure of the variables.
$m$ vertexes we have $|E| = m - 1$. By $\ell \approx n \min_{i,j} I(V_{ij} ; V_{ji} | Z_{ij}) - o(n)$, and the fact that Protocol 1 achieves the WSK capacity of a Tree-PIN, namely $\min_{i,j} I(V_{ij} ; V_{ji} | Z_{ij})$, proves the first (left) inequality for any given Tree-PIN $G = (M, E)$. Next, we prove the second (right) inequality by showing that $r_{PC}(\Pi_{TP}) \leq R_{CO}(X_M | Z)$.

\[
r_{PC}(\Pi_{TP}) = \sum_{i,j} H(V_{ij} | V_{ji}) + (m - 2)C_{WSK}^M(P_{X,M,Z})
\]
\[
\leq \sum_{i,j} H(V_{ij} | V_{ji}) + (m - 1)C_{WSK}^M(P_{X,M,Z}) - C_{WSK}^M(P_{X,M,Z})
\]
\[
\leq \sum_{i,j} H(V_{ij} | V_{ji}) + \sum_{i,j} H(V_{ij} | Z_{ij}) - H(V_{ij} | V_{ji}) - C_{WSK}^M(P_{X,M,Z})
\]
\[
= \sum_{i,j} H(V_{ij} | Z_{ij}) - C_{WSK}^M(P_{X,M,Z})
\]
\[
\leq H(X_M | Z) - C_{WSK}^M(P_{X,M,Z})
\]
\[
= R_{CO}(X_M | Z)
\]

where the last equality is due to (22).

\section*{IV. Finite-length Bounds for Wiretapped Tree-PIN}

Finite-length analysis of information theoretic tasks such as SKA is important in practice, as in real-life deployment of SKA protocols the number of samples, $n$, accessible to each terminal is finite. In this case, better estimations and bounds on the maximum achievable key length (i.e., $S_{e,\sigma}(X^n_M | Z^n)$) are desired (see Definition 2). In this section, we give a finite-length upper bound, and three finite-length lower bounds for the maximum achievable key length in a wiretapped Tree-PIN.

\subsection*{A. The Finite-length Upper Bound}

\textbf{Theorem 6.} For any given wiretapped Tree-PIN $(X_M, Z)$, described by $P_{X,M}$, and for every $n \in \mathbb{N}$, every $\epsilon, \sigma > 0$, with $\epsilon + \sigma < 1$, and any subset $A \subseteq M$, we have that $S_{e,\sigma}(X^n_M | Z^n)$ is upper bounded by

\[
\min_{i,j \in M} \left\{ nR_{ij} - \sqrt{n \Delta_{ij}} Q^{-1}(\epsilon + \sigma) \right\} + \frac{3}{2} \log n + O(1),
\]

where $R_{ij} = I(\epsilon, \sigma) = I(V_{ij} ; V_{ji} | Z_{ij})$.

For the proof of Theorem 6 we use the Hypothesis testing upper bound of Tyagi and Watanabe [38] which is a general single-shot bound for any wiretapped multiterminal source model. Hayashi et al. used the upper bound of [38] to prove a finite-length upper bound for the case of two-party SKA. To our knowledge, Theorem 6 is the first multiterminal finite-length upper bound based on the Hypothesis testing upper bound.

To prove Theorem 6, we first recall the notion hypothesis testing and a couple of lemmas.

The binary hypothesis testing problem is defined as follows. For a random variable $X$, there are two possible distributions $P_X$ and $Q_X$. Using a test algorithm $T$ we shall decide between $P_X$ or $Q_X$. Let the null hypothesis be $H_0 = P_X$. If we reject the null hypothesis $P_X$ when the actual distribution is $P_X$ then type I error is occurred, and
if we accept the null hypothesis when the actual distribution is \( Q_X \) then type II error is occurred. Let \( \beta_\eta(P_X, Q_X) \) denote the infimum of type II error probability given that type I error probability is less than \( \eta \). That is,

\[
\beta_\eta(P_X, Q_X) = \inf_{T: E_1(T) \leq \eta} E_2(T),
\]

where \( E_1(T) = \sum_{x \in X} P_X(x) \Pr \{ \text{Rej} \ H_0|x \} \), and \( E_2(T) = \sum_{x \in X} Q_X(x) \Pr \{ \text{Acc} \ H_0|x \} \), are respectively the type I and type II errors of a given hypothesis testing algorithm \( T \).

**Lemma 7 (Hypothesis testing upper bound [38]).** Given an arbitrary multiterminal source model \((X_M, Z)\), and any given partition \( \mathcal{P} = \{\mathcal{P}_1, \ldots, \mathcal{P}_l\} \) of \( M \), for every \( \epsilon, \sigma > 0 \), with \( \epsilon + \sigma < 1 \), and every \( 0 < \eta < 1 - \epsilon - \sigma \), we have

\[
S_{\epsilon, \sigma}(X_M|Z) \leq \frac{1}{|\mathcal{P}| - 1} \left[ -\log \beta_{\epsilon + \sigma + \eta} \left( P_{X_M,Z}, Q^P_{X_M|Z} \right) + |\mathcal{P}| \log \frac{1}{\eta} \right],
\]

where \( Q^P_{X_M|Z} \) is any probability distribution for which \( Q^P_{X_M|Z} = \Pi_{j=1}^l Q_{X_{\mathcal{P}_j}|Z} \) holds.

**Lemma 8 (Also see Lemma 4.1.2 of [39]).** Consider a hypothesis testing problem where \( P_X \) and \( Q_X \) are respectively the null and alternative hypotheses. For any \( \lambda > 0 \), we have

\[
-\log \beta_\epsilon(P_X, Q_X) \leq \lambda - \log \left( P_X \left( \left\{ x : \frac{P_X(x)}{Q_X(x)} \leq \lambda \right\} \right) - \epsilon \right).
\]

**Proof:** Let

\[
\mathcal{C} = \left\{ x : \log \frac{P_X(x)}{Q_X(x)} \geq \lambda \right\}.
\]

Suppose that the hypothesis testing algorithm \( T \) is such that accepts the null hypothesis \( P_X \) if the observed value \( x \) belongs to \( \mathcal{C} \). Also, let \( \epsilon \) denote the type I error of test \( T \). That is,

\[
\epsilon = E_1(T) = P_X \left( \left\{ x : \log \frac{P_X(x)}{Q_X(x)} < \lambda \right\} \right) = \sum_{x \in X} P_X(x) \mathbb{I} (x \notin \mathcal{C}).
\]

Due to the Neyman-Pearson lemma, \( T \) gives the least type II error of all tests with type I error of at most \( \epsilon \). To simplify the proof, let

\[
\mathcal{S} = \left\{ x : \log \frac{P_X(x)}{Q_X(x)} \leq \lambda \right\}.
\]

Using the Neyman-Pearson lemma we have,

\[
P_X \left( \left\{ x : \log \frac{P_X(x)}{Q_X(x)} \leq \lambda \right\} \right) \leq \sum_{x \in X} P_X(x) \mathbb{I} (x \in \mathcal{S} \cap \mathcal{C}) + \sum_{x \in X} P_X(x) \mathbb{I} (x \in \mathcal{S} \cap \mathcal{C}^c)
\]

\[
\leq \sum_{x \in X} P_X(x) \mathbb{I} (x \notin \mathcal{C}) + \sum_{x \in X} 2^\lambda Q_X(x) \mathbb{I} (x \in \mathcal{C})
\]

\[
\leq \epsilon + 2^\lambda \beta_\epsilon(P_X, Q_X),
\]

where in (a) we use that \( P_X(x) \leq 2^\lambda Q_X(x) \ \forall x \in \mathcal{S} \), and in (b) we use Neyman-Pearson lemma. The proof is
complete by taking logarithm from both sides of the inequality.

Theorem 9 (Berry-Esseen, see [40] Theorem 1, Chapter XVI, Section 5). Let $W^n$ be an $n$-IID variable, and $-\infty < \alpha < \infty$, then

$$
\left| \Pr\left\{ \sum_{j=1}^{n} W_j \leq n\mu - \alpha \sqrt{\Delta n} \right\} - Q(\alpha) \right| \leq \frac{3\rho}{\Delta^{3/2}\sqrt{n}},
$$

where $\mu = \mathbb{E}\{W\}, \Delta = \text{Var}\{W\}, \rho = \mathbb{E}\{|W - \mu|^3\}$, and $Q(\cdot)$ is the tail probability of the standard Gaussian distribution given by

$$
Q(\alpha) = \frac{1}{\sqrt{2\pi}} \int_{\alpha}^{\infty} \exp\left(-\frac{t^2}{2}\right) \, dt.
$$

We now prove the upper bound of Theorem 6.

**Proof:** Denote the set of all terminals in $G_A$ by $B = \mathcal{M}_A \subseteq \mathcal{M}$. For SKA in the Tree-PIN $G_A$, lemma 7 implies that for an arbitrary partition $\mathcal{P}$ of $B$, we have

$$
S_{\epsilon,\sigma}(X_n^A|Z) = S_{\epsilon,\sigma}(X_n^B|Z) \leq \frac{1}{|\mathcal{P}|-1} \left[ -\log \beta_{\epsilon+\sigma+\eta} \left( P_{X_n^B Z^n}, Q_{X_n^B Z^n}^P \right) + |\mathcal{P}| \log \frac{1}{\eta} \right].
$$

(7)

Fix an edge $e_{i'j'} \in \mathcal{E}_A$ of $G_A$ that connects nodes (terminals) $i'$ and $j'$. Cutting this edge induces a partition $\mathcal{P}_{i'j'} = \{\mathcal{P}_1, \mathcal{P}_2\}$, such that $i' \in \mathcal{P}_1$ and $j' \in \mathcal{P}_2$. By applying (7) and lemma 8, with $\mathcal{P} = \mathcal{P}_{i'j'}, P_{X_n^B Z^n} = \prod_{e_{ij}} P_{V_{ij}^n V_{ji}^n Z_{ij}^n}$, $Q_{X_n^B Z^n}^P = P_{V_{i'j'}^n Z_{i'j'}^n} P_{V_{j'i'}^n Z_{j'i'}^n} \prod_{e_{ij} \neq e_{i'j'}} P_{V_{ij}^n V_{ji}^n Z_{ij}^n}$, and $\eta = \frac{1}{\sqrt{n}}$, we get

$$
S_{\epsilon,\sigma}(X_n^A|Z) \leq \lambda - \log \left( \Pr \left\{ \frac{P_{X_n^B Z^n}}{Q_{X_n^B Z^n}^P} \leq \lambda \right\} - \epsilon - \sigma - \frac{1}{\sqrt{n}} \right) + \log n.
$$

(8)

Let

$$
\theta_n = \frac{2}{\sqrt{n}} + \frac{3\rho_{i'j'}}{\Delta_{i'j'}^{3/2}\sqrt{n}},
$$

where

$$
\Delta_{ij} = \text{Var}\left\{ \log \frac{P_{V_{ij}^n V_{ji}^n}(V_{ij}, V_{ji}|Z)}{P_{V_{ij}|Z}(V_{ij}|Z) P_{V_{ji}|Z}(V_{ji}|Z)} \right\},
$$

and

$$
\rho_{ij} = \mathbb{E}\left\{ \log \frac{P_{V_{ij}^n V_{ji}^n}(V_{ij}, V_{ji}|Z)}{P_{V_{ij}|Z}(V_{ij}|Z) P_{V_{ji}|Z}(V_{ji}|Z)} - I(V_{i'j'}; V_{j'i'}|Z) \right\}^3.
$$

By choosing

$$
\lambda = n I(V_{i'j'}; V_{j'i'}|Z) - \sqrt{n\Delta_{i'j'} Q^{-1}(\epsilon + \sigma + \theta_n)},
$$
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and by the Berry-Esseen theorem we get
\[
\Pr \left\{ \log \frac{P^{X^n}_{\theta,N} Z^n}{Q^{X^n}_{\theta,N} Z^n} \leq \lambda \right\} = \Pr \left\{ \log \frac{P^{V^n}_{ij',j'} Z^n_{ij',j'}}{P^{V^n}_{ij,j'} Z^n_{ij,j'}} \leq \lambda \right\} \\
= \Pr \left\{ \log \frac{P^{V^n}_{ij',j'} Z^n_{ij',j'}}{P^{V^n}_{ij,j'} Z^n_{ij,j'}} \leq \lambda \right\} \\
\geq \varepsilon + \sigma + \frac{2}{\sqrt{n}}.
\]

Note that \( E \left\{ \log \frac{P^{V^n}_{ij'} Z^n_{ij'}}{P^{V^n}_{ij,j'} Z^n_{ij,j'}} \right\} = I(V_{ij'}; V_{ij}|Z). \) Applying the above inequality in (8) gives
\[
S_{\varepsilon,\sigma}(X^n_A|Z) \leq nI(V_{ij'}; V_{ij'}|Z) - \sqrt{n \Delta_{ij'}} Q^{-1}(\varepsilon + \sigma) - \log \left( \frac{1}{\sqrt{n}} \right) + \log n.
\]

By using Taylor approximation of \( Q(\cdot) \) to remove \( \theta_n \) we get
\[
S_{\varepsilon,\sigma}(X^n_A|Z) \leq nI(V_{ij'}; V_{ij'}|Z) - \sqrt{n \Delta_{ij'}} Q^{-1}(\varepsilon + \sigma) + \frac{3}{2} \log n + O(1),
\]
that holds for any edge \( e_{ij'} \) of \( G_A \). The proof is complete by minimizing over all \( e_{ij'} \)'s.

B. Finite-length Lower Bounds

The achievability (lower) bounds are based on variations of the SKA protocol that achieves the WSK capacity of wiretapped Tree-PIN given in Theorem 3. This protocol has two main steps. In the first step, each pair of connected terminals \( i \) and \( j \) (i.e., \( e_{ij} \in E \)) preform a two-party SKA protocol to obtain a pairwise secret key. For this task, terminals can use, for example, the two-party SKA protocols of [41] or [32] – see also [8, 9, 25]. In the second step, terminals use their pairwise keys and public communication to agree on the final shared secret key. See the details of this SKA protocol in Appendix C.

For the case of two-party SKA, Hayashi et al. [25] proved that for a given source model \( (V_{ij}, V_{ji}, Z_{ij}) \), if \( V_{ij} - V_{ji} - Z_{ij} \), and for every \( n \in \mathbb{N} \) and \( \varepsilon, \sigma > 0 \), with \( \varepsilon + \sigma < 1 \), we have
\[
S_{\varepsilon,\sigma}(V^n_{ij}, V^n_{ji}|Z^n_{ij}) = nR_{ij} - \sqrt{n \Delta_{ij}} Q^{-1}(\varepsilon + \sigma) \pm O(\log n),
\]
where \( S_{\varepsilon,\sigma}(\cdot) \) denotes the maximum achievable key length,
\[
\Delta_{ij} = \text{Var} \left\{ \log \frac{P^{V^n}_{ij'} V^n_{ij} Z^n_{ij}}{P^{V^n}_{ij} V^n_{ij} Z^n_{ij}} \right\}.
\]
\( R_{ij} = I(V_{ij}; V_{ij}|Z_{ij}) \) is the two-party WSK capacity of \( (V_{ij}, V_{ji}, Z_{ij}) \), and \( Q(\cdot) \) is the tail probability of the standard Gaussian distribution. This second-order approximation of the key length is achievable by the interactive protocol of [25]. Sharifian et al. [41] gave also two finite-length approximations corresponding to a one-way two-party SKA protocol. One-way SKA protocols are more efficient in terms of the public communication than the interactive construction of [25], while in finite-length regime, the SKA protocol of [25] is closer to the two-party capacity \( (R_{ij}) \) than the SKA protocol of [41]. However, by a numerical example in Section 2 we illustrate that the lower bound that is based on [41] can be very close to the lower bound which is based on [25].
By using the SKA protocols of [25] and [41] in the first step of our SKA protocol for obtaining pairwise keys, we prove the following lower bounds for wiretapped Tree-PIN.

**Proposition 10 (Lower bounds).** For any given wiretapped Tree-PIN, described by $P_{ZX|A}$, and for every $n \in \mathbb{N}$, every $\epsilon, \sigma > 0$, with $\epsilon + \sigma < 1$, and any subset $A \subseteq M$, we have

$$S_{\epsilon,\sigma}(X^n_A|Z^n) \geq F_1(X^n_A|Z^n) - \frac{11}{2} \log n + O(1)$$  \hfill (9)

$$S_{\epsilon,\sigma}(X^n_A|Z^n) \geq F_2(X^n_A|Z^n) - \log n + O(1)$$  \hfill (10)

$$S_{\epsilon,\sigma}(X^n_A|Z^n) \geq F_3(X^n_A|Z^n) - \log n + O(1)$$  \hfill (11)

where

$$F_1(X^n_A|Z^n) = \min_{i,j \in M} \left\{ \frac{nR_{ij}}{\sigma} - \sqrt{n\Delta_{ij}^q} \right\}$$

$$F_2(X^n_A|Z^n) = \min_{i,j \in M} \left\{ \frac{nR_{ij}}{\sigma^2} - \sqrt{n\Delta_{ij}^q} \right\}$$

$$F_3(X^n_A|Z^n) = \min_{i,j \in M} \left\{ \frac{nR_{ij}}{\sigma^3} - \sqrt{2n} \log(3) \right\}$$

with $R_{ij} = I(V_{ij}; V_{ji}|Z_{ij})$, $\Delta_{ij}^q = \text{Var}\{-\log P_{V_{ij}|V_{ji}}\}$, and $|E_A|$ is the number of edges in the sub-tree $G_A$.

For Theorem 10 we note that according to the proof of Theorem 3, obtaining pairwise $(\epsilon, \sigma)$-SKs leads to a finial $(|E_A|, 2|E_A|, \sigma)$-SK. Thus, for all of the above achievability (lower) bounds, parties first establish pairwise $(\frac{\epsilon}{|E_A|}, \frac{\sigma}{|E_A|})$ secret keys, and then use Protocol 1 to agree on the final key. None of the bounds require omniscience.

Lower bound of (9) is based on Protocol 1 which uses the two-party protocol of [25] for generating pairwise keys, and lower bounds in (10) and (11) are based on Protocol 1 when the one-way two-party protocol of [41] is used for pairwise key generation. Lower bounds in (9) and (10) assume that samples are IID and lower bound of (11) only assumes that samples are independent (and not necessarily IID.) The full proof of Theorem 10 is given in Appendix D.

Note that the second-order terms (in $O(\sqrt{n})$) of the upper and lower bounds do not match. Finding tighter bounds with matching second-order terms is an interesting open problem.

**Example 2.** The following numerical example compares the finite-length bounds given in (6) and (9)-(11). Consider a source model with $m = 3$ terminals, $M = \{1, 2, 3\}$, and $A = M$. Let $X_1 = (V_{12}, V_{13})$ such that $V_{1j}$’s are binary uniform variables. Also for $p, q \in (0, 1)$ and for $j \in \{2, 3\}$, let $X_j = V_{j1} = BSC_p(V_{ij})$ and $Z_{1j} = BSC_q(V_{j1})$.

Here, $BSC_p(\cdot)$ denotes a binary symmetric channel with crossover probability of $p$. For this example, the WSK capacity is $C_{WSK} = h_2(p \ast q) - h_2(p)$, where $p \ast q = p(1 - q) + (1 - p)q$, and $h_2$ is the binary entropy given by $h_2(p) = -p \log p - (1 - p) \log(1 - p)$. Consider, $p = 0.0093$, $q = 0.13$, and $\epsilon = \sigma = 0.05$. Then, $C_{WSK} = 0.502$, and the finite-length approximations of (6) and (9)-(11) calculated for this example are depicted in Figure 3 for
n ∈ [2000, 20000]. The bounds are converted to rate (both sides are divided by n) to show the gap to the WSK capacity. Note that (9) is the tightest lower bound. Though, we also observe that (10) is very close to (9).

C. A Lower Bound for a Special Case

In this section, we consider the wiretapped Tree-PIN with $V_{ij} = V_{ji}$ that is studied in [6]. For this case, it was proved that the WSK capacity is $C_{WSK}^A(P_{X,M,Z}) = \min_{i,j \in M} H(V_{ij}|Z_{ij})$ [6]. We use the lower bound in [27, Theorem 1], and give the following finite-length lower bound for $S_{\epsilon,\sigma}(X^n_A|Z^n)$.

**Proposition 11.** For wiretapped Tree-PIN $(X_M, Z)$ described by $P_{Z_{X,M}}$, with $V_{ij} = V_{ji}$ and for every $n \in \mathbb{N}$, every $\epsilon, \sigma > 0$, with $\epsilon + \sigma < 1$, and any subset $A \subseteq M$, we have

$$S_{\epsilon,\sigma}(X^n_A|Z^n) \geq F_4(X^n_A|Z^n) - \frac{1}{2} \log n + O(1),$$

where

$$F_4(X^n_A|Z^n) = \min_{i,j \in M, \epsilon_{ij} \in E_A} \left\{ nR_{ij} - \sqrt{n\Delta_{ij}^n Q^{-1}(\frac{\sigma}{2|E_A|})} \right\} ,$$

$R_{ij} = H(V_{ij}|Z_{ij})$, $\Delta_{ij}^n = \text{Var} \left\{ -\log P_{V_{ij}|Z_{ij}} \right\}$, and $|E_A|$ is the number of edges of $G_A$.

Note that (12) does not depend on $\epsilon$ as the reconciliation phase is not required for obtaining pairwise keys, and for $\epsilon = 0$, the lower bounds in (9) and (12) are equal up to their second-order term. The proof is in Appendix D.

V. EXTENDED MODELS

In this section, we extend our capacity result of wiretapped Tree-PIN. While doing so, we compare our results with some important related previous works. We give an upper and a lower bound for the WSK capacity of wiretapped PIN, which is a generalization of the bounds given in [11] for (non-wiretapped) PIN. More importantly, these bounds
lead to capacity results for the case wiretapped PIN when \( A = M \) or \(|A| = 2\). We then, review the notion of wiretapped Markov Trees which was introduced in [1]. The WSK capacity of wiretapped Markov Trees is an open problem. We show that a wiretapped PIN is a wiretapped Markov Tree but the converse is not true. Thus, Theorem 3 resolves the capacity problem for a large class of wiretapped Markov Trees – i.e., wiretapped PIN. Moreover, we show that Theorem 3 can be extended furthermore and gives WSK capacity for an even larger class of wiretapped Markov Trees. Finally, we consider the case when in a wiretapped PIN there is a non-cooperative compromised terminal. For this case we show that WSK capacity is equal to the PK capacity of the same wiretapped PIN in which the compromised terminal is cooperative. In fact, this result generalizes Proposition 4.1 of [11].

A. WSK Capacity of Wiretapped PIN

For the case of wiretapped PIN (as defined in 4), we give a lower bound and an upper on the WSK capacity. These bounds are tight for the special cases of \( A = M \) and \(|A| = 2\). Finding the WSK capacity of a wiretapped PIN as defined in Definition 4 for any given \( A \) remains an open problem.

**Proposition 12.** For any given wiretapped PIN \( (X_M, Z) \), described by \( G = (M, E) \) and \( P_{X_M} \), and for any \( A \subseteq M \), let \( R_{ij} = I(V_{ij}; V_{ji}|Z_{ij}) \), then we have

\[
C_{WSK}^W(P_{X_M}Z) \leq \min_{P} \left( \frac{1}{|P| - 1} \right) \left[ \sum_{i < j \text{ s.t. } (i, j) \text{ crosses } P} R_{ij} \right],
\]

where the minimization is over all partitions of \( M \) such that for every part of the partition there exists a node in that part that is also in \( A \). In a partition \( P \) a pair of nodes \((i, j)\) crosses \( P \), if \( i \) and \( j \) are in different parts of \( P \).

**Proof:** The proof goes along the same lines as the proof in [1, Example 4]. According to Lemma 2 we know \( C_{WSK}^W(P_{X_M}Z) \leq C_{PK}^{A\{|m+1\}}(P_{X_M}Z) \), and for any \( B \subseteq M \) we have

\[
\sum_{j \in B} R_{ij} \geq \sum_{i < j \text{ s.t. } e_{ij} \notin E_B} H(V_{ij}, V_{ji}|Z_{ij}) + \sum_{i < j \text{ s.t. } e_{ji} \notin E_B} H(V_{ij}|V_{ji}, Z_{ij}).
\]  

(13)

Consider a partition \( P = \{B_1, \ldots, B_{|P|}\} \) of \( M \). Then, corresponding to each part of \( P \) we have

\[
\sum_{j \in B_k} R_{ij} \geq H(X_M|Z) - \sum_{i < j \text{ s.t. } e_{ij} \notin E_{B_k}} H(V_{ij}, V_{ji}|Z_{ij}) + \sum_{i < j \text{ s.t. } (i, j) \text{ crosses } \{B_k, B_{k}^\complement\}} H(V_{ij}|V_{ji}, Z_{ij}).
\]

By adding all \( |P| \) inequalities, and remembering the fact that \( H(V_{ij}, V_{ji}|Z_{ij}) = H(V_{ij}|V_{ji}, Z_{ij}) + H(V_{ji}|V_{ij}, Z_{ij}) + I(V_{ij}; V_{ji}|Z_{ij}) \), we get

\[
(|P| - 1) \sum_{j \in M} R_{ij} \geq |P|H(X_M|Z) - \sum_{k=1}^{|P|} \sum_{i < j \text{ s.t. } e_{ij} \notin E_{B_k}} H(V_{ij}, V_{ji}|Z_{ij}) + \sum_{i < j \text{ s.t. } (i, j) \text{ crosses } P} H(V_{ij}|V_{ji}, Z_{ij}).
\]

(14)

\[
= (|P| - 1)H(X_M|Z) - \sum_{i < j \text{ s.t. } (i, j) \text{ crosses } P} I(V_{ij}; V_{ji}|Z_{ij}).
\]
which implies,
\[
R_{CO}(X_A|Z) \geq H(X_M|Z) - \frac{1}{|P|-1} \sum_{i<j \text{ s.t. } (i,j) \text{ crosses } P} I(V_{ij};V_{ji}|Z_{ij}),
\]
and thus due to Theorem 1
\[
C_{P\{K\}}^{A\{(m+1)\}}(P_{X_M}Z) \leq \frac{1}{|P|-1} \sum_{i<j \text{ s.t. } (i,j) \text{ crosses } P} I(V_{ij};V_{ji}|Z_{ij}).
\]
Which is also an upper on the WSK capacity $C_{WSK}^A(P_{X_M}Z)$.

We show that the Steiner tree packing methods of [11] for key agreement, leads to the following lower bound on the WSK capacity of PIN. A Steiner tree of $G$ for terminals of $\mathcal{A}$ is a sub-tree of $G$ that spans (connects) all terminals in $\mathcal{A}$. A family of edge-disjoint Steiner trees is called a Steiner tree packing [42]. We show that for each family with $\ell$ Steiner trees, a secret key of length $\ell$ can be generated. Let $\mu(G,\mathcal{A})$ denote the maximum cardinality of such family. Therefore, for a general wiretapped PIN we have the following.

**Proposition 13.** The WSK capacity of a wiretapped PIN $(X_M, Z)$ defined by $G = (\mathcal{M}, \mathcal{E})$ and $P_{ZX_M}$ for any $\mathcal{A} \subseteq \mathcal{M}$ is lower-bounded by
\[
C_{WSK}^A(P_{X_M}Z) \geq \sup_{n \in \mathcal{N}} \frac{1}{n} \mu(G^n, \mathcal{A}),
\]
where $\mathcal{N}$ is the set of $n$'s such that $nI(V_{ij};V_{ji}|Z_{ij})$ for any $(i, j)$ is integer-valued and for each $n$, we define a multigraph $G^n = (\mathcal{M}, \mathcal{E}^n)$ such that for any $\epsilon_{ij} \in \mathcal{E}$ of $G$ there exists $nI(V_{ij};V_{ji}|Z_{ij})$ edges between nodes $i$ and $j$ in $\mathcal{E}^n$.

**Proof:** For a given $n \in \mathcal{N}$, each pair of connected nodes $(i, j)$ establish a pairwise key $S_{ij}$ of length approximately equal to $nI(V_{ij};V_{ji}|Z_{ij})$. There exists a Steiner tree packing with cardinality $\mu(G^n, \mathcal{A})$; thus, for any Steiner tree of this Steiner packing, the terminals in $\mathcal{A}$ can establish one bit of shared secret key due to Theorem 3. Thus, the asymptotic SK rate is $\sup_{n \in \mathcal{N}} \frac{1}{n} \mu(G^n, \mathcal{A})$. Let pairwise keys $S_{ij}$ be all $(\epsilon_n, \sigma_n)$-SK’s such that $\epsilon_n, \sigma_n \in \mathcal{O}(2^{-n})$. We prove that the final key $K$ is an $\epsilon_n', \sigma_n'$-SK such that $\lim_{n \to \infty} \epsilon_n' = \lim_{n \to \infty} \sigma_n' = 0$. The reliability of the final key follows similar to the proof of Theorem 3, and $\epsilon_n' = |\mathcal{E}| \epsilon_n$. The security of the final key is as follows. By Corollary A.1.1 each bit of pairwise keys is also $\sigma_n$ secure. By Lemma 5 each bit of the final key is $2(m-1)\sigma_n$ secure, and by Corollary A.1.3 the final key is $\sigma_n' = 2(m-1)(\log |\mathcal{K}|)\sigma_n$ secure\(^5\). Since we chose $\epsilon_n, \sigma_n \in \mathcal{O}(2^{-n})$, we have $\lim_{n \to \infty} \epsilon_n' = \lim_{n \to \infty} \sigma_n' = 0$.

**Corollary 13.1.** For the special case of $\mathcal{A} = \mathcal{M}$ or $|\mathcal{A}| = 2$, the problem of calculating $\mu(G^n, \mathcal{A})$ is efficiently solvable [42]; rendering the above lower bound of Preposition 13 achieving the upper bound of Preposition 12 if $\mathcal{A} = \mathcal{M}$ or $|\mathcal{A}| = 2$.

\(^5\)We note that one can use our techniques presented in the security part of the proof of Lemma 5 to show a tighter secrecy bound, that is $\sigma_n' = 3|\mathcal{E}| \epsilon_n$, without requiring $\sigma_n$ to decay exponentially in $n$. However, the presented proof here is more straightforward and suffices for the capacity results in Corollary 13.1.
Proof: It has been proven [42, See Menger’s theorem in Section 3.3] that when \( |A| = 2 \) then the problem of maximal Steiner Tree Packing in multigraph \( G^n = (\mathcal{M}, \mathcal{E}^n) \) will reduce to the problem of finding maximum number of edge-disjoint paths connecting the two terminals in \( A \). Thus, for any multigraph \( G^n = (\mathcal{M}, \mathcal{E}^n) \) and any arbitrary subset \( A \subseteq \mathcal{M} \) with \( |A| = 2 \) we have

\[
\mu(G^n, A) = \min_{B \subseteq \mathcal{M}, s.t. A \notin B} \left| \{e_{ij} \in \mathcal{E}^n | (i, j) \text{ crosses } \mathcal{P} = \{B, B^c\} \} \right|.
\]

Therefore, we will have the following lower bound.

\[
C_{WSK}^A(P_{\mathcal{M}Z}) \geq \sup_{n \in \mathbb{N}} \frac{1}{n} \mu(G^n, A)
\]

\[
\geq \min_{P \subseteq \mathcal{P}, s.t. A \notin \mathcal{P}} \left[ \sum_{i < j, s.t. (i,j) \text{ crosses } \mathcal{P} = \{B, B^c\}} I(V_{ij}; V_{ji}|Z_{ij}) \right]
\]

\[
= C_{PK}^{m+1}(P_{\mathcal{M}Z}),
\]

where (a) is due to Corollary 13, (b) is due to Menger’s Theorem, and (c) is due to Lemma 12. This proves the tightness of the bound in Corollary 13 for \( |A| = 2 \).

For the special case of \( A = \mathcal{M} \), in the problem of maximal Steiner Tree Packing in multigraph \( G^n = (\mathcal{M}, \mathcal{E}^n) \) the exact value of \( \mu(G^n, \mathcal{M}) \) is known due to the Tutte/Nash-Williams Theorem [42, Section 3.5], which is

\[
\mu(G^n, \mathcal{M}) = \min_{P \subseteq \mathcal{P}} \left[ \frac{\left| \{e_{ij} \in \mathcal{E}^n | (i, j) \text{ crosses } \mathcal{P} \} \right|}{|P| - 1} \right].
\]

Therefore, we have

\[
C_{WSK}^\mathcal{M}(P_{\mathcal{M}Z}) \geq \sup_{n \in \mathbb{N}} \frac{1}{n} \mu(G^n, \mathcal{M})
\]

\[
= \min_{P \subseteq \mathcal{P}} \left( \frac{1}{|P| - 1} \right) \left[ \sum_{i < j, s.t. (i,j) \text{ crosses } \mathcal{P}} I(V_{ij}; V_{ji}|Z_{ij}) \right],
\]

\[
= C_{PK}^{n+1}(P_{\mathcal{M}Z}),
\]

where (a) is due to Corollary 13, (b) is due to Tutte/Nash-Williams Theorem, and (c) is due to Lemma 12. This proves the tightness of the bound in Corollary 13 for \( A = \mathcal{M} \).

Example 3. To illustrate the result of Corollary 13.1, we give the following simple example. Let \( m = 4 \), and \( \mathcal{A} = \mathcal{M} = \{1, 2, 3, 4\} \) and assume that \( G = (\mathcal{M}, \mathcal{E}) \) is a square as depicted in Figure 4. We also assume that for any \( e_{ij} \in \mathcal{E}, V_{ij} - V_{ji} - Z_{ij} \), such that \( R_{ij} = I(V_{ij}; V_{ji}|Z_{ij}) = 1/2 \). According to Corollary 13.1 and Preposition 12, for this example we have

\[
C_{WSK}^\mathcal{M}(P_{\mathcal{M}Z}) = \frac{1}{3} \sum_{(i,j) \text{ crosses } \mathcal{P}} R_{ij} = \frac{2}{3},
\]

where the minimizing partition is \( \mathcal{P} = \{\{1\}, \{2\}, \{3\}, \{4\}\} \). To see how the Steiner tree packing method attains this
WSK capacity, we first note that if according to each edge $e_{ij} \in \mathcal{E}$, terminals have obtained pairwise SKs of length 3 bits, then a group secret key of length 4 bits can be generated. The reason is that, $G^3 = (\mathcal{M}, \mathcal{E}^3)$ of the square can be decomposed by 4 edge-disjoint trees, and corresponding to each tree one bit of group SK can be generated. This Steiner tree packing is demonstrated in Figure 5.

Recall that for any large enough $n$, each pair of connected terminals can obtain pairwise keys of length $\ell_{ij}(n) \approx n \times R_{ij} = n/2$ for all $e_{ij} \in \mathcal{E}$. Thus, for any $n$ we find $a$ and $b$ such that $\ell_{ij}(n) = 3 \times b + a$, and thus the final group key will have length of $\ell(n) = 4 \times b + a$. As $n \to \infty$, we will have $\ell(n)/n \to 2/3$, that is the WSK capacity given by Preposition 12.

**B. Comparison with Wiretapped Markov Trees and Generalizing Wiretapped Tree-PIN**

As examples of the general source model, Csiszár and Narayan introduced the notion of Markov chain on a tree and its wiretapped analogue. We first define the notion of Markov chain on a tree (or Markov Tree in short) as defined in [1].

**Definition 5 (Markov Tree).** Let $\mathcal{M} = \{m\}$ be a set of $m$ terminals, and let $G = (\mathcal{M}, \mathcal{E})$ be an undirected tree. Note that for any $e_{ij} \in \mathcal{E}$ we can partition $\mathcal{M}$ into two sets $B_i$ and $B_j$ such that $\mathcal{M} = B_i \cup B_j$, $i \in B_i$, and $j \in B_j$.
Fig. 6. A simple wiretapped Markov Chain on a Tree with three terminals. Here, the terminals variables $X_1, X_2, X_3$ and Eve’s side information components $Z_1, Z_2, Z_3$ form a Markov Tree. The WSK capacity of this model is still unknown.

A source model $P_{X^M}$ forms a Markov chain on $G$ if for any $e_{ij} \in \mathcal{E}$ we have $\Pr \{ X_i | X_B \} = \Pr \{ X_i | X_j \}$. A special case of such source models is the case when we have $X_1 \perp X_2 \perp X_3 \perp \cdots \perp X_m$.

For any Markov Tree described by $P_{X^M}$, it is proved that

$$C^A_{SK}(P_{X^M}) = \min_{i,j \in \mathcal{M}, \text{s.t. } e_{ij} \in \mathcal{E}_A} I(X_i; X_j), \quad (14)$$

where $G_A = (\mathcal{M}_A, \mathcal{E}_A)$ is the smallest subtree connecting all nodes of $\mathcal{A}$. See Example 7, Equation (36) of [1]. The same equation also holds for any given non-wiretapped Tree-PIN – that is implied by Theorem 3 when $Z$ = constant. In fact we observe that any Tree-PIN is also a Markov Tree but the converse is not true.

Next, we define the notion of wiretapped Markov chain on a Tree (or wiretapped Markov Tree for short), which was defined first in [1].

**Definition 6 (Wiretapped Markov Tree).** Consider a model $P_{Z X^M}$ where $\mathcal{M} = [m]$ is the set of $m$ terminals and $Z$ is Eve’s side information. If $Z$ is of the form $Z = \{ Z_1, Z_2, \ldots, Z_m \}$ then we can define an auxiliary model as follows. Let $\mathcal{M}' = \{ m+1, \ldots, 2m \}$ be the set of $m$ dummy terminals. Let terminals in $\mathcal{M}$ have access to RVs $X_j$ for all $j \in \mathcal{M}$, and let dummy terminals in $\mathcal{M}'$ have access to RVs $Z_{j-m}$ for all $j \in \mathcal{M}'$. Thus the probability distribution of the auxiliary model defined over $\mathcal{M} = \mathcal{M} \cup \mathcal{M}' = \{ 1, 2, \ldots, 2m \}$, is $P_{Z X^M Z} = P_{X^M Z}$. Any wiretapped SKA model with distribution $P_{X Z}$ is called a wiretapped Markov chain on a Tree if, Eve’s side information $Z$ is of the form $Z = \{ Z_1, Z_2, \ldots, Z_m \}$ such that $\Pr \{ Z_M | X_M \} = \Pi_{j \in \mathcal{M}} \Pr \{ Z_j | X_j \}$, and if its corresponding auxiliary model defined over $\mathcal{M} = \{ 1, 2, \ldots, 2m \}$ forms a Markov chain on a tree (according to definition 5). See an example of such model in the figure 6 below.

![Diagram](image)

Fig. 7. A simple wiretapped Markov Chain on a Tree with two terminals. Here, the terminals variables and Eve’s side information satisfy the Markov relation of $Z_1 \perp X_1 \perp X_2 \perp Z_2$. The WSK capacity of this model is still unknown.

Unfortunately, for the wiretapped Markov Tree model defined in definition 6, where all terminals are wiretapped,
the WSK capacity is not known\(^6\), even for the special case when \(m = 2\) (see Figure 7 below). The WSK capacity is proved [5] for wiretapped Markov Trees where only one terminal (say terminal 1) is wiretapped, that is \(Z = Z_1\) and \(Z_j = \text{constant} \forall j \neq 1\). We observe that every wiretapped Tree-PIN is a wiretapped Markov Tree but the converse is not true. Even though the WSK capacity is not known for all wiretapped Markov Trees, Theorem 3, proves the WSK capacity for a large subset of wiretapped Markov Trees. For the special case of \(m = 2\) our wiretapped Tree-PIN model and our main result reduces to the well-known case of \(X_1 - X_2 - Z\) [8, 9], where \(X_1 = V_{12}, X_2 = V_{21}\), and \(Z = Z_{12}\).

We can extend our model of wiretapped Tree-PIN and obtain a generalized version of Theorem 3. In this case for each pair of connected terminals \(i\) and \(j\) we assume two sets of correlated variables \((V_{ij}^a, V_{ji}^a, Z_{ij}^a)\) and \((V_{ij}^b, V_{ji}^b, Z_{ij}^b)\).

**Definition 7** (General Wiretapped Tree-PIN). A set of \(m\) terminals form a “General Wiretapped Tree-PIN” if there exists a tree \(G = (\mathcal{M}, \mathcal{E})\) with \(\mathcal{M} = [m]\) such that the RV of any terminal \(j \in \mathcal{M}\) can be represented by \(X_j = (V_j^i | i \in \Gamma(j), \theta \in \{a, b\})\), where Eve’s side information is of the form \(Z = (Z_{ij}^\theta | i \in \mathcal{M}, j \in \mathcal{M}, \theta \in \{a, b\})\) and all pairs of RVs in \(\{(V_{ij}^\theta, V_{ji}^\theta, Z_{ij}^\theta) | \theta \in \{a, b\}, i < j\}\) are mutually independent, such that \(V_{ij}^\theta - V_{ji}^\theta - Z_{ij}^\theta\) for all \(i, j \in \mathcal{M}\) and any \(\theta \in \{a, b\}\).

Note that any general wiretapped Tree-PIN is a wiretapped Markov Tree, but the converse is not true.

**Example 4.** For the two-party SKA, the general wiretapped Tree-PIN model of definition 7 reduces to a case where both terminals are wiretapped. See figure below.

For this case we prove that

\[
C_{WSK}(P_{X_1, X_2, Z}) = I(V_{12}^a; V_{21}^a | Z_{12}^a) + I(V_{12}^b; V_{21}^b | Z_{12}^b). \tag{15}
\]

**Proof of Equation 15:** The achievability follows directly from Lemma 5 applied two times, once for \(\theta = a\)

\(^6\)In [1] the authors mistakenly claim to prove the WSK capacity of all wiretapped Markov Trees. See the remark after Theorem 5.1 in [5].
and once for $\theta = b$. The converse follows from lemma 2 and Theorem 1. That is

$$C_{WSK}(P_{X_1,X_2,Z}) \leq C_{PR}(P_{X_1,X_2,Z})$$

$$= H(V_{12}^a, V_{21}^a | Z_{12}^a) + H(V_{12}^b, V_{21}^b | Z_{12}^b) - R_{CO}(X_1, X_2 | Z)$$

$$= H(V_{12}^a, V_{21}^a | Z_{12}^a) - H(V_{12}^a | V_{21}^a, Z_{12}^a) - H(V_{21}^a | V_{12}^a, Z_{12}^a)$$

$$+ H(V_{12}^b, V_{21}^b | Z_{12}^b) - H(V_{12}^b | V_{21}^b, Z_{12}^b) - H(V_{21}^b | V_{12}^b, Z_{12}^b)$$

$$= I(V_{12}^a, V_{21}^a | Z_{12}^a) + I(V_{12}^b, V_{21}^b | Z_{12}^b) .$$

Note that the two-party SKA model of Figure 7 is more general than the model in Figure 8. The WSK capacity of the model of Figure 7 is still unresolved, while for the case of general wiretapped Tree-PIN models, including the model of Figure 7 can be proved. Moreover, it is easy to see that the following holds – the proof follows the same argument of the proof of Theorem 3 with considering the independence of (a) and (b) variables. 

**Proposition 14 (WSK capacity of general wiretapped Tree-PIN).** The WSK capacity of a given general wiretapped Tree-PIN $(X_M, Z)$, defined as in Definition 7, for any subset $A \subseteq M$ is

$$C_W^A(P_{X_M,Z}) = \min_{i,j \in M} \left\{ I(V_{ij}^a; V_{ji}^a | Z_{ij}^a) \right\}$$

where $G_A = (M_A, E_A)$ is the smallest subtree connecting all nodes of $A$.

Note that Preposition 14 generalizes Theorem 3 as it implies the case of Theorem 3 when $\theta \in \{ a \}$.

**C. The Case of a Non-cooperative Compromised Terminal**

Consider a wiretapped PIN defined by $G = (M, E)$. Recall that terminals RVs are defined by $X_j = (V_{ji}^a \mid i \in \Gamma(j))$. Further assume that one terminal (denoted by $D = \{d\}$) is compromised and is not cooperating with the SKA. Thus, Eve’s side information is given by $Z = (Z_{jk} \mid e_{jk} \in E)$ and $X_D$. The following theorem gives the secrecy capacity of this model, which we denote by $C_W(G)$ for simplicity.

**Proposition 15.** For a given wiretapped PIN defined by $G = (M, E)$ with a non-cooperative compromised terminal denoted by $D = \{d\}$, define the following associated model. Let $\tilde{G} = (\tilde{M}, \tilde{E})$, where $\tilde{M} = M \setminus D$ and $\tilde{E} = E \setminus \{e_{dj} \mid j \in \Gamma(d)\}$. Eve’s side information of the associated model is also defined by $\tilde{Z} = (Z_{jk} \mid e_{jk} \in \tilde{E})$. Then $C_W(G) = C_W(\tilde{G})$ where $C_W(\tilde{G})$ is the WSK capacity of the associated wiretapped PIN model.

**Proof:** The proof follows along the same line as for the proof of Proposition 4.1 of [11]. We show that

$$C_W(\tilde{G}) \equiv C_W(G) \equiv C_P(G) \equiv C_W(G),$$

where $C_P(G)$ denoted the secrecy capacity of model $G$ when compromised terminal is cooperative. To prove (a) we argue that a secret key for model $\tilde{G}$ also constitutes a valid secret key for model $G$. Let $Z = (\tilde{Z}, Z_d, X_d)$
where \( Z_d = (Z_{dj} | j \in \Gamma(d)) \). Let \( K \) be secret key established for model \( \tilde{G} \) by public communication \( F \) by the independence of \( (Z_d, X_d) \) from \( (K, F, \tilde{Z}) \) and due to corollary A.1.2, we have
\[
\text{SD}((K, F, Z), (U, F, Z)) = \text{SD}((K, F, \tilde{Z}), (U, F, \tilde{Z})),
\]
which completes the proof of (a). Relation (b) is due to Lemma 2 and to prove (c) we show that a secret key based on the protocol that achieves \( C_P(G) \) can be used to generate key for model \( \tilde{G} \). In model \( \tilde{G} \) one terminal, e.g., terminal 1, can use local randomization and simulate \( X^n_d \) (since the source distribution is assumed to be known) and reveal it via public communication. Then all terminals can independently simulate their correlated RVs with respect to the compromised terminal \( d \). Therefore, a model is simulated (or emulated) by terminals such that terminal \( d \) is compromised and its RV is revealed. Thus, the protocol that achieves \( C_P(G) \) can be executed for SKA. Hence, \( C_P(G) \) constitutes a lower bound for \( C_W(\tilde{G}) \).

The above results can be regarded as a generalization for Proposition 4.1 of [11] in which \( (Z_{jk}, e_{jk} \in \mathcal{E}) = \text{constant} \).

**VI. NEED FOR INTERACTION IN SOURCE MODEL SKA**

Let \( N_{PC} \) denote the number of public communication rounds of an SKA protocol. For noninteractive SKA protocols we have \( N_{PC} = 1 \), and for interactive ones \( N_{PC} > 1 \). For two-party SKA in source model, considering the key capacity achieving protocols that use at least use one public message, the following three types of interactions have been studied [8, 25, 37]. (We note that, as shown in [43, 44], for two-party non-wiretapped source model, achieving the maximum rate of common randomness extraction requires public communication, and two-party SK capacity \( C_{SK} = I(X_1; X_2) \) in general is not achievable without using at least a single public message.)

First, is “one-way” in which only one party (terminal 1, or Alice) sends a public message to the other party (terminal 2, or Bob). Second, is when each party sends a single public message that is independent of other parties’ message. Both these are noninteractive. The third type is “interactive” SKA where \( N_{PC} > 1 \) and in each round, each terminal (party) sends a single message that is a function of the terminal’s private samples and previous public messages, and is independent of the other message in the same round. The next round begins when all sent public messages are received by all terminals. See Figure 9. The general key capacity of an adversarial model SK, PK, or WSK upper bounds the noninteractive key capacity of the model, and in general we have \( C_{SK}^X \leq C_{NI}^X \leq C_{XK} \), where \( C_{SK}^X \) denotes the one-way key capacity, \( C_{NI}^X \) denotes noninteractive key capacity, \( C_{XK} \) denotes the key capacity when interaction is allowed, and \( XK \in \{SK, PK, WSK\} \). In the following, we review previous results obtained regarding the required interaction to achieve the key capacity.

**Two-party SKA:** Ahlswede and Csiszár showed that both two-party SK and PK capacities can be achieved with one-way SKA [8, Preposition 1 and Theorem 3]. That is,
\[
\text{(when } m = 2) \quad C_{SK}^X = C_{NI}^X = C_{SK} \quad C_{PK}^X = C_{NI}^X = C_{PK}.
\]
A single-letter characterization of two-party one-way WSK capacity was derived in [8], where the corresponding one-way capacity achieving SKA protocol is showed to also achieve the general WSK capacity if the Markov condition $X_1 - X_2 - Z$ holds [8, Theorem 1 and its Corollary]. That is,

$$(18) \quad \text{when } m = 2 \text{ and } X_1 - X_2 - Z \text{ holds, } C_{W_{SK}}^{ightarrow} = C_{W_{SK}}^{NI} = C_{W_{SK}}.$$ 

An example is given in [37, Section V, Proof of Theorem 7] for which the one-way WSK capacity is strictly less than the WSK capacity which can be achieved by a noninteractive SKA where both Alice and Bob each send one public message to each other. See also Example 4 which is similar to the example given in [37]. This result, proves that in general there is a non-zero gap between the one-way and general WSK capacities, i.e.,

$$\text{when } m = 2 \quad C_{W_{SK}} - C_{W_{SK}}^{ightarrow} > 0. \quad \quad (19)$$

See the source model of Fig.1 and the last part of the proof for Theorem 7 in [37] for the proof. In other words, one-way SKA is not sufficient to achieve the two-party WSK capacity.

**Multiterminal SKA**: Extending the statements of (17), Csiszár and Narayan showed that for multiterminal SKA, the SK and PK capacities can be achieved noninteractively [1, Theorems 1 and 2]. The best known general lower bound for multiterminal WSK capacity is the interactive lower bound of [37]. For special cases of Tree-PIN model, WSK capacity can be achieved noninteractively [6, 7]. In this paper, we gave an interactive SKA protocol (with $N_{PC} = 2$) that achieves the WSK capacity of Tree-PIN sources with independent leakages. However, it remains unknown if interaction is required for achieving the WSK capacity in general.

To investigate if there is a non-zero gap between the general multiterminal WSK capacity and the noninteractive...
WSK capacity, it is sufficient to know expressions for both capacities at least for a special class of multiterminal source models. For Tree-PIN, we proved an expression for WSK capacity, but the noninteractive WSK capacity of Tree-PIN is not known. In the following, we use a specific example of a Tree-PIN source model (see Figure 10) to show that there is a non-zero gap between the WSK capacity and the highest key rate of known noninteractive SKA methods. We prove a lower bound on the noninteractive WSK capacity of this example source model which is strictly less than the WSK capacity. However, we leave the problem of tightening (or closing) this gap for future work.

**Example 5.** Consider the wiretapped Tree-PIN source model of Figure 10. In this setting, $\mathcal{M} = \{1, 2, 3\}, X_1 = V_{12}, X_2 = (V_{21}, V_{23}), X_3 = V_{32},$ and Eve’s wiretapped side information is $Z = (Z_{12}, Z_{23}).$

We prove the following lower bound on the noninteractive WSK capacity of this model

$$C^{NI}_{WSK} \geq r_{L}^{NI} := H(X_2|Z) - \max\{H(X_2|X_1), H(X_2|X_3)\},$$

which is less that the general WSK capacity, i.e.,

$$C_{WSK} - r_{L}^{NI} > 0.$$  \hfill (21)

**Proof of Inequalities (20) and (21):** We first calculate the noninteractive lower bound $r_{L}^{NI}$ of (20), by considering Protocol 2 ($\Pi^a_{E5}$). The key rate of this protocol immediately follows from the Slepian-Wolf source coding Theorem [45] and the generalized Leftover Hash Lemma of [25].

The noninteractive Protocol 2 ($\Pi^a_{E5}$), is in the style of one-way SKA and the SKA protocol of [37] in which some terminals participate in public discussion and some don’t (are silent.) Protocol 2 works as follows. Terminal 2, sends a public message such that terminal 1 and terminal 3 can recover $X^n_2$. Using the common randomness $X^n_2$ all terminals extract their copies of the final key by using universal hashing.
Protocol 2: First Noninteractive SKA for Tree-PIN of Example 5 (\(\Pi_{E5}^E\))

**Public Knowledge:** \(P_{ZX,M}\) and a family \(\mathcal{H}\) of universal hash functions \(h_s : \mathcal{X}_2^n \rightarrow \mathcal{K}\) where \(s \in \mathcal{S}\).

**Input:** Observations \((n-\text{iid samples})\) \(X_1^n, X_2^n, X_3^n\)

**Output:** Copies of the final key \(K_1, K_2, K_3\)

// Information Reconciliation
1. Terminal 2 sends public message \(F_2\)
2. All terminals recover \(X_2^n\)

// Privacy Amplification
3. All terminals agree on a random seed \(s \in \mathcal{S}\) using the public channel
4. All terminals extract their keys from \(X_2^n\) by \(K_j = h_s(X_2^n) \forall j \in \{1, 2, 3\}\)

The asymptotic key rate of this protocol can be calculated using Lemma 8 of [25] as

\[
r_K(\Pi_{E5}^E) \overset{(a)}{=} H(X_2|Z) - \min_{F_2} \lim_{n \to \infty} \frac{1}{n} \log \text{supp}(F_2)
\overset{(b)}{=} H(X_2|Z) - \max\{H(X_2|X_1), H(X_2|X_3)\},
\]

where (a) follows from the fact that the common randomness which is used for group key extraction is RV \(X_2\) and (b) is due to the Slepian-Wolf source coding Theorem [45].

Thus, the noninteractive lower bound is then given by

\[
r_{NI}^L = H(X_2|Z) - \max\{H(X_2|X_1), H(X_2|X_3)\}.
\]

Next, we prove inequality (21). Assume that \(C_{WSK} = I(V_{12}; V_{23}|Z_{12})\). Then,

\[
r_{NI}^L = H(X_2|Z) - \max\{H(X_2|X_1), H(X_2|X_3)\}
\leq H(X_2|Z) - H(X_2|X_1)
\leq H(V_{21}|Z_{12}) + H(V_{23}|Z_{23}) - H(V_{21}|V_{12}) - H(V_{23})
= I(V_{12}; V_{21}|Z_{12}) - I(V_{23}|Z_{23})
< C_{WSK},
\]

where the last inequity holds since \(I(V_{23}; Z_{23}) > 0\). Using the same line of argument we can show that \(r_{NI}^L < C_{WSK}\) if the WSK capacity is \(C_{WSK} = I(V_{23}; V_{32}|Z_{23})\).

**Remark 3.** Finally, we point out that, to our knowledge, Protocol 2 (\(\Pi_{E5}^E\)) gives the highest known noninteractive key rate for this example. In fact in the following, we show that the alternative noninteractive approach of SKA by omniscience also leads to the same lower bound.

Consider the noninteractive Protocol 3 (\(\Pi_{E5}^O\)), which is in the style of SKA by omniscience, similar to the SKA protocol of [1]. Protocol 3 works as follows. Terminal 2, sends a public message such that terminal 1 and terminal 3 can recover \(X_2^n\). Then, terminal 1 (and 3), send public messages \(F_1\) (and \(F_3\)), such that other terminals can
Protocol 3: Second Noninteractive SKA for Tree-PIN of Example 5 ($\Pi_{E5}^b$)

**Public Knowledge:** $P_{ZXM}$ and a family $\mathcal{H}$ of universal hash functions $h_s : \mathcal{X}_M^n \rightarrow \mathcal{K}$ where $s \in \mathcal{S}$.

**Input:** Observations ($n$-IID samples) $X_1^n, X_2^n, X_3^n$

**Output:** Copies of the final key $K_1, K_2, K_3$

// Information Reconciliation
1. Terminal 1 sends public message $F_1$
2. Terminal 2 sends public message $F_2$
3. Terminal 3 sends public message $F_3$
4. Terminals 1 and 3 recover $X_2^n$
5. Terminals 1 and 2, use $F_3$ and $X_2^n$ to recover $X_3$
6. Terminals 3 and 2, use $F_1$ and $X_2^n$ to recover $X_1$

// Privacy Amplification
7. All terminals agree on a random seed $s \in \mathcal{S}$ using the public channel
8. All terminals extract their keys from $X_M^n$ by $K_j = h_s(X_M^n) \ \forall j \in \{1, 2, 3\}$

recover $X_1^n$ (and $X_3^n$). Using the common randomness $X_M^n$, all terminals extract their copies of the final key by using universal hashing. Let $F = (F_1, F_2, F_3)$ denote the overall public communication of this protocol.

The asymptotic key rate of this protocol also can be calculated using Lemma 8 of [25] as

$$r_K(\Pi_{E5}^b) = \begin{cases} (a) & H(X_M|Z) - \min_{F} \lim_{n \rightarrow \infty} \frac{1}{n} \log \text{supp}(F) \\ (b) & H(X_M|Z) - \max \{H(X_2|X_1), H(X_2|X_3)\} - H(X_1|X_2) - H(X_3|X_2), \end{cases}$$

where (a) follows from the fact that the common randomness which is used for group key extraction is RV $X_M = (X_1, X_2, X_3)$ and (b) is due to the Slepian-Wolf source coding Theorem [45].

Noting that $H(X_1|X_2Z) = H(X_1|X_2)$ and $H(X_3|X_2X_1Z) = H(X_3|X_2)$, implies that both SKA protocols have the same asymptotic key rate, $r_K(\Pi_{E5}^b) = r_K(\Pi_{E5}^a)$.

In summary, the above example, suggests that known noninteractive SKA approaches cannot achieve the general WSK capacity.

VII. Conclusion

We considered the wiretapped PIN and wiretapped Tree-PIN models. For wiretapped Tree-PIN we proved the WSK capacity and proposed an efficient capacity achieving SKA protocol. The protocol has two rounds and uses any capacity achieving two-party SKA as a subroutine so terminals can obtain pairwise keys. By extending the two-party capacity achieving protocols of [25] and [41] to the case of Tree-PIN, we derived new finite-length lower bounds on the maximum achievable key length. We also proved a finite-length upper bound for the general wiretapped Tree-PIN, and another lower bound for the special case of Tree-PIN studied in [6]. Finally, for wiretapped PIN, we proved a lower and an upper bound for WSK capacity. The bounds are tight when $\mathcal{A} = \mathcal{M}$ or $|\mathcal{A}| = 2$. We extended the Tree-PIN model to two other general cases and proved corresponding WSK capacities. Finally, we
investigated the problem of noninteractive key agreement in an example of wiretapped Tree-PIN model, and our analysis suggests that the noninteractive approach for SKA is not sufficient for achieving the general WSK capacity.
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Appendix A

Statistical Distance

Let $X$ and $Y$ be two random variables (RVs) defined over the same finite alphabet $\mathcal{W}$. The statistical (variation) distance between $X$ and $Y$ has the following equivalent definitions

$$\text{SD}(X; Y) = \frac{1}{2} \sum_{w \in \mathcal{W}} |P_X(w) - P_Y(w)|$$

$$= \max_{T \subseteq \mathcal{W}} \sum_{w \in T} P_X(w) - P_Y(w)$$

$$= \sum_{w \in T^*} P_X(w) - P_Y(w),$$

where $T^* = \{w \in \mathcal{W} \mid P_X(w) \geq P_Y(w)\}$. See Definition 11.1 and Lemma 11.1 of [46].

Lemma A.1, and its corollaries that follow next are direct consequences of the definition of statistical distance. We present their proofs here for completeness.

Lemma A.1. For two random variables $X$ and $X'$ over the same alphabet $\mathcal{X}$ and two random variables $Y$ and $Y'$ over the same alphabet $\mathcal{Y}$ we have $\text{SD}(X, X') \leq \text{SD}(XY, X'Y')$.

Proof: Let $(X, Y) \sim P_{XY}$ and $(X', Y') \sim Q_{XY'}$. Then

$$\text{SD}(XY; X'Y') = \max_{T \subseteq \mathcal{X} \times \mathcal{Y}} \sum_{(x, y) \in T} P_{XY}(x, y) - Q_{XY'}(x, y)$$

$$\geq \sum_{(x, y) \in \mathcal{Y}} P_{XY}(x, y) - Q_{XY'}(x, y)$$

$$= \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} P_{XY}(x, y) - \sum_{y \in \mathcal{Y}} Q_{XY'}(x, y)$$

$$= \sum_{x \in \mathcal{X}} P_{X}(x) - Q_{X'}(x) = \text{SD}(X, X'),$$

where $\mathcal{Y} = \mathcal{X} \times \mathcal{Y}$, with $\mathcal{X} = \{x \in \mathcal{X} \mid P_{X}(x) \geq Q_{X'}(x)\}$. □

Corollary A.1.1. If $\text{SD}(XY, X'Y') \leq \epsilon$ then $\text{SD}(X, X') \leq \epsilon$ and $\text{SD}(Y, Y') \leq \epsilon$.

Corollary A.1.2. (i) For any three RVs $X$, $X'$, and $Y$ we have $\text{SD}(X, X') \leq \text{SD}(XY, X'Y')$.

(ii) If $Y$ is independent from $X$ and $X'$, then $\text{SD}(X, X') = \text{SD}(XY, X'Y')$.

Corollary A.1.3. Suppose $X$ and $X'$ are correlated RVs independent from correlated RVs $Y$ and $Y'$. Then, $\text{SD}(XY, X'Y') \leq \text{SD}(X, X') + \text{SD}(Y, Y')$.

Proof: Using the triangle inequality we have

$$\text{SD}(XY, X'Y') \leq \text{SD}(XY, X'Y') + \text{SD}(X'Y, X'Y')$$

$$= \text{SD}(X, X') + \text{SD}(Y, Y'),$$
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where the equality is due to proposition (ii) of Corollary A.1.2.

**APPENDIX B**

**PROOF OF UPPER BOUND LEMMA 4**

In this section, we prove Lemma 4. We prove that for a Tree-PIN specified by the graph $G = (\mathcal{M}, \mathcal{E})$ and probability distribution $P_{ZX_M}$, we have

$$C_{WSK}^A(P_{X_MZ}) \leq \min_{i,j \in \mathcal{M}, s.t. e_{ij} \in \mathcal{E}_A} I(V_{ij}; V_{ji}|Z_{ij}),$$

where $G_A = (\mathcal{M}_A, \mathcal{E}_A)$ is the subtree of $G$ with the least number of edges that connects all nodes of $\mathcal{A}$.

**Proof of Lemma 4:** Recall that (due to Lemma 2, see also [1, Theorem 4])

$$C_{WSK}^A(P_{X_MZ}) \leq C_{PK}^{A(m+1)}(P_{X_MZ}),$$

where $C_{PK}$ denotes the PK capacity of the associated PIN model given by $\mathcal{M}' = [m+1]$ and $G' = (\mathcal{M}', \mathcal{E}')$ with a dummy node $m + 1$ representing the adversary (i.e., $X_{m+1} = Z$). From Theorem 1 we know

$$C_{PK}^{A(m+1)}(P_{X_MZ}) = H(X_M|Z) - R_{CO}(X_A|Z),$$

where $R_{CO}(X_A|Z)$ denotes the solution to the Linear Programming (LP) problem of Figure 11, defined over real numbers [1].

![Fig. 11. The LP problem of finding $R_{CO}(X_A|Z)$.](image)

We prove that

$$R_{CO}(X_A|Z) = H(X_M|Z) - \min_{i,j \in \mathcal{M}, s.t. e_{ij} \in \mathcal{E}_A} I(V_{ij}; V_{ji}|Z_{ij}). \quad (22)$$

The proof is by first, proving the following lower bound (23) and then presenting a rate assignment that achieves the equality, hence proving Equation (22).

$$R_{CO}(X_A|Z) \geq H(X_M|Z) - \min_{i,j \in \mathcal{M}, s.t. e_{ij} \in \mathcal{E}_A} I(V_{ij}; V_{ji}|Z_{ij}). \quad (23)$$

**Proof of Inequality (23):** The terminals in $\mathcal{M}$ form a Tree-PIN $G = (\mathcal{M}, \mathcal{E})$. By cutting (removing) an arbitrary edge $e_{ij} \in \mathcal{E}$ that connects nodes $i'$ and $j'$, we will have two trees $G_{(B)} = (\mathcal{B}, \mathcal{E}_B)$ and $G_{(B')} = (\mathcal{B}', \mathcal{E}_{B'})$, such that $P = \{B, B'\}$ is a partition of $\mathcal{M}$, and nodes $i'$ and $j'$ each belong to one part of the partition – and $E_{B'} \cup E_B = \mathcal{E}\setminus\{e_{i'j'}\}$.
Consider the constraints of the LP problem in Figure 11 written two times for subsets $B$ and $B^c$ individually, and note that $A \subseteq B$ and $A \subseteq B^c$. We will have,

$$\sum_{j \in B} R_j \geq H(X_B|X_{B^c}, Z),$$

(24)

$$\sum_{j \in B^c} R_j \geq H(X_{B^c}|X_B, Z).$$

(25)

From Slepian-Wolf source coding theorem we know that inequality (24), implies that if a decoder has access to $A$ and note that $A$ holds for any pair $i, j \in E$, and we get $H(X_M|Z) = \sum_{i,j} H(V_{ij}, V_{ji}|Z_{ij})$, and thus we can translate inequalities (24) and (25) to

$$\sum_{j \in B} R_j \geq \sum_{i < j, e_{ij} \in E_B} H(V_{ij}, V_{ji}|Z_{ij}) + \sum_{i < j, e_{ij} \in E_{B^c}} H(V_{ij}, V_{ji}|Z_{ij})$$

$$\sum_{j \in B^c} R_j \geq \sum_{i < j, e_{ij} \in E_{B^c}} H(V_{ij}, V_{ji}|Z_{ij}) + \sum_{i < j, e_{ij} \in E_B} H(V_{ij}, V_{ji}|Z_{ij})$$

By adding these two inequalities, we arrive at

$$\sum_{j \in M} R_j \geq \sum_{i < j, e_{ij} \in E_B} H(V_{ij}, V_{ji}|Z_{ij}) + \sum_{i < j, e_{ij} \in E_{B^c}} H(V_{ij}, V_{ji}|Z_{ij})$$

$$+ \sum_{i < j, e_{ij} \in E_{B^c}} H(V_{ij}, V_{ji}|Z_{ij}) + \sum_{i < j, e_{ij} \in E_B} H(V_{ij}, V_{ji}|Z_{ij})$$

$$= \sum_{i < j, e_{ij} \in E} H(V_{ij}, V_{ji}|Z_{ij}) - I(V_{ij}; V_{ji}|Z_{ij})$$

$$= H(X_M|Z) - I(V_{ij}; V_{ji}|Z_{ij}),$$

where $e_{ij}$ denotes the edge that connects the two trees $G_{(B)}$ and $G_{(B^c)}$. We also used the facts that $E_{B^c} \cup E_B = \mathcal{E} \setminus \{e_{ij}\}$ and that the sets $\{X_j| \forall j \in M\}$ and $\{V_{jk}| j < k, e_{jk} \in \mathcal{E}\}$ are indeed equivalent. The above inequality holds for any pair $i'$ and $j'$ of terminals with $e_{ij'} \in \mathcal{E}$ and their induced partition $\{B, B^c\}$, where $A \subseteq B$ and $A \subseteq B^c$. Thus,

$$R_{CO}(X_A|Z) \geq \max_{i,j \in M} \{H(X_M|Z) - I(V_{ij}; V_{ji}|Z_{ij})\},$$

$$= H(X_M|Z) - \min_{i,j \in M} \{I(V_{ij}; V_{ji}|Z_{ij})\},$$

which proves the Inequality (23).

To complete the proof of Equation (22), we prove that there exists a rate assignment protocol that achieves the bound in (23).
Let \((i^*, j^*)\) s.t. 
\[
I(V_{i^* j^*}; V_j; Z_{i^* j^*}) = \min_{i, j \in \mathcal{M}} \min_{e_{ij} \in \mathcal{E}_A} I(V_{ij}; V_{ji} | Z_{ij}),
\]
for any \(j \in \mathcal{M}\) let 
\[
R_j = \sum_{i \in \Gamma_{(j)}} \tilde{R}_i^{(j)}.
\]

To minimize \(\sum_{j \in \mathcal{M}} R_j\)

assign 
\[
\tilde{R}_i^{(j^*)} = H(V_{j^* i^*} | V_j; Z_{i^* j^*}),
\]
\[
\tilde{R}_j^{(i^*)} = H(V_{i^* j^*} | V_{ij}; Z_{i^* j^*}),
\]
\[
\forall e_{ij} \neq e_{i^* j^*}, \text{ with } d(i, i^*) < d(j, j^*),
\]

assign 
\[
\tilde{R}_i^{(j)} = H(V_{ij}; V_{ji}, Z_{ij}),
\]
\[
\tilde{R}_j^{(i)} = H(V_{ij}; Z_{ij}).
\]

Fig. 12. The rate assignment that achieves \(R_{CD}(X_A | Z)\).

**Proof of Equation (22):** First, let \((i^*, j^*)\) be defined as follows,

\[
I(V_{i^* j^*}; V_{j^* i^*} | Z_{i^* j^*}) = \min_{i, j \in \mathcal{M}} \min_{e_{ij} \in \mathcal{E}_A} I(V_{ij}; V_{ji} | Z_{ij}).
\]

Then for each terminal \(j \in \mathcal{M}\) we let the communication rate \(R_j\) be chosen according to the rate assignment in Figure 12, where \(R_j = \sum_{i \in \Gamma_{(j)}} \tilde{R}_i^{(j)}\) and the rate assignment protocol assigns values to all \(\tilde{R}_i^{(j)}\) components.

This rate assignment satisfies the following equations,

\[
\tilde{R}_j^{(i)} + \tilde{R}_i^{(j)} = H(V_{ij}; V_{ji} | Z_{ij}), \quad \forall i, j \in \mathcal{M} \text{ s.t. } e_{ij} \in \mathcal{E} \setminus \{e_{i^* j^*}\},
\]

(26)

\[
\tilde{R}_j^{(i^*)} = H(V_{i^* j^*} | V_{j^* i^*}; Z_{i^* j^*}),
\]

(27)

\[
\tilde{R}_i^{(j^*)} = H(V_{j^* i^*} | V_{i^* j^*}; Z_{i^* j^*}),
\]

(28)

which leads to the following sum rate:

\[
\sum_{j \in \mathcal{M}} R_j = \sum_{j \in \mathcal{M}} \sum_{i \in \Gamma_{(j)}} \tilde{R}_i^{(j)} = \sum_{i < j} \tilde{R}_i^{(j)} + \tilde{R}_j^{(i)}
\]

\[
= \sum_{i < j} H(V_{ij}; V_{ji} | Z_{ij}) - I(V_{i^* j^*}; V_{j^* i^*} | Z_{i^* j^*})
\]

\[
= H(X_A | Z) - I(V_{i^* j^*}; V_{j^* i^*} | Z_{i^* j^*})
\]

\[
= H(X_A | Z) - \min_{e_{ij} \in \mathcal{E}_A} I(V_{ij}; V_{ji} | Z_{ij}).
\]

(29)

Thus, the rate assignment indeed achieves the lower-bound of Inequality (23). We, however, need to show that this rate assignment satisfies the constraints of the LP problem described in Figure 11.
First, note that condition (b) in the LP in Figure 11 is satisfied as all assigned rates are non-negative. The constraints (a) in the LP can be rewritten for an arbitrary subset of terminals (nodes) \( B \subseteq \mathcal{M}, \mathcal{A} \subseteq B \) as

\[
\sum_{j \in B} R_j \geq \sum_{i \in B, j \in B} H(V_{ij}, V_{ji}|Z_{ij}) + \sum_{i \in B, j \notin B} H(V_{ij}|V_{ji}, Z_{ij}).
\]  

(30)

We show in the following that the rate assignment of Figure 12, satisfies the inequality (30) for any arbitrary subset \( B \subseteq \mathcal{M}, \mathcal{A} \subseteq B \). For a given subset \( B \) let \( \mathcal{E}_B \) be the set of all edges contained in \( B \) (i.e., \( \mathcal{E}_B = \{ e_{ij} | e_{ij} \in \mathcal{E}, \text{ and } i \in B, \text{ and } j \in B \} \)). Then, depending on a given subset \( B \) there are two different cases: I) \( e_{i*j*} \notin \mathcal{E}_B \), and II) \( e_{i*j*} \in \mathcal{E}_B \). The proof is given for all the cases.

Case I) \( e_{i*j*} \notin \mathcal{E}_B \) : The left hand side of the inequality (30), can be written as,

\[
\sum_{j \in B} R_j = \sum_{j \in B} \sum_{i \in \Gamma(j)} \tilde{R}_{ij}(j)
\]

\[
= \sum_{j \in B} \left( \sum_{i \in \Gamma(j)} \tilde{R}_{ij}(j) + \sum_{i \notin \mathcal{E}_B} \tilde{R}_{ij}(j) \right)
\]

\[
\stackrel{(a)}{=} \sum_{i < j} \sum_{\text{s.t. } e_{ij} \notin \mathcal{E}_B} \tilde{R}_{ij}(j) + \sum_{i < j} \sum_{\text{s.t. } e_{ij} \notin \mathcal{E}_B} \tilde{R}_{ij}(j) + \sum_{i \notin \mathcal{E}_B} \sum_{\text{s.t. } e_{ij} \notin \mathcal{E}_B} \tilde{R}_{ij}(j)
\]

\[
\stackrel{(b)}{=} \sum_{i < j} \sum_{\text{s.t. } e_{ij} \notin \mathcal{E}_B} H(V_{ij}, V_{ji}|Z_{ij}) + \sum_{i \notin \mathcal{E}_B} \sum_{\text{s.t. } e_{ij} \notin \mathcal{E}_B} H(V_{ij}|V_{ji}, Z_{ij})
\]

where, in the (a) we used the fact that \( H(V_{ij}|Z_{ij}) \geq H(V_{ij}|V_{ji}, Z_{ij}) \), and in (b) we used Equation (26).

Case II) \( e_{i*j*} \in \mathcal{E}_B \) : The left hand side of the inequality (30), can be written as,

\[
\sum_{j \in B} R_j = \sum_{j \in B} \sum_{i \in \Gamma(j)} \tilde{R}_{ij}(j)
\]

\[
= \sum_{j \in B} \left( \sum_{i \in \Gamma(j)} \tilde{R}_{ij}(j) + \sum_{i \notin \mathcal{E}_B} \tilde{R}_{ij}(j) \right)
\]

\[
\stackrel{(a)}{=} \tilde{R}_{i*(j*)} + \tilde{R}_{j*(i*)} + \sum_{i < j} \sum_{\text{s.t. } e_{ij} \notin \mathcal{E}_B \backslash \{e_{i*j*}\}} \tilde{R}_{ij}(j)
\]

\[
\stackrel{(b)}{=} \tilde{R}_{i*(j*)} + \tilde{R}_{j*(i*)} + \sum_{i < j} \sum_{\text{s.t. } e_{ij} \notin \mathcal{E}_B \backslash \{e_{i*j*}\}} H(V_{ij}, V_{ji}|Z_{ij}) + \sum_{i \notin \mathcal{E}_B} \sum_{\text{s.t. } e_{ij} \notin \mathcal{E}_B \backslash \{e_{i*j*}\}} H(V_{ij}|V_{ji}, Z_{ij}) + I(V_{ij}; V_{ji}|Z_{ij})
\]

\[
\stackrel{(c)}{=} \sum_{i < j} \sum_{\text{s.t. } e_{ij} \notin \mathcal{E}_B} H(V_{ij}, V_{ji}|Z_{ij}) + \sum_{i < j} \sum_{\text{s.t. } e_{ij} \notin \mathcal{E}_B} H(V_{ji}|V_{ij}, Z_{ij})
\]

In (a), we used Equation (26), and the rules of the rate assignment protocol, and in (b) we used \( H(V_{ji}|Z_{ij}) = \)
H(V_{ij}|V_{ij}, Z_{ij}) + I(V_{ij}; V_{ji}|Z_{ij}), and in (c) we observe that \( B \subsetneq \mathcal{M} \), which means there always exists at least one node \( i \notin B \) in \( G_A \) such that \( i \in \Gamma(j) \) for some node \( j \in B \). Thus, on the right-hand-side of (c) there is always a \( I(V_{ij}; V_{ji}|Z_{ij}) \) and by definition \( I(V_{ij}; V_{ji}|Z_{ij}) \) also. Also, note that due to (27) and (28) we have \( I(V_{ij+1}; V_{ij+1}|Z_{ij+1}) = H(V_{ij+1}; V_{ij+1}|Z_{ij+1}) \).

With the proof of Case I and Case II, the proof of Equation (22) is complete.

Equation (22) immediately implies that

\[
C_W^{A}(P_{X_{\mathcal{M}}Z}) \leq \min_{i, j \in \mathcal{M}} \min_{i, j \in \mathcal{E}_A} I(V_{ij}; V_{ji}|Z_{ij}).
\]

**APPENDIX C**

**PROOF OF LOWER BOUND LEMMA 5**

We prove that SKA protocol 1 achieves the key capacity of any wiretapped Tree-PIN. The proof has three parts: (i) proof of key rate, (ii) proof of reliability, and (iii) proof of secrecy.

**Proof of Lemma 5:** We prove that for any given Tree-PIN with terminals \( \mathcal{M} = [m] \) and graph \( G = (\mathcal{M}, \mathcal{E}) \) and distribution \( P_{Z_{\mathcal{M}}X_{\mathcal{M}}} \), there exists an SKA protocol that achieves the upper-bound of Lemma 4 on the wiretap secret key capacity of key agreement for \( A = \mathcal{M} \). We assume that each terminal \( j \in \mathcal{M} \) can execute \( |\Gamma(j)| \) two-party (pairwise) SKA protocols \( \{\pi_{ij} \mid i \in \Gamma(j)\} \), for extracting pairwise secure keys between terminal (node) \( j \) and its neighbors.

Without loss of generality, we assume that the Tree-PIN, is labeled such that node 1 is adjacent to node 2 and \( |\Gamma(1)| = 1 \). Thus, the edge \( e_{12} \) will be included in all paths from node 1 to other nodes in the tree. If the path from \( i_1 \) to node \( i_f \), goes through the nodes \( i_2, i_3, \ldots, i_{f-1} \), then we denote the path from \( i_1 \) to \( i_f \) by \( \text{Path}(i_1 \rightarrow i_f) = (e_{i_1i_2}, e_{i_2i_3}, \ldots, e_{i_{f-1}i_f}) \).

All terminals in \( \mathcal{M} \) will participate in an SKA protocol, described in the pseudo-code 1. In the first phase of the protocol, each terminal \( j \) obtains a shared secret key with each member of \( \Gamma(j) \). Let \( S_{ij} = \pi_{ij}(V_{ij}^n, V_{ji}^n) \) denote the pairwise shared key for any adjacent nodes \( i \) and \( j \). Then, all terminals cut the first \( \ell \) bits of their obtained keys, so that all pairwise keys have the same length. The shortened pairwise keys are \( S'_{ij} = S_{ij}[\ell] \). The parameter \( \ell \) is a protocol parameter that has to be calculated before running the protocol, according to the known joint distribution \( P_{Z_{\mathcal{M}}X_{\mathcal{M}}} \).

During the public communication phase of protocol 1, each node \( j \) finds the unique node \( j^* \in \Gamma(j) \) that is closest to node 2. For any other node \( k \in \Gamma(j) \setminus \{j^*\} \), node \( j \) broadcasts \( F_{jk} = S'_{j^*j} \oplus S'_{jk} \). Thus, the total number of broadcasts by node \( j \) is \( |\Gamma(j)| - 1 \). Note that each broadcast only uses local variables of node \( j \).

In the last phase of the protocol, terminals 1 and 2 set their final shared keys to be \( K_1 = K_2 = S'_{12} \), and the rest of the terminals calculate their obtained keys \( K_j \) using the public broadcasted messages (see Protocol 1, line 15).

**Proof of Key Rate:** It is known that [8, 9] the two-party WSK capacity of a pair of terminals \( i \) and \( j \) with access to \( n \)-IID copies of random variables \( V_{ij} \) and \( V_{ji} \) is \( I(V_{ij}; V_{ji}|Z_{ij}) \) when \( V_{ij} - V_{ji} - Z_{ij} \) holds. That is, there exists a family of \( (\varepsilon_n, \sigma_n) \) SKA protocols with \( \lim_{n \to \infty} (\varepsilon_n) = \lim_{n \to \infty} (\sigma_n) = 0 \), where length(\( S_{ij} \) =
that all adjacent terminal pairs $(i, j)$ has broadcasted $F_{ik} = S'_{ik} \oplus S'_{kj}$. Also, node $i_1$ (which is connected to $i_2$ and $k$) has broadcasted $F_{i_2k} = S'_{i_2k} \oplus S'_{i_1k}$. Node $j$ who has now have recovered $S'_{i_1k}$, can recover $S'_{i_21}$ as well, by computing $S'_{i_1k} \oplus F_{i_2k}$. This chain of recovering local keys will continue until $S'_{12}$ is recovered by computing $K_j = S'_{k1} \oplus F_{k1} \oplus F_{i_1k} \oplus F_{i_2k} \oplus F_{i_3k} \oplus \cdots \oplus F_{2i_1}$, which proves that $K_j = S'_{12}$ for any $j \in \mathcal{M}$. This requires all $m-1$ pairwise $(\epsilon_n, \sigma_n)$-SKs $S_{ij}$ to be established. The error probability of each pairwise key is bounded by $\epsilon_n$, thus the error probability of establishing the global key is $(m-1)\epsilon_n = |\mathcal{E}|\epsilon_n$. Therefore, $\Pr \{K_1 = K_2 = \cdots = K_m = K\} \leq 1 - \epsilon'_n$, with $\epsilon'_n = |\mathcal{E}|\epsilon_n$ such that $\lim_{n \to \infty} \epsilon_n = 0$. 

**Proof of Secrecy:** We need to prove the secrecy of the global shared key $K$. Without loss of generality, assume that all adjacent terminal pairs $i$ and $j$ with $e_{ij} \in \mathcal{E}$ have established a binary pairwise $(\epsilon_n, \sigma_n)$-SK $S_{ij}$ with length $\ell = \lceil n(C-\delta) \rceil$, where $C = \min_{i,j} I(V_{ij}; V_{ji}|Z_{ij})$. Note that for any $e_{ij} \in \mathcal{E}$ we have $\text{SD}((S_{ij}, Q_{ij}, Z), (U, Q_{ij}, Z_{ij})) \leq \sigma_n$, where $U$ is the uniform distribution over $\{0,1\}^{\ell}$ and $Q_{ij}$ denotes the public communication used to generate $S_{ij}$. To recall the definition of statistical distance please see Appendix A.

Let $Q$ denote the collection of all public communications required to establish all $|\mathcal{E}| = m-1$ pairwise keys $S_{ij}$, and let $F$ denote the collection of all public communications broadcasted by all terminals during the SKA protocol.
protocol 1 and $F = (F, Q)$ be the overall public communication. For any given Tree-PIN $P_{Z, X, M}$ with $G = (M, E)$ we prove that

$$SD((K, F, Z), (U, F, Z)) = SD((K, F, Q, Z), (U, F, Q, Z))$$
$$
\leq SD((K, F, Q, Z), (U, U^{[E]}-1, Q, Z)) + SD((U, U^{[E]}-1, Q, Z), (U, F, Q, Z))$$
$$\leq |E| |\sigma_n| + |E| |\sigma_n| = 2|E| |\sigma_n|,$$

where $U^d$ is the uniform distribution over $K^d = \{0, 1\}^d$.

First we show that “the combination $(K, F)$ uniquely gives all pairwise keys $\{S_{ij}\}_{i < j}$”. Recall that any pairwise key belongs to the alphabet $K = \{0, 1\}^\ell$. Let $s = \{s_{ij}\}_{i < j} \in K^{[E]}$ be an instance of all pairwise keys. Note that $F = F(S)$ is a set of $m - 2$ linear functions of the random vector $S$. According to Protocol 1 each terminal $j \in M$ broadcasts $|\Gamma(j)| - 1$ messages. Also recall that for any tree $|E| = m - 1$, so, the total number of public messages is $\sum_{j \in M} |\Gamma(j)| - 1 = 2|E| - m = m - 2$. Thus, the $m - 2$ elements of $F$ are not sufficient for uniquely finding all $m - 1$ pairwise keys in $S$. However, the combination of $F$ and the final key $K$ resulted by the SKA protocol 1 is sufficient for unique recalulation of all pairwise keys. Remember that $K = S_{12}$ and with all the public messages of terminal 2 one can recover all pairwise keys accessible to terminal 2 since they are all of the form $F_{2j} = S_{12} \oplus S_{2j}$ for all $j \in \Gamma(2) \setminus \{1\}$. Now with access to these pairwise keys one can recover all pairwise keys accessible to any terminal $j \in \Gamma(2) \setminus \{1\}$. This chain of calculation will continue until all pairwise keys are recovered.

Since $(K, F)$ uniquely gives $\{S_{ij}\}_{i < j}$, then $SD((K, F, Q, Z), (U, U^{[E]}-1, Q, Z)) \leq SD((\{S_{ij}\}, Q, Z), (U^{[E]}, Q, Z)) \leq |E| |\sigma_n|$. Also, we have $SD((U, U^{[E]}-1, Q, Z), (U, F, Q, Z)) \leq |E| |\sigma_n|$, because,

$$SD((U, U^{[E]}-1, Q, Z), (U, F, Q, Z))$$
$$= SD((F, Q, Z), (U^{[E]}-1, Q, Z))$$
$$\leq \sum_{(f, q, z) \in T^*} P_{QZ}(q, z)P_{F|QZ}(f|q, z) - P_{QZ}(q, z)P_{U^{[E]}-1}(f)$$
$$= \sum_{(q, z) \in T^*} P_{QZ}(q, z) \sum_{f \in T^*} P_{F|QZ}(f|q, z) - \frac{1}{|K|^{[E]}-1}$$
$$\leq \sum_{(q, z) \in T^*} P_{QZ}(q, z) \sum_{f \in T^*} P_{F|QZ}(f|q, z) - \frac{1}{|K|^{[E]}}$$
$$\leq \sum_{(q, z) \in T^*} P_{QZ}(q, z) \prod_{s \in S^*(T^*)} \prod_{i < j} P_{S_{ij}|Q_{ij}Z}(s_{ij}|q_{ij}, z) - \frac{1}{|K|^{[E]}}$$
$$\leq \max_{T \subseteq Q \times Z \times K^{[E]}} \sum_{(q, z) \in T} P_{QZ}(q, z) \prod_{s \in T} \prod_{i < j} P_{S_{ij}|Q_{ij}Z}(s_{ij}|q_{ij}, z) - \prod_{i < j} P_U(s_{ij})$$
$$\leq SD((\{S_{ij}\}, Q, Z), (U^{[E]}, Q, Z))$$
$$\leq \sum_{i < j} SD((S_{ij}, Q_{ij}, Z_{ij}), (U, Q_{ij}, Z_{ij})) \leq |E| |\sigma_n|,$$

where in (a) $T^* = \{(f, q, z) | P_{QZ}(q, z)P_{F|QZ}(f|q, z) \geq P_{QZ}(q, z)P_{U^{[E]}-1}(f)\}$ which is due to definition statistical distance and in equality (c) $S^*(T^*)$ is defined as $S^*(T^*) = \{s \in K^{[E]}$ and $F(s) = f, \forall f \in T^*\}$. Inequality
(b) is due to the fact that for any \((f, q, z) \in T^*\) we have \(P_{f|QZ}(f|q, z) \geq P_{f|E_1}(f)\). Relations (d) and (e) are due to the definition of the statistical distance. Inequality (f) follows from Corollary A.1.3.

Hence, the final key \(K\) obtained from the SKA protocol 1 is an \((|E|\epsilon_n, 2|E|\sigma_n)\)–SK where \(\lim_{n \to \infty} (\epsilon_n) = \lim_{n \to \infty} (\sigma_n) = 0\) and the security proof is complete. ■

With the reliability, security, and key rate proofs, the proof of Lemma 5 is complete. ■

Appendix D

Proof of Theorem 10 and Proposition 11

Proof: We first recall the SKA protocol that attains the WSK capacity of Tree-PIN. Terminals in \(G_A\) – the smallest sub-tree that connects terminals in \(A\) – will generate pairwise keys. Note that in this step, terminals will generate pairwise \((\epsilon', \sigma')\)–SKs, where \(\epsilon' = \frac{\epsilon}{|E_A|}\) and \(\sigma' = \frac{\sigma}{|E_A|}\). Next, all terminals will announce the length of their pairwise keys, and then all pairwise keys will be cut to the minimum length so every pairwise key has the same length. After this, middle nodes (terminals) will broadcast appropriate XOR public messages according to the SKA protocol described earlier. According to the proof of Lemma 5, the final extracted key is an \((\epsilon, \sigma)\)–SK.

If the pairwise keys are generated by the interactive protocol of Hayashi et al. [25], Theorem 15, terminals \(i\) and \(j\) can obtain a pairwise key of length

\[
\ell_{ij} = nI(V_{ij}; V_{ji}|Z_{ij}) - \sqrt{n\Delta_{ij}}Q^{-1}(\epsilon' + \sigma') - \frac{11}{2} \log n + O(1).
\]

If the pairwise keys are generated by the OW-SKA Protocol of [41], then terminals \(i\) and \(j\) can obtain a pairwise key of length

\[
\ell_{ij} = nI(V_{ij}; V_{ji}|Z_{ij}) - Q^{-1}(\epsilon')\sqrt{n\Delta_{ij}'} - Q^{-1}(\sigma')\sqrt{n\Delta_{ij}''} - \log n + O(1),
\]

or

\[
\ell_{ij} = nI(V_{ij}; V_{ji}|Z_{ij}) - \sqrt{2n \log (|\mathcal{X}| + 3)}\left(\sqrt{\log \frac{1}{\epsilon'}} + \sqrt{\log \frac{1}{\sigma'}}\right) - \log n + O(1).
\]

To understand the difference between these two achievability approximations and their applications, see [41].

For the special case when \(V_{ij} = V_{ji}\), there is no need for information reconciliation, and thus we can use the key extraction bound of [27]. Thus, for this case, terminals \(i\) and \(j\) can obtain a pairwise key of length

\[
\ell_{ij} = nH(V_{ij}|Z_{ij}) - \sqrt{n\Delta_{ij}''}Q^{-1}(\sigma') - \frac{1}{2} \log n + O(1).
\]

By utilizing either SKA approaches, the length of the final key agreed by all terminals in \(G_A\) is

\[
\ell = \min_{i,j \in M} \ell_{ij},
\]

and hence the proof is complete. It’s easy to see that with either of these approaches, the SKA protocol 1 attains the capacity of Theorem 3. ■