EFFECTIVE LATTICE POINT COUNT ON TEICHMÜLLER SPACE

FRANCISCO ARANA–HERRERA

Abstract. We prove quantitative estimates with a power saving error term for the number of points in a mapping class group orbit of Teichmüller space that lie within a Teichmüller metric ball of given center and large radius. Analogous estimates are also proved for sector and bisector countings. These estimates correspond to effective versions of asymptotic counting results of Athreya, Bufetov, Eskin, and Mirzakhani.
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1. Introduction

In his thesis [Mar70], Margulis proved precise asymptotic formulas for the number of points in a π₁(M) orbit of the universal cover of a compact, negatively curved Riemannian manifold M that lie within a ball of given center and large radius. The techniques introduced by Margulis have proved to be quite robust. For instance, Eskin, McMullen, Gorodnik, Oh, and Shah [EM93, GO07, GOS10] applied these techniques to prove analogous counting results for general locally symmetric spaces.

In [ABEM12], Athreya, Bufetov, Eskin, and Mirzakhani successfully adapted Margulis’s techniques to prove asymptotic formulas for the number of points in a mapping class group orbit of Teichmüller space that lie within a Teichmüller metric ball of given center and large radius. The main goal of this paper is to prove an effective version of this result with a power saving error term. Analogous estimates are also proved for sector and bisector countings.

Statement of the main theorem. For the rest of this paper fix an integer g ≥ 2 and a connected, oriented, closed surface S_g of genus g. Denote by T_g the Teichmüller space of marked complex structures on S_g, by Mod_g the mapping class group of S_g, by M_g := T_g/Mod_g the moduli space of complex structures on S_g. Let h := 6g − 6. Denote by B_R(X) ⊆ T_g be the ball of radius R > 0 centered at X ∈ T_g with respect to the Teichmüller metric. The following theorem, which corresponds to an effective version of [ABEM12 Theorem 1.2], is the main result of this paper.

Theorem 1.1. Let K ⊆ T_g be a compact subset. Then, for every X, Y ∈ K and every R > 0,

# (Mod_g · Y ∩ B_R(X)) = C · e^{hR} + O_K \left( e^{(h−\kappa)R} \right),

where C, \kappa > 0 are constants depending only on g and where the constant implicit in O_K depends only on K.
A more explicit description of the constant $C$ in Theorem 1.1 will be provided in Theorem 1.1. In this paper we also prove effective versions with a power saving error term of the asymptotic sector and bisector counting results [ABEM12 Theorems 2.9, 2.10]. See Theorems 9.1 and 9.2 and Theorems 10.6 and 10.7 respectively, for precise statements.

**Main ideas of the proof of Theorem 1.1.** To prove Theorem 1.1 we follow the general outline of the proof of [ABEM12 Theorem 1.2], incorporating a wide variety of new quantitative estimates throughout. Averaging and unfolding arguments reduce the proof of Theorem 1.1 to an effective mean equidistribution theorem for Teichmüller metric balls, which we now describe.

Denote by $Q^1 T_g$ the Teichmüller space of marked, unit area holomorphic quadratic differentials on $S_g$. Consider the natural projection $\pi: Q^1 T_g \to T_g$. Let $\mu$ be the Masur-Veech measure on $Q^1 T_g$ and $\mathbf{m} := \pi_* \mu$ be its pushforward to $T_g$. Denote by $\mathbf{m}$ the pushforward of $\mathbf{m}$ to $\mathcal{M}_g$. Every Teichmüller metric ball $B_R(X) \subseteq T_g$ carries a natural measure $m^R_X$ defined as the restriction of $\mathbf{m}$ to it. Denote by $\hat{\mathbf{m}}_X$ the pushforward of $m^R_X$ to $T_g$. This measure, which only depends on $X \in \mathcal{M}_g$ and not on the marking, keeps track of how the image of $B_R(X)$ wraps around $\mathcal{M}_g$. The main tool used in the proof of Theorem 1.1, also of independent interest, is the following effective mean equidistribution theorem for Teichmüller balls, which corresponds to an effective version of [ABEM12 Theorem 2.8].

**Theorem 1.2.** Let $K \subseteq \mathcal{M}_g$ be a compact subset and $\phi_1, \phi_2 \in L^\infty(\mathcal{M}_g, \hat{\mathbf{m}})$ be essentially bounded functions with $\text{ess} \supp(\phi_1), \text{ess} \supp(\phi_2) \subseteq K$. Then, for every $R > 0$,

$$
\int_{\mathcal{M}_g} \phi_1(X) \left( \int_{\mathcal{M}_g} \phi_2(Y) \, d\hat{\mathbf{m}}_X(Y) \right) \, d\hat{\mathbf{m}}(X) = C \cdot \left( \int_{\mathcal{M}_g} \phi_1(X) \, d\hat{\mathbf{m}}(X) \right) \cdot \left( \int_{\mathcal{M}_g} \phi_2(Y) \, d\hat{\mathbf{m}}(Y) \right) \cdot e^{hR} + O_K \left( \|\phi_1\|_\infty \cdot \|\phi_2\|_\infty \cdot e^{(h-\kappa)R} \right),
$$

where $C, \kappa > 0$ are constants depending only on $g$ and where the constant implicit in $O_K$ depends only on $K$.

A more explicit description of the constant $C$ in Theorem 1.2 will be provided in Theorem 3.1. In this paper we also prove effective mean equidistribution theorems for sectors of $T_g$ and $Q^1 T_g$. See Theorems 8.1 and 8.6 and Theorems 10.1 and 10.2 respectively, for precise statements.

Denote by $Q^1 \mathcal{M}_g := Q^1 T_g/\text{Mod}_g$ the moduli space of unit area holomorphic quadratic differentials on $S_g$ and by $\hat{\mu}$ the Masur-Veech measure on $Q^1 \mathcal{M}_g$. Theorem 1.2 is, in very broad terms, a consequence of the exponential mixing property of the Teichmüller geodesic flow on $Q^1 \mathcal{M}_g$ with respect $\hat{\mu}$, proved by Avila and Resende [AR12] building on work of Avila, Gouëzel, and Yoccoz [AGY06]. Another important tool used in the proof of Theorem 1.2 is a description of the measure $\mathbf{m}$ in polar coordinates. To explain the nature of this description we first introduce some notation.

Denote by $S(X) := \pi^{-1}(X) \subseteq Q^1 T_g$ the fiber of the projection $\pi: Q^1 T_g \to T_g$ above $X \in T_g$. Let $\{s_X\}_{X \in T_g}$ be the measures obtained by disintegrating the Masur-Veech measure $\mu$ on $Q^1 T_g$ along the fibers of $\pi$. Denote by $Q^1 T_g(1)$ the principal stratum of $Q^1 T_g$. The measures $s_X$ give zero mass to the multiple zero locus $Q^1 T_g \setminus Q^1 T_g(1)$. Denote by $a_t: Q^1 T_g \to Q^1 T_g$, $t \in \mathbb{R}$, the Teichmüller geodesic flow.

Fix $X \in T_g$. Consider the map $\Phi_X: S(X) \times \mathbb{R}_{>0} \to T_g$ given by $\Phi_X(q, t) := (a_t \pi(q))$. This map is a homeomorphism onto $T_g \setminus \{X\}$ and a diffeomorphism onto its image when restricted to $(S(X) \cap Q^1 T_g(1)) \times \mathbb{R}_{>0}$. In particular, for every $q \in S(X) \cap Q^1 T_g(1)$ and every $t > 0$ we can write

$$
|\Phi'_X(\mathbf{m})(q, t)| = \Delta(q, t) \cdot |s_X(q) \wedge dt|,
$$

where $\Delta: (S(X) \cap Q^1 T_g(1)) \times \mathbb{R}_{>0} \to \mathbb{R}_{>0}$ is a smooth, positive function. Theorem 3.7, which corresponds to a strengthening of [ABEM12 Proposition 2.5], provides a quantitative estimate for the function $\Delta$. The leading term of this estimate is described using the Hubbard-Masur functions $\lambda^-, \lambda^+: Q^1 T_g(1) \to R_{>0}$ introduced in [ABEM12 §2.3]. The main tools used in the proof of Theorem 3.7 are:

- The bounds of Forni on the spectral gap of the Kontsevich-Zorich cocycle on $Q^1 T_g(1)$ [For02].
- The analysis of the projection $\pi: Q^1 T_g \to T_g$ in forthcoming work of Kahn and Wright [KW20].
To use Theorem 3.7 in combination with the exponential mixing rate of the Teichmüller geodesic flow on $Q^1 T_g$, one needs to understand, to a reasonable extent, the regularity of the Hubbard-Masur functions $\lambda^-, \lambda^+: Q^1 T_g(1) \to \mathbb{R}_{>0}$. Using work of Dumas [Dum15], we show these functions are $SO(2)$-invariant; see Proposition 3.3. Using the forthcoming work of Kahn and Wright [KW20], we prove bounds for these functions in terms of the length of shortest saddle connection of $q \in Q^1 T_g(1)$; see Proposition 3.5.

The quantitative estimate for the function $\Delta$ provided by Theorem 3.7, although valid almost everywhere, gets worse as the quadratic differential $q \in S(X) \cap Q^1 T_g(1)$ approaches the multiple zero locus. Completely different arguments are considered to control such contributions. More concretely, we prove effective versions of [ABEM12] Theorem 2.6, 2.7; see Proposition 3.6 and Theorems 3.8, 3.9, and 3.10. The main sources of effective estimates in this case are:

- The quantitative estimates of Eskin, Mirzakhani, and Rafi for the number of Teichmüller geodesic segments that spend a definite fraction of their time in the thin part of moduli space [EMR19].
- The exponential contraction rate proved in [ABEM12] for the modified Hodge metric along the strongly stable leaves of the Teichmüller geodesic flow on $Q^1 T_g$.
- The large deviation estimates of Athreya for the Teichmüller geodesic flow on $Q^1 T_g$ [Ath06].

Finite index subgroups of the mapping class group. The results in this paper, in particular Theorems 1.1, 4.1, 9.1, 9.2, 10.6, 10.7, and 10.2, hold when $\text{Mod}_g$ is replaced with a finite index subgroup $\Gamma \leq \text{Mod}_g$. The crucial observation explaining this remark is the fact that the Teichmüller geodesic flow on $Q^1 T_g/\Gamma$ is exponentially mixing with respect to the local pushforward of the Masur-Veech measure $\mu$.

Organization of the paper. In §2 we develop the preliminaries necessary to understand the proofs of the main results. In §3 we present the proof of Theorem 1.2 in complete detail. In §4 we use Theorem 1.2 to prove Theorem 1.1. In §5 we study the regularity of the Hubbard-Masur functions. In §6 we prove the crucial estimate for the function $\Delta$. In §7 we prove the estimates needed to control the contributions near the multiple zero locus. In §8 we strengthen the arguments used in the proof of Theorem 1.2 to prove effective mean equidistribution theorems for sectors of Teichmüller space. In §9 we use these results to extend Theorem 1.1 to sector counts. In §10 we further strengthen these results to bisector counts.
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2. Preliminaries

Outline of this section. In this section we cover the background material needed to understand the proofs of the main theorems of this paper. Of particular importance for later will be the definitions (2.1), (2.2), (2.5), and (2.6) of the Hubbard-Masur functions.

Abelian and quadratic differentials. Let $X$ be a Riemann surface and $K$ be its canonical bundle. Holomorphic sections of $K$ correspond to holomorphic 1-forms on $X$. An Abelian differential $\omega$ on $X$ is a holomorphic section of $K$. In local coordinates, $\omega = f(z)dz$ for some holomorphic function $f(z)$. A quadratic differential $q$ on $X$ is a holomorphic section of the symmetric square $K \vee K$. In local coordinates, $q = f(z)dz^2$ for some holomorphic function $f(z)$. If $X$ has genus $g$, the number of zeroes of $q$ counted with multiplicity is $4g - 4$. We will sometimes denote quadratic differentials by $(X, q)$, keeping track of the Riemann surface they are defined on. The area of a quadratic differential is $\text{Area}(X, q) := \int_X |q|$. We denote by $Q(X)$ the complex vector space of quadratic differentials on $X$ and by $S(X) \subseteq Q(X)$ its unit area locus.

Teichmüller and moduli spaces of quadratic differentials. Denote by $QT_g$ the Teichmüller space of marked, non-zero quadratic differentials on $S_g$ and by $Q^1 T_g \subseteq QT_g$ its unit area locus. The mapping class group $\text{Mod}_g$ acts properly discontinuously on $QT_g$ by changing the markings. This action preserves the unit area locus $Q^1 T_g \subseteq QT_g$. The quotient $Q^1 M_g := Q^1 T_g/\text{Mod}_g$ is the moduli space of unit area quadratic differentials on $S_g$. The following diagram summarizes the notation to be used in the rest of this paper for the natural quotient and projection maps:
\[
\begin{align*}
Q^1T_g & \xrightarrow{p} Q^1M_g \\
\pi & \bigg| \quad x \\
T_g & \xrightarrow{\xi} M_g
\end{align*}
\]

**The Masur-Veech volume form.** The projection \(QT_g \to T_g\) makes \(QT_g\) into a bundle over \(T_g\). This bundle can be naturally identified with the complement of the zero section of the cotangent bundle of \(T_g\). In particular, \(QT_g\) supports a canonical volume form \(\mu'\), called the Masur-Veech volume form. The corresponding smooth measure on \(QT_g\) is called the Masur-Veech measure. Contracting \(\mu'\) by any vector field \(V\) satisfying \(d\sqrt{\text{Area}(V)} = 1\) yields a volume form \(\mu\) on \(Q^1T_g\), also called the Masur-Veech volume form. The corresponding smooth measure on \(Q^1T_g\) is also called the Masur-Veech measure. This measure is invariant under the action of \(\text{Mod}_g\) on \(Q^1T_g\). Its local pushforward to \(Q^1M_g\), which we denote by \(\mu\), is also called the Masur-Veech measure. These measures were originally introduced by Masur [Mas82] and Veech [Vee82] to study the prevalence of unique ergodicity among interval exchange transformations. As part of this work, Masur and Veech independently showed that the measure \(\mu\) on \(Q^1M_g\) is finite.

**Singular measured foliations.** Denote by \(\mathcal{MF}_g\) the space of singular measured foliations on \(S_g\) up to isotopy and Whitehead moves. The set of weighted simple closed curves on \(S_g\) embeds densely into \(\mathcal{MF}_g\). The geometric intersection number of weighted simple closed curves extends continuously to a pairing \(i: \mathcal{MF}_g \times \mathcal{MF}_g \to \mathbb{R}_{\geq 0}\), also called geometric intersection number. Train track coordinates induce a natural piecewise integral linear structure on \(\mathcal{MF}_g\). In particular, \(\mathcal{MF}_g\) carries a natural Lebesgue class measure called the Thurston measure. We denote by \(\nu\) the normalization of the Thurston measure induced by the symplectic structure described in [PH92] \(\S 3.2\). This measure gives zero mass to the subset of singular measured foliations having a singularity with more than three prongs [Mir08, Lemma 2.4]. The space \(\mathcal{P}\mathcal{MF}_g\) of projective singular measures on \(S_g\) is the quotient of \(\mathcal{MF}_g\) by the natural scaling action of \(\mathbb{R}_{>0}\) on transverse measures. Denote by \([\eta]\in \mathcal{P}\mathcal{MF}_g\) the equivalence class of \(\eta\in \mathcal{MF}_g\). We refer the reader to [FM12] \(\S 11.2\) and [FLP12] \(\S 5\) for further details on the theory of singular measured foliations.

**The Hubbard-Masur map.** Every \(q \in QT_g\) gives rise to singular measured foliations \(\Re(q), \Im(q) \in \mathcal{MF}_g\). If \(q = dz^2\) in local coordinates \(z = x + iy\), the 1-forms \(dx\) and \(dy\) induce the singular measured foliations \(\Re(q)\) and \(\Im(q)\), respectively. Denote by \(\Re, \Im: QT_g \to \mathcal{MF}_g\) the corresponding maps. Let \(\Delta \subseteq \mathcal{MF}_g \times \mathcal{MF}_g\) the closed set of non transverse pairs of singular measured foliations on \(S_g\). More precisely,

\[
\Delta := \{(\eta_1, \eta_2) \in \mathcal{MF}_g \times \mathcal{MF}_g : \exists \eta_3 \in \mathcal{MF}_g: i(\eta_1, \eta_3) = i(\eta_2, \eta_3) = 0\}.
\]

The map \(QT_g \to \mathcal{MF}_g \times \mathcal{MF}_g - \Delta\) given by \(q \mapsto (\Re(q), \Im(q))\) is a homeomorphism sending area of quadratic differentials to geometric intersection number of singular measured foliations. Following the convention in [LM08], we refer to this map as the Hubbard-Masur map. The pullback of the product of Thurston measures \(\nu \times \nu\) on \(\mathcal{MF}_g \times \mathcal{MF}_g - \Delta\) is equal to the Masur-Veech measure \(\mu'\) on \(QT_g\) up to a multiplicative constant depending only on \(g\) [Mir08, Lemma 4.3].

**Half-translation structures.** A half-translation structure on a surface \(S\) corresponds to an atlas of charts to \(C\) on the complement of a finite set of points \(\Sigma \subseteq S\) whose transition functions are of the form \(z \mapsto \pm z + c\) with \(c \in C\). Every quadratic differential \(q\) gives rise to a half-translation structure on the Riemann surface it is defined on by considering local coordinates on the complement of the zeroes of \(q\) for which \(q = dz^2\). Viceversa, every half-translation structure induces a quadratic differential on its underlying surface by pulling back the differential \(dz^2\) on the corresponding charts.

Pulling back the standard Euclidean metric on \(C\) using the charts of a half-translation structure induces a singular Euclidean metric on the underlying surface. In particular, every quadratic differential \(q\) gives rise to a singular Euclidean metric on the Riemann surface it is defined on. This metric has a cone point of angle \((k+2)\pi\) at every zero of \(q\) of order \(k\). A saddle connection of \(q\) is a Euclidean geodesic segment joining two zeroes of \(q\) and having no zeroes in its interior. Denote by \(\ell(q) > 0\) the Euclidean length of a saddle connection \(\gamma\) of \(q\) and by \(\ell_{\min}(q) > 0\) the Euclidean length of the shortest saddle connection of \(q\). Denote by \(\text{diam}(q) > 0\) the Euclidean diameter of \(q\). The total Euclidean area of \(q\) is precisely \(\text{Area}(q) > 0\).
The \( \text{SL}(2, \mathbb{R}) \) action and the Teichmüller geodesic flow. The group \( \text{SL}(2, \mathbb{R}) \) acts naturally on half-translation structures by postcomposing the corresponding charts with the linear action on \( C = \mathbb{R}^2 \) of the elements of this group. In particular, \( \text{SL}(2, \mathbb{R}) \) acts naturally on \( QT_g \), preserving \( Q^1 T_g \).

For every \( t \in \mathbb{R} \) and every \( \theta \in [0, 2\pi] \) denote
\[
\alpha_t := \begin{pmatrix} e^t & 0 \\ 0 & e^{-t} \end{pmatrix}, \quad \rho_{\theta} := \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix}.
\]

The flow induced by the action of the subgroup \( \{ \alpha_t \}_{t \in \mathbb{R}} \subseteq \text{SL}(2, \mathbb{R}) \) on \( QT_g \) is the Teichmüller geodesic flow. For every \( \theta \in [0, 2\pi] \) and every \( q \in QT_g \), \( \tau_{\theta} q = e^{2\pi i \theta} q \). In particular, the action of \( \text{SO}(2) \) preserves the fibers \( Q(X) \{ \theta \} \) of \( QT_g \) and \( S(X) \) of \( Q^1 T_g \).

The \( \text{SL}(2, \mathbb{R}) \) and \( \text{Mod}_g \) actions on \( Q^1 T_g \) commute. In particular, there is a well defined \( \text{SL}(2, \mathbb{R}) \) action and a well defined Teichmüller geodesic flow on \( Q^1 M_g \).

The dynamical foliations of \( Q^1 T_g \). The unit area locus \( Q^1 T_g \subseteq QT_g \) can be foliated in several dynamically meaningful ways. For every \( q_0 \in Q^1 T_g \), its strongly stable, central, and strongly unstable leaves \( \alpha^{ss}(q_0), \alpha^c(q_0), \alpha^{uu}(q_0) \subseteq Q^1 T_g \) are given by
\[
\alpha^{ss}(q_0) := \{ q \in Q^1 T_g \mid \Re(q) = \Re(q_0) \},
\]
\[
\alpha^c(q_0) := \{ a q_0 \mid t \in \mathbb{R} \},
\]
\[
\alpha^{uu}(q_0) := \{ q \in Q^1 T_g \mid \Im(q) = \Im(q_0) \}.
\]

These leaves give rise to topological foliations \( F^{ss}, F^c, \) and \( F^{uu} \) called the strongly stable, central, and strongly unstable foliations of \( Q^1 T_g \). The stable and unstable leaves \( \alpha^s(q_0), \alpha^u(q_0) \subseteq Q^1 T_g \) of a quadratic differential \( q_0 \in Q^1 T_g \) are given by
\[
\alpha^s(q_0) := \{ q \in Q^1 T_g \mid \Re(q) = \Re(q_0) \} = \bigcup_{t \in \mathbb{R}} a_t \alpha^{ss}(q_0),
\]
\[
\alpha^u(q_0) := \{ q \in Q^1 T_g \mid \Im(q) = \Im(q_0) \} = \bigcup_{t \in \mathbb{R}} a_t \alpha^{uu}(q_0).
\]

These leaves give rise to topological foliations \( F^s \) and \( F^u \) called the stable and unstable foliations of \( Q^1 T_g \). The foliations \( F^{ss}, F^{uu}, F^s, \) and \( F^u \) are, respectively, the strongly stable, strongly unstable, stable, and unstable foliations of the Teichmüller geodesic flow in the sense of Veech and Forni.

The leafwise measures of \( Q^1 T_g \). Given \( \eta \in MF_g \), denote by \( MF_g(\eta) \subseteq MF_g \) the open, dense, full measure subset of singular measured foliations on \( S_g \) transverse to \( \eta \). Let \( q_0 \in Q^1 T_g \). The map \( \alpha^s(q_0) \to MF_g(\Re(q_0)) \) given by \( q \to \Im(q) \) is a homeomorphism. Denote by \( \mu_{\alpha^s(q_0)} \) the pullback to \( \alpha^{ss}(q_0) \) of the Thurston measure \( \nu \) on \( MF_g(\Re(q_0)) \). Analogously, the map \( \alpha^u(q_0) \to MF_g(\Im(q_0)) \) given by \( q \to \Re(q) \) is a homeomorphism. Denote by \( \mu_{\alpha^u(q_0)} \) the pullback to \( \alpha^{uu}(q_0) \) of the Thurston measure \( \nu \) on \( MF_g(\Im(q_0)) \).

For every \( \eta \in MF_g \) denote
\[
MF^1_g(\eta) := \{ \eta' \in MF_g(\eta) \mid i(\eta, \eta') = 1 \}.
\]
This subset carries a natural measure \( \nu_{\eta} \) obtained by conning-off the Thurston measure \( \nu \) on \( MF_g(\eta) \). More precisely, for every measurable subset \( A \subseteq MF^1_g(\eta) \), \( \nu_{\eta}(A) := \nu([0, 1] \cdot A) \).

Let \( q_0 \in Q^1 T_g \). The map \( \alpha^{ss}(q_0) \to MF^1_g(\Re(q_0)) \) given by \( q \to \Im(q) \) is a homeomorphism. Denote by \( \mu_{\alpha^{ss}(q_0)} \) the pullback to \( \alpha^{ss}(q_0) \) of the measure \( \nu_{\Re(q_0)} \) on \( MF^1_g(\Re(q_0)) \). Analogously, the map \( \alpha^{uu}(q_0) \to MF^1_g(\Im(q_0)) \) given by \( q \to \Re(q) \) is a homeomorphism. Denote by \( \mu_{\alpha^{uu}(q_0)} \) the pullback to \( \alpha^{uu}(q_0) \) of the measure \( \nu_{\Im(q_0)} \) on \( MF^1_g(\Im(q_0)) \).

Strata of quadratic differentials. The space \( QT_g \) can be stratified according to the orders of the zeroes. More concretely, given an integer partition \( k := (k_1, \ldots, k_n) \) of \( 4g - 4 \) and a boolean parameter \( \epsilon \in \{ 0, 1 \} \), \( QT_g(k, \epsilon) \subseteq QT_g \) denotes the strata of marked quadratic differentials on \( S_g \) whose zeroes have orders given by \( k \) and which are the square of an Abelian differential if and only if \( \epsilon = 1 \). The natural \( \text{SL}(2, \mathbb{R}) \) action on \( QT_g \) preserves this stratification. The unit area locus \( Q^1 T_g \subseteq QT_g \) can be stratified in the same way. The corresponding strata will be denoted by \( Q^1 M_g(k, \epsilon) \subseteq Q^1 T_g \). The \( \text{Mod}_g \) action on \( Q^1 T_g \) preserves this stratification and so \( Q^1 M_g(k, \epsilon) \subseteq Q^1 M_g \). The corresponding strata will be denoted by \( Q^1 M_g(k, \epsilon) \subseteq Q^1 M_g \).
The principal strata of \( QT_g \), \( Q^1 T_g \), and \( Q^3 M_g \), corresponding to \( k = (1, \ldots, 1) \) and \( \epsilon = 0 \), will be denoted by \( QT_g(1) \), \( Q^1 T_g(1) \), and \( Q^3 M_g(1) \), respectively. These are the unique top-dimensional strata of \( QT_g \), \( Q^1 T_g \), and \( Q^3 M_g \). Their complements in \( QT_g \), \( Q^1 T_g \), and \( Q^3 M_g \), the multiple zero loci, are zero measure subsets of the respective Lebesgue measure classes \([ABEM12, Theorem 2.2]\).

**Masur’s compactness criterion.** For every \( \delta > 0 \) consider the subset of \( Q^3 M_g \) given by

\[ K_\delta := \{ q \in Q^3 M_g \mid \epsilon_{\min}(q) \geq \epsilon \}. \]

By Masur’s compactness criterion \([MM02, Proposition 3.6]\), this subset is compact. Moreover, the intersection of this subset with any stratum of \( Q^3 M_g \) is compact. Denote by \( K_\delta(1) \subseteq Q^3 M_g(1) \) its intersection with the principal stratum.

**Period coordinates of strata.** Every quadratic differential \( q \) gives rise to a canonical double cover \( \tilde{X} \) of its underlying Riemann surface \( X \). Branched over the odd order zeroes of \( q \), onto which \( q \) pulls back to the square of an Abelian differential \( \omega \). This double cover supports a canonical involution \( \sigma: \tilde{X} \to \tilde{X} \) satisfying \( \sigma^* \omega = -\omega \) and \( X = \tilde{X}/\langle \sigma \rangle \). Denote by \( \Sigma \subseteq X \) the singularities of \( q \) and by \( \tilde{\Sigma} \) the lifts of these singularities to \( \tilde{X} \). Let \( H^1_{\text{odd}}(\tilde{X}, \tilde{\Sigma} ; \mathbb{Z}) \), \( H^1_{\text{odd}}(\tilde{X}, \tilde{\Sigma} ; \mathbb{R}) \), and \( H^1_{\text{odd}}(\tilde{X}, \tilde{\Sigma} ; C) \) be the \( -1 \) eigenspaces of the linear involutions induced by \( \sigma \) on the respective homology and cohomology groups. Consider the maps \( \mathbb{R}, \mathbb{Z} : H^1_{\text{odd}}(\tilde{X}, \tilde{\Sigma} ; C) \to H^1_{\text{odd}}(\tilde{X}, \tilde{\Sigma} ; \mathbb{R}) \). Denote by \( \cup \) the cup intersection form on \( H^1_{\text{odd}}(\tilde{X} ; C) \). We normalize \( \cup \) so that the area of \( q \) is given by Area(\( q \) = \( \mathbb{R}(\{[\omega]\}) \cup \mathbb{Z}(\{[\omega]\}) \)).

Fix a stratum \( QT_g(k, \epsilon) \subseteq QT_g \). The Gauss-Manin connection locally identifies the cohomology groups \( H^1_{\text{odd}}(\tilde{X}, \tilde{\Sigma} ; C) \) coming from canonical double covers of quadratic differentials in \( QT_g(k, \epsilon) \). Using these local identifications one can define maps on open subsets of the stratum which take \( q \in QT_g(k, \epsilon) \) to \( \{[\omega]\} \in H^1_{\text{odd}}(\tilde{X}, \tilde{\Sigma} ; C) \). Every class in \( H^1_{\text{odd}}(\tilde{X}, \tilde{\Sigma} ; C) \) is determined by its action on \( H^1_{\text{odd}}(\tilde{X}, \tilde{\Sigma} ; \mathbb{Z}) \). Thus, choosing a basis of the \( \mathbb{Z}\)-module \( H^1_{\text{odd}}(\tilde{X}, \tilde{\Sigma} ; \mathbb{Z}) \) yields maps from open subsets of the stratum to \( C^d \), where \( d = 2g - 2 + |k| + \epsilon \) is the dimension of \( QT_g(k, \epsilon) \). These maps provide local coordinates whose transition functions are integral linear transformations. These coordinates are known as period coordinates. They identify the tangent space of \( q \in QT_g(k, \epsilon) \) with \( H^1_{\text{odd}}(\tilde{X}, \tilde{\Sigma} ; C) \). For more details see \([Lan03, \S 2]\).

In the case of the principal stratum \( QT_g(1) \), the forgetful maps \( H^1_{\text{odd}}(X, \Sigma ; C) \to H^1_{\text{odd}}(\tilde{X}, \tilde{\Sigma} ; C) \) are isomorphisms. In particular, one can identify the tangent space of \( q \in QT_g(1) \) with \( H^1_{\text{odd}}(\tilde{X}, \tilde{\Sigma} ; C) \). Under this identification, for every \( X \in T_q \) and every \( q \in Q(X) \cap QT_g(1) \), \( T_q Q(X) = H^1_{\text{odd}}(\tilde{X} \setminus \mu) \), the subspace of odd holomorphic 1-forms on \( \tilde{X} \) \([DH75, Lemma 1]\).

The restriction of the SL(2,\( \mathbb{R} \)) action to any stratum of \( QT_g \) coincides with the product linear action of this group on \( C^d = (\mathbb{R}^2)^d \) after local identification using period coordinates.

**The Masur-Veech measure revisited.** Pulling back the Lebesgue measure on \( C^{6g-6} \) through period coordinates yields a smooth measure on the principal stratum \( QT_g(1) \subseteq QT_g \). By work of Masur \([Mas94]\) and Bertola, Korotkin, and Norton \([BKN17]\), this measure is equal to the Masur-Veech measure \( \mu' \) on \( QT_g \) up to a multiplicative constant depending only on \( g \). In particular, the SL(2,\( \mathbb{R} \)) action preserves the Masur-Veech measure \( \mu \) on \( Q^1 T_g \).

**The local product structure of \( Q^1 T_g(1) \).** The intersections of the foliations \( F^s, F^c, F^{uu}, F^s \), and \( F^u \) of \( Q^1 T_g \) with the principal stratum \( Q^1 T_g(1) \) can be described explicitly in period coordinates. Given a quadratic differential \( q \in Q^1 T_g(1) \), identify \( T_q Q^1 T_g(1) \) with \( H^1_{\text{odd}}(\tilde{X} ; C) \) using the canonical double cover \( \tilde{X} \) of \( q \). Consider the linear subspaces \( E^s(q), E^c(q), E^{uu}(q) \subseteq H^1_{\text{odd}}(\tilde{X} ; C) \) given by

\[ E^s(q) := \{ v \in H^1_{\text{odd}}(\tilde{X} ; i\mathbb{R}) \mid v \cup \mathbb{R}(\{[\omega]\}) = 0 \}, \]

\[ E^c(q) := \mathbb{R} \cdot [\omega], \]

\[ E^{uu}(q) := \{ v \in H^1_{\text{odd}}(\tilde{X} ; \mathbb{R}) \mid v \cup \mathbb{Z}(\{[\omega]\}) = 0 \}. \]

The tangent space of \( Q^1 T_g(1) \) at \( q \) can be decomposed as

\[ T_q Q^1 T_g(1) = E^{uu}(q) \oplus E^c(q) \oplus E^s(q). \]

We refer to the subspaces \( E^s(q), E^c(q), E^{uu}(q), E^s(q) := E^s(q) \oplus E^c(q), \) and \( E^{uu}(q) := E^c(q) \oplus E^{uu}(q), \) as the strongly stable, central, strongly unstable, stable, and unstable subspaces of \( q \). These subspaces
correspond to the tangent spaces at \( q \) of the intersections of \( Q^1T_g(1) \) with the foliations \( F^{ss}, F^c, F^{uu}, F^s \), and \( F^u \) of \( Q^1T_g \). We refer to the corresponding subbundles \( E^{ss}, E^c, E^{uu}, E^s, \) and \( E^u \) as the strongly stable, central, strongly unstable, stable, and unstable subbundles of \( Q^1T_g(1) \).

The leafwise measures of \( Q^1T_g \) revisited. For every \( q \in Q^1T_g(1) \), the strongly stable subspace \( E^{ss}(q) \subseteq H^1_{\text{odd}}(\tilde{X}; \mathbb{R}) \) supports a canonical volume form defined as follows. Consider the volume form on \( H^1_{\text{odd}}(\tilde{X}; \mathbb{R}) \) induced by the restriction of the cup intersection form. Contract this volume form by any vector \( H \) central, strongly unstable, stable, and unstable subbundles of \( Q^1T_g(1) \).

The leafwise measures of \( Q^1T_g \) and \( F \) are smooth and one can make sense of (2.3) at the level of volume forms. Given \( q \in Q^1T_g(1) \), denote by \( t \) the \( R \)-coordinate of the central subspace \( E^c(q) := R \cdot [\omega] \). This subspace supports a canonical volume form \( \mu_{\alpha^c(q)} := dt \). The canonical volume forms \( \mu_{\alpha^c(q)} := \mu_{E^{ss}}(q) \wedge dt \) on the stable subspaces \( E^s(q) \) integrate to smooth measures on the intersections \( \alpha^s(q) \cap Q^1T_g(1) \). One can check these measures are equal to the leafwise measures \( \mu_{\alpha^s(q)} \) up to a multiplicative constant depending only on \( q \). An analogous description can be provided for the leafwise measures \( \mu_{\alpha^u(q)} \).

The Hubbard-Masur functions. In [HM79], Hubbard and Masur proved the following theorem: For every \( \eta \in \mathcal{M}_g \), the projection \( \pi : QT_g \to T_g \) is a homeomorphism onto \( T_g \) when restricted to \( \mathbb{R}^{\eta^{-1}}(q) \) and a diffeomorphism onto its image when restricted to \( \mathbb{R}^{-1}(q) \cap QT_g(1) \). In particular, for every \( q \in Q^1T_g \), the projection \( \pi : Q^1T_g \to T_g \) is a homeomorphism onto \( T_g \) when restricted to \( \alpha^c(q) \) and a diffeomorphism onto its image when restricted to \( \alpha^s(q) \cap Q^1T_g(1) \). Analogous results hold for unstable leaves of \( Q^1T_g \). Recall that \( \mathfrak{m} := \pi_* \mu \) denotes the pushforward to \( T_g \) of the Masur-Veech measure \( \mu \) on \( Q^1T_g \). This measure is \( \text{Mod}_g \)-invariant and smooth. Given \( X \in T_g \), denote by \( \mathfrak{m}_X \) the corresponding volume form on \( TX \).

The Hubbard-Masur functions, introduced in [ABEM12 §2.3], are the unique smooth, positive functions \( \lambda^-, \lambda^+ : Q^1T_g(1) \to R_{>0} \) such that, for every \( q \in Q^1T_g(1) \),

\[
\begin{align*}
|\mathfrak{m}_{\pi(q)}| &= \lambda^-(q) \cdot |\pi_*(\mu_{E^c(q)})|, \\
|\mathfrak{m}_{\pi(q)}| &= \lambda^+(q) \cdot |\pi_*(\mu_{E^s(q)})|.
\end{align*}
\]

Directly from these definitions, one can check that the \( \lambda^- \) and \( \lambda^+ \) are \( \text{Mod}_g \)-invariant.

The fiberwise measures of \( Q^1T_g \). General measure theory considerations allow one to disintegrate the Masur-Veech measure \( \mu \) on \( Q^1T_g \) along the fibers of the projection \( \pi : Q^1T_g \to T_g \). More precisely, there exists a unique family of fiberwise probability measures \( \{s_X\}_{X \in T_g} \), with \( s_X \) supported on \( S(X) := \pi^{-1}(X) \), such that the following disintegration formula holds:

\[
d\mu(X, q) = ds_X(q) \, d\mathfrak{m}(X).
\]

The fiberwise measures \( \{s_X\}_{X \in T_g} \) are smooth and one can make sense of (2.3) at the level of volume forms. See §5 for a construction of fiberwise volume forms inducing these measures. By [ABEM12 Theorem 2.2], the fiberwise measures \( \{s_X\}_{X \in T_g} \) give zero mass to the multiple zero locus.

Denote by \( \hat{\mathfrak{m}} \) the local pushforward to \( \mathcal{M}_g \) of the measure \( \mathfrak{m} \) on \( T_g \). If \( g = 2 \), the quotient map \( p : Q^1T_g \to Q^1\mathcal{M}_g \) is an isomorphism on fibers. If \( g > 2 \), the quotient map \( p : Q^1T_g \to Q^1\mathcal{M}_g \) is an isomorphism on fibers lying above Riemann surfaces without automorphisms. As this is a full measure subset of the Lebesgue measure class, the following disintegration formula holds:

\[
d\hat{\mu}(X, q) = ds_X(q) \, d\hat{\mathfrak{m}}(X).
\]

The Hubbard-Masur functions revisited. The Hubbard-Masur functions \( \lambda^-, \lambda^+ : Q^1T_g(1) \to R_{>0} \) were defined in (2.1) and (2.2) using leafwise measures. These functions can also be defined using the fiberwise measures \( \{s_X\}_{X \in T_g} \), as we now explain. Fix \( X \in T_g \). By work of Hubbard and Masur [HM79], the maps \( \mathbb{R}, \mathbb{S} : QT_g \to \mathcal{M}_g \) are homeomorphisms onto \( \mathcal{M}_g \) when restricted to \( Q(X) \). Moreover, these maps are piecewise \( C^1 \) isomorphisms onto their image when restricted to \( Q(X) \cap QT_g(1) \); see [Mir08 Lemma 4.3] or [Dum15 Theorem 5.8] for a proof. These restrictions map area of quadratic differentials to extremal
length with respect to $X$ of singular measured foliations [Ker80]. Denote by $\text{Ext}_\eta(X)$ the extremal length of $\eta \in \mathcal{MF}_g$ with respect to $X \in \mathcal{T}_g$. Consider the subset $E_X \subseteq \mathcal{MF}_g$ given by

$$E_X := \{ \eta \in \mathcal{MF}_g \mid \text{Ext}_\eta(X) = 1 \}.$$ 

Denote by $\pi_X$ the conned-version of the Thurston measure on $E_X$. The pullback measures $(\mathbb{R}|_{\mathcal{S}(X)})^*\pi_X$ and $(\mathbb{S}|_{\mathcal{S}(X)})^*\pi_X$ are smooth on $\mathcal{S}(X) \cap Q^1 \mathcal{T}_g(1)$ and give zero mass to the multiple-zero locus [Mir08] Lemma 4.3. By [ABP12] Proposition 2.3, the Hubbard-Masur functions $\lambda^-, \lambda^+: Q^1 \mathcal{T}_g(1) \to \mathbb{R}_{>0}$ are the unique smooth, positive functions such that for every $q \in Q^1 \mathcal{T}_g(1)$,

$$\lambda(q) = \langle (\mathbb{R}|_{\mathcal{S}(X)})^*\pi_X(q) \rangle = \lambda^-(q) \cdot |s_X(q)|,$$

(2.5)

$$\lambda(q) = \langle (\mathbb{S}|_{\mathcal{S}(X)})^*\pi_X(q) \rangle = \lambda^+(q) \cdot |s_X(q)|.$$ 

(2.6)

**The Hubbard-Masur constant.** Consider the function $\Lambda: \mathcal{T}_g \to \mathbb{R}_{>0}$ which maps every $X \in \mathcal{T}_g$ to

$$\Lambda(X) := \nu(\{ \eta \in \mathcal{MF}_g \mid \text{Ext}_\eta(X) \leq 1 \}).$$

Directly from (2.5) and (2.6) we see that, for every $X \in \mathcal{T}_g$,

$$\Lambda(X) = \int_{\mathcal{S}(X)} d((\mathbb{R}|_{\mathcal{S}(X)})^*\pi_X)(q) = \int_{\mathcal{S}(X)} \lambda^-(q) \, ds_X(q) = \int_{\mathcal{S}(X)} \lambda^+(q) \, ds_X(q).$$

Combining results of Dumas [Dum15] with Gardiner’s variational formula [Gar84], Mirzakhani showed the function $\Lambda: \mathcal{T}_g \to \mathbb{R}_{>0}$ is constant [Dum15, Theorem 5.10]. We denote its value by $\Lambda_g > 0$ and refer to it as the Hubbard-Masur constant.

**The Teichmüller metric.** Denote by $d_T$ the Teichmüller metric on $\mathcal{T}_g$. This metric is Finsler. Denote by $\| \cdot \|_T$ the corresponding family of fiberwise norms on $TT_g$. The unit speed geodesics of this metric are precisely the paths $t \mapsto \pi(q(t))$ with $q \in Q^1 \mathcal{T}_g$ arbitrary. The Teichmüller metric is complete. Indeed, by Teichmüller’s theorem [FM12] Theorem 11.19, any two points $X, Y \in \mathcal{T}_g$ can be joined by a unique Teichmüller geodesic segment. Denote by $B_R(X) \subseteq \mathcal{T}_g$ the ball of radius $R > 0$ centered at $X \in \mathcal{T}_g$ with respect to the Teichmüller metric. Kerckhoff formula [Ker80] Theorem 4 provides a convenient tool for estimating Teichmüller distances: For every $X, Y \in \mathcal{T}_g$,

$$d_T(X, Y) = \sup_{\eta \in \mathcal{MF}_g} \frac{\sqrt{\text{Ext}_\eta(Y)}}{\sqrt{\text{Ext}_\eta(X)}}.$$ 

**The Hodge inner product.** Let $X$ be a closed Riemann surface. Consider the Hodge decomposition of its complex cohomology group $H^1(X; \mathbb{C}) = H^{1,0}(X) \oplus H^{0,1}(X)$ into holomorphic and anti-holomorphic 1-forms. On $H^1(X; \mathbb{C})$ consider the Hodge intersection pairing $\langle \alpha, \beta \rangle_X := \frac{i}{2} \int_X \alpha \wedge \beta$. This pairing is Hermitian, positive definite on $H^{1,0}(X)$, and negative definite on $H^{0,1}(X)$.

The Hodge inner product $\langle \cdot, \cdot \rangle_X$ on $H^1(X; \mathbb{C})$ is the unique Hermitian inner product given by the Hodge intersection pairing on $H^{1,0}(X)$, the negative of the Hodge intersection pairing on $H^{0,1}(X)$, and which makes $H^{1,0}(X)$ and $H^{0,1}(X)$ orthogonal. A direct computation shows that, for every $\omega \in H^{1,0}(X)$, $\langle \omega, \omega \rangle_X = \text{Area}(\omega^2)$. The Hodge inner product restricts to a real inner product on $H^1(X; \mathbb{R})$.

**The Hodge star operator.** Let $X$ be a closed Riemann surface. The Hodge star operator $\ast: H^1(X; \mathbb{C}) \to H^1(X; \mathbb{C})$ is the unique complex linear operator acting as $(-i)$ on $H^{1,0}(X)$ and as $i$ on $H^{0,1}(X)$. Notice that $\ast^2 = -1$ and that $\ast$ commutes with complex conjugation of 1-forms. The Hodge star operator preserves the subspaces $H^1(X; \mathbb{R})$ and $H^1(X; i\mathbb{R})$. For every $\omega \in H^{1,0}(X)$, $\ast\mathbb{R}(\omega) = \mathbb{S}(\omega)$ and $\ast\mathbb{S}(\omega) = -\mathbb{R}(\omega)$.

Recall that we normalize the cup intersection pairing on $H^1(X; \mathbb{C})$ so that $\langle \alpha, \beta \rangle_X = \frac{i}{2} \int_X \alpha \wedge \beta$. The composition of the Hodge star operator with complex conjugation of 1-forms conjugates the Hodge inner product, defined using the complex structure of $X$, to the cup intersection pairing, defined using only the topology of $X$. More precisely, $(\alpha, \beta)_X = \alpha \wedge \ast \beta$ on $H^1(X; \mathbb{C})$. In particular, $(\alpha, \beta)_X = \alpha \ast \beta$ on $H^1(X; \mathbb{R})$.

From this property we see that the notions of simplicial orthogonality with respect to the cup intersection pairing and orthogonality with respect to the Hodge inner product on $H^1(X; \mathbb{R})$ coincide. Using the same property, one can check that the Hodge star operator on $H^1(X; \mathbb{R})$ is antisymmetric and orthogonal with
respect to the Hodge inner product. In particular, the volume forms induced by the cup intersection pairing and the Hodge inner product on $H^1(X; \mathbb{R})$ coincide.

In this paper we will specifically consider the restriction of the Hodge inner product to odd subspaces $H^1_{\text{odd}}(\tilde{X}; \mathbb{R}) \subseteq H^1(\tilde{X}; \mathbb{R})$ arising from canonical double covers $\tilde{X}$ of quadratic differentials in $Q^1\mathcal{T}_g(1)$. The properties introduced above remain true in this setting. Given a subspace $V \subseteq H^1_{\text{odd}}(\tilde{X}; \mathbb{R})$ we will denote by $V^\perp \subseteq H^1_{\text{odd}}(\tilde{X}; \mathbb{R})$ its orthogonal complement.

**Constants.** Throughout this paper we will need to keep track of several constants. Constants will always be denoted with a subindex to help the reader keep track of when and where they are introduced. We will always make the dependencies of the constants explicit.

Let $A, B \in \mathbb{R}$ be real quantities and $*$ be a set of parameters. We write $A \lesssim B$ if there exists a constant $c = c(*) > 0$ depending only on $*$ such that $A \leq c \cdot B$. We write $A \asymp B$ if $A \lesssim B$ and $B \lesssim A$. We write $A = O_s(B)$ if there exists a constant $c = c(*) > 0$ depending only on $*$ such that $|A| \leq c \cdot B$.

### 3. Effective mean equidistribution of Teichmüller metric balls

**Outline of this section.** The goal of this section is to prove Theorem 1.2. We actually prove a slightly more precise version, which we introduce below as Theorem 3.1. The exponential mixing property of the Teichmüller geodesic flow is the main tool used in the proof. The proof also uses results from §5, §6, and §7. We summarize these results in this section and defer their proofs to §5, §6, and §7.

**Statement of the main theorem.** Recall that $m := \pi_3\mu$ denotes the pushforward to $\mathcal{T}_g$ of the Masur-Veech measure $\mu$ on $Q^1\mathcal{T}_g$ under the projection $\pi: Q^1\mathcal{T}_g \to \mathcal{T}_g$. Recall that $\hat{m}$ denotes the local pushforward of $m$ to $\mathcal{M}_g$. Recall that $B_R(X) \subseteq \mathcal{T}_g$ denotes the ball of radius $R > 0$ centered at $X \in \mathcal{T}_g$ with respect to the Teichmüller metric. Recall that $m^R_X$ denotes the restriction of $m$ to $B_R(X)$ and that $\hat{m}^R_X$ denotes the pushforward of $m^R_X$ to $\mathcal{M}_g$. Recall that $\hat{m}^R_X$ depends only on $X \in \mathcal{M}_g$ and not on the marking. Recall that $h := 6g - 6$ and that $\Lambda_g > 0$ denotes the Hubbard-Masur constant introduced in §2. In this section we prove the following version of Theorem 1.2.

**Theorem 3.1.** Let $K \subseteq \mathcal{M}_g$ be a compact subset and $\phi_1, \phi_2 \in L^\infty(\mathcal{M}_g, \hat{m})$ be essentially bounded functions with $\text{ess supp}(\phi_1), \text{ess supp}(\phi_2) \subseteq K$. Then, for every $R > 0$,

$$
\int_{\mathcal{M}_g} \phi_1(X) \left( \int_{\mathcal{M}_g} \phi_2(Y) \, d\hat{m}^R_X(Y) \right) \, d\hat{m}(X)
\quad = \quad \frac{\Lambda_g^2}{h \cdot \hat{m}(\mathcal{M}_g)} \cdot \left( \int_{\mathcal{M}_g} \phi_1(X) \, d\hat{m}(X) \right) \cdot \left( \int_{\mathcal{M}_g} \phi_2(Y) \, d\hat{m}(Y) \right) \cdot e^{hR}
\quad + O_K \left( \|\phi_1\|_\infty \cdot \|\phi_2\|_\infty \cdot e^{(h - \Xi)R} \right),
$$

where $\Xi = \Xi(g) > 0$ is a constant depending only on $g$.

**The exponential mixing property of the Teichmüller geodesic flow.** The backbone of the proof of Theorem 3.1 is the exponential mixing property of the Teichmüller geodesic flow on $Q^1\mathcal{M}_g$. Denote by $S^1 \subseteq \mathbb{C}$ the unit circle. Recall that $\tilde{\mu}$ denotes the Masur-Veech measure on $Q^1\mathcal{M}_g$. The Ratner class of observables $\mathcal{R}(Q^1\mathcal{M}_g, \tilde{\mu}) \subseteq L^2(Q^1\mathcal{M}_g, \tilde{\mu})$ is the set of functions $\varphi \in L^2(Q^1\mathcal{M}_g, \tilde{\mu})$ such that the map $e^{i\theta} \in S^1 \mapsto \varphi \circ e^{i\theta} \in L^2(Q^1\mathcal{M}_g, \tilde{\mu})$ is Lipschitz. Denote by $\|\varphi\|_{\text{Lip}(\tilde{\mu})}$ the minimal Lipschitz constant of such map. On $\mathcal{R}(Q^1\mathcal{M}_g, \tilde{\mu})$ consider the norm

$$
\|\varphi\|_{\mathcal{R}(\tilde{\mu})} := \|\varphi\|_{L^2(\tilde{\mu})} + \|\varphi\|_{\text{Lip}(\tilde{\mu})}.
$$

The following theorem was proved by Avila and Resende [AR12 Theorem 1.1], building on previous work of Avila, Gouëzel, and Yoccoz [AGY06]. More general results were later proved by Avila and Gouëzel [AG13]. Ratner’s connection between the spectral gap of a unitary $\text{SL}(2, \mathbb{R})$ representation and the exponential mixing rate of its diagonal flows [Rat87] is one of the key ideas behind these results. See [Mat13] for a detailed treatment of Ratner’s work. See [Dol08 Proof of Corollary 1] for an explanation on how to reduce from $\text{SO}(2)$-smooth observables, as in Ratner’s work, to $\text{SO}(2)$-Lipschitz observables, as in the following statement.
Theorem 3.2 (AR12). Let $\varphi_1, \varphi_2 \in R(Q^1M_g, \mu)$ be a pair of Ratner observables. Then, for every $t > 0$, 
\[
\int_{Q^1M_g} \varphi_2(a_t q) \varphi_1(q) \, d\mu(q) = \frac{1}{\mu(Q^1M_g)} \cdot \left( \int_{Q^1M_g} \varphi_1(q) \, d\mu(q) \right) \cdot \left( \int_{Q^1M_g} \varphi_2(q) \, d\mu(q) \right) + O_g \left( \|\varphi_1\|_{R(\mu)} \cdot \|\varphi_2\|_{R(\mu)} \cdot e^{-\kappa} \right),
\]
where $\kappa = \kappa(g) > 0$ is a constant depending only on $g$.

Regularity of the Hubbard-Masur functions. The Hubbard-Masur functions $\lambda^-, \lambda^+ : Q^1T_g(1) \to R_{>0}$ introduced in §2 play a crucial role in the proof of Theorem 3.1. In particular, it will be important to understand the regularity of these functions. The results we now summarize will be proved in §5.

Using work of Dumas Dum15 we prove the following invariance property. This property will be crucial to apply Theorem 3.2 in the proof of Theorem 3.1.

Proposition 3.3. The functions $\lambda^-, \lambda^+ : Q^1T_g(1) \to R_{>0}$ are SO(2)-invariant.

The following closely related property, although not strictly needed in the proof of Theorem 3.1, conveniently simplifies the notation for the rest of this paper.

Proposition 3.4. The functions $\lambda^-, \lambda^+ : Q^1T_g(1) \to R_{>0}$ coincide everywhere.

Following Proposition 3.4 we denote the functions $\lambda^-, \lambda^+$ by $\lambda : Q^1T_g(1) \to R_{>0}$ and refer to $\lambda$ as the Hubbard-Masur function. Using work of Kahn and Wright KW20 we prove estimates for $\lambda(q)$ in terms of $\ell_{\min}(q)$, the length of the shortest saddle connection of $q \in Q^1T_g(1)$.

Proposition 3.5. Let $K \subseteq T_g$ be a compact subset. Then, for every $q \in Q^1T_g(1) \cap \pi^{-1}(K)$,
\[
\lambda(q) \preceq_{\delta} \ell_{\min}(q)^{-\delta}.
\]

Recall that, for every $\delta > 0$, $K_\delta(1) \subseteq Q^1M_g(1)$ denotes the intersection of the principal stratum with $K_\delta := \{ q \in Q^1M_g | \ell_{\min}(q) \geq \delta \}$.

Recall that $p : Q^1T_g \to Q^1M_g$ denotes the quotient map. A computation in train track coordinates will yield the following important estimate.

Proposition 3.6. Let $K \subseteq T_g$ be a compact subset. Then, for every $X \in K$ and every $\delta > 0$,
\[
\int_{S(X) \setminus p^{-1}(K_\delta(1))} \lambda(q) \, ds_X(q) \preceq_{\delta} \delta.
\]

The Masur-Veech measure in polar coordinates. Fix $X \in T_g$. Recall that $\Phi_X : S(X) \times R_{>0} \to T_g$ denotes the map $\Phi_X(q, t) := \pi(a_t q)$ and that, for every $q \in S(X) \cap Q^1T_g(1)$ and every $t > 0$,
\[
\Phi_X^*(m)(q, t) = \Delta(q, t) \cdot |s_X(q) \wedge dt|,
\]
where $\Delta : (S(X) \cap Q^1T_g(1)) \times R_{>0} \to R_{>0}$ is a smooth, positive function. Given $\epsilon > 0$ and $t > 0$, denote $K_\epsilon(t) := \{ q \in Q^1M_g : |\{ s \in [0, t] | a_s q \in K_\epsilon \}| \geq (1/2) t \}$.

A crucial tool used in the proof of Theorem 3.1 is the following estimate for the function $\Delta$. This estimate, which corresponds to a strengthening of [ABEM12 Proposition 2.5], will be proved in §6. The proof uses the bounds of Forni on the spectral gap of the Kontsevich-Zorich cocycle on $Q^1T_g(1)$ For02 together with the analysis of the projection $\pi : Q^1T_g \to T_g$ in forthcoming work of Kahn and Wright KW20.

Theorem 3.7. Let $K \subseteq T_g$ be a compact subset. Then, for every $q \in Q^1T_g(1) \cap \pi^{-1}(K)$, every $t > 0$ such that $a_t q \in Mod_g \cdot \pi^{-1}(K)$, and every $\epsilon > 0$ such that $q \in p^{-1}(K_\epsilon(t))$, 
\[
\Delta(q, t) = \lambda(a_t q) \cdot \lambda(q) \cdot e^{ht} + O_K \left( \ell_{\min}(a_t q)^{-\epsilon}, \ell_{\min}(q)^{-\epsilon}, e^{-\epsilon} \right),
\]
where $\epsilon = \epsilon(g, \epsilon) > 0$ is a constant depending only on $g$ and $\epsilon$. 


Estimates near the multiple zero locus. As the error term in Theorem 3.7 gets worse as \( q \in Q^1 \mathcal{T}_g(1) \) approaches the multiple zero locus, different arguments need to be considered to bound such contributions. We now summarize the relevant estimates. These estimates will be proved in §7.

Given \( X \in \mathcal{T}_g, R > 0, K \subseteq \mathcal{T}_g \) compact, and \( \epsilon > 0 \), denote by \( B_R(X, K, K_\epsilon) \subseteq \mathcal{T}_g \) the subset of points \( Y \in B_R(X) \cap \text{Mod}_g \cdot K \) such that the unique Teichmüller geodesic segment from \( X \) to \( Y \) spends less than half of the time in \( p^{-1}(K_\epsilon) \). The following estimate, which corresponds to an effective version of [ABEM12, Theorem 2.7], is proved using results of Eskin, Mirzakhani, and Rafi [EMR19].

**Theorem 3.8.** There exists a constant \( \epsilon = \epsilon(g) > 0 \) depending only on \( g \) such that for every compact subset \( K \subseteq \mathcal{T}_g \), every \( X \in K \), and every \( 0 < \epsilon < \epsilon(g) \),

\[
\mathbf{m} (B_R(X, K, K_\epsilon)) \leq e^{(h - \epsilon(g)) R},
\]

where \( \epsilon = \epsilon(g) > 0 \) is a constant depending only on \( g \).

Consider the function \( q_\delta: \mathcal{T}_g \times \mathcal{T}_g \to Q^1 \mathcal{T}_g \) which to every pair \( X, Y \in \mathcal{T}_g \) assigns the quadratic differential \( q_\delta(X,Y) \in S(X) \) corresponding to the tangent direction at \( X \) of the unique Teichmüller geodesic segment from \( X \) to \( Y \). For every \( X \in \mathcal{T}_g \) and every \( V \subseteq S(X) \) consider the sector

\[
\text{Sect}_V(X) := \{ Y \in \mathcal{T}_g \mid q_\delta(X,Y) \in V \}.
\]

The following estimate, which corresponds to an effective version of [ABEM12, Theorem 2.6], bounds the measure of thin sectors containing the multiple zero locus. The proof uses Theorem 3.8 together with the exponential contraction rate proved in [ABEM12] for the modified Hodge metric along the strongly stable leaves of \( Q^1 \mathcal{T}_g \).

**Theorem 3.9.** Let \( K \subseteq \mathcal{T}_g \) compact, \( X \in K, \delta > 0 \), and \( V := p^{-1}(K_\delta(1)) \cap S(X) \). Then, for every \( R > 0 \),

\[
\mathbf{m} (B_R(X) \cap \text{Sect}_V(X) \cap \text{Mod}_g \cdot K_\delta) \leq e^{(h - \epsilon(g)) R},
\]

where \( \epsilon = \epsilon(g) > 0 \) is a constant depending only on \( g \).

The following large deviations estimate is a direct consequence of work of Athreya [Ath06].

**Theorem 3.10.** There exists a constant \( \epsilon = \epsilon(g) > 0 \) such that for every \( 0 < \epsilon < \epsilon(g) \) and every \( t > 0 \),

\[
\hat{\mu} (Q^1 \mathcal{M}_g \setminus K_\epsilon(t)) \leq e^{-\epsilon t},
\]

where \( \epsilon = \epsilon(g) > 0 \) is a constant depending only on \( g \).

**Proof of Theorem 3.1.** We are now ready to prove Theorem 3.1.

**Proof of Theorem 3.1.** Fix a compact subset \( K \subseteq \mathcal{M}_g \) and a pair of essentially bounded functions \( \phi_1, \phi_2 \in L^\infty(\mathcal{M}_g, \mathbf{m}) \) with \( \text{ess sup}(\phi_1), \text{ess sup}(\phi_2) \subseteq K \). For simplicity we will also denote by \( \phi_1, \phi_2 \in L^\infty(\mathcal{T}_g, \mathbf{m}) \) the lifts of these functions to \( \mathcal{T}_g \). Let \( R > 0 \) and \( 0 < \delta = \delta(R) < 1 \), to be fixed later. Recall that \( \mathbf{m}^R_X \) is the pushforward to \( \mathcal{M}_g \) of the measure \( \mathbf{m}^R_X \) on \( \mathcal{T}_g \). Using (3.1) we can write

\[
(3.2) \quad \int_{\mathcal{M}_g} \phi_1(X) d\mathbf{m}(X) = \int_{\mathcal{M}_g} \phi_1(X) \left( \int_0^R \int_{S(X)} \phi_2(\pi(a_q)) \Delta(q,t) dS_X(q) dt \right) d\mathbf{m}(X).
\]

To apply Theorem 3.7 we first bound the contributions near the multiple zero locus. By Theorem 3.9

\[
(3.3) \quad \int_{\mathcal{M}_g} \phi_1(X) \left( \int_0^R \int_{S(X)} \phi_2(\pi(a_q)) \Delta(q,t) dS_X(q) dt \right) d\mathbf{m}(X) \leq \int_{\mathcal{M}_g} \phi_1(X) \left( \int_0^R \int_{S(X)} \phi_2(\pi(a_q)) \mathbf{1}_{K_\epsilon(1)}(q) \Delta(q,t) dS_X(q) dt \right) d\mathbf{m}(X) + O_K \left( \|\phi_1\|_\infty \cdot \|\phi_2\|_\infty \cdot \left( \delta \cdot e^{hR} + e^{(h - \epsilon(g)) R} \right) \right).
\]
A symmetric argument using Fubini’s theorem and Theorem 3.9 shows that

\[
0 < \epsilon < \min\{\frac{\epsilon}{R}, \epsilon\} = \rho.
\]

Let \( \kappa = \kappa(g) > 0 \) be as in Theorem 3.10 and \( \epsilon = \epsilon(g) > 0 \) be as in Theorem 3.10. Fix an arbitrary \( 0 < \epsilon = \epsilon(g) < \min\{\frac{\epsilon}{R}, \epsilon\} \).

Using Fubini’s theorem and (2.4) we can write

\[
\int_{M_g} \phi_1(X) \left( \int_0^R \int_{S(X)} \phi_2(\pi(a_tq)) \mathbb{1}_{K_i(1)}(q) \Delta(q, t) \, ds_X(q) \, dt \right) d\hat{\mu}(X) = \int_{M_g} \phi_1(X) \left( \int_0^R \int_{S(X)} \phi_2(\pi(a_tq)) \mathbb{1}_{K_i(1)}(q) \mathbb{1}_{K_i(1)}(q) \Delta(q, t) \, ds_X(q) \, dt \right) d\hat{\mu}(X)
\]

\[
+ O_K \left( \|\phi_1\|_\infty \cdot \|\phi_2\|_\infty \cdot \left( \delta \cdot \epsilon^{hR} + \epsilon^{(h-k)R} \right) \right).
\]
To apply Theorem 3.2 we first use Theorem 3.10 to write

\begin{equation}
\int_0^R e^{ht} \left( \int_{\mathcal{Q}^1_{\mathcal{M}_g}} \phi_2(\pi(a_t q)) \mathbb{1}_{K_{\delta}(1)}(a_t q) \lambda(a_t q) \phi_1(\pi(q)) \mathbb{1}_{K_{\delta}(1)}(q) \lambda(q) \, d\widehat{\mu}(q) \right) \, dt \\
= \int_0^R e^{ht} \left( \int_{\mathcal{Q}^1_{\mathcal{M}_g}} \phi_2(\pi(a_t q)) \mathbb{1}_{K_{\delta}(1)}(a_t q) \lambda(a_t q) \phi_1(\pi(q)) \mathbb{1}_{K_{\delta}(1)}(q) \lambda(q) \, d\widehat{\mu}(q) \right) \, dt \\
+ O_g \left( \|\phi_1\|_{\infty} \cdot \|\phi_2\|_{\infty} \cdot e^{(h-\kappa')R} \right).
\end{equation}

By Theorem 3.2

\begin{equation}
\int_{\mathcal{Q}^1_{\mathcal{M}_g}} \phi_2(\pi(a_t q)) \mathbb{1}_{K_{\delta}(1)}(a_t q) \lambda(a_t q) \phi_1(\pi(q)) \mathbb{1}_{K_{\delta}(1)}(q) \, d\widehat{\mu}(q) \\
= \frac{1}{\tilde{m}(\mathcal{M}_g)} \cdot \left( \int_{\mathcal{Q}^1_{\mathcal{M}_g}} \phi_2(\pi(q)) \mathbb{1}_{K_{\delta}(1)}(q) \lambda(q) \, d\widehat{\mu}(q) \right) \cdot \left( \int_{\mathcal{Q}^1_{\mathcal{M}_g}} \phi_1(\pi(q)) \mathbb{1}_{K_{\delta}(1)}(q) \lambda(q) \, d\widehat{\mu}(q) \right) \\
+ O_g \left( \|\phi_1\|_{\infty} \cdot \|\phi_2\|_{\infty} \cdot \|\lambda\|_{\mathcal{R}} \cdot e^{-\kappa' R} \right).
\end{equation}

Using Propositions 3.3 and 3.5 we deduce

\begin{align}
\|\phi_1 \circ \pi \cdot \mathbb{1}_{K_{\delta}(1)} \cdot \lambda\|_{\mathcal{R}} & \lesssim_g \delta^{-(h-1)} \cdot \|\phi_1\|_{L^\infty}, \\
\|\phi_2 \circ \pi \cdot \mathbb{1}_{K_{\delta}(1)} \cdot \lambda\|_{\mathcal{R}} & \lesssim_g \delta^{-(h-1)} \cdot \|\phi_2\|_{L^\infty}.
\end{align}

Let \( \kappa' = \kappa'(g) := \min\{\kappa, \kappa', \kappa'\} > 0 \). Using (3.6), (3.7), (3.8), (3.10), (3.11), and (3.12) we deduce

\begin{equation}
\int_{\mathcal{Q}^1_{\mathcal{M}_g}} \phi_1(\pi(q)) \lambda(q) \, d\widehat{\mu}(q) = \int_{\mathcal{Q}^1_{\mathcal{M}_g}} \phi_1(\pi(q)) \lambda(q) \, d\widehat{\mu}(q) + O_g \left( \|\phi_1\|_{\infty} \cdot \delta \right).
\end{equation}

Using (2.4) and the definition of the Hubbard-Masur constant \( \Lambda_g > 0 \) we can write

\begin{equation}
\int_{\mathcal{Q}^1_{\mathcal{M}_g}} \phi_1(\pi(q)) \lambda(q) \, d\widehat{\mu}(q) = \Lambda_g \cdot \left( \int_{\mathcal{M}_g} \phi_1(X) \, d\tilde{m}(X) \right).
\end{equation}

Putting (3.13), (3.14), and (3.15) together we deduce

\begin{align}
\int_{\mathcal{M}_g} \phi_1(X) \left( \int_{\mathcal{M}_g} \phi_2(Y) \, d\tilde{m}_Y(X) \right) \, d\tilde{m}(X) \\
= \frac{\Lambda_g^2}{h \cdot \tilde{m}(\mathcal{M}_g)} \cdot \left( \int_{\mathcal{M}_g} \phi_1(X) \, d\tilde{m}(X) \right) \cdot \left( \int_{\mathcal{M}_g} \phi_2(Y) \, d\tilde{m}(Y) \right) \cdot e^{hR} \\
+ O_\kappa \left( \|\phi_1\|_{\infty} \cdot \|\phi_2\|_{\infty} \cdot \left( \delta \cdot e^{hR} + \delta^{2(h-1)} \cdot e^{(h-\kappa')R} \right) \right).
\end{align}
Let \( \delta = \delta(R) := e^{-\eta R} \) with \( \eta = \eta(g) > 0 \) small enough so that \( 2(h-1)\eta < \kappa' \). It follows from (3.16) that, for \( \eta \equiv \eta(g) := \min\{\eta, \kappa' - 2(h-1)\eta\} > 0 \),

\[
\int_{\mathcal{M}_g} \phi_1(X) \left( \int_{\mathcal{M}_g} \phi_2(Y) \, d\hat{\mathcal{M}}_X(Y) \right) \, d\mathcal{M}(X)
\]

\[
= \frac{\Lambda_g^2}{h \cdot \hat{\mathcal{M}}(\mathcal{M}_g)} \cdot \left( \int_{\mathcal{M}_g} \phi_1(X) \, d\mathcal{M}(X) \right) \cdot \left( \int_{\mathcal{M}_g} \phi_2(Y) \, d\mathcal{M}(Y) \right) \cdot e^{hR}
\]

\[
+ O_K \left( \|\phi_1\|_\infty \cdot \|\phi_2\|_\infty \cdot e^{(h-\eta)R} \right). \tag{□}
\]

Let \( \mathcal{D}_g \subseteq \mathcal{T}_g \) be a measurable fundamental domain for the \( \text{Mod}_g \) action on \( \mathcal{T}_g \). Denote by \( s: \mathcal{D}_g \to \mathcal{M}_g \) the restriction to \( \mathcal{D}_g \) of the quotient map \( \mathcal{T}_g \to \mathcal{M}_g \). The following result is an immediate consequence of Theorem 3.11 and the proper discontinuity of the \( \text{Mod}_g \) action on \( \mathcal{T}_g \).

**Theorem 3.11.** Let \( \mathcal{K} \subseteq \mathcal{T}_g \) be a compact subset and \( \phi_1, \phi_2 \in L^\infty(\mathcal{T}_g, \mathcal{m}) \) be essentially bounded functions with \( \text{ess supp}(\phi_1), \text{ess supp}(\phi_2) \subseteq \mathcal{K} \). Then, for every \( R > 0 \),

\[
\sum_{g \in \text{Mod}_g} \int_{\mathcal{T}_g} \phi_1(X) \left( \int_{\mathcal{M}_g} \phi_2(g \cdot s^{-1}(Y)) \, d\hat{\mathcal{M}}_X(Y) \right) \, d\mathcal{M}(X)
\]

\[
= \frac{\Lambda_g^2}{h \cdot \hat{\mathcal{M}}(\mathcal{M}_g)} \cdot \left( \int_{\mathcal{T}_g} \phi_1(X) \, d\mathcal{M}(X) \right) \cdot \left( \int_{\mathcal{T}_g} \phi_2(Y) \, d\mathcal{M}(Y) \right) \cdot e^{hR}
\]

\[
+ O_K \left( \|\phi_1\|_\infty \cdot \|\phi_2\|_\infty \cdot e^{(h-\eta)R} \right),
\]

where \( \eta \equiv \eta(g) > 0 \) is a constant depending only on \( g \).

### 4. Effective lattice point count in Teichmüller metric balls

**Outline of this section.** The goal of this section is to prove Theorem 1.1. We actually prove a slightly more precise version, which we introduce below as Theorem 4.1. Averaging and unfolding arguments will reduce the proof of Theorem 4.1 to an application of Theorem 3.11 more specifically, of Theorem 3.11.

**Statement of the main theorem.** Recall that \( B_R(X) \subseteq \mathcal{T}_g \) denotes the ball of radius \( R > 0 \) centered at \( X \in \mathcal{T}_g \) with respect to the Teichmüller metric. For every \( X, Y \in \mathcal{T}_g \) and every \( R > 0 \) denote

\[
F_R(X, Y) := \#\{g \in \text{Mod}_g \mid g \cdot Y \in B_R(X)\}.
\]

Recall that \( \mathcal{m} := \pi_* \mu \) denotes the pushforward to \( \mathcal{T}_g \) of the Masur-Veech measure \( \mu \) on \( Q^1 \mathcal{T}_g \) under the projection \( \pi: Q^1 \mathcal{T}_g \to \mathcal{T}_g \) and that \( \hat{\mathcal{M}} \) denote the local pushforward of \( \mathcal{m} \) to \( \mathcal{M}_g \). Recall that \( h := 6g - 6 \) and that \( \Lambda_g > 0 \) denotes the Hubbard-Masur constant introduced in §2. In this section we prove the following version of Theorem 1.1.

**Theorem 4.1.** Let \( \mathcal{K} \subseteq \mathcal{T}_g \) be a compact subset. For every \( X, Y \in \mathcal{K} \) and every \( R > 0 \),

\[
F_R(X, Y) = \frac{\Lambda_g^2}{h \cdot \hat{\mathcal{M}}(\mathcal{M}_g)} \cdot e^{hR} + O_K \left( e^{(h-\eta)R} \right),
\]

where \( \eta \equiv \eta(g) > 0 \) is a constant depending only on \( g \).

**Proof of Theorem 4.1.** The proof of Theorem 1.1 will use Theorem 3.11 and the following estimate for the measure of small Teichmüller metric balls. This estimate can be proved using a compactness argument, the fact that the Teichmüller metric on \( \mathcal{T}_g \) is Finsler, and the smoothness of the measure \( \mathcal{m} \).

**Lemma 4.2.** Let \( \mathcal{K} \subseteq \mathcal{T}_g \) be a compact subset. There exists a constant \( \eta \equiv \eta(\mathcal{K}) > 0 \) such that for every \( X \in \mathcal{K} \) and every \( 0 < \delta < \delta_0 \)

\[
\mathcal{m}(B_\delta(X)) \leq K \delta^h.
\]

We now prove Theorem 4.1.
Proof of Theorem 4.1. Fix $K \subseteq T_g$ compact. Let $\delta_1 = \delta(K) > 0$ be as in Lemma 4.2 and $\delta_0 = \delta_0(K) := \min \{\delta_1, 1\} > 0$. Fix $X, Y \in K$. Let $R > 2$ and $0 < \delta = \delta(K, R) < \delta_0$, to be fixed later. By the triangle inequality and the Mod invariance of the Teichmüller metric $d_T$, if $X', Y' \in T_g$ are such that $d_T(X, X') < \delta$ and $d_T(Y, Y') < \delta$, then
\begin{equation}
(4.1) \quad F_{R-2\delta}(X', Y') \leq F_R(X, Y) \leq F_{R+2\delta}(X', Y').
\end{equation}
Multiplying (4.1) by $1_{B_{\delta}(X)}(X') \cdot 1_{B_{\delta}(Y)}(Y')$ we obtain the following inequalities, valid for every $X', Y' \in T_g$
\begin{align}
(4.2) \quad &1_{B_{\delta}(X)}(X') \cdot 1_{B_{\delta}(Y)}(Y') \cdot F_{R-2\delta}(X', Y') \leq 1_{B_{\delta}(X)}(X') \cdot 1_{B_{\delta}(Y)}(Y') \cdot F_R(X, Y), \\
(4.3) \quad &1_{B_{\delta}(X)}(X') \cdot 1_{B_{\delta}(Y)}(Y') \cdot F_R(X, Y) \leq 1_{B_{\delta}(X)}(X') \cdot 1_{B_{\delta}(Y)}(Y') \cdot F_{R+2\delta}(X', Y').
\end{align}
We use (4.3) together with Theorem 3.1 and Lemma 4.2 to show that
\begin{equation}
(4.4) \quad F_R(X, Y) = \frac{\mu_2}{h \cdot m(M_g)} \cdot e^{hR} \leq \delta \cdot e^{hR} + \delta^{-2h} \cdot e^{(h-R)}.
\end{equation}
Integrating (4.3) with respect to $d\hat{m}(Y') \cdot d\hat{m}(X')$ we deduce
\begin{equation}
(4.5) \quad \hat{m}(B_{\delta}(X)) \cdot \hat{m}(B_{\delta}(Y)) \cdot F_R(X, Y) \leq \int_{T_g} 1_{B_{\delta}(X)}(X') \left( \int_{T_g} 1_{B_{\delta}(Y)}(Y') F_{R+2\delta}(X', Y') \, d\hat{m}(Y') \right) \, d\hat{m}(X').
\end{equation}
Fix a measurable fundamental domain $D_g \subseteq T_g$ for the action of $\text{Mod}_g$ on $T_g$. Denote by $s: D_g \to M_g$ the restriction to $D_g$ of the quotient map $\tilde{s}: T_g \to M_g$. Using this map we can write
\begin{align}
(4.6) \quad &\int_{T_g} 1_{B_{\delta}(X)}(X') \left( \int_{T_g} 1_{B_{\delta}(Y)}(Y') F_{R+2\delta}(X', Y') \, d\hat{m}(Y') \right) \, d\hat{m}(X') \\
&= \int_{T_g} \sum_{g \in \text{Mod}_g} 1_{D_g}(h,Y') \, 1_{B_{\delta}(X)}(X') \left( \int_{M_g} 1_{B_{\delta}(Y)}(g.s^{-1}(Y')) F_{R+2\delta}(X', g.s^{-1}(Y')) \, d\hat{m}(Y') \right) \, d\hat{m}(X').
\end{align}
Fix $g \in \text{Mod}_g$. An unfolding argument shows that, for every $X' \in M_g$,
\begin{align}
(4.7) \quad &\int_{M_g} 1_{B_{\delta}(Y)}(g.s^{-1}(Y')) F_{R+2\delta}(X', g.s^{-1}(Y')) \, d\hat{m}(Y') \\
&= \int_{T_g} \sum_{h \in \text{Mod}_g} 1_{D_g}(h,Y') \, 1_{B_{\delta}(X)}(X') \left( \int_{M_g} 1_{B_{\delta}(Y)}(g.h.s^{-1}(Y')) \, d\hat{m}(Y') \right) \, d\hat{m}(X').
\end{align}
As $\hat{m}_X^{R+2\delta}$ is the pushforward to $M_g$ of the measure $\hat{m}_X^{R+2\delta}$ on $T_g$,
\begin{equation}
(4.8) \quad \int_{T_g} \sum_{h \in \text{Mod}_g} 1_{D_g}(h,Y') \, 1_{B_{\delta}(Y)}(g.h.Y') \, d\hat{m}_X^{R+2\delta}(Y') = \int_{M_g} 1_{B_{\delta}(Y)}(g.s^{-1}(Y')) \, d\hat{m}_X^{R+2\delta}(Y').
\end{equation}
Putting together (4.6), (4.7), and (4.8) we deduce
\begin{align}
(4.9) \quad &\int_{T_g} 1_{B_{\delta}(X)}(X') \left( \int_{T_g} 1_{B_{\delta}(Y)}(Y') F_{R+2\delta}(X', Y') \, d\hat{m}(Y') \right) \, d\hat{m}(X') \\
&= \sum_{g \in \text{Mod}_g} \int_{T_g} 1_{B_{\delta}(X)}(X') \left( \int_{M_g} 1_{B_{\delta}(Y)}(g.s^{-1}(Y')) \, d\hat{m}_X^{R+2\delta} \right) \, d\hat{m}(X').
\end{align}
By Theorem 3.11

\[
(4.10) \quad \sum_{g \in \text{Mod}_2} \int_{T_g} \mathbb{1}_{B_\delta(X)}(X') \left( \int_{\mathcal{M}_g} \mathbb{1}_{B_\delta(Y)}(g.s^{-1}(Y')) \, d\hat{m}_X^{R+2\delta} \right) \, dm(X')
\]

\[
= \frac{\Lambda_g^2}{h \cdot m(\mathcal{M}_g)} \cdot m(B_\delta(X)) \cdot m(B_\delta(Y)) \cdot e^{h(R+2\delta)} + O_K \left( e^{(h-\epsilon)(R+2\delta)} \right).
\]

As \( 0 < \delta < 1 \), the mean value theorem ensures

\[
(4.11) \quad e^{h\delta} = 1 + O_g(\delta).
\]

Putting together (4.9), (4.10), and (4.11) we deduce

\[
(4.12) \quad \int_{T_g} \mathbb{1}_{B_\delta(X)}(X') \left( \int_{T_g} \mathbb{1}_{B_\delta(Y)}(Y') \, F_{R+2\delta}(X', Y') \, dm(Y') \right) \, dm(X')
\]

\[
= \frac{\Lambda_g^2}{h \cdot m(\mathcal{M}_g)} \cdot m(B_\delta(X)) \cdot m(B_\delta(Y)) \cdot e^{hR} + O_K \left( m(B_\delta(X)) \cdot \delta \cdot e^{hR} + e^{(h-\epsilon)(R+2\delta)} \right).
\]

Combining (4.5) with (4.12) and dividing by \( m(B_\delta(X)) \cdot m(B_\delta(Y)) \) we deduce

\[
(4.13) \quad F_R(X, Y) - \frac{\Lambda_g^2}{h \cdot m(\mathcal{M}_g)} \cdot e^{hR} \leq \delta \cdot e^{hR} + m(B_\delta(X))^{-1} \cdot m(B_\delta(Y))^{-1} \cdot e^{(h-\epsilon)R}.
\]

As \( 0 < \delta < \delta_0 \) (4.13) and Lemma 4.2 imply (4.4) holds, that is,

\[
(4.14) \quad F_R(X, Y) - \frac{\Lambda_g^2}{h \cdot m(\mathcal{M}_g)} \cdot e^{hR} \leq \delta \cdot e^{hR} + e^{(h-\epsilon)R}.
\]

Analogous arguments using (4.2) instead of (4.3) give the lower bound

\[
(4.15) \quad F_R(X, Y) - \frac{\Lambda_g^2}{h \cdot m(\mathcal{M}_g)} \cdot e^{hR} \geq \delta \cdot e^{hR} + e^{(h-\epsilon)R}.
\]

Combining (4.14) with (4.15) we deduce

\[
(4.16) \quad F_R(X, Y) = \frac{\Lambda_g^2}{h \cdot m(\mathcal{M}_g)} \cdot e^{hR} + O_K \left( \delta \cdot e^{hR} + e^{(h-\epsilon)R} \right).
\]

Let \( \delta = \delta(K, R) := \delta_0 e^{-\eta R} \) with \( \eta = \eta(g) > 0 \) small enough so that \( 2h\eta < \epsilon \). Denote \( \kappa = \kappa(g) := \min \{ \eta, \epsilon - 2h\eta \} > 0 \). It follows from (4.16) that, for every \( R > 2 \),

\[
F_R(X, Y) = e^{hR} - \frac{\Lambda_g^2}{h \cdot m(\mathcal{M}_g)} + O_K \left( e^{(h-\epsilon)R} \right).
\]

The same equality holds for every \( R > 0 \) by increasing the implicit constant in the error term.

5. The Hubbard-Masur Functions

Outline of this section. In this section we study the regularity of the Hubbard-Masur functions \( \lambda^-, \lambda^+ : Q^1 T_g(1) \to R_{>0} \) introduced in \$2. We begin by showing these functions are SO(2)-invariant; see Proposition 3.3. Using similar ideas we show the functions \( \lambda^- \) and \( \lambda^+ \) coincide everywhere; see Proposition 3.4. We then give a bound for these functions in terms of the length of the shortest saddle connection; see Proposition 3.5. Finally, we bound the integral of these functions near the multiple zero locus; see Proposition 3.6.
The smooth fiberwise measures of $Q^1 \mathcal{T}_g$. We begin by introducing a construction that will be used in the proof of Proposition 3.3. Recall that $\mathbf{m} := \pi_* \mu$ denotes the pushforward to $\mathcal{T}_g$ of the Masur-Veech measure $\mu$ on $Q^1 \mathcal{T}_g$ under the projection $\pi : Q^1 \mathcal{T}_g \to \mathcal{T}_g$. Recall that the Masur-Veech measure $\mu$ on $Q^1 \mathcal{T}_g$ can be disintegrated along the fibers of the projection $\pi : Q^1 \mathcal{T}_g \to \mathcal{T}_g$ in the following sense: There exists a unique family of fiberwise probability measures $\{s_X\}_{X \in \mathcal{T}_g}$, with $s_X$ supported on $S(X) := \pi^{-1}(X)$, such that the following disintegration formula holds:

$$d\mu(X,q) = ds_X(q) \, dm(X).$$

The following procedure constructs the fiberwise measures $\{s_X\}_{X \in \mathcal{T}_g}$ in a smooth way. Fix $X \in \mathcal{T}_g$. Consider an arbitrary basis $v_1, \ldots, v_h$ of $T_X \mathcal{T}_g$. Given $q \in S(X)$, let $\tilde{v}_1, \ldots, \tilde{v}_h$ be arbitrary lifts of $v_1, \ldots, v_h$ to $T_q Q^1 \mathcal{T}_g$. Contract the Masur-Veech volume form $\mu_q$ on $T_q Q^1 \mathcal{T}_g$ by the vectors $\tilde{v}_1, \ldots, \tilde{v}_h$. As these vectors are linearly independent and do not belong to $T_q \mathcal{T}_g$, this construction yields a non-zero volume form $s'_X(q)$ on $T_q S(X)$. This volume form is independent of the choice of lifts $\tilde{v}_1, \ldots, \tilde{v}_h$.

Using a local trivialization of the sphere bundle $\pi : Q^1 \mathcal{T}_g \to \mathcal{T}_g$, one can show that the volume forms $s'_X(q)$ give rise to a smooth volume form $s'_X$ on $S(X)$. As $S(X)$ is compact, its total mass $m'_X$ with respect to this volume form is finite. Consider the volume form $s_X$ on $S(X)$ given by $s_X := s'_X/m'_X$. This volume form is independent of the choice of basis $v_1, \ldots, v_h$ of $T_X \mathcal{T}_g$. The smooth measures induced by the volume forms $\{s_X\}_{X \in \mathcal{T}_g}$ constructed this way satisfy (5.1).

SO(2)-invariance of the Hubbard-Masur functions. As a first step towards proving Proposition 3.3 we prove the following invariance property for the smooth fiberwise measures $\{s_X\}_{X \in \mathcal{T}_g}$. The proof will use the notation introduced above.

**Lemma 5.1.** For every $X \in \mathcal{T}_g$, the volume form $s_X$ on $S(X)$ is SO(2)-invariant.

**Proof.** Fix $X \in \mathcal{T}_g$. Let $v_1, \ldots, v_h$ be an arbitrary basis of $T_X \mathcal{T}_g$. As the action of SO(2) on $Q^1 \mathcal{T}_g$ preserves the fibers of the projection $\pi : Q^1 \mathcal{T}_g \to \mathcal{T}_g$, the tangent vectors $dr_a \tilde{v}_1, \ldots, dr_a \tilde{v}_h$ on $T_{ra q} Q^1 \mathcal{T}_g$ project to $v_1, \ldots, v_h$ on $T_X \mathcal{T}_g$. As the Masur-Veech volume form $\mu$ on $Q^1 \mathcal{T}_g$ is preserved by $r_a$,

$$r^*_a s'_X(q) = r^*_a (s'_X(raq)) = r^*_a ((dr_a \tilde{v}_1, \ldots, dr_a \tilde{v}_h, \mu_{raq}) = \mu_{\tilde{v}_1, \ldots, \tilde{v}_h} = s'_X(q).$$

Normalizing the volume forms $r^*_a s'_X(q)$ and $s'_X(q)$ by the total fiberwise measure $m'_X$ finishes the proof. □

To prove Proposition 3.3 we will also need the following result, which is a direct consequence of [Dum15 Corollary 5.9]; we refer the reader to §2 for the notation used in this statement.

**Proposition 5.2 (Dum15).** For every $X \in \mathcal{T}_g$, the volume forms $(\Re |_{S(X)})^* \nu_X$ and $(\Im |_{S(X)})^* \nu_X$ on $S(X) \cap Q^1 \mathcal{T}_g(1)$ are SO(2)-invariant.

Proposition 3.3 follows directly from Lemma 5.1, Proposition 5.2 and definitions (2.5) and (2.6) of the Hubbard-Masur functions $\lambda^-, \lambda^+: Q^1 \mathcal{T}_g(1) \to \mathbb{R}_{>0}$.

The Hubbard-Masur function. We now prove Proposition 3.3, i.e., that the Hubbard-Masur functions $\lambda^-, \lambda^+ : Q^1 \mathcal{T}_g(1) \to \mathbb{R}_{>0}$ coincide everywhere. We will denote by $\lambda : Q^1 \mathcal{T}_g(1) \to \mathbb{R}_{>0}$ the common value of these functions and refer to it as the Hubbard-Masur function.

**Proof of Proposition 3.3.** Fix $q \in Q^1 \mathcal{T}_g(1)$ and let $X := \pi(q) \in \mathcal{T}_g$. By Lemma 5.1 the volume form $s_X$ on $S(X)$ is SO(2)-invariant. By Proposition 3.3 the function $\lambda^+ : Q^1 \mathcal{T}_g(1) \to \mathbb{R}_{>0}$ is SO(2)-invariant. Consider multiplication by $e^{i \pi}$ as an automorphism of $Q^1 \mathcal{T}_g(1)$. Using the fact that $\Re = \Im \circ e^{i \pi}$ on $Q^1 \mathcal{T}_g(1)$ and definition (2.6) of $\lambda^+$ we deduce

$$\left|((\Re |_{S(X)})^* \nu_X)(q)\right| = \left|((e^{i \pi})^*(\Im |_{S(X)})^* \nu_X)(q)\right| = \left|((e^{i \pi})^*((\Im |_{S(X)})^* \nu_X)(e^{i \pi} q))\right| = \left|((e^{i \pi})^*(\lambda^+(e^{i \pi} q) \cdot |s_X(e^{i \pi} q)|)\right| = \lambda^+(e^{i \pi} q) \cdot |s_X(q)|.$$

At the same time, definition (2.5) of $\lambda^-$ ensures

$$\left|((\Re |_{S(X)})^* \nu_X)(q)\right| = \lambda^-(q) \cdot |s_X(q)|.$$
It follows that $\lambda^+(q) = \lambda^-(q)$. \qed

**Bounding the Hubbard-Masur function.** We now prove Proposition 3.5. Let $q \in Q^1T_g(1)$ and denote by $\tilde{X}$ the canonical double cover of $X := \pi(q) \in T_g$ induced by $q$. Recall that we can identify $T_gQ^1T_g(1)$ with $H^1_{\text{odd}}(\tilde{X}; \mathbb{C})$. Endow $T_gQ^1T_g(1) = H^1_{\text{odd}}(\tilde{X}; \mathbb{C})$ with the Hodge inner product and $T_XT_g$ with the Teichmüller norm. Denote by $[d\pi_q]$ the norm of the linear operator $d\pi_q : T_qQ^1T_g(1) \to T_XT_g$. Recall that $\ell_{\text{min}}(q) > 0$ denotes the length of the shortest saddle connection of $q$. The following estimate due to Kahn and Wright [KW20] will play a crucial role in the proof of Proposition 3.5.

**Proposition 5.3 ([KW20]).** For every $q \in Q^1T_g(1)$,
\[
\|d\pi_q\| \leq \ell_{\text{min}}(q)^{-1}.
\]

Let $V$ be an $n$-dimensional inner product space. Denote by $\langle \cdot, \cdot \rangle$ the inner product of $V$ and by $\| \cdot \|$ the corresponding norm. On the 1-dimensional vector space $V^\wedge n$ consider the inner product $\langle \cdot, \cdot \rangle$ specified by
\[
\langle v_1 \wedge \cdots \wedge v_n, u_1 \wedge \cdots \wedge u_n \rangle := \det \left( \langle v_i, u_j \rangle_{i,j=1}^n \right).
\]

Let $\| \cdot \|$ be the induced norm on $V^\wedge n$. The proof of Proposition 3.5 will use the following fact.

**Lemma 5.4.** Let $V$ be an $n$-dimensional inner product space. Then, for every $v_1, \ldots, v_n \in V$,
\[
\|v_1 \wedge \cdots \wedge v_n\| \leq n \prod_{i=1}^n \|v_i\|.
\]

We are now ready to prove Proposition 3.5. Recall that $h := 6g - 6$.

**Proof of Proposition 3.5.** Fix $\mathcal{K} \subseteq T_g$ compact and $q \in Q^1T_g(1) \cap \pi^{-1}(\mathcal{K})$. Denote by $\tilde{X}$ the canonical double cover of $X := \pi(q) \in T_g$ induced by $q$ and by $\omega$ the canonical square root of the pullback of $q$ to $\tilde{X}$. Let $u_1 := [\Im(\omega)] \in E^{\text{uu}}(q)$. Denote by $\text{span}([\Re(\omega), \Im(\omega)]) \subseteq H^1_{\text{odd}}(\tilde{X}; \mathbb{R})$ the orthogonal complement of $\text{span}([\Re(\omega), \Im(\omega)])$ in $H^1_{\text{odd}}(\tilde{X}; \mathbb{R})$ with respect to the Hodge inner product. Equivalently, one can consider the symplectic complement with respect to the cup intersection pairing. It follows that $\text{span}([\Re(\omega), \Im(\omega)]) \subseteq E^{\text{uu}}(q)$. Let $u_2, \ldots, u_{h-1}$ be an orthonormal basis of $\text{span}([\Re(\omega), \Im(\omega)])$ with respect to the Hodge inner product. Recall definition (2.2) of the Hubbard-Masur function:
\[
|m_X| = \lambda(q) \cdot \|(d\pi_q)_\ast (\mu_{E^{\text{uu}}(q)})\|.
\]

We evaluate both sides of (5.2) on $d\pi_qu_1 \wedge \cdots \wedge d\pi_qu_{h-1} \wedge d\pi_q[\varpi]$. We first evaluate the right hand side. Recall that $\mu_{E^{\text{uu}}(q)} = \mu_{E^{\text{uu}}(q)} \wedge dt$ when parametrizing $E^{\text{uu}}(q) = E^{\text{uu}}(q) \oplus \Re \cdot [\varpi]$. It follows that
\[
|(d\pi_q)_\ast (\mu_{E^{\text{uu}}(q)})|(d\pi_qu_1 \wedge \cdots \wedge d\pi_qu_{h-1} \wedge d\pi_q[\varpi]) = |\mu_{E^{\text{uu}}(q)}|(u_1 \wedge \cdots \wedge u_{h-1}).
\]

Denote by $\mu_{H^1_{\text{odd}}(\tilde{X}; \mathbb{R})}$ the volume form induced by the cup intersection pairing on $H^1_{\text{odd}}(\tilde{X}; \mathbb{R})$. By definition,
\[
|\mu_{E^{\text{uu}}(q)}|(u_1 \wedge \cdots \wedge u_{h-1}) = |\mu_{H^1_{\text{odd}}(\tilde{X}; \mathbb{R})}|(u_1 \wedge \cdots \wedge u_{h-1} \wedge [\Re(\omega)]).
\]

Recall that the volume form $\mu_{H^1_{\text{odd}}(\tilde{X}; \mathbb{R})}$ coincides with the volume form induced by the Hodge inner product on $H^1_{\text{odd}}(\tilde{X}; \mathbb{R})$. As $u_1, \ldots, u_{h-1}, [\Re(\omega)]$ is an orthonormal basis of $H^1_{\text{odd}}(\tilde{X}; \mathbb{R})$,
\[
|\mu_{H^1_{\text{odd}}(\tilde{X}; \mathbb{R})}|(u_1 \wedge \cdots \wedge u_{h-1} \wedge [\Re(\omega)]) = 1.
\]

Putting together (5.3), (5.4), and (5.5) we deduce
\[
|(d\pi_q)_\ast (\mu_{E^{\text{uu}}(q)})|(d\pi_qu_1 \wedge \cdots \wedge d\pi_qu_{h-1} \wedge d\pi_q[\varpi]) = 1.
\]

We now evaluate the left hand side of (5.2) on $d\pi_qu_1 \wedge \cdots \wedge d\pi_qu_{h-1} \wedge d\pi_q[\varpi]$. Fix a complete Riemannian metric $\langle \cdot, \cdot \rangle$ on $T_g$. Denote its induced norm by $\| \cdot \|$ and its induced volume form by $\text{vol}$. Consider the operator $\text{vol}_X : (T_XT_g)^h \to \mathbb{R}$. Denote its norm by $\|\text{vol}_X\|$. As $\mathcal{K} \subseteq T_g$ is compact,
\[
|m_X|(d\pi_qu_1 \wedge \cdots \wedge d\pi_qu_{h-1} \wedge d\pi_q[\varpi]) \leq_K \|\text{vol}_X\|(d\pi_qu_1 \wedge \cdots \wedge d\pi_qu_{h-1} \wedge d\pi_q[\varpi])
\]
\[
\leq_K \|d\pi_qu_1 \wedge \cdots \wedge d\pi_qu_{h-1} \wedge d\pi_q[\varpi]\|
\]
\[
\leq_K \|d\pi_qu_1 \wedge \cdots \wedge d\pi_qu_{h-1} \wedge d\pi_q[\varpi]\|.
\]
By Lemma 5.4

\[(5.8)\quad \|d\pi_qu_1 \land \cdots \land d\pi_qu_{h-1} \land d\pi_q[\omega]\| \leq_g \left( \prod_{i=1}^{h-1} \|d\pi_qu_i\|^\tau \right) \cdot \|d\pi_q[\omega]\|.\]

Recall that \(\| \cdot \|_\tau\) denotes the Teichmüller norm on \(T_g\). As \(K \subseteq T_g\) is compact,

\[(5.9)\quad \left( \prod_{i=1}^{h-1} \|d\pi_qu_i\| \right) \cdot \|d\pi_q[\omega]\| \leq_K \left( \prod_{i=1}^{h-1} \|d\pi_qu_i\|_\tau \right) \cdot \|d\pi_q[\omega]\|_\tau = \prod_{i=1}^{h-1} \|d\pi_qu_i\|_\tau .\]

Denote by \(\| \cdot \|_H\) the norm induced by the Hodge inner product on \(H^1_{\text{odd}}(X; \mathbb{R})\). Proposition 5.3 implies

\[(5.10)\quad \prod_{i=1}^{h-1} \|d\pi_qu_i\|_\tau \leq_K \ell_{\text{min}}(q)^{(h-1)} \cdot \left( \prod_{i=1}^{h-1} \|u_i\|_H \right).\]

As \(u_1, \ldots, u_{h-1}\) is an orthonormal basis of \(E^{uu}(q)\),

\[(5.11)\quad \prod_{i=1}^{h-1} \|u_i\|_H = 1.\]

Putting together (5.7), (5.8), (5.9), (5.10), and (5.11) we deduce

\[(5.12)\quad \omega \cdot (d\pi_qu_1 \land \cdots \land d\pi_qu_{h-1} \land d\pi_q[\omega]) \leq_K \ell_{\text{min}}(q)^{(h-1)}.\]

From (5.2), (5.6), and (5.12) we conclude

\[\lambda(q) \leq_K \ell_{\text{min}}(q)^{(h-1)}.\]

\[\square\]

Train tracks coordinates of \(MF_g\). The rest of this section is devoted to the proof of Proposition 3.6. Using a convenient geometric construction, we will reduce this proof to an estimate in train track coordinates. We now introduce the basics of the theory of train tracks on \(S_g\) and of the coordinates they induce on \(MF_g\).

For more details we refer the reader to [PH92].

A train track \(\tau\) on \(S_g\) is an embedded 1-complex satisfying the following conditions:

1. Each edge of \(\tau\) is a smooth path with a well defined tangent vector at each endpoint. All edges at a given vertex are tangent.
2. For each component \(R\) of \(S_g\backslash \tau\), the double of \(R\) along the smooth part of \(\partial R\) has negative Euler characteristic.

The vertices of \(\tau\) where three or more edges meet are called switches. By considering the inward pointing tangent vectors of the edges incident to a vertex, one can divide these edges into incoming and outgoing edges. A train track \(\tau\) on \(S_g\) is said to be maximal if all the components of \(S_g\backslash \tau\) are trinions, i.e., the interior of a disc with three non-smooth points on the boundary.

A singular measured foliation \(\eta \in MF_g\) is said to be carried by a train track \(\tau\) on \(S_g\) if it can be obtained by collapsing the complementary regions in \(S_g\) of a measured foliation of a tubular neighborhood of \(\tau\) whose leaves run parallel to the edges of \(\tau\). In this situation, the invariant transverse measure of \(\eta\) corresponds to a counting measure \(\nu\) on the edges of \(\tau\) satisfying the switch conditions: at every switch of \(\tau\) the sum of the measures of the incoming edges equals the sum of the measures of the outgoing edges. Every \(\eta \in MF_g\) is carried by some maximal train track \(\tau\) on \(S_g\).

Given a maximal train track \(\tau\) on \(S_g\), denote by \(V(\tau) \subseteq (\mathbb{R} \geq 0)^{18g-18}\) the \(6g-6\) dimensional closed cone of non-negative counting measures on the edges of \(\tau\) satisfying the switch conditions. The set \(V(\tau)\) can be identified with the closed cone \(U(\tau) \subseteq MF_g\) of singular measured foliations carried by \(\tau\). These identifications give rise to charts on \(MF_g\) called train track charts. The transition maps between these charts are piecewise integral linear. This allows one to endow \(MF_g\) with a \(6g-6\) dimensional piecewise integral linear structure. The Thurston measure is the unique, up to scaling, piecewise integral linear measure on \(MF_g\). Recall that \(\nu\) denotes the normalization of the Thurston measure induced by the symplectic structure described in [PH92 §3.2]. The Thurston measure has the following scaling property: for every measurable subset \(A \subseteq MF_g\) and every \(t > 0\),

\[\nu(t \cdot A) = t^{6g-6} \cdot \nu(A).\]
Delaunay triangulations of quadratic differentials. Delaunay triangulations provide a canonically defined family of triangulations with nice geometric properties. Our proof of Proposition 3.6 will make use of these triangulations in a crucial way. We now summarize the properties that will be relevant for our purposes. We refer the reader to MS91 §4 for more details.

Every quadratic differential \( q \) gives rise to finitely many Delaunay triangulations on its underlying Riemann surface \( X \), the edges of which are saddle connections of \( q \). The number of possible Delaunay triangulations that \( q \) can induce on \( X \) is bounded uniformly in terms of the genus of \( X \). By a marked triangulation on \( S_g \) we mean an isotopy class of triangulations on such surface. Given a marked quadratic differential \( q \in \mathcal{Q}T_g \), pulling back any of the Delaunay triangulations induced by \( q \) via the marking yields a marked triangulation on \( S_g \). These marked triangulations are invariant under complex scaling of quadratic differentials. They induce period coordinates on the stratum of \( \mathcal{Q}T_g \) that \( q \) belongs to.

The following lemma highlights two important geometric properties of these triangulations. Recall that, given \( q \in \mathcal{Q}^1T_g \), \( \ell_q(q) > 0 \) denotes the length of a saddle connection \( \gamma \) of \( q \) and \( \text{diam}(q) > 0 \) denotes the diameter of \( q \). The proofs of these facts can be found in MS91, §4 and [ABEM12] Lemma 3.11.

**Lemma 5.5.** Let \( q \in \mathcal{Q}^1T_g \) and \( \Delta \) be a Delaunay triangulation of \( q \). Then, the following properties hold:

1. If \( \gamma \) is a saddle connection of \( q \) which belongs to \( \Delta \), then \( \ell_\gamma(q) \leq g \cdot \text{diam}(q) \).
2. If \( \gamma \) is a saddle connection of \( q \) such that \( \ell_\gamma(q) \leq 2 \cdot \ell_{\min}(q) \), then \( \gamma \) belongs to \( \Delta \).

Integrating the Hubbard-Masur function near the multiple zero locus. We now prove Proposition 3.6. We will need the following fact about Delaunay triangulations.

**Lemma 5.6.** For every compact subset \( K \subseteq T_g \), the Delaunay triangulations of marked quadratic differentials in \( \pi^{-1}(K) \) induce finitely many marked triangulations on \( S_g \).

**Proof.** Fix a compact subset \( K \subseteq T_g \). Delaunay triangulations of marked quadratic differentials on \( S_g \) have at most \( 4g - 4 \) vertices. In particular, these triangulations give rise to finitely many combinatorial types of triangulations on \( S_g \). The number of marked triangulations on \( S_g \) of a given combinatorial type coming from marked quadratic differentials in \( \pi^{-1}(K) \) is bounded above by the number of mapping classes \( g \in \text{Mod}_g \) such that \( g \cdot K \cap K \not= \emptyset \). As the action of \( \text{Mod}_g \) on \( T_g \) is properly discontinuous, this number is finite.

The following result combines Lemma 5.6 with a construction of train tracks dual to triangulations of quadratic differentials [Mir08] §4.4. We will take advantage of this result and of the explicit nature of the construction used in its proof several times throughout this paper.

**Lemma 5.7.** For every \( K \subseteq T_g \) compact, there exists a finite collection of maximal train tracks \( \{\tau_i\}_{i=1}^n \) on \( S_g \) with the following property: For every \( q \in \pi^{-1}(K) \cap \mathcal{Q}^1T_g(1) \), the singular measured foliation \( \mathcal{R}(q) \in \mathcal{MF}_g \) is carried by some \( \tau_i \), and, for every edge \( e \) of \( \tau_i \), the corresponding counting measure \( \nu(e) \) is equal to the absolute value of the real part of a saddle connection of a Delaunay triangulation of \( q \).

**Proof.** Fix \( q \in \mathcal{Q}^1T_g(1) \) and let \( \Delta' \) be a Delaunay triangulation of \( q \). Denote by \( \Delta \) the corresponding marked triangulation on \( S_g \). We first describe a procedure for constructing a train track \( \tau \) on \( S_g \) dual to \( \Delta \) and which carries \( \mathcal{R}(q) \in \mathcal{MF}_g \). Let \( T' \) be a triangle of \( \Delta' \). Represent \( T' \) as a triangle in the complex plane carrying the differential \( dz^2 \). Label the edges of \( T' \) by \( a, b, c \) so that

\[
|\Re(a)| = |\Re(b)| + |\Re(c)|.
\]

If one of the edges of \( T' \) is vertical, more than one such labelling exists. On \( T' \) consider the dual 1-complex described in Figure 14. Delete the edge opposite to \( a \) as in Figure 11. Consider the corresponding 1-complexes on all the triangle of \( \Delta' \). Joining these complexes along the edges of \( \Delta' \) gives rise to a maximal train track \( \tau' \) on the underlying Riemann surface. The corresponding maximal train track \( \tau \) on \( S_g \) carries \( \mathcal{R}(q) \in \mathcal{MF}_g \). For every edge \( e' \) of \( \Delta' \), the counting measure of the corresponding edge of \( \tau \) is equal to \( |\Re(e')| \), the absolute value of the real part of the holonomy of \( e' \) with respect to \( q \).

Now fix a compact subset \( K \subseteq T_g \). By Lemma 5.6 the Delaunay triangulations of marked quadratic differentials in \( \pi^{-1}(K) \) induce finitely many marked triangulations on \( S_g \). The procedure described above produces finitely many train tracks on \( S_g \) for each one of these marked triangulations.

We are now ready to prove Proposition 3.6.
Proof of Proposition 3.1. Fix a compact subset $K \subseteq \mathcal{T}_g$, $X \in K$, and $\delta > 0$. Recall that the Thurston measure $\nu$ on $\mathcal{MF}_g$ gives zero mass to the subset of singular measured foliations having a singularity with more than three prongs. Notice that, for every $q \in \mathcal{Q}_g \setminus \mathcal{Q}_g(1)$, $\mathcal{R}(q) \in \mathcal{MF}_g$ belongs to this subset. This together with definition (2.5) of the Hubbard-Masur function $\lambda$ implies

\begin{equation}
(5.13) \quad \int_{(\nu \circ p^{-1}(K_q(1)))} \lambda(q) \, ds_X(q) \leq \nu(\{\eta \in \mathcal{MF}_g \mid \text{Ext}_\eta(X) \leq 1, \min(\mathcal{R}^{-1}_{\mathcal{Q}(X)}(\eta)) < \delta\}).
\end{equation}

Consider the finite collection of maximal train tracks $\{\tau_i\}_{i=1}^n$ on $S_g$ provided by Lemma 5.7. Fix $i \in \{1, \ldots, n\}$. Recall that train track coordinates identify the $6g - 6$ dimensional closed cone $\mathcal{V}(\tau_i) \subseteq (\mathbb{R}_{\geq 0})^{18g-18}$ of non-negative counting measures on the edges of $\tau_i$ satisfying the switch conditions with the closed subset $U(\tau_i) \subseteq \mathcal{MF}_g$ of singular measured foliations carried by $\tau_i$. Denote by $\text{Leb}_{\tau_i}$ the Lebesgue measure on $\mathcal{V}(\tau_i)$ and by $\|\cdot\|$ the Euclidean norm on $\mathbb{R}^{18g-18}$. As the function $\text{Ext} : \mathcal{MF}_g \times \mathcal{T}_g \to \mathbb{R}_{\geq 0}$ given by $\text{Ext}(\eta, X) := \text{Ext}_{\eta}(X)$ is positive and continuous, and as the subset $U(\tau_i) \subseteq \mathcal{MF}_g$ is projectively compact, $\|\eta\| \leq \text{Leb}_{\tau_i}(\{v \in U(\tau_i) \mid \|v\| \leq C, \exists i = 1, \ldots, 18g - 18 ; v_i \leq \delta\})$.

An explicit computation shows that

\begin{equation}
(5.14) \quad \nu(\{\eta \in \mathcal{MF}_g \mid \text{Ext}_\eta(X) \leq 1, \min(\mathcal{R}^{-1}_{\mathcal{Q}(X)}(\eta)) < \delta\}) \leq \sum_{i=1}^n \text{Leb}_{\tau_i}(\{v \in U(\tau_i) \mid \|v\| \leq C, \exists i = 1, \ldots, 18g - 18 ; v_i \leq \delta\}) \leq \mathcal{K} \delta.
\end{equation}

Putting together (5.13), (5.14), and (5.15) finishes the proof. \hfill \Box

6. The Masur-Veech measure in polar coordinates

Outline of this section. The goal of this section is to prove Theorem 3.7. The bounds of Forni on the spectral gap of the Kontsevich-Zorich cocycle on $Q^1\mathcal{T}_g(1)$ \cite{For02} and the bound of Kahn and Wright \cite{KW20} introduced in Proposition 5.3 will play a crucial role in the proof.

The spectral gap of the Kontsevich-Zorich cocycle on $Q^1\mathcal{T}_g(1)$. In \cite{For02}, Forni proved variational formulas for the Hodge norm along the Kontsevich-Zorich cocycle on strata of Abelian differentials. By considering canonical double covers, these formulas can be used to prove bounds on the spectral gap of the Kontsevich-Zorich cocycle on $Q^1\mathcal{T}_g(1)$. We now give a brief account of these bounds.

Let $q \in Q^1\mathcal{T}_g(1)$. Recall that $\pi : Q^1\mathcal{T}_g \to \mathcal{T}_g$ denotes the standard projection. Denote by $\widetilde{X}$ the canonical double cover of $X := \pi(q)$ induced by $q$ and by $\omega$ the canonical square root of the pullback of $q$ to $\widetilde{X}$. Every marked quadratic differential $a_1q \in Q^1\mathcal{T}_g(1)$ along the Teichmüller geodesic flow orbit of $q$ induces a norm $\|\cdot\|_{\omega}$ on $H^1_{\text{odd}}(\widetilde{X}; \mathbb{R})$ by restricting the Hodge inner product coming from the canonical double cover of $a_1q$. Denote by $\text{span}(\mathcal{R}(\omega), \mathcal{Z}(\omega)^\perp) \subseteq H^1_{\text{odd}}(\widetilde{X}; \mathbb{R})$ the symplectic complement of $\text{span}(\mathcal{R}(\omega), \mathcal{Z}(\omega))$ in $H^1_{\text{odd}}(\widetilde{X}; \mathbb{R})$ with respect to cup intersection form. The following result was proved by Forni in \cite{For02}, a more explicit statement can be found in \cite{AFOS} Lemma 4.2.

Theorem 6.1. (\cite{For02}). There exists a continuous function $E : Q^1\mathcal{T}_g(1) \to [0,1)$ with the following property. Let $q \in Q^1\mathcal{T}_g(1)$. Denote by $\widetilde{X}$ the canonical double cover of $X := \pi(q)$ induced by $q$ and by $\omega$ the canonical
square root of the pullback of \( q \) to \( \tilde{X} \). Let \( \beta \in \text{span}(\mathfrak{R}(\omega), \mathfrak{S}(\omega))^\perp \subseteq H^1_{\text{odd}}(\tilde{X}; \mathbb{R}) \). Then,

\[
\left| \frac{d}{dt} \bigg|_{t=0} \left( \log(\|\beta\|_{a,q}) \right) \right| \leq E(q).
\]

Recall that, for \( q \in Q^1 M_g, \; \epsilon_{\text{min}}(q) > 0 \) denotes the length of the shortest saddle connections of \( q \). Recall that, for every \( \epsilon > 0 \) and every \( t > 0 \),

\[
K_\epsilon := \{ q \in Q^1 M_g \mid \epsilon_{\text{min}}(q) \geq \epsilon \},
\]

\[
K_\epsilon(t) := \{ q \in Q^1 M_g : \{s \in [0, t] : a_s q \in K_\epsilon\} \geq (1/2) t \}.
\]

Recall that \( p : Q^1 T_g \rightarrow Q^1 M_g \) denotes the quotient map. The following result is a direct consequence of Theorem 6.1 and the fact that the subsets \( K_\epsilon \subseteq Q^1 M_g \) are compact.

**Corollary 6.2.** Let \( q \in Q^1 T_g(1) \). Denote by \( \tilde{X} \) the canonical double cover of \( X := \pi(q) \) induced by \( q \) and by \( \omega \) the canonical square root of the pullback of \( q \) to \( \tilde{X} \). Suppose \( \epsilon > 0 \) and \( t > 0 \) are such that \( q \in p^{-1}(K_\epsilon(t)) \). Then, for every \( \beta \in \text{span}(\mathfrak{R}(\omega), \mathfrak{S}(\omega))^\perp \subseteq H^1_{\text{odd}}(\tilde{X}; \mathbb{R}) \),

\[
e^{-\epsilon(1-\epsilon) t} \cdot \|\beta\|_q \leq \|\beta\|_{a,q} \leq e^{\epsilon(1-\epsilon) t} \cdot \|\beta\|_q,
\]

where \( \epsilon = \epsilon(q, \epsilon) > 0 \) is a constant depending only on \( q \) and \( \epsilon \).

**Remark 6.3.** The spectral gap estimate in Theorem 6.1 does not give information about what happens as we consider quadratic differentials in \( Q^1 T_g(1) \) approaching the multiple zero locus. A recent result of Frankel [Fra20, Theorem 1.2] can be used to quantify this. More precisely, using Frankel’s result, one can show that the constant \( \epsilon = \epsilon(g, \epsilon) > 0 \) in Corollary 6.2 can be assumed to satisfy \( \epsilon \geq \min\{q\}^2 \).

**The pullback of the Thurston measure to \( S(X) \).** The proof of Theorem 3.7 will use an alternative description of the volume forms \((\mathfrak{R}|S(X))^*\nu_X \) and \((\mathfrak{S}|S(X))^*\nu_X \) on \( S(X) \cap Q^1 T_g(1) \) introduced in §2. Fix \( X \in T_g \). Let \( q \in \pi^{-1}(X) \cap Q^1 T_g(1) \). Denote by \( \tilde{X} \) the canonical double cover of \( X \) induced by \( q \). Recall that period coordinates identify \( T_q Q(X) \) with \( H^1_{\text{odd}}(\tilde{X}; C) \subseteq H^1_{\text{odd}}(\tilde{X}; \mathbb{R}) \). Consider the isomorphism \( \mathfrak{R} : H^1_{\text{odd}}(\tilde{X}; C) \rightarrow H^1_{\text{odd}}(\tilde{X}; \mathbb{R}) \). Pull back the volume form induced by the cup intersection pairing on \( H^1_{\text{odd}}(\tilde{X}; \mathbb{R}) \) to \( H^1_{\text{odd}}(\tilde{X}; C) \). Contract the restriction of this volume form to \( T_q S(X) \) by any vector \( V \in T_q Q(X) \) satisfying \( d\text{Area}_q(V) = 1 \). For instance, take \( V := [\omega] \in H^1_{\text{odd}}(\tilde{X}; C) \). These volume forms integrate to the smooth volume form \((\mathfrak{R}|S(X))^*\nu_X \) on \( S(X) \cap Q^1 T_g(1) \) [Dum15, Proof of Theorem 5.8]. An analogous description can be provided for the volume form \((\mathfrak{S}|S(X))^*\nu_X \) on \( S(X) \cap Q^1 T_g(1) \).

**The Masur-Veech measure in polar coordinates.** We are now ready to prove Theorem 3.7. Recall that \( h := 6g - 6 \). Recall that, for every \( X \in T_g \), \( \Phi_X : S(X) \times \mathbb{R}_{>0} \rightarrow T_g \) denotes the map \( \Phi_X(q, t) := (a_t q) \) and that, for every \( q \in S(X) \cap Q^1 T_g(1) \) and every \( t > 0 \),

\[
|\Phi_X^* (m)(q, t)| = \Delta(q, t) \cdot |s_X(q) \wedge dt|,
\]

where \( \Delta : (S(X) \cap Q^1 T_g(1)) \times \mathbb{R}_{>0} \rightarrow \mathbb{R}_{>0} \) is the smooth, positive function we want to bound.

**Proof of Theorem 3.7.** Fix \( K \subseteq T_g \) compact. Let \( q \in Q^1 T_g(1), \; t > 0, \) and \( \epsilon > 0 \) be such that \( q, a_t q \in \pi^{-1}(K) \) and \( q \in p^{-1}(K_\epsilon(t)) \). Denote by \( \tilde{X} \) the canonical double cover of \( X := \pi(q) \) induced by \( q \) and by \( \omega \) the canonical square root of the pullback of \( q \) to \( \tilde{X} \). Let \( A_t : H^1_{\text{odd}}(\tilde{X}; \mathbb{R}) \rightarrow H^1_{\text{odd}}(\tilde{X}; \mathbb{R}) \) be the identity map. Endow the source of this map with the Hodge inner product \( \langle \cdot, \cdot \rangle_a \) induced by \( q \) and the target with the Hodge inner product \( \langle \cdot, \cdot \rangle_{a_t q} \) induced by \( a_t q \). This map corresponds precisely to the Kontsevich-Zorich cocycle on \( Q^1 T_g(1) \). To prove the desired estimate for \( \Delta(q, t) \) we evaluate both sides of (6.1) on a convenient basis of \( T_{q,t}(S(X) \times \mathbb{R}_{>0}) \) constructed using a singular value decomposition of \( A_t \).

We begin by constructing a convenient basis of \( T_{q,t}(S(X) \times \mathbb{R}_{>0}) \). Recall that \( \text{span}(\mathfrak{R}(\omega), \mathfrak{S}(\omega))^\perp \subseteq H^1_{\text{odd}}(\tilde{X}; \mathbb{R}) \) is not only a symplectic complement but also an orthogonal complement with respect to either of the Hodge inner products \( \langle \cdot, \cdot \rangle_a \) or \( \langle \cdot, \cdot \rangle_{a_t q} \). Consider the restriction of \( A_t \) to \( \text{span}(\mathfrak{R}(\omega), \mathfrak{S}(\omega))^\perp \). Denote by \( \lambda_2 \geq \cdots \geq \lambda_{h-1} > 0 \) the singular values of this restriction. As \( q \in p^{-1}(K_\epsilon(1)) \), Corollary 6.2 ensures

\[
e^{-\epsilon(1-\epsilon) t} \leq \lambda_{h-1} \leq \lambda_2 \leq e^{\epsilon(1-\epsilon) t}.
\]
Consider an orthonormal basis $u_2, \ldots, u_{h-1}$ of $\text{span}(\Re(\omega), \Im(\omega)) \subseteq H^{1,0}_{\text{odd}}(\overline{X}; \Re)$ with respect to $\langle \cdot, \cdot \rangle_q$ such that $A_i u_2, \ldots, A_i u_{h-1}$ are orthogonal vectors with respect to $\langle \cdot, \cdot \rangle_{a,q}$ and satisfy $\|A_i u_j\|_{a,q} = \lambda_j$. In other words, consider a singular value decomposition of the restriction of $A_i$ to $\text{span}(\Re(\omega), \Im(\omega))$. Notice that $\|\Im(\omega)\|_q = 1$, $\|\Re(\omega)\|_q = 1$, $\|A_i \Im(\omega)\|_{a,q} = e$, and $\|A_i \Re(\omega)\|_{a,q} = e^{-t}$. Let $\lambda_1 := e$ and $\lambda_h := e^{-t}$. Then, $\lambda_1 \geq \cdots \geq \lambda_h$ are the singular values of $A_i$ and $[\Im(\omega)], u_2, \ldots, u_{h-1}, [\Re(\omega)] \in H^{1,0}_{\text{odd}}(\overline{X}; \Re)$ is an orthonormal basis with respect to $\langle \cdot, \cdot \rangle_q$ of singular vectors of $A_i$.

Recall that the volume forms on $H^{1,0}_{\text{odd}}(\overline{X}; \Re)$ induced by the cup intersection pairing and the Hodge inner products $\langle \cdot, \cdot \rangle_q$ and $\langle \cdot, \cdot \rangle_{a,q}$ coincide. Clearly $A_i$ preserves the cup intersection pairing. It follows that

$$
\prod_{j=1}^{h} \lambda_j = 1.
$$

We now use the singular value decomposition of $A_i$ introduced above to construct a convenient basis of $T_q S(X)$. Recall that period coordinates identify $T_q S(X)$ belongs to $T_q S(X)$ if and only if $d\text{Area}_q(v) = 0$. Let $u_1 := [\Im(\omega)] \in E^u(q)$. Notice that $u_1, \ldots, u_{h-1}$ is an orthonormal basis of $E^u(q)$. Recall that $\star$ denotes the Hodge star operator on $H^1(\overline{X}; \Re)$. As in the proof of Proposition 3.5, denote by $\mu_{H^{1,0}_{\text{odd}}(\overline{X}; \Re)}$ the volume form induced by the cup intersection pairing on $H^{1,0}_{\text{odd}}(\overline{X}; \Re)$. The alternative definition of the volume form $(\Re|S(X))^{\ast} \omega_X$ introduced above ensures

$$
|((\Re|S(X))^{\ast} \omega_X)(q)| (e_1 \wedge \cdots \wedge e_{h-1}) = |\mu_{H^{1,0}_{\text{odd}}(\overline{X}; \Re)}(u_1 \wedge \cdots \wedge u_{h-1} \wedge [\Re(\omega)])|.
$$

As $u_1, \ldots, u_{h-1}, [\Re(\omega)]$ is an orthonormal basis of $H^{1,0}_{\text{odd}}(\overline{X}; \Re)$,

$$
|\mu_{H^{1,0}_{\text{odd}}(\overline{X}; \Re)}(u_1 \wedge \cdots \wedge u_{h-1} \wedge [\Re(\omega)])| = 1.
$$

Putting together (6.4), (6.5), (6.6), and (6.7) we deduce

$$
|s_X(q) \wedge dt|(e_1, \ldots, e_{h-1}, \partial t) = 1.
$$

We now evaluate the left hand side of (6.1) on the basis $e_1, \ldots, e_{h-1}, \partial t$ of $T_{(q,t)}(S(X) \times \Re_{>0})$. Notice that $\Phi_X = \pi \circ A_X$, where $A_X : S(X) \times \Re_{>0} \rightarrow Q^1 \mathcal{T}_g$ is the map given by $A_X(q', s) := a_s q'$. Identify the tangent space $T_{a_s q} Q^1 \mathcal{T}_g$ with $H^{1,0}_{\text{odd}}(\overline{X}; \Re)$ using the Gauss-Manin connection. Under this identification, $d(A_X)(q, t)|_{t} e_j = e^t u_j + e^{-t} s_j$ for every $j \in \{1, \ldots, h-1\}$ and $d(A_X)(q, t)|_{\partial t} = [a_t \overline{a}] := e^t [\Re(\omega)] - e^{-t} [\Im(\omega)]$,

$$
\begin{align*}
\bigwedge_{j=1}^{h-1} e_j = \sum_{P} \left( \bigwedge_{j \in P} u_j \right) \wedge \left( \bigwedge_{j \notin P} s_j \right),
\end{align*}
$$

where the sum runs over all subsets $P \subseteq \{1, \ldots, h-1\}$. Using this decomposition and the derivatives of $A_X$ computed above we can write

$$
\begin{align*}
\Phi_X^{\ast}(m)(q, t)|(e_1 \wedge \cdots \wedge e_{h-1} \wedge \partial t) = \sum_{P} m_{\pi(a_s q)} \left( \left( \bigwedge_{j \in P} e^t d\pi_{a_s q} u_j \right) \wedge \left( \bigwedge_{j \notin P} e^{-t} d\pi_{a_s q} s_j \right) \wedge d\pi_{a_s q}[a_t \overline{a}] \right).
\end{align*}
$$
Putting together (6.9), (6.10), (6.11), (6.12), (6.13), (6.14), and (6.15) we see that

\[ \left| \mathbf{m}_{x(a,t)} \right| \left( \bigcap_{j \in P} e^{t}d\pi_{a_{j}q}u_{j} \right) \wedge \left( \bigcap_{j \notin P} e^{t}d\pi_{a_{j}q}s_{j} \right) \wedge d\pi_{a_{j}q} [a_{i} \bar{w}] \right) \leq \kappa \ell_{\min}(a_{t}q)^{-(h-1)} \cdot \left( \prod_{j \in P} e^{t} \lambda_{j} \right). \]

For \( P \neq \{1, \ldots, h-1\} \), (6.2) and (6.3) ensure

\[ \prod_{j \in P} e^{t} \lambda_{j} \leq e^{(h-\omega)t}. \]

For \( P = \{1, \ldots, h-1\} \), definition (2.2) of the Hubbard-Masur function \( \lambda \) ensures

\[ \left| \mathbf{m}_{x(a,t)} \right| (e^{t}d\pi_{a_{j}q}u_{1} \wedge \cdots \wedge e^{t}d\pi_{a_{j}q}u_{h-1} \wedge d\pi_{a_{j}q} [a_{i} \bar{w}]) = e^{(h-1)t} \cdot \lambda(a_{i}q) \cdot \left| \mathbf{m}_{x(a,t)} \right| (u_{1} \wedge \cdots \wedge u_{h-1} \wedge [a_{i} \bar{w}]). \]

Directly from the definition of the volume form \( \mu_{a_{j}q} \) we see that

\[ \left| \mu_{a_{j}q} \right| (u_{1} \wedge \cdots \wedge u_{h-1} \wedge d\pi_{a_i} [\bar{w}]) = \left| \mu_{a_{j}q} \right| (u_{1} \wedge \cdots \wedge u_{h-1}). \]

Notice that \( d\text{Area}_{a_{j}}([e^{t}\Re(\omega)]) = 1 \). It follows from the definition of the volume form \( \mu_{a_{j}q} \) that

\[ \left| \mu_{a_{j}q} \right| (u_{1} \wedge \cdots \wedge u_{h-1}) = \left| \mu_{a_{j}q} \right| (u_{1} \wedge \cdots \wedge u_{h-1} \wedge [e^{t}\Re(\omega)]). \]

By (6.7),

\[ \left| \mu_{a_{j}q} \right| (u_{1} \wedge \cdots \wedge u_{h-1} \wedge [e^{t}\Re(\omega)]) = e^{t}. \]

Putting together (6.9), (6.10), (6.11), (6.12), (6.13), (6.14), and (6.15) we see that

\[ \left| \Phi_{X}(\mathbf{m})(q,t) \right| (e_{1} \wedge \cdots \wedge e_{n-1} \wedge \partial t) = \lambda(a_{i}q) \cdot e^{ht} + O_{K}(\ell_{\min}(a_{t}q)^{-(h-1)} \cdot e^{(h-\omega)t}). \]

From (6.1), (6.8), and (6.16) we deduce

\[ \Delta(q,t) = \lambda(q) \cdot \lambda(a_{t}q) \cdot e^{ht} + O_{K}(\lambda(q) \cdot \ell_{\min}(a_{t}q)^{-(h-1)} \cdot e^{(h-\omega)t}). \]

Using Proposition 3.5 to bound \( \lambda(q) \) in the error term finishes the proof.

7. Estimates near the multiple zero locus

Outline of this section. In this section we prove Theorems 3.8, 3.9, and 3.10. These theorems bound the contributions near the multiple zero locus that show up in the proof of Theorem 3.1 and which cannot be controlled using Theorem 3.7. The proofs use results from [EMR19], [ABEM12], and [Ath06].

Thin Teichmüller geodesic segments. We use work of Eskin, Mirzakhani, and Rafi [EMR19] to bound the measure of the set of Teichmüller geodesic segments that spend half of their time outside a large compact subset. We begin with a brief account of the results in [EMR19] that are relevant for our purposes.

Recall \( h := 6g - 6 \). Recall that \( p \colon Q^{1}T_{g} \to Q^{1}M_{g} \) denotes the quotient map, and that, for every \( \epsilon > 0 \),

\[ K_{\epsilon} := \{ q \in Q^{1}M_{g} \mid \ell_{\min}(q) \geq \epsilon \}. \]

Recall that \( B_{R}(X) \subseteq T_{g} \) denotes the ball of radius \( R > 0 \) centered at \( X \in T_{g} \) with respect to the Teichmüller metric. Let \( X, Y \in T_{g}, r > 0, \) and \( \epsilon > 0 \). For every \( R > 0 \) denote by \( N_{R}(X,Y,r,\epsilon) \) the number of mapping classes \( g \in \text{Mod}_{g} \) such that \( g.Y \in B_{R}(X) \) and such that there exist a Teichmüller geodesic segment joining \( X \) to \( Z \in B_{R}(X) \) which spends more than half of the time outside \( p^{-1}(K_{\epsilon}) \). Notice that \( N_{R}(X,Y,r,\epsilon) \) is independent of the markings of \( X, Y \in T_{g} \). The following theorem is a direct consequence of [EMR19] Theorem 1.7 and Lemma 3.9.

**Theorem 7.1.** There exist constants \( \underline{\epsilon} \equiv \underline{\epsilon}(g) > 0 \) and \( \overline{\epsilon} \equiv \overline{\epsilon}(g) > 0 \) such that for every compact subset \( K \subseteq T_{g}, \) every \( X, Y \in K, \) every \( 0 < r < \underline{\epsilon}, \) every \( 0 < \epsilon < \overline{\epsilon}, \) and every \( R > 0, \)

\[ N_{R}(X,Y,r,\epsilon) \leq K \cdot e^{(h-\omega)R}, \]

where \( \underline{\epsilon} = \underline{\epsilon}(g) > 0 \) is a constant depending only on \( g. \)
Let $\mathcal{K} \subseteq T_g$ be a compact subset, $X \in \mathcal{K}$, $R > 0$, and $\epsilon > 0$. Recall that $B_R(X, \mathcal{K}, K_s) \subseteq T_g$ denotes the set of all $Y \in B_R(X) \cap \text{Mod}_g$ such that the Teichmüller geodesic segment joining $X$ to $Y$ spends more than half of the time outside $p^{-1}(K_s)$. Given $A \subseteq T_g$ and $r > 0$, $\text{Nbd}_{A}(r) \subseteq T_g$ will denote the set of points in $T_g$ at Teichmüller distance at most $r$ from $A$. Recall that $\mathbf{m} := \pi_* \mu$ denotes the pushforward to $T_g$ of the Masur-Veech measure $\mu$ on $Q^1 T_g$ under the projection $\pi : Q^1 T_g \to T_g$ and that $\hat{\mathbf{m}}$ denotes the local pushforward of $\mathbf{m}$ to $M_g$. The following result is a stronger version of Theorem 3.8 that will be used in the proof of Theorem 3.9.

**Theorem 7.2.** There exist constants $\rho_1 = \rho_1(g) > 0$ and $\rho_2 = \rho_2(g) > 0$ such that for every compact subset $\mathcal{K} \subseteq T_g$, every $X, Y \in \mathcal{K}$, every $0 < r < \rho_1$, every $0 < \epsilon < \rho_2$, and every $R > 0$,

$$
\mathbf{m}(\text{Nbd}_{r}(B_R(X, \mathcal{K}, K_s))) \lesssim_{\mathcal{K}} e^{(h-\epsilon)R},
$$

where $\rho_1 = \rho_1(g) > 0$ is a constant depending only on $g$.

**Proof.** Let $\rho_1 = \rho_1(g) > 0$ and $\rho_2 = \rho_2(g) > 0$ be as in Theorem 7.1. Fix $\mathcal{K} \subseteq T_g$ compact, $X, Y \in \mathcal{K}$, $0 < r < \rho_1$ and $0 < \epsilon < \rho_2$. Directly from the definitions we see that, for every $Y \in M_g$,

$$
\sum_{\mathbf{g} \in \text{Mod}_g} \mathbb{I}_{\text{Nbd}_{r}(B_R(X, \mathcal{K}, K_s))}(\mathbf{g} \cdot Y) \leq N_{R+r}(Y, r, \epsilon).
$$

Integrating this inequality over $\pi(\text{Nbd}_{r}(\mathcal{K})) \subseteq M_g$ with respect to $d\hat{\mathbf{m}}(Y)$ we get

$$
(\text{7.1}) \quad \int_{\pi(\text{Nbd}_{r}(\mathcal{K}))} \sum_{\mathbf{g} \in \text{Mod}_g} \mathbb{I}_{\text{Nbd}_{r}(B_R(X, \mathcal{K}, K_s))}(\mathbf{g} \cdot Y) d\hat{\mathbf{m}}(Y) \leq \int_{\pi(\text{Nbd}_{r}(\mathcal{K}))} N_{R+r}(X, Y, r, \epsilon) d\hat{\mathbf{m}}(Y).
$$

An unfolding argument shows that

$$
(\text{7.2}) \quad \int_{\pi(\text{Nbd}_{r}(\mathcal{K}))} \sum_{\mathbf{g} \in \text{Mod}_g} \mathbb{I}_{\text{Nbd}_{r}(B_R(X, \mathcal{K}, K_s))}(\mathbf{g} \cdot Y) d\hat{\mathbf{m}}(Y) = \int_{T_g} \mathbb{I}_{\text{Nbd}_{r}(B_R(X, \mathcal{K}, K_s))}(Y) d\mathbf{m}(Y) = \mathbf{m}(\text{Nbd}_{r}(B_R(X, \mathcal{K}, K_s))).
$$

Putting together (7.1) and (7.2) we deduce

$$
(\text{7.3}) \quad \mathbf{m}(\text{Nbd}_{r}(B_R(X, \mathcal{K}, K_s))) \leq \int_{\pi(\text{Nbd}_{r}(\mathcal{K}))} N_{R+r}(X, Y, r, \epsilon) d\hat{\mathbf{m}}(Y).
$$

Theorem 7.1 ensures that, for every $Y \in \text{Nbd}_{r}(\mathcal{K})$,

$$
N_{R+r}(X, Y, r, \epsilon) \lesssim_{\mathcal{K}} e^{(h-\epsilon)(R+r)} \lesssim_{\mathcal{K}} e^{(h-\epsilon)R}.
$$

Integrating this inequality over $\pi(\text{Nbd}_{r}(\mathcal{K})) \subseteq M_g$ with respect to $d\hat{\mathbf{m}}(Y)$ we deduce

$$
(\text{7.4}) \quad \int_{\pi(\text{Nbd}_{r}(\mathcal{K}))} N_{R+r}(X, Y, r, \epsilon) d\hat{\mathbf{m}}(Y) \lesssim_{\mathcal{K}} \hat{\mathbf{m}}(\pi(\text{Nbd}_{r}(\mathcal{K}))) . e^{(h-\epsilon)R} \lesssim_{\mathcal{K}} e^{(h-\epsilon)R}.
$$

Putting together (7.3) and (7.4) we conclude

$$
\mathbf{m}(\text{Nbd}_{r}(B_R(X, \mathcal{K}, K_s))) \lesssim_{\mathcal{K}} e^{(h-\epsilon)R}.
$$

**The Euclidean metric.** The proof of Theorem 3.9 will use a couple of metrics on $Q^1 T_g$ that interact nicely with period coordinates and the Teichmüller geodesic flow. We now introduce the first of these metrics. Period coordinates give rise to a local Lipschitz class of metrics on $Q^1 T_g$. This class contains $\text{Mod}_g$-invariant metrics induced by $\text{Mod}_g$-invariant families of norms on the fibers of the tangent bundle of $Q^1 T_g$. Explicit constructions of these metrics can be found in [ABEM12 §3.5] and [Fra17 Definition 3.2]. For the rest of this paper we fix one such metric, denote it by $d_E$, and refer to it as the Euclidean metric of $Q^1 T_g$. We denote by $\| \cdot \|_E$ the corresponding norms on the fibers of the tangent bundle of $Q^1 T_g$. On $C^{6g-6}$ consider the standard Euclidean norm $\| \cdot \|$. The Euclidean metric satisfies the following fundamental property.

**Lemma 7.3.** Let $\mathcal{K} \subseteq T_g$ be a compact subset. Consider a period coordinate chart $\Phi : U \to C^{6g-6}$ defined on an open subset $U \subseteq Q^1 T_g(1)$. Then, for any $q \in U \cap \pi^{-1}(\mathcal{K})$ and any $v \in T_q Q^1 T_g$,

$$
\|v\|_E \approx_{\Phi, \mathcal{K}} \|d\Phi_q v\|.
$$

Recall that $d_T$ denotes the Teichmüller metric on $T_g$. The following result, which corresponds to [ABEM12 Lemma 3.9], can be proved using a compactness argument. See [Fra17 Theorem 1.2] for a related estimate.
Lemma 7.4. Let $\mathcal{K} \subseteq T_g$ be a compact subset. There exists a continuous function $f_1 : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ with $f_1(r) \to 0$ as $r \to 0$ such that for any pair $q_1, q_2 \in \pi^{-1}(\mathcal{K})$,

$$d_T(\pi(q_1), \pi(q_2)) \leq f_1(d_E(q_1, q_2)).$$

Moreover, there exists a continuous function $f_2 : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ with $f_2(r) \to 0$ as $r \to 0$ such that for any pair $q_1, q_2 \in \pi^{-1}(\mathcal{K})$ on the same leaf of $\mathcal{F}^u$ or $\mathcal{F}^s$,

$$d_E(q_1, q_2) \leq f_2(d_T(\pi(q_1), \pi(q_2))).$$

Directly from Lemma 7.4 we deduce the following corollary.

Corollary 7.5. Let $\mathcal{K} \subseteq T_g$ compact. There exists a constant $\delta_0 = \delta_0(\mathcal{K}) > 0$ such that if $q_1, q_2 \in Q^1 T_g$ satisfy $q_1 \in \pi^{-1}(\mathcal{K})$ and $d_E(q_1, q_2) \leq \delta_0$ then $d_T(\pi(q_1), \pi(q_2)) \leq 1$. In particular, $q_2 \in \pi^{-1}(\text{Nbhd}_1(\mathcal{K}))$.

The modified Hodge metric. The Hodge norm is a convenient norm to consider on the fibers of the tangent bundle of $Q^1 T_g$ due to how nicely it behaves with respect to the Teichmüller geodesic flow; see Theorem 6.1, for instance. Issues arise when trying to use the Hodge norm to define a metric on all of $Q^1 T_g$. Indeed, the Hodge norm in some directions tangent to the multiple zero locus might vanish.

In [ABEM12, §3.3.2], a modification of the Hodge norm is introduced to circumvent these issues. The modified Hodge norm can be used to define a $\text{Mod}_g$-invariant metric along the leaves of the strongly stable and stongly unstable foliations $\mathcal{F}^{ss}$ and $\mathcal{F}^{uu}$ of $Q^1 T_g$. We denote this metric by $d_H$ and refer to it as the modified Hodge metric. For the rest of this paper, we denote by $\epsilon_m > 0$ the Margulis constant of the hyperbolic plane. The construction of the modified Hodge norm, and so the definition of the modified Hodge metric, depends on the choice of a parameter $0 < \epsilon_{sb} < \epsilon_m$ used to define short bases.

The following important theorem, corresponding to [ABEM12, Theorem 3.10], shows that the modified Hodge metric is comparable to the Euclidean metric. In particular, by Lemma 7.4, the modified Hodge metric is absolutely continuous with respect to the Teichmüller metric.

Theorem 7.6. Let $\mathcal{K} \subseteq T_g$ compact. For every pair $q_1, q_2 \in \pi^{-1}(\mathcal{K})$ on the same leaf of $\mathcal{F}^{uu}$ or $\mathcal{F}^{ss}$,

$$d_E(q_1, q_2) \leq \epsilon \cdot d_H(q_1, q_2).$$

Moreover, if $q_1, q_2 \in \pi^{-1}(\mathcal{K})$ are on the same leaf of $\mathcal{F}^{uu}$ or $\mathcal{F}^{ss}$ and satisfy $d_E(q_1, q_2) < 1$, then

$$d_H(q_1, q_2) \leq \epsilon \cdot d_E(q_1, q_2) \cdot \left| \log d_E(q_1, q_2) \right|^{1/2}.$$

Directly from Lemma 7.4 and Theorem 7.6 we deduce the following corollary.

Corollary 7.7. Let $\mathcal{K} \subseteq T_g$ be a compact subset. There exists a constant $\delta_0 = \delta_0(\mathcal{K}) > 0$ such that if $q_1, q_2 \in Q^1 T_g$ are on the same leaf of $\mathcal{F}^{uu}$ or $\mathcal{F}^{ss}$ and satisfy $q_1 \in \pi^{-1}(\mathcal{K})$ and $d_H(q_1, q_2) \leq \delta_0$ then $d_T(\pi(q_1), \pi(q_2)) \leq 1$. In particular, $q_2 \in \pi^{-1}(\text{Nbhd}_1(\mathcal{K}))$.

The modified Hodge metric behaves nicely with respect to the Teichmüller geodesic flow. Recall that, for every $\epsilon > 0$ and every $t > 0$,

$$K_\epsilon(t) := \{ q \in Q^1 \mathcal{M}_g : \| s \in [0, t] \mid a_s q \in K_\epsilon \} \geq (1/2)t \}.$$

The following theorem corresponds to [ABEM12, Theorem 3.15].

Theorem 7.8. Let $0 < \epsilon_{sb} < \epsilon_m$ be the parameter used to define short bases. There exists a constant $C_0 = C_0(g, \epsilon_{sb}) > 0$ such that for every $q_1, q_2 \in Q^1 T_g$ on the same leaf of $\mathcal{F}^{ss}$ and every $t \geq 0$,

$$d_H(a_{tq_1}, a_{tq_2}) \leq C_0 \cdot d_H(q_1, q_2).$$

Let $\epsilon > 2\epsilon_{sb}$. Consider $q_1, q_2 \in Q^1 T_g$ on the same leaf of $\mathcal{F}^{ss}$ with $d_H(q_1, q_2) < 1$. Suppose that $t > 0$ is such that $q \in p^{-1}(K_\epsilon(t))$. Then, for every $0 < s < t$,

$$d_H(a_{sq_1}, a_{sq_2}) \leq C_0 \cdot e^{-\epsilon s} \cdot d_H(q_1, q_2),$$

where $C_0 = C_0(g, \epsilon) > 0$ and $\alpha_0 = \alpha_0(g, \epsilon) > 0$ are constants depending only on $g$ and $\epsilon$.

For every $\epsilon > 0$ and every $t > 0$ denote

$$K_\epsilon(-t) := \{ q \in Q^1 \mathcal{M}_g : \| s \in [-t, 0] \mid a_s q \in K_\epsilon \} \geq (1/2)t \}.$$

For future reference we also state the following version of Theorem 7.8 for strongly unstable leaves.
This proves the claim. In particular, bounding the measure of sectors in Teichmüller space.

Lemma 7.11.

Proof. Let \( a \in \mathbb{R} \) and \( \epsilon > 0 \) be as in Theorem 7.9. Fix \( K \subseteq T_g \) compact, \( X \in K \), \( V \subseteq S(X) \) measurable, \( 2 \epsilon < \epsilon' < \epsilon' \), and \( t > 0 \). Denote \( W := a t \cap \pi^{-1}(K) \). Then,

\[
m(\text{Nbhd}_2(\pi(W))) \leq K \cdot \mathcal{P}(\mathcal{R}(\mathbb{W}(1))).
\]

The following lemma will also be used in the proof Theorem 7.10.

Lemma 7.12. Let \( 0 < \epsilon_{ab} < \epsilon_m \) be the parameter used in the definition of short bases and \( \epsilon = \epsilon(g) > 0 \) be as in Theorem 7.4. Assume \( 2 \epsilon_{ab} < \epsilon' \). Let \( K \subseteq T_g \) compact, \( X \in K \), \( V \subseteq S(X) \) measurable, \( 2 \epsilon_{ab} < \epsilon < \epsilon' \), and \( t > 0 \). Denote \( W := a t \cap \pi^{-1}(K) \). Then,

\[
m(\text{Nbhd}_2(\pi(W))) \leq K \cdot \mathcal{P}(\mathcal{R}(\mathbb{W}(1))).
\]

Proof. Fix \( 2 \epsilon_{ab} < \epsilon < \epsilon' \). Let \( \epsilon = \epsilon(g, \epsilon) > 0 \) and \( \epsilon = \epsilon(g, \epsilon) > 0 \) be as in Theorem 7.9. Fix \( K \subseteq T_g \) compact, \( X \in K \), \( V \subseteq S(X) \) measurable, and \( t > 0 \). Denote \( W := a t \cap \pi^{-1}(K) \). Lemma 7.11 ensures

\[
(7.5)
\]

We claim \( W(1) \subseteq a t \cap \mathbb{W} \). Let \( a q_1 \in W(1) \) be arbitrary. By the definition of \( W(1) \), there exists \( q_2 \in V \cap \pi^{-1}(K) \) in the same leaf of \( \mathcal{F}^{uu} \) as \( q_1 \) such that \( d_H(a q_1, q_2) < 1 \). It follows from Theorem 7.9 that

\[
d_H(q_1, q_2) = d_H(a^{-1} a q_1, a^{-1} a q_2) \leq C_{\mathbb{W}} \cdot e^{-\mathbb{W}} \cdot d_H(a q_1, a q_2) < C_{\mathbb{W}} \cdot e^{-\mathbb{W}}.
\]

This proves the claim. In particular,

\[
(7.6)
\]

By the scaling property of the Thurston measure,

\[
(7.7)
\]
Putting together (7.5), (7.6), and (7.7) we conclude
\[
\mathfrak{m}(\text{Nbhd}_2(\pi(W))) \lesssim \kappa \mathfrak{m}(\mathcal{H}(\mathcal{C}_W)) : e^{ht}. \quad \square
\]

We are now ready to prove Theorem 7.10.

**Proof of Theorem 7.10** Let \( \epsilon = \epsilon(g) > 0 \) be as in Theorem 7.2. Consider \( \delta = \delta(g) := \min\{\epsilon/2, 1\} > 0 \). Fix \( 0 < r < r^* \). Let \( 0 < \epsilon_m < \epsilon \) be the parameter used in the definition of short bases and \( \epsilon = \epsilon(g) \) be as in Theorem 7.2. Assume \( \epsilon < g < \mathcal{R}(g) < \epsilon \). Let \( \epsilon = \epsilon(g, \mathcal{R}(g), \mathcal{E}) > 0 \) and \( \epsilon = \epsilon(g, \mathcal{E}) > 0 \) be as in Theorem 7.9. Fix \( \mathcal{K} \subseteq \mathcal{T}_g \) compact. Let \( \delta = \delta(K) \) be as in Corollary 7.7. Fix \( X \in \mathcal{K}, V \subseteq S(X) \) measurable, and \( R > 0 \). Consider the following decomposition
\[
\text{Nbhd}_2(B_R(X) \cap \text{sect}_V(X) \cap \text{Mod}_g \cdot K) = \text{Nbhd}_2(B_R(X) \cap \text{sect}_V(X) \cap \text{Mod}_g \cdot K) \setminus \text{Nbhd}_2(B_R(X, K, \mathcal{K}))
\]
\[
\cup \text{Nbhd}_2(B_R(X, K, \mathcal{K})).
\]

As \( 0 < r < r^* \), Theorem 7.2 ensures
\[
\mathfrak{m}(\text{Nbhd}_2(B_R(X, \mathcal{K}, \mathcal{K}))) \lesssim \kappa e^{(h - \kappa) R}.
\]
Notice that
\[
\text{Nbhd}_2(B_R(X) \cap \text{sect}_V(X) \cap \text{Mod}_g \cdot K) \setminus \text{Nbhd}_2(B_R(X, K, \mathcal{K}))
\]
\[
\subseteq \bigcup_{n=0}^{[R/r]} \text{Nbhd}_2(\pi(a_{nr}(V \cap K_\varepsilon(nr)) \cap \text{Mod}_g \cdot \pi^{-1}(\text{Nbhd}_r(K)))).
\]

See Figure 2. We decompose this union into three regimes. Let \( h^\dagger := (h - 1)/h \). Consider the integers
\[
n_1 = n_1(K, r) := \max \left\{ \left\lfloor -\frac{1}{\mathcal{R}} \log \left(\frac{\mathcal{R}}{\epsilon} \right) \right\rfloor, 0 \right\}, \quad n_2 = n_2(g, r, R) := \left\lceil \frac{h^\dagger R}{r} \right\rceil,
\]
so that \( C e^{-(h^\dagger - 1)R} \leq \mathfrak{m} \) for every \( n \geq n_1 \) and \( nr \geq h^\dagger R \) for every \( n \geq n_2 \). Write
\[
\bigcup_{n=0}^{[R/r]} \text{Nbhd}_2(\pi(a_{nr}(V \cap K_\varepsilon(nr)) \cap \text{Mod}_g \cdot \pi^{-1}(\text{Nbhd}_r(K))))
\]
\[
\subseteq \bigcup_{n=0}^{n_1} \text{Nbhd}_2(\pi(a_{nr}(V \cap K_\varepsilon(nr)) \cap \text{Mod}_g \cdot \pi^{-1}(\text{Nbhd}_r(K))))
\]
\[
\bigcup_{n=n_1}^{n_2} \text{Nbhd}_2(\pi(a_{nr}(V \cap K_\varepsilon(nr)) \cap \text{Mod}_g \cdot \pi^{-1}(\text{Nbhd}_r(K))))
\]
\[
\bigcup_{n=n_2}^{[R/r]} \text{Nbhd}_2(\pi(a_{nr}(V \cap K_\varepsilon(nr)) \cap \text{Mod}_g \cdot \pi^{-1}(\text{Nbhd}_r(K))))
\]

We bound the measure of each term in this decomposition separately. To control the first term notice that
\[
\bigcup_{n=0}^{n_1} \text{Nbhd}_2(\pi(a_{nr}(V \cap K_\varepsilon(nr)) \cap \text{Mod}_g \cdot \pi^{-1}(\text{Nbhd}_r(K)))) \subseteq \text{Nbhd}_{(n_1+2)r}(K).
\]

In particular, using the definition of \( n_1 \) and the fact that \( 0 < r < 1 \) we deduce
\[
\mathfrak{m} \left( \bigcup_{n=0}^{n_1} \text{Nbhd}_2(\pi(a_{nr}(V \cap K_\varepsilon(nr)) \cap \text{Mod}_g \cdot \pi^{-1}(\text{Nbhd}_r(K)))) \right) \leq \mathfrak{m} \left( \text{Nbhd}_{(n_1+2)r}(K) \right) \lesssim 1.
\]
To control the second term of the decomposition in (7.11) we write

\[(7.13) \quad m \left( \bigcup_{n=1}^{n_2} \text{Nbd}_{2r}(\pi(a_{nr}(V \cap K_\epsilon(nr)) \cap \text{Mod}_g \cdot \pi^{-1}(\text{Nbd}_{r}(K))) \right) \leq \sum_{n=1}^{n_2} m \left( \text{Nbd}_{2r}(\pi(a_{nr}(V \cap K_\epsilon(nr)) \cap \text{Mod}_g \cdot \pi^{-1}(\text{Nbd}_{r}(K))) \right).\]

As $0 < r < 1$, Lemma 7.12 ensures

\[(7.14) \quad \sum_{n=1}^{n_2} m \left( \text{Nbd}_{2r}(\pi(a_{nr}(V \cap K_\epsilon(nr)) \cap \text{Mod}_g \cdot \pi^{-1}(\text{Nbd}_{r}(K))) \right) \leq \kappa \sum_{n=1}^{n_2} \mathcal{P}(\mathcal{R}(G_{\mathbb{F}_r}^{n'})) \cdot e^{hnr}.\]

Using Lemma 7.7 and the definition of $n_1$ we bound

\[(7.15) \quad \sum_{n=1}^{n_2} \mathcal{P}(\mathcal{R}(G_{\mathbb{F}_r}^{n'})) \cdot e^{hnr} \leq \mathcal{P}(\mathcal{R}(\pi^{-1}(\text{Nbd}_{1}(K)))) \cdot \sum_{n=1}^{n_2} e^{hnr} \leq \kappa e^{(h-1)R}.\]

Putting together (7.13), (7.14), and (7.15) we deduce

\[(7.16) \quad m \left( \bigcup_{n=1}^{n_2} \text{Nbd}_{2r}(\pi(a_{nr}(V \cap K_\epsilon(nr)) \cap \text{Mod}_g \cdot \pi^{-1}(\text{Nbd}_{r}(K))) \right) \leq \kappa e^{(h-1)R}.\]

To control the third term of the decomposition in (7.11) we write

\[(7.17) \quad m \left( \bigcup_{n=1}^{[R/r]} \text{Nbd}_{2r}(\pi(a_{nr}(V \cap K_\epsilon(nr)) \cap \text{Mod}_g \cdot \pi^{-1}(\text{Nbd}_{r}(K))) \right) \leq \sum_{n=1}^{[R/r]} m \left( \text{Nbd}_{2r}(\pi(a_{nr}(V \cap K_\epsilon(nr)) \cap \text{Mod}_g \cdot \pi^{-1}(\text{Nbd}_{r}(K))) \right).\]

As $0 < r < 1$, Lemma 7.12 ensures

\[(7.18) \quad \sum_{n=1}^{[R/r]} m \left( \text{Nbd}_{2r}(\pi(a_{nr}(V \cap K_\epsilon(nr)) \cap \text{Mod}_g \cdot \pi^{-1}(\text{Nbd}_{r}(K))) \right) \leq \kappa \sum_{n=1}^{[R/r]} \mathcal{P}(\mathcal{R}(G_{\mathbb{F}_r}^{n'})) \cdot e^{hnr}.\]

Using the definition of $n_2$ we bound

\[(7.19) \quad \sum_{n=1}^{[R/r]} \mathcal{P}(\mathcal{R}(G_{\mathbb{F}_r}^{n'})) \cdot e^{hnr} \leq \mathcal{P}(\mathcal{R}(G_{\mathbb{F}_r}^{n'})) \cdot \sum_{n=1}^{[R/r]} e^{hnr} \leq \kappa \mathcal{P}(\mathcal{R}(G_{\mathbb{F}_r}^{n'})) \cdot e^{hR}.\]

Putting together (7.17), (7.18), and (7.19) we deduce

\[(7.20) \quad m \left( \bigcup_{n=1}^{[R/r]} \text{Nbd}_{2r}(\pi(a_{nr}(V \cap K_\epsilon(nr)) \cap \text{Mod}_g \cdot \pi^{-1}(\text{Nbd}_{r}(K))) \right) \leq \kappa \mathcal{P}(\mathcal{R}(G_{\mathbb{F}_r}^{n'})) \cdot e^{hR}.\]

Let $N_{\mathbb{F}_r} = N_{\mathbb{F}_r}(g) := C_\mathbb{F}_r > 0$ and $\kappa_{\mathbb{F}_r} = \kappa_{\mathbb{F}_r}(g) := \min\{C_\mathbb{F}_r, 1, e^{hR} \} > 0$. Putting together (7.8), (7.9), (7.10), (7.11), (7.12), (7.16), and (7.20) we conclude

\[m(\text{Nbd}_{r}(B_{R}(X) \cap \text{Sect}_{V}(X) \cap \text{Mod}_g \cdot K)) \leq \kappa \mathcal{P}(\mathcal{R}(N_{\mathbb{F}_r}^{-1})) \cdot e^{hR} + e^{h-nR}. \quad \square \]
The function $\ell_{\min}(q)$ and the Euclidean metric. As an important step towards proving Theorem 3.9, we study how the function $\ell_{\min}(q)$ varies along short paths of $Q^1\mathcal{T}_g(1)$ with respect to the Euclidean metric. Given a piecewise smooth path $\rho: [0, 1] \to Q^1\mathcal{T}_g$, denote by $\ell_E(\rho) = \int_0^1 \|\rho'(t)\|_E \, dt$ its length with respect to the Euclidean metric.

**Proposition 7.13.** Let $\mathcal{K} \subseteq \mathcal{T}_g$ be a compact subset. There exist constants $\delta_5 = \delta_5(\mathcal{K}) > 0$ and $C_6 = C_6(\mathcal{K}) > 0$ such that for every piecewise smooth path $\rho: [0, 1] \to Q^1\mathcal{T}_g(1)$ with $\ell_E(\rho) < \delta_5$ and $\rho(0) \in \pi^{-1}(\mathcal{K})$,

$$\ell_{\min}(\rho(1)) \leq \ell_{\min}(\rho(0)) + C_6 \cdot \ell_E(\rho).$$

**Proof.** Fix $\mathcal{K} \subseteq \mathcal{T}_g$ compact. By Lemma 5.6, the Delaunay triangulations of marked quadratic differentials in $\pi^{-1}(\text{Nhbd}_1(\mathcal{K})) \cap Q^1\mathcal{T}_g(1)$ induce finitely many marked triangulations on $S_g$. Each one of these triangulations gives rise to finitely many period coordinate charts $\Phi: U \to C^{6g-6}$ defined on open subsets $U \subseteq Q^1\mathcal{T}_g(1)$, one per homologically independent set of edges of the triangulation on the corresponding canonical double cover. By Lemma 7.3 for any such period coordinate chart, any $q \in U \cap \pi^{-1}(\text{Nhbd}_1(\mathcal{K}))$, and any $v \in T_q Q^1\mathcal{T}_g$,

$$\|v\|_E \asymp_K \|d\Phi_q v\|.$$ (7.21)

Let $\delta_5 = \delta_5(\mathcal{K}) > 0$ be as in Corollary 7.5. Consider a piecewise smooth path $\rho: [0, 1] \to Q^1\mathcal{T}_g(1)$ with $\ell_E(\rho) < \delta_5$ and $\rho(0) \in \pi^{-1}(\mathcal{K})$. By Corollary 7.5, $\rho([0, 1]) \subseteq \pi^{-1}(\text{Nhbd}_1(\mathcal{K}))$. Let $t_0 \in [0, 1]$ be arbitrary. There exists a relatively open interval $I \subseteq [0, 1]$ containing $t_0$ and a finite collection $\gamma_1, \ldots, \gamma_n$ of saddle connections of $\rho(t_0)$ such that $\ell_{\min}(\rho(t)) = \min_{i=1, \ldots, n} \ell_{\gamma_i}(\rho(t))$ for every $t \in I$ and $\ell_{\gamma_i}(\rho(t)) \leq \sqrt{2} \cdot \ell_{\min}(\rho(t_0))$ for every $i \in \{1, \ldots, n\}$ and every $t \in I$. In particular, by Lemma 5.5 the saddle connections $\gamma_1, \ldots, \gamma_n$ are edges of every Delaunay triangulation of $\rho(t)$ for every $t \in I$.

Fix $i \in \{1, \ldots, n\}$. Consider the canonical double cover induced by $\rho(t_0)$ on its underlying Riemann surface and denote by $H^1_{\text{odd}}(\bar{X}, \bar{\Sigma}; \mathbf{Z})$ the odd part of the corresponding homology group. Using $\gamma_i$ and the Delaunay triangulation of $\rho(t_0)$ to choose an appropriate basis of $H^1_{\text{odd}}(\bar{X}, \bar{\Sigma}; \mathbf{Z})$, one obtains a period coordinate chart $\Phi: U \to C^{6g-6}$ among the finitely many described above such that

$$\left.\frac{d}{dt}\right|_{t=t_0} \ell_{\gamma_i}(\rho(t)) \leq \|d\Phi_{\rho(t_0)}\rho'(t_0)\|.$$ (7.21)

By (7.21),

$$\|d\Phi_{\rho(t_0)}\rho'(t_0)\| \lesssim_K \|\rho'(t_0)\|_E.$$ (7.21)

A direct application of the fundamental theorem of calculus finishes the proof. \qed

Recall that, for every $\epsilon > 0$, $K_\epsilon(1)$ denote the intersection of $K_\epsilon \subseteq Q^1\mathcal{M}_g$ with the principal stratum $Q^1\mathcal{M}_g(1)$. Directly from Proposition 7.13, Theorem 7.6, and Corollary 7.7 we deduce the following result.

**Corollary 7.14.** Let $\mathcal{K} \subseteq \mathcal{T}_g$ be a compact subset. There exist constants $\delta_5 := \delta_5(\mathcal{K}) > 0$ and $C_6 := C_6(\mathcal{K}) > 0$ such that for every $X \in \mathcal{K}$, every $\epsilon > 0$, and every $0 < \delta < \epsilon$ if $V := S(X) \setminus \pi^{-1}(K_\epsilon(1))$, then

$$V(\delta) \subseteq \pi^{-1}(B_1(X)) \setminus \pi^{-1}(K_{\epsilon+\delta}(1)).$$
Bounding the measure of thin sectors. The final ingredient needed to prove Theorem 3.9 is the following bound, which follows by the same arguments introduced in the proof of Proposition 3.6.

**Proposition 7.15.** Let \( \mathcal{K} \subseteq \mathcal{T}_g \) be a compact subset. Then, for every \( \delta > 0 \),

\[
\nu \left( R(\pi^{-1}(\mathcal{K}) \setminus p^{-1}(K_\delta(1))) \right) \lesssim_{\mathcal{K}} \delta.
\]

Theorem 7.10, Corollary 7.14, and Proposition 7.15 yield the following strong version of Theorem 3.9.

**Theorem 7.16.** There exists a constant \( \kappa = \kappa(g) > 0 \) such that for every compact subset \( \mathcal{K} \subseteq \mathcal{T}_g \), every \( X \in \mathcal{K} \), every \( \delta > 0 \), every \( 0 < r < \delta \), and every \( R > 0 \), if \( V := p^{-1}(K_\delta(1)) \cap S(X) \), then

\[
\mathbf{m}(\text{Nbd}_r(B_R(X) \cap \text{Sect}_V(X) \cap \text{Mod}_g \cdot \mathcal{K})) \lesssim_{\mathcal{K}} \delta \cdot e^{hR} + e^{(h-1)R},
\]

where \( \kappa(g) > 0 \) is a constant depending only on \( g \).

**Large deviations of the Teichmüller geodesic flow.** We finish this section by proving Theorem 3.10. Consider the function \( u : Q^1 \mathcal{M}_g(1) \to \mathbb{R}_{>0} \) given by \( u(q) := \max\{1, \ell_{\min}(q)^{-1}\} \). For every \( q \in Q^1 \mathcal{M}_g(1) \) and every \( \epsilon > 0 \), denote

\[
J_{q,\epsilon}(t) := \{ \theta \in [0, 2\pi) \mid \rho u(q) \in Q^1 \mathcal{M}_g \setminus K_{\epsilon}(t) \}.
\]

The following theorem, corresponding to [EMM15] Theorem 4.4, is a consequence of [Ahb06] Theorems 2.1, 2.2, and 2.3. The use of the specific function \( u \) in the following statement is justified in [AG13] Lemma 6.2.

**Theorem 7.17.** There exist constants \( \alpha = \alpha(g) > 0 \), \( \beta = \beta(g) > 0 \), and \( \gamma = \gamma(g) > 0 \) such that for any \( 0 < \epsilon < \alpha \) and any \( t > 0 \), if \( q \in Q^1 \mathcal{M}_g(1) \) satisfies \( \log u(q) \leq \beta + \gamma \), then

\[
|J_{q,\epsilon}(t)| \leq e^{-\epsilon g}.\]

Recall that \( \tilde{\mu} \) denotes the Masur-Veech measure on \( Q^1 \mathcal{M}_g \). To prove Theorem 3.10, we will use Theorem 7.17 and the following result due to Eskin and Masur [EMM93] Lemma 5.5.

**Lemma 7.18.** The function \( u : Q^1 \mathcal{M}_g(1) \to \mathbb{R}_{>0} \) belongs to \( L^1(Q^1 \mathcal{M}_g(1), \tilde{\mu}) \).

We are now ready to prove Theorem 3.10.

**Proof of Theorem 3.10.** Let \( \alpha = \alpha(g) > 0 \), \( \beta = \beta(g) > 0 \), and \( \gamma = \gamma(g) > 0 \) be as in Theorem 7.17. Fix \( 0 < \epsilon < \alpha \) and \( t > 0 \). Notice that, for any \( q \in Q^1 \mathcal{M}_g(1) \), the condition \( \log u(q) \leq \beta + \gamma \) in Theorem 7.17 is equivalent to the condition \( u(q) \leq e^{\beta + \gamma} \). Consider the subsets

\[
A := \{ q \in Q^1 \mathcal{M}_g(1) \mid u(q) \leq e^{\beta + \gamma} \},
\]

\[
B := \{ q \in Q^1 \mathcal{M}_g(1) \mid u(q) > e^{\beta + \gamma} \}.
\]

Denote \( K^g_\epsilon(t) := Q^1 \mathcal{M}_g(1) \setminus K_\epsilon(t) \). Using the fact that \( \tilde{\mu} \) is \( SO(2) \)-invariant and Fubini's theorem we write

\[
\tilde{\mu}(K^g_\epsilon(t)) = \int_{Q^1 \mathcal{M}_g} 1_{K^g_\epsilon(t)}(q) \, d\tilde{\mu}(q) = \frac{1}{2\pi} \int_0^{2\pi} \int_{Q^1 \mathcal{M}_g} 1_{K^g_\epsilon(t)}(\rho u(q)) \, d\tilde{\mu}(q) \, d\theta
\]

\[
= \int_{Q^1 \mathcal{M}_g} \frac{1}{2\pi} \int_0^{2\pi} 1_{K^g_\epsilon(t)}(\rho u(q)) \, d\theta \, d\tilde{\mu}(q).
\]

We split this integral into two pieces,

\[
\int_{Q^1 \mathcal{M}_g} \frac{1}{2\pi} \int_0^{2\pi} 1_{K^g_\epsilon(t)}(\rho u(q)) \, d\theta \, d\tilde{\mu}(q)
\]

\[
= \int_A \frac{1}{2\pi} \int_0^{2\pi} 1_{K^g_\epsilon(t)}(\rho u(q)) \, d\theta \, d\tilde{\mu}(q) + \int_B \frac{1}{2\pi} \int_0^{2\pi} 1_{K^g_\epsilon(t)}(\rho u(q)) \, d\theta \, d\tilde{\mu}(q).
\]

Lemma 7.18 ensures \( u \in L^1(Q^1 \mathcal{M}_g(1), \tilde{\mu}) \). In particular, by Markov’s inequality,

\[
\int_B \frac{1}{2\pi} \int_0^{2\pi} 1_{K^g_\epsilon(t)}(\rho u(q)) \, d\theta \, d\tilde{\mu}(q) \leq \mu(B) \leq \|u\|_{L^1(\tilde{\mu})} \cdot e^{-\epsilon g} \lesssim g \cdot e^{-\epsilon g}.
\]

Directly from the definitions we see that

\[
\int_A \frac{1}{2\pi} \int_0^{2\pi} 1_{K^g_\epsilon(t)}(\rho u(q)) \, d\theta \, d\tilde{\mu}(q) = \int_A \frac{1}{2\pi} \int_0^{2\pi} 1_{J_{q,\epsilon}(t)}(\theta) \, d\theta \, d\tilde{\mu}(q).
\]
By Theorem 7.17
\[(7.26) \quad \int_A \frac{1}{2\pi} \int_0^{2\pi} 1_{S_{\tau,\epsilon}(t)}(\theta) \, d\theta \, d\tilde{\mu}(q) = \int_A \frac{1}{2\pi} |J_{\tau,\epsilon}(t)| \, d\tilde{\mu}(q) \leq \int_A \frac{1}{2\pi} e^{-\epsilon \tilde{\mu}} \, d\tilde{\mu}(q) \lesssim \epsilon e^{-\epsilon \tilde{\mu}}.\]

Putting together (7.22), (7.23), (7.24), (7.25), and (7.26) we conclude
\[\tilde{\mu}(Q^1 \mathcal{M}_g(1) \setminus K_{\epsilon}(t)) \lesssim \epsilon e^{-\epsilon \tilde{\mu}}. \quad \Box\]

8. Effective mean equidistribution of sectors in Teichmüller space

Outline of this section. In this section we state and prove effective mean equidistribution theorems for sectors of Teichmüller space. Following Thurston, we interpret $\mathcal{P}\mathcal{M}_g$ as the boundary at infinity of $\mathcal{T}_g$ and consider two cases depending on what type of objects on $\mathcal{P}\mathcal{M}_g$ are used to cut out the sectors. We first prove an effective mean equidistribution theorem for sectors of $\mathcal{T}_g$ cut out by piecewise $C^1$ functions on $\mathcal{P}\mathcal{M}_g$ and then, using an approximation argument, deduce an analogous theorem for sectors cut out by cubes of $\mathcal{P}\mathcal{M}_g$ in Dehn-Thurston coordinates. These results correspond to Theorems 8.1 and 8.6 respectively. The key to proving these theorems is understanding how the smooth structure of $\mathcal{Q}^1 \mathcal{T}_g$ and the piecewise linear structure of $\mathcal{P}\mathcal{U}_g$ interact through the map $[\mathcal{R}] : \mathcal{Q}^1 \mathcal{T}_g \to \mathcal{P}\mathcal{M}_g$.

Piecewise $C^1$ functions on $\mathcal{P}\mathcal{M}_g$. Recall that, although $\mathcal{M}_g$ cannot be endowed with a natural smooth structure, it admits a natural piecewise integral linear structure induced by train track coordinates. As these coordinates conjugate the natural $\mathbb{R}_{>0}$ scaling actions, $\mathcal{P}\mathcal{M}_g$ inherits a natural piecewise projective integral linear structure. It makes sense then to consider the class $\mathcal{PC}^1(\mathcal{P}\mathcal{M}_g)$ of piecewise $C^1$ functions $\psi : \mathcal{P}\mathcal{M}_g \to \mathbb{R}$. This will be the first class of objects we consider to cut out sectors of $\mathcal{T}_g$. We now introduce a norm to quantify their regularity.

Let $\tau$ be a maximal train track on $\mathcal{S}_g$. Recall that $U(\tau) \subseteq \mathcal{M}_g$ denotes the the closed cone of singular measured foliations carried by $\tau$ and that $V(\tau) \subseteq (\mathbb{R}_{>0})^{18g-18}$ denotes the closed cone of non-negative counting measures on the edges of $\tau$ satisfying the switch conditions. Denote by $TU(\tau) \subseteq T\mathcal{M}_g$ the subset of tangent vectors of $U(\tau) \subseteq \mathcal{M}_g$ that point into $U(\tau)$. Pulling back the standard Riemannian Euclidean metric through the identification $U(\tau) = V(\tau)$ yields a fiberwise norm on $TU(\tau)$ which we denote by $\| \cdot \|_\tau$.

Identify the projectivization $PU(\tau) \subseteq \mathcal{P}\mathcal{M}_g$ with the projectivization $PV(\tau) \subseteq \mathbb{P}(\mathbb{R}_{>0})^{18g-18}$ and subsequently identify this projectivization with the affine submanifold $\overline{V}(\tau) \subseteq V(\tau)$ of points in $V(\tau)$ of unit $L^1$-norm. Denote by $TPU(\tau) \subseteq T\mathcal{P}\mathcal{M}_g$ the subset of tangent vectors of $PU(\tau) \subseteq \mathcal{P}\mathcal{M}_g$ that point into $PU(\tau)$. Pulling back the standard Riemannian Euclidean metric through the identification $PU(\tau) = \overline{V}(\tau)$ yields a fiberwise norm on $TPU(\tau)$ which we also denote by $\| \cdot \|_\tau$.

For every $[\eta] \in PU(\tau)$ let $T_{[\eta]} PU(\tau) := \mathcal{T}_{[\eta]} \mathcal{P}\mathcal{M}_g \cap PU(\tau)$. Given a piecewise $C^1$ functions $\psi : \mathcal{P}\mathcal{M}_g \to \mathbb{R}_{>0}$ and $[\eta] \in PU(\tau)$, denote
\[\| d\psi_{[\eta]} \|_\tau := \sup_{v \in T_{[\eta]} PU(\tau)} \frac{|d\psi_{[\eta]}(v)|}{\| v \|_\tau}.\]

Let $\{\tau_i\}_{i=1}^k$ be a finite collection of maximal train tracks on $\mathcal{S}_g$ such that $T\mathcal{M}_g = \bigcup_{i=1}^k TU(\tau_i)$. On $\mathcal{PC}^1(\mathcal{P}\mathcal{M}_g)$ consider the norm
\[\| \psi \|_{\mathcal{PC}^1} := \| \psi \|_\infty + \sup_{i=1, \ldots, k} \sup_{[\eta] \in PU(\tau_i)} \| d\psi_{[\eta]} \|_{\tau_i}.\]

As the transition maps between train track coordinate charts are piecewise linear, this definition specifies a Lipschitz class of norms on $\mathcal{PC}^1(\mathcal{P}\mathcal{M}_g)$.

Effective mean equidistribution of sectors of $\mathcal{T}_g$ cut out by functions in $\mathcal{PC}^1(\mathcal{P}\mathcal{M}_g)$. Before stating the first main theorem of this section we introduce some notation. Recall that $m := \pi_* \mu$ denotes the pushforward to $\mathcal{T}_g$ of the Masur-Veech measure $\mu$ on $\mathcal{Q}^1 \mathcal{T}_g$ under the projection $\pi : \mathcal{Q}^1 \mathcal{T}_g \to \mathcal{T}_g$. Recall that $B_R(X) \subseteq \mathcal{T}_g$ denotes the ball of radius $R > 0$ centered at $X \in \mathcal{T}_g$ with respect to the Teichmüller metric. Recall that $q_X : \mathcal{T}_g \times \mathcal{T}_g \to \mathcal{Q}^1 \mathcal{T}_g$ denotes the map which to every pair $X, Y \in \mathcal{T}_g$ assigns the quadratic differential $q_X(X, Y) \in S(X)$ corresponding to the tangent direction at $X$ of the unique Teichmüller geodesic segment from $X$ to $Y$. Fix $X \in \mathcal{T}_g$ and $V \subseteq S(X)$ measurable. Recall that
\[\text{Sect}_V(X) := \{ Y \in \mathcal{T}_g \mid q_X(X, Y) \in V \}.\]
For every $R > 0$, denote by $m^R_X,\nu$ the restriction of the measure $m$ to the set $B_R(X) \cap \text{Sect}_\nu(X) \subseteq T_g$. Recall that $\Phi_X : S(X) \times R_{>0} \to T_g$ denotes the map $\Phi_X(q,t) := \pi(a,q)$ and that the volume form $m$ on $T_g$ can be described in polar coordinates as
\[
\left| \Phi_X^*(m)(q,t) \right| = \Delta(q,t) \cdot |s_X(q) \land dt|,
\]
where $\Delta : S(X) \cap Q^1 T_g(1) \times R_{>0} \to R_{>0}$ is a positive, smooth function. In terms of this description,
\[
m^R_{X,\nu} = (\Phi_X)_*(\Delta(q,t) \cdot 1_V(q) \cdot 1_{(0,R)}(t) \cdot |s_X(q) \land dt|).
\]
More generally, given an arbitrary non-negative, measurable function $\varphi : Q^1 T_g \to R_{>0}$ and $R > 0$, consider the measure $m^R_{X,\varphi}$ on $T_g$ given by
\[
m^R_{X,\varphi} := (\Phi_X)_*(\Delta(q,t) \cdot \varphi(q) \cdot 1_{(0,R)}(t) \cdot |s_X(q) \land dt|).
\]
Denote by $\hat{m}^R_{X,\varphi}$ the pushforward of $m^R_{X,\varphi}$ to $Q^1 M_g$. The measures $\hat{m}^R_{X,\varphi}$ keep track of how the sector centered at $X$ and cut out by $\varphi$ wraps around $M_g$.

We will be particularly interested in the case $\varphi = \psi \circ [\mathbb{R}]$ for $\psi : \text{PMF}_g \to R_{>0}$ a measurable function in a suitable class and $[\mathbb{R}] : Q^1 T_g \to \text{MF}_g$ the map $[\mathbb{R}](q) := [\mathbb{R}(q)]$. Given $X \in T_g$, $\psi : \text{PMF}_g \to R_{>0}$ measurable, and $R > 0$, denote $m^R_{X,\psi} := m^R_{X,\psi[\mathbb{R}]}$ and $\hat{m}^R_{X,\psi} := \hat{m}^R_{X,\psi[\mathbb{R}]}$.

For the first half of this section we focus our attention on functions $\psi \in \mathcal{PC}^1(\text{PMF}_g)$. Recall that $\pi : T_g \to M_g$ denotes the quotient map and that $\hat{m}$ denotes the local pushforward to $M_g$ of the measure $m$ on $T_g$. Recall that $h := 6g - 6$ and that $\Lambda_g > 0$ denotes the Hubbard-Masur constant introduced in §2. The following result generalizes Theorem 5.1 to sectors of $T_g$ cut out by functions in $\mathcal{PC}^1(\text{PMF}_g)$.

**Theorem 8.1.** Let $\mathcal{K} \subseteq T_g$ be a compact subset, $\phi_1 \in L^\infty(\mathcal{T}_g, m)$ be an essentially bounded function with ess supp$(\phi_1) \subseteq \mathcal{K}$, and $\psi_1 \in \mathcal{PC}^1(\text{PMF}_g)$ non-negative. Then, for every essentially bounded function $\phi_2 \in L^\infty(m, \hat{m})$ with ess supp$(\phi_2) \subseteq \mathcal{P}(\mathcal{K})$ and every $R > 0$,
\[
\int_{\mathcal{T}_g} \phi_1(X) \left( \int_{\mathcal{M}_g} \phi_2(Y) \hat{m}^R_{X,\psi_1}(Y) \right) d\hat{m}(X) = \frac{\Lambda_g}{h} \cdot m(\mathcal{M}_g) \cdot \left( \int_{Q^1 \mathcal{T}_g} \psi_1([\mathbb{R}(q)] \phi_1(\pi(q)) \lambda(q) d\mu(q) \right) \cdot \left( \int_{\mathcal{M}_g} \phi_2(Y) \hat{m}(Y) \right) \cdot e^{hR} + O_K \left( \|\psi_1\|_{\mathcal{PC}^1} \cdot \|\phi_1\|_{\infty} \cdot \|\phi_2\|_{\infty} \cdot e^{(h-\Lambda_g)R} \right),
\]
where $\Lambda_g = \Lambda_{R_{\psi}}(g) > 0$ is a constant depending only on $g$.

**A preliminary effective mean equidistribution theorem for sectors of $T_g$.** To prove Theorem 8.1 we first introduce a preliminary effective mean equidistribution theorem for sectors of $T_g$ cut out by observables $\varphi : Q^1 T_g \to R_{>0}$ in a suitable class and then show that functions in $\mathcal{PC}^1(\text{PMF}_g)$ give rise to observables in such class when precomposed with the map $[\mathbb{R}] : Q^1 T_g \to \text{PMF}_g$.

Recall that $\mathbb{S}^1 \subseteq \mathbb{C}$ denotes the unit circle. Denote by $\mathcal{R}(Q^1 T_g, \mu) \subseteq L^2(Q^1 T_g, \mu)$ the subset of functions $\varphi \in L^2(Q^1 T_g, \mu)$ such that the map $e^{i\theta} \in \mathbb{S}^1 \to \varphi \circ r_\theta \in L^2(Q^1 T_g, \mu)$ is Lipschitz. Denote by $\|\varphi\|_{\text{Lip}(\mu)}$ the minimal Lipschitz constant of such map. On $\mathcal{R}(Q^1 T_g, \mu)$ consider the norm
\[
\|\varphi\|_{\mathcal{R}(\mu)} := \|\varphi\|_{L^2(\mu)} + \|\varphi\|_{\text{Lip}(\mu)}.
\]

The class of local Ratner observables $\mathcal{R}_{\text{loc}}(Q^1 T_g, \mu) \subseteq L^2(Q^1 T_g, \mu)$ is the set of functions $\varphi \in L^2(Q^1 T_g, \mu)$ such that $\varphi \cdot 1_{\mathcal{K}^{-1}(\mathcal{K})} \in \mathcal{R}(Q^1 T_g, \mu)$ for every compact subset $\mathcal{K} \subseteq T_g$.

Carefully following the proof of Theorem 8.1 and making suitable modifications yields the following result.

**Theorem 8.2.** Let $\mathcal{K} \subseteq T_g$ be a compact subset, $\phi_1 \in L^\infty(T_g, m)$ be an essentially bounded function with ess supp$(\phi_1) \subseteq \mathcal{K}$, and $\varphi_1 \in \mathcal{R}_{\text{loc}}(Q^1 T_g, \mu)$ non-negative. Then, for every essentially bounded function
\( \phi_2 \in L^\infty(M_g, \hat{m}) \) with \( \text{ess sup}(\phi_2) \subseteq \mathbb{g}(K) \) and every \( R > 0 \),

\[
\int_{T_g} \phi_1(X) \left( \int_{M_g} \phi_2(Y) \ d\hat{m}_{X,\phi_1}(Y) \right) \ d\hat{m}(X) = \frac{\Lambda_g}{h \cdot \hat{m}(M_g)} \left( \int_{Q^1T_g} \varphi_1(q) \varphi_1(\pi(q)) \lambda(q) \ d\mu(q) \right) \cdot \left( \int_{M_g} \phi_2(Y) \ d\hat{m}(Y) \right) \cdot e^{hR} + O_K \left( \|\varphi_1 \cdot \mathbb{I}_{\pi^{-1}(K)}\|_{\mathbb{R}(\mu)} \cdot \|\phi_1\|_\infty \cdot \|\phi_2\|_\infty \cdot e^{(h - \Theta_0)R} \right),
\]

where \( \Theta_0 = \Theta_0(g) > 0 \) is a constant depending only on \( g \).

Theorem 8.1 will follow directly from Theorem 8.2 once we show that functions in \( \mathcal{PC}^1(\mathcal{PMF}_g) \) give rise to functions in \( \mathcal{R}_{\text{loc}}(Q^1T_g, \mu) \) when precomposed with the map \([\mathbb{R}] : Q^1T_g \rightarrow \mathcal{PMF}_g \). The following proposition addresses this matter.

**Proposition 8.3.** Let \( \psi \in \mathcal{PC}^1(\mathcal{PMF}_g) \). Then, \( \psi \circ [\mathbb{R}] \in \mathcal{R}_{\text{loc}}(Q^1T_g, \mu) \) and, for every \( K \subseteq T_g \) compact,

\[
\| (\psi \circ [\mathbb{R}]) \cdot \mathbb{I}_{\pi^{-1}(K)} \|_{\mathbb{R}(\mu)} \lesssim_K \|\psi\|_{\mathcal{PC}^1}.
\]

To prove Proposition 8.3, we study the image through the map \([\mathbb{R}] : Q^1T_g \rightarrow \mathcal{PMF}_g \) of the SO(2)-orbits of \( Q^1T_g(1) \). The restriction \( \mathbb{R}|_{Q^1T_g(1)} : Q^1T_g(1) \rightarrow \mathcal{MF}_g \) is a piecewise \( C^1 \) map [Mir08, Lemma 4.3]. In particular, for every \( q \in Q^1T_g(1) \), the path \( \theta \in S^1 \mapsto [\mathbb{R}(r\theta q)] \in \mathcal{MF}_g \) is piecewise \( C^1 \). The following proposition bounds the norm of the tangent vectors of paths \( \theta \in S^1 \mapsto [\mathbb{R}(r\theta q)] \in \mathcal{PMF}_g \) with \( q \in Q^1T_g(1) \).

**Proposition 8.4.** Let \( K \subseteq T_g \) be a compact subset and \( \tau \) be a maximal train track on \( S_g \). Suppose that \( q \in \pi^{-1}(K) \cap Q^1T_g(1) \) is such that \( (d/d\theta)|_{\theta=0^+} [\mathbb{R}(r\theta q)] \in TU(\tau) \). Then,

\[
\left\| \left( \frac{d}{d\theta} \right)|_{\theta=0^+} [\mathbb{R}(r\theta q)] \right\|_{\tau, K} \leq 1.
\]

**Proof.** Fix \( K \subseteq T_g \) compact and \( \tau \) a maximal train track on \( S_g \). Let \( q \in \pi^{-1}(K) \cap Q^1T_g(1) \) such that \( (d/d\theta)|_{\theta=0^+} [\mathbb{R}(r\theta q)] \in TU(\tau) \). Consider the finite collection of maximal train tracks \( \{\tau_i\}_{i=1}^n \) on \( S_g \) provided by Lemma 5.7. The explicit construction of these train tracks ensures \( (d/d\theta)|_{\theta=0^+} [\mathbb{R}(r\theta q)] \in TU(\tau_i) \) for some \( i \in \{1, \ldots, n\} \). Moreover, as the counting measures on the edges of \( \tau_i \) correspond to the absolute value of the real part of the holonomy of the edges the corresponding Delaunay triangulation, Lemma 5.9 ensures,

\[
\left\| \left( \frac{d}{d\theta} \right)|_{\theta=0^+} [\mathbb{R}(r\theta q)] \right\|_{\tau_i, K} \leq 1.
\]

As the transition maps between train track coordinate charts are piecewise linear,

\[
\left\| \left( \frac{d}{d\theta} \right)|_{\theta=0^+} [\mathbb{R}(r\theta q)] \right\|_{\tau, K} \leq 1.
\]

Recall that, for every \( q \in Q^1T_g \), \( \text{Ext}_{\pi(q)}(\mathbb{R}q) = 1 \). This condition provides uniform lower and upper bounds depending only on \( K \) on the \( L^1 \)-norm of points \( \mathbb{R}q \in U(\tau) = V(\tau) \) for \( q \in \pi^{-1}(K) \). The map which scales points in \( V(\tau) \) to \( \mathbb{V}(\tau) \) has derivatives bounded uniformly in terms of \( K \) under these conditions. Projecting a vector on \( \mathbb{V}(\tau) \) to \( T\mathbb{V}(\tau) \) can only reduce its norm. The proposition follows. \( \square \)

A direct application of the fundamental theorem of calculus and Proposition 8.4 over a finite collection \( \{\tau_i\}_{i=1}^n \) of maximal train tracks on \( S_g \) such that \( T\mathcal{MF}_g = \bigcup_{i=1}^n T\mathbb{V}(\tau_i) \) yields the following corollary.

**Corollary 8.5.** Let \( K \subseteq T_g \) compact and \( \psi \in \mathcal{PC}^1(\mathcal{PMF}_g) \). Then, for every \( q \in \pi^{-1}(K) \cap Q^1T_g(1) \), the function \( \theta \in S^1 \mapsto [\psi([\mathbb{R}(r\theta q)])] \in \mathbb{R} \) is Lipschitz with Lipschitz constant \( \lesssim_K \|\psi\|_{\mathcal{PC}^1} \).

We are now ready to prove Proposition 8.3.

**Proof of Proposition 8.3.** Fix a compact subset \( K \subseteq T_g \) and a piecewise \( C^1 \) function \( \psi : \mathcal{PMF}_g \rightarrow \mathbb{R} \). We show the map \( \theta \in S^1 \mapsto ((\psi \circ [\mathbb{R}]) \cdot \mathbb{I}_{\pi^{-1}(K)}) \circ r_\theta = (\psi \circ [\mathbb{R} \circ r_\theta]) \cdot \mathbb{I}_{\pi^{-1}(K)} \in L^2(Q^1T_g, \mu) \) is Lipschitz. As
Any set of Dehn-Thurston coordinates provides a continuous, piecewise linear identification of $\mathcal{MF}_g$. Let

\[
\mathcal{MF}_{\text{PMF}} \subseteq \mathcal{MF}_g
\]

with unit Euclidean norm. For the rest of this section, we fix a set of Dehn-Thurston coordinates, consider the corresponding identifications $\hat{\mathcal{MF}}_{\text{PMF}} \subseteq \mathcal{MF}_{\text{PMF}}$ with the restriction of the Riemannian Euclidean metric. When an implicit constant depends on the choice of Dehn-Thurston coordinates we ad the subscript DT. We consider cubes $\mathcal{B} \subseteq \mathcal{MF}_g = \mathbb{S}^{g-7}$ with closed and/or open facets.

**Effective mean equidistribution of sectors of $T_g$ cut out by cubes of $\mathcal{PMF}_g$.** For every $X \in T_g$, every measurable subset $\mathcal{U} \subseteq \mathcal{PMF}_g$, and every $R > 0$, denote $m_{\text{PMF}}^R := m_{\text{PMF}}^R,\hat{\mathcal{M}}_{\text{PMF}}^R := \hat{\mathcal{M}}_{\text{PMF}}^R$. Notice $m_{\text{PMF}}^R$ is precisely the restriction of the measure $m$ to the intersection of $B_R(X) \subseteq T_g$ with the sector $\text{Sect} \mathcal{U}(X) := \{ Y \in T_g \mid [\mathcal{R}(q_\gamma(X,Y))] \in \mathcal{U} \}.$

The following result generalizes Theorem 3.1 to sectors of $T_g$ cut out by cubes of $\mathcal{PMF}_g$.

**Theorem 8.6.** Let $\mathcal{K} \subseteq T_g$ be a compact subset, $\phi_1 \in L^\infty(T_g,\mathbf{m})$ be an essentially bounded function with $\text{ess sup} \phi_1 \subseteq \mathcal{K}$, and $\mathcal{B} \subseteq \mathcal{PMF}_g$ be a cube. Then, for every essentially bounded function $\phi_2 \in L^\infty(M_g,\mathbf{m})$ with $\text{ess sup} \phi_2 \subseteq \mathbf{p}(\mathcal{K})$ and every $R > 0$,

\[
\int_{T_g} \phi_1(Y) \int_{\mathcal{M}_g} \phi_2(Y) d\hat{m}_{X,\mathcal{B}}^R(Y) d\mathbf{m}(X)
\]

\[
= \frac{\Lambda_g}{h \cdot \mathbf{m}(\mathcal{M}_g)} \cdot \left( \int_{\mathcal{Q}^1T_g} \chi_\mathcal{B}(\mathcal{R}(q)) \phi_1(\pi(q)) \lambda(q) d\mu(q) \right) \cdot \left( \int_{\mathcal{M}_g} \phi_2(Y) d\hat{m}(Y) \right) \cdot e^{hR} + O_{\mathcal{K},\text{DT}} \left( \| \phi_1 \|_\infty \cdot \| \phi_2 \|_\infty \cdot e^{(h-\mathbf{m}(\mathcal{M}_g) \cdot R)} \right),
\]

where $\mathbf{m}(\mathcal{M}_g) > 0$ is a constant depending only on $g$.

To prove Theorem 8.6 we use Theorem 8.1 and an approximation argument. Denote by $\text{vol}$ the standard volume form on $\mathcal{PMF}_g = \mathbb{S}^{g-7}$. The following proposition is the approximation tool we needed we will need.

**Proposition 8.7.** Let $\mathcal{B} \subseteq \mathcal{PMF}_g$ be a cube. For every $0 < \delta < 1$ there exists a pair of piecewise $C^1$ functions $\psi^{\text{in}}_{\mathcal{B},\delta}, \psi^{\text{out}}_{\mathcal{B},\delta} : \mathcal{PMF}_g \to [0,1]$ with the following properties:

1. $\psi^{\text{in}}_{\mathcal{B},\delta} \leq 1_{\mathcal{B}} \leq \psi^{\text{out}}_{\mathcal{B},\delta}$,
2. $\| \psi^{\text{in}}_{\mathcal{B},\delta} \|_{\mathbf{PC}^1} \leq \delta^{-h}$,
3. $\int_{\mathcal{PMF}_g} (\psi^{\text{in}}_{\mathcal{B},\delta} - \psi^{\text{out}}_{\mathcal{B},\delta}) d\text{vol} \leq DT \delta$.

We now prove Theorem 8.6.

**Proof of Theorem 8.6.** Fix $\mathcal{K} \subseteq T_g$ compact, $\phi_1 \in L^\infty(T_g,\mathbf{m})$ with $\text{ess sup} \phi_1 \subseteq \mathcal{K}$, $\phi_2 \in L^\infty(M_g,\mathbf{m})$ with $\text{ess sup} \phi_2 \subseteq \mathbf{p}(\mathcal{K})$, and $\mathcal{B} \subseteq \mathcal{PMF}_g$ a cube. Let $R > 0$ and $0 < \delta = \delta(R) < 1$, to be fixed later.
Consider the piecewise $C^1$ approximations $\psi_{B,\delta}^\text{in}, \psi_{B,\delta}^\text{out} : \PMF_g \to [0,1]$ of the indicator function $\mathbb{1}_B$ provided by Proposition 8.7. Denote $\psi_1 := \psi_{B,\delta}^\text{in}$ and $\psi_2 := \psi_{B,\delta}^\text{out}$. Notice that, by the first property of Proposition 8.7,

\begin{equation}
\int_{\Tg} \phi_1(X) \left( \int_{\Mg} \phi_2(Y) \, d\widehat{\nu'}_{X,\psi_1}(Y) \right) \, d\nu(X) \leq \int_{\Tg} \phi_1(X) \left( \int_{\Mg} \phi_2(Y) \, d\widehat{\nu'}_{X,\psi_2}(Y) \right) \, d\nu(X),
\end{equation}

and

\begin{equation}
\int_{\Tg} \phi_1(X) \left( \int_{\Mg} \phi_2(Y) \, d\widehat{\nu'}_{X,\psi_2}(Y) \right) \, d\nu(X) \leq \int_{\Tg} \phi_1(X) \left( \int_{\Mg} \phi_2(Y) \, d\widehat{\nu'}_{X,\psi_1}(Y) \right) \, d\nu(X).
\end{equation}

By Theorem 8.1 and the second property of Proposition 8.7,

\begin{equation}
\int_{\Tg} \phi_1(X) \left( \int_{\Mg} \phi_2(Y) \, d\widehat{\nu'}_{X,\psi_1}(Y) \right) \, d\nu(X) = \frac{\Lambda_g}{h \cdot \hat{m}(\Mg)} \cdot \left( \int_{\Q1} \psi_1([R(q)]) \phi_1(\pi(q)) \lambda(q) \, dq \right) \cdot \left( \int_{\Mg} \phi_2(Y) \, d\widehat{\nu'}(Y) \right) \cdot e^{hR}
\end{equation}

\begin{equation}
\quad + O_{KC,DT} \left( \|\phi_1\|_{\infty} \cdot \|\phi_2\|_{\infty} \cdot \delta^{-h} \cdot e^{(h-n)R} \right).
\end{equation}

By Theorem 8.1 and the second property of Proposition 8.7,

\begin{equation}
\int_{\Tg} \phi_1(X) \left( \int_{\Mg} \phi_2(Y) \, d\widehat{\nu'}_{X,\psi_2}(Y) \right) \, d\nu(X) = \frac{\Lambda_g}{h \cdot \hat{m}(\Mg)} \cdot \left( \int_{\Q1} \psi_2([R(q)]) \phi_1(\pi(q)) \lambda(q) \, dq \right) \cdot \left( \int_{\Mg} \phi_2(Y) \, d\widehat{\nu'}(Y) \right) \cdot e^{hR}
\end{equation}

\begin{equation}
\quad + O_{KC,DT} \left( \|\phi_1\|_{\infty} \cdot \|\phi_2\|_{\infty} \cdot \delta^{-h} \cdot e^{(h-n)R} \right).
\end{equation}

Putting together (8.1), (8.2), (8.3), and (8.4) we deduce

\begin{equation}
\int_{\Tg} \phi_1(X) \left( \int_{\Mg} \phi_2(Y) \, d\widehat{\nu'}_{X,B}(Y) \right) \, d\nu(X) = \frac{\Lambda_g}{h \cdot \hat{m}(\Mg)} \cdot \left( \int_{\Q1} \mathbb{1}_B([R(q)]) \phi_1(\pi(q)) \lambda(q) \, dq \right) \cdot \left( \int_{\Mg} \phi_2(Y) \, d\widehat{\nu'}(Y) \right) \cdot e^{hR}
\end{equation}

\begin{equation}
\quad + O_g \left( \|\phi_1\|_{\infty} \cdot \|\phi_2\|_{\infty} \cdot \int_{\pi^{-1}(K)} \left( \psi_2([R(q)]) - \psi_1([R(q)]) \right) \lambda(q) \, dq \right) \cdot e^{hR}
\end{equation}

\begin{equation}
\quad + O_{KC,DT} \left( \|\phi_1\|_{\infty} \cdot \|\phi_2\|_{\infty} \cdot \delta^{-h} \cdot e^{(h-n)R} \right).
\end{equation}

Using (2.3) we write

\begin{equation}
\int_{\pi^{-1}(K)} \left( \psi_2([R(q)]) - \psi_1([R(q)]) \right) \lambda(q) \, dq = \int_K \left( \int_{S(X)} \left( \psi_2([R(q)]) - \psi_1([R(q)]) \right) \lambda(q) \, ds_X(q) \right) \, d\nu(X).
\end{equation}

Let $X \in K$. Recall $E_X := \{ \eta \in \Mg : \text{Ext}_\eta(X) = 1 \}$. Identify $\PMF_g$ with $E_X$ and consider the measure $\nu_X$ on $E_X$ introduced in §2 as a measure on $\PMF_g$. By definition (2.5) of the Hubbard-Masur function $\lambda$, $\nu_X$ is compact and as the function $\text{Ext} : \Mg \times \Tg \to \mathbb{R}_{>0}$ given by $\text{Ext}(\eta, X) := \text{Ext}_\eta(X)$ is positive and continuous, the measure $\nu_X$ on $\PMF_g = S^{6g-6}$
is bounded by \( \text{vol} \) up to a multiplicative constant depending only on \( \mathcal{K} \) and the choice of Dehn-Thurston coordinates. This fact together with the third property of Proposition 8.7 implies

\[
\int_{\mathcal{PMF}_g} \psi_2([\eta]) - \psi_1([\eta]) \, d\nu_X([\eta]) \lesssim_{\mathcal{K},\text{DT}} \int_{\mathcal{PMF}_g} \psi_2([\eta]) - \psi_1([\eta]) \, d\nu([\eta]) \lesssim_{\text{DT}} \delta.
\]

Putting together (8.6), (8.7), and (8.8) we deduce

\[
\int_{\pi^{-1}(\mathcal{K})} (\psi_2([\Re(q)]) - \psi_1([\Re(q)])) \lambda(q) \, d\mu(q) \lesssim_{\mathcal{K},\text{DT}} \delta.
\]

From (8.5) and (8.9) we deduce

\[
\int_{\mathcal{PMF}_g} \phi_1(X) \left( \int_{\mathcal{M}_g} \phi_2(Y) \, d\hat{\mu}^R_{X,B}(Y) \right) \, d\mu(X) = \frac{\Lambda_g}{h \cdot \hat{\mu}(\mathcal{M}_g)} \cdot \left( \int_{\mathcal{Q}^2 \mathcal{T}_g} \mathbb{1}_B([\Re(q)]) \phi_1(\pi(q)) \lambda(q) \, d\mu(q) \right) \cdot \left( \int_{\mathcal{M}_g} \phi_2(Y) \, d\hat{\mu}(Y) \right) \cdot e^{hR} + O_{\mathcal{K},\text{DT}} \left( \|\phi_1\|_\infty \cdot \|\phi_2\|_\infty \cdot (\delta \cdot e^{hR} + \delta^{-h} \cdot e^{(h - \kappa_{17})R}) \right).
\]

Let \( \delta = \delta(R) := e^{-hR} \) with \( \eta = \eta(g) > 0 \) small enough so that \( h\eta < \kappa_{17} \). Denote \( \kappa_{17} := \kappa_{15}(g) := \min\{\eta, \kappa_{15} - h\eta\} > 0 \). From (8.10) we conclude that, for every \( R > 0 \),

\[
\int_{\mathcal{T}_g} \phi_1(X) \left( \int_{\mathcal{M}_g} \phi_2(Y) \, d\hat{\mu}^R_{X,B}(Y) \right) \, d\mu(X) = \frac{\Lambda_g}{h \cdot \hat{\mu}(\mathcal{M}_g)} \cdot \left( \int_{\mathcal{Q}^2 \mathcal{T}_g} \mathbb{1}_B([\Re(q)]) \phi_1(\pi(q)) \lambda(q) \, d\mu(q) \right) \cdot \left( \int_{\mathcal{M}_g} \phi_2(Y) \, d\hat{\mu}(Y) \right) \cdot e^{hR} + O_{\mathcal{K},\text{DT}} \left( \|\phi_1\|_\infty \cdot \|\phi_2\|_\infty \cdot e^{(h - \kappa_{15})R} \right).
\]

Let \( \mathcal{D}_g \subseteq \mathcal{T}_g \) be a measurable fundamental domain for the \( \text{Mod}_g \) action on \( \mathcal{T}_g \). Denote by \( s: \mathcal{D}_g \to \mathcal{M}_g \) the restriction to \( \mathcal{D}_g \) of the quotient map \( \mathcal{B}: \mathcal{T}_g \to \mathcal{M}_g \). The following result is an immediate consequence of Theorem 8.6 and the proper discontinuity of the \( \text{Mod}_g \) action on \( \mathcal{T}_g \); compare to Theorem 3.11.

**Theorem 8.8.** Let \( \mathcal{K} \subseteq \mathcal{T}_g \) be a compact subset, \( \phi_1, \phi_2 \in L^\infty(\mathcal{T}_g, \mu) \) be essentially bounded functions with \( \text{ess supp}(\phi_1), \text{ess supp}(\phi_2) \subseteq \mathcal{K} \), and \( B \subseteq \mathcal{PMF}_g \) be a cube. Then, for every \( R > 0 \),

\[
\sum_{g \in \text{Mod}_g} \int_{\mathcal{T}_g} \phi_1(X) \left( \int_{\mathcal{M}_g} \phi_2(g \cdot s^{-1}(Y)) \, d\hat{\mu}^R_{X,B}(Y) \right) \, d\mu(X) = \frac{\Lambda_g}{h \cdot \hat{\mu}(\mathcal{M}_g)} \cdot \left( \int_{\mathcal{Q}^2 \mathcal{T}_g} \mathbb{1}_B([\Re(q)]) \phi_1(\pi(q)) \lambda(q) \, d\mu(q) \right) \cdot \left( \int_{\mathcal{T}_g} \phi_2(Y) \, d\mu(Y) \right) \cdot e^{hR} + O_{\mathcal{K},\text{DT}} \left( \|\phi_1\|_\infty \cdot \|\phi_2\|_\infty \cdot e^{(h - \kappa_{15})R} \right),
\]

where \( \kappa_{15} = \kappa_{15}(g) > 0 \) is a constant depending only on \( g \).

9. **Effective lattice point count in sectors of Teichmüller space**

**Outline of this section.** In this section we state and prove effective lattice point count theorems for sectors of Teichmüller space. As in §8, we interpret \( \mathcal{PMF}_g \) as the boundary at infinity of \( \mathcal{T}_g \) and consider two cases depending on what type of objects on \( \mathcal{PMF}_g \) are used to cut out the sectors. We first prove an effective lattice point count theorem for sectors of Teichmüller space cut out by cubes of \( \mathcal{PMF}_g \) in Dehn-Thurston coordinates and then, using an approximation argument, deduce an analogous theorem for sectors cut out by piecewise \( C^1 \) functions on \( \mathcal{PMF}_g \). These results correspond to Theorems 9.1 and 9.2 respectively.
Statement of the main theorems. As in §8, we fix a set of Dehn-Thurston coordinates of $\mathcal{MF}_g$, consider the corresponding identifications $\mathcal{MF}_g = \mathbb{R}^{6g-6}$ and $\mathcal{PMF}_g = S^{6g-7}$, and endow $S^{6g-7}$ with the restriction of the Riemannian Euclidean metric. We remind the reader that when an implicit constant depends on the choice of Dehn-Thurston coordinates we add the subscript DT. As in §8, we consider cubes $B \subseteq \mathcal{PMF}_g = S^{6g-7}$ with closed and/or open facets.

Recall that $q_s : \mathcal{T}_g \times \mathcal{T}_g \rightarrow Q^1\mathcal{T}_g$ denotes the map which to every pair $X, Y \in \mathcal{T}_g$ assigns the quadratic differential $q_s(X, Y) \in S(X)$ corresponding to the tangent direction at $X$ of the unique Teichmüller geodesic segment from $X$ to $Y$ and that, for every $X \in \mathcal{T}_g$ and every measurable subset $U \subseteq \mathcal{PMF}$,

$$\text{Sect}_U(X) := \{ Y \in \mathcal{T}_g \mid |\Re(q_s(X, Y))| \leq U \}.$$ 

Let $X, Y \in \mathcal{T}_g$ and $U \subseteq \mathcal{PMF}_g$ measurable. For every $R > 0$ consider the counting function

$$F_R(X, Y, U) := \# \{ g \in \Mod_g \mid g, Y \in B_R(X) \cap \text{Sect}_U(X) \} = \sum_{g \in \Mod_g} \mathbb{1}_{B_R(X)}(g, Y) \cdot \mathbb{1}_U(|\Re(q_s(X, g, Y))|).$$

Recall that $\pi_* \mu$ denotes the pushforward to $\mathcal{T}_g$ of the Masur-Veech measure $\mu$ on $Q^1\mathcal{T}_g$ under the projection $\pi : Q^1\mathcal{T}_g \rightarrow \mathcal{T}_g$ and that $\tilde{\mu}$ denotes the local pushforward of $\pi_* \mu$ to $\mathcal{M}_g$. Recall that $h := 6g - 6$ and that $\Lambda_g > 0$ denotes the Hubbard-Masur constant introduced in §2. The following result generalizes Theorem 4.1 to sectors of $\mathcal{T}_g$ cut out by cubes of $\mathcal{PMF}_g$.

**Theorem 9.1.** Let $K \subseteq \mathcal{T}_g$ compact, $X, Y \in \mathcal{K}$, and $B \subseteq \mathcal{PMF}_g$ a cube. Then, for every $R > 0$,

$$F_R(X, Y, B) = \frac{\Lambda_g}{h \cdot \mathcal{m}(|\mathcal{M}_g|)} \left( \int_{S(X)} \mathbb{1}_B(|\Re(q)|) \lambda(q) d_sX(q) \right) \cdot e^{hR} + O_{K,\text{DT}} \left( e^{(h - \kappa_{\mathcal{C}^1} R)} \right),$$

where $\kappa_{\mathcal{C}^1} = \kappa_{\mathcal{C}^0}(g) > 0$ is a constant depending only on $g$.

Let $X, Y \in \mathcal{T}_g$ and $\psi : \mathcal{PMF}_g \rightarrow \mathbb{R}_{\geq 0}$ measurable. For every $R > 0$ consider the counting function

$$F_R(X, Y, \psi) := \sum_{g \in \Mod_g} \mathbb{1}_{B_R(X)}(g, Y) \cdot \psi(|\Re(q_s(X, g, Y))|).$$

The following result generalizes Theorem 4.1 to sectors of $\mathcal{T}_g$ cut out by functions in $\mathcal{PC}^1(\mathcal{PMF}_g)$.

**Theorem 9.2.** Let $K \subseteq \mathcal{T}_g$ compact, $X, Y \in \mathcal{K}$, and $\psi \in \mathcal{PC}^1(\mathcal{PMF}_g)$ non-negative. Then, for every $R > 0$,

$$F_R(X, Y, \psi) = \frac{\Lambda_g}{h \cdot \mathcal{m}(|\mathcal{M}_g|)} \left( \int_{S(X)} \psi(|\Re(q)|) \lambda(q) d_sX(q) \right) \cdot e^{hR} + O_{K} \left( \|\psi\|_{\mathcal{PC}^1} \cdot e^{(h - \kappa_{\mathcal{C}^1} R)} \right),$$

where $\kappa_{\mathcal{C}^1} = \kappa_{\mathcal{C}^0}(g) > 0$ is a constant depending only on $g$.

Outline of the proofs of the main theorems. We first prove Theorem 9.1 and then deduce Theorem 9.2 using approximation arguments. To prove Theorem 9.1 we follow the same general structure of the proof of Theorem 4.1. In particular, averaging and unfolding arguments will reduce the proof to an application of Theorem 4.1. Comparing the counting functions $F_R(X, Y, B)$ as $X$ and $Y$ vary in small neighborhoods of $\mathcal{T}_g$ will be much more complicated in this case; this is an essential ingredient in the averaging step of the proof.

Recall that $d_\mathcal{T}$ denotes the Teichmüller metric on $\mathcal{T}_g$. We devote the first half of this section to the proof of the following bound.

**Proposition 9.3.** For every compact subset $K \subseteq \mathcal{T}_g$ there exists a constant $\delta_{\mathcal{K}} = \delta_{\mathcal{K}}(K) > 0$ with the following property. Let $B \subseteq \mathcal{PMF}_g$ a cube, $0 < \delta < \delta_3$, $X, Y \in \mathcal{K}$, and $X', Y' \in \mathcal{T}_g$ with $d_\mathcal{T}(X, X') \leq \delta_3$ and $d_\mathcal{T}(Y, Y') \leq \delta$. Then, for every $R > 0$,

$$F_R(X, Y, B) - F_{R+2\delta}(X', Y', B) \preceq_{\mathcal{K},\text{DT}} \kappa_{\mathcal{T}} e^{(h - \kappa_{\mathcal{C}^1} R)},$$

where $\kappa_{\mathcal{C}^1} = \kappa_{\mathcal{C}^0}(g) > 0$ is a constant depending only on $g$. 
Varying the endpoint of sector counts. We begin by studying how the counting functions \( F_R(X, Y, B) \) vary as we move \( Y \) in a small neighborhood of \( T_g \). More specifically, we prove the following bound.

**Proposition 9.4.** There exists a constant \( \underline{\nu} = \underline{\nu}(g) > 0 \) with the following property. Let \( K \subseteq T_g \) compact, \( B \subseteq \mathcal{PMF}_g \) a cube, \( 0 < \delta < \underline{\nu} \), \( X, Y \in K \), and \( Y' \in T_g \) with \( d_T(Y, Y') < \delta \). Then, for every \( R > 0 \),

\[
F_R(X, Y, B) - F_{R + \delta}(X, Y', B) \preceq_K e^{(h - \underline{\nu}2)R},
\]

where \( \underline{\nu} = \underline{\nu}(g) > 0 \) is a constant depending only on \( g \).

The main technical tool that will be used in the proof of Proposition 9.4 is Theorem 7.10. We will also need the following lemma, which is a direct consequence of the proper discontinuity of the action of \( \text{Mod}_g \) on \( T_g \). This lemma covers for some of the orbit issues that arise when working on \( \mathcal{M}_g \).

**Lemma 9.5.** Let \( K \subseteq T_g \) be a compact subset. There exists a constant \( \underline{\nu} = \underline{\nu}(K) > 0 \) such that for every \( X \in K \) and every \( 0 < \delta < \underline{\nu} \),

\[ \#\{g \in \text{Mod}_g \mid B_3(g, X) \cap B_3(X) \neq \emptyset\} \preceq_K 1. \]

Recall that, for every \( W \subseteq \mathcal{Q}^1 T_g \) and every \( s > 0 \), \( W(s) \subseteq \mathcal{Q}^1 T_g \) denotes the set of \( q_1 \in \mathcal{Q}^1 T_g \) such that there exists \( q_2 \in W \) on the same leaf of \( F^m(u) \) as \( q_1 \) satisfying \( d_H(q_1, q_2) < s \). Consider the map \( [\mathbb{R}] : \mathcal{Q}^1 T_g \rightarrow \mathcal{PMF}_g \) given by \( [\mathbb{R}](q) = [\mathbb{R}(q)] \). Recall that \( \nu \) denotes the Thurston measure on \( \mathcal{MF}_g \) and that \( \pi \) denotes the function which to every measurable subset \( A \subseteq \mathcal{MF}_g \) assigns the value \( \pi(A) = \nu([0, 1] \cdot A) \). Recall that, for any \( X \in T_g \) and any \( V \subseteq S(X) \),

\[ \text{Sect}_V(X) := \{ Y \in T_g \mid q_3(X, Y, V) \}. \]

As a first step towards proving Proposition 9.4, we prove the following bound.

**Proposition 9.6.** There exists a constant \( \underline{\nu} = \underline{\nu}(g) > 0 \) with the following property. Let \( K \subseteq T_g \) compact, \( U \subseteq \mathcal{PMF}_g \) measurable, \( 0 < \delta < \underline{\nu} \), \( X, Y \in K \), and \( Y' \in T_g \) with \( d_T(Y, Y') < \delta \). Denote \( V := [\mathbb{R}]^{-1}(\partial U) \cap S(X) \). Then, for every \( R > 0 \),

\[
F_R(X, Y, U) - F_{R + \delta}(X, Y', U) \preceq_K \pi(\mathbb{R}(V(N_{\underline{\nu}}^{-1}(\mathbb{R})))) \cdot e^{hR} + e^{(h - \underline{\nu}2)R},
\]

where \( N_{\underline{\nu}} = N_{\underline{\nu}}(g) > 0 \) and \( \underline{\nu} = \underline{\nu}(g) > 0 \) are constants depending only on \( g \).

**Proof.** Let \( \underline{\nu} = \underline{\nu}(g) > 0 \) be as in Theorem 7.10 and \( r = r(g) := \underline{\nu}/4 > 0 \). Consider \( \underline{\nu} = \underline{\nu}(g) := r > 0 \). Fix \( K \subseteq T_g \) compact, \( U \subseteq \mathcal{PMF}_g \) measurable, \( 0 < \delta < \underline{\nu} \), \( X, Y \in K \), and \( Y' \in T_g \) with \( d_T(Y, Y') < \delta \). Denote \( V := [\mathbb{R}]^{-1}(\partial U) \cap S(X) \). By the triangle inequality and the \( \text{Mod}_g \) invariance of \( d_T \), for every \( g \in \text{Mod}_g \) and every \( R > 0 \), if \( g_3(Y) \in B_R(X) \cap \text{Sect}_V(X) \) but \( g_3(Y') \not\in B_{R + \delta}(X) \cap \text{Sect}_V(X) \), then

\[ g_3(Y') \in \text{Nbd}_{2r}(B_{R+\delta}(X) \cap \text{Sect}_V(X) \cap \text{Mod}_g \cdot \text{Nbd}_{r}(K)). \]

See Figure 3. Let \( \underline{\nu} = \underline{\nu}(K) > 0 \) be as in Lemma 9.5 and \( r' = r'(K) := \min\{\underline{\nu}/2, r\} > 0 \). Consider \( \mathbb{R} = \mathbb{R}(g) := r > 0 \). Fix \( K \subseteq T_g \) compact, \( U \subseteq \mathcal{PMF}_g \) measurable, \( 0 < \delta < \underline{\nu} \), \( X, Y \in K \), and \( Y' \in T_g \) with \( d_T(Y, Y') < \delta \). Denote \( V := [\mathbb{R}]^{-1}(\partial U) \cap S(X) \). By the triangle inequality and the \( \text{Mod}_g \) invariance of \( d_T \), for every \( g \in \text{Mod}_g \) and every \( R > 0 \), if \( g_3(Y) \in B_R(X) \cap \text{Sect}_V(X) \) but \( g_3(Y') \not\in B_{R + \delta}(X) \cap \text{Sect}_V(X) \), then

\[ g_3(Y') \in \text{Nbd}_{2r}(B_{R+\delta}(X) \cap \text{Sect}_V(X) \cap \text{Mod}_g \cdot \text{Nbd}_{r}(K)). \]

This follows from (9.1). It follows from (9.1) and Lemma 9.5 that

\[
F_R(X, Y, U) - F_{R + \delta}(X, Y', U) \preceq_K \text{m}(\text{Nbd}_{2r}(B_{R+\delta}(X) \cap \text{Sect}_V(X) \cap \text{Mod}_g \cdot \text{Nbd}_{r}(K))).
\]

As \( 0 < 2r < \underline{\nu} \), Theorem 7.10 ensures

\[
\text{m}(\text{Nbd}_{2r}(B_{R+\delta}(X) \cap \text{Sect}_V(X) \cap \text{Mod}_g \cdot \text{Nbd}_{r}(K))) \preceq_K \pi(\mathbb{R}(V(N_{\underline{\nu}}^{-1}(\mathbb{R})))) \cdot e^{hR} + e^{(h - \underline{\nu}2)R}.
\]

Putting together (9.2) and (9.3) we conclude

\[
F_R(X, Y, U) - F_{R + \delta}(X, Y', U) \preceq_K \pi(\mathbb{R}(V(N_{\underline{\nu}}^{-1}(\mathbb{R})))) \cdot e^{hR} + e^{(h - \underline{\nu}2)R}. \]

\[
\square
\]

Let \( X \in T_g \), \( B \subseteq \mathcal{PMF}_g \) a cube, and \( V := [\mathbb{R}]^{-1}(\partial B) \cap S(X) \). To finish the proof of Proposition 9.4 we need to estimate \( \pi(\mathbb{R}(V(\delta))) \) for \( \delta > 0 \) sufficiently small. Recall that \( \| \cdot \|_E \) denotes the family of fiberwise norms on \( T \mathcal{Q}^1 T_g \) inducing the Euclidean metric. The following result is the main tool needed to the desired bound on \( \pi(\mathbb{R}(V(\delta))) \); the proof uses the notation introduced in §8.

**Proposition 9.7.** The map \( [\mathbb{R}] : \mathcal{Q}^1 T_g \rightarrow \mathcal{PMF}_g \) is locally Lipschitz in the following sense. Let \( K \subseteq T_g \) be a compact subset and \( \tau \) be a maximal train track on \( S_g \). Suppose \( q \in \pi^{-1}(K) \cap \mathcal{Q}^1 T_g(1) \) and \( v \in T_q \mathcal{Q}^1 T_g(1) \) are such that \( d_R q v \in TU(\tau) \). Then,

\[
\| d_R q v \|_\tau \preceq_K v \|_E.
\]
Proposition 7.13 ensures the multiple zero locus at some point or denotes the length of \( \rho \) a vector on \( V \cap \text{Sect}_V(X) \cap \text{Mod}_g \cdot \text{Nbd}_1(K) \).

Proof. Fix \( K \subseteq T_g \) compact and \( \tau \) a maximal train track on \( S_g \). Let \( q \in \pi^{-1}(K) \cap Q^1 T_g(1) \) and \( v \in T_q Q^1 T_g(1) \) be such that \( d \mathbb{R}^q v \in T U(\tau) \). Consider the finite collection of maximal train tracks \( \{ \tau_i \}_{i=1}^n \) on \( S_g \) provided by Lemma 5.7. The explicit construction of these train tracks ensures that \( d \mathbb{R}^q(\tau_i) \in T U(\tau_i) \) for some \( i \in \{1, \ldots, n\} \). Moreover, as the counting measures on the edges of \( \tau_i \) correspond to the absolute value of the real part of the holonomy of the edges the corresponding Delaunay triangulation, Lemma 7.3 ensures

\[
\| d \mathbb{R}^q v \|_{\tau_i} \leq K \| v \|_E.
\]

As transition maps between train track coordinate charts are piecewise linear,

\[
\| d \mathbb{R}^q v \|_{\tau} \leq K_{\tau, \tau} \| v \|_E.
\]

Recall that, for every \( q \in Q^1 T_g \), \( \text{Ext}_{\pi(q)}(\mathbb{R}(q)) = 1 \). This condition provides uniform lower and upper bounds depending only on \( K \) on the \( L^1 \)-norm of points \( \mathbb{R}(q) \in U(\tau) = V(\tau) \) for \( q \in \pi^{-1}(K) \). The map which scales points in \( V(\tau) \) to \( V(\tau) \) has derivatives bounded uniformly in terms of \( K \) under these conditions. Projecting a vector on \( V(\tau) \) to \( T V(\tau) \) can only reduce its norm. The proposition follows.

Using Proposition 9.7, we prove the following bound.

**Proposition 9.8.** For every \( K \subseteq T_g \) compact there exists a constant \( \delta_g = \delta_g(K) > 0 \) with the following property. Let \( X \in K, B \subseteq \mathcal{PM}_g \) a cube, and \( V := [\mathbb{R}]^{-1}(\partial B) \cap S(X) \). Then, for every \( 0 \leq \delta < \delta_g \)

\[
\mathcal{P}(\mathbb{R}(\mathbb{V}(\delta))) \leq_{\text{KDT}} \delta.
\]

Proof. Fix \( K \subseteq T_g \) compact. Let \( \delta_g = \delta_g(K) > 0 \) be as in Corollary 7.7. Fix \( X \in K, B \subseteq \mathcal{PM}_g \) a cube, and \( 0 \leq \delta < \delta_g \) denote \( V := [\mathbb{R}]^{-1}(\partial B) \cap S(X) \). By Corollary 7.7

\[
V(\delta) \subseteq \pi^{-1}(\text{Nbd}_1(K)).
\]

Recall that we endow \( \mathcal{PM}_g := S^8_{c-7} \) with the restriction of the Riemannian Euclidean metric. Denote by \( \text{Nbd}_1(\partial B) \subseteq \mathcal{PM}_g \) the set of points at distance at most \( \delta \) from \( \partial B \). We claim that, for some constant \( C = C(K) > 0 \) depending only on \( K \),

\[
V(\delta) \subseteq (\pi^{-1}(\text{Nbd}_1(K))) \cup (\pi^{-1}(\text{Nbd}_1(K))) \cup (\pi^{-1}(\text{Nbd}_1(K))) \cup (\pi^{-1}(\text{Nbd}_1(\partial B))).
\]

Indeed, let \( q_1 \in V \) and \( q_2 \in \pi^{-1}(K, \tau) \) on the same leaf of \( F^u \) as \( q_1 \) with \( d_H(q_1, q_2) \leq \delta \). Consider a piecewise smooth path \( \rho : [0, 1] \rightarrow \pi^{-1}(K, \tau) \) such that \( \rho(0) = q_1, \rho(1) = q_2 \), and \( \ell_E(\rho) \leq 2 \delta \). Here, we recall, \( \ell_E(\rho) > 0 \) denotes the length of \( \rho \) with respect to the Euclidean metric. Two things can happen: either \( \rho \) intersects the multiple zero locus at some point or \( \rho \) remains in the principal stratum at all times. In the first case, Proposition 7.13 ensures \( q_2 \in \pi^{-1}(K_C(1)) \) for some constant \( C' = C'(K) > 0 \) depending only on \( K \). In the second case, Proposition 9.7 ensures \( q_2 \in [\mathbb{R}]^{-1}(\text{Nbd}_1(\partial B)) \) for some constant \( C'' = C''(K) > 0 \) depending only on \( K \). Letting \( C = C(K) := \max\{C', C''\} \geq 0 \) proves the claim.

From (4) and (5) we deduce

\[
V(\delta) \subseteq (\pi^{-1}(\text{Nbd}_1(K))) \cup (\pi^{-1}(\text{Nbd}_1(K))) \cup (\pi^{-1}(\text{Nbd}_1(K))) \cup (\pi^{-1}(\text{Nbd}_1(\partial B)))
\]
In particular,
\begin{equation}
\varphi(\mathbb{R}(V(\mathcal{K}))) \leq \varphi(\mathbb{R}(\pi^{-1}(\text{Nbhd}_1(\mathcal{K}))) \cap [\mathbb{R}]^{-1}(\text{Nbhd}_{C\delta}(\partial B))).
\end{equation}

By Proposition 4.15
\begin{equation}
\varphi(\mathbb{R}(\pi^{-1}(\text{Nbhd}_1(\mathcal{K}))) \cap [\mathbb{R}]^{-1}(K_{C\delta}(1))) \leq \mathcal{K} \delta.
\end{equation}

Denote by $\| \cdot \|$ the Euclidean norm on $\mathcal{M}F_g = \mathbb{R}^{6g-6}$. Recall that, for every $q \in \mathcal{Q} \mathcal{T}_g$, $\text{Ext}_{\pi}(q)(\mathbb{R}) = 1$.

As $\mathcal{P} \mathcal{M}F_g$ is compact and as the function $\text{Ext}: \mathcal{M}F_g \times \mathcal{T}_g \to \mathbb{R}_{>0}$ given by $\text{Ext}(\eta, X) := \text{Ext}_{\pi}(X)$ is positive and continuous, there exists a constant $D = D(\mathcal{K}, DT) > 0$ depending only on $\mathcal{K}$ and the choice of Dehn-Thurston coordinates such that
\begin{equation}
\mathbb{R}(\pi^{-1}(\text{Nbhd}_1(\mathcal{K}))) \cap [\mathbb{R}]^{-1}(\text{Nbhd}_{C\delta}(\partial B))) \subseteq \{ \eta \in \mathcal{M}F_g \mid \| \eta \| \leq D, \ [\eta] \in \text{Nbhd}_{C\delta}(\partial B) \}.
\end{equation}

As the Thurston measure $\nu$ on $\mathcal{M}F_g = \mathbb{R}^{6g-6}$ is equal, up to a multiplicative constant, to the Lebesgue measure in Dehn-Thurston coordinates, (9.8) implies
\begin{equation}
\varphi(\mathbb{R}(\pi^{-1}(\text{Nbhd}_1(\mathcal{K}))) \cap [\mathbb{R}]^{-1}(\text{Nbhd}_{C\delta}(\partial B)))) \leq \mathcal{K} DT \delta.
\end{equation}

Putting together (9.6), (9.7), and (9.9) we conclude
\begin{equation}
\varphi(\mathbb{R}(V(\mathcal{K}))) \leq \mathcal{K} DT \delta.
\end{equation}

We are now ready to prove Proposition 9.4.

**Proof of Proposition 9.4.** Let $m_0 = m_0(g) > 0$, $N_0 = N_0(g) > 0$, and $\kappa_0 = \kappa_0(g) > 0$ be as in Proposition 9.6. Fix $\mathcal{K} \subseteq \mathcal{T}_g$ compact. Let $\mathcal{K} := \mathcal{K}(\mathcal{K}) > 0$ be as in Proposition 9.8. Denote $R_0 = R_0(\mathcal{K}) := \max\{ (1/\kappa_0) \log((16/13)\mathcal{K}), 0 \} \geq 0$ so that $\mathbb{R}^{-\kappa_0} < \mathcal{K}$ for every $R > R_0$. Fix $B \subseteq \mathcal{P} \mathcal{M}F_g$ a cube, $0 < \delta < m_0$, $X,Y \in \mathcal{K}$, and $Y' \in \mathcal{T}_g$ with $d_T(Y,Y') < \delta$. By Proposition 9.6
\begin{equation}
F_R(X,Y,B) - F_{R+\delta}(X,Y',B) \leq \mathcal{K} \varphi(\mathbb{R}(V(N_{B\mathcal{K}}^{-\kappa_0}))) \cdot e^{hR} + e^{(h-\kappa_0)R},
\end{equation}
for every $R > R_0$, Proposition 9.8 ensures
\begin{equation}
\varphi(\mathbb{R}(V(N_{B\mathcal{K}}^{-\kappa_0}))) \leq \mathcal{K} DT e^{-\kappa_0 R}.
\end{equation}

Putting together (9.10) and (9.11) we deduce that, for every $R > R_0$,
\begin{equation}
F_R(X,Y,B) - F_{R+\delta}(X,Y',B) \leq \mathcal{K} e^{(h-\kappa_0)R}.
\end{equation}

The same bound holds for every $R > 0$ by increasing the implicit constant. \hfill $\Box$

**Varying the origin of sector counts.** We now study how the counting functions $F_R(X,Y,B)$ vary as we move $X$ in a small neighborhood of $\mathcal{T}_g$. More specifically, we prove the following bound.

**Proposition 9.9.** For every compact subset $K \subseteq \mathcal{T}_g$ there exists a constant $\delta_0 = \delta_0(K) > 0$ with the following property. Let $B \subseteq \mathcal{P} \mathcal{M}F_g$ a cube, $0 < \delta < \delta_0$, $X,Y \in \mathcal{K}$, and $X' \in \mathcal{T}_g$ with $d_T(X,X') < \delta$. Then, for every $R > 0$,
\begin{equation}
F_R(X,Y,B) - F_{R+\delta}(X',Y,B) \leq \mathcal{K} DT e^{(h-\kappa_0)R},
\end{equation}
where $\kappa_0 = \kappa_0(g) > 0$ is a constant depending only on $g$.

To prove Proposition 9.9 we introduce some notation. Consider the map $q_1: \mathcal{T}_g \times \mathcal{P} \mathcal{M}F_g \to \mathcal{Q} \mathcal{T}_g$ which to every $X \in \mathcal{T}_g$ and every $[\eta] \in \mathcal{P} \mathcal{M}F_g$ assigns the unique quadratic differential $q_1 := q_1(X,[\eta]) \in S(X)$ such that $[\mathbb{R}(q_1)] = [\eta]$. Consider also the map $t_0: \mathcal{T}_g \times \mathcal{T}_g \times \mathcal{P} \mathcal{M}F_g \to \mathcal{R}$ which to every pair $X,X' \in \mathcal{T}_g$ and every $[\eta] \in \mathcal{P} \mathcal{M}F_g$ assigns the unique $t_0 := t_0(X,X',[\eta]) \in \mathcal{R}$ such that $a_{t_0}(q_1(X',[\lambda]))$ is the same leaf of $\mathcal{F}^{as}$ as $q_1(X,[\lambda])$. Finally, consider the map $q_2: \mathcal{T}_g \times \mathcal{T}_g \times \mathcal{P} \mathcal{M}F_g \to \mathcal{R}$ given by $q_2(X,X',[\eta]) := a_{t_0}(X,X',[\eta]) q_1(X',[\eta])$. See Figure 4. These maps are continuous. Recall that $d_H$ denotes the modified Hodge metric along the leaves of $\mathcal{F}^{as}$ and $\mathcal{F}^{uu}$. A compactness argument using Lemma 7.4 and Theorem 7.6 yields the following result.

**Proposition 9.10.** Let $K \subseteq \mathcal{T}_g$ be a compact subset and $\epsilon > 0$. There exists a constant $\delta_0 = \delta_0(K,\epsilon) > 0$ such that for every $X \in \mathcal{K}$, every $X' \in \mathcal{T}_g$ with $d_T(X,X') < \delta_0$ and every $[\eta] \in \mathcal{P} \mathcal{M}F_g$,
\begin{align*}
t_0(X,X',[\eta]) &< \epsilon, \\
d_H(q_1(X,[\eta]),q_2(X,X',[\eta]) &< \epsilon.
\end{align*}
We will also need the following slightly stronger version of Corollary 9.11.

Corollary 9.11. Let \( K \subseteq \mathcal{T}_g \) be a compact subset and \( r > 0 \). There exists a constant \( \delta_{11} = \delta_{11}(K, r) > 0 \) such that if \( q, q' \in Q^1 \mathcal{T}_g \) are on the same leaf of \( \mathcal{F}^{ss} \) or \( \mathcal{F}^{ss} \) and satisfy \( q \in \pi^{-1}(K) \) and \( d_H(q, q') \leq \delta_{11} \), then \( d_T(\pi(q), \pi(q')) \leq r \). In particular, \( q' \in \pi^{-1}(\text{Nbhd}_r(K)) \).

As a first step towards proving Proposition 9.9, we prove the following bound.

Proposition 9.12. For every compact subset \( K \subseteq \mathcal{T}_g \) there exists a constant \( \delta_{12} = \delta_{12}(K) > 0 \) with the following property. Let \( U \subseteq \mathcal{P} \mathcal{M}F_g \) measurable, \( 0 < \delta < \delta_{12} \), \( X, Y, X' \in \mathcal{K} \), and \( X' \in \mathcal{T}_g \) with \( d_T(X, X') \leq \delta \). Denote \( V := [\Re]^{-1}(\partial U) \cap S(X) \). Then, for every \( R > 0 \),

\[
F_R(X, Y; U) - F_{R+\delta}(X', Y; U) \lesssim_{K} \mathcal{P}(\Re(V(N_{g}^{-1}(-R^2)))) \cdot \epsilon^{h_R} + \epsilon^{(h-R)} R,
\]

where \( N_{g} = N_{g}(g) > 0 \) and \( \epsilon_{25} = \epsilon_{25}^{(g)} g > 0 \) are constants depending only on \( g \).

Proof. Let \( r = r(g) > 0 \) be as in Theorem 7.10 and \( r = r(g) := \sqrt{1/2} > 0 \). Fix \( K \subseteq \mathcal{T}_g \) compact. Let \( \delta_{11} = \delta_{11}(K, r) > 0 \) be as in Corollary 9.11. By Corollary 9.11 and the \( \text{Mod}_g \) invariance of \( d_H \) and \( d_T \), if \( q \in \pi^{-1}(\text{Mod}_g \cdot K) \) and \( q' \in Q^1 \mathcal{T}_g \) are on the same leaf of \( \mathcal{F}^{ss} \) with \( d_H(q, q') < \delta_{11} \), then

\[
d_T(\pi(q), \pi(q')) < r.
\]

Let \( 0 < \epsilon_{ab} < \epsilon_{mb} \) be the parameter used to define short bases and \( C = C_{C}(g, \epsilon_{ab}) > 0 \) be as in Theorem 7.8. By Theorem 7.8 for every \( q, q' \in Q^1 \mathcal{T}_g \) on the same leaf of \( \mathcal{F}^{ss} \) and every \( t > 0 \),

\[
d_H(a_{t} q, a_{t} q') \leq C \cdot \epsilon_{mb}^{(t)} \cdot d_H(q, q').
\]

Let \( \epsilon = \epsilon(K, \epsilon_{ab}) := \min\{\delta_{11}/2, \epsilon_{mb}\} > 0 \), \( \delta_{10} = \delta_{10}(K, \epsilon) > 0 \) be as in Proposition 9.10 and \( \delta_{12} = \delta_{12}(K, \epsilon) := \min\{\epsilon, 1/\epsilon\} > 0 \).

Fix \( U \subseteq \mathcal{P} \mathcal{M}F_g \) measurable, \( 0 < \delta < \delta_{12} \), \( X, Y, X' \in \mathcal{K} \), and \( X' \in \mathcal{T}_g \) with \( d_T(X, X') \leq \delta \). Denote \( V := [\Re]^{-1}(\partial U) \cap S(X) \). By the triangle inequality, the \( \text{Mod}_g \) invariance of \( d_T \), (9.12), and (9.13), for every \( g \in \text{Mod}_g \) and every \( R > 0 \), if \( g, Y \in B_{R}(X) \cap \text{Sect}_{U}(X) \) but \( g, Y \notin B_{R+\delta}(X') \cap \text{Sect}_{U}(X') \), then

\[
g, Y \in \text{Nhbd}_{2r}(B_{R+2r}(X') \cap \text{Sect}_V(X') \cap \text{Mod}_g \cdot \text{Nhbd}_{2r}(K)).
\]

See Figure 4. Let \( \delta_{10} = \delta_{10}(K) > 0 \) be as in Lemma 9.5 and \( r' = r'(K) := 2 \). Consider \( \text{Teichmüller} \) metric balls of radius \( r' \) centered at every point \( g, Y \) satisfying (9.14). It follows from (9.14) and Lemma 9.5 that

\[
F_R(X, Y; U) - F_{R+\delta}(X', Y; U) \lesssim_{K} \mathcal{M}(\text{Nhbd}_{2r}(B_{R+2r}(X') \cap \text{Sect}_V(X') \cap \text{Mod}_g \cdot \text{Nhbd}_{2r}(K))).
\]

As \( 0 < 3r < \eta_{13} \), Theorem 7.10 ensures

\[
\mathcal{M}(\text{Nhbd}_{2r}(B_{R+2r}(X') \cap \text{Sect}_V(X') \cap \text{Mod}_g \cdot \text{Nhbd}_{2r}(K))) \lesssim_{K} \mathcal{P}(\Re(V(N_{g}^{-1}(-R^2)))) \cdot \epsilon^{h_R} + \epsilon^{(h-R)} R.
\]

Putting together (9.15) and (9.16) we conclude

\[
F_R(X, Y; U) - F_{R+\delta}(X', Y; U) \lesssim_{K} \mathcal{P}(\Re(V(N_{g}^{-1}(-R^2)))) \cdot \epsilon^{h_R} + \epsilon^{(h-R)} R.
\]

We are now ready to prove Proposition 9.9.
Proof of Proposition 9.9. Fix $K \subseteq \mathcal{T}_g$ compact. Let $\nu = \nu(K) > 0$ be as in Proposition 9.8 and $\nu = \nu(K) > 0$ be as in Proposition 9.12. Denote $R_0 = R_0(K) := \max\{1/\kappa, \log(1/\nu)\} > 0$ so that $\nu < \nu R < \nu$ for every $R > R_0$. Fix $B \subseteq \mathcal{PMF}_g$ a cube, $0 < \delta < \delta$, $X, Y \in K$, and $X' \in \mathcal{T}_g$ with $d_T(X, X') < \delta$. By Proposition 9.12

$$F_R(X, Y, B) - F_{R+\delta}(X', Y, B) \leq K \tau(\mathcal{R}(V(N_{\delta}^{-\nu R}))) \cdot e^{hR} + e^{(h-\nu)R}. \tag{9.17}$$

For every $R > R_0$, Proposition 9.8 ensures

$$\tau(\mathcal{R}(V(N_{\delta}^{-\nu R}))) \leq K, \quad \text{DT} \quad e^{-\nu R}. \tag{9.18}$$

Putting together (9.17) and (9.18) we deduce that, for every $R > R_0$,

$$F_R(X, Y, B) - F_{R+\delta}(X', Y, B) \leq K, \quad \text{DT} \quad e^{(h-\nu)R}. \tag{9.19}$$

The same bound holds for every $R > 0$ by increasing the implicit constant. \hfill \Box

**Comparison of leading terms.** For every $X \in \mathcal{T}_g$ and every $U \subseteq \mathcal{PMF}_g$ measurable consider the integral

$$I(X, U) := \int_{S(X)} 1_U(|\mathcal{R}(q)|) \lambda(q) \, ds_X(q).$$

The following bounds will be used to compare leading terms in the proof of Theorem 9.1

**Proposition 9.13.** Let $\delta > 0$ and $X, X' \in \mathcal{T}_g$ with $d_T(X, X') < \delta$. Then, for every $U \subseteq \mathcal{PMF}_g$ measurable,

$$e^{-h\delta} \cdot I(X, U) \leq I(X', U) \leq e^{h\delta} \cdot I(X, U). \tag{9.19}$$

**Proof.** By definition (2.5) of the Hubbard-Masur function $\lambda$, for every $X \in \mathcal{T}_g$,

$$I(X, U) = \nu(\{\eta \in \mathcal{MF}_g \mid \text{Ext}_{\eta}(X) \leq 1, [\eta] \in U\}). \tag{9.19}$$

Fix $\delta > 0$ and $X, X' \in \mathcal{T}_g$ such that $d_T(X, X') < \delta$. By (2.7), for every $\eta \in \mathcal{MF}_g$,

$$e^{-2\delta} \cdot \text{Ext}_{\eta}(X) \leq \text{Ext}_{\eta}(X') \leq e^{2\delta} \cdot \text{Ext}_{\eta}(X). \tag{9.20}$$

Using (9.19), (9.20), and the scaling properties of extremal lengths and the Thurston measure, we bound

$$I(X', U) = \nu(\{\eta \in \mathcal{MF}_g \mid \text{Ext}_{\eta}(X') \leq 1, [\eta] \in U\})$$

$$\leq \nu(\{\eta \in \mathcal{MF}_g \mid \text{Ext}_{\eta}(X) \leq e^{2\delta}, [\eta] \in U\})$$

$$= e^{h\delta} \cdot I(X, U).$$

An analogous argument proves the other inequality. \hfill \Box
Proofs of main theorems. We are now ready to prove Theorem 9.1.

Proof of Theorem 9.1. Fix $K \subseteq T_g$ compact. Let $d_0 = \delta_0(K) > 0$ be as in Lemma 4.2, $\delta_0 = \delta_0(K) > 0$ be as in Proposition 9.3, and $\delta_0 = \delta_0(K) = \min(\delta_0, \delta_1) > 0$. Fix $X, Y \in K$ and $B \subseteq \mathcal{P} \mathcal{M} \mathcal{F}_g$ a cube. Let $R > 2$ and $0 < \delta = \delta(K, R) < \delta_0$ to be fixed later. As $0 < \delta < \delta_0$, Proposition 9.3 ensures that, for every $X', Y' \in T_g$ such that $d_T(X, X') < \delta$ and $d_T(Y, Y') < \delta$,

\begin{align}
F_{R-2\delta}(X', Y', \mathcal{B}) - F_R(X, Y, \mathcal{B}) & \leq \kappa_\text{DT} e^{(h - \text{Re}) R}, \\
F_R(X, Y, \mathcal{B}) - F_{R+2\delta}(X', Y', \mathcal{B}) & \leq \kappa_\text{DT} e^{(h - \text{Re}) R}.
\end{align}

Multiplying (9.21) and (9.22) by $1_{B_\delta}(X') \cdot 1_{B_\delta}(Y')$ we obtain the following inequalities, valid for every $X', Y' \in T_g$,

\begin{align}
1_{B_\delta}(X') \cdot 1_{B_\delta}(Y') \cdot F_{R-2\delta}(X', Y', \mathcal{B}) - 1_{B_\delta}(X') \cdot 1_{B_\delta}(Y') \cdot F_R(X, Y, \mathcal{B}) & \leq \kappa_\text{DT} \cdot 1_{B_\delta}(X')(X') \cdot 1_{B_\delta}(Y')(Y') \cdot e^{(h - \text{Re}) R}, \\
1_{B_\delta}(X') \cdot 1_{B_\delta}(Y') \cdot F_R(X, Y, \mathcal{B}) - 1_{B_\delta}(X') \cdot 1_{B_\delta}(Y') \cdot F_{R+2\delta}(X', Y', \mathcal{B}) & \leq \kappa_\text{DT} \cdot 1_{B_\delta}(X')(X') \cdot 1_{B_\delta}(Y')(Y') \cdot e^{(h - \text{Re}) R}.
\end{align}

We use (9.24) together with Theorem 8.8 and Lemma 4.2 to show that

\begin{align}
F_R(X, Y, \mathcal{B}) - \frac{\Lambda_g}{h \cdot \text{m}(\mathcal{M}_g)} \left( \int_{S(X)} 1_B([R(q)]) \lambda(q) d\mu(q) \right) \cdot e^{h R} & \leq \kappa_\text{DT} \cdot \delta \cdot e^{h R} + \delta^{-2h} \cdot e^{(h - \text{Re}) R} + e^{(h - \text{Re}) R}.
\end{align}

Integrating (9.24) with respect to $d\text{m}(Y') d\text{m}(X')$ we deduce

\begin{align}
\text{m}(B_\delta(X)) \cdot \text{m}(B_\delta(Y)) \cdot F_R(X, Y, \mathcal{B}) & \geq \int_{T_g} 1_{B_\delta}(X') \left( \int_{T_g} 1_{B_\delta}(Y')(Y') F_{R+2\delta}(X', Y', \mathcal{B}, d\text{m}(Y')) d\text{m}(X') \right) d\text{m}(X')
\end{align}

\begin{align}
& \leq \sum_{g \in \text{Mod}_g} \int_{T_g} 1_{B_\delta}(X') \left( \int_{\mathcal{M}_g} 1_{B_\delta}(Y)(g.s^{-1}(Y')) F_{R+2\delta}(X', g.s^{-1}(Y'), \mathcal{B}, d\text{m}(Y')) d\text{m}(X') \right) d\text{m}(X')
\end{align}

Fix $g \in \text{Mod}_g$. An unfolding argument shows that, for every $X' \in \mathcal{M}_g$,

\begin{align}
\int_{T_g} 1_{B_\delta}(Y)(g.s^{-1}(Y')) F_{R+2\delta}(X', g.s^{-1}(Y'), \mathcal{B}, d\text{m}(Y')) = \sum_{h \in \text{Mod}_g} 1_{\mathcal{P}_g}(h.Y') 1_{B_\delta}(Y)(g.h.Y') 1_{B_\delta}(X') \cap \text{Sect}_s(X')(Y') d\text{m}(Y')
\end{align}

\begin{align}
= \sum_{h \in \text{Mod}_g} 1_{\mathcal{D}_g}(h.Y') 1_{B_\delta}(Y)(g.h.Y') d\text{m}_{X, \mathcal{B}}^{R+2\delta}(Y').
\end{align}

As $\hat{\text{m}}_{X, \mathcal{B}}^{R+2\delta}$ is the pushforward to $\mathcal{M}_g$ of the measure $\hat{\text{m}}_{X, \mathcal{B}}^{R+2\delta}$ on $T_g$,

\begin{align}
\int_{T_g} \sum_{h \in \text{Mod}_g} 1_{\mathcal{D}_g}(h.Y') 1_{B_\delta}(Y)(g.h.Y') d\text{m}_{X, \mathcal{B}}^{R+2\delta}(Y') = \int_{\mathcal{M}_g} 1_{B_\delta}(Y)(g.s^{-1}(Y')) d\hat{\text{m}}_{X, \mathcal{B}}^{R+2\delta}.
\end{align}
Putting together (2.27), (9.28), and (9.29) we deduce

$$
\sum_{g \in \text{Mod}_g} \int_{T_g} \mathbb{1}_{B(X)}(X') \left( \int_{T_g} \mathbb{1}_{B(Y)}(Y') F_{R+2\delta}(X', Y', B) \, dm(Y') \right) \, dm(X')
$$

(9.30)

By Theorem 8.8

$$
\sum_{g \in \text{Mod}_g} \int_{T_g} \mathbb{1}_{B(X)}(X') \left( \int_{T_g} \mathbb{1}_{B(Y)}(g, s^{-1}(Y')) \, \tilde{m}^{R+2\delta}_{X, B} \right) \, dm(X')
$$

(9.31)

Using (2.3) and Proposition 9.13 we deduce

$$
\mathsf{m}(B_\delta(X)) \cdot e^{-\delta \cdot \left( \int_{S(X)} \mathbb{1}_B([\Re(q)]) \lambda(q) \, d\mu(q) \right)} \leq \int_{Q_1 T_g} \mathbb{1}_B([\Re(q)]) \mathbb{1}_{B_\delta(X)}(\pi(q)) \lambda(q) \, d\mu(q),
$$

(9.32)

$$
\int_{Q_1 T_g} \mathbb{1}_B([\Re(q)]) \mathbb{1}_{B_\delta(X)}(\pi(q)) \lambda(q) \, d\mu(q) \leq \mathsf{m}(B_\delta(X)) \cdot e^{\delta \cdot \left( \int_{S(X)} \mathbb{1}_B([\Re(q)]) \lambda(q) \, d\mu(q) \right)}.
$$

(9.33)

As $0 < \delta < 1$, the mean value theorem ensures

$$
\int_{S(X)} \mathbb{1}_B([\Re(q)]) \lambda(q) \, d\mu(q) = 1 + O_\delta(\delta).
$$

(9.34)

Putting together (9.32), (9.33), and (9.34) we deduce

$$
\sum_{g \in \text{Mod}_g} \int_{T_g} \mathbb{1}_{B(X)}(X') \left( \int_{T_g} \mathbb{1}_{B(Y)}(g, s^{-1}(Y')) \, \tilde{m}^{R+2\delta}_{X, B} \right) \, dm(X')
$$

(9.35)

Combining (9.31), (9.34), and (9.35) we deduce

$$
\sum_{g \in \text{Mod}_g} \int_{T_g} \mathbb{1}_{B(X)}(X') \left( \int_{T_g} \mathbb{1}_{B(Y)}(g, s^{-1}(Y')) \, \tilde{m}^{R+2\delta}_{X, B} \right) \, dm(X')
$$

(9.36)

Putting together (9.26), (9.30), and (9.36), and dividing by $\mathsf{m}(B_\delta(X)) \cdot \mathsf{m}(B_\delta(Y))$ we deduce

$$
F_{R}(X, Y, B) - \frac{\Lambda_g}{h \cdot \tilde{m}(M_g)} \cdot \left( \int_{S(X)} \mathbb{1}_B([\Re(q)]) \lambda(q) \, d\mu(q) \right) \cdot e^{h R}
$$

(9.37)

As $0 < \delta < \delta_0$, (9.37) and Lemma 4.2 imply (9.25) holds, that is,

$$
F_{R}(X, Y, B) - \frac{\Lambda_g}{h \cdot \tilde{m}(M_g)} \cdot \left( \int_{S(X)} \mathbb{1}_B([\Re(q)]) \lambda(q) \, d\mu(q) \right) \cdot e^{h R}
$$

(9.38)
Analogous arguments using (9.23) instead of (9.24) give the lower bound

\[
F_R(X, Y, B) - \frac{\Lambda_g}{\hat{h} \cdot \hat{m}(M_g)} \left( \int_{S(X)} 1_B([R(q)]) \lambda(q) \; d\mu(q) \right) \cdot e^{hR} \geq K_{DT} \delta \cdot e^{hR} + \delta^{-2h} \cdot e^{(h-\kappa)R} + e^{(h-\kappa)R}.
\]

Combining (9.38) with (9.39) we deduce

\[
F_R(X, Y, B) = \frac{\Lambda_g}{\hat{h} \cdot \hat{m}(M_g)} \cdot \left( \int_{S(X)} 1_B([R(q)]) \lambda(q) \; d\mu(q) \right) \cdot e^{hR} + O_{K, DT} \left( \delta \cdot e^{hR} + \delta^{-2h} \cdot e^{(h-\kappa)R} + e^{(h-\kappa)R} \right).
\]

Let \( \delta = \delta(K, R) := \delta_0 e^{-\eta R} \) with \( \eta > 0 \) small enough so that \( 2h\delta < \eta \). Consider \( \eta_1 \) and \( \eta_2 \) such that \( \eta \leq \eta_1 \leq \eta_2 \leq 2h \eta \). It follows from (9.40) that, for every \( R > 2 \),

\[
F_R(X, Y, B) = \frac{\Lambda_g}{\hat{h} \cdot \hat{m}(M_g)} \cdot \left( \int_{S(X)} 1_B([R(q)]) \lambda(q) \; d\mu(q) \right) \cdot e^{hR} + O_{K, DT} \left( \delta \cdot e^{hR} + \delta^{-2h} \cdot e^{(h-\kappa)R} + e^{(h-\kappa)R} \right).
\]

The same equality holds for every \( R > 0 \) by increasing the implicit constant in the error term. \( \square \)

We now use Theorem 9.1 and an approximation argument to prove Theorem 9.2.

**Proof of Theorem 9.2.** Fix \( K \subseteq T_g \) compact, \( X, Y \in K, \psi \in \mathcal{PC}^1(\mathcal{PM}_F g) \), and \( R > 0 \). Let \( 0 < \delta = \delta(R) < 1 \), to be fixed later. Consider a partition \( \mathcal{PM}_F g = \bigcup_{i=1}^{n(\delta)} B_i \) of \( \mathcal{PM}_F g \) into \( n(\delta) \) disjoint cubes \( B_i \subseteq \mathcal{PM}_F g \) of diameter \( \text{diam}(B_i) \leq \delta \). For every \( i \in \{1, \ldots, n(\delta)\} \) denote

\[
m_i := \min_{[\eta] \in B_i} \psi([\eta]), \quad M_i := \max_{[\eta] \in B_i} \psi([\eta]).
\]

As \( \psi \in \mathcal{PC}^1(\mathcal{PM}_F g) \), for every \( i \in \{1, \ldots, n(\delta)\} \),

\[
|M_i - m_i| \leq D \|\psi\|_{\mathcal{PC}^1} \cdot \delta.
\]

Consider the approximations \( \psi_{\delta}^{\text{min}} \leq \psi \leq \psi_{\delta}^{\text{max}} \) given by

\[
\psi_{\delta}^{\text{min}}([\eta]) := \sum_{i=1}^{n(\delta)} m_i \cdot 1_{B_i}([\eta]), \quad \psi_{\delta}^{\text{max}}([\eta]) := \sum_{i=1}^{n(\delta)} M_i \cdot 1_{B_i}([\eta]).
\]

Notice that

\[
F_R(X, Y, \psi_{\delta}^{\text{min}}) \leq F_R(X, Y, \psi) \leq F_R(X, Y, \psi_{\delta}^{\text{max}}).
\]

By Theorem 9.1

\[
F_R(X, Y, \psi_{\delta}^{\text{min}}) = \frac{\Lambda_g}{\hat{h} \cdot \hat{m}(M_g)} \cdot \left( \int_{S(X)} \psi_{\delta}^{\text{min}}([R(q)]) \lambda(q) \; ds_X(q) \right) \cdot e^{hR} + O_{K, DT} \left( \|\psi\|_{\infty} \cdot n(\delta) \cdot e^{(h-\kappa)R} \right),
\]

\[
F_R(X, Y, \psi_{\delta}^{\text{max}}) = \frac{\Lambda_g}{\hat{h} \cdot \hat{m}(M_g)} \cdot \left( \int_{S(X)} \psi_{\delta}^{\text{max}}([R(q)]) \lambda(q) \; ds_X(q) \right) \cdot e^{hR} + O_{K, DT} \left( \|\psi\|_{\infty} \cdot n(\delta) \cdot e^{(h-\kappa)R} \right).
\]

By (9.41),

\[
\int_{S(X)} (\psi_{\delta}^{\text{max}}([R(q)]) - \psi_{\delta}^{\text{min}}([R(q)])) \lambda(q) \; ds_X(q) \leq D \|\psi\|_{\mathcal{PC}^1} \cdot \delta.
\]
Using (9.42), (9.43), (9.44), (9.45), and the inequality $n(\delta) \leq \delta^{-h}$ we deduce
\[
F_R(X, Y, \psi) = \frac{\Lambda_g}{h \cdot m(M_q)} \cdot \left( \int_{S(X)} \psi(|R(q)|) \lambda(q) \, ds_X(q) \right) \cdot e^{hR} + O_{K,DT} \left( \left\| \psi \right\|_{PC^1} \cdot \left( \delta \cdot e^{hR} + \delta^{-h} \cdot e^{(h-nR)} \right) \right).
\]

Let $\delta = \delta(R) := e^{-\eta R}$ with $\eta > 0$ small enough so that $h \eta < \eta$. Consider $\eta = \eta(R) := \min\{\eta, \eta(R) - h \eta\} > 0$. From (9.46) we conclude that, for every $R > 0$,
\[
F_R(X, Y, \psi) = \frac{\Lambda_g}{h \cdot m(M_q)} \cdot \left( \int_{S(X)} \psi(|R(q)|) \lambda(q) \, ds_X(q) \right) \cdot e^{hR} + O_C \left( \left\| \psi \right\|_{PC^1} \cdot e^{(h-nR)} \right). \tag{9.46}
\]

### 10. Effective Lattice Point Count in Bisectors of Teichmüller Space

**Outline of this section.** The techniques used to prove the main results of §8 and §9 can also be used to prove effective mean equidistribution theorems for sectors of $Q^1T_g$ and effective lattice point count theorems for bisectors of $T_g$. In this section we state theorems of this kind and briefly outline their proofs.

**Equidistribution of sectors in $Q^1T_g$.** Recall that $m := \pi_*\mu$ denotes the pushforward to $T_g$ of the Masur-Veech measure $\mu$ on $Q^1T_g$ under the projection $\pi: Q^1T_g \to T_g$. Recall that $B_R(X) \subseteq T_g$ denotes the ball of radius $R > 0$ centered at $X \in T_g$ with respect to the Teichmüller metric. Recall that $q_\ast: T_g \times T_g \to Q^1T_g$ denotes the map which to every pair $X, Y \in T_g$ assigns the quadratic differential $q_\ast(X, Y) \in S(X)$ corresponding to the tangent direction at $X$ of the unique Teichmüller geodesic segment from $X$ to $Y$. Fix $X \in T_g$ and $V \subseteq S(X)$ measurable. Recall that
\[
\text{Sect}_V(X) := \{Y \in T_g \mid |R(q_\ast(X, Y))| \in V\}.
\]

Recall that $A_X: S(X) \times \mathbb{R}_{>0} \to Q^1T_g$ denotes the map $A_X(q, t) := a_tq$. Denote by $R_X \subseteq Q^1T_g$ the image of this map. The projection $\pi: Q^1T_g \to T_g$ restricts to a homeomorphism $\pi|_{R_X}: R_X \to T_g \setminus \{X\}$. Recall that, for every $R > 0$, $m_{X,V}^R$ denotes the restriction of the measure $m$ to the set $B_R(X) \cap \text{Sect}_V(X) \subseteq T_g$. On $Q^1T_g$ consider the measure $\mu_{X,V}^R$ given by
\[
\mu_{X,V}^R := (\pi|_{R_X})^\ast(m_{X,V}^R).
\]

Recall that $\Phi_X: S(X) \times \mathbb{R}_{>0} \to T_g$ denotes the map $\Phi_X(q, t) := \pi(a_tq)$ and that the volume form $m$ on $T_g$ can be described in polar coordinates as
\[
|\Phi_X^\ast m(q, t)| := \Delta(q, t) \cdot |s_X(q) \land dt|,
\]
where $\Delta: S(X) \cap Q^1T_g(1) \times \mathbb{R}_{>0} \to \mathbb{R}_{>0}$ is a positive, smooth function. In terms of this description, $\mu_{X,V}^R := (A_X)_\ast(\Delta(q, t) \cdot 1_{V}(q) \cdot 1_{[0, R]}(t) \cdot |s_X(q) \land dt|).

More generally, given an arbitrary non-negative, measurable function $\varphi: Q^1T_g \to \mathbb{R}_{>0}$ and $R > 0$, consider the measure $\mu_{X,\varphi}^R$ on $Q^1T_g$ given by
\[
\mu_{X,\varphi}^R := (A_X)_\ast(\Delta(q, t) \cdot \varphi(q) \cdot 1_{[0, R]}(t) \cdot |s_X(q) \land dt|).
\]

Denote by $\tilde{\mu}_{X,\varphi}^R$ the pushforward of $\mu_{X,\varphi}^R$ to $Q^1M_g$. The measures $\tilde{\mu}_{X,\varphi}^R$ keep track of how the sector centered at $X$ and cut out by $\varphi$ wraps around $Q^1M_g$.

As in §8, we will be particularly interested in the case $\varphi = \psi \circ |R|$ for $\psi: PMF \to \mathbb{R}_{>0}$ a measurable function in a suitable class and $|R|: Q^1T_g \to M_g$ the map $|R|_\ast(q) := |R(q)|$. Given $X \in T_g$, $\psi: PMF \to \mathbb{R}_{>0}$ measurable, and $R > 0$, denote $\mu_{X,\psi}^R := \mu_{X,\psi|0}^R$ and $\tilde{\mu}_{X,\psi}^R := \tilde{\mu}_{X,\psi|0}^R$.

Recall that $\tilde{\mu}$ denotes the Masur-Veech measure on $Q^1M_g$ and that $\tilde{m}$ denotes the local pushforward to $M_g$ of the measure $m$. Recall that $PC^1(PMF)$ denotes the class of piecewise $C^1$ functions $\psi: PMF \to \mathbb{R}$. Recall the definition of the Ratner class of observables $R(Q^1M_g, \tilde{\mu}) \subseteq L^2(Q^1M_g, \tilde{\mu})$ introduced in §3. Recall that $y: T_g \to M_g$ denotes the quotient map and that $\tilde{y}: Q^1M_g \to M_g$ denote the standard projection. Recall that $h := 6g - 6$. The techniques used in the proof of Theorem 8.1 can also be used to prove the following result, which generalizes Theorem 8.1 to sectors of $Q^1T_g$ cut out by functions in $PC^1(PMF)$.  \[\]
Theorem 10.1. Let \( \mathcal{K} \subseteq T_g \) be a compact subset, \( \phi_1 \in L^\infty(T_g, m) \) be an essentially bounded function with \( \text{ess supp}(\phi_1) \subseteq \mathcal{K} \), and \( \psi_1 \in \mathcal{P}^1(\mathcal{P}, \mathcal{M}_F) \) non-negative. Then, for every function \( \varphi_2 \in L^\infty(Q^1\mathcal{M}_g, \tilde{\mu}) \cap \mathcal{R}(Q^1\mathcal{M}_g, \tilde{\mu}) \) with \( \text{ess supp}(\varphi_2) \subseteq \pi^{-1}(\mathcal{K}) \) and every \( R > 0 \),

\[
\int_{T_g} \phi_1(X) \left( \int_{\mathcal{M}_g} \varphi_2(q) \, d\tilde{\mu}_{X, \psi_1}(q) \right) \, d\mathcal{m}(X) = \frac{1}{h \cdot \tilde{\mathcal{m}}(\mathcal{M}_g)} \cdot \left( \int_{Q^1\mathcal{T}_g} \psi_1([\mathcal{R}(q)]) \, \phi_1(\pi(q)) \lambda(q) \, d\mu(q) \right) \cdot \left( \int_{Q^1\mathcal{M}_g} \varphi_2(q) \lambda(q) \, d\tilde{\mu}(q) \right) \cdot e^{hR} + O_K \left( \|\psi_1\|_{\mathcal{P}^1} \cdot \|\phi_1\|_{\infty} \cdot (\|\varphi_2\|_{\infty} + \|\varphi_2\|_{\mathcal{R}(\tilde{\mu})}) \cdot e^{(h - \kappa_{28})R} \right),
\]

where \( \kappa_{28} = \kappa_{26}(g) > 0 \) is a constant depending only on \( g \).

As in §8, we fix a set of Dehn-Thurston coordinates of \( \mathcal{M}_F \), consider the corresponding identifications \( \mathcal{M}_F = \mathbb{R}^{6g-6} \) and \( \mathcal{P} \mathcal{M}_F = \mathbb{S}^{6g-7} \), and endow \( \mathbb{S}^{6g-7} \) with the restriction of the Riemannian Euclidean metric. Recall that when an implicit constant depends on the choice of Dehn-Thurston coordinates we add the subscript DT. As in §8, we consider cubes \( B \subseteq \mathcal{P} \mathcal{M}_F = \mathbb{S}^{6g-7} \) with closed and/or open facets.

Given \( X \in T_g, B \subseteq \mathcal{P} \mathcal{M}_F \) a cube, and \( R > 0 \), denote \( \mu_{X, B}^R := \mu_{X, B}^R \), \( \hat{\mu}_{X, B} := \hat{\mu}_{X, B} \). The approximation arguments used to prove Theorem 8.6 in particular, Proposition 8.7 can be used to deduce the following result from Theorem 10.1. This result generalizes Theorem 3.1 to sectors of \( Q^1T_g \) cut out by cubes of \( \mathcal{P} \mathcal{M}_F \).

Theorem 10.2. Let \( \mathcal{K} \subseteq T_g \) be a compact subset, \( \phi_1 \in L^\infty(T_g, m) \) be an essentially bounded function with \( \text{ess supp}(\phi_1) \subseteq \mathcal{K} \), and \( B_1 \subseteq \mathcal{P} \mathcal{M}_F \) be a cube. Then, for every function \( \varphi_2 \in L^\infty(Q^1\mathcal{M}_g, \tilde{\mu}) \cap \mathcal{R}(Q^1\mathcal{M}_g, \tilde{\mu}) \) with \( \text{ess supp}(\varphi_2) \subseteq \pi^{-1}(\mathcal{K}) \) and every \( R > 0 \),

\[
\int_{T_g} \phi_1(X) \left( \int_{\mathcal{M}_g} \varphi_2(q) \, d\tilde{\mu}_{X, B_1}(q) \right) \, d\mathcal{m}(X) = \frac{1}{h \cdot \tilde{\mathcal{m}}(\mathcal{M}_g)} \cdot \left( \int_{Q^1\mathcal{T}_g} \mathbb{1}_{B_1}([\mathcal{R}(q)]) \, \phi_1(\pi(q)) \lambda(q) \, d\mu(q) \right) \cdot \left( \int_{Q^1\mathcal{M}_g} \varphi_2(q) \lambda(q) \, d\tilde{\mu}(q) \right) \cdot e^{hR} + O_{K, DT} \left( \|\phi_1\|_{\infty} \cdot (\|\varphi_2\|_{\infty} + \|\varphi_2\|_{\mathcal{R}(\tilde{\mu})}) \cdot e^{(h - \kappa_{28})R} \right),
\]

where \( \kappa_{28} = \kappa_{26}(g) > 0 \) is a constant depending only on \( g \).

Let \( D_g \subseteq T_g \) be a measurable fundamental domain for the action of \( \text{Mod}_g \) on \( T_g \). Denote by \( q_s : \pi^{-1}(D_g) \rightarrow Q^1\mathcal{M}_g \) the restriction to \( \pi^{-1}(D_g) \) of the quotient map \( p : Q^1T_g \rightarrow Q^1\mathcal{M}_g \). For \( g = 2 \) this map is invertible and for \( g > 2 \) this map is invertible away from the fibers of Riemann surfaces with automorphisms. Denote by \( q_s^{-1} : Q^1\mathcal{M}_g \rightarrow \pi^{-1}(D_g) \) its measurable inverse. Recall the definition of the Ratner class of observables \( \mathcal{R}(Q^1T_g, \mu) \subseteq L^2(Q^1T_g, \mu) \) introduced in §8. The following result is a direct consequence of Theorem 10.2 compare to Theorem 8.8.

Theorem 10.3. Let \( \mathcal{K} \subseteq T_g \) be a compact subset, \( \phi_1 \in L^\infty(T_g, m) \) be an essentially bounded function with \( \text{ess supp}(\phi_1) \subseteq \mathcal{K} \), and \( B_1 \subseteq \mathcal{P} \mathcal{M}_F \) be a cube. Then, for every function \( \varphi_2 \in L^\infty(Q^1\mathcal{M}_g, \tilde{\mu}) \cap \mathcal{R}(Q^1\mathcal{T}_g, \mu) \) with \( \text{ess supp}(\varphi_2) \subseteq \pi^{-1}(\mathcal{K}) \) and every \( R > 0 \),

\[
\sum_{g \in \text{Mod}_g} \int_{T_g} \phi_1(X) \left( \int_{\mathcal{M}_g} \varphi_2(g, q_s^{-1}(q)) \, d\tilde{\mu}_{X, B_1}(q) \right) \, d\mathcal{m}(X) = \frac{1}{h \cdot \tilde{\mathcal{m}}(\mathcal{M}_g)} \cdot \left( \int_{Q^1\mathcal{T}_g} \mathbb{1}_{B_1}([\mathcal{R}(q)]) \, \phi_1(\pi(q)) \lambda(q) \, d\mu(q) \right) \cdot \left( \int_{Q^1\mathcal{M}_g} \varphi_2(q) \lambda(q) \, d\tilde{\mu}(q) \right) \cdot e^{hR} + O_{K, DT} \left( \|\phi_1\|_{\infty} \cdot (\|\varphi_2\|_{\infty} + \|\varphi_2\|_{\mathcal{R}(\tilde{\mu})}) \cdot e^{(h - \kappa_{28})R} \right),
\]

where \( \kappa_{28} = \kappa_{26}(g) > 0 \) is a constant depending only on \( g \).

The following result is a direct consequence of Theorem 10.3 and Proposition 8.3.
Theorem 10.4. Let $\mathcal{K} \subseteq \mathcal{T}_g$ be a compact subset, $\phi_1, \phi_2 \in L^\infty(T_g, m)$ be essentially bounded functions with $\text{ess supp}(\phi_1), \text{ess supp}(\phi_2) \subseteq \mathcal{K}$, and $B_1, B_2 \subseteq \mathcal{P} \mathcal{M} F_g$ be a cube. Then, for every function $\psi_2 \in \mathcal{P} \mathcal{C}^1(\mathcal{P} \mathcal{M} F_g)$ and every $R > 0$,

$$\sum_{g \in \text{Mod}_g} \int_{T_g} \phi_1(X) \left( \int_{\mathcal{M}_g} \psi_2(\mathcal{R}(g, q_5^{-1}(q))) \phi_2(\pi(g, q_5^{-1}(q))) d \mu_R^X \right) d m(X)$$

$$= \frac{1}{h \cdot m(M_g)} \cdot \left( \int_{\mathcal{T}_g} \mathbb{1}_{B_1}([\mathcal{R}(q)]) \phi_1(\pi(q)) \lambda(q) d \mu(q) \right) \cdot \left( \int_{\mathcal{T}_g} \mathbb{1}_{B_2}([\mathcal{R}(q)]) \phi_2(\pi(q)) d \mu(q) \right) \cdot e^{hR}$$

$$+ O_K, DT \left( \left\| \phi_1 \right\|_\infty \cdot \left\| \phi_2 \right\|_\infty \cdot \left\| \psi_2 \right\|_{\mathcal{P} \mathcal{C}^1} \cdot e^{(h^{-1/4} R)} \right),$$

where $\kappa^{\mathcal{B}_1} = \kappa^{\mathcal{B}_2}(g) > 0$ is a constant depending only on $g$.

The following result is a direct consequence of Theorem 10.4 and Proposition 8.7.

Theorem 10.5. Let $\mathcal{K} \subseteq \mathcal{T}_g$ be a compact subset, $\phi_1, \phi_2 \in L^\infty(T_g, m)$ be essentially bounded functions with $\text{ess supp}(\phi_1), \text{ess supp}(\phi_2) \subseteq \mathcal{K}$, and $B_1, B_2 \subseteq \mathcal{P} \mathcal{M} F_g$ be cubes. Then, for every $R > 0$,

$$\sum_{g \in \text{Mod}_g} \int_{T_g} \phi_1(X) \left( \int_{\mathcal{M}_g} \mathbb{1}_{B_1}([\mathcal{R}(q)]) \phi_1(\pi(q)) \lambda(q) d \mu(q) \right) \cdot \left( \int_{\mathcal{T}_g} \mathbb{1}_{B_2}([\mathcal{R}(q)]) \phi_2(\pi(q)) \lambda(q) d \mu(q) \right) \cdot e^{hR}$$

$$+ O_K \left( \left\| \phi_1 \right\|_\infty \cdot \left\| \phi_2 \right\|_\infty \cdot e^{(h^{-1/4} R)} \right),$$

where $\kappa^{\mathcal{B}_1} = \kappa^{\mathcal{B}_2}(g) > 0$ is a constant depending only on $g$.

Effective lattice point count in bisectors of $T_g$. Recall that, for every $X \in T_g$ and every $U \subseteq \mathcal{P} \mathcal{M} F$,

$$\text{Sect}_U(X) := \{ Y \in T_g \mid [\mathcal{R}(q_s(X, Y))] \in U \}.$$

Let $X, Y \in T_g$ and $B_1, B_2 \subseteq \mathcal{P} \mathcal{M} F_g$ cubes. For every $R > 0$ consider the counting function

$$F_R(X, Y, B_1, B_2) := \# \{ g \in \text{Mod}_g \mid g \cdot Y \in B_R(X) \cap \text{Sect}_{B_1}(X), \ g^{-1} \cdot X \in \text{Sect}_{B_2}(Y) \}$$

$$= \sum_{g \in \text{Mod}_g} \mathbb{1}_{B_R(X)}(g \cdot Y) \cdot \mathbb{1}_{B_1}([\mathcal{R}(q_s(X, g \cdot Y))]) \cdot \mathbb{1}_{B_2}([\mathcal{R}(Y, g^{-1} \cdot X)]).$$

Following the outline of the proof of Theorem 9.1, one can use Theorem 10.5 and Proposition 9.3 to prove the following result, which generalizes Theorem 4.1 to bisectors of $T_g$ cut out by cubes of $\mathcal{P} \mathcal{M} F_g$.

Theorem 10.6. Let $\mathcal{K} \subseteq \mathcal{T}_g$ compact, $X, Y \in \mathcal{K}$, and $B_1, B_2 \subseteq \mathcal{P} \mathcal{M} F_g$ cubes. Then, for every $R > 0$,

$$F_R(X, Y, B_1, B_2)$$

$$= \frac{1}{h \cdot m(M_g)} \cdot \left( \int_{S(X)} \mathbb{1}_{B_1}([\mathcal{R}(q)]) \lambda(q) ds_X(q) \right) \cdot \left( \int_{S(Y)} \mathbb{1}_{B_2}([\mathcal{R}(q)]) \lambda(q) ds_Y(q) \right) \cdot e^{hR}$$

$$+ O_K, DT \left( e^{(h^{-1/4} R)} \right),$$

where $\kappa^{\mathcal{B}_1} = \kappa^{\mathcal{B}_2}(g) > 0$ is a constant depending only on $g$.

Let $X, Y \in T_g$ and $\psi_1, \psi_2 \in \mathcal{P} \mathcal{C}^1(\mathcal{P} \mathcal{M} F_g)$. For every $R > 0$ consider the counting function

$$F_R(X, Y, \psi_1, \psi_2) := \sum_{g \in \text{Mod}_g} \mathbb{1}_{B_R(X)}(g \cdot Y) \cdot \psi_1([\mathcal{R}(q_s(X, g \cdot Y))]) \cdot \psi_2([\mathcal{R}(q_s(Y, g^{-1} \cdot X))]).$$

The approximation arguments used to prove Theorem 10.7 can be used to deduce the following result from Theorem 10.6. This result generalizes Theorem 4.1 to bisectors of $T_g$ cut out by functions in $\mathcal{P} \mathcal{C}^1(\mathcal{P} \mathcal{M} F_g)$. 
Theorem 10.7. Let $\mathcal{K} \subseteq \mathcal{T}_g$ compact, $X, Y \in \mathcal{K}$, and $\psi_1, \psi_2 \in P\mathcal{C}^1(\mathcal{P}\mathcal{M}_g)$. Then, for every $R > 0$,

$$F_R(X, Y, \psi_1, \psi_2) = \frac{1}{h \cdot \mathfrak{m}(\mathcal{M}_g)} \cdot \left( \int_{S(X)} \psi_1([\mathcal{R}(q)]) \lambda(q) \, ds_X(q) \right) \cdot \left( \int_{S(Y)} \psi_2([\mathcal{R}(q)]) \lambda(q) \, ds_Y(q) \right) \cdot e^{hR} + \mathcal{O}_K \left( \|\psi_1\|_{P\mathcal{C}^1} \cdot \|\psi_2\|_{P\mathcal{C}^1} \cdot e^{(h-\kappa_0)R} \right),$$

where $\kappa_0 = \kappa_0(g) > 0$ is a constant depending only on $g$.
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