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What do you think of the proposed definition of AI for the purposes of the strategy?

The proposed definition captures the essence of the meaning of Artificial Intelligence (AI) and while there isn’t widespread consensus on its definition across the various groups that use the phrase, we propose adding a subtext to the definition to capture the fluidity and nuance of AI. Specifically, the term AI has over time shifted significantly in what it means and there are differences in perception of the term by the wider public compared to the intended definition as put forth by an organization. For example, the work from Lipton and Steinhardt\(^1\) highlights how terms such as AI have social implications which can create widening gaps between reality and expectation because of concepts like suggestive definitions which communicate ability that means various things to the public which are different from the actual capabilities of the system. So when talking about concepts like visual perception, speech recognition, and decision-making, there is a certain expectation that is set that gives the impression that these systems exhibit human-like intelligence characteristics when in fact it has been shown in various forms that the representations captured by these systems are in fact quite brittle, vulnerable to attacks\(^2\), and don’t necessarily demonstrate intelligence in the humanistic sense where it is general enough to translate from one domain to another without significant retraining and re-tooling of the system, even in the case of narrow domains\(^3\).

Moreover, from a policy and regulation perspective, when utilizing a definition that conveys human-like intelligence implications leads to problems of anthropomorphization of these technologies\(^4\) which can lead to over-regulation and a chilling effect on investments and development of the field. This problem is exacerbated by problems of misrepresentations of the capabilities of the system\(^5\), both intentional and unintentional, by journalists, companies, researchers, and others for various purposes which leads the public astray sparking unwarranted fears and discussions\(^6\) while distracting from more meaningful and immediate concerns that need to be considered when crafting a national strategy for promoting responsible, safe, and ethical development of AI.
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Additionally, we’d like to point out that there are tasks achieved by AI systems today that don’t have clear parallels in terms of human intelligence and aren’t effectively captured by the proposed definition. As an example, the nudging and shaping of human behaviour on large social media platforms isn’t something that human intelligence can be known to exhibit in a traditional sense. Specifically, a lot of it is emergent from both directed efforts by the undergirding platform algorithms to achieve specific goals (say for example, higher clickthrough rates and engagement on content to generate ad revenues) and undirected efforts as humans interact with each other and the platform dynamics to achieve their own goals such as seeking out information, connecting with others, etc.

Speaking just of computers in the definition also has limitations in terms of the perception that is created when thinking about the devices where such intelligence is captured, especially as we move towards embedding this into all sorts of devices that operate in the background, fading into ambient intelligence with the Internet of Things (IoT) as an accelerant for this trend. Thus, the use of the word “computers” may create a false expectation without further clarifying that what is meant by that is “computing devices” which captures other devices as mentioned above which can also exhibit rule-based or intelligent behaviour that should be considered, especially as edge computing becomes more powerful and computations, learning, and inference are not only performed in centralized data centers. Platforms where interactions are mediated by both artificial and human agents also don’t strictly fall into this framing of the definition as the “intelligence” is captured in a more distributed sense causing significant shifts in people’s behaviour.

From a regulatory standpoint and incorporating this into the definition as it relates to the AI strategy, it will be of paramount importance to articulate these nuances as a supplemental subtext to the primary definition proposed or by revising and expanding the proposed definition such that these expectations are made clear and lead to meaningful and measured strides in investments for AI development and directing regulatory oversight in an appropriate manner.
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Do you agree that the strategy should be people-centred and aligned with Scotland’s National Performance Framework?

The NPF provides a much needed foundation for aligning the AI strategy such that the development and deployment of AI-enabled solutions truly leads to the inclusion of all people in Scotland to partake in economic and social development.

The NPF highlights a lot of ideas that align quite well with the established domains of responsible, inclusive, and ethical development of AI. Specifically, we see this serving as a great opportunity for the drafters of the final strategy to refer to the breadth of literature in refining the concepts of fairness\textsuperscript{13}, inclusion\textsuperscript{14}, ethics\textsuperscript{15}, explainability\textsuperscript{16}, responsibility\textsuperscript{17}, transparency\textsuperscript{18}, accountability\textsuperscript{19}, and other related concepts from the perspective of the societal impacts of AI.

We also strongly advocate for a participatory approach\textsuperscript{20} in the design of the strategy as has been undertaken by the committee in this initial phase for the public consultation. Our experience running workshops for various public entities and government agencies has surfaced the power in seeking diverse perspectives outside of traditional academic circles, industry and other avenues and instead engaging in a long-running, repeated engagement methodology. As an example, quite frequently, there is very little discussion and consultation with on-the-ground workers who might be affected by the use of automation from a labor perspective\textsuperscript{21}, specifically, there is little deep, informed consultation with such workers to understand their aspirations and what role they see themselves playing in an economy that might have high degrees of automation.
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Often it might also be the case that there is a desire to push back against AI-enabled solutions because of a misalignment from the perspective of local values and other considerations. This can be seen in the case of indigenous populations whose perspectives are often not considered when thinking about investments in AI development and deployment and how they can be included in the benefits that arise from the use of AI. Most of the strategies tout inclusion as an important facet to be considered and we are thrilled with the alignment that Scotland’s AI strategy takes with the NPF. We simultaneously would like to emphasize to involve researchers who specialize in demographic analysis and historians who can take a critical lens on the strategy such that traditionally marginalized populations have a chance to voice their aspirations and include them as a part of building AI in Scotland that does indeed bring prosperity to all and trigger benefits for people beyond just the majority. From our work, we’ve found that such a process does require effective level-setting so that people have a shared vernacular when it comes to both the technical and social science concepts. This is crucial so that interpretations are not lost in translation between diverse audiences.

People-centrism also requires broadening thinking around the second-order effects of AI-enabled solutions. An example comes from how people with disabilities face troubles in interacting with spaces around them that are developed without their needs in mind. We see this become particularly problematic in the case of AI, as an example how online conversations might lose diversity because of biases in AI development that utilize large-scale corpora sourced from the internet for development. A more deliberate approach should be mandated by the strategy document to ensure that such problems are not discovered post-hoc at which point fixing them is not only more costly but leads to a bandage approach.

We also see that true inclusion and development of AI such that it leads to the flourishing of all in a sustainable manner requires the empowerment of local communities such that they can utilize this general-purpose technology to solve for their communities borrowing on insights and intelligence that they have by being the closest to the problem. On that note, democratization of AI-enabled technologies, specifically by investments in making larger public datasets available for training of AI systems under the supervised machine learning paradigm, more access to open compute infrastructure that allows from those outside of large corporations and research labs to experiment and develop AI solutions, and accessible training to build and use AI-enabled solutions will be necessary in achieving the goals as set out in the NPF. This will
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allow smaller organizations to thrive as well, creating more opportunities for distributing the gains from using AI within Scotland.

How do you think AI could benefit Scotland’s people, and how do we ensure that the benefits are shared and no-one is left behind?

Looking at the two aspects posed in this question, we see that the benefits to Scotland’s people can be split along the lines of economic benefits and societal benefits. From an industry and economic perspective, there are many aspects of agriculture and forestry that can benefit from the use of AI, this has the added advantage of utilizing some of the modern techniques to boost productivity in land-use but also from the labor productivity that is involved in these sectors. When looking at optimizing for sustainable fishery, there is vast literature that takes a systems thinking approach but this can now be supplemented by insights from using AI as a means to better identify fishing vessels and activity which can help prevent illegal activity that can render fishing unsustainable. Automation in this domain can also help to improve the situation in areas where there might be a labor shortage in the space and help in providing insights for example with fish stock reporting and research.

In the manufacturing sector, ample opportunities abound in the form of the utilization of AI towards improving the work being done in optoelectronics, software, and life sciences related industries. Especially, in the domain of financial services, there are tremendous opportunities to use the advances in AI for better credit allocation and risk management, regulatory compliance work that requires repetitive manual tasks and prone to human errors, among other innovations that can extend the advantages of formal banking to the hitherto “unbanked”. This has downstream implications in enhancing equity and economic growth that is distributed more evenly allowing prosperity for all. Yet, the use of AI in this domain is not without ethical risks and concerns and cautious deployment with appropriate safeguards need to be put in place. From an energy perspective, the push to renewables has brought about some novel challenges with grid balancing due to the variability in power generation which can be better balanced by
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the use of AI-enabled solutions that can forecast both the demand requirements on the grid and measure those against the potential input from renewable energy sources to reduce wasted resources and enhance the stability of the grid\textsuperscript{36} while promoting long-term sustainability in energy use. In the oil and gas industry, there is a potential to optimize drilling operations\textsuperscript{37} which can help to reduce the carbon footprint of these environmentally-detrimental activities. Simultaneously, it also presents an opportunity for eking out efficiencies in the entire value-chain from exploration to end-use of the extracted resources\textsuperscript{38}.

In the government services context, there are potential efficiencies that can be gained from the use of AI in setting taxation and other macroeconomic policies\textsuperscript{39} by testing out simulations using reinforcement learning agents as an example. Other government services\textsuperscript{40} to the citizens can be optimized as well by using AI tools to reduce wait and processing times for things like immigration. This again has downstream effects of greater participation from the populace by encouraging more meaningful interactions with the government where response times are rapid and the potential for human errors is reduced. Lower wait times and errors will also extend the use of these facilities to larger swathes of people with the same amount of investment and resources from the government perspective.

When thinking about how benefits can be shared more widely and that no one is left behind, we need to take a critical look at how integration of AI for example in the education sector from an early-stage\textsuperscript{41} can empower the Scottish people to better understand the implications of AI technology and participate meaningfully in the shaping of technical and policy measures as it relates to the development and deployment of AI technology. Yet, this requires widespread internet access\textsuperscript{42} and resources and wherewithal to utilize digital technologies that form the foundation for the later use of AI. This is a great opportunity to call for even deeper penetration of this basic infrastructure which will ultimately enhance the efficacy of the benefits that the Scottish Government would seek to realize for its people through the deployment of AI-enabled solutions. To ensure the deployment of AI doesn’t further exacerbate inequities\textsuperscript{43}, private
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corporations can also be called upon to make contributions to some of the points identified in the previous section around making large-scale compute and data infrastructure accessible to more people along with potentially helping to train the populace in building up AI talent, something that is scarce\textsuperscript{44} when it comes to industrial applications beyond basic understanding. Akin to a Corporate Social Responsibility (CSR) framework, government related subsidies and incentives could be offered to motivate the investment from private corporations to provide this in public interest.

Furthermore, when considering the existing workforce that has the potential to be displaced\textsuperscript{45} as a result of automation created by the deployment of AI technologies, investment in reskilling programs will be crucial. The benefits will be distributed unevenly and over a lumpy landscape if all workers are not given the opportunity to meaningfully transition\textsuperscript{46} from their current job roles and functions to new ones that either move them into complementary roles with AI, or into adjacent domains where automation is yet to happen. From an economic policy standpoint, Universal Basic Income (UBI)\textsuperscript{47} can also be explored as an option (something that is being experimented with in various forms during the 2020 pandemic) to counter some of the displacement effects of AI, specifically as a mechanism to ease transition from one job role to another. This will also give workers the confidence and financial security to prepare for a future of work that involves continual learning and incorporates them in a gainful manner in the economy of the future.

To assess whether people might be left behind as a consequence of the use of AI, a tool that might prove to be useful is Algorithmic Impact Assessment (AIA)\textsuperscript{48,49} which builds on the concepts of Privacy Impact Assessment (PIA)\textsuperscript{49} and other such measures extending the analysis to not only technical components but also social and economic impacts taking into account all stakeholders, something that can be done by adopting a systems thinking approach. This will also serve as an opportunity to highlight some of the groups that are traditionally left out and give the Scottish Government an opportunity to integrate them more deeply into the benefits that are to be realized from the use of AI. Borrowing from existing social work in inclusive design from a policy perspective, it will be crucial to work with representatives from various communities to ensure that their voices are incorporated into the development of these technologies and their use to truly bring benefits to all such that no one is left behind.
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What do you think of the proposed overarching vision of the strategy, and the two strategic goals that are proposed to underpin this?

The overarching vision of the strategy aligns quite well with the national outcomes and showcases the focus of the Scottish Government on being inclusive and encouraging growth that is shared by all. While they are great in terms of aspirations, from our experience working on similar strategies in other countries, we’ve found it pertinent to supplement these with a series of white papers or other policy documents that can expand and provide nuance to the vision as articulated here. The reasons for doing so are that it provides clear guidance for people who will use the vision statements to align their own strategies, yet because such statements can be interpreted differently by people, there is a risk of misalignment that can render harm on the very people that this is supposed to benefit. From several participants in the workshop that was hosted by MAIEI, it was emphasised that there is a need for more concreteness and guidance on how to precisely implement the vision statements into practice. The proposed mechanisms include working hand-in-hand with the industry stakeholders such that they have an intrinsic understanding of the goals. Additionally, working with the regulatory bodies in each of the industries provides an opportunity to integrate existing understanding and expertise of the industry such that alignment occurs in a meaningful manner with minimal friction and disruption.

One of the things that we found to be quite great about the vision statements is that they highlight that AI is to be used to empower people so that they flourish and that local organizations can prosper. We firmly believe that there is tremendous value in equipping local actors with the necessary tools and resources so that they can build solutions and address problems. Relying on external expertise and solutions comes with problems of insufficient understanding of the local cultural and contextual realities, something that often creates barriers to adoption and a mismatch between expectations and reality of what the technology is supposed to achieve.

Additionally, the governance\textsuperscript{50} surrounding the development and deployment of AI-enabled solutions will be crucial in achieving the strategic goals as identified. This is not only necessary for achieving the stated goals but also enhancing trust from the public in utilizing these tools. In the wider debate during the 2020 pandemic, it is evident that trust will play a critical role in adoption of new technologies such as contact tracing\textsuperscript{51}.
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Do you agree with the representation of Scotland’s AI ecosystem outlined in the scoping document? Is it missing anything?

As presented in the scoping document, the AI ecosystem captures the large elements that form and shape the space. While there is a mention of how governance of the AI ecosystem needs to wrestle with the cross-geographical nature of tools that might be built elsewhere but utilized locally by the Scottish people, we would like to emphasize that just as this was the case prior to the existence of the GDPR, the adoption of the GDPR ushered in an era where not only were data and privacy rights brought to the forefront of the discussion but also created a big push in terms of incentives for data localization and processing requirements that complied with the European standards. To continue to do business in the region, companies rapidly scrambled to put in place measures that allowed them to operate in a legally compliant manner in this domain.

We see that strong alignment with other major trading partners in terms of policy and governance measures surrounding AI while maintaining the interests of the Scottish people will be key in avoiding scenarios where sacrifices need to be made in terms of the rights of the Scottish people as it relates to the impacts of AI on them, irrespective of where the solutions are developed. We emphasize the need for alignment with the major trading partners as a reasonable measure for adherence by companies who supply AI-enabled solutions because if the requirements posed are too different from those in other places, then it might create high levels of friction curtailing investments and technology transfer which would stifle the availability of benefits to the Scottish people of the technology that emerges from elsewhere.

MAIEI had made a similar proposal in terms of privacy legislation amendments to the Office of the Privacy Commissioner of Canada for the implications of AI on PIPEDA. In our research, analysis, and consultation with diverse stakeholders who participated in the workshops that we hosted on that subject, it was made evident that adoption could be encouraged by reducing friction and minimizing diverse guidelines for companies to have to follow. There is the additional knock-on effect of reducing market competitiveness when there are requirements that are too varied because only larger firms that have additional resources to tailor their offerings for different jurisdictions would then supply solutions thus limiting choices for buyers and crowding out innovation in the face of large incumbents which ultimately goes against the stated vision of bringing the opportunity to participate in the Scottish economy and bring prosperity to all organizations within Scotland.
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One element that we would like to see added or perhaps broken out and clarified further is the role of the procurement officers who will function as the key intermediaries obtaining solutions built on AI technology produced by various firms and deploy them as a part of the downstream applications that will use those solutions. In some work that MAIEI is doing with researchers from UMass Amherst and OCADU Toronto, we’ve identified this role to be a key decision maker that determines the success rate of the goals of ethical, responsible, and inclusive use of AI. Specifically, as a part of the vertical elements in the diamond, we would advocate for the inclusion of specific resources that help these decision makers make accurate assessments of the work being done such that they can meaningfully assess the trustworthiness of the AI system. These can include tools that help to assess fairness such as fairlearn, Aequitas, assess interpretability using tools like LIME, visualizing for training data by tools like Facets, among others that help the procurement officer make a meaningful and informed decision that aligns with their strategies for achieving stated social outcomes.

In AI development and governance as mentioned in the detailed breakdown of the ecosystem map in the scoping document, we also see the need for public engagement which is specified as a beneficiary on the right-hand side but we see that building solutions that are ethical, safe, and inclusive requires active engagement of the larger public by the listed parties so that there is a deeper understanding of the needs and specificities of the communities that the solutions are looking to serve. Ultimately, our view is that given that AI will be something that affects everybody, it is important to inform and equip everybody so that they are able to meaningfully participate in the shaping of technical and policy measures in the development and deployment of AI. Akin to democracy, the efficacy of the stated intentions of democratic rule are only achieved when there is active and engaged participation from the populace that is the subject of that democratic rule; skewed participation where there is a small group of people making decisions unilaterally without consultation with those that will be affected widens inequity and can lead to dissatisfaction and disengagement from the process in the future. With AI, given the perceived technical knowledge barrier to participation, we see a clear need for the Scottish Government to embark on a wide-scale effort that can fold in people from all walks of life into the diamond framework that characterizes the AI ecosystem in Scotland.
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Do you have any comments on the strategic themes that will be explored in detail?

When thinking about the widespread adoption of AI, as highlighted in a prior section of this report, we would like to reiterate that AI be deployed in appropriate contexts where there are clear benefits as they align with the local culture and context. The reason to emphasize this is that given all the seeming opportunities and excitement in terms of various actors rushing to bring solutions to the market, the actual needs of end-users and their comfort levels with technology might be overlooked.

As an example, when thinking about how technology shapes the environment and socio-technical ecosystem that we all inhabit, it is of paramount importance to consider the second-order effects that impact people whose voices aren’t the loudest and can get crowded out by those of the majority. People with disabilities are often victims of such changes especially when non-automated tools are not made available as an alternative. With the GDPR offering data subjects the right to object to automated decision making, it is important to consider how alternatives can be made available as automated technology is widely deployed. When considering demographic makeup, often older citizens have a tougher time negotiating emerging technologies and for cases where there might be a high degree of automation surprise, a term borrowed from its application in aviation settings, such as in using spoken natural language interfaces in customer support instead of the IVR systems used typically have the potential to confuse users and discourage them from accessing these services.

Some of the questions posed in the “Ethical and Regulatory Frameworks” section of the scoping document provide a great starting point for the deeper discussion of some of these issues. We strongly advocate for a participatory approach to arriving at answers to those and other questions, perhaps also involving people from outside Scotland in the discussions. While we acknowledge that the core members of the group should come from Scotland owing to an emphasis on utilizing local intelligence, we believe that there might be lessons learned from external parties who can share their learnings from having done this work elsewhere and perhaps share best practices that have emerged from the deployment of such frameworks in
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those contexts. One area as an example that we have often seen neglected is the area of machine learning security\textsuperscript{66} which explores how AI-enabled systems open up new attack surfaces and vulnerabilities that need to be addressed in addition to the typical cybersecurity vulnerabilities in software infrastructure. This is a nascent field and novel attacks and defenses are put forth in both academia and applied work. It requires people to be familiar with this subdomain beyond just the traditional roles that people have when speaking about the domain of AI ethics which covers issues like bias, fairness, transparency, etc.

A participatory approach\textsuperscript{67} to developing the ethics guidelines as highlighted previously would be the most inclusive approach to eliciting the norms and values that are relevant to the communities where such systems are being deployed. While there is an inherent tension in importing existing technologies from outside that might have different cultural and contextual values embedded in them, there is an urgent need to \textit{a priori} articulate what are the norms and values that matter to the Scottish Government and people so that they can be put front and center before there is a bias imposed by the choices on offer from the various vendors. The largest gaps by far that we’ve seen in our work when embarking on initiatives that seek to put in place ethical and regulatory frameworks for the domain of AI are those that are concerned with the practicality of the recommendations and their operationalization\textsuperscript{68}. From an engineering standpoint, guidelines such as “Do no harm” serve as a great overarching theme but their needs to be a high degree of granularity and guidance that is provided to the people who will ultimately be responsible for building and using these systems. Even more prescriptive guidelines that are rooted in the existing AI ethics literature need to have more of a bias to action that allows actual application of these principles in practice. Some of the tools that we highlighted in a previous section serve as a great example for the level of detail that needs to be provided when making recommendations. And we acknowledge that such prescriptions have a tendency to become outdated and would require constant maintenance but we see that the allocation of dedicated resources in maintaining an up-to-date set of guidelines, akin to the NIST cybersecurity framework\textsuperscript{69}, which are constantly updated with the changing research and development in this space will not only help the AI strategy achieve its goal but also serve as a benchmark for other countries to follow in building effective policy instruments that are actionable rather than theoretical.

On the subject of skills and knowledge, we really appreciate the list of questions as they cover quite comprehensively the issues that would be required for successful integration of AI that fosters inclusive and sustainable growth. One thing that we would add to that list of questions as an area of concern to discuss is the empowerment of people to assess the systems that they
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obtain externally for value-alignment. This would arise from a cross-disciplinary collaboration that counts within its ranks both technical and social science researchers, especially those who are able to analyze the social impacts of AI within the historical context of Scotland.

Encouraging data sovereignty\textsuperscript{70} and evoking trust through strong data protection and privacy\textsuperscript{71} guarantees will evoke the necessary trust for widespread adoption of AI by the public. Integrating existing mechanisms like data trusts\textsuperscript{72} as an intermediary in handling the data passing through the AI ecosystem will play a critical role in the uniform application of the stated goals of the AI strategy across the nation. It will also encourage higher levels of accountability through a coordinated and consistent policy management. We also strongly advocate for “baking in, rather than bolting on” these measures, i.e. designing trust and privacy in the system from the get-go rather than inserting them as an afterthought will not only be more efficacious but also more resource-efficient\textsuperscript{73}. Patchwork measures have been demonstrated to not work as well and cost orders of magnitude more leaving much to be desired.

A strategy that is dynamic to adapt to the ever-changing landscape of AI development and regulation and is coordinated with efforts from around the world will be important. Establishing partnerships with other organizations, both government and otherwise, that are investing resources in gaining deeper insights that are actionable and practical will be critical. There is also a strong case to be made for bringing on board experts who have applied experience in the space as preliminary analysis indicates that the domain around AI governance and crafting and implementing of AI strategies is becoming increasingly crowded with noise and discerning the signal within that noise will require researchers and practitioners who are finely attuned to the realities of what the cutting-edge in the field is and what to realistically expect from the field in the short- to medium-term. Balancing these concerns with other long-term concerns should also be done cautiously to ensure that there isn’t overinvestment in one time horizon\textsuperscript{74} compared to the other, especially in the case where there might be gaps in addressing the more pertinent concerns.

**How can confidence in AI as a trusted, responsible and ethical tool be built?**

Transparency and accountability as concepts connect to one another. To achieve the goal of building trusted, responsible, and ethical tools to be built, we will need a transparent and
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systematic process to go from regulation and governance specifics, to specifics of the technology process, and the verifiability of the associated compliance. If the AI systems are known to come from ethically minded researchers and developers, and that information is made public whereby the welfare and needs of the public are made explicit, perhaps even contrasting that with pure profit maximization, it will help to engender higher levels of trust from the public in the solutions that are developed and deployed.

Transparency can be thought of on various levels: on a product level showcasing how the AI technology functions, and on a governance and regulation level highlighting the processes involved, both in expressing how decisions are made and how disputes are resolved. Redress mechanisms will be especially important as decisions are turned over to automated systems. Accountability poses a bit more of a challenge given that many different actors are involved at different stages, especially when it comes to allocating responsibility and the degree to which each of the actors in the development and deployment of this technology should be held accountable.

As an example, consider the case of autonomous vehicles, where in the case of an incident, we might have to determine if the accountability lies with the manufacturer, the driver, the passengers, or others? This might be relevant from the perspective of determining insurance payouts as an example. In the beginning stage, perhaps an incident report is created, which might serve as a pre-emptive mechanism. One would have to take into consideration many of the common ethical concerns such as minimization of unwanted bias. There would also be a performance requirement to benchmark results from across the industry to have a certain minimum degree of accuracy. In the middle stage: there might be a need for a body that can serve as the agency to process and arbitrate the claims made by each party. Here, it will be important that the adjudicators are familiar with the latest advancements of the field and are attuned to the capabilities and the limitations of the system to avoid being hoodwinked into being swayed. In the final stages of this process, there needs to be verification of the cause (of the issue), to ensure that it has been addressed, that tests are conducted, and fixes are deployed to improve the safety for the entire ecosystem. This would also ideally be folded into a judicial structure such that dispute resolution can leverage existing mechanisms whereby if there is unsatisfactory resolution at lower levels, they can be moved up to higher bodies that have greater oversight and constitutional power to adjudicate on these disputes. Ideally, there will be a fair distribution of experts who are able to parse through the claims from a technical perspective.

---
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perspective to avoid being trapped in situations where the right questions are not being asked about the true capabilities and impacts of such systems\textsuperscript{79}.

An interesting point that was brought up as a part of the discussions in the workshop was around how autonomous systems should self-identify and if there should be rules mandating that they make explicit that they are artificial entities rather than natural ones, especially as the capabilities of these systems increase. This is captured in the idea of the Turing Red Flag\textsuperscript{80}. We have already seen systems that are quite convincing in their ability to mimic humans, and when such systems don’t correctly identify themselves as being artificial, it can lead to ethical concerns in terms of what the human users might expect from the system and if they are manipulated into believing that they are interacting with a human being. As a recent example, the Google Duplex system was able to mimic human ticks in speech that gave the other person on the line the impression that they were interacting with a human when in fact they were interacting with a smart voice assistant when making a reservation\textsuperscript{81}. Coming back to the example of autonomous vehicles, having clear Gibsonian affordances will be essential in building trust in these systems\textsuperscript{82}, especially during a transition phase where they might be interacting with a mixture of human-driven and agent-driven systems.

When considering the opacity in the development of the algorithmic systems, especially as it relates to the use of proprietary code bases and datasets, an important question to be asked is the degree to which the information associated with them needs to be made public. A parallel can be drawn with the tax audit system where there is an agency that is trusted as the public agency that has both the resources and legal backing to investigate individuals and businesses for compliance with the laws of the land. A similar exercise could be done in the public interest for algorithmic systems\textsuperscript{83}, but this would require a competent authority to be set up that is able to effectively carry out such audits and also have the constitutional backing to bring legal action where there is malfeasance detected. Companies could be, in a similar vein as the disclosure of financial statements for publicly traded companies, compelled to share information in terms of meta-data about the datasets that are used to train their AI systems along with other information that can help the public hold these companies accountable while balancing this disclosure with the company’s desire to keep proprietary information private.

As discussed previously, such transparency could also aid in developing and enforcing redressal mechanisms which would be essential in maintaining high levels of trust from the
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public in these systems. Similar to how restaurants are required to display ratings and audit results from health agencies for hygiene, one could make a similar argument for portions of the algorithmic audits to be made publicly available such that they indicate to the public the degree of data hygiene and adherence to the stated ethical, safety, and inclusivity goals as set out in the AI strategy. Having trusted and prequalified lists of vendors\(^8^4\) that are able to supply solutions that meet these standards can be something that can be explored from a government perspective. Having public ratings that are made available in a centralized source and inspectable by the general population will also increase the likelihood that the companies will adhere to the stated principles and levels of assurance that they offer in terms of building responsible AI systems.

Effective communication will play a critical role in the empowerment of people, one of the gaps identified in the workshop that was hosted by MAIEI was that there was a dire need for translation of documentation around AI systems, including their capabilities and limitations. While neural machine translation systems are certainly making strides in easing the seamless translation of internet content into different languages, it will be essential while the capabilities of these systems ramp up to have documentation for these systems available in local languages that make them accessible to those for whom English might not be their native language.

In furthering the discussion around inclusivity, it is also important to think about certain individuals who require greater protections than other demographics, for example children\(^8^5\), because of their particular susceptibility to harm from the deployment of digital technologies. As is the case with specialized laws that are enshrined to protect the rights of children\(^8^6\), one would have to take into consideration how some of the requirements and measures as highlighted above will be able to operate in a model where there are such vulnerable populations involved. This ties into the ideas around informed consent\(^8^7\) which have been quite challenging to implement into practice. As an example under the GDPR, where there is a requirement to have the legal terms be such that they are accessible and not overly laden with legal jargon, realizing that in practice such that users are truly informed and are able to understand the consequences of agreeing to the terms put forth by a service is still a challenge. Default opt-in needs to be removed such that the user has a choice before being cornered into accepting terms that they don’t fully understand. There are studies that show that it is infeasible for a person to read
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through all the terms and conditions for a service or product that they use, across all services that they use. It takes approximately 76 work days\textsuperscript{88} to read through all the policies for the various services that people use over the course of their daily lives. Thus, while putting consent mechanisms in place, it is important that they be mandated to be accessible and understandable to the average user so that they can make informed decisions.

Please comment on any other aspect of AI that you feel it is important for Scotland’s AI Strategy to address.

From a data infrastructure perspective, something that should be covered is biometric data and how that will be processed and used in the context of artificial intelligence. Fraud techniques will evolve\textsuperscript{89} to take advantage of these immutable characteristics and pose a rising threat that will need to be addressed with techniques that go beyond the data protection standards for other pieces of personally identifiable information (PII).

Another aspect to cover is tackling head-on the inherently stochastic nature of deep learning systems. Especially, as it relates to how humans interact with and interpret the results from these systems when they act as decision aids for further downstream tasks like using recidivism predictions for making parole decisions. The key problem there is to train humans who are using these decision aid systems to understand that there are inherent uncertainties in terms of the predictions made by the system. As an example, people have a hard time interpreting the difference between 66\% and 78\% probability and while decision thresholds that are captured in the model can be tuned for achieving accuracy, they are also ultimately a function of the choices made by the developers of the system and thus capture the inherent stochasticity of this process. People need to be made explicitly aware to not blindly trust these systems, mathwashing\textsuperscript{90} is the term that is used to describe this phenomenon whereby people place a higher degree of trust in numerical systems assuming them to be free of human biases when in fact they are just codifying and quantifying human biases.

As machine learning becomes more accessible through techniques like AutoML\textsuperscript{91} that make it easier for people who aren’t highly technical to develop and deploy such systems, it is imperative that there are concrete guidelines that they can follow to ensure responsible AI systems are being built. Even upstream tasks like data labelling and collection have many

\textsuperscript{88} https://www.theatlantic.com/technology/archive/2012/03/reading-the-privacy-policies-you-encounter-in-a-year-would-take-76-work-days/253851/

\textsuperscript{89} Gupta, A. (2018). The Evolution Of Fraud: Ethical Implications In The Age Of Large-Scale Data Breaches And Widespread Artificial Intelligence Solutions Deployment. International Telecommunication Union Journal, 1, 0-7.

\textsuperscript{90} Benenson, F. (2016). Mathwashing. Facebook and the zeitgeist of data worship.

\textsuperscript{91} Feurer, M., & Hutter, F. (2018). Towards further automation in automl. In ICML AutoML workshop (p. 13).
implications and organizations doing first-hand collection of this data should have access to a central resource that details best practices to follow and pitfalls to avoid. There is a lot of normative judgement that can end up being imposed in how the data is labelled\textsuperscript{92}, which can have particularly stark effects in the supervised machine learning context.

Ultimately the strategy must address some of the details that determine the success in achieving the stated goals and vision of the strategy. There are many interpretations when broad statements are used. To ensure that there is a consistent interpretation and application of those principles and ideas which truly incorporate the diversity of Scotland, it will be crucial to integrate and work in tandem with people who will be using these systems in their work. Additionally, inclusivity and total transparency\textsuperscript{93} in the process will be essential to meeting the goals of evoking a high degree of trust from the Scottish people, their flourishing, and the sustained prosperity of the organizations in Scotland.
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