Deeply learning molecular structure-property relationships using attention- and gate-augmented graph convolutional network
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Molecular structure-property relationships are key to molecular engineering for materials and drug discovery. The rise of deep learning offers a new viable solution to elucidate the structure-property relationships directly from chemical data. Here we show that the performance of graph convolutional networks (GCNs) for the prediction of molecular properties can be improved by incorporating attention and gate mechanisms. The attention mechanism enables a GCN to identify atoms in different environments. The gated skip-connection further improves the GCN by updating feature maps at an appropriate rate. We demonstrate that the resulting attention- and gate-augmented GCN could extract better structural features related to a target molecular property such as solubility, polarity, synthetic accessibility and photovoltaic efficiency compared to the vanilla GCN. More interestingly, it identified two distinct parts of molecules as essential structural features for high photovoltaic efficiency, and each of them coincided with the areas of donor and acceptor orbitals for charge-transfer excitations, respectively. As a result, the new model could accurately predict molecular properties and place molecules with similar properties close to each other in a well-trained latent space, which is critical for successful molecular engineering.

1 Introduction

Elucidating molecular structure-property relationships plays a pivotal role for successful molecular design. However, the structure-property relationships are usually unknown, so molecular engineering based on heuristic rules inevitably goes through multiple trial and error. As a more systematic approach, a computer-aided molecular design has attracted great attention, especially in drug and materials discovery. 12 Clinton21 Promising molecules with desired properties are first selected through the high-throughput virtual screening of a large library using computational chemistry before experiments. 12 During the procedure, high computational costs are necessary to obtain reliable results. Practical approximations adopted for efficient screening provoke undesirable errors, making the screening result less reliable.

The rise of deep learning (DL) techniques is expected to open a new paradigm for efficient molecular design. Unlike traditional computational methods based on physical principles, the DL can find out structure-property relationships directly from chemical data and apply it in new ways to molecular design. For example, supervised learning methods have been widely used to learn and predict molecular energetics, 24,25 toxicity, 13,14 and drug efficacy. 26,27 A class of unsupervised learning in particular with novel generative models has been utilized for de novo molecular design. 20,28 Reinforcement learning techniques facilitate designing drugs and planning synthetic routes. 20,28 As such, the DL, although at an early stage, is rapidly spreading to various chemical fields as a complement of traditional computational chemistry.

The key to success of DL in chemistry is elucidating correct structure-property relationships from existing data. That is equivalent to constructing a DL model to best approximate a function \( f \) in \( Y = f(X) \), where \( Y \) and \( X \) denote molecular properties and structures, respectively. In principle, it is possible to construct the model if a vast amount of high quality data are available because DL is known as a universal approximation kernel. 29 However, in practice, lack of chemical data limits its wide applications. Thus, it is essential to develop a high performance DL model specialized for chemical problems, as can be seen from the great success of convolutional neural networks (CNNs) in vision recognition, 42,43 and recurrent neural networks (RNNs) in natural language processing. 44,45 A high performance DL model is able to extract important structural features determining a target property from limited data. In chemistry, both CNN and RNN have
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been used to process molecules represented with SMILES\textsuperscript{20}\textsuperscript{25} and molecular fingerprints\textsuperscript{12}\textsuperscript{13}, since those models are readily available. However, SMILES and fingerprints are too simple to deliver the topological information of molecular structures, and leads to relatively a low learning accuracy. Within DL models, Schütt et al. proposed namely the deep tensor neural network model and achieved a high accuracy for molecular energetics by exploiting 3D molecular structures.\textsuperscript{15} Unfortunately, most chemical data provides simplified molecular structures such as SMILES, fingerprints, and molecular graphs, with which calculations of 3D molecular structures are very demanding.

In this aspect, a molecular graph representation would be the best compromise; it describes atoms and bonds in a molecule as nodes and edges, respectively. Molecular graphs intuitively and concisely express molecules with 2D topological information. Hence, they are widely adopted in chemical education as well as chemical informatics. Indeed, there have been efforts to develop DL models based on molecular graphs. Graph convolutional network (GCN), as an extension of the CNN, was proposed to deal with graph structures.\textsuperscript{27}\textsuperscript{28} The GCN benefits from the advantage of the CNN architecture; it performs with a high accuracy but a relatively low computational cost by utilizing fewer parameters compared to a fully connected multi-layer perceptron (MLP) model. It can also identify important atom features that determine molecular properties by analyzing relations between neighboring atoms.\textsuperscript{13} Weave model, a variant of the GCN, considers not only atom features but also bond features.\textsuperscript{14}

Despite the aforementioned advantages, we suspect that the GCN is still missing an important structural feature to learn better structure-property relationships. Molecules are not just a simple collection of atoms. Same atoms can often cause different molecular properties depending on their local chemical environments. For instance, carbon atoms of aromatic rings, aliphatic chains, and carbonyl groups have different characters owing to their different chemical environments. Chemists can identify functional groups related to molecular properties. Polar and non-polar groups are examples of such molecular polarity and solubility. Therefore, it is critical to correctly identify molecular substructures, which determine a target property, to learn more accurate structure-property relationships. However, previous models apply identical convolution weights to all atoms and bonds. In other words, they treat all atoms and bonds with equal importance regardless of their chemical environments.

To improve performance of the GCN, one possible approach is to add adaptive attention weights depending on chemical environments to graph convolutions. The resulting neural network optimizes both convolution and attention weights in a learning process of the structure-property relationships. The so-called graph attention network was originally developed for a network analysis in computer science\textsuperscript{29} in chemistry, Shang et al. first adopted the attention mechanism for prediction of molecular properties.\textsuperscript{50} It should be noted that Shang et al. described molecules as an assembly of chemical bonds. Thus, they applied the attention mechanism to chemical bonds and then used the same bond features across all molecules. For instance, all C=O bonds share the same bond features. However, C=O of a carboxyl group is chemically different from that of an ester group (e.g., bond length and strength), which means that bond features must depend on chemical environments as well. Therefore, chemical bonds would not be appropriate building blocks for molecules.

Another way to improve the GCN is to adjust the update rate of node states at each convolution layer. As propagating through convolution layers in the forward direction, a node state is updated by gradually considering from the nearest neighboring nodes to those at far distances. The vanilla flavor of GCN has no way to determine the best updating rate during the propagation. In fact, Kipf and Welling reported that the GCN was not trained properly with more than 7 convolution layers.\textsuperscript{27} On the other hand, the gated graph neural network (GGNN)\textsuperscript{51} does not show such a problem because it can find out an appropriate update rate via a gate mechanism implied in a gated recurrent unit cell (see Fig. 3(a) in this work).

In this regard, we propose to incorporate the attention and gate mechanisms in the GCN to more deeply learn molecular structure-property relationships. The attention mechanism can differentiate atoms in different chemical environments by considering an interaction of each atom with neighbors. Its pairwise interactions are similar to the atom pair concept in Shang’s model. The main difference from Shang’s model is that our model may have different interactions even for identical atom pairs if they are in different chemical environments and so have different atom features. Therefore, our model more flexibly elucidates the structure-property relationships. As a cost for the flexibility, attention weights for pairwise interactions should be trained for all atom pairs independently. After updating atom states with the attention mechanism, the updated and previous states are appropriately combined by a gated skip-connection. This mitigates not only the vanishing gradient problem, but also the accuracy reduction issue caused by stacked graph convolution layers.

Here we focus on the role of the attention and gate mechanisms in clarifying the structure-property relationships. We specifically show that the augmented GCN is able to identify important molecular substructures which are directly related to target properties. In addition, it can chemically rationalize the important structural features by mapping them on molecular graphs. This is important because scientific interpretation of a result is often more valuable than the result itself. Not surprisingly, the augmented GCN can recognize polar and nonpolar functional groups as important structural features for molecular solubility and polarity. In addition, we show that the augmented GCN can distinguish two separated molecular regions related to charge-transfer excitations for highly efficient photovoltaic molecules without any electronic structure information. We confirmed that the two regions in fact coincide with the donor and acceptor orbital regions, respectively. Apparently, it is not a trivial task even to experts without information on the electronic structure of molecules.

2 Theoretical backgrounds

2.1 Graph representation of molecules

Fig. 1 shows an example of molecular graph inputs in this study. Each molecular graph \((G)\) consists of initial node features, \(X_i\), and
an adjacency matrix, \( A \). The node features correspond to atom descriptors including atom type, number of attached hydrogens, number of valencies, and aromaticity indicator. We represent all the descriptors with an one-hot encoded vector. An adjacency matrix represents only the connectivity between atom pairs. In other words, it does not include explicit edge descriptors. For example, single and double bonds are equally represented because they can be deduced from the corresponding atom descriptors. We obtained the atom descriptors and the adjacency matrices of molecules from the open-source python toolkit, RDKit\(^5\).  

![Graph representation of 2-propanol, \( G(A,X) \). The colored columns in each row represent atom descriptors, \( X_i \). (b) The \( i \)-th atom descriptors \( X_i \) contains initial atom features (atom type, number of hydrogens attached, number of valence electrons, and aromaticity) and the adjacency matrix \( A \) represents the connectivity between atom pairs including self-connections.
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2.2 Graph convolution for updating atom states

Various node embedding methods exist for updating node states in a graph structure. The most general form introduced by\(^6\) \( \text{Gilmer et al.} \) adopts a message passing framework given by

\[
H^{(l+1)}_i = U(H^{(l)}_i, m^{(l+1)}_i),
\]

which describes that the \( i \)-th node state is updated as a function \( U \) of the previous node state, \( H^{(l)}_i \), and a message state containing pair-wise interaction terms with its neighbors, \( m^{(l+1)}_i \).\(^6\) The GCN is the simplest version of namely the message passing neural network. GCN updates each node state of the \( l \)-th layer, \( H^{(l+1)}_i \), as follows\(^7\)

\[
H^{(l+1)}_i = \sigma(AH^{(l)}_iW^{(l)}),
\]

(2)

where \( \sigma(\cdot) \), \( A \), and \( W^{(l)} \) denote an activation function, an adjacency matrix (Fig. 1(a)), and convolution weights of the \( l \)-th layer, respectively. Suppose that atom 2 has three adjacent atoms 1, 3 and 4, as shown in Fig. 2(a). In this case, equation (2) can be rewritten as

\[
H^{(l+1)}_2 = \sigma(H^{(l)}_2W^{(l)} + H^{(l)}_1W^{(l)} + H^{(l)}_3W^{(l)} + H^{(l)}_4W^{(l)}),
\]

(3)

which means that the graph convolution adds up all atom features with same convolution weights and then puts the result through the activation function to output the updated node feature. A single graph convolution updates atom features only from its adjacent atoms as depicted in Fig. 2. The GCN is cost-efficient for it requires a small number of weight parameters. However, it lacks important terms; for example, i) an explicit representation of importance of the relationship between a central atom and its neighbors and ii) an update rate of the previous atom state. It is expected that the node updating can be improved by incorporating the two missing terms in the GCN, which will be discussed in what follows.

2.3 Attention and gated skip-connection

One of the crucial keys to the success of natural language processing is attention mechanism. The attention mechanism, for example in machine translation, finds the relationship between words and leverages neural network’s ability to find the best word to be translated\(^5\). The attention mechanism can be applied to the GCN to capture the relationship between adjacent atoms according to relative importance, which is related to the first missing term above. Then, the state atom updating in eq. (3) is rewritten as a linear combination of neighboring atom states with attention coefficients (Fig. 2(a) - right).

\[
H^{(l+1)}_2 = \sigma(\alpha^{(l)}_{22}H^{(l)}_2W^{(l)} + \alpha^{(l)}_{21}H^{(l)}_1W^{(l)} + \alpha^{(l)}_{23}H^{(l)}_3W^{(l)} + \alpha^{(l)}_{24}H^{(l)}_4W^{(l)}),
\]

(4)

where \( \alpha^{(l)}_{ij} \) denotes an attention coefficient which measures the importance of the \( j \)-th node in updating the \( i \)-th state of the \( l \)-th hidden layer. The most general expression of the attention coefficient may be as follows.

\[
\alpha^{(l)}_{ij} = f(H^{(l)}_iW^{(l)}, H^{(l)}_jW^{(l)})
\]

(5)

The attention coefficient can be obtained typically by i) a similarity base, ii) concatenating features, and iii) coupling all features\(^5\). For example, the first GCN with the attention mechanism\(^2\) used a concatenation of node features, as below.

\[
\alpha^{(l)}_{ij} = \frac{e_{ij}}{\sum_{k \in N(i)} e_{ik}} = \frac{\sigma(\text{MLP}[H_WH_iW])}{\sum_{k \in N(i)} \sigma(\text{MLP}[H_WH_kW])}
\]

(6)

where \( \text{MLP} \) stands for a multi-layer perceptron and \( \{\cdot,\cdot\} \) is a concatenation of two matrices. Since the attention coefficient is obtained from the softmax function, eq. (3) can be interpreted as the importance rate of each adjacent node. For molecular applications, however, the attention coefficient should be analogous to the interaction strength between an atom pair \( (i,j) \), instead of the importance ratio between adjacent nodes, to best predict a target property. Thus, we evaluate the attention coefficient through the coupling between atom pairs as follows:

\[
\alpha^{(l)}_{ij} = \sigma(\text{MLP}[H_WH_iW]C^{(l)}(H^{(l)}_jW^{(l)})^T),
\]

(7)

where \( C^{(l)} \) is a coupling matrix. Note that the coupling matrix may correspond to the dictionaries containing pairwise interactions in Shang’s model. In our case, however, the coupling matrix is determined for every atom pair in a given molecule and thus may be different for same atom pairs in different chemical
environment. Also, we use a multi-head attention that utilizes K-different channels to describe molecular interactions, as shown in eq. (8).

\[
H_i^{(l+1)} = \sigma\left(\sum_{j \in N(i)} \alpha_{ij} H_j^{(l)} W(l)\right)
\]

(8)

We use ReLU(x) = max(0, x) for the activation functions in equations (2) and (8) and \( \tanh(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}} \) for equation (7). We use \( K = 4 \) for our implementations.

To reflect atom features at long distances in a specific central atom, a multiple number of graph convolution is applied. Thus, a stack of graph convolution layers is necessary. As is well known, however, deeply stacked layers have side-effects, such as the vanishing gradient problem. Using skip-connection in each hidden layer is a common solution to remedy the problem, and the same idea can be equally applied to the GCN, as below.

\[
H_{i,sc}^{(l+1)} = H_i^{(l+1)} + H_i^{(l)}
\]

(9)

Here, we need to take one more fact into account when using the GCN. Performing multiple graph convolutions enables the model to carry over information from distant atoms. Kipf and Welling reported effects of the model depth for GCN. Without the skip-connection, they could not train models with more than 7 graph convolution layers. Although using the skip-connection allowed them to achieve deeper models, accuracy of the models was gradually lowered as the number of convolution layers increases. We also observed the similar results (see in Fig. 3(a)).

To avoid the aforementioned problems, which is related to the second missing term, we propose a gated skip-connection. The concept of gate is used in recurrent cell units such as the gated recurrent unit (GRU) and the long-short term memory (LSTM). When a model updates sequential hidden states, the gate is used to deliver previous information accurately by determining forget and update rates. Inspired from the gate mechanism in the recurrent cell units, we adopt the gate in using the skip-connection.

\[
H_{i,gsc}^{(l+1)} = z_i \odot H_i^{(l+1)} + (1 - z_i) \odot H_i^{(l)}
\]

(10)

with

\[
z_i = f(H_i^{(l+1)}, H_i^{(l)}) = \sigma(U_{z,1} H_i^{(l+1)} + U_{z,2} H_i^{(l)} + b_z).
\]

(11)

where \( U_{z,1}, U_{z,2}, b_z \) are trainable parameters, \( \odot \) is element-wise matrix multiplication (Hadamard product) and \( \sigma(\cdot) \) in eq. (11) is sigmoid activation, which is used to determine the range of activation from 0 to 1.

We augmented the vanilla GCN with the attention, the gated skip-connection, and both of them, respectively, and evaluated their relative performances for prediction of various molecular properties. Table 1 summarizes the atom state updating methods used in this study.

2.4 Readout and prediction of molecular property

It is important to note that the graph structures and related features satisfy permutation invariance. Permutation invariance is trivial in node-wise classifications. However, it must be satisfied when the entire graph corresponds to one label, such as in molecular property prediction. After finalizing atom states update, we
Table 1: Atom state updating methods for GCN, GCN+attention, GCN+gate, and GCN+attention+gate. \( \alpha_{ij} \) and \( z_i \) are given by eq. (7) and (11), respectively.

| Model                  | Atom state updating, \( H_l^{(1)} \)                                                                 |
|------------------------|-----------------------------------------------------------------------------------------------------|
| GCN                    | \( \sigma(\sum_{j \in N(i)} H_j^{(l)} W^{(l)}) \)                                                   |
| GCN+attention          | \( \sigma(\sum_{j \in N(i)} \alpha_{ij} H_j^{(l)} W^{(l)}) \)                                     |
| GCN+gate               | \( z_i \odot \sigma(\sum_{j \in N(i)} \alpha_{ij} H_j^{(l)} W^{(l)}) + (1 - z_i) \odot H_i^{(l)} \) |
| GCN+attention+gate     | \( z_i \odot \sigma(\sum_{j \in N(i)} \alpha_{ij} H_j^{(l)} W^{(l)}) + (1 - z_i) \odot H_i^{(l)} \) |

obtain a graph feature (molecular feature) by gathering the atom states, as described in Fig. 2(a). A readout function is used to process the graph feature, and the most typical choice is a summation of all atom states processed by a MLP.

\[
z_G = \sum_{i \in G} MLP(H_i^{(L)}) \tag{12}
\]

The summation over all nodes secures the permutation invariance of graph features. Finally, the predictor outputs the molecular properties obtained from the graph features.

\[
y_{pred} = MLP(z_G) \tag{13}
\]

To summarize, our models consist of three parts: i) Graph convolution layers augmented with the attention and/or gated skip-connection methods update atom features, ii) Readout function gathers all atom features and generates graph features with permutation invariance, and iii) Predictor predicts molecular properties from the graph features. Atom feature and graph feature vectors for further analysis are sampled from the graph convolution and readout layers, respectively. Fig. 2(d) visualizes the overall procedure of updating atom features and obtaining a target property processed by the graph convolutional network depicted in Fig. 2(c).

3 Results and Discussion

3.1 Effects of attention and gated skip-connection on performance of GCN

Fig. 3 shows change in the mean absolute error (MAE) and total training time of partition coefficient (logP) prediction with respect to the number of graph convolution layers. The MAE of the vanilla GCN with a skip-connection began to increase as the number of graph convolution layers increased to three or more, which is consistent with the result of Kipf and Welling. The independent use of attention mechanism and gated-skip-connection attenuated such a trend up to five layers, but the MAE increases again after that. However, the simultaneous use of both the attention and gated skip-connection (GCN+attention+gate) resulted in a significant drop of the MAE even after the five layers. In addition, it achieved the smallest MAE among the best values of each model under the test, subsequently followed by the GCN+attention, the GCN+gate, and the vanilla GCN. In particular, the GCN+attention+gate showed comparable performance to that of GGNN. It should be noted that the former, however, is much faster than the latter, as shown in Fig. 3(b), because the latter employs a GRU for updating atom states.

Fig. 4 shows more examples of the performance test for logP, topological surface area (TPSA), synthetic accessibility (SAS), and photovoltaic efficiency (PVE). We fixed the number of graph
To further investigate the dependence of atom features on local chemical environments, we analyzed two representative molecules for the logP prediction. We colored each atom of those molecules with the color notation obtained from each model in Fig. 5; for example, the colors in Fig. 5(a) was used in Fig. 6. The results are displayed under each 2D map in Fig. 5. Overall, all models produced reasonable results. However, in the case of GCN, hydrophobic carbons have the same green color with hydrophilic carbons. Moreover, the same ether oxygen atoms have different colors. The GCN+attention and GCN+gate improved the results but do not fix all problems, e.g., the carbonyl carbons still have different colors. The GCN+attention+gate allowed more delicate classifications. Thus, some atoms in same functional groups share same colors across all molecules.
Fig. 6 Representative molecules for log P. Each atom is colored with the atom labels obtained by k-means clustering. Atom features, which are used to determine the atom labels, are extracted from the (a) GCN, (b) GCN + attention, (c) GCN + gate, and (d) GCN + attention + gate. The molecule A has a large log P value (6.09), while the molecule B has a small log P value (-3.18).

Fig. 7 Two example molecules C and D with high and low PVE values, respectively. Each atom is colored with a binary color notation obtained from the same atom feature vector analysis with that in Fig. 6. The numbers in parentheses denote the true PVE values of the molecules.
6(a). The vanilla GCN caused inconsistent color mapping. For instance, ether oxygens, aromatic carbons, and nitrogen have the same blue color for molecule A, despite that the aromatic carbons and the heteroatoms (oxygen and nitrogen) affect the log P value in opposite directions. In addition, carbonyl groups in molecule A (high logP value) have different colors with those in molecule B (low logP value), though they are in very similar chemical environments. Adopting the attention or the gated skip-connection improved the performance of the GCN by resolving some of such inconsistency. However, they still have limitations. Specifically, carbons connected to ether oxygens/nitrogen have the same pink/orange color with the oxygen/nitrogen atoms in Fig. 6(b). The simultaneous use of the attention and gated-skip connection resulted in more delicate classification. It could properly differentiate the heteroatoms from the neighboring carbon atoms as shown in Fig. 6(d). In addition, the carboxylic oxygens (red color in Fig. 6(d)) and the ether oxygens (orange color in Fig. 6(d)) were differentiated. Similar trends were observed across all molecules for logP, TPSA, and SAS as shown in Fig. S1, S2, and S3, respectively.

The logP values are directly related to molecular structures. Thus, it would be easy to identify specific functional groups determining the target value. Even undergraduate students majoring in chemistry would recognize those functional groups readily. However, identifying key molecular substructures related to the PVE would be challenging even for experts without any information on electronic structures. As the final example, we examined atom features of photovoltaic molecules obtained from the proposed models. In this case, we used only two colors (red and blue) to simplify the visual analysis.

Fig. 7 shows the results of two representative molecules; molecule C has a very high PVE value, while molecule D has a very low PVE value. Interestingly, the GCN+attention+gate model categorized atoms of C into two groups with red and blue colors, while the GCN assigned only a single color to all atoms of the same molecule. On the contrary, the GCN assigned two colors to molecule D, whereas the GCN+attention+gate model assigned a single color. Importantly, we noted that the GCN+attention+gate model divided molecule C into two regions denoted by the two colors. To see whether these color mappings are closely related to key structural factors for the high PVE value or not, we plotted the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) obtained from density functional theory calculations for molecules C and D (Fig. 7). Surprisingly, the red and blue regions of molecule C coincided with the areas to which the HOMO and LUMO are distributed. In the case of molecule D, all atoms had the same color, and indeed both the HOMO and the LUMO are delocalized over the entire region. The results can be rationalized as follows. To be a good photovoltaic molecule, an excited electron and the corresponding hole should be spatially separated to prevent an rapid recombination. This would result in more delicate classification. It could properly differentiate the heteroatoms from the neighboring carbon atoms as shown in Fig. 6(d). In addition, the carboxylic oxygens (red color in Fig. 6(d)) and the ether oxygens (orange color in Fig. 6(d)) were differentiated. Similar trends were observed across all molecules for logP, TPSA, and SAS as shown in Fig. S1, S2, and S3, respectively.

The diagonal elements colored in dark blue indicate the distance of a molecule from itself, while the dark red elements denote the farthest distance. It seems that the GCN does not show any meaningful patterns in the distance mapping. Even though molecules have similar logP values, they are not closely located in the latent space. However, adopting the attention or gated skip-connection puts molecules with similar properties closer to each other in the space - a tendency more conspicuous when using the attention. The GCN+attention+gate model shows a gradual color change from dark blue to dark red, resulting in unique patterns. Such a gradual color change hints that molecules with a similar property tend to be clustered in the latent space. These results manifest that the augmented GCN models especially with both attention and gated skip-connection learn the structure-property relationship more deeply than the vanilla GCN does.

4 Conclusion

We have shown that the attention- and gate-augmented graph convolutional network (GCN) model outperforms the vanilla GCN in supervised learning of various molecular properties. The attention mechanism can identify atoms in different chemical environments by considering the importance of their neighbor atoms.
The gated skip-connection is used for the update of atom states at a certain rate. Thus, the augmented GCN can extract important structural features which better determine a target property. By analyzing atom features, we demonstrated that the augmented GCN was able to identify polar and nonpolar functional groups of molecules as key structural features for logP. More interestingly, it identified two distinct parts of molecules as important structural features for high photovoltaic efficiency. The two distinct parts correspond to donor and acceptor orbitals of the molecules in charge-transfer excitations. Evidently the augmented GCN elucidates the structure-property relationship from chemical data better than the GCN does. As a result, it produced well-trained latent spaces where molecules with similar properties were closely located to each other.

Such a high performance of the improved GCN offers various application possibilities. In particular, accurate learning of the structure-property relationship is essential to design new molecules with desired properties by using molecular generative models. For instance, Gomez-Bombarelli et al. showed that a variational autoencoder can generate new molecules with a target property through the gradient-based optimization process in a latent space. We also demonstrated that a conditional variational autoencoder can design molecules with simultaneous control of multiple target molecular properties for drug discovery by embedding them directly in latent vectors. Segler et al. and Gupta et al. designed molecules with specific biological activities using a natural language processing model combined with transfer learning. Jaques et al., Olivecrona et al., and Guimaraes et al. proposed methods which finely tune a pretrained generative model using reinforcement learning to generate molecules with certain desirable properties.

However, these models utilized the SMILES representation of molecular structures, so they may have a low rate of valid molecules due to lack of topological information. Recently, interest in developing graph-based generative models has been growing. The early stage studies showed promising results with high rates of valid and novel molecules, which is important to exploring an extended region of chemical space. In many studies, GGNN is used to update atom states. We echo that the augmented GCN shows a comparable accuracy to GGNN but with much smaller training and test time. We expect that it will substantially improve such generative models for de novo molecular design via a well-trained structure-property relationship. Consequently, we believe that our proposal and interpretation have a broad impact and would give insights on successful molecular engineering.
Implementation detail

Setup for training, validation, and test

Table 2 summarizes configurations of the deep learning models proposed in this work. We randomly split total 500,000 molecules in ZINC dataset[55] and 29,978 in Harvard Clean Energy Project dataset[59] into a ratio of [0.72 : 0.18 : 0.1] to carry out [training : validation : test].

Table 2 Configurations of the models in this work

| Dataset          | logP, TPSA, SAS | PVE |
|------------------|----------------|-----|
| ZINC             | 360,000        | 21,600 |
| Clean Energy Project | 90,000    | 5400 |
| Number of training data | 50,000    | 2,978 |
| Number of validation data | 100  | 100 |
| Number of test data | 100    | 200 |
| Batch size       | 100            | Adam |
| Number of epochs | 100            | Adam |
| Optimizer        | Adam           | 0.001 |
| Learning rate    | 0.001          | 0.001 |
| Decay rate       | 0.95           | 0.97 |

Output dimensions of all graph convolution layers are 32 and fully-connected layers for predictor are 512. For example, the output dimensions for all hidden layers in GCN (and GCN+attention+gate) with three graph convolution layers are [32 - 32 - 32 - 512 - 512 - 512 - 1]. We used TensorFlow TensorFlow[60] for implementations. We uploaded our codes on S. Ryu’s GitHub(http://github.com/seongokryu/augmented-gcn).

Acknowledgements

This work was supported by Basic Science Research Programs through the National Research Foundation of Korea (NRF) funded by the Ministry of Science, ICT and Future Planning (NRF-2017R1E1A1A01078109).

Author contributions

S.R. and W.Y.K. conceived the idea, S.R. did the implementation and run the simulation. All the authors analyzed the results and wrote the manuscript together.

Conflicts of interest

The authors declare no competing financial interests.

References

1. J. A. McCammon, Science, 1987, 238, 486–491.
2. M. H. Todd, Chemical Society Reviews, 2005, 34, 247–266.
3. B. K. Shoichet, Nature, 2004, 432, 862.
4. S. Curtarolo, G. L. Hart, M. B. Nardelli, N. Mingo, S. Sanvito and O. Levy, Nature materials, 2013, 12, 191.
5. E. O. Pyzer-Knapp, C. Suh, R. Gómez-Bombarelli, J. Aguilera-Iparraguirre and A. Aspuru-Guzik, Annual Review of Materials Research, 2015, 45, 195–216.
6. Y. LeCun, Y. Bengio and G. Hinton, nature, 2015, 521, 436.
7. M. Rupp, A. Tkatchenko, K.-R. Müller and O. A. Von Lilienfeld, Physical review letters, 2012, 108, 058301.
8. J. Gilmer, S. S. Schoenholz, P. F. Riley, O. Vinyals and G. E. Dahl, arXiv preprint arXiv:1704.01212, 2017.
32 Y. Li, L. Zhang and Z. Liu, *Journal of Cheminformatics*, 2018, 10, 33.
33 M. Olivecrona, T. Blaschke, O. Engkvist and H. Chen, *Journal of cheminformatics*, 2017, 9, 48.
34 G. L. Guimaraes, B. Sanchez-Lengeling, C. Outeiral, P. L. C. Farias and A. Aspuru-Guzik, *arXiv preprint arXiv:1705.10843*, 2017.
35 N. De Cao and T. Kipf, *arXiv preprint arXiv:1805.11973*, 2018.
36 J. You, B. Liu, R. Ying, V. Pande and J. Leskovec, *arXiv preprint arXiv:1806.02473*, 2018.
37 B. Chen, C. Coley, R. Barzilay and T. Jaakkola, 2018.
38 Z. Zhou, X. Li and R. N. Zare, *ACS central science*, 2017, 3, 1337–1344.
39 M. H. Segler, M. Preuss and M. P. Waller, *Nature*, 2018, 555, 604.
40 J. N. Wei, D. Duvenaud and A. Aspuru-Guzik, *ACS central science*, 2016, 2, 725–732.
41 H. W. Lin, M. Tegmark and D. Rolnick, *Journal of Statistical Physics*, 2017, 168, 1223–1247.
42 A. Krizhevsky, I. Sutskever and G. E. Hinton, Advances in neural information processing systems, 2012, pp. 1097–1105.
43 Y. Kim, *arXiv preprint arXiv:1408.5882*, 2014.
44 T. Mikolov, K. Chen, G. Corrado and J. Dean, *arXiv preprint arXiv:1301.3781*, 2013.
45 K. Cho, B. Van Merriënboer, C. Gulcehre, D. Bahdanau, F. Bougares, H. Schwenk and Y. Bengio, *arXiv preprint arXiv:1406.1078*, 2014.
46 S. R. Bowman, L. Vilnis, O. Vinyals, A. M. Dai, R. Jozefowicz and S. Bengio, *arXiv preprint arXiv:1511.06349*, 2015.
47 T. N. Kipf and M. Welling, *arXiv preprint arXiv:1609.02907*, 2016.
48 M. Defferrard, X. Bresson and P. Vandergheynst, Advances in Neural Information Processing Systems, 2016, pp. 3844–3852.
49 P. Velickovic, G. Cucurull, A. Casanova, A. Romero, P. Lio and Y. Bengio, *arXiv preprint arXiv:1710.10903*, 2017.
50 C. Shang, Q. Liu, K.-S. Chen, J. Sun, J. Lu, J. Yi and J. Bi, *arXiv preprint arXiv:1802.04944*, 2018.
51 Y. Li, D. Tarlow, M. Brockschmidt and R. Zemel, *arXiv preprint arXiv:1511.05493*, 2015.
52 G. Landrum et al., *RDKit: Open-source cheminformatics*, 2006.
53 D. Bahdanau, J. Chorowski, D. Serdyuk, P. Brakel and Y. Bengio, Acoustics, Speech and Signal Processing (ICASSP), 2016 IEEE International Conference on, 2016, pp. 4945–4949.
54 M.-T. Luong, H. Pham and C. D. Manning, *arXiv preprint arXiv:1508.04025*, 2015.
55 S. Hochreiter and J. Schmidhuber, *Neural computation*, 1997, 9, 1735–1780.
56 L. v. d. Maaten and G. Hinton, *Journal of machine learning research*, 2008, 9, 2579–2605.
57 D. Arthur and S. Vassilvitskii, Proceedings of the eighteenth annual ACM-SIAM symposium on Discrete algorithms, 2007, pp. 1027–1035.
58 J. J. Irwin and B. K. Shoichet, *Journal of chemical information and modeling*, 2005, 45, 177–182.
59 J. Hachmann, R. Olivares-Amaya, S. Atahan-Evrenk, C. Amador-Bedolla, R. S. Sánchez-Carrera, A. Gold-Parker, L. Vogt, A. M. Brockway and A. Aspuru-Guzik, *The Journal of Physical Chemistry Letters*, 2011, 2, 2241–2251.
60 M. Abadi, P. Barham, J. Chen, Z. Chen, A. Davis, J. Dean, M. Devin, S. Ghemawat, G. Irving, M. Isard et al., *OSDI*, 2016, pp. 265–283.