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We have studied one of the most common distributions, namely, Lindley distribution, which is an important continuous mixed distribution with great ability to represent different systems. We studied this distribution with three parameters because of its high flexibility in modelling life data. The parameters were estimated by five different methods, namely, maximum likelihood estimation, ordinary least squares, weighted least squares, maximum product of spacing, and Cramér-von Mises. Simulation experiments were performed with different sample sizes and different parameter values. The different methods were compared on the generated data by mean square error and mean absolute error. In addition, we compared the methods for real data, which represent COVID-19 data in Iraq/Anbar Province.

1. Introduction

The Lindley distribution was proposed in 1958 by Lindley [1]; however, actual interest began in 2008 when Ghitany et al. [2] studied its properties and applications. Since then, this distribution has been developed as generalised Lindley distribution in 2009 by Zakerzadeh & Dolati [3], a two-parameter Lindley distribution in 2013 by Shanker et al. [4], another two-parameter Lindley distribution in the same year by Shanker & Mishra [5], Lindley distribution with a location parameter as a three-parameter distribution in 2016 by Abd El-Monsef [6], and another three-parameter Lindley distribution in 2017 by Shanker et al. [4].

The Lindley distribution is made up of mixing two continuous distributions with different weights; the first is exponential distribution with \( \theta \), and the second is gamma distribution with \( 2 \) and \( \theta \), that is,

\[
f(x; \theta) = wf_1(x; \theta) + (1-w)f_2(x; \theta),
\]

where

\[
f_1(x; \theta) = \theta e^{-\theta x},
\]

\[
f_2(x; \theta) = \theta^2 x e^{-\theta x}.
\]

Thus, the resulting function is as follows:

\[
f(x; \theta) = w\theta e^{-\theta x} + (1-w)\theta^2 x e^{-\theta x}.
\]

Lindley [1] used \( w = \theta / (\theta + 1) \); hence, the probability density function (p.d.f.) is as follows:

\[
f(x; \theta) = \frac{\theta^2}{\theta + 1} (1 + x) e^{-\theta x}, \quad x > 0, \theta \geq 0.
\]
2. Materials and Methods

2.1. The Three-Parameter Lindley Distribution. The three-parameter Lindley distribution (THPL) was proposed by Shanker et al. [10]; the weight \( w = \alpha \theta / (\alpha \theta + \beta) \) was used, as follows:

\[
 f(x; \alpha, \beta, \theta) = \frac{\alpha \theta}{\alpha \theta + \beta} x^\alpha e^{-\theta x} + \frac{\beta}{\alpha \theta + \beta} x e^{-\theta x},
\]

resulting in the following:

\[
 f(x; \theta, \alpha, \beta) = \frac{\theta^2}{\alpha \theta + \beta} (\alpha + \beta x) e^{-\theta x},
\]

\[
 F(x; \alpha, \beta, \theta) = 1 - \left[ \frac{\alpha \theta + \beta \theta x}{\alpha \theta + \beta} \right] e^{-\theta x},
\]

\[
 F(x; \theta, \alpha, \beta, \theta) = 1 - \left[ \frac{\alpha \theta + \beta + \beta \theta x}{\alpha \theta + \beta} \right] e^{-\theta x},
\]

\[
 x, \theta, \beta > 0 \text{ and } \alpha \theta + \beta > 0.
\]

Figures 1 and 2 show the p.d.f. and c.d.f. for different parameter values.

The quantile function of the three-parameter Lindley distribution is given by the following:

\[
 F(x; \alpha, \beta, \theta) = 1 - \left[ \frac{\alpha \theta + \beta + \beta \theta x}{\alpha \theta + \beta} \right] e^{-\theta x} = u
\]

\[
 \Rightarrow 1 - u = \left[ \frac{\alpha \theta + \beta + \beta \theta x}{\alpha \theta + \beta} \right] e^{-\theta x}
\]

\[
 \Rightarrow (\alpha \theta + \beta)(1 - u) = [\alpha \theta + \beta + \beta \theta x] e^{-\theta x}
\]

\[
 \Rightarrow (\alpha \theta + \beta)(1 - u) = \frac{\alpha \theta + \beta + \theta x}{\beta} e^{-\theta x}
\]

\[
 \Rightarrow - (\alpha \theta + \beta)(1 - u) e^{-(\alpha \theta + \beta) / \beta}
\]

\[
 = - \frac{\alpha \theta + \beta + \theta x}{\beta} e^{-(\alpha \theta + \beta) / \beta}
\]

\[
 \Rightarrow W_{-1} \left[ - \frac{(\alpha \theta + \beta)(1 - u) e^{-(\alpha \theta + \beta) / \beta}}{\beta} \right]
\]

\[
 = - \frac{\alpha \theta + \beta + \theta x}{\beta}.
\]

The quantile function of the three-parameter Lindley distribution is given by the following:

\[
 Q(u; \theta, \alpha, \beta) = \frac{-\alpha \theta + 1}{\beta} \left( 1 - \frac{1}{\theta} \left[ 1 - e^{-(\alpha \theta + \beta) / \beta} \right] \right)
\]

\[
 = \frac{-\alpha \theta + 1}{\beta} W_{-1} \left[ - \frac{(\alpha \theta + \beta)(1 - u) e^{-(\alpha \theta + \beta) / \beta}}{\beta} \right],
\]

\[
 0 < u < 1,
\]

where \( W_{-1}(.) \) denotes the negative branch of the Lambert \( W \) function.

2.2. Several Estimators of the Parameters of THPL Distribution. We present five well-known methods to estimate the parameters of the three-parameter Lindley distribution, including maximum-likelihood (ML), ordinary least-squares (OLS), weighted least-squares (WLS), maximum product of spacing (MPS), and Cramér-von Mises (CVM).

2.3. Maximum Likelihood Estimators. The log-likelihood of the positive vector of observations \( x = (x_1, x_2, \ldots, x_n) \) under the three-parameter Lindley distribution can be written as follows:

\[
 \ell(\theta, \alpha, \beta) = 2n\ln \theta - n\ln(\alpha \beta) + \sum_{i=1}^{n} \ln(\alpha + \beta x_i) - n\bar{x},
\]

where \( \bar{x} \) is the sample mean.

Shanker et al. [10] derived the maximum likelihood estimates (MLE) \( \hat{\theta}, \hat{\alpha}, \hat{\beta} \) of \( \theta, \alpha, \) and \( \beta \), by solving the following nonlinear equations:

\[
 \frac{\partial \ell(\theta, \alpha, \beta)}{\partial \theta} = \frac{2n}{\theta} - \frac{n\alpha}{\alpha \theta + \beta} - n\bar{x} = 0,
\]

\[
 \frac{\partial \ell(\theta, \alpha, \beta)}{\partial \alpha} = -\frac{n\theta}{\alpha \theta + \beta} + \sum_{i=1}^{n} \frac{1}{\alpha + \beta x_i} = 0,
\]

\[
 \frac{\partial \ell(\theta, \alpha, \beta)}{\partial \beta} = -\frac{n\theta}{\alpha \theta + \beta} + \sum_{i=1}^{n} \frac{x_i}{\alpha + \beta x_i} = 0.
\]

We can also obtain MLE by maximising (11) via fminunc function in MATLAB.

2.4. Ordinary and Weighted Least-Square Estimators. Suppose that \( X_{(1)} \leq X_{(2)} \leq \cdots \leq X_{(n)} \) are the order statistics of a random sample from any probability distribution. The \( i^{th} \) order statistic has the mean and the variance as follows:

\[
 E[X_{(i)}] = \frac{i}{n+1} \quad \text{and} \quad \text{var} \left[ X_{(i)} \right] = \frac{i(n - i + 1)}{(n+1)(n+2)}, \quad \forall i \in 1, 2, \ldots, n.
\]

OLS and WLS were proposed in 1988 by Swain et al. [11]. We can get OLS estimates for the parameters by
minimising the following function with respect to the parameters, as follows:

\[ R = \sum_{i=1}^{n} \left[ F(x_{i}) - \mathcal{F}(i) \right]^{2}, \quad (14) \]

where \( F(x_{i}) \) represents the theoretical c.d.f. of the observation \( x_{i} \) of the distribution under study and \( \mathcal{F}(i) \) represents the empirical c.d.f. which is usually estimated by \( \mathcal{F}(i) = i/(n+1) \); then, we obtain the following:

\[ R = \sum_{i=1}^{n} \left[ F(x_{i}) - \frac{i}{n+1} \right]^{2}. \quad (15) \]

This function can be obtained for the three-parameter Lindley distribution after substituting for \( F(x_{i}) \) in the
previous equation by its c.d.f. defined in equation (8), as follows:

\[ R(\theta, \alpha, \beta) = \sum_{i=1}^{n} \left( \frac{a\theta + \beta + \beta \theta x_{(i)}}{a\theta + \beta} \right) e^{-\theta x_{(i)}} - \frac{n + 1 - i}{n + 1} \right)^2. \]

(16)

We can determine the OLS estimates by minimising (16) with respect to the parameters via fminunc function or by solving the following equations:

\[ R_{\theta}(\theta, \alpha, \beta) = 0, \quad R_{\alpha}(\theta, \alpha, \beta) = 0, \quad R_{\beta}(\theta, \alpha, \beta) = 0. \]
Table 2: Formulas of criteria.

| Criteria | $\theta$ | $\alpha$ | $\beta$ |
|----------|----------|----------|----------|
| MSE      | $1/10000 \sum_{j=1}^{10000} \left( \hat{\theta}_j - \theta \right)^2$ | $1/10000 \sum_{j=1}^{10000} \left( \hat{\alpha}_j - \alpha \right)^2$ | $1/10000 \sum_{j=1}^{10000} \left( \hat{\beta}_j - \beta \right)^2$ |
| MAE      | $1/10000 \sum_{j=1}^{10000} |\hat{\theta}_j - \theta|$ | $1/10000 \sum_{j=1}^{10000} |\hat{\alpha}_j - \alpha|$ | $1/10000 \sum_{j=1}^{10000} |\hat{\beta}_j - \beta|$ |

Code 1: Continued.
S(T, A, B) = S;
F = @(y) double(S(y(1), y(2), y(3)));
[TAB, fval, exitflag3] = fminunc(F, y0);
T_WLS = TAB(1);
A_WLS = TAB(2);
B_WLS = TAB(3);

% MPS
	
syms u

CF(u) = (1 / ((T * A + B + T * B * u) / (T * A + B)) * exp (-T * u));
pdf(u) = T^2 / ((T * A + B) * (A + B * u) * exp (-T * u));
S = 0;
y(1) = 0; z(n + 1) = inf;
for i = 1:n + 1
    y(i + 1) = z(i);
    D(i) = CF(y(i + 1)) - CF(y(i));
    if D(i) == 0
        S = S + log(pdf(y(i)));
    else
        S = S + log(D(i));
    end
end
S(T, A, B) = -S / (n + 1);
F = @(y) double(S(y(1), y(2), y(3)));
[TAB, fval, exitflag4] = fminunc(F, y0);
T_MPS = TAB(1);
A_MPS = TAB(2);
B_MPS = TAB(3);

% CVM

S = 0;
for i = 1:n
    S = S + (CF(z(i)) - (2 * i - 1) / (2 * n))^2;
end
S(T, A, B) = S + 1 / (12 * n);
F = @(y) double(S(y(1), y(2), y(3)));
[TAB, fval, exitflag5] = fminunc(F, y0);
T_CVM = TAB(1);
A_CVM = TAB(2);
B_CVM = TAB(3);
E = [P(2) T_ML T_LS T_WLS T_MPS T_CVM; P(3) A_ML A_LS A_WLS A_MPS A_CVM; P(4) B_ML B_LS B_WLS B_MPS B_CVM];
M = [E(1:2, 2:6) / 5 - P(:, 2:4)];
% if max(abs(sum(E(:, 2:6) / 5 - P(:, 2:4))) < sum(P(:, 2:4)),
    exitflag1 + exitflag2 + exitflag3 + exitflag4 + exitflag5)
if (exitflag1 + exitflag2 + exitflag3 + exitflag4 + exitflag5) >= 5
    M = [M + E(:, 2:6)]
    MSE = MSE + [E(1:2, 2:6) / 5 - P(:, 2:4)];
    MAE = MAE + abs([E(1:2, 2:6) / 5 - P(:, 2:4)]);
\[
\frac{\partial R(\theta, \alpha, \beta)}{\partial \theta} = \sum_{i=1}^{n} \left[ \left( \frac{\alpha \theta + \beta}{\alpha \theta + \beta} \right) e^{-\theta x_i} - \frac{n + 1 - i}{n + 1} \right] \\
\cdot \left[ \theta \alpha^2 x_i (\theta \alpha^2 x_i^2 + 2 \alpha^2 x_i^2 + \beta^2 x_i) e^{-\theta x_i} \right]
\]
\[
= 0,
\]
\[
\frac{\partial S(\theta, \alpha, \beta)}{\partial \alpha} = \sum_{i=1}^{n} \left[ \left( \frac{\alpha \theta + \beta}{\alpha \theta + \beta} \right) e^{-\theta x_i} - \frac{n + 1 - i}{n + 1} \right] \\
\cdot x_i e^{-\theta x_i} = 0,
\]
\[
\frac{\partial S(\theta, \alpha, \beta)}{\partial \beta} = \sum_{i=1}^{n} \left[ \left( \frac{\alpha \theta + \beta}{\alpha \theta + \beta} \right) e^{-\theta x_i} - \frac{n + 1 - i}{n + 1} \right] \\
\cdot x_i e^{-\theta x_i} = 0.
\]

We can obtain WLS estimates for the parameters by minimising the following function with respect to the parameters:

\[
W = \sum_{i=1}^{n} w_i \left[ F(x_i) - \mathcal{F}(i) \right]^2,
\]
\[
w_i = \frac{(n + 1)^2(n + 2)}{i(n + 1 - i)}.
\]

(17)

This function can be obtained for the three-parameter Lindley distribution after substituting for \( F(x_i) \) in the previous equation by its c.d.f. defined in equation (8), as follows:

\[
W(\theta, \alpha, \beta) = (n + 1)^2(n + 2) \sum_{i=1}^{n} \\
\left[ \left( \frac{\alpha \theta + \beta}{\alpha \theta + \beta} \right) e^{-\theta x_i} - \frac{(n + 1 - i)(n + 1)}{i(n + 1 - i)} \right]^2.
\]

(19)

WLS estimates can be obtained by minimising (19) with respect to the parameters via fminunc function or by solving the following equations:

\[
\frac{\partial W(\theta, \alpha, \beta)}{\partial \theta} = \sum_{i=1}^{n} \left[ \left( \frac{\alpha \theta + \beta}{\alpha \theta + \beta} \right) e^{-\theta x_i} - \frac{n + 1 - i}{n + 1} \right] \\
\cdot \left[ \theta \alpha^2 x_i (\theta \alpha^2 x_i^2 + 2 \alpha^2 x_i^2 + \beta^2 x_i) e^{-\theta x_i} \right]
\]
\[
= 0,
\]
\[
\frac{\partial W(\theta, \alpha, \beta)}{\partial \alpha} = \sum_{i=1}^{n} \left[ \left( \frac{\alpha \theta + \beta}{\alpha \theta + \beta} \right) e^{-\theta x_i} - \frac{n + 1 - i}{n + 1} \right] \\
\cdot x_i e^{-\theta x_i} = 0,
\]
\[
\frac{\partial W(\theta, \alpha, \beta)}{\partial \beta} = \sum_{i=1}^{n} \left[ \left( \frac{\alpha \theta + \beta}{\alpha \theta + \beta} \right) e^{-\theta x_i} - \frac{n + 1 - i}{n + 1} \right] \\
\cdot x_i e^{-\theta x_i} = 0.
\]

(20)

2.5. Maximum Product of Spacing Estimators. MPS was derived by Cheng & Amin in 1979 [12]; the idea of this method is to maximise the following function:

\[
P = \frac{1}{n + 1} \sum_{i=1}^{n+1} \log D_i,
\]

(21)

where \( D_i = F(x_i) - F(x_{(i-1)}) \) and \( F(x_0) = 0; F(x_{(n+1)}) = 1. \)

This function can be obtained for the three-parameter Lindley distribution after substituting for \( F(x_i) \) in the previous equation by its c.d.f. defined in equation (8), as follows:

\[
P(\theta, \alpha, \beta) = \frac{1}{n + 1} \sum_{i=1}^{n+1} \log(Q_i) - \log(\alpha \theta + \beta),
\]

(22)

where

\[
Q_i = \alpha \theta \left[ e^{-\theta x_{(i-1)}} - e^{-\theta x_i} \right] + \beta \left[ e^{-\theta x_{(i-1)}} - e^{-\theta x_i} \right] \]
\[
+ \beta \theta \left[ x_{(i-1)} e^{-\theta x_{(i-1)}} - x_i e^{-\theta x_i} \right],
\]

(23)

We can identify the MPS estimates by maximising (22) via fminunc function or by solving the following equations:

\[
\frac{\partial P(\theta, \alpha, \beta)}{\partial \theta} = \frac{1}{n + 1} \sum_{i=1}^{n} \frac{1}{Q_i} \frac{\partial Q_i}{\partial \theta} - \frac{\alpha}{\alpha \theta + \beta} = 0,
\]
\[
\frac{\partial P(\theta, \alpha, \beta)}{\partial \alpha} = \frac{1}{n + 1} \sum_{i=1}^{n} \frac{1}{Q_i} \frac{\partial Q_i}{\partial \alpha} - \frac{\theta}{\alpha \theta + \beta} = 0,
\]
\[
\frac{\partial P(\theta, \alpha, \beta)}{\partial \beta} = \frac{1}{n + 1} \sum_{i=1}^{n} \frac{1}{Q_i} \frac{\partial Q_i}{\partial \beta} - \frac{1}{\alpha \theta + \beta} = 0,
\]

(24)

where

\[
\frac{\partial Q_i}{\partial \theta} = \alpha \left[ e^{-\theta x_{(i-1)}} - e^{-\theta x_i} \right] - \theta \left[ x_{(i-1)} e^{-\theta x_{(i-1)}} - x_i e^{-\theta x_i} \right],
\]
\[
\frac{\partial Q_i}{\partial \alpha} = \theta \left[ e^{-\theta x_{(i-1)}} - e^{-\theta x_i} \right],
\]
\[
\frac{\partial Q_i}{\partial \beta} = e^{-\theta x_{(i-1)}} - e^{-\theta x_i} + \theta \left[ x_{(i-1)} e^{-\theta x_{(i-1)}} - x_i e^{-\theta x_i} \right].
\]

(25)
Table 3: Simulated MSE and MAE values for $\theta = 0.25$; $\alpha = 1$; $\beta = 2$.

| Methods | $\theta$ | $\alpha$ | $\beta$ | $\sum$ ranks |
|---------|---------|---------|---------|-------------|
|        | MSE     | MAE     | MSE     | MAE         |
| $n = 10$ | 0.03218 $^3$ | 0.11189 $^3$ | 43.48015 $^5$ | 10.72974 $^5$ |
|         | 0.01026 $^4$ | 0.08125 $^4$ | 9.43405 $^5$ | 2.49457 $^3$ |
|         | 0.00936 $^2$ | 0.07848 $^2$ | 8.94038 $^3$ | 2.05992 $^2$ |
|         | 0.00842 $^1$ | 0.07889 $^3$ | 8.18130 $^2$ | 1.22573 $^1$ |
|         | 0.00975 $^2$ | 0.07239 $^1$ | 7.7936 $^1$ | 1.24508 $^3$ |
| $n = 30$ | 0.01052 $^5$ | 0.05887 $^3$ | 36.36728 $^5$ | 9.04372 $^5$ |
|         | 0.00118 $^4$ | 0.04436 $^2$ | 4.71702 $^3$ | 1.18165 $^3$ |
|         | 0.00096 $^1$ | 0.03963 $^3$ | 3.42387 $^1$ | 0.85840 $^1$ |
|         | 0.00116 $^3$ | 0.04428 $^3$ | 3.61839 $^2$ | 0.91062 $^2$ |
|         | 0.00114 $^2$ | 0.04269 $^2$ | 5.22673 $^4$ | 1.30726 $^4$ |
| $n = 60$ | 0.00245 $^5$ | 0.02915 $^5$ | 9.28063 $^5$ | 1.43513 $^5$ |
|         | 0.01118 $^4$ | 0.02737 $^4$ | 4.71702 $^3$ | 0.87019 $^3$ |
|         | 0.00096 $^1$ | 0.02470 $^1$ | 3.42387 $^1$ | 0.74798 $^1$ |
|         | 0.00116 $^3$ | 0.02668 $^2$ | 3.61839 $^2$ | 0.76688 $^2$ |
|         | 0.00114 $^2$ | 0.02674 $^3$ | 5.22673 $^4$ | 0.87624 $^4$ |
| $n = 80$ | 0.00039 $^2$ | 0.01570 $^2$ | 9.28063 $^5$ | 0.70512 $^5$ |
|         | 0.00053 $^4$ | 0.01836 $^3$ | 4.71702 $^3$ | 0.60931 $^3$ |
|         | 0.00042 $^3$ | 0.01654 $^5$ | 3.42387 $^1$ | 0.52404 $^2$ |
|         | 0.00038 $^1$ | 0.01553 $^3$ | 3.61839 $^2$ | 0.49746 $^3$ |
|         | 0.00004 $^5$ | 0.01860 $^3$ | 5.22673 $^4$ | 0.61940 $^4$ |
| $n = 150$ | 0.00035 $^2$ | 0.01570 $^2$ | 9.28063 $^5$ | 0.70512 $^5$ |
|         | 0.00053 $^4$ | 0.01836 $^3$ | 4.71702 $^3$ | 0.60931 $^3$ |
|         | 0.00042 $^3$ | 0.01654 $^5$ | 3.42387 $^1$ | 0.52404 $^2$ |
|         | 0.00038 $^1$ | 0.01553 $^3$ | 3.61839 $^2$ | 0.49746 $^3$ |
|         | 0.00004 $^5$ | 0.01860 $^3$ | 5.22673 $^4$ | 0.61940 $^4$ |
| $n = 250$ | 0.00021 $^1$ | 0.01570 $^2$ | 9.28063 $^5$ | 0.70512 $^5$ |
|         | 0.00030 $^4$ | 0.01836 $^3$ | 4.71702 $^3$ | 0.60931 $^3$ |
|         | 0.00024 $^3$ | 0.01654 $^5$ | 3.42387 $^1$ | 0.52404 $^2$ |
|         | 0.00022 $^2$ | 0.01553 $^3$ | 3.61839 $^2$ | 0.49746 $^3$ |
|         | 0.00030 $^4$ | 0.01860 $^3$ | 5.22673 $^4$ | 0.61940 $^4$ |
Table 4: Simulated MSE and MAE values for $\theta = 0.5$; $\alpha = 2$; $\beta = 2$.

| Methods | MSE         | OLS         | WLS         | MPS         | CVM         |
|---------|-------------|-------------|-------------|-------------|-------------|
| $\theta$ | MLE: 0.14601 | 0.03947 | 0.03631 | 0.03684 | 0.05132 |
|          | MAE: 0.23835 | 0.16298 | 0.15646 | 0.16313 | 0.16916 |
|          | $n = 10$    | 71.23755   | 3.82925    | 4.12533    | 5.03375    | 17.29708 |
|          | $n = 30$    | 4.17613    | 1.58224    | 1.48048    | 1.41634    | 1.92063 |
|          | $n = 60$    | 67.78865   | 3.79938    | 4.08219    | 5.00455    | 16.18704 |
|          | $n = 80$    | 4.07386    | 1.58602    | 1.48560    | 1.41376    | 1.91369 |
|          | $n = 150$   | 4.17613    | 1.58224    | 1.48048    | 1.41634    | 1.92063 |
|          | $n = 250$   | 67.78865   | 3.79938    | 4.08219    | 5.00455    | 16.18704 |
|          | $\beta$ |
|          | MLE: 0.44125 | 0.31334 | 0.26297 | 0.25504 | 0.31684 |
|          | MAE: 0.38629 | 0.44107 | 0.40250 | 0.39923 | 0.44152 |
|          | $n = 10$    | 0.24191    | 0.31359    | 0.26327    | 0.25568    | 0.31696 |
|          | $n = 30$    | 0.38651    | 0.44125    | 0.40268    | 0.39960    | 0.44163 |
|          | $n = 60$    | 0.38651    | 0.44125    | 0.40268    | 0.39960    | 0.44163 |
|          | $n = 80$    | 0.38651    | 0.44125    | 0.40268    | 0.39960    | 0.44163 |
|          | $n = 150$   | 0.38651    | 0.44125    | 0.40268    | 0.39960    | 0.44163 |
|          | $n = 250$   | 0.38651    | 0.44125    | 0.40268    | 0.39960    | 0.44163 |

$\sum \text{ranks}$: 30, 13, 10, 13, 24.

$\sum \text{ranks}$: 30, 17, 10, 12, 21.

$\sum \text{ranks}$: 16, 24, 9, 15, 26.

$\sum \text{ranks}$: 6, 26, 16, 15, 27.

$\sum \text{ranks}$: 6, 28, 12, 19, 25.

$\sum \text{ranks}$: 6, 26, 17, 13, 28.
| Methods | $\theta$ | $\alpha$ | $\beta$ | $\sum$ ranks |
|---------|----------|----------|----------|--------------|
| $n = 10$ | | | | |
| MSE | 0.40706 $^3$ | 7.30773 $^3$ | 24.59881 $^3$ | 30 $^3$ |
| MAE | 0.10901 $^3$ | 0.88762 $^3$ | 3.39581 $^3$ | 18 $^3$ |
| WLS | 0.10492 $^2$ | 0.75417 $^2$ | 2.90920 $^2$ | 12 $^2$ |
| MPS | 0.25002 $^2$ | 0.36515 $^2$ | 1.43334 $^2$ | 6 $^1$ |
| CVM | 0.24814 $^1$ | 0.50256 $^1$ | 7.55938 $^1$ | 24 $^4$ |
| MSE 0.08640 | MSE 0.13580 | MSE 0.012715 | MAE 0.00853 |
| MAE 0.02502 $^2$ | MAE 0.05400 $^2$ | MAE 0.10565 $^2$ | MAE 0.03494 |
| WLS 0.75417 $^2$ | WLS 0.05223 $^2$ | WLS 1.00570 $^2$ | WLS 1.82556 $^2$ |
| MPS 0.25002 $^2$ | MPS 0.46391 $^2$ | MPS 0.07885 $^1$ | MPS 0.57581 $^1$ |
| CVM 0.24814 $^1$ | CVM 0.75417 $^1$ | CVM 0.03494 | CVM 0.04462 |
| | MSE 0.13580 | MSE 0.02502 | MSE 0.012715 |
| MAE 0.02502 | MAE 0.012715 | MAE 0.00853 |
| WLS 0.10492 | WLS 0.00853 |
| MPS 0.25002 | MPS 0.00853 |
| CVM 0.24814 | CVM 0.00853 |
| | MSE 0.10492 | MSE 0.00853 |
| MAE 0.02502 | MAE 0.00853 |
| WLS 0.10492 | WLS 0.00853 |
| MPS 0.25002 | MPS 0.00853 |
| CVM 0.24814 | CVM 0.00853 |
| | MSE 0.10492 | MSE 0.00853 |
| MAE 0.02502 | MAE 0.00853 |
| WLS 0.10492 | WLS 0.00853 |
| MPS 0.25002 | MPS 0.00853 |
| CVM 0.24814 | CVM 0.00853 |

Table 5: Simulated MSE and MAE values for $\theta = 0.75$; $\alpha = 2$; $\beta = 1$.  
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Table 6: Simulated MSE and MAE values for $\theta = 1$; $\alpha = 3$; $\beta = 2$.

| Methods   | MSE         | OLS         | WLS         | MPS         | CVM         |
|-----------|-------------|-------------|-------------|-------------|-------------|
| $\theta$  | 0.70679 $^5$| 0.20333 $^2$| 0.18211 $^2$| 0.14954 $^1$| 0.34231 $^4$|
|           | 0.49513 $^5$| 0.32538 $^3$| 0.30905 $^2$| 0.30597 $^1$| 0.39874 $^4$|
| $\beta$   | 2.02567 $^5$| 1.39712 $^3$| 1.31386 $^2$| 1.18546 $^1$| 1.75046 $^4$|
| $n = 10$  | 23.59916 $^5$| 5.91723 $^3$| 5.29318 $^2$| 4.13198 $^1$| 9.98005 $^4$|
|           | 3.12830 $^5$| 2.11840 $^3$| 2.00008 $^2$| 1.80406 $^1$| 2.65809 $^4$|
| $\sum$ ranks | 30 $^5$ | 18 $^3$ | 12 $^2$ | 6 $^1$ | 24 $^4$ |
| $\alpha$  | 9.65813 $^5$| 2.57452 $^2$| 2.27693 $^2$| 1.78596 $^1$| 4.33115 $^4$|
|           | 2.11424 $^4$| 2.04946 $^3$| 1.98698 $^2$| 1.49819 $^1$| 2.44848 $^4$|
| $\beta$   | 4.81637 $^4$| 4.65230 $^3$| 4.52961 $^2$| 3.42073 $^1$| 5.55365 $^5$|
| $n = 30$  | 1.80455 $^2$| 1.87439 $^4$| 1.85195 $^3$| 1.67023 $^1$| 1.99037 $^5$|
| $\sum$ ranks | 17 $^3$ | 21 $^4$ | 15 $^2$ | 7 $^1$ | 30 $^5$ |
| $\beta$   | 1.19660 $^2$| 1.24289 $^4$| 1.22727 $^3$| 1.10448 $^1$| 1.32051 $^5$|
| $n = 60$  | 4.81637 $^4$| 4.65230 $^3$| 4.52961 $^2$| 3.42073 $^1$| 5.55365 $^5$|
| $\sum$ ranks | 17 $^3$ | 21 $^4$ | 15 $^2$ | 7 $^1$ | 30 $^5$ |
| $\theta$  | 0.11144 $^4$| 0.10159 $^3$| 0.09699 $^2$| 0.08264 $^1$| 0.12154 $^5$|
|           | 0.24409 $^1$| 0.25875 $^4$| 0.25245 $^3$| 0.24785 $^2$| 0.27211 $^5$|
| $\alpha$  | 2.11424 $^4$| 2.04946 $^3$| 1.98698 $^2$| 1.49819 $^1$| 2.44848 $^4$|
| $n = 80$  | 1.18298 $^2$| 1.29965 $^4$| 1.22888 $^3$| 1.12028 $^1$| 1.40697 $^5$|
|           | 0.90122 $^1$| 0.98171 $^4$| 0.94750 $^3$| 0.91712 $^2$| 1.00321 $^5$|
| $\beta$   | 2.64623 $^2$| 2.94626 $^4$| 2.77000 $^3$| 2.54612 $^2$| 3.18810 $^5$|
|           | 1.35253 $^1$| 1.47795 $^4$| 1.42273 $^3$| 1.38288 $^2$| 1.51001 $^5$|
| $\sum$ ranks | 8 $^1$ | 24 $^4$ | 16 $^3$ | 14 $^2$ | 28 $^5$ |
| $\theta$  | 0.04638 $^1$| 0.05668 $^4$| 0.05298 $^2$| 0.05632 $^3$| 0.05752 $^5$|
|           | 0.17603 $^1$| 0.20285 $^4$| 0.19396 $^3$| 0.20489 $^2$| 0.19851 $^5$|
| $\alpha$  | 1.18298 $^2$| 1.29965 $^4$| 1.22888 $^3$| 1.12028 $^1$| 1.40697 $^5$|
| $n = 150$ | 0.90122 $^1$| 0.98171 $^4$| 0.94750 $^3$| 0.91712 $^2$| 1.00321 $^5$|
|           | 2.54623 $^2$| 2.94626 $^4$| 2.77000 $^3$| 2.54612 $^2$| 3.18810 $^5$|
| $\sum$ ranks | 8 $^1$ | 24 $^4$ | 16 $^3$ | 14 $^2$ | 28 $^5$ |
| $\theta$  | 0.02392 $^1$| 0.03347 $^5$| 0.02822 $^2$| 0.03221 $^4$| 0.03228 $^5$|
|           | 0.12421 $^1$| 0.14950 $^3$| 0.13665 $^2$| 0.14758 $^4$| 0.14688 $^5$|
| $\alpha$  | 0.61928 $^1$| 0.75490 $^4$| 0.67782 $^2$| 0.72412 $^3$| 0.75762 $^5$|
| $n = 250$ | 0.64467 $^1$| 0.73119 $^3$| 0.68630 $^2$| 0.71184 $^3$| 0.72699 $^4$|
|           | 1.39973 $^2$| 1.70290 $^4$| 1.52836 $^2$| 1.64596 $^3$| 1.70962 $^5$|
| $\beta$   | 0.96927 $^1$| 1.09757 $^5$| 1.03002 $^2$| 1.07266 $^3$| 1.09141 $^4$|
| $\sum$ ranks | 6 $^1$ | 28 $^3$ | 12 $^2$ | 20 $^3$ | 24 $^4$ |
| $\alpha$  | 0.01411 $^1$| 0.02180 $^3$| 0.01702 $^2$| 0.01995 $^3$| 0.02099 $^4$|
| $\beta$   | 0.92151 $^1$| 1.25077 $^5$| 1.05215 $^2$| 1.12009 $^3$| 1.24249 $^4$|
| $n = 250$ | 0.76418 $^1$| 0.90062 $^5$| 0.81990 $^2$| 0.84957 $^3$| 0.89478 $^4$|
| $\sum$ ranks | 6 $^1$ | 30 $^5$ | 12 $^2$ | 18 $^3$ | 24 $^4$ |
Note that if there is a tie, we cannot find the natural logarithm of $D_i$ for the corresponding observation. Thus, we replace $D_i$ with the observation’s p.d.f., that is, $D_i = f(x_{(i)})$.

2.6. Cramér-von Mises Estimators. CVM was proposed by MacDonald in 1971 [13]. The idea of this method is to minimise the following function:

$$C = \frac{1}{12n} + \sum_{i=1}^{n} \left[ F\left( x_{(i)} \right) - \frac{2i-1}{2n} \right]^2.$$  \hfill (26)

This function can be obtained for the three-parameter Lindley distribution after substituting for $F(x_{(i)})$ in the previous equation by its c.d.f., which was defined in equation (8), as follows:

$$C(\theta, \alpha, \beta) = \frac{1}{12n} + \sum_{i=1}^{n} \left[ \left( \frac{\alpha \theta + \beta x_{(i)}}{\alpha \theta + \beta} \right) e^{-\theta x_{(i)}} - \frac{2n + 1 - 2i}{2n} \right]^2.$$  \hfill (27)

We can determine the CVM estimates by maximising (27) via fminunc function or by solving the following equations:

$$\frac{\partial C(\theta, \alpha, \beta)}{\partial \theta} = \sum_{i=1}^{n} \left[ \left( \frac{\alpha \theta + \beta x_{(i)}}{\alpha \theta + \beta} \right) e^{-\theta x_{(i)}} - \frac{2n + 1 - 2i}{2n} \right] \cdot \left( \frac{x_{(i)} e^{-\theta x_{(i)}}}{\theta + \beta} \right) = 0,$$

$$\frac{\partial C(\theta, \alpha, \beta)}{\partial \alpha} = \sum_{i=1}^{n} \left[ \left( \frac{\alpha \theta + \beta x_{(i)}}{\alpha \theta + \beta} \right) e^{-\theta x_{(i)}} - \frac{2n + 1 - 2i}{2n} \right] \cdot \frac{x_{(i)} e^{-\theta x_{(i)}}}{\alpha} = 0,$$

$$\frac{\partial C(\theta, \alpha, \beta)}{\partial \beta} = \sum_{i=1}^{n} \left[ \left( \frac{\alpha \theta + \beta x_{(i)}}{\alpha \theta + \beta} \right) e^{-\theta x_{(i)}} - \frac{2n + 1 - 2i}{2n} \right] \cdot \frac{x_{(i)} e^{-\theta x_{(i)}}}{\beta} = 0.$$  \hfill (28)

Table 7: Best methods based on the simulation study.

| Cases | $n = 10$ | $n = 30$ | $n = 60$ | $n = 80$ | $n = 150$ | $n = 250$ |
|-------|----------|----------|----------|----------|----------|----------|
| Case 1 | WLS      | WLS      | MPS      | MPS      | MPS      | MPS      |
| Case 2 | WLS      | WLS      | WLS      | MLE      | MLE      | MLE      |
| Case 3 | MPS      | MPS      | MPS      | MPS      | MLE      | MLE      |
| Case 4 | MPS      | MPS      | MLE      | MLE      | MLE      | MLE      |

Table 8: Survival time for 83 patients (in days).

| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 3 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 3 | 3 | 3 | 3 | 3 | 3 | 4 | 4 | 4 | 4 | 4 | 4 | 5 | 5 | 5 | 5 | 5 | 5 |
| 6 | 6 | 6 | 6 | 6 | 7 | 7 | 7 | 7 | 7 | 7 | 7 | 8 | 8 | 8 | 8 | 8 | 9 |
| 9 | 10| 10| 10| 10| 10| 10| 10| 11| 11| 11| 12| 12| 12| 12| 12| 12| 13|
| 13| 13| 18| 19| 20| 20| 21| 22| 22| 22| 22| 22| 22| 23| 23| 23| 23| 23|

Table 9: Parameter estimates under all methods, K-S statistics, and the associated $p$ values for the COVID-19 data.

| Methods | $\hat{\theta}$ | $\hat{\alpha}$ | $\hat{\beta}$ | KS | $p$ values |
|---------|-----------------|-----------------|---------------|----|------------|
| MLE     | 0.2493          | 1.4578          | 4.3020        | 0.0890 | 0.4982     |
| OLS     | 0.2186          | 3.1600          | 1.7605        | 0.0583 | 0.9248     |
| WLS     | 0.2363          | 2.4292          | 2.8594        | 0.0711 | 0.7684     |
| MPS     | 0.2350          | 2.4132          | 2.8762        | 0.0727 | 0.7445     |
| CVM     | 0.2236          | 3.0096          | 1.9856        | 0.0554 | 0.9485     |

3. Results and Discussion

3.1. Simulation. To compare the five estimation methods, data were generated from the three-parameter Lindley distribution on the basis of the quantile function defined in equation (10). Data were generated for four different cases, as shown in Table 1. For each case, different sizes of samples were used (10, 30, 60, 80, 150, and 250). The experiment was repeated 10,000 times for each of combinations. Then, the parameters were estimated by the five estimation methods; the methods were compared using mean square error (MSE) and mean absolute error (MAE). Table 2 shows the formulas of these criteria. All operations were conducted in MATLAB 2020a (see Code 1).

Tables 3–6 illustrate our simulation study. The different methods were compared based on their ranks. These results show that all estimators have the property of consistency and for all methods because MSEs and the MAEs for them decrease with an increasing sample size.

The preference of the methods can be summarised in Table 7, which shows that MPS and WLS are best for small sample sizes (10, 30). MPS, MLE, and WLS are best in medium sample sizes (60, 80), and MPS and MLE are best for large sample sizes (150, 250).

3.2. Application. The survival time to death for 83 COVID-19 patients was recorded by the researchers from the medical sector in Iraq/Al Anbar Province. Table 8 contains these data.

The parameters of the three-parameter Lindley distribution were estimated by the five methods. Furthermore, the
Kolmogorov-Smirnov (KS) values, $KS = \max |\hat{F}(x_{(i)}) - (i/(n + 1))|$ and their associated $p$ values were calculated to ensure that these data follow the three-parameter Lindley distribution. Table 9 shows that the data were distributed as the three-parameter Lindley distribution for all methods.

We note that all $p$ values are greater than 0.05, indicating that the data follow the three-parameter Lindley distribution.

We draw p.d.f. and c.d.f. of the three-parameter Lindley distribution based on the following:

\[
\hat{f}(t) = \frac{\theta^2}{\hat{\alpha} + \hat{\beta}} \left( \hat{\alpha} + \hat{\beta} t \right) e^{-\hat{\theta} t}, \quad (29)
\]

\[
\hat{F}(t) = 1 - \frac{\hat{\alpha} + \hat{\beta} + \hat{\beta} t}{\hat{\alpha} + \hat{\beta}} e^{-\hat{\theta} t}, \quad (30)
\]

where $\hat{\theta}$, $\hat{\alpha}$, and $\hat{\beta}$ are the parameter estimates.

According to equations (29) and (30), the p.d.f. and c.d.f. can be drawn in Figures 3 and 4.

We note that the behaviour of the estimated functions is relatively close to that of the empirical functions. This finding is a good indication that the estimated models can represent the COVID-19 data.

### 4. Conclusions

The parameters of the three-parameter Lindley distribution (THPLD) were estimated by five different methods. A simulation study was performed, and these methods were compared using MSE and MAE. All estimators were consistent because their MSE and MAE values decrease as the sample size increases. The MPS and WLS methods were good in small samples. MPS, MLE, and WLS were good in medium samples. MLE and MPS were good in large samples.

On the practical side, the results indicated that the COVID-19 data follow the three-parameter Lindley distribution. The p.d.f. and c.d.f. were estimated based on the five methods, and then, these functions were drawn. The graphics indicated that the behaviour of the estimated functions is close to the empirical functions.
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