Abstract

In continual learning (CL), the goal is to design models that can learn a sequence of tasks without catastrophic forgetting. Despite rich set of CL techniques, relatively little understanding exists on how representations built by previous tasks benefit new tasks that are added to the network. To this aim, we study continual representation learning (CRL) problem where we learn an evolving representation as new tasks arrive. Focusing on zero-forgetting methods where tasks are embedded in subnetworks, we first provide experiments demonstrating CRL can significantly boost sample-efficiency when learning new tasks. To explain this, we establish sample complexity and generalization error bounds for new tasks which formalize the benefits of previously-learned representations. Our analysis and experiments show that CL benefits more when the initial tasks have large sample size and high representation diversity. Diversity ensures that adding new tasks incurs small representation mismatch while requiring few additional trainable weights. Finally, we study computational-efficiency of CRL and propose a novel variant of the PackNet algorithm that employs joint channel & weight pruning. Our method embeds tasks in channel-sparse subnets requiring up to 80% less FLOPs to compute while approximately retaining accuracy and is shown to be competitive with various baselines.
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1. Introduction

Continual learning (CL) or lifelong learning aims to build a model for a non-stationary and never-ending sequence of tasks, without access to previous or future data (Thrun (1998); Chen and Liu (2018); Parisi et al. (2019)). The main challenge in CL is that a standard learning procedure usually results in performance reduction on previously trained tasks if their data is not available. The phenomenon is termed as catastrophic forgetting (McCloskey and Cohen (1989); Kirkpatrick et al. (2017); Pfülb and Gepperth (2019)).
Figure 1: We show that task diversity and sample size are two essential factors in continual representation learning. In (a), dashed black curve depicts the test accuracy when CL tasks arrive in random order. The orange and green curves depict the test accuracies when tasks are ordered with decreasing diversity (more diverse first) and increasing sample size (small sample first) respectively. Figure (b) displays the # of classes (a natural proxy for diversity) and sample size for various datasets.

Importance of continual learning in real-life inference and decision making scenarios led to a rich set of CL techniques (Delange et al. (2021); Van de Ven and Tolias (2019)). However, the theoretical principles of continual learning is relatively less understood and the progress is under-whelming compared to the algorithmic advances despite recent progress (see Bennani et al. (2020); Doan et al. (2021); Lee et al. (2021)). In this work, for the first time, we investigate the problem of Continual Representation Learning (CRL) to answer

What are the statistical benefits of previous feature representations for learning a new task?
Can we build an insightful theory explaining empirical performance?

Our key contribution is addressing both questions affirmatively. We develop our algorithm and theory for architecture-based zero-forgetting CL which includes PackNet (Mallya and Lazebnik (2018)), CPG (Hung et al. (2019)), and RMN (Wu et al. (2020)). These methods eliminate forgetting by training a sub-network for each task and freezing the trained parameters. At a high level, all of these methods inherently have the potential of continual representation learning by allowing new tasks to reuse the frozen feature representations built for earlier tasks. However, quantifying the empirical benefits/performance of these representations and building the associated theory have been elusive. We overcome this via innovations in experiment design, theory, and algorithms:

- **Theoretical and empirical benefits of continual representations.** We establish theoretical results and sample complexity bounds for CRL by using tools from empirical process theory. Within our model, a new task uses frozen feature map $\phi_{frz}$ of previous tasks and learns an additional task-specific representation $\phi_{new}$. For PackNet (Mallya and Lazebnik (2018)), $\phi_{frz}$ corresponds to all the nonzero weights so far and $\phi_{new}$ is the nonzeros allocated to the new task, thus $\phi_{frz}$ requires a lot more data to learn. Our theory (see Section 4.2) explains (1) how the new task can reuse the frozen feature map to greatly reduce the sample size and (2) how to quantify the representational compatibility between old and new tasks. Specifically, we fully avoid the statistical cost of learning $\phi_{frz}$ and replace it with a “representational mismatch” term between the new task and frozen features. Additionally, inspired by Srebro et al. (2010); Bartlett et al. (2005), we obtain faster rates
using a localization argument for our CRL problem (see Section 4.2). We also extend our results from a single task to learning a sequence of tasks by quantifying the aggregate impact of finite data on representation $\phi_{frz}$ which evolves as new tasks arrive (see Section 6).

An important conclusion is that the ideal frozen representation $\phi_{frz}$ should contain **diverse and high-quality features** so that it has small representational **mismatch** with new tasks. This conclusion is depicted in Figure 1 where we highlight the impact of diversity and sample size on task accuracy. It is also in line with the intuitions from multitask representation learning (Maurer et al. (2016); Tripuraneni et al. (2020b)) and motivates the following CL principle supported by our experiments:

**First learn diverse and large-data tasks so that their representations help upcoming tasks.**

Indeed, we show in Fig. 3a that a new task with small data achieves significantly higher accuracy if it is added later in the task sequence (so that $\phi_{frz}$ becomes more diverse). Then, we show in Fig. 3b that choosing the first task to be diverse (such as ImageNet) helps all the downstream tasks. Finally, we show in Fig. 3c that it is better to first learn tasks with large sample sizes to ensure high-quality features. Our results on the importance of task order also relate to curriculum learning (Bengio et al. (2009)) where the agent gets to choose the order tasks are learned. However, instead of curriculum learning, which aims to learn one task from easy to hard, our work is based on a more general continual learning setup. Our conclusion on task diversity provides a new perspective on the learning order of curriculum learning that we should first learn more representative tasks instead of the easier tasks.

- **Algorithms for inference-efficient CRL.** Zero-forgetting CL methods often need a large neural network (dubbed as supernetwork) to load numerous tasks into subnetworks, or dynamically expand the model to avoid forgetting (Delange et al. (2021)). Thus, CL/CRL may incur a large computational cost during inference. This leads us to ask whether one can retain the accuracy benefits of CRL while ensuring that each new task utilizes an **inference-efficient** sub-network, thus achieving the best of both worlds. We quantify inference-efficiency via floating point operations (FLOPs) required to compute the task subnetwork. To this end, we propose Efficient Sparse PackNet (ESPN) algorithm (Fig. 2). In a nutshell, ESPN guarantees inference-efficiency by incorporating a channel-pruning stage within PackNet-style approaches. Via extensive evaluations, we find that, ESPN incurs minimal loss of accuracy while greatly reducing FLOPs (as much as 80% in our SplitCIFAR-100 experiments, Table 1).

In summary, this work makes key contributions to continual representation learning from empirical, theoretical, and algorithmic perspectives. We remark that our main work focuses on the task-incremental CL setting with parameter-isolation. However, we anticipate that the high-level principles arising from our findings will inform alternative continual learning strategies as well. In the remainder of the paper, we discuss the related work, detail our empirical and theoretical findings on CRL, and present the ESPN algorithm and its evaluations.

## 2. Related Work

Our contributions are most closely related to the continual learning literature. Our theory and algorithm also connect to representation learning and neural network pruning.
Continual learning. A number of methods for continual and lifelong learning have been proposed to tackle the problem of catastrophic forgetting and existing approaches can be broadly categorized into three groups (Delange et al. (2021)): replay-based (Lopez-Paz and Ranzato (2017); Rebuffi et al. (2017); Rolnick et al. (2018); Buzzega et al. (2021); Aljundi et al. (2019); Borsos et al. (2020)), regularization-based (Kirkpatrick et al. (2017); Zenke et al. (2017); Li and Hoiem (2017); Jung et al. (2020)), and architecture-based methods (Fernando et al. (2017); Yoon et al. (2017); Mallya et al. (2018); Rusu et al. (2016)). Lubana et al. (2021) shows that the quadratic regularization technique plays a rule in preventing catastrophic forgetting. Recent work Ramesh and Chaudhari (2021) explores statistical challenges associated with continual learning in terms of the relatedness across tasks through replay-based strategies. In comparison, we focus on the benefits of representation learning and establish how representation built for previous tasks can drastically reduce the sample complexity on new tasks in terms of representation mismatch without access to past data. Another key difference is that our analysis allows for learning multiple sequential tasks rather than a single task. In our work, consistent with our theory, we focus on zero-forgetting CL (Mallya and Lazebnik (2018); Hung et al. (2019); Mallya et al. (2018); Wortsman et al. (2020); Kaushik et al. (2021); Tu et al. (2020)), which is a sub-branch of architecture-based methods and completely eliminates forgetting. PackNet (Mallya and Lazebnik (2018)), CPG (Hung et al. (2019)), and RMN (Kaushik et al. (2021)) train a sub-network for each task and implement zero-forgetting by freezing the trained parameters, while Piggyback (Mallya et al. (2018)) trains masks only over pretrained model. Inspired by Ramanujan et al. (2020), SupSup (Wortsman et al. (2020)) trains a binary mask for each task while keeping the underlying model fixed at initialization. However, finding of Frankle and Carbin (2018) shows that a network can reduce by over 90% of parameters without performance reduction. This inspires our weight-allocation strategy to adapt PackNet to more sparse sub-networks. Unlike PackNet which prunes the network by keeping the largest absolute weights in each layer and reuses all the frozen weights, CPG and RMN apply real-valued mask to each fixed entry and prune by keeping the largest values of the mask. SupSup is motivated by Ramanujan et al. (2020); Zhou et al. (2019); Malach et al. (2020) which show that a sufficiently over-parameterized random network contains a sub-network with roughly the same accuracy as the target network without training. In essence, it aims to find masks only over random network, and it is adaptable to infinite tasks. However, it leads to inefficient inference (due to using the full network) and potentially large memory requirements (as one has to store a mask as large as supernet rather than a subnet).

In CL, in order to embed the super-network with many tasks or to achieve acceptable performance over a masked random network, sufficiently large networks are needed, which naturally leads to inefficiency during inference-time without proper safeguards. Addressing this challenge appears to be an unexplored avenue as far as we are aware. While in this work, we present Efficient Sparse PackNet (ESPN) that implements zero-forgetting CL and achieves state-of-the-art accuracy with less computational demand.

We also emphasize that there are several interesting works on the theory of continual learning such as Lee et al. (2021); Doan et al. (2021); Bennani et al. (2020); Mirzaebeh et al. (2020); Yin et al. (2020). These works focus on NTK-based analysis for deep nets, theoretical investigation of orthogonal gradient descent (Farajtabar et al. (2020)), and task-similarity.
However, to the best of our knowledge, ours is the first work on the representation learning ability and the associated data-efficiency.

**Representation learning theory.** The rise of deep learning motivated a growing interest in theoretical principles behind representation learning. Similar in spirit to this project, Maurer et al. (2016) provides generalization bounds for representation-based transfer learning in terms of the Rademacher complexities associated with the source and target tasks. Some of the earliest works towards this goal include Baxter (2000) and linear settings of Lounici et al. (2011); Pontil and Maurer (2013); Wang et al. (2016); Cavallanti et al. (2010). More recent works (Hanneke and Kpotufe (2020); Lu et al. (2021); Kong et al. (2020); Qin et al. (2022); Wu et al. (2020); Garg and Liang (2020); Gulluk et al. (2021); Xu and Tewari (2021b); Du et al. (2021); Tripuraneni et al. (2020b); Qin et al. (2022); Tripuraneni et al. (2020a); Sun et al. (2021); Maurer et al. (2016); Arora et al. (2019); Chen et al. (2021); Sun et al. (2021)) consider variations beyond supervised learning, concrete settings or established more refined upper/lower performance bounds. There is also a long line of works related to model agnostic meta-learning (Finn et al. (2017); Denevi et al. (2019); Balcan et al. (2019); Khodak et al. (2019)). Unlike these works, we consider the CL setting where tasks arrive sequentially and establish how the representation learned by earlier tasks provably helps learning the new tasks with fewer samples and better accuracy. Similar to Bartlett et al. (2005); Srebro et al. (2010), we also obtain faster rate bounds using a localization argument but for continual learning problem with multiple tasks. To the best of our knowledge, existing works on multitask learning do not achieve fast rates except for linear representations (Tripuraneni et al. (2020a); Sun et al. (2021)) which is a distinguishing feature of our bound.

**Neural network pruning.** Our work is naturally related to neural network pruning methods and compression techniques as we embed tasks into sub-networks. Large model sizes in deep learning have led to a substantial interest in model pruning/quantization (Han et al. (2015a); Hassibi and Stork (1993); LeCun et al. (1990)). DNN pruning has a diverse literature with various architectural, algorithmic, and hardware considerations (Sze et al. (2017); Han et al. (2015b)). Here, we mention the ones related to our work. Frankle and Carbin (2018) empirically shows that a large DNN contains a small subset of favorable weights (for pruning), which can achieve similar performance to the original network when trained with the same initialization. Zhou et al. (2019); Malach et al. (2020); Pensia et al. (2020) demonstrate that there are subsets with good test performance even without any training and provide theoretical guarantees. In relation, Chang et al. (2021) establishes the theoretical benefits of training large over-parameterized networks to improve downstream pruning performance.

Although weight pruning is proven to be a good way to reduce model parameters and maintain performance, practically, it does not lead to compute efficiency except for some dedicated hardwares (Han et al. (2016)). Unlike weight pruning, structured/channel pruning prunes the model at the channel level which results in a slim sub-network carrying much fewer FLOPs than the original dense model (Liu et al. (2017); Zhuang et al. (2020); Wen et al. (2016); Ye et al. (2018)). For example Wen et al. (2016); Zhou et al. (2016); Alvarez and Salzmann (2016); Lebedev and Lempitsky (2016); He et al. (2017) prune models by adding a sparse regularization over model weights whereas Liu et al. (2017); Zhuang et al. (2020) only add regularization over channel factors, and prune channels with lower scaling factors. However, these prior works do not focus on the scenario where almost all of FLOPs pruned,
Figure 2: This figure summarizes our ESPN algorithm that infuses inference efficiency in PackNet-style CL techniques by jointly pruning channels and weights. **Left side** displays the input and output feature tensors of a convolutional layer of the original supernet architecture. **Right side** depicts adding two tasks into the network. **Channel pruning** over the input and output features of $T_1$ to $T_t$ is used to enforce FLOPs constrained by selecting a few channels out of the total channels (Green and Yellow planes in the network). We remark that used filters can be selected again and shared by multiple tasks to enable representation sharing. **Weight Pruning** depicts the evolution of the sub-filters within channels as we add more tasks. Weight pruning within sub-networks enables the sub-filters to be shared across tasks. For each task, we firstly train all free weights on the task data (Green/Yellow rings). After training, we use magnitude pruning to sparsify sub-filters on the entire filter including frozen weights (Gray circles). For $T_t$, since some channels are shared with previous tasks, the Gray circles are frozen and only the Yellow rings are trained. However during pruning, we consider all weights and pick both solid Yellow circles (new weights) from free weights and Yellow mosaic circles (used/shared weights) from frozen weights.

for example with only 1% of original FLOPs remained. To achieve this goal, we present an innovative channel pruning method based on FLOP-aware penalization. Our technique is inspired from Liu et al. (2017); Zhuang et al. (2020) (they use sparsity regularization over BatchNorm weights only). However, as demonstrated in Appendix A, our pruning method outperforms both of them in our evaluations.

3. Efficient Sparse PackNet (ESPN) Algorithm

We will use PackNet and ESPN throughout the paper to study continual representation learning. Thus, we first introduce the high-level idea of our ESPN algorithm which augments PackNet. Suppose we have a single model referred to as supernet and a sequence of tasks. Our goal is to train and find optimal sparse sub-networks within the supernet that satisfy both FLOPs and sparsity restrictions without any performance reduction or forgetting of earlier tasks. Figure 2 illustrates our proposed algorithm. We propose a joint channel and weight pruning strategy in which FLOPs constraint (in channel pruning) is important for efficient inference and sparsity constraint (in weight pruning) is important for packing all tasks into the network even for a large number of tasks $T$. In essence, ESPN equips PackNet-type methods with inference-efficiency using an innovative FLOP-aware channel
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Figure 3: These figures show motivating empirical findings on how representations of earlier tasks help new tasks in continual learning (see Sec. 4.1 for further discussion). ESPN-$\gamma$ is our inference-efficient algorithm (Sec. 3) and with $\gamma = 0.2$, each task requires only 20% compute during inference. In Section 4.2 we develop theoretical analysis and provable guarantees for CRL to shed light on these findings.

(a) Learning the small task later down the line helps noticeably. Here, we first learn $t-1$ SplitCI-FAR100 tasks continually with full datasets and add task $t$ with a small dataset.

(b) Very diverse initial tasks boost all downstream tasks. Here, Green bars continually learn (CUBS to Sketch) with ImageNet as first task, whereas Orange bars are without.

(c) Learning large sample tasks first enables building better representations for future small tasks. Here, solid curves train large tasks first whereas dashed curves train small tasks first.

Notation. ESPN admits FLOPs constraint as an input parameter, which is a critical aspect of the experimental evaluations. Let MAX_FLOPs be the FLOPs required for one forward propagation through the dense supernetwork. In our evaluations, for $\gamma \in (0, 1]$, we use $\text{ESPN-}\gamma$ to denote our CL Algorithm 1 in which each task obeys the FLOPs constraint $\gamma \times \text{MAX}_\text{FLOPs}$. Similarly, $\text{Individual-}\gamma$ will be the baseline that each task is trained individually (from scratch) on the full supernetwork while using at most $\gamma \times \text{MAX}_\text{FLOPs}$. $\text{Individual}$ is same as $\text{Individual-1}$ where we train the whole network without pruning.

### 4. Empirical and Theoretical Insights for Continual Representation Learning

In this section, we discuss continual learning from the representation learning perspective. We first present our experimental insights which show that (1) features learned from previous tasks help reduce the sample complexity of new tasks and (2) the order of task sequence (in terms of diversity and sample size) is critical for the success of CRL. In Section 4.2, we present our theoretical framework and a rigorous analysis in support of our experimental findings.

#### 4.1 Empirical Investigation of CRL

We further elucidate upon Figure 3 and discuss the role of sample size (for both past and new tasks) and task diversity.
Investigating data efficiency (Fig 3a) A good test to assess benefit of CRL is by constructing settings where new tasks have fewer samples. Consider SplitCIFAR100 for which 100 classes are randomly partitioned into 20 tasks. We partition the tasks into two sets: a continual learning set \( \mathcal{D}_{cl} = \{T_1, \ldots, T_{15}\} \) and a test set \( \mathcal{D}_t = \{T_{16}, \ldots, T_{20}\} \). Test set is used to assess data efficiency and therefore, (intentionally) contains only 10% of the original sample size (250 samples per task instead of 2500). We first train the network sequentially using \( \mathcal{D}_{cl} \) via ESPN/PackNet and create checkpoints of the supernet at different task IDs: At time \( t \), we get a supernet trained with \( T_1, \ldots, T_t \), for \( t \leq 15 \). \( t = 0 \) stands for the initial supernet without any training. Then we assess the representation quality of different supernet by individually training tasks in \( \mathcal{D}_t \) on it. Fig. 3a displays the test accuracy of tasks in \( \mathcal{D}_t \) where we used SplitCIFAR100 setting detailed in Sec. 7.1. Figure 3a shows that ESPN-0.2, ESPN-1, and PackNet methods all benefit from features trained by earlier tasks since the accuracy is above 75% when we use supernets trained sequentially with multiple tasks. In contrast, individual learning trains separate models for each task where no knowledge is transferred; the accuracy is close to 68%. Note that the performance of ESPN gradually increases with the growing number of continual tasks. This reveals its ability to successfully transfer knowledge from previous learned tasks and reduce sample complexity.

Importance of task order and diversity. To study how task order and diversity benefits CL, similar to Mallya and Lazebnik (2018); Hung et al. (2019), we use 6 image classification tasks, where ImageNet-1k (Krizhevsky et al. (2012)) is the first task, followed by CUBS (Wah et al. (2011)), Stanford Cars (Krause et al. (2013)), Flowers (Nilsback and Zisserman (2008)), WikiArt (Saleh and Elgammal (2015)) and Sketch (Eitz et al. (2012)). Intuitively, ImageNet should be trained first because of its higher diversity. Figure 3b shows the accuracy improvement on the 5 tasks that follow ImageNet pretraining compared to individual training. The results are displayed in Fig. 3b where Green bars are CL with ImageNet as the first task, Orange is CL without ImageNet, and Blue is Individual training. In essence, this shows the importance of initial representation diversity in CL since results with the ImageNet pretraining (Green) are consistently and strictly better than no pretraining (Orange) and Individual (Blue). We note that related experiments for zero-forgetting CL have been reported in Hung et al. (2019); Mallya et al. (2018); Mallya and Lazebnik (2018); Mallya et al. (2018); Tu et al. (2020). Unlike these works, experiments in Figure 3b aim to isolate the representation learning benefit of the ImageNet dataset by training other 5 tasks continually with/without ImageNet. We defer implementation details to the appendix.

Importance of sample size. Finally, we show that the sample size is also critical for CRL because one can build higher-quality (less noisy) features with more data. To this end, we devise another experiment based on SplitCIFAR100 dataset. Instead of using original tasks each with 5 classes and 2,500 samples, we train the first task (task ID 1 in Fig. 3c) with 2,500 samples, then decrease the sample size for all the following tasks using the rule \([2,500 \times (1/20)^{(ID-1)/19}] \) until the last task (task ID 20 in Fig. 3c) has only 125 training samples. Figure 3c presents the results, where solid curves are obtained by training Task ID 1 to 20 with decreasing sample size, dashed curves are for training Task ID 20 to 1 with increasing sample size, and dotted curves are for individual training where task order does not matter. The accuracy curves are smoothed with a moving average and displayed in
the decreasing order from Task ID 1 to 20. The results support our intuition that training large sample tasks first (decreasing order) performs better, as larger tasks build high quality representations that benefit generalization for future small tasks with less data. More strikingly, the dotted Individual line falls strictly between solid and dashed curves. This means that increasing order actually hurts accuracy whereas decreasing order helps accuracy compared to training from scratch (i.e. no representation). Specifically, decreasing helps (solid > dotted) on the right side of the figure where tasks are small (thanks to good initial representations) whereas increasing hurts on the left side where tasks are large. The latter is likely due to the fact that, adding a large task requires a larger/better subnetwork to achieve high accuracy, however, since we train small tasks first, supernetwork runs out of sufficient free weights for a large subnetwork.

4.2 Theoretical Analysis and Performance Bounds for Continual Representation Learning

In this section, we provide theoretical analysis to explain how CRL provably promotes sample efficiency and benefits from initial tasks with large diversity and sample size.

Denote \([n] = \{1, 2, \ldots, n\}\). We use \(\tilde{O}(\cdot)\) to denote equality up to a factor involving at most logarithmic terms. Following our experiments as well as Maurer et al. (2016), a realistic model for deep representation learning is the compositional hypothesis \(f = h \circ \phi\) where \(h \in H\) is the classifier head and \(\phi \in \Phi\) is the shared backend feature extractor. In practice, \(\phi\) has many more parameters than \(h\). To model continual learning, let us assume that we already trained a frozen feature extractor \(\phi_{\text{frz}} \in \Phi_{\text{frz}}\). Here \(H, \Phi, \Phi_{\text{frz}}\) are the hypothesis sets to learn from. Suppose we are now given a set of \(T\) new tasks represented by independent datasets \(S_t = \{(x_{ti}, y_{ti})\}_{i=1}^N \subset X \times Y\), each drawn i.i.d. from different distributions \(D_t\) for \(1 \leq t \leq T\). Our goal is to build the hypotheses \((f_t)_{t=1}^T : X \rightarrow R\) for these new tasks with small sample size \(N\) while leveraging \(\phi_{\text{frz}} \in \Phi_{\text{frz}}\).

**CRL setting.** In a realistic CL setting the new tasks are allowed to learn new features. We will capture this with an incremental feature extractor \(\phi_{\text{new}} \in \Phi_{\text{new}}\), and represent the hypothesis of each task via the composition \(f_t = h_t \circ \phi\) where \(\phi = \phi_{\text{new}} + \phi_{\text{frz}}\). For PackNet/ESPN, \(\Phi_{\text{new}}\) corresponds to the free/trainable weights allocated to the new task, \(\phi_{\text{frz}}\) corresponds to the trained weights of the earlier tasks and \(\phi\) corresponds to the eventual task subnetwork and its weights. We will evaluate the quality of \(\phi\) (which lies in the Minkowski sum \(\Phi_{\text{new}} + \Phi_{\text{frz}}\)) with respect to a global representation space \(\Phi\) which is chosen to be a superset: \(\Phi_{\text{new}} + \Phi_{\text{frz}} \subseteq \Phi\). For instance, in PackNet, \(\Phi_{\text{new}} + \Phi_{\text{frz}}\) denotes the sparse sub-networks allocated to the tasks whereas \(\Phi\) corresponds to the full supernet.

This motivates us to pose a CRL problem that builds a continual representation by searching for \(\phi_{\text{new}}\) and combining with \(\phi_{\text{frz}}\). Let \(h = (h_t)_{t=1}^T \in H^T\) denote all \(T\) task-specific classifier heads, we solve

\[
\begin{align*}
\arg \min_{h \in H^T, \phi_{\text{new}} \in \Phi_{\text{new}}} \tilde{\mathcal{L}}(h, \phi) := & \frac{1}{T} \sum_{t=1}^T \tilde{\mathcal{L}}_{S_t}(h_t \circ \phi) \\
& \text{WHERE} \quad \tilde{\mathcal{L}}_{S_t}(f) := \frac{1}{N} \sum_{i=1}^N \ell(y_{ti}, f(x_{ti})).
\end{align*}
\]
Intuition: (CRL) aims to learn the task-specific headers $h$ and the shared incremental representation $\phi_{\text{new}}$. Let $\mathcal{C}(\cdot)$ be a complexity measure for a function class (e.g. VC-dimension). Intuitions from the MTL literature would advocate that when the total sample size obeys $N \times T \gtrsim T \mathcal{C}(\mathcal{H}) + \mathcal{C}(\Phi_{\text{new}})$, then (CRL) would return generalizable solutions $\hat{h}, \hat{\phi}_{\text{new}}$. This is desirable as in practice $\phi_{\text{frz}}$ is a much more complex hypothesis obtained by training on many earlier tasks. Thus, from continual learning perspective, theoretical goals are:

1. The sample size should only depend on the complexity $\mathcal{C}(\Phi_{\text{new}})$ of the incremental representation rather than the combined complexity that can potentially be much larger ($\mathcal{C}(\Phi_{\text{new}}) + \mathcal{C}(\Phi_{\text{frz}}) \gg \mathcal{C}(\Phi_{\text{new}})$).
2. To explain Figure 3a, we would like to quantify how frozen representation $\phi_{\text{frz}}$ can provably help accuracy. Ideally, thanks to $\phi_{\text{frz}}$, we can discover a near-optimal $\phi$ from the larger hypothesis set $\Phi$.
3. Finally, we emphasize that, we add the $T$ new tasks to the network in one round for the sake of cleaner exposition. In Section 6, we provide synergistic theory and detailed investigation of the scenario where tasks are learned sequentially in a continual fashion and frozen features $\phi_{\text{frz}}$ evolve as we add more tasks. In a nutshell, this theory explains Figure 3c by quantifying the role of sample size in the quality of continual representations.

Before stating our technical results, we need to introduce a few definitions. To quantify the complexities of the search spaces $\Phi_{\text{new}}, \mathcal{H}$, we introduce metric dimension (Mendelson (2003)), which is a generalization of the VC-dimension (Vapnik and Chervonenkis (2015)).

**Definition 1 (Metric dimension)** Let $G : \mathcal{Z} \rightarrow \mathcal{Z}'$ be a set of functions. Let $\bar{C}_Z > 0$ be a scalar that is allowed to depend on $\mathcal{Z}$. Let $G_\varepsilon$ be a minimal-size $\varepsilon$-cover of $G$ such that for any $g \in G$ there exists $g' \in G_\varepsilon$ that ensures $\sup_{z \in \mathcal{Z}} ||g(z) - g'(z)||_{\ell_2} \leq \varepsilon$. The metric dimension $\mathcal{C}(G)$ is the smallest number that satisfies $\log |G_\varepsilon| \leq \mathcal{C}(G) \log(\bar{C}_Z/\varepsilon)$ for all $\varepsilon > 0$.

$\bar{C}_Z$ typically depends only logarithmically on the Euclidean radius of the feature space under mild Lipschitzness conditions, thus, $\bar{C}_Z$ dependence will be dropped for cleaner exposition. In practice, for neural networks or other parametric hypothesis, metric dimension is bounded by the number of trainable weights up to logarithmic factors (Barron and Klusowski (2018)).

Metric dimension will help us characterize the sample complexity. However, we also would like to understand when $\Phi_{\text{frz}}$ can help. To this end, we introduce definitions that capture the population loss (infinite data limit) of new tasks and the feature compatibility between the new tasks and $\phi_{\text{frz}}$ of old tasks. These definitions help decouple the finite sample size $N$ and the distribution of the new tasks.

**Definition 2 (Distributional quantities)** Define the population (infinite-sample) risk as $\mathcal{L}(h, \phi) = \mathbb{E}[\mathcal{L}(h, \phi)]$. Define the optimal risk over representation $\Phi$ as $\mathcal{L}^* = \min_{h \in \mathcal{H}, \phi \in \Phi} \mathcal{L}(h, \phi)$. Note that the optimal risk can always choose the best representations within $\Phi_{\text{new}}$ and $\Phi_{\text{frz}}$ since $\Phi_{\text{new}} + \Phi_{\text{frz}} \subseteq \Phi$. Finally, define the optimal population risk using frozen $\phi_{\text{frz}}$ to be $\mathcal{L}^*_{\phi_{\text{frz}}} = \min_{h \in \mathcal{H}, \phi_{\text{new}} \in \Phi_{\text{new}}} \mathcal{L}(h, \phi)$ s.t. $\phi = \phi_{\text{new}} + \phi_{\text{frz}}$. 
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Following this, the representation mismatch introduced below assesses the suboptimality of $\phi_{frz}$ for the new task distributions compared to the optimal hypothesis within $\Phi$.

**Definition 3 (New & old tasks mismatch)** The representation mismatch between the frozen features $\phi_{frz}$ and the new tasks is defined as

$$MM_{frz} = \mathcal{L}^*_{\phi_{frz}} - \mathcal{L}^*.$$ 

By construction, $MM_{frz}$ is guaranteed to be non-negative. Additionally, $MM_{frz} = 0$ if we choose global space to be $\Phi = \Phi_{new} + \Phi_{frz}$ and $\phi_{frz}$ to be the optimal hypothesis within $\Phi_{frz}$. With these definitions, we have the following generalization bound regarding (CRL) problem.

**Theorem 4** Let $h, \hat{h}$ denote the set of classifiers $(h_t)_{t=1}^T, (\hat{h}_t)_{t=1}^T$ respectively and $(\hat{h}, \hat{\phi} = \hat{\phi}_{new} + \phi_{frz})$ be the solution of (CRL) given $\phi_{frz}$. Suppose that the loss function $\ell(y, \hat{y})$ takes values on $[0, 1]$ and is $\Gamma$-Lipschitz w.r.t. $\hat{y}$. Suppose that input set $X$ is bounded and all $\phi_{new} \in \Phi_{new}, h \in H$, and $\phi_{frz}$ have Lipschitz constants upper bounded with respect to Euclidean distance. With probability at least $1 - 2e^{-\tau}$, the task-averaged population risk of the solution $(\hat{h}, \hat{\phi})$ obeys

$$\mathcal{L}(\hat{h}, \hat{\phi}) \leq \mathcal{L}^*_{\phi_{frz}} + \sqrt{\frac{\mathcal{L}^*_{\phi_{frz}} \cdot \bar{O}_T(H, \Phi_{new})}{TN}} + \frac{\bar{O}_T(H, \Phi_{new})}{TN},$$

$$\leq \mathcal{L}^* + MM_{frz} + \sqrt{\frac{(\mathcal{L}^* + MM_{frz}) \cdot \bar{O}_T(H, \Phi_{new})}{TN}} + \frac{\bar{O}_T(H, \Phi_{new})}{TN},$$

where $\bar{O}_T(H, \Phi_{new}) := \bar{O}(TC(H) + \mathcal{C}(\Phi_{new}) + \tau)$.

**Proof sketch:** Our proof uses a covering argument following Definition 1 to approximate continuous search spaces $H$ and $\Phi_{new}$ via discrete sets $H_\varepsilon$ and $\Phi_{new, \varepsilon}$. With properly sized covers, for any $h \in H^T, \phi_{new} \in \Phi_{new}$, we can find neighbors $h' \in H_{\varepsilon}^T, \phi'_{new} \in \Phi_{new, \varepsilon}$ such that $|\mathcal{L}(h, \phi) - \mathcal{L}(h', \phi')|, |\bar{\mathcal{L}}(h, \phi) - \bar{\mathcal{L}}(h', \phi')| \leq \Gamma(L + 1)\varepsilon$, where $\phi = \phi_{new} + \phi_{frz}$, $\phi' = \phi'_{new} + \phi_{frz}$, and we assume $\phi_{new, \varepsilon}, \phi_{frz, \varepsilon}$ are $L$-Lipschitz. We then apply Bernstein’s inequality over all cover elements $f = (h', \phi')$, and derive that with probability at least $1 - 2e^{-\tau}$, we have that $|\mathcal{L}(f) - \bar{\mathcal{L}}(f)| \leq \sqrt{\frac{D_\varepsilon \bar{\mathcal{C}}(f) + \tau}{TN}}$. Here $D_\varepsilon := TC(H) log(\bar{C}_H/\varepsilon) + \mathcal{C}(\Phi_{new}) log(\bar{C}_{\Phi_{new}}/\varepsilon)$ captures dependence on dimension and specific hypothesis, namely, the bound is localized and smaller $\mathcal{L}(f)$ leads to a tighter bound. Finally, Theorem 4 is proved by combining both inequalities and setting $\varepsilon = \frac{B(D_\varepsilon + \tau)}{2T(L+1)TN}$. Further proof details are deferred to Appendix B.

In words, this theorem shows that as soon as the total sample complexity obeys $TN \gtrsim TC(H) + \mathcal{C}(\Phi_{new})$, we achieve small excess statistical risk and avoid the sample cost of learning $\phi_{frz}$ from scratch. Importantly, the sample cost of learning the incremental representation is shared between the tasks since per-task sample size $N$ only needs to grow with $\mathcal{C}(\Phi_{new})/T$. Reusing $\Phi_{frz}$ comes at the cost of a prediction bias $MM_{frz}$ arising from the feature mismatch. Also, with access to a larger sample size (e.g. $TN \gtrsim TC(H) + \mathcal{C}(\Phi)$), new tasks can learn
a near-optimal \( \phi^* \in \Phi \) from scratch\(^1\). Thus, the benefit of CRL on data-efficiency is most visible when the new tasks have few samples, which is exactly the setting in Figure 3a.

- **\( \Phi_{\text{new}} \& \) representation diversity.** Imagine the scenario where \( \phi_{\text{frz}} \) is already very rich and approximately coincides with the optimal hypothesis within the global space \( \Phi \). This is intuitively the ImageNet setting of Figure 3b. Mathematically, this corresponds to the scenario where \( \Phi_{\text{new}} \approx \emptyset \) (compared to the \( \Phi_{\text{frz}} \) and sample size \( NT \)) but the mismatch is \( \text{MM}_{\text{frz}} \approx 0 \). In this case, our theorem reduces to the standard few-shot learning risk where the only cost is learning \( H \) i.e. \( \mathcal{L}(\hat{h}, \hat{\phi}) \leq \mathcal{L}^* + \sqrt{\mathcal{L}^* \cdot \tilde{O}(\mathcal{C}(H))/N + \tilde{O}(\mathcal{C}(H))/N} \).

- **\( \text{MM}_{\text{frz}} \& \) initial sample size.** Note that \( \phi_{\text{frz}} \) is built using previous tasks which have finite samples. The sequential CL analysis we develop in Section 6 decomposes mismatch as \( \text{MM}_{\text{frz}} \lesssim \text{MM}^*_{\text{frz}} + \sqrt{\tilde{O}(\mathcal{C}(\Phi_{\text{frz}}))/N_{\text{prev}}} \) where \( \text{MM}^*_{\text{frz}} \) is the mismatch if previous tasks had \( N_{\text{prev}} = \infty \) samples and \( \tilde{O}(\mathcal{C}(\Phi_{\text{frz}})/N_{\text{prev}}) \) is the excess mismatch due to finite samples shedding light on Figure 3c.

- **\( \text{MM}_{\text{frz}} \& \) fast rates.** The square-root term in Theorem 4 also shows that larger representation mismatch \( \text{MM}_{\text{frz}} \) might result in a slower statistical learning rate. Consider the scenario where \( \mathcal{L}^* \approx 0 \). If the new tasks have higher similarity with the previous tasks and can fully utilize the frozen features, that is \( \text{MM}_{\text{frz}} \approx 0 \), then it achieves fast rate, i.e. \( \mathcal{L}(\hat{h}, \hat{\phi}) \lesssim \tilde{O}(\mathcal{T}\mathcal{C}(H) + \mathcal{C}(\Phi_{\text{frz}}))/NT \). In contrast, when \( \text{MM}_{\text{frz}} > 0 \) and \( N \) is large, the square-root term is not negligible and \( \mathcal{L}(\hat{h}, \hat{\phi}) \lesssim \text{MM}_{\text{frz}} + \sqrt{\text{MM}_{\text{frz}} \cdot \tilde{O}(\mathcal{T}\mathcal{C}(H) + \mathcal{C}(\Phi_{\text{frz}}))/NT} \). Therefore, the later-coming tasks (intuitively with higher mismatch) may incur slower statistical rates.

Our analysis is related to the literature on representation learning theory (Maurer et al. (2016); Kong et al. (2020); Wu et al. (2020); Du et al. (2021); Gulluk et al. (2021); Tripuraneni et al. (2020); Arora et al. (2019)). Unlike these works, we consider the CL setting and show how the representation learned by earlier tasks provably helps learning the new tasks with fewer samples and how initial representation diversity and sample size benefit CRL. We also show that representation mismatch is a significant term determining the statistical rate. In the following discussions, we expand our results in two ways: Section 5 instantiates our result for neural networks (see Corollary 5) to obtain tight sample complexity bounds (in the degrees of freedom) and Section 6 provides bounds for learning tasks sequentially (see Theorem 8).

### 5. Application to Shallow Networks

As a concrete instantiation of Theorem 4 let us consider a realizable regression setting with a shallow network. More sophisticated examples are deferred to future work. Fix positive integers \( d \) and \( r_{\text{frz}} \leq r \). Here, \( d \) is the raw feature dimension and \( r \) is the representation dimension which is often much smaller than \( d \). The ingredients of our neural net example are as follows.

1. Let \( \psi : \mathbb{R} \rightarrow \mathbb{R} \) be a Lipschitz activation function with \( \psi(0) = 0 \) such as Identity or (parametric) ReLU.
2. Let \( \sigma : \mathbb{R} \rightarrow [-1,1] \) be a Lipschitz link function such as logistic function \( 1/(1 + e^{-x}) \).

---

\(^1\) In this statement, we ignore the continual nature of the problem and allow \( \phi_{\text{frz}} \) to be overridden for the new tasks if necessary.
3. Let Z be a zero-mean noise variable taking values on $[-1, 1]$.
4. Fix vectors $(\psi_t^i)_{t=1}^T \in \mathbb{R}^r$ with $\ell_2$ norms bounded by some $B > 0$.
5. Fix matrix $W^* \in \mathbb{R}^{r \times d}$ with Frobenius norm upper bounded by some $B > 0$.
6. Given input $x \in \mathbb{R}^d$, task $t$ samples an independent $Z$ and assigns the label
   \[ y = \sigma(\psi(W^* x)) + Z. \] (1)
7. Fix $r_{\text{frz}} \leq r$. Let $W_{\text{frz}} \in \mathbb{R}^{r \times d}$ be the matrix where the first $r_{\text{frz}}$ rows are same as $W^*$ whereas the last $r_{\text{new}} := r - r_{\text{frz}}$ rows are equal to zero.

This setting assumes that first $r_{\text{frz}}$ features are generated by $W_{\text{frz}}$ and (CRL) should learn remaining features $W_{\text{new}}^* := W^* - W_{\text{frz}}$ and the classifier heads $(\psi_t^i)_{t=1}^T$. We remark that above one can use arbitrary $[-C, C]$ limits rather than $[-1, 1]$ or one can replace $[-1, 1]$ limits with subgaussian tail conditions.

For some $B \geq \|W^*\|_F$, we choose search space $\mathcal{W}$ to be the set of all matrices $W_{\text{new}}$ such that spectral norm obeys $\|W_{\text{new}}\| \leq B$ and the first $r_{\text{frz}}$ rows of $W_{\text{new}}$ are zero. This way, we focus on learning the missing part of the representation $W^*$. Let us fix the loss function $\ell$ to be quadratic and denote $V = (\psi_t^i)_{t=1}^T$. Then, (CRL) takes the following parametric form

\[
\hat{V}, \hat{W}_{\text{new}} = \arg \min_{\|\psi_t\|_2 \leq B, W_{\text{new}} \in \mathcal{W}} \hat{\mathcal{L}}(V, W) := \frac{1}{T} \sum_{t=1}^T \hat{\mathcal{L}}_{S_t}(v_t, W)
\]
WHERE
\[
\hat{\mathcal{L}}_{S_t}(v_t, W) = \frac{1}{N} \sum_{i=1}^N (y_{ti} - \sigma(\psi_t^i \psi(W x_{ti})))^2.
\]

We have the following result regarding this optimization. It is essentially a corollary of Theorem 4. The proof is deferred to the Appendix B.2.

**Corollary 5** Consider the problem above with $T$ tasks containing $N$ samples each with datasets $(S_t)_{t=1}^T$ generated according to (1). Suppose input domain $X \in \mathbb{R}^d$ has bounded $\ell_2$ norm. With probability at least $1 - 2e^{-\tau}$, the task-averaged population risk of the solution $(\hat{V}, \hat{W}_{\text{new}})$ obeys

\[
\mathcal{L}(\hat{V}, \hat{W}_{\text{new}}) \leq \left( \sqrt{\mathbb{E}[Z^2]} + \sqrt{\frac{\mathcal{O}(Tr + r_{\text{new}}d + \tau)}{TN}} \right)^2.
\]

**Interpretation:** Observe that the minimal risk is $\mathcal{L}^* = \mathbb{E}[Z^2]$ which is the noise independent of features. The additional components are the excess risk due to finite samples. In light of Theorem 4, we simply plug in $\mathcal{C}(H) = r$, $\mathcal{C}(\Phi_{\text{new}}) = r_{\text{new}}d$ and $\mathcal{L}^*_{\text{frz}} = \mathcal{L}^*$. The first two arise from counting number of trainable parameters: each classifier has $r$ parameters and representation $\Phi_{\text{new}}$ has $r_{\text{new}}d$ parameters. $\mathcal{L}^*_{\text{frz}} = \mathcal{L}^*$ arises from the fact that we chose $W_{\text{frz}}$ to be subset of $W^*$ thus there is no mismatch. When $W_{\text{frz}} = 0$ (i.e. learning representation from scratch), this bound is comparable to prior works (Tripuraneni et al. (2020a); Du et al. (2021)), and in fact, it leads to (slightly) improved sample-complexity.
bounds. For instance, when $\psi$ is identity activation (i.e. linear setting) Tripuraneni et al. (2020a) requires $TN \gtrsim r^2d$ samples to learn the task whereas our sample size grows only linear in $r$ and requires $TN \gtrsim rd$. Additionally, Du et al. (2021) requires per-task sample size to obey $N \gtrsim d$ samples whereas we only require $N \gtrsim r$.

6. Theoretical Analysis of Adding $T$ New Tasks Sequentially

Theorem 4 adds $T$ tasks simultaneously on frozen feature extractor $\phi_{frz}$. Below, we consider the setting where we add these tasks sequentially and a new task $t$ builds upon the cumulative representation learned from tasks 1 to $t-1$. This setting better reflects what actually happens in continual learning and in our experiments but is more involved because representation quality of an earlier task will impact the accuracy of the future tasks.

An intuitive way is to repeatedly apply Theorem 4. However, the population/empirical excess risks \( \mathcal{L}(\hat{h}, \hat{\phi}) - \mathcal{L}^*(\hat{h}, \hat{\phi}) \) shown in Theorem 4 are coupled with $\mathcal{L}^*(\hat{h}, \hat{\phi})$, which are different for different tasks due to the evolving $\phi_{frz}$ and various task distributions. In order to provide a cleaner analysis for the sequential setting, we will utilize the following bound that follows as a corollary of Theorem 4 (see Cor. 10),

\[
\mathcal{L}(\hat{h}, \hat{\phi}) \leq \mathcal{L}^*_\phi_{frz} + \sqrt{\tilde{O}(TC(H) + C(\Phi_{new}) + \tau) / TN}.
\]

While this statistical rate is slower, it has the advantage that the excess risk is decoupled from $\mathcal{L}^*(\hat{h}, \hat{\phi})$ thanks to its simpler form. To proceed, we first describe the sequential setting and assumptions on the representation mismatch.

**Sequential learning setting:** We learn a new task with index $t$ over the hypothesis set $\Phi^t_{new}$ for $t \in [T]$. Suppose we are at task $t$, that is, we assume that we have already built incremental (continual) feature-extractors $\phi^1_{new}, \ldots, \phi^{t-1}_{new}$ for tasks 1 through $t-1$ where each one obeys $\phi^t_{new} \in \Phi^t_{new}$. Thus, the (cumulative) frozen representation at time $t$ is given by

\[
\phi^t_{frz} = \phi_{frz} + \sum_{\tau=1}^{t-1} \phi^\tau_{new}.
\]

Here $\phi_{frz} := \phi^1_{frz} \in \Phi_{frz}$ is the representation built before any new task arrived. Using $\phi^t_{frz}$, we solve the following (essentially identical) variation of (CRL) where we focus on task $t$ given the outcome of the continual learning procedure until task $t-1$.

\[
h^t, \phi^t_{new} = \arg \min_{h \in \mathcal{H}, \phi_{new} \in \Phi^t_{new}} \mathcal{L}_{\bar{S}_t}(f) := \frac{1}{N} \sum_{i=1}^{N} \ell(y_{ti}, f(x_{ti})) \text{ where } f = h \circ \phi. \quad \text{(CRL-SEQ)}
\]

After obtaining $\phi^t_{new}$, the feature-extractor of task $t$ is given by $\phi^t = \phi^t_{frz} + \phi^t_{new}$ and prediction function becomes $f^t = h^t \circ \phi^t$. Finally, $\phi^t$ of task $t$ becomes the next frozen feature-extractor i.e. $\phi^{t+1}_{frz} = \phi^t$.

In this sequential setting, intuitively $(\Phi^t_{new})^T_{t=1}$ are less complex hypothesis spaces compared to $\Phi_{new}$ of Theorem 4. This is because we learn $\Phi^t_{new}$ using a single task. In that
Given a sequence of incremental feature-extractors $\phi$ representation. It also aims to capture the properties of the task distributions thus that task risk gets to choose the best representations within $L_t$.

Secondly, compared to Theorem 4, we need to introduce a more intricate compatibility condition to assess the benefit of the representations learned from finite data $\phi^1_{\text{new}}, \ldots, \phi^{t-1}_{\text{new}}$ for the new task $t$. This will be accomplished by first introducing population compatibility below. The basic idea is that, quality of the representation should decay gracefully as we move from infinite to finite samples.

Let $(h^{*1}, \phi^{*1}_{\text{new}}), \ldots, (h^{*t}, \phi^{*t}_{\text{new}}), \ldots$ be the (classifier, representation) sequence obtained by solving (CRL-SEQ) using infinite samples $N = \infty$ (that is, solving the population-level optimization rather than finite-sample ERM). The following definition introduces the representation mismatch at task $t$ to capture the suitability of the population-level representations $(\phi^{*\tau}_{\text{new}})_{\tau=1}^{t-1}$ for a new task $t$. Set $\phi^{\ast t}_{\text{frz}} = \phi_{\text{frz}} + \sum_{\tau=1}^{t-1} \phi^{*\tau}_{\text{new}}$ and define the set of all feasible representations for task $t$ as $\Phi_t = \sum_{\tau=1}^{t} \Phi_{\text{new}} + \Phi_{\text{frz}} \subseteq \Phi$.

**Assumption 1 (Empirical/population compatibility)** For task $t$, define the population (infinite-sample) risk as $L_t(h, \phi) = \mathbb{E}[^{\hat{\mathcal{L}}_{\mathcal{S}}}(h, \phi)]$. Define the optimal risk of task $t$ over all feasible representations in $\Phi$ as $\mathcal{L}^*_{t} = \min_{h \in H, \phi \in \Phi} L_t(h, \phi)$. Note that the optimal risk gets to choose the best representations within $(\Phi^\tau_{\text{new}})_{\tau=1}^{t}$ and $\Phi_{\text{frz}}$ since $\sum_{\tau=1}^{t} \Phi_{\text{new}} + \Phi_{\text{frz}} \subseteq \Phi$. Finally, define the optimal risk with fixed frozen model $\phi^{\ast t}_{\text{frz}} = \phi_{\text{frz}} + \sum_{\tau=1}^{t-1} \phi^{*\tau}_{\text{new}}$ to be $\mathcal{L}^*_{\text{frz}} = \min_{h \in H, \phi_t, \phi_{\text{frz}} \in \Phi_t} L_t(h, \phi)$ s.t. $\phi = \phi^t_{\text{new}} + \phi^*_{\text{frz}}$. The sequential representation mismatch at task $t$ is defined as

$$MM^t_{\text{seq}} = \mathcal{L}^*_{\text{seq}} - \mathcal{L}^*_{t}.$$  

This definition quantifies the cost of continual learning with respect to choosing the best (oracle) representation. It also aims to capture the properties of the task distributions thus it uses infinite samples for tasks $1 \leq \tau \leq t$. In practice, a new task $t$ is learned on top of finite sample tasks. We need to make a plausible assumption to formalize

*With enough samples, representations learned from finite sample tasks are almost as useful as representations learned from infinite sample tasks.*

We accomplish this by introducing empirical/population compatibility below. The basic idea is that, quality of the representation should decay gracefully as we move from infinite to finite samples.

**Definition 6 (Population quantities and representation mismatch)** For task $t$, define the population (infinite-sample) risk as $L_t(h, \phi) = \mathbb{E}[^\hat{\mathcal{L}}_{\mathcal{S}}(h, \phi)]$. Define the optimal risk of task $t$ over all feasible representations in $\Phi$ as $\mathcal{L}^*_{t} = \min_{h \in H, \phi \in \Phi} L_t(h, \phi)$. Note that the optimal risk gets to choose the best representations within $(\Phi^\tau_{\text{new}})_{\tau=1}^{t}$ and $\Phi_{\text{frz}}$ since $\sum_{\tau=1}^{t} \Phi_{\text{new}} + \Phi_{\text{frz}} \subseteq \Phi$. Finally, define the optimal risk with fixed frozen model $\phi^{\ast t}_{\text{frz}} = \phi_{\text{frz}} + \sum_{\tau=1}^{t-1} \phi^{*\tau}_{\text{new}}$ to be $\mathcal{L}^*_{\text{frz}} = \min_{h \in H, \phi_t, \phi_{\text{frz}} \in \Phi_t} L_t(h, \phi)$ s.t. $\phi = \phi^t_{\text{new}} + \phi^*_{\text{frz}}$. The sequential representation mismatch at task $t$ is defined as

$$MM^t_{\text{seq}} = \mathcal{L}^*_{\text{seq}} - \mathcal{L}^*_{t}.$$  

This definition quantifies the cost of continual learning with respect to choosing the best (oracle) representation. It also aims to capture the properties of the task distributions thus it uses infinite samples for tasks $1 \leq \tau \leq t$. In practice, a new task $t$ is learned on top of finite sample tasks. We need to make a plausible assumption to formalize

*With enough samples, representations learned from finite sample tasks are almost as useful as representations learned from infinite sample tasks.*

We accomplish this by introducing empirical/population compatibility below. The basic idea is that, quality of the representation should decay gracefully as we move from infinite to finite samples.

**Assumption 1 (Empirical/population compatibility)** For task $t$, define the population risk $L_t(h, \phi) = \mathbb{E}[^{\hat{\mathcal{L}}_{\mathcal{S}}}(h, \phi)]$. Recall the definitions of $\phi_{\text{frz}}$, $(h^{*t}, \phi^{*t}_{\text{new}})_{t \geq 1}$ from Def. 6. Given a sequence of incremental feature-extractors $\phi := (\phi^\tau_{\text{new}})_{\tau \in [t]}$, recall from (CRL-SEQ) that task $t$ uses the extractor $\phi^t = \phi^t_{\text{frz}} + \sum_{\tau=1}^{t} \phi^{*\tau}_{\text{new}}$. To quantify representation...
quality, we introduce the risks \( \bar{L}_{\text{seq}}^t := \bar{L}_{\text{seq}}^{t,\phi} \), \( L_{\text{seq}}^t := L_{\text{seq}}^{t,\phi} \) induced by \( \phi \) (similar to Def. 6)

\[
\bar{L}_{\text{seq}}^t = \min_{h \in H} L_t(h, \phi^t) \\
L_{\text{seq}}^t = \min_{h \in H, \phi_{\text{new}} \in \Phi_{\text{new}}} L_t(h, \phi) \text{ s.t. } \phi = \phi_{\text{frz}}^{t} + \phi_{\text{new}}.
\]

Here \( \bar{L}_{\text{seq}}^t \) uses the given \( \phi_{\text{new}}^{t} \) (within \( \phi \)) whereas \( L_{\text{seq}}^t \) chooses the optimal \( \phi_{\text{new}}^{t} \in \Phi_{\text{new}}^{t} \) and they both assume frozen representation \( \phi_{\text{frz}}^{t} \). Thus \( \bar{L}_{\text{seq}}^t \geq L_{\text{seq}}^t \). Based on these, define the mismatch between empirical and population-level optimizations for task \( t \) as

\[
\bar{MM}_{\text{emp}}^t \leq \sum_{\tau=1}^{t-1} \bar{MM}_{\text{emp}}^\tau \quad \text{subopt on new task} + \frac{1}{1-t} \sum_{\tau=1}^{t-1} \bar{MM}_{\text{emp}}^\tau \quad \text{avg subopt on first } t-1 \text{ tasks} + \epsilon_0 \quad \text{additive mismatch}
\]

**Interpretation:** Here, \( \frac{1}{1-t} \sum_{\tau=1}^{t-1} \bar{MM}_{\text{emp}}^\tau \) quantifies the suboptimality of the representations used by first \( t-1 \) tasks. Recall that task \( \tau \) uses representation \( \phi_{\text{frz}}^{\tau} \) for \( \tau \leq t-1 \). Verbally, this assumption guarantees that, task \( t \) can find an (incremental) representation \( \phi_{\text{new}}^{t} \in \Phi_{\text{new}}^{t} \) and classifier \( h \in H \) such that its suboptimality to population-optimal risk \( L_{\text{seq}}^{*,t} \) is upper bounded in terms of the average of the suboptimalties over the first \( t-1 \) tasks. Note that, this can also be viewed as a **sequential task diversity** condition because we are assuming that good quality representations on the first \( t-1 \) tasks (w.r.t. population minima) ensure a small excess risk (w.r.t. population minima) on the new task.

Following Definition 6 and Assumption 1, the lemma below probabilistically quantifies the generalization risk when we add one task. Using this lemma, we will state our main result which quantifies the generalization risk when adding \( T \) tasks.

**Lemma 7** Suppose we are given the output pairs \( (h^\tau, \phi_{\text{new}}^\tau)_{\tau=1}^{t-1} \) of the first \( t-1 \) applications of sequential CRL problem (CRL-SEQ). Now, we solve for the \( t \)'th solution denoted by the pair \( (h^t, \phi_{\text{new}}^t) \). Under same conditions as in Theorem 4 (Lipschitz hypothesis \( \Phi_{\text{new}}^{t}, H \), Lipschitz loss \( \ell : \mathbb{R} \times \mathbb{R} \to [0,1] \) and bounded input features \( X \), for some absolute constant \( C > 0 \), with probability \( 1 - 2e^{-\tau} \), the solution \( (h^t, \phi_{\text{new}}^t) \) of (CRL-SEQ) satisfies the following two properties

\[
L(h^t, \phi_{\text{new}}^t + \phi_{\text{frz}}^t) - L^{*,t} \leq \bar{MM}_{\text{seq}}^t + MM_{\text{emp}}^t + \frac{\tilde{O}(C(H) + C(\Phi_{\text{new}}^t) + \tau)}{N} \\
\bar{MM}_{\text{emp}}^t \leq \frac{\tilde{O}(C(H) + C(\Phi_{\text{new}}^t) + \tau)}{N} + MM_{\text{emp}}^t.
\]
Here, $\MM_{\text{seq}}^t$, $\MM_{\text{emp}}^t$, $\MM_{\text{emp}}^t$ are mismatch definitions introduced in Definition 6 and Assumption 1 based on given incremental feature-extractor sequence of previous tasks $(\phi_{\text{new}}^\tau)_{\tau=1}^{t-1}$.

The following theorem is our main guarantee on sequential CRL. It is obtained by stitching $T$ applications of Lemma 7 which adds a single new task.

**Theorem 8** Suppose we solve the sequential continual learning problem (CRL-SEQ) for each task $1 \leq t \leq T$ to obtain hypothesis $(h^t, \phi_{\text{new}}^t)_{t=1}^T$. The $t$'th model uses the prediction $h^t \circ \phi^t$ where $\phi^t = \phi_{\text{frz}} + \sum_{\tau=1}^{t-1} \phi_{\text{new}}^\tau$. Consider the same core setting as in Theorem 4: Namely, we assume Lipschitz hypothesis sets $\Phi_{\text{new}}^t$, $H$, Lipschitz loss function $\mathcal{L} : \mathbb{R} \times \mathbb{R} \rightarrow [0, 1]$ and bounded input feature set $\mathcal{X}$ all with respect to Euclidean distance. Recall that $\mathcal{L}^{*t}$ is the optimal risk for task $t$. Suppose the complexity of each $\Phi_{\text{new}}^t$ is upper bounded by $C_{\Phi_{\text{new}}}$ as in (2) for $t \in [T]$. For some absolute constant $C > 0$, with probability $1 - 2Te^{-\tau}$, the solutions $(h^t, \phi_{\text{new}}^t)_{t=1}^T$ of (CRL-SEQ) satisfy the following cumulative generalization bound (summed over all $T$ tasks)

$$\sum_{t=1}^T \mathcal{L}_t(h^t, \phi^t) - L^{*t} \leq \sum_{t=1}^T \MM_{\text{seq}}^t + T^2 \left( \varepsilon_0 + \sqrt{\frac{\mathcal{O}(C(H) + C_{\Phi_{\text{new}}} + \tau)}{N}} \right).$$

(6)

In light of Def. 6, we can write the suboptimality with respect to solving sequential problems with $N = \infty$ as

$$\sum_{t=1}^T \mathcal{L}_t(h^t, \phi^t) - L^{*t} \leq T^2 \left( \varepsilon_0 + \sqrt{\frac{\mathcal{O}(C(H) + C_{\Phi_{\text{new}}} + \tau)}{N}} \right).$$

(7)

**Discussion.** Here are a few remarks in place. First, we state the sum of test errors rather than the average. Secondly, observe that (6) compares the test errors to the optimal possible errors $\mathcal{L}^{*t}$. On the right hand side there are two terms: “representation mismatch” and “cost of finite sample learning”.

“Representation mismatch” quantifies the population-level error that arises even if each task had access to infinite samples. This is because, even if each task solved (CRL-SEQ) perfectly, the resulting sequence of representations does not have to be optimal for the next task and $\MM_{\text{seq}}^t$ precisely captures this suboptimality. Recall that this population-level gap arises from Definition 6. This also emphasizes that we should train diverse tasks firstly, since diverse features learned from previous tasks help reduce $\MM_{\text{seq}}^t$ due to its highly relevant representation.

The “cost of finite sample learning” term originally captures the finite sample effects, and it is proportional to the statistical error rate of solving (CRL-SEQ) for the first task-only i.e. $\sqrt{\frac{C(H) + C_{\Phi_{\text{new}}}}{N}}$. Here, recall from (2) that $C_{\Phi_{\text{new}}}$ is an upper bound to the complexities of $\Phi_{\text{new}}^1, \ldots, \Phi_{\text{new}}^T$. Perhaps unexpected dependence is the quadratic growth in $T$. This is in contrast to linear growth one would get from adding tasks simultaneously as in Theorem
4. This quadratic growth arises from the accumulation of the finite-sample representation suboptimalities as we add more tasks. Specifically, Assumption 1 helps guarantee that feature extractors of tasks $1, \ldots, t - 1$ are useful for task $t$; however, as more tasks are added they incur more divergence from $(\phi^* t)_{t=1}^T$. Each new task has a finite sample size and contributes to this divergence and our analysis leads to $O(T^2)$ upper bound on the error. $\varepsilon_0$ is an additional mismatch term that makes Assumption 1 significantly more flexible (albeit ideally, it is close to zero). Finally, it would be interesting to explore the tightness of these bounds for concrete analytical settings (e.g. CRL-SEQ with linear models or neural nets), run more experiments and further study the role of finite sample effects & representation divergences.

7. Inference-efficient Continual Representations via ESPN

In this section, we introduce more implementation and evaluation details of our ESPN algorithm. We use the phrases mask and sub-network interchangeably because we obtain the task sub-network by masking weights of the supernet. This sub-network is the nonzero support of the task, that is, the task-specific model is obtained by setting other weights to zero. We assume a sequence of tasks $\{T_t, 1 \leq t \leq T\}$ is received during training time, where $t$ is task identifier, $T$ is the number of tasks, and $T_t$ has training dataset $S_t = \{(x_i, y_i)\}_{i=1}^{N_t}$ (In experiments, $(N_t)$ do not need to be the same.). Given task sequence and a single model, our goal is to find optimal sparse sub-networks that satisfy both FLOPs and sparsity restrictions without performance reduction and knowledge forgetting. FLOPs constraint is important for efficient inference whereas sparsity constraint is important for adding all tasks into the network even for large number of tasks $T$. To this end, we use joint channel and weight pruning strategy. Let $\ell$ be a loss function, $f$ be a hypothesis (prediction function) and $\theta \in \mathbb{R}^p$ denote the weights of $f$. We focus on task $T_t$, assuming $T_1, \ldots, T_{t-1}$ are already trained. Let $m_t \subset [p]$ be the nonzero support of task $t$ and $m_{t+1}^{\text{frz}} = \bigcup_{r=1}^{t} m_r$ be the combined support until task $t - 1$ (mask of frozen weights for training $T_t$). Initially $m_1^{\text{frz}} = \emptyset$. Let $\theta_t \in \mathbb{R}^p$ be the model weights at time $t$. Note that all the trained weights of the previous tasks ($T_1 \ldots T_{t-1}$) lie on the sub-network $m_t^{\text{frz}}$. We use the notation $\theta \odot m$ to set the weights of $\theta$ outside of the mask $m$ to zero. Define the loss $L_{S_t}(\theta) = \frac{1}{N_t} \sum_{i=1}^{N_t} \ell(y_i, f(x_i; \theta))$. The procedure for learning task $T_t$ is formulated as the following optimization task that updates supernet weight/mask pair and returns $(\theta_t, m_t)$ given $(\theta_{t-1}, m_t^{\text{frz}})$:

$$\theta_t, m_t = \arg \min_{\theta, m} L_{S_t}(\theta \odot m) \quad \text{(ESPN-OPT)}$$

s.t. $ \text{FLOP}(m) \leq \text{FLOP}_t,$

$$m_{\text{new}} = m \setminus m_t^{\text{frz}},$$

$$\text{NNZ}(m_{\text{new}}) \leq \text{NNZ}_t,$$

$$\theta \odot m_t^{\text{frz}} = \theta_{t-1} \odot m_t^{\text{frz}}.$$

Here $m_t$ is the channel-constrained mask that corresponds to the sub-network of $T_t$ and $\theta_t \odot m_t$ are the weights we use for task $T_t$ and the prediction function is $f(\cdot; \theta_t \odot m_t)$. The updated mask until task $t$ is obtained by $m_{t+1}^{\text{frz}} = m_t \cup m_t^{\text{frz}}$, which is also seen as mask of frozen weights for training task $t + 1$. FLOP($m$) and NNZ($m$) return the FLOPs and
**Algorithm 1** Efficient Sparse PackNet (ESPN-γ)

**Require:** Task sequence \( \{T_t\} \); model weights \( \theta \); step size \( \eta \); pre-training, pruning, fine-tuning durations; FLOPs constraint \( \gamma \); weight allocation parameter \( \alpha \).

1. Set of task masks \( \mathcal{M} \leftarrow \emptyset \)
2. Set of new weights \( m^\text{new} \leftarrow [p] \)  \( \triangleright \) Initially all weights are new/free
3. for \( T_t \in \{T_t\} \) do
4. while pre-training do
5. \( \theta \leftarrow \theta - \eta \cdot \nabla L_{S_t}(\theta) \odot m^\text{new} \)  \( \triangleright \) Pre-train over all free weights
6. end while
7. Initialize sub-network mask \( m_t \leftarrow [p] \)
8. while FLOPs(\( \gamma \)) & weight_sparsity(\( \alpha \)) constraints not satisfied do
9. Gradual channel & weight pruning: update \( m_t \)
10. \( \theta \leftarrow \theta - \eta \cdot \nabla L_{S_t}(\theta) \odot (m_t \cap m^\text{new}) \)
11. end while
12. while fine_tuning do
13. \( \theta \leftarrow \theta - \eta \cdot \nabla L_{S_t}(\theta) \odot (m_t \cap m^\text{new}) \)  \( \triangleright \) Fine-tune over selected free weights
14. end while
15. \( \mathcal{M} \leftarrow \mathcal{M} \cup \{t : m_t\} \)  \( \triangleright \) Save the subnet mask of \( T_t \)
16. \( m^\text{new} \leftarrow m^\text{new} \setminus m_t \)  \( \triangleright \) Update the free weights set \( m^\text{new} \)
17. end for

nonzeros of a given mask \( m \). FLOP\( _t \) and NNZ\( _t \) are the FLOPs and nonzero constraints of task \( t \). Observe that we only enforce NNZ constraint on the new weights \( m^\text{new} \) whereas FLOPs constraint applies on the whole sub-network. The last equation in (ESPN-OPT) highlights that the weights of earlier tasks on \( m^\text{frz}_t \) are kept frozen. In practice, FLOPs & NNZ constraints in (ESPN-OPT) lead to a combinatorial problem. We propose Algorithm 1 to (approximately) solve this problem efficiently which learns the new sub-network in three phases: pre-training (over all free weights), gradual pruning (to satisfy constraints and obtain \( m^\text{new}_t \)), and fine-tuning (to refine the weights on \( m^\text{new}_t \)). While not shown in Algorithm 1, we also introduce the following innovations.

- **Trainable task-specific BatchNorm.** We train separate BatchNorm layers for each task. This has multiple synergistic benefits. First, our algorithm trains faster and generalizes better than PackNet which does not train BatchNorm weights (see Table 1). Specifically, training BatchNorm weights allows ESPN to re-purpose the (frozen) weights of the earlier tasks with negligible memory cost. BatchNorm weights also guide our channel pruning scheme described next.

- **FLOP-aware pruning.** Many of the prior works on channel pruning (Liu et al. (2017); Zhuang et al. (2020)) focus on reducing the number of channels rather than the computation/FLOPs cost of the channels which varies across layers. As shown in Fig. 5b in appendix, in order to satisfy FLOPs constraint \( \gamma \), prior methods require numerous channels to be pruned. This results in unsatisfactory performance especially under aggressive FLOPs constraint (shown in Fig. 5a). However in CL setup, in order to train a single model with many tasks, a significantly larger supernet with high capacity is needed compared to a single task requirement, and we aim to find a sub-network with very few FLOPs without compromising
performance. To fit our specific needs for channel pruning, in this paper we present an innovative channel pruning algorithm called FLOP-aware channel pruning that preserves the performance up to 80% FLOPs reduction in our SplitCIFAR100 experiments (Table 1). Following Liu et al. (2017), we consider BatchNorm weights as trainable saliency scores for convolutional channels and prune all channels with scores lower than a certain threshold by setting them to zero. Let $\mathbf{\Gamma}$ be the BatchNorm vectors. Given dataset $\{(x_i, y_i)\}_{i=1}^N$, in practice, rather than solving the constrained problem (ESPN-OPT), Algorithm 1 minimizes a regularized objective $\mathcal{L}_{\mathcal{S}}(\theta \odot \mathbf{m}) + \mathcal{R}(\mathbf{\Gamma}, \mathbf{m})$. Here $\mathcal{R}$ is a regularization term to promote channel sparsity in (8).

For an $L$ layer network, use $\mathbf{\Gamma}_l$ to denote the $l$'th BatchNorm weights for $l \in [L]$. Intuitively, we wish to use $\ell_1$-regularization on $\mathbf{\Gamma}$. However, since layers of the network show variation, layerwise regularization parameters $(\lambda_l)_{l=1}^L$ are needed. Instead of designing $\lambda_l$ by trial-and-error which is time-consuming and expert-dependent, we introduce a method that chooses $\lambda_l$ automatically, fine-tunes $\lambda_l$ during gradual pruning and adapts to the global FLOPs constraint. Specifically, $\lambda_l$ is chosen based on the FLOPs load of a channel determined by its input feature dimensions and operations. Here an implicit goal is pruning as few channels as possible while achieving maximum FLOPs reduction. To achieve these goals, we use the following FLOP-weighted sparsity regularization

$$\mathcal{R}(\mathbf{\Gamma}, \mathbf{m}) = \sum_{l=1}^{L} \lambda_l \| \mathbf{\Gamma}_l \|_1, \quad \text{where} \quad \lambda_l = g(\text{FLOP}_l(\mathbf{m})). \quad (8)$$

Here $\text{FLOP}_l(\mathbf{m})$ calculates the FLOPs load for a channel in the $l$'th layer of the subnet, and $g(\cdot)$ is a monotonically increasing function. Notably, channels in the same layer load the same number of FLOPs. We use $\ell_1$-penalty to enforce unimportant elements to zeros and prune the channels with the smallest weights over all layers. Since $g(\cdot)$ is increasing, channels costing more FLOPs are assigned with larger $\lambda_l$ and are pushed towards zero, thus they are easier to be pruned. Additionally, since $\text{FLOP}_l(\cdot)$ is based on subnet $\mathbf{m}$, $\lambda_l$ is automatically tuned while we use gradual pruning (Line 9 in Algorithm 1). In our experiments, we use $g(x) = C\sqrt{x}$ for a proper scaling choice $C > 0$. Here $C$ can be seen as a normalized term and in detail we have

$$\lambda_l = \frac{\sqrt{\text{FLOP}_l(\mathbf{m})}}{\sum_{i=1}^{L} \sqrt{\text{FLOP}_i(\mathbf{m})}}. \quad (8)$$

- **Weight allocation.** Since we do not modify the supernet architecture, without care, supernet might run out of free weights if there is a huge number of tasks. While original PackNet paper (Mallya and Lazebnik (2018)) also uses weight pruning, since they consider relatively fewer tasks, they don’t develop an algorithmic strategy for allocating the free weights to new tasks. In our experiments, we introduce a simple weight allocation scheme to assign $\text{NNZ}_t$ depending on the number of remaining free weights. Let $p$ be the total number of weights, $p_t$ be the total number of weights used by tasks 1 to $t$ and $p_0 = 0$. We set

$$\text{NNZ}_t = \left\lfloor (p - p_{t-1}) \cdot \alpha \right\rfloor \quad \text{for some} \quad 0 < \alpha < 1. \quad (9)$$

Here $\alpha$ is the weight-allocation level and a new task gets to use $\alpha$ fraction of all unused weights in the supernet. We emphasize that weight allocation controls the number of new
Table 1: Continual learning results on SplitCIFAR100 tasks with ResNet18 model using different algorithms. 20 tasks are trained in order. Results for each task is the average accuracy over 5 independent runs. Last column shows the average accuracy for all the tasks with standard error of 5 runs. Individual-0.2/-1 and ESPN-0.2/-0.5/-1 denote the methods with different level of FLOPs constraints.

| Task ID | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | avg± error |
|---------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----------|
| CPG     | 80.2 87.9 92.0 77.7 87.7 81.1 88.2 93.8 87.8 80.7 83.3 86.0 89.0 89.4 81.4 92.6 87.2 90.6 88.8 85.5 | 86.6±0.27 |
| RMN     | 75.8 83.7 86.6 68.4 85.3 73.4 77.8 88.1 79.7 68.3 71.2 76.7 85.2 79.7 66.8 81.8 70.7 79.3 71.9 72.7 | 77.3±0.07 |
| PackNet | 84.5 89.6 92.6 78.7 89.8 83.7 89.2 94.4 89.7 83.5 84.6 87.6 93.0 91.9 84.2 93.2 86.6 91.6 89.7 86.8 | 88.3±0.10 |
| SupSup  | 86.5 91.8 92.9 81.0 89.1 83.4 88.5 95.1 87.8 83.0 81.9 89.0 94.3 93.4 86.6 94.0 91.0 92.6 91.2 88.3 | 89.1±0.06 |
| MTL     | 89.8 93.0 95.2 82.5 91.0 85.7 92.0 95.8 91.3 86.1 86.3 90.0 94.1 94.7 86.7 95.2 93.6 94.8 92.9 90.0 | 91.0±0.21 |
| Individual-0.2 | 86.4 88.8 93.0 80.4 87.5 85.1 85.6 94.7 85.7 83.4 82.3 88.2 92.5 93.2 85.0 94.5 90.5 95.2 91.7 89.5 | 88.5±0.07 |
| Individual-1 | 86.2 89.2 93.2 79.8 88.6 84.1 84.5 94.6 86.0 82.2 82.9 88.3 93.4 92.4 85.4 85.6 94.5 90.8 93.0 89.9 | 88.6±0.10 |
| ESPN-0.2 | 86.4 90.8 93.4 82.4 89.5 83.1 89.8 95.2 89.8 83.5 85.2 88.6 93.7 92.8 85.1 94.8 88.8 91.8 91.2 86.8 | 89.1±0.12 |
| ESPN-0.5 | 86.8 91.3 94.2 81.6 89.2 84.0 90.0 95.7 90.3 84.6 85.3 89.4 94.1 93.0 85.5 94.7 90.2 93.1 92.2 88.8 | 89.7±0.11 |
| ESPN-1  | 85.0 91.0 93.5 82.3 89.1 84.4 90.2 95.8 91.1 85.2 86.4 89.6 93.8 93.8 85.6 95.4 90.2 93.0 92.9 88.0 | 89.8±0.14 |

nonzeros allocated to a task. A new task is allowed to use all of the (frozen) nonzeros that are allocated to the previous tasks (as long as FLOPs constraint is not violated).

7.1 Experimental Setup

We evaluate the performance of our proposed ESPN in terms of accuracy and efficiency metrics on three datasets: SplitCIFAR100, RotatedMNIST, and PermutedMNIST. We compare ESPN to numerous baselines, which include training each task individually, multitask learning (MTL), PackNet (Mallya and Lazebnik (2018)), CPG (Hung et al. (2019)), RMN (Kaushik et al. (2021)), and SupSup (Wortsman et al. (2020)). The last four methods are zero-forgetting CL methods. To the best of our knowledge, none of the existing methods consider the inference-efficiency of individual tasks within the CL setting. In our experiments, in addition to embedding each task to a sparse subnet, we also enforce each subnet to be computation-efficient via our channel pruning technique while minimally harming accuracy.

Datasets. SplitCIFAR100, RotatedMNIST and PermutedMNIST are popular datasets for continual learning that we also use in our experiments. We follow the same setting as in Wortsman et al. (2020). For SplitCIFAR100 dataset, we randomly split CIFAR100 (Krizhevsky et al. (2009)) into 20 tasks where each task contains 5 classes, 2500 training samples, and 500 test samples. RotatedMNIST is generated by rotating all images in MNIST by the same degree. In our experiments, we generate 36 tasks with 10, 20, ..., 360 degree rotations and train in a random order. PermutedMNIST dataset is created by applying a fixed pixel permutation to all images, and we created 36 tasks with independent random permutations.

Models and implementation. For SplitCIFAR100, following Lopez-Paz and Ranzato (2017) we use a variation of ResNet18 model with fewer channels. For each task, we use a batch size of 128 and Adam optimizer (Kingma and Ba (2014)) with hyperparameters \((\beta_1, \beta_2) = (0, 0.999)\). As shown in Algorithm 1, for each task we apply pretraining, pruning, and finetuning strategies. First, we pretrain the model for 60 epochs with learning rate 0.01. Then, we gradually prune the channels and weights within 90 epochs using the same learning...
rate. For the finetuning stage, we apply cosine decay (Loshchilov and Hutter (2016)) over learning rate, starting from 0.01, and train for 100 epochs. Therefore, each task trains for 250 epochs in total.

For RotatedMNIST and PermutedMNIST experiments, we use the same setting of FC1024 model in Wortsman et al. (2020). This is a fully connected network with two hidden layers of size 1024. We train for 10 epochs with RMSprop optimizer (Graves (2013)), batch size of 256, and learning rate 0.001. The number of pretraining, pruning, and finetuning epochs are 3, 4, and 3, respectively.

As for comparison baselines, MTL and individual training baselines follow the same configurations (e.g. architecture, hyperparameters) as ESPN. In SplitCIFAR100 experiments, labels are not shared among different tasks. Thus, each task is assigned a separate classifier head while sharing the same backend supernet as a feature extractor. Unlike SplitCIFAR100, all the tasks in RotatedMNIST and PermutedMNIST experiments share the same head via weight pruning. MTL simultaneously trains all 20 tasks while sharing the backend supernet. In individual training, each task trains their own backend. Finally, CPG, RMN, and SupSup are all trained with their own publicly available codes but over the same ResNet18 model. To ensure fair comparison, we do not allow dynamic model expansion/enlargement in CPG. Similarly, for PackNet, instead of using its original setting with fixed pruning ratio for each task, we run it with our weight allocation strategy to make it easier to compare. These baselines are all evaluated in Table 1 which is discussed below.

7.2 Investigation of Inference Efficiency

SplitCIFAR100. Table 1 presents results for our experiments on SplitCIFAR100. We use our FLOP-aware pruning technique to prune the channels and apply weight allocation with parameter $\alpha = 0.1$. Since the impact of classifier head is rather negligible as it contains $< 0.1\%$ weights and $< 0.01\%$ FLOPs of the backend, we evaluate the sparsity and FLOPs for each task inside backend. To compare the performance of different methods, we use the same random seed to generate 20 tasks so that task sequence is exactly the same over all experiments. We conduct ESPN experiments with 20%, 50%, and 100% of FLOPs constraints corresponding to ESPN-0.2, ESPN-0.5, and ESPN-1 in Table 1.

The results of Individual-0.2/-1 show that our FLOP-aware pruning technique can effectively reduce the computation requirements while maintaining the same level of model accuracy. Moreover, PackNet performing better than both CPG and RMN shows the benefit of our weight allocation technique. We remark that CPG method performs pruning and fine-tuning multiple times until it finds the optimal pruning ratio, which costs significantly more time in training compared to PackNet/ESPN. ESPN-0.2/-0.5 results show that our continual learning algorithm outperforms both baselines in accuracy despite up to 80% FLOPs reduction.

RotatedMNIST and PermutedMNIST. Figure 4 presents the RotatedMNIST and PermutedMNIST results. We run experiments on ESPN, PackNet, and individual training and report the average accuracy over 5 trials. Note that, for fully-connected layers, we prune neurons to reduce FLOPs (rather than channels of CNN). In our experiments, we assigned neurons with a pruning parameter $\Gamma$. We use our FLOP-aware pruning technique to prune neurons based on $\Gamma$ and use weight allocation with parameter $\alpha = 0.05$. Similar
Results of RotatedMNIST and PermutedMNIST experiments are shown in Figure 4. Blue curves show the results of ESPN-0.2. For fair comparison, PackNet (Orange curves) use the same weight allocation parameter $\alpha = 0.05$. The Green and Red dashed lines show the task-averaged accuracy of Individual-0.2/-1 baselines that train each task with separate models for 20%/100% of FLOPs constraints. In both experiments, the gap between Individual-0.2 (Green) and Individual-1 (Red) curves is negligible and it again shows the benefit of our FLOP-aware pruning technique. While PackNet performs well for the first few tasks, it degrades gradually as more tasks arrive. Thus, when there are more than a few tasks, we see that ESPN algorithm works better than PackNet despite enforcing inference-efficiency and despite using the same weight allocation method. Figure 4a shows that ESPN-0.2 on RotatedMNIST exhibits mild accuracy degradation over 36 tasks. While in Figure 4b, test accuracy decreases more noticeably as the tasks are added. A plausible explanation is that, because each PermutedMNIST task corresponds to a random permutation, the tasks are totally unrelated. Thus, knowledge gained from earlier tasks are not useful for training new tasks and CRL does not really help in this case. In contrast, since tasks in RotatedMNIST are semantically relevant, ESPN and PackNet both achieve higher accuracy thanks to representation reuse across tasks. Specifically, the significant accuracy gap between the Blue curves in Figures 4a and 4b (especially for larger Task IDs) demonstrate the clear benefit of CRL.
8. Conclusion and Discussion

To summarize, our work elucidates the benefit of continual representation learning theoretically and empirically and sheds light on the role of task ordering, diversity and sample size. We also propose a new CL algorithm to learn good representations subject to inference considerations. Extensive experimental evaluations on the proposed Efficient Sparse PackNet demonstrate its ability to achieve good accuracy as well as fast inference.

Limitations and future directions. Although we highlight the importance of task order in CRL, the task sequence is not always under our control. It would be desirable to develop adaptive learning schemes that can better identify an exploit diverse tasks and discover semantic connections across task pairs even for a predetermined task sequence. Another potential direction is to develop similar inference-efficient continual learning schemes for other architectures by appropriately adapting our joint weight and channel pruning strategy. An example is transformer-based models where computation and memory efficiency is particularly critical.
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Organization of the Appendix

The material in the appendix is organized as follows.

1. Appendix A demonstrates the benefits of our FLOP-aware pruning and weight allocation strategies.

2. Appendix B provides the proofs of our Theorem 4 and Corollary 5.

3. Appendix C provides the proof of our Theorem 8.

4. Appendix D provides the implementation details of the experiments shown in Fig. 3b.

A. Experimental Evaluations of Channel Pruning and Weight Allocation Techniques

Empirical benefits of our proposed FLOP-aware pruning. Both SplitCIFAR100 (Table 1) and MNIST (Fig. 4) experiments show that our pruning algorithm performs well (by comparison between Individual-0.2/-1), but missing additional experimental comparisons to alternative channel-pruning techniques. In this section, we evaluate our FLOP-aware
Figure 5: Experimental evaluations of our FLOP-aware channel pruning and weight allocation techniques. Fig. 5a & 5b show channel pruning results for different methods. We compare our FLOP-aware pruning algorithm to the $\ell_1$-based (Liu et al. (2017)) and Polarization-based (Zhuang et al. (2020)) methods over ResNet18 model used in our CL experiments. These experiments are conducted for standard classification tasks on CIFAR10 dataset and only focus on pruning performance (rather than CL setting). Our FLOP-aware pruning is displayed as the Blue curve, and it broadly outperforms the alternative approaches ($\ell_1$-based and Polarization-based). The performance gap is most notable in the very-few FLOPs regime (which is of more interest for inference-time efficiency). In Fig. 5c, we display the impact of weight allocation $\alpha$ (Eq. (9)) and FLOPs constraint $\gamma$ on task-averaged ESPN accuracy for SplitCIFAR100. Setting $\alpha$ too small (Blue curve) degrades performance as tasks do not get enough nonzeros to train on. Setting both $\alpha$ and $\gamma$ to be large also degrades performance (Red & Green curves), because the first few tasks get to occupy the whole supernetwork at the expense of future tasks. Finally $\alpha = 0.1$ (Orange) achieves competitive performance for all $\gamma$ choices.
Empirical Benefits of Weight Allocation $\alpha$. Figure 5c displays the interaction between the FLOPs restriction $\gamma$ and weight allocation $\alpha$ in ESPN. Left handside shows that ESPN achieves respectable performance even using only $\gamma = 1\%$ of MAX FLOPs. In our experiments in Table 1, we use weight allocation $\alpha = 0.1$ which is shown as the Orange curve. $\alpha = 0.1$ strikes a balance between allocating too few (Blue curve) and too many (Red curve) new weights. As a result, accuracy gracefully improves as we relax the FLOPs constraint. It also has competitive accuracy for all choices of $\gamma$. While $\alpha = 0.1$ works well for SplitCIFAR100, we emphasize that optimal $\alpha$ depends on size of the supernet, number of tasks and difficulty of tasks. For instance, in our MNIST experiments with 36 tasks (Figure 4), we chose $\alpha = 0.05$. Parameter counting based on Eq. (9) reveals that setting $\alpha$ inversely proportional to the total $\#$ of tasks would enable fair allocation and good utilization of the network weights. When we set $\alpha = 1$, observe that, ESPN only uses channel pruning without any weight pruning. As a result, the comparison between Red ($\alpha = 1$) and Orange ($\alpha = 0.1$) curves demonstrates the accuracy benefits of our joint Channel & Weight pruning strategy (over simply using channel pruning).

B. Proof of Theorem 4 and Corollary 5

In this section, we will first prove Theorem 4 which adds $T$ new tasks by leveraging a frozen feature extractor $\phi_{frz}$. Then, we will prove Corollary 5 via directly applying Theorem 4 to the neural net setting.

B.1 Proof of Theorem 4

We begin with the statement of Bernstein’s inequality showing in Fact 1, which will be used in the proof of Theorem 4.

**Fact 1 (Bernstein’s inequality)** Let $(X_i)_{i=1}^n$ be independent zero-mean random variables with $\frac{1}{n} \sum_{i=1}^n E[X_i^2] \leq \sigma^2$ and $|X_i| \leq M$ almost surely. Then,

$$P\left(\left|\frac{1}{n} \sum_{i=1}^n X_i \right| \geq \sigma \sqrt{\frac{2t}{n} + \frac{Mt}{n}}\right) \leq 2e^{-t}.$$  

**Proof** The standard Bernstein’s inequality states $P(|\frac{1}{n} \sum_{i=1}^n X_i| \geq \tau) \leq 2 \exp(-\frac{\tau^2 n/2}{\sigma^2 + M t/3})$. To obtain above, we use the change of variable which implies

$$t = \frac{\tau^2 n/2}{\sigma^2 + M t^3/3} \implies \tau^2 n/2 = \sigma^2 t + M t^3/3 \implies \tau \leq \sigma \sqrt{\frac{2t}{n} + \frac{Mt}{n}}.$$  

To proceed, we aim to prove Theorem 4. The original statement of Theorem 4 does not introduce certain terms formally to provide a cleaner statement. Here, we first add some clarifying remarks on this. Let $\mathcal{B}(S)$ return the smallest Euclidean ball containing the set $S$ (that lies on an Euclidean space). For a function $f : Z \to Z'$, define the $\|\cdot\|_{L_\infty}$ norm to be the Lipschitz constant $\|f\|_{L_\infty} := \|f\|_{L_\infty}^Z = \sup_{x, y \in \mathcal{B}(Z), x \neq y} \frac{||f(x) - f(y)||_{Z'}}{||x - y||_2}$. Below,
we assume that $\phi_{frz}$ and all $\phi_{new} \in \Phi_{new}$, $h \in H$ are $L$-Lipschitz (on their sets of input features). Suppose $X$ is the set of feasible input features and has bounded Euclidean radius $R = \sup_{x \in X} \|x\|_2$. This means that input features of the classifier $h$ lie on the set $X' = \phi_{frz} \circ X + \Phi_{new} \circ X$ with Euclidean radius bounded by $2LR$. Thus, both raw features and intermediate features (output of $\phi = \phi_{new} + \phi_{frz}$) are bounded and we use these sets in Def. 1. Set $C := \max(C_X, C_{X'})$ below.

**Theorem 9 (Theorem 4 restated)** Recall that $(\hat{h}, \hat{\phi} = \hat{\phi}_{new} + \hat{\phi}_{frz})$ is the solution of (CRL). Suppose that the loss function $\ell(y, \hat{y})$ takes values on $[0, B]$ and is $\Gamma$-Lipschitz w.r.t. $\hat{y}$. Draw $T$ independent datasets $\{(x_{ti}, y_{ti})\}_{i=1}^{N} \subset X \times Y$ for $t \in [T]$ where each dataset is distributed i.i.d. according to $D_t$. Suppose the input set $X$ has bounded Euclidean radius. Suppose $\|\phi_{frz}\|_{L_\infty}, \|\phi_{new}\|_{L_\infty}, \|h\|_{L_\infty} \leq L$ for all $\phi_{new} \in \Phi_{new}, h \in H$. With probability at least $1 - 2e^{-\tau}$, for some absolute constant $C > 4$, the task-averaged population risk of the solution $(\hat{h}, \hat{\phi})$ obeys

$$
\mathcal{L}(\hat{h}, \hat{\phi}) \leq \mathcal{L}^*_{\phi_{frz}} + C\sqrt{\frac{\mathcal{L}^*_{\phi_{frz}} B(D + \tau)}{TN}} + \frac{CB(D + \tau)}{TN},
$$

$$
\leq \mathcal{L}^* + MM_{frz} + C\sqrt{\frac{\mathcal{L}^* + MM_{frz}}{TN}} B(D + \tau) + \frac{CB(D + \tau)}{TN},
$$

where $D := (TC(H) + C(\Phi_{new})) \log(\tilde{C} \Gamma(L + 1)NT)$.

**Proof** Below $c, C > 0$ denote absolute constants. For a scalar $a$, define $a_+ = a + 1$. The proof uses a covering argument following the definition of the covering dimension. Fix $1 > \varepsilon > 0$. To start with, let $\Phi_{new, \varepsilon}$ and $H_{\varepsilon}$ be $\varepsilon$-covers (per Definition 1) of the sets $\Phi_{new}$ and $H$ respectively. Let $H_{\varepsilon}^T$ be $T$-times Cartesian product of $H_{\varepsilon}$. Our goal is bounding the supremum of the gap between the empirical and population risks to conclude the result.

**Step 1: Union bound over the cover.** Following Definition 1, we have that $\log |H_{\varepsilon}^T| \leq TC(H) \log(\tilde{C} / \varepsilon)$, $\log |\Phi_{new, \varepsilon}| \leq C(\Phi_{new}) \log(\tilde{C} / \varepsilon)$. Define $\mathcal{F} = \Phi_{new, \varepsilon} \times H_{\varepsilon}^T$. These imply

$$
\log |\mathcal{F}| \leq D_\varepsilon \quad \text{where} \quad D_\varepsilon := (C(\Phi_{new}) + TC(H)) \log \left( \frac{\tilde{C}}{\varepsilon} \right).
$$

Next, we will use two uniform concentration bounds to obtain an upper bound on the excess risk (based on $\Phi_{new, \varepsilon}$ and $H_{\varepsilon}$). Recall from (CRL) that $\hat{\mathcal{L}}(h, \phi) = \frac{1}{T} \sum_{t=1}^{T} \hat{\mathcal{L}}_{Si}(h_t \circ \phi)$ where $\hat{\mathcal{L}}_{Si}(h_t \circ \phi) = \frac{1}{N} \sum_{i=1}^{N} \ell(y_{ti}, h_t \circ \phi(x_{ti})) \cdot \mathbb{E}$. Let $\mathcal{L}_t(h_t \circ \phi) = \mathbb{E}[\hat{\mathcal{L}}_{Si}(h_t \circ \phi)]$ and then $\mathcal{L}(h, \phi) = \frac{1}{T} \sum_{t=1}^{T} \mathcal{L}_t(h_t \circ \phi)$. Apply Fact 1 with $X_{ti} = \ell(y_{ti}, h_t \circ \phi(x_{ti})) - \mathcal{L}_t(h_t \circ \phi)$ where $\{(x_{ti}, y_{ti})\}_{i=1}^{N} \sim D_t$. Note that $\mathbb{E}[X_{ti}] = 0, |X_{ti}| \leq B$, and

$$
\mathbb{E}[X_{ti}^2] \leq \mathbb{E}[\ell(y_{ti}, h_t \circ \phi(x_{ti}))^2] - \mathcal{L}_t(h_t \circ \phi)^2 \leq B \cdot \mathcal{L}_t(h_t \circ \phi) - \mathcal{L}_t(h_t \circ \phi)^2 \leq B \cdot \mathcal{L}_t(h_t \circ \phi).
$$

We can rewrite $\hat{\mathcal{L}}(h, \phi) - \mathcal{L}(h, \phi) = \frac{1}{T} \sum_{t=1}^{T} (\hat{\mathcal{L}}_{Si}(h_t \circ \phi) - \mathcal{L}_t(h_t \circ \phi)) = \frac{1}{NT} \sum_{t=1}^{T} \sum_{i=1}^{N} X_{ti}$, where $\frac{1}{NT} \sum_{t=1}^{T} \sum_{i=1}^{N} \mathbb{E}[X_{ti}^2] \leq B \cdot \frac{1}{T} \sum_{t=1}^{T} \sum_{i=1}^{N} \mathcal{L}_t(h_t \circ \phi) = B \cdot \mathcal{L}(h, \phi)$. Then for each $(h, \phi) \in \mathcal{F}$, applying Fact 1 with $\sigma^2 = B \cdot \mathcal{L}(h, \phi)$, we obtain that with probability at least $1 - 2e^{-\tau}$,

$$
|\hat{\mathcal{L}}(h, \phi) - \mathcal{L}(h, \phi)| \leq \sqrt{\frac{2\mathcal{L}(h, \phi)B\tau}{NT}} + \frac{B\tau}{NT}.
$$
Applying a union bound, with same probability, we obtain

$$\sup_{(h,\phi) \in F} |\hat{\mathcal{L}}(h, \phi) - \mathcal{L}(h, \phi)| \leq \sqrt{\frac{2 \mathcal{L}(h, \phi) B(D_\varepsilon + \tau)}{NT}} + \frac{B(D_\varepsilon + \tau)}{NT}. \quad (10)$$

**Step 2: Perturbation analysis.** We showed the concentration on the covers. Now we need to relate the covers to the continuous sets. Given any candidate probability at least 1

\[\mathbf{• \ Step \ 2: \ Perturbation \ analysis.} \]  

We showed the concentration on the covers. Now we need to relate the covers to the continuous sets. Given any candidate $\phi = \phi_{\text{new}} + \phi_{\text{frz}}$ with $\phi_{\text{new}} \in \Phi_{\text{new}}, h := (h_t)_{t=1}^T \in H^T$, we draw a neighbor $\phi' = \phi_{\text{new}}' + \phi_{\text{frz}}'$ with $\phi_{\text{new}}' \in \Phi_{\text{new}, \varepsilon}, h' := (h_t')_{t=1}^T \in H_{\varepsilon}^T$.

Recall that $\|\phi_{\text{new}}\|_\infty, \|h\|_\infty \leq L$ for all $\phi_{\text{new}} \in \Phi_{\text{new}}, h \in H$. The task-averaged risk perturbation relates to the individual risks which in turn relates to individual examples as follows. Let $f_t := h_t \circ \phi$ and $f_t' := h_t' \circ \phi'$ for all $t \in [T]$. We showed the concentration on the covers. Now we need to relate the covers to the continuous sets. Given any candidate $\phi = \phi_{\text{new}} + \phi_{\text{frz}}$ with $\phi_{\text{new}} \in \Phi_{\text{new}}, h := (h_t)_{t=1}^T \in H^T$, we draw a neighbor $\phi' = \phi_{\text{new}}' + \phi_{\text{frz}}'$ with $\phi_{\text{new}}' \in \Phi_{\text{new}, \varepsilon}, h' := (h_t')_{t=1}^T \in H_{\varepsilon}^T$.

Recall that $\|\phi_{\text{new}}\|_\infty, \|h\|_\infty \leq L$ for all $\phi_{\text{new}} \in \Phi_{\text{new}}, h \in H$. The task-averaged risk perturbation relates to the individual risks which in turn relates to individual examples as follows. Let $f_t := h_t \circ \phi$ and $f_t' := h_t' \circ \phi'$ for all $t \in [T].$

\[|\mathcal{L}(h, \phi) - \mathcal{L}(h', \phi')| \leq \sup_{1 \leq t \leq T} |\mathcal{L}_t(h_t, \phi) - \mathcal{L}_t(h'_t, \phi')| \quad (11)\]

\[\leq \sup_{t \in [T], (x, y) \in X \times Y} |\ell(y, f_t(x)) - \ell(y, f'_t(x))| \quad (12)\]

\[\leq \Gamma \sup_{t \in [T], x \in X} |f_t(x) - f'_t(x)|. \quad (13)\]

The perturbations for individual examples are bounded via triangle inequalities as follows.

\[|f_t(x) - f'_t(x)| \leq |h_t \circ \phi(x) - h'_t \circ \phi'(x)| \leq |h_t \circ \phi(x) - h_t \circ \phi'(x)| + |h_t \circ \phi'(x) - h'_t \circ \phi'(x)| \leq (L + 1)\varepsilon := L_+ \varepsilon. \quad (14)\]

The last line follows from the triangle inequality via $\varepsilon$-covering and $L$-Lipschitzness of $h$ and $\phi$ as follows

- Since $\|\phi(x) - \phi'(x)\|_\varepsilon \leq \|\phi_{\text{new}}(x) - \phi_{\text{new}}'(x)\|_\varepsilon \leq \varepsilon \implies |h_t \circ \phi(x) - h_t \circ \phi'(x)| \leq L\varepsilon.$

- Set $v = \phi'(x)$. Since $\|h(v) - h'(v)\|_\varepsilon \leq \varepsilon \implies |h'_t \circ \phi'(x) - h_t \circ \phi'(x)| \leq \varepsilon.$

Combining these, following (13), and repeating the identical perturbation argument (14) for the empirical risk $\hat{\mathcal{L}}$, we obtain

\[\max(|\mathcal{L}(h, \phi) - \mathcal{L}(h', \phi')|, |\hat{\mathcal{L}}(h, \phi) - \hat{\mathcal{L}}(h', \phi')|) \leq \Gamma L_+ \varepsilon. \quad (15)\]

**Step 3: Putting things together.** Combining (10) and (15), we found that, with probability at least $1 - 2e^{-\tau}$, for all $\phi = \phi_{\text{new}} + \phi_{\text{frz}}$ with $\phi_{\text{new}} \in \Phi_{\text{new}}$ and all $h \in H^T$, we have that

\[|\mathcal{L}(h, \phi) - \hat{\mathcal{L}}(h, \phi)| \leq 2\Gamma L_+ \varepsilon + \sqrt{\frac{2 \mathcal{L}(h, \phi) + \Gamma L_+ \varepsilon B(D_\varepsilon + \tau)}{NT}} + \frac{B(D_\varepsilon + \tau)}{NT}. \quad (16)\]

Setting $\varepsilon = \frac{1}{\Gamma L_+ NT}$, for an updated constant $C > 0$, we find

\[|\mathcal{L}(h, \phi) - \hat{\mathcal{L}}(h, \phi)| \leq \sqrt{\frac{2 \mathcal{L}(h, \phi) B(D + \tau)}{NT}} + \frac{CB(D + \tau)}{NT}, \quad (17)\]
where \( D = (C(\Phi_{\text{new}}) + TC(H)) \log(\mathcal{C}L + NT) \) following the above definition of \( D_e \).

Note that, the uniform concentration above also implies the identical bound for the minimizer of the empirical risk. Let \((\hat{h}, \hat{\phi})\) be the minimizer of the empirical risk. Specifically, let \((h^*, \phi^*_{\text{frz}})\) be the optimal hypothesis in \((H, \Phi_{\text{new}})\) minimizing the population risk subject to using frozen feature extractor \(\phi_{\text{frz}}\), that is, \(L(h^*, \phi^*_{\text{frz}} + \phi_{\text{frz}}) = L^*_{\phi_{\text{frz}}}\). Then, we note that

\[
L(\hat{h}, \hat{\phi}) - \tilde{L}(\hat{h}, \hat{\phi}) \leq \frac{2\mathcal{L}(\hat{h}, \hat{\phi})B(D + \tau)}{NT} + \frac{CB(D + \tau)}{NT},
\]

\[
\tilde{L}(h^*, \phi^*_{\text{frz}} + \phi_{\text{frz}}) - L^*_{\phi_{\text{frz}}} \leq \frac{2\mathcal{L}^*_{\phi_{\text{frz}}} \cdot B(D + \tau)}{NT} + \frac{CB(D + \tau)}{NT}.
\]

Since \((\hat{h}, \hat{\phi})\) minimizes the empirical risk, \(\tilde{L}(\hat{h}, \hat{\phi}) \leq \tilde{L}(h^*, \phi^*_{\text{frz}} + \phi_{\text{frz}})\). Then, we can obtain

\[
L(\hat{h}, \hat{\phi}) - L^*_{\phi_{\text{frz}}} \leq \frac{2\mathcal{L}(\hat{h}, \hat{\phi})B(D + \tau)}{NT} + \frac{2\mathcal{L}^*_{\phi_{\text{frz}}} \cdot B(D + \tau)}{NT} + \frac{2CB(D + \tau)}{NT}.
\]

This in turn implies, for an updated constant \(C' = 2C + 0.5\)

\[
\left(\sqrt{\mathcal{L}(\hat{h}, \hat{\phi})} - \sqrt{\frac{B(D + \tau)}{2NT}}\right)^2 \leq L^*_{\phi_{\text{frz}}} + \sqrt{\frac{2\mathcal{L}^*_{\phi_{\text{frz}}} \cdot B(D + \tau)}{NT}} + \frac{C'B(D + \tau)}{NT}
\]

\[
\leq \left(\sqrt{\mathcal{L}^*_{\phi_{\text{frz}}} + \sqrt{\frac{C'B(D + \tau)}{NT}}}\right)^2.
\]

Now, observe that if \(\mathcal{L}(\hat{h}, \hat{\phi}) \leq \frac{B(D + \tau)}{2NT}\), the statement of the theorem holds. Otherwise, \(\sqrt{\mathcal{L}(\hat{h}, \hat{\phi})} - \sqrt{\frac{B(D + \tau)}{2NT}} \geq 0\) and we can obtain \(\sqrt{\mathcal{L}(\hat{h}, \hat{\phi})} \leq \sqrt{\mathcal{L}^*_{\phi_{\text{frz}}} + \left(\sqrt{C'} + 1\right) \sqrt{\frac{B(D + \tau)}{NT}}}\). Taking the square of both sides concludes the proof of the main statement (first line). The second statement follows directly from the definition of mismatch, that is, using the fact that \(\text{MM}_{\text{frz}} = L^*_{\phi_{\text{frz}}} - L^*\).

**B.2 Proof of Corollary 5**

**Proof** Within this setting, classifier heads correspond to \(h(a) := h_v(a) = \sigma(v^\top \psi(a))\) and \(H = \{h_v \mid \|v\|_2 \leq B\}\). Similarly, feature representations correspond to \(\phi(x) = Wx, \phi_{\text{frz}}(x) = W_{\text{frz}}x, \phi_{\text{new}}(x) := \phi_{\text{new}}(x) = W_{\text{new}}x\) where \(W = W_{\text{frz}} + W_{\text{new}} \in \mathbb{R}^{r \times d}\). The hypothesis set becomes \(\Phi_{\text{new}} = \{\phi_{\text{new}} \mid W_{\text{new}} \in \mathcal{W}\}\).

Here \(W_{\text{new}} \in \mathcal{W}\) is the weights of the new feature representation to learn on top of \(W_{\text{frz}}\). Importantly, \(W_{\text{new}}\) only learns the last \(r_{\text{new}}\) rows since first \(r_{\text{frz}}\) rows are fixed by frozen feature extractor \(W_{\text{frz}}\). For the proof, we simply need to plug in the proper quantities within Theorem 4. First, observe that \(L^* = \mathbb{E}[Z]^2\) since \(Z\) is independent zero-mean noise thus for any predictor using \(\tilde{y} := \tilde{y}(x)\) input features we have

\[
\mathbb{E}[\ell(y, \tilde{y})] = \mathbb{E}[(y(x) + Z - \tilde{y}(x))^2] \geq \mathbb{E}[Z^2],
\]

\[
\sqrt{L_{\phi_{\text{frz}}} + \sqrt{\frac{C'B(D + \tau)}{NT}}}.
\]
where $y(x) = \sigma(v_t^T \psi(W^* x))$ is the noiseless label.

We next prove that $\mathcal{L}^*_t = \mathcal{L}^* = \mathbb{E}[Z^2]$. This simply follows from the fact that frozen representation $W_{frz}$ is perfectly compatible with ground-truth representation $W^*$. Specifically, observe that $W^*_{new} := W^* - W_{frz}$ lies within the hypothesis set $W$ since by construction $\|W^*_{new}\| \leq \|W^*\| \leq \bar{B}$ and $W^*_{new}$ is zero in the first $r_{frz}$ rows. Similarly $(v_t^*)_{t=1}^T$ obeys the $\ell_2$ norm constraint $\|v_t^*\|_{\ell_2} \leq B$. Thus, $W^*_{new}, V^* = (v_t^*)_{t=1}^T$ are feasible solutions of the hypothesis space and since $W^*_{new} + W_{frz} = W^*$, for this choice we have that $\hat{y}(x) = y(x)$ thus task-specific risks induced by $(v_t^*, W^*)$ obey $\mathcal{L}_t(v_t^*, W^*) = \mathbb{E}[Z^2]$ for all $t \in [T]$. Consequently, the task-averaged risk obeys $\mathcal{L}(V^*, W^*) = \mathbb{E}[Z^2]$ proving aforementioned claim.

The remaining task is bounding the covering dimensions of the hypothesis sets $H$ and $\Phi_{new}$ and verifying Lipschitzness. The Lipschitzness of $h(a) = \sigma(v^T \psi(a)) \in H$, $\phi_{frz}(x) = W_{frz} x$, $\phi_{new}(x) = W_{new} x \in \Phi_{new}$ follows from the fact that all $W_{new} \in W, W^*, W_{frz}$ have spectral norms bounded by $\bar{B}$, and the fact that, the Lipschitz constant of $h$ (denoted by $\text{Lip}(h)$) can be bounded as $\text{Lip}(h) \leq \text{Lip}(\sigma) \text{Lip}(\psi) \|v\|_{\ell_2} \leq \bar{B}^2$ where $\bar{B} = \max(\text{Lip}(\psi), \text{Lip}(\sigma))$. Recall that dependence on the Lipschitz constant is logarithmic.

What remains is determining the covering dimensions of $H, \Phi_{new}$ which simply follows from covering the parameter spaces of $v \in B^r(B), W_{new} \in W$. Here $B^r(B) \subset \mathbb{R}^r$ is defined to be the Euclidean ball of radius $B$. Suppose $\mathcal{X}$ lies on an Euclidean ball of radius $R$ and let $\mathcal{F} := (\{\phi_{frz}\} + \Phi_{new}) \circ \mathcal{X}$ be the feature representations. Since $W_{frz}$ and $W_{new}$ have spectral norm at most $\bar{B}$, $\mathcal{F}$ is subset of Euclidean ball of radius $2\bar{B}R$.

Fix an $\varepsilon_0 = \frac{\sigma}{2\bar{B}^2 R^2}$ $\ell_2$-cover of $B^r(B)$. This cover has cardinality at most $(\frac{\bar{B}B R^2}{\varepsilon})^r$ and induces an $\varepsilon_0$-cover of $H$. To see this, given any $f \in \mathcal{F}$ and $v \in B^r(B)$, there exists a cover element $v'$ with $\|v' - v\|_{\ell_2} \leq \varepsilon_0$, as a result $|h_{v'}(f) - h_v(f)| \leq \bar{B}^2 \|f\|_{\ell_2} \|v' - v\|_{\ell_2} \leq \varepsilon$. Consequently $\mathcal{C}(H) = r$. Similarly, since elements of $W$ has $r_{new}$ nonzero parameters (and recalling that $W$ is also subset of spectral norm ball of radius $\bar{B}$) $W$ admits a $\bar{B}r$ Frobenius cover of cardinality $(\frac{3\bar{B}R \sqrt{r_{new}}}{\varepsilon})^{r_{new}}$. Consequently, for any $\phi$ with $W = W_{new} + W_{frz}$, there exists a cover element $\phi_{W'}$ with $\|W_{new} - W_{new}'\| \leq \|W_{new}' - W_{new}\|_F \leq \bar{B}r$, such that for all $x \in \mathcal{X}$, we have that $|\phi_{W'}(x) - \phi_{W'}(x)| \leq \|W_{new}' - W_{new}\|_F \|x\|_{\ell_2} \leq \varepsilon$. Consequently $\mathcal{C}(\Phi_{new}) \leq r_{new}d$. These bounds on covering dimensions conclude the proof after applying Theorem 4.

\section*{C. Proof of Theorem 8}

Observe that Theorem 4 adds the $T$ new tasks in a multitask fashion which models the setting where new tasks arrive in batches of size $T$. This still captures continual learning due to the use of the frozen feature-extractor that corresponds to the features built by earlier tasks. Also, setting $T = 1$ in Theorem 4 corresponds to adding a single new task and updating the representation. Using this observation, we provide an additional result Theorem 8 where the tasks are added to the super-network sequentially. Theorem 8, provided in Section 6, arguably better captures the CL setting. In essence, it follows as an iterative applications of Theorem 4 after introducing proper definitions that capture the impact of imperfections due to finite sample learning (see Definition 6 and Assumption 1). To start with, we introduce
the corollary below, which is a variant of Theorem 4. Since in sequential setting, $L^\star_{\phi_{frz}}$ is task and supernet dependent, the following corollary decouples the population risk for learning a new task ($L^\star_{\phi_{frz}}$) from the excess risk ($L(\hat{h}, \hat{\phi}) - L^\star_{\phi_{frz}}$) and sequential results can be easily obtained via repeatedly applying it.

**Corollary 10** Under identical setting to Theorem 4, with probability at least $1 - 2e^{-\tau}$, the task-averaged population risk of the solution $(\hat{h}, \hat{\phi})$ obeys

$$L(\hat{h}, \hat{\phi}) \leq L^\star_{\phi_{frz}} + \sqrt{\frac{\tilde{O}(TC(H) + C(\Phi_{\text{new}}) + \tau)}{TN}},$$

$$\leq L^\star + MM_{frz} + \sqrt{\frac{\tilde{O}(TC(H) + C(\Phi_{\text{new}}) + \tau)}{TN}}.$$

This corollary follows immediately from the fact that the loss in Theorem 4 is assumed to be bounded ($L^\star_{\phi_{frz}} \leq 1$).

**C.1 Proof of Theorem 8**

**Proof** Applying Lemma 7 for each task $1 \leq t \leq T$ and union bounding, with probability $1 - 2Te^{-\tau}$, for all $T$ applications of (CRL-SEQ), we have that

$$L(h^t, \phi_{\text{new}}^t + \phi_{frz}^t) - L^\star^t \leq MM_{\text{seq}}^t + MM_{\text{emp}}^t + \sqrt{\frac{\tilde{O}(C(H) + C_{\Phi_{\text{new}}} + \tau)}{N}} \tag{18}$$

$$MM_{\text{emp}}^t \leq \sqrt{\frac{\tilde{O}(C(H) + C_{\Phi_{\text{new}}} + \tau)}{N}} + MM_{\text{emp}}^t.$$

We simply need to control $MM_{\text{emp}}^t$ at time $t$. Following Assumption 1, observe that at $t = 1$ we simply have $MM_{\text{emp}}^1 = 0$. For $MM_{\text{emp}}^t$ we have that

$$MM_{\text{emp}}^t \leq \varepsilon_0 + \frac{1}{t-1} \sum_{\tau=1}^{t-1} MM_{\text{emp}}^\tau$$

$$\Rightarrow MM_{\text{emp}}^t \leq \varepsilon_0 + \sqrt{\frac{\tilde{O}(C(H) + C_{\Phi_{\text{new}}} + \tau)}{N}} + \sum_{\tau=1}^{t-1} \frac{MM_{\text{emp}}^\tau}{t-1}. \tag{19}$$

Declare $B := \varepsilon_0 + \sqrt{\frac{\tilde{O}(C(H) + C_{\Phi_{\text{new}}} + \tau)}{N}}$. We will inductively prove that for all $t$

$$MM_{\text{emp}}^t \leq (t - 1)B. \tag{20}$$

For $t = 1$, obviously it works. Suppose claim holds until time $t - 1$. Using (19) this implies

$$MM_{\text{emp}}^t \leq B + \frac{\sum_{\tau=1}^{t-1} MM_{\text{emp}}^\tau}{t-1} \leq B + \frac{\sum_{\tau=1}^{t-1} (\tau - 1)}{t-1}B = B + \frac{t-2}{2}B = \frac{Bt}{2} \leq B(t - 1).$$
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The last inequality holds since \( t \geq 2 \). Thus the claim holds for \( t \) as well.

To proceed, using the fact that \( \text{MM}_\text{emp}^t \leq \text{MM}_\text{emp}^{*t} \) and using the upper bound (20), the excess error in (18) is upper bounded by \( tB = (t - 1)B + B \) to obtain
\[
\mathcal{L}(h^t, \phi_{\text{new}}^t + \phi_{\text{frz}}^t) - \mathcal{L}^{*t} \leq \text{MM}_\text{seq}^{*t} + t \left( \varepsilon_0 + \sqrt{\frac{\tilde{O}(C(H) + C(\Phi_{\text{new}}^t) + \tau)}{N}} \right).
\] (21)

To conclude, we simply sum up (21) for \( 1 \leq t \leq T \) to obtain the advertised bound where the total excess finite-sample error grows as \( T(T + 1)/2 \leq T^2 B \). This yields (6). (7) is identical to (6) via (3).

C.2 Proof of Lemma 7

Proof As introduced in (4), the representation quality of the new task will be captured by
\[
\mathcal{L}_\text{seq}^t = \min_{h \in H, \phi_{\text{new}} \in \Phi_{\text{new}}} \mathcal{L}_t(h, \phi) \text{ s.t. } \phi = \phi_{\text{frz}}^t + \phi_{\text{new}}.
\]

Similarly, recall the empirical mismatch \( \text{MM}_\text{emp}^t = \mathcal{L}_\text{seq}^t - \mathcal{L}_\text{seq}^{*t} \). Based on this and recalling \( \text{MM}_\text{seq}^{*t} \) definition (3), applying Corollary 10 with \( T = 1 \), we obtain that, with probability \( 1 - 2^{-\tau} \) we have the following bounds (on the same event)
\[
\mathcal{L}(h^t, \phi_{\text{new}}^t + \phi_{\text{frz}}^t) \leq \mathcal{L}_\text{seq}^t + \sqrt{\frac{\tilde{O}(C(H) + C(\Phi_{\text{new}}^t) + \tau)}{N}}.
\]
\[
\mathcal{L}(h^t, \phi_{\text{new}}^t + \phi_{\text{frz}}^t) \leq \mathcal{L}^{*t} + \text{MM}_\text{seq}^{*t} + \text{MM}_\text{emp}^t + \sqrt{\frac{\tilde{O}(C(H) + C(\Phi_{\text{new}}^t) + \tau)}{N}}.
\]

The second equation establishes (5). The remaining challenge is simply relating the population and empirical mismatches i.e. controlling \( \text{MM}_\text{emp}^t \). Recall \( h^t \) is the ERM solution of \((CRL-SEQ)\) associated with \( \phi_{\text{new}}^t \). Using the uniform concentration event (implied within the application of (17) but via bounded loss \( \mathcal{L}_t(h, \phi_{\text{new}} + \phi_{\text{frz}}^t) \)), we have
\[
|\hat{\mathcal{L}}_{\mathcal{S}}(h, \phi_{\text{new}} + \phi_{\text{frz}}^t) - \mathcal{L}_t(h, \phi_{\text{new}} + \phi_{\text{frz}}^t)| \leq \sqrt{\frac{\tilde{O}(C(H) + C(\Phi_{\text{new}}^t) + \tau)}{N}},
\]

Now, using the optimality of \( h^t \) for \( \phi_{\text{new}}^t \) and the fact that \( (h^t, \phi_{\text{new}}^t) \) minimizes the empirical risk, observe that
\[
\text{MM}_\text{emp}^t = \min_{h \in H} \mathcal{L}(h, \phi^t) - \mathcal{L}_\text{seq}^t
\leq [\min_{h \in H} \mathcal{L}(h, \phi^t) - \mathcal{L}_\text{seq}^t] + \text{MM}_\text{emp}^t
\leq [\mathcal{L}(h^t, \phi^t) - \mathcal{L}_\text{seq}^t] + \text{MM}_\text{emp}^t
\leq \sqrt{\frac{\tilde{O}(C(H) + C(\Phi_{\text{new}}^t) + \tau)}{N}} + \text{MM}_\text{emp}^t,
\]
to conclude with the second line of (5). \( \blacksquare \)
Table 2: Statistics of 6 tasks used in Fig. 3b.

| Task            | # of train | # of test | # of classes |
|-----------------|------------|-----------|--------------|
| ImageNet        | 1,281,167  | 50,000    | 1,000        |
| CUBS            | 5,994      | 5,794     | 200          |
| Standford Cars  | 8,144      | 8,041     | 196          |
| Flowers         | 2,040      | 6,149     | 102          |
| Wikiart         | 42,129     | 10,628    | 195          |
| Sketch          | 16,000     | 4,000     | 250          |

Table 3: Test accuracies on 6 tasks corresponds to Fig. 3b.

| Task            | Individual | ESPN      |
|-----------------|------------|-----------|
|                 | no pretrain | ImageNet pretrain |
| ImageNet        | N/A        | 68.91     |
| CUBS            | 49.64      | 57.77     |
| Standford Cars  | 79.58      | 84.26     |
| Flowers         | 66.06      | 88.11     |
| Wikiart         | 65.74      | 67.69     |
| Sketch          | 73.52      | 75.80     |

D. Experimental Setting of Figure 3b

Following Mallya and Lazebnik (2018); Hung et al. (2019), we conduct experiments in Fig. 3b to study how task order and diversity benefit CL. We use 6 image classification tasks, where ImageNet-1k (Krizhevsky et al. (2012)) is the first task, followed by CUBS (Wah et al. (2011)), Stanford Cars (Krause et al. (2013)), Flowers (Nilsback and Zisserman (2008)), WikiArt (Saleh and Elgammal (2015)) and Sketch (Eitz et al. (2012)). Table 2 provides the detail information of all datasets. In the experiment, we train a standard ResNet50 model on the last 5 tasks (CUBS to Sketch) to explore how the representation learned from ImageNet can benefit CRL. We follow the same learning hyperparameter setting as Table 1, where we use batch size of 128 and Adam optimizer with $(\beta_1, \beta_2) = (0, 0.999)$. Also we train 60 and 90 epochs for pre-training and pruning with learning rate 0.01, and then we fine-tune the remained free weights for 100 epochs using cosine decay over learning rate starting from 0.01. Specifically, we employ weight allocation $\alpha = 0.1$ (Eq. (9)) in both individual and ESPN to enable continue representation learning. Compared with Individual/ESPN without pretraining, the ESPN with ImageNet pretrained employs a sparse pretrained ImageNet model from Wortsman et al. (2019) with 20% non-zero weights. Table 3 shows the test accuracies when learning the last 5 tasks and performances get improved in all 5 tasks.