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Abstract: The wake of a wind turbine is a crucial factor that decreases the output of downstream
wind turbines and causes unsteady loading. Various wake models have been developed to understand it, ranging from simple ones to elaborate models that require long calculation times. However, selecting an appropriate wake model is difficult because each model has its advantages and disadvantages as well as distinct characteristics. Furthermore, determining the parameters of a given wake model is crucial because this affects the calculation results. In this study, a method was introduced of using the turbulence intensity, which can be measured onsite, to objectively define parameters that were previously set according to the subjective judgement of a wind farm designer or general recommended values. To reflect the environmental effects around a site, the turbulence intensity in each direction of the wind farm was considered for four types of analytical wake models: the Jensen, Frandsen, Larsen, and Jensen–Gaussian models. The prediction performances of the wake models for the power deficit and energy production of the wind turbines were compared to data collected from a wind farm. The results showed that the Jensen and Jensen–Gaussian models agreed more with the power deficit distribution of the downstream wind turbines than when the same general recommended parameters were applied in all directions. When applied to energy production, the maximum difference among the wake models was approximately 3%. Every wake model clearly showed the relative wake loss tendency of each wind turbine.
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1. Introduction

In a wind farm, wind turbines exchange wake effects with each another. This causes wake loss, where the wake of a wind turbine decreases the power of turbines located downstream. This wake loss is inevitable in a wind farm, and many studies have focused on minimizing wake effects to optimize the wind farm layout [1,2]. Various optimization algorithms have been developed, including wake models that calculate the wind speed deficit according to the wake. The main focuses of wake models are the wind speed deficit, which affects the downstream wind turbine power, and turbulence, which adds an unstable load. The former affects the prediction of the energy production by a wind farm and thus can be used to optimize a wind farm layout.

Understanding the form and state of the wake generated by wind turbines is difficult because of the complex mechanism and nonlinear phenomena inside the wake [3]. Research has been ongoing to develop various wake models, from simple ones to elaborate models with high computational costs. For these efforts to succeed, the wake effect in a wind farm needs to be understood correctly.
Wake models can be categorized as analytical or numerical; these are also known as kinematic and field models, respectively. Analytical models provide an analytical solution and can calculate the wind speed deficit from the wake via an induced formula, whereas numerical models calculate the wake flow field numerically based on the Navier–Stokes (NS) equation.

The first useful analytical model was introduced by Lissaman [4] in 1979 in relation to the development of the blade element theory and momentum theory. Since then, wake models based on the momentum theory have been developed. The most representative and widely used analytical model is the Jensen model [5], which was further developed by Katic et al. [6]. It can calculate the wind speed deficit due to a wake under the assumption that the wake diameter increases linearly in proportion to the downstream distance and the wind speed distribution in the radial direction of the wake is identical. The Jensen model is simple but shows useful results in the far-wake area. It is included as the basic model in many commercial software applications, and many derivative wake models have been developed [7–11]. Frandsen et al. [12] proposed a wake model for predicting the wind speed deficit in an offshore wind farm where wind turbines are equally spaced and arranged in a grid form. Larsen [13,14] developed a wake model that approximates the NS equation, which is the governing equation of numerical models and cannot normally be solved by an analytical method. However, Larsen simplified it by assuming the incompressible and inviscid condition and presented a closed-form solution by further reducing the dimensions based on the assumption that the wake deficit is axisymmetric.

Gaussian-based models are derived from the Jensen model and complement the radial wind speed distribution, which cannot be expressed by the Jensen model, by assuming that the radial wind speed follows a Gaussian distribution. Gao et al. [8] derived a two-dimensional wake model equation by using the Gaussian function. Sun and Yang [9], Xie and Archer [10], and Bastankhah and Porté-Agel [11] presented three-dimensional wake model equations that consider the wind profile in the height direction.

Numerical models are based on the NS equation with a turbulence model for closure. These can be classified into models based on the Reynolds-averaged Navier–Stokes (RANS) equations and models based on the large eddy simulation (LES). The first numerical model was developed in 1988 by Ainslie [15], who used an incompressible NS equation with eddy viscosity (EV) closure. This wake model is also known as the EV model. Since the Ainslie model was introduced, commercial wake models that complement it have been developed (e.g., DAWM in OpenWIND, LAWF in Wind farmer) [16]. To overcome the enormous calculation time of the RANS-based numerical model, Ott et al. [17] developed the Fuga model, which is a linearized RANS model. This model can generate an error related to momentum balance due to linearization but showed good agreement with the observation results for the Horns Rev 1 and Nysted offshore wind farms. Larsen suggested the dynamic wake meandering (DWM) model, which describes the wake as a passive tracer driven by large-scale turbulence structures in the atmospheric boundary layer [18,19]. LES [20–22] is a powerful technique that can simulate the interaction between a turbine and surrounding air. In contrast to RANS-based models, which generally calculate in the steady state, LES describes the unsteady state. However, these advantages require numerous computational costs to calculate the wake field. Thus, LES is not appropriate for calculating the energy production of a wind farm, which requires calculating the power production in various wind directions and speeds [17,23].

Numerical wake models can be helpful for detailed research on the interaction between turbulence and the rotor blade or the interaction between wakes, but it seems less effective than analytical wake models in terms of estimating the annual energy production (AEP) of the entire wind farm considering wake loss. The rapid advances in computer hardware should help address this problem, but numerical models are also becoming sophisticated. Hence, it will not be easy to dramatically decrease the calculation time of numerical wake models in the near future. Therefore, this study compared and evaluated analytical wake models, which can easily calculate the wind farm energy production and be applied to optimizing the wind farm layout.

Comparative studies on wake models can be found in the existing literature. In 2005, Barthelmie et al. [24] compared the calculation results of six wake models (Risø engineering, Riso analytical, Riso
WAsP, UO FLaP, ECN Wakefarm, and RGU CFD) developed by different European institutions that participated in the Efficient Development of Offshore Wind farms (ENDOW) project based on wind speed profiles measured with SODAR (sonic detecting and ranging) at an offshore wind farm. However, they did not present a specific wake model with excellent performance. In 2011, the UpWind project of the European Union compared the power deficits of wind turbines due to wakes at an offshore wind farm (Horns Rev and Nysted) using more diverse wake models (WAsP, Windfarmer, Canopy, Wakefarm, CFDWake, FlowNS, NTUA) [25–27]. The comparison of the power deficit results revealed that the WAsP model, which was based on the Jensen model, tended to underestimate the deficit compared to other models. Beaucage et al. [23] compared six commercial and research wake models (Park, EV, DAWM, Fuga, WindModeller, ARPS) and reported that the Park model based on the Jensen and EV models underestimated the wake loss. Tong et al. [28] compared energy production with no measurements among four analytical wake models (Jensen, Frandsen, Larsen, and Ishihara). Brusca et al. [29] performed wind tunnel experiments to obtain the wind speed deficits with three analytical wake models (Jensen, Frandsen, and Larsen) and reported that the Larsen model showed the highest matching rate, but they did not present the parameters applied to the wake models. Göçmen et al. [30] compared analytical models (Jensen, Larsen) and numerical models (DWM, Fuga, Ellipsys3D LES and RANS) with data collected from onshore (Sexbierum) and offshore (Lillgrund) wind farms. They argued that analytical models are convenient for application to large wind farms, whereas the numerical models matched well with the measurements but have very limited applicability to large wind farms because of the long calculation time. Archer et al. [31] compared the power deficits for offshore wind turbines with a regular layout (Lilgrund), offshore wind turbines with an irregular layout (Anholt), and onshore wind turbines with a regular layout (Nørrekaer) using six analytical models (Jensen, Larsen, Frandsen, XA, BPA, and GM). They found that the Jensen and XA (Gaussian-based) models showed excellent results and recommended the Jensen and Frandsen models for wind farm layout optimization.

The dominant opinion of the above studies was that numerical models have higher accuracy than analytical models, but their calculation cost is too high for application to large wind farms. Analytical wake models may or may not match well depending on the wind direction at different sites or even within the same site, and the evaluation of the same wake model also differed from study to study. This seems to be because the generally recommended values were applied to the wake model parameters, which affect the calculation results. For example, in the Jensen model, a wake decay constant (WDC) of 0.04 for offshore and 0.075 for onshore is generally used in many studies. This means that the model assumes the same environment for all sites, but the environmental characteristics of each site may vary from region to region; even within one site, the environment may differ depending on the direction and surrounding environment. In this study, a method was introduced of using the turbulence intensity (TI), which can be measured at the site, in order to objectively define parameter values of a wake model that were previously set according to the analyst’s judgment or recommended values. To reflect the environmental impact around a site, the results of four analytical wake models (Jensen, Frandsen, Larsen, and Gaussian-based) were compared when the turbulence intensity according to the wind direction was considered.

The remainder of the paper is organized as follows. Section 2 introduces the analytical wake models. Section 3 compares the power deficits of the wind turbines and energy losses of the wind farm according to collected data with the wake model calculations. Finally, Section 4 presents the conclusions.

2. Wake Models

2.1. Jensen Wake Model

The Jensen wake model was first proposed by Jensen in 1983 [5] and modified by Katic et al. in 1986 [6]; it is a representative wake model that is still widely used. It is known to only be valid in the far-wake region because of its simple assumptions [2]. The near-wake region, where the geometry of the wind turbine directly affects the wake, has been reported to extend approximately 2–3D (where
D is the rotor diameter) downstream of the wind turbine [32]. Schepers [33] suggested that the near-wake distance is 2.25D downstream of the wind turbine based on the ENDOw project. Hence, there is no problem with applying the model to a wind farm because the minimum distance between wind turbines is generally 3D. Therefore, many studies on wind turbine layouts use the Jensen model owing to its simple equation and easy applicability.

The wind speed deficit (\(\delta U\)) in the wake and the extended wake diameter (\(D_w\)) are expressed as follows:

\[
\delta U(x) = U_0 \left(1 - \sqrt{1 - \frac{D_0}{D_r}}\right),
\]

(1)

\[
D_w = D_0 + 2k_w x,
\]

(2)

where \(x\) is a downstream distance of the wake, \(U_0\) is free stream wind speed, \(C_t\) is the thrust coefficient, \(D_0\) is the rotor diameter of the upstream wind turbine, and \(k_w\) is the wake decay constant.

2.2. Frandsen Wake Model

The Frandsen model [12] was proposed by Frandsen in 2006 and applies the momentum theory while assuming self-similarity. It also assumes a constant wind speed distribution in the radial distance of the wake like the Jensen model. It differs because it considers the wake diameter that is initially extended at the rotor of the wind turbine, and the wake diameter downstream of the wind turbine is extended in the square root shape (\(k = 2\)) or Schlichting solution (\(k = 3\)) [34].

In the Frandsen model, the wind speed deficit and wake expansion diameter are expressed as follows:

\[
\delta U(x) = \frac{U_0}{2} \left(1 - \sqrt{1 - 2\frac{D_0}{A_w} C_t}\right),
\]

(3)

\[
D_w = D_0 \left(\beta^{4/3} + \alpha s\right)^{1/3},
\]

(4)

\[
\beta = \frac{1}{2}\sqrt{\frac{1 - C_t}{1}}, \quad \alpha = x / D_0,
\]

(5)

where \(A_w = (\pi D_0^2)/4\) is the rotor swept area of the upstream wind turbine, \(A_w = (\pi D_0^2)/4\) is the expanded area of the wake and \(\alpha\) is the wake decay factor of the Frandsen model and can be calculated with Equation (2) for the wake diameter in the Jensen model as follows:

\[
\alpha = \beta^{4/3} \left[1 + 2k_w s\right]^{1/3}.
\]

(6)

2.3. Larsen Wake Model

The Larsen model [13] was proposed by Larsen in 1988 and is also known as the EWTS II model. It was derived based on the thin shear layer approximation for the NS equation. By assuming non-viscosity, incompressibility, and similarity, Larsen derived the first- and second-order solutions for the ordinary differential equation. He considered the first-order model to be of practical importance for approximating the characteristics of the stationary wake deficit [14]. The present study also used the first-order model.

The wind speed deficit is a function of the axial distance \(x\) in the Jensen model; in the Larsen model, it is a function of the axial distance \(x\) and radial distance \(r\):

\[
\delta U(x,r) = -\frac{U_0}{9} \left[C_{A_r}(x + x_r)^{-0.5}\right]^{3/3} \left[r^{3/2} \left[3c_l^2 C_{A_r}(x + x_r)\right]^{3/2} - \left(\frac{35}{2\pi}\right) \left(3c_l^2\right)^{3/4}\right],
\]

(7)
\[ D_x = 2 \left( \frac{105c_1^2}{2\pi} \right)^{1/4} \left[ C_c A_c(x + x_0) \right]^{1/3} \]  

(8)

where \( c_1 \) denotes the non-dimensional turbulent mixing length, which is related to Prandtl’s mixing length. \( x_0 \) denotes the relative position of the rotor in the applied coordinate system and is expressed as follows:

\[ c_1 = \left( \frac{\sqrt{\beta D_u}}{2} \right)^{5/2} \left( \frac{105}{2\pi} \right)^{1/2} (C_c A_c x_0)^{-5/6} \]  

(9)

\[ x_0 = \frac{9.6 D_u}{\left( \frac{2 R_{wk}}{\sqrt{\beta D_u}} \right) - 1} \]  

(10)

\( R_{wk} \) is the wake radius at the wind turbine downstream distance of 9.6D. It was experimentally determined as follows:

\[ R_{wk} = a_1 \exp(a_2 C_c + a_3) + (b_1 + 1) D_u \]  

(11)

where \( a_1 = 0.435449861, a_2 = 0.797853685, a_3 = -0.124807893, a_4 = 0.136821858, \) and \( b_1 = 15.6298 \).

### 2.4. Jensen–Gaussian Wake Model

The Jensen–Gaussian model was recently proposed by Gao et al. [8] and can calculate the wind speed distribution in the radial direction inside the wake, which cannot be expressed by the Jensen model. Gao et al. reorganized the Jensen model by assuming the wake radial wind speed to have a Gaussian distribution. It was adopted for comparison with the traditional axisymmetric wake models given above.

In the Jensen–Gaussian model, the wind speed deficit according to the axial distance and radial direction are as follows:

\[
\begin{align*}
\delta U(x) &= U_0 \left( 1 - \sqrt{1 - C_c} \right) \left( \frac{D_u}{D_x} \right)^2 \\
\delta U(x, r) &= \delta U(x) \exp \left( \frac{r^2}{2(R_u / 2.58)^2} \right) \\
D_u &= D_u + 2 k_{wake} x,
\end{align*}
\]  

(12)

where \( k_{wake} \) is a new wake decay constant that replaces the wake decay constant \( k_w \) of the Jensen model. Although it has a similar function of being involved in the wake extension diameter, this parameter is calculated by considering the ambient turbulence intensity (\( I_a \)) and turbine-induced turbulence of the site:

\[ k_{wake} = k_w \frac{I_{eff}}{I_a} \]  

(14)

\[ I_{eff} = \left( \frac{0.4 C_c}{(x / D_u)^{5/3} + I_u^{5/3}} \right)^2 \]  

(15)

### 2.5. Partial and Multiple Wakes
To calculate the wind turbine power deficit due to the wake, the average wind speed deficit in the turbine rotor area subject to the wake effect needs to be known. The rotor of the wind turbine affected by the wake is fully or partially affected by the wake depending on the wind direction. Hence, the wind speed deficit at the distance \( x \) is the mean wind speed deficit. This is the case when the wind turbine is fully in the wake. If it is partially affected, it can be calculated as the ratio of the intersecting area between the wake and rotor to the rotor area:

\[
\delta U = \delta U(x) \frac{A_{\text{overlap}}}{A},
\]

where \( A_{\text{overlap}} \) is the intersecting area of the wake and wind turbine and \( A \) is the rotor swept area of the downstream wind turbine. \( A_{\text{overlap}} \) can be calculated as follows from the area of the fan shape created by connection of the centers of the wake and rotor with the intersection points \((p_w, p)\) of the two circles and the triangle that connects the intersection points, as shown in Figure 1a [35]:

\[
A_{\text{partial}} = \frac{1}{2} \left[ R_w^2 (\theta_w - \sin \theta_w) + R_r^2 (\theta_r - \sin \theta_r) \right],
\]

\[
\theta_w = 2 \cos^{-1} \left( \frac{d^2 + (R_w^2 - R_r^2)}{2dR_w} \right),
\]

\[
\theta_r = 2 \cos^{-1} \left( \frac{d^2 - (R_w^2 - R_r^2)}{2dR_r} \right).
\]

Figure 1. Calculation of the overlap area and the wind speed deficit: (a) the intersecting area for the Jensen and Frandsen models and (b) mapping of the rotor local coordinates and wake global coordinates for the Larsen and Jensen–Gaussian models.

In the Larsen and Jensen–Gaussian models, the wind speed deficit changes with the axial and radial directions of the wake. Hence, the mean wind speed deficit (\( \delta U \)) acting on the rotor area subject to the wake effect can be calculated by integrating the deficit at every location \((r', \theta')\) in the rotor area [36]:

\[
\delta U = \frac{\int \delta U(x, r) dA}{A} = \frac{1}{\pi R^2} \int_{\theta=\phi}^{\theta=\phi+2\pi} \int_{r=r}^{r=r+R} \delta U(x, r') r' dr' d\theta',
\]
where \( r' \) and \( \theta' \) are the variables of the local polar coordinates of the wind turbine rotor affected by the wake effect, as shown in Figure 1b. This can be used to obtain the internal wind speed deficit \( \delta \mathbf{U}(x, \gamma) \), which changes at a random position of the rotor, through coordinate conversion to global polar coordinates \( (r, \theta) \) based on the wake.

Wind turbines in a wind farm can be affected by the wakes generated by upstream wind turbines simultaneously depending on the wind direction. To calculate the wind speed deficit by these multiple wakes, the different superposition methods are available: linear superposition of velocity deficit or energy deficit [37]. In this study the following method based on the conservation of kinetic energy is adopted. This model assumes that the kinetic energy deficit by mixed wakes is equal to the sum of the kinetic energy deficits by each wake.

The mean wind speed deficit of wind turbine \( j \) due to the wakes generated by \( N \) wind turbines \( i \) can be expressed as follows:

\[
\delta \mathbf{U}_j = \sqrt{\sum_{i=1}^{N} \delta \mathbf{U}_{i}^2}.
\]

2.6. Wake Model Parameters

The most important and difficult problem with using wake models is determining appropriate values for the parameters of each wake model at a site. Furthermore, each wake model uses different types of parameters. The Jensen and Frandsen models must determine the WDC \( k_w \); the Larsen model must determine the ambient turbulence intensity \( L \); and the Jensen–Gaussian model must determine the two parameters of the WDC and ambient turbulence intensity.

To determine the WDC, the following equation is generally calculated by using the surface roughness length of the site, which depends on the judgment of the wind farm designer: \( k_w = 0.5/\ln(z/z_0) \). However, because subjective judgement is required, many studies use the recommended values (offshore = 0.04, onshore = 0.075) in the literature. This means that every wind farm is treated as being in the same environment when each wind farm actually has a different environment. Furthermore, like the Larson model, similarities among parameters (e.g., WDC and TI) need to be found in order to compare wake models with different types of parameters.

Crespo and Hernández [38] stated that turbulence is a major physical property in a far-wake region. Peña et al. [39] reported that the WDC is related to the height, roughness, and atmospheric stability and is ultimately correlated with the turbulence intensity. They proposed the following equation for estimating the WDC from the relationship between the turbulence intensity and atmospheric stability based on the boundary layer theory:

\[
TI \approx \left[ \ln \left( \frac{z}{z_0} \right) - \psi_{at}(z/L) \right]^{1/3},
\]

\[
k_w \approx 0.4TI_{hub},
\]

where \( \psi_{at}(z/L) \) is the local atmospheric stability correction and \( TI_{hub} \) is the hub height TI.

To compare the performances of wake models, they must satisfy equivalent conditions. When Equation (23) is used, the above wake models have one major parameter of turbulence intensity; thus, they have consistency. The ambient turbulence intensity that reflects a site’s characteristics can be obtained from wind condition data measured by a meteorological mast at the site.
3. Wake Model Comparison for an Onshore Wind Farm

3.1. Wind Farm Layout

To evaluate the performances of the wake models, the power deficits due to wakes were compared according to wind turbine SCADA (supervisory control and data acquisition) data collected from an onshore wind farm in operation and wind data collected from a meteorological mast near the wind farm. Figure 2 shows the layout of the Gasiri wind farm from which the SCADA data were collected. The Gasiri wind farm operates on Jeju Island, which is south of the Korean peninsula. Jeju Island has wind resources appropriate for a wind farm, and approximately 10 onshore and offshore wind farms generating 20–30 MW are in operation. The Gasiri wind farm consists of six 660 kW wind turbines (WT1–6) and seven 1500 kW wind turbines (WT7–13), as shown in Figure 2. The wind turbines are arranged in a grid form in the direction of the prevailing winds.

![Figure 2. Layout of the Gasiri wind farm and turbine pairs for comparison of the power deficit.](image)

The wind turbines selected for the wake models were WT7–WT10 and WT7–WT9, which are shown in Figure 2. They were determined by considering the state of the collected data and interference between wind turbines within the measurement range. Table 1 presents the specifications of the wind turbines used for analysis. The distances between wind turbines were 3.8D (WT7–WT10) or 4.9D (WT7–WT9). For the analysis of the data collected from wind turbine pairs and the wake model calculations, the actual average power data in the range where downstream turbines are affected by the wake according to the wind direction were calculated. The wake model calculations in the same direction were compared, as shown in Figure 3.

| Specification          | Value |
|-----------------------|-------|
| Rated power [kW]      | 1500  |
| Hub height [m]        | 70    |
| Rotor diameter [m]    | 77    |
| Cut-in wind speed [m/s]| 3.5  |
| Rated wind speed [m/s]| 13   |
| Cut-out wind speed [m/s]| 25  |

The data collected from the meteorological mast were used for the free stream wind speed. For the wake analysis, only the data of wind turbines operating simultaneously were synchronized and analyzed. This process is essential because wind turbines can have different operating situations (e.g., maintenance, wind turbine errors). For the wake model calculation, each wake model was coded with
the C++ language, and the wind speed distribution inside the wake was simulated to calculate the wake effect on the power.

![Figure 3. Concept diagram for power deficit measurement and calculation of the wake models.](image)

Figure 3. Concept diagram for power deficit measurement and calculation of the wake models.

Figure 4 shows the distribution of the turbulence intensity in each direction for the Gasiri wind farm and the range of wind directions applied to the analysis. To determine the parameters of the wake models described in Section 2.6, the turbulence intensity was calculated in each direction using the data collected from the meteorological mast. However, the mast was affected by the wind turbines depending on the wind direction. Thus, the undisturbed sector that was not affected by the surrounding turbines was calculated by using the obstacle evaluation method from the IEC 61400-12-1 standard and was applied as the range. The WT7–WT10 and WT7–WT9 pairs used in the analysis were within the undisturbed sector.

![Figure 4. Turbulence intensity distribution of the Gasiri wind farm and the undisturbed sector used for analysis.](image)

Figure 4. Turbulence intensity distribution of the Gasiri wind farm and the undisturbed sector used for analysis.

3.2. Wind Speed Deficit Comparison

The basic characteristics of each wake model were analyzed first before the power deficits due to wakes were compared. The wake models were compared for the wind speed deficit with no measured data. Figure 5a compares the wind speed deficits for the radial wind speed distribution according to the four wake models at a downstream distance of 3.8D and wind speed of 8 m/s (WT7–WT10). A turbulence intensity of 0.14 was applied to the calculation, which corresponds to \( k_w = 0.056 \) when converted to the WDC. For the Jensen and Frandsen models, the wind speed deficit was
constant. For the Larsen and Jensen–Gaussian models, the wind speed graph showed a bell shape, where the wind speed deficit was largest at the center of the wake and then decreased gradually. The Jensen–Gaussian model showed the wind speed deficit as a typical Gaussian distribution. The Larsen model showed a low wind speed deficit and a broad wind speed distribution. In other words, the Larsen model predicted a broader range of wake diameters than the other models. The Frandsen model calculated the lowest wake deficit and had a larger wake diameter than the Jensen model. This is because the Frandsen model considers the initial wake extension diameter at the turbine position.

Figure 5. Comparison of wind speed deficits with the wake models (\(U_0 = 8\) m/s, TI = 0.14): (a) relative wind speed in the radial direction of the wake and (b) relative wind speed according to downstream distance.

Figure 5b compares the wind speed deficit at the wake center according to the downstream distance. The wind speed gradually recovered downstream of the wake. The Jensen–Gaussian model predicted the largest wind speed deficit according to the distance, and the Frandsen model predicted the lowest wind speed deficit among the four models. The next section discusses the accuracy of the four models when compared with the measured power data.

3.3. Power Deficit Comparison

To verify the performances of the wake models, the power deficits due to wakes were compared for the above wind turbine pairs of the Gasiri wind farm. The relative power of two turbines was compared with SCADA data collected at intervals of 1 ± 0.5 m/s in the wind speed section of 6–9 m/s. Data provided by the manufacturer were used to set the thrust coefficient required for calculating the wake models and the power curve required for calculating the wind turbine power.

Figure 6 compares the relative power (\(P_o/P^*\)) data (Table 2) collected at a distance of 3.8D between the WT7 and WT10 turbines and the calculation results using the four wake models according to wind speed. The wind direction was \(\theta_w = 30^\circ\), and the turbulence intensity in this direction was TI = 0.14 (\(k_w = 0.056\) when converted to the WDC). In general, the relative power decreased as the wind speed increased. This is related to the thrust coefficient of a wind turbine, which decreases with an increasing wind speed. Depending on the wind speed, the power of the wind turbine (WT10) affected by the wake decreased about 67% at 6 m/s and decreased about 55% at 9 m/s compared to the upstream wind turbine. Of course, because more power is generated at higher wind speeds, the amount of energy reduction increased with the wind speed.

Among the four wake models, the Jensen–Gaussian model agreed well with the SCADA data at every wind speed. The Jensen model also showed good agreement. However, the Frandsen and Larsen models underestimated the power deficit. The Larsen model predicted the actual wake diameter better because the range of the power deficit according to the wind direction was similar to that in the SCADA data. The Larsen model calculated a lower power deficit than the Frandsen model, but the Frandsen model calculated a lower wind speed deficit. This is because the Larsen model uses a bell-shaped wind speed distribution, so it uses a lower mean wind speed for the wind turbine rotor region to calculate the power than the Frandsen model, which uses the constant radial wind speed.
This was also observed for the Jensen–Gaussian model. The difference between the power deficits of the Jensen–Gaussian and Jensen models was smaller than the difference in the wind speed deficits, as shown in Figure 5a. In other words, even if the Jensen model underestimated the reduction in wind speed due to the wake compared to the actual value, it calculated a greater power deficit than the wind speed deficit. This is why studies on wind farm design or wind farm layout optimization seem to show satisfactory results for the calculated production even though the Jensen model generally underestimates the wind speed.

![Image](https://example.com/image.png)

**Figure 6.** Comparison of power deficits due to wakes at 3.8D: (a) $U_0 = 6$ m/s, (b) $U_0 = 7$ m/s, (c) $U_0 = 8$ m/s, and (d) $U_0 = 9$ m/s.

| $\theta^{o}$ | -25 | -20 | -15 | -10 | -5 | 0 | 5 | 10 | 15 | 20 | 25 |
|--------------|-----|-----|-----|-----|-----|---|---|----|----|----|----|
| 6 m/s        | 11.7| 9.6 | 24.4| 30.6| 62.3| 67.6| 64.8| 48.5| 29.2| 15.4| -5.8|
| 7 m/s        | 7.5 | 16.8| 23.9| 45.0| 60.1| 62.2| 50.6| 38.1| 24.5| 7.4 | -14.1|
| 8 m/s        | -1.4| -1.7| 18.6| 31.7| 49.6| 56.2| 54.4| 39.2| 9.1 | 4.6 | -10.6|
| 9 m/s        | 5.8 | 7.4 | 8.4 | 17.9| 46.1| 55.2| 54.5| 25.6| 13.2| -5.8| -19.2|

**Table 2.** Power deficit ratios (%) of SCADA due to wakes at 3.8D.

Figure 7 compares the calculation results of the wake models to the SCADA data (Table 3) at a distance of 4.9D between wind turbines. The wind direction was $\theta = 47^o$, and the turbulence intensity in this direction was TI = 0.18 ($k_e = 0.072$ when converted to the WDC). The maximum power deficit was about 56% at a wind speed of 6 m/s and about 40% at 9 m/s. Thus, the relative power recovered about 10–15% compared to the distance of 3.8D. However, these values are not absolute values by distance. In the case of WT7–WT9, TI = 0.18 was applied in each wind farm direction, and the wind speed recovered faster than in the case of WT7–WT10 (TI = 0.14). Similar to the above analysis results, the comparison at the distance of 4.9D also showed that the Jensen–Gaussian model matched the measurement data the best, and the Jensen model also generally agreed with the measurement results except around the relative wind direction of 0°.
Next, the setting of the wake model parameters was examined. For the wake model calculation results presented above, the WDC was set and applied based on the turbulence intensity in each direction, and the results matched the measurement data in general. The difference in the results was evaluated for when the onshore WDC of \( k_w = 0.075 \) was applied uniformly as recommended in the existing literature. Figure 8 compares the calculation results when \( k_w = 0.075 \) was applied to the two cases analyzed above with the Jensen model and when the WDC based on the turbulence intensity in each direction was applied.

![Figure 7](image)

**Figure 7.** Comparison of power deficits due to wakes at 4.9D: (a) \( U_0 = 6 \) m/s, (b) \( U_0 = 7 \) m/s, (c) \( U_0 = 8 \) m/s, and (d) \( U_0 = 9 \) m/s.

| \( \theta^{\circ} \) | -25 | -20 | -15 | -10 | -5 | 0 | 5 | 10 | 15 | 20 | 25 |
|-----------------|-----|-----|-----|-----|----|---|---|----|-----|-----|----|
| 6 m/s | 2.0 | -3.1 | 28.4 | 47.9 | 56.1 | 56.0 | 53.1 | 48.3 | 46.0 | 41.9 | 38.1 | 27.8 | 19.9 | -4.0 | -16.1 |
| 7 m/s | 8.9 | 5.7 | 16.8 | 37.0 | 56.0 | 51.6 | 48.3 | 43.8 | 41.9 | 40.1 | 31.2 | 26.7 | 19.9 | -1.2 | 1.8 |
| 8 m/s | -7.0 | -3.0 | 22.7 | 22.9 | 41.9 | 43.8 | 48.3 | 46.0 | 41.9 | 40.1 | 31.2 | 26.7 | 19.9 | -1.2 | 1.8 |
| 9 m/s | -0.7 | 3.2 | 6.9 | 6.8 | 32.5 | 40.1 | 41.2 | 41.2 | 32.5 | 31.2 | 31.2 | 26.7 | 19.9 | -1.2 | 1.8 |

The calculation results for WT7–WT10 (\( s = 3.8D, \theta_s = 30^{\circ} \)) and WT7–WT9 (\( s = 4.9D, \theta_s = 74^{\circ} \)) were compared. In the case of WT7–WT9 (Figure 8b), both Jensen (\( k_w = 0.075 \)) and Jensen (\( k_w = 0.4 \) TI) did not show significant differences with the SCADA data. However, Jensen (\( k_w = 0.075 \)) shows a slight difference from the SCADA data for WT7–WT10 (Figure 8a). This may indicate that using a constant WDC value can cause matching and non-matching cases depending on the wind farm direction. As a result, a significant error can be generated when calculating the total energy production of a wind farm. In contrast, setting the WDC based on the turbulence intensity in each direction generally showed matching results for the two predictions by distance. In other words, applying the WDC based on the turbulence intensity as proposed by Peña et al. is appropriate, and determining the turbulence by direction is important for calculations with a wake model.
3.4. Energy Production Comparison

The differences in the energy production reflecting the wake loss in a wind farm were compared among the wake models. This expanded the comparison of power between two wind turbines to the wind farm. To remove uncertainty about the operating environment of individual wind turbines, the energy production of the Gasiri wind farm was evaluated using synchronous time operation data (WT7–WT13, seven turbines) for the undisturbed sector discussed above. The energy was calculated with the wake models using only the wind speed of the mast in the undisturbed sector and the wind direction and turbulence intensity data of the same period.

As an example, Figure 9 shows the shape of the wake and the internal wind speed deficit for each model for calculating the energy production of the Gasiri wind farm. The effect of multiple wakes was considered. The characteristics of each wake model can be observed. The Jensen and Jensen–Gaussian models show wind speed deficits due to wakes over a long distance. The Larsen model showed the largest wake diameter. As a result, the Larsen model showed that more downstream wind turbines are affected by wakes.

Figure 10 compares the energy production calculated with the wake models and the collected data for the wind turbine energy production. The four models showed differences in energy production, but the wake loss trends for each turbine were similar to the SCADA data. This indicates that, even though the wake prediction performance varied by model, the models accurately predicted
the relative differences in energy loss according to the location of a wind turbine. WT7 had no wake loss because it was not affected by the wakes of other turbines in the undisturbed sector (see Figures 2 and 4). The results of wake models for each wind turbine showed an average error of approximately 150 MW (approximately 10% of the SCADA energy production) compared with the SCADA data. This was due to system losses (e.g., mechanical, electrical, power curve losses, etc.) for the actual wind turbine operation. If the uncertainty about the losses is considered, the calculation results should become closer to the SCADA data. Because subjective judgment may be involved in this uncertainty, this study focused on comparing the wake models without reflecting this uncertainty. The Jensen–Gaussian model predicted the largest wake loss, and the Jensen model predicted a wake loss approximately 1% less than that of the Jensen–Gaussian model. The Frandsen and Larsen models showed similar results and predicted a wake loss approximately 3% less than that of the Jensen–Gaussian model. These differences reflected the performances of the wake models in the above comparison of the power deficit.

![Figure 10. Comparison of energy production and wake loss for wake models.](image)

4. Conclusions

The power deficit due to wakes and the energy production reflecting wake loss for an onshore wind farm were compared for four analytical wake models (Jensen, Frandsen, Larsen, and Jensen–Gaussian). To apply an equivalent environment to the comparison, parameters were set according to the ambient turbulence intensity, and the turbulence intensity was determined according to the wind direction measured in the wind farm. The conclusions can be summarized as follows.

1. Among the analytical wake models, the Jensen–Gaussian and the Jensen model showed generally satisfactory results for the power deficit due to wakes within the scope of this study. The Frandsen and Larsen models underestimated the wake loss, but the wake diameter of the Larsen model was most similar to the actual range.

2. In many studies, the WDC of the conventional Jensen model was set in relation to the roughness length of the site or with the recommended values (offshore = 0.04, onshore = 0.075). This makes it difficult to ensure accuracy among sites with different environments. Peña et al.’s method of introducing a turbulence intensity that can be measured at the site appears to be appropriate within the scope of this study and can relieve the burden of determining parameters for analysts.

3. When the same WDC was applied in all directions, the result matched the measured values in some cases and did not in other cases. However, when the WDC was set according to the turbulence intensity measured at the site by direction, all calculation results matched well with the measured values. Therefore, the WDC should be set according to the direction when applied to analytical wake models.

4. The comparison of the calculated energy production of the wind farm showed that the maximum energy loss difference among the wake models was approximately 3%. The Jensen–
Gaussian model predicted the largest wake loss, and the Frandsen and Larsen models predicted the smallest wake losses. However, all wake models followed the similar wake loss tendency according to the location of the wind turbine.

In summary, the Jensen–Gaussian and Jensen models are efficient analytical wake models if the environmental factors of the site are considered. In the future, further comparison and review are required in various directions with various turbulence intensities at more sites. Existing studies comparing wake models were mostly conducted in Europe or at offshore sites; this study provides an example of an onshore wind farm in Asia.
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