Employing Fuzzy Logic to Analyze the Structure of Complex Biological and Epidemic Spreading Models
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Abstract: Complex networks constitute a new field of scientific research that is derived from the observation and analysis of real-world networks, for example, biological, computer and social ones. An important subset of complex networks is the biological, which deals with the numerical examination of connections/associations among different nodes, namely interfaces. These interfaces are evolutionary and physiological, where network epidemic models or even neural networks can be considered as representative examples. The investigation of the corresponding biological networks along with the study of human diseases has resulted in an examination of networks regarding medical supplies. This examination aims at a more profound understanding of concrete networks. Fuzzy logic is considered one of the most powerful mathematical tools for dealing with imprecision, uncertainties and partial truth. It was developed to consider partial truth values, between completely true and completely false, and aims to provide robust and low-cost solutions to real-world problems. In this manuscript, we introduce a fuzzy implementation of epidemic models regarding the Human Immunodeficiency Virus (HIV) spreading in a sample of needle drug individuals. Various fuzzy scenarios for a different number of users and different number of HIV test samples per year are analyzed in order for the samples used in the experiments to vary from case to case. To the best of our knowledge, analyzing HIV spreading with fuzzy-based simulation scenarios is a research topic that has not been particularly investigated in the literature. The simulation results of the considered scenarios demonstrate that the existence of fuzziness plays an important role in the model setup process as well as in analyzing the effects of the disease spread.
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1. Introduction

Graphs are appropriate mathematical structures to represent and analyze complex networks, and graph theory is a field in mathematics that deals with the study of graphs [1]. Graph theory supports the visualization and analysis of complex network structures. The World Wide Web (WWW) and the human brain, as it is studied in medical informatics, are representative examples of complex networks [2]. The graph representation and analysis of complex networks have been extended in numerous areas, such as biology, computer science, epidemiology, mathematics, physics, sociology and telecommunications [3]. In terms of the human brain, a graph structure represents a network of connected nerve cells, where corresponding cells can make up on their own a network and their task is to cause and create biochemical reactions [4]. Complex networks, represented as graphs, allow researchers to analyze their structural and behavioral properties. The comprehensive knowledge of a complex network structure may contribute to the extraction of valuable...
information with the aim of further assessing and enhancing methodologies, tools, as well as the outcomes of shaped examinations. All of these reasons contribute to the motivation of the present work, which deals with analyzing the problem of HIV spreading in a sample of needle drug individuals.

In the relevant literature, the epidemic spreading problem has attracted high attention towards the awareness of the dynamic procedures that are generated in corresponding complex networks [5]. The authors of [6] review and present various solved and open problems in the development, analysis, and control of complex epidemic models. Moreover, a detailed review of the extensive research that has been conducted on epidemic procedures is presented in [7]. Another representative research in the same area is presented in [8], where the authors study infections spreading in complex heterogeneous networks based on a Systemic Inflammatory Response Syndrome (SIRS) epidemic model with birth and death rates. The SIRS epidemic model is utilized in clustered networks with the aim of analyzing the impact of the network community structure on the epidemic spreading and dynamics. Besides human epidemic spreading, an additional issue studied with the use of complex network models is related to the impact of different types of animal movements regarding the conditions for the spread of an infectious disease [9].

In a relevant survey [10], the authors review and unify theoretical methods regarding epidemic spreading, in terms of escalating the complexity of the equations used by various methods. In this survey, the authors analyze various methods, including the mean-field approach and various variations of the mean-field approach, such as the heterogeneous mean-field and the quench mean-field. Moreover, the authors examine methods that involve pairwise approximation, link percolation and dynamic message-passing. The authors of [11] introduce effective algorithms for implementing complex networks, which have concrete statistical properties that are non-homogeneous. The authors also suggest a pseudo-code for reproducing complex directed or undirected networks by performing simulations of human brain functions. Regarding sexually transmitted diseases, such as AIDS, the work presented in [12] focuses on the early transmission, the following dissemination, and finally, the establishment of the HIV-1 virus in a human population. The authors claim that the outcomes of their evolutionary analyses are capable of rebuilding the initial dynamics of the HIV-1 virus and, as a result, draw attention to the role of social changes and transport networks within the establishment of this virus in a human population.

Nowadays, within the field of biosciences, a number of levels regarding imprecision and uncertainty, particularly in epidemiological studies, are involved in disease diagnosis [13]. A single disease could affect numerous patients in various ways, and a single symptom may be indicative of various diseases. More importantly, the occurrence of some diseases in a patient may disrupt the expected symptom pattern of any of them. As a result, this may cause a tremendous amount of uncertainty and imprecision towards the interpretation of impact measures. Fuzzy set theory, since its beginning in 1965 [14] as an abstraction of dual rationale and/or classical set theory, has progressed to an effective scientific theory [15]. It contributes a strict scientific (or specifically mathematical) framework in which unclear conceptual phenomena can be absolutely and thoroughly considered [14,16]. Specifically, fuzzy set theory can also be viewed as a modeling language, which is efficient for circumstances where fuzzy criteria and imprecise phenomena are taken into consideration.

In the current work, we analyze the structure and advancement of complex networks by means of an extensive study regarding graph theory by presenting their fundamental types (initially presented in [17]). Concretely, an epidemic model, which is based on fuzzy logic and is expected to set up a relation among the viral load as well as the clinical evolution to Acquired Immunodeficiency Syndrome (AIDS) in HIV contaminated users, is proposed. It is worth mentioning that HIV can be transmitted in different ways, although sexual intercourse is considered the most common and widespread. Nevertheless, HIV can also be transmitted through blood transfusions, through HIV-infected women who transmit the virus to their babies before or during birth, or even later through breastfeeding.
However, in the present study, a special way of transmitting the virus is used, that is, with use of syringes that drug users inject. The proposed model is based on the Erdős–Renyi model and simulates the spread of HIV in an isolated human population. Furthermore, we tried to incorporate the basic principles of random graphs in order to favor certain types of graphs. Although this paper focuses on the context of epidemics, the same model can be directly applied to many different spreading processes in complex networks.

The remainder of the work is structured in the following way: In Section 2, basic preliminaries, complex networks models and epidemic models are introduced. In Section 3, we discuss issues related to fuzzy epidemics, while Section 4 introduces the datasets for validating our framework. Additionally, Section 5 overlooks the experiments that were conducted in order to evaluate our work and claim our findings along with the results assembled. Section 6 concludes the work by focusing on conclusions and considers aspects related to future work. Finally, the notation of this work is summarized in Table 1.

Table 1. Basic notation.

| Symbol | Meaning                      |
|--------|------------------------------|
| k      | Node’s Degree                |
| $p_k$  | Degree Distribution          |
| $L$    | Average Shortest Path Length |
| $b$    | Betweenness Node             |
| $T$    | Transitivity                 |
| $C$    | Clustering Coefficient       |
| $c_i$  | Local Clustering Coefficient of Node $i$ |
| $r$    | Probability Distribution Function related to Fuzzy Logic Setting |
| $U$    | Universe of Discourse        |
| $F$    | Fuzzy Set                    |
| $u$    | Support Value                |
| $\mu_F(u)$ | Membership Function        |
| $x$    | Linguistic Variable          |
| $T(x)$ | The Set of Names of $x$      |
| $M(x)$ | Semantic Rule                |

2. Theoretical Framework

This section presents the basic preliminaries of current work along with an introduction to complex network models and epidemic models that are considered in biological networks.

2.1. Basic Definitions

A graph $G$ presents the connections/associations among the data of a system, which comprises nodes $N$ as well as edges $E$. Concretely, a graph comprises a collection of data objects, entitled nodes. A number of these items are related with links named edges [18,19]. Specifically, in the event that the edges are considered towards one direction, then at that point, the graph is regarded as a directed graph [20]; otherwise, the graph is regarded as an undirected graph. An undirected graph is a complete graph where all nodes are interconnected in pairs [18].

In numerous applications, each graph is assigned with a related numeric value, entitled weight. In this particular case, the edges constitute non-negative integers, and as a result, the graph can be regarded as a weighted graph. In order for the definitions to be
correlated, this graph can be directed or undirected while the edge’s weight is regularly alluded to as the “cost” of an edge.

In addition, a path constitutes a coherence of nodes, which keep the status of each consecutive pair \((V_i, V_{i+1})\), i.e., a graph’s edge. Except for the inclusion of the corresponding nodes, the path involves the coherence of edges that associate these nodes. In a number of cases, paths with repeated nodes can also be considered; however, in most cases, paths with non-repeated nodes are preferred. Specifically, in cases where a non-simple path traverses a particular node, this fact is emphasized as it is referred to as a normal non-simple path [18].

An important aspect that can be derived from graph structure concerns the type of the graph edges; if it is known, a diversity of valuable metrics that depict the graph’s characteristics in a more detailed way can be computed. Specifically, the notion of centrality is utilized to identify the specific graph nodes that are considered critical [21]. There are a number of possible ways for defining the importance of a node, but the simplest measure of centrality in a network is to observe the number of edges that are associated with each vertex-node. This specific definition is referred to as the degree centrality.

In network topology, three measures are considered as the most robust; namely, the degree distribution, the average path length and the clustering coefficient, which will be presented in the following paragraphs. Initially, one of the major properties in terms of a graph is the degree distribution, as discussed in [2]. The amount of nodes of the corresponding network maintaining a degree with a number equal to \(k\) is indicated with \(p_k\) and is presented in Equation (2). The overall fraction of these values \(p_k\) produces the degree distribution with the aim of plotting this distribution of a specific network as a function of degree \(k\) as follows:

\[
p_k = \frac{\text{number of nodes with degree } k}{n}
\]

Another feature that plays a vital part in terms of the graph’s dissemination, as well as transmission, is the shortest path. The shortest paths are of great importance in characterizing the internal structure of the graph [19]. Thus, the majority of length values of the shortest paths of a given graph \(G\) needs to be provided so that when considering a corresponding table \(A\), the input \(a_{ij}\) can be associated with its length between nodes \(i\) and \(j\). An important aspect of the graph is its diameter, which is defined as the maximum value of \(a_{ij}\).

A representative partition among a number of nodes in a concrete graph is identified with the use of the average length of the shortest paths, which is typically introduced as the typical path length. The average path length is considered a concept in network topology that is defined as the average number of steps along the shortest paths for all possible pairs of network nodes. It is a measure of the efficiency of information or mass transport on a network. As an example, one can consider the average number of clicks that will lead you from one website to another. It should not be confused with the diameter of the network, which is defined as the longest geodesic, i.e., the longest shortest path between any two nodes in the network. The average shortest path length \(L\) is characterized as the average of the geodetic lengths over all pairs of nodes as presented in Equation (3):

\[
L = \frac{\sum_{i,j \in N} d_{ij}}{\sum_{i,j \in N} p_{ij}}
\]
where \(d_{ij}\) denotes the shortest distance between nodes \(i\) and \(j\); if \(i = j\) or \(j\) cannot be reached from \(i\) then \(d_{ij} = 0\). In addition, \(p_{ij}\) denotes if there is a path between nodes \(i\) and \(j\); if \(i = j\) or if there is no path from \(i\) to \(j\) then \(p_{ij} = 0\) and if there is a path from \(i\) to \(j\) then \(p_{ij} = 1\). The value of the all-pairs shortest-path length of a particular graph is denoted by \(\sum_{i,j \in N} d_{ij}\), whereas \(\sum_{i,j \in N} p_{ij}\) constitutes the number of paths that exist in this graph. For a connected undirected graph, \(\sum_{i,j \in N} p_{ij} = N(N - 1)\) because paths exist between any pair of nodes [22].

The communication between two non-adjacent nodes depends on the other nodes that belong to each path and connect them. Consequently, we can obtain whether a given node can communicate with a non-neighboring one by measuring the geodetic number, also known as a betweenness node.

More importantly, a betweenness node \(b_i\) of a node \(i\), often typically referred as load, is computed from the following Equation (4):

\[
b_i = \sum_{j,k \in N, j \neq k} \frac{n_{jk}(i)}{n_{jk}}
\]

where \(n_{jk}\) constitutes the number of the paths that connect faster node \(j\) with node \(k\), whereas \(n_{jk}(i)\) is the number of paths that connect the same nodes with the detailed information traversing through node \(i\) via the shortest path [23].

Furthermore, betweenness is considered as a metric that can be further expanded so as to be applied to the graph’s edges. In this case, the definition is slightly alternated, and thus, the edge betweenness constitutes the quantity of shortest paths among the pairs of nodes traversing the corresponding edge [24].

The method of clustering, which is as well declared as transitivity, constitutes a representative feature of contact networks. As contact networks, one can consider the example of two people having a mutual friend [19]. This may be evaluated by determining the clustering \(T\) of a graph as a respective quantity of triplets; namely, the fraction of the three connected triads as in Equation (5) [2]. The factor 3 in the numerator accounts for the aspect that each triangle, consisting of three nodes, is actually contributing three times, which is the connected triads, and guarantees that \(0 \leq T \leq 1\), with \(T = 1\).

\[
T = \frac{3 \times \text{number of triangles in } G}{\text{number of connected triples of vertices in } G}
\]

Another option that can be regarded as a factor is the utilization of the clustering coefficient \(C\) of the corresponding graph [25]. That is, given a concrete node \(i\), this metric is equal to the quantity \(c_i\), which is the local clustering coefficient. This quantity expresses the probability of \(a_{jm}\) to become equal to 1 for two connected nodes to node \(i\), namely \(j\) and \(m\). More importantly, the definition of the local clustering coefficient can be estimated as the fraction among the quantity of edges \(e_i\) and the maximum feasible number of edges \(\frac{k_i(k_i - 1)}{2}\) in one graph, as follows in Equation (6) [26]:

\[
c_i = \frac{2e_i}{k_i(k_i - 1)} = \frac{\sum_{j,m} a_{ij}a_{jm}a_{mi}}{k_i(k_i - 1)}
\]

In the following, the clustering coefficient of the graph can be computed as the average of value \(c_i\) for the entire number of nodes of the graph, as in Equation (7). By default, \(0 \leq c_i \leq 1\), as well as \(0 \leq C \leq 1\).

\[
C = \langle c \rangle = \frac{1}{N} \sum_{i \in N} c_i
\]

2.2. Models of Complex Networks

The structure and the characteristics of complex networks can be analyzed and understood by rigorously examining their corresponding modeling. Specifically, some major
issues associated with the analysis and prediction of process behavior in the following simulation are found in the information retrieval, propagation and transmission.

2.2.1. Erdös–Renyi Model

The Erdös–Renyi [27] model is considered among the initial network models with the characteristic that it corresponds to the random graph. Concretely, regarding the model of a random graph, two major aspects of the nodes are represented, namely their quantity as well as the probability that two arbitrarily selected nodes are associated. For every pair of nodes, an equal probability is associated, which is independent of the remaining pairs, as stated in [20,27].

One of the critical reasons for which the Erdös–Renyi model has been widely acceptable is its attributes that encourage the process of modeling the network. Moreover, a special category of graphs, namely random graphs, does not efficiently correspond to the structure of real networks, since the majority of the node degrees in terms of this graph category results from the power-law distribution (Retrieved 27 April 2021, from https://necsi.edu/power-law) [28] rather than from Poisson distribution. In this way, the Erdös–Renyi model does not take into account the impact of the clustering process, while a random graph can be considered as an ideal model option for investigating complex networks [27].

2.2.2. Barabási–Albert Model

The most popular model, having degree distribution in power-law edges, is the Barabási–Albert model [29]. Concretely, the corresponding graphs are constructed under a dynamic process where the edges are added one by one to a core. The probability of a new edge to be linked with an existing one is proportional to the degree of the latter. According to the above, the edges with a high degree of distribution are more likely to be selected as adjacent to the new edges. Once this occurs, the degree of all edges will be increased so that there are more possibilities to be chosen in the future. This process creates a graph with a degree distribution that is characterized by a power-law tail as the number of edges tends to infinity.

The Barabási–Albert model presents a very small average-shortest-path length of a random graph as well as a clustering coefficient. This coefficient decreases with the size of the network and is lower than in real networks. The representation of the community structure of the actual complex networks is properly introduced in Figure 1.

![Figure 1. The Barabási–Albert model.](image-url)
2.3. Epidemic Models in Biological Networks

As a second category of complex networks, biological neural networks of living organisms along with their epidemic networks, are considered. More specifically, two main types of biological networks exist. In addition, we propose a reference to networks based on the heritage/legacy of individuals by utilizing the genetic material (deoxyribonucleic acid—DNA) in conjunction with common attributes that these corresponding individuals come up with from their predecessors. Additionally, the epidemic activity of complex networks utilized by the nodes sensitivity is presented. Furthermore, different scenarios are investigated, like the transferable filial diseases (airborne or sexually transmitted) among humans, which is propagated through different categories of networks, like complex internet ones, or social networks, or even among computers.

This category of networks is also similar to biological networks in terms of utilizing networking either among communities in living organisms or among organism functions. For example, the ecosystem, subsections, and nervous system of the brain, which is perhaps the most studied by scientists.

3. Fuzzy Epidemics

Biological pathogens, such as influenza, measles, as well as sexually transmitted diseases, can result in infectious and contaminating diseases, especially in cases where epidemic diseases are considered. These diseases have the major characteristic of transmitting among individuals. Epidemics are capable of massively contaminating the population or can be dormant for a long time without any evidence of their presence. In extraordinary cases, one unique disease outburst can have a considerable and critical impact on a whole culture; for example, one can consider the entity of epidemics activated by the entry of Europeans in America or even the deadly epidemic of smallpox as featured by the British during the 15th century.

3.1. Transmitted Diseases in Networks

An infectious disease can be spread among individuals within a population of a complex network, as thoroughly displayed in [30]. The network of contacts can lead to the spread and expansion of a corresponding contamination. If these individuals physically encounter each other, then they are likely to catch the disease. Therefore, the precision of the model in terms of the inherent network is of major importance in order to identify the epidemic spreading. A number of comparable works constitute the research of malware spread among computers [31].

3.2. Branching Processes

The branching process is considered as the elementary model of disease propagation, especially with respect to an airborne illness. These kinds of networks are often mentioned as trees, as presented in Figure 2. Transmission waves utilize the specific tree model by taking into consideration the following information: when a number of infections get involved in a healthy population by a group of individuals, at that point there exists a plausibility for the disease to be transmitted to a sensitive portion of this populace, in accordance with a random transmission possibility of the disease [18].
3.3. Susceptible–Infectious–Susceptible Model (SIS)

A basic variation regarding the epidemic models permits the hypothesis that people influenced by an epidemic can be infected a number of times. This characteristic epidemic model is deemed when the nodes interchange among the two phases, namely, the susceptible $S$ and infectious $I$. In this specific model, there is no third phase and the model returns back to susceptible ($S$). This is the reason for the naming of the SIS model. More importantly, SIR model information is taken into account when considering this process. More specifically, some individuals of the model are within the infectious phase, while the remaining are within the susceptible phase.

On the other hand, every individual that comes into the infectious phase stays infected for a steady time. For the specific period, the contaminated individuals can maintain the plausibility of reaching the infection from any sensitive neighbor. After this period of time, the infectious individuals, in other words, those that are not infected anymore, can return to the susceptible phase once more.

The SIS model, similar to the above-mentioned SIR model, can be extended so as to efficiently manage more complicated sorts of epidemic cases [5]. Specifically, these types include either diverse transmission possibilities among diverse node individuals, or possibilities of disease reclamation, where each infected node returns to the sensitive situation with some probability, and finally, multiple stages of infection with varying properties of disease between them [18].

3.4. Transient Contact Model

In the previous subsections, we have presented outbreak models that have rapidly evolved. The diseases, for example, sexually transmitted ones (e.g., HIV/AIDS), are
expanding into a large portion of individuals over longer time scales. However, this spreading takes several years to evolve in a network. This fact is a direct result of their course and, thus, depends mostly upon the quality of the sexual relationship of each pair. The majority of individuals have occasionally contacted a few times, whereas the properties of these concrete contacts may alternate amid disease propagation. As a result, novel connections and couples are considered, while others are broken up [18].

It is of major importance to identify that the sexual contacts, for this kind of correlating network, are temporary/transient. This fact lasts for a small period of time and through the total life of the epidemic.

3.5. Network Fuzzy Logic

A fuzzy epidemic is considered as a major aspect in disease transmission and epidemiology. More importantly, in recent works, users that are evidently sheltered or not to a specific illness are regarded to be in perilous situations of being categorized as diseased or non-diseased [13,32].

In our present manuscript, a different approach is introduced as we incorporate the concepts of fuzzy logic as well as atomic outcomes. People are deemed to be exposed to a considerable fuzzy aspect in terms of concrete functions of a fuzzy set membership; in the following, their reaction is classified by taking into account supplementary functions of a fuzzy set membership. As a next step, fuzzy set theory along with maximum likelihood were applied, and individual heterogeneity was calculated, thus giving us more realistic estimators than their classical counterparts.

Furthermore, assuming the case where hypothetical possibilities are taken into consideration, hypothetical probabilities under fuzzy logic settings can be determined. A probability distribution function \( r \) related to a fuzzy subset \( F \) is numerically equivalent to its degree of fuzzy membership function \( \mu_F \) [33], which is:

\[
  r(x) = \mu_F(x) \quad \forall x \in X
\]  

(8)

We shall briefly introduce basic components in a traditional fuzzy logic system (for detailed discussion, please refer to [34,35]) and then propose our connectionist model [36]. Such models, also known as parallel distributed processing (PDP) models, are essentially computational models used to model aspects of human thought through the perception, knowledge, and behavior of learning processes [37]. This results in the storage and retrieval of information from the system memory.

Often the architecture of such models substantially differs among different applications; however, all models present specific assumptions that collectively characterize the "connection" approach to cognitive science. It is also important that connectionist models maintain the style of human thinking as in vague logical systems.

We shall define fuzzy sets and linguistic variables. A fuzzy set \( F \) defined in a universe of discourse \( \mathbb{U} \) is characterized by a fuzzy membership function \( \mu_F(x) : \mathbb{U} \to [0, 1] \forall x \in \mathbb{U} \).

Thus, a fuzzy set \( F \) in \( \mathbb{U} \) may be represented as a set of ordered pairs. Each ordered pair consists of a generic element \( u \) and the degree of membership of any element of discourse to the fuzzy set. It is estimated by employing any fuzzy membership function as

\[
  F = \{(u, \mu_F(u)) | u \in \mathbb{U} \}
\]  

(9)

where \( u \) is called a support value if \( \mu_F(u) > 0 \).

If \( \mathbb{U} \) is a continuous universe and \( F \) is normal and convex (i.e., \( \max_{u \in \mathbb{U}} \mu_F(u) = 1 \) and \( \mu_F(\lambda u_1 + (1 - \lambda) u_2) \geq \min(\mu_F(u_1), \mu_F(u_2)) \), where \( (u_1, u_2) \in \mathbb{U} \) and \( \lambda \in [0, 1] \), then \( F \) is a fuzzy number.

A linguistic variable \( x \) in a universe of discourse \( \mathbb{U} \) is characterized by \( T(x) = \{T_1^x, T_2^x, \ldots, T_n^x\} \) and \( M(x) = \{M_1^x, M_2^x, \ldots, M_n^x\} \), where \( T(x) \) is the term set of \( x \). That is the set of names of linguistic values of \( x \) with each value \( T \), where \( T \) is a fuzzy number with membership function \( M_2^x \) defined on \( \mathbb{U} \). So \( M(x) \) is a semantic rule for associating
3.6. Contact Structure and Partnership Dynamics

Numerous utilized models of HIV eco-evolutionary dynamics utilize implied models that include the normal impacts of sexual contact given a concrete couple without impersonating the unequivocal dynamics of the configuration of a partner relationship [38]. Since our motivation stems from the fact that we are interested in exploring the way that issues around virulence evolution rely on the modeled contact structure, we examine a model with growing complexity levels in the contact structure, but at the same time, rearrange several of the remaining epidemiological forms (like the history of HIV as a within-host).

Figure 3 presents a schematic representation of the proposed model with explicit contact structure considering explicitly partnership dynamics [39]. Non-instantaneous partnership formation, which concerns people that are without any partner and spend a period as uncoupled, is presumed in the above schematic representation and comprises five categories related to different types of disease as well as values of partnership. Concretely, the five states are the following:

- Single (uncoupled) susceptible (or sensitive) individuals ($S$);
- Single infected (or contaminated) individuals ($I$);
- Concordant negative couples (i.e., susceptible–susceptible, $SS$) when both partners are susceptible;
- Discordant couples (i.e., susceptible–infected, $SI$);
- Concordant positive couples (i.e., infected–infected, $II$) when both partners are infectious.

![Figure 3. Schematic representation of model with explicit contact structure.](image)

Regarding schematic representation, solid arrows represent infection transitions (e.g., $S$ towards $I$), dotted arrows exhibit partnership dialysis and configuration (e.g., $S$ towards $SI$) and dashed arrows represent impacts on the rate of the infection, indicating transmission among the nodes of the pair (with blue color) as well as transmission among the nodes of an uncoupled pair (with red color).

The values of single (i.e., uncoupled) susceptible and infected people generate the rate of the configuration of each pair. Furthermore, associations and relationships among two individuals can either be suspended or even be modified into other types of relationships by infecting one out of two individuals. This corresponding model also incorporates another type of contact, namely when both individuals are uncoupled as well as individuals related to other partnerships. This means that these susceptible partners and susceptible uncoupled
individuals in any sort of association can also be contaminated by infected partners or infected uncoupled individuals in any sort of association.

4. HIV Transmission Simulation of Biological Network

The propagation of the AIDS syndrome, triggered by the HIV virus, in a sample of infusing drug users, is introduced and thoroughly discussed in this section. Several virus propagation scenarios with various diverse parametric transmission modes as well as syndrome investigations during this propagation are comprehensively utilized.

4.1. Proposed Model

In the European Union, it has been shown that 18 million of its population are drug users, which is 5% of the entire population (Retrieved 27 April 2021, from https://www.emcdda.europa.eu/). It is worth noting that out of 5%, a percentage equal to 0.63% is attributed to individuals that are HIV infected via shared needles [40]. In light of the above information, the present work examines the propagation of the virus through all injected drug users, with the average transmission of the epidemic being multiple syringes used by various users.

The proposed model addresses the following issues by utilizing Boolean variables:

- Is the individual aware of carrying the infection or not?
- Has the syringe been given to more than one individual or not?
- Is the individual aware of being infected or not?

This proposed model simulates the spread of HIV through sexual transmission within a small isolated human population. HIV can be transmitted in several ways, where sexual contact can be considered as the most common and widespread. However, HIV can also be transmitted with the use of syringes shared through blood transfusions of injecting drug users. Another transmission type could be through women with HIV that can transmit the virus to their babies before or during birth, or even later through breastfeeding.

The proposed method also determines, by means of a variable, the portion of the population that will be manually infected. As a result, when simulating the alternations of input data, new questions and potential problems arise as well as more distinctive outcomes occur. In this study, we based our proposed model by taking into consideration the following aspects:

- For how long will the individual use the syringe?
- How many individuals will use clean (new) needles?
- How many individuals share simultaneously the same needle?
- How often are individuals tested by a physician?

There are auxiliary input variables in the system, which provide the possibility to manually change the data of the model in order to come up with different outcomes and outputs. As a result, the model displays during the simulation the number of infected individuals and is aware of the disease percentage as well as the rate of infection on a weekly basis.

4.2. Random Graph

The equal probability of each pair of individuals concerning the aspect of contact, regardless of the other pairs, is based on the theory of the Erdős–Renyi random graph, as depicted in Algorithm 1. However, an epidemic needs even more time for the spreading to be achieved, so we alternated the transmission of the syndrome into the epidemic transiently contact model accordingly our proposed model, which is more appropriate.
Algorithm 1 Epidemic Transiently Contact Model.

1: **input** All possible edges are considered and included in the graph with equal probability $p$
2: **input** Variable $d$ that specifies the possibility of the unidirectional edges to be equally modified, i.e., if they are reciprocal
3: **for each** node $i$ **do**
4: **for each** node $j = i + 1 \ldots N$ **do**
5: Set a random number $u$ between 0 and 1 uniformly
6: if $p > u$ then
7: Create a mutual (reciprocal) edge between node $i$ and node $j$
8: else
9: if $d > u$ then
10: Create a directed edge from node $i$ to node $j$
11: Create a directed edge from node $j$ to node $i$
12: else
13: Create a directed edge from node $i$ to node $j$
14: Set a randomly chosen node $h$ from the set of all nodes except for $i$ and $j$ uniformly
15: Create a directed edge from node $h$ to node $i$
16: end if
17: end if
18: end for
19: end for

The overall time complexity of the algorithm to generate a random graph of $N$ nodes under the epidemic transiently contact model is $\Theta(N^2)$ as this is the time complexity to execute the two “for” loops. Specifically, for each new step, the algorithm acts in $\Theta(N)$ if one max directed edge per new node is created; otherwise, the complexity is $\Theta(NM)$ if $M$ the max directed edges per new node is created.

As aforementioned, we have modified the Erdős–Renyi random graph in the way that there is some dependence on whether or not the edges are present. This approach is taken into consideration because in many practical problems, the vertices are in fact randomly positioned in some geometric space (usually Euclidean). Furthermore, two vertices are adjacent if and only if the distance between them (in some specified norm) is less than a certain quantity. These corresponding points are usually uniformly distributed in $[0, 1]^n$.

In the present manuscript, we tried to incorporate some basic notations from the random-duster model by biasing the formula for the probability of a set of edges in order to favor certain kinds of graphs arising. In this kind of model, given a graph $G = G(V, E)$ and a set of edges $A \subseteq E$, let $c(V, A)$ denote the number of components of the graph in which the vertices are denoted by $V$ and the corresponding set of edges is denoted by $A$. Then, the probability that the edges that arise are exactly those in $A$ is [41]:

$$p^{|A|}(1 - p)^{|E| - |A|} q^{c(V, A)} \sum_{F \subseteq E} p^{|F|}(1 - p)^{|E| - |F|} q^{c(V, F)}$$

(10)

where $q$ is a positive integer used for favoring specific elements of a concrete graph. Namely, observe that when $q$ is equal to 1, the Erdős–Renyi model is recovered. In addition, if $q > 1$, graphs with many components are favored, whereas if $q < 1$, the connected graphs are favored. Notice that the study of this model is closely linked to percolation theory and statistical physics.
4.3. Implementation

In the current paper, the problem of the transmission of HIV through injectable drugs in Europe is presented. Thus, according to the data presented by the European Drug Report, a small sample was adapted to the simulation due to the decrease in percentage of users in Europe in recent years. More specifically, the percentage of injecting drug users diagnosed with AIDS has dropped by almost 40% as compared to the previous decade (Retrieved 27 April 2021, from https://www.emcdda.europa.eu/system/files/publications/11364/20191724_TDAt19001ENN_PDF.pdf). The sample used in the implementation is 300 as well as 500 users.

In addition to these samples, according to the study aforementioned [17], we consider a 0.63% disease possibility for the AIDS virus; based on the above, the percentage of the population that is initially infected and enters the model, corresponds to 0.63% of the entity. An important part of the application is considered the sharing of the same needle among drug individuals of the sample, which is implemented by the system’s random selection; if a person uses a syringe that “carries” the virus, there is 100% probability of becoming infected. Another issue that has to be taken into account is that after about two years (i.e., 100 weeks), the symptoms of the syndrome begin to appear.

For the verification of our proposed methodology, four different scenarios have been implemented, as shown in Table 2. More specifically, Tables 2 and 3 present the percentages of fuzziness, which has been studied during the experiments. In the first part (out of four) of Table 3, no fuzziness was applied, while in the other three examples, percentages of fuzziness equal to 10%, 30%, and 50%, respectively, were applied. The primary research reason for choosing the specific scenarios is twofold. First, the comparison between the absence of fuzziness and different percentages of fuzziness will provide us with important insights. Second, the three different percentages are thoroughly selected until the percentage of 50% because, if the results exceed this upper bound, the results will not be meaningful in terms of the problem we are trying to resolve.

From the two above-mentioned tables, the results shown in Tables 4–7 are depicted. Concretely, Tables 4 and 5 introduce the outcomes of the first two scenarios where the sample is 300 individuals and they are obliged to carry out one and two tests per year, respectively. On the other hand, Tables 6 and 7 present the results of the last two scenarios where the sample is 500 individuals and are obliged to carry out one and two tests per year, respectively.

**Table 2.** Four different scenarios.

| Scenario | 1 | 2 | 3 | 4 |
|----------|---|---|---|---|
| Number of Users | 300 | 300 | 500 | 500 |
| Number of Tests per Year | 1 | 2 | 1 | 2 |

**Table 3.** Data of the twelve examples for four different scenarios.

| Features  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
|-----------|---|---|---|---|---|---|---|---|---|----|----|----|
| Percentage of Fuzziness | 0% Fuzzy | 10% Fuzzy | 30% Fuzzy | 50% Fuzzy |
| Shared Syringe | 10 | 0 | 7 | 9 | 0 | 7 | 7 | 0 | 6 | 5 | 0 | 4 |
| New Syringe | 0 | 10 | 3 | 0 | 9 | 2 | 0 | 7 | 1 | 0 | 5 | 1 |
| Fuzzy | 0 | 0 | 1 | 1 | 1 | 3 | 3 | 3 | 5 | 5 | 5 | 5 |
Table 4. People regarding the first scenario for a different number of weeks.

| Option of Illness | 100 | 390 | 1390 | 2390 | 3930 |
|-------------------|-----|-----|-------|------|------|
| **0% Fuzzy—1st example** |     |     |       |      |      |
| AIDS-             | 298 | 290 | 240   | 142  | 126  |
| AIDS+             | 0   | 2   | 41    | 138  | 174  |
| AIDS?             | 2   | 8   | 19    | 20   | 0    |
| **0% Fuzzy—2nd example** |     |     |       |      |      |
| AIDS-             | 298 | 298 | 298   | 298  | 298  |
| AIDS+             | 0   | 2   | 2     | 2    | 2    |
| AIDS?             | 2   | 0   | 0     | 0    | 0    |
| **0% Fuzzy—3rd example** |     |     |       |      |      |
| AIDS-             | 297 | 288 | 200   | 135  | 119  |
| AIDS+             | 0   | 5   | 63    | 156  | 181  |
| AIDS?             | 3   | 7   | 37    | 9    | 0    |
| **10% Fuzzy—4th example** |     |     |       |      |      |
| AIDS-             | 293 | 288 | 191   | 135  | 130  |
| AIDS+             | 3   | 5   | 74    | 162  | 170  |
| AIDS?             | 4   | 7   | 35    | 3    | 0    |
| **10% Fuzzy—5th example** |     |     |       |      |      |
| AIDS-             | 296 | 285 | 217   | 148  | 128  |
| AIDS+             | 0   | 9   | 55    | 141  | 172  |
| AIDS?             | 4   | 6   | 28    | 11   | 0    |
| **10% Fuzzy—6th example** |     |     |       |      |      |
| AIDS-             | 297 | 288 | 234   | 178  | 145  |
| AIDS+             | 0   | 4   | 54    | 109  | 155  |
| AIDS?             | 3   | 8   | 12    | 13   | 0    |
| **30% Fuzzy—7th example** |     |     |       |      |      |
| AIDS-             | 298 | 298 | 298   | 298  | 298  |
| AIDS+             | 0   | 2   | 2     | 2    | 2    |
| AIDS?             | 2   | 0   | 0     | 0    | 0    |
| **30% Fuzzy—8th example** |     |     |       |      |      |
| AIDS-             | 292 | 290 | 258   | 189  | 138  |
| AIDS+             | 2   | 4   | 32    | 88   | 162  |
| AIDS?             | 4   | 6   | 10    | 23   | 0    |
| **30% Fuzzy—9th example** |     |     |       |      |      |
| AIDS-             | 294 | 285 | 213   | 153  | 136  |
| AIDS+             | 2   | 5   | 64    | 134  | 164  |
| AIDS?             | 4   | 10  | 23    | 13   | 0    |
| **50% Fuzzy—10th example** |     |     |       |      |      |
| AIDS-             | 298 | 298 | 298   | 298  | 298  |
| AIDS+             | 0   | 2   | 2     | 2    | 2    |
| AIDS?             | 2   | 0   | 0     | 0    | 0    |
| **50% Fuzzy—11th example** |     |     |       |      |      |
| AIDS-             | 296 | 294 | 277   | 264  | 210  |
| AIDS+             | 0   | 2   | 16    | 31   | 90   |
| AIDS?             | 4   | 4   | 7     | 5    | 0    |
Table 5. People regarding the second scenario for a different number of weeks.

| Option of Illness | 100 | 390 | 1390 | 2390 | 3930 |
|------------------|-----|-----|------|------|------|
| **0% Fuzzy—1st example** |
| AIDS-            | 295 | 294 | 290 | 284 | 284 |
| AIDS+            | 2   | 4   | 4   | 16  | 16   |
| AIDS?            | 3   | 4   | 6   | 0   | 0    |
| **0% Fuzzy—2nd example** |
| AIDS-            | 298 | 298 | 298 | 298 | 298 |
| AIDS+            | 0   | 2   | 2   | 2   | 2    |
| AIDS?            | 2   | 0   | 0   | 0   | 0    |
| **0% Fuzzy—3rd example** |
| AIDS-            | 295 | 292 | 291 | 291 | 291 |
| AIDS+            | 0   | 5   | 9   | 9   | 9    |
| AIDS?            | 5   | 3   | 0   | 0   | 0    |
| **10% Fuzzy—4th example** |
| AIDS-            | 295 | 290 | 258 | 254 | 254 |
| AIDS+            | 1   | 4   | 39  | 46  | 46   |
| AIDS?            | 4   | 6   | 3   | 0   | 0    |
| **10% Fuzzy—5th example** |
| AIDS-            | 298 | 298 | 298 | 298 | 298 |
| AIDS+            | 0   | 2   | 2   | 2   | 2    |
| AIDS?            | 2   | 0   | 0   | 0   | 0    |
| **10% Fuzzy—6th example** |
| AIDS-            | 296 | 292 | 273 | 273 | 273 |
| AIDS+            | 1   | 3   | 27  | 27  | 27   |
| AIDS?            | 3   | 5   | 0   | 0   | 0    |
| **30% Fuzzy—7th example** |
| AIDS-            | 296 | 288 | 261 | 244 | 244 |
| AIDS+            | 0   | 5   | 35  | 56  | 56   |
| AIDS?            | 4   | 7   | 4   | 0   | 0    |
| **30% Fuzzy—8th example** |
| AIDS-            | 298 | 298 | 298 | 298 | 298 |
| AIDS+            | 0   | 2   | 2   | 2   | 2    |
| AIDS?            | 2   | 0   | 0   | 0   | 0    |
| **30% Fuzzy—9th example** |
| AIDS-            | 294 | 288 | 278 | 278 | 278 |
| AIDS+            | 2   | 5   | 22  | 22  | 22   |
| AIDS?            | 4   | 7   | 0   | 0   | 0    |
| **50% Fuzzy—10th example** |
| AIDS-            | 295 | 288 | 259 | 253 | 253 |
| AIDS+            | 0   | 5   | 36  | 47  | 47   |
| AIDS?            | 5   | 7   | 5   | 0   | 0    |
| **50% Fuzzy—11th example** |
| AIDS-            | 298 | 298 | 298 | 298 | 298 |
| AIDS+            | 0   | 2   | 2   | 2   | 2    |
| AIDS?            | 2   | 0   | 0   | 0   | 0    |
| **50% Fuzzy—12th example** |
| AIDS-            | 296 | 294 | 293 | 293 | 293 |
| AIDS+            | 0   | 4   | 7   | 7   | 7    |
| AIDS?            | 4   | 2   | 0   | 0   | 0    |
| Option of Illness | 100 | 390 | 1390 | 2390 | 3930 |
|-----------------|-----|-----|------|------|------|
| **0% Fuzzy—1st example** |     |     |      |      |      |
| AIDS-           | 491 | 489 | 385  | 260  | 211  |
| AIDS+           | 2   | 3   | 78   | 214  | 289  |
| AIDS?           | 7   | 8   | 37   | 26   | 0    |
| **0% Fuzzy—2nd example** |     |     |      |      |      |
| AIDS-           | 497 | 497 | 497  | 497  | 497  |
| AIDS+           | 0   | 3   | 3    | 3    | 3    |
| AIDS?           | 3   | 0   | 0    | 0    | 0    |
| **0% Fuzzy—3rd example** |     |     |      |      |      |
| AIDS-           | 491 | 483 | 312  | 190  | 172  |
| AIDS+           | 1   | 4   | 131  | 294  | 328  |
| AIDS?           | 8   | 13  | 57   | 16   | 0    |
| **10% Fuzzy—4th example** |     |     |      |      |      |
| AIDS-           | 492 | 482 | 384  | 235  | 219  |
| AIDS+           | 2   | 5   | 78   | 247  | 281  |
| AIDS?           | 6   | 13  | 38   | 18   | 0    |
| **10% Fuzzy—5th example** |     |     |      |      |      |
| AIDS-           | 497 | 497 | 497  | 497  | 497  |
| AIDS+           | 0   | 3   | 3    | 3    | 3    |
| AIDS?           | 3   | 0   | 0    | 0    | 0    |
| **10% Fuzzy—6th example** |     |     |      |      |      |
| AIDS-           | 491 | 477 | 283  | 183  | 171  |
| AIDS+           | 1   | 4   | 141  | 311  | 329  |
| AIDS?           | 8   | 18  | 67   | 6    | 0    |
| **30% Fuzzy—7th example** |     |     |      |      |      |
| AIDS-           | 497 | 479 | 283  | 169  | 173  |
| AIDS+           | 0   | 3   | 3    | 3    | 3    |
| AIDS?           | 3   | 0   | 0    | 0    | 0    |
| **30% Fuzzy—8th example** |     |     |      |      |      |
| AIDS-           | 492 | 475 | 294  | 231  | 223  |
| AIDS+           | 1   | 8   | 151  | 261  | 275  |
| AIDS?           | 7   | 17  | 55   | 8    | 0    |
| **50% Fuzzy—9th example** |     |     |      |      |      |
| AIDS-           | 491 | 483 | 312  | 190  | 172  |
| AIDS+           | 1   | 4   | 131  | 294  | 328  |
| AIDS?           | 8   | 13  | 57   | 16   | 0    |
| **50% Fuzzy—10th example** |     |     |      |      |      |
| AIDS-           | 497 | 497 | 497  | 497  | 497  |
| AIDS+           | 0   | 3   | 3    | 3    | 3    |
| AIDS?           | 3   | 0   | 0    | 0    | 0    |
| **50% Fuzzy—11th example** |     |     |      |      |      |
| AIDS-           | 494 | 487 | 326  | 241  | 221  |
| AIDS+           | 0   | 3   | 114  | 246  | 279  |
| AIDS?           | 6   | 10  | 60   | 13   | 0    |

Table 6. People regarding the third scenario for a different number of weeks.
Table 7. People regarding the fourth scenario for a different number of weeks.

| Option of Illness | 100  | 390  | 1390 | 2390 | 3930 |
|-------------------|------|------|------|------|------|
| **0% Fuzzy—1st example** |      |      |      |      |      |
| AIDS-             | 487  | 477  | 417  | 391  | 376  |
| AIDS+             | 3    | 13   | 74   | 106  | 123  |
| AIDS?             | 10   | 10   | 9    | 2    | 0    |
|                   |      |      |      |      |      |
| **0% Fuzzy—2nd example** |      |      |      |      |      |
| AIDS-             | 497  | 497  | 497  | 497  | 497  |
| AIDS+             | 0    | 3    | 3    | 3    | 3    |
| AIDS?             | 3    | 0    | 0    | 0    | 0    |
|                   |      |      |      |      |      |
| **0% Fuzzy—3rd example** |      |      |      |      |      |
| AIDS-             | 486  | 481  | 413  | 343  | 318  |
| AIDS+             | 4    | 14   | 70   | 141  | 182  |
| AIDS?             | 10   | 5    | 17   | 16   | 0    |
|                   |      |      |      |      |      |
| **10% Fuzzy—4th example** |      |      |      |      |      |
| AIDS-             | 488  | 487  | 446  | 412  | 395  |
| AIDS+             | 4    | 9    | 45   | 80   | 105  |
| AIDS?             | 8    | 4    | 9    | 8    | 0    |
|                   |      |      |      |      |      |
| **10% Fuzzy—5th example** |      |      |      |      |      |
| AIDS-             | 497  | 497  | 497  | 497  | 497  |
| AIDS+             | 3    | 3    | 3    | 3    | 3    |
| AIDS?             | 3    | 0    | 0    | 0    | 0    |
|                   |      |      |      |      |      |
| **10% Fuzzy—6th example** |      |      |      |      |      |
| AIDS-             | 493  | 485  | 435  | 365  | 331  |
| AIDS+             | 0    | 10   | 57   | 115  | 169  |
| AIDS?             | 7    | 5    | 8    | 17   | 0    |
|                   |      |      |      |      |      |
| **30% Fuzzy—7th example** |      |      |      |      |      |
| AIDS-             | 488  | 485  | 448  | 422  | 400  |
| AIDS+             | 5    | 10   | 43   | 73   | 100  |
| AIDS?             | 7    | 5    | 9    | 5    | 0    |
|                   |      |      |      |      |      |
| **30% Fuzzy—8th example** |      |      |      |      |      |
| AIDS-             | 497  | 497  | 497  | 497  | 497  |
| AIDS+             | 0    | 3    | 3    | 3    | 3    |
| AIDS?             | 3    | 0    | 0    | 0    | 0    |
|                   |      |      |      |      |      |
| **30% Fuzzy—9th example** |      |      |      |      |      |
| AIDS-             | 489  | 486  | 420  | 352  | 340  |
| AIDS+             | 3    | 9    | 62   | 140  | 160  |
| AIDS?             | 8    | 5    | 18   | 8    | 0    |
|                   |      |      |      |      |      |
| **50% Fuzzy—10th example** |      |      |      |      |      |
| AIDS-             | 492  | 478  | 417  | 392  | 380  |
| AIDS+             | 2    | 14   | 74   | 105  | 120  |
| AIDS?             | 6    | 8    | 9    | 3    | 0    |
|                   |      |      |      |      |      |
| **50% Fuzzy—11th example** |      |      |      |      |      |
| AIDS-             | 497  | 497  | 497  | 497  | 497  |
| AIDS+             | 0    | 3    | 3    | 3    | 3    |
| AIDS?             | 3    | 0    | 0    | 0    | 0    |
|                   |      |      |      |      |      |
| **50% Fuzzy—12th example** |      |      |      |      |      |
| AIDS-             | 492  | 486  | 461  | 454  | 443  |
| AIDS+             | 0    | 9    | 36   | 45   | 57   |
| AIDS?             | 8    | 5    | 3    | 1    | 0    |
5. Results

In the following, Tables 4–7 present the results for the four above-mentioned scenarios. Please notice the following three categories of users.

• AIDS-: users not infected by HIV.
• AIDS+: users infected by HIV and they know it (they have been tested).
• AIDS?: users who have no knowledge if they are (or not) infected by HIV and they have not passed the one year time limit in order to be tested.

First Scenario: Table 4 shows that examples 2, 5, 8, and 11 achieve the same results. This is due to the fact that all users use a new syringe for every drug use, thus resulting in the same percentage of infection in the sample, for example, 0.67%. Moreover, in examples 1, 4, 7, and 10, users sharing illegal substances are many and no one uses a new syringe. As a result, we can observe that the disease spreading increases rapidly in all four examples, although there is a large percentage of fuzziness in examples 4 (with 10%), 7 (with 30%) and 10 (with 50%). In these examples, the rates of infection range from 40% to 56% as we do not know what the whole sample is doing; that is, when we have a percentage of fuzziness equal to 30%, we actually do not know what 3 out of 10 users are doing (sharing or using a new syringe in each contact).

Regarding examples 3, 6, 9, and 12, the simulation in the sample is closer to reality; that is, some of the users are using illicit substances with a new syringe. An increase in the spread of the virus is depicted, as disease spreading rates range from 25% to 55%. In addition, the largest value is presented in example 6 with the percentage of fuzziness equal to 10%, whereas the lowest value is presented in example 12 with a percentage of fuzziness equal to 50%. These results are justified as the percentage of fuzziness in example 6 is less than the corresponding value in example 12.

It should be noted that, in these examples, each user has been forced to do an HIV test once a year.

Second Scenario: Table 5 shows, similarly to Table 4, that examples 2, 5, 8, and 11 achieve the same results. As a result, the percentage of infection in the sample remained the same, for example, 0.67%. Moreover, in examples 1, 4, 7, and 10, users sharing illegal substances are 10, 9, 7 and 5 out of 10 (according to Table 3 and the corresponding fuzziness) and no one uses a new syringe. Thus, it is observed that the disease spreading increases in an even more rapid way, in all four examples, than in Table 4.

Furthermore, this increase reaches its biggest value in a shorter time, for example, 2390 weeks in all four examples, despite the fact that fuzziness plays an important role in the last three examples. In these examples, the rates of infection range from 5% to 20% and this decrease, compared to Table 4, is due to the number of mandatory HIV test samples submitted over time, which are two instead of one.

As in Table 4, results in examples 3, 6, 9, and 12 present a sharp decrease in virus spreading. The disease spreading values range from 1.3% to 9%, with the largest value being in example 6 with the percentage of fuzziness equal to 10%. On the other hand, the lowest values are presented in examples 1 and 12 with the percentage of fuzziness equal to 0% and 50%, respectively.

Third Scenario: The examples 2, 5, 8, and 11 in Table 6 perform exactly like the corresponding ones in previous Tables 4 and 5. The only difference lies in the rate of infection, which has a value equal to 0.8% (the infection rate has a starting value equal to 0.8% and not 0.63% as the probability of infection lies between 3.15 and 500 under the $500 \times 0.0063 = 3.15$). This is justified as all users use a new syringe in every drug use.

Examples 1, 4, 7, and 10 perform similarly to Table 5, whereas the rates of infection range from 50% to 62%. We also anticipated that examples 3, 6, 9, and 12 would be closer to reality, and the values prove our assumptions. In addition, a marked increase in the spread of the virus is observed where the rates of infection range from 52% to 68%. More specifically, the highest value is achieved in example 9 with the percentage of fuzziness equal to 30%, while the lowest value is achieved in example 12 with the percentage of fuzziness equal to 50%.
Fourth Scenario: As we anticipated, the results in examples 2, 5, 8, and 11 in Table 7 perform in the same way as in previous Tables. Moreover, the rate of infection has a value equal to 0.8%, as in Table 6. In examples 1, 4, 7, and 10, no new syringe is used and the number of users sharing illegal substances is 10, 9, 7 and 5 out of 10, respectively. It is also observed that the increase in the disease spread does not rise in a quick way and thus, it achieves more promising results for all the corresponding examples. The values of infection in the sample range from 13% to 25%, and this is presented due to the two mandatory HIV test samples submitted over time.

Finally, we noticed a pronounced decrease in the spread of the virus in terms of the corresponding results of Table 5, regarding examples 3, 6, 9, and 12. More specifically, the rates of infection range from 9.5% to 36%, where the highest value is achieved when the percentage of fuzziness is equal to 0%, and the lowest value is achieved when the percentage of fuzziness is equal to 50%.

5.1. Comparing All Four Scenarios

Tables 8–11 depict the results from the virus spreading scenarios with the most plausible values (i.e., some users use illegal substances with a new syringe while others share the same); that is, we have used the results from examples 3, 6, 9 and 12. The results are grouped by the value of fuzziness, and both population samples (i.e., 300 and 500 individuals) are displayed in order for the comparison to be manifested.

| Option of Illness | 100 | 390 | 1390 | 2390 | 3930 | 100 | 390 | 1390 | 2390 | 3930 |
|-------------------|-----|-----|------|------|------|-----|-----|------|------|------|
| AIDS-             | 297 | 288 | 200  | 135  | 119  | 491 | 483 | 312  | 190  | 172  |
| AIDS+             | 0   | 5   | 63   | 156  | 181  | 1   | 4   | 131  | 294  | 328  |
| AIDS?             | 3   | 7   | 37   | 9    | 0    | 8   | 13  | 57   | 16   | 0    |
| 2nd scenario—2 tests—300 users |         |     |      |      |      |     |     |      |      |      |
| AIDS-             | 295 | 292 | 291  | 291  | 291  | 486 | 481 | 413  | 343  | 318  |
| AIDS+             | 0   | 5   | 9    | 9    | 9    | 4   | 14  | 70   | 141  | 182  |
| AIDS?             | 5   | 3   | 0    | 0    | 0    | 10  | 5   | 17   | 16   | 0    |

Table 9. Comparison between the four scenarios for a different number of weeks by considering the 6th example with 10% fuzzy.

| Option of Illness | 100 | 390 | 1390 | 2390 | 3930 | 100 | 390 | 1390 | 2390 | 3930 |
|-------------------|-----|-----|------|------|------|-----|-----|------|------|------|
| AIDS-             | 296 | 285 | 217  | 148  | 128  | 491 | 477 | 292  | 183  | 171  |
| AIDS+             | 0   | 9   | 55   | 141  | 172  | 1   | 5   | 141  | 311  | 329  |
| AIDS?             | 4   | 6   | 28   | 11   | 0    | 8   | 18  | 67   | 6    | 0    |
| 2nd scenario—2 tests—300 users |         |     |      |      |      |     |     |      |      |      |
| AIDS-             | 296 | 292 | 273  | 273  | 273  | 493 | 485 | 435  | 365  | 331  |
| AIDS+             | 1   | 3   | 27   | 27   | 27   | 0   | 10  | 57   | 115  | 169  |
| AIDS?             | 3   | 5   | 0    | 0    | 0    | 7   | 5   | 8    | 17   | 0    |

In more detail, in Table 8, with a fuzziness of 0%, the increase in the spread of the virus as the number of weeks increases is clearly visible since this spread in the results concerning the one mandatory blood test per year (scenarios 1 and 3), for both samples, is fairly fast with spread rates ranging from 34% to 52%. On the other hand, assuming
two mandatory blood tests per year (scenarios 2 and 4), the rates of the virus spread range from about 1.3% to 36%, respectively.

The results in Table 9 with fuzziness of 10% are almost the same as in Table 8. Specifically, for scenarios 1 and 3, the increase in the virus spreading is fast where the spread percentages present values from about 25% to 55%, respectively. On the other hand, in scenarios 2 and 4, we notice that the virus spreading does not increase so rapidly as it presents values from about 9% to 17%, respectively.

Table 10 presents the results where the percentage of fuzziness is equal to 30%. We can observe that the values are identical with the ones of the previous tables. Concretely, for scenarios 1 and 3, the increase in the spread of the virus in both samples ranges from about 45–68%, respectively. While in scenarios 2 and 4, we notice that these percentages are adequately lower, presenting values from about 1.3–8%, respectively.

5.2. Discussion

Studying complex networks can solve various real-world problems and can be applied to a variety of scientific fields. They make it possible to investigate any scientific network according to the requirements of each real-world area and, of course, based on the input data of each concrete network. Complex networks also provide a view of the composition entities of a network resulting in the creation of arbitrarily configured networks. Additionally, it is possible for these entities to be at any moment removed from the network.
Because of their efficiency described above, complex networks are becoming both popular and attractive.

It is of major importance to notice that studying and understanding the processes utilized in complex networks presents new horizons for researchers to investigate and solve many problems (e.g., diseases diffusion and propagation, mutations) in terms of these networks. The science of molecular biology considers distinct complex networks consisting of numerous interacting parts with different structures, such as enzymes, genes, and proteins. In addition, in the area of epidemiology, beyond the examination of complex networks, the corresponding complex networks are initially analyzed, then modeled and finally simulated in the form of toolboxes.

Any similar approaches in the context of epidemics fail in understanding the principles of random graphs and especially in the corresponding problem we are investigating. Regarding fuzzy estimators, let us assume that we are interested in answering the question “What is the fuzzy probability that a very sexually active individual will develop AIDS?”. Then, the fuzzy ratio is considered as we are dealing with the conditional probability that this specific individual will develop AIDS with a certain speed given that he/she is subject to a certain risk due to his/her sexual activity level.

According to the individuals who make up each society (300 and 500 people), a significant difference regarding the results was observed. More specifically, when a run of our proposed technique was performed in a larger sample of people and after many tests, it was found that the sample with the 500 individuals proportionally achieved the greatest improvement in the results in terms of virus transmission with respect to the same conditions and parameters. This results in greater precision of the model in samples approaching the real world.

6. Conclusions and Future Work

In this paper, a fuzzy implementation based on complex network theory was introduced. In particular, the propagation of a corresponding disease (e.g., AIDS) to a sample of individuals with specific characteristics was simulated by implementing two different models of complex networks. The first scheme utilized the Erdős—Renyi model considering that the sample was selected from the original population and assuming that the relationships between individuals follow the random graph; also, in this model, the virus transmission is based on the epidemic contact transient model. On the other hand, in the second scheme utilized, different scenarios were investigated and performed and also different conditions within the sample were measured in order to obtain the results through the process of fuzzy simulations, which cannot be effectively implemented in the real world. These results depict the evolution of formalism among the individuals of the concrete population. Furthermore, we can argue that this tool, according to the information obtained, can also be a preventive application to various diseases.

The study of multi-virus networks as well as the investigation of different epidemic models are some of the future expansions of our work. In addition, another future work that can extend our proposed application is the integration of distinctive algorithmic analytic methods along with the introduction of the theory of dynamic systems. Further analytical experimental evaluation of the application can be considered as a critical point since the system provides new examples through its auxiliary input variables. Finally, after simulating the model, we explored the notion that incorporating effective heuristics in terms of temporal graphs is something to be outlined and attracts a lot of interest.
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