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Abstract—In order to ensure safe autonomous driving, precise information about the conditions in and around the vehicle must be available. Accordingly, the monitoring of occupants and objects inside the vehicle is crucial. In the state-of-the-art, single or multiple deep neural networks are used for either object recognition, semantic segmentation, or human pose estimation. In contrast, we propose our Multitask Detection, Segmentation and Pose Estimation Network (MDSP) – the first multitask network solving all these three tasks jointly in the area of occupancy monitoring. Due to the shared architecture, memory and computing costs can be saved while achieving higher accuracy. Furthermore, our architecture allows a flexible combination of the three mentioned tasks during a simple end-to-end training. We perform comprehensive evaluations on the public datasets SVIRO and TiCaM in order to demonstrate the superior performance.

I. INTRODUCTION

For autonomous driving, not only the environment outside the vehicle must be analyzed, but also the interior [3]. Information about the number and position of occupants as well as objects located inside the vehicle can contribute decisively to safety. For instance, airbags save the lives of the driver and passengers, but can also cause serious injury or even death to children who are in a rear-facing child seat in the front passenger seat [4]. In case of accidents, these kind of injuries can be prevented or at least limited via the controlled deployment of airbags [5]. In addition, interior monitoring can be used for daily situations such as a handover [6] in autonomous driving. Monitoring of the rear seats can also be of great interest, e.g. in case of a forgotten baby in the vehicle [7].

Interior monitoring is still a relatively new discipline in computer vision, partly because the recently released SVIRO [1] and TiCaM [2] datasets are the first to cover occupancy monitoring and provide data for segmentation, object detection and pose estimation. So far the vast majority of existing approaches address these challenges using single task networks. However, single task networks typically suffer from great computational effort and long inference times.

In this paper, we present our multitask deep learning based approach MDSP (Multitask Detection, Segmentation and Pose Estimation) for fully comprehensive monitoring of vehicle occupancy. As illustrated in Figure 1, we perform a joint multi-class object detection and semantic segmentation extended with a 2D multi-person pose estimation. In contrast to state-of-the-art approaches using single task networks, we are the first in the field of occupancy monitoring using multitask learning to solve multiple tasks with a single network. On the one hand, this reduces the number of weights to save memory, and on the other hand, it can improve accuracy [8]. Our novel architecture combines the heads of established networks [9], [10], [11] using a shared backbone. We evaluate our model through extensive experiments based on the two datasets SVIRO [1] and TiCaM [2] which are used for occupancy monitoring. In these experiments, we consider front and rear seats in different vehicles using real and synthetic images. Furthermore, intensive tests and comparisons are performed between the proposed multitask network and corresponding single task alternatives.

Fig. 1. Exemplary results of our MDSP – a multitask network for joint object detection, semantic segmentation and human pose estimation for occupancy monitoring on (a) synthetic SVIRO [6] for the back as well as the front seats on (b) synthetic and (c) real TiCAM [7].

II. RELATED WORK

Multitask Learning. In the last few years, multitask learning (MTL) [12], [13] has achieved great success in the
field of computer vision. It is used to learn multiple tasks jointly, such as image classification in multiple domains [14] or object detection and semantic segmentation [15]. Unlike classic single task learning (STL), which typically uses a backbone and a single network head to generate output, MTL generally employs multiple task-specific heads and shared backbone-layers [16], [17]. By maintaining shared feature representation even in deep network layers, we can profit from a symbiosis of the individual tasks [18]. Network speed can also be increased and computing costs reduced.

The combination of object detection and segmentation has already been addressed in various models. For example, Mask R-CNN [12] performs object detection and instance segmentation for multiple tasks. It can also be extended to include keypoint detection through additional one-hot masks for keypoint prediction. Similar to Mask R-CNN, MultiPoseNet [19] is used for joint object detection, instance segmentation and human pose estimation, but it can only be applied to single class. Kim et al. [20] present a multitask network to interior monitoring using lightweight mobilenets to determine head-pace and the state of the eyes and mouth. To the best of our knowledge, Multitask CenterNet [8] is the only network that solves the problem of joint object detection and semantic segmentation for multiple classes augmented by human pose estimation. However, Multitask CenterNet does not explicitly address the problem of occupancy monitoring. We close this gap by building the first multitask occupancy monitoring approach. It is based on established single task networks [9], [10], [11] and performs tightly coupled joint object detection and semantic segmentation for multiple classes as well as human pose estimation.

Single Task Learning. Since there are no competing MTL methods in occupancy monitoring, we examine single task approaches in more detail. In recent years, deep learning approaches [21], [22] have proven to be the way to go, outperforming classical methods in the active field of object detection. Most of the proposed methods can be divided into two general approaches, one stage [22] and two stage detectors [23], [24]. The advantage of the one stage method, in contrast to the two stage method, is that classification and localization are achieved in one step. On the one hand, this leads to a lower accuracy, but on the other hand, it also results in a significantly shorter interference time. Aiming towards a fast multitask network with competitive accuracy, we choose a one stage approach for our MDSP by adapting the multi-scale detection which is the basis of YOLOv3 [11].

Similar to object detection, semantic segmentation also achieves great success using deep neural networks. The work of Long et al. [25] on transforming an image classification network into a fully convolutional one is a crucial milestone in the field of semantic segmentation. The FCN architecture is also used in the field of occupancy monitoring by Dias da Cruz et al. [1] to detect rear seat occupancy. In our work, we choose some weight-optimized blocks of Light-Weight RefineNet [10], an encoder-decoder based structure, that are closely linked to the path of object detection.

The third computer vision task to be considered is the 2D multi-person pose estimation, which can be divided into top-down and bottom-up approaches. In bottom-up approaches [26], the body joints are first detected in order to assign them to individual person instances. Top-down approaches usually consist of a combination of person detector and a single-person pose estimation method. This leads to a high accuracy, but also to a higher inference time. Guesdon et al. [27] does further research with established state of the art top-down techniques for single-person driver pose estimation without an additional person detector. The head of our human pose estimation branch is based on the method of Cao et al. [26] which includes several stages for predicting pairwise relationships (partial affinity fields) between keypoints, followed by a final stage for predicting the keypoints themselves. This bottom-up approach allows us to quickly identify multiple persons at once.

By combining three real-time capable networks, we create with MDSP (see Figure 2) a novel approach for fast joint object detection, semantic segmentation, and human pose estimation. Furthermore, MDSP reduces the number of trainable parameters and enables faster inferences compared to three single task networks.

III. Method

In the following section, we present our multitask network MDSP for comprehensive occupancy monitoring. Using multitask learning, in addition to reducing the weight of the network, an increase in accuracy should also be achieved through shared layers and joint training. The network is inspired by established single task approaches [9], [10], [11] for fast joint object detection, semantic segmentation and human pose estimation. Furthermore, MDSP reduces the number of trainable parameters and enables faster inferences compared to three single task networks.
Fig. 2. Illustration of the proposed network MDSP. The shared backbone CSPDarknet53 [28], [29] is shown on the left. The right side shows the head to human pose estimation, object detection and semantic segmentation from top to bottom. The head of semantic segmentation is closely connected to the branch of object detection.

shaped tensor. \( N \) represents the spatial size of the tensor, \( B \) is the number of anchor boxes and \( C \) the number of classes. Moreover, to each anchor box we assign a confidence score for the objectness of the bounding box as well as four additional bounding box offsets. We use k-means clustering to determine three anchors per scale. In addition to the prediction layers, the feature maps of the Conv Set is also fed to another \( 1 \times 1 \) layer to reduce the depth. Afterwards, an upsampling by a factor of 2 followed by a concatenation with backbone features of the same resolution takes place to enhance context information. The feature maps resulting from the concatenation are then passed to the next Conv Set and the process is repeated to generate the outputs of the next two resolutions. Subsequently, a final non-maximum suppression is applied to the outputs.

The branch of semantic segmentation is highly connected to the layers of object detection. The pixelwise classification of the input images as well as its refinement is done in four stages, following the example of RefineNet [31]. The input of the first segmentation-stage are the output feature maps of the first Conv Set in the object detection path. This stage consists of a CRP followed by a single \( 1 \times 1 \) convolutional layer to adjust the depth of the resulting features. The CRP aims to capture contextual background information from a large image region. By sequencing multiple pooling layers, features are efficiently extracted under a stepwise increase of the receptive field and then fused together using a summation [31]. Each CRP consists of an alternating chain of four max-pooling and convolutional layers. At the end, the outputs of each convolutional layer are fused in the manner of a residual network. To reduce the number of parameters, we choose the weight-optimized CRP of Light-Weight RefineNet consisting of \( 5 \times 5 \) pooling with a stride of 1 and \( 1 \times 1 \) convolution layers. The structure of stage 2 and 3 is similar to stage 1, but a fusion block is placed before the CRP. Using \( 1 \times 1 \) convolutional layers to adjust the depth and a subsequent upsampling, the output of the previous stage is fused with the output of the next Conv Set of object detection via summation and is subsequently activated with ReLU. The resulting feature maps of these two stages are again obtained by CRP. The fourth and final stage is structured like the previous stages, except that we do not use features from object detection. Instead, we directly use high resolution features from an early backbone layer. The omission of an additional Conv Set, which would only be used by the segmentation, is intended to save network parameters. Finally, the resulting feature maps of the fourth stage are convolved with a \( 3 \times 3 \) layer to produce feature maps with channels equal to the number of classes. A final upsampling adjusts the spatial size of the output to the original image resolution. The close connection between object detection and semantic segmentation described above enables joint feature learning. By learning semantic features directly in the path of object detection, a performance increase of both tasks should be achieved.

As can be seen in Figure 2, the human pose estimation is only marginally connected to the rest of the network. We use backbone features with a stride of 8 for pose estimation, so only shallow encoder layers are shared by all three tasks. At the beginning the aforementioned backbone features are processed by the convolutional pose machine (CPM) [32], which consists of a sequence of ELU-activated convolutional layers to prepare features for the subsequent human pose estimation. The CPM is followed by three stages to form PAFs [26], which are pairwise connections between keypoints. Each stage consists of a series of five convolutional blocks and two \( 1 \times 1 \) layers. A convolutional block in turn consists of a sequence of three \( 3 \times 3 \) layers whose outputs are concatenated. The input of each stage is a concatenation between the output of the previous stage and
the features of the CPM. Compared to Cao et al. [26], we use only three stages to save parameters. The final stage is created in the same way, but instead of PAFs, heatmaps are predicted for each keypoint. Finally, heatmaps and PAFs of the last stage are resized to the original image resolution and grouping of keypoints takes place. All layers in the pose estimation and object detection are activated via ReLU and batch-normalization is used.

We train all three tasks in parallel using the loss function:

\[
L = \lambda_{\text{det}} L_{\text{det}} + \lambda_{\text{seg}} L_{\text{seg}} + \lambda_{\text{pose}} L_{\text{pose}}
\] (1)

The detection loss \( L_{\text{det}} \) is a slightly modified version of YOLOv3-loss. For the object and no-object losses, which penalize the network for finding no respectively wrong objects, we use the binary cross entropy loss. Furthermore, we use the mean squared error to determine the loss of the bounding boxes, whereas the class error is calculated using the cross entropy loss. The final detection loss \( L_{\text{det}} \) is obtained via a weighted summation of the partial losses. In the addition, the no-object-loss and the box-loss have a tenfold value, the remaining two components have a single value. We calculate the loss \( L_{\text{seg}} \) of semantic segmentation using the cross entropy loss. Following the approach of Cao et al. [26], the L2 loss is used for each stage of the human pose estimation to determine the error of the PAFs and confidence scores. The loss \( L_{\text{pose}} \) of the human pose estimation is determined via a single-weighted addition. The final loss \( L \) defined in (1) is calculated using a weighted addition. The weightings \( \lambda_{\text{det}}, \lambda_{\text{seg}} \) and \( \lambda_{\text{pose}} \) are determined via the dynamic weight average [16].

IV. Evaluation

In the following, we evaluate the performance of our MDSP. For this purpose, the two datasets SVIRO [1] and TiCaM [2] for occupancy monitoring are used. For the training of our MDSP, we mainly use the SVIRO dataset. SVIRO consists of 25,000 images, all synthetically generated and labeled for all required tasks. In addition, SVIRO is currently the only dataset that provides ground truth data for these three tasks within interior, which is required for a joint training of our MDSP. Each of these images shows a randomly generated interior scene from ten different vehicles. For the task of semantic segmentation and object detection, the shown instances are divided into the four classes Child seat, Infant seat, Person, Everyday objects and an additional fifth class Empty, which represents the background. To investigate the network’s ability to generalize to unseen interiors, we divide the images into three different sets for training and evaluation. The first set All cars contains the training data of all ten cars and is evaluated on the test data of these cars as well. The second set 5 Cars contains five different vehicles and the third X5 only one car. For the last two training sets, there are respective test sets that list all unused vehicles.

In addition to SVIRO, we performed other experiments on the TiCaM [2] dataset. This dataset consists of synthetic and real [33] annotated images for monitoring front seats and provides labels for object detection and semantic segmentation. For our experiments, the annotations provided by TiCaM are transformed into the five classes proposed by SVIRO.

At the beginning of the training, we random initialize the network weights and perform a pre-training on MS COCO [34] over 50 epochs for all three tasks. Subsequently, the network is trained another 50 epochs on SVIRO with a batch size of 4, regardless of the previously described selected training set. To achieve a low generalization-error [35], we pick stochastic gradient descent (SGD) with momentum over Adam. Furthermore, we choose a weight decay of \( 5 \cdot 10^{-5} \) and a momentum of 0.9. For SVIRO and TiCAM a learning rate of \( lr = 1 \cdot 10^{-4} \) is chosen for the detectors, which is reduced to \( 1 \cdot 10^{-5} \) for the second half of the training. The learning rate of the backbone is \( lr/10 \). Typically, training and evaluation are performed on images with resolution 416 × 416. Throughout the training, we use random rotation, mirroring, flipping, scaling, and noise as data augmentation. The same hyperparameters are used for training on TiCaM.

A. Ablation Study

Influence of multitask learning. In the first experiment, the added value of multitask learning is investigated in more detail. For this purpose, the network is trained as a single task as well as a multitask network with all possible task combinations. If tasks are not learned, the learning rate is set to zero and no loss is computed. The first step is a pre-training on MS COCO [34] followed by a fine-tuning on SVIRO [1] using the training and test set 5 Cars. The training is performed under the aforementioned conditions and the results are listed in Table I.

Looking at the average precision \( \text{AP}_{\text{det}} \) of the object detection, we can see a strong benefit from the multitask learning. Through the combination with the human pose estimation, the \( \text{AP}_{\text{det}} \) can be increased by almost 0.05 points to 0.442 from the original 0.394. The combination with semantic segmentation also leads to a slight increase in precision. Only the multitask network consisting of all three tasks caused a slight negative transfer with an \( \text{AP}_{\text{det}} \) of 0.388. In the case of semantic segmentation, a strong increase in performance can be seen in combination with object detection. This can

| Det | Task | Seg | Pose | \( \text{AP}_{\text{det}} \) | \( \text{mIoU} \) | \( \text{AP}_{\text{pose}} \) |
|-----|------|-----|------|----------------|---------------|--------------|
| \( \times \) | Single Task | \( \times \) | \( \times \) | 0.394 | - | - |
| \( \times \) | \( \times \) | \( \times \) | 0.453 | - | 0.536 |
| \( \times \) | Multitask | \( \times \) | \( \times \) | 0.403 | 0.507 | - |
| \( \times \) | \( \times \) | \( \times \) | 0.442 | 0.586 | 0.591 |
| \( \times \) | \( \times \) | \( \times \) | 0.457 | 0.556 | 0.575 |
be attributed to the close connection within the network architecture of the two tasks. Coupled with object detection, the mIoU is increased by almost 0.05 points. If the network is trained on all tasks together, we even find an increase in the mIoU of 0.11 points to 0.566. The joint training with only human pose estimation does not lead to any appreciable increase in performance. The human pose estimation benefits in all respects from the jointly trained backbone layers. The AP_pose increases by 0.04 to almost 0.06 points, depending on the combinations of tasks. A qualitative example of multiple network combinations can be seen in Figure 3.

**Generalization analysis.** For a neural network to be used for occupancy monitoring, a high level of generalization is required. Since only a limited number of different backgrounds (vehicle interiors), persons, everyday objects, as well as child and infant seats can be experienced during training, the network must be able to reliably classify and localize unknown objects in later use. Thus, the generalization of the network to unseen vehicles is analyzed in more detail in the second experiment. To this end, the network is trained on all three tasks jointly, using the aforementioned described training and test sets. Furthermore, the influence of different numbers of classes on the network performance is investigated. The network is trained to two (Empty, Person), four (no Everyday Objects) and all five classes. All evaluation results are presented in Table [I].

With a look at the results using all classes, there is a minimal drop in the AP of the object detection on 5 Cars compared to All Cars. In contrast, a heavy drop in AP from 0.403 to 0.284 can be observed when using the training sets X5. A similar behavior is found for semantic segmentation with a loss of nearly 0.1 (mIoU) and human pose estimation with one of 0.15 (AP) points. This immense drop in performance indicates that the network uses vehicle-specific features such as texture as a feature to classify objects when training with a single vehicle. If some different backgrounds are already seen during the training, it is much easier for the network to learn important vehicle-independent features. A similar issue is also noted by Dias Da Cruz et al. [1] in generating baseline results for SVIRO.

**Inference time.** The inference times of the multitask network in different task combinations are listed in Table [III]. Furthermore, the number of learnable parameters in the different network combinations is also shown. The times are measured on a NVIDIA GeForce RTX 2060 Super (GPU1), NVIDIA Jetson AGX Xavier (GPU2) and an AMD Ryzen 7 3800X (CPU). Trainable parameters (in million) are also given (last column).

---

**Table II**

| Train-Set | No. | Class | Det | AP | mIoU | Acc | Segm | AP | mIoU | Acc | Pose | AP | mIoU | Acc |
|-----------|-----|-------|-----|----|------|-----|-------|----|------|-----|------|----|------|-----|
| All Cars  | 2   |       | 0.674 | 0.936 | 0.838 | 0.956 | 0.593 | 0.785 |
|           | 4   |       | 0.463 | 0.815 | 0.709 | 0.926 | 0.616 | 0.824 |
|           | 5   |       | 0.403 | 0.768 | 0.585 | 0.916 | 0.588 | 0.792 |
| Cars      | 2   |       | 0.632 | 0.926 | 0.813 | 0.947 | 0.566 | 0.797 |
|           | 4   |       | 0.444 | 0.778 | 0.608 | 0.906 | 0.595 | 0.803 |
|           | 5   |       | 0.388 | 0.745 | 0.566 | 0.916 | 0.575 | 0.793 |
| X5        | 2   |       | 0.582 | 0.905 | 0.820 | 0.950 | 0.457 | 0.658 |
|           | 4   |       | 0.278 | 0.585 | 0.564 | 0.876 | 0.453 | 0.648 |
|           | 5   |       | 0.284 | 0.629 | 0.482 | 0.883 | 0.437 | 0.638 |

**Table III**

| Task | Seg | Pose | Mode | GPU1 | Time (ms) | GPU2 | CPU | No. Para |
|------|-----|------|------|------|-----------|------|-----|---------|
| Det  |     |      |      |      | Single Task |      |     |         |
|      |     |      |      |      | 424.6     |      |     | 47.7    |
|      |     |      |      |      | 243.9     |      |     |         |
|      |     |      |      |      | 230.6     |      |     |         |
|      |     |      |      |      | 17.6      |      |     |         |
|      |     |      |      |      | 17.3      |      |     |         |
|      |     |      |      |      | 17.3      |      |     |         |
|      |     |      |      |      | 389.9     |      |     | 29.7    |
|      |     |      |      |      | 386.8     |      |     |         |
|      |     |      |      |      | 434.8     |      |     |         |
|      |     |      |      |      | 268.6     |      |     |         |
|      |     |      |      |      | 196.2     |      |     |         |
|      |     |      |      |      | 263.4     |      |     |         |
|      |     |      |      |      | 281.8     |      |     | 16.4    |
|      |     |      |      |      | 657.8     |      |     |         |
|      |     |      |      |      | 30.6      |      |     |         |
|      |     |      |      |      | 244.0     |      |     |         |
|      |     |      |      |      | 620.7     |      |     |         |
|      |     |      |      |      | 121.6     |      |     |         |
|      |     |      |      |      | 667.9     |      |     |         |
|      |     |      |      |      | 1106.7    |      |     |         |
|      |     |      |      |      | 57.4      |      |     |         |
|      |     |      |      |      | 440.2     |      |     |         |
|      |     |      |      |      | 883.9     |      |     | 93.8    |
|      |     |      |      |      | Multitask |      |     |         |
|      |     |      |      |      | 434.9     |      |     | 50.0    |
|      |     |      |      |      | 145.4     |      |     |         |
|      |     |      |      |      | 404.2     |      |     |         |
|      |     |      |      |      | 484.9     |      |     |         |
|      |     |      |      |      | 676.6     |      |     |         |
|      |     |      |      |      | 34.7      |      |     |         |
|      |     |      |      |      | 252.6     |      |     |         |
|      |     |      |      |      | 612.7     |      |     | 64.7    |

---

Fig. 3. Qualitative analysis of four possible task combinations of MDSP. Joint object detection and semantic segmentation (top left), joint object detection and human pose estimation (bottom left), joint semantic segmentation and human pose estimation (top right) and all three tasks together (bottom right). The analysis is visualized on a test sample of SVIRO [1].
trained on all classes and task using the set 5 Cars.

By using multitask learning, the number of learnable parameters of joint object detection (Det) and semantic segmentation (Seg) can be reduced by over 35% compared to the single task network (STN). Using all three tasks, the number of parameters can be reduced by almost one third compared to the STN. These lighter architectures reduce the inference time of object detection and semantic segmentation by almost 30% compared to the STN. Furthermore, these two tasks can be executed with a frame rate of 36 FPS in real time. All three tasks together in the form of a multitask network yield a 22% lower inference time in direct comparison with the single task solutions. It is even reduced by 27% on less powerful mobile GPUs.

**Experiments on TiCaM.** In addition to SVIRO, we are also running some experiments with TiCaM [2], which only provides ground truth data for object detection and semantic segmentation. These tests are performed using synthetic as well as real images, as can be seen in Figure 1. For this purpose, we generate a validation set of 500 random images from the training data for each dataset. The training is performed on networks pre-trained with SVIRO over 20 epochs and in case of divergence it is stopped early. For all learning rates, a value of $10^{-5}$ is chosen excluding the human pose estimation layers, which are frozen. The evaluation for single task object detection and semantic segmentation, as well as the multitask combinations of these two tasks are listed in Table V. As can be seen, especially when using real images, the accuracy in terms of AP and mIoU is enhanced even by 0.035 points. Using synthetic images, we have a minor increase in AP of object detection and a slightly smaller mIoU of segmentation.

**B. Benchmark Evaluation**

In order to compare the performance of our MDSP with the benchmark leading methods, we perform a training with the BMW X5 data and evaluate it with all unseen vehicles included in SVIRO [1]. At the current date, the benchmark leading methods are Faster R-CNN [24], FCN32s [25], and Mask R-CNN [12], which are trained on the dataset by the SVIRO-Team [1] to generate a baseline. In addition, we create a further baseline in the area of one stage object detection with YOLOv3 [11]. The networks are trained on the BMW X5 and evaluated on all unseen vehicles, too. As can be seen from Table V, we outperform the single task baseline by over 0.04 points in the object detection domain with our MDSP (Seg + Dct). Looking at the AP$_{75}$ in particular, we even achieve an increase of almost 0.1 points. Furthermore, the mIoU of the semantic segmentation is also exceeded by more than 0.1 points. The poorer performance of the network consisting of all three tasks can be attributed to the limitation of training data to images containing persons due to inclusion of human pose estimation. However, with our network, we can significantly increase the AP of human pose estimation, especially the AP$_{75}$. Figure 4 shows a number of inference examples from different vehicles of our MDSP on SVIRO.

**V. CONCLUSION**

In this paper, we presented our multitask network MDSP for joint object detection, semantic segmentation and human pose estimation. Our MDSP consists of a combination of modified heads from three established single task networks [9], [10], [11], which all share a common backbone. Despite the close connection, all tasks can be trained independently of each other, which admits a flexible combination of them. By solving several tasks jointly, an increase in performance can be achieved. In addition, due to the shared network layers, significant savings can be gained in terms of the number of learnable parameters. This in turn leads to a reduction in inference time of the network. The aforementioned aspects make MDSP ideal for occupancy monitoring. Using multi-class semantic segmentation and object detection extended

**TABLE IV**

| Method | Det | Task | Pos | AP | AP$_{50}$ | AP$_{75}$ | Segmentation mIoU | Acc | AP | AP$_{50}$ | AP$_{75}$ |
|--------|-----|------|-----|----|----------|----------|-------------------|-----|----|----------|----------|
| Faster R-CNN [24] | | | | 0.349 | 0.653 | 0.314 | - | - | - | - | - |
| YOLOv3 [11] | | | | 0.354 | 0.691 | 0.294 | - | - | - | - | - |
| FCN32s [25] | | | | - | - | - | 0.432 | - | - | - | - |
| Mask R-CNN [12] | | | | - | - | - | - | - | 0.150 | 0.617 | 0.006 |

**TABLE V**

| Task | Seg | Data | AP | AP$_{50}$ | AP$_{75}$ | Segmentation mIoU | Acc |
|------|-----|------|----|----------|----------|-------------------|-----|
| Det  | Seg | | | | | | |
| Single Task | | | | | | | |
| syn | | | 0.694 | 0.990 | 0.808 | - | - |
| real | | | 0.325 | 0.413 | 0.494 | - | - |
| syn | | | - | - | - | 0.815 | 0.979 |
| real | | | - | - | - | 0.837 | 0.977 |
| Multitask | | | | | | | |
| syn | | | 0.701 | 0.993 | 0.817 | 0.807 | 0.974 |
| real | | | 0.349 | 0.494 | 0.440 | 0.872 | 0.979 |
with human pose estimation, a complete coverage of the situation in vehicles can be achieved. With the training on several datasets for occupancy monitoring, the suitability for mastering this task is repeatedly demonstrated.
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