Simulating the performance of a distance-3 surface code in a linear ion trap
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Abstract

We explore the feasibility of implementing a small surface code with 9 data qubits and 8 ancilla qubits, commonly referred to as surface-17, using a linear chain of $^{171}$Yb$^+$ ions. Two-qubit gates can be performed between any two ions in the chain with gate time increasing linearly with ion distance. Measurement of the ion state by fluorescence requires that the ancilla qubits be physically separated from the data qubits to avoid errors on the data due to scattered photons. We minimize the time required to measure one round of stabilizers by optimizing the mapping of the two-dimensional surface code to the linear chain of ions. We develop a physically motivated Pauli error model that allows for fast simulation and captures the key sources of noise in an ion trap quantum computer including gate imperfections and ion heating. Our simulations showed a consistent requirement of a two-qubit gate fidelity of $\geq 99.9\%$ for the logical memory to have a better fidelity than physical two-qubit operations. Finally, we perform an analysis of the error subsets from the importance sampling method used to bound the logical error rates to gain insight into which error sources are particularly detrimental to error correction.

1. Introduction

A quantum computer is a device engineered to utilize the complexity of a many-particle wavefunction for the purpose of solving computational problems. For specific problems, quantum algorithms are predicted to surpass the ability of classical information processing [1–6] but the computational space solvable by quantum algorithms has yet to be rigorously explored due to the absence of a working physical architecture. Experimental implementations of small quantum algorithms in systems containing under 10 qubits have been exhibited in a variety of architectures [7–17]. However, realization of a large-scale algorithm consisting of hundreds or thousands of qubits will require quantum error correction protocols that protect the quantum states from decoherence [18–20]. Error correction routines embed logical qubits into subspaces of a multi-qubit Hilbert space and use active feedback to remove entropy from the system.

An enticing selection for an error correction protocol is the surface code [21] which exhibits an error correction threshold in the circuit model between 0.5% and 1% for depolarizing Pauli noise [22–25]. This threshold represents the error rate below which logical gates and memories can be made arbitrarily good by increasing the distance of the surface code. Here we examine the smallest surface code with nine data qubits and eight ancilla qubits, one for each check operator, known as surface-17 [26–28]. In principle only a single ancilla qubit could be used over and over to measure all check operators, but the gains from parallelism are even apparent in studies comparing 8 ancilla qubits to 6 ancilla qubits [28]. With 10–20 qubits, a number of QEC
codes can be implemented fault-tolerantly including the 5-qubit code \cite{29}, Steane [[7,1,3]] \cite{30,31}, Bare [\[7,1,3\]] \cite{32}, the Bacon–Shor [\[9,1,3\]] \cite{33,34}, or the twisted surface \cite{35} code. We chose to study the surface code because the memory pseudothreshold, the error rate below which the encoded qubit outperforms the physical qubit, is superior to the 5-qubit code, the Steane code, and the Bare code, and comparable to the Bacon–Shor and twisted surface code \cite{35}.

Atomic ions have proven to be high-fidelity qubits for quantum information processing. The internal states of the ions are controlled by the application of electromagnetic radiation with lasers \cite{36–38} or microwaves \cite{39,40}. Two-qubit gates are performed by conditionally exciting the coupled motion of ions in the chain dependent on the ion’s internal states \cite{41–44}. The normal modes of motion are non-local allowing interactions between any ions in the chain without requiring additional overhead from moving information through local couplings \cite{45} or storing qubits in auxiliary states \cite{46}. This arbitrary connectivity relaxes software constraints on compilation when building up high level algorithms from the hardware primitives \cite{17,47}. Qubits can be encoded into either optical states \cite{48}, Zeeman states \cite{49,50}, or hyperfine states of the ions \cite{51–53}. For this study, information will be stored in the hyperfine ‘clock’ states of \( ^{171}\text{Yb}^+ \). While single-qubit operations in this system have displayed error rates below the surface code pseudothreshold \cite{54,55} reported from Tomita and Svore \cite{28}, two-qubit gate fidelities are limited by a number of factors including spontaneous Raman scattering during gates and residual entanglement between the internal state and the motional modes of the ion.

Compensation pulses have been developed with a predicted error rate due to scattering of \( 10^{-4} \) \cite{56} and control sequences have been implemented exhibiting single- and two-qubit gate fidelities of 99.9% using the hyperfine ground states of trapped \( ^{9}\text{Be}^+ \) \cite{52} and \( ^{44}\text{Ca}^+ \) \cite{51} ions, respectively. However, quantum control applied to a scaled-up five-ion chain consisting of \( ^{171}\text{Yb}^+ \) qubits currently exhibits two-qubit error rates of 2% \cite{17}. This current error rate is well above the reported pseudothreshold for the surface-17 code, but gates with a 99.9% fidelity shown in two-ion experiments \cite{51} are, in principle, achievable in larger chains with appropriate control to handle the more complex mode structure \cite{57,58}. The two-ion gates simulated in this paper to determine the gate times have, in principle, fidelities of 99.99%.

Atomic ion experiments have already demonstrated classical error correction \cite{59,60}, encoding logical states for quantum error correction \cite{61}, and fault-tolerant quantum error detection \cite{62}. In addition, multiple theoretical studies have examined implementation of quantum error correcting codes with trapped ions.

Architectural studies with large distance codes have looked at chains of ions connected by shuttling \cite{63–65} or by optical interconnects \cite{66–70}. Studies of smaller codes include the Steane [\[7,1,3\]] \cite{7,1,3} code in a two-dimensional shuttling architecture \cite{71} and more recently a linear shuttling architecture \cite{72,73}. The work of Tomita and Svore \cite{28} used optimistic ion trap parameters to study the surface-17 code on a linear chain. Here we consider a more realistic model based on a near-term implementation in a linear chain of \( ^{171}\text{Yb}^+ \) ions. Our model includes many additional physical details such as the necessity to physically separate measured ions from data ions and the distance dependence of two-qubit gates along the ion chain.

This study provides an assessment of the feasibility of implementing the surface-17 error correcting code on a linear trap holding a chain of \( ^{171}\text{Yb}^+ \) ions. Furthermore, this study will provide target fidelities for experimentalists to realize error correction with the 17-qubit surface code. The paper is structured in the following manner. First, a resource efficient implementation of the surface code, the 17-qubit rotated surface code, is explained. Following that, the ion trap architecture will be defined and a map between the linear ion chain and the two-dimensional surface code is provided. The remainder of the paper will focus on error correction. Efficiently simulable models of ion trap error sources will be outlined followed by an examination of results from decoding methods tailored for such errors.

2. The 17-qubit surface code

The surface code allows for high-threshold fault-tolerant quantum computation in a two-dimensional architecture \cite{21–25}. The surface code is constructed by a square lattice arrangement of data qubits where the faces of the lattice represent the stabilizer generators of the error correcting code with \( X \) and \( Z \) type weight-4 stabilizers alternating in a checkerboard-like pattern throughout the lattice. In this arrangement, measurements are local and logical operators are non-local operators that span the surface and terminate on one of two types of boundaries, an \( X \) and a \( Z \) type, which label the type of stabilizers occupying the four terminating edges of the planar code. There are two choices of edge operators: weight-3 triangles or weight-2 links depending on how the bulk of the surface code is oriented \cite{26}. The logical \( Z(X) \) operator spans the two \( Z(X) \) boundaries. The code distance, the weight of the lowest weight Pauli operator that maps elements of one logical basis state to another state, has an intuitive representation as the length (in number of data qubits) of the boundaries of the square lattice arrangement of the code.
The 17-qubit surface code is shown in figure 1(a) [27]. The white (black) circles represent data (ancilla) qubits and the dark (light) faces of the lattice dictate the X-type (Z-type) stabilizer generators of the code. The 13-qubit version of the surface code is constructed by removing the ancillary qubits on the boundaries of the 17-qubit code and scheduling stabilizer measurements in a manner that each of the ancillary qubits are used to measure both a weight-2 and weight-4 stabilizer [26]. This work focused on the 17-qubit version because the greater circuit depth for stabilizer measurement in the 13-qubit code adversely affects error correction [28].

The resource win for the surface codes is the ability to use bare ancilla for fault-tolerant measurement of the stabilizer generators. The scheduling of the two-qubit gates following an N-like pattern about the face of a weight-4 Z stabilizer results in the single-ancilla qubit error to two-data qubit error propagation (‘hook’ errors) to occur in a direction perpendicular to the direction of the logical Z operator as shown in figures 1(b) and (c). This error is equivalent to a single-qubit error from the perspective of the Z logical operator, thus retaining fault tolerance during syndrome measurement. Scheduling the two-qubits gates during the measurement of an X stabilizer in a Z-like pattern gives a similar result for the logical X operator. Many other error correction routines require the use of many-qubit ancillary states to ensure fault tolerance. Shor error correction requires many-qubit states, known as cat states, to fault-tolerantly measure stabilizers which increase the number of gates and require a number of ancilla equivalent to the sum of the operator weights of all the stabilizers to perform measurements in parallel [74]. This would require 20 ancillary qubits to perform error correction in parallel with the surface code. Steane [75] and Knill [76] error correction both require an ancillary logical state for fault tolerance requiring 17 ancillary qubits. Recent work has shown that the use of ‘flag’ ancillary qubits can reduce the number of ancillary qubits required for fault tolerance [77, 78] but still would require 12 ancillary qubits (in parallel) in our surface code setting. However, a variation on the surface code, the twisted surface code, implements flag qubits and is constructed in a manner that requires only 15 total qubits with a small loss in pseudothreshold relative to the surface code [35]. We chose to focus on gate fidelities and pseudothresholds; thus our choice of code.

3. Mapping the surface code to an ion chain

To perform error correction with the surface code, the required operations are single-qubit gates (H), two-qubit (gates controlled-NOT or CNOT), state initialization (|0\rangle state), and measurement (Z-basis). Single-qubit gates are performed by the application of laser fields [36–38] or microwave radiation [39, 40] to manipulate the hyperfine states of trapped $^{171}$Yb$^+$ ($^3S_{1/2}|F = 0; m_F = 0\rangle \rightarrow ^3S_{1/2}|F = 1; m_F = 0\rangle$ transition) which can drive arbitrary single-qubit rotation gates. High fidelity (compared to other schemes), fast two-qubit gates are performed by the application of counter-propagating laser fields achieving entanglement through the coupling of the internal states with the motional modes of the ion crystal by a method known as the Mølmer–Sørensen (MS) gate which engineers an XX entangling gate [17, 79, 80]. CNOT gates can be built from MS gates and available single-qubit rotations [81]. State initialization and measurement are performed by applying laser beams resonant with the $^3S_{1/2} \leftrightarrow ^2P_{1/2}$ transition. For |0\rangle state preparation, qubits are optically pumped out of the $^3S_{1/2}|F = 1\rangle$ state into the $^3P_{1/2}|F = 1\rangle$ manifold which, with high probability, falls into the $^3S_{1/2}|F = 0\rangle$ state [63, 82, 83]. For measurement in the Z-basis, a $^3S_{1/2}|F = 1\rangle \leftrightarrow ^3P_{1/2}|F = 0\rangle$ cycling transition is induced where the discrepancy between scattered photon counts of the qubit states serves as readout [63, 82, 83]. Note that the state preparation and measurement (SPAM) processes scatter photons that should not interact with surrounding ions. This requirement introduces an additional operation, ion shuttling [84–89], which will be
used to separate qubits in memory from the scattered photons during measurement/preparation. We have omitted the ability to swap ions within the chain as shown in [90, 91] and used for calculations in [73] which could improve the overall operation time but would require an additional optimization. Note that an alternative approach would be to use two ion species so the data ions are insensitive to the fluorescence of the measurement ions [92, 93], but we avoided this method due to technical issues in shuttling mixed-ion crystals.

### 3.1. Ion trap design

The requirement for reliable ion shuttling restricts us to the family of surface electrode ion traps. One-dimensional and two-dimensional ion layouts and shuttling geometries are available for surface traps. Here we consider a linear trap for simplicity and to avoid complications of shuttling across junctions, which can yield additional heating [89], and more complex optics due to the geometric constraints of two-dimensional ion trap layouts [94]. For larger codes, we expect that the two-dimensional layouts will provide advantages for minimizing sizes of ion chains and measuring syndromes, but our calculations suggest that a linear chain of 20 ions is sufficient for quantum error correction. The linear trap is composed of at least three zones: a Logic, SPAM, and Storage zone (figure 2). Ion shuttling across the axial direction of the trap allows for the 17-ion chain to be arbitrarily split into three, separate linear chains of ions inhabiting each of the three zones. The Logic zone is where all single- and two-qubit gates are applied. The central SPAM zone is where SPAM operations are performed. The Storage zone holds ions outside the SPAM and Logic zones and is required due to the geometric constraint of having the ions confined in a linear chain. In addition to these three zones, one or two additional zones may be placed at the ends of the trap that hold atomic ions for sympathetic cooling of the motional modes of the qubit ions [95–97].

Now we illustrate how a round of stabilizer measurements would proceed in such an architecture. Initially, all of the qubit ions would be prepared and cooled in the SPAM zone; an initialization step. After initialization, all 17 ions are shuttled into the Logic zone. In the Logic zone, the circuit implementing the measurement of the stabilizers of the surface-17 code would be applied in, ideally, a completely parallel fashion. After the application of all the gates, groups of ancillary qubits would be shuttled to the SPAM zone for measurement. During the measurement, only ancillary qubits occupy the SPAM zone and any data qubits would be stored in either the Logic or Storage zone sufficiently far away from the SPAM zone. The ancillary qubits in the SPAM zone will be measured in parallel and in sets dictated by the data/ancilla assignment of the qubits in the ion chain. Following readout of all ancillary qubits, all qubits will be shuttled back to the Logic zone and the process is repeated. Such an implementation begs the question: how should the qubits in the surface code be assigned to the linear chain of ions? We are particularly interested in configurations that minimize the gate times (errors) of the error correction circuit. To proceed, we must first discuss two-qubit gates.

### 3.2. Engineering arbitrary ion interactions

For computation of the two-qubit gate times, current gate protocols [17] and motional decoupling techniques [57] were modeled; the latter of which contributes significantly to the distance dependence of the gate times. The calculation of the gate time of an ion pair is outlined below. In the weak trap limit, a Paul trap can be well approximated by a pseudo-harmonic potential (see e.g. [98]). Here we consider ions in a linear Paul trap along the z direction ($\omega_z \ll \omega_x, \omega_y$). With a harmonic trap potential, the spacing between ions in the chain will be non-uniform, which can lead to undesired transition into a zigzag shape [99, 100], as well as the difficulty in cooling many low frequency modes. To overcome this problem, an additional quartic potential can be added to the z direction [101] giving the total potential energy

![Figure 2. Graphical representation of the ion trap architecture and syndrome measurement operations. Ions are trapped in a mixed arrangement where data/ancilla qubits represented in white/black as in figure 1(a). There are three zones: a Logic, SPAM, and Storage zone. (Top) The Logic zone where qubit gates are applied. (Bottom) The SPAM zone where state preparation and measurement is performed, scattering photons. The Storage zone does not have a unique task but serves to sufficiently distance qubits from the SPAM zone.](image)
where $\alpha_2, \alpha_4 > 0$ are two parameters characterizing the strength of the quadratic and the quartic potentials. The ion configuration is then fully determined by a length unit $l_0 \equiv (e^2/4\pi\epsilon_0\alpha_2)^{1/3}$ and a dimensionless parameter $\gamma_4 \equiv \alpha_4 l_0^2/\alpha_2$. For $N = 17^{171}\text{Yb}^+$ ions, we choose $\gamma_4 = 0.86$ to minimize the relative standard deviation of the ion spacings. An average ion distance of about 8.2 $\mu$m can then be realized by setting $l_0 = 25$ $\mu$m. The equilibrium configuration of the 17 ions is shown in figure 3.

The two-qubit entangling gate is implemented with a spin-dependent force on the two ions via the transverse collective modes. For example, we can use the transverse modes in the $x$ direction whose $k$th normalized mode vector is denoted as $b^\dagger_k$ with a mode frequency $\omega_k$ where the index $j$ runs over all ions ($j = 1, 2, \ldots, N$). The creation and annihilation operators corresponding to this collective mode are denoted as $\hat{a}^\dagger_j$ and $\hat{a}_j$ respectively. The transverse trap frequency is set to a typical value $\omega_x = 2\pi \times 3$ MHz and the temperature is set to $k_B T = \hbar \omega_x$ giving an average phonon number of $\bar{n} \approx 0.5$ for each transverse mode. This can be easily achieved with a Raman sideband cooling. The spin-dependent forces are generated by counter-propagating laser beams on the ion conﬁguration is then fully determined by a length unit $l_0 \equiv (e^2/4\pi\epsilon_0\alpha_2)^{1/3}$ and a dimensionless parameter $\gamma_4 \equiv \alpha_4 l_0^2/\alpha_2$. For $N = 17^{171}\text{Yb}^+$ ions, we choose $\gamma_4 = 0.86$ to minimize the relative standard deviation of the ion spacings. An average ion distance of about 8.2 $\mu$m can then be realized by setting $l_0 = 25$ $\mu$m. The equilibrium configuration of the 17 ions is shown in figure 3.

The two-qubit entangling gate is implemented with a spin-dependent force on the two ions via the transverse collective modes. For example, we can use the transverse modes in the $x$ direction whose $k$th normalized mode vector is denoted as $b^\dagger_k$ with a mode frequency $\omega_k$ where the index $j$ runs over all ions ($j = 1, 2, \ldots, N$). The creation and annihilation operators corresponding to this collective mode are denoted as $\hat{a}^\dagger_j$ and $\hat{a}_j$ respectively. The transverse trap frequency is set to a typical value $\omega_x = 2\pi \times 3$ MHz and the temperature is set to $k_B T = \hbar \omega_x$ giving an average phonon number of $\bar{n} \approx 0.5$ for each transverse mode. This can be easily achieved with a Raman sideband cooling. The spin-dependent forces are generated by counter-propagating laser beams on the two ions that we choose to entangle (see figure 4). The Hamiltonian, in the interaction picture, can be represented as

$$\hat{H}_I = \hbar \sum_j \sum_k \eta_k \sin \mu t (\hat{a}_j \hat{b}^\dagger_k + \hat{b}_j \hat{a}^\dagger_k),$$

(2)

where we further define the Lamb-Dicke parameter $\eta_k \equiv \Delta k \sqrt{\hbar/2m\omega_k}$, $\Delta k$ is the difference in the wavevectors of the counter-propagating Raman beams, $\mu$ is the two-photon detuning, and $\hat{a}^\dagger_j$ is the $\hat{a}^\dagger$ Pauli matrix on ion $j$. For the $^{171}\text{Yb}^+$ qubit transitions, the laser beams have wavelengths around $\lambda = 355$ nm [102] and for counter-propagating pairs $\Delta k = 2k$, hence the Lamb-Dicke parameter $\eta_k \approx 0.111$. In the above equation, $\bar{\Omega}_j$ is the effective Rabi frequency of the Raman transition pairs shown in figure 4 ($\bar{\Omega}_j \approx \Omega_j \Omega_j / \Delta = \Omega_j \Omega_j / \Delta$ where $\Delta$ is the single-photon detuning from the excited state). From now on we will drop the tilde notation for simplicity. Note that one of the laser beams contains two frequency components and we assume that the two Raman transition pairs have the same effective Rabi frequency $\bar{\Omega}_j$ opposite detunings $\pm \mu$, and opposite wavevector differences $\pm \Delta k$. This is known as the phase-insensitive geometry [103].

The time evolution under the above Hamiltonian can be written as $[101, 103]

$$\hat{U}_I (\tau) = \exp \left( i \sum_j \hat{\phi}_j (\tau) \hat{a}^\dagger_j + i \sum_{i<j} \Theta_{ij} (\tau) \hat{a}^\dagger_i \hat{a}^\dagger_j \right),$$

(3)

where $\hat{\phi}_j (\tau) = -i \sum_k [\alpha_j^k (\tau) \hat{a}^\dagger_k - \alpha_j^k (\tau) \hat{a}_k]$. The parameters $\alpha_j^k$ and $\Theta_{ij}$ are purely numbers related to the phase space displacement of the motional states after the gate and angle of the entanglement gate, respectively. For the following calculations, we assume that $\Omega_j$ is the same for both ions and we divide it into segments with equal durations; that is, a piecewise constant $\Omega(t)$ (see figure 5). With a suitable choice of detuning $\mu$, gate time $\tau$, and Rabi frequency $\Omega(t)$, we can suppress all the $\alpha_j^k (\tau)$ terms and realize an ideal entangling gate $e^{i \Delta \sqrt{\hbar/\Omega}}$ with high fidelity.
fidelity. Here, we focus on the intrinsic gate infidelity caused by the residual coupling to multiple phonon modes after the entangling gate. Other noise sources from technical control errors are not included for this calculation.

Figure 5 shows example calculations of the gate sequences for different ion pairs: two nearest-neighbor pairs and another two separated by 7 ion spacings. Because the ion spacings have been configured to be nearly uniform, the gate times do not vary much for ion pairs with the same separation. In figure 6(a), we show the calculated minimal gate times for ions pairs at the distance of 1, 3, 5, 7, 9 and 11 ion spacings. To find these ‘minimal’ gate times, we searched different detunings and number of segments with a step of 10 μs and screened for solutions with an infidelity below \( 3 \times 10^{-6} \). We further require the effective Rabi frequency \( \Omega_j(t) \) to be below \( 2\pi \times 1 \text{ MHz} \), which is comparable with the value in current experiments. We note that the gate time limits here are not fundamental and alternative approaches could lead to faster two-qubit gates [58, 104].

### 3.3. Ion chain optimization

The underlying connection graph of a trapped linear ion chain is a fully connected graph [105]. Therefore, there are many ways to map the surface-17 code to the linear ion chain. A natural mapping is to split the ion chain into groups of data and ancillary qubits which appears to be advantageous by minimizing ion shuttling times since all measurements can be performed in a fully parallel fashion and would not require the storage zone. However, the data-ancilla distance between ions in this configuration is larger which, as we have shown above, results in slower two-qubit gates. We fit the gate time as a result of the ion distance (figure 6(a)) to a linear function yielding

\[
t_g = 10 + 38d,
\]

where \( t_g \) is the gate time (μs) and \( d \) is the ion distance. As we can see from figure 5, the nearest neighbor calculated gate time (ion pair 8 and 9) corresponds to \( d = 1 \) which gives a \( t_g \approx 50 \text{ μs} \). Single-qubit gates can be performed fully in parallel with a gate time of 10 μs. With this relationship between ion distance and gate times, we screened for the optimal ion chain configurations using a simulated annealing algorithm that minimized several parameters of interest. Three parameters were minimized: the maximum ion distance between entangled ions (M), the average ion distance between entangled ions (A), and the total time for one round of syndrome.
measurement in parallel (T) corresponding to the second letter in the labels in figure 7. In addition, the optimizations were performed with constraint that the data and ancilla qubits are separate (S) and are allowed to be mixed together (M) corresponding to the first letter in the labels in figure 7. The corresponding connection graphs for two optimized chains (SM and MT) are shown in figure 6(b).

The ion splitting time was assigned to be 100 $\mu$s between neighboring zones [73, 86, 87]. Therefore, splitting ions in the chain from the logic zone and shuttling the ions to the SPAM or storage zone requires a time of 100 $\mu$s or 200 $\mu$s, respectively. This time is built from an assumption of a 200 kHz lowest axial frequency that implies that splitting/merging of subsets of ions in the ion chain can occur at a rate almost at this frequency. For splitting the ion chain, the transport is expected to be limited to 7 m s$^{-1}$ assuming a 50 kHz update rate in the transport waveforms [89]. Therefore, the remaining 95 $\mu$s allows for the chains to be separated by a distance of 665 $\mu$m which is excellent separation between the detection lasers and the data qubits. It is assumed that operations can happen in parallel so part of an ancillary ion subchain can be shuttled to the storage zone while the other ions within the same subchain remain in the detection zone. The rejoining of the ions shuttled to the detection zone is assumed to occur in parallel with the next splitting operation which leads to a fixed cost for rejoining the chain of also 100 $\mu$s. The final assumption is that a three way split requires the same amount of time as single splitting operation of the ion chain due to the parallelism which is reasonable due to the small contribution of splitting operations to the total zone to zone movement time. The measurement time was also fixed to 100 $\mu$s which is a lax requirement on the experimental apparatus and will allow for high fidelity state detection [55].

The time required to measure the error syndrome for different optimized configurations are shown in figure 7. The gate times (Logic) for the chain configurations where the data and ancilla qubits are separate (labels SM and SA) are substantially longer than the mixed configurations. The mixed configurations (MM, MA, and MT) have longer chain manipulation and measurement times. The longer times are due to the inability to perform all measurements in parallel for a mixed arrangement; only subchains consisting of neighboring ancilla can be measured in parallel. An example of a parallel step for the mixed configuration is shown in figure 2 where the ion configuration corresponds to the ion chain label MT. Ions with labels 11, 12, 14 in the surface code are
measured in parallel in this measurement step. The neighboring data qubits on the ends of the subchain consisting of the three ancillary qubits restrict measurement on other ancillary qubits in this architecture. The entanglement gates outlined above allow for two-gate parallel implementation given that the two gates do not address the same qubits. Two simultaneous entanglement gates can be performed on two independent pairs of ions by exciting the x and y radial modes, respectively, for each pair. Single-qubit operations are completely parallel for both the serial and parallel implementations. The parallel operation times are shown in italics in figure 7. For the detailed calculations below, we chose the ion chain configurations that give the minimal total syndrome measurement time (serial or parallel), MT. Note that the gate times for the MM and MA configurations have shorter serial logic times so these configurations will perform better than the MT configuration under the influence of our gate based error model outlined below.

4. Modeling ion trap error sources

For accurate assessment of error correction in an ion trap quantum computer, appropriate error models must be developed to simulate noise sources in the physical architecture. This section provides the components for building up such complexity. The Kraus operator representation will be used to describe the components of the quantum error channel. A graphical representation of the full ion trap error model is shown in figure 8.

4.1. Depolarizing error model

The depolarizing error model is a standard error model used in simulations of quantum error correcting codes. After the application of each gate in the quantum circuit implemented to measure the stabilizers, an element is sampled from the one-qubit (two-qubit) Pauli group and applied after each single-qubit (two-qubit) gate. The one- and two-qubit Kraus channels are of the form

\[
E_{1,d} = \left\{ I - p, \frac{\sqrt{p}}{\sqrt{3}} X, \frac{\sqrt{p}}{\sqrt{3}} Y, \frac{\sqrt{p}}{\sqrt{3}} Z \right\}
\]

\[
E_{2,d} = \left\{ I - p, m \left( \frac{\sqrt{p}}{5} X, \frac{p}{15} Y, \frac{p}{15} Y, \frac{p}{15} IZ, \frac{p}{15} XX, \ldots, \frac{p}{15} ZZ \right) \right\},
\]

where \( p \) is the error rate of the error channel. Furthermore, the application of perfect two-qubit gates still allows for certain errors to propagate from single- to two-qubit errors. For measurement of the stabilizers, the CNOT (controlled-X) is the two-qubit gate and transforms two-qubit Pauli errors in the following manner:

\[
\{ XI, XX, IZ, ZZ \} \rightarrow \{ XX, XI, ZZ, IZ \},
\]

where the first (second) operator is on the control (target). The Y error rules can be built from the relation \( Y = iXZ \). The stabilizer circuits in this work are built using only the CNOT as the two-qubit gate. This error model allows for errors on both the data and ancilla qubits, which translate into errors in the measurement of stabilizers during syndrome extraction. Furthermore, preparation and measurement errors are modeled by the application of a single-qubit depolarizing error channel after preparation gates and before measurement. This model will serve as a baseline error model for assessment of error correction.

4.2. MS gate control errors

The first step in adding complexity to the error model entails compiling the two-qubit quantum logic gates in the abstract quantum circuit with experimental entangling gates. The MS entangling gate [79, 80] was chosen for this purpose due to its faster gate times and higher gate fidelities relative to other entangling gate schemes [17]. The MS gate uses a bichromatic laser field to induce a two-photon transition that couples \( |00\rangle \leftrightarrow |11\rangle \) and \( |10\rangle \leftrightarrow |01\rangle \) qubit states. The MS gate induces a transition with a bichromatic laser tuned close to the upper and lower motional sideband of a qubit transition [79, 80]. In the computational basis, the unitary operator associated with the MS gate is

\[
XX(\chi) = \begin{pmatrix}
\cos(\chi) & 0 & 0 & -i\sin(\chi) \\
0 & \cos(\chi) & -i\sin(\chi) & 0 \\
0 & -i\sin(\chi) & \cos(\chi) & 0 \\
-i\sin(\chi) & 0 & 0 & \cos(\chi)
\end{pmatrix},
\]

where the parameter \( \chi \) depends on the gate time applied to the specific ion pair [17]. The absolute value of the angle, \( |\chi| \), may be set to any real number between 0 and \( \pi/2 \) by varying the power of the laser in the experiment [17]. The sign of \( \chi \) is dependent on the laser detuning which is chosen from normal modes of the ion pair [17]. The CNOT gate can be achieved by assigning \( \chi = \pm \pi/4 \) and sandwiching the two-qubit unitary between...
single-qubit gates as shown in figure 9 [81]. The MS unitary implemented during the CNOT can equivalently be written as

\[ XX(\chi) = \exp(-i\chi XX) = \cos(\chi) \id - i \sin(\chi) XX, \tag{8} \]

where we attempt to assign \( \chi \) as \( \pi/4 \) with the laser field. However due to experimental error, a small over-rotation (with angle \( \alpha \)) may be applied about the XX axis with the real gate applied in equation (8) having an angle of \( \chi + \alpha \). This error will be simulated by a probabilistic error channel of the form

\[ E_{2,\text{xx}} = \{ \sqrt{1 - p_{\text{xx}}} \id, \sqrt{p_{\text{xx}}} XX \}, \tag{9} \]

where the probability of the channel above is a function of the over-rotation angle. For example, one possible relation between \( p_{\text{xx}} \) and \( \alpha \) is obtained by the Pauli twirled approximation, which results in \( p_{\text{xx}} = \sin^2(\alpha) \) [106]. It is also possible to choose \( p_{\text{xx}} \) such that the Pauli approximation to the over-rotation satisfies additional constraints [107, 108]. Furthermore, the single-qubit rotation gates in the circuit (figure 8) can also suffer over-rotations, although typically to a much less degree. The over-rotations can be modeled in an analogous way giving three distinct gate-dependent error channels

\[ E_{1,x} = \{ \sqrt{1 - p_{x}} \id, \sqrt{p_{x}} X \}, \]
\[ E_{1,y} = \{ \sqrt{1 - p_{y}} \id, \sqrt{p_{y}} Y \}, \]
\[ E_{1,z} = \{ \sqrt{1 - p_{z}} \id, \sqrt{p_{z}} Z \}, \tag{10} \]

which are applied after every single-qubit rotation gate \( R_x(\theta), R_y(\theta), \) and \( R_z(\theta) \), respectively. For simulations, the error rates for the single-qubit gate control errors are a factor of 10 lower than those corresponding to MS control errors; representing observed single- and two-qubit gate fidelities [51, 52]. Note that we have omitted errors introducing ion crosstalk during individual ion addressing. This is because systems can be built to minimize this effect and control sequences exist that can reduce the effect of such errors [109–112].

### 4.3. Motional mode heating

In addition to control errors resulting in imprecisions of the applied gate, motional heating of the ions during the MS gate will reduce the fidelity of the two-qubit gate. Modeling heating as a coupling of the motional states of the ions to an infinite temperature bath [113], Ballance et al characterized the impact of motional heating on the error of a two-qubit entangling gate, \( e_h \), giving

\[ e_h = \frac{\Delta n t_g}{2K}, \tag{11} \]

where \( \Delta n \) is the average change in the thermal occupation number of the gate mode, \( t_g \) is the gate time, and \( K \) is the number of loops in phase space traversed by the ions during the gate [51]. We chose to study the low \( K \) limit
(K = 1, 2) of equation (11) modeling heating errors with the Kraus operators which are applied after every MS gate

\[ E_{2h} = \{ \sqrt{1 - p_h} I, \sqrt{p_h} XX \} , \]

where the probabilities are ion-dependent: \( p_h = (r_{heat}) \times (t_{MS}) \) where \( r_h \) is the heating rate and \( t_{MS} \) is the time of the MS gate. It is important to note that this model is pessimistic with respect to ion heating, even in the low K limit, and the choice of coupling modes can increase \( K \) by 1 to 2 orders of magnitude [51, 114, 115]. However, increasing \( K \) by being far-detuned or building larger angle MS gates from small-angle MS gates will increase the gate time and the advantage in reducing the effect of heating rate may be offset by other time-dependent errors. Note that at this level of approximation, the motional state at the beginning of the gate does not effect the MS gate fidelity. Therefore, we do not track the heating of ions during idle times or account for heating during shuttling and merging.

4.4. Photon scattering errors

For the stable ‘clock’ states of the hyperfine qubits, errors arise from the application of gates. In addition to imprecisions in the applied laser field, instabilities in the control of the qubits (stochastic laser field drifts, magnetic field fluctuations, etc) can lead to stochastic error processes that we will model with a depolarizing error channel. One such natural stochastic process that has shown to be a contributing source of error is scattering during the application of the gate [116, 117]. To model the effects of spontaneous Raman and Rayleigh photon scattering, we will apply a single-qubit depolarizing channel (equation (5)) after every qubit involved in a gate (single- or two-qubit gates).

4.5. Dephasing errors

While the ions are located in the trap where the DC electric fields vanish, the ions may still be exposed to oscillating electric fields from blackbody radiation, laser fields, or motion around the field free point in the oscillating trap field [118]. The application of the oscillating electric field shifts the energy each of the states of the two-level qubit system by the AC Stark effect, which introduces dephasing errors in the applied gates. This effect is observed for both single- and two-qubit gates. We choose to model these dephasing errors as a single qubit channel of the form

\[ E_d = \{ \sqrt{1 - p_d} I, \sqrt{p_d} Z \} , \]

where each channel is applied to each qubit involved in single- and two-qubit gates and \( p_d = r_d \times t_g \) for each gate where \( r_d \) is the dephasing rate and \( t_g \) is the time of the applied gate. We make the approximation that single- and two-qubit dephasing errors occur at a constant rate. This is certainly not true in that the dephasing rates will be gate dependent between two-qubit gates and will likely not be at the same rate of single-qubit dephasing but, taking that single-qubit gates have higher fidelities relative to two-qubit gates, this serves as a pessimistic approximation which is consistent with our level of abstraction.

4.6. Ancilla preparation and measurement errors

For the ion trap error model, measurement errors were modeled by a single-qubit depolarizing channel applied before the measurement with a probability equivalent to that of the single-qubit control errors. Preparation errors were modeled with a single-qubit depolarizing channel applied immediately after the preparation of the state but with a probability equivalent to the background depolarizing channel. All states are prepared and measured in the \( +Z \) basis, which can be performed with high-fidelity [55]. We set preparation and measurement error rates to be 1/10 of the MS control error rate. This choice reflects the current state of the art where two-qubit gates are the dominant error source [119].

5. Error correction for ion trap errors

To perform error correction on the surface code, classical decoding algorithms have been developed to determine the most appropriate correction operation to perform given the limited information about the encoded state from the syndrome. Various decoders are available that trade-off classical efficiency and observed error threshold. We apply a few decoders for error correction on the surface code below and discuss their performance. For all simulations, we implemented a Monte Carlo simulation of the surface code using an importance sampling method described in [32].

Quantum error correction requires syndrome extraction to improved gates by looking for errors. Syndrome extraction is also critical for the preparation of a logical state. For surface-17, the logical state is prepared by initializing the data qubits in the \( |0\rangle \) state and fault-tolerant measurement of the X-type stabilizers which projects the data qubits into the code space of the surface code. Details on fault-tolerant SPAM of the 17-qubit surface
code and the influence of SPAM errors on the reported pseudothreshold are provided in the supplementary material available online at stacks.iop.org/NJP/20/043038/mmedia.

5.1. Integration into ion trap hardware
When choosing a decoding method to integrate into a physical architecture, there is much to consider that extends beyond the (pseudo)threshold. Processing, memory, and runtime requirements of the decoder play a role in the feasibility of implementing error correction with an experimental control system.

5.1.1. Lookup table decoder
The simplest decoder is a lookup table that maps a syndrome configuration to the lowest weight Pauli error corresponding to the syndrome. We may represent an error configuration \(e\) as a binary (row) vector \(e^{18}\) where the first/last 9 elements of the vector correspond to \(X\)-type/\(Z\)-type errors on the data qubits; for instance

\[
e(2563) = [0\ 0\ 0\ 0\ 0\ 1\ 0\ 1\ 0\ 0\ 0\ 0\ 0\ 1\ 1]\ = \ X_6Z_7Y_9.
\]

Given two matrices, \(H(C_1)\) and \(H(C_2^+)\), that correspond to the binary representation of the \(Z\)-type and \(X\)-type stabilizers, respectively; one may define a mapping matrix \(T\) between error configurations \(e\) and binary syndrome (column) vectors \(s\),

\[
T = \begin{pmatrix}
H(C_2^+) & 0 \\
0 & H(C_1)
\end{pmatrix} = 
\begin{pmatrix}
0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\]

Iterating over all elements of \(e^{18}\) and applying \(T\), we constructed a lookup table \(\text{Tab}[s] = [e]\) where \(|e| = \min_{s}(|s|)\) is the minimum weight error configuration corresponding to the syndrome string \(s\). With a slight abuse of notation, we denote \(|s|\) as the hamming weight of the error string \(e\) with the caveat that \(Y\)-type errors are evaluated as the same weight as \(X\) and \(Z\)-type errors. Those familiar with the CSS construction of quantum error correcting codes will recognize \(H(C_1)\) and \(H(C_2^+)\) as the parity check matrices of \(C_1\) and \(C_2^+\): the classical linear error correcting codes used to construct the 17-qubit surface code [120]. All of the rules of the full lookup table (Tab \([s]\)) can be constructed with two 16-element tables, each with keys corresponding to the \(X\)-type and \(Z\)-type stabilizer measurements, respectively.

For circuit-level noise, the lookup table above is not sufficient for fault tolerance. A set of syndrome processing rules must be imposed to ensure that measurement errors do not result in faulty corrections that introduce errors onto the data qubits. An example of a typical set of rules is shown below (\(a\), \(b\), and \(c\) are syndrome outcome strings)

\[
\begin{array}{cccc}
\text{X} & \text{B} & \text{X} & \text{B} \\
\hline
a \neq b : c & 1 & a \neq b : c & \ldots
\end{array}
\]

where two rounds of stabilizer measurement are performed and, if the first two measurement outcomes disagree, a third round of stabilizer measurement is performed. Correction is applied based upon the final measurement performed. We chose to employ a different set of fault-tolerant syndrome processing rules that can, on average, reduce the depth of the circuit required to perform a fault-tolerant correction by one round of stabilizer measurement. The routine

\[
\begin{array}{cccc}
\text{X} & \text{B} & \text{X} & \text{B} \\
\hline
a \neq b : c & 1 & a \neq b : c & \ldots
\end{array}
\]

performs one round of stabilizer measurements and performs a correction based on the following round of stabilizer measurements \((b)\) only if the first round was non-trivial \((a \neq b)\). These two sets of rules yield equivalent results for the 17-qubit surface code under circuit-level depolarizing noise.

5.1.2. Minimum weight perfect matching
For topological codes, minimum weight matching algorithms have been shown to be a useful heuristic technique for performing error correction [121–123]. For the distance 3 surface code, the minimum weight perfect matching rules can be encoded into a lookup table that presents a correction operation based on three rounds of syndrome measurement (for circuit-level depolarizing noise) [28].
5.1.4. Estimate of the logical error rate

We report a logical error rate per round of measurement of the full set of stabilizer generators. More formally, imagine that one could generate random errors and collect noisy syndrome for an infinite time interval. The random variable $\tau$ can be interpreted as the memory time of reliable computation. One expects an exponential decay

$$\Pr[\tau \geq t] \sim \exp(-rt)$$

for some constant $r > 0$ where $\Pr[\tau \geq t]$ is the probability that the QEC circuit would fail after time $t$. The formal definition of the logical error rate, $r$, is then

$$r = -\lim_{t \to \infty} \frac{\ln[\Pr[\tau \geq t]]}{t}$$

In our case, we run the simulation for a number of steps $\tau = L$ where $L$ is the first instance of failed decoding. We repeat this process to obtain a set of memory times which are fit to the exponential distribution (see supplementary information) to obtain an estimate of the logical error rate, $r$ from equation (16). This process can be used to determine the logical error rate experimentally as well (see supplementary information). The influence of errors during logical SPAM on the reported pseudothresholds is also discussed in the supplementary information.

5.2. Error correction on ion traps

Now that a fast, light memory, high-performance decoder has been identified, we will switch attention to using such a method to apply error correction on the 17-qubit surface code under the influence of ion trap errors. First, we must map the abstract quantum circuit used for error correction in the surface code to a circuit that implements gates that would be available in an ion trap quantum computer; specifically single-qubit rotations and MS gates. Next, we will discuss the influence of the individual ion trap error sources (outlined in section 4) on the fault tolerance of the surface code mapped to a linear ion chain highlighting the experimental parameter regimes which would allow for fault tolerance for the surface code implementation. Finally, we analyze the error subset probabilities from the importance sampling simulations to understand the roles of the competing error sources and gain insight into the error sources that are most influential/detrimental to the error correcting properties of the code.

5.3. Surface-17 syndrome extraction circuit gate compilation

As shown in figure 5, the two-qubit gates in the syndrome extraction circuit for the 17-qubit surface code must be decomposed into single-qubit rotation gates and two-qubit MS gates. In addition, Hadamard gates are required during the measurement of the X-type stabilizers which can be decomposed into rotation gates in two
The parameter $s$ in the circuit dictated by the sign of the interaction parameter between two ions is determined by the experimental apparatus. At our layer of abstraction, the value of $s$ is left as a free parameter. Applying such a compilation method allowed for the reduction of the number of single-qubit gates.

![Diagram of X-type and Z-type stabilizers](image)

**Figure 11.** (Top) The syndrome extraction circuit for the 17-qubit surface code compiled with Mølmer–Sørensen entangling gates and single-qubit ion trap operations where the ancillary qubit wires have been suppressed. The number of single-qubit gates required for the circuit is 30, which is a substantial reduction relative to the naive implementation. (Bottom) The primitive gate operations compiling the MS($X$) and MS($Z$) gates above. The values ID1 and ID2 correspond to the qubit indices to which the gate is applied defined in figure 1(a). The PREP gate projects ancillary qubits into the $|0\rangle$ state and all MEAS gates are $Z$-basis measurements (see section 4.6). The XX gates are Mølmer–Sørensen gates. The parameter $s$ which is dictated by the sign experimental interaction parameter was taken as a free parameter during compilation. The assignment of $s$ for each gate is shown explicitly. Note that this is an intuitive representation of the stabilizer measurements and does not indicate the order of operations in our architecture (recall that all entangling gates are performed and then preparation/measurement gates).

equivalent ways: $H \equiv R_y\left(\frac{\pi}{2}\right)R_x(\pi)$ or $H \equiv R_x(-\pi)R_y\left(\frac{\pi}{2}\right)$. Note that the implementation of the rotation gates constructing the CNOT gate allows for some freedom in the direction of the rotation which can be used to reduce the number of primitive gates (an outline of the ion trap compilation techniques can be found in [81]). The parameter $s \in \{+1, -1\}$ in the circuit dictated by the sign of the interaction parameter $\chi$ between two ions which is determined by the experimental apparatus. At our layer of abstraction, the value of $s$ is left as a free parameter. Applying such a compilation method allowed for the reduction of the number of single-qubit gates.
In this section, we characterize the in all further results.

5.4. Single error source dominant effects

In this section, we characterize the influence of the error sources in the limit where each error type is the dominant source of the error. Therefore the simulations that generate the following pseudothresholds will have varying single- and two-qubit error rates (remember that $p_x = p_y = p_z = p_{\alpha}/10$) and constant heating, depolarizing, or spin dephasing error rates during simulations. Our goal is to find a parameter range under which, again in this limit of a dominant error source, fault-tolerant retention of the encoded information would be possible. In all instances, a two-qubit gate fidelity of $\geq 99.9\%$ and an error source error rate below a critical rate is necessary to allow for fault tolerance (see figure 12). We discuss those critical rates for each error source below.

Ion heating was characterized by a parameterized representation of the heating rate $\dot{\bar{\nu}} / 2K$ where $\dot{\bar{\nu}}$ is the heating (in quanta s$^{-1}$) of the gate motional mode and $K$ is the number of loops in phase space traversed by the MS gate. As shown in figure 12(a), fault tolerance is not achieved above $\dot{\bar{\nu}} / 2K = 25$ quanta s$^{-1}$ which corresponds to a motional mode heating rate during the gate $(\dot{\bar{\nu}})$ of 100 and 200 quanta s$^{-1}$ for $K = 2$ and $K = 4$, respectively. A heating rate $(\dot{\nu})$ of about 58 quanta s$^{-1}$ has been observed for a single $^{9}$Be$^{+}$ ion on a room temperature surface trap with a cleaned surface (40 $\mu$s above the trap surface, 3.6 MHz trap frequency) [126] and a silicon based trap in a cryogenic environment used to trap individual $^{40}$Ca$^{+}$ ions exhibited heating rates as low as 0.33 quanta s$^{-1}$ (0.62(2) quanta s$^{-1}$ on average) (230 $\mu$s from the surface, 1.1 MHz trap frequency) [127]. For $^{171}$Yb$^{+}$ ions located 70 $\mu$s above the trap surface with a trap frequency of 3 MHz, these heating rates correspond to expected heating rates of 0.5 quanta s$^{-1}$ and 0.7 quanta s$^{-1}$ assuming that the heating rate scales as $\omega^{-2.4}$ for fixed ion and $d^{-4}$ for fixed $\omega$ [126, 128]. The heavy mass of Yb$^{+}$ relative to Ca$^{+}$ and Be$^{+}$ results in a lower heating rate for the same spectral noise density and achieving heating rates of 1 quanta s$^{-1}$ by surface cleaning or cryogenic trapping is feasible. Also, the use of sympathetic cooling ions has been shown to reduce motional mode heating effects on $T_{1}^{\uparrow}$ [129]; a method which could reduce the heating rates of the idle computational qubits during the error correction routine.

Photon scattering processes were modeled with a single-qubit depolarizing channel. Both Raman and Rayleigh scattering processes are relevant which results in single- and two-qubit gate errors. Figure 12(b) displays an upper limit on the scattering rate (per-gate) of $8 \times 10^{-4}$ to allow for fault tolerance when scattering errors dominate. Ozeri et al have shown that gate errors due to Raman scattering to occur at a rate less than $10^{-4}$ for single-qubit gates but two-qubit gates have scattering rates on the order of $10^{-7}$ for their experimental setup for various species of trapped ions [116]. These achieved scattering rates are still above the theoretical lower bound on the scattering rates for single- and two-qubit gates for $^{171}$Yb$^{+}$ by 3 and 7 orders of magnitude, respectively [116], showing potential for improvement especially in the two-qubit scattering case. Rayleigh
scattering errors are less substantial, resulting in error rates per gate orders of magnitude below the Raman scattering error rates for heavy ions such as $^{171}\text{Yb}^+$ \cite{116}.

Spin dephasing was modeled using a model that assumed a constant dephasing rate that scaled linearly with the time of the applied gate. The upper bound on the error rate (figure 12(c)) corresponds to a dephasing rate of 15 s$^{-1}$. These values are related to $T_2^*$ \cite{129}. Note that the use of magnetic clock transitions \cite{119,130}, decoherence free subspaces \cite{131}, or sympathetic cooling ions \cite{129} during computation has been observed to increase the $T_2$ coherence times of the qubits to the order of seconds. A 5-qubit system that has implemented small quantum algorithms \cite{17} and the [4, 2, 2] error detection code \cite{62} with hyperfine qubits exhibits a $T_2^*$ of $\approx 0.5$ s \cite{47}, but further magnetic field stabilization could improve this as shown in \cite{129} which exhibits over a 10 minute coherence time for trapped $^{171}\text{Yb}^+$ ions.

5.5. Competing error sources: dominant errors

To characterize the dominant error sources contributing to the logical error rate in the 17-qubit surface code in the case where multiple error sources are competing, we take advantage of the importance sampling technique. We will briefly outline the importance sampling method; highlighting the use of error subsets that will be independently analyzed to gain insight into the effect of the error source on the logical error rate of the encoded state. This will then be followed by an analysis of the statistically significant error subsets, which will be used to characterize the most malignant errors contributing to the failure rate of the error correcting circuit.

5.5.1. Importance sampling

This method is an adaptation of the method from \cite{32} but extended to the case where multiple error sources are available during the simulation. The method relies on approximating the logical error rate as a sum of statistically weighted logical error rates of error subsets. For low enough physical error rates, few subsets need to be sampled in order to obtain an accurate approximation, which makes the approach considerably more efficient than the standard direct Monte Carlo sampling. The subsets are indexed according to the number of errors present in the circuit. For instance for the standard depolarizing error model, the subsets would be indexed according to the number of single- and two-qubit errors present in the circuit. Sampling error configurations corresponding to the number of errors for this subset and calculating the fraction of configurations resulting in a logical error gives an effective subset error rate $A_{s,t}$. Multiplying this subset logical error rate by the total statistical weight of the error subset will provide the subset’s contribution to the total logical error rate. Computing the statistical weight is done as so:

$$W_{s,t} = \binom{n_s}{s} P_s^{(s)} (1 - P_s)^{n_s - s} \binom{n_t}{t} P_t^{(t)} (1 - P_t)^{n_t - t},$$

where $s$ and $t$ are the number of single- and two-qubit errors in the circuit being considered, respectively. These are also the indices of the subset. The values $n_s$ and $n_t$ are the number of single- and two-qubit fault-points in the circuit, respectively. The values $p_s$ and $p_t$ are the single- and two-qubit error channel probabilities and $|e|$ denotes the weight of the error. Estimating the logical error rate then constitutes calculating the following sum:

$$P_L \approx \sum_{(s,t)} W_{s,t} A_{s,t},$$

where subsets with statistical weights below a chosen cutoff value, $\lfloor W \rfloor$, are omitted from the sum. Note that, with this method, the sampling of each error subset only needs to be performed once to generate a logical error curve.

We altered the method above to handle situations where errors of equivalent types have different error rates; such is the situation for our ion heating and dephasing error models with ion dependent gate times, which influence the error rate per qubit. To motivate this point, consider the quantum circuit in figure 13. This circuit contains three two-qubit gates, a, b, and c, with different error rates $P_a, P_b$, and $P_c$, respectively. The weight of the (0, 2) subset would then be:

$$P_a P_b (1 - P_c) + P_b P_c (1 - P_a) + P_c P_a (1 - P_b)$$

so the two-qubit subset calculation requires one more ingredient: we need to sum over all $n$-tuple error configurations ($f_n$) during the subset weight calculation:

$$W_{s,t} = \sum_{(f_n)} P_{f_n}^{(f_n)} (1 - P_{f_n})^{n - |f_n|},$$

where $f_n$ is an $n$-tuple error configuration.

Figure 13. Circuit containing three two-qubit gates, labeled a, b, and c, with error rates $P_a, P_b$, and $P_c$, respectively.
When we adapt this approach to heating errors in an ion trap circuit, we get the following calculation of the subset weight:

\[ W_n = \sum_{n=|e|} e_{i_f} \prod_{k \in e} P_k \prod_{j \notin e} (1 - P_j). \tag{21} \]

where \( P_j \) and \( P_k \) are the individual error rates of the heating error channels for each two-qubit configuration on which an entangling gate is and is not applied in the simulation, respectively. We have taken into account the influence of the different rates for the calculation of the subset weights, but this also has an influence on the sampled subset logical error rates as certain error configurations will be more probable than others. Because the heating error rates are linearly proportional to the gate times in our error model, we have chosen to sample heating error configurations from a gate time weighted distribution of error configurations giving a corresponding logical error rate of \( A_{s,t,h} \). With the new subset weights and subset logical error rates, the estimation of the total logical error rate naturally extends from equation (19). Note that heating adds an extra subset label: \((s, t, h)\). The indices \(s\), \(t\), and \( h\) represent the number of single-qubit control, two-qubit control, and heating errors sampled, respectively.

Recall that the ion trap error model from section 4 contains 5 distinct error sources. Therefore, we extended the concepts from equations (19) and (22) to calculate the logical error rate of the 17-qubit surface code under the influence of single-qubit control, MS control, ion heating, photon scattering, and dephasing errors. The analysis below will include 5 index subsets ordered with the indices listing the number of single-qubit gate control, MS control, heating, photon scattering, and dephasing errors sampled in the circuit, in that order.

5.5.2. Competing error sources: sampling subset analysis

For the importance sampling simulations of the 17-qubit surface code, a subset weight cutoff of \( |W| > 10^{-6}\) was used and 30,000 samples were collected for the calculation of each subset’s logical error rate \( A_{s,t,h,dep,\theta}\). This weight cutoff corresponds to events expected to be sampled at least once out of a million randomly sampled events, which is sufficient for near-term error correction experiments. To calculate the statistical weights of the subsets, a single-qubit gate control error rate (\( P_s = P_t = P_h \)), MS control error rate (\( P_{ce} \)), rate of heating (\( n_{heat} \)), background depolarizing noise error rate (\( P_{dep} \)), and rate of dephasing (\( \tau_d \)) of \( 10^{-4} \), \( 10^{-3} \), 25 quanta s^{-1}, \( 8 \times 10^{-4} \), and 15 s^{-1} was chosen, respectively, which corresponds to the error rates that exhibit a logical error rate equal to the MS control error rate (see the green curves in figure 12). The logical error rates and statistical error weights calculated for each subset are presented in figure 14. An expanded number of subsets beyond this cutoff were run and are shown in the supplementary material. The goal of this analysis is to parse out situations where certain error sources show dominant contribution to the failure rate of the quantum error correcting circuit.

The logical error rates for each of the subsets sampled are shown in blue in figure 14. The error subsets containing MS control or heating errors tend to have higher logical error rates than other subsets containing comparable number of errors. This occurs due to the ability of errors of this type to generate measurement faults in the circuit. The MS gate transforms single-qubit data errors in the following manner: \( ZI \leftrightarrow YX \) and \( YI \leftrightarrow ZX \) where the data and ancilla qubit errors are the first and second elements, respectively. A MS control or heating error makes preexisting errors undetectable which is a particularly malignant case. The tendency towards measurement errors in the ion trap error model indicates that implementing a decoder that makes a correction based on more syndrome measurement rounds may show an above average performance boost in error correction. Error subsets containing single-qubit gate control errors tend to have lower logical error rates that other subsets with comparable number of errors. To understand why this is the case, we explore the effect the errors have on error correction. Figure 15 shows how single-qubit gate errors transform preexisting errors in the circuit. The particularly malignant case in which there is a measurement error which can introduce errors into the code. For each single-qubit fault point, there are only two elements of the two-qubit Pauli group that are transformed in a manner that would result in a measurement error. Actually, half of the elements of this group result in single-qubit errors (or no errors) on data that can be readily decoded in the following step of stabilizer measurement (see figure 15). The remaining errors are detectable but not necessarily corrected properly (this depends on the location that the fault occurs). However, these errors do alert the decoder to the location of an error on the code which is favorable and the faulty correction on these qubits will not propagate errors in a malignant manner given the next round of stabilizer measurement is correct. Take note that one of the malignant errors transformed in figure 15(b) \((R_X(\pm \frac{\pi}{2})\) gate error\) is \(XX\) which is the form of the MS control and heating errors. Therefore, compiling out the single-qubit gates \(R_X(\pm \frac{\pi}{2})\) gates seems to have also boosted the efficiency of the decoder to decode MS control and heating errors in addition to the obvious performance boost.
from less general fault points in the compiled circuit. Another alarming malignant configuration in figure 15 (c) is the ZX error which is the result of the MS transformation of $YI$ (a single-qubit data error). However, this fault requires two single-qubit $Y$ errors which have a low statistical weight of occurrence (see figure 14).

How else can we use this information to improve error correction? One obvious extension is to use such statistics to develop decoders targeted for such errors. For instance, this information about the failure rates at the logical level may be used to bias transition matrix elements of a maximum likelihood decoder to include information about the influence of error cosets on the code’s performance instead of only considering the statistical weights of the error cosets [132]. Code considerations when optimizing the ion chain layout could serve to bound the effects of the gate-time dependent error sources. Specifically, optimizing the ion chain to assign the most distant qubits (with the longest gate times) to weight-2 stabilizers can reduce the influence of anisotropic error sources. Consider a scenario where MS control and heating errors dominate, then assigning the faultiest gates to the weight-2 $X$-type stabilizers would bound the influence of the most probable heating errors to single-qubit $X$-errors on the data. While this does not apply to our current error model where dephasing ($Z$) and heating ($XX$) errors both have the same dependency on gate time, this is probably not the case experimentally and, the greater the anisotropy of the errors, the greater one can reduce their effect.

The subset statistical weights (probabilities of occurrence) are shown in red in figure 14. These statistical weights give insight into the likelihood of sampling particular error events. Recall that the subset’s contribution to the total logical error rate of the code (used to generate the pseudothreshold plots in figure 12) is the product of the subset weight and subset logical error rate (see section 5.5.1). Only ten points above the subset weight of $10^{-3}$ (figure 14(a)) have significant contribution to the total logical error rate; that is, this small collection of
subsets can be used to completely recreate the pseudothreshold plots in figure 12. Actually, the two subsets, 
\( (0,0,1,0,1) \) and \( (0,0,1,1,0) \), have the largest contribution to the encoded logical error rate and bound the logical error rate to 
\( p_{W} \), which corresponds to a two-qubit gate fidelity of 99.9\% (recall that the gate error rate for calculation of the subset weights was \( 10^{-3} \)). This essentially recreates our calculation of a 99.9\% two-qubit gate fidelity for fault tolerance that used more subsets. Therefore, changes in the statistics of the dominating subsets have significant influence on the observed pseudothreshold of the quantum error correcting code and can be considered when implementing a decoding algorithm. This also illustrates the concern that a success metric such as the pseudothreshold only represents the mean statistics of an underlying error model [133].

6. Conclusions

We studied the feasibility of implementing the quantum error correction with the 17-qubit surface code on a linear chain of atomic qubits. Optimization of the ion chain showed a preference for mixed data/ancilla configurations to reduce the gate times for syndrome extraction. We showed that the 17-qubit surface code contained enough structure to allow for the use two 16-key lookup tables for error correction with a respectably high pseudothreshold of \( 3 \times 10^{-3} \) for circuit-level depolarizing noise. The lookup table decoder is easily integrated into the logic of the ion trap controls and decodes at a rate much faster (on the order of nanoseconds) than any physical operation on the qubits. When modeling ion trap error sources, it was shown that a two-qubit gate fidelity of \( \geq 99.9\% \) is required in the cases where ion heating, scattering, or spin dephasing are the dominant error sources. Furthermore, the parameter regimes that allow for fault-tolerant error correction are not outlandish for such error sources. Finally, we took advantage of the error subset data required for our simulations to parse out trends that occur when multiple error sources occur during error correction. We found that MS control and heating errors are the most malignant error sources and single-qubit gate errors are manageable in our ion trap error model. We also speculate on how this subset information can be used to reduce the influence of malignant error sources on error correction.

Similar calculations have recently been done for the Steane [7,1,3] code in a linear chain of ions that also allows for the rotation of ion crystals. The calculations presented in [73] use a different Pauli error model for ion trap errors that emphasizes memory errors. The key difference in approach is that our model includes enough ancillae such that a full syndrome measurement takes place during a single measurement time. The serialization
of measurements in [73], when combined with intrinsic memory errors, requires a lower physical qubit error rate in order to achieve a break even logical error rate.

To better assess the performance of quantum error correcting codes in real systems, more detailed physical error models are warranted [106]. A promising approach is to use realistic error channels with quantum trajectories to avoid simulating the entire density matrix. As recently shown for superconducting systems and the surface-17 code, a smart choice in circuit representation allows the entire 17 qubit system to be modeled with only 10 active qubits [134]. In the future, we plan to apply this technique to experimentally derived error models for ion traps to help assess which coherent errors have the most deleterious effect.

Finally, any discussion about fault tolerance naturally introduces the notion of scalability. Given that larger ion chains increase the degree of control required to perform high-fidelity operations, methods for generating entanglement between smaller, stable linear ion chains appear to be the path forward. Modularity of the architecture is also desirable. A natural extension is to allow for qubits to shuttle between separate linear chains of ions [65, 135]. A two-dimensional shuttling layout would allow for entanglement to be generated between separate ion chains through data qubit shuttling or EPR pair mediated entanglement where members of an EPR pair are shuttled to separate linear ion chains to generate long-range entanglement. Photon-mediated entanglement between ancillary qubits within separate ion traps is also a possible avenue to generate long-range entanglement between isolated linear ion chains [136, 137].
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