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1. Introduction

In this paper, we investigate the following weakly coupled system:

\[ u_{tt} - \Delta u + \frac{\mu_1}{1 + t} u_t = |v|^p, \quad u(0, x) = u_0(x), \quad u_t(0, x) = u_1(x), \]

\[ v_{tt} - \Delta v + \frac{\mu_2}{1 + t} v_t = |u|^q, \quad v(0, x) = v_0(x), \quad v_t(0, x) = v_1(x), \]

(1)

where \((t, x) \in [0, \infty) \times \mathbb{R}^n\) and \(\mu_1, \mu_2 > 1\) are real constants.

Let us first present some history and previous results for problems strongly related to our model. In the last decades, the Cauchy problem for wave equation

\[ u_{tt} - \Delta u = f(t, u), \quad u(0, x) = u_0(x), \quad u_t(0, x) = u_1(x), \]

(2)

where \((t, x) \in [0, \infty) \times \mathbb{R}^n\), was investigated by a lot of researchers. For \(f(t, u) = |u|^p, \quad p > 1\), the critical exponent describes the threshold between global (in time) existence of small data weak solutions and blow-up of local (in time) small data weak solutions (for more details, the readers can see [1–16]). Let us turn to the study of semilinear damped wave equation with power nonlinearity

\[ u_{tt} - \Delta u + u_t = f(t, u), \quad u(0, x) = u_0(x), \quad u_t(0, x) = u_1(x), \]

(3)

where \((t, x) \in [0, \infty) \times \mathbb{R}^n\). Matsumura in [17] proved the estimates for the homogeneous problem. Having these estimates, Nakao and Ono in [18] proved the local (in time) existence of energy solutions for \(p \leq p_{GN} = \left(\frac{n}{n-2}\right), \quad (n \geq 3)\), and the global (in time) existence using special technique.

Problem (3) was studied also in [19–24] where the Fujita exponent \(p_{Fuj} = 1 + \left(\frac{2}{n}\right)\) plays a pivotal role as critical exponent. It has been proved in [25] that the Fujita exponent remains critical if we consider in (3) the wave equation with a time-dependent effective damping \(b(t)u_t\), satisfying suitable assumptions. So, the model we have in mind is

\[ u_{tt} - \Delta u + b(t)u_t = f(t, u), \quad u(0, x) = u_0(x), \quad u_t(0, x) = u_1(x). \]

(4)

The dissipation term is effective with respect to classification of Wirth [26] which means that the linear estimates have the same decay rate of the corresponding heat equation \(b(t)u_t - \Delta u = 0\) (for more details about the classification, the readers can see [23, 27–30]). The set of coefficients of effective damping can be presented by functions satisfying the following assumptions:
(i) \( b \) is a positive and monotonic function with 
\[ \lim_{t \to \infty} \frac{b(t)}{t} = 0. \]
(ii) \( ((1 + t)^{2}b(t))^{-1} \in L^{1}(0, \infty). \]
(iii) \( b \in \mathbb{R}^{3}[0, \infty) \) and 
\[ |b^{(k)}(t)| \leq b(t)/(1 + t)^{k} \text{ for } k = 1, 2, 3. \]
(iv) \( 1/b \notin L^{1}(0, \infty) \) and there exists a constant \( a \in [0, 1) \) \( \) such that \( tb^{(1)}(t) \leq ab(t). \)

For the special case \( b(t) = \mu/(1 + t)^{r}, \mu > 0, |r| < 1, \) the global existence has been obtained in [31, 32]. If \( b(t) \) is a sufficiently smooth function satisfying \( \lim \sup_{|t| \to \infty} tb(t) < 1, \) then the dissipation is noneffective [33].

Many papers treated the limit where \( r = 1 \) which means the following semilinear Cauchy problem:

\[
\begin{align*}
\dot{u} & - \Delta u + \frac{\mu}{1+t}u = |u|^{p}, u(0, x) = u_{0}(x), u_{t}(0, x) = u_{1}(x), \\
\dot{v} & - \Delta v + v_{t} = |v|^{q}, v(0, x) = v_{0}(x), v_{t}(0, x) = v_{1}(x),
\end{align*}
\]

where \( (t, x) \in [0, \infty) \times \mathbb{R}^{n}. \) In 2007, Sun and Wang proved in [38] that if

\[
\frac{\max\{p, q\} + 1}{pq - 1} < \frac{n}{2},
\]

for \( n = 1 \) or \( 3, \) then the solution exists globally in time for small initial data, while if \( \frac{\max\{p, q\} + 1}{pq - 1} \geq n/2, \) then every solution having positive average value does not exist globally. In [39], the author generalized the previous results to the case where \( n = 1, 2, 3 \) and improved time decay estimates for \( n = 2. \)

In 2014, using the weighted energy method, Nishihara determined in [32] the critical exponent for any space dimension.

In [40–43], the authors studied the system of weakly coupled semilinear damped waves with time-dependent coefficients in the dissipation terms

\[
\begin{align*}
\dot{u} & - \Delta u + b(t)u_{t} = |v|^{p}, \quad \dot{v} - \Delta v + b(t)v_{t} = |u|^{q}, \\
\end{align*}
\]

\[
\begin{align*}
u(0, x) = u_{0}(x), \quad &u_{t}(0, x) = u_{1}(x), \quad v(0, x) = v_{0}(x), \quad v_{t}(0, x) = v_{1}(x).
\end{align*}
\]

Recently, in [43], the author treated problem (8) with modified nonlinearities.

Let us now turn to our main problem described in (1). In this paper, we will show how the interaction between parameters \( \mu_{1} \) and \( \mu_{2} \) influence the results obtained for the effective case, that is, the change from effective to noneffective.

The paper is organized as follows. We start by some background and previous results for single equation. After that, we will show how the interaction between parameters \( \mu_{1} \) and \( \mu_{2} \) influence the results obtained for the effective case, that is, the change from effective to noneffective.

We introduce for \( s > 0 \) and \( m \in \mathbb{R}^{3} \) the function space

\[
\mathcal{A}_{m,s} := \left( \mathcal{H}^{1} \cap L^{m} \right)^{2} \times \left( \mathcal{H}^{\max\{s-1,0\}} \cap L^{m} \right),
\]

with the norm

\[
\| (u, v) \|_{\mathcal{A}_{m,s}} := \| u \|_{\mathcal{H}^{1}} + \| u \|_{L^{m}} + \| v \|_{\mathcal{H}^{\max\{s-1,0\}}} + \| v \|_{L^{m}}.
\]

In [41], the estimates for the solution to the Cauchy problem

\[
\dot{u} - \Delta u + \frac{\mu}{1+t}u_{t} = 0, \quad u(0, x) = u_{0}(x), \quad u_{t}(0, x) = u_{1}(x)
\]

were proved for different classes of regularity of the data, low regular data, data from energy space, data from Sobolev spaces with suitable regularity, and large regular data. We summarize these results in the following theorems.

**Theorem 1.** Let us assume the data \((u_{0}, u_{1}) \in \mathcal{A}_{m,s} \) with \( s > 0. \) Then, the solution \( u \) to the Cauchy problem (11) satisfies for \( m > 1 \) the following decay estimates.

For \( s \geq 0, \)

\[
\begin{align*}
\| D^{\alpha}u(t, \cdot) \|_{L^{2}(\mathbb{R}^{n})} & \leq \| (u_{0}, u_{1}) \|_{\mathcal{A}_{m,s}} \times \begin{cases} (1 + t)^{-(2m-2)/(2m)} & \text{if } \mu > \frac{2 - m}{m}n + 2s, \\\n(1 + t)^{-(m-1)/(2m)} (1 + \log(1 + t))^{(2m-2)/(2m)} & \text{if } \mu = \frac{2 - m}{m}n + 2s, \\\n(1 + t)^{-(m-1)/2} & \text{if } \mu < \frac{2 - m}{m}n + 2s, \end{cases}
\end{align*}
\]

\[
(1 + t)^{-(m-1)/2} (1 + \log(1 + t))^{(2m-2)/(2m)}
\]

\[
(1 + t)^{-(m-1)/2}
\]

\[
(1 + t)^{-(m-1)/2}
\]
and for \( s \geq 1 \):

\[
\|D^{m-1} u_t(t, \cdot)\|_{L^1(\mathbb{R}^n)} \lesssim (1 + t)^{-s} \left\{ \begin{array}{ll}
(1 + t)^{-\left(\frac{2-m}{2}m\right)n-s} & \text{if } \mu > \frac{2-m}{m} n + 2s, \\
(1 + t)^{-\left(\frac{\mu}{2}\right)\left(1 + \log(1 + t)\right)\left(\frac{2-m}{2}m\right)n} & \text{if } \mu = \frac{2-m}{m} n + 2s, \\
(1 + t)^{-\left(\frac{\mu}{2}\right)\left(\frac{2-m}{2}m\right)n} & \text{if } \mu < \frac{2-m}{m} n + 2s.
\end{array} \right.
\]

In order to use Duhamel’s principle in the next sections, we consider the family of parameter-dependent Cauchy problems

\[
v_{tt} - \Delta v + \frac{\mu}{1 + t} v_t = 0, v(\tau, x) = \nu, v_t(\tau, x) = \nu_1(\tau, x), \quad 0 \leq \tau \leq t. \tag{14}
\]

\[
\|D^{m-1} v_t(t, \cdot)\|_{L^1(\mathbb{R}^n)} \lesssim \left\{ \begin{array}{ll}
(1 + t)^{-\left(\frac{2-m}{2}m\right)n-s} & \text{if } \mu > \frac{2-m}{m} n + 2s, \\
(1 + t)^{-\left(\frac{\mu}{2}\right)\left(1 + \log(1 + t)\right)\left(\frac{2-m}{2}m\right)n} & \text{if } \mu = \frac{2-m}{m} n + 2s, \\
(1 + t)^{-\left(\frac{\mu}{2}\right)\left(\frac{2-m}{2}m\right)n} & \text{if } \mu < \frac{2-m}{m} n + 2s.
\end{array} \right.
\]

\[\text{Theorem 2. Let us assume } v_1 \in H^{\max\{p-1, 0\}}(\mathbb{R}^m) \cap L^m(\mathbb{R}^n) \text{ with } s > 0. \text{ Then, the solution } v \text{ to the Cauchy problem (14) satisfies for } \mu > 1 \text{ the following decay estimates for } s \geq 0:\]

\[
\|D^{m-1} v(t, \cdot)\|_{L^1(\mathbb{R}^n)} \lesssim \left\{ \begin{array}{ll}
(1 + t)^{-\left(\frac{2-m}{2}m\right)n-s} & \text{if } \mu > \frac{2-m}{m} n + 2s, \\
(1 + t)^{-\left(\frac{\mu}{2}\right)\left(1 + \log(1 + t)\right)\left(\frac{2-m}{2}m\right)n} & \text{if } \mu = \frac{2-m}{m} n + 2s, \\
(1 + t)^{-\left(\frac{\mu}{2}\right)\left(\frac{2-m}{2}m\right)n} & \text{if } \mu < \frac{2-m}{m} n + 2s.
\end{array} \right.
\]

\[
\text{and for } s \geq 1:
\]

\[
\|D^{m-1} v(t, \cdot)\|_{L^1(\mathbb{R}^n)} \lesssim \left(1 + t\right)^{-\left(\frac{2-m}{2}m\right)n+\left(\frac{\mu}{2}\right)\left(\frac{2-m}{2}m\right)n-s} \left\{ \begin{array}{ll}
(1 + t)^{-\left(\frac{2-m}{2}m\right)n-s} & \text{if } \mu > \frac{2-m}{m} n + 2s, \\
(1 + t)^{-\left(\frac{\mu}{2}\right)\left(1 + \log(1 + t)\right)\left(\frac{2-m}{2}m\right)n} & \text{if } \mu = \frac{2-m}{m} n + 2s, \\
(1 + t)^{-\left(\frac{\mu}{2}\right)\left(\frac{2-m}{2}m\right)n} & \text{if } \mu < \frac{2-m}{m} n + 2s.
\end{array} \right.
\]

where \( H^s \) is the homogeneous Sobolev space.

\section{Main Results}

\subsection{Low Regular Data} In this section, we are interested in Cauchy problem (1), where the initial data are supposed to have low regularity; or in other words, the data belong to the Sobolev space \( H^s(\mathbb{R}^n) \) for \( s \in (0, 1) \), with additional regularity \( L^m(\mathbb{R}^n) \) for \( m \in [1, 2] \).

From the estimates of Theorem 1 and further considerations, we remark the existence of five cases corresponding to the value of \( \mu \). These cases are as follows:

1. \( \mu > \frac{2-m}{m} n + 2s \)
2. \( \mu = \frac{2-m}{m} n + 2s \)
3. \( \mu < \frac{2-m}{m} n + 2s \)
\[ \mu > \frac{2 - m}{m} n + 2s, \]
\[ \mu = \frac{2 - m}{m} n + 2s, \]
\[ \frac{2 - m}{m} n + 2s > \mu > \frac{2 - m}{m} n, \quad (17) \]
\[ \mu = \frac{2 - m}{m} n, \]
\[ \mu < \frac{2 - m}{m} n. \]

These cases generate for the system (1) a lot of cases corresponding to the values of \( \mu_1 \) and \( \mu_2 \). In Theorem 3, we restrict ourselves to three cases which are from our point of view are more interesting and important. The remaining cases will be treated in Remark 1.

**Lemma 1.** Let \( p \) satisfy the conditions
\[ \frac{2}{m} \leq p, \text{ if } n = 1 \text{ and } s \in \left[ \frac{1}{2}, 1 \right), \]
\[ \frac{2}{m} \leq p \leq p_{GN, s} (n), \text{ otherwise.} \quad (18) \]

Then, the following statements are valid:

(i) If
\[ M (\tau, u) = (1 + \tau)^{-\left(2 - \frac{m}{2} m n\right) n} \| u (\tau, \cdot) \|_{L^2 (\mathbb{R}^s)} + (1 + \tau)^{-\left(2 - \frac{m}{2} m n\right) n} \| D^1 u (\tau, \cdot) \|_{L^2 (\mathbb{R}^s)}, \]
\[ \| u (\tau, x) \|_{L^m (\mathbb{R}^s)} \leq (1 + \tau)^{-\left(\frac{n}{m} \right) \left(p - 1\right) M (\tau, u)^{\frac{1}{p}}}. \]

(ii) If
\[ M (\tau, u) = (1 + \tau)^{-\left(2 - \frac{m}{2} m n\right) n} \| u (\tau, \cdot) \|_{L^2 (\mathbb{R}^s)} + \| D^1 u (\tau, \cdot) \|_{L^2 (\mathbb{R}^s)}, \]
\[ \| u (\tau, x) \|_{L^m (\mathbb{R}^s)} \leq (1 + \tau)^{-\left(\frac{n}{m} \right) \left(p - 2\right) M (\tau, u)^{\frac{1}{p}}}. \]

These estimates imply

\[ \| u (\tau, x) \|_{L^m (\mathbb{R}^s)} \leq (1 + \tau)^{-\left(\frac{n}{m} \right) \left(p - 2\right) M (\tau, u)^{\frac{1}{p}}}. \]

The proof of Lemma 1 is basically concluded after using the Gagliardo–Nirenberg inequality from Proposition A.1 and the definition of the space \( M (\tau, u) \).

**Theorem 3.** Let \( n \leq 4s / (2 - m) \). The data \((u_0, u_1), (v_0, v_1)\) are supposed to belong to \( \mathcal{A}_{m,s} \times \mathcal{A}_{m,s} \), \( s \in (0, 1) \), \( m \in [1, 2) \), and \( \min \{ \mu_1; \mu_2 \} > 1 \). Moreover, let the exponents \( p \) and \( q \) of the power nonlinearities satisfy condition (18) and

\[ \min \{ p; q \} > p_{GN, s} (n) \text{ if } \min \{ \mu_1; \mu_2 \} > \frac{2 - m}{m} n + 2s, \]
\[ p > \frac{4}{\mu_2} m, \quad q > \frac{2m}{2} + \frac{m n \mu_2}{2m} \text{ if } \mu_1 > \frac{2 - m}{m} n + 2s, \mu_2 < \frac{2 - m}{m} n, \]
\[ p > \frac{4}{\mu_2} m, \quad q > \frac{2m}{2} + \frac{m n \mu_2}{2m} \text{ if } \mu_1 < \frac{2 - m}{m} n + 2s, \mu_2 > \frac{2 - m}{m} n. \]
If we consider model (1) for $n = 2$, $m = 11/10$, and $s = 9/10$, then by using (25)–(27) from Theorem 3, we obtain the following statements:

1. If $\mu_1 = 4, \mu_2 = 3$, then $\min \{ p; q \} > p_{Fuj,11/10} (2) = \frac{21}{10}$.
2. If $\mu_1 = 4, \mu_2 = 2$, then $p > \frac{53}{22} \sim 2.4, q > \frac{763}{220} \sim 3.46$.
3. If $\mu_1 = 2, \mu_2 = \frac{3}{2}$, then $p > 4, q > \frac{11}{4} = 2.75$.

Example 1. If we consider model (1) for $n = 2, m = 11/10, s = 9/10$, then by using (25)–(27) from Theorem 3, we obtain the following statements:

1. If $\mu_1 = 4, \mu_2 = 3$, then $\min \{ p; q \} > p_{Fuj,11/10} (2) = \frac{21}{10}$.
2. If $\mu_1 = 4, \mu_2 = 2$, then $p > \frac{53}{22} \sim 2.4, q > \frac{763}{220} \sim 3.46$.
3. If $\mu_1 = 2, \mu_2 = \frac{3}{2}$, then $p > 4, q > \frac{11}{4} = 2.75$.

Example 1 shows that for $s < 1$, when $\mu_1 = 4, \mu_2 = 3$, then $\min \{ p; q \} > p_{Fuj,11/10} (2) = \frac{21}{10}$. Hence, the solution satisfies for $s < 1$ the following decay estimates:

$$
\| [D^{\gamma} u(t, \cdot)] \|_{L^2(\mathbb{R}^n)} \leq \left( \| (u_0, u_1) \|_{\mathcal{D}_{m_1}} + \| (v_0, v_1) \|_{\mathcal{D}_{m_1}} \right) \times \begin{cases} (1 + t)^{-((2-2m)n-s)/2} & \text{if } \mu_1 > \frac{2-m}{m}n + 2s, \\ (1 + t)^{-(\mu_1/2)} & \text{if } \mu_1 < \frac{2-m}{m}n, \end{cases}
$$

Then, there exists a uniquely determined global (in time) Sobolev solution to (1) in

$$
(\mathcal{C}( [0, \infty), H^s(\mathbb{R}^n) ))^2.
$$

Furthermore, the solution satisfies for $s \in (0, 1)$ the following decay estimates:

$$
\| [D^{\gamma} v(t, \cdot)] \|_{L^2(\mathbb{R}^n)} \leq \left( \| (u_0, u_1) \|_{\mathcal{D}_{m_1}} + \| (v_0, v_1) \|_{\mathcal{D}_{m_1}} \right) \times \begin{cases} (1 + t)^{-((2-2m)n-s)/2} & \text{if } \mu_1 > \frac{2-m}{m}n + 2s, \\ (1 + t)^{-(\mu_1/2)} & \text{if } \mu_1 < \frac{2-m}{m}n. \end{cases}
$$

2.2. Data from Energy Space. If the data are in the energy space, then we get for $s = 1$ a similar case to the case of the previous section because the estimates for $\| [D^{\gamma} u(t, \cdot)] \|_{L^2(\mathbb{R}^n)}$ and $\| u(t, \cdot) \|_{L^2(\mathbb{R}^n)}$ coincide with those of the previous section. Moreover, we obtain the global existence in time of energy solutions. Consequently, we have the following result.

Theorem 4. Let $n \leq 4/(2-m), (u_0, u_1), (v_0, v_1) \in \mathcal{D}_{m_1} \times \mathcal{D}_{m_1}, m \in [1, 2)$, and $\min \{ \mu_1; \mu_2 \} > 1$. Moreover, let the exponents $p$ and $q$ of power nonlinearities satisfy condition (18) and

$$
\min \{ p; q \} > p_{Fuj,m}(n) \text{if } \min \{ \mu_1; \mu_2 \} > \frac{2-m}{m}n + 2,
$$

$$
p > \frac{4}{\mu_2} + \frac{2-m}{m}n, q > \frac{2m}{n} + \frac{m}{2} + \frac{nu_1}{2m} \text{if } \mu_1 > \frac{2-m}{m}n + 2, \mu_2 < \frac{2-m}{m}n, \quad (31)
$$

Then, there exists a small constant $\epsilon_0$ such that if

$$
\| (u_0, u_1) \|_{\mathcal{D}_{m_1}} + \| (v_0, v_1) \|_{\mathcal{D}_{m_1}} \leq \epsilon_0,
$$

then there exists a uniquely determined global (in time) energy solution to (1) in

$$
(\mathcal{C}( [0, \infty), H^1(\mathbb{R}^n) ) \cap \mathcal{C}^1([0, \infty), tL^2 n(\mathbb{R}^n) ))^2.
$$

Then, there exists a uniquely determined global (in time) energy solution to (1) in

$$
(\mathcal{C}( [0, \infty), H^s(\mathbb{R}^n) ))^2.
$$

(27)
Table 1: Cases of the interplay between $\mu_1$ and $\mu_2$.

| Case | Admissible range for $p$ | Admissible range for $q$ |
|------|-------------------------|-------------------------|
| (1)  | $\mu_1 > (2 - m/m)n + 2s$  $\mu_2 = (2 - m/m)n + 2s$ | $p > p_{\text{Fuj,m}}(n)$ | $q > p_{\text{Fuj,m}}(n)$ |
| (2)  | $(2 - m/m)n < \mu_2 < (2 - m/m)n + 2s$ | $p > \min\{(4m/(2 - m)n) + 1; (2 + (n/m))(2/\mu_2 - 2s + n)\}$ | $q > p_{\text{Fuj,m}}(n)$ |
| (3)  | $\mu_1 > (2 - m/m)n + 2s$  $\mu_2 = (2 - m/m)n$ | $p > 1 + (4/\mu_2)$ | $q > p_{\text{Fuj,m}}(n)$ |
| (4)  | $\mu_1 = \mu_2 = (2 - m/m)n + 2s$ | $p > p_{\text{Fuj,m}}(n)$ | $q > p_{\text{Fuj,m}}(n)$ |
| (5)  | $(2 - m/m)n < \mu_2 < (2 - m/m)n + 2s$ | $p > \min\{(4m/(2 - m)n) + 1; (2 + (n/m))(2/\mu_2 - 2s + n)\}$ | $q > p_{\text{Fuj,m}}(n)$ |
| (6)  | $\mu_1 = (2 - m/m)n + 2s$  $\mu_2 = (2 - m/m)n$ | $p > 1 + (4/\mu_2)$ | $q > p_{\text{Fuj,m}}(n)$ |
| (7)  | $(2 - m/m)n < \mu_1 < (2 - m/m)n + 2s$  $\mu_2 = (2 - m/m)n$ | $p > (4/\mu_2) + (2 - m/\mu_2 m)n$ | $q > (2m/n) + (m/2) + (nm_2/2m)$ |
| (8)  | $(2 - m/m)n < \mu_2 < (2 - m/m)n + 2s$  $\mu_2 = (2 - m/m)n$ | $p > \min\{(4m/(2 - m)n) + 1; (2 + (n/m))(2/\mu_2 - 2s + n)\}$ | $q > \min\{(4m/(2 - m)n) + 1; (2 + (n/m))(2/\mu_2 - 2s + n)\}$ |
| (9)  | $(2 - m/m)n < \mu_1 < (2 - m/m)n + 2s$  $\mu_2 = (2 - m/m)n$ | $p > 1 + (4/\mu_2)$ | $q > \min\{(4m/(2 - m)n) + 1; (2 + (n/m))(2/\mu_2 - 2s + n)\}$ |
| (10) | $(2 - m/m)n < \mu_1 < (2 - m/m)n + 2s$  $\mu_2 = (2 - m/m)n$ | $p > (4/\mu_2) + (2 - m/\mu_2 m)n$ | $q > \min\{(4m/(2 - m)n) + 1; (2 + (n/m))(2/\mu_2 - 2s + n)\}$ |
| (11) | $\mu_1 = \mu_2 = (2 - m/m)n$ | $p > 1 + (4/\mu_2)$ | $q > 1 + (4/\mu_1)$ |
| (12) | $\mu_1 = (2 - m/m)n$  $\mu_2 = (2 - m/m)n$ | $p > 1 + (4/\mu_2)$ | $q > (\mu_2/\mu_1) + (4/\mu_1)$ |
Furthermore, the solution satisfies the following decay estimates:

\[
\|u_1(t, \cdot)\|_{L^2(\mathbb{R}^n)} + \|\nabla u(t, \cdot)\|_{L^2(\mathbb{R}^n)} \leq \left(\|u_0, u_1\|_{H^m_\mathcal{E}} + \|v_0, v_1\|_{H^m_\mathcal{E}}\right) \times \begin{cases} (1 + t)^{-(1/2-m)n/2-1}, & \text{if } \mu_1 > \frac{2-m}{m}n + 2, \\ (1 + t)^{(\mu_1/2)}, & \text{if } \mu_1 < \frac{2-m}{m}n, \end{cases}
\]

2.3. Data from Sobolev Spaces with Suitable Regularity.

This section is devoted to the case where the data are from Sobolev spaces with suitable regularity. We will treat the same cases of the previous sections corresponding to the values of \(\mu_1\) and \(\mu_2\). In the following lemma, we will provide some estimates which are important tools in the proofs of our main results.

Lemma 2. Let \(p > \lfloor s \rfloor\) satisfy the following condition:

\[
2 < p, \quad \text{if } s \in \left[\frac{n}{2} + 1, \frac{n}{2}\right],
\]

\[
2 < p, \quad \text{if } s \in \left(\frac{n}{2}, \frac{n}{2}\right).
\]

Then, the following statements are valid.

(i) If

\[
M(t, u) = (1 + t)^{(2-m/2)n/2} \|u(t,.\|_{L^2(\mathbb{R}^n)} + (1 + t)^{(2-m/2)n+s+1} \|u_1(t,.\|_{L^2(\mathbb{R}^n + (1 + t)^{(2-m/2)n+s}} \|u_1(t,.\|_{H^m_\mathcal{E}} + (1 + t)^{(2-m/2)n+(s-1)} M(t, u)^p) + (1 + t)^{(2-m/2)n+(s-1)} M(t, u)^p,
\]

\[
\|u(t,x)\|_{L^m(\mathbb{R}^n)} \leq (1 + t)^{-(n/m)(p-1)} M(t, u)^p,
\]

\[
\|u(t,x)\|_{L^m(\mathbb{R}^n)} \leq (1 + t)^{-(n/m)p+(n/2)} M(t, u)^p,
\]

\[
\|u(t,x)\|_{H^m(\mathbb{R}^n)} \leq (1 + t)^{-(n/m)p+(n/2)-(s-1)} M(t, u)^p,
\]

\[
\|u(t,x)\|_{H^m_{\mathcal{E}}(\mathbb{R}^n)} \leq (1 + t)^{-(n/m)p+(n/2)-(s-1)} M(t, u)^p,
\]

\[
\times (1 + B(t, 0))^{-(n/m)p+(n/2)-(s-1)} \times M(t, v - \bar{v}) \leq (M(t, u)^p + M(t, \bar{u})^p)\]
These estimates imply

\[
\left( \|u\|^P_{L^\infty(\mathbb{R}^m)} + (1 + \tau)^{(2m/2m)\nu + s - 1} \|u\|^P_{H^{-1}(\mathbb{R}^m)} + (1 + \tau)^{(2m/2m)\nu + s - 2} \|u\|^P_{H^{-2}(\mathbb{R}^m)} \right) \times (1 + \tau)^{\nu} \leq (1 + \tau)^{-(\nu/2)p} M(\tau, u)^p.
\]

(ii) If

\[
M(\tau, u) = (1 + \tau)^{\nu/2} \left( \|u(\tau, \cdot)\|_{L^2(\mathbb{R}^m)} + \|u_1(\tau, \cdot)\|_{L^2(\mathbb{R}^m)} \right),
\]

then

\[
\left( \|u\|^P_{L^\infty(\mathbb{R}^m)} + (1 + \tau)^{(2m/2m)\nu + s - 1} \|u\|^P_{H^{-1}(\mathbb{R}^m)} + (1 + \tau)^{(2m/2m)\nu + s - 2} \|u\|^P_{H^{-2}(\mathbb{R}^m)} \right) \times (1 + \tau)^{\nu} \leq (1 + \tau)^{-(\nu/2)p} M(\tau, u)^p.
\]

Using the fractional chain rule from the Appendix and the definition of space \( M(\tau, u) \), one can prove the desired statements.

**Theorem 5.** Let \( n \geq 4 \). The regularity parameters \( s_1 \) and \( s_2 \) satisfy the following conditions:

\[
\begin{align*}
[s_1] &< p, [s_2] < q, \text{if } n \leq 2s_1, \\
[s_1] &< p, \quad [s_2] < q \leq 1 + \frac{2}{n - 2s_1}, \text{if } 2s_1 < n \leq 2s_2, \\
[s_1] &< p \leq 1 + \frac{2}{n - 2s_2}, \quad [s_2] < q \leq 1 + \frac{2}{n - 2s_1}, \text{if } n > 2s_2,
\end{align*}
\]

\[
\min[p, q] > p_{Fuj,m}(n), \quad \text{if } \mu_1 > \frac{2 - m}{m} n + 2s_1, \mu_2 > \frac{2 - m}{m} n + 2s_2,
\]

\[
p > \frac{2 + 2s_2}{\mu_2} + \frac{2 - m}{\mu_2} n, \quad q > \frac{2m}{n} + \frac{m}{2} + \frac{nu_2}{2m}, \quad \text{if } \mu_1 > \frac{2 - m}{m} n + 2s_1, \mu_2 < \frac{2 - m}{m} n,
\]

\[
p > \frac{\mu_1 + 2 + 2s_1}{\mu_2}, \quad q > \frac{\mu_2 + 2 + 2s_1}{\mu_1}, \quad \text{if } \max[\mu_1; \mu_2] < \frac{2 - m}{m} n.
\]

The data \((u_0, u_1)\) and \((v_0, v_1)\) are supposed to belong to \( \mathcal{A}_{m,s_1} \times \mathcal{A}_{m,s_2} \) with \( m \in [1, 2) \). Furthermore, we assume for the exponents \( p \) and \( q \) the following conditions:
Then, there exists a uniquely determined global (in time) energy solution to (1) in

\[
(\mathcal{C}([0, \infty), H^{1}(\mathbb{R}^n)) \cap H^1([0, \infty), H^{1/2}((\mathbb{R}^n))) \times (\mathcal{C}([0, \infty), H_{x}^{1/2}((\mathbb{R}^n))) \cap \mathcal{C}([0, \infty), H^{1/2-1}((\mathbb{R}^n)))).
\]

Furthermore, the solution satisfies the following decay estimates:

\[
\begin{align*}
\|u(t, \cdot)\|_{L^2(\mathbb{R})} &\leq \left(\|u_0, v_1\|_{H^{n_1}} + \|v_0, v_1\|_{H^{n_2}}\right) \times \\
&\begin{cases} 
(1 + t)^{-\frac{2m}{m-n}n}\text{ if } \mu_1 > \frac{2 - m}{m-n} + 2s_1, \\
(1 + t)^{-\frac{\mu_1}{2}}\text{ if } \mu_1 < \frac{2 - m}{m-n},
\end{cases} \\
\|u_t(t, \cdot)\|_{L^2(\mathbb{R})} &\leq \left(\|u_0, v_1\|_{H^{n_1}} + \|v_0, v_1\|_{H^{n_2}}\right) \times \\
&\begin{cases} 
(1 + t)^{-\frac{2m}{m-n}n}\text{ if } \mu_1 > \frac{2 - m}{m-n} + 2s_1, \\
(1 + t)^{-\frac{\mu_1}{2}}\text{ if } \mu_1 < \frac{2 - m}{m-n},
\end{cases} \\
\|D^i u(t, \cdot)\|_{L^2(\mathbb{R})} + \|D^{i-1} u_t(t, \cdot)\|_{L^2(\mathbb{R})} &\leq \left(\|u_0, v_1\|_{H^{n_1}} + \|v_0, v_1\|_{H^{n_2}}\right) \times \\
&\begin{cases} 
(1 + t)^{-\frac{2m}{m-n}n}\text{ if } \mu_2 > \frac{2 - m}{m-n} + 2s_2, \\
(1 + t)^{-\frac{\mu_2}{2}}\text{ if } \mu_2 < \frac{2 - m}{m-n},
\end{cases} \\
\|v(t, \cdot)\|_{L^2(\mathbb{R})} &\leq \left(\|u_0, v_1\|_{H^{n_1}} + \|v_0, v_1\|_{H^{n_2}}\right) \times \\
&\begin{cases} 
(1 + t)^{-\frac{2m}{m-n}n}\text{ if } \mu_2 > \frac{2 - m}{m-n} + 2s_2, \\
(1 + t)^{-\frac{\mu_2}{2}}\text{ if } \mu_2 < \frac{2 - m}{m-n},
\end{cases} \\
\|v_t(t, \cdot)\|_{L^2(\mathbb{R})} &\leq \left(\|u_0, v_1\|_{H^{n_1}} + \|v_0, v_1\|_{H^{n_2}}\right) \times \\
&\begin{cases} 
(1 + t)^{-\frac{2m}{m-n}n}\text{ if } \mu_2 > \frac{2 - m}{m-n} + 2s_2, \\
(1 + t)^{-\frac{\mu_2}{2}}\text{ if } \mu_2 < \frac{2 - m}{m-n},
\end{cases} \\
\|D^i v(t, \cdot)\|_{L^2(\mathbb{R})} + \|D^{i-1} v_t(t, \cdot)\|_{L^2(\mathbb{R})} &\leq \left(\|u_0, v_1\|_{H^{n_1}} + \|v_0, v_1\|_{H^{n_2}}\right) \times \\
&\begin{cases} 
(1 + t)^{-\frac{2m}{m-n}n}\text{ if } \mu_2 > \frac{2 - m}{m-n} + 2s_2, \\
(1 + t)^{-\frac{\mu_2}{2}}\text{ if } \mu_2 < \frac{2 - m}{m-n}.
\end{cases}
\end{align*}
\]

(48)

2.4. Large Regular Data. Comparing this section, where the data are supposed to have large regularity, with the previous section, we feel differences in the treatment only if \(\mu_1\) and \(\mu_2\) are sufficiently large. For this reason, we restrict ourselves to formulate the results without giving a proof. The proof is very similar to the proof of Theorem 5.
Lemma 3. Let \( p > s \). Then, using the rule for fractional powers from Proposition D.1 in the Appendix, the following estimates hold: if

\[
M(\tau, u) = (1 + \tau)^{(2-m/2)\mu + 1} \|u(\tau, \cdot)\|_{L^p(\mathbb{R}^n)} + (1 + \tau)^{2-m/2} \|u_{\tau}(\tau, \cdot)\|_{L^p(\mathbb{R}^n)}
\]  

\[
\left( \|D^*_t u(\tau, \cdot)\|_{L^p(\mathbb{R}^n)} + \|D^{s-1} u_{\tau}(\tau, \cdot)\|_{L^p(\mathbb{R}^n)} \right),
\]

(49)

where we assume \( s^* < n/2 \).

We remark that

\[
\frac{n}{2} \left( \frac{1}{m} - \frac{1}{2} \right) p - s - \frac{s - 1}{2} \left( \frac{1}{p} - 1 \right) \leq -\frac{n}{2m} p + \frac{n}{4} 
\]

(51)

These estimates imply the estimate

\[
\left( \|u(\tau, x)^{p}\|_{L^p(\mathbb{R}^n)} + (1 + \tau)^{2-m/2} \|u(\tau, x)^{p}\|_{H^{s-1}(\mathbb{R}^n)} \right) \leq (1 + \tau)^{(2-m/2)\mu + s} M(\tau, u)^p.
\]

(52)

If

\[
M(\tau, u) = (1 + \tau)^{\mu/2} \left( \|u(\tau, \cdot)\|_{L^p(\mathbb{R}^n)} + \|u_{\tau}(\tau, \cdot)\|_{L^p(\mathbb{R}^n)} \right)
\]

\[
+ \|D^*_t u(\tau, \cdot)\|_{L^p(\mathbb{R}^n)} + \|D^{s-1} u_{\tau}(\tau, \cdot)\|_{L^p(\mathbb{R}^n)} \right),
\]

\]

then

\[
\left( \|u(\tau, x)^{p}\|_{L^p(\mathbb{R}^n)} + \|D^*_t u(\tau, x)^{p}\|_{H^{s-1}(\mathbb{R}^n)} \right) \leq (1 + \tau)^{\mu/2} M(\tau, u)^p.
\]

(53)

These estimates imply the estimate

\[
\left( \|u(\tau, x)^{p}\|_{L^p(\mathbb{R}^n)} + (1 + \tau)^{(2-m/2)\mu + 2} \|u(\tau, x)^{p}\|_{H^{s-1}(\mathbb{R}^n)} \right) \leq (1 + \tau)^{(2-m/2)\mu + s} M(\tau, u)^p.
\]

(54)

Theorem 6. Let \( n \geq 4 \). The data \( (u_0, u_1) \) and \( (v_0, v_1) \) are supposed to belong to \( \mathcal{A}_{m, s_2} \times \mathcal{A}_{m, s_2} \) with \( m \in [1, 2] \) and \( s_2 > s_1 > (n/2) + 1 \). Moreover, we assume

\[
p > s_1,
\]

\[
q > s_2
\]

(56)

where \( s_2 \in [s_1, s_1 + 1] \) and \( s_2 \leq s_2 \). Furthermore, we assume for the exponents \( p \) and \( q \) the following conditions:

\[
p > 1 + \frac{(s_1 + 1)m}{n}, q > 1 + \frac{(s_1 + 1)m}{n}, \quad \text{if } \mu_1 > \frac{2 - m}{m} n + 2s_1, \mu_2 > \frac{2 - m}{m} n + 2s_2,
\]

\[
p > \frac{2 + 2s_2}{\mu_2} + \frac{2 - m}{\mu_2 m} n, q > \frac{(2 + 2s_2)m}{n} + \frac{m + \mu_2}{2m}, \quad \text{if } \mu_1 > \frac{2 - m}{m} n + 2s_1, \mu_2 < \frac{2 - m}{m} n,
\]
\[
\rho > \frac{\mu_1}{\mu_2} + \frac{2 + 2s_2}{\mu_2},
q > \frac{\mu_2}{\mu_1} + \frac{2 + 2s_1}{\mu_1},
\text{ if } \max\{\mu_1; \mu_2\} < \frac{2 - m}{m}n.
\]

(57)

Then, there exists a uniquely determined global (in time) energy solution to (1) in

\[
\mathcal{C}([0, \infty)) \cap \mathcal{C}^1([0, \infty), H^{s_n-1}(\mathbb{R}^n)) \times \mathcal{C}^1([0, \infty), H^{s_2}(\mathbb{R}^n)) \cap \mathcal{C}^1([0, \infty), H^{s_1}(\mathbb{R}^n)).
\]

(58)

Furthermore, the solution satisfies the following decay estimates:

\[
\|u(t, \cdot)\|_{L^2(\mathbb{R}^n)} \leq \left\|\left\|(u_0, u_1)\|_{\mathcal{S}_{n_1}} + \|v_0, v_1\|_{\mathcal{S}_{n_2}}\right\| \times \begin{cases} (1 + t)^{-\frac{2 - m}{2m}n}, & \text{if } \mu_1 > \frac{2 - m}{m}n + 2s_1, \\ (1 + t)^{-\frac{\mu_1}{2}}, & \text{if } \mu_1 < \frac{2 - m}{m}n, \end{cases}
\]

(59)
3. Philosophy of Our Approach and Proofs

3.1. Proof of Theorem 3. Let us define the space of solutions $X(t)$ as follows:

$$X(t) = \{(u, v) \in (\mathcal{C}([0, t], H^s(R^n)) \times \mathcal{C}([0, t], H^s(R^n)))^2 \},$$

(60)

with the norm

$$\| (u, v) \|_{X(t)} = \sup_{t \in [0, t]} \| M_1 (t, u, v) + M_2 (t, u, v) \|,$$

(61)

where $M_1 (t, u, v)$ and $M_2 (t, u, v)$ will be defined in the treatment of each case. Let $N$ be the mapping on $X(t)$ which is defined by

$$N: (u, v) \in X(t) \rightarrow N(u, v) = \left( u^1 + u^2, v^1 + v^2 \right),$$

(62)

where

$$u^1 (t, x) = E_{1,0} (t, 0, x) \ast (\Delta u_0 (x) + E_{1,1} (t, 0, x) \ast (\Delta u_1 (x)),

v^1 (t, x) = \int_0^t E_{1,1} (t, \tau, x) \ast (\Delta f (\tau, v_1 (x)) d\tau,$$

$$u^2 (t, x) = E_{2,0} (t, 0, x) \ast u_0 (x) + E_{2,1} (t, 0, x) \ast u_1 (x),

v^2 (t, x) = \int_0^t E_{2,1} (t, \tau, x) \ast g (\tau, u_1) d\tau.$$

(63)

We denote by $E_{1,0} (t, 0, x)$ and $E_{1,1} (t, 0, x)$ the fundamental solutions to the Cauchy problem

$$u_{tt} - \Delta u + \frac{\mu_1}{1 + t} u_t = 0,$$

$$u (0, x) = u_0 (x),$$

(64)

$$u_t (0, x) = u_1 (x),$$

and by $E_{2,0} (t, 0, x)$ and $E_{2,1} (t, 0, x)$ the fundamental solutions to the Cauchy problem

$$v_{tt} - \Delta v + \frac{\mu_2}{1 + t} v_t = 0,$$

$$v (0, x) = v_0 (x),$$

$$v_t (0, x) = v_1 (x).$$

(65)

From Proposition E.1, the goal is to prove the following estimates:

From the definition of the norm of the solution space $X(t)$, which we will define in each case in correspondence with the main goals, we can immediately obtain

$$\| (u^1, v^1) \|_{X(t)} \leq \| (u_0, u_1) \|_{X(t)} + \| (v_0, v_1) \|_{X(t)},$$

(66)

$$\| N (u, v) - N (\tilde{u}, \tilde{v}) \|_{X(t)} \leq \| (u, v) - (\tilde{u}, \tilde{v}) \|_{X(t)} \times \left( \| (u, v) \|_{X(t)}^{p-1} + \| (\tilde{u}, \tilde{v}) \|_{X(t)}^{p-1} + \| (u, v) \|_{X(t)}^{q-1} + \| (\tilde{u}, \tilde{v}) \|_{X(t)}^{q-1} \right).$$

(67)

We choose

$$M_1 (t, u, v) = (1 + t)^{2 - m/2(n + 2s)} \| u (\tau, \cdot) \|_{L^2 (R^n)}$$

$$+ (1 + t)^{2 - m/2(n + 2s)} \| D^1 u (\tau, \cdot) \|_{L^2 (R^n)},$$

(70)

$$M_2 (t, v, \tau) = (1 + t)^{2 - m/2(n + 2s)} \| v (\tau, \cdot) \|_{L^2 (R^n)}$$

$$+ (1 + t)^{2 - m/2(n + 2s)} \| D^1 v (\tau, \cdot) \|_{L^2 (R^n)}.$$
For the first component \( \mu > (2 - m/m)n + 2s \) and estimate (21) to obtain

\[
\|D^p u^{pl}(t, \cdot)\|_{L^2(R^n)} \leq \|(u, v)\|_{X(t)}(1 + t)^{-(2 - m/2)n}.
\] (73)

For \( v^{pl} \), we use estimate (15) for \( \mu_2 > (2 - m/m)n + 2s \) and estimate (21) to obtain

\[
\|D^q v^{pl}(t, \cdot)\|_{L^2(R^n)} \leq \|(u, v)\|_{X(t)}(1 + t)^{-(2 - m/2)n}.
\] (76)

From (72) to (76), we complete the proof of (69). (ii) \( \mu_1 > (2 - m/m)n + 2s, \mu_2 < (2 - m/m)n \).

We choose

\[
M_1 (\tau, u) = (1 + \tau)^{(2 - m/2)n} \|u(\tau, \cdot)\|_{L^2(R^n)} + (1 + \tau)^{(2 - m/2)n - s} \|D^p u(\tau, \cdot)\|_{L^2(R^n)}
\]
\[
M_2 (\tau, v) = (1 + \tau)^{(2 - m/2)n} \|v(\tau, \cdot)\|_{L^2(R^n)} + \|D^p v(\tau, \cdot)\|_{L^2(R^n)}.
\] (77)

For the first component \( u^{pl} \), we use estimate (15) for \( \mu_1 > (2 - m/m)n + 2s \) and estimate (24) to obtain

\[
\|D^p u^{pl}(t, \cdot)\|_{L^2(R^n)} \leq \left( 1 + t \right)^{-(2 - m/2)n - s} \int_0^t \left( \|v(\tau, x)\|^p_{L^m(R^n)} + (1 + \tau)^{(2 - m/2)n} \|v(\tau, x)\|_{L^2(R^n)} \right) (1 + \tau) \|D^p u(\tau, \cdot)\|_{L^2(R^n)} d\tau
\]
\[
\leq \|(u, v)\|_{X(t)}(1 + t)^{-(2 - m/2)n}.
\] (78)

\[
\|D^q v^{pl}(t, \cdot)\|_{L^2(R^n)} \leq \|(u, v)\|_{X(t)}(1 + t)^{-(2 - m/2)n}.
\] (79)

where we used \( p > p_{Fuj.m}(n) \). Then, we get

\[
\|D^p u^{pl}(t, \cdot)\|_{L^2(R^n)} \leq \|(u, v)\|_{X(t)}(1 + t)^{-(2 - m/2)n}.
\] (72)

In the same way, we prove

\[
\|D^q v^{pl}(t, \cdot)\|_{L^2(R^n)} \leq \|(u, v)\|_{X(t)}(1 + t)^{-(2 - m/2)n}.
\] (75)

In the same way, we prove

\[
M_1 (\tau, u) = (1 + \tau)^{(2 - m/2)n} \|u(\tau, \cdot)\|_{L^2(R^n)} + (1 + \tau)^{(2 - m/2)n - s} \|D^p u(\tau, \cdot)\|_{L^2(R^n)},
\]
\[
M_2 (\tau, v) = (1 + \tau)^{(2 - m/2)n} \|v(\tau, \cdot)\|_{L^2(R^n)} + \|D^p v(\tau, \cdot)\|_{L^2(R^n)}.
\] (77)
where we used (26) for the exponent \( p \). Then, we get
\[
\|D^s u^\mu (t, \cdot)\|_{L^2(\mathbb{R}^n)} \lesssim \|(u, v)\|_{X(t)}^p (1 + t)^{-(2 - m/2m)n - s}.
\] (79)

In the same way, we prove
\[
\|D^s v^\mu (t, \cdot)\|_{L^2(\mathbb{R}^n)} \lesssim \|(u, v)\|_{X(t)}^p (1 + t)^{-(2 - m/2m)n}. \tag{80}
\]

For \( v^\mu \), we use estimate (15) for \( \mu < (2 - m/m)n \) and estimate (21) to obtain
\[
\|v^\mu (t, \cdot)\|_{L^2(\mathbb{R}^n)} \lesssim \|(u, v)\|_{X(t)}^p (1 + t)^{-(2 - m/2m)n}. \tag{81}
\]

We choose
\[
M_1 (\tau, u) = (1 + \tau)^{\mu_1/2} \|u(\tau, \cdot)\|_{L^2(\mathbb{R}^n)} + \|D^s u(\tau, \cdot)\|_{L^2(\mathbb{R}^n)},
\]

\[
M_2 (\tau, v) = (1 + \tau)^{\mu_2/2} \|v(\tau, \cdot)\|_{L^2(\mathbb{R}^n)} + \|D^s v(\tau, \cdot)\|_{L^2(\mathbb{R}^n)}. \tag{82}
\]

For \( u^\mu \), we use estimate (15) for \( \mu < (2 - m/m)n \) and estimate (24) to obtain
\[
\|D^s u^\mu (t, \cdot)\|_{L^2(\mathbb{R}^n)} \lesssim \|(u, v)\|_{X(t)}^p (1 + t)^{-(2 - m/2m)n}. \tag{83}
\]

\[
\|D^s v^\mu (t, \cdot)\|_{L^2(\mathbb{R}^n)} \lesssim \|(u, v)\|_{X(t)}^p (1 + t)^{-(2 - m/2m)n}. \tag{84}
\]

Analogously, using (27) for \( q \), we can prove
\[
\|D^s v^\mu (t, \cdot)\|_{L^2(\mathbb{R}^n)} \lesssim \|(u, v)\|_{X(t)}^p (1 + t)^{-(2 - m/2m)n - s} \tag{85}
\]

where we used \( p > (4 - 2s/\mu_2 + \mu_1/\mu_1 \) which is included in (27). Then, we get
\[
\|D^s u^\mu (t, \cdot)\|_{L^2(\mathbb{R}^n)} \lesssim \|(u, v)\|_{X(t)}^p (1 + t)^{-(2 - m/2m)n - s}. \tag{86}
\]

In the same way, for \( s = 0 \), we can prove
\[
\|u^\mu (t, \cdot)\|_{L^2(\mathbb{R}^n)} \lesssim \|(u, v)\|_{X(t)}^p (1 + t)^{-(\mu_2/2)}, \tag{87}
\]

where we use condition (27).
\[ N(u, v) - N(\tilde{u}, \tilde{v}) = (u^d(t, x) - \tilde{u}^d(t, x), v^d(t, x) - \tilde{v}^d(t, x)) = \left( \int_0^t E_1(t, t, \tau)^* (|v(\tau, x)|^p - |\tilde{v}(\tau, x)|^p) d\tau, \int_0^t E_1(t, t, \tau)^* (|u(\tau, x)|^q - |\tilde{u}(\tau, x)|^q) d\tau \right). \] (90)

Following the same steps and cases used to prove the first inequality (66), we can estimate

\[ \left\| |D|^{s_1} E_1(t, t, \tau)^* (|v(\tau, x)|^p - |\tilde{v}(\tau, x)|^p) d\tau \right\|_{L^2}, \]

\[ \left\| |D|^{s_1} E_1(t, t, \tau)^* (|u(\tau, x)|^q - |\tilde{u}(\tau, x)|^q) d\tau \right\|_{L^2}, \]

\[ \left\| |D|^{s_1} E_1(t, t, \tau)^* (|v(\tau, x)|^p - |\tilde{v}(\tau, x)|^p) d\tau \right\|_{L^2}, \]

\[ \left\| |D|^{s_1} E_1(t, t, \tau)^* (|u(\tau, x)|^q - |\tilde{u}(\tau, x)|^q) d\tau \right\|_{L^2}, \]

which complete the proof.

3.2. Proof of Theorem 5. To prove this theorem, we follow the same steps of the proof of Theorem 3. Then, our main goal is to prove (69) which implies (66). To prove (67), we use estimates (39) or (43) and follow the same steps used to prove previous theorem, in particular, inequality (66). We split the proof into three cases.

(i) \( \mu_1 > (2 - m/m)n + 2s_1, \mu_2 > (2 - m/m)n + 2s_2. \)

We choose

\[ M_1(\tau, u) = (1 + \tau)^{(2 - m/m)n} |u(\tau, \cdot)|_{L^2(\mathbb{R}^n)} + (1 + \tau)^{(2 - m/m)n+1} \|u(t, \cdot)\|_{L^2(\mathbb{R}^n)} \]

\[ M_2(\tau, v) = (1 + \tau)^{(2 - m/m)n} |v(\tau, \cdot)|_{L^2(\mathbb{R}^n)} + (1 + \tau)^{(2 - m/m)n+1} \|v(t, \cdot)\|_{L^2(\mathbb{R}^n)} \]

For the first component \( u^d \), we estimate the most complicate norm (from our point of view) which is

\[ \| |D|^{s_1-1} u^d(t, \cdot) \|_{L^2(\mathbb{R}^n)} \leq \int_0^t \left( |v(\tau, x)|^p \|v(\tau, \cdot)|_{L^{p}((\mathbb{R}^n), x)} + (1 + \tau)^{(2 - m/m)n+s_1-1} |v(\tau, x)|^p \|v(\tau, \cdot)|_{L^{p}((\mathbb{R}^n), x)} \right) \]

\[ (1 + \tau)^{(2 - m/m)n+s_1} \]

\[ \leq \|u(\tau, x)|_{L^p(t)} (1 + t)^{(2 - m/m)n+s_1}, \]

where we used the condition \( p > p_{Fujim}(n) \). Then, we get

\[ \| |D|^{s_1-1} u^d(t, \cdot) \|_{L^2(\mathbb{R}^n)} \leq \|u(\tau, x)|_{L^p(t)} (1 + t)^{(2 - m/m)n-s_1}. \] (94)

In the same way, we get

\[ \| |D|^{s_1-1} u^d(t, \cdot) \|_{L^2(\mathbb{R}^n)} \leq \|u(\tau, x)|_{L^p(t)} (1 + t)^{(2 - m/m)n-s_1}. \] (95)

\[ \|u^d(t, \cdot)\|_{L^2(\mathbb{R}^n)} \leq \|u(\tau, x)|_{L^p(t)} (1 + t)^{(2 - m/m)n-1}, \] (96)

\[ \|D^{s_1} u^d(t, \cdot)\|_{L^2(\mathbb{R}^n)} \leq \|u(\tau, x)|_{L^p(t)} (1 + t)^{(2 - m/m)n-s_1}. \] (97)
Analogously, for the second component $v_{p}^{| \cdot |}$, we use $q > P_{F_{i,j,m}}(n)$ to derive the estimates

\[ \left\| D^{s_{1}}v_{p}^{| \cdot |}(t, \cdot) \right\| _{L^{2}(R^{n})} \leq \left\| (u, v) \right\| _{X_{i}(t)} (1 + t)^{-(2m/2m)n-s_{1}}, \]  
\[ \left\| v_{p}^{| \cdot |}(t, \cdot) \right\| _{L^{2}(R^{n})} \leq \left\| (u, v) \right\| _{X_{i}(t)} (1 + t)^{-(2m/2m)n}, \]  
\[ \left\| v_{p}^{1}(t, \cdot) \right\| _{L^{2}(R^{n})} \leq \left\| (u, v) \right\| _{X_{i}(t)} (1 + t)^{-(2m/2m)n-1}, \]  

From (94)–(101), we get (69).

(ii) $\mu_{1} > (2 - m/m)n + 2s_{1}, \mu_{2} < (2 - m/m)n$.

We choose

\[ M_{1}(t, u, v) = (1 + t)^{(2m/2m)n} + (1 + t)^{(2m/2m)n+1}\left\| u_{t}(t, \cdot) \right\| _{L^{2}(R^{n})}, \]

\[ M_{2}(t, u, v) = (1 + t)^{(2m/2m)n+1}\left\| v_{t}(t, \cdot) \right\| _{L^{2}(R^{n})} + \left\| D^{s_{2}}v_{p}^{| \cdot |}(t, \cdot) \right\| _{L^{2}(R^{n})} + \left\| D^{s_{2}}v_{p}^{1}(t, \cdot) \right\| _{L^{2}(R^{n})}. \]

We begin to estimate the norm $\left\| D^{s_{1}}u_{p}^{| \cdot |}(t, \cdot) \right\| _{L^{2}(R^{n})}$. After using estimate (16) for $\mu_{1} > (2 - m/m)n + 2s_{1}$ and estimate (44), we have

\[ \left\| D^{s_{1}}u_{p}^{| \cdot |}(t, \cdot) \right\| _{L^{2}(R^{n})} \leq \int_{0}^{t} \left( \left\| (u, v) \right\| _{X_{i}(t)} (1 + t)^{-(2m/2m)n-s_{1}} \int_{0}^{t} (1 + r)^{-(m/2)(-2m/2m)n+s_{1}} dr \right) \]

\[ \leq \left\| (u, v) \right\| _{X_{i}(t)} (1 + t)^{-(2m/2m)n+s_{1}}, \]

where we used the condition $p > (2 + 2s_{2}/\mu_{2}) + (2 - m/\mu_{2}m)n$. Then, we get (94), and in a similar way, one can prove (95)–(97). To estimate the norm $\left\| D^{s_{1}}v_{p}^{| \cdot |}(t, \cdot) \right\| _{L^{2}(R^{n})}$, we use estimate (16) for $\mu_{2} < (2 - m/m)n$ and estimate (40). Then, it follows

\[ \left\| D^{s_{1}}v_{p}^{1}(t, \cdot) \right\| _{L^{2}(R^{n})} \leq \int_{0}^{t} \left( \left\| (u, v) \right\| _{X_{i}(t)} (1 + t)^{-(2m/2m)n-s_{1}} \int_{0}^{t} (1 + r)^{-(m/2)(2m/2m)n+s_{1}} dr \right) \]

\[ \leq \left\| (u, v) \right\| _{X_{i}(t)} (1 + t)^{-(m/2)-s_{1}}, \]

where we used the condition $q > (2 - 2s_{2}/m/n) + (m/2) + (n\mu_{2}/2m)$. We may conclude

\[ \left\| D^{s_{1}}v_{p}^{| \cdot |}(t, \cdot) \right\| _{L^{2}(R^{n})} \leq \left\| (u, v) \right\| _{X_{i}(t)} (1 + t)^{-\mu_{2}/2}. \]
Analogously, by using the condition $q > (2m/n) + (m/2) + (n\mu_2/2m)$, we can prove

\[
\left\| u^{d_l}(t, \cdot) \right\|_{L^2(R^n)} + \left\| v^{d_l}(t, \cdot) \right\|_{L^2(R^n)} + \left\| |D|^{s_2}u^{d_l}(t, \cdot) \right\|_{L^2(R^n)} \leq \| (u, v) \|_{X(t)}^p (1 + t)^{-\mu_1/2}.
\]  

(106)

In this way, we complete the proof of the second case.

(iii) max\{\mu_1; \mu_2\} < (2 - m/m)n.

For $u^{d_l}$, we use estimate (16) for $\mu_1 < (2 - m/m)n$ and estimate (44) to obtain

\[
\left\| |D|^{s_2}u^{d_l}(t, \cdot) \right\|_{L^2(R^n)} \leq \int_0^t \left( \left\| |D|^{s_2}v(t, \cdot) \right\|_{L^2(R^n)} + \left\| |D|^{s_2}u(t, \cdot) \right\|_{L^2(R^n)} + \left\| |D|^{s_2}u(t, \cdot) \right\|_{L^2(R^n)} + \left\| |D|^{s_2}u(t, \cdot) \right\|_{L^2(R^n)} \right) \cdot (1 + r)(1 + t)^{1/2} \cdot (2 - 2s_2)\partial_\tau - (\mu_2/2)\partial_\tau - s_2 \partial_\tau - s_2 \partial_\tau + \left\| u(t, \cdot) \right\|_{X(t)}^p (1 + t)^{-\mu_1/2}.
\]  

(108)

where we used the condition $p > (\mu_1/ \mu_2) + ((2 + 2s_2 - 2s_1)/ \mu_2)$. Then, in the same way, we can prove for $p > (\mu_1/ \mu_2) + ((2 + 2s_2 - 2s_1)/ \mu_2)$ the estimate

\[
\left\| |D|^{s_2}u^{d_l}(t, \cdot) \right\|_{L^2(R^n)} \leq \| (u, v) \|_{X(t)}^p (1 + t)^{-\mu_1/2}.
\]  

(109)

\[
\left\| u^{d_l}(t, \cdot) \right\|_{L^2(R^n)} + \left\| v^{d_l}(t, \cdot) \right\|_{L^2(R^n)} + \left\| |D|^{s_2}u^{d_l}(t, \cdot) \right\|_{L^2(R^n)} \leq \| (u, v) \|_{X(t)}^p (1 + t)^{-\mu_1/2}.
\]  

(110)
Proposition B.1. \( B. \) Fractional Leibniz Rule

\[ \| D^\alpha_\ast v_i (t,) \|_{L^2(\mathbb{R}^d)} + \| v_i (t,) \|_{L^2(\mathbb{R}^d)} + \| v_i (t,) \|_{L^2(\mathbb{R}^d)} + \| D^\alpha_\ast v_i (t,) \|_{L^2(\mathbb{R}^d)} \leq \|(u,v)\|_{L^2(t)} \left(1 + t\right)^{-\left(\nu/2\right)}. \] (111)

From (109)–(111), we get (69).

This completes the proof.

3.3. Proof of Theorem 6. The proof can be obtained by following the same steps of the proof of Theorem 5, but using the estimates of Lemma 3 instead of the estimates of Lemma 2. In other words, we use the rules for fractional powers instead of the fractional chain rule.

4. Concluding Remarks

In this section, we compare the results obtained previously in [40–42] with our results. Then, we consider the following weakly coupled systems of semilinear damped wave equations (see Table 2).

(i) If the values of \( \mu_1 \) and \( \mu_2 \) are sufficiently large, we remark that the obtained results for both models coincide. For this reason, we may interpret the above system for large \( \mu_1 \) and \( \mu_2 \) as an effective one.

(ii) If \( \mu_1 \) and \( \mu_2 \) are small, then we obtain quite different results for the above models. In particular, the admissible ranges for the exponents \( p \) and \( q \) determined are \( p > (\mu_1/\mu_2) + (4/\mu_2) \) and \( q > (\mu_2/\mu_1) + (4/\mu_1) \) which are different to \( F_{E_{2},m}(n) \) for the effective case. We see that the results are more restrictive for the scale-invariant case. For this reason, we should interpret the above system for small \( \mu_1 \) and \( \mu_2 \) as a noneffective one.

Appendix

A. Fractional Gagliardo–Nirenberg Inequality

Proposition A.1. Let \( 1 < p, p_0, p_1 < \infty \) and \( \kappa \in (0, \sigma) \). Then, the following fractional Gagliardo–Nirenberg inequality holds for all \( u \in L^p \cap H^k_{p_1} \):

\[ \| u \|_{H^k_{p_1}} \leq \| u \|_{H^k_{p_2}}^{1-\theta} \| u \|_{H^k_{p_1}}^\theta, \quad \text{for some } \theta \in [0,1], \quad \text{with } k_1 (1 - \theta) + k_2 \theta = \sigma. \] (A.6)

B. Fractional Leibniz Rule

Proposition B.1. Let \( \sigma > 0, \quad 1 \leq r \leq \infty \), and \( 1 < p_1, p_2, q_1, q_2 \leq \infty \) satisfying

\[ \frac{1}{r} = \frac{1}{p_1} + \frac{1}{q_1} + \frac{1}{q_2} \] (B.1)

Then, it holds the following fractional Leibniz rule:

\[ \| D^\alpha (fg) \|_{L^r} \leq \| D^\alpha f \|_{L^{p_1}} \| g \|_{L^{q_1}} + \| f \|_{L^{q_1}} \| D^\alpha g \|_{L^{q_2}}, \] (B.2)

for any \( f \in H^k_{p_1} \cap L^{q_1} \) and \( g \in H^k_{q_1} \cap L^{q_2} \).
C. Fractional Chain Rule

Proposition C.1. Let $\sigma \in (0, 1)$, $1 < r, r_1, r_2 < \infty$ and $u, v \in \mathbb{R}$. If $f$ is in $\mathcal{C}^\infty$, the following inequality holds for any $\tau \in [0, 1]$ and

$$|F'(t u + (1 - \tau)v)| \leq \mu(\tau)(G(u) + G(v)),$$

(C.1)

for some continuous nonnegative function $G$ and $\mu \in L^1[0, 1]$. Then, for any $u \in \mathcal{H}^r$ such that $G(u) \in L^1$, provided that

$$\frac{1}{r} = \frac{1}{r_1} + \frac{1}{r_2},$$

(C.3)

In particular, to estimate norms like $\|u\|_{\mathcal{H}^r}$ or $\|\pm u|^{p-1}\|_{\mathcal{H}^r}$ we use the fractional chain rule and the Gagliardo–Nirenberg inequality. In this way, we may conclude

$$\|\pm u|^{p-1}\|_{\mathcal{H}^r} + \|u\|_{\mathcal{H}^r} \leq \|u\|_{\mathcal{H}^r} \|D|^{p-1}\|_{L^1},$$

(C.4)

where

$$\frac{p - 1}{q_1} + \frac{1}{q_2} = \frac{1}{2}.$$

(C.5)

Theorem C.1. Let $r \in (1, \infty)$, $p > 1$, and $s \in (0, p)$. Let $F(u)$ denote one of the functions $\|u\|^p$ or $\pm u|^{p-1}$. Then, it holds the following inequality:

$$\|F(u)\|_{\mathcal{H}^s} \leq \|u\|_{\mathcal{H}^r} \|u\|_{L^s}^{p-1},$$

(C.6)

for any $u \in \mathcal{H}^r$. The next result is a direct consequence of the previous one for the case of homogeneous Sobolev spaces.

Corollary C.1. Let $r \in (1, \infty)$, $p > 1$, and $s \in (0, p)$. Let $F(u)$ denote one of the functions $\|u\|^p$ or $\pm u|^{p-1}$. Then, it holds the following inequality:

$$\|F(u)\|_{\mathcal{H}^s} \leq \|u\|_{\mathcal{H}^r} \|u\|_{L^s}^{p-1},$$

(C.7)

for any $u \in \mathcal{H}^r$.

D. Fractional Powers

The following approach is useful to estimate the power of a given function and the product of two functions in $\mathcal{H}^s$. This approach is meaningful in the case in which we have the embedding

$$L^\infty(\mathbb{R}^n) \rightarrow \mathcal{H}^s(\mathbb{R}^n),$$

(D.1)

that is, when $s > (n/r)$.

Proposition D.1. Let $0 < 2s^* < n < 2s$. Then, for any function $f \in \mathcal{H}^{2s^*} \cap \mathcal{H}^s$, one has the estimate

$$\|f\|_{L^\infty} \leq \|f\|_{\mathcal{H}^{2s^*}} + \|f\|_{\mathcal{H}^s}.$$

(D.2)

E. Fixed Point Argument

Proposition E.1. The operator $N$ maps $X(t)$ into itself and has one and only one fixed point $u \in X(t)$ if the following inequalities hold:

$$\|Nu\|_{X(t)} \leq C_0(t)\left(\|u_0\|_{X(0)} + C_1(t)\|u\|_{X(t)}^p\right),$$

(E.1)

$$\|Nu - Nv\|_{X(t)} \leq C_2(t)\|u - v\|_{X(t)}\left(\|u\|_{X(t)}^{p-1} + \|v\|_{X(t)}^{p-1}\right),$$

(E.2)

where $C_0(t), C_1(t), C_2(t) \rightarrow 0$ for $t \rightarrow +0$ and $C_0(t), C_1(t), C_2(t) \leq C$ for all $t \in [0, \infty)$.

Data Availability

No data were used to support this study.

Conflicts of Interest

The author declares that there are no conflicts of interest.

Acknowledgments

This study was supported by the Deanship of Scientific Research, Vice Presidency for Graduate Studies and Scientific Research, King Faisal University, Saudi Arabia (project no. GRANT443) (the number of the old project that is transferred to the new project is no. 216064).

References

[1] V. Georgiev, H. Lindblad, and C. D. Sogge, "Weighted Strichartz estimates and global existence for semilinear wave equations," American Journal of Mathematics, vol. 119, no. 6, pp. 1291–1319, 1997.

[2] R. T. Glassey, "Existence in the large for $u = F(u)$ in two space dimensions," Mathematische Zeitschrift, vol. 178, no. 2, pp. 233–261, 1981.

[3] R. T. Glassey, "Finite-time blow-up for solutions of nonlinear wave equations," Mathematische Zeitschrift, vol. 177, no. 3, pp. 323–340, 1981.

[4] M. Ikeda, M. Sobajima, and K. Wakasa, "Blow-up phenomena of semilinear wave equations and their weakly coupled systems," Journal of Differential Equations, vol. 267, no. 9, pp. 5165–5201, 2019.

[5] H. Jiao and Z. Zhou, "An elementary proof of the blow-up for semilinear wave equation in high space dimensions," Journal of Differential Equations, vol. 189, no. 2, pp. 355–365, 2003.

[6] F. John, "Blow-up of solutions of nonlinear wave equations in three space dimensions," Manuscripta Mathematica, vol. 28, pp. 235–268, 1979.

[7] T. Kato, "Blow-up of solutions of some nonlinear hyperbolic equations," Communications on Pure and Applied Mathematics, vol. 33, no. 4, pp. 501–505, 1980.

[8] H. Lindblad and C. D. Sogge, "Long-time existence for small amplitude semilinear wave equations," American Journal of Mathematics, vol. 118, no. 5, pp. 1047–1135, 1996.
[9] J. Schaeffer, “The equation $u_{tt} - \Delta u = |u|^p$ for the critical value of $p$,” Proceedings of the Royal Society of Edinburgh: Section A Mathematics, vol. 101, no. 1-2, pp. 31–44, 1985.
[10] T. C. Sideris, “Nonexistence of global solutions to semilinear wave equations in high dimensions,” Journal of Differential Equations, vol. 52, no. 3, pp. 376–406, 1984.
[11] W. A. Strauss, “Nonlinear scattering theory at low energy,” Journal of Functional Analysis, vol. 41, no. 1, pp. 110–133, 1981.
[12] D. Tataru, “Strichartz estimates in the hyperbolic space and global existence for the semilinear wave equation,” Transactions of the American Mathematical Society, vol. 353, pp. 795–807, 2001.
[13] B. T. Yordanov and Q. S. Zhang, “Finite time blow up for critical wave equations in high dimensions,” Journal of Functional Analysis, vol. 231, no. 2, pp. 361–374, 2006.
[14] Y. Zhou, “Cauchy problem for semilinear wave equations in four space dimensions with small initial data,” Journal of Partial Differential Equations, vol. 8, pp. 135–144, 1995.
[15] Y. Zhou, “Blow up of solutions to semilinear wave equations with critical exponent in high dimensions,” Chinese Annals of Mathematics, Series B, vol. 28, no. 2, pp. 205–212, 2007.
[16] Z. Zhang, “New exact travelling wave solutions for the nonlinear klein-gordon equation,” Turkish Journal of Physics, vol. 32, no. 5, pp. 235–240, 2008.
[17] A. Matsumura, “On the asymptotic behavior of solutions of semi-linear wave equations,” Publications of the Research Institute for Mathematical Sciences, vol. 12, no. 1, pp. 169–189, 1976.
[18] M. Nakao and K. Ono, “Existence of global solutions to the Cauchy problem for the semilinear dissipative wave equations,” Mathematische Zeitschrift, vol. 214, no. 1, pp. 325–342, 1993.
[19] H. Fujita, “On the blowing up of solutions of the cauchy problem for $u_{tt} + \Delta u + u^1\alpha$,” The Faculty of Science University Tokyo, vol. 13, pp. 109–124, 1966.
[20] R. Ikehata, Y. Miyaoaka, and T. Nakatake, “Decay estimates of solutions for dissipative wave equations in $\mathbb{R}^n$ with lower power nonlinearities,” Journal of the Mathematical Society of Japan, vol. 56, pp. 365–373, 2004.
[21] R. Ikehata and K. Tanizawa, “Global existence of solutions for semilinear damped wave equations in $\mathbb{R}^n$ with noncompactly supported initial data,” Nonlinear Analysis: Theory, Methods & Applications, vol. 61, no. 7, pp. 1189–1208, 2005.
[22] G. Todorova and B. Yordanov, “Critical exponent for a nonlinear wave equation with damping,” Journal of Differential Equations, vol. 174, no. 2, pp. 464–489, 2001.
[23] Q. S. Zhang, “A blow-up result for a nonlinear wave equation with damping: the critical case,” Comptes Rendus de l’Académie des Sciences—Series I: Mathematics, vol. 333, no. 2, pp. 109–114, 2001.
[24] Z. Zhang, J. Huang, and M. Sun, “Well-posedness and decay property for the generalized damped Boussinesq equation with double rotational inertia,” Kodai Mathematical Journal, vol. 39, no. 3, pp. 535–551, 2016.
[25] M. D’Abbicco, S. Lucente, and M. Reissig, “Semi-linear wave equations with effective damping,” Chinese Annals of Mathematics, vol. 34B, no. 3, pp. 345–380, 2013.
[26] J. Wirth, “Solution representations for a wave equation with weak dissipation,” Mathematical Methods in the Applied Sciences, vol. 27, no. 1, pp. 101–124, 2004.
[27] J. Wirth, Asymptotic Properties of Solutions to Wave Equations with Time-Dependent Dissipation, TU Bergakademie Freiberg, Freiberg, Germany, 2004.
[28] J. Wirth, “Wave equations with time-dependent dissipation II. Effective dissipation,” Journal of Differential Equations, vol. 232, no. 1, pp. 74–103, 2007.
[29] T. Yamazaki, “Asymptotic behavior for abstract wave equation with decaying dissipation,” Advances in Difference Equations, vol. 11, pp. 74–103, 2006.
[30] T. Yamazaki, “Diffusion phenomena for abstract wave equation with decaying dissipation,” Advanced Studies in Pure Mathematics, vol. 47, pp. 363–381, 2007.
[31] J. Lin, K. Nishihara, and J. Zhai, “Critical exponent for the semilinear wave equation with time-dependent damping,” Discrete and Continuous Dynamical Systems, vol. 32, no. 12, pp. 4307–4320, 2012.
[32] K. Nishihara, “Asymptotic behavior of solutions to the semilinear wave equation with time-dependent damping,” Tokyo Journal of Mathematics, vol. 34, pp. 327–343, 2011.
[33] J. Wirth, “Wave equations with time-dependent dissipation I. Non-effective dissipation,” Journal of Differential Equations, vol. 222, no. 2, pp. 487–514, 2006.
[34] M. D’Abbicco, “The threshold of effective damping for semilinear wave equations,” Mathematical Methods in the Applied Sciences, vol. 38, pp. 1032–1045, 2015.
[35] W. Nunes dos Nascimento, A. Palmieri, and M. Reissig, “Semi-linear wave models with power non-linearity and scale invariant time-dependent mass and dissipation,” Mathematische Nachrichten, vol. 290, 2017.
[36] A. Palmieri, “Linear and nonlinear sigma-evolution equations,” Master thesis, University of Bari, Bari, Italy, 2015.
[37] M. D’Abbicco, S. Lucente, and M. Reissig, “A shift in the Strauss exponent for semilinear wave equations with a not effective damping,” Journal of Differential Equations, vol. 259, pp. 5040–5073, 2015.
[38] F. Sun and M. Wang, “Existence and nonexistence of global solutions to a nonlinear hyperbolic system with damping,” Nonlinear Analysis: Theory, Methods & Applications, vol. 66, no. 12, pp. 2889–2910, 2007.
[39] T. Narazaki, “Global solutions to the Cauchy problem for the weakly coupled damped wave equations,” Discrete Contin. Dyn. Syst., pp. 592–601, 2009.
[40] A. Mohammed Djouiti and M. Reissig, “Weakly coupled systems of semilinear effectively damped waves with time-dependent coefficient, different power nonlinearities and different regularity of the data,” Nonlinear Analysis, vol. 175, pp. 28–55, 2018.
[41] A. Mohammed Djouiti, “On the benefit of different additional regularity for the weakly coupled systems of semilinear effectively damped waves,” Mediterranean Journal of Mathematics, vol. 15, no. 3, pp. 115, 2018.
[42] A. Mohammed Djouiti and M. Reissig, “Weakly coupled systems of semilinear effectively damped waves with different time-dependent coefficients in the dissipation terms and different power nonlinearities,” in New Tools for Nonlinear PDEs and Application. Trends in Mathematics, M. D’Abbicco,
[43] A. Mohammed Djaouti, “Semilinear systems of weakly coupled damped waves,” Ph.D. thesis, TU Bergakademie Freiberg, Freiberg, Germany, 2018.

[44] A. Mohammed Djaouti, “Modified different nonlinearities for weakly coupled systems of semilinear effectively damped waves with different time-dependent coefficients in the dissipation terms,” Advances in Difference Equations, vol. 2021, p. 66, 2021.

[45] A. Palmieri and M. Reissig, “Semi-linear wave models with power non-linearity and scale invariant time-dependent mass and dissipation II,” Mathematische Nachrichten, vol. 291, 2017.