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Abstract

Simulators play a major role in analyzing multi-modal transportation networks. As complexity of simulators increases, development of calibration procedures is becoming an increasingly challenging task. Current calibration procedures often rely on heuristics, rules of thumb and sometimes on brute-force search. In this paper we consider an automated framework for calibration that relies on Bayesian optimization. Bayesian optimization treats the simulator as a sample from a Gaussian process (GP). Tractability and sample efficiency of Gaussian processes enable computationally efficient algorithms for calibration problems. We show how the choice of prior and inference algorithm affect the outcome of our optimization procedure. We develop dimensionality reduction techniques that allow for our optimization techniques to be applicable for real-life problems. We develop a distributed, Gaussian Process Bayesian regression and active learning models. We demonstrate those to calibrate ground transportation simulation models. Finally, we discuss directions for further research.

1 Introduction

Modern urban transportation systems required for urban planning and decision making demands the development and maintenance of complex, stochastic computer simulations to adequately forecast the impacts of regional development and gain insights into traveler behaviors. Complexity of transportation simulators grows with our capability to collect more data and the increase of computing power available to researchers and practitioners. In essence a simulation model is a highly nonlinear function that maps inputs (e.g. demand variables) to outputs (e.g. congestion patterns).
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Adjustments, or calibrations, to the model’s inputs are required to align the associated outputs more with the field observations. Models need to be re-calibrated every time a new module or assumption is introduced. The primary goal of a calibration procedure is to find a set of input parameters that lead to simulation outputs that match observed data, such as traffic counts, point-to-point travel times, or transit ridership, as close as possible. A simulator that is capable of reproducing observed flows can then be used confidently to develop forecasts on network performance for different infrastructure changes or policies.

Traditional static assignment techniques [25, 26], such as the four-step model, allowed for a mathematically rigorous framework and set of efficient algorithms for model calibration. However, more behaviorally realistic models that integrate dynamic traffic assignment, transit simulations and disaggregate models for travel behaviors, do not allow for generalized universal solutions [30]. Modern simulators typically integrate multiple modules, such as dynamic traffic assignment, transit simulator and activity-based models (ABM) for travel behavior, which are developed in “isolation”. For example, discrete choice models are estimated using travel survey data before being implemented into the integrated ABM model.

The calibration processes for integrated modes, that include individual components, are ad-hoc. Our focus in this paper is on developing a mathematical framework that relies on methods of Bayesian optimization to develop surrogate models that can be used for calibration problems.

Numerous approaches for the calibration of simulation-based traffic flow models have been produced by treating the problem as an optimization issue. The lack of gradients in these models has led to mainly meta-heuristic methods being used, such as Simulation Optimization (SO) [5, 39], Genetic Algorithm (GA) [4, 24], Simultaneous Perturbation Stochastic Approximation (SPSA) [23, 6, 22], and exhaustive evaluation [16], with relative success [38].

Alternatively, Bayesian inference methods provide a confidence value and analytic capability not necessarily produced by other general-purpose approaches for nonparametric linear and non-linear modeling; although limited, their application in transportation has been successful [17, 11, 12, 40]. One of the first statistical methodologies to address the analysis of computer experiments in general can be found in [34], which introduces a kind of stochastic process known as a Gaussian Process(GP) for use with Bayesian inference [13, 36, 8, 31, 32]. The application of GP regression towards calibration was pioneered by [19], where the concept was deployed as surrogate model, or emulator, which estimated the sources of uncertainty between the simulation and true process to improve the prediction accuracy for unverified variable settings. [18] further expands this framework to address high-dimensional problems with high-dimensional outputs by combining it with Markov chain Monte Carlo(MCMC) methods; others have begun integrating these with Machine Learning techniques [35, 31].

However, the primary focus for several of these applications centered on making the most accurate predictions rather than on aligning the simulators themselves. Successful calibration will require a balance the exploration of unknown portions of the input sample space with the exploitation of all known information. [3] and [33] discuss extensively several Bayesian utility functions and their non-Bayesian Design of Experiments (DOE) equivalents.
In addition, addressing the exponential increase in the dimensions of transportation simulators is becoming more paramount as models become more detailed and cities grow larger. The disaggregation of an origin-destination matrix into individual trip-makers through activity-based decision modeling (ABDM) is one approach to decreasing the complexity of traffic flow dynamics in complex network infrastructures [28]. Pre-processing methods such as Principal Component Analysis (PCA) [9] have been used in transportation to further dimensionality with minimal cost to accuracy. We build on these existing works in simulation-based optimization literature both in transportation and other engineering fields by formalizing a Bayesian optimization framework to calibrate complex transportation simulators. Our contributions are

- Formulation of Gaussian Process Bayesian methods for transportation optimization
- Experiment Design algorithms for active conservation of restricted resource allocations
- Dimensionality reduction techniques for complexity control

The remainder of this paper is organized as follows: Section 2 defines a notation set that will be used throughout the document and details the framework and approaches to calibration; Section 3 addresses the need for dimensionality reduction; Section 4 provides an illustrative example; and Section 5 offers avenues for further research.

2 Calibration Framework

The relationship between a true process’ output and the output of the transportation simulator emulating the behavior is limited by the human ability to quantify an observed process. This results in three primary sources of variation, which must be resolved for in order to provide realistic and useful calibration values [19]:

- Residual Variability – Processes do not always take the same value each time the same identified inputs are used. This can be due to the process being inherently unpredictable or stochastic or due to a set of unrecognized conditions that effect the process
- Observation Error – the inherent limitation in observation recording which can result in measurement errors or unintended correlations
- Model Inadequacy – the difference between the true mean value of the process a model simulates and the model’s output given the limitations resulting from the assumptions its creators have used

In other words, the relationship between a field observation of a process, \( y \), and the true values of the process, \( \xi \), is a function of the inputs, \( x_i \), plus some error:

\[ y = f(x_i) + \varepsilon \]

Kennedy further defines the following sources of variability; however, the goal of this calibration framework needs only to explicitly account at the following level.
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Here, $e_i$ can be attributed to observation error and the residual variation inherent to the observed process; in practice, the observation error and residual variation cannot be separated out. The true process can be split into two functions: the simulator, $\phi$, and the model inadequacy, $\epsilon$.

$$\zeta(x_i) = \phi(x_i, \psi_i) + \epsilon(x_i)$$

The simulator $\phi$ is a function of the data inputs, $x$, and values of the tunable simulation variables, $\psi$. The goal is to reconstruct optimal values of $\psi$ via the calibration process. Accounting for the measurement noise and model inadequacy results in a final relation between the observed and simulated data:

$$y(x_i) = \phi(x_i, \psi_i) + \epsilon(x_i) + e_i$$

Our framework is designed to execute Bayesian optimization algorithms for calibration of transportation simulators in distributed computing environments. We break our framework into three reiterative stages: Evaluation, Integration, and Exploration. The following sections outline each in detail.

### 2.1 Evaluation

During the evaluation stage, new data is obtained based upon the recommended sampling strategy produced by the previous cycle’s exploration state; this stage is initially skipped when the calibration process begins.

Of primary concern is the increasing complexity of transportation computation modeling, which results in a single input set’s evaluation time ranging from many hours to days. This computational constraint can potentially limit the scale and scope of calibration investigations and result in large areas of sample space unexplored and sub-optimal decisions.

Fortunately, as High-Performance Computing (HPC) resources have become increasingly available in most research environments, new modes of computational processing and experimentation have become possible—parallel tasking capabilities allow multiple simulated runs, referred to as a batch, to be performed simultaneously and HPC programs aid in coordinating worker units to run codes across multiple processors to maximize the available resources and time management. By leveraging these advances and
running a queue of pending input sets concurrently through the simulator, a larger set of unknown inputs can be evaluated in an acceptable time frame.

The HPC master controller program, known as an *emcee*, coordinates assignments to free processors and collects the finished simulation outputs. For this calibration setup, the *emcee* program must also be capable of interaction with a model exploration program that provides the queue of untested input sets to be evaluated at this stage.

Notably, it may appear counter-intuitive to place this stage at the front of the cycle structure, especially given that this stage is initially skipped when the calibration process begins. However, the time or cost constraints related with the simulator in question encourages evaluation to never occur unless improvements are being sought and integration occurs subsequently. Therefore, it’s placement is crucial so as not to misemploy limited resources in pursuit of the best calibration.

### 2.2 Integration

In order to align the output of a simulator with the data collected in the field, tunable variables, \(\psi\), which influence the output of the simulation model, must be adjusted. To calibrate the model, we use observed field data \(\{Y, X\}\) and seek \(\psi^*\) which minimizes the inadequacy error \(\varepsilon\):

\[
\psi^* \in \arg\min_{\psi \in \mathcal{A}} [L(\varepsilon(X)) = L(\phi(\psi, X))]
\]

where the constraint set \(\mathcal{A}\) encodes our prior knowledge about the feasible ranges of the model’s parameters—for example, a traveler’s value of time must be positive. Here, \(L\) is the divergence measure that quantifies the inadequacy between the observed data and the simulator’s output. For example, we can choose \(L\) to be the mean squared error:

\[
L [Y, \phi(\Psi, X)] = \frac{1}{N} \sum_{i=1}^{N} (y(x_i) - \phi(x_i, \psi_i))^2
\]

Recall that each simulation run is expected to require significant computing resources; thus, the goal is to design a sample efficient optimization algorithm that solves the problem with smallest number of simulation evaluations.

Many algorithms exist to solve such an optimization problem; however, the complex interactions represented within the transportation simulator are assumed to beyond the scope of our knowledge and, as a result, our objective function, \(L\), cannot be further decomposed and solved analytically. By treating the objective function instead as an unknown, stochastic function, black-box optimization methodologies, which assume to only know the inputs and outputs of a process, can be leveraged.

To solve our black-box optimization problem, we use a surrogate to adequately represent the relationship between our transportation model and the field observations, denoted as \(f(\cdot)\). The Bayesian approach attempts to further quantify the uncertainty in this assumed surrogate model’s accuracy by constructing a probability distribution over all

\[\text{Section 2.2.2}\]
potential linear and nonlinear functions. Data is used to calculate the posterior, or conditional, probability of all potential input sets not yet tried given the evidential results collected in the Evaluation stages, $P(\text{potential} \mid \text{evaluated})$.

The Integration stage performs this derivation through the use of Bayes’ theorem, which states that the posterior probability of a model, given a set of evidential data, is proportional to the likelihood of the evidence given the model multiplied by the prior probability of the model:

$$P(\text{Model} \mid \text{Evidence}) \propto P(\text{Evidence} \mid \text{Model})P(\text{Model})$$

Once this distribution is sufficiently mapped, a valued estimation for our parameters can be made with minimal uncertainty. For a more in-depth review of Bayesian optimization and previous work in black-box methodologies, refer to [2].

### 2.2.1 GP Prior Distribution

The prior probability of a model in Bayes’ theorem is the unconditional probability that is assigned before any relevant evidence is taken into account. In other words, this probability distribution captures the initial beliefs regarding our surrogate function prior to any evidence being collected. The most common surrogate model used to approximate the functionality of a simulation is a Gaussian Process (GP) [15].

Recall that in statistics, a probability distribution is essentially an equation, or function, which links the possible outcomes of a random phenomenon with its probability of occurrence. An important and often-encountered member of these distributions is referred to as a Gaussian Distribution, which is most known for its characteristic, symmetric “bell shape”. These distributions are very useful for any analytical manipulations required in statistics because many of the integrals involving Gaussians tend to have simple, closed forms. Set over a finite, k-dimensional space, Gaussians are described by a $k \times 1$ scalar mean vector, $\mu$, and $k \times k$ covariance matrix, $\Sigma$:

$$x \sim \mathcal{N}(\mu, \Sigma)$$

The infinite-dimensional extension of this distribution is referred to as a Gaussian Process and represents a distribution over functions. Formally, $p(g)$ is a GP if, for any finite-dimension $d$ subset of its random variables, the joint distribution $g_{x_1, \ldots, x_d}$ produces a Gaussian Distribution.

It may help to consider a single function $g(x)$ drawn from one of these GPs as an infinitely-long vector drawn from an extremely high-dimensional Gaussian [31]. In application, having a GP described in the same manner as a Gaussian Distribution, by
an infinite-dimensional scalar mean vector ($\infty 1$) and infinite-squared covariance matrix ($\infty \infty$), would be impractical. A GP over an infinite collection of random variables, is, instead, described with a mean function $m$ and a covariance function $k$

$$g(x) \sim GP(m(x), k(x, x'))$$

where

$$m(x) = E[x]$$

$$k(x, x') = E[(x - m(x))(x' - m(x'))]$$

The covariance function $k(x, x')$ of a distribution specifies the spatial relationship between two input sets $x$ and $x'$; that is, it acts as an information source detailing the degree at which a change in the distribution value at $x$ will correlate with a change in the distribution value at $x'$. The mean function can be represented as any function; however, the covariance function must result in a positive semi-definite matrix for any of its subset Gaussian Distributions.

This positive semi-definite requirement for covariance matrices is identical to Mercer’s condition for kernels and, therefore, any kernel-based function is a valid covariance. The most commonly applied kernel is known as a Squared Exponential or Radial Basis kernel, which is both stationary and isotropic and results in a homogenous and smooth function estimate.\(^3\)

$$k_{SE}(x, x') = \sigma^2 \exp \left[-\frac{1}{2} \left(\frac{x - x'}{\lambda}\right)^2\right]$$

where $\sigma$ is the output variance and $\lambda$ is the lengthscale.

A second common choice is known as the Matérn covariance function, which provides less smoothness through the reduction of the covariance differentiability.

$$k_{Matern}(x, x') = \sigma^2 \frac{2^{1-v}}{\Gamma(v)} \left[\frac{\sqrt{2v}|x - x'|}{\lambda}\right]^v K_v \left[\frac{\sqrt{2v}|x - x'|}{\lambda}\right]$$

where $\sigma$ is the output variance, $\Gamma$ is the gamma function, $K_v$ is a modified Bessel function, and $\lambda$ and $v$ are non-negative hyperparameters for lengthscale and smoothness respectively.

Other common but less used forms include periodic, which can capture repeated structure, and linear, a special case of which is known to model white noise. General references for families of correlation functions and possible combinations are provided by [1] and [10].

\(^3\)smooth covariance structures encode that the influence of a point on its neighbors is strong but nearly zero for points further away
2.2.2 Integrating with Noise

For simplification of notation throughout this section, \( \theta \) represents \( \langle \Psi, X \rangle \). Recall from Section 2, the three sources of variation: residual variability, observation error, and model inadequacy. While model inadequacy is explicitly captured through the objective function in the Integration stage, \( L \), the residual and observational variabilities have yet to be addressed.

Fortunately, the flexibility of using a GP prior allows for these remaining discrepancies to be adequately captured without significant complication via an addition to the covariance function [14]:

\[
L(Y, \phi(\theta)) \sim \mathcal{GP}(m(\theta), k(\theta, \theta') + \sigma_e^2 \delta_{\theta,\theta'})
\]

where \( \delta_{\theta,\theta'} \) is the Kronecker delta which is one if \( \theta = \theta' \) and zero otherwise and \( \sigma_e^2 \) is the variation of the error term.

This formulation continues to result in the variance of an input set \( \theta_j \) increasing away from the nearest alternative input \( \theta_i \) as before; however, it no longer results in zero if \( \theta_j = \theta_i \) but rather \( \delta \sigma_e^2 \).

To sample from this prior distribution, function values \( f_t \) would be drawn for \( t \) input sets \( \theta_{1:t} \) according to a Gaussian Distribution \( \mathcal{N}(\mu = m(\theta), K = k(\theta, \theta') + \sigma_e^2 \delta_{\theta,\theta'}) \) with the kernel matrix given by:

\[
K = \begin{bmatrix}
    k(\theta_1, \theta_1) + \delta \sigma^2 & \ldots & k(\theta_1, \theta_t) \\
    \vdots & \ddots & \vdots \\
    k(\theta_t, \theta_1) & \ldots & k(\theta_t, \theta_t) + \delta \sigma^2
\end{bmatrix}
\]

where \( k(\cdot, \cdot) \) is the chosen kernel function. Figure 3(a) shows an example of potential representative functions given only a prior knowledge of the simulator.

The posterior is conditioned from a joint distribution between the input sets which have been evaluated, designated as \( \theta_{ev} \), and the sets which have not, designed as \( \theta_* \):

\[
p \left( \begin{bmatrix}
    L(Y, \phi(\theta_{ev})) \\
    L(Y, \phi(\theta_*))
\end{bmatrix} \right) \sim \mathcal{N}\left( \mu = \begin{bmatrix}
    \mu_{ev} \\
    \mu_{ev*}
\end{bmatrix}, K = \begin{bmatrix}
    K_{ev,ev} & K_{ev,*} \\
    K_{*,ev} & K_{*,*}
\end{bmatrix}\right)
\]
To sample from this posterior distribution, function values, $L(Y, \phi(\theta_t))$, would be computed for $t$ input sets, $\theta_{1:t}$, according to a conditional Gaussian Distribution $p[L(Y, \phi(\theta_*)) \mid \theta_*, \theta_{ev}, L(Y, \phi(\theta_{ev}))] \sim \mathcal{N}(\mu_{post}, K_{post})$ with the following summary statistics:

$$
\mu_{post} = \mu_* + K_{ev, ev}^{-1} [L(Y, \phi(\theta_{ev})) - \mu_*], \quad K_{post} = K_{*, *} - K_{*, ev} K_{ev, ev}^{-1} K_{ev, *}
$$

(8)

Figure 3(b) shows an example of the potential representative functions given a few data points evaluated by the simulator.

2.3 Exploration

The Exploration stage provides a recommended input set for the next iteration. Typical Design of Experiment (DOE) methods such as randomization, factorial, and space-filling designs begin with the entire state space and provide a pre-determined list of candidates that should be run regardless of the previous evaluation outcomes. However, the large time-consumptions related to transportation simulators require attention be given to minimizing the number of samples without compromising the final recommendation and, consequently, candidates need to be ordered in such a manner that redundant sampling in areas of the state space already adequately mapped does not occur.

A machine learning technique known as active learning, also known as optimal experimental design in DOE, provides such a scheme. A utility function (a.k.a. acquisition function) is built to balance the exploration of unknown portions of the input sample space with the exploitation of all information gathered by the previous stages and cycles, resulting in a prioritized ordering reflecting the motivation and objectives behind the calibration effort. Formally, this is written as [33]:

$$
d^* = \arg\max_{d \in D} \mathbb{E}[U(d, \theta, f(\theta))]
$$

(9)

where $d^*$ is the optimal design choice, or input set, decision from the potential candidate set $D$; $U(\cdot)$ is the chosen utility function reflecting the experiment’s purpose (inference or prediction of unknown parameters $\theta$); and $f(\cdot)$ is the surrogate function.

The expectation of the utility function is taken over the posterior distribution calculated in the previous Integration stage.

$$
d^* = \arg\max_{d \in D} \mathbb{E}[U(d, \theta, f(\theta))]
$$

(10)

Thus, the optimal design choice will be the input set which maximizes the posterior expected utility. It should be noted at this framework does not aim to specify a single utility function to be used in all employed circumstances but to provide context behind which active learning utilities should be used for specific calibration situations.

In addition, in order to meet the needs of the Evaluation stage’s HPC capabilities, a batch-mode version will be utilized. Instead of providing a single recommendation, a predetermined number of recommendations should be produced using the appropriate utility function.\[4]

\[4\] expectations of the chosen recommendations yet to be evaluated by an Evaluation stage will be used when determining subsequent sampling decisions if the predetermined set is greater than 1
2.3.1 Acquisition Functions

Within the active learning framework, utility functions are often referred to as acquisition functions. With several different parameterized acquisition functions in the literature, it is often unclear which one to use. Some rely solely on exploration-based objectives, choosing samples in areas where variance is still large, or exploitation-based objectives, choosing samples where the mean is low, while others lie somewhere in between.

Determining the best acquisition function depends upon the overall purpose of the experiments. For example, predicting future values rely on minimizing variance across the state space and result in the chosen acquisition function skewing towards exploration while parameter estimation concentrates on finding the lowest or highest mean of the function through a bias towards exploitation. This framework concentrates on the later.

[3] discusses extensively several Bayesian utility functions and their non-Bayesian DOE equivalents. Below are two most widely used acquisition functions for Bayesian designs:

**Probability of Improvement** The Probability of Improvement function was first proposed by Harold Kushner [20]. Given the current minimum value found, \( f(\theta^+) \), where \( \theta^+ = \arg \max_{\theta_i \in \Theta_{\text{in}}} f(\theta_i) \), the function seeks to find the candidate from the unevaluated set of possible samples with the largest potential to improve upon the current minimal evaluation, \( f(\theta^+) \).

\[
PI(\theta) = P(f(\theta) \geq f(\theta^+))
\] (11)

For application to our Gaussian posterior distribution, this can be written as

\[
PI(\theta) = \Phi \left( \frac{\mu(\theta) - f(\theta^+)}{\sigma(\theta)} \right)
\] (12)

where \( \Phi(\cdot) \) is the Gaussian cumulative distribution function. In the original form above, this function is purely exploitative and relies heavily on the initial placement of the original samples. A simple modification exists, however, to encourage exploitation by adding a trade-off parameter, \( \lambda \geq 0 \), to the left-hand side.

\[
PI(\theta) = P(f(\theta) \geq f(\theta^+ + \lambda))
\] (13)
Although it can be set at the user’s discretion, Kusher recommended a decaying function to encourage exploration at the beginning and exploitation thereafter.

**Expected Improvement** Defined by Mockus [27], this utility function maximizes the expected improvement with respect to \( f(\theta^+) \):

\[
EI(\theta) = E[\max[0, f_{n+1}(\theta) - f(\theta^+)] | \theta_1..\theta_n]
\]

For application to our Gaussian posterior distribution, this can be written as

\[
EI(\theta) = \sigma(\theta)[u\Phi(u) + \phi(u)]
\]

where \( u = \frac{f(\theta^+) - \mu}{\sigma(\theta)} \), \( \Phi(\cdot) \) is the normal cumulative distribution, and \( \phi(\cdot) \) is the normal density function. The magnitude of the expected difference \( (f_{n+1}(\theta) - f(\theta^+)) \) is now explicitly taken into account.

With this formulation, a trade-off of exploitation and exploration is automatic; the expected improvement can be influenced by a reduction in the mean function (exploitation) or by increasing the variance (exploration).

Of note, in order to meet the needs of the Evaluation stage’s HPC capabilities, predetermined number of recommendations should be produced using the appropriate utility function; expectations of the chosen recommendations yet to be evaluated by an Evaluation stage will be used when determining subsequent sampling decisions if the predetermined set is greater than 1.

### 3 Dimensionality Reduction

The cost of constructing a surrogate function for a simulator increases exponentially as the dimension of the input space, or input parameters, increases; this is often referred to as the ‘curse of dimensionality’. Active subspace is one approach to reduce the parameter dimensions of the surrogate model by identifying and segregating the input dimensions into important, or active, and less-important, or inactive, directional categories. By identifying a reduced dimensional space, analysis methods such as Gaussian surrogate techniques, become more powerful and favorable.

Active subspace identifies linear combinations of inputs which significantly influence, on average, the output of the simulation when minor adjustments are made. These combinations are derived from the gradients between the inputs and quantities of interest decomposed into eigenvector principal components. The resulting eigenvalues of the decomposition are plotted on a log-scale and a gap, or space, is looked for.

For the calibration framework outlined in this paper, the chosen active subspace is applied to the surrogate model, \( f(\theta) \), outlined in Section 2.2 as follows:

\[
f(\theta) = f(\hat{W}_1 y + \hat{W}_2 z)
\]

where \( \hat{W}_1 \) contains the first \( n \) eigenvectors found to be active, \( \hat{W}_2 \) contains the remaining \( m - n \) eigenvectors, \( y \) contains the active subspace variables, and \( z \) contains the inactive subspace variables.
Figure 5: An example of the eigenvalues plotted for active subspace detection. The largest eigenvalue gap is designated by a red circle.

Consider the following algorithmic procedure to determine the active subspace for a generic function $f(x)$:

1. Normalize the input parameters around zero to remove units and prevent larger inputs from biasing the subspace

2. Draw $i = 1..N$ independent samples according to a pre-determined sampling method $\rho(x)$, such as a uniform sampling over a hypercube

3. For each sample $x_i$, compute the quantity of interest $f_i = f(x_i)$

4. Use a gradient approximation method to determine the gradients $\nabla_x f_i$. For example, use least-squares to fit the coefficients $\hat{\beta_0}$ and $\hat{\beta}$ of a local linear regression model

$$f_i \approx \hat{\beta}_0 + \hat{\beta}^T x_i$$

$$\nabla_x f_i = \hat{\beta}$$

5. Compute the matrix $\hat{\mathbf{C}}$ and its eigenvalue decomposition

$$\hat{\mathbf{C}} = \frac{1}{M} \sum_{i=1}^{M} (\nabla_x f_i)(\nabla_x f_i)^T = \hat{\mathbf{W}} \hat{\lambda} \hat{\mathbf{W}}^T$$

Where $\hat{\mathbf{W}}$ is the matrix of eigenvectors, and $\hat{\lambda} = \text{diag}(\hat{\lambda}_1, ..., \hat{\lambda}_m)$ is the diagonal matrix of eigenvalues ordered in decreasing order.

For more information behind the derivation of this procedure and its variations, see [7].

Once the procedure above is completed, the eigenvalues should be plotted and large gaps identified, as shown in [5]. Because the error is inversely proportional to the corresponding gap in the eigenvalues, the dimension $n$ should be chosen such that the largest eigenvalue gap is the separator. These $n$ directions, where $n$ is less than the original dimension set $m$, are considered the active subspace; the remaining $m - n$ directions are the inactive subspace.
If no gap can be found, compiling larger sets of eigenvalues or sampling more within the current eigenvalue framework to increase the eigenvalue accuracy is suggested. For example, if the gap between the 2nd and 3rd eigenvalues is larger than the gap between the first and second eigenvalues, the estimates of a 2-dimensional active subspace is more accurate than a 1-dimensional subspace, as shown in Figure 5.

Using this formulation, the inactive variables \( z \) can be fixed at nominal values while the important variables are varied. This follows the concept that small perturbations in \( z \) change \( f \) relatively little, on average. For situations in which the inactive eigenvalues are exactly zero, \( f(x) \) can be projected onto the active subspace without regard to the inactive subspace by setting \( z = 0 \):

\[
\theta \approx f(\hat{W}_1 y) \approx f(\hat{W}_1 \hat{W}_1^T \theta) \tag{17}
\]

However, for situations in which the inactive eigenvalues are small but not zero, the active subspace structure should be constructed by optimizing over \( y \) such that:

\[
\min_{y \in Y} \left[ \min_{z \in Z} f(\hat{W}_1 y + \hat{W}_2 z) \right] \text{ subject to } x_{lb} - \hat{W}_1 y \leq \hat{W}_2 z \leq x_{ub} - \hat{W}_1 y \tag{18}
\]

where \( x_{lb} \) and \( x_{ub} \) are the lower and upper bounds of the original \( x \) state-space, respectively.

### 4 Empirical Results

For the purposes of analysis and demonstration, we evaluate the calibration framework using a commonly cited transportation network known as Sioux-Falls [21], which consists of 24 zones and 24 intersections with 76 directional roads, or arcs. The network structure and input data provided by [37] have been adjusted from the original dataset to approximate hourly demand flows in the form of Origin-Destination (O-D) pairs, the simulation’s input set.

The input data is provided to a simulator package which implements the iterative Frank-Wolfe method to determine the traffic equilibrium flows and outputs average travel times across each arc.

Due to limited computing availability, we treat only the first twenty O-D pairs as unknown input variables which need to be calibrated while the other O-D pairs are assumed to be known. Random noise is added to the simulator to emulate the observational and variational errors expected in real-world applications.

The calibration framework’s objective function is to minimize the mean discrepancy between the simulated travel times resulting from the calibrated O-D pairs and the ‘true’ times resulting from the full set of true O-D pair values. To quantify this discrepancy, the mean squared error function \( L \) is used on the first 10 links:

\[
L [y, \phi(\theta)] = \frac{1}{10} \sum_{i=1}^{10} (y - \phi(\theta_i))^2. \tag{19}
\]
Figure 6: (a) Comparison of Calibrated and True Travel Time Outputs with Above Average Differences. (b) Results of demand matrix calibration using Bayesian optimization. Dimensionality reduction was performed using active substance approach.

Argonne National Laboratory’s Extreme-Scale Model Exploration with Swift (EMEWS) was used as the HPC program, which coordinates worker units to run the simulation code across multiple processors. The master controller, developed in Swift/T, successfully interacted with the Bayesian optimization model exploration program.

For the integration and exploration phases, we utilized and integrated into our HPC framework portions of a python package known as Spearmint, which was developed by the authors of and for deployment of the hyper-parameter tuning algorithms documented in [35]. Points were densely sampled on the unit hypercube and evaluated according to the Expected Improvement utility criterion.

Finally, the network setup was run using three batch sizes, the number of points chosen during each exploration phase, (1,6,10) and, to demonstrate dimensionality reductions, the experiment is run with and without the Active Subspace preprocessing developed by Constantine et al [7].

Overall, the performance of the calibration framework provided a calibrated solution set which resulted in outputs, on average, within 4% of the experiment’s true output. With a standard deviation of 5.66%, Figure 6(a) provides a visualization for those links which possessed greater than average variation from the true demand’s output.

Most notably, the inclusion of pre-processing via Active Subspaces brought the dimensionality of the problem to 2 from 20 and ultimately found the optimal minimum for calibration, see Figure 6(b). Its quick convergence and low variability show promise for larger experiments with dimensionality in the 100s.

Finally, Figure 7(a) shows a definitive trade-off between the utilization of parallel evaluations and the performance in minimizing the objective function. Using a batch size of 6, this experiment completed 8 iterations before being stopped. Figure 7(b) shows how the reduced dimension method quickly found a minimum function value while the original dimension method took several additional iterations before finding significant reductions. While the time constraints for this particular experiment are lax, more complex examples will result in a need to scrutinize the advantages to find the correct balance.
Figure 7: (a) Comparison of Batch Size Influence in terms of Objective Evaluations applied to original parameter space (blue line) and reduced dimensionality parameter space (black line). (b) Comparison of Minimum Function Value in terms of Iterations using a Batch Size of 6. Dimensionality reduction was performed using active substance approach.

5 Conclusion

We presented a framework for performing Bayesian calibration for transportation problems and introduced a Gaussian Process treatment in conjunction with active learning methods to maximize potential computational and time constraints. Although active subspace has potential for dimensionality reductions, additional techniques need to be further explored. Finally, the optimization model has been developed and demonstrated on the problem of updating entries of the OD matrix. However, our framework is input agnostic and can be used to calibrate other types of inputs, such as parameters of ABM models or land use variables. Further work will include the application of this framework to an implemented ABM transportation simulation.
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