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ABSTRACT. We begin by reviewing the theory of real positivity of operator algebras initiated by the author and Charles Read. Then we present several new general results (mostly joint work with Matthew Neal) about real positive maps. The key point is that real positivity is often the right replacement in a general algebra $A$ for positivity in $C^*$-algebras. We then apply this to studying contractive projections (‘conditional expectations’) and isometries of operator algebras. For example we generalize and find variants of certain classical results on positive projections on $C^*$-algebras and JB algebras due to Choi, Effros, Størmer, Friedman and Russo, and others. In previous work with Neal we had done the ‘completely contractive’ case; we focus here on describing the real positive contractive case from recent work with Neal. We also prove here several new and complementary results on this topic due to the author, indeed this new work constitutes most of Section 5. Finally, in the last section we describe a related part of some recent joint work with Labuschagne on what we consider to be a good noncommutative generalization of the ‘characters’ (i.e. homomorphisms into the scalars) on an algebra. Such characters are a special case of the projections mentioned above, and are shown to be intimately related to conditional expectations. The idea is to try to use these to generalize certain classical function algebra results involving characters.

1. INTRODUCTION: REAL POSITIVITY

(Some of this is an expanded version of our talk at the Positivity X conference, dedicated to the memory of of Coenraad Labuschagne. Much is a survey, but some part, like most of the lengthy Section 5 is comprised of new results whose proofs are unpublished elsewhere.)

Positivity plays a key role in physics, in fact one could say it is intrinsic to the structure of the (quantum) universe. For lack of a better name, we shall use the term quantum positivity to refer to the positivity found in the ‘standard model’ of quantum mechanics, that is, positivity for operators on a Hilbert space $H$, or positivity in algebraic systems comprised of Hilbert space operators. It is indeed absolutely fundamental and pervasive in quantum physics, modern analysis, noncommutative geometry, and related fields. The associated order on selfadjoint operators is sometimes called the Löwner order:

$$S \leq T \quad \text{if and only if} \quad \langle S\zeta,\zeta \rangle \leq \langle T\zeta,\zeta \rangle \quad \text{for all} \quad \zeta \in H.$$ 

There are several other well known characterizations of the positive cone in this order, i.e. for $T \geq 0$, for example in terms of the spectrum, or the numerical range,

\footnotesize
\begin{itemize}
  \item \textit{Date:} Revision of February 8, 2020.
  \item *Blecher was partially supported by a Simons Foundation Collaborative grant 527078.
\end{itemize}

\normalsize
or in terms of a metric inequality, or an algebraic identity \((T = S^*S\), or \(T = R^2\) where \(R = R^\dagger\), etc. Here the \(^*\) is the usual adjoint on \(B(H)\).

The latter characterizations all make sense in any \(C^*\)-algebra, that is, a selfadjoint (that is, closed under the adjoint operation \(^*\)) norm closed subalgebra of the bounded linear operators on \(H\), or, more abstractly, a Banach \(*\)-algebra \(A\) satisfying the \(C^*\)-identity \(\|x^*x\| = \|x\|^2\). We recall that a von Neumann algebra is a weak\(^*\) closed \(C^*\)-algebra, or abstractly a \(C^*\)-algebra with a Banach space predual. These two classes of algebras are typically regarded as, respectively, noncommutative topology and noncommutative measure theory. Simplistically one could say that these are the kind of noncommutative topology and measure theory needed for quantum physics. The positivity and order above are one of the main ingredients of the vast theory of \(C^*\)-algebras and von Neumann algebras. There is a sense in which, explicitly or implicitly, ‘quantum positivity’ underlies almost every proof in \(C^*\)-algebra theory (see for example the texts [6, 53, 60]).

In an ongoing program (see e.g. [21, 22, 23, 5, 16, 18, 19, 20]), we have been importing some of this vast panorama of \(C^*\)-algebraic positivity for use in more general algebras (Banach algebras, nonselfadjoint operator algebras, Jordan operator algebras, etc). The usual theory of ‘quantum positivity’ in operator algebras is so spectacular and powerful it makes sense to make many of these tools available elsewhere. To do this we use real positivity systematically. The main goal of the present paper is to describe some of the very recent updates in this program. We do not prove many of the results stated here, just those that are not proved elsewhere. For example, most of Section 5 is proved here for the first time.

In the present article, \(H, K\) will denote Hilbert spaces over the complex field. We write \(B(H)\) for the algebra of bounded linear operators \(T : H \rightarrow H\). This is just the \(\times n\) matrix algebra \(M_n\) if \(H\) is finite dimensional. An operator \(T \in B(H)\) is real positive (or accretive) if \(\text{Re } T = (T + T^*)/2 \geq 0\). Again there are several other equivalent characterizations of real positive operators, for example that the numerical range lies in the closed right half plane, or they may be characterized by a metric inequality, or an algebraic identity, etc. See e.g. [7, Lemma 2.4]. The latter characterizations all make sense in any unital Banach algebra \(A\) (by unital we mean that it has an identity element of norm 1). We write \(\mathfrak{a}_A\) for the ‘cone’ of real positive \(T \in A\). In [18, 19, 20] we study real positivity in Banach algebras and \(L^p\)-operator algebras. We could have reported on the last two cited papers here in the spirit of recent updates and work in progress. However instead for the sake of not becoming too dispersed, in the present paper our algebras will all be operator algebras or Jordan operator algebras. For us an operator algebra is a norm-closed associative (but not necessarily selfadjoint) subalgebra of \(B(H)\). These were characterized abstractly in [24], and much of their general theory may be found in [12]. A Jordan operator algebra is a norm-closed linear subspace \(A \subset B(H)\) which is closed under the ‘Jordan product’ \(a \circ b = \frac{1}{2}(ab + ba)\) (or equivalently, with \(a^2 \in A\) for all \(a \in A\)). The theory of Jordan operator algebras in this sense is quite recent, and may be found in [25, 16, 26, 63, 17]. There is a much older theory of Jordan \(C^*\)-algebras (also called \(JC^*\)-algebras). These are the Jordan operator algebras \(A \subset B(H)\) which are also closed under the involution of \(B(H)\). Indeed \(JC^*\)-algebras are historically essentially amongst the first examples of ‘operator algebras’. A 1934 Annals paper of Jordan, von Neumann and Wigner on these nonassociative algebras [42] begins with the line ‘One of us has shown that the
statistical properties of the measurements of a quantum mechanical system assume their simplest form when expressed in terms of a certain hypercomplex algebra which is commutative but not associative". Their hope was that such algebras "would form a suitable starting point for a generalization of the present quantum mechanical theory". These days $JC^*$-algebras are often viewed within the larger theory of $JB^*$-algebras $[36, 28, 29]$. We will view them within the class of Jordan operator algebras defined above.

Of course every operator algebra is a Jordan operator algebra. The latter algebras turn out to be the correct most general setting for many of the results below. Thus we state such results for Jordan operator algebras; the reader who does not care about nonassociative algebras should simply restrict to the associative case. Indeed the statement of many of our results contain the phrase ‘(Jordan) operator algebra’, this invites the reader to simply ignore the word ‘Jordan’. However a few of our new results do apply only to (associative) operator algebras.

The main principle for us is that real positivity is often the right replacement in a general algebra $A$ for positivity in $C^*$-algebras. To be honest, there are many $C^*$-subtheories or results in which this approach does not work. We focus here on some of the many settings where it does give something interesting and behaves well. Another main subtheme is that of ‘conditional expectation’, as we shall see below together with the relations between this theme and real positivity.

Turning to the structure of our paper, in Section 2 we begin by recalling the basics of real positivity from our work with Charles Read (actually most results are stated in the later and more general setting from $[25]$). In Section 3 we survey some new and foundational results from $[17]$ concerning real positive maps, generalizing some aspects of the basic theory of positive maps on $C^*$-algebras $[58]$. Considering such maps, as opposed to the ‘completely positive’ or ‘completely contractive’ case (terms defined below), forces one into the more general setting of Jordan operator algebras. For example, the range of a positive projection (i.e. idempotent linear transformation) on a $C^*$-algebra need not be again be isomorphic to a $C^*$-algebra (consider $\frac{1}{2}(x + x^T)$ on $M_2$), but it is always a Jordan operator algebra. Also, as one sees already in Kadison’s Banach-Stone theorem for $C^*$-algebras $[10]$, isometries of $C^*$-algebras relate to Jordan *-homomorphisms and not necessarily to *-homomorphisms. We recall that a Jordan algebra homomorphism is a map satisfying $T(a \circ b) = T(a) \circ T(b)$ (or equivalently, with $T(a^2) = T(a)^2$) for all $a, b \in A$.

Indeed in Section 4 we also describe a new Banach-Stone type theorem for nonunital isometries between Jordan operator algebras; characterizing such isometries in the spirit of Kadison’s Banach-Stone theorem mentioned above. This result is new even in the case of associative operator algebras, and it is needed in the proof of a theorem stated towards the end of Section 5 the characterization of symmetric real positive projections. . It requires an analysis of ‘quasi-multipliers’ of (Jordan) operator algebras, a nontrivial link between the latter and quasi-multipliers of any generated $C^*$-algebra, a little known $C^*$-algebra theorem about quasi-multipliers due to Akemann and Pedersen, and some theory of Jordan multiplier algebras. In Section 5 we study real positive conditional expectations, and contractive (i.e. norm $\leq 1$) and bicontractive projections, on operator algebras or Jordan operator algebras. In earlier work $[15]$ we had considered completely contractive and completely bicontractive projections; the focus in Section 5 is how much of this is still true with
some of the main questions here concern generalization of famous results of Tomiyama
and Choi and Effros on a C∗-algebra A: The range of a positive contractive projection
P from A onto a C∗-subalgebra is a conditional expectation, by which we mean that
P(P(a)P(b)) = P(aP(b)) = P(P(a)b) for all a, b ∈ A. (We discuss why these are called conditional expectations in Section 6 and also review some aspects of the history and theory of classical (probabilistic) conditional expectations there.) And even if P(A) is not a subalgebra, it is still a C∗-algebra in the canonical product P(ab) defined by P, and with respect to this product P is still a ‘conditional expectation’. This is the Choi and Effros result, and the latter product is often called the Choi-Effros product or P-product. Thus in Section 5 we consider similar questions for a real positive contractive projection P: is it a conditional expectation if the range is a subalgebra or Jordan subalgebra, in the general case is P(A) again an operator algebra or Jordan operator algebra in the canonical product defined by P, and is P a ‘conditional expectation’? Some of Section 5 surveys a selection of some results from Sections 4–6 of [17]. However, as we said earlier, most of Section 5 of the present paper consists of new results and proofs that do not appear elsewhere.

In Section 6 we discuss the concept and history of ‘conditional expectation’, and review very briefly some features of the important but difficult theory of normal conditional expectations of von Neumann algebras. In the last section we describe some joint work with Labuschagne on what we consider to be a good noncommutative generalization of the ‘characters’ (i.e. homomorphisms into the scalars) on an algebra. Such characters are a special case of the projections mentioned above. The idea is to try to use these to generalize certain classical function algebra results involving characters. We focus here on some aspects of this work that relate to material and results from earlier in the present article. For example, we generalize the von Neumann algebraic setting of conditional expectations, which involves an inclusion D ⊂ M of von Neumann algebras, to inclusions D ⊂ A ⊂ M for a weak∗ closed subalgebra A. This is a setting where one can find a positive (in the usual sense) extension of a real positive map which does not increase the range of the map. (The example to bear in mind is from Hardy space theory: C1 ⊂ H∞(D) ⊂ L∞(T).)

2. SOME GENERAL RESULTS ON REAL POSITIVITY

For operator algebras or Jordan operator algebras the definition of ‘real positive’ (i.e. T + T∗ ≥ 0) does not depend of the particular representation of the algebras. Indeed as we said earlier there are nice equivalent definitions of ‘accretive’ which make this point clear. For example, an element x is real positive if and only if ∥1 − tx∥ ≤ 1 + t2∥x∥2 for all t > 0. Here, the 1 above is well-defined, for every nonunital nonselfadjoint (even Jordan) operator algebra A. This is essentially ‘Meyers theorem’: in [25, Section 2.2] we established using a result of Meyer that every Jordan operator algebra A has a unitization A1 which is unique up to isometric Jordan homomorphism.

It is useful that the ‘real positive cone’ rA above has a stronger subcone R+ 3A, where 3A = {a ∈ A : ∥1 − a∥ ≤ 1}. This is a proper cone (in the sense that 0 is the only element x ∈ A with both x and −x in this cone). Again, the 1 here is well-defined, as we explained above.

In [21, 22, 23] Charles Read and the author began using and systematically developing real positivity in operator algebras, proving results like the following. We
will however state the more general analogous results for Jordan operator algebras from [25]. Thus throughout the rest of this section $A$ is a Jordan operator algebra.

**Proposition 2.1.** $\tau_A = \mathbb{R}_+ \hat{\mathcal{F}}_A$.

Sometimes one first has to prove a positivity result using $\mathcal{F}_A$, and then use the last Proposition to generalize to all real positive elements.

We write $cai$ for short for an approximate identity which is contractive (that is, of norm $\leq 1$). A **Jordan contractive approximate identity** for a Jordan operator algebra is a net $(e_t)$ of contractions with $e_t \circ a \to a$ for all $a \in A$. If $A$ is an associative operator algebra then one can show that the existence of a Jordan cai implies existence of a (two-sided) cai.

**Theorem 2.2.** $A$ has a (Jordan) cai if and only if $A$ has a real positive (Jordan) cai, and if and only if the real positive elements in $A$ span $A$.

In the Jordan algebra case this follows from [25, Theorem 4.1]. The (earlier) operator algebra case is in [21]; this result suggests that the operator algebras with a cai are for some purposes the good generalization of $C^*$-algebras (recall that all $C^*$-algebras have a cai). We call a (Jordan) operator algebra with a cai **approximately unital**. We focus on this class here, although there are many things one can do for algebras without a cai.

We recall that an operator $T : A \to B$ between $C^*$-algebras (or operator systems, that is, self-adjoint unital subspaces of $C^*$-algebras) is **completely positive** if $T(A_+) \subset B_+$, and similarly at the matrix levels. That is $T$ acting entrywise takes $M_n(A)_+$ into $M_n(B)_+$ for all $n \in \mathbb{N}$. Recall that $M_n(A)$ is also a $C^*$-algebra if $A$ is a $C^*$-algebra. Similarly $T$ is **completely contractive** if this entrywise action on $M_n(A)$ is contractive for all $n$. A linear map $T : A \to B$ between (Jordan) operator algebras or unital operator spaces is **real completely positive** if $T(\tau_A) \subset \tau_B$ and similarly at the matrix levels (i.e. $T_{M_n(A)}$ is taken to $T_{M_n(B)}$ for all $n \in \mathbb{N}$).

(Trace preserving) completely positive maps are the standard way to take a measurement in quantum information theory. They appear explicitly or implicitly in the important definitions of quantum channels, or POVM’s, or quantum instruments in that subject. Completely positive maps are also often viewed as the correct ‘quantum analogue’ of positive maps between function spaces. Much of the present paper however focuses on positivity as opposed to complete positivity. So mostly we will consider maps/isometries/projections that are simply **real positive**, i.e. $\tau_A$ is taken to $\tau_B$. This will be less interesting for some (certainly for the author, who usually works on things related to operator spaces, see e.g. [12]). We justify this for the present article for two reasons. First, positive maps are quite interesting, for example in the Jordan approach to quantum physics or entanglement, etc, even if they are less important in many applications. Though they may be poorer relatives, they are often fine fellows, and can go places that the other cannot. Moreover even in the theory of complete positivity, maps that are positive but not completely positivity often make an appearance. In the physics literature this happens for example in the study of entanglement where positive but not completely positivity maps are needed (i.e. necessary and sufficient) to test if a fixed given mixed state is entangled or separable [11]. There are papers with titles like “Whos afraid of not completely positive maps?” (by Sudarshan et al). Positive but not completely positive maps are sometimes important in the theory. Thus the theory of general positive maps deserves to be worked out, and that is the setting of much of the present article.
Theorem 2.3. [21, 5] A (not necessarily unital) linear map $T : A \rightarrow B$ between $C^*$-algebras or operator systems is completely positive in the usual sense if and only if it is real completely positive. Also, $T$ is real positive if and only if it is positive in the usual sense.

Thus one does not lose anything from the (completely) positive theory when considering real (completely) positive maps.

Theorem 2.4. (Extension and Stinespring-type result). [21, 5, 25] A linear map $T : A \rightarrow B(H)$ on an approximately unital Jordan operator algebra or unital operator space is real completely positive if and only if $T$ has a completely positive (in the usual sense) extension $\tilde{T} : C^*(A) \rightarrow B(H)$. Here $C^*(A)$ is any $C^*$-algebra generated by $A$. This is equivalent to being able to write $T$ as the restriction to $A$ of $V^*\pi(\cdot)V$ for a $*$-representation $\pi : C^*(A) \rightarrow B(K)$, and an operator $V : H \rightarrow K$.

This last result generalizes to a larger class of algebras both the original Stinespring theorem [55], and the Arveson extension theorem for completely positive maps [4, 52]. Of course the range of $\tilde{T}$ will typically be much larger than the range of $T$. In the final pages of this article we will describe a setting where the extension $\tilde{T}$ surprisingly has the same range as $T$.

Since it is easy to see that every real positive scalar valued functional on such a space $A$ is real completely positive, it follows that such real positive functionals are simply the restriction to $A$ of positive scalar multiples of states (that is, positive norm 1 linear functionals) on $C^*(A)$. Thus we obtain a generalization of the famous GNS theorem: A functional $\varphi : A \rightarrow \mathbb{C}$ is real positive if and only if there is a $*$-representation $\pi : C^*(A) \rightarrow B(K)$, and a vector $\zeta \in H$ with $\varphi(x) = \langle \pi(x) \zeta, \zeta \rangle$ for $x \in A$.

The ordering induced on $A$ by the real positive cone is obviously $b \preceq a$ iff $a - b$ is real positive. One may then go ahead and follow the $C^*$-theory by studying for example the order theory in the unit ball. Order theory in the unit ball of a $C^*$-algebra, or of its dual, is crucial in $C^*$-algebra theory. A feature of the first such result below is that having the order theory is possible if and only if there is a contractive approximate identity around. On the other hand the following couple of results are fairly obvious for unital algebras.

Theorem 2.5. Let $A$ be an (Jordan) operator algebra which generates a $C^*$-algebra $B$, and let $\mathcal{U}_A = \{ a \in A : \|a\| < 1 \}$. The following are equivalent:

1. $A$ is approximately unital.
2. For any positive $b \in \mathcal{U}_B$ there exists a real positive $a$ with $b \preceq a \preceq 1$.
3. For any pair $x, y \in \mathcal{U}_A$ there exists a real positive contraction $a$ with $x \preceq a$ and $y \preceq a$.
4. For any $b \in \mathcal{U}_A$ there exists a real positive contraction $a$ with $-a \preceq b \preceq a$.
5. For any $b \in \mathcal{U}_A$ there exists a real positive contractions $x, y$ with $b = x - y$.
6. $\tau_A$ is a generating cone (that is, $A = \tau_A - \tau_A$).

The real positive elements above may be chosen ‘nearly positive’ and in $\frac{1}{2}\mathfrak{F}_A$. 

Corollary 2.6. Thus if an approximately unital (Jordan) operator algebra \( A \) generates a \( C^* \)-algebra \( B \), then \( A \) is order cofinal in \( B \): given \( b \in B_+ \) there exists \( a \in A \) with \( b \preccurlyeq a \). Indeed we can do this with \( b \preccurlyeq a \preccurlyeq \|b\| + \epsilon \).

We will use this result later.

We recall that the positive part of the open unit ball \( U_B \) of a \( C^* \)-algebra \( B \) is a directed set, and indeed is a net which is a positive cai for \( B \). The following generalizes this to operator algebras:

Corollary 2.7. If \( A \) is an approximately unital (Jordan) operator algebra, then the real positive strict contractions, indeed the set of real positive elements \( \{ a \in A : \|a\| < 1, \|1 - 2a\| \leq 1 \} \), is a directed set in the \( \preccurlyeq \) ordering, and with this ordering this set is an increasing cai for \( A \).

It is also interesting to consider order theory in the dual of an (Jordan) operator algebra but we will not do so here (see e.g. [23]). In most of the remainder of the paper we turn to real positive maps and projections on operator algebras.

3. Real positive maps

We recall again that a linear map \( T : A \to B \) is real positive if \( T(r_A) \subset r_B \). We saw in Theorem 2.3 that the real positive maps on \( C^* \)-algebras or operator systems are just the positive maps in the usual sense. The following recent results are a sample from Section 2 in [17]. We have chosen to include several of these results partly because they are used in later theorems, and it is helpful to see how the theory builds on itself. We also remark that there are (historically earlier) operator space versions of most of the following results (with the word ‘completely’ added in many places), but that is not our focus here. The interested reader can find these in our papers referenced in the introduction, e.g. [15].

Proposition 3.1. If \( T : A \to B \) is a real positive linear map between unital (resp. approximately unital) Jordan operator algebras then \( T \) is bounded and \( \|T\| = \|T(1)\| \) (resp. \( \|T\| = \sup \|T(e_t)\| = \|T^{**}(1)\| \)), if \( (e_t) \) is a (Jordan) cai for \( A \).

For us a contraction or contractive map means it has norm \( \leq 1 \).

Proposition 3.2. Contractive homomorphisms (resp. Jordan homomorphisms) between approximately unital operator algebras (resp. Jordan operator algebras) are real positive.

A unital contraction between unital (Jordan) operator algebras is real positive.

Theorem 3.3. Let \( A \) and \( B \) be approximately unital (Jordan) operator algebras, and write \( A^1 \) for a (unique, as we said at the start of Section 2) unitization of \( A \). If \( A \) is unital choose \( A^1 = A \oplus^\infty C \) as usual (we do not necessarily make this requirement on \( B \)). A real positive contractive linear map \( T : A \to B \) extends to a unital real positive contractive linear map from \( A^1 \) to \( B^1 \).

Thus real positive contractions from \( A \) to \( B \) are just the restrictions of unital contractions from \( A^1 \) to \( B^1 \). This ‘is a theorem’ because it seems quite nontrivial. Indeed our proof uses the earlier nontrivial ‘order theoretic’ fact of cofinality in Corollary 2.6. Moreover this theorem is foundational and seems to be exceedingly useful, very often permitting a ‘reduction to the unital case’. This trick may not have been noticed for example in the Jordan \( C^* \)-algebra literature, where sometimes
complicated new arguments are used to deal with approximately unital algebras rather than a quick appeal to the unital case.

**Remark.** The last theorem is not true in general if $A$ is not approximately unital. For example, consider $A_0(\mathbb{D})$, the continuous functions on the disk that are analytic inside the disk and which vanish at 0. If $\text{Re } f \geq 0$ and $f(0) = 0$ then $\text{Re } f$ is identically 0 by the maximum modulus theorem for harmonic functions. Hence $f$ is constant and zero. Thus the map $f \mapsto f'(0)$ is trivially real positive, and it is a contraction by the Schwarz inequality. However, the unital extension of the latter map is not a contraction, or equivalently is not positive. Indeed the states on $A(\mathbb{D}) = A_0(\mathbb{D})$ are integrals against probability measures $\mu$ on the circle. Nonetheless, the existence of a positive measure $\mu$ on the circle with $\int_T z^n d\mu = 0$ for $n \geq 2$, and $\int_T z \, d\mu = 1$, is ruled out by the solution to the well known trigonometric moment problem, since e.g. the $3 \times 3$ Toeplitz matrix whose entries are all 1 except for zeroes in the 1-3 and 3-1 entries is not positive. Thus the theorem fails in this case.

The following result is useful for questions about real positivity because it shows that we can often get away with working with the simpler set $\mathfrak{F}_A = \{x \in A : \|1 - x\| \leq 1\}$.

**Corollary 3.4.** A linear map $T : A \to B$ between approximately unital (Jordan) operator algebras is real positive and contractive if and only if $T(\mathfrak{F}_A) \subset \mathfrak{F}_B$.

**Corollary 3.5.** Let $M$ be a unital weak$^*$ closed operator algebra, $\Phi : M \to M$ be a weak$^*$ continuous real positive contraction, and let $M^\Phi$ be the weak$^*$ closed unital subspace of fixed points of $\Phi$. Then there exists a real positive contractive projection on $M$ with range $M^\Phi$.

The space $M^\Phi$ is sometimes called a Poisson boundary. We assign $M^\Phi$ the new product $\Phi(xy)$ (or $\Phi(x \circ y)$ in the Jordan case). It follows from the idea in the next proof and results such as Theorems 5.5 and 5.9 and others in Section 5 below that $M^\Phi$ is typically a Jordan operator algebra. Conversely, it may be an interesting question as to whether all Jordan operator algebras arise in this way as fixed points of real positive contractive.

**Corollary 3.6.** Let $M$ be a unital weak$^*$ closed operator algebra (resp. Jordan operator algebra), and let $\Phi : M \to M$ be a weak$^*$ continuous real completely positive complete contraction. Then there exists a real completely positive completely contractive projection on $M$ with range $M^\Phi$, and $M^\Phi$ with its new product is a unital dual operator algebra in the sense of [12, Section 2.7] (resp. is a unital Jordan operator algebra).

**Proof.** One may follow the proof in [32, Corollary 1.6], taking weak$^*$ limits in the unit ball of $CB(M, M) = (M \hat{\otimes} M_\ast)^*$ of averages of powers of $\Phi$. One obtains a completely contractive projection $P$ on $M$ with range $M^\Phi$. It is an exercise in weak$^*$ approximation that $P$ is real positive, and similarly it is real completely positive. If $M$ is a unital operator algebra then $M^\Phi$ is an operator algebra in the $P$-product by [15, Theorem 2.5], with identity $P(1)$. Since $M^\Phi$ consists of the fixed points of $\Phi$ it is weak$^*$ closed. Hence it is a dual operator space, thus a dual operator algebra in the sense of [12, Section 2.7], by Theorem 2.7.9 in that reference. The Jordan case follows similarly from [17, Theorem 4.18].
A similar result holds for weak* continuous complete contractions using Theorem 5.2 (1) in the proof in place of [14 Theorem 2.5].

The following is a nonselfadjoint analogue of the well known fact that the positive part of the kernel of a positive map \( T \) on a \( C^* \)-algebra \( B \) has the following ‘ideal-like’ property:

\[
T(xy) = T(yx) = 0, \quad y \in \text{Ker}(T)_+, \ x \in B.
\]

Note that the entire kernel is rarely an ideal.

**Lemma 3.7.** Suppose that \( A \) is an approximately unital operator algebra and that \( T : A \to B(H) \) is a real positive map on \( A \). If \( x \in A \) and \( y \in \tau_A \cap \text{Ker}(T) \) then \( xy \) and \( yx \) are in \( \text{Ker}(T) \).

The following, which is needed later e.g. for Theorems 4.6 and 5.17, is a sample corollary of this:

**Corollary 3.8.** If \( A \) is an approximately unital Jordan operator algebra, \( T : A \to B(H) \) is real positive, and if \( J = \text{Ker}(T) \) is contained in the closed Jordan subalgebra generated by the real positive elements that \( J \) contains, then \( \text{Ker}(T) \) is an approximately unital Jordan ideal in \( A \).

In fact one may replace ‘Jordan subalgebra’ in the last result with ‘Jordan hereditary subalgebra’. A Jordan hereditary subalgebra of a Jordan operator algebra \( A \) is a closed approximately unital Jordan subalgebra \( D \) satisfying \( dAd \subset D \) for all \( d \in D \).

The following result, whose proof benefits from some ideas from Lemmas 2.8 and 4.6 in [17], will be also used later in Section 5.

**Lemma 3.9.** Let \( A \) be a unital operator space (resp. approximately unital Jordan operator algebra), and let \( T : A \to B(H) \) be a unital (resp. real positive) contraction. Suppose that \( e \) is a projection in \( A \) with \( e \circ A \subset A \), such that \( q = T(e) \) is a projection in \( B(H) \). Then \( T(eae) = qT(a)q \) and \( T(a \circ e) = T(a) \circ q \) for all \( a \in A \).

**Proof.** By Theorem 3.3 we can unitize if necessary. So we may assume that \( T(1) = 1 \) (since \( e \circ A^1 \subset A^1 \)). Let \( S = qT(\cdot)q \). Then \( S \) is real positive and \( S(1) = q = S(e) \).

By Lemma 2.8 in [17], \( S(a) = qT(a)q = qT(eae)q \).

For any \( a \in \text{Ball}(A) \) we have \( \|1 - e \pm eae\| \leq 1 \), so that \( \|1 - q \pm qT(eae)q\| \leq 1 \).

Hence \( \|q^\perp \pm qT(eae)q^\perp\| \leq 1 \). Since \( q^\perp \) is an extreme point of \( q^\perp B(H)q^\perp \) we see that \( q^\perp T(eae)q^\perp = 0 \). Looking at the matrix of \( T(eae) \) with respect to \( q^\perp \), and using \( \|q^\perp \pm q^\perp T(eae)q^\perp\| \leq 1 \), we also see that \( T(eae) = qT(eae)q \). So we have proved that \( T(eae) = qT(a)q \). Similarly, \( T(eae^+) = qT(a)q^\perp \).

The second identity follows from the facts in the last line, and from the identity \( a \circ q = \frac{1}{2}(a + qa - q^\perp aq^\perp) \), and the similar identity with \( q \) replaced by \( e \).

The last few results are a sample of recent results on real positive maps (mostly from [17]). Almost all of these particular results are ingredients of proofs of results featured in the rest of the paper.

4. **Quasimultipliers and a Banach-Stone theorem**

There are very many Banach-Stone type theorems in the literature. For example, we already mentioned Kadison’s result that surjective linear isometries between \( C^* \)-algebras are precisely the maps \( \pi(\cdot) \) for a surjective Jordan \( * \)-isomorphism \( \pi \) and unitary multiplier \( \pi \). In particular linearly isometrically isomorphic \( C^* \)-algebras...
are Jordan *-isomorphic. By spectral theory (by a result of Harris [40, Proposition 3.4] if necessary, or see e.g. 3.4.4 in [28]) one can see that the converse is true, Jordan *-isomorphic \( JC^* \)-algebras are isometrically isomorphic.

**Theorem 4.1.** (Arazy-Solel) [2] Surjective unital linear isometries between unital (Jordan) operator algebras are Jordan homomorphisms.

**Theorem 4.2.** [25] An isometric surjection \( T \) between approximately unital (Jordan) operator algebras is real positive if and only if \( T \) is a Jordan algebra homomorphism.

We now wish to extend Arazy and Solel’s result above to the case of nonunital surjective isometries \( T : A \to B \) between approximately unital (Jordan) operator algebras. This is needed in a theorem towards the end of the section, the characterization of symmetric real positive projections. It turns out that the ‘obvious thing’ is wrong in the Jordan operator algebra case. Although ‘unitally linearly isometrically isomorphic’ unital \( JC^* \)-algebras are Jordan *-isomorphic (this follows e.g. from the next theorem, although it is much older of course, due again to Harris [38]), there exist linearly isometric unital \( JC^* \)-algebras which are not Jordan isomorphic (see e.g. [28, Antithem 3.4.34 and Corollary 3.4.76]).

**Proposition 4.3.** There exist linearly completely isometrically isomorphic unital \( JC^* \)-algebras which are not Jordan isomorphic. There exist unit al \( JC^* \)-algebras which are Jordan *-isomorphic but not linearly completely isometrically isomorphic.

**Proof.** The second statement has a fairly obvious putative counterexample: take the map \( d(x) = (x,x^\top) \) from \( M_n \) to \( M_n \oplus M_n \). The range is a unital \( JC^* \)-algebra and \( d \) is a Jordan *-isomorphism. Here is one way to see that the range \( R \) is not completely isometrically isomorphic to \( M_n \). By way of contradiction, suppose that \( u : M_n \to R \) is a linear complete isometry. Then it is easy to see that

\[
||[x_{ij}]|| = ||[u(x_{ij})]|| = ||[u(x_{ij})]^\top|| = ||[u(x_{ji})]|| = ||[x_{ji}]|| = ||[x_{i}^\top]||,
\]

for \([x_{ij}] \in M_m(M_n)\). In other words, ‘transpose’ is a complete isometry on \( M_n \).

But this is well known to be false (take \( x_{ij} \) above to be the usual matrix unit basis of \( M_n \)).

For the first statement we just need to show that the two algebras in [28 Antithereom 3.4.34] are actually completely isometrically isomorphic. These are two algebra are two copies of a single Jordan *-subalgebra \( A \) of a \( C^* \)-algebra \( C \), but the second copy \( B \) is given the Jordan product \( \frac{1}{2}(xu^*y + yu^*x) \), and involution \( ux^*u \), for a unitary \( u \) in \( C \) with \( u \) and \( u^* \) in \( A \). Right multiplication by \( u^* \) on \( C \) restricts to a completely isometric Jordan *-isomorphism (since \( (xu^*)^* = (ux^*)u^* \)) from \( B \) onto the Jordan *-subalgebra \( Au^* \) of \( C \). (See also [17 Lemma 3.1].) Thus \( A \) and the latter Jordan *-subalgebra are completely isometrically isomorphic, but not Jordan isomorphic (since \( A \) and \( B \) are not Jordan isomorphic). \( \square \)

Therefore Banach-Stone theorems for nonunital isometries between Jordan operator algebras are not going to look quite as one might first expect: one cannot expect the Jordan isomorphism appearing in the conclusion to map onto the second \( C^* \)-algebra exactly. Nonetheless we obtain a reasonable Banach-Stone type theorem for nonunital isometries between Jordan operator algebras. This Banach-Stone type theorem plays a crucial role in one of the theorems in the next section (Theorem 5.16). One of the main steps is to show that for \( T \) as above, \( T^{**}(1) \) is
in the Jordan multiplier algebra $JM(B) = \{ x \in B^{**} : x \circ B \subset B \}$. But this is not at all clear, and requires an analysis of ‘quasi-multipliers’ of (Jordan) operator algebras, a nontrivial link between the latter and quasi-multipliers of any generated $C^*$-algebra, a little known $C^*$-algebra theorem about quasi-multipliers due to Akemann and Pedersen, and some theory of Jordan multiplier algebras. We define a quasimultiplier of $B$ to be an element $w \in B^{**}$ with $wcb \in B$ for all $b \in B$. Some of the steps in the proof of the next theorem are: showing that $T^{**}(1)$ gives rise to a quasimultiplier of $B$, that such quasimultipliers are in $JM(B)$ (which uses several of the ingredients mentioned a few lines back).

Let $\Delta(A) = A \cap A^*$, sometimes called the ‘diagonal’ of $A$. One can show that this is a well defined $C^*$-algebra (or $JC^*$-algebra) independently of the particular representation of $A$ on a Hilbert space [25]. If $B$ is a $C^*$-algebra then $JM(B)$ is just the usual $C^*$-algebraic multiplier algebra $M(B)$. This follows from e.g. [29 Proposition 5.10.96]. We recall that for an approximately unital operator algebra $D$, the multiplier algebra $M(D)$ may be defined to be the unital operator algebra $\{ x \in D^{**} : xD + Dx \subset D \}$.

We recall that a JW*-algebra is a weak* closed $JC^*$-subalgebra of $B(H)$ (or of a von Neumann algebra). The bidual of a $JC^*$-algebra $A$ is a JW*-algebra. Indeed it is a weak* closed $JC^*$-subalgebra of $B^{**}$ if $A$ is a $JC^*$-subalgebra of a $C^*$-algebra $B$.

**Theorem 4.4.** Suppose that $T : A \rightarrow B$ is an isometric surjection between approximately unital Jordan operator algebras. Suppose that $B$ is a Jordan subalgebra of an (associative) operator algebra $D$, and that $B$ generates $D$ as an operator algebra. Then there exists a unital $u \in \Delta(JM(B))$ which is also in $\Delta(M(D))$, and there exists an isometric Jordan algebra homomorphism $\pi : A \rightarrow D$, such that $\pi(A) = Bu^*$ is a Jordan subalgebra of $D$, and

$$T = \pi(\cdot) u.$$  

As is usual with noncommutative Banach-Stone theorems, we can also write the unitary $u$ on the left: $T = u \theta(\cdot)$ (indeed simply set $\theta = u^* \pi(\cdot) u$).

The following seems to be new even for associative operator algebras:

**Corollary 4.5.** Suppose that $T : A \rightarrow B$ is an isometric surjection between approximately unital operator algebras. Then there exists a unital $u \in \Delta(M(B))$ and there exists an isometric Jordan algebra homomorphism $\pi : A \rightarrow B$, such that $T = u \pi(\cdot)$.

Of course if $T$ is a complete isometry in the last results then so will be $\pi$.

5. **Contractive projections on operator algebras**

The following theorem (essentially due to Effros and Størmer [32] in the case that $P(1) = 1$) shows what happens in the case of selfadjoint Jordan operator algebras ($JC^*$-algebras). The reader could take $A$ to be a $C^*$-algebra if they wish. The new case of the theorem, i.e. the case that $A$ is nonunital, or that $P(1) \neq 1$, can be dealt with by passing to the unitization by using Theorem 3.3.

**Theorem 5.1.** If $P : A \rightarrow A$ is a positive contractive projection on a $JC^*$-algebra $A$ then $P(A)$ is a $JC^*$-algebra in the new product $P(x \circ y)$, $P$ is still positive as a map into the latter $JC^*$-algebra, and

$$P(P(a) \circ P(b)) = P(a \circ P(b)), \quad a, b \in A.$$
If in addition \( P(A) \) is a Jordan subalgebra of \( A \) then \( P \) is a Jordan conditional expectation: that is,
\[
P(a \circ P(b)) = P(a) \circ P(b), \quad a, b \in A.
\]

Our goal now is to try to generalize such results to more general algebras. The following result is from [10]:

**Theorem 5.2.** Let \( A \) be a (Jordan) operator algebra, and \( P : A \to A \) a completely contractive projection.

1. The range of \( P \) with product \( P(x \circ y) \), is completely isometrically Jordan isomorphic to a Jordan operator algebra.
2. If \( A \) is an associative operator algebra then the range of \( P \) with product \( P(xy) \), is completely isometrically algebra isomorphic to an associative operator algebra.
3. If \( A \) is unital and \( P(1) = 1 \) then the range of \( P \), with product \( P(x \circ y) \), is unitaly completely isometrically Jordan isomorphic to a unital Jordan operator algebra.

By the \( P \)-product or new product on \( P(A) \) we mean the bilinear map \( P(x \circ y) \) (in the Jordan algebra case) or \( P(xy) \) (in the algebra case).

We do not recall having seen the following explicitly in the literature. In any case, in view of the present venue, we give a simple proof of it using Theorem 5.1.

**Theorem 5.3.** If \( A \) is a JC*-algebra which has a Banach space predual, then \( A \) is Jordan *-isomorphic, via a weak* homeomorphism, to a JW*-algebra.

**Proof.** A JC*-algebra with a predual has an identity (by e.g. the Krein-Milman theorem and [28, Theorem 4.2.36]). Now \( A^{**} \) is a JW*-algebra as we showed above Theorem 14. Suppose that \( E^* = A \). The canonical map \( E \to E^{**} = A^* \) dualizes to give a weak* continuous contractive unital, hence positive and *-linear, surjection \( \Phi : A^{**} \to A \). Regard \( A \) as a JC*-subalgebra of \( A^{**} \). It is easy to check that \( \Phi \) extends the identity map on \( A \), so that \( \Phi \circ \Phi = \Phi \). Thus \( \Phi \) is a weak* continuous ‘conditional expectation’ satisfying Theorem 5.1. Applying that result we have \( x \circ y \) and \( y \circ x \) are in \( \text{Ker}(\Phi) \) for any \( x \in A, y \in \text{Ker}(\Phi) \). It follows that for \( x, y \in A \) we have \( \Phi(x \circ y) \) equals
\[
\Phi((x-\Phi(x))\circ(y-\Phi(y))+\Phi(x)\circ(y-\Phi(y))+\Phi(x\circ\Phi(y)) = \Phi(x\circ\Phi(y)) = \Phi(x)\circ\Phi(y).
\]
Hence \( \Phi \) is a weak* continuous Jordan *-homomorphism. Thus \( \text{Ker}(\Phi) \) is a weak* closed selfadjoint two-sided ideal in \( A^{**} \). By e.g. a variant of [29, Fact 5.1.10] (see also e.g. [25, Theorem 3.25]), there exists a central projection \( p \in A^{**} \), with \( \text{Ker}(\Phi) = pA^{**} \). If \( a \in A \), then \( \Phi((1-p)a) = \Phi(a) - \Phi(p)\Phi(a) = a \). Thus \( \Phi \) restricts to a surjective weak* continuous faithful Jordan *-homomorphism from the JW*-algebra \( (1-p)A^{**} \) onto \( A \).

**Theorem 5.4.** ([15, Theorem 2.5] and [17, Corollary 4.18]) Let \( A \) be an approximately unital operator algebra (resp. Jordan operator algebra), and \( P : A \to A \) a completely contractive completely real positive projection. Then \( P(A) \) is an approximately unital operator algebra (resp. Jordan operator algebra) in the new product \( P(xy) \) (resp. \( P(x \circ y) \)), \( P \) is still completely real positive as a map into the latter, and
\[
P(P(a)P(b)) = P(aP(b)) = P(P(a)b), \quad a, b \in A,
\]
(resp. \( P(P(a) \circ P(b)) = P(a \circ P(b)) \) for \( a, b \in A \). If in addition \( P(A) \) is a subalgebra (resp. Jordan subalgebra) of \( A \) then \( P \) is a conditional expectation (resp. Jordan conditional expectation).

The first step in the proof is to extend to the unitizations, using e.g. Theorem 3.3. This means that we may assume in the statement of the theorem that \( A \) is unital and \( P(1) = 1 \), and we may then discard the ‘completely real positive’ as being automatic. This is also the reason why \( P \) is still completely real positive as a map into the ‘new algebra’: this follows from Proposition 3.2 because \( P \) is (a restriction of) a unital complete contraction.

The above results are very satisfactory. As we said, the present goal is to try to generalize such results to more general algebras, and so we now mostly consider ‘contractive real positive projection variants’. That is, we will see what happens e.g. to the parts of the last theorem when we drop the words ‘completely’. Or in other words, we move away from the operator space (in the sense of e.g. [12, 52]) case. This is a very significant step, indeed loosely speaking one of the main points of operator space theory is that being the ‘correct functional analysis’ for many noncommutative problems, ‘it makes things work’. We gave two justifications for attempting this step in the present paper above Theorem 2.3.

Thus one would not really expect very strong results about real positive projections on general Jordan operator algebras without a further hypothesis. An important first illustration of the breakdown is that \( P(ab) \neq P(a)b \) in general for a unital operator algebra \( A \) and contractive unital (hence real positive) projection from \( A \) onto a subalgebra containing \( 1_A \), and \( a \in A, b \in P(A) \). This is not even true in general if \( A \) is commutative, which also rules out the Jordan variant \( P(a \circ b) = P(a) \circ b \) (see [14, Corollary 3.6]). However we will see that the latter is true under further hypotheses, such as if either \( a \) or \( b \) is in \( \Delta(A) \).

The next question, and one of the most important open questions here, is whether the range of a real positive contractive projection \( P \) on an approximately unital (Jordan) operator algebra is always again a Jordan operator algebra in the \( P \)-product? Probably the answer is in the negative. However we are able to prove this kind of result under various hypotheses, illustrated by some of the next several theorems.

**Theorem 5.5.** Let \( A \) be an approximately unital operator algebra, and \( P : A \to A \) a contractive real positive projection. Suppose that \( \text{Ker}(P) \) is densely spanned by the real positive elements which it contains. Then the range \( P(A) \) is an approximately unital operator algebra with product \( P(xy) \), and \( P \) is still real positive as a map into the latter algebra. Also

\[
P(ab) = P(aP(b)) = P(P(a)b) = P(P(a)P(b)), \quad a, b \in A.
\]

If further \( P(A) \) is a subalgebra of \( A \) then \( P \) is a homomorphism with respect to the \( P \)-product on its range.

This last result is a simpler special case of [17, Theorem 4.10]. The ‘densely spanned’ hypothesis is a condition that is essentially always satisfied for positive projections on \( C^* \)-algebras, so it is not unnatural.

**Proposition 5.6.** Let \( A \) be a (not necessarily approximately unital) Jordan operator algebra, and let \( P : A \to A \) be a contractive real positive projection. The
Lemma 5.7. Suppose that \( i : P(A) \to A \) is a projection in the \( \ast \)-product. These are weak* limits.

Proof. Here \( \Delta(A) = A \cap \Delta(A') \), and \( \Delta(P(A)) \) consists of the elements in \( P(A) \) such that \( x^* \in P(A) \) (so that \( x \in \Delta(A) \), and we can take the last involution to be the one in \( \Delta(A) \)). The restriction of \( P \) to the \( JC^* \)-algebra \( \Delta(A) \) is real positive, so it is positive and maps into \( A \cap \Delta(A') = \Delta(A) \) by [17, Lemma 2.7] and the lines after [23, Corollary 2.5]. By the above, \( \Delta(P(A)) \subset \Delta(A) \cap P(A) \). However \( \Delta(A) \cap P(A) \subset P(\Delta(A)) \) since if \( x \in \Delta(A) \) with \( x = P(x) \), then \( x \in P(\Delta(A)) \). Finally, \( P(\Delta(A)) \subset \Delta(P(A)) \), since if \( x \in \Delta(A) \) with \( x = x^* \), then \( P(x) = x^* \in \Delta(P(A)) \). \( \square \)

Lemma 5.7. Suppose that \( A \) is an approximately unital Jordan operator algebra, and \( P : A \to A \) is a contractive positive projection such that \( P(A) \) is a Jordan operator algebra with the \( P \)-product. Then this Jordan algebra is approximately unital, and \( P^{**}(A^{**}) \) is a unital Jordan operator algebra with the \( P^{**} \)-product.

Proof. Let \( B \) be \( P(A) \) with the \( P \)-product. By basic functional analysis

\[
P(A)^{**} = (\text{Ker}(P^*))^{\perp} = (I - P^*)(A^*)^{\perp} = \text{Ker}((I - P^*)^*) = P^{**}(A^{**}),
\]

since \( \text{Ker}(I - P^*) = P^{**}(A^{**}) \). Thus \( P(A)^{**} = B^{**} \equiv P^{**}(A^{**}) \), via the bidual of the canonical inclusion \( i : P(A) \to A \). Now \( B^{**} \) is a Jordan operator algebra with separately weak* continuous product \( m^{**}(\zeta, \eta) = \lim_{s \to \zeta} \lim_{t \to \eta} P(a_s \circ b_t) \), assuming that \( a_s \to \zeta \) and \( b_t \to \eta \) weak* in \( B^{**} \). Here \( a_s, b_t \in B \). Now \( i^{**}(P(a \circ b)) = P^{**}(i^{**}(a) \circ i^{**}(b)) \) for \( a, b \in B \). Hence \( P^{**}(A^{**}) \) is a Jordan operator algebra with product

\[
\lim_{s \to \zeta} \lim_{t \to \eta} i^{**}(P(a_s \circ b_t)) = \lim_{s \to \zeta} \lim_{t \to \eta} P^{**}(i^{**}(a_s) \circ i^{**}(b_t)) = P^{**}(i^{**}(\zeta) \circ i^{**}(\eta)),
\]

which is the \( P^{**} \)-product. These are weak* limits.

By the last assertion of [17, Lemma 4.9] applied in the bidual, \( P^{**}(1) \) is an identity for the \( P^{**} \)-product. So \( B^{**} \) is a unital Jordan operator algebra, and hence \( B \) is approximately unital by [23, Lemma 2.6]. \( \square \)

Theorem 5.8. Let \( A \) be an approximately unital Jordan operator algebra, and let \( P : A \to A \) be a contractive real positive projection. Then \( \Delta(A) \cap P(A) \) is a \( JC^* \)-algebra in the \( P \)-product. If \( P(A) \) is a Jordan operator algebra with the \( P \)-product then

\[
P(a \circ b) = P(P(a) \circ b),
\]

for \( a \in A \) and \( b \in \Delta(A) \cap P(A) \); or for \( a \in \Delta(A) \) and \( b \in P(A) \). In particular, if \( A \) is unital then \( P(1) \) is an identity for the \( P \)-product on \( P(A) \).

Proof. The restriction \( E \) of \( P \) to \( \Delta(A) \) is a positive contractive projection by Proposition 5.6 with range \( \Delta(A) \cap P(A) \). Thus by Theorem 5.1 we have that \( \Delta(A) \cap P(A) \) is a \( JC^* \)-algebra in the new product \( P(x \circ y) \) and the old involution, and \( E \) is still positive as a map into the latter \( JC^* \)-algebra. The case of the displayed equation when \( a \in \Delta(A) \) and \( b \in P(A) \) may be found in [17, Lemma 4.9].

We next show that if \( q \) is a projection in the the latter \( JC^* \)-algebra then \( P(qa) = P(qP(a)q) \) and \( P(a \circ q) = P(P(a) \circ q) \) for all \( a \in A \). If \( q \) is an identity for \( A \) then these assertions are trivial. If not, by Theorem 5.3 we may assume that \( A \) and \( P \) are unital. So \( q = P(q^2) \geq 0 \). Claim: \( P(q^n) = q \) for all \( n \in \mathbb{N} \). In fact this is clear
by the $C^*$-theory, but we give a short alternative proof. For $n = 1, 2$ this is clear. By Theorem 5.1 $P(q^{n+1}) = P(q^* P(q^n))$, the claim follows by induction.

By functional calculus we can approximate $q^{\pm}$ appropriately by polynomials $p_m(q)$ in $q$, where $p_n$ has no constant term. Then $P(p_m(q)) = p_m(1) q$ clearly. If this approximation is done carefully one sees that $P(q^{\pm}) = q$ for all $n \in \mathbb{N}$.

Let $Q = P^{**}$ and $M = A^{**}$. So $M$ is unital and weak* closed and $Q$ is weak* continuous and unital. Note that $\Delta(M)$ is then weak* closed (since if $a_t, a_t^* \in A$ and $a_t \to \eta$ weak* then $a_t^* \to \eta^* \in A^{**} = M$ weak*). Hence so is $Q(\Delta(M)) = \Delta(M) \cap P(M)$ weak* closed. Note that $\Delta(M)$ contains the weak* closed algebra $N$ in $M$ generated by $q$ and 1, a von Neumann algebra. Since $Q(q^{\pm}) = q$ we have $Q(s) = q$ where $s$ is the support projection of $q$ in $M$. Let $R$ be the restriction of $Q$ to the unital Jordan operator algebra $sM$. Then $R$ is real positive. By [17, Lemma 2.8] or the remark after it, we have $R(sas) = R(qsasq) = R(qaq)$ for all $a \in M$. On the other hand, let us now view $Q$ as a map into $Q(M)$ with the $P$-product, which is a unital Jordan operator algebra by Lemma 5.4. Then we have $Q(sas) = Q(qQ(a)q)$ by Lemma 3.3. Hence

$$P(qaq) = Q(qaq) = R(qaq) = R(sas) = Q(qQ(a)q) = P(qP(a)q).$$

Next note that $1 - q$ is a selfadjoint contraction with $P((1 - q)^2) = 1 - 2q + P(q^2) = 1 - q$. Thus $P(q^2 + aq^2) = P(q^2 P(a)q^2)$ too, by the last paragraph. By the argument at the end of the proof of Lemma 3.3 we deduce that $P(a \circ q) = P(a \circ P(q))$.

For the remaining case of the displayed equation, we may assume that $A$ is weak* closed and $P$ is weak* continuous (or else replace by $M$ and $Q$ above). This will work here because $\Delta(A) \cap P(A) \subset \Delta(A^{**}) \cap P^{**}(A^{**})$. By Theorem 5.3 $\Delta(A) \cap P(A)$ is a $JC^*$-algebra in the $P$-product. Hence $\Delta(A) \cap P(A)$ is spanned by the projections (in the $P$-product) which it contains (by essentially the same proof of the analogous fact for von Neumann algebras). Thus the second assertion yields the third (and centered) assertion.

Corollary 5.9. Let $A$ be an approximately unital Jordan operator algebra, and $P : A \to A$ a real positive contractive projection with $P(A) \subset \Delta(A)$. Then $P(A)$ is a $JC^*$-algebra in the $P$-product, and the restriction of $P$ to $\text{joa}(P(A))$ is a Jordan $*$-homomorphism onto this $JC^*$-algebra. In this case $P$ is a Jordan conditional expectation with respect to the $P$-product:

$$P(a \circ P(b)) = P(P(a) \circ P(b))$$

for $a, b$ in $A$.

Proof. By Proposition 5.6 the restriction of $P$ to the $JC^*$-algebra $\Delta(A)$ is a real positive, hence positive, contractive projection onto $P(\Delta(A)) = P(A) \subset \Delta(A)$. It is also $*$-linear. So $P(A)$ is a $JC^*$-algebra in the $P$-product by Theorem 5.1.

By Remark 2 after Theorem 4.10 in [17], $\text{Ker}(P) \cap \text{joa}(P(A))$ is densely spanned by the real positive elements which it contains. Hence $P$ is a Jordan homomorphism from $\text{joa}(P(A))$ onto $P(A)$ with the $P$-product, by Theorem 4.10 in [17].

That $P$ is a Jordan conditional expectation follows from the last assertion of Corollary 5.8 since $P(A)$ is selfadjoint.

The following result of independent interest is contained in Theorem 3.5 of [54]. However we do not see some of it stated there in exactly the form below, except in the von Neumann algebra case, and so we give a direct proof. By a Banach algebra
we mean an associative algebra with a complete norm that is submultiplicative: \( ||xy|| \leq ||x|| \cdot ||y|| \).

**Lemma 5.10.** Let \( B \) be a \( C^* \)-algebra with identity 1. The possible Banach algebra products on \( B \) with identity 1 are all \( C^* \)-algebra products. They are in a bijective correspondence with the central projections in the multiplier algebra of the commutator ideal of \( B \).

In addition, any Banach algebra product \( m \) on a unital \( JC^* \)-algebra is a \( C^* \)-algebra product such that \( \frac{1}{2}(m(x, y) + m(y, x)) \) is the original \( JC^* \)-algebra product.

**Proof.** Let \( J \) be the commutator ideal of \( B \), and let \( z \) be the support projection of \( J \) in \( B^{**} \). Suppose that \( e \) is a central projection in \( M(J) \). Then \( ex = xe \) for all \( x \in J \), hence for all \( x \in J^{**} \). For \( x \in B^{**} \) we have \( ex = e(z + z^\perp)x = ezx = zxe \). Similarly \( xe = zxe \), so that \( e \) is central in \( B^{**} \). For \( x, y \in B \) we have

\[
exy + e^*yx = e(xy - yx) + yx \in J + B \subset B.
\]

Then it is easy to check that \( m(x, y) = exy + e^*yx \) defines a \( C^* \)-algebra product on \( B \) with identity 1.

If \( e, f \) are central projections in \( M(J) \) such that \( exy + e^*yx = fxy + f^*yx \) for all \( x, y \in A \), then

\[
e(xy - yx) = exy + e^*yx - yx = fxy + f^*yx - yx = f(xy - yx).
\]

Hence \( e = f \).

Suppose that \( m \) is a Banach algebra product on a \( JC^* \)-algebra \( B \) with identity 1. The hermitian elements in this Banach algebra are just the selfadjoint elements in the \( JC^* \)-algebra \( B \), since hermitians in a unital Banach algebra depend only on the norm and the identity element. These hermitians span \( B \). Thus \( B \) with product \( m \) is a unital \( C^* \)-algebra by the Vidav-Palmer theorem (see e.g. [28, Theorem 2.3.32]). Then \( \frac{1}{2}(m(x, y) + m(y, x)) \) is a \( JC^* \)-algebra product on \( B \) which must be the original \( JC^* \)-algebra product by the Banach-Stone theorem (e.g. by Theorem 4.1).

Again suppose that \( C \) is a \( C^* \)-algebra and write \( C \) for \( B \) with product \( m \). The identity map is a surjective unital isometry from \( C \) onto \( B \), thus is a Jordan *-isomorphism \( \theta \) by Kadison’s Banach-Stone theorem for \( C^* \)-algebras [43]. By another result of Kadison in the same paper, there is a central projection \( e \in C^{**} \) such that if \( f = \theta^{**}(c) \) then \( \theta^{**}(\cdot) \) is a *-homomorphism and \( f^\perp \theta^{**}(\cdot) \) is a *-antihomomorphism. In our setting \( e = f \) and

\[
e\theta^{**}(m(a, b)) = e\theta^{**}(a)\theta^{**}(b), \quad e^\perp \theta^{**}(m(a, b)) = e^\perp \theta^{**}(b)\theta^{**}(a), a, b \in B.
\]

That is,

\[
e m(a, b) = eab, \quad e^\perp m(a, b) = e^\perp ba, a, b \in B,
\]

in the usual product on \( B^{**} \). Thus \( m(a, b) = eab + e^\perp ba \) for \( a, b \in B \). (The facts in this paragraph also follow from Theorem 3.2 of [54].)

Note that for \( x, y \in B \) we have

\[
exy + e^\perp yx = e(xy - yx + yx) + e^\perp yx = e\bar{z}(xy - yx) + yx = ezxy + (ez)^\perp yx.
\]

Thus if we replace \( e \) by \( ez \) we may assume that \( e \) is a central projection in \( J^{**} = zB^{**} \). We have

\[
exy - yx = (exy + e^\perp yx) - yx \in B \cap J^{**} = J, \quad x, y \in J.
\]

Thus \( e \in M(J) \) and is central there. \( \Box \)
**Remark.** One may ask if $B$ is a selfadjoint Jordan subalgebra of a unital $C^*$-algebra $D$ containing 1, and if $B$ has a Banach algebra product with identity 1, or equivalently (by the last result) a $C^*$-algebra product with identity 1, then is $B$ an (associative) subalgebra of $D$? The answer is in the negative: consider $B = \{a \otimes a^\tau : a \in M_2\} \subset M_4$.

**Theorem 5.11.** Let $A$ be an approximately unital (associative) operator algebra, and $P : A \to A$ a real positive contractive projection with $P(A) \subset \Delta(A)$. The $P$-product on $P(A)$ is associative if and only if

$$P(P(a)P(b)) = P(aP(b)) = P(P(a)b), \quad a, b \in A.$$  

In this case $P(A)$ is a $C^*$-algebra with respect to the $P$-product, and $P$ viewed as a map into this latter $C^*$-algebra is real completely positive and completely contractive.

**Proof.** If the centered equation holds then

$$P(P(P(a)P(b))P(c)) = P(P(a)P(b)P(c)) = P(P(a)P(P(b)P(c))).$$

So the $P$-product on $P(A)$ is associative.

Suppose that the $P$-product on $P(A)$ is associative. By Theorem 3.3 we may assume that $A$ is unital and $P(1) = 1$. (Note that if $A$ is nonunital or $P(1) \neq 1$ then $\hat{P}(A^1) \subset \Delta(A^1)$; and if the new product on $P(A)$ is associative, then so is the new product on $\hat{P}(A^1)$. Here $\hat{P}$ is the extension to $A^1$ from Theorem 3.3.) Write $B$ for $P(A)$ in the $P$-product. This is a unital Banach algebra. By Corollary 5.9 $P(A)$ is also a unital $JC^*$-algebra. By the proof of Lemma 5.10, $B$ is a unital $C^*$-algebra. By considering $P^{**}$ and $A^{**}$ we may suppose that $B$ is a $W^*$-algebra.

Write $\cdot$ for the $P$-product. Claim: $a \cdot P(x) = P(ax)$ for all $a \in B, x \in A$. To prove this, as in the proof of [13, Lemma 3.2] it suffices to show that

$$p^\perp \cdot P(px) = 0, \quad x \in X,$$

for all orthogonal projections $p \in B$. For then we get $p \cdot P(x) = P(px)$ as in that cited proof, and since $B$ is densely spanned by its projections (as is any $W^*$-algebra), we conclude that $a \cdot P(x) = P(ax)$ for all $a \in B$.

To prove (5.1), we adjust the argument in the last cited proof. Let

$$y = P(px) + tP(p^\perp P(px)), \quad t \in \mathbb{R}.$$  

By associativity, $y = P(px + p^\perp P(p^\perp P(px)))$. Now $\|y\|^2 \leq \|px + p^\perp P(p^\perp P(px))\|^2$, which as in the last cited proof is dominated by $\|px\|^2 + t^2\|P(p^\perp P(px))\|^2$. On the other hand, again writing $\cdot$ for the $P$-product, we have

$$p^\perp \cdot y = p^\perp \cdot P(px) + tp^\perp \cdot P(px) = (1 + t)p^\perp \cdot P(px).$$

It follows that

$$(1 + t)^2\|p^\perp \cdot P(px)\|^2 \leq \|px\|^2 + t^2\|p^\perp \cdot P(px)\|^2.$$  

This implies that $2t\|p^\perp \cdot P(px)\|^2 \leq \|px\|^2$ for all $t > 0$, so that $p^\perp \cdot P(px) = 0$.

The Claim says that $P$ is a left $B$-module map; similarly it is a right $B$-module map, giving the last assertion of our statement. It follows by a standard trick similar to e.g. 1.2.6 in [12] (see e.g. [52, Proposition 8.6]) that $P$ is completely contractive. Since $P(1) = 1$, $P$ is real completely positive by (the matrix versions of) considerations in the paragraph before Corollary 2.2 from [17].  

□
Remark. By the proof above, one may relax the associativity condition in the last theorem to: \(p \cdot (p \cdot b) = p \cdot b\) for \(b \in P(A)\) and for \(p \in P(A)\) which are projections in the \(P\)-product.

We also remark that a real positive completely contractive projection need not be real completely positive. Indeed \(P(a, b) = (a, a^\tau /2)\) on \(M_2 \oplus M_2\) is a counterexample (we thank R. R. Smith for this). Note that this completely contractive positive projection does not even satisfy the Kadison-Schwarz inequality \(P(a^*a) \leq P(a)^*P(a)\).

The \(C^*\)-algebra structure on \(P(A)\) in the conclusion of the theorem may not induce the operator space structure on \(P(A)\) inherited from \(A\). To see this consider \(P(a, b) = (a, a^\tau)\) on \(M_2 \oplus M_2\).

The following result is inspired by the selfadjoint case due to Effros and Størmer (see e.g. [32, Lemma 1.4]). If \(A\) is a unital operator algebra, and \(P\) is a unital contractive or completely contractive projection on \(A\), define
\[
N = \{x \in A : P(xy) = P(yx) = 0 \text{ for all } y \in A\}.
\]
If \(A\) or \(P\) is not unital, but \(P\) is also real positive, then we may extend \(P\) by Theorem 4.3 to a unital contractive projection on \(A^1\), where \(A^1\) is a unitalization with \(A^1 \neq A\), and set \(N = \{x \in A : P(xy) = P(yx) = 0 \text{ for all } y \in A^1\}\). Then \(N\) is clearly a closed ideal in \(A\), and is also a subspace of \(\text{Ker}(P)\). Define
\[
B = \{x \in A : P(xy) = P(P(x)P(y))\text{ and } P(yx) = P(P(y)P(x)) \text{ for all } y \in A\}.
\]
Note that \(N \subset B\) since e.g. if \(x \in N \subset \text{Ker}(P)\) then \(P(xy) = 0 = P(P(x)P(y))\) for all \(y \in A\). Note too that \(1 \in B\) if \(A\) is unital and \(P(1) = 1\).

**Theorem 5.12.** If \(P\) is a real positive contractive projection on an approximately unital operator algebra \(A\), and \(N, B\) are defined as above, then \(P(A) \subset B\) if and only if
\[
P(P(a)b) = P(P(a)P(b)) = P(aP(b)) \text{ for all } a, b \in A.
\]
That is, if and only if \(P\) is a conditional expectation onto \(P(A)\) with respect to the \(P\)-product. This is also equivalent to \(B = P(A) + N\). If these hold then \(P(A)\) with the \(P\)-product is isometrically isomorphic to an operator algebra, \(B\) is a subalgebra of \(A\) containing \(P(A)\), and \(P\) is a homomorphism from \(B\) onto \(P(A)\) with the \(P\)-product.

**Proof.** The first ‘if and only if’ follows from the definition of \(B\). This is also equivalent to \(B = P(A) + N\), since \(N \subset B\), and if \(P(A) \subset B\) and \(a \in B\) then
\[
P((a - P(a))b) = P(P(a)P(b)) - P(P(a)b) = 0, \quad b \in A.
\]
Similarly, \(P(b(a - P(a))) = 0\). Hence \(a = a - P(a) + P(a) \in N + P(A)\).

In this case \(B\) is a subalgebra of \(A\) since e.g. if \(a, b \in B, c \in A\) then
\[
P(abc) = P(P(a)P(bc)) = P(P(a)P(P(b)P(c))) = P(P(a)P(bP(c))),
\]
and by the centered equation in the theorem statement,
\[
P(P(ab)P(c)) = P(abP(c)) = P(P(a)P(bP(c))).
\]
Thus also the \(P\)-product on \(P(A)\) is associative. Since \(B/N \cong P(A)\) as in the proof of Lemma 4.4 in [17], and quotients of operator algebras are operator algebras [12 Proposition 2.3.4], we see that \(P(A)\) with the \(P\)-product is isometrically isomorphic to an operator algebra. The last assertion again follows from the definition of \(B\). \(\square\)
Remark. Note that \( N = \ker(P) \) if and only if \( \ker(P) \) is an ideal. The latter holds (by the associative algebra variant of Lemma 4.4 in [17]) if and only if \( B = A \), and then all of the conclusions of the last theorem hold. In particular if \( N = (0) \) then all this holds. Also, if \( P \) is real completely positive and completely contractive then \( P(P(a)b) = P(P(a)P(b)) = P(aP(b)) \) for \( a, b \in A \) as is proved in [15] Section 2, so that the conclusions of the last theorem hold.

Corollary 5.13. If \( A \) is an approximately unital (associative) operator algebra and \( P : A \to A \) is contractive and real positive, and is a conditional expectation onto \( P(A) \) equipped with the product \( P(ab) \) (that is, if \( P(P(a)b) = P(P(a)P(b)) = P(aP(b)) \) for all \( a, b \in A \)), then \( P(A) \) is an operator algebra with this product.

This corollary shows that \( P \) being a conditional expectation for the \( P \)-product implies that the \( P \)-product is an operator algebra product. The converse is false as we observed below Theorem 5.3.

It is natural to ask if similar results hold for Jordan operator algebras, and in particular does \( P \) being a conditional expectation for the Jordan \( P \)-product imply that \( P(A) \) is a Jordan operator algebra in the \( P \)-product. The latter is an interesting question that we have not yet been able to solve. If one goes through the proof above with a (without loss of generality) contractive unital projection \( P \) on a unital Jordan operator algebra \( A \), one defines

\[
N = \{ x \in A : P(x \circ y) = 0 \text{ for all } y \in A \}.
\]

Then \( N \) is a subspace of \( \ker(P) \), and is a closed ‘Jordan ideal’ in

\[
B = \{ x \in A : P(x \circ y) = P(P(x) \circ P(y)) \text{ for all } y \in A \}.
\]

Again \( B = P(A) + N \), and \( P \) restricts to a contractive unital projection and ‘Jordan homomorphism’ from \( B \) onto \( P(A) \) with kernel \( N \). So \( P(A) \cong B/N \) isometrically and Jordan isomorphically. However, two issues arise. First it is not clear that \( B \) is actually a Jordan (operator) algebra. Second, even if it were we do not known that a quotient of a Jordan operator algebra by a closed Jordan ideal is a Jordan operator algebra. This is a big open problem in the subject. If it is false then this suggests that perhaps the study of closed Jordan subalgebras of such quotients may be an interesting direction of research. The usual proof that the quotient of an operator algebra by a closed ideal is an operator algebra, uses the so-called BRS characterization of operator algebras (see [12] Theorem 2.3.2 and Proposition 2.3.4). There is a somewhat similar theorem for Jordan operator algebras, namely [23] Theorem 2.1. If one attempts the natural proof (analogous to the operator algebra quotient proof) one sees that it works for quotients of a Jordan operator algebra \( B \) by a closed Jordan ideal \( N \) such that \( B \) is contained in an operator algebra \( A \) with \( B/N \subset A/[AN A] \) completely isometrically. Here \( [AN A] \) is the closed associative ideal in \( A \) generated by \( N \). That is, in this case \( B/N \) is a Jordan operator algebra. We do not know unfortunately when \( B/N \subset A/[AN A] \). This would require \( B \cap [AN A] = N \) at the very least. Perhaps there is a clever choice of \( A \) that will do this, perhaps even a \( C^* \)-algebra.

Corollary 5.14. Let \( A \) be an approximately unital (associative) operator algebra, and \( P : A \to A \) a real positive contractive projection onto an associative subalgebra of \( A \), with \( P(A) \subset \Delta(A) \). Then \( P \) is completely contractive and real completely positive as a map into \( A \), \( D = P(A) \) is a \( C^* \)-algebra in the \( P \)-product, and \( P \) is a \( D \)-bimodule map: \( P(P(a)P(b)) = P(aP(b)) = P(P(a)b) \) for all \( a, b \in A \).
The last result is a corollary of Theorem 5.11.

We now turn to bicontractive projections. The following result shows what happens in the case of selfadjoint Jordan operator algebras (\(JC^*-\)algebras). It is the ‘solution to the bicontractive and symmetric projection problems’ for \(JC^*-\)algebras, essentially due to deep work of Friedman and Russo, and Størmer [33, 35, 57]. We recall that \(P\) is bicontractive if and only if \(\|P\|, \|I - P\|\) are contractions, and symmetric if \(\|I - 2P\| \leq 1\). Some of this hinges on Harris’s Banach–Stone type theorem for \(J^*-\)algebras [40]. The following is essentially very well known (see the references above), but we do not know of a reference which has all of these assertions, or is in the formulation we give:

**Theorem 5.15.** If \(P : A \to A\) is a projection on a \(JC^*-\)algebra \(A\) then \(P\) is bicontractive if and only if \(P\) is symmetric. Moreover \(P\) is bicontractive and positive if and only if there exists a central projection \(q \in M(A)\) (indeed \(q \circ a = qaq \in A\) for all \(a \in A\)) such that \(P = 0\) on \(q^\perp Aq^\perp\), and there exists a Jordan \(*\)-automorphism \(\theta\) of \(qAq\) of period 2 (i.e. \(\theta \circ \theta = I\)) so that \(P = \frac{1}{2}(I + \theta)\) on \(qAq\). Finally, \(P(A)\) is a \(JC^*-\)subalgebra of \(A\), and \(P\) is a Jordan conditional expectation.

We have a complete characterization of symmetric real positive projections on Jordan operator algebras, which relies on the very recent Banach-Stone theorem [4.4] above. The point is that if \(P\) is symmetric then it is very easy to show that \(v = I - 2P\) is a surjective isometric isomorphism of \(A\) onto \(A\) which has period 2 (that is, \(v \circ v = I_A\)). Then one applies the Banach-Stone theorem [4.4] above. This is the main ingredient in the following result from [17]:

**Theorem 5.16.** Let \(A\) be an approximately unital (Jordan) operator algebra, and \(P : A \to A\) a symmetric real positive projection. Then the range of \(P\) is an approximately unital Jordan subalgebra of \(A\) and \(P\) is a Jordan conditional expectation. Moreover, \(P^{**}(1) = q\) is a projection in \(JM(A)\).

Set \(D = qAq\), the hereditary subalgebra (‘corner’) of \(A\) supported by \(q\), which contains \(P(A)\). There exists a period 2 surjective isometric Jordan homomorphism \(\pi : D \to D\), such that

\[
P = \frac{1}{2}(I + \pi) \quad \text{on } D,\]

and \(P\) is zero on the ‘other three corners’ of \(A\) (that is, on \(q^\perp Aq^\perp + q^\perp Aq + qAq^\perp\)).

The converse is true too, such an expression \(P = \frac{1}{2}(I + \pi)\) is a symmetric real positive projection.

This is very close to the ‘classical’ selfadjoint characterization in Theorem 5.10 above. The main difference is \(q\) need not be central, and \(P\) symmetric is not equivalent to \(P\) bicontractive.

The form of the bicontractive projection problem that evolved in [15][17] asks for conditions on a bicontractive real positive projection \(P : A \to A\) so that \(P(A)\) is a subalgebra of \(A\)? This is not always true, as [15] Corollary 4.8 shows.

In [15] Section 4 and the start of [17] Section 6 we gave a three step reduction that reduces the bicontractive projection problem to the case of a bicontractive projection \(P : A \to A\) with \(P(1) = 1\) and \(A\) is generated by \(P(A)\). We will omit the details here, although we note that some of the ingredients in this reduction are taking the bidual, and then observing that for a bicontractive real positive projection on a unital operator algebra \(A\), \(P(1)\) is a projection. Also we use some facts about Jordan hereditary subalgebras.
Part of the following result is [17, Theorem 6.3].

**Theorem 5.17.** Let $A$ be a unital (Jordan) operator algebra, and let $D$ be the elements in $\text{Ker}(P)$ that are also in the closed Jordan subalgebra generated by $P(A)$. If $P : A \to A$ is a bicontractive unital projection on $A$, and if $D$ is densely spanned by the real positive elements which it contains, or if $P(A) \subset \Delta(A)$, then $P(A)$ is a Jordan subalgebra of $A$.

**Proof.** We will just prove the result with hypothesis $P(A) \subset \Delta(A)$ here, for the other see [17, Theorem 6.3]. If $P(A) \subset \Delta(A)$ then as in the proof of Corollary 5.9, the restriction of $P$ to the $JC^*$-algebra $\Delta(A)$ is a real positive, hence positive, bicontractive projection onto $P(\Delta(A)) = P(A) \subset \Delta(A) = P(A)$. By Theorem 5.15, $P(A)$ is a Jordan subalgebra of $\Delta(A)$, hence of $A$. \qed

(The hypotheses in the last theorem are conditions that are always satisfied for positive projections on $C^*$-algebras, so they are not unnatural.)

Finally, we remark that much of Section 5 was concerned with which results from [15] still have variants valid for contractive real positive projections on Jordan operator algebras. If one uses completely contractive completely real positive projections then essentially everything in [15] is valid for Jordan operator algebras, as is observed in [17].

### 6. What are conditional expectations?

This section may be viewed as an appendix for nonexperts, giving some basic insights into the conditional expectation property in Section 5 and into some of the advanced considerations needed for the discussion in Section 7. Conditional expectations are no doubt also addressed in other articles in this conference proceedings, probably also with some discussion of their history. Thus there may be a very small amount of overlap here at the beginning of the present setting. We believe that these other articles are located in the Banach lattice setting and are concerned with applications there. We will not focus on the lattice aspect at all, and our techniques are quite different.

The classical or ‘probabilistic’ conditional expectation may be taken to refer to a hugely important construction on a probability measure space $(K, \mathcal{A}, \mu)$ induced by a choice of a sub-$\sigma$-algebra $\mathcal{B}$ of the $\sigma$-algebra $\mathcal{A}$ on the set $K$. In this case one may identify $L^p(K, \mathcal{B}, \mu)$ isometrically with a subspace of $L^p(K, \mathcal{A}, \mu)$. Moreover dualizing these embeddings gives contractive positive unital projections $E_\mathcal{B}$ of $L^p(K, \mathcal{A}, \mu)$ onto the copy of $L^p(K, \mathcal{B}, \mu)$ (to get the expectation onto $L^1$ one takes the dual in the weak* topology of the $L^\infty$ inclusions). These satisfy a list of beautiful properties often attributed to Kolmogorov (a great account of this list may be found e.g. in the Wikipedia article on conditional expectations). The most notable of these is that

$$\int E(f) \, d\mu = \int f \, d\mu$$

(which in the quantum variant becomes the ‘trace preserving’ property). However this list also includes ‘positivity’: $E(f) \geq 0$ if $f \geq 0$, ‘contractivity’ ($|E(f)| \leq |f|$) which implies $\|E\| \leq 1$, the projection property $E \circ E = E$, and that $E(1) = 1$. It also includes the important ‘module’ property

$$E(fg) = E(f)g, \quad g \in L^\infty(K, \mathcal{B}, \mu),$$
which defined what we called ‘conditional expectation’ in Section 5. It also has important continuity properties, like being weak* continuous on $L^\infty$ (the latter is clear because as we said it is the dual of a map on $L^1$). Moreover $E_B$ has a fundamental probabilistic interpretation, we will not rehearse this here since it is so well known. Indeed this interpretation is ubiquitous in scientific disciplines. It has been said that conditional expectations are the starting point of modern probability theory.

Most of this is still true if we start to mildly relax the condition that $\mu$ is a finite measure (although now $1 \notin L^1$). Historically, mathematical analysts tried to successively weaken the measure theoretic requirements on $\mu$ while still preserving a satisfactory theory of expectation. At some point beyond so-called ‘localizable measures’ (we warn the reader that there is ambiguity in the measure theory literature concerning this term) things break down and become pathological. It is interesting when one tries to identify this point of breakdown, it seems to corroborate how perfectly von Neumann algebras capture the essence of these concepts. Namely, essentially the measures for which $L^\infty(K, \mu)$ is a von Neumann algebra, in which case the theory of von Neumann algebraic conditional expectations kicks in.

Notice that $L^\infty(K, B, \mu)$ is a von Neumann subalgebra of $L^\infty(K, \mathcal{A}, \mu)$. Indeed this may be viewed as the weak* closure of the $B$-simple functions; or equivalently, the weak* closed subalgebra of $L^\infty(K, \mathcal{A}, \mu)$ generated by the (characteristic functions of the) sets in $B$. This is an easy exercise.

Conversely, any von Neumann subalgebra $D$ of $L^\infty(K, \mathcal{A}, \mu)$ is of this form. Since we are not aware of a source in the literature we sketch a simple argument that $D = L^\infty(K, B, \mu)$. Let $\mathcal{B} = \{B \in \mathcal{A} : \chi_B \in D\}$. It is an exercise to check that $\mathcal{B}$ is a $\sigma$-algebra. For example it is an algebra because $\chi_{B_1} \chi_{B_2} = \chi_{B_1 \cap B_2}$. Then if $B_1, B_2, \cdots$ are disjoint sets in $\mathcal{B}$, let $(p_n)$ be the corresponding mutually orthogonal projections in $D$, let $F = \cup_n B_n$, and let $p = \sup_n p_n \in D$. Then there exists a set $B \in \mathcal{A}$ with $p = \chi_B \mu$-a.e.. Since $p_n p = p_n$ the set $B_n \setminus (B \cap B_n)$ is $\mu$-null. Thus we may assume that $B_n \subset B$ for all $n$, so that $F \subset B$. On the other hand if $E \cap B_n = \emptyset$ for all $n$, then $\chi_E p_n = 0$ for all $n$, so that $\chi_E p = \chi_E \cap B = 0$ in $M$. We conclude that $\chi_E = p \in D$. Thus $F \in \mathcal{B}$, so that $\mathcal{B}$ is a $\sigma$-algebra. If $B \in \mathcal{B}$ then $\chi_B \in D$ by definition. Conversely, for any projection $p$ in $D$ there exists a set $B \in \mathcal{A}$ with $p = \chi_B \mu$-a.e., so that $B \in \mathcal{B}$ and $\chi_B \in L^\infty(K, B, \mu)$. Using the fact that $D$ and $L^\infty(K, B, \mu)$ are both generated by their projections, we conclude that $D = L^\infty(K, B, \mu)$.

In the discussion below we assume that $\mu$ is a probability measure for simplicity. It follows that for any von Neumann subalgebra $D$ of $L^\infty(K, \mathcal{A}, \mu)$, there exists a canonical sub-$\sigma$-algebra $\mathcal{B}$ of $\mathcal{A}$ and a canonical contractive projection $E_B$ from $L^\infty(K, \mathcal{A}, \mu)$ onto $D$. We call this the probabilistic conditional expectation. It is, as we said, ‘trace preserving’: $\int E_B(f) \, d\mu = \int f \, d\mu$ for $f \in L^\infty(K, \mathcal{A}, \mu)$.

Some of the founders of modern probability theory and their students tried to characterize conditional expectations amongst the idempotent maps (i.e. projections) on $L^p(K, \mathcal{A}, \mu)$ (particularly in the case $p = 1$). There were early characterizations due to Moy [40] who characterizes conditional expectations in terms of operators on the positive measurable functions, and on $L^p$, obtaining particularly nice results for $L^1$. Later Douglas [31], Ando, Lacey and Bernau (see e.g. [47]), and others refined these results. It follows from this work that there are bijective correspondences between weak* continuous unital contractive projections
$P$ from $L^\infty(K,\mathcal{A},\mu)$ onto a von Neumann subalgebra $D$, and density functions $h \in L^1(K,\mathcal{A},\mu)_+$ with $E_B(h) = 1$ (such $h$ is called a ‘weight function’ for $P$). The correspondence is given by $P(x) = E_B(hx)$, and $h$ is the density of the normal state $x \mapsto \int P(x) \, d\mu$ (which may be written as $P_*(1)$, viewing $1 \in L^1$). If $\int P(f) \, d\mu = \int f \, d\mu$ for $f \in L^\infty$ then one sees that $\int hf = \int f$ for such $f$, which forces $h = 1$ and $P = E_B$.

Summarizing the above discussion is that we have seen at least in the setting above, the weak* continuous unital contractive projections $P$ from $L^\infty(K,\mathcal{A},\mu)$ onto a von Neumann subalgebra $D$ are simply the ‘weightings’ of the probabilistic conditional expectation $E_B$, by the weights $h$ above. That these projections have the important ‘module’ property $P(fg) = P(f)g$ for $g \in D$ (which defined what we called ‘conditional expectation’ in Section 5), may be viewed in this picture $P(x) = E_B(hx)$ as coming immediately from the fact that the probabilistic conditional expectation $E_B$ has this property. The probabilistic conditional expectation is characterized among all the weak* continuous unital contractive projections $P$ onto $D$ by the ‘trace-preserving’ condition $\int P(f) = \int f$.

So all weak* continuous unital contractive projections $P$ from $L^\infty(K,\mathcal{A},\mu)$ onto a von Neumann subalgebra ‘are’ weighted probabilistic conditional expectations. In fact if $P$ is faithful that it is a probabilistic conditional expectation: one may play the above game in reverse. Suppose that we are given a weak* continuous unital contractive projection $P$ from $L^\infty(K,\mathcal{A},\mu)$ onto $D$. Then $f \mapsto \int P(f) \, d\mu$ is a normal state of $L^\infty(K,\mathcal{A},\mu)$, which is simply integration against a probability measure $d\nu = h \, d\mu$ on $(K,\mathcal{A})$. If $P$ is faithful then $h$ has full support and $L^\infty(K,\mathcal{A},\mu) = L^\infty(K,\mathcal{A},\nu)$. The measure space $(K,\mathcal{A},\nu)$ can replace the role of $(K,\mathcal{A},\mu)$ in the above discussion, to produce a probabilistic conditional expectation associated with $\nu$. If there are no issues with the ‘support’ (that is, if $h$ has full support), one can see that this probabilistic conditional expectation is $P$.

**Remark.** One can somewhat generalize the discussion beyond the case that $D$ is a subalgebra, to try to link up with the generalized ‘conditional expectations’ discussed in Section 5 with respect to the Choi-Effros product. For example, Douglas showed that the range of a contractive projection $P$ on $L^1$ is isometric to an $L^1$ space [31], and investigated the relation of such $P$ to the probabilistic conditional expectation. Let us give a quick proof of this range assertion. First assume that $\int P(f) = \int f$ for $f \in L^1$. (The latter is a much weaker condition than the condition $\int P^*(f) = \int f$ or $f \in L^\infty$ considered above, indeed $\int P(f) = \int f$ for $f \in L^1$ simply says that $P^*$ is unital on $L^\infty$, which is satisfied by all the projections in the earlier discussion.) Indeed note that in this case $P^*$ is a contractive unital projection, and

\[
(Ran(P))^* \cong A^*/Ran(P)^\perp = A^*/\text{Ker}(P^*) \cong \text{Ran}(P^*).
\]

By the Choi and Effros result mentioned in the introduction, the range of $P^*$ on $L^\infty$ is a (commutative) $C^*$-algebra in the $P^*$-product. Since it is weak* closed it is a von Neumann algebra (by a result like Theorem 5.3 if necessary). By the uniqueness of von Neumann algebra preduals, $\text{Ran}(P)$ is an $L^1$ space. There is a similar proof in the general case: by a result of Youngson [12] Theorem 4.4.9 which generalizes the Choi-Effros result used above, $P^*(xy^*z)$ is a (commutative) TRO product on $\text{Ran}(P^*)$. As e.g. in the proof of [12] Theorem 4.4.9, any extreme point of the ball in this TRO is ‘unitary’, and any TRO with a unitary is isometric.
Let us now consider relaxing the condition that $\mu$ is a probability measure in the discussions above. We said earlier that there are serious pathologies for the most general kinds of measures, and suggested to simply consider measures with $L^\infty(K,A,\mu)$ a von Neumann algebra. Going one step further, replace $L^\infty(K,A,\mu)$ by a possibly noncommutative von Neumann algebra $M$. The measure $\mu$, and associated integral, will be replaced by a certain ‘trace’ or ‘weight’ $\nu$. Now we are in the setting of von Neumann algebraic conditional expectations, which gets into the deep taxonomy of von Neumann algebras, and the difficult theory of noncommutative integration [61, 46]. The case that we have dealt with above corresponds to the class of so-called ‘finite’ von Neumann algebras, where there exists a faithful normal tracial state $\tau$ on $M$. In this case it is a theorem that there exists a weak* continuous unital contractive projection $E$ from $M$ onto any von Neumann subalgebra $D$ of $M$, and moreover there is a unique such $E$ that is trace preserving (i.e. $\tau \circ E = \tau$). We may write this $E$ as $E_\tau$, and call this the ‘probabilistic’ (we should perhaps say ‘tracial’ here) conditional expectation. The other weak* continuous unital contractive projections $E$ from $M$ onto $D$ are again the ‘weightings’ $E_\tau(h_x)$ for densities $h \in L^1(M)_+$ which commute with $D$ and which satisfy $E_\tau(h) = 1$. The reader should note the parallel with $E_B$ above, the probabilistic conditional expectation. Again we see that all weak* continuous unital contractive projections from $M$ onto a von Neumann subalgebra ‘are’ weighted ‘probabilistic’ conditional expectations. They may be viewed as a ‘partial integral with respect to a noncommutative measure’.

A brief noncommutative history of conditional expectations: von Neumann, Dixmier, Nakamura and Turumaru, Umegaki, and others considered conditional expectations in the framework of von Neumann (or $C^*$-) algebras and established many properties of these objects (in particular the ‘Kolmogorov list’ above, especially in the context of von Neumann algebras with a finite trace (see e.g. [1] for references). Some of these works were aiming to generalize the Moy-Doob characterization mentioned above. Tomiyama added the modern perspective of conditional expectations in terms of norm one projections in $C^*$-algebras, his theorem stated in our introduction shows that all positive idempotents onto a $C^*$-algebra have the module property that leads to them being called conditional expectations. They are also completely positive and completely contractive as we said. See p. 132–133 in [6] for more on this and some other basic facts about conditional expectations. Others have generalized some of the work of Moy-Douglas-Ando-Lacey and Bernau, etc., that we described above, to positive contractive projections on noncommutative $L^1$ or $L^\infty$ (i.e. on a von Neumann algebra $M$). Conditional expectations play a profound role in the classification of von Neumann algebras, e.g. in the structure theory of factors, or the fundamental work of Connes in which approximately finite von Neumann algebras are the amenable ones, and are the ones that are the range of a (not necessarily weak* continuous) conditional expectation on $B(H)$. Haagerup transferred conditional expectations to the powerful framework of operator valued weights and the extended positive part of a von Neumann algebra. The latter is the noncommutative version of $(L_0)_+$, the positive measurable functions, and consists of suprema of increasing sequences of elements of $M_+$. This gives the
most general perspective, allows treatment of general noncommutative $L^p$ spaces, etc. Conditional expectations are now a major and ubiquitous tool in the theory of $C^*$- and von Neumann algebras, and there are by now a huge number of important examples (see e.g. [61, 44] for more references).

Nonetheless, outside of the class of von Neumann algebras with a faithful normal tracial state, the existence of a weak$^*$ continuous conditional expectation onto a von Neumann subalgebra $D$ is a difficult question (unless $D$ is atomic). Indeed this question gets to the heart of, and uses the whole industry of the theory of noncommutative integration (due to Connes, Haagerup, Pedersen, Takesaki, and very many other brilliant operator algebraists). See [61, 46] for a taste of the latter. For a commutative von Neumann algebra $L^\infty(K, A, \mu)$, again, but with $\mu$ not $\sigma$-finite one must use the theory of semifinite measures to construct a conditional expectation onto a von Neumann subalgebra. Now suppose that $M$ is a noncommutative semifinite von Neumann algebra, for example $B(l^2)$. Then $M$ has a faithful normal semifinite trace $\tau$. However there need not exist any conditional expectation onto a fixed von Neumann subalgebra (e.g. it is known that there is no conditional expectation from $B(l^2)$ onto nonatomic von Neumann subalgebras). Indeed there exist a $\tau$-preserving conditional expectation onto a von Neumann subalgebra $D$ if and only if $\tau$ restricts to a semifinite trace on $D$. The one direction of this is [60, Proposition V.2.36]. For the other, if $0 \neq x \in D_+$ and $0 \neq y \in M_+$ with $\tau(y) < \infty$ and $y \leq x$, then $\tau(E(y)) = \tau(y) \in (0, \infty)$ and $E(y) \leq x$. Clearly $0 \neq E(y) \in D_+$. We have verified that the restriction of $\tau$ to $D$ is semifinite.

For non-semifinite von Neumann algebras the situation is much more complicated, and gets into Haagerup’s theory of operator valued weights (see [61, 46] for references). The conditions for existence of a weak$^*$ continuous conditional expectation onto a von Neumann subalgebra are much more intricate, such conditions involving the operator semigroup central to Tomita-Takesaki modular theory. See e.g. [61, Theorem 4.2]. For technical reasons and to avoid pathologies one usually insists that $M$ possesses a faithful normal state $\nu$ (which is equivalent to $M$ possessing a faithful state). This class of von Neumann algebras includes those on a separable Hilbert space, or with separable predual. Then there exists a $\nu$-preserving conditional expectation $E$ onto a von Neumann subalgebra $D$ if and only if $D$ is invariant under the modular automorphism group $(\sigma^\nu_t)$ of $\nu$ (see [60, Theorem IX.4.2]). Such a $\nu$-preserving conditional expectation is again unique. We may write this $E$ as $E_{\nu}$, and again call this the ‘probabilistic’ conditional expectation (it depends on the fixed state $\nu$, which can be thought of as a noncommutative probability integral). We will not go into further detail here.

In summary we have seen that under certain conditions on a von Neumann algebra $M$ and a von Neumann subalgebra $D$, and on a positive functional or weight $\nu$ on $M$, conditions usually involving modular theory, there exists a unique $\nu$-preserving weak$^*$ continuous unital contractive projection from $M$ onto $D$. We call this a conditional expectation, and it is analogous to $E_{B(l^2)}$ above.

7. Noncommutative characters on noncommutative function algebras (operator algebras)

The last part of our Positivity X lecture was concerned with ongoing joint work with L. E. Labuschagne [10, 11], on a special case of the real positive projections considered in the last Section. This case we consider to be a good noncommutative
generalization of the classical theory of ‘characters’ (i.e. homomorphisms into the scalars) of a function algebra (see e.g. [27]). Recall that if $A \subset C(K)$ is a function algebra or uniform algebra on compact set $K$, then the fundamental associated object is the set $M_A$ of (scalar valued) characters on $A$.

A noncommutative function algebra for us is just an operator algebra in the earlier sense, a subalgebra $A$ of a $C^*$-algebra $C$. We assume $C$ unital and $1_C \in A$ for simplicity here. In the nonunital case we can unitize by the tricks in the early parts of Sections 2 and 3 above. In this setting scalar valued characters are usually not so useful, however we have found that in the following setting one can generalize many of the classical function algebra character results. Namely, consider an inclusion $D \subset A \subset C$, where $A, C$ are as before, and $D$ is a $C^*$-subalgebra of $A$. A $D$-character is a unital contractive homomorphism $\Phi : A \to D$ which is also a $D$-bimodule map (or equivalently, is the identity map on $D$). The classical scalar valued characters $\chi$ on $A$ fit into this setting by identifying $\chi$ with $\chi(\cdot)1_A$. We were motivated to study these because of their importance in (the definition of) Arveson’s subdiagonal algebras [3, 9]. Arveson also gives very many good examples of such $D$-characters in that paper.

Note that these fall within the framework of Section 5, they are in fact automatically real completely positive completely contractive projections from $A$ onto a subalgebra. That they are completely contractive follows from the standard trick mentioned at the end of the proof of Theorem 5.11. That they are real completely positive follows from e.g. Proposition 5.2. Recall also that by e.g. Theorem 5.3, a completely contractive unital projection onto a unital $C^*$-subalgebra $D$ is automatically a $D$-bimodule map.

In this section we will for simplicity stick to the case of contractive unital characters. In the nonunital case one would consider (completely) contractive real positive homomorphisms from the operator algebra $A$ onto a $C^*$-subalgebra. As in Section 5 these extend uniquely to (completely) contractive unital homomorphisms on $A^1$, and so we are back in the unital character case. Thus we may suppress discussion of real positivity in the next paragraphs: it is there but automatic.

In [10, 11], Labuschagne and the author consider several problems that arise when generalizing classical function algebra results involving characters. For the sake of the present article not becoming too scattered in theme we just mention briefly a couple of examples of these that use specific theorems from our earlier sections above. The first is a new noncommutative take on the classical theory of Gleason parts of function algebras. The Gleason relation (||φ - ψ|| < 2) on characters of function algebras does not seem to have a $B(H)$ valued analogue suitable for our purposes, but we show that interestingly it does have a noncommutative variant for our $D$-characters.

We also use some concepts considered by Harris in e.g. [38, 37]:

$$T_x(y) = (1 - xx^*)^{-\frac{1}{2}}(x + y)(1 + x^*y)^{-1}(1 - x^*x)^{\frac{1}{2}}.$$  

This makes sense for elements in the open unit ball in $B(H)$. For fixed such $x$ the maps $T_x$ are essentially exactly the biholomorphic self maps of the open unit ball in $B(H)$, or are Möbius maps of this open ball. The hyperbolic distance is

$$\rho(x, y) = \tanh^{-1} ||(1 - xx^*)^{-\frac{1}{2}}(x - y)(1 - x^*y)^{-1}(1 - x^*x)^{\frac{1}{2}}|| = \tanh^{-1} ||T_{-x}(y)||.$$
Harris shows [39] that \( \rho \) is what is known as a CRF pseudometric on the open unit ball \( U_0 \) and it satisfies the Schwarz-Pick inequality
\[
\rho(h(x), h(y)) \leq \rho(x, y), \quad x, y \in U_0,
\]
for any holomorphic \( h : U_0 \to U_0 \). We have equality here if \( h \) is biholomorphic.

We may also define an equivalence relation using the real positive ordering. If \( \Phi, \Psi \) are maps from \( A \) into a \( C^* \)-algebra we write \( \Phi \preceq \Psi \) if \( \Psi - \Phi \) is a real positive map (in the sense of e.g. Section 3). Note that one may then show that in this situation it is real completely positive, and then apply Theorem 2.4. This permits us to define an equivalence relation on \( D \)-characters by the existence of strictly positive constants \( c, d \) with \( \Phi \preceq c \Psi \) and \( \Psi \preceq d \Phi \). The reasoning in the last few lines ties this equivalence relation with the famous notion of Harnack equivalence (see e.g. [59], and we thank Sanne ter Horst for this and many other references).

Using these ideas, and following classical methods, and results like Theorem 2.4 above, one may prove:

**Theorem 7.1.** Consider inclusions \( D \subset A \subset C \) as above. Suppose that \( D \) is represented nondegenerately on a Hilbert space \( H \). Let \( \Phi, \Psi : A \to D \) be \( D \)-characters. The following are equivalent:

1. \( \| \Phi - \Psi \| < 2 \).
2. \( \| \Phi_{\ker \Psi} \| < 1 \).
3. There is a constant \( M > 0 \) with \( \rho(\Phi(a), \Psi(a)) \leq M \) for \( \| a \| < 1, a \in A \).
4. If \( \| \Phi(a_n) \| \to 1 \) for a sequence \( (a_n) \) in Ball(\( A \)), then \( \| \Psi(a_n) \| \to 1 \).

The above conditions are implied by the equivalent conditions:

5. There are positive constants \( c, d \) with \( \Phi \preceq c \Psi \) and \( \Psi \preceq d \Phi \).
6. There are positive constants \( c, d \) and completely positive \( B(H) \)-valued maps \( \tilde{\Phi}, \tilde{\Psi} \) extending \( \Phi, \Psi \) to \( C \), with \( \tilde{\Phi} \leq c \tilde{\Psi} \) and \( \tilde{\Psi} \leq d \tilde{\Phi} \).

If \( D \) is 1 dimensional then all the conditions here are equivalent.

At the time of writing we do not know if the conditions in the last theorem are equivalent in full generality. That is, we do not know if we have two distinct equivalence relations in the general case. Gleason parts are applied in [10] to the theory of Hankel and Fredholm Toeplitz operators.

**Remark.** If \( \Phi : A \to A \) is a completely contractive unital projection then \( \Phi(A) \) is an operator algebra in the \( \Phi \) product and \( \Phi \) is a \( \Phi(A) \)-bimodule map’ with respect to that operator algebra, by Theorem 5.4. If \( \Phi(A) \subset \Delta(A) \) then by the idea in the proof of Corollary 5.9 but appealing to the Choi-Effros in our introduction instead of to Effros-Størmer, one sees that \( \Phi(A) \) is selfadjoint, a \( C^* \)-algebra in the \( \Phi \) product. This is not mentioned in [10] but many of the results in that paper, including parts of the theorem above, will go through for such maps.

Finally we discuss noncommutative representing measures for a \( D \)-character \( \Phi : A \to D \). A positive measure \( \mu \) on a set \( K \) is called a representing measure for a character \( \Phi \) of a function algebra \( A \) on \( K \) if \( \Phi(f) = \int_K f \, d\mu \) for all \( f \in A \). The functional \( \tilde{\Phi}(g) = \int_K g \, d\mu \) on \( C(K) \) is a state on \( C(K) \), and indeed representing measures for \( \Phi \) are in a bijective correspondence with the extensions of \( \Phi \) to a positive functional on \( C(K) \). That is, representing measures for a character are just the Hahn-Banach extensions to \( C(K) \) of that character.
Noncommutative representing measures will therefore be related somewhat to the earlier theorem 2.4 concerning positive extensions. Suppose that we are given a faithful representation of $D$ on a Hilbert space $H$. The usual noncommutative analogue of a ‘noncommutative representing measure’ for say a $D$-character on $A$ would be a $B(H)$-valued extension of $\Phi$ to a $C^*$-algebra $B$ containing $A$, which is completely positive (or equivalently, in this case, completely contractive). Such noncommutative representing measures $\Psi : B \to B(H)$ always exist, by Theorem 2.4 (indeed by Arveson’s extension theorem [4, Theorem 1.2.9]). However although these noncommutative notions are appropriate in many settings, they do not necessarily seem appropriate when generalizing some other important parts of the theory of uniform algebras. An intuitive reason we advance for now for this (other reasons will become clearer momentarily) is that $B(H)$ is too big, thus insensitive; in some settings one probably would not want to go too far from $D$ in the range if one does not have to. We shall see below that for some purposes one should not have to.

The alternative noncommutative representing measure that we are proposing, again inspired by Arveson (but this time his noncommutative analyticity work [3]), is a completely positive extension to $B$ that takes values in $D$ (or possibly a weak* closure of $D$). Let us call these tight noncommutative representing measures. Now however one has to face the problem of existence of such an extension. Such existence would in a real sense improve on Theorem 2.4 in the case of $D$-characters. This problem is dealt with by exploiting the $C^*$-algebraic or von Neumann algebraic theory of conditional expectations from $B$ onto $D$.

In the following discussion, we have weak*-continuous unital inclusions $D \subset A \subset M$, where $M$ is a von Neumann algebra, and $A$ and $D$ are unital weak* closed subalgebras, with $D$ selfadjoint (hence a von Neumann subalgebra). We are also given a weak*-continuous $D$-character $\Phi : A \to D$. We seek a weak* continuous positive extension $\Psi : M \to D$. Now we can see that we are asking for something quite interesting in several ways. Firstly, we are asking for a generalization of the remarkable and deep theory of von Neumann algebra conditional expectations summarized briefly in Section 6. Indeed setting $A = D$, the question above becomes precisely the important question of the existence of a normal (i.e. weak* continuous) expectation of a fixed von Neumann algebra onto a von Neumann subalgebra. Second, it is interesting because weak* continuous positive extensions of weak* continuous linear unital contractive maps do not typically exist. Indeed saying ‘positive’ here is equivalent to saying ‘contractive’, and even in the case that the range is one dimensional (i.e. $D = \mathbb{C}1$) the Hahn-Banach theorem about extensions with the same norm usually fails drastically if all maps are supposed to be weak* continuous. This point is discussed early in [8], and we will end our paper with an example of such failure. It is important that $\Phi$ is a homomorphism for such a positive weak* continuous extension to exist. Third, this is precisely the setting of Arveson’s famous paper [3] on noncommutative generalizations of Hardy spaces. In Arveson’s approach to noncommutative analyticity/generalized analytic functions/Hardy spaces we have a normal conditional expectation $\Psi : M \to D$ extending a $D$-character $\Phi$ on $A$. In this ‘generalized analytic function theory’ it is very important that the representing measures are $D$-valued rather than $B(H)$-valued.

In the classical case if $\mu$ is a representing (probability) measure on a space $K$ for a character $\theta$ of a function algebra $A$ on $K$, we define $H^\infty(\mu)$ to be the weak* closure of $A$ in $L^\infty(\mu)$. Similarly for $p < \infty$ define $H^p(\mu)$ to be the closure of $A$ in $L^p(\mu)$. 
E.g. if $A$ is the disk algebra or $H^\infty$ of the disk, then $\theta(f) = f(0)$, and the important ‘representing measure’ is $\mu(f) = \int_T f \, dm$, Lebesgue integration on the circle, which is a state on $C(T)$ and a weak* continuous state on $L^\infty(T)$. If $A$ is a Dirichlet or logmodular algebra, and indeed much more generally, these Hardy spaces behave very similarly to the classical Hardy spaces of the disk. One obtains an F & M Riesz theorem, Beurling’s theorem, Jensen and Szego theorems, Gleason-Whitney theorem, inner-outer factorization, and so on. Arveson was attempting a vast noncommutative generalization of all of this, using precisely the noncommutative representing measure of a $D$-character approach that we are describing.

Arveson gave many interesting examples, showing that his framework synthesized several theories that were emerging in the 1960’s. Work on Arveson’s spaces has continued over the decades by very many authors (see e.g. [9] for many references), being at present something of an international industry. His vision was realized in the case that $A + A^*$ is weak* dense in $M$ (again, see e.g. [9]). We are trying to push this same noncommutative representing measure approach to operator algebras beyond the latter case.

Returning to tight noncommutative representing measures for a weak* continuous $D$-character $\Phi : A \to D$, the primary problem concerns their existence, which turns out to hold for quite subtle reasons. We seek a weak* continuous positive extension $\Psi : M \to D$ of $\Phi$, where $M$ is a fixed von Neumann algebra containing $A$ unitaly, and contains $D$ as a von Neumann subalgebra. In [8] this is done if $D$ is atomic (and it is explained there why this is a noncommutative generalization of an old theorem of Hoffman and Rossi).

**Theorem 7.2.** [11] Consider weak*-continuous unital inclusions $D \subset A \subset M$, where $M$ is a von Neumann algebra which is commutative, or which possesses a faithful normal tracial state, and $A$ and $D$ are unital weak* closed subalgebras, with $D$ selfadjoint. If $\Phi : A \to D$ is a weak*-continuous $D$-character then $\Phi$ has a weak* continuous positive extension $\Psi : M \to D$.

The main point is that this suggests that at least for some purposes one should not need, and probably should not use, general $B(H)$-valued extensions of $D$-characters. One in fact has the (surprising) existence of tight noncommutative representing measures. Indeed in the above theorem we have this existence for any von Neumann subalgebra $D$.

We also have a much more general theorem giving existence of weak*-continuous representing measures [11]. It is similar to the last result: there exist weak* continuous positive extensions $\Psi : M \to D$ of weak*-continuous $D$-characters on weak* closed unital subalgebras of $M$ for much more general classes of von Neumann algebras $M$ (without a faithful normal tracial state). These results require extra conditions e.g. on modular automorphism groups in the same spirit as the second last paragraph of Section 6. That is, there exists a much more general, but considerably more technical, version of Theorem 7.2. Those familiar with the conditions from Tomita-Takesaki theory ensuring the existence of von Neumann algebraic conditional expectations (see e.g. [61, Theorem 4.2]) will be able to guess what the vague conditions are. Those not versed in modular theory would not be thankful for an explicit statement of these conditions! Basically we are saying that ‘noncommutative representing measures’ exist in this setting, under basically the same conditions that von Neumann algebraic conditional expectations exist. The proof
Example 7.3. We end our paper with an example showing the necessity of using $D$-characters $\Phi : A \to D$ in the results above, even in the scalar valued case ($D = \mathbb{C}$).

The suspicious reader might think that possibly the issue is that $A$ needs to be an algebra, rather than that $\Phi$ needs to be a homomorphism. Take any subspace $S$ of $L^\infty([0,1])$ possessing a norm 1 functional $\varphi_1$ with no weak* continuous Hahn Banach (state) extension to $N = L^\infty([0,1])$. For example, the polynomials of degree $\leq 1$ with $\varphi_1(p) = p(1)$ will do. In [14 Proposition 2.6] we considered the 4 dimensional subalgebra $A$ of $M_2(L^\infty([0,1])$ consisting of upper triangular $2 \times 2$ matrices with constant functions on the diagonal, and an element from $S$ in the 1-2 position. We will construct a weak* continuous state (hence a completely contractive $2 \times 2$ matrices which takes $E_{11} \mapsto s, E_{22} \mapsto 1-s, E_{12} \mapsto \mu$, for $s \in [0,1]$, is contractive (and hence is a state) if and only if $|\mu|^2 \leq s(1-s)$. To see this note it is contractive if and only if it is a state. States on the upper triangular $2 \times 2$ matrices are easily seen to have unique state extensions to $M_2$. Indeed there is a bijection between these two state spaces. States on $M_2$ correspond to density matrices, that is positive matrices of trace 1. These are selfadjoint matrices with $s, 1-s$ on the diagonal for $s \in [0,1]$, and off diagonal entries coming from a scalar $\mu$ with $|\mu|^2 \leq s(1-s)$.

We may scale: let $\psi = s(1-s) \varphi_1$. Then the functional $\varphi$ on $A$ defined by

$$\varphi\left(\begin{bmatrix} a & x \\ 0 & c \end{bmatrix}\right) = sa + (1-s)c + \psi(x), \quad a, c \in \mathbb{C}, x \in X,$$

is a weak* continuous state on $A$. This uses the fact (clear from the formula (2.1) in [14]) that if $z$ is the first matrix in the last displayed equation, then $z$ has the same norm as the same matrix but with $x$ replaced by $\|x\|$, and $a$ and $c$ replaced by their modulus. Since $\|\psi\| = s(1-s)$, we have by the last paragraph that

$$s|a| + (1-s)|c| + \|\psi(x)\| = s|a| + (1-s)|c| + \|\psi\| \|x\| \leq \|\begin{bmatrix} |a| & \|x\| \\ 0 & |c| \end{bmatrix}\| = \|z\|.$$

Thus $|\varphi(z)| \leq \|z\|$. We claim that $\varphi$ has no weak* continuous Hahn-Banach extension to $M_2(N)$. Indeed if there were, then we obtain a weak* continuous Hahn-Banach extension to $B$, the set of upper triangular $2 \times 2$ matrices with constant functions on the diagonal, and an element from $N$ in the 1-2 position. Thus we obtain a weak* continuous extension $\xi$ of $\psi$ to $N$, such that the functional

$$\begin{bmatrix} a & x \\ 0 & c \end{bmatrix} \mapsto sa + (1-s)c + \xi(x), \quad a, c \in \mathbb{C}, x \in N,$$

is a weak* continuous state on $B$. If $x \in N$ with $\|x\| = 1$ then for any scalars $a, b, c$ we have

$$|sa + (1-s)c + b\xi(x)| \leq \|\begin{bmatrix} a & bx \\ 0 & c \end{bmatrix}\| = \|\begin{bmatrix} a & b\|x\| \\ 0 & c \end{bmatrix}\| = \|\begin{bmatrix} a & b \\ 0 & c \end{bmatrix}\|.$$

We have used again formula (2.1) in [14], twice. Thus by the last paragraph $|\xi(x)| \leq s(1-s)$, so that $\|\xi\| \leq \sqrt{s(1-s)}$. This contradicts the fact that $\psi$ has no weak* continuous Hahn Banach extension to $N$. 

uses, in addition to the arsenal of noncommutative integration theory alluded to above, techniques from [45, 46, 62] and elsewhere, as well as new ideas.
Acknowledgments. We thank Louis Labuschagne and Matt Neal for very many discussions. While writing this article we learned of the death of Ed Effros, many of whose beautiful and important ideas are featured here, and were struck again by his profound contributions to the subject. Similarly, we often remembered Coenraad Labuschagne during this writing fondly for his warm and kind personality, and for his fine work on the subject of conditional expectations.
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