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Abstract—Learning the evolution of real-time strategy (RTS) game is a challenging problem in artificial intelligent (AI) system. In this paper, we present a novel Hebbian learning method to extract the global feature of a point set in StarCraft II game units, and its application to predict the movement of the points. Our model includes encoder, LSTM, and decoder, and we train the encoder with the unsupervised learning method. We introduce the concept of neuron activity aware learning combined with k-Winner-Takes-All. The optimal value of neuron activity is mathematically derived, and experiments support the effectiveness of the concept over the downstream task. Our Hebbian learning rule benefits the prediction with lower loss compared to self-supervised learning. Also, our model significantly saves the computational cost such as activations and FLOPs compared to a frame-based approach.

Index Terms—Point Set, Hebbian Learning, Winner-Takes-All, Long Short-Term Memory, Game AI

I. INTRODUCTION

Games are frequently used platforms to evaluate artificial intelligent (AI) systems. Atari [1], Chess [2], and Go [3] games are well known examples where game AI demonstrates successful progress. Recent attention on game AI is lying in real-time strategy (RTS) games as these games possess more complex setting and situation. StarCraft II is one of the most popular and challenging RTS game not only for users but also for AI researchers. There exist numerous different strategies, and more importantly, players continually change their tactical short-term and long-term planning. This non-deterministic nature of the game makes learning the game evolution demanding.

Most of existing works have focused on the control of the game agents based on reinforcement learning [4], [5]. Recently, a deep neural network based approach has been studied to understand the hidden information in the game [6]. It processes the map in the game as input with convolutional neural networks [5], [6]. However, the game map is very sparse compared to the density of game units. For example, Fig. 1(a) is the game map given to two players during a match, and the majority of areas are not in use. This is because each of players is limited to generate a maximum 200 number of units.
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Fig. 1. (a) shows the game map given to two players. Green and red pixels are the game units of two players, and blue pixels are resources (mineral). Other pixels indicate empty terrain. The units from two players encounter in player1’s territory, and other player2’s units are heading to the area. (b) shows the corresponding map only with the units in higher resolution. Dark pixels indicate the presence of the units, and most of other pixels are empty.

Fig. 1(b) shows that the sparsity of units is extremely high if we assume the resolution of the map is (256, 256) so that each unit is represented by a pixel. In this case, maximum 400 units from two players account for only 0.6% of entire pixels. It motivates that directly processing the units as a point set will be a more efficient and effective way to understand the game evolution. However, only few works have been reported for learning the dynamics of a point set in StarCraft II by supervised learning [7].

In this paper, we present a completely unsupervised learning method to represent a point set in StarCraft II. We mainly develop Hebbian learning and k-Winner-Takes-All (k-WTA) algorithms to extract the global feature of a point set. Hebbian learning rule is inspired from the biological mechanism of synaptic plasticity. As weight update by Hebbian learning is based on the activity of pre-synaptic and post-synaptic neurons, no supervision or backpropagation is required. However, most of prior works on Hebbian learning is limited to multilayer perceptron or convolutional neural networks with MNIST or CIFAR-10 dataset [8]–[12]. Our Hebbian learning rule is developed with focus on a point set representation, and we also introduce neuron activity aware learning combined with k-WTA.

We design three modules including encoder, LSTM, and...
decoder to predict the movement of units in the future. Hebbian learning is used for training the encoder to generate the fixed-dimension latent vector from point set with variable size. Long short-term memory (LSTM) and decoder are combined with the encoder, and they are trained in latent space by self-supervised learning. We mainly investigate whether the latent vector trained by Hebbian learning is a useful form to learn the dynamics of a point set. We observe the encoder trained by our unsupervised learning method outperforms in terms of the prediction loss compared to end-to-end self-supervised learning. This paper makes the following key contributions:

- We develop a novel Hebbian learning and k-Winner-Takes-All based unsupervised learning method for a point set in StarCraft II. The unsupervised learning benefits the feature extraction of a point set for the reconstruction and prediction of a game map.
- We introduce the concept of neuron activity in Hebbian learning rule combining with k-WTA. We also mathematically derive the optimal neuron activity, and experimentally support the effectiveness of the concept.
- Our unsupervised learning method achieves a lower prediction loss than self-supervised learning in the same model. Also, compared to a frame-based approach, our model shows the ×110 less activations and ×793 less FLOPs with the lower distance error.

II. PROPOSED APPROACH

A. Encoder Architecture

We encode the point set from a StarCraft II unit map to a fixed-dimension latent vector. As the number of units changes during the playing, the set to vector encoding can simplify the design of following models. Our encoder is motivated from PointNet [13], and Fig. 2 shows the schematic of the encoder architecture. The encoder extracts the global feature of a point set by combining multilayer perceptron (MLP) and MaxPooling layer. We take advantages of the simple architecture with the conventional perceptron model so that Hebbian learning can be still applied to process a point set. Between the three layers of MLP, ReLU is used as an activation function, and the output vector of each unit is normalized by their maximum value. Also, the normalized output in each layer is filtered by k-WTA.

B. Hebbian Learning for Point Set

Equation (1) is a variant of Hebbian learning rule named Grossberg’s instar rule [14].

$$\Delta w \propto y(x - w)$$  \hspace{1cm} (1)

where \(x\) and \(w\) are an input vector and weight vector, and \(y\) is the related output. Our Hebbian learning rule is based on the instar rule, and it inherently incorporates the distance term \((x - w)\). As the direction of the weight update is from the weight vector to the input, the weight vectors are converged to the points after training [8].

$$\Delta w_j = \frac{1}{N} \sum_i f(|x_i - w_j|)(x_i - w_j)$$  \hspace{1cm} (2)

C. k-Winner-Takes-All for Point Set

k-WTA introduces a non-parametric way to form the sparse representation of latent vectors by inhibiting the neurons other than winners. Conventional WTA algorithm selects the winner neuron based on the highest output value. The winner is determined by \(x \cdot w = |x| |w| \cos \theta\) where \(x\) is a positional vector of a point. However, if the cosine similarity of points is not clearly different, the same neuron with the largest \(|w|\) will be inhibited.

Fig. 2. schematic of the encoder architecture where Hebbian learning is used to update weight parameters. The positional information of units in (N, 2) shape input is transformed to a fixed-dimension (1, 256) latent vector.

Fig. 3. (a) describes the Hebbian learning rule in equation (2). (b) shows that the final weights converge to the nearest input points, and shows the weight vectors of winner neurons by the distance based k-WTA.

$$f(|x_i - w_j|) = \begin{cases} 1 & \text{if } i = \arg \min_k |x_k - w_j| \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (3)

We modify the instar rule to incorporate \(f(|x_i - w_j|)\) instead of the output \(y\) in equation (2). \(\eta\) is learning rate, and we set 0.01 for all experiments in this paper. \(N\) is the number of points in a map, hence we calculate the average weight update. Equation (3) describes that the output is 1 only if the weight vector \((w_j)\) is closest with the point \((x_i)\). With the consideration of the Euclidean distance between \(x\) and \(w\), neurons competitively learn different spatial points. In other words, the binary output of the function \(f(|x_i - w_j|)\) determines whether the weight of the neuron is to be updated. Though the output \(y\) is not directly used in the learning rule, the distance measure indirectly uses the output in the last term of \(|x_i - w_j|^2 = |x_i|^2 + |w_j|^2 - 2x_i \cdot w_j\).

Fig. 3(a) describes our Hebbian learning rule. The direction of weight updates indicates the closest input points from each weight vectors. The final location of weight vectors will converge to the closest points as described in Fig. 3(b).
repeatedly win. For example in StarCraft II, the territories of two players can be assigned at the left bottom corner (origin) and right top corner, respectively. In this case, the largest weight vector pointing the right top corner from the origin will be always the winner. From the problem, we define the winner as the neuron with the lowest Euclidean distance $|x - w|$. Then, the territories in the left bottom and right top corner are easily differentiable. We assume $k=1$ as only the lowest Euclidean distance is considered in this case. However, more weight vectors can be considered by changing the $k$ value. Thus, we can control how many neurons to be used for the spatial attributes of points.

As Hebbian learning moves the weight vectors to be spatially close with points, the distance based k-WTA is a natural way to differentiate the points with different neurons. We adapt the k-WTA algorithm after the ReLU activation in the encoder, so the positional vector of each point is transformed to the latent vector with $k$ non-zero elements. For example in Fig 3(b), there are 5 weight vectors, so 5 neurons can have non-zero values without k-WTA. With k-WTA, blue points use the three closest weight vectors (three neurons) if we set $k=3$ regardless of the total number of neurons.

**D. Hebbian and anti-Hebbian Learning**

Fig. 4(a) visualizes the output from the last MLP layer in the encoder before the Hebbian learning. The input is a (194, 2) matrix which is the x and y position of 194 units in a map, and the output before MaxPooling layer is a (194, 256) matrix. Dark background of the matrix indicates zero values, and each row has $k=3$ non-zero values where the colors are bright yellow or green. We observe that some units are clearly differentiated by different neurons with randomly initialized weights. However, multiple rows have same neuron activities, hence it is hard to distinguish them. It implies some weights and points are initially close each other. If we use Hebbian learning on it, the weight vectors will be closer to the points, and these points will activate same few neurons at the end. This will introduce the loss of local features as the next MaxPooling layer takes the single maximum value from these few neurons. From the observation, we assume the loss of location features can be reduced if more number of different neurons are remained after MaxPooling layer. Thus, the neurons that never activate should be closer to points while the weight vectors of too frequently activated neurons should be further away from points. We further develop our Hebbian learning rule with the consideration of the neuron activity. For example, we adapt Hebbian learning for the neuron in the blue box in Fig. 4(a) as it never activates. However, anti-Hebbian learning is used for the neuron in the red box to move the weight vector far away from points.

\[ \Delta w_j = \eta g(p_j) \frac{1}{N} \sum_i f(|x_i - w_j|)(x_i - w_j) \]  

\[ g(p_j) = \begin{cases} 1 & \text{if } p_j < p^* \\ -1 & \text{if } p_j > p^* \\ 0 & \text{otherwise} \end{cases} \]  

\[ p_j = \frac{1}{N} \sum_i u(y_{ij}) \]  

We design a neuron activity aware Hebbian learning rule in equation (4). It has an additional function $g(p_j)$, and it enables Hebbian and anti-Hebbian learning based on the different sign of output. The positive sign of $g(p_j)$ makes the learning rule to be same as equation (2) in the previous section. If the sign of $g(p_j)$ is negative, we define it as anti-Hebbian learning indicating the weight vectors move further away from points. $p_j$ is the activity of $j^{th}$ neuron defined by the fraction of the number of neuron activation and the total number of points. In equation (6), $y_{ij}$ is the output of $i^{th}$ point and $j^{th}$ neuron, and $u$ is a step function as we are interested in whether the neuron is activated or not. We assume that there is desired neuron activity $p^*$ to reduce the information loss, hence we determine the type of learning by comparing $p_j$ and $p^*$ in equation (5).

**E. Optimal Neuron Activity**

We derive the optimal neuron activity $p^*$ based on the intuition that the loss of local features can be reduced when the latent vectors are orthogonal. In the case, more number of different neurons are remained to represent the local features after MaxPooling layer. Thus, our objective function follows:

\[ \min \sum_{i,j,i\neq j} x_i \cdot x_j \]  

where $x_i$ and $x_j$ are the latent vectors of $i^{th}$ and $j^{th}$ points. As we only consider the activation of neurons, not the output values, each element of the latent vectors are assumed to be binary. Then, the sum of inner products can be considered as counting the pairs of ones with same index in all latent vectors. We can rewrite the equation (7) as:

\[ \min \sum_r n_r C_2 = \min \sum_r \frac{n_r^2 - n_r}{2} \]  

where $n_r$ is the number of the $r^{th}$ neuron activation, so it ranges from 0 to the number of points ($N$). We apply k-WTA
on each latent vector, so the total number of neuron activations is $k$ times $N$. Hence, a boundary condition is obtained as:

$$\sum_r n_r = Nk$$

From the boundary condition and Lagrange multiplier, we define the following equation.

$$\sum_r \frac{n_r^2 - n_r}{2} - \lambda(\sum_r n_r - Nk) = 0$$

Equation (10) is satisfied when the solution $n_r^*$ is $\frac{Nk}{d}$ where $d$ is the number of neurons. Thus, the optimal neuron activity $p^*$ is defined by:

$$p^* = \frac{n_r^*}{N} = \frac{k}{d}$$

Fig. 4(b) shows the latent vectors after the neuron activity aware Hebbian learning. Compared to Fig. 4(a), we observe more number of neurons are used to represent the latent vectors. In particular, the activity of the neuron in the blue box increases, and no neurons activate as frequent as the neuron in the red box after the training.

### A. Dataset

We extract our dataset from open source replay videos provided by Blizzard. Replay packs can be found on GitHub (https://github.com/Blizzard/s2client-protodownloads). There are the three types of races in the game, but we only use a Terran versus Terran replay game. We randomly select a game from the replay pack1 in the source. The position of all units is extracted every 0.2 seconds, and units from two players are incorporated together in each data. Other information such as buildings and resources are not considered. We extract the spatial information of units as two types. One is set based $x$ and $y$ position which is $(N, 2)$ dimension where $N$ is the number of units in a map. As we set the resolution of a map as $(256, 256)$, $x$ and $y$ position values are divided by 255 to normalize from 0 to 1. Another type is $(256, 256)$ image data which pixel values are binary. Most of pixels are zero, but ones if there are units on the pixels. We use PySC2 package to extract the data from replay videos. PySC2 is a Python based StarCraft II learning environment developed by DeepMind [5]. Entire extracted data includes 11,000 frames. We transform the sequential frames as 220 chunks for LSTM training. Each chunks has successive 50 frames with 10 seconds duration. Training data is defined by 80% of the randomly shuffled chunks, and the other two 10% of the chunks are used for validation and test data, respectively.

### B. Model Architecture

Fig. 5(a) shows the overview of entire model architecture to predict the future location of units. There are total three modules including encoder, LSTM, and decoder. The encoder is explained in the previous section with Fig. 2. Our decoder is motivated from variational autoencoder, and it decodes a latent vector to a unit set. Fig. 5(c) describes the schematic of the decoder module. We design a sampling layer to generate a variable number of elements in the set. Four light orange blocks in Fig. 5(c) indicate MLP layers, and ReLU is used as an activation function. The model learns the dynamics of a point set using LSTM in latent space. Fig. 5(b) shows the data flow in our single-layer and unidirectional LSTM module. It consists of 64 hidden and cell states, and each of fully-connected layers is attached before and after the LSTM cell to match the dimension with latent vectors.

### C. Training Procedure

We first train the encoder with the Hebbian learning and k-WTA. Other modules are not required since we do not use supervised or self-supervised learning methods for the encoder.
After the encoder training, the decoder is trained with the pre-trained encoder. Here, the encoder is frozen, hence only parameters of the decoder are updated. At this point, the LSTM is not yet combined with the encoder and decoder. The decoder learns to reconstruct sets from latent vectors by self-supervised learning. By training the encoder and decoder without the LSTM, training data does not require to consider the sequences of sets. We can randomly shuffle the training data instead of using chunks during learning the reconstruction.

Next, we insert the LSTM between the pre-trained encoder and decoder to learn the dynamics of a point set in latent space. Fig. 5(b) describes the data flow in the LSTM. Given the chunk with successive 50 sets, the LSTM observes the first 25 latent vectors of corresponding sets, and predicts the latent vector of the next time step every observation. After the observation, the LSTM repeatedly uses the last prediction as an input to predict the next 24 time steps. Thus, the LSTM and decoder generates 49 sets as output, and we calculate the loss from each of the sets. Similar to the decoder training, the parameters of the encoder and decoder are frozen.

While the encoder does not require the loss function, the decoder and LSTM are trained by the error from the output of the decoder. We use the same loss function defined in equation (12) for the two modules. The output generates the point set where each of elements are two-dimensional position of units, and the corresponding ground truth is also a positional set. Our loss function is based on Chamfer loss which calculates the distance between the two sets in a permutation invariant way.

\[
L(S_1, S_2) = \sum_{x \in S_1} \min_{y \in S_2} d(x, y) + \sum_{y \in S_2} \min_{x \in S_1} d(x, y) \quad (12)
\]

\[
d(x, y) = \begin{cases} 
0.5(x - y)^2 & \text{if } |x - y| < 1 \\
|x - y| - 0.5 & \text{otherwise}
\end{cases} \quad (13)
\]

Chamfer loss is generally based on squared Euclidean distance. Given the units are moving in a large map, we instead use the smooth L1 distance \(d(x, y)\) in equation (12) so that the gradient is less sensitive to outliers.

### IV. Experimental Results

In this section, we first verify the effectiveness of the Hebbian learning in terms of the set reconstruction and prediction, and then check how the Hebbian learning performs with limited training data for the encoder compared to self-supervised learning. Lastly, we compare our model against a frame-based approach with focus on the computational complexity. For baseline models, untrained and self-supervised encoder is used with the same architecture. There is another related work on the spatiotemporal point set in StarCraft II [7]. However, it is limited to predict the movement of the fixed number of units. For the reason, ConvLSTM [15] is used as a frame-based approach to compare with our entire model.

#### A. Effectiveness of Hebbian Learning: Set Reconstruction

As we first train the encoder and decoder, we compare the reconstruction loss to verify the effectiveness of the neuron activity aware Hebbian learning. Here, the reconstruction means decoding the latent vector to the input point set. Before then, we investigate whether the Hebbian learning minimizes the objective function in equation (8), and whether minimizing the objective function is valid approach to improve the encoding performance. We simply calculate the average objective value without the second term in equation (8) since it is constant during the training due to the boundary condition in equation (9). Also, the objective function of the last layer in the encoder is considered. Fig. 6(a) shows the changes of the objective value during the 50 epochs of Hebbian learning. We set the learning rate 0.01, and training batch 16. We observe that the Hebbian learning reduces the objective value, but sometimes increases the value. As the learning rule in equation (4) does not directly optimize the objective value, we pick the model with the minimum value which is the red point in the Fig. 6(a). We observe the Hebbian learning generally arrives at the minimum within 50 epochs in k=1, 3, 5, and 7 settings.

We save the three models with the different objective values during the 50 epochs to compare the reconstruction loss of them. Fig. 6(b) compares the reconstruction loss of the three models with the objective value 1.12, 0.79, and 0.51. The values of corresponding data points are written in Fig. 6(a). The encoder is pre-trained by the Hebbian learning, and then the parameters of the encoder are frozen. Hence, the epochs in Fig. 6(b) are the training epochs of the decoder. We set learning rate 0.0005 with Adam optimizer, training batch 16,
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Fig. 7. Predicted frames and corresponding ground truth from the test dataset. First prediction at T+0.2 is based on the latent vector from the encoder, and later prediction uses the output from the LSTM. In all figures, the values of pixels are binary where bright pixels are zeros.

Fig. 8. (a) compares the reconstruction loss with untrained, self-supervised, and unsupervised models. (b) compares the prediction loss with the same models in (a).

and test batch 256. We observe that there is no linear relation between the loss and the objective value, but the validation loss is lower in the higher objective value.

In addition, we compare the reconstruction loss with different k values to further verify the effectiveness of the objective function and the Hebbian learning. Table I summarizes the reconstruction loss of various models, and the minimum values during 100 training epochs are listed. Untrained and self-supervised models are also incorporated as baseline models. In the untrained model, the decoder is trained, but the encoder is untrained with randomly initialized weights. We train the self-supervised model by end-to-end training through a backpropagation algorithm. Here, the self-supervised model can be also regarded as unsupervised, but we differentiate it to avoid the confusion. Both models have the same model architecture with the previous experiments. The only difference is that k-WTA is not adapted. In all different k values, the Hebbian learning reduces the initial objective values, and the validation loss also decreases. The validation loss is the lowest with k=5 in unsupervised models. We observe that self-supervised model has lower validation loss compared to all unsupervised models, but the difference of the loss is within few percentages.

Fig. 8(b) compares the prediction loss with untrained, supervised, and the Hebbian learning models. The reconstruction loss of the same models are shown in Fig. 8(a) to compare the change of loss resulted by inserting the LSTM between the encoder and decoder. Here, the encoder and decoder are pre-trained without the LSTM, and their parameters are not updated during the LSTM training. Both the self-supervised and Hebbian learning models show the validation loss is quickly saturated, and increased compared to the reconstruction loss. The prediction loss of more various models are summarized in Table II. We observe that the prediction loss in the Hebbian learning models with k=1, 3, and 5 is less increased compared to the baselines. Furthermore, the k=5 case shows the lower test loss than the self-supervised model.

B. Effectiveness of Hebbian Learning: Set Prediction

From the data flow of the LSTM in Fig. 5(b), we predict the latent vector of the next time step until the half of frames is observed, and then recursively predict the latent vectors using the previously predicted vector. At this time, We assume that the number of units in a map is known to simplify the decoding process. We first verify whether the Hebbian learning loses the temporal information underlying the sequential point set as we only compare the reconstruction performance in the previous section. Fig. 8(b) compares the prediction loss with untrained, supervised, and the Hebbian learning models. The reconstruction loss of the same models are shown in Fig. 8(a) to compare the change of loss resulted by inserting the LSTM between the encoder and decoder. Here, the encoder and decoder are pre-trained without the LSTM, and their parameters are not updated during the LSTM training. Both the self-supervised and Hebbian learning models show the validation loss is quickly saturated, and increased compared to the reconstruction loss. The prediction loss of more various models are summarized in Table II. We observe that the prediction loss in the Hebbian learning models with k=1, 3, and 5 is less increased compared to the baselines. Furthermore, the k=5 case shows the lower test loss than the self-supervised model.

Fig. 7 shows the repeatedly predicted sets. The ground truth and prediction have binary values where dark pixels are ones indicating the presence of units. The output from our model is originally a positional set, and we plot the corresponding map.
Fig. 9. (a) shows the change of reconstruction loss in self-supervised and unsupervised models. (b) shows the change of prediction loss in the same models. Both plots are based on the test dataset.

### Table III

Comparison Against ConvLSTM

| Model               | Parameters | Activations | FLOPs  |
|---------------------|------------|-------------|--------|
| Encoder             | 36.9k      | 132.5k      | 12.1M  |
| LSTM                | 66.4k      | 0.8k        | 131.1k |
| Decoder             | 71.7k      | 173.6k      | 22.2M  |
| 5-WTA+Hebbian       | 175.0k     | 307.0k      | 34.4M  |
| ConvLSTM            | 208.7k     | 33.7M       | 27.3G  |

As described in Fig. 5(b), the LSTM recursively predicts the latent vectors by using the output in the previous time step. The LSTM observes 25 frames in the past, and predicts the rest 25 frames. Hence, the figure shows the 1st, 5th, 10th, 15th, 20th, and 25th predicted frames from left to right. We observe that the movement of some units is appropriately predicted in the early time steps. There are few units near the center of a map in the ground truth, and they are moving from the left to the right terrain. Also, in the red circle at T+0.2, the predicted units match with the ground truth. At T+1 and T+2, the units are predicted at the similar location and we can see the moving route of them. However, the failure of the prediction is observed after then. It is generally known in LSTM that the repeated prediction accumulates the error with the loss of features. We plot how the loss varies during the entire prediction in the next section.

**C. Limited Training Data for Encoder**

Recent studies on Hebbian learning [8] and its variant Spike Timing Dependent Plasticity (STDP) learning [16] have shown the feasibility of data efficient training. We also investigate the data efficiency of our Hebbian learning rule compared to self-supervised learning. Fig. 9 shows the test loss for the set reconstruction and prediction with the limited amount of training data. Here, the limited data is only for the encoder as other modules are trained by self-supervised learning. The LSTM and decoder are trained with full data. We observe that self-supervised learning introduces the large degradation of the loss in both reconstruction and prediction. In particular, the reconstruction loss in the self-supervised model starts to be similar to the one in the untrained encoder if the amount of training data is less than 10%. However, the unsupervised learning has no remarkable degradation except the 1% data case. The unsupervised learning still performs better in the prediction task with the limited data while the considerable increase of the loss is observed in self-supervised learning. Thus, our Hebbian learning rule also has the benefits of the data efficient training with the less performance degradation.

**D. Comparison with Frame-based approach**

We design a single-layer and unidirectional ConvLSTM model to have the similar number of trainable parameters with our model. The input and hidden state have (1, 256, 256) and (32, 256, 256) dimension, respectively. The output from the ConvLSTM is followed by an additional convolutional layer to generate a (1, 256, 256) map same as the input dimension. Each of four gates in the ConvLSTM has a (7, 7, 33, 32) kernel, and the last convolutional layer has a (7, 7, 32, 1) kernel. The ConvLSTM is trained with the same data flow, and binary cross entropy is used as a loss function to predict the presence of units by pixel-wise probabilities.

Table III compares the computational complexity of our model and the ConvLSTM. We approximately estimate FLOPs per prediction with focus on fully-connected layers and convolution layers as they consume most of the computation. Also, we consider the total summation of output dimensions in these layers and activation functions to calculate the activations. We observe that our model has $\times 110$ less activations and $\times 793$ less FLOPs compared to the ConvLSTM with the similar number of trainable parameters. Our model obtains the considerable computational benefits mainly due to the dimensional reduction by the encoder. It is important to note that the LSTM in our model learns the dynamics of latent vectors with (1, 64) dimension while the ConvLSTM performs...
with (32, 256, 256) tensors. As the FLOPs are based on single prediction, the difference of the computations in the two models will increase during the repeated prediction.

Fig. 10 shows the comparison of the two models and corresponding ground truth. The LSTM and ConvLSTM can predict the location of unit groups as shown in the figure, but other units that do not move as large groups are not predicted with high enough probabilities. Instead, our model can predict more number of the outliers though the predicted position is less accurate. The two models have pros and cons from the observation. However, from the perspective of the game, it is important to capture the interaction between two players to understand the game evolution, and it frequently incorporates the dynamics of the outlier units. For example in the third row of Fig. 10, few units are on the middle area between the left and right group of units. It could be the situation that they move toward the terrain of another player to attack him. We see the predicted map of our model in Fig. 10 incorporates these units while the ConvLSTM completely fails to predict them.

Fig. 11(a) shows the comparison of Chamfer loss between the two models. The LSTM and ConvLSTM make the prediction during the observation as well, so the figure plots the loss values for 49 time steps. As expected from Fig. 7, both models show the increasing loss with time during the repeated prediction. We observe that our model performs better in terms of the lower Chamfer loss. It might be interpreted along with the observation in Fig. 10. Though the ConvLSTM makes the accurate prediction for the group of units that our model, the large distance errors from the outliers increase the entire distance errors in the ConvLSTM. Our model achieves average Chamfer loss of $1.16 \times 10^{-3}$ for the test dataset. The ConvLSTM shows average Chamfer loss of $3.25 \times 10^{-3}$. Fig. 11(b) shows the similar comparison between the self-supervised and unsupervised model, but no considerable difference is observed.

V. CONCLUSION

This paper presents the unsupervised learning method of a point set in StarCraft II units to efficiently and effectively learn the evolution of point sets. We discuss how the neuron activity and k-WTA can be combined with Hebbian learning for the point set representation. The prediction performance and computational cost are compared with self-supervised learning in the same model and ConvLSTM. Our Hebbian learning rule shows the lower distance errors with less activations and FLOPs than the baselines.
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