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Item response theory modeling articles from 83 years of Psychometrika are sorted based on the taxonomy by Thissen and Steinberg (1986). Results from 377 research and review articles indicate that the usual unidimensional parametric item response theory models for dichotomous items were employed in 51 per cent of the articles. The usual unidimensional parametric item response theory models for polytomous items were employed in 21 per cent of the articles. The multidimensional item response theory models were employed in 11 per cent of the articles. Item response theory models from the selected psychometric textbooks are also reviewed and contrasted with those from Psychometrika to explore the instructional use of various item response models. A new classification based on data types is proposed and discussed.
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1. INTRODUCTION

A large number of item response theory (IRT) models currently exist for analysis of item response data. An important question is, “How are these models related?” In this study, we give answers to several related questions about IRT models based on review of two sets of materials, articles in Psychometrika and textbooks on psychometric theory. We address the following questions: “What are the basic IRT models frequently employed in research and teaching?” and “What additional IRT models are used most often beyond the basic ones?” For psychometricians, measurement specialists, and applied statisticians who want to study and use IRT models as well as for teachers preparing courses in psychometrics and educational measurement for advanced undergraduate and graduate students, we report a summary of IRT models based on this review.

Classifications of the models in the articles and the textbooks are based mainly on the taxonomy of Thissen and Steinberg (1986). The taxonomy and its entries are only briefly described here. Interested readers are referred to the original, seminal work of Thissen and Steinberg (1986). In their taxonomy, Thissen and Steinberg (1986) classified item response models into four distinct types based on assumptions and constraints on the parameters: binary models, difference models, divided-by-total models, and left-side-added models. They classified, for example, the two-parameter normal ogive model and the Rasch model as the binary models; Samejima’s graded response model in normal ogive and logistic forms as the difference model; Bock’s nominal response model and Master’s partial credit model as the divide-by-total models; and Birnbaum’s three-parameter logistic model as the left-side-added model (see Thissen and Steinberg, 1986, and references therein).
Since the publication of the taxonomy, there have been many different directions of the development of IRT. Many different IRT models have been proposed, and even experts in the psychometric field may not be able to comprehend the full scope of the theory and applications of IRT. In this paper, a different classification of the IRT models based on the type of data analyzed is proposed.

2. METHODS

2.1. Review of Articles

For the purpose of review of articles, this study considered Volumes 1 through 83 (March 1936 through December 2018) of Psychometrika. The initial review included all identified in the table of contents as Articles, Notes, Comments, Brief Comments, Tables, and Presidential Addresses. Excluded from the initial review were Errata, Announcements, Abstracts, Book Reviews, Rules, Obituaries, Reports, Minutes, Notices, Constitution, and Lists of Members. The total number of initially reviewed articles was 2,883. Next, a group of measurement specialists eventually selected 377 articles for detailed review. The 377 articles were selected for their direct relevance to various IRT models. Finally, at least two measurement specialists independently reviewed each of the 377 articles for their use of IRT models and completed a checklist documenting topics and models. All reviewers were faculty members or graduate students trained in both quantitative methodology and applied statistics.

Each reviewer read the abstract, the methods section, and all tables, and also scanned other sections of each article for information relevant to the review. For each one of 377 selected articles, the presence or absence of topic categories used in the abstract submission of the 2018 annual meeting of the Psychometric Society was recorded and entered in coded form into a computer record. The purpose of this preliminary categorization was to understand the research context of the IRT relevant articles before performing detailed classifications based on the models. Two categories were assigned to each article, the IRT category and one additional category assigned by the reviewer. The IRT category was required for the article to remain in the review.

2.2. Topic Categories of Articles

Table 1 lists the 28 topic categories used for abstracts submitted to the 2018 annual meeting of the Psychometric Society. Table 1 contains both the primary category of IRT and the one secondary category. The sum of the frequencies of the secondary categories was 377.

Because the 377 articles were selected for their relevance to IRT modeling, all of the articles fit the IRT topic. It should be noted that IRT might not have been the main topic or even the secondary topic of the article. In such cases, IRT was nevertheless selected to be the main topic and what was initially the main topic of the article became the secondary topic. Hence, the primary and secondary notion didn’t really reflect the strict order of the importance of the topics in the articles. Also, occasionally several equally weighted additional topics were mentioned and used within an article. These primary and secondary topics and their frequencies were clearly based on the reviewers’ judgment.

2.3. Article Review Process

For each of the articles receiving detailed review, any disagreements between the two or more independent reviewers were removed after discussion and negotiation. We also partitioned these articles into theoretical and application types. All articles except for four were classified as theoretical.

The main task of the article review was to determine the frequency of the IRT models employed in the articles. The classification framework by Thissen and Steinberg (1986) was used in sorting of the articles.

2.4. Psychometric Textbooks

IRT models presented in 37 psychometric textbooks also were sorted based on the classification framework by Thissen and Steinberg (1986). The textbooks were selected mainly from the lists of the references of four graduate level psychometric courses (i.e., courses on test theory, IRT, Rasch modeling,
and applications of IRT). Several of them were used as the primary textbooks for respective courses. Others were either recommended textbooks or suggested reading materials.

3. RESULTS

3.1. Trend of Articles

The blue dot in Figure 1 represents the number of articles published in each volume of *Psychometrika* from 1936 to 2018. The red dot in Figure 1 represents the number of IRT relevant articles in each volume. In terms of the summary statistics, the average of the number of articles in each volume was 34.7 and its standard deviation was 8.6. The five number summary of (minimum, 25th percentile, median, 75th percentile, maximum) by Tukey (1977) was (19, 29, 33, 41, 59). As can be seen in Figure 1, there was a steadily increasing pattern in the number of articles in each volume. The average of the number of IRT relevant articles in each volume was 4.6 and its standard deviation was 4.7. The five number summary was (0, 0, 3, 8, 17). A rapid increase occurred between the 70’s and the 90’s for the number of IRT relevant articles in each volume.

Using generalized linear modeling, the predicted number of articles can be modeled with year as the explanatory variable. With Poisson as a random component and the log link, the prediction equation was \( \log(\text{average articles}) = -7.5603636 + 0.0056141 \times \text{year} \). The line for the predicted values of the number of articles is plotted in blue in Figure 1.

Due to the somewhat irregular shape observed in the relationship between the number of IRT relevant articles and year, a smoothing method based on generalized additive models was performed (see Agresti, 2007, p. 78). The fitting line with Poisson as a random component is shown in black in Figure 1. The R package ‘gam’ by Hasti (2018) was used to obtain the fitted line.

The pattern of the proportion of the IRT relevant articles in each volume from 1936 to 2018 can be seen in Figure 2. The average proportion was 0.12 and its standard deviation was 0.12. The five number summary of IRT articles was (0, 0, 0.07, 0.22, 0.50). The proportion seems to rapidly increase between the 70’s and the 90’s.

The predicted proportion of the number of IRT relevant articles can be modeled with year as the explanatory variable. With binomial as a random component and the logit link, the prediction equation was \( \logit(\text{average proportion of IRT articles}) = -90.289061 + 0.044456 \times \text{year} \). The line for the predicted values of the proportion of IRT relevant articles is plotted in red in Figure 2.

Due to somewhat irregular shape observed in the relationship between the proportion of IRT relevant articles and year, a smoothing method based on generalized additive models was performed. Also, note that the logit link may not be a good choice. The fitted line with quasi-binomial as a random component is shown in black in Figure 2. About 20 per cent of the articles in *Psychometrika* for last 30 years seem to employ some type of IRT models.

3.2. Classification by Decades

The use of IRT models by decades can be seen in Table 2. The bottom line contains the total number of IRT relevant articles by decades. Note that the entries are not mutually exclusive, although the numbers of unique IRT articles in the bottom line are mutually exclusive. The far right-hand-side column of Table 2
shows the frequency of IRT models found in Volumes 1 through 83 of Psychometrika. Full names of the acronyms of the models in Table 2 can be found in the note (see also Table 4).

Based on the analysis of the models in the 377 articles in Psychometrika, a reader who is familiar with the usual unidimensional parametric IRT models for dichotomous items (e.g., the Rasch model, the one-parameter logistic model, the two-parameter logistic or normal ogive model, and the three-parameter logistic or normal ogive model) can recognize IRT models used in 194 out of 377 articles (51 per cent). Assuming that a reader who is familiar with polytomous models can understand all dichotomous models, the rate of the recognition can be cumulatively 72 per cent. It is hypothesized that familiarity with each of the more complicated IRT models gradually increases the percentage of accessible articles. A reader who is familiar with the multidimensional IRT models can recognize models used in an additional 40 articles (11 per cent). Cumulatively, this would be 83 per cent of the number of articles reviewed.

More complicated models (e.g., non-parametric models, testlet models, mixture models, multilevel models, etc.) were used in journal articles together with the usual parametric models for the dichotomous and polytomous items. Hence, models contained in 64 out of 377 (17 per cent) of the articles cannot

### Table 2: IRT models from psychometrika articles.

| Taxonomy type | Model | 1930s | 40s | 50s | 60s | 70s | 80s | 90s | 2000s | 10s | Row total |
|---------------|-------|-------|-----|-----|-----|-----|-----|-----|-------|----|-----------|
| Binary        | Rasch | 7     | 33  | 27  | 15  | 25  | 107 |
|               | 1PL   | 6     | 2   | 1   | 6   | 15  |
|               | 1PN   | 1     | 2   | 11  | 16  | 9   | 25  | 64  |
|               | 2PL   | 1     | 3   | 3   | 5   | 2   | 5   | 4   | 8   | 7 | 38 |
|               | 2PN   | 1     | 7   | 9   | 6   |
|               | NON   | 1     | 7   | 9   | 6   | 23  |
| LSA           | 3PL   | 6     | 20  | 19  | 14  | 26  | 25  | 85  |
|               | 3PN   | 1     | 1   |
|               | 2PC   | 1     | 2   | 3   | 5   | 2   | 5   | 4   | 8   | 7  | 38 |
|               | 4PL   | 1     | 1   | 2   |
| LSA-DBT       | MCS   | 1     | 1   |
|               | MCT   | 6     | 20  | 19  | 14  | 26  | 25  | 85  |
|               | MC    | 1     | 1   |
| Difference    | GR    | 2     | 4   | 2   | 9   | 2   | 6   | 25  |
|               | PC    | 5     | 7   | 3   | 6   |
|               | RS    | 1     | 5   | 1   | 2   | 2   | 10  |
|               | GPC   | 4     | 1   |
|               | NC    | 2     | 1   | 3   | 7   |
|               | BT    | 2     | 1   | 3   |
|               | POC   | 1     | 1   |
|               | CR    | 2     | 1   | 3   |
| Extension     | MIRT  | 1     | 6   | 10  | 19  | 36  |
|               | LLTM  | 3     | 2   | 6   | 1   | 12  |
|               | Testlet | 1     | 1   | 2   |
|               | MLVL  | 3     | 3   | 6   |
|               | Other | 5     | 4   | 9   | 5   | 23  |

No. of Unique Articles: 1 3 3 7 23 70 85 78 107 377

Acronyms for the taxonomy type are LSA, Left-Side-Added; DBT, Divided-By-Total. Acronyms for the model are 1PL, One-Parameter Logistic; 1PN, One-Parameter Normal; 2PL, Two-Parameter Logistic; 2PN, Two-Parameter Normal; NON, Non-parametric; 3PL, Three-Parameter Logistic; 3PN, Three-Parameter Normal; 2PC, Two-Parameter of Choppin; 4PL, Four-Parameter Logistic; MCS, Multiple Choice of Samejima; MCT, Multiple Choice of Thissen; MC, Multiple Choice; GR, Graded Response; PC, Partial Credit; RS, Rating Scale; GPC, Generalized Partial Credit; NC, Nominal Categories; BT, Binomial Trials; POC, Poisson Counts; CR, Continuation Ratio; MIRT, Multidimensional IRT; LLTM, Linear Logistic Test Model; MLVL, Multilevel.
TABLE 3 | Summary of item response theory models presented in psychometric textbooks.

| Author | Binary type | LSA type | LSA-DBT type |
|--------|-------------|----------|--------------|
|        | R 1PL 1PN 2PL 2PN NON 3PL 3PN 2PC MCS Model 6 MCT |          |              |
| G 1950 | X           |          |              |
| R 1960 | X           |          |              |
| LN 1968| X X X X X X |          |              |
| WS 1979| X           |          |              |
| AY 1979| X X X X X X |          |              |
| L 1980 | X X X X X X |          |              |
| A 1980 | X X X X     |          |              |
| WM 1982| X           |          |              |
| H 1983 | X X X X     |          | X            |
| HDP 1983| X X X X X X |          |              |
| HS 1985| X X X X X X |          |              |
| B 1985 | X X X       |          |              |
| CA 1986| X X X       |          |              |
| HSR 1991| X X X X X X |          |              |
| B1 1992| X X X X     | X X X X X X | X            |
| FM 1995| X X X       |          |              |
| VH 1997| X X X X X X |          | X            |
| mD 1999| X X X       |          |              |
| JA 1999| X X X       |          |              |
| ER 2000| X X X X X X |          |              |
| TW 2001| X X X       |          | X            |
| BK 2004| X X X       | X X       |              |
| dBW 2004| X X X X X X |          |              |
| SS 2004| X X X       |          |              |
| RS 2006| X X X X X X |          | X            |
| dA 2009| X X X       |          | X            |
| Re 2009| X X X       |          | X            |
| NO 2010| X           |          |              |
| dM 2010| X X X       |          | X            |
| RM 2011| X X X X X X |          | X            |
| F 2010 | X X X       | X         | X            |
| E 2013 | X           |          |              |
| RR 2015| X X X       | X         | X            |
| SZ 2015| X X X X X X |          | X            |
| V 2016 | X X X X X X |          |              |
| BK1 2017| X X X     |          |              |
| Bd 2018| X X X       |          | X            |
| N = 37 | 34 22 4 31 24 6 31 14 1 1 0 5 |          |              |

(Continued)
be fully understood, if a reader knows only the three classes of parametric models.

In terms of the models, articles published recently in roughly the last 20 years were more complicated, both mathematically and statistically, than previously. Articles reporting theoretical research investigations based on more complicated IRT models require a deeper understanding of and more extensive training in psychometrics and applied statistics.

### 3.3. Models in Textbooks

Table 3 shows various IRT models presented in the 37 selected psychometrics and educational measurement textbooks (see

| Author | Difference type | DBT type | Extension type |
|--------|----------------|----------|----------------|
|        | GR | PC | RS | GPC | NC | BT | POC | MIRT | LLTM | Other |
| G 1950  |    |    |    |    |    |    |    |     |    |    |
| R 1960  | X  | X  |    |    |    |    |    |     |    |    |
| LN 1968 | X  | X  |    |    |    |    |    |     |    |    |
| WS 1979 | X  | X  |    |    |    |    |    |     |    |    |
| AY 1979 | X  |    |    |    |    |    |    |     |    |    |
| L 1980  |    |    |    |    |    |    |    |     |    |    |
| A 1980  |    |    |    |    |    |    |    |     |    |    |
| WM 1982 | X  | X  |    |    |    |    |    |     |    |    |
| H 1983  |    |    |    |    |    |    |    |     |    |    |
| HDP 1983| X  |    |    |    |    |    |    |     |    |    |
| HS 1985 | X  |    |    |    |    |    |    |     |    |    |
| B 1985  |    |    |    |    |    |    |    |     |    |    |
| CA 1986 |    |    |    |    |    |    |    |     |    |    |
| HSR 1991| X  | X  |    |    |    |    |    |     |    |    |
| B 1992  | X  |    |    |    |    |    |    |     |    |    |
| FM 1995 | X  | X  |    |    |    |    |    |     |    |    |
| VH 1997 | X  | X  |    |    |    |    |    |     |    |    |
| mD 1999 | X  |    |    |    |    |    |    |     |    |    |
| JA 1999 | X  |    |    |    |    |    |    |     |    |    |
| ER 2000 | X  | X  |    |    |    |    |    |     |    |    |
| TW 2001 | X  | X  |    |    |    |    |    |     |    |    |
| BK 2004 | X  | X  |    |    |    |    |    |     |    |    |
| dBW 2004| X  | X  |    |    |    |    |    |     |    |    |
| SS 2004 | X  | X  |    |    |    |    |    |     |    |    |
| RS 2006 | X  | X  |    |    |    |    |    |     |    |    |
| dA 2009 | X  | X  |    |    |    |    |    |     |    |    |
| Fe 2009 | X  | X  |    |    |    |    |    |     |    |    |
| NO 2010 | X  | X  |    |    |    |    |    |     |    |    |
| dM 2010 | X  |    |    |    |    |    |    |     |    |    |
| RM 2011 |    |    |    |    |    |    |    |     |    |    |
| F 2010  | X  | X  |    |    |    |    |    |     |    |    |
| E 2013  | X  | X  |    |    |    |    |    |     |    |    |
| RR 2015 | X  | X  |    |    |    |    |    |     |    |    |
| SZ 2015 | X  | X  |    |    |    |    |    |     |    |    |
| V 2016  | X  | X  |    |    |    |    |    |     |    |    |
| BK 2017 | X  | X  |    |    |    |    |    |     |    |    |
| Bd 2018 | X  |    |    |    |    |    |    |     |    |    |

N = 37

| Difference type | DBT type | Extension type |
|-----------------|----------|----------------|
|                 | GR | PC | RS | GPC | NC | BT | POC | MIRT | LLTM | Other |
|-----------------|--- |--- |--- |---- |--- |--- |--- |---- |---- |---- |
|                 | 20 | 20 | 15 | 14  | 16 | 9  | 9  | 13  | 8   | 20  |
Table 4 indicates that journal articles in *Psychometrika* made slightly different use of IRT models than did mostly graduate level textbooks in psychometrics and educational measurement. Although details of the IRT models in the 37 textbooks were not clearly presented here, because only marginal sums of the respective models were recorded in the last column, many introductory psychometric textbooks contained only models for the dichotomously scored items. Numbers in some IRT models showed lower frequencies, indicating that those models were used relatively less often in the textbooks or in *Psychometrika*.

Table 4 shows that many of the articles reviewed relied on some type of unidimensional dichotomous IRT models (see also Table 2). The Rasch model was the most frequently used model in *Psychometrika* (i.e., 107 out of 377 articles). The next most frequently used model was the three-parameter logistic model (i.e., 85 out of 377 articles). The third most frequently used model was the model used to be the two-parameter logistic model (i.e., 64 out of 377 articles). The polytomous IRT models were generally used less frequently (25 for the graded response model, 10 for the partial credit model, 5 for the rating scale model, 3 for the Poisson count model, and 2 for the continuation ratio model). The multidimensional model was used in 36 out of 377 articles.

Table 4 also shows models used in the 37 psychometric textbooks. The Rasch model was the most frequently described model in the textbooks (i.e., 34 out of 37 textbooks). The next most frequently used models are the two-parameter logistic model and the three-parameter logistic model (i.e., 31 out of 37 textbooks, respectively). The polytomous IRT models are generally used less frequently (20 for the graded response model, 15 for the partial credit model, 10 for the rating scale model, 14 for the generalization partial credit model, and 7 for the nominal categories model, all out of 377 articles). The multidimensional model was described in 13 out of 37 textbooks. Note that the depth of the treatment of these models should not be inferred from the information summarized in Table 4.

In Table 4, IRT models from the psychometric textbooks are contrasted with those from *Psychometrika* to explore the use of various item response models. The IRT models presented in the usual psychometric textbooks are somewhat well-aligned with those from the IRT theory articles in *Psychometrika*. Furthermore, the various textbooks reviewed are oriented to different groups of psychometric researchers, and contain a wide variety of psychometric applications.

### Table 4 | Item response theory models from the Psychometrika articles and the textbooks.

| Taxonomy type | Model | Articles | Textbooks |
|---------------|-------|----------|-----------|
| Binary        | Rasch | 107      | 34        |
|               | One-Parameter Logistic (1PL) | 15 | 22        |
|               | One-Parameter Normal (1PN) | 1 | 4         |
|               | Two-Parameter Logistic (2PL) | 64 | 31        |
|               | Two-Parameter Normal (2PN) | 38 | 24        |
|               | Non-parametric (NON) | 23 | 6         |
| Left-Side-Added (LSA) | Three-Parameter Logistic (3PL) | 85 | 31        |
|               | Three-Parameter Normal (3PN) | 1 | 14        |
|               | Two-Parameter of Choppin (2PC) | 1 | 1          |
|               | Four-Parameter Logistic (4PL) | 2 |             |
| Left-Side-Added and Divided-By-Total (LSA-DBT) | Multiple Choice of Samejima (MCS) | 1 |             |
| Divided-By-Total (DBT) | Model 6 | 25 | 20        |
|               | Multiple Choice of Thissen (MCT) | 1 | 5         |
|               | Multiple Choice (MC) | 2 |             |
| Difference    | Graded Response (GR) | 21 | 20        |
|               | Rating Scale (RS) | 10 | 15        |
|               | Generalized Partial Credit (GPC) | 5 | 14        |
|               | Nominal Categories (NC) | 7 | 16        |
|               | Binomial Trials (BT) | 9 |             |
|               | Poisson Counts (POC) | 3 | 9         |
|               | Continuation Ratio (CR) | 3 | 2         |
| Extension     | Multilevel (MLVL) | 36 | 13        |
|               | Linear Logistic Test Model (LTT) | 12 | 8        |
|               | Testlet | 2 | 10        |
|               | Other | 23 | 20        |

Table 4 indicates that journal articles in *Psychometrika* made slightly different use of IRT models than did mostly graduate level textbooks in psychometrics and educational measurement. Although details of the IRT models in the 37 textbooks were not clearly presented here, because only marginal sums of the respective models were recorded in the last column, many introductory psychometric textbooks contained only models for the dichotomously scored items. Numbers in some IRT models showed lower frequencies, indicating that those models were used relatively less often in the textbooks or in *Psychometrika*.

Table 4 shows that many of the articles reviewed relied on some type of unidimensional dichotomous IRT models (see also Table 2). The Rasch model was the most frequently used model in *Psychometrika* (i.e., 107 out of 377 articles). The next most frequently used model was the three-parameter logistic model (i.e., 85 out of 377 articles). The third most frequently used model was the model used to be the two-parameter logistic model (i.e., 64 out of 377 articles). The polytomous IRT models were generally used less frequently (25 for the graded response model, 10 for the partial credit model, 5 for the rating scale model, 3 for the Poisson count model, and 2 for the continuation ratio model). The multidimensional model was used in 36 out of 377 articles.

Table 4 also shows models used in the 37 psychometric textbooks. The Rasch model was the most frequently described model in the textbooks (i.e., 34 out of 37 textbooks). The next most frequently used models are the two-parameter logistic model and the three-parameter logistic model (i.e., 31 out of 37 textbooks, respectively). The polytomous IRT models are generally used less frequently (20 for the graded response model, 15 for the partial credit model, 10 for the rating scale model, 14 for the generalization partial credit model, and 7 for the nominal categories model, all out of 377 articles). The multidimensional model was described in 13 out of 37 textbooks. Note that the depth of the treatment of these models should not be inferred from the information summarized in Table 4.

In Table 4, IRT models from the psychometric textbooks are contrasted with those from *Psychometrika* to explore the use of various item response models. The IRT models presented in the usual psychometric textbooks are somewhat well-aligned with those from the IRT theory articles in *Psychometrika*. Furthermore, the various textbooks reviewed are oriented to different groups of psychometric researchers, and contain a wide variety of psychometric applications.

### 4. CATEGORIZING MODELS BY ITEM TYPE

There are many different item formats, and one way to classify IRT models is in terms of the item response data plus any...
additional variables included in modeling, as shown in Table 5. If we denote the original item response data for multiple choice items as U, then IRT models for multiple choice items can be used to estimate model parameters without imposing any modification or transformation of U. When we denote the keyed or scored data to be R and further denote dichotomously scored data to be D, then we can use the Rasch model and other IRT models for dichotomously scored items (e.g., 1PL, 2PL). If R is further specified by the types of polytomously scored items, denoted by P, then we can use IRT models for polytomous items. We can further divide P into ordered scored data O and nominal data N.

If we denote the set of item parameters as ξ and the set of ability parameters as θ, the parametric models in Table 5, except for those classified as extension type, yield the probability of observing R of

\[ P(R) = f(ξ, θ) \]

No other parameters need to be included. If we allow additional dimensionality to the item and ability parameters, then we can have respective sets of multidimensional IRT models for R. In this sense, the multidimensional models are fully inclusive ones. If there exists a hyperparameter τ that designates the membership of latent groups and both ability and item parameters are characterized by τ, then we may have respective sets of mixture IRT models [cf. in Bayesian analysis, \( P(R) = f(ξ, η, θ, τ) \) with a hyperparameter η for ξ]. Note that in both unidimensional and multidimensional sets of models, we are not required to use any auxiliary variables other than item response data, say R, in modeling. All of the aforementioned models for R can be seen as measurement models.

When examinee groups are organized with a manifested variable (e.g., male and female), then the data can be denoted as Rg. In conjunction with IRT modeling, such data can be treated as multiple group data (e.g., differential item functioning data, linking/equating data from a certain data collection design, measurement invariance data, etc.). Models for differential item functioning, for example, can be applied to such data. A similar case with a timing variable t can yield data Rt. The IRT model for such data can be termed a parameter drift model. It can be seen that, in case of obtaining R, raters also can be entered to the modeling as a new facet of the resulting data in the generalizability context. If the raters’ information, denoted as r, is also entered in the data, then we can express the data as \( Rr \) and add the set of raters’ parameters (e.g., severity) to the model. If there exists information about the cognitive process components required to solve the items (e.g., W for the linear logistic test model), the resulting models relate ξ to another set of basic parameters (e.g., η in the linear logistic test model). There are several linear logistic or component test models that use RW as input data. The testlet model seems to require an additional vector that contains item relationship or dependency d, that is, Rd as the input data and tries to explicate the dependency among the items. If the matrix of a nested grouping structure G is added to the data, then the required IRT model for analyzing such data of RG becomes the multilevel IRT model. In addition, if the time matrix T that contains examinees’ response time to items is combined with the response data to yield RT, then IRT models that contain speediness parameters can be used. All of these models which require additional variables to R seem to seek structural relations of the variables involved. Moderation or mediation on the simple measurement function, \( P(R) = f(ξ, θ) \), could be investigated using the information from the additional variables entered in the models. According to Kane (2006), all can be viewed as the models for validation or for structural equations.

Table 5 summarizes the classification of IRT models by the data type employed in modeling. In the above classification, the type of input data determines the resulting so called parametric IRT models. For convenience, the non-parametric model is placed as a binary type model. In fact, the class of non-parametric models can be applicable to many other item types. There are many non-parametric IRT models for different types of data as well as models for non-monotone items.

Except for general IRT review articles in Psychometrika, not many IRT models have been used simultaneously in each research article. Although models are grouped based on the data type, in real testing situations, models can be combined to analyze data from mixed item types. The models in Table 5 with data R can be further classified into ones with either D or P. Hence, all of these appear in the extension category and can be further classified with models for dichotomous or polytomous items.

It can be noted that dichotomous data, say D, can be fitted with many different models. A set of simple item response models can be hypothesized to have two set of parameters. For example \( P(D) = f(ξ, θ) \) in the likelihood framework or \( P(D) = f(ξ, η, θ, τ) \) in the Bayesian framework. Because the same data can be employed in multidimensional models and mixture models, the total number of parameters is effectively unlimited. Sometimes, because too many parameters are utilized in a model, the usual standard estimation methods cannot be used to estimate the parameters. Many models in complicated forms may require estimation methods beyond the traditional ones such that complicated models may not be viable in the usual science for prediction and control. That is, as the complexity of the structure of a given model increases, the practical utility may decrease.
5. DISCUSSION

The selected articles relevant to IRT modeling in Psychometrika and the textbooks were sorted based on the classification framework by Thissen and Steinberg (1986). Another recent classification based on van der Linden (2016), however, also can be used, and a more refined subclassification (e.g., Nering and Ostini, 2010) might also be considered. Note that articles may be further sorted by the parameter estimation methods (e.g., Baker and Kim, 2004; de Ayala, 2009) as well as by the computer programs used to implement the estimation methods (e.g., Hambleton et al., 1991, p. 159–160). Thissen and Steinberg's 1986 classification was partly based on the parameter estimation context. Models employed in a journal article may have a different role from the ones appearing in a textbook. Although textbooks try to describe many models, there seem to be several core IRT models for item responses.

If data contain more than item responses, then the model that accounts for both item response data and the additional data should be viewed as a validation model that basically seeks to determine the relationship between the underlying ability and the criterion variable (whether such a variable is latent or directly observable). IRT models are measurement models. Validation models are akin to structural equation models, because they subsume measurement models, for example, see Bollen (1989). The models in the extended class, except for the multidimensional models and the mixture models, are hence validation models. As long as the measurement modeling is concerned, the classification by Thissen and Steinberg (1986) is expected to continue to be useful.

The taxonomic tabulations in this study can aid psychometricians who are planning their continued training in IRT, as well as faculty who design or teach courses on psychometric methods and educational measurement. According to Bock (1997) and Popham (1993), understanding even basic models in IRT requires extensive psychometric training. Moreover, many more complicated models for item response data have been recently proposed. As an essential purpose of science is classification as suggested by Bloom (1956) and Campbell and Reece (2005), a more refined taxonomy, especially for the extension type, will be of help.

There are several limitations of the study. It should be noted that only articles published in Psychometrika were reviewed. Although Psychometrika is the most prestigious psychometric journal, there are also premier measurement journals including, for example, Educational and Psychological Measurement, Journal of Educational Measurement, British Journal of Mathematical and Statistical Psychology, Applied Psychological Measurement, Journal of Educational and Behavioral Statistics, Applied Measurement in Education, Journal of Applied Measurement, and so on. Care should be exercised to generalize the use of IRT models shown in this study to the entire field of psychometrics. There are likely many IRT relevant models suggested in other journals than Psychometrika. For example, a model for multiple choice items proposed in Deng and Bolt (2016) was not accounted in the current review because it was published in Applied Psychological Measurement. Hence, many studies relevant to IRT were not included in the current review. It is recommended that similar summaries of the IRT models can be performed for the respective journals to obtain a full picture of the IRT models in theory and practice.

Note that there is a problem of lack of representativeness of the textbooks we reviewed based on the four graduate level psychometric courses. It is not claimed that the list of the textbooks is complete and exhaustive. A new textbook by Paek and Cole (2019) may be added to the review. Nevertheless, it is believed that these textbooks would provide reasonable snapshots of the use of IRT models in instruction and training of psychometricians and assessment professionals. It is suggested that more studies by other scholars be performed to obtain possibly different summaries of IRT models from the psychometric textbooks.

In addition, it should be mentioned that the hierarchical nature of IRT models may not be chiseled firmly into stone. Hence, the hierarchy in terms of understanding IRT models is somewhat arbitrary. It is nevertheless believed that models for polytomous items are more difficult to understand than those for dichotomous items. It is also assumed that more complicated models could be comprehended much easier if understanding of less complicated models is accompanied. As many books on methodology and statistics, the coverage of IRT models seems to progress from simple to complex in many IRT textbooks.

Lastly, it should be noted that the taxonomy based on data types might not be fully complete. Such a taxonomy, however, will help to understand the IRT models. It should be emphasized that the classification shown in the new taxonomy is tentative. It is hoped that other classifications based on more profound reasoning should appear in a near future by other scholars.
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