Textures and shapes in nematic elastomers under the action of dopant concentration gradients
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We explore a novel strategy of patterning nematic elastomers that does not require inscribing the texture directly. It is based on varying the dopant concentration that, beside shifting the phase transition point, affects the nematic director field via coupling between the gradients of concentration and nematic order parameter. Rotation of the director around a point dopant source causes topological modification manifesting itself in a change of the number of defects. A variety of shapes, dependent on the dopant distribution, are obtained by anisotropic deformation following the nematic–isotropic transition.

Introduction. Much attention has been attracted recently to reshaping of nematic elastomers due to anisotropic deformations accompanying phase transition from the nematic to isotropic state (NIT). Most studies concentrate on flat thin films with a prescribed nematic alignment that acquire a certain shape with non-vanishing Gaussian curvature upon NIT. In principle, any nematic pattern is suitable for creating some three-dimensional (3D) shape of a bent shell, though the reverse problem of finding a pattern leading to the desired shape is far harder to solve and its solution is likely, under different circumstances, to be either non-existent or non-unique.

A great variety of patterns in a thin film is made possible by tangential nematic anchoring on the confining planes. Theoretical studies of these patterns concentrated on the rather evident effect of creation of non-zero Gaussian curvature out of flat films following NIT [1–5]. The often repeated statement that Gaussian curvature can be created without costs in stretching energy does not apply, however, to the vicinity of defects or boundary layers near phase transition loci [6]. The Gaussian curvature is rather exceptional among the properties of 3D shells in being uniquely defined, through the famous Theorema Egregium, by the surface metric alone. It is, however, not sufficient for visualizing the actual shape generated by embedding a surface with a given metric into 3D space, which requires numerical computation [3, 7], except in simplest symmetrical settings yielding surfaces of revolution, such as a cone [1] or a (pseudo)spherical segment [2].

Some simple nematic patterns can be imposed in a most direct way, without prescribing a particular structure of tangential anchoring, through boundary conditions on the edges of a finite domain. This, however, leaves very few possibilities open. The equilibrium lowest-energy state in a disk with either normal or tangential anchoring on the edge contains a pair of defects with the charge +1/2, while defects with the charge −1/2 are obtained in the pretzel topology [7]. On a spherical shell, devoid of boundaries, topology requires the total charge equal to two, which is accommodated by four defects with the charge +1/2 [8], though their configuration depends on the ratio of splay to bend nematic elasticity [9]. These patterns lead to a very limited variety of shapes, which all contain singularities at defects locations, smoothed out by bending rigidity of the film.

A much wider variety can be achieved by prescribing a nematic texture. Experimentalists became adept at imposing a desired orientation on a liquid-crystalline film, either optically [10, 11] or by surface relief grating [12], before it is polymerized into an elastic structure. The various shapes have been produced by heating the frozen texture above the NIT point [13–16]. Reversible transitions of this kind were used for the construction of artificial walkers [17, 18]. Further theoretical models envisage the use of repeated reshaping for propelling nematic-elastic walkers [19, 20] and swimmers [21]. Other reshaping effects were explored to produce the various bent forms that may serve as actuators [22–26] and “4D-printing” of structures variable in time [27].

We are interested in patterns and shapes created in a more natural way, without inscribing a nematic texture but exploiting spatial variations of the scalar order parameter of the kind that have been induced experimentally via trans-cis isomerization of azobenzene induced by ultraviolet irradiation [28, 29]. The direct effect of modification, reflected by the algebraic terms in the Landau–de Gennes energy functional [30], is a change of the scalar nematic order parameter (NOP); in particular, the film can be made to contain both nematic and isotropic domains, thereby avoiding the formation of defects. The influence of chemical modification may be, however, still more profound due to the coupling between the gradients of concentration and NOP. This interaction has been added in a natural way to the lowest-order free energy functional in several theoretical works [31–33] but its role in the formation of patterns and shapes has not been given so far due attention. Although we are not aware of experimental measurements of the respective interaction coefficient, it is expected a priori to be comparable with nematic Frank constants. The principal effect of the gradient interaction is spontaneous anchoring that governs nematic orientation in transitional domains where both NOP and dopant concentration change [33].

In this Letter, we explore textures and shapes that can be obtained by taking advantage of this effect, starting with films with tangential nematic orientation and avoiding any externally imposed surface patterning or anchoring at the edges. Although any distribution of scalar NOP can be induced optically, we concentrate on distributions that would be obtained chemically by a signalling species changing the dopant concentration. This may mimic biological signalling [34] modifying the properties of heretofore undifferentiated cells in the epithelial tissue of an egg and thereby initiating complex reshaping necessary for morphogenetic development. This ap-
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proach opens new ways of biomimetic reshaping, that can be further developed to include multiple morphogenetic gradients \cite{35} and reshaping due to modification of the various mechanical properties \cite{36}.

**Basic equations.** Assuming planar orientation of the nematic director constant across the film thickness, the 2D nematic order parameter is presented in Cartesian coordinates as a traceless symmetric tensor

\[ Q = \begin{pmatrix} p & q \\ q & -p \end{pmatrix} = \frac{S}{\sqrt{2}} \begin{pmatrix} \cos \theta & \sin \theta \\ \sin \theta & -\cos \theta \end{pmatrix}, \tag{1} \]

where \( S = \sqrt{p^2 + q^2} \) is the scalar NOP, and \( \theta \) is the director orientation angle. The nematic energy per unit thickness is expressed as \( \mathcal{F}_n = \int \mathcal{L}_n d^2 x \) with the Lagrangian

\[ \mathcal{L}_n = -\frac{1 - \alpha c}{2} Q_{ij} Q_{ij} + \frac{1}{4} (Q_{ij} Q_{ij})^2 - \beta \nabla_i c \nabla_j Q_{ij} + \frac{\kappa_1}{2} |\nabla_i Q_{ij}|^2 + \frac{\kappa_2}{4} \sum_{ijk} (\nabla_i Q_{jk})^2. \tag{2} \]

The dependence on the dopant concentration in the first term implies that the isotropic state prevails at high \( c \), and NIT takes place in a uniform material at \( c = c^* = 1/\alpha \). The term of the 4th order in \( Q \) is standard; the cubic term vanishes identically in 2D. The third term, essential for the following analysis, describes the lowest-order interaction between inhomogeneities in composition and NOP fields allowed by symmetry \cite{31,33}. The last two distortion energy terms present a simplification of the full Ericksen’s formula \cite{37}. Similar to the one-constant approximation, they ignore orientation dependence of elastic coefficients but, unlike the commonly used Frank energy expressed through a unit vector \( \mathbf{u} \), take into account changes of the scalar NOP. The constants \( \kappa_i, \alpha \) are positive, while \( \beta \) may have either sign; summation over repeated indices is presumed.

In the following, we start with defining nematic alignment in a flat film minimizing the energy functional defined by Eq. (2) in an imposed concentration field with either constant or variable parameter \( \beta \). The computed distribution of NOP is defined with the local intrinsic deformation tensor \( \mathbf{F} \) following NIT. The resulting 3D shape is obtained by minimizing the elastic deformation energy \( \mathcal{F}_e = \int \mathcal{L}_e d^2 x \), where the Lagrangian \( \mathcal{L}_e \), scaled by the shear modulus \( \mu \), is defined in the thin film approximation as

\[ \mathcal{L}_e = \frac{1}{2} \left[ |\mathbf{u} - \mathbf{u}_0|^2 + \frac{h^2}{9} C_{ij} \right]. \tag{3} \]

The first term, containing the deformation tensor \( \mathbf{u} \), defines the elastic part of in-shell strain, while the second term containing the curvature tensor \( C_{ij} \) is due to flexural rigidity of a bent shell; \( h \) is the film thickness and the numerical coefficient corresponds to an incompressible material. In-shell elastic deformation is strongly discouraged in thin shells.

The energy functionals \( \mathcal{F}_n, \mathcal{F}_e \) are discretized on a domain triangulated by the Delaunay algorithm \cite{38}, with the NOP, concentration, and deformation fields defined at the mesh nodes. The concentration field on a flat film due to a source located either on a domain boundary or at an isolated internal point is determined either analytically (in symmetric configurations) or numerically. The scalar NOP is determined algebraically, neglecting nematic elasticity, as \( S = \sqrt{1 - \alpha c} \).

An exception is the boundary layer near the locus \( S = 0 \) (see below). In symmetric configurations, the director field on a flat film may be determined straightforwardly by inspecting the gradient interaction term in Eq. (2). Otherwise, it is found numerically by minimizing the nematic energy \( \mathcal{F}_n \). The minimum energy configuration is obtained by evolving the orientation angle \( \theta \) in pseudo-time \( t \) as \( d\theta/dt = -\delta \mathcal{F}_n/\delta \theta \), continued until an equilibrium state is reached.

At the next stage, the shapes formed following NIT are computed by minimizing the elastic energy \( \mathcal{F}_e \) discretized as

\[ \mathcal{F}_e = \sum_{\text{edges}} (l_i - l_i')^2 + \frac{h^2}{9} \sum_{\text{nodes}} \sum_j (1 - \mathbf{m}_i \cdot \mathbf{m}_{ij}). \tag{4} \]

The first term accounts for a deviation of the observed length \( l_i \) of an \( i \)th edge from its “optimal” length \( l_i' \) due to intrinsic elongation or shortening following NIT. If the length of an edge parallel to the director shortens by the factor \( \lambda > 1 \), the edge normal to the director, as well as the shell thickness, elongate by the factor \( \lambda^{1/2} \) to preserve the volume. The respective length transformation matrix for an edge at an angle \( \psi \) to the director is \( \mathbf{R}^{-1}(\psi) \mathbf{L} \mathbf{R}(\psi) \), where \( \mathbf{L} \) is the diagonal matrix with the elements \( \{1/\lambda, \sqrt{\lambda}\} \) and \( \mathbf{R}(\psi) \) is the 2D rotation matrix. In the second term, \( \mathbf{m}_{ij} \) denotes the normal to a \( j \)th tile of those surrounding an \( i \)th node. The sum over all neighbors measures the deviation from their average orientation \( \mathbf{m}_i \), which accounts for the curvature of the shell. Similar to minimizing the nematic energy, the node coordinates \( \mathbf{x}_i \) are evolved in pseudo-time following the evolution equation \( d\mathbf{x}_i/dt = -\delta \mathcal{F}_e/\delta \mathbf{x}_i \).

**Reshaping a disk.** The simplest example is a disk of radius \( L \) with a radial concentration distribution, leading to \( S \) dependent on the radial coordinate \( r \) only. We use a concentration distribution obeying the decay-diffusion equation

\[ \frac{1}{r} \frac{d}{dr} \left( r \frac{dc}{dr} \right) - k^2 c(r) = 0, \tag{5} \]

where \( k \) is the inverse diffusional length. The solution due to a source of unit intensity at the origin is \( c = (2\pi)^{-1} K_0(kr) \), where \( K_0(x) \) is a modified Bessel function.

With no edge anchoring, the natural boundary condition for the orientation angle \( \theta = \theta(r) = 0 \) at \( r = L \), so that \( \theta = 2(\phi + \phi_0) \) depends on the angular coordinate \( \phi \) only, \( \phi_0 \) being a constant phase shift. Then Eq. (2) reduces in polar coordinates to

\[ \mathcal{L}_n = -\frac{1 - \alpha c}{2} S^2 + \frac{1}{4} S^4 - \frac{\beta}{\sqrt{8} r^2} c'(r) \frac{d}{dr} \left( r^2 S \cos 2\phi_0 \right) + \frac{\kappa_1}{2} \frac{S^2}{r^2} + \frac{S' r^2}{4} + \frac{\kappa_1}{2} \frac{S S'(r)}{r}, \tag{6} \]
Assuming that $S$ decreases with $c$ ($\alpha > 0$), the gradient interaction term is minimized by choosing $\cos 2\phi_0$ equal to 1 or $-1$, respectively, at negative or positive $\beta$. The first case, with $\phi_0 = 0$, corresponds to the radial (aster), and the second, with $\phi_0 = \pi/2$, to the circumferential (vortex) alignment. In the last case, the shape emerging following NIT retains circular symmetry, and has a form of a “graded cone” formed by shortening of the circumference of each circle with the radius $r$ by the factor $\lambda = 1 + aS(r)$, where $a > 0$ is the expansion coefficient, and extending the radius and the thickness by the factor $\lambda^{1/2}$ to preserve the volume. With the radial dependence of $S(r)$ excluded, this reduces to a standard cone generated by the vortex structure in the vicinity of a defect of unit charge [1] (which tends to split into a pair of half-charged defects, unless inscribed and frozen). No defects are formed, however, when the material remains isotropic near the center, and the top of the graded cone remains flat.

Using the cylindrical coordinates $x^1 = \rho, x^2 = \phi, x^3 = z$ with the Euclidean metric $g_{11} = g_{22} = 1, g_{33} = \rho^2$, we obtain [39] for a target surface with the elevation $z(r)$ and the local radius $\rho(r)$ the diagonal metric tensor with the elements

$$\gamma_{11} = z'(r)^2 + \rho'(r)^2 = \lambda, \quad \gamma_{22} = \rho^2 = (r/\lambda)^2. \quad (7)$$

Using the last expression, $z(r)$ is integrated to

$$z(r) = \int_0^r \left[ \frac{d}{dr} \left( \frac{r}{1 + \alpha S(r)} \right) \right]^2 dr. \quad (8)$$

If nematic elasticity is neglected, $S = \sqrt{1 - \alpha c}$ is defined by the algebraic energy terms only. Suppose $c(r_0) > 1/\alpha$ within the circle $r < r_0$, so that $S$ vanishes there. Just outside the isotropic circle, at $r = r_0 + \epsilon x$, $S \sim \sqrt{\epsilon x}$, and, since $S'(r) \sim 1/\sqrt{x}$, elastic terms cannot be neglected in the boundary layer with the width $\epsilon \sim \sqrt{\kappa} \ll 1$ comparable with the healing length. Within this layer, retaining the leading energy terms and approximating the concentration by the linear function $c(x) = -qx$, the equation of $S(x)$ obtained by varying Eq. (6) reduces to

$$\kappa S''(x) + qxS = 0. \quad (9)$$

The solution vanishing at $x = 0$ is expressed through the Airy functions $Ai(x), Bi(x)$:

$$S(x) = s_0 \left[ \sqrt{3}Ai \left( -(q/K)^{1/3}x \right) - Bi \left( -(q/K)^{1/3}x \right) \right], \quad (10)$$

where $s_0$ is a constant to be obtained by matching to the outer algebraic solution. The derivative of this function at the circle where $S$ vanishes, $S'(0) = 2(q/3K)^{1/3}/\Gamma(1/3)$ (where $\Gamma$ is the gamma function) is finite, and therefore a singularity is avoided. At $x = r - r_0 \ll 1$, the last term under the radical in Eq. (5) is of $O(x^2)$ and can be neglected, leading to the elevation over the flat inner circle $z \approx x$ at $x \rightarrow 0$. The jump of the slope $z'(r)$ is smoothed out by stretching near the circle

$S = 0 [6]$, and no singularity arises in a numerical solution (see Fig. 1a).

At $\beta < 0$, the preferential alignment is aster, so that the radius of the disk should contract and its circumference expand following NIT. In this case, the emerging shape loses circular symmetry [1]. In order to obtain forms with a desired number of “petals” $n$ (Fig. 1b), we started computations from preassigned forms with the desired symmetry, setting tentatively $z = f(r) \cos n\phi$ with a smooth function $f(r)$ vanishing at the origin. At small $a$, forms with different $n$ coexist but the lowest value $n = 2$ yields the lowest energy, the others being metastable equilibria. As $a$ grows, shapes with higher $n$ become preferable, while the energy of forms with lower $n$ sharply increases near their existence limit (Fig. 2).

**Topology change.** The nematic alignment field on a cylinder with a uniform concentration source at the open ends is smooth, with the director aligned either axially or circumferentially, dependent on the sign of $\beta$. With $\beta$ varying along the axis (which may be caused by varying concentration of another dopant), the director rotates gradually, and no defects arise. The shapes following NIT retain axial symmetry, with the radius bulging or shrinking, according to the local alignment, which is constant along the circumference.

More interesting textures are induced by point dopant sources. The gradient interaction term brings about, independently of the sign of $\beta$, rotation of the director by $\pi$ around a point source located on the boundary, which effectively changes the topology of the nematic alignment field. With symmetric sources at both ends, the combined rotation by $2\pi$ should be compensated by either a pair of defects with the charge $-1/2$ or a single defect with the charge $-1$. The former possibility is preferable, in view of the lower defect en-
energy, and is indeed obtained by minimizing the nematic energy, as seen in Fig. 3. Textures with defects are specific to a cylinder, and defects disappear if the cylinder is cut into a square sheet lacking the periodicity along the circumference.

The defects are placed axially on the side opposite to the sources in a long cylinder (Fig. 3b) but move to a middle location with circumferential separation when the cylinder is squat, with the circumference $2\pi R$ comparable to the length $L$ (Fig. 3d). The textures shown in Fig. 3c correspond to $\beta = 1$. The sign reversal just causes the entire distribution to rotate by $\pi/2$ but the shapes following NIT (Fig. 3d) are, of course, very much different, with radial bulging and shrinking interchanged. When $\beta$ varies axially, changing from $+1$ to $-1$ along the length of the cylinder, the defects are located on the opposite sides. In this case, there are two alternative configurations with equal nematic energy but leading to different shapes (Fig. 3e,f), and the asymmetry is more pronounced. The deformation at defects is not resolved here, and a trefoil pattern should be observed at higher resolution when the sheet thickness is comparable with the healing length. In all cases, the formation of defects is necessitated topologically by circumferential periodicity, and if a cylinder is cut to a strip, defect-free textures become possible.

The dopant concentration distribution on a spherical surface induced by a unit point source at the south pole, obtained by integrating the diffusion-decay equation in spherical coordinates, is expressed through a Legendre function $P_n(\cos \vartheta)$ with the index $n = \frac{1}{2} - \frac{1}{4} - (kR)^2$, where $\vartheta$ is the polar angle and $R$ is the radius of the sphere. The flux at the source is reduced to unity by multiplying this function by the normalizing factor $\Gamma(n')\Gamma(n')/4\pi$, where $n' = \frac{1}{2} + \sqrt{\frac{1}{4} - (kR)^2}$.

The director rotates by $2\pi$ around the source, and therefore it is sufficient to have two, rather than four, defects with the charge $+1/2$ to ensure the required topological charge equal to two. Indeed, the texture minimizing the nematic energy, shown in Fig. 4, displays two $+1/2$ defects placed symmetrically at mutual longitudinal separation equal to $\pi$; the latitudinal position depends on the dimensionless radius $kR$. The textures at $\beta = \pm 1$ are rotated by $\pi/2$ relative one to the other and lead to distinct (oblong or oblate) shapes.

**Conclusion.** The shapes presented above are just a small sample of the great variety that can be produced by varying the dopant concentration that can be carried out, at the present, most readily by optically induced isomerization, without inscribing the texture directly. The most important qualitative effect is topological modification, which allows one to change the number of defects by adding circulation around a point source of the dopant or absorbing defects in an isotropic domain.
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