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Abstract—The fully convolutional network (FCN) has achieved tremendous success in dense visual recognition tasks, such as scene segmentation. The last layer of FCN is typically a global classifier (1 x 1 convolution) to recognize each pixel to a semantic label. We empirically show that this global classifier, ignoring the intra-class distinction, may lead to sub-optimal results.

In this work, we present a conditional classifier to replace the traditional global classifier, where the kernels of the classifier are generated dynamically conditioned on the input. The main advantages of the new classifier consist of: (i) it attends on the intra-class distinction, leading to stronger dense recognition capability; (ii) the conditional classifier is simple and flexible to be integrated into almost arbitrary FCN architectures to improve the prediction. Extensive experiments demonstrate that the proposed classifier performs favourably against the traditional classifier on the FCN architecture. The framework equipped with the conditional classifier (called CondNet) achieves new state-of-the-art performances on two datasets. The code and models are available at https://git.io/CondNet.

Index Terms—Conditional classifier, dynamic convolutions, semantic segmentation

I. INTRODUCTION

Scene segmentation [1]–[5] is a fundamental and challenging task in visual recognition, aiming to recognize each pixel into a semantic category, providing comprehensive scene understanding. It has extensive downstream applications, e.g., autonomous driving [6]–[9], human-machine interaction [10], and augmented reality.

In recent years, with the development of deep neural networks [11]–[14], the fully convolutional network (FCN) [15] has achieved tremendous success and been the dominant solution in the scene segmentation task. In the original FCNs, the whole architecture composes of a feature extractor and a classifier (the last layer for prediction).

Feature extractors have been widely studied for embedding powerful feature representation. Various designs have been proposed to extract effective discriminative features: (i) larger receptive field, e.g., dilution/deformable convolutions [16]–[18], (ii) multi-scale representation via pyramid methods, e.g., PPM [19], ASPP [20] and MDCCNet [4], (iii) adaptive aggregation via attention mechanism, e.g., self-attention [21]–[23] and channel attention mechanism [9], [24]–[27].

In contrast, the classifier has been studied in relatively few works. The traditional classifier performs the kernel correlation on each position of the feature map to obtain the desired pixel-wise prediction. In the training phase, the kernel is learned thorough the whole training samples. In the evaluation phase, the learned kernels stay fixed and are applied to the feature maps to predict the semantic maps. We call this type of classifier as the global classifier, which attempts to seek a global class center to recognize all the variation of different samples, as shown in Figure 1 (a).

The drawback of the global classifier is its limited capability to handle the intra-class distinction. In some complex scene, the diverse samples of the same semantic category may have very different appearances (which we call intra-class distinction/variation). It is common that the traditional classifier is easy to mis-recognize these pixels of the same category but different appearances into different categories since it is global for the majority of pixels of one category.

In this work, we present a conditional classifier for pixel-wise recognition, replacing the global classifier used extensively in previous works. The main idea behind our work is to generate the sample-specific kernels with parameters adapted to the particular patterns within an input sample, which can handle the intra-class distinction, as shown in Figure 1 (b).

Our conditional classifier consists of two parts: the class-feature aggregation module and the kernel generation module. The class-feature aggregation module tends to aggregate the features of each semantic category via weighted average. It is expected that the weighted average manner can capture the distinction of the same category within one sample as the sample-specific class center (instead of the global class
center). The kernel generation module dynamically generates the sample-specific kernels conditioned on the sample-specific class center. The generated sample-specific kernels are applied to the input sample to predict the semantic masks.

There are several merits of the proposed conditional classifier: (i) The conditional classifier attends on the sample-specific distinction of each category to learn a more discriminative classifier. (ii) The conditional classifier can be seamlessly incorporated into almost arbitrary FCN architectures, replacing the global classifier (1 × 1 convolution).

Extensive evaluations on the scene segmentation task demonstrate that the conditional classifier performs favourably against the traditional classifier. The framework equipped with the conditional classifier (called CondNet) achieves new state-of-the-art performances on two challenging datasets.

II. PROPOSED METHOD

In this section, we first revisit the global classifier used extensively in previous works. Next, we formulate the proposed conditional classifier. Finally, we describe the overall architecture with our proposed conditional classifier and the corresponding loss functions.

A. Revisiting Global Classifier

A typical global classifier is a 1 × 1 convolution used as the last layer of the segmentation architecture, as shown in Figure 1 (a). Consider an input feature $F \in \mathcal{R}^{C \times H \times W}$ (the final output of the feature extractor), and the desired prediction $Y \in \mathcal{R}^{C \times H \times W}$, where $H, W, C$ denote the height, width, channel dimensions, and the number of semantic categories, respectively.

The global classifier performs a matrix-vector multiplication on each position of $F$:

$$Y = \mathcal{H}(F, W),$$

where $\mathcal{H}$ is the global classifier (1 × 1 convolution) with the kernels $W \in \mathcal{R}^{C \times C}$, $Y$ is the prediction maps, and $\otimes$ indicates the convolutional operation. For each semantic category, the classifier has a kernel $w^s \in \mathcal{R}^{1 \times C}$, where $s \in \{1, 2, \ldots, C\}$. After training, the kernel stays fixed and is applied to recognize all different samples (that is why we call it global classifier). Therefore, the learned kernel is required to capture all the variation between different samples of the same category to output the correct prediction. However, the different samples of the same category may have far different appearances, especially in some complex scene. We argue that the global classifier is hard to capture all variation, thus leading to suboptimal results.

In fact, for an input image, the pixels of the same category have more similar patterns due to belonging to the same scene. In other words, the pixels of the same category in the same scene have a sample-specific class center, which, intuitively, is easier to recognize these pixels than the global class center. This motivates us to propose the conditional classifier, which generates the sample-specific kernels conditioned on the sample-specific class centers.

B. Conditional Classifier

The overall structure of the conditional classifier is shown in Figure 2. It mainly consists of two parts: class-feature aggregation module and kernel generation module.

a) Class-feature aggregation: The goal of the class-feature aggregation module is to embed the sample-specific class center. For one input sample, it requires to aggregate all the features of the same category as the class center embedding. The embedding $E^s \in \mathcal{R}^{C}$ is defined as the weighted average of the features belonging to the category $s$, as formulated as follows:

$$E^s = \frac{\sum_{j=0}^{N} p^s_j F_j}{N},$$

where $N = H \times W$, $p^s_j \in \mathcal{R}$ denotes the probability map belonging to category $s$. Here, we use the coarse prediction masks of the segmentation network as the probability maps $P \in \mathcal{R}^{C \times H \times W}$, which are generated by a 1 × 1 convolution.

The sample-specific class center embeddings capture the variation of different pixels within one input sample. It is easier to handle the particular patterns of one certain sample than the global class center.

b) Kernel generation: We use the projection $\mathcal{H}_\theta$ with kernels $W_\theta$ to transform the sample-specific class center embeddings to the sample-specific kernels as:

$$W_\theta = \mathcal{H}_\theta(E, W_\theta),$$

where $W_\theta$ is the sample-specific kernels conditioned on the corresponding class center embeddings. We use group 1 × 1 convolution as the projection.

The generated filters are finally applied to each position of the input features $F$ as:

$$Y = \mathcal{H}_\phi(F, W_\theta) = \mathcal{H}_\phi(F, \mathcal{H}_\theta(\frac{P \times F^T}{N}, W_\theta)),$$

where $\mathcal{H}(\cdot)$ indicates the convolution, while $\times$ is the matrix multiplication, $N = H \times W$, $H$ and $W$ is the height and
width of the F. In other words, each generated weight/kernel correlates on the feature maps to highlight the pixels belong to the same category as the prediction map.

c) Relation to other conditional architectures: Different from normal networks, conditional architectures can achieve dynamic kernels. Dynamic filter networks [28] generates the convolution filters conditioned on the input. PAC convolution [29] dynamically modifies the kernel with an adapting kernel. CondINS [30] applies this design to the instance segmentation task, generating the parameters of the mask sub-network for each instance. SVCNNet [31] learns a semantic correlation dependent shape-variant context. CondConv [32] and Dynamic Convolution [33] learn a series of weights to mix the corresponding convolution kernels for each sample, increasing the model capacity. Different from these methods, we employ the explicit supervision on the conditional generation process.

C. Overall Architecture

The proposed conditional classifier is flexible to be integrated into almost arbitrary FCN architectures. The architecture can replace the original classifier (the last layer of the architecture) with the proposed conditional classifier directly. The feature extractor outputs the embedding features, then the coarse probability maps are predicted. With the probability maps, we can aggregate class features as the sample-specific kernels to output the final predictions.

The overall loss function of the framework equipped with the conditional classifier can be formulated as:

$$L_{overall} = \lambda L_{\text{prob}} + L_{\text{seg}},$$

(5)

where $L_{\text{prob}}$ and $L_{\text{seg}}$ denote the loss of the coarse probability maps and the loss of the conditional classifier, respectively. We set $\lambda$ to 0.2 in this work to balance these two losses. We will give further comparisons to discuss the influence of $\lambda$ at the experimental section. $L_{\text{seg}}$ is the Cross Entropy Loss, while $L_{\text{prob}}$ is the Soft Dice Loss [34] due to its effectiveness and stability in training for class imbalance issue. The Soft Dice Loss is defined as:

$$L_{\text{Dice}} = 1 - \frac{2 \sum_{i} p_{i} q_{i}}{\sum_{i} p_{i}^2 + \sum_{i} q_{i}^2 + \epsilon},$$

(6)

where $p_{i} \in \mathcal{R}^{C}$ is the probability vector of the probability maps, while $q_{i} \in \mathcal{R}^{C}$ is a one-hot encoding vector of the corresponding ground truth masks, $N = H \times W$, $\epsilon$ prevents division by zero.

III. Experiments

We evaluate our approach on two scene segmentation datasets, i.e., ADE20K and PASCAL-Context. We perform a comprehensive ablation on ADE20K dataset, and report the comparisons with other methods on ADE20K and PASCAL-Context datasets.

A. Setting

a) Datasets: ADE20K [35] is a scene understanding dataset, containing 20K training images and 2K validation images. It has up to 150 category labels for challenging scenes. PASCAL-Context [36] provides comprehensive scene understanding for both stuff and thing. It can be divided into 4,998 images for training and 5,105 images for testing. The most common 50 categories are used for evaluation.

b) Training: The network is trained on 8 NVIDIA V100 GPUs with mini-batch 16 per GPU. We adopt SGD optimizer with 0.9 momentum and the initial learning rate of $4e^{-3}$ for ADE20K, $1e^{-3}$ for PASCAL-Context. The “poly” learning rate [23], [24], [37] strategy is employed for the training process, in which the learning rate is multiplied by $(1 - \frac{\text{iter}}{\text{max. iter}})^{0.9}$. We use the synchronized batch normalization to train our networks. The total training iterations are 160K and 80K for ADE20K and PASCAL-Context datasets, respectively.

The input image size is cropped to $512 \times 512$ for ADE20K, and $480 \times 480$ for PASCAL-Context. Each image will go through a series of data augmentations, containing random flipping, random scale ($[0.5, 2.0]$) for both datasets.
TABLE III
Evaluation on the ADE20K validation set

| model      | reference | backbone    | mIoU(%) | pixAcc(%) |
|------------|-----------|-------------|---------|-----------|
| UperNet [38] | ECCV2018  | ResNet-101  | 42.66   | 81.01     |
| PSPNet [19]  | CVPR2017  | ResNet-269  | 44.94   | 81.69     |
| PSANet [39]  | ECCV2018  | ResNet-101  | 43.77   | 81.51     |
| EncNet [40]  | CVPR2018  | ResNet-101  | 44.65   | 81.69     |
| CFNet [41]   | CVPR2019  | ResNet-101  | 44.89   | –         |
| ANL [42]     | ICCV2019  | ResNet-101  | 45.24   | –         |
| OCRNet [43]  | ECCV2020  | ResNet-101  | 45.28   | –         |
| APCNet [44]  | CVPR2019  | ResNet-101  | 45.38   | –         |
| RGNNet [18]  | ECCV2020  | ResNet-101  | 45.80   | 81.76     |
| CPNet [23]   | CVPR2020  | ResNet-101  | 46.27   | 81.38     |
| DeeplabV3+ [37] | ECCV2018 | ResNet-101  | 46.35   | 82.40     |
| CondNet      | ResNet-101|             | 47.38   | 82.49     |
| CondNet      | ResNet-101|             | **47.54** | **82.51** |

**c) Testing:** We adopt the sliding-window evaluation strategy. For the final results, following [19], [23], [37], we average the predictions of multiple scales ([0.5, 1.75]) and flipped inputs to improve the performance further. In addition, we adopt the pixel accuracy (pixAcc) and mean IoU (mIoU) metrics for ADE20K, and mIoU for PASCAL-Context.

B. Ablation Study

We perform ablative evaluations on ADE20K validation set to demonstrate the effectiveness of our approach. We adopt the pre-trained ResNet-50 [13] as the backbone and the training iterations are 80K.

**a) Loss function:** Table I compares different loss functions for the coarse probability maps. We adopt the FCN based on ResNet-50 as our baseline. Without explicit supervision, the proposed classifier has achieved 5.81 mIoU increase. As shown, the Binary Cross Entropy (BCE) Loss achieves slightly worse results than the conditional classifier without supervision. It is because the majority of the pixels belong to the background for some certain category. The imbalance issue is hard for the BCE Loss. The Soft Dice Loss is designed to mitigate this issue. Therefore, this classifier with the Soft Dice Loss achieves 6.43 point gain. Figure 3 illustrates the influence of the loss weights $\lambda$. We choose $\lambda = 0.2$ as default.

**b) Conditional classifier vs. global classifier:** We apply the conditional classifier and global classifier to different approaches, including FCN, PSPNet, DeeplabV3, DeeplabV3+, respectively. The comparison of the dense recognition capability can be quantitatively measured by the performance contrast. Table II shows that the proposed conditional classifier achieves better performance than the global classifier. Specifically, the conditional classifier improves FCN by 6.43% mIoU, PSPNet by 1.29% mIoU, DeeplabV3 by 1.29% mIoU, and DeeplabV3+ by 1.04% mIoU, respectively. On the other hand, Table II also indicates that the conditional classifier is simple and flexible to integrate into the existing FCN architectures.

C. Results

We employ the proposed conditional classifier to DeeplabV3+ [37] (called CondNet) to compare with other methods on two datasets: ADE20K and PASCAL-Context.

**a) ADE20K:** The results of our method and other state-of-the-art methods are reported in Table III. Based on ResNet-101 [13], CondNet achieves 47.38% mIoU and 82.49% pixAcc, significantly outperforming DeeplabV3+ by 1.03 points, CPNet by 1.11 points, RGNNet by 1.58 points. With more powerful backbone networks, ResNest-101 [45], our CondNet achieves 47.54% mIoU. Besides, we train the CondNet on the train+val set and submit the results on test set. The CondNet based on ResNet-101 achieves a final score of 0.5742, while the CondNet based on ResNest-101 achieves 0.5754.

**b) PASCAL-Context:** Table IV reports the comparison results of our networks and other state-of-the-art methods. With ResNet-101, our method achieves 56.00% mIoU and outperforms OCRNet by 1.2 points, APCNet by 1.3 points, CFNet by 2.0 points. With ResNet-101, CondNet improves the mIoU to 57.00% further.

IV. Conclusion

In this letter, we propose a conditional classifier to replace the traditional global classifier ($1 \times 1$ convolution for prediction) in the FCN architecture. For each input sample, this novel classifier aggregates the features of each category as the sample-specific class centers, and dynamically generates the corresponding kernels. The kernels attend on the intra-class distinction, leading to stronger recognition capability. The conditional classifier is easy and flexible to be integrated into almost arbitrary FCN architectures to improve the prediction results. Finally, the framework equipped this classifier (called CondNet) achieves new state-of-the-art results on two challenging datasets.
