ABSTRACT

Deep neural networks rely heavily on normalization methods to improve their performance and learning behavior. Although normalization methods spurred the development of increasingly deep and efficient architectures, they also increase the vulnerability with respect to noise and input corruptions. In most applications, however, noise is ubiquitous and diverse; this can often lead to complete failure of machine learning systems as they fail to cope with mismatches between the input distribution during training- and test-time. The most common normalization method, batch normalization, reduces the distribution shift during training but is agnostic to changes in the input distribution during test time. This makes batch normalization prone to performance degradation whenever noise is present during test-time. Sample-based normalization methods can correct linear transformations of the activation distribution but cannot mitigate changes in the distribution shape; this makes the network vulnerable to distribution changes that cannot be reflected in the normalization parameters. We propose an unsupervised non-parametric distribution correction method that adapts the activation distribution of each layer. This reduces the mismatch between the training and test-time distribution by minimizing the 1-D Wasserstein distance. In our experiments, we empirically show that the proposed method effectively reduces the impact of intense image corruptions and thus improves the classification performance without the need for retraining or fine-tuning the model.

1 Introduction

Early on, Neural Networks (NNs) have proven to excel at interpolating between training data points but to fail when extrapolating to regions not covered by the training data [1,2]. The lack of sufficiently large datasets, therefore, limited the application of NNs to tasks with well-known input distributions; this prevents any unpredictable behavior in the network that might stem from data with unknown distribution. More precisely – given a model with parameters \( \theta \), output \( y \), input \( x \), and a static conditional probability \( p(y|x, \theta) \) – the problem of evaluating samples \( x \) from a different distribution than the training distribution is known as covariate shift [3,4].

In recent years, the rise of big data and data augmentation techniques have alleviated the problem of distribution shifts via increasing the number of samples from the input space [5]. The problem of covariate shift, however, remained – albeit in a different form: when training Deep Neural Networks (DNNs), each parameter update causes a distribution shift for the next mini-batch in the consecutive layers, resulting in convergence problems for DNNs. In particular with DNNs the problem is further exacerbated by a large number of layers since the distribution shifts can occur internally (within the model) before every layer. Thus, the main impact of the covariate shift moved from test-time to training-time.

The introduction of Batch Normalization (BN) reduced such internal covariate shifts during training by matching the distribution of activations across batches and, in doing so, greatly improved the convergence of deep Convolutional Neural Networks (CNNs) [6]. This improvement has fueled the development of ever deeper and more capable architectures and – by reducing the dependence on the weight initialization – facilitated training networks in an end-to-end fashion. Therefore, normalization became an elemental part of all deep learning architectures. But while BN reduces the problem of shifts in the activation distributions during training, it estimates the normalization parameters
We propose a non-parametric distribution correction method that utilizes the 1D-Wasserstein distance and reduces ways of improving robustness and prediction stability are representation learning techniques or capsule networks. These approaches try to learn equivariant representations of features; i.e., conceptual representations independent of the position, orientation or context [24, 25, 26, 27]. Moreover, the choice of activation functions impacts the robustness to one corruption type by data augmentation. Although this improves robustness against specific types of corruption, it concurrently reduces robustness against other types of corruptions [8, 7]. This highlights the importance of mitigating covariate shifts during test-time.

Group Normalization (GN) and Filter Response Normalization (FRN) have been proposed to overcome the batch size dependence of BN (caused by insufficient statistics for small batches). Both methods are more flexible than BN as they compute the normalization parameter over individual samples and are thus more robust against changes in the activation distributions. Moreover, they perform comparably to BN for most classification tasks [9, 10]. Nonetheless, BN achieves state-of-the-art results for most architectures and remains the most commonly used normalization method, while the more robust alternatives GN and FRN are scarcely used. One important limitation of all the above normalization methods is that they can only correct for linear distribution transformations (e.g. mean shift or variance scaling) but not for mismatches between the shape of the distribution.

We propose a non-parametric distribution correction method that utilizes the 1D-Wasserstein distance and reduces distribution mismatches of arbitrary form during test-time. This correction method can be combined with other normalization methods and corrects for changes in the distribution shape in an unsupervised setting without the need for retraining or fine-tuning of the models, in contrast to self-supervised methods which adapt at least some of the model parameters [11, 12, 13, 14]. Our proposed approach is an iterative procedure following an energy minimization scheme as used in image denoising [15, 16, 17, 18]. It is agnostic to the specific type of noise and maps all noisy activations to the target distribution of each layer.

The target distribution is constructed on the basis of the typical activation distribution during training and is represented by its Wasserstein barycenter. We compare the target to the test-time distribution after each activation layer and – if necessary – calculate corrections throughout the model. To do so, we compute the one-dimensional Wasserstein distance between the target and the test-time distribution analytically by sorting the activations from both distributions. We subsequently utilize these distance measures for shifting the activations of the test-time distribution so that it matches the shape of the target distribution. Given that the target distribution is based on the training data, this effectively moves the test samples closer to data points seen during training and in doing so reduces the covariate shift. Consequently, the network can better process the features in subsequent layers. A subsequent step minimizes the difference to the original activation maps again and ensures that the proposed correction does not induce unwanted distortions.

In our experiments, we empirically show that our proposed method improves robustness against high-intensity noise of input corruptions. We evaluate and compare three normalization methods, i.e., BN, GN, and FRN on several standard image classification datasets, MNIST, CIFAR-10, ImageNet (ILSVRC 2012) and their corrupted variants. Furthermore, we empirically analyze the convergence behavior of the proposed correction and provide insights into the underlying principles. To summarize our contributions:

- We propose an unsupervised non-parametric correction algorithm to mitigate distribution mismatches, caused by image corruptions, during test-time.
- In our experiments we analyze the impact of image corruptions in CNN architectures for different normalization methods using corrupted standard image classification datasets.
- We provide insights into the convergence behavior and mechanisms responsible for the improved classification performance and empirically verify our assumptions.

## 2 Related work

Deep learning methods achieve state-of-the-art performance for most machine learning benchmarks because of their flexibility and representational power. This flexibility, however, leads to over-fitting on the training data and thus reduces the robustness and generalization capabilities. Therefore, many methods – such as weight regularization or dropout – aim to reduce the problem of over-fitting [19, 20]. Alternatively, robustness can be improved by increasing the coverage of the input space with data augmentation. Therefore training samples are augmented by the application of affine transformations or expected noise types and are then explicitly included in the training set [21, 22, 23]. More elaborate methods optimize the augmentation via an additional neural network [23]. As mentioned before, improving robustness to one corruption type by data augmentation can lead to a decrease of robustness against others [8, 7]. Other ways of improving robustness and prediction stability are representation learning techniques or capsule networks. These approaches try to learn equivariant representations of features; i.e., conceptual representations independent of the position, orientation or context [24, 25, 26, 27]. Moreover, the choice of activation functions impacts the robustness
of the network as well [28, 29]. Recently, there has also been increasing interest in improving the robustness of normalization methods. The influence of input corruptions on networks using batch normalization has been investigated in [7]; this further led to a domain adaption method for the normalization that improves the robustness of DNNs against corruptions. This adaption can substantially improve the network’s performance but requires a re-computation of the batch normalization parameters for each domain adaption. A similar approach was taken by [11], which adapts the normalization parameters based on test-time statistics. Other approaches use self-supervised methods to retrain the model based on test samples to reduce domain shifts [12, 13, 14].

3 Distribution correction for Deep Neural Networks (DNNs)

Machine learning and signal processing tasks frequently experience performance degradation caused by noise. As noise comes in miscellaneous forms, it is challenging to achieve general robustness against arbitrary noise. This is particularly problematic as the existence of noise introduces distribution mismatches (i.e., covariate shifts). Thus, one promising direction for improving robustness is the reduction of such mismatches. This is often tackled by means of normalizing the activations for each layer. Most existing approaches, however, struggle to do so as they are restricted to parametric distributions (e.g., Gaussians) that cannot correct for mismatches not reflected in the distribution parameters (i.e., the mean and variance).

In order to mitigate the distribution mismatches of the test-time activations \(a\), we must find an effective way to suppress noisy activations while maintaining the classification performance in the subsequent layers. Therefore, we will formulate this problem as a probabilistic denoising problem. We first need to approximate the a-posteriori distribution,

\[
p(\tilde{a}|a) = \frac{p(a|\tilde{a})p(\tilde{a})}{p(a)},
\]

of the corrected activations \(\tilde{a}\) given the activations \(a\). Then, we can use the maximum a-posteriori estimate to determine the corrected activations; this is a well-established technique in image denoising [15, 16, 17, 18]. For our considerations, we recast the maximum a-posteriori problem into an equivalent energy minimization problem to simplify the optimization procedure. We assume that the prior, likelihood, and posterior come from an exponential family using a Gibbs measure so that

\[
p(\tilde{a}|a) = e^{-\frac{p(\tilde{a}|a)}{T}}, \quad p(a) = e^{-\frac{R(a)}{T}}, \quad p(a|\tilde{a}) = e^{-\frac{D(a|\tilde{a})}{T}}.
\]

Note that we can omit the evidence term \(p(a)\), as we do not perform model comparison. Then, by applying the logarithm to (2) and by multiplying all terms with \(-\frac{1}{T}\), we arrive at an energy minimization problem

\[
\tilde{a}^* = \arg\min_{\tilde{a}} E(\tilde{a}|a),
\]

with the optimal activation map \(\tilde{a}^*\) at its minimum. The energy \(E(\tilde{a}|a)\) is composed of two terms \(R(\tilde{a})\) (corresponding to the prior) and \(D(a|\tilde{a})\) (corresponding to the likelihood) so that

\[
E(\tilde{a}|a) = D(a|\tilde{a}) + R(\tilde{a}).
\]

For this form, we must, at the one hand, specify a suitable prior term \(R(\tilde{a})\) that reduces the covariate shift in each layer without restricting the network (see Section 3.1). The data likelihood term \(D(a|\tilde{a})\), on the other hand preserves the spatial correlations of the activation maps and prevents the loss of valuable information (see Section 3.2). By minimizing both terms jointly, one can achieve an optimal trade-off between minimizing the covariate shift and representing the available data.

3.1 Including a non-parametric prior term

Typically, parametric distributions do not provide good representations of the activation distributions in DNNs. Consequently, any correction method that approximates the prior by a parametric target distribution \(q_0(a)\) distorts the shape of the true activations distribution \(p(a)\). Subsequent layers are thus exposed to different input distributions than during training and suffer from the corresponding covariate shift. Ideally, the target distribution \(q(a)\) should enforce similar (corrected) distributions as during training since any mismatch might outweigh the benefits of the noise-reduction otherwise. If \(q(a)\) should resemble the non-parametric distribution from the training set, however, it must be non-parametric as well. The Wasserstein distance proves to be particularly well-suited for a novel correction method: not only does it allow to effectively minimize the mismatch between the distributions during training- and test-time, but it also provides an elegant way of representing a non-parametric distribution in one dimension.

To find a well-suited prior distribution, we must first sort the \(N\) activations \(a\) for each sample \(m\) in ascending order. Let \([\cdot]\) be the vector of all corresponding elements, then

\[
[a^{(m)}], j = \text{sort}(a^{(m)}),
\]
where \(a_{(i)}^{(m)}\) are the sorted activations with \(a_{(i)} < a_{(i+1)}\), and \(j\) are the indices of the activations that are required for assigning activation updates. Note that the subscript \((i)\) always denotes sorted values.

Second, to minimize the non-parametric prior term, we need to calculate the Wasserstein distance between the activation distribution during test-time (i.e., \(p(a)\)) and the prior. In order to create a useful target distribution, we require it to be stationary with respect to its general shape and location. Unfortunately, this requirement prevents our method from considering channel-wise distributions, as the channel distributions are highly dependent on the input features. Therefore, we flatten the channels and create a single distribution across the height \(H\), width \(W\), and channel \(C\) dimension of the layer resulting in \(N = H \times W \times C\) activation values. In Appendix A we provide an empirical evaluation of the activation distribution with respect to stationarity. As we do not care about the precise location of the distribution but primarily about its shape, we subtract the mean of the distributions so that

\[
a_{(i)}^{(m)} = a_{(i)} - \frac{1}{N} \sum_{i=1}^{N} a_{(i)}.
\]

Third, to construct the target values \(t_{(i)}\) (that represent the corrected activations \(p(\tilde{a})\)) we utilize the Wasserstein barycenter, i.e., the distribution that minimizes the sum of the Wasserstein distances \(W\) over all \(M\) training distributions \([30, 31]\):

\[
\min_{q} \sum_{m=1}^{M} W(q(a), p(a)^{(m)}).
\]

In one dimension, the Wasserstein barycenter is simply the average over the order statistics of each sample \(m\) so that

\[
t_{(i)} = \frac{1}{M} \sum_{m=1}^{M} a_{(i)}^{(m)}.
\]

Finally, the one-dimensional Wasserstein distance between the target distribution \(q(t)\) and the test-time distribution \(p(a^{(m)})\) is given according to

\[
W(p(a^{(m)}), q(t)) = \left( \frac{1}{N} \sum_{i=1}^{N} ||a_{(i)}^{(m)} - t_{(i)}||^{r} \right)^{\frac{1}{r}},
\]

where \(t_{(i)}\) are the sorted target values and \(a_{(i)}^{(m)}\) are the sorted test-time activations.\(^1\) Let \(r = 1\); then, the Wasserstein distance between \(p(a')\) and \(q(t)\) from \((9)\) is minimized by updating the (unsorted) activation with index \(j\) according to \(\Delta_j = t_{(i)} - a_{(i)}\). We apply the correction after the ReLU activation function; thus many activations are zero. Our updates must preserve sparsity as the performance will degrade otherwise (see the experiments in Section 4.4). Therefore, we explicitly enforce sparsity in the prior term \(\mathcal{R}\), i.e., we prevent correcting activations with \(a = 0\) by adding an infinitely deep energy-well \(-\delta(a)\), where \(\delta(\cdot)\) denotes the Dirac delta.\(^2\) Combining this sparsity term with the Wasserstein distance finally leads to the following prior term:

\[
\mathcal{R}(\tilde{a}) = W(p(a^{(m)}), q(t)) - [\delta(a)].
\]

This expression is straightforward to minimize according to

\[
\Delta_j = \begin{cases} 
  t_{(i)} - a_{(i)} & \text{if } a \neq 0, \\
  0 & \text{otherwise}.
\end{cases}
\]

### 3.2 Data likelihood

Minimizing only the prior term might have undesired side effects and destroy important structure in the channels of the network, i.e. the spatial correlation. Therefore, the energy minimization needs to find a trade-off between matching the distributions and conserving the spatial correlation. We achieve this by considering a likelihood term \(\mathcal{D}(a|\tilde{a})\), modeled by

\[
\mathcal{D}(a|\tilde{a}) = \frac{1}{2}||a - \tilde{a}||^2
\]

that conserves the structure in the data. This expression is also straightforward to minimize by exploiting the gradient

\[
\frac{d\mathcal{D}}{da} = a - \tilde{a}.
\]

\(^1\)As we aim for a scalable correction method we will refrain from utilizing the labels \(y\) in the form of a conditional prior \(p(\tilde{a}|y)\) and restrict ourselves to using only a single distribution per layer.

\(^2\)Note that this sparsity constraint is not required if the correction is applied directly after the convolution.
3.3 Correction algorithm

Here we outline how to combine the prior and the likelihood term and how to minimize the energy \( E(\tilde{a}|a) = D(\tilde{a}|a) + R(\tilde{a}) \). Note that every prior-update modifies the corrected activations \( \tilde{a} \); thus we need to resort to an iterative procedure in which the likelihood and the prior term are alternately minimized according to (11) and (13). Further implementation details are presented in the pseudocode in Appendix B. Note that we choose independent values for the step-sizes of the prior-update, i.e., \( \lambda_1 \), and of the likelihood-update, i.e., \( \lambda_2 \), that implicitly determine the relative importance of the corresponding terms. In practice, the step-sizes should be chosen to achieve good classification performance (see the analysis in Section 4.2).

The proposed algorithm computes the corrections and successively minimizes the mismatch between the distributions \( p(a) \) and \( q(t) \) in a layer-wise fashion. That is – starting from the input layer – we correct the activations by performing the iterative updates. Further note, that we do not run the optimization procedure until convergence but stop the algorithm after \( N_{iter} \) iterations instead; empirically we observe that only a few iterations are sufficient for improving the performance (see Section 4.2).

As the correction is only applied at test-time, it can easily be retrofitted into existing models by adding the correction layer and calculating the target distributions \( q(t) \) for each layer, using the training set.

4 Experiments

In our experiments we will first exemplary analyze our proposed method with respect to its distribution matching capabilities (see Section 4.1), before we analyze the convergence behavior of the correction algorithm in Section 4.2. In the remaining Sections 4.3 and 4.4 we present results for the corrupted classification datasets for MNIST, CIFAR-10 and ImageNet (ILSVRC 2012). All of the datasets are publicly available on TensorFlow datasets [32, 33]. We conduct the MNIST and CIFAR-10 experiments on a NVIDIA Tesla V100 and the ImageNet experiments on 4 NVIDIA RTX 2080Ti GPUs.

4.1 Analyzing the effect of the correction within layers

Since the goal of this method is to reduce the covariate shift within the network, we analyze the activation maps and the distribution before and after the correction (denoted as (c)). The experimental details are presented in Section 4.3 In Figure 1 we see the difference between the corrected and uncorrected activation maps. When comparing the activation maps we always need to compare against the clean data variant. For the brightness corrupted inputs we see that the corrected layer is always close to the corresponding clean layer; this is especially visible in layers 3, 4, and 5. For the samples corrupted with impulse noise we see that for the network without correction, the noise seems to be amplified for the subsequent layers, whereas the corrected network is able to decrease the noise level. This indicates, that the network is operating in a region covered in training space. Applying the correction on the clean data, we observe that the modifications do not harm the activation map. In Figure 2 we show the impact of the correction on the distribution of activations for a noisy MNIST sample. In the before-image Figure 2(a), the activations are further away from the target distribution (red silhouette) than after the correction Figure 2(b). This shows that, while we do not exactly match the distribution (as \( \lambda_2 > 0 \)), we are able to effectively reduce the covariate shift. In Figure 2(c), we see that most updates are in the same direction, with only values close to zero being pushed towards larger values. If we assume that high-impact noise comes from the tails of the distribution this also reduces the overall noise level.

4.2 Convergence behavior

As our correction method is applied iteratively, we investigate its convergence behavior for the average classification accuracy on the corrupted MNIST dataset. Here we vary the step size parameters \( \lambda_1 \) and \( \lambda_2 \) and show their influence. In Figure 3 we see that BN, FRN, and GN, show significantly different behavior for the same choices of \( \lambda_1 \) and \( \lambda_2 \). FRN and GN obtain substantially better results than BN even without using the correction (at iteration 0). Also, BN is the only model that can substantially improve its classification performance by running the algorithm for more than 1 iteration. FRN shows consistent results after one iteration, whereas the performances diverge for more iterations. GN also shows improvement within the second iteration for the parameter set \( \lambda_1 = 0.25, \lambda_2 = 0.5 \), but does not outperform the best model obtained with only one iteration.

4.3 Corrupted MNIST classification

The corrupted MNIST dataset contains 15 different corruption variants of the original MNIST images (see [32] for details). It contains 10000 gray scale images of size \( 28 \times 28 \) per corruption, which we used for our evaluations. For
using the corrected FRN models achieving not all networks converged with the chosen step size parameter set also see that there is a large variance of the different corruption types. We see that our proposed correction method generally improves classification accuracy.

The corrupted data, with and without the correction (c). For the corrected variant, the target distribution of the MNIST 25 and 40 epochs. The input data was normalized to a range this experiment we choose different sets of steps size parameters $\lambda_1$ and $\lambda_2$ for each normalization method, which are listed in the Appendix in Table[4]. First, we trained 10 randomly initialized ResNet-20 models for 50 epochs using an SGD optimizer with a base learning rate of 0.1 on the clean MNIST dataset[34]. We decayed the learning rate after 25 and 40 epochs. The input data was normalized to a range $[0, 1]$. The trained networks were then evaluated using the corrupted data, with and without the correction (c). For the corrected variant, the target distribution of the MNIST training set is required. The results in Table[1] show the average accuracies of the 10 randomly initialized models for the different corruption types. We see that our proposed correction method generally improves classification accuracy. Especially for BN, we see that our method can substantially improve the average classification performance. This is not unexpected, as BN is the most vulnerable normalization method with respect to distribution changes. Here we also see that there is a large variance of $\sigma = 5.02$ between the corrected results of the different models, indicating that not all networks converged with the chosen step size parameter set $\lambda_1$ and $\lambda_2$. The best overall results were achieved using the corrected FRN models achieving 94.34 \pm 0.8\% accuracy over all models and corruption variants, achieving a performance improvement of 17.51\%, compared to the standard BN models. GN performed similarly with and without the correction method.

---

**Table 1:** Classification accuracy in % on the corrupted MNIST dataset without and with the proposed distribution correction method (c) for BN, FRN and GN.

| noise type | BN (c) | FRN (c) | GN (c) |
|------------|--------|---------|--------|
| Identity   | 99.54 \pm 0.04 | 99.51 \pm 0.06 | 99.6 \pm 0.06 |
| Shot noise | 98.66 \pm 0.26 | 98.28 \pm 0.24 | 98.7 \pm 0.24 |
| impulse noise | 95.00 \pm 0.73 | 94.38 \pm 0.34 | 94.7 \pm 0.34 |
| glass blur | 94.34 \pm 0.41 | 93.94 \pm 0.93 | 93.1 \pm 0.93 |
| motion blur | 96.26 \pm 1.07 | 95.93 \pm 1.44 | 95.7 \pm 1.44 |
| blur | 98.99 \pm 0.14 | 98.99 \pm 0.26 | 98.99 \pm 0.26 |
| scale | 97.63 \pm 0.26 | 97.96 \pm 0.84 | 97.96 \pm 0.84 |
| rotate | 95.67 \pm 0.33 | 94.66 \pm 0.78 | 94.66 \pm 0.78 |
| brightness | 96.99 \pm 0.18 | 96.8 \pm 0.57 | 96.8 \pm 0.57 |
| translate | 98.45 \pm 0.17 | 98.46 \pm 0.54 | 98.46 \pm 0.54 |
| stripe | 21.27 \pm 4.82 | 21.36 \pm 4.82 | 21.36 \pm 4.82 |
| fog | 20.24 \pm 2.09 | 20.46 \pm 2.14 | 20.46 \pm 2.14 |
| spatter | 97.95 \pm 0.39 | 97.95 \pm 0.39 | 97.95 \pm 0.39 |
| dotted line | 98.38 \pm 0.38 | 98.38 \pm 0.38 | 98.38 \pm 0.38 |
| zigzag | 77.02 \pm 2.17 | 77.02 \pm 2.17 | 77.02 \pm 2.17 |
| noise edges | 67.41 \pm 2.39 | 67.41 \pm 2.39 | 67.41 \pm 2.39 |
| average | 96.83 \pm 0.6 | 97.25 \pm 0.26 | 97.25 \pm 0.26 |

---

Figure 1: Comparison between the mean activation maps of the first 5 layers of a ResNet-20 trained on MNIST for two different corruption types. Impulse noise maps are shown on the left and Brightness corrupted maps on the right. (c) indicates the activation maps which use our proposed distribution correction and the Diff column shows the pixel-wise difference between corrected and uncorrected activation maps.

---

6
Figure 2: (a) and (b) show the stacked channel histograms (excluding zeros) of the activations of the 1st layer of a ResNet-20 for a MNIST sample containing impulse noise, before (a) and after (b) the Wasserstein correction. Different colors indicate activation histograms from different channels. In (c) the activation values before and after correction are depicted.

4.4 Corrupted CIFAR-10 classification

The corrupted CIFAR-10 dataset contains 19 different corruption variants of the original dataset (see [33] for details). The corrupted CIFAR-10 dataset additionally features 5 different levels of corruption severity for each corruption type. It contains 10000 RGB images of size 32×32 per corruption type and severity. For the evaluation on the corrupted CIFAR-10 classification task we choose the same parameter set $\lambda_1 = 1.0$ and $\lambda_2 = 0.2$ and $N_{iter} = 1$ for all normalization methods. We trained 10 randomly initialized ResNet-20 models for 300 epochs using an SGD optimizer with a base learning rate of 0.1 on the clean CIFAR-10 dataset [35]. During training, we decayed the learning rate after 150 and 225 epochs by a factor of 0.1. The input data was normalized to zero mean and unit variance and a widely used standard data augmentation scheme was performed [36,37].

The results in Table 2 again show the average classification accuracy of the randomly initialized models over all corruption severities. Similar as for the MNIST datasets, the models using BN show the most improvement over all datasets, increasing the accuracy by 3.38 \% for the corrected networks. For the other normalizations, i.e GN and FRN, we do not see a large performance difference. However, this comes from the fact that for low-intensity corruptions the correction method achieves slightly lower classification accuracy, whereas the performance increases for high-severity corruptions. This behavior can be seen in Figure 4 for the average accuracy over the corruption severity. Detailed results for the highest severity are listed in Appendix C. Figure 5 shows the performance change with the corruption severity for the special case of saturation corruptions. We see that at low levels our method decreases the performance, but can even improve performance as the corruption level increases. In Figure 6, we see the performance difference with and without the sparsity term in the prior of the correction approach using BN (see [31]).

4.5 Corrupted ImageNet classification

The corrupted ILSVRC 2012 dataset contains 19 different corruption variants of the original dataset. It contains 50000 RGB images of size 224×224 per corruption that we used for our evaluations. For the evaluation on the corrupted
Figure 3: Performance over the number of used iterations for the correction algorithm for a single model trained on MNIST. Each normalization method uses 4 sets of step size parameters $\lambda_1$ and $\lambda_2$.

Table 2: Average classification accuracy in % on the corrupted CIFAR-10 dataset without and with the proposed distribution correction method (c) for BN, FRN and GN.

| noise type       | BN  | BN(c) | FRN | FRN(c) | GN  | GN(c) |
|------------------|-----|-------|-----|--------|-----|-------|
| brightness       | 90.55 | 89.19 | 86.6 | 86.69  | 87.95 | 87.79 |
| contrast         | 74.85 | 82.95 | 83.55 | 83.44  | 88.18 | 84.71 |
| defocus blur     | 79.06 | 83.69 | 81.69 | 81.44  | 84.85 | 84.27 |
| elastic          | 84.14 | 84.48 | 82.54 | 82.54  | 85.88 | 84.11 |
| fog              | 73.62 | 76.8  | 75.73 | 75.58  | 78.11 | 74.25 |
| frosted glass    | 53.82 | 30.01 | 56.54 | 56.24  | 60.97 | 60.51 |
| gaussian blur    | 69.82 | 73.98 | 76.35 | 76.26  | 81.2  | 80.36 |
| gaussian noise   | 51.8  | 58.87 | 60.92 | 62.38  | 60.58 | 63.48 |
| impulse noise    | 60.72 | 66.29 | 67.14 | 67.49  | 66.67 | 68.77 |
| jpeg compression | 77.99 | 77.12 | 77.33 | 77.85  | 76.73 | 75.49 |
| motion blur      | 72.8  | 78.32 | 78.51 | 78.23  | 82.99 | 82.41 |
| pixelate         | 70.87 | 71.55 | 71.57 | 71.08  | 75.4  | 74.8  |
| saltate          | 88.64 | 87.65 | 83.39 | 84.8   | 86.62 | 96.11 |
| shot noise       | 63.51 | 60.94 | 70.15 | 70.94  | 67.42 | 71.99 |
| snow             | 76.70 | 77.37 | 75.86 | 75.41  | 78.95 | 75.64 |
| speckle noise    | 80.53 | 82.15 | 80.05 | 79.54  | 81.33 | 81.41 |
| zoom blur        | 93.67 | 70.46 | 83.8  | 82.97  | 77.89 | 81.06 |
| identity         | 91.67 | 70.46 | 83.8  | 82.97  | 77.89 | 81.06 |

avg. accuracy    | 72.95 | 78.33 | 75.31 | 75.21  | 79.38 | 77.15 |

ImageNet (ILSVRC 2012) dataset we again choose the same parameter set $\lambda_1 = 0.5$ and $\lambda_2 = 0.5$ and $N_{iter} = 1$ for all normalization methods. We trained a single ResNet-50 model for 90 epochs using an SGD optimizer with a base learning rate of 0.1 on the clean ImageNet dataset using an implementation adapted from Tensorflow Model Garden [38]. The learning rate was decayed after 30, 60, and 80 epochs, and a warm-up from 0.02 to 0.1 was used during the first five epochs of training.
Figure 4: Average accuracy for 5 image corruption severities and the clean data accuracy at 0 on corrupted CIFAR-10.

Figure 5: Accuracy for 5 saturation change severities and the clean data accuracy at 0 on corrupted CIFAR-10.

Figure 6: Average accuracy for image corruption severities between a BN model with/without a sparsity term in the correction.

Table 3: Classification performance in % on the ImageNet-C dataset over all 5 severities. (c) indicates the model with the distribution correction enabled. The mean Corruption Error (mCE) is calculated using a AlexNet baseline [33].

| noise type       | BN  | BN (c) | FRN  | FRN (c) | GN   | GN (c) |
|------------------|-----|--------|------|---------|------|--------|
| brightness       | 68.06% | 67.13% | 66.53% | 66.51% | 67.83% | 63.82% |
| contrast         | 40.39% | 42.68% | 43.93% | 44.82% | 56.93% | 58.28% |
| defocus blur     | 36.90% | 36.55% | 35.92% | 36.60% | 36.50% | 37.80% |
| elastic          | 45.16% | 46.01% | 46.06% | 45.90% | 47.88% | 48.26% |
| fog              | 56.83% | 58.01% | 52.46% | 54.97% | 61.24% | 60.61% |
| frost            | 41.05% | 41.31% | 40.34% | 42.80% | 42.01% | 44.26% |
| gaussian blur    | 40.51% | 40.03% | 39.16% | 39.71% | 39.62% | 41.32% |
| gaussian noise   | 35.96% | 38.48% | 34.52% | 36.11% | 40.08% | 41.92% |
| glass blur       | 25.93% | 26.61% | 27.98% | 27.86% | 28.87% | 29.19% |
| impulse noise    | 31.32% | 34.16% | 31.30% | 33.28% | 37.06% | 38.68% |
| jpeg compression | 59.36% | 60.35% | 52.24% | 52.25% | 56.23% | 56.23% |
| motion blur      | 34.73% | 36.24% | 39.39% | 39.90% | 40.56% | 40.88% |
| pixelate         | 62.96% | 62.99% | 62.22% | 62.68% | 63.99% | 63.14% |
| shot noise       | 33.69% | 35.94% | 32.99% | 34.59% | 38.05% | 39.39% |
| snow             | 35.52% | 36.83% | 40.55% | 41.82% | 41.65% | 43.38% |
| spatter          | 53.24% | 53.62% | 53.52% | 54.28% | 55.84% | 56.66% |
| speckle noise    | 41.52% | 42.91% | 41.59% | 42.78% | 45.39% | 46.41% |
| zoom blur        | 37.40% | 38.24% | 34.98% | 35.53% | 36.62% | 37.46% |
| avg. top 1 acc.  | 44.24% | 45.15% | 43.72% | 44.80% | 47.27% | 48.20% |
| mCE              | 70.93% | 69.93% | 71.75% | 70.49% | 67.35% | 66.23% |

The results in Table 4.5 show that for the corrupted ImageNet dataset, all models regardless of the used norm achieve about 1% performance improvement by using the proposed correction method. Generally, we see that the more flexible GN models are the most robust against image corruptions outperforming BN and FRN by $>3.0\%$. This supports our assumption that even for large amounts of data, covariate shift still influences performance for corrupted inputs. Also, we see that unlike for CIFAR-10, here also FRN and GN improve for corruptions with lower severity. This might be due to the more complicated distribution shapes of ImageNet activations.
4.6 Limitations

The main limitation of this approach is the additional computational complexity. As the algorithm requires the sorting of all $N$ activations of a layer, the complexity scales with $O(N \log N)$. This causes an overhead, especially for datasets with large images, such as ImageNet, and also limits the number of possible iterations which can be used to converge the algorithm. For MNIST the average evaluation time of a single sample increases from 0.3 ms to 2 ms (1 GPU), whereas on ImageNet the average evaluation time rises from 0.1 ms to 12 ms per image (4 GPUs). Furthermore, as we can only use the layer-wise distribution as a target, we introduce distortions to the individual channels causing performance degradation for clean data and some low-intensity corruptions.

5 Conclusion and Outlook

We proposed a non-parametric activation distribution correction method based on the Wasserstein distance. It reduces the mismatch between test-time and training distributions of the activations within DNNs. The proposed method uses a maximum a-posteriori estimate, determined by minimizing the energy with respect to a data likelihood term and a prior term based on the Wasserstein distance. Our proposed method works in an unsupervised setting and can be retrofitted into existing networks without retraining. In our experiments, we showed that our correction algorithm can effectively reduce the mismatch between test-time and training distributions. This results in improved classification performance on corrupted input data, as we have evaluated for the corrupted variants of MNIST, CIFAR-10, and ImageNet (ILSVRC 2012). The results show that the proposed method is particularly effective for strong input corruptions and increases overall robustness for most of the investigated models. For future applications, we want to further evaluate the capabilities of this method regarding robustness and also explore the use of our algorithm for reducing the impact of parametric approximations.
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Since we assume a quasi-stationary distribution of the activations of the flattened layer across the training set, we need to verify if this assumption holds for our ResNet models. This is necessary in order to create a meaningful target distribution $q(t)$. Therefore, we analyze the variance $\sigma^2$ of the target values $t$ over the training set:

$$\sigma^2_{(i)} = \frac{1}{M} \sum_{m=1}^{M} (t_{(i)} - a_{(i)}^{(m)})^2.$$  \hspace{1cm} (14)

In Figure 7, we see that although all normalization methods have a similar shape for the variance of their target value distribution, BN experiences a much higher variation at the tails of the distributions, having a value range 5 times higher than GN and FRN. This observation is in line with the intuition that more flexible normalization methods produce narrower activation distributions.

![Figure 7](image1.png)

**Figure 7:** The log probability distributions $\log(p(x_{(i)}|t_{(i)}, \sigma^2(t_{(i)})))$ of a sorted value $(x_{(i)})$ given the corresponding target values $t_{(i)}$ and variances $\sigma^2(t_{(i)})$, assuming Gaussian distributed target values. Here $\log(p(x_{(i)}|t_{(i)}, \sigma^2(t_{(i)})))$ is shown for the different normalization methods BN, FRN and GN for activations before the first ReLU function. The x-axis shows the mean value of the $i^{th}$ sorted target value and the y-axis shows the deviation from the mean over the training set.
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**Figure 8:** The distribution over all channels of the first layer of a ResNet-20 classifier trained on CIFAR-10 before the ReLU activation. Both images show the distribution of activations over all channels stacked, indicated by using a different color for each channel. The left image is the test sample $k$ for which the image with the largest Wasserstein distance within the entire test set (with respect to channel distributions) was selected. The most dissimilar image $\tilde{m}$ is shown on the right.
Generally, we see that with the exception of the distribution-tails, the distribution of the targets is more or less stationary. This is an interesting observation, as one would expect that the activation distributions for the entire layer have a higher dependency on the specific input. Following this observation, we analyze this behavior by comparing the activation distributions for the most dissimilar examples in the test set. Therefore we calculate the Wasserstein distances from a test example \( k \) to all other test examples \( m \) with respect to their channel distributions, utilizing the order statistics for each channel \( j \) separately and select the sample with the largest total value with index \( \tilde{m} \),

\[
\tilde{m} = \arg \max_m \sum_{i,j} |a_{j,(i)}^{(k)} - a_{j,(i)}^{(m)}|,
\]

(15)

Figure 8 shows that while the individual channel distributions are very distinct, the shape of the distribution over all channels is more or less stable. This indicates that the inverse correlation of channels can conserve the overall shape of the distribution for each layer.

B Algorithm

The algorithm is described in the following pseudo-code. The algorithm is executed for every layer and returns the corrected activations \( \tilde{\alpha} \). The step-sizes \( \lambda_1 \) and \( \lambda_2 \) determine the relative importance of the prior term versus the likelihood term.

**Algorithm 1 Activation Correction Algorithm**

| Input: Unsorted activations \( \alpha \), sorted target values \( t \), step-sizes \( \lambda_1, \lambda_2 \), and maximum number of iterations \( N_{\text{iter}} \) |
| Output: Corrected activations \( \tilde{\alpha} \) |

\[
N \leftarrow \text{len}(\alpha) \\
\tilde{\alpha} \leftarrow \alpha - \frac{1}{N} \sum_i \alpha_i \\
\text{for } n < N_{\text{iter}} \text{ do} \\
\quad [\alpha(i)], j \leftarrow \text{sort}(\tilde{\alpha}) \\
\quad \text{for } i < N \text{ do} \\
\quad \quad j \leftarrow j_i \\
\quad \quad \tilde{\alpha}_j \leftarrow \tilde{\alpha}_j + \lambda_1 \cdot (t(i) - \alpha(i)) \\
\quad \quad \alpha_j \leftarrow \alpha_j + \lambda_2 \cdot (\alpha_j - \tilde{\alpha}_j) \\
\quad \text{end for} \\
\quad \text{end for} \\
\text{for } j < N \text{ do} \\
\quad \text{if } \alpha_j \neq 0 \text{ then} \\
\quad \quad \tilde{\alpha}_j \leftarrow \alpha_j \\
\quad \text{else} \\
\quad \quad \tilde{\alpha}_j \leftarrow \alpha_j \\
\text{end if} \\
\text{end for} \\

C Supplemental material of experiments

Table 4: Step size parameters and number of iterations for the correction algorithm on the MNIST dataset.

| Norm | \( \lambda_1 \) | \( \lambda_2 \) | \( N_{\text{iter}} \) |
|------|----------------|----------------|----------------|
| BN   | 0.75          | 0.25          | 2              |
| FRN  | 0.25          | 0.5           | 1              |
| GN   | 0.5           | 0.5           | 1              |
Table 5: Classification accuracy in % on the corrupted CIFAR-10 dataset with corruption severity 5 averaged over 10 randomly initialized models. (c) indicates the model with the distribution correction enabled.

| noise type               | BN     | BN (c) | FRN   | FRN (c) | GN      | GN (c) |
|--------------------------|--------|--------|-------|---------|---------|--------|
| brightness               | 78.84±2.26 | 78.62±2.19 | 83.99±2.06 | 83.44±2.00 | 85.10±0.89 | 84.71±0.95 |
| contrast                 | 25.77±6.49 | 60.68±16.88 | 74.33±2.14 | 75.21±1.82 | 85.18±1.33 | 85.54±1.13 |
| defocus blur             | 84.12±11.13 | 64.42±13.92 | 67.64±2.55 | 67.54±2.99 | 73.95±1.71 | 73.91±1.41 |
| elastic                  | 62.14±17.26 | 60.3±16.42 | 65.96±1.46 | 65.2±1.48 | 70.35±0.67 | 69.21±0.98 |
| fog                      | 57.54±15.62 | 62.97±17.61 | 71.38±2.06 | 71.23±1.94 | 72.6±1.59 | 72.39±1.45 |
| frost                    | 50.15±12.12 | 57.32±15.12 | 64.19±2.37 | 64.37±2.21 | 69.59±2.55 | 70.5±1.42 |
| frosted glass blur       | 39.3±10.36 | 40.87±10.36 | 45.21±2.14 | 45.39±2.11 | 49.51±2.76 | 49.48±2.33 |
| gaussian blur            | 29.75±7.01 | 49.48±14.08 | 53.36±4.84 | 54.08±4.72 | 64.42±3.26 | 63.1±2.69 |
| gaussian noise           | 17.19±2.12 | 25.82±6.66 | 34.32±5.96 | 37.16±5.42 | 32.93±4.16 | 37.43±3.2 |
| impulse noise            | 25.97±6.44 | 34.88±7.23 | 41.01±2.48 | 44.36±3.83 | 44.89±3.82 | 46.11±5.21 |
| jpeg compression         | 62.45±11.41 | 58.32±13.75 | 62.62±0.71 | 62.31±0.59 | 68.42±1.34 | 66.84±1.39 |
| motion blur              | 51.35±13.82 | 62.13±17.09 | 70.39±1.85 | 70.37±1.76 | 77.25±1.50 | 76.18±1.28 |
| pixelate                 | 33.94±2.15 | 36.49±2.39 | 43.88±2.8 | 43.99±3.04 | 49.65±7.22 | 49.93±5.5 |
| saturation               | 77.04±22.54 | 77.25±22.2 | 85.59±0.54 | 85.01±0.52 | 85.94±0.59 | 85.13±0.68 |
| shift noise              | 33.23±8.28 | 43.8±11.54 | 52.1±7.96 | 54.31±4.39 | 51.13±4.31 | 54.33±3.03 |
| sine                     | 60.76±16.02 | 63.6±16.91 | 68.6±11.51 | 68.44±11.39 | 73.11±13.22 | 73.44±1.35 |
| spatter                  | 63.57±17.51 | 68.71±19.15 | 73.32±1.04 | 73.6±1.1 | 73.39±1.18 | 74.13±1.15 |
| speckle noise            | 37.19±3.75 | 45.2±11.66 | 53.29±4.24 | 54.88±3.78 | 51.94±3.71 | 54.27±1.68 |
| zoom blur                | 46.5±12.36 | 63.09±15.35 | 62.98±2.86 | 63.35±2.54 | 61.58±1.97 | 61.09±1.39 |
| identity                 | 83.82±24.44 | 82.51±23.85 | 87.82±0.38 | 87.42±0.46 | 89.05±0.81 | 88.37±0.84 |
| average                  | 49.18±12.91 | 56.78±15.19 | 62.21±1.43 | 63.57±1.41 | 66.99±1.33 | 67.48±1.15 |

Table 6: Classification accuracy in % on the corrupted ImageNet dataset with corruption severity 5. (c) indicates the model with the distribution correction enabled.

| noise type               | BN     | BN (c) | FRN   | FRN (c) | GN      | GN (c) |
|--------------------------|--------|--------|-------|---------|---------|--------|
| brightness               | 58.15% | 56.66% | 57.11% | 58.11%  | 58.32%  | 58.14%  |
| contrast                 | 5.38%  | 8.61%  | 5.11%  | 12.24%  | 26.39%  | 30.12%  |
| defocus blur             | 15.89% | 15.89% | 14.49% | 14.97%  | 15.95%  | 15.83%  |
| elastic                  | 14.90% | 16.85% | 18.31% | 18.58%  | 20.00%  | 20.35%  |
| fog                      | 44.66% | 47.85% | 39.35% | 43.25%  | 49.09%  | 56.84%  |
| frost                    | 26.38% | 29.99% | 26.35% | 30.09%  | 28.09%  | 31.86%  |
| frosted glass blur       | 12.97% | 10.99% | 11.68% | 12.83%  | 11.50%  | 12.30%  |
| gaussian blur            | 4.04%  | 7.19%  | 4.48%  | 5.71%   | 9.74%   | 10.98%  |
| gaussian noise           | 7.78%  | 9.01%  | 9.94%  | 10.65%  | 8.54%   | 9.02%   |
| impulse noise            | 4.36%  | 8.01%  | 5.19%  | 6.79%   | 10.70%  | 12.85%  |
| jpeg compression         | 42.73% | 41.3%  | 30.64% | 31.22%  | 39.58%  | 39.14%  |
| motion blur              | 7.29%  | 11.26% | 13.97% | 14.95%  | 14.27%  | 14.98%  |
| pixelate                 | 51.64% | 50.72% | 49.28% | 50.05%  | 51.57%  | 54.26%  |
| saturation               | 49.22% | 50.62% | 51.48% | 51.15%  | 55.18%  | 52.97%  |
| shot noise               | 5.37%  | 8.55%  | 9.27%  | 7.84%   | 10.06%  | 12.08%  |
| sine                     | 20.65% | 22.36% | 26.58% | 28.89%  | 29.19%  | 28.38%  |
| spatter                  | 30.49% | 32.38% | 32.64% | 34.56%  | 35.27%  | 36.38%  |
| speckle noise            | 10.01% | 19.58% | 19.08% | 18.06%  | 22.63%  | 23.80%  |
| zoom blur                | 24.14% | 25.18% | 24.08% | 23.38%  | 23.94%  | 24.83%  |
| average                  | 25.31% | 24.82% | 25.43% | 25.06%  | 27.17%  | 28.38%  |