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ABSTRACT
Scalability of graph neural networks remains one of the major challenges in graph machine learning. Since the representation of a node is computed by recursively aggregating and transforming representation vectors of its neighboring nodes from previous layers, the receptive fields grow exponentially, which makes standard optimization techniques ineffective. Various approaches have been proposed to alleviate this issue, e.g., sampling-based methods and techniques based on pre-computation of graph filters.

In this paper, we take a different approach and propose to use graph coarsening for scalable training of GNNs, which is generic, extremely simple and has sublinear memory and time costs during training. We present extensive theoretical analysis on the effect of using coarsening operations and provides useful guidance on the choice of coarsening methods. Interestingly, our theoretical analysis shows that coarsening can also be considered as a type of regularization and may improve the generalization. Finally, empirical results on real world datasets show that, simply applying off-the-shelf coarsening methods, we can reduce the number of nodes by up to a factor of ten without causing a noticeable downgrade in classification accuracy.
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1 INTRODUCTION
In the recent few years, graph neural network (GNN) has emerged as a major tool for graph machine learning [3, 7, 11, 17, 20, 21, 25, 30, 37], which has found numerous applications in scenarios with explicit or implicit graph structures, e.g., [13, 22, 31, 32, 38, 42, 44]. Despite the tremendous success, the difficulty of scaling up GNNs to large graphs remains one of the main challenges, which limits their usage in large-scale industrial applications. In traditional machine learning settings, the loss function of the model can be decomposed into the individual sample contributions, and hence stochastic optimization techniques working with mini-batches can be employed to tackle training set that is much larger than the GPU memory. However, GNN computes the representation of a node recursively from its neighbors, making the above strategy non-viable, as the loss corresponding to each sample in a ℓ-layer GNN depends on the subgraph induced by its ℓ-hop neighborhood, which grows exponentially with ℓ. Therefore, full-batch gradient descent is often used for training GNNs [20, 37], but this does not scale to large graphs due to limited GPU memory.

Recently, a large body of research work studies this issue and various techniques have been proposed to improve the scalability of GNNs. One prominent direction is to decouple the interdependence between nodes hence reducing the receptive fields. Pioneered by [17], layer-wise sampling combined with mini-batch training has proved to be a highly effective strategy, and since then, several follow-up works try to improve this baseline with optimized sampling process, better stochastic estimations, and other extensions [4, 5, 10, 33, 47]. Another related technique is based on subgraph sampling, which carefully samples a small subgraph in each training iteration and then simply performs full-batch gradient descent on this subgraph [8, 43]. In practice, performing random sampling from a large graph in each epoch requires many random accesses to the memory, which is not friendly to GPUs [33].

A second approach is largely motivated by [39], in which the authors show that removing the nonlinear activations in GCN [20] does not affect the accuracy by much on common benchmarks. The resulting model is simply a linear diffusion process followed by a classifier. Then the diffusion process can be precomputed and stored, after which the classifier can be trained with naive stochastic optimization. Recently, this idea is extended to more general propagation rules akin to personalized Pagerank, and highly scalable algorithms for pre-computing the propagation process are investigated [2, 6]. Although such methods often perform better than sampling-based techniques on popular benchmarks [6], they only
Our Contributions. In this paper, we investigate a simple and generic approach based on graph coarsening. In a nutshell, our method first applies an appropriate graph coarsening method, e.g., [27], which outputs a coarse graph with much smaller number of nodes and edges; then trains a GNN on this coarse graph; finally transfers the trained model parameters of this smaller model to the GNN defined on the original graph for making inference. Since, the training is only done on a much smaller graph, the training time and memory cost are sublinear, while all previous methods have time complexity at least linear in the number of nodes [6]. Moreover, full-batch gradient descent can be applied, which not only avoids doing random sampling on a large graph repeatedly, but is also much simpler than previous techniques, since any GNN model can be applied directly without changing the code. Our contributions are summarized as follows.

(1) A new method based on graph coarsening for scaling up GNN is proposed, which is generic, extremely simple and has sublinear training time and memory without using sampling.

(2) Extensive theoretical analysis is presented. We analyze the effect of coarsening operations on GNNs quantitatively and provides useful guidance on the choice of coarsening methods. Interestingly, our theoretical analysis shows that coarsening can also be considered as a type of regularization and may improve the generalization, which has been further verified by the empirical results.

(3) Empirical studies on real world datasets show that, simply applying off-the-shelf coarsening methods, we can reduce the number of nodes by up to a factor of ten without causing a noticeable downgrade in classification accuracy. We remark that our methods and existing ones mentioned above are complementary techniques, and can be easily combined to tackle truly industrial-scale graphs.

2 PRELIMINARIES

2.1 Graph and Matrix Notations
In this paper, all graphs considered are undirected. A graph with node feature is denoted as $G = (V, E, X)$, where $V$ is the vertex set, $E$ is the edge set, and $X \in \mathbb{R}^{n \times d}$ is the feature matrix (i.e., the $i$-th row of $X$ is the feature vector of node $v_i$). Let $n = |V|$ and $m = |E|$ be the number of vertices and edges respectively. We use $A \in \{0, 1\}^{n \times n}$ to denote the adjacency matrix of $G$, i.e., the $(i, j)$-th entry in $A$ is 1 if and only if their is an edge between $v_i$ and $v_j$. The degree of a node $v_i$, denoted as $d_i$, is the number of edges incident on $v_i$. The degree matrix $D$ is a diagonal matrix and the its $i$-th diagonal entry is $d_i$.

For a $d$-dimensional vector $x$, $\|x\|_2$ is the Euclidean norm of $x$. We use $x_i$ to denote the $i$-th entry of $x$, and $\text{diag}(x) \in \mathbb{R}^{d \times d}$ is a diagonal matrix such that the $i$-th diagonal entry is $x_i$. We use $A_i$ and $A_j$ to denote the $i$-th row and column of $A$ respectively, and $A_{ij}$ for the $(i, j)$-th entry of $A$. We use $\|A\|_2$ to denote the spectral norm of $A$, which is the largest singular value of $A$, and $\|A\|_F$ for the Frobenius Norm, which is $\sqrt{\sum_{i,j} A_{ij}^2}$. The trace of a square matrix $A$ is denoted by $\text{Tr}(A)$, which is the sum of the diagonals in $A$. It is well-known that $\text{Tr}(A)$ is equal to the sum of its eigenvalues. For notational convenience, we always write $A_P \triangleq P^T A P$ for any matrix $P$ with the same number of rows as $A$.

2.2 Graph Laplacian and Graph Fourier Transformation

The Laplacian matrix of a graph $G$ is defined as $L_G = D − A$; when the underlying graph $G$ is clear from the context, we omit the subscript and simply write $L$. A key property of $L$ is that its quadratic form measures the “smoothness” of a signal w.r.t. the graph structure, and thus is often used for regularization purposes. More formally, for any vector $x \in \mathbb{R}^n$, it is easy to verify that

$$x^T L x = \sum_{i,j} A_{ij} (x_i − x_j)^2 = \sum_{(i,j) \in E} 0 (x_i − x_j)^2.$$  \hspace{1cm} (1)

Here, $x$ can be viewed as a one-dimensional feature vector and $x^T L x$ measures the smoothness of features across edges. This can be extended to multi-dimensional features. For any matrix $X \in \mathbb{R}^{n \times d}$, where $X_i$ is the feature of the $i$-th node, then we have

$$\sum_{(i,j) \in E} \|X_i − X_j\|^2 = \sum_{i,j} A_{ij} \|X_i − X_j\|^2 = \text{Tr}(X^T L X).$$  \hspace{1cm} (2)

In many applications, the symmetric normalized version of $L$, i.e., $D^{−1/2}L^{−1/2}$, is the right matrix to consider, which is denoted as $N$. Since $N$ is real symmetric, it can be diagonalized and it is known that all its eigenvalues are in the range [0, 2]. Let $0 = \lambda_1 \leq \cdots \leq \lambda_n \leq 2$ be the eigenvalues of $N$ with corresponding eigenvectors $u_1, \cdots, u_n$ and let $N = U \Lambda U^T = \sum_{i=1}^n \lambda_i u_i u_i^T$ be the eigen-decomposition. In graph signal processing, given an $n$-dimensional discrete signal $x \in \mathbb{R}^n$, its Graph Fourier Transformation (GFT) is $\hat{x} = U^T x$ [20]. The corresponding eigenvalue of a Fourier mode is the frequency. From this perspective, the orthogonal projector to the low-frequency eigenspace acts as a low-pass filter, which only retains contents in the lower frequencies; on the other hand, a projector to the high-frequency space is a high-pass filter.

2.3 Graph Neural Networks

In each layer of a GNN, the representation of a node is computed by recursively aggregating and transforming representation vectors of its neighboring nodes from the last layer. One special case is the Graph Convolutional Network (GCN) [20], which aims to generalize CNN to graph-structured data. Kipf and Welling [20] define graph convolution (GC) as $Z = (\bar{D}^{−1/2} \bar{A} \bar{D}^{−1/2} W)$, where $A = A + I$, $D = D + I$, and $W$ is a learnable parameter matrix. GCNs consist of multiple convolution layers of the above form, with each layer followed by a non-linear activation. In [21], the authors propose APPNP, which uses a propagation rules inspired from personalized Pagerank. More precisely, the APPNP model is defined as follows:

- $Z^{(1)} = H \triangleq f(X, W)$, where $f(X, W)$ is a neural network with parameter set $W$.
- $Z^{(k+1)} = (1 - \beta) \bar{D}^{−1/2} \bar{A} \bar{D}^{−1/2} Z^{(k)} + \beta H$, where $\beta \in (0, 1]$ is a hyperparameter.

3 OUR METHOD

3.1 Graph Coarsening

Given a graph $G = (V, E, X)$, the coarse graph is a smaller weighted graph $G' = (V', E', X', W)$ with edge weights $W$. Denote $n' \triangleq$. 
Algorithm 1 Training GNN with Graph Coarsening

Input: $G = (V, E, X)$; Labels $Y$; Model $\text{GNN}_G(W)$; Loss $\ell$;
Output: Output trained weight matrix $W^*$

1. Apply a graph coarsening algorithm on $G$, and output a normalized partition matrix $P$.
2. Construct the coarse graph $G'$ using $P$.
3. Compute the feature matrix of $G'$ by $X' = P^TX$.
4. Compute the labels of $G'$ by $Y' = \arg \max(P^TY)$.
5. Train parameter $W$ to minimize the loss $\ell(\text{GNN}_G(G', Y'))$ to obtain an optimal weight matrix $W^*$.
6. return $W^*$;

Graph convolution on the coarse graph. We define the convolution operation on $G'$ as

$$Z = (D_p + C)^{-1/2}(A_p + C)(D_p + C)^{-1/2}X'W.$$

Here we add $C$ instead of $I$ as in [20] to reflect the relative size of each super-node, for which we will give a theoretical justification in Section 4. Also, this definition includes the standard GC as a special case, i.e., when there is no coarsening, then $C = I$. By definitions of $P$ and $C$, we have

$$\hat{A}_p = P^T\hat{A}P = P^T(A + I)P = A_p + I = C'_{-1/2}A_pC'_{-1/2} + I,$$

$$\hat{D}_p = P^T\hat{D}P = P^TD_p + I = C'_{-1}(D_p + C'_{-1}).$$

Since $D_p$ is diagonal, $\hat{D}_p$ is further simplified to $C'_{-1}D_p + I = C'_{-1}(D_p + C)$. Then the coarse graph convolution is equivalent to

$$Z = \hat{D}_p^{-1/2}\hat{A}_p\hat{D}_p^{-1/2}X'W,$$

which looks more similar to the standard GC.

4 THEORETICAL FOUNDATIONS

Note that, when $\beta \to 0$, the propagation step of APPNP is the same as GCN. So one can think of GCN as a model which stacks multiple single-step APPNP models, interlaced by non-linear activations. In this section, we provide rigorous analysis on how APPNP behaves on the coarse graph, present theoretical guarantees on the approximation errors of different coarsening methods, and make interesting connections to existing graph coarsening schemes. We first provide a variational characterization of APPNP, from which we derive APPNP on the coarse graph.

4.1 A Characterization of APPNP

Let $Z^{(t)}$ be the output of the $t$-th layer in APPNP. It can be shown that $Z'$ converges to the solution to a linear system, see e.g., [21, 45].

**Proposition 1.** $Z^{(\infty)}$ is the solution to the linear system

$$\left(I - (1 - \beta)\tilde{A}_p\tilde{D}_p^{-1/2}\right)Z = \beta H \triangleq f(X, W).$$

It is known that the above linear system is non-singular (in fact positive definite) when $\beta$ is strictly positive [9], and thus the solution exists and is unique. It is a standard fact in numerical optimization that the solution to such a linear system is the optima of some convex quadratic optimization problem.
We will show that applying graph coarsening is roughly equivalent to putting a special constraint on APPNP. Therefore, coarsening can also be considered as a type of regularization and may improve the generalization, which is verified by our empirical results.

**Proposition 2.** Let $Y^*$ be the optima of the following quadratic optimization problem:

$$ \min_{Y \in \mathbb{R}^{n \times k}} (1 - \beta) \text{Tr} \left( Y^T L Y \right) + \beta \| \tilde{D}^{1/2} Y - H \|_F^2. $$ \hfill (5)

Then $Z^* = \tilde{D}^{1/2} Y^*$ is the unique solution to (4).

Let $L'$ be the Laplacian of the coarse graph. APPNP on the coarse graph corresponds to an optimization problem of the same form except $L$ is replaced by $L'$. With this perspective, we can quantitatively analyze the effect of replacing $L$ with $L'$ in APPNP. Of course the quadratic variational representation is not unique, and similar formulations have been used to derive label and feature propagation schemes [14, 45, 46].

In (5), the optimization problem is unconstrained. To motivate graph coarsening, we generalize it to the constrained case, where we require $Y \in C \subseteq \mathbb{R}^{n \times k}$ for some constraint set $C$, i.e.,

$$ \min_{Y \in C} (1 - \beta) \text{Tr} \left( Y^T L Y \right) + \beta \| \tilde{D}^{1/2} Y - H \|_F^2. $$ \hfill (6)

We will show that applying graph coarsening is roughly equivalent to putting a special constraint $C$ on APPNP. Therefore, coarsening can also be considered as a type of regularization and may improve the generalization, which is verified by our empirical results.

**Possible Choices of $C$.** The canonical example of $C$ is a set of matrices whose columns are within some $k$-dimensional subspace with $k < n$. More precisely, let $V \in \mathbb{R}^{n \times k}$ be an orthonormal basis of the $k$-dimensional subspace, then $C = \{ Y : Y = VR, \text{for some } R \in \mathbb{R}^{k \times k} \}$. Different choices of $C$’s give rise to different variants of APPNP, e.g., one could encode sparsity, rank, and general norm constraints in $C$, which may be highly useful depending on the tasks and datasets at hand. For the graph coarsening purpose, we will only focus on the case where $C$ is a subspace. Nevertheless, being subspaces has already included many interesting special cases. For instance, when $C$ is the eigenspace of the normalized Laplacian $\mathcal{N}$ corresponding to small eigenvalues, then it acts as a low-pass filter; on the other hand, when $C$ consists of eigenvectors with high eigenvalues, then it is a high-pass filter.

### 4.2 Subspace Constraints and Dimensionality Reduction

In this subsection, we show that subspace constraints will benefit computation, as we essentially only need to solve a lower-dimensional problem. From now on, $C$ is always a linear subspace of dimension $k$, and let $V \in \mathbb{R}^{n \times k}$ be an orthonormal basis of $C$. As a result, (6) can be rewritten as

$$ \min_{Y : Y = VR \text{ for some } R \in \mathbb{R}^{k \times k}} (1 - \beta) \text{Tr} \left( Y^T L Y \right) + \beta \| \tilde{D}^{1/2} Y - H \|_F^2. $$ \hfill (7)

Thus, we only need to solve a lower-dimensional problem

$$ R^* = \arg \min_{R \in \mathbb{R}^{k \times k}} (1 - \beta) \text{Tr} \left( R^T V^T L V R \right) + \beta \| \tilde{D}^{1/2} V R - H \|_F^2. $$ \hfill (8)

The optima of (7) can be recover via $Y = VR$. Let $L_V = V^T L V$, which is an $k \times k$ matrix and thus much smaller than $L$, similarly let $A_V = V^T A V$, $\tilde{A}_V = V^T \tilde{A} V = A_V + I$, $D_V = V^T D V$ and $\tilde{D}_V = V^T \tilde{D} V = D_V + I$.

**Theorem 4.1.** Let $R^*$ be the optima of the quadratic optimization problem (8). Then $Z^* = \tilde{D}_V^{1/2} R^*$ is the unique solution to the linear system

$$ \left( I - (1 - \beta) \tilde{D}_V^{1/2} \tilde{A}_V \tilde{D}_V^{1/2} \right) Z = \beta \tilde{D}_V^{1/2} V^T \tilde{D}_V^{1/2} F. $$

**Proof.** By taking the gradient of (8) and set it to 0, we have

$$ (D_V + I - (1 - \beta)(A_V + I)) R^* = \beta V^T \tilde{D}_V^{1/2} F $$

By rearranging the terms, it implies

$$ \tilde{D}_V^{1/2} (D_V^{1/2} - (1 - \beta) \tilde{A}_V) R^* = \beta V^T \tilde{D}_V^{1/2} F. $$

Multiply both sides by $\tilde{D}_V^{1/2}$ and reparameterize $Z^* = \tilde{D}_V^{1/2} R^*$,

$$ \left( I - (1 - \beta) \tilde{A}_V \tilde{D}_V^{1/2} \right) Z^* = \beta \tilde{D}_V^{1/2} V^T \tilde{D}_V^{1/2} F $$

which proves the lemma.

One should see the resemblance between the above equation and (4), and thus we may approximately solve $Z^*$ using the same propagation rule.

**Corollary 4.2.** Consider the propagation rule:

- $Z^{(1)} = H' \triangleq \tilde{D}_V^{1/2} V^T \tilde{D}_V^{1/2} H$,
- $Z^{(k+1)} = (1 - \beta) \tilde{D}_V^{1/2} \tilde{A}_V \tilde{D}_V^{1/2} Z^{(k)} + \beta H'$.

Then, $Z^k$ converges to $Z^*$.

This is almost the same as APPNP, but now the dimension, i.e., the size of the symmetric propagation matrix $\tilde{D}_V^{1/2} \tilde{A}_V \tilde{D}_V^{1/2}$ is $k$ by $k$, which is smaller than that in the original APPNP.

Unfortunately, now the time to compute the propagation matrix, $\tilde{D}_V^{1/2} \tilde{A}_V \tilde{D}_V^{1/2}$, is $O(nk^2)$ which is expensive for moderately large $k$. Note the original propagation matrix $\tilde{D}_V^{1/2} \tilde{A}_V \tilde{D}_V^{1/2}$ can be computed in time $O(m)$, and for sparse graph this is only $O(n)$. Moreover, $\tilde{D}_V^{1/2} \tilde{A}_V \tilde{D}_V^{1/2}$ is a dense matrix, which requires $O(k^2)$ space to store and in each propagation, the time complexity is $O(k^2 h)$, where $h$ is the size of feature vectors in $Z^{(1)}$. In comparison, for sparse graphs, $\tilde{D}_V^{1/2} \tilde{A}_V \tilde{D}_V^{1/2}$ only requires $O(m)$ space and each propagation takes $O(mh)$ time. Therefore, unless the reduction ratio is extremely high, say reduce from $10^6$ to $10^3$, the computational costs and space usage could increase significantly, which defeats the purpose of graph coarsening in the first place.

### 4.3 Sparse Projections and Graph Coarsening

To overcome the above issues, we restrict the orthonormal matrix $V$ to be sparse. In this paper, we will only consider the family of normalized partition matrices of size $n \times k$ (see Section 3.1 for the definitions), denoted as $P$. Given a target constraint subspace $C$ and its orthonormal basis $V$, we will first find a matrix $P \in \mathcal{P}$ that is close to $V$ and then replace $V$ with $P$ in (8). Since $P$ is also an orthonormal matrix, we can apply Corollary 4.2 directly. Therefore, for this surrogate quadratic objective, the propagation rule become

1. $Z^{(1)} = H := \tilde{D}_P^{1/2} p^T \tilde{D}_P^{1/2} F$,
2. $Z^{(k+1)} = (1 - \beta) \tilde{D}_P^{1/2} \tilde{A}_P \tilde{D}_P^{1/2} Z^{(k)} + \beta H$.

The above propagation converges to some $R$ close to $R^*$ (8), as long as $P \approx V$. How to find such a $P$ will be discussed in the
following subsections. Recall that $\hat{A}_p = A_p + I = p^T A P + I$; and $
abla P = P^T D P + I$ is still a diagonal matrix. Note when $P = I$, i.e., there is no coarsening, this recovers APPNP. Moreover, the propagation matrix $\tilde{D}_p^{-1/2} \hat{A}_p \tilde{D}_p^{-1/2}$ is exactly the graph convolution we defined for coarse graph in Section 3.2. Now since $P$ contains one non-zero entry per row, the time complexity to compute $\tilde{D}_p^{-1/2} \hat{A}_p \tilde{D}_p^{-1/2}$ is $O(m)$, which is $O(n)$ for sparse graph. The number of non-zero entries in $\tilde{D}_p^{-1/2} \hat{A}_p \tilde{D}_p^{-1/2}$ is $m'$, i.e., the number of super-edges in $G'$. Then the space to store it is $O(m')$ and the time complexity to compute each propagation is $O(m' h)$. Thus, the time and space complexity in the forward pass are improved by a factor of $\frac{m}{m'}$ over the original graph, and note $m'$ could be much smaller than $m$ as each super-edge corresponds to many edges in the original graph. More importantly, the number of nodes is reduced from $n$ to $n'$. So, the space and time complexity in backpropagation are improved by a factor of $\frac{m'}{m}$.

4.4 Nuclear Norm Error, k-Means, and Spectral Clustering

From the above discussion, the main question left is how to efficiently compute a partition matrix $P$ which is a good approximation to the target orthonormal matrix $V$. In this subsection, we provide suitable metrics to quantify the approximation error and give efficient and effective approximation algorithms.

Our goal is to find a matrix $P \in \mathcal{P}$ whose column space is close to the space spanned by $V$. Since both $P$ and $V$ are orthonormal, so if $P$ is close to $V$, then $P^T V$ should be close to identity. Hence, one natural error metric is the distance between $P^T V$ and $I$. Since $P^T V$ is not symmetric in general, it is more convenient to measure the distance between $V^T P P^T V$ and $I$, or $\|V^T P P^T V - I\|$ for some matrix norm $\| \cdot \|$. We next show that, when the matrix norm is chosen to be the nuclear norm (denoted as $\| \cdot \|_F$), i.e., the sum of singular values, the problem is equivalent to $k$-means clustering.

**Theorem 4.3.** Let $S = \{v_1, \ldots, v_n\}$ be a set of $n$ points, where $v_i$ is the $i$-th row of $V$. Let $Cost(P)$ be the $k$-means cost of the partition induced by $P$ with respect to $S$. Then we have $\|I - V^T P P^T V\|_1 = Cost(P)$ for all $P \in \mathcal{P}$.

**Proof.** First observe that the matrix $I - V^T P P^T V$ is positive semidefinite, and therefore

$$\|I - V^T P P^T V\|_1 = Tr\left(I - V^T P P^T V\right). \quad (9)$$

Moreover,

$$Tr\left(I - V^T P P^T V\right) = Tr\left(V^T V - V^T P P^T V\right) = Tr\left(V^T V - 2 V^T P P^T V + V^T P P^T V\right) = Tr\left((P P^T V - V)^T (P P^T V - V)\right) = \|P P^T V - V\|_F^2.$$

where in the last equality, we use the fact that $\|A\|_F = Tr(A^T A)$ for any $A$. Together with (9), we have

$$\|I - V^T P P^T V\|_1 = \|P P^T V - V\|_F^2. \quad (10)$$

The r.h.s. of (10) is exactly the $k$-means cost of the partition induced by $P$. To see this, let $C_1, \ldots, C_k$ be the clusters of points in this partition, i.e., $v_i \in C_j$ if $P_{ij} \neq 0$, then the corresponding $k$-means cost of this partition is

$$Cost(P) = \sum_{j=1}^k \sum_{v \mid v \in C_j} \|v - g_j\|_2^2, \quad (11)$$

where $g_j$ is the centroid of the $j$-th cluster. Recall the definition of $\hat{P}$ (with $P = \hat{P} c^{-1/2}$), which is the unnormalized partition matrix.

Then $g_j = \frac{1}{|C_j|} \sum_{v \mid v \in C_j} v = \frac{1}{c} \hat{P}^T V$. Therefore,

$$Cost(P) = \sum_{j=1}^k \sum_{v \mid v \in C_j} \|v - \frac{1}{c} \hat{P}^T V\|_2^2 = \frac{1}{c} \sum_{i=1}^n \|v_i - \frac{1}{c} \hat{P}_i^T V\|_2^2 = \|P P^T V - V\|_F^2.$$

By (10), we have $Cost(P) = \|I - V^T P P^T V\|_1$ for all normalized partition matrix $P \in \mathcal{P}$, which proves the Lemma.

We have the following simple corollary.

**Corollary 4.4.** $P^* = \arg \min_{P \in \mathcal{P}} \|I - V^T P P^T V\|_1$, if and only if the partition induced by $P^*$ has optimal $k$-means cost w.r.t. $S$.

**Connection to Spectral Clustering.** From the above corollary, to obtain a good approximation $P$ in terms of nuclear norm, it is equivalent to solve the $k$-means problem w.r.t. $V$. Note that when $V$ consists of the $k$ eigenvectors of the normalized Laplacian $\mathcal{L}$ with lowest eigenvalues, then applying $k$-means to $V$ is the spectral clustering algorithm. Thus, in this paper, we provide an alternative explanation of the role of $k$-means in spectral clustering algorithms.

For sparse graphs, the time to compute the $k$ lowest eigenvectors will be dominated by the complexity of $k$-means computation. In the worst case, the $k$-means problem is known to be NP-hard, and approximation algorithms are used in practice, e.g., Lloyd’s algorithm [26], which takes $O(k n d)$ time per iteration, where $d$ is the dimension of each points. For spectral clustering $d = k$. Therefore, spectral clustering does not scale well to large graphs for our application, since $k$, the number of clusters, will be quite large compared to typical graph clustering scenarios. We next investigate a relaxed error norm, and make a connection to a recent work of Loukas [27] on graph coarsening.

4.5 Spectral Norm Error

In the above subsection, we measure the error of $P$ w.r.t. $V$ by $\|I - V^T P P^T V\|_1$, which is the sum of singular values; next we relax this to the spectral norm $\|I - V^T P P^T V\|_2$, i.e., the maximum singular value. We have

$$\|I - V^T P P^T V\|_2 = \max_{x \mid \|x\|_2 = 1} \|x^T (V^T V - V^T P P^T V)x\| = \max_{x \mid \|x\|_2 = 1} \|x^T Vx - x^T V P P^T Vx\| = \max_{x \mid \|x\|_2 = 1} \|Vx\|_2^2 - \|P P^T Vx\|_2^2.$$


Note that \( y = Vx \) has norm 1 for any unit-norm \( x \), and thus \( \{ y : y = Vx, \forall x \text{ s.t. } \|x\|_2 = 1 \} \) is the set of all unit vector in the subspace spanned by \( V \), i.e., \( C \). Thus we have

\[
\|I - V^T P P^T V\|_2 = \max_{y \in C, \|y\|_2 = 1} \left\| \frac{y - \langle y, P P^T y \rangle}{\|y\|_2^2} \right\|_2
\]

\[
= \max_{y \in C} \left\| \frac{y - \langle y, P P^T y \rangle}{\|y\|_2^2} \right\|_2 = \max_{y \in C} \|y - P P^T y\|_2^2 = \max_{y \in C} \|y\|_2^2.
\]

where the last equality is from Pythagorean theorem (since \( P P^T \) is an orthogonal projection). This is essentially equivalent to the Grassmannian distance between two subspaces, which is defined as \( \|P P^T - VV^T\|_2 \). The equivalence proof is nontrivial and can be found in the book [19] (Theorem 6.34).

The above error measure is independent on the underlying graph. In many graph applications, it is often more suitable to use a generalized Euclidean norm \( \|\cdot\|_2 \), i.e., \( \|x\|_2 = x^T L x \), where \( L \) is the Laplacian of the graph. Using this generalized norm in (12), we will consider the following graph dependent error metric:

\[
\max_{y \in C} \frac{\|y - P P^T y\|_2^2}{\|y\|_2^4}.
\]

It is still difficult to efficiently compute an partition matrix \( P \) that minimize the above objective. Fortunately, this objective has been studied in [27] recently (see Definition 11 in [27]), and the author proposed efficient approximation algorithms for the case when \( V \) is the first \( k \) eigenvectors. Moreover, several effective heuristics are discussed and tested empirically on real world datasets.

In our experiments, the coarsening algorithms from [27], which aim to minimize (13), perform better than spectral clustering. We believe this is mainly due to the generalized Euclidean norm used. Next, we provide a theoretical explanation on this.

**Theorem 4.5.** Suppose \( \max_{y \in C} \frac{\|y - P P^T y\|_2^2}{\|y\|_2^4} \leq \varepsilon_1 < 1 \), then we have for any \( y \in C \), there exists \( x \in \mathbb{R}^k \) such that

\[
\|LT y - x^T P^T L P x\|_2 \leq 3\varepsilon_1 \|y\|_2^2.
\]

**Proof.** Given \( y \), we simply set \( x = P P^T y \). Then,

\[
\sqrt{y^T L y} - \sqrt{x^T P^T L P x}
\]

\[
= \sqrt{y^T L y} - \sqrt{x^T P P^T L P P^T y}
\]

\[
= \|L^{1/2} y\|_2 - \|L^{1/2} P P^T y\|_2
\]

\[
\leq \|L^{1/2} (y - P P^T y)\|_2 \quad \text{Triangle inequality}
\]

\[
= \|y - P P^T y\|_4 \quad \text{By assumption}
\]

Equivalently, \( (1 - \varepsilon) \|y\|_4 \leq \sqrt{x^T P^T L P x} \leq (1 + \varepsilon) \|y\|_4 \), which implies \( (1 - \varepsilon)^2 \|y\|_2^2 \leq x^T P^T L P x \leq (1 + \varepsilon)^2 \|y\|_2^2 \). Since \( (1 - \varepsilon)^2 = 1 - 2\varepsilon + \varepsilon^2 \geq 1 - 2\varepsilon \) and \( (1 + \varepsilon)^2 = 1 + 2\varepsilon + \varepsilon^2 \leq 1 + 3\varepsilon \), the theorem follows from the above inequalities. \( \Box \)

Similarly, if we have \( \max_{y \in \text{span}(P)} \frac{\|y - VV^T y\|_2}{\|y\|_2} \leq \varepsilon_1 < 1 \), we can also prove that, for any \( x \in \mathbb{R}^k \), there exists \( y \in C \) such that

\[
\|y^T L y - x^T P^T L P x\|_2 \leq 3\varepsilon_1 \|P x\|_2^2.
\]

For graph coarsening, we essentially replace the graph regularization term \( E(y) = y^T L y, y \in C \) in (6) by \( E(x) = x^T P^T P x, x \in \mathbb{R}^k \). So if the two conditions holds simultaneously, this replacement does not change the optimization problem by much, and the resulting embedding should be similar, which is qualitatively verified in the experiments.

## 5 RELATED WORK

To overcome the scalability issue of training GNNs, Layer-wise sampling combined with mini-batch training has been extensively studied [4, 5, 10, 17, 33, 47]. Subgraph sampling for scaling up GNNs, which sample a small subgraph in each training iteration and perform full-batch training on this subgraph, is also explored recently [8, 43]. The authors in [33] study the problem of how to reduce the sampling frequency in aforementioned sub-sampling approaches. Edge sampling is also used as effective tool for tackling oversmoothing [34]. Another approach focuses on how to simplify the models without sacrificing, in particular, to decouple the graph diffusion process from the feature transformation. In this way, the diffusion process can be pre-computed and stored, after which the classifier can be trained with naive stochastic optimization[2, 6, 39]. [35] propose a method to pre-compute and store graph convolutional filters of different size. Graph reduction techniques have been used to speed up combinatorial problems [15, 29]. Graph reduction with spectral approximation guarantees are studied in [18, 23, 27]. Recently, graph coarsening has been applied to speedup graph embedding algorithms [12, 16, 24]. As far as we are aware, this is the first work applying graph coarsening to speedup the training of GNNs in the semi-supervised setting.

## 6 EXPERIMENTS

In this section, we evaluate the performance of our method on two representative GNN architectures, namely GCN and APPNP: GCN has a structure with interlacing layers of graph diffusion and feature transformation, and APPNP decouples feature transformation from the diffusion. We compare the effect of different coarsening ratios on GCN and APPNP, including the full-graph training. We also test the effect of several representative graph coarsening methods.

### 6.1 Experimental Setup

**Data splits.** The results are evaluated on five real world networks Cora, Citeseer, Pubmed, Coauthor Physics and DBLP [1, 20, 36] for semi-supervised node classification. Refer to the appendix for more details of the five datasets. For Cora, Citeseer, and Pubmed, we use the public split from [41], which is widely used in the literature. In particular, the training set contains 20 labeled nodes per class, with an additional validation set of 500 and accuracy is evaluated on a test set of 1,000 nodes. For the other two datasets, the performance is tested on random splits [36], where 20 labeled nodes per class are selected for training, 30 per class for validation, and all the other nodes are used for testing. Moreover, we also test the performances
Table 1: Summary of results in terms of mean classification accuracy and standard deviation (in percent) over 20 runs on different datasets. The coarsening ratios of GCN and APPNP are $c = [0.7, 0.5, 0.3, 0.1]$ for each dataset respectively. The highest accuracy for each model in each column is highlighted in bold.

| Method   | Cora     | Citeseer | Pubmed  | Coauthor Physics | DBLP |
|----------|----------|----------|---------|------------------|------|
|          | 5 Fixed  | 5 Fixed  | 5 Fixed | 5 Fixed          | 5    |
| GCN      | 67.5±4.8 | 81.5±0.6 | 57.3±3.7 | 71.1±0.7         | 67.4±5.6 | 79.0±0.6 | 91.2±2.1 | 93.7±0.6 | 61.5±4.8 | 72.6±2.3 |
| GCN (c=0.7) | 67.9±4.3 | 82.3±0.6 | 57.5±5.9 | 71.8±0.4         | 68.3±5.2 | 78.9±0.4 | 91.0±1.9 | 93.8±0.6 | 61.4±5.0 | 72.1±2.1 |
| GCN (c=0.5) | 68.8±4.6 | 82.7±0.5 | 57.7±5.3 | 72.0±0.5         | 68.9±4.4 | 78.5±0.3 | 91.5±2.0 | 93.7±0.7 | 61.8±4.8 | 72.7±2.0 |
| GCN (c=0.3) | 69.4±4.5 | 81.7±0.5 | 58.1±5.2 | 71.4±0.3         | 68.7±4.2 | 78.4±0.4 | 90.8±2.3 | 93.4±0.6 | 64.8±5.2 | 74.5±1.9 |
| GCN (c=0.1) | 67.6±5.1 | 77.8±0.7 | 58.3±6.3 | 71.1±0.4         | 68.5±5.2 | 78.3±0.5 | 87.8±3.6 | 91.5±1.4 | 67.9±5.6 | 76.0±2.1 |
| APPNP    | 72.8±3.8 | 83.3±0.5 | 59.4±4.5 | 71.8±0.5         | 70.4±4.9 | 80.1±0.2 | 92.0±1.6 | 94.0±0.6 | 72.9±4.2 | 79.0±1.1 |
| APPNP (c=0.7) | 73.9±4.6 | 83.9±0.8 | 59.7±4.3 | 71.8±0.6         | 70.7±5.5 | 80.4±0.3 | 92.3±1.6 | 93.7±0.8 | 72.0±4.5 | 78.7±1.3 |
| APPNP (c=0.5) | 73.4±4.3 | 83.7±0.7 | 60.4±4.8 | 72.0±0.5         | 71.2±5.0 | 79.6±0.3 | 91.8±1.9 | 93.9±0.5 | 72.3±4.0 | 79.1±1.2 |
| APPNP (c=0.3) | 73.1±3.5 | 82.5±0.6 | 60.9±5.7 | 71.6±0.4         | 70.6±5.3 | 78.4±0.7 | 91.7±1.5 | 93.6±0.6 | 72.7±4.2 | 79.7±1.0 |
| APPNP (c=0.1) | 70.8±4.9 | 80.2±0.8 | 60.7±5.8 | 71.8±0.5         | 70.4±4.9 | 77.3±0.5 | 88.6±3.3 | 91.0±1.2 | 72.1±5.8 | 79.0±1.7 |

Figure 1: The Memory Usage of APPNP and coarse APPNP.

on each dataset under few label rates. We also evaluate in the few-shot regime, where, for each dataset, the training and validation set both have 5 labeled nodes per class, and the test set consists of all the rest. All the results are averaged over 20 runs and standard deviations are reported.

Implementation details. For the original GCN and APPNP, we follow the settings suggested in the previous papers [28, 36] for hyperparameters. In addition, we tune the hyperparameter of models for better performance on Coauthor Physics and DBLP. For the fairness of comparison, our models use the same network architectures as baselines. For evaluating the effect of different coarsening ratios, we report the results of variation neighborhoods coarsening; see [27] for the detail. During the coarsening process, we remove super-nodes with mixed labels from the training set and the validation set, and also remove unlabeled isolated nodes. The detailed hyperparameter settings are listed in appendix.

6.2 Results and Analysis

Table 1 presents the node classification accuracy and standard deviation of different coarsening ratios. The memory usages are summarized in Figure 1.

Performance of GCN. Our results demonstrate that coarse GCN achieves good performance across five datasets under different experimental settings. In most cases, the coarsening operation will not reduce the accuracy by much. Interestingly, the best result for all settings (except for the public split on Pubmed) is not achieved on full-graph training. This verifies our hypothesis on the regularization effect of graph coarsening. It is also observed that, when the coarsening ratio is 0.3, the performance of GCN is competitive against full-graph training; actually, the performance is improved on 7 out of 10 settings. Even when the graph is reduced by 10 times, the performance is still comparable and in 6 out of 10 cases, the accuracy is higher than or the same as using full-graph training.

Performance of APPNP. For APPNP, we observe similar phenomena as for GCN, even though the performance gain is not as noticeable as that on GCN. The results clearly are clearly consistent with our theoretical analysis.

Memory Usage. Figure 1 shows the memory usage of APPNP with different coarsening ratios; The memory usages of GCN are very similar to APPNP, and thus we omit the results on GCN. Compared with the size of the input tensor, the space occupied by the parameters is very small, so the proportion of the space occupied by the coarse APPNP is close to the coarsening rate.

Visualization. We provide visualizations of the output layer with t-SNE for qualitative analyses. Here, we present the visualization results with different coarsening ratios on Cora in Figure 2, where nodes with the same color are from the same class. We clearly observe that, even though the number of nodes are different for each coarsening ratio, the overall distribution of node embeddings is quite similar across all ratios. This qualitatively verifies the theoretical analysis on the approximation quality of graph coarsening.

6.3 Studies on Different Coarsening Methods

Here we also study the efficacy of different coarsening methods for the proposed framework. We test the classification performance of four coarsening methods discussed in [27] together with spectral clustering on Cora and DBLP. The four coarsening methods from [27] are Variation Neighborhoods, Variation Edges, Algebraic JC
Table 2: Summary of results in terms of accuracy, standard deviation and coarsening time (secs) with different coarsening methods.

| Dataset | Coarsening Method       | c=0.7               | c=0.5               | c=0.3               |
|---------|-------------------------|---------------------|---------------------|---------------------|
|         | GCN                     | APPNP               | Time                | GCN                 | APPNP               | Time                |
| Cora    | Spectral Clustering     | 82.2±0.5            | 83.2±0.4            | 23.4                | 81.5±0.7            | 82.5±0.5            | 16.3                | 79.4±0.5            | 80.2±1.3            | 10.0                |
|         | Variation Neighborhoods | 82.3±0.6            | 83.9±0.8            | 2.0                 | 82.7±0.5            | 83.7±0.7            | 1.3                 | 81.7±0.5            | 82.5±0.6            | 2.1                 |
|         | Variation Edges         | 82.3±0.5            | 83.6±0.6            | 0.3                 | 82.2±0.5            | 83.9±0.5            | 0.5                 | 80.0±0.4            | 81.1±0.7            | 0.6                 |
|         | Algebraic JC            | 81.9±0.7            | 82.9±0.7            | 0.3                 | 81.6±0.6            | 83.5±0.6            | 0.5                 | 82.2±0.5            | 82.5±0.7            | 0.7                 |
|         | Affinity GS             | 81.4±0.4            | 83.3±0.4            | 2.3                 | 82.0±0.7            | 83.7±0.6            | 3.2                 | 81.2±0.6            | 81.9±1.1            | 3.7                 |
| DBLP    | Spectral Clustering     | 71.5±2.2            | 78.9±1.0            | 720.6               | 72.8±1.9            | 78.7±0.9            | 492.2               | 73.7±1.8            | 77.4±1.3            | 273.5               |
|         | Variation Neighborhoods | 72.1±2.1            | 78.7±1.3            | 8.3                 | 72.7±2.0            | 79.1±1.2            | 9.4                 | 74.5±1.9            | 79.7±1.0            | 12.6                |
|         | Variation Edges         | 72.3±2.4            | 78.9±1.0            | 2.8                 | 73.4±1.9            | 79.1±1.2            | 4.3                 | 74.2±1.7            | 79.5±1.2            | 6.2                 |
|         | Algebraic JC            | 72.5±2.3            | 78.6±1.6            | 3.0                 | 73.1±2.0            | 78.3±1.1            | 5.5                 | 74.0±1.7            | 79.1±1.2            | 7.3                 |
|         | Affinity GS             | 73.2±2.1            | 79.2±1.6            | 135.7               | 73.9±1.7            | 79.6±0.7            | 199.6               | 75.3±1.6            | 79.9±1.1            | 225.9               |

Figure 2: Visualization of embeddings with t-SNE.

and Affinity GS. In order to compare fairly, we use the same network structure and hyperparameters.

Table 2 shows the result of different coarsening methods. Except for spectral clustering, there is no obvious difference between other coarsening methods. Compared with other methods, Variation Neighborhoods has best overall testing accuracies, and the coarsening time of variation neighborhoods is also acceptable. Variation Edge and Algebraic JC are competitive in classification accuracies, and their computational time is faster than Variation Neighborhoods. The time of spectral clustering is high mainly because the number of clusters in the $k$-means steps is large, and we can observe that the time goes down as the coarsening ratio gets lower.

7 CONCLUSION

In this paper, we propose a different approach, which use graph coarsening, for scalable training of GNNs. Our method is generic, extremely simple and has sublinear training time and space. We present rigorous theoretical analysis on the effect of using coarsening operations and provides useful guidance on the choice of coarsening methods. Interestingly, our theoretical analysis shows that coarsening can also be considered as a type of regularization and may improve the generalization. Finally, empirical results on real world datasets show that, simply applying off-the-shelf coarsening methods, we can reduce the number of nodes by up to a factor of ten without causing a noticeable downgrade in classification accuracy. To sum up, this paper adds a new and simple technique in the toolbox for scaling up GNNs; from our theoretical analysis and empirical studies, it proves to be highly effective.
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A APPENDIX

Here we describe more details about the experiments to help in reproducibility.

Datasets. See Table 3 for a concise summary of the five datasets. The nodes in the networks are documents, each having a sparse bag-of-words feature vector; the edges represent citation links between documents.

Table 3: Summary of the datasets used in our experiments

| Dataset         | Nodes | Edges  | Features | Classes |
|-----------------|-------|--------|----------|---------|
| Cora            | 2,708 | 5,429  | 1,433    | 7       |
| Citeseer        | 3,327 | 4,732  | 3,703    | 6       |
| Pubmed          | 19,717| 44,338 | 500      | 3       |
| Coauthor Physics| 34,493| 247,962| 8,415    | 5       |
| DBLP            | 17,716| 52,867 | 1,639    | 4       |

Hyperparameters. For the coarse GCN, we use Adam optimizer with learning rates of $[0.01, 0.01, 0.01, 0.001, 0.01]$ and a $L_2$ regularization with weights $[0.0005, 0.0005, 0.0005, 0, 0.0005]$. The number of training epochs are $[60, 200, 200, 200, 50]$ and the early stopping is set to 10. For the coarse APPNP, $\alpha$ is set to $[0.1, 0.1, 0.1, 0.1, 0.05]$ and the number of layers is set to $[10, 10, 10, 20, 20]$ respectively. We use Adam optimizer with learning rates of $[0.01, 0.01, 0.01, 0.0005, 0.01]$ and a $L_2$ regularization with weights $[0.0005, 0.0005, 0.0005, 0, 0.0005]$. The number of training epochs are $[200, 200, 200, 500, 200]$ and the early stopping is set to $[10, 10, 10, 10, 0]$. The source code can be found in https://github.com/szzhang17/Scaling-Up-Graph-Neural-Networks-Via-Graph-Coarsening.

Configuration. All the models are implemented in Python and PyTorch Geometric. Experiments are conducted on an NVIDIA 2080 Ti GPU, Intel(R) Core(TM) i7-10750H CPU@2.60GHz and Intel(R) Xeon(R) Silver 4116 CPU@2.10GHz.