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Abstract

Although the fully connected Ising model does not have a length scale, we show that the critical exponents for thermodynamic quantities such as the mean magnetization and the susceptibility can be obtained using finite size scaling with the scaling variable equal to $N$, the number of spins. Surprisingly, the mean value and the most probable value of the magnetization are found to scale differently with $N$ at the critical temperature of the infinite system, and the magnetization probability distribution is not a Gaussian, even for large $N$. Similar results inconsistent with the usual understanding of mean-field theory are found at the spinodal. We relate these results to the breakdown of hyperscaling and show that hyperscaling can be restored by increasing $N$ while holding the Ginzburg parameter rather than the temperature fixed, or by doing finite size scaling at the pseudocritical temperature where the susceptibility is a maximum for a given value of $N$. We conclude that finite size scaling for the fully connected Ising model yields different results depending on how the mean-field limit is approached.
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I. INTRODUCTION

Mean-field approaches to phase transitions are useful for several reasons. Two of the most important are that they provide a simple way of understanding the nature of critical phenomena [1], and they are good approximations for systems with long-range interactions and for systems with large molecules [2, 3]. Despite the work of Kac and collaborators [4], who defined the applicability of mean-field theories in a mathematically precise manner, mean-field approximations are still approached in different ways. These different approaches can be confusing because they can produce different results for the same system. A common approach is to assume that the probability distribution of the order parameter is a Gaussian. Another common approach is to consider a system at its upper critical dimension.

In this paper we investigate another often used approach of understanding mean-field systems and compare this approach to other ways of doing mean-field theory. We consider the fully connected Ising model for which every spin interacts with every other spin. The Hamiltonian of the fully connected Ising model is given by [5–8]

\[ H = -J_N \sum_{i>j, j=1}^{N} \sigma_i \sigma_j - h \sum_{i=1}^{N} \sigma_i, \]

where \( \sigma_i = \pm 1 \) and \( h \) represents the external magnetic field. The interaction strength \( J_N \) is rescaled so that the total interaction energy of a given spin remains the same as \( N \) is changed. We take

\[ J_N = \frac{qJ}{N-1}, \]

with \( q = 4 \). This choice of \( q \) yields the mean-field critical temperature \( T_{c,\infty} = 4 \), the value of the critical temperature for a square lattice in the limit \( N \to \infty \). We have chosen units such that \( J/k = 1 \), with \( k \) equal to the Boltzmann constant. The fully connected Ising model is sometimes referred to as the “mean-field” [9], “infinitely coordinated” [10, 11], or “infinite range” [12] Ising model.

The standard approach to finite size scaling yields numerical values of the critical exponents by determining how various quantities change with the linear dimension \( L \) at the critical temperature of the infinite system [13–15]. The finite size scaling relations for the
Ising model with finite-range interactions include

\[ \overline{m} \sim L^{-\beta/\nu}, \]
\[ \chi \sim L^{\gamma/\nu}, \]

where \( \overline{m} = |M|/N \), \(|M|\) is the absolute value of the magnetization of the system, the overbar denotes the ensemble average, \( \chi \) is the susceptibility per spin, \( N \) is the number of spins, and \( \beta, \gamma, \) and \( \nu \) are the usual critical exponents [1]. The exponents at the mean-field critical point are given by

\[ \gamma = 1, \beta = 1/2, \text{ and } \nu = 1/2, \]

which yields \( \overline{m} \sim L^{-1} \) and \( \chi \sim L^{2} \) if we assume the system can be described by mean-field theory at or above the upper critical dimension.

Because the fully connected Ising model has no length scale, the linear dimension \( L \) is not defined. One simple way to determine how \( \overline{m} \) and \( \chi \) change with \( N \) at the critical temperature is to assume that its critical exponents are the same as the nearest-neighbor Ising model in four dimensions, the upper critical dimension [16]. Given this assumption we can write \( N \sim L^{4} \), and hence [17]

\[ \overline{m} \sim N^{-1/4}, \]
\[ \chi \sim N^{1/2}. \]

We stress that we will not assume that \( N \sim L^{4} \) to obtain any of our results in the following, and we make this assumption here only to motivate our investigation and simply note that this assumption is only one way of doing finite size scaling for mean-field systems.

As pointed out in Refs. [18] and [19], the properties of the Ising model in four dimensions and the predictions of other approaches are not always the same. Hence, it is desirable to determine the finite size scaling behavior of various properties of the fully connected Ising model directly. We will find that finite size scaling at the critical temperature of the infinite fully connected Ising model yields results that are inconsistent with both the assumption of a Gaussian probability distribution and several results at the upper critical dimension.
Fig. 1. Log-log plot of \( \bar{m} \), the mean value of the absolute magnetization per spin, versus \( N \), the number of spins, at the critical temperature of the infinite fully connected Ising model, \( T_{c,\infty} = 4 \) computed using the exact density of states in Eq. (8). The slope from a least squares fit to \( \bar{m} \) for \( 10^5 \leq N \leq 2 \times 10^7 \) is \(-0.2502\), which is consistent with Eq. (6).

II. NUMERICAL RESULTS FOR THE MEAN MAGNETIZATION AND THE SUSCEPTIBILITY

The exact density of states \( g(M) \) of the fully connected Ising model is given by

\[
g(M) = \frac{N!}{n!(N-n)!},
\]

where \( n = (N + M)/2 \) is the number of up spins. The probability that the system has magnetization \( M \) is proportional to

\[
P(M) = g(M)e^{-E/T},
\]

with the energy \( E \) given by

\[
E = \frac{JN}{2}(N - M^2) - hM.
\]

Note that the density of states depends only on \( M \). We will refer to \( P(M) \) in Eq. (9) as a probability, although \( P(M) \) is not normalized.

We can evaluate \( \chi \) and \( m \) numerically as a function of \( N \) using the exact density of states in Eq. (8). The only numerical limitation is associated with the rapid increase of \( g(M) \) with increasing \( N \). Our calculations for \( N \leq 2 \times 10^6 \) use infinite precision integer arithmetic. Five
FIG. 2. Log-log plot of $\chi$, the susceptibility per spin, versus $N$ at $T = T_{c,\infty}$ for $N \leq 2 \times 10^7$ computed using the exact density of states in Eq. (8). The slope from a least squares fit to $\chi$ for $10^5 \leq N \leq 2 \times 10^7$ is 0.5000, consistent with Eq. (7).

thousand digits were retained for $2 \times 10^6 < N \leq 2 \times 10^7$. The two numerical approaches give consistent results for $N = 2 \times 10^6$.

Our numerical results for the $N$ dependence of $\overline{m}$ and $\chi$ are shown in Figs. 1 and 2, respectively, and are consistent with Eqs. (6) and (7).

III. MOST PROBABLE VALUE OF THE MAGNETIZATION

We can derive analytical expressions for the $N$-dependence of various quantities using the exact density of states. The usual treatment of the fully connected Ising model is based on determining the value of $M$ that maximizes $P(M)$. If we use Stirling’s formula, $\ln x! \approx x \ln x - x$, we find for large $N$ that

$$\frac{d \ln P(M)}{dM} \approx \frac{1}{2} \ln \left(\frac{N - n}{n}\right) + \beta(qJM + h) = 0. \quad (11)$$

Equation (11) yields the usual mean-field result $m = \tanh \beta(qJm + h)$.

To find the $N$-dependence of $M$ at $T = T_{c,\infty}$ we keep the next term in Stirling’s formula, $\ln x! \approx x \ln x - x + \ln \sqrt{2\pi x}$, so that $d \ln x! / dx \approx \ln x + 1/2x$. In this approximation we obtain

$$\frac{d \ln P(M)}{dM} \approx \frac{1}{2} \ln \left(\frac{1 - m}{1 + m}\right) + \frac{m}{N} \frac{1}{1 - m^2} + \frac{\beta qJm}{1 - 1/N} + \beta h = 0. \quad (12)$$
We let $h = 0$ and keep terms to first-order in $1/N$ and third-order in $m$. The result is

$$-m - \frac{m^3}{3} + \frac{m}{N}(1 + m^2) + \beta q J m \left(1 + \frac{1}{N}\right) = 0. \quad (13)$$

For $\beta q J = 1$ ($T = T_{c,\infty}$), several terms cancel, and we obtain [20]

$$m^2 \sim \frac{6}{N} \quad (N \gg 1). \quad (14)$$

We see from Eq. (14) that $m \sim N^{-1/2}$, in apparent contradiction with Eq. (6). However, the variable $m$ in Eq. (14) is the most probable value of the magnetization rather than its mean value. Hence, the mean value and the most probable value of the magnetization scale differently with $N$ at $T = T_{c,\infty}$, behavior that is inconsistent with our usual understanding of mean-field.

In Fig. 3 we plot the $N$-dependence of $\tilde{m}$, the most probable (positive) value of $m$, as determined numerically from Eqs. (8)–(10). We see that the $N$-dependence of $\tilde{m}$ is consistent with

$$\tilde{m} \sim N^{-1/2} \quad \text{(most probable value at } T = T_{c,\infty}). \quad (15)$$

FIG. 3. The $N$-dependence of $\tilde{m}$, the most probable value of $m$, at $T = T_{c,\infty}$ as determined from Eqs. (8)–(10). The slope from a least squares fit to $\tilde{m}$ for $10^5 \leq N \leq 2 \times 10^7$ is 0.4997, consistent with the $N$-dependence of the analytical result in Eq. (14).
IV. THE PROBABILITY DISTRIBUTION

A plot of $P(m)$ for $N = 100$ and $N = 800$ as determined from Eqs. (8)–(10) at $T = T_{c,\infty}$ is given in Fig. 4. Note that $P(m)$ is not a Gaussian and the maxima of $P(m)$ are at $|m| > 0$. To emphasize that the behavior of $P(m)$ at $T = T_{c,\infty}$ is qualitatively different than at other temperatures, we plot $P(M)$ for $T = 3$, $T = T_{c,\infty} = 4$, and $T = 5$ in Fig. 5. We see that $P(M)$ has a single maximum for $T > T_{c,\infty}$ and has two maxima at $M \neq 0$ for $T < T_{c,\infty}$.

One way to characterize $P(m)$ is to compute the reduced fourth-order (Binder) cumulant, which is defined as [21]

$$U_4 = 1 - \frac{m^4}{3m^2}.$$  \hspace{1cm} (16)

We use Eqs. (8)–(10) to compute $U_4$ and find that, as expected, $U_4 \approx 0$ for $T = 5$, and hence $P(m)$ is well approximated by a single Gaussian for $T > T_{c,\infty}$ and large $N$. Similarly, for $T = 3$ we find that $U_4 \approx 2/3$, which implies that $P(m)$ is well approximated as a sum of two Gaussians [22]. At $T = T_{c,\infty}$ we find that $U_4 \approx 0.2706$ for $N = 2 \times 10^7$, and hence at the critical temperature of the infinite system $P(m)$ is not well approximated by a Gaussian, even for large $N$. We also note that $U_4 \approx 0.4948$ at $T = T_{c,N}$, the pseudocritical temperature at which the susceptibility for a given $N$ is a maximum.
FIG. 5. Plot of $P(M)$ at $T = 5$, $T = T_{c,\infty} = 4$, and $T = 3$ for $N = 800$. As expected, $P(M)$ has a single maximum for $T > T_{c,\infty}$ and two maxima at $M \neq 0$ for $T < T_{c,\infty}$.

It is interesting to compare the behavior of $\tilde{m}$ and $P(m)$ for the fully connected Ising model to their behavior in the nearest-neighbor Ising model at the critical temperature of the infinite system. As shown in Fig. 6(a), the maxima of $P(m)$ for the nearest-neighbor Ising model at $T = T_c = 2/\ln(1 + \sqrt{2})$ as obtained from a Monte Carlo simulation are not at $m = 0$ [23]. However, the most probable and mean values of the magnetization both scale as $L^{-1/8}$ in two dimensions [see Fig. 6(b)], in contrast to their different scaling behavior in the fully connected Ising model.

V. THE GINZBURG PARAMETER AND THE RESTORATION OF HYPERSCALING

The different scaling behavior of the mean magnetization and the most probable magnetization in the fully connected Ising model implies that hyperscaling does not hold. As discussed in Ref. 2, hyperscaling is not satisfied by mean-field theories, but hyperscaling is restored if the Ginzburg parameter, $G$, is held constant as the critical point is approached [2, 24].

The definition of the Ginzburg parameter follows from the well known Ginzburg criterion for the applicability of mean-field theory [25]. This criterion requires that the fluctuations of the order parameter be small compared to its mean value, that is, $G^{-1} = \xi^d \chi/\xi^{2d} m^2 \ll 1$, where
FIG. 6. Monte Carlo results for the nearest-neighbor Ising model at the critical temperature of the infinite system, $T_c = 2/\ln(1 + \sqrt{2})$. (a) The probability $P(M)$ for linear dimension $L = 64$ and $10^8$ Monte Carlo steps per spin. Note the existence of maxima at $M \approx \pm 2872$. (b) Log-log plot of the maxima of $P(m)$ for $m > 0$ as a function of $L$. The slope is approximately 0.128, consistent with $\beta = 0.125$, the critical exponent for the mean magnetization.

where $\xi$ is the correlation length and $d$ is the spatial dimension. In the limit $G \to \infty$ the system is described exactly by mean-field theory. The system is near-mean-field for $G \gg 1$ but finite.

To determine the dependence of $G$ on $N$ and $\epsilon = |T - T_{c,\infty}|/T_{c,\infty}$, we use the mean-field dependence of $\bar{m}$ and $\chi$ implied by the exponents in Eq. (5) and obtain $G = \xi^d \epsilon^2$ [2]. Because $N \sim \xi^d$, the Ginzburg parameter for the fully connected Ising model is given (up to a numerical constant) by

$$G = N \epsilon^2.$$  

(17)

We can show analytically that $\bar{m}$ scales as $N^{-1/4}$ if $G$ is held constant. We substitute $T = T_{c,\infty}(1 + \epsilon)$ in Eq. (13), assume that $\epsilon = -(G/N)^{1/2}$ with $G$ a constant and $T < T_{c,\infty}$, and rewrite Eq. (13) to leading order in $1/N$ as

$$-m - \frac{m^3}{3} + \frac{m}{1 - (G/N)^{1/2}} = 0,$$  

(18)

where $qJ/T_{c,\infty} = 1$. If we let $[1 - (G/N)^{1/2}]^{-1} \approx 1 + (G/N)^{1/2}$, we obtain

$$\bar{m} = 3^{1/2} \left(\frac{G}{N}\right)^{1/4} \sim N^{-1/4}. \quad \text{(constant Ginzburg parameter)}$$  

(19)
FIG. 7. Plot of the Ginzburg parameter \( G = N\epsilon_N^2 \) with \( \epsilon_N = (T_{c,\infty} - T_{c,N})/T_{c,\infty} \) versus log \( N \). The pseudocritical temperature, \( T_{c,N} \), corresponds to the temperature at which \( \chi \) is a maximum for a given \( N \). The smallest value of \( \epsilon_N \) is \( 2.8 \times 10^{-4} \) for \( N = 2 \times 10^7 \). A least squares fit of \( G(N) \) for \( N \leq 10^2 \) yields \( G(N) \approx -0.3000 + 0.6484 \log N \). The plot suggests that \( G \) is increasing no faster than \( \log N \) for larger values of \( N \).

From Eq. (13) we see that the scaling of \( \tilde{m} \) is determined by the way the coefficient of the linear term in \( m \) vanishes. Instead of working at the critical temperature of the infinite system, we determine how \( \tilde{m} \) scales with \( N \) at the pseudocritical temperature \( T_{c,N} \). To that end we define \( \epsilon_N = (T_{c,\infty} - T_{c,N})/T_{c,\infty} \), and note that the coefficient of the linear term in Eq. (13) can be written as \( \epsilon_N + T_{c,\infty}/NT_{c,N} \).

We can show that hyperscaling is apparently restored if finite size scaling is done at \( T_{c,N} \) \cite{26}. We compute \( T_{c,N} \) numerically using Eqs. (8)–(10). The corresponding results for the Ginzburg parameter \( G = N\epsilon_N^2 \) versus log \( N \) are shown in Fig. 7. We see that \( G \) is a slowly increasing function of log \( N \) for large \( N \) and is increasing no faster than log \( N \) for large \( N \). We were unable to fit the \( N \)-dependence of \( G \) to a simple analytical form in the range \( 10^6 \leq N \leq 2 \times 10^7 \) and were unable to distinguish between \( G \) approaching a constant as \( N \to \infty \) or \( G \) increasing indefinitely, albeit less than logarithmically. This behavior is consistent with logarithmic corrections to the mean-field behavior of quantities such as \( \chi \) obtained by renormalization group calculations for the Ising model in four dimensions \cite{26, 27}.

In Fig. 8 we show the \( N \)-dependence of \( \overline{m} \) and \( \tilde{m} \) computed at \( T = T_{c,N} \), the values of \( T \) corresponding to the pseudocritical point. Least squares fits to \( \tilde{m} \) and \( \overline{m} \) yield slopes of \(-0.2496\) and \(-0.2494\), respectively, consistent with \( \tilde{m}, \overline{m} \sim N^{-1/4} \), and the apparent restoration of hyperscaling if finite size scaling is done at the pseudocritical temperature.
FIG. 8. Log-log plot of \( \tilde{m} \) (open circles) and \( m \) (filled circles) versus log \( N \) for \( N \leq 2 \times 10^7 \) at the pseudocritical temperature corresponding to the values of \( G \) shown in Fig. 7. The slopes from a least squares fit in the range \( 10^5 \leq N \leq 2 \times 10^7 \) of \( \tilde{m} \) and \( m \) are \(-0.2496\) and \(-0.2494\), respectively, consistent with \( \tilde{m}, m \sim N^{-1/4} \), and the restoration of hyperscaling.

We conclude that \( G \) is increasing sufficiently slowly with \( N \) for \( N \leq 2 \times 10^7 \) so that we cannot distinguish numerically between the results of constant \( G \) or possible corrections.

We also investigated the \( N \)-dependence of the specific heat \( C \) at both \( T_{c,N} \) and \( T_{c,\infty} \). We find that \( C \) is a slowly increasing function of \( N \) at both temperatures and the \( N \)-dependence, and we unable to fit the \( N \)-dependence of \( C \) to a simple analytic function. Hence, we are unable to conclude if \( C \) is approaching a constant as is predicted by mean-field theory or if there are logarithmic corrections.

VI. ANALYTICAL CALCULATION OF THE MEAN MAGNETIZATION

To calculate the scaling behavior of \( \overline{m} \) at \( T = T_{c,\infty} \), we expand \( \ln P(m) \) in a Taylor series in \( m - \tilde{m} \), where \( \tilde{m} \) is the most probable value of \( m \) as given by Eq. (14). We have

\[
\ln P(m) \approx \ln P(\tilde{m}) + \frac{1}{2} (m - \tilde{m})^2 \frac{d^2 \ln P(m)}{dm^2} \bigg|_{m=\tilde{m}} + \frac{1}{3!} (m - \tilde{m})^3 \frac{d^3 \ln P(m)}{dm^3} \bigg|_{m=\tilde{m}} + \frac{1}{4!} (m - \tilde{m})^4 \frac{d^4 \ln P(m)}{dm^4} \bigg|_{m=\tilde{m}}.
\]

In analogy to the form of the free energy in Landau-Ginzburg theory, we will need to keep terms only to fourth-order in \( (m - \tilde{m})^4 \) [28]. We also expect that the second and third
derivatives of $\ln P(m)$ to both approach zero as $N \to \infty$ and $(d^4 \ln P(m)/dm^4)_{m=\tilde{m}}$ to be independent of $N$.

We have to leading order in $1/N$ that

$$
\frac{d^2 \ln P(m)}{dm^2} = -\frac{1}{1 - m^2} + \frac{\beta q J}{1 - 1/N} + \frac{1 + m^2}{N (1 - m^2)^2},
$$

and hence

$$
\frac{d^2 \ln P}{dm^2} \bigg|_{m=\tilde{m}} \approx -\frac{1}{1 - \tilde{m}^2} + 1 + \frac{1}{N} + \frac{1}{N} = -\frac{4}{N}.
$$

Note that $(d^2 \ln P/dm^2)_{m=\tilde{m}} < 0$, which is consistent with $\tilde{m}$ being the most probable value.

We also have to leading order that

$$
\frac{d^3 \ln P}{dm^3} \mbox{ and } \frac{d^4 \ln P}{dm^4} = -\frac{2}{(1 - m^2)^2}.
$$

Hence to leading order in $1/N$ we have

$$
\frac{d^3 \ln P}{dm^3} \bigg|_{m=\tilde{m}} \approx -2\left(\frac{6}{N}\right)^{1/2} \mbox{ and } \frac{d^4 \ln P}{dm^4} \bigg|_{m=\tilde{m}} \approx -2.
$$

We can interpret $\ln P(m)$ as the free energy per spin. Because $(d^2 \ln P(m)/dm^2)_{m=\tilde{m}}$ and $(d^3 \ln P(m)/dm^3)_{m=\tilde{m}}$ both go to zero as $N \to \infty$, we have from Eqs. (20) and (24) that [11]

$$
\bar{m} = \frac{1}{\int_0^1 e^{-N(m-\tilde{m})^4/12} dm} \quad (N \gg 1).
$$

We change variables to $x = (m - \tilde{m})(N/12)^{1/4}$ and keep only the leading order term in $N$. The upper limit of integration, $x_{\text{max}} = (1-\tilde{m})(N/12)^{1/4} \sim N^{1/4} \to \infty$ as $N \to \infty$. Similarly, the lower limit of integration $x_{\text{min}} = -\tilde{m}(N/12)^{1/4} \sim N^{-1/4} \to 0$ as $N \to \infty$. Hence, for large $N$ we obtain

$$
\bar{m} = \left(\frac{12}{N}\right)^{1/4} \frac{\int_0^\infty x e^{-x^4} dx}{\int_0^\infty e^{-x^4} dx} \approx 0.91N^{-1/4}.
$$

The leading correction to $\bar{m}$ in Eq. (26) is proportional to $N^{-1/2}$. Similar considerations yield the scaling behavior of $\chi$ given in Eq. (7).

It is easy to check that $(d^n \ln P(m)/dm^n)_{m=\tilde{m}}$ for $n > 4$ is either independent of $N$ ($n$ even) or proportional to $N^{-1/2}$ ($n$ odd), thus justifying the assumption in Eq. (20) that higher-order terms in the expansion of $\ln P(m)$ can be neglected.
The form of $\ln P(m)$ in Eq. (20) can be used to compute the cumulant defined in Eq. (16). The result is $U_4 \approx 0.271$ at $T = T_{c,\infty}$, which is consistent with the computed value of $U_4 = 0.2706$ using the exact density of states for $N = 2 \times 10^7$.

VII. SCALING AT THE SPINODAL

A. Simple scaling argument

Because the spinodal is a line of critical points, we expect that finite size scaling at the Ising spinodal proceeds similarly to our analysis at the Ising mean-field critical point. We assume that $T < T_{c,\infty}$ and vary the field $h$ near the spinodal field $h_s$. In terms of $\Delta h = (h - h_s)/h_s$ the usual scaling relations are [2]

$$\bar{\psi} \sim \Delta h^{1/2},$$
$$\chi \sim \Delta h^{-1/2},$$
$$\xi \sim \Delta h^{-1/4},$$

where the order parameter $\bar{\psi} = \bar{m} - m_s$ is related to the mean magnetization per spin near the spinodal, and $m_s$ is the value of the magnetization at the spinodal. We use Eq. (29) to obtain $\bar{\psi} \sim \xi^{-2}$ and $\chi \sim \xi^2$. If we assume the upper critical dimension to be six at the spinodal [29], we have $N \sim \xi^6$, and hence

$$\bar{\psi} \sim N^{-1/3}$$
$$\chi \sim N^{1/3}.$$ 

We will derive these results in the following without assuming that $N \sim \xi^6$ at the spinodal.

B. Numerical results

The numerical evaluation of the $N$-dependence of various quantities such as $\bar{\psi}$ and $\chi$ as a function of $N$ at $h = h_s$ using the exact density of states in Eq. (8) is more subtle than at the critical temperature because we must include only values of $M$ corresponding to the metastable state. To understand this restriction, imagine a Monte Carlo simulation of the fully connected Ising model at $T < T_{c,\infty}$ and magnetic field $h = h_0 > 0$. Because $h_0 > 0$, the
values of $M$ are positive. After equilibrium has been reached, we let $h \to -h_0$. If $h_0$ is not too large, the system will remain in a metastable state for a reasonable number of Monte Carlo steps per spin. To compute $\chi$ associated with the pseudospinodal (the spinodal is defined only in the limit $N \to \infty$ for the fully connected Ising model), we must include only those values of $M$ that are representative of the metastable state. As discussed in Ref. 12, the values of $M$ that may be included in thermal averages of the metastable state must satisfy the condition that $M \gtrsim M_{ip}$, where $M_{ip}$ is the value of $M$ at the inflection point of $P(M)$. We set $d^2 \ln P(M)/dM^2 = 0$ and use Eq. (21) to find that [12]

$$M_{ip} = \sqrt{N^2 \left(1 - \frac{1}{\beta q J}\right) + \frac{N}{\beta q J}}.$$  \hspace{1cm} (32)

We follow Ref. [30] and choose $T = 4T_{c,\infty}/9 = 16/9$. Hence $z = \beta q J = 9/4$ in Eq. (32). For this value of $z$ we obtain $h_s \approx 1.2704$ [31].

Our numerical results for $\chi$ at $h = h_s$ for increasing values of $N$ are shown in Fig. 9 using the exact density of states in Eq. (8) and values of $M > M_{ip}$. The slope of 0.335 is consistent with Eq. (31). Similarly, we find that a log-log plot of $\bar{\psi}$ versus $N$ yields a slope of $-0.334$ [see Fig. 10(a)] in agreement with Eq. (30). A log-log plot of the most probable value of $m$ near the spinodal yields the scaling behavior [see Fig. 10(b)]

$$\bar{\psi} \sim N^{-1/2}. \hspace{1cm} (33)$$

C. Analytical derivation

The analytical calculation of the $N$-dependence of $\bar{\psi}, \bar{\psi}$, and $\chi$ at the spinodal proceeds similarly to the derivation at the critical temperature. We can use Eq. (12) with $N \to \infty$ to show that the value of $m$ at the spinodal is given by $(1 - m_s^2)^{-1} - q \beta J = 0$, or

$$m_s = \sqrt{\frac{\beta q J - 1}{\beta q J}} = \sqrt{\frac{z - 1}{z}}. \hspace{1cm} (34)$$

The corresponding value of $h_s$ can be obtained by substituting $m = m_s$ into Eq. (12) in the limit $N \to \infty$.

To find the leading correction to the most probable value of $m$ near the spinodal, we
FIG. 9. Log-log plot of $\chi$, the susceptibility per spin, versus $N$ at $h = h_s$ and $T = 4T_{c,\infty}/9$ using the exact density of states in Eq. (8) and the requirement that $M \geq M_{ip}$. A least square fit for $10^5 \leq N \leq 2 \times 10^7$ yields a slope of 0.335, consistent with the exponent 1/3 in Eq. (31).

FIG. 10. (a) Log-log plot of the mean value of the order parameter, $\bar{\psi}$, versus $N$ at $h = h_s$ and $T = 4T_{c,\infty}/9$. The slope is $\approx -0.334$, which is consistent with Eq. (30). (b) Log-log plot of the most probable value of the order parameter, $\tilde{\psi}$, at $h = h_s$ and $T = 4T_{c,\infty}/9$. The slope is $\approx -0.523$, consistent with the exponent in Eq. (33). We see that the $N$-dependences of $\bar{\psi}$ and $\tilde{\psi}$ at the spinodal differ.

Substitute $m = m_s + \psi$ in Eq. (12) and assume that $\psi \ll m_s$ for $N \gg 1$. The result is

\[
\frac{d\ln P}{dm} \approx \frac{1}{2} \ln \frac{1 - m_s}{1 + m_s} + zm_s + \beta h_s - \frac{1}{1 - m_s^2} \psi - \frac{z}{(1 - m_s^2)^2} \psi^2
+ \frac{1}{N} \frac{m_s}{1 - m_s^2} + \frac{1}{N} \frac{1 + m_s^2}{(1 - m_s^2)^2} \psi + \frac{zm_s}{N} + \frac{z\psi}{N} = 0.
\]  

(35)
The sum of the first three terms on the right-hand side is zero. We will assume that \( \psi \sim N^{-1/2} \) and determine if this assumption is consistent with the solution to Eq. (35).

The terms proportional to \( N^{-1/2} \) are

\[
\left[-\frac{1}{1-m_s^2} + z\right] \psi,
\]

which sum to zero using Eq. (34). The terms proportional to \( N^{-1} \) include

\[
-\frac{m_s}{(1-m_s^2)^2}\psi^2 + \frac{1}{N} \frac{m_s}{1-m_s^2} + \frac{z m_s}{N},
\]

which also must sum to zero. The result for \( \psi^2 \) to order \( 1/N \) is

\[
\psi^2 = \frac{(1-m_s^2)^2}{N} \left[-\frac{1}{1-m_s^2} + z\right] = \frac{2}{Nz}.
\]

The quantity \( \psi \) in Eq. (38) represents the most probable value, which we write in the following as \( \tilde{\psi} \). Hence, we conclude that \( \tilde{\psi} \sim N^{-1/2} \), in agreement with the numerical result in Eq. (33) and the slope in Fig. 10(b).

Near the spinodal the Ginzburg parameter \( G_s \) is given by \( G_s = \xi^d \psi^2 / \chi \sim N \Delta h^{3/2} \) [2], where we have used Eqs. (29) and (31). In analogy to our discussion in Sec. V, we can show that \( \tilde{\psi} \sim N^{-1/3} \) if \( G_s \) is held fixed as \( \Delta h \) is varied at constant temperature.

Similarly, we find for large \( N \) at \( T = 4T_{c,\infty}/9 \) and \( h = h_s \) that

\[
\frac{d^2 \ln P}{dm^2} = -\frac{2m_s}{(1-m_s^2)^2}\psi \sim N^{-1/2},
\]

and

\[
\frac{d^3 \ln P}{dm^3} = -\frac{2m_s}{(1-m_s^2)^3} \sim N^0.
\]

We see that \( d^2 \ln P/dm^2 \sim N^{-1/2} \) and \( d^3 \ln P/dm^3 \) is independent of \( N \) in the limit \( N \to \infty \). Hence, we can show that \( \bar{\psi} \sim N^{-1/3} \) and \( \chi \sim N^{1/3} \) at the spinodal in agreement with Eqs. (30) and (31).

VIII. DISCUSSION

We have shown that finite size scaling done at \( T_{c,\infty} \), the critical temperature of the fully connected Ising model in the limit \( N \to \infty \), gives results that differ from our usual understanding of mean-field systems. In addition, we found that finite size scaling yields different results depending on how the mean-field limit is approached.
In particular, the Gaussian approximation often associated with mean-field theory does not hold at $T = T_{c,\infty}$, and the probability distribution of the magnetization is not a Gaussian, even in the limit $N \to \infty$. Also our results are inconsistent with the assumption that the scaling properties of the fully connected Ising model at the critical temperature of the infinite system are the same as the scaling properties of the nearest-neighbor Ising model (when $N$ is used as the scaling parameter) at the upper critical dimension, where hyperscaling is satisfied and the Ginzburg parameter is independent of the distance from the critical point and the spinodal.

The reason that the most probable value of the magnetization, $\tilde{m}$, and the mean value, $\bar{m}$, scale differently with $N$ at $T = T_{c,\infty}$ is that hyperscaling is not satisfied. However, the breakdown of hyperscaling does not affect the values of thermodynamic exponents such as $\beta$ and $\gamma$ [32]. In contrast, the most probable value of the magnetization is not a thermodynamic quantity and is affected. The breakdown of hyperscaling is consistent with results above the upper critical dimension where hyperscaling also does not hold if finite size scaling is done at the critical point of the infinite system [26]. To do finite size scaling so that hyperscaling is restored, it is necessary to keep the Ginzburg parameter constant as $N$ is increased. It is also possible to do finite size scaling at the pseudocritical temperature where the susceptibility is a maximum. In this case the Ginzburg parameter is either a constant or diverges more slowly than $\ln N$ for large $N$. Whether the latter dependence maintains hyperscaling or leads to logarithmic corrections cannot be determined from our numerical results.

To understand the different scaling behavior at $T = T_{c,\infty}$ and $T = T_{c,N}$, we return to Eq. (22) and interpret $\epsilon$ as the coefficient of the quadratic term in the free energy. Hence at $T = T_{c,\infty}$ we have

$$\epsilon_{\text{eff}} \sim -\frac{4}{N},$$

and the Ginzburg parameter $G = N\epsilon_{\text{eff}}^2 \sim 1/N$, leading to $\tilde{m} \sim N^{-1/2}$. In contrast, if $G$ is held constant, $\epsilon_{\text{eff}} \sim N^{-1/2}$, leading to $\tilde{m} \sim N^{-1/4}$. As shown in Fig. 7, $G$ appears to increase more slowly than $\ln N$ for large $N$ if finite size scaling is done at the pseudocritical temperature $T = T_{c,N}$, the temperature corresponding to the maximum of the susceptibility. Because logarithmic corrections do not change the scaling laws [1], we expect that corrections that are weaker than logarithmic will not affect the scaling of the most probable value of the magnetization. Hence, we conclude that $\tilde{m} \sim N^{-1/4}$ if finite size scaling is done at $T = T_{c,N}$.

It is remarkable that the fully connected Ising model, which is discussed in some un-
dergraduate textbooks because of its simplicity [8], still yields surprises. In particular, the behavior of the fully connected Ising model at the critical point differs from that of the long-range Ising model with the Kac form of the interaction. This conclusion is not surprising because the interaction between spins in the fully connected Ising model does not have the Kac form for which mean-field theory has been shown to be exact if the thermodynamic limit is taken before the range of the interaction is taken to infinity.

Our results are a reminder that the applicability of mean-field theories is subtle. A recent example is found in Ref. [18], where it was shown that the divergence of the specific heat of the long-range Ising model in one and two dimensions is neither mean-field nor has the exponents associated with the nearest-neighbor Ising model. We also note that experiments in systems that are well approximated by mean-field theory are not usually done at fixed Ginzburg parameter. Hence, the interpretation of experimental results for such systems should be done with caution.

ACKNOWLEDGMENTS

We thank Jon Machta and Jan Tobochnik for useful discussions and Ammar Tareen for preliminary work on the fully connected Ising model. We also thank Julien Vidal and Loïc Turban for bringing Refs. 10, 11, and 20 to our attention and the anonymous referees for useful comments. W.K. was supported by the DOE BES under grant number DE-FG02-95ER14498.

[1] H. E. Stanley, *Introduction to Phase Transitions and Critical Phenomena* (Oxford University Press, New York, 1971).
[2] W. Klein, H. Gould, N. Gulbahce, J. B. Rundle, and K. Tiamo, Phys. Rev. E 75, 031114 (2007).
[3] K. Binder, Phys. Rev. A 29, 341 (1984).
[4] M. Kac, G. E. Uhlenbeck, and P. C. Hemmer, J. Math. Phys. 4, 216 (1963).
[5] Daniel J. Amit, *Modeling Brain Function: The World of Attractor Neural Networks*, Cambridge University Press (1992).
[6] N. Persky, R. Ben-Av, I. Kanter, and E. Domany, Phys. Rev. E 54, 2351 (1996).
[7] Eric Bertin, *A Concise Introduction to the Statistical Physics of Complex Systems*, Springer (2011).

[8] H. Gould and J. Tobochnik, *Statistical and Thermal Physics*, Princeton University Press (2010), Sec. 5.10.5.

[9] See, for example, R. B. Griffiths, C.-Y. Weng, and J. S. Langer, Phys. Rev. 149, 301 (1966).

[10] R. Botet, R. Jullien, and P. Pfeuty, Phys. Rev. Lett. 49, 478 (1982).

[11] R. Botet and R. Jullien, Phys. Rev. B 28, 3955 (1983).

[12] N. Gulbahce, H. Gould, and W. Klein, Phys. Rev. E 69, 036119 (2004). The left-hand side in Eq. (15) of this paper should be \( \partial^2 \ln P / \partial^2 M \) and \( J \) on the right-hand side should be replaced by \( J_N \).

[13] M. N. Barber, *Finite-size Scaling, Phase Transitions and Critical Phenomena*, edited by C. Domb and J. Lebowitz (Academic Press, London, 1983), Vol. 8, p. 145

[14] *Finite-Size Scaling*, edited by J. L. Cardy (North-Holland, Amsterdam, 1988).

[15] *Finite Size Scaling and Numerical Simulation of Statistical Systems*, edited by V. Privman (World Scientific, Singapore, 1990).

[16] For arguments as to why \( L^4 \) can be replaced by \( N \) in the fully connected Ising model see R. S. Ellis, J. Machta, and P. T.-H. Otto, Ann. Appl. Prob. 20, 2118 (2010).

[17] References 10 and 11 show that if a thermodynamic quantity of a fully connected system scales as \( (T - T_{c,\infty})^{\alpha_{\text{MF}}} \), then it scales with \( N \) at \( T = T_{c,\infty} \) as \( N^{-\alpha_{\text{MF}} / \nu_{\text{MF}} d_c} \), where \( \nu_{\text{MF}} \) is the mean-field critical exponent associated with the correlation length and \( d_c \) is the upper critical dimension of the corresponding short-range system. They apply this prediction to the fully connected Ising model for which \( \nu_{\text{MF}} = 1/2 \) and obtain the scaling results in Eqs. (6) and (7). They also apply their argument to the fully connected spin 1/2 Heisenberg model and the fully connected quantum XY model in a transverse field.

[18] K. Liu, W. Klein, and C. A. Serino, arXiv:1301.6821.

[19] P. H. Lundow and K. Markström, Phys. Rev. E 80, 031104 (2009).

[20] C. Kittel and H. Shore, Phys. Rev. 138, A1165 (1965). The authors show that \( \bar{m} \sim N^{-1/2} \) and \( \bar{m} \sim N^{-1/4} \) in the molecular-field approximation, an approximation that is exact for the fully connected Ising model. They attribute the different dependences on \( N \) to the failure of the molecular-field approximation.

[21] K. Binder, Z. Phys. B: Condens. Matter 43, 119 (1981); Phys. Rev. Lett. 47, 693 (1981).
[22] M. S. S. Challa, D. P. Landau, and K. Binder, Phys. Rev. B 34, 1841 (1986).
[23] K. Binder, Phys. Procedia 7, 29 (2010).
[24] T. S. Ray and W. Klein, J. Stat. Phys. 53, 773 (1988).
[25] V. L. Ginzburg, Fiz. Tverd. Tela 2, 2031 (1960) [Sov. Phys. Solid State 2, 1824 (1960)].
[26] B. Berche, R. Kenna, and J.-C. Walter, Nucl. Phys. B 865, 115 (2012) show that hyperscaling can be extended beyond the upper critical dimension if finite size scaling is done at the pseudocritical point rather than at the critical point of the infinite system. See also R. Kenna and B. Berche, Europhys. Lett. 105, 26005 (2014).
[27] M. E. Fisher in Critical Phenomena, Lecture Notes in Physics, Vol. 186 (Springer, Berlin, 1983).
[28] We thank Jon Machta for pointing out this connection.
[29] C. Unger and W. Klein, Phys. Rev. B 29, 2698 (1984).
[30] D. W. Heermann, W. Klein, and D. Stauffer, Phys. Rev. Lett. 49, 1262 (1982).
[31] L. Monette and W. Klein, Phys. Rev. Lett. 68, 2336 (1992).
[32] The existence of hyperscaling affects only the scaling relations invoking the spatial dimension $d$. 