Anisotropic Superfluid Behavior of a Dipolar Bose-Einstein Condensate
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We present transport measurements on a dipolar superfluid using a Bose-Einstein condensate of $^{162}$Dy with strong magnetic dipole-dipole interactions. By moving an attractive laser beam through the condensate we observe an anisotropy in superfluid flow. This observation is compatible with an anisotropic critical velocity for the breakdown of dissipationless flow, which, in the spirit of the Landau criterion, can directly be connected to the anisotropy of the underlying dipolar excitation spectrum. In addition, the heating rate above this critical velocity reflects the same anisotropy. Our observations are in excellent agreement with simulations based on the Gross-Pitaevskii equation and highlight the effect of dipolar interactions on macroscopic transport properties, rendering dissipation anisotropic.

The discovery of superfluidity in liquid helium [1] is a hallmark of quantum physics at the macroscopic scale. The famous Landau criterion [2] relates the transport properties of a superfluid, namely the maximal velocity for frictionless flow $v_c$, to its spectrum of elementary collective excitations. As a consequence, features of the system’s excitation spectrum are reflected in the transport properties of the superfluid. In the context of ultracold atoms, superfluidity and the breakdown thereof have been studied by moving microscopic impurities, i.e. single atoms, which are realized by either stimulated Raman transitions [3] or with atomic mixtures [4], allowing a direct comparison to Landau’s criterion. Other experiments with macroscopic impurities, e.g. laser beams or optical lattices, explored superfluidity in a trapped Bose-Einstein condensate [5, 6], a two-dimensional Bose gas [7] or a Fermi gas in the BEC-BCS crossover regime [8, 9]. In the latter case, a reduced critical velocity with respect to the prediction of Landau’s criterion is observed.

In the spirit of these pioneering experiments, we perform the first transport measurements on a dipolar Bose-Einstein condensate (dBEC), a superfluid with anisotropic interactions. We observe that the anisotropy of the dispersion relation is reflected in both the anisotropy of the critical velocity and the heating rate above this threshold. Our measurements are in excellent agreement with dynamical simulations of the extended Gross-Pitaevskii equation (eGPE) [10] taking into account finite-size effects of the trapped dBEC as well as the characteristics of the moving impurity.

In order to illustrate the behavior of a dBEC we first focus on the homogeneous gas, where the excitation spectrum

$$\omega(k) = k \sqrt{\left(\frac{\hbar k}{2m}\right)^2 + \frac{gn_0}{m} \left(1 + \varepsilon_{dd} (3 \cos^2 \alpha - 1)\right)}$$  \hspace{1cm} (1)

is known analytically [11]. It exhibits an anisotropic dependency on the angle $\alpha$ between excitations with wavevector $k$ and the polarization direction $B$, see Fig. 1a. In a dBEC with a density $n_0$ atoms with mass $m$ are subject to the contact interaction, characterized by the scattering length $a_s$ via $g = 4\pi \hbar^2 a_s/m$, as well as the dipolar interaction, defined by the dipole length $a_{dd} = \mu_0 \mu^2 m / 12\pi \hbar^2$ via the magnetic moment $\mu_m$. The ratio $\varepsilon_{dd} = a_{dd} / a_s$ of these two length scales describes the relative dipolar strength. The anisotropy of the dipolar excitation spectrum has been confirmed experimentally by Bragg spectroscopy of a chromium dBEC [12].

The Landau criterion [2] then relates the anisotropy of the excitation spectrum to the breakdown of superfluidity, since quasiparticles cannot be emitted by an impurity moving at a velocity $v$ smaller than the critical velocity $v_c = \min(\omega(k)/k)$ in an isotropic fluid. For anisotropic interactions the excitation wavevector $k$ does not necessarily coincide with the direction of movement $\hat{v}$ of the impurity [13]. In its generalized form the Landau crite-
the critical velocity ranges from the polarization axis. For parallel \((\alpha)\) and only coincides with it for a movement parallel \(v_{s,\parallel} = v_c(0^0)\) or perpendicular \(v_{s,\perp} = v_c(90^0)\) to the polarization axis. For \(^{162}\text{Dy}\) with a scattering length \(a_s = 141(17) a_0\) [14] and a dipolar length \(a_{dd} = 131 a_0\) the critical velocity ranges from \(v_{s,\perp} = 0.32\text{mm/s}\) to 
\(v_{s,\parallel} = 2.0\text{mm/s}\) for a typical density \(n_0 = 10^{20}\text{ m}^{-3}\) as shown in Fig. 1b.

In a confined dipolar system the situation changes since such a system is additionally subject to roton softening [15–17] at finite momentum \(k\). This collective excitation softening influences \(v_c\) [18]. In this context the anisotropy of the critical velocity was first predicted in [19] for a quasi-2D dBEC. In order to fully account for such confinement-induced effects and other experimental features, full numerical simulations are required.

Here, we perform experiments aimed at measuring the dependence of superfluid flow on the transport direction. Our experimental procedure is as follows, see Fig. 1c. Starting with the setup described in [20] we focus an attractive laser beam \((\lambda = 532\text{ nm}, \text{along } \hat{z})\) on a trapped dBEC of \(^{162}\text{Dy}\) atoms. The beam has a waist of \(w_0 \approx 1.5\mu\text{m}\) and power of \(P_0 \approx 1.3\mu\text{W}\). Using the theoretical value of the dynamical polarizability, we estimate the potential depth to \(V_0 \approx 0.5\mu\), with \(\mu\) being the chemical potential of the gas. This “stirring beam” can be moved transversally over a few \(\mu\text{m}\) in the imaging plane by means of two electro-optical deflectors. In order to measure superfluid properties we move the beam at a constant velocity \(v = 4 r_s f_s\) given by the stirring amplitude \(r_s\), which is the displacement with respect to the cloud center, and the frequency \(f_s\) of a single cycle. The position \(r(t)\) of the stirring beam is thus a triangular periodic function centered around zero with amplitude \(r_s\). There is a finite acceleration at the turning points of the triangular motion, leading to the emission of sound waves and thus small heating for velocities below the critical one [21]. A minor misalignment leads to a difference in stirring amplitudes for \(x\) and \(y\), but is fully accounted for as detailed in [22]. We probe the high-density region avoiding thermal wings by choosing an amplitude \(r_s/R_{TF} = 0.15 - 0.35\), with \(R_{TF}\) being the Thomas-Fermi radius of the dBEC. Most of the measurements are carried out in a harmonic trapping potential with frequencies \(f_x = 52(1)\text{Hz} \approx f_y = 49(1)\text{Hz}, f_z = 168(1)\text{Hz}\) with almost cylindrical symmetry along \(\hat{z}\). In this trap we prepare a dBEC at a condensed fraction of \(0.7\) with \(1 \cdot 10^5\) to \(2 \cdot 10^5\) atoms in total. Then – while moving the beam continuously – the power of the stirring beam is ramped up within \(25\text{ ms}\), kept constant for a time \(t_{stir} = 1\text{s}\), and ramped down within \(25\text{ ms}\) followed by an additional \(200\text{ ms}\) for thermalization of the sample. Finally, we extract the temperature \(T\) of the sample from in situ images, see [22]. Due to finite-size effects and experimental noise, our data cannot be considered as a clear proof of superfluidity, but it is in excellent agreement with superfluid flow. To quantify the anisotropy of superfluid flow and compare with simulations we extract the critical velocity \(v_c\) with a fit function \(T(v) = T_0 + h t_{stir} (v/v_c - 1) \Theta(v - v_c)\). It is constant in the dissipationless regime below \(v_c\) and increases linearly with a given heating rate \(T = h (v/v_c - 1)\) above \(v_c\), determined by the heating coefficient \(h\).

In order to take the inhomogeneity and finite-size effects of the BEC as well as the finite extent and depth of the stirring beam into account, we conduct dynamic simulations of the extended Gross-Pitaevskii equation [10, 20], which are explained in detail in [22]. The gain in total energy per atom \(\Delta E/N\) of a single cycle of the beam’s movement is scaled by the number of oscillations \(t_{stir} f_s\) in the experiment, thus assuming an identical increase in energy induced by the subsequent stirring cycles. Furthermore, there is a non-linear relation between energy and temperature even for the non-interacting Bose gas [23]. Since the observed change in temperature is less than \(20\%\), we assume a linear relation in this regime. Altogether, the simulation data is thus mapped to a temperature \(T = T_0 + c t_{stir} f_s \Delta E/N k_B\) with the Boltzmann constant \(k_B\). To get agreement between experimental data and simulations we use the coefficient \(c\) as a fit parameter scaling only the temperature axis. For the data presented in Fig. 2, the factor \(c\) is in the range of \(0.02 - 0.05\) pointing towards a much weaker heating induced by the subsequent stirring cycles. This parameter also takes into account the mentioned relation between energy and temperature, the uncertainty in the potential depth and finite-temperature effects lowering the superfluid fraction [24]. A finite-temperature theory would probably allow to include such effects and further model the introduced coefficient properly. We emphasize that the rescaling procedure we use here does not influence the critical velocity, which we extract by applying the same fit function as used for the experimental data. With the evaluation procedure at hand we now turn to the measurements.

In a first reference measurement we apply the magnetic field \(B \parallel \hat{z}\). The problem is therefore isotropic in the \(xy\) plane and moving the laser defect along \(\hat{x}\) or \(\hat{y}\) is expected to give the same critical velocity. For both stirring directions along \(\hat{x}\) (red diamonds) and \(\hat{y}\) (blue circles) we observe the typical threshold in heating of the dBEC when the velocity of the stirring beam is increased, see Fig. 2a. The response is clearly isotropic. Both the critical velocity and the heating coefficient co-
incide. From the fits (dashed lines) we extract the critical velocity \( v_x = 0.20(5) \) mm/s and \( v_y = 0.20(7) \) mm/s with heating coefficients \( h_x = 8(5) \) nK/s and \( h_y = 9(8) \) nK/s, respectively. For this measurement the stirring frequency is varied between \( f_s = 3 \) and 60 Hz. Data points with stirring frequency at the transversal trap frequency (gray) are excluded from the analysis, since the coupling to the center-of-mass oscillation in the trap can influence the energy transfer. The agreement with the simulation data (solid lines) is remarkable. We extract a critical velocity of \( v_{x,\text{sim}} = v_{y,\text{sim}} = 0.21(1) \) mm/s in excellent agreement with the presented experimental values.

We now turn to the anisotropic case with the magnetic field \( B \parallel \hat{x} \) pointing along one of the stirring directions. Due to magnetostriction the cloud is deformed to an aspect ratio of \( \kappa = R_x/R_y \approx 1.4 \) [11] in the imaging plane with Thomas-Fermi radii \( R_x = 6.0 \) \( \mu \)m and \( R_y = 4.3 \) \( \mu \)m. In this configuration the cloud is elongated along the magnetic field, thus the mean dipolar interaction is predominantly attractive and therefore the peak density \( n_0 = 1.7 \cdot 10^{20} \) m\(^{-3}\) is a factor of two higher as compared to the previous case. More importantly, the dispersion relation becomes anisotropic when comparing the stirring directions along \( \hat{x} \parallel B \) and \( \hat{y} \perp B \). In consequence, we directly observe a factor of two difference in critical velocity, as shown in Fig. 2b. The extracted values are \( v_{\perp} = 0.16(2) \) mm/s and \( v_{\parallel} = 0.36(3) \) mm/s with heating coefficients \( h_{\perp} = 4.2(9) \) nK/s and \( h_{\parallel} = 4.5(9) \) nK/s, that agree within the experimental error. The difference in heating rates \( \dot{T} = h(v/v_s - 1) \), as given by the slope in the figure, can thus be fully attributed to the anisotropy of the critical velocity. From this fact we infer that the anisotropy in both critical velocity and heating rate share a common cause in the anisotropy of collective excitations. Comparing to simulation data yields excellent agreement, as can be seen in Fig. 2b. We stress that a single fit parameter \( c \) is used for both curves. The anisotropy in heating rate is thus very well reproduced by the simulation.

In order to ensure that the observed anisotropy is not trivially caused by the anisotropic cloud shape, we invert the aspect ratio of the cloud to \( \kappa = R_x/R_y \approx 1.4^{-1} \) by adjusting the trapping potential. The trap frequencies in this case are \( \{f_x, f_y, f_z\} = \{81(2), 39(1), 140(1)\} \) Hz counteracting the magnetostriction along the magnetic field axis \( B \parallel \hat{x} \). This leads to measured sizes \( R_x = 4.3 \) \( \mu \)m and \( R_y = 5.8 \) \( \mu \)m of the condensate. The extracted critical velocities are \( v_{\perp} = 0.12(3) \) mm/s and \( v_{\parallel} = 0.26(4) \) mm/s again with compatible heating coefficients \( h_{\perp} = 6(3) \) nK/s and \( h_{\parallel} = 7(3) \) nK/s, as shown in Fig. 2c. The observed anisotropy of transport remains in the same direction even though the cloud aspect ratio was inverted, providing conclusive evidence that it arises directly from the dipolar anisotropy. Once again for this data set, excellent agreement with simulations is found.

We further compare the measured \( v_c \) to the speed of sound \( v_s \) of the homogeneous dipolar gas introduced in eq. (2). For the given peak density the latter is \( v_{s,\perp} = 0.42 \) mm/s and \( v_{s,\parallel} = 2.6 \) mm/s, respectively. The measured critical velocity \( v_c/v_s = 0.1 - 0.4 \) is thus well below the expected speed of sound in the cloud center. This value is in agreement with the critical velocity...
measured in the pioneering experiment with a contact-interacting BEC [6]. An obvious effect lowering the measured $v_c$ is the inhomogeneous density distribution both along the beam and transversally [25]. Vortex formation is a dominant effect for repulsive obstacles lowering the density, but should be suppressed in our experiment with an attractive beam [26]. Yet, the macroscopic size of the beam can influence the measured critical velocity as well [?].

In conclusion, we performed the first transport measurements on a dipolar BEC. The strong dipole-dipole interaction of dysprosium atoms renders the excitation spectrum of the dBEC, and thus the critical velocity for the breakdown of superfluidity, anisotropic. We investigate the latter by measuring the heating caused by moving an attractive laser beam through the condensate. We find excellent agreement comparing our data taken at a sizeable thermal fraction to dynamic simulations of the $e$GPE, which is a zero temperature theory. We therefore deduce that the effect of thermal excitations has a negligible influence on the critical velocity in our experiment. As discussed earlier, roton softening of the excitation spectrum can decrease the critical velocity [18]. Yet, for the current set of experiments with dipolar strength of $\varepsilon_{dd} < 1$ in conjunction with a weak confinement along the magnetic field this effect is likely negligible. Increasing both quantities could lead to an observable reduction of the critical velocity, which is an interesting perspective for future studies. An anisotropic dispersion relation is expected to have many more implications on hallmark properties of superfluids, e.g. on vortices in rotating systems. In future experiments we expect to find an anisotropic density distribution around a vortex core [27]. Furthermore, this effect induces anisotropic vortex-vortex interactions [28] leading to transitions between vortex lattices of different symmetries [29].
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### Supplemental Material

#### Imaging & Temperature Extraction

After the stirring sequence (described in the main text) and subsequent thermalization we ramp up the magnetic field $B_z \approx 10 \, \text{G}$ in $100 \, \mu\text{s}$ since the phase-contrast imaging scheme relies on a magnetic field parallel to the imaging beam along $z$. The latter is detuned by $20 \, \Gamma$ with respect to the $421 \, \text{nm}$ transition, see [30]. From the acquired in situ images we extract the condensed fraction $N_0/N$ by fitting a thermal Gaussian distribution plus a Thomas-Fermi parabola. The temperature is then extracted from the relation $N_0/N = 1 - (T/T_c)^3$ with a critical temperature $T_c$ calculated including finite-size effects [23] and interactions [31]. For the presented measurements $T_c$ ranges between 59 and 77 nK.

#### Velocity Calibration

The displayed velocity $v_s$ of the stirring beam depends linearly on the calibration of the stirring displacement $r_s$ for the two directions. To reduce systematics we calibrate the magnification of the imaging system in a first step. For this purpose we move the objective, which is mounted on a piezo-stage. From the resulting relative displacement of the cloud on the camera we extract a magnification of $M_x = M_y = 44.2(1)$, measured for both $x$ and $y$ direction independently. We further confirm with a raytracing software that the lateral displacement of the objective over $<100 \, \mu\text{m}$ should not affect the magnification of the imaging system due to, e.g., imaging aberrations.

In a second step we load all atoms in the stirring beam with larger power and move it over the full range $d = 2 \, r_{\text{max}}$ of the electro-optical deflector system along one direction and take images at various positions. By a linear fit to the position data we extract the stirring amplitudes $r_{\text{max},x} = 2.9(2) \, \mu\text{m}$ and $r_{\text{max},y} = 3.4(2) \, \mu\text{m}$. We attribute the difference in $r_{\text{max}}$ to the electro-optical deflector system in conjunction with a slight misalignment of the focus position of the stirring beam. To deflect the beam along $x$ and $y$ two $20 \, \text{cm}$ deflector tubes are placed consecutively along the collimated beam. This offset in deflector position causes an amplitude aspect ratio $r_{\text{max},x}/r_{\text{max},y}$ that varies between 0.89 and 1.17 within the Rayleigh range $z_R = \pm 7.5 \, \mu\text{m}$ of the stirrer’s focus. A minor misalignment therefore leads to the measured difference in stirring amplitude. This way we characterize the stirring amplitudes in both $x$ and $y$ direction and rescale the velocity appropriately, taking the mentioned misalignment into account. In order to probe only the high-density region of the condensate, we restrict the measurement to $r_s/r_{\text{max}} = 0.6$ for the first and 0.3 for the second and third one. The smaller radius is used, because the size orthogonal to the magnetic field is smaller due to magnetostriction. For these measurements we therefore probe a higher frequency range $f_s = 10 - 220 \, \text{Hz}$.

Yet the extracted Thomas-Fermi radius is prone to imaging aberrations. This effect can be seen for the first data set with $B || z$ yielding an aspect ratio of $R_x/R_y = 5.1/5.8 \approx 0.88$. Using a variational ansatz [11] we estimate the expected aspect ratio in the described trap to $R_x/R_y = 5.4/5.8 \approx 0.93$ and attribute the residual 6% difference to aberrations of the imaging system. Since these can influence the calibration of the velocity, as outlined above, we quadratically add this error to the one in $r_{\text{max}}$, which then yields the error of the displayed velocity $v_s$. 

$\frac{\Delta v_s}{v_s} = \frac{\Delta r_{\text{max}}}{r_{\text{max}}}$.
Simulations

The presented numerical simulations are based on the extended Gross-Pitaevskii equation (eGPE) as outlined in [10, 20]. The correction due to beyond mean-field effects is negligible for the simulations presented here. We solve the eGPE on a 3D grid using the split-step method with a Crank-Nicolson scheme for the derivatives. For the external potential we implement a time-dependent attractive “stirrer” $V_{\text{stir}}(r,t)$ in addition to the static harmonic trap $V_{\text{trap}}(r)$. The former corresponds to a gaussian beam along $z$ with waist size $w_0 = 1.5 \mu m$, power of $P = 1 \mu W$ and calculated polarizability $\text{Re}\{\alpha\} = 429 \text{ a.u.}$ matching the conditions of the experiment. First, we solve in imaginary-time evolution in order to prepare the condensate ground state in this combined potential. In a second step we propagate the wave function in real-time evolution, moving the stirring potential with a constant velocity $v_s$ in the desired direction from $r = 0$ to $r_s$, then to $-r_s$, and back to $r = 0$. Finally, we determine the induced increase in energy per atom $\Delta E/N$ by comparing the system’s total energy before and after such a stirring cycle. The temperature is then extracted as described in the main text. The scaling coefficient $c$ is 0.022, 0.0375 and 0.05 for the first, second and third data set, respectively, resulting from fits to the experimental data. We note that preparing the ground state in the harmonic trap only and subsequent adiabatic ramping of the stirring potential’s depth leads to similar results, having the disadvantage of longer simulation times.