We present a numerical method which accurately computes the discrete spectrum and associated bound states of Hamiltonians which model electronic “edge” states localized at boundaries of one and two-dimensional crystalline materials. The problem is non-trivial since arbitrarily large finite “hard” truncations of the Hamiltonian in the infinite bulk direction tend to produce spurious bound states partially supported at the truncation. Our method, which overcomes this difficulty, is to compute the Green’s function of the Hamiltonian by imposing an appropriate boundary condition in the bulk direction; then, the spectral data is recovered via Riesz projection. We demonstrate our method’s effectiveness by studies of edge states at a graphene zig-zag edge in the presence of defects modeled both by a discrete tight-binding model and a continuum PDE model under finite difference discretization. Our method may also be used to study states localized at domain wall-type edges in one and two-dimensional materials where the edge Hamiltonian is infinite in both directions; we demonstrate this for the case of a tight-binding model of distinct honeycomb structures joined along a zig-zag edge.

1. Introduction. When computing the electronic states of crystalline materials it is typical to first treat the material as infinite in all directions of periodicity, leading to an periodic bulk Hamiltonian which is naturally analyzed using the Bloch transform (see [3], for example). The eigenstates of this Hamiltonian, known as bulk states, are quasi-periodic with respect to the crystal lattice and hence extensive throughout the material. Materials may also host electronic states which decay rapidly away from the physical edge of the material known as edge states. Edge states are bound states of the semi-infinite Hamiltonian (known as the edge Hamiltonian) obtained by truncating the infinite bulk Hamiltonian in one direction and imposing a Dirichlet boundary condition at the truncation. Such states play an important role in the theory of the quantum Hall effect and of topological insulators, and are of independent interest for wave-guiding applications because of their robustness to certain classes of local perturbations [4, 14, 16, 19, 23].

In this work we propose a numerical method for computing the discrete spectrum and associated bound states of such semi-infinite edge Hamiltonians. The problem is non-trivial by the fact that arbitrarily large finite truncations of the Hamiltonian produce spurious bound states partially supported at the truncation which do not correspond to bound states of the original Hamiltonian. The key idea of our method, which overcomes this difficulty, is to instead compute the Green’s function of the edge Hamiltonian along an appropriate contour by truncating the problem while imposing an appropriate boundary condition at the truncation. The spectrum and eigenstates of the original Hamiltonian may then be recovered using the Riesz projection formula. Our method relies on eventual periodicity of the Hamiltonian which implies that exact boundary conditions for computing the Green’s function can be derived from a transfer matrix; similar ideas have been explored for numerical computation of local defects in electronic structures in [18], and for analytical calculations e.g., [9, 24]. We provide self-contained proofs of the existence of exact boundary conditions for computing the Green’s function for arbitrary finite range discrete Hamiltonians and that all spectral data can be recovered exactly from the Green’s function. Hence our method is exact up to rounding errors for discrete models and exact up to discretization error of continuum models.

The rest of the paper is organized as follows. In Section 2 we motivate our method by demonstrating the failure of a naive method using a one-dimensional SSH-type model which has the essential features of the general case. In Section 3 we
introduce our method and show that it accurately computes spectral data of this model. In Section 4 we generalize our method to a class of models whose Hamiltonians are “eventually periodic”, and prove the existence of exact boundary conditions for computing the Green’s function: first under a mild simplifying assumption on the Hamiltonian (Section 4.1) and then in generality for finite range Hamiltonians (Appendices A and B). In Section 5 we present results of computations using our method of states localized at edges of two-dimensional honeycomb structures modeled both in the tight-binding limit and by a continuum Schrödinger equation under finite difference discretization.
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2. Spurious bound states in a one-dimensional model: the SSH model.

In this section, in order to motivate and clearly lay out the ideas behind our method, we restrict attention to a discrete one-dimensional model which has the essential features of the general case: the Su-Schrieffer-Heeger (SSH) model with real, nearest-neighbor hopping [27]. The structure of this section is as follows.

In Section 2.1, we review the definition and spectrum (known as the bulk spectrum) of the SSH bulk Hamiltonian. In Section 2.2, we introduce an SSH edge Hamiltonian with defects whose essential spectrum is equal to that of the bulk Hamiltonian but whose discrete spectrum and associated bound states are difficult to compute by hand. In Section 2.3 we then demonstrate the appearance of spurious bound states in naive numerical computations.

The stage will then be set for us to present in Section 3 our main method which we refer to as the Green’s function method. This method accurately computes the discrete spectrum and associated bound states of the SSH edge Hamiltonian with defects within the gap between essential spectrum.

2.1. SSH bulk Hamiltonian and bulk spectrum. In this section, we review the definition and spectrum of the SSH bulk Hamiltonian. We consider an electron (we ignore spin) “hopping” along a one-dimensional infinite periodic lattice (chain) with hopping amplitudes that alternate between sites along the chain. A fundamental cell of the chain consists of any two neighboring sites, which we label $A$ and $B$. We introduce the notation

$$\psi_m = \begin{bmatrix} \psi^A_m \\ \psi^B_m \end{bmatrix} \in \mathbb{C}^2, \quad m \in \mathbb{Z},$$

(2.1)

to represent the restriction of the electron wavefunction $\psi \in l^2(\mathbb{Z}; \mathbb{C}^2)$ to the $m$th fundamental cell of the chain. Denoting the intra- and inter-cell hopping amplitudes by $t_1$ and $t_2$ (for simplicity, we ignore all hopping other than between nearest-neighbors and assume that $t_1$ and $t_2$ are real and non-zero), the bulk Hamiltonian $H_{\text{bulk}}$ is

$$[H_{\text{bulk}}\psi]_m = A^* \psi_{m-1} + V \psi_m + A \psi_{m+1}, \quad m \in \mathbb{Z},$$

(2.2)

$$V := \begin{bmatrix} 0 & t_1 \\ t_1 & 0 \end{bmatrix}, \quad A := \begin{bmatrix} 0 & 0 \\ t_2 & 0 \end{bmatrix}.$$
Fig. 2.1: Schematic illustrating the SSH model, in particular Assumption 2.1. A and B sites are colored red and blue respectively. The hopping amplitudes between sites are labeled underneath the corresponding lines connecting the dots. Assumption 2.1 states that for \( m \) greater than or equal to some positive integer \( M \) the hopping amplitudes \( t_1(m) \) and \( t_2(m) \) are constant and all onsite potentials \( V^A(m), V^B(m) \) are zero.

Periodicity of the bulk Hamiltonian (2.2) implies, via Bloch’s theorem (see [3, 25], for example), that all (generalized) eigenfunctions \( \Phi \) of \( H_{\text{bulk}} \) are \( k \)-quasi-periodic:

\[
\Phi_{m+1}(k) = e^{ik} \Phi_m(k) \quad m \in \mathbb{Z} \quad k \in [-\pi, \pi].
\]

A standard calculation then shows that the associated eigenvalues of these eigenfunctions are given by

\[
E^\pm(k) = \pm |t_1 + e^{-ik}t_2| \quad k \in [-\pi, \pi].
\]

The spectrum of (2.2), \( \sigma(H_{\text{bulk}}) \), is therefore the union of the real intervals (known as spectral bands) swept out by the functions (2.3) as \( k \) is varied over the interval \([-\pi, \pi]\). If \( \frac{|t_2|}{|t_1|} = 1 \), then \( \sigma(H_{\text{bulk}}) \) consists of a single interval. If \( \frac{|t_2|}{|t_1|} \neq 1 \), then \( \sigma(H_{\text{bulk}}) \) consists of two intervals, separated by a gap which is symmetric about 0.

The (generalized) eigenvectors of \( H_{\text{bulk}} \) corresponding to the eigenvalues \( E^\pm(k) \) are known as bulk states. These states do not decay as \( m \to \pm \infty \).

2.2. SSH edge Hamiltonian and edge spectrum. We define a SSH left edge Hamiltonian which acts on \( L^2(\mathbb{N}; \mathbb{C}^2) \) as follows

\[
[H_{\text{edge}}^L \psi]_m = A^*(m-1)\psi_{m-1} + V(m)\psi_m + A(m)\psi_{m+1} \quad m \in \mathbb{N}
\]

\[
V(m) := \begin{bmatrix} V^A(m) & t_1(m) \\ t_1(m) & V^B(m) \end{bmatrix} \quad A(m) := \begin{bmatrix} 0 & 0 \\ t_2(m) & 0 \end{bmatrix}
\]

\[\psi_0 = 0.\]

Here and in what follows we adopt the convention that the natural numbers start at 1, i.e. \( \mathbb{N} = \{1, 2, \ldots\} \). Note that we allow the edge to have defects, modeled by (non-zero) hopping amplitudes whose values depend on the cell index \( m \), and for possibly non-zero real onsite potentials \( V^\sigma(m), \sigma \in \{A, B\} \). We make the following assumption on the behavior of these functions for large \( m \).

**Assumption 2.1 (Periodicity of bulk medium).** There exists a positive integer \( M \geq 1 \) such that for all \( m \geq M \):

- \( t_1(m) = t_1^\infty \) and \( t_2(m) = t_2^\infty \), where \( t_1^\infty \) and \( t_2^\infty \) are non-zero real numbers
- \( V^\sigma(m) = 0 \) for \( \sigma \in \{A, B\} \).

For a schematic illustrating Assumption 2.1, see Figure 2.1.

Under Assumption 2.1, for \( m \geq M + 1 \) the Hamiltonians \( H_{\text{bulk}} \) and \( H_{\text{edge}}^L \) are identical and hence by the Weyl criterion

\[
\sigma_{\text{ess}}(H_{\text{edge}}^L) = \sigma(H_{\text{bulk}}),
\]
where $H_{\text{bulk}}$ is defined by (2.2) with $t_1$ and $t_2$ replaced by $t_1^\infty$ and $t_2^\infty$.

Regarding the discrete spectrum of (2.4) we have the following standard result on existence of bound states with eigenvalue $E = 0$.

**Proposition 2.1.** Assume that $V^\sigma(m) = 0$ for $\sigma \in \{A, B\}$ and all $m \in \mathbb{N}$. Then, if $|t_2^\infty| |t_1^\infty| < 1$, then $E = 0$ is an eigenvalue of $H^L_{\text{edge}}$, with associated bound state

$$
\psi_m = c \left( \begin{array}{c} -t_1(m-1) \\ t_2(m-1) \\ 0 \end{array} \right) m \in \mathbb{N},
$$

where $c$ is an arbitrary complex constant. If instead $|t_2^\infty| |t_1^\infty| \geq 1$, $E = 0$ is not an eigenvalue of $H^L_{\text{edge}}$.

The bound state (2.6) is known as an edge state because it decays away from the edge of the material. The existence of edge states can be related to topological invariants associated with the associated bulk Hamiltonian in a link known as the bulk-boundary correspondence (see [2, 7, 12, 16], and references within, for example). We will adopt the convention that any bound state of the edge Hamiltonian is an edge state even if it is not associated with any bulk invariant.

An SSH right edge Hamiltonian $H^R_{\text{edge}}$ can be defined on $l^2(-N; \mathbb{C}^2)$ analogously to $H^L_{\text{edge}}$. Under an analogous assumption to Assumption 2.1 it is clear that $\sigma_{\text{ess}}(H^R_{\text{edge}}) = \sigma(H_{\text{bulk}})$ and that $H^R_{\text{edge}}$ has a bound state with eigenvalue 0 whenever $|t_2^\infty| |t_1^\infty| > 1$ and $V^\sigma(m) = 0$ for $\sigma \in \{A, B\}$ and all $m \in -\mathbb{N}$. While (2.6) is entirely supported on $A$ sites, the bound state of $H^R_{\text{edge}}$ with eigenvalue 0 is entirely supported on $B$ sites.

We emphasize that when $V^A(m)$ and $V^B(m)$ are non-zero and $t_1(m)$ and $t_2(m)$ are not constant, $H^L_{\text{edge}}$ may have multiple eigenvalues in the gap between essential spectrum and 0 may or may not be one of them (see Figure 3.1). In the next section we consider a naive approach to computing all such eigenvalues of (2.4) and their associated bound states.

### 2.3. Spurious bound states associated with finite “hard” truncation of the semi-infinite Hamiltonian.

Since bound states of (2.4) must decay as $m \to \infty$, it is tempting to try to approximate such bound states and their associated eigenvalues by imposing a Dirichlet boundary condition at some large value of the cell index $m$, i.e. by computing solutions of the truncated eigenequation

$$
H^L_{\text{trunc}} \psi = E \psi \quad \psi \in l^2(\{1, \ldots, M\}; \mathbb{C}^2)
$$

for some choice of $M \gg M$, where $M$ is the integer appearing in Assumption 2.1 and where $H^L_{\text{trunc}}$ is defined by

$$
[H^L_{\text{trunc}} \psi]_m = A^*(m-1) \psi_{m-1} + V(m) \psi_m + A(m) \psi_{m+1} \quad m \in \{1, \ldots, M\}
$$

$$
\psi_0 = \psi_{M+1} = 0
$$

where $V(m)$ and $A(m)$ are as in (2.4). We call this method the hard truncation method. This approach produces inaccurate results because $H^L_{\text{trunc}}$ can have bound states partially supported at the truncation for arbitrarily large $M$; see Figure 2.2.

**Remark 2.1.** The problem described above can be avoided when $|t_2^\infty| |t_1^\infty| > 1$ by truncating the chain in the middle of a cell (i.e. after an $A$ site) rather than at the end.
Fig. 2.2: Bound states of the truncated left edge Hamiltonian $H_{\text{trunc}}^L$ (2.8) (eigenvalues $\pm 0.16 \times 10^{-5}$, plotted with cyan $\times$s and red circles) when $t_j(m) = t_j^\infty$, $j \in \{1, 2\}$ and $V^\sigma = 0$, $\sigma \in \{A, B\}$ for all $m$ and $|t^\infty_1|/|t^\infty_2| > 1$, compared with the unique bound state (eigenvalue $E = 0$) of the semi-infinite left edge Hamiltonian $H_{\text{edge}}^L$ (black filled circles). The bound states arise from taking appropriate linear combinations of the zero energy edge states of the left and right edge Hamiltonians truncated to $l^2(\{1, ..., M\}; \mathbb{C}^2)$. The situation is analogous to the case of two identical well-separated potential wells in the semi-classical regime [15, 26] where one observes splitting (width $O(e^{-c\gamma})$ where $\gamma$ is the distance between wells and $c > 0$ is a constant) of the single potential well eigenvalues.

of a cell (i.e., after a B site). The right edge is then well described by $H_{\text{edge}}^R$, the right-edge Hamiltonian, but with $t_1$ replaced by $t^\infty_2$ and $t_2$ replaced by $t^\infty_1$ which has no edge state in this case. The method we describe below has the advantage that it may be applied without modification to all possible choices of $t^\infty_1$ and $t^\infty_2$ equally well and also generalizes naturally to the more general cases we consider below.

In the next section we introduce a method for computing spectral data of $H_{\text{edge}}^L$ which overcomes this problem.

3. Green’s function method. In this section we introduce our main method which we refer to as the Green’s function method. Rather than trying to compute eigenvectors of $H_{\text{edge}}^L$ directly we compute the associated spectral projection operator. This is done by computing the resolvent (Green’s function) of the Hamiltonian and then recovering the projection via the Riesz projection formula.

**Theorem 3.1** (Riesz projection). Let $H$ be a self-adjoint operator on a Hilbert space $\mathcal{H}$. Let $C$ denote a positively oriented contour in the complex plane which (1) does not intersect $\sigma(H)$, (2) encloses finitely many eigenvalues of $H$, and (3) does not enclose any other part of $\sigma(H)$. Then,

$$\Gamma := \frac{1}{2\pi i} \int_C G(z) \, dz, \quad G(z) := (z - H)^{-1}$$

is an orthogonal projection operator; in particular, it is the spectral projection onto the associated eigenspace of the eigenvalues enclosed in the contour $C$.

Note that our method only yields information about eigenvalues within the contour $C$. In practice this is not a problem: typically one is only interested in eigenvalues within the gap between essential spectrum (recall that for the SSH model $\sigma_{\text{ess}}(H_{\text{edge}}^L)$
Fig. 3.1: Example bound states (above, absolute value plotted) and spectra (below) of two realizations of the SSH edge Hamiltonian with defects (2.4) computed with the Green’s function method. In spectral plots, essential spectrum (computed using Bloch theory) is shown as a blue line, while eigenvalues are labeled by ×s. The associated eigenvalue of each bound state which is plotted in the above figures is plotted with the same color in the figures below. In both cases, we drew the values of the hopping amplitudes \( t_1(m) \) and \( t_2(m) \) for \( m \leq 40 \) from normal distributions with standard deviation 0.5 and means equal to \( t_1^\infty \) and \( t_2^\infty \), with \( t_1^\infty = 1 \) and \( t_2^\infty = 1.6 \), respectively. To generate (a), we set all onsite potentials \( V^{\sigma}(m) = 0 \). In this case, we find that (2.4) has an eigenvalue which is precisely 0 (confirming Proposition 2.1). In addition, we see bound states with non-zero eigenvalues whose associated eigenfunctions are localized away from the edge. To generate (b), we drew the values of the onsite potentials \( V^A(m) \) and \( V^B(m) \) for \( m < M \) from a normal distribution with standard deviation 0.5 and mean 0. In this case, we find again one bound state which decays rapidly away from the edge and multiple bound states whose associated eigenvectors are localized away from the edge. Note that the eigenvalue of the eigenvector which decays rapidly away from the edge is no longer 0 in this case.

has a gap containing 0 whenever \( \frac{|t_2^\infty|}{|t_1^\infty|} \neq 1 \). One therefore chooses the contour \( \mathcal{C} \) in such a way as to encircle a large subinterval of the gap without intersecting with the essential spectrum.

In Section 3.1 we explain how to compute the upper left block of the Green’s function of \( H_L^{\text{edge}} \) for any \( z \notin \sigma(H_L^{\text{edge}}) \) and hence the upper left block of the spectral projection. In Section 3.2 we show how all relevant spectral information can be recovered using this method. In Figure 3.1 we present results computed using our method.

### 3.1. Computation of upper left \( 2M \times 2M \) block of Green’s function of SSH edge Hamiltonian with defects.

For \( z \in \mathbb{C} \setminus \sigma(H_L^{\text{edge}}) \), the Green’s function \( G(z) \) of \( H_L^{\text{edge}} \) is defined as the bounded inverse of the operator \( (zI - H_L^{\text{edge}}) \) on \( \mathcal{L}(\mathcal{H}_2) \),

\[
(zI - H_L^{\text{edge}})G(z) = I.
\]

It is natural to label the entries of \( G(z) \) similarly to those of the wavefunction \( \psi \) so that the \( m \)th \( 2 \times 2 \) block of the part of \( G(z) \) which acts on the \( m \)th fundamental cell
of $\psi$ is written

$$G(z) = \begin{bmatrix} G_{m,m'}^{A,A}(z) & G_{m,m'}^{A,B}(z) \\ G_{m,m'}^{B,A}(z) & G_{m,m'}^{B,B}(z) \end{bmatrix}. \quad (3.3)$$

We now express (3.2) column by column as follows. For notational clarity, we suppress $z$-dependence of entries of $G(z)$ and use the vector notation

$$G_{m,m'}^{\sigma', \sigma} = \begin{bmatrix} G_{m,m'}^{A, \sigma'} \\ G_{m,m'}^{B, \sigma} \end{bmatrix}, \quad m \in \mathbb{N}. \quad (3.4)$$

The defining equation of the Green’s function (3.2) then implies that the $\sigma', m'$th column of $G(z)$ satisfies

$$-A'(m-1)G_{m-1,m'}^{\sigma'} + (z - V(m)) G_{m,m'}^{\sigma'} - A(m)G_{m+1,m'}^{\sigma'} = \delta_{m,m'}^{\sigma, \sigma'}, \quad m \in \mathbb{N} \quad (3.5)$$

$$G_{0,m'}^{\sigma'} = 0,$$

and the condition that $G_{m,m'}^{\sigma'} \to 0$ as $m \to \infty$ sufficiently fast that $\{G_{m,m'}^{\sigma'}\}_{m \in \mathbb{N}} \in l^2(\mathbb{N}, \mathbb{C}^2)$. Here the matrices $A(m)$ and $V(m)$ are as in (2.4), and $\delta_{m,m'}^{\sigma, \sigma'}$ denotes the vector with 1 in its $m'$, $\sigma'$th entry and 0 in all its other entries.

For $m' \leq M$ and $m \geq M + 2$, the system (3.5) can be solved via a transfer matrix which depends on $z$

$$G_{m,m'}^{\sigma'} = T^\infty(z)G_{m-1,m'}^{\sigma'}, \quad T^\infty(z) := \begin{bmatrix} -\frac{t_1^\infty}{t_1^2} & \frac{z^\infty}{t_1^2} \\ -\frac{z^\infty}{t_2^2} & \frac{t_2^\infty}{t_1^2} \end{bmatrix}, \quad m \geq M + 2. \quad (3.6)$$

Since the determinant of $T^\infty(z)$ is 1 for all $z$, its spectrum is constrained as follows.

**Lemma 3.2.** Let $A$ be any $2 \times 2$ matrix with entries in $\mathbb{C}$. If the determinant of $A$ is 1, the eigenvalues of $A$ satisfy precisely one of the following possibilities:

(A1) $A$ has non-degenerate eigenvalues $\lambda$ and $\lambda^{-1}$ such that $|\lambda| < 1$ and $|\lambda^{-1}| > 1$

(A2) $A$ has non-degenerate eigenvalues $\lambda$ and $\lambda^{-1}$ such that $|\lambda| = |\lambda^{-1}| = 1$

(A3) $A$ has one degenerate eigenvalue equal to 1 or $-1$.

**Remark 3.1.** In the theory of periodic difference and differential equations (Hill’s equations), the transfer matrix is known as the monodromy matrix and trichotomy (A1)-(A3) underlies Floquet’s theorem [6, 10, 20].

Note that whenever $z$ is such that $T^\infty(z)$ has an eigenvalue of norm 1 (i.e. either possibility (A2) or (A3) of Lemma 3.2 is realized) we can produce a Weyl sequence and hence $z \in \sigma_{ess}(H_{edge})$. Hence the following Lemma.

**Lemma 3.3.** Whenever $z \notin \sigma(H_{bulk})$, where $H_{bulk}$ is defined by (2.2) with $t_1$ and $t_2$ replaced by $t_1^\infty$ and $t_2^\infty$, $T^\infty(z)$ realizes possibility (A1) of Lemma 3.2, i.e. has precisely one eigenvalue $\lambda$ such that $|\lambda| < 1$.

For the solution of (3.5) to decay as $m \to \infty$ it must be that $G_{M+1,m'}^{\sigma'}$ is proportional to the associated eigenvector of this eigenvalue. Hence the following.

**Lemma 3.4.** For $z \notin \sigma(H_{edge})$, $G_{M+1,m'}^{\sigma'}$, the $M+1$th entry of the $\sigma', m'$th column of the Green’s function is proportional to the associated eigenvector of the eigenvalue of $T^\infty(z)$ with norm less than 1 whose existence is guaranteed by Lemma 3.3.
Fig. 3.2: Plot of a bound state (eigenvalue $E = -0.3837$) of the SSH edge Hamiltonian with defects $H_{\text{edge}}^L$ (2.4) (edge state) computed with the Green’s function method for 3 different choices of truncation cell when $M = 4$. We plot the result of truncating in cells $M + 1 = 5$ (cyan ×s), 7 (red circles), and 9 (black filled circles). For $m = 1$ to 4, the three computations agree exactly. In this example $t_1^\infty = 1$ and $t_2^\infty = 2$ and we model disorder by drawing values of the hopping amplitudes $t_j(m), j \in \{1, 2\}$, and onsite potentials $V^\sigma(m), \sigma \in \{A, B\}$ from normal distributions with mean equal to their values for $m \geq M$ and standard deviation 0.5.

From Lemma 3.4 we conclude that we can compute the first $M + 1$ entries of the solution of (3.5) (for $m' \leq M$) by truncating the system and imposing the boundary condition

$$
G^\sigma_{M+1,m'}(z) = c \begin{bmatrix} \xi^A(z) \\ \xi^B(z) \end{bmatrix} \quad c \in \mathbb{C},
$$

where $[\xi^A(z), \xi^B(z)]^T$ denotes the eigenvector of $T^\infty(z)$ whose associated eigenvalue has norm less than one (whose existence is guaranteed by Lemma 3.3) and $c$ denotes an arbitrary constant. In this way we can compute the first $M+1$ entries of the $(m', \sigma')$th column of $G(z)$ for each $m' \in \{1, \ldots, M\}$ and $\sigma' \in \{A, B\}$ for any $z \not\in \sigma(H_{\text{edge}}^L)$.

The choice to impose the boundary condition (3.7) in the $M + 1$th cell is to some extent arbitrary; the results of our method do not change if this boundary condition is imposed in any cell whose index is greater than $M$. However, choosing $M + 1$ clearly minimizes the size of the matrix problem to solve and is hence optimal. For a numerical verification that our results do not depend on this choice see Figure 3.2.

**Remark 3.2.** Under Assumption 2.1, the eigenequation $H_{\text{edge}}^L(\psi) = \lambda \psi$ can be solved directly using a transfer matrix similarly to the system (3.5). $E$ is then an eigenvalue of $H_{\text{edge}}^L$ whenever the solution of this system is such that the $M$th entry of $\psi$ is proportional to an eigenvector of the transfer matrix whose associated eigenvalue has norm $< 1$. However this approach leads to a eigenvalue problem whose boundary condition (the analog of (3.7)) depends on $E$ and is hence nonlinear. Such problems can be solved by iteration. We do not consider this idea further since it is inferior to the Green’s function method.

It remains to recover the eigenvalues and eigenfunctions of $H_{\text{edge}}^L$ from the upper left $2(M + 1) \times 2M$ block of $G(z)$; we discuss this in Section 3.2. In fact there is no loss in at this point discarding the $2(M + 1)$th row of this block and in what follows we will consider only the upper left $2M \times 2M$ block of $G(z)$. 8
3.2. Recovery of spectral data from the truncated Green’s function. We now discuss how to recover the eigenvalues and eigenstates of $H_{\text{edge}}^L$ from the truncated Green’s function computed in the previous section. The upper left $2M \times 2M$ block of the spectral projection $\Gamma$ may be found by numerically evaluating the contour integral (3.1) using the upper-left $2M \times 2M$ block of $G(z)$ computed in the previous section (see [13] for methods which dramatically speed up the evaluation of this integral). For notational simplicity, let us define

$$\Gamma_{\text{trunc}} := \text{upper-left } 2M \times 2M \text{ block of } \Gamma.$$  

The truncated spectral projection, $\Gamma_{\text{trunc}}$, is not sufficient for recovering all eigenvalues and eigenfunctions of $H_{\text{edge}}^L$. The missing information can be recovered by also using the upper-left $2M \times 2M$ block of the operator $H_{\text{edge}}^L \Gamma$, which may be computed via a contour integral, similarly to $\Gamma$.

$$H_{\text{edge}}^L \Gamma = \frac{1}{2\pi i} \int_{C} H_{\text{edge}}^L G(z) \, dz = \frac{1}{2\pi i} \int_{C} zG(z) \, dz, \quad G(z) = (z - H_{\text{edge}}^L)^{-1},$$

where the second equality is clear by analyticity of the operator $(z - H_{\text{edge}}^L)G(z) = I$. The upper left $2M \times 2M$ block of $H_{\text{edge}}^L \Gamma$ may now be computed similarly to that of $\Gamma$. We define

$$H_{\text{edge}}^L \Gamma_{\text{trunc}} := \text{upper left } 2M \times 2M \text{ block of } H_{\text{edge}}^L \Gamma.$$  

Let $\psi_j$, where $j \in \{1, ..., K\}$, denote the bound states of $H_{\text{edge}}^L$ with associated eigenvalues $E_j$ within the contour $\gamma$ and $\psi_{j,\text{trunc}}$ the truncations of these bound states to the first $M$ cells. Then, using Dirac notation for simplicity, we have that

$$\Gamma = \sum_{j=1}^{K} |\psi_j\rangle \langle \psi_j| \implies \Gamma_{\text{trunc}} = \sum_{j=1}^{K} |\psi_{j,\text{trunc}}\rangle \langle \psi_{j,\text{trunc}}|,$$

$$H \Gamma = H \sum_{j=1}^{K} |\psi_j\rangle \langle \psi_j| = \sum_{j=1}^{K} E_j |\psi_j\rangle \langle \psi_j|$$

$$\implies (H_{\text{edge}}^L \Gamma_{\text{trunc}}) = \sum_{j=1}^{K} E_j |\psi_{j,\text{trunc}}\rangle \langle \psi_{j,\text{trunc}}|.$$  

Our goal now is to recover each $E_j$ and corresponding $\psi_{j,\text{trunc}}$ from the matrices $\Gamma_{\text{trunc}}$ and $(H_{\text{edge}}^L \Gamma_{\text{trunc}})$. We consider in detail the case $K = 2$; the result for general $K$ is an easy generalization.

Let $v_1, v_2$ denote any basis (not necessarily orthogonal) of the range of $\Gamma_{\text{trunc}}$. Since the matrices $\Gamma_{\text{trunc}}$ and $(H_{\text{edge}}^L \Gamma_{\text{trunc}})$ map this space to itself, we can represent their action on vectors in the space $v = c_1 v_1 + c_2 v_2$ by matrices as follows

$$\Gamma_{\text{trunc}} \begin{bmatrix} c_1 \\ c_2 \end{bmatrix} = \begin{bmatrix} \alpha_{11} & \alpha_{12} \\ \alpha_{21} & \alpha_{22} \end{bmatrix} \begin{bmatrix} c_1 \\ c_2 \end{bmatrix}, \quad (H_{\text{edge}}^L \Gamma_{\text{trunc}}) \begin{bmatrix} c_1 \\ c_2 \end{bmatrix} = \begin{bmatrix} \beta_{11} & \beta_{12} \\ \beta_{21} & \beta_{22} \end{bmatrix} \begin{bmatrix} c_1 \\ c_2 \end{bmatrix}.$$

When we choose the basis $v_j = \psi_{j,\text{trunc}}$ then using the definitions of $\Gamma_{\text{trunc}}$ and
\[(H_{\text{edge } \Gamma})_{\text{trunc}} \text{ we have that}
\]
\[(3.13) \quad \alpha_{ij} = \langle \psi_i | \psi_j \rangle, \quad \beta_{ij} = E_i \langle \psi_i | \psi_j \rangle \quad i, j \in \{1, 2\}.
\]
Equation (3.13) implies that the eigenvalues \(E_j\) are exactly the eigenvalues of the matrix \(M\) which relates the coefficients \(\alpha_{ij}\) and \(\beta_{ij}\), which satisfies
\[(3.14) \quad M \begin{bmatrix} \alpha_{11} & \alpha_{12} \\ \alpha_{21} & \alpha_{22} \end{bmatrix}^T = \begin{bmatrix} \beta_{11} & \beta_{12} \\ \beta_{21} & \beta_{22} \end{bmatrix}^T,
\]
where \(^T\) denotes matrix transpose. The existence of such a matrix is guaranteed by the fact that \(\Gamma_{\text{trunc}}\) is non-singular on its range, so that \(M\) can be defined by
\[(3.15) \quad M = \begin{bmatrix} \beta_{11} & \beta_{12} \\ \beta_{21} & \beta_{22} \end{bmatrix}^T \begin{bmatrix} \alpha_{11} & \alpha_{12} \\ \alpha_{21} & \alpha_{22} \end{bmatrix}^{-T},
\]
where \(^{-T}\) denotes the inverse of the matrix transpose. With the eigenvalues \(E_j\) in hand, the \(\psi_{j,\text{trunc}}\) can then be found by computing each of the null spaces of the matrices \((H_{\text{edge } \Gamma})_{\text{trunc}} - E_j\).

4. Green’s function method for arbitrary eventually periodic finite range Hamiltonians. In this section we describe how the basic idea introduced in Section 3 generalizes in a natural way to a class of one-dimensional discrete Hamiltonians which are finite range and eventually periodic. This generalization is necessary for us to consider the models of honeycomb structure edges we consider in Section 5. We start with the following definition.

**Definition 4.1.** We call any operator \(H\) which is self-adjoint on \(l^2(\mathbb{N}; \mathbb{C}^N)\) a semi-infinite one-dimensional discrete Hamiltonian. In addition:

- We say \(H\) is finite range if there exists a non-negative integer \(R\) such that the action of \(H\) on elements \(\psi\) of \(l^2(\mathbb{N}; \mathbb{C}^N)\) can be written in terms of the components \(\psi_m \in \mathbb{C}^N\) of \(\psi\) as

\[(4.1) \quad [H_{\text{edge }}]_m = A_R^j(m - R)\psi_{m - R} + ... + A_1^j(m - 1)\psi_{m - 1} + V(m)\psi_m + A_1(m)\psi_{m + 1} + ... + A_R(m)\psi_{m + R},
\]

for complex \(N \times N\) matrices \(A_j(m)\) where \(j \in \{1, ..., R\}\), and Hermitian \(N \times N\) matrices \(V(m)\) where \(m \in \mathbb{N}\). Here \(A^* := \overline{A}^T\) denotes the conjugate transpose of the matrix \(A\).

- We say \(H\) is eventually periodic if there exists a non-negative integer \(M\) such that

\[(4.2) \quad V(m + 1) = V(m) \quad \text{and} \quad A_j(m + 1) = A_j(m), \quad j \in \{1, ..., R\}
\]

for all \(m \in \mathbb{N}\) such that \(m \geq M\).

If \(H\) is both finite range and eventually periodic we will usually abbreviate and call such a Hamiltonian a semi-infinite eventually periodic Hamiltonian.

Note that the SSH edge Hamiltonian with nearest neighbor hopping which we considered in Sections 2 and 3 is a semi-infinite eventually periodic Hamiltonian with \(R = 1\) and \(N = 2\).

**Remark 4.1.** By enlarging the fundamental cell sufficiently we can always take
\[ R = 1 \text{ in (4.1). However, we prefer not to do this so that we keep 1 as the minimal period of the models we consider.} \]

It is important to note that our method can be generalized further and applied to discrete Hamiltonians defined on \( \mathbb{Z} \) under appropriate conditions.

**Definition 4.2.** We call any operator \( H \) which is self-adjoint on \( l^2(\mathbb{Z}; \mathbb{C}^N) \) an infinite one-dimensional discrete Hamiltonian. In addition:

- **We call \( H \) finite range if its action on elements \( \psi \) of \( l^2(\mathbb{Z}; \mathbb{C}^N) \) can be written in terms of the components \( \psi_m \in \mathbb{C}^N \) of \( \psi \) as**

\[
[H_{edge}]_m = A^*_R(m - R)\psi_{m-R} + ... + A^*_1(m-1)\psi_{m-1} + V(m)\psi_m + A_1(m)\psi_{m+1} + ... + A_R(m)\psi_{m+R}
\]

for complex \( N \times N \) matrices \( A_j(m) \) where \( j \in \{1, ..., R\} \), and Hermitian \( N \times N \) matrices \( V(m) \) where \( m \in \mathbb{Z} \). Here \( A^* := AT \) denotes the conjugate transpose of the matrix \( A \).

- **We call \( H \) eventually periodic if there exist integers \( M_+ \) and \( M_- \) such that**

\[
V(m+1) = V(m) \text{ and } A_j(m+1) = A_j(m), \ j \in \{1, ..., R\}
\]

for all \( m \in \mathbb{Z} \) such that \( m \geq M_+ \), and

\[
V(m-1) = V(m) \text{ and } A_j(m-1) = A_j(m), \ j \in \{1, ..., R\}
\]

for all \( m \in \mathbb{Z} \) such that \( m \leq M_- \).

If \( H \) is both finite range and eventually periodic we will usually abbreviate and call such a Hamiltonian an infinite eventually periodic Hamiltonian.

In this case the method is almost identical except that when computing the Green’s function the problem must be truncated in both directions with boundary conditions imposed at each end. We consider an example of this type in Section 5.3.

Since the method of recovering spectral data from the Green’s function in general is identical to that given in Section 3.2 and the method is similar for infinite eventually periodic Hamiltonians we focus in this section on the problem of computing the upper left block of the Green’s function of a general semi-infinite eventually periodic Hamiltonian.

**4.1. Constructing boundary conditions for Green’s functions computation for semi-infinite eventually periodic Hamiltonian.** For values of \( z \in \mathbb{C} \) in the resolvent set, the Green’s function \( G(z) \) of an arbitrary semi-infinite eventually periodic Hamiltonian \( H \) is defined as the bounded inverse of \( zI - H \) on \( l^2(\mathbb{N}; \mathbb{C}^N) \),

\[
(zI - H)G(z) = I.
\]

Just as in Section 3, we represent the \( m \)th \( N \times N \) block of \( G(z) \) which acts on the \( m' \)th fundamental cell as

\[
\begin{bmatrix}
G_{m,m'}^{A,A}(z) & G_{m,m'}^{A,B}(z) & G_{m,m'}^{A,C}(z) & \ldots \\
G_{m,m'}^{B,A}(z) & G_{m,m'}^{B,B}(z) & G_{m,m'}^{B,C}(z) & \ldots \\
G_{m,m'}^{C,A}(z) & G_{m,m'}^{C,B}(z) & G_{m,m'}^{C,C}(z) & \ldots \\
\vdots & \vdots & \vdots & \ddots
\end{bmatrix}
\]
Equation (4.6) can then be written column-by-column as follows. We again suppress $z$-dependence of entries of $G(z)$ and then assemble vectors

\begin{equation}
G_{m,m'}^{\sigma',\sigma} = \begin{bmatrix} A_{m,m'}^{A,\sigma'}, A_{m,m'}^{B,\sigma'}, \ldots \end{bmatrix}^T
\end{equation}

for each $m \in \mathbb{Z}$. We have then that the entries of the $m', \sigma'$th column of the Green’s function satisfy the system

\begin{equation}
- A_R^*(m) G_{m,m'}^{\sigma',\sigma} - A_1^*(m-1) G_{m-1,m'}^{\sigma',\sigma} + (z - V(m)) G_{m,m'}^{\sigma',\sigma} - A(m) G_{m+1,m'}^{\sigma',\sigma} - \cdots - A_R(m) G_{m+R,m'}^{\sigma',\sigma} = \delta_{m,m'}^{\sigma,\sigma'}
\end{equation}

\begin{equation}
G_{0,m'}^{\sigma',\sigma} = 0, \quad m \leq 0,
\end{equation}

and the condition that $G_{m,m'}^{\sigma',\sigma} \to 0$ as $m \to \infty$ sufficiently fast that $\{G_{m,m'}^{\sigma',\sigma}\}_{m \in \mathbb{N}} \in l^2(\mathbb{N}; \mathbb{C}^2)$. Here the matrices $A_j^*(m)$ are those which appear in (4.1), and $\delta_{m,m'}^{\sigma,\sigma'}$ denotes the vector whose $\sigma'$, $m'$th entry is one and all others are zero. Since we require only the first $M$ columns of the Green’s function we need only solve (4.9) for $m' \leq M$.

For clarity we at this point restrict to the case $R = 1$ (see Remark 4.2 for the case where $R > 1$), and drop the subscript on $A_1 \mapsto A$ so that (4.9) reduces to

\begin{equation}
- A^*(m-1) G_{m-1,m'}^{\sigma',\sigma} + (z - V(m)) G_{m,m'}^{\sigma',\sigma} - A(m) G_{m+1,m'}^{\sigma',\sigma} = \delta_{m,m'}^{\sigma,\sigma'}, \quad m \in \mathbb{N},
\end{equation}

\begin{equation}
G_{0,m'}^{\sigma',\sigma} = 0,
\end{equation}

together with the condition that $G_{m,m'}^{\sigma',\sigma} \to 0$ as $m \to \infty$. Rather than study (4.10) directly, we will study the model difference equation for a general right hand side

\begin{equation}
- A^*(m-1) g_{m-1} + (z - V(m)) g_m - A(m) g_{m+1} = f_m, \quad m \in \mathbb{N},
\end{equation}

\begin{equation}
g_0 = 0,
\end{equation}

where our only assumption on the $f_m$ is that $f_m = 0$ for $m > M$ and we impose $g_m \to 0$ as $m \to \infty$. Our goal is to find appropriate boundary conditions which will allow us to truncate (4.11) to a finite problem whose solution can be computed.

Under the eventual periodicity assumption (4.2), for $m \geq M + 2$ the system (4.11) can be written redundantly as

\begin{equation}
S^*(z) \begin{bmatrix} g_{m-2} \\ g_{m-1} \end{bmatrix} + S(z) \begin{bmatrix} g_m \\ g_{m+1} \end{bmatrix} = 0, \quad m \geq M + 2,
\end{equation}

where

\begin{equation}
S(z) := \begin{bmatrix} -A^\infty & 0 \\ z - V^\infty & -A^\infty \end{bmatrix}.
\end{equation}

Here $V^\infty := V(M)$ and $A^\infty := A(M)$. We will prove the following theorem, which generalizes the basic ideas developed in Section 3.

**Theorem 4.3.** Let $z \notin \sigma(H)$ and let Assumption 4.1 (see below) on the matrix $S(z)$ (4.13) hold. Then there exists an $N$-dimensional subspace of $\mathbb{C}^{2N}$, denoted in
what follows by \( V_{\text{decaying}} \), such that entries \( g_1, g_2, \ldots, g_{M+2} \) of the solution of the system (4.11) subject to \( \{g_m\}_{m \in \mathbb{N}} \in l^2(\mathbb{N}; \mathbb{C}^N) \) can be found by truncating the system after \( M + 2 \) cells and imposing the boundary condition that \([g_{M+1}, g_{M+2}]^T \in V_{\text{decaying}}\).

The proof makes use of the following Lemma

**Lemma 4.4.** Let \( S \) denote an invertible \( 2N \times 2N \) complex matrix and let \( T := S^{-1}S^* \). Then the characteristic polynomial of \( T \) satisfies the symmetry

\[
\det[T - \lambda I] = \lambda^{2N} \det \left[ \frac{1}{\lambda} I - \frac{1}{\lambda} S(S^*)^{-1} \right] \det[S^*]
\]

(4.14)

and hence whenever \( \lambda \in \mathbb{C} \setminus 0 \) is an eigenvalue of \( T \) with multiplicity \( \mu \) so is \( \frac{1}{\lambda} \).

**Proof of Lemma 4.4.** The proof is by direct computation using standard identities satisfied by the determinant:

\[
\det[S^{-1}S^* - \lambda I] = \lambda^{2N} \det[S^{-1}] \det \left[ \frac{1}{\lambda} I - S(S^*)^{-1} \right] \det[S^*]
\]

(4.15)

We now prove Theorem 4.3.

**Proof of Theorem 4.3.** In the simplest case, \( S(z) \) is non-singular and we can obtain a transfer matrix relating \( g_{m-2}, g_{m-1} \) with \( g_m, g_{m+1} \)

\[
\begin{bmatrix}
g_m \\
g_{m+1}
\end{bmatrix} = T^\infty(z) \begin{bmatrix}
g_{m-2} \\
g_{m-1}
\end{bmatrix}
\]

(4.16)

By assumption, \( z \notin \sigma(H) \). If \( T^\infty(z) \) has an eigenvalue of magnitude 1 we can generate a Weyl sequence which is a contradiction. On the other hand, when \( z \) is real we may apply Lemma 4.4 to the matrix \( T^\infty(z) \) to see that \( T^\infty(z) \) must have the same number of (possibly generalized) eigenvectors corresponding to eigenvalues with norm less than 1 as corresponding to eigenvalues with norm greater than 1, and hence must have precisely \( N \) (possibly generalized) eigenvectors corresponding to eigenvalues with norm less than 1. The statement of the theorem now follows for such \( z \) by setting \( V_{\text{decaying}} \) equal to the span of these vectors.

When \( z \notin \sigma(H) \) is complex, the conclusion still holds by the following argument. Consider a smooth path between any real \( z_0 \notin \sigma(H) \) and \( z \) which does not intersect with \( \sigma(H) \). Then the number of eigenvalues of \( T^\infty(z) \) with norm less than 1 cannot change along this path since if it did at the point of change an eigenvalue would have to lie on the unit circle in the complex plane. But we have a contradiction since this point must then be in the spectrum of \( H \) since we can produce a Weyl sequence.

Often, however, the matrix \( S(z) \) is singular. For the SSH model with nearest-neighbor hopping for example, \( S(z) \) has the form

\[
\begin{bmatrix}
0 & 0 & 0 & 0 \\
-t_2^\infty & 0 & 0 & 0 \\
z & -t_1^\infty & 0 & 0 \\
-t_1^\infty & z & -t_2^\infty & 0
\end{bmatrix},
\]

(4.17)

which has an obvious null space spanned by \([0, 0, 0, 1]^T\). In such a case the system
can still be solved using a transfer matrix, but the derivation is more involved. We require the following assumption which is clearly satisfied by (4.17).

**Assumption 4.1.** We assume that if \( S(z) \) is not invertible, it has the form

\[
S(z) = \begin{bmatrix} 0 & 0 & 0 \\ M_{11} & M_{12} & 0 \\ M_{21} & M_{22} & 0 \end{bmatrix}
\]

where the complex matrices \( M_{11}, M_{12}, M_{21}, M_{22} \) have sizes \( 2m \times n, 2m \times 2m, n \times n, n \times 2m \), where \( m := N - n > 0 \). The matrices \( M_{21} \) and \( M_{12} - M_{11}(M_{21})^{-1}M_{22} \), which have sizes \( n \times n \) and \( 2m \times 2m \) respectively, are invertible.

Under Assumption 4.1, the matrix

\[
M = \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix}
\]

is invertible by Schur complement and hence \( n \) is precisely the dimension of \( \text{Null} \ S(z) \). Assuming again that \( z \) is real, the conjugate transpose \( S^*(z) \) has the form

\[
S^*(z) = \begin{bmatrix} 0 & M_{11}^* & M_{12}^* \\ 0 & M_{12}^* & M_{22}^* \\ 0 & 0 & 0 \end{bmatrix},
\]

and \( \text{Null} \ S^*(z) \perp \text{Null} \ S(z) \). We may therefore introduce orthogonal projections onto these spaces and their orthogonal complement

\[
P_{\text{Null} \ S^*(z)} = P_{\text{Null} \ S(z)}, \quad P_{\text{Null} \ S(z)} = 1 - P_{\text{Null} \ S^*(z)} - P_{\text{Null} \ S(z)}.
\]

For simplicity we now suppress dependence on \( z \) and introduce the notation

\[
A_n := P_{\text{Null} \ S} \begin{bmatrix} g_n \\ g_{n+1} \end{bmatrix}, B_n := P_{\text{Null} \ S} \begin{bmatrix} g_n \\ g_{n+1} \end{bmatrix}, C_n := P_{\text{Null} \ S} \begin{bmatrix} g_n \\ g_{n+1} \end{bmatrix}.
\]

The system (4.12) can then be written row by row as

\[
\begin{align*}
M_{11}^* B_{m-2} + M_{21}^* C_{m-2} &= 0 \\
M_{12}^* B_{m-2} + M_{22}^* C_{m-2} + M_{11} A_m + M_{12} B_m &= 0 \quad m \geq M + 2
\end{align*}
\]

Using invertibility of \( M_{21} \) (Assumption 4.1) the first and third equations of the system can be written

\[
C_{m-2} = -(M_{21}^*)^{-1}M_{11}^* B_{m-2}
\]

\[
A_m = -(M_{21})^{-1}M_{22} B_m.
\]

Substituting these relations into the second equation yields

\[
(M_{12}^* - M_{22}^* (M_{21}^*)^{-1}M_{11}^*) B_{m-2} + (M_{12} - M_{11}(M_{21})^{-1}M_{22}) B_m = 0.
\]
By Assumption 4.1 we now see that

\begin{equation}
B_m = TB_{m-2},
\end{equation}

where

\begin{equation}
T := -(M_{12} - M_{11}(M_{21})^{-1}M_{22})^{-1}(M_{12}' - M_{22}'(M_{21}')^{-1}M_{11}').
\end{equation}

Assuming that \(B_{m-2}\) and \(C_{m-2}\) satisfy the solvability condition (4.24), we see that the system (4.23) uniquely specifies \(B_m\) through (4.27), which in turn specifies \(A_m\) through (4.25). In fact, \(C_m\) is also uniquely specified by \(B_m\) through the condition that the system (4.23) be solvable when \(m\) is replaced by \(m + 2\), i.e.

\begin{equation}
C_m = -(M_{21}')^{-1}M_{11}'B_m.
\end{equation}

It now follows that if \(B_{m-2}\) lies in the associated eigenspace of the eigenvalues of (4.28) with norm less than 1, then the system (4.23) has a solution which decays as \(m \to \infty\). In terms of the original notation, we have that as long as (1) \([g_{m-2}, g_{m-1}]\) satisfies the condition that

\begin{equation}
P_{\text{Null}} S \begin{bmatrix} g_{m-2} \\ g_{m-1} \end{bmatrix} = -(M_{21}')^{-1}M_{11}'P_{\perp} \begin{bmatrix} g_{m-2} \\ g_{m-1} \end{bmatrix},
\end{equation}

and (2) \(P_{\perp} \begin{bmatrix} g_{m-2}, g_{m-1} \end{bmatrix}^T\) lies in the image of the projection onto the space of associated eigenvectors of eigenvalues of \(T\) (4.28) with norm less than one, then the system (4.12) has a unique solution which lies in \(l^2(N; \mathbb{C}^N)\). We therefore define \(V_{\text{decaying}}\) as the space of vectors satisfying both of these conditions. By Lemma 4.4 this space has dimension precisely \(N\). The generalization to complex \(z \notin \sigma(H)\) follows from the same argument given for the case where \(S(z)\) is non-singular.

\textbf{Remark 4.2.} When \(R > 1\), the discussion is the same except that the matrix \(S\) must be taken larger. For example when \(R = 2\), we take

\begin{equation}
S = \begin{bmatrix}
-A_2 & 0 & 0 & 0 \\
-A_1 & -A_2 & 0 & 0 \\
-z - V & -A_1 & -A_2 & 0 \\
-A_1^* & z - V & -A_1 & -A_2
\end{bmatrix},
\end{equation}

which now acts on 4 cells of the column \(\{g_m\}_{m \in \mathbb{N}}\).

Assumption 4.1 holds for all the models we consider in this paper; so, Theorem 4.3 gives a relatively simple and direct proof of our method for these cases. However, we note that Assumption 4.1 is not necessary. In Appendices A and B, we generalize our boundary condition method so that only two assumptions are required -- the Hamiltonian must be (1) of finite range and (2) eventually periodic. The more general algorithm is slightly different than the one given above due to some special situations that can occur in the more general setting. See the appendices for the detailed general algorithm, as well as the full proof that the more general algorithm works in this general setting.

\textbf{5. Application to edge states of honeycomb structures.} In this section, we apply our method to Hamiltonians which model electronic states at edges of two-dimensional honeycomb structures with defects. The structure of this section is as
follows.

In Section 5.1 we define the tight-binding bulk Hamiltonian of a general honeycomb structure with real, nearest-neighbor hopping. In Section 5.2 we consider Hamiltonians describing states at a zig-zag edge of a graphene-like structure when the edge has defects. We choose to focus on the zig-zag edge because this edge (as opposed to, for example, an armchair edge) is known to support edge states in the absence of disorder. In Section 5.3 we consider an edge Hamiltonian describing states localized along the interface of two distinct such structures. We assume in this case again that the interface occurs along a zig-zag edge. In both cases we employ a supercell-type approximation to reduce a two-dimensional problem to a one-dimensional problem. In Section 5.4 we show that our method can also be applied to a continuum Schrödinger equation model of the boundary of a honeycomb structure under finite difference discretization.

5.1. Tight-binding honeycomb structure with nearest-neighbor hopping bulk Hamiltonian. We consider a single electron without spin hopping on a two-dimensional honeycomb lattice. Each fundamental cell, labeled by integers \( m \) and \( n \), of such a lattice hosts two atoms, which we label \( A \) and \( B \). We introduce the notation

\[
\psi_{m,n} = \begin{bmatrix} \psi_{m,n}^A \\ \psi_{m,n}^B \end{bmatrix}
\]

(5.1)

to denote the restriction of the electron wavefunction \( \psi \in l^2(\mathbb{Z}^2; \mathbb{C}^2) \) to the \((m,n)\)th fundamental cell of the lattice. The bulk Hamiltonian of a general honeycomb structure with nearest-neighbor hopping is:

\[
[H_{\text{bulk}}\psi]_{m,n} = A^\ast \psi_{m-1,n} + B^\ast \psi_{m,n-1} + V \psi_{m,n} + A \psi_{m+1,n} + B \psi_{m,n+1} \quad m, n \in \mathbb{Z} \times \mathbb{Z}
\]

(5.2)

where the onsite potentials \( V^A, V^B \) are assumed real, and the hopping amplitudes \( t_0, t_1, t_2 \) are assumed real and non-zero. Bloch’s theorem in this context implies that bounded eigenfunctions of \( H_{\text{bulk}} \) satisfy:

\[
\Phi_{m+1,n}(k_1, k_2) = e^{ik_1} \Phi_{m,n}, \quad \Phi_{m,n+1}(k_1, k_2) = e^{ik_2} \Phi_{m,n}
\]

(5.4)

for \( k_j \in [-\pi, \pi], j \in \{1, 2\} \). It is then a standard calculation to find the Bloch bands \( E^\pm(k_1, k_2) \) of \( H_{\text{bulk}} \). Depending on the values of the \( t_j \) and \( V^\sigma \) the Hamiltonian (5.2) may or may not have a spectral gap.

When \( t_0 = t_1 = t_2 \) and \( V^\sigma = 0, \sigma \in \{A, B\} \) the Hamiltonian (5.2) models graphene whose Bloch bands are non-degenerate other than at \( K := (\frac{2\pi}{3}, \frac{-2\pi}{3}) \) and \( -K \), known as the “Dirac points”, where the bands touch at \( E = 0 \) [22].

5.2. Tight-binding honeycomb structure edge Hamiltonians with defects. We now model the edge of a honeycomb structure possibly subject to defects as follows. We allow for inter-atom hopping amplitudes \( t_j(m,n), j \in \{0, 1, 2\} \) and for onsite potentials \( V^\sigma(m,n), \sigma \in \{A, B\} \) which depend on the cell indices \( m,n \), making the following assumptions.
Assumption 5.1 (Periodicity of bulk medium). There exists a non-negative integer $M$ such that for all $m \geq M$, $V^\sigma(m, n) = V^\sigma$ for some real $V^\sigma$ and $t_j(m, n) = t_j$ for some real $t_j$, for all $n \in \mathbb{Z}$, $\sigma \in \{A, B\}$, and $j \in \{0, 1, 2\}$.

Assumption 5.2 (Periodicity of disorder along edge). There exists a positive integer $N$ such that $V^\sigma(m, n + N) = V^\sigma(m, n)$ and $t_j(m, n + N) = t_j(m, n)$ for all $m \in \mathbb{N}$, $n \in \mathbb{Z}$, $\sigma \in \{A, B\}$, and $j \in \{0, 1, 2\}$.

Remark 5.1. Our method may be used to study the effect of more general disorder not satisfying Assumption 5.2 for any $N$. This leads to an approximate numerical method known as the supercell method (see for example [1]). Under Assumption 5.2 our method is exact.

In summary, we consider the Hamiltonian

$$[H_{edge}^{ZZ}\psi]_{m,n} = A^\sigma(m-1,n)\psi_{m-1,n} + B^\sigma(m,n-1)\psi_{m,n-1} + V(m,n)\psi_{m,n} + A(m,n)\psi_{m+1,n} + B(m,n)\psi_{m,n+1} \quad m, n \in \mathbb{N} \times \mathbb{Z}$$

$\psi_{0,n} = 0$ for $n \in \mathbb{Z}$.

where the matrices $A(m,n), B(m,n), V(m,n)$ are defined by

$$A(m,n) = \begin{bmatrix} 0 & 0 \\ t_1(m,n) & 0 \end{bmatrix}, \quad B(m,n) = \begin{bmatrix} 0 & 0 \\ 0 & t_2(m,n) \end{bmatrix}$$

$$V(m,n) = \begin{bmatrix} V^A(m,n) & t_0(m,n) \\ t_0(m,n) & V^B(m,n) \end{bmatrix}$$

and the $V^\sigma(m,n)$, $\sigma \in \{A, B\}$, and $t_j(m,n)$, $j \in \{0, 1, 2\}$ are as in Assumptions 5.1 and 5.2.

Remark 5.2. A considerable literature related with edge states of graphene exists, mostly focusing on graphene “ribbons”, see e.g., [7, 21, 22].

Under Assumption 5.2, there is no loss of generality in imposing the quasi-periodic boundary condition (Bloch transforming) with respect to $n$

$$\psi_{m,n+N} = e^{ik_1N}\psi_{m,n}, \quad m, n \in \mathbb{N} \times \mathbb{Z}$$

where $k_1 \in \left[-\frac{\pi}{N}, \frac{\pi}{N}\right]$, which leads to the $k_1$-dependent eigenvalue problem defined on a single supercell

$$[H_{edge}^{ZZ}\psi(k_1)]_{m,n} = A^\sigma(m-1,n)\psi_{m-1,n} + B^\sigma(m,n-1)\psi_{m,n-1} + V(m,n)\psi_{m,n} + A(m,n)\psi_{m+1,n} + B(m,n)\psi_{m,n+1} \quad m, n \in \mathbb{N} \times \{1, ..., N\}$$

$\psi_{0,n} = 0$ for $n \in \{1, ..., N\}$

$\psi_{m,0} = e^{-ik_1N}\psi_{m,N}$

$\psi_{m,N+1} = e^{ik_1N}\psi_{m,1}$, for $m \in \mathbb{N}$.

The system (5.7) is now an eventually periodic semi-infinite Hamiltonian in the sense of Definition 4.1 defined on $l^2(\mathbb{N}; \mathbb{C}^{2N})$ by defining

$$\psi^\sigma_m := [\psi^\sigma_{m,1}, \psi^\sigma_{m,2}, ...]^T \quad \sigma \in \{A, B\},$$

and is hence amenable to our method. An illustration of this notation is given in Figure 5.1, while results of computations using our method are shown in Figure 5.2.
5.3. Honeycomb structure tight-binding domain wall edge Hamiltonian. We now consider a second example: a “domain wall” interface between distinct honeycomb structures with defects. For simplicity we again assume that the interface occurs along a “zig-zag” edge. We make analogous assumptions to Assumptions 5.1-5.2. Specifically, we allow for inter-atom hopping amplitudes $t_j(m,n), j \in \{0,1,2\}$ and onsite potentials $V^\sigma(m,n), \sigma \in \{A,B\}$ which are non-trivial functions of the cell indices $m,n$ for $|m|$ sufficiently small. The restrictions we make are summed up in the following assumptions.

**Assumption 5.3 (Periodicity of bulk medium).** There exist a non-negative integer $M_+$ such that for all $m \geq M_+, V^\sigma(m,n) = V^\sigma,\infty$ and $t_j(m,n) = t_j^\infty$ for all $n \in \mathbb{Z}$, $\sigma = A,B$, and $j \in \{0,1,2\}$ and a negative integer $M_-$ such that for all $m \leq M_-, V^\sigma(m,n) = V^\sigma,-\infty$ and $t_j(m,n) = t_j^-\infty$ for all $n \in \mathbb{Z}$, $\sigma = A,B$, and $j \in \{0,1,2\}$.

**Assumption 5.4 (Periodicity of disorder along edge).** There exists a positive integer $N$ such that $V^\sigma(m,n+N) = V^\sigma(m,n)$ and $t_j(m,n+N) = t_j(m,n)$ for all $m \in \mathbb{Z}$, $n \in \mathbb{Z}$, $j \in \{0,1,2\}$, and $\sigma = A,B$.

Under Assumptions 5.3-5.4, the problem is reduced to the study of the following Hamiltonian on a single supercell,

\[
\begin{align*}
[H_{\text{edge}}(k)\|)]_{m,n} = \ A^*(m-1,n)\psi_{m-1,n} + B^*(m,n-1)\psi_{m,n-1} + V(m,n)\psi_{m,n} \\
+ A(m,n)\psi_{m+1,n} + B(m,n)\psi_{m,n+1}, \quad m,n \in \mathbb{Z} \times \{1,...,N\},
\end{align*}
\]

where the matrices $A(m,n), B(m,n)$, and $V(m,n)$ are defined by (5.5), the $V^\sigma(m,n)$, $\sigma \in \{A,B\}$ and $t_j(m,n), j \in \{0,1,2\}$ are as in Assumptions 5.3 and 5.4 and

\[
\psi_0,n = 0 \text{ for } n \in \{1,...,N\} \quad \psi_{m,0} = e^{-ik_\|N}\psi_{m,N} \quad \psi_{m,N+1} = e^{ik_\|N}\psi_{m,1} \text{ for } m \in \mathbb{Z}.
\]

Under Assumptions 5.3 and 5.4, $H_{\text{edge}}(k\|)$ is an infinite eventually periodic Hamiltonian in the sense of Definition 4.2 and hence amenable to our method.

In Figures 5.3 and 5.4 we present results of numerical computations of spectral
Fig. 5.2: Persistence of an edge state of a graphene-like structure under perturbation. In (a), a bound state of the zig-zag edge Hamiltonian (5.7) (edge state) when $N = 5$, $k_\parallel = \frac{1}{5} (-\frac{23\pi}{30})$, $V_\sigma(m,n) = 0$, $\sigma \in \{A,B\}$, and $t_j(m,n) = t$, $j \in \{0,1,2\}$ for all $m,n \in \mathbb{N} \times \mathbb{Z}$ is plotted. We find that this bound state has eigenvalue precisely 0. The absolute value $|\psi|$ and the argument $\arg \psi$ of the wave function at each lattice point is represented by the radius and color, respectively, of the circle at that point. In (b), an edge state of the zig-zag edge Hamiltonian (5.7) with multiple atomic vacancies, modelled by a large onsite potential at each vacancy, is plotted. We observe that the edge state survives the perturbation: the Hamiltonian retains a bound state with eigenvalue 0. Note that although the spectrum of the full two-dimensional bulk Hamiltonian is not gapped, for fixed values of $k_\parallel/\in \{\frac{2\pi}{3}, -\frac{2\pi}{3}\}$ the essential spectrum of $H_{\text{edge}}(k_\parallel)$ has a gap which is symmetric about 0.

This case, studied for example in [5], is of particular interest to us because hard truncation yields inaccurate results in this case (see Lee-Thorp [17], in particular Figure 26.7). In Figure 5.3 we demonstrate this by comparing the edge dispersion curves computed with hard truncation and the Green’s function method. In Figure 5.4 we study a bound state of (5.9) in the presence of defects.

5.4. Honeycomb structure continuum edge Hamiltonian. Our method can also be used to compute spectral data of continuum Schrödinger edge models discretized by a finite difference scheme. Following [11], we consider the eigenvalue problem $H_{\text{edge}}^\text{cont} \psi = E \psi$ for the Schrödinger operator

$$H_{\text{edge}}^\text{cont} := -\Delta + V(x)$$

data of the Hamiltonian (5.9) for the case

$$V_\sigma,\pm\infty = 0, \sigma \in \{A,B\}, \text{ and } t_0^{-\infty} = t_1^{-\infty}, \frac{|t_2^{-\infty}|}{|t_1^{-\infty}|} > 1, \text{ and } t_0^\infty = t_1^\infty, \frac{|t_2^\infty|}{|t_1^\infty|} < 1.$$
Fig. 5.3: (a) Dispersion curves $E(k_{||})$ of the edge Hamiltonian (5.9) computed with the hard truncation method, and (b) dispersion curves of the edge Hamiltonian (5.9) computed using the Green’s function method. Zero eigenvalues are plotted with red $\times$s, while all other eigenvalues are plotted in blue. For $k_{||}$ in a neighborhood of $\pi$, hard truncation of the Hamiltonian yields spurious zero modes which are eliminated when the proper boundary conditions are applied.

Fig. 5.4: (a) Plot of one of the four-fold degenerate zero eigenvalue bound states of the Hamiltonian (5.9) when $k_{||} = \pi/4$ when the bulk structures far from the domain wall edge are defined by (5.11) without disorder. The absolute value $|\psi|$ and argument $\arg \psi$ of the wavefunction at each point on the lattice is represented by the radius and color, respectively, of the circle at each point. (b) An edge state of the Hamiltonian (5.9) when $k_{||} = \pi/4$ under Assumption (5.11) with atomic vacancies at the edge modeled by large onsite potentials. We observe that in this case the Hamiltonian has a single non-degenerate bound state with eigenvalue 0.
acting on $L^2(\mathbb{R}^2)$, where the real potential function $V(x)$ models a “half-plane” honeycomb structure. More precisely, introduce the lattice vectors

$$v_1 = \frac{1}{2} \left[ 3 \sqrt{3} \right], \quad v_2 = \frac{1}{2} \left[ -3 \sqrt{3} \right].$$

Then we assume

$$V(x) = \sum_{v \in \Lambda_+} V_0(x - v)$$

where $\Lambda_+$ is the “half-plane” honeycomb lattice $\Lambda_+ = \{mv_1 + nv_2 : m \in \mathbb{Z}, n \in \mathbb{N} \}$. For simplicity we take the potential at each lattice vertex $V_0(x)$ to be a Gaussian well (see Figure 5.5). Such a Hamiltonian models electronic states at a “zig-zag” edge of a graphene-like structure.

We model atomic vacancy defects at the edge by omitting terms in the sum (5.14). Under assumptions analogous to Assumptions 5.3 and 5.4 we obtain a Hamiltonian which is periodic under translation by $Nv_1$ (parallel to the edge) for sufficiently large $N > 1$ and eventually periodic (see Remark 5.3) with respect to translation by $v_2$ for $x$ sufficiently far from the edge, both into the bulk of the material and into free space in the opposite direction. Imposing Bloch periodicity in the edge direction $\Phi(x + Nv_1; k_\parallel) = e^{iNk_\parallel} \Phi(x; k_\parallel)$, we derive a family of eigenvalue problems on $L^2([0, N] \times \mathbb{R})$ parameterized by $k_\parallel$. Discretizing any one of these eigenvalue problems by a five-point stencil we obtain an infinite eventually periodic Hamiltonian in the sense of Definition 4.2 whose bound states can be computed using the Green’s function method. Our results are shown in Figures 5.5 and 5.6.

**Remark 5.3.** In fact the Hamiltonian cannot be exactly eventually periodic even in the absence of defects because of the exponential tail of the potential at each vertex. Since the error accumulated by assuming that it is in fact eventually periodic is exponentially small (indeed can be made arbitrarily small by truncating further away from any defects) we ignore this issue.

**6. Conclusion.** In this work we have introduced a numerical method for computing spectral data of a class of discrete Hamiltonians which model edge states: electronic states localized at edges of one and two-dimensional materials. Such states have generated considerable interest because of their potential as robust wave-guides. Our method is exact up to rounding error for discrete models and exact up to discretization error for continuum models and is hence a significant improvement on the naïve “hard truncation” method which may yield spurious states localized at the truncation rather than the edge of the structure. We have verified the effectiveness of our method through studies of the robustness of edge states to defects in various one and two-dimensional models.

Much remains to be explored related with edge states and their stability. For instance, it should be possible using the ideas presented in this paper to realize a scheme for studying the propagation in time of wave-packets propagating along edges which doesn’t require “hard truncation” into the bulk. Another interesting direction would be to adapt our method to compute resonances resulting from defects (localized in both directions as well as along one-dimensional “edges”) in periodic media. Locating such resonances (specifically, computing their imaginary part) would give information about the life-times of approximate bound states created by such defects. Finally, our methods can already be directly applied to the computation of “surface” states of
three dimensional materials in the presence of defects under analogous assumptions to Assumptions 5.1 and 5.2.

**A. Proof of existence of boundary conditions for arbitrary finite range eventually periodic Hamiltonians.** In this section we discuss a more general framework for proving the existence of appropriate boundary conditions (i.e. those which ensure that the Green’s function we compute maps \( l^2(\mathbb{N}; \mathbb{C}^N) \) to itself) for computing the solution of (4.9).

The only assumptions we need on the Hamiltonian \( H \in \mathbb{C}^{N \times N} \) are made explicit next.

**Assumption A.1 (H is banded).** There exists a positive integer \( B \) such that \( H_{m,n} = 0 \) if \( |m - n| > B \).

**Assumption A.2 (Periodicity of the bulk).** There exists a period \( p \) and a non-negative integer \( M_+ \) such that for all \( m \geq M_+ \), \( H_{m,n} = H_{m+p,n+p} \).

Note that we do not even require that \( H \) is Hermitian; our method works for non-Hermitian operators as well. However, if \( H \) is not Hermitian, then Theorem 3.1 is no longer guaranteed. Unfortunately, the conclusion of Theorem 3.1 does not hold for general operators, so one would have to be more careful in justifying that step in the non-Hermitian case.

Let us define some notation. Under Assumptions A.1 and A.2, the matrix \( z - H \) can be split up as shown next.

\[
(A.1) \quad z - H = \begin{bmatrix} (z - H)_{\text{defect}} \\ (z - H)_{\text{fin}} \\ (z - H)_{\text{per}} \end{bmatrix} = \begin{bmatrix} P \\ P \\ P \end{bmatrix}.
\]

We call \( (z - H)_{\text{per}} \) the periodic-part of \( z - H \); it consists of the matrix \( P \) (representing one period) periodically repeating off to infinity. We call \( (z - H)_{\text{fin}} \) the finite-part; it consists of the defect-part \( (z - H)_{\text{defect}} \) (which is where defects are allowed) and the last portion of a \( P \) matrix, which we have denoted \( P \). We assume that \( P \) has no “extra” columns of zeros on either the left or right end: It has a nonzero entry in its leftmost and rightmost column. We now introduce some more notation by defining the sizes of these matrices:

\[
(z - H)_{\text{fin}} \in \mathbb{C}^{N_d \times N}, \quad (z - H)_{\text{per}} \in \mathbb{C}^{N \times N}, \quad (z - H)_{\text{defect}} \in \mathbb{C}^{N_d \times N_d}, \quad P \in \mathbb{C}^{p \times w}, \quad \mathcal{P} \in \mathbb{C}^{p \times b_+}.
\]

We finally define one more piece of notation: The first \( P \) overlaps with \( b_+ \) columns of \( (z - H)_{\text{defect}} \). That is, the leftmost nonzero entry of \( (z - H)_{\text{per}} \) occurs in column \( N_d - b_+ + 1 \).

Now that we have defined notation, let’s look at the problem we actually want to solve. We wish to compute the upper-left \( N_d \times N_d \) block of \( G(z) \); that is, we wish to compute the first \( N_d \) entries of the solution to

\[
(A.2) \quad (z - H)g_j = \epsilon_j
\]
for \( j = 1, 2, ..., N_d \). First, we remark that this solution is unique in \( \ell^2(\mathbb{N}) \).

**Lemma A.1.** If \( z \) is not in the spectrum of \( H \), then the linear system \((z - H)g_j = e_j\) has a unique solution in \( \ell^2(\mathbb{N}) \).

**Proof.** Under Assumptions A.1 and A.2, it is straightforward to show that \( H \) is a bounded operator on \( \ell^2(\mathbb{N}) \). The conclusion then follows.

Our goal is to compute the finite-part of \( g_j \). In order to do this, there are three conditions \( g_j \) must to satisfy:

1. \( g_j \) must satisfy all the finite-part equations: \((z - H)_{\text{fin}}g_j = e_j\).
2. \( g_j \) must satisfy all the periodic-part equations: \((z - H)_{\text{per}}g_j = 0\).
3. \( g_j \) must be in \( \ell^2 \).

By Lemma A.1, \( g_j \) is the only vector which satisfies all three of these conditions.

We can reduce these three conditions down to just two by combining Conditions 2 and 3: We see that \( g_j \) satisfies both conditions if and only if \( g_j \) is in the nullspace of \((z - H)_{\text{per}}\), considered as an operator on \( \ell^2(\mathbb{N}) \). This leaves us with just two requirements:

1. \( g_j \) must satisfy all the finite-part equations: \((z - H)_{\text{fin}}g_j = e_j\).
2. \( g_j \) must be in the nullspace of \((z - H)_{\text{per}}\), considered as an operator on \( \ell^2(\mathbb{N}) \).

Note that these requirements are again both necessary and sufficient: A vector satisfies these two conditions if and only if it is \( g_j \).

The rest of this section is organized as follows. First, we characterize the nullspace of \((z - H)_{\text{per}}\), considered as an operator on \( \ell^2(\mathbb{N}) \). Once we have this nullspace, we show how to construct the boundary conditions. Lastly, we prove that this procedure for incorporating the boundary conditions always results in a system whose unique solution is the finite-part of \( g_j \).

To compute the nullspace of \((z - H)_{\text{per}}\), we proceed in a few steps. First, Lemma A.2 characterizes the eigenspaces of the operator that shifts a vector by one period, \( S_p : [\psi_1, \psi_2, ...]^T \mapsto [\psi_{p+1}, \psi_{p+2}, ...]^T \). Second, using the fact that \((z - H)_{\text{per}}\) and \( S_p \) commute, we show in Lemma A.3 that the nullspace of \((z - H)_{\text{per}}\) is spanned by a finite set of (generalized) eigenvectors of \( S_p \), which fall into two particular types. (Note that the standard “commuting operators have a common set of eigenvectors” theorem does not apply here because neither \((z - H)_{\text{per}}\) nor \( S_p \) is known a priori to be diagonalizable; neither operator is normal.) Using these particular forms for the basis vectors of \( \text{Null}(z - H)_{\text{per}} \), we show how a polynomial eigenvalue problem can be used to actually compute such a basis.

**Lemma A.2.** (Characterization of the eigenspaces of \( S_p \), as an operator on \( \ell^2(\mathbb{N}) \))

Let \( \eta \in (-1, 0) \cup (0, 1) \) and \( \xi \in \mathbb{C}^p \), \( \xi \neq 0 \). Then,

\[
\psi = [\xi, \eta \xi, \eta^2 \xi, ...]^T,
\]

is an eigenvector of \( S_p \) corresponding to eigenvalue \( \eta \). This characterizes the nonzero eigenspaces. The generalized eigenspace of the zero-eigenvalue is the space of vectors in \( \mathbb{C}^N \) with only a finite number of nonzero entries.

**Proof.** The nonzero claim is straightforward. For the zero-eigenspace, note that \( \psi \) is a generalized eigenvector if and only if \( S_p^k \psi = 0 \) for some \( k \). The \( \psi \) which satisfy this are precisely the ones with only a finite number of nonzero entries.

**Lemma A.3.** Let \( N_b \) be a positive integer (to be chosen later). If \( z \) is not in the spectrum of \( H \), then the nullspace of \((z - H)_{\text{per}}\) is spanned by a set of \( N_d \) vectors which fall into one of the following categories:
Type 1a: Vectors that are only nonzero in the first \(N_b\) entries;
Type 1b: Vectors that have a finite number of nonzero entries, but are zero in the first \(N_b\) entries;
Type 2: Vectors of the form (A.3) with \(\eta \in (-1, 0) \cup (0, 1)\).

Proof. See Appendix B.1.

Next, we show how to find such a basis for \(\text{Nul}(z - H)_{\text{per}}\) by solving a generalized eigenvalue problem. First, let us define two submatrices \(R\) and \(S\) of \((z - H)_{\text{per}}\) as follows. \(R\) and \(S\) are square matrices of identical size and have side lengths that are equal to an integer multiple of \(p\). \(R\) and \(S\) are next to each other (with \(S\) immediately to the right of \(R\)), and both are aligned with the top of \((z - H)_{\text{per}}\). Finally, we must choose \(R\) and \(S\) large enough so that they contain all the nonzero entries of \((z - H)_{\text{per}}\). Additionally, \(R\) must be chosen so that it contains all the all the nonzero entries of Type 1b vectors. With these definitions, the basis of Lemma A.3 can be found by solving the generalized eigenvalue problem \(R + \lambda S\). In particular, the eigenvectors of \(R + \lambda S\) can be extended (in the sense of the following definition) to basis vectors of \(\text{Nul}(z - H)_{\text{per}}\).

Remark A.1. It is not always known a priori how large \(R\) should be chosen. But if a choice fails (i.e., you do not get enough eigenvectors of \(R + \lambda S\)), then you simply try again with a larger choice.

Definition A.4. Let \(x\) be an eigenvector of \(R + \lambda S\); that is, for some \(\lambda_0\), \((R + \lambda_0 S)x = 0\). Then, we define the extension of \(x\) to \(\ell^2(\mathbb{N})\) as follows. If \(\lambda_0 = 0\), then the extension is \(\xi = [0_{N_b} \quad x \quad 0_{\infty}]^T\). If \(\lambda_0 \neq 0\), then we define the \(N_b + 1\) through \(N_b + N_R\) entries to be \(x\); i.e., in MATLAB notation, \(\xi_{N_b+1:N_b+N_R} = x\). The next \(N_R\) entries are defined to be \(\lambda_0 x\), then \(\lambda_0^2 x\), and so on. The first \(N_b\) entries of \(\xi\) are defined by continuing this pattern backwards. Conversely, we define the restriction \(v_{\text{restr}}\) of a vector \(v \in \ell^2(\mathbb{N})\) to be \(v_{\text{restr}} = v_{N_b+1:N_b+N_R}\).

To see that it is enough to solve the generalized eigenproblem \(R + \lambda S\), we first note that, since we chose the sides of \(R\) to be an integer multiple of \(p\) and chose them large enough, restrictions of the Type 1b and Type 2 basis vectors form solutions of \((R + \lambda S)\xi = 0\), corresponding to \(|\lambda| < 1\). Second, we show that these are the only such solutions.

Lemma A.5. There are exactly \(N_d - N_b\) eigenvectors corresponding to eigenvalues of \(R + \lambda S\) with \(|\lambda| < 1\). Combining extensions of these eigenvectors with the vectors \(\{e_j\}_{j=1}^{N_b}\) yields a basis for \(\text{Nul}(z - H)_{\text{per}}\) of the form in Lemma A.3.

Proof. See Appendix B.3.

We note that there could also be generalized eigenvectors of \(R + \lambda S\). However, we do not want these -- they correspond to generalized zero-eigenvectors of \((z - H)_{\text{per}}\).

Remark A.2. Note that the restriction that we choose \(R\) large enough to encompass all the nonzero entries of the finitely-many nonzero entry basis vectors is important; it guarantees that the Type 1b vectors will be zero-eigenvectors of \(R + \lambda S\). An example of why we might have to choose \(R\) to be large is illustrated with the following example. Suppose

\[
P = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
\end{bmatrix}.
\]
Then, there is a Type 1 vector given by

\[(A.5) \quad [0_{N_b}, 1, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, -1, 0, 0, 0, -1, \infty]^T.\]

This vector has nonzero values past the end of \(\mathcal{P}\). We note that this example can easily be generalized to make the last nonzero value go arbitrarily far past the end of \(\mathcal{P}\) by choosing \(P\) to be

\[(A.6) \quad P = \begin{bmatrix} I_k & 0 & 0 & \cdots & 0 & 0 \\ 0 & 0 & 1 & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & \cdots & I_k \end{bmatrix}\]

for any positive integer \(k\), where \(I_k\) is the \(k \times k\) identity matrix.

Using Lemma A.5, we can now detail how to construct the boundary conditions. The idea is simple: We restrict the solution to lie in the nullspace of \((z - H)_{\text{per}}\). We do this by requiring that the solution is orthogonal to the orthogonal complement of the nullspace.

First, note that since \(\{e_{j}\}_{j=1}^{N_b} \in \text{Nul}(z - H)_{\text{per}}\), there are no constraints on the first \(N_b\) entries of the solution. Therefore, we only need to enforce the condition that the truncation of the solution is orthogonal to the eigenvectors of \(R + \lambda S\). This is easily done as follows. Let \(V \in \mathbb{C}^{N_R \times (N_R - N_d + N_b)}\) be a basis for the orthogonal complement of the eigenvectors of \(R + \lambda S\). Then we can solve for \(g_j\) using the system,

\[(A.7) \quad \begin{bmatrix} (z - H)_{\text{defect}} & P \\ \overline{V} \end{bmatrix} g_j = e_j.\]

Finally, we prove that \(g_j\) is the unique solution of this system.

**Lemma A.6.** Using our method for constructing the boundary conditions, \((A.7)\) has a unique solution. That unique solution is the first \(N_R + N_b\) entries of \(g_j\).

**Proof.** First, note that existence of a solution is clear: \(g_j\) is a solution. Next, let \(v\) be a solution of \((A.7)\). Then, \(v\) can be extended to \(\ell^2(\mathbb{N})\) and would satisfy Conditions 1' and 2'. Therefore, by Lemma A.1 and the discussion following it, \(v\) must equal \(g_j\). 

### B. Proofs for Appendix A.

#### B.1. Proof of Lemma A.3.

**Lemma B.1.** Let \(A\) be an invertible operator on \(\ell^2(\mathbb{N})\). In the standard basis for \(\ell^2(\mathbb{N})\), consider \(A\) as an infinite dimensional matrix. Let \(A_n\) be the operator \(A\) with \(n\) rows removed. Then, \(\dim(\text{Nul}(A_n)) = n\).

**Proof.** Let \(R\) be the \(n \times \infty\) matrix of the rows removed from \(A\). We first show that \(R^H\) and \(A_n^H\) span disjoint subspaces,

\[(B.1) \quad \text{Ran}(R^H) \cap \text{Ran}(A_n^H) = 0.\]

We can prove this by contradiction: Suppose there is a nonzero vector \(v\) in the intersection. If \(\{v_i\}_{i=1}^{n}\) are the columns of \(R^H\) and \(\{u_k\}_{k=1}^{\infty}\) are the columns of \(A_n^H\),
then
\[ (B.2) \quad v = \sum_{j=1}^{n} d_j v_j = \sum_{k=1}^{\infty} c_k u_k. \]

This implies that \( \begin{bmatrix} -d_1 & -d_2 & \ldots & -d_n & c_1 & c_2 & \ldots \end{bmatrix}^T \) is in the nullspace of \( A^H \); this would then imply that \( A \) is not invertible. Thus, \((B.1)\) must be true.

Combining \((B.1)\) with the fact that the columns of \( A^H \) must span all of \( \ell^2(\mathbb{N}) \), we have that any vector in \( \ell^2(\mathbb{N}) \) can be written uniquely as a sum \( v + u \) where \( v \in \text{Ran}(R^H) \) and \( u \in \text{Ran}(A_n^H) \).

Next, we show that the orthogonal complement of \( \text{Ran}(A_n^H) \) has the same dimension as \( \text{Ran}(R^H) \). Let \( P \) be the projection onto \( \text{Ran}(A_n^H)^\perp \). Then, for any vector \( f = v + u \in \ell^2(\mathbb{N}) \), the projection onto \( \text{Ran}(A_n^H)^\perp \) is
\[ (B.3) \quad Pf = Pv + Pu = Pv. \]

Therefore, if \( \{v_i\}_{i=1}^{N_d} \) is a basis for \( \text{Ran}(R^H) \), then
\[ (B.4) \quad \text{Ran}(A_n^H)^\perp = \text{Span}(\{Pv_i\}_{i=1}^{N_d}). \]

Note that the set \( \{Pv_i\}_{i=1}^{N_d} \) is linearly independent: If it was not then there would be a nonzero vector \( v \) in \( \text{Ran}(R^H) \) such that \( Pv = 0 \); but this would imply that \( v \in \text{Ran}(A_n^H) \), which is not possible.

Finally, using a well-known property of linear operators, we obtain the desired conclusion,
\[ (B.5) \quad \dim(\text{Nul}(A_n)) = \dim(\text{Ran}(A_n^H)^\perp) = n. \]

**Proof of Lemma A.3.** By Lemma B.1, \( \dim(\text{Nul}(z - H)_{\text{per}}) = N_d \). Let \( \{v_i\}_{i=1}^{N_d} \) be an orthonormal basis of \( \text{Nul}(z - H)_{\text{per}} \). By the commutativity of \( (z - H)_{\text{per}} \) and \( S_p \),
\[ (B.6) \quad (z - H)_{\text{per}} S_p v_i = 0, \quad i = 1, \ldots, N_d. \]

This implies that \( \text{Nul}(z - H)_{\text{per}} \) is an invariant subspace of \( S_p \). Let \( V = [v_1, v_2, \ldots, v_{N_d}] \).

Then, the matrix \( V^H S_p V \in \mathbb{C}^{N_d \times N_d} \) has a Jordan normal form,
\[ (B.7) \quad V^H S_p V = MJM^{-1} \]

Since \( S_p \) is invariant on the range of \( V \) (i.e., on the nullspace of \( (z - H)_{\text{per}} \)), we can multiply on the left by \( V \) (and the right by \( M \)) to obtain
\[ (B.8) \quad S_p VM = VMJ. \]

This is essentially a partial Jordan normal form of \( S_p \). Since the columns of \( V \) form a basis for \( \text{Nul}(z - H)_{\text{per}} \) and \( M \) is nonsingular, \((B.8)\) shows that there is a basis for \( \text{Nul}(z - H)_{\text{per}} \) that is made up of (generalized) eigenvectors of \( S_p \). In particular, such a basis is given by the columns of \( VM \). Lemma A.2 then implies that the nullspace of \( (z - H)_{\text{per}} \) is spanned by vectors that are either of form \((A.3)\) or that have a finite number of nonzero entries. The vectors with a finite number of nonzero entries can be split into Type 1a and Type 1b by taking proper linear combinations. \( \square \)
B.2. Matrix pencils. In order to prove Lemma A.5, we will use results from the theory of matrix pencils. We review the definition and relevant properties of matrix pencils here. For more information, see [8].

**Definition B.2.** A matrix pencil is a set of matrices of the form \( \{ A - \lambda B : \lambda \in \mathbb{C} \} \). A matrix pencil is said to be regular if \( \det(A - \lambda B) \) is not identically zero. If \( \det(A - \lambda B) \) is identically zero, then the matrix pencil is said to be singular.

**Definition B.3.** The generalized eigenvalues of the generalized eigenvalue problem \( A - \lambda B = 0 \) are the values of \( \lambda \) for which \( \det(A - \lambda B) = 0 \). If a vector \( x \) satisfies \( (A - \lambda_0 B)x = 0 \) for some \( \lambda_0 \), then \( x \) is said to be an eigenvector of \( A - \lambda B \) corresponding to the generalized eigenvalue \( \lambda_0 \).

Note that if a matrix pencil is singular, then the corresponding generalized eigenvalue problem has infinitely many generalized eigenvalues (any \( \lambda \in \mathbb{C} \) is an eigenvalue). A concrete example of this phenomenon is given by the generalized eigenvalue problem,

\[
(B.9) \quad \left( \begin{bmatrix} 1 & 1 \\ 0 & 0 \end{bmatrix} + \lambda \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \right) x = 0.
\]

This phenomenon is very different from that encountered in the standard eigenvalue problem, \( (A - \lambda I)x = 0 \), where there are always precisely \( n \) eigenvalues if \( A \in \mathbb{C}^{n \times n} \); additionally, the eigenspaces corresponding to distinct eigenvalues are not all independent. This suggests that the theory of generalized eigenvalue problems is more complicated than that of the standard eigenvalue problem. However, the generalized eigenproblems corresponding to regular matrix pencils maintain many nice properties that hold for standard eigenvalue problems. In order to show this, we first introduce a concept integral to our proof of Lemma A.5 -- the Kronecker canonical form.

**Theorem B.4 (Kronecker canonical form).** Consider a matrix pencil \( A - \lambda B \). It can be written into the canonical form,

\[
(B.10) \quad A - \lambda B = P(\tilde{A} - \lambda \tilde{B})Q^{-1},
\]

where \( P \) and \( Q \) are invertible square matrices, and \( \tilde{A} - \lambda \tilde{B} \) is block diagonal. Each block of \( \tilde{A} - \lambda \tilde{B} \) is in one of four forms,

\[
J_j(\alpha) = \begin{bmatrix}
\alpha - \lambda & 1 \\
& \ddots & \ddots \\
& & \alpha - \lambda & 1 \\
& & & \alpha - \lambda \\
\end{bmatrix},
\]

\[
N_j = \begin{bmatrix}
1 & -\lambda \\
& \ddots & \ddots \\
& & 1 & -\lambda \\
& & & 1 \\
\end{bmatrix},
\]

\[
L_j = \begin{bmatrix}
-\lambda & 1 \\
& \ddots & \ddots \\
& & -\lambda & 1 \\
\end{bmatrix},
\]

\[
L_j^T = \begin{bmatrix}
-\lambda \\
& \ddots \\
& & -\lambda \\
& & & 1 \\
\end{bmatrix},
\]

where \( J_j(\alpha) \) and \( N_j \) are \( j \times j \) matrices, \( L_j \) is \( j \times (j + 1) \) and \( L_j^T \) is \( (j + 1) \times j \). The value of \( j \) may change from block to block.

The \( J_j(\alpha) \) blocks correspond to finite generalized eigenvalue \( \alpha \). The \( N_j \) blocks correspond to infinite generalized eigenvalues (i.e., correspond to generalized eigenvalue
zero of the problem $\lambda A - B$). $L_j$ and $L_j^T$ are called singular blocks.

Note that the Kronecker canonical form of a matrix pencil is very similar to the Jordan canonical form of a matrix. However, in Jordan canonical form, there are only $J_j(\alpha)$ blocks. The similarity between the two canonical forms becomes even closer when one restricts to regular matrix pencils.

**Lemma B.5.** If $A - \lambda B$ is a regular matrix pencil, then its Kronecker canonical form does not contain any singular blocks ($L_j$ or $L_j^T$).

From this lemma, it is easy to see that generalized eigenproblems corresponding to regular matrix pencils satisfy two properties familiar from standard eigenproblem theory: (1) If $A, B \in \mathbb{C}^{n \times n}$, then there are precisely $n$ eigenvalues (including the infinite eigenvalues and counting algebraic multiplicity); and (2) The eigenspaces corresponding to distinct eigenvalues are all independent.

**B.3. Proof of Lemma A.5.** Before proving Lemma A.5, we first show that the matrix pencil considered in that lemma is regular.

**Lemma B.6.** The matrix pencil $R + \lambda S$ in Lemma A.5 is regular.

**Proof.** The idea is as follows: If $R + \lambda S$ is singular, then its Kronecker canonical form contains an $L_j$ (or $L_j^T$) block; this fact can then be used to show that columns (or rows) of $(z - H)$ must be linearly dependent, which contradicts the assumption that $z \notin \sigma(H)$. The details now follow.

First, we will only consider the case that the Kronecker canonical form

$$R + \lambda S = P(\tilde{R} + \lambda \tilde{S})Q^{-1}$$

has an $L_j$ block; the $L_j^T$ case is similar. Assume without loss of generality that the top-left block of $\tilde{R} + \lambda \tilde{S}$ is an $L_j$ block. This implies that

$$(\tilde{R} + \lambda \tilde{S})
\begin{bmatrix}
1 \\
\lambda \\
\vdots \\
\lambda^j \\
0
\end{bmatrix} = 0,$n$$

for all $\lambda \in \mathbb{C}$.

By considering the structure of $\tilde{R}$ and $\tilde{S}$ in the upper-left block, one can rewrite this as

$$\tilde{S}e_j\lambda^{j+1} + (\tilde{R}e_j + \tilde{S}e_{j-1})\lambda^j + \ldots + (\tilde{R}e_2 + \tilde{S}e_1)\lambda + \tilde{R}e_1 = 0.$$n

Since this must be true for all $\lambda$, the coefficient in front of each $\lambda^k$ must be zero. This then gives the set of equations,

$$(\tilde{S}
\begin{bmatrix}
\begin{array}{c}
\tilde{S} \\
\tilde{R} \\
\vdots \\
\tilde{S} \\
\tilde{R}
\end{array}
\end{bmatrix}
\begin{bmatrix}
e_j \\
e_{j-1} \\
\vdots \\
e_1
\end{bmatrix} = 0.$$n

Finally, we multiply each block equation on the left by $P$ and multiply a $Q^{-1}Q$ in
between the matrix-vector multiplications to obtain

\[
\begin{bmatrix}
    S & \cdots \\
    R & \cdots \\
    \vdots & \ddots & \ddots \\
    S & \cdots \\
    R
\end{bmatrix}
\begin{bmatrix}
    Qe_j \\
    Qe_{j-1} \\
    \vdots \\
    Qe_1
\end{bmatrix} = 0.
\]

\[\text{(B.15)}\]

Since \(Q\) has full rank, the vector is nonzero. The columns of the matrix on the left are identical to the columns of \((z - H)\) as the matrix goes off to infinity (with the non-relevant zero-rows above and below removed). This equation then implies that the columns of \((z - H)\) are linearly dependent.

Using this lemma and the nice properties that follow from it (as mentioned below Lemma B.5), we can now prove Lemma A.5.

**Proof of Lemma A.5.** As noted before the statement of the lemma, it is simple to check that restrictions of the Type 1b and Type 2 basis vectors satisfy \((R + \lambda S)\xi = 0\) with \(|\lambda| < 1\). Since \(R + \lambda S\) is a regular pencil (Lemma B.6), the Kronecker canonical form implies that eigenspaces corresponding to different eigenvalues are independent. Now suppose that the set of restrictions of the Type 1b and Type 2 basis vectors of \(\text{Nul}(z - H)\) is linearly dependent. This would imply that there is a dependent set that corresponds to the same eigenvalue. However, this then implies that the extensions of these vectors are linearly dependent -- contradicting the assumption that they were not. Therefore, the restrictions of Type 1b and Type 2 vectors form a linearly independent set of \(N_d - N_b\) eigenvectors of \(R + \lambda S\).

Let \(\xi\) be an eigenvector of \(R + \lambda S\) with \(|\lambda| < 1\). Then, it is straightforward to show that the extension of \(\xi\) is in \(\text{Nul}(z - H)\). Therefore, the extension of \(\xi\) must be a linear combination of the basis vectors for \(\text{Nul}(z - H)\). Hence, \(\xi\) is a linear combination of the restrictions of the basis vectors. Therefore, there are precisely \(N_d - N_b\) independent eigenvectors of \(R + \lambda S\) with \(|\lambda| < 1\).

Finally, it is straightforward to show that the extensions of any \(N_d - N_b\) independent eigenvectors of \(R + \lambda S\) (combined with \(\{e_j\}_{j=1}^{N_b}\)) gives a basis for \(\text{Nul}(z - H)\).

**References.**

[1] M. P. Allen and D. J. Tildesley. *Computer Simulation of Liquids, 2nd Edition.* Oxford University Press, 2017.

[2] J. K. Asbóth, L. Oroszlány, and A. Pályi. *A short course on topological insulators.* Vol. 919. Springer International Publishing, 2016.

[3] N.W. Ashcroft and N.D. Mermin. *Solid State Physics.* Saunders College, 1976.

[4] G. Bal. *Topological protection of perturbed edge states.* URL: https://arxiv.org/abs/1709.00605.

[5] C. Chamon. “Solitons in carbon nanotubes”. *Phys. Rev. B* 62.4 (2000), pp. 2806–2812.

[6] E. A. Coddington and N. Levinson. *Theory of ordinary differential equations.* McGraw-Hill, 1955.

[7] P. Delplace, D. Ullmo, and G. Montambaux. “Zak phase and the existence of edge states in graphene”. *Phys. Rev. B* 84.19 (2011).

[8] James Demmel and Bo Kågström. “The generalized Schur decomposition of an arbitrary pencil \(A - \lambda B\): Robust software with error bounds and applications. Part I: Theory and algorithms”. *ACM Transactions on Mathematical Software* 19.2 (1993), pp. 160–174.
1. V. Dwivedi and V. Chua. “Of bulk and boundaries: Generalized transfer matrices for tight-binding models”. Phys. Rev. B 93.13 (2016), p. 134304.
2. M. S. P. Eastham. The spectral theory of periodic differential equations. Scottish Academic Press Ltd., London, 1973.
3. C. L. Fefferman and M. I. Weinstein. Edge states of continuum Schrödinger operators for sharply terminated honeycomb structures. arxiv.org/abs/1810.03497. 2018.
4. G. M. Graf and M. Porta. “Bulk-edge correspondence for two-dimensional topological insulators”. Communications in Mathematical Physics 324.3 (2013), pp. 851–895.
5. N. Hale, N. J. Higham, and L. N. Trefethen. “Computing $A^α$, log($A$), and related matrix functions by contour integrals”. SIAM Journal on Numerical Analysis 46.5 (2008), pp. 2505–2523.
6. B. I. Halperin. “Quantized Hall conductance, current-carrying edge states, and the existence of extended states in a two-dimensional disordered potential”. Phys. Rev. B 25.4 (1982), pp. 2185–2190.
7. E. M. Harrell. “Double Wells”. Communications in Mathematical Physics 75.3 (1980), pp. 239–261.
8. Y. Hatsugai. “Chern number and edge states in the integer quantum Hall effect”. Phys. Rev. Lett. 71.22 (1993), pp. 3697–3700.
9. J. P. Lee-Thorp. “Bifurcation perspective on topologically protected and non-protected states in continuous systems”. PhD thesis. Columbia University, 2016.
10. X. Li, L. Lin, and J. Lu. “PEXSI-Σ: A Green’s function embedding method for Kohn-Sham density functional theory”. Annals of Mathematical Sciences and Applications 3.2 (2018), pp. 441–472.
11. L. Lu, J. D. Joannopoulos, and M. Soljačić. “Topological photonics”. Nature Photonics 8 (2014), 821–829.
12. W. Magnus and S. Winkler. Hill’s Equation. John Wiley & Sons, New York, 1966.
13. K. Nakada, M. Fujita, G. Dresselhaus, and M. S. Dresselhaus. “Edge state in graphene ribbons: Nanometer size effect and edge shape dependence”. Phys. Rev. B 54.24 (1996), pp. 17954–17961.
14. A. H. Castro Neto, F. Guinea, N. M. R. Peres, K. S. Novoselov, and A. K. Geim. “The electronic properties of graphene”. Reviews of modern physics 81.1 (2009), pp. 109–162.
15. T. Ozawa, H. M. Price, A. Amo, N. Goldman, M. Hafezi, L. Lu, M. Rechtsman, D. Schuster, J. Simon, O. Zilberberg, and I. Carusotto. “Topological Photonics”. Reviews of modern physics 91.1 (2019), p. 015006.
16. Y. Peng, Y. Bao, and F. von Oppen. “Boundary Green functions of topological insulators and superconductors”. Phys. Rev. B 95.23 (2017), p. 235143.
17. M. Reed and B. Simon. Methods of modern mathematical physics, IV: analysis of operators. Academic press, 1977.
18. B. Simon. “Semiclassical analysis of low lying eigenvalues, II. Tunneling”. Annals of Mathematics 120.1 (1984), pp. 89–118.
19. W. P. Su, J. R. Schrieffer, and A. J. Heeger. “Solitons in Polyacetylene”. Phys. Rev. Lett. 42.25 (1979), pp. 1698–1701.
Fig. 5.5: In figures (a) and (b), we plot the potential and corresponding edge state of (5.12) with $\frac{k_{\parallel}}{\pi} = \frac{3.8\pi}{3}$ when the edge does not have defects. Note that we choose co-ordinates such that the edge is at $y = 0$. To generate figures (c) and (d), we have removed two atoms as can be seen in the plot of the external potential (c). An edge state with $k_{\parallel} = \frac{3.8\pi}{3}$ is also plotted. The edge state plotted in (b) has eigenvalue -1.382, while the edge state plotted in (d) has eigenvalue -1.411.
Fig. 5.6: Dispersion curves $E(k_{||})$ of the edge Hamiltonian (5.12) without defects. Essential spectrum (computed via two-dimensional Bloch theory) is shown in blue while edge states computed via the Green’s function method are marked with red ×s. Note that the curve of edge state eigenvalues is not flat, in contrast to the prediction of the analogous tight-binding model.