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We present a nonperturbative quasi-classical theory of graphene photoconductivity. We consider the influence of low-frequency (microwave, terahertz, mid-infrared) radiation on the static conductivity of a uniform graphene layer and calculate its photoconductivity as a function of frequency, polarization and strength of the external ac electric field, as well as on the material properties (electron density, scattering time) and temperature. The theory is valid at frequencies \( \hbar \omega \lesssim 2E_F \) and at arbitrarily strong ac electric fields. We compare our results with those of the third-order perturbation theory and determine the applicability range of the perturbative solutions.
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I. INTRODUCTION

A distinctive feature of graphene [1] is the linear energy dispersion of its electrons and holes [2]. It was predicted [3] that this feature should lead to a strongly nonlinear electrodynamic and optical response of this material in relatively weak external electric fields. Subsequent experimental and theoretical studies confirmed this prediction, see, e.g. Refs. [4–19]. Currently, nonlinear electrodynamics and optics of graphene is a hot and quickly developing area of research.

Theoretically, the nonlinear electrodynamic response of graphene was mainly considered within the frameworks of the perturbation theory [3, 4, 8–12, 15]. Within such a theory, the electric current \( j(t) = \sum_{\alpha, \beta} \int_{-\infty}^{\infty} d\omega E_{\alpha \omega} e^{-i\omega t} \) is expanded in a Taylor series up to the third order in powers of the electric field \( E(t) \),

\[
\begin{align*}
  j_\alpha(t) = & \int_{-\infty}^{\infty} d\omega_1 \sigma^{(1)}_{\alpha \beta}(\omega_1) E_{\omega_1} e^{-i\omega_1 t} + \\
  & \int_{-\infty}^{\infty} d\omega_1 \int_{-\infty}^{\infty} d\omega_2 \int_{-\infty}^{\infty} d\omega_3 \sigma^{(3)}_{\alpha \beta \gamma \delta}(\omega_1, \omega_2, \omega_3) E_{\omega_1} E_{\omega_2} E_{\omega_3} e^{-i(\omega_1 + \omega_2 + \omega_3)t} + \ldots \end{align*}
\]
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where \( E_\omega^\alpha \) are Fourier components of the time-dependent electric field

\[
E_\omega^\alpha(t) = \int_{-\infty}^{\infty} d\omega E_\omega^\alpha e^{-i\omega t}.
\]  

The linear and third-order conductivities \( \sigma_\alpha^{(1)}(\omega_1) \) and \( \sigma_\alpha^{(3)}(\omega_1, \omega_2, \omega_3) \) have been calculated as functions of frequencies \( \omega_1, \omega_2, \omega_3 \), Fermi energy \( E_F \) and scattering parameters in Refs. \[20\,22\] and \[8\,10\,11\] respectively. The latter describes a large number of different physical effects, such as the third harmonic generation (at \( \omega_1 = \omega_2 = \omega_3 \)), saturable absorption and Kerr effect (at \( \omega_1 = \omega_2 = -\omega_3 \)), direct current induced second harmonic generation (at \( \omega_1 = \omega_2 = -\omega_3 = 0 \)), static photoconductivity (at \( \omega_1 = -\omega_2 = \omega_3 = 0 \)) and many other.

The perturbation approach allows to obtain corrections to results of the linear theory, but its applicability is also restricted: the Taylor expansion \( \Pi \) implies that the third order term is smaller than the first one. However, in many experiments the external electric field is so strong that the third-order theory becomes insufficient for a proper description of the nonlinear response of the material. In graphene this may happen already in electric fields of order of 1 – 3 kV/cm \[3\,4\]. In such cases a nonperturbative theory is required.

In Ref. \[13\] we have developed a nonperturbative quasiclassical theory of the nonlinear electrodynamic response of uniform graphene. The kinetic Boltzmann equation was solved there in the relaxation time approximation, which allowed to describe the graphene response to arbitrarily strong external electric fields at “low” (microwave, terahertz, infrared) frequencies satisfying the condition \( \hbar \omega \lesssim 2E_F \). In Ref. \[13\] we applied our general results to the case, when a strong ac electric field \( E_\omega \sin \omega t \) acts on the system, and analyzed the odd harmonics generation and Kerr effects.

In this paper we apply the theory \[13\] to the analysis of another physical effect, the static photoconductivity of graphene. Without irradiation, the graphene response to a weak external dc electric field \( E_0 \) is described by the conventional isotropic Drude conductivity \( \sigma_\alpha \), \( j_0 = \sigma_\alpha E_0 \). Now we assume that, in addition to the weak dc field \( E_0 \), a strong monochromatic ac electric field \( E_{ac}(t) \) acts on graphene electrons,

\[
E(t) = E_0 + E_{ac}(t),
\]

and calculate the resulting time-averaged direct current in the linear order in \( E_0 \),

\[
j_0 = \sigma^{ph}_{\alpha\beta}(E_{ac}) E_0^\beta.
\]

The photoconductivity tensor \( \sigma^{ph}_{\alpha\beta}(E_{ac}) \) here is a function of graphene parameters as well as the amplitude, frequency and polarization of the incident radiation. We analyze these dependencies and compare the nonperturbative results with those obtained within the third-order perturbation theory.

Theoretically the photoconductivity of graphene was studied in a number of publications, see, e.g., Refs. \[23\,29\]. Most of these papers mainly focused on the photoresponse of intrinsic graphene (\( E_F \approx 0 \)) generated by the interband excitation of charge carriers, \( \hbar \omega \gtrsim 2E_F \), which is typically relevant for near-IR/optical excitation. Here we concentrate on the opposite limit \( \hbar \omega \lesssim 2E_F \) where the interband transitions can be ignored and which is relevant for microwave/terahertz/mid-IR excitation of the system. For example, if the density of graphene electrons is \( \sim 10^{13} \) cm\(^{-2} \), the condition \( \hbar \omega \lesssim 2E_F \) is satisfied at frequencies \( f \lesssim 175 \) THz or the wavelength \( \lambda \gtrsim 1.7 \) \( \mu \)m.

II. THEORY AND RESULTS

A. General formulas

Within the quasiclassical approach the nonlinear electrodynamic response of graphene to the field \[28\] can be described by the Boltzmann equation in the relaxation time approximation,

\[
\frac{\partial f(p, t)}{\partial t} - eE(t) \frac{\partial f(p, t)}{\partial p} = \frac{f(p, t) - f_0(p)}{\tau},
\]

where

\[
f_0(p) = \left[ 1 + \exp \left( \frac{E_p - \mu}{T} \right) \right]^{-1}
\]

is the Fermi-Dirac distribution function, and \( \tau \) is the momentum relaxation time, which we assume to be energy independent. For definiteness we will consider graphene electrons assuming that the chemical potential is positive, \( \mu > 0 \), and will describe their spectrum near Dirac points by the linear energy dispersion

\[
E_p = v_F |p| = v_F \sqrt{p_x^2 + p_y^2},
\]

where \( v_F \) is the Fermi velocity.
with \( v_F \approx 10^8 \text{ cm/s} \) being the Fermi velocity.

The solution of Eq. (9) at arbitrary electric fields \( E(t) \) has the form

\[
f(p, t) = \int_0^\infty e^{-\xi}f_0(p - p_0(t, \xi))d\xi,
\]

where the vector

\[
p_0(t, \xi) = -e\int_{t-\xi}^t E(t')dt'
\]

is determined by the external electric field. The induced electric current is then found by summation over occupied quantum states

\[
j(t) = -\frac{e}{S} \sum_{\text{pol}} \frac{\partial E_p}{\partial p}f(p, t) = -\frac{e}{S} \sum_{\text{pol}} \frac{\partial E_p}{\partial p} \int_0^\infty e^{-\xi}f_0(p - p_0(t, \xi))d\xi,
\]

where \( S \) is the sample area, \( \sigma \) and \( v \) are the spin and valley quantum numbers. Substituting (11) and (12) into Eq. (10) we get, after some algebra, the following expression for the electric current (a similar calculation can be found in [13])

\[
j(t) = \frac{e g_s g_v \pi}{(2\pi \hbar)^2 v_F} \frac{1}{4T} \int_{-\infty}^{\infty} \frac{E_p^2 dE_F}{\cosh^2 \left( \frac{\mu - E_F}{2T} \right)} \int_0^\infty e^{-\xi}d\xi P(t, \xi, E_F)N[P(t, \xi, E_F)].
\]

In Eq. (13), \( g_s \) and \( g_v \) are the spin and valley degeneracies, \( g_s = g_v = 2 \),

\[
P(t, \xi, E_F) = -\frac{p_0(t, \xi)}{p_F}, \quad P(t, \xi, E_F) = |P(t, \xi, E_F)|,
\]

\( p_F = E_F/v_F \) is the Fermi momentum, and the function \( N(x) \) is defined as

\[
N(x) = \frac{1}{\sqrt{1+x^2}} 2F_1 \left( \frac{1}{4}, \frac{3}{4}; \frac{2}{1+x^2} \right),
\]

where \( 2F_1(a; b; c; z) \) is the hypergeometric function. Equation (11) gives a general expression for the current, as a function of the chemical potential, temperature, and the scattering parameter \( \tau \), at different time dependencies and polarizations of the external electric field.

Before moving further let us discuss the temperature dependence of the current (11). At zero temperature \( T = 0 \) the factor with the \( \cosh \) function is reduced to the delta-function,

\[
\lim_{T \to 0} \frac{1}{4T \cosh^2 \left( \frac{\mu - E_F}{2T} \right)} = \delta(\mu - E_F).
\]

At higher temperatures the current varies with \( T \), but these changes are not very large. Indeed, in the quasiclassical theory the chemical potential should be considered to be large, to satisfy the condition \( \hbar \omega \lesssim 2E_F \). For example, if \( E_F \) is about \( 0.2 \text{ eV} \) or larger (this corresponds to electron densities larger than \( \sim 3 \times 10^{12} \text{ cm}^{-2} \)), the condition \( T \ll E_F \) is satisfied not only at the room temperature \( T_0 \) but also at \( T \) exceeding \( T_0 \) by a factor 2–3. Therefore, we can get accurate results assuming \( T \ll E_F \) and using the following simplified expression for the current

\[
j(t) = \frac{e g_s g_v \pi E_F^2}{(2\pi \hbar)^2 v_F} \int_0^\infty e^{-\xi}d\xi P(t, \xi, E_F)N[P(t, \xi, E_F)].
\]

Here we have used the limit (14) and replaced \( \mu \) by a more convenient designation \( E_F \). In the rest of the paper except Section 3.2 we will use the simplified expression (15). If Section 3.2 we analyze the finite temperature effects using a more general formula (11) and show that temperature does not substantially influence the \( T = 0 \) results indeed.

Now we discuss results for the photoconductivity of graphene obtained from the general equation (15) in different limiting cases. We assume that the weak dc field is parallel to the \( x \)-axis, \( E_0 \parallel e_x \), and consider several possible polarizations of the strong ac electric field.
B. Linearly polarized light: Photoconductivity versus polarization angle

First, let us consider the case when the ac field is linearly polarized, and the polarization plane of the incident radiation constitutes an angle $\theta$ with respect to the $E_0$ field. Then we have

$$E(t) = e_x(E_0 + E_\omega \cos \theta \sin \omega t) + e_y E_\omega \sin \theta \sin \omega t.$$  \hspace{1cm} (16)

According to the definition $[12]$

$$P(t, \xi) = e_x \left( F_0 \xi + F_\omega \cos \frac{\sin(\omega \tau \xi / 2)}{\omega \tau / 2} \sin(\omega t - \omega \tau \xi / 2) \right) + e_y F_\omega \sin \theta \frac{\sin(\omega \tau \xi / 2)}{\omega \tau / 2} \sin(\omega t - \omega \tau \xi / 2),$$  \hspace{1cm} (17)

where we have introduced dimensionless quantities

$$F_0 = \frac{e E_0 \tau}{p_F}, \quad F_\omega = \frac{e E_\omega \tau}{p_F},$$  \hspace{1cm} (18)

characterizing the electric fields strength: the conditions $F_0, \omega \ll 1$ and $F_0, \omega \gg 1$ correspond to the linear-response and nonlinear regimes, respectively $[3]$. Substituting (17) into (15) and averaging the resulting expression over time we obtain the absolute value of the direct current

$$\left( \begin{array}{c} j_x \\ j_y \end{array} \right) = \int_0^\infty e^{-\xi} d\xi \frac{1}{2\pi} \int_{-\pi}^\pi dx \left( \begin{array}{c} F_0 \xi + Z \cos \theta \sin x \\ Z \sin \theta \sin x \end{array} \right) N \left( \sqrt{(F_0 \xi + Z \cos \theta \sin x)^2 + (Z \sin \theta \sin x)^2} \right),$$  \hspace{1cm} (19)

where

$$n_s = \frac{g_s g_v E_F^2}{4 \pi \hbar^2 v_F^2}$$  \hspace{1cm} (20)

is the density of electrons in graphene, and we have introduced a short notation

$$Z \equiv Z(F_\omega, \omega \tau, \xi) = F_\omega \frac{\sin(\omega \tau \xi / 2)}{\omega \tau / 2}.$$  \hspace{1cm} (21)

As seen from Eq. (19) the current flows both in $x$- and $y$-directions. In order to get compact expressions for components of the tensor $\sigma_{a \beta}^{ph}(E_{ac})$ it is convenient to introduce two functions

$$A(F_\omega, \omega \tau) = \int_0^\infty \xi e^{-\xi} d\xi \frac{2}{\pi} \int_0^{\pi/2} dx N(Z \sin x),$$  \hspace{1cm} (22)

$$B(F_\omega, \omega \tau) = \int_0^\infty \xi e^{-\xi} d\xi \frac{2}{\pi} \int_0^{\pi/2} dx (Z \sin x)^2 M(Z \sin x),$$  \hspace{1cm} (23)

where the function $M(x)$ is related to the derivative of $N(x)$, $N'(x) = -x M(x)$, and is determined by the formula

$$M(x) = \frac{1}{(1 + x^2)^{3/2}} \left[ 2F_1 \left( \frac{1}{4} ; \frac{3}{4} ; \frac{2x}{1 + x^2} \right) - \frac{3}{4} \frac{1 - x^2}{(1 + x^2)^2} 2F_1 \left( \frac{5}{4} , \frac{7}{4} ; \frac{2x}{1 + x^2} \right) \right].$$  \hspace{1cm} (24)

Taking the linear-response limit $E_0 \to 0$ we get the components of the tensor $\sigma_{a \beta}^{ph}(E_{ac})$:

$$\frac{\sigma_{xx}^{ph}(F_\omega, \omega \tau, \theta)}{\sigma_0} = A(F_\omega, \omega \tau), \quad \cos^2 \theta B(F_\omega, \omega \tau),$$  \hspace{1cm} (25)

and

$$\frac{\sigma_{yx}^{ph}(F_\omega, \omega \tau, \theta)}{\sigma_0} = - \sin \theta \cos \theta B(F_\omega, \omega \tau).$$  \hspace{1cm} (26)

Figure 1 illustrates the $\theta$-dependence of the diagonal photoconductivity $\sigma_{xx}^{ph}(F_\omega, \omega \tau, \theta)$ at a few values of the electric field strength parameter $F_\omega$ and the frequency parameter $\omega \tau$. First, one sees that $\sigma_{xx}^{ph}$ is smaller than $\sigma_0$, i.e., the
We investigate these interesting following the same steps as before we get the time averaged electric current

\[ j_x \approx \delta \text{ with } E > E_F, \text{ and } j_y \approx 0 \] 

The negative sign of the intraband photoconductivity \( \sigma_{ph}^{xx}(\omega\tau, \theta) \) is explained by the linear energy dispersion of graphene electrons. Under intense irradiation electrons get additional energy \( E \) from the ac electric field occupying quantum states with \( E > E_F \), see Appendix A. As a result, the “effective mass” of electrons \( \sim E/v_F^2 \) increases and the intraband (Drude) conductivity decreases.

Figure 2 shows the \( \theta \)-dependence of the off-diagonal photoconductivity \( \sigma_{ph}^{yx}(\omega\tau, \theta) \) at the same values of \( \omega\tau \) and \( \theta \). Now, if the direction of the ac field is parallel or perpendicular to the direction of the dc field \( \theta = 0, \pi \text{ or } \pi/2 \), the \( y \)-component of the photocurrent \( j_y^{ph} \) vanishes. If \( \theta \) lies between 0 and \( \pi/2 \), the current \( j_y^{ph} \) is negative, while if \( \pi/2 < \theta < \pi \), it is positive; see the directions of the resulting photocurrent in Figure 2 (black arrows). The dependence of the transverse photoconductivity \( \sigma_{ph}^{yx}(\omega\tau, \theta) \) is less trivial and more interesting than that of \( \sigma_{ph}^{xx}(\omega\tau, \theta) \). First, one sees that the maximum (\( \theta = 3\pi/4 \)) low-frequency (\( \omega\tau = 0.1 \)) value of the transverse photoconductivity in moderate ac field \( \omega\tau = 1 \) is larger than in the strong field \( \omega\tau = 5, \sigma_{ph}^{yx}(\omega\tau = 5) \approx 0.13 \text{ vs. } \sigma_{ph}^{yx}(\omega\tau = 5) \approx 0.107 \), compare Figs. 2(a) and 2(b). Furthermore, the moderate-field value \( \sigma_{ph}^{yx}(\omega\tau = 5) \) decreases, while the high-field value \( \sigma_{ph}^{yx}(\omega\tau = 5) \) increases with the growing frequency: for example, \( \sigma_{ph}^{yx}(\omega\tau = 1) \approx 0.016 \text{ while } \sigma_{ph}^{yx}(\omega\tau = 5) \approx 0.15 \). We investigate these interesting \( \omega\tau \) and \( \theta \) dependencies further in Section II D below.

C. Elliptically polarized light: Photoconductivity versus ellipticity

Now, let us consider the case when the ac field is elliptically polarized, with the polarization ellipse axes parallel to the \( x \)- and \( y \)-directions. The dc field \( E_0 \) is assumed to be parallel to the \( x \) axis as before. Then we write the electric field in the form

\[ E(t) = e_x(E_0 + E_\omega \cos \delta \cos \omega t) + e_y E_\omega \sin \delta \sin \omega t, \]

where \( \delta \) is the ellipticity. The value of \( \delta = 0 \) corresponds to the linear polarization of the ac field along the \( x \)-axis, \( \delta = \pi/4 \) to the left and right circular polarization, and \( \delta = \pi/2 \) to the linear polarization along the \( y \)-axis. Then, following the same steps as before we get the time averaged electric current \( j_0 = e_x j_0^x \), where

\[ j_0^x = \int_0^\infty e^{-\xi} d\xi \frac{1}{\pi} \int_0^\pi dx (F_0 \xi + Z \cos \delta \cos x) N \left( \sqrt{(F_0 \xi + Z \cos \delta \cos x)^2 + (Z \sin \delta \sin x)^2} \right). \]
FIG. 2. The photoconductivity $\sigma_{yx}$ as a function of $\theta$ at several values of $\omega \tau$ and at (a) the electric field parameter $F = 1$ and (b) $F = 5$. Blue and red arrows illustrate the mutual orientation of the dc and ac electric fields at different points of the $\theta$-axis. Black arrows show the direction of the wave induced photocurrent.

This result does not evidently depend on the sign of $\delta$, i.e., on the direction (left or right) of the elliptic polarization. For any value of the ellipticity $\delta$ the current flows only in the direction of the dc electric field: the current component $j_y^0$ and the photoconductivity $\sigma_{yx}$ equal zero in the considered case. In the limit $E_0 \to 0$ we then get

$$\sigma_{yx}^{ph}(F, \omega \tau, \delta) = C(F, \omega \tau, \delta) - \cos^2 \delta D(F, \omega \tau, \delta)$$

where we have introduced two new functions

$$C(F, \omega \tau, \delta) = \int_0^\infty \xi e^{-\xi} \frac{2}{\pi} \int_0^{\pi/2} dx N \left( \sqrt{(Z \cos \delta \sin x)^2 + (Z \sin \delta \cos x)^2} \right),$$

$$D(F, \omega \tau, \delta) = \int_0^\infty \xi e^{-\xi} \frac{2}{\pi} \int_0^{\pi/2} dx (Z \sin x)^2 M \left( \sqrt{(Z \cos \delta \sin x)^2 + (Z \sin \delta \cos x)^2} \right).$$

Comparing the definitions (30)–(31) and (22)–(23) we see that the following identities are valid:

$$C(F, \omega \tau, 0) = C(F, \omega \tau, \pi/2) = A(F, \omega \tau), \quad D(F, \omega \tau, 0) = B(F, \omega \tau).$$

Consequently, equation (29) gives the same result at $\delta = 0$ and $\delta = \pi/2$ as equation (25) at $\theta = 0$ and $\theta = \pi/2$. In the circular polarization case $\delta = \pi/4$ the argument of the functions $N$ and $M$ in Eqs. (30)–(31) does not depend on $x$, the integral over $dx$ can be taken, and the formulas (30)–(31) are simplified:

$$C(F, \omega \tau, \pi/4) = \int_0^\infty \xi e^{-\xi} d\xi N \left( \frac{Z}{\sqrt{2}} \right) = \int_0^\infty \xi e^{-\xi} N \left( \frac{F_{\omega} \sin(\omega \tau \xi/2)}{\sqrt{2} \omega \tau/2} \right) d\xi,$$

$$D(F, \omega \tau, \pi/4) = \frac{1}{2} \int_0^\infty \xi e^{-\xi} Z^2 M \left( \frac{Z}{\sqrt{2}} \right) d\xi = \frac{1}{2} F_{\omega}^2 \int_0^\infty \xi e^{-\xi} \left( \frac{\sin(\omega \tau \xi/2)}{\omega \tau/2} \right)^2 M \left( \frac{F_{\omega} \sin(\omega \tau \xi/2)}{\sqrt{2} \omega \tau/2} \right) d\xi.$$ 

Figure 3 shows the photoconductivity $\sigma_{yx}^{ph}(F, \omega \tau, \delta)$ as a function of the ellipticity $\delta$ in the moderate ($F = 1$) and strong ($F = 5$) electric fields at a few values of $\omega \tau$. Qualitatively, the dependencies shown in Figure 3 are similar to those on Figure 1; the photoconductivity is quite strong already in moderate electric fields, is very sensitive to the ellipticity, and the influence of radiation of the conductivity is more essential at large electric fields and low frequencies.

D. Electric field and frequency dependence of the photoconductivity

Now we analyze the photoconductivity dependencies on the electric field and frequency parameters $F_{\omega}$ and $\omega \tau$. We consider several typical cases.
FIG. 3. The photoconductivity $\sigma_{xx}$ as a function of the ellipticity $\delta$ at several values of $\omega \tau$ and at (a) the electric field parameter $F_\omega = 1$ and (b) $F_\omega = 5$. The left and right edges of the plot, $\delta = 0$ and $\delta = \pi/2$, correspond to linear polarizations of radiation along the $x$- and $y$-axis respectively. The central dashed line at $\delta = \pi/4$ refers to the circular polarization of radiation.

1. Linear polarization, parallel orientation of the dc and ac fields; diagonal photoconductivity

Here we consider the case of the linearly polarized radiation with the parallel polarizations of the dc and ac electric fields, $\delta = 0$, $\theta = 0$, $E_0 \parallel E_\omega$. As we have seen in Section II B, the photoconductivity effect is the largest in this case. Equation (25) gives in this limit

$$\frac{\sigma_{ph}^{xx}(F_\omega, \omega \tau, 0)}{\sigma_0} = A(F_\omega, \omega \tau) - B(F_\omega, \omega \tau) \equiv \frac{\sigma_0 - \delta \sigma_{\parallel xx}}{\sigma_0}. \quad (35)$$

Here we introduce the difference $\delta \sigma_{\parallel xx} = \sigma_0 - \sigma_{ph}^{xx}(F_\omega, \omega \tau, 0)$, to emphasize how the conductivity changes under the influence of radiation. Since the photoconductivity of graphene is negative, the function $\delta \sigma_{\parallel xx}$ is larger than zero; the superscript $\parallel$ reminds that we are dealing with the parallel orientation of the dc and ac fields.

Figure 4(a) shows the field dependence of the function $\delta \sigma_{\parallel xx}$ defined by Eq. (35). When the field parameter $F_\omega$ grows the function $\delta \sigma_{\parallel xx}$ first quickly increases and then saturates. The saturation level of $\delta \sigma_{\parallel xx}$ can be larger than $\sim 0.95 \sigma_0$ at low frequencies $\omega \tau \lesssim 0.1$ and large ac electric fields $F_\omega \gtrsim 10$. The boundary between the strong-growth and saturation intervals on the field axis lies at $F_\omega \simeq 1$ at $\omega \tau \lesssim 1$ and at $F_\omega \simeq \omega \tau$ at $\omega \tau \gtrsim 1$. Figure 4(b) illustrates the frequency dependence of $\delta \sigma_{\parallel xx}$. It falls down quite quickly with $\omega \tau$ and decreases by a factor of order two at $\omega \tau \simeq F_\omega$.

2. Linear polarization, orthogonal orientation of the dc and ac fields; diagonal photoconductivity

Now we consider the case of perpendicular polarizations, $\delta = \pi/2$, $\theta = \pi/2$, $E_0 \parallel e_x \perp E_\omega \parallel e_y$. Then we get from equation (25)

$$\frac{\sigma_{ph}^{xx}(F_\omega, \omega \tau, \pi/2)}{\sigma_0} = A(F_\omega, \omega \tau) \equiv \frac{\sigma_0 - \delta \sigma_{\perp xx}}{\sigma_0}. \quad (36)$$

Figures 5(a,b) show the field and frequency dependencies of the function $\delta \sigma_{\perp xx}$ defined by Eq. (35). The general trends of these dependencies is similar to those of the function $\delta \sigma_{\parallel xx}$, but quantitatively, the conductivity change is weaker. The growth of $\delta \sigma_{\perp xx}$ with the field is slower, Figure 5(a), and its decrease with $\omega \tau$ is faster, Figure 5(b), than for the parallel-polarization function $\delta \sigma_{\parallel xx}$, Figure 4.
3. Linear polarization, off-diagonal photoconductivity

The off-diagonal conductivity $\sigma_{yx}^{ph}$ is determined by Eq. [29]. The maximum values of $|\sigma_{yx}^{ph}|$ are reached at $\theta = \pi/2 \pm \pi/4$, see Figure 2 and are equal to

$$\sigma_{yx}^{ph}(F_\omega, \omega \tau, \pi/2 \pm \pi/4) / \sigma_0 = \pm 1/2 B(F_\omega, \omega \tau).$$

Figures 6(a,b) show the electric field and frequency dependencies of the maximal off-diagonal photoconductivity (37) at $\theta = 3\pi/4$. These dependencies substantially differ from those of the diagonal photoconductivity. Both the field and frequency dependencies are non-monotonic and have a maximum. For any value of the frequency parameter, the photoconductivity $\sigma_{yx}^{ph}$ first grow with the electric field, Figure 6(a), reaches a maximum and then decreases. The maximum is at $F_\omega \approx 1$ for small frequencies $\omega \tau \lesssim 1$ and then approximately follows $\sim 2\omega \tau$ when the frequency increases. The frequency dependence also demonstrates a maximum of $\sigma_{yx}^{ph}$ at $\omega \tau \approx F_\omega/2$, Figure 6(b). The absolute value of $\sigma_{yx}^{ph}$ in the maximum is about 0.16, in units of $\sigma_0$. Thus, the irradiation of graphene by a linearly polarized electromagnetic wave at the angle $\pi/4$ to the direction of the dc current may substantially influence the direction of the current flow. For example, if $\omega \tau = 0.1$ and $\theta = 3\pi/4$, the current deviates from the $x$-direction by 12 and 25 degrees at $F_\omega = 1$ and 5 respectively, see Figures 1 and 2. At larger frequencies the deviations are smaller: at $\omega \tau = 3$ the corresponding numbers are 9 and 15 degrees (at $F_\omega = 1$ and 5).
FIG. 6. The photoconductivity $\sigma_{yx}^{ph}$ defined by Eq. (37), at $\theta = 3\pi/4$, as a function of (a) the electric field parameter $F_\omega$ at fixed values of $\omega \tau$, and (b) the frequency parameter $\omega \tau$ at fixed values of $F_\omega$.

Physically, non-monotonic behavior of $\sigma_{yx}^{ph}$ is explained by the competition of two factors. At low ac electric fields, the electron distribution function is isotropic, see Figure 10(a) in Appendix A, and close to the equilibrium one: the current $j_y$ and the transverse photoconductivity $\sigma_{yx}^{ph}$ are small. When the field parameter $F_\omega$ increases, the anisotropy degree increases too, Figure 10(b,c,d), and $\sigma_{yx}^{ph}$ grows. However, at large values $F_\omega \gg 1$ the occupation by electrons of the high-energy states leads to the growth of their “effective mass” $E/v^2_F$, and $\sigma_{yx}^{ph}$ slowly falls down similar to $\sigma_{xx}^{ph}$, as was discussed in Section II B.

4. Circular polarization of the ac field; diagonal photoconductivity

Finally we show results for the field and frequency dependencies of the diagonal photoconductivity $\delta \sigma_{xx}^\circ$ at the circular polarization of the incident radiation. In this case $\delta = \pi/4$ and we have from Eq. (38)

$$\frac{\sigma_{xx}(F_\omega, \omega \tau, \pi/4)}{\sigma_0} = C(F_\omega, \omega \tau, \pi/4) - \frac{1}{2} D(F_\omega, \omega \tau, \pi/4) \equiv \sigma_0 - \delta \sigma_{xx}^\circ.$$

(38)

Figures 7(a) and (b) show the field and frequency dependencies of the photoconductivity $\delta \sigma_{xx}^\circ$ defined by Eq. (38) with a central peak. Figures 4(a) and (b) show that the dependencies shown here are similar to those obtained for $\delta \sigma_{xx}^\parallel$, Figure 4, and $\delta \sigma_{xx}^\perp$, Figure 5, but there is a quantitative difference. Altogether, Figures 4 – 7 provide a complete picture of the field and frequency dependencies of the photoconductivity at different polarizations of the incident electromagnetic waves.

E. Comparison with the perturbation theory

The perturbation theory results give a correction to the material conductivity proportional to the squared electric field. As seen from Figures 4(a) – 7(a), the exact result deviates from the $F_\omega^2$ dependence at rather low values of the electric field parameter $F_\omega$. It makes sense to compare quantitatively results of the third-order perturbation theory [11] with the exact results obtained here.

In the limit of low electric fields we expand the functions $A - D$ in equations (22) – (23) and (30) – (31) in powers of $F_\omega$ up to the second order $\sim F_\omega^2$. Taking into account that the first terms of Taylor’s expansion of the functions $N(x)$ and $M(x)$ are $N(x) = 1 - x^2/8 + \ldots$ and $M(x) = 1/4 + \ldots$ and taking the integrals over $dx$ and $d\xi$ analytically, we find that the functions $C$ and $D$ do not depend on $\delta$ in the considered limit, all four functions are related to each other, $A = C$, $B = D$, $A = 1 - B/2$, and

$$A(F_\omega, \omega \tau) \approx 1 - \frac{F_\omega^2}{8} \left(3 + \frac{(\omega \tau)^2}{(1 + (\omega \tau)^2)^2} + O(F_\omega^4)\right).$$

(39)
FIG. 7. The photoconductivity change $\delta\sigma^{\parallel}_{xx}$ defined by Eq. (38) as a function of (a) the electric field parameter $F_\omega$ at fixed values of $\omega\tau$, and (b) the frequency parameter $\omega\tau$ at fixed values of $F_\omega$.

This gives the following results for the components of the photoconductivity tensor in the second order in $F_\omega$:

$$\frac{\sigma_{xx}^{ph}(F_\omega, \omega\tau, \theta)}{\sigma_0} = 1 - \frac{F_\omega^2}{8} \left(3 + (\omega\tau)^2\right) (1 + 2 \cos^2 \theta) + O \left(F_\omega^4\right)$$

(40)

$$\frac{\sigma_{yx}^{ph}(F_\omega, \omega\tau, \theta)}{\sigma_0} = -\frac{F_\omega^2}{8} \left(3 + (\omega\tau)^2\right) (2 \sin \theta \cos \theta) + O \left(F_\omega^4\right)$$

(41)

the asymptote of $\sigma_{xx}^{ph}(F_\omega, \omega\tau, \delta)$ has the same form as (40), but with $\theta$ replaced by $\delta$. The results (40) – (41) can be also derived from the general formulas of the third-order perturbation theory [11], see Appendix B.

In Figure 8 we compare exact, nonperturbative theory curves with the low-field asymptotes (40) and (41). At low fields, roughly corresponding to the interval $0 < F_\omega \lesssim \omega\tau/2$, the exact and approximate curves are close to each other. Then, in the interval $\omega\tau/2 \lesssim F_\omega \lesssim \omega\tau$ the photoconductivities $\delta\sigma^{\parallel}_{xx}$ and $\sigma^{ph}_{yx}$ calculated from exact formulas grow faster than the $F_\omega^2$-approximations. Finally, at $F_\omega \gtrsim \omega\tau$, the exact formulas exhibit saturation of $\delta\sigma^{\parallel}_{xx}$ and a tendency to the reduction of $\sigma^{ph}_{yx}$, and the asymptotic formulas (40) and (41) become fully unreliable. In the limit of low frequencies $\omega\tau \lesssim 1$ the frequency $\omega$ should be replaced by $1/\tau$ in these estimates. The applicability of the third-order perturbation theory is thus restricted by the condition

$$\frac{eE_\omega \tau}{\max\{1, \omega\tau\} \rho_F} \lesssim \frac{1}{2}.$$

(42)

If, for example, the relaxation time $\tau \simeq 1$ ps, the frequency $f \simeq 1$ THz, and the electron density is $n_s \simeq 10^{11}$ cm$^{-2}$, the conditions $\omega\tau \gg 1$ and $\hbar\omega \lesssim 2E_F$ are satisfied, and the formula (42) restricts the value of the ac electric field by $E_\omega \approx 2$ kV/cm. At higher fields the nonperturbative theory should be applied.

F. Influence of temperature

So far we have used the simplified expression for the radiation induced current (15) which is valid at $T = 0$. At a finite temperature $T > 0$ any photoconductivity discussed above can be calculated using the relation

$$\sigma(\mu, T) = \frac{1}{4T} \int_{-\infty}^{\infty} \frac{dE_F}{\cosh^2 \left(\frac{\mu-E_F}{2T}\right)} \sigma(E_F, 0)$$

(43)

between the finite-$T$ and zero-$T$ response functions; here $\mu$ is the chemical potential at $T \neq 0$. As we have mentioned in Section II A our results should not be very sensitive to $T$ since within the quasiclassical theory the case of intrinsic graphene ($E_F \approx 0$) is excluded. Figure 9 confirms this statement. It shows, as a representative example, the
FIG. 8. Comparison of exact (thick dashed or dot-dashed curves) and asymptotic (thin solid curves) formulas for the electric field dependencies of the photoconductivities (a) $\delta \sigma_{xx}$ and (b) $\sigma_{yx}^{\text{ph}}$ at several values of $\omega \tau$.

Temperature dependence of the conductivity change $\delta \sigma_{xx}^2$, induced by a circularly polarized radiation, as a function of $T/\mu$ at several values of the electric field strength and frequency. One sees that $\delta \sigma_{xx}^2$ varies with the temperature by only a few percent when the parameter $T/\mu$ grows from zero up to $T/\mu = 0.3$. At the electron density $\approx 10^{12} \sim 10^{13}$ cm$^{-2}$ the value of $T \approx 0.3 \mu$ corresponds to $\approx 405 - 1280$ K. Therefore all our results shown in previous Sections give reliable estimates of the discussed physical effects both at room temperature $T_0$ and in the case when the electron gas in graphene is heated by the radiation up to $T \approx (2 - 4)T_0$.

FIG. 9. Temperature dependence of $\delta \sigma_{xx}^2$ at several values of $F_\omega$ and $\omega \tau$. $\mu$ is the chemical potential.

III. SUMMARY AND CONCLUSIONS

To summarize, we have developed a nonperturbative theory of graphene photoconductivity applicable at low $(\hbar \omega \lesssim 2E_F)$ frequencies which, dependent on the electron density in the material, may cover the range from microwave up to near-infrared frequencies. We have investigated the dependencies of the photoconductivity tensor on all relevant physical parameters (electric field strength, frequency, temperature, material properties, etc.), and found the applicability boundaries of the third-order perturbation theory. We have shown that the photoconductivity effect strongly depends on the radiation frequency, being the largest at $\omega \tau \lesssim 1$, and that the conductivity change caused by the irradiation can be as large as $\approx 80 - 90\%$ in quite moderate electric fields of order of kV/cm. We have also shown that the effect is very sensitive to the direction and/or the ellipticity of the electric field polarization of the incident electromagnetic radiation. The predicted dependencies can be used for detection of THz, far- and mid-infrared...
radiation. Our findings may be interesting for further fundamental experimental studies of the nonlinear electrodynamic effects in graphene, as well as for its applications in the field of nonlinear terahertz and infrared photonics and optoelectronics.
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Appendix A: The distribution function of electrons under strong electromagnetic irradiation

Figure 10 illustrates the time-averaged electron distribution function in the momentum space, under the action of the strong linearly polarized ac electric field (the polarization angle heavier than in the transverse direction. In particular, the average electron effective mass in the longitudinal direction (along the field) becomes heavier than in the transverse direction.

Appendix B: The photoconductivity from the third-order perturbation theory

Here we derive formulas for graphene photoconductivity from the general results of the third-order perturbation theory. This allows to find the relation between the components of the photoconductivity tensor \( \sigma_{\alpha \beta} \), derived from the nonperturbative theory in this work, and the third-order fourth-rank conductivity tensor \( \sigma^{(3)}_{\alpha \beta \gamma \delta} (\omega_1, \omega_2, \omega_3) \) determined in the perturbation theory. According to Ref. [11], the main contribution to the third-order conductivity at low frequencies, i.e. in the quasiclassical limit when the interband transitions can be neglected, is given by the contribution to the time averaged third-order contribution to the current

\[
j^{(3)}_\alpha = 6 \sigma^{(3)}_{\alpha \beta \gamma \delta} (0, \omega_1, -\omega) E_\omega^\beta \left( \frac{E_\omega}{2} \right)^2 \Gamma (I^\delta)^*.
\]

(B2)

According to Ref. [11], the main contribution to the third-order conductivity at low frequencies, i.e. in the quasiclassical limit when the interband transitions can be neglected, is given by the contribution \( \sigma^{(3)}_{\alpha \beta \gamma \delta} \), see Eq. (62) in [11]. Symmetrizing the expression for \( \sigma^{(3)}_{\alpha \beta \gamma \delta} (\omega_1, \omega_2, \omega_3) \) according to Eqs. (59) and (65) in Ref. [11] we get the following formula for the third-order conductivity in the quasiclassical limit

\[
\sigma^{(3)}_{\alpha \beta \gamma \delta} (\omega_1, \omega_2, \omega_3) \approx \sigma^{(3)}_{\alpha \beta \gamma \delta} (\omega_1, \omega_2, \omega_3)
\]

\[
= \frac{1}{3!} \sigma_0^{(3)} \frac{i \Delta_{\alpha \beta \gamma \delta}}{\Omega_1 + \Omega_2 + \Omega_3 + i \Gamma} \left[ 1 \frac{1}{\Omega_1 + i \Gamma} + \frac{1}{\Omega_2 + i \Gamma} + \frac{1}{\Omega_3 + i \Gamma} \right] + \frac{1}{\Omega_1 + \Omega_3 + i \Gamma} \left[ 1 \frac{1}{\Omega_1 + i \Gamma} + \frac{1}{\Omega_3 + i \Gamma} \right] + \frac{1}{\Omega_2 + \Omega_3 + i \Gamma} \left[ 1 \frac{1}{\Omega_2 + i \Gamma} + \frac{1}{\Omega_3 + i \Gamma} \right],
\]

(B3)

where \( \Omega_i = \hbar \omega_i / E_F, \Gamma = \hbar / \tau E_F, \Delta_{\alpha \beta \gamma \delta} = \delta_{\alpha \beta} \delta_{\gamma \delta} + \delta_{\alpha \gamma} \delta_{\beta \delta} + \delta_{\alpha \delta} \delta_{\beta \gamma} \), and

\[
\sigma_0^{(3)} = \frac{e^4 g_s g_k \hbar v_F^2}{16 \pi E_F}.
\]

(B4)
FIG. 10. The time-averaged electron distribution function \( F \) under electromagnetic irradiation at \( F_\omega = 0.2, 1, 3, \) and 5. Other parameters are: \( \omega \tau = 1, T/\mu = 0.1, \) the polarization angle \( \theta = 3\pi/4. \)

The asymptotic formula (82) in Ref. \[11\] follows from (B3) under the conditions \( \Gamma \ll |\Omega_i| \ll 1 \) for all \( i = 1, 2, 3. \) For the photoconductivity case we need the function \( \sigma_{\alpha\beta\gamma\delta}^{(3)}(\omega_1, \omega_2, \omega_3) \) with the arguments \( (\omega_1, \omega_2, \omega_3) = (0, \omega, -\omega). \) Then Eq. (B3) gives

\[
\sigma_{\alpha\beta\gamma\delta}^{(3)}(0, \omega, -\omega) = -\frac{1}{3!}\sigma_0\frac{\Delta_{\alpha\beta\gamma\delta}}{\Gamma} \frac{2(\Omega^2 + 3\Gamma^2)}{(\Omega^2 + \Gamma^2)^2} = -\sigma_0 \frac{e^2 r^2}{12\rho_F} \Delta_{\alpha\beta\gamma\delta} \frac{3 + (\omega\tau)^2}{(1 + (\omega\tau)^2)^2} \tag{B5}
\]

Substituting (B5) in the photocurrent (B2) and adding the first-order contribution we get

\[
j_\alpha = \sigma_0 \left\{ \delta_{\alpha\beta} - \frac{F_\omega^2}{8} \frac{(3 + \omega^2\tau^2)}{(1 + \omega^2\tau^2)^2} \left[ \delta_{\alpha\beta} + I^\alpha(I^\beta)^* + (I^\alpha)^*I^\beta \right] \right\} E_0^\beta. \tag{B6}
\]
The tensor $P_{αβ} = δ_{αβ} + I^α (I^β)^* + (I^α)^* I^β$ determines the polarization dependence of the photoconductivity. For the linearly and elliptically polarized lights considered in Sections II B and II C it equals

$$P_{lin}^{αβ} = \begin{pmatrix} 1 + 2 \cos^2 θ & 2\sin θ \cos θ \\ 2\sin θ \cos θ & 1 + 2\sin^2 θ \end{pmatrix}$$  \hspace{1cm} (B7)$$

and

$$P_{ell}^{αβ} = \begin{pmatrix} 1 + 2 \cos^2 δ & 0 \\ 0 & 1 + 2\sin^2 δ \end{pmatrix}$$  \hspace{1cm} (B8)$$

respectively. Equation \((B6)\), together with \((B7)\) and \((B8)\), gives the result coinciding with Eqs. \((40) - (41)\) obtained by the Taylor expansion of the non-perturbative formulas in Section II E.
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