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Abstract—3D scene graphs have recently emerged as a powerful high-level representation of 3D environments. A 3D scene graph describes the environment as a layered graph where nodes represent spatial concepts at multiple levels of abstraction (from low-level geometry to high-level semantics including objects, places, rooms, buildings, etc.) and edges represent relations between concepts. While 3D scene graphs can serve as an advanced “mental model” for robots, how to build such a rich representation in real-time is still uncharted territory.

This paper describes the first real-time Spatial Perception engINe (SPIN), a suite of algorithms to build a 3D scene graph from sensor data in real-time. Our first contribution is to develop real-time algorithms to incrementally construct the layers of a scene graph as the robot explores the environment; these algorithms build a local Euclidean Signed Distance Function (ESDF) around the current robot location, extract a topological map of places from the ESDF, and then segment the places into rooms using an approach inspired by community-detection techniques. Our second contribution is to investigate loop closure detection and optimization in 3D scene graphs. We show that 3D scene graphs allow defining hierarchical descriptors for loop closure detection; our descriptors capture statistics across layers in the scene graph, ranging from low-level visual appearance, to summary statistics about objects and places. We then propose the first algorithm to optimize a 3D scene graph in response to loop closures; our approach relies on embedded deformation graphs to simultaneously correct all layers of the scene graph. We implement the proposed SPIN into a highly parallelized architecture, named Hydra, that combines fast early and mid-level perception processes (e.g., local mapping) with slower high-level processes (e.g., global optimization of the scene graph). We evaluate Hydra on simulated and real data and show it is able to reconstruct 3D scene graphs with an accuracy comparable with batch offline methods, while running online.

Index Terms—Robot perception, 3D scene graphs, localization and mapping, real-time scene understanding.

I. INTRODUCTION

The next generation of robots and autonomous systems will be required to build persistent high-level representations of unknown environments in real-time. High-level representations are required for a robot to understand and execute instructions from humans (e.g., “bring me the cup of tea I left on the dining room table”); high-level representations also enable fast planning (e.g., by allowing planning over compact abstractions rather than dense low-level geometry). Such representations must be built in real-time, to support just-in-time decision-making. Moreover, these representations must be persistent to support long-term autonomy: (i) they need to scale to large environments, (ii) they should allow for corrections as new evidence is collected by the robot, and (iii) their size should only grow with the size of the environment they model.

3D Scene Graphs [4, 26, 49, 50, 63, 67] have recently emerged as powerful high-level representations of 3D environments. A 3D scene graph (Fig. 1) is a layered graph where nodes represent spatial concepts at multiple levels of abstraction (from low-level geometry to objects, places, rooms, buildings, etc.) and edges represent relations between concepts. Armeni et al. [4] pioneered the use of 3D scene graphs in computer vision and proposed the first algorithms to parse a metric-semantic 3D mesh into a 3D scene graph. Kim et al. [26] reconstruct a 3D scene graph of objects and their relations. Rosinol et al. [49, 50] propose a novel 3D scene graph model that (i) is built directly from sensor data, (ii) includes a subgraph of places (useful for robot navigation), (iii) models objects, rooms, and buildings, and
(iv) captures moving entities in the environment. More recent work [22, 25, 63, 67] infers objects and relations from point clouds, RGB-D sequences, or object detections.

While 3D scene graphs can serve as an advanced “mental model” for robots, how to build such a rich representation in real-time remains uncharted territory. The works [26, 63, 67] allow real-time operation but are restricted to “flat” 3D scene graphs, and are mostly concerned with objects and their relations, while disregarding the top layers in Fig. 1. The works [4, 49, 50], which focus on building truly hierarchical representations, run offline and require several minutes to build a 3D scene graph ([4] even assumes the availability of a correct and complete metric-semantic mesh of the environment built beforehand). Extending the works [49, 50] to operate in real-time is non-trivial. These works utilize an Euclidean Signed Distance Function (ESDF) of the entire environment to build the 3D scene graph. Unfortunately, ESDFs scale poorly in the size of the environment [43]. Moreover, the extraction of places and rooms in [49, 50] involves batch algorithms that process the entire ESDF, whose computational cost grows over time and is incompatible with real-time operation. Finally, the ESDF is reconstructed from the robot trajectory estimate; however, during operation the trajectory estimate keeps changing in response to loop closures; therefore, the approaches in [49, 50] would need to rebuild the scene graph from scratch after every loop closure, which again clashes with real-time operation.

The main contribution of this paper is to overcome these challenges and develop the first real-time Spatial Perception engINe (SPIN), a suite of algorithms and implementations to build a 3D scene graph from sensor data in real-time.

Our first contribution is to develop real-time algorithms to incrementally reconstruct the layers of a scene graph as the robot explores the environment. The proposed algorithms reconstruct a local ESDF of the robot’s surroundings and incrementally convert the ESDF into a metric-semantic 3D mesh as well as a Generalized Voronoi Diagram, from which a topological graph of places can be quickly extracted; such computation is incremental and runs in constant-time regardless of the size of the environment. Our algorithms also perform a fast and scalable room segmentation based on a community-detection-inspired approach; the approach clusters the graph of places into rooms in a matter of milliseconds.

Our second contribution is to investigate loop closure detection and optimization in 3D scene graphs. We propose a novel hierarchical approach for loop closure detection: the proposed approach involves (i) a top-down loop closure detection that uses hierarchical descriptors — capturing statistics across layers in the scene graph— to find putative loop closures; and (ii) a bottom-up geometric verification that attempts estimating the loop closure pose by registering putative matches. Then, we propose the first algorithm to optimize a 3D scene graph in response to loop closures; our approach relies on embedded deformation graphs to simultaneously correct all layers of the scene graph, from the 3D mesh, to places, objects, and rooms.

Our final contribution is to develop a real-time architecture and implementation, and demonstrate the resulting SPIN on challenging simulated and real data. In particular, we propose a highly parallelized implementation, named Hydra, that combines fast early and mid-level perception processes (e.g., local mapping) with slower high-level perception (e.g., global optimization of the scene graph). Then, we evaluate Hydra in several heterogeneous environments, including an apartment complex, an office building, and a subway. Our experiments show that (i) we can reconstruct 3D scene graphs of large, real environments in real-time, (ii) our online algorithms achieve an accuracy comparable to batch offline methods, and (iii) our loop closure detection approach outperforms standard approaches based on bag-of-words and visual-feature matching in terms of quality and quantity of detected loop closures.

II. RELATED WORK

Metric-semantic and Hierarchical Mapping. The last few years have seen a surge of interest towards metric-semantic mapping, simultaneously triggered by the maturity of traditional 3D reconstruction and SLAM techniques, and by the novel opportunities for semantic understanding afforded by deep learning. The literature has focused on both object-based maps [10, 14, 41, 42, 53, 56] and dense maps, including volumetric models [23, 38, 40], point clouds [6, 32, 61], and 3D meshes [48, 51]. Some approaches combine objects and dense map models [31, 39, 54, 68]. These approaches are not concerned with estimating higher-level semantics (e.g., rooms) and typically return dense models that might not be directly amenable for navigation [44].

A second research line focuses on building hierarchical map models. Hierarchical maps have been pervasive in robotics since its inception [12, 28, 29, 62]. Early work focuses on 2D maps and investigates the use of hierarchical maps to resolve the apparent divide between metric and topological representations [18, 52, 70]. More recently, 3D scene graphs have been proposed as expressive hierarchical models for 3D environments. Armeni et al. [4] model the environment as a graph including low-level geometry (i.e., a metric-semantic mesh), objects, rooms, and camera locations. Rosinol et al. [49, 50] augment the model with a topological map of places, as well as a layer describing moving entities in the environment. The approaches in [4, 49, 50] are designed for offline operation. Other papers focus on reconstructing a graph of objects and their relations [26, 63, 67]. Wu et al. [67] predict objects and relations in real-time using a graph-neural network. Izatt and Tedrake [25] parse objects and relations into a scene grammar model using mixed-integer programming. Gothoskar et al. [22] use an MCMC approach.

A somewhat parallel research line investigates how to parse the layout of a building from 2D or 3D data. A large body of work focuses on parsing 2D maps [9], including rule-based [27] and learning-based methods [34]. Friedman et al. [16] compute a Voronoi graph from a 2D occupancy grid, which is then labeled using a conditional random field. Recent work focuses on 3D data. Liu et al. [34]
and Stekovic et al. [57] project 3D point clouds to 2D maps, which however is not directly applicable to multi-story buildings. Furukawa et al. [17] reconstruct floor plans from images using multi-view stereo combined with a Manhattan World assumption. Lukierski et al. [37] perform dense stereo using an omni-directional camera and fit cuboids to objects and rooms. Zheng et al. [71] detects rooms by performing region growing on a 3D metric-semantic model.

**Loop Closures Detection and Optimization.** Established approaches for visual loop closure detection in robotics trace back to place recognition and image retrieval techniques in computer vision; these approaches are broadly adopted in SLAM pipelines, but are known to suffer from appearance and viewpoint changes [36]. Recent approaches investigate place recognition using image sequences [20, 55] or deep learning [3]. More related to our proposal is the set of papers leveraging semantic information for loop closure detection. Gawel et al. [21] perform object-graph-based loop closure detection using random-walk descriptors built from 2D images. Liu et al. [35] use similar object-based descriptors but built from a 3D reconstruction. Lin et al. [33] adopt random-walk object-based descriptors and then compute loop closure poses via object registration. Qin et al. [45] propose an object-based approach based on subgraph similarity matching. Zheng et al. [71] propose a room-level loop closure detector.

After a loop closure is detected, the map needs to be corrected accordingly. While this process is easy in sparse (e.g., landmark-based) representations [11], it is non-trivial to perform in real-time when using dense representations. Stückler and Behnke [58] and Whelan et al. [66] optimize a map of surfels, to circumvent the need to correct structured representations (e.g., meshes or voxels). Dai et al. [13] propose reintegrating a volumetric map after each loop closure. Reijgwart et al. [47] correct drift in volumetric representations by breaking the map into submaps that can be rigidly realigned after loop closures. Whelan et al. [65] propose a 2-step optimization that first corrects the robot trajectory and then deforms the map (represented as a point cloud or a mesh) using a deformation graph approach [59]. Rosinol et al. [50] unifies the two steps into a single pose graph and mesh optimization. None of these works is concerned with simultaneously correcting multiple representations.

**III. REAL-TIME INCREMENTAL 3D SCENE GRAPH LAYERS CONSTRUCTION**

This section describes how to construct the layers of a 3D scene graph given an odometric estimate of the robot trajectory (e.g., from visual-inertial odometry). Then, Section IV discusses how to correct the graph in response to loop closures.

We focus on indoor environments and adopt the 3D scene graph model introduced in [49] and visualized in Fig. 1. In this model, Layer 1 is a metric-semantic 3D mesh. Layer 2 is a subgraph of objects and agents; each object has a semantic label, a centroid, and a bounding box, while each agent is modeled by a pose graph describing its trajectory (in our case the robot itself is the only agent). Layer 3 is a subgraph of places (essentially, a topological map) where each place is an obstacle-free location and an edge between places denotes straight-line traversability. Layer 4 is a subgraph of rooms where each room has a centroid, and edges connect adjacent rooms. Layer 5 is a building node connected to all rooms (we assume the robot maps a single building). Edges connect nodes within each layer (e.g., to model traversability between places or rooms) or across layers (e.g., to model that mesh vertices belong to an object, or that an object is in a certain room).

Next, we present an approach to construct Layers 1-3 (Section III-A) and to segment places into rooms (Section III-B).

**A. Layers 1-3: Mesh, Objects, and Places**

**Mesh and Objects.** The real-time construction of the metric-semantic 3D mesh is an extension of the approach in [50], with small but important modifications. The authors in [50] use Voxblox [43] to integrate semantically-labeled point clouds into a monolithic Truncated Signed Distance Field (TSDF) and an ESDF of the environment, while also performing Bayesian inference over the semantic label of each voxel.

Contrarily to [50] and building on the implementation in [43], we spatially window the TSDF and ESDF and only form a volumetric model of the robot’s surroundings within a user-provided radius (8m in our implementation); the radius is chosen to bound the amount of memory used by the ESDF. Within this “active window” we extract the 3D metric-semantic mesh using Voxblox’ marching cubes implementation and the places (as described in the next paragraph); as the mesh and places move outside the active window, they are passed to the Scene Graph Frontend (Section IV). We also modify the marching cubes algorithm to label the TSDF voxels that correspond to zero-crossings (i.e., the voxels containing a surface); we call these voxels “parents” and keep track of the corresponding mesh vertices. Then, for each ESDF voxel—which already stores a distance to the closest obstacle—we additionally keep track of which parent is closest to the voxel. When extracting the places from the ESDF we use the parents to associate each place to the closest vertex in the 3D mesh.

After extracting the 3D mesh within the active window, we segment objects by performing Euclidean clustering of the 3D metric-semantic mesh vertices; in particular, we independently cluster vertices belonging to each semantic class. As in [50],
the result of the Euclidean clustering is then used to estimate a centroid and bounding box for each putative object. These are then associated with previous object nodes inside the active window, and any putative objects that do not correspond to a previous object node are added as new nodes.

**Places.** The approach in [50] builds a monolithic ESDF of the environment and then uses [44] to extract the places subgraph. We instead implement an approach that incrementally extracts the subgraph of places using a Generalized Voronoi Diagram (GVD, shown in Figure 2a). The GVD is the set of voxels that are equidistant to at least 2 obstacles (the “basis points”), and intuitively forms a skeleton of the environment [44]. We obtain the GVD as a byproduct of the ESDF integration inside the active window, following the approach in [30]. In particular, the voxels belonging to the GVD can be easily detected from the wavefronts of the brushfire algorithm used to update the ESDF.

After the GVD of the active window is computed, we extract the subgraph of places via an incremental approach inspired by the batch approach of [44]. Intuitively, we identify distinctive points from the GVD and connect them with edges to form the graph of places. Towards this goal, we start by iterating through each newly identified GVD voxel with more basis points that some provided threshold (typically 2). If the new GVD voxel either has enough basis points (more than 3 in our implementation) or if the neighborhood of the voxel matches a template proposed by [44] to identify corner voxels, we add a new place node. To identify edges between nodes, we alternate between two phases. First, we label GVD voxels with the nearest node ID via flood-fill, starting from the labels produced from the previous ESDF integration, generating a putative set of edges from all neighboring node IDs. Then, we split putative edges where the GVD voxels comprising an edge deviate too far from the straight-line edge connecting the two nodes adjacent to the edge. During the flood-fill phase, we also merge nearby nodes. After a fixed number of iterations, we then add the identified edges to the sparse graph, and remove any disconnected nodes. Finally, we add extra edges between disconnected components inside the active window to make the subgraph of places connected.

**B. Layer 4: Room Detection**

The room detection approach in [50] requires a volumetric representation of the entire environment and makes assumptions on the room geometry (e.g., ceiling height) that do not easily extend to arbitrary (and possibly multi-story) buildings. To resolve these issues, we present a novel approach that segments rooms directly from the sparse subgraph of places. The subgraph of places, that we denote as $G_p$, can be the one produced by the approach in Section III-A, or the optimized one computed after loop closures, as described in Section IV.

Our approach is based on two key insights. The first is that dilation operations on the voxel-based map help expose rooms in the environment: if we inflate obstacles, small apertures in the environment (i.e., doors) will gradually close, naturally partitioning the voxel-based map into disconnected components (i.e., rooms). The second insight is that each node in our place subgraph $G_p$ stores a distance to its closest obstacle (Section III-A); therefore, dilation operations in the voxel-based map can be directly mapped into topological changes in $G_p$. More precisely, if we dilate the map by a distance $\delta$, every place with obstacle distance smaller than $\delta$ will disappear from the graph (since it will no longer lie in the free space). A visualization of this idea is given in Fig. 2b.

These insights motivate our approach for room detection. We dilate the map by increasing distances $\delta$ (e.g., 10 distances uniformly spaced in $[0.45, 1.2]$m). For each dilation distance, we prune the subgraph of places by discarding nodes with distance smaller than $\delta$ (and their edges); we call the pruned subgraph $G_{p,\delta}$. We count the number of connected components in $G_{p,\delta}$ (intuitively, for a suitable choice of $\delta$, the connected components will correspond to the rooms in the environment). Then we compute the median number of connected components $n_c$ (to gain robustness to the choice of $\delta$) and select the largest $G_{p,\delta}$ that has $n_c$ connected components. Finally, since $G_{p,\delta}$ might miss some of the nodes in the original graph $G_p$, we assign these unlabeled nodes via a partially seed clustering technique. In particular, we use a greedy modularity-based community detection approach from [8] that involves iteratively attempting to assign each node in the graph to a community (i.e., a room) that would result in the largest increase in modularity. We seed the initial communities to be the detected connected components in $G_{p,\delta}$, and only iterate through unlabeled nodes. This both produces qualitatively consistent results and scales significantly better than related techniques (e.g., spectral clustering is a popular method for clustering graphs but requires a more expensive eigen-decomposition of the Laplacian of $G_p$).

**IV. Persistent Representations: Loop Closure Detection and 3D Scene Graph Optimization**

While the previous section describes how to incrementally build the layers of an “odometric” 3D scene graph (the layers are built from current odometry estimates), this section describes how to detect loop closures (Section IV-A) and how to correct the scene graph after loop closures (Section IV-B).

\[\text{1}\text{In practice, we combine the dilation and the connected component computation, i.e., we never explicitly compute the dilated subgraph and instead just prevent nodes and edges from being visited during the breadth-first search for connected components if they fall below the distance threshold } \delta.\]
A. Loop Closure Detection and Geometric Verification

We augment visual loop closure detection and geometric verification by using multiple layers in the scene graph.

**Top-down Loop Closure Detection.** The agent layer in the 3D scene graph stores a pose graph describing the robot trajectory; we refer to these poses as the agent nodes. In our implementation, we store a keyframe for each agent node, from which appearance information can be extracted. Loop closure detection then aims at finding a past agent node that matches (i.e., observed the same portion of the scene seen by) the latest agent node (corresponding to the current robot pose).

For each agent node, we construct a hierarchy of descriptors describing statistics of the node’s surroundings, from low-level appearance to objects semantics and places geometry. The descriptors are computed only once, when a new agent node is instantiated. At the lowest level, our hierarchical descriptors include standard DBoW2 appearance descriptors [19]. We augment the appearance descriptor with an object-based descriptor and a place-based descriptor (computed from the objects and places within a radius from the agent node). The former is computed as the histogram of the object labels in the node’s surroundings, intuitively describing the set of nearby objects. The latter is computed as the histogram of the distances associated to each place in the node surroundings, intuitively describing the geometry of the map near the node. While computing the descriptors, we also keep track of the IDs of the objects and places in the agent node’s surroundings, which are used for geometric verification.

For loop closure detection we compare the hierarchical descriptor of the current (query) node with all the past agent node descriptors, searching for a match. When performing loop closure detection, we walk down the hierarchy of descriptors (from places, to objects, to appearance descriptors). In particular, when comparing the descriptors of two nodes, we compare the places descriptor and –if the descriptor distance is below a threshold– we move on to comparing object descriptors and then appearance descriptors. If any of the descriptor comparisons return a putative match, we perform geometric verification; see Fig. 3 for a visual summary.

**Bottom-up Geometric Verification.** After we have a putative loop closure between our query and match agent nodes (say i and j), we attempt to compute a relative pose between the two by performing a bottom-up geometric verification. In particular, whenever we have a match at a given layer (e.g., between appearance descriptors at the agent layer, or between object descriptors at the object layer), we attempt to register frames i and j. For registering visual features we use standard RANSAC-based geometric verification as in [48]. If that fails, we attempt registering objects using TEASER++ [69], discarding loop closures that also fail object registration. This bottom-up approach has the advantage that putative matches that fail appearance-based geometric verification (e.g., due viewpoint or illumination changes) can successfully lead to valid loop closures during the object-based geometric verification. Section VI indeed shows that the proposes hierarchical descriptors improve the quality and quantity of detected loop closures.

B. 3D Scene Graph Optimization

In order to correct the 3D scene graph in response to a loop closure, the Scene Graph Frontend “assembles” the outputs of the modules described in Section III into a single 3D scene graph, and then the Scene Graph Backend (i) optimizes the graph using a deformation graph approach and (ii) post-processes the results to remove redundant subgraphs corresponding to the robot visiting the same location multiple times.

**Scene Graph Frontend.** The frontend builds an initial estimate of the 3D scene graph that is uncorrected for drift. More precisely, the frontend takes as input the result of the modules described in Section III: the latest mesh, places subgraph, objects, and pose graph of the agent (all windowed to a radius around the current robot pose). The corresponding nodes and edges are incrementally added to the 3D scene graph data structure (which stores the entire scene graph up to the current time). Then, the frontend populates inter-layer edges from each object or agent node to the nearest place node in the active window using nanoflann [7]. Finally, the frontend computes a subsampled version of the mesh that will be optimized in the deformation graph approach described below. The subsampled mesh is computed via a octree-based vertex clustering mesh simplification approach, resulting in a smaller subset of nodes (which we refer to as the mesh control points) and edges representing connectivity between nodes.

**Scene Graph Backend.** When a loop closure is detected, the backend optimizes an embedded deformation graph [59] built from the frontend scene graph and then reconstructs the other nodes in the scene graph via interpolation as in [59] (Fig. 4). More precisely, we form the deformation graph as the subgraph of the 3D scene graph that includes (i) the agent layer, consisting of a pose graph that includes both
odometry and loop closures edges, (ii) the mesh control points and the corresponding edges, and (iii) the minimum spanning tree of the places layer. By construction, these layers form a connected subgraph via the inter-layer edges added by the frontend. The choice of using the minimum spanning tree of places is mostly motivated by computational reasons: the use of the spanning tree preserves the sparsity of the graph.

The embedded deformation graph approach associates a local frame (i.e., a pose) to each node in the deformation graph and then solves an optimization problem to adjust the local frames in a way that minimizes deformations associated to each edge (including loop closures). In hindsight, this step transforms a subset of the 3D scene graph into a factor graph [11], where edge potentials need to be minimized. We refer the reader to [59] for the details about the optimization and note that we use the reformulation of the deformation graph with rigid transforms from [50] (instead of affine as in [59]) to obtain a standard pose graph optimization problem that is amenable to off-the-shelf solvers. In particular, we use the Graduated Non-Convexity (GNC) solver in GTSAM [2], which is also able to reject incorrect loop closures as outliers.

Once the optimization is finished, the place nodes are updated with their new positions and the full mesh is interpolated based on the deformation graph approach in [59]. We then recompute the object centroids and bounding boxes from the position of the corresponding vertices in the newly deformed mesh. During this update, overlapping nodes are also merged: for places nodes, we merge nodes within a distance threshold (0.4m in our implementation); for object nodes we merge nodes if the corresponding objects have the same semantic label and if one of nodes is contained inside the bounding box of the other node. We maintain a version of the scene graph where the nodes are not merged; this enables undoing wrong loop closures if an accepted loop closure is deemed to be an outlier by GNC later on. Finally, we re-detect rooms from the merged places using the approach described in Section III.

V. THINKING FAST AND SLOW: THE HYDRA ARCHITECTURE

We implement our spatial perception engine into a highly parallelized architecture, named Hydra. Hydra involves a combination of processes that run at sensor rate (e.g., feature tracking for visual-inertial odometry), at sub-second rate (e.g., mesh and place reconstruction), and at slower rates (e.g., the scene graph optimization, whose complexity depends on the map size). Therefore these processes have to be organized such that slow-but-infrequent computation (e.g., scene graph optimization) does not get in the way of faster processes.

We visualize Hydra in Fig 5. Each block in the figure denotes an algorithmic module matching the discussion in the previous sections. Hydra starts with fast early perception processes (Fig 5, left), which perform low-level perception tasks such as feature detection and tracking (at frame-rate), 2D semantic segmentation, and stereo-depth reconstruction (at keyframe rate). The result of early perception processes are passed to mid-level perception processes (Fig 5, center). These include algorithms that incrementally construct (an odometric version of) the agent layer (e.g., the visual-inertial odometry backend), the mesh and places layers, and the object layer. Mid-level perception also includes the scene graph frontend, which collects the result of the other modules into an “unoptimized” scene graph. Finally, the high-level perception processes perform loop closure detection, execute scene graph backend optimization, and perform room detection. This results in a globally consistent, persistent 3D scene graph.

Hydra runs in real-time on a multi-core CPU; the only module that relies on GPU computing is the 2D semantic segmentation, which uses a standard off-the-shelf deep network. Running on CPU has the advantage of (i) leaving the GPU to learning-oriented components, and (ii) being compatible with the power limitations imposed by current mobile robots.

VI. EXPERIMENTS

This section shows that Hydra builds 3D scene graphs in real-time with an accuracy comparable to batch offline methods.

A. Experimental Setup

Datasets. We utilize two datasets for our experiments: uHumans2 (uH2) [50] and SidPac. The uH2 dataset is a Unity-based simulated dataset [50] that includes three scenes: a small apartment, an office, and a subway station. The dataset provides visual-inertial data as well as ground-truth depth and 2D semantic segmentation. The dataset also provides ground truth robot trajectories that we use for benchmarking purposes.

The SidPac dataset is a real dataset collected in a graduate student housing building using a visual-inertial hand-held device. We used a Kinect Azure camera as the primary collection device with an Intel RealSense T265 rigidly attached to the Kinect to provide external odometry input. The dataset consists of two separate recordings. The first recording covers two floors of the building (Floors 1 & 3), where we walked through a common room, a music room, and a recreation room on the first floor of the graduate residence, went up a stairwell, through a long corridor as well as a student apartment on the third floor, then finally down another stairwell to revisit the music room and the common room, ending where we started. The second recording also covers two floors (Floors 3 & 4), where we map student apartments as well as lounge and kitchen areas which are duplicated across both floors. These scenes are particularly challenging given the scale of the scenes (average traversal of around 400 meters), the prevalence of glass and strong sunlight in regions of the scenes (causing partial depth estimates from the Kinect), and feature-poor regions in hallways. We obtain a proxy for the ground-truth trajectory for both SidPac datasets via a hand-tuned pose graph optimization with additional height priors, to reduce drift and qualitatively match the building floor plans.

Hydra. For the real datasets, we use the depth reconstruc-
We present an extensive evaluation of the accuracy and runtime of our real-time approach against the batch offline scene graph construction approach from [50].

**Accuracy Evaluation: Objects and Places.** Fig. 7 evaluates the object and place layers by comparing three different configurations of Hydra. The first configuration (“GT-Trajectory”) uses ground-truth poses to incrementally construct the scene graph. The second and third configurations (“VIO+V-LC” and “VIO+SG-LC” respectively) use visual-inertial odometry (VIO) for odometry estimation and then use vision-based loop closures (VIO+V-LC) or the proposed scene graph loop closures (VIO+SG-LC). For the objects and places evaluation, we consider the batch scene graph constructed from ground-truth poses using [50] as the ground-truth scene graph.

For the object layer, we report two metrics: the percentage of objects in the ground-truth scene graph that have an estimated object with the correct semantic label within a specified radius (“% Found”) and the percentage of objects in the estimated scene graph that have a ground-truth object with the correct semantic label within a specified radius (“% Correct”). For the places layer, we measure the mean distance of an estimated place node to the nearest voxel in the ground-truth GVD (“Position Error”).

We note some important trends in Fig. 7. First, when using GT-Trajectory, Hydra’s performance is close to the ground-truth scene graph (80-100% found and correct objects, sub-25cm places position error). This demonstrates that – given the trajectory – the real-time scene graph from Hydra is almost identical to the batch and offline approaches at the state of the art. Second, VIO+V-LC and VIO+SG-LC maintain reasonable levels of accuracy for the objects and places and attain comparable performance in small to medium-sized scenes (e.g., Apartment, Office). In these scenes, the drift is small and the loop closure strategy does not radically impact performance (differences are within standard deviation, shown as black confidence bars). However, in larger scenes (e.g., SidPac) loop closures are more important and VIO+SG-LC substantially outperforms VIO+V-LC in terms of object accuracy. Importantly, using VIO+SG-LC typically leads to a reduction in the standard deviation of the results, confirming that the proposed approach for scene graph loop closure detection leads to more reliable loop closure results (more details and ablations below). The place positions errors remain similar for both VIO+SG-LC and VIO+V-LC and are larger in the subway dataset, which includes larger open-spaces with more distant nodes in the subgraph of places.
Accuracy Evaluation: Rooms. Fig. 8 evaluates the room detection accuracy, precision, and recall metrics defined in [9] (here we compute precision and recall over 3D voxels instead of 2D pixels). We hand-label the rooms in the ground-truth ESDF for benchmarking and also include the approach in [50] (Kimera) as a baseline for evaluation. In particular, we manually define bounding boxes for each room and automatically assign a unique (ground-truth) label to the free-space voxels falling within each room. **Precision** is then the maximum overlap between an estimated room and one of the ground-truth rooms, divided by the size of the estimated room; the overall precision is computed by averaging across the estimated rooms. **Recall** is the maximum overlap between a ground-truth room and one of the estimated rooms, divided by the size of the ground-truth room; the overall recall is also averaged across the ground-truth rooms. Intuitively, low precision corresponds to under-segmentation, i.e., fewer and larger room estimates, and low recall corresponds to over-segmentation, i.e., more and smaller room estimates.

Fig. 8 shows that while Kimera [50] estimates a room segmentation with similar precision and recall to Hydra (GT-Trajectory) for the Office scene (the only single-floor scene), Hydra excels in multi-floor environments. For the split-level Apartment scene, we achieve significantly high precision and recall as compared to Kimera. For SidPac Floor 3-4, the difference is particularly dramatic, where the Kimera achieves 0.88 precision but only 0.06 recall, as it only is able to segment 2 of 10 ground-truth rooms. In general, our approach estimates a room segmentation with consistent precision and recall (if slightly over-segmented), while Kimera oscillates between either low-precision and high-recall estimates (i.e., extreme under-segmentation), or high-precision and low-recall estimates (i.e., where it fails to segment most of the rooms). These differences stem from the difficulty of setting an appropriate height to attempt to segment rooms at for Kimera. Finally, it is worth noting that our room segmentation approach is able to mostly maintain the same levels of precision and recall for VIO+SG-LC and VIO+V-LC despite drift.

Runtime Evaluation. Fig. 9 reports the runtime of Hydra versus the batch approach in [50]. This plot shows that the runtime of the batch approach increases over time and takes more than 40 seconds to generate the entire scene graph for moderate scene sizes; as we mentioned, most processes in the batch approach [50] entail processing the entire ESDF (e.g., place extraction and room detection), inducing a linear increase in the runtime as the ESDF grows. On the other hand, our scene graph frontend (Hydra Mid-Level in Fig. 9) has a fixed computation cost. In Fig. 9, a slight upward
trend is observable for *Hydra High-Level*, driven by room detection and scene graph optimization computation costs, though remaining much lower than batch processing. Noticeable spikes in the runtime for *Hydra High-Level* (e.g., at 1400 seconds) correspond to the execution of the 3D scene graph optimization when new loop closures are added.

Table I reports timing breakdown for the incremental creation of each layer across scenes for a single trial. The object layer runtime is determined by the number of mesh vertices in the active window with object semantic class; hence the SidPac scenes have a slightly higher computation cost than the other scenes. The room layer runtime is purely determined by the number of places (a combination of how complicated and large the scene is); this is the reason why the Office has the largest computation cost for the rooms despite being smaller than the SidPac scenes. Overall, Hydra achieves real-time performance across a broad set of complex and diverse scenes.

**Loop Closure Ablation Study.** Finally, we take a closer look at the quality of the loop closures candidates proposed by our hierarchical loop closure detection approach, and compare it against traditional vision-based approaches on the Office scene. In particular, we compare our approach against a vision-based loop closure detection that uses DBoW2 for place recognition and ORB feature matching, as described in [50].

Fig. 10 shows the number of detected loop closures against the error of the registered solution (i.e., the relative pose between query and match computed by the geometric verification) for three different loop closure configurations: (i) “SG-LC”: the proposed scene-graph loop closure detection, (ii) “V-LC (Nominal)”: a traditional vision-based loop closure detection with nominal parameters (same as Fig. 7), and (iii) “V-LC (Permissive)”: a vision-based loop closure detection with more permissive parameters (i.e., a decreased score threshold and less restrictive geometric verification settings). We report key parameters used in this evaluation in the appendix. As expected, making the vision-based detection parameters more permissive leads to more but lower-quality loop closures. On the other hand, the scene-graph loop closure approach produces approximately twice as many loop closures within 10 cm of error and 1 degree of error as the permissive vision-based approach. The proposed approach produces quantitatively and quantitatively better loop closures compared to both baselines.

VII. CONCLUSIONS

This paper introduces Hydra, the first *real-time spatial perception engine* that builds a 3D scene graph from sensor data in real-time. Hydra runs at sensor rate thanks to the combination of novel online algorithms and a highly parallelized perception architecture. Moreover, it allows building a persistent representation of the environment thanks to a novel approach for 3D scene graph optimization. While we believe the proposed approach constitutes a substantial step towards high-level 3D scene understanding for robotics, Hydra can be improved in many directions. First, some nodes in the reconstructed 3D scene graph are unlabeled (e.g., the algorithms in this paper are able to detect rooms, but are unable to label a given room as a “kitchen” or a “bedroom”); future work includes bridging Hydra with learning-based methods for 3D scene graph node labeling [60]. Second, it would be interesting to label nodes and edges of the 3D scene graph with a richer set of relations and affordances, building on [67]. Finally, the implications of using 3D scene graphs for prediction, planning, and decision-making are mostly unexplored (see [1, 46] for early examples), which opens further avenues for future work.
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APPENDIX

Loop Closure Ablation Parameters. Table II reports key parameters used for “V-LC (Permissive)” and “V-LC (Nominal)” in the loop closure ablation study in Fig. 10. For the meaning of each parameter we refer the reader to the open-source Kimeera implementation released by [50].

| Parameter | V-LC (Permissive) | V-LC (Nominal) |
|-----------|------------------|----------------|
| L1 Score Threshold | 0.05 | 0.4 |
| Minimum NSS | 0.005 | 0.05 |
| Min. RANSAC Corresponances | 12 | 15 |
| 5pt RANSAC Inlier Threshold | 0.01 | 0.001 |
| Lowe Matching Ratio | 0.8 | 0.9 |

TABLE II

VISUAL LOOP CLOSURE PARAMETERS

Table III reports key parameters used for “SG-LC” in the ablation study in Fig. 10. All scene graph descriptors were computed with a radius of 13 meters. SG-LC does not use NSS (Normalized Similarity Scoring) to filter out matches.

| Parameter | SG-LC |
|-----------|-------|
| Agent L1 Match Threshold | 0.01 |
| Object L1 Match Threshold | 0.3 |
| Places L1 Match Threshold | 0.5 |
| Min. RANSAC Corresponances | 15 |
| 5pt RANSAC Inlier Threshold | 0.001 |
| Object L1 Registration Threshold | 0.8 |
| Object Minimum Inliers | 5 |
| TEASER Noise Bound [m] | 0.1 |

TABLE III

SCENE GRAPH LOOP CLOSURE PARAMETERS
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