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ABSTRACT

We present an end-to-end virtual try-on pipeline, that can fit different clothes on a personalized 3-D human model, reconstructed using a single RGB image. Our main idea is to construct an animatable 3-D human model and try-on different clothes in a 3-D virtual environment. The existing frame by frame volumetric reconstruction of 3-D human models are highly resource-demanding and do not allow clothes switching. Moreover, existing virtual fit-on systems also lack realism due to predominantly being 2-D or not using user’s features in the reconstruction. These shortcomings are due to either the human body or clothing model being 2-D or not having the user’s facial features in the dressed model. We solve these problems by manipulating a parametric representation of the 3-D human body model and stitching a head model reconstructed from the actual image. Fitting the 3-D clothing models on the parameterized human model is also adjustable to the body shape of the input image. Our reconstruction results, in comparison with recent existing work, are more visually-pleasing.

Index Terms— virtual try on, 3-D virtual fit on, 3-D human reconstruction

1. INTRODUCTION

Virtual clothes fitting receives much attention in the research community, as existing models still need improvements in the quality of reconstruction in general. Constructing the human model based on pose extraction is a frame-by-frame approach that suffers from poor quality and high computational power requirements. It does not facilitate fitting-on clothes and merely dresses the body with existing clothes in the frame. The general approach for virtual fitting is constructing a 3-D human model (e.g., parametric models such as SMPL model [1]) followed by fitting-on clothes. This too needs improvement in the quality of the reconstruction, (e.g., using the head models and managing the seams). Methods that use volumetric representations of the body, instead of parameterized models, too are popular. However, existing volumetric models also suffer from the problem of clothes amounting to the volume and can still improve in quality.

In a general sense, the virtual fitting proceeds by predicting the size of the clothes and letting customers fit-on the clothing items to an avatar created on their own with given body measurements. This simple approach, although predicts the clothing sizes, does not give a convincing sensation to the user as the clothes are on an avatar, not a realistic reconstruction of the user’s bodily features. Some studies use augmented reality to solve this problem with a digital mirror in a clothing store or a public place. These augmented reality solutions are mostly 2-D and have imperfections, such as misfitting and incorrect warping [2]. In this context, 3-D body reconstruction and 3-D clothing fit-on approaches are much superior.

In this study, starting with body parameters extracted from the RGB image of the user, we manipulate an SMPL [1] body with an articulated head model [3] and fit-on clothes of choice to provide a more realistic, good-quality 3-D reconstruction which is also animatable. We present this virtual try-on system for online fashion with an in-store like user experience using only a single RGB image from the user. Through this, We create a unique and more refined animatable 3-D human body to realistically represent to the user. To the best of our knowledge, this is the first animatable 3-D clothes fit-on system with a realistic body model of the user with a personalized head. The contributions of this paper are producing a personalized 3-D human model with a more realistic head model and producing an animatable human model that would be useful in AR-, VR-, or MR-based virtual try-on systems. In doing so, we have devised a pipeline for virtual try-on for fashion. We will make the code base available.

2. RELATED WORK

Since 3-D modeling in computer vision has been rapidly developing in past few years, there are a significant number of recent works on virtual try-on. Nowadays, the virtual try-on goes beyond 2-D clothing transfer [2,4,5,6,7] with a much realistic user experience. We can recognize three major types of related works: 1) 2-D virtual try-on using image translation, 2) 3-D volumetric human model reconstruction, and 3) 3-D parametric virtual try-on systems. We do not discuss 2-D virtual try-on using image translation, as our work is based on 3-D human reconstruction [8,9,10,11,12] and 3-D face reconstruction [13,14,15,16]. Methods for 3-D human recon-
struction can be classified into two top-down approaches: 1) free-form, 2) model-based. The volumetric human model reconstruction is considered as the top-down free-form method. These methods are based on multi-view stereo reconstruction, and therefore require multiple RGB or depth cameras. Meanwhile top-down model-based methods exploit a parametric body model consisting of pose and shape reconstruction.

In this paradigm, SMPL [1] is an important model. SMPL framework enables 3D human reconstruction by parameterizing the human body shapes and the pose. Therefore, most of the recent works related to 3-D virtual fit-on are built on top of SMPL. The 3-D reconstruction based virtual fit-on systems needs major classes of techniques—3-D volumetric human model reconstruction and 3-D parametric virtual try-on systems—which we discuss in what follows.

3D volumetric human model reconstruction: Although the volumetric representation of clothed 3-D human model approach grows vastly, it cannot be considered as the ideal approach for a 3-D virtual try-on system. PIFu [8] is a work that creates the 3D static body model based on SMPL from single or multiple images. It has proposed a pixel aligned implicit function representation for 3-D deep learning for the challenging problem of textured surface inference of clothed 3-D humans. However, PIFu generates a static model that is non-animatable and cannot be used for fitting garments. PIFuHD [9] is an advancement of PIFu mainly focus on the accuracy and details of the 3-D model. Although the details have been improved, still the body model is stationary. Octopus [10] is a hybrid method combining bottom-up and top-down approaches. This work also creates a similar model to PIFu, reconstructing clothed human 3-D models. To build the 3-D model, an RGB video standing on in T pose would be used in Octopus. It synthesizes 3-D models using both bottom-up and top-down streams allowing information to flow in both directions. As the model is not parameterized but static, the model cannot be animated. In terms of virtual try-on, another major disadvantage is that it is not possible to make the unclothed mesh.

Parametric virtual try-on systems: We can see a lack of work on an end-to-end system that performs virtual try on with a fully-customized human model, perhaps due to the subproblems being more technically engaging. Real-Time 3-D Model Reconstruction and Mapping for Fashion [17] introduce a method to specifically for virtual fit-on. This consists of a real-time animatable generic body model (SMPL model) enabling garment fitting on the mesh. This work uses the SMPL generic body model which has the same head though it has become animatable. This work can be differentiated by the previous 3-D model reconstruction not only with animatability but also with the ability to change the clothes on it. However, this work still consists of the generic head that came from SMPL mesh. In terms of virtual try-on, this is a significant disadvantage for user experience. Our approach overcomes this issue with an effective end-to-end virtual try-on system with a fully personalized parametric human 3-D mesh enabling fitting on different garment models.

3. METHODOLOGY

The goal of this work is to create an animatable 3-D human model from a single RGB image, and use that model as a mannequin in a virtual clothing store to try on different clothing. Our final human model is a function of shape parameters (β parameters) from [1] and head parameters from [3]. We construct both the models separately and automatically stitch them in Blender[1]. This solves the problem of the inability to personalize the head in the human model. Moreover, FLAME allows us to give a detailed and animatable head. We also create a virtual store in Unity[2] and facilitate automated switching of clothes under a VR setting. We then map clothes models to 3D human body models using scale and position parameters. The trained model gives the scale and position parameters, taking the β parameters as input. Fig. 1 shows the overall system block diagram.

3.1. 3D Human Model Construction

We use the parametric human body representation, SMPL in reconstructing the body model, and the parametric human face presentation, FLAME, in reconstructing the head along with texture. In this way, we get a more personalized 3-D human model that includes not only the shape of the body but also a personalized head instead of the generic one in SMPL. We use SMPLify to get the β parameters for the SMPL model.

Body shape representation: We represent the shape of the human body model using the SMPL parametric representation, which represents the undressed body. The body model is defined as an explicit function of shape β, pose θ, and translation γ. The function returns a triangulated surface with 6890 vertices. Shape parameters β are coefficients of low-dimensional shape space, obtained using principal components after training on thousands of body scans. We use SMPLify to extract β parameters from the image and use these β parameters to reconstruct the body model.

Face representation: We use the model formulation of FLAME to obtain a parametric representation for the face too. It consists of 5023 vertices. A function of shape β, pose θ, and expression ψ describe the face. We explain more about the combination of the head model and the body model in the Sec. 3.2.

Texture Generation: Texture Generation is a crucial part of the final outcome of the 3-D human model. The texture generated by FLAME is of good quality, and hence we use it as the texture of the head of the 3-D body model. Then we analyze the skin color of the user by the skin present in the user’s head, as the head usually reveals the skin color of

1https://www.blender.org/
2https://unity.com/
most of the users. Then we find the dominant skin color of the user and create the texture of the 3-D model’s body. But, the texture we get for the body can be different from the texture of the head. Therefore we apply the texture of the body to the areas of the neck too to combine the textures without a seam.

3.2. Combining the Head and the Body

First, we cut the body model from the neck using the automated python script in Blender. Unlike a pre-designed 3-D model, we have to deal with the head model which is created for the given input image of the user. The advantage of the FLAME head model is that it has common ids for vertices in Blender. Therefore we have defined the group of vertices in the 3-D head model which has to be cut. As we mentioned earlier, SMPL is a parameterized human body model, and we have to add shape parameters that are generated according to the input image of the user. We read the generated shape parameters this stage and add them into the SMPL body model in Blender. The crucial task in the process of combining two models is placing the head model on the top of the neck of the body model. To do that, 1) rotate (in y- and z-direction) the head model to align with the body model, and 2) align the bottom of the head model with the top of the neck of the body model.

After placing the head model on top of the body model, the head model is rigged to the bone structure of SMPL. Then the two models are combined by filling the space between the models. Fig. 2 shows the process of stitching the head and generating the full 3-D body model.

**Head and Body Alignment** We combine the head model and the body model in a 3-D space. For this, we need to align the head model at the top of the body model. We rotate and move the head model in order to align with the body model. Fig. 3(a) shows that the 3-D mesh of the head model is symmetric along the x-axis. We select a set of vertices along the symmetric line of the 3-D mesh of the head model. Eq. 1 describes the error function ($E_y$) for the rotational angle along y-axis by using the set of vertices ($V$) selected where, $\alpha$ and $\sigma$ are the mean and the variance of z coordinates in $V$. The error function is calculated based on the mean error of x coordinate ($P_{ix} - P_{x}$) of the set of vertices selected. We have considered an exponential weighted distribution of the z coordinates ($P_z$) of the set of vertices as a weighted combination of points. The error function ($E_z$) for z-axis in Eq. 2 is very similar to the $E_y$ but the weight distribution is different. In the Eq. 3, we calculate the rotational angle ($R_{yi}$) along the y-axis which is the same formula for the rotational angles along the z-axis and x-axis as well. $C_y$ is a variable that depends on the difference between the previous error and the current error of rotation, and it is used to vary the speed of the rotation and the direction (clockwise or anti-clockwise). We do the calculations for several iterations until the head rotates to its rightful position. The rotations along the y-axis and z-axis iterates parallel because of the symmetry.

$$E_y = \sum_{P_{ix} \in V} |P_{ix} - P_{x}| \exp \left( \frac{P_{ix} - \alpha}{\sigma} \right)^2$$ (1)
\[ E_z = \sum_{P_i \in V} |P_{ix} - P_{x}| \left( 1 - \exp\left( \frac{P_{iz} - \alpha}{\sigma} \right)^2 \right) \]  
\[ (2) \]
\[ R_{y_i} = R_{y_{i-1}} + 360 \times C_y \times E_y \]  
\[ (3) \]

We do the rotation along the \( x \)-axis as well by using a new set of vertices as shown in the Fig. 3(b). Eq. 2 shows the error function for the rotation of the \( x \)-axis where, \( d \) is a learning parameter and \( \gamma \) is the mean of the \( z \) coordinates.

\[ E_x = \sum_{P_i \in V} |P_{iy} - d| \exp\left( \frac{P_{iz} - \gamma}{\sigma} \right)^2 \]  
\[ (4) \]

4.1. 3D Human Body Model

We obtained the reconstructions from RGB images of different humans, and fit-on different clothes on the personalized human model created with our method. Notice that the head is personalized, and the head-body seam is finely stitched. As we can see in Fig. 4, our end-to-end approach of virtual try-on enables cloth switching on the fully personalized body.

4.2. Clothes Fitting

Our virtual try-on environment is capable of switching the clothes according to the user’s preferences. Fig. 4 shows results of cloth fitting of different 3-D models of clothes on the same personalized 3-D human body model. The efficiency of rendering software is very essential for this task and we use Unity. When it comes to the 2-D mapping of clothes to a body model, we rarely see natural warping of a cloth which maps to the pose of the body model in the literature. In our work, the cloth warps naturally with the movements and poses in a realistic manner. Fig. 5 shows the behavior of cloth for different poses.

4.3. Comparison with other work

In this section, we qualitatively compare the differences between PIFu and our method. As Fig. 6 shows, we can see a clear improvement of the quality of the results compared to PIFu which uses a volumetric method for reconstructing the human 3-D models. The model given by that method gives imperfections as Fig. 6 (b) denotes. On the other hand, we can see that it is not able to use in changing clothes dynamically without recreating a different model for the next frame. Therefore, our method outperforms the existing works not only in the quality of the 3-D human model but also in the ability to virtually try on efficiently.

5. CONCLUSION

We have proposed a simple, yet efficient, end-to-end pipeline to reconstruct a personalized human model enabling clothes fitting as well as clothes switching for virtual try-on. The key idea of this work is to create a one-time personalized model without recreating the model frame by frame. Therefore, it enables clothes fitting, clothes switching, and animatability of the same 3-D model which are essential for the virtual try-on pipeline. Using this method, we have overcome the presence of imperfections that occurs in related volumetric approaches.

---

3https://www.zalando.co.uk/women-home/
4https://www.tom-tailor.eu/
5https://www.ssense.com/
Fig. 4: Results on clothes switching with images of three different online fashion store websites (See text for sources). We have added the texture of the human body model as well as the 3-D models of clothes fitted to the body model: (a) Input image, (b) Unclothed personalized 3-D model reconstructed using our method, (c), (d), and (e) Clothes fitting and switching on the recreated personalized model.

One limitation of our methods is the back-side of the head not being texture-mapped. We also plan to integrate hair models with our existing model in the future.
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