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While transient photoluminescence (TPL) measurements are a very popular tool to monitor the charge-carrier dynamics in the field of halide perovskite photovoltaics, interpretation of data obtained on multilayer samples is highly challenging due to the superposition of various effects that modulate the charge-carrier concentration in the perovskite layer and thereby the measured photoluminescence (PL). These effects include bulk and interfacial recombination, charge transfer to electron- or hole transport layers, and capacitive charging or discharging. Here, numerical simulations with Sentaurus TCAD, analytical solutions, and experimental data with a dynamic range of ≈7 orders of magnitude on a variety of different sample geometries, from perovskite films on glass to full devices, are combined to present an improved understanding of this method. A presentation of the decay time of the TPL decay that follows from taking the derivative of the photoluminescence at every time is proposed. Plotting this decay time as a function of the time-dependent quasi-Fermi-level splitting enables distinguishing between the different contributions of radiative and non-radiative recombination as well as charge extraction and capacitive effects to the decay.

1. Introduction

Technological development of halide-perovskite solar cells toward even higher efficiencies requires ways of understanding and quantitatively analyzing the main loss processes.[1–3] Non-radiative recombination is one of the main loss processes in basically any solar-cell technology[4,5] including perovskites that leads to reduced open-circuit voltages and efficiencies at a given illumination condition.[6–10] Transient photoluminescence (TPL) is a frequently used tool to monitor the charge-carrier dynamics and investigate these recombination losses.[11–13] While TPL measured on bare semiconductor films on glass is a well-understood and frequently used method to derive charge-carrier lifetimes and recombination coefficients in halide perovskites and other semiconductors,[14–18] it is typically the recombination at interfaces between the absorber and charge transfer layers that is the dominant source of recombination in a complete perovskite device.[19–25]

However, adding contact layers to the perovskite film not only adds additional recombination paths but also leads to effects like charge-carrier separation or interface-charging effects[25–27] that may change the recombination kinetics fundamentally. Thus, the information on recombination may be totally obscured by interfacial effects such that, e.g., a faster photoluminescence (PL) decay cannot anymore be interpreted simply as an increased recombination coefficient. Hence, misinterpretation of experimental data becomes likely, especially if the information contained in the decay curve is reduced to a single value—the characteristic decay time of a monoexponential decay. The present paper introduces a method to analyze the differential PL decay that uses the derivative of the photoluminescence at every time during the transient.[11,26] We propose to plot this decay time as a function of the corresponding quasi-Fermi-level splitting allowing us to better understand the complex interplay between charge extraction and interface or contact charging with radiative and non-radiative recombination. We use a combination of numerical simulations with Sentaurus TCAD, analytical models, and experimental data to illustrate how the different effects influence the PL transients and the resulting decay times.

In the following, we investigate transient photoluminescence measurements on the different sample geometries shown in the overview in Figure 1 that start with films on glass and continue via layer stacks to full devices and discuss their respective peculiarities. We show how the addition of further layers and interfaces modifies the transients and adds physical effects that must be considered. With this step-by-step description, we aim to create an understanding of which processes dominate and are important for these different sample types and how they affect the transient PL decay and the extracted decay time. This step-by-step approach is conceptually similar to the already
well-understood analysis of steady state PL (SSPL) as a function of sample type that allows screening contact layers for minimum recombination losses\cite{19,29} and to also analyze and quantify changes in ideality factor\cite{24,29} and resistive effects.\cite{30} In SSPL any change in absolute intensity between different samples suggests that the difference between the samples (e.g., an additional interface and layer) must be the cause of the loss in PL, which is linked to a reduction in quasi-Fermi-level splitting. In contrast, a clear correlation between the decay of a transient PL signal and the amount of recombination is not necessarily present, because in a transient experiment, currents can temporarily flow even at open circuit. While theoretical work on transient PL decays on full devices has been published for other photovoltaic technologies such as III–Vs,\cite{31} Cu(In,Ga)Se$_2$,\cite{32,33} or CdTe\cite{34} based devices, a theory dealing with the specific situation in halide-perovskite devices is currently missing. An important aspect specifically relevant for halide perovskites is the low doping density of the absorber layer that implies that the absorber is in high-level injection during the transient experiment. Furthermore, contact layers especially in the inverted geometry (illumination through anode) are often low-conductivity organic materials such as poly(triarylamine) (PTAA) or fullerene layers, which may take up a substantial part of the built-in voltage of the device\cite{35} and that can decouple the internal quasi-Fermi-level splitting from the external voltage especially during early times of the transients.

2. Perovskite Film on Glass

The simplest sample geometry is that of a perovskite film on glass. Therefore, we want to use this device geometry as a starting point to recapitulate the basic theory of TPL measurements and data interpretation that is already quite well understood and briefly introduce the terminology and the physical parameters that we will use during the discussion. Furthermore, we introduce the representation of the decay time $\tau_{TPL}$, which results from the derivative of the photoluminescence with respect to time that we plot as a function of the corresponding time-dependent quasi-Fermi-level splitting $\Delta E_F$.

2.1. Perovskite Film on Glass with a Passivated Surface

At first, we consider charge-carrier recombination only in the bulk and leave out the effect of surface recombination, which is discussed separately in Section 2.2. A perovskite film on glass whose surface is passivated, e.g., by an organic passivation layer,\cite{36,37} is suitable as a corresponding test structure, because the interface between perovskite layers and glass substrates is typically quite inert and not particularly recombination active.\cite{14,38} When the semiconducting perovskite film is photoexcited by a laser pulse, free excess-electrons $\Delta n$ and equal density of holes $\Delta p = \Delta n$ are generated. The initial generation profile of these excess-charge carriers depends on the optical properties of the perovskite, its thickness, and the excitation wavelength. The initially inhomogeneous distribution of the charge-carrier concentration is flattened by diffusion. Since the perovskite film is typically only a few hundred nanometers thick and the charge-carrier mobility is typically $>1$ cm$^2$ V$^{-1}$ s$^{-1}$,\cite{19} this carrier equilibration occurs in the first hundreds of pico- to several nanoseconds after the laser pulse. For simplicity, we therefore assume that the system has no spatial gradients of electron concentration.

Figure 1. Overview over the different halide perovskite sample types that are investigated with transient photoluminescence. Depending on the sample type (i.e., absorber layer on glass or absorber layer with one or two contact layers attached), the complexity of the interpretation of data increases from left to right. The second row illustrates typical mechanisms that affect the PL decay in different sample geometries. While the film on glass is only affected by bulk and surface recombination, samples with interfaces to charge-extraction layers are affected by charge accumulation and recombination at the interfaces between absorber and charge-extraction layer. On fully contacted devices, charging and discharging of the electrodes finally affects the global band diagram and therefore the transients measured on full devices.
or hole concentrations or the electrostatic potential. This assumption leads us to the convenient situation that diffusion and drift currents can be neglected and that the photogenerated charge carriers $\Delta n$ vanish over time only through different recombination processes. The rate equation

$$\frac{d\Delta n}{dt} = -C_e n (np - n_i^2) - C_p (np - n_i^2) - k_{rad} (np - n_i^2) - \Delta n (\tau_n + \tau_p)$$

(1)

accounts for the rates of these different competing processes and describes the change of excess charge carrier concentration as a function of time. Here, $n_i$ is the intrinsic charge-carrier density, and $n$ is the total electron and $p$ is the total hole concentrations, being defined as $n = n_0 + \Delta n$ and $p = p_0 + \Delta n$, respectively, with the corresponding equilibrium concentrations $n_0$ and $p_0$. For the moment, we keep the condition $\Delta p = \Delta n$ and therefore do not distinguish between the rate equations for electrons and holes. For a perovskite film on glass three different bulk-recombination mechanisms need to be considered, which are radiative band-to-band recombination [40,41] and non-radiative recombination via Auger [42] or first-order Shockley–Read–Hall (SRH) [43,44]. The radiative recombination coefficient is given by $k_{rad}$, and $\tau_n$ and $\tau_p$ are the non-radiative SRH lifetime for electrons and holes, respectively. For the Auger recombination rates, $C_e$, represents the Auger coefficient for electrons and $C_p$ is the Auger coefficient for holes. Note that the effect of photon recycling [42] is not explicitly considered in this paper, so the radiative coefficient $k_{rad}$ is the corresponding external quantity. Photoluminescence is based on measuring the emitted photons that have been created by radiative recombination with a rate proportional to $np$. Accordingly, the PL intensity $\phi_{TPL}$ depends on the product $np$ of electron and hole concentrations. The time-resolved photoluminescence itself contains information about these entire recombination processes because the decrease in $n$ and $p$ results from the sum of all recombination processes.

While the radiative recombination coefficient and the Auger coefficients are important material properties, the SRH lifetimes can vary substantially from sample to sample within a material system. This is because SRH lifetime depends on defect concentrations, which may vary, e.g., with processing conditions. Hence, while the determination of all recombination coefficients is important for a material system, the SRH lifetimes are the key sample-dependent property that might vary in a series of samples of the same material. Hence, TPL measurements on semiconducting materials would very often be done to extract the SRH lifetimes of individual samples. Given that the PL transient is affected by a several recombination mechanisms, it is necessary to briefly discuss how to extract the SRH lifetimes from the PL transients and to establish a common terminology that we use for the remainder of the article.

The term charge-carrier lifetime in general describes the dependence of the electron or hole concentration as a function of time after the generation of electrons and holes (e.g., by a laser pulse) has stopped. Often, the characteristic decay time constant $\tau_{mono}$ of an exponential fit of the form $\phi_{TPL} = \phi_{TPL}(0)\exp(-t/\tau_{mono})$ to TPL data is also called a “lifetime.” This lifetime concept is meaningful and suitable for a doped semiconductor film, crystal, or wafer that is operated in low-level injection (less injected minority carriers than pre-existing majority carriers). In this case all recombination mechanisms stated in Equation (1) become linear in minority carrier concentration and a lifetime (often specifically called effective lifetime $\tau_{eff}$) could easily be defined as the decay time of minority carrier decay, i.e., if electrons are minority carriers their decay would be monoeponential and follow $\Delta n = \Delta n(0)\exp(-t/\tau_{eff})$ no matter what recombination mechanism dominates [45,46] and its effective lifetime $\tau_{eff}$ is a constant, carrier concentration independent value (Table S2 Supporting Information).

Lead-halide perovskite films, however, are typically intrinsic enough that during a TPL experiment both types of carriers are present in roughly equal concentrations. In this situation, called high-level injection (HLI), both types of carriers have a finite lifetime. Let us assume for simplicity that electron and hole concentrations are exactly equal, i.e., $n = p$, to illustrate the difference between the time-dependent decay time and a lifetime. In this case, the rate equation (Equation (1)) can be simplified to

$$\frac{dn(t)}{dt} = -(C_e + C_p)n(t)^2 - k_{rad}n(t)^2 - \frac{n(t)}{(\tau_n + \tau_p)}$$

(2)

which can be solved analytically. The respective result and solutions for further problems are listed in Table S1 in the Supporting Information. Here, we only want to have a look at the illustrated solutions being shown in Figure 2a. In high-level injection, different recombination mechanisms will lead to differently shaped transient decays. Among the three typically studied bulk-recombination mechanisms (SRH, radiative, and Auger) only SRH would lead to a monoeponential decay. Hence, the situation where only SRH recombination occurs can be described by a single lifetime value that is given for $n = p$ by the sum $\tau_{SRH} = \tau_n + \tau_p$. The dotted lines in Figure 2a represent this case for three different SRH lifetimes, namely 100 ns (yellow), 500 ns (red), and 2 µs (blue). Both Auger and radiative recombination lead to a faster initial decay, with a higher radiative recombination coefficient $k_{rad}$ and higher Auger coefficients $C_e$ and $C_p$, enhancing the effect. As an example, the $k_{rad}$ is varied in Figure 2b for the SRH lifetime of 2 µs. At longer times, the slope approaches the one from SRH-only scenario.

Consequently, if any other recombination mechanism becomes relevant, the decay is no longer monoexponential and cannot be described by a single lifetime. Thus, we promote the use of a carrier-density-dependent decay time defined by

$$\tau_{TPL} = \left(-\frac{1}{m}\frac{d\ln(\phi_{TPL})}{dt}\right)^{-1}$$

(3)

to interpret TPL decays, with the factor $m$ relating to the injection level ($m = 1$ for low-level injection (LLI), $m = 2$ for HLI). Figure 2c,d displays $\tau_{TPL,HLI}$ resulting from the analytical solution of the TPL decays in Figure 2a,b, versus time. Figure 2e,f presents these decay times as a function of the quasi-Fermi-level splitting $\Delta E_F$

$$\Delta E_F = k_BT\ln\left(\frac{\Delta n^2}{n_i^2}\right)$$

(4)

where $k_B$ is the Boltzmann constant, and $T$ the temperature.
Plotting the decay time $\tau_{TPL}$ versus $\Delta E_F$ allows more easily distinguishing the influences of the individual processes because they typically differ in their dependence on carrier density (the different recombination mechanisms) or external voltage (electrode discharging), while they do not have a fundamental time dependence. A similar method of representation—i.e., time constant versus voltage—is also typically used for the analysis of transient photovoltage (TPV) [47–49] and open-circuit voltage decay (OCVD) [50–52] measurements. These measurements also allow deriving differential decay times that are however frequently denoted as “lifetimes” in the literature. [49,51,53,54]

Radiative and Auger recombination define the shape of the decay time at high Fermi-level splitting, i.e., directly after the laser pulse. The comparison of the analytical solution with and without Auger recombination illustrates that Auger recombination steepens the increase of $\tau_{TPL}$. In all cases, the saturation of the decay time on the value of the SRH lifetime is clearly visible (Figure 2a,c,d). The choice of $m = 2$ for $n = p$ ensures that the decay time given by Equation (3) will saturate towards $\tau_{TPL,HLI}$ for long times or low $\Delta E_F$.

This new method of representation ($\tau_{TPL}$ vs $\Delta E_F$) becomes even more important if TPL measurements at different excitation fluences are compared, because the photoexcited charge-carrier density critically influences which recombination type dominates the TPL decay. Figure 3 presents a comparison of the simulated situation (Figure 3a–c) and experimental data (Figure 3d–f) of a perovskite film on glass but now for varying laser fluences. Again, the results are shown as normalized TPL decays and their decay times over time or Fermi-level splitting. Figure 3b,e reveals that using the time as x-axis is not very informative, because $\tau_{TPL,HLI}$ at a specific delay time after the pulse can have very different values depending on the excitation energy. Only when one plots the $\tau_{TPL,HLI}$ Versus Fermi-level splitting, which depends on the charge-carrier concentration, the information merges and the curves complement each other. Since the derivative of the experimental data is sensitive to small changes we recommend to smooth and fit the data before calculating the decay time via Equation (3). Finally, it should be noted that both the Sentaurus simulation and the analytical solution reflect the trend of the experimental data and are therefore well suited to describe a pure, passivated perovskite film on glass.

2.2. Layer with Surface Recombination

TPL measurements on unpassivated perovskite films on glass are often used to characterize not only the bulk but also the surface. If the bulk properties of the perovskite are already known, this sample type can be used to extract the corresponding surface properties from the TPL measurement. In general, the rate of surface recombination may be limited either by the transport of charge carriers to the surface or by the surface-recombination velocities $S_n$ and $S_p$ of electrons and holes at the interface itself. Due to the relatively low thickness of halide-perovskite thin films (typically <1 µm) and the typically high mobilities...
(μ > 1 cm² V⁻¹ s⁻³), the transport of electrons and holes to the surface can be considered fast compared to the rate of recombination at the surface,¹⁴ which can be quite low relative to many other semiconductors. Therefore, it makes sense to study analytical approximations that are based on the concept that the average carrier concentration in the bulk of the perovskite-thin film is the same as the carrier concentrations at either of the surface. This finding implies that the rates of bulk and surface recombination can just be added up and it is not necessary to calculate the concentration of electrons and holes at the film surface. The surface-recombination rate per unit area is given by

$$R_{\text{surf}} = \frac{np - n_i}{S_{\text{surf}} + p/S_n} = \frac{n}{1/S_N + 1/S_n}$$  \tag{5}$$

whereby the approximation sign is valid for n = p and np ≫ n_i². Equation (5) is essentially a modified SRH-recombination rate, where all instances of lifetime are replaced by inverse surface-recombination velocities S_N and S_p of electrons and holes. This implies that R_s is a rate per unit area and time rather than per unit volume and time as the SRH-recombination rate in the bulk. If we additionally assume S_n = S_p = S for simplicity, we have R_surf = Sn/2. If we want to combine the surface-recombination rate per unit area with the bulk-recombination rates per volume and time, we have to either multiply all volume recombination rates with the thickness d_per of the film or divide the surface-recombination rate R_surf by the thickness. Doing the latter, we could write the rate equation including surface recombination at one surface (the other being perfectly passivated) as

$$\frac{dn(t)}{dt} = -k_{\text{surf}}n(t)^2 - \frac{n(t)}{\tau_{\text{SRH}}} \frac{Sn(t)}{2d_{\text{per}}}$$  \tag{6}$$

We note that in Equation (6), the bulk SRH term and the surface-recombination term are both linear in electron concentration, which suggests that we could use the concept of surface lifetime τ_{surf} and an effective SRH lifetime

$$\tau_{\text{SRH}}^{\text{eff}} = \left(\frac{1}{\tau_{\text{bulk}}^{\text{SRH}}} + \frac{1}{\tau_{\text{surf}}^{\text{SRH}}} \right)^{-1} = \left(\frac{1}{\tau_{\text{bulk}}^{\text{SRH}}} + \frac{S}{2d_{\text{per}}} \right)^{-1}$$  \tag{7}$$

which would allow us to rewrite Equation (7) to obtain

$$\frac{dn(t)}{dt} = -k_{\text{surf}}n(t)^2 - \frac{n(t)}{\tau_{\text{SRH}}^{\text{eff}}} \frac{Sn(t)}{2d_{\text{per}}}$$  \tag{8}$$
Figure 4. a) Simulated normalized photoluminescence decays $\phi_{PL}$ versus time of a CH$_3$NH$_3$PbI$_3$ perovskite film with a constant bulk SRH lifetime of $\tau = \tau_p = 500\text{ns}(\tau_r + \tau_p = 1\mu\text{s})$ and a varying surface-recombination velocity $S$ (Sentaurus TCAD). A laser excitation fluence of 10 $\mu$J cm$^{-2}$ was used. Further simulation parameters are listed in Table S3 in the Supporting Information. The higher the surface-recombination velocities, the faster is the TPL decay. b) Decay time $\tau_{TPL,HLI}$ over Fermi-level splitting $\Delta E_F$ calculated form the normalized TPL decays via Equation (3). Panel (c) represents the correlation of the effective decay time on the surface-recombination velocity $S$. The dotted line results from the analytical solution. The colored data points belonged to the saturated plateau values of $\tau_{TPL,HLI}$ at $\Delta E_F = 1.1$ eV from the numerical simulation. Equation (8) has an analytical solution being listed in Table S1 in the Supporting Information.

To check whether the analytical description in Equation (7) is adequate, we have also simulated the corresponding structure of a perovskite film with one recombination-active surface numerically. Note that in this numerical simulation, diffusion to the surface is taken into account. The resulting PL transients and their decay times $\tau_{TPL,HLI}$ as a function of the quasi-Fermi-level splitting for various surface-recombination velocities $S$ are summarized in Figure 4a,b. Faster surface-recombination velocities $S$ lead to faster TPL decays and the saturation value of the decay time at low Fermi-level splitting decrease. These saturation values of $\tau_{TPL,HLI}$ match with the respective effective SRH lifetime $\tau_{SRH}$. How well numerical and analytical solutions match is confirmed by Figure 4c, in which the corresponding plateau values of $\tau_{TPL,HLI}$ are compared with the calculated values using Equation (7). We conclude that the numerical results from Sentaurus TCAD and the analytical description fit well and only deviate for particularly large $S$. Therefore, the analytical model is suitable to analyse experimental TPL data of a perovskite film on glass with an unpassivated surface. The surface-recombination velocity $S$ can then be extracted from the plateau value of the decay time if the SRH bulk lifetime is already known from a measurement of a passivated sample.

3. Perovskite Layer with Charge Extraction Layer

Surface recombination is an important loss mechanism but usually the surface to ambient air is not of special interest. We are rather interested in the analysis of interfaces between the perovskite film and charge-extracting layers to evaluate and compare the quality of contact materials and assign recombination losses in the actual solar cell. There are a range of additional effects—not related to recombination—that will affect the shape of the TPL decay and that we will illustrate in the following using the example of a perovskite/phenyl-C$_{61}$-butyric acid methyl ester (PCBM) bilayer. The parameters that influence the shape of the TPL decay most strongly are the energetic offset $\Delta \chi$ of the conduction bands, surface-recombination velocity $S$ and the thickness of the charge-extracting layer. In the following, we will start with an exemplary situation to visualize the specific effect of charge accumulation happening if interface recombination is slow. Later, we will discuss the specific influence of the above-mentioned parameters on the decay times. Figure 5a–d shows band diagrams of a simulated TPL experiment on such a bilayer while Figure 5e–g shows the TPL data at different fluences and the differential lifetime versus time and versus quasi-Fermi-level splitting.

After the laser pulse has hit the sample, the equilibrium Fermi level $E_F$ splits up into quasi-Fermi levels $E_{Fp}$ for holes and $E_{Fn}$ for electrons (see Figure 5b) and charge is transferred to the PCBM, which is visible by the increase of the Fermi-level splitting inside the PCBM. Due to the reasonably low mobility of the PCBM ($\mu_{PCBM} = 5 \times 10^{-2} \text{ cm}^2 \text{ V}^{-1} \text{ s}^{-1}$), this increase is slower than in the perovskite and position dependent (compare Figure 5b with Figure 5c). The injection of electrons into the PCBM leads to a reduction of the np-product in the perovskite and thereby to a reduction in the PL at early times that is not caused by recombination. In Figure 5c (35 ns after the pulse), the quasi-Fermi levels are flat throughout the sample, while the bands are bend close to the interface. This bending implies that high densities of electrons accumulate in the PCBM close to the interface. This accumulation requires high fluences and low interfacial-recombination velocities to happen and it implies that quantitatively describing interfacial recombination is only possible by including the effect of Poisson’s equation in addition to the continuity equations for electrons and holes. After the quasi-Fermi levels have equilibrated, recombination leads to a further reduction in PL. Depending on the properties of the bilayer, recombination may preferentially proceed i) via interfacial recombination of electrons in the PCBM with holes in the perovskite, ii) via recombination in the PCBM into the perovskite and subsequent recombination in...
the perovskite. The first scenario is more likely if the interfacial-recombination velocities are high and the conduction band offsets are large and the second scenario in the opposite case (low recombination velocities and small offsets). In both cases, additional aspects like the thickness $d_{\text{PCBM}}$ of the PCBM layer will affect the TPL decay.

Based on Figure 6a,b, we explain the impact of the conduction band offset $\Delta \chi$ (40–220 meV), which is defined by the difference in electron affinity $\chi_{\text{PCBM}}$ of the PCBM and the perovskite $\chi_{\text{pero}}$ for the two scenarios. In this example, the thickness $d_{\text{PCBM}}$ of the PCBM is set to 50 nm like in Figure 5. In Figure 6c,d, the impact of a thickness change of the PCBM layer is illustrated. First, we discuss scenario (i) by showing decay times calculated for a non-negligible interface recombination velocity of $S = 50 \text{ cm s}^{-1}$. We observe for all the different band offsets $\Delta \chi$ differently pronounced S-shaped curves.

After the fast decay times at high $\Delta E_F$ due to charge transfer to the PCBM as well as the normal radiative and Auger recombination in the bulk, we observe an initial plateau of $\tau_{\text{TPL,HLI}}$ for the highest fluence when no additional effects besides recombination define the decay time ($\tau_R$). The explanation for the first plateau is the effect of charge accumulation in the PCBM close to the interface. This effect reduces $\tau_{\text{TPL,HLI}}$ relative to longer times, where charge accumulation has been reduced to a point where all bands and Fermi levels are flat (see Figure 5d). The effect of charge accumulation gets more severe for higher band
offsets, because the misalignment of the conduction bands leads to larger electron densities in the PCBM and reduces the rate of reinjection into the perovskite.

In addition, the thickness of the PCBM layer is varied between 10 and 150 nm for a medium-large energy offset of 150 meV. The respective decay times $\tau_{\text{TPL,HLI}}$ being presented in Figure 6c in different shades of purple with lighter colors representing thinner layers, point out that the first plateau gets more pronounced for thicker PCBM layers. Higher PCBM thickness also allows more impact of band bending, because of electrostatic arguments. For a given charge-carrier density, any change in electrostatic potential of $k_B T/q$ will occur over one Debye length, where $k_B$ is the Boltzmann constant, $T$ the temperature, and $q$ the elementary charge. Hence, thicker layers will allow a larger change in electrostatic potential over the PCBM and therefore stronger band bending. The saturation value of $\tau_{\text{TPL,HLI}}$ (second plateau) at longer times or small $\Delta E_F$ can substantially exceed the bulk SRH lifetime of 1 µs. This is because electrons are injected into the PCBM and cannot escape from there other than by reinjection over a barrier of a certain height. This reinjection process is the rate limiting step at longer times and therefore leads to prolonged decay times at small $\Delta E_F$. Again, the PCBM thickness has the same effect as before for the saturation value of the decay time. Larger thicknesses lead to longer $\tau_{\text{TPL,HLI}}$ due to the diffusion time through the PCBM (Figure 6d).

The effect of band bending, and thus charge-carrier dynamics in a perovskite layer in contact with a charge-extraction layer cannot easily be described by an analytical solution anymore. Just for thin charge-extracting layers with small energy offset, it is still reasonable to use the saturation value of the decay time $\tau_{\text{TPL,HLI}}$ at small $\Delta E_F$ as effective lifetime and use Equation (7) (Section 2.2) for estimating interface-recombination velocities and bulk SRH lifetimes. Only then does the decay time roughly correspond to the pure recombination lifetime $\tau_R$. When interpreting data from TPL measurements on samples with thick transport layers or those with high band offsets, the presented effects, and their impact on the decay time $\tau_{\text{TPL,HLI}}$ cannot be ignored. Otherwise one assigns interface and the bulk lifetimes, which can differ by orders of magnitude from the actual one.

Figure 6. Decay time $\tau_{\text{diff,HLI}}$ versus Fermi-level splitting $\Delta E_F$ for the two scenarios, of a,c) a high interfacial recombination velocity of $S_{\text{PCBM}} = 50 \text{ cm s}^{-1}$ at the perovskite/PCBM interface and b,d) a negligible interfacial recombination velocity of $S_{\text{PCBM}} = 0.01 \text{ cm s}^{-1}$. Panels (a) and (b) show a variation of the energy offset $\Delta \chi$ of the conduction bands and its impact on the decay time for each scenario, and panels (c) and (d) show a variation of the PCBM layer thickness $d_{\text{PCBM}}$. The dotted, gray lines show the simulation result of the pure perovskite film where only the combination of the different recombination processes define the course of the decay time, named recombination lifetime $\tau_R$ (details see Supporting Information). A comparison allows us to distinguish between pure recombination processes and the impact of additional effects, e.g., interfacial charging, reinjection, or diffusion limitation. Additional simulation parameter can be found in Table S3 in the Supporting Information.
4. Perovskite Layer with Charge-Extraction Layer and Electrode

In the previous section, we have discussed the relevant case of a type II heterojunction between the perovskite and a charge-transport layer—in this case, the electron-transport layer (ETL). Similar simulations could of course be done for hole-transport layers (HTLs) that form a type II interface with the perovskite. Two aspects are however missing in Section 3 that may appear in practice. One is the case where type I heterojunction is formed, and the second aspect is that an electrode (anode or cathode) may be present in addition to the ETL or HTL. In this section, we are combining these two issues and simulate the layer stack glass/indium tin oxide (ITO)/PTAA/perovskite. Ultraviolet photoelectron spectroscopy measurements suggest that PTAA may have a negligible valence band (VB) offset to CH$_3$NH$_3$PbI$_3$ (MAPI) at least for the samples prepared with the recipe presented in ref. [56]. As in the previous section, we first have a look at the corresponding band diagram in equilibrium and at different delay times after laser pulse excitation being represented in Figure 7a–d. When comparing the equilibrium-band diagrams of Figures 5a and 7a, it is directly apparent that the equilibrium Fermi-level $E_F$ is no longer roughly in the middle of the perovskite band gap but is rather pinned by the ITO contact. When different layers are brought into contact charge-carrier injection from layers with higher electron (or hole concentration) into layers with lower concentrations occurs. Because ITO is much more conductive than PTAA and perovskite, the work function of the ITO sets the position of the Fermi level in the layer stack and holes are transferred into the PTAA and the perovskite. Therefore, the Fermi-level in the perovskite is much closer to the valence band edge $E_V$ than to the conduction band edge $E_C$, which implies that the equilibrium hole concentration $p_0$ is substantially higher than $n_i$.
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**Figure 7.** a–d) Simulated band diagrams of a glass/ITO/PTAA/perovskite layer stack at different time delays before and after the laser pulses. These times are (a) before the laser pulse, (b) directly after the end of the laser pulse, (c) at a delay of 3.93 µs when substantial transfer of holes to the PTAA has happened, the quasi-Fermi-level for holes $E_{Fp}$ is flat, and the perovskite is still in high-level injection, and finally (d) after 9.92 µs. Then, the position $E_{Fp}$ relative to the valence band $E_V$ is approximately constant and the Fermi-level splitting is reduced by a change of $E_{Fn}$. The concentration of electrons in the perovskite is much lower than the one for holes, corresponding to low-level injection. e) Normalized PL transients and f) decay time over time for different laser fluences. In (g), the decay time $\tau_{\text{diff,HLI}}$ for the highest fluence is shown again but here as a function of the average quasi-Fermi-level splitting in the perovskite layer. The respective time steps for which the band diagrams are shown are highlighted. The perovskite/PTAA junction is a type I heterojunction and the interface recombination velocity is set to $S_n = S_p = 0.01 \text{ cm s}^{-1}$. The SRH bulk lifetimes were set asymmetric to $\tau_n = 500 \text{ ns}$ and $\tau_p = 2 \mu s$ enabling us to see the transition for HLI to LLI. Additional simulation parameters are listed in Table S3 in the Supporting Information.
Thus, the situation is comparable to the one in a doped semiconductor even though the perovskite itself is assumed to be perfectly intrinsic.

This behavior caused by the ITO contact leads to a transition between high- and low-level injection during the TPL measurement. Directly after (Figure 7b) up to 3.93 μs after the laser pulse excitation (Figure 7c) roughly equal densities of electrons and holes are present in the perovskite (n = p, HLI), whereas for later times the density of electrons becomes much smaller compared to the one of holes (p >> n, LLI) (see Figure 7d and Figure S10 in the Supporting Information). Then the position $E_F$ relative to the valence band $E_v$ is approximately constant and the quasi-Fermi-level splitting is reduced by an $E_F$ moving toward $E_v$. This change of injection level also has an impact on the recombination rates. Since the ratio of electrons and holes is not constant and also not explicitly known, it is no longer possible to simplify the differential equation in Equation (1) for high- or low-level injection (e.g., $n = p$ or $p >> n$).

This lack of information complicates the interpretation of the decay time in terms of bulk or surface lifetimes. In order to better see the transition from HLI to LLI, we use asymmetric SRH lifetimes in Figure 7, which are set to $\tau_n = 500$ ns and $\tau_p = 2$ μs. In high-level injection ($n \approx p$) the lifetime from SRH recombination is given by $\tau_n + \tau_p = 2.5$ μs. At lower Fermi-level splitting (LLI), the situation in this example can be described in a simplified manner by the rate equation

$$\frac{dn(t)}{dt} = \frac{n(t)}{\tau_n}$$

with the solution $\Delta n = \Delta n(0) \exp(-t/\tau_n)$. With $p$ being approximately constant and fixed by the ITO work function, the photoluminescence flux will be proportional only to the minority carrier density, i.e., $\phi_{TPL} \propto n$. Thus, the decay time given by Equation (3) will give $2 \cdot \tau_n = 1$ μs, with the factor 2 originating from the choice $m = 2$ in Equation (3) that we use throughout the paper. We observe this transition from $\tau_{TPL,HLI} \approx \tau_p$ to $\approx 2\tau_n$ when looking at the decay time curve versus Fermi-level splitting (Figure 7g). A deviation from the value $\tau_{TPL,HLI} = \tau_n + \tau_p$ occurs because the transition from higher order recombination (radiative and Auger) to SRH recombination is not yet complete when the transition to HLI begins (indicated by the gray lines). In Figure 8a, these findings are summarized by comparing the decay times for different ratios of electron and hole bulk lifetimes to highlight the transition from HLI to LLI. The dotted lines are a guide to the eye and mark the respective lifetime values of $\approx \tau_n + \tau_p$ (red) and $2\tau_n$ (blue). The dotted white lines show the simulation scenarios where only SRH or only radiative recombination is active. Note that these transitions from high- to low-level injection that may occur due to doping of the absorber or Fermi-level pinning due to the (low or high) work function of a contact layer, create a dilemma for the definition of the decay time. We can either choose $m = 1$ or $m = 2$. No matter what we chose, it will affect the translation between decay time and lifetime in either of the two regimes.

Figure 8b shows the corresponding situation for the case, where interface recombination at the perovskite/PTAA becomes relevant. Here, we fix the bulk SRH lifetime at $\tau_n = 500$ ns and $\tau_p = 1$ μs as well as the interface recombination velocity for electrons at $S_n = 10^3$ cm s$^{-1}$ and vary the interface recombination velocity $S_p$ for holes. Here, we also see a change of the decay time $\tau_{TPL,HLI}$ at a Fermi-level splitting of $\Delta E_F$ of around 1.2 eV due to the transition from high- to low-level injection. In HLI both interface-recombination velocities $S_n$ and $S_p$ are relevant for the recombination rate, whereas in LLI, only $S_p$ plays a role. Thus, at very low Fermi-level energies, the three curves converge to the same decay time value. Since the bulk lifetimes are high the interface recombination is the dominant non-radiative process and $\tau_{eff,HLI}$ should saturate to $\tau_{asymp} = 56$ ns but the actual value is almost twice as high. In addition, we would not expect to see any transition for the case of symmetrically chosen lifetimes $\tau_n = \tau_p$ and surface-recombination velocities $S_n = S_p$. The reason why this decay time at very low Fermi-level splitting differs, is the influence of space charge. In low-level injection, the high work function of the ITO leads
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to the creation of positive charge due to free holes inside the PTAA and the perovskite that is counterbalanced by negative charge at the ITO surface. This positive charge in the perovskite leads to band bending and therefore a slightly higher concentration of holes and thereby lower concentration of electrons at the PTAA/perovskite interface as compared to the bulk of the perovskite. At the PTAA/perovskite interface, electrons are the minority carriers in low-level injection and hence the reduction of electron concentration leads to a slight increase in the decay time in low-level injection relative to high-level injection (see Figure S10 in the Supporting Information).

5. Complete Device Stack

In case of the TPL of complete perovskite solar cells, the charging and discharging of the device electrodes adds an additional effect modifying the shape of the TPL decay. The mathematical problem can still be approximately described by an ordinary differential equation in time without any spatial dependences. This differential equation (neglecting Auger recombination for simplicity) could be written as

\[ \frac{dn}{dt} = -k_w n(t)^2 - \frac{n(t)}{\tau_{SRH}} + \frac{C_{area}}{qd_{pere}} \frac{dV(t)}{dt} \]  

(10)

where \( C_{area} \) is the area-related capacitance in F cm\(^{-2} \) and \( V \) the voltage between the electrodes. If we assume that the electron and hole densities scale with voltage as \( n(t) = p(t) = n_0 \exp(qV(t)/2k_BT) \), we can solve Equation (10) analytically. The effect of the last term in Equation (10) is to take into account that electrons will diffuse from the perovskite through the ETL to the cathode (Ag) and holes through the HTL to the anode (ITO) and change the surface-charge density on cathode and anode until the external voltage \( V_{ext} = \Delta E_{F,ext}/q \) and the internal quasi-Fermi splitting \( \Delta E_{F,int} = qV_{int} \) have equilibrated and no further current is flowing. At longer times, the electrons and holes may flow back from the electrodes through the ETL and HTL to the perovskite leading to long \( \tau_{TPL,HIL} \) limited by the electrode capacitance and the differential resistance of the solar cell. The decay time \( \tau_{TPL,HIL} \) at low \( \Delta E_F \) is an RC time constant with the C being formed by the electrode capacitance and the R being determined by the recombination resistance of the solar cell that increases exponentially toward smaller voltages as predicted by the diode equation. Hence, \( \tau_{TPL,HIL} \) is also increasing exponentially toward smaller \( \Delta E_F \) as previously observed for large and small signal \( V_{oc} \) decays.[50,51,53,54]

To illustrate the effects occurring in complete devices, Figure 9a–f presents the band diagrams simulated, using the full differential equations, which include charge transport, at different delay times during a TPL measurement. Figure 9b depicts the band diagram directly after the pulse has hit the sample showing a substantial internal quasi-Fermi-level splitting in the perovskite layer while the external voltage is still zero (see the Fermi levels in the ITO relative to the one in the Ag in Figure 9b). Figure 9c pictures the situation 5 ns after the pulse. At this stage, the quasi-Fermi levels are substantially split in the perovskite and also an external voltage has now been built up. However, there is still a substantial difference between the quasi-Fermi-level splitting inside the perovskite absorber and the external quasi-Fermi splitting \( \Delta E_{F,ext} = qV_{ext} \). Furthermore, there are large gradients \( dE_{F,in}/dx \) and \( dE_{F,ext}/dx \) in the quasi-Fermi levels inside the electron and hole transport materials. These gradients are necessary to drive the electron- \( j_n = n_0 \mu_n dE_{F,in}/dx \) and hole-current density \( j_p = p_0 \mu_p dE_{F,ext}/dx \) that have to flow from the absorber to the contacts to change the amount of charge stored on the electrodes. Hence, the average internal voltage is still substantially higher than the external voltage.

Figure 9d shows the situation, where the quasi-Fermi levels have equilibrated. Now the gradients \( dE_{F,in}/dx \) and \( dE_{F,ext}/dx \) are nearly zero indicating that there is very little current flow to or from the electrodes. The internal and external voltage are equal and both will decay over time in the same way. If we simulate the photoluminescence transients for the device geometry presented in Figure 9a–f, we observe a strong dependence of the decay curve on the pulse fluence of the laser. Figure 9g shows the decays normalized to their maximum. For the low pulse fluence of 10 nJ cm\(^{-2} \), the PL decays quickly after the laser pulse has hit sample. In this case, nearly all electrons and holes generated by the laser pulse are necessary to change the amount of charge on the device electrodes for a sufficient external voltage to build up. If, however, the pulse energy is higher, no abrupt decay at early times is visible because only a small fraction of photogenerated electrons and holes are needed to build up the external voltage. However, the initial decay is still not monoexponential because Auger- and radiative recombination in the absorber will now matter at early times. The combination of these effects leads to a difficult-to-interpret situation, where fast decays at early times are visible for very low and very high pulse energies, however, for completely different reasons. Figure 9h summarizes the charging and discharging of the capacitance of the solar cell by showing how external and internal voltage change with time, which we explained before using the band diagrams. In Figure 9i,j, we present the decay time versus time or Fermi-level splitting. For the complete solar cell device stack, the decay time \( \tau_{TPL,HIL} \) versus \( \Delta E_F \) consists of three regions, which will be discussed in the following.

It is still possible to derive an analytical relation describing the transient if we assume high-level injection, include radiative recombination, SRH recombination and discharging of a constant capacitance. In this case, the solution of Equation (10) has to be expressed as time as a function of the Fermi-level splitting via

\[
 t = \left( 1 - \frac{2k_BT}{q} C_{area} \frac{\kappa_{srh} \tau_{SRH}^{eff}}{q d_{pere}} \right) \int_0^\infty \frac{\Delta E_F(t)}{2k_BT} \exp \left( \frac{\Delta E_F(t)}{2k_BT} \right) \left( \frac{n(0) + n(t) n(0) \kappa_{srh} \tau_{SRH}^{eff}}{n(t) + n(0) n(0) \kappa_{srh} \tau_{SRH}^{eff}} \right) \right) 
\]

(11)

where \( J_0 = qd_{pere} \mu_n \), \( \tau_{SRH}^{eff} \), \( n(t) = n_0 \exp(\Delta E_F(t)/2k_BT) \), and \( n(0) \) equals the initial charge-carrier density due to the generation of the laser pulse excitation. While we are not aware that Equation (11) has been previously presented in the literature, similar equations neglecting radiative recombination have been derived and used in the context of analyzing OCVD decays,
Figure 9. Numerical simulation results of a TPL experiment on a complete solar cell stack. a–f) Band diagrams of the glass/ITO/PTAA/perovskite/PCBM/Ag stack for different time delays. g) Normalized TPL transients for different laser fluences. Panel (h) illustrates how the externally measurable voltage $V_{\text{ext}}$ between the contacts needs time to build up while the Fermi-level splitting $\Delta E_F$ inside the cell is already present. Panel (i) shows the decay time $\tau_{\text{TPL,HLI}}$ as a function of time and (j) versus the Fermi-level splitting for the highest excitation fluence of 10 $\mu J/cm^2$. As an illustration, we picked a cell that has good interface properties and a long bulk lifetime. The complete list of simulation parameters can be found in Table S3 in the Supporting Information.
where the equation was used to derive a time-dependent open-circuit voltage and subsequently a differential time constant of a large-signal $V_{OC}$ decay.$^{[50,51,53]}$

**Figure 10** illustrates Equation (11), whereby Figure 10a shows the normalized TPL decays and Figure 10b shows their decay times $\tau_{\text{TPL,HLI}}$ for three different SRH bulk lifetimes $\tau_{\text{SRH}} = \tau_0 + \tau_\text{p}$, respectively, 100 ns (yellow), 500 ns (red), and 2 $\mu$s (blue). Furthermore, the external radiative recombination coefficient $k_\text{rad}$ is varied for the SRH lifetime of 2 $\mu$s and the capacitance $C_{\text{area}}$ in calculations with $\tau_{\text{SRH}} = 100$ ns. With shorter SRH lifetimes and higher radiative coefficients, the PL transients show a faster decay, however, one can hardly note any systematic differences compared to the case of perovskite on glass (Figure 2a)). This picture changes when considering the decay times $\tau_{\text{TPL,HLI}}$ as a function of quasi-Fermi-level splitting in Figure 10b,c. In this case, three different regions appear in the decay time curve as was the case in Figure 9j. At early times and high Fermi-level splitting, we observe a charge-carrier dependent lifetime that is indicative of radiative recombination, which is already familiar to us. At slightly longer times and lower Fermi-level splitting $\tau_{\text{TPL,HLI}}$ reaches a plateau and becomes approximately constant at a value $\tau_{\text{bulk}} = \tau_0 + \tau_\text{p}$. But instead of staying on or near this plateau as usual, the decay times for even smaller Fermi-level splitting increase even further. This SRH dominated regime transitions into the exponentially voltage-dependent regime controlled by the ratio $C_{\text{area}}/\sigma_\text{p}$. Here, charge-carrier recombination is limited by discharging of the electrodes. Thus, the decay time $\tau_{\text{TPL,HLI}}$ at small $\Delta E_F$ is higher for higher capacitances, demonstrated by the yellow curves. The purpose of transient photoluminescence measurements is to determine recombination parameters in finished devices. Thus, the region at low times and medium to high $\Delta E_F$ is the relevant region that one would like to assess and use for extraction of bulk lifetimes, surface-recombination velocities, and radiative recombination coefficients. This implies that the initial value $\Delta E_F(0)$ of the Fermi-level splitting and hence also the charge-carrier concentration $n(0)$ has to be high enough to observe the relevant range. Moreover, the different regimes can also merge into one another, so that a clear separation is no longer possible. This overlap occurs, e.g., for a combination of high radiative recombination coefficients and high bulk lifetimes. Then, the decay time $\tau_{\text{TPL,HLI}}$ is radiatively limited. The corresponding case is illustrated by the blue curves belonging to a SRH bulk lifetime of 2 $\mu$s. For $k_\text{rad} = 10^{-30} \text{ cm}^3 \text{s}^{-1}$ the plateau of $\tau_{\text{TPL,HLI}}$ is fully gone, and the decay time runs almost straight. At this point, it is no longer possible to determine whether there is a limitation due to capacitive effects or due to fast radiative recombination. This means that the determination of the recombination processes becomes particularly difficult for very good devices with long SRH lifetimes.

With **Figure 11**, we confirm that the trend of the analytical relation can also be obtained in numerical simulations of a solar cell. In Figure 11a, a variation of the SRH bulk lifetime (100 ns to 40 $\mu$s) is illustrated. In this example, the interfaces between the perovskite absorber and the charge-extracting layers are nearly ideal (low $S$, no or small band offsets) and similar to the simulation parameters used in Figure 9 (see Table S3 in the Supporting Information). Here again, the SRH bulk lifetime correlates with the value of the decay time $\tau_{\text{TPL,HLI}}$ near the inflection point of the curve and also the radiative limitation for high $\tau_0 + \tau_\text{p}$ becomes apparent. A direct comparison of the analytical and numerical solution can be found in Figure S14 in the Supporting Information. Figure 11b deals with the case of varying interface-recombination velocities $S_{\text{PCBM}}$ on the perovskite/PCBM side, while the SRH bulk lifetime is high, namely $\tau_0 + \tau_\text{p} = 20 \mu$s. For higher $S_{\text{PCBM}}$, the decay time in the middle region around 1.2 to 1.4 eV drops.

Finally, **Figure 12** shows a summary of some exemplary effects observed so far in the simulations and how they affect the charge-density-dependent decay time. The simplest case of a passivated perovskite film on glass (solid gray curve) shows fast radiative recombination at high $\Delta E_F$ and the bulk lifetime of SRH recombination at low $\Delta E_F$. For less well-passivated surfaces, the $\tau_{\text{TPL,HLI}}$-curve is essentially only shifted to lower decay times at lower values of $\Delta E_F$ (dot-dashed gray curve). An additional dip is observed for absorber-charge transfer layer
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combinations (dot-dashed blue curve). Here, interface charging and Coulomb induced charge accumulation at the MAPI/PCBM interface lead to increased interface recombination and decay times $\tau_{TPL,HLI}$ that are reduced relative to the case of a MAPI layer with the same surface-recombination velocity but without the PCBM layer attached. For perovskite/ETL bilayers with substantial conduction-band offset but recombination inactive interface, we would observe additional effects due to electron reinjection into the perovskite. This reinjection depends on the energetic barrier at the perovskite/ETL interface and leads to $\tau_{TPL,HLI}$ that can substantially exceed the bulk SRH lifetimes of the perovskite itself (solid blue line). Finally, we can also charge and discharge the electrode capacitance of a complete perovskite solar cell (solid red line). At open circuit, the capacitor can only discharge via recombination in the absorber layer or at its interfaces. Since the recombination resistance of the solar cell increases exponentially toward lower voltages, the decay time associated with electrode discharging also increases exponentially.

6. Comparison to Experimental Data

Finally, we apply and transfer our findings from the simulations to the analysis of experimental data. Figure 13 shows experimental data obtained from photoluminescence measurements for two sample series each featuring different multilayer stacks from the film on glass to the complete device. One sample series is based on solution-processed MAPI (left side), while the second sample series uses coevaporated MAPI (CH$_3$NH$_3$PbI$_3$) as absorber material (right side). The used stacks for the full devices are glass/ITO/PTAA/MAPI/ETL/BCP/Ag, where ETL is PCBM for the cell with solution-processed MAPI and C$_6$0 for the cell with coevaporated MAPI. Note that the open-circuit voltages of the two solar cells are substantially different despite the fact that the stack and the materials are nearly identical. The coevaporated, inverted, planar MAPI solar cell has an open-circuit voltage $V_{oc}$ of only 1.05 V while the solution-processed...
MAPI solar cell has a very high open-circuit voltage of 1.25 V (see Figure S21 in the Supporting Information). The sample series always include a sample (glass/MAPI/10-3-trioctylphosphine oxide (TOPO)) that should be well passivated. The molecule TOPO has been shown to strongly reduce surface-recombination velocities. In addition, the sample series include one sample with the hole-transport layer PTAA (glass/PTAA/MAPI/TOPO) that serves to characterize recombination losses at the PTAA/MAPI interface. Finally, the complete cells are included which include the MAPI/ETL interface as an additional source of recombination losses that occur either in the bulk or at interfaces and expect that the two sample series should differ in the recombination losses.

In order to obtain additional insights, we first determine the decay times shown in Figure 13c,d. While taking the derivative defined by Equation (3) is a simple task for smooth, simulated data, it is quite challenging to extract meaningful derivatives from noisy experimental data. Therefore, it is advisable to not or not only take the derivative of the background corrected raw data but to first fit the data with a function and then differentiate the fit. We note that given the multitude of non-exponential features affecting the transients, we opted to identify functions for which the fit algorithm converges easily and leads to a good functional form of the fit functions bears no physical meaning.

In order to obtain additional insights, we first determine the decay times shown in Figure 13c,d. While taking the derivative defined by Equation (3) is a simple task for smooth, simulated data, it is quite challenging to extract meaningful derivatives from noisy experimental data. Therefore, it is advisable to not or not only take the derivative of the background corrected raw data but to first fit the data with a function and then differentiate the fit. We note that given the multitude of non-exponential features affecting the transients, we opted to identify functions for which the fit algorithm converges easily and leads to a good functional form of the fit functions bears no physical meaning.

We observed that good candidates for fit functions are higher order polynomials that can be fitted to the logarithm of the PL.
Alternatives are rational functions, i.e., ratios of higher order polynomials. Independent of the choice of fit function, we recommend to always plot both the derivative of the fit to the raw data as well as the derivative to the actual raw data and check them for consistency. In this context, usually better results are obtained if the raw data is first smoothed via moving average algorithms before the derivative is calculated. In Figure 13c,d, we therefore see symbols and lines, where the symbols represent the derivative of the background-corrected and stitched raw data while the lines are the derivative of the fits to the data. Both agree within the accuracy of the method, which is—at least partly—a consequence of the raw data being fairly high quality (low noise level) due to long integration and high measurement times. The $\Delta E_F$ axis for the experimental data was determined from the knowledge of the laser fluences used in the measurement (provides the initial $\Delta E_F$ at time zero after the pulse with Equation (4)) and the knowledge that the PL intensity scales with $\exp(\Delta E_F/k_BT)$. This proportionality implies that any order of magnitude decrease in PL leads to a 58 mV decrease in $\Delta E_F$. From comparing the glass/MPI/TOPO (gray) samples of the coevaporated and the solution-processed perovskite sample series in Figure 13c,d, it is directly apparent that the quality of the bulk differs substantially. In addition, the coevaporated cell suffers from increased interface recombination relative to the solution-processed cell, which we conclude from the substantial reduction in $\tau_{\text{TPL,HLI}}$ for the samples with interfaces (green and red) relative to the passivated layer on glass (gray). Furthermore, the comparison in Figure 13 demonstrates that the representation of the decay time $\tau_{\text{TPL,HLI}}$ via Fermi-level splitting $\Delta E_F$ is advantageous compared to the usual representation of the decay itself. This new type of graph highlights differences and similarities between the samples more clearly and allows estimating recombination parameters.

To quantify and extract these material and device parameters, the TPL datasets were fitted with transient simulations performed with Sentaurus TCAD. Figure 14 presents the experimental data of the TPL decay (left) and the differential decay time $\tau_{\text{TPL,HLI}}$ (right) of the two sample series compared with the simulations that best reproduce the experimental data. First, we simulated the glass/perovskite/TOPO stacks (gray) to determine the recombination coefficients of the perovskite bulk material. The TPL decay (Figure 14a) and decay time $\tau_{\text{TPL,HLI}}$ (Figure 14b) of solution-processed perovskite/TOPO sample is dominated by radiative recombination over the complete range of experimentally accessible quasi-Fermi-level splittings and continuously increases for smaller $\Delta E_F$. This behavior implies that SRH lifetimes have to be extremely long. The simulations are done with a SRH bulk lifetime of $\tau_n + \tau_p = 80 \mu s$ and in Figure S24 in the Supporting Information, we show how the simulations with lower SRH lifetimes look like. From Figure S24 in the Supporting Information, we conclude that for lifetimes $\tau_n + \tau_p < 40 \mu s$, the agreement between simulation and experiment deteriorates substantially. SRH bulk lifetimes as high as 80 $\mu s$ would allow an open-circuit voltage of 1.29 V under AM1.5G illumination, i.e., a value close
to the radiative limit of 1.32 V.[14] The solution-processed samples with PTAA (green, yellow) do not suffer from additional losses. The decay times are similar to the passivated sample with the glass/perovskite interface. The band offset between perovskite and PTAA and the surface-recombination velocity must therefore be negligibly small. In Figure S24 in the Supporting Information, we demonstrate that a surface-recombination velocity must be around $S_{\text{PTAA}} = 1 \text{ cm s}^{-1}$. Also, the band offset and surface recombination at the PCBM/perovskite interface must be quite small to explain the data. Nevertheless, the PCBM/perovskite interface is the only interface that causes visible deviations of the PL transients from the behavior expected in the radiative limit. We find that a surface-recombination velocity $S_{\text{PCBM}} = 14 \text{ cm s}^{-1}$ and an offset of 70 meV lead to the best agreement with the experimental data. Note that the decay time curve for the solution-processed cell (red line, Figure 12c) reproduces the typical $S$-shape predicted by Equation (11). It should also be noted that the simulated $J$-$V$ curve of a simulated cell with the stated parameters agrees well with the measured $J$-$V$-characteristic (Figure S21, Supporting Information). Another implication from the data shown in Figure 14b is that for perovskite films and layer stacks with small recombination losses, the measured differential time constants may assume nearly any value (from tens of nanoseconds to tens of milliseconds), depending on the range of carrier concentrations and Fermi-level splitting that are set by the laser fluence.

Without the additional information on the laser fluence and without high dynamic range data as shown here, the information obtained from TPL data on many high-quality layers or layer stacks would be either difficult to compare or entirely meaningless.

In the following, we want to discuss the fitting of the coevaporated sample series, representing an example of samples with a higher degree of non-radiative recombination (Figure 14c,d). An SRH bulk lifetime of about $\tau_n + \tau_p = 800 \text{ ns}$ best describes the experimental TPL data of coevaporated bulk passivated with TOPO in the glass/perovskite/TOPO stack (gray). This SRH bulk lifetime would allow much higher open-circuit voltages than 1.05 V. Combined with an effective radiative recombination coefficient $k_{\text{rad}} = 3 \times 10^{-10} \text{ cm}^3 \text{ s}^{-1}$, a $V_{\text{OC}}$ of about 1.23 V would still be possible for the coevaporated bulk if no additional recombination losses would occur in the stack. The simulations suggest that for the coevaporated cell, these additional recombination losses are caused by misaligned energy levels and increased recombination at both interfaces (see Figure 6). Interface recombination at the PTAA/MAPI interface (coevaporated sample) leads to slightly shorter decay times $\tau_{\text{TPL,HLI}}$ at small Fermi-level splitting (green) as opposed to the samples without charge-extracting layers attached (gray). Note that these two decay time curves nicely overlap at high $\Delta E_F$, where radiative and Auger recombination dominate the $\tau_{\text{TPL,HLI}}$. The trend of PTAA/perovskite interface can be best explained by a band offset of $\Delta \chi = 100 \text{ meV}$ and a surface-recombination velocity of $S_n = S_p = 100 \text{ cm s}^{-1}$. Since the PTAA layer is very thin we would expect that $\tau_{\text{TPL,HLI}}$ saturates for small $\Delta E_F$ around $=400 \text{ ns}$ (discussion in Section 3). However, the decay time at small $\Delta E_F$ is much higher and increases beyond the bulk lifetime. We observe this behavior in our simulations if we assume shallow, neutral defects. Thus, in the simulation that best fits the data, the defects are shallow and positioned only 150 meV away from the VB band edge (Figure S25, Supporting Information). These parameters would still allow a Fermi-level splitting of 1.18 V in simulated PTAA/perovskite stack. Also, the properties of the perovskite/C60 interface in the solar cell (red) are quite complex. In this case, the decay time is roughly two orders of magnitudes lower suggesting the additional interfacial losses in $V_{\text{OC}}$ must be higher. Only for small $\Delta E_F$ the decay time increases again indicating that the loss is caused by a huge conduction band offset, e.g., $\Delta \chi = 200 \text{ meV}$. To explain the shape of $\tau_{\text{TPL,HLI}}$ versus $\Delta E_F$ that deviates from the typical $S$-shape we introduced in the discussion of the TPL on solar cells, we had to assume at least two different defect states. A deep level defect is responsible for the loss in $V_{\text{OC}}$ and another shallow defect must be introduced to match the shape of the differential decay curve. While we note here that various defect properties such as its charge, concentration and energetic and spatial position affect the TPL, it is beyond the scope of this work to present a systematic investigation on the influence of these parameters on the decay time $\tau_{\text{TPL,HLI}}$.

7. Conclusions

Transient photoluminescence experiments are abundantly used in the field of halide perovskite photovoltaics to study charge-carrier recombination in the bulk and at interfaces. While the interpretation of TPL on thin films on glass has been thoroughly discussed and used in the literature,[13,14,58] the most important recombination losses are often occurring at the interfaces between the absorber and the charge-transfer layers.[19] In addition, the presence of charge-transfer layers can also have an impact on how the perovskite films grow and hence affect the bulk and surface quality of the perovskite layer. Thus, there is a clear need to extend our theoretical understanding to TPL measurements done on a variety of sample geometries including zero, one or two charge-transfer layers in contact to the perovskite absorber. In addition, it is important to also understand how contact layers such as ITO or Ag affect the TPL decay and to be able to understand measurements done on complete devices. The present paper provides an extensive account based on a combination of experimental data, numerical simulations with Sentaurus TCAD and analytical solutions to differential equations that allows the reader to understand the mechanisms affecting a TPL decay in a variety of sample geometries. As a key tool to analyze the data, we introduce the concept of a decay time $\tau_{\text{TPL,HLI}}$ displayed as a function of the time-dependent quasi-Fermi-level splitting. This plot allows us to combine data obtained with different laser fluences in one figure and improves the comparability of different datasets. The charge-carrier-density dependent decay time $\tau_{\text{TPL,HLI}}$ is affected by various different recombination mechanisms (radiative, Auger, and SRH recombination), also by charge transfer between the absorber and the charge-transport layers and, finally, by capacitive charging and discharging of the electrodes in case of a full device. The different mechanisms can partly be distinguished by their appearance at different values of the quasi-Fermi-level splitting and by their characteristic slope in a decay time versus quasi-Fermi-level splitting diagram. Along with this paper, the reader finds a video collection of the band diagram during the TPL simulation for the different layer
stacks. After introducing the general concepts using numerical simulations, we show experimental datasets on different sample geometries and absorber deposition methods (solution-processed vs coevaporated). We determine the TPL decays over seven orders of magnitude in dynamic range and show that our previously presented recipe for MAPI layers allows bulk lifetimes of several tens of μs (best fits are obtained for 80 μs the sum of electron and hole lifetimes). In addition, the TPL transients clearly indicate negligible losses at the MAPI/PTAA interface and only moderate losses with surface-recombination velocities of 14 cm s⁻¹ for the MAPI/PCBM interface.

Based on our experimental, analytical, and numerical results, we arrive at a couple of suggestions and guidelines for conducting and analyzing experimental data taken on perovskite-based samples beyond the simple film on glass: First, it is highly useful to attempt to investigate bulk properties as accurately as possible using the indeed much easier to analyze films on glass that are passivated with molecules such as TOPO[36] or others.[59] Then, one can continue on toward multilayer samples that can then be compared to the passivated films. For multilayer samples including perovskite/charge-transport layer interfaces used in efficient devices, it is important to keep in mind that those interfaces have finite surface-recombination velocities and are not perfectly quenching interfaces as is assumed in some methods to derive diffusion lengths.[60,61] The decay in multilayer samples will be affected by charge accumulation in charge-transport layers as well as finite surface-recombination velocities. Here, there is a clear challenge for the experimentalist in discriminating between these two effects as this is currently impossible to do with analytical equations but requires numerical modelling. Finally, if full devices are measured, it is important to consider the size of the laser spot as lateral effects should be avoided (ideally the laser spot and the cell size should be identical). Furthermore, the mistake of interpreting capacitive effects in devices as “lifetimes” should be avoided in a similar way as has been previously mentioned for the case of transient photovoltage measurements.[51,53,54] A key prerequisite for data analysis is the use of decay times as a function of carrier density or quasi-Fermi-level splitting. What should be avoided is the reduction of the data to a weighted sum of exponentials because those will be unable to capture the actual shape of the transients and the information contained in them. A further prerequisite is a high dynamic range of the experimental data, which is required to obtain information from different regimes (i.e., the radiative, SRH and capacitive regions seen in devices).
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