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We study phase locking in the Kuramoto model of coupled oscillators in the special case where the number of oscillators, \(N\), is large but finite, and the oscillators’ natural frequencies are evenly spaced on a given interval. In this case, stable phase-locked solutions are known to exist if and only if the frequency interval is narrower than a certain critical width, called the locking threshold. For infinite \(N\), the exact value of the locking threshold was calculated 30 years ago; however, the leading corrections to it for finite \(N\) have remained unsolved analytically. Here we derive an asymptotic formula for the locking threshold when \(N \gg 1\). The leading correction to the infinite-\(N\) result scales like either \(N^{-3/2}\) or \(N^{-1}\), depending on whether the frequencies are evenly spaced according to a midpoint rule or an endpoint rule. These scaling laws agree with numerical results obtained by Pazó [Phys. Rev. E 72, 046211 (2005)]. Moreover, our analysis yields the exact prefactors in the scaling laws, which also match the numerics.

PACS numbers: 05.45.Xt

INTRODUCTION

In 1975, Kuramoto proposed an elegant model of coupled nonlinear oscillators, now known as the Kuramoto model [1, 2]. Since then the model has been applied to a wide range of physical, biological, chemical, social, and technological systems, and its analysis has stimulated theoretical work in nonlinear dynamics, statistical physics, network science, control theory, and pure mathematics. For reviews, see Refs. [3–9].

The governing equations for the Kuramoto model are

\[
\dot{\theta}_i = \omega_i + \frac{K}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i),
\]

for \(i = 1, \ldots, N\), where \(\theta_i\) is the phase of oscillator \(i\) and \(\omega_i\) is its natural frequency. Inspired by Winfree’s work on self-synchronizing systems of biological oscillators [10], Kuramoto restricted attention to attractive coupling, \(K > 0\), and assumed that the \(\omega_i\) were randomly distributed across the population according to a prescribed probability distribution \(g(\omega)\), which he took to be unimodal and symmetric about its mean. Without loss of generality the mean frequency can be set to 0 by going into a rotating frame, and the coupling \(K\) can be set to \(K = 1\) by rescaling time. Both of these normalizations will be assumed in what follows.

One adjustable parameter remains: the characteristic width \(\gamma\) of the frequency distribution. When \(\gamma\) is sufficiently large, numerical simulations show that the oscillators behave incoherently and run at their natural frequencies. At the other extreme, when \(\gamma = 0\) the oscillators have identical frequencies and approach a perfectly synchronized solution with \(\theta_i(t) = \theta_j(t)\) for all \(i, j\) and \(t\). Kuramoto’s achievement was to analyze the dynamics of the model in between these two extremes. He solved the model in the continuum limit \(N \to \infty\) and obtained a number of beautiful results [1, 2], opening up a fruitful line of research for many subsequent studies (reviewed in [3–6]). In particular, he showed that as \(\gamma\) is decreased from large values, a bifurcation takes place at a critical value \(\gamma_c\). This bifurcation gives rise to a branch of partially synchronized states: the oscillators with natural frequencies near the mean (= 0) lock to that frequency, forming a synchronized pack, while the others run at different frequencies from the pack and from each other. Along this branch, the order parameter \(r\), defined by

\[
re^{i\psi} = \frac{1}{N} \sum_{j=1}^{N} e^{i\theta_j},
\]

grows continuously from 0 as \(\gamma\) decreases through \(\gamma_c\). Most strikingly, Kuramoto showed that the onset of partial synchronization at \(\gamma_c\) is analogous to a second-order phase transition, and he derived exact results for the order parameter along the partially synchronized branch.

For finite \(N\), however, much less is known. The most important advances have come in three areas: finite-size corrections to the critical coupling at the phase transition, and finite-size scaling laws for the dynamical fluctuations of the order parameter just past the transition [11–16]; finite-\(N\) corrections to the model’s kinetic theory [17, 18]; and analysis of the model’s phase-locked states and their bifurcations [19–29].

Our work in this paper was motivated by an open problem in the third vein, about the threshold for phase locking. To explain what this means and why the question is interesting, we briefly review two definitions and two prior studies. By a phase-locked state, we mean a solution of (1) that satisfies \(\dot{\theta}_i(t) = \dot{\theta}_j(t)\) for all \(i, j\) and \(t\). Equivalently, a phase-locked state is a solution in which all the mutual phase differences \(\theta_i(t) - \theta_j(t)\) are unchanging in time. The earliest results about phase locking in the Kuramoto model were obtained by Er-
mentrout [19]. In 1985, he analyzed the infinite-N version of (1) for frequency distributions \( g(\omega) \) supported on a bounded interval \([-\gamma, \gamma]\). The restriction to distributions without tails was necessary to avoid trivialities; otherwise phase locking would always be impossible in the infinite-N limit. Ermentrout found that phase-locked solutions were possible if and only if \( \gamma \) was less than a critical value \( \gamma_L \), which we will refer to as the locking threshold. In particular, for a uniform distribution of frequencies on the interval \([-\gamma, \gamma]\), Ermentrout proved that the infinite-N limit of (1) has phase-locked states precisely when \( \gamma \leq \gamma_L^\infty = \pi/4 \). Hence the locking threshold is \( \pi/4 \) in this case.

In 2005, Pazó [25] analyzed a finite-\( N \) counterpart of the same problem. He considered two schemes for arranging \( N \) frequencies evenly on the interval \([-\gamma, \gamma]\), thereby providing two different deterministic approximations to the same uniform distribution. One scheme, which we refer to as the midpoint rule, is given by

\[
\omega_j = \gamma \left( -1 + \frac{2j-1}{N} \right),
\tag{3}
\]

for \( j = 1, \ldots, N \). This rule comes from dividing the interval \([-\gamma, \gamma]\) into \( N \) equal subintervals and then placing the frequencies at their midpoints. The second scheme, which we call the endpoint rule, is given by

\[
\omega_j = \gamma \left( -1 + \frac{2j-1}{N-1} \right),
\tag{4}
\]

for \( j = 1, \ldots, N \). This rule also spaces \( N \) frequencies evenly on \([-\gamma, \gamma]\), but starts at the endpoint \( \omega_1 = -\gamma \) and continues in equal steps to the other endpoint, \( \omega_N = \gamma \). By computing the locking thresholds \( \gamma_L \) numerically for both rules, Pazó [25] observed that for \( N \gg 1 \),

\[
|\gamma_L - \gamma_L^\infty| \propto N^{-\mu}
\tag{5}
\]

with \( \mu \approx 1.502 \) for the midpoint rule (3), and

\[
|\gamma_L - \gamma_L^\infty| \propto N^{-1}
\tag{6}
\]

for the endpoint rule (4). He then derived (6) analytically under the assumption that (5) is correct. The derivation used the facts that \( \gamma_L^\infty = \pi/4 \) and

\[
\gamma_L(\text{endpoint}) = \left( 1 - \frac{1}{N} \right) \gamma_L(\text{midpoint}),
\]

which holds because the midpoint rule maps onto the endpoint rule if we rescale \( \gamma \) by a factor of \( 1 - 1/N \). To see that this is the right scaling factor, notice that when \( \gamma = \gamma_L \) the maximal frequency satisfies

\[
\omega_N = \gamma_L
\tag{7}
\]

for the endpoint rule (4), whereas

\[
\omega_N = \gamma_L(1 - 1/N)
\tag{8}
\]

for the midpoint rule (3). Thus

\[
\gamma_L(\text{endpoint}) = \left( 1 - \frac{1}{N} \right) \left( \frac{\pi}{4} + O(N^{-\mu}) \right)
= \frac{\pi}{4} - \frac{\pi}{4} N^{-1} + O(N^{-\mu}).
\]

The unsolved problem, however, was to prove (5) itself.

In this paper we derive the leading asymptotic behavior of the locking threshold \( \gamma_L \) for the midpoint and endpoint rules. Besides accounting for the scaling exponents of \(-3/2\) and \(-1\) seen numerically, the asymptotics also yield exact expressions for the prefactors. We prove that

\[
\gamma_L = \frac{\pi}{4} + 4\zeta \left( -\frac{1}{2}, \frac{1}{2} \right) N^{-3/2} + O(N^{-2})
\]

for the midpoint rule (3) and

\[
\gamma_L = \frac{\pi}{4} - \frac{\pi}{4} N^{-1} + 4\zeta \left( -\frac{1}{2}, \frac{1}{2} \right) N^{-3/2} + O(N^{-2})
\]

for the endpoint rule (4). Here

\[
\zeta(s, q) = \sum_{n=0}^{\infty} (n + q)^{-s}
\tag{9}
\]

is the Hurwitz zeta function and \( C_1 \approx 0.605 \) is the QRS constant, defined by Bailey et al. [30] as the unique zero of \( \zeta(1/2, z/2) \) in the interval \( 0 < z < 2 \).

**THE LOCKING THRESHOLD**

**Background**

We recall a few standard results about phase locking in the finite-\( N \) Kuramoto model. It it convenient to rewrite the governing equations (1) as

\[
\dot{\theta}_i = \omega_i + Kr \sin(\psi - \theta_i),
\]

where \( r \) and \( \psi \) are defined in (2). Then, because we are assuming that the mean \( \omega_i \) has been normalized to zero by going into a suitable rotating frame, phase-locked solutions satisfy \( \dot{\theta}_i = 0 \) for \( i = 1, \ldots, N \). By rotational symmetry, we can simplify the system further by choosing coordinates such that \( \psi = 0 \). Thus \( \omega_i = Kr \sin \theta_i \). Rescaling time so that \( K = 1 \), we obtain

\[
\dot{\omega}_i = r \sin \theta_i.
\tag{10}
\]

With these choices, the order parameter simplifies as well; since \( \psi = 0 \), the real part of (2) gives

\[
r = \frac{1}{N} \sum_{j=1}^{N} \cos \theta_j,
\]
or equivalently,
\[ r = \langle \cos \theta_j \rangle \]  
(11)
where the angle brackets denote an average over all oscillators.

The condition that determines the locking threshold for finite \(N\) has been derived by several authors [23, 24, 26, 27, 29]. It is given implicitly by
\[ 2 \langle \cos \theta_j \rangle = (1 / \cos \theta_j) . \]  
(12)

Equation (12) in turn yields a formula for the maximum phase that an oscillator can reach before stable phase locking is lost. As one would expect intuitively, that maximal phase is achieved by the oscillator with the maximal frequency, \(\omega_N\). Quinn et al. [26] showed that corresponding phase \(\theta_N\) at the locking threshold is given implicitly by
\[ 2 \langle \cos \theta_j \rangle = \left( \frac{1}{\sqrt{1 - \nu_j^2 \sin^2 \theta_N}} \right). \]  
(13)

Here the normalized frequencies \(\nu_j\) are defined by
\[ \nu_j = \omega_j / \omega_N \]  
(14)
and satisfy \(-1 \leq \nu_j \leq 1\); in fact, for both the midpoint rule (3) and the endpoint rule (4),
\[ \nu_j = 1 - 2 \frac{j - 1}{N - 1} \]  
(15)
for \(j = 1, \ldots, N\). By solving (13) numerically for these \(\nu_j\), and assuming \(N \gg 1\), Quinn et al. [26] found that the maximal phase at the locking threshold satisfies
\[ \sin \theta_N \approx 1 - \frac{C_1}{N} \]
where \(C_1 \approx 0.605443657\). Bailey et al. [30] then took the calculations out to 1500 digits and, by a skillful asymptotic analysis, proved that
\[ \sin \theta_N \sim 1 - \frac{C_1}{N} - \frac{C_2}{N^2} + O(N^{-3}) \]  
(16)
where \(C_1\) is the unique zero of the Hurwitz zeta function \(\zeta(1/2, z/2)\) in the interval \(0 < z < 2\). Furthermore, they proved that the second coefficient in the series is related to the first by
\[ C_2 = C_1 - C_1^2 - 30 \frac{\zeta(-1/2, C_1/2)}{\zeta(3/2, C_1/2)}. \]  
(17)

Numerically, \(C_2 \approx -0.104\). In later work they calculated the coefficients \(C_3\) and \(C_4\) of the third and fourth terms of the asymptotic series as well [31].

**Formula for the maximal frequency**

The results above can be leveraged to give an exact formula for the locking threshold \(\gamma_N\). From (10) the maximal phase \(\theta_N\) is related to the maximal frequency \(\omega_N\) via
\[ \omega_N = r \sin \theta_N. \]  
(18)

In turn, \(\omega_N\) is related to the locking threshold \(\gamma_N\) via Eqs. (7) and (8). So if we can derive a formula for \(r\) in terms of \(\sin \theta_N\) (whose asymptotics are known), we will have opened a pathway to understanding the large-\(N\) asymptotics of the locking threshold.

To obtain the desired formula for \(r\), first combine Eqs. (11) and (12) to get
\[ r = \frac{1}{2} \langle \frac{1}{\cos \theta_j} \rangle. \]  
(20)

Then express \(\cos \theta_j\) in terms of \(\sin \theta_N\), as follows. Divide \(\omega_j = r \sin \theta_j\) by \(\omega_N = r \sin \theta_N\) to get \(\omega_j / \omega_N = \sin \theta_j / \sin \theta_N\). Hence (14) implies
\[ \sin \theta_j = \nu_j \sin \theta_N \]  
(19)
and so
\[ r = \frac{1}{2} \left( \frac{1}{\sqrt{1 - \nu_j^2 \sin^2 \theta_N}} \right). \]  
(20)

Then the \(\nu_j\) are given by (15). Thus (18) becomes
\[ \omega_N = \frac{1}{2} \sin \theta_N \left( \frac{1}{\sqrt{1 - \nu_j^2 \sin^2 \theta_N}} \right). \]  
(21)

The technical challenge, then, is to analyze the asymptotic behavior of the sum in (21), where \(\sin \theta_N\) is given by (16) and \(\nu_j = 1 - 2(j - 1)/(N - 1)\) with \(j = 1, \ldots, N \gg 1\).

**Rewriting the sum**

Let us recast (21) as a Riemann sum. From (19) we get
\[ \omega_N = \frac{1}{2} \sin \theta_N \left( \frac{1}{\sqrt{1 - \sin^2 \theta_j}} \right). \]  
(22)

Recall that \(\nu_j = \omega_j / \omega_N = \sin \theta_j / \sin \theta_N\) so the spacing between consecutive values of \(\nu_j\) is
\[ \Delta \nu = \frac{\Delta s}{\sin \theta_N}, \]
where \(s\) is shorthand for \(\sin \theta\). On the other hand, the explicit formula (15) for \(\nu_j\) gives \(\Delta \nu = 2/(N - 1)\). Equating these two expressions for \(\Delta \nu\) gives
\[ \Delta s = \frac{2 \sin \theta_N}{N - 1}. \]
(which makes sense since \( s = \sin \theta \) changes from \(-\sin \theta_N \) to \( \sin \theta_N \) in \( N - 1 \) steps). Replacing the factor \( \sin \theta_N \) in (22) with \((N-1)\Delta s/2\) then gives the desired Riemann sum:
\[
\omega_N = \frac{1}{2} \left( \frac{N-1}{2} \right) \Delta s \left[ \frac{1}{N} \sum_{j=1}^{N} \frac{1}{\sqrt{1 - s_j^2}} \right] \\
= \frac{1}{4} \left( 1 - \frac{1}{N} \right) \sum_{j=1}^{N} \frac{\Delta s}{\sqrt{1 - s_j^2}} 
\]
where
\[ s_j = \sin \theta_j. \]
As \( N \to \infty \), the Riemann sum (23) for the maximal frequency \( \omega_N \) converges to \((1/4) \int_{1}^{1} (1 - s^2)^{-1/2} \, ds = \pi/4\), which agrees with Ermentrout’s result for the locking threshold in the continuum limit \([19]\). Notice that this integral has integrable singularities at its endpoints \( s = \pm 1 \). The counterparts of those singularities have been dealt with carefully when estimating the sum for finite \( N \).

ESTIMATING THE SUM

Changing the notation

Before beginning the asymptotic analysis, it turns out to be helpful to reindex the sum (23) and to revise the notation accordingly. Let \( k = j - 1 \) and \( M = N - 1 \), so that the sum now runs from \( k = 0 \) to \( k = M \) instead of \( j = 1 \) to \( j = N \). Replace the dependent variable \( s_j \) with its reindexed version, denoted \( u_k \) and defined by \( u_k = u_{j-1} \equiv s_j \). Then (23) becomes
\[
\omega_M = \frac{1}{4} \left( \frac{M}{M+1} \right) \alpha_M, 
\]
where
\[
\alpha_M = \sum_{k=0}^{M} \frac{\Delta u}{\sqrt{1 - u_k^2}}. 
\]
Let \( A_M(k) \) denote the summands of \( \alpha_M \):
\[
A_M(k) = \frac{\Delta u}{\sqrt{1 - u_k^2}}. 
\]
In (25) the mesh points that were formerly \( s_j \) have now become
\[
u_k = -S_M + k\Delta u \tag{26}
\]
and their spacing is
\[
\Delta u = \Delta s = 2S_M/M, \tag{27} 
\]
where \( M = N - 1 \) and \( S_M \) is the transformed version of \( \sin \theta_N \). From (16),
\[
S_M \sim 1 - \frac{C_1}{M+1} - \frac{C_2}{(M+1)^2} + O(M^{-3}). \tag{28}
\]
Expanding \( S_M \) in inverse powers of \( M \) yields
\[
S_M \sim 1 - \frac{C_1}{M} - \frac{C_2 - C_1}{M^2} + O(M^{-3}). \tag{29} 
\]

Strategy

What makes the sum in (24) difficult to estimate is that \( S_M \to 1 \) and \( \Delta u \to 0 \) as \( M \to \infty \); hence more and more of the mesh points \( u_k = -S_M + k\Delta u \) approach the integrable singularities at the endpoints \( u = \pm 1 \) as \( M \to \infty \). That is why naive approximation methods for estimating sums based on integrals fail for this problem. A further complication is that the mesh points have a nonstandard dependence on \( M \) through \( S_M \).

To make progress, we need to understand and isolate the behavior of a typical summand \( A_M(k) \) as we approach the singularities at \( u = \pm 1 \). In particular, near \( u = -1 \) we want to find an approximation \( D_M^{-1}(k) \) such that \( A_M(k) = D_M^{-1}(k) + O(M^{-2}) \) for small \( k \). Likewise, we seek an approximation \( D_M^{+}(k) \) that captures the dominant behavior of \( A_M(k) \) near \( u = +1 \), where \( k = O(M) \). Actually, because our problem has left-right symmetry, it satisfies identities like \( u_k^2 = u_{M-k}^2 \) and \( A_M(k) = A_M(M-k) \). Therefore it suffices to study the dominant behavior near one of the endpoints, say \( u = -1 \), and then double its contribution to any relevant sums by invoking the symmetry.

Our strategy thus involves three steps: (1) Isolate, but do not yet evaluate, the dominant contributions \( D_M(k) \) and \( D_M^{+}(k) \) coming from the fringes near the endpoint singularities. (2) Subtract off the dominant terms and estimate the remaining sum, which we call the bulk. This portion of the sum is sufficiently well behaved that it can be approximated by an integral. (3) Only now evaluate the dominant asymptotic behavior in the fringes by summing \( D_M^{-1}(k) \) and \( D_M^{+}(k) \).

Isolating the dominant terms

The first step is to substitute (26), (27), and (29) into (25). Then expand the resulting expression for \( A_M(k) \) in powers of \( M \) while holding \( k \) fixed. The result is
\[
A_M(k) = M^{-1/2} \left[ \frac{1}{(C_1/2 + k)^{1/2}} \right] \\
+ M^{-3/2} \left[ -3C_1^2 + 2C_1 - 2C_2 + 4k^2 \right] \frac{8}{(C_1/2 + k)^{3/2}} + O(M^{-5/2}). 
\]
As we will see below, it turns out to be more helpful to write \( A_M(k) \) in the following equivalent form, which has the nice property that the dependence on \( k \) occurs solely through the variable \((C_1/2 + k)/M\):

\[
A_M(k) = \frac{1}{M} \left[ 1 - \frac{C_1}{2M} \left( \frac{C_1/2 + k}{M} \right)^{-1/2} \right] + \frac{1}{2M} \left( \frac{C_1/2 + k}{M} \right)^{1/2} + \frac{1}{M^3} \left[ C_1 - C_1^2 - C_2 \right] \left( \frac{C_1/2 + k}{M} \right)^{-3/2} + O(M^{-5/2}).
\]

Note that because the error term is smaller than \( O(M^{-2}) \), we can identify the first three terms above as the desired approximation \( D_M^-(k) \) to the summand \( A_M(k) \), for \( k \) fixed and \( M \gg 1 \). Thus

\[
D_M^-(k) = \frac{1}{M} \left[ 1 - \frac{C_1}{2M} \left( \frac{C_1/2 + k}{M} \right)^{-1/2} \right] + \frac{1}{2M} \left( \frac{C_1/2 + k}{M} \right)^{1/2} + \frac{1}{M^3} \left[ C_1 - C_1^2 - C_2 \right] \left( \frac{C_1/2 + k}{M} \right)^{-3/2}.
\] (30)

Now break the sum \( \alpha_M \) into two parts, which we denote as \( B_M \) (\( B \) for bulk) and \( F_M \) (\( F \) for fringe):

\[
\alpha_M = \sum_{k=0}^{M} [A_M(k) - D_M^-(k) - D_M^+(k)]
\]

\[
= \sum_{k=0}^{M} [D_M^-(k) + D_M^+(k)]
\]

\(= :B_M + F_M. \) (31)

When the left-right symmetry is applied, this becomes

\[
\alpha_M = \sum_{k=0}^{M} [A_M(k) - 2D_M^-(k)] + \sum_{k=0}^{M} [2D_M^-(k)]
\]

\(= B_M + F_M. \) (32)

**Bulk**

To estimate the bulk sum, \( B_M \), we examine its summand \( A_M(k) - D_M^-(k) - D_M^+(k) \), as shown in Fig. 1. By construction, \( A_M(k) - D_M^-(k) \) decays at least as fast as \( O(M^{-2}) \) as \( k \) approaches \( 0 \), and \( A_M(k) - D_M^+(k) \) similarly decays as \( k \) approaches \( M \). Moreover, each of \( D_M^+(k) \) has a single singularity which cancels that at corresponding endpoint in \( A_M(k) \). So in this sense, the sum \( B_M \) does not inherit the singular behavior that the summand of \( \alpha_M \) once had, meaning that we can safely replace it with a corresponding midpoint integral at the cost of an error no larger than \( O(M^{-2}) \).

To begin, use the left-right symmetry to combine the
For comparison, the dashed line shows \((1 - u^2)^{-1/2}\), which has integrable singularities at \(u = \pm 1\). From Fig. 2(a) and Eq. (25), the first sum can be approximated by integrating

\[
h(x) := \left(1 - \frac{C_1}{2M}\right)x^{-1/2} + \frac{1}{2}x^{1/2}.
\]

Thus

\[
B_M = \int_{-1}^{x^*} (1 - u^2)^{-1/2} du.
\]

To handle the second sum, regard

\[
x_k = (C_1/2 + k)/M
\]

for \(k = 0, \ldots, M\) as mesh points in the midpoint integral for \(D_M(k)\), so that \(\Delta x = 1/M\). Then from Fig. 2(b) and the first two terms of (30), we see that the second sum can be approximated by integrating

\[
\int_0^{x^*} \left[\left(1 - \frac{C_1}{2M}\right)x^{-1/2} + \frac{1}{2}x^{1/2}\right] dx
\]

+ \(O(M^{-2})\).

Here, in the second integral, the upper limit \(x^* = x_M + \Delta x/2 = (C_1/2 + M)/M + 1/(2M)\) is the rightmost edge of the rightmost Riemann rectangle in Fig. 2(b). The integral must go up to this value to properly capture the \(1/M\) terms. Evaluating the integrals gives

\[
B_M = \pi - \frac{14}{3} + \frac{C_1 - 3}{2M} + O(M^{-2}).
\]

**Fringe**

Next we need to estimate the fringe sum \(F_M = 2 \sum_{k=0}^{M} D_M(k)\). Substitution of (30) for \(D_M(k)\) yields

\[
F_M(k) = \frac{2}{M^{1/2}} \left[1 - \frac{C_1}{2M}\right] \sum_{k=0}^{M} (C_1/2 + k)^{-1/2} + \frac{1}{M^{3/2}} \sum_{k=0}^{M} (C_1/2 + k)^{1/2} + \frac{1}{M^{3/2}} \left[C_1 - C_1^2 - C_2\right] \sum_{k=0}^{M} (C_1/2 + k)^{-3/2}.
\]

All the sums above are variations on \(\sum_{k=0}^{M} (C_1/2 + k)^{-s}\), whose asymptotics for large \(M\) follow from results obtained in Refs. [32, 33]. Those authors showed that, in general,

\[
\sum_{k=0}^{M} (k + q)^{-s} = \zeta(s, q) - \frac{1}{2} (M + 1 + q)^{-s} + \frac{1}{1 - s} (M + 1 + q)^{1-s} + O(M^{-(2+s)})
\]

where \(\zeta(s, q)\) is the Hurwitz zeta function (9). For our purposes, we evaluate the above with \(q = C_1/2\) for \(s = -1/2, 1/2,\) and \(3/2\). Inserting these results into (36) gives
\[ F_M = \frac{14}{3} + 2\zeta\left(\frac{1}{2}, \frac{C_1}{2}\right) M^{-1/2} + \frac{3}{2} C_1 M^{-1} \]
\[ + \left[ \frac{C_1 - C_2 - C_1^2}{\zeta\left(\frac{3}{2}, \frac{C_1}{2}\right)} - C_1 \zeta\left(\frac{1}{2}, \frac{C_1}{2}\right) + \zeta\left(-\frac{1}{2}, \frac{C_1}{2}\right) \right] M^{-3/2} + O(M^{-2}). \] (38)

**Locking threshold**

With the final piece of the puzzle in place, we can now derive an asymptotic approximation for the locking threshold \(\gamma_L\). First recall that for the midpoint rule (3),

\[ \gamma_L = \frac{\pi}{4} + 4\zeta\left(-\frac{1}{2}, \frac{C_1}{2}\right) N^{-3/2} + O(N^{-2}) \] (39)

where we have also made use of \(M = N - 1\). The corresponding result for the endpoint rule is

\[ \gamma_L = \frac{\pi}{4} - \frac{\pi}{4} N^{-1} + 4\zeta\left(-\frac{1}{2}, \frac{C_1}{2}\right) N^{-3/2} + O(N^{-2}). \] (40)

In these equations, \(4\zeta\left(-\frac{1}{2}, \frac{C_1}{2}\right) \approx 0.3735\), which not only successfully recreates the scaling exponents found numerically [25], but also gives the exact prefactors. Figure 3 shows that these predictions agree with numerics.

**DISCUSSION**

An important thing to notice is that even though the midpoint rule (3) and the endpoint rule (4) both approach a uniform distribution on \([-\gamma, \gamma]\), their locking thresholds (their critical widths at which stable phase locking is lost) scale entirely differently. It is possible to blame this on analytic corrections to scaling, but that downplays the level of flexibility we have on the critical exponent.

For example, consider the following distribution of natural frequencies:

\[ \omega_j = \gamma \left[ 1 - \frac{\beta}{N^\sigma} \right] \left( 1 - \frac{1}{N} \right) \left[ 2(j - 1) \right] \left( N - 1 \right) \]

where \(0 < \sigma < 3/2\) and \(\beta \neq 0\). Then, following our previous analysis, we find to leading order that \(\gamma_L = \pi/4 + (\beta \pi^{1/4}) N^{-\sigma} + \cdots\). So in principle, the scaling exponent \(\sigma\) can be made as close to zero as we like (and the \(\beta\) prefactor is equally flexible), despite this distribution also approaching the same uniform distribution as the two we have studied.

Interestingly, the opposite situation can also happen. Namely, consider the following distribution:

\[ \omega_j = \gamma \left[ 1 - \frac{1}{N} + \frac{16}{\pi} \zeta\left(-\frac{1}{2}, \frac{C_1}{2}\right) N^{-3/2} \right] \left( \frac{2(j - 1)}{N - 1} \right). \]

Numerically speaking, the \((-1/N)\) will dominate the \(N^{-3/2}\) term for all \(N > 1\), so this still approaches the uniform distribution from the inside. However, if we try to estimate the locking threshold for this case, we get

\[ \gamma_L = \left[ 1 + \frac{1}{N} - \frac{16}{\pi} \zeta\left(-\frac{1}{2}, \frac{C_1}{2}\right) N^{-3/2} \right] \left( 1 - \frac{1}{N} \right) \times \left[ \frac{\pi}{4} + 4\zeta\left(-\frac{1}{2}, \frac{C_1}{2}\right) N^{-3/2} + O(N^{-2}) \right] \]

Now we get a distribution whose locking threshold has a critical exponent larger than what our approach above can estimate. In principle, we could do a more careful analysis using the \(C_3\) and \(C_4\) coefficients to be able to say exactly what the prefactor and coefficient should be in this case, but we will leave this as an exercise for the diligent student.
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FIG. 3: (Color Online) Comparison between theory and numerics. (a) Numerically obtained values of the locking threshold $\gamma_L$ are tested against the predicted scaling laws (39) and (40) for the midpoint rule (3) and endpoint rule (4), respectively. Numerical values of $\gamma_L$ were obtained by running simulations repeatedly and using a bisection method to locate the bifurcation. Simulations used a fourth-order Runge-Kutta method with a timestep of 0.10, a identification time of $1 \times 10^4$ time units and a maximum transient time of $8 \times 10^4$ time units. Initial phases for each simulation were determined by Eq. (19). (b) Residuals $\epsilon_N$, defined as the difference between the predicted and numerical values of $\gamma_L$ for the midpoint rule (3). If the prediction (39) is correct up to $N^{-3/4}$, then the residual can only be of a higher power, as indicated it appears to be: the measured slope of the least-squares line is close to $-2.5$. The deviations at the right end are numerical artifacts stemming from floating point arithmetic and the finite precision simulations.
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