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1. Introduction

Since the first direct detection of gravitational waves [1] by Advanced LIGO and Advanced VIRGO, various countries have been working on gravitational wave observatories. Many detections [2, 3, 4, 5, 6, 7] have been contributing to the knowledge of the universe and have paved the way for multi-messenger astronomy. Numerical relativity plays an important role in finding gravitational waves. In fact, simulations based on numerical relativity are important for acquiring a theoretical understanding of actually observed gravitational wave sources (e.g., [1]).

Simulations must be sufficiently accurate to withstand long calculations. However, some simulations of strong gravitational sources are unsuccessful owing to numerical instability. The Baumgarte–Shapiro–Shibata–Nakamura (BSSN) formulation [8, 9, 10], Z4 formulation [11, 12, 13, 14, 15], generalized harmonic (GH) formulation [16, 17, 18] are well known to improve numerical stability. The spectral or pseudo-spectral methods [19, 20, 21, 22, 23, 24] are also widely used in numerical relativists. There are also several comprehensive books in numerical relativity (e.g., [25, 26, 27]). The numerical stability or instability is discussed in some papers [28, 29]. These methods have been successfully applied to many complex astrophysical models and have contributed to the analysis of actual phenomena. In simulations, it is of fundamental importance to pay attention to the stability and accuracy to guarantee the correctness of numerical results. The nonlinearity of the Einstein equations makes it easier to break constraints and we cannot perform longer simulations. Therefore, we focus on investigating the stability of equations and on how to improve it. In this study, we examine the BSSN formulation.

It is well known that the BSSN formulation is better than the ADM formulation in performing the long-term simulations of strong gravitational phenomena. However, one of the disadvantages of the BSSN formulation compared with the ADM formulation is its noncovariant form. Thus, if we consider useful numerical techniques in the BSSN formulation in Cartesian coordinates, it is possible to invalidate to the formulation in other coordinates. Brown proposed the covariant form of the covariant BSSN (cBSSN) formulation [30], which has been studied in [11, 31, 32, 33, 34, 35, 36, 37, 38, 39]. On the other hand, for the Z4 formulation the covariant form has been studied in [40, 41] for example. The construction of the cBSSN formulation is briefly described as follows. There are five types of dynamical variable in the BSSN formulation, \( (\phi, \tilde{\gamma}_{ij}, K, \tilde{A}_{ij}, \tilde{\Gamma}^i) \). The keys to deriving the covariant formulation are the definitions of the variable \( \phi \), which is related to the conformal factor, and the variable \( \tilde{\Gamma}^i \), which is related to the connection coefficient. In general, for the BSSN formulation, the metric variable \( \tilde{\gamma}_{ij} \) is defined as \( \tilde{\gamma}_{ij} = e^{-4\phi} \gamma_{ij} \), where \( \gamma_{ij} \) is the spatial metric on the time-constant hypersurface and the second-order tensor. If we set \( \phi \) as a scalar, then \( \tilde{\gamma}_{ij} \) becomes a tensor. In the same manner, the traceless-part of the extrinsic curvature \( \tilde{A}_{ij} \) becomes a tensor if \( \phi \) is a scalar. Also, the trace-part of the extrinsic curvature \( K \) is originally a scalar. In short, if we set \( \phi \) and \( \tilde{\Gamma}^i \) as a tensor, then the formulation becomes covariant. The construction of the formulation is described in detail in Section 2.
It is important to investigate the numerical stability of the cBSSN formulation because the BSSN formulation was constructed to perform the long-term simulations on the strong gravitational spacetime. We can evaluate the stability of the formulation by obtaining the eigenvalues of the coefficient matrix of the evolution equations of the constraints. We refer to the eigenvalue as the constraint amplification factor (CAF) and the evolution equation of constraint as the constraint propagation equation (CPE). Some of the authors have studied techniques of controlling numerical stability and proposed adjusted systems. The basic idea of an adjusted system is to add constraints to evolution equations to control the violation of constraints. In \cite{13, 14, 42, 43, 44, 45, 46}, the efficiencies for stability are reported.

The purpose of this study is to investigate the stability of the cBSSN formulation with CAFs and propose a more stable formulation using the adjusted system. For this purpose, we construct CPEs in the cBSSN formulation, apply this formulation to the adjusted system, and investigate CAFs and their stability in different backgrounds.

The structure of this paper is as follows. First, we introduce the cBSSN formulation and the covariant evolution equations of the matter fields in Section 2. Then, we review the CAF and the adjusted system in Section 3. Next, we construct CPEs in the cBSSN formulation in Section 4. Then, we apply the cBSSN formulation to the adjusted system in Section 5. Finally, we summarize our work in Section 6. In this paper, we set the speed of light $c$ and the gravitational constant $G$ as unity, namely, $c = G = 1$. Latin indices such as $(i, j, k, \ldots)$ denote spatial indices and run from 1 to $n$, and Greek indices such as $(\mu, \nu, \ldots)$ denote spacetime indices and run from 0 to $n$, where $n$ is the number of dimensions.

2. Review of covariant BSSN formulation

In this section, we introduce the cBSSN formulation based on \cite{30}. For the basic variables of the ADM formulation ($\gamma_{ij}, K_{ij}$) where $\gamma_{ij}$ is the $n$-dimensional metric and $K_{ij}$ is the extrinsic curvature, those of the cBSSN formulation are defined as follows.

The variable related to the conformal factor is defined as

$$
\phi = \frac{1}{4n} \log \frac{\det(\gamma_{ij})}{\det(f_{ij})},
$$

(2.1)

where $f_{ij}$ is any second-order positive definite tensor, and $\det$ means the determinant. $\phi$ behaves as a scalar under all spatial coordinate transformations. We define the scalar $W = e^{-2\phi}$ as a dynamical variable instead of $\phi$. This is because the stability when using $W$ is higher than that when using $\phi$. In particular, near a puncture black hole, some of the results are reported (e.g., \cite{36}). The conformal metric is defined as $\tilde{\gamma}_{ij} = W^2 \gamma_{ij}$. The trace-part of the extrinsic curvature is $K = \gamma^{ij} K_{ij}$, and the traceless-part is $\tilde{A}_{ij} = W^2 (K_{ij} - (1/n) K \gamma_{ij})$. Also, for any second-order nondegenerate tensor $h_{ij}$, and its inverse $h^{ij}$, we define the variables

$$
H^i_{jk} = \frac{1}{2} h^{im} (\partial_j h_{km} + \partial_k h_{jm} - \partial_m h_{jk}),
$$

(2.2)
and

\[ \Delta^i_{jk} = \tilde{\Gamma}^i_{jk} - H^i_{jk}, \]  

(2.3)

where \( \tilde{\Gamma}^i_{jk} = (1/2) \tilde{\gamma}^{im}(\partial_j \tilde{\gamma}_{mk} + \partial_k \tilde{\gamma}_{mj} - \partial_m \tilde{\gamma}_{jk}) \). \( \Delta^i_{jk} \) behaves as a third-order tensor. We add a vector \( \bar{\Lambda}^i \) as a new basic variable that satisfies \( \dot{\Lambda}^i = \Delta^i \) at the initial time, where \( \Delta^i = \tilde{\gamma}^{jk}\Delta^i_{jk} \). Thus, we adopt \( (W, \tilde{\gamma}_{ij}, K, \tilde{A}_{ij}, \bar{\Lambda}^i) \) as the new basic variables. All basic variables are covariant under all spatial coordinate transformations. In this study, we assume that the second-order tensors \( f_{ij} \) and \( h_{ij} \) are constant with time. The Ricci tensor \( R_{ij} \) is defined as

\[
R_{ij} = \tilde{R}_{ij} + R^W_{ij},
\]

(2.4)

\[
\tilde{R}_{ij} = -\frac{1}{2}(\tilde{\gamma}^{mn}\mathcal{D}_m\tilde{\gamma}_{ij} + \tilde{\gamma}_{m(i}(\mathcal{D}_{j)}\tilde{\Lambda}^m) + \Delta^\ell_{(ij)}\epsilon + 2\Delta^{mn}(i\Delta_j)_{mn} + \Delta^{mn}\Delta_{mn}j,
\]

(2.5)

\[
R^W_{ij} = (n - 2)W^{-1}(\tilde{D}_i\tilde{D}_jW) + (1 - n)W^{-2}(\tilde{D}_iW)(\tilde{D}_jW)\tilde{\gamma}_{ij} + W^{-1}(\tilde{D}_i\bar{\Lambda}^k\tilde{D}_jW)\tilde{\gamma}_{ij},
\]

(2.6)

where \( \mathcal{D}_i \) is the covariant derivative operator associated with \( h_{ij} \) and \( \tilde{D}_i \) is the covariant derivative operator associated with \( \tilde{\gamma}_{ij} \). Both \( \tilde{R}_{ij} \) and \( R^W_{ij} \) behave as second-order tensors. From the above, the constraint equations are

\[
\mathcal{H} = W^2\tilde{R} + (n - n^2)(\tilde{D}^iW)(\tilde{D}_iW) + (2n - 2)W(\tilde{D}^k\tilde{D}_kW),
\]

(2.7)

\[
\mathcal{M}_i = \tilde{D}^j\tilde{A}_{ji} - nW^{-1}(\tilde{D}^jW)\tilde{A}_{ji} + \frac{1 - n}{n}(\tilde{D}_iK) - 8\pi J_i = 0,
\]

(2.8)

\[
\mathcal{G}^i = \bar{\Lambda}^i - \tilde{\gamma}^{jk}\Delta^i_{jk} = 0,
\]

(2.9)

\[
\mathcal{S} = \frac{\det(\tilde{\gamma}_{ij})}{\det(f_{ij})} - 1 = 0,
\]

(2.10)

\[
\mathcal{A} = \tilde{A}_{ij}\tilde{\gamma}_{ij} = 0,
\]

(2.11)

where \( \tilde{R} = \tilde{\gamma}^{ij}\tilde{R}_{ij} \), and \( \Lambda \) is the cosmological constant. For the energy momentum tensor \( T_{\mu\nu} \), we have \( \rho_H = n^\mu n^\nu T_{\mu\nu} \) where \( n^\mu \) is the unit normal on the hypersurface of time constant \( \Sigma(t) \), and \( J_i = P^\mu n^\nu T_{\mu\nu} \) where \( P^\mu \) is the projection to \( \Sigma(t) \). Here, we remark that these equations are satisfied analytically, but not always satisfied numerically.

The evolution equations are

\[
\partial_t W = \frac{1}{n}\alphaWK - \frac{1}{n}W(\tilde{D}_k\beta^k) + \beta^k(\tilde{D}_kW),
\]

(2.12)

\[
\partial_t \tilde{\gamma}_{ij} = -2\alpha\tilde{A}_{ij} - \frac{2}{n}(\tilde{D}_k\beta^k)\tilde{\gamma}_{ij} + 2\tilde{\gamma}_{k(i}(\tilde{D}_j)\beta^k),
\]

(2.13)

\[
\partial_t K = \frac{1}{n}\alphaK^2 + \alpha\tilde{A}_{ij}\tilde{\gamma}_{ij} - W^2(\tilde{D}^i\tilde{D}_i\alpha)
\]

\[
+ (n - 2)W(\tilde{D}^i\alpha)(\tilde{D}_iW) + \beta^i(\tilde{D}_iK)
\]

\[
+ \frac{2}{1 - n}\alpha\Lambda + \frac{8\pi}{n - 1}\alphaS + \frac{8\pi(n - 2)}{n - 1}\alpha\rho_H,
\]

(2.14)

\[
\partial_t \tilde{A}_{ij} = aW^2R^T_{ij} + \alphaK\tilde{A}_{ij} - 2\alpha\tilde{A}_{ik}\tilde{A}^k_{ij} - 8\pi W^2\alphaS^T_{ij}
\]
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\[-2W\{(\tilde{D}_{ij}\alpha)(\tilde{D}_{ij}W)\}^{TF} - W^2(\tilde{D}_i\tilde{D}_j\alpha)^{TF} + (\tilde{D}_i\beta^k)\tilde{A}_{jk}\]

\[+ (\tilde{D}_j\beta^k)\tilde{A}_{ik} + \beta^k(\tilde{D}_k\tilde{A}_{ij}) - \frac{2}{n}(\tilde{D}_k\beta^k)\tilde{A}_{ij}, \quad (2.15)\]

\[\partial_t\tilde{\Lambda}^i = -2(\tilde{D}_j\alpha)\tilde{A}^{ij} - 2n\alpha W^{-1}(\tilde{D}_jW)\tilde{A}^{ij} + 2\alpha\Delta^m_n\tilde{A}^{mn}\]

\[-\frac{2(n-1)}{n}\alpha\tilde{\gamma}^{ij}(\tilde{D}_jK) - 16\pi\alpha W^2\tilde{J}^i + \tilde{\gamma}^{mn}(D_mD_n\beta^i)\]

\[+ \frac{n-2}{n}(\tilde{D}^i\tilde{D}_m\beta^m) + \frac{2}{n}\Delta^i(\tilde{D}_m\beta^m),\]

\[+ (\tilde{D}_j\tilde{A}^i)\beta^j - \tilde{A}^i(\tilde{D}_j\beta^j), \quad (2.16)\]

where \(S_{ij} = P^\mu_iP^\nu_jT_{\mu\nu}, S = W^2\tilde{\gamma}^{ij}S_{ij}, \alpha\) is the lapse function, \(\beta^i\) is the shift vector, and \(^{TF}\) indicates the trace-free part of a second-order tensor.

To derive CPEs, we need the evolution equations of the matter fields \(\rho_H\) and \(J_i\). The evolution equations of \(\rho_H\) and \(J_i\) with the cBSSN variable are

\[\partial_t\rho_H = -\alpha W^2(\tilde{D}^kJ_k) + (n-2)\alpha W(\tilde{D}^kW)J_k + \alpha K\rho_H\]

\[+ \alpha W^2\tilde{A}^{mn}S_{mn} + \frac{1}{n}\alpha KS - 2(\tilde{D}^k\alpha)W^2J_k\]

\[+ \beta^k(\tilde{D}_k\rho_H), \quad (2.17)\]

\[\partial_tJ_i = -\alpha W^2(\tilde{D}^kS_{ki}) + (n-2)\alpha W(\tilde{D}^kW)S_{ki} - \alpha W^{-1}(\tilde{D}_iW)S\]

\[+ \alpha KJ_i - W^2(\tilde{D}^k\alpha)S_{ki} - (\tilde{D}_i\alpha)\rho_H\]

\[+ \beta^k(\tilde{D}_kJ_i) + (\tilde{D}_i\beta^k)J_k, \quad (2.18)\]

respectively.

We mention how to set \(f_{ij}\) in (2.1) and \(h_{ij}\) in (2.2). From the viewpoint of constructing the cBSSN formulation, both \(f_{ij}\) and \(h_{ij}\) are arbitrary second-order tensors. Since the cBSSN formulation should be consistent with the BSSN formulation in Cartesian coordinates, we set

\[f_{ij} = h_{ij} = \delta_{ij}, \quad (2.19)\]

in Cartesian coordinates, where \(\delta_{ij}\) is the Kronecker delta. For example, for spherical coordinates with \(n = 3\),

\[f_{ij} = h_{ij} = \text{diag}(1, r^2, r^2\sin^2\theta), \quad (2.20)\]

by the coordinate transformation from the Cartesian coordinates, where \text{diag} indicates the diagonal components. Then, the determinant of \(f_{ij}\) is

\[\text{det}(f_{ij}) = r^4\sin^2\theta, \quad (2.21)\]

the components of \(H_{mj}^n\) become

\[H_{22}^1 = -r, \quad H_{33}^1 = -r\sin^2\theta,\]

\[H_{12}^2 = H_{21}^2 = \frac{1}{r}, \quad H_{33}^2 = -\frac{1}{2}\sin 2\theta,\]

\[H_{13}^3 = H_{31}^3 = \frac{1}{r}, \quad H_{23}^3 = H_{32}^3 = \frac{1}{\tan \theta}. \quad (2.22)\]
and the other components of $H^m_{ij}$ are zero. When $f_{ij}$ and $h_{ij}$ are adopted, the reference metric is an elegant approach (e.g., [27, 30]), and the results are consistent. In this study, we mathematically derive the conditions of $f_{ij}$ and $h_{ij}$ in terms of the covariance.

3. Review of CAF and adjusted system

In this section, we review CAF and the adjusted system to construct a more stable system.

3.1. CAF

When the evolution system with constraints is integrated numerically, the preservation of constraints is necessary for successful simulations. In general, constraint errors increase with the progress of the evolution. On the other hand, at the end of a simulation, the constraint errors should be sufficiently small. For the evolution system with constraints, we predict the behaviors of the constraint errors from CPEs. CPEs for the BSSN formulation, but not for the cBSSN formulation are expressed in [44, 47]. Thus, we derive CPEs for the cBSSN formulation later.

The constraints must be preserved at any time; however, the constraints are not satisfied because of numerical errors. Therefore, it is desirable to analyze the stability of the system in advance and we derive ways of increasing the stability such as by adjusting the system. One of the most popular methods of investigating stability is eigenvalue analysis. First, we suppose that $u^a(x^i, t)$ is a set of dynamical variables and their evolution equations are

$$\partial_t u^a = f^a(u^b, \tilde{D}_c u^b, \cdots),$$

where $f^a$ is the smooth function, and the (first class) constraints $C^a$ are

$$C^a(u^b, \tilde{D}_c u^b, \cdots) = 0.$$  

(3.2)

Again we remark that constraints are zero analytically, but not zero numerically. Next, we suppose that the evolution equations of (3.2) (called CPEs) are expressed as follows

$$\partial_t C^a = g^a(C^b, \tilde{D}_c C^b, \cdots),$$

where $g^a$ is a function such as $g^a = 0$ when $C^a = 0$. For the cBSSN formulation, the CPEs can be expressed as the form of (3.3) because the Einstein equations are the first class of constraints [48]. Finally, we apply the Fourier transformation to CPEs for analyzing eigenvalues as follows

$$\partial_t \hat{C}^a = \hat{g}^a(\hat{C}^b) = M^a_b \hat{C}^b,$$

where the symbol hat $\hat{\cdot}$ denotes the Fourier transformed value. We call the eigenvalues of the coefficient matrix $M^a_b$ the CAFs.

For the eigenvalue analysis for CPEs, we usually set a suitable background metric for numerical simulations. This is because the coefficients of CPEs are expressed by the gauge and the dynamical variables, which are not constant. Although we obtain
the CAF, we do not even know its sign, and it is difficult or impossible to evaluate the stability of the system in many cases. For this reason, we should set a suitable background metric for the initial and boundary conditions. In addition, there are some derivative terms of constraints in CPEs, which must be replaced with discrete terms to obtain CAFs. For the cBSSN formulation, CPEs are expressed in a covariant form. There are covariant derivative terms in the equations, and with reference to the Fourier transformation, we replace them with the rule $\tilde{D} \rightarrow i\tilde{k}$, where $i$ is the imaginary unit and $\tilde{k}$ is the single wave vector in local inertial coordinates. If the real part of the CAF is negative, simulations are more stable than when the CAF has a positive real part because the violations of constraints are expected to decay.

The CAFs in the Minkowski background ensure the stability of the simulations if the numerical conditions are near flat spacetime. However, most of the numerical conditions are far from flat spacetime because the main targets of numerical relativity are complex phenomena such as black holes. Thus, if we can perform stable and accurate simulations, we will be able to investigate the CAFs in the adapted spacetime for the simulations.

3.2. Adjusted system

Next, we review the adjusted system. For the evolution equations with constraints such as the cBSSN formulation, if we add the terms consisting of the constraints to the evolution equations, the system is equivalent in mathematically. Moreover, adding some extra terms to the evolution equations is expected to change some of the constraints. If the real parts of CAFs become smaller upon the modification of the evolution equations, the violations of constraints decay and the simulations become more stable and robust. For the evolution equation of the dynamical system with constraints, the evolution equation after modification by the adjusted system is expressed as

$$\partial_t u^a = [\text{original terms}] + \kappa h^a (C^b, \tilde{D}_c C^b, \ldots),$$  \hfill (3.5)

where $u^a$ is the dynamical variable, $C^a$ is the constraint, and $h^a$ is a function with the constraints such that $h^a = 0$ when $C^a = 0$. Note that the adjusted term $h^a$ includes covariant derivative terms of the constraints instead of partial derivative terms. This is because to maintain the covariance of the evolution equations. The constant $\kappa$ is the damping parameter. For the evolution system with constraints, a modification such as (3.5) is an equivalent transformation to the original system because constraints are zero analytically. Thus, the solutions of the system do not change analytically. Note that a better sign of $\kappa$ is generally obtained by calculating CAFs. However, we generally investigate which value is optimal when performing a numerical calculation.

4. Constraint propagation equations of covariant BSSN formulation

In a previous study [44], CPEs of the BSSN formulation were introduced; however, they were not covariant and were only applied in the case of $n = 3$. Here, we derive CPEs of
the cBSSN formulation for any number of dimensions. The equations are

\[
\partial_t \mathcal{H} = \frac{2}{n} \alpha K \mathcal{H} - 2(\tilde{D}^j \alpha) W^2 \mathcal{M}_j + (2n - 4) \alpha W (\tilde{D}^j W) \mathcal{M}_j \\
- 2 \alpha W^2 \Delta^m_{\alpha} W^2 \mathcal{M}_j - 2 \alpha \tilde{A}^m W^2 (\Delta_{mnk} G^k)^{TF} \\
+ \frac{2}{n} \alpha K W^2 \Delta_{lk} G^k - \frac{2}{n} \alpha K W^2 (\tilde{D}_k G^k) \\
+ 2 \alpha \tilde{A}^m W^2 (\tilde{D}_m G^m)^{TF} + \frac{2n - 2}{n} (\tilde{D}^k \tilde{D}_k \alpha) W^2 \mathcal{A} \\
+ \left( -2n + 2 - \frac{4}{n} \right) (\tilde{D}_k \alpha) W (\tilde{D}^k W) \mathcal{A} + \frac{2}{n} \alpha R \mathcal{A} \\
- \frac{2}{n} \alpha W^2 (\tilde{D}_k G^k) \mathcal{A} + \frac{2}{n} \alpha W^2 \Delta_{lk} G^k \mathcal{A} \\
- \frac{16}{n} \pi \alpha S \mathcal{A} + (2n - 2) \alpha (\tilde{D}^k W)(\tilde{D}_k W) \mathcal{A} \\
- 2 \alpha W (\tilde{D}^k \tilde{D}_k W) \mathcal{A} + 4 (\tilde{D}^k \alpha) W^2 (\tilde{D}_k \mathcal{A}) \\
+ (2 - 2n) \alpha W (\tilde{D}^k W)(\tilde{D}_k \mathcal{A}) + 2 \alpha W^2 (\tilde{D}^k \tilde{D}_k \mathcal{A}) + \beta^k (D_k \mathcal{H}), (4.1)
\]

\[
\partial_t \mathcal{M}_i = - \frac{1}{n} (\tilde{D}_i \alpha) \mathcal{H} + \frac{n - 2}{2n} \alpha (\tilde{D}_i \mathcal{H}) + \alpha K \mathcal{M}_i \\
+ (2 - n) \alpha W (\tilde{D}^m W) (\Delta_{mik} G^k)^{TF} \\
+ \frac{1}{n} (\tilde{D}_i \alpha) W^2 \Delta_{lk} G^k + \frac{2 - n}{n} \alpha W (\tilde{D}_i W) \Delta_{lk} G^k \\
- \frac{1}{2} \alpha W^2 (\tilde{D}_i \Delta_{lk} G^k) + \alpha W^2 (\tilde{D}^m \Delta_{mik} G^k) \\
+ (\tilde{D}^m \alpha) W^2 (\Delta_{mik} G^k)^{TF} + (n - 2) \alpha W (\tilde{D}^m W)(\tilde{D}_m \mathcal{G}_i)^{TF} \\
- \frac{1}{n} (\tilde{D}_i \alpha) W^2 (\tilde{D}_k G^k) + \frac{n - 2}{n} \alpha W (\tilde{D}_i W)(\tilde{D}_k G^k) \\
- \frac{1}{2} \alpha W^2 \Delta_{lk} (\tilde{D}_i G^k) - (\tilde{D}^m \alpha) W^2 (\tilde{D}_m \mathcal{G}_i)^{TF} \\
+ \alpha W^2 \Delta_{mik} (\tilde{D}_m G^m) + \frac{1}{2} \alpha W^2 (\tilde{D}_i \tilde{D}_k G^k) - \alpha W^2 (\tilde{D}^m \tilde{D}_m \mathcal{G}_i) \\
- (\tilde{D}_k \alpha) \tilde{A}_i^k \mathcal{A} + \frac{1}{n} (\tilde{D}_i \tilde{D}_k \beta^k) \mathcal{A} - \alpha \tilde{A}_i^k (\tilde{D}_k \mathcal{A}) \\
+ (\tilde{D}_i \beta^k) \mathcal{M}_k + \beta^k (\tilde{D}_k \mathcal{M}_i), (4.2)
\]

\[
\partial_t \mathcal{G}^i = 2 \alpha \tilde{\gamma}^{ij} \mathcal{M}_j - \alpha (\tilde{D}^i \mathcal{A}) + \frac{2}{n} (\tilde{D}_k \beta^k) \mathcal{G}^i, (4.3)
\]

\[
\partial_t \mathcal{S} = - 2 \alpha \mathcal{S} \mathcal{A} - 2 \alpha \mathcal{A}, (4.4)
\]

\[
\partial_t \mathcal{A} = \alpha K \mathcal{A} + \beta^k (\tilde{D}_k \mathcal{A}). (4.5)
\]

If the initial condition satisfies the constraints, that is, \( \mathcal{H} = 0, \mathcal{M}_i = 0, \mathcal{G}^i = 0, \mathcal{S} = 0, \) and \( \mathcal{A} = 0, \) the constraints are satisfied for all values of time because the time derivative of the constraints, (4.1)–(4.5), are expressed in linear combinations of constraints, covariant derivatives of constraints, or their cross terms. Also, CPEs do not change under different matter fields since the matter terms are not expressed explicitly in the above equations.

The CAF is unchanged by coordinate transformations that satisfy \( \partial_i (\partial x^j / \partial x'^i) = 0 \)
because CPEs are covariant in coordinate transformations of space. This means that the numerical stability is unchanged for all nondynamical coordinate transformations.

In the next section, we investigate CAFs in some adjusted terms as examples and show their validity for simulations.

5. Examples of CAFs in covariant BSSN formulation

The Minkowski metric is the most basic solution of the Einstein equations. Furthermore, since this metric is simple, the analysis of the CAFs is simple and we approximately know the stability of simulations using the formulation. On the other hand, one of the main targets of numerical relativity is the analysis of black holes. The background metric is expressed as the Schwarzschild metric in the static case and as the Kerr metric in the rotational case.

In this section, we show some examples of adjusted systems and the CAFs for the Minkowski, Schwarzschild, and Kerr backgrounds. In the Minkowski background, we set the space dimension as \( n \geq 3 \). On the other hand, for the Schwarzschild and Kerr backgrounds, we set \( n = 3 \).

5.1. Minkowski background

First, as a simple example, we show the CAF in the Minkowski background in the cBSSN formulation. In the Minkowski background, we set \( \alpha = 1, \beta^i = 0, \gamma_{ij} = \delta_{ij}, W = 1, K = 0, \tilde{A}_{ij} = 0, \tilde{A}^i = 0 \), and change \( \tilde{D}_i \) to \( i k_i \) in (4.1)–(4.5). In addition, \( f_{ij} = h_{ij} = \delta_{ij} \) because of the Cartesian coordinates in this case. Then, the CPEs become

\[
\begin{align*}
\partial_t \hat{\mathcal{H}} &= -2k^2 \hat{A}, \\
\partial_t \hat{\mathcal{M}}_i &= \frac{n-2}{2n} i k_i \hat{\mathcal{H}} - \frac{1}{2} k_i k_j \hat{\mathcal{G}}^j + k^2 \delta_{ij} \hat{\mathcal{G}}^j, \\
\partial_t \hat{\mathcal{G}}^i &= 2 \delta^{ij} \hat{\mathcal{M}}_j - i k_j \delta^{ij} \hat{A}, \\
\partial_t \hat{S} &= -2 \hat{A}, \\
\partial_t \hat{A} &= 0,
\end{align*}
\]

where \( k = |\vec{k}| \) and \( k_i \) is the component of \( \vec{k} \), namely, \( \vec{k} = (k_1, k_2, k_3, \ldots) \). Therefore, the CAFs in the Minkowski background in the cBSSN formulation are

\[
\text{CAFs} = \left( 0, 0, 0, \pm k, \pm \sqrt{2} k (\times (n-1)) \right),
\]

where \( \times \) denotes the number of iterations. We consider that the CPEs are \( 2n + 3 \) equations in total; thus, the number of CAFs is \( 2n + 3 \). There are three zero values, \( n \) positive real values, and \( n \) negative real values. That is, this system contains modes with growing numerical error due to the existence of positive CAFs, and modes with decaying errors due to the existence of negative CAFs. This means that the stability of the cBSSN formulation in the Minkowski background is low because of the existences of the positive CAFs. According to [44], the CAFs of the BSSN formulation in the case of \( n = 3 \) in the Minkowski background are \( (0, 0, 0, \pm i k (\times 6)) \). Since the CAFs of the BSSN
formulation do not include any positive real values, the cBSSN formulation is less stable than the BSSN formulation. However, if we add the adjusted terms to the evolution equations of the cBSSN formulation so that the modes with growing error disappear, then the adjusted system is more stable than the BSSN formulation.

The equations for, \( \partial_t \tilde{H} \) (5.1), \( \partial_t \tilde{G}^i \) (5.3), and \( \partial_t \tilde{S} \) (5.4) contain \( \tilde{A} \) on the right-hand side. If \( \partial_t \tilde{\gamma}_{ij} \) or \( \partial_t \tilde{A}_{ij} \) is modified, the CAFs are expected to be affected. Thus, in the Minkowski background, we adjust (2.13). The adjusted terms are essentially composed of the product of the constant \( \kappa \), the lapse function or the shift vector (or its derivative), and the constraint (or its derivative). The effect of the adjusted terms in the evolution equations of the dynamical variables on CPEs is seen in the variation of the constraints, which is explicitly shown in Appendix. We suggest two adjustments for the dimension \( n = 3 \).

5.1.1. Case I We add the adjusted term to (2.13) as

\[
\partial_t \tilde{\gamma}_{ij} = [\text{original terms}] + \kappa \alpha \tilde{D}_{ij}(\mathcal{M}).
\] (5.7)

The real parts of nine CAFs in the Minkowski background are shown in Figure 1. This graph provides some information on the numerical stability with respect to each damping parameter \( \kappa \). For example, in the case of \( \kappa = 0 \), the CAFs are 0, \( \pm k \), and \( \pm \sqrt{2}k \), as can be seen from (5.6). In the case of \( \kappa \leq -6 \), the system is more stable than that in the case of \( \kappa = 0 \) because the positive real part of the CAFs disappears. In contrast, if \( \kappa \) is set to more than zero, this system is less stable than that in the case of \( \kappa = 0 \) because some positive real parts of the CAFs become larger. In conclusion, \( \kappa = -6 \) is the best value for tuning the damping parameter according to this graph, but we consider that
the best value of $\kappa$ determined from this graph is not necessarily the same as that in real simulations. It is important to know the sign of $\kappa$. The discrepancy between the results of analyzing the CAFs and the actual simulations is mainly caused by the lack of information on the discretization. As mentioned in Section 3.2, the damping parameter $\kappa$ depends on the numerical grid. This is because the numerical errors are partly caused by the truncation errors in the evolution equations; thus, the magnitudes of the modified terms depend on the numerical grid. On the other hand, we obtain the sign of $\kappa$ from the CAFs from the analytical result at a continuous level. Therefore, the sign of $\kappa$ is irrelevant to the discrete information such as the numerical grid.

In this case, the CAFs are explicitly expressed as

$$\text{CAFs} = \left(0, 0, 0, \pm \frac{k\sqrt{4 + \kappa k^2}}{\sqrt{2}}, \pm \frac{k\sqrt{4 + \kappa k^2}}{\sqrt{2}}, \pm \frac{k\sqrt{6 + \kappa k^2}}{\sqrt{2}} \right). \quad (5.8)$$

If we set $\kappa k^2 \leq -6$, there are three zeros and six imaginary numbers. As described at the beginning of this section, the cBSSN formulation is less stable than the BSSN formulation. In this case, we conclude that the modified cBSSN formulation with the adjusted equation (5.7) having a negative $\kappa$ is expected to have the same stability as the BSSN formulation in actual simulations.

From (5.8), the negative and positive real parts of the CAFs appear simultaneously when we set $\kappa > -6/k^2$. On the other hand, when $\kappa < -6/k^2$, the CAFs only include the imaginary part. Thus, the stability of the cBSSN formulation using (5.7) is low. We remark that the adjusted term appears to be effective for the stability if the system breaks time-reversal symmetry [44]. Here, time-reversal symmetry refers to the parity of a variable not changing if the time derivative is set to the opposite direction. Therefore, we consider adjusted terms that break time-reversal symmetry in the next case.

5.1.2. Case II  Next, we add the adjusted term to (2.13) as

$$\partial_t \tilde{\gamma}_{ij} = \left[\text{original terms}\right] + \kappa \alpha \tilde{D}_{(ij)G_{j}}. \quad (5.9(5.9)$$

The time-reversal parity of the left-hand side of (5.9) changes because $\tilde{\gamma}_{ij}$ does not change with the time direction. On the other hand, the parity of the original terms on the right-hand side of (5.9), namely, the right-hand side of (2.13), changes with the time direction. However, the parity of the adjusted term of (5.9), which is $\alpha \tilde{D}_{(ij)G_{j}}$, does not change with the time direction. Thus, the adjustment breaks the time-reversal parity and the stability appears to be improved by the adjustment.

Figure 2 shows the CAFs with the same numerical settings as in Figure 1 except for the adjusted term of $\tilde{\gamma}_{ij}$. As $\kappa$ increases, some positive real parts of the CAFs become larger and some negative real parts of the CAFs approach zero, and the opposite occurs with decreasing $\kappa$. Since all the real parts of the CAFs for $\kappa < 0$ are smaller than those for $\kappa = 0$, the adjusted system using (5.9) is more stable than the unadjusted system of the cBSSN formulation.

Although covariance is obtained, the stability is lost when changing from the BSSN formulation to the cBSSN formulation. For the two adjusted cases expressed by (5.7)
and (5.9), we show the possibility of constructing more stable systems for the cBSSN formulation. In Case I, we show the construction of a system with the same stability as the BSSN formulation. We also show the construction of a more stable system than the unadjusted cBSSN formulation in Case II. It is expected that more stable systems can be constructed using other adjustments such as multiple adjustments based on (5.7) and (5.9).

5.2. Schwarzschild background

Next, we consider the Schwarzschild background. The Schwarzschild metric is given as

\[ ds^2 = -\left(1 - \frac{2M}{r}\right) dt^2 + \left(1 - \frac{2M}{r}\right)^{-1} dr^2 + r^2 d\theta^2 + r^2 \sin^2 \theta d\varphi^2. \]  

(5.10)

In this background, we adopt polar coordinates and \( f_{ij} = h_{ij} = \text{diag}(1, r^2, r^2 \sin^2 \theta) \). Figure 3 shows the maximal real part of the CAFs in the Schwarzschild background with the adjustment

\[ \partial_t \tilde{A}^i = \text{[original terms]} + \kappa \alpha \left( W + \frac{2}{3} \right)^2 M^i. \]  

(5.11)

In this figure, lines are drawn for \( 2.001 \leq r/M \leq 5 \) because of the singularity at \( r = 2M \). The solid line in Figure 3 shows the maximal real part of the CAFs with the unadjusted system of the cBSSN formulation in the Schwarzschild background. The horizontal axis indicates the radius divided by the mass \( r/M \). We see that the cBSSN formulation becomes stable from \( r = 5M \) to \( r = 2M \). On the other hand, in [45], the ADM formulation becomes unstable from \( r = 5M \) to \( r = 2M \) in the Schwarzschild background. For the adjusted cBSSN formulation with (5.11), the formulation is more stable with the damping parameter \( \kappa = -0.7 \) than with \( \kappa = 0.7 \). This means that negative values of \( \kappa \) gives a higher stability than non-negative values of \( \kappa \).
Figure 3. Maximal real part of the CAFs in the Schwarzschild background obtained using (2.12)–(2.16) and (5.11) with the wave vector set to $\vec{k} = (1, 1, 1)$. The horizontal axis indicates the radius divided by the mass $r/M$, and the vertical axis indicates the maximal real part of each CAF ($\text{Max}(\text{Re}(\text{CAF}))$). Since $r = 2M$ is a singularity, these lines are drawn for $2.001 \leq r/M \leq 5$. $\kappa$ is the damping parameter of (5.11). The solid line show the result for $\kappa = 0$, the dotted line shows that for $\kappa = -0.7$, and the dashed line shows that for $\kappa = 0.7$. $\kappa = 0$ is consistent with the case of the unadjusted cBSSN formulation.

In this case, we comment on why the maximal real part of the CAFs becomes smaller toward the event horizon of $r = 2M$. For the ADM formulation, the stability of the system decreases toward the event horizon from $r > 2M$ [45]. For the cBSSN formulation, the constraint propagation equations (4.1)–(4.5) are represented by the dominant terms in the Schwarzschild background as

$$\partial_t \mathcal{H} = -2(\tilde{D}^j\alpha)W^2\mathcal{M}_j + 2\alpha W(\tilde{D}^jW)\mathcal{M}_j,$$

(5.12)

$$\partial_t \mathcal{M}_i = \frac{1}{6}\alpha \tilde{D}_i \mathcal{H} + \frac{1}{2}\alpha W^2(\tilde{D}_i\tilde{D}_k G^k) - \alpha W^2(\tilde{D}^m \tilde{D}_m G_i),$$

(5.13)

$$\partial_t G^i = 2\alpha \tilde{\gamma}^{ij} \mathcal{M}_j,$$

(5.14)

$$\partial_t \mathcal{S} = 0,$$

(5.15)

$$\partial_t \mathcal{A} = 0.$$  

(5.16)

Here, $K = 0$, $\beta^i = 0$, and $\tilde{A}^{ij} = 0$ in the Schwarzschild background, then $\mathcal{A} = 0$ because $\partial_t \mathcal{A} = 0$ and $\mathcal{S} = 0$ because $\partial_t \mathcal{S} = 0$ in the above expression. For the range of $2 < r/M < 5$, the magnitudes of $\alpha$ and $W$ approximately satisfy $|\alpha| < |W| < 1$ and $|\alpha \tilde{\gamma}^{ij}| < |\alpha W(\tilde{D}^i W)| < |(\tilde{D}^i \alpha)W^2| < |\alpha W^2|$. Thus, the behavior of the maximal real part of CAFs almost follows that of $\alpha W^2$. Since the magnitudes of both $\alpha$ and $W$ decrease toward $r = 2M$, the line in the case of $\kappa = 0$ in Figure 3 drops from $r > 2M$ toward $r = 2M$.

5.3. Kerr background

Finally, we consider the Kerr background. The metric in Boyer–Lindquist coordinates is given as

$$ds^2 = -\left(1 - \frac{2Mr}{\Delta}\right)dt^2 - \frac{4\alpha Mr \sin^2 \theta}{\Sigma}dtd\varphi + \frac{\Sigma}{\Delta}dr^2$$
On the stability of covariant BSSN formulation

\[ + \Sigma d\theta^2 + \left( r^2 + a^2 + \frac{2a^2Mr\sin^2\theta}{\Sigma} \right) \sin^2\theta d\varphi^2, \]  

(5.17)

where \( \Delta = r^2 - 2Mr + a^2 \) and \( \Sigma = r^2 + a^2 \cos^2\theta \). One of the differences between the Schwarzschild metric and the Kerr metric is the existence of the shift term, i.e., the cross term of \( dt d\varphi \) in (5.17). Thus, the shift vector \( \beta^i \) in the spacetime–decomposed component is not zero. Then, we add the adjusted terms with the \( \beta^i \) component to the \( \bar{\Lambda}^i \) evolution equation:

\[ \partial_t \bar{\Lambda}^i = \text{[original terms]} + \kappa \{ \alpha (W + W^2)M^i \] 

\[ + c\beta^i (\tilde{D}_j \log(W^2 + 1)) \bar{\Lambda}^j \}, \]  

(5.18)

where \( c \) is a constant used to match the physical dimension. Here, we set \( c = 1/2 \).

**Figure 4.** As Figure 3 except for the background metric and the adjusted equations. These graphs are drawn for the Kerr background metric with (2.12)–(2.16) and (5.18). The upper left and right panel are drawn with the rotating parameter \( a = 0.5 \) and \( a = -0.5 \), respectively, in the range of \( 2.001 \leq r/M \leq 5 \). For upper two panels, the solid line represents the damping parameter \( \kappa = 0 \), the dotted line represents \( \kappa = -0.7 \), and the dashed line represents \( \kappa = 0.7 \). For the lower panel, the thin dotted line represents \( a = 0.5 \) and \( \kappa = -0.7 \), and the thick dotted line represents \( a = -0.5 \) and \( \kappa = -0.7 \). The lower panel is drawn with only two cases, the parameter \( a = 0.5, \kappa = -0.7 \) and \( a = -0.5, \kappa = -0.7 \) in the range of \( 2.001 \leq r/M \leq 2.5 \). These two lines are slightly different in the range of \( r/M < 2.2 \). In the other range, they overlap. The lines with \( \kappa = 0.7 \), and the ones with \( \kappa = 0 \) in the upper panels overlap, respectively.

Figure 4 shows the maximal real part of CAFs in the Kerr background for the rotating parameter \( a = 0.5 \) and \( a = -0.5 \), and as the damping parameter in (5.18) \( \kappa = -0.7, 0, \) and \( 0.7 \). By comparing the solid line in Figures 3 and 4 we see that the maximal real part of the CAFs in the Kerr background is larger than that in the
Schwarzschild background. This result indicates that the cBSSN formulation in the Kerr background is less stable than that in the Schwarzschild background. In the cases of $\kappa = 0.7$ and $\kappa = 0$ in the top panels, the system is less stable than that in the case of no adjustment. On the other hand, the system in the case of the negative damping parameter, $\kappa = -0.7$, has totally good effect. From the lower panel in Figure 4, we see a slight difference in the dotted line ($\kappa = -0.7$) near $r = 2M$. This difference seems to be caused by the adjusted term $c\beta^i(\tilde{D}_j\log(W^2 + 1))\tilde{\Lambda}^jH$ in (5.18). This is because the sign of $\beta^i$ is consistent with that of the rotating parameter $a$. We conclude that the negative values of the damping parameter are effective with the adjustment (5.18).

The main reason for the decrease in the maximal real part of the CAFs from $r > 2M$ to $r = 2M$ is the same as that for the Schwarzschild background. For the Kerr metric, some terms contain the rotating parameter $a$. Compared with the total mass $M$, the rotating parameter is small. Then, since the effect of the terms with the rotating parameter on the CAF is small, the behaviors are almost the same as in the Schwarzschild case.

6. Summary

We reviewed the construction of the covariant BSSN (cBSSN) formulation and the eigenvalue analysis of the evolution equations of constraints. In addition, a method of forming a stable dynamical system with constraints, referred to as the adjusted system, was shown. Also, we introduced the covariant form of the constraint propagation equations (CPEs), which are the evolution equations of constraints.

To study the stability of the cBSSN formulation, we calculated the constraint amplification factors (CAFs), which are the eigenvalues of the coefficient matrix of CPEs, in the Minkowski, Schwarzschild, and Kerr backgrounds. We found that the cBSSN formulation is unstable, consistent with the original BSSN formulation, but showed that it is possible to improve the numerical stability so that a simulation becomes stable for some adjusted systems from the CAFs in the Minkowski background. Next, for the Schwarzschild background, we proposed an adjusted formulation that is more stable than the unadjusted one with a negative damping parameter. In addition, we commented that the maximal real part of the CAFs becomes smaller from the outside of the event horizon, $r > 2M$, to $r = 2M$. As the final example of the background, we showed the CAFs in the Kerr metric. We suggested an adjusted formulation and showed that it was more stable than the unadjusted formulation with the negative damping parameter. We also investigated the effect of the rotating parameter $a$ and found that the stability deteriorates if $a \neq 0$. There is almost no difference for different signs of the rotating parameter.

In this paper, we suggested some adjustments and calculated the CAFs. There are several reported cases where the stability of the CAFs coincides with that of the numerical calculations [12, 43, 49, 50]; thus, it is expected that the numerical calculations are more stable when using the adjustments. This is under investigation and will be
reported in the near future.
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We derive the total derivative of the constraint equations. These equations are very useful to investigate the difference of the constraint equations easily if we change the constraint equations by adjustment of the evolution equations.

\[
\delta \mathcal{H} = \{2W \tilde{R} + (2n - 2)(\tilde{D}^k \tilde{D}_k W)\}\delta W + (2n - 2n^2)(\tilde{D}^k W)(\tilde{D}_k \delta W) \\
+ (2n - 2)W(\tilde{D}^k \delta \tilde{D}_k W) + \{-W^2 \tilde{F}_{mn} + W^2 \tilde{D}^m \tilde{G}^n - W^2 \Delta^{mn} g^{kp}\} \delta \tilde{\gamma}_{mn} \\
+ (n^2 - n)(\tilde{D}^m W)(\tilde{D}_m W) + 2 \tilde{A}^n_i \tilde{A}^{ni} + (2 - 2n)W(\tilde{D}^m \tilde{D}_m W) \\
+ W^2(\tilde{D}_k \Delta^{kmn}) - W^2 \Delta^{kp} \Delta^{qmn}\} \delta \tilde{\gamma}_{mn} \\
+ \{(2 - 2n)W(\tilde{D}^i W)\tilde{\gamma}^{im} + (n - 1)W(\tilde{D}^i W)\tilde{\gamma}^{im} + W^2 \Delta^{imn}\} \\
+ W^2 \Delta^{kn} \tilde{\gamma}^{ln} - \frac{1}{2} W^2 \Delta^{kn} \tilde{\ell} \tilde{\gamma}^{mn}\} \tilde{\delta} \tilde{\gamma}_{mn} \\
- \frac{1}{2} W^2 \tilde{\gamma}^{lp} \tilde{\gamma}^{mn} (\tilde{D}_l \tilde{D}_p \tilde{\delta} \tilde{\gamma}_{mn}) + \frac{2n - 2}{n} K(\delta K) \\
- 2 \tilde{A}_{mn}(\tilde{\delta} \tilde{A}_{mn}) - W^2 \Delta^{kj} \delta \tilde{\lambda}^j + W^2 \tilde{D}_j \delta \tilde{\lambda}^j - 16\pi \rho_H, \quad (A.1)
\]

\[
\delta \mathcal{M}_i = n \tilde{A}^j_i W^{-2}(\tilde{D}_j W)(\delta W) - n \tilde{A}^j_i W^{-1}(\tilde{D}_j \delta W) \\
+ \{n \tilde{A}^m_i W^{-1}(\tilde{D}^n W) - (\tilde{D}^m \tilde{A}^n_i)\}(\delta \tilde{\gamma}_{mn}) \\
+ \left(-\tilde{A}^m_n \tilde{\gamma}^{im} - \frac{1}{2} \tilde{A}^{mn} \tilde{\gamma}^{il} + \frac{1}{2} \tilde{A}^{il} \tilde{\gamma}^{mn}\right) (\tilde{D}_i \delta \tilde{\gamma}_{mn}) \\
+ \frac{1 - n}{n} (\tilde{D}_i \delta K) - nW^{-1}(\tilde{D}^m W)\delta^n_i(\delta \tilde{A}_{mn}) + \delta^n_i \tilde{\gamma}^{ln}(\tilde{D}_l \delta \tilde{A}_{mn}) \\
- 8\pi \delta J_i, \quad (A.2)
\]

\[
\delta \mathcal{G}^i = \Delta^{imn}(\tilde{\delta} \tilde{\gamma}_{mn}) + \left(-\tilde{\gamma}^{imn} \tilde{\gamma}^{ln} + \frac{1}{2} \tilde{\gamma}^{imn} \tilde{\gamma}^{ln}\right) (\tilde{D}_i \delta \tilde{\gamma}_{mn}) + \delta \tilde{\lambda}^i, \quad (A.3)
\]

\[
\delta \mathcal{S} = \frac{\det(\delta \tilde{\gamma}_{ij}) \gamma^{mn}}{\det(f_{ij})} (\delta \tilde{\gamma}_{mn}), \quad (A.4)
\]
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\[ \delta \mathcal{A} = - \tilde{A}^{mn}(\delta \tilde{\gamma}_{mn}) + \tilde{\gamma}^{mn}(\delta \hat{A}_{mn}), \]  

(A.5)

where \( \delta \) denotes the total derivative operator.