SELF-SIMILAR CO-ASCENT PROCESSES AND PALM CALCULUS
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Abstract. We discuss certain renormalised first passage bridges of self-similar processes, generalising the “Brownian co-ascent process” discussed by Panzo (Sém. Prob. L, 2019) and introduced by Rosenbaum and Yor (Sém. Prob. XLVI, 2014). We provide a characterisation of co-ascent processes via Palm measures, namely that the co-ascent of a self-similar process is the process under the Palm distribution associated with its record measure. We use this representation to derive a distributional identity for $\alpha$-stable Lévy-subordinators with $\alpha \in (0, 1)$.
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1. Introduction

Overview. In this note we discuss renormalised first passage bridges, called co-ascent processes, derived from self-similar continuous processes. We argue that these co-ascent process can be represented via Palm measures in a natural way for a large class of self-similar processes and that a suitably rescaled co-ascent process is the canonical choice to define the distribution of a “typical” sample path under the condition that the processes is at its running supremum at a given fixed time.

An important tool in our argumentation is the Palm distribution associated with the record measure of a given process. If the underlying process possesses some shift-invariance property, such as stationary increments, the record measure is usually not well behaved with respect to shifts of the underlying path space. This complicates the use of standard results from Palm theory. It is therefore natural to work with self-similar processes and use rescalings instead of shifts on the path space. A logarithmic change of coordinates then allows us prove our
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results in the more familiar framework of shifts. Our main result, Theorem 10, can be informally stated as “The co-ascent process $X^a$ of a self-similar process $X$ is Palm distributed with respect to the record measure $\mu$ of $X$”. This yields a natural interpretation of co-ascent processes in terms of Palm distributions. As an application of our results, we derive a novel distributional identity for self-similar pure jump processes in Corollaries 3 and 4.

Let us now briefly discuss the background of the present work, first in the context of path transformations of Brownian motion and then in the context of Palm theory for stochastic processes.

**Brownian co-ascent and related processes.** As a motivational example, we first consider the Brownian case. Let $B = (B_t)_{t \geq 0}$ be a standard Brownian motion. Recall that $B$ is the unique continuous Gaussian process which satisfies $\mathbb{E}B_t^2 = 1$, has stationary increments and is also $1/2$-self-similar, i.e. for any $c > 0$,

$$\left( \frac{1}{\sqrt{c}} B_{ct} \right)_{t \geq 0} \overset{d}{=} (B_t)_{t \geq 0},$$

where $\overset{d}{=}$ denotes equality in distribution. Let $T_1 = \inf\{s > 0 : B_s = 1\}$ denote the first hitting time of level 1. We call the process $B^a_t$ defined by

$$(1) \quad B^a_t := \frac{1}{\sqrt{T_1}} B_{tT_1}, \quad t \geq 0,$$

the (extended) co-ascent process associated to $B$. We use the qualifier ‘extended’ because we consider $B^a_t$ for all positive times, whereas originally the definition only included the interval $[0, 1]$. The name Brownian co-ascent for the process $(B^a_t)_{0 \leq t \leq 1}$ was coined recently by Panzo [22], who established the relation

$$(B^a_s)_{0 \leq s \leq 1} = (m_1 - m_{1-s})_{0 \leq s \leq 1},$$

where $(m_s)_{0 \leq s \leq 1}$ is the Brownian co-meander, which is obtained by running the Brownian excursion straddling 1 backwards from its endpoint to time 1 and rescaling it to unit duration. Hence the Brownian co-ascent process can be related to the Brownian co-meander in the same fashion as the Brownian ascent is related to the Brownian meander. We refer the reader to [22] for a discussion of these different path transformations of Brownian motion and a more comprehensive overview of their relations with each other. Related constructions for Brownian motion had been amply investigated before: let $U \in [0, 1]$ be
uniform and independent of $B$ and define the random variable
\[ \alpha = B^a_U. \]

The distribution of $\alpha$ was studied by Elie et al. in [5] and shown to appear in many interesting distributional identities for functionals derived from Brownian motion, see also [24, 25]. The random variable $\alpha$ is intimately connected to the pseudo-Brownian bridge introduced by Biane et al. in [4], which is formally obtained by replacing the first hitting time $T_1$ in the definition (1) by the first hitting time of level 1 of Brownian local time at 0. Note further that, conditional on $B^a_T = \lambda$, the co-ascent process is a Brownian first passage bridge to level $\lambda$. These processes are discussed e.g. in [3].

It is immediate from an application of the strong Markov property to $B$ at the stopping time $T_1$ that $(B^a_{T_1+s} - B^a_{T_1})_{s \geq 0}$ is a Brownian motion independent of $(B^a_s)_{0 \leq s \leq 1}$. It is also straightforward to see that $B^a$ cannot be a self-similar process, because it achieves its running maximum at $t = 1$, but any space-time rescaling by a non-trivial factor yields a process that a.s. does not have this property. However, we will see below that $B^a$ is self-similar under rescaling by first hitting times. This is a manifestation of a well known feature of Palm distributions of diffuse random measures called mass-stationarity, see (7) below.

**Palm theory and some of its applications.** Palm calculus was originally developed to study inter-arrival times in point processes [21]. Later, Mecke [16] generalised the notion to random measures on locally compact Abelian groups. The idea of applying Palm calculus to random measures (or equivalently additive functionals) derived from stochastic process is also classical, in particular in the study of local times of Markov process, see e.g. [7] and the references there and for stationary processes, see e.g. [6]. In the late 1980’s, Zähle developed a general method to study fractal properties of a large class of measures obtained from general self-similar processes with stationary increments [28], based on the Palm calculus of self-similar random measures put forward in [26, 27].

More recently, in [8, 9, 13, 11, 15], Last et al. proved a number of characterisation theorems for Palm measures, some of which we apply in Section 2 in the self-similar setting.

From the point of view of applications in the context of stochastic processes, Palm theory has proven very fruitful in tackling problems related to embedding distributions (of random variables or random functions) into Brownian paths, see [11, 23, 20, 12], and also [19] for an application in discrete time. For non-Markovian processes, a related
technique based on Zähle’s approach in [28] has been employed in [18] to derive the persistence exponent for local times of self-similar processes with stationary increments.

In all examples above, Palm measures are defined for processes exhibiting some shift-invariance property such as stationarity or stationarity of increments. Since we deal with self-similar processes, we need to perform most of our calculation under a logarithmic rescaling of space and time. Note that we focus on record measures of self-similar processes, which possess (even in the stationary or stationary increment case) no inherent shift-invariance, unlike e.g. occupation measures or local times.

Via the first hitting time $T_1$ in (1), record measures are related to the co-ascent process. Below, we identify $T_1$ as ‘typical’ record time in the sense advocated by Last and Thorisson in [14] and intimately connected to Palm measures. In fact, Palm measures are often described intuitively as ‘having a typical point at the origin’, which is the point 1 in our set up. The co-ascent process is the original process seen from a typical record, or more aptly, seen on the scale of a typical record.

We remark that we only treat co-ascents to positive levels, i.e. positive records but all arguments carry over to the case of ‘descent processes’ and negative records by considering $-X$ instead of the process $X$.

Outline of the following sections. We develop the general setup and prove our main results in Section 2. Section 3 is devoted to some concluding remarks and open questions.

2. General set up and results

Co-ascent processes. Let us now introduce co-ascent processes in a general form. Throughout $X = (X_t)_{t \geq 0}$ is $H$-self-similar for some $H \in (0, 1)$, i.e. for any $c > 0$ we have

\begin{equation}
(c^{-H}X_{ct})_{t \geq 0} \overset{d}{=} (X_t)_{t \geq 0}.
\end{equation}

We further assume that $X$ is ergodic and a.s. admits a version with continuous paths. We always identify $X$ with this version. Note that continuity and self-similarity imply that necessarily $X_0 = 0$ a.s. The running supremum process $M = (M_t)_{t \geq 0}$ with $M_t = \sup_{0 \leq s \leq t} X_s$ is assumed to satisfy $\mathbb{P}(M_1 > 0) = 1$. In this case, (2) implies that $M_\varepsilon > 0$ a.s. for any $\varepsilon > 0$ and that $\lim_{t \to \infty} M_t = \infty$ a.s. We set $T_x = \inf\{t \geq 0 : X_t > x\}, x \geq 0$ and note in passing, that $M$ is $H$-self-similar, $T = (T_x)_{x \geq 0}$ is the right-continuous inverse of $M$ and,
consequently, $T$ is $1/\nu$-self-similar. The \textit{(extended) co-ascent process} $X^a$ of $X$ is given by
\begin{equation}
X^a_t = T^{-H}_1 X_{T^1_t}, \quad t \geq 0.
\end{equation}

To conclude our introduction of $X^a$, we remark that the choice of the passage time in \eqref{eq:co-ascent} plays no role.

\textbf{Lemma 1.} Fix $x > 0$ and set $X^a_t(x) = T^{-H}_x X_{T^1_x t}, t \geq 0$. The corresponding process $X^a(x)$ is equal in distribution to $X^a(1) = X^a$.

\textbf{Proof.} This is a direct consequence of the scaling property \eqref{eq:scaling}. Consider the pair $(Y, S)$ given by
\begin{equation}
(Y_s, S_y) = \left(\frac{1}{x} X_{x^{1/H} s}, \frac{1}{x^{1/H}} T_{yx}\right), \quad s \geq 0, y \geq 0,
\end{equation}
and observe that $S_y, y \geq 0$ are precisely the first passage times of the space-time rescaled process $Y$. On one hand we have $(Y, S) \overset{d}{=} (X, T)$ by self-similarity and consequently $X^a \overset{d}{=} Y^a$ and on the other hand we have
\begin{equation}
Y^a_s = S^{-H}_1 Y_{S_1} = x T^{-H}_x x^{-1} X_{x^{1\nu} x^{-1\nu} T_x} = X^a_s(x), \quad s \geq 0,
\end{equation}
which concludes the proof. \hfill \Box

$(X^a_t)_{0 \leq t \leq 1}$ can be interpreted as the rescaled ascension of $X$ to a ‘typical level’. The rescaling removes information about the specific choice of the level $x$ in the sense that the original path of $X$ can be recovered from $X^a$ given $x$, but not without the knowledge of $x$. Although $X^a$ is not $H$-self-similar, it is $H$-self-similar under rescaling by first passage times.

\textbf{Theorem 2.} Let $X$ be a continuous $H$-self-similar ergodic process with running supremum $M$ where $\mathbb{E} M_1 < \infty$. Then
\begin{equation}
(X^a)^a \overset{d}{=} X^a.
\end{equation}

Theorem 2 is derived below as a consequence of Theorem 10. Note that even in the Brownian case, Theorem 2 has non-trivial consequences.

\textbf{Corollary 3.} Let $(S_x)_{x \geq 0}$ denote the $1/2$-stable Lévy subordinator renormalised such that $S_1 \overset{d}{=} \inf \{s : B_s > 1\}$, where $B$ is standard Brownian motion. Then we have the distributional identity
\begin{equation}
\frac{1}{S_1} S_{S_1^{1/2}} \overset{d}{=} S_1.
\end{equation}

Corollary 3 is a special case of the following more general observation.
Corollary 4. If \((S_x)_{x \geq 0}\) is a strictly increasing \(1/H\)-self-similar pure jump process, then
\[
\frac{1}{S_x} S_{x S_x^{1/H}} \overset{d}{=} S_x, \quad x > 0.
\]

Proof. We first deal with \(x = 1\). Since \(S\) is pure jump and monotone, its right continuous inverse \(Y = S^{-1}\) is well-defined and continuous. Moreover, \(Y\) is \(H\)-self-similar and we have \(Y^a_1 = S_{1/H}^{-1}\), whilst
\[
(Y^a_1)^a = \inf\{t : Y_t^a > 1\}^{-H} = \inf\{t : Y_{ts_1} > S_{1/H}^1\}^{-H} = S_{1/H}^1 \inf\{s : Y_s > S_{1/H}^1\}^{-H},
\]
hence by Theorem 2
\[
S_{1/H}^{-H} \overset{d}{=} \left( \frac{1}{S_{1/H}} S_{S_t^H} \right)^{-H},
\]
and the assertion follows. For general \(x\), the same calculation for the process \(Y^a(x)\) defined in Lemma 1 yields the result. \(\square\)

Processes and measures with invariance properties. We now take a more abstract point of view that does not only take the process \(X\) into account but also associated measures. For technical reasons, we switch between self-similar and stationary processes, thus we introduce both settings. Let \((\Omega, \mathcal{A})\) denote a measure space and \(((G, \ast), \mathcal{G})\) a measurable group that acts measurably on \(\Omega\), i.e. \(\omega \mapsto g\omega\) is \(\mathcal{A}\)-measurable for any fixed \(g \in G\) and \((\omega, g) \mapsto g\omega\) is \(\mathcal{A} \otimes \mathcal{G}\)-measurable. A measure \(P\) on \((\Omega, \mathcal{A})\) is called \(\mathcal{G}\)-invariant, if \(P \circ g = P\) for all \(g \in G\). Let now \((\hat{\Omega}, \hat{\mathcal{A}})\) denote another measure space on which a measurable group \((\hat{G}, \bullet)\) acts measurably and assume that there is an injective morphism \(\hat{G} \hookrightarrow G\).

The random variable \(X : \Omega \to \hat{\Omega}\) is called \(\hat{G}\)-covariant, if
\[
g X(\omega) = X(i(g)\omega), \quad g \in \hat{G}, \omega \in \Omega,
\]
or, more compactly,
\[
X \circ g = i(g) \circ X, \quad g \in \hat{G}.
\]
Throughout, we assume that \(G\) has a subgroup \(G'\) which is isomorphic to \((\mathbb{R}, +)\), which we represent as \(G' = (g_s, s \in \mathbb{R})\) with \(g_s \ast g_t = g_{s+t}\) for all \(s, t \in \mathbb{R}\). Let \(\mathcal{C}_0(\mathbb{R}_{\geq 0}, \mathbb{R})\) denote the space of all continuous functions \(f\) on \(\mathbb{R}_{\geq 0}\) satisfying \(f(0) = 0\), equipped with the topology of uniform convergence and the corresponding Borel-\(\sigma\)-field \(\mathcal{F}_0\). For fixed \(H \in (0, 1)\) we consider the group \(S(H) = (s_r)_{r > 0}\) of scaling maps acting on \(\mathcal{C}_0(\mathbb{R}_{\geq 0}, \mathbb{R})\) via
\[
(s_r f)_t := r^{-H} f_{rt}, \quad t \geq 0, r > 0, f \in \mathcal{C}_0(\mathbb{R}_{\geq 0}, \mathbb{R}).
\]
Any \( H \)-self-similar process can now be obtained via a corresponding \( S(H) \)-covariant random variable \( X : \Omega \to C_0(\mathbb{R}_{\geq 0}, \mathbb{R}) \) from an invariant probability measure \( \mathbb{P} \) on \( \Omega \). Note that for this identification we may and shall always use the injection \( s_r \mapsto g_{\log r r > 0} \). The corresponding distribution \( \mathbb{P} \circ X^{-1} \) on \( C_0(\mathbb{R}_{\geq 0}, \mathbb{R}) \) is then \( H \)-scale-invariant, since for any \( r > 0 \),

\[
\mathbb{P}(s, X(\omega) \in F) = \mathbb{P}(X(g_{\log r} \omega) \in F) = \mathbb{P}(X(\omega) \in F), \quad F \in \mathcal{F}_0.
\]

Similarly, we obtain any stationary process via a corresponding \( \Theta \)-covariant map \( \hat{X} : \Omega \to C(\mathbb{R}, \mathbb{R}) \), where \( C(\mathbb{R}, \mathbb{R}) \) is the space of all continuous functions equipped with the topology of uniform convergence and the corresponding Borel-\( \sigma \)-field \( \mathcal{F} \). Here \( \Theta = (\theta_t)_{t \in \mathbb{R}} \) is the group of shifts acting on paths via

\[
(\theta_t f)_s = f_{s+t}, \quad s \in \mathbb{R}, t \in \mathbb{R}, f \in C(\mathbb{R}, \mathbb{R}),
\]

and we canonically embed \( \Theta \) into \( G \) through \( \theta_t \mapsto g_t \). Define now, for fixed \( H \in (0, 1) \), the map \( L_H : C_0(\mathbb{R}_{\geq 0}, \mathbb{R}) \to C(\mathbb{R}, \mathbb{R}) \) via

\[
L_H f_t = e^{-Ht} f_{t^*}, \quad t \in \mathbb{R}.
\]

It is well known, see [10], (and straightforward to check) that \( \hat{\mathbb{P}} \) on \( C(\mathbb{R}, \mathbb{R}) \) is shift-invariant if and only if \( \hat{\mathbb{P}} = Q \circ L^{-1}_H \) for some \( H \)-scale invariant \( Q \) on \( C_0(\mathbb{R}_{\geq 0}, \mathbb{R}) \). In particular, \( L_H \) induces a 1-to-1 correspondence between stationary processes and self-similar processes, if we define its inverse as

\[
L^{-1}_H f_0 = 0, \quad L^{-1}_H f_t = t^H f_{\log t}, \quad t > 0, f \in C(\mathbb{R}, \mathbb{R}).
\]

To save notation, we write for the remainder of the paper \( \hat{X} = L_H \circ X \), i.e. if \( X \) is an \( H \)-self-similar process, then \( \hat{X} \) is its stationary Lamperti representation.

Let now \( \mathcal{M} \) denote the space of all locally finite measures over the real Borel-\( \sigma \)-field \( \mathcal{B}(\mathbb{R}) \) and let \( \mathcal{M}_0 \) denote the space of all locally finite measures \( m \) on \( \mathcal{B}(\mathbb{R}_{\geq 0}) \) with \( m(\{0\}) = 0 \). Both \( \mathcal{M} \) and \( \mathcal{M}_0 \) are equipped with their Borel-\( \sigma \)-fields. Random variables \( \xi : \Omega \to \mathcal{M} \), \( \xi^0 : \Omega \to \mathcal{M}_0 \) are random measures and we denote their associated additive functionals (or distribution functions) by

\[
\xi_t^0 = \xi^0((0, t]), \quad t \geq 0,
\]

and

\[
\xi_t = \begin{cases} 
\xi((0, t]), & t \geq 0 \\
\xi((-t, 0]], & t < 0.
\end{cases}
\]

We fit random measures into the framework above by saying that \( \xi^0 \) is \( H \)-self-similar, if it is \( S(H) \)-covariant and that \( \xi \) is stationary, if is \( \Theta \)-covariant. Here, the actions of \( S(H) \) and \( \Theta \) on measures are formally defined via their actions on the corresponding additive functional, but
it is straightforward to verify that this corresponds to the usual definition of stationary/self-similar random measure. Note, however, that the Lamperti representation $L_H$ does not apply directly to random measures via their additive functionals, since $L_H^{-1}$ does not map monotone functions to monotone functions. Hence, in case of a self-similar random measure $\xi$, we reserve the notation $(\hat{\xi}_t)_{t \in \mathbb{R}}$ for the additive functional of the measure $\hat{\xi}$ given by

$$\hat{\xi}(C) := \hat{L}_H \xi(C) := \int_0^\infty \mathbb{1}_C(\log x)x^{-H} \xi(dx), \quad C \in \mathcal{B}(\mathbb{R}).$$

Indeed, it is not difficult to show, that the map $L_H$ thus defined extends the Lamperti representation to measures, and in particular provides a one-to-one correspondence between self-similar random measures on $\mathbb{R}_{\geq 0}$ and stationary random measures on $\mathbb{R}$, cf. [26, 1.3].

Our set up so far is summarised in the following diagram:

$$\begin{array}{c}
\Omega \\
\downarrow (X,\xi) \\
C_0(\mathbb{R}_{\geq 0},\mathbb{R}) \times \mathcal{M}_0 \\
\downarrow (\hat{X},\hat{\xi}) \\
C(\mathbb{R},\mathbb{R}) \times \mathcal{M} \\
\downarrow (\hat{L}_H^{-1},\hat{\mathcal{L}}_H^{-1}) \\
\downarrow (L_H^{-1},L_H^{-1}) \\
\end{array}$$

The identification via $L_H$ allows us to infer all necessary results about self-similar processes and measures straightforwardly from their stationary counterparts.

**Remark 5.** Of course, $S(H)$ can be identified with $(\mathbb{R}_{>0},\cdot)$ and $\Theta$ with $(\mathbb{R},+)$ and we could let either group act directly on the path spaces via appropriate definitions (for $H$ fixed). Furthermore, an equivalent approach is to simply set $(\hat{\Omega},\hat{G}) = (C(\mathbb{R},\mathbb{R}) \times \mathcal{M},\hat{\Theta})$ and further $(\tilde{\Omega},\tilde{G}) = (C_0(\mathbb{R}_{\geq 0},\mathbb{R}) \times \mathcal{M}_0,S(H))$ and use the push forward $(L_H^{-1},\hat{L}_H^{-1},\exp)$ for function, measure and group to infer results on self-similar random variables from stationary ones. We chose the above set up with the abstract space $\Omega$ and the $\mathbb{R}$-isomorphic subgroup $G'$ to emphasise the symmetry between the stationary and self-similar world.

**Random measures and Palm distributions.** We now work with a fixed invariant ‘reference’ measure $\mathbb{P}$ (note that $\mathbb{P}$ is assumed to be $\sigma$-finite but does not need to be a probability distribution) on $\Omega$ and denote the corresponding integral/expectation by $E$. Let $(Z,\zeta)$ denote a stationary pair, i.e. the process $Z = (Z_t)_{t \in \mathbb{R}}$ and the random measure
ζ ∈ \mathcal{M} are shift-covariant maps. We say \((Z^o, \zeta^o)\) is a *Palm version* of \((Z, \zeta)\), if for all non-negative measurable functions \(h\) and all compact \(A \subset \mathbb{R}\) of positive Lebesgue measure \(\lambda(A) > 0\),

\[
E(h(Z^o, \zeta^o)) = E \left[ \int_A h(\theta_{-r}(Z, \nu))\zeta(dr) \right] \lambda(A)^{-1}.
\]

Note that here and in the self-similar case, we always interpret the action of a group element such as \(\theta_{-r}\) on the pair \((Z, \zeta)\) component-wise, i.e.

\[
\theta_{-r}(Y, \zeta) = (\theta_{-r}Y, \theta_{-r}\nu).
\]

**Theorem 6.** Let \(X\) be a self-similar ergodic process with supremum process \(M\), where \(EM_1 < \infty\). Let \(\mu\) denote the record measure of \(X\), i.e. \(\mu_t = M_t\), \(t \geq 0\). Define a measure \(\mu^a\) via \(\mu^a_t = M^a_t\). Then \((\hat{X}^a, \hat{\mu}^a)\) is a Palm version of \((\hat{X}, \hat{\mu})\).

Before we prove Theorem 6 below, we develop a few more tools. One can interpret the relation between the random pairs \((Z, \zeta)\) and \((Z^o, \zeta^o)\) in (4) under \(\mathbb{P}\) as a change of measure formula. The measure \(Q_\zeta\) satisfying

\[
\int h \, dQ_\zeta = E \left[ \int_A h \circ g_{-r} \, \zeta(dr) \right] \lambda(A)^{-1},
\]

for given \(A\) as above and any measurable \(h : \Omega \to \mathbb{R}_{\geq 0}\) is called the *Palm measure* of \(\zeta\) with respect to \(\mathbb{P}\). The measure \(Q_\zeta\) is not necessarily a probability measure, but it is easily seen that by stationarity the right hand side of (5) does not depend on the choice of \(A\) and \(Q_\zeta\) is unique up to multiplication by a constant. If \(Q_\zeta(\Omega)\) is finite, then \(P^\circ_\zeta(\cdot) = Q_\zeta(\Omega)^{-1}Q_\zeta(\cdot)\) is called the *Palm distribution* of \(\zeta\) (with respect to \(\mathbb{P}\)), its associated expectation is denoted by \(E^\circ_\zeta\). Equivalently, if \(E_\zeta 1 < \infty\) and \(A\) in (5) has unit length, then \(P^\circ_\zeta = (E^\circ_\zeta)^{-1}Q_\zeta\).

**Proof of Theorem 6.** It suffices to show that \((\hat{X}^a, \hat{\mu}^a)\) is Palm distributed with respect to \(\hat{\mu}\). Note that a Palm distribution exists, since the intensity measure of \(\hat{\mu}\) has Lebesgue density \((1 - H)EM_1 x^{H-1}\) due to self-similarity and thus \(\hat{\mu}\) has finite intensity \((1 - H)EM_1\). Let \(A \in \mathcal{B}(\mathcal{C}([0, \infty)) \otimes \mathcal{B}(\mathcal{M})\) be an arbitrary event. Under the Palm distribution with respect to \(\hat{\mu}\), the probability of \(A\) can be written as

\[
P^\circ_{\hat{\mu}}(A) = E \left[ \frac{\int_0^t 1_A \circ \theta_{-s} \hat{\mu}(ds)}{t} \right] \frac{1}{E\hat{\mu}_1} = E \left[ \frac{\int_0^{\hat{\mu}_1} 1_A \circ \theta_{-\hat{\mu}_1^{-1}} \, dr}{t} \right] \frac{1}{E\hat{\mu}_1}.
\]
for arbitrary $t > 0$. Set
\[ J(z) = \int_0^z \mathbb{1}_A \circ \theta_{-\mu^{-1}} \, dr, \quad z > 0. \]

Assume for the moment, that $\mathbb{E}[J(z \mathbb{1}_A)/z] \equiv \tilde{J}$ does not depend on $z$. Now we fix $\delta > 0$ and set
\[ E(\delta) = \left\{ 1 - \delta \leq \frac{\hat{\mu}_t}{t \mathbb{E}\hat{\mu}_1} \leq 1 + \delta \right\}. \]

We have that
\[ \mathbb{P}_\mu^0(A) \mathbb{E}\hat{\mu}_1 = \lim_{t \to \infty} \mathbb{E}[\frac{J(\hat{\mu}_t)}{t} \mathbb{1}_{E(\delta)}], \]
and
\[ \tilde{J} = \lim_{t \to \infty} \mathbb{E}[\frac{J(t \mathbb{E}\hat{\mu}_1)}{t} \mathbb{1}_{E(\delta)}], \]
by dominated convergence, since $t^{-1} \hat{\mu}_t \to \mathbb{E}\hat{\mu}_1$ a.s. due to ergodicity and since the integrand is bounded by $\mathbb{E}\hat{\mu}_1(1 + \delta)$ in both expressions. Further, we have for all $t > 0$
\[ (1 - \delta) \mathbb{E}[\frac{J(t \mathbb{E}\hat{\mu}_1(1 - \delta))}{(1 - \delta)t} \mathbb{1}_{E(\delta)}] \leq \mathbb{E}[\frac{J(\hat{\mu}_t)}{t} \mathbb{1}_{E(\delta)}] \leq (1 + \delta) \tilde{J}, \]
by monotonicity of $J$. In the limit $t \to \infty$ we thus obtain
\[ (1 - \delta) \frac{\tilde{J}}{\mathbb{E}\hat{\mu}_1} \leq \mathbb{P}_\mu^0(A) \leq (1 + \delta) \frac{\tilde{J}}{\mathbb{E}\hat{\mu}_1}, \]
and since $\delta$ was arbitrary, we conclude that $\tilde{J}/\mathbb{E}\hat{\mu}_1 = \mathbb{P}_\mu^0(A)$. Now we inspect the expectation of $J(z)/z$ and see that for all $z > 0$
\[ \mathbb{E}\left[\int_0^z \mathbb{1}_A \circ \theta_{-\mu^{-1}} \, dr \right] = \mathbb{E}[\mathbb{1}_A \circ \theta_{-\mu_0^{-1}}], \]
since by Lemma 1 the distribution of $\theta_{-\mu^{-1}}(\hat{X}, \hat{\mu})$ is independent of $r$. This yields $\mathbb{E}[\mathbb{1}_A \circ \theta_{-\mu_0^{-1}}] = \mathbb{P}_\mu^0(A)$ for any Borel-set $A$ and the proof is complete. \hfill $\square$

A shift-covariant random measure $\zeta$ is called mass-stationary under $\mathbb{P}$, if for any bounded Borel set $C$ with $\lambda(C) > 0$ and $\lambda(\partial C) = 0$ and all measurable $h : \Omega \times \mathbb{R} \to \mathbb{R}_{\geq 0}$
\[ \int \int C \frac{h(g, s + u) \zeta(\omega, ds)}{\zeta(\omega, C-u)} \, du \, d\mathbb{P}(d\omega) = \int \int C h(\omega, u) \, du \, d\mathbb{P}(d\omega). \]
It is well known, that mass-stationary and shift-invariance with respect to hitting times of \((\zeta_t)\) characterise Palm measures.

**Proposition 7** ([11, Theorem 3.1], cf. [7]). Suppose \(\zeta\) denotes a shift-covariant random measure on \((\Omega, \mathcal{A})\) and let \((\zeta_x^{-1})_{x \in \mathbb{R}}\) be the right-continuous inverse of \((\zeta_t)_{t \in \mathbb{R}}\). Let \(Q\) be any measure on \(\mathcal{A}\) such that \(\zeta(\omega)\) is a non-trivial diffuse random measure for \(Q\)-a.e. \(\omega\). The following statements are equivalent:

a) \(Q\) is the Palm measure of some invariant measure \(P\) with respect to \(\zeta\).

b) We have

\[ Q \circ g_{\zeta_x^{-1}} = Q, \quad x \in \mathbb{R}. \]

c) \(\zeta\) is mass-stationary under \(Q\).

Via Lamperti representation, we now immediately obtain an equivalent characterisation result in terms using rescalings instead of shifts.

**Proposition 8.** Fix \(H \in (0, 1)\) and let \(\xi\) denote a \(S(H)\)-covariant random measure on \((\Omega, \mathcal{A})\) with right continuous inverse \((\xi_x^{-1})_{x \geq 0}\). Let \(Q\) be any measure on \(\mathcal{A}\) such that \(\xi(\omega)\) is a non-trivial diffuse random measure for \(Q\)-a.e. \(\omega\). The following statements are equivalent:

a) \(Q\) is the Palm measure of some invariant measure \(P\) with respect to \(\hat{\xi}\).

b) We have

\[ Q \circ g_{\log(\xi_x^{-1})} = Q \circ g_{\xi_x^{-1}} = Q \circ g_{\xi_x^{-1}} = Q, \quad x > 0. \]

c) For any bounded Borel set \(A \subset (0, \infty)\) with \(\int_A dx > 0\) and \(\int_{\partial A} dx = 0\) and all measurable \(\ell : \Omega \times \mathbb{R} \to \mathbb{R}_{\geq 0}\)

\[ \int_{\Omega} \int_A \frac{\ell(g_{\log s} \omega, \log(sv)) s^{-H} \xi(ds)}{v \int_{A_{s^{-1}}} s^{-H} \xi(ds)} dv Q(d\omega) \]

\[ = \int_{\Omega} \int_A \ell(\omega, \log v) v^{-1} dv Q(d\omega). \]

(8)

d) For any \(B \in \mathcal{A}\) and fixed compact \(A \subset (0, \infty)\) with \(\lambda(A) > 0\) and \(\lambda(\partial A) = 0\) we have

\[ Q(B) = \frac{\int_{\Omega} \int_A \mathbb{1}_B(g_{\log s}) s^{-H} \xi(ds) dv \mathbb{P}(d\omega)}{\int_A s^{-1} ds}, \]

for some invariant measure \(\mathbb{P}\).

**Proof.** The equivalence of a) and b) is immediate from Proposition 7 applied to the stationary random measure \(\hat{\xi}\) (note that shift-covariance
of \( \hat{\xi} \) follows from \( \bar{L}_H \circ s_r = \theta_{\log r} \circ \bar{L}_H \) and noting that, for \( x > 0 \),

\[
\hat{\xi}^{-1} = \inf \left\{ t : \int_1^e s^{-H} \xi(ds) > x \right\} = \log \left( \inf \left\{ u : \int_1^u s^{-H} \xi(ds) > x \right\} \right) = \log \left( \xi_y^{-1} \right)
\]

for some \( y = y(x) > 0 \), since the support of \( s^{-H} \xi \) coincides with the support of \( \xi \). The equivalence of a) and c) is simply the mass-stationarity (7) of \( \hat{\xi} \) expressed in terms of \( \xi \): it is straightforward to see that, for any measurable non-negative function \( f \), \( \int f(s) \hat{\xi}(ds) = \int \hat{f}(s) s^{-H} \xi(ds) \) for \( \hat{f} = f \circ \log \). Hence, setting \( C = \{ e^x, x \in A \} \) and \( h = \ell \circ \exp \) the formula (8) follows from (7) by substitution. Using the same argument for indicator functions, one obtains d) from the definition (5) of the Palm measure with respect to \( \hat{\xi} \) in terms of \( \xi \). □

In fact, if \( Q \) satisfies any of the equivalent conditions in Propositions 7 or 8, then \( P \) is uniquely determined by \( Q \) [11, Thm. 3.1].

**Remark 9.** The renormalisation term \( \int_A s^{-1} ds \) in Proposition 8 d) reflects the fact that the Haar measure on the multiplicative group \( (\mathbb{R}_0^+, \cdot) \) (which we may identify with \( S(H) \) for given \( H \)) has Lebesgue density \( s^{-1} \) and that the intensity measure of any \( H \)-self-similar measure \( \xi \) is necessarily proportional to \( s^{H-1} ds \). The additional density term \( s^{-H} \) in c) and d) accounts for the spatial rescaling, which is not accounted for if we let \( (\mathbb{R}_0^+, \cdot) \) act directly on random measures via its canonical action on \( \mathbb{R} \) (as can be done for the shift-group \( \Theta \)).

The representation of the co-ascent as a Palm distribution is now a consequence of Proposition 8. Theorem 6 provides an indirect characterisation of \( X^a \) as the image under \( L_H^{-1} \) of a Palm distributed process. We now extend this result by using Proposition 8 to establish a direct characterisation.

**Corollary 10.** Let \( P \) be invariant and ergodic and let \( X : \Omega \to C_0(\mathbb{R}_0^+, \mathbb{R}) \) denote a \( S(H) \)-covariant map, thus defining an self-similar process of index \( H \). Let \( \mu \) denote the record measure of \( X \) and let \( T_x = \mu^{-1}, x \in \mathbb{R}_0^+ \) denote the corresponding first passage times. If \( \mu \) has finite intensity, then \( P \circ g_{\log T_1} \) is the Palm distribution of \( P \) with respect to \( \mu \).

**Proof.** We have

\[
P \circ g_{\log T_1} = P \circ g_{\mu^{-1}} = Q_{\mu},
\]
where the last inequality follows from the proof of Theorem 6.

We conclude this section by deducing Theorem 2.

**Proof of Theorem 2.** Corollary 10 identifies $X^a$ as Palm distributed and Proposition 8 b) now entails that the Palm distribution is invariant under rescalings by first passage times.

3. Remarks on related problems

We conclude our considerations with discussing two related open problems.

**Two-sided processes with stationary increments.** In [18], mass-stationarity was used to derive the strong asymptotics of the quantity $\mathbb{P}(\ell((0,t]) \leq 1)$ as $t \to \infty$, where $\ell$ is the local time measure at $0$ of an $H$-self-similar process $X$ with stationary increments. The following related problem still remains open, see also [17, 2, 1]:

**Problem 11.** Let $(X_t)_{t \in \mathbb{R}}$ be a two-sided continuous $H$-self-similar process with stationary increments satisfying $\mathbb{E}\sup_{0 \leq s \leq 1} X_s < \infty$. Can we obtain the strong order of $\mathbb{P}(X_s \leq 1, 0 \leq s \leq t)$? More precisely, does there exist a constant $c_X$, satisfying

$$\lim_{t \to \infty} \mathbb{P}(X_s \leq 1, 0 \leq s \leq t)t^{1-H} = c_X,$$

and if so, how can $c_X$ be characterised in terms of $X$?

In the special cases where $X$ is fractional Brownian motion with Hurst index $H \in (1/2, 1)$ [1] and where $X$ is the Rosenblatt process [2] the upper bound $\mathbb{P}(X_s \leq 1, 0 \leq s \leq t)t^{1-H} \leq C$ is known to hold. Note that to calculate the persistence probabilities one may work with the co-ascent instead of the original process.

**Proposition 12.** Let $X^a$ denote the co-ascent process of some continuous $H$-self-similar process $X$. Then, for any $x > 0$,

$$\mathbb{P}(X^a_t \leq x, 0 \leq t \leq 1) = \mathbb{P}(X_t \leq x, 0 \leq t \leq 1)$$

**Proof.** By definition, the co-ascent process on $[0, 1]$ reaches its maximum at $1$. Hence,

$$\mathbb{P}(X^a_t \leq x, 0 \leq t \leq 1) = \mathbb{P}(X^a_1 \leq x) = \mathbb{P}(X_{T_1} \leq x T_{1}^{H}).$$

But $X_{T_1} = 1$ a.s. and thus

$$\mathbb{P}(X^a_t \leq x, 0 \leq t \leq 1) = \mathbb{P}(T_1 \geq x^{-\frac{1}{H}}) = \mathbb{P}(T_x \geq 1) = \mathbb{P}(M_1 \leq x).$$

\[\square\]
Understanding $\mathbb{P}(X_s \leq 1, 0 \leq s \leq t)$ is a step towards defining a version of $X$ conditioned not to return to 0. The (reversed) co-ascent process can be interpreted as a natural choice for a process derived from (the one sided process) $X$ which does not return to a given level. However, if there was a probability measure on paths that is mass-stationary (in the ordinary sense, i.e. under shifts) for the (one-sided) record time measure, then the corresponding (Palm distributed) process is a natural way to induce a change of measure under which paths do never return to a given level. Unfortunately, it is not clear whether such a process exits in general.

**Problem 13.** Let $(X_t)_{t \in \mathbb{R}}$ be a two-sided continuous $H$-self-similar process with stationary increments satisfying $\mathbb{E} \sup_{0 \leq s \leq 1} X_s < \infty$. Is there a two-sided process $X^m$ derived from $X$ in a natural way satisfying

$$(X^m_{T_x + t} - x)_{t \in \mathbb{R}} \overset{d}{=} (X_t^m)_{t \in \mathbb{R}},$$

where $T_x$ denotes the first hitting time of level $x$ after 0 of $X^m$?
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