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Abstract: Several parameter tables for PID controllers are known from the literature, for the control of time-delayed systems. The best known is that of Ziegler and Nichols, but there are others also. In this publication, a parameter table is presented that minimizes the quality criteria IAE, ITAE and ISE for the control of time-delayed systems that can be identified with PTn systems. The controller output limitation is also taken into account. Since it is very computationally intensive to calculate these PID parameter sets, a well-known approach from the field of artificial intelligence was chosen. This was hill-climbing, which can find the parameter sets with much less computational effort than is needed for nested loops. With this method, the PID parameter tables for the minimized quality criteria were found and compared, each on the basis of many randomized starting parameter values. The application of the hill-climbing method shows rapid convergence. The parameters are discussed with two examples of time-delayed systems: a PT3 and a PT5. The results are regulated systems which show very good transient behavior. Furthermore, it is also possible to use the procedure presented for optimal PID parameters to control general, stable systems.

Keywords: ITAE; IAE; ISE; PID controller; PTn system; hill-climbing; artificial intelligence

1. Introduction and Related Research

Different approaches are known regarding how to find PID controller parameters from the step responses of time-delayed systems. After setting, they result in stable control systems. However, the parameters must be further optimized afterwards. The first approach was the Ziegler–Nichols method [1], but several others also exist, for example the approach of Chien, Hrones and Reswick [2]. Most of these approaches are heuristic. Furthermore, various methods are used for the optimization of controllers.

In recent years, particle swarm optimization (PSO) methods [3–9] or other related methods [10–14] have also been used for general controller optimization. These also provide parameters for a good convergence of the solution. Many other optimization methods for control parameters are also known [15–19].

In [3–5], PSO algorithms for PID tuning for H∞ criteria were presented and discussed. It was shown that the algorithms converged well. Mechatronic systems were also regulated in [6,7], as an example, the optimization of a PID controller was applied for a direct drive wheel [6]. In [8], another type of particle was introduced for the PSO algorithm. The new algorithm was successfully used for a nonlinear PID-controlled system. In [9], some other methods for optimizing PID parameters for angular and linear motion control of an autonomous vehicle were discussed, and PSO was evaluated as the most promising method. Further optimization methods from the field of artificial intelligence were used in [10]. There, a self-tuning PID temperature controller was presented, which is based on a neural network and adapts to the current weather conditions. In [11], a genetic algorithm was used for the optimization of PID controller parameters for the position control of an electro-hydraulic servo actuator.

However, for the calculation of a parameter table it is important to find very small local minima or even the absolute minima of criteria. PSO only finds local minima. Here, the
PID parameters $K_p$, $T_i$ and $T_d$ are treated as particles in three-dimensional space. On the basis of tuples of random starting values, they are recalculated accordingly from iteration to iteration with a three-dimensional velocity vector. PSO contains three components for each particle, which are weighted separately: the speed vector from the last iteration, a speed vector which points in the direction of the best criterion that was achieved with this particle and a speed vector which points in the direction of the best criterion of all particles. The last component is particularly important, because there the social behavior of the particles influences the calculation.

In this paper, the hill-climbing method [20] is used. This is another stochastic method for use in optimizing controllers, but it is related to PSO. The most important difference is that the particles are processed serially and not in parallel. In particular, due to the missing social velocity component of the individual particles, more local minimal criteria are found, and therefore the probability of finding smaller local minima is increased. Finally, the smallest of the minimal criteria is accepted as the result. This is shown below.

2. PTn Systems and ITAE, IAE and ISE Criteria

One method of representing time-delayed systems is with PTn systems. The control loop can be represented with a block diagram, as shown in Figure 1. The controller output is always limited in real systems, and the integrator of the controller is limited in most cases with an anti-windup.

![Figure 1. Block diagram with a PID-controlled PTn system.](image)

PTn systems consist of series-connected PT1 (first-order) elements. Such systems are very common, and they can be found in all engineering disciplines. The series connection of the elements leads to delayed step responses. Thus, the time delay can be approximated with linear models. The measurement of the step response of a controlled system is identified using Table 1. This is known from [21]. In many cases, one can simply measure the delay time $T_u$ and the rise time $T_g$, according to Figure 2, by placing a tangent at the point of inflection. From this, one can identify the number $n$ of PT1 elements connected in series and their identical time constants $T_1$.

| PTn   | PT2  | PT3  | PT4  | PT5  | PT6  |
|-------|------|------|------|------|------|
| $T_g/T_u$ | 9.71 | 4.61 | 3.14 | 2.44 | 2.03 |
| $T_g/T_1$ | 2.72 | 3.69 | 4.46 | 5.12 | 5.70 |
| $T_u/T_1$ | 0.28 | 0.8  | 1.42 | 2.10 | 2.81 |

In addition to this method, there are also other methods by which the PTn systems can be identified using measurements. This problem has been solved and has been dealt with several times, for example in [22].
This means that the integral grows faster over time. These criteria are also called the L1 criteria. The ISE criterion, the integral of the square value of the error, squares the error, and hence it increases more rapidly with larger errors. This criterion is also known as the L2 criterion.

IAE: \( \int_0^\infty |e(t) - e(\infty)| \, dt; \) ITAE: \( \int_0^\infty |e(t) - e(\infty)| \cdot t \, dt; \) ISE: \( \int_0^\infty |e(t) - e(\infty)|^2 \, dt \) \hspace{1cm} (1)
However, this method of calculation currently takes a very long time, due to the required computing power. The three parameters P, I and D span a three-dimensional space. For a single PTn element and a single controller output limitation, a total of $(10 \times 10)^3 = 1,000,000$ simulations would be necessary if the parameters were increased from 0.1 to 10 in steps of 0.1.

Therefore, a hill-climbing method, which is an artificial intelligence method, was selected for the parameter search [20]. First, random start values are generated for Kp, Ti and Td. They can be any value in the entire possible value range, here $[0 \ldots 10]$. The parameters of the controller are changed according to a heuristic function. With each new calculation or measurement, the minimum change in the parameters $\Delta K_p$, $\Delta T_i$ and $\Delta T_d$ is multiplied by a random value from $(+1, -1, 0)$. The change is added to the parameters. Then the criteria are recalculated. If the new value is smaller, the parameters are retained, and if not, the original parameters are recalculated. Figure 4 shows how the heuristic function acts on the PID controller parameters.

A flow chart of the method is shown in Figure 5. After a series of iterations, a termination criterion is met, which in the problem at hand was set to 500 (see also Figure 6).

Although the hill-climbing method converges quickly for this application, it cannot be guaranteed that the parameters for the absolutely smallest value of the criteria (e.g., IAE, ITAE, ISE) will be found in every case. The hill-climbing method, like the particle swarm optimization method, can end with parameters of local minima. However, since it requires much less computing time than calculating all parameter sets with nested loops, this approach was used here. In addition, a large number of completely randomly calculated starting values Kp, Ti and Td are assumed, and at the end of the comparison of the parameter sets the smallest are selected for the quality criteria. In fact, these calculations show fast convergence, and many of them result in the same PID parameter sets for the same smallest quality criteria of all calculated sets. As an example, the course of the convergence of the parameter Ti (PT2 system and ITAE criterion with a controller output limitation of $+/−5$), is shown in Figure 6.

In comparison with the PSO method, the biggest difference is that there, the particles move in parallel as tuples of Kp, Ti and Td through the definition space, and due to the social behavior speed component they show a stronger tendency to end together in local minima. With the hill-climbing method used here, the individual tuples are processed serially, according to the flow chart, and do not influence each other. This has the advantage that as many local minima as possible can be found, and then the smallest of these can be selected.
A flow chart of the method is shown in Figure 5. After a series of iterations, a termination criterion is met, which in the problem at hand was set to 500 (see also Figure 6).

The results of this study were the following table values of the PID parameters for PT2, PT1, PT4 systems and ITAE, IAE, ISE criteria.

| System | IAE | ITAE | ISE |
|--------|-----|------|-----|
| PT2, Tg/Tu = 9.71 | Kp·Ks = 10 | Kp·Ks = 9.3 | Kp·Ks = 9.8 |
| PT1 | Kp·Ks = 10 | Kp·Ks = 10 | Kp·Ks = 10 |
| PT4 | Kp·Ks = 10 | Kp·Ks = 10 | Kp·Ks = 10 |

The hill-climbing method converges quickly for this application, but it cannot guarantee that the parameters for the absolute smallest value of the criteria (e.g., IAE, ITAE, ISE) will be found in every case. The hill-climbing method, like the particle swarm optimization method, can end with parameters of local minima. However, since it requires much less computing time than calculating all parameter sets with nested loops, it is certain that these are excellent parameter sets that can be used immediately and effectively in practice.

As discussed above, this method does not conclusively prove that these are really the parameter sets which absolutely minimize the quality criteria IAE, ITAE or ISE. However, a large number of randomized starting values were used, and a large number of these resulted in the same parameters for the minima of the ITAE, IAE or ISE criteria. It can therefore be assumed that these parameters either correspond to the optimal parameters or are at least very close to them. Furthermore, it is certain that these are excellent parameter sets that can be used immediately and effectively in practice.
are at least very close to them. Furthermore, it is certain that these are excellent parameter sets that can be used immediately and effectively in practice.

4. Results: Calculated PID Parameters for the Minimized IAE, ITAE and ISE Criteria

Using the method described above, parameter sets for the general PTn controlled system are shown in Table 2.

\[ G(s) = \frac{1}{s^n + T_1 T_2 + \cdots + T_n} \]

Table 2. PID parameters for minimized ITAE, IAE and ISE criteria.

| PT1          | +/−2 | +/−3 | +/−5 | +/−10 |
|--------------|------|------|------|-------|
| IAE          | Kp = 10, Ks = 10 | Kp = 10, Ks = 10 | Kp = 10, Ks = 10 | Kp = 10, Ks = 10 |
| IAE          | Ti = 3.1, T1 = 0 | Ti = 2.1, T1 = 0 | Ti = 1.3, T1 = 0 | Ti = 1, T1 = 0 |
| IAE          | Td = 0 (PI) | Td = 0 (PI) | Td = 0 (PI) | Td = 0 (PI) |

| PT2, Tg/Tu = 9.71 | +/−2 | +/−3 | +/−5 | +/−10 |
|-------------------|------|------|------|-------|
| IAE               | Kp = 10, Ks = 10 | Kp = 10, Ks = 10 | Kp = 10, Ks = 10 | Kp = 10, Ks = 10 |
| IAE               | Ti = 9.6, T1 = 0.3 | Ti = 7.3, T1 = 0.3 | Ti = 5.6, T1 = 0.3 | Ti = 3.7, T1 = 0.3 |
| IAE               | Td = 0.3 (PI) | Td = 0.3 (PI) | Td = 0.3 (PI) | Td = 0.3 (PI) |

| PT3, Tg/Tu = 3.61 | +/−2 | +/−3 | +/−5 | +/−10 |
|-------------------|------|------|------|-------|
| IAE               | Kp = 10, Ks = 5.4 | Kp = 7, Ks = 5.4 | Kp = 8.4, Ks = 5.4 | Kp = 10, Ks = 5.4 |
| IAE               | Ti = 9.4, T1 = 0.7 | Ti = 10, T1 = 0.7 | Ti = 9.8, T1 = 0.7 | Ti = 9.7, T1 = 0.7 |
| IAE               | Td = 0.7 (PI) | Td = 0.7 (PI) | Td = 0.7 (PI) | Td = 0.7 (PI) |

| PT4, Tg/Tu = 3.14 | +/−2 | +/−3 | +/−5 | +/−10 |
|-------------------|------|------|------|-------|
| IAE               | Kp = 10, Ks = 5.2 | Kp = 6.5, Ks = 5.2 | Kp = 3.3, Ks = 5.2 | Kp = 3.3, Ks = 5.2 |
| IAE               | Ti = 1.1, T1 = 1.1 | Ti = 1.2, T1 = 1.2 | Ti = 1.3, T1 = 1.3 | Ti = 1.3, T1 = 1.3 |
| IAE               | Td = 1.1 (PI) | Td = 1.1 (PI) | Td = 1.1 (PI) | Td = 1.1 (PI) |

| IAE               | Kp = 1.9 | Kp = 2.4 | Kp = 2.3 | Kp = 2.1 |
|-------------------|----------|----------|----------|----------|
| IAE               | Ti = 5.1 | Ti = 5.9 | Ti = 5.7 | Ti = 5.1 |
| IAE               | Td = 1.1 | Td = 1.2 | Td = 1.2 | Td = 1.1 |

| IAE               | Kp = 2.8 | Kp = 2.4 | Kp = 2.3 | Kp = 2.1 |
|-------------------|----------|----------|----------|----------|
| IAE               | Ti = 6.6 | Ti = 7.1 | Ti = 7.1 | Ti = 7.1 |
| IAE               | Td = 1.2 | Td = 1.2 | Td = 1.4 | Td = 1.4 |
Table 2. Cont.

|     | PT5, Tg/Tu = 2.44 |     |     |     |     |
|-----|------------------|-----|-----|-----|-----|
|     | +/-2             | +/-3| +/-5| +/-10|
|     | IAE              | ITAE| ISE | IAE  | ITAE| ISE | IAE  | ITAE| ISE |
|     | Kp·Ks = 1.7     | Kp·Ks = 1.8 | Kp·Ks = 1.8 | Kp·Ks = 1.7 |
|     | Ti = 5.8·T1     | Ti = 5.9·T1 | Ti = 5.8·T1 | Ti = 5.5·T1 |
|     | Td = 1.6·T1     | Td = 1.6·T1 | Td = 1.6·T1 | Td = 1.6·T1 |
|     | Kp·Ks = 1.4     | Kp·Ks = 1.4 | Kp·Ks = 1.4 | Kp·Ks = 1.4 |
|     | Ti = 5.3·T1     | Ti = 5.2·T1 | Ti = 5.2·T1 | Ti = 5.0·T1 |
|     | Td = 1.4·T1     | Td = 1.4·T1 | Td = 1.4·T1 | Td = 1.4·T1 |
|     | Kp·Ks = 1.9     | Kp·Ks = 2.6 | Kp·Ks = 2.5 | Kp·Ks = 2.5 |
|     | Ti = 5.9·T1     | Ti = 6.5·T1 | Ti = 6.3·T1 | Ti = 6.1·T1 |
|     | Td = 1.7·T1     | Td = 1.8·T1 | Td = 1.8·T1 | Td = 1.8·T1 |
|     | Kp·Ks = 1.1     | Kp·Ks = 1.1 | Kp·Ks = 1.1 | Kp·Ks = 1.1 |
|     | Ti = 5.5·T1     | Ti = 5.4·T1 | Ti = 5.3·T1 | Ti = 5.3·T1 |
|     | Td = 1.7·T1     | Td = 1.7·T1 | Td = 1.7·T1 | Td = 1.7·T1 |
|     | Kp·Ks = 1.8     | Kp·Ks = 1.8 | Kp·Ks = 1.8 | Kp·Ks = 1.8 |
|     | Ti = 6.8·T1     | Ti = 6.5·T1 | Ti = 6.5·T1 | Ti = 6.3·T1 |
|     | Td = 2.1·T1     | Td = 2.1·T1 | Td = 2.1·T1 | Td = 2.1·T1 |

Ks is the static gain, T_1 is the time constant and n is the number of PT1 elements connected in series. Ks, T_1 and n can be calculated, for example, from Figure 2 and Table 1, or by using other methods.

The results of this study were the following table values of the PID parameters for the minimum IAE, ITAE and ISE criteria of controlled PTn or time-delayed systems. Values from +/-2 to +/-10 are: (maximum controller output – controller output before the step) divided by (controller output for the stationary end value – controller output before the step). The maximum value of the table is limited to 10.

It is known from practice and theory that PTn systems with a higher order and thus a greater dead time (Tu) are more difficult to control. The PID controllers therefore require a higher D component (Td). The values from the table show very nicely that this also applies to the present parameters for minimizing the IAE, ITAE and ISE criteria.

5. Applications for the Use of the Table: PID-Controlled PT3 and PT5

To show the correct use of the table, in the following, two examples were calculated and simulated. The controller structure was always in accordance with Figure 1 and the table values of Section 4. The two limitations must also be observed. Both the anti-windup and the controller output limitation were assumed to be the same. With the parameter sets according to Section 4, however, the anti-windup of the integral component is not actually necessary. This is never activated in the concrete examples, due to the controller output limitation and the use of the optimal parameters. Since it can occur in practice, for various reasons, that the actual value does not reach the setpoint, the anti-windup is nevertheless inserted here.

Example 1, control of a PT3 system (Tg/Tu = 4.61): for a PT3 system with T_1 = 1 s and Ks = 1, as well as an assumed controller output limitation of +/-2, the following PID parameters are read from the table.

For IAE and ITAE:

\[
K_p = \frac{5.4}{K_s} \quad \text{Ti} = 9.4 \cdot T_1 = 9.4 \text{ s} \quad \text{Td} = 0.7 \cdot T_1 = 0.7 \text{ s}
\]
For ISE:

\[ K_p = \frac{6.1}{K_s} = 6.1 \quad T_i = 10 \cdot T_1 = 10 \text{ s} \quad T_d = 0.6 \cdot T_1 = 0.6 \text{ s} \]

The response of the closed-loop system to a unit step, according to Figure 1, is shown in Figure 7 with these parameters.

![Figure 7. Step response of the controlled PT3 system of Example 1.](image-url)

Example 2, control of a real PT5 system, i.e., a temperature chamber: this example shows the application with \( K_s \not= 1 \) and \( T_1 \not= 1 \), as well as the correct use of the table with the controller output limitation. At this point, attention is also drawn to the special feature that the table values can be scaled with \( T_1 \) and \( K_s \). This makes them usable for many applications. A thermal actuator heats a small heating chamber. For a biological experiment, the chamber should be heated from an initial temperature of 20 °C (outside temperature) to 40 °C. The temperature sensor in the chamber measures differentially in comparison to the outside temperature and has a linear characteristic with \( 1 \text{ V}/4\degree \text{ K} \). The actuator is a coil, the power of which is linearized with an internal circuit and an amplifier. At the stationary end value, it heats the chamber at 6 °K/1 V. The block diagram is shown in Figure 8.

![Figure 8. Block diagram of the temperature chamber including actuator and sensor.](image-url)

For physical reasons, in a thermal system the heating reacts with a time delay. The system measures the step response of a jump from 0 V to 3.33 V. This results in a temperature difference \( \Delta T = 20\degree \text{ K} \) at the stationary end value or a voltage of 5 V in the differential sensor.

\[ 3.33 \text{ V} \cdot \frac{6\degree \text{ K}}{1\text{ V}} = 20\degree \text{ K} \quad \text{or} \quad 3.33 \text{ V} \cdot \frac{6\degree \text{ K}}{4\text{ K}} \cdot \frac{1\text{ V}}{4\degree \text{ K}} = 5\text{ V} \]
The step response was measured from 0 V to 3.33 V under the same conditions and is shown in Figure 9.

![Block diagram of the temperature chamber including actuator and sensor.](image)

**Figure 9.** Response of the heating chamber to a step from 0 V to 3.3 V.

The ratio \( T_g/T_u \) is \( 16/6.5 = 2.46 \). Using Table 1, this results in PT5 behavior. Since \( T_g/T_1 = 5.12 \) (read from the table), this results in \( T_1 = 16 \text{ s}/5.12 \), equal to approximately 3 s. To read off the correct table values, the controller output limitation is required. In this system this is \( +/−10 \text{ V} \). For a step of \( \Delta T = 20° \text{ K} \), the controller output at the stationary end value is 3.3 V. This results in a controller output limitation of \( +/−10 \text{ V}/3.3 \text{ V} = +/−3 \). \( K_s \) is calculated as \( 5 \text{ V}/3.3 \text{ V} = 6° \text{ K}/4° \text{ K} = 1.5 \).

This results in the following PID parameters, according to Table 2.

For IAE:

\[
K_p = \frac{1.8}{K_s} = 1.2 \quad T_i = 5.9 \cdot T_1 = 17.7 \text{ s} \quad T_d = 1.6 \cdot T_1 = 4.8 \text{ s}
\]

For ITAE:

\[
K_p = \frac{1.4}{K_s} = 0.93 \quad T_i = 5.2 \cdot T_1 = 15.6 \text{ s} \quad T_d = 1.4 \cdot T_1 = 4.2 \text{ s}
\]

For ISE:

\[
K_p = \frac{2.6}{K_s} = 1.73 \quad T_i = 6.5 \cdot T_1 = 19.5 \text{ s} \quad T_d = 1.8 \cdot T_1 = 5.4 \text{ s}
\]

In Figure 10, the closed-loop control step response for these calculations is shown, according to the block diagram in Figure 1.
For ISE:

\[ K_p = 2.6 \]

\[ K_s = 1.73 \]

\[ T_i = 6.5 \times T_v = 19.5 \text{s} \]

\[ T_d = 1.8 \times T_v = 5.4 \text{s} \]

Signals 2022, 3

6. Discussion and Outlook

The application of the hill-climbing method shows rapid convergence. The parameters found minimize the quality criteria ITA, IAE and ISE. They lead to regulated systems that show very good transient behavior. Furthermore, a PID parameter table for the control of PTn systems was calculated using this method.

The example of the PT3 system showed identical parameters for the optimal ITAE and IAE (L1) criteria. In fact, the optimal controller parameters of all criteria considered here for PTn systems of a smaller order were very close to one another. Since the quadratic error for deviations smaller than 1 is always smaller than the absolute error, a larger overshoot is permitted for the ISE (also L2) criterion than for IAE and ITAE. For this reason, the ISE generally shows a smaller attenuation of the system, because a small ripple, and also the time, are not strongly taken into account.

The example of the PT5 system is remarkable because such controlled systems with \( T_g/T_u = 2.44 \) are difficult to control using PID controllers, and they require optimal controller parameters. This shows the advantage of these optimal parameters according to the ITAE criterion. The time weighting ensures here that the system is sufficiently well damped. For the reasons mentioned above, the ISE criterion would have significantly poorer damping, which would not be useful in practice for the control of higher-order systems.

It is also shown that it makes sense to include the controller output limitation in the controller design. Thus, a good controller design and a good design regarding the physics are implemented in such a way that the controller output limitation is part of the system. Only in this way can the controller setup and the technical dimensioning of the system be carried out adequately.

With these sensibly selected PID controller parameters, PTn systems, which are relatively common in practice, can be controlled with very good results. Furthermore, because of the good convergence of the hill-climbing algorithm, it would also be possible to further automate the process and apply it directly to real systems, if the systems allow this with regard to stability.
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