UPPER AND LOWER BOUNDS FOR LITTLEWOOD-PALEY SQUARE FUNCTIONS IN THE DUNKL SETTING

The present version of the paper extends results of the previous submission and concerns Littlewood-Paley square functions in the Dunkl setting associated with kernels satisfying mild regularity in smoothness and decay.
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Abstract. The aim of this paper is to prove upper and lower $L^p$ estimates, $1 < p < \infty$, for Littlewood-Paley square functions in the rational Dunkl setting.

1. Introduction and statements of results

On $\mathbb{R}^N$ equipped with normalized root system $R$ and a multiplicity function $k \geq 0$, let $\nabla f(x) = (\partial_1 f(x), \partial_2 f(x), ..., \partial_N f(x))$, $\nabla_k f(x) = (T_1 f(x), T_2 f(x), ..., T_N f(x))$, and $\Delta_k f(x) = \sum_{j=1}^{\infty} T_j^2 f(x)$ denote the classical gradient, the Dunkl gradient, and the Dunkl Laplacian respectively, where $T_j$ are the Dunkl operators (see Section 2). For two reasonable functions $f, g$ on $\mathbb{R}^N$, let $f \ast g$ stands for the Dunkl convolution. Let

$$f_t(x) = t^{-N} f(x/t),$$

where $N$ is the homogeneous dimension of the system $(\mathbb{R}^N, R, k)$ (see Section 2).

Assume that $\phi$ and $\psi$ are functions defined on $\mathbb{R}^N$ which satisfy certain smoothness and decay conditions (see Theorem 1.1 and Corollary 1.3). Assume additionally that $\int_{\mathbb{R}^N} \psi \, dw = 0$, where $dw$ is the associated measure (2.2). We define the following square functions:

$$S_{\nabla_k, \phi} f(x) = \left( \int_0^\infty |t \nabla_k (\phi_t \ast f)(x)|^2 \frac{dt}{t} \right)^{1/2},$$

$$S_{\nabla, \phi} f(x) = \left( \int_0^\infty |t \nabla (\phi_t \ast f)(x)|^2 \frac{dt}{t} \right)^{1/2},$$

$$S_{\phi} f(x) = \left( \int_0^\infty |\psi_t \ast f(x)|^2 \frac{dt}{t} \right)^{1/2},$$

$$S_{\nabla_t, \phi} f(x) = \left( \int_0^\infty |t \frac{d}{dt}(\phi_t \ast f)(x)|^2 \frac{dt}{t} \right)^{1/2}.$$

For $f, g \in C^2(\mathbb{R}^N)$ we consider the carré du champ operator

$$\Gamma(f, g) = \frac{1}{2} \left( \Delta_k (f \bar{g}) - f \Delta_k \bar{g} - \bar{g} \Delta_k f \right)$$

and the associated square function

$$\mathcal{G}_{\Gamma, \phi} (f) (x) = \left( \int_0^\infty t^2 \Gamma(\phi_t \ast f, \phi_t \ast f)(x) \frac{dt}{t} \right)^{1/2}. $$
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Let us note that $g_{r,\phi}$ is well-defined, since $\Gamma(f,f)(x) \geq 0$ (see (6.2)). We are now in a position to state our results.

**Theorem 1.1.** Let $s$ be a positive integer such that $2s > N + 1$. Assume that $\phi$, $\psi$ are $C^{2s}(\mathbb{R}^N)$ functions (not necessarily radial) such that
\begin{equation}
|\partial^\beta \phi(x)| + |\partial^\beta \psi(x)| \leq C(1 + \|x\|)^{-N-M} \quad \text{for} \quad \beta \in \mathbb{N}_0^N, \ |\beta| \leq 2s,
\end{equation}
for certain $M > [N] + 1$. Assume also that $\int_{\mathbb{R}^N} \psi \, dw = 0$. Then, for every $1 < p < \infty$, there is a constant $C_p > 0$ such that for all $f \in L^p(dw)$ we have
\begin{align}
&\|S_{\nabla_k,\phi} f\|_{L^p(dw)} + \|S_{\nabla,\phi} f\|_{L^p(dw)} + \|S_{\psi} f\|_{L^p(dw)} + \|g_{r,\phi}(f)\|_{L^p(dw)} \leq C_p \|f\|_{L^p(dw)}. \\
\end{align}

In order to state lower bounds for the square functions we need additional assumptions on the functions $\phi$ and $\psi$. Let $\mathcal{F}$ denote the Dunkl transform (see (2.11)). We say that the Dunkl transform $\mathcal{F}\phi$ is not identically zero along any direction if
\begin{equation}
\sup_{t>0} |\mathcal{F}\phi(t\xi)| > 0 \quad \text{for every vector} \quad \xi \in \mathbb{R}^N, \ \xi \neq 0.
\end{equation}
This happens if e.g. $\int_{\mathbb{R}^N} \phi \, dw \neq 0$.

**Theorem 1.2.** Assume that $\phi, \psi$ satisfy the assumptions of Theorem 1.1 and the functions $\mathcal{F}\phi$ and $\mathcal{F}\psi$ are not identically zero along any direction. Then for every $1 < p < \infty$ there is a constant $C_p > 0$ such that for all $f \in L^p(dw)$ we have
\begin{align}
&\|f\|_{L^p(dw)} \leq C_p \|S_{\nabla_k,\phi} f\|_{L^p(dw)}, \\
&\|f\|_{L^p(dw)} \leq C_p \|S_{\psi} f\|_{L^p(dw)}, \\
&\|f\|_{L^p(dw)} \leq C_p \|g_{r,\phi} f\|_{L^p(dw)}.
\end{align}

**Corollary 1.3.** Let $s$ be a positive integer such that $2s > N + 1$. Assume that $\phi \in C^{2s+1}(\mathbb{R}^N)$ satisfies
\begin{equation}
|\partial^\beta \phi(x)| \leq C(1 + \|x\|)^{-N-M-1} \quad \text{for} \quad |\beta| \leq 2s + 1,
\end{equation}
for certain $M > [N] + 1$. Then, for every $1 < p < \infty$, there is a constant $C_p > 0$ such that for all $f \in L^p(dw)$ we have
\begin{equation}
\|S_{\nabla_t,\phi} f\|_{L^p(dw)} \leq C_p \|f\|_{L^p(dw)}.
\end{equation}
If additionally the function $\mathcal{F}\phi$ is not identically zero along any direction, then for every $1 < p < \infty$ there is a constant $\tilde{C}_p > 0$ such that for all $f \in L^p(dw)$ we have
\begin{equation}
\|f\|_{L^p(dw)} \leq \tilde{C}_p \|S_{\nabla_t,\phi} f\|_{L^p(dw)}.
\end{equation}

In dimension 1 and $\phi(x) = c_k'(1 + x^2)^{-(N+1)/2}$, which corresponds to the Poisson semigroup $\exp(-t\sqrt{-\Delta_k})$, $L^p$-bounds of the Littlewood-Paley square functions $S_{\nabla_k,\phi}$ and $S_{\nabla_t,\phi}$ were studied in [20], [13] and continued in higher dimensions for $1 < p < 2$ in [21], including the case of $g_{r,\phi}$ in [26]. In the case when $\phi(x) = \exp(-\|x\|^2)$ and $1 < p < 2$, the upper and lower bounds for the square function $g_{r,\phi}$, where proved in [14], while the case of $2 < p < \infty$ was only considered there for the particular root system, namely when the Coxeter group is isomorphic to $\mathbb{Z}_2^N$. We want to emphasize that our methods, which allow us to obtain the bounds for the full range of $p$’s and not necessarily radial functions $\phi$ and $\psi$, are different than those of [14]. To prove Theorems 1.1 and 1.2, we adapt techniques of the Calderón-Zygmund analysis to the Dunkl setting (see Section 3). Then, thanks to that, our proofs are reduced to obtaining $L^2(dw)$ bounds and verifying that the associated kernels to the square functions satisfy relevant estimates.
2. Preliminaries and notation

The Dunkl theory is a generalization of the Euclidean Fourier analysis. It started with the seminal article [6] and developed extensively afterwards (see e.g. [4], [5], [7], [8], [15], [16], [17], [24]). In this section we present basic facts concerning the theory of the Dunkl operators. For details we refer the reader to [6], [18], and [19].

We consider the Euclidean space $\mathbb{R}^N$ with the scalar product $\langle \mathbf{x}, \mathbf{y} \rangle = \sum_{j=1}^{N} x_j y_j$, $\mathbf{x} = (x_1, ..., x_N)$, $\mathbf{y} = (y_1, ..., y_N)$, and the norm $\|\mathbf{x}\|^2 = \langle \mathbf{x}, \mathbf{x} \rangle$. For a nonzero vector $\alpha \in \mathbb{R}^N$, the reflection $\sigma_{\alpha}$ with respect to the hyperplane $\alpha^\perp$ orthogonal to $\alpha$ is given by

$$\sigma_{\alpha}(\mathbf{x}) = \mathbf{x} - \frac{\langle \mathbf{x}, \alpha \rangle}{\|\alpha\|^2} \alpha. \tag{2.1}$$

In this paper we fix a normalized root system in $\mathbb{R}^N$, that is, a finite set $R \subset \mathbb{R}^N \backslash \{0\}$ such that $\sigma_{\alpha}(R) = R$ and $\|\alpha\| = \sqrt{2}$ for every $\alpha \in R$. The finite group $G$ generated by the reflections $\sigma_{\alpha} \in R$ is called the Weyl group (reflection group) of the root system. A multiplicity function is a $G$-invariant function $k : R \to \mathbb{C}$ which will be fixed and $\geq 0$ throughout this paper. Let

$$dw(\mathbf{x}) = \prod_{\alpha \in R} |\langle \mathbf{x}, \alpha \rangle|^{k(\alpha)} d\mathbf{x} \tag{2.2}$$

be the associated measure in $\mathbb{R}^N$, where, here and subsequently, $d\mathbf{x}$ stands for the Lebesgue measure in $\mathbb{R}^N$. We denote by $N = N + \sum_{\alpha \in R} k(\alpha)$ the homogeneous dimension of the system. Clearly,

$$w(B(t\mathbf{x}, tr)) = t^N w(B(\mathbf{x}, r)) \text{ for all } \mathbf{x} \in \mathbb{R}^N, \; t, r > 0$$

and

$$\int_{\mathbb{R}^N} f(\mathbf{x}) dw(\mathbf{x}) = \int_{\mathbb{R}^N} t^{-N} f(\mathbf{x}/t) dw(\mathbf{x}) \text{ for } f \in L^1(dw) \text{ and } t > 0. \tag{2.3}$$

Observe that (1)

$$w(B(\mathbf{x}, r)) \sim r^N \prod_{\alpha \in R} (|\langle \mathbf{x}, \alpha \rangle| + r)^{k(\alpha)}, \tag{2.4}$$

so $dw(\mathbf{x})$ is doubling, that is, there is a constant $C > 0$ such that

$$w(B(\mathbf{x}, 2r)) \leq Cw(B(\mathbf{x}, r)) \text{ for all } \mathbf{x} \in \mathbb{R}^N, \; r > 0. \tag{2.5}$$

Moreover, there exists a constant $C \geq 1$ such that, for every $\mathbf{x} \in \mathbb{R}^N$ and for every $r_2 \geq r_1 > 0$,

$$C^{-1} \left( \frac{r_2}{r_1} \right)^N \leq \frac{w(B(\mathbf{x}, r_2))}{w(B(\mathbf{x}, r_1))} \leq C \left( \frac{r_2}{r_1} \right)^N. \tag{2.6}$$

For $\xi \in \mathbb{R}^N$, the Dunkl operators $T_\xi$ are the following $k$-deformations of the directional derivatives $\partial_\xi$ by a difference operator:

$$T_\xi f(\mathbf{x}) = \partial_\xi f(\mathbf{x}) + \sum_{\alpha \in R} \frac{k(\alpha)}{2} \langle \alpha, \xi \rangle \frac{f(\mathbf{x}) - f(\sigma_{\alpha}(\mathbf{x}))}{\langle \alpha, \mathbf{x} \rangle}. \tag{2.7}$$

\footnote{The symbol $\sim$ between two positive expressions means that their ratio remains between two positive constants.}
The Dunkl operators $T_\xi$, which were introduced in [6], commute and are skew-symmetric with respect to the $G$-invariant measure $dw$. For two reasonable functions $f, g$ we have the following integration by parts formula

$$
(2.8) \quad \int_{\mathbb{R}^N} T_\xi f(x)g(x) \, dw(x) = - \int_{\mathbb{R}^N} f(x)T_\xi g(x) \, dw(x).
$$

For fixed $y \in \mathbb{R}^N$ the Dunkl kernel $E(x, y)$ is the unique analytic solution to the system

$$
(2.9) \quad T_\xi f = \langle \xi, y \rangle f, \quad f(0) = 1.
$$

The function $E(x, y)$, which generalizes the exponential function $e^{(x,y)}$, has the unique extension to a holomorphic function on $\mathbb{C}^N \times \mathbb{C}^N$. Moreover, it satisfies

$$
(2.10) \quad E(x, y) = E(y, x) \quad \text{and} \quad E(\lambda x, y) = E(x, \lambda y)
$$

for all $x, y \in \mathbb{C}^N$ and $\lambda \in \mathbb{C}$. The following theorem was proved in [16].

**Theorem 2.1** ([16, Corollary 5.4]). For all $x, z \in \mathbb{R}^N$ and $\nu \in \mathbb{N}_0^N$ we have

$$
|\partial^\nu_x E(x, i\xi)| \leq \|x\|^{|\nu|}.
$$

Let $\{e_j\}_{1 \leq j \leq N}$ denote the canonical orthonormal basis in $\mathbb{R}^N$ and let $T_j = T_{e_j}$. For multi-index $\beta = (\beta_1, \beta_2, \ldots, \beta_N) \in \mathbb{N}_0^N$, we set

$$
|\beta| = \beta_1 + \beta_2 + \ldots + \beta_N,
$$

$$
\partial^0_\beta = I, \quad \partial^\beta = \partial^\beta_1 \circ \partial^\beta_2 \circ \ldots \circ \partial^\beta_N,
$$

$$
T^0_\beta = I, \quad T^\beta = T^\beta_1 \circ T^\beta_2 \circ \ldots \circ T^\beta_N.
$$

The Dunkl transform

$$
(2.11) \quad \mathcal{F} f(\xi) = c_k^{-1} \int_{\mathbb{R}^N} E(-i\xi, x)f(x) \, dw(x),
$$

where

$$
c_k = \int_{\mathbb{R}^N} e^{-\|x\|^2/2} \, dw(x) > 0,
$$

originally defined for $f \in L^1(dw)$, is an isometry on $L^2(dw)$, i.e.,

$$
(2.12) \quad \|f\|_{L^2(dw)} = \|\mathcal{F} f\|_{L^2(dw)} \quad \text{for all} \quad f \in L^2(dw),
$$

and preserves the Schwartz class of functions $\mathcal{S}(\mathbb{R}^N)$ (see [3]). Its inverse $\mathcal{F}^{-1}$ has the form

$$
\mathcal{F}^{-1} g(\xi) = c_k^{-1} \int_{\mathbb{R}^N} E(i\xi, x)g(x) \, dw(x).
$$

Moreover,

$$
(2.13) \quad \mathcal{F}(T_j f)(\xi) = i\xi_j \mathcal{F} f(\xi).
$$

The Dunkl translation $\tau_x f$ of a function $f \in \mathcal{S}(\mathbb{R}^N)$ by $x \in \mathbb{R}^N$ is defined by

$$
\tau_x f(y) = c_k^{-1} \int_{\mathbb{R}^N} E(i\xi, x) E(i\xi, y) \mathcal{F} f(\xi) \, dw(\xi).
$$

It is a contraction on $L^2(dw)$, however it is an open problem if the Dunkl translations are bounded operators on $L^p(dw)$ for $p \neq 2$. 
The Dunkl convolution $f * g$ of two reasonable functions (for instance Schwartz functions) is defined by
\begin{equation}
(f * g)(x) = c_k F^{-1}[(\mathcal{F}f)(\mathcal{F}g)](x) = \int_{\mathbb{R}^N} (\mathcal{F}f)(\xi)(\mathcal{F}g)(\xi) E(x, i\xi) dw(\xi) \text{ for } x \in \mathbb{R}^N,
\end{equation}
or, equivalently, by
\begin{equation}
(f * g)(x) = \int_{\mathbb{R}^N} f(y) \tau_x g(-y) dw(y) = \int_{\mathbb{R}^N} f(y) g(x, y) dw(y) \text{ for all } x \in \mathbb{R}^N,
\end{equation}
where, here and subsequently,
\begin{equation}
g(x, y) = \tau_x g(-y) = \tau_y g(x) = g(-y, -x).
\end{equation}
Let us point out that it is not known if the Young inequality $\|f * g\|_{L^p(dw)} \leq C \|f\|_{L^1(dw)} \|g\|_{L^p(dw)}$ holds in the Dunkl setting, unless $p = 2$ or $G = \mathbb{Z}_2^N$ or one of the functions is radial.

The Dunkl Laplacian associated with $R$ and $k$ is the differential-difference operator $\Delta_k = \sum_{j=1}^N T_j^2$, which acts on $C^2(\mathbb{R}^N)$-functions by
\begin{align*}
\Delta_k f(x) &= \Delta_{\text{eucl}} f(x) + \sum_{\alpha \in R} k(\alpha) \delta_\alpha f(x), \\
\delta_\alpha f(x) &= \frac{\partial \alpha f(x)}{\langle \alpha, x \rangle} - \frac{\|\alpha\|^2}{2} \frac{f(x) - f(\sigma_\alpha x)}{\langle \alpha, x \rangle^2}.
\end{align*}
Obviously, $\mathcal{F}(\Delta_k f)(\xi) = -\|\xi\|^2 \mathcal{F} f(\xi)$. The operator $\Delta_k$ is essentially self-adjoint on $L^2(dw)$ (see for instance [2, Theorem 3.1]) and generates the semigroup $e^{t\Delta_k}$ of linear self-adjoint contractions on $L^2(dw)$. The semigroup has the form
\begin{equation}
e^{t\Delta_k} f(x) = \mathcal{F}^{-1}(e^{-t\|\xi\|^2} \mathcal{F} f(\xi))(x) = \int_{\mathbb{R}^N} h_t(x, y) f(y) dw(y),
\end{equation}
where the heat kernel
\begin{equation}
h_t(x, y) = \tau_x h_t(-y),
\end{equation}
\begin{equation}
h_t(x) = \mathcal{F}^{-1}(e^{-t\|\xi\|^2})(x) = c_k^{-1}(2t)^{-N/2} e^{-\|x\|^2/(4t)}
\end{equation}
is a $C^\infty$-function of all variables $x, y \in \mathbb{R}^N$, $t > 0$, and satisfies
\begin{align*}
0 < h_t(x, y) &= h_t(y, x), \\
\int_{\mathbb{R}^N} h_t(x, y) dw(y) &= 1.
\end{align*}
Set
\begin{equation}
d(x, y) = \min_{\sigma \in G} \|x - \sigma(y)\|,
\end{equation}
\begin{align*}
V(x, y, t) &= \max(w(B(x, t)), w(B(y, t))), \\
V(x, y, t) &= w(B(x, t))^{1/2} w(B(y, t))^{1/2}.
\end{align*}
Note that by (2.4) and (2.5) we have
\begin{equation}
V(x, y, d(x, y)) \sim V(x, y, d(x, y)) \sim w(B(x, d(x, y))) \sim w(B(y, d(x, y))).
\end{equation}
The following theorem was proved in [1, Theorem 4.1].
Theorem 2.2. (a) Time derivatives: for any non-negative integer \( m \), there are constants \( C, c > 0 \) such that
\[
|\partial_t^m h_t(x, y)| \leq C t^{-m} V(x, y, \sqrt{t})^{-1} e^{-c d(x, y)^2/t},
\]
for every \( t > 0 \) and for every \( x, y \in \mathbb{R}^N \).
(b) Hölder bounds: for any nonnegative integer \( m \), there are constants \( C, c > 0 \) such that
\[
|\partial_t^m h_t(x, y) - \partial_t^m h_t(x', y)| \leq C t^{-m} \left( \frac{\|y - y'\|}{\sqrt{t}} \right) V(x, y, \sqrt{t})^{-1} e^{-c d(x, y)^2/t},
\]
for every \( t > 0 \) and for every \( x, y, y' \in \mathbb{R}^N \) such that \( \|y - y'\| < \sqrt{t} \).
(c) Dunkl derivative: for any \( \xi \in \mathbb{R}^N \) and for any nonnegative integer \( m \), there are constants \( C, c > 0 \) such that
\[
|T_{\xi}^m \partial_t^m h_t(x, y)| \leq C t^{-m - 1/2} V(x, y, \sqrt{t})^{-1} e^{-c d(x, y)^2/t},
\]
for all \( t > 0 \) and \( x, y \in \mathbb{R}^N \).
(d) Mixed derivatives: for any nonnegative integer \( m \) and for any multi-indices \( \alpha, \beta \), there are constants \( C, c > 0 \) such that, for every \( t > 0 \) and for every \( x, y \in \mathbb{R}^N \),
\[
|\partial_t^m \partial_x^\alpha \partial_y^\beta h_t(x, y)| \leq C t^{-m - \frac{|\alpha|}{2} - \frac{|\beta|}{2}} V(x, y, \sqrt{t})^{-1} e^{-c d(x, y)^2/t},
\]
for every \( t > 0 \) and for every \( x, y \in \mathbb{R}^N \).

We finish this section by the proposition which will be used in proving the bounds of the square functions.

Proposition 2.3. Let \( M \geq 0 \) and let \( \ell \) be a positive integer. Assume that \( \phi \in C^\ell(\mathbb{R}^N) \) satisfies
\[
|\partial^\beta \phi(x)| \leq (1 + \|x\|)^{-N-M} \text{ for all } |\beta| \leq \ell.
\]
There is a constant \( C > 0 \) such that
\[
|T^\beta \phi(x)| \leq C(1 + \|x\|)^{-N-M} \text{ for all } |\beta| \leq \ell.
\]
Moreover, if additionally \( M > 0 \) and \( m \) is a positive integer such that \( m < M \), then \( \mathcal{F} \phi \in C^m(\mathbb{R}^N) \) and
\[
|\partial_x^{\beta'} \mathcal{F} \phi(\xi)| \leq C_{\beta'}(1 + \|\xi\|)^{-\ell} \text{ for all } |\beta'| \leq m.
\]

Proof. The proof of (2.25) is by induction on \( \ell \). Assume that (2.24) implies (2.25) for \( \ell_1 \). We will prove that (2.24) implies (2.25) for \( \ell_1 + 1 \). Let \( \alpha \in R \). By the definition of \( T^\beta \), it is enough to show that there is a constant \( C > 0 \) such that the function
\[
x \mapsto C^{-1} \frac{\phi(x) - \phi(\sigma_\alpha(x))}{\langle x, \alpha \rangle}
\]
satisfies (2.24) with \( \ell = \ell_1 \). Let \( \beta \in \mathbb{N}_0^N \) be such that \( |\beta| \leq \ell_1 \). We consider two cases.

Case 1. \( |\langle x, \alpha \rangle| \geq 1/10 \). Note that there is a constant \( C = C_{\ell_1} > 0 \) independent of \( x \) such that for all \( |\beta'| \leq \ell_1 \) we have
\[
|\partial_x^{\beta'} (\langle x, \alpha \rangle^{-1})| \leq C.
\]
Thanks to the Leibniz rule, the estimate for $\partial^\beta \left( \frac{\phi(x) - \phi(\sigma_\alpha(x))}{(x, \alpha)} \right)$ is a consequence of (2.24) and (2.27).

**Case 2.** $|\langle x, \alpha \rangle| < 1/10$. We have

$$\frac{\phi(x) - \phi(\sigma_\alpha(x))}{\langle x, \alpha \rangle} = \langle x, \alpha \rangle^{-1} \int_0^1 \frac{d}{dt} (\phi(x - 2t\alpha\|\alpha\|^2(x, \alpha))) \, dt$$

(2.28)

$$= c_\alpha \int_0^1 \langle \nabla_x \phi(x - 2t\alpha\|\alpha\|^2(x, \alpha)), \alpha \rangle \, dt.$$

By the assumption $|\langle x, \alpha \rangle| < 1/10$, so for all $t \in [0, 1]$ we have

$$\|x - 2t\alpha\|\alpha\|^2(x, \alpha) \sim \|x\|,$$

so, by (2.24) with $\ell = \ell_1 + 1$ we obtain

$$\left| \partial^\beta_x \left( \frac{\phi(x) - \phi(\sigma_\alpha(x))}{\langle x, \alpha \rangle} \right) \right| \leq c_\alpha \int_0^1 \left| \partial^\beta_x \nabla_x \phi(x - 2t\alpha\|\alpha\|^2(x, \alpha)), \alpha \rangle \right| \, dt$$

$$\leq C \int_0^1 (1 + \|x - 2t\alpha\|\alpha\|^2(x, \alpha)\|)^{-N-M} \, dt \leq C(1 + \|x\|)^{-N-M},$$

which completes the proof of (2.25).

We now turn to prove (2.26). By (2.10) and Theorem 2.1 we have $|\partial^\beta \mathcal{E}(-ix, \xi)| \leq C\|x\|^{\beta}$. Thus, using (2.13), we obtain

$$\left| \partial^\beta_x (\xi^\beta \mathcal{F} \phi(x)) \right| = c_k^{-1} \left| \int_{\mathbb{R}^N} (T^\beta \phi)(x) \partial^\beta_x \mathcal{E}(-ix, \xi) \, dw(x) \right|$$

(2.30)

$$\leq C \int_{\mathbb{R}^N} (1 + \|x\|)^{-M-N}(1 + \|x\|)^m \, dw(x) \leq C_{\beta', \beta}$$

for $|\beta'| \leq m$ and $|\beta| \leq \ell$. From (2.30) we conclude that for $|\beta'| \leq m$ and $|\beta| \leq \ell$ one has

$$\left| \xi^\beta \partial^\beta_x \mathcal{F} \phi(x) \right| \leq C'_{\beta', \beta}.$$

(2.31)

Now (2.26) can be deduced easily from (2.31). \[\square\]

3. **Vector valued Calderón-Zygmund analysis in the Dunkl setting**

The proof of main results will be based on the following straightforward adaptation of the vector valued approach to square functions in the Dunkl setting (cf. [9], [22]). Since the conditions on kernels are expressed by means of both: the Euclidean distance $\|x - y\|$ and the distance $d(x, y)$, for the convenience of the reader we present the details.

3.1. **Vector valued Calderón-Zygmund operators in the Dunkl setting.** Let $\mathcal{H}_1$ and $\mathcal{H}_2$ be separable Hilbert spaces. We shall consider the vector valued $L^p(dw, \mathcal{H}_j)$ spaces with the norms

$$\|f\|_{L^p(dw, \mathcal{H}_j)} = \int_{\mathbb{R}^N} \|f(x)\|_{\mathcal{H}_j}^p \, dw(x).$$

Note that $L^2(dw, \mathcal{H}_j) =: \mathcal{H}_j$ is a Hilbert space with the inner product

$$\langle f, g \rangle_{\mathcal{H}_j} = \int_{\mathbb{R}^N} \langle f(x), g(x) \rangle_{\mathcal{H}_j} \, dw(x).$$
Proposition 3.1. Let $K$ be a bounded linear operator from $L^2(dw, H_1)$ into $L^2(dw, H_2)$ with an associated operator valued kernel $K(x, y) \in L(H_1, H_2)$ for $d(x, y) > 0$. Assume that there are constants $C, \delta' > 0$ such that for all $x, y, y' \in \mathbb{R}^N$ such that $2\|y - y'\| \leq d(x, y)$ one has

$$
\|K(x, y) - K(x, y')\|_{L(H_1, H_2)} \leq \frac{C}{V(x, y, d(x, y))} \left(\frac{d(x, y)}{d(x, y)}\right)^{\delta'},
$$

(3.1)

and

$$
\|K(y, x) - K(y', x)\|_{L(H_1, H_2)} \leq \frac{C}{V(x, y, d(x, y))} \left(\frac{d(x, y)}{d(x, y)}\right)^{\delta'}.
$$

(3.2)

Then, for every $1 < p < \infty$, the operator $K$, initially defined on $L^p(dw, H_1) \cap L^2(dw, H_1)$, has a unique extension to a bounded operator from $L^p(dw, H_1)$ to $L^p(dw, H_2)$.

Proof. First we prove the weak type $(1, 1)$ estimate. Consider $f \in L^1(dw, H_1)$. Fix $\lambda > 0$. We denote by $Q_\lambda$ the collection of all maximal (disjoint) dyadic cubes $Q_j$ in $\mathbb{R}^N$ satisfying

$$
\lambda < \frac{1}{w(Q_j)} \int_{Q_j} \|f(x)\|_{H_1} dw(x).
$$

(3.3)

Then, thanks to (2.5), we have

$$
\frac{1}{w(Q_j)} \int_{Q_j} \|f(x)\|_{H_1} dw(x) \leq C_1 \lambda.
$$

(3.4)

Let

$$
f(x) = g(x) + \sum_{Q_j \in Q_\lambda} (f(x) - f_{Q_j}) \chi_{Q_j}(x) = g(x) + \sum_{Q_j \in Q_\lambda} b_j(x) = g(x) + b(x),
$$

$$
f_{Q_j} = \frac{1}{w(Q_j)} \int_{Q_j} f(x) dw(x),
$$

be the Calderón-Zygmund decomposition at the level $\lambda$. Let $Q_j^*$ be the cube which has the same center $y_j$ as $Q_j$ but whose diameter is expanded by the factor 2. Set $\Omega = \bigcup_{Q_j \in Q_\lambda} O(Q_j^*)$, where, for a Lebesgue measurable set $U \subset \mathbb{R}^N$, we denote $O(U) = \{\sigma(x) : x \in U, \sigma \in G\}$. Then by (2.5) and (3.3), we have

$$
w(\Omega) \leq \sum_{Q_j \in Q_\lambda} w(O(Q_j)) \leq C \sum_{Q_j \in Q_\lambda} w(Q_j) \leq C \lambda^{-1} \|f\|_{L^1(dw, H_1)}.
$$

Clearly,

$$
\{x \in \Omega^c : \|Kf(x)\|_{H_2} > \lambda\} \subseteq \{x \in \Omega^c : \|Kg(x)\|_{H_2} > \lambda/2\} \cup \{x \in \Omega^c : \|Kb(x)\|_{H_2} > \lambda/2\}.
$$

By the boundeness of $K$ from $L^2(dw, H_1)$ to $L^2(dw, H_2)$, we get

$$
w(\{x \in \Omega^c : \|Kg(x)\|_{H_2} > \lambda/2\}) \leq C \frac{\|g\|^2_{L^2(dw, H_3)}}{\lambda^2} \leq C \frac{\lambda \|f\|^2_{L^1(dw, H_1)}}{\lambda^2}.
$$

(3.5)
In order to estimate the measure of the second term we recall that \( \int_{\mathbb{R}^N} b_j \, dw = 0 \) and write

\[
w(\{ x \in \Omega^\varepsilon : \| Kb(x) \|_{\mathcal{H}_2} > \lambda/2 \}) \leq C \lambda^{-1} \| \chi_{\Omega^\varepsilon} Kb \|_{L^1(dw, \mathcal{H}_2)}
\]

\[
= C \lambda^{-1} \int_{\Omega^\varepsilon} \left\| \sum_{Q_j \in \mathcal{Q}_\lambda} \int_{\mathbb{R}^N} K(x, y)b_j(y) \, dw(y) \right\|_{\mathcal{H}_2} \, dw(x)
\]

\[
= C \int_{\Omega^\varepsilon} \left\| \sum_{Q_j \in \mathcal{Q}_\lambda} \int_{\mathbb{R}^N} [K(x, y) - K(x, y_j)]b_j(y) \, dw(y) \right\|_{\mathcal{H}_2} \, dw(x)
\]

\[
\leq C \sum_{Q_j \in \mathcal{Q}_\lambda} \int_{\Omega^\varepsilon} \int_{Q_j} \|K(x, y) - K(x, y_j)\|_{L(\mathcal{H}_1, \mathcal{H}_2)} \|b_j(y)\|_{\mathcal{H}_1} \, dw(y) \, dw(x)
\]

\[
\leq \sum_{Q_j \in \mathcal{Q}_\lambda} \int_{Q_j} \|b_j(y)\|_{\mathcal{H}_1} \int_{(\mathcal{O}(Q_j)^c)} \frac{C}{V(x, y, d(x, y))} \left( \frac{\|y - y_j\|}{d(x, y)} \right)^\delta \, dw(x) \, dw(y).
\]

Clearly, there is a constant \( C > 0 \) such that for all \( y \in Q_j \in \mathcal{Q}_\lambda \) we have

\[
\int_{(\mathcal{O}(Q_j)^c)} \frac{1}{V(x, y, d(x, y))} \left( \frac{\|y - y_j\|}{d(x, y)} \right)^\delta \, dw(x) \leq C,
\]

so, by (3.6), we get

(3.7)

\[
w(\{ x \in \Omega^\varepsilon : \| Kb(x) \|_{\mathcal{H}_2} > \lambda/2 \}) \leq \frac{C}{\lambda} \sum_{Q_j \in \mathcal{Q}_\lambda} \int_{\mathbb{R}^N} \|b_j(y)\|_{\mathcal{H}_1} \, dw(y) \leq \frac{C}{\lambda} \|f\|_{L^1(dw, \mathcal{H}_1)}.
\]

By (3.5) and (3.7) we obtain that \( K \) is of weak type \((1, 1)\). Thanks to the vector-valued version of the Marcinkiewicz interpolation theorem (see e.g. [12, Exercise 5.5.3]) we obtain the claim for \( 1 < p \leq 2 \).

To prove the bounds for \( 2 < p < \infty \), we apply the well-known duality argument. Observe that \( K^* \) is a bounded operator from the Hilbert space \( L^2(dw, \mathcal{H}_2) \) to the Hilbert space \( L^2(dw, \mathcal{H}_1) \) with the associated kernel \( K^*(x, y) = K(y, x)^* \in L(\mathcal{H}_2, \mathcal{H}_1) \). Hence, \( \|K^*(x, y)\|_{L(\mathcal{H}_2, \mathcal{H}_1)} = \|K(y, x)\|_{L(\mathcal{H}_1, \mathcal{H}_2)} < \infty \) for \( d(x, y) > 0 \) and, if \( 2\|y - y'\| \leq d(x, y) \), then, by (3.2),

\[
\|K^*(x, y) - K^*(x, y')\|_{L(\mathcal{H}_2, \mathcal{H}_1)} = \|K(y, x) - K(y', x)\|_{L(\mathcal{H}_1, \mathcal{H}_2)} \leq \frac{C}{V(x, y, d(x, y))} \left( \frac{\|y - y'\|}{d(x, y)} \right)^\delta.
\]

Let \( \frac{1}{p} + \frac{1}{p'} = 1 \). Note that \( 1 < p' < 2 \). Consequently, from the first part of the proof we conclude that there is a constant \( C_{p'} > 0 \) such that for all \( g \in L^{p'}(dw, \mathcal{H}_2) \) we have

(3.9)

\[
\|K^* g\|_{L^{p'}(dw, \mathcal{H}_1)} \leq C_{p'} \|g\|_{L^{p'}(dw, \mathcal{H}_2)}.
\]
Now, for \( f \in L^p(dw, H_1) \cap L^2(dw, H_1) \), \( 2 < p < \infty \), we write
\[
\|Kf\|_{L^p(dw, H_2)} = \sup_{g \in L^p'(dw, H_2) \cap L^2(dw, H_2), \|g\|_{L^p'(dw, H_2)} = 1} \left| \int_{\mathbb{R}^N} \langle Kf(x), g(x) \rangle_{H_2} \, dw(x) \right|
\]
\[
= \sup_{g \in L^p'(dw, H_2) \cap L^2(dw, H_2), \|g\|_{L^p'(dw, H_2)} = 1} \left| \int_{\mathbb{R}^N} \langle f(x), K^* g(x) \rangle_{H_1} \, dw(x) \right|
\]
\[
(3.10)
\leq \sup_{g \in L^p'(dw, H_2) \cap L^2(dw, H_2), \|g\|_{L^p'(dw, H_2)} = 1} \left| \int_{\mathbb{R}^N} \|f(x)\|_{H_1} \|K^* g(x)\|_{H_1} \, dw(x) \right|
\]
\[
\leq \sup_{g \in L^p'(dw, H_2) \cap L^2(dw, H_2), \|g\|_{L^p'(dw, H_2)} = 1} \|f\|_{L^p(dw, H_1)} \|K^* g\|_{L^p'(dw, H_1)}
\]
\[
\leq C_\|f\|_{L^p(dw, H_1)},
\]
where in the last inequality we have used (3.9). \( \square \)

3.2. Vector valued approach to square functions. For further applications we shall use \( H_1 = \mathbb{C} \) and \( H_2 = L^2((0, \infty), \frac{dt}{t}) \). Let \( K(t, x, y) \) be a measurable function on \( (0, \infty) \times \mathbb{R}^N \times \mathbb{R}^N \) such that for certain \( M' > N \) one has
\[
(3.11) \quad |K(t, x, y)| \leq C V(x, y, t)^{-1} \left(1 + \frac{d(x, y)}{t}\right)^{-M'}.
\]
We additionally assume that there are constants \( \delta > 0 \) and \( C > 0 \) such that for all \( x, y, y' \in \mathbb{R}^N \) and \( t > 0 \), if \( \|y - y'\| \leq t \), then
\[
(3.12) \quad |K(t, x, y) - K(t, x, y')| \leq C \left(\frac{\|y - y'\|}{t}\right)^{\delta} V(x, y, t)^{-1} \left(1 + \frac{d(x, y)}{t}\right)^{-M' - \delta},
\]
\[
(3.13) \quad |K(t, y, x) - K(t, y', x)| \leq C \left(\frac{\|y - y'\|}{t}\right)^{\delta} V(x, y, t)^{-1} \left(1 + \frac{d(x, y)}{t}\right)^{-M' - \delta}.
\]
Let
\[
K_t f(x) = \int_{\mathbb{R}^N} K(t, x, y) f(y) \, dw(y).
\]
We define the square function \( S_K \) associated with the kernel \( K(t, x, y) \) by
\[
S_K(f)(x) = \left( \int_0^\infty |K_t f(x)|^2 \frac{dt}{t} \right)^{1/2}.
\]

**Theorem 3.2.** Assume that an integral kernel \( K(t, x, y) \) satisfies (3.11)-(3.13) with certain \( M' > N \) and \( \delta > 0 \), and the associated square function \( S_K \) is bounded from \( L^2(dw) \) into itself. Then for every \( 1 < p < \infty \) there is a constant \( C_\|\cdot\|_{L^p(dy)} > 0 \) such that
\[
(3.14) \quad \|S_K(f)\|_{L^p(dw)} \leq C_\|\cdot\|_{L^p(dy)} \|f\|_{L^p(dw)} \text{ for all } f \in L^p(dw).
\]

**Proof.** In order to prove Theorem 3.2 we note that the boundedness of the square function \( S_K \) on \( L^p(dw) \)-spaces is equivalent to the boundedness of the operator \( K \) from \( L^p(dw, H_1) \) to \( L^p(dw, H_2) \), \( H_1 = \mathbb{C} \), \( H_2 = L^2((0, \infty), \frac{dt}{t}) \), where \( K \) is defined by
\[
K_f(x)(t) = \int_{\mathbb{R}^N} K_t(x, y) f(y) \, dw(y).
\]
Recall that the boundedness of $K$ from $L^2(dw, \mathcal{H}_1)$ to $L^2(dw, \mathcal{H}_2)$ is guaranteed by one of the assumptions. Therefore, to finish the proof, it suffices to check that the associated kernel $K(x, y) = K(t, x, y)$ belongs to $L^2(\mathcal{H}_1, \mathcal{H}_2)$ for $d(x, y) > 0$ and satisfies (3.1) and (3.2) with $\delta' = \min(\delta, M' - N) > 0$, and then apply Proposition 3.1. To verify the first requirement we shall prove that there is a constant $C > 0$ such that for $d(x, y) > 0$ one has

$$
||K(x, y)||_{L^2(\mathcal{H}_1, \mathcal{H}_2)} \leq Cw(B(x, d(x, y)))^{-1}.
$$

(3.15)

By (3.11),

$$
||K(x, y)||_{L^2(\mathcal{H}_1, \mathcal{H}_2)}^2 \leq C^2 \int_0^\infty \frac{1}{\mathcal{V}(x, y, t)^2} \left(1 + \frac{d(x, y)}{t}\right)^{-2M'} dt
$$

(3.16)

and

$$
= C^2 \int_0^\infty \frac{1}{\mathcal{V}(x, y, td(x, y))^2} \left(1 + \frac{1}{t}\right)^{-2M'} dt
$$

By (2.19) we have $\mathcal{V}(x, y, d(x, y)) \sim w(B(x, d(x, y)))$. Applying the second inequality of (2.6) for $0 < t < 1$ and the first one for $t \geq 1$ we get the claim.

We now turn to verify (3.1). Note that $d(x, y) \sim d(x, y')$ for $d(x, y) > 2||y - y'||$. Hence, by (3.11) and (3.12) we have

$$
||K(x, y) - K(x, y')||_{L^2(\mathcal{H}_1, \mathcal{H}_2)} \leq C \int_0^{||y - y'||} \mathcal{V}(x, y, t)^{-2} \left(1 + \frac{d(x, y)}{t}\right)^{-2M'} dt
$$

$$
+ C \int_{||y - y'||}^\infty \mathcal{V}(x, y, t)^{-2} \left(\frac{||y - y'||}{t}\right)^{2\delta} \left(1 + \frac{d(x, y)}{t}\right)^{-2M' - 2\delta} dt
$$

$$
\leq C \int_0^{||y - y'||/d(x, y)} \mathcal{V}(x, y, td(x, y))^{-2} \left(1 + \frac{1}{t}\right)^{-2M'} dt
$$

$$
+ C \int_{||y - y'||/d(x, y)}^\infty \left(\frac{||y - y'||}{td(x, y)}\right)^{2\delta} \mathcal{V}(x, y, td(x, y))^{-2} \left(1 + \frac{1}{t}\right)^{-2M' - 2\delta} dt
$$

$$
\leq \frac{C}{\mathcal{V}(x, y, d(x, y))^2} \int_0^{||y - y'||/d(x, y)} \mathcal{V}(x, y, d(x, y))^2 (1 + \frac{1}{t})^{-2M' - 2\delta} dt
$$

$$
\leq \frac{C}{\mathcal{V}(x, y, d(x, y))^2} \mathcal{V}(x, y, d(x, y))^2 (1 + \frac{1}{t})^{-2M' - 2\delta} dt
$$

Applying (2.6) together with (2.19), we get

$$
||K(x, y) - K(x, y')||_{L^2(\mathcal{H}_1, \mathcal{H}_2)} \leq \frac{C}{w(B(x, d(x, y)))^2} \int_0^{||y - y'||/d(x, y)} t^{2M' - 2N} dt
$$

$$
+ \frac{C}{w(B(x, d(x, y)))^2} \int_0^{||y - y'||/d(x, y)} \left(\frac{||y - y'||}{d(x, y)}\right)^{2\delta} t^{-2\delta} (1 + \frac{1}{t})^{-2M' - 2\delta} dt
$$

$$
\leq \frac{C}{w(B(x, d(x, y)))^2} \left(\frac{||y - y'||}{d(x, y)}\right)^{2\delta} (1 + \frac{1}{t})^{-2M' - 2\delta} dt
$$

The proof of (3.2) is identical to that of (3.1) and uses (3.13).
4. BESSEL POTENTIALS

For a real number $s > 0$ we set
\[ J^{(s)}(x) = \mathcal{F}^{-1}((1 + \| \cdot \|^2)^{-s/2})(x). \]

By the gamma function identity we have
\[ (1 + \| \xi \|^2)^{-s/2} = \Gamma \left( \frac{s}{2} \right)^{-1} \int_0^\infty e^{-t\| \xi \|^2} t^{s/2} \frac{dt}{t}, \]
which leads us to
\[ J^{(s)}(x) = \Gamma \left( \frac{s}{2} \right)^{-1} \int_0^\infty e^{-t h_t(x)} t^{s/2} \frac{dt}{t}, \]
(see (2.17)). The function $J^{(s)}$ is radial, positive and belongs $L^1(dw)$. Moreover, by (2.14), for all $s_1, s_2 > 0$ we have
\[ J^{(s_1)} \ast J^{(s_2)} = c_k J^{(s_1 + s_2)}. \]

4.1. Pointwise estimates for the Bessel integral kernel. The following proposition is an easy consequence of (4.1) and (2.17).

**Proposition 4.1.** Let $M > 0$. There is a constant $C = C_{s,M} > 0$ such that
\[ 0 < J^{(s)}(x) \leq C \begin{cases} \|x\|^{s-N} & \text{if } \|x\| \leq 1/2, \quad 0 < s < N, \\ -\ln \|x\| & \text{if } \|x\| \leq 1/2, \quad s = N, \\ 1 & \text{if } \|x\| \leq 1/2, \quad s > N, \\ (1 + \|x\|^2)^{-M} & \text{if } \|x\| > 1/2, \quad 0 < s. \end{cases} \]

**Proposition 4.2.** Assume that $M \geq 0$ and $|f(x)| \leq (1 + \|x\|)^{-M-N}$ for all $x \in \mathbb{R}^N$. Let $s > \frac{N}{2}$. Then there is a constant $C > 0$ such that for all $x, y \in \mathbb{R}^N$ we have
\[ |(f \ast J^{(s)} \ast J^{(s)})(x,y)| \leq C V(x,y,1)^{-1}(1 + d(x,y))^{-M}. \]

**Proof.** Let $U_j = B(0, 2^j) \setminus B(0, 2^{j-1})$ for $j \in \mathbb{Z}$. Set
\[ \phi_j(x) = J^{(s)}(x) \chi_{U_j}(x). \]
Let $V_0 = B(0,1)$, $V_j = U_j$ for $j > 0$. For $j \in \mathbb{N}_0$ we set
\[ f_j(x) = f(x) \chi_{V_j}(x). \]

Thanks to Proposition 4.1, for every $D > 0$ large enough, we have
\[ \|f_j\|_{L^1(dw)} \leq C w(B(0, 2^j)) 2^{-(j(M+N))}, \quad \|\phi_{j}\|_{L^\infty} \leq C_D \min(2^{-\ell D}, 2^{\ell(s-N)}) \]
with $C, C_D > 0$ independent of $j \in \mathbb{N}_0$ and $\ell \in \mathbb{Z}$. Then
\[ (f \ast J^{(s)} \ast J^{(s)})(x,y) = \sum_{j \in \mathbb{N}_0, \ell, \ell} (f_j \ast \phi_\ell \ast \phi_m)(x,y). \]

Lemma 4.3 of [10] asserts that
\[ \left( \int_{\mathbb{R}^N} \phi_{m}(z,y)^2 dw(z) \right)^{1/2} \leq C C_D \frac{2^{mN} \min(2^{-m D}, 2^{m(s-N)})}{w(B(y, 2^m))^{1/2}} \leq C C_D \frac{\min(2^{m(N-D)}, 2^{m(s-N/2)})}{w(B(y, 1))^{1/2}}. \]
Inequality (4.8) of [10] asserts that
\[ \left( \int_{\mathbb{R}^N} |f_j \ast \phi_\ell(x, z)|^2 dw(z) \right)^{1/2} \leq C C_D \frac{\min(2^{(N-D)}, 2^{(s-N/2)})}{w(B(x, 1))^{1/2}} 2^{-j M}. \]
Hence, by the Cauchy-Schwarz inequality,
\[
|(f_j \ast \phi_\ell \ast \phi_m)(x, y)| \leq CC_D \min\left(2^{(N-D)}, 2^{(s-N/2)}\right) \min\left(2^{m(N-D)}, 2^{m(s-N/2)}\right) 2^{-jM}
\]
\[
= s_{j,m,\ell}(x, y).
\]
Observe that \( \sum_{j \geq 0, m, \ell \in \mathbb{Z}} s_{j,m,\ell}(x, y) \leq C\mathcal{V}(x, y, 1)^{-1} \). Therefore, to finish the proof, we consider \( d(x, y) \geq 1 \). Recall that \( (f_j \ast \phi_\ell \ast \phi_m)(x, y) = 0 \) if \( d(x, y) > 2^{1+\ell+m} \). Hence,
\[
\sum_{j \geq 0, m, \ell \in \mathbb{Z}} |(f_j \ast \phi_\ell \ast \phi_m)(x, y)| \leq \sum_{m, \ell \in \mathbb{Z}} \sum_{j \geq 0: 2^{1+\ell+m} \leq d(x, y)} s_{j,m,\ell}(x, y)
\]
\[
\leq C \sum_{m, \ell \in \mathbb{Z}} \min\left(2^{m(N-D)}, 2^{m(s-N/2)}\right) \min\left(2^{(N-D)}, 2^{(s-N/2)}\right) \left(\frac{d(x, y)^{2-\ell-m}}{w(B(x, 1))^{1/2}w(B(y, 1))^{1/2}}\right)^{-M}
\]
\[
\leq C\mathcal{V}(x, y, 1)^{-1} d(x, y)^{-M}.
\]
\[
\Box \]

4.2. \( L^1 \) estimates for Bessel potentials.

Lemma 4.3. Let \( M \geq 0, \kappa > 3N/2 + M, \) and \( \gamma \geq 0 \). Suppose that a measurable function \( f : (0, \infty) \times \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{C} \) satisfies
\[
|f(t, x, y)| \leq t^{-\gamma/2} V(x, y, \sqrt{t})^{-1} \left(1 + \frac{d(x, y)}{\sqrt{t}}\right)^{-\kappa}
\]
for all \( x, y \in \mathbb{R}^N \) and \( t > 0 \). Then there is a constant \( C = C_{M,\kappa,\gamma} > 0 \) such that for all \( y \in \mathbb{R}^N \) and \( t > 0 \) we have
\[
\int_{\mathbb{R}^N} \frac{|f(t, x, y)|}{w(B(x, 1))^{1/2}} (1 + d(x, y))^M \, dw(x) \leq Ct^{-\gamma/2} \left(1 + \sqrt{t}\right)^{M+N/2} w(B(y, 1))^{1/2}.
\]
If additionally, for all \( x, y, y' \in \mathbb{R}^N \) and \( \|y - y'\| \leq 1 \) we have
\[
|f(t, x, y) - f(t, x, y')| \leq \frac{\|y - y'\|}{\sqrt{t}} t^{-\gamma/2} V(x, y, \sqrt{t})^{-1} \left(1 + \frac{d(x, y)}{\sqrt{t}}\right)^{-\kappa},
\]
then for any \( \delta \in [0, 1] \) there is a constant \( C = C_{M,\kappa,\gamma,\delta} > 0 \) such that for all \( y, y' \in \mathbb{R}^N \) such that \( \|y - y'\| \leq 1 \) we have
\[
\int_{\mathbb{R}^N} \frac{|f(t, x, y) - f(t, x, y')|}{w(B(x, 1))^{1/2}} (1 + d(x, y))^M \, dw(x)
\]
\[
\leq Ct^{-\gamma/2} \left(1 + \sqrt{t}\right)^{M+N/2} \frac{\|y - y'\|^\delta}{t^\delta/2} w(B(y, 1))^{1/2}.
\]

Proof. It follows from (2.6) and (2.19) that \( w(B(x, 1))^{-1/2} \leq C(B(y, 1))^{-1/2}(1+d(x, y))^{N/2} \). We have
\[
\int_{\mathbb{R}^N} \frac{|f(t, x, y)|}{w(B(x, 1))^{1/2}} (1 + d(x, y))^M \, dw(x) \leq C \int_{\mathbb{R}^N} \frac{|f(t, x, y)|}{w(B(y, 1))^{1/2}} (1 + d(x, y))^{M+N/2} \, dw(x)
\]
\[
\leq C \int_{\mathbb{R}^N} \frac{|f(t, x, y)|}{w(B(y, 1))^{1/2}} \left(1 + \frac{d(x, y)}{\sqrt{t}}\right)^{M+N/2} \left(1 + \sqrt{t}\right)^{M+N/2} \, dw(x)
\]
\[
\leq Ct^{-\gamma/2} \left(1 + \sqrt{t}\right)^{M+N/2} w(B(y, 1))^{-1/2}.
\]
where in the last estimate we have used the assumption \( \kappa > 3N/2 + M \).
In order to prove (4.7) we note that for all \( x, y, y' \in \mathbb{R}^N \) such that \( \|y - y'\| \leq 1 \) we have
\[
(1 + d(x, y))^M \sim (1 + d(x, y'))^M \quad \text{and} \quad w(B(y, 1)) \sim w(B(y', 1)).
\]
Consequently, by (4.5),
\[
(4.8) \quad \int_{\mathbb{R}^N} \frac{|f(t, x, y')|}{w(B(x, 1))^{1/2}} (1 + d(x, y))^M \, dw(x) \leq C t^{-\gamma/2} (1 + \sqrt{t})^{M+N/2} w(B(y, 1))^{1/2}
\]
Furthermore, if \( 0 < \|y - y'\| \leq 1 \), then, by (4.5) applied to
\[
\tilde{f}(t, x, y) = \frac{1}{\|y - y'\|} (f(t, x, y) - f(t, x, y'))
\]
with \( \tilde{\gamma} = \gamma + 1 \), we get
\[
\int_{\mathbb{R}^N} w(B(x, 1))^{-1/2} |f(t, x, y) - f(t, x, y')| (1 + d(x, y))^M \, dw(x)
\]
\[
\leq C t^{-\gamma/2} \frac{\|y - y'\|}{\sqrt{t}} (1 + \sqrt{t})^{M+N/2} w(B(y, 1))^{-1/2}.
\]
Now (4.7) is a consequence of (4.5), (4.8), and (4.9).

**Proposition 4.4.** Let \( \delta \in [0, 1] \), \( M \geq 0 \), \( \beta, \beta' \in \mathbb{N}_0^n \) and \( s > |\beta| + |\beta'| \). There is a constant \( C = C_{M, \beta, \beta', s} > 0 \) such that for all \( y \in \mathbb{R}^N \) we have
\[
(4.10) \quad \int_{\mathbb{R}^N} w(B(x, 1))^{-1/2} |\partial_x^\beta \partial_y^{\beta'} J^{(s)}(x, y)| (1 + d(x, y))^M \, dw(x) \leq \frac{C}{w(B(y, 1))^{1/2}}.
\]
Moreover, if we assume that \( s > \beta + \beta' \), then there is a constant \( C = C_{M, \beta, \beta', s} \) such that for all \( y, y' \in \mathbb{R}^N \) such that \( \|y - y'\| \leq 1 \) we have
\[
(4.11) \quad \int_{\mathbb{R}^N} w(B(x, 1))^{-1/2} \left| \partial_x^\beta \partial_y^{\beta'} J^{(s)}(x, y) - \partial_x^\beta \partial_y^{\beta'} J^{(s)}(x, y') \right| (1 + d(x, y))^M \, dw(x) \leq \frac{C \|y - y'\|^\delta}{w(B(y, 1))^{1/2}}.
\]
**Proof.** Note that if \( s > \gamma \), then there is a constant \( C = C_{M, s} > 0 \) such that
\[
(4.12) \quad \int_0^\infty e^{-t\gamma/2} (1 + t^{N/4}) (1 + \sqrt{t})^{N/2} \frac{dt}{t} \leq C.
\]
On the other hand, by Theorem 2.2 there is a constant \( C = C_{\beta, \beta'} > 0 \) such that
\[
(4.13) \quad f(t, x, y) = C^{-1} \partial_x^\beta \partial_y^{\beta'} h_t(x, y)
\]
satisfies (4.4) with \( \gamma = |\beta| + |\beta'| \) and \( \kappa = 2N + M \). Therefore, (4.10) is a consequence of Lemma 4.3, (4.12), and (4.1). Similarly, by Theorem 2.2 and mean value theorem, there is a constant \( C > 0 \) such \( f(t, x, y) \) defined in (4.13) satisfies (4.6) with \( \gamma = |\beta| + |\beta'| \) and \( \kappa = 2N + M \). Consequently, (4.11) follows by Lemma 4.3, (4.12), and (4.1).

**Proposition 4.5.** Assume that \( M \geq 0 \) and \( |f(x)| \leq (1 + \|x\|)^{-M-N} \) for all \( x \in \mathbb{R}^N \). Let \( s > \frac{N}{2} \) and \( 0 < \delta < 2s - N, \ 0 < \delta \leq 1 \). Then there is a constant \( C > 0 \) such that for all \( x, y, y' \in \mathbb{R}^N, \ \|y - y'\| \leq 1 \) we have
\[
|(f * J^{(s)} * J^{(s)})(x, y) - (f * J^{(s)} * J^{(s)})(x, y')| \leq CY(x, y, 1)^{-1} \|y - y'\|^\delta (1 + d(x, y))^{-M}.
\]
**Proof.** Take \( s_1 > N/2 \) and \( s_2 > 0 \) such that \( 2s = 2s_1 + s_2, s_2 > \delta \). Then
\[
f * J^{(2s)} = c_k^{-1} f * J^{(2s_1)} * J^{(s_2)}.
\]
By Proposition 4.2, for all \( x, z \in \mathbb{R}^N \) we have
\[
|\langle f * J^{(s_1)} \rangle (x, z)| \leq C \mathcal{V}(x, z, 1)^{-1} (1 + d(x, z))^{-M}.
\]
Applying (4.11) we obtain
\[
(1 + d(x, y))^M |f * J^{(2s)}(x, y) - f * J^{(2s)}(x, y')| \\
\leq C \int_{\mathbb{R}^N} (1 + d(x, z))^M (1 + d(z, y))^M |f * J^{(2s_1)}(x, z)| \cdot |J^{(s_2)}(z, y) - J^{(s_2)}(z, y')| \, dw(z) \\
\leq C \int_{\mathbb{R}^N} \mathcal{V}(x, z, 1)^{-1}(1 + d(z, y))^M |J^{(s_2)}(z, y) - J^{(s_2)}(z, y')| \, dw(z) \\
\leq C \mathcal{V}(x, y, 1)^{-1}\|y - y'\|^\delta.
\]

5. Estimates of kernels

**Proposition 5.1.** Let \( s \) be a positive integer such that \( 2s > N \). Assume that a function \( \varphi \in C^{2s}(\mathbb{R}^N) \) satisfies
\[
|\partial^\beta \varphi(x)| \leq C_\beta (1 + \|x\|)^{-M-N} \quad \text{for } |\beta| \leq 2s,
\]
for certain \( M > 0 \). Then there is a constant \( C > 0 \) which depends on \( C_\beta, M \) and \( s \), such that
\[
|\varphi_t(x, y)| \leq C \mathcal{V}(x, y, t)^{-1} \left(1 + \frac{d(x, y)}{t}\right)^{-M}.
\]
Moreover, if \( 0 < \delta \leq 1 \) is such that \( \delta < 2s - N \), then there is a constant \( C > 0 \) such that for \( \|y - y'\| \leq t \) one has
\[
|\varphi_t(x, y) - \varphi_t(x, y')| \leq C \mathcal{V}(x, y, t)^{-1}\frac{\|y - y'\|^\delta}{t^\delta} \left(1 + \frac{d(x, y)}{t}\right)^{-M}.
\]
If additionally \( 2s > N + 1 \), then
\[
|\partial_{x,t} \varphi_t(x, y)| \leq C \mathcal{V}(x, y, t)^{-1}t^{-1} \left(1 + \frac{d(x, y)}{t}\right)^{-M}.
\]
Moreover, if \( \delta > 0 \) is such that \( 0 < \delta \leq 1, \delta < 2s - N - 1 \), then there is \( C > 0 \) such that for \( \|y - y'\| \leq t \), one has
\[
|\partial_{x,t} \varphi_t(x, y) - \partial_{x,t} \varphi_t(x, y')| \leq C \mathcal{V}(x, y, t)^{-1}t^{-1}\frac{\|y - y'\|^\delta}{t^\delta} \left(1 + \frac{d(x, y)}{t}\right)^{-M}.
\]
Similarly, if \( \|x - x'\| \leq t \), then
\[
|\partial_{x,t} \varphi_t(x, y) - \partial_{x,t} \varphi_t(x', y)| \leq C \mathcal{V}(x, y, t)^{-1}t^{-1}\frac{\|x - x'\|^\delta}{t^\delta} \left(1 + \frac{d(x, y)}{t}\right)^{-M}.
\]

**Proof.** It suffices to prove (5.1)–(5.5) for \( t = 1 \) and then use scaling.

Let \( f = (I - \Delta_k)^s \varphi \). Then \( \varphi = c_k^{-1} f * J^{(s)} * J^{(s)} \). Applying Proposition 4.2 we obtain (5.1).

We now turn to prove (5.2). Fix \( 0 < \delta \leq 1, \delta < 2s - N \). Let \( s_1 > N/2 \) and \( s_2 > \delta \) be such that \( 2s = 2s_1 + s_2 \). Then \( \varphi = c_k^{-1} f * J^{(2s_1)} * J^{(s_2)} \). By Proposition 4.2,
\[
|f * J^{(2s_1)}(x, z)| \leq C \mathcal{V}(x, z, 1)^{-1} \left(1 + d(x, z)\right)^{-M}.
\]
Applying (5.6) we get
\[
|\varphi_t(x, y) - \varphi_t(x, y')(1 + d(x, y))| \leq C \int_{\mathbb{R}^N} (1 + d(x, z))^M |(f * J^{2s})(x, z)| (1 + d(z, y))^{M} |J^{s_2}(z, y) - J^{s_2}(z, y')| \, dw(z)
\]
\[
\leq C \int_{\mathbb{R}^N} \mathcal{V}(x, z, 1)^{-1} (1 + d(z, y))^{M} |J^{s_2}(z, y) - J^{s_2}(z, y')| \, dw(z)
\]
\[
\leq C\mathcal{V}(x, y, 1)^{-1} \|y - y'\| \delta,
\]
where in the last inequality we have used (4.11) with \( \beta = 0 \).

In order to prove (5.3)–(5.4), we fix \( 0 < \delta < 2s - N - 1, \delta \leq 1 \), and take \( s_1 \) and \( s_2 \) such that \( 2s_1 > N + \delta, s_2 > 1, 2s = s_1 + s_2 \). We write \( \varphi = c_k^{-1} J^{s_2} \ast (f \ast J^{2s_1}) \), where \( f = (I - \Delta_k)^n \varphi \). Then
\[
(5.7) \quad \partial_j, \varphi(x, y) = c_k^{-1} \int_{\mathbb{R}^N} \partial_j, x J^{s_2}(x, z)(f \ast J^{2s_1})(z, y) \, dw(z).
\]

Now, having (2.15) in mind, we use Propositions 4.2, 4.4, and 4.5, and proceed as in the proofs of (5.1) and (5.2) to obtain (5.3)–(5.4).

The proof of (5.5) is identical, however, this time, for fixed \( 0 < \delta < 2s - N - 1 \), we use the formula (5.7) with \( 2s_1 > N, s_2 > 1 + \delta, 2s = s_1 + s_2 \).

For \( \alpha \in R \), set
\[
(5.8) \quad K^{(\alpha)}(t, x, y) = t^{\frac{d(x, y)}{t}} \varphi_t(x, y) - \varphi_t(\sigma(x), y).
\]

Proposition 5.2. Let \( s \) be a positive integer such that \( 2s > N + 1 \). Assume that \( \varphi \in C^{2s}(\mathbb{R}^N) \) satisfies
\[
(5.9) \quad |\partial'^{\beta} \varphi(x)| \leq (1 + |x|)^{-M - N} \text{ for all } |\beta| \leq 2s,
\]
for certain \( M > [N] + 1 \). Then there is a constant \( C > 0 \) such that for all \( x, y \in \mathbb{R}^N \) and \( t > 0 \) we have
\[
(5.10) \quad |K^{(\alpha)}(t, x, y)| \leq C\mathcal{V}(x, y, t)^{-1} \left(1 + \frac{d(x, y)}{t}\right)^{-M}.
\]
Moreover, there is a constant \( C > 0 \) and \( 0 < \delta \leq 1 \) such that for all \( x, y, y' \in \mathbb{R}^N \) and \( \|y - y'\| \leq t \) one has
\[
(5.11) \quad |K^{(\alpha)}(t, x, y) - K^{(\alpha)}(t, x, y')| \leq C \frac{\|y - y'\|^{\delta}}{t^{\delta}} \mathcal{V}(x, y, t)^{-1} \left(1 + \frac{d(x, y)}{t}\right)^{-M},
\]
\[
(5.12) \quad |K^{(\alpha)}(t, y, x) - K^{(\alpha)}(t, y', x)| \leq C \frac{\|y - y'\|^{\delta}}{t^{\delta}} \mathcal{V}(x, y, t)^{-1} \left(1 + \frac{d(x, y)}{t}\right)^{-M}.
\]

Proof. Recall that \( \|x - \sigma(x)| = \sqrt{2}\langle \alpha, x \rangle \) (see (2.1)). So, if \( \|\langle \alpha, x \rangle \| < t \), then (5.10) follows from (5.2) (with \( \delta = 1 \)). Otherwise we apply (5.1) to obtain (5.10), because, by (2.18), \( d(x, y) = d(\sigma(x), y) \).

In order to prove (5.11) take \( s_1, s_2 > 0 \) such that \( 2s = 2s_1 + s_2, 2s_1 > N + 1 \). Fix \( 0 < \delta < s_2 \). Set
\[
f(x) = (I - \Delta_k)^s \varphi(x), \quad \phi^{(1)} = J^{2s_1} \ast f,
\]
\[
K^{(1, \alpha)}(t, x, z) = \frac{t}{\langle \alpha, x \rangle} \left( \phi^{(1)}(x, z) - \phi^{(1)}(\sigma(x), z) \right).
\]
By (4.2) and Propositions 4.5 and 4.2 we have
\[
|K^{(1,\alpha)}(t, x, z)| \leq C \left\{ \begin{array}{ll}
\frac{t}{|\alpha(x)|} \| x - \sigma_\alpha(x) \| \mathcal{V}(x, z, t)^{-1} \left( 1 + \frac{d(x, z)}{t} \right)^{-M} & \text{if } \| x - \sigma_\alpha(x) \| \leq t \\
\mathcal{V}(x, z, t)^{-1} \left( 1 + \frac{d(x, z)}{t} \right)^{-M} & \text{if } \| x - \sigma_\alpha(x) \| > t
\end{array} \right.
\]

Finally, for \( \| y - y' \| < t \), applying Proposition 4.4, we arrive to
\[
(1 + d(x, y))^M |K^{(\alpha)}(t, x, y) - K^{(\alpha)}(t, x, y')| \\
\leq C \left| \int (1 + d(z, y))^M (1 + d(z, y'))^M K^{(1,\alpha)}(t, x, z) \left( (J^{(s_2)})_t(z, y) - (J^{(s_2)})_t(z, y') \right) d\omega(z) \right| \\
\leq C \frac{\| y - y' \|^{\delta}}{t^\delta} \mathcal{V}(x, y, t)^{-1},
\]

which proves (5.11).

We now turn to prove (5.12). We may assume that \( \| y - y' \| < \frac{1}{\delta} t \), otherwise, for \( t/8 \leq \| y - y' \| \leq t \), the inequality (5.12) is a consequence of (5.10). We consider two cases.

**Case 1:** \( \| y - \sigma_\alpha(y) \| > t/2 \). Then \( \sqrt{2} \langle y, \alpha \rangle = \| y - \sigma_\alpha(y) \| > t/2 \) and \( \sqrt{2} \| y' - \sigma_\alpha(y') \| = \| y' - \sigma_\alpha(y') \| > t/4 \). So by (5.2) (with \( \delta = 1 \)) we get
\[
|K^{(\alpha)}(t, y, x) - K^{(\alpha)}(t, y', x)| \leq \frac{t}{\| y', \alpha \|} |\phi_t(y, x) - \phi_t(y', x)| \\
+ \frac{t}{\| y', \alpha \|} |\phi_t(\sigma_\alpha(y), x) - \phi_t(\sigma_\alpha(y'), x)| \\
+ \frac{t}{\| y, \alpha \|} |\gamma(y', \alpha)| (|\phi_t(\gamma(y, x)| + |\phi_t(\sigma_\alpha(y), x)|) \\
\leq C \frac{\| y - y' \|^{\delta}}{t^\delta} \mathcal{V}(y, x, t)^{-1} \left( 1 + \frac{d(y, x)}{t} \right)^{-M}.
\]

**Case 2:** \( \| y - \sigma_\alpha(y) \| \leq t/2 \). For \( \tau \in [0, 1] \) we set \( y(\tau) = \tau(y - \sigma_\alpha(y)) + \sigma_\alpha(y) \). Note that
\[
K^{(\alpha)}(t, y, x) = \frac{t}{\langle \alpha, y \rangle} \int_0^1 \frac{d}{d\tau} \left\{ \phi_t(y(\tau), x) \right\} d\tau = t \int_0^1 \langle \nabla(1) \phi_t(y(\tau), x), \alpha \rangle d\tau,
\]
where the symbol \( \nabla(1) \) denotes the gradient with respect to the first \( N \)-variables. Observe that \( |y(\tau) - y'(\tau)| \leq C \| y - y' \| \leq C t \). Hence, by (5.5) combined with (5.13), we obtain that there is \( 0 < \delta < 1 \) such that
\[
|K^{(\alpha)}(t, y, x) - K^{(\alpha)}(t, y', x)| \leq C_M \frac{\| y - y' \|^{\delta}}{t^\delta} \int_0^1 V(y(\tau), x, t)^{-1} \left( 1 + \frac{d(y(\tau), x)}{t} \right)^{-M} d\tau.
\]

The assumption \( \| y - \sigma_\alpha(y) \| \leq t/2 \) implies
\[
d(y(\tau), x) \geq d(y, x) - d(y(\tau), y) \geq d(y, x) - \| y(\tau) - y \| \geq d(y, x) - \frac{1}{2} t.
\]

Moreover, \( V(y(\tau), x, t) \sim V(y, x, t) \). So, from (5.14) and (5.15), we conclude (5.12). \( \square \)

**Corollary 5.3.** Under assumptions of Proposition 5.2 the integral kernel \( t^N \nabla_{k,\phi} \phi_t(x, y) \) associated with the square function \( S_{\nabla_{k,\phi}} \) satisfies the conditions (3.11)-(3.13).
Proof. The corollary is consequence of (2.7), Propositions 5.1 and 5.2, it suffices to take $M' > N$ and $\delta > 0$ (small enough) such that $M = M' + \delta$. \hfill \Box

6. $L^2(dw)$-bounds for square functions

In this section we assume that $\phi \in C^{2s}(\mathbb{R}^N)$, for certain $s$ being a positive integer such that $2s > N + 1$ and satisfies

\begin{equation}
|\partial^\beta \phi(x)| \leq (1 + |x|)^{-M-N} \text{ for all } |\beta| \leq 2s
\end{equation}

for certain $M > |N| + 1$.

By straightforward calculations (see [11, Lemma 4.4] or [25, Lemma 3.1]) we have

\begin{equation}
\Gamma(f, g)(x) = \langle \nabla f(x), \nabla g(x) \rangle + \sum_{\alpha \in \mathbb{R}} \frac{k(\alpha)}{2} \frac{(f(x) - f(x_\alpha))(g(x) - g(x_\alpha))}{\langle \alpha, x \rangle^2}.
\end{equation}

Observe that $\Gamma(\phi_t * f, \phi_t * f)(x)$ is the sum of non-negative functions. Using (1.1), (1.2), (2.8), and Plancherel’s formula (2.12) together with (2.13) we get

\begin{equation}
\|\mathcal{G}_{\Gamma, \phi}f\|_{L^2(dw)}^2 = \frac{1}{2} \int_0^\infty t^2 \int_{\mathbb{R}^N} \Delta_k((\phi_t * f)(x) - f_\alpha(x)) - f_t \Delta_k(\phi_t * f) - f_\alpha(\phi_t * f) \, dw \, dt\frac{dt}{t}
\end{equation}

\begin{equation}
= \int_0^\infty \int_{\mathbb{R}^N} t^2 |\nabla_k(\phi_t * f)(x)|^2 \, dw \, dx \, dt\frac{dt}{t}
\end{equation}

\begin{equation}
= \int_0^\infty \int_{\mathbb{R}^N} t^2 \|\xi\|^2 |\mathcal{F}\phi(t\xi)|^2 |\mathcal{F}f(\xi)|^2 \, dw \, dx \, dt\frac{dt}{t}
\end{equation}

\begin{equation}
= \int_{\mathbb{R}^N} c_\phi(\xi) |\mathcal{F}f(\xi)|^2 \, dw \, dx,
\end{equation}

where

\begin{equation}
c_\phi(\xi) = \int_0^\infty t^2 \|\xi\|^2 |\mathcal{F}\phi(t\xi)|^2 \, dt\frac{dt}{t}.
\end{equation}

Observe that thanks to (2.26) of Proposition 2.3 (with $\beta' = 0$ and $\ell = 2$) the function $c_\phi$ is bounded and homogeneous of degree 0. Using the Plancherel identity (2.12), we obtain

\begin{equation}
\|\mathcal{G}_{\Gamma, \phi}f\|_{L^2(dw)} \leq C\|f\|_{L^2(dw)}.
\end{equation}

For $\alpha \in R$ let

\begin{equation}
S_{K^{(\alpha)}}f(x) = \left( \int_0^\infty |K^{(\alpha)}_t f(x)|^2 \, dt\frac{dt}{t} \right)^{1/2},
\end{equation}

where $K^{(\alpha)}_t$ is defined by (5.8). By (6.2) we have

\begin{equation}
\mathcal{G}_{\Gamma, \phi}(f)(x)^2 = S_{\nabla, \phi}f(x)^2 + \sum_{\alpha \in \mathbb{R}} \frac{k(\alpha)}{2} S_{K^{(\alpha)}}f(x)^2.
\end{equation}

Since

\begin{equation}
tT_j \phi_t * f(x) - t\partial_j \phi_t * f(x) = \sum_{\alpha \in \mathbb{R}} \frac{k(\alpha)}{2} \alpha_j K^{(\alpha)}_t f(x),
\end{equation}

we get
we obtain the pointwise bounds

\begin{equation}
S_{\nabla,\phi} f(x) + S_{\nabla_k,\phi} f(x) + \sum_{\alpha \in R} \frac{k(\alpha)}{2} S_{K^{(\alpha)}} f(x) \leq C g_{\nabla,\phi} f(x),
\end{equation}

\begin{equation}
g_{\nabla,\phi} (f)(x) \leq C\left( S_{\nabla_k,\phi} f(x) + \sum_{\alpha \in R} \frac{k(\alpha)}{2} S_{K^{(\alpha)}} f(x) \right).
\end{equation}

Consequently, by (6.5) and (6.7),

\begin{equation}
\|S_{\nabla,\phi} f\|_{L^2(dw)} + \|S_{\nabla_k,\phi} f\|_{L^2(dw)} + \sum_{\alpha \in R} k(\alpha) \|S_{K^{(\alpha)}} f\|_{L^2(dw)} \leq C \|f\|_{L^2(dw)}.
\end{equation}

Assume that \( \psi \in C^{2s}(\mathbb{R}^N) \) satisfying (6.1) is such that \( \int_{\mathbb{R}^N} \psi(x) \, dw(x) = 0 \). Let

\[ \bar{c}_\psi(\xi) = \int_0^\infty |\mathcal{F}\psi(t\xi)|^2 \frac{dt}{t}. \]

From Proposition 2.3 we conclude that \( \bar{c}_\psi(\xi) \) is a bounded homogeneous of degree 0 function. It can be proved using the Dunkl transform and the Plancherel identity (cf. (6.3)) that

\begin{equation}
\|S_\psi(f)\|_{L^2(dw)} = \int |\mathcal{F}f(\xi)|^2 \bar{c}_\psi(\xi) \, dw(\xi) \leq C \|f\|_{L^2(dw)}^2.
\end{equation}

We finish this section by writing the following easily proved identities for \( f, g \in L^2(dw) \) (cf. (6.3) and (6.10)):

\begin{equation}
\int_{\mathbb{R}^N} \int_0^\infty t^2 \Gamma(\phi_t \ast f, \phi_t \ast g)(x) \frac{dt}{t} \, dw(x) = \int_{\mathbb{R}^N} \mathcal{F}f(\xi) \mathcal{F}g(\xi) c_\phi(\xi) \, dw(\xi),
\end{equation}

\begin{equation}
\int_{\mathbb{R}^N} \int_0^\infty t^2 \langle \nabla_k(\phi_t \ast f), \nabla_k(\phi_t \ast g) \rangle(x) \frac{dt}{t} \, dw(x) = \int_{\mathbb{R}^N} \mathcal{F}f(\xi) \mathcal{F}g(\xi) c_\phi(\xi) \, dw(\xi),
\end{equation}

\begin{equation}
\int_{\mathbb{R}^N} \int_0^\infty \psi_t \ast f(x) \psi_t \ast g(x) \frac{dt}{t} \, dw(x) = \int_{\mathbb{R}^N} \mathcal{F}f(\xi) \mathcal{F}g(\xi) \bar{c}_\psi(\xi) \, dw(\xi).
\end{equation}

7. PROOFS OF THEOREMS 1.1, 1.2, AND COROLLARY 1.3

We start by proving Theorem 1.1. To this end, by (6.7) and (6.8), it suffices to establish that for every \( 1 < p < \infty \) and \( \alpha \in R \) the square functions \( S_{\nabla_k,\phi} \), \( k(\alpha) S_{K^{(\alpha)}} \), and \( S_\psi \) are bounded on \( L^p(dw) \). The \( L^2(dw) \)-bounds of the square functions are guaranteed by (6.9) and (6.10). To finish the proof of Theorem 1.1 it suffices to check that the associated kernels \( t \nabla_{k,x} \phi_t(x, y) \), \( k(\alpha) K^{(\alpha)}(t, x, y) \), and \( K_\psi(t, x, y) = \psi_t(x, y) \) satisfy (3.11)–(3.13) and then apply Theorem 3.2. But these are guaranteed by Corollary 5.3, Proposition 5.2, and Proposition 5.1.

We now turn to prove Theorem 1.2. We start by verifying (1.6). Proposition 2.3 implies that \( \mathcal{F}_\phi \in C^{[N]+1}(\mathbb{R}^N) \) and

\[ |\phi^{\beta'} \mathcal{F}_\phi(\xi)| \leq C_{\beta'} (1 + ||\xi||)^{-2s} \quad \text{for} \quad |\beta'| \leq [N] + 1. \]

Thus it is easy to see that the function \( c_\phi \) (defined by (6.4)) is \( C^{[N]+1} \) away from the origin and homogeneous of degree zero.

Recall that by our assumption, \( \mathcal{F}_\phi \) is not identically zero along any direction (see (1.5)). Hence, there is a constant \( C > 0 \) such that \( 0 < C^{-1} \leq c_\phi(\xi) \leq C \) for all \( \xi \neq 0 \). Now, Theorem 1.2 of [10] asserts that for every \( 1 < q < \infty \), the Dunkl multiplier operator \( f \mapsto \mathcal{T}_{c_\phi} f := \mathcal{F}^{-1}(c_\phi(\xi) \mathcal{F}f(\xi)) \),
initially defined on $L^q(dw) \cap L^2(dw)$, is bounded on $L^q(dw)$, invertible on $L^q(dw)$, and its inverse is of the form $f \mapsto T_{1/c_p}f$. Let $f \in L^p(dw) \cap L^2(dw)$. Using the Plancherel identity (2.12), we get

$$
\|f\|_{L^p(dw)} = \sup_{g \in S(\mathbb{R}^N), \|g\|_{L^p'(dw)} \leq 1} \left| \int_{\mathbb{R}^N} f(x) \overline{g(x)} \, dw(x) \right| = \sup_{g \in S(\mathbb{R}^N), \|g\|_{L^p'(dw)} \leq 1} \left| \int_{\mathbb{R}^N} \mathcal{F}f(\xi) \overline{\mathcal{F}g(\xi)} \, dw(\xi) \right| = \sup_{g \in S(\mathbb{R}^N), \|g\|_{L^p'(dw)} \leq 1} \left| \int_{\mathbb{R}^N} \mathcal{F}f(\xi) \overline{\mathcal{T}_{1/c_p}g(\xi)c_p(\xi)} \, dw(\xi) \right|.
$$

(7.1)

Note that all the integrals are convergent, since all the functions $f$, $g$ and $T_{1/c_p}g$ belong to $L^2(dw)$. From (6.12) and (7.1) we conclude

$$
\|f\|_{L^p(dw)} = \sup_{g \in S(\mathbb{R}^N), \|g\|_{L^p'(dw)} \leq 1} \int_{\mathbb{R}^N} \int_0^\infty t^2 \left( \nabla_k(\phi_t* f)(x), \nabla_k(\phi_t*(T_{1/c_p}g))(x) \right) \frac{dt}{t} \, dw(x) \\
\leq \sup_{g \in S(\mathbb{R}^N), \|g\|_{L^p'(dw)} \leq 1} \sup_{p'} \left\| S_{\nabla_k,\phi}(f) \right\|_{L^p(dw)} \left\| S_{\nabla_k,\phi}(T_{1/c_p}g) \right\|_{L^{p'}(dw)} \\
\leq C_{p'} \sup_{g \in S(\mathbb{R}^N), \|g\|_{L^p'(dw)} \leq 1} \left\| S_{\nabla_k,\phi}(f) \right\|_{L^p(dw)} \left\| T_{1/c_p}g \right\|_{L^{p'}(dw)} \\
\leq C \left\| S_{\nabla_k,\phi}(f) \right\|_{L^p(dw)},
$$

which completes the proof of (1.6) for $f \in L^p(dw) \cap L^2(dw)$. In order to relax the additional assumption $f \in L^2(dw)$, we apply the following easy approximation argument. We take $f_n \in L^2(dw) \cap L^p(dw)$ such that $\lim_{n \to \infty} \|f - f_n\|_{L^p(dw)} = 0$. Then

$$
\|f\|_{L^p(dw)} = \lim_{n \to \infty} \|f_n\|_{L^p(dw)} \leq C \limsup_{n \to \infty} \left\| S_{\nabla_k,\phi}(f_n) \right\|_{L^p(dw)} \\
\leq C' \limsup_{n \to \infty} \left\| S_{\nabla_k,\phi}(f_n - f) \right\|_{L^p(dw)} + C' \left\| S_{\nabla_k,\phi}(f) \right\|_{L^p(dw)} \leq C' \left\| S_{\nabla_k,\phi}(f) \right\|_{L^p(dw)},
$$

where in the last inequality we have used Theorem 1.1.

The proof of (1.7) is identical to that of (1.6) and uses (6.13). Now (1.8) follows from (1.6), since $S_{\nabla_k,\phi}f(x) \leq C\mathfrak{g}_{\Gamma,\phi}f(x)$, see (6.7).

Finally we prove Corollary 1.3. By direct calculations we have

$$
(t \frac{d}{dt} \phi_t)(x) = -N\phi_t(x) - \sum_{j=1}^N t^{-N} x_j \left( \frac{1}{t} \partial_j \phi \right)(x/t) = \psi_t(x),
$$

where

$$
\psi(x) = -N\phi(x) - \sum_{j=1}^N x_j (\partial_j \phi)(x).
$$

Clearly, $\psi \in C^2(\mathbb{R}^N)$ and satisfies (1.3). Moreover, by (2.3), we get

$$
\int_{\mathbb{R}^N} (t \frac{d}{dt} \phi_t)(x) \, dw(x) = t \frac{d}{dt} \int_{\mathbb{R}^N} \phi_t(x) \, dw(x) = 0,
$$

so $\int_{\mathbb{R}^N} \psi(x) \, dw(x) = 0$. Consequently,

$$
(7.2) \quad S_{\nabla_t,\phi}f(x) = S_{\psi}f(x)
$$
and (1.10) follows by Theorem 1.1. To prove (1.11), we note that for any $t_1 > 0$ and $\xi \in \mathbb{R}^N, \xi \neq 0$, we have

$$\int_{t_1}^\infty (\mathcal{F}\psi)(t\xi) \frac{dt}{t} = \int_{t_1}^\infty (\mathcal{F}\psi_t)(\xi) \frac{dt}{t} = \int_{t_1}^\infty \frac{d}{dt}(\mathcal{F}\phi_t)(\xi) \, dt = -\mathcal{F}\phi(t_1\xi).$$

Since $(\mathcal{F}\phi)$ satisfies (1.5), there is $t_1 > 0$ such that $\int_{t_1}^\infty (\mathcal{F}\psi)(t\xi) \frac{dt}{t} \neq 0$. So $(\mathcal{F}\psi)$ is not identically zero along the direction of $\xi$. Thus (1.11) follows from (7.2) and Theorem 1.2.
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