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Abstract

Corpus design for speech synthesis is a well-researched topic in languages such as English compared to Modern Standard Arabic, and there is a tendency to focus on methods to automatically generate the orthographic transcript to be recorded (usually greedy methods). In this work, a study of Modern Standard Arabic (MSA) phonetics and phonology is conducted in order to create criteria for a greedy method to create a speech corpus transcript for recording. The size of the dataset is reduced a number of times using these optimisation methods with different parameters to yield a much smaller dataset with identical phonetic coverage than before the reduction, and this output transcript is chosen for recording. This is part of a larger work to create a completely annotated and segmented speech corpus for MSA.

Keywords: Phonology, Corpus Design, Corpus Evaluation

1. Introduction

Speech corpora for speech synthesisers (namely Unit Selection synthesisers) in different languages have increased in number and vary in size. The size of these corpora is rarely justified in the literature as there is no consensus on what is the minimum length for a speech corpus required to build a synthesiser with a natural voice (Bonafonte et al., 2008; B. Bozkurt, Dutoit, Prudon, D’Alessandro, & Pagel, 2002; Clark, Richmond, & King, 2007; Kominek & Black, 2003; Tao, Liu, Zhang, & Jia, 2008). Bonafonte et al. 2008 produced 10 hours each of male and female Catalan speech targeted at speech synthesis. They claim, in their review, that they have found speech corpora ranging from 3 to 12 hours of speech. Oliveira et al., 2008 recorded 13 hours of speech from each of their 4 subjects, also targeting speech synthesis. They claim that unit selection usually requires 3 to 10 hours of speech, without taking a specific language into consideration. Tao et al., 2008 used 7 hours of recording for the Blizzard Challenge 2008 to build a synthesiser for Mandarin. Some speech corpora are shorter like the “awh” voice produced by Kominek and Black (Kominek & Black, 2003) using the ARCTIC database which consists of 1.4 hours of speech. There is even an attempt to build a speech synthesiser using only an hour of speech for Portuguese (Parlikar & Black, 2012). Many more examples of corpora exist with different lengths which do not cater for redundancy. But what matters more than the speech recording length is the transcript that has been chosen to produce it. The transcript needs to have good phonetic and prosodic coverage of the target language such as the examples of Modern Standard Arabic (MSA) used in this work.

2. Phonetic and Prosodic Coverage

Phonetic coverage is the ability of the speech corpus to be used to generate as natural synthetic speech that does not occur in the corpus. The main speech synthesis methods that determine this coverage in this work are concatenative, unit selection synthesis methods (A. W. Black, 2002). In quantifiable terms, the phonetic coverage of a speech corpus transcript is the subset of all target units’ set (phones, diphones or triphones…) with a frequency of occurrence associated with each unit in this subset. In this work the target units’ set is called the “phonetic vocabulary”. Prosodic coverage loosely means the extent to which a speech corpus could be used to generate new sentences that sound natural with changes in pitch and intensity that resemble human speech with pauses positioned correctly to convey the meaning. A more rigorous definition of prosodic coverage is the ability to synthesise speech from the speech corpus with as many possible prosodic states (declarative intonation or interrogative intonation for example). However, to define prosodic coverage more rigorously, one should define prosody. Prosody is defined here as the changes in pitch (intonation), rhythm, pausing (sometimes classed under rhythm) and stress (which relates to intensity and intonation) to convey the speaker’s state or the features of the speaker’s utterance (Fernández & Cairns, 2011).

It is important to define the scope of the corpus to be produced. The terms “domain specific” and “open domain” (sometimes called “general purpose”). This work falls under the “open domain” category. Note that in this paper, the International Phonetic Alphabet (IPA) along with the Arabic letters is used to represent phones if not otherwise stated.

3. MSA Phonetics

A study of Arabic phonetics is required for this work, mainly for choosing the criteria, on which the optimisation of phonetic coverage is based. This includes creating a list of all possible units to be covered by the corpus; and the metric/s which should be used to determine how good a text corpus is in covering the phones or combinations of phones (diphones, triphones…).
3.1 Stress (Lexical Stress)
Substituting a stressed syllable for a non-stressed syllable (and vice versa) in a speech signal will generate an unnatural utterance even if the concatenation points are optimal (Yi, 2003). Stress was included in many works reviewed. It was used as a feature of segments in speech corpus for both optimising the phonetic coverage before the recording and to help with choosing the best unit for concatenation in speech synthesis (Barros & Möbius, 2011; Kominek & Black, 2014). In the case of coverage optimisation, stress is used usually as a feature of vowel phones as stress mainly affects vowels (Biadsy, Hirschberg, & Habash, 2009; de Jong & Zawraydeh, 1999) (pitch is altered and vowel length is changed). So a stressed vowel is considered a different phone compared to the same vowel non-stressed when optimising phonetic coverage of a text corpus for recording. This is sometimes referred to as vowel reduction which affects vowels in unstressed syllables in Arabic (Kenworthy, 1987).

The algorithm for determining stressed syllables in a text transcript is based on a set of rules presented by Halpern (Halpern, 2009) in a recent stress study where the target language is MSA. Halpern illustrates how previous work in MSA stress does not take into account the different dialects and how stress varies in both its realisation and location in the words between dialects. The steps taken being a series of conditional statements as follows:

- If last syllable is super-heavy, stress falls on it, or else
- If word is monosyllabic, it is stressed, or else
- If word is disyllabic, the penultimate is stressed, else
- If word has more than two syllables and the penultimate is heavy, stress falls on the penultimate syllable, or else
- Stress falls on the antepenultimate syllable

It is important to note that when analysing the stress of a word, all prefixes must be ignored according to source of these stress rules.

3.2 Pausing

For pausing, every phone in the phonetic vocabulary has been included before a word boundary. To make sure that the effect of co-articulation does not reduce the coverage of consonants followed by word boundaries, the talent recording the data was instructed to utter some of the short word-final consonants followed by a “sokoon” with a short pause after. All vowels were included before phrase boundaries, so the instruction was not repeated for vowels. The talent was also instructed to be consistent in pausing in case the corpus is to be used for prosody modelling. However, it was noticed after the recording that some of the pauses were not semantically placed but occurred due to breathe.

3.3 Sentence Stress

Sentence stress is sometimes referred to as ‘contrastive stress’, giving a word a certain emphasis to make it stand out as a more important part of the utterance. The realisation of this type of stress is usually a rapid change in pitch and/or intensity and/or adding a pause after the word (Kenworthy, 1987). In this work, this phenomenon was considered too strong emotionally and context sensitive and so the talent was instructed not to provide emphasis on any word in the utterances in the transcript.

3.4 Intonation

It was agreed that the more automatic changes to the pitch and speed (duration) of natural human speech recording, the more unnatural it becomes (Baris Bozkurt, Dutoit, & Pagel, 2002; Clark et al., 2007; Maia, Toda, Zen, Nankaku, & Tokuda, 2007). So the talent was required to speak in a consistent, declarative and non-emotional manner (especially regarding pitch).

To estimate the pitch range that the talent should stay within, this study reviews research into speech synthesis where the authors have attempted to automatically modify the f0 (fundamental frequency) of human speech segments to make them more suitable for context. The reason for reviewing these works was to see if it was possible to find a threshold of the ratio of change in f0, above which, any ratio of change in f0 would cause the segment to become unnatural and/or incomprehensible. Kawai et al (Kawai, Yamamoto, Higuchi, & Shimizu, 2000) carried out a perceptual test where users had to give a score out of five of how natural ten words sounded when they modified their duration and fundamental frequency in different ratios. When considering the score 4 as the minimum acceptable, any ratio of change between -0.2 and +0.2 was considered acceptable. Kawanami et al. (2002) based their work on that of Kawai et al. (2000) and decided to record the corpus 9 times with f0 and phone duration altered by the talent. F0 had three variations (natural, 0.4 octave higher and 0.4 octave lower), and phone duration had also three variations (natural, 0.5 octave higher and 0.5 octave lower). The talent had to be instructed not to change their pitch and speed for every recording.

3.5 Gemination

Gemination or “shadda” (“tashdeed”) in MSA and in Arabic in general is described as the doubling of a consonant so that the resulting segment is double the length of its non-geminated counterpart (Selouani & Caelen, 1998). Gemination as a term is used in different ways in the literature but in this work, a geminate consonant is defined phonetically as an elongated consonant that is phonetically and phonemically different from the same non-geminate consonant (Newman, 1986). In Arabic orthography, gemination is represented by adding the “shadda” diacritic (ـ) above the consonant with an optional short vowel diacritic appended above or below the “shadda”.

In practice, gemination is not realised simply as a doubling of a consonant. Gemination is realised by increasing the duration of the articulation of the consonant, and depending on the type of consonant, the realisation differs. For plosives (stops), the length (duration) of low energy region before the explosion is
increased. This region is sometimes called the “plosive closure” and is adopted in this paper. For all other consonants (fricatives, nasals, approximates…), the length of articulation of the spectrally stable section of the phone is increased (Essa, 1998; Selouani & Caelen, 1998). The geminated consonants then are not merely a repetition of their corresponding consonants rather they are new phones to be added to the vocabulary that is considered for optimising the phonetic coverage of the authors’ corpus. This adds to the 28 consonant phones another 28 geminated consonant phones for the phonetic vocabulary.

3.6 Emphasis and Nasalisation

4. Optimisation (Corpus Reduction)

The initial transcript was optioned by scraping the Aljazeera Learn website (Aljazeera, 2015) because it contains fully diacritised text which is hard to obtain. Most MSA text on the web is written without diacritisation. The initial script contained 23,531 words. All the works reviewed for corpus optimisation for speech synthesis used greedy methods (Bonafonte et al., 2008; François & Boëffard, 2002; Kawai et al., 2000; Kawanami et al., 2002; Tao et al., 2008). Greedy methods as explained in the “National Institute of Standards and Technology” (P. E. Black, 2005) are methods that apply a heuristic that finds a local optimal solution that is close to an initial solution. The initial solution and the heuristic/s were different between works in the literature. Also the unit of choice for optimisation (triphone, diphone, phone…) varies. It should be noted that greedy methods do not guarantee the production of a globally optimal solution, as the corpus selection problem is NP hard (François & Boëffard, 2002) which requires a brute force search to find the optimal solution. This requires astronomical processing power. The number of possible solutions is $2^n$ where n is the number of sentences. In this case the number of solutions is $2^{2092}$ which is greater than $10^{16}$. François & Boëffard, 2002 classified greedy algorithms into three categories:

- Greedy: The initial solution is the empty set, and then sentences that increase coverage the most (relative to solution at iteration) are added to the solution until certain target coverage is achieved.
- Spitting: The initial solution is the whole sentence set and then sentences that are contributing least to coverage are removed iteratively until a sentence removal would damage coverage in some way.
- Exchange: Starting from a specific solution exchange one of the solution’s sentences with one of the sentences excluded from the solution if this exchange increases coverage until no increase in coverage is possible maintaining a static set size.

The criteria for the three different approaches above were simple. They used unit counts from each sentence to give a score. “Useful units” in a sentence being units that would contribute to the corpus coverage (taking into account the need to have multiple units with the same identity, 3 in their case) and “useless units” being the units that are redundant as the set that already has a number of units with the same identity that equals or is higher than the limit (3 in their case). The authors have used unit counts with the sentence cost (length) in different ways which were then compared. It was shown that by using “Spitting” after “Greedy” methods coverage cost improves (number of chosen sentences and their average length) but the method does not necessarily increase coverage. The way they combined the two methods was by running “Greedy” and then running “Spitting” restricting its choice of sentences to the output of “Greedy”.

Since in this work the primary concern is coverage and not necessarily length of corpus, but the length of the generated speech (2 hours maximum for proper utterances), the “Greedy” method was chosen. To choose criteria for iteratively choosing sentences, a simple count was adopted where each sentence was scored by the following formula:

$$SS_S(S, C) = \sum_{k=0}^{n} \frac{SU_F(S)}{CU_F(S)}$$

If $CU_F(C) > SU_F(S)$ for all $k$

$$= -1$$

otherwise

Where $SS_S(S, C)$ is the “Sentence Score” of the sentence $S$ relative to corpus $C$, $SU_F(S)$ is the “Sentence Unit Frequency” which is the number of times a specific unit indexed by $k$ appears in the sentence $S$ and $SU_F(S)$ is the “Corpus Unit Frequency” which is the number of times a specific unit indexed by $k$ appears in the corpus $C$. $CU_F(C)$ is the “Corpus Unit Frequency” which is the number of times a specific unit indexed by $k$ appears in the corpus $C$ at a certain stage of the optimisation.

A subset of diphones in Arabic was used for optimisation. The reason for using diphones, as the unit of choice, was based on the fact that this subset was the most used method in the literature reviewed (Barros & Móbius, 2011; Bonafonte et al., 2008; Kelly, Berthelsen, Campbell, Ni Chasaide, & Gobl, 2006; Kominek & Black, 2003; Matoušek & Romportl, 2007). The choice of this subset is informed by the study carried out so far and will be further elaborated on in section 3.1.

4.1 Phonetic Vocabulary

The diphones (see Table 1) only cover “short syllable diphones” and “half syllable diphones” which were the only diphones included in the optimisation. Both of these terms are used in this work for convenience and are not defined elsewhere. In this work, a short syllable is a syllable starting with a consonant (could be geminated) and ending with a vowel (no consonant coda), and a half syllable is the second part of a syllable ending with a consonant (a vowel followed by a strictly non-geminated consonant).

Table 1 shows the phonetic vocabulary used in this work for optimisation (the table does not include geminated consonants which are just represented by doubling the
Design and build a greedy algorithm to reduce the optimisation script, 884 utterances were left in the data set out of the complete 2092 (for a threshold of 3). The optimisation process took place several times with the threshold for the minimum number of diphone occurrences changed every time. Table 2 shows the results. The threshold 3 was chosen because of resource limitations (10 hours recording studio time and talent time) and more utterances from the bigger sets were planned for recording in case studio time was more than sufficient.

**Table 2: Optimisation results.** The row in blue was chosen based on resources available.

| Threshold | # of words | # of utterances |
|-----------|------------|-----------------|
| Before optimisation | 23531 | 2092 |
| 1          | 5284       | 463             |
| 2          | 8407       | 700             |
| 3          | 10958      | 884             |
| 4          | 12785      | 1025            |
| 5          | 14397      | 1150            |
| 6          | 15554      | 1245            |
| 7          | 16653      | 1334            |
| 8          | 17575      | 1414            |

### 5. Discussion

**The main contributions of this work follow:**

- Conduct a study of MSA phonetics with a speech synthesis application in mind.
- Create a phonetic vocabulary with a set of di-phones that should exist in a transcript in MSA for it to be suitable for speech synthesis. This is based on analysis of classical Arabic and MSA phonetics and phonology and also optimisation for a certain speech synthesis method namely unit selection.
- Design and build a greedy algorithm to reduce the initial transcript keeping coverage optimal while reducing effort required.

The recording, segmentation and annotation of this corpus has not been covered in this paper and is intended as future work that will be conducted as part of this project.

### 6. Conclusion

It has been shown in this paper how important a complete study of phonetic and phonology of a language is for using greedy methods for reduction. It is particularly important where there is limited research into the appropriateness of the methods chosen for the language being studied namely Modern Standard Arabic. This work showed the theory behind MSA speech synthesis creation but further analysis of this is suggested as future work using subjective listening tests which is eventually be part of this project. This is to justify the choices made from a practical point of view.
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The validity of these exclusions was only theoretical and based on rules before the recording, but was found to be true in the talent’s speech as the experts found during the correction phase after the recording. The talent never emphasised a diphthong after a non-emphatic letter or vice versa.

After running the optimisation script, 884 utterances were left in the data set out of the complete 2092 (for a threshold of 3). The optimisation process took place several times with the threshold for the minimum number of diphone occurrences changed every time. Table 2 shows the results. The threshold 3 was chosen because of resource limitations (10 hours recording studio time and talent time) and more utterances from the bigger sets were planned for recording in case studio time was more than sufficient.
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