Spin-orbit coupling driven superfluid states in optical lattices at zero and finite temperatures
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We investigate the quantum phase transitions of a two-dimensional Bose-Hubbard model in the presence of a Rashba spin-orbit coupling with and without thermal fluctuations. The interplay of single-particle hopping, strength of spin-orbit coupling, and interspin interaction leads to superfluid phases with distinct properties. With interspin interactions weaker than intraspin interactions, the spin-orbit coupling induces two finite-momentum superfluid phases. One of them is a phase-twisted superfluid that exists at low hopping strengths and reduces the domain of insulating phases. At comparatively higher hopping strengths, there is a transition from the phase-twisted to a finite momenta stripe superfluid. With interspin interactions stronger than the intraspin interactions, the system exhibits phase-twisted to ferromagnetic phase transition. At finite temperatures, the thermal fluctuations destroy the phase-twisted superfluidity and lead to a wide region of normal-fluid states. These findings can be observed in recent quantum gas experiments with spin-orbit coupling in optical lattices.

I. INTRODUCTION

The spin-orbit interaction plays a key role in several areas of condensed matter physics and material science like topological insulators and superconductors [1–3], quantum Hall effects [4], spin liquids [5], Weyl semimetal [6], and spintronics based devices [7]. Recent advances in ultracold quantum gas experiments have allowed the implementation of spin-orbit coupling (SOC) and competing interactions in strongly-correlated many-body systems [8–10]. These experimental developments afford the possibilities to study novel states of matter, phase transitions, and exotic spin models which are not accessible in conventional condensed matter systems [11, 12]. The ultracold atomic systems are ideal platforms for such studies due to the tunability of potentials and multiparticle interactions.

In condensed matter systems, the SOC is an intrinsic property and can not be tuned [2]. In contrast, it is possible to vary the strength of synthetic SOC in ultracold atoms by tuning the Raman coupling between pseudospin states and thereby different phase transitions can be explored [13–15]. These experiments consider an equal-strength mixture of Rashba and Dresselhaus SOC. However, the experimental schemes to realize pure Rashba SOC in ultracold quantum gases have also been proposed [16]. A spin orbit-coupled pseudospin-1/2 Bose gas undergoes two successive magnetic phase transitions as the strength of Raman coupling is increased. First transition is from a stripe to a magnetized plane-wave phase, and second is from the magnetized plane-wave to a non-magnetic zero-momentum superfluid state for the Raman coupling of the order of the recoil energy [17]. Furthermore, a two-dimensional (2D) SOC exhibits inversion and $C_4$ symmetries, thus opening new avenues to study topological band structures and quantum effects. The interaction-driven quantum phase transition and topological region of such a 2D system are explored in a recent experiment [9]. These experimental advances have led to several theoretical studies. The magnetic ordering such as spin-spiral ordering [18], vortex and Skyrmion crystal [12], and ferromagnetic and antiferromagnetic phases [19] have been examined. The effects of strength and symmetry of SOC on the ground-state [20], crystal momentum distributions [21], and SOC-driven Mott insulator (MI) to superfluid (SF) phase transition [22] have also been investigated. The strong Rashba SOC destroys insulating domain and generates finite-momentum and stripe ordered superfluids [12, 23, 24]. The SOC-driven twisted superfluid states of binary spin mixtures in hexagonal optical lattice are also observed in quantum gas experiment [25]. The introduction of optical lattice potential breaks the Galilean invariance [26] and enhances the contrast, life-time, and parameter regime of the stripe superfluid state [27]. Inspite of several studies, the parameter regions of the superfluid states in spin-orbit coupled Bose-Hubbard model and the effects of thermal fluctuations on the transition between finite-momentum superfluids have not been investigated. At finite temperatures, the melting of stripe superfluid phase leads to a wide domain of stripe normal-fluid (NF) phase [28]. More recently, it has been shown that the SOC leads to the lowering of the critical temperature for the superfluid to NF phase transition, and reduces the coherence and spatial orders of magnetic textures [29].

In the present work, we study the ground-state phase diagrams of two-component interacting bosons in the presence of Rashba SOC at zero and finite temperatures. We examine the quantum phase transitions and characterize the SOC-driven finite-momentum superfluid states in two different regimes based on the interspin interactions. For interspin interactions weaker than the intraspin interactions, the two finite momenta superfluids are phase-twisted (PT) and stripe (ST) superfluids whereas for interspin interactions stronger than intraspin interactions, these are PT and $z$-polarized ferromagnetic (zFM) superfluid phase. At $T = 0K$, the critical hopping of MI to PT superfluid transition decreases with SOC, which is in agreement to the mean-field predictions. In contrast to the condensed matter systems, the phase diagrams of the system can be explored by tuning the experimental parameters. Furthermore, we extend our study to the case of finite-temperature, and show the interplay of SOC and thermal fluctuations on the superfluid states. We observe the melting of PT superfluid...
We consider a pseudospinor system of ultracold bosons loaded into a square optical lattice. The Hamiltonian of the system is [22]

\[
\hat{H} = -J \sum_{\langle i,j \rangle} \hat{\Psi}_i \hat{\Psi}_j + \sum_{i,\alpha} (\epsilon_{i\alpha} - \mu) \hat{n}_{i\alpha} + \frac{1}{2} \sum_{i,\alpha} \left(U_{\alpha} \hat{n}_{i\alpha}(\hat{n}_{i\alpha} - 1) + U_{\uparrow\downarrow} \sum_{i} \hat{n}_{i\uparrow} \hat{n}_{i\downarrow}\right) + i\lambda \sum_{\langle i,j \rangle} \hat{\Psi}_i \mathbf{\hat{z}} \cdot \left(\mathbf{\hat{d}}_{ij} \right) \hat{\Psi}_j + \text{H.c.},
\]

where \( i \) is a unique combination of lattice site indices in 2D, i.e., \( i \equiv (p, q) \) with \( p \) and \( q \) as site indices along \( x \) and \( y \) directions, respectively, and \( j \equiv (p', q') \) is a neighboring site of \( i \)-th site. Here \( \hat{\Psi}_i = (\hat{b}_{i\uparrow}, \hat{b}_{i\downarrow})^T \) is a two-component bosonic annihilation operator at \( i \)-th lattice site, \( \alpha = \uparrow, \downarrow \) denotes the pseudospin components, \( J \) is spin-independent hopping amplitude of atoms, and for the present study, we consider equal hopping amplitudes for both the components, \( \epsilon_{i\alpha} \) is the energy offset of atoms with \( \alpha \) spin due to envelope confining potential and is considered to be zero, \( \mu \) is the chemical potential, \( \hat{n}_{i\alpha} = \hat{b}_{i\alpha}^\dagger \hat{b}_{i\alpha} \) is the number operator, and \( U_{\alpha} (U_{\uparrow\downarrow}) \) is intra-(inter-) spin on-site interaction. For the present work, we choose the intraspin interactions to be same, \( U_{\uparrow} (U_{\downarrow}) = U \).

We consider \( U \) as the scaling parameter for the tunneling amplitude, chemical potential, interspin interaction, and the energy of the system. The last term represents the SOC generated by Raman lasers which can be tuned in experiments using coherent destructive hopping methods [30] and represents the hopping between neighboring sites with a spin flip. Here \( \lambda \) is the Rashba SOC strength, \( \mathbf{d}_{ij} = (\sigma_x, \sigma_y, \sigma_z) \) is a vector of Pauli spin matrices, \( \mathbf{d}_{ij} \) is a lattice unit vector between two neighbouring sites, and \( \mathbf{z} \) is a unit vector perpendicular to the lattice plane.

To study the ground state properties of the system in both strong and weak coupling limit, we use single-site Gutzwiller mean-field (SGMF) theory [31–38]. In this theory, the many-body ground state is the product of single-site states. The Gutzwiller ansatz is

\[
|\Psi \rangle = \prod_i |\psi_i \rangle = \prod_i \left( \sum_{n_{\uparrow\downarrow}} c_{i, n_{\uparrow\downarrow}}^{\dagger} |n_{\uparrow\downarrow} \rangle \right),
\]

where \( |\psi_i \rangle \) is the single-site ground state, \( N_\alpha \) is the number of occupation basis or maximum number of bosons corresponding to each spin state at each lattice site. Here \( |n_{\uparrow\downarrow} \rangle \) is the occupation or Fock state, which is the direct product of the occupation states of both spin-components and \( c_{i, n_{\uparrow\downarrow}}^{\dagger} \) is the corresponding Gutzwiller coefficient of the coupled Fock state. The SF order parameter and the average occupancy are defined as \( \phi_{i\alpha} = \langle \hat{b}_{i\alpha} |\hat{\Psi} \rangle \) and \( n_{i\alpha} = \langle \hat{n}_{i\alpha} |\hat{\Psi} \rangle \), respectively. This mean-field approach has been employed in the studies of bosons in optical lattices with synthetic magnetic field and SOC [22, 39–42]. To study the effects of thermal fluctuations at finite temperatures, we use the finite-temperature Gutzwiller theory, and a brief description is presented in the appendix.

We analyze the system in weakly-interacting limit, where \( U_0 \ll J \). For this regime, the Hamiltonian, Eq. (1), in the momentum space can be written as

\[
\hat{H}_{\text{kin}} = \sum_{\mathbf{k}} \left( \hat{b}_{\mathbf{k}\uparrow}^\dagger \hat{b}_{\mathbf{k}\downarrow}^\dagger \right) \mathcal{H}_{\mathbf{k}} \left( \hat{b}_{\mathbf{k}\uparrow} \hat{b}_{\mathbf{k}\downarrow} \right)
\]

with

\[
\mathcal{H}_{\mathbf{k}} = \begin{pmatrix}
-2J (\cos k_x + \cos k_y) & 2i\lambda (\sin k_x - i \sin k_y) \\
-2i\lambda (\sin k_x + i \sin k_y) & -2J (\cos k_x + \cos k_y)
\end{pmatrix}.
\]

The diagonalization of the above Hamiltonian \( \mathcal{H}_{\mathbf{k}} \) yields two energy branches

\[
E_{\mathbf{k}\pm} = -2J (\cos k_x + \cos k_y) \pm 2\lambda \sqrt{\sin^2 k_x + \sin^2 k_y},
\]

where \( \mathbf{k} = (k_x, k_y) \), and the first term is spin-independent dispersion relation in a 2D square lattice. The energy spectrum \( E_{\mathbf{k}\pm} \) remains invariant under the parity transformation \((k_x \rightarrow -k_x, k_y \rightarrow -k_y)\) and permutation of \( k_x \) and \( k_y \), \((k_x \rightarrow k_y, k_y \rightarrow k_x)\). The non-interacting lowest band structure is shown for two different regimes in Fig. 1. In the absence of SOC \( \lambda = 0 \), the lower branch of the band has one minimum at \( \mathbf{k} = (0, 0) \). The SOC term modifies the band structure, where the lower branch has four degenerate minima. The presence of SOC breaks the rotational symmetry in k-space and shifts the minima of the lower branch along the diagonals of the first Brillouin zone.

The four degenerate minima in the lower branch are \( \mathbf{q}_1 = (k_0, k_0) \), \( \mathbf{q}_2 = (-k_0, 0) \), \( \mathbf{q}_3 = (-k_0, -k_0) \), \( \mathbf{q}_4 = (k_0, -k_0) \) where \( k_0 = \arctan(\lambda/\sqrt{2}J) \). Hence, the location of the minima is determined by the strength of SOC.
III. QUANTUM PHASES AND ORDER PARAMETERS

The ground states of ultracold bosons with SOC exhibit insulating and various SF phases. The nature of the SF phase depends on the competition between the single-particle hopping and SOC induced spin-dependent hopping. At lower $J$, the incompressible insulating phases are identified by the sum and difference of the expectations of the number operators, $\langle \hat{n}_+ \rangle \equiv \langle \hat{n}_\uparrow \rangle \pm \langle \hat{n}_\downarrow \rangle$. For the MI phase $\langle \hat{n}_\pm \rangle$ is an integer while the SF phases are characterized by real $\langle \hat{n}_\pm \rangle$ and finite value of the compressibility $\kappa = \partial \langle \hat{n} \rangle / \partial \mu$. In the absence of SOC, the amplitude and phase of the order parameter $\phi_\uparrow$ are homogeneous.

The striking features appear when the spin-dependent hopping due to the SOC is finite. This is a complex hopping, it flips the atomic spin while hopping and causes variations in the phase of SF states. To classify the various SF states which feature distinct phase distributions of the order parameter, we examine the spin-dependent momentum distributions at the wave vector $\mathbf{k}$

$$\langle \rho_{\uparrow,\downarrow}(\mathbf{k}) \rangle = L^{-2} \sum_{i,j} \langle \hat{b}_{i\uparrow}^\dagger \hat{b}_{j\downarrow} \rangle e^{i\mathbf{k} \cdot (\mathbf{r}_i - \mathbf{r}_j)},$$

where $L$ is the system size and $\mathbf{r}_i$ ($\mathbf{r}_j$) is the location of $i$th ($j$th) lattice site. When the interspin interaction is weaker than intraspin, the SF state can be of three types. These are (i) homogeneous superfluid: this has uniform amplitude and phase of the order parameter. For this state, the condensation occurs at zero momentum and is also referred as zero-momentum SF (ZM-SF) state. (ii) Phase-twisted (PT) superfluid: for this state the amplitude of $\langle \hat{b}_{\alpha\alpha} \rangle$ is uniform but the phase varies diagonally across the lattice (iii) Stripe (ST) superfluid: this state has stripe-like variation in the phase of $\langle \hat{b}_{\alpha\alpha} \rangle$ across the lattice. Thus, we distinguish superfluid states based on their phase variation and momentum distributions. It is worth mentioning, similar SF states have been previously discussed in the continuum where the phases were characterized using the properties of collective excitations [43].

The interplay of spin-dependent hopping (SOC) and single-particle hopping leads to the exotic SF states. We examine the spin-dependent momentum distributions $\langle \rho_{\uparrow,\downarrow}(\mathbf{k}) \rangle$ at $k = 0$, $\langle \rho_{\uparrow,\downarrow}(\pm k_0, 0) \rangle$, $\langle \rho_{\uparrow,\downarrow}(0, \pm k_0) \rangle$, and $\langle \rho_{\uparrow,\downarrow}(q_i) \rangle$. Here, $q_i$ and $k_0$ depend on the ratio of the hopping to the SOC strength as discussed in Sec. II. For the PT superfluid, the momentum distribution at $\langle \rho_{\uparrow,\downarrow}(q_i) \rangle$ is finite either at all the $q_i$’s or only at one of the $q_i$’s. This is due to the variation in phase distributions along the diagonal. Hence, this state shows a peak along the diagonal of the Brillouin zone in the $k$-space. On the other hand, for the ST superfluid states, depending on the phase variation being horizontal or vertical, the state exhibits peak at $\langle \rho_{\uparrow,\downarrow}(\pm k_0, 0) \rangle$ or $\langle \rho_{\uparrow,\downarrow}(0, \pm k_0) \rangle$, respectively. We define $\Phi = \langle \rho_{\uparrow,\downarrow}(k_0, 0) \rangle + \langle \rho_{\uparrow,\downarrow}(-k_0, 0) \rangle + \langle \rho_{\uparrow,\downarrow}(0, k_0) \rangle + \langle \rho_{\uparrow,\downarrow}(0, -k_0) \rangle$, which serve as an order parameter to identify the PT-ST phase transition. Here, $\Phi$ is zero for the PT superfluid while finite for the ST state. As both PT and ST are SOC-driven finite-momentum superfluid states, therefore $\langle \rho_{\uparrow,\downarrow}(0, 0) \rangle = 0$.

In the next section, we have characterized the various phase transitions and the finite-momentum superfluids based on the aforementioned classification. Furthermore, when the interspin interaction is strong $U_{\uparrow\downarrow} > 1$, we also report a ferromagnetic phase where the spins orient along $\pm \hat{z}$ axis. This is referred to as $z$-polarized ferromagnetic (zFM) superfluid state where $\langle \hat{b}_{\uparrow\uparrow} \rangle (\langle \hat{b}_{\downarrow\downarrow} \rangle)$ remains finite and homogeneous but $\langle \hat{b}_{\uparrow\downarrow} \rangle (\langle \hat{b}_{\downarrow\uparrow} \rangle)$ vanishes throughout the lattice. This phase can be easily distinguished from other superfluid states with finite $\phi_\uparrow$ or $\phi_\downarrow$.

At finite temperatures, the superfluid states are characterized in a similar way as in the case of zero temperature, although the observables are defined with the thermal averages. The definitions of the thermal-averaged SF order parameter and occupancy are provided in the appendix. The normal-fluid state at finite temperatures is identified in the incompressible phases based on the compressibility $\kappa$. In the present work, we consider $|n - n_{\text{th}}| \geq 10^{-3}$ as the criterion to identify MI to NF crossover. Here, $n$ and $n_{\text{th}}$ are the lattice occupancies.
at zero and finite temperatures, respectively. Such a criterion has been previously used to distinguish the NF phase of Bose-Hubbard model at finite temperatures [44].

IV. RESULTS AND DISCUSSION

We study the mean-field ground state phase diagram of the ultracold bosons and investigate the different SF phases emerging from the competition between the SOC and single-particle hopping. In particular, we examine the system for weak \((U_{1+} / U < 1)\) and strong \((U_{1+} / U > 1)\) interspin interactions. We, then, employ finite-temperature Gutzwiller theory to probe the effects of thermal fluctuations on the SF phases of the bosons. To generate the phase diagrams, we consider a system size of \(8 \times 8\), and Fock state dimension at each lattice site is \(N_f = 6\). The latter is sufficient to represent the quantum phases of the system up to \(\mu = 3U\) [31–34]. It is important to note that the initial states play a key role in determining the ground states. We have performed the numerical simulations with different initial states and found that a random SF order parameter as the initial state gives the global minima. The uniform \(\phi\)'s is not a good choice of the initial state because for some values of the parameters the converged solution corresponds to a local minima. This is due to the fact that the uniform \(\phi\) do not contribute to the SOC energy as this depends on the relative phase between the \(\phi\)'s of both the pseudospinor components. To obtain the mean-field phase diagrams, we start with a complex random distribution of Gutzwiller coefficients across the lattice, and then the corresponding SF order parameter is computed. Hence, our initial state has a random SF order parameter with random amplitude and phase. Our algorithm is based on the self-consistent approach. We diagonalize the single-site Hamiltonians and compute the updated \(\phi_{\alpha}\)'s at each iteration. This process is repeated until the energy and superfluid order parameter converge up to a tolerance of \(10^{-12}\). Moreover, we repeat the procedure with 50 random configurations of the initial state to ensure that the ground state has been obtained. We have checked explicitly that the larger number of random configurations do not modify the ground states.

A. \(U_{1+} = 0.5\)

We first examine the quantum phases of 2D BHM in the presence of SOC interaction at zero temperature. The plots in the Fig. 2 show the ground state phase diagrams at different values of the SOC strengths \((\lambda)'s\) with \(U_{1+} = 0.5U\).

1. No spin-orbit coupling \((\lambda = 0)\)

In the absence of SOC, the system supports two quantum phases, the incompressible MI phase and the compressible ZM-SF phase. The MI phase occurs in lobes of different integer commensurate densities. It is to be noted that the MI lobes with odd integer occupancies are smaller than those with even occupancies [45]. As \(U_{1+}\) increases, the size of the odd-integer Mott lobes grow whereas even-integer lobes remain same in size but shift to higher \(\mu/U\) until \(U_{1+} = U\).  

In the absence of SOC, the phase diagram shown in Fig. 2(a) agrees well with previous studies on the two-component BHM [45–48].

2. Finite spin-orbit coupling \((\lambda \neq 0)\)

The ground state phase diagram for finite SOC are shown in Fig. 2(b)-(d). Consider the phase diagram at \(\lambda = 0.02U\), a prominent feature is the shrinking of the MI lobes. At higher \(\mu\), the MI(3) lobe vanishes and is replaced by the SOC-induced SF phase. Thus, even in the atomic limit \(J/U = 0\), for certain ranges of \(\mu\), the system is in the SF phase due to the SOC. This is evident from the phase diagram in Fig. 2(b), where the SF phase is present at \(J/U = 0\) for \(\mu/U \leq 0.07, 0.43 < \mu/U < 0.357, 1.38 < \mu/U < 2.14\) and \(2.8 < \mu/U < 3.0\). In the absence of single-particle hopping i.e. \(J = 0\), the superfluidity is due to the transport of atoms in the presence of spin-dependent hopping (SOC). As we increase \(\lambda\), the MI lobes shrink further, and the SF phase is enhanced. For \(\lambda = 0.04U\), only MI(2) lobe survives, and the system is in the SOC-generated SF phases in the remain-
Our numerical results. λ superfluid, whereas at non-zero ent values corresponding to PT and ST superfluids. For the PT superfluid state, the random initial state yields uniform amplitude and twisted diagonal site-variation in the phase as evident from Fig. 3(a). The phase variation is shown for one of the components, although it is to be noted that the other component also follows similar distributions. However, the relative phase of the φ's between the components is finite, i.e. θ_{↑↓} ≠ θ_{ ↓↑} [24]. In the presence of the interactions, the four-fold symmetry of lower branch of lowest energy band is spontaneously broken. For the PT superfluid phase, the system chooses to be in one of the minima and therefore, we observe a single peak at k ≠ 0 in the momentum distribution. In particular, the peak in the k-space appears at the diagonal of the Brillouin zone as represented in Fig. 3(d).

As J is increased, PT phase undergoes a transition to the ST phase. In the ST superfluid phase obtained with SGMF approach, the amplitude of ϕ_{α} remains spatially uniform and phase distributions exhibit stripe-like variation [Fig. 3(b)]. The momentum peak is located at k ≠ 0, and in particular it lies on x− or y− axis depending on the variation in phase [Fig. 3(e)].

To examine the quantum phase transition between phase-twisted and ST superfluid state, we analyze the properties of \langle ρ_{∥∥}(k) \rangle. Since both states are finite-momentum superfluids, their location of momentum peaks in k-space can serve as an order parameter to identify them. As mentioned earlier in Sec. III, we in particular analyze the evolution of the order parameter Φ, which is the sum of \langle ρ_{∥∥}(k) \rangle at k = (±k_0, 0) and (0, ±k_0), as a function of J. For each µ value, we have spanned along the J/U-axis, and whenever Φ takes a non-zero value, critical hopping strength for PT-ST transition is determined. The error involved in analyzing the phase transition is 10^{-3} which is the step size (ΔJ) used to span J/U in the numerical computations. Hence, we find that the PT-ST phase transition is sharp. As a representative case, the evolution of Φ at µ/U = 1.8 for three different λ values are shown in Fig. 4. At lower hopping strengths, the ground state is either MI phase or the finite-momentum PT superfluid.
and hence $\Phi$ remains zero. This is due to the fact that PT state corresponds to the condensation in $k = q_1$ along diagonals of the first Brillouin zone. As $J/U$ increases, a striped-ordering of the phase develops with finite $\Phi$, which characterize PT-ST superfluid phase transition of the spin-orbit coupled bosons. The critical hopping strength of the PT-ST transition increases as the value of SOC strength increases. As shown in Fig. 4, the $J_c$ of PT-ST transition is 0.02, 0.03, and 0.04 for $\lambda = 0.02$, 0.03 and 0.04, respectively. The behaviour of $\Phi$ and the corresponding transitions for $U_{\uparrow\downarrow} = 0.5$ [Fig. 2] suggest that the PT to ST superfluid phase transition occurs when $\lambda/J \approx 1$. And, the PT phase is expected for $\lambda/J \lesssim 1$ whereas the ST phase appears for $\lambda/J \gtrsim 1$. Our computations using random configurations of complex $\phi$'s suggest an increase in $J_c$ as the system size increases. Since the real cold-atom experiments are with the trapped finite-size systems, therefore the transition between finite-momentum superfluids can be observed near the trap-center [22].

![Figure 4](image)

FIG. 4. The evolution of the order parameter $\Phi$, characterizing the finite-momentum PT (phase-twisted) and ST (stripe) superfluid states, as a function of the hopping strength $J/U$. The chemical potential $\mu/U = 1.8$ and interspin interaction $U_{\uparrow\downarrow} = 0.5U$. The $\Phi$ is defined in Sec. III. The variation in $\Phi$ from zero to finite shows PT(MI)-ST phase transition.

The SGMF approach failed to capture the density oscillations that should ideally be there in a stripe phase, and the reason is that SGMF does not include the inter-site atomic correlations. In order to overcome this limitation of SGMF, and obtain the nonuniform magnetic ordering and the resulting inhomogeneous superfluidity, one has to use the diagonalization of cluster of lattice sites as suggested in Ref. [12]. Considering this, we probe the parameter space of the stripe superfluid state obtained from SGMF theory with the cluster Gutzwiller approach (CGA). The latter improves the inter-site correlations and incorporates the effects of the quantum fluctuations. In this approach, the lattice sites are partitioned into a finite number of clusters, where the model terms within the lattice sites of a cluster are treated exactly. The detailed description of the approach is given in our previous works [38, 40–42, 45].

To examine the parameter domain corresponding to the stripe superfluid, we use $2 \times 2$ cluster and $N_0 = 3$. The size of the clusters is sufficient to probe the effects of the atomic correlations on the magnetic ordering of the SOC-driven superfluids. Like in the case of SGMF, sometimes the solution obtained from CGA is a metastable state corresponding to a local minima. To avoid this we consider several random configurations of the SF order parameters as the initial states with CGA and choose the global minimum-energy state as the ground state phase. The lattice-site distributions of the occupancy, and the amplitude and phase of the SF order parameter are shown in Fig. 5. The profiles are shown for one of the component, $\uparrow$, however the other component also follows the similar distributions. We observe the stripe variation in the number occupancy $\langle \hat{n}_{i\alpha} \rangle$ and $|\phi_{i\alpha}|$, and hence term it as ST$_{\text{den}}$ phase. The amplitude of the variations remain smaller, which we expect, can be enhanced by considering larger cluster of sites.

We further investigate the parameter domain of the stripe superfluid (using CGA) and find that the ST$_{\text{den}}$ phase persists for larger hopping strengths. It continues to the domain where one would get ZM-SF transition using SGMF. As an example, for the parameters $L = 8 \times 8$, $\lambda = 0.02U$, $\mu = 1.8U$, and $J = 0.1U$, the SGMF predicts ZM-superfluidity whereas the CGA gives ST$_{\text{den}}$ phase for these parameters. Hence, the latter extends the parameter space of ST$_{\text{den}}$ phase by taking into account the quantum correlations. This suggests the applicability of SGMF to describe the quantum phase transitions usually for $J/U \to 0$ [12, 22, 24]. Therefore, for the present work, we have investigated the phase transitions in the range from $J = 0$ to $J \approx 0.08U$. The stability of the ST$_{\text{den}}$ superfluid in a wider parameter regime is consistent with the observation of this state in the presence of weak lattice potential in a recent experiment [27]. In the present work, the CGA has been used to ascertain the nature of ST and ZM phases obtained from SGMF. However, the detailed analysis of the phase diagrams with CGA can be addressed in a future work.
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FIG. 5. The lattice-site distributions of the ST$_{\text{den}}$ phase obtained using cluster Gutzwiller approach. (a) the occupancy (b) amplitude of the order parameter, and (c) phase of a ST$_{\text{den}}$ state are shown. The parameters considered are $\lambda = 0.02U$, $\mu = 1.8U$, and $J = 0.05U$. These distributions are shown for interspin interaction $U_{\uparrow\downarrow} = 0.5U$.

B. $U_{\uparrow\downarrow} = 1.5$

Here, we discuss the quantum phases generated due to the effects of SOC when the interspin interaction is stronger than the intraspin ones ($U_{\uparrow\downarrow}/U > 1$). In this parameter regime, we first review the phase diagram of two-component interacting
The zero-temperature ground state phase diagram in the presence of Rashba SOC for various SOC strengths. The filling or occupancy of the Mott lobe is represented by $n$ in $\text{MI}(n)$. The interspin interaction $U_{\uparrow\downarrow} = 1.5U$, and the values of $\lambda$ in units of $U$ are shown in the upper right corner of the plot. The superfluidity near the MI lobes is twisted in character while at higher $J$ the system is in zFM state.

At finite temperature, the Mott lobe melts into NF phase due to thermal fluctuations. The NF phase has no long-range order, but it is compressible ($\kappa \neq 0$). Therefore, this phase can be distinguished from the insulating MI phases by finite $\kappa$. We examine the melting of MI phase as a function of temperature for various SOC strengths. In Fig. 7, we plot the width of the first Mott lobe $\text{MI}(1)$ at $J = 0.01U$ for different values of $\lambda$. For $\lambda = 0$, at lower temperatures, the width of the MI lobe first increases for $k_B T / U < 0.004$.

At $k_B T / U \approx 0.004$ the Mott lobe starts melting and width of the lobe decreases with temperature. At $k_B T / U \approx 0.046$, the MI phase is completely replaced by NF phase. However, for finite $\lambda$, there is a combined effect of SOC and finite temperature on the width of the Mott lobe. For $\lambda = 0.02U$, at low temperatures the width first increases then at $k_B T / U \approx 0.009$ the thermal fluctuations overcome the SOC effects, and this leads to decrease in the width. The effects of SOC are prominent at larger values of $\lambda$ as evident for $\lambda = 0.03U$ and $0.04U$ cases in Fig. 7. At higher temperatures, the melting of MI phase is independent of $\lambda$, and the decrease in the width of MI lobe is similar to $\lambda = 0$ case.

C. Finite temperature results for $U_{\uparrow\downarrow} = 0.5$

The MI(1) phase gets completely destroyed and the system exhibits superfluid phase transition between PT and zFM states. The transition between the PT and zFM is a broad one. To get the phase boundary for this transition, we have used the non-linear least squares fitting and the residuals is of the order of $10^{-3}$. It is important to note that for stronger interspin interaction, $U_{\uparrow\downarrow} / U > 1$, we do not observe the ST phase. This is consistent with the quantum phases of continuum system with SOC where the tuning of Raman coupling for strong interspin interaction does not lead to ST phase [43].
We further discuss the finite temperature phase diagram at $k_B T / U = 0.03$, and it is shown in Fig. 8. At $\lambda = 0$, the thermal fluctuations destroy the off-diagonal long-range order of SF phase, and extend the parameter space of NF phase. Odd Mott lobes stretch along $J / U$ axis. For example, at $k_B T = 0$, the critical hopping of MI(1)-SF transition is 0.0268 in Fig. 2(a) and at $k_B T / U = 0.03$ it increases to 0.0422 as evident from Fig. 8(a). Similar enhancement is also apparent for MI(3) from the comparison of Figs. 8(a) and 2(a). In the presence of SOC, there is an interplay of the effects of SOC and finite temperature. For smaller SOC strengths ($\lambda = 0.02$ and 0.03), the remarkable feature of the reemergence of MI lobes at the cost of finite-momentum superfluids at finite temperature is observed. In particular, the SOC-induced PT phase near the atomic limit in Fig 2(b) melts into MI(3) and NF phases as shown in Fig. 8(b). The destruction of PT superfluidity with a wide region of NF state at finite temperatures is consistent with the previous Monte Carlo study of strongly-correlated bosons with SOC [28]. The reemergence of insulating domains at finite temperature is in agreement with our analysis of the width of MI lobe with SOC which is shown in Fig. 7. While increasing the SOC strengths from 0.02 [Fig. 8(b)] to 0.03 [Fig. 8(c)], the PT state is favoured by melting the NF and MI phases. At $\lambda = 0.04 U$, the phase boundary of PT to ST superfluid transition, as in the case of zero temperature, remains unchanged and independent of the average particle densities or $\mu$ at finite temperatures.

D. Finite temperature results for $U_{z\uparrow\downarrow} = 1.5$

Like in the case of $U_{z\uparrow\downarrow} = 0.5 U$, we examine the finite-temperature phase diagram in the phase-separated regime with SOC. In particular, we explore the stability of the finite-momentum superfluids with the thermal fluctuations arising from finite $T$. To gain better insights, we briefly review the $\lambda = 0$ case. As expected the insulating lobes melt to the NF phase at $k_B T / U = 0.03$, and this is discernible from the phase diagram shown in the Fig. 9(a). The phase diagrams of $\lambda = 0$ are shown in the Fig. 9(b)-(d). At $\lambda = 0.02 U$, the thermal fluctuations favour the insulating domains, and the emergence of NF phase between the MI lobes reduces the PT superfluidity as is evident from the comparison of Fig. 9(b) with Fig. 6(b). The reemergence of MI lobes at finite $T$ is also there in this case as can be confirmed by comparing Figs. 9(c)-(d) with 6(c)-(d). At the phase boundaries, the critical hopping of the MI-zFM and PT-zFM transitions are shifted to higher $J$ at finite temperature as compared to the critical $J$ at zero temperature. The effect of increase in SOC strength leading to the increase in PT superfluid phase is also evident in the phase diagrams shown in the Figs. 9(c)-(d) similar to $U_{z\uparrow\downarrow}/U < 1$ case.
V. CONCLUSIONS

We have studied the parameter domain of various finite-momentum superfluids of spin-orbit coupled ultracold bosonic atoms in two-dimensional optical lattices. To examine various superfluid states with different atomic densities and phase ordering, we have used spin-dependent momentum distributions, a routinely measured observable in cold-atom experiments. For $U_{\uparrow\downarrow} < U$, with $\lambda/J \lesssim 1$ the favored superfluid phase is PT, whereas with $\lambda/J \gtrsim 1$ the system is in ST phase. Starting with PT phase, the increase in $J$, results in PT to ST superfluid phase transition. We have further shown that the inclusion of the quantum fluctuations via cluster Gutzwiller approach results in ST phase corresponding to the parameter domain of ST phase obtained with Gutzwiller mean-field theory. In the limit, $U_{\uparrow\downarrow} > U$, the stripe superfluid is absent, and phase-twisted to $z$-polarized ferromagnetic transition is observed as $J$ is varied. We have further shown that the thermal fluctuations destroy the phase-twisted superfluidity, and favour the insulating and normal states. The results of the present study are pertinent to the ongoing quantum gas experiments with spin-orbit coupling and offer a parameter space in the $J - \mu$ plane to observe the novel finite-momentum superfluids.
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Appendix: Finite-temperature Gutzwiller mean-field theory

We incorporate the effects of the thermal fluctuations at finite temperatures by considering the thermal average of the observable quantities. To compute the thermal average, we first get the full set of eigenspectrum obtained from the diagonalization of the mean-field Hamiltonian. We further use the single-site energy spectrum $E_i^l$ and the eigenstates $|\psi_i^l\rangle$ to evaluate the partition function of the system

$$Z_i = \sum_{l=1}^{N_b} e^{-\beta E_i^l},$$  \hfill (A.1)

where $l$ is the eigenstate index, $N_b$ is the Fock space dimension, $\beta = (k_B T)^{-1}$, and $T$ is the temperature of the system. At finite $T$, the region of the phase diagram with vanishing SF order parameter and the real number occupancy $\langle \hat{n}_{i\alpha} \rangle$ is defined as the normal-fluid state.

From the definition of the partition function, the thermal average of the SF order parameter is

$$\langle \phi_{i\alpha} \rangle = \frac{1}{Z} \sum_{l=0}^{N_b} \langle l | \hat{n}_{i\alpha} e^{-\beta E_i^l} | \psi_i^l \rangle,$$ \hfill (A.2)

where $\alpha = \uparrow, \downarrow$ is the spin-component index and $\langle \cdots \rangle$ represents the thermal averaging of $\phi$. Similarly, the atomic occupancy at finite $T$ is defined as

$$\langle \langle \hat{n}_{i\alpha} \rangle \rangle = \frac{1}{Z} \sum_{l=0}^{N_b} \langle l | \hat{n}_{i\alpha} e^{-\beta E_i^l} | \psi_i^l \rangle.$$ \hfill (A.3)

The average occupancy is $\langle n_{i\alpha} \rangle = \sum_l \langle \langle \hat{n}_{i\alpha} \rangle \rangle / L$. At finite $T$, the spin-dependent momentum distributions $\langle \rho_{\uparrow\downarrow}(k) \rangle$ are computed from the thermal-averaged SF order parameters.
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