Thermal vacancy formation energies of random solid solutions
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ABSTRACT

Vacancy mechanism plays a dominant role in the atomic migration when a close-packed disordered alloy undergoes ordering transition. However, the calculation of thermal vacancy formation energies (VFEs) of random solid solutions is usually cumbersome due to the difficulty in considering various local atomic environments. Here, we propose a transparent way that combines coherent potential approximation and supercell-local cluster expansion to investigate VFEs of random solid solutions. This method is used to study the effects of temperature, strain and magnetism on the VFEs of random \textit{A1-FePt} alloy. The results show that the mean VFE increases with increasing temperature, decreases under (001) in-plane tensile and compressive strains, and can be further reduced by the magnetic excitation. These effects are explained by discussing the dependence of VFE on local atomic environments and the overall bond strength within.

Introduction

In materials science, point defects play an important role in both physical and chemical behavior of solids. To date, much attention has been drawn to the manipulation of the point defects in, e.g., ceramics, solid catalysts and metallic materials. For instance, the self-diffusion of the atoms in a close-packed crystal basically relies on the vacancy mechanism. Hence, a key physical quantity is the vacancy formation energy (VFE) which determines the vacancy concentration.

In a monoatomic crystal, the thermal VFE can be conveniently calculated as the energy difference between a crystal with a vacancy, and a perfect crystal containing the same number of atoms by using first-principles methods\textsuperscript{1}. However, in solid solutions, the calculation of VFE is not that straightforward because it depends on the local atomic environments that are very complicated in random solid solutions. Besides, the computational load is also heavy if a large supercell is constructed to describe a disordered system. Despite these, some efforts have still been made to calculate the VFE (or enthalpy) in random solid solutions.

A convenient and efficient approach to treat the solid solutions is to introduce an effective medium such as that defined by the coherent potential approximation (CPA)\textsuperscript{2,3}. The VFE can thus be calculated in a way similar to that in a monoatomic crystal\textsuperscript{4}. In this regard, the CPA calculation assumes that the vacancies are generated within an average local atomic environment. However, the generation of vacancy should be energetically optional if detailed local atomic environments in a disordered system are considered. A better method is to take advantage of the cluster expansion (CE) to obtain the VFEs in any given local atomic environments based on a certain number of energies from first-principles supercell calculations, such as the work by Zhang and Sluiter\textsuperscript{5}. However, CE is very complicated beyond binary alloy because there are many coefficients for fitting\textsuperscript{6,7}. Actually, the CE approach has to treat at least a ternary case for an alloy with vacancy because the vacancy is considered as an additional species\textsuperscript{5,8,9}. An effective way to simplify the CE approach in this case is to introduce the local cluster expansion (LCE) performed in the vicinity of the vacancies to treat a local configuration-dependent energy, which does not involve additional species, as done by Van der Ven and Ceder\textsuperscript{10}. Moreover, since the VFE differs due to different local atomic environments, the way to obtain an appropriate thermal average of VFEs is also very tricky\textsuperscript{5}.

In this paper, we propose a method that combines the CPA and the supercell-LCE to calculate the VFEs in random solid solutions. This is realized by using the locally self-consistent Green’s function (LSGF) method, which maps a supercell onto the effective medium and calculates exactly the charge transfer in the local interaction zone (LIZ) with real distribution of atoms\textsuperscript{11–13}. It is also convenient to treat paramagnetism using LSGF with the disordered local moment (DLM) approximation. The proposed method is applied to the FePt alloy, of which the ordered \textit{L1\textsubscript{0}} phase is promising to achieve high-density vertical magnetic recording due to its large uniaxial magnetocrystalline anisotropy\textsuperscript{14–21}. The VFE in this alloy is critical since the
vacancy mechanism dominates the transition from the disordered A1 phase (without uniaxial magnetocrystalline anisotropy) to the ordered L1₀ phase. The effects of (001) in-plane strains and magnetism on the VFEs are investigated because their importance to the ordering transition was reported experimentally.

Below, we will first introduce the computational idea of thermally averaged VFE combined with local cluster expansion and the first-principles method we adopted. Then, we present the calculated VFEs of L1₀-FePt as well as elemental Fe and Pt, following which, the VFEs of A1-FePt under different strains and magnetic states are shown. The effects of strain and magnetism on the VFEs are discussed based on the bond strength within different local environments. Finally, we draw a conclusion.

Methods

Calculation of vacancy formation energy

Generally, the VFE for a certain vacated atom is defined as the energy difference between the crystals with and without a vacancy, using the chemical potential of the vacated atom to compensate for the energy loss,

\[ E_v^f = E^{N-1} - E^N + \mu = \varepsilon + \mu, \]

where \( N \) is the number of atoms. The generation of thermal vacancies is solely attributed to the thermal effects which does not involve composition change or phase separation, i.e., the vacated atoms are still within the same phase. Hence, \( \mu \) should be determined by the energy of the vacancy-free crystal. For a pure metal, it is straightforward that \( \mu \) is the energy per atom of the crystal. However, for a disordered alloy, \( \mu \) is species-specific and composition-dependent, which is tricky to be calculated appropriately. Nonetheless, the energy per site of the alloy is known to be a concentration-weighted average of the chemical potentials: \( E^N/N = \sum c_i \mu_i \) (\( s \) indexes the species).

Considering an \( A-B \) disordered alloy with \( N_A + N_B = N \) atoms, if \( n \) vacancies are generated by removing \( n_A \) \( A \) and \( n_B \) \( B \) \((n_A/n = c_A)\), the total VFE is a sum of all VFEs because vacancies are usually rare in a solid so that interactions between them can be neglected, i.e.,

\[ E_v^f(\mathbf{r}_1, \mathbf{r}_2, \cdots, \mathbf{r}_{n_A}, \mathbf{r}'_1, \mathbf{r}'_2, \cdots, \mathbf{r}'_{n_B}) = \sum_{i=1}^{n_A} E_v^{fA}(\mathbf{r}_i) + \sum_{j=1}^{n_B} E_v^{fB}(\mathbf{r}'_j), \]

in which \( E_v^{fA}(\mathbf{r}_i) \) and \( E_v^{fB}(\mathbf{r}'_j) \) are the VFEs with respect to \( A \) and \( B \) vacancies at the positions of \( \mathbf{r}_i \) and \( \mathbf{r}'_j \), respectively. \( \mathbf{r}_i \) varies within the positions of \( A \) and \( \mathbf{r}'_j \) varies within those of \( B \). Choosing a canonical ensemble for this \( n \)-vacancy system, the partition function is a sum of the Boltzmann factors over all degrees of freedom of the \( n \) vacancies,

\[ Z_n = \sum_{\mathbf{r}_i \in \{\mathbf{R}_i\}} \sum_{\mathbf{r}'_j \in \{\mathbf{R}'_j\}} \exp(-\beta E_v^f), \]

in which \( \beta = 1/(k_B T) \) (\( k_B \) is the Boltzmann constant and \( T \) is the temperature), and \( \{\mathbf{R}_i\} \) and \( \{\mathbf{R}'_j\} \) are the sets of \( A \) and \( B \) positions, respectively. Using Eqs. 2 and 3, it is easy to obtain \( Z_n = Z_{nA}Z_{nB}' \) with \( Z_{nA} \) and \( Z_{nB}' \) being the partition functions for the subsystems of \( A \) and \( B \) vacancies, respectively. For a noninteracting canonical ensemble, a multi-particle partition function can be further described by using the single-particle partition functions,

\[ Z_n = \frac{1}{n_A!n_B!} Z_1^{n_A} Z_1'^{n_B}. \]
The factor \(1/n!\) \((1/nB!\) results from the equivalence of different generation sequences of A (B) vacancies. The summations in \(Z_1\) and \(Z_1'\) extend over all A and B sites, respectively. The mean VFE is then given by

\[
E_v^f = -1/n \frac{\partial \ln Z_n}{\partial \beta} = -c_A \frac{\partial \ln Z_1}{\partial \beta} - c_B \frac{\partial \ln Z_1'}{\partial \beta} = c_A E_{vA}^f + c_B E_{vB}^f,
\]

which shows that the calculation of the mean VFE of an alloy can be reduced to independent calculations of the mean VFEs for A and B vacancies. This equation indicates that it is not necessary to define an effective VFE for an alloy before the statistical calculation of mean VFE.\(^5,10\) In an alloy, taking the A sites for instance, generating a vacancy on different sites results in different \(E_{vA}^f\). The associated thermal excitation probability is

\[
P_{A_i} = \frac{\exp(-\beta E_{vA}^f)}{\sum_{i=1}^{N_A} \exp(-\beta E_{vA}^f)} = \frac{\exp(-\beta \epsilon_{A_i})}{\sum_{i=1}^{N_A} \exp(-\beta \epsilon_{A_i})}.
\]

Note that \(\mu_A\) is constant so that \(e^{-\beta \mu_A}\) can be reduced. It is thus straightforward to have

\[
E_{vA}^f = \sum_{i=1}^{N_A} E_{vA}^f P_{A_i} = \overline{\epsilon_A} + \mu_A.
\]

Similar relation can also be obtained for \(E_{vB}^f\). Hence, Eq. 7 can be written as

\[
E_v^f = c_A \overline{\epsilon_A} + c_B \overline{\epsilon_B} + \epsilon^N/N.
\]

To calculate \(\overline{\epsilon_A}\) and \(\overline{\epsilon_B}\), we may transform the sums into integrals by using the \(\delta\) function in a way like

\[
f(\epsilon_i) = \int \delta(\epsilon - \epsilon_i)f(\epsilon) d\epsilon,
\]

which will result in

\[
\overline{\epsilon_A} = \frac{\int g_A(\epsilon_A)\epsilon_A \exp(-\beta \epsilon_A) d\epsilon_A}{\int g_A(\epsilon_A)\exp(-\beta \epsilon_A) d\epsilon_A}
\]

and

\[
\overline{\epsilon_B} = \frac{\int g_B(\epsilon_B)\epsilon_B \exp(-\beta \epsilon_B) d\epsilon_B}{\int g_B(\epsilon_B)\exp(-\beta \epsilon_B) d\epsilon_B}
\]

with

\[
g_{A/B} = \sum_{i=1}^{N_{A/B}} \delta(\epsilon_{A/B} - \epsilon_{A_i/B_i}),
\]

where \(g_{A/B}\) is the density of sites for the vacancies with respect to \(\epsilon_{A/B}\) (an analogue to electronic density of states). To obtain the density of sites, the \(\delta\) function can be treated with the Gaussian function. Unlike the previous methods to calculate the mean VFE, this approach does not need the chemical potentials or Monte carlo simulation\(^5,10\). The mean VFE is conveniently calculated once we get \(g_{A/B}\).

**Local cluster expansion**

As its name implies, the LCE is realized by applying cluster expansion around a vacancy to the local configuration-dependent energies\(^10\). Note that if choosing the energy of free atom as the chemical potential, Eq. 1 is actually to calculate the bond strength between the central atom (to be vacated) and its nearest neighbors (NNs), although it is not reasonable to define the VFE in this way\(^5\). Since the energy of free atom is constant, the variation of \(\epsilon_{A/B}\) depends only on the local atomic environment.
in the alloy, despite the absolute value of $\varepsilon_{A/B}$ does not make any physical sense. Hence, considering the binary alloy here, $\varepsilon_{Fe/Pt}$ can be expanded as

$$\varepsilon_{Fe/Pt} = J_0 + \sum_{\alpha} J_{\alpha} \Phi_{\alpha}(\vec{d}),$$

(15)

where $\Phi_{\alpha}(\vec{d})$ is the cluster function corresponding to the specified cluster, $\alpha$, which can be obtained simply by the product of the occupation indexes, i.e., $\Phi_{\alpha}(\vec{d}) = \prod_{i \in \alpha} \sigma_i$ with $\sigma_i$ taking the value of 1 (-1) when Fe (Pt) occupies the $i$th position in cluster $\alpha$. The coefficients $J_{\alpha}$ are the so-called local effective cluster interactions (LECI\textsuperscript{s}). The local clusters are chosen within the atoms around the vacancy up to the next NNs for the unstrained lattice (cubic) and, due to the lowering of symmetry, up to the fourth NNs for the strained ones, as shown in Fig. 1. This is a good compromise between accuracy and efficiency since the atom-vacancy interactions are very small beyond the next NNs in the face-centered cubic (fcc) metals\textsuperscript{4}.

To determine the LECIs, we calculate nine $\varepsilon_{Fe}$ and nine $\varepsilon_{Pt}$ within different local environments in a $4 \times 4 \times 4$ (256 atoms) supercell for both ferromagnetic and paramagnetic (DLM) states using first-principles method. The “disordered” supercell is constructed by optimizing the Warren-Cowley short-range order parameter\textsuperscript{13}. The LECIs are then obtained by least-square fit. Finally, we construct further in this way a $9 \times 9 \times 9$ (2916 atoms) supercell and calculate directly the $\varepsilon_{Fe/Pt}$ with respect to each site via Eq. 15 to obtain $\varepsilon_{Fe/Pt}$. Larger supercells are also tested, but the results have shown to be converged.

Computational details
In the LSGF calculation, a “disordered” supercell constructed by optimizing the Warren-Cowley short-range order parameter is mapped onto the CPA medium\textsuperscript{12,13}. Around each site, the LIZ contains real distributed atoms and the cluster Dyson equation is calculated exactly within to obtain the charge transfer (outside the LIZ it is the CPA effective medium). Here, the LIZ is chosen to include the next NNs for the unstrained lattice and the fourth NNs for the lattices with strains (tensile or compressive) of 5%. This practical method allows us to treat hundreds of atoms without much loss of efficiency.

The LSGF calculation is performed within the exact muffin-tin orbitals (EMTO) formalism based on an improved screened Korkina-Kohn-Rostoker (KKR) method\textsuperscript{26,27}. The scalar-relativistic Green’s function is adopted to solve the one-electron Kohn-Sham equation. The one-electron potential is represented by optimized overlapping muffin-tin potential spheres with soft-core approximation. The full-charge density correction is introduced in the total energy calculations\textsuperscript{27}. The generalized gradient approximation (GGA) parameterized by Perdew et al. is employed to describe the electronic exchange-correlation potential\textsuperscript{28}. The $spd$ orbitals are included in the EMTO basis sets to construct the wave functions. The Fe-3$d^7$4$s^1$ and Pt-5$d^8$6$s^2$ are treated as valence states. A Gaussian mesh of 16 energy points on a semicircle (1.2 Ry in diameter) comprising the valence states is used for energy integration. The Brillouin Zone of the primitive cell is sampled by special $k$-point technique with a dense mesh of $32 \times 32 \times 32$. Local relaxation results in a few percent of difference in VFE but is stable for the same alloy system and thus is not considered here. Besides, the vibrational effect on VFE is also neglected, as is usually done in literature\textsuperscript{29}.

Results
Vacancy formation energy of ordered phase
We have calculated the VFEs of $L1_0$-FePt as well as the elemental Fe (fcc) and Pt, as shown in Table 1. The EMTO-LSGF calculation obtains a higher $E^{f}_f$ for the ferromagnetic (FM) $L1_0$-FePt than that for the paramagnetic (DLM) one. For the elemental Fe and Pt, EMTO-LSGF yields a large $E^{f}_f$ for Fe (DLM or NM) that is about twice the value of $E^{f}_f$ for Pt. For comparison, except for the DLM cases, the VFE are also calculated by using the pseudopotential plane waves implemented by
Table 1. The VFEs (in eV) of $L_1_0$-FePt as well as the elemental Fe and Pt calculated by both EMTO-LSGF and pseudopotential (GGA-PBE) methods. FM, DLM and NM correspond to ferromagnetic, paramagnetic and nonmagnetic states, respectively. Other available *ab initio* results are also listed for comparison.

| Material       | $E_1^{\text{L}}$ EMTO-LSGF | $E_1^{\text{L}}$ PP/PAW | Refs. |
|----------------|-----------------------------|--------------------------|-------|
| FePt (FM)      | 2.299                       | 1.823                    |       |
| FePt (DLM)     | 2.231                       |                          |       |
| fcc-Fe (DLM)   | 2.694                       |                          |       |
| fcc-Fe (NM)    | 3.075                       | 2.463                    | 2.653$^a$ |
| Pt (NM)        | 1.360                       | 1.048                    | 1.211$^a$, 1.456$^b$ |

$^a$Ref.$^1$, ASA+LSGF
$^b$Ref.$^{31}$, FP-LMTO

Figure 2. (Color online) The local effective cluster interactions (in eV) for $\varepsilon_{Fe}$ (squares) and $\varepsilon_{Pt}$ (circles) with (a) unstrained lattice, (b) lattice under tensile strain and (c) lattice under compressive strain. The full and open symbols are those corresponding to ferromagnetic (FM) and paramagnetic (DLM) state, respectively.

The effects of strain and magnetism on $\varepsilon_{Fe}$ and $\varepsilon_{Pt}$ can be directly observed from the density of sites ($g$) calculated by using Eq. 14, as shown in Fig. 3. Due to a stronger dependence on local atomic environments, $g_{Pt}$ has a larger energy span ($\Delta \varepsilon$) than $g_{Fe}$. With the strains applied, the $\varepsilon_{Fe}$ with respect to $g_{Fe}^{\text{max}}$ remains almost unchanged but $\Delta \varepsilon_{Fe}$ increases. In contrast, $g_{Pt}$ shifts to lower energy region under the strains without much change in $\Delta \varepsilon_{Pt}$. When the magnetic state is switched from FM to DLM, $\Delta \varepsilon_{Fe}$ narrows and shifts to lower energy region whereas $\Delta \varepsilon_{Pt}$ does not vary much. Further discussion will be given later.

The mean VFEs ($\overline{E_1^{\text{L}}}$) are thus calculated according to Eqs. 10–14 by using the obtained $g_{Fe}$ and $g_{Pt}$. The temperature range is chosen to vary from 600 to 1800 K, as shown in Fig. 4, which covers the annealing temperatures that are usually adopted in experiments.$^{14}$ For the alloy with the same strain and magnetic state, $\overline{E_1^{\text{L}}}$ increases with temperature. This is because the vacancies with higher $E_1^{\text{L}}$ (larger $\varepsilon_{Fe}$ or $\varepsilon_{Pt}$) can be generated when temperature is raised. A similar temperature dependence

\[ \overline{E_1^{\text{L}}} = \text{function of temperature} \]
Figure 3. (Color online) The normalized density of sites for Fe vacancies \((g_{\text{Fe}})\) and Pt vacancies \((g_{\text{Pt}})\) distributed on the energies \(\varepsilon_{\text{Fe}}\) and \(\varepsilon_{\text{Pt}}\). Two reference energies, 34604 eV and 501825 eV, have been subtracted from \(\varepsilon_{\text{Fe}}\) and \(\varepsilon_{\text{Pt}}\), respectively, to make the data be conveniently plotted together for better view. The peaks of the density of sites for unstrained lattice under FM state are marked by the dotted lines.

of vacancy formation enthalpy of Cu-Ni has also been found by Zhang and Sluiter\(^5\). At the same temperature, both the lattice distortion and magnetic excitation lower the \(E_f^v\), and a reduction of \(E_f^v\) up to 20\% is found for the alloy with tensile strain under DLM state compared to the unstrained one under FM state. This stems from the downward movement of the lower energy boundary of \(g_{\text{Fe}}\) and \(g_{\text{Pt}}\) following the lattice distortions and magnetic excitation (cf. Fig. 3), because it is the vacancies with lower \(\varepsilon_{\text{Fe}}\) and \(\varepsilon_{\text{Pt}}\) that are easier to be thermally generated and thus their contributions dominate \(E_f^v\).

For comparison, we have also calculated the \(E_f^v\) with average local atomic environment using the EMTO-CPA. A result of 2.177 eV for A1-FePt (FM) is obtained which is remarkably higher than those presented in Fig. 4. Note that we can also calculate the VFE with an averaged local atomic environment from Fig. 3 using the \(\varepsilon_{\text{Fe}}/\varepsilon_{\text{Pt}}\) with respect to \(g_{\text{Fe}}/g_{\text{Pt}}\). The resulting \(E_f^v\) of 2.163 eV is quite close to the one obtained from CPA calculation, which verifies the accuracy and predictive power of this method. Experimentally, thin FePt films with epitaxial strains in (001) plane generally have lower ordering transition temperature than the bulk ones\(^{16,23}\), which may be an evidence of our findings that strains may introduce more vacancies due to a lower mean VFE at a given temperature under the same magnetic state.

Figure 4. (Color online) The temperature dependence of mean VFEs (in eV) under different strains and magnetic states.
Discussion

Since $\epsilon_{Fe}$ and $\epsilon_{Pt}$ are closely related to the local environment, their variations shown in Fig. 3 may be further discussed by examining the atomic coordination of each site. For simplicity, we focus only on the amount of each species in the vicinity of the vacancies. This can be done by plotting $\epsilon_{Fe}$ and $\epsilon_{Pt}$ against the single-point cluster functions ($\sum_i \sigma_i$) of the atomic shells. A positive $\sum_i \sigma_i$ indicates an Fe-rich environment while the negative is Pt-rich. Due to the difference in symmetry, two and four atomic shells around the vacancies should be considered for the unstrained and strained alloys, respectively. However, for consistency, the $\sum_i \sigma_i$ of the strained ones is the sum over the first (third) and second (fourth) NNs, and thus we still refer to them as the first and second atomic shells for convenience, as shown in Fig. 5.

For each alloy, $\epsilon_{Fe}$ increases when the coordination of the Fe vacancies transits from Pt-rich to Fe-rich. A similar relation is also found for $\epsilon_{Pt}$ with the first atomic shell coordination. Since there is no clear dependence of $\epsilon_{Pt}$ on $\sum_i \sigma_i$ in the second atomic shell, the variation of $\epsilon_{Pt}$ is determined by the interaction of Pt atoms with their first NNs. Apparently, the vacancies prefer to be generated in Pt-rich local environments. This agrees well with the lower $E_i^t$ of elemental Pt compared to Fe (see Table 1). However, as temperature increases, the vacancies with a locally higher amount of Fe (larger $\epsilon_{Fe}$ and $\epsilon_{Pt}$) can also be thermally generated, which is responsible for the increase in $T_c^t$ as shown in Fig. 4. These discussions are independent of the magnetic state and thus the DLM cases are not shown here.

When the alloy is subject to a strain, either tensile or compressive, $\epsilon_{Fe}$ decreases for the Fe vacancies with Pt-rich local environments while increases for those with Fe-rich local environments (see also Fig. 3). In contrast, the strains cause decrease in $\epsilon_{Pt}$ for all the Pt vacancies. These results may be explained by the different responses of bond strength to the strains between different central atoms (to be vacated) and their NNs. According to the Bain’s transformation path of elemental Fe (FM)\textsuperscript{32}, the Fe-Fe bond in fcc-Fe is elastically unstable. Hence, the Fe-Pt and Pt-Pt bonds should be elastically stable to keep the lattice of A1-FePt at least metastable at room temperature. The result is that, for all Pt-centered local environments, the strains will reduce the overall bond strength between the central Pt and its NNs and thus cause decrease in $\epsilon_{Pt}$. However, for the Fe-centered local environments, the overall bond strength between the central Fe and its NNs decreases if the NNs are Pt-rich ($\epsilon_{Fe}$ decreases) and increase if the NNs are Fe-rich ($\epsilon_{Fe}$ increases) when applying strains. Hence, the two strain effects on $\epsilon_{Fe}$

Figure 5. (Color online) The local environment-dependent $\epsilon_{Fe}$ and $\epsilon_{Pt}$ (see the caption of Fig. 3) for Fe vacancies (left panel) and Pt vacancies (right panel), respectively, under FM state. See more in the text.
compete with each other. A reached balance explains why $\Delta \varepsilon_{\text{Fe}}$ increases due to the strains but the $\varepsilon_{\text{Fe}}$ with respect to $g_{\text{max}}^\text{Fe}$ is basically unchanged.

Since the Fe atoms in A1-FePt have strongly spin-polarized ground state, the magnetic state mainly influences the atomic bonds involving Fe. The Fe-Pt and Fe-Fe bonds become less stable (thus the bond strength decreases) from FM to DLM state. This is the reason why the magnetic excitation significantly lowers $\varepsilon_{\text{Fe}}$ but has less effect on $\varepsilon_{\text{Pt}}$. In addition, the Fe-Fe bonds are more sensitive to magnetic state than the Fe-Pt bonds. Therefore, from FM to DLM, more Fe NNs around Fe vacancy corresponds to a greater decrease in $\varepsilon_{\text{Fe}}$, which leads to the narrowing of $\Delta \varepsilon_{\text{Fe}}$ of $g_{\text{Fe}}$ (see Fig. 3).

In summary, we have proposed an efficient but also effective method to calculate the temperature-dependent mean vacancy formation energy (VFE) in solid solutions, based on which the effects of (001) in-plane strains and magnetism on the mean VFE of A1-FePt are theoretically studied. The calculated mean VFE increases with temperature but significantly decreases due to strains and can be further reduced by magnetic excitation. The vacancies prefer to be generated within Pt-rich local environments, in which the overall bond strength between the central atom and its nearest neighbors can be weakened by the strains and magnetic excitation and thus results in decrease in the mean VFE.
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