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Abstract—In this article we setup a dynamic device-to-device communication system where devices, given as a Poisson point process, move in an environment, given by a street system of random planar-tessellation type, via a random-waypoint model. Every device independently picks a target location on the street system using a general waypoint kernel, and travels to the target along the shortest path on the streets with an individual velocity. Then, any pair of devices becomes connected whenever they are on the same street in sufficiently close proximity, for a sufficiently long time. In our main results we isolate regimes for the almost-sure absence of percolation if, for example, the device intensity is too small, or the connectivity time is too large. On the other hand, we exhibit parameter regimes of sufficiently large intensities of devices, under favorable choices of the other parameters, such that percolation is possible with positive probability. Most interestingly, we also show an in-and-out of percolation as the velocity increases. The rigorous analysis of the system mainly rests on comparison arguments with simplified models via spatial coarse graining and thinning approaches. Here we also make contact to geostatistical percolation models with infinite-range dependencies.

Index Terms—Random segment process, Poisson point process, Cox point process, random waypoint model, continuum percolation, geostatistical Boolean model.

I. INTRODUCTION AND SETTING

The ever increasing demand for fast and reliable data exchange in communication systems poses great challenges but also offers opportunities for network operators around the globe. One very important aspect here is the expected increase of mobile devices such as cellphones or communicating cars [10]. This is also reflected in the 5G specifications, where faster connections, higher throughput, and more capacity are envisioned via an enhanced mobile broadband, and ultra-reliable low-latency communications should enable the system to support time-critical applications such as car-to-car communication.

In this context, device-to-device (D2D) communications is considered one of the key concepts pervading a highly diverse set of use cases. On the one hand, D2D systems hold the potential to relieve present day cellular networks from at least some of the system’s pressure. On the other hand, D2D communications can provide for example faster and more robust connectivity. However, from an operator’s perspective, D2D systems are much less controllable than traditional cellular network due to the dependence on the individual user behavior. This lack of control becomes even more severe, when the devices are mobile. Thus, in order to properly predict the performance of D2D systems, either with or without additional infrastructure, a detailed and comprehensive modeling and model analysis of such mobile ad-hoc networks (MANets) is imperative. Here, a natural ansatz is to incorporate the uncertainties of the system with the help of probability theory and more precisely stochastic geometry [2], [3], [15], [17]. The starting point is the modeling of random initial locations of the devices and their individual movements in cities. Based on this, the transmission mechanism between any pair of devices has to be represented with a reasonable level of detail, for example not neglecting that the devices need to spend some minimal amount of time in close proximity. Here also different operating systems (e.g., Android versus IOS systems) and their specific properties, as well as fluctuations in the transmission rates play an important role. Ultimately, then the distribution of data through the D2D system over time can be analyzed, leading to predictions for examples for the connectivity, throughput, or more generally, the quality-of-service of the network.

Against the background of the current pandemic crisis of the SARS-CoV-2 human-to-human virus, let us highlight that such mobile D2D networks and the associated mathematical theory of stochastic geometry can also be employed (and partially is already in use) to model and analyze connectivity models in the context of the spatial epidemiology of communicable diseases. In fact, the approach and results presented in this article can be easily adjusted and interpreted with respect to human-to-human connectivity and the associated spreading of a contagious virus in a population, especially with the application of contact-tracing. The general connection mechanism outline in this manuscript features a relatively realistic setting for the human-to-human transmission of a contagious viruses, but needs appropriate parameter adjustments. In systems with more complex interaction, i.e., virus transmission, this model can serve as a lower bound to see if long-range communication is possible.
We start by describing our general model for a mobile multilayered D2D telecommunication network in detail. The first network layer, described in Section I-A, is given by the street system. In Section I-B we describe the system of initial device positions on the street system. In Section I-C we introduce the paradigmatic mobility model for the devices given by the random waypoint model. Finally, in Section I-D we introduce our notion of connectivity in the system. Section II is then dedicated to the statement of the results, which include scaling relations, statements about parameter regimes where the system features existence and absence of percolation, as well as some simulations. Finally, in Section III, we present all proofs. Roughly speaking, our methods of proof follow two lines of arguments. For the existence of percolation, we use a spatial discretization approach in which boxes are labeled good if they provide good local connectivity. Due to the multi-layer structure of our model, goodness of boxes is in turn defined via a suitable good behavior of the street system and the mobile devices. The resulting discrete dependent-percolation model is then compared to classical Bernoulli site percolation. On the other hand, due to the unbounded range of the model, for showing absence of percolation we employ generalized multiscale arguments, which were previously employed for continuum percolation models with iid marked point processes, now with respect to geostatistical marks that are attached to the environment.

A. Street Systems via Random Segment Processes

The first model layer consists of a stationary random planar segment process \( S \subset \mathbb{R}^2 \), i.e., a simple point process of line segments of lengths in \((0, \infty)\) embedded in \(\mathbb{R}^2\) (see [12]), that represents a street system. The most common choice for the street system model is the Poisson–Voronoi tessellations (PVT) based on statistical analysis of urban maps [11]. However, some of our results also cover for example the case of Poisson–Delaunay tessellations (PDT), which shares with the PVT the feature of translation-invariance and isotropy, i.e., the distribution of \( S \) is invariant both under translations as well as rotations in \(\mathbb{R}^2\), see Fig. 1 for an illustration. We recall that the edges of a PVT are defined as the boundaries of the Voronoi cells of a stationary Poisson point process, where such a Poisson–Voronoi cell associated to the Poisson point \( \Phi \), is a (almost-surely bounded) convex subset of \(\mathbb{R}^2\) containing all points that are closer to \( X \) than to any other Poisson point, see [23] for more details. Another relevant choice for which some of our results are valid, is the Manhattan grid or rectangular Poisson line tessellation, where infinite horizontal and vertical lines are attached to 

It will become important that the underlying street system exhibits a certain spatial stochastic independence known as stabilization, which has its roots in central limit theorems in stochastic geometry [19], [24], [25]. Loosely speaking, for our main results to hold, in two distant regions in space, the distribution of streets should not depend on one another. More precisely, we write \( S \cap B \) to indicate the restriction of the street system \( S \) to the area \( B \subset \mathbb{R}^2 \) and \( \|S \cap B\| \) for the total lengths of the street system in \( B \). Further, we write

\[
Q_n(x) = x + [-n/2, n/2]^2
\]

for the square with side length \( n \geq 1 \) centered at \( x \in \mathbb{R}^2 \) and put \( Q_n = Q_n(o) \). We will assume throughout the manuscript that \( S \) is normalized, i.e., \( \mathbb{E}\|S \cap Q_1\| = 1 \). We write

\[
\text{dist}(\varphi, \psi) = \inf \{ |x - y| : x \in \varphi, y \in \psi \}
\]

to denote the distance between sets \( \varphi, \psi \subset \mathbb{R}^2 \). Then, we reproduce the definition from [16].

**Definition 1:** A stationary random segment process \( S \) is called stabilizing, if there exists a random field of stabilization radii \( R = \{R_x\}_{x \in \mathbb{R}^2} \) that is measurable with respect to \( S \) and satisfies

1. \((S, R)\) are jointly stationary,
2. \( \lim_{n \to \infty} \mathbb{P}(\sup_{y \in Q_n(x) \cap Q} R_y < n) = 1 \),
3. for all \( n \geq 1 \), all non-negative bounded measurable functions \( f \) and all finite \( \varphi \subset \mathbb{R}^2 \) with \( \text{dist}(x, \varphi \setminus \{x\}) > 3n \) for all \( x \in \varphi \), the following random variables are independent

\[
\left\{ f(S \cap Q_n(x)) \mathbb{1}\left\{ \sup_{y \in Q_n(x) \cap Q^2} R_y < n \right\} \right\}_{x \in \varphi}
\]

A stabilizing segment process \( S \) is called exponentially stabilizing if there exists \( c > 0 \) such that \( \mathbb{P}(\sup_{y \in Q_n(x) \cap Q} R_y \geq n) \leq \exp(-cn) \) for all sufficiently large \( n \).

Stabilization is a stronger form of mixing, where the rate at which distant regions decouple is controlled. As a consequence, the street system is also ergodic. Note that PVT and PDT are even exponentially stabilizing, see for example [16]. In contrast both the Manhattan grid and the Poisson line tessellation are not stabilizing due to infinitely long lines. In the following, we will always assume that \( S \) is stabilizing.

Next, it will also become important that the underlying street system exhibits a sufficient amount of connectedness with
high probability. We encode this in a notion of asymptotically essentially connected as follows.

Definition 2: A stabilizing random segment process \( S \) with stabilization radii \( R \) is asymptotically essentially connected if for all sufficiently large \( n \geq 1 \), whenever \( \sup_{y \in Q_{2n}} R_y < n/2 \) we have that

1. \( |S \cap Q_n| > 0 \)
2. \( S \cap Q_n \) is contained in one of the connected components of \( S \cap Q_{2n} \).

Again, street systems \( S \) that are given as edges of a PVT or PDT, are asymptotically essentially connected, see for example [16, Example 3.1] and in the following, we will always assume that \( S \) is asymptotically essentially connected.

B. Initial Device Positions via Cox Point Processes

The second model layer consists of the point process \( X^\lambda = \{X_i\}_{i \geq 1} \) representing initial positions of devices scattered at random in \( \mathbb{R}^2 \). More precisely, we assume \( X^\lambda \) to be a Cox point process with random intensity measure

\[
\Lambda_S(A) = \lambda |S \cap A|
\]

for every measurable \( A \subset \mathbb{R}^2 \). Here, \( \lambda \geq 0 \) is a scaling parameter that allows us to tune the expected number of devices per unit of street length, see Fig. 2 for an illustration.

Note that, \( X^\lambda \) can be seen an independent Poisson point processes with parameter \( \lambda \) confined to the environment \( S \) [14], [27]. In particular for any stationary street system \( S \), also the associated Cox point process of initial device positions \( X^\lambda \) is stationary.

C. Device Mobility via Random-Waypoint Models

The third layer of the model concerns device mobility. We present an augmented version of the classical random-waypoint model, in which a device moves at constant speed and visits a sequence of waypoints distributed in space [4]. This model describes basic features of device mobility, but neglects the important constraint that in cities, devices can only move along the street system. For this, we assume that each initial device position \( x \in S \) picks a target location \( y \in S \) independently at time zero, using the probability kernel probability kernel

\[
\kappa^S(x, dy)
\]

that is supported by the street system \( S \). In the following, we will always assume that \( \kappa \) is translation covariant, i.e., for all \( z \in \mathbb{R}^2 \), probability kernel

\[
\kappa^S(x, dy) = \kappa^{S+z}(x + z, dy + z).
\]

Examples that we will use for this waypoint kernel \( \kappa \) are

\[
\kappa^S(x, dy) = \frac{1}{|B_L(x)|} |Q_{S}(x) \cap B_L(x)|
\]

or

\[
\kappa^S(x, dy) = \frac{1}{|S \cap B_L(x)|} |d_y \cap S \cap B_L(x)|,
\]

where \( Q_S(y) \) denotes the closest point on \( S \) to \( y \) and \( B_L(x) \) denotes the disc of radius \( L \), centered at \( x \in \mathbb{R}^2 \). In words, in the kernel \( \kappa \) the target location is chosen to be the point on the street system that is closest to a uniformly chosen point within a disc with radius \( L > 0 \) around the location of the device. In the kernel \( \kappa' \) the target location is chosen uniformly on the street system within a disc around the position of radius \( L > 0 \). Note that both \( \kappa' \) and \( \kappa'' \) are probability kernels in the sense that for almost-all \( S \) and all \( x \in S \), \( \kappa^S(x, \mathbb{R}^2) = \kappa''^S(x, \mathbb{R}^2) = 1 \). The support of \( \kappa^S(x, dy) \) is defined via

\[
\text{supp}(\kappa^S(x, dy)) = \{y \in S : \kappa^S(x, B_\varepsilon(y)) > 0 \text{ for all } \varepsilon > 0\},
\]

and, roughly speaking, contains all reachable points on the street system from the position \( x \in S \). We say that \( \kappa \) is of bounded support, if there exists \( L' > 0 \) such that \( \text{supp}(\kappa^S(x, dy)) \subset B_{L'}(x) \) for almost-all \( S \) and all \( x \in S \). Note that \( \kappa'' \) is of bounded support with \( L' = L \) and also \( \kappa' \) is of bounded support with \( L' = 2L \) for street systems of Poisson–Voronoi type since the projection \( q^S(y) \) of any point \( y \in B_L(x) \) towards the street system can not be at distance larger than \( |x - y| \). Sometimes, we even have to require that the kernel is finitely dependent, i.e., that there is a constant \( H > 0 \) such that for almost-all \( S \) and \( x \in S \), \( \kappa^S(x, dy) = \kappa^S(x, d_y) \) for all \( S' \) with \( S' \cap B_H(x) = S' \cap B_H(x) \). Due to the restriction that the destination has to lie on a street, finitely dependent kernels are of bounded support. Next, we equip each device \( X_i \in X^\lambda \) with velocity \( V_i \), where \( \{V_i\}_{i \in I} \) are independent and identically distributed random variables with distribution \( \mu \). In the simplest case, we can set \( \mu_v = \delta_{v_0} \), where \( v_0 \geq 0 \) then represents a globally fixed velocity. Slightly more generally, \( V_i \) can have only two possible values, representing a pedestrian speed \( v_p \geq 0 \) and a driving speed \( v_d \geq 0 \), appearing with a probability \( p \) and \( 1-p \), respectively, i.e., \( \mu_v = p \delta_{v_0} + (1-p) \delta_{v_0} \). In the most general case, we assume that \( 0 < \lim_{v \to \infty} \frac{\mu_v([v, \infty])}{\mu_v([0, v])} \leq 1 \).

Then, we assume that each device \( X_i \) moves towards its individual target \( Y_i \) with speed \( V_i \) on the shortest path along
Two distinct crossings are considered to be neighbors if and only if they are associated to the same segment and not separated by another crossing. Any part of a segment that lies between two neighboring crossings is called a street. Using these definitions, we let
\[ Z(X_i, X_j) = \{ t \geq 0 : |T_{i,t} - T_{j,t}| < r \] and \( T_{i,t}, T_{j,t} \) are on the same street\}
denote the set of contact times between the devices, i.e., the set of times at which the devices associated with the initial positions \( X_i \) and \( X_j \) are on the same street and close together, where closeness is defined via the Euclidean distance being smaller than a global parameter \( r > 0 \). The condition that connections are only possible if devices are on the same street reflects the shadowing phenomenon, i.e., the fact that transmissions through houses is effectively blocked. Let us note that such a constraint was already introduced and investigated in [20] and [21], although in a non-dynamic situation.

Further, let \( \rho = \rho_o + \rho_1 \) be the sum of a fixed initialization time \( \rho_o \geq 0 \) and a fixed transmission time \( \rho_1 > 0 \). In other words, \( \rho \) represents the minimal amount of time that two devices have to be in contact with each other in order to successfully complete a data transmission. Now, using these definitions, we say that the devices \( X_i \) and \( X_j \) are connected, represented by an edge in the random graph with vertices \( X^\lambda \), if there exists \( T \geq t \geq 0 \) such that
\[ [t, t + \rho] \subset Z(X_i, X_j), \] see Fig. 4 for an illustration of the resulting space-time connectivity network.

Let us mention the Signal-to-Interference-plus-Noise Ratio (SINR) as a different popular criterion to establish connections [6], [7]. A connection is formed if the incoming desired signal strength exceeds a certain fraction of the total incoming signal. Our results about the absence of percolation can be extended to the SINR setting if we assume that devices on different streets receive no signal from each other. Unfortunately, the SINR model is not monotone in the device intensity \( \lambda \) and different proof techniques are required to extend the results to ensure percolation. Note that \( \rho \) is a global constant that represents the average connection time. However, connection quality and speed is dependent on signal quality, effectively linking \( \rho \) and \( r \). The analysis of distance-dependent connection times would be an interesting extension of the model and requires future research.

II. Results

In the previous section we have described a multi-parameter connectivity network and the set of results presented in this article evolve around its clustering behavior. More precisely, we consider the associated random graph of connections up to time \( T \)
\[ g_{T,\mu,\rho,r}(X^\lambda) = g_{\kappa,T,S,\mu,\rho,r}(X^\lambda), \] in which we will suppress the dependence on the street-system as well as the mobility kernel \( \kappa \), since we will mostly assume those parameters to be fixed. Recall that \( g_{T,\mu,\rho,r}(X^\lambda) \) is

D. Connectivity in Mobile D2D Networks via Space-Time Vicinity Rules

We have now defined the individual movement patterns of the devices. Let us abbreviate by \( T_i = (T_{i,t})_{0 \leq t \leq T} \) the whole trajectory of device \( X_i \) up to time \( T \) based on the scheme just described, where \( T_{i,t} \) denotes the position of device \( X_i \) at time \( t \), started at the initial position \( T_{i,0} = X_i \). We now turn to the description of a connection between device \( X_i \) and \( X_j \). For this, we will call any intersection point of two distinct segments in \( S \) or the end of a segment a crossing.

the street system. As \( S \) is asymptotically essentially connected, \( X_i \) and \( Y_i \) lie in the same component and such a connecting path exists. Upon arrival at the target location, each device immediately returns to its initial position using the same path and velocity and subsequently repeats this commute until the end of the mutual time horizon \( T > 0 \), see Fig. 3 for an illustration.

On the general level, we will use the notation
\[ \kappa_S^\rho(x,dy), \]
for the transition kernel that describes the probability to see the devices with initial position at \( x \in \mathbb{R}^2 \) at position \( dy \in \mathbb{R}^2 \) at time \( t \), depending on the street-system realization \( S \) as well as the choice of the target location under the waypoint kernel. In contrast to a (weighted) random walk, the random waypoint model is not a stationary routing scheme [5]. Our proofs can be adapted to any routing scheme, as long as it is finitely dependent and devices do not leave a ball of fixed radius around their starting position. For routing schemes that may leave this fixed ball, like traveling along a shortest path, model-specific arguments are required to control the excursion length.
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the graph with vertices given by the Cox points in \( X^\lambda \) and in which any pair of Cox points is connected if (1) holds for at least one \( t \in [0, T - \rho] \), i.e., their associated trajectories (described via \( \kappa \) and \( \mu_v \)) are sufficiently close together (indicated by the parameter \( r \)) on the same street, for a sufficient amount of time (indicated by the parameter \( \rho \)).

Let us highlight that, although the underlying mechanism for the edge-drawing depends on time, the graph \( g \) percolates if and only if, there exists a \( T < \infty \) such that, the device lies in the infinite cluster of \( g_{T, \mu_v, \rho, r}(X^\lambda) \). We refer to [9] for a corresponding analysis and simulations.

Consider for \( a > 0 \) the following rescaled distributions,

\[
\kappa^a(x, dy) := \kappa(x/a, dy/a),
\]

\[
S^a(dx) := S(dx/a),
\]

\[
\mu_v^a(du) := \mu_v(du/a),
\]

then, we have the following scaling relations with respect to percolation for which we will present the short proof in Section III-A.

**Proposition 3:** For all \( a \in \mathbb{R}^+ \) we have that, for all \( \mathcal{S}, \kappa, \mu_v, T, \rho \),

1. \( g_{\kappa[a], T, \mathcal{S}^{1/a}, \mu_v^a, \rho, r}(X^{\lambda/a}) \) percolates if and only if \( g_{\kappa[T, \mathcal{S}, \mu_v, \rho, r]}(X^\lambda) \) percolates and
2. \( g_{\kappa[T/a, \mathcal{S}, \mu_v^a, \rho/a, r]}(X^{\lambda/a}) \) percolates if and only if \( g_{\kappa[T, \mathcal{S}, \mu_v, \rho, r]}(X^\lambda) \) percolates.

Note, that (1) represents a spatial rescaling and (2) represents a temporal rescaling, effectively eliminating one chosen parameter each.

Let us now fix \( \kappa \) and \( S \) and define the following critical parameters for percolation,

\[
T_c = T_c(\lambda, \mu_v, \rho, r)
\]

\[
:= \inf \{ T_c > 0 : \mathbb{P}(g_{T, \mu_v, \rho, r}(X^\lambda) \text{ percolates}) = 1 \}.
\]

\[
\lambda_c = \lambda_c(T, \mu_v, \rho, r)
\]

\[
:= \inf \{ \lambda \geq 0 : \mathbb{P}(g_{T, \mu_v, \rho, r}(X^\lambda) \text{ percolates}) = 1 \}.
\]

\[
\rho_c = \rho_c(T, \lambda, \mu_v, r)
\]

\[
:= \sup \{ \rho \geq 0 : \mathbb{P}(g_{T, \mu_v, \rho, r}(X^\lambda) \text{ percolates}) = 1 \}.
\]

\[
r_c = r_c(T, \lambda, \mu_v, \rho)
\]

\[
:= \inf \{ r \geq 0 : \mathbb{P}(g_{T, \mu_v, \rho, r}(X^\lambda) \text{ percolates}) = 1 \}.
\]

and note that these critical thresholds describe subcritical regimes in the sense that for \( T < T_c, \lambda < \lambda_c, \rho > \rho_c \) or \( r < r_c \), the system features percolation with probability zero. Further note that percolation is indeed monotone with respect to these parameters since longer time horizons, more devices, shorter connection-time thresholds and larger vicinity thresholds can only increase connectivity. Hence, we will present conditions under which \( 0 < T_c, \lambda_c, \rho_c, r_c < \infty \).

However, considering the dependence of percolation on the velocity \( \mu_v \), the situation is substantially more complicated. Indeed, keeping all other parameters fixed and assuming for example a small density of devices, then, slow velocities may not allow any message to travel very far, and thus we expect to see absence of percolation. On the other hand, if velocities are large, then large gaps between devices can be bridged, but

Let us mention that a percolation analysis can additionally be motivated by assuming that the devices travel along their trajectory repeatedly (e.g., every day).

Then, in case the handover of a message over multiple hops is impossible in one time window \([0, T]\), in the second iteration, when the possible transmissions in the first iteration are already performed, another set of transmissions will happen. More precisely, if two devices form a connection in \([0, T]\), they will form a connection infinitely often in \([0, \infty)\). Therefore, information from a typical device can spread indefinitely if, and only if, there exists a \( T < \infty \) such that, the device lies in the infinite cluster of \( g_{T, \mu_v, \rho, r}(X^\lambda) \). We refer to [9] for a corresponding analysis and simulations.

Fig. 4. Realization of initial device positions (blue, up and left) confined to a street system (visually suppressed) and the appearance of edges (black lines) over time (up and left to down and right).
at the same time, the probability to be in close proximity for a sufficiently long time becomes small, again leading to absence of percolation. In an intermediate speed regime in which also the other parameters allow for percolation, we then expect to see percolation with positive probability.

Let us recall that we generally assume the support of $\mu_v$ to be contained in the minimal interval $[v_{\min}, v_{\max}]$ with $0 < v_{\min} \leq v_{\max} < \infty$. We hence define two critical speed parameters

$$v_c = v_c(T, \lambda, \rho, r) := \inf \{ \alpha v_{\max} \geq 0 : \mathbb{P}(g_{T, \mu_v^0, \rho, r}(X^\lambda) \text{ percolates}) = 1 \}$$

$$v^c = v^c(T, \lambda, \rho, r) := \sup \{ \alpha v_{\min} \geq 0 : \mathbb{P}(g_{T, \mu_v^0, \rho, r}(X^\lambda) \text{ percolates}) = 1 \}$$

and present conditions under which $0 < v_c < v^c < \infty$.

In the following Section II-A we present our results on absence of percolation and in Section II-B we present our results on percolation regimes.

### A. Regimes for Absence of Percolation

Our first result establishes that indeed, insufficiently many devices and a too slow speed lead to absence of percolation.

**Theorem 4:** For any stabilizing $S$, all translation-covariant, finitely dependent $\kappa$, all $\mu_v$ and all $r, \rho \geq 0$ the following holds:

1. For all $\lambda \geq 0$ and $\mu_v$ we have that $T_c(\lambda, \mu_v, \rho, r) > 2 \rho$.  
2. For all $T \geq 0$ and $\mu_v$, we have that $\lambda_c(T, \mu_v, \rho, r) > 0$.  
3. For all $T, \lambda \geq 0$ we have that $v_c(T, \lambda, \rho, r) > 0$.

The proof of (2) rests on the idea that we can bound the process by the easier-controllable Cox–Gilbert graph. For (1) and (3) this comparison fails, and we need to couple our space-continuous model to site-percolation in $\mathbb{Z}^d$ and employ stabilization arguments. We present the detailed proof in Section III-B.

Let us mention that the comparison to Gilbert graphs also provides rough upper bounds for $\lambda_c(T, \mu_v, \rho, r)$ and $v_c(T, \lambda, \rho, r)$ with the help of the numerical analysis provided in [8] and [16].

Let us mention that item (3) in Theorem 4 does not hold for $T = \infty$. In this case we have $v_c(\infty, \lambda, \rho, r) = 0$ once $\mathbb{P}(g_{\infty, \mu_v, \rho, r}(X^\lambda) \text{ percolates}) = 1$ for some parameter configuration. Indeed, using Part (2) in Proposition 3, we also have percolation for all $0 < a < 1$, i.e., $1 = \mathbb{P}(g_{\infty, \mu_v, a, r}(X^\lambda) \text{ percolates}) \leq \mathbb{P}(g_{\infty, \mu_v, \rho, r}(X^\lambda) \text{ percolates})$, where we also used monotonicity in $\rho$.

Next, note that $r_c$ can very well be zero, since devices with non-parallel movement on a street share the same position exactly once, leading to a connection even for $r = 0$, if $\rho = 0$. However, devices that move together in the same direction can not exchange messages if $r = 0$. For the consequences of this observation regarding the critical connectivity threshold, see Theorem 6 below. Let us note that, in principle, absence of percolation for $r = 0$ could still imply $r_c(T, \lambda, \mu_v, \rho) = 0$. This would be the case if $g_{T, \mu_v, \rho, r}(X^\lambda)$ percolates for all positive $r$, which indicates that the parameters $(T, \lambda, \mu_v, \rho, 0)$ are critical for percolation, rendering a mathematical analysis extremely hard.

In order to see absence of percolation for large speeds $v_{\min}$, first note that any street $s$ such that $|s|/v_{\min} < \rho$ can not be used to exchange messages. However, every street can be used for traveling. More precisely, in order to establish a connection, any device has to remain at least a time of $\rho$ on some street and during that time travels at least a distance of $\rho v_{\min}/2$. As devices reverse their direction when they reach either their destination or their initial position, the minimal length of a street such that communication on it is possible is given by $\rho v_{\min}/2$. Although staying on a street of length smaller than $\rho v_{\min}/2$ is possible if both the initial position and the destination are on that street, those devices can only connect to the same type of devices that have both their initial position and destination on the same street. In that way, only local connective components are formed, we will ignore this possibility in the following considerations.

We have the following result on absence of percolation for sufficiently high velocities.

**Theorem 5:** We consider street systems of Poisson–Voronoi or Poisson–Delaunay type. Then, for any $\kappa$ with bounded support and all $T, \lambda, \rho \geq 0$ we have that $v^c(T, \lambda, \rho, r) < \infty$.

Let us note that we in fact prove that $v^c(\infty, \lambda, 0, r) < \infty$, which implies a uniform bound in $T$ and $\rho$ by the corresponding monotonicities.

The proof rests on the following ideas. As $v_{\min}$ tends to infinity, any device $X_i \in S$ eventually reaches its target location $Y_i \in S$ before time $T$. In particular, it is very unlikely to see a path from $X_i$ to any of its possible target locations that reaches very far away from $X_i$ in $\mathbb{R}^2$, and these shortest paths can be determined independently of the device process. Additionally, only devices that have a sufficiently long street on a shortest path to at least one of their possible target locations can contribute to the connectivity, and again this can be determined independently of the device process. However, as $v$ tends to infinity, existence of these long streets becomes also unlikely, leading to a thinning of the devices and eventually to a subcritical regime. Formally, we dominate our percolation model by a subcritical *geostatistical Cox–Boolean model*, see also [1] and [26], where the (random) environment determines both, the random radii associated to the points, and a sufficiently strong thinning of the Cox points. We present the complete proof in Section III-C.

We still have to deal with the connection-time parameter $\rho$. For this, note that we have a trivial bound for the connection time, given by $\rho_c \leq T/2$ since for $\rho > T/2$ in order to establish a connection on at least two different streets, the device has to stay on one street for at least $T/2$ time, leaving not enough time to form connections on any different street. Therefore, any device can only have connections to other devices that also spend the majority of their time on the same street. As a consequence, each street forms its local connection cluster and communication between different clusters is impossible, which implies absence of percolation due to the stabilization assumption. However, this trivial bound can be substantially improved, see below.
Let us first make a statement on the absence of percolation for any positive \( \rho \) if \( r = 0 \). As almost surely devices do not share the same position while moving in the same direction, communication is only possible between devices that move in opposite direction and \( \rho = 0 \) becomes a necessary condition. Therefore

\[
\rho_c(T, \lambda, \mu_v, 0) \in \{0, -\infty\},
\]

since even with \( \rho = 0 \), percolation might not be possible if the device density \( \lambda \) is too small. Interestingly, \( \rho = 0 \) is the only case where the model becomes monotone in \( v \), as the distance a device travels during a successful communication \( \rho v = 0 \) does not increase in \( v \).

In order to provide potentially better upper bounds for the critical connection time \( \rho_c \), we consider the following percolation model based on the street system. For all \( S \) first denote by \( S^a \) the thinned street system consisting of all streets in \( S \) with length not smaller than \( a \geq 0 \). Second, we connect any pair of vertices that are endpoints of any of the long streets (with length not shorter than \( a \)) if and only if the length of the shortest path along the streets between them does not exceed \( b \geq 0 \). The resulting graph \( S^{a,b} \) now consists of long streets and special edges between some of the endpoints of the long streets, see Fig. 5 for an illustration. We say that \( S^{a,b} \) percolates, if \( S^{a,b} \) contains an infinitely-long component of connected streets and edges.

Here the graph is defined only for \( 0 \leq \rho \leq T/2 \). For \( \rho > T/2 \), the allowed distance \( v(T - 2\rho) \) becomes negative. Note that \( S^{v_{\min}\rho_2/2,v_{\max}(T-2\rho_2)} \subset S^{v_{\min}\rho_1/2,v_{\max}(T-2\rho_1)} \) for all \( 0 \leq \rho_1 \leq \rho_2 \leq T/2 \) since we see less surviving streets and also less connections between endpoints of long streets.

Hence, we can define a unique critical threshold via

\[
\rho_c'(T, \mu_v) := \sup\{0 \leq \rho \leq T/2 : P(S^{v_{\min}\rho/2,v_{\max}(T-2\rho)} \text{ percolates}) = 1\}.
\]

Let us mention that \( v \mapsto 1\{S^{v/2,v(T-2\rho)} \text{ percolates}\} \) is not monotone since, for example, large velocities lead to more streets being eliminated, while also leading to the possibility to travel larger distances between remaining long streets. Even for \( T \) being much larger than \( 2\rho \), it is this interplay between the possibility to connect on sufficiently long streets and the ability to bridge between long streets (using all streets), that makes this percolation picture interesting.

We have the following theorem.

**Theorem 6:** For any \( \kappa, S, \mu_v \) and all \( \lambda, T, r \geq 0 \) we have that \( \rho_c(T, \lambda, \mu_v, r) \leq \min\{T/2, \rho_c'(T, \mu_v)\} \).

Let us note that we in fact prove that \( \rho_c(T, \lambda, \mu_v, r) \leq \min\{T/2, \rho_c'(T, \mu_v)\} \), which provides a uniform upper bound in \( \lambda \) and \( r \) by monotonicity. Let us note that, for any fixed \( \lambda \), it is possible to even prove that \( \rho_c(T, \lambda, \delta_v, r) < T/2 \) with the help of a coupling towards a discrete site-percolation model similar to the one used in the proof of Theorem 4, see Section III-B. However, this approach leads to \( \lim_{\lambda \to \infty} \rho_c(T, \lambda, \delta_v, r) = T/2 \).

On the other hand, for any \( \kappa \) and \( r \) we have \( \rho_c(T, \lambda, \delta_v, r) \leq \rho_c'(T, \delta_v) \) due to the construction of the auxiliary model \( S^{a,b} \). Thus the analysis of subcritical regimes for the auxiliary model is the main idea of the proof, which we present in Section III-D.

In order to complement Theorem 6, as a final result for this section on absence of percolation, let us isolate a regime of fast velocities such that \( \rho_c'(T, \delta_v) < T/2 \). Recall that this is in general a nontrivial task since \( v \mapsto 1\{S^{v/2,v(T-2\rho)} \text{ percolates}\} \) is not monotone. Let us denote

\[
a_c(b) := \sup\{a > 0 : P(S^{a,b} \text{ percolates}) = 1\}
\]

the largest street-thinning parameter such that we see percolation with positive probability in the presence of additional edges between endpoints of long streets. We further write \( a_c := \lim_{b \to \infty} a_c(b) \), where we note that the limit is in fact an infimum since \( b \mapsto a_c(b) \) is decreasing. Then we have the following result.

**Theorem 7:** For any stabilizing \( S \) we have \( a_c < \infty \). Further, for any \( \kappa \) and \( T \geq 0 \) as well as \( v > 4a_c/T \) it holds that \( \rho_c'(T, \delta_v) < T/2 \).

The proof for the finiteness of \( a_c \) rests on stabilization arguments. Then, we can use the monotonicity of \( S^{a,b} \) to prove that, if the velocity of the devices is high enough, constructing a subcritical regime for a \( \rho < T/2 \) is possible. We present the details in Section III-E.

### B. Regimes for Percolation

In order to see percolation we have a variety of parameters for possible adjustments. In view of Theorem 4, note that for too small device intensity or speed, we can never see percolation. Hence, we assume the speed to be positive, i.e., \( v_{\min} > 0 \) and naturally also the time horizon to be positive. In order to avoid complications coming from streets that are...
too short to support communications, in the first step, let us suppose that $\rho = 0$ and prove existence of percolation for large device intensities. For this, let us present a condition for the waypoint kernel that relaxes isotropy around the starting position. We say that a kernel $\kappa$ is \textit{c-well behaved} if for almost-all $S$ and all $x \in S$,

$$B_c(x) \cap S \subset \text{supp}(\kappa^S(x, dy)).$$

Further, we say that $\kappa$ is \textit{well behaved} if $\kappa$ is c-well behaved for some $c > 0$. Let us note that both $\kappa'$ and $\kappa''$ are L-well behaved. Here is our first result for the immediate connectivity open unbounded component of open streets implies percolation of an auxiliary process of open streets such that existence of an infinite connected component of open streets contains an infinite connected component of devices. However, as $\lambda$ increases, the probability for a street to be open converges to one, resulting in a percolation regime for open streets. We present the complete proof in Section III-F.

We have now exhibited the existence of a percolation regime for $\rho = 0$, if $\lambda$ is sufficiently large. In order to move beyond this setting, note that for $\rho > 0$, very short streets with $|s| < \rho \mu_{\text{min}}/2$ can never be used to establish a connection, however, they can be used for traveling. As a consequence, for the case where $\rho > 0$ we need stronger assumptions on $\mu$, and $r$ in order to guarantee that $\lambda_c(T, \mu, \rho, r) < \infty$. Again, we want to compare our original model to the simpler model on street systems $S^\rho$, where all streets in $S$ that have length less than $a$ are eliminated. Recall that we say that $S^\rho$ percolates if it contains an infinite connected component of streets and

$$a_c(0) = \sup\{a > 0: \mathbb{P}(S^\rho \text{ percolates}) = 1\}.$$  

In principle, $a_c(0)$ could very well be zero, however, in Theorem 10 below, we show that indeed, $a_c(0) > 0$ for all asymptotically essentially connected street systems. Let us note that $a_c(0) \leq a_c$, where $a_c$ is defined below Definition (2). In general it is not clear whether we also have that $a_c(0) \geq a_c$. This is a question of continuity of critical values, which is not always guaranteed.

Unfortunately, asymptotically essentially connectedness can be easily violated by thinned street systems, since, with positive probability, there are disconnected components. Let us give a different version of percolation that is beneficial for thinned street systems. We denote by $R^\rho_x$ the distance of the furthest point from $x$ that is reachable without crossing $S^\rho$. Now, if $\liminf_{n \to \infty} \mathbb{P}(\text{sup}_{x \in \Omega^\rho \cap Q^2} R^\rho_x < n) = 1$ we say that the thinned graph is $R^\rho$-connected and define

$$a^+_\rho := \sup\{a > 0: S^\rho \text{ is } R^\rho \text{-connected}\}.$$  

With these definitions, we are in the position to state the following result.

\textbf{Theorem 9:} Let $\kappa$ be c-well behaved for some $c > 0$, translation-covariant and finitely dependent, and $S$ be stabilizing, $r, \rho, a_c(0) > 0$ and $T > 2\rho$. Then, for all sufficiently small $\nu_{\text{min}}$ we have $\lambda_c(T, \nu, \rho, r) < \infty$. If furthermore $a^+_\rho > 0$, then the first statement holds for all $\nu_{\text{min}} < \min(\rho^{-1}, a^+_\rho r^{-1}, c(2\rho)^{-1})$.

Similar to the proof of Theorem 8, the main argument is a comparison of our model to a street system in which we eliminate short streets, large streets and additionally perform an independent random thinning of street. The removal of short streets becomes necessary, since for positive $\rho$, short streets can never be used to establish connections. The independent thinning comes from the fact that, even for large device intensities, a street has good intrinsic connectivity properties only with high probability. In order to get uniform control on this probability, we have to disregard long streets. We present the complete proof in Section III-G.

The previous theorem heavily rests on the assumption that $S^\rho$ percolates. In the following theorem we will show that, indeed, there are regimes where this is the case.

\textbf{Theorem 10:} Let $S$ be stabilizing and asymptotically essentially connected, then $a_c(0) > 0$ and $a^+_\rho > 0$.

Note that this can be seen as a complementary result to Theorem 7, in which $a_c < \infty$ is verified under general assumptions.

The proof rests on a comparison with a finitely-dependent site-percolation process on $\mathbb{Z}^2$, leveraging stabilization and asymptotic-essential-connectedness arguments. We present the complete proof in Section III-H.

\section{Simulations}

Finally, let us present some simulations for two of the key results presented above. More precisely, we focus on the interplay between the Theorems 5, 9 and 4. Recall that Theorem 5 features absence of percolation for large velocities, which is roughly due to the fact that in this regime only very long streets can be used to form connections. On the other hand, Theorem 9 establishes percolation for intermediate velocities for sufficiently large intensities of devices. But then again, Theorem 4 features absence of percolation if the velocities are too small, which is due to the fact particles have insufficient time to move far enough to establish connections. Combining those results, we observe a double phase transition in the sense of an in-and-out of percolation in certain configurations of the parameters. In Fig. 6 we present a simulated graph that illustrates this behavior in a situation in which all parameters are fixed except the velocity.

Let us give some details about the simulation setting. We use PVT with an edge intensity of $20\text{km}/\text{km}^2$ in order to simulate the street system of a city center, see also [11] for a statistical justification of this parameter choice. We mention that, in order to reduce boundary effects, we simulate on a torus. We also note that we could effectively use Item (2) of Proposition 3 in order to significantly reduce the simulation time: As a reminder, $g_{\kappa,T/a,\rho,\nu,r}(X^\lambda)$ percolates if and
only if \( g_{n,T,S,\mu_v,\rho,r}(X^\lambda) \) percolates as the connections in both graphs are the same. Now, as

\[
g_{n,T,S,\mu_v,\rho,r}(X^\lambda) = g_{n,aT,S,\mu_v,\rho,r}(X^\lambda),
\]

by adjusting \( T \) and \( \rho \), we can use the same movement from the simulation with \( \mu_v \) if we save for each \( a \) the connection graph individually. This significantly reduces the simulation load.

III. PROOFS

A. Proof of Proposition 3

Proof of Proposition 3: For the spatial rescaling, note that, if we scale the initial device positions (and the underlying street system) by a factor of \( a \), then we see the same waypoint selection, if we also scale the waypoint kernels such that device \( aX_i \) chooses position \( aY_i \) on the street system \( aS \) with the same probability as \( X_i \) chooses \( Y_i \) on \( S \), leading to the kernel \( \kappa[a] \) and \( S^1/a \). The associated device densities per street is given by \( \lambda/a \). Now, in order to see the same contact times, we also have to rescale the viscosity parameter \( r \) by a factor \( a \), and also rescale the velocity by \( a \). In particular, the time horizon as well as the connection times are not rescaled, since \( a \) times the length traveled with \( a \) times the speed leads to the same travel times.

On the other hand, for the time rescaling, note that, keeping the device positions, streets and waypoint kernels fixed, while rescaling the velocity by \( a \), reproduces the percolation picture if we adjust the time horizon by a factor of \( 1/a \) and also the connection-time parameter accordingly by \( 1/a \).

B. Proof of Theorem 4

Proof of Theorem 4: Let us first prove \( \lambda_c(T,\mu_v,\rho,r) > 0 \). Each device can travel at most to a distance \( T \nu_{\text{max}} \) from its starting position. Any connected component of \( g_{T,\mu_v,\rho,r}(X^\lambda) \) is contained in a connected component of the Cox–Gilbert graph \( g_{2(T-\rho)\nu_{\text{max}}+r}(X^\lambda) \), where any two devices in \( X^\lambda \) are connected if their mutual distance is less than \( 2(T-\rho)\nu_{\text{max}}+r \). Indeed, as the devices need time \( r \) to form a connection, the connection attempt must start before time \( T - \rho \) with distance at most \( r \) from each other. But \( g_{2(T-\rho)\nu_{\text{max}}+r}(X^\lambda) \) percolates with probability zero for all sufficiently small \( \lambda \), see, for example [16].

In order to prove \( v_c(T,\lambda,\rho,r) > 0 \), note that the previous comparison argument can not be used if the Cox–Gilbert graph \( g_{2}(X^\lambda) \) already percolates. However, using that communication on different streets is not possible, in order to see a connection between devices that have started on different streets, at least one device has to move across a crossing. Using this, we construct a coupling to a site-percolation model on \( \mathbb{Z}^2 \). For this, we call a crossing \( C_i \) speed-open if there is at least one device within distance \( \nu_{\text{max}}T \) along the adjacent streets, and speed-closed otherwise. Note that the probability for a crossing to be speed-open is given by \( 1-\exp(-\lambda)B^S_{\nu_{\text{max}}T}(C_i)\). For fixed parameters \( s,m, \) and \( n \), we say that \( z \in \mathbb{Z}^2 \) is closed, if we have that

\[
\begin{align*}
(a) & \quad R(Q_{6n}(nz)) < n, \\
(b) & \quad |\{i: C_i \in Q_{6n}(nz)\}| < m, \\
(c) & \quad \min_{C_i \sim C_j \in Q_{6n}(nz)} |C_i - C_j| > s, \\
(d) & \quad \text{every crossing in } Q_{3n}(nz) \text{ is speed-closed, and open otherwise.}
\end{align*}
\]

Here we write \( C_i \sim C_j \) to indicate that the crossings are associated to the same street. We denote by \( A,B,C, \) and \( D \) respectively the events that the conditions (a), \( \ldots \), (d) are not fulfilled for the origin. Then

\[
\begin{align*}
P(o \text{ is open}) & = P(A \cup B \cup C \cup D) \\
& \leq P(A) + P(B \cup C) + P(D \cap A^c \cap B^c \cap C^c).
\end{align*}
\]

As the model is stabilizing, we are able to choose \( n = n(\varepsilon) \) big enough such that \( P(A) < \varepsilon/3 \). Now, since \( S \) is locally finite, we can choose \( m = m(n,\varepsilon) \) and \( s = s(n,\varepsilon) \) such that \( P(B \cup C) < \varepsilon/3 \). Finally, under the event \( A^c \cap B^c \cap C^c \), for \( \nu_{\text{max}} \) sufficiently small such that \( \nu_{\text{max}}T < s \) and \( C_i \in Q_{3n} \), we can bound

\[
|B^S_{\nu_{\text{max}}T}(C_i)| = \deg(C_i)\nu_{\text{max}}T \leq m\nu_{\text{max}}T.
\]

For the equality we used that, due to (c), no other crossing is within distance \( \nu_{\text{max}}T \). Due to (a), \( C_i \in Q_{6n}(nz) \) is not connected to a crossing outside \( Q_{6n}(nz) \). Therefore \( \deg(C_i) \) can be bounded by \( m \) due to (b). For the special case where \( S \) is a PVT this much care is not required as \( \deg(C_i) = 3 \).

Now,

\[
P(D \cap A^c \cap B^c \cap C^c) < m(1-\exp(-\lambda)\nu_{\text{max}}T)).
\]

Therefore, we can choose \( \nu_{\text{max}} = \nu_{\text{max}}(n,m,s,\varepsilon) \) small enough such that \( P(D \cap A^c \cap B^c \cap C^c) < \varepsilon/3 \). Therefore,

\[
\limsup_{n\to\infty} \limsup_{m\to\infty} \limsup_{s\to0} \limsup_{\nu_{\text{max}}\to0} P(o \text{ is open}) = 0.
\]
street system. Thus, we can invoke the domination-by-product-measures theorem [22, Theorem 0.0] to dominate the process of open sites, for sufficiently small \( v_{max} \), by a subcritical Bernoulli percolation process on \( \mathbb{Z}^2 \). Finally, note that absence of percolation of open sites implies absence of percolation in our original model.

In order to prove \( T_c(\lambda, \mu_v, \rho, r) > 2\rho \), we compare to a similar site-percolation model. As the original model is monotone in \( T \), we show existence of \( \varepsilon > 0 \) such that for \( T = 2\rho + \varepsilon \) we see no percolation. In order for a device to transmit on two different streets, it has to spend a time of \( \rho \) on each street it transmits on. Therefore, any street change of the device has to occur in the time interval \([\rho, \rho + \varepsilon]\).

We say that a crossing \( C_i \) is *time-open* if there is a device \( X_j \) such that both \( T_{j,t} = C_i \) for a \( t \in [\rho, \rho + \varepsilon] \) and there is an time interval of length at least \( \rho \) that the device spends on a street. We call the crossing *time-closed* otherwise. Similar to the arguments for \( v_{max} \downarrow 0 \), a control on the regularity of the street system yields the desired result that site percolation is not possible if \( \varepsilon \) is chosen small enough. For this, let us replace Condition (d) above by the condition (d') every crossing in \( Q_{3n}(nz) \) is time-closed, and say that \( z \in \mathbb{Z}^2 \) is closed if (a), (b), (c) and (d') are fulfilled, and open otherwise. It remains to prove a uniform bound to see a time-open crossing in order to prove that the open vertices in \( \mathbb{Z}^2 \) do not percolate. In order to ensure that no device moves across the crossing in a fixed time-interval, we have to ensure that no device is positioned on certain intervals on the streets. Unfortunately, the position of the interval depends on the velocities of the devices. For devices of fixed speed \( v_{min} \leq v \leq v_{max} \), we can ensure that no device moves across the crossing \( C_i \) if there are no devices positioned in \( B^S_{v}(C_i) \setminus B^S_{v_{max}}(C_i) \). Here, we can ignore devices \( X_j \in B^S_{v}(C_i) \), as any sub-path of a shortest path is a shortest path itself and therefore can not spend a time of \( \rho \) on any street before crossing \( C_i \), almost surely.

Let us assume that \( \varepsilon \) is small enough such that \( \varepsilon v_{max} < \alpha \). As \( \varepsilon v_{max} \) is lower than the minimum length, it is not possible for a device to fully traverse one street of length \( v_{rho} \) and (before or afterwards) fully traverse an additional street. As there is at most one crossing, using \( \text{deg}(C_i) < m \) for all \( C_i \in Q_{3n}(nz) \) we obtain for all speeds \( v_{min} \leq v \leq v_{max} \) the uniform bound

\[
|B^S_{v_{max}+\varepsilon}(C_i) \setminus B^S_{v_{rho}}(C_i)| < m^2 v_{max} \varepsilon,
\]

where we used \( \text{deg}(C_i) < m \) to bound the number of streets. We then sum over all the crossings in \( Q_{3n} \leq m \). Interchanging the order of integration of the Cox point process \( X^\lambda \) and its attached paths, Fubini’s Theorem yields that

\[
P(D' \cap A^c \cap B^c \cap C^c)
\]

\[
\leq m \mathbb{E} \left[ 1 - \exp \left( - \int \mu_v(v) \right) \cdot \lambda |B^S_{v_{max}+\varepsilon}(C_i) \setminus B^S_{v_{rho}}(C_i)| \right] \mathbb{I}\{A^c \cap B^c \cap C^c\}
\]

\[
\leq m(1 - \exp(-\lambda m^2 v_{max} \varepsilon)),
\]

which converges to 0 as \( \varepsilon \downarrow 0 \).

Using the same domination argument as above, sufficiently small \( \varepsilon \) leads to absence of percolation of good sites. Further, if the site-percolation process of open sites does not percolate, there is also no percolation in the original model. Choosing \( \varepsilon > 0 \) small enough that the site-percolation process is subcritical, implies \( T_c(\lambda, \mu_v, \rho, r) \geq 2\rho + \varepsilon > 2\rho \). □

C. Proof of Theorem 5

For \( x, y \in \mathbb{R}^2 \) denote by \( \ell_S(x, y) \subset \mathbb{R}^2 \) the shortest path between \( x \) and \( y \) on \( S \). Further denote by \( \ell'_{S}(x) = \sup \{|\ell_S(x, y)| : y \in \text{supp}(\lambda S(x, dy))\} \) the length of the shortest path starting in \( x \) towards any reachable target on \( S \). It will be convenient to write \( \ell_S(x) = \ell'_{S}(x) + r/2 \) for the extended shortest-path lengths. Further, we consider the following set

\[
A'_S(v) = \{ x \in S : \text{there exists } y \in \text{supp}(\lambda S(x, dy)) \text{ such that } \ell_S(x, y) \text{ contains a street } s \text{ of length } |s| > v_{rho}/2 \},
\]

and note that it only depends on the street system \( S \), but not on the point process of devices. Denote by

\[
X^{v, S, \lambda} = \{ X_i \in X^\lambda : X_i \in A'_S(v) \}
\]

the thinned version of \( X^\lambda \), where the thinning rule depends only on \( S \) and \( v \). Then, we consider the following geostatistical Cox–Gilbert graph \( h_v(X^\lambda) \) with vertex set \( X^{v, S, \lambda} \) and edges between any pair of vertices \( X_i, X_j \in X^{v, S, \lambda} \) if and only if

\[
|X_i - X_j| \leq \ell_S(X_i) + \ell_S(X_j).
\]

Note that indeed, the interaction range \( \ell_S(X_i) \) associated to \( X_i \) is determined by the underlying street system. Additionally, the thinning of the Cox point process is also determined by the street system.

Any edge in \( g_{v,\rho,r}(X^\lambda) \) is also contained in \( h_v(X^\lambda) \) and thus it suffices to prove absence of percolation in \( h_v(X^\lambda) \).

Our approach rests on a generalization of arguments first presented in [13], for Poisson–Boolean models and their extensions towards Cox–Boolean models in [18], which leverage scaling properties of the process and adjustments towards our geostatistical setting. It will be thus convenient to reformulate our results in terms of the associated geostatistical Cox–Boolean model

\[
C = \bigcup_{X_i \in X^{v, S, \lambda}} B_{\ell_S(X_i)}(X_i),
\]

where we note that \( C \) contains an infinite connected component, if and only if \( h_v(X^\lambda) \) contains an infinite connected component.

Let \( C_x(V) \) denote the connected component containing \( x \) of the geostatistical Cox–Boolean model, based on points in \( V \subset \mathbb{R}^2 \). Then, we define for any \( x \in \mathbb{R}^2 \) and \( \alpha > 0 \) the event

\[
G(x, \alpha) = \{ C_x(B_{10\alpha}(x)) \not\subset B_{8\alpha}(x) \}
\]

that the cluster of \( x \), only using points in \( B_{10\alpha}(x) \), reaches beyond \( B_{8\alpha}(x) \). Consider the set

\[
A_S(\alpha) = \{ x \in S : \ell_S(x) < \alpha \},
\]
and note that $A_S$ only depends on the street system $S$ and $\kappa$. Let $S^*$ denote the Palm version of $S$, and recall the stabilization radii $R_\eta$ of the street system. We write $R(V) = \sup_{\eta \in V} R_\eta$ for any $V \subset \mathbb{R}^2$. Then, we have the following key lemma that establishes a scaling relation in the model.

**Lemma 11:** Consider the geostatistical Cox–Boolean model. Then, there exists a constant $c > 0$ such that for all $\alpha > 0$, we have

$$\mathbb{P}(G(o, 10\alpha)) \leq c \mathbb{P}(G(o, \alpha))^2 + c a^2 \mathbb{P}(o \in A_S^*(\alpha)) + c \mathbb{P}(R(Q_{10\alpha}) \geq \alpha).$$

**Proof of Lemma 11:** For a measurable set $B \subset \mathbb{R}^2$, consider the event

$$F_B(\alpha) = \{\text{for all } X_i \in X^\lambda \cap B \text{ we have that } X_i \in A_S(\alpha)\},$$

and let $K_\alpha$ denote a finite subset of the sphere $S_\alpha = \{x \in \mathbb{R}^d : |x| = \alpha\}$ such that

$$S_\alpha \subset \bigcup_{x \in K_\alpha} B_1(x).$$

Then, using arguments first presented in [13] and [18] gives

$$\mathbb{P}(G(o, 10\alpha)) \leq \mathbb{P}\left(\bigcup_{k \in K_{10}} \left(G(o, \alpha) \cap F_{B_{10\alpha}(ak)}(\alpha)\right) \cap \left(\bigcup_{l \in K_{50}} \left(G(o, \alpha) \cap F_{B_{10\alpha}(al)}(\alpha)\right)\right)\right) + \mathbb{P}(F_{B_{10\alpha}}(\alpha)^c),$$

since $G(o, 10\alpha) \subset \left(\bigcup_{k \in K_{10}} G(o, ak)\right) \cap \left(\bigcup_{l \in K_{50}} G(o, al)\right)$ and under the event $F_{B_{10\alpha}}(\alpha)$, the events are independent, conditioned on $S$. Indeed, if a path exists with length smaller than $\alpha$, then also the shortest path must be contained in a disc of radius $\alpha$ around the starting position. The idea here is that if the process, started in the origin, can percolate beyond $B_{8\alpha}(o)$ and the individual traveling ranges are all small, then the process must pass through two circles of discs and percolate in at least one smaller disc in the inner circle and in the outer circle. Introducing the stabilization events, we can further bound this and arrive at the desired expression using also stationarity, once we realized that, by Campbell’s formula,

$$\mathbb{P}(F_{B_{10\alpha}}(\alpha)^c) \leq \mathbb{E}\left[\sum_{X_i \in X^\lambda \cap B_{10\alpha}} \mathbbm{1}\{X_i \in A_S^*(\alpha)\}\right] \leq \lambda \pi \mathbb{E}\left[\int_{S \cap B_{10\alpha}} dx \mathbbm{1}\{x \in A_S^*(\alpha)\}\right] = \lambda \pi 100^2 \alpha^2 \mathbb{P}(o \in A_S^*(\alpha)),$$

where we used that the street system is normalized. Note that, since we assume stabilization, we have that $\mathbb{P}(R(Q_{10\alpha}) \geq \alpha)$ tends to zero as $\alpha$ tends to infinity. The same is true for the other error term, as we show now.

**Lemma 12:** We have that $\alpha^2 \mathbb{P}(o \in A_S^*(\alpha))$ tends to zero as $\alpha$ tends to infinity.

**Proof of Lemma 12:** The idea is to first ensure existence of paths via asymptotic essential connectedness. Then, we bound the length of that path via the total street length. This is achieved by counting the number of streets to the number of faces with the Euler formula. Using different scales for $\alpha$, we arrive at the desired result.

First, we have that

$$\mathbb{P}(o \in A_S^*(\alpha)) = \alpha^{-1/2} \mathbb{E}\left[\int_{S \cap Q_{\alpha}^{1/4}} dx \mathbbm{1}\{x \in A_S^*(\alpha)\}\right].$$

Next,

$$\left.\mathbb{E}\left[\int_{S \cap Q_{\alpha}^{1/4}} dx \mathbbm{1}\{x \in A_S^*(\alpha)\}\right] \leq \mathbb{E}\left[|S \cap Q_{\alpha}^{1/4}| \mathbbm{1}\{|S \cap B_{4\alpha}^{1/4}| > \alpha\}\right] \cdot \mathbb{1}\{R(Q_{2\alpha}^{1/4}) < \alpha^{1/4}\}\right.$$

where the error term vanishes exponentially fast in $\alpha^{1/4}$ since we work with PVT or PDT, see [16] for details. For the main term, under the event for the stabilization radii and sufficiently large $\alpha$ (larger than the support of $\kappa$), for every pair of points in $x, y \in S \cap Q_{2\alpha}^{1/4}$ there exists a path within $S \cap Q_{4\alpha}^{1/4}$ and this path has maximal length given by $|S \cap B_{4\alpha}^{1/4}|$. This is due to the asymptotic-essential-connectedness property of the PVT and PDT. Hence we can bound,

$$\mathbb{E}\left[\int_{S \cap Q_{\alpha}^{1/4}} dx \mathbbm{1}\{x \in A_S^*(\alpha)\}\right] \leq \mathbb{E}\left[|S \cap Q_{\alpha}^{1/4}| \mathbbm{1}\{|S \cap B_{4\alpha}^{1/4}| > \alpha\}\right] \cdot \mathbb{1}\{R(Q_{2\alpha}^{1/4}) < \alpha^{1/4}\}. $$

Since PVT is a simple planar graph where every vertex has degree 3, we can employ Euler’s formula and bound the number of streets in $S \cap Q_{\alpha}^{1/4}$ by $3 Y(Q_{2\alpha}^{1/4})$ and obtain

$$|S \cap Q_{\alpha}^{1/4}| \leq 6\alpha^{1/4} Y(Q_{2\alpha}^{1/4}),$$

where we used that every street in $Q_{\alpha}^{1/4}$ has maximal length given by $\sqrt{2}\alpha^{1/4}$ and $Y$ denotes the underlying Poisson point processes for the street system, in particular $Y(A)$ denotes the number of points of $Y$ in $A \subset \mathbb{R}^2$, i.e., is a Poisson random variable. Note that we also used the stabilization event here. Hence, introducing another stabilization event, we can further bound,

$$\mathbb{E}\left[\int_{S \cap Q_{\alpha}^{1/4}} dx \mathbbm{1}\{x \in A_S^*(\alpha)\}\right] \leq 6\alpha^{1/4} \mathbb{E}\left[Y(Q_{2\alpha}^{1/4}) \mathbbm{1}\{Y(Q_{8\alpha}^{1/4}) > \frac{1}{24} \alpha^{3/4}\}\right] + O(\exp(-\alpha^{1/4})) \leq 48\alpha^{3/4} \mathbb{P}(Y(Q_{8\alpha}^{1/4}) > \frac{1}{24} \alpha^{3/4} - 1) + O(\exp(-\alpha^{1/4})).$$

Using Poisson concentration inequalities, we see that the last probability tends to zero exponentially fast in $\alpha^{1/4}$, which
gives the desired convergence. In the case where PVT is replaced by PDT, we note that every face in the PDT is a triangle and hence another application of Euler's formula implies the result.

Next we show that the local percolation probability becomes zero for large velocities.

**Lemma 13**: There exists $c > 0$ such that $P(G(o, \alpha)) \leq cn^2 P(o \in A'_{S^\alpha}(v))$ and $P(o \in A'_{S^\alpha}(v)) \rightarrow 0$ as $v \rightarrow 0$.\hfill \Box

**Proof of Lemma 13**: Note that

$$P(G(o, \alpha)) \leq P(X_{v, S^\lambda}(B_{10\alpha})) \leq \lambda \mathbb{E} \left( \int_{S^\alpha B_{10\alpha}} dx \mathbb{1} \{ x \in A'_{S^\alpha}(v) \} \right) \leq 10^2 \alpha^2 P(o \in A'_{S^\alpha}(v)).$$

Using the dominated-convergence theorem, it suffices to show that $\lim_{\alpha \rightarrow 0} \mathbb{1} \{ o \in A'_{S^\alpha}(v) \} = 0$ for almost-all realizations of $S^\alpha$. But this is true by the almost-sure uniqueness of shortest paths in $S^\alpha$.\hfill \Box

Next we show that indeed, the probability to see large connected components can be bounded by the local percolation probability and some error term.

**Lemma 14**: Consider the geostatistical Cox–Boolean model $\mathcal{C}$. Then, for all $\alpha \rightarrow 0$, we have

$$P(X_{v, S^\lambda}(C_{o}(\mathbb{R}^2))) > X_{v, S^\lambda}(B_{8\alpha})) \leq P(G(o, \alpha)) + \lambda \mathbb{E} \left( \int_{S^\alpha B_{8\alpha}} dx \mathbb{1} \{ 10\alpha \leq |x| \leq 9\alpha + \ell_S(x) \} \right).$$

**Proof of Lemma 14**: Consider the event

$$H(o) = \{ \exists X_i \in X_{v, S^\lambda} \cap B_{10\alpha} : |X_i| \leq 9\alpha + \ell_S(X_i) \}.$$  

Then, we have that \( (G(o, \alpha)^c \cap H(o)^c) \subset (C_{o}(\mathbb{R}^2) \subset B_{8\alpha}) \) since, under the event $H(o)^c$, points outside $B_{8\alpha}$ cannot help the cluster $C_{o}$ to reach outside of $B_{8\alpha}$. But since $C_{o}(\mathbb{R}^2) \subset B_{8\alpha}$ then $X_{v, S^\lambda}(B_{8\alpha})) \leq X_{v, S^\lambda}(B_{8\alpha})$, we have

$$P(X_{v, S^\lambda}(C_{o}(\mathbb{R}^2))) > X_{v, S^\lambda}(B_{8\alpha})) \leq P(G(o, \alpha)) + \mathbb{P}(H(o)).$$

Finally, using Campbell’s formula

$$P(H(o)) \leq \lambda \mathbb{E} \left( \int_{S} dx \mathbb{1} \{ 10\alpha \leq |x| \leq 9\alpha + \ell_S(x) \} \right),$$

which finishes the proof.\hfill \Box

The error term becomes small for large $\alpha$, this is the content of the next result.

**Lemma 15**: We have that $\mathbb{E} \left( \int_{S} dx \mathbb{1} \{ 10\alpha \leq |x| \leq 9\alpha + \ell_S(x) \} \right)$ tends to zero as $\alpha \rightarrow 0$.\hfill \Box

**Proof of Lemma 15**: We again want to employ asymptotic essential connectedness in order to bound $\ell_S(x)$ against the total street length in a disc. We need slightly more sophisticated arguments compared to the proof of Lemma 12. We want to cover $B_{10\alpha}$ by layers of squares with side-length of smaller than $\alpha$ where each layer has a growing diameter such that also the number of squares in the layers increases polynomially. For this, consider first a sequence of auxiliary squares $Q_{n^2 \alpha^{1/4}}$ and the associated partition of $\mathbb{R}^2$ given by the union of annuli $Q'_{(n+1)^2 \alpha^{1/4}} \setminus Q_{n^2 \alpha^{1/4}}$. We call this annulus $Q_{(n+1)^2 \alpha^{1/4}} \setminus Q_{n^2 \alpha^{1/4}}$ the $n$-th layer. Then, we cover the $n$-th layer by shifted non-overlapping squares of the form $Q_{n^2 \alpha^{1/4}}$ and note that this can be done with $c' n^5$ many squares for some constant $c' > 0$. We write $Q_{(n+1)^2 \alpha^{1/4}} \setminus Q_{n^2 \alpha^{1/4}} \subset \cup_{j \in U(n, \alpha)} Q_{n^2 \alpha^{1/4}}$ for such a covering. In particular,

$$\mathbb{E} \left[ \int_{S \cap Q_{n^2 \alpha^{1/4}}} dx \mathbb{1} \{ 10\alpha \leq |x| \leq 9\alpha + \ell_S(x) \} \right] \leq \sum_{n \geq 0} \sum_{j \in U(n, \alpha)} \mathbb{E} \left[ \int_{S \cap Q_{n^2 \alpha^{1/4}}} dx \mathbb{1} \{ 10\alpha \leq |x| \leq 9\alpha + \ell_S(x) \} \right].$$

Now we introduce the asymptotic-essential-connectedness event $\{ R(Q_{4n^2 \alpha^{1/4}}) < n\alpha^{1/4} \}$ and its complement, leading to a sum of two terms, which we estimate separately. For the term, under the asymptotic-essential-connectedness event, we can use similar estimates as in the proof of Lemma 12 via the total street length, to see that

$$\mathbb{E} \left[ \int_{S \cap Q_{4n^2 \alpha^{1/4}}} dx \mathbb{1} \{ 10\alpha \leq |x| \leq 9\alpha + \ell_S(x) \} \right] \cdot \mathbb{P}(R(Q_{4n^2 \alpha^{1/4}}) < n\alpha^{1/4}) \leq \mathbb{E} \left[ |S \cap Q_{4n^2 \alpha^{1/4}}| \right] \cdot \mathbb{P}(R(Q_{4n^2 \alpha^{1/4}}) < n\alpha^{1/4}) \geq \left( n\alpha^{1/4} / 2 + 10\alpha - 9\alpha \right),$$

where we used that $|x| > n\alpha^{1/4}/2$ for all $x \in S \cap Q_{4n^2 \alpha^{1/4}}$. Again, using Euler’s formula, we can further estimate against Poisson random variables $Y$,

$$\mathbb{E} \left[ |S \cap Q_{4n^2 \alpha^{1/4}}| \right] \cdot \mathbb{P}(R(Q_{4n^2 \alpha^{1/4}}) < n\alpha^{1/4}) \leq \sqrt{2} 6n\alpha^{1/4} \mathbb{E}[Y(Q_{8n^2 \alpha^{1/4}})] \mathbb{E}[Y(Q_{8n^2 \alpha^{1/4}})] \geq \left( (n\alpha^{1/4} / 2 + 10\alpha - 9\alpha) \right).$$

In particular, using Poisson concentration inequalities, we see that the last expression tends to zero exponentially fast, both in $n$ and in $\alpha^{1/4}$. The crucial observation here is that, in the indicator on the right-hand side, the lower bound on the right increases on a larger order than the intensity of the Poisson random variable, both in $n$ as well as in $\alpha$. In particular, there exists constants $c_1, c_2 > 0$, such that

$$\sum_{n \geq 0} \sum_{j \in U(n, \alpha)} \mathbb{E} \left[ \int_{S \cap Q_{n^2 \alpha^{1/4}}} dx \mathbb{1} \{ 10\alpha \leq |x| \leq 9\alpha + \ell_S(x) \} \right] \cdot \mathbb{P}(R(Q_{4n^2 \alpha^{1/4}}) < n\alpha^{1/4}) \leq c_1 \sum_{n \geq 0} n^2 \alpha^{3/4} \exp(-c_2 n\alpha^{1/4}),$$

which tends to zero as $\alpha \rightarrow 0$.\hfill \Box

For the error term, due to absence of stabilization $\{ R(Q_{4n^2 \alpha^{1/4}}) < n\alpha^{1/4} \}$, note that this term vanishes exponentially fast also both in $n$ and $\alpha^{1/4}$ and hence, there exists
constants $c_1, c_2, c_3 > 0$, such that,
\[
\sum_{n \geq 0} \sum_{j \in U(n, \alpha)} \mathbb{E} \left[ \int_{S \cap Q^{n^{1/4}}_{\alpha}} dx \mathbb{1}\{10\alpha \leq |x| \leq 9\alpha + \ell_S(x)\} \right] 
\leq c_1 \sum_{n \geq 0} n^6 \alpha^{1/4} \mathbb{E} \left[ Y(Q_{n^{1/4}}) \mathbb{1}\{R(Q_{n^{1/4}}) \geq n\alpha^{1/4}\} \right] 
\leq c_2 \sum_{n \geq 0} n^8 \alpha^{3/4} \mathbb{P}^{1/2} \left( R(Q_{n^{1/4}}) \geq n\alpha^{1/4}\right) 
\leq c_2 \sum_{n \geq 0} n^8 \alpha^{3/4} \exp(-c_3 n\alpha^{1/4}),
\]
where we used Hölder’s inequality and the fact that the second moment of a Poisson random variable with parameter $b$ is given by $b^2 + b$. But the last expression tends to zero as $\alpha$ tends to infinity, which finishes the proof. \hfill \Box

We will also need the following essential result about convergence properties of functions satisfying some scaling inequality.

**Lemma 16** ([13, Lemma 3.7]): Let $f$ and $g$ be two bounded measurable functions from $[1, \infty)$ to $[0, \infty)$. Additionally, let $g$ be bounded by $1/2$ on $[1, 10]$, $g$ be bounded by $1/4$ on $[1, \infty)$ and assume
\[
f(\alpha) \leq f(\alpha/10)^2 + g(\alpha), \quad \text{for all } \alpha \geq 10.
\]
Then, $\lim_{\alpha \to \infty} g(\alpha) = 0$ implies that $\lim_{\alpha \to \infty} f(\alpha) = 0$.

We have now assembled all necessary tools in order to proof existence of a subcritical percolation regime for large speeds.

**Proof of Theorem 5:** We assume that $S$ to be a PVT or PDT. In order to prove that $v^c < \infty$, it suffices to show that $\lim_{\alpha \to \infty} \mathbb{P}(X_{\nu,S}(C_o(R^2)) > X_{\nu,S}(B_{8a})) = 0$ for all sufficiently large $v$. But this is true if $\lim_{\alpha \to \infty} \mathbb{P}(G(0, \alpha)) = 0$, by an application of Lemma 14 and Lemma 15.

In order to show $\lim_{\alpha \to \infty} \mathbb{P}(G(0, \alpha)) = 0$, we apply Lemma 11, Lemma 12, Lemma 13 and Lemma 16 for proper choices of $f$ and $g$.

For this, first define
\[
\alpha_1 := \inf\{s \geq 1 : \phi_1(\alpha) = \alpha^2 \mathbb{P}(o \in A_{5S}(v)) < (8c^2)^{-1} \},
\]
and define $\alpha_2 := \inf\{s \geq 1 : \phi_2(\alpha) = \mathbb{P}(R(Q_{10a}) \geq \alpha) < (8c^2)^{-1} \}.$

Now, define $\alpha_c = \alpha_1 \cup \alpha_2$. Note that $\alpha_c < \infty$ by the assumption of stabilization and Lemma 12. Based on this, we make the following definitions. We define
\[
v^c = \inf\{v \geq 1 : \mathbb{P}(o \in A_{S}(v)) < 1/2(100c_c)^{-2}\},
\]
where $v^c < \infty$ by Lemma 13. With this, define
\[
f(\alpha) = c^2 \mathbb{P}(G(o, 100c_o \alpha)) \quad \text{and} \quad g(\alpha) = c^2(\phi_1(\alpha c_c) + \phi_2(\alpha c_c)).
\]

Then, indeed, using again Lemma 13, we have that
\[
f(\alpha) \leq \frac{1}{2} \quad \text{for all } 1 \leq \alpha \leq 10 \text{ and } v > v^c.
\]

Further, using Lemma 12, we have that
\[
g(\alpha) \leq \frac{1}{4} \quad \text{for all } 1 \leq \alpha \leq 10.
\]

Finally, using Lemma 11, we have that
\[
f(\alpha) \leq c^2(\mathbb{P}(G(\alpha, \alpha_c \alpha))^2 + \phi_1(\alpha c_c) + \phi_2(\alpha c_c))
\]
\[
= f(\alpha/10)^2 + g(\alpha) \quad \text{for all } \alpha \geq 10.
\]

Hence, since $\lim_{\alpha \to \infty} g(\alpha) = 0$, an application of Lemma 16 gives the result. \hfill \Box

**D. Proof of Theorem 6**

**Proof of Theorem 6:** The central idea is that, even in a best-case scenario, where the device intensity is extremely large and the vicinity threshold is very small, in order for devices to form connections on at least two different streets, we must have that $2\rho + b/v \leq T$, where $b$ is the graph distance between two endpoints of streets that are sufficiently long, and $v$ is a speed in the support of the speed distribution $\mu_v$. On the other hand, if every device can form a connection only on one single street, then the connected components in the original graph can only consist of either individual devices (that are unable to connect to any other device) or precisely those (finitely-many) devices associated to the street on which they form their connection. In particular, the initial position of a device does not have to lie on the street on which it establishes its connection. Hence, if $S^{\nu_{\min}}/2_{\nu_{\max}}(T-2\rho)$ does not percolate, then also our system cannot percolate. \hfill \Box

**E. Proof of Theorem 7**

**Proof of Theorem 7:** First, we will prove that for any $S$ we have that $a_0 < \infty$. It suffices to exhibit $0 < a, b < \infty$ such that $\mathbb{P}(S^{a,b}) = 0$. For this we employ stabilization. More precisely, we construct a subcritical percolation process of finite-dependent open sites in $\mathbb{Z}^2$ that dominates $S^{a,b}$. For this, recalling the stabilization radii $\{R_d\}_{d \in \mathbb{R}^2}$ and the notation $R(V) = \sup_{x \in V} R_x$, we say that a site $z \in \mathbb{Z}^2$ is $\alpha$-open if
\[
(R(Q_{3n}(nz))) < n \quad \text{and} \quad (Q_{3n}(nz) \cap S^a = \emptyset).
\]

We say that $z \in \mathbb{Z}^2$ is $\alpha$-closed if it is not $\alpha$-open. In particular, percolation of $S^{a,b}$ implies percolation of $\alpha$-closed sites once we pick $n > b$. Then, in order to establish absence of percolation for the process of $\alpha$-closed sites, note that the stabilization event in Condition (a) implies that the process of $\alpha$-closed sites is $3$-dependent. Since the whole system is also translation invariant, we can use the domination-by-product-measures theorem [22, Theorem 0.0] to establish a subcritical Bernoulli site percolation on $\mathbb{Z}^2$ once we have shown that
\[
\lim_{n \to \infty} \limsup_{\alpha \to 0} \mathbb{P}(o \in \alpha\text{-closed}) = 0.
\]

For this, let us denote by $A(n)$ the event described in Condition (a) and by $B(n, a)$ the event described in Condition (b), for $z = \alpha$. Then, it suffices to show that
\[
\lim_{n \to \infty} \limsup \mathbb{P}(A(n)) = 0,
\]
\[
\lim_{n \to \infty} \limsup \mathbb{P}(B(n, a)) = 0.
\]
and that for all \( n \in \mathbb{N} \),
\[
\limsup_{a \to \infty} \mathbb{P}(B^c(n, a) \cap A(n)) = 0.
\]
But, the first statement is true since we assume stabilization. For the second statement, note that, under the event \( A(n) \), any street \( s \in S \) such that \( s \cap Q_n \neq \emptyset \) has maximal length given by \( |s| < \sqrt{23n} \) and hence for \( a > \sqrt{23n} \), we have
\[
\mathbb{P}(B^c(n, a) \cap A(n)) = 0.
\]
It remains to prove that, under the conditions, \( \rho_s(T, \mu_v) < T/2 \). For this, note that, under the assumption that \( a_c < \infty \), since \( v_{\min} > 4a_c/T \), there exist \( \varepsilon, b > 0 \) such that \( v_{\min}(T/2 - \varepsilon)/2 > a_c(b) \). In particular, \( \mathbb{P}(S^{(\min(T/2 - \varepsilon))/2}) \) percolates = 0 for all \( b' < b \). The fact that \( S^{a,b} \) is decreasing in \( a \) and increasing in \( b \) yields for \( \max(T/2 - \varepsilon, T/2 - b/(2v_{\max}) < \rho \) that \( \mathbb{P}(S^{(\min(T/2 - \varepsilon))/2, v_{\max}} < \rho \) percolates = 0. Thus, since \( \max(T/2 - \varepsilon, T/2 - b/(2v_{\max})) < T/2 \), we have that \( \rho_s(T, \mu_v) < T/2 \), which finishes this part of the proof. □

F. Proof of Theorem 8

Proof of Theorem 8: First note that it suffices to assume that \( r = 0 \) since larger values of \( r \) only increase the percolation thresholds. The first main step consists in constructing a coupled process of good streets that will support percolation. For a street \( s \), let us denote by \( s_1, \ldots, s_n \) all neighboring streets of \( s \). Then, we will call \( s \) open, if we can find devices \( X^1_n, \ldots, X^n_n \) on \( s \) at time \( t = 0 \) such that
1. \( X^1_n, \ldots, X^n_n \) are connected in \( g_{T, \mu_v, 0,0}(X, s) \) and
2. for all \( i \in \{1, \ldots, n\} \), there are times \( 0 < t_i < t'_i < T \) such that \( TX^i_{t_i, t'_i} \subseteq s \) for \( t \in [t_i, t'_i] \) and \( TX^i_{t_i, t'_i} \subseteq s_i \) for \( t \in [t_i, t'_i] \).

In words, a street is open if it contains initial positions of devices that are interconnected on the street and where each device then travels towards its associated neighboring street, see Fig. 7 for an illustration.

Let us note that we cannot assume that the probability for a street to be open is monotone in the length of the street as there are for example the following two opposing effects: If the length of the street increases, the probability of the event described in Condition (2) increases. However, the probability of the event described in Condition (1) is not monotone: While longer streets have more devices to establish connections, the distance between the crossings that needs to be bridged increases. The property of a street to be open can be seen as a local event, since it depends only on the devices that start their movement on that street. As \( \kappa \) is well behaved, the probability to see a device that fulfills the role of one of the special device in Condition (2) is positive. Therefore, \( \mathbb{P}(s \text{ is open}) \) converges to one as \( \lambda \) increases, by monotone convergence.

Now, if two adjacent streets \( s \) and \( s' \) are both open, due to Condition (2), there is both a node on \( s \) that moves to street \( s' \) and a node on street \( s' \) that moves to street \( s \). As they move in opposite directions, they will meet, and thus form a connection. The special devices on street \( s \) are therefore connected to the special devices on street \( s' \) and hence, if the street system that only consists of open streets contains an unbounded component, we obtain percolation of \( g_{T, \mu_v, 0,0}(X^\lambda) \).

Further, in order to establish percolation, in the second main step, we use a familiar discretization argument via large boxes in \( \mathbb{R}^2 \) in combination with stabilization and asymptotically essentially connectedness. Recall the random field of stabilization radii \( \{R_x\}_{x \in \mathbb{R}^2} \) for the system \( S \). We say that \( z \in \mathbb{Z}^2 \) is \( n \)-open, if we have that
(a) \( R(Q_{6n}(nz)) < n/2 \),
(b) the number of streets that are fully contained in \( Q_{6n}(nz) \) is smaller than \( m \), and
(c) every street fully contained in \( Q_{6n}(nz) \) is open.

Now, if two adjacent boxes \( Q_{n}(nz) \) and \( Q_{n}(nw) \) are open, they are both non-empty due to the asymptotic essential connectedness, which is implied by Condition (a) since \( R(Q_{6n}(nz)) < n/2 \) implies \( R(Q_{2n}(nz)) < n/2 \). Additionally, under Condition (a), there is a path in \( Q_{6n}(nz) \cap S \) connecting the streets in \( Q_{n}(nz) \) and \( Q_{n}(nw) \). In particular, due to Condition (c), all streets on this path are open. Therefore, the devices \( Q_{n}(nz) \cap X^\lambda \) and \( Q_{n}(nw) \cap X^\lambda \) are in the same connected component on \( g_{T, \mu_v, 0,0}(X^\lambda) \). Consequently, percolation of \( n \)-open boxes implies percolation of \( g_{T, \mu_v, 0,0}(X^\lambda) \).

We are going to establish percolation of \( n \)-open sites in \( \mathbb{Z}^2 \). For \( n \) larger than the maximum dependence radius of the kernel \( H \), we have that the process of \( n \)-open sites, due to Condition (a) (which implies stabilization of the street system), is \( \delta \)-dependent.

For \( z = o \), let us denote by \( A(n) \) the event described in Condition (a), by \( B(m, n) \) the event described in Condition (b), and by \( C(\lambda, m, n) \) the event described in Condition (c). Thus, similar to the proof in Section III-E we can invoke the domination-by-product-measures theorem [22, Theorem 0.0] to establish Bernoulli site percolation on \( \mathbb{Z}^2 \) if
\[
\limsup_{n \to \infty} \mathbb{P}(A^c(n)) = 0,
\]
and for all \( n \in \mathbb{N} \)
\[
\limsup_{m \to \infty} \mathbb{P}(B^c(m, n)) = 0,
\]
and that for all \( m, n \in \mathbb{N} \)
\[
\limsup_{\lambda \to \infty} \mathbb{P}(C^c(\lambda, m, n) \cap B(m, n)) = 0.
\]
The first statement holds as $S$ is stabilizing. The second statement holds by the locally finiteness of the street system. Finally, for the third statement, note that, under the event $B(m, n)$, the number of fully contained streets is bounded by $m$ and hence we can apply the dominated convergence theorem together with the well-behavedness of the waypoint kernel to deduce
\[
\limsup_{\lambda \to \infty} \mathbb{P}(C^c(\lambda, m, n) \cap B(m, n)) \\
\leq \mathbb{E}[\mathbb{1}\{B(m, n)\} \sum_{s \in S^* : Q_{s\infty}} \limsup_{\lambda \to \infty} \mathbb{P}(s \text{ is not open})] \\
= 0
\]
This finishes the proof. \hfill \Box

G. Proof of Theorem 9

Proof of Theorem 9: The proof for this theorem is similar to the proof of Theorem 8, although for $\rho > 0$ we have to add additional constraints to ensure that devices moving in opposite directions can actually connect as we cannot control the moment devices turn around a corner, thus losing connections.

To begin with, for a street $s$, let us denote by $s_1, \ldots, s_n$ the neighboring streets that share a joint crossing $(C_1, C_2)$ with $s$. Next, we will call $s$ open, if there exist devices $X^s_i, i \in \{1, \ldots, n, n + 1, n + 2\}$, on $s$ at $t = 0$ such that,
1. $\{X^s_i\}_{i \in \{1, \ldots, n + 2\}}$ are connected in $y^{s_1}, \ldots, s_n$, $i \in \{1, \ldots, n, n + 1, n + 2\}$, on $s$ at $t = 0$ such that,
2. for all $i \in 1, \ldots, n, \therefore$ there times $t_i < \rho + \varepsilon$ and $t_i < t'_i < T$ such that $T_{X^s_i, t} \in s$ for $t \in [0, t_i]$ and $T_{X^s_i, t} \in s_i$ for $t \in [t_i, t'_i]$ and $T_{X^s_i, t} \in s$ for $t \in [t_i, t'_i]$ and
3. for all $t \in [0, T]$ we have $T_{X^s_i, t} \in s, T_{X^s_i, t} - C_1 < \rho v_{\min}, T_{X^s_i, t} - C_2 < \rho v_{\min}$.

In words, Condition (1) ensures that the devices on $s$ are connected using only devices on $s$. The Condition (2) makes a statement for devices $X^s_i$, for $i \in 1, \ldots, n$ which play the role of ‘transmitter’ devices. They spend enough time on $s$ to become connected, by Condition (1), but not too much time, so that they can move to street $s_1$ and still spend enough time on $s_1$ to be able to transmit there. The Condition (3) makes a statement about two devices that play the role of ‘receiver’ devices. They become connected, by Condition (1), and, due to their proximity to the crossing, are able to ‘receive’ a connection from an incoming device from a neighboring street.

Therefore, if two adjacent streets are both open, the ‘transmitter’ device that moves to the other street is able to connect to the ‘receiver’ device before time $T$ and vice versa. As a consequence, percolation of open streets implies percolation of $y^{s_1}, \ldots, s_n$.

Next, we use our conditions to ensure that streets are open with high probability as $\lambda$ increases and that open streets percolate. For this, first note that we assume that $2\rho v_{\min} < \alpha_\varepsilon(0)$, and hence there exist $\delta > 0$ and $0 < \varepsilon < T - 2\rho$ such that also $2(\rho + \varepsilon)(v_{\min} + \delta) < \alpha_\varepsilon(0)$. This is useful since devices have to spend at least time $\rho + \varepsilon$ on $s$ to satisfy Condition (2) and to connect with each other as demanded by Condition (1). This can only be satisfied for streets of length larger than $(\rho + \varepsilon)(v_{\min} + \delta)$. However, a length of $2(\rho + \varepsilon)(v_{\min} + \delta)$ is needed to ensure that the path of the device is a shortest path and moves through the joint crossing.

Further note that for any pair of devices that moves in opposite directions on the same street, in order to be in contact for time $\rho$, the vicinity parameter needs to satisfy $r > \rho v_{\min}, and this is the reason why we introduce this assumption.

In particular, by possibly making $\delta$ even smaller, we have adjusted all the parameters $\rho > 0$, $r > (v_{\min} + \delta)$ and $T > 2\rho$, such that the probability for any given street $s$ with $|s| > 2(\rho + \varepsilon)(v_{\min} + \delta)$ to be open tends to one as $\lambda$ tends to infinity. Here we also use the c-well-behavedness of the waypoint kernel, since this ensures that transmitting devices can be found. To see this, recall that the distance transmitting devices have to travel is at least $2\rho v_{\min}$. Also note, that the conditions are designed in such a way that, conditioned on $S$, openness of a given street $s \in S$ can be checked independently of all the other streets in $S^\perp$, and independently of the spatial position of the streets, by translation covariance of $\kappa$.

Unfortunately, the probability of a street to be open depends on the whole surrounding street system, its length, its number of neighboring streets, its angle towards the neighboring streets and many more local properties of the street system. Therefore, there is no uniform bound for the probability that a street is open. However, we are able to guarantee two things: For each street $s$, with length larger than $2\rho v_{\min}$, we have $\lim_{\lambda \to \infty} \mathbb{P}(s \text{ is open}) = 1$ and that streets with lengths larger than $2\rho v_{\min}$ percolate, by our assumption concerning $a_\varepsilon(0)$. Those arguments were sufficient in the proof of Theorem 8, as we were able to use that the system of open streets is asymptotically essentially connected. Unfortunately, the probability of streets with length smaller than $2\rho v_{\min}$ to be open may be zero. In order to prove percolation, we thus need a notion of asymptotically essentially connectedness on the thinned cluster. This notion can be achieved either by definition, more precisely by the requirement $2\rho v_{\min} < a_\varepsilon^c$, or by choosing $v_{\min}$ small enough such that discrete arguments can use the asymptotic-essential connectedness of the underlying street system. In the former case, the edges of length greater than $a_\varepsilon^c$ form an infinite cluster that is asymptotically essentially connected and the proof of Theorem 8 can be adapted to obtain percolation.

In the following proof we will focus on the second approach of choosing $v_{\min}$ small enough. Let $(R_x)_{x \in \mathbb{Z}^2}$ be the field of stabilization radii of the street system. We say that $z \in \mathbb{Z}^2$ is $n$-open if
(a) $R(Q_{3n}(nz)) < n,$
(b) every street in $Q_{3n}(nz)$ has length larger than $2\rho v_{\min},$ and
(c) every street in $S^2 \rho v_{\min} \cap Q_{3n}(nz)$ is open.

Under those three conditions the existence of an infinite open path can be guaranteed by the original underlying street system. Due to the 3-dependence, guaranteed by Condition (a), we are able to use the domination-by-product-measure theorem [22, Theorem 0.0] to establish Bernoulli site percolation on $\mathbb{Z}^2$, once we have shown that
\[
\lim_{n \to \infty} \lim_{\lambda \to \infty} \limsup_{\lambda \to \infty} \mathbb{P}(s \text{ is not open}) = 0.
\]
H. Proof of Theorem 10

Here, we also used that, under the event \( a > 0 \), we have that \( Q_{3a}(nz) \cap S \neq \emptyset \) and that \( Q_{3a}(nz) \cap S \) is connected within \( Q_{6n}(nz) \cap S \). Then, for any two neighboring open sites \( z, w \in \mathbb{Z}^2 \), we have that \( Q_{n}(nz) \cap S \) and \( Q_{n}(nw) \cap S \) are connected, as \( Q_{n}(nw) \subset Q_{3n}(nz) \). Next, due to Condition (b), all streets inside \( Q_{n}(nz) \) and \( Q_{n}(nw) \) lie in the same connected component of \( S^a \). Therefore, percolation of open sites implies percolation of \( S^a \).

Now, for the final argument we are able to use the domination-by-product-measures theorem [22, Theorem 0.0] to establish supercritical Bernoulli site percolation on \( \mathbb{Z}^2 \) similar to the previous proofs.

In order to prove that also \( a^+ > 0 \), we are going to modify the definition of the random field of stabilizing radii \( (R_x)_{x \in \mathbb{R}^2} \) and build a new stationary random field \( (\bar{R}_x)_{x \in \mathbb{R}^2} \) based on the same probability space as \( S \). For this, for any point \( x \in \mathbb{R}^2 \), recall that

\[
R_x^a = \sup \{|y - x| : x \text{ and } y \text{ are connectable by}
\text{a continuous path in } \mathbb{R}^2 \text{ that does not intersect } S^a\},
\]

and set \( \bar{R}_x^a := \max(R_x, R_x^a) \). We first prove that the field \( \bar{R}_x^a \) is a legitimate alternative random field of stabilization radii in the sense of Definition 1 and Definition 2. Since it is defined as a maximum, it suffices to show that \( \lim_{x \to \infty} P(\bar{R}_x^a(Q_n) < n) = 1 \) for some \( a > 0 \), where again \( \bar{R}_x^a(Q_n) = \sup_{x \in Q_n \cap Q_x^a} \bar{R}_x^a \). We will prove this in two steps first using Bernoulli site percolation on \( \mathbb{Z}^2 \) and then a Russo–Seymour–Welsh-type argument. Let us fix \( n > 0 \). We say that \( z \in \mathbb{Z}^2 \) is \( n \)-good if

(a) \( R(Q_n) < n \) and

(b) \( S \cap Q_{6n}(nz) = S^a \cap Q_{6n}(nz) \).

As \( S \) is asymptotically essentially connected and Condition (b) guarantees that no streets were removed, adjacent \( n \)-good sites guarantee that the street system in the associated \( n \)-squares \( Q_n \) are connected. As the good sites are \( 6 \)-dependent, we can link it with the domination-by-product-measures theorem [22, Theorem 0.0] to establish Bernoulli site percolation on \( \mathbb{Z}^2 \) once we have shown that \( \lim_{n \to \infty} \sup_{x \in Q_n} P(\bar{R}_x^a(o) \text{ is not } n \text{-good}) = 0 \). This is indeed the case, as we can first take \( n \) large enough such that Condition (a) is satisfied with high probability, and later choose \( a(n) \) small enough such that the probability of the joint event is arbitrarily close to one. Now, as we consider Bernoulli site percolation, we can apply a Russo–Seymour–Welsh-type argument as follows. The probability to see a left-right crossing in the lattice of open vertices in a \( m \times 3m \) box converges to one for \( m \uparrow \infty \). Therefore, by surrounding a box of size \( m \) with four of those corridors from each side, we see that with high probability, the \( m \)-box is surrounded, see Fig. 8.

Now, that the \( m \)-box is surrounded, we have a joint bound for \( R_x^a < 2\sqrt{2mn} \) for all \( x \in Q_{mn} \). Putting things together, we first pick \( n \) sufficiently large and \( a \) sufficiently small, such that \( \lim_{m \to \infty} P(\bar{R}_x^a(Q_{mn}) \geq 2\sqrt{2mn}) = 0 \). Then, using a union bound and shift invariance, this implies that also \( \lim_{m \to \infty} P(\bar{R}_x^a(Q_{mn}) \geq mn) = 0 \) as required.
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