Neural stochastic differential equations for particle dispersion in large-eddy simulations of homogeneous isotropic turbulence
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In dilute turbulent particle-laden flows, such as atmospheric dispersion of pollutants or virus particles, the dynamics of tracer-like to low inertial particles are significantly altered by the fluctuating motion of the carrier fluid phase. Neglecting the effects of fluid velocity fluctuations on particle dynamics causes poor prediction of particle transport and dispersion. To account for the effects of fluid phase fluctuating velocity on the particle transport, stochastic differential equations coupled with large-eddy simulation are proposed to model the fluid velocity seen by the particle. The drift and diffusion terms in the stochastic differential equation are modelled using neural networks (‘neural stochastic differential equations’). The neural networks are trained with direct numerical simulations (DNS) of decaying homogeneous isotropic turbulence at low and moderate Reynolds numbers. The predictability of the proposed models are assessed against DNS results through a priori analyses and a posteriori simulations of decaying homogeneous isotropic turbulence at low-to-high Reynolds numbers. Total particle fluctuating kinetic energy is under-predicted by 40% with no model, compared to the DNS data. In contrast, the proposed model predictions match total particle fluctuating kinetic energy to within 5% of the DNS data for low to high-inertia particles. For inertial particles, the model matches the variance of uncorrelated particle velocity to within 10% of DNS results, compared to 60-70% under-prediction with no model. It is concluded that the proposed model is applicable for flow configurations involving tracer and inertial particles, such as transport and dispersion of pollutants or virus particles.
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I. INTRODUCTION

Dilute turbulent particle-laden flows are common in various natural and industrial processes, such as aerosol drug inhalation\textsuperscript{1–3}, pollutant dispersion in urban environments\textsuperscript{4}, and disease spread by cough plume dispersion\textsuperscript{5–7}. Due to low solid volume fraction and high density ratio between particles and carrier fluid (low particle mass loading), particle dynamics are mainly controlled by the carrier fluid. The fluid phase velocity fluctuations significantly alter particle transport and dispersion, and can fundamentally change how particles preferentially form in the carrier phase\textsuperscript{8}. The influence of the carrier fluid on particle dynamics is mainly characterised by the Stokes number, which is the ratio of particle drag timescale to the Kolmogorov timescale (timescale at which viscosity dominates)\textsuperscript{9–11}. Accurately capturing the influence of particle Stokes number on particle motion is a key challenge in dilute turbulent particle-laden flows\textsuperscript{12,13} due to interactions between fluid and particles ranging over several length and timescales\textsuperscript{14}. Understanding of particle transport in turbulent flows is crucial for designing engineering solutions to mitigate pollutant and virus dispersion.

Dilute turbulent particle-laden flows have been studied using computational modelling approaches such as particle-resolved direct numerical simulation (DNS)\textsuperscript{15–17}, where all temporal-spatial structures of flow are resolved without any models\textsuperscript{18}. However, particle-resolved DNS is computationally infeasible for high Reynolds number flows or tracking many particles, meaning coarser modelling approaches are required for engineering applications such as modelling aerosol inhalation. Mehrabadi et al.\textsuperscript{15} found point-particle DNS to agree well with particle-resolved DNS, particularly when mass loading was low and the particles have limited or no influence on the carrier fluid. In the point-particle approach, also called ‘unresolved’ Eulerian-Lagrangian, particles are tracked in a Lagrangian fashion by solving Newton’s equations of motion and an additional model is required for fluid-particle interactions\textsuperscript{18–21}. When modelling flows in complex geometries or at high Reynolds number, it is also infeasible to fully resolve all temporal-spatial structures of carrier fluid motion. Therefore, it is necessary to use the Reynolds-averaged Navier-Stokes or large-eddy simulation (LES) approach\textsuperscript{22,23}. In the Reynolds-averaged Navier-Stokes approach, the fluid fluctuating motion is modelled through additional transport equations for the evolution of variables such as turbulent kinetic energy and dissipation rate ($k$-$\varepsilon$)\textsuperscript{24–26}. In the LES approach, the large scales of turbulence are directly resolved and the scales smaller than the
characteristic mesh size are filtered out (see Germano\textsuperscript{27} for an overview of LES filtering). The effects of unresolved ‘subgrid’ scales are accounted for with a subgrid model\textsuperscript{23,27,28}. Reynolds-averaged Navier-Stokes and LES are both widely used for modelling fluid transport in simulations of particle-laden turbulent flows where the “resolved” fluid flow field is used to calculate the fluid-particle interactions (e.g. drag force). However, in both approaches there is an unresolved fluctuating fluid velocity that can influence the drag force acting on a particle, thereby causing an under-prediction of particle fluctuating kinetic energy for low-moderate inertia particles\textsuperscript{8,29}. As LES provides predictions of fluid phase fluctuations with higher accuracy, in this study we choose to focus on LES modelling of dilute particle-laden flows. However, neglecting the effect of subgrid fluid fluctuations on particle dynamics can cause errors in macroscopic quantities of the particle phase such as total particle fluctuating kinetic energy and preferential concentration\textsuperscript{8,29,30}. Therefore, we require an additional model to account for the effect of subgrid fluid fluctuations on the particle phase.

To account for subgrid fluid fluctuations, a Langevin-type stochastic differential equation has been developed to predict the ‘fluid velocity seen by a particle’ which is used to compute the drag force in dilute particle-laden turbulent flows\textsuperscript{31}. These models solve a stochastic differential equation (SDE) for the fluid velocity ‘seen’ by a particle, where the fluctuating component represents the randomness of the unresolved turbulence\textsuperscript{32,33}. Langevin-type stochastic models have been well developed for large-eddy simulations of single-phase reactive flows\textsuperscript{32,34–38} and Reynolds-averaged Navier-Stokes models of particle-laden turbulent flows\textsuperscript{31,39–45}. Recently, there have been studies on LES stochastic models for dilute particle-laden flows\textsuperscript{8,13,33,46–50}. However, closures in LES-SDE models have not been widely developed\textsuperscript{8,49,50}. Existing LES models are based on the simplified Langevin model for the fluid integral timescale\textsuperscript{13,48–51}, which has been used widely for Reynolds-averaged Navier-Stokes stochastic models of turbulent single-phase flow\textsuperscript{32}. However, Knorps and Pozorski\textsuperscript{50} showed in \textit{a priori} analyses of turbulent channel flow that the integral timescale approaches infinity when the particle approaches the viscous sub-layer in LES-SDE models. As the timescale approaches infinity, particles entering the viscous sub-layer will become trapped as the time taken for a particle to respond to changes in the local flow is infinitely large. As the timescale approaches infinity, particles transitioning from turbulent to laminar flow regions will maintain their initial velocity for an infinite period of time and fail to adapt
to the local fluid velocity. In decaying homogeneous isotropic turbulence, this would mean that the predicted decay of particle fluctuating kinetic energy is not consistent with the fluid as the particle velocity does not continue to decay. Knorps and Pozorski \textsuperscript{50} bypassed this by applying a near-wall damping for the timescale\textsuperscript{52}, which is not applicable in unbounded cases such as homogeneous isotropic turbulence. Therefore, new models that are consistent with the underlying LES fluid solver are needed\textsuperscript{53}, in order to avoid unphysical predictions of kinetic energy in decaying turbulent flows\textsuperscript{54}.

Data-driven methods can be used as an alternative approach to developing closures for unknown terms in LES-SDE models. The merit of data-driven turbulence models has been demonstrated for (single-phase) fluid turbulence\textsuperscript{55–59} and passive scalar dynamics\textsuperscript{60,61}, where the data-driven approaches produced improved results compared to state-of-the-art closure models from theoretical derivation. By using data from highly resolved simulations (such as point-particle DNS)\textsuperscript{56,62–64}, a neural network can learn a model for the evolution of a variable, such as the fluid velocity seen by a particle, in simulations of lower resolution. Recently, stochastic models for particle dynamics have been inferred with neural networks to create ‘neural SDEs’\textsuperscript{64–68}. Neural SDEs have been applied to learn drift and diffusion terms of a SDE model for Brownian motion\textsuperscript{65} and epidemic dynamics\textsuperscript{64} from particle observations at different time instants. Thus, neural SDEs provide a suitable framework to learn unknown physics required for model closures in LES-SDE models of dilute particle-laden flows.

Therefore, in this study we aim to develop data-driven closures for stochastic models of particle dispersion in decaying homogeneous isotropic turbulence. To do this, we first generate a \textit{ground truth} database, which is constructed on DNSs of decaying homogeneous isotropic turbulence. We then use DNS data to train neural networks to learn unknown terms in our stochastic model for the fluid velocity seen by particles. The developed model is assessed through \textit{a priori}, and \textit{a posteriori} analyses of decaying homogeneous isotropic turbulence at various Reynolds numbers, including a higher Reynolds number, which is not included in training. Our computational framework including OpenFOAM-based fluid-particle solvers and python scripts for neural network model training is publicly available online in a GitHub repository (https://github.com/jvwilliams23/turbulent-dispersion-neuralSDE). Data for training is also available online through Kaggle\textsuperscript{69}. 
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II. MATERIALS AND METHODS

A. **Ground truth: Direct numerical simulations of decaying homogeneous isotropic turbulence**

To generate database for the neural SDE model training, we performed DNS in decaying homogeneous isotropic turbulence at $Re_t = 0$ with one-way coupling on an equispaced $N_{cell} = 256^3$ cell grid occupying a cubic domain of size $2\pi m$ in each axis, where $N_{cell}$ is the number of cells. Simulations were performed in OpenFOAM v6.70. The transport equations for the fluid phase are given as

\[
\nabla \cdot \mathbf{u}_f = 0, \\
\frac{\partial \mathbf{u}_f}{\partial t} + \mathbf{u}_f \cdot \nabla \mathbf{u}_f = -\frac{1}{\rho_f} \nabla p + \nabla \cdot \mathbf{\tau}
\]

where $\mathbf{u}_f$ is the fluid velocity, $p$ is the fluid pressure, $\rho_f$ is the fluid density and $\mathbf{\tau}$ is the viscous stress tensor, given by

\[
\mathbf{\tau} = \nu_f \left[ \nabla \mathbf{u}_f + \nabla \mathbf{u}_f^T - \frac{2}{3} (\nabla \cdot \mathbf{u}_f) \mathbf{l} \right],
\]

where $\nu_f$ is the dynamic viscosity, and $\mathbf{l}$ is the identity tensor.

The dispersed phase is tracked in the Lagrangian reference frame by following Newton’s equations of motion. Considering only drag (gas-solid flows where $\rho_p >> \rho_f$), the evolution of a particle’s position, $\mathbf{x}_p$ and velocity $\mathbf{u}_p$ is

\[
d\mathbf{x}_p = \mathbf{u}_p \ dt \\
d\mathbf{u}_p = \frac{\mathbf{u}_{f\@p} - \mathbf{u}_p}{\tau_p} \ dt
\]

where $\mathbf{u}_{f\@p}$ is the fluid velocity at particle position and $\tau_p$ is the time for a particle to respond to changes in the velocity of the carrier fluid (called drag response time), which is defined as

\[
\tau_p = \frac{\rho_p}{\rho_f} \frac{4 d_p}{3 C_D |\mathbf{u}_r|}
\]

where $\rho_p$ is the particle density, $d_p$ is the particle diameter and $\mathbf{u}_r$ is the relative velocity ($\mathbf{u}_{f\@p} - \mathbf{u}_p$). The drag coefficient was given by Schiller and Naumann as $C_D = \frac{24}{Re_p} (1 + 0.15 Re_p^{0.687})$, where $Re_p = |\mathbf{u}_r| d_p / \nu_f$.

The simulation timestep was based on the fluid Courant number, which was set be a maximum of 0.272. Fluid properties at the particle position were taken as the cell value,
as we observed the trilinear interpolation in OpenFOAM to have considerable numerical error (Supplementary material). The number of particles in the domain, \( N_p \), was \( N_p = 10^5 \) and the particles were forced to be stationary in time to remove noise in fluid properties at particle position when the particle drifts into a neighbouring cell. To create the initial flowfield, we created an initial divergence-free velocity field with the OpenFOAM createBoxTurb function. The initial energy spectrum followed the relationship for energy with wavenumber, \( E(\kappa) \), provided by Kang, Chester, and Meneveau\(^{73}\), with 10,000 Fourier modes. We created the spectra using a Python tool for synthetic turbulence generation named TurboGenPY\(^{74}\). The flow statistics at the beginning of the simulation are presented in Table I. The resolution of the simulation can be assessed by multiplying the largest wave number \( \kappa_{\text{max}} \) by the Kolmogorov length-scale, \( \eta_k = \nu^3/\varepsilon^{1/4} \) where \( \varepsilon \) is the resolved scale kinetic energy dissipation rate\(^{75}\). For adequate numerical resolution of the scales of motion in DNS, \( \kappa_{\text{max}} \eta_k > 1 \) is required\(^{75,76}\). In Figure 1(a) we show the kinetic energy against \( \kappa \eta_k \), which shows that \( Re_{\lambda}^{t=0} = 9 \) is well-resolved (\( \kappa_{\text{max}} \eta_k = 1.5 \)) and \( Re_{\lambda}^{t=0} = 33 \) is slightly under-resolved (\( \kappa_{\text{max}} \eta_k = 0.8 \)). The simulation is more under-resolved for \( Re_{\lambda}^{t=0} = 105 \) (\( \kappa_{\text{max}} \eta_k = 0.45 \)), where an estimated number of cells required to satisfy \( \kappa_{\text{max}} \eta_k \) is \( N_{\text{cell}} \approx 600^3 \) (\( \kappa_{\text{max}} = \sqrt{2} N_{ci}/3 \) where \( N_{ci} \) is the number of cells in one axis\(^{75}\)). We therefore did not include \( Re_{\lambda}^{t=0} = 105 \) in training and reserve it for testing our model. In Figure 1(b), we show the kinetic energy spectra for DNS and filtered data (described below). We observe that for all mesh resolutions, the large scale features of the flow are retained, including a peak energy at \( \kappa \approx 5 \).

1. **Filtering procedure for training data**

The database for LES-SDE model training was deduced by filtering the results from DNS simulations. The filtered fluid velocity is defined as\(^{77}\)

\[
\tilde{u}_f = \int_{\mathbb{R}^3} g(r - x) u_f(r, t) dr.
\]  

where \( g(r - x) \) is a weight function which satisfies \( \int_{\mathbb{R}^3} g(r) dr = 1 \). The box filter kernel is given by

\[
g(r - x) = \begin{cases} 
\frac{1}{\Delta f}, & \text{if } |r - x| \leq \frac{\Delta f}{2} \\
0, & \text{otherwise.}
\end{cases}
\]
TABLE I. Summary of flow parameters for decaying homogeneous isotropic turbulence test cases.

| Parameter                                         | Value                          |
|---------------------------------------------------|--------------------------------|
| Microscale Reynolds number, $Re_{\lambda} = 0$ [-] | 9 / 33 / 105                   |
| Large-scale kinetic energy, $k^{t=0}$ [m$^2$/s$^2$] | 0.36 / 4.7 × 10$^{-5}$ / 4.7 × 10$^{-4}$ |
| Large-scale kinetic energy dissipation rate, $\varepsilon^{t=0}$ [m$^2$/s$^3$] | 4.6 / 1.86 × 10$^{-5}$ / 1.86 × 10$^{-5}$ |
| Large-scale turbulent timescale, $\tau_L^{t=0}$ [s] | 0.079 / 25.1 / 25.1            |
| Kolmogorov timescale, $\tau_k^{t=0}$ [s]          | 0.033 / 2.9 / 0.9              |
| Kolmogorov length-scale, $\eta_k^{t=0}$ [m]       | 0.013 / 0.0068 / 0.0038        |
| Dynamic viscosity, $\nu_f$ [Pa · s]                | 0.005 / 1.57 × 10$^{-5}$ / 1.57 × 10$^{-5}$ |
| Particle diameter, $\rho_p$ [kg/m$^3$]            | 1000                           |
| Particle Stokes number, $St^{t=0} = \tau_p/\tau_k^{t=0}$ [-] | 0.1 / 1 / 5                   |

FIG. 1. Initial energy spectra in homogeneous isotropic turbulence. Panel (a) shows the effect of varying $Re_{\lambda}^{t=0}$ on the cutoff wavenumber relative to the Kolmogorov length in our DNS. Panel (b) shows effect of filter width on amount of large scale energy resolved in simulation.

We applied four widths of $\Delta/\Delta_{DNS} = \{3, 5, 7, 9\}$. Training data consisted of using 2000 particles at each timestep from the $Re_{\lambda}^{t=0} = 33$ cases (30 timesteps) and 1000 particles from the $Re_{\lambda}^{t=0} = 9$ case (20 timesteps). This means that the total number of particles
Train on 2000 particle trajectories

Simulation timeline

FIG. 2. Schematic overview of timeline for data extraction from DNS. Particle properties ($u_p$) and fluid properties at the particle position ($u_{f@p}$, $k_{sgs@p}$, $\varepsilon_{sgs@p}$, $\bar{u}_{f@p}$) were written from $t_0$ to $t_N$. At each saved timestep, we record properties at the start and end of timestep ($[t_n, t_n + \Delta t_{DNS}]$, where $n = 1, ..., N$).

included in training is only 1-2% of the total number of particles available from the DNS data. All filter widths were included in training. This gave 320,000 data points for training, of which, 70% was used for training and 30% for testing. For a priori testing, we used data from filtered DNS as model inputs and advanced the transport equation from our neural SDE one timestep ($t_n \rightarrow t_n + \Delta t_{DNS}$) to eliminate error from time integration over a large timestep. To train the neural SDE, as discussed later, we minimise the difference between neural SDE transport equation integrated over $t_n \rightarrow t_{n+1}$ (write-time interval) and the ground truth at $t_{n+1}$ (Figure 2). This is due to the practical limitation, that the change in velocity over the interval $\Delta t_{DNS}$ is small and impractical for training (discussed below).

B. LES modelling and particle dynamics

To assess particle dispersion a posteriori, we performed LES on mesh resolutions $N_{cell} = \{85^3, 51^3, 36^3, 28^3\}$, where the cell size is approximately the same as the filter width in our a priori filtering ($\Delta / \Delta_{DNS} = \{3, 5, 7, 9\}$). The particles are transported following a system of stochastic differential equations (SDEs). To focus on dilute particle-laden flows, we assume that there is no effect of particles on carrier phase dynamics (one-way coupling)$^{14}$. Therefore,
the volume-filtered equations of motion for the carrier phase are described as

\[ \nabla \cdot \tilde{\mathbf{u}}_f = 0, \]  

(9)

\[ \frac{\partial \tilde{\mathbf{u}}_f}{\partial t} + \tilde{\mathbf{u}}_f \cdot \nabla \tilde{\mathbf{u}}_f = -\frac{1}{\rho_f} \nabla \tilde{p} + \nabla \cdot (\tilde{\mathbf{\tau}} - \mathbf{\tau}_{sgs}), \]  

(10)

where bold lower-case symbols represent a vector, bold upper-case symbols represent a second-order tensor (unless stated otherwise). \((\tilde{\cdot})\) represents a volume-filtered field, \(\tilde{\mathbf{u}}_f\) is the filtered fluid velocity, \(\tilde{p}\) is the filtered fluid pressure, \(\tilde{\mathbf{\tau}}\) is the filtered viscous stress tensor, and \(\mathbf{\tau}_{sgs}\) is the subgrid viscous stress from filtering. The volume-filtering is achieved by applying the top-hat filter following (8), where \(\Delta = \sqrt[3]{V_c}\) where \(V_c\) is the volume of a computational cell\(^78,79\). We modelled \(\mathbf{\tau}_{sgs}\) by an eddy-viscosity concept\(^22\) as:

\[ \mathbf{\tau}_{sgs} = \frac{2}{3} k_{sgs} \mathbf{l} - 2 \nu_{sgs} \tilde{\mathbf{S}}, \]  

(11)

where \(\nu_{sgs}\) is the subgrid viscosity, \(\tilde{\mathbf{S}} = (\nabla \tilde{\mathbf{u}}_f + (\nabla \tilde{\mathbf{u}}_f^T))/2\) is the filtered, or ‘resolved’, strain rate tensor, and \(k_{sgs}\) is the subgrid kinetic energy. The subgrid viscosity and kinetic energy are computed using the WALE model proposed by Nicoud and Ducros\(^80\). This model is based on the filter width and invariants of the velocity gradient tensor, giving \(k_{sgs}\) as

\[ k_{sgs} = \left( \frac{C_w ^2 \Delta}{C_k} \right) ^2 \frac{\left( \left| \tilde{\mathbf{S}}^d \cdot \tilde{\mathbf{S}}^d \right| \right)^3}{\left( \left| \tilde{\mathbf{S}} \cdot \tilde{\mathbf{S}} \right| \right)^{5/2} + \left( \left| \tilde{\mathbf{S}}^d \cdot \tilde{\mathbf{S}}^d \right| \right)^{5/4}}^2, \]  

(12)

where \(\tilde{\mathbf{S}} = (\nabla \tilde{\mathbf{u}}_f^2 + [(\nabla \tilde{\mathbf{u}}_f^2)^T])/2\), \((\cdot)^d\) is the deviatoric part of a tensor, \(| \cdot |\) is the magnitude which for a second-order tensor, \(\mathbf{T}\), we find by \(|\mathbf{T}| = \sqrt{\mathbf{T} : \mathbf{T}}\), wherein : denotes the double scalar product. Modelling constants are \(C_w = 0.325\) and \(C_k = 0.094\)^\(^80\). The subgrid kinetic energy dissipation rate, \(\varepsilon_{sgs}\), was computed by

\[ \varepsilon_{sgs} = C_\varepsilon \frac{k_{sgs}^{3/2}}{\Delta}, \]  

(13)

where \(C_\varepsilon = 1\) is a model parameter\(^81\).

The transport equation for particle velocity remains as Equation (5), where \(\mathbf{u}_{f_{\partial p}}\) is replaced by \(\mathbf{u}_s\), which is the fluid velocity seen by a particle. For LES without our dispersion model, \(\mathbf{u}_s = \tilde{\mathbf{u}}_{f_{\partial p}}\), where \(\tilde{\mathbf{u}}_{f_{\partial p}}\) is the filtered fluid velocity at the particle position.
C. SDE for the fluid velocity seen by a particle

The fluid velocity seen by a particle, \( u_s \), is typically obtained by interpolating the ‘resolved’ fluid phase velocity (from either LES or Reynolds-averaged Navier-Stokes modelling) to the particle position\(^2^,\!^3,\!^30,\!^82,\!^83 \). However, this provides erroneous particle trajectories, particularly for low inertia particles whose dynamics are mainly controlled by turbulent fluctuations\(^8,\!^{13},\!^30,\!^49 \). These fluctuations can be accounted for with a stochastic model with LES modelling given as\(^49 \)

\[
du_s = -\frac{1}{\rho_f} (\nabla \tilde{p})_{\tilde{g}p} \, dt + \nu_f (\nabla \cdot \tilde{u}_f)_{\tilde{g}p} \, dt + (\tilde{u}_{p\tilde{g}p} - \tilde{u}_{f\tilde{g}p}) \cdot (\nabla \tilde{u}_f)_{\tilde{g}p} \, dt \\
- G \cdot (u_{s} - \tilde{u}_{f\tilde{g}p}) \, dt + B \cdot d\mathbf{w} 
\]

(14)

where \( \tilde{u}_{p\tilde{g}p} \) is the Eulerian particle velocity at the particle position obtained from ensemble averaging over all particles in a cell using the same filter kernel for LES filtering as shown in Equation (8). \( d\mathbf{w} \) is a vector of independent random variables sampled from a Gaussian distribution \( (N(0, dt)) \) named a Wiener process\(^84,\!^85 \). This stochastic process represents the disordered nature of the unresolved scales which occur at a timescale much smaller than the observed time interval, \( dt \).\(^41 \). \( G \) and \( B \) are drift and diffusion tensor coefficients, respectively. As the flow configuration is homogeneous isotropic turbulence, the mean velocity is zero in all directions, and the drift and diffusion parameters are isotropic\(^22 \). Therefore, the model parameters can be treated as \( G = GI \) and \( B = BI \). The drift coefficient is related to the fluid timescale, \( T \) by \( T = 1/G \) as described by Pope\(^22 \). In this study, we determine the unclosed terms \( G \) and \( B \) with a neural network for each term, \( G = G^{NN} \) and \( B = B^{NN} \).

1. Neural network model

To construct a data-driven model, we first identify the flow features that should be used as model inputs. Haworth and Pope\(^32 \) stated that the model terms \( G \) and \( B \) depend on the turbulent kinetic energy, \( k_{sgs} \), the turbulent dissipation rate, \( \varepsilon_{sgs} \), and velocity gradients which we exclude here as the flow is homogeneous with no spatial gradients. Additionally, in the LES approach there is a dependence on the filter width, \( \Delta \) (where \( \Delta = \sqrt[3]{V_c} \), \( V_c \) is the volume of a computational cell). Therefore, our model inputs are the subgrid time scale \( \tau_{s}^{*} = \tau_{s}/\tau_{k} = k_{sgs}/(\varepsilon_{sgs} \tau_{k}) \), and subgrid length scale \( \Delta^{*} = \Delta/\eta_{sgs} \). We have
normalised our model inputs using the Kolmogorov length scale \( \eta_{sgs} \) (\( \eta_{sgs} = \sqrt{\frac{\nu^3}{\varepsilon_{sgs}@p}} \)), where \( \nu_f \) is the kinematic viscosity and time scale, \( \tau_k = \sqrt{\frac{\nu_f}{\varepsilon_{sgs}@p}} \). The Kolmogorov velocity scale is \( u_k = \frac{\eta_{sgs}}{\tau_k} \).

The model can be discretised in time using the numerical scheme presented by Minier, Peirano, and Chibbaro. This scheme is an adaptation of the explicit Euler-Maruyama scheme for SDEs which uses an exponential for the ratio between the timestep and fluid or particle timescale (such as \( \exp(-\Delta t/\tau_p) \)), which makes the scheme stable for any combination of \( \Delta t/\tau_p \) or \( \Delta /T \). The scheme is given as follows:

\[
\begin{align*}
\mathbf{u}^{n+1}_{s(i)} &= \mathbf{u}^n_{s(i)} \exp(-\Delta t/T^n) + \mathbf{c}^n_{(i)} T^n \left[ 1 - \exp(-\Delta t/T^n) \right] + \gamma^n_{(i)}, \\
c^n_{(i)} T^n &= \left[ -\nabla \tilde{p} + \nu_f \nabla \cdot \tilde{\mathbf{u}}_{f@p(i)} + \left( \mathbf{u}_{p(i)} - \tilde{\mathbf{u}}_{f@p(i)} \right) \cdot \nabla \tilde{\mathbf{u}}_{f@p(i)} \right] T^n + \tilde{\mathbf{u}}_{f@p(i)}, \\
\gamma^n_{(i)} &= \sqrt{0.5 (B^{NN})^2 T^n \left[ 1 - \exp(-2\Delta t/T^n) \right]} \xi_{(i)},
\end{align*}
\]

where the notation \( (\cdot)^n \) represents the \( n \)th component of a vector, and the notation \( (\cdot)^n \) represents the \( n \)th timestep. \( \xi_{(i)} \) is a random value sampled from a distribution \( \mathcal{N}(0,1) \).

Our target is to learn the closures for \( G^{NN} \) and \( B^{NN} \) such that the \( \mathbf{u}_s \) predicted by our integration of Equation (15) is the same as \( \mathbf{u}_s \) obtained from DNS simulations (Figure 3). Therefore, we learn the increment of \( d\mathbf{u}_s \) between one timestep where simulation data has been saved, \( t = n \), and the next timestep where simulation data was saved \( t = n + 1 \). For DNS, it is infeasible to save all timesteps due to storage limitations. Therefore, simulation data was saved at intervals of 40 DNS timesteps as shown in the timeline in Figure 2. We found it to be more effective to learn using the change in \( \mathbf{u}_s \) over this large interval rather than a single timestep as the change in \( \mathbf{u}_s \) over a single DNS timestep was very small.

When training a neural network, this can cause a so-called vanishing gradients issue where the training does not converge, or converges to an incorrect solution. Therefore, we minimise the following loss function based on the evolution of the SDE (15) from timestep
\[ t = n \text{ to } t = n + 1: \]

\[
\mathcal{L} = \frac{1}{N_s} \sum_{i=1}^{N_s} \left( (u_{n+1,NN}^{s,(i)} - u_{n+1,\text{data}}^{s,(i)})^2 
+ \log \left( \frac{[u_{t=n+1,\text{data}}^{s,(i)} - (u_{n,\text{data}}^{s,(i)} \exp(-\Delta t/T^n) + c_n^{s,(i)} T^n [1 - \exp(-\Delta t/T^n)])]^2}{0.5 (B^{NN})^2 T^n [1 - \exp(-2\Delta t/T^n)]} \right) \right),
\]

(18)

where \( N_s \) is the number of samples used for training (one particle-timestep pair is one sample). The first term in the loss function compares the mean-squared error in the output of the NN with the data, which requires a sufficiently large batch size and number of samples to minimise the statistical error in the random term, \( \gamma \) (17). Therefore, to minimise statistical error we took the average of the first term in (18) over 50 independent realisations (50 separate values of \( \xi \)). The second term in (18) calculates the distance from \( u_{t=n+1,\text{data}}^{s,(i)} \) and the SDE distribution

\[
\mathcal{N}(u_{n,\text{data}}^{s,(i)} \exp(-\Delta t/T^n) + c_n^{s,(i)} T^n [1 - \exp(-\Delta t/T^n)]), 0.5 (B^{NN})^2 T^n [1 - \exp(-2\Delta t/T^n))].
\]

(19)

We take the logarithm of this to prevent huge fluctuations in the loss as the diffusion term approaches zero (exploding gradients issue\(^8^9\)).

Results created from deep learning architectures such as neural networks are sensitive to parameters such as the number of layers, number of nodes per layer, the activation functions and the initial condition of the weights and biases. We determined these so-called hyperparameters through manually tuning. From this, we found a suitable architecture to be four layers with 120 nodes per layer. The hidden layer biases were initialised to be zero, and weights were initialised as \( \mathcal{N}(0, w_h^2) \) where \( w_h = \sqrt{2/n_{\text{node},j}} \) and \( n_{\text{node},j} \) is the number of nodes in the input weight tensor for layer \( j \).\(^9^0\) The drift term neural network used ReLu activation function for hidden layers, where the output of each node in the hidden layer, \( y \), is \( y = \max(0, wx + b) \) (for a simple 1 node layer, where \( w \) is the node weight, \( x \) is the node input, and \( b \) is the node bias). The diffusion term neural network used hyperbolic tangent activation function for the hidden layers. The output layer weights for \( G^{NN} \) were initialised as \( \mathcal{U}(-w_h, w_h) \). The output layer weights for \( B^{NN} \) were initialised as \( \mathcal{U}(-w_h, w_h) \). The output layer biases were fixed at zero in all networks trained. The output layers used a softplus activation function to ensure that \( G^{NN} \) and \( B^{NN} \) were positive-definite. The network was trained stochastic gradient-descent with a learning rate of \( 10^{-4} \).
FIG. 3. Schematic overview of neural SDE training and architecture. Simulation is trained on interval $t = n$ to $t = n + 1$. Network inputs are given as green nodes, and outputs are blue nodes. The output parameters, $G^{NN}$ and $B^{NN}$ are then used to compute $\mathbf{u}_s^{NN}$ using filtered DNS data. Loss $\mathcal{L}$, Equation (18), is computed by comparing $\mathbf{u}_s^{NN}$ to DNS data $\mathbf{u}_s^{data} = \mathbf{u}_f$.

We implemented our neural network modelling framework using Keras and Tensorflow 2.4. Our code was based on the code provided on GitHub by Dietrich et al.

Finally, as training a neural network is sensitive to local minima, some steps must be taken to optimise this process. The first step being to normalise our NN inputs to below one to minimise any large ‘exploding’ gradients. Therefore, we scale the normalised timescale as $\tau_{sgs}/C_\tau$ and the length-scale as $\Delta^*/C_\Delta$, where $C_\Delta$ and $C_\tau$ were chosen such that the maximum value of the normalised length-scale and timescale in the training set was 1. Additionally, optimisation algorithms such as stochastic gradient descent converge best if the initial output is near the expected, correct value. This cannot be achieved by applying
a constant scaling value, as when the flow becomes laminar, the drift term $G^{NN}$ should approach infinity ($T^{NN} \to 0$) and $B^{NN}$ should approach zero. Through trial and error, we found the following NN scalings to produce a close initial output which converged to a correct solution:

$$G^{NN} = \sqrt{\nu} \left[ f^{NN} \left( \frac{\tau_{s\Delta}}{C\Delta}, \frac{\Delta^*}{C\Delta} \right) \right]^{-1} \frac{C_G C_{\tau}}{\tau_{s\Delta}^*},$$

(20)

$$B^{NN} = \nu f^{NN} \left( \frac{\tau_{s\Delta}}{C\Delta}, \frac{\Delta^*}{C\Delta} \right) \frac{C_B \Delta^*}{C\Delta},$$

(21)

where $f^{NN}(\cdot)$ is a non-linear function output from a neural network, that depends on the parameters enclosed in brackets. $C_G$ and $C_B$ were chosen empirically as 5 and 1000. These constants and scaling were chosen to provide a NN that produced a kinetic energy decay close to the target value (DNS data) at initialisation (epoch 0). Scaling $G^{NN}$ with $1/\tau_{s\Delta}^*$ ensured that the integral scale $T^{NN} = 1/G^{NN} \to 0$ when the flow becomes laminar.

### III. RESULTS

#### A. A priori analyses

First we assessed the model by a priori analysis at varying filter width in the $Re_{\lambda}^{t=0} = 33$ case. We quantified model performance by comparing the fluctuating kinetic energy ($k = tr[(u - \langle u \rangle) \otimes (u - \langle u \rangle)]$ where $\langle u \rangle$ is the domain-averaged velocity, which is equal to zero) for tracer particles ($u_{s} = u_p$) (Figure 4). This is compared to the fluctuating kinetic energy based on the DNS tracer particle velocity, $u_{f\theta_p}$, and based on the filtered DNS tracer particle velocity, $\tilde{u}_{f\theta_p}$. Our neural SDE recovered the DNS kinetic energy at all filter widths shown. For larger filter widths, the effect of unresolved fluctuations on the kinetic energy became more apparent. In the largest filter width, the relative error in $k$ compared to the DNS data at the first time step was 0.5% for $u_{s}^{NN}$ and 41.3% for $\tilde{u}_f$ (without the model). For the smallest filter width, the relative error in $k$ in the first time step was 0.3% for our neural SDE. The relative error in the filtered DNS data compared to the DNS data was 8% in the first time-step. These results show that the dispersion model recovers filtered out scales in simulations with a range of filter widths.

To assess generalisation to varying homogeneous isotropic turbulence flow configurations, we performed a priori tests at varying $Re_{\lambda}^{t=0}$ (Figures 4 and 5). For all three $Re_{\lambda}^{t=0}$ tested,
our developed neural SDE gave good agreement with the DNS data. The maximum error was \(< 1\%\) for \(Re^t=9\) (Figure 4c), 7\% for \(Re^t=33\) (Figure 5a), 4\% for \(Re^t=105\) (Figure 5b). In contrast, the maximum error in the filtered dataset with no model was
FIG. 5. Decay of tracer particle fluctuating kinetic energy in a priori tests of homogeneous isotropic turbulence at (a) \( Re_\lambda^t=0 = 9 \) and (b) \( Re_\lambda^t=0 = 105 \) for a filter size, \( \Delta = 7\Delta_{DNS} \). Flow configuration of homogeneous isotropic turbulence is given in Table I.

31% for \( Re_\lambda^t=0 = 9 \) and 47% for \( Re_\lambda^t=0 = 33 \) and \( Re_\lambda^t=0 = 105 \). This a priori analysis showed a significant improvement in the accuracy of fluctuating kinetic energy from using the proposed neural SDE dispersion model. Furthermore, the model is also consistent with the decay from turbulent to laminar flow suggesting that the neural SDE integral timescale is consistent with the underlying fluid solver\(^{53,54}\).

Particle fluctuating kinetic energy decay was assessed through a priori analyses at varying Stokes number, \( St^t=0 = \tau_p/\tau_k^t=0 \) (Figure 6). For low inertia particles (\( St^t=0 = 0.1 \), Figure 6a), the NN model predicted particle fluctuating kinetic energy to within 5% error throughout the simulation and the filtered DNS data under-predicts particle fluctuating kinetic energy by a maximum of 19%. For high inertia particles (\( St^t=0 = 5 \), Figure 6b), the results from both filtered tests (with and without our model) match the DNS data within 1%. This agrees with literature as larger particles with large drag response times are less sensitive to fast fluctuations in the carrier fluid, meaning that turbulent dispersion is not influential\(^{14}\).

From the presented a priori analyses, we observe that our model is independent of filter width. In contrast, the filtered kinetic energy with no model showed high mesh dependence.
FIG. 6. Decay of inertial particle fluctuating kinetic energy in a priori tests of homogeneous isotropic turbulence at (a) $St^{t=0} = 0.1$ (low inertia), (b) $St^{t=0} = 5$ (high inertia). Results show $Re_{\lambda}^{t=0} = 33$ at filter size $\Delta = 7\Delta_{DNS}$. For $St^{t=0} = 5$, all markers are overlapping.

Additionally, we have shown that our model works for a range of $Re_{\lambda}^{t=0}$, including high $Re_{\lambda}^{t=0} = 105$ which is also not included in the training data. Finally, we see the effect of the model on inertial particles, which showed that low inertia particles are influenced by the dispersion model. The influence of filtering was found to be negligible for high inertia particles, which agrees with literature$^8$.

**B. A posteriori analyses**

To assess particle dispersion a posteriori, we performed simulations of tracer dispersion to assess the performance of the neural SDE in the presence of additional errors such as subgrid modelling and numerical discretisation. This will alter the evolution of fluid properties used as network inputs and is therefore a necessary test to ensure robustness$^9$. The domain had the same dimensions and initial parameters described in Section II A. Similar to the a priori tests, the a posteriori simulations show good agreement with the DNS data for the LES with NN for all mesh resolutions, $N_{cell} = \{85^3, 51^3, 36^3, 28^3\}$ (Figure 7). The LES without the model cases also agree well with the DNS data for high mesh resolution, $N_{cell} = 85^3$
(Figure 7a). However, LES on the coarser grids show an under-prediction in $k$ (Figure 7b-d). For $9\Delta_{DNS}$ (Figure 7d), our NN under-predicted $k$ by 14% at the start of the simulation ($t/\tau_L^t = 0.1$) compared to 40% under-prediction for LES alone without the model.

We have assessed whether the $u_s$ model is mesh independent in a posteriori analyses (see Figure 7). We performed simulations on a coarse mesh at larger $Re^t_{\lambda} = 0$ (Figure 8). For all $Re^t_{\lambda} = 0$, the LES data under-estimates the $k$ predicted by DNS by around 40%. For $Re^t_{\lambda} = 9$ and 105, the LES with no model underestimates the DNS kinetic energy by 20% at $t/\tau_L^t = 1$, whereas our dispersion model over-estimated the kinetic energy by 5% (Figure 8).

For our a posteriori analysis of inertial particle dispersion, we decompose the particle velocity in two parts. One is a component that is spatially correlated (the mean Eulerian particle velocity field), and the other component is uncorrelated and quasi-random in nature, caused by crossing-trajectories. The uncorrelated component is amplified as inertia increases and the heavy particles’ trajectories will cross with the mean flow. The correlated component is dominant for low inertia particles. Moreau, Simonin, and Bédat applied this velocity partitioning analysis to decaying homogeneous isotropic turbulence, with a single-flow realisation and a large number of particles ($N_p = 8 \times 10^7$, $N_{ppc} \approx 300$, and $N_{cell} = 64^3$). For our a posteriori analyses of inertial particle dispersion, we used $N_p = 10^7$ ($N_{ppc} > 200$ when $N_{cell} = 36^3$, where $N_{ppc}$ is the number of particles per cell) to minimise statistical error in calculation of second-order velocity moments.

By following these studies, we calculated the correlated velocity in each computational cell as

$$\tilde{u}_p = \frac{1}{N_{ppc}} \sum_i^{N_{ppc}} \sum_i^N g(x^{(i)} - r)$$

and the uncorrelated velocity of a particle, $i$, was found by

$$\delta u_p^{(i)} = u_p^{(i)} - \tilde{u}_p^{(i)}.$$

With these definitions of velocity partitions, we can calculate the corresponding kinetic energy partitions. The domain-averaged particle total kinetic energy, $k_p$, can be found as

$$k_p = \frac{1}{N_p} \sum_i^{N_p} tr(u_p^{(i)} \otimes u_p^{(i)}).$$
FIG. 7. Decay of tracer particle fluctuating kinetic energy in \textit{a posteriori} tests of homogeneous isotropic turbulence at $Re_\lambda^{t=0} = 33$ for various mesh resolutions, $\Delta$, (a) $3\Delta_{DNS}$, (b) $5\Delta_{DNS}$, (c) $7\Delta_{DNS}$, (d) $9\Delta_{DNS}$. Flow configuration of homogeneous isotropic turbulence is given in Table I.
FIG. 8. Decay of tracer particle fluctuating kinetic energy in a posteriori tests of homogeneous isotropic turbulence at (a) $Re_{\lambda}^t=0 = 9$ and (b) $Re_{\lambda}^t=0 = 105$. LES simulations performed with mesh resolution $\Delta = 7\Delta_{DNS}$. Flow configuration of homogeneous isotropic turbulence is given in Table I.

The domain-averaged correlated and uncorrelated components of particle fluctuating kinetic energy are found as

$$
\tilde{k}_p = \frac{\sum_{i}^{N_{cell}} tr(\tilde{u}_p^{(i)} \otimes \tilde{u}_p^{(i)}) \tilde{n}_p^{(i)}}{\sum_{i}^{N_{cell}} \tilde{n}_p^{(i)}},
$$

(25)

$$
\delta k_p = \frac{1}{N_p} \sum_{i}^{N_p} tr(\delta u_p^{(i)} \otimes \delta u_p^{(i)}),
$$

(26)

where $\tilde{n}_p$ is the local particle number density.

The correlated and uncorrelated velocity components are sensitive to the size of the filter, $r$, used for computing $\tilde{u}_p$ in Equation (22)$^{96,97}$. When calculating the velocity partitioning, we use the adaptive filter proposed by Capecelatro, Desjardins, and Fox$^{96}$ to compute $\tilde{u}_p$, which is given as

$$
r(\alpha_p) = \sqrt[3]{\frac{N_{ppc} d_p^3}{\alpha_p}},
$$

(27)

where $\alpha_p$ is the local solid volume fraction and $N_{ppc}$ is the number of particles locally available for sampling. As an initial guess of filter width is required to calculate $\alpha_p$, we set the initial
As the same size as the cell size of the LES mesh and perform six iterations to converge to a steady value of \( r \). The same initial conditions for calculating \( r \) were used for analysing both the LES and DNS datasets.

In Figure 9, we assess the total, correlated, and uncorrelated components of particle fluctuating kinetic energy from our dispersion model. For all \( St^{t=0} \) number, the model with initial condition generator recovers the total particle fluctuating kinetic energy. We see that the model increases the uncorrelated (random) component, which is consistent as the stochastic term in our model follows a Gaussian distribution with zero mean. For all \( St^{t=0} \) numbers, we can see that \( \tilde{k}_p \) is approximately same for DNS and both LES. As particle inertia increases, the particle motion becomes increasingly uncorrelated with the mean fluid motion as shown by a larger \( \delta k_p \) which agrees with previous studies\(^{12,95}\).

In Figure 10, we assess the particle fluctuating kinetic energy decay at a low and high \( Re^{t=0} \). Similar to as shown for tracer particles (Figure 8), our model has slightly underfit to the low \( Re^{t=0} \) case. For \( Re^{t=0} = 105 \) (not in training data), we achieve good agreement with the DNS predictions, particularly for \( k_p \) and \( \delta k_p \).

Time evolution of particle fluctuating kinetic energies in Figures 9 and 10 show good agreement between DNS and the dispersion model for predicted domain-averaged kinetic energy components. To gain a deeper insight into the velocity distribution, we evaluated the instantaneous PDF of correlated and uncorrelated particle velocity (Figure 11). For \( St^{t=0} = 1 \), the variance predicted by the neural SDE agrees well with the DNS data (within 3% error), compared to the LES with no model, where the variance predicted is 70% lower than the DNS (Figure 11a). In contrast, the excess kurtosis (fourth central moment) for LES with our model was 6.4 compared to the DNS value of 0.6. The excess kurtosis for LES with no model was 6.7, which is a factor of 12 larger than the DNS. For \( St^{t=0} = 5 \) (Figure 11b), the variance predicted by the LES with our model is 6% lower than the DNS data, compared to LES with no model under-predicted the DNS variance by 60%. The excess kurtosis of \( St^{t=0} = 5 \) particles for LES with no model is significantly lower than \( St^{t=0} = 1 \) (3.1 compared to 6.7). The \( \delta u_p \) distributions qualitatively agree with results of Moreau, Simonin, and Bédat\(^{12}\), as the uncorrelated velocity for high inertia particles approaches a Gaussian distribution.

The instantaneous correlated particle velocity PDFs of both LES datasets agree well with the DNS for both \( St^{t=0} \) (Figure 11c,d). Only minor differences were observed, including that
FIG. 9. Time evolution of particle fluctuating kinetic energy components in a posteriori tests of homogeneous isotropic turbulence, with varying $St^{t=0}$ number and filter size $\Delta = 7\Delta_{DNS}$ at $Re_{\lambda}^{t=0} = 33$. Rows are $St^{t=0} = 0.1, St^{t=0} = 1, St^{t=0} = 5$ (top-to-bottom).
FIG. 10. Time evolution of particle fluctuating kinetic energy components in \textit{a posteriori} tests of homogeneous isotropic turbulence, with varying $Re^\lambda_{t=0}$ at $St^t_{t=0} = 1$. Filter size for LES was $\Delta = 7\Delta_{DNS}$. Rows are (top) $Re^\lambda_{t=0} = 9$, (bottom) $Re^\lambda_{t=0} = 105$.

The variance of the PDF predicted by LES with our model under-predicted the DNS data by 9% for $St^t_{t=0} = 1$ and 6% for $St^t_{t=0} = 5$. The PDF variance predicted by LES with no model is within 3% for both $St^t_{t=0}$. The excess kurtosis is less than 0.5 in all cases, showing the distribution is very close to Gaussian. Similar to Figures 9 and 10, these results confirm that LES filtering affects only the uncorrelated component of particle velocity. However, by examining the PDF (Figure 11) our results show that a stochastic model can recover the same variance as DNS simulations, but not higher-order moments such as kurtosis.

We have analysed the instantaneous PDF of particle velocity components for $Re^\lambda_{t=0} = 105$
FIG. 11. Probability density function of instantaneous uncorrelated (top) and correlated (bottom) particle velocity at $t/\tau^L_{t=0} = 1$. Panels show (a,c) $St^{t=0} = 1$ and (b,d) $St^{t=0} = 5$. Velocities are normalised by the standard deviation of the DNS uncorrelated velocity. Simulations are performed at $Re^L_{\lambda} = 33$ with $N_{cell} = 36^3$ ($7\Delta_{DNS}$).
FIG. 12. Probability density function of instantaneous correlated (left) and uncorrelated (right) particle velocity at $Re^\lambda = 105$ with $St^\lambda = 1$. Velocities are normalised by the standard deviation of the DNS velocity component. Simulations were performed with $N_{cell} = 36^3 (7\Delta_{DNS})$. Distribution shown from time instant $t/\tau^L = 1$.

(Figure 12), to understand the behaviour of the particle fluctuating kinetic energy (Figure 10 lower). The variance of the correlated velocity PDF predicted by LES with our model under predicts the DNS variance by 25%, compared to 1% over-prediction by LES with no model (Figure 12a). The uncorrelated velocity variance is under-predicted by 60% by LES with no model, and over-predicted by 60% for LES with our model (Figure 12b). The excess kurtosis predicted by LES with no model was 8.6 times larger than the DNS predictions. The excess kurtosis predicted by our model was 3.4 times larger than the DNS predictions. These results show that although the domain-averaged particle fluctuating kinetic energy components are well-predicted by our model on out-of-distribution data (Figure 10 lower), the moments of the uncorrelated velocity distribution show larger differences compared to the DNS data.
IV. DISCUSSION AND CONCLUSIONS

In this study, we aimed to develop a new approach for modelling turbulent dispersion in large-eddy simulation of dilute turbulent particle-laden flows. Our developed model is based on the classic Langevin-type equation for dispersion\textsuperscript{33,49,53}, where each unclosed term is inferred with a neural network (called a ‘neural SDE’). To create training data for the neural SDE, we performed DNS of decaying homogeneous isotropic turbulence. The DNS fluid velocity field was filtered in post-processing and this filtered data was used to extract subgrid turbulent properties ($k_{sgs}$ and $\varepsilon_{sgs}$), which were used for training and \textit{a priori} analysis. The trained network was then used for \textit{a posteriori} simulation in homogeneous isotropic turbulence to assess kinetic energy decay of tracer and inertial particles, which showed significant improvement over LES modelling with no dispersion model. The proposed neural SDE has been shown to provide improved predictions of particle velocity distributions and fluctuating kinetic energy decay in unbounded flows.

The proposed approach can be easily extended to include varying physics, such as shearing flow in the boundary layer of wall-bounded flows\textsuperscript{55}. Furthermore, LES-SDE models for dispersion in moderate-dense flows may be derived by using two-way coupled simulations of particle transport for training data. Stochastic models with theoretically-derived closures have been developed for two-way and four-way coupled simulations with Reynolds-averaged Navier-Stokes fluid modelling\textsuperscript{39,40}, but no such model exists for LES treatment of the fluid phase.

Limitations of this study include the limited database used for training. We have trained the model on homogeneous isotropic turbulence at two Reynolds numbers, which obtained good agreement with DNS data in \textit{a priori} and \textit{a posteriori} analysis. Our model also showed good agreement with DNS data on a high Reynolds number case which was not included in training, showing that the model can generalise to unseen problems (Figure 10). To extend the model to more complex flow configurations, such as wall-bounded turbulence, one can train using filtered DNS data from particle-laden turbulent channel flow. Additionally, the current model could be adapted to include anisotropic velocity gradients that are essential in capturing near-wall flow physics\textsuperscript{55}. The networks trained in this study can be used as a baseline, and additional networks may be added to each term, $G^{NN}$ and $B^{NN}$, to represent additional physics while satisfying the fundamental criterion that the model produces a cor-
rect decay of inertial and tracer particle fluctuating kinetic energy in homogeneous isotropic turbulence\textsuperscript{54}.

A numerical limitation of this study is the use of cell-value interpolation (Supplementary material). We have found that the trilinear interpolation scheme in OpenFOAM 6.0 does not conserve particle momentum and produces nonphysical results. We are aware that using cell values without interpolation to the particle position is generally less accurate than high-order Lagrange polynomials, cubic spline or Hermite interpolation\textsuperscript{98–101}. However, OpenFOAM is a viable framework for Eulerian-Lagrangian modelling of gas-solid flows because of its open-source aspects with applicability for wide range of applications in complex geometries. Accurate and robust interpolation schemes in OpenFOAM would be a complementary development for improved prediction of particle velocity in turbulent particle-laden flows.

The proposed model has been shown to improve predictions of particle fluctuating kinetic energy and particle velocity distributions at varying $Re_t=0$ and $St_t=0$ numbers in decaying homogeneous isotropic turbulence, compared to using no dispersion model. Applications of the model include modelling cough plume dispersion with LES for understanding disease spread\textsuperscript{6,7} or pollutant dispersion in atmospheric flows. Future efforts should extend the existing neural SDE to account for the influence of velocity gradients and validate this against DNS of turbulent channel flow\textsuperscript{102,103}. This will allow the neural SDE to be used for modelling particle dispersion in wall-bounded flows such as drug transport in lung airways.

SUPPLEMENTARY MATERIAL

See supplementary material for comparison of errors in OpenFOAM interpolation schemes.
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1 Interpolation error analysis

To determine the optimal scheme for interpolation of Eulerian properties to the particle position, we performed simulations of one particle flowing through a domain where the fluid velocity can be described analytically. proposed a case where the fluid velocity followed:

\[
\begin{align*}
  u_{fx} &= u_0, \\
  u_{fy} &= 0, \\
  u_{fz} &= u_0 \sin(B\pi x_x).
\end{align*}
\]

where \(u_{fx}\) is the x component of fluid velocity, \(x_x\) is the x coordinate of particle position, the parameters describing the flow are \(u_0 = 0.025\) m/s and \(B = 4\). The particle position at time, \(t\), can be obtained analytically by

\[
\begin{align*}
  x_x(t) &= x_x^0 + u_0 t, \\
  x_y(t) &= 0, \\
  x_z(t) &= x_z^0 + \frac{1}{B\pi} [\cos(B\pi x_x^0) - \cos(B\pi x_x^0 + \pi u_0 t)].
\end{align*}
\]

We evaluated the absolute relative error of particle position in the z-direction \(x_z\) obtained from interpolating the fluid velocity and integrating the equation, compared to the analytical solution. We tested interpolating the fluid velocity using trilinear interpolation (‘cellPoint’) and using the cell value (‘cell’). The computational domain was a cuboid extending from \(x = (-2, -1, -1)\) m to \(x = (2, 1, 1)\) m. The domain was discretised into \(16^3\), \(32^3\), \(64^3\), and \(128^3\) cells.

By examining particle trajectories, we observed that cellPoint interpolation scheme produces zero motion in the transverse direction on a coarse mesh and gave a maximum relative error of 165% (Figure 1b). In contrast, when using the cell value for calculating particle motion (Figure 1b), the particle shows qualitatively correct behaviour, with some over-prediction due to the coarse mesh (maximum error 43%). When \(N_{cell} = 64^3\), both interpolation schemes show an improved agreement with the analytical solution (Figure 1c,d). However, the maximum error was 25% for cellPoint and 6.4% for cell interpolation. The poor performance of cellPoint interpolation is surprising, as previous studies have shown that using linear interpolation of fluid properties produces lower error than using the cell value (??). However, some studies have discussed the limitations of trilinear interpolation compared to more advanced methods such as high-order Lagrange polynomials, cubic spline or Hermite interpolation (??). Due to the lower error of cell interpolation and an apparent implementation issue in cellPoint interpolation, we chose to use cell interpolation in this study.
Figure 1: Evolution particle position in $x$ and $z$ directions for varying interpolation scheme and mesh resolution. Columns show (a,c) cell interpolation, and (b,d) cellPoint interpolation. Rows show (a,b) $N_{cell} = 16^3$ and (c,d) $N_{cell} = 64^3$. 