Disorder-driven Phase Transitions of Second-order Non-Hermitian Skin Effects
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Non-Hermitian skin effect exhibits the collapse of the extended bulk modes into the extensive number of localized boundary states in open boundary conditions. Here we demonstrate the disorder-driven phase transition of the trivial non-Hermitian system to the higher-order non-Hermitian skin effect phase. In contrast to the clean systems, the disorder-induced boundary modes form an arc in the complex energy plane, which is the manifestation of the disorder-driven dynamical phase transition. At the phase transition, the localized corner modes and bulk modes characterized by trivial Hamiltonian coexist within the single-band but are separated in the complex energy plane. This behavior is analogous to the mobility edge phenomena in the disordered Hermitian systems. Using effective medium theory and numerical diagonalizations, we provide a systematic characterization of the disorder-driven phase transitions.

Introduction - The unique physical behaviors of non-Hermitian mechanics appear in various open systems such as optics[1–5], electrical circuits[6–9], mechanical systems[10–14], open quantum systems[15–17], and correlated quantum systems with a finite lifetime[18–23]. The non-Hermitian skin effect (NHSE) is an exotic example of non-Hermitian mechanics, in which the bulk mode shows a dramatic difference depending on the boundary condition[24–29]. For example, Hatano-Nelson model demonstrates the one-dimensional NHSE, which all bulk modes in periodic boundary conditions collapse into the localized mode in the open boundary condition. The one-dimensional NHSE is characterized by the topological winding number of the energy spectrum in the complex energy plane [24, 30–33]. In addition, the second-order NHSE has been recently proposed[34–36]. In these systems, the non-Hermitian topology of the d-dimensional bulk realizes (d − 2)-dimensional boundary modes on the corner, which has a close analogy with the Hermitian higher-order topological insulator phases.

Although the NHSE exhibits similar boundary modes with the Hermitian topological insulator phases, the crucial difference lies in the number of the boundary modes. In non-Hermitian systems, the number of the topological boundary mode is an extensive quantity, which proportionally grows with the system size. For example, in the first-order NHSE, O(Ld) number of the boundary modes emerges in d-dimensional sized system where L is the length of the system in each direction. Similarly in the second-order NHSE, O(Ld−1) boundary modes occur[34]. The extensiveness of the edge mode is the hallmark of the non-Hermitian system that is directly contrast with the Hermitian topological insulators.

In this work, we study the disorder-driven phase transition of the second-order NHSE. Although the disorder-induced topological phase transition has been extensively studied in the Hermitian topological systems[37–45], we show that the extensiveness of the boundary modes plays a crucial role, and we newly discover the dynamical phase transition of the NHSE. At the phase transition, we observe a novel mobility edge phenomena, which the bulk energy spectrum is separated into the trivial bulk modes and the NHSE bulk modes characterized by second-order NHSE Hamiltonian. The physical manifestation of this dynamical phase transition is the NHSE corner modes, which form an arc in the complex energy plane. As a result, we find that a single band spectrum shows the coexistence of the NHSE bulk modes and the trivial bulk modes. Our work reveals rich physical behaviors of the disordered NHSE in non-Hermitian systems.

Higher-order skin effect in clean limit - To construct the model of the second-order NHSE, we consider the following dual relation of the non-Hermitian Hamiltonian, HNH(k) and the extended Hermitian Hamiltonian HBBH(k) as[34],

\[ H_{BBH}(k) = \begin{pmatrix} 0 & H_{NH}(k) \\ H_{NH}(k)^\dagger & 0 \end{pmatrix}, \]

where HBBH(k) is the Bloch Hamiltonian of the Benacazar-Bernevig-Hughes(BBH) model[46], which shows the Hermitian higher-order topological insulator phase. The non-Hermitian dual Hamiltonian, HNH(k), is explicitly given as,

\[ H_{NH}(k) = -i(\gamma + \lambda \cos k_x) + (\gamma + \lambda \cos k_y)\sigma_y + \lambda(\sin k_x \sigma_z + \sin k_y \sigma_x), \]

where \( \sigma_i \) is i-th Pauli matrices. In real space, this model forms the Su-Schrieffer-Heeger(SSH) like dimerized chain along k_y direction and the Hatano-Nelson like asymmetric hopping terms along k_x direction (See Fig. 1). The bulk energy spectrum is given as,

\[ E(k) = \pm \sqrt{(\gamma + \lambda \cos k_y)^2 + \lambda^2(\sin^2 k_x + \sin^2 k_y)} - i(\gamma + \lambda \cos k_x), \]

which exhibits the line gap along the imaginary axis in the complex energy plane (Rez = 0). The line gap closes when |\gamma/\lambda| = 1 accompanying the topological phase transition of the second-order NHSE. The second-order NHSE occurs when |\gamma/\lambda| < 1, and the physical
manifestation is the emergence of the localized corner modes in the open boundary condition (Red lines in Fig. 1 (d)). In contrast to the Hermitian second-order topological insulator, the number of the corner modes grows in order of $O(L)$, where $L$ is the system length.

$C_4$-rotational symmetry of the BBH model topologically protects the second-order NHSE in the non-Hermitian dual Hamiltonian as well as the higher-order topological insulator phase. The condition of the $C_4$-rotational symmetry in the Hermitian Hamiltonian is translated into the non-Hermitian Hamiltonian as, $-i\sigma_y H_{\text{KH}}(k_x, k_y) = H_{\text{NH}}(-k_x, k_y)$. We can introduce the $C_4$-rotational symmetry protected winding number under the defect classification[47, 48]. To do so, we introduce the additional auxiliary parameter $t \in [0, 1]$, and consider the adiabatic deformation of the non-Hermitian Hamiltonian into the trivial atomic insulator, the number of the corner modes grows in order of $O(L)$, where $L$ is the system length.

Disorder induced corner arc modes - After establishing the second-order NHSE in the clean limit, we now consider the addition of the on-site random disorder in the Hamiltonian in Eq. (2). Motivated by the $C_4$-rotational symmetry we first analyze the particular type of the onsite disorder, $V_{\text{dis}} = \sum_i \omega_i I_2 - i\sigma_y c_i^e c_i^c$. Here $c_i$ is the annihilation operator in $i$-th site, and $\omega_i$ is the uniformly distributed random number within the window of $w_i \in [-W/2, W/2]$. The introduction of the random disorder term immediately breaks the translational symmetry of the systems. However, the effective Bloch Hamiltonian can be derived by averaging many disorder configurations until it restores the translational symmetry. By performing the disorder averaging, we first numerically compute the density of states (DOS), $P(z)$, in the complex energy plane as[50],

$$P(z) = \frac{1}{\pi N} \lim_{\eta \to 0} \sum_i \frac{\eta^2}{(|\text{Re} z - \epsilon_i^e|^2 + (|\text{Im} z - \epsilon_i^e|^2 + \eta^2)},$$

where $N$ is the total number of the states. (…) indicates the averaging over distinct disorder configurations. $\epsilon_i = \epsilon_i^e + i\epsilon_i^c$ is $i$-th complex eigenenergy. $\eta$ is the infinitesimal real number that introduces the broadening of the quasiparticle peaks in the complex energy plane.

Fig. 2 shows the density of states at the critical point of the topological phase transition, $(\gamma/\lambda = 1)$ in the presence of the disorder ($W = 2$). We observe a clear deviation of the disordered density of states, compared to the band structure in the clean limit (red surface and green solid lines in Fig. 2 (a)). The deformation of the effective band structure has strong energy dependence in the complex energy plane. For example, in the upper half part of the band structure, the bandwidth along the real axis suppresses, while the lower half part shows the extension of the bandwidth. This contrasting tendency in the deformation of the band structure indicates the strong energy-dependent renormalization due to the disorder.

As we rigorously show in the next section using the effective medium theory, the overall band deformation can be explained by the renormalization of the topological mass, $\gamma$, in Eq. (2). Furthermore, the renormalization of the topological mass drives the disorder-induced second-order NHSE in the trivial non-Hermitian systems.

In addition, as we take open boundary condition along with both $\hat{x}$- and $\hat{y}$-directions, we find the emergence of the NHSE corner modes at the upper half-plane of the band structure (dashed line in Fig. 2 (b)). This corner
Effective medium approximation- The disorder-induced renormalization of the band structure can be better understood by considering the effective medium approximation. To do so, we introduce the disorder-averaged effective Green function, which is given as,

$$G_{\text{eff}}(z) = \frac{1}{z - H_{\text{eff}}(z)} = \frac{\langle \frac{1}{z - H_{\text{NH}} - H_{\text{dis}}} \rangle}{z - H_{\text{NH}} - H_{\text{dis}}}.$$  \hspace{1cm} (5)

where $H_{\text{eff}}(z) \equiv H_{\text{NH}} + \Sigma(z)$ represents the effective Hamiltonian derived by averaging Green functions over the different disorder configurations. If the number of the disorder configuration is sufficiently large, the effective Hamiltonian $H_{\text{eff}}$ recovers the translational symmetry, and the effective Bloch Hamiltonian can be defined. The modification of the band structure due to the disorder can be expressed as the self-energy correction, $\Sigma(z)$. We derive the self-energy correction, using the standard Born approximation. In the leading order, the Born approximation gives rise to the following self-consistent equation of the self-energy corrections:

$$\Sigma(z) = \frac{W^2}{12N} \sum_k (I - i\sigma_y) \frac{1}{z - H_{\text{NH}}(k) - \Sigma(z)} (I - i\sigma_y).$$ \hspace{1cm} (6)

(See supplementary materials for the detailed calculations). The self-energy corrections correspond to the renormalization of the topological mass term as, $\gamma_0(z) = \gamma + \Sigma_0(z)$, $\tilde{\gamma}_y(z) = \gamma + \Sigma_y(z)$, where $\gamma_0$ and $\tilde{\gamma}_y$ represent the renormalized $\gamma$ term in Eq. (2) that is proportional to $I_2$ and $\sigma_y$ respectively. Blue dotted lines in Fig. 2 shows the numerically calculated band structure obtained using the self-consistent Born approximation (SCBA) of Eq. (6). We find that the SCBA and the disordered band structure obtained by the numerical diagonalization agree very well.

We now analyze the self-energy term in more detail. Fig. 3 shows the calculated self-energy corrections in the complex energy plane at the critical point, $\gamma/\lambda = 1$. Since $\Sigma_0(z)$ only shifts the overall energy of the Bloch Hamiltonian. We only need to consider the correction in $\Sigma_y(z)$ to capture the change in the topology. In particular, we find that the correction in $\text{Re}\Sigma_y$ term changes the sign in the complex energy plane as, $\text{Re}\Sigma_y(z) < 0$ when $\text{Re} > 0$ ($> 0$). As a result, the effective Hamiltonian along the imaginary axis, $H_{\text{eff}}(\text{Re} = 0)$, is characterized by the topologically non-trivial mass term when $\text{Im} > -\gamma$, while it becomes trivial when $\text{Im} < -\gamma$. This energy-dependent correction in $\tilde{\gamma}_y(z)$ gives rise to the asymmetric bulk band shape and the emergence of the NHSE skin effect at the upper-half plane of the complex energy. Finally, the disorder induces the dynamical phase transition of the higher-order NHSE. The physical

**FIG. 2.** (a) The DOS in the complex energy plane. The surface plot indicates the DOS in the presence of the disorder obtained by the brute-force numerical diagonalization. The green solid line is the band structure in the clean limit. The blue dotted line indicates the deformed band structure derived using the SCBA. (b) The disorder-induced corner modes in the open boundary condition. The corner modes form an arc in the complex energy plane (dashed lines). (c) The expectation value of the localization at the corner. The region with the corner arc modes has a non-zero value, indicating the localization at the corner. (d) Typical wave function profile of the disorder-induced corner modes in real space.
manifestation is the arc of the NHSE corner modes that appears in the upper half-plane.

Robustness of disorder-induced NHSE - As the disorder strength further increases, we find that the quasiparticle peak broadens. Eventually, the spectrum of the corner boundary modes overlaps with the bulk modes. Moreover, Fig. 4 (a)-(c) shows the distribution of the quadrupole moment of each eigenstate, which is given as,

$$q_{xy} = \frac{1}{(L/2)^2} \langle (x - \bar{x})(y - \bar{x}) \rangle,$$

where $q_{xy} = 1(0)$ corresponds to the perfectly localized states at the corner (extended states in the bulk). In moderate strength of the disorder, the two distinct peaks are observed, which separates the conventional bulk modes and the boundary modes from the NHSE. However, as the disorder strength increases up to $W \approx 2$ (Fig. 4 (c)), the Anderson localization occurs. As the bulk modes are localized at the corner, the distribution of the bulk states overlaps with the corner modes. Eventually, the Anderson localized modes become incomparable to the NHSE modes. Finally, Fig. 4 (d) depicts the averaged value of $q_{xy}$ for whole states as a function of the disorder strength and $\gamma$. The general trend shows the increase of $q_{xy}$ near the critical point, signifying the disorder-induced NHSE phase transition. This trend continues until the effective medium theory fails to account for the broadened quasiparticle spectral function and the Anderson localization occurs. In the case of the Anderson type disorder, $V_{\text{dis-and}} = \sum_i \omega_i J_2 c_i^\dagger c_i$ (Fig. 4 (e)), we also observed the similar disorder-driven topological phase transitions but in this case the role of $\Sigma_0$ and $\Sigma_y$ is reversed. (See supplementary material for the detailed calculation of the spectral function.)

**Discussions** - In conclusion, we study the disorder-driven phase transitions of the second-order NHSE. Using the numerical diagonalization, we find that the random disorder induces the phase transition of the second-order NHSE. This phase transition can be systematically understood using the effective medium theory. We have clarified that the phase transition is induced by the renormalization of the topological mass, which induces the second-order NHSE. Furthermore, the renormalization of the topological mass has a strong energy dependence, where the NHSE bulk modes and the trivial bulk modes coexist in the complex energy plane. The physical manifestation is the arc of the NHSE corner modes, that appears only at certain regions in the complex energy plane. Such dynamical phase transition is the unique feature of the non-Hermitian system that arises due to the extensiveness of the NHSE. This disorder-induced phase transition can be experimentally realized in tunable non-Hermitian systems such as topoelectric circuit experiments[9] and active matter systems[52].
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1. SUPPLEMENTARY MATERIAL

A. numerical diagonalization method

1. Order parameter of phase transition

To obtain the phase diagram in Fig. 4 (d) and (e), we numerically compute the following order-parameter,

\[ O = \frac{1}{N_s} \sum_s \frac{1}{N_{\text{corner}}} \sum_n q_n, \]  

(S1)

where \( q_n \) measures the localization of the eigenstate \( |n\rangle \) at the corner of the lattice as follows

\[ q_n = \frac{1}{(L/2)^2} (n| (x - \bar{x})(y - \bar{y}) |n\rangle. \]  

(S2)

Here, \( L \) is the system size and \( \bar{x} \) and \( \bar{y} \) are the center position in the \( x \) and the \( y \) direction, respectively. \( q_n = 1 \) or \(-1\) if the wave function of \( |n\rangle \) is completely localized at one of the four corners. A clean system is in a topological phase if there are corner states with nonzero values of \( q_n \). Otherwise, it is in a trivial phase. To extend this identification to disordered systems, we sum \( q_n \) over all eigenstates and take an average over distinct disorder configurations as shown in Eq. (S1). We note that \( q_n \) of bulk states have random values in each disorder configuration so that the bulk state contribution would vanish in disorder average. The contribution from corner states, however, can survive in disorder average as follows

\[ \lim_{N_s \to \infty} \left( \frac{1}{N_s} \sum_s \sum_{n \in \text{bulk}} q_n + \frac{1}{N_s} \sum_s \sum_{n \in \text{corner}} q_n \right) \to \lim_{N_s \to \infty} \frac{1}{N_s} \sum_s \sum_{n \in \text{corner}} q_n. \]  

(S3)

Finally, we normalize \( O \) by dividing it with the number of corner states \( N_{\text{corner}} = \sqrt{2N} \) such that \( O = 1 \) if \( q_n = 1 \) for all corner states where \( N \) is the number of lattice sites.

Figure S1 (a) shows the evolution of the order parameter with the sample size \( N_s \). With more than one hundred samples or so, the order parameter reach plateaus where the estimates become reliable. This observation leads us to take \( N_s \) from 100 to 400 in our computation. Figure S1 (b) shows the result with \( \lambda = 1 \) and \( \gamma = 1 \). The relative standard errors are less than 0.05 for most of data points so it seems that the disorder averaged results are quite reliable.

2. Density of states with numerical diagonalization

To compute the disordered density of states in Fig. 2 (a) and (b), we utilized the following expression

\[ P(z) = \frac{1}{N_s} \sum_s \frac{1}{N} \sum_n p(z, \epsilon_n), \]  

(S4)

where \( p(z, \epsilon_n) \) is a Lorentzian function given by

\[ p(z, \epsilon_n) = \frac{1}{\pi} \frac{\eta}{(\Re z - \Re \epsilon_n)^2 + (\Im z - \Im \epsilon_n)^2 + \eta^2}. \]  

(S5)

We want to find an effective band structure in a disordered environment where the translational symmetry is effectively restored in a self-averaging manner. To do so, we sum the contributions from all energy levels \( \epsilon_n \) with a weighting function \( p(z, \epsilon_n) \) in each disorder configuration. Then, we average it over distinct disorder configurations to obtain an effective band structure. The resulting density of states would have a sharply peaked structure in the complex energy plane of \( z \) as shown in Fig. 2 (a) and (b).

We exploited this approach to compute other quantities. To compute the order parameter spectral density in Fig. 2 (c), we utilized the following expression

\[ O(z) = \frac{1}{N_s} \sum_s \frac{1}{N} \sum_n q_n p(z, \epsilon_n), \]  

(S6)
FIG. S1. (a) Evolution of order parameter as the number of samples of distinct disorder configurations is increased. The red and the black markers are for $C_4$-asymmetric disorder and a blue one for Anderson disorder. (b) Order parameter as a function of disorder strength. The error bars represent standard errors in disorder average. In all plots, $\lambda = 1$ and $\gamma = 1$ are used.

where $q_n$ is given in Eq.(S2). Lastly, to compute the local density of states in Fig. 2 (d), we utilized the following expression

$$L(r) = \frac{1}{N_s} \sum_s \frac{1}{N} \sum_n |\phi_n(r)|^2 p(z, \epsilon_n),$$

where $\phi_n(r)$ is a wave function of an eigenstate $|n\rangle$.

### B. self-consistent Born approximation

#### 1. Derivation of self-energy expression

In this section, we calculate the disorder-averaged Green functions using the self-consistent Born approximation. The disorder-averaged Green function, $\bar{G}$ is defined as,

$$\bar{G} \equiv \langle G_{\text{dis}} \rangle = \langle \frac{1}{z - H_0 - V_{\text{dis}}} \rangle,$$

where where $\langle ... \rangle$ indicates the disorder averaged quantity. $z$ is the complex energy. We can expand the Green function in the series of the disorder term as,

$$G_{\text{dis}} = \frac{1}{z - H_0 - V_{\text{dis}}} = G_0 + G_0 V_{\text{dis}} G_0 + G_0 V_{\text{dis}} G_0 V_{\text{dis}} G_0 + \cdots,$$

where $G_0(z) = (z - H_0)^{-1}$ is a clean Green function. When averaging over the disorder configurations, $G_0 V_{\text{dis}} G_0$ term vanishes since $\langle w_i \rangle = 0$. The lowest-order correction to the Green function is given as,

$$\bar{G} \approx G_0 + \langle G_0 V_{\text{dis}} G_0 V_{\text{dis}} G_0 \rangle.$$

The lowest-order correction can be further evaluated in the matrix form as,

$$\langle G_0 V_{\text{dis}} G_0 V_{\text{dis}} G_0 \rangle_{ij} = \sum_{\alpha,\beta,\gamma,\delta} \langle G_0 V_{\text{dis}} G_0 V_{\text{dis}} G_0 \rangle_{ij} = \sum_{\alpha,\beta,\gamma,\lambda} \langle [G_0]_{\alpha\alpha} [V_{\text{dis}}]_{\alpha\beta} [G_0]_{\beta\gamma} [V_{\text{dis}}]_{\gamma\lambda} [G_0]_{\lambda\jmath} \rangle,$$
where $i, j, \alpha, \ldots \lambda$ index indicates the real-space sites. Since $w_i$ in different site has no correlations, $\langle w_i w_j \rangle = \frac{W^2}{12} \delta_{ij}$, we can simplify the above expression as,

$$
\sum_{\alpha, \beta} \langle G_0 \rangle_{\alpha \beta} [V_{\text{dis}}]_{\alpha \alpha} [G_0]_{\alpha \beta} [V_{\text{dis}}]_{\beta \beta} [G_0]_{\beta j} = \frac{W^2}{12} \sum_{\alpha, \beta} [G_0]_{\alpha \alpha} [G_0]_{\alpha \beta} [G_0]_{\alpha j}.
$$

(S12)

As a result we have the following correction in the disorder-averaged Green function

$$
[G]_{ij} \approx [G_0]_{ij} + \frac{W^2}{12} [G_0]_{\alpha \alpha} [G_0]_{\alpha \beta} [G_0]_{\beta j}.
$$

(S13)

We compare the above expression with the Dyson equation, $[G]_{ij} = [G_0]_{ij} + [G_0]_{i \alpha} [\Sigma]_{\alpha \beta} [G_0]_{\beta j} + \cdots$. We notice that the self-energy, $\Sigma$, can be written as,

$$
[\Sigma]_{ij} = \frac{W^2}{12} \delta_{ij} [G_0]_{ij}.
$$

(S14)

The self-energy can be re-written in the momentum space as,

$$
\Sigma(z) = \frac{W^2}{12} \frac{1}{N} \sum_k \frac{1}{z - H_0(k)},
$$

(S15)

where $N$ is the number of the lattice sites. We may promote this first-order self-energy into a self-consistent one as

$$
\Sigma(z) = \frac{W^2}{12} \frac{1}{N} \sum_k \frac{1}{z - H_0(k) - \Sigma(z)}.
$$

(S16)

Now, we find the symmetries that $\Sigma(z)$ should satisfy. To do so, we utilize the following symmetries of the clean Hamiltonian[34]

$$
\sigma_x H_0^T(k_x, k_y) \sigma_x = H_0(-k_x, k_y),
$$

(S17a)

$$
\sigma_y H_0^T(k_x, k_y) \sigma_y = H_0(k_x, -k_y),
$$

(S17b)

$$
\sigma_z H_0^T(k_x, k_y) \sigma_z = -H_0(-k_x, k_y),
$$

(S17c)

$$
\sigma_x H_0^T(k_x, k_y) \sigma_y = -H_0(k_x, -k_y).
$$

(S17d)

Applying the transformations in Eqs.(S17) to Eq.(S16), we find that $\Sigma(z)$ should satisfy the following equations

$$
\Sigma(z) = \sigma_x \Sigma^T(z) \sigma_x,
$$

(S18a)

$$
\Sigma(z) = \sigma_y \Sigma^T(z) \sigma_y,
$$

(S18b)

$$
\Sigma(z) = -\sigma_z \Sigma^T(-z^*) \sigma_z,
$$

(S18c)

$$
\Sigma(z) = -\sigma_z \Sigma^T(-z^*) \sigma_z.
$$

(S18d)

If we write $\Sigma$ as $\Sigma = \Sigma_0 + \Sigma_x \sigma_x + \Sigma_y \sigma_y + \Sigma_z \sigma_z$, then $\Sigma_x$ and $\Sigma_z$ should vanish according to the above equations. Finally, we obtain the following expressions

$$
\Sigma_0(z) = \frac{W^2}{12} \frac{1}{N} \sum_k \frac{z + i(\gamma + \lambda \cos k_x) - \Sigma_0(z)}{(z + i(\gamma + \lambda \cos k_x) - \Sigma_0(z))^2 - \lambda^2 \sin^2 k_x - (\gamma + \lambda \cos k_y - \Sigma_y(z))^2 - \lambda^2 \sin^2 k_y},
$$

(S19a)

$$
\Sigma_y(z) = \frac{W^2}{12} \frac{1}{N} \sum_k \frac{(\gamma + \lambda \cos k_y) - \Sigma_y(z)}{(\gamma + \lambda \cos k_y) - \Sigma_y(z))^2 - \lambda^2 \sin^2 k_x - (\gamma + \lambda \cos k_y - \Sigma_y(z))^2 - \lambda^2 \sin^2 k_y}.
$$

(S19b)

We note that $\Sigma_0$ and $\Sigma_y$ should satisfy the following identities

$$
\Sigma_0(z) = -\Sigma_0^*(-z^*),
$$

(S20a)

$$
\Sigma_y(z) = \Sigma_y^*(-z^*),
$$

(S20b)

$$
\Sigma_0(z) = \Sigma_0^*(z^* - 2i\gamma),
$$

(S20c)

$$
\Sigma_y(z) = \Sigma_y^*(z^* - 2i\gamma),
$$

(S20d)

where the first two come from Eq.(S18) while the latter two come from the fact that the integrand in Eq.(S16) is invariant under $z \rightarrow z^* - 2i\gamma$ and $k_x \rightarrow k_x + \pi/2$. 

ix
We now consider the $C_4$-asymmetric disorder case. The difference with the Anderson disorder case is that the disorder term has a non-trivial matrix factor of $(I_2 - i\sigma_y)$. Using Eq.(S16), we obtain

$$\Sigma(z) = \frac{W^2}{12} \sum_k (I_2 - i\sigma_y)(z - H_0(k) - \Sigma(z))^{-1}(I_2 - i\sigma_y).$$  \hfill (S21)

Applying the transformations in Eqs.(S17) to Eq.(S21), we find that $\Sigma(z)$ should satisfy Eq.(S23). If we write $\Sigma$ as $\Sigma = \Sigma_0 + \Sigma_x\sigma_x + \Sigma_y\sigma_y + \Sigma_z\sigma_z$, then $\Sigma_x$ and $\Sigma_z$ should vanish. Finally, we obtain the following expressions

$$\Sigma_0(z) = \frac{-iW^2}{6} \sum_k \frac{(\gamma + \lambda \cos k_y) - \Sigma_y(z)}{z + i(\gamma + \lambda \cos k_x) - \Sigma_0(z)},$$ \hfill (S22a)

$$\Sigma_y(z) = \frac{-iW^2}{6} \sum_k \frac{z + i(\gamma + \lambda \cos k_x) - \Sigma_0(z)}{(z + i(\gamma + \lambda \cos k_x) - \Sigma_0(z))^2 - \lambda^2 \sin^2 k_x - (\gamma + \lambda \cos k_y - \Sigma_y(z))^2 - \lambda^2 \sin^2 k_y}.$$ \hfill (S22b)

We note that $\Sigma_0$ and $\Sigma_y$ should satisfy the following identities

$$\Sigma_0(z) = -\Sigma_0^*(z^*),$$ \hfill (S23a)

$$\Sigma_y(z) = \Sigma_y^*(-z^*),$$ \hfill (S23b)

$$\Sigma_0(z) = \Sigma_0^*(z^* - 2i\gamma),$$ \hfill (S23c)

$$\Sigma_y(z) = \Sigma_y^*(z^* - 2i\gamma).$$ \hfill (S23d)

where the first two come from Eq.(S18) while the latter two come from the fact that the integrand in Eq.(S21) is invariant under $z \rightarrow z^* - 2i\gamma$ and $k_x \rightarrow k_x + \pi/2$.

2. Numerical solution

Here, we explain how we obtained the effective band structure in Fig. 2 (a) by using Eqs.(S19) and (S22). In Eqs.(S19) and (S22), the self-energy corrections possess an energy dependence, which turns out to be crucial to understand numerical diagonalization results. We exploited the following iterative method to solve those equations...
with keeping the whole energy dependence. In the first iteration, we start with the initial values of $\Sigma_0 = 0$ and $\Sigma_z = 0$. We insert them into the right-hand sides and perform the integration to obtain $\Sigma_0$ and $\Sigma_z$. The resulting $\Sigma_0$ and $\Sigma_z$ are inserted again to obtain new $\Sigma_0$ and $\Sigma_z$. We repeat the computation until $\Sigma_0$ and $\Sigma_z$ converge to some values. We found that the iterative computation converges quite well within twenty iterations if $W$ is not too large, say $W < 3$ or so. The computation should be done for each value of $z$. Figure S2 shows the numerical results for the Anderson disorder case in (a)-(d) and for the $C_4$-asymmetric case in (e)-(h).

To take into account the effect of the self-energy, we define an effective Hamiltonian as follows

$$H_{\text{eff}}(k, z) \equiv H_0(k) + \Sigma(z).$$

(S24)

By solving the eigenvalue equation for $H_{\text{eff}}$, we may obtain an effective band structure that captures the effect of disorder. Note that the equation is a non-linear one because $H_{\text{eff}}$ has an explicit dependence on $z$ that should be computed from $H_{\text{eff}}$, actually. To solve this non-linear problem, we implemented another self-consistency loop for $H_{\text{eff}}$. In the first iteration, we get the initial value of $z_0$ from $H_0$. We compute $\Sigma(z_0)$ by using the self-consistency loop for $\Sigma$ that we explained above. Then, we solve an eigenvalue equation for new $H_{\text{eff}}(k, z_0) = H_0(k) + \Sigma(z_0)$ to find a new $z$. We repeat the computation until $z$ converges to some value. We found that the iterative computation converges quite well within twenty iterations if $W$ is not too large, say $W < 3$ or so. The computation should be done for each values of $k_x$ and $k_y$. The resulting effective band structure turns out matched quite well with the numerical diagonalization result as shown in Fig. 2 (a).