Simple Synchronous and Asynchronous Algorithms for Distributed Minimax Optimization
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Abstract: Synchronous and asynchronous algorithms are presented for distributed minimax optimization. The objective here is to realize the minimization of the maximum of component functions over the standard multi-agent network, where each node of the network knows its own function and it exchanges its decision variable with its neighbors. In fact, the proposed algorithms are standard consensus and gossip based subgradient methods, while the original minimax optimization is recast as minimization of the sum of component functions by using a $p$-norm approximation. A scalable step size depending on the approximation ratio $p$ is also presented in order to avoid slow convergence. Numerical examples illustrate that the algorithms with this step size work well even in the high approximation ratios.
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1. Introduction

Multi-agent based distributed algorithms are well studied in order to deal with large scale or complex systems. The distributed algorithms consist of agents and networks. Each agent holds a decision variable, which is also called a state, to represent a condition of the system. The network is formed to describe a relationship among the agents whether agents can communicate with each other. It can be expressed as a graph, where nodes are agents and edges are communication links.

One of the simplest subjects of multi-agent based distributed algorithms is an averaging consensus [1]–[3]. The purpose of the averaging consensus is to achieve the average value of the initial state of the nodes. Practical applications are proposed with the averaging consensus to achieve an average value of sensors [4] and to synchronize clock time [5]. Distributed optimization is another subject of multi-agent based algorithms, where the nodes try to minimize a sum of their functions in a distributed manner. In general, these algorithms assume that nodes can exchange only their decision variables so that each node is able to keep its privacy. Many synchronous and asynchronous algorithms are developed and analyzed for standard distributed optimization [6]–[11].

This study focuses on distributed minimax optimization, which is another subject of the distributed algorithms. The distributed minimax optimization is defined as minimization whose objective function returns the maximum value of the set of functions at a certain value. We can minimize the worst case cost by the distributed minimax optimization. Thus, we can consider the robustness of the networked systems. In the problem, we assume that each node in a graph has its own function which consists of the global objective function. We also assume that each node exchanges only decision variables to its neighbors of the graph because the nodes have motivation not to reveal their value of the objective function due to the privacy issue. Notice here that, in order to get the optimal solution of the original minimax optimization, since all of the nodes have to evaluate the maximum value over the functions, the nodes must exchange their values of the functions as well as their decision variables in principle. In the existing algorithms to solve the original minimax optimization [12], [13], each node has to exchange further information in addition to the decision variable. Otherwise, we have to employ a non-standard distributed algorithm [14].

In this paper, we propose an approximation of the distributed minimax optimization to overcome the above drawbacks. Here we recast the original minimax optimization as minimization of the sum of component functions by using a $p$-norm approximation. Such a recast enables us to solve the optimization without exchanging the value of the objective function. We consider a synchronous networked algorithm and an asynchronous gossip algorithm for the approximated minimax optimization. Since $p$ represents an approximation ratio against the original minimax optimization, the algorithms can achieve good quality solution when a large number is given to $p$. On the other hand, a large number of $p$ often causes a solution oscillation and decreases the convergence speed of the algorithms. We therefore propose a scalable step size depending on the approximation ratio $p$ of the problem for the synchronous and asynchronous algorithms. Numerical examples show that the algorithms are able to achieve a good approximated solution to the actual optimal one.

The rest of this paper is organized as follows. In Section 2, we formulate the distributed minimax optimization problem and its approximation. In Section 3, we establish a synchronous networked algorithm for the approximated minimax optimization problem. We also establish an asynchronous gossip algorithm with the subgradient method for it in the next section. In Section 5, numerical examples illustrate that the proposed algorithm works well even in high approximation ratios.

The preliminary versions of this study were presented as po-
2. Distributed Minimax Optimization

In this paper, we tackle distributed minimax optimization over a multi-agent network. Let $V = \{1, \ldots, N\}$ be a set of nodes, where $N$ is the number of nodes, and $E \subseteq V \times V$ is the set of edges. We assume that the graph $G = (V, E)$ is undirected and connected. The distributed minimax optimization is defined as

$$J = \min_{x \in X} \max_{i \in S} f_i(x),$$

(1)

where $f_i : \mathbb{R}^m \to \mathbb{R}$ is an objective function at each node $i \in V$, $x \in \mathbb{R}^m$ is a global (common) decision variable, and $X \subseteq \mathbb{R}^m$ represents a constraint on $x$. We assume that the function $f_i$ is convex and subdifferentiable with respect to $x$ for all $i \in V$. Furthermore, $f_i$ takes a non-negative value for any $x$, i.e.,

$$f_i(x) \geq 0$$

(2)

for all $x \in X$ and $i \in V$. Node $i$ only holds its own function $f_i$ and it never knows the other objective functions $f_j$, where $j \in V \setminus \{i\}$. We also assume that the set $X$ is compact, convex, and known to all the nodes, and the optimal set $X^\ast$ is non-empty.

In order to get the optimal minimax value of (1), all of the nodes must evaluate $\max_{1 \leq i \leq N} f_i(x)$, as an approximation of (1), which is the main contribution of this paper. Here $p \in \mathbb{N}$ is a fixed number which we call the approximation ratio. We see that the optimization (3) is in fact an approximation of (1) as follows.

We therefore introduce an optimization problem

$$J_p = \min_{x \in X} \sum_{i=1}^N f_i(x),$$

(3)

as an approximation of (1), which is the main contribution of this paper. Here $p \in \mathbb{N}$ is a fixed number which we call the approximation ratio. We see that the optimization (3) is in fact an approximation of (1) as follows.

We first recall a well-known fact about $p$-norm. That is,

$$\|y\|_p \leq \|y\|_1 \leq \|y\|_\infty,$$

holds true for any vector $y = [y_i] \in \mathbb{R}^N$ and any $p \geq 1$, where the norms are defined by

$$\|y\|_p = \left( \sum_{i=1}^N |y_i|^p \right)^{1/p}, \quad \|y\|_\infty = \max_{1 \leq i \leq N} |y_i|.$$

In fact, we can immediately obtain the inequalities

$$\|y\|_\infty = \|y_M\| = (\|y_M\|^p)^{1/p} \leq \left( \sum_{i=1}^N |y_i|^p \right)^{1/p} = \|y\|_p,$$

$$\|y\|_p \leq \left( \sum_{i=1}^N |y_i|^p \right)^{1/p} \leq (N|y_M|^p)^{1/p} = N^{1/p} |y_M| = N^{1/p} \|y\|_\infty,$$

where $M = \arg \max_{1 \leq i \leq N} |y_i|$, that is, $|y_M| = \max_{1 \leq i \leq N} |y_i|$. Since $N^{1/p} \to 1$ as $p \to \infty$ for any $N \geq 1$, it turns out that $\|y\|_p \to \|y\|_\infty$ as $p \to \infty$. The above fact together with non-negativity of $f_i$ implies that

$$\min_{x \in X} \max_{1 \leq i \leq N} f_i(x) \leq \min_{x \in X} \left( \sum_{i=1}^N (f_i(x))^p \right)^{1/p} \leq N^{1/p} \min_{x \in X} \max_{1 \leq i \leq N} f_i(x),$$

min $\sum_{i=1}^N (f_i(x))^p \to \min \max f_i(x)$ as $p \to \infty$.

Since $\min \sum_{i=1}^N (f_i(x))^p$ and $\min \sum_{i=1}^N (f_i(x))^p$ have the same optimal solution, we finally see that the optimization (3) is in fact an approximation of (1). That is, the optimal value $J$ of the approximated problem (3) is related to the optimal value $J_p$ of the original problem (1) as

$$J \leq J_p \leq N^{1/p} J,$$

$$J \to J_p \to J \quad \text{as} \quad p \to \infty.$$

We remark that the optimization (3) is the form of a standard distributed minimization [6] whose objective function is the sum of component functions. Notice here that the function $\bar{f}_i$ is convex for any $p$ and for any convex function $f_i$ which takes non-negative value [17]. We therefore see that we can apply any existing distributed algorithms, e.g., the methods developed in [6],[7], to the approximated problem (3) under some assumptions. We now assume that subgradients $g_i(x)$ of $f_i$ at $x$ are uniformly bounded over $X$, that is, there exists a positive scalar $C$ such that $\sup_{x \in X} \|g_i(x)\| \leq C$ for all $i \in V$, where $g_i(x)$ is said to be a subgradient of $f_i$ at $x$ if

$$\bar{f}_i(y) \geq \bar{f}_i(x) + g_i(x)^\top (y - x)$$

holds for all $y$. The details of algorithms will be shown in the following sections.

3. A Synchronous Networked Algorithm with the Subgradient Method

In this section, we consider a synchronous networked algorithm with the subgradient method for the approximated distributed minimax optimization (3).

Let us define the set of neighboring nodes of node $i$ as $\mathcal{N}_i = \{ j \in V | (i, j) \in E \}$. We assume that node $i$ can communicate with only neighboring nodes. Since the graph $G$ is undirected, node $j$ can also communicate with node $i$ if node $j$ is in $\mathcal{N}_i (i \in \mathcal{N}_j)$. To find the optimal solution of the problem (3), we use a standard updating rule

$$v_i[k] = \sum_{j=1}^N a_{ij} x_j[k],$$

(4)

$$x_i[k + 1] = P_X (v_i[k] - r[k]g_i(x_i[k])),$$

(5)

where $k \in \mathbb{N}$ is the $k$-th tick of the synchronous clock, $x_i[k] \in \mathbb{R}^m$ is an estimated optimal solution of (3) which is held by node $i$ at the $k$-th tick, $P_X$ is the Euclidean projection on the set $X$, $r[k] \in \mathbb{R}$ is a step size, $g_i(x_i[k])$ is the subgradient of $\bar{f}_i$ at $x_i[k]$, and $a_{ij} \in \mathbb{R}$ is the weight of node $i$. If node $i$ gets the information from a neighboring node $j$, $a_{ij}$ is positive. Otherwise, $a_{ij} = 0$. We assume that the weight matrix $A = [a_{ij}]$ satisfies $a_{ij} \geq 0$, $\sum_{j=1}^N a_{ij} = 1$, and $\sum_{i=1}^N a_{ij} = 1$, i.e., $A$ is a doubly stochastic matrix.

For this updating rule, we employ the diminishing step size

$$r[k] = \frac{1}{k}.$$  

(6)

It is known that each $x_i[k]$ converges to the optimal solution of (3) by the updating rule (4) and (5) [6],[18].
One important issue on the above updating rule is convergence speed. In our context, a large $p$ is preferable for a good approximation. However, according to (3), the larger $p$ is, the much larger (or smaller) a value of the subgradient is at a certain $x$. This may invoke a slow convergence. To deal with this issue, we propose a scalable step size depending on the approximation ratio $p$ as

$$r[k] = 10^{-5} \cdot \frac{1}{k}. \quad (7)$$

This scalable step size is effective to reduce oscillations of the second term of (5) in the right hand side, which will be demonstrated in Section 5.

4. An Asynchronous Gossip Algorithm with the Subgradient Method

In this section, we consider an asynchronous gossip algorithm with the subgradient method for the approximated distributed minimax optimization (3).

The gossip algorithm is an asynchronous algorithm to broadcast information. We apply it to the approximated minimax optimization (3) as follows.

Although it is an asynchronous algorithm, it is easier to understand the algorithm with a single virtual clock [2],[7]. We assume that each node $i$ has a local clock which ticks at the times of a rate 1 Poisson process. Equivalently, we can consider that the virtual clock that ticks according to a Poisson process with rate $N$. In this section, $k$ represents the $k$-th tick of the virtual clock, and let $i$ be the node whose local clock actually ticked at the time. Then node $i$ chooses its neighboring node $j \in \mathcal{N}_i$ randomly, and node $i$ and $j$ exchange their value of $x$ at the time and they update their value with each other. Note that node $j$ is chosen with the same probability.

We consider an updating rule in the gossip algorithm

$$\bar{x}[k] = \bar{x}[k] = \frac{x_i[k] + x_j[k]}{2}, \quad (8)$$

$$x_i[k + 1] = P_X(\bar{x}[k] - r_i[k]g_i(x_i[k])), \quad (9)$$

$$x_j[k + 1] = P_X(\bar{x}[k] - r_j[k]g_j(x_j[k])), \quad (10)$$

$$x_h[k + 1] = x_h[k], \quad h \in V \setminus \{i, j\}, \quad (11)$$

where $r_i[k] \in \mathbb{R}$ is a local step size that node $i$ holds in $k$-th tick. The algorithm starts at $k = 0$. The nodes $i$ and $j$ update their values according to (8), (9), and (10). Nodes except $i$ and $j$ maintain their values (11). Then, the algorithm goes to next tick.

When we select the diminishing step size

$$r_i[k] = \frac{1}{c_i[k]}, \quad (12)$$

it is known that the estimated optimal solutions converge to the optimal by the algorithm [7], where $c_i[k]$ is the number of ticks of the local clock for node $i$ at $k$-th tick in the virtual clock. Formally, we denote it as

$$c_i[k] = \begin{cases} c_i[k - 1] + 1 & \text{if the local clock ticks}, \\ c_i[k - 1] & \text{otherwise}, \end{cases}$$

where $c_i[0] = 0$ for all $i \in V$.

As we mentioned before, the convergence speed may be slow due to the large number of the subgradient as is the case with the synchronous algorithm. Thus we propose a scalable step size depending on the approximation ratio $p$ as

$$r_i[k] = 10^{-5} \cdot \frac{1}{c_i[k]}. \quad (13)$$

Its effectiveness will be demonstrated in the next section.

5. Numerical Examples

Let us consider a multi-agent system having four nodes ($V = \{1, 2, 3, 4\}$) whose objective functions are

$$f_1(x) = \max \left\{ 0, \frac{1}{3} \right\}, \quad f_2(x) = \max \left\{ 0, \frac{2}{3} x \right\},$$

$$f_3(x) = \max \left\{ 0, -x + 5 \right\}, \quad f_4(x) = \frac{1}{4} (x - 1)^2.$$

Note that the optimal solution for these instance in (1) is 3.00. The set $E$ of edges of the network is defined as

$$E = \{(1, 2), (2, 3), (3, 4), (1, 4)\},$$

that is, the system has a ring topology. Figure 1 shows the topology of the network. We use $m = 1$, that is, the decision variable $x$ is a scalar. The weight matrix $A$ for the synchronous algorithm is selected as

$$A = \begin{bmatrix} 0.998 & 0.001 & 0.000 & 0.001 \\ 0.001 & 0.996 & 0.003 & 0.000 \\ 0.000 & 0.003 & 0.995 & 0.002 \\ 0.001 & 0.000 & 0.002 & 0.997 \end{bmatrix}.$$  

The initial condition was chosen as

$$x_1[1] = 0.5, \quad x_2[1] = 1.5, \quad x_3[1] = 2.5, \quad x_4[1] = 3.5.$$  

Under these settings, we executed 100,000 iterations according to the proposed algorithm.

When $r_i[k] \equiv 0$, the algorithm becomes a simple consensus algorithm. Figure 2 shows that the algorithm achieved the average consensus. Note that the vertical axes of all of the figures except Fig. 1 represent the value of the estimated optimal solution $x_i[k]$ for all $i \in V$, and the horizontal axes which are shown by the logarithmic scale represent the number $k$ of iterations.

When we choose $p = 1$, the objective function of (3) is reduced to the sum of $f_i$. Figure 3 shows that the result of $p = 1$
Fig. 3 Behavior of the synchronous multi-agent system when $p = 1$ with the step size (6).

Fig. 4 Behavior of the synchronous multi-agent system when $p = 1$ with the step size (7).

Fig. 5 Behavior of the asynchronous multi-agent system when $p = 1$ with the step size (12).

Fig. 6 Behavior of the asynchronous multi-agent system when $p = 1$ with the step size (13).

by the synchronous algorithm with the simple diminishing step size (6), Fig. 4 shows that the result of $p = 1$ by the synchronous algorithm with the scalable step size (7), Fig. 5 shows that the result of $p = 1$ by the asynchronous algorithm with the simple diminishing step size (12), and Fig. 6 shows that the result of $p = 1$ with the scalable step size (13). Note that the optimal solution for this instance in (3) ($p = 1$) is 1.00.

Figures 7, 11, and 15 show results of the synchronous algorithm with (6) in the case of $p = 2, 8$, and 128 respectively. Figures 8, 12, and 16 show results of the synchronous algorithm with (7) in the case of $p = 2, 8$ and 128 respectively. Figures 9, 13, and 17 show results of the asynchronous algorithm with (12) in the case $p = 2, 8$ and 128 respectively. Figures 10, 14, and 18 show results of the asynchronous algorithm with (13) in the case $p = 2, 8$ and 128 respectively. Note that the optimal solution for these instance in (3) ($p = 2, 8$, and 128) is 2.77, 3.07, and 3.01.

We should first point out that we can regard asynchronous algorithms as the synchronous ones in principle. Synchronous algorithms update all decision variables for all nodes. On the
Fig. 11 Behavior of the synchronous multi-agent system when $p = 8$ with the step size (6).

Fig. 12 Behavior of the synchronous multi-agent system when $p = 8$ with the step size (7).

Fig. 13 Behavior of the asynchronous multi-agent system when $p = 8$ with the step size (12).

Fig. 14 Behavior of the asynchronous multi-agent system when $p = 8$ with the step size (13).

other hand, asynchronous algorithms update decision variables for only 2 nodes at the same time. We need to remind these facts when we discuss about the convergence speed.

For small $p$ ($p = 1, 2$), it seems that there is no difference for the convergence speed between the simple diminishing step size and the proposed step size while asynchronous algorithms are better than synchronous ones in terms of the convergence speed. For large $p$ ($p = 8, 128$), we see that the convergence speed of algorithms with the simple diminishing step size is quite slow (Figs. 11, 13, 15, and 17). In contrast, the algorithms with the scalable step size converge to the optimal solution quickly even for large $p$ (Figs. 12, 14, 16, and 18). The convergence speed of the synchronous algorithm with the scalable step size (13) are better than the asynchronous one of the simple diminishing step size (12), but worse than the one with the scalable step size (13). Thus, we see that the scalable diminishing step size (7) and (13) are effective to enhance the convergence speed of the algorithms.
6. Conclusion

In this paper, we proposed an approximation problem of the distributed minimax optimization. We applied a synchronous networked algorithm and an asynchronous gossip algorithm with a subgradient method to approximated minimax optimization. We then proposed a scalable step size for the subgradient method by using its approximation ratio. Numerical examples illustrated that the proposed step size works well even in high approximation ratios.
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