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1 Introduction

The study of integrable structure of conformal field theory began with the seminal series of papers of Bazhanov, Lukyanov and Zamolodchikov [1–3] devoted to study of quantum KdV integrable system. In particular, the set of generating functions for local and non-local Integrals of Motion has been explicitly constructed. Unfortunately the construction of [1–3] does not known to provide by itself any equations for the spectrum of the Integrals of Motion.

New ideas appear since the discovery of Ordinary Differential Equation/Integrable Model (ODE/IM) correspondence [4–6]. Using this approach and bunch of analytic intuition, the authors of [7] were able to express the spectrum of the local IM’s in terms of solutions of certain algebraic system of equations. These equations appear in [7] as conditions of absence of monodromy at apparent singularities of certain second order differential operator, which is governed by the so called Duistermaat-Grünbaum theorem [8]. In [9] the relation between the Duistermaat-Grünbaum theorem and the Virasoro algebra has been made more precise. Similar algebraic equations were generalized for some other integrable
structures, such as Fateev models or quantum AKNS model (see [10] for the list of all known cases). Despite the obvious success of BLZ program, it is still unclear where the algebraic equations of [7] come from, and whether they can be easily generalized for other models of CFT.

Recently it becomes clear that there is parallel approach based on the affine Yangian symmetry. The advantage of this approach is that it fits in general framework of the quantum inverse scattering method and provides Bethe ansatz equations for the spectrum. Being originally formulated geometrically [11–13], it can be rephrased entirely algebraically in CFT terms.\footnote{For the modern review of the geometric approach and more advanced topics see Andrei Okounkov’s summer lecture course sites.google.com/view/andrei-okounkov-lecture-course/home.} In [14], using this algebraic approach, we studied the integrable structures in CFT related to \( \widehat{\mathfrak{gl}}(1) \), the affine Yangian of \( \mathfrak{gl}(1) \) [15]. These integrable structures appear in \( W \)-algebras of \( A_n \) type and its super-algebra generalizations and can be viewed as twist deformations of the quantum Gelfand-Dikii hierarchies (quantum ILW type integrable systems). We used RLL formulation of \( Y(\widehat{\mathfrak{gl}}(1)) \), where \( R \) stands for the Maulik-Okounkov \( R \)-matrix [13], explicitly constructed off-shell Bethe vectors and have shown that on Bethe ansatz equations these vectors diagonalize both KZ and local Integrals of Motion.

In current notes we generalize the results and the methods of [14] to the \( W \)-algebras of BCD type. The key new ingredient, which appears in this case is the analog of Sklyanin’s \( K \)-matrix [16], introduced by him for studying of spin chains with boundary. The “boundary” in the current context corresponds to the endpoints of the affine Dynkin diagram for a given integrable system. This fact has been already noticed and studied in trigonometric case in [17]. Here we restrict ourselves to the conformal case, but consider the problem of diagonalization of Integrals of Motion. Similar to the A case [14], it is convenient to diagonalize KZ Integrals of Motion (called reflection operators in [10]) rather that local ones. We explicitly construct the off-shell Bethe vector, which depends on auxiliary parameters \( x_1, \ldots, x_N \), where \( N \) is the level, and show that the KZ operator acts diagonally on this vector provided that \( x_k \)’s satisfy Bethe ansatz equations. These equations (formula (4.13)) together with the explicit form of off-shell Bethe vector (formula (4.10)) constitute the main results of our paper.

This paper is organized as follows. In section 2 we introduce integrable systems of BCD type, as a commutant of affine system of screening operators. We also provide an explicit form of first non-trivial local Integral of Motion. In section 3 we review the Maulik-Okounkov \( R \)-matrix, introduce the notion of the Sklyanin \( K \)-matrix in this context and review basic facts about affine Yangian of \( \mathfrak{gl}(1) \). Section 4 is devoted to explicit construction of off-shell Bethe vectors. In section 5 we explicitly diagonalize KZ Integral of Motion. In section 6 we give some concluding remarks, in particular we give the conjecture for eigenvalues of local Integrals of Motion. We also provide some details on integrable systems of low rank, in particular for Bullough-Dodd model. In appendices we provide supplementing calculations and useful formulae.
2 Integrable systems of BCD type in CFT

The integrable systems studied in this paper can be realized by the \( n \)-component bosonic free field \( \phi = (\phi_1, \ldots, \phi_n) \). Local Integrals of Motion have the following general form

\[
I_s = \frac{1}{2\pi} \int_0^{2\pi} G_{s+1}(z)dz, \quad \bar{I}_s = \frac{1}{2\pi} \int_0^{2\pi} \bar{G}_{s+1}(\bar{z})d\bar{z},
\]

where \( G_{s+1}(z) \) and \( \bar{G}_{s+1}(\bar{z}) \) are the local densities with the spins \( s \) belonging to some set, which is a characteristic property of a particular integrable system. The important property of local IM's is that they form the commutative set

\[
[I_r, I_s] = 0.
\]

The best way to describe our integrable systems goes through affine Toda QFT

\[
S = \int \left( \frac{1}{8\pi} (\partial_a \varphi \cdot \partial_a \varphi) + \Lambda \sum_{r=0}^{n} e^{b(\alpha_r \cdot \varphi)} \right) d^2 z.
\]

where the vectors \((\alpha_0, \alpha_1, \ldots, \alpha_n)\) have the Gram matrix corresponding to one of the affine Dynkin diagrams of BCD type:

\[
\hat{D}_n \quad \hat{B}_n \quad \hat{C}_n \quad \hat{B}_n^\vee \quad \hat{C}_n^\vee \quad \hat{BC}_n
\]

and \( b \) is the coupling constant. Using the standard parametrization for the roots one can express the scalar products in the exponents in (2.3) as

\[
(\alpha_0 \cdot \varphi) = \begin{cases} 
-\varphi_1 \\
-2\varphi_1 \\
-\varphi_1 - \varphi_2 
\end{cases}, \quad \begin{cases} 
(\alpha_r \cdot \varphi) = \varphi_r - \varphi_{r+1} \text{ for } 0 < r < n \\
2\varphi_n \\
\varphi_{n-1} + \varphi_n 
\end{cases}
\]

That is each of the affine diagrams can be interpreted as non-affine \( A_{n-1} \) diagram with two boundary conditions which can be of three types B, C or D corresponding to the short root, the long root or the root of the length \( \sqrt{2} \) correspondingly.

The theories (2.3) are known to be integrable both classically and quantum mechanically. They share an interesting property of the duality (see e.g. [18]). Namely, both \( \hat{D}_n \) and \( \hat{BC}_n \) theories are self-dual with respect to the substitution \( b \rightarrow b^{-1} \), while \( \hat{B}_n \) and \( \hat{B}_n^\vee \)
as well as \( \hat{C}_n \) and \( \hat{C}_n^\vee \) are mapped to each other. The quantum integrability implies that the theory admits the set of local Integrals of Motion whose short distance limit coincides with \( I_s \) and \( \bar{I}_s \) from (2.1).

The integrals \( I_s \) and \( \bar{I}_s \) by themselves can be defined up to a total factor from the equation (and similar antiholomorphic equation)

\[
\frac{1}{2\pi i} \oint_{C_s} e^{b(\alpha_r \cdot \varphi(\xi))} G_{s+1}(z) d\xi = \partial V_s(z),
\]

where \( V_s(z) \) is some local field (and similar formula for \( \bar{G}_{s+1} \)). Using (2.5) one can construct first few local IM’s explicitly. It is convenient to write them in Nekrasov epsilon notations

\[
b = \sqrt{\frac{\epsilon_2}{\epsilon_1}}, \quad b^{-1} = \sqrt{\frac{\epsilon_1}{\epsilon_2}} \quad \text{and} \quad \epsilon_3 \stackrel{\text{def}}{=} -\epsilon_1 - \epsilon_2.
\]

The first non-trivial local Integral of Motion is \( I_3 \) and the corresponding Wick ordered density has the form

\[
G_4(z) = (\partial \varphi \cdot \partial \varphi)^2 - \frac{1}{3} \left( 2n - \frac{\epsilon_\alpha + \epsilon_\beta}{\epsilon_3} \right) \sum_{k=1}^{n} (\partial \varphi_k)^4 +
+ \frac{4\epsilon_3}{\sqrt{\epsilon_1 \epsilon_2}} \sum_{k=1}^{n} \partial \varphi_k^2 \left( \sum_{j<k} \left( j - 1 + \frac{\epsilon_3 - \epsilon_\alpha}{2\epsilon_3} \right) \partial^2 \varphi_j - \sum_{j>k} \left( n - j + \frac{\epsilon_3 - \epsilon_\beta}{2\epsilon_3} \right) \partial^2 \varphi_j \right) +
+ \left( 2n + \frac{4(n-1)(\epsilon_1^2 + \epsilon_2^2)}{3\epsilon_1 \epsilon_2} + \frac{(\epsilon_1 \epsilon_2 - 2\epsilon_3^2)(\epsilon_\alpha + \epsilon_\beta - 2\epsilon_3)}{3\epsilon_1 \epsilon_2 \epsilon_3} \right) (\partial^2 \varphi \cdot \partial^2 \varphi) -
- \frac{4\epsilon_3^2}{\epsilon_1 \epsilon_2} \sum_{i<j} \left( i - 1 + \frac{\epsilon_3 - \epsilon_\alpha}{2\epsilon_3} \right) \left( n - j + \frac{\epsilon_3 - \epsilon_\beta}{2\epsilon_3} \right) (2 - \delta_{ij}) \partial^2 \varphi_i \partial^2 \varphi_j,
\]

where each of the indexes \( \alpha \) and \( \beta \) takes the values 1, 2 and 3, corresponding to either B, C or D boundary conditions.

We stress that in general the solution to the commutativity equation (2.5) should be searched in terms of analytically regularized densities rather that Wick ordered ones. In the case of the density of spin 4 these two differ by an amount which is by itself an Integral of Motion. In general this is not the case and starting from the spin 6 one expects to have corrections to the Wick ordered density, which formally correspond to lower spins (see section 6 for the example).

### 3 Maulik-Okounkov \( R \)-matrix, \( K \)-matrix

The Maulik-Okounkov \( R \)-matrix is related to the Liouville reflection operator [19] as

\[
R_{ij} = R[\partial \varphi_i - \partial \varphi_j].
\]

\(2\)The answer will depends only on the ratio \( \frac{\epsilon_2}{\epsilon_1} \), so without loss of generality we may assume \( \epsilon_1 \epsilon_2 = 1 \) and thus

\[
b = \epsilon_2, \quad b^{-1} = \epsilon_1 \quad \text{and} \quad Q = b + \frac{1}{b} = -\epsilon_3.
\]
We will use both notations (3.1) interchangeably. Sometimes it may also be convenient to use the notation \( R_{i,j}(u_i - u_j) \) in order to emphasise the value of the zero mode (see (3.3)).

This reflection operator can be defined up to a normalisation factor from the condition
\[
Q = \frac{\epsilon_1^2}{\epsilon_1 \epsilon_2}
\]
\[
R[\partial \varphi_i - \partial \varphi_j](Q \partial - \partial \varphi_i)(Q \partial - \partial \varphi_j) = (Q \partial - \partial \varphi_j)(Q \partial - \partial \varphi_i)R[\partial \varphi_i - \partial \varphi_j],
\]
where \( \varphi_k \) is the free bosonic field
\[
\partial \varphi_k(x) = -i \frac{u_k}{\sqrt{\epsilon_1 \epsilon_2}} + \sum_{n \neq 0} a_n^{(k)} e^{-inx}, \quad [a_m^i, a_n^j] = m \delta_{m-n} \delta_{i,j}.
\]

In order to introduce the \( K \)-operator, we consider rank two \( W \) algebras of BCD type. They can be defined as commutants of screening operators (here \( b = \frac{e_2}{\sqrt{\epsilon_1 \epsilon_2}} \))
\[
S_1 = \int e^{b(\varphi_1 - \varphi_2)} dz, \quad S_2 = \begin{cases} \int e^{b\varphi_2} dz & \text{for } B, \\ \int e^{2b\varphi_2} dz & \text{for } C, \\ \int e^{b(\varphi_1 + \varphi_2)} dz & \text{for } D. \end{cases}
\]
The corresponding holomorphic currents \( W_2 \) and \( W_4 \) have the explicit form
\[
W_2 = (\partial \varphi_1)^2 + (\partial \varphi_2)^2 + \frac{2 \epsilon_3}{\sqrt{\epsilon_1 \epsilon_2}} \partial^2 \varphi_1 + \frac{\epsilon_3 - \epsilon_\alpha}{\sqrt{\epsilon_1 \epsilon_2}} (\partial^2 \varphi_2 + \partial^2 \varphi_1)
\]
and
\[
W_4 = (\partial \varphi_1)^2 (\partial \varphi_2)^2 + \frac{2 \epsilon_3}{\sqrt{\epsilon_1 \epsilon_2}} \partial \varphi_1 \partial \varphi_2 \partial^2 \varphi_2 + \frac{\epsilon_3 - \epsilon_\alpha}{\sqrt{\epsilon_1 \epsilon_2}} ((\partial \varphi_1)^2 \partial^2 \varphi_2 + (\partial \varphi_2)^2 \partial^2 \varphi_1) - \frac{\epsilon_3 \epsilon_\alpha}{\epsilon_1 \epsilon_2} (\partial^2 \varphi_1)^2 + \frac{(\epsilon_3 - \epsilon_\alpha)^2}{\epsilon_1 \epsilon_2} \partial^2 \varphi_1 \partial^2 \varphi_2 - \frac{(\epsilon_1 - \epsilon_\alpha)(\epsilon_2 - \epsilon_\alpha)}{2 \epsilon_1 \epsilon_2} (\partial \varphi_1 \partial^3 \varphi_1 + \partial \varphi_2 \partial^3 \varphi_2) - \frac{\epsilon_3(\epsilon_3 - \epsilon_\alpha)}{\epsilon_1 \epsilon_2} (\partial \varphi_1 \partial^3 \varphi_1 - \partial \varphi_1 \partial^3 \varphi_2) + \frac{\epsilon_3}{\sqrt{\epsilon_1 \epsilon_2}} \left( \frac{\epsilon_\alpha(\epsilon_3 - \epsilon_\alpha)}{2 \epsilon_1 \epsilon_2} - \frac{\epsilon_3^2}{\epsilon_1 \epsilon_2} - \frac{1}{3} \right) \partial^4 \varphi_1
\]
where \( \alpha = 1, 2, 3 \) correspond to B, C and D \( W \) algebras correspondingly.

Each screening operator (3.4) generates the reflection operator according to the rule
\[
R_{1,2} W_s = W_s \bigg|_{\varphi_1 \mapsto \varphi_2}, \quad K_{2} W_s = W_s \bigg|_{\varphi_2 \mapsto -\varphi_2},
\]
for \( s = 2, 4 \). We have \( R_{1,2} = R[\partial \varphi_1 - \partial \varphi_2] \), while \( K_{2} \) is also equal to the reflection operator of the re-scaled argument
\[
K^1_{2} T = R[\sqrt{2} \partial \varphi_2] \bigg|_{\epsilon_1 \mapsto \sqrt{\epsilon_1 \epsilon_2}, \epsilon_2 \mapsto \sqrt{\epsilon_2 / \sqrt{2}}}
\]
for B series
\[
K^2_{2} = R[\sqrt{2} \partial \varphi_2] \bigg|_{\epsilon_1 \mapsto \sqrt{\epsilon_1 / \sqrt{2}}, \epsilon_2 \mapsto \sqrt{\epsilon_2}}
\]
for C series
\[
K^3_{2} = \text{Id}
\]
for D series.
Note that $\mathcal{K}_2^3 = \text{Id}$ is the simplest among the operators, as it does not depend on spectral parameter and has very simple action on bosons.

Now, similar to the argument of Maulik and Okounkov, the $K$-operator obeys Sklyanin’s KRKR equation\(^3\)

$$\mathcal{R}[\partial \varphi_1 - \partial \varphi_2]\mathcal{K}_1^\alpha \mathcal{R}[\partial \varphi_1 + \partial \varphi_2]\mathcal{K}_2^\alpha \mathcal{R}[\partial \varphi_1 + \partial \varphi_2]\mathcal{K}_2^\alpha \mathcal{R}[\partial \varphi_1 - \partial \varphi_2].$$

(3.12)

It is interesting to note that $\mathcal{K}_1$, $\mathcal{K}_2$ and $\mathcal{K}_3$ seem to exhaust all solutions to KRKR equation (3.12) which preserve the grading operator $\int W_2 dz$. This is an unproven statement, confirmed by explicit calculations on lower levels.

### 3.1 KZ integrals of motion

Having defined $R$- and $K$-operators, one can define the important family of IOM’s constructed from two solutions of KRKR equation — the so called KZ Integrals of Motion. Let us introduce the following operators:

$$\mathcal{T}_i^+ = \mathcal{R}_{i,i+1}\mathcal{R}_{i,i+2}\ldots \mathcal{R}_{i,n}\mathcal{K}_i \mathcal{R}_{i,i+1}\mathcal{R}_{i,i+2}\ldots \mathcal{R}_{i,n},$$

(3.13)

$$\mathcal{T}_i^- = \mathcal{R}_{i,i}\mathcal{R}_{i,i+1}\mathcal{K}_i \mathcal{R}_{i,i+1}\mathcal{R}_{i,i+2}\ldots \mathcal{R}_{i,n-1},$$

(3.14)

$$\mathcal{T}_i^{KZ} = \mathcal{T}_i^- \mathcal{T}_i^+$$

(3.15)

where we defined the conjugation operator $D_i$

$$D_if(\varphi) = f(\varphi)|_{\varphi_i \rightarrow -\varphi_i} D_i,$$

(3.16)

$$\mathcal{R}_{i,j} = D_i \mathcal{R}_{i,j} D_j = \mathcal{R}[\partial \varphi_i + \partial \varphi_j],$$

(3.17)

$$\mathcal{R}_{i,j} = D_i \mathcal{R}_{i,j} D_j = \mathcal{R}[\partial \varphi_i - \partial \varphi_j],$$

(3.18)

Using KRKR equation (3.12), it is straightforward to check that

$$[\mathcal{T}_i^{KZ}, \mathcal{T}_j^{KZ}] = 0.$$

(3.19)

It is also possible to prove the commutativity of KZ Integrals of Motion and local ones. Indeed, any screening operator $S_\alpha$ acts non-trivially only in two (or one at the endpoints) spaces. In order to point it out we will equip it with the label $i$, such that $S_{\alpha_i}$ acts in the space of two bosons $\mathcal{F}_i \otimes \mathcal{F}_{i+1}$ for $i \neq 0, n$, while $S_{\alpha_0}$ and $S_{\alpha_n}$ acts only on first and the last boson correspondingly (see (2.4)). Now, from the very definition of the reflection operators (3.7) any operator $\mathcal{O}_i$ which commutes with $S_{\alpha_i}$ has a nice intertwining property with the reflection operators

$$\mathcal{R}_{i,i+1} \mathcal{O}_i = \mathcal{O}_i \bigg|_{\varphi_i \rightarrow \varphi_i + 1}, \quad i = 1 \ldots n - 1$$

(3.20)

$$\mathcal{K}_i \mathcal{O}_i = \mathcal{O}_i \bigg|_{\varphi_i \rightarrow -\varphi_i}, \quad i = 0, n.$$  

(3.21)

\(^3\)Let us note that there is more convenient form of KRKR equation used by Sklyanin [16]:

$$\mathcal{R}_{1,2}(u_1 - u_2)\mathcal{K}_1(u_1)\mathcal{R}_{2,1}(u_2 + u_1)\mathcal{K}_2(u_2) = \mathcal{K}_2(u_2)\mathcal{R}_{1,2}(u_1 + u_2)\mathcal{K}_1(u_1)\mathcal{R}_{2,1}(u_1 - u_2).$$

(3.11)

These two equations actually differ by the redefinition of $K$-operator and overall conjugation by the reflection of bosonic modes $a_{n,1}^{i,2} \rightarrow -a_{n,1}^{1,2}, \ n \neq 0$. 

---

- 6 -
As local IM’s commute with all screening operators, they nicely intertwine with both $\mathcal{T}^-$ and $\mathcal{T}^+
abla$

\[ \mathcal{T}^+_i I_s = I_s |_{\varphi_i \to -\varphi_i} \mathcal{T}^+_i, \quad \mathcal{T}^-_i I_s |_{\varphi_i \to -\varphi_i} = I_s \mathcal{T}^-_i, \quad (3.22) \]

which proves the commutativity $[I_s, I^{KZ}] = 0$.

### 3.2 Review of the Affine Yangian $Y(\hat{\mathfrak{g}}^1)$

Let us remind the basic properties of RLL algebra and its equivalent description in terms of generating currents $h$, $e$ and $f$ (for more details see [14]).

The Maulik-Okounkov $R$-matrix defines the Yang-Baxter algebra ($YB(\hat{\mathfrak{g}}^1)$) in the standard way

\[ R_{ij}(u-v) \mathcal{L}_i(u) \mathcal{L}_j(v) = \mathcal{L}_j(v) \mathcal{L}_i(u) R_{ij}(u-v). \quad (3.23) \]

Here $\mathcal{L}_i(u)$ is treated as an operator in some quantum space, a tensor product of $n$ Fock spaces in our case, and as a matrix in the auxiliary Fock space $\mathcal{F}_u$. The algebra (3.23) becomes an infinite set of quadratic relations between the matrix elements labeled by two partitions

\[ \mathcal{L}_{\lambda,\mu}(u) \overset{\text{def}}{=} \langle u | a_\lambda \mathcal{L}(u) a_{-\mu} | u \rangle \quad \text{where} \quad a_{-\mu} | u \rangle = a_{-\mu_1} a_{-\mu_2} \ldots | u \rangle. \quad (3.24) \]

Let us introduce three basic currents of degree 0, 1 and −1

\[ h(u) \overset{\text{def}}{=} \mathcal{L}_{\varnothing,\varnothing}(u), \quad e(u) \overset{\text{def}}{=} h^{-1}(u) \cdot \mathcal{L}_{\varnothing,\varnothing}(u) \quad \text{and} \quad f(u) \overset{\text{def}}{=} \mathcal{L}_{\varnothing,\varnothing}(u) \cdot h^{-1}(u), \quad (3.25) \]

as well as an auxiliary current (as we will see (3.28a) it also belongs to the Cartan subalgebra of $YB(\hat{\mathfrak{g}}^1)$)

\[ \psi(u) \overset{\text{def}}{=} \left( \mathcal{L}_{\varnothing,\varnothing}(u + \epsilon_3) - \mathcal{L}_{\varnothing,\varnothing}(u) \right) h^{-1}(u + \epsilon_3) \mathcal{L}_{\varnothing,\varnothing}(u + \epsilon_3) h^{-1}(u + \epsilon_3) \quad (3.26) \]

As follows from definition of the $R$-matrix these currents admit large $u$ expansion

\[ h(u) = 1 + \frac{h_0}{u} + \frac{h_1}{u^2} + \ldots, \quad e(u) = \frac{e_0}{u} + \frac{e_1}{u^2} + \ldots, \quad (3.27) \]

\[ f(u) = \frac{f_0}{u} + \frac{f_1}{u^2} + \ldots, \quad \psi(u) = 1 + \frac{\psi_0}{u} + \frac{\psi_1}{u^2} + \ldots \]

Using the definition (3.25) and (3.26) and explicit expression for the $R$-matrix on first three levels one can prove [14] the following relations

\[ [h(u), \psi(v)] = 0, \quad [\psi(u), \psi(v)] = 0, \quad [h(u), h(v)] = 0, \quad (3.28a) \]

\[ (u - v - \epsilon_3) h(u) e(v) = (u - v) e(v) h(u) - \epsilon_3 h(u) e(u), \quad (3.28b) \]

\[ (u - v - \epsilon_3) f(v) h(u) = (u - v) h(u) f(v) - \epsilon_3 f(u) h(u), \quad (3.28c) \]

\[ [e(u), f(v)] = \frac{\psi(u) - \psi(v)}{u - v}, \quad (3.28d) \]
as well as \( ee, ff \) relations

\[
\begin{align*}
\bar{g}(u-v) & \left[ e(u)e(v) - \frac{e_{\sigma}(v)}{u-v+\epsilon_1} - \frac{e_{\pi}(v)}{u-v+\epsilon_2} - \frac{e_{\varphi}(v)}{u-v+\epsilon_3} \right] = \\
& = \bar{g}(u-v) \left[ e(v)e(u) - \frac{e_{\sigma}(u)}{u-v-\epsilon_1} - \frac{e_{\pi}(u)}{u-v-\epsilon_2} - \frac{e_{\varphi}(u)}{u-v-\epsilon_3} \right], \quad (3.28e)
\end{align*}
\]

\[
\begin{align*}
\bar{g}(u-v) & \left[ f(u)f(v) - \frac{f_{\sigma}(v)}{u-v-\epsilon_1} - \frac{f_{\pi}(v)}{u-v-\epsilon_2} - \frac{f_{\varphi}(v)}{u-v-\epsilon_3} \right] = \\
& = g(u-v) \left[ f(v)f(u) - \frac{f_{\sigma}(u)}{u-v+\epsilon_1} - \frac{f_{\pi}(u)}{u-v+\epsilon_2} - \frac{f_{\varphi}(u)}{u-v+\epsilon_3} \right], \quad (3.28f)
\end{align*}
\]

\( \psi, \psi f \) relations

\[
\begin{align*}
g(u-v)\psi(u)e(v) = \bar{g}(u-v)e(v)\psi(u) + & \text{ locals}, \\
g(u-v)f(v)\psi(u) = \bar{g}(u-v)\psi(u)f(v) + & \text{ locals}, \quad (3.28g)
\end{align*}
\]

and Serre relations

\[
\begin{align*}
\sum_{\sigma \in S_3} (u_{\sigma_1} - 2u_{\sigma_2} + u_{\sigma_3}) e(u_{\sigma_1}) e(u_{\sigma_2}) e(u_{\sigma_3}) & + \sum_{\sigma \in S_3} [e(u_{\sigma_1}), e_{\sigma}(u_{\sigma_2}) + e_{\pi}(u_{\sigma_2}) + e_{\dot{\varphi}}(u_{\sigma_2})] = 0, \\
\sum_{\sigma \in S_3} (u_{\sigma_1} - 2u_{\sigma_2} + u_{\sigma_3}) f(u_{\sigma_1}) f(u_{\sigma_2}) f(u_{\sigma_3}) & + \sum_{\sigma \in S_3} [f(u_{\sigma_1}), f_{\sigma}(u_{\sigma_2}) + f_{\pi}(u_{\sigma_2}) + f_{\dot{\varphi}}(u_{\sigma_2})] = 0.
\end{align*}
\]

(3.28h)

In the relations above we have used the following notations

\[
g(x) \overset{\text{def}}{=} (x + \epsilon_1)(x + \epsilon_2)(x + \epsilon_3), \quad \bar{g}(x) \overset{\text{def}}{=} (x - \epsilon_1)(x - \epsilon_2)(x - \epsilon_3). \quad (3.29)
\]

We note that the terms shown by blue in (3.28b)–(3.28g) depend only on one parameter either \( u \) or \( v \) (in (3.28g) these terms are so complicated, that we do no write them explicitly) and in (3.28f) they depend only on two parameters instead of one. We call such terms local, the main idea is that they always can be omitted in actual computations, as only interested in relations between modes of currents they always will stand inside some contour integral, and the integration contour always can be chosen in a way to exclude local terms.

Now let us describe the inverse map from the Borel sub-algebra of RLL algebra to the currents. We introduce the modes \( U_n \) of \( W^{(1)}(z) \) current

\[
\begin{align*}
\langle \varnothing | \mathcal{L}(u) a_{-n}^{(0)} | \varnothing \rangle & = \frac{U_n}{u} + O \left( \frac{1}{u^2} \right), \quad n > 0 \quad (3.30) \\
\langle \varnothing | a_{n}^{(0)} \mathcal{L}(u) | \varnothing \rangle & = \frac{U_{-n}}{u} + O \left( \frac{1}{u^2} \right), \quad n > 0 \quad (3.31)
\end{align*}
\]

It is clear from the RLL relation that the \( R^- \) matrix commutes with the \( W^{(1)} \) current:

\[
(a_{n}^{(0)} + U_{n}) R_{0,v} = R_{0,v} (a_{n}^{(0)} + U_{n}) \quad (3.32)
\]

Taking the matrix element over the auxiliary space \( \langle \varnothing | \ldots | \mu \rangle \) for positive \( n \) we will get:

\[
[L_{\mu, \varnothing}(u), U_n] = L_{\mu+n, \varnothing}(u), \quad (3.33)
\]

where \( \langle \mu + n \rangle \overset{\text{def}}{=} \langle \mu | a_n \rangle \).
It is also clear, that $U_n$ for $n > 0$ belongs to the subalgebra $n^\pm$. Indeed, explicit calculation of the large $u$ limit of $R(u)$ (see [14] for the details) shows that:

\[
\begin{align*}
U_1 &= f_0 \quad U_{-1} = e_0, \\
U_{k+1} &= -k[f_1, U_k] \quad U_{k-1} = -k[e_1, U_k].
\end{align*}
\]

Then we get:

\[
\begin{align*}
U_1 &= f_0 U_{-1} = e_0, \\
U_k + 1 &= -k[f_1, U_k] U_k - 1 = -k[e_1, U_k].
\end{align*}
\]

\[
\begin{align*}
U &= \oint \cdots \oint g_k(z) f(z_1) \ldots f(z_k) dz \\ 
g_k(z) &= (-1)^{k-1}(k-1)! \prod_i z_i \left( \sum (-1)^i C_i z_i^{-1} \right),
\end{align*}
\]

where $C_i$ are the binomial coefficients.

Finally using (3.33) we may express $L_\lambda,?^\Phi(u)$ as a multiple commutator of $L_{?,?}^\Phi(u) = h(u)$ and modes of $f(z)$ currents, or equivalently as contour integral

\[
L_\lambda,?^\Phi(u) = \frac{1}{(2\pi i)^{|\lambda|}} \oint \cdots \oint F_\lambda(z|u) h(u) f(z|\lambda) \ldots f(z_1) dz_1 \ldots, dz|\lambda|
\]

with some explicit function $F_\lambda(z|u)$.

### 3.3 Antipode

As we will see there is an important operation: the reflection of the boson $\varphi(x) \to -\varphi(x)$. Using it we define the antipode of $L$-operator:

\[
(L_\mu,?^\Phi(u))^a \overset{\text{def}}{=} \bar{L}_\mu,?^\Phi(u) = (-1)^{l(\mu)+l(\nu)} L(-u)_{\nu,\mu},
\]

\[
L(u) L(v) \overset{\text{def}}{=} \bar{L}(v) \bar{L}(u).
\]

Here $l(\mu)$ is the number of rows in Young diagram $\mu$.

It is convenient to write the conjugated $L$ operator as follows:

\[
\bar{L}_\lambda,?^\Phi(u) = \frac{1}{(2\pi i)^{|\lambda|}} \oint \cdots \oint F_\lambda(z|u) f(-\epsilon_3 - z|\lambda) \ldots f(-\epsilon_3 - z_1) h(-u) dz_1 \ldots d|\lambda|
\]

### 4 Off-shell Bethe vector

In order to construct the off-shell Bethe vector we consider the tensor product of $n + N$ Fock spaces

\[
\underbrace{F_{u_1} \otimes \cdots \otimes F_{u_1}}_{\text{quantum space}} \otimes \underbrace{F_{x_1} \otimes \cdots \otimes F_{x_N}}_{\text{auxiliary space}} = F_u \otimes F_x
\]

\footnote{Note that if we thing of the diagram as of the bosonic state: $|\lambda\rangle = \prod_{i=1}^{l(\lambda)} a_{-\lambda_i} |\emptyset\rangle$, then multiplication by $(-1)^\lambda$ is nothing but the reflection of the bosons $a_{-n} \to -a_{-n}$.}
generated from the vacuum state

\[ |\varnothing\rangle_u \otimes |\varnothing\rangle_x = |u_0\rangle \otimes \cdots \otimes |u_1\rangle \otimes |x_1\rangle \otimes \cdots \otimes |x_N\rangle. \quad (4.2) \]

In order not to confuse between the auxiliary and quantum Fock spaces, we will label Fock space not by it’s index, but by it’s spectral parameter. So that the \( R \)-matrix between two Fock spaces will read as \( R_{u_i,u_j} \) while the \( R \)-matrix between two auxiliary spaces as \( R_{x_i,x_j} \).

As usual let us introduce \( L_i(u_i) \) operators:

\[ L_i(u_i) = R_{u_i},u \, L_{u} = L_{n}(u_n) \cdots L_{1}(u_1). \quad (4.3) \]

It is also convenient to define opposite \( \bar{L} \) operators:

\[ \bar{L}_i(u_i) = R_{u_i},x \, \bar{L}_x = \bar{L}_1(u_1) \cdots \bar{L}_n(u_n) \quad (4.4) \]

4.1 \( K \) operators

In the previous section we have defined the \( K \)-matrix acting on the single Fock space (3.7). It is useful to extend its action to the tensor product of quantum and auxiliary Fock spaces. Let us define

\[ K_{u|y} \overset{\text{def}}{=} R_{u,y} K_y R_{u,y}, \quad (4.5) \]

where

\[ R_{u,y} = R_{u_n,y} \cdots R_{u_1,y}, \quad R_{v,x} = R_{v,x_N} \cdots R_{v,x_1} \quad (4.6) \]

and \( K_y \) is the operator defined in (3.7). The definition (4.5) is the direct analog of \( L \)-operator to the boundary case. This definition can be conveniently illustrated with the following picture

![Diagram](attachment:image.png)

We note that \( K_{u|x} \) still enjoys KRKR equation (3.12)

\[ R_{x_1,x_2} K_{u|x_1} R_{x_1,x_2} K_{u|x_2} = K_{u|x_2} R_{x_1,x_2} K_{u|x_1} R_{x_1,x_2}. \quad (4.7) \]

Now let us extend the action of our \( K \)-operator to the full auxiliary space \( F_x \). The most convenient way to do it is by recurrent formula

\[ K_{u|y,x} = K_{u|x} R_{y,x} K_{y}. \quad (4.8) \]

Here \( K_{u|y} \) is the operator defined in (4.5) acting on a tensor product \( F_u \otimes F_y \), while \( K_{u|x} \) acts on a tensor product of \( F_u \otimes F_x \). The last formula can be illustrated by the following picture (here we consider for simplicity the case of \( N = 3 \)).
Finally our definition of $K_{v|x}$ may be summarised in two operations which increase the number of quantum and auxiliary Fock spaces:

$$\Delta^q(K_{u|x}) = K_{v,u|x} = \bar{L}_v K_{u|x} L_v, \quad \Delta^a(K_{u|x}) = K_{u|y,x} = K_{u|x} R_{y,x} K_y. \quad (4.9)$$

Using the Yang-Baxter equation and KRKR relation, one can show that two operators actually commute $\Delta^q(\Delta^a(K_{v|x})) = \Delta^a(\Delta^q(K_{v|x}))$. This property may be illustrated by the following picture

\[ \text{Figure 1. Explicitly this K operator reads as } K_{u|x} = K_{u|z_1,z_2,z_3} R_{z_2,z_3} K_{u|z_2,z_3} R_{z_1,z_2} K_{u|z_1}. \]

### 4.2 Off-shell Bethe vector

Now we are ready to introduce the off-shell Bethe vector

$$|B(x)\rangle =_x \langle \varnothing | \bar{L}_v K_x L_v | \varnothing \rangle_x \chi_x =_x \langle \varnothing | K_v | x \rangle_x \chi_x \quad (4.10)$$

here $|\chi_x\rangle$ is a special state in auxiliary Fock space: $|\chi_x\rangle \in \mathcal{F}_x$. It has grading $N$ with respect to the standard grading operator. The vector $|B(x)\rangle$ can be represented by the
We will introduce the explicit form of $|\chi\rangle$ in the next section (5.21), for now let us just announce the main property of Bethe vector.

### 4.3 Bethe Ansatz equations, eigenvalues of KZ IOMs

We note that the Yang-Baxter and KRKR relation (3.12) provide the nice intertwining property of the off-shell Bethe vector with the $T_i^+$ operator (3.15)

$$T_i^+ |B(x)\rangle = |B(x)\rangle_{\varphi_i \rightarrow -\varphi_i},$$

(4.12)

In the next section we will prove that under the Bethe ansatz equations

$$r^\alpha(x_i)r^\beta(x_i)A(x_i)A^{-1}(-x_i) \prod_{j \neq i} G(x_i - x_j)G^{-1}(-x_i - x_j) = 1,$$

(4.11)

$$G(x) = \frac{(x - \epsilon_1)(x - \epsilon_2)(x - \epsilon_3)}{(x + \epsilon_1)(x + \epsilon_2)(x + \epsilon_3)}, \quad A(x) = \prod_{k=1}^{n} \frac{x - u_k + \epsilon_3}{x - u_k - \epsilon_3}, \quad r^\alpha(x) = -\frac{x + \epsilon_\alpha/2}{x - \epsilon_\alpha/2},$$

(4.13)

the off-shell Bethe vector with shifted $x$ parameters $|B(x - \frac{\epsilon_3}{2})\rangle$ becomes an eigenvector of KZ IOMs $T_i^{KZ}$ (3.15):

$$T_i^{KZ} |B\left(x - \frac{\epsilon_3}{2}\right)\rangle_{B_{\text{AE}(x)=1}} = \prod_{\alpha} \frac{(u_{\alpha} + \frac{\epsilon_3}{2})^2 - x_{\alpha}^2}{(u_{\alpha} - \frac{\epsilon_3}{2})^2 - x_{\alpha}^2} |B\left(x - \frac{\epsilon_3}{2}\right)\rangle.$$

(4.14)

Equations (4.13) and (4.14) together with the explicit form of off-shell Bethe vector (4.10) are the main results of our paper.

---

5This formula differs from the one provided by Sklyanin [16] in $\mathfrak{sl}(2)$ case. In his approach $K_{u|x}$ operator is a product of single space operators $\prod_i K_{u|x_i}$. It can be shown, that for $\mathfrak{sl}(2)$ case these two approaches coincide. For example on level 3 we have:

$$|B(x)\rangle = _x \langle \downarrow \downarrow \downarrow |K_{u|x_3,x_2,x_1} \uparrow \uparrow \uparrow \rangle x \otimes \downarrow \downarrow \rangle u = _x \langle \downarrow \downarrow \downarrow |K_{u|x_3} K_{u|x_2} K_{u|x_1} \uparrow \uparrow \uparrow \rangle x \otimes \downarrow \downarrow \rangle u.$$

In the case of $\mathfrak{sl}(2)$, R-matrices between the auxiliary spaces may be omitted, and we reproduce Sklyanin's formula:

$$|B(x)\rangle \text{ for } \mathfrak{sl}(2) = _x \langle \downarrow \downarrow \downarrow |K_{u|x_3} K_{u|x_2} K_{u|x_1} \uparrow \uparrow \uparrow \rangle x \otimes \downarrow \rangle u = _x \langle \downarrow |K_{u|x_3} \uparrow \rangle \langle \downarrow |K_{u|x_2} \uparrow \rangle \langle \downarrow |K_{u|x_1} \uparrow \rangle \downarrow \rangle u.$$
Let us revise the formula for the off-shell Bethe vector (4.10). One observes that the definition of (4.10) (as especially seen from the picture (4.11)) suggests that \( |B(x)\rangle \) can be interpreted as a product of some \( L-\)operators \( L(u_1) \ldots L(u_n) \) sandwiched between bra and ket states \( \langle \mathcal{K}_x | \rangle \) and \( | \chi \rangle \).

This observation can be formalized as follows. Let us define \( \mathcal{L}(u) \) operator by the picture

\[
\mathcal{L}(u) = \sum_{\rho} \mathcal{L}(u)_{\lambda,\rho} \otimes \mathcal{L}(u)_{\rho,\mu}
\]

By definition it acts in the tensor product of Fock module and its dual \( \mathcal{F}_x \otimes \mathcal{F}_x^* \) and equals to the infinite sum

\[
\mathcal{L}(u)_{\lambda,\mu} = \sum_{\rho} \mathcal{L}(u)_{\lambda,\rho} \otimes \mathcal{L}(u)_{\rho,\mu}
\]

It is though clear that \( \mathcal{L}(u) \)-operators, still enjoys RLL algebra

\[
\mathcal{R}(u_1 - u_2) \mathcal{L}(u_1) \mathcal{L}(u_2) = \mathcal{L}(u_2) \mathcal{L}(u_1) \mathcal{R}(u_1 - u_2)
\]

Using this equation we may define the currents in complete analogy with A case with exactly the same commutation relations (3.28):

\[
\mathfrak{h}(u) \overset{\text{def}}{=} \mathcal{L}_{\varnothing,\varnothing}(u), \quad \mathfrak{e}(u) \overset{\text{def}}{=} \mathfrak{h}^{-1}(u) \mathcal{L}_{\varnothing,\varnothing}(u) \quad \text{and} \quad \mathfrak{f}(u) \overset{\text{def}}{=} \mathcal{L}_{\varnothing,\varnothing}(u) \mathfrak{h}^{-1}(u).
\]

5 Diagonalization of KZ integral

Let us revise the formula for the off-shell Bethe vector (4.10). One observes that the definition of (4.10) (as especially seen from the picture (4.11)) suggests that \( |B(x)\rangle \) can be interpreted as a product of some \( L-\)operators \( \mathcal{L}(u_n) \ldots \mathcal{L}(u_1) \) sandwiched between bra and ket states \( \langle \mathcal{K}_x | \rangle \) and \( | \chi \rangle \).

This observation can be formalized as follows. Let us define \( \mathcal{L}(u) \) operator by the picture

\[
\mathcal{L}(u) = \sum_{\rho} \mathcal{L}(u)_{\lambda,\rho} \otimes \mathcal{L}(u)_{\rho,\mu}
\]

By definition it acts in the tensor product of Fock module and its dual \( \mathcal{F}_x \otimes \mathcal{F}_x^* \) and equals to the infinite sum

\[
\mathcal{L}(u)_{\lambda,\mu} = \sum_{\rho} \mathcal{L}(u)_{\lambda,\rho} \otimes \mathcal{L}(u)_{\rho,\mu}
\]

It is though clear that \( \mathcal{L}(u) \)-operators, still enjoys RLL algebra

\[
\mathcal{R}(u_1 - u_2) \mathcal{L}(u_1) \mathcal{L}(u_2) = \mathcal{L}(u_2) \mathcal{L}(u_1) \mathcal{R}(u_1 - u_2)
\]

Using this equation we may define the currents in complete analogy with A case with exactly the same commutation relations (3.28):

\[
\mathfrak{h}(u) \overset{\text{def}}{=} \mathcal{L}_{\varnothing,\varnothing}(u), \quad \mathfrak{e}(u) \overset{\text{def}}{=} \mathfrak{h}^{-1}(u) \mathcal{L}_{\varnothing,\varnothing}(u) \quad \text{and} \quad \mathfrak{f}(u) \overset{\text{def}}{=} \mathcal{L}_{\varnothing,\varnothing}(u) \mathfrak{h}^{-1}(u).
\]
Exploiting this picture further, we can consider \( K \)–operator \( K_x \) as a bra vector \( \langle K \rangle \) acting from \( F_x \otimes F^*_x \) to \( \mathbb{C} \). We will denote vectors from \( F_x \otimes F^*_x \) by a two rows objects \( \left[ \begin{array}{c} \lambda \\ \mu \end{array} \right] \), where \( \lambda, \mu \in F_x, F^*_x \). It allows to rewrite Bethe vector (4.10) as follows:

\[
|B^\alpha,u(x)\rangle =_x \langle \emptyset | \tilde{\mathcal{L}}_1 \ldots \tilde{\mathcal{L}}_n K^*_x \mathcal{L}_n \ldots \mathcal{L}_1 | \lambda \rangle_x \otimes \langle \emptyset | u \equiv _x \langle K^* | \mathcal{L}_n \ldots \mathcal{L}_1 | \chi \rangle_x \otimes \langle \emptyset | u.
\]  

The benefit of this approach is that the structure of the Bethe vector may be analysed by the representation theory of the Affine Yangian in \( F_x \otimes F^*_x \). We call the corresponding representation the strange module.

### 5.1 Strange module

Our goal is to describe the action of \( \epsilon, \mathfrak{f}, \mathfrak{h} \) and \( \psi \) currents on this strange module. The first obvious remark is that while there is no highest weight vector, nevertheless Cartan currents \( \mathfrak{h}(u) \) and \( \psi(u) \) still can be diagonalized. Let us consider the first component of tensor product \( F_x \otimes F^*_x \). We already know [14] that the eigenbasis is numerated by the collection of Young diagrams \( \tilde{\lambda} = \{ \lambda^{(1)}, \ldots, \lambda^{(N)} \} \) with the eigenvalues:

\[
h(u)|\tilde{\lambda}\rangle = \prod_{\Box \in \lambda} \frac{(u-c_\Box)}{(u-c_\Box-e_3)}|\lambda\rangle, \quad \psi(u)|\tilde{\lambda}\rangle = \prod_{\alpha=1}^3 \prod_{\Box \in \lambda} \frac{(u-c_\Box-e_\alpha)}{(u-c_\Box+e_\alpha)} \prod_{k=1}^n \frac{(u-x_k+e_3)}{(u-x_k)}|\lambda\rangle,
\]  

where by definition the content of the cell with coordinates \((i, j)\) in Young diagram \( \lambda^{(k)} \) is

\[
c^{(k)} = x_k - (i-1)e_1 - (j-1)e_2.
\]

Now, both \( \mathfrak{h} \) and \( \psi \) act by a triangle matrices in the tensor product of two eigenbases. Indeed, according to (5.1):

\[
\mathfrak{h}(u) = h(u) \otimes h(-u) + \sum_{\rho \neq \emptyset} \mathcal{L}_{\emptyset, \rho}(u) \otimes \tilde{\mathcal{L}}_{\rho, \emptyset}(u),
\]  

and hence the eigenbasis of \( \mathfrak{h}(u), \psi(u) \) in \( F_x \otimes F^*_x \) is enumerated by the collection of \( 2N \) Young diagrams

\[
h(u)|\tilde{\lambda}\rangle_{\mu} = \prod_{\Box \in \lambda} (u-c_\Box) \prod_{\Box \in \mu} (u-c_\Box-e_3) |\lambda\rangle_{\mu},
\]  

\[
\psi(u)|\tilde{\lambda}\rangle_{\mu} = \prod_{\alpha=1}^3 \left( \prod_{\Box \in \lambda} (u-c_\Box-e_\alpha) \prod_{\Box \in \mu} (u-c_\Box+e_\alpha) \right) \prod_{k=1}^n \frac{(u-x_k+e_3)}{(u-x_k)} |\lambda\rangle_{\mu},
\]

with the contents

\[
c^{(k)} = x_k - (i-1)e_1 - (j-1)e_2, \quad \text{for Fock modules,} \quad (5.10)
\]

\[
c^{(k)} = -e_3 - x_k + (i-1)e_1 + (j-1)e_2, \quad \text{for dual Fock modules.} \quad (5.11)
\]
Moreover from the $\epsilon, \eta$ commutation relation
\begin{equation}
\eta(u)\epsilon(v)|\Lambda\rangle = \frac{u - v}{u - v - \epsilon_3}\epsilon(v)\eta(u)|\Lambda\rangle - \frac{\epsilon_3}{u - v - \epsilon_3}\mathcal{L}_{\eta,\epsilon}(u)|\Lambda\rangle,
\end{equation}
it follows that $\epsilon(u)$ acts on the eigenvectors $|\tilde{\lambda}\rangle_{\mu}$ with the known poles:

$$
\left\langle \tilde{\lambda}\mid \tilde{\mu}\right| \epsilon(u) = \sum_{\square \in \text{addable}({\lambda})} \frac{E(\tilde{\lambda} \rightarrow \tilde{\lambda} + \square)}{u - c_{\square}} |\tilde{\lambda} + \square\rangle_{\mu} + \sum_{\square \in \text{removable}({\mu})} \frac{E(\tilde{\lambda} \rightarrow \tilde{\lambda} - \square)}{u - c_{\square}} |\tilde{\lambda} - \square\rangle_{\mu},
$$

$$
\left\langle \tilde{\lambda}\mid \tilde{\mu}\right| \eta(u) = \sum_{\square \in \text{removable}({\lambda})} \frac{F(\tilde{\lambda} \rightarrow \tilde{\lambda} - \square)}{u - c_{\square}} |\tilde{\lambda} - \square\rangle_{\mu} + \sum_{\square \in \text{addable}({\mu})} \frac{F(\tilde{\lambda} \rightarrow \tilde{\lambda} + \square)}{u - c_{\square}} |\tilde{\lambda} + \square\rangle_{\mu}.
$$

We have a freedom to change the coefficients $E,F$ by re-scaling the eigenvectors, however their product is fixed by the $\epsilon\eta$ commutation relation (3.28d):

$$
E(\tilde{\lambda} - \square \rightarrow \tilde{\lambda})F(\tilde{\lambda} - \square \rightarrow \tilde{\lambda}) = \text{Res}_{u = c_{\square}} \langle \tilde{\lambda}\mid \tilde{\mu}\rangle_{\eta(u)\epsilon(u)}
$$

and

$$
E(\tilde{\lambda} + \square \rightarrow \tilde{\lambda})F(\tilde{\lambda} + \square \rightarrow \tilde{\lambda}) = \text{Res}_{u = c_{\square}} \langle \tilde{\lambda}\mid \tilde{\mu}\rangle_{\eta(u)\epsilon(u)}
$$

The choice of coefficients $E$ and $F$ consistent with (5.14)–(5.15) is equivalent to the choice of normalisation for eigenvectors. It is convenient to use the following one

$$
E(\tilde{\lambda} \rightarrow \tilde{\lambda} + \square) = \frac{\epsilon_1\epsilon_2}{\epsilon_3} \prod_{\square \in \lambda + \square} S(c_{\lambda} - c_{\square}) \prod_{\square \in \tilde{\mu}} S(c_{\tilde{\mu}} - c_{\square}) \prod_{k=1}^{n} \frac{(c_{\square} - x_k + \epsilon_3)}{(c_{\square} - x_k)} \frac{(c_{\square} + x_k)}{(c_{\square} + x_k + \epsilon_3)},
$$

(5.16)

$$
F(\tilde{\lambda} \rightarrow \tilde{\lambda} + \square) = \prod_{\square \in \lambda} S(c_{\lambda} - c_{\square}) \prod_{\square \in \tilde{\mu} + \square} S(c_{\tilde{\mu}} - c_{\square}) \prod_{k=1}^{n} \frac{(c_{\square} - x_k + \epsilon_3)}{(c_{\square} - x_k)} \frac{(c_{\square} + x_k)}{(c_{\square} + x_k + \epsilon_3)},
$$

(5.17)

$$
E(\tilde{\lambda} \rightarrow \tilde{\lambda} - \square) = \frac{\epsilon_1\epsilon_2}{\epsilon_3} \prod_{\square \in \lambda - \square} S(c_{\lambda} - c_{\square}) \prod_{\square \in \tilde{\mu} + \square} S(c_{\tilde{\mu}} - c_{\square}),
$$

(5.18)

$$
F(\tilde{\lambda} \rightarrow \tilde{\lambda} - \square) = \prod_{\square \in \lambda - \square} S(c_{\lambda} - c_{\square}) \prod_{\square \in \tilde{\mu} - \square} S(c_{\tilde{\mu}} - c_{\square}),
$$

(5.19)
with
\[ S(x) = \frac{(x + \epsilon_1)(x + \epsilon_2)}{x(x - \epsilon_3)}. \] (5.20)

Let us now define the vector \( |\chi\rangle_x \) announced in definitions of off-shell Bethe vector (4.10), (5.4). The idea is to choose the vector which will maximally simplify the computation of Bethe vector. The most natural definition is:
\[ |\chi\rangle_x = |\varnothing, \ldots, \varnothing\rangle_x. \] (5.21)

Alternatively, this vector may be defined (up to proportionality constant) as an eigenvector of \( h(z) \) with the most natural eigenvalue:
\[ h(u)|\chi\rangle_x = N \prod_{i=1}^{N} \frac{u - x_i - \epsilon_3}{u - x_i} |\chi\rangle_x. \] (5.22)

The main advantage of this choice is that it provides an understandable structure of the off-shell Bethe function (5.35), (5.45). Namely the matrix elements involved in (5.45) may have poles only at points \( z_i = x_j \) or \( z_i = -x_j - \epsilon_3 \). Then one may compute them explicitly either from formulas (5.17), (5.19), (5.32), or by analysis of \( hf, ff \) commutation relations (3.28a), (3.28f) and \( Kf \) relation (5.28). This logic will be explained in section (5.3).

5.2 Calculation of K-operator

Our \( K \)-operator \( K_x \) provides the pairing in the space \( \mathcal{F}_x \otimes \mathcal{F}^*_x \). Our goal for this section is the calculation of the matrix elements:
\[ \langle \vec{\mu} | K_x | \vec{\lambda} \rangle = \langle K_x | \vec{\lambda} | \vec{\mu} \rangle. \]

In order to do so, we use the reflection equation:
\[ K_x \bar{\mathcal{L}}(u)K_x \mathcal{L}(u) = \mathcal{L}(u)K_x \bar{\mathcal{L}}(u)K_u \] (5.24)

Being rewritten in terms of \( \mathcal{L}(u) \), equation (5.24) takes the form:
\[ \langle K | \mathcal{L}(u) \rangle_{\lambda, \mu} = \langle K | \mathcal{\bar{L}}(u) \rangle_{\lambda, \mu} \] (5.25)

Two immediate consequences of these relations are:
\[ \langle K | h(u) \rangle = \langle K | h(-u) \rangle, \] (5.26)
\[ \langle K | \mathcal{L}_{\varnothing, \varnothing}(u) \rangle = -\kappa(u) \langle K | \mathcal{L}_{\varnothing, \varnothing}(-u) \rangle, \] (5.27)
where $\mathcal{K}\square = \kappa(u)\square$. The last equation can be equivalently rewritten in terms of the reflection relation for the $f$ current:

$$\langle \mathcal{K}|f(u) = r(u)\langle \mathcal{K}|f(-\epsilon_3 - u),$$

with

$$r(u) = -\frac{2u + \epsilon_3 + 3\kappa(u)}{2u\kappa(u)}. \quad (5.29)$$

This equation immediately follows from (5.26), (5.27) after substitution $\mathcal{L}_{\square,\phi}(u) = f(u)\mathcal{h}(u)$ and the following chain of relations

$$\langle \mathcal{K}|f(u)\mathcal{h}(u) = -\kappa(u)\langle \mathcal{K}|f(-u)\mathcal{h}(-u) = -\kappa(u)\langle \mathcal{K}|\mathcal{h}(-u)f(-u-\epsilon_3) =$$

$$= -\kappa(u)\langle \mathcal{K}|\mathcal{h}(u)f(-u-\epsilon_3) = -\frac{\epsilon_3\kappa(u)}{2u+\epsilon_3}\langle \mathcal{K}|f(u)\mathcal{h}(u) - \frac{2u\kappa(u)}{2u+\epsilon_3}\langle \mathcal{K}|f(-u-\epsilon_3)\mathcal{h}(u)$$

Finally we have

$$\kappa(u) = 1, \quad r(u-\epsilon_3/2) = -\frac{u + \epsilon_3/2}{u - \epsilon_3/2} \quad \text{for the D case,} \quad (5.30)$$

$$\kappa(u) = \frac{u - \epsilon_i - \epsilon_j/2}{u + \epsilon_i + \epsilon_j/2}, \quad r(u-\epsilon_3/2) = -\frac{u + \epsilon_i/2}{u - \epsilon_i/2} \quad \text{for the BC case,} \quad (5.31)$$

where in the last line $\{i, j\} = \{1, 2\}$ corresponds to the B case and $\{i, j\} = \{2, 1\}$ corresponds to the C case.

Relations (5.26) and (5.30)–(5.31) completely define the matrix elements (5.24). First of all from (5.26) it follows that $\mathcal{K}$ acts diagonally in the eigenbasis of $\mathcal{h}$ i.e. $\mathbf{x} = \mathbf{\mu}$. Then one can find

$$\langle \mathcal{K}_x|\mathbf{x} = F^{-1}(\mathbf{x} \rightarrow \mathbf{x})\langle \mathcal{K}_x|f(-\epsilon_3 - z)|\mathbf{x} = \mathbf{x} - \mathbf{\mu}) =$$

$$= r^{-1}(c_{\square})F^{-1}(\mathbf{x} \rightarrow \mathbf{y})\langle \mathcal{K}_x|f(z)|\mathbf{y} = \mathbf{y} - \mathbf{\mu}) =$$

$$= r^{-1}(c_{\square})F^{-1}(\mathbf{x} \rightarrow \mathbf{y})F(\mathbf{y} \rightarrow \mathbf{x})\langle \mathcal{K}_x|\mathbf{y} = \mathbf{x} - \mathbf{\mu}) =$$

$$\langle \mathcal{K}_x|\mathbf{x}^{-\square} = \mathbf{x}^{-\square}. \quad (5.32)$$

### 5.3 Off-shell Bethe function, diagonalization of KZ integral

Motivated by the formulas (5.30) and (5.31), it is convenient to shift $x$ variables: $x \rightarrow x - \frac{\epsilon_i}{2}^+$, as well as redefine the operators $f$: $f(z) \rightarrow f(z - \frac{\epsilon_i}{2})$.

Let us consider the following Bethe vectors:

$$|B^{\alpha,u}(x)\rangle = x\langle \mathcal{L}_1 \ldots \mathcal{L}_n \mathcal{K}_x^\alpha\mathcal{L}_n \ldots \mathcal{L}_1 | \mathcal{O} \rangle u|\chi\rangle = x\langle \mathcal{K}^\alpha \mathcal{L}_1 \ldots \mathcal{L}_n | \mathcal{O} \rangle u|\chi\rangle = x\langle \mathcal{K}^\alpha | \mathcal{L}_1 \ldots \mathcal{L}_n | \mathcal{O} \rangle u|\chi\rangle, \quad (5.33)$$

$$|\widetilde{B}^{\beta,u}(x)\rangle = x\langle \mathcal{L}_n \ldots \mathcal{L}_1 \mathcal{K}_x^\beta\mathcal{L}_1 \ldots \mathcal{L}_n | \mathcal{O} \rangle u|\chi\rangle = x\langle \mathcal{K}^\beta \mathcal{L}_1 \ldots \mathcal{L}_n | \mathcal{O} \rangle u|\chi\rangle = x\langle \mathcal{K}^\beta | \mathcal{L}_1 \ldots \mathcal{L}_n | \mathcal{O} \rangle u|\chi\rangle, \quad (5.34)$$

where $\alpha = 1, 2, 3$ labels possible $K-$operators.
It is also useful to introduce their matrix elements the so called off-shell Bethe functions:

\[ \omega_{\alpha, \lambda}(x|u) \equiv \langle \lambda | B^{\alpha,u}(x) \rangle = \langle x | K^u_{x} \Sigma_{\lambda(1)}^{\alpha}(u_1) \cdots \Sigma_{\lambda(n)}^{\alpha}(u_n) \rangle_{\partial} / x, \]  

\[ \bar{\omega}_{\beta, \lambda}(x|u) \equiv \langle \lambda | \bar{B}^{\beta,u}(x) \rangle = \langle x | K^u_{x} \Sigma_{\lambda(n)}^{\beta}(u_n) \cdots \Sigma_{\lambda(1)}^{\beta}(u_1) \rangle_{\partial} / x. \]  

The off-shell Bethe vectors and hence the off-shell functions have nice intertwining relations with \( R \)-matrix and \( K \)-operators:

\[ R_{i,i+1} | B^{\alpha,u}(x) \rangle = P_{i,i+1} | B^{\alpha,u}(x) \rangle, \]  

\[ R_{i,i+1} | \bar{B}^{\beta,u}(x) \rangle = P_{i,i+1} | \bar{B}^{\beta,u}(x) \rangle, \]  

\[ K^u_{n} | B^{\alpha,u}(x) \rangle = D_n | B^{\alpha,u}(x) \rangle, \]  

\[ K^u_{1} D_1 | \bar{B}^{\beta,u}(x) \rangle = | \bar{B}^{\beta,u}(x) \rangle. \]

It implies in particular, the simple action of KZ operators:

\[ T^+_i | B^{\alpha,u}(x) \rangle = D_i | B^{\alpha,u}(x) \rangle, \]  

\[ T^-_i D_i | \bar{B}^{\beta,u}(x) \rangle = | \bar{B}^{\beta,u}(x) \rangle. \]

Our goal for this section is to prove that under the Bethe ansatz equations (4.13) two Bethe vectors are proportional to each other:

\[ | B^{\alpha,u}(x) \rangle \overset{\text{BAE}(x)=1}{=} | \bar{B}^{\beta,u}(x) \rangle \prod_{i,a} \frac{u_i - x_a - \epsilon_3}{u_i - x_a + \epsilon_3} c(x), \]  

for some \( c(x) \). Combining this equation and relations (5.41)-(5.42) one can immediately conclude that on-shell Bethe vector is indeed an eigenvector of KZ operator (5.63).

Let us proceed to the proof. It is enough to check (5.43) for any matrix element, or, which is the same, to establish similar relation for off-shell functions (5.49). In order to compute the later, let us remind (3.38) that \( \Sigma_{\lambda,\omega} \) is generated by the \( h(u) \) and \( f(z) \) currents:

\[ \Sigma_{\lambda,\omega}(u) = \frac{1}{(2\pi i)^N} \oint_{C_{1}} \cdots \oint_{C_{|\lambda|}} F_{\lambda} \left( z - \frac{\epsilon_3}{2} | u \right) h(u)f(z_{|\lambda|}) \cdots f(z_1) dz_1 \cdots dz_{|\lambda|}, \]  

where each contour \( C_k \) goes clockwise around \( \infty \) and \( u - \epsilon_3 \), so that it doesn’t pick the poles of function \( F_{\lambda} \). Using (5.44) the weight function (5.35) can be rewritten as

\[ \omega_{\alpha, \lambda}(x|u) = \frac{1}{(2\pi i)^N} \times \oint F_{\lambda} \left( \bar{z} - \frac{\epsilon_3}{2} | u \right) x_{\lambda^{(n)}} h(u_n) f(z_1^{(n)}) f(z_2^{(n)}) \cdots \]  

\[ \cdots h(u_2) f(z_1^{(2)}) f(z_2^{(2)}) \cdots h(u_1) f(z_1^{(1)}) f(z_2^{(1)}) \cdots | \lambda_{(n)}^{(n)} \rangle \cdots | \lambda^{(2)} \rangle | \lambda \rangle_{\partial} / x \]  

\[ d\bar{z}, \]
where

\[ F^\chi_\mathbb{C}(z|u) = \prod_{k=1}^{n} F^{(k)}_\mathbb{C} \left( z^{(k)}_1, \ldots, z^{(k)}_{|\chi^{(k)}|} | u_k \right). \]  

(5.46)

The contour integral (5.45) can be computed by residues. In order to do so let us analyse possible poles in \( z \) variables. As we already explained any \( f(z) \) operator either removes one box from the upper Young diagram \( \chi \) or add a box to the lower Young diagram with a pole equal to the content of the corresponding cell. We also proved that the matrix element \( \langle K | \bar{\chi} \rangle \bar{\mu} \) is nonzero only if \( \bar{\chi} = \bar{\mu} \). Thus we conclude that the only possible poles of the contour integral (5.45) are

\[ z_i = x_{\sigma(i)} \quad \text{or} \quad z_i = -x_{\sigma(i)}, \]  

(5.47)

where \( \sigma \) is some permutation. It is convenient to consider the group spanned by the elements \( s \), which is generated by permutations of all indices \( S_N \) and \( \mathbb{Z}_2 \) reflection of each index \( i \to \bar{i} \) with the convention \( x_{\bar{i}} = -x_i \). The weight function itself is given by the sum over residues as:

\[ \omega_{\alpha,\bar{\chi}}(x|u) = \sum_s I^\alpha_{s(1,\ldots,N)}. \]  

(5.48)

We are going to prove the proportionality of two weight functions under the Bethe equations:

\[ \omega_{\alpha,\bar{\chi}}(x|u) \overset{\text{BAE}(x)=1}{=} c(x) \omega_{\beta,\bar{\chi}}(x|u). \]  

(5.49)

Actually, we will prove a stronger statement of proportionality of the corresponding residues:

\[ I^\alpha_{s(1,\ldots,N)} \overset{\text{BAE}(x)=1}{=} c(x) f^\beta_{s(1,\ldots,N)}. \]  

(5.50)

Using the fact that the integral (5.44) defined to avoid the poles of \( F^\chi_\mathbb{C} \), we have explicitly:

\[ I^\alpha_{s(1,\ldots,N)}(x) = F^\chi_\mathbb{C} \left( s(x) - \frac{\epsilon_3}{2} | u \right) \text{Res}_{z_i=x_{\sigma(i)}} x^{\langle K^\alpha | h(u_n) f(z^{(n)}_1) f(z^{(n)}_2) \ldots \rangle_{\chi}} \text{Res}_{z_{\bar{i}}=-x_{\bar{i}}} \]  

\[ \ldots \text{Res}_{z_2 = -u_2} \text{Res}_{z_1 = -u_1} \ldots \langle \chi | \mathbb{B} \rangle_x \]  

(5.51)

and

\[ I^\beta_{s(1,\ldots,N)}(x) = F^\chi_\mathbb{C} \left( s(x) - \frac{\epsilon_3}{2} | u \right) \text{Res}_{z_i=x_{\sigma(i)}} \]  

\[ x^{\langle K^\beta | f(-z^{(1)}_1 f(-z^{(1)}_2) \ldots h(-u_1) f(-z^{(2)}_1 f(-z^{(2)}_2) \ldots h(-u_2) \ldots} \]  

\[ \ldots f(-z^{(n)}_1) f(-z^{(n)}_2) \ldots h(-u_n) \langle \chi | \mathbb{B} \rangle_x \]  

(5.52)
Taking into account formulas (5.16)–(5.19) and (5.32), it is straightforward to compute matrix elements and check (5.50) with

\[ c(x) = \prod_{i<j} S(x_i + x_j) \prod_i r^\beta(-x_i). \]  

\[ (5.53) \]

One can also provide a simpler proof without reference to the explicit formulas for matrix elements, but using the \( \mathfrak{h}, \mathfrak{f} \) commutation relation (3.28a), (3.28f) and \( \langle K| f \rangle \) relation (5.28). The direct consequence of this relations is the formula for the matrix elements:

\[ \text{Res}_{z_i = x_i} x \langle K^\alpha | \cdots f(z_{i+1}) f(z_i) \cdots | \emptyset \rangle_x = \]

\[ = G^{-1}(x_{i+1} - x_i) \text{Res}_{z_i = x_i} x \langle K^\alpha | \cdots f(z_i) f(z_{i+1}) \cdots | \emptyset \rangle_x, \]  

\[ (5.54) \]

\[ \text{Res}_{z_i = x_i} x \langle K^\alpha | f(u) \cdots | \emptyset \rangle_x = \frac{u - x_i + \frac{\epsilon_3}{2}}{u - x_i - \frac{\epsilon_3}{2}} \text{Res}_{z_i = x_i} x \langle K^\alpha | f(z_i) \cdots | \emptyset \rangle_x, \]  

\[ (5.55) \]

\[ \text{Res}_{z_i = x_i} x \langle K^\alpha | f(-z_N) \cdots | \emptyset \rangle_x = r(-x_N) \text{Res}_{z_i = x_i} x \langle K^\alpha | f(z_N) \cdots | \emptyset \rangle_x. \]  

\[ (5.56) \]

Note that in the first two relations we additionally used the fact that Bethe roots \( x_i \) are not in resonance with each other as well as with evaluation parameters \( u_k \). It allow us to omit local (blue) terms in (3.28c), (3.28f). These three relations are completely define the residues up to a constant.

We immediately observe that both matrix elements (5.51), (5.52) share the same transformation properties under the permutation of \( x_i \) variables. At the first glance the transformation under reflection of \( x_i \) variables is different. Indeed the reflection of \( x_N \) in the first matrix element (5.51) produce a simple factor \( r^\alpha(x_N) \), while in the opposite matrix element (5.52) we have to move corresponding operator \( f(-z_N) \) to the left boundary and back which produce the product of many terms:

\[ r^\beta(-x_N) \prod_k \frac{x_N^2 - (u_k - \frac{\epsilon_3}{2})^2}{x_N^2 - (u_k + \frac{\epsilon_3}{2})^2} \prod_{j \neq N} G^{-1}(x_N - x_j) G^{-1}(x_N + x_j). \]  

\[ (5.57) \]

Two factors coincide under the Bethe equations (4.13). This proves the proportionality of corresponding residues (5.51), (5.52). The proportionality constant (5.53) may be computed along the same lines.

It may be useful to note that the identities (5.54)–(5.56) may be summarized in the following rules for computation of the residues:

\[ I^n_{1, \ldots, N} = F_x \left( x + \frac{\epsilon_3}{2} | u \right) \prod_k \prod_{i=|\lambda_k|+1}^N \frac{u_k - x_i + \frac{\epsilon_3}{2}}{u_k - x_i - \frac{\epsilon_3}{2}} \prod_{i<j} S(x_i - x_j), \]  

\[ (5.58) \]

\[ I^\alpha_{...,i+1,...} \langle x \rangle = I^\alpha_{...,i+1,...} (P_{i+1} x), \]  

\[ (5.59) \]

\[ I^\alpha_{...,N} (x) = I^\alpha_{...,N} (x)|_{x_N \to -x_N} r^\alpha(x_N). \]  

\[ (5.60) \]
Finally, let us compute the action of KZ integral of motion \( I_{\text{KZ}}^i = \mathcal{T}_i^+ - \mathcal{T}_i^- \) on Bethe vector:

\[
\mathcal{T}_i^- D_i | B^{\alpha,u}(x) \rangle_{\text{BAE}} = | B^{\alpha,u}(x) \rangle_{\text{BAE}} \frac{u_i - x_a - \frac{\epsilon_2}{2}}{u_i - x_a + \frac{\epsilon_2}{2}} c(x)
\]

\[
\mathcal{T}_i^- D_i | \bar{B}^{\alpha,u}(x) \rangle_{\text{BAE}} = | \bar{B}^{\alpha,u}(x) \rangle_{\text{BAE}} \frac{u_i - x_a - \frac{\epsilon_2}{2}}{u_i - x_a + \frac{\epsilon_2}{2}} c^{-1}(x),
\]

which finally proves

\[
\mathcal{T}_i^{\text{KZ}} | B^{\alpha,u}(x) \rangle_{\text{BAE}} = | B^{\alpha,u}(x) \rangle_{\text{BAE}} \frac{(u_i + \frac{\epsilon_1}{2})^2 - x_a^2}{(u_i - \frac{\epsilon_1}{2})^2 - x_a^2}.
\]

6 Concluding remarks

In this paper we discovered Bethe ansatz equations for the spectrum of Integrals of Motion in CFT with the \( W \)-symmetry of BCD type. There are many open questions, which we list in random order.

**T-operator.** We have avoided the construction of the boundary transfer matrix similar to Sklyanin [16]. The reason is that this object is not well defined for \( Y(\hat{\mathfrak{gl}}(1)) \). Its construction requires the corresponding \( R \)-matrix to satisfy the property known as crossing unitarity. One can easily show that MO \( R \)-matrix satisfies two basic properties of

\[
\begin{align*}
\text{Unitarity} & : & R[\partial \varphi_i - \partial \varphi_j]R[\partial \varphi_j - \partial \varphi_i] & = 1, \quad (6.1) \\
\text{T-symmetry} & : & R^t[\partial \varphi_i - \partial \varphi_j] & = R[\partial \varphi_i - \partial \varphi_j], \quad (6.2)
\end{align*}
\]

which follow immediately from the defining relations (3.2). Both (6.1) and (6.2) hold level by level and can be easily verified by explicit calculations for lower levels. However, the crossing unitarity property

\[
R^t_\iota[\partial \varphi_i - \partial \varphi_j]R_\iota[\partial \varphi_j - \partial \varphi_i] = 1.
\]

is more subtle, as it mixes different levels and involves infinite sums of matrix elements. It is questionable if one can make it any sense. Even if we believe that (6.3) holds and try to make a step further, we may conjecture the following formula for the generating function of integrals of motion (for the D case)

\[
\mathcal{T}(u) = \text{Tr} \left|_0 R_{\bar{\alpha},1} \cdots R_{\bar{\alpha},n} R_{\alpha,1} \cdots R_{\alpha,1} \right.
\]

This formula requires more accurate definition as it involves divergent summation over infinite dimensional Fock space. In the A case this divergence has been regularised by an introduction of the twist parameter which preserved the integrability. It is unclear whether such a twist can be introduced in the present case as well. This certainly remains as open interesting question.
Eigenvalues of local Integrals of Motion. Our construction is specially adapted to diagonalization of KZ integral. Diagonalization of local IM’s is a separate issue. We note that in the A case \[14\] we provided explicit construction for diagonalization of the simplest non-trivial local IM \( I_2 \). In principle, it can be generalized for \( I_s \) with \( s > 2 \). Despite the fact that direct diagonalization of local IM’s is still lacking, it is rather natural to expect that their eigenvalues are some symmetric polynomials in Bethe roots. In the present case, we conjecture the following formula for the integral \( I_3 = \frac{1}{2\pi} \int G_4(x) dx \) corresponding to the local density \( G_4 \) given by (2.8). Namely, on level \( N \) one has an eigenvalue

\[
I_{3}^{\text{vac}} + \left( 4N - 4 \sum_{k=1}^{n} \frac{u_k^2}{\epsilon_1 \epsilon_2} + \frac{\epsilon_1^2 + \epsilon_2^2}{3\epsilon_1 \epsilon_2} (2n - \frac{\epsilon_\alpha + \epsilon_\beta}{\epsilon_3}) \right) N + \frac{4}{\epsilon_1 \epsilon_2} \left( 2n - \frac{\epsilon_\alpha + \epsilon_\beta}{\epsilon_3} \right) \sum_{k=1}^{N} x_k^2, \tag{6.5}
\]

where \( x_k \)'s satisfy Bethe ansatz equations

\[
r^{(\alpha)}(x_i) r^{(\beta)}(x_i) A(x_i) A^{-1}(-x_i) \prod_{j \neq i} G(x_i - x_j) G^{-1}(-x_i - x_j) = 1, \tag{6.6}
\]

with

\[
r^{(\alpha)}(x) = -x - \frac{x^2}{x + \frac{u_1}{2}}, \quad A(x) = \prod_{k=1}^{n} \frac{x - u_k + \frac{u_1}{2}}{x - u_k - \frac{u_1}{2}}. \tag{6.7}
\]

We have confirmed (6.5) by explicit diagonalization on lower levels and it is interesting to find a proof.

Bullough-Dodd model. Integrable systems studied in this paper are already non-trivial for \( n = 1 \). Let us consider \( \widehat{BC}_1 \) system, which is known also as Bullough-Dodd model, or Zhiber-Shabat model. This is the theory of one bosonic field \( \varphi \) with the action

\[
S = \int \left( \frac{1}{8\pi} (\partial_x \varphi)^2 + \Lambda \left( e^{2b \varphi} + e^{-b \varphi} \right) \right) \, d^2 z. \tag{6.8}
\]

According to Zamolodchikov \[20\], this theory can be interpreted as \( \Phi_{1,2} \) integrable perturbation of CFT (or equivalently as \( \Phi_{1,5} \) perturbation). The corresponding conformal integrable system has been studied within BLZ approach in \[21\]. However, as far as we concerned, a system of algebraic equations for the spectrum similar to \[7\] has not been derived yet.\(^6\)

From the general formula (2.8) we see that \( I_3 \) identically vanishes for BD model. It implies the following identity for the Bethe roots

\[
\sum_{k=1}^{N} x_k^2 = \frac{1}{12} \left( 4u^2 - 4N - Q \right). \tag{6.9}
\]

---

\(^6\)We note that algebraic equations for quantum KdV system, proposed by Bazhanov, Lukyanov and Zamolodchikov \[7\], were given in \[9\] improved explanation with precise connection to Virasoro symmetry. It will be interesting if the approach considered in \[9\] will provided new equations for the spectrum of conformal Bullough-Dodd system, which is related to Virasoro algebra as well. It is also worth to mention, that as proposed in the recent paper of Lukyanov and Kotousov \[10\], the desired algebraic equations for BD model should be searched in the Boussinesq integrable system rather than KdV one.
The first non-trivial integral is $I_5$ which has the form

$$I_5 = \frac{1}{2\pi} \int \left[ (\partial \varphi)^6 - \frac{5}{4} (\partial \varphi)^4 - \frac{5}{2} (2Q^2 + 1)(\partial^2 \varphi)^3 + 5(3Q^2 + 1) \left( (\partial^2 \varphi)^2 (\partial \varphi)^2 - \frac{1}{12} (\partial^2 \varphi)^2 \right) + \left( 3Q^4 + \frac{17Q^2}{4} + \frac{8}{3} \right) (\partial^3 \varphi)^2 \right] dx. \quad (6.10)$$

Here all densities are Wick ordered. We note that our integral (6.10) differs from the analytically regularized integral by addition of $I_1$ and a constant. Bethe Ansatz equations follows the general rules (6.6) with $\alpha = 1$, $\beta = 2$ and $n = 1$. We found that the eigenvalues of $I_5 - I_5^{\text{vac}}$ are given by

$$N \left( \frac{63Q^4}{8} + \left( 45N - \frac{63}{2} \right) Q^2 + 80N^2 - 95N + 27 \right) - 5N(9Q^2 + 24N - 19)u^2 + 60Nu^4 - 270 N \sum_{k=1}^{N} x_k^4. \quad (6.11)$$

Colored Fock spaces and more general integrable systems. One may wonder that despite affine Yangian commutation relations (3.28) are symmetric with respect to permutations of all $\epsilon_\alpha$, Bethe Ansatz equations (4.13) are not symmetric in all $\epsilon_\alpha$ because of the source term

$$A(x) = \prod_{k=1}^{n} \frac{x - u_k + \frac{\epsilon_3}{2}}{x - u_k - \frac{\epsilon_3}{2}}. \quad (6.12)$$

In fact, there exist three types of Fock modules $\mathcal{F}_n^\alpha$ (see [22–24]), introducing them into a game provides us with more general integrable systems. In fact, we associate an integrable system to the chain of colored Fock spaces with two colored boundaries $\beta_L \big| \mathcal{F}_1^\alpha \otimes \mathcal{F}_2^\alpha \otimes \cdots \otimes \mathcal{F}_n^\alpha \big| \beta_R$, $\alpha, \beta_L, R = 1, 2, 3$. We present the details in appendix A, here we just mention a particular interesting model given as: $1 \big| \mathcal{F}_1^1 \otimes \mathcal{F}_2^3 \otimes \cdots \otimes \mathcal{F}_{2n-1}^3 \otimes \mathcal{F}_{2n}^1 \big| 3$. This model provides a UV limit for the (dual of) $O(2n+1)$ sigma model considered in [25]. Similarly $3 \big| \mathcal{F}_1^1 \otimes \mathcal{F}_2^3 \otimes \cdots \otimes \mathcal{F}_{2n+1}^3 \big| 3$ provides the UV limit of $O(2n)$ sigma model.

$K$-matrices. We have mentioned in the main text that there are only three solutions of Sklyanin reflection equation (3.12), which commute with the level. In such a case one can always set the vacuum eigenvalue of $K$ operator to 1. Then, if we denote

$$K_{a-1}|u\rangle = f(u)|a-1\rangle, \quad (6.13)$$

the reflection relation (3.12) on level 1 is equivalent to the functional relation

$$(u + v)(f(u) - f(v)) = (u - v)(f(u)f(v) - 1) \implies f(u) = \frac{\xi + u}{\xi - u}, \quad (6.14)$$

where $\xi$ is an arbitrary parameter. The reflection relation on level 2 is more restrictive. It is not just fixes the matrix of the $K$-operator on level 2, but also demands that the parameter $\xi$ takes one of three values

$$\xi = 0, \quad \xi = - \left( b + \frac{1}{2b} \right) \quad \text{or} \quad \xi = - \left( \frac{1}{b} + \frac{b}{2} \right), \quad (6.15)$$
corresponding to three solutions $K^{1,2,3}$. In principle, one might go to higher levels and check that there are only three solutions. It would be interesting to prove this statement in general.
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A Restoring the symmetry between $\epsilon_\alpha$

One may note that affine Yangian commutation relations (3.28) are symmetric with respect to permutations of all $\epsilon_\alpha$. Nevertheless Bethe Ansatz equations (4.13) are not symmetric in all $\epsilon_\alpha$, because of the source term $A(x) = \prod_{k=1}^n \frac{x-u_k + \frac{\epsilon_2}{2}}{x-u_k - \frac{\epsilon_2}{2}}$. We are now in a position to restore the symmetry, which will help us to build more general integrable systems. The resolution of the paradox is the following: there actually exists three types of Fock modules $F_{x_1}^\alpha \otimes F_{x_2}^\beta$. In order to describe integrable systems, we have to define an $R$-matrix acting between different Fock spaces $F_{x_1}^\alpha \otimes F_{x_2}^\beta$. In the following we will use the results of [23, 24] and also [17] where various integrable systems of this type considered in details for the $q$-deformed case.

To the Fock module $F_{x_1}^\alpha$ we assign a free bosonic field (3.3):

$$\partial \varphi(x) = -i \frac{v}{\sqrt{\epsilon_\beta \epsilon_\gamma}} + \sum_{n \neq 0} a_n e^{-inx}, \quad [a_m, a_n] = m \delta_{m,-n},$$

(A.1)

here $(\alpha, \beta, \gamma) = \text{perm}(1, 2, 3)$. To the tensor product of two Fock modules we have to assign a $W$-algebra and an $R$-matrix. If the both Fock modules are of the same type $F_{x_1}^\alpha \otimes F_{x_2}^\alpha$ then we assign to them two Screening currents:

$$S^\pm_\alpha = \oint e \left( \frac{1}{\epsilon_\gamma} \right)^{\pm \frac{1}{2}} \varphi_1(x) \varphi_2(x) dx,$$

(A.2)

where $(\alpha, \beta, \gamma) = \text{perm}(1, 2, 3)$. The $W$-algebra which commutes with these Screenings consists of two currents of spin 1 and 2

$$W_1^\alpha = \partial \varphi_1(x) + \partial \varphi_2(x)$$

(A.3)

$$W_2^\alpha = \frac{1}{2} (\partial \varphi_1(x) - \partial \varphi_2(x))^2 + \frac{\epsilon_\alpha}{\sqrt{\epsilon_\beta \epsilon_\gamma}} (\partial^2 \varphi_1(x) - \partial^2 \varphi_2(x))$$

(A.4)

defines the $R$-matrix in the usual way:

$$R_{1,2}(\varphi_1 - \varphi_2|\epsilon_\alpha, \epsilon_\beta, \epsilon_\gamma) W_{1,2}^{\alpha} |_{\varphi_1 \leftrightarrow \varphi_2} = W_{1,2}^{\alpha} |_{\varphi_1 \leftrightarrow \varphi_2} R_{1,2}(\varphi_1 - \varphi_2|\epsilon_\alpha, \epsilon_\beta, \epsilon_\gamma).$$

(A.5)

Here $R_{1,2}^{\alpha,\alpha}(\varphi_1 - \varphi_2|\epsilon_\beta, \epsilon_\gamma, \epsilon_\alpha)$ is our old Maulik-Okounkov $R$-matrix (3.2).

Now to Fock modules of different types: $F_{x_1}^\alpha \otimes F_{x_2}^\beta$ we assign a single “fermionic” screening charge

$$S_{f,\gamma} = \oint e \sqrt{\frac{\epsilon_\beta}{\epsilon_\gamma}} \varphi_1(x) - \sqrt{\frac{\epsilon_\gamma}{\epsilon_\beta}} \varphi_2(x) dx.$$

(A.6)
This screening called “fermionic” because it is a zero mode of a free fermion:
\[
\psi(x) = e^{\sqrt{\frac{2\epsilon_2}{\epsilon_1}} \varphi_1(x) - \sqrt{\frac{2\epsilon_1}{\epsilon_2}} \varphi_2(x)}, \quad \psi^\dagger(x) = e^{-\sqrt{\frac{2\epsilon_2}{\epsilon_1}} \varphi_1(x) + \sqrt{\frac{2\epsilon_1}{\epsilon_2}} \varphi_2(x)}
\]  
(A.7)
\[
\psi(x)\psi^\dagger(y) = \frac{1}{\sin(x-y)} + \text{reg}
\]  
(A.8)
\[
S_{f,\gamma} = \psi_0
\]  
(A.9)

Corresponding \(W\)-algebra which commutes with screening charges consists of two currents of spin 1, 2:
\[
W_{f,1} = \frac{1}{\sqrt{\epsilon_\alpha}} \partial \varphi_1(x) + \frac{1}{\sqrt{\epsilon_\beta}} \partial \varphi_2(x) \quad (A.10)
\]
\[
W_{f,2} = (\partial \Phi(x))^2 + \partial^2 \Phi(x),
\]  
(A.11)
where \(\Phi(x) = \sqrt{\frac{2\epsilon_2}{\epsilon_1}} \varphi_1(x) - \sqrt{\frac{2\epsilon_1}{\epsilon_2}} \varphi_2(x)\) and also an auxiliary current of spin 3. Again the \(R\)-matrix can be found from the condition:
\[
\mathcal{R}_{1,2}^{\alpha,\beta} W_{f,1,2} = P_{1,2}(W_{f,1,2}) \mathcal{R}_{1,2}^{\alpha,\beta},
\]  
(A.12)
where \(P_{1,2}\) is a permutation operator \(P_{1,2} : \mathcal{F}_1^\alpha \otimes \mathcal{F}_2^\beta \rightarrow \mathcal{F}_2^\beta \otimes \mathcal{F}_1^\alpha\). Note that now we have to permute not only the bosonic field \(\varphi_1 \leftrightarrow \varphi_2\), but also have to exchange \(\epsilon_\alpha \leftrightarrow \epsilon_\beta\) (we use \((\alpha, \beta, \gamma) = \text{perm}(1, 2, 3)\)).

Fermionic \(R\)-matrix has very similar form in terms of free fermions:
\[
\mathcal{R}_{1,2}^{\alpha,\beta} = \exp \left[ \frac{1}{2\pi} \int_0^{2\pi} : \psi^\dagger(x) \log(\partial) \psi(x) : dx \right].
\]  
(A.13)

**Boundaries and \(K\)-matrices.** We already seen (3.8)–(3.10) that there is three types of boundaries, which produce three types of \(K\)-matrices. First let us consider the case of the right boundary. We will use the following notation \(\mathcal{F}_1^\alpha \otimes \mathcal{F}_2^\beta \otimes \cdots \otimes \mathcal{F}_n^\gamma |\beta_R\) for \(n\) Fock spaces and the right boundary. The case of a left boundary is completely similar and can be obtained by the following isomorphism
\[
(\beta_R = \beta_L) \mathcal{F}_n^\alpha \otimes \mathcal{F}_{n-1}^{\alpha-1} \otimes \cdots \otimes \mathcal{F}_1^{\alpha_1} \simeq D_1 \cdots D_n \left( \mathcal{F}_1^\alpha \otimes \mathcal{F}_2^{\alpha_2} \otimes \cdots \otimes \mathcal{F}_n^{\alpha_n} \bigg| |\beta_R\right),
\]  
(A.14)
where \(D_i\) is the operator of reflection of the bosonic fields \(\varphi_i \rightarrow -\varphi_i\).

For the Fock module of type \(\alpha\) and the boundary of type \(\beta\): \(\mathcal{F}_n^\alpha |\beta\) we assign two screenings charges:
\[
S_\pm^\alpha = \int \epsilon \left( \frac{2\epsilon \varphi}{\sqrt{\gamma}} \right)^{\pm \frac{1}{2}} \sqrt{2} \varphi_n(x) dx,
\]  
(A.15)
where \((\alpha, \beta, \gamma) = \text{perm}(1, 2, 3)\). The corresponding \(K\)-matrix is equal to:
\[
\mathcal{K}_{\alpha|\beta} = \mathcal{R}(\sqrt{2} \varphi_n) \frac{\epsilon_\beta}{\sqrt{2}} \sqrt{2} \epsilon_\gamma - \frac{\epsilon_\beta}{\sqrt{2}} - \sqrt{2} \epsilon_\gamma
\]  
(A.16)
If the Fock module and the boundary are of the same color, then the \(K\)-matrix is equal to the identity matrix:
\[
\mathcal{K}_{\alpha|\alpha} = \text{Id}.
\]  
(A.17)
Additional screening charges depend not only on the last Fock module \( \mathcal{F}^\alpha_{\Lambda_n} \), but on the previous one \( \mathcal{F}^\beta_{\Lambda_{n-1}} \). For \( \mathcal{F}^\alpha_{\Lambda_{n-1}} \otimes \mathcal{F}^\beta_{\Lambda_n} | \alpha \) we have

\[
S^\pm_\alpha = \oint \frac{e^{\frac{1}{2} \epsilon}}{\epsilon} (\varphi_{\Lambda_{n-1}}(x) - \varphi_n(x)) dx, \quad \tilde{S}^\pm_\alpha = \oint \frac{e^{\frac{1}{2} \epsilon}}{\epsilon} (\varphi_{\Lambda_{n-1}}(x) + \varphi_n(x)) dx. \tag{A.18}
\]

And for \( \mathcal{F}^\alpha_{\Lambda_{n-1}} \otimes \mathcal{F}^\beta_{\Lambda_n} | \beta \) we have:

\[
S_{f,\gamma} = \oint e^{\frac{1}{2} \epsilon} (\varphi_{\Lambda_{n-1}}(x) - \varphi_n(x)) dx, \quad \tilde{S}_{f,\gamma} = \oint e^{\frac{1}{2} \epsilon} (\varphi_{\Lambda_{n-1}}(x) + \varphi_n(x)) dx. \tag{A.19}
\]

Equivalently corresponding \( W \)-algebra may be found from the condition of symmetry under reflection of the last boson \( \varphi_n \rightarrow -\varphi_n \). These rules may be summarised by the following picture:

\[
\begin{array}{cccc}
\mathcal{F}^\alpha_{\Lambda_{n-1}} & \mathcal{F}^\beta_{\Lambda_n} & \mathcal{F}^\alpha_{\Lambda_{n-1}} & \mathcal{F}^\alpha_{\Lambda_n} \\
\sqrt{e} \varphi_{\Lambda_{n-1}}(x) - \sqrt{e} \varphi_n(x) & (\sqrt{e})^* (\varphi_{\Lambda_{n-1}}(x) - \varphi_n(x)) & \sqrt{e} \varphi_{\Lambda_{n-1}}(x) + \sqrt{e} \varphi_n(x) & (\sqrt{e})^* (\varphi_{\Lambda_{n-1}}(x) + \varphi_n(x))
\end{array}
\]

Finally we may assign an integrable system to the chain of colored Fock spaces with two colored boundaries \( \beta \), \( \mathcal{F}^{\alpha_1}_{1 \otimes \cdots \otimes \mathcal{F}^{\alpha_n}_{n}} | \beta_R \), using the corresponding \( R \)- and \( K \)-matrices. We may construct KZ Integrals of Motion (3.15) and off-shell Bethe vectors (4.10) in precisely the same way as described in the main text. We may also find local Integrals of Motion as commutant of screenings charges. The corresponding Bethe equations read as:

\[
r^{\beta_L}(x_i)r^{\beta_R}(x_i)A(x_i)A^{-1}(-x_i) \prod_{j \neq i} G(x_i - x_j)G^{-1}(-x_i - x_j) = 1, \tag{A.20}
\]

\[
G(x) = \frac{(x - \epsilon_1)(x - \epsilon_2)(x - \epsilon_3)}{(x + \epsilon_1)(x + \epsilon_2)(x + \epsilon_3)}, \quad A(x) = \prod_{k=1}^{n} \frac{x - u_k + \epsilon_k/2}{x - u_k - \epsilon_k/2}, \quad r^{\alpha}(x) = \frac{x + \epsilon_\alpha/2}{x - \epsilon_\alpha/2}. \tag{A.21}
\]

**Open Access.** This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.
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