ON \((t, r)\) BROADCAST DOMINATION NUMBERS OF GRIDS

DAVID BLESSING, ERIK INSKO, KATIE JOHNSON, AND CHRISTIE MAURETOUR

ABSTRACT. The domination number of a graph \(G = (V, E)\) is the minimum cardinality of any subset \(S \subseteq V\) such that every vertex in \(V\) is in \(S\) or adjacent to an element of \(S\). Finding the domination numbers of \(m\) by \(n\) grids was an open problem for nearly 30 years and was finally solved in 2011 by Goncalves, Pinlou, Rao, and Thomassé. Many variants of domination number on graphs have been defined and studied, but exact values have not yet been obtained for grids. We will define a family of domination theories parameterized by pairs of positive integers \((t, r)\) where \(1 \leq r \leq t\) which generalize domination and distance domination theories for graphs. We call these domination numbers the \((t, r)\) broadcast domination numbers. We give the exact values of \((t, r)\) broadcast domination numbers for small grids, and we identify upper bounds for the \((t, r)\) broadcast domination numbers for large grids and conjecture that these bounds are tight for sufficiently large grids.

1. INTRODUCTION

A dominating set in a graph \(G\) is a subset of vertices \(S\) such that every vertex in \(G\) is either in \(S\) or is adjacent to some vertex in \(S\). The domination number of \(G\), denoted \(\gamma(G)\), is the minimum size of a dominating set of \(G\). For a comprehensive study of domination and its variants on graphs see the two texts by Haynes, Hedetniemi and Slater [11, 12]. In this paper we focus on generalizations of domination number for grid graphs.

Finding the specific domination number for any \(m \times n\) grid graph proved to be a challenging task. Indeed it was an open problem for over a quarter century. In 1984, Jacobson and Kinch [14] started the investigation by publishing the specific values of \(\gamma(G_{2,n})\), \(\gamma(G_{3,n})\), and \(\gamma(G_{4,n})\). In 1993, Chang, Clark, and Hare [3] extended these results by finding the exact values of \(\gamma(G_{5,n})\) and \(\gamma(G_{6,n})\). In his Ph.D. thesis, Chang [2] constructed efficient dominating sets proving that when \(m\) and \(n\) are greater than 8, the domination number \(\gamma(G_{m,n})\) is bounded by the formula

\[
\gamma(G_{m,n}) \leq \left\lfloor \frac{(n+2)(m+2)}{5} \right\rfloor - 4.
\]

Chang also conjectured that equality holds in Equation (1) when \(n \geq m \geq 16\).

In an effort to confirm Chang’s conjecture, a number of mathematicians and computer scientists began exhaustively computing the values of \(\gamma(G_{m,n})\). In 1995, Hare, Hare, and Hedetniemi [9] developed a polynomial time algorithm to compute \(\gamma(G_{m,n})\) when \(m\) is fixed. Spalding’s 1998 Ph.D. thesis [18] computed \(\gamma(G_{m,n})\) for \(m \leq 19\) and all \(n\), and Alanko, Crevals, Isopoussu, Östergard, and Petterson [1] computed \(\gamma(G_{m,n})\) for \(m, n \leq 29\) in addition to \(m \leq 27\) and \(n \leq 1000\).
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In 2004, Guichard [8] proved the following bound for \( n \geq m \geq 16 \):

\[
\gamma(G_{m,n}) \geq \left\lceil \frac{(n+2)(m+2)}{5} \right\rceil - 9.
\]

Finally in 2011, Gonçalves, Pinlou, Rao, and Thomassé [5] were able to adapt Guichard’s ideas to confirm Chang’s conjecture for all \( n \). Their proof uses a combination of analytic and computer aided techniques for the large cases \( n \geq m \geq 24 \) and exhaustive calculations for the smaller ones.

The concept of graph domination has been generalized in over 80 ways including distance domination, \( R \)-domination, double-domination and \((k, r)\)-domination to name just a few [16, 13, 10, 15]. Relatively little is known about these other domination theories in grid graphs, but in 2013 Fata, Smith, and Sundaram defined an efficient algorithm for constructing dominating sets that give a loose upper bound on the distance domination number of grids [7, Theorem V.10]. In this paper we define a graph invariant called the \((t, r)\) broadcast domination number that generalizes the theories of domination and distance domination. We compute the exact values of these \((t, r)\) broadcast domination numbers on grid graphs \( G_{m,n} \) for small values of \( t, r, \) and \( m \), and any value of \( n \). Then we construct dominating sets that give upper bounds for large \( m \times n \) grids and small values of \( t \) and \( r \). We conjecture that these bounds are tight for sufficiently large grids.

The rest of this section contains an introduction to broadcast domination. In Section 2 we prove formulas for \((2, 2)\) broadcast domination numbers of \( G_{m,n} \) when \( m = 3, 4, \) or \( 5 \), and \((3, 1)\), and \((3, 2)\) broadcast domination numbers of \( G_{m,n} \) when \( m = 3 \) or \( 4 \). In Section 3 we construct sets that give upper bounds on the \((2, 2)\), \((3, 1)\), \((3, 2)\), and \((3, 3)\) broadcast domination numbers of \( m \times n \) grids. Finally, in Section 4 we give a table of the \((2, 2)\) and \((3, 1)\) broadcast domination numbers for \( G_{m,n} \) when \( 1 \leq m \leq n \leq 10 \) and list some open problems in \((t, r)\) broadcast domination.

1.1. \((t, r)\) Broadcast Domination. In this section we define the concept of \((t, r)\) broadcast domination. For two vertices \( u \) and \( v \) in \( G \), let \( d(u, v) \) denote the distance, or fewest number of edges, between \( u \) and \( v \) in \( G \). We say a vertex \( v \in G \) is a broadcasting vertex of transmission strength \( t \) if it transmits a signal of strength \( t - d(u, v) \) to every vertex \( u \) with \( d(u, v) < t \). Given a broadcasting vertex \( v \) of transmission strength \( t \), we call all vertices with \( d(u, v) < t \) the broadcast neighborhood of \( v \), denoted \( N_i(v) \). Note that a broadcasting vertex also broadcasts a signal of strength \( t \) to itself, and that we are including \( v \) in \( N_i(v) \).

We will call a set \( S \) of broadcasting vertices of strength \( t \) a broadcasting set. We define the reception strength \( r(u) \) at a vertex \( u \in G \) to be the sum of the transmission strengths from all surrounding broadcasting vertices, i.e.

\[
r(u) = \sum_{\substack{v \in S \setminus \{u\} : \exists w \in N_i(v) \cap u \leq N_i(v) \}} (t - d(u, v)).
\]

**Definition 1.1.** A set \( S \subset V \) is called a \((t, r)\) broadcast dominating set if every vertex \( v \in V \) has a reception strength \( r(v) \) satisfying \( r(v) \geq r \).

**Definition 1.2.** The \((t, r)\) broadcast domination number of a graph is the minimum size of any \((t, r)\) broadcast dominating set. We denote this number by \( \gamma_{t,r}(G) \).
Figure 1 shows the reception strengths (recorded in red) for two different broadcasting sets (highlighted in blue) in the grid $G_{5,5}$ when $(t, r) = (3, 2)$. On the right, it also shows a minimum $(3,2)$ broadcast dominating set for $G_{5,5}$.

![Figure 1. Reception strengths and a (3, 2) broadcast dominating set of $G_{5,5}$](image)

The family of $(t, r)$ broadcast domination theories generalize several well-known domination theories of interest. For instance, when $(t, r) = (2, 1)$ every element of $G$ is either in a broadcast dominating set $S$ or is adjacent to $S$. So the $(2, 1)$ broadcast domination number is precisely the regular domination number, i.e. $\gamma_2(G_{m,n}) = \gamma(G_{m,n})$. In $(t, 1)$ broadcast domination theory every vertex of $G$ must be within distance $t − 1$ of an element of the dominating set. Hence $(t, 1)$ broadcast domination is equivalent to $(t − 1)$-distance domination theory introduced by Slater [16] and studied in grids by Fata, Smith, and Sundaram [7]. Thus the family of $(t, r)$ broadcast domination theories provides a general framework for studying several domination theories of interest, and in this paper we develop techniques that can be effectively applied in the study of any $(t, r)$ broadcast domination theory.

2. $(t, r)$ Broadcast Domination in Small Grids

In this section we will find the $(2, 2)$ broadcast domination numbers of $G_{m,n}$ when $m$ is 3, 4, or 5 and $(3, 1)$ and $(3, 2)$ broadcast domination numbers of $G_{m,n}$ when $m$ is 3 or 4. In each instance, we give a construction of a $(t, r)$ broadcast dominating set, and then we prove that each construction is optimal by showing all smaller sets fail to dominate $G_{m,n}$.

In describing the dominating sets of small grids, we will use the following notation. We call a string of integers having the form $c_1-c_2-\cdots-c_k$ a length-$k$ pattern. We say that a subset of vertices in $G_{m,n}$ satisfies the pattern $c_1-c_2-\cdots-c_k$ if it contains $c_1$ vertices in the first column, $c_2$ vertices in the second, and $c_j$ vertices in the $j$th column for $1 \leq j \leq k$.

For instance, the first two sets shown in Figure 2 are $(2,2)$ broadcast dominating sets for $G_{3,5}$ and $G_{3,6}$, and they satisfy the patterns 1-2-1-2-1 and 1-2-1-1-2-1 respectively; accordingly, we call these dominating patterns. It is important to note that not every set satisfying a dominating pattern necessarily dominates $G_{m,n}$. For instance, the third set in Figure 2 also satisfies the length-6 pattern 1-2-1-1-2-1 but it does not dominate $G_{3,6}$.
We will often focus on constructing a dominating set a few columns at a time. If a string of integers $d_1-d_2-\cdots-d_l$ appears as a contiguous substring of the integers $c_1-c_2-\cdots-c_k$ so that $d_1 = c_i$, $d_2 = c_{i+1}$, ..., and $d_l = c_{i+l-1}$ for some $1 \leq i \leq k-l+1$ then we say that $d_1-d_2-\cdots-d_l$ is a subpattern of $c_1-c_2-\cdots-c_k$. We call a pattern a dominating subpattern if there exists a dominating set that contains that subpattern, or equivalently, a dominating subpattern is a pattern that can be extended to a dominating pattern by only adding vertices to the left or right of the subpattern. For instance in Figure 3 the pattern 3-1-2-2-2 gets extended to the (2,2) dominating pattern 2-2-1-3-1-2-2-2-2-2 of $G_{4,10}$ by adding 2-2-1- to the left and -2-2 on the right.

We now identify two key properties of any $(t, r)$ dominating subpattern.

**Necessary properties of a $(t, r)$ dominating subpattern $c_1-c_2-\cdots-c_k$:**

1. Each vertex in the interior columns of the subpattern corresponding to $c_t$, $c_{t+1}$, $c_{t+2}$, ..., $c_{k-t}$ has reception strength $r(v) \geq r$.
2. Every vertex $v$ in the columns corresponding to $c_{t-\ell}$ and $c_{k-t+\ell}$ with $0 \leq \ell \leq r - 1$ must have reception strength $r(v) \geq r - \ell$.

The first property is necessary for the pattern to dominate its interior columns, and the second property is necessary for the pattern to be extended to a dominating pattern for the larger grid. The fact that these properties are necessary for any subpattern to be extended to a dominating pattern follows immediately from the fact that a broadcasting vertex of strength $t$ cannot effect the reception strength of a vertex that is more than $t$ columns away from it. Figure 4 shows a (2,2) and a (3,2) dominating subpattern. Notice that in the first column and last column of the (2,2) dominating subpattern, each vertex $v$ must have reception strength $r(v) \geq 2 - 1 = 1$, and each vertex $v$ from second through penultimate column of the pattern must have reception strength $r(v) \geq 2$ in order for the pattern to be extended to a dominating pattern. Similarly, each vertex $v$ in the third and third to last column in the (3,2) dominating subpattern example must have reception strength $r(v) \geq 2$, while each vertex in the second and second to last column must have reception strength $r(v) \geq 2 - 1 = 1$. 

---

**Figure 2.** Patterns for $G_{3,n}$

**Figure 3.** A Dominating Subpattern Extended to a Dominating Pattern

**Figure 4.** (2,2) dominating subpattern and (3,2) dominating subpattern
2.1. The Minimal Pattern Search (MPS) Algorithm. We describe minimal \((t, r)\) dominating sets in the following subsections. While it is easy to verify that these sets are dominating sets, it is not a priori obvious that these sets are the smallest possible dominating sets for each \(G_{m,n}\). To prove that a subpattern is minimal, we have written an algorithm in SAGE, which we call the Minimal Pattern Search (MPS) algorithm. This MPS algorithm constructs all subsets of \(G_{m,n}\) that satisfy a given pattern \(c_1-c_2-c_3-\cdots-c_k\). That is, it constructs all \((m)_{c_1}(m)_{c_2}\cdots(m)_{c_k}\) sets containing \(c_1\) vertices in the first column, \(c_2\) vertices in the second, and so on. The program reports any subsets that satisfy the two necessary properties of a \((t, r)\) dominating subpattern. If the algorithm does not return any subset, then we conclude that all subsets of \(G_{m,n}\) satisfying \(c_1-c_2-c_3-\cdots-c_k\) are not dominating sets of \(G_{m,n}\). Hence given a possibly minimal pattern \(c_1-c_2-c_3-\cdots-c_k\), we simply feed every pattern \(d_1-d_2-d_3-\cdots-d_k\) with \(d_1 + d_2 + \cdots + d_k < c_1 + c_2 + \cdots + c_k\) to the MPS algorithm to make sure that no subset of \(G_{m,n}\) satisfying the pattern \(d_1-d_2-d_3-\cdots-d_k\) is a dominating set. Both the SAGE code and the calculations are available at https://cloud.sagemath.com/projects/26b983ae-a894-47c0-bd54-c73b071e555c/files/.

For instance, Figure 5 shows a \((2, 2)\) broadcast dominating set for \(G_{3,n}\) that follows the pattern 1-2-1-2-1-2-1-1-\cdots-2-1. To prove that this pattern is a minimal dominating pattern for \(3 \times n\) grids, we feed the MPS program the pattern 2-1-1-1. It runs through all \((2)_{c_1}(2)_{c_2}\) \((2)_{c_3}\) sets, and shows that no set containing four columns with the pattern 2-1-1-1 can satisfy the first property of a dominating subpattern. Hence the pattern 2-1-1-1 cannot be part of a dominating set for \(G_{m,n}\). While this example was small enough to check by hand, the patterns in \(4 \times n\) and \(5 \times n\) grids get out of hand very quickly.

2.2. \((2, 2)\) domination of 3 by \(n\) grids. We begin by describing a dominating set \(D_n\) for the grid \(G_{3,n}\). As depicted in Figure 5, each set \(D_n\) starts with the pattern 1-2 and ends with 2-1. Then \(D_n\) repeats the subpattern -2-1-1- as many times as possible in the middle columns. Figure 6 shows a larger example.

![Figure 5. Dominating sets \(D_n\) for \(G_{3,n}\)](image)

![Figure 6. Dominating set \(D_{29}\) for \(G_{3,29}\)](image)

The sets described in Figure 5 dominate \(G_{3,n}\). The following result proves they are the smallest dominating sets of \(G_{3,n}\) and determines the cardinality of each.

**Theorem 2.1.** Let \(n \geq 3\). The \((2, 2)\) broadcast domination number of the \(3 \times n\) grid is

\[
\gamma_{2,2}(G_{3,n}) = \left\lceil \frac{4n}{3} \right\rceil.
\]
Proof. Let \( D_n \) denote a dominating set for \( G_{3,n} \) given by our construction. First we will show that \( D_n \) is the smallest dominating set for \( G_n \), proving \(|D_n| = \gamma_{2,2}(G_{3,n})\). Then we will show that the formula given above counts the cardinality of \( D_n \).

Since each \( D_n \) uses the pattern 2-1-1 as many times as possible, the only way a dominating set for \( G_{3,n} \) could be more efficient is if it used the pattern 2-1-1-1. Figure 7 shows an example of a pattern starting with 2-1-1 that dominates the first two columns. The two vertices in the third column that are circled in red only have a reception strength of 1. Thus they require two vertices from the fourth column to be selected to dominate the third column. In fact, our MPS program shows that every pattern that starts with 2-1-1 requires us to select two vertices from the fourth column. Hence, no dominating set of \( G_{3,n} \) can contain the pattern 2-1-1-1. Similarly, the program also shows that the patterns 2-1-0 and 1-1-1 are not dominating subpatterns. This proves our construction for \( D_n \) is the smallest dominating set for \( G_{3,n} \).

Next, we use the principle of strong mathematical induction to show that \(|D_n| = \left\lceil \frac{4n}{3} \right\rceil\).

We start by verifying this formula for three base cases by inspecting \( D_3 \), \( D_4 \), and \( D_5 \) in Figure 5. We thus confirm that

\[
|D_3| = 4 = \left\lceil \frac{4(3)}{3} \right\rceil \quad |D_4| = 6 = \left\lceil \frac{4(4)}{3} \right\rceil \quad \text{and} \quad |D_5| = 7 = \left\lceil \frac{4(5)}{3} \right\rceil
\]

Suppose by the principle of strong mathematical induction that for all \( k \leq n \) the cardinality of the set \( D_k \) is given by the formula \(|D_k| = \left\lceil \frac{4k}{3} \right\rceil\). Consider the set \( D_{n+1} \). It can be constructed from the set \( D_{n-2} \) by using \( D_{n-2} \) to dominate columns 4 through \( n + 1 \) of \( G_{3,n+1} \) and using the pattern for \( D_3 \) to dominate the first three columns of \( G_{3,n+1} \). Thus the cardinality of \( D_n \) is

\[
|D_{n+1}| = |D_{n-2}| + |D_3| = \left\lceil \frac{4(n - 2)}{3} \right\rceil + 4 = \left\lceil \frac{4(n + 1)}{3} \right\rceil.
\]

2.3. (2,2) Domination of 4 by n Grids. We now describe a pattern for constructing an efficient dominating set \( D_n \) for any \( 4 \times n \) grid \( G_{4,n} \). By examining Figure 8, one can verify that any two adjacent columns can be dominated by a pattern with two vertices in each column. Thus the pattern with two vertices in each column dominates any \( G_{4,n} \).

To obtain a more efficient construction, we start with a similar pattern that has two vertices in each column. Then, for every five consecutive columns between columns 2 and

\[\text{Figure 7. Pattern containing 2-1-1}\]

\[\text{Figure 8. Some dominating subpatterns.}\]
\(n - 1\), replace the pattern 2-2-2-2 with the pattern 2-1-3-1-2. For instance, the underlined portion of 2-2-2-2-2-2 is swapped for 2-2-1-3-1-2, see Figure 9.

\[\text{FIGURE 9. 4} \times 7 \text{ Grid: The interior allows for a swap to a more efficient pattern.}\]

When doing more than one swap, it is necessary flip the orientation of the subset satisfying the pattern 2-1-3-1-2 upside down as shown in Figure 10.

\[\text{FIGURE 10. 4} \times 11 \text{ Grid: Another swap to a more efficient pattern.}\]

The resulting recursive constructions of \(D_n\) are depicted in Figure 11. We note that the reason we start and end our pattern with 2-2 is that it is impossible for a dominating set to start off with the pattern 2-1-3, as the vertices in the first column MPS not all have reception strengths of at least 2. Moreover, starting with the pattern 3-1-2 gives the same dominating number as 2-2-2, which is less efficient than our pattern of 2-2-1 once \(n \geq 7\).

\[\text{FIGURE 11. Dominating Sets for 4} \times 4 \text{ to } 4 \times 12\]

We now prove that the dominating sets \(D_n\) we just described are the smallest dominating sets of \(G_{4,n}\) for any \(n\).

**Theorem 2.2.** Let \(n \geq 4\). The (2, 2) broadcast domination number of the 4 \(\times\) \(n\) grid is

\[\gamma_{2,2}(G_{4,n}) = 2n - \left\lfloor \frac{n - 6}{4} \right\rfloor.\]

**Proof.** We will show that the dominating set \(D_n\) described above and depicted in Figure 11 has the minimum cardinality of any (2,2) broadcast dominating set of \(G_{4,n}\). Thus its cardinality is the (2,2) broadcast domination number of \(G_{4,n}\). We will begin by showing this cardinality is given by the above formula.

It is easy to verify that for \(n < 7\) the number of vertices in the dominating sets \(D_n\) is \(2n - \left\lfloor \frac{n-6}{4} \right\rfloor\). When \(n \geq 7\) the construction of \(D_n\) from \(D_{n-1}\) implies that their cardinalities satisfy the formula

\[|D_n| = \begin{cases} |D_{n-1}| + 1 & \text{if } n \equiv 3 \bmod 4 \text{ and } n \geq 7 \\ |D_{n-1}| + 2 & \text{otherwise} \end{cases}.\]
Furthermore, for $n \geq 7$ the numbers $2n - \left\lceil \frac{n-6}{4} \right\rceil$ satisfy the same equations. Hence, a simple induction argument shows that the given formula counts the number of vertices in this dominating set $D_n$.

Next we will prove that this pattern is the most efficient way to dominate a $4 \times n$ grid $G_{4,n}$ by showing that no pattern with fewer vertices can dominate $G_{4,n}$. For a pattern to be more efficient than the one given, it must contain one of the subpatterns 2-1-2 or 3-1-1. However, similar to $3 \times n$ domination, we used the MPS algorithm to examine all possible patterns that start with a 2-1 and showed that 2-1-3 is the smallest pattern that dominates three consecutive rows. The program also returned that any pattern starting with 3-1 must proceed as 3-1-2.

In particular, Figure 12 shows the only subpattern starting 2-1 that satisfies Property 1 of a dominating subpattern. The vertices in the second column that are circled in red all have weight 1 and the one in the third column has weight 0. (Hence this set fails to satisfy Property 2 of a dominating subpattern.) These circled vertices require three vertices in column 3 to be selected.

![Figure 12. Example of 2-1 pattern](image)

Any other 2-1 configuration does not dominate the first two columns. The MPS program also verifies that this is the case for all $(\binom{1}{2}) (\binom{1}{2})$ subsets starting with the pattern 2-1-2. Hence, a 2-1 configuration must lead to a 2-1-3 configuration. Thus, the smallest dominating subpattern that starts with 2-1 is 2-1-3.

Now consider the case where the graph is dominated by a set containing a column with 3 vertices and then a column with 1 vertex. Then the vertices circled in red will have a reception strength of 1 or 0 depending on whether they are in the second or third column respectively. (Without loss of generality, these two vertices exist, although their locations may change.) They each require a vertex in the third column to be selected to dominate them.

![Figure 13. Example of a 3-1 pattern](image)

The MPS program verifies that no pattern containing 3-1-1 or 2-1-2 can dominate $G_{4,n}$. Hence the dominating sets $D_n$ given above, which use the subpattern 2-1-3-1 as much as possible, are the smallest (2,2) broadcast dominating sets of $G_{4,n}$.

2.4. (2,2) Domination of 5 by n Grids. In this section, we provide a pattern that determines a dominating set for any $5 \times n$ grid. Then we prove that it is the smallest dominating set of $G_{5,n}$, and thereby determine the (2,2) broadcast domination number for each grid.

For small cases with $n \leq 10$ we provide a pattern in Figure 14.
Next we describe how to construct a dominating set for $G_{5,n}$ when $n > 10$. We start and end the graph with 2-3-1-3 and 3-1-3-2 respectively as shown in Figure 15.

Then moving from left to right we fill in the open columns with the pattern 2-2-2-2-3-1-3 until it no longer fits, as shown in Figure 16. Unlike the $4 \times n$ case, this pattern does not require an orientation change when it is inserted multiple times.

When less than seven columns remain undominated, we fill in the remaining columns with the patterns depicted in Figures 17 and 18.

For instance, to complete the dominating set appearing in Figure 16, we observe that there are 5 columns to be dominated. Hence 2-3-1-3-2 is the appropriate pattern to complete the dominating set, seen in Figure 19.
Following this process will generate a dominating set for any $5 \times n$ grid. The next result proves that this set is a minimal dominating set for $G_{m,n}$.

**Theorem 2.3.** Let $n \geq 5$. The $(2, 2)$ broadcast domination number of the $5 \times n$ grid is

$$\gamma_{2,2}(G_{5,n}) = 2n + \left\lceil \frac{n+2}{7} \right\rceil.$$  

**Proof.** Note that for every $n \equiv 6 \mod 7$, the set $D_n$ contains three more vertices than $D_{n-1}$. Otherwise, for all other integers $n \geq 5$ the set $D_n$ contains just two more vertices than $D_{n-1}$. A simple induction argument shows that the sum $2 \cdot n + \left\lceil \frac{n+2}{7} \right\rceil$ follows the same pattern, and hence they count the number elements in each set $D_n$.

Next we show that the sets $D_n$ dominate $G_{5,n}$ and that no smaller set will dominate $G_{5,n}$. First we justify our choice of the patterns 2-3-1-3 and 3-1-3-2 to dominate the ends of the grid $G_{5,n}$. Note that any dominating set must start and end with 5 vertices in the first two columns, so 2-3, 3-2, 4-1, 1-4, 5-0, or 0-5 are the only possible ends for a dominating set. However, 0-5 and 1-4 will not dominate the first two columns, and while the patterns 5-0 and 4-1 dominate the first two columns, they do not dominate as much of the third column as 2-3. Hence any minimal dominating set should begin and end with 2-3 and 3-2. The pattern must continue 2-3-1 and 1-3-2 because 2-3-0 does not satisfy the properties of a dominating pattern. Furthermore we have determined, using the MPS algorithm, that any column with only one vertex must have 3 or more vertices in each adjacent column. Hence the most efficient pattern containing a column with just one vertex is the pattern 3-1-3 that is depicted in Figure 20. In fact the MPS algorithm affirms that, up to a vertical flip across the third row, this is the only dominating subpattern of the form 3-1-3.

![Figure 20. The 3-1-3 Pattern](image)

Similarly, the program returns that the columns adjacent to the 3-1-3 pattern must each contain at least two vertices, so the pattern 2-3-1-3-2 is the smallest five-column subpattern that contains a column with just one vertex.

Next we justify our choice of the filling subpattern 2-2-2-2-3-1-3. Note the pattern 2-2-2-2 uses one less vertex than 2-3-1-3-2. Thus it is preferable to use a pattern with as many columns containing 2 vertices as possible. Calculations in the MPS program show that if we have four or fewer adjacent columns with just two vertices, they can be surrounded by 3-1-3 patterns. This is the pattern used in our construction of $D_n$ in Figure 17. Moreover, the MPS program shows that the pattern 3-1-3-2-2-2-2-3-1-3 with five adjacent columns with two vertices in each is not a dominating pattern. It also shows that 2-1 is not a
dominating pattern. Hence repeating the pattern 2-2-2-2-3-1-3 is the most efficient way to dominate the interior of the grid.

2.5. **(3,1) broadcast domination numbers of 3 by n grids.** The minimal (3, 1) broadcast dominating set $D_n$ follows a very simple pattern. As shown in Figure 21, it contains every third vertex in the middle row of $G_{3,n}$ starting in the second column. The cardinality of this set is described by $|D_n| = \left\lceil \frac{n}{3} \right\rceil$.

![Figure 21. (3,1) dominating sets $D_n$ for $G_{3,n}$](image)

**Theorem 2.4.** Let $n \geq 3$. The (3, 1) broadcast domination number of $G_{3,n}$ is

$$\gamma_{3,1}(G_{3,n}) = \left\lceil \frac{n}{3} \right\rceil.$$  

**Proof.** One can easily verify that the pattern 0-1-0-0-1-0-0-1-0-...-0-1-0 with all of the vertices in $D_n$ selected from the middle row is a dominating set. Since every third column contains one vertex in $D_n$, we see that $|D_n| = \left\lceil \frac{n}{3} \right\rceil$. The MPS algorithm verifies that any subset of vertices satisfying the subpattern 1-0-0-0-1 results in one of the vertices in the middle column having reception strength 0. Thus 1-0-0-0-1 is not a dominating subpattern, and 0-1-0-0-1-0-0-1-0-...-0-1-0 is the most efficient pattern to dominate $G_{3,n}$. □

2.6. **(3,1) broadcast domination numbers of 4 by n grids.** In this section, we find a closed formula for the (3,1) broadcast domination number of a $4 \times n$ grid. Consider the following dominating sets for some small $n$.

![Figure 22. $4 \times 4$ to $4 \times 15$ Domination Pattern for (3,1) domination](image)

The construction of these sets follows a similar process to the construction of the (2,2) domination sets above. Progressing from left to right, we will dominate the graph using the pattern shown in Figure 23.

![Figure 23. The 1-0-0-1-1-0-0 Pattern for $4 \times n$ domination.](image)
The pattern can be placed in the grid with one of the two orientations shown. In order to dominate the grid, we alternate its placement between the two orientations. This process is repeated until there are seven or less columns remaining to be dominated. Then we use one of the seven patterns presented in Figure 24 to fill in the remaining columns. Note that these patterns may need to be flipped vertically to fit with the last installment of the 1-0-0-1-1-0-0 pattern.

![Figure 24. The ending patterns for 4 x n domination.](image)

**Theorem 2.5.** Let \( n \geq 4 \). The \((3,1)\) broadcast domination number of \( G_{4,n} \) is

\[
\gamma_{3,1}(G_{4,n}) = \left\lfloor \frac{n+1}{7} \right\rfloor + \left\lfloor \frac{n+3}{7} \right\rfloor + \left\lfloor \frac{n+5}{7} \right\rfloor + 1.
\]

**Proof.** Let \( D_n \) denote the dominating set constructed above for \( G_{4,n} \). In particular, the MPS program verifies that no six-column subpattern with fewer vertices than the subpattern 1-0-1-1-0-0 can be extended to dominate \( G_{4,n} \). All that remains to be checked is that the right end of the graph is dominated in a minimal fashion. One can verify by hand or by computation that the patterns shown in Figure 24 are the best ways to finish the domination set.

For \( n \geq 4 \) the cardinality of the set \( D_n \) satisfies:

\[
|D_n| = \begin{cases} |D_{n-1}| + 1 & \text{when } n \equiv 2, 4, 6 \mod 7, \\ |D_{n-1}| & \text{otherwise}. \end{cases}
\]

A simple induction argument shows that \( |D_n| = \left\lfloor \frac{n+1}{7} \right\rfloor + \left\lfloor \frac{n+3}{7} \right\rfloor + \left\lfloor \frac{n+5}{7} \right\rfloor + 1 \) for all \( n \geq 4 \). \( \square \)

2.7. \((3,2)\) broadcast domination numbers of 3 by \( n \) grids. In this section, we will construct a dominating set for \((3,2)\) broadcast domination of a 3 x \( n \) grid. Then we will show that this construction finds a minimal dominating set.

![Image of 3x3 grid with dominating set](image)

The construction of the above dominating sets follows a similar methodology to the previous cases. We start with choosing the bottom vertex in the first column. Then we choose a vertex in every other column. Finally, we always choose a vertex in the last column.

**Theorem 2.6.** Let \( n \geq 3 \). The \((3,2)\) broadcast domination number of \( G_{3,n} \) is

\[
\gamma_{3,2}(G_{3,n}) = \left\lceil \frac{n+1}{2} \right\rceil.
\]

**Proof.** We now prove that \( D_n \) is a minimal dominating set for \( G_{3,n} \). The dominating set \( D_n \) uses one vertex from every other column. It is easy to verify (using the MPS algorithm or by hand) that no set of vertices with two adjacent empty columns can dominate \( G_{3,n} \).
Hence the pattern -1-0-0-1- is never a dominating subpattern of $G_{3,n}$, and the dominating set $D_n$ is minimal.

In constructing $D_n$ we choose a vertex in every other column, and we add a vertex in the last column if there is not already one there. One can easily verify by inspection that $|D_n| = \left\lceil \frac{n+1}{2} \right\rceil$ for $n \leq 5$, and a simple induction argument shows that $|D_n| = \left\lceil \frac{n+1}{2} \right\rceil$ for all $n > 5$. □

2.8. (3,2) broadcast domination numbers of 4 by n grids. In this section we construct a (3, 2) broadcast domination set for arbitrary $4 \times n$ grids, and then we find a closed formula for the (3, 2) broadcast domination number for all $4 \times n$ grids, where $n \geq 4$.

![Figure 25. 4x4 to 4x15 Domination Pattern for (3,2) domination](image)

We start the construction by using the dominating pattern 1-1-0-1-0 shown below. We alternate between the two configurations shown below in Figure 26. We repeat this pattern until there are between 2 and 6 columns remaining.

![Figure 26. Repeated (3, 2) broadcast domination pattern for 4 x n grid.](image)

All that remains to be done, is to finish the dominating set off with one of the 5 patterns listed below.

![Figure 27. The ending patterns for (3, 2) broadcast domination of 4 x n grids.](image)

**Theorem 2.7.** Let $n \geq 4$. The (3, 2) broadcast domination number of $G_{4,n}$ is

$$\gamma_{3,2}(G_{4,n}) = \left\lceil \frac{n+4}{5} \right\rceil + \left\lceil \frac{n+2}{5} \right\rceil + \left\lceil \frac{n}{5} \right\rceil + 1$$
Proof. We now show that the $D_n$ are minimal dominating sets. Consider that the pattern used in the above dominating sets is 1-1-0-1-0 repeating until the graph ends. The MPS algorithm confirms that all five-column patterns containing fewer vertices than 1-1-0-1-0 are not dominating subpatterns. Similarly, the program also shows that the patterns we use to dominate the last 2, 3, 4, 5, or 6 columns are the minimal dominating patterns. Therefore, we conclude that the dominating sets presented above are the smallest $(3, 2)$ broadcast dominating sets for $G_{4,n}$.

We note that by its construction that $D_n$ satisfies

$$|D_n| = \begin{cases} |D_{n-1}| + 1 & \text{when } n \equiv 0, 1, 3 \mod 5 \\ |D_{n-1}| & \text{otherwise} \end{cases}$$

Letting $F(n) = \left\lceil \frac{n+4}{5} \right\rceil + \left\lceil \frac{n+2}{5} \right\rceil + \left\lfloor \frac{n}{5} \right\rfloor + 1$, a simple induction argument shows that $F(n)$ follows the same pattern:

$$F(n) = \begin{cases} F(n-1) + 1 & \text{when } n \equiv 0, 1, 3 \mod 5 \\ F(n-1) & \text{otherwise} \end{cases}$$

Since $D_n$ has the smallest cardinality of any $(3, 2)$ dominating set for $G_{4,n}$, we conclude that $\gamma_{3,2}(G_{4,n}) = |D_n| = F(n) = \left\lceil \frac{n+4}{5} \right\rceil + \left\lceil \frac{n+2}{5} \right\rceil + \left\lfloor \frac{n}{5} \right\rfloor + 1$ for $n \geq 4$. \qed

3. Upper Bounds on Broadcast Domination Numbers

In this section we construct efficient dominating sets for the $(2, 2)$, $(3, 1)$, $(3, 2)$ and $(3, 3)$ broadcast domination of $m \times n$ grids $G_{m,n}$. We conjecture these sets are in fact minimum dominating sets when $m$ and $n$ are sufficiently large. Then we prove formulas counting the cardinality of each dominating set, giving upper bounds for the broadcast domination numbers of $G_{m,n}$.

To construct these broadcast dominating sets, we start by identifying a family of optimal dominating sets for $\mathbb{Z} \times \mathbb{Z}$ under $(2, 2)$, $(3, 1)$, $(3, 2)$, and $(3, 3)$ broadcast domination. The intersection of these optimal sets with the appropriate neighborhood of $G_{m,n}$ will dominate $G_{m,n}$. We then show how to condense the resulting dominating set to construct an efficient dominating set that is entirely contained in $G_{m,n}$. We adapt several of the techniques used by Chang in finding upper bounds for the regular domination number of $m \times n$ grids [2], which in our notation is the $(2, 1)$ broadcast domination number. However, the implementation of these techniques in more general $(t, r)$ broadcast domination is remarkably more nuanced than in regular domination.

3.1. $(2,2)$ broadcast domination. In this subsection we describe $(2,2)$ broadcast dominating sets of $G_{m,n}$ with the smallest cardinality. When $m$ and $n$ are sufficiently large, we conjecture that this set is an optimal dominating set of $G_{m,n}$ in the sense that it contains the minimum number of vertices of any dominating set of $G_{m,n}$. We conclude this section by counting the number of elements in this efficient dominating set, thus giving an upper bound on the broadcast domination number.

\footnote{The calculation is available at https://cloud.sagemath.com/projects/26b983ae-a894-47c0-bd54-c73b071e555c/files/(3,2)BDPC.sagews}
We start by describing a family of dominating sets for $\mathbb{Z} \times \mathbb{Z}$ under $(2, 2)$ broadcast domination. Define a map $\phi : \mathbb{Z} \times \mathbb{Z} \to \mathbb{Z}_3$ by $(x, y) \mapsto x + 2y$. Let $P(i) = \phi^{-1}(i)$ denote the inverse image for $i \in \mathbb{Z}_3$. The sets $P(0)$, $P(1)$, and $P(2)$ are shown in Figure 28.

![Figure 28. Three dominating sets $P(0)$, $P(1)$, and $P(2)$](image)

Since the elements of $P(i)$ appear on every third diagonal of $\mathbb{Z} \times \mathbb{Z}$, and every diagonal dominates itself and the two diagonals closest to it with a reception strength of 2, it follows that each set $P(i)$ dominates $\mathbb{Z} \times \mathbb{Z}$ optimally.

Embed $G_{m,n}$ into $\mathbb{Z} \times \mathbb{Z}$ as the following set:

$$G_{m,n} = \{(a, b) \in \mathbb{Z} \times \mathbb{Z} \mid 1 \leq a \leq n \text{ and } 1 \leq b \leq m\},$$

and let $Y_{m,n} \cong G_{m+2,n+2}$ denote the neighborhood of $G_{m,n}$:

$$Y_{m,n} = \{(a, b) \in \mathbb{Z} \times \mathbb{Z} \mid 0 \leq a \leq n + 1 \text{ and } 0 \leq b \leq m + 1\}.$$

For each $i \in \mathbb{Z}_3$ the set $P(i) \cap Y_{m,n}$ completely dominates $G_{m,n}$ under $(2, 2)$ broadcast domination. Figure 29 shows $G_{7,8} \subset Y_{7,8}$ and the intersection $P(0) \cap Y_{7,8}$. One can easily verify by inspection that $P(0) \cap Y_{7,8}$ dominates $G_{7,8}$.

![Figure 29. The sets $G_{7,8} \subset Y_{7,8}$ and the set $P(0) \cap Y_{7,8}$](image)

The following lemmas describe how to remove and rearrange some of the vertices in $P(i) \cap Y_{m,n}$ to obtain a smaller dominating set for $G_{m,n}$.

**Lemma 3.1.** There are three configurations of the NW and SE corners of $P(i) \cap Y_{m,n}$. In all three configurations we can create a smaller dominating set for that corner of $G_{m,n} \subset Y_{m,n}$ by moving some of the vertices of $P(i) \cap Y_{m,n}$ so that they lie inside $G_{m,n}$. In the process we can remove one vertex from our original dominating set $P(i) \cap Y_{m,n}$.
Proof. The three configurations for the NW corner of \( P(i) \cap Y_{m,n} \) where \( i = 0, 1, 2 \) are portrayed in order in Figure 30. In each instance we have highlighted how \( k \) vertices circled in red can be replaced with \( k - 1 \) vertices highlighted by a bullseye. The pictures for the SE corner are the same up to 180° rotation.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig30.png}
\caption{The three possible configurations for NW corner}
\end{figure}

**Lemma 3.2.** There are three configurations of the SW and NE corners of \( P(i) \cap Y_{m,n} \). When \( i = 1 \) or 2 we can remove one vertex from \( P(i) \cap Y_{m,n} \) and still dominate that corner of \( G_{m,n} \). For \( P(0) \cap Y_{m,n} \) we can remove two vertices from that corner and dominate \( G_{m,n} \).

Proof. The configurations of \( P(i) \cap Y_{m,n} \) for \( i = 0, 1, 2 \) are depicted in Figure 31. In each picture the vertices circled in red can be replaced by the vertices in the black bullseyes. The NE corners have the same configuration after a 180° rotation.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig31.png}
\caption{The three possible configurations for SW corner}
\end{figure}

Lemmas 3.2 and 3.3 show how to delete certain vertices from the corners of \( P(i) \cap Y_{m,n} \) to obtain smaller dominating sets for \( G_{m,n} \). However, these dominating sets contain points in the complement \( Y_{m,n} - G_{m,n} \). To create a dominating set that is completely contained in \( G_{m,n} \) simply move each vertex in \( Y_{m,n} - G_{m,n} \) to its nearest neighbor inside \( G_{m,n} \). Denote the resulting dominating set \( D_{m,n} \). Figure 32 shows how the set \( P(0) \cap Y_{7,8} \) can be modified to obtain the dominating set \( D_{7,8} \).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig32.png}
\caption{The dominating set \( D_{7,8} \)}
\end{figure}
The cardinality of the set \( D_{m,n} \) gives an upper bound on the domination number of \( G_{m,n} \). We now set about counting the number of elements in this dominating set.

First we will see that for any \( m \) and \( n \) in \( \mathbb{Z} \) and \( i \in \mathbb{Z}_3 \) the number of elements in the intersection \( P(i) \cap Y_{m,n} \) is either \( \left\lfloor \frac{(m+2)(n+2)}{3} \right\rfloor \) or \( \left\lceil \frac{(m+2)(n+2)}{3} \right\rceil \). The exact number depends on the three values of \( i, \overline{m}, \) and \( \overline{n} \), where \( \overline{m} \) and \( \overline{n} \) are the residues of \( m \) and \( n \) modulo 3.

**Lemma 3.3.** The number of elements in \( P(i) \cap Y_{m,n} \) is

\[
|P(i) \cap Y_{m,n}| = \left\lfloor \frac{(m+2)(n+2)}{3} \right\rfloor
\]

when the triple \((\overline{m}, \overline{n}, i)\) is contained in the set \( \Psi \) where

\[
\Psi = \begin{cases} 
(0,0,0), (0,1,0), (0,1,1), (0,1,2), (0,2,0), (0,2,1), (1,0,0), (1,0,1), \\
(1,0,2), (1,1,0), (1,1,1), (1,1,2), (1,2,0), (1,2,1), (1,2,2), (2,0,0), \\
(2,0,2), (2,1,0), (2,1,1), (2,1,2), (2,2,0) 
\end{cases}
\]

For all other triples \((\overline{m}, \overline{n}, i)\)

\[
|P(i) \cap Y_{m,n}| = \left\lceil \frac{(m+2)(n+2)}{3} \right\rceil.
\]

**Proof.** The set \( Y_{m,n} \) is a subset of \( \mathbb{Z} \times \mathbb{Z} \) containing \((m+2) \times (n+2)\) vertices. Use the Euclidean algorithm to write \( m+2 = 3a + \overline{m} + 2 \) and \( n+2 = 3b + \overline{n} + 2 \) where \( \overline{m} + 2 \) and \( \overline{n} + 2 \) are the residues modulo 3. Break \( Y_{m,n} \) into four regions \( R_1, R_2, R_3, \) and \( R_4 \) as depicted in Figure 33 with \( 3a \times 3b, 3a \times \overline{n} + 2, \overline{m} + 2 \times 3b, \) and \( \overline{m} + 2 \times \overline{n} + 2 \) vertices in each region respectively.

![Figure 33. Four regions of \( Y_{m,n} \)](image)

We now count how many elements of \( P(i) \) are in each region. Since \( \phi \) is a homomorphism from \( \mathbb{Z} \times \mathbb{Z} \) to \( \mathbb{Z}_3 \), every three consecutive vertices in any row or column of \( G_{m,n} \) will have exactly one element in the inverse image \( \phi^{-1}(i) = P(i) \). It follows that \( |P(i) \cap R_1| = 3ab, |P(i) \cap R_2| = a(\overline{n} + 2), \) and \( |P(i) \cap R_3| = (\overline{m} + 2)b. \)

All that remains is to count the number of elements in \( P(i) \cap R_4 \). There are 9 possible sizes for the \( \overline{m} + 2 \times \overline{n} + 2 \) grid \( R_4 \) and three possible values for \( i \in \mathbb{Z}_3 \) defining \( P(i) \). Hence by checking all 27 of these cases, we can verify that when \((\overline{m} + 2, \overline{n} + 2, i)\) is in the
Thus, the cardinality of \( P(i) \cap R_4 \) is \(|P(i) \cap R_4| = \left\lceil \frac{(m+2)(n+2)}{3} \right\rceil\) when \((\bar{m}, \bar{n}, i)\) is in \(\Psi\), and it is \(|P(i) \cap R_4| = \left\lfloor \frac{(m+2)(n+2)}{3} \right\rfloor\) when \((\bar{m}, \bar{n}, i)\) is not in \(\Psi\). It follows that

\[
|P(i) \cap Y_{m,n}| = |R_1 \cap P(i)| + |R_2 \cap P(i)| + |R_3 \cap P(i)| + |R_4 \cap P(i)|
\]

\[
= 3ab + (m+2)a + b(n+2) + |R_4 \cap P(i)|
\]

\[
= 3ab + (m+2)a + b(n+2) + \left\lceil \frac{(m+2)(n+2)}{3} \right\rceil
\]

\[
= \left\lceil \frac{(3a + m + 2)(3b + n + 2)}{3} \right\rceil
\]

\[
= \left\lceil \frac{(m + 2)(n + 2)}{3} \right\rceil
\]

when \((\bar{m}, \bar{n}, i)\) is in \(\Psi\), and the analogous calculation shows that \(|P(i) \cap Y_{m,n}| = \left\lfloor \frac{(m+2)(n+2)}{3} \right\rfloor\) when \((\bar{m}, \bar{n}, i)\) is not in \(\Psi\).

Having counted the number of elements in \(P(i) \cap Y_{m,n}\), we are now ready to count the number of elements in the dominating sets \(D_{m,n}\). All we have to do is count the number of elements in \(P(i) \cap Y_{m,n}\) that can be deleted by using Lemmas 3.2 and 3.3. Note that in order to delete vertices from all four corners of \(P(i) \cap Y_{m,n}\) we must assume that \(m\) and \(n\) are both at least \(6 = 2 \cdot 3\). Otherwise there would be overlap between the regions depicted in Figures 30 and 31, and we may not be able to delete a vertex from each corner.

**Theorem 3.4.** When \(m, n \geq 6\), the \((2,2)\) broadcast domination number of \(G_{m,n}\) satisfies the inequality

\[
\gamma_{2,2}(G_{m,n}) \leq \left\lceil \frac{(m+2)(n+2)}{3} \right\rceil - 6
\]

when \(m \equiv n \mod 3\), and otherwise it satisfies

\[
\gamma_{2,2}(G_{m,n}) \leq \left\lceil \frac{(m+2)(n+2)}{3} \right\rceil - 5.
\]

\footnote{The calculation is available at the site https://cloud.sagemath.com/projects/26b983ae-a894-47c0-bd54-c73b071e555c/files/(2,2)BDC.sagews}
Proof. When \( m \equiv n \mod 3 \), Lemma 3.2 implies that we can delete one vertex from each of the NW and SE corners of \( P(0) \cap Y_{m,n} \) and two vertices each from the NE and SW corners of \( P(0) \cap Y_{m,n} \) to obtain the dominating set \( D_{m,n} \). Thus \( |D_{m,n}| = |P(0) \cap Y_{m,n}| - 6 \). Also, when \( m \equiv n \mod 3 \), there are \( \left\lceil \frac{(m+2)(n+2)}{3} \right\rceil \) vertices in \( P(0) \cap Y_{m,n} \) by Lemma 3.3. The resulting dominating set \( D_{m,n} \) has \( \left\lceil \frac{(m+2)(n+2)}{3} \right\rceil - 6 \) vertices in it. On the other hand, for \( i = 1 \) and 2 there are \( \left\lceil \frac{(n+2)(m+2)}{3} \right\rceil \) vertices in \( P(i) \cap Y_{m,n} \), but we can only remove 4 vertices and still dominate \( G_{m,n} \). So the best bound on the \((2,2)\) broadcast domination number is

\[
\gamma_{2,2}(G_{m,n}) \leq \left\lceil \frac{(n+2)(m+2)}{3} \right\rceil - 6
\]

when \( m \equiv n \mod 3 \).

When \( m \not\equiv n \mod 3 \), there are \( \left\lceil \frac{(n+2)(m+2)}{3} \right\rceil \) vertices in \( P(0) \cap Y_{m,n} \) and \( P(i) \cap Y_{m,n} \) where \( m - n \equiv i \mod 3 \). Also when \( m - n \equiv i \mod 3 \), we can delete two vertices from the SW corner of \( P(0) \cap Y_{m,n} \) and two vertices from the NE corner of \( P(i) \cap Y_{m,n} \). Thus we can delete a total five vertices from both \( P(0) \cap Y_{m,n} \) and \( P(i) \cap Y_{m,n} \).

On the other hand, there are \( \left\lceil \frac{(n+2)(m+2)}{3} \right\rceil \) vertices in \( P(j) \cap Y_{m,n} \) where \( j \neq 0 \) and \( m - n \not\equiv j \mod 3 \). In this case, we can only remove four vertices from \( P(j) \cap Y_{m,n} \) and still dominate \( G_{m,n} \). In any case, the \((2,2)\) broadcast domination number satisfies

\[
\gamma_{2,2}(G_{m,n}) \leq \left\lceil \frac{(n+2)(m+2)}{3} \right\rceil - 5
\]

when \( m \not\equiv n \mod 3 \).  \( \square \)

3.2. \((3,1)\) broadcast domination. In this subsection we give an upper bound for the \((3,1)\) broadcast domination number of an \( m \times n \) grid. We start by identifying a family of optimal \((3,1)\) broadcast dominating sets for \( \mathbb{Z} \times \mathbb{Z} \). Then we show how these sets can be modified to define an efficient dominating set for each \( G_{m,n} \).

Let \( i \in \mathbb{Z}_{13} \) and let \( P(i) = \phi^{-1}(i) \) denote the preimage of \( i \) under the homomorphism \( \phi : \mathbb{Z} \times \mathbb{Z} \to \mathbb{Z}_{13} \) defined by \( \phi(x, y) = 4x + 7y \). The set \( P(0) \) is depicted in Figure 34. The other sets are obtained by shifting \( P(0) \) appropriately.

The set \( P(i) \) dominates \( \mathbb{Z} \times \mathbb{Z} \) optimally in the sense that all of \( \mathbb{Z} \times \mathbb{Z} \) is dominated, and no vertex in \( \mathbb{Z} \times \mathbb{Z} \) is dominated by more than one vertex of \( P(i) \). For any \( i \in \mathbb{Z}_{13} \) every thirteen consecutive vertices in a row or column contain exactly one element of \( P(i) \).

Embed \( G_{m,n} \) into \( \mathbb{Z} \times \mathbb{Z} \) as the following set:

\[
G_{m,n} = \{(a, b) \in \mathbb{Z} \times \mathbb{Z} \mid 2 \leq a \leq n + 1 \text{ and } 2 \leq b \leq m + 1\},
\]

and let \( Y_{m,n} \cong G_{m+4,n+4} \) denote the neighborhood of \( G_{m,n} \):

\[
Y_{m,n} = \{(a, b) \in \mathbb{Z} \times \mathbb{Z} \mid 0 \leq a \leq n + 3 \text{ and } 0 \leq b \leq m + 3\}.
\]

Lemma 3.5. We can delete one vertex from any of the dominating sets \( P(i) \cap Y_{m,n} \) at each corner of \( G_{m,n} \) and the resulting set will still dominate \( G_{m,n} \).

Proof. Let \( P(i) = \phi^{-1}(i) \) be one of the optimal dominating sets of \( \mathbb{Z} \times \mathbb{Z} \). There are 13 different cases for what a corner of \( P(i) \cap Y_{m,n} \) can look like. They are all depicted in Figure 35. We display the 13 different configurations of the Northwest corner of \( P(i) \cap Y_{m,n} \).
The other three corners are identical up to a rotation or flip across the diagonal of the depicted configurations. In each of the 13 cases, we can delete one vertex from each corner \( P(i) \cap Y_{m,n} \) and still obtain a dominating set of \( G_{m,n} \). This is done by replacing the vertices circled in red with those highlighted by a bullseye.

Taking the set obtained in Lemma 3.5, we can obtain a minimal dominating subset \( D_{m,n} \subset G_{m,n} \) by moving any vertex in \( P(i) \cap Y_{m,n} \) to its nearest neighbor in \( G_{m,n} \). Since we can always remove four vertices from the set \( P(i) \cap Y_{m,n} \) to obtain \( D_{m,n} \), we wish to find the minimum number of vertices in \( P(i) \cap Y_{m,n} \) for \( i \in \mathbb{Z}_{13} \). Using the fact that \( Y_{m,n} \cong G_{m+4,n+4} \), the following lemma does precisely that.

**Lemma 3.6.** Let \( i \in \mathbb{Z}_{13} \) and let \( P(i) = \phi^{-1}(i) \) denote the preimage of \( i \) under the homomorphism \( \phi : \mathbb{Z} \times \mathbb{Z} \rightarrow \mathbb{Z}_{13} \) defined by \( \phi(x, y) = 4x + 7y \). By the Euclidean algorithm, there exist integers \( a \) and \( b \) such that \( m = 13a + \overline{m} \) and \( n = 13b + \overline{n} \), where \( \overline{m} \) and \( \overline{n} \) are the residues of \( m \) and \( n \) modulo 13. Let

\[
\Phi = \left\{ (2, 7), (3, 9), (4, 4), (4, 7), (4, 10), (6, 7), (6, 9), (6, 11), \right. \\
\left. (7, 6), (7, 9), (9, 3), (9, 6), (9, 9), (10, 4), (11, 6) \right\}.
\]

Define

\[
\delta_{\Phi} = \begin{cases} 1 & (\overline{m}, \overline{n}) \in \Phi \\ 0 & \text{else} \end{cases}
\]

Then

\[
\min_{0 \leq i \leq 12} |G_{m,n} \cap P(i)| = \left\lfloor \frac{mn}{13} \right\rfloor - \delta_{\Phi}
\]

**Proof.** The set \( P(0) = \phi^{-1}(0) \) is the subset \( \mathbb{Z} \times \mathbb{Z} \) consisting of all integer multiples of \((1, 5)\) and \((3, 2)\). To obtain each of the sets \( P(i) \) where \( 0 < i \leq 12 \) shift the set \( P(0) \) horizontally by \( r \) units where \( 0 < r \leq 12 \). To count the number of vertices in each \( G_{m,n} \cap P(i) \) we break the \( m \times n \) grid \( G_{m,n} \) into four regions: \( R_1, R_2, R_3, \) and \( R_4 \) with dimensions \( 13a \times 13b, 13a \times \overline{m}, \overline{m} \times 13b, \) and \( \overline{m} \times \overline{m} \) respectively, as depicted in Figure 36.
FIGURE 35. Thirteen corner configurations for (3,1) broadcast domination
Since \( \phi \) is a ring homomorphism from \( \mathbb{Z} \times \mathbb{Z} \) to \( \mathbb{Z}_{13} \), every thirteen consecutive vertices in a row or column of \( G_{m,n} \subset \mathbb{Z} \times \mathbb{Z} \) will contain exactly one element of the preimage \( P(i) = \phi^{-1}(i) \) for any \( 0 \leq i \leq 12 \). Hence \( R_1 \cap P(i) \) contains \( \frac{(13a)(13b)}{13} = 13ab \) elements, and the \( R_2 \cap P(i) \) and \( R_3 \cap P(i) \) contain \( a\overline{m} \) and \( b\overline{n} \) elements of \( P(i) \) respectively.

On the other hand, the number of vertices contained in \( R_4 \cap P(i) \) depends on the three quantities \( i, \overline{m}, \) and \( \overline{n} \). There are \( 13^3 \) cases to check, and we have written SAGE code to compute all of them. \(^4\) The calculation shows that

\[
|R_4 \cap P(i)| = \left\lfloor \frac{(\overline{m}n)}{13} \right\rfloor - \delta_{\Phi}
\]

for the following values of \( \overline{m} \) and \( \overline{n} \)

\[
\Phi = \{(2, 7), (3, 9), (4, 4), (4, 7), (4, 10), (6, 7), (6, 9), (6, 11), (7, 2), (7, 4), (7, 6), (9, 3), (9, 6), (9, 9), (10, 4), (11, 6)\}.
\]

Otherwise

\[
|R_4 \cap P(i)| = \left\lfloor \frac{(mn)}{13} \right\rfloor
\]

for all other values of \( \overline{m} \) and \( \overline{n} \).

Hence the minimum number of elements in \( P(i) \) as \( i \) varies from 0 to 12 is

\[
\min_{0 \leq i \leq 12} |P(i)| = \min_{0 \leq i \leq 12} |R_1 \cap P(i)| + \min_{0 \leq i \leq 12} |R_2 \cap P(i)| + \min_{0 \leq i \leq 12} |R_3 \cap P(i)| + \min_{0 \leq i \leq 12} |R_4 \cap P(i)|
\]

\[
= 13ab + a\overline{m} + b\overline{n} + \left\lfloor \frac{(\overline{m}n)}{13} \right\rfloor - \delta_{\Phi}
\]

\[
= \left\lfloor \frac{(13a + \overline{m})(13b + \overline{n})}{13} \right\rfloor - \delta_{\Phi}
\]

\[
= \left\lfloor \frac{(mn)}{13} \right\rfloor - \delta_{\Phi}
\]

\[
\square
\]

Using the construction of \( D_{m,n} \) and the cardinality count in Lemma 3.6 we can obtain the upper bound on the \((3,1)\) broadcast domination number of \( G_{m,n} \).

\(^4\)The code is available at the site https://cloud.sagemath.com/projects/26b983ae-a894-47c0-bd54-c73b071e555c/files/(3,1)BDC.sagews
Theorem 3.7. For any sufficiently large $m$ and $n$, the $(3, 1)$ broadcast domination number satisfies

$$
\gamma_{3,1}(G_{m,n}) \leq \left\lfloor \frac{(m+4)(n+4)}{13} \right\rfloor - 5
$$

when $(m+4, n+4)$ are in $\Phi$ where

$$
\Phi = \{ (2, 7), (3, 9), (4, 4), (4, 7), (4, 10), (6, 7), (6, 9), (6, 11), (7, 2), (7, 4), (7, 6), (9, 3), (9, 6), (9, 9), (10, 4), (11, 6) \}
$$

and

$$
\gamma_{3,1}(G_{m,n}) \leq \left\lfloor \frac{(m+4)(n+4)}{13} \right\rfloor - 4
$$

otherwise.

Proof. Lemma 3.6 states that for each $(m, n) \in \mathbb{Z} \times \mathbb{Z}$ there exists an $i' \in \mathbb{Z}_{13}$ such that

$$
|Y_{m,n} \cap P(i')| = \left\lfloor \frac{(m+4)(n+4)}{13} \right\rfloor - \delta_{\Phi}.
$$

The dominating set $D_{m,n}$ was constructed so that $|D_{m,n}| = |Y_{m,n} \cap P(i')| - 4$. □

3.3. Upper Bound for $(3,2)$ Broadcast Domination. In this section we describe a dominating set that gives an upper bound for $(3, 2)$ broadcast domination numbers of $m \times n$ grids. We then count the number of elements in this set. This gives an upper bound on the $\gamma_{3,2}(G_{m,n})$ which we conjecture is tight for sufficiently large $m$ and $n$.

Define a function $\phi : \mathbb{Z} \times \mathbb{Z} \to \mathbb{Z}_{8}$ by $\phi(x, y) = x + 3y$. For each $i \in \mathbb{Z}_8$, the inverse image $P(i) = \phi^{-1}(i)$ is an optimal dominating set of $\mathbb{Z} \times \mathbb{Z}$ in the sense that every element of $\mathbb{Z} \times \mathbb{Z}$ is dominated with a weight of 3 or 2. In fact, every 8 vertices in a row or column will have weights 3-2-3-2-3-2-3-2. The next most efficient dominating set produces weights 3-2-4-2-3-2-4-2. Figure 37 below shows $P(0)$.

![Figure 37. The optimal dominating set $P(0)$ of $\mathbb{Z} \times \mathbb{Z}$](image)

Embed $G_{m,n}$ into $\mathbb{Z} \times \mathbb{Z}$ as the following set:

$$
G_{m,n} = \{ (a, b) \in \mathbb{Z} \times \mathbb{Z} \mid 1 \leq a \leq n \text{ and } 1 \leq b \leq m \},
$$
and let \( Y_{m,n} \cong G_{m+2,n+2} \) denote the neighborhood of \( G_{m,n} \):
\[
Y_{m,n} = \{(a, b) \in \mathbb{Z} \times \mathbb{Z} \mid 0 \leq a \leq n + 1 \text{ and } 0 \leq b \leq m + 1\}.
\]

Unlike our previously studied examples of \((t, r)\) broadcast domination theories, we cannot always remove vertices from the corners of \( P(i) \cap Y_{m,n} \) and still dominate \( G_{m,n} \). There are eight possible configurations of \( P(i) \cap Y_{m,n} \). However, only three of these configurations allow us to remove a vertex from the set \( P(i) \cap Y_{m,n} \) and still dominate the grid \( G_{m,n} \). Figures 38 and 39 show each of the eight configurations. When possible, they also show how to remove one vertex by replacing the vertices circled in red with the vertices decorated by a bullseye.

![Figure 38. Cases for the SW and NE Corner](image)

![Figure 39. 8 Cases for the NW and SE Corner](image)

The following theorem gives an upper bound on the \((3, 2)\) broadcast domination number of \( G_{m,n} \).

**Theorem 3.8.** The \((3, 2)\) broadcast domination number \( \gamma_{3,2}(G_{m,n}) \) of an \( m \times n \) grid is bounded above by the following formula:
\[
\gamma_{3,2}(G_{m,n}) \leq \left\lfloor \frac{(m + 2)(n + 2)}{8} \right\rfloor - c_{\overline{m},\overline{n}}
\]
where the constant \(c_{\overline{m},\overline{n}}\) is defined by
\[
c_{\overline{m},\overline{n}} = \begin{cases} 
1 & \text{if } (\overline{m},\overline{n}) \in A \\
2 & \text{if } (\overline{m},\overline{n}) \in B \\
3 & \text{if } (\overline{m},\overline{n}) \in C 
\end{cases}
\]
where the set \(B\) is
\[
B = \{(0,0), (0,4), (0,6), (2,6), (4,4), (4,6), (6,6), (6,0), (6,2), (6,4)\}
\]
the set \(C\) is
\[
C = \{(0,2), (2,2), (2,4), (2,0), (4,2)\}
\]
and the set \(A\) is all other possible residues \(\overline{m} \equiv m \mod 8\) and \(\overline{n} \equiv n \mod 8\).

Proof. To find the minimum cardinality of any dominating set \(D_{m,n}\), we use an algorithm written in SAGE that computes the cardinality of \(P(i) \cap Y_{m,n}\).\(^5\) As in the proofs of Lemmas 3.3 and 3.6 the cardinality of this set is determined by the values of the residues \(\overline{m},\overline{n}\), and \(i \in \mathbb{Z}_8\).

We then note that when \(m_1 \equiv m_2 \mod 8\) and \(n_1 \equiv n_2 \mod 8\) the corner configurations of the sets \(P(i) \cap Y_{m_1,n_1}\) and \(P(i) \cap Y_{m_2,n_2}\) are the same. Hence it suffices to check how many vertices can be deleted from each set \(P(i) \cap Y_{\overline{m},\overline{n}}\) where \(i \in \mathbb{Z}_8\) and where \(\overline{m}\) and \(\overline{n}\) are the residues of \(m\) and \(n \mod 8\) respectively. Figure 38 shows that we may delete a vertex from the Northeast or Southwest corners when there are two vertices in \(P(i) \cap (Y_{m,n} - G_{m,n})\) within distance 4 of that corner of \(Y_{m,n}\) or when a vertex in \(P(i) \cap (Y_{m,n} - G_{m,n})\) is located at the corner of \(Y_{m,n}\). Figure 39 illustrates that we are able to delete a vertex from the Northwest or Southeast corners of \(Y_{m,n}\) when there are two vertices in \(P(i) \cap (Y_{m,n} - G_{m,n})\) within distance 4 of the corner of \(Y_{m,n}\).

We have written code to count the number of corners that satisfy one of the three configurations in Figures 38 and 39. We let \(d(\overline{m},\overline{n},i)\) denote the number of such corners. Calculating the values \(|P(i) \cap Y_{m,n}| - d(\overline{m},\overline{n},i)\) for each of the \(8^3\) different cases takes only seconds on a personal computer, and the minimum of these values of \(|P(i) \cap Y_{m,n}| - d(\overline{m},\overline{n},i)\) for each \(\overline{m}\) and \(\overline{n}\) are the ones recorded in the statement of the theorem. \(\square\)

3.4. (3, 3) Broadcast Domination. The optimal dominating set for (3, 3) broadcast domination is the preimage of the homomorphism \(\phi : \mathbb{Z} \times \mathbb{Z} \rightarrow \mathbb{Z}_5\) with \(\phi(x,y) = x + 3y\). For \(i \in \mathbb{Z}_5\), let \(P(i) = \phi^{-1}(i)\) denote its preimage. These sets \(P(i)\) are precisely the same dominating sets as the regular dominating sets of \(\mathbb{Z} \times \mathbb{Z}\) described in Chang’s Ph.D. thesis [2]. We shall see that Chang’s bound for regular domination numbers also gives an upper bound for (3,3) broadcast domination numbers.

\(^5\)The code is available at the site
https://cloud.sagemath.com/projects/26b983ae-a894-47c0-bd54-c73b071e555c/files/(3,2)BDC.sagews
Embed \( G_{m,n} \) into \( \mathbb{Z} \times \mathbb{Z} \) as the following set:

\[
G_{m,n} = \{(a, b) \in \mathbb{Z} \times \mathbb{Z} \mid 1 \leq a \leq n \text{ and } 1 \leq b \leq m\},
\]

and let \( Y_{m,n} = G_{m+2,n+2} \) denote the neighborhood of \( G_{m,n} \):

\[
Y_{m,n} = \{(a, b) \in \mathbb{Z} \times \mathbb{Z} \mid 0 \leq a \leq n + 1 \text{ and } 0 \leq b \leq m + 1\}.
\]

Chang showed that there are \( \left\lfloor \frac{(m+2)(n+2)}{5} \right\rfloor \) vertices in each \( P(i) \cap Y_{m,n} \). Figure 41 shows that we can delete one vertex from each corner of \( P(i) \cap (Y_{m,n} - G_{m,n}) \) and still dominate \( G_{m,n} \).

![Figure 40](image)  
**Figure 40.** The dominating sets for (3,3) and (2,1) broadcast domination

Thus we see that the optimal (3,3) broadcast dominating set of \( G_{m,n} \) is bounded above by

\[
\gamma_{3,3}(G_{m,n}) \leq \left\lfloor \frac{(m+2)(n+2)}{5} \right\rfloor - 4.
\]

It then follows from the proof of Chang’s conjecture given by Goncalves, Pinlou, Rao, and Thomassé [5, Theorem 11] that this upper bound is in fact an equality when \( n \geq m \geq 16 \):

**Theorem 3.9.** Let \( n \geq m \geq 16 \). Then the (3,3) broadcast domination number of \( G_{m,n} \) is the (2,1) broadcast domination number, i.e.

\[
\gamma_{3,3}(G_{m,n}) = \left\lfloor \frac{(m+2)(n+2)}{5} \right\rfloor - 4.
\]

4. **Broadcast Domination Numbers and Open Problems**

We have written a dynamic programming algorithm to find the optimal \((t,r)\) broadcast dominating numbers of an \(m \times n\) grid. The SAGE code for this algorithm and each calculation in this paper is available at the following website: https://cloud.sagemath.com/projects/26b983ae-a894-47c0-bd54-c73b071e555c/files/ and the results of this algorithm for (2,2) and (3,1) broadcast domination are shown in the tables below.

![Figure 41](image)  
**Figure 41.** 5 Cases for (3,3) and (2,1) Broadcast domination
| m\n | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|-----|---|---|---|---|---|---|---|---|---|----|
| 1   | 1 |
| 2   | 2 | 2 |
| 3   | 2 | 3 | 4 |
| 4   | 3 | 4 | 6 | 8 |
| 5   | 3 | 5 | 7 | 10| 11 |
| 6   | 4 | 6 | 8 | 12| 14| 16 |
| 7   | 4 | 7 | 10| 13| 16| 19| 21 |
| 8   | 5 | 8 | 11| 15| 18| 22| 25| 28 |
| 9   | 5 | 9 | 12| 17| 20| 24| 28| 32| 35 |
| 10  | 6 | 10| 14| 19| 22| 27| 30| 35| 39| 42 |

Figure 42. (2,2) broadcast domination numbers for \( m, n \leq 10 \)

| m/n | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|-----|---|---|---|---|---|---|---|---|---|----|
| 1   | 1 |
| 2   | 1 | 1 |
| 3   | 1 | 1 | 1 |
| 4   | 1 | 2 | 2 | 3 |
| 5   | 1 | 2 | 2 | 3 | 4 |
| 6   | 2 | 2 | 2 | 4 | 4 | 4 |
| 7   | 2 | 2 | 3 | 4 | 4 | 6 | 6 |
| 8   | 2 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| 9   | 2 | 3 | 3 | 5 | 6 | 6 | 7 | 8 | 9 |
| 10  | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |

Figure 43. (3,1) broadcast domination numbers for \( m, n \leq 10 \)

4.1. **Conjectures and Open Problems.** In this subsection we state several open questions concerning the \((t, r)\) broadcast domination numbers of \( m \times n \) grids.

- (1) When are \( m \) and \( n \) sufficiently large the bounds given in this paper to be tight? We conjecture that the bounds are tight when \( n \geq m > 3p \) where the optimal dominating set of \( \mathbb{Z} \times \mathbb{Z} \) is the preimage of a homomorphism \( \phi : \mathbb{Z} \times \mathbb{Z} \rightarrow \mathbb{Z}_p \).
- (2) Can the techniques from Goncalves, et.al. [5], be adapted to find the exact values of the \((t, r)\) broadcast domination numbers?
- (3) For smaller grids, the \((t, r)\) broadcast domination is not yet well-understood and is much more unpredictable than it is for large grids. It would be interesting if one could develop a web app game to crowd-source the problem of finding optimal broadcast dominating sets for \( m \times n \) grids when \( m \) and \( n \) are relatively small.
- (4) We have seen that \((3,3)\) and \((2,1)\) broadcast dominating sets are equal for large grids. We conjecture that the optimal \((t, r)\) and \((t-1, r-2)\) broadcast dominating sets of \( \mathbb{Z} \times \mathbb{Z} \) are equal. If this is true, then all \((t, r)\) broadcast domination problems for large grids can be reduced to \((t, 2)\) and \((t, 1)\) broadcast domination problems.
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