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Abstract — Control Barrier Functions (CBFs) and Control Lyapunov Functions (CLFs) are popular tools for enforcing safety and stability of a controlled system, respectively. They are commonly utilized to build constraints that can be incorporated in a min-norm quadratic program (CBF-CLF-QP) which solves for a safety-critical control input. However, since these constraints rely on a model of the system, when this model is inaccurate the guarantees of safety and stability can be easily lost. In this paper, we present a Gaussian Process (GP)-based approach to tackle the problem of model uncertainty in safety-critical controllers that use CBFs and CLFs. The considered model uncertainty is affected by both state and control input. We derive probabilistic bounds on the effects that such model uncertainty has on the dynamics of the CBF and CLF. We then use these bounds to build safety and stability chance constraints that can be incorporated in a min-norm convex optimization-based controller, called GP-CBF-CLF-SOCP. As the main theoretical result of the paper, we present necessary and sufficient conditions for pointwise feasibility of the proposed optimization problem. We believe that these conditions could serve as a starting point towards understanding what are the minimal requirements on the distribution of data collected from the real system in order to guarantee safety. Finally, we validate the proposed framework with numerical simulations of an adaptive cruise controller for an automotive system.

I. INTRODUCTION

A. Motivation

Guaranteeing stability and safety is of major importance for the deployment of autonomous systems in the real world. Theory for model-based controllers for this purpose is well established [1]. However, the models that these controllers rely on are usually inaccurate. Real systems can be hard to model, might have parameters that can be challenging to identify, or both. In the presence of such model uncertainty, the theoretical guarantees of stability and safety that model-based controllers provide can be lost. On the other hand, data-driven control techniques have the potential to solve difficult control tasks and are becoming increasingly popular. However, guarantees of safety or stability for these approaches typically require rich enough data to fully characterize the dynamics of the system [2], [3], [4]. In practice, collecting these data might not be feasible for systems with uncertain dynamics and uncertain input effects. For instance, it might require applying unstable control inputs that would lead to unsafe behavior and possible damage of the system. Providing safety guarantees for such uncertain systems while using only data that is feasible to collect remains an open problem [5].

This paper takes important steps towards solving this problem by combining a model-based method with a data-driven approach. First, we build on our previous work [6] to devise an optimization-based controller that can address model uncertainty in safety constraints. We then conduct a feasibility analysis of this controller, which results in a set of conditions on the uncertainty characterization that are necessary and sufficient to probabilistically guarantee safety pointwise in time. Indeed, we believe that this analysis is key to verifying whether the available data is sufficient to achieve our controller’s safety premise. We therefore view this work as the potential foundation for many practical data-driven safety-control frameworks, for instance, to guide the online data collection process of safe learning algorithms while maintaining safety.

B. Related Work

Control Barrier Functions (CBFs, [7]) and Control Lyapunov Functions (CLFs, [8]) have been popularly used to maintain safety or achieve stability, respectively, of a controlled system. Model uncertainty of CBF-based controllers was first explored by the use of adaptive [9], [10] and robust [11], [12] control techniques. Recent work has demonstrated that CBF-based controllers combined with data-driven methods can be useful for coping with model uncertainty. With neural networks it is often difficult to obtain rigorous guarantees for reliable safety controllers, although several works show practical outcomes [13], [14], [15]. Gaussian Process (GP) regression is an alternative approach that provides a probabilistic guarantee of its prediction. CLF or CBF-based controllers that use GP regression to learn the model uncertainty terms have been proposed before [16], [17], [18]. However, these works do not consider uncertainty in the input effects, which is significant for many systems [6]. In [19], this problem is tackled by using Matrix-Variate GP regression. Finally, [20] analyzes how the choice of data affects the GP prediction uncertainty and the performance of their learning-based stabilizing controller. However, by fixing a closed-loop policy, the uncertainty is only characterized with respect to the state, but not the control input.

C. Contributions

First, we extend our previous work [6], where we used GP regression to address model uncertainty in CLFs, to the
safety-critical control case by including an uncertainty-aware CBF chance constraint. This results in the formulation of the so-called Gaussian Process-based Control Barrier Function and Control Lyapunov Function Second-Order Cone Program (GP-CBF-CLF-SOCP) controller. The main theoretical result of this paper is a set of necessary, sufficient, and necessary and sufficient conditions for pointwise feasibility—feasibility at each timestep—of the proposed GP-CBF-CLF-SOCP controller. The interpretation of these conditions as an interplay between achieving the safety goal and reducing the GP prediction error constitutes the main theoretical insight derived in this paper.

II. BACKGROUND

In this section, we present the necessary background on CLFs and CBFs.

Consider a nonlinear control-affine system of the form:
\[ \dot{x} = f(x) + g(x)u, \]
where \( x \in \mathcal{X} \subset \mathbb{R}^n \) is the state space and \( u \in \mathbb{R}^m \) is the control input. The vector fields \( f \) and \( g \) are assumed to be locally Lipschitz continuous, and without loss of generality we assume that the origin is the equilibrium point, \( f(0) = 0 \), that we want the system state to converge to. We will refer to system (1) as the true plant.

A. Control Lyapunov Functions

**Definition 1.** Let \( V : \mathcal{X} \to \mathbb{R} \) be a positive definite, continuously differentiable, and radially unbounded function. \( V \) is a Control Lyapunov Function (CLF) for system (1) if for each \( x \in \mathcal{X} \setminus \{0\} \) the following holds:
\[ \inf_{u \in \mathbb{R}^m} L_f V(x) + L_g V(x) u < 0, \]
where \( L_f V(x) := \nabla V(x) \cdot f(x) \) and \( L_g V(x) := \nabla V(x) \cdot g(x) \) are Lie derivatives of \( V \) with respect to \( f \) and \( g \), respectively.

If system (1) admits such a CLF, it is globally asymptotically stabilizable to the origin [8]. CLFs can also impose a stronger notion of stabilizability, which is the exponential convergence to the origin. If there exists a compact subset \( D \subseteq \mathcal{X} \) that includes the origin such that for all \( x \in D \) and for some constant \( \lambda > 0 \), it holds that
\[ \inf_{u \in \mathbb{R}^m} L_f V(x) + L_g V(x) u + \lambda V(x) \leq 0, \]
and \( \exists \ c_{\text{exp}} > 0 \) such that \( \Omega_{c_{\text{exp}}} := \{ x \in D \subseteq \mathcal{X} : V(x) \leq c_{\text{exp}} \} \) is a sublevel set of \( V(x) \), then the origin is locally exponentially stabilizable from \( \Omega_{c_{\text{exp}}} \). In this case, we say that \( V \) is a locally exponentially stabilizing CLF. Condition (3) can be used as a constraint in a min-norm quadratic program (QP) [21]:

**CLF-QP:**
\[ u^*(x) = \arg \min_{u \in \mathbb{R}^m} \|u\|_2^2 \quad \text{s.t.} \quad L_f V(x) + L_g V(x) u + \lambda V(x) \leq 0. \]

The above QP defines a min-norm feedback control law \( u^* : \mathcal{X} \to \mathbb{R}^m \) that renders the origin exponentially stable.

B. Control Barrier Functions

**Definition 2.** Consider a continuously differentiable function \( B : \mathcal{X} \subset \mathbb{R}^n \to \mathbb{R} \) and a set \( C \) defined as the superlevel set of \( B \), \( C = \{ x \in \mathcal{X} : B(x) \geq 0 \} \). \( B \) is a Control Barrier Function (CBF) for system (1) if there exists an extended class \( K_{\infty} \) function \( \gamma \) such that for all \( x \in \mathcal{X} \),
\[ \sup_{u \in \mathbb{R}^m} L_f B(x) + L_g B(x) u + \gamma(B(x)) \geq 0. \]

If \( B \) is a CBF for system (1) and \( \nabla B(x) \neq 0 \) for all \( x \in \partial C \), any Lipschitz continuous control input \( u \) satisfying
\[ \text{renders the set } C \text{ forward invariant [1, Thm. 2]. In [7], a QP formulation of a safety-critical controller is proposed by incorporating both conditions (3) and (5) as constraints:}

**CBF-CLF-QP:**
\[ u^*(x) = \arg \min_{(u,d) \in \mathbb{R}^{m+1}} \|u\|_2^2 + pd^2 \quad \text{s.t.} \quad L_f V(x) + L_g V(x) u + \lambda V(x) \leq d, \]
\[ L_f B(x) + L_g B(x) u + \gamma(B(x)) \geq 0, \]
where \( d \) is a slack variable used to relax the CLF constraint in order to give preference to safety over stability in case of conflict. In this paper, we will refer to (5b) as the (relaxed) CLF constraint and to (5c) as the CBF constraint. Note that the Lie derivatives of \( V \) and \( B \), which appear in these constraints, require explicit knowledge of the dynamics of the plant.

C. Adverse Effects of Model Uncertainty

We now provide some necessary settings and assumptions for our problem formulation. Let’s assume that we have a nominal model:
\[ \dot{x} = \tilde{f}(x) + \tilde{g}(x)u, \]
where \( \tilde{f} \) and \( \tilde{g} \) are Lipschitz continuous vector fields and \( \tilde{f}(0) = 0 \). In general, the nominal model vector fields \( (\tilde{f}, \tilde{g}) \) do not perfectly match the true plant vector fields \( (f, g) \) due to model uncertainty.

We start by designing a locally exponentially stabilizing CLF \( V \) and a CBF \( B \), based on the nominal model (7). These functions are assumed to be a locally exponentially stabilizing CLF and a CBF, respectively, also for the true plant (1). This is a structural assumption, and it is met for feedback linearizable systems if the nominal model has the same degree of actuation as the true plant. A more detailed explanation can be found in [5]. Finally, we also assume that we can measure the state \( x \).

The main objective of the paper is to learn the CLF constraint (6b) and the CBF constraint (6c) for the true plant, in order to be able to synthesize safe and stabilizing controllers. Note that the actual derivatives of \( V \) and \( B \) depend on the true plant dynamics:
\[ V(x, u) = L_f V(x) + L_g V(x) u, \quad \tilde{B}(x, u) = L_f B(x) + L_g B(x) u. \]
However, the nominal model-based estimates of their values are given by:
\[ \hat{V}(x, u) = L_f V(x) + L_g V(x) u, \quad \hat{B}(x, u) = L_f B(x) + L_g B(x) u, \]
and can differ from the true values. We define \( \Delta_V, \Delta_B : \mathcal{X} \times \mathbb{R}^m \to \mathbb{R} \) as the errors of the nominal model-based estimates:

\[
\Delta_V(x, u) := \hat{V}(x, u) - \tilde{V}(x, u),
\]

\[
\Delta_B(x, u) := \hat{B}(x, u) - \tilde{B}(x, u).
\]

Then, the CLF and CBF constraints become

\[
L_f V(x) + L_g V(x)u + \Delta_V(x, u) + \lambda V(x) \leq d,
\]

\[
L_f B(x) + L_g B(x)u + \Delta_B(x, u) + \gamma (B(x)) \geq 0.
\]

Therefore, by learning the uncertainty terms \( \Delta_V(x, u) \) and \( \Delta_B(x, u) \) correctly, we can have a good representation of the true plant. Note that the uncertainty terms \( \Delta_V(x, u) \) and \( \Delta_B(x, u) \) are scalar values, leading to a lower dimensional learning problem than if we learned the dynamics \( f, g \). We can approximately measure \( \Delta_V(x, u) \) and \( \Delta_B(x, u) \) by collecting trajectories from the true plant. These measurements are given by

\[
z^V_j = (V(x(t + \Delta t)) - V(x(t))) / \Delta t - \tilde{V}(x_j, u_j),
\]

\[
z^B_j = (B(x(t + \Delta t)) - B(x(t))) / \Delta t - \tilde{B}(x_j, u_j),
\]

where \( x_j = (x(t + \Delta t) + x(t)) / 2 \) is the mean of the state between \( [t, t + \Delta t] \), and \( u_j \) is the control input during the same interval; \( \Delta t \) is the sampling interval; \( z^V_j \) and \( z^B_j \) are approximate measurements of \( \Delta_V(x_j, u_j) \) and \( \Delta_B(x_j, u_j) \), for \( j = 1, \ldots, N \). Based on these data, we can define the regression problems for \( \Delta_V \) and \( \Delta_B \) as supervised learning problems. We will specifically use GP regression.

We close this section by revealing the control-affine structures of \( \Delta_V \) and \( \Delta_B \). In \( \hat{V} \) and \( \tilde{V} \), if we express \( \hat{V}, \tilde{V}, \hat{B}, \tilde{B} \) with their respective Lie derivatives, we get

\[
\Delta_V(x, u) = \Phi_V u := (L_f V - L_f V)(x) + (L_g V - L_g V)(x)u,
\]

\[
\Delta_B(x, u) = \Phi_B u := (L_f B - L_f B)(x) + (L_g B - L_g B)(x)u,
\]

where \( \Phi_V, \Phi_B \in \mathbb{R}^{1 \times (m + 1)} \). To simplify notations, we will introduce \( y := [1 \ u^T]^T \). Then, both \( \Delta_V \) and \( \Delta_B \) are obtained by taking a dot product between a \( (m + 1) \) dimensional vector field \( \Phi_V \) or \( \Phi_B \) and \( y \). This property will be used to construct a suitable kernel structure for the GP regression in the next section.

### III. GAUSSIAN PROCESS REGRESSION

This section gives an overview of Gaussian Processes and how they are used for regression in this paper. We utilize a compound kernel, which was introduced in our previous work [6], to exploit the affine nature of the problem.

#### A. Gaussian Processes

A Gaussian Process (GP) is a type of random process such that any finite collection of its samples always has a joint Gaussian distribution. It is characterized by two functions: a mean function \( q : \mathcal{X} \to \mathbb{R} \) and a covariance function \( k : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \), where \( \mathcal{X} \) is the input domain of the process. We express the process as:

\[
h(x) \sim \mathcal{GP}(q(x), k(x, x')),
\]

where \( h(\cdot) \) is a sample drawn from it, and for any \( x, x' \in \mathcal{X} \)

\[
\mathbb{E}[h(x)] = q(x), \quad \mathbb{E}[(h(x) - q(x))(h(x') - q(x'))] = k(x, x').
\]

Since the joint distribution of \( h(x) \) and \( h(x') \) is Gaussian, the functions \( q \) and \( k \) fully characterize the process. Note that the covariance function \( k \) determines the covariance matrix of the joint Gaussian distribution of finite samples. Therefore, only those functions that lead to positive semidefinite covariance matrices can be used for \( k \). If \( k \) satisfies this requirement, it is said to be a positive definite kernel [22].

Given a set of finite measurements of the form \( \{x_j, h(x_j) + \varepsilon_j\}_{j=1}^N \), where \( \varepsilon_j \sim \mathcal{N}(0, \sigma^2) \) is white measurement noise, and a query point \( x_* \), a posterior distribution for \( h(x_*) \) can be derived from the Gaussian distribution of \( [h(x_1), \ldots, h(x_N), h(x_*)]^T \) conditioned on the measurements. This can be used as a prediction of \( h(x_*) \) at a query point \( x_* \), with mean and variance

\[
\begin{align*}
\mu_* &= y^T(K + \sigma_n^2 I)^{-1}K_*^T, \\
\sigma^2_* &= k(x_*, x_*) - K_* (K + \sigma_n^2 I)^{-1}K_*^T,
\end{align*}
\]

where \( K \in \mathbb{R}^{N \times N} \) is the Gram matrix whose \((i, j)^{th}\) element is \( k(x_i, x_j) \), \( K_* = [k(x_*, x_1), \ldots, k(x_*, x_N)] \in \mathbb{R}^N \), and \( \varepsilon_\ast \in \mathbb{R}^N \) is the vector containing the output measurements \( z_j := h(x_j) + \varepsilon_j \). Here, we used \( q(x) \equiv 0 \) as the mean function in [16]. The fact that this closed form expression of the prediction is available makes GPs attractive for many regression problems [23].

#### B. GP Regression with the Affine Dot Product Kernel

Our goal is to use GP regression for \( \Delta_V(x, u) \) and \( \Delta_B(x, u) \). Note that the input domain is now \( \mathcal{X} \times \mathbb{R}^{m+1} \) instead of \( \mathcal{X} \), where \( \mathbb{R}^{m+1} \) is the space of \( y = [1 \ u^T]^T \). We define \( \mathcal{X}_* := \mathcal{X} \times \mathbb{R}^{m+1} \). Even though any positive definite kernel in \( \mathcal{X}_* \) can be used for the regression, we would like to exploit the fact that both \( \Delta_V \) and \( \Delta_B \) are affine in \( y \). The following compound kernel structure is used for this goal.

**Definition 3. Affine Dot Product Compound Kernel:** Define \( k_c : \mathcal{X}_* \times \mathcal{X}_* \to \mathbb{R} \) given by

\[
k_c \left( \begin{bmatrix} x & x' \end{bmatrix} , \begin{bmatrix} y & y' \end{bmatrix} \right) := y^T \operatorname{Diag}(k_1(x, x'), \ldots, k_{m+1}(x, x')) y'
\]

as the Affine Dot Product (ADP) compound kernel of \((m+1)\) individual kernels \( k_1, \ldots, k_{m+1} : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \) [6].

The above compound kernel captures the appropriate structure of the target functions, which results in a much better regression fit compared to using arbitrary kernels. Moreover, it results in expressions for the mean and variance of the GP regression that are linear and quadratic in the control input, respectively. This is crucial for the construction of the convex min-norm controller that will be introduced in the next section. Let \( X \in \mathbb{R}^{n \times N} \) and \( Y \in \mathbb{R}^{(m+1) \times N} \) be matrices whose column vectors are the inputs \( x_j \) and \( y_j \) of the collected data, respectively. Then, when using the ADP
compound kernel, Equations (17) and (18) give the following expressions for the mean and variance of the GP prediction at a query point \((x_s, y_s)\):

\[
\mu_s = z^T(K_c + \sigma_e^2 I)^{-1}K_{sY}y_s,
\]

\[
\sigma_s^2 = y_s^T Diag \left( \begin{bmatrix} k_1(x_s, x_s) & \cdots & k_{m+1}(x_s, x_s) \end{bmatrix} \right) - K_{sY}(K_c + \sigma_e^2 I)^{-1}K_{sY}^T y_s.
\]

Here, \(K_c \in \mathbb{R}^{N \times N}\) is the Gram matrix of \(k_c\) for the training data inputs \((X, Y)\), and \(K_{sY} \in \mathbb{R}^{(m+1) \times N}\) is given by

\[
K_{sY} = \begin{bmatrix} K_1 \\ K_2 \\ \vdots \\ K_{(m+1)} \end{bmatrix} \circ Y, \quad K_i = [k_i(x_s, x_1), \ldots, k_i(x_s, x_N)].
\]

C. Derivation of Confidence Bounds for \(\Delta_V\) and \(\Delta_B\)

In regression problems, the set of candidate functions, which is a design choice, determines the functions’ expressivity at the cost of the complexity of the problem. In the machine learning literature, a Reproducing Kernel Hilbert Space (RKHS, [22]) is a common choice for this set since it encompasses a space of well-behaved and expressive-enough functions. An RKHS, denoted as \(\mathcal{H}_k(\mathcal{X})\), is characterized by a specific positive definite kernel \(k\). The kernel \(k\) evaluates whether a member of \(\mathcal{H}_k(\mathcal{X})\) satisfies a specific property, namely a “reproducing” property: the inner product between any member \(h\in\mathcal{H}_k(\mathcal{X})\) and the kernel \(k(\cdot, \bar{x})\) should reproduce \(h\), i.e., \(\langle h(\cdot), k(\cdot, \bar{x}) \rangle_k = h(\bar{x}),\ \forall \bar{x} \in \mathcal{X}\). Furthermore, the RKHS norm \(\|h\|_k := \sqrt{\langle h, h \rangle_k}\) is a measure of how “well-behaved” the function \(h \in \mathcal{H}_k(\mathcal{X})\) is.

It turns out that if a target function \(h\) is a member of \(\mathcal{H}_k(\mathcal{X})\) with bounded RKHS norm, then a confidence bound for the true value of \(h(\bar{x})\) can be specified by the mean and variance of the GP prediction [24]. We can apply this confidence bound analysis to GP regression problems that use the ADP compound kernel \(k_c\) [19] as the reproducing kernel. Let \(\Delta\) be either \(\Delta_V\) or \(\Delta_B\), and \(\Phi\) be either \(\Phi_V\) or \(\Phi_B\) from (14) and (15). The following theorem provides a probabilistic bound on the estimation error of \(\Delta\) from the collected data.

**Theorem 1.** [6, Thm. 2] Consider \(m+1\) bounded kernels \(k_i\), for \(i = 1, \ldots, (m+1)\). Assume that each \(i\)-th element of \(\Phi\) is a member of \(\mathcal{H}_{k_i}\) with bounded RKHS norm. We also assume that we have access to measurements \(z_i = \Delta(x_i, u_i) + e_i\), and that each noise term \(e_i\) is zero-mean and uniformly bounded by \(\sigma_e\). Let \(\beta := (2\eta^2 + 300\kappa_{N+1} \ln((N + 1)/\delta))^{0.5}\), with \(N\) the number of data points, \(\eta\) the bound of \(\|\Delta\|_{k_i}\), and \(\kappa_{N+1}\) the maximum information gain after getting \(N+1\) data points. Let \(\mu_e\) and \(\sigma_e^2\) be the mean (20) and variance (21) of the GP regression for \(\Delta\), using the ADP compound kernel \(k_c\) of \(k_1, \cdots, k_{m+1}\), at a query point \((x_s, y_s) = [1 u_s^T]^T\),

\[
|\|h(\bar{x}) - h(\bar{x}')\|_2 \leq \|h\|_k \|k(\cdot, \cdot) - k(\cdot, \cdot)\|_k \ \forall \bar{x}, \bar{x}' \in \mathcal{X},
\]

where \(y_s\) is an element of a bounded set \(\mathcal{Y} \subseteq \mathbb{R}^{m+1}\). Then, with a probability of at least \(1 - \delta\) the following holds for all \(N \geq 1, x_s \in \mathcal{X}, [1 u_s^T]^T \in \mathcal{Y}\):

\[
|\mu_e - \Delta(x_s, u_s)| \leq \beta \sigma_e.
\]

For technical details of Theorem 1 please refer to [24, Thm. 6], and our previous paper [6].

IV. PROPOSED SAFETY CONTROLLER

In this section, we make use of the probability bounds given by Theorem 1 to build model uncertainty-aware CBF and CLF chance constraints that can be incorporated in a min-norm optimization problem.

From Theorem 1 each of the following inequalities hold with a probability of at least \(1 - \delta\) for \(\forall x \in \mathcal{X}, [1 u^T]^T \in \mathcal{Y}\):

\[
\hat{V}(x, u) \leq \hat{V}(x, u) + \mu_V(x, u) + \beta \sigma_V(x, u),
\]

\[
\hat{B}(x, u) \geq \hat{B}(x, u) + \mu_B(x, u) - \beta \sigma_B(x, u),
\]

where \(\mu_V(x, u), \sigma_V(x, u)\) are the mean and standard deviation of the GP prediction of \(\Delta_V\) at the query point \((x, u)\), and \(\mu_B(x, u), \sigma_B(x, u)\) are the mean and standard deviation of the GP prediction of \(\Delta_B\) at the query point \((x, u)\), given by Equations (20) and (21).

In our previous work [6], we construct a Second-Order Cone Program (SOCP) by using (23) to build an exponential CLF chance constraint. This SOCP defines a pointwise min-norm stabilizing feedback control law \(u^* : \mathbb{R}^n \to \mathbb{R}^m\):

**GP-CLF-SOCP:**

\[
u^*(x) = \arg \min_{u \in \mathbb{R}^m} \|u\|_2^2
\]

s.t. \(\hat{V}(x, u) + \mu_V(x, u) + \beta \sigma_V(x, u) + \lambda V(x) \leq 0\).

In this paper, we additionally incorporate a CBF chance constraint using the probabilistic bound on the CBF derivative given by (24). For that, we substitute this bound into the CBF constraint of (6c), resulting in a chance constraint that, if feasible, guarantees that the true CBF constraint of (6c) is satisfied with a probability of \(1 - \delta\). This chance constraint is incorporated into the following optimization problem, forming a safety-critical stabilizing feedback controller that takes into account the learned model uncertainty:

**GP-CBF-CLF-SOCP:**

\[
u^*(x) = \arg \min_{(u, d) \in \mathbb{R}^{m+1}} \|u\|_2^2 + \|d\|_2^2
\]

s.t. \(\hat{V}(x, u) + \mu_V(x, u) + \beta \sigma_V(x, u) + \lambda V(x) \leq d\),

\[
\hat{B}(x, u) + \mu_B(x, u) - \beta \sigma_B(x, u) + \gamma |B(x)| \geq 0.
\]

The above optimization problem is an SOCP if the ADP compound kernel of Definition 3 is used for both \(\Delta_V\) and \(\Delta_B\) [6, Thm. 3], thanks to the affine and quadratic structures of the means and variances, respectively. Also, it can be expressed in the standard form of SOCPs by transforming the quadratic objective into a Second-Order Cone (SOC) constraint and a linear objective, since the two chance constraints are SOC constraints.
This program is solved in real time to obtain a safe stabilizing control input at the current state. Note that the CLF constraint is relaxed in order to give preference to safety over stability in case of conflict. Also, the GP-CBF-CLF-SOCP does not need knowledge about the true plant dynamics, since it uses the estimates of $\Delta_V$ and $\Delta_B$ obtained from the GP regression.

V. ANALYSIS OF POINTWISE FEASIBILITY

For the feasibility analysis of the GP-CBF-CLF-SOCP, we only have to consider the single hard constraint of the problem, which is the CBF chance constraint (26c),

$$L_fB(x) + L_gB(x)u + \mu_B(x, u) - \beta \sigma_B(x, u) + \gamma(B(x)) \geq 0.$$  

Remark 1. By studying the conditions under which the GP-CBF-CLF-SOCP is feasible, we are actually trying to answer the question of how accurately we need to know our system in order to guarantee safety with a certain probability. Note that unlike QPs, SOCPs with even a single hard constraint can be infeasible. In our case, it becomes infeasible when the prediction uncertainty is so high that it eclipses the discovery of a control input that can guarantee the system’s safety. 

From (20) and (21) we can obtain the mean $\mu_B$ and variance $\sigma_B^2$ of the GP prediction of $\Delta_B$:

$$\mu_B(x, u) = b_B(x)^T \begin{bmatrix} 1 \\ u \end{bmatrix}, \quad \sigma_B^2(x, u) = [1 \ u^T] C_B(x) \begin{bmatrix} 1 \\ u \end{bmatrix}.$$  

(27)

Here we use $b_B$ and $C_B$ instead of $b_x$ and $C_x$ to make it clear that we refer to the prediction of the CBF uncertainty $\Delta_B$. Note that when $k$ is a valid kernel and $\sigma_n > 0$, the Gram matrix of the variance, $C_B(\cdot)$ is always positive definite. We can therefore write

$$\sigma_B(x, u) = \|G(x) \begin{bmatrix} 1 \\ u \end{bmatrix}\|,$$  

(28)

where $G(\cdot) \in \mathbb{R}^{(m+1) \times (m+1)}$ is the matrix square root of $C_B(\cdot)$. Rewriting the CBF chance constraint (26c) in terms of (27) and (28) gives

$$\beta \|G \begin{bmatrix} 1 \\ u \end{bmatrix}\| \leq L_fB(x) + b_B(x) + \gamma(B(x)) + L_gB(x)u + b_B(x)^T L_gB(x)u.$$  

(29)

The numerical subscripts are used to indicate elements of vectors or columns of matrices. We can now express (26c) in the standard form of SOC constraints:

$$\|Q(x)u + r(x)\| \leq w(x)u + v(x),$$  

(30)

with $Q := \beta G_{2:\cdot} \in \mathbb{R}^{(m+1) \times (m+1)}$, $r := \beta G_{1} \in \mathbb{R}^{(m+1) \times 1}$, $w(x) = L_gB(x) := L_gB(x) + b_B(x)^T L_gB(x) + b_B(x)^T L_gB(x)u$, $v(x) = L_fB(x) + \gamma(B(x)) \in \mathbb{R}$, 

(31)

(32)

where $\hat{L_f}B(x) := L_fB(x) + b_B(x)$. $\hat{L_g}B(x)$ is the mean of the prediction of $L_gB(x)$, as it incorporates the model-based term $L_gB(x)$ and the mean of the GP prediction of the actuation mismatch $b_B(x)^T L_gB(x)$. Similarly, $\hat{L_f}B(x)$ is the mean of the prediction of $L_fB(x)$. Note that

$$\begin{bmatrix} v(x) \\ w(x) \end{bmatrix} \begin{bmatrix} 1 \\ u \end{bmatrix} = \hat{L_f}B(x) + \hat{L_g}B(x)u + \gamma(B(x))$$  

(33)

is the mean prediction of the left-hand side of the true plant CBF constraint (6c).

We now provide an equivalent formulation of constraint (30), which will be useful for the feasibility analysis.

Lemma 1. The SOC constraint (30) is feasible at $x \in \mathbb{R}^n$ if and only if there exists a $u \in \mathbb{R}^m$ such that both of the following two conditions hold:

$$\begin{cases} [1 \ u^T] H(x) \begin{bmatrix} 1 \\ u \end{bmatrix} \leq 0, \\ w(x)u + v(x) \geq 0, \end{cases}$$  

(34a, 34b)

where the symmetric matrix $H(x)$ takes the form

$$H(x) = \begin{bmatrix} r(x)^T r(x) - v(x)^2 & r(x)^T Q(x) - v(x)w(x) \\ Q(x)^T r(x) - w(x)^T v(x) & Q(x)^T Q(x) - w(x)^T w(x) \end{bmatrix}.$$  

(35)

Proof. Inequality (34a) is obtained by simply taking squares on both sides of (30), and (34b) checks that the value of the right-hand side of (30) is non-negative, since the left-hand side is always non-negative. \hfill \Box

A. Necessary Condition

With Lemma 1 we can now formulate a necessary condition for pointwise feasibility of the GP-CBF-CLF-SOCP.

Lemma 2 (Necessary condition for pointwise feasibility). If the GP-CBF-CLF-SOCP of (26) is feasible at a point $x \in \mathbb{R}^n$, then the following condition must be satisfied:

$$[v(x) \ w(x)] C_B(x)^{-1} \begin{bmatrix} v(x) \\ w(x)^T \end{bmatrix} \geq \beta^2,$$  

(36)

or, equivalently, $H(x)$ cannot be positive definite.

Proof. See Appendix. \hfill \Box

The left-hand side of (36) encodes a trade-off between the vector $[v(x) \ w(x)]$—information about the mean prediction of the CBF constraint as (33) indicates—and the uncertainty matrix $C_B(x)$. To provide some insight, note that the left-hand side of (36) contains $f$-related components ($v(x) = \hat{L_f}B(x) + \gamma(B(x))$) and the upper left block of $C_B(x)$ and $g$-related components ($w(x) = \hat{L_g}B(x)$ and the lower right block of $C_B(x)$). The $f$-related components encode a trade-off between the mean predicted value of the CBF constraint without actuation ($v(x)$) and the unactuated prediction uncertainty (the upper left block of $C_B(x)$). On the other hand, $w(x)$ reflects how $u$ can influence the change of $B(x)$; speaking informally, the dynamics of $B(x)$ would be “controllable” when $w(x)$ is a non-zero vector. In this case, the $g$-related components of (36) reveal that the controllability of $B(x)$ ($w(x)$) “defeating” the growth of actuation uncertainty with respect to $u$ (the lower right block of $C_B(x)$) helps secure the necessary condition for feasibility. As a matter of fact, this actuation-dependent portion of the trade-off can be used by itself to verify a sufficient condition for feasibility, which will be explained next.
Proof. See Appendix.

We believe that Theorem 2 constitutes the first step towards understanding what conditions the distribution of data should satisfy in order to obtain probabilistic safety guarantees in the presence of actuation uncertainty. This problem is related to the notion of persistency of excitation [4]. However, we think that Theorem 2 hints at less restrictive conditions that are sufficient to maintain safety. Verifying specific conditions on the data distribution remains as our future work. Finally, note that the presented analysis is also directly applicable to the GP-CLF-SOCP of (25) by considering the CLF chance constraint instead of the CBF one.

VI. NUMERICAL RESULTS

To validate our proposed controller we utilize the following model of an adaptive cruise control system:

\[ \dot{x} = f(x) + g(x)u, \quad f(x) = \begin{bmatrix} -F_r(v)/m \\ v_0 - v \end{bmatrix}, \quad g(x) = \begin{bmatrix} 0 \\ 1/m \end{bmatrix}, \quad (41) \]

where \( x = [v \ z]^T \in \mathbb{R}^2 \) is the system state, with \( v \) being the forward velocity of the ego car, and \( z \) the distance between the ego car and the front car. \( u \in \mathbb{R} \) is the ego car’s wheel force as control input, \( v_0 \) is the velocity of the front car which is assumed to be constant (14 m/s), \( m \) is the mass of the ego car, and \( F_r(v) = f_0 + f_1v + f_2v^2 \) is the rolling resistance acting on the ego car.

The control objective is to reach a desired speed command of \( v_d = 24 \text{ m/s} \) while maintaining a safe distance \( z \geq T_h v \) with respect to the front vehicle, where \( T_h = 1.8 \text{ s} \) is the lookahead time. For this, we design a CLF as \( V(x) = (v - v_d)^2 \) and a CBF as \( B(x) = z - T_h v \).

In order to introduce model uncertainty, for the nominal model we use \( m = 1650 \text{ kg}, \quad f_0 = 0.1, \quad f_1 = 5, \quad f_2 = 0.25 \); and for the true plant \( m = 3300 \text{ kg}, \quad f_0 = 0.2, \quad f_1 = 10, \quad f_2 = 0.5 \).

As it can be seen in the lower right plot of Fig. 2 a CBF-CLF-QP controller constructed based on the nominal model (depicted in pink) violates the safety constraint after about 7 seconds of simulation (since \( B(x) < 0 \)). This is caused by the model uncertainty. In order to correct this, we use the GP regression approach that has been presented in this paper for both CLF and CBF constraints.
We presented a framework to construct a GP-based safe stabilizing controller (GP-CBF-CLF-SOCP) that takes into account the problem of model uncertainty in the CLF and CBF constraints. We also presented an analysis of pointwise feasibility of the proposed GP-CBF-CLF-SOCP, which we believe should pave the way to obtain safety guarantees for systems with uncertain dynamics and input effects without requiring the infeasible collection of data that fully characterize the dynamics of the system. This will be the focus of our future work.
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APPENDIX

Proof of Lemma 2
Positive definiteness of $H(x)$ indicates that there does not exist any $u \in \mathbb{R}^m$ such that $[1 \ u^T]H(x)[1 \ u] \leq 0$, and this is a contradiction to Lemma 1. Therefore, $H(x)$ cannot be positive definite if the GP-CBF-CLF-SOCP is feasible.

The rest of the proof shows that condition (36) is equivalent to $H(x)$ not being positive definite. Let $\psi(x) := \{v(x) \ w(x)\}$. Condition (36) does not hold if and only if

$$1 - \psi(x) \frac{1}{\beta^2} C_B(x)^{-1} \psi(x)^T M (\beta^2 C_B(x)) > 0,$$

where $M = \begin{bmatrix} 1 & \psi(x) \\ \psi(x)^T & \beta^2 C_B(x) \end{bmatrix}$. We use the operator / for the Schur complement. From [25, Thm. 1.12], since $C_B(x)$ is positive definite, (42) holds if and only if $M$ is positive definite. Applying again the same theorem, but this time to $M/1$, (42) is equivalent to $\psi(x) = \psi(x)^T \psi(x) = (v(x) Q(x)^T v(x) Q(x) - \psi(x)^T \psi(x)) = H(x)$ being positive definite. Therefore, (36) holds if and only if $H(x)$ is not positive definite.

Proof of Theorem 2
We start the proof by providing a geometric interpretation of the SOC constraint. For a fixed $x \in \mathbb{R}^n$, $||Q(x)u + r(x)|| = t$ is the positive sheet of an $m$-dimensional hyperboloid in $\mathbb{R}^{m+1}$ (illustrated in Fig. 1). This surface asymptotically converges to the conical surface $||Q(x)(u - u_0)|| = t$ as $||u|| \to \infty$, where

$$u_0 = - (Q(x)^T Q(x))^{-1} Q(x)^T r(x)$$

is the $u$ that minimizes $||Q(x)u + r(x)||$, given by the least-squares solution. We will refer to the conical surface $||Q(x)(u - u_0)|| = t$ as the asymptote of $||Q(x)u + r(x)|| = t$.

Since $Q(x) > 0$, the problem (26) is feasible if and only if an intersection between the hyperboloid $||Q(x)u + r(x)|| = t$ and the hyperplane $w(x) u + v(x) = t$ exists.

Case 1) Lemma 3 is the proof. Note that this condition itself implies that (36) is satisfied. The slope of the hyperplane $w(x) u + v(x) = t$ is greater than the slope of the asymptote of the hyperboloid for some direction of $u$ (Fig. 1(1)).
Case 2) Since the smallest eigenvalue of $F$ is positive, this means that $F > 0$. Note that the lower right block of the matrix $H(x)$ in (35) is $F$. Therefore, $F > 0$ implies that the left-hand side of Equation (34a) is strictly convex, attaining the global minimum at some $u = u_1 \in \mathbb{R}^m$. The first order optimality condition gives

$$u_1 = -F^{-1}h,$$

with $h := Q(x)^T r(x) - w(x)^T v(x)$. Since at $u_1$ the minimum is achieved, Equation (34a) is satisfied if and only if

$$1 \left[ u_1^T H(x) \right] 1 \geq 0. \quad (44)$$

Plugging (35) and $u_1 = -F^{-1}h$ into (44), we get

$$(r(x)^T r(x) - v(x)^2) - h^T F^{-1} h = H(x)/F \leq 0. \quad (45)$$

Since $H(x)$ cannot be positive definite by the necessity condition (36), and $F$ is positive definite, from [25, Thm. 1.12] (45) must be satisfied. Consequently, (34a) holds for $u = u_1$. Now, plugging $u_1$ into (34b) we have: $w(x)u_1 + v(x) = v(x) - w(x)F^{-1} \{Q(x)^T r(x) - w(x)^T v(x)\}$, which is precisely the left-hand side of (39). The feasible region is non-empty if and only if the above expression is greater than or equal to 0 due to Lemma 1 (Fig. 1(2)). If the above expression is smaller than 0, it means that the hyperplane $w(x)u + v(x) = t$ intersects with the hyperboloid's negative sheet, $\|Q(x)u + r(x)\| = t$, forming an ellipse, and cannot intersect with the positive sheet. Therefore, when $\lambda_1 > 0$, the SOCP (26) is feasible if and only if (39) is satisfied.

Case 3) Note that $\lambda_1 = 0$ means that the hyperplane $w(x)u + v(x) = t$ and the asymptote of $\|Q(x)u + r(x)\| = t$ have the same slope for some direction of $u$ (Fig. 1(3)). Define

$$p := v(x) - w(x) \{Q(x)^T Q(x)^{-1} Q(x)^T r(x)\}. \quad (46)$$

Then, the given condition (40) holds if and only if $p > 0$. Consider $u = u_0$ from (35) that minimizes $\|Q(x)u + r(x)\|$. Then, $p = v(x) + w(x)u_0$. Let $e_1$ be the unit eigenvector of $F$ associated with the eigenvalue $\lambda_1 = 0$. Then, $e_1^T F e_1 = 0$. Since $Q(x)^T Q(x)$ is positive definite, this means that $w(x)e_1 \neq 0$. Now let’s consider a control input of the form $u = u_0 + \alpha \cdot \text{sgn}(w(x)e_1). e_1$, $\alpha > 0$. (47)

Using this control law, the left-hand side of (34a) becomes

$$\{r(x)^T r(x) - v(x)^2\} + 2h^T u_0 + u_0^T F u_0 - 2 \alpha \cdot p \cdot \|w(x)e_1\|^2, \quad (48)$$

and the left-hand side of (34b) becomes

$$p + \alpha \cdot \|w(x)e_1\|. \quad (49)$$

When $p > 0$, there exists a sufficiently large $\alpha$ such that (48) becomes non-positive and (49) becomes positive. Therefore, from Lemma 1 the SOCP (26) is feasible.

Note that the geometric interpretation of the condition $p > 0$ is that the hyperplane $w(x)u + v(x) = t$ has the same slope as the asymptote of $\|Q(x)u + r(x)\| = t$ along $e_1$, should be placed over the asymptote in order for it to intersect the positive sheet of the hyperboloid. At $u = u_0$, the asymptote $\|Q(x)(u - u_0)\| = t$ takes value $t = 0$. $p$ is the value of the hyperplane at $u = u_0$. Therefore, when $p \leq 0$, the hyperplane is always under the positive sheet of the hyperboloid, and never intersects it. Consequently, the constraint (30) is not feasible.