Abstract—In recent years, communications satellites’ payloads have been evolving from static to highly flexible components. Modern satellites are able to provide four orders of magnitude higher throughput than their predecessors forty years ago, going from a few Mbps to several hundreds of Gbps. This enhancement in performance is aligned with an increasing highly-variable demand. In order to dynamically and efficiently manage the satellite’s resources, an automatic tool is needed.

This work presents an implementation of a new metaheuristic algorithm based on Particle Swarm Optimization (PSO) to solve the joint power and bandwidth allocation problem. We formulate this problem as a multi-objective approach that considers the different constraints of a communication satellite system. The evaluation function corresponds to a full-RF link budget model that accounts for adaptive coding and modulation techniques as well as multiple types of losses. We benchmark the algorithm using a realistic traffic model provided by a satellite communications operator and under time restrictions present in an operational environment.

The results show a fast convergence of the PSO algorithm, reaching an admissible solution in seconds. However, the PSO tends to get stuck in local optima and often fails to reach the global optimum. This motivates the creation of a hybrid metaheuristic combining the presented PSO with a Genetic Algorithm (GA). We show that this approach dominates the PSO-only both in terms of power consumption and service rate. Furthermore, we also show that the hybrid implementation outperforms a GA-only algorithm for low run-time executions (10-second executions). The hybrid provides up to an 85% power reduction and up to 10% better service rate in this case.

While the first generations of communications satellites were only able to manage a few phone lines (few Mbps), a rapid evolution of on-board technology and an increase in power generation led to the development of the so-called High-Throughput Satellites (HTS), able to provide tens and even hundreds of Gbps. The next generation of communication satellites, boosted by digital payloads, advanced modulation and codification techniques, and multi-beam antennas, is expected to surpass the Tb/s barrier. This enhancement in performance aims to cover an increasing highly-variable demand. According to recent reports [1] [2], the demand growth is expected to continue over the next years, mainly due to the aim of covering rural areas and the extension of the market to new mobility sectors, such as planes or ships.

These new features, although necessary to satisfy the demand’s growth, imply a much higher complexity in the satellite’s resource management policies. In the early stages of this industry, the resources such as frequency and power were assigned once, prior to the launch of the satellite. This approach is highly efficient when users consume exactly the predefined amount of data rate at every time. However, the reality is that data demand is bursty, i.e., users have a highly fluctuating consumption. The static allocation of resources implies an over-conservative management of the satellite’s resources, specially when the demand is not maximum – which happens frequently.

Current satellite operators are planning to launch new multi-beam constellations capable of managing thousands of fully re-configurable spot-beams while being able to change the frequency and power allocation. Although manual resource allocation was well suited for static management, it is unfeasible for the new generation of satellite communications. An automatic tool has to be developed to fully exploit these novel capabilities. The problem underlying the development of this tool is known as the dynamic resource management (DRM) problem.

Literature review

In recent years, the DRM problem has become a well-studied topic, both in academia and industry. Within the DRM problem, literature often identifies four resources to allocate [3]: radio-transmitted power, radio-transmission frequency, beam pointing and beam shape. The frequency assignment problem can be further subdivided into the beam’s frequency allocation and the bandwidth allocation. In this section, we cover the work for the power and bandwidth allocation problems, as well as the research in the joint approach.

The power allocation problem consists of assigning the power level for each transmitting beam within a satellite. The problem is known to be NP-hard and hard to approximate when the satellite’s power generation is not enough to satisfy
the power demand [4], as it can be reduced to a special case of the sum-rate maximization problem, which has both characteristics. For this reason, conventional approximation algorithms lead to poor solutions. In recent years, many approaches have been developed to solve this problem. Authors in [5] propose a convex optimization technique to improve the maximum capacity of the system compared with a uniform and proportional allocation. Work [6] tries to find a better solution with a heuristic based on Lagrange multipliers. [4] uses a hybrid between the Simulated Annealing and Genetic Algorithm metaheuristics to solve a multi-objective formulation of the problem, while [7] uses a PSO Approach to solve a single-objective formulation, showing the reduced computational complexity of this algorithm to solve the problem. The authors in [8] rely on a Deep Reinforcement Learning-based (DRL) technique to find a solution. All these studies try to distribute the available power pool into different carriers and beams to meet users’ demand.

The bandwidth allocation problem is a sub-problem of the frequency assignment problem and consists of assigning a sub-slot of the beam’s frequency to each user. As the power allocation problem, the frequency assignment is known to be NP-hard and hard to approximate [9]. This problem has also been solved using heuristic approaches [10, 11] and convex optimization [12]. These approaches show improvements with respect to a classic water filling method in terms of user fairness or total capacity. Regarding artificial intelligence and machine learning approaches, [13] proposes a DRL methodology, while [14] uses a hybrid neural network combined with a Genetic Algorithm. Both of these algorithms aim to minimize co-channel interference in a dual-satellite system.

The joint problem has also been studied in the recent literature. Authors in [15] propose an algorithm to optimize resource allocation based on Signal to Interference plus Noise Ratio constraints. The results show improved fairness among users compared to solely power allocation. This problem has also been studied in [16] following a Genetic Algorithm (GA) approach. Both works show significant improvements in power efficiency when allocating joint power and bandwidth compared to only power allocation. None of these works, however, tests the algorithms under high dimensionality and time restricted conditions, crucial for real applications, as they are based on the management of hundreds of beams to serve a highly fluctuating demand. A fast convergence algorithm is necessary to be able to dynamically adapt the system to this demand.

**Objective**

The specific objective of this work is to solve the joint power and bandwidth allocation problem for multibeam HTS by formulating the problem as a multi-objective approach and solving it using a PSO-based algorithm. To evaluate the performance of the implementation, we use three different time horizons that aim to test the algorithm in a realistic operational environment under time-restricted conditions.

**Overview**

This paper is structured as follows: Section 2 introduces the link budget equations and model used in the simulations; Section 3 formulates the problem, including the variables, constraints and, metrics which are explained in the different subsections; Section 4 details the PSO implementation of this work; Section 5 presents the results of the algorithm and the comparison with a GA baseline; and, Section 6 presents the overall conclusions and possible future work.

**2. LINK BUDGET MODEL**

This section introduces the equations, procedures and assumptions relevant to the link budget modeling. This work is based on the model presented in [16].

Satellite communications systems are governed by the link budget equation, which gives the carrier to noise ratio at the receiver’s demodulator based on a series of variables that involve the transmitter, receiver, and transmitting medium. Its main use is to compute the necessary transmission power ($P_{TX}$) to reach the receiver antenna with sufficient power ($C$) to decode the signal. The equation used in this work for a single beam is:

$$C = P_{TX} + G_{TX} + G_{RX} - OBO - L \ [dB] \quad (1)$$

$$L = L_{FS} + L_{TX} + L_{RX} + L_{p} + L_{atm} \ [dB] \quad (2)$$

where the receiver power ($C$) is an sum of the transmission power and the gains in the transmitting ($G_{TX}$) and receiving ($G_{RX}$) antennas minus the power amplifier back-off ($OBO$) and the system’s losses ($L$). These losses include the free space loss ($L_{FS}$), the losses in the transmitting and receiving chains ($L_{TX}$, $L_{RX}$), the losses due to pointing mismatch ($L_{p}$), and atmospheric losses ($L_{atm}$).

To estimate the OBO we followed the method explained in [16]: generate a sequence of 100,000 symbols and assume the OBO equals the peak-to-average power ratio (ratio between the 99.9th percentile power and the average power).

To compute the carrier to noise ratio ($\frac{C}{N_0}$), we first calculate the noise power as the logarithm of the system’s temperature ($T_{sys}$):

$$N_0 = 10 \cdot \log_{10}(k \cdot T_{sys}) \ [dB] \quad (3)$$

where $k$ is the Boltzmann constant. $T_{sys}$ is computed using the Friss formula for noise temperature, which gives the temperature of a system based on the aggregation of the different subsystems and their gains. In this work, we consider five different inputs that affect the global temperature: the atmospheric temperature ($T_{atm}$), as the noise contributions from the atmospheric layers; the sky temperature ($T_{sky}$), as the noise contributions from clear sky; the antenna temperature ($T_{ant}$), as the noise contributions from the antenna elements and its surroundings; the receptor’s waveguide temperature ($T_{w}$), as...
the noise contributions from the waveguide; and low noise block temperature \(T_{\text{LN}}\), as the noise contributions from the low noise amplifier. The temperature of the system is the aggregation of all the contributions:
\[
T_{\text{sys}} = T_{\text{am}} + T_{\text{sky}} + T_{\text{am}} + T_{\text{w}} + T_{\text{LN}} \quad [K]
\] (4)
The carrier to noise ratio \(\frac{C}{N_0}\) can be computed using equations 1 and 3. Next, we calculate the bit energy to noise ratio \(\frac{E_b}{N_0}\) as:
\[
\frac{E_b}{N_0} = \frac{C}{N_0} \cdot \frac{BW}{N_0} \cdot R_{\text{eff}}
\] (5)
where the \(BW\) represents the bandwidth assigned to the beam and \(R_{\text{eff}}\) is the beam’s offered data rate, i.e., the data rate that the beam provides to the users. This term is computed using:
\[
R_{\text{eff}} = \frac{BW}{1 + \alpha_r} \cdot \Gamma \left( \frac{E_b}{N_0} \right) \quad [\text{bps}]
\] (6)
where \(\alpha_r\) is the roll-off factor and \(\Gamma\) is the spectral efficiency of the MODCOD (modulation and coding scheme), which is a function of the bit energy to noise ratio \(\frac{E_b}{N_0}\). In this work, we have assumed that adaptive coding and modulation strategies are used, which means that the MODCOD used on each link maximizes the spectral efficiency while maintaining a threshold link margin \(\beta\). The chosen MODCOD has to ensure that:
\[
\frac{E_b}{N_0} \bigg|_{\text{MODCOD}} + \beta \leq \frac{E_b}{N_0} \quad [\text{dB}]
\] (7)
where \(\frac{E_b}{N_0} \bigg|_{\text{MODCOD}}\) represents the MODCOD energy to noise threshold.

It is interesting to point out that equations 5 and 7 have a circular dependency, as the \(OBO\) depends on the MODCOD. In order to solve this dependency, we assume a MODCOD based on Equation 7 without including the \(OBO\) in the \(\frac{C}{N_0}\) computation. Then, we iterate over Equations 1-6 to find \(R_{\text{eff}}\), while ensuring Equation 7.

In this paper, we use the MODCOD schemes defined in [21], which correspond to the extension of the second generation standard developed by the Digital Video Broadcast Project (DVB-S2X). This standard is widely used for broadband services, broadcasting and interactive services for space communications and it defines the channel coding, framing structure and, modulation schemes. From this standard, we have only used the non-dominated MODCODs in terms of maximizing spectral efficiency and minimizing \(\frac{E_b}{N_0} \bigg|_{\text{MODCOD}}\).

### 3. Problem Formulation

This section introduces the variables, constraints, and metrics of the approach. The variables cover a single GEO satellite, a set of users and a set of beams. The constraints are defined by the restrictions imposed by the payload’s limitations. And the metrics will define the multi-objective approach.

We consider a GEO satellite with \(N_b\) beams, each one with a prefixed pointing and band frequency assigned. We assume \(N_{u,b}\) users inside each beam’s footprint. Then, the problem is to assign power and bandwidth to each user to maximize the service rate and minimize the usage of resources. Throughout the process, the hardware constraint imposed by the satellite must be constantly fulfilled.

#### Variables

As defined by the problem’s objective, we have 2 parameters to optimize for each user: power and bandwidth. The power has to be allocated from the satellite’s total power capacity, while the bandwidth per user is a sub-band of the beam’s preassigned frequency band. For this problem, the number of variables is thrice the number of users, as we need 1 power variable and 2 bandwidth variables per user (initial and final frequencies).

To reduce the complexity of the problem, we use two simplifications that lead to a reduced set of variables. First, we assume that the \(N_{u,b}\) users can be grouped into different types based on their behavior, i.e., we group the users into \(N_c\) groups for each beam. The objective is then to assign power and bandwidth to each group. In other words, each group is assigned a specific carrier, and the parameters (power and frequencies) have to be allocated to the carrier instead. The total number of variables \(N_{\text{var}}\) is, then, thrice the number of total carriers:

\[
N_{\text{var}} = 3 \cdot N_c \cdot N_b
\] (8)

To further simplify the problem, we assume that all the frequencies available are to be used. Therefore, to divide a range in \(N_c\) groups, we only need \(N_c - 1\) dividers.

![Figure 1. Prefixed division of the frequency pool into 4 beams, marked in different shades, and variable division of the prefixed slots into 3 carriers (C), represented with dashed lines.](image)

Figure 1 graphically shows the division of the total available frequency spectrum into beams and the subdivision of these frequency slots into carriers for an example of 4 beams and 3 carriers per beam. Assuming a specific order in the groups, we only need \(N_c - 1\) variables for the bandwidth allocation for each beam. Thus, the number of variables is now:

\[
N_{\text{var}} = \frac{N_b \cdot N_c + N_b \cdot (N_c - 1)}{\text{Power allocation}} + \frac{N_b \cdot (N_c - 1)}{\text{Bandwidth allocation}}
\] (9)

With these simplifications we reduced the problem’s dimensionality in a factor of:

\[
\frac{N_{\text{var}}'}{N_{\text{var}}} = \frac{3 \cdot N_c \cdot N_b}{N_b \cdot N_c + N_b \cdot (N_c - 1)} = \frac{3N_c}{2N_c - 1}
\] (10)

#### Constraints

We consider three constraints in this work, two for power and one for bandwidth:
- **Maximum Power**: the maximum power provided by the satellite cannot surpass a specific threshold $P_{\text{max}}$, given by the satellite’s power generation capacity.

$$\sum_{c=1}^{N_s,N_c} P_c \leq P_{\text{max}} \quad (11)$$

where $P_c$ represents the power assigned to carrier $c$.

- **Amplifier’s Power**: we consider a number of amplifiers $N_a$, where $N_a \leq N_b$. Each beam is connected to one, and only one, amplifier, while a single amplifier may be connected to more than one beam. This restricts the total power of the beams, as it cannot surpass the amplifiers limit $P_{\text{max},a}$.

$$\sum_{c=1}^{N_s,N_c} P_{c,a} \leq P_{\text{max},a} \forall a \in \mathcal{A} \quad (12)$$

where $P_{c,a}$ is the power of carrier $c$ if connected to amplifier $a$, 0 otherwise, and $\mathcal{A}$ represents the set of amplifiers.

- **Minimum bandwidth**: in order to maintain the link between satellite and user, a minimum bandwidth $B_{\text{min}}$ for each carrier has to be ensured.

$$B_c \geq B_{\text{min}} \forall c \in \mathcal{C} \quad (13)$$

where $B_c$ represents the bandwidth assigned to carrier $c$ and $\mathcal{C}$ represents the set of carriers.

**Metrics**

This work uses a multi-objective formulation to assess the goodness of the system both in terms of performance and cost.

The performance metric aims to measure how well the system is satisfying the demand, i.e., how much of the user’s requested throughput the system is successfully providing. The chosen metric is the **Unmet Demand** (UD), which aims to measure the non-satisfied demand. This metric was also used in [4, 16] with the name of Unmet System Capacity (USC). The UD is mathematically defined as the difference of the requested and the offered data rate if positive, or 0 if negative:

$$\text{UD} = \frac{N_s\cdot N_c}{\sum_{c=1}^{N_s,N_c}} \max(R_{\text{req},c} - R_{\text{off},c}, 0) \quad (14)$$

where $R_{\text{req},c}$ is the carrier’s requested demand, as an aggregation of the individual user’s demand, and $R_{\text{off},c}$ is the carrier’s offered demand, computed with the link budget equations (Equations 1-7).

The cost metric aims to measure the resource consumption to meet all the carrier’s demand. As it has been assumed that all frequency is to be used, the metric for the cost will be the total power, defined as:

$$P = \frac{N_s\cdot N_c}{\sum_{c=1}^{N_s,N_c}} P_c \quad (15)$$

4. **ALGORITHM IMPLEMENTATION**

This section details the implementation of the Particle Swarm Optimization (PSO) algorithm used. The different functions and constraint handling, as well as a problem specific heuristic, are explained in the following subsections.

**Particle Swarm Optimization**

The PSO is a metaheuristic algorithm inspired by the movement of bird flocks. It is a population-based algorithm where the different individuals (called particles) travel through the search space to find better positions [22]. A position is a set of coordinates that represents a solution in the search space. The travel action is represented as a velocity at every iteration $t (v_t)$, i.e., a coordinates’ change rate. The algorithm moves the particles by giving them an initial position and a velocity at every iteration, aiming to find better positions (better solutions to the problem) based on the current state of the set of particles (also known as a swarm).

In general, the PSO particles are kept during the iterations of the algorithm, i.e., new particles are not created. In this work, however, we use the concept of selection, commonly used in evolutionary algorithms but only used in some specific PSO approaches [23], to keep only the best particles after every iteration. The detailed selection function is explained below.

Regarding the velocity at every iteration, many different approaches have been developed throughout the years providing diverse results. However, most of them coincide in the definition of three main velocity components: the global pull, the local pull and, the inertia.

**Global pull**

Represents the pull towards the current best position of the swarm. For particle $p$, it is computed by the formula:

$$G_p = \gamma \cdot g \cdot (x_g - x_p) \quad (16)$$

where the pull is computed as the difference between the coordinates of the best position in the swarm ($x_g$) and the current position ($x_p$) multiplied by a value chosen from a uniform random distribution between 0 and 1 ($\gamma$) and a the global influence factor ($g$), a design parameter.

PSO as presented in its original paper [22] does not consider multiple objective approaches. The global best position, thus, is assumed to be unique. In multiple objective problems, however, there exists a Pareto Front (PF) of solutions that present a trade-off between the different metrics. From this PF, a **best** particle has to be chosen to guide the search. Authors in [24] propose a hypervolume partition and wheel selection technique to find the leader for each particle. The purpose of this division is to maintain diversity among the population to avoid early convergence. In this work, we prioritize the lower UD region, as it is more interesting from the financial point of view (higher UD usually implies larger economic penalties). For this reason, we assign a fitness ($f_p$) to each particle in the PF based on their UD:

$$f_p = \frac{\epsilon}{d_p + \epsilon} \quad (17)$$

where $\epsilon$ is a design parameter and $d_p$ is computed as a relative difference to the lower UD point:

$$d_p = \frac{\text{UD}_p - \text{UD}_{\text{min}}}{\text{UD}_{\text{max}} - \text{UD}_{\text{min}}} \quad (18)$$

where $\text{UD}_p$ is the UD of the particle under consideration and $\text{UD}_{\text{min}}$ and $\text{UD}_{\text{max}}$ are the minimum and maximum UD found, respectively. To choose a particle’s global best we follow a wheel selection technique, which is based on a random
where \( l \) is the local influence factor (from a uniform random distribution between 0 and 1) and \( p \) and \( x \) are the current position (coordinates of the best position in the particle’s memory) where the pull is computed as the difference between the particle’s fitness and the power of each particle \( \pi_p \) selection given a probability distribution. We assign the probability of each particle \( \pi_p \) depending on this fitness as:

\[
\pi_p = \frac{f_p}{\sum_{i=1}^{N} f_i}
\]  

(19)

where \( N \) is the number of particles in the Pareto Front, as only the particles in the PF are susceptible to be chosen. This technique allows us to avoid the early convergence problems of a single objective formulation while prioritizing the region of interest.

**Local pull**

Represents the pull towards the best-recorded position of the particle. This concept is usually related to the memory of the particle: each particle remembers its previous best position and tends to return to it. The formulation for particle \( p \) is similar to the global pull's:

\[
L_p = \lambda \cdot l \cdot (x_t - x_p)
\]  

(20)

where the pull is computed as the difference between the coordinates of the best position in the particle’s memory \( x_t \) and the current position \( x_p \), multiplied by a value chosen from a uniform random distribution between 0 and 1 (\( \lambda \)) and a the local influence factor (\( l \)), a design parameter. Likewise in the case of the global pull, the multi-objective formulation implies non-unique dominant solutions. To solve this issue, we use a single metric (UD) to decide the best solution. In case the two solutions (recorded and current) have the same UD, we prioritize the position with the lowest power.

**Inertia**

Represents the tendency of a particle to continue in a specific direction, i.e., to keep part of the speed present in the previous iteration. Although not presented in the initial paper, the inertia weight is commonly added to the inertia factor in PSO applications [25]. The inertia pull is computed as the weighted previous velocity:

\[
I_p = w \cdot v_{p,t-1}
\]  

(21)

where \( v_{p,t-1} \) denotes the velocity of particle \( p \) in the previous iteration and \( w \) is a design parameter. The velocity of the new iteration \( v_{p,t} \) is computed as the aggregation of the three pulls:

\[
v_{p,t} = G_p + L_p + I_p
\]  

(22)

**Figure 2.** Graphical representation of the 3 pulls used to compute the new velocity at iteration \( t \) for particle \( p \) \((v_{p,t})\). Figure 2 represents graphically the three pulls that contribute to the new velocity in the new iteration. After this computation, the position is updated:

\[
x_{p,t} = x_{p,t-1} + v_{p,t}
\]  

(23)

where \( x_{p,t-1} \) and \( x_{p,t} \) denote the positions of particle \( p \) in the previous and current iterations, respectively.

**Particle initialization**

In this work, we address the power and bandwidth initialization separately. Regarding power, we consider two valid initializations: all carriers either receive zero or maximum power (carriers receive an equal distribution of power based on the total and amplifiers limitations). This follows the initialization presented in [26], which proposes the creation of two full-swarms with opposed individuals (individuals with opposed initialization) and, then, a selection to keep the swarm size constant. The idea behind opposed initialization is to give a better representation of the search space by providing two types of individuals: ones with all the resources allocated and the others with none. This also enhances the exploration capabilities of the algorithm.

On the other hand, each bandwidth split is initialized as a value chosen from a uniform random distribution between 0 and 1. Then, dividers associated with the same beam are sorted. Consequently, the bandwidth allocation for a carrier is given by the difference between two consecutive dividers.

**Figure 3.** Representation of the two valid power (P) initializations: to maximum power per carrier (above) and to 0 power per carrier (below). Bandwidth (B) is randomly initialized.

**Particle mutation**

Although originally developed for evolutionary algorithms, the mutation functions have also been used in PSO applications with satisfactory results [27]. In this work, we use a simple mutation operator to avoid an early convergence for the algorithm. The implementation of the mutation operator is based on two algorithm parameters: first, the mutation probability, which indicates the probability of a specific to undergo the mutation, and second, the variable mutation probability, which is the probability of a single variable (e.g., the power of one carrier) to mutate. The power and bandwidth variables that undergo mutation are redefined as a value from a uniform random distribution between the \([0, P_{max,a}]\) and \([0, 1]\), respectively.
Constraint handling

Constraint satisfaction is taken care of after every iteration of the algorithm. Regarding power, we first set all possible negative values to 0. Then, we check the maximum total and amplifier power given by Equations 11 and 12, respectively. In case any of these constraints are not satisfied, we proportionally reduce the power value of the affected carriers to ensure the constraint satisfaction. This is done on a sequential basis for all particles.

For the bandwidth constraint, we only have to ensure that each carrier receives a minimum amount of bandwidth as indicated in Equation 13. To that end, we clip the dividers in the range [0, 1], sort them if necessary, and make sure that the available bandwidth is greater than the minimum threshold for all carriers.

Particle selection

In this work we use the NSGA-II algorithm [28] to keep the best particles of the swarm, i.e., solutions in the PF or close to the PF, and discard the worst particles. After the metric computation, the previous swarm and the new computed swarm are merged, and only half of the population is maintained, using the non-dominated sorting for the selection.

Heuristic

In this work, we use a simple heuristic to guide the PSO algorithm towards the interesting region of the search space. From the problem description, we prioritize the low UD area versus the low power region. Thus, solutions that lead to higher UD are not interesting and slow convergence. To guide the algorithm to low UD we restrict the velocity of the PSO iterations, clipping to zero the velocities that lead to increased power or bandwidth when the UD (carrier’s UD) is already 0 and the velocities that lead to reduced power or bandwidth when UD, > 0. We also apply this reasoning to the mutation operator, restricting the mutation search space to the region of interest.

Hybrid PSO-GA

In this work, we also present a hybrid algorithm combining the PSO with a GA implementation. The motivation behind this hybrid is to benefit from the fast convergence of PSO and solve its local optimality problems by using GA, which is an asymptotically optimal algorithm. We call this implementation PSOGA. After a few iterations of PSO, GA is started with the final PSO population. The population transfer is straightforward, as the particle’s position in the PSO algorithm is equivalent to a gene array in the GA formulation. In case more individuals are considered in the PSO swarm compared with GA, the lower UD region is prioritized.

Finally, in this work, we also present an additional implementation that extends the hybrid with a heuristic by means of which the power variables of the PSO particles are multiplied by a random factor ρ when being transferred to the GA population. We call this implementation PSOGA+. This is done to avoid the pull towards the local minima resulting from PSO and to allow the GA a larger search space.

5. RESULTS

This section introduces the traffic model used for the simulations, followed by a summary of the parameters used. Then, the results for different scenarios are presented.

The results are based on a 200 beams distribution on a single GEO satellite over America. We assume that the frequency for each beam is predefined to minimize interference among the beams. The environmental parameters considered in the system are presented in Table 1.

| Parameter      | Value |
|----------------|-------|
| $T_{\text{air}}$ [K] | 290   |
| $T_{\text{sky}}$ [K] | 290   |
| $T_{\text{amb}}$ [K] | 290   |
| $T_{\text{w}}$ [K]   | 92.29 |
| $T_{\text{LNB}}$ [K] | 0.1   |
| $\beta$ [dB]       | 0.5   |
| $B_{\text{min}}$    | 0.001 |

Table 1. Environmental parameters

We use a traffic model provided by SES S.A. that has demand data for four types of users per beam, grouped in four carriers (we denote them by A, B, C and, D). Based on the number of carriers considered, we define three different scenarios: 2 (A and B), 3 (A, B and, C), and 4 (A, B, C and, D). The scenario with only one carrier is not considered, as bandwidth can not be split.

For each scenario, we compare the performance for the PSO, PSOGA, and PSOGA+ implementation, alongside a GA-only implementation that is based on the one presented in [16]. The main change we carried this work is the use of the NSGA-II for the selection function instead of the tournament selection. We also applied the same heuristic as the one presented for the PSO.

For each scenario, we consider two demand cases (called low and high demand) that correspond to low and high user activity from the data provided. Since we want to compare the time-relative performance, we provide results for 10s, 30s, and 5min runs. Each run is independent. In all figures that follow, we show the closest-to-average run from four different executions. We compare the power and UD metrics normalized to the power at minimum UD solution found by all the algorithms and the total demand, respectively.

| Parameter       | Value         |
|-----------------|---------------|
| Swarm size      | 500           |
| Global factor   | 2             |
| Local factor    | 2             |
| Inertia weight  | 0.729844 [29] |
| Power max speed | 2.5%          |
| Bandwidth max speed | 5%    |
| Mutation probability | 15%   |
| Variables mutated | 1/16%        |
| Fitness $\epsilon$ | 0.01         |

Table 2. PSO parameter selection

Tables 2, 3 and 4 show the parameters for each of the algorithms compared in this work. For the PSO, the maximum speed parameters are defined as a percentage to the
maximum power and bandwidth (\(P_{\text{c, a}}\) and 1, respectively). The parameters for each of the individual algorithms in the hybrid implementations are the ones showed in tables 2 and 3.

Table 5 show the full results of this paper for the lowest UD particle comparing the four different implementations under different conditions. As can be observed, GA reaches consistently the lowest UD at the 5 minute mark. In the short run, however, PSO provides dominating solutions compared to the GA-only implementation. Both hybrids dominate PSO in all scenarios and cases. In the short term executions, PSOGA+ consistently achieves lower UD solutions compared with the other implementations, while reaching non-dominated solutions in the long term run compared with GA. Each individual result will be discussed in the following paragraphs.

Scenario 1: 2-carrier

This scenario presents the results for two carriers per beam: A and B. Under these conditions, the low and high demand scenarios have been simulated.

Low demand—Figure 4 presents the Pareto Front (PF) for the 2-carrier and low demand scenario for each of the four implementations compared. The results highlight the behavior of the non-hybrid algorithms: PSO (green lines) reaches a low power - low UD solution fast (10s to have solutions with a 60% reduction in power versus the power of the lowest UD solution and 7% of UD), but it gets stuck in a local optimum. At the 5 min mark, PSO only gains an extra 4% reduction in UD, while maintaining the same power performance. On the other hand, GA (red lines) starts slowly, having almost 5 times the lowest UD power at the 10s mark. In the long term run, however, the algorithm gets closer to the global optimum, improving the result of PSO, as it reaches almost 0% in UD. Regarding the hybrids, both outperform PSO and GA at the 10s and 30s mark, reaching a power comparable to PSO executions but with only a 6% and a 5% of UD for the PSOGA and PSOGA+ respectively (versus the 7% of PSO). At the 5min mark, PSOGA (blue lines) is unable to outperform GA despite PSO initial boost, while PSOGA+ (cyan lines) reaches a similar UD as the one attained by GA with comparable power.

High demand—Figure 5 presents the PF for the 2-carrier and high demand scenario for each of the four implementations compared. The general behavior of PSO and GA can be observed once again in these results: PSO rapidly reaches the low power area at the expense of UD while GA starts slowly but ends up converging to an even lower UD after 5 minutes. The hybrids show an improvement in the solution quality in the low run-time case and reach similar solutions in the long term with respect to the GA-only execution, both in terms of power and UD. The PSOGA+, however, reaches lower UD, avoiding the PSO local optima of the PSOGA due to the power changes in the population transfer between PSO and GA executions.

Scenario 2: 3-carrier

This subsection presents the results for the three carrier simulation: A, B, and C. Under these conditions, the low and high demand cases have been simulated.

Low demand—Figure 6 presents the PF for the 3-carrier and low demand scenario for each of the four implementations compared. GA and PSO show clear differences in their final
Table 5. Results for normalized power and percentage of UD for the lowest UD solution in the three different scenarios and two cases per scenario. The results for the 30s executions have been excluded for simplicity.

Figure 6. Results for 3-carrier (A, B, and C) and low demand for the four algorithms compared

Figure 7. Results for 3-carrier (A, B, and C) and high demand for the four algorithms compared

PF. While GA aims for a low UD, giving less importance to power, PSO aims to find an improved trade-off, reaching far lower power solutions, but higher UD. The solutions found by both algorithms are non-dominated. The hybrids try to overcome these differences, clearly outperforming PSO. They also show improved performance with respect to GA, as they provide solutions with 60% less power than GA and comparable UD.

High demand—Figure 7 presents the PF for the 3-carrier and high demand scenario for each of the four implementations compared. The same behavior observed in previous scenarios can be once again identified. In this case, PSO and hybrids reach solutions with similar UD but clearly outperforming GA in the short term run, achieving solutions with an 85% reduction in power with the same UD and solutions with an almost 10% UD reduction with the same power. In the 5 min mark, both hybrids outperform PSO, but PSOGA reaches lower power solutions than PSOGA+, the latter offering slightly less UD. Both offer non-dominated solutions to GA, which, in turn, is able to find lower UD regions (5% compared to the 6.5 - 6.8% of the PSO and hybrids).

It is noticeable that the PF angle is more obtuse than the previous scenarios. In those cases, two different behaviors can be observed: in the low power region, the gain in UD heavily varies with the change in power consumption, while in the low UD region much more power is required to have significant changes in UD. In contrast, the behaviors, in this case, are not so extreme, leading to a more balanced trade-off between UD and power.

Scenario 3: 4-carrier
This scenario presents the results in the case of all four carriers. Under these conditions, the low and high demand
scenarios have been simulated.
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Figure 8. Results for 4-carrier (A, B, C and D) and low demand for the four algorithms compared

Low demand—Figure 8 presents the PF for the 4-carrier and low demand scenario for each of the four implementations compared. As in all the previous scenarios, GA is consistently able to reach the low UD zone, while PSO gets stuck in a local optimum. Regarding the hybrids, PSOGA is not able to improve the power found by PSO but reaches a lower UD. On the other hand, PSOGA+ is able to improve in both power and UD with respect to PSO. However, GA still achieves a better UD performance (2% lower in the final iteration), at a power expense (the PSOGA+ achieves a 45% reduction in power). In a real operation environment, if the satellite operator had a 5 minute run-time restriction, it should decide whether the costs of this power reduction could compensate for this higher UD. In case the run-time restriction lies within the range of seconds, there is a clear advantage in using PSOGA+.

Figure 9. Results for 4-carrier (A, B, C and D) and high demand for the four algorithms compared

High demand—Figure 9 presents the PF for the 4-carrier and high demand scenario for each of the four implementations compared. The solutions of the algorithms are non-dominated due to the differences in their search behaviors. In the short run-time executions, PSO and the hybrids reach solutions with up to a 75% reduction in power consumption with the same UD and solutions achieving an almost a 17% reduction in UD with the same power compared to GA. In the long term case, however, PSO and the hybrids attain reductions of 20% in power at an expense of between 2% and 3% in UD.

It is important to notice that the trade-off between power and UD reaches a more balanced correlation in this case, being almost linear in the low UD region.

To summarize, PSO showed a fast convergence towards local optima in all scenarios and cases. The results present improvements with respect to a GA-only execution for the low run-time cases, but PSO is unable to outperform GA in the long term run. The hybrids dominated PSO in all cases and provided non-dominated solutions with respect to the GA-only executions in the long term run. In the short term run the hybrid PSOGA+ outperformed all the other algorithms, reaching up to an 85% power reduction and up to 10% less UD than the GA baseline. Therefore this algorithm is suitable for achieving good solutions in highly time-restricted scenarios. On the contrary, when the time is not a limiting factor, the satellite operator should decide whether to use PSOGA+ or the GA-only algorithms, the former providing significantly less power (up to 60% reduction) and the latter attaining less UD (up to 2% less).

6. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented an implementation of the Particle Swarm Optimization (PSO) algorithm for the joint power and bandwidth allocation problem for multibeam HTS communications. First, the link budget equation has been formulated and the assumptions have been outlined. Then, we have formulated the problem, including the variables, constraints and, metrics. Next, the PSO implementation and functionality have been described in detail. Finally, we have presented the results of the algorithm on six different scenarios under time restrictions. The main conclusions of this work are the following:

- The PSO implementation tends to rapidly convergence towards local optima. The results show large improvements with respect to the GA implementation if the computational time is limited. GA, however, consistently outperforms PSO in the long term run (5 minutes executions).
- In a long run-time case (5 min), both hybrid implementations are able to reduce the power consumption (up to 60%), at the expense of an increase in unmet demand (up to 2%), compared with GA-only. Thus, there is no clear dominant solution between GA and the hybrids.
- In short run-time execution cases (10s), PSO and the hybrids reach lower power levels (up to 85% power reduction), while achieving less UD (up to 10% less UD), clearly outperforming GA. The hybrids are the dominant implementations compared to the GA-only and PSO-only implementations when the computation time is low.

Possible future work may cover:

- Inclusion of the frequency flexibilities for modern constellations: while this paper works under a fixed-frequency model for each beam, modern constellations allow changing the frequency band per beam. This parameter could poten-
tially be included in the algorithm as a decision variable.

- Inclusion of other subproblems from the DRM problem: this work presents the implementation of the joint power and bandwidth allocation problem. Other subproblems inside the DRM, such as the beam placement and beam shape could also be solved by using this algorithm.
- Design of robustness and scalability analyses to further understand the behavior and advantages of all algorithms under different models and scenarios that try to capture the entire variability present in a real satellite communications environment.
- Parameter tuning: while in this work each parameter was optimized individually, further work could include a better parameter defining process to increase the performance of each algorithm.
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