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ABSTRACT The GLOSA (Green Light Optimal Speed Advisory) system provides speed advice to drivers so that drivers can pass through congested intersections at right instant with shorter time and lower energy consumption. Traditional GLOSA system only considers the SPaT (Signal Phase and Timing) of traffic light. However, two another important factors, namely queuing effect and actual tracking error of drivers, are seldomly considered, which degrades the actual performance of the GLOSA system. Intelligent connected vehicles based on V2I (Vehicle to Infrastructure) have great application potential in solving this problem. In this study, firstly, a vehicle queue length estimation method based on V2I technology is proposed to predict the effective green light time. Secondly, a hierarchical GLOSA system is developed, where the upper layer provides the global recommended optimal speed aiming at minimizing energy consumption, while the bottom layer provides the modified recommended speed considering the driver’s tracking error. Finally, the tracking error of the driver when executing the recommended speed is derived based on the real-world experiment. Corresponding simulation and field test platforms are also established. Results show that compared with the traditional GLOSA system, the improved GLOSA system considering the vehicle queuing effect and driving error can effectively improve the energy-saving performance of the vehicle.

INDEX TERMS Energy-saving, queuing effect, speed advice, tracking error.

I. INTRODUCTION

The increasing traffic activities not only greatly improve the mobility of people and goods, but also produce more greenhouse gas emissions and consume a lot of energy [1]. In the past decade, researchers have been looking for effective solutions to reducing transportation-related energy consumption. Therefore, many optimization methods for ecological driving are proposed, which can be divided into three categories: 1) Task-level optimization: focusing on finding a route with minimum energy consumption, namely route planning [2], [3]. 2) Strategy-level optimization: focusing on optimal control to make power sources’ working states suitable for various road conditions and driving styles [4], [5]. 3) Operation-level optimization: focusing on guiding driver’s operation style with the help of driver assistance system (DAS) to reduce driving energy consumption. However, due to the difference of different drivers’ driving style, the energy-saving performance of DAS can be extremely distinct. The difference can be as high as 30% [6], [7]. Connected eco-driving technology, which integrates vehicle-to-infrastructure (V2I) and Vehicle to Vehicle (V2V) wireless communication, is expected to become one of the most promising candidate technologies to reduce urban traffic energy consumption.
Among various eco-driving application schemes, the Green Light Optimal Speed Advisory (GLOSA) system is the easiest to be promoted and applied [8]. In GLOSA scenarios, vehicles obtain Signal Phase and Timing (SPaT), traffic signal information through V2I communication, and plan the optimal speed trajectory to the intersection so that unnecessary stop and go behavior at signalized intersections of main roads can be avoided, which can improve economic performance and save traveling time [9], [10].

Considering the upcoming traffic signal, [11] used a dynamic speed planning algorithm, and [12] used Model Predictive Control (MPC) cruise algorithm to maximize the probability of encountering a green light signal when approaching to multiple intersections, and avoid full parking to reduce fuel consumption. [13] proposed a robust and optimal ecological driving strategy to reduce the parking probability at uncertain timed traffic signal intersections. GLOSA Most existing researches on eco-driving ideally assume that vehicles are running in a smooth traffic flow environment. In fact, when passing a green light, vehicles may be interrupted or restricted by vehicles ahead or waiting in line. To incorporate the queue effect into the GLOSA system, real-time traffic flow information is necessary. For the advanced scenario where the penetration of connected vehicles is high and V2V communication is achievable, there exist a lot of researches investigating the cooperative control method for multiple vehicles to increase the energy-saving performance of the vehicle fleet [14], [15]. However, at the early development stage of intelligent transportation, the penetration of connected vehicles is low, V2V is not available in most cases. Thus, relying on the fixed traffic observer to obtain the traffic flow information and pass this information to the host connected vehicle through V2I information is more feasible. As for the researches about GLOSA which considers queue effect, [16] conducted simulation to investigate the influence of queuing effect on eco-driving strategy, but the optimal speed was not obtained. In addition, the deterministic kinematic model (DKM) [17], [18] and the traffic flow model [19] are also used in the simulation analysis of intersection queue prediction. Previous studies focused on the ecological driving control of traditional diesel locomotives. However, as the advancement of transportation electrification, electric vehicles will become the main participants of future transportation. Because electric vehicles have different configuration compared with traditional fuel vehicles and can recover energy from regenerative braking, thus it is important to investigate the effectiveness of the GLOSA system for electric vehicles.

The GLOSA system can only provide a reference or recommended speed, while the actual performance of GLOSA system heavily relies on driver’s ability to track the recommended speed. To evaluate the real-world energy-saving performance of GLOSA system, road test is necessary. In [20], the authors developed an Eco-Approach and departure (EAD) application system for actuated signal to calculate the maximum or minimum time to an intersection. EAD can be seen as an modified version of GLOSA. In addition, the authors of [21] conducted a preliminary field test in Riverside, California, to evaluate the energy-saving performance of the system. However, the above-mentioned tests are not enough to evaluate the performance of the EAD system because few external interference factors are included, which is not sufficient to reflect the real sophisticated urban traffic environment. To mitigate the above-mentioned research gap, [22] introduced the design method of EAD test scenarios in detail, and analyzed the impact of energy saving system on driver’s behavior through real vehicle test. Results show that the system saved 2% energy in all trips. Despite the contribution of reference [22], it still has certain application limitations because it ignores the queuing effect in the actual traffic environment and the driver’s driving error.

In the GLOSA system, few studies have considered human driver error [20], [23]. The conventional ecological driving technology assumes that the driver can follow the instructions accurately, which is not the case in reality. The numerical simulation results in reference [20] show that the fuel-saving performance of connected vehicles can reach 10% if the optimal speed is followed accurately, while in the real test of [23], the economic performance improvement of EAD system is only 2%. The difference in fuel-saving can be deduced to be at least partly caused by human driver’s driving error in trying to follow the recommended speed.

In this paper, a GLOSA system for electric vehicles, which considers the queuing effect and human driving error, is designed and evaluated through simulation and road test. The main contributions of this paper are concluded as follows: firstly, based on the monitored traffic flow, the queue length of vehicles at intersections is estimated, and the effective green light time model is constructed. Secondly, the optimal control problem is constructed, and a hierarchical control framework is proposed. In particular, the upper level calculates the optimal speed trajectory through global planning to minimize energy consumption, while the bottom layer considers the actual tracking error of drivers and uses Stochastic Model Predictive Control (SMPC) to conduct a local adaptive speed planning. Finally, the effectiveness of the system is validated through simulation and road tests. The proposed framework in this paper is oriented at the scene where the number of connected vehicles is limited. The method tries to guide the driver’s driving behavior so that the energy-saving potential under human-driving can be maximally excited. GLOSA can be used to take over the system to execute adaptive cruise control mode, which depends on the driver’s mode selection.

II. VEHICLE DYNAMIC MODEL AND OPTIMAL CONTROL

PROBLEM FORMULATION

A. VEHICLE DYNAMICS

The one-dimensional longitudinal dynamic model of the vehicle is constructed as Eq. (1), where the tire slip is ignored.
and the vehicle is regarded as a rigid particle:

\[
\dot{x}(t) = f(x(t), u(t)) = 0 \frac{g f \cos \theta}{v(t)} - g\sin \theta \frac{1}{v(t)} - 0.5m\rho AC_d v(t) - \frac{F}{m} + \begin{bmatrix} 1 \\ m \end{bmatrix} u(t)
\]

where \( x \) is the state variable, \( x = [d, v]^T \), which is the combination of driving distance \( d \) and velocity \( v \). \( u \) is the control variable, which is the vehicle traction force \( F \), positive for propulsion and negative for braking. \( \theta \) is the road incline. \( \rho \) is the air density. \( C_d \) is the air drag coefficient. \( A \) is the frontal area. \( g \) is the gravitational acceleration. \( f \) is the rolling resistance coefficient. It should be noted that \( m \) is the vehicle’s weight which has incorporated the rotational mass.

In the traction process, the driving force of the vehicle is only provided by the motor while the force in the braking process includes the motor force and friction braking force, and the electric power is used for braking energy recovery.

The relationship among vehicle force, motor force and friction braking force is shown in Eq.(2).

\[
F = \begin{cases} 
F_m & \text{if } F > 0 \\
F_m + F_{bf} & \text{if } F \leq 0
\end{cases}
\]

where \( F_m \) is the motor force, positive for propulsion and negative for braking. \( F_{bf} \) is the friction braking force. In the braking process, the ideal regenerative braking strategy proposed by [24] is adopted.

The vehicle is powered by the battery to drive the motor and auxiliary equipment. The power conversion relationships are as follows:

\[
P_m = F_m r_w \frac{n \pi}{30} \\
P_b = (P_m \eta_m \text{sign}(P_m) - \text{sign}(P_m)) + P_m \eta_b
\]

where \( P_m \) represents the motor power, \( P_b \) represents the battery power, \( P_t \) is the sum of auxiliary power. \( n \) is the wheel rotational speed. \( r_w \) is the wheel radius. \( \eta_m \) is the motor efficiency. \( \eta_b \) is the battery efficiency. \( \text{sign}(\cdot) \) is the signum function. When \( P_m \) is greater than or equal to 0, \( \text{sign}(P_m) \) is 1. When \( P_m \) is negative, \( \text{sign}(P_m) \) is -1.

**B. OPTIMAL CONTROL PROBLEM FORMULATION**

As shown in Fig.1(a), the red dotted line in Zone A is the optimal energy-saving speed derived from the residual time of traffic signal \([t_0, t_{red}]\) without considering the influence of queuing effect. Here, \( t_0 \) is defined as the starting time when the main vehicle entering the road section, \( t_{red} \) is the end time of the red light signal.

However, due to the vehicle queue at the intersection, the optimal speed is often not feasible in actual traffic scenarios. In this context, when planning the recommended speed, the GLOSA system must consider the influence of vehicle parking queue at the intersection. An ideal optimal speed trajectory considering queuing effect is shown in Fig.1(b), where the guidance system ensures that the vehicle can track the end vehicle without stopping and pass the signalized intersection safely and efficiently.

To realize the proposed GLOSA system, vehicles need to have V2I communication equipment. In addition, a flow observer is needed to monitor the traffic flow of fixed-point section in the upstream of a signalized intersection. According to the traffic flow information and SPA,T, the effective green light starting time \( t_f \) for the main vehicle to ensure non-stop can be calculated. \( d(t) \) is the travel distance function of the host vehicle. At start time \( t_0 \), the host vehicle’s location is defined as the initialization of the system, namely \( d(t_0) = 0 \). The host vehicle’s location to the intersection is \( D \). \( J \) is the energy consumption during the investigated time window. The optimization target is to minimize the total energy consumption of the vehicle when passing through the signalized intersection, as shown in Eq.(5):

\[
\min J(u(t), x(t)) = \int_{t_0}^{t_f} P_b \, dt \quad \text{s.t.} \quad \dot{x}(t) = f(x(t), u(t)), \\
d(t_0) = 0, \ d(t_f) = D, \\
d(t_f) < v_q
\]

where \( x(t) = [d(t), v(t), p(t)] \) denotes the state vector of traveled distance, speed, and energy consumption. \( u(t) \) is the
The lower and upper bounds for state and control variables are as follows:

\[ u_{\text{min}} \leq u(t) \leq u_{\text{max}}, \]
\[ v_{\text{low}} \leq v(t) \leq v_{\text{limit}}, \]
\[ a_{\text{min}} \leq a(t) \leq a_{\text{max}}, \]
\[ \dot{a}(t) \leq \dot{a}_{\text{max}} \]  
where \( \dot{a}_{\text{max}} \) is the maximum allowed jerk, which is used to depress the change of vehicle acceleration thus improving driving comfort. \( a_{\text{min}} \) and \( a_{\text{max}} \) are minimum and maximum acceleration limits respectively. In addition to the maximum speed limit \( v_{\text{limit}} \), the minimum speed limit \( v_{\text{low}} \) also needs to be defined, because driving too slowly might lead to traffic jams. Finally, the control force needs to satisfy physical limits \( u_{\text{min}} \) and \( u_{\text{max}} \), which are the maximum braking and propulsive force, respectively. Simultaneously, constraints like the motor’s maximum speed, maximum torque and speed-torque property are also considered when designing the control strategy.

C. CONTROL FRAMEWORK

A complete GLOSA system consists of queue prediction module, vehicle model module, optimization module, and onboard display module. An appropriate arrangement of these modules’ working logistics is crucial. In this paper, a hierarchical framework is proposed to solve the global optimal control problem. In the upper layer, the pseudo-spectral method (PM) is used to obtain the optimal speed trajectory. Considering the drawback that the driver’s tracking error is not incorporated in the upper layer, in the bottom layer, an online SMPC method is proposed to follow the optimal speed trajectory from the upper layer in a finer time step. The complete control framework is shown in Fig.2.

In the queue prediction module, by combing the historical and current traffic flow information, together with SPaT, the real-time estimation of queue length at the intersection can be obtained. The vehicle model module is used to construct the vehicle dynamic model and calculate the required driving power. Based on the estimated queue length, SPaT, state of the host vehicle, the upper-layer long-term optimization module establishes the global optimal control problem and gives out corresponding global optimal advisory speed. Finally, the low-layer local optimization module gives out the modified optimal advisory speed incorporating consideration of driver’s tracking error based on SMPC algorithm. SPaT can be delivered either via cellular communication from centralised server or V2I communication from signals. However, limited to the function of our test vehicle, which only support V2I communication rather than cellular communication, the control framework relies V2I communication to obtain SPaT information.
III. QUEUE LENGTH ESTIMATION METHOD

The research object of this paper is the main electric vehicle with V2I function, and the fixed detector is installed in the upstream of the intersection to monitor the cross-section traffic flow and regional speed. Both the detector and the traffic signal system have communication ability.

When estimating the vehicle queue length at the intersection, the actual traffic congestion state needs to be identified. When the traffic flow at intersection is smooth, based on shock wave theory [25], the maximum queue length encountered by the main vehicle at the intersection is:

\[ L_{\text{max}} = \frac{v_1 v_2 R}{v_2 - v_1} \]  \hspace{1cm} (8)

where \( v_1 \) is the speed of the converging wave generated by the traffic flow when the red light starts. \( v_2 \) is the dissipate wave speed generated by the dissipated vehicle when the green light is on. In the unsaturated flow \( v_2 \) is always larger than \( v_1 \). \( R \) represents the starting time of green light. The schematic diagram of queuing shock wave is shown in Fig.3.

![Schematic diagram of queuing shock wave](image)

**FIGURE 3.** The schematic diagram of queuing shock wave.

In the \( i \)th interval, assuming that the 5-min detection flow of the \( i \)th time interval is \( N_i \), then the arrival rate \( q(i) = 12N_i \), veh/h. Let \( k(i) \) denote the density of vehicle queue and \( k(i)_{ia} \) denote the density of arriving vehicles in the \( i \)th time interval, then according to the shock wave theory, the velocity of the accumulation wave at the \( i \)th time interval is:

\[ v(i)_1 = \frac{12N_i}{k(i)_j - k(i)_{ia}} \]  \hspace{1cm} (9)

where \( k(i)_{ia} \) can be calculated by road traffic speed \( v(i) \) and traffic flow \( q(i) \):

\[ k(i)_{ia} = \frac{q(i)}{3.6v(i)} = \frac{N_i}{0.3v(i)} \]  \hspace{1cm} (10)

The dissipated wave velocity of the \( i \)th interval can be calculated according to the traffic capacity and the traffic density at the time of dissipation. Assuming that the traffic capacity of the intersection obtained by statistics is CAP, the dissipated wave velocity is:

\[ v(i)_2 = \frac{\text{CAP}}{k(i)_{im} - k(i)_{j}} \]  \hspace{1cm} (11)

where \( k(i)m \) represents the dissipation vehicle density at \( i \)th time interval and can be calculated according to the traffic capacity and vehicle speed:

\[ k(i)m = \frac{\text{CAP}}{3.6v(i)} \]  \hspace{1cm} (12)

Therefore, the estimated queue length of the \( i \)th interval \((L_2)_i\), is:

\[ (L_2)_i = \frac{\lambda N_i}{k(0)_{ia} - k(0)_{j}} - \frac{\lambda N_i}{k(0)_{ia} - k(0)_{ja}} \]  \hspace{1cm} (13)

where \( \lambda \) is the number of detection times within 1 hour. Eq.(8)~ Eq.(13) are used to demonstrate the method for queue length estimation. When the method is finally applied in reality, the time interval and \( \lambda \) needs to be carefully chosen according to the traffic situation of the investigated intersection. According to the queue length \( L_2 \), dissipated wave velocity \( v(i)_2 \) and vehicle arrival speed \( v_q \), the impassable time in Fig.1(b) can be derived as:

\[ t_f = t_{\text{red}} + L_2/v_2 + L_2/v_q \]  \hspace{1cm} (14)

So the effective traffic light model can be expressed as:

\[ s(t) = \begin{cases} 0, & t \in [t_0, t_f] \\ 1, & t \in (t_f, t_{\text{green}}] \end{cases} \]  \hspace{1cm} (15)

where \( s(t) \) is the status of the \( i \)th traffic light: 1 represents the light is green and 0 represents the light is red; \( t_{\text{green}} \) represents the time when the green light ends. In this paper, the proposed estimation method uses the real-time traffic information from the traffic observers as the input. Even if there are network vehicles ahead, its influence on the queue length still can be captured by the traffic observer because the obtained traffic flow information is a holistic result of all traffic participants whether the vehicle is connected or not. Therefore, the proposed method is still useful and relatively accurate under the scenario where there are multiple network vehicles ahead.

IV. HIERARCHICAL CONTROL POLICY

A. UPPER LAYER OPTIMIZATION

The upper optimization layer is used to provide the optimal speed with minimum energy consumption. The driving distance and speed are taken as the state variables and the traction force of the vehicle is selected as the control variable.

In order to ensure that the vehicle arrives at the intersection traction force of the vehicle is selected as the control variable. Here, additional penalty will be added to distance constraints. Here, additional penalty will be added to distance and speed are taken as the state variables and the traction force of the vehicle is selected as the control variable.

The upper optimization layer is used to provide the optimal speed with minimum energy consumption. The driving distance and speed are taken as the state variables and the traction force of the vehicle is selected as the control variable. Here, additional penalty will be added to distance constraints. Here, additional penalty will be added to distance and speed are taken as the state variables and the traction force of the vehicle is selected as the control variable.

The upper optimization layer is used to provide the optimal speed with minimum energy consumption. The driving distance and speed are taken as the state variables and the traction force of the vehicle is selected as the control variable. Here, additional penalty will be added to distance constraints. Here, additional penalty will be added to distance and speed are taken as the state variables and the traction force of the vehicle is selected as the control variable. The upper optimization layer is used to provide the optimal speed with minimum energy consumption. The driving distance and speed are taken as the state variables and the traction force of the vehicle is selected as the control variable. Here, additional penalty will be added to distance constraints. Here, additional penalty will be added to distance and speed are taken as the state variables and the traction force of the vehicle is selected as the control variable.
problem can be solved numerically by the gradient-based method provided by the pseudo-spectral optimal control software. As a typical direct method for solving nonlinear programming (NLP) problems, PM has been fully verified in terms of its optimality and applicability, and has been widely used to solve the optimal control problems of various dynamic systems [26], [27].

The PM algorithm uses orthogonal matching points to discretize the continuous optimal control problem, and approximates the state and control variables by global interpolation polynomials, thus transforming the problem into an NLP problem. This method has the advantages of high precision, low sensitivity to an initial value, and fast convergence speed, and is convenient to deal with terminal constraint problems. In [28], [29], the calculation process of the PM algorithm has been introduced in detail, and has been successfully applied to the energy management of hybrid electric vehicles. The PM algorithm can obtain the same global optimal solution as dynamic programming (DP) in a shorter time. For the sake of simplicity, this paper does not repeat the calculation process of the PM algorithm for simplicity.

### B. LOWER LAYER OPTIMIZATION

Under the condition of manual driving, the GLOSA system can broadcast the optimal recommended speed to the driver according to the optimal solution given by the upper layer. However, the driver cannot track the optimal speed accurately. Therefore, the goal of the lower layer is predicting the driver’s tracking error and providing appropriate speed suggestions for the main vehicle, so that the actual driving speed is as close as possible to the calculated optimal vehicle trajectory. The algorithm used in the lower layer is SMPC [30], [31], whose current control action is obtained by solving a finite time-domain open-loop optimal control problem. This method allows the system to better handle terminal constraint problems. The nonlinear longitudinal dynamic horizon property of SMPC allows the system to better handle predictable disturbances. The nonlinear longitudinal dynamic model of Eq.(1) also applies to the lower layer, but the control variable in the lower layer is \( u_a(t) \), which is a combination of modified control variable \( u_a(t) \) in the upper layer and human input error \( \omega(t) \):

\[
\begin{align*}
    u_f(t) &= u_a(t) + \omega(t) \\
    u_a(t) &= u(t)/m
\end{align*}
\]  

It should be noted that the increase of \( N_e \) and \( N_t \) will significantly increase the number of paths, that is, increase the computational burden. In order to realize the real-time application of the proposed algorithm, the Monte Carlo method is used to sample the paths with higher probability [34]. The specific operation is to generate a random number using uniform distribution. If the generated number is between \( j \)th and the \( (j + 1) \)th cumulative transition probability value for current step error, then the \( j \)th error level is the next step error.

In human based closed-loop control system, human input error can be deemed as a disturbance source. The receding horizon property of SMPC allows the system to better handle predictable disturbances. The nonlinear longitudinal dynamic model of Eq.(1) also applies to the lower layer, but the control variable in the lower layer is \( u_a(t) \), which is a combination of modified control variable \( u_a(t) \) in the upper layer and human input error \( \omega(t) \):
where $u_t(t)$ is the optimal tractive force per unit mass suggested by the upper system. $\omega(t)$ can be understood as the error injected by the human when trying to follow the advised $u$. Within finite time steps, different state trajectory has different human error trajectory. SMPC is used to solve the optimization problem of human error uncertainty in each finite time steps.

The vehicle dynamic model needs to be discretized when applying SMPC. To reduce the computational burden, we employ the approximate linearization method to transform the nonlinear time-varying vehicle longitudinal dynamics to a linear time-varying (LTV) system. Then, the vehicle longitudinal dynamics Eq. (1) can be rewritten as:

$$\dot{x}_{ref}(t) = f(x_{ref}(t), u_{y}(t)) \tag{19}$$

where, $x_{ref}(t) = [d_{ref} \ v_{ref}]^T$, $d_{ref}$ and $v_{ref}$ are the reference vehicle states given by the upper layer, respectively. By expanding the right side of Eq.(10) using Taylor series around the reference point and discarding the high-order terms, the following vehicle state error model can be derived:

$$\dot{x}(t) = \begin{bmatrix} 0 & 1 \\ 0 & -\rho AC_d v_{ref}(t) \end{bmatrix} x(t) + \begin{bmatrix} 0 \\ 1/m \end{bmatrix} \tilde{u}(t) \tag{20}$$

Furthermore, according to the probability $P_s$ of each possible path, the cost function of SMPC is defined as the expected square error of the reference speed $v_{ref}$ and the predicted speed $v_{pred}$ in the specified time steps:

$$E(v - v_{ref})^2 = \sum_{s=1}^{N_{mc}} p_s \sum_{k=t+1}^{t+l} [v_{pred}(k) - v_{ref}(k)]^2 \tag{21}$$

where $N_{mc}$ is the number of sampling paths by the Monto Carlo method, $t$ represents the current time, $l$ is the optimization horizon. Here, we use 1s as the sampling period because it will not only reduce the computational burden but also avoid too frequent updates to facilitate the driver to track the recommended speed. To sum up, the optimal control problem based on SMPC can be expressed as follows:

$$\arg\min_{u_{y}} \sum_{s=1}^{N_{mc}} p_s \sum_{k=t+1}^{t+l} [v_{pred}(k) - v_{y}(k)]^2 \tag{22}$$

V. SIMULATION AND REAL WORLD EXPERIMENT
A. DRIVER TRACKING ERROR DATA ACQUISITION

Most of existing GLOSA system can only be run on the computer platform or embedded controllers. The GLOSA system that can be used for real-vehicle application is still rare to see. Therefore, we develop a simple ecological driving broadcast system, and the complete test platform is shown in Fig.5.

1) Inertial navigation system NAV982-GNSS is installed at the vehicle centroid position to obtain the vehicle speed and acceleration. The inertial navigation also provides vehicle GPS coordinate information for real-time update of vehicle travel distance.

2) Robot Operating System (ROS) is used to construct a real-time speed display system [35]. The system can display the recommended speed, remaining distance and SPaT information on the mobile phone screen.

3) Traffic flow statistics equipment is placed at the fixed point upstream of the intersection and communicates with the test vehicle by Cohda wireless in real-time. BeiQi EU vehicle is used as the field test vehicle.

In the process of data collection, we use the preset recommended speed to prompt the driver. The interface update frequency is 1Hz, and the recommended speed range is from 10km to 60km. All drivers should follow the recommended speed instead of driving freely. When the actual speed exceeds a certain range of recommended speed, the driver is warned by voice. Note that the recommended speed should be as flat as possible otherwise too frequent and sharp speed changes will cause the driver’s disgust and confusion. In this study, the data acquisition and the follow-up road test adopt the same interface standard to eliminate the error introduced by the broadcast system. In the experiment, we recruited six experienced drivers and let them drive on real traffic roads to track the preset speed.

The acceleration error is divided into five positive and negative intervals, namely $(-\infty, -0.8m/s^2)$, $(-0.8m/s^2, -0.6m/s^2)$, $(-0.6m/s^2, -0.4m/s^2)$, $(-0.4m/s^2, -0.2m/s^2)$, $(0, 0.2m/s^2)$, $(0.2m/s^2, 0.4m/s^2)$, $(0.4m/s^2, 0.6m/s^2)$, $(0.6m/s^2, 0.8m/s^2)$, $(0.8m/s^2, +\infty)$. Number 1-10 are used to represent the above ten error levels. Two typical types of speed tracking error are shown in Fig.6, where x-axis represents the error level at current time, y-axis represents the error level at next time. Because both x-axis and y-axis represent the acceleration error level, their coordinate scales are the same. For example, number 1 in both x-axis and y-axis...
represents the error level \((-\infty, -0.8\text{m/s}^2)\). The error levels of the x-axis and y-axis are the same. In Fig.6(a), the driver’s error is mainly concentrated on the diagonal line, which can be interpreted as that the driver’s driving behavior is stable, so the error difference between adjacent time steps is small. The error transition probability in Fig.6(b) more appears in the extra off-diagonal direction, which means the driver is more likely to take short-term variability aggressive driving.

**FIGURE 6.** Transition probability matrix for two typical types of speed tracking error.

**B. NUMERICAL SIMULATION**

In this paper, the simulation only considers the traffic flow data of the target intersection, and assumes that the vehicles are evenly distributed on all lanes. Other external factors like parking, lane changing, non-motor vehicle interference, etc. are not considered. The intersection used for simulation is a main road in Beijing. The traffic flow detector is arranged at 200m upstream of the intersection. The test road and traffic flow observer are shown in Fig.7.

The monitored data at one day’s morning rush hour is used for analysis. The monitored traffic flow for different time spans is shown in Fig.8(a). The SPaT of the traffic light at the intersection is shown in Fig.8(b). From Fig.8(a), it can be seen that when time span decreases to 0.5min or 1min, the traffic flow curve demonstrates periodic fluctuation, which is caused by the signal lamp truncation effect. This periodic characteristic implies that if a short time span is used, the short-term future traffic flow can be approximated and predicted by historical data.

Taking the traffic flow during 9:30 to 10:30 in the morning as an example, the parameters of Eq.(13) after calibration are \(\lambda = 120\), \(\text{CAP} = 1650\ \text{pculh}\), \(k(i) = 140\ \text{pculkm}\). The queue length is calculated every 5 minutes and compared with the historical statistical queue length. The results are shown in Fig.9. It can be seen that the queue length estimated based on the section flow data is very close to the measured real value. In addition, the estimated length can be appropriately enlarged to further ensure that the traffic has become smooth when the main vehicle arrives at the intersection. By the way, more traffic observers may help to increase the traffic flow prediction accuracy.

To verify the effectiveness of the proposed GLOSA framework, one method is to compare it with other algorithms of the same kind. However, this may be time-consuming and laborious. In order to highlight the novelty of this paper that driver’s tracking error is incorporated into the GLOSA system, we compare the GLOSA with and without considering driver’s tracking error to demonstrate the superiority of the proposed hierarchical framework. Table 1 lists the main parameters of the main vehicle and other traffic parameters of the investigated intersection used in simulation are listed in Table 2.

For comparison, the intelligent driver model (IDM) is used as a reference for different driving modes to simulate the
dynamic of queue movement at intersections. IDM model is a widely accepted traffic flow model used for a single lane, which can be used to describe the dynamic behavior of human driving or self-driving vehicles [36]. It can be described as:

$$d_{des} = \Delta s - \frac{v_s}{2} \sqrt{a_{max} a_c}$$

$$\dot{v}_{IDM} = a_{max} [1 - (v/v_{max})^4 - (d_{des}/s_i)^2]$$

where \(d_{des}\) is the desired inter-vehicle clearance, \(\Delta s\) represents the safety distance, \(s_i\) is the real inter-vehicle distance, \(a_{max}\) is the maximum allowed vehicle acceleration, and \(a_c\) is the preferred deceleration considering driving comfort.

To explicit the influence of traffic flow on optimal speed planning, three control strategies are compared by simulation, namely, fixed speed driving using IDM, eco-driving without considering queuing effect and proposed GLOSA considering queuing effect, which is represented by the yellow solid line, green solid line, and red dashed line in Fig.10. The blue line indicates the parking vehicle queue. Due to the queuing effect, the effective green light starting time for the main vehicle delays to about 56s rather than 45s when the traffic light turns to green in reality. It can be seen from Fig.10 that under the constant speed driving mode, the IDM follows the traffic flow to the intersection, and stops to wait until the queue moves again. For the traditional GLOSA system without considering the queuing effect, if the main vehicle keeps tracking the global optimal trajectory, it may lead to rear-end collision at the intersection. For the optimal trajectory considering queuing effect, the main vehicle reduces its driving speed when approaching the intersection to avoid parking behavior.

In the simulation for the lower layer, because there is no real driver in the system, the driving error probability transition matrix constructed before is used to simulate the real human driver’s tracking error. In addition, it is also used as the driving error input for the SMPC model.

The simulation results are shown in Fig.11. In Fig.11(a), the driver just tracks the optimal speed trajectory given by the upper layer. It can be seen that due to the accumulation of human driving tracking error, compared with the recommended speed, the tracking error in the simulation gradually becomes larger. If the driver keeps tracking the global optimal trajectory, it may lead to rear-end collision as the driver’s tracking speed is larger than the planned speed. Fig.11(b) shows the modified recommended speed through SMPC in lower layer in purple dotted line. The blue solid line is the driver’s tracking speed. Note that the benchmark recommended speed is recalculated three times (which have been labeled by red arrows) in the simulation. If the update...
calculation of SMPC is too frequent, the modified recommended speed will change frequently, which is not conducive to the driver’s tracking in the real scene. Although SMPC gives a new reference speed after considering the driver’s tracking error, the final driving speed trajectory in Fig.11(b) still deviates from the recommended optimal speed due to unavoidable human errors. However, compared with the tracking error in Fig.11(a) without considering driving error, the speed trajectory in Fig.11(b) is closer to the optimal speed trajectory (red dotted line) given by the upper layer.

Due to the inevitable reaction delay and tracking error, there is always a difference existing between optimal trajectory and real trajectory. The above difference has a certain impact on energy efficiency. Based on the simulation data and Eq.(1-4), the energy consumption without considering driving error and considering driving error increase by 7.38% and 6.51%, respectively. Compared with the former, the latter realizes 11.8% improvement in energy-saving performance. This is because the tracking error is considered in the lower layer, so the driver’s real speed trajectory when following the modified recommended speed trajectory is closer to the planned optimal speed.

In order to ensure the algorithm’s real-time performance, the optimization process of each update cycle needs to be completed within 1s. Fig.12 shows the calculation time for different combinations of error level and horizon length in the Linux system. It can be seen that the calculation time increases rapidly when the number of error levels or horizon lengths increases. To keep a balance between computational burden and control accuracy, the number of error levels is set as 10 and the horizon length is set as 15 steps. Corresponding calculation time is 0.89s, which satisfy the 1s calculation time constraint. Therefore, the lower layer control program updates every 15s, which is consistent with the update period in Fig.11.

VI. EXPERIMENT RESULT ANALYSIS
A. EXPERIMENTAL DESIGN
To verify the effectiveness of the proposed hierarchical GLOSA system, a real-vehicle experiment was conducted on the traffic scene shown in Fig.7. The effective test road length is more than 800m. Due to the differences in driving behaviors among different drivers, it is unreasonable to compare the energy consumption of different drivers. Therefore, three GLOSA strategies listed below are adopted for each driver, and 10 groups of tests are conducted under each strategy to eliminate occasionality.

Strategy 1: free-driving without the guidance of GLOSA system; Strategy 2: GLOSA system without considering driving error; Strategy 3: GLOSA system considering driving error

B. ANALYSIS OF REAL VEHICLE EXPERIMENT
According to the hierarchical strategy, the calculation results of the upper level are updated less frequently. The global optimal results only need to be given before the departure time. However, in the real-world application, it is impossible to stop and wait for the calculation process of the upper layer, so the upper layer also needs to obtain the calculation results in a short time. Compared with the DP algorithm, PM needs less calculation time, but the computational burden is still considerable, which cannot meet the real-time application requirements of the GLOSA system. Therefore, in the real-vehicle testing, the scheme proposed in [37], which adopts the approximate model based on the speed curve instead of the upper PM, was employed to ensure that the computing time of the whole hierarchical system is within 1s.

Fig.13 shows the typical free driving trajectory without the guidance of GLOSA system. The driver tends to drive at a higher speed at first, so when it arrives at the intersection, the traffic light is still red. The vehicle needs to decelerate and stop at the intersection. When the signal turns green,
the vehicle accelerates to leave. Fig. 14 and Fig. 15 show the tracking speed and acceleration of a driver under the guidance of strategy 2 and strategy 3 in similar traffic scenes respectively.

In Fig. 15, since the GLOSA system considers the driver’s tracking error, through adjusting the benchmark recommended speed, the actual tracking speed is relatively smooth, thus reducing the driver’s tracking error. Although the acceleration curve also has unexpected sudden change during driving, the overall amplitude is low. Although the speed fluctuation of strategy 2 is small, the driver cannot track the constant recommended speed perfectly due to the existence of driver's tracking error. As a result, the error between the real trajectory and the optimal trajectory under Strategy 2 will increase gradually. However, despite the fact that the advisory speed of Strategy 3 fluctuates greatly, the driver’s actual speed when tracking the fluctuating advisory speed is relatively smooth because the fluctuation part of the advisory speed is used to offset the driver’s tracking error.

In order to show that the proposed GLOSA system can effectively affect human driving behavior, the difference between the actual speed and the reference recommended speed is calculated based on the test data of a driver in strategy 2 and strategy 3.

From Fig. 16(a), the speed tracking error of the driver under strategy 2 is between $-5.8$ km/h and $6.5$ km/h. 83.7% of absolute error is within 2.5 km/h. The maximum error is 6.3 km/h, and the average error is 1.88 km/h. From Fig. 16(b), the tracking speed error of the driver under strategy 3 is between $-6$ km/h and 5.6 km/h. 91.2% of absolute error is within 2.5 km/h. Although the maximum absolute error is 6 km/h, the average error is only 1.13 km/h. Comparing the two strategies, it can be found that the speed tracking error can be reduced by 39.9% if the human driving error is considered. Because the average speed error of strategy 3 is lower than that of strategy 2, the accumulative tracking distance error of strategy 3 is much smaller.
This paper further performs a hypothesis test on energy consumption to analyze the energy-saving performance of the GLOSA system. According to the collected data fragments, the speed, acceleration information and throttle signals are used to carry out the hypothesis testing combined with the motor efficiency diagram, and the average driving energy consumption of drivers under different strategies is calculated. Other energy loss factors in actual driving such as slip, slope, transmission efficiency, etc. are ignored. Table 3 shows the average energy consumption of all drivers under different strategies. It can be seen that the average driving energy consumption under strategy 3 is 4.9% lower than that of strategy 2.

### Table 3: Average energy consumption.

| Driver | strategy 2 (kWh/km) | strategy 3 (kWh/km) | 3→2 savings | average |
|--------|----------------------|----------------------|-------------|---------|
| Driver 1 | 0.1245 | 0.1201 | 3.53% | |
| Driver 2 | 0.1233 | 0.1159 | 6.00% | |
| Driver 3 | 0.1209 | 0.1156 | 4.38% | 4.9% |
| Driver 4 | 0.1167 | 0.1113 | 4.63% | |
| Driver 5 | 0.1145 | 0.1099 | | |
| Driver 6 | 0.1137 | 0.1047 | 7.92% | |

Count the results of 30 road tests conducted by 6 drivers. Results showed that in 26 out of 30 experiments, drivers successfully passed the intersection after implementing the GLOSA recommended speed trajectory. There are three times encountering a small number of vehicles in front that have not fully accelerated to go through the intersection, so the main vehicle needs to slow down and switches to car-following mode. There is only one time that the vehicle needs to stop and wait. The result proves the effectiveness of our proposed method in real vehicle application.

The reasons for the above results are: (1) Because we use the average speed of traffic flow as the upper speed limit, the recommended speed is lower than other vehicles around in most cases. (2) The GLOSA system in this paper is used to guide the driver to follow the optimal advisory speed, rather than take over the control vehicle actively. Therefore, the driver can change lane to avoid collision. (3) Because for the time window constraint when planning the recommended speed, the speed curve with minimum energy consumption is obtained in the upper layer, and the recommended reference speed is modified in the lower layer considering the human driving error, so as to reduce the speed tracking error. Compared with the GLOSA system without considering queuing effect and driving error, the proposed method can save energy consumption by 11.8% and 4.9% in simulation and real-vehicle test, respectively.

It needs to be mentioned that the application scenario of the proposed method is still very limited. The constraints are strict to some extent. The real-vehicle filed test is also insufficient due to limited experimental resources. In addition, the proposed method is effective in the case of unsaturated flow. However, for the oversaturated state, the performance of our method will degrade to some extent. More in-depth investigation needs to be conducted here, in the future, when the penetration level of connected vehicle is high, we can use the speed trajectory of connected vehicles to predict the traffic situation around and estimate the queue length. In addition, this paper only validates the proposed GLOSA system in the case of one car, more realistic scenario where there are multiple connected vehicles needs to be further researched in the future.

### VII. CONCLUSION

In this study, a hierarchical GLOSA system is designed to assist eco-driving. By estimating the queue length and calculating the effective green light duration, the optimal speed curve with minimum energy consumption is obtained in the upper layer, and the recommended reference speed is modified in the lower layer considering the human driving error, so as to reduce the speed tracking error. Compared with the GLOSA system without considering queuing effect and driving error, the proposed method can save energy consumption by 11.8% and 4.9% in simulation and real-vehicle test, respectively.
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