Abstract

This work aims at generating captions for soccer videos using deep learning. The paper introduces a novel dataset, model, and triple-level evaluation. The dataset consists of 22k caption-clip pairs and three visual features (images, optical flow, inpainting) for 500 hours of SoccerNet videos. The model is divided into three parts: a transformer learns language, ConvNets learn vision, and a fusion of linguistic and visual features generates captions. The suggested evaluation criterion of captioning models covers three levels: syntax (the commonly used evaluation metrics such as BLEU-score and CIDEr), semantics (the quality of descriptions for a domain expert), and corpus (the diversity of generated captions). The paper shows that the diversity of generated captions has improved (from 0.07 reaching 0.18) with semantics-related losses that prioritize selected words. Semantics-related losses and the utilization of more visual features (optical flow, inpainting) improved the normalized captioning score by 27%.
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1. Introduction

Before the spread of televisions, sports fans followed games by listening to sports commentators on the radio [1]. Since then, commentary has been an essential part of sports broadcasting. A sports commentator tells what is happening in a game and highlights main events such as goals and substitutions. Soccer commentators are typically humans with sports knowledge. That knowledge comes in two folds: A) a low level of knowledge extracted from what is happening inside the pitch (e.g., goal, pass, and penalty), B) and a higher level of knowledge that relies on external information such as the context of a game, and the history of teams/players. The higher level of knowledge cannot be extracted by just watching a match. For example, when a commentator says: “{player} scores his seventh goal in the tournament,” the commentator relies on a statistic that the player scored six other goals in the tournament.

Creativity is an additional dimension of soccer commentary. Some soccer commentators use figurative language or rhyming sentences to describe important actions. For example, a commentator described a goal in the Spanish league as firing a ball past a diving goalkeeper. Another commentator, I.Chawali, described a player as Charlie Chaplin presenting a silent show, and Alexander Fleming treating his team with Penicillin.” Although those statements do not provide facts about the game, they entertain listeners. In [2], Schultz elaborated on the profound factor of entertainment in the sports broadcasting industry. Sports commentary is not just reporting a game, but it is also entertaining, metaphorical, and emotional. Deep learning could be a potential approach toward machine-based soccer commentary.
systems that imitate human commentators. This work introduces the first soccer captioning system (dataset, deep learning model, and multi-level evaluation criterion). Fig. 1 shows an example of a generated caption. More examples with videos are available on the web page of this paper:’ https://sites.google.com/view/soccercaptioning’.

Figure 1: Generated caption: {player} {team} unleashes a shot, but his effort is poor and floats high over the bar.
Ground truth: {player} {team} unleashes a shot towards the goal, but his effort is not precise at all and it flies high over the bar.

2. Related work

Generic video captioning: Earlier approaches to converting videos into sentences relied on template-based hierarchical language models [3, 4]. The idea was to identify a set of categories in a video and predict semantic relations between them to generate a sentence according to a pre-defined ontology (i.e., a person does something). Later, deep learning replaced template-based approaches. The encoder-decoder architectures [5] transform content from a visual domain(video) into a linguistic domain (text) through an intermediate domain (hidden state). The encoder transforms the visual features into a hidden state, and the decoder transforms the hidden state into a linguistic representation. After the attention mechanism’s breakthrough in the area of natural language processing, it was implemented in video captioning [6, 7, 8]. Multimodality is known to improve the outcome of machine learning models [9, 10, 11, 12, 13]. Video captioning typically relied on visual features only extracted from video frames such as Resnet and I3D features. However, including more modalities like audio and speech improved video captioning as shown in [14, 15].

Sports video captioning: Generic video captioning models generate sentences from a macroscopic and general perspective, with no domain-specific information and details. For example, a soccer clip would be captioned as “people play football.” In the basketball domain, a hierarchically grouped recurrent architecture was proposed for more domain-specific and detailed captions [16]. The architecture was a fusion of three parts: 1) a CNN model for pixel-segmentation where every pixel was assigned to one of four categories: ball, first-team, second-team, and background. 2) a model that encodes the movement of individuals using optical-flow features 3) a part for modeling the relationship between players. The three parts were fused in a hierarchically recurrent structure to caption NBA basketball videos. On the same side, attention mechanisms with hierarchical recurrent neural networks were used to caption volleyball videos [17]. In the context of captioning soccer games using deep learning, no similar work was reported to the best of the authors’ knowledge. However, humanoid commentators were developed for soccer games played by robotic dogs [18]. The humanoid commentators selected an utterance from a predefined library using a rule-based event identification. The event identification depended on the game history and event recognition using a SIFT-based vision analysis algorithm.

SoccerNet is a large-scale dataset of 500 soccer games [19]. It was used for developing soccer action spotting models [20]. Multimodality using both acoustic and visual features improved event detection in general [21, 22, 23, 24, 25] and Soccer in particular. An Improvement of 4.2% of the mean average precision in soccer action spotting and 7.4% in action classification were reported [26]. The captioned actions in this work are based on the actions labeled in SoccerNet.

3. Proposed methodology

This section introduces three pillars needed for developing a soccer captioning system: A dataset, model, and multi-level evaluation criterion.
3.1. Dataset

The introduced dataset consists of 22k soccer video-caption pairs (statistics are shown in Table 1). The videos were taken from SoccerNet dataset. The captions were crawled from flashscore.com website. Captions were formatted. The names of players, coaches, and teams were replaced by single tokens representing each name’s category (player, coach, team, time). For example, ‘Christiano Ronolado’ was replaced by ‘{player}’ and ‘José Mourinho’ was replaced by ‘{coach}’. The Identification of the individual names entails external information, such as mapping between players’ names and their numbers/faces, that cannot be learned from the created dataset.

| shots on target | corner | substitution | yellowcard | foul | kick-off | ball out of play | goal | direct freekick | offside | indirect freekick | penalty | red card | clearance | yellow-red card |
|----------------|--------|--------------|------------|------|----------|-----------------|------|----------------|---------|-------------------|---------|----------|-----------|----------------|
| 2326           | 3891   | 2171         | 1646       | 2528 | 3085     | 1252            | 1295 | 795            | 1267    | 399               | 87      | 44       | 68        | 33             |

3.1.1. Multiple features

Learning from videos is challenging due to the problem of high dimensionality. Videos were represented using low-dimensional features to overcome the heavy processing of spatio-temporal data. Extracting multiple features provides more clues about the video. Three features (see Fig. 2) were extracted: images, optical flow, and image inpainting features.

- **RGB images (img)** extracted at a frame rate of 1 image every half a second (2 FPS). The resolution was reduced to 32x64x3 pixels to speed up the computation. The intuition behind the low-resolution images is to provide clues about the relative locations of visible objects in a frame.

- **Optical flow features (flow)** were extracted using a pre-trained optical-flow transformer (RAFT: Recurrent all-pairs field transforms [27]). The intuition behind optical-flow features is to provide clues about the displacement of objects (players, ball, referees). For more efficient computation, optical flow features were reduced from 2x398x224 to 2x256 using Principal Components Analysis (PCA). A PCA matrix was calculated for a single match and applied to other matches achieving a retained variance of 98%.

- **Image inpainting features (vae)**. The intuition of extracting features from an image inpainting model is to substitute some missing clues that may not be available in the low-resolution images or the optical flow features. The task of image inpainting is the process of completing the missing parts of an image. A variational auto-encoder (VAE) was trained to reconstruct missing parts of an image achieving a reconstruction loss of 0.08. The missing parts are a horizontal rectangle of 398x24 pixels on the bottom, a vertical rectangle of 224x48 pixels on the right, and a square of 40x40 pixels at the center. The inpainting features were extracted from the latent space of VAE. The VAE was trained on 1 million soccer images.
3.2. The model: deep soccer captioning

The proposed model for captioning soccer actions is a word sequence model. The model predicts the next word given a soccer clip and a sequence of previous words. The architecture is a fusion of a transformer and ConvNets. The main differences between the proposed model here and the transformer as in the attention paper [28] are: 1) that the encoder in this work is a set of ConvNets instead of attention, and 2) a set of fully connected layers replaces the cross attention. The model consists of 3 main parts shown in Fig. 3:

1. Part [A] A transformer processes linguistic features and predicts the next word given a sequence of previous words. The transformer is a diminutive version of GPT [28] that consists of just a single transformer block and two multi heads while the GPT uses a stack of such blocks.
2. Part [B] consists of ConvNets that process visual features: CNN-img for RGB pixels, CNN-flow for optical flow, and CNN-VAE for inpainting features. The outcomes are then concatenated and passed to part C.
3. Part [C] consists of fully connected layers that take the outputs of part A and part B and yields the final prediction.

- **Tip I:** The fully connected network FC2 is followed by two separate heads: one with a sigmoid activation function for the loss and another with ReLU activation function that passes the features to FC3. Adding a sigmoid activation layer before sending the loss signal avoids the log(0) error. ReLU was selected as the activation function when passing the features to FC3 because ReLU converges faster and avoids the vanishing gradient problem.
- **Tip II:** The type of action was fed to the transformer as the first word of the sentence, similar to the Conditional Transformer Language (CTRL), because conditioning captions on the type of action simplifies the captioning task. The state-of-the-art model in SoccerNet-v2 challenge detects soccer actions with a mean average precision of 75%.

3.2.1. Loss functions and prioritized (significant) words

Words such as goal, free-kick, and penalty indicate specific technical meanings in the soccer game. For example, a goal scored from a penalty is technically different from a goal scored from a free-kick. Moreover, a false generation of a word like ‘penalty’ affects the next sequence of words more than a word such as ‘the’. Learning the significant words (SWs) is prioritized by giving them a greater portion of the overall loss function.

Caption generation is learned in a supervised way by feeding three correction signals (losses) at three points of supervision. The overall loss is a weighted average of the three losses: The first loss $L_1$ is a categorical cross-entropy loss of the next token fed at the output layer of the captioning model (Part C), as shown in Fig. 3. $L_2$ and $L_3$ focus on the significant words. $L_3$ is a categorical cross-entropy loss of the next token predicted by Part A (the linguistic part). $L_3$ is active for significant words only. $L_2$ is the mean square error of the significant words predicted by Part B (the visual part).

Part B assigns 1 to the significant word if it appears in a caption and 0 otherwise. Assume that two significant words appeared in a caption out of ten SWs, the ground truth in this case is a vector of ten digits (the number of SWs), two of them are ones and the rest are zeros. Something like $Y_{gt} = 001000010$. The mean square error for all 1s and 0s is $MSE(Y_{pred}, Y_{gt})$, where $Y_{pred}$ is the prediction of Part B. However, the total number of significant words that are not in the caption (0s) is greater than those in the caption (1s). If a model predicts 0 always, the prediction will be correct for 80% of the digits. To overcome this, a term was added to the loss which is the mean square error of the ones only: $MSE(Y_{pred} \times Y_{gt}, Y_{gt})$. hence, $L_2$ is defined as

$$L_2 = MSE(Y_{pred}, Y_{gt}) + sc \times MSE(Y_{pred} \times Y_{gt}, Y_{gt})$$

The second part (loss of 1s) was multiplied by a scaling factor (sc) to balance the loss of the 1s and the loss of 0s. Ideally, it is the ratio between the average number of 1’s and 0’s. For the soccer captioning dataset, the scaling factor
is 20. The semantic loss signal $L_2$ was taken from a head added to the visual part. The head is a convolution layer and a fully connected layer added on top of the visual part. The fully connected layer predicts the significant words in the clip and $L_2$ penalizes wrong predictions.

3.3. Evaluation

The evaluation of generated captions included three aspects (see Fig. 4): Syntax (word level), Soccer-oriented semantics (meaning level), and diversity (corpus level).

- Syntax-oriented evaluation: Captioning models are typically evaluated by comparing generated captions (hypotheses) against ground truth captions ( references ), word by word or chunk by chunk. That kind of evaluation is syntax-oriented as any differences at the word level count. This work used BLEU-score and CIDEr from Microsoft CoCo evaluation code [29].

- Soccer-oriented evaluation (meaning level): The syntactic similarity between a generated caption and a reference caption does not always reflect the quality of a generated caption in the soccer domain. The example in Table 2 shows almost two identical captions. Although 27 words out of 28 words are similar and one word only is different, that single word makes a technical difference. Such a difference does not appear clearly in syntax-oriented metrics like BLEU score or CIDEr. In order to evaluate the caption from the soccer perspective, another evaluation criterion was proposed: words with no technical meanings are removed, and just the significant words are evaluated using the precision and recall of the stemmed significant words in the caption.

| Reference                                    | Hypothesis                                    | B@1 | Precision |
|----------------------------------------------|-----------------------------------------------|-----|-----------|
| That was unbelievable. [PLAYER] [TEAM] changes the scoreline after getting on the end of a brilliant pass and firing a precise shot that goes inside the right post | That was unbelievable. [PLAYER] [TEAM] changes the scoreline after getting on the end of a brilliant pass and firing a precise shot that goes inside the left post | 96% | -         |

- The diversity (corpus level): The diversity of generated captions is the ratio of the number of distinct generated captions $N_{hypo}$ to the number of distinct ground truth captions $N_{ref}$ as in Equation 2.

$$Diversity = \frac{N_{hypo}}{N_{ref}}$$

4. Experiments and results

The dataset was divided randomly into 85% training, 5% validation, and 10% testing. The size of the vocabulary was 1400 tokens after removing words that appeared less than 4 times. Captions were tokenized after converting uppercase letters to lowercase letters. Tokens included words and a set of selected punctuations [ ! . , ]. The list of SWs: [‘goal’, ‘post’, ‘pass’, ‘net’, ‘corner’, ‘goalkeeper’, ‘penalty’, ‘bar’, ‘kick’, ‘shot’, ‘cross’, ‘freekick’, ‘yellow’, ‘red’, ‘card’, ‘area’, ‘rebound’, ‘free’, ‘head’, ‘offside’, ‘throw-in’, ‘box’, ‘right’, ‘left’, ‘over’, ‘inside’, ‘bottom’, ‘back’, ‘up’, ‘side’, ‘top’, ( ‘loft’, ‘float’), ‘middle’, ‘outside’, ‘high’, ‘mid-range’, ‘roof’, ‘out’, ‘off’, ‘first’, ‘second’, ‘half’, ‘long’, ‘low’, ‘flag’, ‘linesman’, ‘short’, ‘defender’, ‘teammate’, ‘opponent’, (‘work’, ‘decides’), (‘replace’, ‘change’, ‘substitution’, ‘substitute’), (‘cut’, ‘intercept’), (‘foul’, ‘tackle’, ‘challenge’), (‘nothing’, ‘clear’, ‘save’, ‘fail’, ‘waste’, ‘block’ )]. The number of SWs is 55 after combining semantically equivalent words
The stopping criterion depends on the captioning metrics, not the loss. The model that yields the best evaluation metrics for the caption generation task is not necessarily that with the best loss. The loss used for word sequence models depends only on one token (the next token). On the other hand, the video captioning metrics evaluate the entire sentence (a generated sentence against a reference sentence).

For the purpose of using a single metric in the stopping criterion, the average of normalized BLEU-score, CIDEr, Precision and Recall was considered. In normalization, each evaluation metric was divided by a nominal value as in Equation 3. The nominal values were the values scored by a baseline model.

\[
\text{NormalizedScore} = \frac{1}{4} \left( \frac{B@4}{10} + \frac{\text{CIDEr}}{0.55} + \frac{\text{Precision}}{40} + \frac{\text{Recall}}{40} \right)
\]

The proposed model was compared against the following captioning models:

- baseline: A naive captioning model that generates a random caption given an action category (without visual features).
- k-NN: The nearest neighbor approach gives a video the same caption as its closest labeled video (k = 1). A feature representation model was trained using a triplet loss to estimate the distance between videos based on their captions similarity.
- Rsnt-L1: a deep captioning model trained on Resnet features using L1 loss only.

The detailed results are shown in Table 3, and the abbreviations are defined below.

| Syntax Semantics | B@4 | CIDEr | Precision | Recall | Normalized score |
|------------------|-----|-------|-----------|--------|------------------|
| Proposed         | 15.1| 0.95  | 49        | 46.6   | 1.41             |
| w/o L2           | 13.1| 0.84  | 50.6      | 51.7   | 1.35             |
| w/o L3           | 13.2| 0.9   | 49.2      | 46.4   | 1.34             |
| Rsnt-L1          | 11.8| 0.65  | 40.6      | 43.3   | 1.11             |
| k-NN             | 9.8 | 0.53  | 42.6      | 43.6   | 1.02             |
| baseline         | 9.8 | 0.54  | 39.8      | 40     | 1                |

The proposed approach yielded a normalized score of 1.41. The k-NN approach did not surpass the deep learning approach. Moreover, k-NN limits the assigned captions to the available captions (no new sentences). On the other hand, deep learning approaches can create new captions [30]. The semantics-related losses (L3 and L2) boosted the normalized score from 1.35 to 1.41 as shown in Table 3 and boosted the diversity of the generated captions from 0.07 to 0.18.

5. Conclusion

This work introduced three main contributions for soccer captioning using deep learning: a dataset, a model, and an evaluation criterion that covers three levels: syntax (the popular evaluation metrics such as BLEU-score and CIDEr), meaning (the quality of description for a domain-expert), and corpus (the diversity of generated captions). It also shows that the diversity of generated captions improved from 0.07 to 0.18 with semantics-related losses that
prioritize selected words. Semantics-related losses along with the utilization of multiple visual features improved the normalized captioning score by 27%.
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Figure 3: The proposed model

Figure 4: Three levels for evaluating soccer captions: Syntax (word level), Soccer-oriented semantics (meaning level), and diversity (corpus level)