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Abstract. We study the budget map and the indirect utility function of a parametric consumer problem in a Banach space setting by some advanced tools from set-valued and variational analysis. The Lipschitz-likeness and differentiability properties of the budget map, as well as formulas for finding subdifferentials of the infimal nuisance function, which is obtained from the indirect utility function by changing its sign, are established. Our investigation is mainly based on the paper by Mordukhovich [J. Global Optim. 28 (2004), 347–362] on coderivative analysis of variational systems and the paper of Mordukhovich, Nam, and Yen [Math. Program. 116 (2009), 369–396] on subgradients of marginal functions. Economic meanings of the obtained subdifferential estimates are explained in details.
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1 Introduction

Various stability properties and a result on solution sensitivity of a consumer problem were obtained in our recent paper [8]. Namely, focusing on some nice features of the budget map, we established the continuity and the locally Lipschitz continuity of the indirect utility function, as well as the Lipschitz-Hölder continuity of the demand map under a minimal set of assumptions. The recent work of Penot [19] was our starting point, while an implicit function theorem of Borwein [2] and a theorem of Yen [24] on solution sensitivity of parametric variational inequalities are the main tools in the proofs of [8]. Differentiability properties of the budget map and the infimal nuisance function, which is obtained from the indirect utility function by changing its sign, will be investigated in the present paper.

For classical problems in consumption economics, the interested reader is referred to Intriligator [9, p. 149] and Nicholson and Snyder [16, p. 132]. Qualitative properties of the problems of maximizing utility subject to consumer budget constraint have been studied by Takayama [23, pp. 241–242, 253–255], Penot [18, 19], Hadjisavvas and Penot [7], and many other authors.

Diewert [6], Crouzeix [4], Martínez-Legaz and Santos [11], and Penot [19] studied the duality between the utility function and the indirect utility function.

Relationships between the differentiability properties of the utility function and of the indirect utility function have been discussed by Crouzeix [4, Sections 2 and 6], who gave sufficient conditions for the indirect utility function in finite dimensions to be differentiable. He also established [5] some relationships between the second-order derivatives of the direct and indirect utility functions. Subdifferentials of the indirect utility function in infinite-dimensional consumer problems have been computed by
Penot [18].

This paper has similar aims as those of [18]. We will adopt the general infinite-dimensional setting of the consumer problem which was used in [18]. But our approach and results are quite different from the ones of Penot [18]. Namely, by an intensive use of some theorems from Mordukhovich [14], we will obtain sufficient conditions for the budget map to be Lipschitz-like at a given point in its graph under weak assumptions. Formulas for computing the Fréchet coderivative and the limiting coderivative of the budget map can be also obtained by the results of [14] and some advanced calculus rules from [12]. The results of Mordukhovich et al. [15] and the just mentioned coderivative formulas allow us to get new results on differential stability of the consumer problem where the price is subject to change. To be more precise, we establish formulas for computing or estimating the Fréchet, limiting, and singular subdifferentials of the infimal nuisance function.

Subdifferential estimates for the infimal nuisance function can lead to interesting economic interpretations. Namely, we will show that if the current price moves forward a direction then, under suitable conditions, the instant rate of the change of the maximal satisfaction of the consumer is bounded above and below by real numbers defined by subdifferentials of the infimal nuisance function.

The paper is organized as follows. Section 2 formulates the problem of maximizing utility subject to consumer budget constraint and recalls some tools from variational analysis that will be used in the sequel. The Lipchitz-likeness and differentiability properties of the budget map are studied in Section 3. Formulas for computing or estimating the Fréchet, limiting, and singular subdifferentials of the infimal nuisance function together with their economic interpretations are given in Section 4.

2 Preliminaries

This section presents some definitions and results that will be used in what follows. For a Banach space $X$, the open (resp., closed) unit ball in $X$ will be denoted by $B_X$ (resp., $\bar{B}_X$). The interior (resp., the closure) of subset $\Omega \subset X$ in the norm
topology is abbreviated to \( \text{int} \, \Omega \) (resp., \( \Omega \)). By \( \mathbb{R} \) we denote the extended real line, i.e., \( \mathbb{R} = \mathbb{R} \cup \{ -\infty, +\infty \} \).

### 2.1 Consumer problem

Let us recall the problem of maximizing utility subject to consumer budget constraint that has been considered in [19, 8]. The set of goods is modeled by a nonempty closed convex cone \( X_+ \) in a reflexive Banach space \( X \). The set of prices is the positive dual cone of \( X_+ \)

\[
Y_+ := \{ p \in X^* : \langle p, x \rangle \geq 0 \ \forall x \in X_+ \}.
\]

We may normalize the prices and assume that the income of the consumer is 1. Then, the budget map is the set-valued map \( B : Y_+ \rightrightarrows X_+ \) associating to each price \( p \in Y_+ \) the budget set

\[
B(p) := \{ x \in X_+ : p.x \leq 1 \}.
\]  
\[ \tag{2.1} \]

For convenience, we put \( B(p) = \emptyset \) for every \( p \in X^* \setminus Y_+ \). In this way, we have a set-valued map \( B \) defined on \( X^* \) with values in \( X \).

We assume that the preferences of the consumer are presented by a function \( u : X \to \mathbb{R} \), called the utility function. This means that \( u(x) \in \mathbb{R} \) for every \( x \in X_+ \), and a goods bundle \( x \in X_+ \) is preferred to another one \( x' \in X_+ \) if and only if \( u(x) > u(x') \). For a given price \( p \in Y_+ \), the problem is to maximize \( u(x) \) subject to the constraint \( x \in B(p) \). It is written formally as

\[
\max \{ u(x) : x \in B(p) \}. \]  
\[ \tag{2.2} \]

The optimal value function \( v : Y_+ \to \mathbb{R} \) of (2.2) is defined by setting

\[
v(p) = \sup \{ u(x) : x \in B(p) \} \quad (p \in Y_+). \]  
\[ \tag{2.3} \]

Since \( B(p) = \emptyset \) for all \( p \notin Y_+ \) and \( \sup \emptyset = -\infty \) by an usual convention, one has \( v(p) = -\infty \) for all \( p \notin Y_+ \). In mathematical economics, one often calls \( v \) the indirect utility function, or the inverse utility function of the consumer problem (2.2). The demand map of (2.2) is the set-valued map \( D : Y_+ \rightrightarrows X_+ \) defined by

\[
D(p) = \{ x \in B(p) : u(x) = v(p) \} \quad (p \in Y_+). \]  
\[ \tag{2.4} \]
It is of our convenience to put $D(p) = \emptyset$ for every $p \in X^* \setminus Y_+$. 

### 2.2 Tools from set-valued and variational analysis

In this subsection, it is assumed that $X,Y$ are Banach spaces. Let $F : X \rightrightarrows Y$ be a set-valued map. The set $\text{gph} F := \{(x,y) \in X \times Y : y \in F(x)\}$ is termed the graph of $F$. If $\text{gph} F$ is closed (resp., convex) in $X \times Y$, then $F$ is said to be closed (resp., convex). Here, the norm in the product space $X \times Y$ is given by $\| (x,y) \| = \| x \| + \| y \|$ with the first norm in the right-hand side denoting the norm in $X$ and the second one standing for the norm in $Y$.

One says that $F$ is Lipschitz-like, or $F$ has the Aubin property, at $(\bar{x}, \bar{y}) \in \text{gph} F$, if there exists a constant $l > 0$ along with neighborhoods $U$ of $\bar{x}$, $V$ of $\bar{y}$, such that

$$ F(x) \cap V \subset F(x') + l\| x - x' \| B_Y \quad \forall x, x' \in U. $$

This fundamental concept was suggested by Aubin [1].

If $F : X \rightrightarrows X^*$ be a set-valued map from a Banach space to its dual space, the notation

$$ \text{Lim sup}_{x \to \bar{x}} F(x) := \{ x^* \in X^* : \exists \text{ sequences } x_k \to \bar{x} \text{ and } x_k^* \xrightarrow{\text{w}^*} x^* \text{ with } x_k^* \in F(x_k) \text{ for all } k \in \mathbb{N} \}, $$

where $\mathbb{N} := \{1,2,\ldots\}$, signifies the sequential Painlevé-Kuratowski upper/outer limit with respect to the norm topology of $X$ and the weak* topology (that denoted by $\omega^*$) of $X^*$. For a function $\varphi : X \to \mathbb{R}$ and a set $\Omega \subset X$, the notations $x \xrightarrow{\omega^*} \bar{x}$ and $x \xrightarrow{\Omega} \bar{x}$, respectively, mean $x \to \bar{x}$ with $\varphi(x) \to \varphi(\bar{x})$ and $x \to \bar{x}$ with $x \in \Omega$.

We now recall several basic concepts of generalized differentiation. For more details, the reader is referred to [12, 13].

Let $\Omega$ be a subset of $X$. Given $x \in \Omega$ and $\varepsilon \geq 0$, define the set of $\varepsilon$-normals to $\Omega$ at $x$ by

$$ \hat{N}_\varepsilon(x; \Omega) := \left\{ x^* \in X^* : \limsup_{u \to x} \frac{\langle x^*, u - x \rangle}{\| u - x \|} \leq \varepsilon \right\}. $$

(2.5)
When $\varepsilon = 0$, elements of (2.5) are called \textit{Fréchet normals} and their collection, denoted by $\widehat{N}(x;\Omega)$, is the \textit{prenormal cone} or \textit{Fréchet normal cone} to $\Omega$ at $x$. If $x \notin \Omega$, we put $\widehat{N}_\varepsilon(x;\Omega) = \emptyset$ for all $\varepsilon \geq 0$. Consider a vector $\bar{x} \in \Omega$. One say that $x^* \in X^*$ is a \textit{limiting/ Mordukhovich normal} to $\Omega$ at $\bar{x}$ if there are sequences $\varepsilon_k \downarrow 0, x_k \xrightarrow{\Omega} \bar{x}$, and $x^*_k \xrightarrow{w^*} x^*$ such that $x^*_k \in \widehat{N}_{\varepsilon_k}(x_k;\Omega)$ for all $k \in \mathbb{N}$. The collection of such normals $N(\bar{x};\Omega) := \limsup_{x \to \bar{x}, \varepsilon \downarrow 0} \widehat{N}_{\varepsilon}(x;\Omega)$ is the \textit{limiting/ Mordukhovich normal cone} to $\Omega$ at $\bar{x}$. Put $N(\bar{x};\Omega) = \emptyset$ for $\bar{x} \notin \Omega$.

Let $F : X \rightrightarrows Y$ be a set-valued map. Given $(\bar{x}, \bar{y}) \in X \times Y$ and $\varepsilon \geq 0$, the \textit{$\varepsilon$-coderivative} of $F$ at $(\bar{x}, \bar{y})$ is the set-valued map $\widehat{D}_{\varepsilon}^* F(\bar{x}, \bar{y}) : Y^* \rightrightarrows X^*$ with the values

$$\widehat{D}_{\varepsilon}^* F(\bar{x}, \bar{y})(y^*) := \left\{ x^* \in X^* : (x^*, -y^*) \in \widehat{N}_{\varepsilon}((\bar{x}, \bar{y}); \text{gph} F) \right\}. \quad (2.6)$$

When $\varepsilon = 0$ in (2.6), this construction is called the \textit{precoderivative} or \textit{Fréchet coderivative} of $F$ at $(\bar{x}, \bar{y})$ and is denoted by $\widehat{D}^* F(\bar{x}, \bar{y})$. The \textit{limiting/ Mordukhovich coderivative} of $F$ at $(\bar{x}, \bar{y})$ is a set-valued map $D^* F(\bar{x}, \bar{y}) : Y^* \rightrightarrows X^*$ defined by

$$D^* F(\bar{x}, \bar{y})(y^*) = \left\{ x^* \in X^* : (x^*, -y^*) \in N((\bar{x}, \bar{y}); \text{gph} F) \right\}. \quad (2.7)$$

It follows from the definition that $\widehat{D}_{\varepsilon}^* F(x, y)(y^*) = D^* F(\bar{x}, \bar{y})(y^*) = \emptyset$ for all $\varepsilon \geq 0$ and $y^* \in Y^*$ if $(x, y) \notin \text{gph} F$. We shall omit $\bar{y}$ in the coderivative notation if $F(\bar{x}) = \{y\}$. It follows from above definitions that

$$\widehat{D}^* F(\bar{x}, \bar{y})(y^*) \subset D^* F(\bar{x}, \bar{y})(y^*) \quad (2.7)$$

for any $y^* \in Y^*$. There are examples showing that inclusions in (2.7) is strict (see [12, p. 43]). When (2.7) holds as equality, $F$ is said to be \textit{graphically regular} at $(\bar{x}, \bar{y})$. As shown in the following propositions, the class of graphically regular mappings includes convex set-valued maps and strictly differentiable functions. The reader is referred to [12, Def. 1.13] for the definition of strictly differentiable function.

\textbf{Proposition 2.1.} (See [12, Prop. 1.37]) \textit{Let $F : X \rightrightarrows Y$ be a convex set-valued map. Then $F$ is graphically regular at $(\bar{x}, \bar{y}) \in \text{gph} F$ and one has the codervative...}
representations

\[
\hat{D}^* F(\bar{x}, \bar{y})(y^*) = D^* F(\bar{x}, \bar{y})(y^*)
= \left\{ x^* \in X^* : \langle x^*, \bar{x} \rangle - \langle y^*, \bar{y} \rangle = \max_{(x,y) \in \text{gph} F} [\langle x^*, x \rangle - \langle y^*, y \rangle] \right\}.
\]

**Proposition 2.2.** (See [12, Prop. 1.38]) Let \( f : X \to Y \) be Fréchet differentiable at \( \bar{x} \). Then

\[
\hat{D}^* f(\bar{x})(y^*) = \{ \nabla f(\bar{x})^* y^* \} \quad (\forall y^* \in Y^*),
\]

where \( \nabla f(\bar{x})^* : Y^* \to X^* \) denotes the adjoint operator of the Fréchet derivative \( \nabla f(\bar{x}) : X \to Y \). If, moreover, \( f \) is strictly differentiable at \( \bar{x} \), then

\[
D^* f(\bar{x})(y^*) = \hat{D}^* f(\bar{x})(y^*) = \{ \nabla f(\bar{x})^* y^* \} \quad (\forall y^* \in Y^*),
\]

and thus \( f \) is graphically regular at \( \bar{x} \).

A set \( \Omega \subset X \) is said to be **sequentially normally compact (SNC)** at \( \bar{x} \in \Omega \) if for any sequence \( (\varepsilon_k, x_k, x_k^*) \in [0, \infty) \times \Omega \times X^* \) satisfying

\[
\varepsilon_k \downarrow 0, \quad x_k \to \bar{x}, \quad x_k^* \in \hat{N}_{\varepsilon_k}(x_k; \Omega), \quad \text{and} \quad x_k^* \omega^* \to 0
\]

one has \( \|x_k^*\| \to 0 \) as \( k \to \infty \). A map \( F : X \rightrightarrows Y \) is **sequentially normally compact (SNC)** at \( (\bar{x}, \bar{y}) \in \text{gph} F \) if its graph is SNC at \( (\bar{x}, \bar{y}) \). Let \( \Omega_1 \subset X_1, \ \Omega_2 \subset X_2 \) be subsets of Banach spaces and \( (x_1, x_2) \in \Omega_1 \times \Omega_2 \). It follows from definition of SNC of sets and properties of the normal cone to a Cartesian product (see [12, Proposition 1.2]) that \( \Omega_1 \times \Omega_2 \) is SNC at \( (x_1, x_2) \) if \( \Omega_1 \) is SNC at \( x_1 \) and \( \Omega_2 \) is SNC at \( x_2 \).

One says that \( \Omega \subset X \) is **locally closed** around \( \bar{x} \in \Omega \) if there is a neighborhood \( U \) of \( \bar{x} \) for which \( \Omega \cap U \) is closed. If the set \( \text{gph} F \) of some set-valued map \( F \) is locally closed around \( (\bar{x}, \bar{y}) \in \text{gph} F \), then \( F \) is said to be **locally closed** around \( (\bar{x}, \bar{y}) \). Clearly, if \( \text{gph} F \) is a closed set, then \( F \) is locally closed around any point belonging to its graph.

For an extended real-valued function \( \varphi : X \to \overline{\mathbb{R}} \), one defines the **epigraph** and **hypograph** of \( \varphi \) by \( \text{epi} \varphi = \{(x, \mu) \in X \times \mathbb{R} : \mu \geq \varphi(x)\} \) and

\[
\text{hypo} \varphi = \{(x, \mu) \in X \times \mathbb{R} : \mu \leq \varphi(x)\}.
\]
The Fréchet subdifferential, limiting/Mordukhovich subdifferential, and the singular subdifferential of $\varphi$ at $\bar{x} \in X$ with $|\varphi(\bar{x})| < \infty$ are defined, respectively, by

$$\hat{\partial}\varphi(\bar{x}) := \left\{ x^* \in X : (x^*, -1) \in \hat{N}((\bar{x}, \varphi(\bar{x})); \text{epi } \varphi) \right\},$$

$$\partial\varphi(\bar{x}) := \left\{ x^* \in X : (x^*, -1) \in N((\bar{x}, \varphi(\bar{x})); \text{epi } \varphi) \right\},$$

and

$$\partial^\infty\varphi(\bar{x}) := \left\{ x^* \in X : (x^*, 0) \in N((\bar{x}, \varphi(\bar{x})); \text{epi } \varphi) \right\}.$$  

If $|\varphi(x)| = \infty$, then one puts $\hat{\partial}\varphi(\bar{x}) = \partial\varphi(\bar{x}) = \partial^\infty\varphi(\bar{x}) = \emptyset$. It follows from above definitions that for all $\bar{x} \in X$, one has $\hat{\partial}\varphi(\bar{x}) \subset \partial\varphi(\bar{x})$. When this holds as equality, one says that $\varphi$ is lower regular at $\bar{x}$. The Fréchet upper subdifferential, limiting/Mordukhovich upper subdifferential, and singular upper subdifferential of $\varphi$ at $\bar{x}$ are respectively defined by

$$\hat{\partial}^+\varphi(\bar{x}) := -\hat{\partial}(-\varphi)(\bar{x}), \quad \partial^+\varphi(\bar{x}) := -\partial(-\varphi)(\bar{x}),$$

and

$$\partial^\infty,+\varphi(\bar{x}) := -\partial^\infty(-\varphi)(\bar{x}).$$

When $\varphi(\bar{x})$ is finite, it follows from definition of the singular subdifferential and the singular upper subdifferential that $\partial^\infty\varphi(\bar{x})$ and $\partial^\infty,+\varphi(\bar{x})$ always contain zero, while (see [12, Corollary 1.81]) $\partial^\infty\varphi(\bar{x}) = \{0\}$ (and therefore, $\partial^\infty,+\varphi(\bar{x}) = \{0\}$) if $\varphi$ is locally Lipschitz around $\bar{x}$, i.e., there is a neighborhood $U$ of $\bar{x}$ and a constant $\ell \geq 0$ such that

$$|\varphi(x) - \varphi(x')| \leq \ell\|x - x'\| \quad (x, x' \in U).$$

### 3 The Lipschitz-likeness and differentiability properties of the budget map

We will represent the budget map $B(\cdot) : Y_+ \rightrightarrows X_+$ as a restriction of the solution map $\tilde{B}(\cdot)$ of a parametric generalized equation. Then, we estimate the coderivatives of $\tilde{B}(\cdot)$ and obtain a sufficient condition for its Lipschitz-like property. Finally, by
the close relationship between the multifunctions $B(\cdot)$ and $\tilde{B}(\cdot)$, we obtain a sufficient condition for the Lipschitz-likeness of the map at point $(\tilde{p}, \tilde{x})$ in its graph, where $\tilde{p}$ may not belong to the interior of the cone of prices $Y_+$ as well as formula for coderivatives of the budget map $B(\cdot)$.

We will need two theorems from [14] on parametric generalized equations, which are recalled now. Let $X, Y, Z$ be Banach spaces. Consider a parametric generalized equation

$$0 \in f(x, y) + Q(x, y)$$

with the decision variable $y$ and the parameter $x$, where $f : X \times Y \to Z$ is a single-valued map while $Q : X \times Y \rightrightarrows Z$ is a set-valued map. The solution map to (3.8) is the set-valued map given by

$$S(x) := \{y \in Y : 0 \in f(x, y) + Q(x, y)\} \quad (x \in X).$$

The limiting coderivative of the solution map (3.9) can be estimated or computed in term of the initial data of (3.8) by using the following result.

**Theorem 3.1.** (See [14, Theorem 4.1]). Suppose that $X, Y, Z$ are Asplund spaces, $(\bar{x}, \bar{y})$ satisfy (3.8), $f$ is continuous around $(\bar{x}, \bar{y})$, and $Q$ is locally closed around $(\bar{x}, \bar{y}, \bar{z})$ with $\bar{z} := -f(\bar{x}, \bar{y})$. If $Q$ is SNC at $(\bar{x}, \bar{y}, \bar{z})$, and

$$[(x^*, y^*) \in D^*f(\bar{x}, \bar{y})(z^*) \cap (-D^*Q(\bar{x}, \bar{y}, \bar{z}))(z^*))] \implies (x^*, y^*, z^*) = (0, 0, 0), \quad (3.10)$$

then the inclusion

$$D^*S(\bar{x}, \bar{y})(y^*) \subset \{x^* \in X^* : \exists z^* \in Z^* \text{ with}$$

$$(x^*, -y^*) \in D^*f(\bar{x}, \bar{y})(z^*) + D^*Q(\bar{x}, \bar{y}, \bar{z})(z^*)\}$$

holds for every $y^* \in Y^*$. If, in addition, $f$ is strictly differentiable at $(\bar{x}, \bar{y})$ and $Q$ is graphically regular at $(\bar{x}, \bar{y}, \bar{z})$, then $S$ is graphically regular at $(\bar{x}, \bar{y})$ and (3.11) holds as equality.

The next theorem states a necessary and sufficient condition for Lipschitz-like property of the solution map (3.9).
Theorem 3.2. (See [14, Theorem 4.2]) Let \( X, Y, Z \) be Asplund spaces and let \((\bar{x}, \bar{y})\) satisfy (3.8). Suppose that \( f \) is strictly differentiable at \((\bar{x}, \bar{y})\) and that \( Q \) is locally closed around \((\bar{x}, \bar{y}, \bar{z})\) with \( \bar{z} := -f(\bar{x}, \bar{y}) \), graphically regular and SNC at this point. If

\[
[(0, 0) \in \nabla f(\bar{x}, \bar{y})^*z^* + D^*Q(\bar{x}, \bar{y}, \bar{z})(z^*)] \implies z^* = 0, \tag{3.12}
\]

then \( S \) is Lipschitz-like at \((\bar{x}, \bar{y})\) if and only if

\[
[(x^*, 0) \in \nabla f(\bar{x}, \bar{y})^*z^* + D^*Q(\bar{x}, \bar{y}, \bar{z})(z^*)] \implies [x^* = 0, z^* = 0]. \tag{3.13}
\]

Now, in order to study the budget map in (2.1), we define a single-valued map \( f : X^* \times X \to \mathbb{R} \times X \) and a constant set-valued map \( Q : X^* \times X \rightrightarrows \mathbb{R} \times X \) by setting

\[
f(x^*, x) = (\langle x^*, x \rangle - 1, -x), \quad Q(x^*, x) = \mathbb{R}_+ \times X_+ \tag{3.14}
\]

for all \((x^*, x) \in X^* \times X\), where \( \mathbb{R}_+ := \{ t \in \mathbb{R} : t \geq 0 \} \). Since

\[
B(p) = \{ x \in X : 0 \in f(p, x) + Q(p, x) \} \quad (\forall p \in Y_+),
\]

the budget map \( B : Y_+ \rightrightarrows X_+ \) is the restriction on \( Y_+ \) of the solution map \( \tilde{B} : X^* \rightrightarrows X, \)

\[
\tilde{B}(x^*) = \{ x \in X : 0 \in f(x^*, x) + Q(x^*, x) \} \quad (\forall x^* \in X^*), \tag{3.15}
\]

of the parametric generalized equation \( 0 \in f(x^*, x) + Q(x^*, x) \), where \( x^* \in X^* \) is a parameter.

Lemma 3.1. The single-valued map \( f \) is strictly differentiable on \( X^* \times X \). In addition, for any \((\bar{x}^*, \bar{x}) \in X^* \times X\), the coderivative \( D^*f(\bar{x}^*, \bar{x}) : \mathbb{R} \times X^* \rightarrow (X^* \times X)^* \) is the adjoint operator of \( \nabla f(\bar{x}^*, \bar{x}) \) mapping each \((\lambda, y^*) \in \mathbb{R} \times X^* \) to an element of \((X^* \times X)^* \) which is determined by

\[
\langle D^*f(\bar{x}^*, \bar{x})(\lambda, y^*), (u^*, u) \rangle = \langle \nabla f(\bar{x}^*, \bar{x})^*(\lambda, y^*), (u^*, u) \rangle = \lambda \langle \bar{x}^*, u \rangle + \lambda \langle u^*, \bar{x} \rangle - \langle y^*, u \rangle \tag{3.16}
\]

for all \((u^*, u) \in X^* \times X\). Moreover, if \( \bar{x} \) is a nonzero vector, then the linear operator \( D^*f(\bar{x}^*, \bar{x}) \) is injective.
\textbf{Proof.} Fix any \((\bar{x}^*, \bar{x}) \in X^* \times X\). Consider the operator \(T(\bar{x}^*, \bar{x}) : X^* \times X \to \mathbb{R} \times X\) defined by

\begin{equation}
T(\bar{x}^*, \bar{x})(u^*, u) = (\langle \bar{x}^*, u \rangle + \langle u^*, \bar{x} \rangle, -u) \quad ((u^*, u) \in X^* \times X). \tag{3.17}
\end{equation}

Clearly, \(T(\bar{x}^*, \bar{x})\) is a linear operator. Putting \(\gamma = \max\{\|\bar{x}^*\| + 1, \|\bar{x}\|\}\), for every \((u^*, u) \in X^* \times X\), we have

\begin{align*}
\|T(\bar{x}^*, \bar{x})(u^*, u)\| &= |\langle \bar{x}^*, u \rangle + \langle u^*, \bar{x} \rangle| + \|u\| \\
&\leq (\|\bar{x}^*\| + 1)\|u\| + \|u^*\|\|\bar{x}\| \\
&\leq \gamma(\|u^*\| + \|u\|) = \gamma\|(u^*, u)\|.
\end{align*}

Thus, \(T(\bar{x}^*, \bar{x})\) is a bounded linear operator. Moreover,

\begin{equation}
\lim_{(u^*, u) \to (\bar{x}^*, \bar{x})} \frac{f(u^*, u) - f(\bar{x}^*, \bar{x}) - T(\bar{x}^*, \bar{x})(u^* - \bar{x}^*, \bar{x} - \bar{x})}{\|u^* - \bar{x}^*, u - \bar{x}\|} = \lim_{(u^*, u) \to (\bar{x}^*, \bar{x})} \left( \frac{\langle u^* - \bar{x}^*, u - \bar{x} \rangle}{\|u^* - \bar{x}^*, u - \bar{x}\|} \right).
\end{equation}

Since

\begin{equation}
\frac{\|u^* - \bar{x}^*\|\|u - \bar{x}\|}{\|u^* - \bar{x}^*, u - \bar{x}\|} \leq \frac{\|u^* - \bar{x}^*\|\|u - \bar{x}\|}{\|u^* - \bar{x}^*\| + \|u - \bar{x}\|} \leq \frac{\|u^* - \bar{x}^*\|\|u - \bar{x}\|}{\|u^* - \bar{x}^*\|} = \|u - \bar{x}\|
\end{equation}

and \(\|u - \bar{x}\|\) converges to 0 when \(u\) tends to \(\bar{x}\), this implies that \(f\) is Fréchet differentiable at \((\bar{x}^*, \bar{x})\), and we have \(\nabla f(\bar{x}^*, \bar{x}) = T(\bar{x}^*, \bar{x})\). From (3.17) it follows that the operator \((\bar{x}^*, \bar{x}) \mapsto T(\bar{x}^*, \bar{x})\) from \(X^* \times X\) to the space of bounded linear operators \(L(X^* \times X, \mathbb{R} \times X)\) is continuous on \(X^* \times X\). Hence, \(f\) is strictly differentiable at \((\bar{x}^*, \bar{x})\). Therefore, for each \((\lambda, y^*) \in \mathbb{R} \times X^*\), by Proposition 2.2 we have

\begin{equation}
\hat{D} f(\bar{x}^*, \bar{x})(\lambda, y^*) = D^* f(\bar{x}^*, \bar{x})(\lambda, y^*) = \{\nabla f(\bar{x}^*, \bar{x})^*(\lambda, y^*)\},
\end{equation}

where \(\nabla f(\bar{x}^*, \bar{x})^*\) denotes the adjoint operator of \(\nabla f(\bar{x}^*, \bar{x})\). In addition, by (3.17) and the equality \(\nabla f(\bar{x}^*, \bar{x}) = T(\bar{x}^*, \bar{x})\) one has

\begin{align*}
\langle \nabla f(\bar{x}^*, \bar{x})^*(\lambda, y^*), (u^*, u) \rangle &= \langle (\lambda, y^*), \nabla f(\bar{x}^*, \bar{x})(u^*, u) \rangle \\
&= \langle (\lambda, y^*), (\langle \bar{x}^*, u \rangle + \langle u^*, \bar{x} \rangle, -u) \rangle \\
&= \lambda \langle \bar{x}^*, u \rangle + \lambda \langle u^*, \bar{x} \rangle - \langle y^*, u \rangle
\end{align*}
for every \((u^*, u) \in X^* \times X\). This establishes formula \((3.16)\).

If \(\bar{x} \neq 0\), then \(\nabla f(\bar{x}^*, \bar{x}) : X^* \times X \to \mathbb{R} \times X\) is surjective. Indeed, let us show that for any \((\mu, v) \in \mathbb{R} \times X\) there exits \((u^*, u) \in X^* \times X\) with \(\nabla f(\bar{x}^*, \bar{x})(u^*, u) = (\mu, v)\). Since \(\bar{x} \neq 0\), by the Hahn-Banach Theorem we can find \(u_1^* \in X^*\) such that \((u_1^*, \bar{x}) = 1\). Setting \(u^* = (\mu + (\bar{x}^*, v))u_1^*\) and \(u = -v\), we have

\[
\begin{align*}
    u &= -v, \quad \langle u^*, \bar{x} \rangle = \mu + \langle \bar{x}^*, v \rangle \\
    \iff [-u &= v, \quad \langle \bar{x}^*, u \rangle + \langle u^*, \bar{x} \rangle = \mu] \\
    \iff (\langle \bar{x}^*, u \rangle + \langle u^*, \bar{x} \rangle, -u) &= (\mu, v) \\
    \iff T(\bar{x}^*, \bar{x})(u^*, u) &= (\mu, v).
\end{align*}
\]

Hence, \(\nabla f(\bar{x}^*, \bar{x})(u^*, u) = (\mu, v)\). Now, since \(D^* f(\bar{x}^*, \bar{x}) = \nabla f(\bar{x}^*, \bar{x})^*\) and \(\nabla f(\bar{x}^*, \bar{x})\) is surjective, we obtain the desired injectivity of \(D^* f(\bar{x}^*, \bar{x})\) from \([22, \text{Theorem 4.15}]\) and complete the proof. \(\square\)

**Lemma 3.2.** The map \(Q : X^* \times X \to \mathbb{R} \times X\) given in \((3.14)\) is locally closed around and graphically regular at every point of \(\text{gph} \ Q = X^* \times X \times \mathbb{R}_+ \times X_+\). For any \((\bar{x}^*, \bar{x}, \bar{\mu}, \bar{y}) \in \text{gph} \ Q\), we have

\[
\tilde{D}^* Q(\bar{x}^*, \bar{x}, \bar{\mu}, \bar{y})(\lambda, y^*) = D^* Q(\bar{x}^*, \bar{x}, \bar{\mu}, \bar{y})(\lambda, y^*)
\]

\[
= \begin{cases} 
  \{(0,0)\} & \text{if } -\lambda \in N(\bar{\mu}; \mathbb{R}_+) \text{ and } -y^* \in N(\bar{y}; X_+) \\
  \emptyset & \text{otherwise}
\end{cases}
\]

\[(3.18)\]

with \((\lambda, y^*) \in \mathbb{R} \times X^*\). Moreover, \(Q\) is SNC at \((\bar{x}^*, \bar{x}, \bar{\mu}, \bar{y}) \in \text{gph} \ Q\) whenever \(X_+\) is SNC at \(\bar{y}\). Especially, if \(\text{int} \ X_+ \neq \emptyset\), then \(Q\) is SNC at every point of its graph.

**Proof.** Since \(X_+\) is closed and convex, \(\text{gph} \ Q = X^* \times X \times \mathbb{R}_+ \times X_+\) is a closed and convex subset of \(X^* \times X \times \mathbb{R} \times X\). Take any \((\bar{x}^*, \bar{x}, \bar{\mu}, \bar{y}) \in \text{gph} \ Q\). The closeness of \(\text{gph} \ Q\) implies that \(Q\) is locally closed around \((\bar{x}^*, \bar{x}, \bar{\mu}, \bar{y})\), while the the convexity of \(\text{gph} \ Q\) and Proposition \([2.1]\) yields that \(Q\) is graphically regular at this point, and

\[
\tilde{D}^* Q(\bar{x}^*, \bar{x}, \bar{\mu}, \bar{y}) = D^* Q(\bar{x}^*, \bar{x}, \bar{\mu}, \bar{y}).
\]
Take any \((\lambda, y^*) \in \mathbb{R} \times X^*\). By the definition of limiting coderivative and properties of the normal cone to a Cartesian product (see [12, Proposition 1.2]), we have

\[
D^* Q(\bar{x}^*, \bar{x}, \bar{\mu}, \bar{y}^*)(\lambda, y^*) = \begin{cases} 
\{ (x, x^*) : (x, x^*, -\lambda, -y^*) \in N((\bar{x}^*, \bar{x}, \bar{\mu}, \bar{y}^*) ; \text{gph } Q) \} 
\end{cases}
\]

\[
= \begin{cases} 
\{ (0, 0) \} \text{ if } -\lambda \in N(\bar{\mu}; \mathbb{R}_+) \text{ and } -y^* \in N(\bar{y}; X_+) 
\emptyset \text{ otherwise. } 
\end{cases}
\]

Thus, formula (3.18) is valid.

Next, suppose that \((\bar{x}^*, \bar{x}, \bar{\mu}, \bar{y}) \in \text{gph } Q\). By [12, Prop. 1.25 and Theorem 1.26], any convex set with nonempty interior is SNC at every point belonging to it. Hence, \(X^*, X, \mathbb{R}_+\) are SNC at \(\bar{x}^*, \bar{x}, \bar{\mu}\), respectively. If, in addition, \(X_+\) is SNC at \(\bar{y}\) (which is automatically satisfied if \(\text{int } X_+ \neq \emptyset\)), then \(\text{gph } Q = X^* \times X \times \mathbb{R}_+ \times X_+\) is SNC at \((\bar{x}^*, \bar{x}, \bar{\mu}, \bar{y})\). So, \(Q\) is SNC at \((\bar{x}^*, \bar{x}, \bar{\mu}, \bar{y})\) whenever \(X_+\) is SNC at \(\bar{y}\).

The proof is complete. \(\square\)

**Lemma 3.3.** Let \(\bar{x}^* \in X^*, \bar{x} \in \tilde{B}(\bar{x}^*)\), where \(\tilde{B}\) is the map in (3.15), be such that \(\bar{x} \neq 0\) and \(X_+\) is SNC at \(\bar{x}\). Then \(\tilde{B} : X^* \rightrightarrows X\) is graphically regular at \((\bar{x}^*, \bar{x})\).

Moreover, for every \(x^* \in X^*\),

\[
\hat{D}^* \tilde{B}(\bar{x}^*, \bar{x})(x^*) = D^* \tilde{B}(\bar{x}^*, \bar{x})(x^*)
\]

\[
= \begin{cases} 
\{ \lambda \bar{x} : \lambda \geq 0, x^* + \lambda \bar{x}^* \in -N(\bar{x}; X_+) \} \text{ if } \langle \bar{x}^*, \bar{x} \rangle = 1 
\{ 0 \} \text{ if } \langle \bar{x}^*, \bar{x} \rangle < 1, x^* \in -N(\bar{x}; X_+) 
\emptyset \text{ if } \langle \bar{x}^*, \bar{x} \rangle < 1, x^* / \in -N(\bar{x}; X_+). 
\end{cases}
\]

(3.19)

**Proof.** Suppose that \(\bar{x}^* \in X^*, \bar{x} \in \tilde{B}(\bar{x}^*) \setminus \{0\}\), and \(X_+\) is SNC at \(\bar{x}\). Since \(X\) is reflexive, so are \(X^*, X^* \times X,\) and \(\mathbb{R} \times X\). Hence, these spaces are Asplund and \((X^*)^* = X, (X^* \times X)^* = X \times X^*, \mathbb{R} \times X)^* = \mathbb{R} \times X^*.\) The proof is divided into two
steps. In the first step, we will apply Theorem 3.1 to show that, for every $x^* \in X^*$,
\[
D^* \tilde{B}(\bar{x}^*, \bar{x})(x^*) = \{ x \in X : \exists \lambda \in -N(1 - \langle \bar{x}^*, \bar{x} \rangle; \mathbb{R}_+), \exists y^* \in -N(\bar{x}; X_+) \text{ such that } (x, -x^*) = \nabla f(\bar{x}^*, \bar{x})(\lambda, y^*) \}.
\] (3.20)

In the second step, we will prove that the set $A(x^*)$ in the right-hand side of (3.20) can be computed by the formula
\[
A(x^*) = \begin{cases} 
\{ \lambda \bar{x} : \lambda \geq 0, x^* + \lambda \bar{x}^* \in -N(\bar{x}; X_+) \} & \text{if } \langle \bar{x}^*, \bar{x} \rangle = 1 \\
\{ 0 \} & \text{if } \langle \bar{x}^*, \bar{x} \rangle < 1, x^* \in -N(\bar{x}; X_+) \\
\emptyset & \text{if } \langle \bar{x}^*, \bar{x} \rangle < 1, x^* \notin -N(\bar{x}; X_+). 
\end{cases}
\] (3.21)

**Step 1.** From Lemma 3.1, $f$ is strictly differentiable at $(\bar{x}^*, \bar{x})$ and its coderivative is given by (3.16). Besides, since $\bar{x} \in \tilde{B}(\bar{x}^*)$, $\bar{x} \in X_+$ and $1 - \langle \bar{x}^*, \bar{x} \rangle \in \mathbb{R}_+$. Thus, $(\bar{x}^*, \bar{x}, 1 - \langle \bar{x}^*, \bar{x} \rangle, \bar{x}) \in \text{gph} \ Q$. Lemma 3.2 implies that $Q$ is locally closed around $(\bar{x}^*, \bar{x}, 1 - \langle \bar{x}^*, \bar{x} \rangle, \bar{x})$, graphically regular and SNC at this point if $X_+$ is SNC at $\bar{x}$. So, if condition (3.10) is satisfied, then $\tilde{B}$ is graphically regular at $(\bar{x}^*, \bar{x})$ and we can estimate the coderivatives of $\tilde{B}$ at $(\bar{x}^*, \bar{x})$ by formula (3.11) when it holds as equality. To check (3.10), we fix any $(x, x^*, \lambda, y^*) \in X \times X^* \times \mathbb{R} \times X^*$ satisfying the inclusion
\[
(x, x^*) \in D^* f(\bar{x}^*, \bar{x})(\lambda, y^*) \bigcap \left( -D^* Q(\bar{x}^*, \bar{x}, 1 - \langle \bar{x}^*, \bar{x} \rangle, \bar{x})(\lambda, y^*) \right).
\] (3.22)

By Lemma 3.2 one has $D^* Q(\bar{x}^*, \bar{x}, 1 - \langle \bar{x}^*, \bar{x} \rangle, \bar{x})(\lambda, y^*) \subset \{(0, 0)\} \subset X \times X^*$. Combining this with (3.22) and noting that $D^* f(\bar{x}^*, \bar{x})(\lambda, y^*)$ is a singleton, we obtain $(x, x^*) = (0, 0)$ and $D^* f(\bar{x}^*, \bar{x})(\lambda, y^*) = (0, 0)$. In addition, since $\bar{x} \neq 0$, $D^* f(\bar{x}^*, \bar{x})$ is injective by Lemma 3.1. So we have $(\lambda, y^*) = (0, 0) \in \mathbb{R} \times X^*$. Therefore, if $(x, x^*, \lambda, y^*) \in X \times X^* \times \mathbb{R} \times X^*$ satisfies (3.22), then $(x, x^*, \mu, y^*) = (0, 0, 0, 0)$. Thus, condition (3.10) is fulfilled.

By the second assertion of Theorem 3.1 the set-valued map $\tilde{B} : X^* \rightrightarrows X$ is graphically regular at $(\bar{x}^*, \bar{x})$, and the coderivative $D^* \tilde{B}(\bar{x}^*, \bar{x}) : X^* \rightrightarrows X$ maps each $x^* \in X^*$ to the set
\[
D^* \tilde{B}(\bar{x}^*, \bar{x})(x^*) = \{ x \in X : \exists (\lambda, y^*) \in \mathbb{R} \times X^* \text{ such that } (x, -x^*) \in D^* f(\bar{x}^*, \bar{x})(\lambda, y^*) + D^* Q(\bar{x}^*, \bar{x}, 1 - \langle \bar{x}^*, \bar{x} \rangle, \bar{x})(\lambda, y^*) \}.
\]
In addition, by (3.18),

\[
D^*Q(\bar{x}, \bar{x}, 1 - \langle \bar{x}^*, \bar{x} \rangle, \bar{x})(\lambda, y^*)
= \begin{cases}
(0, 0) & \text{if } -\lambda \in N(1 - \langle \bar{x}^*, \bar{x} \rangle; \mathbb{R}_+) \text{ and } -y^* \in N(\bar{x}; X_+) \\
\emptyset & \text{otherwise.}
\end{cases}
\]

Hence, we obtain formula (3.20).

**Step 2.** For any \(x^* \in X^*, \ x \in X, \ \lambda \in \mathbb{R}, \ y^* \in X^*,\) the equality

\[
(x, -x^*) = \nabla f(\bar{x}^*, \bar{x})^*(\lambda, y^*)
\]  

(3.23)

holds if and only if

\[
\langle (x, -x^*), (u^*, u) \rangle = \langle \nabla f(\bar{x}^*, \bar{x})^*(\lambda, y^*), (u^*, u) \rangle \quad (\forall u^* \in X^*, \forall u \in X).
\]

So, by (3.16), (3.23) means that

\[
\langle (x - \lambda \bar{x}, y^* - x^* - \lambda \bar{x}^*), (u^*, u) \rangle = 0 \quad (\forall u^* \in X^*, \forall u \in X).
\]

Clearly, the latter is equivalent to the following system

\[
x = \lambda \bar{x}, \quad y^* = x^* + \lambda \bar{x}^*.
\]  

(3.24)

Now, fix an \(x^* \in X^*.\) If \(\langle \bar{x}^*, \bar{x} \rangle < 1,\) then \(-N(1 - \langle \bar{x}^*, \bar{x} \rangle; \mathbb{R}_+) = \{0\}.\) Hence, \(x \in A(x^*)\) if and only if (3.23) holds for \(\lambda = 0\) and for some \(y^* \in -N(\bar{x}; X_+).\) From this property and (3.24) it follows that \(A(x^*) = \{0\}\) when \(x^* \in -N(\bar{x}; X_+)\) and \(A(x^*) = \emptyset\) when \(x^* \notin -N(\bar{x}; X_+).\) If \(\langle \bar{x}^*, \bar{x} \rangle = 1,\) then \(-N(1 - \langle \bar{x}^*, \bar{x} \rangle; \mathbb{R}_+) = \mathbb{R}_+.\) Therefore, \(x \in A(x^*)\) if and only if (3.23) holds for some \(\lambda \geq 0\) and \(y^* \in -N(\bar{x}; X_+).\)

So, \(x \in A(x^*)\) if and only if \(x\) fulfills (3.24) with \(\lambda \in \mathbb{R}_+\) satisfying the condition \(x^* + \lambda \bar{x}^* \in -N(\bar{x}; X_+).\) Formula (3.21) has been obtained.

The proof is complete. \(\square\)

In our preceding paper [8], a Hölder-Lipschitz property of the demand map \(D(\cdot)\) was obtained by using the Lipschitz-like property of the budget map \(B(\cdot)\) at point \((\bar{p}, \bar{x}) \in \text{gph} B\) with \(\bar{p}\) being an interior point of the cone of prices \(Y_+.\) Now, we will
show that if $\bar{x} \neq 0$ and $X_+$ is SNC at $\bar{x}$, then we can get the Lipschitz-like property of $B(\cdot)$ without imposing the condition $\bar{p} \in \text{int} \ Y_+$. Hence, Theorem 4.4 in [8] can be extended to the case where $\bar{p}$ may belong to the boundary of $Y_+$.

**Theorem 3.3.** Assume that $\bar{x}^* \in X^*$, $\bar{x} \in \tilde{B}(\bar{x}^*) \setminus \{0\}$, and $X_+$ is SNC at $\bar{x}$. Then, the solution map $\tilde{B}(\cdot)$ is Lipschitz-like at $(\bar{x}^*, \bar{x}) \in \text{gph} \ \tilde{B}$. Consequently, if $\bar{p} \in Y_+$, $\bar{x} \in B(\bar{p}) \setminus \{0\}$, and $X_+$ is SNC at $\bar{x}$, then the budget map $B(\cdot)$ is Lipschitz-like at $(\bar{p}, \bar{x})$ in the sense that there exist a neighborhood $U$ of $\bar{p}$, a neighborhood $V$ of $\bar{x}$, and a constant $\ell > 0$ satisfying

$$B(p) \cap V \subset B(p') + \ell \|p - p'\|B_X \quad \forall p, p' \in U \cap Y_+. \quad (3.25)$$

**Proof.** Suppose that $\bar{x}^* \in X^*$, $\bar{x} \in \tilde{B}(\bar{x}^*) \setminus \{0\}$, and $X_+$ is SNC at $\bar{x}$. We apply Theorem 3.2 with $f, Q$ being given by (3.14), $(\bar{x}^*, \bar{x})$ and $\tilde{B}(\cdot)$ playing the roles of $(\bar{x}, \bar{y})$ and $S(\cdot)$, respectively. Thus, we are dealing with the generalized equation $0 \in f(x^*, x) + Q(x^*, x)$ appeared in (3.15).

Since $X$ is reflexive, so are $X^*$ and $\mathbb{R} \times X$. Hence, $X^*$, $X$, and $\mathbb{R} \times X$ are Asplund spaces. Besides, it follows from Lemma 3.1 that $f$ is strictly differentiable at $(\bar{x}^*, \bar{x})$. Moreover, as $\bar{x} \in \tilde{B}(\bar{x}^*)$, one has $\bar{x} \in X_+$ and $1 - \langle \bar{x}^*, \bar{x} \rangle \in \mathbb{R}_+$. Thus, for $\bar{z} := (1 - \langle \bar{x}^*, \bar{x} \rangle, \bar{x})$, one has $(\bar{x}^*, \bar{x}, \bar{z}) \in \text{gph} \ Q = X^* \times X \times \mathbb{R}_+ \times X_+$. Since $X_+$ is SNC at $\bar{x}$, Lemma 3.2 assures that $Q$ is locally closed around $(\bar{x}^*, \bar{x}, \bar{z})$, graphically regular and SNC at this point. Therefore, it remains to check (3.12) and (3.13).

Condition (3.12) requires

$$[(0, 0) \in \nabla f(\bar{x}^*, \bar{x})^*(\lambda, y^*) + D^*Q(\bar{x}^*, \bar{x}, \bar{z})(\lambda, y^*)] \implies (\lambda, y^*) = (0, 0).$$

Fix any $(\lambda, y^*) \in \mathbb{R} \times X^*$ with the property

$$(0, 0) \in \nabla f(\bar{x}^*, \bar{x})^*(\lambda, y^*) + D^*Q(\bar{x}^*, \bar{x}, \bar{z})(\lambda, y^*). \quad (3.26)$$

By (3.18), the inclusion $D^*Q(\bar{x}^*, \bar{x}, \bar{z})(\lambda, y^*) \subset \{(0, 0)\}$ is valid. Hence, (3.26) implies that $\nabla f(\bar{x}^*, \bar{x})^*(\lambda, y^*) = (0, 0)$. On one hand, combining this with (3.16), we get $D^*f(\bar{x}^*, \bar{x})(\lambda, y^*) = \nabla f(\bar{x}^*, \bar{x})^*(\lambda, y^*) = (0, 0)$. On the other hand, since $\bar{x} \neq 0$,
$D^*f(\bar{x}^*, x)$ is injective by Lemma 3.1. It follows that $(\lambda, y^*) = (0, 0)$. Thus, condition (3.12) is satisfied.

Condition (3.13) is the following

\[ [(x, 0) \in \nabla f(\bar{x}^*, x)^*(\lambda, y^*) + D^*Q(\bar{x}^*, x, \bar{\varepsilon})(\lambda, y^*)] \Rightarrow (x, \lambda, y^*) = (0, 0, 0). \]

Let $(x, \lambda, y^*) \times \mathbb{R} \times X^*$ be such that

\[(x, 0) \in \nabla f(\bar{x}^*, x)^*(\lambda, y^*) + D^*Q(\bar{x}^*, x, \bar{\varepsilon})(\lambda, y^*).\]

In combination with (3.18), this yields $\lambda \in -N(1 - \langle \bar{x}^*, \bar{x} \rangle; \mathbb{R}_+)$, $y^* \in -N(\bar{x}; X_+)$, and $(x, 0) = \nabla f(\bar{x}^*, x)^*(\lambda, y^*)$. Hence, using formula (3.20) for $x^* = 0$, we obtain $x \in D^*\tilde{B}(\bar{x}^*, x)(0)$. Let us show that

\[ D^*\tilde{B}(\bar{x}^*, x)(0) = \{0\}. \] (3.27)

Since $X_+$ is a convex cone, $N(\bar{x}; X_+)$ is the normal cone in the sense of convex analysis. Clearly, $0 \in -N(\bar{x}; X_+)$. As $\bar{x} \in \tilde{B}(\bar{x}^*)$, one has $\langle \bar{x}^*, \bar{x} \rangle \leq 1$. In case $\langle \bar{x}^*, \bar{x} \rangle < 1$, by formula (3.19), one gets (3.27). In case $\langle \bar{x}^*, \bar{x} \rangle = 1$, (3.19) implies

\[ D^*\tilde{B}(\bar{x}^*, x)(0) = \{t\bar{x} : t \geq 0, t\bar{x}^* \in -N(\bar{x}; X_+)\}. \] (3.28)

By (3.28), if $D^*\tilde{B}(\bar{x}^*, \bar{x})(0)$ contains a nonzero vector, then the latter must have the form $t\bar{x}$ with $t > 0$ and $-t\bar{x}^* \in N(\bar{x}; X_+)$. For $\bar{x} := 0 \in X_+$, we have

\[ \langle -t\bar{x}^*, \bar{x} - \bar{x} \rangle = t(\bar{x}^*, \bar{x}) - t > 0, \]

which contradicts the inclusion $-t\bar{x}^* \in N(\bar{x}; X_+)$. So, (3.27) is valid. Since $x$ belongs to $D^*\tilde{B}(\bar{x}^*, x)(0)$, from (3.27) one has $x = 0$. So, as $\nabla f(\bar{x}^*, \bar{x})^*(\lambda, y^*) = (x, 0)$, we get $\nabla f(\bar{x}^*, \bar{x})^*(\lambda, y^*) = (0, 0)$. Hence, by (3.10),

\[ D^*f(\bar{x}^*, \bar{x})(\lambda, y^*) = \nabla f(\bar{x}^*, \bar{x})^*(\lambda, y^*) = (0, 0). \]

Since $D^*f(\bar{x}^*, \bar{x})$ is injective by Lemma 3.1, this yields $(\lambda, y^*) = (0, 0)$. We have shown that $(x, \lambda, y^*) = (0, 0, 0)$; thus (3.13) is fulfilled.

The above analysis allows us to invoke Theorem 3.2 to assert that $\tilde{B} : X^* \Rightarrow X$ is Lipschitz-like at $(\bar{x}^*, \bar{x})$. Now, take any $\bar{p} \in Y_+$ and $\bar{x} \in B(\bar{p}) \setminus \{0\}$. Since $\bar{x} \in B(\bar{p}) = \ldots$
\( \tilde{B}(\tilde{p}) \), one has \( \tilde{x} \in \tilde{B}(\tilde{p}) \). Thus, if \( X_+ \) is SNC at \( \tilde{x} \), then \( \tilde{B} \) is Lipschitz-like at \((\tilde{p}, \tilde{x})\). Hence, there exist a neighborhood \( U \) of \( \tilde{p} \), a neighborhood \( V \) of \( \tilde{x} \), and a constant \( \ell > 0 \) satisfying

\[
\tilde{B}(p) \cap V \subset \tilde{B}(p') + \ell\|p - p'\|B \quad \forall p, p' \in U.
\]  

(3.29)

Remembering that \( \tilde{B}(p) = B(p) \) for all \( p \in U \cap Y_+ \), we obtain (3.25) from (3.29) and complete the proof.

Under some mild conditions, we can have exact formulas for both Fréchet and limiting coderivatives of the budget map.

**Theorem 3.4.** Suppose that \( \tilde{p} \in \text{int} Y_+, \ \tilde{x} \in B(\tilde{p}) \setminus \{0\} \), and \( X_+ \) is SNC at \( \tilde{x} \). Then the budget map \( B : Y_+ \rightrightarrows X_+ \) is graphically regular at \((\tilde{p}, \tilde{x})\). Moreover, for every \( x^* \in X^* \), one has

\[
\hat{D}^* B(\tilde{p}, \tilde{x})(x^*) = D^* B(\tilde{p}, \tilde{x})(x^*)
\]

\[
\begin{cases}
\{\lambda \tilde{x} : \lambda \geq 0, \ x^* + \lambda \tilde{p} \in -N(\tilde{x}; X_+)\} & \text{if } \langle \tilde{p}, \tilde{x} \rangle = 1 \\
\{0\} & \text{if } \langle \tilde{p}, \tilde{x} \rangle < 1, x^* \in -N(\tilde{x}; X_+) \\
\emptyset & \text{if } \langle \tilde{p}, \tilde{x} \rangle < 1, x^* \notin -N(\tilde{x}; X_+).
\end{cases}
\]  

(3.30)

**Proof.** Since \( \tilde{p} \in \text{int} Y_+ \), there exists an open set \( U \) in the norm topology of \( X^* \) such that \( \tilde{p} \in U \subset Y_+ \). Then \( B(p) = \tilde{B}(p) \) for all \( p \in U \). It follows that

\[
(gph B) \cap (U \times X) = (gph \tilde{B}) \cap (U \times X).
\]  

(3.31)

By the definitions of Fréchet and limiting normal cones, the cones \( \hat{N}((\tilde{p}, \tilde{x}); gph B) \) and \( N((\tilde{p}, \tilde{x}); gph B) \) (resp., \( \hat{N}((\tilde{p}, \tilde{x}); gph \tilde{B}) \) and \( N((\tilde{p}, \tilde{x}); gph \tilde{B}) \)) are defined just by vectors of \( gph B \) (resp., of \( gph \tilde{B} \)) in a neighborhood \( W \) of \((\tilde{p}, \tilde{x})\). Choosing \( W = U \times X \), from (3.31) we can deduce that \( \hat{N}((\tilde{p}, \tilde{x}); gph B) = \hat{N}((\tilde{p}, \tilde{x}); gph \tilde{B}) \) and \( N((\tilde{p}, \tilde{x}); gph B) = N((\tilde{p}, \tilde{x}); gph \tilde{B}) \). Consequently, for any \( x^* \in X^* \),

\[
\hat{D}^* B(\tilde{p}, \tilde{x})(x^*) = \tilde{D}^* \tilde{B}(\tilde{p}, \tilde{x})(x^*)
\]

and

\[
D^* B(\tilde{p}, \tilde{x})(x^*) = D^* \tilde{B}(\tilde{p}, \tilde{x})(x^*).
\]
Hence, letting $\bar{p}$ play the role of $\bar{x}^*$ in (3.19), we obtain formula (3.30) from the latter.

The proof is complete. $\square$

If $\langle \bar{p}, \bar{x} \rangle = 1$ then, for any $x^* \in X^*$, using (3.30) one can compute the coderivative values $\hat{D}^*B(\bar{p}, \bar{x})(x^*)$ and $D^*B(\bar{p}, \bar{x})(x^*)$ via the set \{ $\lambda \geq 0 : x^* + \lambda \bar{p} \in -N(\bar{x}; X_+)$ \} of real numbers. The forthcoming lemma, which will be used intensively in Section 4, describes explicitly the latter set in a situation where $\bar{x} \in D(\bar{p})$ and $x^* = -\nabla u(\bar{x})$.

**Lemma 3.4.** Suppose that $\langle \bar{p}, \bar{x} \rangle \in \text{gph} \ D$ and $u$ is Fréchet differentiable at $\bar{x}$. Then

$$\{ \lambda \geq 0 : \lambda \bar{p} \in \nabla u(\bar{x}) - N(\bar{x}; X_+) \} = \{ \langle \nabla u(\bar{x}), \bar{x} \rangle \}$$

when $\langle \bar{p}, \bar{x} \rangle = 1$, and $\nabla u(\bar{x}) \in N(\bar{x}; X_+)$ when $\langle \bar{p}, \bar{x} \rangle < 1$.

**Proof.** Let $\bar{p}, \bar{x}, u$ satisfy our assumptions.

Suppose that $\langle \bar{p}, \bar{x} \rangle = 1$. We first establish the inclusion “$\subset$” in (3.32), and then show that the set on the left-hand side, which will be denoted by $\Lambda$, is nonempty.

Given any $\lambda \in \Lambda$, we have $\lambda \bar{p} = \nabla u(\bar{x}) - z^*$ for some $z^* \in N(\bar{x}, X_+)$. Combining the last equality with the condition $\langle \bar{p}, \bar{x} \rangle = 1$ gives $\lambda = \langle \nabla u(\bar{x}), \bar{x} \rangle - \langle z^*, \bar{x} \rangle$. In addition, since $z^* \in N(\bar{x}, X_+)$ and $X_+$ is convex, $\langle z^*, x - \bar{x} \rangle \leq 0$ for all $x \in X_+$. Besides, as $X_+$ is a nonempty closed cone, $x_1 := 0$ and $x_2 := 2\bar{x}$ belong to $X_+$. Therefore, $-\langle x^*, \bar{x} \rangle = \langle z^*, x_1 - \bar{x} \rangle \leq 0$ and $\langle z^*, \bar{x} \rangle = \langle z^*, x_2 - \bar{x} \rangle \leq 0$. Hence, we must have $\langle z^*, \bar{x} \rangle = 0$. Thus, $\lambda = \langle \nabla u(\bar{x}), \bar{x} \rangle$ and we obtain the inclusion “$\subset$” in (3.32).

Next, fix an arbitrary $x \in B(\bar{p})$. As $B(\bar{p})$ is convex, $x_t := tx + (1 - t)\bar{x}$ belongs to $B(\bar{p})$ for all $t \in (0, 1)$. Since $\bar{x} \in D(\bar{p})$, $u(\bar{x}) \geq u(x_t)$ for all $t \in (0, 1)$. Thus, $[u(\bar{x} + t(x - \bar{x})) - u(\bar{x})]/t \leq 0$ for all $t \in (0, 1)$. Letting $t \to 0^+$ and using the Fréchet differentiability of $u$ at $\bar{x}$, we obtain $\langle \nabla u(\bar{x}), x - \bar{x} \rangle \leq 0$. Since the latter holds for any $x \in B(\bar{p})$, by the convexity of $B(\bar{p})$ we have $\nabla u(\bar{x}) \in N(\bar{x}, B(\bar{p}))$. Now, as $B(\bar{p}) = X_+ \cap \Omega$ with $\Omega := \{ x \in X : \langle \bar{p}, x \rangle \leq 1 \}$ and $0 \in X_+ \cap \text{int} \ \Omega$, applying the fundamental intersection rule of convex analysis [10] Proposition 1, p. 205, we have

$$N(\bar{x}, B(\bar{p})) = N(\bar{x}, X_+) + N(\bar{x}, \Omega).$$

(3.33)
Clearly, $N(\bar{x}, \Omega) = \mathbb{R}_+ \bar{p}$ when $\langle \bar{p}, \bar{x} \rangle = 1$. So, the inclusion $\nabla u(\bar{x}) \in N(\bar{x}, B(\bar{p}))$ and (3.33) imply the existence of $\lambda \geq 0$ satisfying $\nabla u(\bar{x}) \in N(\bar{x}, X_+) + \lambda \bar{p}$. This shows that $\Lambda \neq \emptyset$.

If $\langle \bar{p}, \bar{x} \rangle < 1$, then $N(\bar{x}, \Omega) = \{0\}$. Thus, the inclusion $\nabla u(\bar{x}) \in N(\bar{x}, B(\bar{p}))$ and (3.33) yield $\nabla u(\bar{x}) \in N(\bar{x}; X_+)$.

The proof is complete. □

4 Subgradients of the function $-v$

Following [15], we consider the parametric optimization problem

$$\min \{ \varphi(x, y) : y \in G(x) \},$$

(4.34)

where $\varphi : X \times Y \to \mathbb{R}$ is a cost function, $G : X \rightrightarrows Y$ is a constraint set-valued map between Banach spaces. The marginal function $\mu(\cdot) : X \to \mathbb{R}$ and the solution map $M(\cdot) : X \rightrightarrows Y$ of this problem are defined, respectively, by

$$\mu(x) := \inf \{ \varphi(x, y) : y \in G(x) \},$$

and

$$M(x) := \{ y \in G(x) : \mu(x) = \varphi(x, y) \}.$$

4.1 Fréchet subgradients

The following theorem gives an upper estimate for the Fréchet subdifferential of the general marginal function $\mu(\cdot)$ at a given point $\bar{x}$ via the Fréchet coderivative of the constraint mapping $G$ and the Fréchet upper subdifferential of the value function $\varphi$.

**Theorem 4.1.** (See [15, Theorem 1]) Let $\bar{x}$ be such that $M(\bar{x}) \neq \emptyset$ and $|\mu(\bar{x})| \neq \infty$, and let $\bar{y} \in M(\bar{x})$ be such that $\hat{\partial}^* \varphi(\bar{x}, \bar{y}) \neq \emptyset$. Then

$$\hat{\partial} \mu(\bar{x}) \subset \bigcap_{(x^*, y^*) \in \hat{\partial}^* \varphi(\bar{x}, \bar{y})} \left[ x^* + \hat{D}^* G(\bar{x}, \bar{y})(y^*) \right].$$

(4.35)
To recall the sufficient conditions of [15] for the inclusion in (4.35) to hold as equality, we need the following definitions. Let $X, Y$ be Banach spaces, $D \subset X$. A map $h : D \to Y$ is said to be locally upper Lipschitzian at $\bar{x} \in D$ if there are a neighborhood $U$ of $\bar{x}$ and a constant $\ell > 0$ such that
\[
\|h(x) - h(\bar{x})\| \leq \ell \|x - \bar{x}\| \text{ whenever } x \in D \cap U.
\]
We say that a set-valued map $F : D \Rightarrow Y$ admits a local upper Lipschitzian selection at $(\bar{x}, \bar{y}) \in \text{gph} F$ if there is a map $h : D \to Y$, such that $h$ is locally upper Lipschitzian at $\bar{x}$, $h(\bar{x}) = \bar{y}$, and $h(x) \in F(x)$ for all $x \in D$ in a neighborhood of $\bar{x}$.

**Theorem 4.2.** (See [15, Theorem 2]) In addition to the assumptions of Theorem 4.1, suppose that $\varphi$ is Fréchet differentiable at $(\bar{x}, \bar{y})$, and the map $M : \text{dom} G \Rightarrow Y$ admits a local upper Lipschitzian selection at $(\bar{x}, \bar{y})$. Then
\[
\hat{\partial} \mu(\bar{x}) = x^* + \hat{D}^* G(\bar{x}, \bar{y})(y^*), \quad \text{where } (x^*, y^*) := \nabla \varphi(\bar{x}, \bar{y}).
\]
Fréchet subgradients of the function $-v$ can be computed by next theorem.

**Theorem 4.3.** Let $\bar{p} \in \text{int} Y_+$ and $\bar{x} \in D(\bar{p}) \setminus \{0\}$ be such that $D(\bar{p}) \neq \emptyset$, $X_+$ is SNC at $\bar{x}$, and $\hat{\partial} u(\bar{x}) \neq \emptyset$. The following assertions hold:

(i) If $\langle \bar{p}, \bar{x} \rangle = 1$, then
\[
\hat{\partial}(-v)(\bar{p}) \subset \bigcap_{x^* \in -\hat{\partial} u(\bar{x})} \{\lambda \bar{x} : \lambda \geq 0, x^* + \lambda \bar{p} \in -N(\bar{x}, X_+)\}; \quad (4.36)
\]

(ii) If $\langle \bar{p}, \bar{x} \rangle < 1$, then
\[
\hat{\partial}(-v)(\bar{p}) \subset \{0\}; \quad (4.37)
\]

(iii) If $\langle \bar{p}, \bar{x} \rangle < 1$ and $\hat{\partial} u(\bar{x}) \setminus N(\bar{x}, X_+) \neq \emptyset$, then
\[
\hat{\partial}(-v)(\bar{p}) = \emptyset; \quad (4.38)
\]

(iv) If $u$ is Fréchet differentiable at $\bar{x}$, and the map $D : \text{dom} B \Rightarrow X_+$ admits a local upper Lipschitzian selection at $(\bar{p}, \bar{x})$, then
\[
\hat{\partial}(-v)(\bar{p}) = \begin{cases} 
\{\langle \nabla u(\bar{x}), \bar{x} \rangle \bar{x} \} & \text{if } \langle \bar{p}, \bar{x} \rangle = 1 \\
\{0\} & \text{if } \langle \bar{p}, \bar{x} \rangle < 1.
\end{cases} \quad (4.39)
\]
Proof. To transform the consumer problem in (2.2) to the minimization problem (4.34), we let $X^*$ (resp., $X$) play the role of $X$ (resp., $Y$). Put $\varphi(x^*, x) = -u(x)$ for $(x^*, x) \in X^* \times X$. Besides, let $G(x^*) = \{x \in X_+: \langle x^*, x \rangle \leq 1\}$ for $x^* \in Y_+$, $G(x^*) = \emptyset$ otherwise. From (2.1), (2.3), (2.4), and the conventions made, one deduces that $G(x^*) = B(x^*)$, $\mu(x^*) = -v(x^*)$, and $M(x^*) = D(x^*)$ for all $x^* \in X^*$.

Let $\bar{p} \in \text{int} Y_+$ and $\bar{x} \in D(\bar{p}) \setminus \{0\}$ satisfy the assumptions of the theorem. Using the definitions of Fréchet subdifferential and Fréchet upperdifferential, one can show that

$$\partial^+ \varphi(x^*, x) = \{0\} \times (-\partial u(x)) \quad ((x^*, x) \in X^* \times X).$$

Hence, the assumption $\partial u(\bar{x}) \neq \emptyset$ implies $\partial^+ \varphi(\bar{p}, \bar{x}) \neq \emptyset$. Applying Theorem 4.1 for $\mu(\cdot) = (-v)(\cdot)$, $M(\cdot) = D(\cdot)$, and $(\bar{x}, \bar{y}) := (\bar{p}, \bar{x})$, we have

$$\partial (-v)(\bar{p}) \subset \bigcap_{x^* \in \partial^+ \varphi(\bar{p}, \bar{x})} [x + \tilde{D}^* B(\bar{p}, \bar{x})(x^*)] = \bigcap_{x^* \in -\partial u(\bar{x})} \tilde{D}^* B(\bar{p}, \bar{x})(x^*). \quad (4.40)$$

(i) If $\langle \bar{p}, \bar{x} \rangle = 1$, then (4.40) and (3.30) imply (4.36).

(ii) If $\langle \bar{p}, \bar{x} \rangle < 1$, then by (3.30) one has $\tilde{D}^* B(\bar{p}, \bar{x})(x^*) \subset \{0\}$ for every $x^* \in X^*$.

It follows that

$$\bigcap_{x^* \in -\partial u(\bar{x})} \tilde{D}^* B(\bar{p}, \bar{x})(x^*) \subset \{0\}.$$

Hence, (4.40) yields (4.37).

(iii) If $\langle \bar{p}, \bar{x} \rangle < 1$ and $\partial u(\bar{x}) \setminus N(\bar{x}, X_+) \neq \emptyset$, then there exist $\bar{x}^* \in -\partial u(\bar{x})$ such that $\bar{x}^* \notin -N(\bar{x}, X_+)$. By (4.40) and (3.30), we have

$$\partial (-v)(\bar{p}) \subset \bigcap_{x^* \in \partial u(\bar{x})} \tilde{D}^* B(\bar{p}, \bar{x})(x^*) \subset \tilde{D}^* B(\bar{p}, \bar{x})(\bar{x}^*) = \emptyset.$$

Hence, (4.38) is valid.

(iv) Now, suppose that $u$ is Fréchet differentiable at $\bar{x}$, and $D : \text{dom} B \Rightarrow X_+$ admits a local upper Lipschitzian selection at $(\bar{p}, \bar{x})$. Since $u$ is Fréchet differentiable at $\bar{x}$, $\nabla \varphi(\bar{p}, \bar{x}) = (0, -\nabla u(\bar{x}))$. By Theorem 4.2 one gets

$$\partial (-v)(\bar{p}) = \tilde{D}^* B(\bar{p}, \bar{x})(-\nabla u(\bar{x})). \quad (4.41)$$

Since $\tilde{D}^* B(\bar{p}, \bar{x})(-\nabla u(\bar{x}))$ can be computed by (3.30) with $x^* := -\nabla u(\bar{x})$ and by Lemma 3.4, formula (4.39) follows from (4.41). \qed
The upper estimates for the subdifferential \( \tilde{\partial}(-v)(\bar{p}) \) provided by Theorem 4.3 are sharp. Moreover, under some mild conditions, the set on the right-hand side of (4.36) is a singleton. In addition, if the indirect utility function \( v \) is Fréchet differentiable at \( \bar{p} \), then its derivative at \( \bar{p} \) can be easily computed by using (4.36) and (4.37). The following statement justifies our observations.

**Corollary 4.1.** Let \( \bar{p} \in \text{int} \ Y_+ \) and \( \bar{x} \in D(\bar{p}) \setminus \{0\} \) be such that \( X_+ \) is SNC at \( \bar{x} \), and \( u \) is Fréchet differentiable at \( \bar{x} \). Then

\[
\tilde{\partial}(-v)(\bar{p}) \subset \begin{cases} 
\{\langle \nabla u(\bar{x}), \bar{x} \rangle \bar{x} \} & \text{if } \langle \bar{p}, \bar{x} \rangle = 1 \\
\{0\} & \text{if } \langle \bar{p}, \bar{x} \rangle < 1.
\end{cases}
\] (4.42)

Consequently, if the indirect utility function \( v \) is Fréchet differentiable at \( \bar{p} \), then

\[
\nabla v(\bar{p}) = \begin{cases} 
-\langle \nabla u(\bar{x}), \bar{x} \rangle \bar{x} & \text{if } \langle \bar{p}, \bar{x} \rangle = 1 \\
0 & \text{if } \langle \bar{p}, \bar{x} \rangle < 1.
\end{cases}
\] (4.43)

**Proof.** Let \( \bar{p}, \bar{x} \), and \( u \) satisfy our assumptions. Then one has \( \tilde{\partial}u(\bar{x}) = \{\nabla u(\bar{x})\} \). Hence, (4.42) follows from Theorem 4.3 and Lemma 3.4.

If \( v \) is Fréchet differentiable at \( \bar{p} \), then \( \tilde{\partial}v(\bar{p}) = -\tilde{\partial}(-v)(\bar{p}) = \{\nabla v(\bar{p})\} \) by [12, Proposition 1.87]. So, (4.43) follows from (4.42).

The proof is complete.

To obtain another corollary from Theorem 4.3, we now recall a well-known concept in mathematical economics. One says (see, e.g., [19, p. 1076]) that the consumer problem (2.2) satisfies the non satiety condition (NSC) if

\[
[(x, p) \in X_+ \times Y_+, \langle p, x \rangle < 1] \implies \exists x' \in X_+, u(x') > u(x).
\]

As it has been noted in [19], NSC is equivalent to the following condition:

\[
[(x, p) \in X_+ \times Y_+, \langle p, x \rangle < 1] \implies u(x) < v(p).
\]

Moreover, one can easily prove next lemma, which characterizes NSC via the demand map.
**Lemma 4.1.** (See [19, Lemma 4.2]) The NSC is satisfied if and only if for all \( p \in Y_+ \), one has \( D(p) \subset \{ x \in X : \langle p, x \rangle = 1 \} \).

Consumer problems with the Cobb-Douglas utility functions satisfy the non satiety condition.

**Example 4.1.** Suppose that there are \( n \) types of available goods. The quantities of goods purchased by the consumer form the good bundle \( x = (x_1, \ldots, x_n) \), where \( x_i \) is the purchased quantity of the \( i \)-th good, \( i = 1, \ldots, n \). Assume that each good is perfectly divisible so that any nonnegative quantity can be purchased. Good bundles are vectors in the commodity space \( X := \mathbb{R}^n \). The set of all possible good bundles

\[
X_+ := \{ x = (x_1, \ldots, x_n) \in \mathbb{R}^n : x_1 \geq 0, \ldots, x_n \geq 0 \}
\]

is the nonnegative orthant of \( \mathbb{R}^n \). The set of prices is

\[
Y_+ = \{ p = (p_1, \ldots, p_n) \in \mathbb{R}^n : p_1 \geq 0, \ldots, p_n \geq 0 \}.
\]

For every \( p = (p_1, \ldots, p_n) \in Y_+ \), \( p_i \) is the price of the \( i \)-th good, \( i = 1, \ldots, n \). Given some numbers \( A > 0, \alpha_1, \alpha_2, \ldots, \alpha_n \in (0, 1) \), consider the utility function \( u : X \to \mathbb{R}_+ \) defined by \( u(x) = Ax_1^{\alpha_1} x_2^{\alpha_2} \cdots x_n^{\alpha_n} \) for any \( x \in \text{int} X_+ \). (Recall [25, p. 96] that \( 0^a = 0 \) for any \( a > 0 \).) Clearly, \( u \) is strictly increasing in each variable on \( \text{int} X_+ \). Take \( p = (p_1, \ldots, p_n) \in Y_+ \) and \( x = (x_1, \ldots, x_n) \in X_+ \) satisfying \( \langle p, x \rangle < 1 \). If \( x \notin \text{int} X_+ \), then we choose \( x' = (x'_1, x'_2, \ldots, x'_n) \) such that \( x'_i \in (0, 1) \) and \( \sum_1^n p_i x'_i \leq 1 \). Then \( \langle p, x' \rangle \leq 1 \) and \( x' \in \text{int} X_+ \), and therefore \( u(x') > 0 = u(x) \). Consider the case where \( x \in \text{int} X_+ \). If \( p = 0 \), then by choosing \( x' = (x'_1, x_2, \ldots, x_n) \) with \( x'_1 > x_1 \), one gets \( \langle p, x' \rangle < 1 \) and \( x' \in \text{int} X_+ \). Hence, \( u(x') > u(x) \) as \( u \) is strictly increasing on \( \text{int} \mathbb{R}_+ \) w.r.t. the first variable. If \( p \neq 0 \), then there exists \( i_0 \) such that \( p_{i_0} > 0 \). We choose \( x' = (x'_1, x'_2, \ldots, x'_n) \) with \( x'_{i_0} = (1 - \sum_{i \neq i_0} p_i x_i)/p_{i_0} \) and \( x'_i = x_i \) for all \( i \neq i_0 \). It follows that \( \langle p, x' \rangle = 1, x' \in \text{int} X_+ \), and \( x'_{i_0} > x_{i_0} \). As \( u \) is strictly increasing on \( \text{int} \mathbb{R}_+ \) w.r.t. the \( i_0 \)-th variable, one gets \( u(x') > u(x) \). We have shown that, for any pair \( (p, x) \in Y_+ \times X_+ \) with \( \langle p, x \rangle < 1 \), there exists \( x' \in X_+ \) such that \( \langle p, x' \rangle \leq 1 \) and \( u(x') > u(x) \). Thus, the NSC is satisfied.
In next corollary, it is not assumed a priori that the demand set $D(\bar{p})$ is nonempty.

**Corollary 4.2.** Suppose that $X_+$ has nonempty interior and the NSC is satisfied. If $u(\cdot)$ is concave and upper semicontinuous on $X_+$, and Fréchet differentiable on $D(\bar{p})$ then, for any $\bar{p} \in \text{int} Y_+$, one has

$$\widehat{\partial}(-v)(\bar{p}) \subseteq \{ \langle \nabla u(\bar{x}), \bar{x} \rangle : \bar{x} \in D(\bar{p}) \}.$$  \hspace{1cm} (4.44)

**Proof.** Let $\bar{p} \in \text{int} Y_+$. Since $u(\cdot)$ is concave and upper semicontinuous on $X_+$, it is weakly upper semicontinuous on $X_+$. Hence, by [19, Proposition 4.1] we have $D(\bar{p}) \neq \emptyset$. Take any $\bar{x} \in D(\bar{p})$. Since $X_+$ is a convex set with nonempty interior, it is SNC at $\bar{x}$. Besides, as the NSC is satisfied, Lemma 4.1 implies $\langle \bar{p}, \bar{x} \rangle = 1$. Due to this and the Fréchet differentiability of $u(\cdot)$ on $D(\bar{p})$, formula (4.36) and Lemma 3.4 give $\widehat{\partial}(-v)(\bar{p}) \subseteq \{ \langle \nabla u(\bar{x}), \bar{x} \rangle : \bar{x} \in D(\bar{p}) \}$. Since $\bar{x} \in D(\bar{p})$ is arbitrarily chosen, from the last inclusion we obtain (4.44). \hfill \Box

**4.2 Economic meaning of an exact formula for $\widehat{\partial}(-v)(\bar{p})$**

Suppose that $\bar{p} \in \text{int} Y_+$ and $\xi \in \widehat{\partial}(-v)(\bar{p})$. By [12, Theorem 1.88], there exists a function $s : X^* \to \mathbb{R}$ that is finite around $\bar{p}$, Fréchet differentiable at $\bar{p}$, such that

$$s(\bar{p}) = -v(\bar{p}), \quad \nabla s(\bar{p}) = \xi, \quad \text{and} \quad s(x^*) \leq -v(x^*) \quad \text{for all} \quad x^* \in X^*. \hspace{1cm} (4.45)$$

Fix a vector $q \in X^*$. If $t > 0$ is small enough, then the Fréchet differentiability of $s$ at $\bar{p}$ implies

$$s(\bar{p} + tq) = s(\bar{p}) + t \langle \nabla s(\bar{p}), q \rangle + o(t)$$

with $\lim_{t \to 0^+} \frac{o(t)}{t} = 0$. Combining this with (4.45) gives

$$-\langle \xi, q \rangle \geq \frac{v(\bar{p} + tq) - v(\bar{p})}{t} + \frac{o(t)}{t},$$

for $t > 0$ small enough. Hence, we get

$$-\langle \xi, q \rangle \geq \limsup_{t \to 0^+} \frac{v(\bar{p} + tq) - v(\bar{p})}{t} =: d^+ v(\bar{p}, q),$$

where $d^+ v(\bar{p}, q)$ is the difference of $v(\cdot)$ at $\bar{p}$ in the direction $q$. This provides an economic interpretation of the formula (4.44).
where $d^+v(\bar{p}; q)$ stands for the upper Dini directional derivative of $v$ at $\bar{p}$ in direction $q$. Thus, if $\hat{\partial}(-v)(\bar{p})$ is nonempty, then

$$d^+v(\bar{p}; q) \leq \inf_{\xi \in \hat{\partial}(-v)(\bar{p})} [-\langle \xi, q \rangle]. \quad (4.46)$$

If a formula for exact computation of $\hat{\partial}(-v)(\bar{p})$ is available, then (4.46) provides us with a sharp upper estimate for the value $d^+v(\bar{p}; q)$.

Since $\frac{v(\bar{p} + tq) - v(\bar{p})}{t}$ is the average rate of the change of the maximal satisfaction, represented by the indirect utility function $v$, of the consumer when the price moves slightly forward direction $q$ from the current price $\bar{p}$, the upper Dini directional derivative $d^+v(\bar{p}; q)$ can be interpreted as an upper bound for the instant rate of the change of the maximal satisfaction of the consumer. Therefore, the estimate given by (4.46) reads as follows: If the current price is $\bar{p}$ and the price moves forward a direction $q \in X^*$, then the instant rate of the change of the maximal satisfaction of the consumer is bounded above by the real number $\inf_{\xi \in \hat{\partial}(-v)(\bar{p})} [-\langle \xi, q \rangle]$.

If $\hat{\partial}(-v)(\bar{p}) = \emptyset$, then the estimate in (4.46) is trivial because $\inf\emptyset = +\infty$. If $u$ is weakly upper semicontinuous and strongly lower semicontinuous on $X_+$, then $v$ is strongly continuous on int $Y_+$ by [8, Theorem 3.2]. In particular, if $X$ is finite-dimensional and $u$ is continuous on $X_+$, then $v$ is continuous on int $Y_+$. Another sufficient condition for the continuity of $v$ is the following: $u$ is concave and strongly continuous on $X_+$ (then $u$ is both weakly upper semicontinuous and strongly lower semicontinuous on $X_+$). Now, suppose that $v$ is continuous and concave on int $Y_+$. Then, for every $\bar{p} \in$ int $Y_+$, $\hat{\partial}(-v)(\bar{p})$ and bounded in the weak* topology by [10, Prop. 3, p. 199]. In fact, since the continuity and concavity of $v$ on int $Y_+$ imply that $-v$ is locally Lipschitz and convex on int $Y_+$ (see, e.g., [17, Corollary 3.10]), $\hat{\partial}(-v)(\bar{p})$ is weakly* compact for every $\bar{p} \in$ int $Y_+$.

### 4.3 Limiting and singular subgradients

Next, we will use Theorem 7 from [15] to estimate the limiting and singular subdifferentials of the function $-v$. The formulation of that theorem is based on some
definitions related to the solution map $M(\cdot)$ of problem (4.34). Let $\bar{x} \in \text{dom } M$ and $\bar{y} \in M(\bar{x})$. One says that $M(\cdot)$ is $\mu$-inner semicontinuous at $(\bar{x}, \bar{y})$ if for every sequence $x_k \xrightarrow{\mu} \bar{x}$ there is a sequence $y_k \in M(x_k)$ that contains a subsequence converging to $\bar{y}$. The map $M(\cdot)$ is said to be $\mu$-inner semicompact at $\bar{x}$ if for every sequence $x_k \xrightarrow{\mu} \bar{x}$ there is a sequence $y_k \in M(x_k)$ that contains a convergent subsequence.

**Theorem 4.4.** (See [15, Theorem 7]) Let $X, Y$ be Asplund spaces, $M(\cdot) : X \rightrightarrows Y$ be the solution map of the parametric problem (4.34), and let $(\bar{x}, \bar{y}) \in \text{gph } M$ be such that $\varphi$ is lower semicontinuous at $(\bar{x}, \bar{y})$ and $G$ is locally closed around this point. The following statements hold:

(i) Assume that $M(\cdot)$ is $\mu$-inner semicontinuous at $(\bar{x}, \bar{y})$, that either $\text{epi } \varphi$ is SNC at $(\bar{x}, \bar{y}, \varphi(\bar{x}, \bar{y}))$ or $G$ is SNC at $(\bar{x}, \bar{y})$, and that the qualification condition

$$
\partial^\infty \varphi(\bar{x}, \bar{y}) \cap (-N((\bar{x}, \bar{y}); \text{gph } G)) = \{(0, 0)\}
$$

(4.47)

is satisfied; the above assumptions are automatic if $\varphi$ is locally Lipschitz around $(\bar{x}, \bar{y})$. Then one has the inclusions

$$
\partial \mu(\bar{x}) \subset \bigcup_{\bar{y} \in M(\bar{x})} \{x^* + D^*G(\bar{x}, \bar{y})(y^*) : (x^*, y^*) \in \partial \varphi(\bar{x}, \bar{y})\},
$$

$$
\partial^\infty \mu(\bar{x}) \subset \bigcup_{\bar{y} \in M(\bar{x})} \{x^* + D^*G(\bar{x}, \bar{y})(y^*) : (x^*, y^*) \in \partial^\infty \varphi(\bar{x}, \bar{y})\}.
$$

(ii) Assume that $M(\cdot)$ is $\mu$-inner semicompact at $\bar{x}$ and that the other assumption of (i) are satisfied at any $(\bar{x}, \bar{y}) \in \text{gph } M$. Then one has the inclusions

$$
\partial \mu(\bar{x}) \subset \bigcup_{\bar{y} \in M(\bar{x})} \{x^* + D^*G(\bar{x}, \bar{y})(y^*) : (x^*, y^*) \in \partial \varphi(\bar{x}, \bar{y})\},
$$

$$
\partial^\infty \mu(\bar{x}) \subset \bigcup_{\bar{y} \in M(\bar{x})} \{x^* + D^*G(\bar{x}, \bar{y})(y^*) : (x^*, y^*) \in \partial^\infty \varphi(\bar{x}, \bar{y})\}.
$$

(iii) In addition to (i), assume that $\varphi$ is strictly differentiable at $(\bar{x}, \bar{y})$, the map $M : \text{dom } G \rightrightarrows Y$ admits a local upper Lipschitzian selection at $(\bar{x}, \bar{y})$, and $G$ is normally regular at $(\bar{x}, \bar{y})$. Then $\mu$ is lower regular at $\bar{x}$ and

$$
\partial \mu(\bar{x}) = \nabla_x \varphi(\bar{x}, \bar{y}) + D^*G(\bar{x}, \bar{y})(\nabla_y \varphi(\bar{x}, \bar{y})).
$$
Our results on limiting and singular subdifferentials of $-v$ are stated as follows.

**Theorem 4.5.** Let $\bar{p} \in \text{int} Y_+$ and $\bar{x} \in D(\bar{p}) \setminus \{0\}$ be such that $D(\bar{p}) \neq \emptyset$, $X_+$ is SNC at $\bar{x}$, $u$ is upper semicontinuous at $\bar{x}$, and $D$ is $v$-inner semicontinuous at $(\bar{p}, \bar{x})$. Assume that either hypo $u$ is SNC at $(\bar{x}, \varphi(\bar{x}))$ or $X$ is finite-dimensional, and the qualification condition

$$\partial^\infty + u(\bar{x}) \cap N(\bar{x}, X_+) = \{0\} \quad (4.48)$$

is satisfied. Then, the following assertions hold:

(i) If $\langle \bar{p}, \bar{x} \rangle = 1$, then

$$\partial(-v)(\bar{p}) \subset \bigcup_{x^* \in \partial^+ u(\bar{x})} \{\lambda \bar{x} : \lambda \geq 0, x^* - \lambda \bar{p} \in N(\bar{x}, X_+)\}, \quad (4.49)$$

$$\partial^\infty(-v)(\bar{p}) \subset \bigcup_{x^* \in \partial^\infty + u(\bar{x})} \{\lambda \bar{x} : \lambda \geq 0, x^* - \lambda \bar{p} \in N(\bar{x}, X_+)\}; \quad (4.50)$$

(ii) If $\langle \bar{p}, \bar{x} \rangle < 1$, then

$$\partial(-v)(\bar{p}) \subset \{0\}, \quad (4.51)$$

$$\partial^\infty(-v)(\bar{p}) = \{0\}; \quad (4.52)$$

(iii) If $\langle \bar{p}, \bar{x} \rangle < 1$ and $\partial^+ u(\bar{x}) \cap N(\bar{x}, X_+) = \emptyset$, then

$$\partial(-v)(\bar{p}) = \emptyset; \quad (4.53)$$

(iv) If $u$ is strictly differentiable at $\bar{x}$, and the map $D : \text{dom} B \Rightarrow X_+$ admits a local upper Lipschitzian selection at $(\bar{p}, \bar{x})$, then $-v$ is lower regular at $\bar{x}$ and

$$\partial(-v)(\bar{p}) = \begin{cases} \{\langle \nabla u(\bar{x}), \bar{x} \rangle \bar{x} \} & \text{if } \langle \bar{p}, \bar{x} \rangle = 1 \\ \{0\} & \text{if } \langle \bar{p}, \bar{x} \rangle < 1. \end{cases} \quad (4.54)$$

**Proof.** Let $\bar{p} \in \text{int} Y_+$ and $\bar{x} \in D(\bar{p}) \setminus \{0\}$ satisfy the assumptions of the theorem. At the beginning of the proof of Theorem 4.3, we have transformed the consumer problem in (2.2) to the minimization problem (4.34), where $\varphi(x^*, x) = -u(x)$ for $(x^*, x) \in X^* \times X$, $G(x^*) = B(x^*)$, $\mu(x^*) = -v(x^*)$, and $M(x^*) = D(x^*)$ for all $x^* \in X^*$. 
Now, we will show that the limiting and singular subdifferential of \(-v\) at \(\bar{p}\) can be estimated by assertion (i) of Theorem 4.4. Since \(X\) is a reflexive Banach space, so is \(X^*\). Hence, \(X\) and \(X^*\) are Asplund spaces. Moreover, \(B\) is locally closed around \((\bar{p}, \bar{x})\) because \(\text{gph} \ B\) is closed and \((\bar{p}, \bar{x}) \in \text{gph} \ B\). Since \(u\) is upper semicontinuous at \(\bar{x}\), \(\varphi\) is lower semicontinuous at \((\bar{p}, \bar{x})\).

If \(\text{hypo} \ u\) is SNC at \((\bar{x}, \varphi(\bar{x}))\), then \(\text{epi} \ \varphi\) is SNC at \((\bar{p}, \bar{x}, \varphi(\bar{p}, \bar{x}))\). If \(X\) is finite-dimensional, \(B\) is SNC at \((\bar{p}, \bar{x})\).

Letting \((\bar{p}, \bar{x})\) play the role of \((\bar{x}, \bar{y})\), we now show that (4.48) implies (4.47). The latter means that

\[
\partial^\infty \varphi(\bar{p}, \bar{x}) \cap (-N((\bar{p}, \bar{x}); \text{gph} \ B)) = \{(0, 0)\}. \tag{4.55}
\]

The inclusion “\(\supset\)” is trivial. Take any \((x, x^*) \in X \times X^*\) belonging to the left-hand side of (4.55). On one hand, since \(\partial^\infty \varphi(\bar{p}, \bar{x}) = \{0\} \times \partial^\infty(-u)(\bar{x})\), one has \(x = 0\) and \(x^* \in \partial^\infty(-u)(\bar{x})\). Hence, \(-x^* \in \partial^\infty(-u)(\bar{x})\). On the other hand, as \((-x, -x^*) \in N((\bar{p}, \bar{x}); \text{gph} \ B)\) and \(x = 0\), one has \((0, -x^*) \in N((\bar{p}, \bar{x}); \text{gph} \ B)\). Hence, \(0 \in D^*B(\bar{p}, \bar{x})(x^*)\). Combining this with (3.30) implies \(-x^* \in N(\bar{x}, X_+)\). Thus, one has \(-x^* \in \partial^\infty(-u)(\bar{x}) \cap N(\bar{x}, X_+)\). So, by (4.48) one obtains \(x^* = 0\). We have shown that \((x, x^*) = (0, 0)\); hence the inclusion “\(\subset\)” in (4.55) is true.

Since all the assumptions for the validity of assertion (i) of Theorem 4.4 are satisfied, we have

\[
\partial(-v)(\bar{p}) \subset \bigcup \{x + D^*B(\bar{p}, \bar{x})(x^*) : (x, x^*) \in \partial \varphi(\bar{p}, \bar{x})\}, \tag{4.56}
\]

\[
\partial^\infty(-v)(\bar{p}) \subset \bigcup \{x + D^*B(\bar{p}, \bar{x})(x^*) : (x, x^*) \in \partial^\infty \varphi(\bar{p}, \bar{x})\}. \tag{4.57}
\]

Since \(\partial \varphi(\bar{p}, \bar{x}) = \{0\} \times \partial(-u)(\bar{x})\), and \(\partial^\infty \varphi(\bar{p}, \bar{x}) = \{0\} \times \partial^\infty(-u)(\bar{x})\), the inclusions (4.56) and (4.57) respectively imply

\[
\partial(-v)(\bar{p}) \subset \bigcup_{x^* \in \partial(-u)(\bar{x})} D^*B(\bar{p}, \bar{x})(x^*), \tag{4.58}
\]

\[
\partial^\infty(-v)(\bar{p}) \subset \bigcup_{x^* \in \partial^\infty(-u)(\bar{x})} D^*B(\bar{p}, \bar{x})(x^*). \tag{4.59}
\]
(i) If \( \langle \bar{p}, \bar{x} \rangle = 1 \), then \((4.58), (4.59), \) and \((3.30) \) imply
\[
\partial(-v)(\bar{p}) \subset \bigcup_{x^* \in \partial(-u)(\bar{x})} \{ \lambda \bar{x} : \lambda \geq 0, x^* + \lambda \bar{p} \in -N(\bar{x}, X+) \},
\]
\[
\partial^\infty(-v)(\bar{p}) \subset \bigcup_{x^* \in \partial^\infty(-u)(\bar{x})} \{ \lambda \bar{x} : \lambda \geq 0, x^* + \lambda \bar{p} \in -N(\bar{x}, X+) \}.
\]
As \(-\partial(-u)(\bar{x}) = \partial^+ u(\bar{x}) \) and \(-\partial^\infty(-u)(\bar{x}) = \partial^\infty^+(\bar{x}) \), these inclusions yield \((4.49) \) and \((4.50) \), respectively.

(ii) If \( \langle \bar{p}, \bar{x} \rangle < 1 \), then by \((3.30) \) one has \( D^* B(\bar{p}, \bar{x})(x^*) \subset \{0\} \) for every \( x^* \in X^* \).

It follows that
\[
\bigcup_{x^* \in \partial(-u)(\bar{x})} D^* B(\bar{p}, \bar{x})(x^*) \subset \{0\}, \quad \bigcup_{x^* \in \partial^\infty(-u)(\bar{x})} D^* B(\bar{p}, \bar{x})(x^*) \subset \{0\}.
\]
So, \((4.58) \) implies \((4.51) \), and \((4.59) \) yields \( \partial^\infty(-v)(\bar{p}) \subset \{0\} \). Remembering that \( \partial^\infty(-v)(\bar{p}) \) always contains the origin, one obtains \((4.52) \).

(iii) If \( \langle \bar{p}, \bar{x} \rangle < 1 \) and \( \partial^+ u(\bar{x}) \cap N(\bar{x}, X+) = \emptyset \), then for any \( x^* \in \partial(-u)(\bar{x}) \) one has \( x^* \notin -N(\bar{x}, X+) \). Therefore, by \((3.30) \), \( D^* B(\bar{p}, \bar{x})(x^*) = \emptyset \) for all \( x^* \in \partial(-u)(\bar{x}) \).

Combining this with \((4.58) \) implies \((4.53) \).

(iv) Since \( \bar{p} \in \text{int} Y_+ \) and \( \bar{x} \in B(\bar{p}) \setminus \{0\} \), \( B \) is graphically regular at \( (\bar{p}, \bar{x}) \) by Theorem \(3.4 \). Besides, as \( u \) is strictly differentiable at \( \bar{x} \), so is \( \varphi \) at \( (\bar{p}, \bar{x}) \) and one has \( \nabla \varphi(\bar{p}, \bar{x}) = (0, -\nabla u(\bar{x})) \). Applying assertion (iii) of Theorem \(4.4 \) we have
\[
\partial(-v)(\bar{p}) = D^* B(\bar{p}, \bar{x})(-\nabla u(\bar{x})). \tag{4.60}
\]
Since \( D^* B(\bar{p}, \bar{x})(-\nabla u(\bar{x})) \) can be computed via \((3.30) \) with \( x^* := -\nabla u(\bar{x}) \) and Lemma \(3.4 \) formula \((4.54) \) follows from \((4.60) \).

The proof is complete. \( \square \)

We now give an illustrative example for Theorem \(4.5 \).

**Example 4.2.** Choose \( X = \mathbb{R}, X_+ = \mathbb{R}_+ \), and define the concave utility function \( u : X \rightarrow \mathbb{R} \) by
\[
u(x) = \begin{cases} x & \text{if } x \leq 1 \\ 1 & \text{if } x > 1.\end{cases}
\]
One has \( Y_+ = \mathbb{R}_+ \) and
\[
B(p) = \begin{cases} 
[0, +\infty) & \text{if } p = 0 \\
[0, 1/p] & \text{if } p > 0.
\end{cases}
\]

It is easy to show that
\[
v(p) = \begin{cases} 
1 & \text{if } 0 \leq p < 1 \\
1/p & \text{if } p \geq 1
\end{cases}
\]
and
\[
D(p) = \begin{cases} 
[1, +\infty) & \text{if } p = 0 \\
[1, 1/p] & \text{if } 0 < p < 1 \\
\{1/p\} & \text{if } p \geq 1.
\end{cases}
\]

Figure 1: Utility function and indirect utility function

Figure 2: Budget map and demand map

We see that both functions \( v \) and \(-v\) are neither convex nor concave on \( X_+ \).
Consider the pair \((\bar{p}, \bar{x}) = (1, 1)\) belonging to gph \( D \). One has \( \bar{p} \in \text{int} \ Y_+, \bar{x} \neq 0, \)
$X_+$ is SNC at $\bar{x}$, and $\langle \bar{p}, \bar{x} \rangle = 1$. Besides, as $u$ is locally Lipschitz on $X$, $u$ is upper semicontinuous at $\bar{x}$ and $\partial^{\infty,+} u(\bar{x}) = \{0\}$. Thus, the qualification (4.48) is satisfied. Moreover, the formulas of $v$ and $D$ imply that $D$ is $v$-inner semicontinuous at $(\bar{p}, \bar{x})$.

It follows from definitions that

$$
\partial^+ u(\bar{x}) = [0, 1], \quad \partial(-v)(\bar{p}) = [0, 1], \quad \text{and} \quad \partial^{\infty} (-v)(\bar{p}) = \{0\}
$$

while, by direct computation, we have

$$
\bigcup_{x^* \in \partial^+ u(\bar{x})} \{ \lambda \bar{x} : \lambda \geq 0, \ x^* - \lambda \bar{p} \in N(\bar{x}, X_+) \} = [0, 1],
$$

$$
\bigcup_{x^* \in \partial^{\infty,+} u(\bar{x})} \{ \lambda \bar{x} : \lambda \geq 0, \ x^* - \lambda \bar{p} \in N(\bar{x}, X_+) \} = \{0\}.
$$

Thus, the inclusions (4.49) and (4.50) hold as equalities.

Finally, we present a counterpart of Theorem 4.5, where the assumption on the $v$-inner semicontinuity of $D$ at $(\bar{p}, \bar{x})$ is removed. In fact, here one has the $v$-inner semicompactness of $D$ at $\bar{p}$, which is guaranteed by the assumptions saying that $X$ is finite-dimensional and $\bar{p} \in \text{int} \ Y_+$.

**Theorem 4.6.** Suppose that $X$ is a finite-dimensional Banach space, the non satiety condition is satisfied, and $u$ is upper semicontinuous on $X_+$. For any $\bar{p} \in \text{int} \ Y_+$, if the qualification condition (4.48) is satisfied at every $\bar{x} \in D(\bar{p})$, then one has

$$
\partial(-v)(\bar{p}) \subset \bigcup_{\bar{x} \in D(\bar{p})} \bigcup_{x^* \in \partial^+ u(\bar{x})} \{ \lambda \bar{x} : \lambda \geq 0, \ x^* - \lambda \bar{p} \in N(\bar{x}, X_+) \}, \quad (4.61)
$$

$$
\partial^{\infty}(-v)(\bar{p}) \subset \bigcup_{\bar{x} \in D(\bar{p})} \bigcup_{x^* \in \partial^{\infty,+} u(\bar{x})} \{ \lambda \bar{x} : \lambda \geq 0, \ x^* - \lambda \bar{p} \in N(\bar{x}, X_+) \}. \quad (4.62)
$$

**Proof.** Fix a vector $\bar{p} \in \text{int} \ Y_+$ and suppose that all the assumptions of the theorem are satisfied. We transform (2.2) to (4.34) in same manner as in the proofs of Theorem 4.3 and Theorem 4.5. Let us show that the limiting and singular sudifferential of $-v$ at $\bar{p}$ can be estimated by assertion (ii) of Theorem 4.4. To do so, we have to prove that $D$ is $v$-inner semicompact at $\bar{p}$.

On one hand, for a given $r \in (0, 1)$, as shown in the proof of Proposition 3.2 in [8], the vector $\bar{q} := r\bar{p}$ belongs to $\text{int} \ Y_+$, the set $U_1 := \bar{q} + \text{int} \ Y_+$ is an open
neighborhood of $\bar{p}$, and $B(p) \subset B(q)$ for every $p \in U_1$. On the other hand, since $X$ is a finite-dimensional Banach space, the weak topology of $X$ coincides with its norm topology. Hence, by the upper semicontinuity of $u$ on $X_+$ and Proposition 4.1, $D(p)$ is nonempty for every $p \in \text{int} Y_+$. So, the set $U := U_1 \cap \text{int} Y_+$ is an open neighborhood of $\bar{p}$ and one has $\emptyset \neq D(p) \subset B(q)$ for every $p \in U$. Take any sequence $p_k \to \bar{p}$. Without loss of generality, one may assume that $p_k \in U$ for all $k$. Thus, for each $k$, one can select a vector $x_k \in D(p_k)$. Since $\{x_k\} \subset B(q)$, the compactness of $B(q)$ (see [19, Proof of Proposition 4.1]) implies that $\{x_k\}_{k \in \mathbb{N}}$ contains a convergent subsequence. We have thus proved that $D$ is $v$-inner semicompact at $\bar{p}$.

By assertion (ii) of Theorem 4.4 where $\varphi(x^*, x) = -u(x)$ for $(x^*, x) \in X^* \times X$, $G(x^*) = B(x^*)$, $\mu(x^*) = -v(x^*)$, $M(x^*) = D(x^*)$ for $x^* \in X^*$, and $\bar{x} = \bar{p}$, we have

$$\partial(-v)(\bar{p}) \subset \bigcup_{\bar{x} \in D(\bar{p})} \{ x + D^* B(\bar{p}, \bar{x})(x^*) : (x, x^*) \in \partial \varphi(\bar{p}, \bar{x}) \},$$

$$\partial^\infty(-v)(\bar{p}) \subset \bigcup_{\bar{x} \in D(\bar{p})} \{ x + D^* B(\bar{p}, \bar{x})(x^*) : (x, x^*) \in \partial^\infty \varphi(\bar{p}, \bar{x}) \}.$$  

Since $\partial \varphi(\bar{p}, \bar{x}) = \{0\} \times \partial(-u)(\bar{x})$, and $\partial^\infty \varphi(\bar{p}, \bar{x}) = \{0\} \times \partial^\infty(-u)(\bar{x})$, these inclusions imply

$$\partial(-v)(\bar{p}) \subset \bigcup_{\bar{x} \in D(\bar{p})} \bigcup_{x^* \in \partial(-u)(\bar{x})} D^* B(\bar{p}, \bar{x})(x^*), \quad (4.63)$$

$$\partial^\infty(-v)(\bar{p}) \subset \bigcup_{\bar{x} \in D(\bar{p})} \bigcup_{x^* \in \partial^\infty(-u)(\bar{x})} D^* B(\bar{p}, \bar{x})(x^*). \quad (4.64)$$

As the NSC is satisfied, we have $\bar{x} \neq 0$ and $\langle \bar{p}, \bar{x} \rangle = 1$ for any $\bar{x} \in D(\bar{p})$. Thus, it follows from (4.63), (4.64), and (3.30) that

$$\partial(-v)(\bar{p}) \subset \bigcup_{\bar{x} \in D(\bar{p})} \bigcup_{x^* \in \partial(-u)(\bar{x})} \{ \lambda \bar{x} : \lambda \geq 0, x^* + \lambda \bar{p} \in -N(\bar{x}, X_+) \}$$

$$\partial^\infty(-v)(\bar{p}) \subset \bigcup_{\bar{x} \in D(\bar{p})} \bigcup_{x^* \in \partial^\infty(-u)(\bar{x})} \{ \lambda \bar{x} : \lambda \geq 0, x^* + \lambda \bar{p} \in -N(\bar{x}, X_+) \}.$$  

Remembering that $-\partial(-u)(\bar{x}) = \partial^+ u(\bar{x})$ and $-\partial^\infty(-u)(\bar{x}) = \partial^{\infty,+}(-u)(\bar{x})$, one obtains (4.61) and (4.62) from these inclusions and thus completes the proof. \qed
Corollary 4.3. Let $\bar{p} \in \text{int} Y_+$. If $X$ is finite-dimensional, the NSC is satisfied, and $u$ is strictly differentiable on $D(\bar{p})$, then

$$
\partial (-v)(\bar{p}) \subset \{(\nabla u(\bar{x}), \bar{x}) : \bar{x} \in D(\bar{p})\},
$$

(4.65)

$$
\partial^\infty (-v)(\bar{p}) = \{0\}.
$$

(4.66)

Proof. Under the assumptions of the corollary, take any $\bar{x} \in D(\bar{p})$. By the strict differentiability of $u$ on $D(\bar{p})$, one has $\partial^+ u(\bar{x}) = \{\nabla u(\bar{x})\}$ (see [12, Corollary 1.82]), and $u$ is locally Lipschitz around $\bar{x}$ (see [12, p. 19]). Therefore, $\partial^\infty + u(\bar{x}) = \{0\}$; hence the qualification condition (4.48) is satisfied at $\bar{x}$. It follows from Theorem 4.6 that

$$
\partial (-v)(\bar{p}) \subset \bigcup_{\bar{x} \in D(\bar{p})} \{\lambda \bar{x} : \lambda \geq 0, \lambda \bar{p} \in \nabla u(\bar{x}) - N(\bar{x}, X_+)\},
$$

(4.67)

$$
\partial^\infty (-v)(\bar{p}) \subset \bigcup_{\bar{x} \in D(\bar{p})} \{\lambda \bar{x} : \lambda \geq 0, \lambda \bar{p} \in -N(\bar{x}, X_+)\}.
$$

(4.68)

For any $\bar{x} \in D(\bar{p})$, by Lemma 3.4 one has

$$
\{\lambda \geq 0 : \lambda \bar{p} \in \nabla u(\bar{x}) - N(\bar{x}, X_+)\} = \{(\nabla u(\bar{x}), \bar{x})\},
$$

while $\{\lambda \geq 0 : \lambda \bar{p} \in -N(\bar{x}, X_+)\} = \{0\}$. Thus, (4.65) follows from (4.67), and (4.66) follows from (4.68), because $0 \in \partial^\infty (-v)(\bar{p})$.

The proof is complete. \qed

4.4 Economic meaning of Theorems 4.5 and 4.6

Let $\Omega \subset X$ be a nonempty subset in a Banach space. One defines the distance function $d_\Omega(\cdot) : X \to \mathbb{R}$ by setting $d_\Omega(x) = \inf \{\|x - u\| : u \in \Omega\}$. If $\Omega$ is closed, then $x \in \Omega$ if and only if $d_\Omega(x) = 0$. Moreover, $d_\Omega(\cdot)$ is Lipschitz on $X$ (see [3, Proposition 2.4.1]) with the Lipschitz constant 1, i.e., $|d_\Omega(x') - d_\Omega(x)| \leq \|x' - x\|$ for any $x, x' \in X$. The Clarke tangent cone (see [3, p. 51]) to $\Omega$ at $\bar{x} \in \Omega$ is the set

$$
T_C(\bar{x}; \Omega) := \{v \in X : d^0_\Omega(\bar{x}; v) = 0\},
$$
where
\[ d_\Omega^0(\bar{x}; v) := \limsup_{\frac{t \to 0^+}{x \to \bar{x}}} \frac{d_\Omega(x + tv) - d_\Omega(x)}{t} \]
is the generalized Clarke derivative of \( d_\Omega(\cdot) \) at \( \bar{x} \) in direction \( v \). The Clarke normal cone to \( \Omega \) at \( \bar{x} \) is defined by
\[ N_C(\bar{x}; \Omega) := \{ x^* \in X^* : \langle x^*, v \rangle \leq 0, \forall v \in T_C(\bar{x}; \Omega) \}. \]

Let \( \varphi : X \to \overline{\mathbb{R}} \) be finite at \( \bar{x} \in X \). The Clarke subdifferential of \( \varphi \) at \( \bar{x} \) is given by
\[ \partial C \varphi(\bar{x}) := \{ x^* \in X : (x^*, -1) \in N_C((\bar{x}, \varphi(\bar{x})); \text{epi} \varphi) \}. \]
The relationships between the Clarke subdifferential and the Mordukhovich subdifferential is as follows.

**Theorem 4.7.** (See [12, Theorem 3.57]) Suppose that \( X \) is an Asplund space and \( \varphi : X \to \overline{\mathbb{R}} \setminus \{-\infty\} \) is finite and lower semicontinuous at \( \bar{x} \in X \). Then
\[ \partial C \varphi(\bar{x}) = \text{cl}^* [\text{co} \partial \varphi(\bar{x}) + \text{co} \partial^\infty \varphi(\bar{x})] = \text{cl}^* \text{co} [\partial \varphi(\bar{x}) + \partial^\infty \varphi(\bar{x})], \]  
where \( \text{co} A \) stands for the convex closure of \( A \subset X^* \) and \( \text{cl}^* A \) denotes the weak* topological closure of \( A \).

Following [21], we write \((x, \alpha) \downarrow \varphi \bar{x}\) if \((x, \alpha) \in \text{epi} \varphi, x \to \bar{x}, \) and \( \alpha \to \varphi(\bar{x}) \). The upper subderivative of \( \varphi \) at \( \bar{x} \) with respect to \( v \in X \) (see [21 formula (4.2)], or [20 formula (2.3)]) is defined by
\[ \varphi^+(\bar{x}; v) := \lim_{\varepsilon \to 0^+} \limsup_{t \to 0^+} \inf_{w \in v + \varepsilon B} \frac{\varphi(x + tw) - \alpha}{t}. \]

By [21 Theorem 2], the function \( v \to \varphi^+(\bar{x}; v) \) is convex, homogeneous, lower semicontinuous, not identical \(+\infty\). When \( \varphi \) is lower semicontinuous at \( \bar{x} \), \( \varphi^+(\bar{x}; v) \) can be given by a slightly simpler expression
\[ \varphi^+(\bar{x}; v) := \lim_{\varepsilon \to 0^+} \limsup_{t \to 0^+} \inf_{w \in v + \varepsilon B} \frac{\varphi(x + tw) - \varphi(x)}{t}. \]
Theorem 4.8. (See [3, p. 97]) Let \( \varphi : X \to \mathbb{R} \) be finite at \( \bar{x} \). One has \( \partial_C \varphi(\bar{x}) = \emptyset \) if and only if \( \varphi^\uparrow(\bar{x}; 0) = -\infty \). Otherwise, one has

\[
\partial_C \varphi(\bar{x}) = \{ x^* \in X^* : \varphi^*(\bar{x}; v) \geq \langle x^*, v \rangle, \forall v \in X \},
\]

and

\[
\varphi^\uparrow(\bar{x}; v) = \sup \{ \langle x^*, v \rangle : x^* \in \partial_C \varphi(\bar{x}) \} \tag{4.70}
\]

for any \( v \in X \).

The generalized Clarke derivative of \( \varphi \) at \( \bar{x} \) with respect to \( v \in X \) (see [21, formula (5.2)]) is

\[
\varphi^0(\bar{x}; v) := \limsup_{t \to 0^+} \frac{\varphi(x + tv) - \alpha}{t}.
\]

If \( \varphi \) is lower semicontinuous at \( \bar{x} \), then the above formula becomes

\[
\varphi^0(\bar{x}; v) := \limsup_{t \to 0^+} \frac{\varphi(x + tv)}{t} - \varphi(x).
\]

The function \( \varphi \) is said to be directionally Lipschitzian at \( \bar{x} \) with respect to \( v \in X \) (see [21, formula (5.2)]) if \( f \) is finite at \( x \) and

\[
\limsup_{w \to v, t \to 0^+} \frac{\varphi(x + tw) - \alpha}{t} < +\infty,
\]

a condition which can be simplified when \( f \) is lower semicontinuous at \( x \) to

\[
\limsup_{w \to v, t \to 0^+} \frac{\varphi(x + tw) - \varphi(x)}{t} < +\infty.
\]

It follows from the definition that \( f \) is Lipschitz around \( \bar{x} \) if and only if it is directionally Lipschitzian at \( \bar{x} \) w.r.t. \( v = 0 \). One says that \( f \) is directionally Lipschitzian at \( \bar{x} \) if there is at least one \( v \), not necessarily 0, such that \( f \) is directionally Lipschitzian at \( \bar{x} \) w.r.t. \( v \). We refer to [21, Sect. 6] for some conditions guaranteeing that \( f \) is directionally Lipschitzian at \( \bar{x} \).

Theorem 4.9. (See [21, Theorem 3]) Let \( \varphi : X \to \mathbb{R} \) be finite at \( \bar{x} \). If \( \varphi \) is directionally Lipschitzian at \( \bar{x} \) w.r.t. \( v \in X \), then \( \varphi^\uparrow(\bar{x}; v) = \varphi^0(\bar{x}; v) \).
Turning back to the indirect utility function $v$ of (2.2), we suppose that $v$ is finite at $\bar{p} \in \text{int} Y_+$. Combining formulas (4.49) and (4.50) (resp., (4.61) and (4.62)), we obtain an upper estimate for the sum $\partial (-v)(\bar{p}) + \partial^\infty (-v)(\bar{p})$. Thus, if $v$ is upper semicontinuous at $\bar{p}$ and $v(p) \neq +\infty$ for all $p \in Y_+$, then by (4.69) we get an upper estimate for the Clarke subdifferential $\partial^C (-v)(\bar{p})$. In other words, we find a subset $A$ of $X$ in an explicit form such that $\partial^C (-v)(\bar{p}) \subset A$.

Since $0 \in \partial^\infty (-v)(\bar{p})$, one has $\partial^C (-v)(\bar{p}) \neq \emptyset$ if and only if $\partial (-v)(\bar{p}) \neq \emptyset$. Therefore, if the latter is valid then, for any $q \in X^*$, by (4.70) one has

$$(-v)^\uparrow (\bar{p}; q) = \sup_{\xi \in \partial^C (-v)(\bar{p})} \langle \xi, q \rangle,$$

hence

$$(-v)^\uparrow (\bar{p}; q) \leq \sup_{\xi \in A} \langle \xi, q \rangle =: \alpha(q).$$

So, if $v$ is upper semicontinuous at $\bar{p}$, then

$$\lim_{\varepsilon \to 0^+} \limsup_{t \to 0^+} \inf_{p \to \bar{p}} \frac{(-v(p + tw) - (-v)(p)}{t} = \sup_{\xi \in \partial^C (-v)(\bar{p})} \langle \xi, q \rangle,$$

and

$$\lim_{\varepsilon \to 0^+} \limsup_{t \to 0^+} \inf_{p \to \bar{p}} \frac{(-v(p + tw) - (-v)(p)}{t} \leq \alpha(q).$$

If, in addition, $-v$ is directionally Lipschitzian at $\bar{p}$ w.r.t. $q$, then by Theorem 4.9 one has $(-v)^\uparrow (\bar{p}; q) = (-v)^0 (\bar{p}; q)$. Hence, (4.71) and (4.72) respectively yield

$$\limsup_{t \to 0^+} \frac{(-v(p + tq) - (-v)(p)}{t} = \sup_{\xi \in \partial^C (-v)(\bar{p})} \langle \xi, q \rangle,$$

and

$$\limsup_{t \to 0^+} \frac{(-v(p + tq) - (-v)(p)}{t} \leq \alpha(q).$$

Formula (4.73) is equivalent to

$$\liminf_{t \to 0^+} \frac{v(p + tq) - v(p)}{t} = - \sup_{\xi \in \partial^C (-v)(\bar{p})} \langle \xi, q \rangle,$$
and therefore

\[
d^-(v; \bar{p}; q) := \liminf_{t \to 0^+} \frac{v(\bar{p} + tq) - v(\bar{p})}{t} \geq - \sup_{\xi \in \partial_C(-v)(\bar{p})} \langle \xi, q \rangle,
\]

with \(d^-(v; \bar{p}; q)\) denoting the lower Dini directional derivative of \(v\) at \(\bar{p}\) in direction \(q\).

Similarly, (4.74) is equivalent to

\[
\liminf_{t \to 0^+ \atop p \to \bar{p}} \frac{v(p + tq) - v(p)}{t} \geq -\alpha(q),
\]

and thus we have the following lower estimate for the lower Dini directional derivative of \(v\) at \(\bar{p}\) in direction \(q\):

\[
d^-(v; \bar{p}; q) \geq -\alpha(q). \tag{4.75}
\]

In Subsection 4.2, we have explained the economic meaning of an upper estimate for the upper Dini directional derivative \(d^+(v; \bar{p}; q)\). Analogously, the lower Dini directional derivative \(d^-(v; \bar{p}; q)\) can be interpreted as an lower bound for the instant rate of the change of the maximal satisfaction of the consumer. Therefore, the estimate given by (4.75) reads as follows: *If the current price is \(\bar{p}\) and the price moves forward a direction \(q \in X^*\), then the instant rate of the change of the maximal satisfaction of the consumer is bounded below by the real number \(-\alpha(q) = \inf_{\xi \in A} \langle -\xi, q \rangle\). Here, the set \(A\) is an upper bound for the Clarke subdifferential \(\partial_C(-v)(\bar{p})\), which is provided either by Theorem 4.5 or by Theorem 4.6.*
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