The Effect of Hydraulic Diameter on Flow Boiling within Single Rectangular Microchannels and Comparison of Heat Sink Configuration of a Single and Multiple Microchannels
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Abstract: Phase change heat transfer within microchannels is considered one of the most promising cooling methods for the efficient cooling of high-performance electronic devices. However, there are still fundamental parameters, such as the effect of channel hydraulic diameter $D_h$ whose effects on fluid flow and heat transfer characteristics are not clearly defined yet. The objective of the present work is to numerically investigate the first transient flow boiling characteristics from the bubble inception up to the first stages of the flow boiling regime development, in rectangular microchannels of varying hydraulic diameters, utilising an enhanced custom VOF-based solver. The solver accounts for conjugate heat transfer effects, implemented in OpenFOAM and validated in the literature through experimental results and analytical solutions. The numerical study was conducted through two different sets of simulations. In the first set, flow boiling characteristics in four single microchannels of $D_h = 50, 100, 150$, and $200 \mu m$ with constant channel aspect ratio of 0.5 and length of $2.4 \text{ mm}$ were examined. Due to the different $D_h$, the applied heat and mass flux values varied between 20 to 200 $\text{ kW/m}^2$ and 150 to $2400 \text{ kg/m}^2$, respectively. The results of the two-phase simulations were compared with the corresponding initial single-phase stage of the simulations, and an increase of up to 37.4% on the global $Nu$ number $Nu_{glob}$ was revealed. In the second set of simulations, the effectiveness of having microchannel evaporators of single versus multiple parallel microchannels was investigated by performing and comparing simulations of a single rectangular microchannel with $D_h$ of $200 \mu m$ and four-parallel rectangular microchannels, each having a hydraulic diameter $D_h$ of $50 \mu m$. By comparing the local time-averaged thermal resistance along the channels, it is found that the parallel microchannels configuration resulted in a 23.3% decrease in the average thermal resistance $R_t$ compared to the corresponding single-phase simulation stage, while the flow boiling process reduced the $R_t$ by only 5.4% for the single microchannel case. As for the developed flow regimes, churn and slug flow dominated, whereas liquid film evaporation and, for some cases, contact line evaporation were the main contributing flow boiling mechanisms.
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1. Introduction

Flow boiling within microchannel heat sinks is considered a promising solution for the effective heat removal of efficient electronics due to the comparatively very high area of heat transfer to volume ratio against conventional channels, as well as the high heat transfer rates and small temperature variations that can be accomplished. The rapid development of micro-electronics and high-power density electronics has resulted in a continuous reduction in the channel size in microchannel evaporators, making heat removal even more challenging for the researchers and designers due to the limited surface area. However, this transition has made necessary the classification between microchannels,
minichannels, and conventional tubes. The hydraulic diameter $D_h$ constitutes one of the various distinction criteria for this channel classification in the literature. Literature reveals that previous experimental works who tried to identify and differentiate the transition limits between conventional tubes and micro-scale channels, in most cases, disagree in their findings. Some of these studies have concluded that the hydraulic diameter range for microchannels should be between 10 and 200 µm [1,2] while some other studies state that this range should be between 1 and 1000 µm [3–5]. Such separation is therefore only conventional, and we will conservatively consider only small channels below 200 µm.

In spite of the numerous studies on flow boiling experiments in micro-scale channels that have been conducted up to date, there are only few works focusing on the influence of the hydraulic diameter $D_h$ on important parameters such as the heat transfer coefficient, void fraction, as well as the developed two-phase flow regimes. This has resulted in a lack of accurate design correlations, making the effect of $D_h$ one of the fundamental unresolved issues for comprehending and predicting the heat transfer and two-phase flow characteristics of flow boiling within microchannels. Even for macro-scale tubes, where more investigations have been conducted compared to microchannels, the widely used physical correlations for the prediction of phase-change heat transfer coefficient consider the effect of the hydraulic diameter not accurately enough [6,7]. In the past years, the effect of $D_h$ has been also included in correlations where minichannels are utilised [8–14]. In the following paragraphs, a review of published investigations is shown, aiming to determine the effect of hydraulic diameter on the heat transfer and two-phase flow characteristics.

Lee and Mudawar [15] performed experiments on subcooled flow boiling of HFE 7100 on microchannels for studying the effects of various parameters, including the influence of hydraulic diameter, on heat transfer performance. The $D_h$ of the tested channels was varied between 175.7 and 415.9 µm at 1 cm length, and the aspect ratio (AR) was between 2.47 and 4.01. From the results, it is evident that the hydraulic diameter and width of the channel can play a complex role in cooling efficiency. Particularly, it has been observed that, under the same operating conditions, when $D_h$ is decreased, the wetted area increases, leading to lower heat fluxes along the channel walls, causing a void fraction to decrease along the channels. However, decreasing the channel width continuously, results in bubbles spanning the entire width of the channel, promoting early transition to slug flow.

A series of experimental studies on the effect of $D_h$ were also performed by Harirchian and Garimella [16–18], using seven different units of parallel microchannels with widths varying between 100 and 5850 µm, all with a nominal length of 400 µm. The coolant FC-77 was used throughout the experiments at various mass flux values. In their first work [16], the mass fluxes varied between 250 and 1600 kg/m²s. It could be seen that, for a constant applied wall heat flux, the pressure drop was increased when the mass flux was increased, and the channel width was decreased. Additionally, for low mass flux, wall temperatures of the small channels found to be lower, meaning that heat dissipation was increased when the width of the channel was decreased. Additionally, it was found that pressure drop depended strongly on channel size, as well as on mass flux. Finally, flow boiling was found to be governed primarily by nucleate boiling for a low mass flux of 250 kg/m²s and all channels $\leq$ 250 µm, while convective boiling was dominant as the width of the channel and mass flux increased. The results have been compared against various correlations published in the literature for both pool boiling and flow boiling heat transfer. The correlation developed by Cooper [19] for nucleate pool boiling could predict the heat transfer coefficients of the performed experiments for the larger channels with an absolute percentage error of 9%. However, for lower mass fluxes and channels with smaller diameters (e.g., microchannels), this error increased. Subsequently, the same authors [17] conducted another study in order to investigate the channel size (100 to 5000 µm) and mass flux effect (225 to 1420 kg/m²s) on the transition of flow regimes. The results revealed that, in total, five two-phase flow patterns (bubbly, slug, churn, wispy-annular, and annular flow) have been observed in the experiments. For the 100 and 250 µm width microchannels, the flow regimes were similar to each other (slug flow) and different from
those of higher widths. Particularly, when the width of the channel is increased, the bubbly slug flow is replaced by a bubbly flow, and an intermittent churn/annular flow pattern is replaced by an intermittent churn/wispy-annular flow. The reason for this transition was investigated in another work by Harirchian and Garimella [18], which indicated that in micro-scale channels, the cross-sectional area is the most influential parameter. Particularly, its modification resulted in a change of the governing flow boiling mechanism from the convective boiling heat transfer to nucleate boiling heat transfer for microchannels with area larger than 0.089 mm$^2$.

Wang and Sefanie [20] experimentally studied the effect of $D_h$ (571, 762, and 1454 µm on 80 mm heated length) on flow boiling heat transfer within high aspect ratio (W/H) micro/mini-channels. Heat and mass flux values ranged between 0 and 18.6 kW/m$^2$ and 11.2 to 44.8 kg/m$^2$s, respectively, and the coolant used was FC-72. The results showed that heat transfer is influenced negatively when $D_h$ is increased, and that the effect is more significant for higher mass flux values. Convective boiling was reported as the dominant boiling mechanism. The results also showed that, when $D_h$ is increased, the critical heat flux is increased as well. Using the same channels and under the same experimental conditions as described above (heat and mass flux, FC-72), Wang et al. [21] performed an experimental study on flow boiling in channels of different hydraulic diameter in order to analyse two-phase pressure drop and flow fluctuations through thermographic measurements and visualisation results. From the experiments, fluctuations of low-frequency high-amplitude and high-frequency low-amplitude due to the reverse and re-wetting flow and the vapour slug cluster passage, could be seen. As the heat flux value increases, the low-frequency high-amplitude fluctuation also increased, while the low-frequency oscillation reduced by increasing mass flux. For a given mass flux in microchannels with smaller $D_h$, pressure drop fluctuation amplitudes of low frequencies were influencing heat flux more. Additionally, when $q/G$ was increasing, the average pressure drop increased as well.

An adiabatic two-phase flow experimental study was conducted by Chung and Kawaji [22] on flow characteristics of a nitrogen gas and water mixtures in round microchannels of 530, 250, 100, and 50 µm diameter with lengths of 277, 157, 64, and 46 mm, respectively. From the experiments, it was observed that microchannels of $D_h = 250$ and 530 µm had consistent flow regimes with the cases with hydraulic diameter of 1000 µm (bubbly, slug, churn, slug–annular, and annular flow). For the cases of $D_h = 50$ and 100 µm, only slug flow could be seen for the investigated flow conditions, and this was related to the significant effects that surface tension and viscosity have on the liquid flow. Additionally, it was shown that when the channel diameter decreases, the multiphase flow frictional multiplier is no longer influenced by the mass flux. Finally, it was concluded that the cross-sectional size of the channel significantly affects the resulting flow regimes, with channel sizes of $D_h = 250$ and 100 µm showing the most significant changes on the two-phase flow characteristics, while when $D_h < 100$ µm, vividly different two-phase flow characteristics were observed, making the conventional correlations no longer suitable for such gas–liquid pairs. Kawahara et al. [23] further investigated the above research to study the effect of channel cross-sectional size and liquid properties on volume fraction again in isothermal two-phase flows (water/nitrogen gas and ethanol–water/nitrogen gas mixtures) within round channels of $D_h = 50, 75, 100$, and 251 µm. It has been concluded that the volume fraction changes significantly between channels of $D_h = 251$ and 100 µm. This is due to the surface tension effects, which play a substantial role as $D_h$ is reduced (e.g., <251 µm).

Gunnasegaran et al. [24] performed numerical simulations on single-phase fluid flow characteristics and heat transfer, examining the effect of hydraulic diameter and microchannel shape. The simulations used three full scale microchannel heat sinks, each with different geometrical shapes (rectangular, triangular, and trapezoidal). Each heat sink consisted of 25 parallel microchannels. Heat flux values varied from 100 to 1000 kW/m$^2$ and were supplied to the solid (aluminium) through a top plate. For each geometrical shape, three cases were examined, each with a different hydraulic diameter, whereas the length...
was kept constant at $L = 10 \text{ mm}$. The height/width ratio was 2.55, 1.53, and 1.03, and $D_h$ varied between 148 and 385 $\mu\text{m}$. The working fluid was water, and the Reynolds number ranged between 100 and 1000. The simulation results indicated that, for rectangular-shaped microchannel heat sinks, when $D_h$ is decreased, the heat transfer is increased. When comparing the geometrical shapes, the rectangular shape microchannels showed the highest heat transfer rate and Poiseuille number, the trapezoidal case was in between, and the triangular shape had the lowest performance. Additionally, as expected, it was indicated that when the Re number is increased, the value of the heat transfer coefficient is increased as well. Sahar et al. [25] also numerically studied the effect of $D_h$ and aspect ratio on single-phase flow heat transfer in a single rectangular micro-passage using ANSYS Fluent 14.5. Two sets of simulations were performed. In the first case, hydraulic diameters ranged between 100–1000 $\mu\text{m}$, and the AR remained constant at 1. Subsequently, the AR ranged between 0.39 and 10, and the hydraulic diameter remained unchanged at 560 $\mu\text{m}$. The working fluid was water, and the Re numbers varied between 100 and 2000. Constant heat-flux was applied at the bottom and the two side walls of the channel, whereas the top wall was considered adiabatic. Conjugate effects were ignored. The numerical results demonstrated that the average Nusselt number and friction factor increases when $D_h$ is increased as well. Additionally, it was found that the effect of hydraulic diameter on heat transfer and friction factor is more influential than the effect of aspect ratio. Another numerical investigation on the channel confinement and hydraulic diameter effect on the single-phase fluid flow heat transfer on rectangular channels using ANSYS Fluent 15 was performed by Sathishkumar and Jayavel [26]. The hydraulic diameters ranged between 100 and 1000 $\mu\text{m}$ (keeping constant AR = 1 and $L = 62 \text{ mm}$) with Re numbers of 500 and 1500. The constant heat flux boundary condition was prescribed at the bottom and the two side walls, whereas the top wall was considered adiabatic, with a uniform inlet velocity condition being imposed at the inlet of the channel, and zero pressure was imposed to the exit of the channel. The channels consisted of a constant mesh size of $20 \times 15 \times 400$ cells. Based on the simulation results, it is concluded that the heat transfer is significantly affected by the variation of $D_h$ and channel confinement, and that with the increase in $D_h$, the Nusselt number value increases for both Re cases.

Apart from studying the effect of channel diameter, more recent investigations have focused on the influence of the number of parallel microchannels, aiming to provide answers on whether the increase in the total number of microchannels could lead to a higher heat transfer performance [27,28]. The influence of number of parallel micro-passages on flow boiling heat transfer of water has been studied both experimentally and numerically in the past by Hedau et al. [29]. The applied heat flux values ranged between 230 and 2200 k W/m$^2$ and mass flux between 250 and 500 kg/m$^2$s. For the numerical part, the VOF solver of ANSYS Fluent 16.0 has been employed, and the phase change model developed by Lee was utilised for the mass transfer process of evaporation [30]. The considered heat sinks included 6, 10, and 14 parallel microchannels for a $D_h$ of 810, 590, and 384 $\mu\text{m}$, respectively. From the results, it was concluded that, for a high number of channels, a greater heat transfer coefficient is achieved. Specifically, the HTC for the 14 channels case and applied heat flux of 2200 k W/m$^2$ was found to be increased by 240% compared to the case with the six channels for the same flow conditions. This was attributed to the low thickness of the film evaporation throughout the annular flow regime due to the increased available surface to volume ratio as compared to the case with six microchannels. More recently, Dai et al. [31] conducted a numerical investigation on the effect of various parameters such as porosity, channel thickness, height, material, and channel number on flow boiling characteristics, using a microencapsulated phase change material slurry as the working fluid. A heat flux of 1000 kW/m$^2$ was applied at the bottom side of the heat sink, whereas the inlet velocity was 2 m/s. The commercial CFD software ANSYS Fluent 17.0 was utilised, with a grid size of approximately 800 K cells. The thermal resistance between multi-channel heat sinks, consisting of 30, 40, 50, 60, 70, and 80 channels, was measured, and it was found that, as the microchannel number increased, thermal resistance increased...
as well, attributing this to the reduction in copper vertical rib thickness, which was not kept constant for this investigation.

It is therefore evident that, despite the fact that the effect of microchannel hydraulic diameter has been widely studied, providing valuable information so far on the heat transfer and flow characteristics, the majority of these investigations also alter other important parameters, such as the aspect ratio and the geometrical shape of the cross-section, resulting in contradicting conclusions. Furthermore, the majority of these cases focus on results after a steady state condition has been achieved in the system, ignoring the early stages of the fluid flow characteristics and heat transfer. Finally, the majority of the numerical works are focusing either on single-phase flow phenomena or ignore the conjugate heat transfer effects.

For this reason, the objective of the present work is to investigate the effect of channel hydraulic diameter on flow boiling heat transfer on the first transient stages of flow pattern development and heat transfer characteristics by performing numerical simulations where the channel hydraulic diameter will be varied and all other flow and channel design parameters will remain unchanged, thus isolating the investigated effect. This also constitutes the key novelty of the present work. As the exact isolation of the hydraulic diameter without affecting other important flow and heat transfer characteristics, also taking into account the conjugate heat transfer effects, is numerically examined for the first time in the literature. For a better understanding of the phenomena, different values of heat and mass flux have been considered, with a detailed qualitative and quantitative comparison of the numerical predictions. Additionally, in the present work, a comparison between a single microchannel and four parallel microchannels, of the same total hydraulic diameter, is also conducted. In this case, to isolate the investigated effect, the total volumetric flow rate for both cases remain constant, while the flow rate passing from each of the four parallel channels is reduced by a factor of four, accordingly.

2. Numerical Method

2.1. Governing Equations

The open-source CFD toolbox OpenFOAM and a custom, enhanced VOF-based solver has been used for the performance of the simulations presented in this study. The improvements of the solver involve a treatment for spurious velocities dampening, an enhanced dynamic contact angle treatment model, and a phase-change model in the fluid domain, also considering conjugate heat transfer effects with a solid domain.

The equations for mass, momentum, and energy conservation as well as the volume fraction are presented below. In this work, it is assumed that the vapor and liquid phases are incompressible Newtonian fluids. The utilised solver has been extensively validated against experiments and analytical solutions available in the literature, and it has been shown that it can be safely used in investigations involving diabatic and adiabatic flow boiling. For more details, the reader is referred to [32–36].

The mass conservation equation is given as:

$$\nabla \cdot (\rho \vec{U}) = \rho,$$

where $\vec{U}$ is the fluid velocity vector, and $\rho$ is the bulk density. The source term on the right-hand side accounts for the phase change. The momentum conservation can be calculated as follows:

$$\frac{\partial}{\partial t} (\rho \vec{U}) + \nabla \cdot (\rho \vec{U} \vec{U}) - \nabla \cdot \left\{ \mu \left( \nabla \vec{U} + \left( \nabla \vec{U} \right)^T \right) \right\} = -\nabla p + \vec{f}_{ST} + \vec{f}_g,$$

where $p$ is the pressure, and $\mu$ is the bulk dynamic viscosity. The momentum source terms on the right-hand side of the equation account for the effects of surface tension and gravity, respectively. In the numerical model, the approach based on the work of Brackbill et al. [37]
is used for the calculation of the surface tension. The conservation of energy equation is written as:

\[ \frac{\partial}{\partial t} \left( \rho c_p T \right) + \nabla \cdot \left( \vec{U} \rho c_p T \right) - \nabla \cdot (\lambda \nabla T) = \dot{h}, \]  

(3)

where \( c_p, T, \) and \( \lambda \) are the bulk heat capacity, temperature, and bulk thermal conductivity, respectively. The source term on the right-hand side of the equation represents the contribution of the enthalpy of evaporation/condensation or else the cooling/heating associated with the latent heat of the phase-change. Equation (4) shows how the advection of the volume fraction by the flow field is conducted:

\[ \frac{\partial \alpha}{\partial t} + \nabla \cdot (\alpha \vec{U}) - \nabla \cdot (\alpha(1-\alpha)\vec{U}_f) = \rho \frac{\partial \alpha}{\rho}, \]  

(4)

The sharpening of the interface is important when two-phase flow of two immiscible fluids is simulated. The interface sharpening in OpenFOAM is artificially achieved by adding the additional compression term \( \nabla \cdot (\alpha(1-\alpha)\vec{U}_f) \) in Equation (4). Here, the artificial compression velocity is denoted as \( \vec{U}_f \). The right-hand side source-term of Equation (4) is needed due to the local mass source terms, and the velocity field is not free of divergence. Additionally, the bulk fluid properties \( \gamma \) are calculated as the averages over the liquid (\( \gamma_l \)) and vapour (\( \gamma_v \)) phases, weighted with the volume fraction \( \alpha \), i.e., \( \gamma = \alpha \gamma_l + (1 - \alpha) \gamma_v \). As stated earlier, the VOF-based solver that is used in this study has been modified accordingly in order to account for an adequate level of spurious currents suppression. The reader is referred to [32], for a detailed presentation of the model.

The conservation of energy equation in the solid domains is defined as:

\[ \frac{\partial}{\partial t} \left( \rho_s c_{ps} T \right) = \nabla \cdot (\lambda_s \nabla T), \]  

(5)

where \( \rho_s \) is the density of the solid, and \( c_{ps} \) is the heat capacity.

The interface coupling of the solid and fluid region is achieved iteratively under the following conditions:

\[ T_f = T_s, \quad \lambda_f \frac{\partial T_f}{\partial n} = \lambda_s \frac{\partial T_s}{\partial n}, \]  

(6)

where \( T_f \) and \( T_s \) are the temperature at the fluid side and solid side of the conjugate heat transfer boundary, respectively, whereas \( \lambda_f \) and \( \lambda_s \) are the thermal conductivity of the fluid and solid domain, respectively.

2.2. Phase Change Model

In the process proposed by Hardt and Wondra [38], the evaporating mass is deducted from the liquid side of the interface and appears again on the vapour side. The mass flux at the interface of the two phases (\( j_{evap} \)), which is derived from evaporation/condensation, is found by the following expression:

\[ j_{evap} = \frac{T_{int} - T_{sat}}{R_{int} h_{lv}}, \]  

(7)

where \( T_{int} \) is the interface temperature, \( T_{sat} \) is the saturation temperature, \( R_{int} \) is the interfacial heat resistance, and \( h_{lv} \) is the latent heat of evaporation at the saturation temperature. The quantity of the evaporated liquid is calculated locally, and the resulting source term field is smeared over a few cells in order to prevent numerical instabilities.

The interfacial heat resistance is expressed as:

\[ R_{int} = \frac{2 - \gamma \sqrt{2\pi R_{gas} T_{sat}^{3/2}}}{\gamma \frac{h_{lv}^2}{\rho_v}}, \]  

(8)
The above equation represents a fitting function. This is proved by the varying uncertainty of the $\gamma$ parameter, contained within the range $0 < \gamma < 1$. In this case, the parameter $\gamma$, which can be referred to as the evaporation/condensation coefficient is equal to 1. The term $R_{\text{gas}}$ represents the specific gas constant of the fluid, which is calculated by $R/M$, where $R$ is the universal gas constant, and $M$ is the molar mass of the fluid.

The mass flux from evaporation and condensation, calculated from Equation (8), is added to the conservation equations, from the definition of an appropriate volumetric source term. The volumetric source term is found by multiplying the flux of evaporated mass at the interface by the magnitude of the volume fraction gradient. This definition is explicit in the equation below:

$$
\rho_0 = j_{\text{evap}}|\nabla \alpha|
$$

(9)

Integrating this initial source term field through the entire interface in the computational domain is enough for calculating the “Net Mass Flow”. To do this, the following equation was used:

$$
\dot{m}_{\text{int}} = \int \int \int \dot{\rho}_0 dV
$$

(10)

The “Net Mass Flow” is very relevant to guarantee mass conservation in the domain. The mass source magnitudes of liquid and vapour should be equal, as they represent the net evaporation rate.

In order to avoid computational instabilities, the initially calculated sharp source term is smeared over a finite number of computational cells. This is performed through the solution of a diffusion equation for the smooth distribution of source terms. This is shown below:

$$
\rho_1 - \nabla \cdot \left[ (D\Delta \tau) \nabla \rho_1 \right] = \rho_0
$$

(11)

An artificial time step $\Delta \tau$ is utilised for this purpose, and Neumann boundary conditions are applied in all boundaries of the domain for the smeared source term $\rho_1$. Although this is artificial smearing of the original source term, the integral values of the sharp and the smooth fields remain the same. The overall width of the smeared field is proportional to the square root of diffusion constant “$D$” times the artificial time step “$\Delta \tau$”. The chosen value of “$D$” must be, in each case, adjusted to the mesh resolution to ensure smearing over a finite number of cells.

Subsequently, in order to continue avoiding computational instabilities, the source terms in all cells that do not contain pure liquid or vapour ($\alpha < 1 - \alpha_{\text{cut}}$ and $\alpha > \alpha_{\text{cut}}$, where $\alpha_{\text{cut}}$ is set to 0.001) should artificially be set to zero. The interface cells are not subjected any more to source terms after performing the last step. Hence, the interface is only transported by the calculated velocity field. This secures that the transport algorithm for the $\alpha$ field and the associated interface compression (described previously) can work efficiently without any interference with the evaporation/condensation source term field. However, for maintaining continuity, the remaining source term field needs to be scaled accordingly, at the liquid and the vapour side through the use of scaling coefficients. This final scaling step secures that the mass is globally conserved. The proposed scaling coefficients $N_l$ and $N_v$ are, in effect, the ratio of net mass flow $\dot{m}_{\text{int}}$ to the volume integrals (over the entire computational domain) of the smooth source term field in each of the pure phases:

$$
N_l = \frac{\dot{m}_{\text{int}}}{\int \int \int (\alpha - 1 + \alpha_{\text{cut}}) \dot{\rho}_1 dV}^{-1}
$$

(12)

$$
N_v = \frac{\dot{m}_{\text{int}}}{\int \int \int (\alpha_{\text{cut}} - \alpha) \dot{\rho}_1 dV}^{-1}
$$

(13)

After performing this scaling, the final source term field is calculated using the expression (14):

$$
\dot{\rho} = N_v (\alpha_{\text{cut}} - \alpha) \dot{\rho}_1 - N_l (\alpha - 1 + \alpha_{\text{cut}}) \dot{\rho}_1.
$$

(14)
2.3. Dynamic Contact Angle Treatment

The dynamic contact angle model proposed by Kistler [39] is included in the solver that is used in this study. This model has been validated in the past against adiabatic and diabatic experiments, showing better accuracy compared to other contact angle models. Detailed information about the implementation of the model can be found in [35].

2.4. Heat and Mass Transfer

For the calculation of the parameters including dimensional and non-dimensional numbers, which are presented in the results section, the following expressions have been used.

The mass flux is referred as \( G \) and defined as

\[
G = \frac{\dot{V}}{nA_c},
\]

(15)

where \( \rho_l \) is the liquid density, \( n \) is the number of the microchannels, \( A_c \) is the cross-sectional area, and \( \dot{V} \) is the volumetric flow that can be found by

\[
\dot{V} = U_l A_C
\]

(16)

The heat flux is defined as follows:

\[
q'' = h(T_{\text{wall}} - T_{\text{sat}})
\]

(17)

From Equation (17), the heat transfer rate can be easily found by

\[
Q = q'' A_{HA},
\]

(18)

where \( A_{HA} \) is the heated area of the solid wall perpendicular to the heat flux direction.

For the calculation of the local Nusselt number, the local time-averaged heat transfer coefficient \( h(x,t) \) needs to be calculated from the following expression:

\[
h(x,t) = \frac{q''}{(T_w(x,t) - T_{\text{sat}})}
\]

(19)

where \( x \) is the position along the central longitudinal axis of the conjugate heat transfer boundary, \( q'' \) is the applied heat flux in W/m\(^2\) at the bottom surface of the solid domain, \( T_w(x) \) is the temperature along the central longitudinal axis of the conjugate heat transfer boundary, and \( T_{\text{sat}} \) is the saturation temperature.

The time-averaged local Nu number is then calculated from the following relationship:

\[
Nu_{t,\text{avg}}(x) = \frac{T_h(x)D_h}{\lambda_l},
\]

(20)

where \( \lambda_l \) is the liquid thermal conductivity, and \( D_h \) is the hydraulic diameter of the channel, which can be calculated from the following relationship:

\[
D_h = \frac{2(WH)}{W + H},
\]

(21)

where \( W \) is the width and \( H \) is the height of the channel.

The global averaged Nusselt number (\( Nu_{\text{glob}} \)) represents the area below the resulting local time-averaged \( Nu_{t,\text{avg}} \) over dimensionless length \( L^* \) curve and is calculated as follows:

\[
Nu_{\text{glob}} = \sum_{i=1}^{n} Nu_{j,n} / L^*
\]

(22)
In order to evaluate the heat transfer performance of the multiple microchannel case and to compare it with the single channel case, both the global, $R_{\text{glob}}$, and local time-averaged thermal resistance, $R_l$, are used:

$$R_{\text{glob}} = \frac{1}{n} \sum_{i=1}^{n} R_i / L^*,$$

(23)

where

$$R_l = \left( \frac{T_{\text{wall}} - T_{\text{sat}}}{A_{HA} q''} \right)$$

(24)

$A_{HA}$ is the heated area of the entire heat sink, perpendicular to the heat flux direction.

3. Application of the Numerical Model

3.1. Computational Geometry and Boundary Conditions

In order to be able to account for conjugate effects, the 3D computational grid has been discretised in a solid and a fluid domain, each of them consisting of uniform, structured, hexahedral elements. The shape of the tested microchannels is rectangular, and the aspect ratio ($\text{AR} = W / H$) is set to 0.5 for all the cases. The examined hydraulic diameters $D_h$ are 50, 100, 150, and 200 $\mu$m, and the length of the channels is 2.4 mm. Information about the dimensions of the utilised microchannels is shown in Table 1.

| Case | $D_h$ ($\mu$m) | $H_f$ ($\mu$m) | $W_f$ ($\mu$m) | $H_s$ ($\mu$m) | $W_s$ ($\mu$m) | No. of Cells ($\times 10^6$) |
|------|----------------|----------------|----------------|----------------|----------------|---------------------------|
| I    | 50             | 75             | 37.5           | 90             | 37.5           | 1.0125                    |
| II   | 100            | 150            | 75.0           | 90             | 75.0           | 2.0250                    |
| III  | 150            | 225            | 112.5          | 90             | 112.5          | 3.0375                    |
| IV   | 200            | 300            | 150.0          | 90             | 150.0          | 4.0500                    |

A constant heat flux $q''$ boundary condition is applied at the bottom wall of the solid domain, whereas the other walls of the channels are considered adiabatic. Since the model accounts for conjugate effects, a temperature and heat flux coupling boundary condition is used at the interface of the upper wall of the solid domain and the bottom wall of the fluid domain. A constant velocity boundary condition is applied in the inlet of the fluid domain, and fixed pressure is applied at the outlet. Finally, the volume fraction value was assigned as unity, as saturated liquid only enters from the inlet during the calculations. Detailed description of the boundary conditions can be found in [40].

3.2. Numerical Simulation Set-Up and Process

Figure 1a shows the computational domain, boundary conditions, and mesh details for the present numerical investigation. The simulations consist of two different stages. In the first stage, saturated liquid enters the microchannel, flowing with a specified constant mass flow rate (for all the considered cases, the flow is maintained in the laminar regime). This stage is run up for a few seconds of real flow for all cases presented in this work, aiming to a steady state where the hydrodynamic and thermal boundary layers are fully developed. The fully developed thermal boundary layer is shown in Figure 1b. After that, the second stage is initiated, which leads to the main focus of the present paper, where thirty vapour nuclei (bubble seeds), represented as a half-sphere with a radius of 10 $\mu$m, are patched onto the conjugate heat transfer boundary (interface between the fluid and solid domains) arbitrarily distributed along the channel, as illustrated in Figure 1c. Artificially placing these bubble seeds at this step is necessary to initiate the flow boiling process, since the present model does not account for the boiling inception through the application of
existing empirical bubble nucleation sub-models. Since these patched bubble seeds are positioned within a developed thermal boundary layer, where the temperature is greater compared to the saturation temperature \(T_{\text{sat}}\), boiling occurs at the solid/liquid/vapour triple line as well as at the parts of the liquid/vapour interface that is in contact with temperatures greater than \(T_{\text{sat}}\). The working fluid for all the examined cases is ethanol, and the properties used in the setup of the cases are obtained as those of ethanol liquid and vapour at \(T_{\text{sat}} = 351.05\) K at a pressure of 1 bar from [41]. With regard to the solid domain, the properties of stainless steel have been considered for all cases. The physical properties of the ethanol and stainless steel are shown in Tables 2 and 3, respectively. Finally, the advancing and receding contact angles are 19° and 8°, respectively, for all the simulations. For isolating the exact effect of the microchannel hydraulic diameter, all the fluid and solid properties, as well as the total applied heat transfer rate \(Q\) (in W), together with the volumetric flow rate \(V\) (in \(m^3/s\)), are kept constant. To keep \(Q\) and \(V\) values constant, since the hydraulic diameter of each microchannel varies, the applied heat flux \(q''\), velocity of the fluid flow \(U\), and hence the mass flux \(G\) (see Equation (16)) vary accordingly with respect to the hydraulic diameter variation.

![Figure 1](attachment:figure1.png)

**Figure 1.** (a) Computational domain, boundary conditions, and mesh details. (b) Developed thermal boundary layer at the end of the first stage of simulations (single-phase). (c) Position of the 30 patched bubble seeds that has been used for all the numerical simulations at the beginning of the second stage (referred as initial time \(t = 0\) ms).

| \(T_{\text{sat}}\) (K) | \(P_{\text{sat}}/P_a\) | \(\rho_f/(kg/m^3)\) | \(\rho_v/(kg/m^3)\) | \(v_f/(m^2/s)\) | \(v_v/(m^2/s)\) | \(\lambda_f/(W/mK)\) | \(\lambda_v/(W/mK)\) |
|---------------------|-----------------|-----------------|-----------------|----------------|----------------|-----------------|----------------|
| 351.05              | 100,000         | 736.78          | 1.63            | 6.01 × 10^{-7} | 6.37 × 10^{-6} | 0.153           | 0.02           |

**Table 2.** Ethanol properties at saturation temperature.

| \(\rho_f/(kg/m^3)\) | \(c_p(s)/(J/kgK)\) | \(\lambda_f/(W/mK)\) |
|---------------------|--------------------|---------------------|
| 7840                | 500                | 16.2                |

**Table 3.** Steel properties.

In order to be able to better understand the phenomena, under different conditions, each of the considered hydraulic diameters are tested for two different values of applied heat flux \(q''\) keeping the heat transfer rate constant at values of \(Q = 7.20 \times 10^{-3}\) W and \(1.80 \times 10^{-2}\) W, respectively. The above selected conditions for the simulations are selected to be similar to those reported in experimental investigations of saturated flow boiling within microchannels available in the literature, e.g., [42]. The overall operating conditions considered for the numerical experiments are summarised in Table 4.
Table 4. Operating conditions of the microchannels.

| $D_h$ ($\mu$m) | $V$ ($m^3/s$) | $U_l$ ($m/s$) | $G$ ($Kg/m^2s$) | $Re_{l}$ | $q''$ ($kW/m^2$) | Heat Transfer Rate $Q$ (kW) | $q''$ ($kW/m^2$) | Heat Transfer Rate $Q$ (kW) |
|----------------|--------------|---------------|-----------------|--------|-----------------|---------------------------|-----------------|---------------------------|
| 50             | 3.26         | 2400          | 271             | $q'' = 80$ | $7.20 \times 10^{-6}$ | $q'' = 100$ | $1.80 \times 10^{-5}$ |
| 100            | 0.81         | 600           | 135             | $q'' = 40$ | $q'' = 66.67$ | $q'' = 50$ |
| 150            | 0.36         | 267           | 90              | $q'' = 26.67$ | $q'' = 20$ | $q'' = 20$ |
| 200            | 0.20         | 150           | 67              | $q'' = 20$ | $q'' = 100$ | $q'' = 100$ |

In order to have a more realistic case scenario, after the initial nucleation of the thirty bubbles at $t = 0$ ms, multiple recurring nucleation events of thirty bubbles with constant nucleation frequency of every 0.4 ms and at the same nucleation position, as shown in Figure 1c, have been chosen for the presented simulations. Hence, each nucleation cycle lasts for 0.4 ms, and a total of 10 nucleation cycles are considered ($10 \times 0.4 \text{ ms} = 4.0 \text{ ms}$) for all of the considered $D_h$, heat, and mass fluxes. For the performance of the 3D, transient numerical simulations, a high-performance computing (HPC) cluster has been utilised, and more than 800,000 core-hours were needed for the overall runs of the present paper. The Courant number kept constant at 0.5, whereas the calculation time step was varied automatically ranging from $10^{-8}$ up to $10^{-6}$ s.

At this point, it should be mentioned that the selected mesh size of the present simulations has been chosen after performing a mesh independence study in order to ensure that the solution is not influenced by the size of the mesh in a previous work by the same authors [40], where the effect of wettability was investigated for the 200 $\mu$m channel that is also used in the present investigation.

4. Numerical Simulation Results

4.1. Effect of Hydraulic Diameter for a Single Microchannel

The results from the simulations examining the effect of hydraulic diameter considering a single rectangular microchannel are presented in the following paragraphs. Initially, the cases with constant $q = 7.20 \times 10^{-3}$ W and varying heat fluxes (20, 26.7, 40, and 80 kW/m²) and constant volumetric flow rate of $V = 9.1611 \times 10^{-9}$ m³/s with varying mass fluxes (150, 267, 600, 2400 kg/m²), which correspond to hydraulic diameters of 200, 150, 100, and 50 $\mu$m, respectively, will be presented. In Figure 2, qualitative/macroscopic flow visualisation results of the spatial and temporal evolution of the generated vapour bubbles for all the examined hydraulic diameters are illustrated. A top view and a 3D isometric view are shown for four successive time instants in each case. Overall, from a first analysis of the qualitative data, it can be inferred that the effect of the $D_h$ of the channel exerts a significant influence on the resulting two-phase flow regimes, with the diameter of a 100 $\mu$m to be considered as a flow regime transition threshold. For all cases, the initialised bubble seeds on the heated wall grow and merge together, forming large, elongated bubbles, which are transferred downstream by the liquid cross-flow. For the cases of 50 $\mu$m and 100 $\mu$m, after each nucleation cycle, the detachment of the bubbles occurs rapidly, resulting into a churn flow for the former case and into an initially churn flow, during the early time instants (e.g., within the first millisecond), which is quickly transitioned into a slug flow for the 100 $\mu$m case. On the other hand, for the other two cases, bubble detachment lasts a few fractions of a millisecond more, leading to a direct slug flow regime. By observing both top and 3D views of the macroscopic results, it can be seen that, for all cases, there is no contact between the adiabatic top wall and the generated bubbles, whereas a contact between some of the bubbles with the two adiabatic sidewalls can be seen for all the cases, for at least one of the shown time instants. However, it is clear that the generated bubbles for the case of 100 $\mu$m have the least contact with the three adiabatic walls of the microchannel, meaning that no formation of dry patches is seen in these regions in this particular case. This may be attributed to the comparatively thicker liquid film.
surrounding the vapour slugs compared to the cases with higher hydraulic diameter. With regard to the shape of the vapour bubbles, after detaching from the surface and the leading edge approaches the outlet of the channel, a characteristic symmetric bullet shape nose is observed for all cases. The curvature of the nose increases as the hydraulic diameter decreases, leading to an increment of the evaporation liquid film thickness. Overall, liquid film evaporation is the main heat transfer mechanism for all cases. For the cases of 150 μm and 200 μm, the primary heat transfer mechanism during the early stages of the vapour bubbles growth (e.g., 0.5 ms) is the contact line (meniscus) evaporation due to the delayed detachment of the bubbles from the heated surface. However, for the later time instants, the already generated elongated vapour slugs have detached from the heated surface, making liquid film evaporation the main heat transfer mechanism.

During the second set of simulations, the heat transfer rate for all the cases is increased to $Q = 1.80 \times 10^{-2}$ W by varying the corresponding applied heat fluxes to 50, 66.7, 100, and 200 kW/m² for each of the considered channel hydraulic diameters. The volumetric flow rate and mass flux have remained unchanged compared to the previous set of simulations, with the values being $V = 9.1611 \times 10^{-9}$ m³/s and $G = 150, 267, 600, \text{ and } 2400$ kg/m²s for the cases of $D_h = 200, 150, 100, \text{ and } 50 \mu m$, respectively. Figure 3 shows the qualitative numerical results for four common time instants. With regard to the flow characteristics, it is indicated that the increase in heat flux has resulted in an increased bubble growth rate; hence, more elongated bubbles for the cases of 100, 150, and 200 μm can be observed, whereas for the 50 μm microchannel, no significant differences compared to the corresponding $D_h$ case of Figure 2 can be observed. Churn flow appears to be the two-phase flow regime for the cases of 50 and 100 μm; however, a transition into slug flow is also observed for some cases. Similar to the previous set of simulations, the scaling down of $D_h$ increases the curvature of the nose of the bubble(s) and hence the thickness of the liquid film. Finally, contact line evaporation can be considered as the main heat transfer mechanism during the early very stages of the evaporation process (e.g., 0.5 ms) for the cases of 200, 150,
and 100 μm; however, for later time instants, the main heat transfer mechanism is liquid film evaporation. For the 50 μm case, the main heat transfer mechanism is liquid film evaporation.
positively or negatively affected the heat transfer performance of the 50 μm channel, while for the other cases, a further increase in the \( \text{Nu}_{\text{glob}} \) is observed.

In Figure 5, the percentage difference between the single-phase and the corresponding two-phase simulation of the local time-averaged heat transfer coefficient \( (\Delta \bar{h}(x) = \bar{h}(x)_t - \bar{h}(x)_p - \bar{h}(x)_s + \bar{h}(x)_p) \times 100 \) versus the \( L^* \) is plotted for both examined heat transfer rates \( Q \). It is clear from this figure that the heat transfer coefficient variation is much smoother for the case of \( D_h = 50 \) μm compared to the case of \( 200 \) μm. Additionally, it is also clear that the case of 50 μm shows the greatest increase in \( \bar{h}(x) \), followed by the case of 100 μm and the cases of 200 μm and 150 μm, respectively. This is also evident by observing, where for \( Q = 7.20 \times 10^{-3} \) W, the \( \text{Nu}_{\text{glob}} \) for the 50 μm two-phase case has been increased by 37.4%, compared to the corresponding single-phase simulation, and that for the 100 μm case has been increased 25.9%, whereas for the 150 and 200 μm cases, \( \text{Nu}_{\text{glob}} \) has been increased by 22.2% for both cases. The increase in the heat transfer rate to \( Q = 1.80 \times 10^{-2} \) W seems not to have positively or negatively affected the heat transfer performance of the 50 μm channel, while for the other cases, a further increase in the \( \text{Nu}_{\text{glob}} \) is observed.

Figure 4. Influence of hydraulic diameter on time-averaged local Nusselt number on both single and two-phase simulations on constant heat transfer of 7.20 × 10^{-3} W (a) and 1.80 × 10^{-2} W (b) and constant volumetric flow rates and varying heat and mass fluxes.

Table 5. Comparison of the and percentage difference between single-phase and two-phase results for the examined \( Q \) and \( D_h \).

| \( D_h (\mu m) \) | Single-Phase \( \text{Nu}_{\text{glob}} \) (\%) | Two-Phase \( \text{Nu}_{\text{glob}} \) (\%) | % Difference (\%) | Single-Phase \( \text{Nu}_{\text{glob}} \) (\%) | Two-Phase \( \text{Nu}_{\text{glob}} \) (\%) | % Difference (\%) |
|------------------|-------------------------------|-------------------------------|-----------------|-------------------------------|-------------------------------|-----------------|
| 50               | 1.851                         | 2.542                         | 37.4            | 1.851                         | 2.539                         | 37.2            |
| 100              | 3.087                         | 3.887                         | 25.9            | 3.091                         | 4.163                         | 34.7            |
| 150              | 4.443                         | 5.427                         | 22.6            | 4.472                         | 5.609                         | 25.4            |
| 200              | 5.866                         | 7.168                         | 22.2            | 6.011                         | 7.912                         | 31.7            |
Figure 5. Effect of hydraulic diameter on time-averaged heat transfer coefficient difference $\Delta \bar{h}(x)$ over the dimensionless length $L^*$ between the corresponding single and two-phase simulations for the examined hydraulic diameters with constant heat transfer and volumetric flow rate and varying heat and mass fluxes.

Based upon the qualitative and quantitative results of the simulations presented so far, the following noteworthy conclusions can be drawn.

- Smaller elongated bubbles/slugs are observed when the hydraulic diameter is increased.
- The increase in heat transfer rate $Q$ has resulted in an increase in bubble growth rate and bubble coalescence, resulting in more elongated vapour slugs.
- The bubbles grow to occupy the entire cross-section with elongated or intermittent vapour slugs within few fractions of a millisecond.
- For the case of $Q = 7.20 \times 10^{-3} \text{ W}$, dry patches are formed only on the adiabatic side walls of the microchannel and mainly for the cases of hydraulic diameter $D_h = 200$ and 150 $\mu$m. For the case of $Q = 1.80 \times 10^{-2} \text{ W}$, dry patches are formed mainly on the two side walls of each channel, but also sometimes on the top adiabatic wall, close to the inlet of the channel.
- A characteristic bullet shape nose can be seen in all cases. The curvature of the nose is increased with the decrease in hydraulic diameter for both examined values of $Q$. 

Table 5. Comparison of the $N_u$ $\text{gl}_\text{o}b$ and percentage difference between single-phase and two-phase results for the examined $Q$ and $D_h$.

| $Q$ (W) | $D_h$ (µm) | Single-Phase $N_u$ $\text{gl}_\text{o}b$ | Two-Phase $N_u$ $\text{gl}_\text{o}b$ | % Difference |
|---------|------------|-------------------------------------|-------------------------------------|--------------|
| 7.20 $\times 10^{-3}$ | 50 | 1.851 | 2.539 | 37.2 |
| 1.80 $\times 10^{-2}$ | 100 | 3.091 | 4.163 | 34.7 |
heat transfer rate. An increase in the curvature is also observed by increasing heat transfer rate.

- For the simulations of low heat transfer rate, churn flow is the developed flow regime for the 50 µm channel, while churn flow is also seen in the first few milliseconds for the case of 100 µm, which then transitions into an intermittent vapour slug regime. For the cases of 150 and 200 µm, due to the comparatively delayed coalescence of the evaporating bubbles, a slug flow regime is developed.

- Liquid film evaporation is the main heat transfer mechanism for all cases. For the cases of 50 and 100 µm, this is evident throughout the numerical experiments, whereas for 150 and 200 µm, contact line evaporation is the main contributing heat transfer mechanism for the first two nucleation cycles and liquid film evaporation for the rest of the simulation.

- For the simulations of high heat transfer rate, churn flow is the flow regime for the 50 µm case, while an initial churn flow that transitions into a slug flow is evident for the other three cases. In other words, the increase in heat transfer rate did not affect qualitatively the flow characteristics of the 50 µm channel, whereas for the other three channels, higher bubble growth rates and comparatively more elongated slugs are observed.

- The difference in the two-phase flow regimes between the tested cases has also resulted in a different heat transfer performance.

- Heat transfer is deteriorated by increasing the hydraulic diameter of the channel when comparing the corresponding single and two-phase flow simulations, as shown by the time-averaged heat transfer coefficient difference $\Delta \theta(x)$ comparison.

- The increase in the heat transfer rate indicated that the effect of channel diameter is more evident when the heat transfer rate is lower. Furthermore, when the heat transfer rate was increased a substantial enhancement of the heat transfer could be seen for microchannels of 200, 150, and 100 µm, whereas no important difference could be seen for the microchannel with the smallest hydraulic diameter.

- The trend representing the global Nusselt number curve of the single-phase simulations is identical, regardless the hydraulic diameter of the microchannel, and they all increase with the increase in hydraulic diameter. As expected, different trends could be seen when comparing the two-phase simulations.

- The variation of the time-averaged heat transfer coefficient difference $\Delta \theta(x)$ versus the dimensionless length $L^*$ is much smoother for the case of small hydraulic diameter compared to the case of 200 µm.

4.2. Effect of Numbers of Parallel Microchannels

As mentioned earlier, in addition to the effect of channel diameter, researchers have been also focused on the effect of the number of the microchannels in order to see whether the division of a single microchannel with specific $D_h$ into greater number of channels with smaller $D_{h_1}$ or vice versa, can enhance heat transfer and flow characteristics. In other words, in this subsection, simulations of fully three-dimensional microchannel heat sinks accounting for conjugate effect are conducted, aiming to compare and propose an optimal geometric design where the minimum overall thermal resistance will be used as an objective function. This investigation considers the effect of a number of microchannels by performing numerical simulations of a single microchannel with $D_h = 200$ µm and four parallel microchannels, each having $D_{h_1} = 50$ µm, totalling $D_h = 200$ µm. In order to perform a more realistic investigation, both cases are surrounded by solid walls of stainless steel. As in the previous set of simulations, initially, single-phase simulations were run up to a point that the thermal and hydrodynamic profiles are fully developed. Consequently, the time was set to 0 ms, and thirty bubbles, each with a radius of 10 µm, were patched on the solid–liquid interface at the same position along the channels every 0.4 ms for seven nucleation cycles, up to 3.2 ms. Furthermore, in order to isolate the effect of channel number, all the other parameters, such as the total flow rate, heat flux, as well as
the aspect ratio and wall thicknesses around the channels, were kept the same. An applied heat flux of 50 kW/m² was uniformly applied at the bottom wall, corresponding to a total heat transfer rate of $Q = 1.80 \times 10^{-2}$ W. The total volumetric flow for the two cases was selected to be $V_{\text{total}} = 9.1611 \times 10^{-9} \text{m}^3/\text{s}$. Mesh details and boundary conditions for the numerical setups are shown in Figure 6a,b for the single and multiple microchannels cases, respectively. The corresponding geometrical characteristics of the tested microchannels and the fully developed thermal boundary layer at the beginning of the two-phase simulation ($t = 0$ ms) are shown in Figure 6c,d. Finally, a top view of the considered microchannels and the position of the patched bubbles at $t = 0$ ms (and at the beginning of every nucleation event) are shown in Figure 6e,f.

Figure 6. Left—case with single microchannel ($D_h = 200 \mu\text{m} \times 1$ channel). Right—case with four parallel microchannels ($D_h = 50 \mu\text{m} \times 4$ channels). (a,b) Computational domain and mesh details, (c,d) 3D angled view of the microchannel(s) and fully developed thermal boundary layer at $t = 0$ ms, (e,f) top view and patched bubbles position at $t = 0$ ms.

Flow visualisation results for both microchannels are shown in Figure 7. Initially, it can be observed that changing the design of the microchannel has resulted in a significant difference on the temperature gradient between the two cases. Specifically, for the case of single microchannel, the spatial temperature difference $\Delta T$ between the hottest and the coolest spots is $\sim 6.7$ K, whereas for the four parallel microchannel case, $\Delta T$ is $\sim 3.6$ K. The different design also exhibited a difference in the generated two-phase flow regimes. For the case of the single channel heat sink, in the first half towards the inlet of the microchannel, merging of the bubbles occur at such a rate where the detachment of the merged bubbles and their subsequent transformation into small vapour slugs requires approximately a complete nucleation cycle (0.4 ms). On the other hand, in the second half of the channel, churn flow is observed immediately after boiling incipience for the first four nucleation cycles (1.6 ms), which are characterised by a highly fluctuating, non-uniform interface between the liquid and the vapour phases. This can be attributed to...
the high coalescence rate, which is caused by the fast growth rate of each of the patched bubbles in this hotter region of the channel. However, as the temperature of the heated wall is decreased, a transition into slug flow is observed. For the case of the four parallel channels, churn flow is observed throughout the overall numerical experiment within all the parallel microchannels. It is worthwhile mentioning that, in all four microchannels, the developed two-phase flow regimes are quite similar at the earlier stages but have evident differentiation at later stages, especially between the end and middle channels. This is evidence of the effect of the solid domain inertia on the developed boundary conditions at the corresponding conjugate boundaries. Therefore, due to symmetry, the two middle channels and the two outer channels present similar two-phase flow patterns, but comparing the instantaneous two-phase flow pattern of an outer and an inner channel, noticeable differences exist. Additionally, by observing and comparing Figures 3a and 7a, it is evident that, for the latter case, where solid walls surround the microchannels, the developed flow boiling regime is not significantly affected. Dry patches are formed in the side walls of each channel, whereas the top wall has no contact with the bubbles. The main heat transfer mechanism for the bottom and top walls of the four-channel case is liquid film evaporation, with very small contribution of contact line evaporation close to the inlet of each channel. Conversely, due to the significant presence of dry patches, contact line evaporation is the main heat transfer mechanism on the side walls of the same case. For the single channel case, contact line evaporation is the main heat transfer mechanism for the first millisecond of the boiling process. However, as the temperature gradient between the solid surface decreases and the flow regime is transitioned into slug flow, the main heat transfer mechanism is liquid film evaporation.

Figure 7. Top view and 3D side view comparison between the four parallel channels (a) and single case channel (b) for constant $q = 1.80 \times 10^{-2}$ W and $V = 9.1611 \times 10^{-9}$. Four common time instants are shown.

Figure 8 illustrates the local time-averaged thermal resistance, $\overline{R}_f$, of the two examined cases, measured in the solid–fluid interface along the channel for the single channel case and along each channel for the multiple parallel channel case (as shown in Equation (24)). From the results, it is evident that the different heat sink configuration has significantly affected the overall thermal resistance $\overline{R}_f$. Even though the trend lines between the single-phase results are similar, the case of the single microchannel has significantly higher $\overline{R}_f$ compared to the case of multiple channels. For both single-phase lines, the $\overline{R}_f$ starts at a minimum value in the inlet of the channel and increases linearly along the flow path, reaching a maximum value in the outlet of the microchannel(s). By comparing the dashed
lines representing the single-phase simulations in Figure 8, it is clear that the multiple channel case has substantially less thermal resistance compared to the single channel case, meaning that the convection heat transfer is much more efficient in the multiple channel case. This is mainly due to the convective heat transfer coefficient being inversely proportional to the hydraulic diameter of the channels, which, in the single microchannel, is four times greater compared to the multiple channels case. Additionally, this may also be attributed to the fact that, for the four-channels case, the uniformity of the temperature distribution is significantly better compared to the single channel heat sink. As expected, when comparing the two-phase results, the contribution of the flow boiling has resulted in a lower temperature of the conjugate boundary, leading to lower thermal resistance compared to the corresponding single-phase simulations. These results reveal that there is a significant augmentation in flow boiling heat transfer performance in the case of four parallel channels, compared to the case of single channel. Initially, this can be attributed to different flow regimes and the thicker liquid film (either at the corners or walls) formed in the case of the single channel, which results into weaker liquid film evaporation and reduced heat transfer. Another reason for this difference is the fact that contact line evaporation, seen up to 1 ms in the single channel case, may have resulted into partial dry-out and further deterioration of the local heat transfer coefficient. In addition, as noted by Wang et al. [21], the complexity of the flow field is increased by the larger cross-sectional area, which has more space available for thicker liquid films.
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**Figure 8.** Time-averaged thermal resistance $R_l$ comparison of single and two-phase simulations between single channel of $D_h = 200 \, \mu m$ and four parallels channels, each having $D_h = 50 \, \mu m$.

### 4.3. Temperature and Volume Fraction Comparison within Each Microchannel

As noted earlier, for the case of four parallel channels, the flow patterns were similar regardless of the position of each channel within the solid surface. Therefore, it is interesting to observe whether this behaviour is also observed quantitatively or not. Thus, the time-averaged temperature $T$ at the fluid–solid interface of the bottom heated wall along the flow path, as well as the time averaged vapour volume within each microchannel, has been measured and presented in Figure 9. The $T$ results $L^*$ shown in Figure 9a indicate that the $T$ values through the flow boiling process remain almost unaffected for the end channels 1 and 4 as well as for the middle channels, channels 2 and 3 (the numbering of the channels can be seen in Figure 8). Furthermore, the trend of the four channels is also identical. As for the vapour volume, this has been plotted over time $T$ and is shown in Figure 9b. From the results, it is noted that curves show similar trends; however, as in the cases of $T$, the group of the end channels and the middle channels show comparatively closer quantitative results. The repeating peaks of the curves that are seen every 0.4 ms
are attributed to the patched bubbles occurrence frequency. Overall, the difference in the vapour volume between the microchannels can be considered minor. Even though the above findings indicate that the effect of microchannel position on $T$ and vapour volume is minor, it should be again pointed out that, in the present investigation, the first transient stages of the flow patterns development, is examined. This means that, for more macroscale applications, conjugate heat transfer effects are absolutely necessary to be taken into consideration when performing numerical simulations, as the solid inertia effects can be more significant (also during such early flow boiling stages) when other solid surfaces with different thermophysical properties are examined.
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**Figure 9.** For $q’’ = 50 \text{ kW/m}^2$ and $G = 600 \text{ kg/m}^2\text{s}$. (a) Comparison of time-averaged temperature $T$ measured in the meniscus along each channel over $L^*$. (b) Comparison of the volume vapour of each channel over time $t$.

5. Conclusions

A detailed numerical investigation on the effect of microchannel hydraulic diameter as well as on the effect of the number of parallel microchannels within flow boiling microchannel heat sinks is performed. In total, two sets of simulations were performed and analysed separately. In the first set, the effect of microchannel hydraulic diameter on the global heat transfer characteristics is investigated within a single rectangular microchannel for four different hydraulic diameters of 200, 150, 100, and 50. It has been inferred that the hydraulic diameter plays a significant role on both the resulting flow boiling regimes and heat transfer characteristics. Particularly, the values of the time-averaged heat transfer coefficient of the two-phase runs, compared to the corresponding single-phase cases is increased with the corresponding decrease in the channel hydraulic diameter. Additionally, a fluctuating trend is exhibited for the case of higher hydraulic diameter (e.g., 200 μm), whereas the fluctuations are diminished as the hydraulic diameter decreases (e.g., 50 μm). For the case of the low applied heat transfer rate, an increase of 37.4%, 26.9%, 22.2%, and 22.2% of the global Nusselt number, compared to the corresponding single-phase stage of the simulations, could be seen for the microchannels with hydraulic diameter of 50, 100, 150, and 200 μm, respectively. Furthermore, for the case of high heat transfer rate, the global Nusselt number increased by 37.2%, 34.7%, 25.4%, and 31.7%, respectively.

In the second set of simulations, a single microchannel with hydraulic diameter of 200 μm and four parallel microchannels, each with a hydraulic diameter of 50 μm, are performed. From this comparison, it could be seen that a difference in microchannel configuration results in the development of different flow regimes. The findings revealed that the local time-averaged thermal resistance $R_L$ decreased with the decrease in the hydraulic diameter and the increase in the channel number $n$. For the single microchannel
heat sink, the two-phase thermal resistance $R_l$ is decreased by 5.4% compared to its single-phase stage, whereas for the multiple channels case the thermal resistance is decreased by 23.3% compared to its single-phase stage. The difference in the thermal resistance can be attributed to the thicker liquid film that the case of 200 $\mu$m has compared to the 50 $\mu$m, leading to an increased convection and conduction resistance and hence a decrease in heat transfer performance. Additionally, the liquid film evaporation is higher in the case of thin films.
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