An App for Detecting Bullying of Nurses Using Convolutional Neural Networks and Web-Based Computerized Adaptive Testing: Development and Usability Study
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Abstract

Background: Workplace bullying has been measured in many studies to investigate its effects on mental health issues. However, none have used web-based computerized adaptive testing (CAT) with bully classifications and convolutional neural networks (CNN) for reporting the extent of individual bullying in the workplace.

Objective: This study aims to build a model using CNN to develop an app for automatic detection and classification of nurse bullying-levels, incorporated with online Rasch computerized adaptive testing, to help assess nurse bullying at an earlier stage.

Methods: We recruited 960 nurses working in a Taiwan Ch-Mei hospital group to fill out the 22-item Negative Acts Questionnaire-Revised (NAQ-R) in August 2012. The k-mean and the CNN were used as unsupervised and supervised learnings, respectively, for: (1) dividing nurses into three classes (n=918, 29, and 13 with suspicious mild, moderate, and severe extent of being bullied, respectively); and (2) building a bully prediction model to estimate 69 different parameters. Finally, data were separated into training and testing sets in a proportion of 70:30, where the former was used to predict the latter. We calculated the sensitivity, specificity, and receiver operating characteristic curve (area under the curve [AUC]), along with the accuracy across studies for comparison. An app predicting the respondent bullying-level was developed, involving the model’s 69 estimated parameters and the online Rasch CAT module as a website assessment.

Results: We observed that: (1) the 22-item model yields higher accuracy rates for three categories, with an accuracy of 94% for the total 960 cases, and accuracies of 99% (AUC 0.99; 95% CI 0.99-1.00) and 83% (AUC 0.94; 95% CI 0.82-0.99) for the lower and upper groups (cutoff points at 49 and 66 points) based on the 947 cases and 42 cases, respectively; and (2) the 700-case
training set, with 95% accuracy, predicts the 260-case testing set reaching an accuracy of 97. Thus, a NAQ-R app for nurses that predicts bullying-level was successfully developed and demonstrated in this study.

Conclusions: The 22-item CNN model, combined with the Rasch online CAT, is recommended for improving the accuracy of the nurse NAQ-R assessment. An app developed for helping nurses self-assess workplace bullying at an early stage is required for application in the future.
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Introduction

Background

Over the past several decades, prevalence rates of workplace bullying have been addressed in a wide range of different studies to investigate bullying’s potential effects on mental health [1-4]. Despite all of this attention on workplace bullying, the classification of bullying levels has still not, to this date, reached a consensus in the literature.

NAQ-R Assessment Used for Examining Workplace Bullying

The 22-item Negative Acts Questionnaire-Revised (NAQ-R) [2,4-7] is one of the most popular tools used for examining individuals who deal with workplace bullying. Using cutting points at –0.7 and 0.7 (or <30 and <60 in the summed score), this test has been proposed to assess nurses to identify their bullying grade from one of three levels (high, moderate, and low) [4]. However, the assessment accuracy for classifying individual bullying levels is challenging and requires improvement due to type I and type II errors.

Convolutional Neural Networks

Convolutional neural networks (CNNs) have had a significant impact within the field of health informatics [8,9]. Its architecture can be described as an interleaved set of feedforward layers implementing convolutional filters followed by reduction, rectification, or pooling layers [10-12]. For each layer, the CNN creates a high-level abstract feature. The CNN, a famous deep learning method, can improve prediction accuracy up to 7.14% [12] in classification. Accordingly, the 22-item NAQ-R, combined with the CNN technique for improving the prediction accuracy of workplace bullying, is worthy of study.

Computerized Adaptive Testing With CNN

Computerized adaptive testing (CAT) is based on item response theory (IRT) that adapts to an examinee’s ability level [4]. The computer follows an IRT-based algorithm that provides the examinee with the next item, which can be too hard or not too easy, for answering the next question. As such, each patient needs to answer the fewest possible items, resulting in less respondent burden and even more accurate outcomes [2]. As with all forms of web-based technology development, there has not been an online NAQ-R CAT assessment combined with CNN to assess individual workplace bullying available until now. The issue of missing responses in CAT affecting the CNN computation is one of the problems that limit the development of CAT with CNN. Another limitation for CAT is the numerous parameters within CNN, which are harder to program computer routines than traditional predictive methods, such as multiple regression analysis or logistical regression, which only have a few independent variables in their prediction models.

Online Assessment Using Smartphones is Required

As the age of digital technology approaches, advances in mobile health (mHealth) and health communication technology are rapidly increasing [13]. Till now, there has been no app for smartphones that measures nurse bullying levels in health care settings. It is not only the complexity of the CAT procedure with multimedia illustrations embedded into the web-based module, but also the difficulty of the model’s CNN parameters that need to be transformed into the probability of classification types when the individual bullied-levels are assessed by the NAQ-R CAT. A web-based CAT with CNN app could more accurately alert individuals to alleviate their mental strain before it becomes a serious bullying-victim problem.

Study Aims

The aims of the current study are to: (1) estimate the model’s parameters on the NAQ-R responses by the nurses; and (2) design an app for smartphones based on a website-based assessment of nurse bullying levels.

Methods

Data source

The study sample was recruited from three hospitals (Hospital A: 1236-bed medical center; B: 265-bed local hospital; and C: 877-bed region hospital) in southern Taiwan in August 2012. No incentive for participation was offered. A total of 960 copies of the bullying questionnaire were validated, with a return rate of 96.3% [4]. This study was approved and monitored by the Research Ethics Review Board of the Chi-Mei Medical Center. Demographic data were anonymously collected: gender, work tenure in hospitals of all types, age, marital status, and education level.

Featured Variables

Featured variables include the 22 items in the NAQ-R in which a higher response denotes a more serious bullying problem. The input layer for each case, with 36 elements as a 6x6 image, was constructed with the 22 featured variables and the sequentially repeated responses (eg, the elements from 23 to 36 are followed from the beginning till to the end). The 960 participants were
then split into training and testing sets in a proportion of 70:30, where the former was used to predict the latter. The data are shown in Multimedia Appendix 1.

Unsupervised and Supervised Learnings

Unsupervised learning indicates agnostic aggregation of unlabeled data sets yielding groups or clusters of entities with shared similarities that may be unknown to the user before the analysis step [14,15] (eg, clustering dimensionality reduction using principal component analysis or k-mean clustering). The k-mean clustering aims to partition n observations into k clusters, in which each observation belongs to the cluster with the nearest mean [16]. Two sets of two and three categories each were clustered in comparison to this study. In contrast, supervised learning employs “labeled” training data sets (defined by the previous approach of k-mean clustering) to yield a qualitative or quantitative output through the CNN algorithm [14,17].

In this study, the k-mean was used as unsupervised learning for: (1) clustering participants into two classes (eg, the three categories of suspicious mild [n=918], moderate [n=29], and severe [n=13]). CNN was applied as supervised learning to build a bully prediction model for estimating the 69 parameters. See Figure 1 and 2 for more detailed information.

Figure 1. Interpretation of the CNN algorithm in Microsoft Excel. CNN: convolutional neural network.

CNN Applied to This Study

CNN is a variant of the standard multilayer perceptron, and it is especially used for pattern recognition compared with conventional approaches [18] due to its capability to reduce the dimension of data, extract a feature sequentially, and classify one structure of the network [19]. The basic CNN model was inspired in 1962, from the visual cortex proposed by Hubel and Wiesel [18]. To simplify the CNN concept and process, we present it in Figure 1 (see Multimedia Appendix 2 for more detailed information on interpretation).

Tasks for Performing CNN

Task 1 is the comparison of prediction accuracies in the tree-category model. Two sets of categories (ie, 2 and 3) on 960 cases were mirrored to compare, first, the prediction accuracies (eg, the sensitivity, specificity, receiver operating characteristic (ROC) curve, and area under the curve (AUC)) using k-mean clustering. Task 2 is validation compared to the training and testing sets. We used the known responses and their corresponding labels (ie, suspicion of bullying levels) to build a model for predicting the unknown label of the specific responses. The 960 cases were split into training and testing sets in a proportion of 70:30, with the former used to predict the latter. The accuracy rates in these two sets were compared. Finally, task 3 is the app detecting bullied levels for a web-based assessment. A 22-item self-assessment app using mobile phones was designed to predict bullying levels using the CNN algorithm and the model parameters [20]. The resulting classification was based on the 22-item model.

Statistical Tools and Data Analysis

MedCalc 9.5.0.0 for Windows (MedCalc Software, Ostend, Belgium) was used to calculate the sensitivity, specificity, and corresponding AUC using logistic regression when the observed labels and the predicted probabilities (ie, the a2 calculated by the sigmoid function in the output layer) were applied. A visual representation displaying the classification effect was plotted using the Rasch category characteristic curve (CCC) [21,22]. The study flowchart and the CNN modeling process are shown in Figure 2 and Multimedia Appendix 2, respectively.
Figure 2. The study flowchart. CNN: convolutional neural network.

Results

Demographic Data of the 960 Cases

A sample of 960 nurses was obtained for the study. The mean age of the participants was 32.7 (SD 5.8) years old, 96% (n=922) were female, and more than 57.5% (n=553) were unmarried (Table 1).
Table 1. Demographic data of the study sample.

| Variables       | n   | (%) |
|-----------------|-----|-----|
| **Hospital**    |     |     |
| Hospital A      | 542 | 56.4|
| Hospital B      | 323 | 33.6|
| Hospital C      | 95  | 10  |
| **Gender**      |     |     |
| Male            | 38  | 4   |
| Female          | 922 | 96  |
| **Education**   |     |     |
| High school     | 6   | 0.6 |
| College         | 464 | 48.3|
| University      | 474 | 49.3|
| Graduate school | 16  | 1.8 |
| **Marriage**    |     |     |
| Unmarried       | 553 | 57.5|
| Married         | 403 | 42.1|
| Divorced        | 4   | 0.4 |
| **Nursing grade** |    |     |
| N0              | 34  | 3.5 |
| N1              | 281 | 29.3|
| N2              | 316 | 32.9|
| N3              | 243 | 25.3|
| N4              | 86  | 8.9 |
| **Title**       |     |     |
| Nurse           | 772 | 80.3|
| Chief           | 158 | 17.7|
| Leader          | 8   | 0.8 |
| Others          | 12  | 1.2 |

**Task 1: Comparison of Prediction Accuracies in the Tree-Category Model**

Two groups divided by the k-mean clustering are shown in Figure 3. The cutoff point is set at 66 points. Another visual representation displaying the classification effect is plotted using a box plot (see Figure 3).
We can see that the 22-item model yields higher accuracy rates for three categories, with an accuracy of 94% for the total 960 cases, and accuracies of 99% (AUC 0.99; 95% CI 0.99-1.00) and 83% (AUC 0.94; 95% CI 0.82-0.99) for the lower and upper groups (cutoff points at 49 and 66) based on the 947 cases and 42 cases, respectively (see Figure 4 and Tables 2 and 3).
Figure 4. The bullied classes clustered with 3 categories using cut-off points to identify the sensitivity and specificity with AUC (area under the curve).
Table 2. Mild and moderate scenario applied to CNN for the prediction of nurse bullying levels.

| Scenario A (22 items), ACC\(a\)=0.99, (n=947) | True condition | Negative | PPV\(b\)/FOR\(c\) | FDR\(d\)/NPV\(e\) |
|---------------------------------------------|----------------|----------|--------------------|-------------------|
| Positive                                    | 29             | 4        | 0.88               | 0.12              |
| Negative                                    | 0              | 914      | 0                  | 1                 |
| Sensitivity                                 | 1              | _\(f\)   | —                  | —                 |
| FPR\(g\)                                    | 0.01           | —        | —                  | —                 |
| FNR\(h\) (Miss rate)                       | 0              | —        | —                  | —                 |
| Specificity                                 | 0.99           | —        | —                  | —                 |
| AUROC\(i\) (95% CI)                         | 0.99 (0.99-1)  | —        | —                  | —                 |

\(a\)ACC: accuracy  
\(b\)PPV: positive predictive value.  
\(c\)FOR: 1-PPV.  
\(d\)FDR: 1-NPV.  
\(e\)NPV: negative predictive value.  
\(f\)Not applicable.  
\(g\)FPR: false positive rate.  
\(h\)FNR: false negative rate.  
\(i\)AUROC: area under the receiver operating characteristic curve.

Table 3. Moderate and severe scenario applied to CNN for the prediction of nurse bullying levels.

| Scenario B (22 items), ACC\(a\)=0.83, (n=42) | True condition | Negative | PPV\(b\)/FOR\(c\) | FDR\(d\)/NPV\(e\) |
|---------------------------------------------|----------------|----------|--------------------|-------------------|
| Positive                                    | 13             | 7        | 0.65               | 0.35              |
| Negative                                    | 0              | 22       | 0                  | 1                 |
| Sensitivity                                 | 1              | _\(f\)   | —                  | —                 |
| FPR\(g\)                                    | 0.24           | —        | —                  | —                 |
| FNR\(h\) (Miss rate)                       | 0              | —        | —                  | —                 |
| Specificity                                 | 0.76           | —        | —                  | —                 |
| AUROC\(i\) (95% CI)                         | 0.94 (0.82-0.99)| —        | —                  | —                 |

\(a\)ACC: accuracy  
\(b\)PPV: positive predictive value.  
\(c\)FOR: 1-PPV.  
\(d\)FDR: 1-NPV.  
\(e\)NPV: negative predictive value.  
\(f\)Not applicable.  
\(g\)FPR: false positive rate.  
\(h\)FNR: false negative rate.  
\(i\)AUROC: area under the receiver operating characteristic curve.

**Task 2: Validation Compared to the Training and Testing Sets**

The 700-case training set with an accuracy of 95% predicts the 260-case testing set reaching an accuracy of 97%. Interested readers are encouraged to see the study process in Multimedia Appendix 2, using the parameters modeled by the 700-case training set to predict the accuracy in the 260-case testing set.

**Task 3: App Detecting the Bullied Levels on a Web-Based Assessment**

A NAQ-R app for nurses predicting individual bullying levels was developed and demonstrated in Figure 5. One resulting example of the mild level is present at the bottom in Figure 5 on the CCC (ie, category 0 from the left-top to the right-bottom corner, category 1 in the middle, and category 2 from the...
left-bottom to the top-right side) based on the Rasch rating scale model [21,22], which is novel when using a visual display shown on Google Maps.

Interested readers are invited to scan the QR code to practice the NAQ-R app on their own. It is worth noting that all 69 model parameters for classifying individual bullying levels are involved in the Rasch online CAT module.

Figure 5. Snapshots on a mobile phone responding to questions (top) and the result (bottom) for assessing individual bullied levels.
Discussion

Principal Findings
We observed that: (1) the 22-item model for three categories yields higher accuracy rates; and (2) the 700-case training set with an accuracy of 95% predicts the 260-case testing set reaching an accuracy of 97%. We also developed and demonstrated an NAQ-R app for nurses that predicts bullying level in this study. The difference between the traditional score calculation method and the new model using CNN can be described as: the traditional score calculation lacks the bullying classification. As such, cutoff points are the way to classify the extent of bullying at the workplace. Nonetheless, the cutoff points drive type I (ie, false negative) and type II (ie, false positive) errors higher than the CNN algorithm.

The app created to examine the extent of workplace bullying for individuals has two parts: (1) the Rasch CAT; and (2) classification using CNN. However, not all items answered in the Rasch CAT results were missing responses on CNN. We thus applied the Rasch rating scale model [21,22] for generating the expected responses and overcame the drawback of not having all the items answered in the CAT.

What This Knowledge Adds to What We Already Know
The NAQ-R app has been the most widely used tool for measuring workplace bullying in the world [2,4-7]. Over 32 articles were found by searching the keywords "NAQ-R" as of September 30, 2019. However, none provided an acceptable scheme to classify the individual bullying levels (ie, mild, moderate, and severe). The previous study [4] provided a cutoff point scheme (ie, −0.7 and 0.7 logits using CAT to measure the extent of bullying) and claimed the prevalence rate of bullying for nurses was 1.5%. In this study, the cutoff points for three categories (ie, mild, moderate, and severe) are set at >49 and >66 when the total score is 110 using k-mean clustering, which are different from those set at <30 and <60 in the summed score [4] on the assumption of an equal sample size across the levels (ie, mild, moderate, and severe).

However, no matter which cutoff point scheme is applied (eg, Figure 4), misclassifications must exist due to their Type I (α) and II (1-β) errors [23]. In contrast, the CNN model can minimize Type I and II errors and improve the prediction accuracy (up to 7.14 %) [12], which is one of the features of this study.

What it Implies and What Should be Changed
Not all questions were answered in CAT. Different from those using the mean value [9] over the entire dataset to fill the missing values, we applied the expected value in the model for each unanswered response to fill the missing data, as done in previous studies [24,25]. By doing so, the expected responses and the CNN parameters can thus be applied to classify the groups of individual bullying levels. So far, we have not seen anyone using the CNN approach to predict nurse bullying levels in the literature, which is a breakthrough, and the second feature of this study.

Over 708 articles were found using the keyword “convolutional neural network” (Title) when searching in PubMed Central as of September 23, 2019. None of the studies found used Excel (Microsoft Corp, Redmond, Washington, United States) to perform the CNN. The interpretations of the CNN concept and the process, and the parameter estimations, are shown in Figure 1 and Multimedia Appendices 2-4, which is the third feature of this study.

Furthermore, at the end of 2019, 200 papers were collected from the US National Library of Medicine National Institutes of Health when searching the keywords “computer adaptive testing.” None that were published used an online assessment with CNN suited for smartphones, and thus were not applicable for this study. We believe that more papers in the future will be published on the usefulness of online CAT with CNN, because all forms of web-based technology are rapidly increasing [13]. So a need for classification assessment in clinical settings will also increase.

Strengths of This Study
It is easy to set up an online CAT assessment form if the designer uploads relevant audio and visual files to the corresponding questions in the database. We applied the CNN algorithm along with the model’s parameters to design the routine on an app that is used to detect individual bullying levels for nurses in hospitals (see Figure 5), which is the fifth feature of this study. We have not seen any such NAQ-R [2,4-7] CAT combined with CNN implemented on mobile phones before. As with all forms of web-based technology, advances in mHealth and health communication technology are rapidly emerging [13]. Mobile online CAT assessment is promising and worth considering in many fields of health assessment. An online CAT assessment, such as the one we developed, can be used to inform examinees quickly about when and whether they should take actions or follow-up with a psychiatrist, and how to improve their behaviors and attitudes given that their lifestyle is not changed. Mobile online CAT assessment is promising, and is worth using it to promote nurses’ health literacy. It is recommended that interested readers scan the QR codes on Figure 5, one for the app and another for the MP4, and see: (1) the details about responding to questions; or (2) the real experience of answering the 22-item NAQ-R CAT with the CNN algorithm for a website assessment.

Limitations and Future Studies
Our study has some limitations. First, although the psychometric properties of the 22-item NAQ-R have been validated for measuring workplace bullying [2,4-7], there is no evidence to support that the 22-item NAQ-R is suitable for use on CAT assessment. We recommend additional studies using their own k-mean algorithm and CNN model to estimate the parameters and see whether a difference exists. Second, although the three classes were determined by k-mean clustering with the CNN algorithm, which can increase accuracy rates (see Tables 2 and 3), we cannot guarantee that this CNN is the only thing improving classification accuracy. Future studies are encouraged...
to look for other types of prediction methods that can also improve the power of the model prediction, such as Logistic regression, Naïve Bayes, Decision trees, Random Forests, and Gradient tree boosting [26-35]. They could also use other artificial neural networks, such as a Feedforward Neural Network, a Radial Basis Function Neural Network, a Multilayer Perceptron, a Recurrent Neural Network, a Modular Neural Network, or a Sequence-To-Sequence Model [36]. Third, the study was based on publications [2,4] that used the 22-item NAQ-R CAT module. All the model parameters (ie, item difficulties and step-threshold difficulties) were derived from those studies. If any environment or condition is changed (eg, for other professionals or workplaces), the result (eg, the model’s parameters) will be different from the current study and worth verifying in the future. Fourth, the NAQ-R is a one-dimensional construct. The item difficulties used to estimate the person measure were calibrated by using the Rasch Winsteps software (Winsteps.com, Chicago, United States). A person’s ability (θ) should be further estimated by the computer adaptive testing method [2,4]. Similarly, a person's ability (θ) should be known when the respondent completes the NAQ-R CAT on an app. Otherwise, the remaining items that were not answered in the CAT could not be computed for the website assessment that is used to obtain the expected responses and classify the bullying levels using the CNN algorithm. Future studies should be cautious about this matter. Fifth, the way to access the app via scanning the QR code in Figure 5, the professionally practical app should be further developed for android and IOS in the future. Finally, the study sample was taken from a nurse survey. The model parameters estimated for the NAQ-R are suitable for professionals and the workplace, but generalizing these workplace bullying assessment findings (eg, the cutoff points; see Figure 4) might be somewhat limited because the sample consisted only of nurses working at hospitals. Additional studies are needed to reexamine whether the psychometric properties of the workplace bullying assessment are like those of other worksites in/out of a hospital.

**Conclusion**

The contributions in this study include: (1) overcoming the problem of missing responses that affects CNN computation and limits CAT development combined with the CNN; (2) introducing CNN availability in Microsoft Excel; (3) demonstrating an app that incorporates Rasch CAT with numerous parameters in CNN. The 22-item NAQ-R CAT is recommended for combining the parameters estimated in CNN to improve the accuracy of determining individual bullying levels. An app developed for helping nurses’ self-assess workplace bullying is at an early stage but is required for application in the future.
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**Multimedia Appendix 1**

Study dataset (MS Excel).
[XLSX File (Microsoft Excel File), 2117 KB-Multimedia Appendix 1]

**Multimedia Appendix 2**

CNN using MS Excel to interpret on Figure 1.
[DOCX File , 893 KB-Multimedia Appendix 2]

**Multimedia Appendix 3**

CNN performed in Excel.
[DOCX File , 13 KB-Multimedia Appendix 3]

**Multimedia Appendix 4**

App Online assessing nurse workplace bullying.
[DOCX File , 13 KB-Multimedia Appendix 4]

**References**

1. Nielsen M, Notelaers G, Einarsen S. Measuring exposure to workplace bullying. In: Einarsen S, Hoel H, Zapf D, Cooper CL, editors. Bullying and harassment in the workplace: developments in theory, research, and practice. Boca Raton, Florida: CRC Press; 2011.
2. Ma S, Chien T, Wang H, Li Y, Yui M. Applying computerized adaptive testing to the Negative Acts Questionnaire-Revised: Rasch analysis of workplace bullying. J Med Internet Res 2014 Feb 17;16(2):e50 [FREE Full text] [doi: 10.2196/jmir.2819] [Medline: 24534113]

3. Abe K, Henly SJ. Bullying (Ijime) Among Japanese Hospital Nurses. Nursing Research 2010;59(2):110-118. [doi: 10.1097/nmr.0b013e3181d1a709]

4. Ma S, Wang H, Chien T. A new technique to measure online bullying: online computerized adaptive testing. Ann Gen Psychiatry 2017 Jul 3;16(1):26 [FREE Full text] [doi: 10.1186/s12991-017-0149-z] [Medline: 28680455]

5. Makarem NN, Tavitian-Elmadjian LR, Brome D, Hamadheh GN, Einarsen S. Assessment of workplace bullying: reliability and validity of an Arabic version of the Negative Acts Questionnaire-Revised (NAQ-R). BMJ Open 2018 Dec 9;8(12):e024009 [FREE Full text] [doi: 10.1136/bmjopen-2018-024009] [Medline: 30530587]

6. Fullerton L, Oglesbee S, Weiss SJ, Ernst AA, Mesic V. Assessing the Prevalence and Predictors of Bullying Among Emergency Medical Service Providers. Prehosp Emerg Care 2018 Aug 17;23(1):1-6. [doi: 10.1080/10903127.2018.1470208] [Medline: 30118605]

7. El Ghaziri M, Storr CL, Simons SR, Trinkoff AM, McPhaul KM, London M, et al. Comparative psychometric review of the Negative Acts Questionnaire-Revised in a united U.S. public sector workforce. WOR 2019 Feb 07;62(1):161-171. [doi: 10.3233/wor-182851]

8. Ravi D, Wong C, Deligianni F, Berthelot M, Andreu-Perez J, Lo B, et al. Deep Learning for Health Informatics. IEEE J. Biomed. Health Inform. 2017 Jan;21(1):421-427. [doi: 10.1109/jbhi.2016.2636665]

9. Wang H, Cui Z, Chen Y, Avidan M, Abdallah AB, Kronzer A. Predicting Hospital Readmission via Cost-Sensitive Deep Learning. IEEE/ACM Trans. Comput. Biol. and Bioinf 2018 Nov;15(6):1968-1978. [doi: 10.1109/ccb.2018.287209]

10. Tolbore I, Li J, Yuhang L, Al-Handarish Y, Kandwal A, Nie Z, et al. Deep Learning Intervention for Health Care Challenges: Some Biomedical Domain Considerations. JMI R Mhealth Uhealth 2019 Aug 02;7(8):e11966 [FREE Full text] [doi: 10.2196/jmir.11966] [Medline: 31376272]

11. Kwon S, Hong J, Choi E, Lee E, Hostallero DE, Kang WJ, et al. Deep Learning Approaches to Detect Atrial Fibrillation Using Photoplethysmographic Signals: Algorithms Development Study. JMI R Mhealth Uhealth 2019 Jun 06;7(6):e12770 [FREE Full text] [doi: 10.2196/jmir.12770] [Medline: 31199302]

12. Sathyarayana A, Joty S, Fernandez-Luque L, Olfi F, Srivastava J, Elmagarmid A, et al. Sleep Quality Prediction From Wearable Data Using Deep Learning. JMI R Mhealth Uhealth 2016 Nov 04;4(4):e125. [doi: 10.2196/mhealth.6562]

13. Mitchell SJ, Godoy L, Shabazz K, Horn IB. Internet and mobile technology use among urban African American parents: survey study of a clinical population. J Med Internet Res 2014 Jan 13;16(1):e9 [FREE Full text] [doi: 10.2196/jmir.2673] [Medline: 24418967]

14. Rashidi HH, Tran NK, Betts EV, Howell LP, Green R. Artificial Intelligence and Machine Learning in Pathology: The Present Landscape of Supervised Methods. Acad Pathol 2019 Sep 03;6:2374289519873088 [FREE Full text] [doi: 10.1177/2374289519873088] [Medline: 31523704]

15. Buehler L, Rashidi H. Bioinformatics Basics, Application in Biological Science and Medicine. Boca Raton, Florida: CRC Press; 2005.

16. Chen C, Luo J, Parker K. Image segmentation via adaptive K-mean clustering and knowledge-based morphological operations with biomedical applications. IEEE Trans Image Process 1998 Feb 2;7(12):1673-1683. [doi: 10.1109/83.730379]

17. Caruana R, Niculescu-Mizil A. An empirical comparison of supervised learning algorithms. 2006 Presented at: Proceedings of the 23rd International Conference on Machine learning; 25-29 June; Pittsburgh, Pennsylvania. [doi: 10.1145/1143844.1143865]

18. Guzmán MG, Kouri G. Dengue: an update. The Lancet Infectious Diseases 2002 Jan;2(1):33-42. [doi: 10.1016/s1473-3099(01)00171-2]

19. Bengio Y. Learning Deep Architectures for AI. NFT in Machine Learning 2009;2(1):1-127. [doi: 10.1561/2200000006]

20. Saha S. towardsdatascience.com. 2018 Dec 15. A Comprehensive Guide to Convolutional Neural Networks — the ELI5 way URL: https://tinyurl.com/y9mmosuq [accessed 2020-02-11]

21. Rasch G. Probabilistic Models for Some Intelligence and Attainment Tests. Chicago, Illinois: University of Chicago Press; 1980.

22. Andrich D. A rating formulation for ordered response categories. Psychometrika 1978 Dec;43(4):561-573. [doi: 10.1007/bf02293814]

23. Chien T, Lin W. Improving Inpatient Surveys: Web-Based Computer Adaptive Testing Accessed via Mobile Phone QR Codes. JMI R Med Inform 2016 Mar 02;4(1):e8 [FREE Full text] [doi: 10.2196/medinform.4313] [Medline: 26935793]

24. Lee Y, Chou W, Chien T, Chiu P, Yeh Y, Lee H. An App Developed for Detecting Nurse Burnouts Using the Convolutional Neural Networks in Microsoft Excel. JMI R Medical Informatics 2020 (forthcoming). [doi: 10.2196/16528]

25. Chien T, Lin W. Simulation study of activities of daily living functions using online computerized adaptive testing. BMC Med Inform Decis Mak 2016 Oct 10;16(1):130 [FREE Full text] [doi: 10.1186/s12911-016-0370-8] [Medline: 27724939]

26. Nelder JA, Wedderburn RWM. Generalized Linear Models. Journal of the Royal Statistical Society. Series A (General) 1972;135(3):370 [FREE Full text] [doi: 10.2307/2344614]
27. Cox DR. The Regression Analysis of Binary Sequences. Journal of the Royal Statistical Society: Series B (Methodological) 2018 Dec 05;20(2):215-232. [doi: 10.1111/j.2517-6161.1958.tb00292.x]

28. Szumilas M. Explaining odds ratios. J Can Acad Child Adolesc Psychiatry 2010 Aug;19(3):227-229 [FREE Full text] [Medline: 20842279]

29. Bayes T, Price R.. LII. An essay towards solving a problem in the doctrine of chances. By the late Rev. Mr. Bayes, F. R. S. communicated by Mr. Price, in a letter to John Canton, A. M. F. R. S. Phil. Trans. R. Soc 1997 Jan;53:370-418 [FREE Full text] [doi: 10.1098/rstl.1763.0053]

30. Domingos P, Pazzani M. On the Optimality of the Simple Bayesian Classifier under Zero-One Loss. Mach Learn 1997;29:103-130 [FREE Full text]

31. Quinlan JR. Induction of decision trees. Mach Learn 1986 Mar;1(1):81-106. [doi: 10.1007/bf00116251]

32. Breiman L. Random Forests. In: Sammut C, Webb GI, editors. Encyclopedia of Machine Learning and Data Mining. Boston, Massachusetts: Springer; 2017:32.

33. Tin KH. Random decision forests. 1995 Presented at: Proceedings of 3rd International Conference on Document Analysis and Recognition; 14-16 Aug; Montreal, Canada. [doi: 10.1109/icdar.1995.598994]

34. Friedman JH. Stochastic gradient boosting. Computational Statistics & Data Analysis 2002 Feb;38(4):367-378. [doi: 10.1016/s0167-9473(01)00065-2]

35. Freund Y, Mason L. The Alternating Decision Tree Algorithm. 1999 Presented at: Proceedings of the 16th International Conference on Machine Learning; 26-27 June; Ithaca, New York URL: https://cseweb.ucsd.edu/~yfreund/papers/atrees.pdf

36. Mehta A. Digital Vidya. 2019 Jan 25. A Comprehensive Guide to Types of Neural Networks URL: https://www.digitalvidya.com/blog/types-of-neural-networks/ [accessed 2020-02-12]

Abbreviations
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- **ROC**: receiver operating characteristic
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