Abstract

Color image denoising is frequently encountered in various image processing and computer vision tasks. One traditional strategy is to convert the RGB image to a less correlated color space and denoise each channel of the new space separately. However, such a strategy can not fully exploit the correlated information between channels and is inadequate to obtain satisfactory results. To address this issue, this paper proposes a new multi-channel optimization model for color image denoising under the nuclear norm minus Frobenius norm minimization framework. Specifically, based on the block-matching, the color image is decomposed into overlapping RGB patches. For each patch, we stack its similar neighbors to form the corresponding patch matrix. The proposed model is performed on the patch matrix to recover its noise-free version. During the recovery process, a) a weight matrix is introduced to fully utilize the noise difference between channels; b) the singular values are shrunk adaptively without additionally assigning weights. With them, the proposed model can achieve promising results while keeping simplicity. To solve the proposed model, an accurate and effective algorithm is built based on the alternating direction method of multipliers framework. The solution of each updating step can be analytically expressed in closed-form. Rigorous theoretical analysis proves the solution sequences generated by the proposed algorithm converge to their respective stationary points. Experimental results on both synthetic and real noise datasets demonstrate the proposed model outperforms state-of-the-art models.
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1. Introduction

The image denoising problem, which is to recover the underlying clean image from its noisy observation, has generated considerable research interest in recent years. Such a task is a challenging but fundamental problem and can be found in many image processing and computer vision tasks, such as image segmentation [1, 2], remote sensing imaging [3, 4], object recognition [5], and video denoising [6]. Mathematically, image denoising problem can be formulated as

\[ y = x + n, \]

where \( y, x \) and \( n \) are the noisy observation, the clean image and the additive white Gaussian noise (AWGN), respectively. During the past decade, lots of methods have been proposed to solve this problem, which can be roughly categorized as transform domain methods [7, 8], low-rank minimization methods [9–12] and CNN-based methods [13, 14]. Among them, low-rank minimization methods have boosted the denoising performance significantly. The goal of low-rank minimization [15–17] is to find a matrix with minimum rank subject to a set of convex constraints [18], which can be formulated as

\[ \hat{X} = \arg \min_X \text{rank}(X) \quad \text{s.t.} \quad f_i(X) \leq 0, \quad i = 1, \ldots, m, \]

where rank(\cdot) is the rank function, \( f_i \) is a Lipschitz convex function (usually the loss). However, directly minimizing the rank is NP hard and can not be solved in polynomial time. A widely used approach is to substitute the rank function with the nuclear norm, which can be formulated as

\[ \hat{X} = \arg \min_X \|X\|_* \quad \text{s.t.} \quad f_i(X) \leq 0, \quad i = 1, \ldots, m, \]

As proven by Fazel and Maryam [19], nuclear norm is the tightest convex relaxation of the original rank function. Moreover, Candès and Recht [20] proved that the low rank matrix \( \hat{X} \) can be exactly recovered by nuclear norm
minimization (NNM) under certain sampling conditions. Therefore, problem \([3]\) can be solved by a flurry of nuclear norm-based algorithms, such as singular value thresholding \([21]\), accelerated proximal gradient line search method \([22]\) and fixed point continuation with approximate singular value decomposition (SVD) \([23]\). However, nuclear norm tends to treat all singular values equally and over-shrink the large singular values. This is not very reasonable and might result in severe deviation from the desired solution. To alleviate this problem, a series of nonconvex low-rank regularizers have been studied, such as Schatten \(p\)-norm \([24]\), \(\ell_1\) norm with \(0 < q < 1\) \([25]\), truncated \(\ell_{1,2}\) norm \([26]\), capped-\(\ell_1\) norm \([27]\), truncate nuclear norm \([28]\), and minimax concave penalty \([29]\). Lots of works have demonstrated that nonconvex regularizers outperform nuclear norm both theoretically \([30]\) and empirically \([31]\). In \([9]\), the famous weighted nuclear norm minimization (WNNM) model is proposed to solve grayscale image denoising problem. WNNM significantly improves the flexibility and capacity of the original NNM. It can achieve excellent denoising results while being highly efficient. However, WNNM use a fixed number of iterations to denoise all images. This is inflexible as various images contain different features and hence their best denoised version will be obtained after different numbers of iteration. Moreover, The performance of WNNM is not stable with the change of noise level. In order to enhance the stability and effectiveness of WNNM, Xie et al. propose the weighted Schatten \(p\)-norm minimization (WSNM) model \([10]\). WSNM generalizes WNNM and has more flexibility than WNNM. Moreover, WSNM outperforms WNNM under different noise levels. However, solving WSNM is time-consuming since it no longer has a closed-form solution as in the WNNM. Hence it has to be solved by the generalized iterated shrinkage algorithm.

Despite quantities of work on grayscale image denoising, color image denoising receives less research attention in the past decade. Importantly, as the production and utilization of color images getting extremely popular nowadays, noise reduction for color images is bound to become an essential task in modern image processing system \([32]\). The most straightforward strategy is to extend the grayscale denoising methods to color images through a channel-wise manner. However, this strategy is inadequate to get satisfactory results since it fails to exploit the interchannel correlation between RGB components. Therefore, rational color denoising strategies should excavate the spectral interchannel correlation to achieve better performance. In \([33]\), two practicable extension strategies are illustrated. The first strategy is to convert the color image from standard RGB (sRGB) space into a less correlated color space, such as YCbCr, and denoise each color channel independently. The groundbreaking work along this line is the color block-matching and 3D filtering (CBM3D) \([5]\). CBM3D first converts the sRGB image into a luminance-chrominance space and applies BM3D to each channel separately. However, the color space conversion will complicate the structure of noise, and the interchannel correlation is not fully exploited by this strategy. The second strategy is to innovate coupling between RGB channels and design joint denoising algorithms \([32]\). In \([34]\), a rigorous penalize function is constructed to fully excavate the within and cross channel correlation of RGB components. Kong et al. \([34]\) and Lebrun et al. \([35]\) concatenate color patches to vectors and denoise three channels simultaneously. Zhong et al. \([36]\) simultaneously model and use the spatial and spectral dependencies to denoise hyperspectral images. The multi-channel WNNM (MCWNNM) model \([11]\) designs a diagonal form weight matrix to model the noise difference between channels based on the maximum a-posteriori estimation. In addition to achieving state-of-the-art performance, MCWNNM also validates the joint denoising strategy outperforms other extension strategies. Nevertheless, MCWNNM still suffers from two main drawbacks. First, it is not capable of recovering the images with rich textures and details. Second, the optimal iteration number of MCWNNM for different images is not stable enough. To overcome these drawbacks, a multi-channel WSNM (MCWSNM) model is proposed in \([12]\). MCWSNM shows its superiority over MCWNNM with the rational setting of power \(p\). However, MCWSNM has three main drawbacks. First of all, MCWSNM model can not obtain accurate analytical solution from endurable iterations in its iterative algorithm. This drawback constraints its performance critically. Moreover, solving MCWSNM is extremely expensive. In addition, MCWSNM is inadequate for competitiveness in reducing real noise.

To address the drawbacks mentioned above, in this paper we propose a new low-rank minimization model and utilize it to solve color image denoising problem. Specifically, we utilize a sound nonconvex "nuclear norm minus Frobenius norm" (NNFN) regularizer \([37]\), and propose a multi-channel NNFN minimization (MC-NNFN) model. The proposed model has three main advantages. First, our model satisfies adaptive shrinkage on singular values without assigning weights. Hence it can achieve satisfactory denoising performance without being hard to solve. Second, our model allows each variables to be updated with closed-form solutions in the alternating direction method of multipliers (ADMM) framework \([38]\). It makes our model bypass iterating and directly reach the desired solution in a single step. Third, the iteration numbers for different images to reach their best denoising version is stable. Furthermore, we design an efficient and accurate optimization algorithm to solve the proposed MC-NNFN model based on the ADMM framework. Meanwhile, we provide a theoretical guarantee to show each variable sequence generated by our algorithm converges to corresponding critical point. Extensive experiments demonstrate the effectiveness of our proposed model.

The rest of this paper is organized as follows. In Section 2 we describe the notations and briefly present the background of ADMM and several low-rank minimization methods. In Section 3 we formulate the problem, propose the MC-NNFN model and give theoretical analyses. In Section 4 we report the experimental results. Finally, in Section 5 we conclude this paper.
2. Notations and Background

2.1. Notations

Unless otherwise stated, lowercase boldface letters represent vectors and uppercase boldface letters represent matrices. \(I\) denotes the identity matrix. \((\cdot)^T\) denotes the transpose operation. \(tr(\cdot)\) is the trace of a matrix. \(\sigma(X)\) is the singular value vector of matrix \(X\) and \(\sigma_i(X)\) is the \(i\)-th largest singular value. \(Diag(x)\) is the diagonal matrix formed by vector \(x\). \(|\cdot|_s\) is the \(s\)-norm, i.e., \(|X|_s = \sum_i \sigma_i(X)\). \(|\cdot|_F\) is the Frobenius norm, i.e., \(|X|_F = \sqrt{tr(X^\top X)}\). \langle \cdot, \cdot \rangle\) stands for the inner product of two matrices, i.e., \(\langle M, N \rangle = tr(M^\top N)\). \(|\cdot|_1\) is the vector \(\ell_1\) norm, i.e., \(|x|_1 = \sum_i |x_i|\). \(|\cdot|_2\) is the vector \(\ell_2\) norm, i.e., \(|x|_2 = \sqrt{\sum_i |x_i|^2}\).

2.2. Alternating Direction Method of Multipliers

ADMM is an effective and flexible tool to solve convex and nonconvex optimization problems. Over the decades, ADMM has been widely studied, re-invented and applied in different fields. The basic idea of ADMM is to decompose the original problem into a set of subproblems and solve them alternately. Consider optimization problems of the form

\[
\min_{x,z} f(x) + g(z) \quad \text{s.t.} \quad A x + B z = c,
\]

where \(f\) and \(g\) are convex functions, \(x \in \mathbb{R}^n\), \(z \in \mathbb{R}^m\), \(A \in \mathbb{R}^{p \times n}\), \(B \in \mathbb{R}^{p \times m}\), and \(c \in \mathbb{R}^p\). The augmented Lagrangian of (4) is

\[
\mathcal{L}_\rho(x, z, y) = f(x) + g(z) + y^\top (A x + B z - c) + \frac{\rho}{2} \|A x + B z - c\|^2,
\]

where \(y\) is called the dual variable or Lagrange multiplier, and \(\rho > 0\) is the penalty parameter. At the \(k\)-th iteration, ADMM updates \(x\) and \(z\) alternately by minimizing the augmented Lagrangian \(\mathcal{L}(x, z, y)\).

\[
\begin{align*}
\mathbf{x}^{k+1} &= \arg \min_x \mathcal{L}(x, \mathbf{z}^k, \mathbf{y}^k), \\
\mathbf{z}^{k+1} &= \arg \min_z \mathcal{L}(\mathbf{x}^{k+1}, z, \mathbf{y}^k).
\end{align*}
\]

Then ADMM updates the Lagrange multiplier

\[
\mathbf{y}^{k+1} = \mathbf{y}^k + \rho (A \mathbf{x}^{k+1} + B \mathbf{z}^{k+1} - c).
\]

For convex problems, the convergence of ADMM has strong theoretical guarantees, which demonstrate ADMM can converge to the optimal point under mild conditions. While for nonconvex problems, ADMM can only converge under certain restrictive conditions. However, ADMM still obtains good performance on many nonconvex problems, such as matrix completion and matrix-tensor factorization. In this paper, we utilize ADMM to solve the nonconvex optimization problem in our model.

2.3. Existing Low-Rank Minimization Methods for Image Denoising

Color image denoising based on low-rank minimization has led to several state-of-the-art methods in the past decade. In [11], the nonlocal spectral prior (NSP) is established, which makes it reasonable to use the low-rank minimization method to design denoising algorithms. The NSP accounts for the fact that there are many similar patterns across a natural image, and hence the matrix formed by nonlocal similar patches should be low rank with its singular values being heavy-tailed. Based on NSP, low-rank minimization is allowed to be performed on each patch matrix to estimate its clean low rank version. The clean image can be generated using all denoised patch matrices.

The groundbreaking work in this field is achieved by the WNNM model [9], which is described as

\[
\min_X \|Y - X\|^2_F + \lambda \|X\|_{w,*},
\]

where \(|X|_{w,*} = \sum_i w_i \sigma_i(X)\) is the weighted nuclear norm of matrix \(X\), and \(w = [w_1, \ldots, w_n]^T\) is the non-negative weight vector. WNNM assigns weights on different singular values to alleviate the biased problem of the original NNM. The global optimal solution of WNNM can be reached in closed-form when the weights satisfy a non-descending order, i.e. \(0 \leq w_1 \leq \ldots \leq w_n\). Interestingly, the non-descending weights just agree with the physical meaning of singular values and make WNNM satisfy the adaptive shrinkage property. Hence WNNM can achieve state-of-the-art performance with high efficiency. In [10], Xie et al. generalize the WNNM and propose the weighted Schatten \(p\)-norm minimization (WSNM) model to solve grayscale image denoising problem. Under non-descending weight permutation, WSNM can be decomposed into independent \(\ell_p\)-norm subproblems and be solved by the generalized soft-thresholding (GST) algorithm. Therefore, WSNM is less efficient than WNNM. However, WSNM outperforms WNNM not only on denoising results but also on the stability for different noise levels.
The key issue for designing feasible color image denoising methods lies in modeling and utilizing the interchannel correlation of RGB components and the cross-channel difference of color noise. The multi-channel WNNM (MCWNNM) model [11], which is described as (10), introduces a weight matrix to balance the contributions of RGB channels based on their noise strength.

\[
\min_X \|W(Y - X)\|_F^2 + \|X\|_{w,\ast}.
\] (10)

However, MCWNNM no longer has a global optimum with closed form solution because of the weight matrix \(W\). Therefore, ADMM is resorted to solve problem (10). Due to the non-convexity of MCWNNM model, an inflated and unbounded penalty parameters \(\rho\) is used for each iteration, i.e. \(\rho_k \to +\infty\) as \(k \to \infty\), to make ADMM converge. In practice, modestly accurate results produced by ADMM within several iterations are adopted. And the accuracy is sufficient for the color image denoising problem. MCWNNM has multiple contributions. First, it achieves state-of-the-art performance on color image denoising. Besides, it first introduces a weight matrix to model and use the cross-channel difference of noise. Meanwhile, it validates that the joint denoising strategy outperforms other strategies for color image denoising.

The multi-channel WSNM (MCWSNM) model [12], which can be expressed as (11), utilizes the same weight matrix to jointly process three channels and simultaneously consider their noise differences.

\[
\min_X \|W(Y - X)\|_F^2 + \|X\|_{w, S_p}^p,
\] (11)

where \(\|X\|_{w, S_p}^p = \sum w_i \sigma_i^p\) is the weight Schatten \(p\)-norm. With ADMM, MCWSNM can be decomposed into two subproblems, and one of them can be solved by GST. MCWSNM extends the benchmark WSNM to color image denoising and achieves competitive performance.

3. The Proposed Model

3.1. Problem Formulation

Image denoising aims to estimate the underlying clean image \(x_c \in \mathbb{R}^{m \times n}\) from its noisy observation \(y_c = x_c + n_c\).

\[
y_c = x_c + n_c,
\] (12)

where \(c \in \{r, g, b\}\) is the index of R, G, B channels and \(n_c\) is the noise in channel \(c\). In past decade, low-rank minimization methods, which exploits the the low-rank property of the redundant nonlocal similar patches over an image, has shown remarkable denoising performance. Given a noisy color image \(y_c\), we assign a number of key patches of size \(p \times p \times 3\) across the image with a fixed interval. For each key patch, we find its \(M\) most similar patches (including itself) in a search window around it. For each extracted similar patch of size \(p \times p \times 3\), we stretch it to a column vector \(y = [y_r^T, y_g^T, y_b^T]^T\), where \(y_r, y_g, y_b \in \mathbb{R}^{p^2}\) are the corresponding patch vectors of R, G, B channels. Then we stack the \(M\) vectors column by column to form a noisy patch matrix \(Y = X + N \in \mathbb{R}^{3p^2 \times M}\), where \(X\) is the underlying clean matrix and \(N\) is the noise matrix. Fig. 1 demonstrates the procedure of generating a patch matrix \(Y\) from a key patch. Low-rank minimization model is performed on \(Y\) to estimate the clean patch matrix \(X\). The clean image can be generated from all denoised patch matrices.

Our proposed multi-channel “nuclear norm minus Frobenius norm” minimization (MC-NNFNM) model aims to find a matrix \(X\) as close to the observation \(Y\) as possible under the Frobenius norm data fidelity and the NNFN regularization:

\[
\hat{X} = \arg \min_X \|W(Y - X)\|_F^2 + \lambda(\|X\|_\ast - \alpha\|X\|_F),
\] (13)
where \( W \) is a weight matrix to model the noise cross-channel difference, \( \lambda \) is a trade-off parameter to balance the two terms, and \( \alpha \) is a non-negative parameter. Using a nonconvex NNFN regularizer with several virtues and sound theoretical guarantees \([37]\), the proposed MC-NNFNM model can shrink singular values adaptively without assigning weights on them. Therefore, our model can achieve satisfactory denoising results while avoid being hard to solve. The solution of our model is presented in detail in next section. Before that, we discuss the determination of the weight matrix \( W \).

We determine \( W \) based on the maximum a posteriori (MAP) estimation. Given the observation \( Y \in \mathbb{R}^{p^2 \times M} \), the MAP estimate of matrix \( X \) can be obtained by

\[
\hat{X} = \arg \max_X \ln P(X|Y) = \arg \max_X \frac{P(Y|X)P(X)}{P(Y)} = \arg \max_X \{\ln P(Y|X) + \ln P(X)\}. \tag{14}
\]

According to \([46]\), we assume the noise in each channel is independently and identically distributed with Gaussian distribution and standard deviations \( \{\sigma_r, \sigma_g, \sigma_b\} \). Thus the likelihood term \( P(Y|X) \) can be formulated as

\[
P(Y|X) = \prod_{c \in \{r,g,b\}} \left( \frac{1}{\sqrt{2\pi\sigma_c^2}} \right)^M \exp(-\frac{1}{2\sigma_c^2}||Y_c - X_c||_F^2). \tag{15}
\]

Since the minimum NNFN property is imposed on the underlying matrix \( X \), we let \( P(X) \) follow

\[
P(X) \propto \exp\left(-\lambda(||X||_* - \alpha ||X||_F)\right). \tag{16}
\]

Therefore, problem (14) can be rewritten as

\[
\hat{X} = \arg \min_X \sum_{c \in \{r,g,b\}} \frac{1}{\sigma_c^2}||Y_c - X_c||_F^2 + \lambda(||X||_* - \alpha ||X||_F)
\]

\[
= \arg \min_X ||W(Y - X)||_F^2 + \lambda(||X||_* - \alpha ||X||_F), \tag{17}
\]

with

\[
W = \begin{pmatrix}
\sigma_r^{-1}I & 0 & 0 \\
0 & \sigma_g^{-1}I & 0 \\
0 & 0 & \sigma_b^{-1}I
\end{pmatrix}, \tag{18}
\]

where \( I \in \mathbb{R}^{p^2 \times p^2} \) is the identity matrix. \( W \) is determined by the noise standard deviation in three channels. It can model the noise difference and allow our proposed model to perform joint denoising.

### 3.2. Optimization

We propose an efficient and accurate algorithm to solve the proposed MC-NNFNM model based on the alternating direction method of multipliers (ADMM) framework. First, we rewrite model (13) as follows:

\[
\min_{X,Z} ||W(X - Y)||_F^2 + \lambda(||Z||_* - \alpha ||Z||_F), \quad \text{s.t.} \quad X = Z. \tag{19}
\]

The augmented Lagrangian of optimization problem (19) can be formulated as

\[
\mathcal{L}_\rho(X, Z, A) = ||W(Y - X)||_F^2 + \lambda(||Z||_* - \alpha ||Z||_F) + \langle A, X - Z \rangle + \frac{\rho}{2}||X - Z||_F^2, \tag{20}
\]

where \( A \) is the augmented Lagrange multiplier and \( \rho > 0 \) is the penalty parameter. Our proposed algorithm updates \( X \) and \( Z \) alternately by minimizing the augmented Lagrangian \( \mathcal{L}_\rho(X, Z, A) \). Then update \( A \) and \( \rho \). Specifically, problem (19) can be solved via the following four steps.

1. **X-update**: Fix \( Z_k, A_k \) and \( \rho_k \), minimize \( \mathcal{L}_{\rho_k}(X, Z_k, A_k) \) for \( X_{k+1} \) as follows:

\[
X_{k+1} = \arg \min_X \mathcal{L}_{\rho_k}(X, Z_k, A_k)
\]

\[
= \arg \min_X ||W(Y - X)||_F^2 + \lambda(||Z_k||_* - \alpha ||Z_k||_F) + \langle A_k, X - Z_k \rangle + \frac{\rho_k}{2}||X - Z_k||_F^2. \tag{21}
\]

Ignoring constant terms, problem (21) can be rewritten as

\[
X_{k+1} = \arg \min_X ||W(Y - X)||_F^2 + \frac{\rho_k}{2}||X - Z_k + \rho_k^{-1}A_k||_F^2. \tag{22}
\]

Problem (22) is convex, and has a closed-form solution:

\[
X_{k+1} = (W^TW + \frac{\rho_k}{2}I)^{-1}(W^TWY + \frac{\rho_k}{2}Z_k - \frac{1}{2}A_k). \tag{23}
\]

The dominate cost of equation (23) lies in calculating \( W^TWY \). Thus updating \( X \) costs \( O(p^4M) \).
Algorithm 1 Solve MC-NNFNM via ADMM

Input: Noisy matrix $\mathbf{Y}$, weight matrix $\mathbf{W}$, $\mu > 1$, $\tau > 0$, iteration threshold $K_1$;

Initialization: $\mathbf{X}_0 = \mathbf{Z}_0 = \mathbf{A}_0 = \mathbf{0}$, $\rho_0 > 0$, $T = \text{False}$, $k = 0$;

1: while $T === \text{False}$ do
2: Update $\mathbf{X}$ by (23);
3: Update $\mathbf{Z}$ by solving the problem (24);
4: Update $\mathbf{Z}$ by (28);
5: Update $\rho$: $\rho_{k+1} = \mu \rho_k$;
6: $k \leftarrow k + 1$
7: if (Stopping criterion is satisfied) or ($k \leq K_1$) then
8: $T \leftarrow \text{True}$
9: end if
10: end while
11: return $\mathbf{Z}$

(2) Z-update: Fix $\mathbf{X}_{k+1}$, $\mathbf{A}_k$ and $\rho_k$, minimize $\mathcal{L}_{\rho_k}(\mathbf{X}_{k+1}, \mathbf{Z}, \mathbf{A}_k)$ for $\mathbf{Z}_{k+1}$ as follows:

$$
\mathbf{Z}_{k+1} = \arg \min_{\mathbf{Z}} \mathcal{L}_{\rho_k}(\mathbf{X}_{k+1}, \mathbf{Z}, \mathbf{A}_k)
= \frac{\rho_k}{2} \left\| \mathbf{Z} - (\mathbf{X}_{k+1} + \rho_k^{-1} \mathbf{A}_k) \right\|^2_F + \lambda \left( \left\| \mathbf{Z} \right\|_* - \alpha \left\| \mathbf{Z} \right\|_F \right). 
$$

(24) Optimization problem (24) can be solved under the $L_1 - \alpha L_2$ minimization framework [37]. Let $\mathbf{X}_{k+1} + \rho_k^{-1} \mathbf{A}_k = U_k \text{Diag}(\sigma_1, \sigma_2, \ldots, \sigma_M) V_k^T$ be its SVD. According to the Proposition 2 in [37], the global optimum of (24) has the form

$$
\mathbf{Z}_{k+1} = U_k \text{Diag} \left( \text{prox}_{\frac{\lambda}{\rho_k} \left\| \cdot \right\|_{1-\alpha}} (\sigma_1, \sigma_2, \ldots, \sigma_M)^T \right) V_k^T,
$$

(25) where $\text{prox}_{\frac{\lambda}{\rho_k} \left\| \cdot \right\|_{1-\alpha}}$ is the proximal operator for $L_1 - \alpha L_2$ minimization. $\text{prox}_{\frac{\lambda}{\rho_k} \left\| \cdot \right\|_{1-\alpha}}$ returns a vector, denoted as $[\hat{\sigma}_1, \ldots, \hat{\sigma}_M]^T$, and has closed-form solution ($i = 1, 2, \ldots, M$):

$$
\hat{\sigma}_i = \begin{cases} 
\|z\|^2 + \alpha \lambda / \rho_k, & \sigma_i \geq \lambda / \rho_k, \\
\|z\|^2, & \sigma_i < \lambda / \rho_k,
\end{cases}
$$

(26) where $z$ is the soft shrinkage, i.e. $z_i = \max\{\sigma_i - \lambda / \rho_k, 0\}$. To sum up, $\mathbf{Z}_{k+1}$ can be updated with

$$
\mathbf{Z}_{k+1} = U_k \text{Diag} \left( \text{prox}_{\frac{\lambda}{\rho_k} \left\| \cdot \right\|_{1-\alpha}} (\sigma(\mathbf{X}_{k+1} + \rho_k^{-1} \mathbf{A}_k))^T \right) V_k^T.
$$

(27) The cost for updating $\mathbf{Z}$, which is dominated by the SVD, is $O(pM + p^2M^2)$.

(3) A-update: Fix $\mathbf{X}_{k+1}$, $\mathbf{Z}_{k+1}$ and $\rho$, calculate $\mathbf{A}_{k+1}$ as follows:

$$
\mathbf{A}_{k+1} = \mathbf{A}_k + \rho_k (\mathbf{X}_{k+1} - \mathbf{Z}_{k+1}).
$$

(28) This step costs $O(p^2M)$.

(4) $\rho$-update: Fix $\mathbf{X}_{k+1}$, $\mathbf{Z}_{k+1}$ and $\mathbf{A}_{k+1}$, update $\rho_{k+1}$ as:

$$
\rho_{k+1} = \mu \rho_k,
$$

(29) where $\mu > 1$. This step aims to make the sequence $\{\rho_k\}$ unbounded, which is crucial to guarantee our algorithm converges.

The above updating steps are repeated sequentially until the stopping criterion is satisfied or the number of iteration exceeds a threshold set beforehand. The stopping criterion involves a simultaneous satisfaction on

$$
(a) \| \mathbf{X}_{k+1} - \mathbf{Z}_{k+1} \|_F \leq \tau, \quad (b) \| \mathbf{X}_{k+1} - \mathbf{X}_k \|_F \leq \tau, \quad (c) \| \mathbf{Z}_{k+1} - \mathbf{Z}_k \|_F \leq \tau,
$$

where $\tau > 0$ is a small tolerance value. The optimization algorithm is summarized in Algorithm 1. We provide Fig. 2 to intuitively show that $\| \mathbf{X}_{k+1} - \mathbf{Z}_{k+1} \|_F$, $\| \mathbf{X}_{k+1} - \mathbf{X}_k \|_F$ and $\| \mathbf{Z}_{k+1} - \mathbf{Z}_k \|_F$ do tend to zero simultaneously during the iteration process of Algorithm 1. And the rationality of the stopping criterion will be proved in detail in section 3.4.
Algorithm 2 Color image denoising by MC-NNFNM

Input: Noisy image $y_c$, noise levels $(\sigma_r, \sigma_g, \sigma_b)$, $K_2$.

Initialization: $\hat{x}_c^{(0)} = y_c, \hat{y}_c^{(0)} = y_c$.

1. Set $y_c^{(k)} = x_c^{(k-1)}$;
2. for $k = 1 : K_2$ do
3. Extract $N$ key patches $\{y_j\}_{j=1}^N$ from $y_c^{(k)}$;
4. for each patch $y_j$ do
5. Search its $M$ similar patches to form $Y_j$;
6. Perform the MC-NNFNM model (19) on $Y_j$ to obtain the estimated $X_j$;
7. end for
8. end for
9. Aggregate $\{X_j\}_{j=1}^N$ to form the estimated $\hat{x}_c^{(k)}$;
10. return $\hat{x}_c^{(K_2)}$

Fig. 2 The convergence curves of $\|X_{k+1} - Z_{k+1}\|_F$, $\|X_{k+1} - X_k\|_F$ and $\|Z_{k+1} - Z_k\|_F$ of image “kodim01” in Kodak PhotoCD dataset.

3.3. The Denoising Scheme

Given a noisy image $y_c$, we first extract $N$ key patches $\{y_j\}_{j=1}^N$ across the image with a fixed interval. For each key patch $y_j$ of size $p \times p \times 3$, we search its $M$ similar patches (including itself) in a search window around it of size $S \times S$. The $M$ patches are to form a noisy patch matrix $Y_j \in \mathbb{R}^{3p^2 \times M}$. The MC-NNFNM model (19) is performed on each patch matrix $Y_j$ to estimate its noise-free version $X_j$. The noise-free image $\hat{x}_c$ can be yield using all denoised patch matrices $\{X_j\}_{j=1}^N$. To obtain better denoising results, above procedures are executed several times. The whole scheme for color image denoising is summarized in Algorithm 2.

3.4. Algorithm Analysis

In this section we analyze the convergence and complexity of Algorithm 1. Due to the non-convexity of MC-NNFNM model, the convergence of Algorithm 1 is difficult to strictly analyze. Thus we present a weak convergence result in Theorem 1 as a succinct construction of a rational stopping criterion.

Theorem 1. Assume that the sequence of parameter $\{\rho_k\}$ is unbounded. Then the sequences $\{X_k\}$, $\{Z_k\}$ and $\{A_k\}$ in Algorithm 1 satisfy:

(a) $\lim_{k \to \infty} \|X_{k+1} - Z_{k+1}\|_F = 0$; (b) $\lim_{k \to \infty} \|X_{k+1} - X_k\|_F = 0$; (c) $\lim_{k \to \infty} \|Z_{k+1} - Z_k\|_F = 0$.

Proof. 1. We first prove that the sequence of the augmented Lagrangian multiplier $\{A_k\}$ is upper bounded.

$$\|A_{k+1}\|_F^2 = \|A_k + \rho_k (X_{k+1} - Z_{k+1})\|_F^2$$

$$= \rho_k^2 \|\rho_k^{-1} A_k + X_{k+1} - Z_{k+1}\|_F^2$$

$$= \rho_k^2 \| U_k \text{Diag}(\sigma_1, \ldots, \sigma_M) V_k^T - U_k \text{Diag}(\hat{\sigma}_1, \ldots, \hat{\sigma}_M) V_k^T \|_F^2$$

$$= \rho_k^2 \sum_{i=1}^M (\sigma_i - \hat{\sigma}_i)^2 \leq \rho_k^2 \sum_{i=1}^M (\lambda / \rho_k)^2 = \lambda^2 M.$$
The inequality in the last step holds. If \( \sigma_i \geq \lambda / \rho_k \), then \( \tilde{\sigma}_i = \frac{\|x^i + \lambda / \rho_k \|_2}{\|x^i \|_2} (\sigma_i - \lambda / \rho_k) \). We can deduce \( \sigma_i - \tilde{\sigma}_i \leq \lambda / \rho_k \). If \( \sigma_i < \lambda / \rho_k \), then \( \tilde{\sigma}_i = 0 \). We have \( \sigma_i - \tilde{\sigma}_i = \sigma_i < \lambda / \rho_k \).

2. We then prove the augmented Lagrangian sequence \( \{\mathcal{L}_k(x_{k+1}, Z_{k+1}, A_k)\} \) is upper bounded. Since \( A_{k+1} = A_k + \rho_k (X_{k+1} - Z_{k+1}) \), we have

\[
\mathcal{L}_{\rho_k+1}(X_{k+1}, Z_{k+1}, A_{k+1}) = \mathcal{L}_{\rho_k}(X_{k+1}, Z_{k+1}, A_k) + \langle A_{k+1} - A_k, X_{k+1} - Z_{k+1} \rangle + (\rho_k + 1 - \rho_k)/2 \|X_{k+1} - Z_{k+1}\|_F^2
\]

\[
= \mathcal{L}_{\rho_k}(X_{k+1}, Z_{k+1}, A_k) + \langle A_{k+1} - A_k, (A_{k+1} - A_k)/\rho_k \rangle + (\rho_k + 1 - \rho_k)/2 \|(A_{k+1} - A_k)/\rho_k\|_F^2
\]

\[
= \mathcal{L}_{\rho_k}(X_{k+1}, Z_{k+1}, A_k) + \frac{\rho_k + 1 + \rho_k}{2\rho_k^2} \|A_{k+1} - A_k\|_F^2.
\]

Since \( \{A_k\} \) is upper bounded, the sequence \( \{A_{k+1} - A_k\} \) is also upper bounded. Denoting the upper bound as \( a \) (i.e., \( \forall k \geq 0, \|A_{k+1} - A_k\|_F \leq a \)), we have

\[
\mathcal{L}_{\rho_k+1}(X_{k+1}, Z_{k+1}, A_{k+1}) \leq \mathcal{L}_{\rho_k}(X_{k+1}, Z_{k+1}, A_k) + \frac{\rho_k + 1 + \rho_k}{2\rho_k^2} \sum_{k=0}^\infty \|A_{k+1} - A_k\|_F^2 
\]

\[
\leq \mathcal{L}_{\rho_0}(X_1, Z_1, A_0) + \frac{\rho_k + 1 + \rho_k}{2\rho_k^2} \sum_{k=0}^\infty \|A_k - A_0\|_F^2 
\]

\[
= \mathcal{L}_{\rho_0}(X_1, Z_1, A_0) + \frac{\rho_k + 1 + \rho_k}{2\rho_k^2} \|A_k - A_0\|_F^2.
\]

The last inequality holds since \( \mu > 1 \) and \( \mu + 1 < 2\mu \). As \( \sum_{k=0}^\infty \frac{1}{\mu^k} < \infty \), the sequence \( \{\mathcal{L}(X_{k+1}, Z_{k+1}, A_k, \rho_k)\} \) is upper bounded.

3. We next prove that the sequences of \( \{X_k\} \) and \( \{Z_k\} \) are upper bounded.

\[
\|W(Y - X)\|_F^2 + \lambda(\|Z_k\|_* - \alpha \|Z_k\|_F)
\]

\[
= \mathcal{L}_{\rho_k-1}(X_k, Z_k, A_k, \rho_k - 1) - \langle A_{k-1} - X_k - Z_k \rangle - \frac{\rho_k - 1}{2} \|X_k - Z_k\|_F^2
\]

\[
= \mathcal{L}_{\rho_k-1}(X_k, Z_k, A_k, \rho_k - 1) - \langle A_{k-1} - (A_k - A_{k-1})/\rho_k \rangle - \frac{\rho_k - 1}{2} \|(A_k - A_{k-1})/\rho_k\|_F^2
\]

\[
= \mathcal{L}_{\rho_k-1}(X_k, Z_k, A_k, \rho_k - 1) + \frac{1}{2\rho_k - 1} (\|A_{k-1}\|_F^2 - \|A_k\|_F^2).
\]

Since both \( \{\mathcal{L}_{\rho_k}(X_{k+1}, Z_{k+1}, A_k)\} \) and \( \{A_k\} \) are upper bounded, we can deduce from the above that \( \{W(Y - X)\} \) and \( Z_k \) are upper bounded. Furthermore, since \( X_{k+1} = Z_{k+1} + (A_{k+1} - A_k)/\rho_k \), the sequence \( \{X_k\} \) is upper bounded. At last we have

\[
\lim_{k \to \infty} \|X_{k+1} - Z_{k+1}\|_F = \lim_{k \to \infty} \rho_k^{-1} \|A_{k+1} - A_k\|_F = 0.
\]

Therefore the stopping criterion (a) is proved.

4. In the forth step we prove the stopping criterion (b): \( \lim_{k \to \infty} \|X_{k+1} - X_k\|_F = 0 \).

\[
\lim_{k \to \infty} \|X_{k+1} - X_k\|_F
\]

\[
= \lim_{k \to \infty} \|W^T W + \frac{\rho_k}{2} I \|^{-1}(W^T W Y + \frac{\rho_k}{2} Z_k - \frac{1}{2} A_k) - \rho_k^{-1} (A_k - A_{k-1}) - Z_k\|_F
\]

\[
= \lim_{k \to \infty} \|W^T W + \frac{\rho_k}{2} I \|^{-1}(W^T W Y - W^T W Z_k - \frac{1}{2} A_k) - \rho_k^{-1} (A_k - A_{k-1})\|_F
\]

\[
\leq \lim_{k \to \infty} \|W^T W + \frac{\rho_k}{2} I \|^{-1}(W^T W Y + W^T W Z_k - \frac{1}{2} A_k) + \rho_k^{-1} (A_k - A_{k-1})\|_F = 0.
\]

5. Finally, we prove the stopping criterion (c). Given \( Z_{k+1} = \rho_k^{-1} (A_k - A_{k+1}) + X_{k+1}, X_k + \rho_k^{-1} A_{k-1} = U_{k-1} \text{Diag}(\sigma_1, \ldots, \sigma_M)^T V_{k-1} \) and \( Z_k = U_{k-1} \text{Diag}(\sigma_1, \ldots, \sigma_M)^T V_{k-1} \), we have

\[
\lim_{k \to \infty} \|Z_{k+1} - Z_k\|_F = \lim_{k \to \infty} \rho_k^{-1} (A_k - A_{k+1}) + X_{k+1} - Z_k
\]

\[
= \lim_{k \to \infty} \|X_{k+1} + \rho_k^{-1} A_{k-1} - Z_k + X_{k+1} - X_k - \rho_k^{-1} A_{k-1} + \rho_k^{-1} (A_k - A_{k+1})\|_F
\]

\[
\leq \lim_{k \to \infty} \|\text{Diag}(\sigma_1, \ldots, \sigma_M)^T - \text{Diag}(\tilde{\sigma}_1, \ldots, \tilde{\sigma}_M)^T\|_F + \|X_{k+1} - X_k\|_F
\]

\[
+ \|\rho_k^{-1} A_{k-1} + \rho_k^{-1} (A_k - A_{k+1})\|_F
\]

\[
\leq \lim_{k \to \infty} \sqrt{\sum_{i=1}^M (\lambda / \rho_k)^2} + \|X_{k+1} - X_k\|_F + \|\rho_k^{-1} A_{k-1} + \rho_k^{-1} A_k - \rho_k^{-1} A_{k+1}\|_F = 0
\]
Up to now, the stopping criteria (a), (b) and (c) are all proved. Theorem 1 ensures that the difference between variables $X$ and $Z$ tends towards zero. And the changes of $X$ and $Z$ in consecutive iterations both tend towards zero. Since the variable sequences generated by algorithm 1 are bound to converge to their respective stationary points (except $\{\rho_k\}$), the convergence guarantee of algorithm 1 is established.

We discuss the computational complexity of the MC-NNFNM model in brief. In Algorithm 1, updating $X$ and $Z$ cost $O(p^4M)$ and $O(p^4M + p^2M^2)$, respectively. The costs of updating $A$ and $\rho$ are $O(p^2M)$ and $O(1)$, respectively. Therefore, the overall complexity of the proposed MC-NNFNM model is $O((p^4M + p^2M^2)K_1)$. In Algorithm 2, step 3 and 9 cost $O(3p^2S^2)$ and $O(3p^2mn)$, respectively. Note that step 5 and 6 are executed $K_2 N$ times, and each execution of them cost $O(S^2\log S)$ and $O((p^4M + p^2M^2)K_1)$, respectively. Thus the dominant cost lies in step 6. And the overall complexity of Algorithm 2 is $O((p^4M + p^2M^2)K_1 K_2 N)$.

4. Experimental Results

The performance of the proposed MC-NNFNM is evaluated on synthetic and real noise datasets. We compare MC-NNFNM with seven state-of-the-art methods, including the CBM3D [7], MCWNNM [11], WCWSNM [12], denoising convolutional neural networks (DnCNN) [13], fast and flexible denoising network (FFDNet) [14], guided image denoising (GID) [18] and Neat Image [19]. Specifically, CBM3D is one of the benchmark methods for color image denoising. The results obtained yield by it are used as baseline comparison. MCWNNM and MCWSNM are excellent low-rank minimization methods. DnCNN and FFDNet are representative CNN-based methods. GID is an competitive guided dictionary learning methods for real-world image denoising. Neat Image (NI) is a commercial software with thoroughly optimized algorithms. All the experiments (except that of Neat Image) in this paper are implemented in MATLAB R2020a on a laptop (Windows 10, 2.1GHz CPU, 16GB RAM, Nvidia GeForce MX350 GPU). While the experiments of Neat Image are implemented in Adobe Photoshop CC 2019 on the same laptop.

4.1. Experimental Settings

In synthetic noise experiments, the noise levels in each channel are assumed to be known. Zero-mean AWGN with variances $(\sigma_r^2, \sigma_g^2, \sigma_b^2)$ are added to each channel to generate noisy observations. In real noise experiments, the noise levels of noisy observations are assumed to be AWGN and can be estimated by the noise estimation algorithm in [50]. The CBM3D, DnCNN and FFDNet receive a single inputted noise level. We set it to be the mean of the noise variances in three channels,i.e., $\sigma^2 = (\sigma_r^2 + \sigma_g^2 + \sigma_b^2)/3$. For GID, we tune its parameter $c_1$ to meet its best performance for synthetic experiments. We also tune the parameters $(\lambda, \rho)$ of MCWSNM for real noise experiments. For other competing methods, we keep their default parameters mentioned in original papers.
Table 1
PSNR(dB) results for all competing methods on Kodak PhotoCD dataset.

| Image# | CBM3D | MCWNNM | MCWSNM | NI   | FFDNet | DnCNN | GID | Ours |
|--------|--------|---------|---------|------|---------|-------|-----|-----|
| 1      | 26.90  | 27.81   | 28.01   | 24.35| 27.28   | 27.04 | 27.00| 28.34|
| 2      | 30.23  | 30.96   | 31.17   | 27.86| 30.66   | 30.42 | 30.42| 31.40|
| 3      | 31.62  | 32.89   | 33.39   | 28.40| 31.51   | 30.74 | 30.74| 33.59|
| 4      | 30.19  | 31.19   | 31.48   | 28.28| 30.13   | 29.66 | 30.32| 31.76|
| 5      | 27.08  | 27.60   | 27.82   | 26.54| 27.85   | 27.69 | 26.98| 28.09|
| 6      | 28.28  | 29.15   | 29.43   | 26.86| 28.12   | 27.61 | 28.11| 29.66|
| 7      | 30.58  | 31.37   | 31.66   | 28.21| 30.86   | 30.23 | 30.35| 32.02|
| 8      | 27.25  | 27.44   | 27.77   | 26.88| 27.65   | 27.33 | 26.94| 27.89|
| 9      | 31.17  | 32.08   | 32.57   | 28.71| 31.03   | 30.11 | 30.29| 32.84|
| 10     | 30.96  | 31.83   | 32.20   | 28.61| 30.81   | 29.97 | 31.01| 32.47|
| 11     | 28.88  | 29.60   | 29.84   | 27.70| 29.08   | 28.68 | 28.48| 30.09|
| 12     | 31.30  | 32.11   | 32.49   | 28.70| 30.36   | 29.60 | 31.26| 32.63|
| 13     | 25.44  | 25.96   | 26.25   | 22.14| 25.87   | 25.74 | 24.96| 26.25|
| 14     | 27.67  | 28.57   | 28.75   | 26.29| 28.12   | 27.88 | 27.76| 29.00|
| 15     | 30.62  | 31.39   | 31.75   | 28.10| 30.53   | 29.97 | 29.82| 31.88|
| 16     | 29.93  | 31.10   | 31.38   | 28.36| 29.74   | 29.26 | 30.06| 31.67|
| 17     | 30.22  | 31.08   | 31.43   | 27.92| 30.60   | 30.25 | 29.68| 31.62|
| 18     | 27.55  | 28.32   | 28.53   | 27.20| 27.96   | 27.89 | 26.96| 28.57|
| 19     | 29.52  | 30.53   | 30.87   | 28.06| 29.52   | 29.08 | 29.53| 31.06|
| 20     | 30.85  | 31.55   | 32.00   | 28.10| 30.53   | 29.97 | 29.82| 31.88|
| 21     | 28.65  | 29.29   | 29.65   | 27.84| 28.91   | 28.44 | 28.37| 29.74|
| 22     | 28.76  | 29.57   | 29.75   | 27.81| 28.75   | 28.36 | 28.84| 29.88|
| 23     | 31.83  | 32.34   | 32.78   | 28.55| 31.77   | 30.82 | 31.27| 32.91|
| 24     | 27.64  | 28.32   | 28.56   | 25.36| 28.00   | 27.69 | 27.32| 28.48|
| Avg    | 29.30  | 30.09   | 30.40   | 27.31| 29.42   | 28.94 | 28.97| 30.56|

Fig. 5 Denoised results on image “kodim01” with PSNR(dB) results.

Fig. 6 Denoised results on image “kodim07” with PSNR(dB) results.
4.2. Experiments on the Synthetic Noise Dataset

We compare MC-NNFNM with other competing methods on the Kodak PhotoCD dataset, which involves twenty-four high quality color images. Its thumbnails are shown in Fig. 3. All competing methods are tested under the noise levels \((\sigma_r, \sigma_g, \sigma_b) = (30, 10, 50)\). For MC-NNFNM, we set the search window size as 20, each patch size \(p = 6\), the iteration number \(K_2 = 5\), the trade-off parameter \(\lambda = 0.86\), the iteration number for ADMM \(K_1 = 10\), the penalize parameter \(\rho_0 = 0.86\), \(\mu_0 = 1.001\), and \(\alpha = 1.9\).

The PSNR results for all competing methods are shown in Fig. 4 and Table 1. The highest results for each image are highlighted in bold. Table 1 shows that the proposed MC-NNFNM achieves the highest PSNR in 22 out of 24 images. On average, MC-NNFNM achieves 0.47dB and 0.16dB improvements over the MCWNNM and MCWSNM, respectively. Thus the proposed MC-NNFNM outperforms all the other methods at this noise level. In terms of visual comparison, as shown in Fig. 5 to Fig. 7, our method is capable of reconstructing more image details from the noisy observation. In the demarcated window of Fig. 6, MC-NNFNM well reconstructs the tiny pistils while reducing the noise. And in the demarcated window of Fig. 7, MC-NNFNM removes the noise completely without damaging the human hair details. In comparison, the CBM3D, MCWNNM and FFDNet over-smooth the image, while the MCWSNM, NI and GID did not remove the noise completely. And To sum up, MC-NNFNM shows strong denoising capacity, producing pleasant visual quality while holding higher PSNR indices.

4.3. Experiments on the Real Noise Dataset

We compare MC-NNFNM with other competing methods on the CC dataset [51]. CC, whose thumbnails are shown in Fig. 8 involves 15 cropped real-world noisy images and their corresponding clean version. The clean images are generated from 500 shots of the same scene using the same camera and camera settings. Hence they can be roughly regarded as the ground truth. With them, the PSNR can be computed and the quantitative comparison among competing methods can be implemented.

For MC-NNFNM, we tune \(\lambda = 4.86\), \(\rho_0 = 4.55\) and \(\alpha = 1.05\). Other parameters are kept the same as the synthetic noise experiments. The PSNR results for competing methods are listed in Table 2. The highest results for each image are highlighted in bold. Our method achieves highest PSNR in 10 out of 15 images. For visual comparison, as shown in Fig. 9 and Fig. 10, our method produces promising visual quality over other competing methods. In the demarcated window of Fig. 9, MC-NNFNM not only reduces the noise completely but also preserves the major textures and image details. In comparison, the CBM3D, FFDNet, DnCNN and GID remain the noise, while the NI and MCWNNM over-smooth the image. In summary, MC-NNFNM presents competitive denoising capability and produces satisfactory denoising results in visualization.
Table 2
PSNR(dB) results of all competing methods on real noise CC dataset.

| Camera Settings | #  | CBM3D | MCWNNM | MCWSNM | NI  | FFDNet | DnCNN | GID  | Ours |
|-----------------|----|-------|--------|--------|-----|--------|-------|------|------|
| Ganon 5D, ISO = 3200 | 1  | 37.50 | 41.22  | 40.80  | 37.72 | 37.63  | 37.62 | 40.82 | **41.35** |
|                 | 2  | 34.33 | 37.25  | 37.34  | 35.26 | 34.51  | 34.48 | 37.19 | 37.16 |
|                 | 3  | 34.37 | 36.48  | 36.99  | 34.89 | 34.60  | 34.65 | 36.92 | 36.25 |
| Nikon D600, ISO = 3200 | 4  | 33.44 | **35.54** | 35.28 | 34.70 | 33.50  | 33.48 | 35.32 | 35.52 |
|                 | 5  | 34.01 | 37.03  | 36.66  | 34.32 | 34.09  | 34.16 | 36.62 | **37.04** |
|                 | 6  | 35.26 | 39.56  | 39.53  | 38.57 | 35.38  | 35.43 | 38.68 | 39.57 |
| Nikon D800, ISO = 1600 | 7  | 35.78 | 39.26  | 39.07  | 38.18 | 35.94  | 35.93 | 38.88 | 39.21 |
|                 | 8  | 36.10 | 41.45  | 41.15  | 38.85 | 36.28  | 36.28 | 40.66 | **41.45** |
|                 | 9  | 35.30 | **39.54** | 39.39  | 38.44 | 35.30  | 35.36 | 39.20 | 39.50 |
| Nikon D800, ISO = 3200 | 10 | 33.53 | 38.94  | 38.89  | 37.43 | 33.61  | 33.68 | 37.92 | **38.99** |
|                 | 11 | 33.06 | 37.40  | 37.23  | 35.72 | 33.16  | 33.16 | 36.62 | **37.40** |
|                 | 12 | 33.24 | 39.42  | 39.51  | 38.58 | 33.34  | 33.36 | 37.64 | **39.45** |
| Nikon D800, ISO = 6400 | 13 | 29.86 | 34.85  | 34.47  | 33.61 | 29.79  | 30.02 | 33.01 | **34.89** |
|                 | 14 | 30.20 | 33.97  | 33.56  | 32.57 | 30.33  | 30.32 | 32.93 | **33.98** |
|                 | 15 | 30.02 | 33.96  | 33.78  | 32.86 | 30.11  | 30.13 | 32.96 | **34.06** |
| Avg             |    | 33.73 | 37.72  | 37.54  | 36.11 | 33.85  | 33.87 | 37.03 | 37.71 |

Fig. 9 Denoised results on image “#13” with PSNR(dB) results.

Fig. 10 Denoised results on image “#1” with PSNR(dB) results.
4.4. Analysis of parameter $\alpha$

The setting of $\alpha$ is crucial to the effectiveness of the proposed model. Theoretically, $\alpha$ stems from the $L_1 - \alpha L_2$ norm [17]. In our model, $\alpha$ exists in the proximal operator $\text{prox}_{\lambda/\rho \| \cdot \|_1 - \alpha \| \cdot \|_2}$ (see section 3.4 for detail) and will influence the shrinkage of different singular values, as shown in Fig. 11. When $\alpha = 0$, the $L_1 - \alpha L_2$ norm reduces to the $L_1$ norm and hence the NNFN reduces to nuclear norm. In that case, $\text{prox}_{\lambda/\rho \| \cdot \|_1 - \alpha \| \cdot \|_2}$ is equivalent to the soft-thresholding operator [47], which could result in the biased estimation. On the other side, when $\alpha \to +\infty$, NNFN only penalizes the several smallest singular values. And the largest and modest large singular values get zero penalty (i.e. be preserved). In such a case, the MC-NNFNM model might preserve too many noisy components while denoise little.

Experimentally, we use the analysis of variance (ANOVA) to analyze the most suitable setting of $\alpha$ for the images with different richness of edges, textures and colors. We test our model on Kodak PhotoCD dataset by changing $\alpha$ from 0.85 to 2.10 with an interval 0.05. Then we calculate the average PSNR for each image and sort them in ascending order. After that we divide the twenty-four images into three groups based on their average PSNR. As shown in Table 3, the group 1, 2 and 3 contain the recovered images with the 8 lowest, 8 average and 8 highest PSNR results, respectively.

The ANOVA $F$ test for “best $\alpha$” term is significant ($p < .0001$), as shown in Table 4. This provides evidence that the best settings of $\alpha$ for three groups are not equal. Obviously, for those images achieving lower PSNR results (i.e. the images in group 1), a relatively larger $\alpha$ is preferred, and vice versa. Fig. 12 which includes 3 lowest and 3 highest PSNR results yield by our model, indicates that lower PSNR results are achieved by those images with complex edges, rich textures and indistinctive colors. The largest singular values of those images, as shown in Fig. 12(g), contain more information and have larger magnitude. Hence a larger $\alpha$ is preferred to shrink them less or even preserve them.
Table 3
Grouping results of images in Kodak PhotoCD dataset.

| Group   | Image# | Avg PSNR | Rank | Best α | Avg | Std |
|---------|--------|----------|------|--------|-----|-----|
| Group 1 | 13     | 26.00    | 1    | 2.40   | 1.88| 0.26|
|         | 8      | 27.77    | 2    | 2.10   |     |     |
|         | 5      | 27.91    | 3    | 1.95   |     |     |
|         | 1      | 28.20    | 4    | 1.75   |     |     |
|         | 24     | 28.31    | 5    | 1.75   |     |     |
|         | 18     | 28.40    | 6    | 1.65   |     |     |
|         | 14     | 28.90    | 7    | 1.65   |     |     |
|         | 6      | 29.49    | 8    | 1.70   |     |     |

| Group 2 | Image# | Avg PSNR | Rank | Best α | Avg | Std |
|---------|--------|----------|------|--------|-----|-----|
|         | 21     | 29.66    | 9    | 1.85   | 1.33| 0.27|
|         | 22     | 29.84    | 10   | 1.30   |     |     |
|         | 11     | 29.97    | 11   | 1.50   |     |     |
|         | 19     | 31.02    | 12   | 1.25   |     |     |
|         | 2      | 31.35    | 13   | 1.00   |     |     |
|         | 20     | 31.41    | 14   | 1.05   |     |     |
|         | 17     | 31.51    | 15   | 1.35   |     |     |
|         | 16     | 31.59    | 16   | 1.30   |     |     |

| Group 3 | Image# | Avg PSNR | Rank | Best α | Avg | Std |
|---------|--------|----------|------|--------|-----|-----|
|         | 4      | 31.70    | 17   | 1.10   | 1.13| 0.10|
|         | 15     | 31.81    | 18   | 1.15   |     |     |
|         | 7      | 31.88    | 19   | 1.30   |     |     |
|         | 10     | 32.31    | 20   | 1.20   |     |     |
|         | 12     | 32.59    | 21   | 1.05   |     |     |
|         | 9      | 32.75    | 22   | 1.20   |     |     |
|         | 23     | 32.83    | 23   | 1.00   |     |     |
|         | 3      | 33.50    | 24   | 1.05   |     |     |

Table 4
The table of ANOVA.

| Source | Sum of Squares | Degrees of Freedom | Mean Square | F     | p     |
|--------|----------------|--------------------|-------------|-------|-------|
| Inter-group | 2.4252 | 2 | 1.2126 | 24.38 | 3.35 x 10^{-6} |
| Within-group | 1.0437 | 21 | 0.0497 | | |
| Total | 3.4689 | 23 | | | |

5. Conclusion

In this paper, a new low-rank minimization model was proposed to solve color image denoising problem. The proposed model has two major advantages. First, it can fully exploit the correlated information and noise difference among channels. Second, it satisfies adaptive shrinkage on singular values without assigning weights on them. With them, the proposed model is capable of achieving satisfactory results while keeping simplicity. An accurate and effective algorithm was designed to solve the proposed model based on ADMM framework. Moreover, rigorous convergence analysis and complexity analysis were presented to indicate the sound properties of the proposed model. Furthermore, ANOVA was resorted to discuss the influence of parameter α on denoising performance of the proposed model. Finally, the experimental results on synthetic and real noise data sets demonstrated the proposed model outperforms several state-of-the-art models.
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