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Abstract

Recently, several methods have been proposed for estimating the mutual information from sample data using deep neural networks. These estimators are referred to as neural mutual information estimation (NMIE)s. NMIEs differ from other approaches as they are data-driven estimators. As such, they have the potential to perform well on a large class of capacity problems. In order to test the performance across various NMIEs, it is desirable to establish a benchmark encompassing the different challenges of capacity estimation. This is the objective of this paper. In particular, we consider three scenarios for benchmarking: (i) the classic AWGN channel, (ii) channels continuous inputs – optical intensity and peak-power constrained AWGN channel (iii) channels with a discrete output– i.e., Poisson channel. We also consider the extension to the multi-terminal case with (iv) the AWGN and optical MAC models. We argue that benchmarking a certain NMIE across these four scenarios provides a substantive test of performance. In this paper we study the performance of mutual information neural estimator (MINE), smoothed mutual information lower-bound estimator (SMILE), and directed information neural estimator (DINE), and provide insights on the performance of other methods as well. To summarize our benchmarking results, MINE provides the most reliable performance.
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I. INTRODUCTION

Determining the capacity of a channel and the optimal input distribution are problems of fundamental importance in communication scenarios of practical relevance. The value of capacity and the optimal input distribution provide critical insight on the choice of coding rates and input constellation shape, respectively. The traditionally, the literature on capacity computation has straddled two tendencies: that of (i) considering channel models that have an elegant formulation for which capacity is evaluated in closed-form through mathematical manipulations, versus that of (ii) considering channel models obtained from a practical communication setting for which capacity is determined through numerical
optimization techniques. Neural mutual information estimators (NMIE) represent a novel approach to the analysis and design of communication systems that does not incur in the above limitations, since (i) they do not require the human mathematical modelling of the channel behaviours, as well as (ii) can efficiently tackle the inherent complexity of the capacity estimation problem. Instead, NMIES only require the ability to simulate the channel input/output relationship and use coupled DNN to estimate the capacity of the model: (i) one DNN that generates samples from the estimated optimal input distribution that, and (ii) a DNN that estimate the mutual information (MI) between the channel input and the channel output. In this sense, NMIEs can be consider as “universal” estimators in the sense that they only require data samples from the input/output relationship.

Since NMIEs are numerical methods, any question regarding their performance can only be investigated by benchmarking. A natural question that then arises is then

What constitutes a substantive and yet minimal set of channels to test the performance of an NMIE?

In this paper we make a first attempt in defining such a benchmark for NMIE. More specifically, we consider the following models: AWGN channel, optical intensity, peak-power constrained AWGN, and the Poisson channel. For each channel, we extensively test the performance of three NMIEs over different SNR ranges: MINE, [1], SMILE, [2], and DINE. [3]. We give quantitative as well as qualitative assessment of their performance in the various regimes, as well as provide insight on the training process. In particular, we test the ability of these NMIEs to estimate optimal input distributions with large support, with discrete mass points, and with mass points that grow large as the SNR increases.

We argue that this rigorous benchmarking is necessary not only to discover the relative advantages of the various approaches, but also for the development of new NMIEs which are able to fill the performance gaps of existing solutions.

A. Relevant Literature

The computation of capacity using numerical methods most dates back to the well-known works of Blahut and Arimoto [4], [5]. This algorithm consists of an iterative alternating maximization method using the primal and dual formulation of the capacity problem [6, Sec. 4]. Various authors have considered extension and refinements to this original algorithm these include [7] [8] [9].

Similarly, computing closed-form expressions for the capacity region of general multi-user channels, except in few cases, has proved to be challenging. The capacity region of a two and three user memoryless multiple access channel (MAC) was formulated in [10]. Later, [11] considered the capacity region of MAC with correlated sources and derived its achievable rates region. In [12], it was shown
that feedback can increase the rate region of memoryless MAC, while [13] derived the capacity region of finite state MACs and provided multi-letter expressions for the capacity region. Finally, a number of other works including [14], [15] consider the capacity of optical intensity MAC with both average and peak power constraints on the channel input, and derive different inner and outer bounds for the capacity region. Despite all these results, numerical computation of the capacity region of the arbitrary memoryless MAC has proved to be challenging [16].

Recently deep learning has become a new and powerful tool in communications with possible applications for designing new channel codes, new modulation schemes, and evaluating achievable information rates [17]. Reinforcement learning is used to evaluate the capacity of point-to-point channels with feedback in [18]. Recent advancements in estimating mutual information from data samples using deep learning methods [1] has resulted in several new works. In [19], the estimator in [1] is used to produce efficient joint encoder and decoders for modulation (with a low probability of error) by maximizing mutual information between inputs and outputs of the channel. In [3], a capacity estimation algorithm is developed for continuous channels with feedback using a deep learning-based estimator of directed information. Finally in [20], a neural capacity estimation approach is proposed for the MAC using $\chi^2$ bound.

From a more general perspective, in recent years, end-to-end learning using machine learning has been proposed for system design in communication systems [21]–[23]. Since the ultimate goal of communication system design is to increase reliable information transmission rate, mutual information (MI) has been proposed as a loss for optimizing system design in [24]–[27].

B. Contributions

In this work, we numerically investigate the performance of various NMIE over a relevant set of channels and for a relevant set of parameter regimes.

We focus on two capacity problems: (i) problem of finding the capacity of memoryless point-to-point channels with continuous alphabets and (ii) the problem of finding the capacity region of the memoryless MAC.

Generally speaking, NMIE obtain a estimate of the capacity value by iteratively repeating two steps: first, (i) the mutual information between the channel input and the channel is estimated as a function of the input distribution through a deep neural network (DNN), then (ii) this mutual information is maximized as a function of the input distribution, which is also expressed through a DNN. More details are presented in Sec. III.
For this class of capacity estimators, we benchmark performance over (i) the classic AWGN channel, (ii) channels continuous inputs – optical intensity and peak-power constrained AWGN channel (iii) channels with a discrete output—i.e., Poisson channel. We also consider the extension to the multi-terminal case with (iv) the AWGN and optical MAC models.

The reminder of the paper is organized as follows.

- **Sec. II:** We start the paper by introducing the different NMIE proposed in the literature. Generally speaking, there are two general classes of estimators. A first class of estimator performs a direct estimation of the mutual information: among such estimators we study MINE [1] and SMILE [2]. Another class of estimators estimates the entropy based on reference random variables [28]: among such estimators we consider DINE [3] and InfoNCE [29].

  Note that these entropy-based methods can be used for estimation of other information theoretic measures besides mutual information such as directed information and conditional mutual information. This approach was explored in [3] and [20].

- **Sec. III:** We discuss how the NMIE presented in Sec. II are employed for channel capacity estimation. This can be accomplished through an alternating optimization: first (i) a neural distribution transform (NDT) network trained to produce an estimate of the capacity-approaching distribution; successively (ii) the NMIE is trained to find a tight bound on the mutual information between channel input and output. By alternating these two optimization steps, convergence to a tight estimation of both the capacity and the capacity achieving distribution can be obtained. In this section, we shall also discuss the role of the initialization of both the NDT and the NMIE is discussed.

- **Sec. IV:** In this section, we introduce the channel models that we select for benchmarking, that is: the 1) AWGN channel with an average power constraint, 2) the optical intensity channel, 3) the AWGN with a peak power constraint, and 4) the Poisson channel. We also consider the extension of the proposed approach to the multiple access channel (MAC) by considering 1) the AWGN MAC and the 2) the optical intensity MAC. We present different capacity results in each case.

- **Sec. V:** We begin our benchmarking study by testing the performance of the various NMIE in Sec. II for the case of the classic AWGN channel. Since the capacity and the optimal input distribution for this classic channel are well-known, we can perform a detailed comparison of different methods. Various insights on the precision, numerical stability, and computational complexity of the different algorithms are provided. Overall, MINE emerges as a reliably and efficient NMIE estimator for capacity estimation.
Sec. VI: The insights gained on the performance of the various NMIE estimators on AWGN channel are extended to estimating the capacity of the other channels presented in Sec. IV. Based on our numerical evaluations we observe that for the point-to-point channels, NMIE based on direct estimation of the mutual information give more accurate estimates of the capacity and estimated the optimal input distribution more closely. We also show that neural capacity estimation can give tighter bounds for channels with only upper and lower bounds on capacity such as the optical intensity channel. In the latter part of the section, in Sec. VI-D, we consider the problem of estimating the capacity region of the Gaussian and optical MAC channel.

Before proceeding further, let us introduce the notation employed in the paper.

**Notation:** The sets \( \{i, i+1, \ldots, j\} \subseteq \mathbb{N} \) and \( \{1, \ldots, j\} \) are abbreviated as \([i : j]\) and \([j]\), respectively. The \( L \)-norm of the vector \( x \in \mathbb{R}^d \) is indicated as \( \|x\|_L \). Random variables (RVs) are indicated with capital roman letters, i.e. \( X \), their support with the same calligraphic letter, i.e. \( \mathcal{X} \), and their pdf as \( P_{\mathcal{X}}(x) \) or \( Q_{\mathcal{X}}(x) \), and when the context is clear as \( P(x) \) or \( Q(x) \). The normal distribution is indicated as \( \mathcal{N} \), the tail probability function for the standard normal distribution in \( x \) is indicated as \( Q(x) \). In the remainder of the paper, we consider four measures with respect to RVs: the Kullback–Leibler (KL) divergence, entropy, mutual information (MI), and the \( \chi^2 \) divergence, respectively defined as

\[
D(P||Q) = \int P(x) \log \frac{P(x)}{Q(x)} dx, \tag{1}
\]

\[
h(X) = \mathbb{E}_P[-\log(Q(x))] - D(P||Q) \tag{2}
\]

\[
I(X,Y) = D(P(x,y)||P(x)P(y)) \tag{3}
\]

\[
\chi^2(P||Q) = \int \frac{(P(x) - Q(x))^2}{Q(x)} dx, \tag{4}
\]

respectively, where we have agreed that \( 0 \log 0/0 = 0 \). The binary entropy is defined as \( H_2(p) = p \log(p) + (1-p) \log(1-p) \).

The set of RV \( \{X_m, \ldots X_n\} \) is indicated as \( \{X_i\}_{i \in [N:M]} \). For brevity, we define \( \{X_i\}_{i = -\infty}^{\infty} = \{X_i\} \). When this set of random variables is used to construct a random vector, we employ the notation \( X_{m:n} = [X_m, X_{m+1}, \ldots, X_n] \) with \( n \geq m \). Again, when \( m = 1 \), the subscript is omitted, i.e. \( X_1^n = X^n \).

Given the scalar \( P \), the value in dB is indicated as \( P_{\text{db}} \), i.e. \( P_{\text{db}} = 10 \log_{10}(P) \).

The code used in the remainder of the paper can be found online here: https://github.com/Farhad-Mrkm/Benchmarking-Neural-Capacity-Estimators
II. NEURAL ESTIMATION OF MUTUAL INFORMATION

In recent years, there have been many different methods proposed for estimating mutual information using neural networks [1], [2], [20], [28], [30]. We refer to these approaches as NMIE. We review these methods in this section and then in the next section, we discuss how they can be employed to estimate capacity and the optimal input distribution.

The NMIE methods can be divided into two groups: NMIE that evaluate the mutual information in (3) directly by using bounds on KL divergence [1], [2], [30], and (ii) NMIE that break the mutual information into entropy terms and estimate each entropy term separately using bounds on KL divergence [3], [20], [28]. We start this section by presenting the bounds on KL divergence, which are used by these NMIEs.

A. Bounds on Information-theoretic Measures

In this section, we provide lower and upper bounds on KL-divergence. Then in the next subsections, we use these bounds to describe the various methods that have been proposed in the literature for estimating mutual information using neural networks.

The first bound considered is the Donsker-Varadhan [31] bound rewritten in the theorem below for convenience.

Theorem 1 (Donsker-Varadhan representation [31]): Consider the RV $X$ and two probability measures over $\mathcal{X}$, $P$ and $Q$, then the KL-divergence can be rewritten as

$$D(P||Q) = \sup_{T \in \mathcal{T}} E_P[T(X)] - \log \left( E_Q \left[ e^{T(X)} \right] \right),$$

where $\mathcal{T}$ is the set of all functions with finite expectations in (5).

Another lower bound for KL-divergence is obtained in [20], [30], and is presented here for convenience.

Theorem 2 (Tractable Unnormalized Barber and Agakov (TUBA) lower bound [20], [30]): Consider the RV $X$ and two probability measures over $\mathcal{X}$, $P$ and $Q$, then the KL-divergence is lower-bounded as

$$D(P||Q) \geq E_P[T(X)] - \left[ \frac{E_Q \left[ e^{T(X)} \right]}{\alpha} + \log(\alpha) - 1 \right],$$

where $\alpha$ is a positive constant.

An upper bound on KL-divergence using $\chi^2$-divergence can be obtained using [32, Theorem 23], which is rewritten in the theorem below for convenience.
Theorem 3 (KL divergence upper bound [32]): Consider a RV $X$ and two probability measures over $X$, $P$ and $Q$. The KL divergence is then upper bounded as

$$D(P||Q) \leq \log(1 + \chi^2(P||Q))$$

$$- \frac{1.5 (\chi^2(P||Q))^2 \log e}{(1 + \chi^2(Q||P))(1 + \chi^2(P||Q))^2 - 1}$$

In order to make this bound amenable to computation using data driven methods we use a variational form for $\chi^2$ from [33]:

$$\chi^2(P||Q) = \sup_{T \in \mathcal{T}} \mathbb{E}_P[T(X)] - \log (\mathbb{E}_Q [T^2(X)]) - 1$$

As a result we have following variational form for the upper bound in (8)

$$D(P||Q) \leq \sup_{T \in \mathcal{T}} \log(\mathbb{E}_P[T(X)] - \log (\mathbb{E}_Q [T^2(X)]))$$

$$- \frac{\sup_{T \in \mathcal{T}} 1.5 (\mathbb{E}_P[T(X)] - \log (\mathbb{E}_Q [T^2(X)]) - 1)^2 \log e}{(\sup_{T \in \mathcal{T}} \mathbb{E}_Q[T(X)] - \log (\mathbb{E}_P [T^2(X)]))(\sup_{T \in \mathcal{T}} \mathbb{E}_P[T(X)] - \log (\mathbb{E}_Q [T^2(X)]))^2 - 1}$$

$$\triangleq \chi^2_{UP}(P||Q).$$

Where we have used monocity of $\log$. In next section we use this bound to find our proposed explicit variational lower bound on mutual information, and we prove its consistency. The next section, Sec. II-B, is devoted to present different neural mutual estimation approaches that utilize the results in Thm. 1-3.

B. Direct Mutual Information Estimation

In this section, we review the NMIEs that estimate the mutual information in (3) through bounds on the KL divergence term on the right hand side of (3).

1) MINE: One of the earliest attempt to NMIE estimation can be found in [1], where the MINE is proposed. The MINE is obtained from the the Donsker-Varadhan (DV) representation in Th. 1 when a DNN is used to represent $T(X,Y)$ in (5). Note that here the KL divergence is between the joint distribution and the product of the marginals as in (3), and hence the function $T(.)$ is a function of $X$ and $Y$. It is noted in [1] that the optimization of $T(X,Y)$ using a DNN through stochastic gradient descent (SGD) is generally challenging. This is because using a naive gradient estimate over the samples of the mini-batch leads to a biased estimate of the full gradient. Exponential moving average is proposed for mitigating this problem. However, this leads to an MI estimator with large
variance, as noted in [30]. In [1], the MINE is shown to be effective in preventing the mode collapse in generative adversarial networks (GANs).

2) **SMILE**: To address the large variance of the MINE, the authors of [2] propose the SMILE. In this method, the DV representation in Theorem 1 is rewritten as in the following theorem.

**Theorem 4 (SMILE [2]):** Consider the RV $X$ and two probability measures over $X$, $P$ and $Q$. The KL-divergence can then be approximated as

$$D(P||Q) \approx \sup_{T \in \mathcal{T}} \mathbb{E}_P[T(X)] - \log \mathbb{E}_Q[\text{clip}(e^{T(X)}, \tau)],$$

(11)

where $\text{clip}(x, \tau) \triangleq \min\{\max\{x, e^{-\tau}\}, e^\tau\}$.

SMILE leverages the bound in (11) as the clipping function $\text{clip}$ is equivalent to clipping the log density ratio estimator in the interval $[-\tau, +\tau]$. Similar to MINE mutual information can be estimated by using a neural network to represent $T(.)$, and optimizing the neural network using gradient descent. The choice of $\tau$ crucially affects the bias-variance trade-off. With smaller $\tau$, the variance of the estimator is reduced at the cost of potential increase to its bias.

3) **Reverse Jensen Inequality:** Another approach for addressing the high variance in estimation of the mutual information caused by the second expectation in the DV representation uses a reverse Jensen inequality [34]. In this case, the mutual information is lower-bounded as

$$I(X;Y) \geq \sup_{T \in \mathcal{T}} \mathbb{E}_P[T(X)] - \frac{1}{\zeta_b(a)} \mathbb{E}_Q \left[ \log \left( \frac{1 + e^{T(X)}}{c} \right) \right],$$

where $\zeta_b(a)$ is defined in [34, Lemma 1], and $c$ is a scalar parameter. One of the challenges of this approach is that the parameters on the right hand side must be tuned. Another is that the proposed reverse Jensen inequality in [34] may not be tight for all settings.

4) **InfoNCE Contrastive Lower Bound [29]:** This bound provides a method for computing MI directly using $K$ samples of joint distribution of $X, Y$. This bound is given by:

$$I(X;Y) \geq \mathbb{E}_{p^K(x,y)} \left[ \frac{1}{K} \sum_{i=1}^{K} \log \frac{1}{K} \sum_{j=1}^{K} e^{T_\phi(x_i, y_i) - T_\phi(x_j, y_i)} \right],$$

where $p^K(x, y)$ is the distribution of $K$ independent samples from the joint distribution: $\prod_j p(x_j, y_j)$.

5) **Variants of Donsker-Varadhan [35]:** This bound has been extensively used in the literature of $f$-divergence estimation [35], and is used as loss function for generative adversarial networks [36]. Its representation is based on the Legendre-Fenchel duality and is expressed as:

$$D(P||Q) = \sup_{T \in \mathcal{T}} \mathbb{E}_P[T(X)] - \left( \mathbb{E}_Q \left[ e^{T(X)} - 1 \right] \right).$$

(12)
C. Entropy-based Mutual Information Estimation

Another technique for estimating MI, rewrites MI in terms of a number of entropy terms and uses the variational bounds on KL divergence to estimate the entropy terms from data. Specifically, using (2), and known arbitrary i.i.d. reference random variables $X'$ and $Y'$, the mutual information can be expressed as

$$I(X;Y) = h(X) + h(Y) - h(X,Y),$$

$$= D(P_{X,Y}||Q_{X',Y'}) - D(P_X||Q_{X'}) - D(P_Y||Q_{Y'}).$$

(13)

Note that since we can choose the reference distributions to be i.i.d., the cross-entropy terms in (2) will cancel out leaving only the KL-divergence terms. We now present the methods that use this approach for estimating mutual information.

1) DINE: The DINE method estimates the directed information, which is used to compute the capacity of channels with feedback [3]. It can also be used to estimate the MI and the capacity of memoryless channels. Instead of using (13) to decompose mutual information, DINE uses $h(Y)$ and $h(Y|X)$ and hence has two KL-divergence terms to estimate instead of the three in (13). Each KL-divergence term is then computed using (5) adopted from [28]. Since the KL divergence term corresponding to $h(Y|X)$ is positive while the KL divergence term corresponding to $h(Y)$ is negative, and (5) is a maximization, the estimated MI is neither a lower nor an upper bound. To support feedback and channels with memory, DINE uses a recurrent neural network to estimate the directed information and hence it is slower to train for memoryless channels without feedback. This can be easily resolved however by using fully connected layers to represent the function $T$ as is done in [20].

D. Chi-Square Bound

In this subsection, We use the upper bound on the chi-square ($\chi^2$) divergence to find an explicit lower bound on MI. A variant of this method was employed in [20] to compute the boundaries of the capacity region of the multiple access channels. This method uses the decomposition in (13). For the positive KL divergence terms in (13), (6) is used where $T$ is represented and optimized using a neural network. For the negative KL divergence terms in (13), the upper bound $\chi_{UP}^2(P||Q)$ from Theorem 5 is used, where these terms are replaced by a variational form of $\chi^2$ divergence. This is replaced the histogram based plug-in estimator which initially was used in [20], and allows for flow of gradient in
the upper bound as well. A detailed discussion about consistency of this estimator is provided in the appendix. The following theorem summarizes this approach:

**Theorem 5 (\(\chi^2\) Bound):** The MI between the RVs \(X\) and \(Y\) is lower bounded as

\[
I(X; Y) \geq \sup_{T \in \mathcal{T}} \mathbb{E}_P[T(X, Y)] - \log[\mathbb{E}_Q[e^{T'(X', Y')}] - \chi^2_{UP}(X||X') - \chi^2_{UP}(Y||Y'),
\]

(14)

and for \(\chi^2_{UP}\) in (10).

We refer to this method as \(\chi^2\) bound in the paper.

**E. Extension to Conditional Mutual Information**

In this subsection we extend the NMIE methods to the estimation of the conditional mutual information (CMI), which is needed for estimating the capacity region of the MAC. Just like the MI estimation, the CMI can be estimated using several different approaches.

1) **Direct Conditional Mutual Information Estimation:** The CMI can be evaluated using the DV bound in Theorem 1 directly using

\[
I(X; Y | Z) = D(P_{X,Y,Z}||P_{X,Z}P_{Y|Z}).
\]

(15)

The main challenge in using the DV bound for estimating CMI from data samples is creating training samples from \(Q \equiv P_{X,Z}P_{Y|Z}\). In estimating MI, the samples for the product of the marginals are easily obtained using random permutations on the samples of \(x\) and \(y\) drawn i.i.d. from the joint distribution, i.e., \((x, y) \sim P_{X,Y}\). Several methods have been considered for drawing samples from \(P_{X,Z}P_{Y|Z}\), given a data from the joint distribution using conditional generative adversarial network (CGAN), conditional variational autoencoder (CVAE), and nearest neighbors sampling [37], [38].

2) **Mutual Information Based Conditional Mutual Information Estimation:** Another approach for estimating CMI relies on the decomposition of the CMI into difference of MI terms as:

\[
I(X; Y | Z) = I(X; Y, Z) - I(X; Z).
\]

(16)

Each MI term in (16) could be estimated using one of the NMIE methods such as MINE and SMILE method. Note that since the consistency of these estimators has been proved in [1], [2] for MI estimation, the CMI estimation using this approach will also be consistent.
3) Entropy Based Conditional Mutual Information Estimation: Finally, CMI can be decomposed into a summation of entropy terms, which can then be evaluated by using arbitrary reference random variables $X'$, $Y'$, and $Z'$. Specifically, CMI can be decomposed as:

$$I(X; Z | Y) = h(Y, Z) + h(X, Y) - h(Y) - h(Y, X, Z) = D(P_{X,Y,Z} || Q_{X',Y',Z'}) + D(P_Y || Q_{Y'})$$

$$- D(P_{X,Y} || Q_{X',Y'}) - D(P_{Y,Z} || Q_{Y',Z'})$$

(17)

where the last equality follows from the independence of $X'$, $Y'$, and $Z'$, which cancels out the cross-entropy terms from (2). The four KL-divergence terms can then be estimated using any of the prior methods based on the DV bound such as MINE or SMILE.

III. NEURAL CAPACITY ESTIMATION

In the previous section, we presented different NMIEs techniques. These methods can be used to estimate the mutual information by jointly sampling the channel input and the channel output, without knowing the underlying channel models. In this section, we use these NMIEs as part of an optimization process for estimating the channel capacity from data samples.

The block diagram for neural capacity estimation approach is shown in Fig. 1. In this approach, which was also used in [3], the channel input $X$ is generated from a distribution that is learned by a neural network called the NDT, parameterized by $\theta$. Specifically, the NDT take random samples $S$, generated from a known distribution $P_S$, as input and outputs $X$ (i.e., samples of the channel input). Given a sufficiently large neural network, which can act as a general function approximator, the distribution of $P_S$ can be transformed into an arbitrary channel input distribution $P_X$, through parameters $\theta$. Note that the activation function at the final layer of the NDT should be chosen to match the support of $X$. Then, given a channel and the channel input $X$, the channel output $Y$ is generated.
Samples from the channel input and output are then used to estimate the mutual information using NMIEs, parameterized by $\phi$. Therefore, the capacity is estimated using a double maximization

$$\hat{C} = \max_{\theta} \max_{\phi} I_{\phi}(f_{\theta}(S); Y),$$

(18)

where $S$ are samples drawn from a known distribution, $f_{\theta}$ is the NDT, and $I_{\phi}$ is the NMIE.

The NMIE network and NDT are trained iteratively to estimate the mutual information for a given $P_X$ and updating $P_X$ to maximize mutual information. Hence, a single training iteration has two phases. In phase one, the NMIE is trained exclusively to estimate the mutual information. This is achieved by keeping the weights of the NDT network constant and only updating the weights of the NMIE during backpropagation. In the second phase, the weights of the NMIE is kept constant and the weights of the NDT network are updated using backpropagation. The estimate of the capacity is obtained when this iterative optimization converges or certain number of training steps are reached.

Note that this method is very similar in sprit to the generative adversarial networks [39], where a generator network transforms random samples from a known distribution to random image samples, and a discriminator network classifies the generated images as real or fake. An iterative optimization process is then employed to improve the distribution over which random images are generated from, and the classification accuracy of the discriminator. At convergence, the output of the discriminator is random as it is unable to identify an image as real or fake.

Algorithm 1 summarizes this procedure. Several factors affect the performance of the neural capacity estimator, namely the choice of NMIE technique from Section II, and the random distribution used for generating the samples $s_i$. When the optimal input distribution is known to be continuous, the normal Gaussian distribution can be a good choice for $P_S$. When the channel has discrete outputs (like Poisson channel), and optimal input is known to have discrete mass points, we use Algorithm 2. The reason behind this change in the algorithm for computing capacity is that we have found experimentally that using continuous normal Gaussian distribution for channels with discrete output and discrete optimal distributions have a degraded performance with Algorithm 1 compared to using discrete distributions as initialization distributions.

This algorithm starts by evaluating the capacity using Algorithm 1 with a uniform binary distribution for $P_S$. Then a new mass point is added to the distribution of $S$ and the capacity is re-evaluated using Algorithm 1. This process of adding new mass points to the distribution of $S$ and then re-evaluating capacity is continued until the estimated capacity no longer improves due to the newly added mass point. As we show in our numerical results, this proposed approach can achieve better estimate of the
Algorithm 1: Neural capacity and optimal input estimation

Input: Channel model or its GAN approximation
Output: Estimated capacity and optimal input distribution
Initialize parameters of the NMIE and NDT randomly
while not converged or max iteration not reached do

Phase 1: Train NMIE
Generate $B$ sample of $S$: $\{s_i\}_{i=1}^B$
Generate $\{(x_i, y_i)\}_{i=1}^B$ using NDT and the channel
Calculate the MI loss in (18) with respect to $\phi$
$$\mathcal{L}(\phi) = -I_\phi(f_\theta(S), Y)$$
Train the NMIE $I_\phi$ using Adam optimizer

Phase 2: Train NDT
Generate $B$ sample of $S$: $\{s_i\}_{i=1}^B$
Generate $\{(x_i, y_i)\}_{i=1}^B$ using NDT and the channel
Calculate the MI loss in (18) with respect to $\theta$
$$\mathcal{L}(\theta) = -I_\phi(f_\theta(S), Y)$$
Train NDT network $f_\theta$ using Adam optimizer

Return: $\hat{C} = I_\phi(X; Y)$ and $\hat{p}_\theta$ using large samples of $S$ drawn at random.

Algorithm 2: Neural capacity estimation for channels with discrete optimal input.

Input: Channel model or its GAN approximation
Output: Estimated capacity and optimal input distribution
Set the number mass points $m = 2$ and $\hat{C}_1 = 0$
Use Algorithm 1 with $p_S(s)$ having $m$ uniform mass points in $[0, m-1]$
Set $\hat{C}_m$ to be the output of the Algorithm 1
while $\hat{C}_m > \hat{C}_{m-1}$ do
$$\hat{C}_{m-1} = \hat{C}_m$$
increment the number mass points $m = m + 1$
Use Algorithm 1 with $p_S(s)$ having $m$ uniform mass points in $[0, m-1]$
Set $\hat{C}_m$ to be the output of the Algorithm 1

Return: $\hat{C}_{m-1}$ and the corresponding learned input distribution

capacity for channels with discrete mass points such as the Poisson channel.

One of the advantages of using neural capacitor estimators compared to other methods like Blahut-Arimoto or deterministic annealing is their running time. In fact, while neural capacity estimators converge in the order of minutes to the actual capacity in different SNR ranges for different channels, other methods such as Blahut-Arimoto need several hours or days to converge to the capacity value (even in simple channel models with limited alphabets).

Despite this advantage, neural capacity estimation can be unstable based on the choice of distribution
for $S$, and the choice of NMIE technique. Therefore, in this work, we evaluate the performance of neural capacity estimation using different NMIE methods, and different distributions for $S$ for variety of communication channels. To the best of our knowledge this is the most comprehensive empirical study of neural capacity estimators. In the next section, we describe the channel models we will consider as part of our empirical study, followed by our numerical results.

1) **Implementation details:** Let us briefly introduce here the NDT and NMIE architecture, training, and simulations. All DNN consists of multi-layer fully-connected neural networks, with up to four layers. The batch size for training is 256, and we use unit variance Gaussian distribution as initialization, unless otherwise stated. For obtaining a histogram of the input distribution, we use 64000 samples. The ADAM optimizer is used in all cases with a learning rate=0.0001.

**IV. CHANNEL MODELS**

In the remainder of the paper, we investigate the performance of the neural capacity estimators and the quality of the learned input distribution. For this purpose, we compare the performance of the proposed neural estimator with the capacity results derived in the literature. Before we present our numerical results, in this section, we present the channel models studied in the remainder of the paper and present relevant bounds on capacity, and characterizations of the corresponding capacity-achieving input distribution.

**A. Point-to-Point (P2P) Memoryless Channels**

The point-to-point (P2P) channel describes the communication between one transmitter and one receiver as described by the conditional probability $P_{Y|X}$. For the P2P class of channels, it has been show [40], [41] that the capacity is obtain by the supremum of the mutual information between input and output over all feasible input distributions, i.e.

$$C(P_X) = \sup_{P_X} I(X,Y).$$

(19)

Let us briefly introduce the models we shall investigate in the remainder of the paper.

1) **Additive White Gaussian Noise (AWGN) Channel:** The AWGN channel [40] is perhaps the most celebrated and widespread communication model. In this model the input/output relationships is obtained as

$$Y^N = X^N + Z^N;$$

(20)
where $N$ is the block-length, $Z^N$ is a vector of i.i.d standard normal distribution, and the input is subject to the average power constraint

$$\sum_{n\in[N]} \|X_n\|^2 \leq NP. \tag{21}$$

The capacity of the AWGN channel is well-known and given by:

$$C_{AWGN}(P) = \frac{1}{2} \log (1 + P). \tag{22}$$

Note that the LHS of (22) explicitly captures the dependency on the second moment from the constraint in (21). Additionally, it is well-known that the capacity achieving input distribution is the Gaussian distribution with zero mean and variance $P$.

2) Optical Intensity (OI) Channel: For the OI channel, the input/output relationship is again given by (20), but the input is subject to the constraints

$$\Pr[X_n > A \lor X_n < 0] = 0, \quad \mathbb{E}[X_n] \leq \mathcal{E}, \tag{23}$$

for all $n \in [N]$. As in [42], we denote the ratio between the average power and the peak power as

$$\alpha = \frac{\mathcal{E}}{A}. \tag{24}$$

Note that, while the input is constrained to be positive, there is no restriction on output of channel, which could be either positive or negative.

The capacity of the OI channel is indicated as $C_{OI}(A, \mathcal{E})$, where again we have explicitly indicated the dependency of the constraints in (23). An analytical expression for the capacity of the OI channel $C_{OI}(A, \mathcal{E})$ is not known, however, prior works have found upper and lower bounds on capacity [42]–[45]. We present the best known bounds on the capacity of the OI channel, used in this work for the performance evaluation in the theorem below for convenience.

**Theorem 6 (Bounds on the capacity of the OI channel [42]):** The capacity of the OI channel for $1/2 \leq \alpha \leq 1$ is lower-bounded as

$$C_{OI}(A, \alpha A) \geq \frac{1}{2} \log \left(1 + \frac{A^2}{2\pi e\sigma^2}\right), \tag{25}$$

and upper-bounded as one equations in [42, eq.19] and [42, eq.20] (the smallest determines the upper bound).
3) **Peak Power-Constrained AWGN (PPC-AWGN) Channel:** The PPC-AWGN is again obtained from the Gaussian additive P2P channel in (20) but under the additional peak-power constraint

\[ \|X_n\|_\infty \overset{a.s.}{\leq} A \quad \forall \ n \in [N]. \quad (26) \]

A closed-form expression for the capacity for the PPC-AWGN channel, \( C(P, A) \), and the corresponding optimal input distribution are not know in general. Therefore, in this work, we use the lower and upper bounds on the capacity derived in [46] for the performance evaluation of the neural capacity estimators. The specific bounds used for evaluation are presented in the theorems below for convenience.

**Theorem 7 (Bounds on the capacity of PPC-AWGN [46]):** The capacity of the PPC-AWGN channel for \( A = \sqrt{P} \) is upper-bounded as

\[ C_{PPC}(P) \leq \min \left\{ \log \left( 1 + \frac{2P}{\pi e} \right), \frac{1}{2} \log(1 + P) \right\}, \quad (27) \]

and lower-bounded as

\[ C_{PPC}(P) \geq -\int_{-\infty}^{\infty} f(y) \log(f(y)) dy - \frac{1}{2} \log(2\pi e), \quad (28) \]

where \( f(y) \) is the mixture density resulting from the sum of the discrete \( M \)-point uniform input distribution with independent unit-variance Gaussian noise.

A refinement of the upper bound from [46] is derived in [47] for some specific intervals of \( P \).

**Theorem 8 (Upper-bound on the capacity of PPC-AWGN [47]):** The capacity of the PPC-AWGN channel for \( A = \sqrt{P} \) is upper-bounded as

\[ C_{PPC}(P) \leq \beta(P) \log \left( \frac{2P}{\pi e} \right) + H_2(\beta(P)), \quad (29) \]

for \( P_{dB} \in [2 : 6] \) dB and \( \beta(P) = \frac{1}{2} - Q(2\sqrt{P}) \).

4) **Poisson Channel:** The Poisson channel has a formulation that is similar to the OI channel in which the channel input \( X_n \) is continuous over the interval \( [0, A] \). Unlike the OI channel, the channel output \( Y_n \), however, is discrete and positive. More specifically, the Poisson channel is described by the conditional probability

\[ p_{Y_n \mid X_n}(y_n \mid x_n) = \frac{e^{-(x_n+\lambda_0)}(x_n + \lambda_0)^{y_n}}{y_n!}, \quad (30) \]
for $y_n \in \mathbb{N}$ and where $\lambda_0$ is noise due to dark current. The channel input has a peak constraint $A$, and an average power constraint

$$\sum_{n \in [N]} X_n \leq \mathcal{E} N. \quad (31)$$

We denote the capacity of this channel as $C_{PC}(\mathcal{E}, A)$. An analytical expression for $C_{PC}(\mathcal{E}, A)$ is not known in general. In [48], it was shown that the capacity-achieving input distribution has finite number of mass points and the number of mass points goes to infinity as the constraints are relaxed. Upper and lower bounds on the capacity for different input constraints were derived in [49]. Finally, numerical methods such as deterministic annealing can be used to numerically evaluate capacity and the optimal input [7].

In the numerical results, we use the lower bounds and upper bounds from [49] to evaluate the performance of neural capacity estimators on the Poisson channel. The bounds are restated as theorems below for convenience.

**Theorem 9 (Th. 3- [49]):** When

$$0 \leq \frac{\mathcal{E}}{A} \leq \frac{1}{3}, \quad (32)$$

the capacity of the Poisson channel is lower-bounded as [49, eq.12]. Additionally, the capacity can be upper-bounded as [49, eq.13-eq.16].

Another theorem in [49] bounds the capacity in the $1/3 \leq \mathcal{E}/A \leq 1$ regime.

**Theorem 10: (Th. 4- [49]):** When $\frac{1}{3} \leq \frac{\mathcal{E}}{A} \leq 1$, the capacity of the Poisson channel is lower-bounded as [49, eq.18] Additionally, the capacity in this range for $\mathcal{E}/A$ can be upper-bounded as [49, eq.19].

It should be noted that upper bound and lower bound above are asymptotically tight but are not tight over the whole SNR range. The authors of [50] propose the Deterministic Annealing (DA) algorithm for the evaluation of the capacity of the Poisson channel. We will also compare the neural capacity estimators with this approach.

**B. Multiple Access Channel (MAC)**

The 2-user MAC channel is the multi-terminal channel model in which two users simultaneously and synchronously transmit toward a common receiver. The relationship between the input at the two transmitters and the output at the receiver is described by the transition probability $P_{Y|X_1, X_2}$. For this model, the ultimate communication performance under which reliable communication is possible
is described by the *capacity region*, that is a tuple of transmission rates \((R_1, R_2)\) for which error probability can be made vanishing small for large block lengths.

In [51], [52] it was shown that the capacity of the MAC is obtained as the convex hull of rate points satisfying

\[
R_1 \leq I(Y; X_1 | X_2) \tag{33a}
\]

\[
R_2 \leq I(Y; X_2 | X_1), \tag{33b}
\]

\[
R_1 + R_2 \leq I(Y; X_1, X_2), \tag{33c}
\]

for some \(P_{X_1, X_2} = P_{X_1} P_{X_2}\).

1) **AWGN MAC:** Among the most studied MAC models, AWGN MAC is perhaps the most well-known model. In this channel, the input/output relationship can be expressed as

\[
Y^N = X_1^N + X_2^N + Z^N, \tag{34}
\]

where \(X_1^N\) and \(X_2^N\) are the channel inputs from users 1 and 2, respectively, and \(Z^N\) is an i.i.d. Gaussian sequence with zero mean and unitary variance. The input is further subject to a power constraint analogous to that in (21) as

\[
\sum_{n \in [N]} \|X_{i,n}\|^2_2 \leq NP_i, \tag{35}
\]

for \(i \in \{1, 2\}\).

The convex hull of the tuple in (33) can be shown to be equivalent to the following region

\[
R_1 \leq \frac{1}{2} \log(1 + P_1) \tag{36a}
\]

\[
R_2 \leq \frac{1}{2} \log(1 + P_2) \tag{36b}
\]

\[
R_1 + R_2 \leq \frac{1}{2} \log(1 + P_1 + P_2). \tag{36c}
\]

For the model in (34), it is further known that the capacity achieving input distribution is Gaussian, that is, any tuple on the boundary of (36) can be achieved through Gaussian distributed inputs at both transmitters.

2) **Optical Intensity (OI) MAC:** Similarly to the relationship between the AWGN and the OI channel, in Sec. IV-A1 and Sec. IV-A2 respectively, the OI MAC [53] is described by the input/output relationship
relationship in (34) but the channel inputs are subject to the constraint

\[ 0 \leq X_n \leq A_i \]  
\[ \sum_{n \in [N]} X_i \leq N \mathcal{E}_i. \]

When only the constraint in (37b) is considered, the capacity region becomes [14], [15]

\[ R_1 \leq \frac{1}{2} \log \left( \frac{e}{2\pi} \left( \mathcal{E}_1 + 2 \right)^2 \right) \]  
\[ R_2 \leq \frac{1}{2} \log \left( \frac{e}{2\pi} \left( \mathcal{E}_2 + 2 \right)^2 \right) \]  
\[ R_1 + R_2 \leq \frac{1}{2} \log \left( \frac{e}{2\pi} \left( \mathcal{E}_1 + \mathcal{E}_2 + 2 \right)^2 \right). \]

The channels described in this section results will be used in the next sections to evaluate the performance of the neural capacity estimators as well as the quality of the learned input distribution.

V. AWGN CHANNEL: BENCHMARKING NMIES

In this section, we benchmark the MI estimators discussed in Sec. II by comparing the estimated value of capacity and the learned input distribution to the optimal ones for the AWGN channel described in Sec. IV-A1. Since a closed-form expression for both the capacity and optimal input distribution is available for the AWGN channel model, this simple example provides a number of insights on the choice of NMIE.

Results for this channel are obtained using 10 separate estimation trials, where for each trial the NDT and the NMIE networks are initialized randomly. In Table I, we provide a comparison between the true capacity and its neural estimate for the 2dB, 20dB, and 40dB SNRs. Specifically, we provide the average estimate across the 10 trials, and the same number of trials for variance of the capacity estimation. We note that the relative accuracy decreases as the SNR grows but the loss of accuracy does not affect all methods equally. The MINE method gives a more accurate estimate of the capacity compared to other methods, while DINE seems to diverge from the true capacity at higher SNRs. Moreover, the standard deviation of MINE is lower than all other methods suggesting that it is more robust to random initialization and has a lower variance in estimating capacity. Note that this is contrary to estimation of mutual information, where methods such as SMILE show lower variance.

Fig. 2 shows the histogram of the NDT learned input distribution for the DINE, MINE, and SMILE. We observe that at higher SNRs the MINE achieves a more accurate approximation of the optimal input distribution, i.e. Gaussian. While DINE can also learn accurate input distributions at low SNRs,
at higher SNRs, it seems to deviate from the optimal input. Note that all three methods are trained for the same number of iterations here for a fair comparison.

During testing, we note that the clipping operation used in SMILE, significantly effects the quality of the learned input distribution. After experimenting with the range of values in the range $\tau \in (10, 0)$ for clip in (11), we have found clipping value $\tau = 0.2$ gives the best estimates of capacity in terms of stability of results.

**Remark 1:** During testing, we note that the clipping operation used in SMILE, significantly effects the quality of the learned input distribution. After experimenting with the range of values in the range $\tau \in (10, 0)$ for clip in (11), we have found clipping value $\tau = 0.2$ gives the best estimates of capacity in terms of stability of results. Thus, we use this parameters in our all experiments.

From our extensive simulations, we further glean the following insights,

- In moderate values of SNR between, e.g. $P_{dB} \in [5, 20]$, all of the methods in Sec. II-B, including the SMILE, MINE, DINE and $\chi^2$, yield tight bounds on capacity.
- In high SNR regime, e.g. $P_{dB} \in [20, \infty]$, DINE method fails to capture the Gaussian shape of optimal input while giving poor estimates compared to SMILE and MINE. In this regime, NWJ is a close second to MINE.
- Finally, although SMILE method gives results with lower variance than the other methods, MINE and the NWJ method reach more accurate estimates compared to other methods.

**Remark 2:** We have not included the classifier-based for mutual information method and the InfoNCE bound in the numerical results. The reason is after extensive experiments we find that in the joint

| SNR (dB) | DINE (nats) | MINE (nats) | SMILE (nats) | DV variant (nats) | $\chi^2$ (nats) | NWJ (nats) | True capacity |
|----------|-------------|-------------|--------------|-------------------|----------------|------------|---------------|
| 2        | 0.39 ± 0.12 | **0.48 ± 0.05** | 0.42 ± 0.09 | 0.49 ± 0.11 | 0.39 ± 0.051 | 0.47 ± 0.0017 | 0.474         |
| 20       | 2.21 ± 0.16 | **2.30 ± 0.005** | 2.12 ± 0.07 | 2.29 ± 0.021 | 2.19 ± 0.062 | 2.30 ± 0.008 | 2.307         |
| 40       | 4.11 ± 0.23 | **4.51 ± 0.08** | 4.42 ± 0.17 | 4.41 ± 0.15 | 4.101 ± 0.12 | 4.49 ± 0.037 | 4.605         |

**TABLE I:** Estimated capacity of AWGN channel using different methods as estimated across 10 trials.

| Test seed-size | 512     | 5120    | 512000  | 512000  |
|---------------|---------|---------|---------|---------|
| Estimated capacity-MINE | 0.966 ± 0.0012 | 0.981 ± 0.0021 | 0.988 ± 0.0019 | 0.994 ± 0.0024 |
| Estimated capacity-SMILE | 1.06 ± 0.002 | 1.04 ± 0.002 | 1.02 ± 0.002 | 1.001 ± 0.002 |
| Estimated capacity-DINE | 0.9512 ± 0.005 | 0.97 ± 0.0061 | 0.97 ± 0.004 | 0.981 ± 0.006 |
| Estimated capacity-DV-variant | 0.965 ± 0.002 | 0.971 ± 0.003 | 0.985 ± 0.003 | 0.989 ± 0.004 |
| Estimated capacity-Chi-Square | 0.945 ± 0.001 | 0.954 ± 0.002 | 0.969 ± 0.002 | 0.981 ± 0.002 |
| Estimated capacity-NWJ | 0.9701 ± 0.001 | 0.977 ± 0.002 | 0.982 ± 0.003 | .992 ± 0.005 |
| True capacity | 0.9945 | 0.9945 | 0.9945 | 0.9945 |

**TABLE II:** Effect of number of test samples size on the capacity estimation for different methods over AWGN channel at 8dB. The results are in nats.
Fig. 2: Comparison of different methods for computing the optimal input distribution for Gaussian channel. The red distribution is the optimal input distribution and the blue histograms are the learned input distribution.

optimization setting these methods has a very large variance and in many cases it does not converge to the actual capacity values for channel even in the simplest Gaussian case. For instance the classifier-based approach fails in providing an accurate estimate even for the AWGN channel even in the rather
Fig. 3: Effect of test sample size on the learned input distribution by NDT networks. This experiment is done with MINE method, and AWGN channel with average power constraint at 8 \( dB \).

simple case of \( SNR = 10dB \). In this case the estimated capacity is 0.18, while the true capacity is 1.19.

VI. NMIE FOR CAPACITY INVESTIGATION

In Sec. V we validated the neural capacity estimation described in Sec. II by considering a well-understood channel model. In this section, we benchmark the NMIE for channel models in which no tight capacity bounds exists and for which the optimal input distribution is not well understood.

From a high level perspective, an overview of the results in this section is as follows. Although all methods in Sec. II can be used for obtaining capacity bounds, the MINE method has the most reliable performance. For this reason, most of the results in the section will rely on this method and focus on different aspects of this approach, such as initialization, stability, variance of the estimates. To this end, in the first two subsection, we study the OI channel and PPC-AWGN channel and investigate whether and how accurately NMIE is capable of identifying the discrete masses in the optimal input distribution.

In Sec. VI-C, we study the Poisson channel and propose a discrete initialization procedure that promotes sparsity in the optimal input distribution estimates.

A. The Optical Intensity (OI) Channel

In this section, let us further explore the merits of the various approaches in Sec. II-B by considering the OI channel in Sec. IV-A2. The capacity of optical intensity is generally unknown [14], [15]. Since the exact capacity with closed-form solution is not available for this channel we compare our results with the bounds in [14], which are some of the best known bounds in the literature which we have presented in Th. 6. Table. III shows the estimated value of the capacity and achievable rates using
TABLE III: Comparisons of the different simulation results and bounds for OI channel with only average power constraint, as discussed in Sec. VI-A, [42].

| SNR (dB) | 3       | 5       | 8       | 10      | 15      | 20      |
|----------|---------|---------|---------|---------|---------|---------|
| MINE (nats) | 0.395 ± 0.031 | 0.510 ± 0.072 | 0.710 ± 0.077 | 0.840 ± 0.085 | 1.360 ± 0.140 | 1.810 ± 0.095 |
| SMILE (nats)  | 0.440 ± 0.019 | 0.460 ± 0.096 | 0.670 ± 0.091 | 0.850 ± 0.181 | 1.373 ± 0.109 | 1.831 ± 0.144 |
| DINE (nats)   | 0.378 ± 0.071 | 0.429 ± 0.097 | 0.690 ± 0.111 | 0.880 ± 0.120 | 1.310 ± 0.121 | 1.730 ± 0.110 |
| NWJ (nats)    | 0.42 ± 0.001 | 0.61 ± 0.003 | 0.76 ± 0.006 | 0.92 ± 0.01 | 1.39 ± 0.02 | 1.91 ± 0.012 |
| Chi-Square bound (nats) | 0.422 ± 0.001 | 0.452 ± 0.004 | 0.601 ± 0.10 | 0.85 ± 0.015 | 1.35 ± 0.019 | 1.8 ± 0.03 |
| DV-Variant (nats) | 0.45 ± 0.001 | 0.59 ± 0.002 | 0.68 ± 0.03 | 0.97 ± 0.05 | 1.36 ± 0.06 | 1.91 ± 0.08 |
| Lower bound (nats) | 0.270 | 0.420 | 0.593 | 0.830 | 1.340 | 1.780 |
| Upper bound (nats) | 0.830 | 0.990 | 1.010 | 1.480 | 1.770 | 2.220 |

Fig. 4: Numerical estimate of the optimal input distribution for the OI channel with $\epsilon = A = 3\text{dB}$ and $\epsilon = A = 8\text{dB}$ as discussed in Sec. VI-A.

different NMIE methods for the optical intensity channel with only the average power constraint. All methods converge to values that are between lower and upper bounds. Moreover, on average the estimates of MINE have lower standard deviation compared to other methods.

For this example, we consider a continuous Gaussian distribution for DNN initialization and train the network as in Alg. 1. The results of the simulation for the various estimators are presented in Table. III. The upper and lower bounds in Table. III are evaluated as in Th. 6.

A significant observation for OI channel is that, unlike other methods, MINE provide accurate estimates of optimal input distributions for OI channel. It is well known that optimal input distribution for OI channel is discrete [15], [42] which agrees by our finding using NDT and NMIE.

As we discussed before since $\chi^2$, SMILE and DINE method only provides estimates of achievable rates, for the approximation of optimal input distribution for the channel, we focus on MINE method.

In Fig. 4 we present the estimated optimal input distribution through MINE for the case $\epsilon = A$, that is only peak constraint. For this simulations, the algorithm was initialized using standard Gaussian random variable as initialization input distribution.
### TABLE IV: Numerically optimized capacity through the various NDT networks for the PPC-AWGN channel, together with upper and lower bounds in Th. 7 and Th. 8. As in [47], simulations consider the case $A = \sqrt{P}$ dB.

| SNR (dB) | 2 | 5 | 10 | 15 | 20 |
|----------|---|---|----|----|----|
| MINE (nats) | $0.426 \pm 0.003$ | $0.510 \pm 0.007$ | $0.910 \pm 0.006$ | $1.260 \pm 0.035$ | $1.710 \pm 0.004$ |
| SMILE (nats) | $0.474 \pm 0.002$ | $0.570 \pm 0.005$ | $0.940 \pm 0.007$ | $1.320 \pm 0.011$ | $1.830 \pm 0.011$ |
| DINE (nats) | $0.410 \pm 0.082$ | $0.540 \pm 0.01$ | $0.930 \pm 0.02$ | $1.280 \pm 0.03$ | $1.680 \pm 0.03$ |
| NWJ (nats) | $0.44 \pm 0.002$ | $0.56 \pm 0.004$ | $0.911 \pm 0.0005$ | $1.25 \pm 0.0055$ | $1.72 \pm 0.0075$ |
| Chi-Square (nats) | $0.42 \pm 0.0101$ | $0.55 \pm 0.02$ | $0.91 \pm 0.02$ | $1.241 \pm 0.3$ | $1.71 \pm 0.05$ |
| DV-Variant (nats) | $0.465 \pm 0.001$ | $0.59 \pm 0.003$ | $0.91 \pm 0.008$ | $1.31 \pm 0.01$ | $1.77 \pm 0.03$ |
| Lower bound (nats) | $0.410$ | $0.530$ | $0.910$ | $1.230$ | $1.700$ |
| Upper bound (nats) | $0.474$ | $0.620$ | $0.927$ | $1.330$ | $1.780$ |

Fig. 5: Computed optimal input distribution by NIT for the PPC-AWGN channel discussed in Sec. VI-B with $A = \sqrt{P} \in \{2, 10, 20\}$ dB.

**B. The Peak Power-Constrained AWGN (PPC-AWGN) Channel**

In this subsection, we apply the proposed approach for computing capacity and optimal input distribution using MINE method to the channel PPC-AWGN, introduced in Sec. IV-A3. When comparing the numerical results with the bounds in Th. 7 and Th. 8, we observe that our approach either match or fill the gap between upper and lower bounds in each case. This can be verified from in Tab. IV, which reports the capacity approximation evaluated through the various NDT networks, together with upper and lower bounds in Th. 7 and Th. 8.

Based on the numerical evaluations, we conclude that using NMIE methods that estimate the MI directly can result in more accurate estimates of the channel capacity and the optimal input distribution. While more investigation is needed to gain a deeper understanding of this observation, we suspect that this is because the error terms in entropy-based estimations compound through the learning process, resulting in less accurate estimates of MI and, consequently, capacity. Moreover, entropy-based estimators tend to be less robust to the random initialization of the networks.
C. The Poisson Channel

Next, let us investigate the capacity of the Poisson channel in Sec. IV-A4 to further understand the role of discrete initialization of proposed deep estimation approach as detailed in Algorithm 2. As we mentioned earlier, the motivation for the use of discrete initialization is that for the Poisson channel, where the output of the channel and the optimal distribution are discrete, discrete initialization distributions achieve higher information rates compared to using normal distribution as initialization distributions which are closer to the capacity. This has been illustrated in the simulation summarized in the Table V for the Poisson channel.

For this model it is known [48] that the capacity-achieving distributing is discrete and with a number of points that increases with the SNR. In order to identify the cardinality of the optimal input distribution we proceed as in Algorithm 2, that is by choosing a discrete initialization of this distribution with uniformly spaced mass points between zero and the peak power constraint (if considered). An increasing number of mass points is considered in the initialization until the MI is no longer increasing. The various stages of Algorithm 2 are represented in Fig. 6.

Having established the capacity optimization approach, let us validate the usefulness of such approach by considering the general Poisson channel in which both average and peak power constraints are present.

Since for the Poisson channel, a closed-form expression of the capacity and the optimal input distribution is not available, we consider those regimes in which tight lower and upper bounds on capacity are known in the literature. More specifically it is known that [48], in the case of zero dark current (that is \( \lambda = 0 \)) and only peak constraint, the optimal input, is binary in the regime \( 0 \leq A \leq 3.3679 \) and has larger cardinality when \( A \geq 3.3679 \). Furthermore in [50] it has been proved that, for the Poisson channel with both peak and average constraint, the optimal input always contain a mass point at zero. In addition [50] show that, under only peak power constraint, the optimal input distribution contains a mass point at the peak value \( A \). In our simulations, we consider the case of a Poisson channel under average power constraint only. In this regime, [48] and [50] conjecture that the optimal input distribution is exponential.

In Fig. 7, we plot the simulations results for the Poisson channel for \( \mathcal{E} = A \in \{3, 4\} \). For the case \( \mathcal{E} = A = 3 \), the capacity values provided in [48] is 0.5944nats while the estimated capacity through MINE is 0.5852nats. Note that the proposed approach estimates an optimal input distribution with binary support. Also note that, according to [54] the optimal input distribution always have a mass point at peak constraint. For the case \( \mathcal{E} = A = 4 \), instead, the optimal input distribution contains three
Fig. 6: A representation of the input distribution optimization for the Poisson channel according to Algorithm 2. A representation of the input distribution optimization as in Algorithm 2 for the Poisson channel in Sec. IV-A4 with $\mathcal{E} = 10\text{dB}$ and $A = 50\text{dB}$. In the left column we plot the initialization of the input distribution, on the right column the NDT-optimized distribution. The different rows correspond to initializations with an increasing number of points in the initial optimal input distribution estimate.

Fig. 7: Computed optimal input distribution by NIT for the Poisson channel presented in Sec. IV-A4 with $A = \mathcal{E} \in \{3, 4\}$. Note that the transition between two to three mass points in optimal input distribution occurs for $A = 3.36$ [48].
TABLE V: Comparison of in the estimation of the capacity of the Poisson channel with $A = 100$ and $\mathcal{E} \in \{5, 10, 15, 20\}$ dB using MINE with discrete initialization, MINE with Gaussian initial distribution, the deterministic annealing (DA) approach from [7], and the lower bound in Th. 9. MINE neural estimates are averaged over 10 trials.

| SNR (dB) | 5         | 10        | 15        | 20         | Dark current |
|---------|-----------|-----------|-----------|------------|--------------|
| MINE (Discrete) (nats) | 1.08 ± 0.0022 | 1.44 ± 0.0031 | 1.73 ± 0.0042 | 1.74 ± 0.0050 | $\lambda = 0.0$ |
| MINE (Gaussian) (nats)  | 0.62 ± 0.0011 | 0.94 ± 0.0015 | 1.42 ± 0.0020 | 1.46 ± 0.0037 | $\lambda = 0.0$ |
| Chi-Square           | 0.422 ± 0.0033 | 0.761 ± 0.01 | 1.2839 ± 0.022 | 1.7687 ± 0.041 | $\lambda = 0.0$ |
| DA (nats)            | 0.95        | 1.39       | 1.78       | 1.79        | $\lambda = 0.0$ |
| Lower bound (nats)   | 0.0         | 1.02       | 1.55       | 1.55        | $\lambda = 0.0$ |
| MINE (Discrete) (nats) | 0.554 ± 0.0021 | 1.09 ± 0.0031 | 1.2 ± 0.0041 | 1.4 ± 0.0052 | $\lambda = 10.0$ |
| MINE (Gaussian) (nats) | 0.24 ± 0.0011 | 0.54 ± 0.0013 | 0.86 ± 0.0021 | 0.97 ± 0.0022 | $\lambda = 10.0$ |
| DA (nats)            | 0.51        | 0.91       | 1.5        | 1.51        | $\lambda = 10.0$ |
| Lower bound (nats)   | 0.0         | 0.0        | 1.23       | 1.23        | $\lambda = 10.0$ |

Fig. 8: NDT-optimized input distribution for the Poisson channel with only an average power constraint of $\mathcal{E} = 10$dB.

mass points. This is correctly recovered by the proposed approach. For this scenario, the capacity estimated in [7] is 0.91nats, while our approach yields an estimated capacity equal to 0.82nats.

In each scenario, we compare the performance of MINE with the upper and lower bound in Th. 9, originally from [49].

In Table V we provide a similar comparison of the estimated capacity for the Poisson channel with $A = 100$ and $\mathcal{E} \in \{5, 10, 15, 20\}$. Here we compare the MINE, the lower bound in Th. 9 as well as the deterministic annealing (DA) approach from [7]. Note that, in Table V, we also provide the performance of the NDT in estimating capacity for both the Gaussian initialization as well as the discrete initialization devised in Algorithm 2. It can be observed that, for this model, the performance of the discrete initialization far outperforms that of the Gaussian one.

Finally, in Fig. 8, we plot the Poisson channel with only average power constraint. In [48], the authors conjecture that the optimal input distribution has unbounded support and takes shape of exponential distribution. We notice that Fig. 8 indeed seems to validate this conjecture. For this model, the NDT-estimated capacity is 1.88nats, the lower bound in Th. is 0.991nats while the asymptotic upper bound from [49] is 1.19nats.
Fig. 9: Left: A comparison of the capacity region for AWGN MAC channel discuss in Sec. IV-B1 with the MINE estimate. The choice of constraints is $P_1 = 20\text{dB}$ and $P_2 = 20\text{dB}$. Right: A comparison of inner and outer bounds of the capacity region of th OI MAC channel model in Sec. IV-B2 with the MINE estimate. For these evaluations, we have chosen $E[X_1]/A_1 = E[X_2]/A_2 = 0.2$, $A_1 = 10\text{dB}$, $A_2 = 5\text{dB}$, and $\sigma^2 = 1$.

**D. Multiple Access Channel (MAC)**

In this section we apply MINE method to compute the capacity of MAC introduced in Sec. IV-B. To compute the sum capacity using MINE method we produce two sequence of i.i.d random variables and after concatenating them we feed them to NDT neural networks. Then, each column of the output matrix is used as two-input distribution of the channel which satisfy the channel constraints. After producing the output of channel using these inputs from NDT network, we use NMIE networks to estimate the mutual information and train the joint network of NDT and NMIE based on the Algorithm 1. The corner point of capacity region are computed by the conditional mutual information $I(X_1; Y \mid X_2)$ and $I(X_2; Y \mid X_1)$. To compute these points we simply decompose the mutual information as $I(X_1; Y \mid X_2) = I(X_1, X_2; Y) - I(X_2; Y)$ and use previous approach for each term to compute the conditional term. For both the AWGN MAC and the OI MAC, we observe that MINE provides relatively accurate estimates of sum-capacity. Furthermore, we observe that for the OI MAC, our approach provides estimates of achievable rates which fall between the tightest inner and outer bounds for this model.
VII. Conclusion

In this paper, we make a first attempt in establishing a benchmark for neural capacity estimation. We consider the problem of capacity estimation on a number of point-to-point channel, as well as multiple access channel (MAC). More precisely, we consider point-to-point channels (i) with a known capacity –AWGN channel as well as (ii) channels with unknown capacity and continuous inputs – i.e., optical intensity and peak-power constrained AWGN channel (iii) channels with unknown capacity and discrete number of mass points – i.e., Poisson channel. We also extend the analysis to the AWGN MAC –case (i) above– and the optical intensity MAC -case (ii). For the models above, we study the performance of mutual information neural estimator (MINE), smoothed mutual information lower-bound estimator (SMILE), and directed information neural estimator (DINE), and provide insights on the performance of other methods as well. Our numerical evaluations show that all methods perform rather well at low SNR, while only some methods perform well at high SNR. In particular, MINE emerges as the most versatile method across the different channel model. From our numerous numerical experiments, we observe that the network initialization plays a crucial role attaining accurate capacity estimation. For this reason, we propose a specific initialization strategy for channel which the optimal input distribution has a discrete number of masses, such as the Poisson channel. Overall, we notice that, although very promising, accurate neural capacity estimation crucially depends on the ability of the underlying network to approximate functions with a large support: future research will focus on the development of such DNN.
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VIII. APPENDIX

Consistency proof for $\chi^2$ bound:

We first discuss that expectation in the bound can be replaced by empirical averages over batches of data in three steps each for consistent estimation of each component ($\mathbb{E}_{P=(X,Y)}[T(X,Y)] - \mathbb{E}_{Q=(X,X')} \log[e^{T(X',Y')}]$, $\chi^2(X||X', \chi^2(Y||Y')]$. Then we prove our main consistency result for the $\chi^2$ estimator. For the estimation of the first term we use expectations over mini-batches of data, by using law of large numbers for any $\epsilon$ and sufficiently large $n$ we have:

$$|\mathbb{E}_{P}[T(X,Y)] - \frac{1}{n} \sum_{0}^{n-1} T^*(x_i, y_i)| \leq \epsilon \quad (39)$$

where the optimal function $T^*$ is $T^* = \log \frac{dP}{dQ} + k$ where $k$ is a constant defined such that $dP$ is relate to Gibbs density by $dP = \frac{1}{k} e^{T^*} dQ$. For the second term we have:

$$| \log(\mathbb{E}_{Q}[e^{T(X',Y')}] ) - \log(\frac{1}{n} \sum_{0}^{n-1} e^{T^*(x'_i, y'_i)} ) | \leq \epsilon \quad (40)$$

to see that above inequality is true, it suffices to note that $x'_i, y'_i$ and their transformation through exponential function are iid random variables, and invoke AEP theorem [55]. by choosing a large $n$, $\epsilon$ could be made arbitrary small. Now we turn to $\chi^2_{UP}(P||Q)$ terms. We provide the argument for one term, and similar arguments hold for the last term. We have

$$\chi^2(X||X') = \mathbb{E}_{X}[T(X)] - \log(\mathbb{E}_{X'}[T^2(x,x_i)]) - 1 \quad (41)$$

The estimation of first term considered in (39), the estimation of second term using averages over mini-batches is also evident from weak law of large numbers and noting that $x_i, x'_i$ are i.i.d.

Now we turn to our main consistency result. For the first term in (14) the consistency of estimators using neural networks as universal approximators have been established in [1] [56]. Here we provide consistency result for the variational form $\chi^2$ and show that it can provide consistent estimates when feed-forward neural network are used for its representation. In fact we show the following:
**Theorem 11:** There exist a family of neural network functions \( T_\theta \) with parameters \( \theta \) such that \((P, Q)\) are probability measures as in previous theorems)

\[
|\chi^2(P||Q) - \hat{\chi}^2(P||Q)| \leq \epsilon
\]  

(42)

where we have : \( \chi^2(P||Q) = \sup_{T \in T} \mathbb{E}_P[T(X)] - \log(\mathbb{E}_Q[T^2(X)]) - 1 \)

**Proof.**

It is easy to show that (by using definition of the \( \chi^2(P||Q) = \mathbb{E}_Q[(\frac{dP}{dQ} - 1)^2] \) and its variational form) the optimal function in (8) is \( T^* = \frac{dP}{dQ} \). Moreover, we can see we have:

\[
T^* = \frac{dP}{dQ}
\]  

(43)

by construction we conclude

\[
\chi^2(P||Q) = \mathbb{E}_Q[(\frac{dP}{dQ})^2 - 1] = \mathbb{E}_Q[(T^*(X))^2 - 1]
\]  

(44)

for an arbitrary function \( T \) the error between approximated \( \chi^2 \) using this function and when optimal function is used is

\[
\chi^2(P||Q) - \chi^2(T) = \mathbb{E}_Q[(T^*(X))^2 - 1] + \mathbb{E}_Q[(T(X))^2 + 1 - 2\mathbb{E}_P[T(X)]]
\]  

(45)

\[
= \mathbb{E}_Q[(T^*(X))^2 + T(X)^2] - 2\mathbb{E}_P[T(X)]
\]

\[
= \mathbb{E}_Q[(T^*(X))^2 + T(X)^2 - 2T^*(X)T(X)] = \mathbb{E}_Q[(T^*(X) - T(X))^2]
\]

(46)

where to conclude (45) we have used \( \mathbb{E}_Q[T^*(X)T(X)] = \mathbb{E}_P[T(X)] \), which can be derived from (43) by multiplying each side to \( T(X) \). Now invoke the the universal approximation of neural network theorem [56]. By this Theorem if the \( T_\theta \leq M \) then we have:

\[
|\mathbb{E}_P[T^* - T_\theta]| \leq \frac{\eta}{2}, \quad |\mathbb{E}_Q[T^* - T_\theta]| \leq \frac{\eta}{2}e^{-M}
\]

(47)

Thus, using the last line (46), the error for the estimator is :

\[
|\chi^2(P||Q) - \chi^2(T)| = \frac{\eta^2}{4}e^{-2M} = \epsilon' \leq \epsilon
\]

(48)

This completes our proof.

Now it is trivial task to see that taking log and applying affine functions to this quantity preserves its consistent estimation and hence \( \chi^2_{UP}(P||Q) \).