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Abstract: Deep learning, artificial intelligence and other cutting-edge technologies are constantly being integrated into people's daily lives. Even small vending machines that can be seen everywhere in life have begun to use facial payment methods. The detection and recognition of face images is no longer unattainable, but the analysis and recognition of face information and characteristics (gender, age, race, etc.) is still not fully mature, in order to improve the accuracy of face information recognition. In this paper, a face information recognition model is designed. The feature extraction part uses an eight-layer convolutional neural network, and then uses two fully connected modules as the classifiers for gender recognition and age recognition. The experimental results show that the model uses the advantages of the convolutional neural network so that the model can predict the gender and age of the face more accurately.
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I. INTRODUCTION

Face image recognition has great potential use in many fields such as scientific research and business. Therefore, the recognition of face images has attracted the attention of scholars and researchers at home and abroad. It has also developed rapidly in recent years, but it is based on human faces. The recognition of picture information (age, gender, etc.) is relatively slow. In fact, the face recognition technology has been proposed as early as the 1960s, but due to the limitation of computer processing speed at that time, it can only be studied theoretically[2]. Since 2012, deep learning has developed rapidly. It not only shines in object detection and image classification, but also has been widely used in the field of face recognition, completely changing the existing methods of face recognition. In this study, we designed a FacialNet model that classifies faces by gender and age. Compared with other similar models, this model has significantly improved gender prediction accuracy. However, the accuracy of age classification is lower than other models. Since our model is an end-to-end model, the two classifiers share a feature extraction network, so we speculate that the reason for the lower accuracy of age prediction is gender and age. The correlation between calculations is weak. Other models use two independent networks to predict gender and age. When training the model, we train on a computer equipped with RTX 2080 GPU. The hyperparameters are set as follows: epoch is set to 100, the initial learning rate is set to 0.01, and batch_size is 25. The optimizer uses SGD, the momentum is set to 0.9, and the weight attenuation is set to 0.01.

II. Related Work

Related scholars at home and abroad have done a lot of research on this topic. In the research of Shi Xuechao [3], a face gender recognition algorithm combining adjustable supervision function and multiple feature fusion was proposed. The algorithm they proposed can be regarded as an improvement of the traditional convolutional neural network. It uses the deep convection of the complete convolution area and multi-layer feature information to combine the second and fourth convolutional layers with the fifth convolutional layer. This method enhances the image feature information from the input layer to the fully connected layer, thereby improving the accuracy of the final
classification; in addition, it also introduces the target monitoring function with adjustment mechanism, which can effectively guide the network to learn to make similar patterns. The distance between the classes decreases and the distance between samples of different types is larger. In the research of Zhang Zhihua [4] and other scholars, in order to make up for the error between automatic face recognition and gender estimation, they used deep convolutional neural networks for recognition and made great progress. Data set and label analysis, and used to build a simple neural network, and also have good results in gender classification. Although the use of the data set Adience is very challenging, due to the simple structure of the CNN they designed, this method is better than the previous technology.

III. Network Model Design

In order to realize the research on gender and age recognition of the face dataset Adience, this paper designs a network model with eight layers of convolution to extract facial features, and named it FacialNet. The first 4 layers are put together to extract more features, and the last 4 layers are to extract more high-level features. The 8-layer convolution can not only realize the function of feature extraction and classification, but also reduce the amount of calculation. The network structure is shown in Figure 5: The number of the first convolution kernel is set to 32, and the size of the convolution kernel is set to 3x3. When the size of the receptive field is the same, the small size of the convolution kernel can reduce the calculation in the training process. Volume and parameters, so I choose a small-sized convolution kernel in this article. The number of the second convolution kernel is 64. The choice of the pooling layer type mainly considers two sources of error. Average pooling can reduce the error caused by the limited neighborhood size, so that more environmental information is preserved, and the maximum pooling It can reduce errors caused by the convolution process and save more texture detail information. Because the extraction of face information needs to retain more texture information, the maximum pooling is selected to extract more details. The pooling size is 3x3. The number of third, fourth, and fifth convolution kernels is set to 128, among which the first The size of the third and fourth convolution kernel is set to 3x3, and the size of the fifth layer convolution kernel is set to 1x1. The number of the sixth convolution kernel is set to 256, the size of the convolution kernel is set to 3x3, the number of the seventh and eighth convolution kernels is set to 512, of which the size of the seventh layer is set to 3x3, and the eighth layer is volume The size of the product core is set to 1x1.

2. The Sigmoid function has the defect of saturation, so the activation function in this model is the ReLU function. This paper uses the learning rate adjustment function LearningRateScheduler to monitor the changes in the value of loss to adjust the learning rate, and tests the impact of different initial values of the learning rate on the final result on a small-scale data set. The test range is from 0.1 to 0.001. One person is divided into 3 test numbers for experimentation. It can be obtained that when the learning rate is 0.002, the correct rate is the highest, and the loss is also very low, so the initial value of the learning rate in this article is set to 2e-3. The detailed structure of the model is shown in Table 1, Table 2 and Table 3.

Table 1 Feature extraction network

| Type   | Channel | Filter size | Stride | Padding |
|--------|---------|-------------|--------|---------|
| Conv1  | 32      | 3x3         | 2      | 1       |
| Conv2  | 64      | 3x3         | 1      | 1       |
| Conv3  | 128     | 3x3         | 2      | 1       |
| Conv4  | 128     | 3x3         | 1      | 1       |
| Conv5  | 128     | 1x1         | 1      | 0       |
| Conv6  | 256     | 3x3         | 2      | 0       |
| Conv7  | 512     | 3x3         | 2      | 1       |
| Conv8  | 512     | 1x1         | 1      | 0       |
| maxpool| --      | 3x3         | 2      | 0       |

Table 2 Gender classifier
Table.3 Age classifier

| Type | Input Neurons | Output Neurons | Dropout | Activation Function |
|------|---------------|----------------|---------|---------------------|
| Fc1  | 2048          | 512            | 0.5     | relu                |
| Fc2  | 512           | 64             | 0.3     | relu                |
| Fc3  | 64            | 2              | --      | softmax             |

This experiment uses SGD as the network training optimizer, and uses the cross-entropy loss function to calculate the loss for the predicted category.

(1) Two categories

In the case of dichotomy, there are only two cases where the model needs to predict the final result. For each category, the predicted probabilities are p and 1-p.

The expression at this time is:

\[ L = \frac{1}{N} \sum_{l=1}^{N} \left[ y_l \cdot \log(p_l) + (1 - y_l) \cdot \log(1 - p_l) \right] \] (1)

\( y_l \)— Sample label
\( p_l \)— Indicates the probability that the sample prediction is positive

(2) Multi-category

The multi-category situation is actually an extension of the two-category: among them:

\[ L = \frac{1}{N} \sum_{l=1}^{N} L_l = \frac{1}{N} \sum_{l=1}^{N} \sum_{c=1}^{M} y_{lc} \log(p_{lc}) \] (2)

\( M \)— number of categories
\( y_{lc} \)— Indicator variable
\( p_{lc} \) — For the predicted probability of the observed sample belonging to the category

**IV. Model training process and experimental results**

**4.1 Data preprocessing**

Keras, an advanced neural network framework, can use CNTK, TensorFlow or Theano as the computing backend. Because it is based on Python, users can directly describe the model in Python language, so it has strong scalability and ease of use. At the same time, it is designed with people-oriented and emphasizes rapid modeling. Users can customize the selection of modules. Constructing a network model, and being able to simply and quickly transform your ideas into an achievable model, can be a good help for experimental research. Support GPU and CPU operation, suitable for various hardware environments.

This experiment uses the Adience data set as the experimental data, which can reflect the real camera environment to a large extent. Remove duplicate data and undetected face images, and finally get preprocessed experimental face images, and use image data enhancement methods to increase the amount of data during training and verification. The data distribution is shown in Figure.2 and Figure.3.
learn irrelevant factors, and then the face image training and verification data will be enhanced and then passed to the model for learning. The display of some pictures in the data set after data preprocessing is shown in Figure 4.

![Fig.4 Partial data display of Adience data set after preprocessing](image)

### 4.2 Image data enhancement

In the era of deep learning, the larger the scale and the higher the quality of the data, the better the generalization ability of the model, and the data directly determines the upper limit of model learning. However, in actual engineering, it is difficult for the collected data to cover all the scenes, such as the lighting conditions of the image. The pictures taken in the same scene may be very different due to different lighting, so you need to add lighting when training the model. Aspects of data enhancement. On the other hand, even if you have a large amount of data, you should also perform data enhancement, which helps to increase the amount of data in the relevant data set, prevent the model from learning unwanted models, and avoid overfitting. There are two commonly used data enhancements, supervised and unsupervised. This article uses supervised data enhancement. Supervised data enhancement is based on the existing data set, by analyzing the completeness of the data, and using certain rules to expand the existing data. Supervised data enhancement can be subdivided into single-sample data enhancement and multi-sample data enhancement. In actual engineering applications, single-sample data enhancement is used more. There are some open source data enhancement projects with better performance on git, which have more complete functions and the processing speed is also very fast, developers can directly call, such as imgaug and albumations. In pytorch, many data enhancement function packages can be integrated through torchvision's transforms module. Specific operations include cropping, zooming, and shifting [17-21].

This article uses the method of image data set enhancement to increase the amount of image data. This method not only allows the limited image data to generate more equivalent image data, but also prevents overfitting during model training. The effect of the final image data enhancement is shown in Figure 5.

![Fig.5 Image data enhancement](image)

### 4.3 training configuration

This model is implemented using pytorch and trained on RTX 2080. The TensorBoard tool is used to visualize the parameters in the training process. And use the data set Adience for face information recognition, and build a unique CNN network model to solve the problem of gender and age recognition. Below we will elaborate on the model framework and experimental process. The convolutional neural network models Gender_CNN and Age_CNN proposed in this paper are implemented using the advanced deep learning framework Keras, using TensorFlow as the computing background and using GPU for training. The hardware environment of this experiment is shown in Table 5-1. The visualization of each parameter in the training process of this article uses the TensorBoard tool. Enter the picture again on the trained model, pass the input image through each layer of convolutional layer, and extract the feature map through convolution. The result is shown in Figure 5.1. It can be seen that as the depth of the convolutional layer increases, the extracted image features are becoming more and more abstract.
Fig. 6 Visualize the training process

Table 4 Experimental hardware environment

| Item          | Specification                  |
|---------------|---------------------------------|
| operating system | Windows 10 Pro 1809            |
| RAM           | DDR3L 16G                       |
| hard disk     | Samsung SSD 860 EVO 500G       |
| CPU           | Intel Core i7-4720HQ CPU @ 2.60GHz |
| GPU           | NVIDIA GeForce GTX 860M 2G     |

4.4 training result

The first method of this gender recognition experiment is also to use the original data set to train the model, and the correct rate on the Adience test set is 88.6%. The second method is to perform data enhancement on the original data set. After training, the correct rate of the verification set is 90.3%; the correct rate of the first method of the age recognition experiment is 68.1%, and the correct rate of the verification set of the second method is 72.8%. The comparison of the effects is shown in Table 5.

Table 5 Comparison of gender and age recognition effect on Adience

| Methods          | Gender accuracy | Age accuracy |
|------------------|-----------------|--------------|
| The model in literature [3] works best | --- | 54.1% |
| The CNN+RFC model in literature [6] works best | 86.5% | 60.2% |
| The Modified CNN model in literature [7] works best | 91.8% | 87.0% |
| Our Method without data enhancement | 88.6% | 68.1% |
| Our Method after data enhancement | 94.2% | 72.8% |

The trend curve of gender recognition accuracy rate during training is shown in Fig. 7:

![Fig.7 Gender_CNN verification accuracy trend curve](image1)

The trend curve of age recognition accuracy rate during training is shown in Figure 8:

![Fig.8 Age_CNN verification accuracy trend curve](image2)
The trend curve of loss function during training is shown in Figure 9:

![Loss function trend curve](image)

V. CONCLUSION

This article describes the theory of convolutional neural network and its application background in the direction of face information recognition. A convolutional neural network model Gender_CNN is designed for gender classification, and a convolutional neural network model Age_CNN is used for age classification. From the above comparison results, it can be seen that the accuracy of this model in gender prediction has a small increase compared with other models, but there is still a gap compared with the excellent age model. Integrating various methods together, finally got good results. In the next work, we will use more complex and large face data sets to build more efficient and accurate models for further research in improving the application scenarios and accuracy of face recognition.
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