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Abstract

Extremal problems involving independent sets are much studied. Two of the most important extremal problems in this context are concerned with the sharp upper bounds for the number of independent sets of fixed size and the independence number. In literature, these sharp upper bounds are derived in completely different contexts. In this paper, we show that both of these sharp upper bounds can be derived by considering Lex graphs. More exactly, they depend on two parameters of a sequence defined on them.

1 Introduction

By complementation, counting independent sets is equivalent to clique counting. The study of the latter was greatly influenced by the discovery of the Turán’s theorem [10]. For different aspects of the study of the clique counting the reader is referred to [5], [2], [9], [7], [8], [11] and [1, ch. VI]. We will focus on the sharp upper bounds for the number of independent sets of fixed size and the independence number of \( G(n, m) \) graphs, that is, graphs of order \( n \) and size \( m \). Hanani and Erdős [5] proved that the maximal number of complete subgraphs of order \( r \) contained in a \( G(n, m) \) graph depends only on \( m \).

\[
\text{Theorem 1 (}[5]\text{). Let } G(m) \text{ be a graph on } m \text{ edges and let } r \geq 3 \text{ be a natural number. Let } s, t \text{ be two natural numbers such that } m = \binom{s}{2} + t \text{ with } 0 < t \leq s. \text{ Then}
\]
\[
c_r \leq \binom{s}{r} + \binom{t}{r-1}.
\]

(1)

Where \( c_r \) denotes the number of cliques of order \( r \) contained in \( G(m) \).

\[
\text{Remark 1. For given } m \text{ the numbers } s \text{ and } t \text{ in Theorem 1 are unique. This implies that } s \text{ is the smallest positive integer which satisfies}
\]
\[
m \leq \frac{s(s + 1)}{2}.
\]

(2)

Therefore we have

\[
s = \left\lceil \sqrt{\frac{1}{4} + 2m - \frac{1}{2}} \right\rceil
\]

(3)

from where the value of \( t \) is evident.
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Lemma 1. Let \( x \) be a real number and let \( \{ x \} = x - \lfloor x \rfloor \) denote its fractional part. The following holds

\[
\left\lfloor x - \frac{1}{2} \right\rfloor = \begin{cases} 
\left\lfloor x + \frac{1}{2} \right\rfloor - 1 & \text{if } \{ x \} = \frac{1}{2}, \\
\left\lfloor x + \frac{1}{2} \right\rfloor & \text{otherwise.}
\end{cases}
\tag{4}
\]

Note that when we want to find the maximal number of independent sets of size \( r \) by using Theorem 1 then we need to find the maximal number of cliques of size \( r \) in its complement. Thus, the maximal number of independent sets of fixed size depends on the order and the size of the graph, unlike the maximal number of cliques of fixed size. We re-write Theorem 1 in terms of independent sets.

Theorem 2. Let \( G(n, m) \) be a graph on \( n \) vertices and \( m \) edges and let \( r \geq 3 \) be a natural number. Let \( s, t \) be two natural numbers such that \( \binom{n}{2} - m = \binom{s}{2} + t \) with \( 0 < t \leq s \). Then

\[
i_r \leq \binom{s}{r} + \binom{t}{r-1}.
\]

Where \( i_r \) denotes the number of independent sets of order \( r \) contained in \( G(n, m) \).

By putting \( \binom{n}{2} - m \) instead of \( m \) in Equation (3) the value of \( s \) in Theorem 2 is

\[
\left\lfloor -\frac{1}{2} + \sqrt{\frac{1}{4} + n^2 - n - 2m} \right\rfloor.
\tag{6}
\]

For notation convenience, in the following Theorem we will let \( \alpha_u \) denote the sharp upper bound for the independence number of \( G(n, m) \) graphs. As we will see later, the number \( s \) has the following property.

Theorem 3. For a given \( G(n, m) \) graph let the numbers \( s, t \) be as in Theorem 2. The following holds

\[
s = \begin{cases} 
\alpha_u - 1 & \text{if } \binom{n}{2} - m = \binom{s}{2} + s, \\
\alpha_u & \text{otherwise.}
\end{cases}
\tag{7}
\]

It seems that this interesting fact was not proved nor noticed by Hanani and Erdös in [5] where Theorem 1 makes its first appearance. However, as we will show later, it can be understood and explained in the context of Lex graphs. In the next section, we will prove Theorem 2 and Theorem 3 by using Lex graphs.

2  Lex graphs

Definition 1 ([3]). Given \( A, B \subset \mathbb{N} \) we say \( A \) precedes \( B \) in lexicographic (or lex) ordering, written \( A <_L B \), if \( \min\{A \triangle B\} \in A \).
The lex graph, denoted \( L(n, m) \), is the graph with vertex set \([n] = \{1, \ldots, n\}\) and edge set the first \( m \) elements of \( \binom{n}{2} \) under the lex ordering. The first few elements of the lex order on \( \binom{n}{2} \) are
\[
\{1, 2\}, \{1, 3\}, \{1, 4\}, \ldots, \{1, n\}, \{2, 3\}, \{2, 4\}, \ldots, \{2, n\}, \{3, 4\}, \ldots
\]

The class of the lex graphs is interesting because they are extremal for the number of the independent sets. The lex graph \( L(n, m) \) maximizes both, the total number independent sets and the number of independent sets of fixed size for \( G(n, m) \) graphs \[3\].

**Lemma 2.** \[4\] Let \( m, n \) be two natural numbers such that \( 1 \leq m \leq \binom{n}{2} \). Then there exists a unique sequence \( \{p_i\}_{i=1}^{k} \) such that
\[
\sum_{i=1}^{k} p_i = m \tag{8}
\]
where:

1. \( p_i > 0 \) and \( 1 \leq k \leq n - 1 \),
2. \( p_i = n - i \) for \( i < k \),
3. If \( p_k \neq n - k \) then \( p_k \in \{1, \ldots, n - k - 1\} \).

**Proof.** The proof can be done by induction on \( m \).

**Definition 2.** \[4\] Let \( m, n \) be two natural numbers such that \( 1 \leq m \leq \binom{n}{2} \). Expansion (8) satisfying conditions (1)-(3) in Lemma (2) is called subsequent decreasing summation decomposition of \( m \) with base \( n \) or shortly \( \text{sds}(m, n) \). The number \( k \) is called depth of the summation (8) or the depth of \( \text{sds}(m, n) \).

**Remark 2.** From Definition (2) we have that the depth \( k \) of \( \text{sds}(m, n) \) is the smallest number in the set \( \{1, \ldots, n - 1\} \) which satisfies
\[
m \leq \frac{k(2n - k - 1)}{2}. \tag{9}
\]

Therefore the value for \( k \) is
\[
\left\lfloor n - \frac{1}{2} - \sqrt{\frac{1}{4} + n^2 - n - 2m} \right\rfloor. \tag{10}
\]

The value for \( p_k \) is
\[
m - \sum_{i=1}^{k-1} n - i = m - \frac{(k - 1)(2n - k)}{2}. \tag{11}
\]
Let $L(n,m)$ be a lex graph on $n$ vertices and $m$ edges such that $m \geq 1$. The depth of $sds(m,n)$ is called the depth of the lex graph $L(n,m)$. Let $N(i)$ denote the open neighborhood of the vertex $i$. For $1 \leq i \leq n$ let $A(i) = \{v \in [n] : v < i\}$ and $B = \{k + 1, \ldots, k + p_k\}$ then by virtue of the definition of $L(n,m)$ we have

$$N(i) = \begin{cases} V \setminus \{i\} & \text{for } i \in \{1, \ldots, k - 1\}, \\ A(i) \cup B & \text{for } i = k, \\ A(k + 1) & \text{for } i \in \{k + 1, \ldots, k + p_k\}, \\ A(k) & \text{for } i \in \{k + p_k + 1, \ldots, n\}. \end{cases}$$

For given $m,n$ where $1 \leq m \leq \binom{n}{2}$, the sequence $\{p_i\}_{i=1}^k$, the numbers $p_k$ and $k$ as in Remark 2 will be crucial for the derivation of the sharp upper bounds for the number of independent sets of fixed size and the independence number for graphs of order $n$ and size $m$.

**Theorem 4.** Let $L(n,m)$ be the lex graph with $n$ vertices, $m$ edges and depth $k$. Then the maximum independent sets of $L(n,m)$ have size $n - k$.

**Proof.** Let $A = \{1, \ldots, k - 1\}$, $B = \{k, k + 1, \ldots, n\}$ and $C = \{k + 1, \ldots, n\}$. Notice that $A \cup B \cup C = V$ and $B^c \cap C^c \subset A$. Also, notice that no element of $A$ can belong to an independent set with cardinality greater than one because for such elements we have $N(i) = V \setminus \{i\}$. We claim that every independent set with cardinality greater than one is a subset of $B$ or a subset of $C$. Assume the opposite, that there exists an independent set $I$ with cardinality greater than one which is not a subset of $B$ nor a subset of $C$. This means that

$$I \cap B^c \neq \emptyset \text{ and } I \cap C^c \neq \emptyset,$$

therefore, $I \cap A \neq \emptyset$. As a consequence, there exists an element of $A$ which belongs to an independent set with cardinality greater than one, a contradiction.

Next we will show that the sets $B, C$ are independent dominating sets and therefore maximal independent sets. That they are independent it is clear from the construction of the graph $L(n,m)$. The set $B$ is dominating because every element of $B^c$ is adjacent to an element of $B$. In the same way we conclude that the set $C$ is dominating. Note that $|B| = n - k - p_k + 1$ and $|C| = n - k$. If $p_k > 1$, the set $C$ is the only maximum independent set of the graph $L(n,m)$. If $p_k = 1$ then $|B| = |C|$ and the graph has two maximum independent sets, $B$ and $C$. 

Since the lex graph $L(n,m)$ maximizes the number of independent sets of fixed size for $G(n,m)$ then $n - k$ is a sharp upper bound for the independence number $\alpha$ of $G(n,m)$-graphs. Therefore by combining Remark 2 and Theorem 4 we have the following theorem. This result was found first by Hansen and Zheng [6]. We present a new and simple proof here.

**Theorem 5.** Let $G$ be a graph with $n$ vertices and $m$ edges and with independence number $\alpha$ then

$$\alpha \leq \left\lfloor \frac{1}{2} + \sqrt{\frac{1}{4} + n^2 - n - 2m} \right\rfloor \quad (13)$$

and the bound is sharp.
Proof. Note that for real numbers \( a \) and \( b \) we have: \( a - (b + 1) < a - \lfloor b \rfloor \leq a - b \). This implies that

\[
-\frac{1}{2} + \sqrt{\frac{1}{4} + n^2 - n - 2m} < n - \left[ n - \frac{1}{2} - \sqrt{\frac{1}{4} + n^2 - n - 2m} \right] 
\]

(14)

\[
\leq \frac{1}{2} + \sqrt{\frac{1}{4} + n^2 - n - 2m}
\]

(15)

and therefore by the definition of the floor function

\[
n - \left[ n - \frac{1}{2} - \sqrt{\frac{1}{4} + n^2 - n - 2m} \right] = \left[ \frac{1}{2} + \sqrt{\frac{1}{4} + n^2 - n - 2m} \right].
\]

(16)

By Theorem 4 we have that \( \alpha \leq n - k \). By inserting the solution for \( k \) from Remark 2 we have:

\[
\alpha \leq n - \left[ n - \frac{1}{2} - \sqrt{\frac{1}{4} + n^2 - n - 2m} \right] = \left[ \frac{1}{2} + \sqrt{\frac{1}{4} + n^2 - n - 2m} \right].
\]

\[\Box\]

**Theorem 6.** Let \( L(n, m) \) be the lex graph with \( n \) vertices, \( m \) edges and depth \( k \). Then the number of independent sets of size \( r > 2 \) in \( L(n, m) \), denoted \( i_r \), is

\[
\binom{n - k - p_k}{r - 1} + \binom{n - k}{r}.
\]

Proof. There are two types of independent sets of size \( r \):

1. Independent sets which contain the vertex \( k \). There are

\[
\binom{n - k - p_k}{r - 1}
\]

(17)

such sets.

2. Independent sets which do not contain the element \( k \). There are

\[
\binom{n - k}{r}
\]

(18)

such sets.

\[\Box\]

By using the extremality of \( L(n, m) \), Theorem 6 and Remark 2 we have the following corollary which gives a sharp upper bound for the number of independent sets of fixed size.
Corollary 1. Let $G(n,m)$ be a graph with $n$ vertices and $m$ edges and let $i_r$ be its number of independent sets of size $r$ then

$$i_r \leq \binom{n-k-p_k}{r-1} + \binom{n-k}{r}$$

(19)

where $k$ and $p_k$ are as in Remark 2 and the bound is sharp.

Remark 3. When $m = \sum_{i=1}^{k} n - i$ then $n - k - p_k = 0$ and the Inequality (19) becomes

$$i_r \leq \binom{n-k}{r} = \binom{n-k-1}{r-1} + \binom{n-k-1}{r-1}.$$  

(20)

Note that

1. $m = \sum_{i=1}^{k} n - i \iff \binom{n}{2} - m = \binom{s}{2} + s$

2. $\left\{ \sqrt{\frac{1}{4} + n^2 - n - 2m} \right\} = \frac{1}{2} \iff \binom{n}{2} - m = \binom{s}{2} + s$

where $k$ and $s$ are some natural numbers. By making use of these observations and Lemma 1 we can see that Theorem 2 and Theorem 3 are consequences of Corollary 1.
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