Coherence-protected nonadiabatic geometric quantum computation
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Because of using geometric phases, nonadiabatic geometric gates have the robustness against control errors. On the other hand, decoherence still affects nonadiabatic geometric gates, which is a key factor in reducing their fidelities. In this paper, we show that based on the system Hamiltonian that realizes a nonadiabatic geometric gate, one may construct a new system Hamiltonian, by using which not only the geometric feature of the nonadiabatic geometric gate is preserved, but also the system’s coherence is protected. As a result, a coherence-protected nonadiabatic geometric gate is realized with the new system Hamiltonian and this gate has the robustness against both control errors and decoherence. We further implement our scheme with nitrogen-vacancy centers and show that a universal set of coherence-protected nonadiabatic geometric gates can be realized. Our scheme does not need auxiliary systems or the encoding of logical qubits with physical qubits, which saves resources for the implementation. Due to the robustness against both control errors and decoherence, our scheme provides a promising way to realize high-fidelity quantum gates.

I. INTRODUCTION

Quantum computation is built by using quantum mechanical principles and therefore has many differences from classical computation. Quantum computation encodes information into superposition states, while classical computation into discrete states. Moreover, it uses quantum logic totally different from the Boolean logic on which classical computation is built. Due to quantum parallelism, quantum computation is believed to be superior to its classical counterpart and examples have been found to support this. For instance, quantum computation has been shown to solve certain problems, such as factoring large integers [1] and searching unsorted data [2], faster than classical computation. In the circuit model of quantum computation, information is processed by various quantum gates. Thus, realizing a universal set of high-fidelity quantum gates becomes one key step to using circuit-based quantum computation in practice. However, realizing high-fidelity quantum gates is still a hard work due to noises and efforts in both theory and experiment are needed.

To lower the difficulty of realizing high-fidelity quantum gates, error-resilient quantum gates are proposed and among them, geometric gates play an important role. Because of using geometric phases, geometric gates have the robustness against control errors [3–9]. Geometric gates [10] were first built by using adiabatic Abelian geometric phases [11]. Soon, the extension from adiabatic geometric gates to adiabatic holonomic gates [12, 13], which are based on adiabatic non-Abelian geometric phases [14], was implemented. The common feature of adiabatic geometric gates and adiabatic holonomic gates is the requirement of adiabatic evolutions. Then to relax such a requirement, nonadiabatic geometric gates [15, 16], which are based on Aharonov-Anandan phases [17], and nonadiabatic holonomic gates [18, 19], which are based on nonadiabatic non-Abelian geometric phases [20], were proposed. Since the requirement of adiabatic evolutions is removed, nonadiabatic geometric gates can be realized with high-speed implementations. Due to the merits of geometric robustness and high-speed implementations, nonadiabatic geometric gates have been attracting much attention [21–54]. Moreover, they have been experimentally demonstrated with various physical systems, such as trapped ions [49], nuclear magnetic resonance [50], nitrogen-vacancy (NV) centers in diamond [51] and superconducting circuits [52–54].

While nonadiabatic geometric gates have the robustness against control errors, decoherence can still affect them and this is a key factor in reducing their fidelities. Thus, an important and necessary topic is to strengthen the robustness of nonadiabatic geometric gates and make them also robust against decoherence. In this paper, we propose a scheme to realize coherence-protected nonadiabatic geometric gates, which have robustness against control errors and decoherence. We first demonstrate a general way to construct the system Hamiltonian \( H_S \) that generates the desired nonadiabatic geometric gate. Then we take decoherence into account and show that based on \( H_S \) one may construct a new system Hamiltonian \( H'_S \) with which coherence-protected nonadiabatic geometric gates can be realized. We further demonstrate the specific realization procedure of a universal set of coherence-protected nonadiabatic geometric gates with NV centers. Our scheme is a system Hamiltonian designing scheme and does not need auxiliary systems or encoding. This makes our scheme easy to implement and advantageous over previous schemes. Thus our scheme is helpful to realize more efficient and robust quantum gates.

II. COHERENCE-PROTECTED NONADIABATIC GEOMETRIC GATES

We now demonstrate our scheme. Consider a physical system with an \( N \)-dimensional Hilbert space and our aim is to realize nonadiabatic geometric gates acting on this physical system. To this end, we consider \( N \) orthonormal states \( |\nu_k(t)\rangle \) and they satisfy \( |\nu_k(T)\rangle = |\nu_k(0)\rangle \), where \( k = 1, \ldots, N \) and \( T \) is the total evolution time. Based on \( |\nu_k(t)\rangle \), one can construct another \( N \) orthonormal states \( |\phi_k(t)\rangle = e^{i\gamma_k(t)}|\nu_k(t)\rangle \), where
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γ_k(t) = i \int_0^T \langle \nu_k(t') | \dot{\nu}_k(t') \rangle dt'. Substituting the states |φ_k(t)⟩ into
\[ H_S = i \sum_k |\phi_k(t)⟩⟨\phi_k(t)|, \]
we immediately have
\[ H_S = i \sum_k \langle \nu_k(t) | \nu_k(t) \rangle γ_k(t). \] (1)

One can find that if \( H_S \) is considered to be the system Hamiltonian of the \( N \)-dimensional physical system, a nonadiabatic geometric gate acting on this physical system can be realized.

To see this, we consider the \( N \)-dimensional physical system is initially in state |φ_k(0)⟩. Then the physical system will evolve along the path described by |φ_k(t)⟩ = \( \mathcal{T} e^{-i \int_0^t H_S dt} |φ_k(0)⟩ \), and to the final state |φ_k(T)⟩ = \( e^{iγ_k(T)} |φ_k(0)⟩ \) at the end of the evolution. Based on this, the evolution operator generated by the system Hamiltonian \( H_S \) can be written as
\[ U(T) = \sum_k e^{iγ_k(T)} |φ_k(0)⟩⟨φ_k(0)|, \] (2)

where \( γ_k(T) = \arg(\nu_k(0) | ν_k(T)) + i \int_0^T \langle \nu_k(t') | \nu_k(t') \rangle dt \). It is noteworthy that the first term in \( γ_k(T) \) equals to zero because of \( |\nu_k(T)⟩ = |\nu_k(0)⟩ \), and we keep this term when emphasizing the \( U(1) \) gauge invariance of nonadiabatic Abelian geometric phases.

It can be verified that the dynamical phases keep zero during the evolution, i.e.,
\[ ⟨\phi_k(t) | H_S | φ_k(t)⟩ = ⟨\nu_k(t) | H_S | ν_k(t)⟩ = 0. \] (3)

Thus, the phases \( γ_k(T) \) are geometric phases. As a result, the gate \( U(T) \) is a nonadiabatic geometric gate.

While the nonadiabatic geometric gate \( U(T) \) realized by \( H_S \) has the geometric robustness, it can be affected by decoherence, which is a key factor in reducing its fidelity. We next demonstrate that based on the system Hamiltonian \( H_{S\tau} \), one may construct a new system Hamiltonian \( H'_S \) and by using it, one can not only preserve the geometric feature of the nonadiabatic geometric gate \( U(T) \), but also protect the system’s coherence. We construct the new system Hamiltonian \( H'_S \) inspired by continuous dynamical decoupling. Continuous dynamical decoupling provides a promising way to suppress decoherence and realizing quantum gate can be implemented at the same time [55–60]. To construct \( H'_S \), we consider the evolutions of the \( N \)-dimensional system and its environment together. Without loss of generality, the Hamiltonian of the \( N \)-dimensional system and its environment can be written as
\[ H_{int} = H'_S + H_E + H_{S\tau}, \] (4)

where \( H'_S \) is the new system Hamiltonian, \( H_E \) is the environment Hamiltonian, and \( H_{S\tau} \) is the interaction Hamiltonian between the system and its environment. Here, we consider the case that the environment Hamiltonian \( H_E \) and the interaction Hamiltonian \( H_{S\tau} \) is fixed and given. To realize coherence-protected nonadiabatic geometric gates, we suppose the system Hamiltonian \( H'_S \) has the following form
\[ H'_S = V(t) H_S V^\dagger(t) + i \frac{dV(t)}{dt} V^\dagger(t). \] (5)

In the above, \( V(t) \) is a unitary operator that satisfies the following two conditions. Condition one: \( V(t) \) is periodic with respect to time \( t \) and turns into the identity operator \( I_N \) at the end of each time period,
\[ V(t + nτ) = V(t), \quad V(nτ) = I_N, \] (6)

where \( n \) is a positive integer and \( τ \) is the minimal positive period of \( V(t) \). The period \( τ \) is supposed to be much smaller than the environment correlation time \( τ_c \), and then the time dependence of \( H_{S\tau} \) over the timescale \( τ \) can be neglected. Condition two: the unitary operator \( V(t) \) needs to satisfy
\[ \int_0^\infty V^\dagger(t) H_{S\tau} V(t) dt = 0, \] (7)

where the interaction Hamiltonian \( H_{S\tau} \) is given. The conditions in Eqs. (6) and (7) are usually used in the field of continuous dynamical decoupling and many previous works have shown they can be satisfied in practice. In the following, we show that with the system Hamiltonian \( H'_S \), one can not only preserve the geometric feature of the nonadiabatic geometric gate \( U(T) \), but also protect the system’s coherence.

We first show the preservation of the geometric feature of the nonadiabatic geometric gate \( U(T) \). We consider the evolution driven by the Hamiltonian \( H'_S \) alone. Suppose the \( N \)-dimensional physical system is initially in the state |φ_k(0)⟩ with \( k \in \{1, \cdots, N\} \). Then the system will evolve along the path described by |φ_k(t)⟩ = \( e^{iγ_k(t)} V(t) |ν_k(t)⟩ \) and to the final state |φ_k(T)⟩ = \( e^{iγ_k(T)} |φ_k(0)⟩ \) at the end of the evolution. By calculation, the phase accumulated during the cyclic evolution reads
\[ γ_k(T) = \int_0^T i(\dot{\nu}_k(t) | \dot{ν}_k(t)⟩ − ⟨\nu_k(t) | H'_S | ν_k(t)⟩) dt \]
\[ = \arg(\nu_k(0) | ν_k(T)) + i \int_0^T \langle \nu_k(t') | \nu_k(t') \rangle dt, \] (8)

where \( |\dot{ν}_k(t)⟩ \ = V(t) |ν_k(t)⟩ \). One can see that the system evolves cyclically if its initial state is |φ_k(0)⟩. Moreover, the phases \( γ_k(T) \) in the above equation are same as that in Eq. (2). Therefore, \( γ_k(T) \) are geometric phases and the geometric feature of the nonadiabatic geometric gate \( U(T) \) is preserved.

We second show that with the system Hamiltonian \( H'_S \), one can also protect the system’s coherence. For convenience, we move to the rotating frame defined by \( V(t) \). In this rotating frame, the total Hamiltonian takes the form
\[ H'_S = V^\dagger(t) \left( H'_S + H_{S\tau} + H_E \right) - i \frac{dV(t)}{dt} V^\dagger(t) V(t) \]
\[ = H_S + H_E + V^\dagger(t) H_{S\tau} V(t). \] (9)

Generally, \( H_S \) in the above equation is time-dependent. But by dividing the whole evolution process into several segments, one can obtain a piecewise \( H_S \) which is time-independent in each segment and we here consider this case. We use \( H'_j \) to denote the value of \( H'_S \) in the \( j \)-th segment of the evolution, i.e., \( H'_S = H_j \) when \( t_j ≤ t ≤ t'_j \), where \( t_j \) and \( t'_j \) are respectively the initial time and end time of the \( j \)-th segment. Moreover,
we require the time duration of each segment is an integral multiple of \( \tau \), i.e., \( \tau_j \leq \tau \), \( m_j \) being a positive integer. As illustrated before, the total evolution time \( T = M \tau \), with \( M \) being a positive integer. Thus, the relation between \( m_j \) and \( M \) is \( \sum_j m_j = M \). We use \( m \) to denote a positive integer which satisfies \( 0 \leq m \leq M \). Then time \( t = m \tau \) must belong to some segment. Without loss of generality, we suppose time \( t = m \tau \) belongs to the \( j \)-th segment, i.e., \( \tau_j \leq t = m \tau \leq \tau_{j+1} \). Then the evolution operator generated by the Hamiltonian \( H_r \) at time \( t = m \tau \) takes the form

\[
U_r(t) = \mathcal{T} \exp \left( -i \int_{t_j}^{m \tau} H_r \, dt' \right) U_r(t_{j-1})
\]

\[
= \mathcal{T} \exp \left( -i \int_{t_j}^{m \tau} H_r \, dt' \right)^{\frac{m \tau - t_j}{\tau}} U_r(t_{j-1}), \tag{10}
\]

where \( H_{r,j} = H_j + H_E + V(t)H_S E(t) \) and \( U_r(t_{j-1}) \) is the evolution operator generated by \( H_r \) at time \( t_{j-1} \). By using the Magnus expansion, one can have

\[
\mathcal{T} \exp \left( -i \int_{t_j}^{m \tau} H_r \, dt' \right) = e^{-i \hat{H}(0) + \hat{R}(0) + ...}, \tag{11}
\]

where the term \( \hat{R}(0) \) is an operator of order \( \tau^0 \). We consider only the first order term \( \hat{R}(0) = \frac{1}{\tau} \int_{t_j}^{m \tau} H_r \, dt' \), which is known as a lowest-order high-frequency approximation. This approximation is exact in the limit \( \tau \to 0 \). In a realistic scenario, we require that \( \tau \) is much smaller than the environment correlation time \( \tau_c \), that is \( \tau/\tau_c \ll 1 \). In the limit \( \tau \to 0 \) while keeping \( \tau_j - t_j = m \tau \) constant, the evolution operator in Eq. (10) can be expressed as

\[
U_r(t) = \left( e^{-i \hat{H}(0) + \hat{R}(0) + ...} \right) U_r(t_{j-1})
\]

\[
= \left[ e^{-i H_j(t_{j-1})} \otimes e^{-i H_S E(t_{j-1})} \right] U_r(t_{j-1}). \tag{12}
\]

Moving back to the original frame, one can get the evolution operator generated by \( H_{\text{tot}} \),

\[
U_{\text{tot}}(t) = \left[ V(t) e^{-i H_j(t_{j-1})} \otimes e^{-i H_S E(t_{j-1})} \right] U_r(t_{j-1}). \tag{13}
\]

Then, the evolution operator generated by \( H_{\text{tot}} \) at the end time \( T \) reads

\[
U_{\text{tot}}(T) = \left( \prod_j e^{-i H_j m_j \tau} \right) \otimes U_E = U(T) \otimes U_E, \tag{14}
\]

where \( U(T) \) and \( U_E \) are the evolution operators of the system and environment, respectively. The above equation shows that with the system Hamiltonian \( H_S \), one can decouple the system from its environment and protect the system’s coherence. We have shown that the gate \( U(T) \) is a nonadiabatic geometric gate. Thus, the system Hamiltonian \( H_S \) generates a coherence-protected nonadiabatic geometric gate, which has the robustness against both control errors and decoherence.

**III. IMPLEMENTING UNIVERSAL GATES**

In the above section, we have generally discussed the construction of the new system Hamiltonian \( H_S \) and shown that

by using it, one can preserve the geometric feature of the nonadiabatic geometric gate and meanwhile protect the system’s coherence. Based on these results, we here implement our scheme with NV centers. NV centers have attracted much attention due to fast resonant spin manipulation, easy initialization and readout by laser, and the potential to operate at room temperature. We in the following show that a universal set of coherence-protected nonadiabatic geometric gates can be realized with such systems.

**A. One-qubit gates**

We first demonstrate the realization of the one-qubit gates. Consider a NV center in diamond with a proximal \( ^{13}\)C atom. This system has a spin-triplet ground state and the nearby nuclear spins (\( ^{13}\)C and the host \( ^{15}\)N) are polarized [61]. We take two Zeeman levels \( |m_s = -1\rangle \equiv |0\rangle \) and \( |m_s = 0\rangle \equiv |1\rangle \) as the qubit basis states, as shown in Fig. 1.

The loss of quantum coherence of such a NV center in the high-purity type IIa diamond is principally caused by the hyperfine interaction with the surrounding \( ^{13}\)C nuclear spin bath [62–64], which can be described by a random local magnetic field (the Overhauser field). The dynamical fluctuation of the local Overhauser field driven by pairwise nuclear-spin flip flop are much slower than the typical gate time, therefore the local Overhauser field can be seen as a random time-independent variable [64–66]. Due to the linear dependence of the energies \( |m_s = \pm 1\rangle \) on the magnetic field, the impact of the spin bath on the NV center can be described by a pure-dephasing model and the interaction Hamiltonian can be written as

\[
H_{SE} = \sigma_z \otimes B_z, \tag{15}
\]

where \( \sigma_z \) is the standard Pauli \( Z \) operator and \( B_z \) is an operator of the spin bath. To realize our one-qubit gates, we consider

![FIG. 1. (Color online) The level structure for one-qubit gates. Zeeman levels \( |m_s = -1\rangle \) and \( |m_s = 0\rangle \) are used to encode the logical states \( |0\rangle \) and \( |1\rangle \). The wavy arrow line indicates the level-selective coupling of microwave field \( MV_O \), with adjustable Rabi frequency, phase and detuning.](image-url)
the following two orthonormal states
\[ |v_1(t)⟩ = \cos \frac{θ(t)}{2} |0⟩ + \sin \frac{θ(t)}{2} e^{iϕ(t)} |1⟩, \]
\[ |v_2(t)⟩ = \sin \frac{θ(t)}{2} e^{-iϕ(t)} |0⟩ - \cos \frac{θ(t)}{2} |1⟩, \tag{16} \]
where \(θ(t)\) and \(ϕ(t)\) are time-dependent parameters. By using the above two states and Eq. (1), one can get
\[ \theta \]
\[ |H⟩ = \Omega \left( -\sin φ_1 |σ_x⟩ + \cos φ_1 |σ_y⟩ \right) \]
\[ H_j' = (nω - \Omega_j \sin φ_j |σ_x⟩ + \Omega_j \cos φ_j \cos(2nωt) |σ_y⟩ \]
\[ + \Omega_j \cos φ_j \sin(2nωt) |σ_z⟩, \tag{20} \]
where \(ω = 2π/τ\). The above Hamiltonian can be realized by adjusting the frequency, amplitude, and phase of the driving microwave field that couples the two Zeeman levels \(|m_1 = 0⟩\) and \(|m_1 = -1⟩\).

To calculate the evolution operator generated by the above system Hamiltonian, we respectively consider the states \(|φ_1(0)⟩\) and \(|φ_2(0)⟩\) as the initial state of the system. The states \(|φ_1(0)⟩\) and \(|φ_2(0)⟩\) are defined by
\[ |φ_1(0)⟩ \equiv |v_1(0)⟩ = \cos \frac{θ_0}{2} |0⟩ + \sin \frac{θ_0}{2} e^{iφ_0} |1⟩, \]
\[ |φ_2(0)⟩ \equiv |v_2(0)⟩ = \sin \frac{θ_0}{2} e^{-iφ_0} |0⟩ - \cos \frac{θ_0}{2} |1⟩, \tag{21} \]
where \(θ_0 = θ(0)\) and \(φ_0 = ϕ(0)\). One can find that the system evolves cyclically if the initial state of the system is \(|φ_1(0)⟩\) or \(|φ_2(0)⟩\). By using Eq. (2), one can get the evolution operator
\[ U(T) = e^{-iγ(T)}|φ_1(0)⟩⟨φ_1(0)| + e^{-iγ(T)}|φ_2(0)⟩⟨φ_2(0)|, \tag{22} \]
where the phase
\[ γ(T) = \frac{1}{2} \int_0^T \left[ 1 - \cos θ(t) \right] ϕ(t) dt. \tag{23} \]
where \( \sigma_z \) is the standard Pauli Z operator acting on the electron spin and \( B_z \) is an operator of its spin bath. To realize our entangling gate, we consider the following four orthonormal states

\[
\begin{align*}
|\psi_1(t)\rangle &= |0 \downarrow\rangle, \\
|\psi_2(t)\rangle &= |1 \downarrow\rangle, \\
|\psi_3(t)\rangle &= \cos \frac{\alpha(t)}{2} |0 \uparrow\rangle + \sin \frac{\alpha(t)}{2} e^{i\beta(t)} |1 \uparrow\rangle, \\
|\psi_4(t)\rangle &= \sin \frac{\alpha(t)}{2} e^{-i\beta(t)} |0 \uparrow\rangle - \cos \frac{\alpha(t)}{2} |1 \uparrow\rangle,
\end{align*}
\]

where \( \alpha(t) \) and \( \beta(t) \) are time-dependent parameters. It is interesting to know that \( |\psi_1(t)\rangle \) and \( |\psi_4(t)\rangle \) always reside inside the subspace spanned by \( |0 \uparrow\rangle \) and \( |1 \uparrow\rangle \). By using the above four states and Eq. (1), we can obtain \( H_S \) and in the \( j \)-th segment, the Hamiltonian \( H_S \) is

\[
H_j = \Omega_j ( -\sin \beta_j \sigma_x + \cos \beta_j \sigma_y ) |\uparrow\rangle\langle \uparrow|,
\]

where \( \Omega_j = \alpha(t)/2 \). Based on the interaction Hamiltonian \( H_{SE} \), the unitary operator \( V(t) \) for the entangling gate can be chosen as

\[
V(t) = e^{-2i\omega \tau c/\tau} \otimes I_n,
\]

where \( I_n \) is the identity operator acting on the nuclear spin. Substituting Eqs. (27) and (28) into Eq. (5), we obtain \( H_S' \) and in the \( j \)-th segment, it reads

\[
H_j' = \left\{ (n \omega - \Omega_j \sin \beta_j) \sigma_x + \Omega_j \cos \beta_j \cos(2n \omega t) \sigma_y \\
+ \Omega_j \cos \beta_j \sin(2n \omega t) \sigma_y \right\} |\uparrow\rangle\langle \uparrow| + n \omega \sigma_y \otimes |\downarrow\uparrow|.
\]

This Hamiltonian is experimentally feasible and can be realized by adjusting the frequency, amplitude, and phase of the state-selective microwave field. To calculate the evolution operator generated by the system Hamiltonian in the above equation, we respectively consider the states \( |\psi_k(0)\rangle \) with \( k \in \{1, 2, 3, 4\} \) as the initial state of the system, where \( |\psi_k(0)\rangle = |\psi_k(0)\rangle \). The system will evolve cyclically if the initial state of the system is one of \( |\psi_k(0)\rangle \). With the help of \( |\psi_k(0)\rangle \) and Eq. (2), we can get the corresponding evolution operator

\[
U(T) = |\downarrow\rangle\langle \downarrow| \otimes I_c + |\uparrow\rangle\langle \uparrow| \otimes e^{-i\gamma T},
\]

where the phase \( \gamma(T) = \int_0^T [1 - \cos \alpha(t)] |\beta(t)|/2dt \) and \( I_c \) is the identity operator acting on the electron spin. The gate \( U(T) \) is a two-qubit controlled gate and takes the controlled-not and controlled-phase gates as special cases. Thus, an entangling coherence-protected nonadiabatic geometric quantum computation can be implemented.

Fig. 3. (Color online) Free induction decay of the NV center electron spin coherence. (a) Unprotected FID process of the NV center electron spin coherence with parameters \( \Delta = 1 \text{ MHz} \) and \( \sigma = \pi \times 0.13 \text{ MHz} \). (b) and (c) Protected FID process of the NV center electron spin coherence with parameters \( \Delta = 1 \text{ MHz} \), \( \sigma = \pi \times 0.13 \text{ MHz} \) and \( \tau = 0.01 \mu s \).

IV. DISCUSSION

In this section, we simulate the practical performance of our scheme by using the quantum master equation

\[
\frac{d}{dt} \rho = -i[H(t), \rho] + \Gamma/2 \sum_{a=a^\dagger} (2a^\dagger \rho a - \rho a^\dagger a - aa^\dagger \rho),
\]

where \( H(t) \) is the system Hamiltonian, the Lindblad operators \( a, a^\dagger \) represent the spin relaxation process, and \( \Gamma \) corresponds to the longitudinal spin relaxation time \( T_1 \) of the NV center electron spin. We here take \( \Gamma = 1 \text{ KHz} \), which is proper for NV centers [58].

We first simulate the coherence time of the NV center electron spin qubit. We use free induction decay (FID) time to describe the transverse spin relaxation time (dephasing time) \( T_2 \) of the NV center electron spin qubit [68]. The evolution of the electron spin is governed by the system Hamiltonian \( H_{\text{fid}} = \pi \Delta \sigma_z \), where \( \Delta = 1 \text{ MHz} \). In practice, the system Hamiltonian turns into \( H_{\text{fid}}^* = (\pi \Delta + \delta_0) \sigma_z \). In the above, \( \delta_0 \) is an extra detuning which results from the Overhauser field. As the dynamical fluctuation of the Overhauser field is much slower than the typical gate time, it can be taken as a quasi-static random constant. We assume that \( \delta_0 \) satisfies a Gaussian
distribution $P_0(\delta_0) = \exp(-\delta_0^2/2\sigma^2)/(\sigma \sqrt{2\pi})$, where $\sigma$ is the standard deviation of the distribution and we here take a standard deviation $\sigma = \pi \times 0.13$ MHz [68]. Fig. 3(a) shows the unprotected FID process of the NV center electron spin. From Fig. 3(a), one can see the rapid free induction decay of the electron spin coherence, which is caused by the thermal distribution of the Overhauser field, and the decay time of FID is about $T_2 = 1.7$ $\mu$s. To prolong the FID time of the NV center electron spin qubit, we redesign the system Hamiltonian by using our scheme. The new system Hamiltonian corresponding to $H_{\text{id}}$ is $H'_{\text{id}} = \pi \Delta (\cos(2\omega t)I_z - \sin(2\omega t)I_x) + \omega I_x$, where $\omega = 2\pi/\tau$ with $\tau$ being set as $0.01$ $\mu$s. Fig. 3(b) and (c) show the protected FID process of the NV center electron spin by using our scheme. Note that Fig. 3(b) is one part of Fig. 3(c). Specifically, Fig. 3(b) shows the case of time from $0$ $\mu$s to $10$ $\mu$s while Fig. 3(c) shows the case of time from $0$ ms to $1$ ms. From Fig. 3(b), one can see that in the typical gate time the oscillation of FID signal is well maintained and the residual effect of the Overhauser field noise result from higher order effect is negligible for the typical gate time. From Fig. 3(c), one can see that under protection the $T_2$ of NV center electron spin can be extended up to the order of magnitude of about $1$ ms, which is close to the limit of $T_1$. This shows that our scheme is efficient for increasing the dephasing time $T_2$ of the NV center electron spin.

We next simulate the performance of our coherence-protected nonadiabatic geometric gates under the influence of the Overhauser field. We take the gate $U(T) = \exp(-it\sigma_z/4)$ as the test case. We set the Rabi frequency $\Omega$ in each segment as $2\pi$ MHz, the operation time $T$ of nonadiabatic geometric gate as $0.5$ $\mu$s. Our numerical result indicates that the fidelity is 98.73% for the initial state $(\ket{0} + \ket{1})/\sqrt{2}$ under the influence of the Overhauser field with standard deviation $\sigma = \pi \times 0.13$ MHz, shown in Fig. 4 by the red curve. For the protected case, we keep the parameters $\Omega = 2\pi$ MHz and $\sigma = \pi \times 0.13$ MHz unchanged and set $\tau = 0.0125$ $\mu$s. One can see that the fidelity can be up to 99.97% under the influence of the Overhauser field, which is shown in Fig. 4 by the blue curve. This result shows that our scheme is efficient for increasing the fidelity of nonadiabatic geometric gates under the influence of quasi-static random noise.

![FIG. 4. (Color online) Fidelity dynamics as a function of $t/T$ for the gate $U(T) = \exp(-it\sigma_z/4)$ with initial state $(\ket{0} + \ket{1})/\sqrt{2}$ under the influence of the Overhauser field. The red curve shows the fidelity of the unprotected case. The blue curve shows the fidelity of the protected case with $\tau = 0.0125$ $\mu$s. The fidelity can be up to 99.97% under protection.](image)

In the preceding discussion, since the dynamical fluctuation of the Overhauser field in the NV center is much slower than the typical gate time, it is taken as a quasi-static random constant, which has an infinite correlation time. We now discuss the case of time-dependent noise with finite correlation time. We model the time-dependent interaction Hamiltonian $H_{SE} = \delta_0(t)\sigma_z \otimes B_e$ by Ornstein-Uhlenbeck processes [58, 69, 70], where $\delta_0(t)$ is a random variable obtained by solving the Ornstein-Uhlenbeck equation

$$d\delta_0 = \frac{\delta_0 - \mu}{\tau_e} dt + \sigma \sqrt{\frac{2}{\tau_e}} dW.$$  \hspace{1cm} (32)

In the above, $\mu$ is the mean, $\sigma$ is the standard deviation, $\tau_e$ is the correlation time, and $W$ is the standard Wiener process. Here we set $\tau_e = 0.25$ $\mu$s, $\sigma = 1.5$ MHz, the mean $\mu$ as zero. We simulate the performance of the gate $U(T) = \exp(-it\sigma_z/4)$ with different $g = \tau/\tau_e$, and the result is shown in Fig. 5. One can see that when $\tau = 0.005$ $\mu$s and $g = 0.02$, the dynamical decoupling condition $\tau/\tau_e \ll 1$ is well fulfilled and the fidelity is up to 99.97%. For the case of $\tau = 0.025$ $\mu$s and $g = 0.1$, the dynamical decoupling condition is fulfilled barely and the fidelity is down to 99.91%. When $\tau = 0.125$ $\mu$s...
In conclusion, we have demonstrated the realization of coherence-protected nonadiabatic geometric gates. Our result shows that based on the system Hamiltonian $H'_S$ that realizes a nonadiabatic geometric gate, one may construct a new system Hamiltonian $H'_S$ with the help of the dress operator $V(t)$. The new system Hamiltonian $H'_S$ allows one to preserve the geometric robustness while decoupling the system from its environment, resulting in coherence-protected nonadiabatic geometric gates. Our scheme does not need extra resources like auxiliary systems or the encoding of logical qubits with physical qubits. Thus it is experimentally friendly. To show the application of our scheme, we give the implementation of our scheme with NV centers and show the specific realization procedure of a universal set of coherence-protected nonadiabatic geometric gates. We hope our scheme can shed light on the realization of more efficient quantum gates.
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