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Abstract—Related item recommendations (RIRs) are ubiquitous in most online platforms today, including e-commerce and content streaming sites. These recommendations not only help users compare items related to a given item but also play a major role in bringing traffic to individual items, thus deciding the exposure that different items receive. With a growing number of people depending on such platforms to earn their livelihood, it is important to understand whether different items are receiving their desired exposure. To this end, our experiments on multiple real-world RIR datasets reveal that the existing RIR algorithms often result in very skewed exposure distribution of items, and the quality of items is not a plausible explanation for such skew in exposure. To mitigate this exposure bias, we introduce multiple flexible interventions [fair related item recommendation (FaiRIR)] in the RIR pipeline. We instantiate these mechanisms with two well-known algorithms for constructing RIRs—rating singular value decomposition (SVI), and item2vec—and show on real-world data that our mechanisms allow for a fine-grained control on exposure distribution, often at a small or no cost in terms of recommendation quality, measured in terms of relatedness and user satisfaction.

Index Terms—Exposure bias, fair related item recommendation (FaiRIR), related item recommendation (RIR), two-sided platforms.

I. INTRODUCTION

Recommendations are major drivers of traffic (and revenue) on two-sided market platforms, including e-commerce sites like Amazon or Flipkart, and multimedia sites like YouTube, Spotify, or Netflix [1]–[3]. There are two primary stakeholders in two-sided platforms: 1) producers (or sellers) of items (goods, contents, or services) listed on the platforms and 2) their consumers (or users). A few recent works have focused on the fairness of recommendations in such platforms, but mostly from the perspective of consumers [4]–[7], such as whether different groups of consumers experience similar quality of recommendations.

However, as the recommendations help consumers efficiently explore the item space, they also implicitly determine the amount of exposure different items get, affecting the revenues of their producers. For example, 30% of Amazon’s traffic originates from recommendations [8]. Similarly, 80% of movies watched on Netflix are driven by recommendations [1].

Fig. 1. Generic block diagram explaining item-based recommendation (FaiRIR), related item recommendation (RIR), two-sided platforms.

Even on the legislation front, a recent Indian regulation mandates e-commerce sites to treat their sellers fairly [11]. In this article, we focus on the producer-side fairness considerations raised by recommendations.

Recommendations in two-sided platforms are primarily of two types (see Fig. 1): 1) item-specific related item recommendations (RIRs), e.g., “customers who viewed this item also viewed the following items” recommendations on platforms like Amazon, or “Up next” video recommendations on YouTube, and 2) user-specific personalized recommendations, e.g., “Related to items you’ve viewed,” “Inspired by your shopping trends” recommendations on Amazon, and “Because you watched X” on Netflix. Note while personalized recommendations are centered around the past interactions of a specific customer (to whom the recommendations will be shown), RIRs are centered in the context of a particular item [12].

The underlying notion of relatedness can be of different types which will be discussed in detail in Section III. Two recent works lately have looked at fairness for the producers [10], [13], but they only consider user-specific personalized recommendations. To our knowledge, our work here is the first to investigate fairness issues in RIRs.

A. Item Exposure Bias in RIRs

As RIR algorithms recommend new items that are “related” or “similar” to the item currently being viewed by a user,
there may arise situations where an item gets much more (or less) exposure than what it deserves. For example, a poor-quality item may be recommended as related from a popular good-quality item (say, by virtue of being produced by the same manufacturer) and hence the poor-quality item may end up getting much more exposure than it deserves. On the other hand, a good-quality item may fail to get the desired exposure, simply because it is not recommended as directly related to other popular items by an RIR algorithm. In fact, our investigation over real-world datasets (see Section IV) shows that the relative exposure of items that would be induced by the state-of-the-art RIR algorithms is often uncorrelated or disproportionate to the relative quality of the items. We term this discrepancy between the observed item exposure (as induced by RIRs) and the desired item exposure (e.g., based on item quality) as exposure bias.

In this article, we posit that by solely focusing on “relatedness” between items, RIRs may implicitly bias the exposure distribution of items in a manner that does not reflect a desired producer fair exposure distribution.\(^1\) We propose mechanisms to quantify and mitigate the exposure bias of RIRs. To formalize the concept of exposure bias, apart from the “observed” exposure of an item, we also need to have a notion of what is the “desired” exposure of that item. Since the notion of desired exposure is highly contextual, it cannot be riveted to a single operational definition. Therefore, we operationalize this notion of “desired” exposure in multiple ways allowing for multiple contextual assumptions. In fact, we develop the rest of our pipeline in such a way that any new operationalization of the “desired” exposure can be seamlessly plugged in. We show that our proposed mechanisms can improve producer-side fairness of RIRs, with little or no impact on the utility of the recommendations to consumers.

### B. Contributions

We make the following contributions.

1) We demonstrate the exposure bias induced due to two popular RIR algorithms—rating singular value decomposition (SVD) and item2vec—on two real-world datasets—the MovieLens and Amazon product review datasets [15], [16]. The choice of these two datasets is motivated by the two large businesses they represent—the entertainment industry and the e-commerce industry.

2) To counter the exposure bias, we propose **Fair Related Item Recommendation** (FaiRIR), a novel suit of three algorithms applied at different stages in the RIR pipeline, which can minimize exposure bias while preserving the underlying relatedness of the recommended items to the best possible extent.
   a) FaiRIR\(_{\text{fair}}\), based on fair representation learning.
   b) FaiRIR\(_{\text{sim}}\), based on fair similarity computation.
   c) FaiRIR\(_{\text{abs}}\), based on fair neighbor selection.

3) Extensive offline evaluations on the real-world datasets show that FaiRIR can significantly reduce exposure bias.

---

\(^1\)Note that exposure bias may get induced due to multiple explicit factors too, such as special relationship of certain items with the platform [14]; however, such concerns are beyond the scope of the current work.

4) Finally, we conducted a user survey on Amazon Mechanical Turk (AMT), which further demonstrates the efficacy and utility of the proposed FaiRIR algorithms. We believe that the methodologies discussed in this article are generic enough to be extended to different setups where RIR algorithms are deployed. For better understandability and reproducibility, we have released our source codes at: https://github.com/ad93/FaiRIR

### II. BACKGROUND AND RELATED WORK

We review prior works on RIRs, followed by the recent works on algorithmic fairness especially in the domain of recommendation systems.

#### A. Related Item Recommendations

RIR systems recommend items for a source item (typically, the item a user is consuming at a point in time) based on their relatedness to the source. Evaluating relatedness between a pair of items is central to item-based collaborative filtering recommendations [17], [18]. Multiple prior works have proposed different approaches for identifying relatedness. For example, some approaches use user rating matrices [17], [19], which may be factorized using matrix decomposition techniques such as SVD [20]. Other approaches rely on implicit information such as clicks or co-purchases [21], [22].

The RIR algorithms are used in multiple two-sided platforms, with some platform-specific enhancements. For instance, Amazon uses RIRs in its product pages [2], [18], YouTube recommends videos through their “Up next” recommendations [23], Netflix uses RIR for recommending movies [1]. In this work, we attempt to cover different types of relatedness considering each of the above categories, by examining user-item ratings (rating-SVD) and users’ activity information (item2vec).

#### B. Algorithmic Bias and Fairness

Recently, there have been extensive researches on algorithmic bias and fairness across multiple disciplines [24]. To tackle any inadvertent consequences of algorithmic decisions, many recent studies have considered fairness from mainly two perspectives: 1) individual fairness, which requires similarly deserving candidates should be treated similarly [25], [26] and 2) group fairness, requiring different social salient groups should be treated similarly [27], [28]. While some studies focus on detecting the discrimination (e.g., [27], [29]), others suggest mitigation strategies by proposing fairness-aware algorithms (e.g., [26], [30], [31]).

Few recent works have considered group and individual fairness in personalized recommendations [4], [6], [7], [10], [13] where the goal is to ensure that the recommendations do not discriminate against socially salient groups or individuals. To our knowledge, ours is the first attempt to consider individual fairness in RIRs, where we propose a novel algorithm FaiRIR, which attempts to provide the desired level of exposure to different items.
III. RIR SYSTEMS AND EXPOSURE THEREOF

In this section, we present the notion of relatedness between items and how we instantiate an item model capturing it. We also demonstrate the operationalization of exposure induced by an RIR algorithm with respect to the discussed instantiation.

A. Relatedness of Recommended Items

The primary goal of RIRs is to maximize the relatedness of recommended items to the source item that the consumer has viewed/purchased/liked. Though there is no sacrosanct definition of relatedness, two items can be thought of as related over multiple dimensions:

1) **content-based relatedness**, e.g., movies of the same genre and items from the same producer or brand;
2) **compatibility**: two items can be related if they are either the substitute or complement of one another, e.g., items that are frequently purchased together: a smartphone and its cover; and
3) **external feedback on recommendation platforms**: user actions such as likes and ratings also define relatedness. For example, items being rated similarly, liked or disliked by a number of common users can be considered as related.

Relatedness, therefore, is subjective, and RIRs are judged based on whether the consumers find the source and the recommended items to be related. Additionally, the metric to measure relatedness between items is often domain-dependent. The concept of “relatedness” is analogous to “accuracy” or “relevance” in the context of an RIR system—just like classifiers are traditionally designed to optimize for accuracy, RIR systems are traditionally designed to optimize (maximize) relatedness.

B. Instantiating Item Model by RIN

As shown in Fig. 1, both RIRs and personalized recommendation systems use an item model that captures the relatedness among items. We now discuss an intuitive way to instantiate the item model, which was developed in our prior works [14], [32].

We use an instantiation of the item model of a recommendation system as a related item network (RIN). An RIN is a directed network, with each node being analogous to an item in the universe, and a directed edge between two nodes implies that the corresponding source and destination items are related (based on some underlying notion of relatedness). For instance, let us consider an item model as shown in the table in Fig. 2 and its corresponding RIN. Since item “I₂” is related to item “I₁,” the corresponding nodes in the RIN are connected via a directed edge (from “I₁” to “I₂”).

Once this instantiation of item model is constructed, a simple way to generate the RIRs is as follows. For a particular source item, one can recommend those items to which it links in the RIN. For instance, in Fig. 2, the recommendations for source item “I₁” are items “I₂”–“I₄.”

C. Estimating Observed Exposure

We define the observed exposure $E_o(i)$ of an item $i$ as the exposure it actually gets after the deployment of an RIR algorithm. Ideally, the observed exposure of items should be quantified by click-through rates or other user interaction signals. However, the availability of such comprehensive user–item interactions is seldom possible for third-party researchers due to the sensitive nature of the information.

Counting the number of recommendations received by items (analogous to in-degree of items in RIN) may be a possible work-around in such situations. However, the importance of all recommendations is not the same—it varies with the source item, e.g., a recommendation from a popular source item is expected to yield more visibility (for the destination item) than a recommendation from a non-popular item.

Taking such observations into consideration, we use the “random surfer model” [33] to estimate the observed exposure. In general, users tend to visit the page of an item and then they start exploring different items recommended on the page. Alternatively, they can also randomly consume any other item thereafter. By simulating such user exploration for a large number of iterations, we take the *steady-state visit frequency of a node* $i$ as its observed exposure $E_o(i)$ (more details can be found in our prior work [14]). Note that the notion of the observed exposure of an item is very similar to PageRank of the corresponding node, in this formulation.

Considerations During Random Surfer Simulation

While simulating user browsing behavior, we note that different users can have different propensity to follow recommendations. The “teleportation probability” $α$ ∈ [0, 1] of the random surfer model captures such considerations. The surfer chooses to traverse the recommended items with probability $(1 - α)$ and teleport to a random item with probability $α$. Throughout the article, we report results for ($α = 0.15$) which is the most prevalent value of teleportation in [14] and [34]. Finally, we normalize the observed exposure scores of all items such that $\sum_{i \in I} E_o(i) = 1$.

IV. LIMITATIONS OF EXISTING RIRs

Fig. 1 shows a schematic block diagram of the methods involved in building a model of item–item relatedness (also called an item model), which is then used to make the recommendations at scale [2], [35]. Item models capture the similarity between items based on either user–item interaction logs and/or item attributes [17], [19], [36]. From these logs, first a latent space representation of each item is obtained. Then, the similarity between pairs of items is computed from the latent representations, and $k$ most similar (related) items to a given item are generated. In case of RIRs, this item model
is used to recommend items that are “related” or “similar” to an item. Next, we explore two popular RIR algorithms and check whether their recommendations induce disproportionate exposure to items.

A. Two Popular RIR Algorithms

As a proof of concept, we consider the following two popular algorithms for generating RIRs: 1) rating-SVD and 2) item2vec (detailed below). We choose these two algorithms because they cover some of the most common techniques for RIRs [12]. These algorithms take as input a user–item rating matrix \( M \) whose \((i, j)\)th entry gives the rating that the user \( i \) gave to the item \( j \). First, these algorithms learn a latent space representation of different items (from \( M \)). To generate recommendations for a seed item \( i \), the algorithms then generate top-\( k \) neighbors of \( i \), by ranking items based on their similarity with \( i \) in the latent space.

1) rating-SVD applies SVD [20] to the user–item rating matrix \( M \) and uses cosine similarity for similarity evaluation [19]. The underlying notion of relatedness between two items \( i \) and \( j \) can be described as “people who liked item \( i \) are likely to like item \( j \).” Following the setup in [12], we implement SVD with 128 dimensions. As a pre-processing step, we perform mean subtraction on the input and normalize each row of the final representations to a unit vector.

2) item2vec [21] is a replication of word2vec [37] representation learning. item2vec substitutes items for words and tries to find out co-occurrence patterns in user consumption. The underlying notion of relatedness among items can be defined as “people who consumed item \( i \) are likely to consume item \( j \) in close temporal proximity.” Following the setup in [12], we train the algorithm for 100 epochs by setting negative sampling to 15 and dimension of the output vector to 128.

B. Datasets for Experiments

We performed our experiments on the The MovieLens datasets (1 and 10 M) [15] and Amazon review dataset [16], which are well-known benchmarks for recommendation tasks.

1) MovieLens Datasets: These datasets provide ratings and browsing logs of users; the ratings come from real MovieLens users. The ratings range from [0.5, 5] in half-star increments. Experiments on both the MovieLens 1 and 10 M datasets yield qualitatively similar insights. Hence, we report results only on the MovieLens 10 M dataset which contains 10,000,054 ratings from 71,567 different users about 10,677 distinct movies.

2) Amazon Review Dataset: The Amazon product review dataset released by He and McAuley [16] comprises customer reviews and ratings for different Amazon products. For the purpose of this article, we used the five-core cellphone and accessories dataset. This dataset contains 194,439 reviews of 27,879 users for 10,429 different products, where each user and item have at least five reviews.

We applied the rating-SVD and item2vec algorithms on these datasets to find the top-\( k \) RIRs for each item, and then

![Fig. 3. Lorenz plot showing the skew in the observed exposure of items due to two state-of-the-art RIR algorithms over two real-world recommendation datasets. (a) Amazon product review. (b) MovieLens.](image-url)

created the RIN (see Fig. 2) to measure the observed exposures for each algorithm.

C. Skew in Exposure of Items due to RIRs

We applied rating-SVD and item2vec algorithms on the MovieLens and Amazon product review datasets (described above) to find the top-\( k \) recommendations for each item. We experimented with different \( k \) values, and the results were qualitatively similar in all cases. Hence, we report the results for the top-10 RIRs.

The existing RIR algorithms perform very well as regards to finding related items for items. However, the exposure that different items get is found to be heavily skewed. Fig. 3 shows the cumulative proportion of exposure distribution on the y-axis, and the x-axis shows the cumulative proportion of items in the increasing order of their exposure (from left to right). The horizontal line (in black) corresponds to 25% of the entire exposure, and the corresponding vertical line denotes the percentage of items accounting for it. Fig. 3(a) shows that the top 25% of the items with most exposure in the Amazon cellphone and accessories dataset account for 75% of the entire exposure. Thus, a small fraction of the item set gets very high fraction of the entire exposure; put differently, there is very low item space coverage.

1) Are the Top Items Deserving of the Exposure?: Based on the observation of this skewed exposure distribution, a plausible question can be raised: are those 25% items of very high quality? If so, one may argue that such items, having better quality than others, deserve more exposure than others, i.e., gap in quality can explain this skew in the exposure distribution. To further dwell on this particular line of argument, we investigated both quality distribution and exposure distribution together.

There can be many measures for quality, based on domain experts’ opinion (e.g., critical reviews of movies), public opinion (e.g., ratings given by consumers on e-commerce sites), awards won by movies, and so on. Specifically, in this work, we assume the average user rating of an item as the quantification of its quality. We further normalize quality distribution so that the quality of all items adds up to 1. Note that we understand the limitations of using average user ratings as a quality measure; however, we believe that such ratings in most cases are a reflection of an item’s perceived quality for a given user.
Fig. 4. (Color online) Scatter plot of log of the observed exposure and average user rating of different items in (a) Amazon product review dataset and (b) MovieLens dataset (using rating-SVD). The red curve shows the log plot of quality distribution.

Table I shows a few illustrative examples of the above phenomenon. For example, a high-quality item “Motorola H385 Bluetooth Headset” (average user rating 4.9) recommends the relatively low-quality item “Motorola Hands-free Headset” (average user rating 2.9) in both rating-SVD and item2vec recommendations (note that there is a quality drop of almost 40%). Similarly, for the MovieLens dataset, several high-quality movies having user ratings higher than 8.0 recommend movies of much lower user ratings (according to rating-SVD). Note that the average user ratings for movies are obtained from their corresponding IMDb pages.

Table II shows a few illustrative examples of the amount of distortion in exposure of some items introduced by RIR algorithms. Many high-quality items, e.g., “Samsung Galaxy S5 SM-G900H,” have been severely deprived of exposure at the cost of significant exposure of items like “Google Nexus Wireless Charger.”

Given the huge inventory size of online platforms, RIR systems are one of the primary tools through which users explore the universe of items. Thus, these systems play a significant role in deciding how much exposure (or visibility) different items receive. Hence, an unjust exposure distribution can have detrimental repercussions for the producers of these items and their livelihood. Being keyed to relatedness, these algorithms inadvertently overlook these important aspects of different stakeholders in the business cycle. In Section VI, we suggest three different intervention mechanisms (FaiRIR) to appropriately adjust the skew in the exposure of items.

V. DESIRED EXPOSURE AND EXPOSURE BIAS

Next, we discuss how exposure can be fairly distributed among a set of items, by motivating it through the lens of distributive justice [38]. We then define “exposure bias,” given the desired and observed distributions of exposure.

A. Desired Exposure of Items

Exposure in an online platform is a beneficial commodity, and hence the producers of items would prefer having more of it (than having less). In such a scenario, an intuitive notion of fairness would be equality of exposure, i.e., the exposure should be uniformly distributed among all the items (by recommended them uniformly). However, the characteristics of the items should also be taken into account, since these
characteristics may provide prima facie grounds for a departure from equality [38]. For instance, all items are probably not of similar merit or intrinsic quality. This difference in “merit” or “quality” can be justified for a reason of departure from equality. Thereby, the “desired exposure” of an individual (item) can be determined by its “deservingness” (merit). This departure from equality is well-established through the notion of meritocratic fairness and the related literature on meritocracy [39], [40]. For instance, a high-quality item is considered more deserving of user attention than a low-quality item.

Alternatively, the desired exposures of various items can also be driven by a broader idea of societal welfare. For instance, YouTube “Up next” related video recommendation has recently been criticized for leading users to far-right echo chamber and extremist content [41], potentially influencing elections (e.g., the Brazilian presidential election [42]). In response, YouTube tweaked its “Up next” algorithm and started recommending Fox News videos from far-right conspiracy theory videos, instead of other videos from the same channels [43]. Clearly, YouTube deemed some videos unworthy of the exposure they were getting earlier and decided to nudge users to follow other videos. In some scenarios, it might be legally required to provide each item with some minimum amount of exposure, regardless of the item attributes [10], [13].

Desiredness as a Control Knob for Fairness: Note that we do not argue for any particular notion of desired exposure distribution; rather, the formulation and algorithms given in Section VI are agnostic to any measure of desiredness. Rather than advocating for any specific desired exposure, we perceive desiredness as a necessary controllable knob in our framework to ensure fairness in the final outcomes. Hence, if some legislation or a particular platform has a sacrosanct quantification of the desiredness of each item, the same can be easily plugged into our proposed fairness interventions.

B. Estimating Desired Exposure

We denote the desired exposure of item $i$ as $E_d(i)$ and the desired exposure distribution over all items as $E_d$. In this work, as a proof of concept, we consider a generic formulation to accommodate multiple types of desired exposure distributions. We consider a fraction $\beta \in [0, 1]$ of the total exposure is equally distributed among all items. This fraction of the exposure takes care of the minimum exposure of all items (and their producers). It is meant to provide all items with some minimum exposure to satisfy the basic needs of the items and their producers (as argued in [13]). The remaining $(1 - \beta)$ fraction of the total exposure is distributed proportional to the quality or merit of individual items, thus advocating meritocratic fairness [39], [40]. Note that the above formulation of $E_d$ reduces to purely meritocratic distribution of exposure for $\beta = 0$ and to uniform distribution of exposure for $\beta = 1$. The exposure distributions are normalized so that the total exposure of all items in the item set sum up to 1, i.e., $\sum_{i \in I} E_d(i) = 1$.

As mentioned earlier, in this work, we assume the average user rating of an item as the quantification of its merit/quality. The importance that we attach to an item’s merit to obtain its desired exposure is controlled by the parameter $\beta$.

A Potential Limitation of User Ratings: One potential concern about using average user ratings as a quality metric might be that the number of ratings an item gets is partly driven by the existing recommendation algorithms. However, we believe that although a user may have been led to an item via some recommendation, her rating would reflect the inherent quality of the item as perceived by her. Furthermore, we also considered a slightly different quality measure—average user rating of an item, weighted by its number of ratings. The qualitative results of the analyses remained similar in this setting too. Hence, for simplicity and completeness, we consider the average user rating score to be the indicator of quality throughout this article.

C. Defining Exposure Bias

According to our formulation, an RIR system would be fair (unbiased), if it gives every item an observed exposure that is proportional to its desired exposure. Since $E_o(i)$ and $E_d(i)$ denote the observed and desired exposures of item $i$, mathematically, an RIR system is fair if $(E_o(i)/E_d(i)) = (E_o(j)/E_d(j)) \forall i, j \in I$. As discussed in Section IV, an RIR system $R$ may lead to items getting different observed exposures than what is desired. Exposure Bias (ExpBias) is the deviation caused due to $R$ between the desired and observed exposures of items. Following the set up in our prior work [14], we measure ExpBias by KL divergence [44] between the observed exposure distribution $E_o = \{E_o(i) \forall i \in I\}$ and the desired exposure distribution $E_d = \{E_d(i) \forall i \in I\}$

$$\text{ExpBias}(R) = D_{KL}(E_o || E_d) = \sum_{i \in I} E_o(i) \log \left( \frac{E_o(i)}{E_d(i)} \right).$$ (1)

Categorization of Items: Based on the observed and desired exposures of items, we categorize items in three different classes based on how closely the observed exposure replicates their desired exposure.

1) Under-Exposed: Item $i$ is under-exposed if $1 - \epsilon \leq (E_o(i)/E_d(i))$.

2) Over-Exposed: Item $i$ is over-exposed if $(E_o(i)/E_d(i)) \geq 1 + \epsilon$.

3) Adequately Exposed: Item $i$ is adequately exposed if $1 - \epsilon \leq (E_o(i)/E_d(i)) \leq 1 + \epsilon$.

While this threshold (\epsilon) can be chosen based on prior context and established regulations, in this article, we use $\epsilon = 0.2$. Note that similar thresholds have been used in multiple prior works too [14], [45], [46].

VI. MITIGATING EXPOSURE BIAS

In this section, we propose multiple interventions (FAIRIR) in the recommendation pipeline (shown in Fig. 5), which can reduce exposure bias, by making exposure of item $i$ proportional to its desired exposure $E_d(i)$, while maintaining the relatedness of recommendations.
the two sets of representations \( x_i \) and \( x_i' \), the most intuitive way to generate a fair representation is to concatenate both the sets of representations. We denote such an approach as \( \text{FaiRIR}_{\text{conc}} \). Such a simple approach may be effective because while \( x_i \) encodes the information regarding relatedness, \( x_i' \) encodes the information regarding desiredness. However, as we shall show later in Section VII-A, the performance of such a simple approach is not stable across different datasets and vanilla RIR algorithms. Hence, we proceed to learn the fair representations by optimizing a loss function which reconciles between relatedness loss and desiredness loss in the final learned representations (described next).

5) Probabilistic Clustering: Following prior works [25], [26], our framework treats the goal of computing fair representation as the formal problem of probabilistic clustering. The aim is to learn \( \mathbb{R}^K \) prototype vectors \( v_h \) \((h \in \{1, 2, \ldots, K\})\), such that item \( i \) \((i \in \{1, 2, \ldots, M\})\) is assigned to clusters in a probabilistic manner, such that the probabilities encode the distance between item \( i \) and prototype \( v_h \). Given the distance function \( d \) in an \( N \)-dimensional latent space, the probability that item \( i \) belongs to cluster with prototype \( v_h \) is given as:

\[
\text{u}_{ih} = \left( \exp\left( -d(x_i, v_h) \right) \right) / \sum_{h=1}^{K} \exp\left( -d(x_i, v_h) \right).
\]

Note that such probabilistic clustering-based setup can be viewed as a low-rank representation of the input matrix \( X \) with \( \mathbb{R}^K < M \), so that we are able to reduce the attribute values into a more compact form.

6) Output Representation: The fair representation \( \tilde{X} \), a matrix of dimension \( M \times N \) of fair output vectors \( \tilde{x}_i \) ordered row-wise, includes: 1) \( \mathbb{R}^K \) prototype vectors \( v_h \) of \( N \) dimensions and 2) a probability distribution \( u_{ih} \) of \( \mathbb{R}^K \) dimensions, for each item \( i \). \( u_{ih} \) represents the probability that item \( i \) belongs to the cluster with prototype \( v_h \). Mathematically, \( \tilde{x}_i = \sum_{h=1}^{K} u_{ih} x_j \), where \( u_{ih} \) is as defined earlier.

7) Loss Function: Next, we present the loss function which optimizes for the reconstruction loss between the input representation \( X \) and the fair output representation \( \tilde{X} \) while preserving the desiredness of the products

\[
L = \lambda \sum_{i=1}^{M} \sum_{r=1}^{N} (x_{ir} - \tilde{x}_{ir})^2 + \mu \sum_{i,j=1}^{M} d(\tilde{x}_i, \tilde{x}_j) - d(x_i, x_j)^2.
\] (2)

This loss \( L \) has two separate parts: 1) relatedness loss: the sum of the squared errors between the input representation matrix \( X \) and the (low-dimensional) output representation matrix \( \tilde{X} \) and 2) desired exposure-based similarity loss: \( d() \) captures the distance between desired exposure of two items, computed as Euclidean distance between their vector representations. Hyper-parameters \( \lambda \) and \( \mu \) decide the importance we want to associate with these two losses.

B. FaiRIR_sim: Fair Similarity Computation

As discussed in Section IV, the existing cosine similarity between two item representations, \( \text{sim}(x_i, x_j) = \frac{(x_i \cdot x_j)}{(||x_i|| ||x_j||)} \), accounts for relatedness; however, it does not account for the relative gap between their desired exposure.
In this intervention, we propose to incorporate similarity of desired exposure between items along with relatedness. If \( E_d(i) \) and \( E_d(j) \) denote the desired exposure of items \( i \) and \( j \), respectively, then the new similarity measure is defined as
\[
\text{Relatedness similarity} = \frac{\exp(-|E_d(i) - E_d(j)|)}{||x_i|| ||x_j||} \cdot \frac{x_i \cdot x_j}{||x_i|| ||x_j||}.
\] (3)

Using the similarity metric mentioned in (3), we promote items having higher desired exposure-based similarity and relatedness by giving them higher similarity score.

C. FaiRIR_{abs}: Fair Neighbor Selection

Next, instead of changing the representation or the similarity metric, we change the way the items are selected for recommendation. In practice, against every item, an equal number (say, \( k \)) of items are recommended; these \( k \) items are usually most similar to the source item, based on some similarity metric. However, the number of recommendations each item will end up receiving is not controlled. We propose a fair way of selecting the \( k \) neighbors such that the likelihood of an item being selected is proportional to its desired exposure. That is, the recommendation would be fair if the likelihood of a highly desired item being recommended is greater than that of a less desirable item. If \( R_t \) denotes the list of items recommended for item \( t \), then for all item pairs \( (i, j) \), \( \forall t \in \{1, 2, \ldots, M\} \), \( P(i \in R_t) \geq P(j \in R_t)|E_d(i) \geq E_d(j)\). If an RIR algorithm follows the above equation, while preserving the notion of relatedness, it is likely to mitigate exposure bias.

Algorithm 1 details our proposed algorithm. Through the Desired dictionary, it ensures that the likelihood of recommendation among different items follows the similar distribution as defined by their desired exposure. Effectively, for any source item, we have two ranked list of items according to their relatedness and desired exposure. In order to reconcile between these two rankings, we use a well-known rank aggregation method, based on Borda count [49]. Intuitively, any item having higher rank in both the ranked lists will be considered the most suitable related item to be recommended.

**Algorithm 1: Fair Neighbor Selection**

**Input:** Desired: number of recommendations desired by each item, \( k \): number of recommendations per item and similarities among all items \( \text{Sim} \)

**Output:** Recommendation

**function** FIND_NEIGHBOR\((u, k, \text{Desired}, \text{Sim})\)

**Similarity** = Ranked list of items based on their similarity to item \( u \)

**Desiredness** = Ranked list of items based on their Desired number of recommendations

**Final** = Aggregated ranked list using Similarity and Desiredness

Return top-\( k \) items based on Final ranked list

**procedure** RECOMMENDATION\((k, \text{Desired}, \text{Sim})\)

**Recommendation** = \( \phi \)

for all item \( u \) in the item space do

RelatedItems = FIND_NEIGHBOR\((u, k, \text{Desired}, \text{Sim})\)

for all item \( v \) in RelatedItems do

Recommendation = Recommendation \( \cup (u, v) \)

Desired\([v] = \text{Desired}[v] - 1 \)

if Desired\([v] = 0 \) then

remove \( v \) from Desired

end if

end for

end for

Return Recommendation

**end procedure**

We use any network-level similarity as a proxy for relatedness and rewire the RIN to reduce the exposure bias.

To adapt to the dynamic setting, in case of FaiRIR_{abs}, one can start recommending the newly emerging items from items which already exist in the network and are similar to them (where the similarity can be based on some metadata or content-based measures, such as the genre or actors of movies); thereby mitigating the requirement of re-wiring the entire RIN.

VII. EXPERIMENTAL EVALUATION

We evaluate our interventions (FaiRIR algorithms) on The MovieLens and Amazon Cell Phone and Accessories datasets. The algorithms are evaluated based on: 1) their effectiveness in mitigating exposure bias (see Section VII-A); 2) the relatedness of their recommendations (see Section VII-B); and 3) the overall utility of the recommendations to the end-users (see Section VII-C).

A. Mitigation of Exposure Bias

1) FairIR_{r}: We applied FairIR_{r} on the learned representations of items (from the vanilla rating-SVD and item2vec algorithms) over the MovieLens and Amazon datasets, with the following parameter settings.

   a) Parameter setting: We initialize the prototype vectors \( v_j \) to random values from uniform distribution in \((0, 1)\). To account for the variations due to initialization, we report
the results obtained from the best of three runs. For the hyperparameters \( \lambda, \mu \) in (2), we performed a grid search over the set \{0.01, 0.1, 1.0, 10, 100\}. For \( K \), we performed a grid search over the set \{10, 20, 30\}. We found the best performance [argmin for the loss function in (2)] for \( \lambda = 1 \), \( \mu = 0.01 \), and \( K = 20 \).

b) Results: The effectiveness of FaiRIRrl is shown in Table III (for Movielens) and Table IV (for Amazon) over both rating-SVD and item2vec algorithms. Compared with the original algorithms, the exposure bias has decreased significantly, with an increase in fraction of items being adequately exposed. For example, for rating SVD, the percentage of items adequately exposed has increased from 06.62% to 23.71%, and the exposure bias has reduced from 1.28 to 0.18 for the Amazon dataset.

2) FaiRIRrl Outperforms FaiRIRconcat: Recall in Section VI, we discussed two potential ways for fair representation learning. While one was the aforementioned optimization framework, the other was simple concatenation of representations learned from vanilla RIR \( (x_i) \) algorithm and desirability graph \( (x'_j) \). In Tables III and IV, we show the efficacy of the approach in mitigating exposure bias for \( \beta = 0.0 \). While using FaiRIRconcat, we see reasonable improvement on both the datasets for representations learned from the Item2Vec approach; the performance was not so great for representations learned from the SVD approach. In either case, the proposed optimization-based representation learning (FaiRIRrl) outperforms the concatenation approach and its performance is more robust across datasets and across RIR algorithms. Hence, in the remainder of the article, we shall consider FaiRIRrl to be the fair representation learning-based mitigation approach and compare it with interventions at other stages of the pipeline.

3) FaiRIRsim: The effect of FaiRIRsim is also shown in Tables III and IV. In all cases, \( \text{ExpBias} \) has decreased, with an increase in percentage of items being adequately exposed.

4) FaiRIRnbr: The effect of FaiRIRnbr is also shown in Tables III and IV. In all cases, the exposure bias has decreased substantially (almost reduced to zero), with a significant increase in percentage of items being adequately exposed.

Fig. 6 shows the scatter plots for the three interventions on the MovieLens dataset; each plot shows log of the observed exposure on the y-axis and the desired exposure \( (\beta = 0.0) \) on the x-axis. From these figures as well, it is evident that the distribution of the observed exposure is closest to that of the desired exposure for FaiRIRnbr [see Fig. 6(c)].

5) Analysis on Multiple Desired Exposure Distribution: We also analyze our proposed interventions with different desired exposure distributions, by varying \( \beta \) in the range \([0, 1]\). The results for Amazon dataset are shown in Table IV (similar results are obtained for the MovieLens dataset, not shown for brevity). We see that irrespective of the \( \beta \) values, FaiRIRrl and FaiRIRnbr are very effective in mitigating the exposure bias. However, with an increase in \( \beta \), the effectiveness of FaiRIRsim reduces. The reason being as \( \beta \) approaches 1.0 (i.e., uniform desired exposure distribution), the “desired exposure based similarity” part in (3) reduces to 1.0 and \( \text{sim}(x_i, x_j) \) becomes only the relatedness similarity (cosine similarity).

Overall, FaiRIRnbr is seen to be most effective in reducing exposure bias, probably due to the following reason. While FaiRIRrl and FaiRIRsim attempt to reduce exposure bias indirectly by altering the representation learning/similarity

| Algorithm | Over | Adequate | Under | ExpBias |
|-----------|------|----------|-------|---------|
| Vanilla   | 15.67% | 63.16% | 21.15% | 0.71 |
| FaiRIR_concat | 17.77% | 9.71% | 70.52% | 0.67 |
| FaiRIR_sim | 34.69% | 27.4% | 37.91% | 0.15 |
| FaiRIR_item2vec | 24.3% | 15.9% | 60.7% | 0.39 |
| FaiRIR_br | 0.01% | 99.9% | 0.03% | 0.003 |

| Algorithm | Over | Adequate | Under | ExpBias |
|-----------|------|----------|-------|---------|
| Vanilla   | 15.67% | 63.16% | 21.15% | 0.71 |
| FaiRIR_concat | 17.77% | 9.71% | 70.52% | 0.67 |
| FaiRIR_sim | 34.69% | 27.4% | 37.91% | 0.15 |
| FaiRIR_item2vec | 24.3% | 15.9% | 60.7% | 0.39 |
| FaiRIR_br | 0.01% | 99.9% | 0.03% | 0.003 |

Table III: % of Movies that are over-, adequately, and under-exposed in the MovieLens dataset (vanilla and intervened rating-SVD and item2vec) with desired distribution proportional to quality of the movies (i.e., \( \beta = 0.0 \)).
computation in the latent space, FaiRIRabbr directly controls the number of other items from which a particular item $i$ is recommended (the desired number of recommendations for $i$), which specifically ensures that $i$ gets an exposure close to its desired exposure.

6) Summary: We have shown that the proposed methods are successful in mitigating the induced exposure bias significantly. While the performance of FaiRIR$_d$ and FaiRIR$_{abbr}$ shows significant improvement across both the datasets and RIR algorithms, the improvement is less stable for FaiRIR$_{sim}$.

The next natural question to investigate is whether this control of exposure bias comes at a cost of loss in relatedness of the recommendations.

B. Preserving Recommendation Relatedness

Mitigating bias due to algorithms usually incur an associated cost in terms of drop in performance (e.g., drop in accuracy in fair classifiers [30]). In the context of RIRs, the relatedness of the recommendation is the prime objective of the algorithm. Hence, in this experiment we check the incurred loss in relatedness due to our proposed FaiRIR interventions.

1) Genre/Category-Based Similarity: Intuitively, relatedness of recommendations will be high if the recommended items are “similar”/“related” to the source item. The measure of relatedness is often domain-dependent. For instance, in the domain of movies, every movie has a set of one or more genres. We measure the similarity of a source movie and a recommended movie by their genre overlap with respect to the source movie, i.e., by the fraction of genres preserved by the recommended movie when compared with that of the source movie. For instance, let the movie Gladiator be recommended from the movie Avatar by an algorithm. As per the IMDb website, Avatar has genres {Action, Adventure, Fantasy} and Gladiator has genres {Action, Adventure, Drama}. Thus, the similarity between the movies is $(2/3)$. Similarly, every item in the Amazon dataset has an associated set of categories, which we used in an identical fashion to compute relatedness of two Amazon items. Now, we compute the relatedness of RIRs generated by an algorithm as follows. For each pair of items $(i, j)$ where $j$ has been recommended for $i$ by the algorithm, we compute the genre (category) overlap between $i$ and $j$, and then take the mean across all such pairs.

2) Results: The “Genre overlap” column of Tables V and VI show the genre/category overlap for the various RIR algorithms, for the MovieLens and Amazon datasets, respectively.

We observe decrements in the average genre overlap for all the interventions (when compared with the original algorithms), which is the expected cost of minimizing exposure bias. The reduction is severe in case of FaiRIR$_d$ only, whereas it is not so severe in case of FaiRIR$_{sim}$ and FaiRIR$_{abbr}$. Note that FaiRIR$_d$ is an application-agnostic methodology, where the main objective is to learn fair representations, while the other two interventions are application-specific. Hence, the foregoing observation is in line with the findings in fairness literature, wherein application-agnostic approaches tend to incur higher losses in performance [26].

3) Analysis on Multiple Desired Exposure Distribution: Table VI shows the category overlap for various desired exposure distributions (various values of $\beta$) for the Amazon product review dataset. The interpretation of the results is the same as discussed above. The performance of all the FaiRIR algorithms in preserving relatedness is pretty much stable. However, since FaiRIR$_{sim}$ reduces to vanilla RIR algorithms as $\beta$ approaches 1.0, it does not incur any additional loss in relatedness.

C. Judging Overall Utility of Recommendations

Considering that the ultimate objective of RIR algorithms is to satisfy human users, we conduct the following two evaluations for the proposed algorithms: 1) we measure the mean overlap of common users who liked both a source item and a recommended item and 2) we conduct a user survey for judging the utility (relevance) of the recommendations generated by various algorithms on the MovieLens dataset.

1) Users’ Propensity to Like the Recommended Items: When a source item $i$ recommends an item $j$, intuitively, the utility of the recommendation is high if the recommended item $j$ is “liked” by most users who had also liked the source item $i$. To this end, we consider a user to have liked a given movie/item if (s)he gives a rating/score of more than 3.5 (out of 5), i.e., a score of more than 70%. Our choice is influenced by studies claiming 3.5–4.5 (out of 5) being the sweet spot [50], [51] in five star rating systems. Note that since all users who had liked $i$ need not consume or rate item $j$, we need to consider only those users who liked $i$ and rated the recommended item $j$. For the item $i$, let $R_i$ and $L_i$ be the set of users who rated and liked the item, respectively ($L_i$ is a subset of $R_i$). For a source item $i$ and a recommended item $j$ (from $i$), we evaluate the like overlap as $((|L_i \cap R_j|)/(|L_i| \cap |R_j|))$, i.e., out of all users who liked item $i$ and rated item $j$, what fraction of users actually liked (rated highly) $j$. Specifically, for each

| Algorithm | Genre overlap | Like overlap | Relevance score |
|-----------|--------------|--------------|-----------------|
| Vanilla   | 0.53         | 0.64         | 3.73            |
| FaiRIR$_{d}$ | 0.34         | 0.56         | 2.89            |
| FaiRIR$_{sim}$ | 0.54         | 0.64         | 3.53            |
| FaiRIR$_{abbr}$ | 0.44         | 0.63         | 2.62            |
| Vanilla   | 0.37         | 0.56         | 2.79            |
| FaiRIR$_{d}$ | 0.27         | 0.55         | 2.54            |
| FaiRIR$_{sim}$ | 0.35         | 0.59         | 2.71            |
| FaiRIR$_{abbr}$ | 0.34         | 0.59         | 2.76            |

| Algorithm | $\beta$ | 0.0   | 0.25  | 0.75  | 1.0   |
|-----------|--------|------|------|------|------|
| Vanilla   | 0.46   | 0.46 | 0.46 | 0.46 |
| FaiRIR$_{d}$ | 0.41   | 0.40 | 0.41 | 0.40 |
| FaiRIR$_{sim}$ | 0.45 | 0.45 | 0.46 | 0.46 |
| FaiRIR$_{abbr}$ | 0.44 | 0.44 | 0.45 | 0.45 |
| Vanilla   | 0.50   | 0.50 | 0.50 | 0.50 |
| FaiRIR$_{d}$ | 0.41   | 0.41 | 0.41 | 0.41 |
| FaiRIR$_{sim}$ | 0.48 | 0.49 | 0.50 | 0.50 |
| FaiRIR$_{abbr}$ | 0.46 | 0.47 | 0.47 | 0.47 |
pair of items \((i, j)\) where \(j\) has been recommended for \(i\), we compute the like overlap between \(i\) and \(j\), and then take the mean across all such pairs.

a) Results: Table V ("Like overlap" column) and Table VII (all columns, for different \(\beta\) values) show the mean like overlap for the various RIR algorithms, for the MovieLens and Amazon datasets, respectively. For the MovieLens data (see Table V last column), while using rating-SVD, the average like overlap reduces for FaiRIR\(_{dt}\) (when compared with the original algorithm); however, there is practically no reduction in like overlap for FaiRIR\(_{sim}\) and FaiRIR\(_{nbr}\). Interestingly, while using item2vec, FaiRIR\(_{sim}\) and FaiRIR\(_{abr}\) (like overlap = 0.59) have outperformed even the original algorithm (like overlap = 0.56). For the Amazon dataset (see Table VII), for both the rating-SVD and item2vec algorithms, all the FaiRIR algorithms have performed comparably or even better than the original algorithms. We repeated this experiment with 4 and 4.5 thresholds for like overlap and found qualitatively similar observations (omitted for brevity). These results show the efficacy of the proposed approaches to preserve utility of the recommendation to end users. However, one can argue that such high scores might be an artifact of the underlying desiredness assumption while designing the algorithm especially when \(\beta = 0\), i.e., a completely meritoric distribution. Hence, analysis on different \(\beta\) values is of utmost importance.

b) Analysis on multiple desired exposure distribution: Table VII shows the like overlap for various desired exposure distributions (i.e., for various values of \(\beta\)) for the Amazon dataset. We see that the performance of all the FaiRIR interventions in preserving utility toward users is very stable and is agnostic of the underlying desired distribution (similar results for the MovieLens dataset are omitted for brevity).

2) User Survey to Judge Recommendations: We recruited human workers to assess the relevance of recommendations, via the AMT platform. We used “AMT master workers” who are known to perform such tasks meticulously. To ensure reliable judgments, it is important that the annotators are likely to be familiar with the items whose recommendations they are being tasked to judge. Hence, we chose to perform this survey with the MovieLens dataset, since workers are much more likely to be familiar with popular movies, than with cellphones and accessories available on Amazon. We considered movies in the top 5% most popular movies (based on the number of ratings) in the MovieLens dataset as our source movies. To further guarantee the reliability of the judgments, we also provided the annotators with the link to the IMDb information page of each movie, which contains all metadata about the movie along with a snippet and its trailer. The annotators were asked to browse through the IMDb page for a movie if they were not familiar with it.

For a particular source movie \(x\), we generated top-five recommendations using various algorithms on the MovieLens dataset. For each movie \(y\) recommended for \(x\) (in top-five) by some algorithm, we asked a worker—"If your friend likes the movie \(x\), how likely are you to recommend movie \(y\)?" A worker could answer this question on a Likert scale of \([1, 5]\) with response 1 representing "very unlikely" and response 5 representing "very likely." The recommendations were anonymized, i.e., the workers were not mentioned about the source algorithm of each recommendations.

We collected responses for 100 different source movies and approximately 1550 distinct pairs of source and recommended pairs of movies. Each pair was evaluated by at least ten AMT workers, and we considered the average score over all these AMT workers as the utility/relevance score for this pair. The mean relevance for an RIR algorithm is computed as the average relevance over all the recommended pairs generated by it that were evaluated.

a) Results: Each of the RIR algorithms scored based on the mean of the relevance scores of different items it recommended for a given item. Table V (Relevance Score column) shows the mean relevance scores for different RIR algorithms.

For both rating-SVD and item2vec, FaiRIR\(_{sim}\) and FaiRIR\(_{nbr}\) preserve a high degree of relevance in their recommendations. For instance, the mean relevance score of the original rating-SVD algorithm is 3.73 (out of 5.0), while that of FaiRIR\(_{sim}\) and FaiRIR\(_{nbr}\) is 3.63 and 3.62, respectively. The drop in mean relevance score is even lesser in case of item2vec. To further substantiate the results, we performed Student’s T-test on the samples of mean relevance scores, as obtained from the user survey. We found the drop in mean relevance score to be statistically significant only for FaiRIR\(_{dt}\) (when compared with the original algorithm); for FaiRIR\(_{sim}\) and FaiRIR\(_{nbr}\), the drop was not statistically significant. In fact, for almost 40% of the recommendations, the FaiRIR variants have higher relevance scores than the vanilla algorithms.

Note that we also attempted to combine all the interventions, i.e., first learn fair representations, then fairly compute similarity, and finally select the neighbors as shown in Algorithm 1. The results for the combined approach were dominated by the effects of FaiRIR\(_{nbr}\). Hence, we have not reported results of the combined approach for brevity.

b) Summary: We investigated whether the mitigation of exposure bias by FairIR comes at the cost of degradation in the relatedness of the recommendations. Specifically, we evaluated: 1) the preservation of relatedness of the recommendation through genre/category overlap and 2) the utility of the recommendation through liking overlap metric and a user survey on AMT. Across all evaluations, we consistently observe that our proposed mechanisms (especially FaiRIR\(_{sim}\) and FaiRIR\(_{nbr}\)
successfully mitigate exposure bias without sacrificing much on the relatedness of recommendations.

VIII. CONCLUSION

In this article, we considered the impact of RIRs on the exposure of items. We show that the existing RIRs induce exposure bias by not considering any notion of the desired exposure of items. Although there can be alternate ways to estimate the exposure of different items, we believe that the qualitative results would remain unchanged. We further proposed a novel suit of algorithms (FairIR), which can reduce the exposure bias, while maintaining the effectiveness of recommendations. Note that though the experiments in this article are conducted on two datasets (from movie and e-commerce domains) for proof of concept, the proposed algorithms are applicable to any other domain, including job recommendation sites and others.

In this work, we considered RIRs that only use the relatedness with respect to one source item. Many platforms provide personalized recommendations to users, where multiple items viewed by a target user are considered. We plan to study the effects of personalization on exposure bias in future.
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