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In this paper, we propose co-evolution models for both dynamics of opinions (people’s view on a particular topic) and dynamics of social appraisals (the approval or disapproval towards each other). Opinion dynamics and dynamics of signed networks, respectively, have been extensively studied. We propose a co-evolution model, where each vertex \( i \) in the network has a current opinion vector \( v_i \) and each edge \((i, j)\) has a weight \( w_{ij} \) that models the relationship between \( i, j \). The system evolves as opinions and edge weights are updated over time by the following rules:

- **Opinion dynamics:** The opinion of agent \( i \) is updated as a linear combination of its current opinion and the weighted sum of neighbors’ opinions with coefficients in matrix \( W = [w_{ij}] \).
- **Appraisal dynamics:** The appraisal \( w_{ij} \) is updated as a linear combination of its current value and the agreement of the opinions of agents \( i \) and \( j \). The agreement of opinion \( v_i \) and \( v_j \) is taken as the dot product \( v_i \cdot v_j \).

We are interested in characterizing the long-time behavior of the dynamic model – i.e., whether edge weights evolve to have stable signs (positive or negative) and structural balance (the multiplication of weights on any triangle is non-negative).

Our main theoretical result solves the above dynamic system with time-evolving opinions \( V(t) = [v_1(t), \ldots, v_n(t)] \) and social tie weights \( W(t) = [w_{ij}(t)]_{n \times n} \). For a generic initial opinion vector \( V(0) \) and weight matrix \( W(0) \), one of the two phenomena must occur at the limit. The first one is that both sign stability and structural balance (for any triangle with individual \( i, j, k \), \( w_{ij}w_{jk}w_{ki} \geq 0 \) occur. In the special case that \( V(0) \) is an eigenvector of \( W(0) \), we are able to obtain the explicit solution to the co-evolution equation and give exact estimates on the blowup time and rate convergence. The second one is that all the opinions converge to 0, i.e., \( \lim_{t \to \infty} |V(t)| = 0 \).

We also performed extensive simulations to examine how different initial conditions affect the network evolution. Of particular interest is that our dynamic model can be used to faithfully detect community structures. On real-world graphs, with a small number of seeds initially assigned ground truth opinions, the dynamic model successfully discovers the final community structure. The model sheds lights on why community structure emerges and becomes a widely observed, sustainable property in complex networks.
1 INTRODUCTION

We live in a continuously changing world in which social interactions dynamically shape who we are, how we view the world and what decisions to make. Various social processes, naturally intertwined, operate on both the properties of individuals and social ties among them. Social influence, for example, describes how people’s behaviors, habits or opinions are shifted by those of their neighbors. Social influence leads to homophily (similarity of node attributes between friends) and leaves traces in the network structure such as high clustering coefficient and triadic closure (there are likely social ties among one’s friends).

Social influence and homophily, however, do not fully interpret the global network structure. One of the widely observed structural properties in social networks is the community structure. Nodes within the same community are densely connected and nodes from different communities are sparsely connected. Community detection is an important topic in social network analysis and has been investigated extensively [25, 26, 37, 47–51, 61, 66, 68]. But why does community structure emerge and become a persistent feature? Are there social processes that encourage or maintain the community structure?

In the literature, there have been a lot of studies of opinion dynamics, where people’s behaviors, habits or opinions are influenced by those of their neighbors. Network models that capture social influence, such as French-DeGroot model [8, 21], Friedkin-Johnsen model [23], Kuklaowski et al. model [40, 44] naturally converge to global consensus. Actually it seems to be non-trivial to create non-homogeneous outcomes in these models, while in reality social groups often fail to reach consensus and exhibit clustering of opinions and other irregular behaviors. Getting a model that may produce community cleavage [22] or diversity [41] often requires specifically engineered or planted elements in a rather explicit manner. For example, bounded confidence models [19, 28, 39, 46] limit social influence only within pairs with opinions sufficiently close. Other models introduce stubborn nodes whose opinions remain unchanged throughout the process.

The extreme case of community structure is dictated by structural balance [15, 18, 29, 30], a common phenomenon observed in many social relationships. The notion was first introduced in a seminal paper by Heider in the 1940s in social psychology. It describes the stability of human relations among three individuals when there are only two types of social ties: positive ties describe friendship (or sharing common opinions) and negative ties describe hostility (or having opposite opinions). Heider’s axioms state that among three individuals, only two kinds of triangles are stable: the triangles where all three ties are positive, indicating all three individuals are mutual friends; and the triangle with two negative edges and one positive edge, describing the folklore that “the enemy of your enemy is your friend.” The other two types of triangles (e.g., a triangle of one negative tie and two positive ties, or three mutually hostile individuals) incur emotional stress or are not strategically optimal. See Figure 1. Thus they are not socially stable – over time, they break and change to the stable ones. In fact, the structural balance theory not only describes the local property in a signed complete network, but also predicts the global network behavior – the only type of network in which all triangles are stable must have the nodes partitioned into two camps, inside each of which the edges are all positive and between them the edges are negative (one of the camps can be empty).

![Fig. 1. Structural balance theory: the first two triangles are stable while the last two are not.](image)

The structural balance theory only describes the equilibrium state and does not provide any model on evolution or dynamics – what happens when a network has unstable triangles? Follow up work on structural balance dynamic models [8, 16, 40, 44, 60] update the sign/weight of an edge $(i, j)$ towards a
more balanced triangle by considering the sign/weights of neighboring edges \((i, k)\) and \((k, j)\) in a triangle \(\triangle ijk\).

These two threads of research, opinion dynamics and structural balance dynamics, are currently orthogonal to each other. In opinion dynamics, opinions on vertices are influenced by each other through edges but researchers struggle to maneuver the model to create community cleavage. In structural balance dynamics, edge weights are dynamically updated to meet structural balance, which is explicitly coded as the projected outcome and optimization objective. Holme and Newman [33] presented a simple model of this combination without any theoretical analysis. In this paper, we propose co-evolution models for both dynamics of opinions (people’s view on a variety of topics) and dynamics of social appraisals (the approval or disapproval towards each other). We show that by using two simple rules, node opinions evolve into opposing communities and structural balance naturally emerges.

1.1 Our Contribution

In this paper, we consider the co-evolution of opinions via social influence and tie strength/appraisal/sign updates by discrepancies of node opinions. We assume a set of \(n\) individuals where individual \(i\) has an opinion \(v_i \in \mathbb{R}\), and an appraisal matrix \(W = [w_{ij}]\), where \(w_{ij}\) is interpreted as the influence from individual \(j\) on individual \(i\). Here \(w_{ij}\) does not need to be non-negative and takes values in \(\mathbb{R}\). We consider two update rules:

- **Opinion dynamics**: The opinion of \(i\) is updated as a linear combination of its current opinion and the weighted sum of neighbors’ opinions with coefficients in matrix \(W\).
- **Appraisal dynamics**: The appraisal \(w_{ij}\) is updated as a linear combination of its current value and the agreement of the opinion of \(i\) and \(j\). The agreement of opinion \(v_i\) and \(v_j\) is taken as the dot product \(v_i \cdot v_j\).

The opinion dynamics model is similar to classical social influence models such as the DeGroot model [21] and Friedkin-Johnsen model [23], except that the edge weight matrix \(W\) is dynamic as well. The model for appraisal dynamics is motivated by tie dynamics that can be traced back to Schelling’s model of residential segregation [57]. In modern society, tie changes on Facebook [58] and Twitter [38, 65] can be easily triggered by disparities on their opinions [35, 58], especially among the users who are most politically engaged.

Our goal is to analyze the evolution and in particular, the conditions that lead to sign stability and structural balance – for any triangle with individual \(i, j, k\), \(w_{ij}w_{jk}w_{ki} \geq 0\). We call a network to reach strictly structural balance if \(w_{ij}w_{jk}w_{ki} > 0\), \(\forall i, j, k\). A structurally balanced network has two possible states: harmony, when all edges are positive; and polarization, when there are two communities with only positive ties within each community and negative ties across the two communities.

We show that with our dynamics model, \(W(t)\) evolves by the following matrix Riccati Equation [3]

\[
W' = WW^T + C,
\]

where \(C = V(0)V(0)^T - W(0)W(0)^T\) is a symmetric constant \(n \times n\) matrix if \(W(0)\) is. Further the opinion vector \(V(0)\) evolves by the differential equation \(V''(t) = 2|V|^2 \cdot V - C \cdot V\). Our main result is to analyze the asymptotic behavior of \(V(t)\) and \(W(t)\) and prove structural balance at the limit. Our results can be summarized in the following:

1. By analyzing the evolving equation for \(V(t)\), we show that either the network reaches strict structural balance or \(|V(t)| \to 0\). To prove this limit behavior, one crucial observation is that the length of the opinion vector \(|V(t)|^2\) is strictly convex, unless \(V(t) \equiv 0\).
2. We show how to solve the general matrix Riccati equation \(W' = W^2 + C, W(0) = B\), for any parameter \(B, C\). In particular, the eigenvector corresponding to the largest eigenvalue of \(W(t)\) encodes the two communities formed in the network; those with a positive value in the eigenvector versus those with a negative value in the eigenvector. As a byproduct of the analysis of \(W(t)\), we also show that when...
V(0) is an eigenvector of the initial matrix W(0), V(t) remains to be an eigenvector of W(t) for and structural balance must occur in finite time. In this case we can write down exact evaluations on the blowup time and the rate convergence.

The evolving of W(t) by \( W' = WW^T + C \) is strictly a generalization of the dynamic structural balance model by Marvel et al. [45]. Their model captures the dynamics of edge appraisals by \( W' = W^2 \) and does not consider user opinions. The behavior of our model becomes much more complex, as the initial user opinions are factored into the system dynamics through the matrix C.

We also performed extensive simulations with different initial conditions and graph topology. We examined the network evolution on the final convergence state (harmony vs., polarization) and convergence rate. We observed that a higher network density or a higher initial opinion magnitude, empirically, speeds up the convergence rate.

We tested our dynamic model on two real world graphs (Karate club graph and a political blog graph [4]). Both networks are known to have two communities with opposing opinions. A small number of seeds, randomly selected, are assigned with ground truth opinions and all other nodes start neutral. The network evolution can successfully detect the final community structure and recover the ground truth with good accuracy. Apart from being a transparent and explainable label propagation algorithm, the model sheds lights on why community structure emerges and becomes a widely observed, sustainable property in complex networks.

2 RELATED WORK

2.1 Opinion Dynamics and Social Influence

Opinions in a sociological viewpoint capture the cognitive orientation towards issues, events or other subjects, and mathematically represent signed attitudes or certainties of belief. Opinion dynamics is an extensively studied topic about how opinions change in a network setting with social influence from neighbors. One of the first models of opinion dynamics, French-DeGroot model [8, 21], considers a discrete time process of opinion \( \{v_1, v_2, \cdots, v_n\} \) for a group of \( n \) individuals. An edge \((i, j)\) carries a non-negative weight \( w_{ij} \geq 0 \). The opinion of node \( i \) at time \( t + 1 \) is updated by

\[
v_i(t + 1) = \sum_j w_{ij} v_j(t).
\]

The weight matrix \( W = [w_{ij}] \) is taken as a stochastic matrix. The dynamics can be written as \( V(t + 1) = WV(t) \). The continuous-time counterpart is called the Abelson’s model [1] where the dynamics is defined by

\[
\frac{dV(t)}{dt} = -LV(t),
\]

where \( V(t) = (v_1(t), v_2(t), \cdots, v_n(t))^T \) and \( L \) is the Laplacian matrix \( L = I - W \). Opinions following the French-DeGroot model or the Abelson’s model typically converge unless the network is disconnected or there are stubborn nodes (with \( w_{ii} = 1 \)).

The most popular opinion dynamics model is probably the Friedkin-Johnsen model [23]. It takes a stochastic matrix \( W \) as the influence model, and a diagonal matrix \( \Lambda = \text{diag}(\lambda_1, \cdots, \lambda_n) \) where \( \lambda_i \in [0, 1] \) is the susceptibility of individual \( i \) to social influence. The opinions of the individuals are updated by the following process

\[
V(t + 1) = \Lambda WV(t) + (I - \Lambda)u,
\]

where \( u \) is a constant vector of the individuals’ prejudices and is often taken as the initial opinion \( V(0) \). When \( \Lambda = I \) the model turns to French-DeGroot model.
Most of the literature on these two models assume a fixed weight matrix \( W \) and prove asymptotic convergence under favorable assumptions \([24]\). There have been extensions when \( W \) is a time-varying matrix, but \( W(t) \) is still independent of \( V(t) \) (e.g., \([14]\)).

A significant deviation from the above family considers a time-varying matrix \( W \), by incorporating the principle of homophily, that similar individuals interact more than dissimilar ones. This is called the bounded confidence model \([46]\). A few such models (Hegselmann-Krause (HK) model \([28, 39]\), Deffuant and Weisbuch \([19]\)) introduced a fixed range of confidence \( d > 0 \): individual \( i \) is insensitive to opinions that fall outside its confidence set \( I_i = [v_i - d, v_i + d] \), and the opinion \( v_i \) is only updated by the average opinion of those opinions within \( I_i \). In other words, the matrix \( W \) is derived from the set of opinions at time \( t \) and thus co-evolves with the opinions. This model generates situations when the individuals converge to a set of different opinions, and has been extended to the multi-dimensional setting \([28]\).

All models above have only considered the case of positive influence, that the interactions of individuals change their opinions towards each other. It has been argued in both social settings and many physical systems that there is negative or repulsive influence (repulsive interactions in biological systems \([17]\) or collision avoidance in robot swarm formation \([55]\)). Abelson \([2]\) argued that any attempt to persuade a person may sometimes shift his or her opinion away from the persuader’s opinion, called the boomerang effect \([5, 34]\). Bhawalkar et al. \([13]\) presented game-theoretic models of opinion formation in social networks by maximizing agreement with friends weighted by the strength of the relationships. Thus interactions between individuals with similar opinions move their opinions closer; interactions between individuals with opinions that are very different shift their opinions away from each other. Here the edge weights are fixed. Many models have included negative ties but they are still awaiting rigorous analysis \([11, 27, 42, 43, 56]\). The most notable work in this direction is by Altafini \([6, 7]\). The model starts to be similar to Abelson’s model in Equation (1) with a fixed weight matrix \( W \) except that the weights in \( W \) do not need to be non-negative. The system is shown to be Lyapunov stable \([53]\) and studies have focused on the initial conditions of \( W \) for the system to converge to harmony or polarization. The matrix \( W \) is assumed to be either static or, in very recent studies \([31, 52, 53]\), time-varying (but independent of the opinion changes). The negative influence is closely related to signed networks and structural balance theory, which will be discussed next.

2.2 Structural Balance and Signed Networks

Notice that the structural balance theory only describes the equilibrium state and does not provide any model on evolution or dynamics – what happens when a network has unstable triangles? Follow up work proposed a few models, that can be categorized by discrete models or continuous models – depending on whether the appraisal on a social tie takes binary values \( \{+1, -1\} \) or a real number. Antal et al. \([8]\) considered the discrete model where the sign of an edge is flipped if this produces more balanced triangles than unbalanced ones. The balanced graph is clearly a stable state but the dynamics also has many local optimals called jammed states \([8, 45]\). Andreida et al. \([60]\) determine the sign of an edge according to the sign of the other two edges in the triangles to make more triangles balanced. Samin et al. \([10]\) try to remove the minimum edges to make the graph balanced which is NP-hard problem.

In the continuous setting, the influence-based model \([40, 44]\) describes an influence process on a complete graph, in which an individual \( i \) updates her appraisal of individual \( j \) based on what others positively or negatively think of \( j \). In other words, let us use \( w_{ij} \) to describe the type of the social tie between two individuals \( i, j \). \( w_{ij} > 0 \) if \( i, j \) are friends and \( < 0 \) if they feel negative about each other. The absolute value of \( w_{ij} \) describes the magnitude of the appraisal. The update rule says that the update to \( w_{ij} \) will take value

\[
\frac{dw_{ij}}{dt} = \sum_k w_{ik} \cdot w_{kj}. \tag{2}
\]
Specifically, when $w_{ik}$ and $w_{kj}$ have the same sign, the value of $w_{ij}$ is guided to the positive direction; when $w_{ik}$ and $w_{kj}$ have opposite signs, the value of $w_{ij}$ is guided to the negative direction. Both cases try to enforce a balanced triangle on $\{i, j, k\}$. Empirically, it has been observed that for essentially any initial value of $W$, as the matrix where the $(i, j)$ element is $w_{ij}$, the system reached a balanced pattern in finite time. In [44], Marvel et al. proved that for a random initial matrix $W$ the system reaches a balanced matrix in finite time with probability converging to 1 as $n \to \infty$. They also characterized the converged value and its relationship to the initial value.

In a recent paper [16], Cisneros-Velarde et al. considered a pure-influence model, where the self-appraisal (such as $w_{ii}$) is taken out of Equation (2) to be a more faithful interpretation of Heider’s structural balance. They proved that when $W$ is symmetric their continuous-time dynamic model is exactly the gradient flow of an energy function called dissonance [45], defined as

$$-\sum_{[i],[j],[k],(i,j,k) \in E} w_{ij} \cdot w_{jk} \cdot w_{ki}.$$ Dissonance characterizes the degree of violation to Heider’s structural balance axioms in the current network. The global minimum of this energy function corresponds to signed networks that satisfy structural balance in the case of real-values appraisals. When the initial matrix $W$ is symmetric the authors also provided characterizations of the critical points of the dissonance function (aka the equilibrium states of the dynamic model).

The discussions of opinion dynamics and dynamics with structural balance, so far, have focused on node opinion changes or link appraisal changes, separately. There is little work on combining both dynamics into a co-evolving model, which is the focus of this paper.

### 3 CO-EVOLUTION MODEL

Suppose there are $n$ individuals, each one with its own opinion $v_i \in \mathbb{R}$. Define the opinion vector $V = (v_1, v_2, \ldots, v_n)^T \in \mathbb{R}^n$. The influence model among the $n$ individuals is characterized as an $n \times n$ matrix $W = [w_{ij}]$ with entries taking real values. A positive value of $w_{ij}$ indicates a positive social influence between $i, j$, where the opinions under the influence become similar. A negative value of $w_{ij}$ means a negative influence and their opinions under influence become dissimilar. In our theoretical study, we consider the case of a complete graph. The evolution model that we introduce works for any network. In our simulations we also evaluate networks and opinion co-evolution on a general graph.

Both the opinions of individuals and the influence matrix are dynamically evolving. Assume that the initial opinion vector is $V(0)$ and the initial influence matrix is $W(0)$. In this paper we assume the initial weight matrix $W(0)$ is symmetric, i.e., $w_{ij}(0) = w_{ji}(0)$, $\forall i, j$. Define the opinion vector and influence matrix at time $t$, in a discrete-time model, as $V(t)$ and $W(t)$ respectively. We propose the dynamic system governing the evolution of the relationship over integer time:

$$\begin{cases} V(t+1) = V(t) + W(t)V(t) \\ W(t+1) = W(t) + V(t)V(t)^T. \end{cases}$$

In the first equation, the opinion of an individual $i$ is shifted by the weighted sum of its neighbors’ opinions, with coefficients in the influence matrix $W$. In the second equation, the appraisal value $w_{ij}$ between two individuals $i, j$ is updated by the differences of opinions $v_i, v_j$. If $v_i, v_j$ generally agree (with a positive dot product), $w_{ij}$ moves in the positive direction; otherwise moves in the negative direction.
In a continuous-time model, the dynamics are driven by the following ODE:

\[
\begin{align*}
V' &= WV \\
W' &= VV^T.
\end{align*}
\]  

(4)

where \(V'\) and \(W'\) is the coordinate-wise time derivative of \(V\) and \(W\).

From this point on, we focus on solving the continuous time model. First we present a couple of basic properties of Equation (4). This means we can focus on solving the system defined by Equation (4) without losing generality. The detailed proof is provided in Appendix A.

**Lemma 3.1.**

1. If \([V(t), W(t)]\) solves Equation (4) and \(U\) is an orthogonal matrix, then \([U^TV, U^TWU]\) solves the same Equation (4) with initial condition \(U^TV(0)\) and \(U^TW(0)U\). In particular, \(W(0)\) is symmetric if and only if \(U^TW(0)U\) is.
2. If \(W(0)\) is symmetric, then \(W(t)\) remains symmetric for all \(t\).
3. If \(a, b > 0\) are positive constants, then the equation

\[
\begin{align*}
V_1' &= aW_1V_1 \\
W_1' &= bV_1V_1^T
\end{align*}
\]

(5)

can be reduced to Equation (4) by taking \(V = \sqrt{ab}V_1\) and \(W = aW_1\).

The main objective of this paper is to analyze how this system evolves. In particular, we care about system evolution to reach sign stability for \(w_{ij}, \forall i, j\), and \(v_i, \forall i\), as well as structural balance –

\[\lim_{t \to T} w_{ij}w_{jk}w_{ki} \geq 0,\]

for all indices \(i, j, k\) where \([0, T]\) is the maximum interval on which the solution \(W(t)\) exists. Notice that in the classical structural balance theory, the two types of stable triangles – with edge signs as either all positive (+1) or have two negative (−1) and one positive – satisfy this property.

The evolution of \(W(t)\) and \(V(t)\) is described in the following two lemmas.

**Lemma 3.2.** With the co-evolution model as in Equation (4), the dynamics of matrix \(W\) follows the following Matrix Riccati Type Equation

\[W' = WW^T + C,\]

where \(C = V(0)V(0)^T - W(0)W(0)^T\) is a symmetric constant \(n \times n\) matrix. If \(W(0)\) is symmetric, then \(W(t)\) satisfies the Riccati equation

\[W' = W^2 + C.\]

(5)

**Proof.** We look at \(W''\):

\[W'' = (W')' = (VV^T)' = V'V^T + V(V')^T = WVW^T + V(WV)^T = WVV^T + VV^TW^T = WW^T + W'W^T = W(W')' + W'W^T = (WW^T)'\]

In the second last step, we use the equation \(W' = (W^T)'\). This is because \(W'(t) = V(t)V(t)^T\) is always symmetric. Thus, \(W' = WW^T + C\), where \(C\) is a constant matrix \(C = W'(0) - W(0)W(0)^T = V(0)V(0)^T - W(0)W(0)^T\). Notice that \(C\) is always symmetric.

If \(W(0)\) is symmetric, then \(W(t)\) is always symmetric (by Lemma 3.1 (2)) and \(WW^T = W^2. \)

Remark that matrix \(C\) in our setting is a special symmetric matrix. Specifically, \(C + W(0)W(0)^T = V(0)V(0)^T\) has rank one. This property turns out to be useful for characterization of the system behavior.
LEMMA 3.3. The evolution of $V(t)$ satisfies

$$V''(t) = 2|V|^2 \cdot V - C \cdot V$$

(6)

PROOF. Here, we use $W^2 = W' - C$ (Equation (5)), $W' = VV^T$ and $V' = WV$.

$$V'' = (V')' = (WW')' = W''V + WVV' = VV^TV + WWV = |V|^2V + W^2V = |V|^2V + (W' - C)V$$

$$= |V|^2V + (VV^T - C)V = 2|V|^2V - CV.$$ 

\[ \square \]

4 ANALYSIS OF THE OPINION AND SOCIAL TIE EVOLUTION

Our analysis has two parts. First we focus on the opinion evolution model (Equation (6)). Here we provide analysis of the asymptotic behavior for $V(t)$. Then we study the social tie evolution (Equation (5)) for $W(t)$. By solving Riccati equation explicitly for $W(t)$ we are able to provide more detailed characterization of the evolving behavior.

4.1 Analysis of Opinion Evolution

By analyzing the opinion evolution (Equation (6)), our main result is the following.

**Theorem 4.1.** Let $[0, T)$ be the maximum interval of existence for the solution $(V(t), W(t))$ of the differential equation in Equation (4). For generic initial values $V(0)$ and $W(0)$, either

1. structural balance condition $\lim_{t \to T} w_{ij} w_{jk} w_{ki} > 0, \forall i, j, k$ holds, or
2. $T = +\infty$, $\lim_{t \to \infty} \|V(t)\| = 0$ and $\lim_{t \to \infty} V'(t) = 0$.

Furthermore, in the first case, the normalized opinion vector $\frac{V(t)}{|V(t)|}$ converges, i.e., $\lim_{t \to T} \frac{V(t)}{|V(t)|}$ exists.

The theorem says that structural balance is always achieved, unless the opinions converge to a zero vector, in which case the entire network becomes neutral. We can consider the second case as a boundary case of structural balance.

The rest of the subsection will focus on proving this theorem. An important observation is that the norm of $V$, $|V(t)|^2$, is a convex function. The detailed proof is in Appendix B.

**Lemma 4.2.** The length function $\varphi(t) := V^TV = |V(t)|^2$ is strictly convex and $\varphi''(t) > 0$ unless $V(t) \equiv 0$.

Now, let us understand Equation (6) using coordinates. Since the matrix $C$ is symmetric, by the orthogonal diagonalization theorem, there exists an orthogonal matrix

$$U = [\beta_1, \ldots, \beta_n] = [u_{ij}]_{n \times n}$$

such that $C \beta_i = a_i \beta_i, i = 1, 2, \ldots, n$, where $a_1, \ldots, a_n$ are eigenvalues of $C$. By our assumption that $C = V(0)V(0)^T - W(0)W(0)^T$, the eigenvalues $a_1, \ldots, a_n$ are non-positive except for one. So we may assume $a_1 \geq 0$ and $a_2, \ldots, a_n \leq 0$. Because $\beta_1, \ldots, \beta_n$ form an orthonormal basis of $\mathbb{R}^n$, we can write

$$V(t) = \sum_{i=1}^{n} \lambda_i(t) \beta_i = U \lambda, \text{ where } \lambda = [\lambda_1, \ldots, \lambda_n]^T.$$ 

This implies that $V'(t) = \sum_{i=1}^{n} \lambda'_i(t) \beta_i, V''(t) = \sum_{i=1}^{n} \lambda''_i(t) \beta_i, |V(t)|^2 = \sum_{j=1}^{n} \lambda_j^2(t)$ and $C \cdot V = \sum_{i=1}^{n} a_i \lambda_i \beta_i$.

Therefore, Equation (6) becomes

$$\sum_{i=1}^{n} \lambda''_i(t) \cdot \beta_i = \sum_{i=1}^{n} (2(\sum_{k=1}^{n} \lambda_k^2) - a_i)\lambda_i \cdot \beta_i.$$
Since $\beta_1, \ldots, \beta_n$ are independent, we obtain the system of ODE with $\lambda = [\lambda_1, \ldots, \lambda_n]^T$ in the form
\[
\lambda'_i(t) = (2 \sum_{k=1}^{n} \lambda_k^2 - a_i) \lambda_i(t), \quad i = 1, 2, \ldots, n.
\]

Denote $W = [w_{ij}(t)]$. Then $W' = V \cdot V^T$ implies
\[
W' = U \cdot \lambda \cdot \lambda^T \cdot U^T.
\]
Therefore, $w'_{ij}(t) = \sum_{k,l=1}^{n} u_{ik} u_{jl} \lambda_k \lambda_l$ and $w_{ij}(t) = \sum_{k,l=1}^{n} (\int_{0}^{t} \lambda_k(s) \cdot \lambda_l(s) ds) u_{ik} u_{jl} + w_{ij}(0)$.

Our next goal is to show the following proposition,

**Proposition 4.3.** If $T < +\infty$ or if $T = +\infty$ and $\lim_{t \to T} |V(t)| = L > 0$, then there exists one term $\psi_{hh}$ among $\psi_{kl}(t) = \int_{0}^{t} \lambda_k(s) \lambda_l(s) ds$ which has the maximum growth rate as $t \to T$ and $\lim_{t \to T} \psi_{hh}(t) = +\infty$.

Assuming the proposition 4.3, Theorem 4.1 follows. Indeed, the leading term in $w_{ij}(t)$ is $u_{ih} u_{jh} \psi_{hh}$ as $t \to T$. Therefore the sign of $w_{ij}$ is the same as the sign of $u_{ih} u_{jh} \psi_{hh}$. The leading term of $w_{ij} w_{jk} w_{ki}$ as $t \to T$ is
\[
u_{ih}^2 u_{jh}^2 u_{kh}^2 \psi_{hh}^2 \geq 0.
\]
This shows that structural balance occurs eventually for generic initial values. Here the generic condition is used to ensure that all entries $u_{ij}$ of the orthogonal matrix $[u_{ij}]$ are not zero and $\psi_{hh}$ is the unique term with the maximum growth rate. Finally, if $T = \infty$ and $\lim_{t \to \infty} |V(t)| = 0$, then by Corollary B.1, $\lim_{t \to \infty} V'(t) = 0$.

The proof for proposition 4.3 is fairly technical and can be found in Appendix B.

### 4.2 Analysis of Social Tie Evolution

The analysis on the evolution of $V$ in the previous section shows convergence. To further understand the community formed at the limit of convergence, we need to study the evolution of $W$. The following theorem explains the reason behind the appearance of structure balance when at least one eigenvalue of $W(t)$ tends to infinity. This was proved in [45]. We include the statement here and the proof in Appendix C.1 for completeness.

**Theorem 4.4 ([45]).** Suppose $W(t), t \in [0, T)$, is a continuous family of symmetric matrices such that

1. $W(t)$ has a unique largest eigenvalue, denoted by $\beta_1(t)$, which tends to infinity as $t \to T$,
2. all eigenvectors of $W(t)$ are time independent, and
3. all components of the $\beta_1(t)$ eigenvector are not zero.

Then
\[
w_{ij} w_{jk} w_{ki} > 0, \quad \forall i, j, k, i \neq j, j \neq k, i \neq k,
\]
for all time $t$ close to $T$, i.e., the structural balance of the whole graph is satisfied.

If (2) does not hold, we have
\[
w_{ij} w_{jk} w_{ki} \geq 0, \quad \forall i, j, k, i \neq j, j \neq k, i \neq k.
\]

Furthermore, the two antagonistic communities are given by $U^+ = \{i \in V | u_i > 0\}$ and $U^- = \{i \in V | u_i < 0\}$ where $u = [u_1, \ldots, u_n]^T$ is a $\beta_1(t)$ eigenvector. All edges connecting vertices within the same community are positive while edges connecting two vertices in different communities are negative. When one of $U^+, U^-$ is empty, the network has only one community.

The model in [45] is the Riccati equation $W' = W^2$, whose solution is $W(t) = W(0)(1 - W(0)t)^{-1}$. As a consequence, Marvel et. al. [45] showed that structure balance occurs in the Riccati equation $W' = W^2$ for generic initial parameter $W(0)$ with a positive eigenvalue at finite time. Our model strictly generalizes the
previous model and consider how the initial opinions may influence the system evolution. In the following we show how to solve the general Riccati equation and also when an eigenvalue goes to infinity.

With most of the details in the Appendix, we carry out rigorous analysis of the general form of the matrix Riccati equation as stated below.

\[
\begin{align*}
W' &= W^2 + C \\
W(0) &= B.
\end{align*}
\]  \tag{8}

For general matrices \(B, C\) we can solve for \(W(t)\) as shown in the following theorem. The proof details can be found in Appendix C.2.

**Theorem 4.5.** The solution \(W(t)\) is given by the explicit formula that \(W(t) = -Z(t) \cdot Y(t)^{-1}\), where

\[
\begin{align*}
Y(t) &= \sum_{n=0}^{\infty} \frac{(-1)^n t^{2n} C^n}{(2n)!} + \sum_{n=0}^{\infty} \frac{(-1)^{n+1} t^{2n+1} C^n B}{(2n+1)!} \\
Z(t) &= \sum_{n=0}^{\infty} \frac{(-1)^n t^{2n} C^n B}{(2n)!} + \sum_{n=0}^{\infty} \frac{(-1)^{n+1} t^{2n+1} C^{n+1}}{(2n+1)!}.
\end{align*}
\]  \tag{9}

In our co-evolution model, \(B = W(0)\) is assumed to be symmetric. Thus \(C\) is also symmetric. This allows us to simplify the solution further, as shown in Appendix C.3. Then we analyze a special case when \(BC = CB\). In this case we can characterize the conditions when structural balance is guaranteed to occur, with details in Appendix C.1, C.4, and C.5. Specifically, using a basic fact that two commuting symmetric matrices can be simultaneously orthogonally diagonalized [32], we can get the following theorem where the conditions of the eigenvalues of \(B, C\) for structural balance are characterized:

**Theorem 4.6.** Suppose \(W(t)\) solves the Riccati equation \(W' = W^2 + C, W(0) = B\) where \(B, C\) are symmetric with \(BC = CB\). Then eigenvalues of \(W(t)\) converge to elements in \((-\infty, \infty)\) as \(t \to T\); meanwhile there is sign stability, i.e., \(\lim_{t \to T} w_{ij}(t) \in [-\infty, \infty]\) exists for all \(i, j\). If \(U\) is an orthogonal matrix such that

\[
\begin{align*}
U^T C U &= \text{diag}(a_1, \ldots, a_k, -d_1, \ldots, -d_k, 0, \ldots, 0) \\
U^T B U &= \text{diag}(\lambda_1, \ldots, \lambda_k, \mu_1, \ldots, \mu_l, \delta_1, \ldots, \delta_h),
\end{align*}
\]

where \(a_i, d_j > 0\), then \(W(t)\) is given by the following explicit function,

\[
W(t) = U \cdot \text{diag} \left(\begin{array}{c}
\frac{a_1 \sin(a_1 t) + \cos(a_1 t) \lambda_1}{\cos(a_1 t) - \frac{1}{a_1} \sin(a_1 t) \lambda_1}, \\
& \cdots \\
\frac{a_k \sin(a_k t) + \cos(a_k t) \lambda_k}{\cos(a_k t) - \frac{1}{a_k} \sin(a_k t) \lambda_k}, \\
& \cdots \\
\frac{-d_1 \sinh(d_1 t) - \cosh(d_1 t) \mu_1}{\cosh(d_1 t) - \frac{1}{d_1} \sinh(d_1 t) \mu_1}, \\
& \cdots \\
\frac{-d_l \sinh(d_l t) - \cosh(d_l t) \mu_l}{\cosh(d_l t) - \frac{1}{d_l} \sinh(d_l t) \mu_l}, \\
& \cdots \\
\frac{\delta_1}{1 - t \delta_1}, \\
& \cdots \\
\frac{\delta_h}{1 - t \delta_h}\end{array}\right) \cdot U^T.
\]  \tag{11}

Further, structural balance

\[
\lim_{t \to T} w_{ij} w_{jk} w_{ki} \geq 0
\]

occurs in the finite time for \(W(t)\) if \(W(t)\) has an unique largest eigenvalue and one of the following conditions holds:

1. There exists some \(\delta_i > 0\),
2. There exists some \(a_i > 0\),
3. There exists some \(\mu_i > d_i\).
In our co-evolution model, $BC = CB$ happens when $V(0)$ is a eigenvector of $W(0)$, an interesting initial condition. To see that, recall $B = W(0), C = V(0)V(0)^T - W(0)W(0)^T$, and $W(0) = W(0)^T$. To check if $BC = CB$, we just need to check if $W(0)V(0)V(0)^T = V(0)V(0)^TW(0)$ and apply the following Lemma (Proof in Section C.5).

**Lemma 4.7.** Suppose $A$ is a symmetric matrix and $v$ is a non-zero column vector. Then $Av = \alpha v$, i.e., $v$ is an eigenvector of $A$.

Further, the equation in our co-evolution model, i.e., Equation (5), satisfies $C + B^2 = V(0)V(0)^T$. Notice that the right-hand side $V(0)V(0)^T$ is an $n \times n$ matrix with rank one. This property actually ensures that the conditions characterized in Theorem 4.6 are met and thus structural balance is guaranteed. At the same time, the convergence rate is $O(\frac{1}{\|T\|})$, which is proved by Lemma C.2 in Appendix C.4.

**Corollary 4.8.** For Equation (4), if $V(0) \neq 0$ is an eigenvector of $W(0)$, then $V(t)$ remains to be an eigenvector of $W(t)$ for all $t$ and structural balance must occur in finite time for $W(t)$.

If $V(0) = 0$, the system stays at the fixed point with $V$ remaining zero and the weight matrix unchanged.

The case when $V(0)$ is an eigenvector of $W(0)$ includes a few interesting cases in practice. When $W(0) = 0$ or $W(0) = I$, this models a group of individuals that start as complete strangers with uniform self-appraisals. Their non-homogeneous initial opinions $V(0)$ may drive the network to be segmented over time. Finally the fact that $V(t)$ remains an eigenvector of $W(t)$ for all $t$ follows from Equation (18) in Appendix C.

We conjecture that even in the general case (when $V(0)$ is not necessarily an eigenvector of $W(0)$) the limit vector $\lim_{t \to \infty} V(t)/|V(t)|$ is an eigenvector of the limit tie relation matrix $\lim_{t \to \infty} W(t)/|V(t)|$. This is supported by our numerical evidences and Corollary B.5 which says that $\lim_{t \to \infty} V(t)/|V(t)|$ is an eigenvector of $\lim_{t \to \infty} W(t)/|V(t)|$.

5 SIMULATIONS

In this section, we provide simulation results to accompany our theoretical analysis of the co-evolution model. We also present simulation results on general graphs and real world data sets to understand the behavior of network evolution.

Here is a brief summary of observations from simulations. The details can be found in the Appendix.

- Except a few carefully crafted cases\(^1\) that make the opinion vector to be zero, strict structural balance is always reached, regardless of whether the graph is complete or general, whether $B, C$ commute or not, or whether $W(0)$ is symmetric or as a general matrix. An example is shown in Figure 2.
- In general, we observed through simulations that the number of iterations to convergence is inversely proportional to the magnitude of initial opinions and the edge density in the graph.
- In two real world data sets (the Karate club and a political blog data set), a few initially planted polarized opinions can successfully predict the ground truth community structure with high accuracy. See Figure 3.

6 CONCLUSION AND FUTURE WORK

In this paper, we have provided a co-evolution model for both opinion dynamics and appraisal dynamics. We provided solutions to the system and rigorously characterized how the stable states depend on the initial parameters.

\(^1\)For example, if $W(0) = B = \text{diag}(-\frac{1}{a}, -\frac{1}{a}, \ldots, -\frac{1}{a})$ and we use the dynamic update rule $v_i(1) = v_i(0) + a \cdot w_{ii}(0)v_i(0) = 0$, for all $1 \leq i \leq n$. After one iteration, all node opinions become 0. After that, the opinions and weights do not change anymore.
There are a few follow-up problems that remain open, for example, when the social ties are directional/asymmetric, when the network is not a complete graph, and when each agent has an $m$-dimensional opinion vector. We include some discussion and conjectures on these cases in Appendix C.6 and consider this as interesting future work.

Fig. 2. The weight matrix in evolution. The $x$ and $y$ axis show vertex indices. The cell at $(i, j)$ represents the edge weight between node $i$ and node $j$ with color showing edge weight. The first plot is the initial edge weights, which are assigned random values. The second plot shows the weight matrix after 15 iterations. Patterns start to show up with two diagonal blocks showing positive values and the off-diagonal blocks with negative values. The last plots is the weight matrix at convergence where the first 6 nodes are in one community and the other nodes are in a different community. Edges within communities have positive weights and edges between communities have negative weights.
Fig. 3. Community detection in two real-world data sets. The color of vertices represents their ground truth opinions. Initially, only a small number of seeds are assigned their true opinions and other nodes start with initial opinions of 0. All edges start with a small positive weight. As the network converges, the edges with negative weights are removed. The communities discovered as shown in the right column faithfully reflect the ground truth. In the first experiment (a, b), the node #0 and the node #33 are assigned opposite initial opinions. It nearly predicts the same division as in the ground truth except for two nodes #8 and #19 which are somewhat ambiguous. In the second experiment (c, d), 20% random nodes are assigned initial opinions according to the ground truth. The prediction achieves an average accuracy of 97.21% compared with the ground truth.

REFERENCES

[1] R. Abelson. 1964. Mathematical models of the distribution of attitudes under controversy. Contributions to Mathematical Psychology (1964).
[2] Robert P Abelson. 1967. Mathematical models in social psychology. In Advances in experimental social psychology. Vol. 3. Elsevier, 1–54.
[3] H Aboukandil, G Freiling, V Ionescu, G Jank, et al. 2003. Matrix Riccati equations in control and systems theory. IEEE Trans Automat Contr 49, 10 (2003), 2094–2095.
[4] Lada A Adamic and Natalie Glance. 2005. The political blogosphere and the 2004 US election: divided they blog. In Proceedings of the 3rd international workshop on Link discovery. 36–43.
[5] Armen E Allahverdyan and Aram Galstyan. 2014. Opinion dynamics with confirmation bias. PLoS One 9, 7 (July 2014).
[6] Claudio Altafini. 2012. Dynamics of opinion forming in structurally balanced social networks. PLoS One 7, 6 (June 2012).
[7] C Altafini. 2013. Consensus Problems on Networks With Antagonistic Interactions. IEEE Trans. Automat. Contr. 58, 4 (April 2013), 935–946.
[8] T Antal, P L Krapivsky, and S Redner. 2005. Dynamics of social balance on networks. Phys. Rev. E Stat. Nonlin. Soft Matter Phys. 72, 3 Pt 2 (Sept. 2005), 036121.
[9] Howard Anton and Chris Rorres. 2013. *Elementary linear algebra: applications version*. John Wiley & Sons.
[10] Samin Aref, Andrew J Mason, and Mark C Wilson. 2020. A modeling and computational study of the frustration index in signed networks. *Networks* 75, 1 (2020), 95–110.
[11] Delia Baldassarri and Peter Bearman. 2007. Dynamics of Political Polarization. *Am. Sociol. Rev.* 72, 5 (Oct. 2007), 784–811.
[12] Smriti Bhagat, Graham Cormode, and S Muthukrishnan. 2011. Node Classification in Social Networks. In *Social Network Data Analytics*, Charu C Aggarwal (Ed.). Springer US, Boston, MA, 115–148.
[13] Kshipra Bhawalkar, Sreenivas Gollapudi, and Kamesh Munagala. 2013. Coevolutionary opinion formation games. In *Proceedings of the forty-fifth annual ACM symposium on Theory of computing*, 41–50.
[14] V D Blondel, J M Hendrickx, A Olshevsky, and J N Tsitsiklis. 2005. Convergence in Multiagent Coordination, Consensus, and Flocking. In *Proceedings of the 44th IEEE Conference on Decision and Control*, 2996–3000.
[15] Haotian Wang, Feng Luo, and Jie Gao. 2015. Structural balance: a generalization of Heider’s theory. *Psychol. Rev.* 63, 5 (Sept. 1956), 277–293.
[16] Pedro Cisneros-Velarde, Noah E. Friedkin, Anton V. Proskurnikov, and Francesco Bullo. 2019. Structural Balance via Gradient Flows over Signed Graphs. arXiv:1909.11281
[17] Katharine Z Coyte, Jonas Schluter, and Kevin R Foster. 2015. The ecology of the microbiome: Networks, competition, and stability. *Science* 350, 6261 (Nov. 2015), 663–666.
[18] James A Davis. 1967. Clustering and structural balance in graphs. *Human relations* 20, 2 (1967), 181–187.
[19] Guillaume Deffuant, David Neau, Frederic Amblard, and Gérard Weisbuch. 2000. Mixing beliefs among interacting agents. *Adv. Complex Syst.* 03, 01n04 (Jan. 2000), 87–98.
[20] Howard Whitley Eves. 1980. *Elementary matrix theory*. Courier Corporation.
[21] J R French, Jr. 1956. A formal theory of social power. *Psychol. Rev.* 63, 3 (May 1956), 181–194.
[22] N E Friedkin. 2015. The Problem of Social Control and Coordination of Complex Systems in Sociology: A Look at the Community Cleavage Problem. *IEEE Control Syst. Mag.* 35, 3 (June 2015), 40–51.
[23] Noah E Friedkin and Eugene C Johnsen. 1990. Social influence and opinions. *J. Math. Sociol.* 15, 3-4 (Jan. 1990), 193–206.
[24] Noah E Friedkin and Eugene C Johnsen. 2011. *Social Influence Network Theory: A Sociological Examination of Small Group Dynamics*. Cambridge University Press.
[25] Roger Guimerà, Marta Sales-Pardo, and Luis A Nunes Amaral. 2004. Modularity from fluctuations in random graphs and complex networks. *Phys. Rev. E Stat. Nonlin. Soft Matter Phys.* 70, 2 Pt 2 (Aug. 2004).
[26] M B Hastings. 2006. Community detection as an inference problem. *Phys. Rev. E* 74, 3 (Sept. 2006).
[27] Xiaochen He, Haifeng Du, Meng Cai, and Marcus W Feldman. 2018. The evolution of cooperation in signed networks under the impact of structural balance. *PloS one* 13, 10 (2018), e0205084.
[28] Rainer Hegselmann, Ulrich Krause, and Others. 2002. Opinion dynamics and bounded confidence models, analysis, and simulation. *Journal of artificial societies and social simulation* 5, 3 (2002).
[29] F Heider. 1946. Attitudes and cognitive organization. *J. Psychol.* 21 (Jan. 1946), 107–112.
[30] Fritz Heider. 1982. *The Psychology of Interpersonal Relations*. Psychology Press.
[31] Julien M Hendrickx. 2014. A lifting approach to models of opinion dynamics with antagonisms. *Linear Algebra and its Applications* 469 (2015), 1–16.
[32] Kenneth Hoffman and Ray Alden Kunze. 1971. *Linear Algebra 2nd Ed*. Prentice-Hall Of India Pvt. Limited.
[33] Petter Holme and Mark EJ Newman. 2006. Nonequilibrium phase transition in the coevolution of networks and opinions. *Physical Review E* 74, 5 (2006), 056108.
[34] C I Hovland, I L Janis, and H H Kelley. 1953. Communication and persuasion. (1953).
[35] Nicholas A John and Shira Dvir-Gvirsman. 2015. "I Don’t Like You Any More": Facebook Unfriending by Israelis During the Israel–Gaza Conflict of 2014. *J. Commun.* 65, 6 (1 Dec. 2015), 953–974.
[36] Ehsan Jokar and Mohammad Mosleh. 2019. Community detection in social networks based on improved Label Propagation Algorithm and balanced link density. *Phys. Lett. A* 383, 8 (Feb. 2019), 718–727.
[37] Brian Karrer and M E J Newman. 2011. Stochastic blockmodels and community structure in networks. *Phys. Rev. E Stat. Nonlin. Soft Matter Phys.* 83, 1 Pt 2 (Jan. 2011).
[38] Funda Kivran-Swaine, Priya Govindan, and Mor Naaman. 2011. The impact of network structure on breaking ties in online social networks: unfollowing on twitter. In *Proceedings of the SIGCHI conference on human factors in computing systems*. ACM, 1101–1104.
[39] Ulrich Krause and Others. 2000. A discrete nonlinear and non-autonomous model of consensus formation. *Communications in difference equations* 2000 (2000), 227–236.
[40] Krzysztof Kulakowski, Przemysław Gawroński, and Piotr Gronek. 2005. The Heider Balance: A Continuous Approach. *Int. J. Mod. Phys. C* 16, 05 (May 2005), 707–716.
[41] Takasumi Kurahashi-Nakamura, Michael Mäs, and Jan Lorenz. 2016. Robust clustering in generalized bounded confidence models. *J. Artif. Soc. Soc. Simul.* 19, 4 (Oct. 2016).

[42] Michael W Macy, James A Kitts, Andreas Flache, and Steve Benard. 2003. Polarization in dynamic networks: A Hopfield model of emergent structure. (2003).

[43] Noah P Mark. 2003. *Culture and Competition: Homophily and Distancing Explanations for Cultural Niches*. *Am. Sociol. Rev.* 68, 3 (2003), 319–345.

[44] Seth A Marvel, Robert D Kleinberg, and Steven H Strogatz. 2011. Continuous-time model of structural balance. *Proc. Natl. Acad. Sci. U. S. A.* 108, 5 (Feb. 2011), 1771–1776.

[45] Seth A. Marvel, Steven H. Strogatz, and Jon M. Kleinberg. 2009. Energy Landscape of Social Balance. *Phys. Rev. Lett.* 103 (Nov 2009), 4 pages. Issue 19.

[46] Michael Mäs, Andreas Flache, and Dirk Helbing. 2010. Individualization as driving force of clustering phenomena in humans. *PLoS Comput. Biol.* 6, 10 (Oct. 2010).

[47] M. E. J. Newman. 2004. Finding community structure in networks. *Eur. Phys. J. B* 38, 2 (March 2004), 321–330.

[48] M. E. J. Newman. 2004. Fast algorithm for detecting community structure in networks. *Phys. Rev. E Stat. Nonlin. Soft Matter Phys.* 69, 6 Pt 2 (June 2004).

[49] M. E. J. Newman. 2006. Finding community structure in networks using the eigenvectors of matrices. *Phys. Rev. E* 74, 3 (Sept. 2006).

[50] M. E. J. Newman and M. Girvan. 2004. Finding and evaluating community structure in networks. *Phys. Rev. E Stat. Nonlin. Soft Matter Phys.* 69, 2 Pt 2 (Feb. 2004).

[51] Ferran Parés, Dario García-Gasulla, Armand Vilalta, Jonatan Moreno, Eduard Ayguadé, Jesús Labarta, Ulises Cortés, and Toyotaro Suzumura. 2017. Fluid Communities: A Competitive and Highly Scalable Community Detection Algorithm. (March 2017). arXiv:1703.09307 [cs.DS]

[52] Anton V Proskurnikov and Ming Cao. 2017. Differential inequalities in multi-agent coordination and opinion dynamics modeling. *Automatica* 85 (Nov. 2017), 202–210.

[53] A V Proskurnikov, A S Matveev, and M Cao. 2016. Opinion Dynamics in Social Networks With Hostile Camps: Consensus vs. Polarization. *IEEE Trans. Automat. Contr.* 61, 6 (June 2016), 1524–1536.

[54] W. Reid. 1972. *Mathematics in Science and Engineering 86. New York: Academic* (1972).

[55] Pawel Romanczuk and Lutz Schimansky-Geier. 2012. Swarming and pattern formation due to selective attraction and repulsion. *Interface Focus* 2, 6 (2012), 746–756.

[56] Laurent Salzarulo. 2006. A continuous opinion dynamics model based on the principle of meta-contrast. *Journal of Artificial Societies and Social Simulation* 9, 1 (2006).

[57] Thomas C Schelling. 1971. Dynamic models of segregation. *J. Math. Sociol.* 1, 2 (July 1971), 143–186.

[58] C Sibona. 2014. Unfriending on Facebook: Context Collapse and Unfriending Behaviors. In *2014 47th Hawaii International Conference on System Sciences*. ieeexplore.ieee.org, 1676–1685.

[59] Jiliang Tang, Charu Aggarwal, and Huan Liu. 2016. Node Classification in Signed Social Networks. In *Proceedings of the 2016 SIAM International Conference on Data Mining (SDM)*. Society for Industrial and Applied Mathematics, 54–62.

[60] Andreia Sofia Teixeira, Francisco C Santos, and Alexandre P Francisco. 2017. Emergence of social balance in signed networks. In *International Workshop on Complex Networks*. Springer, 185–192.

[61] Ulrike von Luxburg. 2007. A tutorial on spectral clustering. *Stat. Comput.* 17, 4 (Dec. 2007), 395–416.

[62] Wolfgang Walter. 1998. *Ordinary Differential Equations*. Springer.

[63] Duncan J Watts and Steven H Strogatz. 1998. Collective dynamics of ‘small-world’ networks. *Nature* 393, 6684 (1998), 440–442.

[64] Jierui Xie, Mingming Chen, and Boleslaw K Szymanski. 2013. LabelRankT: incremental community detection in dynamic networks via label propagation. In *Proceedings of the Workshop on Dynamic Networks Management and Mining* (New York, New York) (DyNetMM ’13). Association for Computing Machinery, New York, NY, USA, 25–32.

[65] Bo Xu, Yun Huang, Haewoon Kwak, and Noshir Contractor. 2013. Structures of Broken Ties: Exploring Unfollow Behavior on Twitter. In *Proceedings of the 2013 Conference on Computer Supported Cooperative Work* (San Antonio, Texas, USA) (CSCW ’13). ACM, New York, NY, USA, 871–876. https://doi.org/10.1145/2441776.2441875

[66] Zhao Yang, René Algesheimer, and Claudio J Tessone. 2016. A Comparative Analysis of Community Detection Algorithms on Artificial Networks. *Sci. Rep.* 6 (Aug. 2016).

[67] Wayne W Zachary. 1977. An information flow model for conflict and fission in small groups. *Journal of anthropological research* 33, 4 (1977), 452–473.

[68] Pan Zhang and Cristopher Moore. 2014. Scalable detection of statistically significant communities and hierarchies, using message passing for modularity. *Proceedings of the National Academy of Sciences* 111, 51 (Dec. 2014), 18144–18149.
A MODEL

Lemma 3.1.
(1) If \([V(t), W(t)]\) solves Equation (4) and \(U\) is an orthogonal matrix, then \([U^T V, U^T W U]\) solves the same Equation (4) with initial condition \(U^T V(0)\) and \(U^T W(0) U\). In particular, \(W(0)\) is symmetric if and only if \(U^T W(0) U\) is.
(2) If \(W(0)\) is symmetric, then \(W(t)\) remains symmetric for all \(t\).
(3) If \(a, b > 0\) are positive constants, then the equation
\[
\begin{align*}
V' &= aW_1V_1 \\
W_1' &= bV_1V_1^T
\end{align*}
\]
can be reduced to Equation (4) by taking \(V = \sqrt{a b} V_1\) and \(W = a W_1\).

Proof. Part (1) follows from standard computation and that \(UU^T = U^TU = I\) for an orthogonal matrix \(U\). Also, a matrix \(A\) is symmetric if and only if \(U^T AU\) is symmetric.

For part (2), note that the equation \(W' = VV^T\) implies that \(W'(t)\) is always symmetric, i.e., \(W'(t) = W'(t)^T\). Now if \(W(0)\) is symmetric, then \(W(t)\) and \(W^T(t)\) are solutions of the same differential equation \(W'(t) = W'(t)^T\) with the same initial value. By the uniqueness theorem of the solution of ordinary differential equation, \(W(t) = W^T(t)\).

Part (3) follows by rewriting Equation (3) as
\[
\begin{align*}
(aW_1) &= r_1V_1 \\
(bW_1) &= r_2V_1
\end{align*}
\]
Take \(V = \sqrt{a b} V_1\) and \(W = a W_1\). This becomes Equation (4).

B EVOLUTION OF OPINION DYNAMICS

Lemma 4.2. The length function \(\varphi(t) := V^T V = |V(t)|^2\) is strictly convex and \(\varphi''(t) > 0\) unless \(V(t) \equiv 0\).

Proof. Recall that \(\varphi(t) = |V(t)|^2\).
\[
\varphi'(t) = (V')^T V + V^T V' = (WV)^T V + V^T W W V = 2V^T W V.
\]
Therefore,
\[
\varphi''(t) = 2((V')^T W V + V^T W V' + V^T W V') = 2((WV)^T W V + V^T V V^T V + V^T W W V) = 2(|WV|^2 + |V|^4 + V^T W W V) = 2(2|WV|^2 + |V|^4) = 2(2|V'|^2 + |V|^4) \geq 0
\]
(12)
Now if \(\varphi''(t_0) = 0\), then \(V'(t_0) = V(t_0) = 0\) by Equation (12). This shows that \(V(t)\) is the solution of the ODE (Equation (6)) with the initial condition \(V(t_0) = V'(t_0)\). But 0 is also the solution. Therefore, by the uniqueness of solution of ODE with initial value, \(V(t) \equiv 0\). This ends the proof.

Corollary B.1. If \(V(t)\) solves Equation (6), then
\[
|V'(t)|^2 = |V(t)|^4 - V^T CV.
\]
(13)
In particular, if \(\lim_{t \to T} V(t) = 0\), then \(\lim_{t \to T} V'(t) = 0\).

Indeed, by \(|V(t)|^2 = 2V^T V'\) and Equation (6) that \(V'' = 2|V|^2 V - CV\), we have \((|V(t)|^2)' = 2(V')^T V' + 2V^T V'' = 2|V'(t)|^2 + 2V^T (2|V|^2 V - CV) = 2|V'(t)|^2 + 4|V|^4 - 2V^T CV\). Comparing it with Equation (12), we see the corollary holds. The last statement of the corollary follows from Equation (13).
We now prove Proposition 4.3 using several lemmas. For simplicity, if $f(t)$ is a function defined on an open interval $(a, b)$ (here $b$ may be $+\infty$), we say $f$ has property $P$ (e.g., positive, non-negative, monotonic, convex etc) near $b$ if there exists $\varepsilon > 0$ such that the restriction of $f$ on the interval $(b - \varepsilon, b)$ (if $b < +\infty$) or $(\frac{1}{\varepsilon}, \infty)$ (if $b = +\infty$) has property $P$. For example, $t^4 + 3t^3 - 9t^2 + t - 5$ is positive and convex near $+\infty$.

The notation $C^k(a, b)$ stands for all functions $f(t)$ for which $f, f', \cdots, f^{(k)}$ are continuous on the interval $(a, b)$.

**Lemma B.2.** Suppose $f \in C^2(a, b)$ and $p(t) > 0$ on $(a, b)$ such that

\[ f''(t) = p(t)f(t) \text{ on } (a, b) \tag{14} \]

and $f(t)$ is not identically zero on any sub-interval. Then

1. $f$ has at most one root in $(a, b)$.
2. $f$ has the same sign near $b$ (i.e., always positive or negative).
3. $f$ is monotonic near $b$.
4. The limit $\lim_{t \to b^-} f(t)$ exists (the limit may be $\pm\infty$).

Furthermore, if $f''(t) \geq q(t)g(t)$ and $q \geq 0$ on $(a, b)$, then either $g(t) > 0$ near $b$ or $g(t) \leq 0$ near $b$.

**Proof.** To see part (1), if $f$ has two roots in $(a, b)$, then since $f$ is not identically zero on any interval, there exist two adjacent roots $f(c) = f(d)$ where $c < d$ and $f$ has no roots in the open interval $(c, d)$. By replacing $f$ by $-f$ if necessary, we may assume that the restriction function $f|_{(c,d)} > 0$. Then by Equation (14), $f''(t) = p(t)f(t) > 0$ on $(c, d)$. Therefore $f|_{(c,d)}$ is a convex function which has two minimum values at $c, d$. This implies that $f|_{[c,d]} \equiv 0$ which contradicts the assumption.

Part (2) follows from the part (1) easily.

To see part (3), we first show that $f'(t)$ has at most two roots in the open interval $(a, b)$. Suppose otherwise that $f'(t)$ has three roots in $(a, b)$. Then by the Mean Value Theorem, $f''(t)$ has two roots in $(a, b)$, one in each interval bounded by roots of $f'(t)$. But $f''(t) = p(t)f(t)$ with $p(t) > 0$ says $f$ and $f''$ have the same roots. This implies that $f$ has two roots in $(a, b)$ which contradicts the part (1). Since $f'$ has only two roots, it follows that $f'(t) > 0$ near $b$ or $f'(t) < 0$ near $b$. Therefore $f$ is monotonic near $b$.

Part (4) follows from the well-known theorem that if $h(t)$ is monotonic in an open interval $(a, b)$, then the limit $\lim_{t \to b^-} h(t)$ always exists (limit value of the limit may be $\pm\infty$).

Finally, to prove the last statement, we consider two cases. In the first case, there are no sequence $\{r_m\}$ of roots of $g$ such that $\lim_{m \to \infty} r_m = b$. Then clearly $g(t) > 0$ or $g(t) < 0$ near $b$. In the remaining case, we have an increasing sequence of roots, $r_1 < r_2 < \cdots < r_m < \cdots$ of $f$ such that $\lim_{m \to \infty} r_m = b$. We claim that $g|_{(r_1,b)} \leq 0$. Suppose otherwise that $g(t_0) > 0$ for some $t_0 \in (r_1, b)$. Let $c$ (respectively $d$) be the largest (respectively smallest) root of $g$ such that $c < t_0$ (respectively $d > t_0$). By the assumption, both $c$ and $d$ exist. Furthermore $c < t_0 < d$ and $g$ has no root in the interval $(c, d)$. Therefore, due to $g(t_0) > 0, g|_{(c,d]} > 0$. By the condition $g'' = qg$, with $q \geq 0$, we see that $q''|_{(c,d]} \geq 0$. Therefore $g(t)$ is convex on $[c, d]$ and has two minimum values $0 = g(c) = g(d)$. But that implies $g|_{[c,d]} = 0$ and contradicts $g(t_0) > 0$. \hfill $\square$

**Corollary B.3.** Suppose $\lambda(t) = [\lambda_1(t), \cdots, \lambda_n(t)]^T$ solves the ODE Equation (7) and $a_1 \geq 0, a_2, \cdots, a_n \leq 0$ on the maximum interval $[0, T]$. Then

1. $\lim_{t \to T} |V(t)|^2 = \lim_{t \to T} \sum_{k=1}^n \lambda_k^2(t)$ exists.
2. For all $i$, $\lim_{t \to T} \lambda_i^2(t)$ exists.
3. Assuming that $\lim_{t \to T} |V(t)|^2 = \infty$, for $i \neq j$, either $\lambda_i^2(t) \geq \lambda_j^2(t)$ near $T$ or $\lambda_i^2(t) \leq \lambda_j^2(t)$ near $T$.
4. For $\lim_{t \to T} |V(t)|^2 < \infty$, then all limits $\lim_{t \to T} \lambda_k^2(t)$ are finite and can be ordered.
Proof. For (1), by Lemma 4.2, $\phi(t) = |V(t)|^2$ is convex in $[0, T)$. Hence $\phi(t)$ is monotonic near $T$ and $\lim_{t \to T} \phi(t)$ exists.

For (2), let us assume $V(t)$ is not identically zero. Otherwise the result holds trivially. If $i \geq 2$, then by Equation (7), $a_i \leq 0$ and Lemma 4.2, we have $2|V(t)|^2 - a_i > 0$ on $[0, T)$ and $\lambda''_i(t) = p_i(t)\lambda_i(t)$, where $p_i(t) = 2|V(t)|^2 - a_i > 0$. Therefore by Lemma B.2, $\lim_{t \to T} \lambda^2(t)$ exists. If $i = 1$, we have $\lambda^2_1(t) = |V(t)|^2 - \sum_{k=2}^{\infty} \lambda^2_k(t)$. Now if $\lim_{t \to T} |V(t)|^2 < +\infty$, then $\lim_{t \to T} \lambda^2(t) < +\infty$, for $k = 2, \cdots, n$. Therefore, $\lim_{t \to T} \lambda^2_1(t) = \lim_{t \to T} (|V(t)|^2 - \sum_{k=2}^{\infty} \lambda^2_k(t))$ exists and is finite. If $\lim_{t \to T} |V(t)|^2 = +\infty$, then $2|V(t)|^2 - a_1 > 0$ for $t$ near $T$. The equation $\lambda''_i(t) = (2|V(t)|^2 - a_1)\lambda_i(t)$ is of the form $\lambda''_i(t) = p_1(t)\lambda_i(t)$ where $p_1(t) > 0$ near $T$. Therefore by Lemma B.2(4), $\lim_{t \to T} \lambda^2_1(t)$ exists.

For (3), since $\lambda^2_j \geq \lambda^2_j$ is the same as $|\lambda_i| \geq |\lambda_j|$ and if $\lambda_i$ solve Equation (7) so is $-\lambda_i(t)$. The assumption that $\lim_{t \to T} |V(t)|^2 = \infty$ implies $|V(t)|^2 - a_k \geq 0$ for $t$ near $T$. We may assume, using Lemma B.2(2), that $\lambda_i(t) \geq 0$ and $\lambda_j(t) \geq 0$ near $T$. Our goal is to show, under the assumption that $\lambda_i, \lambda_j \geq 0$ near $T$, either $\lambda_i \geq \lambda_j$ or $\lambda_i \leq \lambda_j$ near $T$. Without loss of generality, we may assume that $a_j \geq a_i$ and $a_i \leq 0$. Then using Equation (7), we have

$$(\lambda_i - \lambda_j)'' = \lambda''_i - \lambda''_j = (2|V(t)|^2 - a_i)\lambda_i - (2|V(t)|^2 - a_j)\lambda_j = (2|V(t)|^2 - a_i)(\lambda_i - \lambda_j) + (a_j - a_i)\lambda_j \geq (2|V(t)|^2 - a_i)(\lambda_i - \lambda_j).$$

Since $a_j - a_i \geq 0$ and $\lambda_j \geq 0$. Now due to $a_i \leq 0$, $2|V(t)|^2 - a_i \geq 0$. Therefore $(\lambda_i - \lambda_j)'' \geq q(t)(\lambda_i - \lambda_j)$ when $q \geq 0$ near $T$. By the last proof of Lemma B.2, we see either $\lambda_i \geq \lambda_j$ or $\lambda_i \leq \lambda_j$ near $T$. This ends the proof.

Part (4) follows from part (2) and the assumption which implies $\lim_{t \to T} \lambda^2_k(t)$ are finite real numbers. Therefore, we can order them. □

Now, let us prove Proposition 4.3.

Proposition 4.3. If $T < +\infty$ or if $T = +\infty$ and $\lim_{t \to T} |V(t)| = L > 0$, then there exists one term $\psi_{kh}(t)$ among $\psi_k(t) = \int_0^t \lambda_k(s)\lambda_j(s)ds$ which has the maximum growth rate as $t \to T$ and $\lim_{t \to T} \psi_{kh}(t) = +\infty$.

Proof. There are two cases depending on the maximum interval of existence $[0, T)$ being finite, i.e., $T < +\infty$ or infinite $[0, +\infty)$, i.e., $T = +\infty$.

Case 1. $T < +\infty$. Recall the basic global existence of solution to ODE [62].

Theorem B.4. (Existence) Suppose $F(t, x) \in C^1(\mathbb{R} \times \mathbb{R}^n)$ and $[t_0, T)$ is the maximum interval of existence of the solution $x(t)$ to $x'(t) = F(t, x(t))$ with $x(t_0) = x_0$. Then the path $\{(t, x(t)) | t \in [t_0, T)\}$ does not lie in any bounded set in $\mathbb{R} \times \mathbb{R}^n$.

Now, for $T < +\infty$, Theorem B.4 implies $\lim_{t \to T} |V(t)| = +\infty$. Indeed, if $\lim_{t \to T} |V(t)| < +\infty$, then $V(t)$ is bounded on $[0, T)$. This implies $W'(t) = V(t) \cdot V(t)^T$ is bounded. But $W(t) = W(0) + \int_0^t W'(s)ds$. Therefore $W(t)$ is bounded. This implies the solution $(V(t), W(t))$ for $t \in [0, T)$ lies in a bounded set in $\mathbb{R}^n \times \mathbb{R}^{n \times n}$ which contradicts Theorem B.4.

Now $\lim_{t \to T} |V(t)|^2 = \lim_{t \to T} \sum_{j=1}^{\infty} \lambda^2_j(t) = +\infty$ implies, by Corollary B.3(2), there exists $i$ for which $\lim_{t \to T} \lambda^2_i(t) = +\infty$. Furthermore, by Corollary B.3(3), there exists an index $h$ for which $\lambda^2_h(t) \geq \lambda^2_j(t)$ near $T$ for all $j$. Thus $\lambda^2_h(t)$ has the largest growth rate tending $+\infty$ as $t \to T$.

For generic initial value $V(0)$ and $W(0)$, $\lambda^2_h(t)$ is the unique term of maximum growth rate. Therefore, we see that part (1) of Theorem 4.1 holds.

Case 2. If $T = +\infty$, let us assume that the limit $\lim_{t \to T} |V(t)| = L > 0$ and show that structural balance occurs eventually.
By Corollary B.3, we may assume that \( \lambda_h^2(t) \geq \lambda_i^2(t) \) for \( t \) near \( \infty \) for all \( j \) (if \( \lim_{t \to T} |V(t)|^2 = \infty \) or \( \lim_{t \to -T} \lambda_h^2(t) = \max \{ \lim_{t \to -T} \lambda_i^2(t) \mid i = 1, \ldots, n \} < \infty \)). Let \( L' = \lim_{t \to T} \lambda_h^2(t) \). Then \( L' > 0 \) since \( L > 0 \). In the case of \( \lim_{t \to T} |V(t)|^2 = \infty < \infty \), for generic initial values, we may assume that \( \lim_{t \to T} \lambda_h^2(t) \) is the unique maximum value among all \( \lim_{t \to T} \lambda_i^2(t), \ i = 1, \ldots, n \). Then we see that

\[
\int_{t_0}^t |\lambda_h^2(s)| ds \geq (t-t_0)L'' + c_0
\]

for some constants \( L'' > 0 \) and \( c_0 \). It tends to \( +\infty \) as \( t \to \infty \).

Furthermore, by the Cauchy inequality,

\[
\left( \int_0^t \lambda_i(s) \lambda_j(s) ds \right)^2 \leq \int_0^t \lambda_i^2(s) ds \cdot \int_0^t \lambda_j^2(s) ds
\]

and

\[
\int_0^t \lambda_i^2(s) ds \leq \int_0^t \lambda_j^2(s) ds + c_1
\]

for \( t \) large, we see the growth rate of \( \int_0^t \lambda_i(s) \lambda_j(s) ds \) is at most that of \( \int_0^t \lambda_j^2(s) ds \) as \( t \to \infty \). This shows, by the same argument, that the growth rate of \( w_{ij}(t) \) is dominated by \( u_i u_j \int_0^t \lambda_i^2(s) ds \). Therefore, structural balance occurs again for generic initial values.

Finally, we prove that in Case 1 or in Case 2 that \( T = \infty \) such that \( \lim_{t \to \infty} |V(t)| = L > 0 \), the limit \( \lim_{t \to \infty} V(t)/|V(t)| \) exists.

By corollary B.1 (2), \( \lim_{t \to T} \lambda_i \) exists in \( [-\infty, \infty] \). Therefore, if \( \lim_{t \to \infty} |V(t)| = L \) is a finite positive number, then \( \lim_{t \to \infty} V(t) \) exists in \( \mathbb{R}^n - \{0\} \). Hence \( \lim_{t \to \infty} V(t)/|V(t)| \) exists. In the remaining cases, we have \( \lim_{t \to T} |V(t)| = \infty \). In this case, by the argument above, we see that \( \lambda_i(t) \) has the same sign near \( T \). We claim that the function \( \lambda_i/\lambda_j \) is monotonic near \( T \). Indeed, by the quotient rule for derivative, the sign of derivative of \( \lambda_i/\lambda_j \) is the same as that of \( h(t) = \lambda_i'/\lambda_j - \lambda_j'/\lambda_i \). Now \( h'(t) = \lambda_i''/\lambda_j - \lambda_j''/\lambda_i = (2|V|^2 - a_i)\lambda_i/\lambda_j - (2|V|^2 - a_j)\lambda_j/\lambda_i = (a_j - a_i)\lambda_i/\lambda_j \). Therefore, either \( h'(t) \) has the same sign for \( t \) near \( T \) (when \( a_i \neq a_j \)) or \( h'(t) = 0 \) (when \( a_i = a_j \)). If \( h'(t) = 0 \), then \( \lambda_i/\lambda_j \) is a constant near \( T \) and the claim follows. If \( h'(t) \) has the same sign near \( T \), then \( h(t) \) is strictly monotonic near \( T \). Therefore, \( h(t) \) has the same sign for \( t \) near \( T \). As a consequence we see that \( \lambda_i/\lambda_j \) is a monotonic near \( T \). In particular, the limit \( \lim_{t \to T} \lambda_i(t)/\lambda_j(t) \) exists. Since \( \lim_{t \to T} \sum_{i=1}^n \lambda_i(t) = \infty \), this implies the limit \( \lim_{t \to T} \frac{\lambda_i(t)}{\sum_{j=1}^n \lambda_j(t)^{2/T}} = \lim_{t \to T} \frac{1}{\sum_{j=1}^n \lambda_j(t)^{2/T}} \) exists for any index \( i \). The last statement is the same as that \( \lim_{t \to \infty} V(t)/|V(t)| \) exists.

This ends the proof of Theorem 4.1.

\[\square\]

**Corollary B.5.** Suppose \( \lim_{t \to T} |V(t)| = \infty \). Then \( A := \lim_{t \to T} W(t)/|V(t)|^2 \) exists and \( \lim_{t \to T} V(t)/|V(t)| \) is an eigenvector of \( A \) associated to the eigenvalue one.

To see this, let \( v \) be \( \lim_{t \to \infty} V/V \). From \( W^2 = V V^T - C \) and \( \lim_{t \to T} |V(t)| = \infty \), we see that \( W^2/|V|^2 = (V/|V|) (V/|V|)^T - C/|V|^2 \) implies \( \lim_{t \to T} W^2/|V|^2 = v v^T \). Since \( v v^T = v \) due to \( |v|^2 = 1 \), the result follows.

We end the appendix by making several remarks and a conjecture.

The 1-dimensional case of equation \( V''(t) = (2|V(t)|^2 - C) \cdot V(t), V(t) \in \mathbb{R}^n \) is \( y''(t) = 2y^3(t) - cy(t) \). The function \( f(t) = \frac{a}{\sinh(at + b)} \) solves \( f'' = 2f^3 + a^2 f \) and \( g(t) = \frac{a}{\sinh(at + b)} \) solves \( g'' = 2a^3 - a^2 g \). We may assume \( a > 0 \). Therefore, if \( b < 0 \), then both \( f \) and \( g \) exist only on a finite maximum interval (it is \( [0, -b/a] \) for \( f(t) \), i.e., \( T < +\infty \) if \( b > 0 \), then the function \( f(t) \) exists on \([0, +\infty) \) but the function \( g(t) \) exists only on a finite interval \([0, T) \). It indicates that if \( C \) has a positive eigenvalue \( a_1 > 0 \), then the solution \( \lambda_i(t) \) may exist only on a finite interval.
This prompts us to conjecture that

**Conjecture B.1.** If the initial value matrix \( C = V(0)V(0)^T - W(0)W(0)^T \) has a positive eigenvalue (i.e., \( a_1 > 0 \)), then the maximum interval \([0, T]\) of existence for the solution \((V(t), W(t))\) of the co-evolution equation \( V' = WV \) and \( W' = VV^T \) is finite, i.e., \( T < +\infty \).

If the conjecture holds, by Theorem 4.1, we see structural balance must occur eventually for generic initial value \( C \) which has a positive eigenvalue. Therefore, it also justifies our experimental observation that structural balance occurs almost all the time.

C ANALYSIS OF SOCIAL TIE EVOLUTION

C.1 Structural Balance with \( W(t) \)

**Theorem 4.4 ([45]).** Suppose \( W(t), t \in [0, T) \), is a continuous family of symmetric matrices such that

1. \( W(t) \) has a unique largest eigenvalue, denoted by \( \beta_1(t) \), which tends to infinity as \( t \to T \),
2. all eigenvectors of \( W(t) \) are time independent, and
3. all components of the \( \beta_1(t) \) eigenvector are not zero.

Then

\[ w_{ij}w_{jk}w_{kl} > 0, \forall i, j, k, i \neq j, j \neq k, i \neq k, \]

for all time \( t \) close to \( T \), i.e., the structural balance of the whole graph is satisfied. If (2) does not hold, we have

\[ w_{ij}w_{jk}w_{ki} \geq 0, \forall i, j, k, i \neq j, j \neq k, i \neq k. \]

**Proof.** Let all eigenvalues of \( W(t) \) be \( \beta_1, ..., \beta_n \) and \( \beta_1 \) be the unique largest eigenvalue. Then

\[ W(t) = H \cdot \text{diag}(\beta_1(t), \cdots, \beta_n(t)) \cdot H^T, \]

for some time independent orthogonal matrix \( H \) whose first column is the \( \beta_1 \) eigenvector. This implies that \( w_{ij} = \sum_k H_{ik} \cdot \beta_k(t) \cdot H_{kj} \). Since all \( \beta_i(t) < \beta_1(t) \) for \( i \neq 1 \), the growth rate of \( w_{ij}(t) \) as \( t \to T \) is the same as \( H_{11} \beta_1(t) H_{11} \).

Therefore, the sign of \( w_{ij} \) is the same as the sign of \( H_{11} \cdot H_{11} \). Thus,

\[ \text{sgn}(w_{ij}w_{jk}w_{ki}) = \text{sgn}(H_{11}H_{11}H_{11}H_{11}H_{11}H_{11}) = \text{sgn}(H_{11}^2H_{11}^2H_{11}^2) > 0. \]

The same argument shows that above sign is non-negative if some component of the eigenvector is zero. \( \Box \)

C.2 Solution to the General Riccati Equation

We first focus on solving a general form of the matrix Riccati equation as stated below.

\[
\begin{align*}
W' &= W^2 + C \\
W(0) &= B.
\end{align*}
\]  

(15)

The equation in our co-evolution model, i.e., Equation (5), satisfies \( C + B^2 = V(0)V(0)^T \). Notice that the right-hand side \( V(0)V(0)^T \) is an \( n \times n \) matrix with rank one, which is a special condition. The analysis in this subsection applies for general matrices \( B, C \).

By using a result in Reid [54], we can turn the matrix Riccati equation to a linear ODE system.

**Lemma C.1 ([54]).** The ODE system in Equation (15) is equivalent to the following system

\[
\begin{align*}
Y' &= Z \\
Y(0) &= I \\
Z' &= -CY \\
Z(0) &= -B,
\end{align*}
\]

(16)

where \( Y' = -WY \) and \( Z = -WY \), and \( Y, Z, W \in \mathbb{R}^{n \times n} \).
Proof. First, we show that we can get Equations (16) from Equations (15), i.e., (15) ⇒ (16).

We know that \( Y \) exists and \( Z = -WY \). Thus, \( Y' = Z \). Then
\[
Z' = -W'Y - WY' \\
= -(W^2 + C)Y - W(-WY) \\
= -W^2Y - CY + W^2Y \\
= -CY.
\]

At the same time, \( Z(0) = -W(0)Y(0) = -W(0) = -B \). Thus, this direction is satisfied.

Second, let us prove that Equation (15) can be obtained from Equation (16).

Since \( Y(0) = I \), by continuity, \( Y(t)^{-1} \) exists for \( t \in [0, \varepsilon] \), for \( \varepsilon > 0 \). Since \( Z = -WY \), we have \( W = -ZY^{-1} \).

Note \( (Y^{-1})' = -Y^{-1} \cdot Y' \cdot Y^{-1} \), since \( Y \cdot Y^{-1} = I \Rightarrow Y' \cdot Y^{-1} + Y \cdot (Y^{-1})' = 0 \). Therefore:
\[
W' = -Z' \cdot Y^{-1} - Z \cdot (Y^{-1})' \\
= CY \cdot Y^{-1} - Z(-Y^{-1} \cdot Y' \cdot Y^{-1}) \\
= C + Z \cdot Y^{-1} \cdot (-WY) \cdot Y^{-1} \\
= C - Z \cdot Y^{-1} \cdot W \\
= C + W^2.
\]

Clearly \( W(0) = -Z(0) = B \). This completes the proof. □

From Lemma C.1, we can focus on solving the linear Ordinary Differential Equation (ODE) in Equation (16), which can be written in a matrix form. The analysis below is new.

\[
\begin{pmatrix} Y \\ Z \end{pmatrix}' = \begin{pmatrix} 0 & I \\ -C & 0 \end{pmatrix} \begin{pmatrix} Y \\ Z \end{pmatrix},
\]

where we define \( A = \begin{pmatrix} 0 & I \\ -C & 0 \end{pmatrix} \in \mathbb{R}^{2n \times 2n} \) in block form and \( X = \begin{pmatrix} Y \\ Z \end{pmatrix} \in \mathbb{R}^{2n \times n} \).

Now, let us solve the evolution equation \( X' = AX \), where \( X(0) = \begin{pmatrix} I \\ -B \end{pmatrix} \). It is well known that the solution is,
\[
X(t) = \left( \sum_{n=0}^{\infty} \frac{t^n A^n}{n!} \right) X(0).
\]

(17)

Let us compute \( A^n \) using the block multiplication of matrices [9, 20].

\[
A^2 = \begin{pmatrix} 0 & I \\ -C & 0 \end{pmatrix} \begin{pmatrix} 0 & I \\ -C & 0 \end{pmatrix} = \begin{pmatrix} -C & 0 \\ 0 & -C \end{pmatrix}.
\]

It implies:
\[
A^{2n} = \begin{pmatrix} (-1)^n C^n & 0 \\ 0 & (-1)^n C^n \end{pmatrix},
\]
\[
A^{2n+1} = A^{2n} \cdot A = \begin{pmatrix} (-1)^n C^n & 0 \\ 0 & (-1)^n C^n \end{pmatrix} \cdot \begin{pmatrix} 0 & I \\ -C & 0 \end{pmatrix} = \begin{pmatrix} 0 & (-1)^n C^n \\ (-1)^n C^{n+1} & 0 \end{pmatrix}.
\]

Recall that \( W = -ZY^{-1} \). Now we are ready to solve for \( W \).
Theorem 4.5. The solution \( W(t) \) is given by the explicit formula that \( W(t) = -Z(t) \cdot Y(t)^{-1} \), where

\[
Y(t) = \sum_{n=0}^{\infty} \frac{(-1)^n t^{2n} C^n}{(2n)!} + \sum_{n=0}^{\infty} \frac{(-1)^{n+1} t^{2n+1} C^{n+1}}{(2n+1)!}.
\]

(9)

\[
Z(t) = \sum_{n=0}^{\infty} \frac{(-1)^{n+1} t^{2n} C^n B}{(2n)!} + \sum_{n=0}^{\infty} \frac{(-1)^{n+1} t^{2n+1} C^{n+1} B}{(2n+1)!}.
\]

(10)

Proof. According to Equation (17),

\[
X(t) = \sum_{n=0}^{\infty} \frac{t^{2n} A^{2n}}{(2n)!} \cdot X(0) + \sum_{n=0}^{\infty} \frac{t^{2n+1} A^{2n+1}}{(2n+1)!} \cdot X(0)
\]

\[
= \sum_{n=0}^{\infty} \frac{(-1)^n t^{2n}}{(2n)!} \begin{bmatrix} C^n & 0 \\ 0 & C^n \end{bmatrix} \begin{bmatrix} 1 & 0 \\ -B & -C^n \end{bmatrix} + \sum_{n=0}^{\infty} \frac{(-1)^{n+1} t^{2n+1}}{(2n+1)!} \begin{bmatrix} C^n & 0 \\ -C^n B & C^{n+1} \end{bmatrix}
\]

\[= \sum_{n=0}^{\infty} \frac{(-1)^n t^{2n}}{(2n)!} \begin{bmatrix} C^n & 0 \\ -C^n B & C^{n+1} \end{bmatrix} + \sum_{n=0}^{\infty} \frac{(-1)^{n+1} t^{2n+1}}{(2n+1)!} \begin{bmatrix} C^n & 0 \\ -C^n B & C^{n+1} \end{bmatrix}
\]

\[= \frac{Y}{Z}.
\]

\[\square\]

C.3 When \( B, C \) are both symmetric

In our model, we assume that the initial tie matrix \( W(0) \) is symmetric. Thus the social tie evolution follows \( W' = W^2 + C \), where \( W(0) = B \), both \( B \) and \( C \) are symmetric. We are able to derive more detailed closed form solutions for the Riccati equation in this setting.

Since \( C \) is symmetric, there exists an orthogonal matrix \( U \) such that \( U^T C U \) is a diagonal matrix: \( U^T C U = \text{diag}\{a_1^2, \ldots, a_k^2, -d_1^2, \ldots, -d_t^2, 0, \ldots, 0\} \), where \( a_i > 0, d_j > 0 \). Furthermore, if \( BC = CB \), by the simultaneous diagonalization theorem, we may choose \( U \) such that both \( U^T C U \) and \( U^T B U \) are diagonal. By Lemma 3.1(1), without loss of generality, we are going to solve the equation with the initial opinion vector \( U^T V(0) \) and initial weight matrix \( U^T W(0) U \). This leads to a system as below

\[
\begin{cases}
(U^T W U)' = (U^T W U)^2 + U^T C U \\
U^T W(0) U = U^T B U.
\end{cases}
\]

The solution of this system can be easily transformed back to the solution to the original system by conjugation. For simplicity, the \((i, j)\)-th entry of a matrix \( M \) will be denoted by \( M_{ij} \). Define \( \beta_{ii} \) the \(i\)th diagonal element of \( U^T B U \), i.e., \( \beta_{ii} = (U^T B U)_{ii} \).

Let us now work out explicitly the matrices \( Y \) and \( Z \) in Theorem 4.5.
(1) For the positive eigenvalue \( a_i^2 \) of \( C \),
\[
\sum_{n=0}^{\infty} \frac{(-1)^n t^{2n} a_i^{2n}}{(2n)!} = \cos (a_i t)
\]
\[
\sum_{n=0}^{\infty} \frac{(-1)^{n+1} t^{2n+1} a_i^{2n}}{(2n+1)!} = -\frac{1}{a_i} \sin (a_i t).
\]
Thus, \((U^T Y U)_{ii} = \cos (a_i t) - \frac{1}{a_i} \sin (a_i t) \cdot \beta_{ii}\). Similarly, we have
\[
\sum_{n=0}^{\infty} \frac{(-1)^{n+1} t^{2n+1} a_i^{2n}}{(2n+1)!} = -\sin (a_i t)
\]
\[
\sum_{n=0}^{\infty} \frac{(-1)^{n+1} t^{2n+1} a_i^{2n+2}}{(2n+1)!} = -a_i \sin (a_i t).
\]
So, \((U^T Z U)_{ii} = -\cos (a_i t) \beta_{ii} - a_i \sin (a_i t)\).

(2) For the zero eigenvalues of \( C \), i.e., \( c_i = 0 \), we have \((U^T Y U)_{ii} = 1 - t \cdot \beta_{ii}\) and \((U^T Z U)_{ii} = -\beta_{ii}\).

(3) For the negative eigenvalue \( c_i = -d_i^2 \), we have
\[
(U^T Y U)_{ii} = \sum_{n=0}^{\infty} \frac{t^{2n} d_i^{2n}}{(2n)!} + (-1)^n \sum_{n=0}^{\infty} \frac{t^{2n+1} d_i^{2n}}{(2n+1)!} \beta_{ii} = \cosh (d_i t) - \frac{1}{d_i} \sinh (d_i t) \beta_{ii}
\]
\[
(U^T Z U)_{ii} = \sum_{n=0}^{\infty} \frac{(-1)^{n+1} t^{2n+1} d_i^{2n}}{(2n)!} \beta_{ii} + \sum_{n=0}^{\infty} \frac{t^{2n+1} d_i^{2n+2}}{(2n+1)!} = -\cosh (d_i t \beta_{ii} + d_i \sinh (d_i t).\)

So we can summarize the above formulas as: \(U^T Y U = D_1 - D_2 U^T B U\) and \(U^T Z U = D_3 - D_1 U^T B U\), where
\[
D_1 = \text{diag}\{\cos (a_1 t), \cdots, \cos (a_k t), \cosh (d_1 t), \cdots, \cosh (d_l t, 1, \cdots, 1)\},
\]
\[
D_2 = \text{diag}\{\sin (a_1 t)/a_1, \cdots, \sin (a_k t)/a_k, \sinh (d_1 t)/d_1, \cdots, \sinh (d_l t)/d_l, 1, \cdots, 1)\},
\]
\[
D_3 = \text{diag}\{-a_1 \sin (a_1 t), \cdots, -a_k \sin (a_k t), d_1 \sinh (d_1 t), \cdots, d_l \sinh (d_l t), 0, \cdots, 0\},
\]

C.4 When both \( B, C \) are symmetric and \( BC = CB \)

Now, we consider the special case that \( BC = CB \). Using a basic fact that two commuting symmetric matrices can be simultaneously orthogonally diagonalized [32]. Let \( U \) be an orthogonal matrix such that \( U^T C U = \text{diag}(a_1^2, \cdots, a_k^2, -d_1^2, \cdots, -d_l^2, 0, \cdots, 0)\)
\[
U^T B U = \text{diag}(\lambda_1, \cdots, \lambda_k, \mu_1, \cdots, \mu_l, \delta_1, \cdots, \delta_h).
\]

where \( a_i, d_j > 0 \). In this case we can further simplify the solution.

\[
W = -Z \cdot Y^{-1}
\]
\[
= U \text{diag}\left( \frac{a_1 \sin (a_1 t) + \cos (a_1 t) \lambda_1}{\cos (a_1 t) - \frac{1}{a_1} \sin (a_1 t) \lambda_1}, \cdots, \frac{a_k \sin (a_k t) + \cos (a_k t) \lambda_k}{\cos (a_k t) - \frac{1}{a_k} \sin (a_k t) \lambda_k}, \right.
\]
\[
- \frac{d_1 \sinh (d_1 t) - \cosh (d_1 t) \mu_1}{\cosh (d_1 t) - \frac{1}{d_1} \sinh (d_1 t) \mu_1}, \cdots, -\frac{d_l \sinh (d_l t) - \cosh (d_l t) \mu_l}{\cosh (d_l t) - \frac{1}{d_l} \sinh (d_l t) \mu_l}, \frac{\delta_1}{1 - t \delta_1}, \cdots, \frac{\delta_h}{1 - t \delta_h} \right) U^T.
\]
Note that above equation for $W(t)$ implies that $V(t)$ is an eigenvector of $W(t)$ for all time $t$. Now we are ready to analyze the behavior of $W$ over time in the case of a symmetric initial condition matrix $W(0)$. We start with a technical lemma.

**Lemma C.2.** (1) If $a > 0$, then there exists $T \in (0, \frac{\pi}{a})$, such that for all $\lambda$

$$
\lim_{t \to T} \frac{a \sin(at) + \lambda \cos(at)}{-\frac{2}{a} \sin(at) + \cos(at)} = +\infty.
$$

(2) If $d > 0$, then there exists $T \in (0, \infty]$, such that

$$
\lim_{t \to T} \frac{\cosh(dt)\mu - d \sinh(dt)}{\cosh(dt) - \frac{b}{a} \sinh(dt)} = +\infty,
$$

if and only if $\mu > d$. In the case $\mu \leq d$, the limit for $T = \infty$ exists and is finite.

(3) If $\delta > 0$, then there exists $T = \frac{1}{\delta}$, such that

$$
\lim_{t \to T} \frac{\delta}{1 - t\delta} = +\infty.
$$

For all cases mentioned above, the convergence rate is $O(\frac{1}{|T-t|})$.

**Proof.** For (1), we reorganize

$$
\frac{a \sin(at) + \lambda \cos(at)}{-\frac{2}{a} \sin(at) + \cos(at)} = \frac{\cot(at) + \frac{a}{\lambda}}{\cot(at) - \frac{2}{a}}.
$$

Since $\cot(at)$ is strictly decreasing from $\infty$ to $-\infty$ in the range $(0, \frac{\pi}{a})$, there exists a $T \in (0, \frac{\pi}{a})$, such that $\cot(at) = \frac{2}{a}$. As $t$ approaches $T$ from the left, $\cot(at) - \frac{2}{a} > 0$.

When $t \to T$ the numerator becomes

$$
\lambda(\frac{\lambda}{a} + \frac{a}{\lambda}) = \frac{\lambda^2 + a^2}{a} > 0.
$$

This confirms (i).

Then we consider the convergence rate as $t \to T$.

$$
\frac{\lambda \cot(at) + \frac{a}{\lambda}}{\cot(at) - \frac{2}{a}} = \frac{\lambda \cot(-a(T-t) + aT) + \frac{a}{\lambda}}{\cot(-a(T-t) + aT) - \frac{2}{a}} = \frac{\lambda(\frac{a}{\lambda} + \frac{a}{\lambda}) \cot(a(T-t))}{1 + \frac{2^2}{a^2}}.
$$

The Taylor series of $\cot(x)$ is $\frac{1}{x} - \frac{x}{3} + o(x)$. Given that $(T-t) \to 0$, the convergence rate is $O(\frac{1}{|T-t|})$.

For (2), reorganize

$$
\frac{\cosh(dt)\mu - d \sinh(dt)}{\cosh(dt) - \frac{b}{a} \sinh(dt)} = \frac{\cosh(dt)\mu - d}{\cosh(dt) - \frac{\mu}{a}}.
$$

Since the function $\coth(dt)$ is strictly decreasing from $\infty$ to $1$, if $\mu > d$, there exists $T \in (0, \infty)$ such that $\coth(dt) = \mu/d$. Furthermore, as $t$ approaches $T$ from the left, the denominator is positive. But

$$
\lim_{t \to T} \coth(dt)\mu - d = \frac{\mu^2 - d^2}{d} > 0.
$$

It follows that

$$
\lim_{t \to T} \frac{\cosh(dt)\mu - d \sinh(dt)}{\cosh(dt) - \frac{b}{a} \sinh(dt)} = +\infty.
$$

If $\mu \leq d$, the function is smooth on $[0, \infty)$ and the limit is finite as $t \to \infty$. 
For convergence rate, we rewrite the function:
\[
\text{coth} \left( dt \right) - \frac{d}{\mu} = \mu \text{coth} \left( -d(T - t) + dT \right) - \frac{d}{\mu} = \mu \left( \frac{1}{\mu} - \frac{d}{\mu} \right) \text{coth} \left( d(T - t) \right)
\]
\[
\mu \text{coth} \left( dt \right) - \frac{d}{\mu} = \mu \left( \frac{1}{\mu} - \frac{d}{\mu} \right) \text{coth} \left( -d(T - t) + dT \right) - \frac{d}{\mu} = \mu \frac{\mu^2}{d^2} - 1.
\]

The Taylor series of \( \text{coth} (x) \) is \( \frac{1}{x} + \frac{x}{3} - o(x) \). Given that \( (T - t) \to 0 \), the convergence rate is \( O \left( \frac{1}{(T-t)} \right) \).

The limit in case (3) is obvious when \( \delta > 0 \). Now we look at its convergence rate. Here \( T = \frac{1}{\delta} \). Rewrite the function as
\[
\frac{\delta}{1 - t\delta} = \frac{1}{\frac{1}{\delta} - t} = \frac{1}{T - t} = \frac{1}{(T - t)}.
\]

Thus, its convergence is \( O \left( \frac{1}{(T-t)} \right) \).

From the above analysis, we can know the convergence rate is \( O \left( \frac{1}{(T-t)} \right) \), which is an inverse proportional function, under any case. \( \square \)

By Equation (11) and Lemma C.2, we know that some diagonal entry of \( W \) converges to the infinity at a finite time \( T \) under some appropriate conditions.

C.5 Structural Balance when \( BC = CB \)

In the following, we prove Theorem 4.6 which characterizes the conditions for structural balance, when \( BC = CB \).

**Theorem 4.6.** Suppose \( W(t) \) solves the Riccati equation \( W' = W^2 + C \), \( W(0) = B \) where \( B, C \) are symmetric with \( BC = CB \). Then eigenvalues of \( W(t) \) converge to elements in \( (-\infty, \infty) \) as \( t \to T \); meanwhile there is sign stability, i.e., \( \lim_{t \to T} w_{ij}(t) \in [-\infty, \infty] \) exists for all \( i, j \). If \( U \) is an orthogonal matrix such that
\[
U^T C U = \text{diag}(a_1^2, \cdots, a_k^2, -d_1^2, \cdots, -d_k^2, 0, \cdots, 0)
\]
\[
U^T B U = \text{diag}(\lambda_1, \cdots, \lambda_k, \mu_1, \cdots, \mu_k, \delta_1, \cdots, \delta_h).
\]

where \( a_i, d_j > 0 \), then \( W(t) \) is given by the following explicit function,
\[
W(t) = U \cdot \text{diag}(a_1 \sin(a_1 t) + \cos(a_1 t)\lambda_1, \cdots, a_k \sin(a_k t) + \cos(a_k t)\lambda_k) - \frac{d_1 \sinh(d_1 t) - \cosh(d_1 t)\mu_1}{\cosh(d_1 t) - \frac{1}{d_1} \sinh(d_1 t)\mu_1}, \cdots, -\frac{d_k \sinh(d_k t) - \cosh(d_k t)\mu_k}{\cosh(d_k t) - \frac{1}{d_k} \sinh(d_k t)\mu_k}, \frac{\delta_1}{1 - t\delta_1}, \cdots, \frac{\delta_h}{1 - t\delta_h}) \cdot U^T.
\]

Further, structural balance
\[
\lim_{t \to T} w_{ij}w_{jk}w_{kl} \geq 0
\]
occurs in the finite time for \( W(t) \) if \( W(t) \) has an unique largest eigenvalue and one of the following conditions holds:

1. There exists some \( \delta_i > 0 \),
2. There exists some \( a_i > 0 \),
3. There exists some \( \mu_i > d_i \).
We examine the solution (3) holds. If small perturbation on the opinion will break this stable state. It appears to be the case for all simulations we have run. The reason is that it is hard for the weights to our evolution model, our conjecture is that all the weights and opinions will go to extreme values. This must occur in the finite time for all numbers $a_i$.

Now, since (3) is not zero, this shows the first column $U_T$ is an eigenvector for $v_T$ associated to $\lambda$. But $v$ is also an eigenvector of $v_T$ associate to $\lambda$. Therefore $c$ is a non-zero scalar multiplication of $v$. But we also know that $c$ is an eigenvector of $A$. Therefore, $v$ is an eigenvector of $A$.

For Equation (4), we have an additional condition $B^2 + C = V(0)V(0)^T$ which has rank one. In the discussion below, we need the following fact about the eigenvalues and eigenvectors of rank-1 symmetric matrices $H = uu^T$ where $u \in \mathbb{R}^n - \{0\}$. The matrix $H$ has eigenvalues $||u||^2$ and 0 such that the associated eigenvectors are $u$ and $z$’s which are perpendicular to $u$, i.e., $u^Tz = 0$. Therefore, the unique largest positive eigenvalue is $||u||^2$ with the associated eigenvector $u$.

**Corollary 4.8.** For Equation (4), if $V(0) \neq 0$ is an eigenvector of $W(0)$, then $V(t)$ remains to be an eigenvector of $W(t)$ for all $t$ and structural balance must occur in finite time for $W(t)$.

**Proof.** When $V(0)$ is not a zero vector, $V(0)V(0)^T$ is a symmetric matrix with one positive eigenvalue and $(n-1)$ zero eigenvalue. Furthermore, $V(0)$ is an eigenvector associated to the largest positive eigenvalue. Now, since $W(0)$ and $C$ commute, we may simultaneously orthogonally diagonalize both. Since $B^2 + C = V(0)V(0)^T$ is diagonal with only one positive diagonal entry, using the same notation as above, we see that all numbers $a_i^2 + \lambda_1^2, \ldots, a_k^2 + \lambda_k^2, \mu_1^2 - d_1, \ldots, \mu_l^2 - d_l, \delta_1, \ldots, \delta_n$ are zero except one of them which is positive. If $a_i^2 + \lambda_i^2 > 0$, then $a_i > 0$ exists and the condition (2) holds. If $\mu_i^2 - d_i > 0$, then $\mu_i > d_i$ exists and the condition (3) holds. If $\delta_i^2 + 0 > 0$, then $\delta_i > 0$ and the condition (1) holds. Thus, by Theorem 4.6, the structural balance must occur in the finite time for $W(t)$.

**C.6 Extensions and Conjectures**

**General Graphs** The discussion so far has assumed a complete graph. For a connected graph $G$, with our evolution model, our conjecture is that all the weights and opinions will go to extreme values. This appears to be the case for all simulations we have run. The reason is that it is hard for the weights to converge to finite values. One exception is that all the opinions are 0. But this is not a stable state. Any small perturbation on the opinion will break this stable state.
At convergence, however, there might be more than 2 communities. The reason is that the edges with negative weights may not be in any triangle of the graph. Thus, multiple communities can be separated by the negative edges and it does not break the structure balance requirement.

**High Dimensional Opinions** When each node has multiple opinions on different issues, its opinion can be represented as a $m$-dimensional vector, where $m$ is the number of opinions in one node. Each entry of the weight matrix is a $m \times m$ matrix instead of a real number.

For the high dimensional setting, our equation for a general graph is:

$$
\begin{align*}
V'_i &= \sum_{j \sim i} W_{ij} V_j \\
W'_{ij} &= V_i V_j^T, \ i \sim j
\end{align*}
$$

where $i \sim j$ means that there exists an edge between nodes $i$ and $j$. Then, we have the following theorem:

**Theorem C.3.** If the graph has no self-loop and consider tie matrices $W$ to be symmetric, i.e., $W = W^T$, then Equation (19) is the gradient flow of the dissonance function:

$$
F(V, W) = \frac{1}{2} \sum_{i,j} V_i^T \cdot W_{ij} \cdot V_j.
$$

**Proof.** Since each opinion vector is $m$-dimensional, we can write it as $V_i = [(v_i)_a] \in \mathbb{R}^m$. Similarly, the edge weight $W_{ij}$ can be written as an $m \times m$ matrix $[(w_{ij})_{ab}] \in \mathbb{R}^{m \times m}$. Note that $W = W^T$ means $(w_{ij})_{ab} = (w_{ji})_{ba}$.

Equation (19) is the same as:

$$
\begin{align*}
&(v_i)'_a = \sum_{j \sim i} \sum_{b=1}^m (w_{ij})_{ab} (v_j)_b \\
&(w_{ij})'_{ab} = (v_i)_a (v_j)_b, \ i \sim j.
\end{align*}
$$

Due to $i \sim j$ implies $i \neq j$, the derivative of $F$ are:

$$
\frac{\partial F}{\partial (w_{ij})_{ab}} = \frac{1}{2} (v_i)_a (v_j)_b + \frac{1}{2} (v_j)_b (v_i)_a \pm (w_{ij})'_{ab},
$$

$$
\frac{\partial F}{\partial (v_i)_a} = \frac{1}{2} \sum_{j \sim i} (v_j)_b (w_{ji})_{ba} + \frac{1}{2} \sum_{k \sim i} (w_{ik})_{ac} (v_k)_c
\quad = \sum_{j \sim i} (w_{ij})_{ab} (v_j)_b \pm (v_i)'_a.
$$

Based on our evolution equation and previous properties in the 1-dimension opinion case, we make the following conjecture:

For a complete graph with self-loop edges, all the opinion vectors and the weight matrix will converge to extreme values. Any two adjacent nodes $V_i(t)$ and $V_j(t)$ have the same opinion or the complete opposite opinion, i.e., $V_i(t) = V_j(t)$ or $V_i(t) = -V_j(t)$ as time approaches $T_0$.

Based on the above conjecture, each entry of $\lim_{t \rightarrow T_0} W_{ij}(t)$ should have the same sign as that of $\lim_{t \rightarrow T_0} V_i(t) V_j(t)^T$.

**D SIMULATION**

We use the discrete time model as described in Equation (3). The convergence of the dynamic process defined by Equation (3) is very fast. For visualization purposes, in the simulation, we set our evolution model using Equation (3) with $a = b = 0.01$. When a graph is said to satisfy structural balance, the multiplication
D.1 Harmony vs Polarization

In this section, we work with a complete graph and examine when structural balance and/or polarization appears.

\textbf{B and C commute.} As mentioned in Theorem 4.6, when the matrices \( B = W(0) \) and \( C = V(0)V(0)^T - W(0)^2 \) are symmetric with \( BC = CB \), structural balance occurs in finite time for \( W(t) \) if \( W(t) \) has an unique largest eigenvalue. We take three special cases mentioned in the previous section, namely when \( W(0) = I \), \( W(0) = 0 \), or \( W(0) = V(0)V(0)^T \). The evolution process of these three cases are shown in Figure 4. The initial opinions are selected uniformly at random in \([-1, 1]\). The dash curves represent the evolution of opinions and the solid ones shows the edge weights. The color of the curves represent the final sign of opinions and weights at convergence. In all three cases the network reaches polarization where the opinions of some vertices go to positive infinity and the opinion of the others go to negative infinity. In these cases, the node opinions do not change signs, because \( v_i w_{ij} v_j \geq 0 \) holds all the time. The gradient direction of opinions and weights are same with their signs. Figure 4(d) shows a case when both opinions and edge weights converge to positive values. All the opinions are assigned initially as a positive value. The initial weight matrix is a diagonal matrix with the same diagonal entry. All final opinions and weights are positive.

\textbf{B and C do not commute.} Next, we consider the case when the matrices \( B \) and \( C \) do not commute. We take different random initial cases and show the evolution process in Figure 5. In the first two plots 5(a) and 5(b), we select a symmetric random matrix as the initial weight matrix \( W(0) \). The opinions are assigned random initial values. In simulation we observed both cases of harmony and polarization as the final state. Some edges and vertices change signs in the process. We also show an example of the evolution process in Figure 2 which shows how two communities emerge.

\textbf{W(0) is not symmetric.} In Figure 5(c), the initial weight matrix is not symmetric. Both vertex opinions and edge weights go to infinity after several iterations. Figure 5(d) shows when all the entries in the matrix and opinions are initially negative. Some opinions and weights change signs in the evolution process. For all cases we have tested when \( B \) and \( C \) do not commute, structural balance is always satisfied in the limit.

D.2 Convergence Rate

In section, we check the convergence rate in different settings. This helps us understand intuitively the factors that influence the convergence rate.

Fig. 4. The evolution process for a complete graph with \( BC = CB \). In the first three plots, the network at the limit achieves structural balance and the network is also polarized. In the last example, the network reaches harmony.
Magnitude of Initial Opinions. Figure 6(a) and 6(b) show two cases $W(0) = I$ and $W(0) = 0$ respectively. In both cases $BC = CB$. The initial opinions are randomly selected from $(-1, 1)$. We check the number of iterations until all entries in the opinion vector and weight matrix have absolute value larger than $10^{20}$. From the analysis in the previous section, the largest eigenvalue of $W(t)$ determines the convergence rate. Given that the initial weights are determined, we check the positive eigenvalue of $V(0)V(0)^T$. We can see that the number of iteration until convergence is inversely proportional to the magnitude of the positive eigenvalue of $V(0)V(0)^T$. The more extreme the initial opinions are, the faster the network reaches convergence. We also tested networks of different sizes, which seems to be generally oblivious to the convergence rate.

$W(0)$ as a Random Matrix. In Figure 6(c), we compare the case of $W(0) = V(0)V(0)^T$ with $W(0)$ being a random symmetric matrix ($W(0)$ and $C$ are generally not commutative). The orange dots show the number of iterations till convergence when entries in $W(0)$ are selected uniformly in $(-1, 1)$. The green dots show the number of iterations until convergence when entries in $W(0)$ are selected uniformly in $(-5, 5)$. There are a few observations. 1) When $W(0)$ take random values, it requires more iterations to convergence compared to the case when $W(0) = V(0)V(0)^T$. Specifically, during the evolution when $W(0) = V(0)V(0)^T$ both opinions and weights do not change signs. 2) When the initial weights take greater absolute values in general, the system converges faster. Again the more extreme the opinions/weights are, the faster the system reaches structural balance.

On a General Graph. We also test on graphs generated by social network models. In Figure 6(d), we show the convergence results on graphs generated by the Erdős-Rényi Model $G(n, p)$, where $n$ is the number of nodes and $p$ is the probability of each pair of nodes connected by an edge. As $p$ increases from 0 to 1, the graph becomes denser and it requires fewer iterations to converge.

In Figure 6(e) and 6(f), we tested on Watts Strogatz model [63] $G(n, k, p)$, where $n$ is the number of nodes, $k$ is the number of neighbors of each node and $p$ is the rewiring probability. The network starts as a regular ring lattice, where each node connects to $k$ nearest neighbors on the ring. Each neighbor has a probability $p$ to be 'rewired' to another non-neighbor node. Thus, with a larger value of $k$, there are more edges in the graph. With a larger rewiring probability $p$, there is more randomness in the graph. In these simulations, the initial weight matrices are set as a zero matrix, i.e., $W(0) = 0$. Similarly, with the same number of edges in the graph, the relationship between the positive eigenvalue and the number of iterations follows the similar trend. When there are more edges in the graph, the convergence speed increases. In all cases, the network reaches structural balance.
In this section, we ran experiments on real-world network data sets. We are particularly interested in the following question. Can a few planted seeds with opposite opinions influence the other nodes and drive the network into structural balance and polarization? Does the final state coincide with the community structure in the network?

Our first experiment is based on a study by Zachary [67] who witnessed the breakup of a karate club into two small clubs. As shown in Figure 3(a), the networks captures 34 members, documenting links between pairs of members who interacted outside the club. During the study, a conflict arose between the administrator (label 0) and the instructor (label 33), which led to the split. The red and green nodes represent the choice of each individual in the end. In this experiment, we assign the administrator and the instructor opposite opinions as 1 and −1. The other members start with opinion 0. Given that the links represent interaction and positive friendship between members, each edge is assigned a small positive value in the initial matrix $W(0)$. We then run our co-evolution dynamics till convergence. The edges with negative weight are removed. The graph is separated into two communities, shown in Figure 3(b). It nearly predicted the same division as in the ground truth except for two members (#8 and #19) which are somewhat ambiguous.

The second experiment is based on the political blogs network. It is a directed network of hyperlinks between weblogs on US politics, recorded in 2005 by Adamic and Glance [4]. There are 1,490 nodes and 19,025 directed edges in the graph. Each node has its political preference (−1 as liberal, 1 as conservative) shown in Figure 3(c). We randomly select 20% nodes and assign initial opinions according to their ground truth values. All edges are assigned initial weights as a small positive value. When the graph reaches convergence, two big communities appear, as indicated by their final opinions and the sign of edges. Figure 3(d) shows the detected communities after negative edges are removed. Compared with the ground truth values, all edges are assigned initial weights as a small positive value. When the graph reaches convergence, two big communities appear, as indicated by their final opinions and the sign of edges.
truth, the predicted opinions by our dynamical model has an accuracy of 97.21%, averaged by 200 simulation runs. If only 3% nodes are assigned ground truth opinions in the initial state, the prediction accuracy for the final opinions of all nodes, on average, is as high as 82.12%.

Our dynamic model, as shown by these experiments, explains why community structures appear. It can also be understood as an algorithm for label propagation or node classification. Compared with other methods for the same task [12, 36, 59, 64] that generally use data-driven machine learning approaches, our dynamic model has better transparency and interpretability.