Robust Beamforming for Downlink 3D-MIMO Systems with $l_1$-norm Bounded CSI Uncertainty

Kai Liu*, Hui Feng*, Tao Yang* and Bo Hu†
*Department of Electronic Engineering
†Key Laboratory of EMW Information (MoE)
Fudan University, Shanghai, 200433, China
Emails: {10110720016, hfeng, taoyang, bohu}@fudan.edu.cn

Abstract—In this paper, a novel robust beamforming scheme is proposed in three dimensional multi-input multi-output (3D-MIMO) systems. As one of the typical deployments of massive MIMO, a 3D-MIMO system owns sparse channels in angular domain. Thus, various of sparse channel estimation algorithms produce sparse channel estimation errors which can be utilized to narrow down the perturbation region of imperfect CSI. We investigate a $l_1$-norm bounded channel uncertainty model for the robust beamforming problems, which captures the sparse nature of channel errors. Compared with the conventional spherical uncertainty, we prove that the scheme with $l_1$-norm bounded uncertainty consumes less beamforming power with the same signal to interference and noise ratio (SINR) thresholds. The proposed scheme is reformulated as a second-order cone programming (SOCP) and simulation results verify the effectiveness of our algorithm.

Index Terms—Robust beamforming, 3D-MIMO channels, $l_1$-norm bounded CSI uncertainty.

I. INTRODUCTION

Recently, 3D-MIMO has attracted significant attention in wireless communication systems [1]. As one of the candidate implementations of massive MIMO [2], the beamforming of 3D-MIMO can be designed in full 3D space, which can substantially improve the system capacity and alleviate the multi-user interference [3]. The performance of beamforming relies heavily on precise CSI. However, in realistic scenarios, the channel knowledge is generally imperfect. Therefore, CSI uncertainty should be considered in beamforming design so that the system performance is robust to imperfect channels.

There are various of CSI uncertainty models in literature. The most commonly used CSI uncertainty sets are spherical or ellipsoidal region [4]–[6], defined by $l_2$-norm or Frobenius norm. Another kind of CSI uncertainty set is a hyper-rectangular region representing quantization errors [7], defined by infinite norm for real and imaginary part of CSI errors independently. A unified representation of the aforementioned CSI uncertainty models is proposed in [8], which covers CSI uncertainty by intersection of multiple ellipsoids. In [9], a unified framework is proposed to cover most commonly used uncertainty models.

However, the aforementioned CSI uncertainty models are not suitable for 3D-MIMO systems owning to the sparseness of 3D-MIMO channels. In physical propagation environment, the number of local scatterers is limited and the scale of 3D-MIMO channel is large. Thus, 3D-MIMO channels exhibit sparse property when transformed to angular domain [10], for which various of sparse channel estimation schemes have been proposed to reduce the pilot overhead, complexity, and estimation errors [10]–[12]. By subtracting the estimated sparse channel from the true channel, the CSI estimation errors tend to be sparse as well. Thus, the conventional spherical uncertainty model cannot describe the channel errors accurately.

In this letter, we investigate a novel robust beamforming scheme in 3D-MIMO systems with $l_1$-norm bounded uncertainty. The goal is to minimize the beamforming power such that the worst case SINR targets are satisfied. The main contribution of this paper is to introduce a new uncertainty model representing sparse channel errors, which has rarely been considered for robust beamforming before. Since the $l_1$-norm bounded uncertainty region is smaller than the conventional spherical uncertainty region for a given uncertainty bound, the proposed scheme is proved to outperforms the scheme with spherical bounded uncertainty. The robust beamforming problem can be reformulated as an SOCP, which can be solved by convex optimization toolbox efficiently. Simulations results show that the proposed scheme can achieve the worst case SINR targets with less power than conventional robust beamforming method.

Notations: In this letter, we use lower case for scalars, lower case with bold font for vectors, upper case with bold font for matrices. Superscripts $(\cdot)^*$, and $(\cdot)^H$ denote the complex conjugate and Hermitian transpose respectively. $\|a\|_p$ denotes the $l_p$ norm of vector $a$. $vec(\cdot)$ denotes stacking all columns of a matrix in a vector. $\mathbb{C}^{m \times n}$ is the set of $m \times n$ matrices in complex field.

II. STRUCTURED SPARSENESS OF 3D-MIMO CHANNELS

Consider a single-cell downlink multi-user 3D-MIMO system. The base station (BS) is equipped with a uniform planar array (UPA) consisting of $N_t$ antennas in the vertical direction and $N_h$ antennas in the horizontal direction. The number of transmit antennas is $N_t = N_v N_h$. Suppose that the BS is serving $K$ users with single antenna simultaneously, and the CSI in spatial domain for user $k$ is $\mathbf{H}_k^c \in \mathbb{C}^{N_v \times N_h}$.

The 3D-MIMO channel exhibits sparse property when transformed to angular domain. Denote the vector form of spatial
domain channel as \( h_k^n = \text{vec}(H_k^n) \) for user \( k \). \( h_k^n \) can be equivalently transformed to angular domain \( h_k^n = h_k^n U \), where \( U \in \mathbb{C}^{N_t \times N_t} \) has \( N_t \) mutually orthogonal beams which constitute the basis of the angular domain. These orthogonal basis provide a spatial decomposition of the total transmit signal into the multi-beams along the different physical directions. Therefore, BS with large antenna array can provide high spatial resolution in 3D-MIMO systems \([13]\). Since the number of channel paths is limited \([10]\), the channel is approximately sparse in angle domain on sufficient spatial resolution. In the rest of the paper, the superscript \( a \) is omitted for concision.

The BS transmits signals to \( k \) users simultaneously. The received signal at user \( k \) is given by

\[
y_k = h_k^H w_k x_k + \sum_{j=1,j\neq k}^K h_k^H w_j x_j + n_k, \tag{1}
\]

where \( w_k \in \mathbb{C}^{N_t \times 1} \) is the beamforming vector of user \( k \). Denote \( W = [w_1, w_2, ..., w_K] \) as the beamforming matrix. \( x_j \) is the transmit symbol for user \( k \), which satisfies \( E[x_k^* x_j] = 1 \), \( n_k \) is the zero-mean complex Gaussian white noise with the variance of \( \sigma_n^2 \). SINR of user \( k \) can be expressed as

\[
\text{SINR}_k = \frac{|h_k^H w_k|^2}{\sum_{j=1,j\neq k}^K |h_k^H w_j|^2 + \sigma_n^2}. \tag{2}
\]

Practically, the BS only knows the imperfect CSI. Denote the estimated sparse channel for user \( k \) as \( \hat{h}_k \), and define the CSI error for user \( k \) as

\[
\delta_k = h_k - \hat{h}_k. \tag{3}
\]

The commonly used set for channel error \( \delta_k \) is assumed to be covered by a spherical region. Specifically, the CSI uncertainty set is

\[
\mathcal{H}_k^2 = \{ \hat{h}_k + \delta_k \mid ||\delta_k||_2 \leq \epsilon_k \}. \tag{4}
\]

where \( \epsilon_k \) is the bound of the uncertainty. However, in 3D-MIMO systems, both \( h_k \) and \( \hat{h}_k \) are sparse. Suppose that the sparsity of \( h_k \) and \( \hat{h}_k \) are \( s \), i.e. there are at most \( s \) non-zero elements in \( h_k \) and \( \hat{h}_k \), then the sparsity of CSI error \( \delta_k \) is \( 2s \), which is still sparse in 3D-MIMO systems. Thus the estimation errors should be bounded by \( l_0 \)-norm, i.e. \( ||\delta_k||_0 \leq \epsilon_k \). However, \( l_0 \)-norm based constraint is non-convex and intractable. In general, \( l_0 \)-norm is often replaced by \( l_1 \)-norm, since \( l_1 \)-norm based constraint is not only convex but can capture the sparse feature as well \([14]\). Thus, we define the \( l_1 \)-norm bounded CSI uncertainty as

\[
\mathcal{H}_k^1 = \{ \hat{h}_k + \delta_k \mid ||\delta_k||_1 \leq \epsilon_k \}. \tag{5}
\]

Given the channel uncertainty in \( \mathcal{H}_k \), the robust beamforming problem is to design a beamforming matrix which minimizes the transmit power required to ensure that the users’ worst case SINR constraints are satisfied. The problem can be formulated as

\[
\min_{w_k} \sum_{k=1}^K ||w_k||_2^2 \tag{6}
\]

s.t. \( \text{SINR}_k \geq \gamma_k \), \( \forall h_k \in \mathcal{H}_k^1 \), \( k = 1, 2, ..., K \),

where \( \gamma_k \) is the predefined worst case SINR targets that each user shall achieve.

### III. Algorithm

Note that when the uncertainty set \( \mathcal{H}_k^1 \) is replaced with the set \( \mathcal{H}_k^2 \), the problem \( \mathcal{H}_k^1 \) can be recast as the robust beamforming problem with spherical uncertainty, as proposed in \([4]\). It can be solved by semi-definite programming (SDP) with the aid of S-procedure \([15]\). The following theorem shows that the minimum transmit power required for the robust beamforming problem \( \mathcal{H}_k^1 \) with \( l_1 \)-norm bounded uncertainty outperforms that with spherical bounded uncertainty.

**Theorem 1:** For any given \( \gamma_k \) and \( \epsilon_k \), the optimal objective value of problem \( \mathcal{H}_k^1 \) with uncertainty set \( \mathcal{H}_k^1 \) is smaller than that with uncertainty set \( \mathcal{H}_k^2 \).

**Proof:** The worst case SINR constraint in \( \mathcal{H}_k^1 \) can be equivalently written as

\[
\min_{h_k \in \mathcal{H}_k^1} \sum_{j=1,j\neq k}^K |h_k^H w_j|^2 + \sigma_n^2 \geq \gamma_k, \forall k, \tag{7}
\]

where \( i = 1, 2 \) denote two uncertainty sets. \( \mathcal{H}_k^1 \) constrains the feasible set of \( \{w_k\}^{K}_{k=1} \), such that the minimum SINR exceeds the target \( \gamma_k \) for all channels \( h_k \) within the uncertainty set \( \mathcal{H}_k^1 \). It’s easy to see that the larger the uncertainty region is, the smaller the feasible set is.

On the other hand, it is obvious that for any given vector \( x, ||x||_1 \geq ||x||_2 \). Thus, for a given bound \( \epsilon_k \), we have

\[
\mathcal{H}_k^1 \subseteq \mathcal{H}_k^2, \tag{8}
\]

which means the \( l_1 \)-norm bounded uncertainty set is contained in the spherical bounded uncertainty set. From \( \mathcal{H}_k^1 \) and \( \mathcal{H}_k^2 \), we have

\[
\min_{h_k \in \mathcal{H}_k^1} \text{SINR}_k \geq \min_{h_k \in \mathcal{H}_k^2} \text{SINR}_k \geq \gamma_k, \forall k, \tag{9}
\]

which means for any given \( \gamma_k \), the feasible set of \( \mathcal{H}_k^1 \) with uncertainty set \( \mathcal{H}_k^2 \) is contained in the feasible set with \( \mathcal{H}_k^1 \). Thus the optimal objective value of problem \( \mathcal{H}_k^1 \) with the uncertainty set \( \mathcal{H}_k^1 \) is smaller than that with the uncertainty set \( \mathcal{H}_k^2 \).
The problem \((6)\) is intractable due to the channel uncertainty contains infinite constraints. By introducing an auxiliary variable \(p\), \((6)\) can be equivalently reformulated as

\[
\begin{align*}
\min_{w_k,p} & \quad p \\
\text{s.t.} & \quad \sum_{k=1}^{K} \|w_k\|_2^2 \leq p \quad (10a) \\
& \quad \text{SINR}_k \geq \gamma_k, \quad \forall h_k \in \mathcal{H}_k, \quad \forall k, \quad (10b) \\
& \quad \text{where } (10b) \text{ can be converted to an SOC constraint. From the definition of SINR } (2), \text{ the constraint } \text{SINR}_k \geq \gamma_k \text{ in } (10c) \text{ can be rewritten as}
\end{align*}
\]

\[
\| [h_k^H w_k, \sigma_n] \|_2 \leq \beta_k \| h_k^H w_k \|, \quad (11)
\]

where \(\beta_k = \sqrt{1 + 1/\gamma_k}\). Thus, \((10c)\) can be relaxed as

\[
\begin{align*}
\min_{h_k \in \mathcal{H}_k} & \quad \| h_k^H w_k \| \geq \frac{t_k}{\beta_k}, \\
\max_{h_k \in \mathcal{H}_k} & \quad \| [h_k^H w_k, \sigma_n] \|_2 \leq t_k, \quad \forall k, \quad (12b)
\end{align*}
\]

where \(t_k\) is a new optimization variable. Since \((12a)\) and \((12b)\) share the same CSI uncertainty, the worst case constraints \((10c)\) cannot be decoupled into finding the minimum numerator and the maximum denominator independently. Thus, \((12a)\) and \((12b)\) are relaxed constraints from \((10c)\), and can be considered as a lower bound for \((10c)\).

To deal with the constraint \((12a)\), we need to find the minimum value of \(\| h_k^H w_k \|\) for all the \(h_k \in \mathcal{H}_k\). Consider the left-hand side of \((12a)\)

\[
\| h_k^H w_k \| = |\hat{h}_k^H W_k - |\delta_k^H w_k||
\]

where the inequality is due to the triangle inequality of vector norm. Denote the \(n\)-th element of a vector \(x \sim (x)\), then

\[
|\delta_k^H w_k| = \sum_{n=1}^{N_t} \delta_k^H(n) w_k(n) \\
\leq \sum_{n=1}^{N_t} |\delta_k^H(n) w_k(n)| \\
\leq \eta_k \sum_{n=1}^{N_t} |\delta_k(n)| \leq \epsilon_k \eta_k,
\]

where \(\eta_k = \|w_k\|_\infty\) is the infinity norm of \(w_k\). Since \(\| h_k^H w_k \| \geq \text{Re}(h_k^H W_k), \) from \((13)\) and \((14)\), we can rewrite \((12a)\) as the set of following constraints

\[
\begin{align*}
\left\{ \begin{array}{l}
\text{Re}(h_k^H w_k) - \epsilon_k \eta \geq \frac{t_k}{\beta_k} \\
\| w_k \|_\infty \leq \eta \quad k = 1, 2, ..., K.
\end{array} \right. \quad (15)
\end{align*}
\]

**TABLE I: Physical Channel Model Parameters**

| Parameters          | Configurations |
|---------------------|----------------|
| Num of channel taps | L = 6          |
| Antenna spacing     | 0.5            |
| Vertical Angle of Departure | \(\theta \sim U(0, \pi/2)\) |
| Horizontal Angle of Departure | \(\phi \sim U(0, \pi)\) |
| Path loss per channel tap | \(\beta \sim U(0, 1)\) |

where \(\eta = \max \{ \eta_k \} \) is a new optimization variable. Note that \((15)\) are linear constraints.

Similarly, we have to find the maximum value of \(\| h_k^H W \|_2\) for all the \(h_k \in \mathcal{H}_k\). The left-hand side of \((12b)\) is

\[
\| h_k^H W \|_2 \leq \| h_k^H w_k \|_2 + \| \delta_k^H w_k \|_2. \quad (16)
\]

Suppose that \(v(n) \in \mathbb{C}^{1 \times K}\) is the \(n\)-th row of matrix \(W\). Assuming that \(\| v(n) \|_2 \leq \alpha\) for any \(1 \leq n \leq N_t\), then

\[
\| \delta_k^H w_k \|_2 \leq \sum_{n=1}^{N_t} \| \delta_k(n) v(n) \|_2 \leq \sum_{n=1}^{N_t} \| \delta_k^H(n) \|_2 \| v(n) \|_2 \\
\leq \alpha \sum_{n=1}^{N_t} |\delta_k(n)| \leq \epsilon_k \alpha.
\]

From \((16)\) and \((17)\), we can rewrite \((12b)\) as

\[
\left\{ \begin{array}{l}
\| h_k^H w_k, \sigma_n \|_2 \leq t_k, \quad \forall k, \\
\| v(n) \|_2 \leq \alpha, \quad \forall n.
\end{array} \right. \quad (18)
\]

which are SOC constraints. Finally, we arrive at the relaxed reformulation of \((6)\)

\[
\begin{align*}
\min_{w_k,p,t_k,\epsilon_k,\alpha} & \quad p \\
\text{s.t.} & \quad \sum_{k=1}^{K} \| w_k \|_2^2 \leq p \quad (15), (18).
\end{align*}
\]

Note that all the constraints in \((19)\) are linear or SOCs. Thus it can be solve by convex optimization toolboxes, such as the CVX toolbox \((16)\).

**IV. SIMULATION RESULTS**

We consider a downlink multi-user 3D-MIMO system where the BS is equipped with \(N_t \times N_t = 4 \times 8\) antennas, and serves \(K = 4\) single antenna active users simultaneously. The sparse channels are generated through physical channel model \((17)\). The detailed parameters are listed in Table I where \(\lambda\) is carrier wavelength, and \(x \sim U(a,b)\) means parameter \(x\) is randomly generated from uniform distribution within the interval \([a,b]\). The CSI uncertainty bound is \(\epsilon_k = \epsilon \| h \|_2\) for a given \(\epsilon\), and the noise power is \(\sigma_n^2 = 0.1 \| h \|_2^2\).
We compare the proposed robust beamforming scheme with two other strategies. Perfect CSI shows the performance when the perfect CSI is used to design the optimal beamforming matrix \( [18] \). Robust SDP is the algorithm proposed in [4], with the spherical uncertainty set [4]. The simulations are averaged over \( N_{\text{run}} = 100 \) runs, each of which is chosen so that the problem is feasible for the observed range of the constraints.

Fig. 1: Minimum transmit power versus uncertainty bound \( \epsilon \), \( \gamma_k = 3 \text{dB} \).

Fig. 2: Minimum transmit power versus SINR target, \( \epsilon = 0.2 \).

Fig.1 plots the minimum transmit power against the uncertainty bound \( \epsilon \). The SINR target is \( \gamma_k = 3 \text{dB} \) for all users. It can be seen that when \( \epsilon = 0 \), which means the perfect CSI is available at BS, all three algorithms have the same performance. When the uncertainty bound goes larger, the required minimum power of Robust SDP algorithm grows much faster than the proposed strategy. That is because the spherical uncertainty region spans faster than \( l_1 \)-norm bounded uncertainty region as \( \epsilon \) increases.

Fig.2 plots the minimum transmit power against the SINR targets, and the uncertainty bound is \( \epsilon = 0.2 \). It can be seen that the required minimum power of Robust SDP algorithm scales significantly when the SINR targets grows larger, while the required minimum power of the perfect CSI case and the proposed strategy grows much slower.

V. Conclusion

In this paper, we investigate a novel robust beamforming scheme in 3D-MIMO systems, where a \( l_1 \)-norm bounded channel uncertainty model is proposed to describe the sparse channel errors. The problem is reformulated as an SOCP, and is proved to outperform the method with conventional spherical uncertainty. Simulation results verify that the proposed scheme achieves better performance than conventional spherical uncertainty based scheme with respect to various SINR targets and uncertainty bounds. The idea of this paper is not only suitable for the robust beamforming problems in 3D-MIMO systems, but also can be applied to robust beamforming problems in other massive MIMO systems with sparse perturbation.
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