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Abstract

We consider rooted subgraphs in random graphs, i.e., extension counts such as (i) the number of triangles containing a given vertex or (ii) the number of paths of length three connecting two given vertices. In 1989, Spencer gave sufficient conditions for the event that, with high probability, these extension counts are asymptotically equal for all choices of the root vertices. For the important strictly balanced case, Spencer also raised the fundamental question as to whether these conditions are necessary. We answer this question by a careful second moment argument, and discuss some intriguing problems that remain open.

1 Introduction

Subgraph counts and their many natural generalizations are central topics in random graph theory: since the 1960’s they are a constant source of beautiful problems and conjectures, which have repeatedly inspired the development of important new probabilistic techniques and insights (see \cite{7, 11, 15, 12}). In this paper we consider rooted subgraph counts in the binomial random graph $G_{n,p}$, i.e., so-called extension counts \cite{27, 31, 20, 35} such as (i) the number of triangles containing a given vertex or (ii) the number of paths of length three connecting two given vertices. In combinatorics and related areas, the need for studying such extension counts arises frequently in probabilistic proofs and applications, including zero-one laws in random graphs \cite{27, 20, 32}, games on random graphs \cite{19, 22}, random graph processes \cite{4, 3, 5, 11, 6}, sparse random analogues of classical extremal and Ramsey results \cite{23, 26, 2}, and many more, such as \cite{30, 24, 35, 33, 39, 17, 34, 21, 36}. Consequently the investigation of extension counts is not only a natural problem in probabilistic combinatorics, but also an important issue from the applications point of view.

After initial groundwork of Shelah and Spencer \cite{27} as well as Spencer \cite{30} on (rooted subgraph) extension counts, in 1989 Spencer \cite{31} proved sufficient conditions for the event that, with high probability\textsuperscript{1}, these extension counts are asymptotically equal in $G_{n,p}$ for all choices of the root vertices. For the important strictly balanced case, he also raised the fundamental question whether these sufficient conditions (see (3) below) are qualitatively necessary. In this paper we answer Spencer’s 30-year old question by a careful second moment argument (see Theorem \textbf{1} below), rectifying a surprising gap in the random graph literature. We also discuss some further partial results and intriguing open problems (see Sections \textbf{1.2–1.3} below).

1.1 Main result

To fix notation, by a \textit{rooted graph} $(G, H)$ we mean a graph $H = (V(H), E(H))$ and an induced subgraph $G \subseteq H$ with labeled ‘root’ vertices $V(G) = \{1, \ldots, v_G\}$. Given a tuple $x = (x_1, \ldots, x_{v_G})$ of distinct vertices from some ‘host’ graph, a $(G, H)$-\textit{extension} of $x$ is a copy of the graph $H_G := (V(H), E(H) \setminus E(G))$ in which each vertex $j \in V(G)$ is mapped onto $x_j$. Note that if $x$ spans a copy of $G$ in the host graph (i.e., if the function $j \mapsto x_j$ maps edges of $G$ to edges in the host graph), then every $(G, H)$-extension of $x$ corresponds to a copy of $H$. Since the edges between root vertices do not affect the definition of a $(G, H)$-extension, the
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reader may without loss of generality assume that \( V(G) \) is an independent set of \( H \) in the results below, cf. [15, 17] (allowing for \( G \) that are not independent will be convenient in some proofs, though). For brevity, we write \([n]_{v_G}\) for the set of all roots, i.e., tuples \( x = (x_1, \ldots, x_{v_G}) \) of distinct vertices from \([n] := \{1, \ldots, n\}\). Let \( X_x = X_{G,H}(x) \) denote the number of \((G,H)\)-extensions of \( x \) in the binomial random graph \( G_{n,p} \). Note that the expected value

\[
µ = µ_{G,H} := E[X_x] \sim \binom{v_G}{e_H - v_G} p^{e_H - e_G}
\]

(1)
does not depend on the particular choice of \( x \). To avoid trivialities, we henceforth assume that \( H \) has more edges than \( G \), i.e., that \( e_H > e_G \). Extending the standard density notation for unrooted subgraphs, we define

\[
m(G,H) := \max_{G \subseteq J \subseteq H} \mu(J) \quad \text{with} \quad \mu(J) := \frac{e_J - e_G}{v_J - v_G},
\]

(2)
and say that \((G,H)\) is strictly balanced if \( d(G,J) < d(G,H) \) for all \( G \subseteq J \subseteq H \). We also call \((G,H)\) grounded if at least one root vertex \( j \in V(G) \) is connected to a non-root vertex \( w \in V(H) \setminus V(G) \).

Spencer derived in 1989 sufficient conditions for the event that, with high probability, all extension counts satisfy \( X_x \sim µ \), i.e., are asymptotically equal. In the important case when \((G,H)\) is strictly balanced, [31, Theorem 2] states that for every fixed \( ε \in (0,1] \) there is a constant \( K(ε) > 0 \) such that

\[
\lim_{n \to \infty} P\left( \max_{x \in [n]_{v_G}} |X_x - µ| < εµ \right) = 1 \quad \text{if} \quad µ \geq K(ε) \log n.
\]

(3)

Spencer remarked that his constant satisfies \( K(ε) \to \infty \) as \( ε \to 0 \), and speculated that this is probably also necessary, see [31, Remark on p.249]. In other words, he raised the question whether his sufficient condition is qualitatively best possible.

Our main result answers this fundamental question: [14] shows that the ‘correct’ dependence is \( K(ε) = \Theta(ε^{-2}) \) in the grounded case, even when \( ε = ε(n) \to 0 \) at some polynomial rate. For completeness, [3] also shows that the logarithm in the sufficient condition [3] is unnecessary in the less interesting ungrounded case (where extension counts are essentially unrooted subgraph counts, cf. example (b) in Figure 1).

Theorem 1 (Main result: strictly balanced case). Let \((G,H)\) be a rooted graph that is strictly balanced. There are constants \( c,C,α > 0 \) such that, for all \( p = p(n) \in [0,1] \) and \( ε = ε(n) \in [n^{-α},1] \), the following holds:

(i) If the rooted graph \((G,H)\) is grounded, then

\[
\lim_{n \to \infty} P\left( \max_{x \in [n]_{v_G}} |X_x - µ| < εµ \right) = \begin{cases} 
0 & \text{if} \; ε^2 µ \leq c \log n, \\
1 & \text{if} \; ε^2 µ \geq C \log n.
\end{cases}
\]

(4)

(ii) If the rooted graph \((G,H)\) is not grounded, then

\[
\lim_{n \to \infty} P\left( \max_{x \in [n]_{v_G}} |X_x - µ| < εµ \right) = \begin{cases} 
0 & \text{if} \; ε^2 µ \to 0, \\
1 & \text{if} \; ε^2 µ \to \infty.
\end{cases}
\]

(5)

In concrete words, [14–15] of Theorem 1 give thresholds for the concentration of extension counts in terms of \( ε^2 µ \), similar to the thresholds in terms of the edge probability \( p \) that are well-known for many properties of \( G_{n,p} \). The role of the expression \( ε^2 µ \) in [14–15] can be made plausible by pretending that \( X_x \) behaves like a binomial random variable with expectation \( µ \) (the actual behaviour is of course more involved), in which case Chernoff-type tail bounds of the form \( P(|X_x - µ| \geq εµ) \leq e^{-Ω(ε^2 µ)} \) hold. Indeed, considering the union bound over the \( Θ(n^{v_G}) \) roots \( x \), it then seems plausible that the 1-statements follow when \( ε^2 µ \) is at least a large enough multiple of \( \log n \). An intuitive reason why the \( \log n \) factor is absent in the ungrounded threshold [5] is that here the \( X_x \) are strongly correlated and in fact almost equal (e.g., in example (b) from Figure 1 each \( X_x \) is well-approximated by the total number of triangles), so there should be no need to use a union bound.

The main contribution of Theorem 1 is the 0-statement in the grounded threshold [14], which was missing in previous work: our proof uses a careful second moment argument (combining correlation inequalities and

\[2\text{Here } a_n \sim b_n \text{ is a convenient shorthand for } a_n = Θ(b_n), \text{ following standard asymptotic notation as in [15, p. 9].}\]
counting arguments with Janson’s inequality) in order to establish that, with high probability, there exists a root \( x \) with \( X_x \geq (1 + \varepsilon)\mu \), i.e., with too many \((G, H)\)-extensions. This is closely related to the task of obtaining good lower bounds on \( \mathbb{P}(X_x \geq (1 + \varepsilon)\mu) \), which are not so well understood as upper bounds; see \([16, 18, 9, 29]\). To sidestep this conceptual obstacle, in Section 3 we therefore work with (easier to estimate) graph
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Theorem 2 applies to (a),(c), Theorem 3 applies to (b),(d), and Theorem 4 applies to all of them.

Figure 1: Examples of rooted graphs, with the root vertex circled and primal subgraphs marked in bold:

- (a) strictly balanced and grounded, (b) strictly balanced and not grounded, (c) with a unique primal that is grounded, and (d) with a unique primal that is not grounded. Our main result Theorem 1 applies to (a),(b), (a) strictly balanced and grounded, (b) strictly balanced and not grounded, (c) with a unique primal that is grounded, and (d) with a unique primal that is not grounded. The partial results: beyond the strictly balanced case

1.2 Partial results: beyond the strictly balanced case

We also establish some threshold results for extension counts of rooted graphs \((G, H)\) that are not necessarily strictly balanced. Here things are more complicated, since we now need to take into account all subgraphs \( J \subseteq H \) containing the root \( G \), in particular those that satisfy \( d(G, J) = m(G, H) \); cf. \([30, 31, 24, 15]\). We call such subgraphs \( J \) primal, and for brevity also say that \( J \) is grounded if \((G, J)\) is grounded. The partial results Theorems 2, 3 cover all strictly balanced \((G, H)\), and they in particular imply that Theorem 1 also holds with \( \varepsilon^2 \Phi \) instead of \( \varepsilon^2 \mu \) (possibly after modifying the constants \( c, C, \alpha \)), where

\[
\Phi = \Phi_{G, H} := \min_{G \subseteq J \subseteq H : x \in J} \mu_{G, J}.
\]

There is no contradiction here: the extra assumption \( \varepsilon \geq n^{-\alpha} \) ensures that the conclusions of the 0- and 1-statements of Theorem 1 coincide regardless of whether we use \( \varepsilon^2 \Phi \) or \( \varepsilon^2 \mu \) (cf. Section 5.2). It thus comes as no surprise that in our main result Theorem 1 the technical assumption \( \varepsilon \geq n^{-\alpha} \) is indeed necessary.

The following result covers the case where \((G, H)\) has only one primal subgraph which also happens to be grounded, such as in examples (a) and (c) from Figure 1. This case includes the rooted graphs in Theorem 1(i) since in that case \( H \) is a unique primal subgraph.

**Theorem 2** (Unique and grounded primal case). Let \((G, H)\) be a rooted graph with a unique primal subgraph \( J \). If \((G, J)\) is grounded, then there are constants \( c, C, \alpha > 0 \) such that, for all \( p = p(n) \in [0, 1] \) and \( \varepsilon = \varepsilon(n) \in [n^{-\alpha}, 1] \),

\[
\lim_{n \to \infty} \mathbb{P}\left( \max_{x \in [n] \cap G} |X_x - \mu| < \varepsilon \mu \right) = \begin{cases} 0 & \text{if } \varepsilon^2 \Phi \leq c \log n, \\ 1 & \text{if } \varepsilon^2 \Phi \geq C \log n. \end{cases}
\]

The heuristic idea is that the main contribution to deviations of \( X_x = X_{G, H}(x) \) comes from those of \( X_{G, J}(x) \), and, since \((G, J)\) is strictly balanced and grounded, the problem thus intuitively reduces to Theorem 1(i).

The following result covers the case where no primal subgraph of \((G, H)\) is grounded, such as in examples (b) and (d) from Figure 1. This case includes the rooted graphs in Theorem 1(ii).

**Theorem 3** (No grounded primal case). Let \((G, H)\) be a rooted graph with no grounded primal subgraphs. There is a constant \( \alpha > 0 \) such that, for all \( p = p(n) \in [0, 1] \) and \( \varepsilon = \varepsilon(n) \in [n^{-\alpha}, 1] \),

\[
\lim_{n \to \infty} \mathbb{P}\left( \max_{x \in [n] \cap G} |X_x - \mu| < \varepsilon \mu \right) = \begin{cases} 0 & \text{if } \varepsilon^2 \Phi \to 0, \\ 1 & \text{if } \varepsilon^2 \Phi \to \infty. \end{cases}
\]

For examples (a) and (b) from Figure 1 with \( \varepsilon \asymp n^{-1/2} \) and \( \varepsilon \asymp n^{-1} \), when \( p \asymp n^{-1/4} \) it is routine to check that \( \Phi \to \infty \), \( \varepsilon^2 \Phi \to 0 \) and \( \varepsilon^2 \mu \gg \log n \) in both cases. Hence the 0-statement holds by (3) of Theorem 4 showing that (4) of Theorem 1 fail.
Similar to Theorem 1 (ii), the intuition is that all $X_x$ are approximately equal once we know the number of unrooted copies of a certain subgraph of $H$ (e.g., in example (d) from Figure 1 this special subgraph is $K_4$).

Theorems 2–3 give thresholds for the concentration of extension counts in terms of $\varepsilon^2 \Phi$. For general $(G, H)$ we do not have such a threshold, but the following result intuitively states that the transition from the 0-statement to the 1-statement always happens at some point as $\varepsilon^2 \Phi$ changes from $o(1)$ to $\varepsilon^{\Omega(1)}$.

**Theorem 4** (General case: approximate conditions). Let $(G, H)$ be a rooted graph. For all $p = p(n) \in [0, 1]$ and $\varepsilon = \varepsilon(n) \in (0, 1]$ with $1 - p = \Omega(1)$ and $\Phi \to \infty$,

$$
\lim_{n \to \infty} P\left( \max_{x \in [n]_{vG}} \|X_x - \mu\| < \varepsilon \mu \right) = \begin{cases} 
0 & \text{if } \varepsilon^2 \Phi \to 0, \\
1 & \text{if } \varepsilon^2 \Phi = n^{\Omega(1)}. 
\end{cases}
$$

(9)

The 1-statement in (3) implies [31 Corollary 4], which in turn strengthens a result that played a key role in the study of zero-one laws [27] due to Shelah and Spencer (since the ‘safe’ assumptions from [31, 27] imply $\Phi = n^{\Omega(1)}$ via Remark 1 (iv) from Section 2).

1.3 Discussion: open problems and cautionary examples

For rooted subgraph extension counts, the main open problem is to fully determine the thresholds for concentration, i.e., to close the gap in (1) of Theorem 1 (and to weaken the conditions of Theorems 2–3).

**Problem 1.** Determine the ‘correct’ conditions for the 0- and 1-statements of any rooted graph $(G, H)$.

Our understanding of Problem 1 is still far from satisfactory. Indeed, even for fixed $\varepsilon \in (0, 1]$ the correct 1-statement condition remains open, which we now illustrate for the rooted graph (e) from Figure 2. In this case, any $(G, H)$-extension can be viewed as a combination of a $(G, K_4)$-extension and a $(K_4, H)$-extension. The proof of Spencer’s general 1-statement result [31 Theorem 3] combines this decomposition with his strictly balanced result [3] for $(G, K_4)$ and $(K_4, H)$, leading to a sufficient condition of form $\min \{\mu_{G, K_4}, \mu_{K_4, H}\} \geq K'(\varepsilon) \log n$ (cf. [31 Section 2]). The following result shows that this sufficient condition can be weakened in some range, demonstrating that Spencer’s general 1-statement condition is not always optimal.

**Proposition 5.** Let $(G, H)$ be the rooted graph (e) depicted in Figure 2. Set $\omega := np^2$. For all $p = p(n) \in [0, 1]$ and $\varepsilon = \varepsilon(n) \in (0, 1]$ such that $\omega \ll \log n$ and $\varepsilon^2 \omega^3 \gg \log n$, we have $\varepsilon^2 \mu_{G, K_4} \gg \log n \gg \varepsilon^2 \mu_{K_4, H}$ but $P(\max_{x \in [n]_{vG}} \|X_x - \mu\| < \varepsilon \mu) \to 1$ as $n \to \infty$.

It is not hard to see that in the setting of Proposition 5 we have $\varepsilon^2 \Phi \asymp \varepsilon^2 \mu_{G, K_4} \gg \log n$, which together with Theorems 2–3 suggests that maybe $\varepsilon^2 \Phi \gg \log n$ is always a sufficient condition for the 1-statement (which would sharpen Theorem 1). However, the following result shows that this speculation is false for the rooted graph (f) depicted in Figure 2 indicating that Problem 1 is more tricky than one might think.

**Proposition 6.** Let $(G, H)$ be the rooted graph (f) depicted in Figure 2. Set $\omega := np^2$. For all $p = p(n) \in [0, 1]$ and $\varepsilon = \varepsilon(n) \in (0, 1]$ such that $\omega \ll (\log n)^{0.39}$ and $\varepsilon^2 \omega^3 \gg \log n$, we have $\varepsilon^2 \Phi \asymp \varepsilon^2 \mu_{G, K_4} \gg \log n$ but $P(\max_{x \in [n]_{vG}} \|X_x - \mu\| < \varepsilon \mu) \to 0$ as $n \to \infty$.

---

4Further support comes from the fact that $X_x$ is asymptotically normal, see Claim 1 (ii) in Appendix A and the variance estimate (10) from Section 2 which makes it plausible that $P(\|X_x - \mu\| \geq \varepsilon \mu) \leq e^{-\Omega((\varepsilon^2 \Phi)/\Var X_x)} \leq e^{-\Omega(\varepsilon^2 \Phi)} \ll n^{-v_G}$ holds, which in turn would then establish the 1-statement by taking the union bound over all $\Theta(n^{v_G})$ roots $x$. 

Figure 2: The rooted graphs used in Propositions 5–6, with the root vertex circled: for (e) Spencer’s general 1-statement is not optimal, and for (f) the natural condition $\varepsilon^2 \Phi \gg \log n$ does not imply the 1-statement.
Overall, we hope that the above intriguing examples and open problems will stimulate more research into rooted subgraph counts. When \((G, H)\) is strictly balanced and grounded, then we conjecture that (\(\text{(ii)}\)) holds for suitable \(c, C > 0\) under the natural assumptions \(\mu \to \infty\) and \(1 - p = \Omega(1)\), i.e., without assuming \(\varepsilon \geq n^{-\alpha}\). We leave it as an open problem to formulate a conjecture for the general solution to Problem \(\text{(i)}\) which in many cases is closely related to determining the regime where \(\mathbb{P}(|X_\infty - \mu| \geq \varepsilon \mu)\) changes from \(n^{-o(1)}\) to \(n^{-\omega(1)}\), say. In the concluding remarks we also discuss a potential connection to extreme value theory (see Section 4).

1.4 Organization of the paper

In Section 2 we introduce some auxiliary results, which also imply Theorem 4. In Section 3 we prove our main result Theorem 4 (i) for strictly balanced \((G, H)\) that are grounded. In Sections 4 and 5.1 we prove Theorems 2 and 3 i.e., cover the case where no grounded primal of \((G, H)\) exists, and the case where the primal of \((G, H)\) is unique and grounded, respectively. In Section 5.2 we prove Theorem 4 (ii) for strictly balanced \((G, H)\) that are not grounded. In Section 6 we prove the cautionary examples from Propositions 5-6.

Finally, Section 7 contains some concluding remarks and problems.

2 Preliminaries

In this section we collect some useful basic observations, and a partial result which implies Theorem 4. First, by adapting the textbook argument [15, Lemma 3.5] for (unrooted) subgraph counts, for any rooted graph \((G, H)\) it is standard to see that the variance of \(X_{G,H}(x)\) satisfies

\[
\sigma^2 = \sigma^2_{G,H} := \text{Var} X_{G,H}(x) \approx (1 - p)\mu_{G,H}^2 / \Phi_{G,H}
\]

for any edge probability \(p = p(n) \in (0, 1)\), where \(\mu = \mu_{G,H}\) and \(\Phi = \Phi_{G,H}\) are as defined in (1) and (3); cf. [28]. Next, inspired by similar statements for subgraph counts [15, Lemma 3.6], using the relation \(\mu_{G,J} \approx (n^{1/(d(G,J)p)})^{e_J - e_G}\) for all \(G \subseteq J \subseteq H\) with \(e_J > e_G\), it is straightforward to establish the following useful properties. Recall that \(m(G, H)\) and \(\Phi = \Phi_{G,H}\) are defined in (2) and (4), respectively.

**Remark 1.** For any rooted graph \((G, H)\), the following hold for all \(p = p(n) \in [0, 1]:\)

\begin{enumerate}[(i)]
    \item If \(\Phi \to \infty\) is equivalent to \(p \gg n^{-1/m(G,H)}\).
    \item If \(\Phi = \Omega(1)\) is equivalent to \(p = \Omega(n^{-1/m(G,H)})\).
    \item If \(\Phi = O(1)\) then \(\mu_{G,J} > 1\) for any \(G \subseteq J \subseteq H\) that is primal for \((G, H)\).
    \item If \(p = \Omega(n^{-1/m(G,H)+\eta})\) for some constant \(\eta > 0\), then \(\Phi = \Omega(n^{\eta})\).
\end{enumerate}

Finally, the approximate result Theorem 4 immediately follows from the following slightly more general theorem, whose technical statement will be convenient in several later proofs. In particular, in some ranges of the parameters, we will be able to deduce the desired 1- or 0-statements directly from (11) - (12) below.

**Theorem 7.** For any rooted graph \((G, H)\), the following hold for all \(p = p(n) \in [0, 1]:\)

\begin{enumerate}[(i)]
    \item If \(\Phi = \Omega(1)\) and \((1/\mu)^2 \Phi \geq n^{\Omega(1)}\), then
    \[
    \lim_{n \to \infty} \mathbb{P}\left(\max_{x \in \mathbb{N}[n]_{G}} |X_x - \mu| < t\right) = 1.
    \]
    \item If \(\varepsilon = \varepsilon(n) \in (0, 1)\) and either (a) \(\Phi(1 - p) \to \infty\) and \(\varepsilon^2 \Phi / (1 - p) \to 0\), or (b) \(\Phi \to 0\), then
    \[
    \lim_{n \to \infty} \mathbb{P}\left(\max_{x \in \mathbb{N}[n]_{G}} |X_x - \mu| \geq \varepsilon \mu\right) = 1.
    \]
\end{enumerate}

**Remark 2.** In [11], the conclusion (11) holds with probability \(1 - o(n^{-\tau})\) for any constant \(\tau > 0\).

We defer the simple proof of Theorem 7 to Appendix A and only mention the main ideas here. Claim (\(\text{(ii)}\)) exploits that \(X_\infty\) is asymptotically normal when \(\Phi(1 - p) \to \infty\). Claim (\(\text{(i)}\)) is based on Markov’s inequality and a central moment estimate \(\mathbb{E}[(X_\infty - \mu)^m] \lesssim C_m \sigma^{2m} \lesssim D_m (\mu^2 / \Phi)^m\) that is a by-product of the usual asymptotic normality proof via the method of moments (see Claim 11 in Appendix A). This approach for obtaining tail estimates ‘without much effort’ does not seem to be as widely known in probabilistic combinatorics, and we believe that it will be useful in other applications (e.g., it yields a simple direct proof of [31, Corollary 4]).
3 Strictly balanced and grounded case (Theorem 1)

In this section we prove the threshold \( \Theta \) of Theorem 1 (i) for strictly balanced rooted graphs \((G, H)\) that are grounded (see Section 5.2 for the less interesting ungrounded case).

The 0-statement in \( \Theta \) is the main difficulty, and here the plan is to use a second moment argument to show the existence of a root \( x \in [n]_{\nu_G} \) with too many \((G, H)\)-extensions, i.e., with \( X_x \geq (1 + \varepsilon) \mu \). Unfortunately, even an asymptotic estimate of the relevant first moment is challenging, since the upper tail probability \( P(X_x \geq (1 + \varepsilon) \mu) \) is hard to estimate up to a \( 1 + o(1) \) factor (this is an instance of the ‘infamous’ upper tail problem \([16, 29]\)). To sidestep this technical difficulty, we instead show an existence of a root \( x \in [n]_{\nu_G} \) which attains \( X_x = \lceil (1 + \varepsilon) \mu \rceil \) due to exactly \( \lceil (1 + \varepsilon) \mu \rceil \) extensions that are vertex-disjoint outside of \( x \). The crux is that these auxiliary events are more tractable: we can estimate the relevant first and second moments up to the required \( 1 + o(1) \) factors via a careful mix of Harris’ Lemma \([13]\), Janson’s inequality \([13, 14, 25]\), and counting arguments. It turns out that here the extra assumption \( \varepsilon \geq n^{-\alpha} \) is helpful: it will allow us to focus on fairly small edge probabilities \( p = p(n) \) that are close to \( n^{-1/d(G,H)} \), which intuitively makes it easy to show that various events are approximately independent (as tacitly required by the second moment method); see Section 3.2 for the details.

The 1-statement in \( \Theta \) is simpler (and nowadays fairly routine). For edge probabilities \( p = p(n) \) that are close to \( n^{-1/d(G,H)} \), we use a standard union bound argument, estimating the lower tail \( P(X_x \leq (1 - \varepsilon) \mu) \) via Janson’s inequality \([14, 16, 25]\) and the upper tail \( P(X_x \geq (1 + \varepsilon) \mu) \) via an inequality of Warnke \([38]\). For edge probabilities \( p = p(n) \) much larger than \( n^{-1/d(G,H)} \), it turns out that we can simply use the partial result Theorem \( 7(\theta) \) due to the extra assumption \( \varepsilon \geq n^{-\alpha} \); see Section 3.3 for the details.

3.1 Technical preliminaries

Our upcoming arguments exploit two standard properties of strictly balanced rooted graphs: (i) for fairly small edge probabilities \( p = p(n) \), the expectation \( \mu = \mu_{G,H} \) is significantly smaller than any other expectation \( \mu_{G,J} \) with \( G \subseteq J \subseteq H \) (note that \( \mu_{G,H} \mu_{G,J} \propto n^{v_H - v_J} p^{v_H - v_J} \ll 1 \) via \([14]\) below), and (ii) after removing the root vertices from \( H \), the remaining graph \( H - V(G) \) is connected. Both mimic well-known properties from the unrooted case, so we defer the routine proof of Lemma 8 to Section 3.3.

Lemma 8. For any strictly balanced rooted graph \((G, H)\), the following hold:

(i) There is a constant \( \beta = \beta(G, H) > 0 \) such that, for all \( p = p(n) \in [0,1] \) with \( p = O(n^{-1/d(G,H)+\beta}) \),

\[
\max_{G \subseteq J \subseteq H} n^{v_H - v_J} p^{v_H - v_J} \ll n^{-\beta}. \tag{13}
\]

(ii) The graph \( H - V(G) \), obtained from \( H \) by deleting the vertices of \( G \), is connected.

3.2 The 0-statement

Our second-moment-based proof of the 0-statement in \( \Theta \) of Theorem 1 hinges on the following key lemma.

Given a root \( x \in [n]_{\nu_G} \), let \( \mathcal{E}_x \) denote the event that, in \( G_{n,p} \), the root \( x \) has exactly \( z := \lceil (1 + \varepsilon) \mu \rceil \) many \((G, H)\)-extensions, and all of them are pairwise vertex-disjoint (i.e., sharing no vertices outside \( x \)). We also say that two roots \( x_1, x_2 \in [n]_{\nu_G} \) are disjoint if they share no elements as (unordered) sets.

Lemma 9. Let \((G, H)\) be a rooted graph that is strictly balanced and grounded. There are constants \( c, \gamma > 0 \) such that, for all \( \varepsilon = \varepsilon(n) \in (0,1) \) and \( p = p(n) \in [0,1] \) with \( p \leq n^{-1/d(G,H)+\gamma} \), \( \mu \geq 1/2 \) and \( \varepsilon^2 \mu \leq c \log n \), the following holds: for all roots \( x \in [n]_{\nu_G} \) we have

\[
P(\mathcal{E}_x) \gg n^{-1/2}; \tag{14}
\]

and for all disjoint roots \( x_1, x_2 \in [n]_{\nu_G} \) we have

\[
P(\mathcal{E}_{x_1}, \mathcal{E}_{x_2}) \leq (1 + o(1))P(\mathcal{E}_{x_1})P(\mathcal{E}_{x_2}). \tag{15}
\]

Proof of the 0-statement in \( \Theta \) of Theorem 1. Let \( c, \gamma > 0 \) be the constants given by Lemma 9. Fix arbitrary \( 0 < \alpha < \gamma/2 \). First, when \( p > n^{-1/d(G,H)+\gamma} \), then \( \varepsilon \geq n^{-\alpha} \) and Remark \( \Theta(\gamma) \) imply \( \varepsilon^2 \mu \geq n^{-2\alpha} \cdot \Phi_{G,H} = \)
we set $s$ with room to spare. With foresight, given and $N$ prove. Next, when $x$ extensions of $n$ Chebyshev's inequality readily yields We start with (14), i.e., a lower bound for (14)

\[
\gamma e_H < \min\{\beta/v_H, \beta/2, 1/2, 1 - 2c\}. \tag{16}
\]

Recalling $\mu \asymp n^{v_H - e_G}p^{e_H - e_G}$ and $\varepsilon \leq 1$, using the assumptions $\mu \geq 1/2$ and $p \leq n^{-1/d(G,H) + 2}$, we infer

\[
\frac{1}{2} \leq \mu \leq z = [(1 + \varepsilon)\mu] \leq O(n^{\gamma e_H}) \ll \min\{n^{1/2}, n^{\beta/2}\}, \tag{17}
\]

and

\[
p \leq \left(n^{-v_H - v_G + \gamma(e_H - e_G)}\right)^{-\frac{1}{-e_G}} \leq \left(n^{-1/2}\right)^{-\frac{1}{-e_G}} \ll 1/2, \tag{18}
\]

with room to spare. With foresight, given $x \in [n]_{v_G}$, we denote by $N = N_{G,H}(x)$ the number of $(G,H)$-extensions of $x$ in $K_n$. Note that $N \asymp n^{v_H - v_G}$ does not depend on the particular choice of $x$.

### 3.2.1 The first moment: inequality (14)

We start with (14), i.e., a lower bound for $P(\mathcal{E}_x)$. Recall that every $x \in [n]_{v_G}$ has $N$ extensions in $K_n$. The plan is to show that $P(\mathcal{E}_x)$ is comparable with $P(\text{Bin}(N, p^{e_H - e_G}) = z)$. More precisely, we will show that

\[
P(\mathcal{E}_x) \geq (1 + o(1)) \cdot \left(\frac{N}{z}\right)p^{e_H - e_G}z(1 - p^{e_H - e_G})^{N - z}. \tag{19}
\]

In view of $z \approx (1 + \varepsilon)\mu = (1 + \varepsilon)Np^{e_H - e_G}$, using Stirling's formula it then will be routine to deduce that the lower bound in (19) is $\Theta(z^{-1/2}) \cdot e^{-\Theta(\varepsilon^2\mu)}$, which together with (10) and the assumption $\varepsilon^2\mu \leq c\log n$ will eventually imply the desired inequality (14); see (25)–(29) below.

Turning to the technical details, given $x \in [n]_{v_G}$, let $\mathcal{S}(x)$ denote the set of all (unordered) collections of $z = [(1 + \varepsilon)\mu]$ vertex-disjoint $(G,H)$-extensions of $x$ in $K_n$. Given $C \in \mathcal{S}(x)$, let $C^c$ denote the remaining $N - z$ extensions of $x$ in $K_n$. Given a collection $\mathcal{S}$ of extensions of $x$, we write $\mathcal{I}_S$ for the event that all extensions in $\mathcal{S}$ are present in $G_{n,p}$, and $\mathcal{D}_S$ for the event that all extensions in $\mathcal{S}$ are not present in $G_{n,p}$. Note that

\[
P(\mathcal{E}_x) = \sum_{C \in \mathcal{S}(x)} P(\mathcal{I}_C, D_{C^c}) = \sum_{C \in \mathcal{S}(x)} P(\mathcal{I}_C)P(D_{C^c} | \mathcal{I}_C) \geq |\mathcal{S}(x)| \min_{C \in \mathcal{S}(x)} P(\mathcal{I}_C)P(D_{C^c} | \mathcal{I}_C), \tag{20}
\]

where the minimum is of course only formal: by symmetry the probabilities are the same for every $C \in \mathcal{S}(x)$. To estimate $|\mathcal{S}(x)|$, note that given $i \leq z$ vertex-disjoint extensions, the number of choices for another vertex-disjoint extension is $N - O(z(n^{v_H - v_G} - 1))$. Since $\mathcal{S}(x)$ consists of unordered collections of extensions, using $N \asymp n^{v_H - v_G}$ and $z \ll n^{1/2}$ (see (17)) together with $1 - x = e^{-x(1 + o(1))}$ as $x \to 0$ it follows that

\[
|\mathcal{S}(x)| = \frac{(N - O(z(n^{v_H - v_G} - 1)))^z}{z!} = \frac{N^z}{z!} \cdot \left(1 - O(z/n)\right)^z \sim \frac{N^z}{z!} \sim \left(\frac{N}{z}\right). \tag{21}
\]
Since the extensions in $C \in \mathcal{F}(x)$ are disjoint, we have

$$\mathbb{P}(I_C) = p^{(e_H - e_G)z}. \quad (22)$$

For the remaining lower bound on $\mathbb{P}(D_C|I_C)$, the idea is to apply Harris’ Lemma \[13\] and then use Lemma \[5(1)\] to show that the effect of ‘overlapping’ pairs of extensions is negligible.

**Claim 10.** Let $x \in [n]_{cG}$. Then, for all $C \in \mathcal{F}(x)$, we have

$$\mathbb{P}(D_C|I_C) \geq (1 + o(1)) \cdot (1 - p^{e_H - e_G})^{N - z}. \quad (23)$$

**Proof.** We fix $C \in \mathcal{F}(x)$, and define the auxiliary graph $F := ([n], \bigcup_{H, c} E(H_1))$. Note that after conditioning on the event $I_C$, in $G_n, p$ each possible edge from $E(K_n) \setminus E(F)$ is still included independently with probability $p$. Therefore Harris’ Lemma (see, e.g., \[11\] Theorem 6.3.2) implies that

$$\mathbb{P}(D_C|I_C) \geq \prod_{H_x \in C} \left(1 - p^{e_H - e_G - e(H_x \cap F)}\right). \quad (24)$$

Note that there are at most $N - z$ extensions $H_2 \in C^c$ with $e(H_2 \cap F) = 0$, each contributing a factor of $1 - p^{e_H - e_G}$ to the right-hand side of \[24\]. Every other extension $H_2 \in C^c$ contains at least one edge not in $F$ (since by Lemma \[8(1)\] after deleting the root vertices $x$, all graphs in $\{H_1 - x : H_1 \in C\}$ are vertex-disjoint and connected), so that $p^{e_H - e_G - e(H_x \cap F)} \leq p \leq 1/2$ by \[13\]. Since $1 - x \geq e^{-2x}$ for $x \leq 1/2$, from \[24\] it follows that

$$\mathbb{P}(D_C|I_C) \geq (1 - p^{e_H - e_G})^{N - z} \cdot \exp \left(-2 \sum_{H_x \in C^c; e(H_x \cap F) \geq 1} p^{e_H - e_G - e(H_x \cap F)}\right). \quad (25)$$

To estimate the sum in \[25\], note that if $H_2 \in C^c$ shares an edge with $F$, then $E(H_2 \cap F)$ corresponds to an $(G, J)$-extension of $x$ for some $G \subseteq J \subseteq H$. The number of such extensions is at most $(v_H z)^{v_J - v_G} = O(z^{v_H})$, with room to spare. Given a $(G, J)$-extension, it can be further extended to some $H_2 \in C^c$ in at most $n^{v_H - v_J}$ ways. Using $e_H - e_G - (e_J - e_G) = e_H - e_J$ together with \[17\] and \[13\], it follows that

$$\sum_{H_x \in C^c; e(H_x \cap F) \geq 1} p^{e_H - e_G - e(H_x \cap F)} \leq \sum_{G \subseteq J \subseteq H} O \left(\left(z^{v_H} n^{v_H - v_J} \cdot p^{e_H - e_J}\right)\right) \ll n^{2e_H e_H - \beta} = o(1), \quad (26)$$

which together with \[25\] establishes inequality \[23\].

Combining estimates \[20\]–\[23\], we readily obtain inequality \[19\]. To establish \[14\], it remains to estimate the right-hand side of \[19\] via the following well-known form of Stirling’s formula (see, e.g., \[7\] equation (1.4)):

$$n! = \sqrt{2\pi n} \left(\frac{n}{e}\right)^n e^{\alpha_n} \text{ with } \alpha_n = O(n^{-1}). \quad (27)$$

With foresight, let $t := z - \mu = \varepsilon \mu + O(1)$, and define $\varphi(x) := (1 + x) \log(1 + x) - x$ for $x > -1$. Recalling \[17\] we have $1 \leq z \ll n^{1/2} \ll N$. Using Stirling’s formula \[27\] together with $\mu = Np^{e_H - e_G}$ and $z = \mu + t$, then a simple (but slightly tedious) calculation along the lines of the Appendix of \[33\] gives

$$\left(\begin{array}{c} N \\ z \end{array}\right) p^{(e_H - e_G)z}(1 - p^{e_H - e_G})^{N - z} \geq \frac{\exp \left(-O(N^{-1} + z^{-1} + (N - z)^{-1})\right)}{\sqrt{2\pi z(1 - z/N)}} \cdot \left(\frac{\mu}{z}\right)^z \left(\frac{N - \mu}{N - z}\right)^{N - z} \geq \Omega(z^{-1/2}) \cdot \exp \left(-\mu \varphi(t/\mu) - (N - \mu) \varphi(-t/(N - \mu))\right). \quad (28)$$

Note that $\log(1 + x) \leq x$ implies $\varphi(x) \leq x^2$. Using \[17\] we readily infer $t^2/\mu = \varepsilon^2 \mu + O(1)$. Furthermore, \[19\] implies $p^{e_H - e_G} \leq n^{-1/2}$, so that $N \geq n^{1/2} \mu \gg \mu$. Using the estimates \[17\] and $\varepsilon^2 \mu \leq c \log n$ together with $\gamma e_H/2 + c < 1/2$ (see \[16\]), it now follows that \[28\] is at least

$$\Omega(z^{-1/2}) \cdot \exp \left(-\left(1 + O(n^{-1/2})\right)\varepsilon^2 \mu\right) \geq \Omega(1) \cdot \exp \left(-(\gamma e_H/2 + c) \cdot \log n\right) \gg n^{-1/2}, \quad (29)$$

which together with \[19\] completes the proof of inequality \[14\] from Lemma \[9\].
3.2.2 The second moment: inequality (15)

Now we turn to (15), i.e., an upper bound for $\mathbb{P}(E_{x_1}, E_{x_2})$ when $x_1, x_2$ are disjoint. Recalling (20), note that

$$
\mathbb{P}(E_{x_1}, E_{x_2}) = \sum_{C_1 \in \mathcal{S}(x_1)} \sum_{C_2 \in \mathcal{S}(x_2, C_1)} \mathbb{P}(I_{C_1 \cup C_2}, D_{C_1 \cup C_2}),
$$

where we (with foresight) define

$$
\mathcal{S}(x_2, C_1) := \{ C_2 \in \mathcal{S}(x_2) : \mathbb{P}(I_{C_1 \cup C_2}, D_{C_1 \cup C_2}) > 0 \}.
$$

Guided by the heuristics that the various events are approximately independent, the plan is to show that

$$
\mathbb{P}(I_{C_1 \cup C_2}, D_{C_1 \cup C_2}) \leq (1 + o(1))\mathbb{P}(I_{C_1}, D_{C_1} \cdot \mathbb{P}(I_{C_2}, D_{C_2}),
$$

though the actual details will be slightly more involved. Ignoring these complications for now, note that (32) would together with (30), (20) and $\mathcal{S}(x_2, C_1) \subseteq \mathcal{S}(x_2)$ indeed imply the desired inequality (15).

Turning to the technical details, by applying Harris’ Lemma (noting that $I_{C_1 \cup C_2}$ is an increasing event and that $D_{C_1 \cup C_2}$ is a decreasing event; see the definitions above [1 Theorem 6.3.2]) to the right-hand side of (30) we obtain that

$$
\mathbb{P}(E_{x_1}, E_{x_2}) \leq \sum_{C_1 \in \mathcal{S}(x_1)} \sum_{C_2 \in \mathcal{S}(x_2, C_1)} \mathbb{P}(I_{C_1 \cup C_2}) \mathbb{P}(D_{C_1 \cup C_2}).
$$

Recalling that every $x \in [n]_{e_G}$ has $N$ extensions in $K_n$, Harris’ Lemma also gives the lower bound $\mathbb{P}(D_{C_1 \cup C_2}) \geq (1 - p^{e_H - v_G})^2(N - z)$. We will now prove an asymptotically matching upper bound that does not depend on the choice of $C_1$ and $C_2$ (similarly as in Claim 10). Here the idea is to apply a form of Janson’s inequality [8, 15, 1], and then again use Lemma 8 (ii) to argue that ‘overlaps’ have negligible contribution.

Claim 11. Let $x_1, x_2 \in [n]_{e_G}$ be disjoint. Then, for all $C_1 \in \mathcal{S}(x_1)$ and $C_2 \in \mathcal{S}(x_2)$, we have

$$
\mathbb{P}(D_{C_1 \cup C_2}) \leq (1 + o(1)) \cdot (1 - p^{e_H - v_G})^2(N - z).
$$

Proof. Let $S$ be the family of edge-sets, each of size $e_H - e_G$, corresponding to extensions in $C_1 \cup C_2$ (each extension of $x_1$ or $x_2$ is uniquely determined by its edge-set, since $H$ has no isolated vertices outside of $V(G)$ by Lemma 8). Note that if an extension in $C_1$ is also an extension in $C_2$, then it must contain some vertex from $x_2$ (because $G$ is grounded). Since $x_1, x_2$ are disjoint, the number of such duplicate extensions is $O((n^{e_H - v_G} - 1)$, which implies that $|S| \geq 2(N - z) - O(n^{e_H - v_G} - 1)$. Setting $X := \sum_{E \in S} |\{ E \subseteq G_n,p \}$, note that the event $D_{C_1 \cup C_2}$ is precisely the event that $X = 0$. Since $p \leq 1/2$ (see (13)) implies $1/(1 - p^{e_H - e_G}) \leq 2$ and $(1 - p^{e_H - e_G})^{-1} \leq e^{2p^{e_H - e_G}}$, by invoking the Boppana–Spencer [8] variant of Janson’s inequality (see, e.g., [15] Remark 2.20 or [1 Theorem 8.1.1]) it then follows that

$$
\mathbb{P}(D_{C_1 \cup C_2}) = \mathbb{P}(X = 0) \leq (1 - p^{e_H - e_G})^{|S|} e^{\Delta/(1 - p^{e_H - e_G})} \leq (1 - p^{e_H - e_G})^2(N - z) e^{O(n^{e_H - v_G} - 1p^{e_H - e_G} + \Delta)},
$$

where

$$
\Delta := \sum_{(E_1, E_2) \in S \times S : 1 \leq |E_1 \cap E_2| < e_H - e_G} p^{|E_1 \cup E_2|}.
$$

Using $\mu = Np^{e_H - e_G} \asymp n^{e_H - v_G}p^{e_H - e_G}$ together with (17), it follows that

$$
n^{e_H - v_G} - 1p^{e_H - e_G} \asymp \mu \cdot n^{-1} \ll n^{1/2 - 1} = o(1).
$$

Turning to the $\Delta$-term, note that $|S|p^{e_H - e_G} \leq 2(N - z)p^{e_H - e_G} \leq 2\mu$. By proceeding analogously to the estimates in [25–26], using (17) and (13) it routinely follows that

$$
\Delta \leq \sum_{E_1 \in S} p^{e_H - e_G} \sum_{E_2 \in S} p^{e_H - e_G - |E_1 \cap E_2|} \leq O(\mu \cdot \sum_{G \subseteq J \subseteq H} n^{e_H - v_G} p^{e_H - e_J}) = o(1),
$$

which together with (35)–(37) establishes inequality (34).
To sum up, by inserting the estimates (22) and (34) into (33), we readily arrive at
\[
\mathbb{P}(E_{x_1}, E_{x_2}) \leq (1 + o(1)) \cdot p^{(\varepsilon_H - \varepsilon_G)z} (1 - p^{\varepsilon_H - \varepsilon_G})^{2(N - z)} \sum_{C_1 \in \mathcal{S}(x_1)} \sum_{C_2 \in \mathcal{B}(x_2, C_1)} \mathbb{P}(I_{C_2} \mid I_{C_1}).
\] (39)

Anticipating that the main contribution comes from pairs \( C_1, C_2 \) of ‘disjoint’ collections, we partition
\[
\mathcal{S}(x_1) := \mathcal{S}_0(x_1, x_2) \cup \mathcal{S}_1(x_1, x_2),
\] (40)
where \( \mathcal{S}_0(x_1, x_2) \) contains the collections \( C_1 \in \mathcal{S}(x_1) \) for which the auxiliary graph
\[
F = F(C_1) := \left( [n], \bigcup_{H \in C_1} E(H') \right)
\] (41)
contains no extensions of \( x_2 \), and \( \mathcal{S}_1(x_1, x_2) \) contains the remaining ones. Since \( x_1, x_2 \) are disjoint and \((G, H)\) is grounded, every \( C_1 \in \mathcal{S}_1(x_1, x_2) \) must contain at least one extension overlapping with \( x_2 \) (in at least one vertex). From (21), \( N = n^{|v_H - v_G|} \) and \( z \ll n \) (see (17)) it follows that, for some constant \( A = A(G, H) > 0 \),
\[
|\mathcal{S}_1(x_1, x_2)| \leq A n^{|v_H - v_G| - 1} \cdot \left( \frac{N}{z - 1} \right)^z n^{|v_H - v_G| - 1} \cdot \frac{z}{N} \cdot |\mathcal{S}(x_1)| \ll |\mathcal{S}(x_1)|.
\] (42)

Exploiting the groundedness assumption, we next show that pairs \( C_1, C_2 \) can only overlap in at most \( v_G = O(1) \) extensions (see Claim 12), and that overlapping pairs effectively have negligible contribution (see Claim 13).

**Claim 12.** Let \( x_1, x_2 \in [n]_{v_G} \) be disjoint. Then, for all \( C_1 \in \mathcal{S}(x_1) \), the graph \( F = F(C_1) \) defined in (41) contains at most \( v_G \) vertex-disjoint extensions of \( x_2 \).

**Proof.** The graph \( F - x_1 \), obtained by removing the vertices \( x_1 \) from \( F \), consists of isolated vertices and vertex-disjoint copies of the graph \( H - V(G) \), which, by Lemma 8(iii), is connected. Let \( H' \) be obtained from \( H - E(G) \) by removing isolated root vertices (if any). Since \((G, H)\) is grounded, we have \( \varepsilon_{H-V(G)} < \varepsilon_H \). Note that \( H' \) is connected (since it equals \( H - V(G) \) with some root vertices connected to it) and therefore \( F - x_1 \) is \( H' \)-free. It follows that any extension of \( x_2 \) that is present in \( F \) must intersect \( x_1 \), so there are at most \( |x_1| = v_G \) such vertex-disjoint extensions of \( x_2 \). \( \square \)

**Claim 13.** Let \( x_1, x_2 \in [n]_{v_G} \) be disjoint. Then
\[
\sum_{C_1 \in \mathcal{S}(x_1)} \sum_{C_2 \in \mathcal{S}(x_2, C_1)} \mathbb{P}(I_{C_2} \mid I_{C_1}) \leq (1 + o(1)) \sum_{C_1 \in \mathcal{S}(x_1)} \sum_{C_2 \in \mathcal{S}(x_2)} \mathbb{P}(I_{C_2}).
\] (43)

**Proof of Claim 13** In the first step we estimate \( \sum_{C_2 \in \mathcal{S}(x_2, C_1)} \mathbb{P}(I_{C_2} \mid I_{C_1}) \) using a counting argument that accounts for the different kinds of overlaps of \( C_2 \) with the graph \( F = F(C_1) \) defined in (41). Turning to the details, as in the proof of Claim 11, we will think of \((G, H)\)-extensions as edge-sets of size \( \varepsilon_H - \varepsilon_G \). Recall that \( |C_1| = |C_2| = z = \lfloor (1 + \varepsilon)N \rfloor \). Suppose that the graph \( F \) contains \( k \) extensions of \( x_2 \). If \( C_2 \in \mathcal{S}(x_2, C_1) \) then all these \( k \) extensions must be present in \( C_2 \), since otherwise \( \mathbb{P}(I_{C_1} \cup C_2, D_{C_1} \cup D_{C_2}) \leq \mathbb{P}(I_{C_1}, D_{C_2}) = 0 \) contradicting \( C_2 \in \mathcal{S}(x_2, C_1) \). List the remaining extensions in \( C_2 \) as \( E_1, \ldots, E_{z-k} \) in an arbitrary order. Note that each \( E_i \) is not fully contained in \( E(F) \), and thus the intersection \( E_i \cap E(F) \) is the edge-set of some \((G, J_i)\)-extension of \( x_2 \) for some graph \( J_i \) satisfying \( G \subseteq J_i \subseteq H \) (the case \( J_i = G \) occurs when the extension \( E_i \) is edge-disjoint from \( F \)). When these intersections are given by \( J_1, \ldots, J_{z-k} \), then we clearly have
\[
\mathbb{P}(I_{C_2} \mid I_{C_1}) = \prod_{i=1}^{z-k} p^{\varepsilon_H - \varepsilon_G - (\varepsilon_{J_i} - \varepsilon_G)} = \prod_{i=1}^{z-k} p^{\varepsilon_H - \varepsilon_{J_i}}.
\]
Furthermore, the number of sequences \( E_1, \ldots, E_{z-k} \) corresponding to intersections \( J_1, \ldots, J_{z-k} \) is bounded from above by
\[
\prod_{i=1}^{z-k} (v_G + (v_H - v_G)z)^{v_{J_i} - v_G} \hat{N}_{J_i, H}.
\]
where \( \tilde{N}_{J,H} := N_{G,H} = N \) if \( G = J \) and \( \tilde{N}_{J,H} := n^{v_H - v_J} \) otherwise. Hence, summing over all possible choices of \( J_1, \ldots, J_{z-k} \) and dividing by \((z-k)!\) (since we sum over unordered collections \( C_2 \)), it follows that

\[
\sum_{c_2 \in \mathcal{B}(x_2,c_1)} \mathbb{P}(I_{C_2} | I_{C_1}) \leq \frac{1}{(z-k)!} \sum_{J \subseteq J_1 \subseteq J_{z-k} \subseteq H} \prod_{i=1}^{z-k} \left( v_G + (v_H - v_G)z \right)^{v_{J_i} - v_{J_i} - \tilde{N}_{J_i,H} H P^{v_H - v_G} J_i}.
\]

Noting that \( \tilde{N}_{G,H} P^{v_H - v_G} = \mu \), using (26) and \( \mu \gg z \) we bound the sum in (44) from above by, say,

\[
\mu + O \left( \sum_{G \subseteq J \subseteq H} z^{v_H n^{v_H - v_J} P^{v_H - v_G}} \right) \leq \mu + o(1) = \mu \cdot \left( 1 + o(1) \right).
\]

From the assumptions \( \varepsilon \leq 1 \) and \( \mu \geq 1/2 \) it follows that \( z \leq (1 + \varepsilon) \mu + 1 \leq 4 \mu \), say. Therefore, in view of (44)–(45), using \( \mu = N P^{v_H - v_G} \) and (21) it follows that

\[
\sum_{c_2 \in \mathcal{B}(x_2,c_1)} \mathbb{P}(I_{C_2} | I_{C_1}) \leq \left( \frac{z}{\mu} \right)^k \frac{(N P^{v_H - v_G}) z}{z!} \left( 1 + o(z^{-1}) \right)^{z-k} \leq (1 + o(1)) \cdot 4 \cdot |J(x_2)| P^{(v_H - v_G) z},
\]

wherever the graph \( F \) defined in (41) contains exactly \( k \) extensions of \( x_2 \).

In the second step we sum the above estimate (41) over all \( C_1 \in \mathcal{F}(x_1) \). Recalling the partition (41), note that if \( k = 0 \) when \( C_1 \in \mathcal{F}_0(x_1, x_2) \), and that if \( k \leq v_G \) otherwise (see Claim 12). From (41) it follows that

\[
\sum_{C_1 \in \mathcal{F}(x_1)} \sum_{C_2 \in \mathcal{B}(x_2,c_1)} \mathbb{P}(I_{C_2} | I_{C_1}) \leq (1 + o(1)) \cdot \left( |\mathcal{F}_0(x_1, x_2)| + 4 \cdot v_G \cdot |\mathcal{F}_{1}(x_1, x_2)| \right) \cdot |J(x_2)| P^{(v_H - v_G) z}.
\]

In view of (42), the factor in the above parentheses is at most \((1 + o(1)) \cdot |J(x_1)|\), say, which together with \( P^{(v_H - v_G) z} = \mathbb{P}(I_{C_2}) \) from (22) then completes the proof of inequality (43).

Finally, inserting the estimates (43), \( P^{(v_H - v_G) z} = \mathbb{P}(I_{C_2}) \), and (23) into (59), it follows that

\[
\mathbb{P}(E_{X_1}, E_{X_2}) \leq (1 + o(1)) \cdot \sum_{C_1 \in \mathcal{F}(x_1)} \mathbb{P}(I_{C_1}) \mathbb{P}(D_{C_1} | I_{C_1}) \sum_{C_2 \in \mathcal{B}(x_2)} \mathbb{P}(I_{C_2}) \mathbb{P}(D_{C_2} | I_{C_2}),
\]

which together with (23) completes the proof of inequality (13) and thus Lemma 3 (which in turn implies the 0-statement in (41) of Theorem 4 as discussed).

### 3.3 The 1-statement

Our proof of the 1-statement in (41) of Theorem 4 is based on a fairly standard union bound argument.

**Proof of the 1-statement in (41) of Theorem 4** Fix an arbitrary constant \( \tau > 0 \). For \( \beta > 0 \) as given by Lemma 8(1), fix constants \( 0 < \gamma \leq \beta \) and \( 0 < \alpha < \gamma / 2 \) as in the proof of the 0-statement (see Section 3.2). If \( p \geq n^{-1/d(G,H)+\gamma} \), then Remark 1(4V) implies \( \Phi_{G,H} = \Omega(n^\gamma) \), and using \( \epsilon^2 \Phi_{G,H} = \Omega(n^{1-2\alpha}) = n^{\Omega(1)} \) we see that the 1-statement of Theorem 4 follows from Theorem 4(1) with \( \epsilon = \mu \).

In the remaining (main) case \( p \leq n^{-1/d(G,H)+\gamma} \), we fix a root \( x \in [n]_{v_G} \). Since there are \( O(n^{v_G}) \) many such roots, for the 1-statement of Theorem 4 it suffices to show that, for \( C > 0 \) large enough,

\[
\mathbb{P}( |X_x - \mu| \geq \varepsilon \mu ) = o(n^{-(v_G + \gamma)}) \quad \text{if } \varepsilon^2 \mu \geq C \log n.
\]

To avoid clutter, we shall henceforth use the convention that all implicit constants \( C \) may depend on \( (G,H) \).

For the lower tail we shall apply Janson’s inequality [25, Theorem 1] analogously to the textbook argument [18] for unrooted subgraph counts, which in view of (13) from Lemma 8(1) routinely gives

\[
\mathbb{P}( X_x \geq (1 - \varepsilon) \mu ) \leq \exp \left(- c_1 \varepsilon^2 \mu \right) \leq n^{-c_1 \varepsilon^2} = o(n^{-(v_G + \gamma)}) \quad (48)
\]
for $C > (v_G + \tau)/c_1$ (similar to \(30\) and \(35\), the relevant $\Delta$-term of Janson’s inequality, which here is defined in terms of the family $S$ of edge-sets corresponding to extensions of $x$ in $K_n$, satisfies $\Delta = o(1)$ by \(17\) and \(13\)). For the upper tail we shall apply \(38\) Theorem 32 in the setting described in \(38\) Example 20 (the conditions (H), (P), \(P_g\) are defined in \(38\) Section 4.1)). The underlying hypergraph $\mathcal{H} = S(x)$ consists of the edge-sets of extensions of $x$, thus having vertex-set $V(H) = E(K_n)$. We set the parameters to $N = n^2$, $\ell = 1$, $q = k = e_H - e_G$, and $K = v_G + 2\tau$. The quantity $\mu_j$ from \(38\) Example 20 satisfies $\max_{1 \leq j < q} \mu_j \leq \max_{G \subseteq \mathcal{H}} n^{v_H - v_G} G H / d G H \ll n^{-\beta}$ by Lemma \(2\) Invoking \(38\) Theorem 32, it then follows that

$$P(X_x > (1 + \epsilon)\mu) \leq (1 + o(1)) \cdot \exp \left( - \min \{c_2 \epsilon^2 \mu, (v_G + 2\tau) \log n \} \right) = o(n^{-(\tau + \tau)})$$

for $C > (v_G + \tau)/c_2$, completing the proof of \(17\) and thus the 1-statement in \(1\) of Theorem \(1\) holds with probability $1 - o(n^{-\tau})$.

**Remark 3 (Theorem 11 stronger 1-statement).** The above proof yields, in view of Remark \(2\) the following stronger conclusion: for any fixed $\tau > 0$ there is a constant $C = C(\tau, G, H) > 0$ such that the 1-statement in \(1\) of Theorem \(11\) holds with probability $1 - o(n^{-\tau})$.

### 3.4 Deferred proof of Lemma \(8\)

For completeness, we now give the routine proof of Lemma \(8\) deferred from Section 3.1.

**Proof of Lemma \(8\) \(i\).** Set $\Psi_{J,H} := n^{v_H - v_G} G H / d G H$. In the case $v_J = v_H$, for any $\beta > 0$ satisfying $1/d(G, H) > 2\beta$ we have $\Psi_{J,H} = G H / d G H \ll n^{-\beta}$. Thus we can henceforth assume $v_J < v_H$. Since $G$ is an induced subgraph of $H$ and thus of $J$, we also have $v_G < v_J$. Since $(G, H)$ is strictly balanced we have $d(G, J) < d(G, H)$, which implies

$$d(J, H) = \frac{(e_H - e_G) - (e_J - e_G)}{(v_H - v_G) - (v_J - v_G)} = \frac{(v_H - v_G)d(G, H) - (v_J - v_G)d(G, J)}{(v_H - v_G) - (v_J - v_G)} > d(G, H).$$

Hence $1/d(G, H) > 1/d(J, H) + 2\beta$ for $\beta > 0$ sufficiently small, so that $p = (n - 1/d(G, H) + \beta) \ll n^{-1/d(J, H) - \beta}$. Observe that $e_H > e_J$, since otherwise $e_H = e_J$ and $v_H > v_J$ imply $d(G, J) > d(G, H)$, contradicting that $(G, H)$ is strictly balanced. Hence $\Psi_{J,H} = (n^{1/2d(J, H)}) G H / d G H \ll n^{-\beta}$, completing the proof of \(13\).

\(ii\) Assume the contrary. Then we can split $V(H) \setminus V(G)$ into two nonempty sets $V_1$ and $V_2$ such that there are no edges between $V_1$ and $V_2$. Writing $H_i := H[V(G) \cup V_i]$, we readily obtain

$$d(G, H) = \frac{e_H - e_G}{v_H - v_G} = \frac{\sum_{i \in [2]} (e_{H_i} - e_G)}{\sum_{i \in [2]} (v_{H_i} - v_G)} = \frac{\sum_{i \in [2]} (v_{H_i} - v_G)d(H_i)}{\sum_{i \in [2]} (v_{H_i} - v_G)} \leq \max_{i \in [2]} d(G, H_i).$$

Since $(G, H)$ is strictly balanced we have $d(G, H_1) < d(G, H)$, yielding the desired contradiction.

### 4 No grounded primal case (Theorem \(3\))

In this section we prove Theorem \(3\) by focusing on a maximal primal subgraph $J_{\text{max}}$ of $(G, H)$; we remark that $J_{\text{max}}$ is in fact unique (the union of all primal subgraphs), but we do not need this. Our arguments hinge on the basic observation that, since $J_{\text{max}}$ is by assumption not grounded (i.e., there are no edges between $V(G)$ and $V(J_{\text{max}}) \setminus V(G)$), extension counts $X_G, J_{\text{max}}(x)$ are essentially the same as the number of unrooted copies of the graph $K := J_{\text{max}} \setminus V(G)$, where the vertices of $G$ are deleted from $J_{\text{max}}$.

For the 1-statement this heuristically means that if $X_{G, J_{\text{max}}}(x)$ is concentrated for some $x$, then $X_{G, J_{\text{max}}}(x)$ is concentrated for all $x$ (the reason being that not too many copies of $K$ can overlap with any root $x'$, see Lemma \(16\) below). Furthermore, using Theorem \(7\) \(i\) it turns out that whp each copy of $J_{\text{max}}$ extends to the ‘right’ number of $H$-copies (here the crux will be that $\Phi_{J_{\text{max}}, H} = n^{\Omega(1)}$ follows from Remark \(1\) \(iv\) and Lemma \(13\) below). Combining these two estimates then allows us to deduce that whp $X_{G, H}(x)$ is concentrated for all $x$; see Section 4.3 for the details.

For the 0-statement we shall proceed similarly, the main difference is that, for a fixed $x$, we start by arguing that $X_{G, J_{\text{max}}}(x)$ is not concentrated, i.e., whp far away from its expected value. This allows us to deduce that $x$ has whp the wrong number of $(G, H)$-extensions (since by Theorem \(7\) \(i\) whp each copy of $J_{\text{max}}$ again extends to the right number of copies of $H$); see Section 4.2 for the details.
4.1 Setup and technical preliminaries

In the upcoming arguments it will, as in [15, Section 1.2], often be convenient to treat extensions as sequences of vertices. Given a rooted graph \((G, H)\) with labeled vertices \(V(G) = \{1, \ldots, v_G\}\) and \(V(H) \setminus V(G) = \{v_G + 1, \ldots, v_H\}\), an ordered \((G, H)\)-extension of \(x = (x_1, \ldots, x_{v_G}) \in [n]_{v_G}\) is a sequence \(y = (y_{v_G+1}, \ldots, y_{v_H})\) of distinct vertices from \([n] \setminus \{x_1, \ldots, x_{v_G}\}\) such that the injection which maps each vertex \(j \in V(G)\) onto \(x_j\) and each vertex \(i \in V(H) \setminus V(G)\) onto \(y_i\), also maps every edge \(f \in E(H) \setminus E(G)\) onto an edge. Given a root \(x \in [n]_{v_G}\), let \(Y_{G,H}(x)\) denote the number of ordered \((G, H)\)-extensions of \(x \in \mathbb{G}_{n,p}\). Note that

\[
\nu_{G,H} := \mathbb{E} Y_{G,H}(x) = (n - v_G)(n - v_G - 1) \cdots (n - v_H + 1) \cdot p^{t(H) - t(G)}
\]  

(51)

does not depend on the particular choice of \(x\). Let \(\text{aut}(G, H)\) denote the number of automorphisms of \(H\) that fix the set \(V(G)\). Since each extension corresponds to \(\text{aut}(G, H)\) many ordered extensions, we obtain

\[
Y_{G,H}(x) = \text{aut}(G, H) \cdot X_{G,H}(x),
\]

(52)

\[
\nu_{G,H} = \text{aut}(G, H) \cdot \mu_{G,H},
\]

(53)

where \(\mu_{G,H} = \mathbb{E} X_{G,H}(x)\) is defined as in (1). One further useful elementary observation is that, for any induced \(G \subseteq J \subseteq H\), we have

\[
\nu_{G,J} \cdot \nu_{J,H} = \nu_{G,H}.
\]

(54)

Our arguments will also exploit the following technical property of maximal primal subgraphs.

**Lemma 14.** If \(J_{\text{max}} \subseteq H\) is a maximal primal of the rooted graph \((G, H)\), then \(m(J_{\text{max}}, H) < m(G, H)\).

**Proof.** Fix \(J_{\text{max}} \subseteq J \subseteq H\). Using maximality of \(J_{\text{max}} \supseteq G\), we infer \(d(G, J) < m(G, H)\) and \(d(G, J_{\text{max}}) = m(G, H)\). Proceeding analogously to inequality (50), it routinely follows that

\[
d(J_{\text{max}}, J) = \frac{(v_J - v_G)d(G, J) - (v_{J_{\text{max}}} - v_G)d(G, J_{\text{max}})}{(v_J - v_G) - (v_{J_{\text{max}}} - v_G)} < m(G, H),
\]

which completes the proof by maximizing over all feasible \(J\). \hfill \(\Box\)

4.2 The 0-statement

As discussed, for the 0-statement of Theorem 3, the core idea is to show that \(X_{G,J_{\text{max}}}(x)\) is not concentrated for some \(x \in [n]_{v_G}\), and that \(X_{J_{\text{max}},H}(y)\) is concentrated for all \(y \in [n]_{v_{J_{\text{max}}}}\), see (58)–(59) below.

**Proof of the 0-statement of Theorem 3** Assuming \(\varepsilon \geq n^{-\alpha}\) with \(\alpha < 1/2\) (as we may), we have \(\varepsilon^2 \Phi_{G,H} = \Omega(n^{1-2\alpha p^{t(H) - t(G)}}) \gg p^{t(H) - t(G)}\), so the assumption \(\varepsilon^2 \Phi_{G,H} \to 0\) implies \(p \to 0\) and thus \(1 - p = \Theta(1)\). Since \((G, H)\) has no grounded primals, the desired 0-statement now follows by combining the conclusions of Theorems 7 and 11 for the cases \(\Phi_{G,H} \to 0\) and \(\Phi_{G,H} \to \infty\) with the conclusion of Lemma 15 below for \(\Phi_{G,H} \approx 1\) (formally using, as usual, the subsequence principle [15, Section 1.2]).

**Lemma 15.** Let \((G, H)\) be a rooted graph with no grounded primal subgraphs. Then, for all \(p = p(n) \in [0, 1]\) and \(\varepsilon = \varepsilon(n) \in (0, 1]\) with \(\Phi_{G,H} \approx 1\) and \(\varepsilon \to 0\),

\[
\lim_{n \to \infty} \mathbb{P}\left( \max_{x \in [n]_{v_G}} |X_{x} - \mu| \geq \varepsilon \mu \right) = 1.
\]

(55)

**Proof.** Note that by increasing \(\varepsilon\) if necessary, we may henceforth assume \(\varepsilon \geq n^{-\alpha}\) for any constant \(\alpha > 0\) (since increasing \(\varepsilon\) can only decrease the probability on the left-hand side of (55) above). Let \(J_{\text{max}}\) be a maximal primal subgraph of \((G, H)\). By Remark 1(iii) the assumption \(\Phi_{G,H} \approx 1\) implies

\[
\mu_{G,J_{\text{max}}} \approx 1,
\]

(56)

\[
p = \Omega(n^{-1/m(G,H)}).
\]

(57)
Turning to the details, we start with the claim that, whp,

$$\max_{x \in [n]_{v_G}} |X_{G,J_{\max}}(x) - \mu_{G,J_{\max}}| > 3\varepsilon \mu_{G,J_{\max}},$$

(58)

$$\max_{y \in [n]_{v_{J_{\max}}}} |X_{J_{\max},H}(y) - \mu_{J_{\max},H}| < \frac{1}{2} \varepsilon \mu_{J_{\max},H}.$$  

(59)

To show that this claim implies the desired 0-statement, we consider ordered extensions and note that multiplying (58) and (59) by $\text{aut}(G,J_{\max})$ and $\text{aut}(J_{\max},H)$, respectively, we can replace $X$ by $Y$ and $\mu$ by $\nu$, cf. (52) and (53). Observe that each ordered $(G,H)$-extension corresponds to a unique pair of extensions: one of $x$ with respect to $(G,J_{\max})$ and one of $y$ (which consists of $x$ plus the vertices of the first extension) with respect to $(J_{\max},H)$. Consequently, recalling the identity (54), inequalities (58)–(59) imply that there is $x \in [n]_{v_G}$ such that either

$$Y_{G,H}(x) > (1 + 3\varepsilon)\nu_{G,J_{\max}} \cdot (1 - \varepsilon/2)\nu_{J_{\max},H} > (1 + \varepsilon)\nu_{G,H},$$

(60)

or

$$Y_{G,H}(x) < (1 - 3\varepsilon)\nu_{G,J_{\max}} \cdot (1 + \varepsilon/2)\nu_{J_{\max},H} < (1 - \varepsilon)\nu_{G,H},$$

(61)

which in view of (52) and (53) establishes the desired 0-statement (after rescaling by aut$(G,H)$).

It remains to show that (58) and (59) hold whp, and we start with (58). Consider the unrooted graph $K := J_{\max} - V(G)$, where the vertices of $G$ are deleted from $J_{\max}$. By construction, we have $v_K = v_{J_{\max}} - v_G$. Since $J_{\max}$ is not grounded, we also have $e_K = e_{J_{\max}} - e_G$. Using (50) we infer

$$\mu_K \asymp n^{\kappa} p^{\kappa} = n^{v_{J_{\max}} - v_G} p^{v_{J_{\max}} - e_G} \asymp \mu_{G,J_{\max}} \asymp 1,$$

(62)

which by Markov’s inequality implies that the number of $K$-copies is whp at most $n/(2v_K)$, say (with room to spare). This means that either (i) there are no $K$-copies, in which case $X_{G,J_{\max}}(x) = 0$ for all $x \in [n]_{v_G}$, or (ii) the $K$-copies span at most $n/2$ vertices, in which case there is one $x_1 \in [n]_{v_G}$ that is disjoint from all $K$-copies and another set $x_2 \in [n]_{v_G}$ that intersects at least one $K$-copy, so that $X_{G,J_{\max}}(x_1) = X_K > X_{G,J_{\max}}(x_2)$. In both cases it follows that (58) holds whp, since (50) and $\varepsilon \to 0$ imply that the interval $(1 + 3\varepsilon)\mu_{G,J_{\max}}$ does not contain zero, and moreover contains at most one integer.

Turning to (59), note that (59) holds trivially when $J_{\max} = H$. Otherwise $m(J_{\max},H) < m(G,H)$ by Lemma 14 so that (57) implies $p = \Omega(n^{\gamma - 1/m(J_{\max},H)})$ for some constant $\gamma > 0$. Using Remark 1(iv), it follows that $\Phi_{J_{\max},H} = \Omega(n^\gamma)$. Assuming $\varepsilon \gg n^{-\alpha}$ with $\alpha < \gamma/2$ (as we may), we infer $\varepsilon^2 \Phi_{J_{\max},H} = \Omega(n^{\gamma/2 - \alpha}) = \Omega(n^{\Omega(1)})$. Applying Theorem 7(i) with $t = \frac{1}{2} \varepsilon \mu_{J_{\max},H}$, now (59) holds whp.

4.3 The 1-statement

As discussed, for the 1-statement of Theorem 3 we rely on the fact that no vertex is contained in too many copies of the (unrooted) graph $J_{\max} - V(G)$, which is formalized by Lemma 16 below. As usual, given a graph $K$ with $v_K \geq 1$, subgraphs $J \subseteq K$ with $v_J \geq 1$ that maximize the density $d_J := d(J,H) = e_J/v_J$ are called primal (consistently with rooted graphs terminology), and $K$ is called balanced when $K$ itself is primal.

Lemma 16. Let $K$ be a balanced graph with $v_K \geq 1$. There are constants $\beta, C > 0$ such that, for all $p = p(n) \in [0,1]$ with $n^{\beta - 1/d_K} \ll p = O(n^{\beta - 1/d_K})$, in $G_{n,p}$ whp every vertex $x \in [n]$ is contained in at most $C \lambda^{\gamma K - v_{G_{\text{min}}}}$ copies of $K$, where $\lambda := np^{d_K}$ and $G_{\text{min}} \subseteq K$ is a primal subgraph with the smallest number of vertices.

We defer the density based proof to Appendix B (which is rather tangential to the main argument here), and now use Lemma 16 to prove the desired 1-statement of Theorem 3.

Proof of the 1-statement of Theorem 3 The assumptions $\varepsilon \ll 1$ and $\varepsilon^2 \Phi_{G,H} \to \infty$ imply $\Phi_{G,H} \to \infty$, so Remark 1(iii) implies $p \gg n^{-1/m(G,H)}$. If $\varepsilon^2 \Phi_{G,H} = n^{\Omega(1)}$, then the desired 1-statement follows from Theorem 7(i) so we may further assume $\varepsilon^2 \Phi_{G,H} \leq n^c$ for any constant $c > 0$ of our choice, which together with the assumption $\varepsilon \gg n^{-\alpha}$ implies $\Phi_{G,H} \leq n^{\alpha + 2\alpha}$. Using the contrapositive of Remark 1(iv) by choosing $\alpha, c > 0$ sufficiently small (as we may) we thus henceforth can assume

$$n^{-1/m(G,H)} \ll p \ll n^{\beta - 1/m(G,H)},$$

(63)
where the constant $\beta > 0$ is as given by Lemma 16.

Turning to the details, let $J_{\text{max}}$ be a maximal primal subgraph of $(G, H)$. For convenience we use ordered extensions, as before. Note that $Y_{G, J_{\text{max}}} (x)$ is the number of (unrooted) copies of graph $K := J_{\text{max}} - V(G)$ that are disjoint from $x$. For any vertex $x \in [n]$, let $Z_K (x)$ denote the number of copies of $K$ containing $x$.

We fix some $x' \in [n]_{\text{G}}$, and start with the claim that there exists a constant $D > 0$ such that, whp,

$$\max_{y \in [n]_{\text{G}}} |Y_{J_{\text{max}}, H} (y) - \nu_{J_{\text{max}}, H}| < \frac{1}{2} \nu_{G, J_{\text{max}}},$$

and similarly,

$$\max_{x \in [n]_{\text{G}}} Z_K (x) \leq D \frac{\nu_{G, J_{\text{max}}}}{\epsilon^2 \Phi_{G, H}}.$$  \hfill (66)

We now show that this claim implies the desired 1-statement. In view of (64), the first step is to use (66) to show that $Y_{G, J_{\text{max}}}$ is also concentrated for the remaining roots $x \neq x'$. Specifically, using (66) to bound the number of $(G, J_{\text{max}})$-extensions of $x$ that overlap with $x'$ (and those of $x'$ overlapping with $x$), in view of the assumption $\epsilon^2 \Phi_{G, H} \rightarrow \infty$ it follows that, for every $x \in [n]_{\text{G}},$

$$|Y_{G, J_{\text{max}}} (x) - Y_{G, J_{\text{max}}} (x')| \leq O \left( \sum_{x \in x' \cup x'} Z_K (x) \right) \ll \frac{1}{\epsilon^2} \nu_{G, J_{\text{max}}}.$$

Together with (64) this implies that, say,

$$\max_{x \in [n]_{\text{G}}} |Y_{G, J_{\text{max}}} (x) - \nu_{G, J_{\text{max}}}| < \frac{1}{4} \epsilon \nu_{G, J_{\text{max}}}.$$  \hfill (67)

The second step exploits that by (65) each copy of $J_{\text{max}}$ extends to the ‘right’ number of copies of $H$. Indeed, with analogous reasoning as for (60)–(61) from Section 4.2, by combining (65) with (67) it now follows (in view of (64)) that

$$\max_{x \in [n]_{\text{G}}} Y_{G, H} (x) < (1 + \epsilon/4) \nu_{G, J_{\text{max}}} \cdot (1 + \epsilon/2) \nu_{J_{\text{max}}, H} < (1 + \epsilon) \nu_{G, H},$$

and similarly,

$$\min_{x \in [n]_{\text{G}}} Y_{G, H} (x) > (1 - \epsilon) \nu_{G, H},$$

which in view of (52)–(53) establishes the 1-statement of Theorem 3 (by rescaling by $\text{aut}(G, H)$).

It remains to show that (64)–(66) hold whp, and we start with (64). Since $\Phi_{G, J_{\text{max}}} \geq \Phi_{G, H}$ by definition, using Chebyshev’s inequality together with the variance estimate (10) and $\epsilon^2 \Phi_{G, H} \rightarrow \infty$, it follows that

$$\mathbb{P} \left( (X_{G, J_{\text{max}} (x')} - \mu_{G, J_{\text{max}}} \geq \frac{1}{8} \epsilon \nu_{G, J_{\text{max}}} \right) \leq \frac{\text{Var} X_{G, J_{\text{max}}} (x)}{\epsilon^2 \nu_{G, J_{\text{max}}}^2} \leq 1 - \frac{1}{\epsilon^2 \Phi_{G, H}} \leq 0,$$

which in view of (52)–(53) then implies that (64) holds whp (by rescaling by $\text{aut}(G, J_{\text{max}}))$.

Next we establish (65). Note that the proof of (65) only relies on (67) (which here holds by (63)), and that we may assume $\epsilon \geq n^{-\alpha}$ for sufficiently small $\alpha > 0$. Hence by the same argument as for (59), in view of (52)–(53) it follows that (65) holds whp (after rescaling by $\text{aut}(J_{\text{max}}, H))$.

Finally, we turn to the auxiliary estimate (66). Note that every subgraph $J \subseteq K$ with $v_J \geq 1$ satisfies $d_J = d(G, G \cup J)$. Hence $J$ is primal for $K$ if and only if $J \subseteq K$ is primal for $(G, J_{\text{max}})$. Since $J_{\text{max}} = G \cup K$ is primal for $(G, H)$, it follows that $K$ is balanced, with $d_K = d(G, J_{\text{max}}) = m(G, H)$. Using assumption (53), we thus have $n^{-1/4k} \ll p \ll n^{1/4k}$. Invoking Lemma 16 there is a constant $C > 0$ such that, whp,

$$\max_{x \in [n]} Z_K (x) \leq C \lambda^{v_K - v_{G_{\text{min}}}},$$

where $G_{\text{min}}$ is a primal subgraph of $K$ with the smallest number of vertices. In particular, we have $d_K = d_{G_{\text{min}}}$. Since $J_{\text{max}}$ is a vertex-disjoint union of the graphs $K$ and $G$, using $G_{\text{min}} \subseteq K$ we infer that $v_{G_{\text{min}}} = e_{G_{\text{min}}} - e_G$ and $v_{\text{min}} = v_{G \cup G_{\text{min}}} - v_G$. Recalling $\lambda = np^{d_K} = np^{d_{G_{\text{min}}}}$, it now follows analogously to (62) that

$$\lambda^{v_K - v_{G_{\text{min}}} = \frac{n^{v_K} p^{d_K}}{n^{v_{G_{\text{min}}}} p^{d_{G_{\text{min}}}}} \times \frac{\mu_K}{\mu_{\text{min}}} \times \frac{\mu_{G, J_{\text{max}}}}{\mu_{G, G_{\text{min}}} \Phi_{G, H}}} \leq \frac{\mu_{G, J_{\text{max}}}}{\Phi_{G, H}}.$$  \hfill (66)

which together with $1 \leq 1/\epsilon = \epsilon/\epsilon^2$ and (53) completes the proof of (66) for suitable $D > 0$.\]
5 Further cases

5.1 Unique and grounded primal case (Theorem 2)

In this section we prove Theorem 2 by adapting the arguments from Section 4 (focusing on the unique primal $J = J_{\text{max}}$). The key difference is that here we can use the 0- and 1-statements of our main result Theorem 1 to deduce that $X_{G,J}(x)$ is not concentrated for some $x$, or concentrated for all $x$, respectively. This then allows us to prove the desired 0- and 1-statements, since each copy of $J$ again extends to the ‘right’ number of copies of $H$ (by Theorem 1(i) as in Section 4); see (69)–(70) and (73) below.

Proof of Theorem 2. If $\Phi_{G,H} \to 0$, then the 0-statement holds by Theorem 7(iii). Therefore we henceforth can assume $\Phi_{G,H} = \Omega(1)$, which by Remark 1(ii) is equivalent to

$$p = \Omega(n^{-1/m(G,H)}).$$

(68)

Note that the proof of (69) relies only on (67) (which is the same as (68)), the fact that $J_{\text{max}}$ is the maximal primal (which also holds trivially for $J$ in the current setting), and that we may assume $\varepsilon \geq n^{-\alpha}$ for sufficiently small $\alpha > 0$ (which we may also assume here). Hence by the same argument as for (59), after rescaling by $\text{aut}(J,H)$ (see (52)–(53)) we here obtain that, whp,

$$\max_{y \in [n]_{\nu,J}} |Y_{J,H}(y) - \nu_{J,H}| < \frac{1}{2}\varepsilon |\nu_{J,H}|.$$  

(69)

We start with the 1-statement. Since $\mu_{G,J} \geq \Phi_{G,H}$ by definition, the assumption $\varepsilon^2 \Phi_{G,H} \geq C \log n$ implies $\varepsilon^2 \mu_{G,J} \geq C \log n$. By uniqueness of the primal $J$, the rooted graph $(G,J)$ is strictly balanced. Therefore (1) of Theorem 1 implies (after rescaling by $\text{aut}(G,J)$) that, for suitable $\alpha, C > 0$, whp,

$$\max_{x \in [n]_{\nu,G}} |Y_{G,J}(x) - \nu_{G,J}| < \frac{1}{4}\varepsilon \nu_{G,J}.$$  

(70)

The 1-statement of Theorem 2 now follows from (69) and (70) by exactly the same reasoning with which (65) and (67) from Section 4.3 implied the 1-statement of Theorem 4.

We now turn to the 0-statement. We again plan to apply (1) of Theorem 1 to the strictly balanced rooted graph $(G,J)$, for which we need to check that the assumption $\varepsilon^2 \Phi_{G,H} \leq c \log n$ implies the required condition $\varepsilon^2 \mu_{G,J} \leq c \log n$. We will do this by showing that $\Phi_{G,H} = \mu_{G,J}$ for $n$ large enough. First, note that the assumptions $\varepsilon \geq n^{-\alpha}$ and $\varepsilon^2 \Phi_{G,H} \leq c \log n$ imply $\Phi_{G,H} = O(n^{-2\alpha} \log n)$. By (68) and the contrapositive of Remark 1(iv) we can thus assume that, say,

$$p \asymp n^{\theta - 1/m(G,H)} \quad \text{with} \quad \theta = \theta(n,p) \in [0,3\alpha].$$

(71)

Since the primal $J$ is unique, we have $d(G,J) = m(G,H)$, and $d(G,K) < m(G,H)$ when $G \sqsubset K \subseteq H$ satisfies $J \neq K$. Hence there exists a constant $\gamma = \gamma(G,J,H) > 0$ such that, for any $G \sqsubset K \subseteq H$,

$$\mu_{G,K} \asymp \left(n^{d(G,K)} \right)^{\nu_K - \nu_G} \asymp \left(n^{1 - \frac{d(G,K)}{m(G,H)}} \right)^{\nu_K - \nu_G} = \begin{cases} \Omega(n^{\gamma}) & \text{if } K \neq J, \\ O(n^{3\alpha(\varepsilon_J - \varepsilon_G)}) & \text{if } K = J. \end{cases}$$

(72)

By taking $\alpha > 0$ small enough, it follows that $\Phi_{G,H} = \mu_{G,J}$ for $n$ large enough, which (as discussed) establishes $\varepsilon^2 \mu_{G,J} \leq c \log n$. Therefore (1) of Theorem 1 implies (after rescaling by $\text{aut}(G,J)$) that, whp,

$$\max_{x \in [n]_{\nu,G}} |Y_{G,J}(x) - \nu_{G,J}| \geq 3\varepsilon \nu_{G,J}.$$  

(73)

The 0-statement of Theorem 2 now follows from (73) and (69) by the same (routine) reasoning with which (59)–(69) from Section 4.2 implied the 0-statement of Theorem 4.

Remark 4 (Theorem 2 stronger 1-statement). The above proof yields, in view of Remarks 2, 3, the following stronger conclusion: for any fixed $\tau > 0$ there is a constant $C = C(\tau,G,H) > 0$ such that the 1-statement in (7) of Theorem 2 holds with probability $1 - o(n^{-\tau})$. 
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5.2 Strictly balanced and ungrounded case (Theorem 1)

In this section we prove the threshold \([\mu]\) of Theorem 1(ii) for strictly balanced rooted graphs \((G, H)\) that are not grounded, which turns out to be a simple corollary of Theorem 3. The crux is that, by decreasing \(\alpha > 0\) (if necessary), we can ensure that the 0- and 1-statement conditions in 4 and 5 coincide.

**Proof of 5 of Theorem 1** Recall that \(\mu = \mu_{G,H}\) and \(\Phi = \Phi_{G,H}\) are defined in 11 and 12, respectively. By assumption the unique primal \(H\) is not grounded, so Theorem 3 applies. Decreasing the constant \(\alpha > 0\) from Theorem 3 we can assume that \(\beta \geq 3\alpha\), where \(\beta > 0\) is the constant given by Lemma 8(1). We now distinguish two ranges of \(p = p(n)\). First, when \(p \leq n^{-1/d_G(H)+\beta}\), then 13 from Lemma 8 implies that \(\mu = \Phi\) for \(n\) large enough (since \(14\) implies \(\mu_{G,H} \mu_{G,J} \approx n^{v_H-v_J} p^{H-\v_H} \ll 1\) for all \(G \subseteq J \subseteq H\) with \(e_J > e_G\)). Second, when \(p > n^{-1/d_G(H)+\beta} \geq n^{-1/m(G,H)+3\alpha}\), then \(\v > n^{-\alpha}\) and Remark 1(iv) imply that \(\min\{\v \mu, \v \Phi\} \geq n^{-2\alpha} \cdot \Phi = \Omega(n^\alpha) \to \infty\). Since in both ranges the 0- and 1-statement conditions in 4 and 5 coincide, it follows that Theorem 3 implies 5.

6 Cautionary examples (Proposition 5 and 6)

In this section we prove Propositions 4 and 5 for the rooted graphs (e) and (f) depicted in Figure 2. The proof idea for Proposition 5 is to proceed in two rounds for a fixed vertex \(x\): using Theorem 1 we first find about \(\mu_{G,K_4}\) many \((G, K_4)\)-extensions of \(x = \{x\}\), which we then extend to about \(\mu_{G,H}\) many \((G, H)\)-extensions of \(x\). The crux is that most of the relevant \((K_4, H)\)-extensions from the second round evolve nearly independently, which ultimately allows us to surpass the conditions of Spencer’s result 3 and Theorem 1 for \((K_4, H)\).

**Proof of Proposition 5.** Recalling \(\omega = np^2\), by assumption we have \(\v \mu_{G,K_4} \approx \v^2 \omega \gg \log n\) and \(\v \mu_{G,H} \leq \mu_{K_4,H} \times \omega \ll \log n\), which readily implies \(\log \omega \asymp \log \log n\) and \(p = n^{-1/2+o(1)}\). Now it is not difficult to verify that \(\Phi_{G,H} \approx \mu_{G,K_4} \approx \omega^3\) (either directly, or similarly as for \(\Phi\) from Section 5.1). Turning to the details of the 1-statement, we start with the auxiliary claim that, whp, for each vertex \(x\) the following event \(\mathcal{P}_x\) holds:

(i) The vertex-neighbourhood \(\Gamma_x\) of \(x\) has size \(|\Gamma_x| \ll \omega n\).

(ii) The collection \(\mathcal{T}_x\) of all triangles spanned by \(\Gamma_x\) has size \(|\mathcal{T}_x| = (1 \pm \v/9)(n^{-1})^p\).

(iii) Every vertex \(y\) in \(\Gamma_x\) is contained in at most \(D := 15\) triangles from \(\mathcal{T}_x\).

Indeed, invoking the 1-statement of Theorem 1 with \(H\) equal to \(K_4\) and \(G\) being the root vertex \(v\), from \(\v^2 \mu_{G,K_4} \approx \v^2 \omega^3 \gg \log n\) it follows that, whp, \(\Phi\) holds for all vertices \(x\). Since \(np = n^{1/2+o(1)} \gg \log n\), using standard Chernoff bounds it is routine to see that, whp, \(\Phi\) holds for all vertices \(x\). We claim that if \(\Phi\) fails for some \(y \in \Gamma_x\), then there are 4 triangles in \(\mathcal{T}_x\) containing \(y\) that form either a flower (share no vertices other than \(y\)) or a book (all contain an edge \(yz\) for some \(z \in \Gamma_x\)): to see this, note that if we assume the contrary, then for a maximal flower (with at most 3 triangles) each edge of it is contained in at most 2 other \(\mathcal{T}_x\)-triangles, whence there are at most \(3 + 6 \cdot 2 = 15\) triangles in \(\mathcal{T}_x\) containing \(y\). The probability that there is either a 4-flower or 4-book with all vertices connected to some extra vertex \(x\) is at most \(n^{10} p^{31} + n^7 p^{16} = n^{-1/2+o(1)} \to 0\). It follows that, whp, properties (i)(ii)(iii) hold for all vertices \(x\), establishing the claim.

We now fix a root vertex \(x\), and expose the edges of \(G_{n,p}\) in two rounds: in the first round we expose all edges incident to \(x\) and all edges inside \(\Gamma_x\), and then in the second round we expose all remaining edges. We henceforth condition on the outcome of the first exposure round, and assume that \(\mathcal{P}_x\) holds. As usual, to avoid clutter we shall omit this conditioning from our notation. Given distinct vertices \(a, b \in \Gamma_x\), let \(Y_{a,b}\) denote the number of common neighbours of \(a\) and \(b\) in \(|\{x\} \cup \Gamma_x|\). Note that \(\v \omega \gg \sqrt{\log n/\omega} \gg 1\) by assumption. Since, by \(\Phi\) \(|\Gamma_x| \approx n^p \omega^3 \ll \v^4 \omega^4 \approx n^{\v}\), using \(\Phi\) it is not difficult to see that

\[
Z_x := \sum_{a,b \in \Gamma_x} (Y_{a,b} + Y_{b,a} + Y_{a,c}) \quad \text{satisfies} \quad |X(x) - Z_x| \leq 3|\mathcal{T}_x| \cdot D \ll \v^2/2. \tag{74}
\]

Using \(\Phi\) and \(\v \omega \gg 1\) (see above) we infer \(1 + |\Gamma_x| \leq 10np = n^{1/2+o(1)} \ll n/\omega \ll \v n\), and together with \(\Phi\) it then follows that, say,

\[
\mathbb{E}Z_x = 3|\mathcal{T}_x| \cdot (n - 1 - |\Gamma_x|) \cdot p^2 = (1 \pm \v/8) \mu. \tag{75}
\]
In [24] we now write each \( Y_{a',b'} \) as a sum of indicators of length 2 paths, which enables us to estimate the lower tail of \( Z_x \) via Janson’s inequality. By distinguishing between pairs of edge-overlapping paths that share one or two endpoints, using [iii] it is standard to see that the relevant \( \Delta \) term is at most \( \mathbb{E}Z_x(2Dp+2D) = O(\mathbb{E}Z_x) \), say. Using \( \varepsilon^2\mathbb{E}Z_x \ll \varepsilon^2\omega \gg \log n \), by invoking [23, Theorem 1] it then follows that
\[
P(Z_x \leq (1 - \varepsilon/8)\mathbb{E}Z_x) \leq \exp(-\Omega(\varepsilon^2\mathbb{E}Z_x)) = o(n^{-1}). \tag{76}
\]
Using [iii] we also see that any path shares an edge with a total of at most \( 2D = O(1) \) paths, which enables us to estimate the upper tail of \( Z_x \) via concentration inequalities for random variables with ‘controlled dependencies’. In particular, by invoking [15, Proposition 2.44] (see also [37, Theorem 9]) it follows that
\[
P(Z_x \geq (1 + \varepsilon/8)\mathbb{E}Z_x) \leq \exp(-\Omega(\varepsilon^2\mathbb{E}Z_x)) = o(n^{-1}). \tag{77}
\]
To sum up, (74)–(77) and \( 1 - \varepsilon/2 < (1 \pm \varepsilon/8)^2 < 1 + \varepsilon/2 \) imply \( \Pr(|X_{(x)}| - \mu| \geq \varepsilon \mu \mid P_x) = o(n^{-1}) \), which readily completes the proof of the desired 1-statement (since, whp, \( P_x \) holds for all \( n \) vertices \( x \)).

The proof idea for Proposition 6 is to find a copy of \( K_4 \) with an edge that is contained in extremely many triangles. To this end we proceed in two steps, inspired by [24, Lemma 3]: in the first step we find \( \Theta(n) \) many vertex-disjoint copies of \( K_4 \), and in the second step we then find the desired edge contained in many triangles.

**Proof of Proposition 6.** Note that \( \mu \approx \omega^5 \). As in the proof of Proposition 5 we again have \( \log \omega \approx \log \log n \) and \( \Phi_{G,H} \approx \mu_{G,K_4} \approx \omega^3 \), so \( \varepsilon^2\Phi_{G,H} \approx \varepsilon^2\mu_{G,K_4} \gg \log n \) by assumption. Noting \( 0.39 < 2/5 \), we define
\[
z := \left\lfloor 2\left(\frac{(1 + \varepsilon)\mu}{\sqrt{2}}\right)^{1/2} \right\rfloor \approx \omega^{5/2} = o(\log n / \log \omega). \tag{78}
\]

Turning to the details of the desired 0-statement, let \( Y_{K_4} \) denote the size of the largest collection of vertex-disjoint copies of \( K_4 \) spanned by the vertices in \( W := \{1, \ldots, \lfloor n/2 \rfloor \} \). It is routine to check that the minimum of \( |W|^\varepsilon g(p)^2 \), taken over all \( G \subseteq K_4 \) with \( v_G \geq 1 \), equals \( |W| \approx n/2 \) for \( n \) large enough. Since the induced subgraph of \( G_{n,p} \) spanned by \( W \) has the same distribution as \( G_{|W|,p} \), by invoking [15, Theorem 3.29] there is a constant \( c > 0 \) such that
\[
P(Y_{K_4} \geq cn) = 1 - o(1). \tag{79}
\]

We now condition on the edges spanned by \( W \), and assume that \( Y_{K_4} \geq cn \). To avoid clutter, we shall again omit this conditioning from our notation (as in the proof of Proposition 6). We henceforth fix \( \lfloor cn \rfloor \) vertex-disjoint copies of \( K_4 \) spanned by \( W \), and from the \( i \)-th such copy we pick an edge \( \{v_i, w_i\} \) and a further vertex \( x_i \not\in \{v_i, w_i\} \). Defining \( Z_i \) as the number of vertices in \( \lfloor n \rfloor \setminus W \) that are common neighbours of \( v_i \) and \( w_i \), using \( \binom{\lfloor n/2 \rfloor}{z} \geq (m/z)^z \) for \( m \geq z \) together with \( np^2 = \omega = o(z) \) and (78), it routinely follows that
\[
P(Z_i \geq z) \geq \binom{\lfloor n/2 \rfloor}{z} p_{2z}^2 (1 - p^2)_{\lfloor n/2 \rfloor}^{-z} \geq \left(\frac{np^2}{2z}\right)^z e^{-np^2} = e^{-\Theta(z \log \omega)} \gg n^{-o(1)}. \]

Note that \( Z_i \geq z \) implies \( X_{(x)}(z) \geq (z/2)^2 \gg (1 + \varepsilon)\mu \). Since the random variables \( Z_i \) depend on disjoint sets of independent edges, it then follows that
\[
P(\max_{X_{(z)}(x)} < (1 + \varepsilon)\mu \mid Y_{K_4} \geq cn) = o(1). \]

Hence \( \Pr(\max_{x \in \lfloor n \rfloor} X_{(z)}(x) \geq (1 + \varepsilon)\mu \mid Y_{K_4} \geq cn) = 1 - o(1) \), which together with (79) completes the proof.

### 7 Concluding remarks

The results and problems of this paper can also be viewed through the lens of *extreme value theory*, where a standard goal is to show that a (suitably shifted and normalized) maximum converges to a non-degenerate distribution. To see the connection, note that the proof of Theorem 1(i) describes an interval on which \( \max_{x \in \lfloor n \rfloor} X_{(z)} \) is whp concentrated. Our setting concerns discrete random variables (which can have complicated behaviour, cf. [10, Section 8.5]), with a correlation structure that seems quite unusual for the field. Hence, as a first step, it would already be interesting to establish a ‘law of large numbers’ result (even for a restricted class of \( (G,H) \), such as strictly balanced ones), which is the content of the following problem.
Problem 2. Determine for what rooted graphs \((G, H)\) and edge probabilities \(p = p(n)\) there is a sequence \((a_n)\) of real positive numbers such that \((\max_x X_x - \mu)/a_n\) converges to 1 in probability (as \(n \to \infty\)).
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Appendix: Proof of Theorem 7

Our proof of Theorem 7 from Section 2 hinges on the following fairly routine claim (based on central moment estimates), where we write \( X_x = X_{G,H}(x) \), as usual. Recall that \( \mu = \mathbb{E} X_x \) and \( \sigma^2 = \text{Var} X_x \) do not depend on the particular choice of \( x \), and that \( \Phi = \Phi_{G,H} \) is defined in (8).

Claim 17. For any rooted graph \((G,H)\), the following holds for all \( p = p(n) \in [0,1] \) and \( x \in [n]_{v_G} \):

(i) If \( \Phi = \Omega(1) \), then \( \mathbb{E}(X_x - \mu)^m = O\left( (\mu^2/\Phi)^{m/2} \right) \) for any fixed integer \( m \geq 2 \), where the implicit constant may only depend on \( m, G \) and \( H \).

(ii) If \( \Phi(1-p) \to \infty \), then \( \mathbb{P}(\|X_x - \mu\| < \delta \sigma) \to \mathbb{P}(\|\eta\| < \delta) \) for any fixed \( \delta \in (0,\infty) \), where \( \eta \) is a standard normal random variable.

Proof of Claim 17. Recalling the variance estimate (10) and the definition (6) of \( \Phi \), a straightforward extension of the textbook proof of [15, Theorem 6.5 and Remark 6.6] for (unrooted) subgraph counts yields

\[
\mathbb{E}(X_x - \mu)^m = \mathbb{1}_{\{m\ \text{even}\}} (m-1)!! \sigma^m (1 + o(1)) + O\left( \sum_{1 \leq t < m/2} \sigma^m (\Phi(1-p))^{t-m/2} \right),
\]

where \((m-1)!! = (m-1) \cdot (m-3) \cdots 1\) when \( m \) is even. As \( \ell - m/2 < 0 \) the sum in (80) is \( o(\sigma^m) \) when \( \Phi(1-p) \to \infty \). Hence \( \mathbb{E}(X_x - \mu)^m/\sigma^m \to \mathbb{1}_{\{m\ \text{even}\}} (m-1)!! \), so the method of moments (see, e.g., [15 Corollary 6.3]) implies that \( (X_x - \mu)/\sigma \) converges to \( \eta \) in distribution, which implies (ii).

Turning to (i) from (10) and \( \Phi = \Omega(1) \) we infer that in (80) we have \( \sigma^m = O(\mu^m/\Phi^{m/2}) \) and

\[
\sigma^m (\Phi(1-p))^{t-m/2} \asymp \mu^m/\Phi^{m/2} \cdot \Phi^{t-m/2} (1-p)^{t} = O\left( \mu^m/\Phi^{m/2} \right),
\]

which shows that (80) implies (i). \( \square \)

Proof of Theorem 7. For (i) we may assume that in our lower bound on \( t \) we have \( t/\mu^2 \Phi \geq n^c \) for sufficiently large \( n \), where \( c > 0 \) is a constant. Fix an arbitrary constant \( \tau > 0 \), and set \( m := \lceil (v_G + \tau + 1)/c \rceil \). Using first a union bound, next Markov’s inequality, and finally Claim 17(iii) it then readily follows that

\[
\mathbb{P}\left( \max_{x \in [n]_{v_G}} |X_x - \mu| \geq t \right) \leq \sum_{x \in [n]_{v_G}} \frac{\mathbb{E}(X_x - \mu)^{2m}}{t^{2m}} \leq O(n^{v_G}) \cdot \left( \frac{\mu^2}{t^2 \Phi} \right)^m = o(n^{-\tau}).
\]

Turning to (ii) we fix \( x = (1, \ldots, v_G) \), say, and claim that \( |X_x - \mu| \geq \varepsilon \mu \) whp. In case (a) we fix \( \delta > 0 \). Combining the variance estimate (10) with our assumption \( \varepsilon^2 \Phi/(1-p) \to \infty \), we infer for \( n \) large enough that

\[
\varepsilon \mu/\sigma = \sqrt{\varepsilon^2 \mu^2/\sigma^2} \asymp \sqrt{\varepsilon^2 \Phi/(1-p)} \leq \delta.
\]

Together with Claim 17(iii) it follows that

\[
\limsup_{n \to \infty} \mathbb{P}\left( |X_x - \mu| < \varepsilon \mu \right) \leq \mathbb{P}(\|\eta\| < \delta).
\]

Since \( \delta > 0 \) was arbitrary, now the basic fact \( \lim_{\delta \to 0} \mathbb{P}(\|\eta\| < \delta) \to 0 \) completes the proof in case (a). In the remaining case (b), after recalling \( X_x = X_{G,H}(x) \), then Markov’s inequality readily implies

\[
\mathbb{P}(X_x \geq 1) \leq \min_{G \subseteq J \subseteq H : \epsilon_J > e_G} \mathbb{P}(X_G, J \geq 1) \leq \Phi_{G,H} \to 0,
\]

so that whp \( |X_x - \mu| = \mu \geq \varepsilon \mu \), completing the proof. \( \square \)
B Appendix: Proof of Lemma 16

Recalling the notation and definitions for unrooted graphs introduced at the beginning of Section 4.3, Lemma 16 is implied by claim (v) of the following more general auxiliary result, whose technical statement is optimized for ease of the proofs (which are partially inspired by [30, Lemma 4 and 7]).

Lemma 18. Let $K$ be a balanced graph with $e_K \geq 1$. There are constants $\beta, B, C > 0$ such that, for all $p = p(n) \in [0, 1]$ with $n^{-1/d_K} \ll p = O(n^{\beta-1/d_K})$, the following holds whp in $G_{n,p}$, writing $\lambda := np^{d_K}$:

(i) If $G \subseteq K$ is primal for $K$, then any two copies of $G$ are either vertex-disjoint or their intersection is isomorphic to a primal subgraph of $K$.

(ii) If $G_0 \subseteq G_1$ and there is no third primal $F$ such that $G_0 \subseteq F \subseteq G_1$, then, for every copy $G'_0$ of $G_0$, all copies of $G'_0$ that contain $G_0$ are vertex-disjoint outside of $V(G_0')$.

(iii) If $G_0, G_1$ are as in (ii) then every copy of $G_0$ is contained in at most $B \lambda^{vG_1 - vG_0}$ copies of $G_1$.

(iv) If $v \in V(K)$ and $G^{(v)} \subseteq K$ is a minimal primal subgraph of $K$ containing $v$, then for each vertex $x \in [n]$ there is at most one $(v, G^{(v)})$-extension of $x$.

(v) If $G_{\min} \subseteq K$ is primal for $K$ with the smallest number of vertices, then every vertex $x \in [n]$ is contained in at most $C \lambda^{vK - vG_{\min}}$ copies of $K$.

Proof. (i) Fix a graph $U := G_1 \cup G_2$ that is formed by the union of some two distinct overlapping copies $G_1, G_2$ of $G$. Since there are only finitely many such graphs, it is enough to show that $G_{n,p}$ whp does not contain a copy of $U$ when the intersection $I := G_1 \cap G_2$ is not isomorphic to a primal subgraph of $K$. Noting $e_U = 2e_G - e_I$ and $v_U = 2v_G - 1$, using that $I$ is not primal, i.e., $d_I < d_K = d_G$, it follows that

$$d_U = \frac{e_U}{v_U} = \frac{2e_G - e_I}{2v_G - v_I} \geq \frac{2v_Gd_G - v_Id_I}{2v_G - v_I} > d_G.$$ 

Since $p = O(n^{\beta-1/d_K}) \ll n^{-1/dv}$ for $\beta > 0$ small enough, using $\mu_U \sim n^{vU}p^{vU} = (np^{d_K})^{vU} \ll 1$ and Markov’s inequality it readily follows that $G_{n,p}$ whp does not contain a copy of $U$.

(ii) By (i) any two distinct copies of $G_1$ that contain the same copy of $G_0$ must intersect in a subgraph isomorphic to some primal $J$ with $G_0 \subseteq J \subseteq G_1$. The assumed properties of $G_0, G_1$ imply that $J$ cannot contain $G_0$ properly. Hence $J = G_0$, which implies that all copies of $G_1$ are vertex-disjoint outside $V(G'_0)$.

(iii) In $K_\lambda$, for each a copy $G'_0$ of $G_0$ the number of copies of $G_1$ containing $G'_0$ is at most $[A \lambda^{vG_1 - vG_0}]$ for some constant $A = A(K) \geq 1$. Defining $B := e^2A$, let $E_{G'_0}$ denote the event that there are at least $z := [B \lambda^{vG_1 - vG_0}]$ copies of $G_1$ that (a) contain $G'_0$ and (b) are vertex-disjoint outside of $V(G'_0)$. Since the copies share no edges other than $E(G'_0)$, a standard union bound argument yields

$$\Pr(\overline{E_{G'_0}}) \leq \left(\frac{[A \lambda^{vG_1 - vG_0}]}{z}\right)^{p^{vG_0} \cdot (eG_0 - eG_0)^2}.$$ 

Since $K$ is balanced and $G_0, G_1$ are its primal subgraphs, we see that $d_{G_0} = d_{G_1} = d_K$, from which it routinely follows that

$$d(G_0, G_1) = \frac{e_G - e_{G_0}}{v_G - v_{G_0}} = \frac{v_Gd_K - v_Gd_K}{v_G - v_{G_0}} = d_K.$$ 

Hence $n^{vG_1 - vG_0}p^{eG_1 - eG_0} = (np^{d(G_0, G_1)})^{vG_1 - vG_0} = \lambda^{vG_1 - vG_0}$. Together with $\left(\frac{z}{2}\right) \leq (ex/z)^2$ and the definition of $z$, it then follows that, say,

$$\Pr(\overline{E_{G'_0}}) \leq p^{eG_0} \cdot (eA \lambda^{vG_1 - vG_0}/z)^z \leq p^{eG_0} \cdot \exp(-\lambda^{vG_1 - vG_0}).$$ 

Using $d_{G_0} = d_K$, we also obtain $n^{vG_0}p^{eG_0} = (np^{d_{G_0}})^{vG_0} = \lambda^{vG_0}$. Noting that $\lambda \to \infty$ as $n \to \infty$, by summing over all possible copies $G'_0$ (there are at most $n^{vG_0}$ of them) it then follows that

$$\sum_{G'_0} \Pr(\overline{E_{G'_0}}) \leq n^{vG_0}p^{eG_0} \cdot \exp(-\lambda^{vG_1 - vG_0}) \leq \lambda^{vG_0} \cdot \exp(-\lambda) \to 0.$$ 

Now (iii) follows readily by a union bound argument and (ii).
Given $x \in [n]$, let $G', G''$ be two $v, G(v)$-extensions of $x$. Since $G', G''$ are both copies of a primal subgraph $G^{(v)}$, by (i) we have that $G' \cap G''$ is a copy of a primal subgraph $J \subseteq G^{(v)}$. Since each of the two isomorphisms mapping $G^{(v)}$ to $G'$ and $G''$ maps $v$ to $x$, we infer that $v \in V(J)$. But since $G^{(v)}$ is minimal among primals containing $v$, it follows that $J = G^{(v)}$ and thus $G' = G''$.

Given $v \in V(K)$, set $G_0 := G^{(v)}$ and choose a maximal chain $G^{(v)} = G_0 \subsetneq G_1 \subsetneq \cdots \subsetneq G_\ell = K$ of primal subgraphs of $K$, with the property that for any $i$ there is no primal $F$ for $K$ satisfying $G_i \subsetneq F \subsetneq G_{i+1}$ (to clarify: since $K$ is balanced and thus primal, such maximal chains always exist). For each $(v, K)$-extension of $x$ we can select a unique sequence of copies such that $G_0'$ is an $(v, G_0)$-extension of $x$, and that, for each $i \in [\ell]$, $G_i'$ is a copy of $G_i$. Hence it is enough to bound the number of such sequences, assuming (iii) and (iv). By (iv) there is at most one choice for $G_0'$, and, given $G_{i-1}'$ with $i \in [\ell]$, by (iii) there are at most $B \lambda v_{G_i} - v_{G_{i-1}}$ choices for suitable $G_i'$. Multiplying these bounds, we obtain

$$\max_{x \in [n]} X_{v,K}(x) \leq \prod_{i \in [\ell]} B \lambda v_{G_i} - v_{G_{i-1}} \leq \lambda^{\sum_{i \in [\ell]} v_{G_i} - v_{G_{i-1}}} = \lambda^{v_{G_\ell} - v_{G_0}} = \lambda^{v_K - v_{G(v)}}.$$

Summing over all $v \in V(K)$, using $v_K - v_{G(v)} \leq v_K - v_{G_{\min}}$ and $\lambda \gg 1$ it follows that, for some $C = C(K) > 0$, each vertex is contained in at most $C \lambda v_K - v_{G_{\min}}$ copies of $K$, completing the proof of Lemma 18.