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Abstract

Knowledge graphs (KGs) are widely used to store and access information about entities and their relationships. Given a query, the task of entity retrieval from a KG aims at presenting a ranked list of entities relevant to the query. Lately, an increasing number of models for entity retrieval have shown a significant improvement over traditional methods. These models, however, were developed for English KGs. In this work, we build on one such system, named KEWER, to propose SERAG (Semantic Entity Retrieval from Arabic knowledge Graphs). Like KEWER, SERAG uses random walks to generate entity embeddings. DBpedia-Entity v2 is considered the standard test collection for entity retrieval. We discuss the challenges of using it for non-English languages in general and Arabic in particular. We provide an Arabic version of this standard collection, and use it to evaluate SERAG. SERAG is shown to significantly outperform the popular BM25 model thanks to its multi-hop reasoning.

1 Introduction

Recent years have witnessed a rapid growth in the use of KGs. Both large-scale graphs that connect millions of entities through billions of relationships and smaller domain-specific KGs have become widely available. One way to access the information stored in KGs is through a dedicated query language, such as SPARQL. This, however, requires proficiency with the syntax of the language and knowledge of the exact schema of the database. Given a query in natural language, the task of entity retrieval aims at presenting a ranked list of entities relevant to the query. Consider, for example, the query “museums in Arab capitals”. Figure 1 shows how the subgraph around the entity E3, labelled “Egyptian Museum”, supports its relevance to the query. This complex, indirect relationship is not represented textually in any single document.

The current standard test collection for entity search is DBpedia-Entity v2 (DEv2). It is provided with the performance results of a dozen baseline methods (Hasibi et al., 2017). Lately, Nikolaev and Kotov (2020) presented KEWER, a system that significantly outperformed previous methods on DEv2. KEWER, nevertheless, was developed for and tested on English KGs. In this work, we build on it and propose SERAG, a method for Semantic Entity Retrieval from Arabic knowledge Graphs. To evaluate SERAG, we create and share a Modern Standard Arabic (MSA) version of DEv2. To our knowledge, this is the first attempt to offer DEv2 in a non-English language. SERAG is shown to perform well on Arabic DEv2 and to significantly improve on the classic BM25 retriever.

Contributions The notable contributions of this work are: (1) introducing a new Arabic test collection for entity retrieval by translating queries from DEv2 and leveraging DBpedia’s inter-language links, and (2) proposing a method for entity retrieval from Arabic KGs and evaluating it on the new test collection.

2 Background and Related Work

There are several attempts in literature to define KGs (Ehrlinger and Wöß, 2016; Fensel et al., 2020). The translated queries and usage directions can be found at https://doi.org/10.5281/zenodo.4560653.
In this work, we follow Färber et al. (2018) and view a KG as a finite set of RDF triples in the form of subject-predicate-object \((s, p, o)\).

**Graph Embedding** Graph embeddings transform nodes and edges into a low dimension vector space while preserving structural information, an idea that was adopted from language modeling. Cai et al. (2018) survey various graph embedding methods. These methods, however, focus on the relational structure of the graph and do not leverage the information present in the surface forms of entities and predicates. Consider again the graph in Figure 1. \(P1\) links \(E3\) and \(E2\), but there is additional information in the labels attached to those.

**Entity Retrieval** Since the introduction of DEv2, several works have reported significant progress on entity retrieval. Naseri et al. (2018) explored enriching entity representations using information from related entities. Kadilierakis et al. (2020) adapted Elasticsearch\(^3\) for supporting keyword search over RDF datasets. Gerritse et al. (2020) studied utilizing Wikipedia2Vec (Yamada et al., 2020) for entity reranking. Nikolaev and Kotov (2020) proposed KEWER, a system that employs joint word and entity embeddings to rank entities. KEWER was evaluated on DEv2 but can be applied to any KG and does not require a large textual corpus.

**Question Answering (QA)** QA systems are concerned with automatically providing answers to natural language questions. Such systems have been integrated in search engines and virtual assistants. Answers may be constructed by querying a structured database or pulled from an unstructured collection of documents. Inspired by DrQA (Chen et al., 2017), Mozannar et al. (2019) presented SOQAL, a system for open domain factual Arabic QA using Wikipedia. SOQAL was evaluated on two novel datasets: Arabic Reading Comprehension Dataset and a machine translated version of Stanford QA Dataset. Samy et al. (2019) overview the work done in Arabic QA and recommend tools and linguistic resources for future systems.

**Question Answering over Knowledge Graphs** A special case of QA is KGQA, where the information source is a KG. Unlike entity retrieval, the input for a KGQA system must be structured as a question, and the output is typically one or more answers formed as text. Chakraborty et al. (2019) provides a recent survey on neural methods for KGQA. Abu Taha (2015) and AlBarghothi et al. (2017) designed systems for domain specific Arabic KGQA. The tasks of entity retrieval and KGQA may overlap when the query is a question, and the relevant answers are named entities from a KG. DEv2, our chosen test collection, has a category focusing on this special case.

### 3 Dataset

**Queries** DEv2 consists of 467 natural language queries, each with a list of DBpedia entities, scored based on relevance (0: irrelevant, 1: relevant, and 2: highly relevant). The scores are collected using crowdsourcing. In total, there are 49280 query-entity pairs. Table 1 details the four different groups the queries are categorized into. The set creators also offer a “stopped” version\(^4\) which includes the same queries, with stop patterns and punctuation marks removed. Similarly to previous works, we use the stopped version.

**DBpedia** DBpedia provides structured content from the information available on Wikipedia. The test collection is based on DBpedia version 2015-10, released in 2016.\(^5\) The English edition describes 6.2M entities, of which 4.6M have abstracts (required by DEv2), and has 1.1B RDF triples.

**DBpedia Arabic** An Arabic chapter was added to DBpedia in 2015.\(^6\) Ismail et al. (2016) introduced an Arabic endpoint for the chapter and provided a comparison between the Arabic and English editions. While there are later releases, we restrict ourselves to the same release as DEv2 due to the time sensitivity of some queries. The number of entities with abstracts in the Arabic chapter of 2015-10 is 368K (8% of the English chapter). This reflects the gap in coverage between the English and corresponding Arabic editions of Wikipedia. The gap has narrowed since and is expected to narrow further thanks to the increasing popularity of Wikipedia Arabic and to the efforts by the Wikimedia Foundation (Redi et al., 2021).

**DBPedia Arabic Challenges** Prior to its release, several works identified challenges in the path towards an Arabic DBpedia (Al-Feel, 2013; Bahanshal and Al-Khalifa, 2013). Lakshen et al. (2018)\(^7\) provides a recent survey on neural methods for KGQA.

---

\(^3\)https://www.elastic.co

\(^4\)https://github.com/iai-group/DBpedia-Entity

\(^5\)http://wiki.dbpedia.org/datasets

\(^6\)http://wiki.dbpedia.org/join/chapters

\(^7\)https://github.com/iai-group/DBpedia-Entity
discuss challenges in quality assessment of DBpedia Arabic and list issues regarding accuracy, consistency, and relevancy. When working with the DBpedia files, we apply standard text preprocessing, similar to Obeid et al. (2020) and Mohammad et al. (2017). We also replace all instances of Farsi Ye with Arabic Y¯a’. Finally, and due to the inconsistent use of the definite article “al”, we remove it from the beginning of words. Prior to retrieval, we apply the same preprocessing to the queries.

**Searching DBpedia Arabic vs. English** Given the challenges and smaller coverage of Arabic DBpedia, an alternative would be to translate queries from Arabic into English, search the English KG and map the retrieved entities to Arabic ones using DBpedia’s inter-language links. While this approach may work for some tasks, we view it as limited. At least 30% of DBpedia Arabic entities do not have a counterpart in English and capture unique information of high interest to Arabic users. Furthermore, while Wikipedia English allows only one article per entry, content across chapters varies. The availability of other sources and the different points of view mean that Arabic articles are not necessarily a direct translation of English ones. They may include additional or conflicting information.8 Forcing a search through English content prevents utilization of this diversity and richness. Finally, our aim in this work is to provide a solution for entity retrieval from any Arabic KG, not only the ones that have an English edition.

**Entity Coverage** For each query, DEv2 provides a list of relevant and irrelevant entities, obtained through pooling and crowdsourcing. It does not, therefore, guarantee coverage of all relevant entities, and no system will be rewarded for ranking high a relevant but unjudged entity. This problem is exacerbated when mapping entities across chapters.

**Arabic DEv2 Entities** Because we wanted to keep the relevance scores provided in DEv2, we used DBpedia’s inter-language files to programmatically map English entity IDs to their Arabic counterparts. Figure 2 demonstrates how the mapping between the English and Arabic entities of Ibn Khaldun is defined. Once mapped, English entities were not used for retrieval or ranking, and SERAG only relied on the Arabic graph. Due to lower coverage, however, many entities were not mapped. Out of the 16700 relevant entities, only 3025 were successfully mapped to Arabic and a large number of queries did not have a single mapped relevant entity. A query is included in Arabic DEv2 if the number of Arabic relevant entities is at least 10, or if at least half of the relevant entities were mapped. Consequentially, Arabic DEv2 consists of 139 queries. Table 1 shows the number of queries in each category of the Arabic set.

**Query Translation Considerations** Having chosen the queries, the next step is translation to Arabic. We opted for human translation by native Arabic speakers in our organization, rather than machine translation (MT). Many of the queries are not necessarily structured as valid sentences and present a challenge to MT.9 We wanted the queries in Arabic to be as close as possible to English, including (mis)structure. Furthermore, MT would have presented a significant gender bias. Arabic uses gender-specific terms, while MT is designed to generate a single output text. Even if a translation model is debiased, a query with a single gender term will result in biased translation.

---

| Category         | Description                   | Example                          | #queries | #Arabic |
|------------------|-------------------------------|----------------------------------|----------|---------|
| SemSearch-ES     | Named entity queries          | brooklyn bridge                  | 113      | 7       |
| INEX-LD          | IR-style keyword queries      | electronic music genres          | 99       | 23      |
| QALD2            | Natural language questions    | Who is the mayor of Berlin?      | 140      | 56      |
| ListSearch       | Seek a particular list of entities | Campuses of Indiana             | 115      | 53      |

Figure 2: Entity mapping in DBpedia.

---

7The two look identical when connected \( \wedge \), but have different Unicode values.
8Consider, for example, the popular dish “Mujaddara”. As of Jan 2021, its place of origin according to the the Arabic article is “Mashriq” but “Persia or India” in the English one.
9For example, query INEX_LD−2012327: “Beloved author African-American Nobel Prize Literature”.

Table 1: Query categories in DEv2 and in Arabic DEv2.
4 Method

SERAG, our proposed framework for Arabic entity retrieval, is inspired by KEWER. As illustrated in Figure 3, for each entity, DBpedia is used to generate (1) a document formed of directly linked textual information (recipe provided with DEv2), and (2) a set of random walks starting at that entity. Given a query, BM25 scores entities based on the relevance of their documents to the query. It does not, however, utilize information about the graph structure or entities indirectly connected.

To enhance the ranking, a word2vec (Mikolov et al., 2013) model is built using the random walks. Each walk consists of entities and predicates along a path in the Arabic DBpedia graph. Entities appear in their entity ID form (e.g., E3) with a probability $p$ and replaced with their surface form (e.g., Egyptian Museum) otherwise. Each walk is considered a sentence and all sentences are concatenated into one corpus, used to train the word2vec model. Hence, the vocabulary of the model includes both words and entity IDs. Figure 4 illustrates how random walks and sentences are formed.

We use a standard, two-stage ranking approach: given a query $q$, we first select 1000 entities using BM25, then we rerank them using embeddings. Let $e$ be an entity retrieved by BM25, $v_e$ its embedding, and $v_q$ the embedding of $q$. The final score of $e$ with respect to $q$ is based on a mix of its BM25 score and the embeddings’ cosine similarity:

$$MM(q,e) = \beta \cdot \cos(v_q, v_e) + (1 - \beta) \cdot BM25(e)$$

In our implementation, we modified KEWER’s code to allow for Arabic KGs. To keep everything in Python, we reimplemented the document generator and used gensim (Rehůrek and Sojka, 2010) for BM25. While KEWER also uses BM25F (Zhiltsov et al., 2015), a fielded version of BM25, in this work we only consider BM25. KEWER tunes the parameters of BM25 and $\beta$, the mixture weight, using a 5-fold split. Our data, however, is prohibitively small. Therefore, SERAG is tested in an unsupervised setup using the default values of gensim, a fixed $\beta = 0.9$, chosen to give random walks a higher impact, and the default values KEWER uses for the number of walks (100), their length (10), and $p$ (0.1). We are confident that SERAG will benefit from parameter tuning and hope to include it when a larger dataset becomes available.

5 Experiments and Discussion

The evaluation metric of DEv2 is Normalized Discounted Cumulative Gain (nDCG) at ranks 10 and 100. Table 2 compares the performance of BM25 and SERAG. SERAG yields better results across all categories. In total, its advantage is found to be statistically significant (paired t-test with $\alpha = 0.05$).

In Section 3 we noted that DEv2 in general, and Arabic DEv2 in particular, do not offer judgements for all relevant entities. Buckley and Voorhees (2004) introduced bpref, a retrieval measure designed specifically for incomplete judgment sets.

SERAG uses the Arabic surface form: 

المتحف المصري
|       | nDCG@10  |       | nDCG@100 |       |
|-------|----------|-------|----------|-------|
|       | BM25     | SERAG | BM25     | SERAG |
| Sem   | 0.186    | 0.324 | 0.321    | 0.463 |
| INEX  | 0.215    | 0.284 | 0.293    | 0.365 |
| QALD  | 0.149    | 0.198 | 0.213    | 0.267 |
| List  | 0.174    | 0.216 | 0.256    | 0.293 |
| Total | 0.172    | 0.226 | 0.248    | 0.303 |

Table 2: Normalized Discounted Cumulative Gain. Best results are in **bold**. * indicates a statistically significant improvements (paired t-test with $\alpha = 0.05$).

It only considers the relative ranks of relevant and nonrelevant judged entities. We applied bpref to the first 10 and 100 retrieved entities. In both cases, SERAG outperformed BM25 (0.17 vs. 0.142 for top 10 and 0.336 vs. 0.314 for top 100). To the best of our knowledge, bpref has not been used to evaluate English DEv2 systems.

**Query Analysis** To demonstrate the effectiveness of SERAG, we analyze several sample queries. Consider query `SemSearch_LS-50 “wonders of the ancient world”`. Of the highly relevant entities (score 2), BM25 ranks only one in the top 10, namely “Hanging Gardens of Babylon” (ranked 8th). SERAG ranks this entity higher (3rd) and also lists “Temple of Artemis” as 10th. Other highly relevant entities outside the top 10 were also ranked higher by SERAG. “Great Pyramid of Giza”, for instance, was ranked 30th by SERAG and 59th by BM25. As another example, consider query `INEX_LD-2012383 “famous computer scientists disappeared at sea”`. In this case there is only one relevant entity, namely “Jim Gray (computer scientist)”. SERAG ranks it first, while BM25 ranks it 5th.

**Arabic DEv2 Challenges** Compared to the results reported in literature for English DEv2, Arabic DEv2 proved to be more challenging, and the retrieval effectiveness, as measured by nDCG, was generally lower. Recall the query “wonders of the ancient world”. While SERAG listed only two highly relevant entities in the top 10, KEWER listed five, including, for example, “Great Pyramid of Giza”. Overall, for about a third of the queries, both BM25 and SERAG failed to rank a relevant entity in the top 10. We believe this is because:

- Arabic’s morphological richness presents a challenge to NLP in general and IR in particular (Habash, 2010; Shalaan et al., 2018). This richness leads to MSA verbs with upwards of 5,400 forms, making the task of word-level representation extremely difficult.
- Diacritics are typically omitted in Wikipedia, resulting in morphological ambiguity. Fadel et al. (2019) proposed Translation over Diacritization to assist NLP tasks in such cases.
- Inconsistent choices of synonyms make retrieval much harder. For example, Nobel prize winners are referred to in three ways.
- Spelling of named entities vary. For instance, Google is transcribed in three forms.
- DEv2 was created for English DBpedia. In the pooling stage, entities were obtained using runs of previous methods, optimized for English documents. In the crowdsourcing stage, annotators only considered English content.

6 Conclusions

There has been significant progress in offering tools and resources for Arabic NLP applications. In this work, we addressed the task of entity retrieval from an Arabic KG. Our contribution is twofold. We introduced an Arabic version of DEv2, the standard test collection for entity retrieval and then proposed SERAG, a system for end-to-end entity retrieval from Arabic KGs.

We believe Arabic DEv2 can already be used as a benchmark for KG entity retrieval. It is, however, only the first step. We hope to collaborate with the community to expand both the queries and relevant entities. A fresher dump of Wikipedia Arabic should be considered in order to increase coverage. We also plan to translate the collection to other languages and create a multi-lingual set.

While SERAG was shown to improve over BM25, we observed that Arabic entity retrieval faced unique challenges. To address those, we plan to employ the recently introduced Arabic NLP toolkit (Obeid et al., 2020) and utilize pretrained language models such as ArabicBert (Safaya et al., 2020) and AraBert (Antoun et al., 2020).

---

11 The word حسن, for instance, can take over a dozen combinations of diacritics, each with multiple meanings.
12 حاصرون، جازلون، فازرون
13 جول، كول، قول، قولن
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