Ultrafast transient IR spectroscopy and DFT calculations of ruthenium(II) polypyridyl complexes†
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Ultrafast time-resolved infrared spectroscopy of [Ru(bpy)₃]²⁺ (bpy = 2,2'-bipyridine), [Ru(mbpy)₃]²⁺ (mbpy = 6-methyl-2,2'-bipyridine) and [Ru(mphen)₃]²⁺ (mphen = 2-methyl-1,10'-phenanthroline) in deuterated acetonitrile serves to elucidate the evolution of the system following pulsed excitation into the ¹MLCT band at 400 nm. While for [Ru(bpy)₃]²⁺ no intermediate state can be evidenced for the relaxation of the corresponding ³MLCT state back to the ground state, for [Ru(mbpy)₃]²⁺ and [Ru(mphen)₃]²⁺ an intermediate state with a lifetime of about 400 ps is observed. The species associated IR difference spectra of this state are in good agreement with the calculated difference spectra of the lowest energy ³dd state using DFT. The calculated potential energy curves for all the complexes in the triplet manifold along the metal–ligand distance show that for [Ru(bpy)₃]²⁺ the ³dd state is at a higher energy than the ³MLCT state and that there is a substantial barrier between the two minima. For [Ru(mbpy)₃]²⁺ and [Ru(mphen)₃]²⁺, the ³dd state is at a lower energy than the ³MLCT state.

Introduction

The role of ligand field or dd states in the photophysical and photochemical properties of ruthenium(II) polypyridyl complexes is a recurring topic¹–¹² and has become of renewed interest due to the advent of ultrafast spectroscopic techniques.¹³,¹⁴ Thus, the lowest energy ³dd state is generally held responsible for the quenching of the triplet metal–ligand charge transfer (³MLCT) luminescence of [Ru(bpy)₃]³⁺ (bpy = 2,2'-bipyridine) via thermal population at higher temperatures.¹¹ For ligands with lower ligand-field strengths, this state falls below the ³MLCT and quenches luminescence efficiently at all temperatures.¹⁴–¹⁶ However, it turns out to be very difficult to actually capture its spectroscopic signature.¹⁶–¹⁸ For [Ru(bpy)₃]³⁺, for which it is higher in energy than the ³MLCT state, and for which at room temperature there is a fast equilibrium between the two states, the population of the ³dd state is always too low for it to be picked up spectroscopically.¹¹,¹⁴ Likewise, for complexes for which it lies well below the ³MLCT state, its population as a transient state remains very low because in this case its lifetime is usually substantially shorter than the feeding time from the ³MLCT state.¹⁶ Only recently, trapping of the ³dd state as an intermediate state of ruthenium(II) polypyridyl complexes has been achieved by introducing methyl groups into the ortho positions of bipyridine and phenanthroline.¹³,¹⁴ Such a substitution reduces the ligand-field strength comparatively little so that the ³dd state falls to only just below the ³MLCT state. As a consequence, the internal conversion from the ³MLCT state to the ³dd state is in the Marcus normal region, whereas the intersystem crossing process back to the ground state is in the Marcus inverted region and obeys the energy gap law.¹⁴ From UV-Vis transient absorption (TA) spectra, the lifetimes of the ³MLCT states of the non-luminescent [Ru(mbpy)₃]³⁺ (mbpy = 6-methyl-2,2'-bipyridine) and [Ru(mphen)₃]³⁺ (mphen = 2-methyl-1,10'-phenanthroline) complexes at room temperature in acetonitrile have been determined to be about 1.6 and 4 ps, respectively, from the rapid decay of the excited state absorption (ESA) band below 400 nm attributed to the mbpy and mphen moieties of the ³MLCT state.¹³,¹⁴ Along with the decay of the ³MLCT state, an intermediate state was detected for both complexes with lifetimes of around 450 ps based on ground state recovery. This intermediate state was assigned to the lowest energy ³dd state.

Time-resolved infrared spectroscopy (TRIR) has been used as a tool to characterise electronically excited states for some time, for instance in ruthenium(II),¹⁹,²⁰ osmium(II)²¹ and rhenium(III)²¹,²² complexes, and it has also helped to tentatively assign a transient dd state in a tungsten(II)²³ complex. But only recently have ultrafast TRIR methods become available, which in addition allow the evolution of the nuclear structure toward metastable states²¹,²³ and in photochemical transformations²³ upon absorption of a photon to be followed in real time. Herein we present ultrafast TRIR spectra in the region of the ring
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stretching and C–H bending modes from 1350 to 1650 cm\(^{-1}\).\(^{19,20,24}\) This allows us to further characterize the intermediate state, given that the IR spectrum in this region is very sensitive to the charge distribution and transient geometry of the intermediate species. The experimental results are furthermore compared to density functional theory based calculations.

**Results and discussion**

**Time resolved infrared spectroscopy**

The TRIR spectra between 1350 and 1650 cm\(^{-1}\) for [Ru(bpy)]\(^{3+}\), [Ru(mbpy)]\(^{3+}\) and [Ru(mphen)]\(^{3+}\) in deuterated acetonitrile following pulsed excitation at 400 nm, that is, into the intense \(^3\)MLCT band, and with an instrumental response function (IRF) of 300 fs are shown in Fig. 1.

The temporal evolution of the TRIR spectrum of [Ru(bpy)]\(^{3+}\) shown in Fig. 1a over the first 1000 ps agrees well with the published results for this complex.\(^{19,21,24}\) It can be described as the sum of two exponentials with time constants of \(\tau_1 = 2.8\) ps and \(\tau_2 = 18\) ps, respectively, and a final spectrum which would decay with a luminescence lifetime of the \(^3\)MLCT state of 750 ns. Global fitting and target analysis with an A \(\rightarrow \tau_1 \rightarrow B \rightarrow \tau_2 \rightarrow C\) decay scheme results in the species associated difference IR spectra (SADS) shown in Fig. 2a, which are proportional to the difference in excited and ground IR extinction coefficients \(\varepsilon^*\) and \(\varepsilon_0\), respectively.

The long-lived species C in [Ru(bpy)]\(^{3+}\) can be assigned to the thermally relaxed \(^3\)MLCT state.\(^{19,26–29}\) The SADS of species A and B are not very much different from the one of C. Overall the excited state absorption is stronger than the ground state absorption. All three show a complex structure in the region of the ground state absorption around 1450 cm\(^{-1}\), with derivative type components due to ground state bleaching and only small frequency shifts in the excited state. They also show two totally new bands at 1495 and 1545 cm\(^{-1}\), and a more complex evolution of a band structure at 1600 cm\(^{-1}\). As has been shown by TA spectroscopy, intersystem crossing from \(^1\)MLCT to \(^3\)MLCT occurs within the first 130 fs.\(^{30–34}\) Following excitation and is not

![Fig. 1](https://example.com/fig1.png)

**Fig. 1** Femtosecond TRIR spectra of (a) [Ru(bpy)]\(^{3+}\), (b) [Ru(mbpy)]\(^{3+}\) and (c) [Ru(mphen)]\(^{3+}\) in deuterated acetonitrile at room temperature (solid lines). The samples were excited at 400 nm. The dotted lines are the corresponding inverse ground state FTIR spectra in KBr pellets.
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**Fig. 2** The species associated IR difference spectra (SADS) of (a) [Ru(bpy)]\(^{3+}\), (b) [Ru(mbpy)]\(^{3+}\) and (c) [Ru(mphen)]\(^{3+}\) obtained by global fitting with a three step model. The black dotted lines correspond to the FTIR spectra in KBr pellets.
resolved in the TRIR spectra with the IRF of 300 fs. Species A and B therefore reflect the evolution of the IR spectrum during intramolecular vibrational relaxation,\textsuperscript{25-30} charge localisation on one of the ligands\textsuperscript{29,30,39-41} and vibrational cooling.\textsuperscript{26-28} The band structure around 1450 cm\textsuperscript{-1} shows hardly any evolution and can be attributed to the only slightly shifted vibrational frequencies of the two formally neutral ligands in the 3MLCT state. Of particular interest is the new band at 1545 cm\textsuperscript{-1}. This band starts off as quite a large band on a broad background and sharpens up rapidly within $\tau_1$. It exemplifies that within the third ligand, the C-C frequencies have changed quite dramatically because of the extra electron in the $\tau_1^*$ orbital and also that the excess energy resides on this ligand. The evolution of the band structure at 1600 cm\textsuperscript{-1}, as mentioned above, is more complex. In principle it also starts off as a comparatively broad band and then sharpens up. In addition, it looks split due to the dip caused by ground state bleaching but does not show derivative type structure because the excited state absorption is a band and then sharpens up. In addition, it looks split due to the dip caused by ground state bleaching but does not show derivative type structure because the excited state absorption is stronger and broader than the ground state absorption.\textsuperscript{24}

In the TRIR spectra of [Ru(mbpy)]\textsuperscript{2+} shown in Fig. 1b two derivative type signals are observed at around the ground state absorption bands at 1450 cm\textsuperscript{-1} and 1600 cm\textsuperscript{-1}. Global fitting and target analysis with an $A - \tau_1 \rightarrow B - \tau_2 \rightarrow C - \tau_3 \rightarrow GS$ decay scheme results in values of $\tau_1 = 1.5$ ps, $\tau_2 = 15$ ps and $\tau_3 = 372$ ps and the corresponding SADS are shown in Fig. 2b. The long lifetime of 380 ps of species C is consistent with that of 450 ps of the intermediate state determined previously via UV-Vis TA spectroscopy.\textsuperscript{11} The spectra of species B and C are very similar, thus the process with $\tau_2$ showing only a slight sharpening of the signals corresponds to vibrational cooling in the intermediate state. At very short times an additional broad and almost structureless signal between 1470 and 1540 cm\textsuperscript{-1} appears, which decays with $\tau_1$. This is in line with the time constant of 3MLCT decay monitored via the characteristic UV band of the mbpy\textsuperscript{−} radical at 380 nm.\textsuperscript{11} It should be noted that this very short-lived and broad band is the only new band observed for [Ru(mbpy)]\textsuperscript{2+}. At longer times only derivative type signals are observed, indicating that the electron distribution on all ligands is not very different from that of the ground state, in line with the attribution of the intermediate state to the lowest energy 3dd state.

The TRIR spectra of [Ru(mphen)]\textsuperscript{2+} are depicted in Fig. 1c. In view of the fact that there are more IR active vibrational modes for [Ru(mphen)]\textsuperscript{2+} in the region of the polypyridine-localised vibrations than for the other two complexes, it is difficult to separate new bands from derivative type signals just by visual inspection. Global fitting and target analysis with the same three sequential processes as used for [Ru(mbpy)]\textsuperscript{2+} gives a satisfactory description of the experimental results. The corresponding time constants are $\tau_1 = 2.5$ ps, $\tau_2 = 14$ ps and $\tau_3 = 422$ ps. The respective SADS are shown in Fig. 2c. The lifetimes of the short-lived species $\tau_1 = 2.5$ ps and of the long-lived species $\tau_3 = 422$ ps observed in the TRIR spectra are consistent with those of the UV-Vis TA measurements.\textsuperscript{14} The SADS of species A and C can therefore be reasonably assigned to the IR response of the 3MLCT state and the intermediate state, respectively, the SADS of species B being only a little broader and with tails to the low energy side but otherwise quite similar to that of species C corresponds to a hot intermediate state. $\tau_3$ then corresponds to vibrational cooling in the intermediate state.

In conclusion, the TRIR spectra of the three complexes in solution confirm the existence of an intermediate state in the deactivation process of the 3MLCT state in [Ru(mbpy)]\textsuperscript{2+} and [Ru(mphen)]\textsuperscript{2+} as previously inferred from UV-Vis TA experiments. The necessity of having to use three rather than two time constants stems from the fact that the TRIR spectra are more sensitive to vibrational cooling than UV-Vis TA spectra. While the UV-Vis TA spectra clearly demonstrate the disappearance of the 3MLCT population within a few picoseconds for both complexes, they did not show any clear-cut spectroscopic signature of the nature of the intermediate state. TRIR spectra are more suited to actually monitor geometric changes in the relaxation cascade. As mentioned above, derivative type signals indicate that the chemical bonding in the excited state with regard to the vibrating moiety is not very different from that in the ground state, whereas new and strong excited state absorption signifies that there is substantial electronic rearrangement in the excited state. Thus qualitatively for [Ru(mbpy)]\textsuperscript{2+} in the 3MLCT state, derivative type signals have been assigned to the ring stretch and C-H bending modes of the two formally neutral ligands and the new excited state absorption bands to the bpy\textsuperscript{−} radical.\textsuperscript{19,24} For [Ru(mphen)]\textsuperscript{2+} only derivative type signals are observed in the intermediate state. This would be expected for the 3dd state, for which the rearrangement of the d-electrons does not greatly influence the ligand centred vibrations. The following DFT based calculations will serve to substantiate this qualitative discussion of the experimental results.

**DFT calculations**

DFT calculations are becoming increasingly important for elucidating the photophysical properties of ruthenium\textsuperscript{11} complexes.\textsuperscript{41-42} In a first step the ground state structures of all three complexes of the present study in the gas phase were optimised by DFT calculations (for details see the Experimental section and ESI†). Table 1 gives the key structural and energetic parameters for all three from computational work and X-ray structure determination. The agreement between the two is very

| Complex | bpy | mbpy | mphen |
|---------|-----|------|-------|
| S\textsubscript{0}/calc | 2.073 | 2.089 | 2.063 |
| S\textsubscript{0}/exp | 2.065 | 2.089 | 2.063 |
| \textsuperscript{3}MLCT/calc | 2.073 | 2.089 | 2.109 |
| \textsuperscript{3}MLCT/exp | 2.065 | 2.089 | 2.063 |
| \Delta E\textsuperscript{a} | 15 941 | — | 16 164 |
| \textsuperscript{3}dd | 17 999 | 13 854 | 14 126 |

---

\textsuperscript{a} E\textsubscript{opt} for [Ru\textsubscript{2}(bpy\textsubscript{3})\textsuperscript{2+}] in the 3MLCT state, derivative type signals have been assigned to the ring stretch and C-H bending modes of the two formally neutral ligands and the new excited state absorption bands to the bpy\textsuperscript{−} radical.\textsuperscript{19,24} For [Ru(mbpy)]\textsuperscript{2+} only derivative type signals are observed in the intermediate state. This would be expected for the 3dd state, for which the rearrangement of the d-electrons does not greatly influence the ligand centred vibrations. The following DFT based calculations will serve to substantiate this qualitative discussion of the experimental results.

Table 1 | Experimental and DFT optimized average Ru–N bond lengths (\AA) of [Ru(L)\textsubscript{2}]\textsuperscript{2+} (L = bpy, mbpy, mphen) in the S\textsubscript{0}. 3MLCT and 3dd states, and calculated excited-state/ground-state zero-point energy differences \Delta E\textsuperscript{a} (cm\textsuperscript{-1}) in acetonitrile (for details see Tables S1 to S4 in the ESI).
| \textbf{L} | \textbf{S\textsubscript{0}/calc} | \textbf{S\textsubscript{0}/exp} | \textbf{\textsuperscript{3}MLCT/calc} | \textbf{\textsuperscript{3}MLCT/exp} | \textbf{\Delta E\textsuperscript{a}} |
|---|---|---|---|---|---|
| bpy | 2.073 | 2.065 | 2.089 | 2.063 | 15 941 |
| mbpy | 2.106 | 2.073 | 2.248 | 2.253 | 16 164 |
| mphen | 2.109 | 2.089 | 2.253 | 2.108 | 14 126 |
good. Subsequently the vibrational frequencies and the corresponding IR intensities were computed. Fig. 3 shows the computed IR spectra in the region between 1000 and 1650 cm$^{-1}$ with the main contributions from ligand ring breathing (C=C and C≡N) and C–H bending modes for all three complexes together with the experimental spectra recorded in KBr pellets. The computed spectra were scaled with a scaling factor of 0.96. Vibrational mode analysis shows that the band structure at 1450 cm$^{-1}$ corresponds mainly to C–H bending modes, while the 1600 cm$^{-1}$ is a combination of both ring breathing and C–H bending modes (for details see Fig. S1 to S7 in the ESI†). The calculated ground state IR spectra for the two low-symmetry complexes [Ru(mbpy)$_3$]$^{2+}$ and [Ru(mphen)$_3$]$^{2+}$ show very good agreement with the experimental spectra. The agreement is somewhat less good but still fair for [Ru(bpy)$_3$]$^{2+}$.

In order to understand the experimentally observed SADS, DFT calculations on the triplet excited states of [Ru(bpy)$_3$]$^{2+}$, [Ru(mbpy)$_3$]$^{2+}$ and [Ru(mphen)$_3$]$^{2+}$ were performed using the Polarizable Continuum Model (PCM)† to take into account solvent effects. For [Ru(bpy)$_3$]$^{2+}$, the calculations easily converge to the $^3$MLCT state as the lowest excited state when starting from the ground state geometry as the starting geometry, in line with the observation of $^3$MLCT luminescence. It was also possible to locate the $^3$dd state as a local minimum at a slightly higher energy by starting from a different starting geometry (see Table 1). For the $^3$MLCT state the excited electron is localized on one of the three ligands according to the results of the spin density analysis shown in Fig. 4a. For this state, the Ru–N bond lengths are not very different from those of the ground state. For the $^3$dd state, the coordination octahedron is strongly distorted due the Jahn–Teller effect. Indeed two axial bond lengths change significantly from $\sim$2.07 Å to $\sim$2.45 Å on going from the $^3$MLCT to the $^3$dd state, the remaining Ru–N bond lengths change slightly from 2.07 Å to 2.12 Å (for details see Table S1 in the ESI†). The reaction pathway between the two triplet states can be traced by linearly expanding the Ru–N bonds from the $^3$MLCT to the $^3$dd state, while optimising all other structural parameters. The corresponding cut through the potential energy surface (PES) is shown in Fig. 5a together with the spin density on ruthenium. The latter unequivocally identifies the $^3$dd state with its two unpaired electrons on the ruthenium ion in the direction of the Jahn–Teller axis, as also shown in Fig. 4a.

As mentioned above, the two minima are true minima and the corresponding vibrational analysis results in the calculated difference spectra for the $^3$MLCT state shown in Fig. 6a together with the experimental SADS of the long-lived species. Fig. 7a, in turn, shows the direct comparison of the calculated SADS of the $^3$MLCT and the $^3$dd state for [Ru(bpy)$_3$]$^{2+}$. The difference between the calculated difference spectra for the $^3$MLCT and the $^3$dd state is obvious. For the $^3$dd state only derivative type signals or weak excited state absorption around the ground state absorption would be expected. For the $^3$MLCT state with its electron localised on one ligand, new and quite intense bands corresponding to polypyridine-localised vibrations involving this ligand are expected. Even though the actual agreement between the calculated frequencies and the experimental excited-state absorption bands that have no counterpart in the ground-state spectrum is not perfect, the number of new bands, which according to normal mode analysis correspond to vibrations localised on the negatively charged ligand, is in line with the experimental TRIR spectrum. The quantitative disagreement might be caused by the fact that the PCM model cannot perfectly mimic real solvent effects, in particular with regard to the modes most affected in the charge transfer state. In any case, for [Ru(bpy)$_3$]$^{2+}$, there is no indication of any sizable population of the $^3$dd state during the relaxation processes.
Also for \([\text{Ru}(\text{mphen})_3]^{2+}\) it was possible to locate both states, but in this case the \(3\text{dd}\) state is lower in energy than the \(3\text{MLCT}\) state. Likewise for \([\text{Ru}(\text{mbpy})_3]^{2+}\), the \(3\text{dd}\) state is below the \(3\text{MLCT}\) state. However, with the computational method chosen for the present study, irrespective of starting geometry, the calculations always converged to the \(3\text{dd}\) state. Already the ground state symmetry of the two methyl-substituted meridional complexes is \(C_1\). According to the spin density distribution for \([\text{Ru}(\text{mphen})_3]^{2+}\) shown in Fig. 4b, in the \(3\text{MLCT}\) states, the electron is located on the sterically less hindered mphen ligand, and in the \(3\text{dd}\) state the axial distortion involves the two \(\text{trans}\) methyl-substituted moieties that have strongly elongated bonds (see Tables S2 and S3 in the ESI† for details). Following the procedure as outlined for \([\text{Ru}(\text{bpy})_3]^{2+}\), the cut through the PES included in Fig. 5b and c can be calculated. Since with Gaussian09 it was not possible to converge \([\text{Ru}(\text{mbpy})_3]^{2+}\) to the \(3\text{MLCT}\) state, the ground state geometry with regard to the ruthenium–nitrogen bonds is used to approximate the \(3\text{MLCT}\) geometry in the calculation of the PES along the reaction pathway. For both methyl-substituted ligands the \(3\text{dd}\) state, characterised by a spin density corresponding close to two electrons on the ruthenium ion, is lower in energy. As explained above, for \([\text{Ru}(\text{mbpy})_3]^{2+}\) there is no local minimum for the \(3\text{MLCT}\) state, and even for \([\text{Ru}(\text{mphen})_3]^{2+}\) the minimum is actually very shallow, leading to an early transition state in which the two states are strongly coupled vibronically. This also explains the fast non-radiative transition within \(~1.5\) and \(~3\) ps for \([\text{Ru}(\text{mbpy})_3]^{2+}\) and \([\text{Ru}(\text{mphen})_3]^{2+}\), respectively, from the \(3\text{MLCT}\) to the \(3\text{dd}\) state observed in the TA and TRIR experiments.

For the complexes of both methylated ligands, \([\text{Ru}(\text{mbpy})_3]^{3+}\) and \([\text{Ru}(\text{mphen})_3]^{3+}\), vibrational analysis in the \(3\text{dd}\) state results in the calculated difference spectra displayed in Fig. 6b and c. These can be directly compared to the experimental SADS for the long-lived components included in the figures. The agreement between the calculated and the experimental difference spectra is very good indeed. In particular the fact that all transient bands correspond to comparatively small shifts with

**Fig. 5** The triplet state potential energy curves and spin densities on the ruthenium atom of \([\text{Ru}(\text{bpy})_3]^{2+}\), \([\text{Ru}(\text{mbpy})_3]^{2+}\) and \([\text{Ru}(\text{mphen})_3]^{2+}\) along the reaction coordinate of the axial distortion in the \(3\text{dd}\) state.

**Fig. 6** The calculated excited state IR difference spectra in acetonitrile and the species associated IR difference spectra (SADS): (a) the calculated \(3\text{MLCT}\) state IR difference spectrum and the SADS for the 750 ns state of \([\text{Ru}(\text{bpy})_3]^{2+}\), (b) the calculated \(3\text{dd}\) state difference spectrum and the SADS of 372 ps state \([\text{Ru}(\text{mbpy})_3]^{2+}\) and (c) the calculated \(3\text{dd}\) state difference spectrum and the 422 ps SADS of \([\text{Ru}(\text{mphen})_3]^{2+}\).
respect to the ground state vibrations, possibly some small splittings and a slight overall enhancement of the intensities in the transient state provide further proof that the intermediate state corresponds to the postulated \( ^3\text{dd} \) state, in which the polypyridine-localised vibrations of the ligands are only slightly affected.

What about the TRIR spectra at early times? For \([\text{Ru(bpy)}_3]^{2+}\) the SADS of the short-lived species (\(\tau_1 = 2.8\) ps) is not much different from the SADS of the long-lived species and the somewhat longer lived component (\(\tau_2 = 18\) ps). Thus all three SADS essentially refer to the \( ^3\text{MLCT} \) state, with the first one representing a hot \( ^3\text{MLCT} \) state and the two time constants approximate the not necessarily exponential vibrational relaxation and charge localisation on one ligand. Since for \([\text{Ru(mphen)}_3]^{2+}\) it was possible to optimise also the \( ^3\text{MLCT} \) state, the experimental SADS of the short-lived species should be compared to the one calculated for the \( ^3\text{MLCT} \) state. This is done in Fig. 7b. Direct comparison with the calculated difference spectrum of the \( ^3\text{dd} \) state shows significant differences. Again, frequency shifts, excited state absorption and the number of expected bands is higher for the \( ^3\text{MLCT} \) state. The calculated \( ^3\text{MLCT} \) difference spectrum agrees very well with the SADS of the short-lived species, the experimental spectrum being only somewhat broader due to the system not being fully relaxed.

**Conclusions**

The intermediate state of \([\text{Ru(mbpy)}_3]^{2+}\) and \([\text{Ru(mphen)}_3]^{2+}\) induced by photoexcitation was experimentally characterized by the corresponding SADS using ultrafast TRIR spectroscopy. The good agreement between the SADS and the DFT calculated IR difference spectrum of the \( ^3\text{dd} \) state provides solid evidence that it is this state that is successfully trapped with a lifetime about 400 ps. The PES shows no barrier for the conversion from the \( ^3\text{MLCT} \) state to the \( ^3\text{dd} \) state for \([\text{Ru(mbpy)}_3]^{2+}\) and only a shallow barrier for that of \([\text{Ru(mphen)}_3]^{2+}\). This indicates strong vibronic coupling between the \( ^3\text{MLCT} \) and \( ^3\text{dd} \) states close to the \( ^3\text{MLCT} \) equilibrium geometry, resulting in an ultrafast transition from the \( ^3\text{MLCT} \) state to the \( ^3\text{dd} \) state for both complexes. The TRIR experiments presented here together with the previously presented UV-Vis TA experiments give unique and detailed insight into the sequence of events from the initial excitation to the population of the intermediate \( ^3\text{dd} \) state. Fig. 8 summarises these findings. As pointed out in ref. 14, the range of relative energies of the \( ^3\text{MLCT} \) and the \( ^3\text{dd} \) states, for which a sizeable population of the latter with comparatively long lifetime can be observed, is quite small. Depending upon the envisioned application, either as photosensitiser in dye-sensitised solar cells or in cancer phototherapy, the efficient population and long lifetime of the \( ^3\text{dd} \) state is either detrimental or beneficial.

The results of ultrafast TRIR spectroscopy presented above prove this method to be a valuable tool for the photophysical and photochemical investigation of transition metal complexes. Although at the present stage it is restricted to vibrational frequencies above 900 cm\(^{-1}\) it is generally applicable to differentiating between states of different nature, be it via a spectator ligand such as CO or via a ligand directly involved in the process as in the present case for the MLCT states. The method will become even more powerful once the accessible range is extended to the far IR either via TRIR itself or via time-resolved Raman spectroscopy, in order to study metal–ligand vibrations directly.
Experimental and computational details

Time-resolved infrared (TRIR) spectroscopy

TRIR spectra were recorded by pumping in the UV and probing in mid-IR. The details of the experimental setup have already been reported elsewhere. In general, a pump beam at 400 nm was generated by frequency doubling the output of a Ti:sapphire amplifier (pulse duration 100 fs, repetition rate 1 kHz). The mid-IR probe beam was provided by optical parameter amplification and difference frequency generation of the signal and idler beams. The pump pulse energy was typically in the order of µJ mm⁻². A flow cell with an optical path length of 50 µm was used. The concentration of the respective ruthenium(II) complexes was adjusted such that the optical density at the pump wavelength was 0.2. The instrumental response function is estimated to be around 300 fs.

The temporal evolution of the transient IR spectra was first fitted to a sum of a minimum number of exponentials, with corresponding wavelength dependent amplitudes. Based on an A → B → C kinetic model, the decay-associated amplitudes were transformed to species associated difference spectra, SADS (for details see the ESIF).

Computational details

DFT calculations were performed with the Gaussian 09 program package as described previously. The D95v basis set for H, C and N atoms and the LANL2DZ basis set for ruthenium, [Ru(bpy)₃]²⁺, [Ru(mbzpy)²⁺] and [Ru(mphen)]²⁺ were characterised in the singlet ground and in the lowest-energy excited triplet states. Frequency calculations performed on the optimised geometries show that all the converged states correspond to true minima (no imaginary frequencies). IR spectra were simulated by convoluting the calculated intensities with Lorentzian functions of FWHM of 10 cm⁻¹ by GaussSum. Calculations were performed in the gas phase and with the PCM method in order to take solvent effects into account.
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