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Abstract

In this paper we focus on comparing machine learning approaches for quantum graphs, which are metric graphs, i.e., graphs with dedicated edge lengths, and an associated differential operator. In our case the differential equation is a drift-diffusion model. Computational methods for quantum graphs require a careful discretization of the differential operator that also incorporates the node conditions, in our case Kirchhoff-Neumann conditions. Traditional numerical schemes are rather mature but have to be tailored manually when the differential equation becomes the constraint in an optimization problem. Recently, physics informed neural networks (PINNs) have emerged as a versatile tool for the solution of partial differential equations from a range of applications. They offer flexibility to solve parameter identification or optimization problems by only slightly changing the problem formulation used for the forward simulation. We compare several PINN approaches for solving the drift-diffusion on the metric graph.
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1 Introduction

Dynamic processes on networks (graphs) [1, 2] are crucial for understanding complex phenomena in many application areas. Here we focus on metric graph where each edge can be associated with an interval thus allowing the definition of differential operators (quantum graphs) [3, 4]. Numerical methods for such graphs have gained recent interest [5, 6, 7] both for simulation and optimal control. As the structure of the network can possibly become rather complex efficient schemes such as domain decomposition methods [8] are often needed.

In this paper we investigate the use of the recently introduced physics-informed neural networks (PINNs). In their seminal paper [9] Raissi and co-authors introduce the idea of utilizing modern machine learning ideas as well as the computational frameworks such as TensorFlow [10] to solve differential equations. Many authors have extended the applicability of the PINN approach to different application areas [11, 12, 13, 14] including fluid dynamics [15, 16, 17, 18, 19], continuum mechanics and elastodynamics [20, 21, 22], inverse problems [23, 24], fractional advection-diffusion equations [25], stochastic advection-diffusion-reaction equations [26], stochastic differential equations [27] and power systems [28]. XPINNs (eXtended PINNs) are introduced in [29] as a generalization of PINNs involving multiple neural networks allowing for parallelization in space and time via domain decomposition, see also [30] for a recent review on machine learning approaches in domain decomposition.
Our goal is to illustrate that the PINN framework can also be applied to the case of a drift-diffusion equation posed on a metric graph. Those models are used in many application areas ranging from semiconductor modeling [31], solar cells [32] to modeling electrical networks, cf. [33], and thus serve as a relevant and sufficiently complex test case.

Classical approaches are Galerkin finite element methods [34, 35] to discretize the governing equations. In particular, discontinuous Galerkin finite element method (DG) [36] or finite volume methods [37] are often the method of choice given they are guaranteeing local conservation of the flows. We use such a finite volume scheme to obtain a reference solution.

We implement and compare several PINN-based machine learning approaches. These become very attractive numerical schemes for PDEs as they are very flexible when tasked with solving parameter identification tasks. Something that is notoriously difficult in the context of finite element methods as for these schemes a careful discretization of the optimality conditions often requires rather technical derivations as well as the solution of complex systems of linear equations associated with the first order conditions or linearizations thereof [38].

We start with a brief introduction to the drift-diffusion models in Section 2. In Section 3 we introduce the several different PINN setups by detailing their architectures and the corresponding loss functions that then reflect all the intricate relations within the network. In Section 4 we briefly review a finite volume discretization of the drift diffusion to which we compare the PINN-based methods. This and other comparisons are given in Section 5 where we focus on a number of PINN approaches and their numerical realization.

2 Drift-diffusion equations on metric graphs

Let us introduce our notion of a metric graph in more detail. A metric graph is a directed graph that consists of a set of vertices $V$ and edges $E$ connecting a pair of vertices denoted by $(v_o^e, v_t^e)$, where $v_o^e, v_t^e \in V$. Here $v_o^e$ stands or the vertex at the origin while $v_t^e$ denotes the terminal vertex. In contrast to combinatorial graphs a length $\ell_e$ is assigned to each edge $e \in E$. Thus identifying each edge with a one-dimensional interval allows for the definition of differential operators. We also introduce a normal vector $n_e(v)$ defined as $n_e(v_o^e) = -1$ and $n_e(v_t^e) = 1$. To prescribe the behavior at the boundary of the graph, we first subdivide the set of vertices $V$ into the interior vertices $V_K$ and the exterior vertices $V_D$ as follows:

- the set of interior vertices $v \in V_K \subset V$, contains all vertices that are incident to at least one incoming edge and at least one outgoing edge (i.e. $\forall v \in V_K \exists e_1, e_2 \in E$ such that $v_o^{e_1} = v$ and $v_t^{e_2} = v$)
- the set of exterior vertices $v \in V_D := V \setminus V_K$, contains vertices to which either only incoming or only outgoing edges are incident (i.e. either $v_o^e = v$ or $v_t^e = v$ holds $\forall e \in E_v$)

One possible application of such a setting could be a road network as depicted in Figure 1.

On a metric graph, it makes sense to consider differential operators defined on each edge, and we focus on non-linear drift-diffusion equations

\[ \partial_t \rho_e = \partial_x (\varepsilon \partial_x \rho_e - f(\rho_e) \partial_x V_e), \quad e \in E, \] (1)
where \( \rho_e : e \times (0,T) \to \mathbb{R}_+ \) describes, on each edge, the concentration of some quantity while \( V_e : e \times (0,T) \to \mathbb{R}_+ \) is a given potential and \( \varepsilon > 0 \) a (typically small) diffusion constant. Furthermore, \( f : \mathbb{R}_+ \to \mathbb{R}_+ \) satisfies \( f(0) = f(1) = 0 \).

This property ensures that solutions satisfy \( 0 \leq \rho_e \leq 1 \) a.e. on each edge, see Theorem 2.1. By identifying each edge with an interval \([0, \ell_e]\), we define the flux as

\[
J_e(x) := -\varepsilon \partial_x \rho_e(x) + f(\rho_e(x)) \partial_x V_e(x).
\]

A typical choice for \( f \) used in the following is \( f(\rho_e) = \rho_e(1 - \rho_e) \).

To make (1) a well-posed problem, we need to add initial-conditions as well as coupling conditions on the vertices. First we impose on each edge \( e \in \mathcal{E} \) the following initial condition

\[
\rho_e(0, x) = \rho_{e,0}(x),
\]

where \( \rho_{e,0} \in L^2(e) \) returns the given density on each point of the edge \( e \) at the start time of the observation \( t = 0 \).

For vertices \( v \in \mathcal{V}_K \subseteq \mathcal{V} \), we apply homogeneous Neumann–Kirchhoff conditions, i.e., there holds

\[
\sum_{e \in \mathcal{E}_v} J_e(v) n_e(v) = 0
\]

with \( \mathcal{E}_v \) the edge set incident to the vertex \( v \). Additionally, we ask the solution to be continuous over vertices, i.e.

\[
\rho_e(v) = \rho_{e'}(v) \quad \text{for all } v \in \mathcal{V}_K, \ e, e' \in \mathcal{E}_v.
\]

In vertices \( v \in \mathcal{V}_D := \mathcal{V} \setminus \mathcal{V}_K \) the solution \( \rho \) fulfills flux boundary conditions

\[
\sum_{e \in \mathcal{E}_v} J_e(v) n_e(v) = -\alpha_v(t)(1 - \rho_v) + \beta_v(t)\rho_v,
\]
where \( \alpha_v : (0, T) \to \mathbb{R}_+ \), \( \beta_v : (0, T) \to \mathbb{R}_+ \), \( v \in \mathcal{V}_D \), are functions prescribing the rate of influx of mass into the network \( \alpha_v \) as well as the velocity of mass leaving the network \( \beta_v \) at the boundary vertices. Note that this choice ensures that the bounds \( 0 \leq \rho \leq 1 \) are preserved. In typical situations, boundary vertices are either of influx- or of outflux type, i.e. \( \alpha_v \beta_v = 0 \) for all \( v \in \mathcal{V}_D \).

The Kirchhoff-Neumann conditions are the natural boundary conditions for the differential operator (1), as they ensure that mass enters or leaves the system only via the boundary nodes \( \mathcal{V}_D \) for which either \( \alpha_v \) or \( \beta_v \) is positive.

Having introduced the complete continuous model, we state the following existence and uniqueness result, which can be obtained by combining the proofs of [39, 35].

**Theorem 2.1** Let the initial data \( \rho_0 \in L^2(\Gamma) \) satisfy \( 0 \leq \rho_0 \leq 1 \) a.e. on \( \mathcal{E} \) and let nonnegative functions \( \alpha_v, \beta_v \in L^\infty(0, T), v \in \mathcal{V}_D \) be given. Then there exists a unique weak solution \( \rho \in L^2(0, T; H^1(\Gamma)) \cap H^1(0, T; H^1(\Gamma)^*) \) s.t.

\[
\sum_{e \in \mathcal{E}} \left( \int_e \partial_t \rho_e \varphi_e \, dx + \int_e \left( \epsilon \partial_x \rho_e - f(\rho_e) \partial_x V_e \right) \partial_x \varphi_e \, dx \right) \\
+ \sum_{v \in \mathcal{V}_D} (-\alpha_v(t)(1 - \rho_v) + \beta_v(t)\rho_v) \varphi(v) = 0,
\]

for all test functions \( \varphi \in H^1(\Gamma) \). Here \( L^2 \) denotes the space of square integrable functions. The space \( H^1 \) denotes the space of functions for which also the weak derivative is bounded in \( L^2 \) and with \( (H^1)^* \) its dual space. The Bochner spaces contain time-dependent functions where for \( u = (x, t) \) to belong to, e.g. \( L^2(0, T; H^1(\Gamma)) \), the norm

\[
\int_0^T \|u(\cdot, t)\|_{H^1(\Gamma)}^2 \, dx
\]

has to be finite.

We note that through (1) we obtain the following differential operator defined on the metric graph \( \Gamma \)

\[
\mathcal{H}[\rho_e](t, x) := \partial_t \rho_e(t, x) - \partial_x (\epsilon \partial_x \rho_e(t, x) - f(\rho_e(t, x)) \partial_x V_e(t, x)), \quad (7)
\]

and together with the above mentioned initial and vertex conditions we have obtained the quantum graph that we want to tackle with our PINN approaches.

**3 Physics-informed neural networks on graphs**

In recent decades, machine learning methods using deep neural networks proved to be a versatile tool for approximating arbitrary functions. This motivated their use for the approximation of solutions to (partial) differential equations [9]. The classical approach of supervised learning trains a neural network purely using labeled data, only. Two challenges may arise in this situation. First, when analyzing complex physical, biological or technical systems, the cost of data acquisition is often prohibitively expensive and one is faced with the challenge of drawing conclusions and making decisions based on incomplete information. For the resulting small amount
of data, most of the modern machine learning methods are not robust enough and offer no convergence guarantees. Second, neural networks do not take the physical properties underlying the system into account. Without this prior information, the solution is often not unique and may lose physical correctness. Adding this prior information as an additional constraint to the learning problem restricts the space of admissible solutions.

PINNs are universal function approximators, which are trained using unlabeled data, but in addition utilize the governing physical equation as an additional constraint in the learning phase. In turn, encoding such structured information in a learning algorithm leads to an increase in the information content of the data. This ensures that the learning quickly moves towards the solution and then generalizes well.

Moreover, PINNs can be used for data-driven discovery of partial differential equations or system identification, simply by adding a data fidelity term to the loss functional (cf. [40, pp. 1-2]). However, we concentrate on the problem of computing data-driven approximate solutions to the non-linear PDE system given by (1) under the given initial and vertex conditions.

In the following, we present three different approaches to use PINNs to approximate the solution of (1) under the initial and vertex conditions. The first two correspond to the continuous time model approach and the last to the discrete time model approach, both presented in [40]. As the domain in the metric graph case is more structured than a standard two- or three-dimensional domain, we exploit this given structure for constructing these three PINN approaches.

### 3.1 Two continuous time models

The idea of the continuous time model PINN approach is based on constructing a residual function from (1) for each edge $e \in E$ of the graph, i.e.

$$r_e(t, x) = \partial_t \rho_e(t, x) - \partial_x (\varepsilon \partial_x \rho_e(t, x) - f(\rho_e(t, x)) \partial_x V(t, x)), \quad (8)$$

and on approximating the unknown solution $\rho_e$ of (1) on each edge $e \in E$ by a neural network $\rho_{e}: \mathbb{R}^2 \rightarrow \mathbb{R}$. Here, $\theta_e$ denotes the trainable parameters of the solution $\rho_e$ on an individual edge $e \in E$.

Substituting the neural network $\rho_{\theta_e}$ into (8) results in the definition of a so-called residual network for each edge $e \in E$, which is given by

$$r_{\theta_e}(t, x) = \partial_t \rho_{\theta_e}(t, x) - \partial_x (\varepsilon \partial_x \rho_{\theta_e}(t, x) - f(\rho_{\theta_e}(t, x)) \partial_x V(t, x)). \quad (9)$$

To obtain the residual network $r_{\theta_e}$ from $\rho_{\theta_e}$, one exploits the techniques of automatic differentiation to differentiate $\rho_{\theta_e}$ with respect to its input values $t$ and $x$. We note that this residual network $r_{\theta_e} : \mathbb{R}^2 \rightarrow \mathbb{R}$ is in fact also a neural network and has the same set of trainable parameters $\theta_e$ as the approximating network $\rho_{\theta_e}$. In the learning phase, the network $\rho_{\theta_e}$ is trained to satisfy (1) by minimizing the norm of the residual network $r_{\theta_e}$ with respect to the trainable parameters $\theta_e$ over a set of collocation points.

In order to train each neural network $\rho_{\theta_e}$ to fulfill the initial, coupling and boundary conditions (3)–(6), further misfit terms must be constructed and incorporated
into the cost function. There are several possibilities to define these terms as well as how to combine them to one or more cost functions.

We present two continuous time model PINN approaches, which differ in their methodology for training the neural networks $\rho_{\theta_e}$. On the one hand, this difference results from the definition of the cost functions, into which the residual network and the relevant misfit terms are incorporated, and on the other hand, they differ in the resulting consideration of the trainable parameters to be minimized and the sequential process in the learning phase, simultaneously or alternatingly. We give a detailed description of each approach in the following.

3.2 graphPINN approach

For this approach, we construct one single cost function approximating the problem on all edges simultaneously, including initial, boundary and coupling conditions. Treating the complete problem with one single cost function, rather than optimizing each network on each edge separately, motivates the name graphPINN. This single cost function consists of the following misfit terms:

- **Residual misfit term**: using (9) we enforce the structured information imposed by (1) for each individual edge $e \in E$ via

  \[
  \phi_{e,r}(X_e) := \frac{1}{n_e} \sum_{i=1}^{n_e} r_{\theta_e}(t^i_{e}, x^i_e)^2 ,
  \]  

  (10)

  where $X_e = \{(t^i_{e}, x^i_e)\}_{i=1}^{n_e} \subset (0, T) \times [0, \ell_e]$ is a set of time-space collocation points that are drawn randomly or chosen equidistantly.

- **Kirchhoff-Neumann misfit term**: to enforce the Kirchhoff-Neumann conditions, (4), we define the following misfit term for each interior vertex $v \in V_K$

  \[
  \phi_{v,K}(X_{v,b}) := \frac{1}{n_b} \sum_{i=1}^{n_b} \left( \sum_{e \in E_v} J_{\theta_e}(t^i_{v,b}, v) n_e(v) \right)^2 ,
  \]  

  (11)

  with

  \[
  J_{\theta_e}(t^i_{v,b}, v) = (-\varepsilon \partial_x \rho_{\theta_e}(t^i_{v,b}, v) + f(\rho_{\theta_e}(t^i_{v,b}, v)) \partial_x V_e(t^i_{v,b}, v)) ,
  \]  

  (12)

  where $X_{v,b} = \{t^i_{v,b}\}_{i=1}^{n_b} \subset (0, T)$ is a set of time snapshots where the Kirchhoff-Neumann conditions are enforced. The values $\{\rho_{\theta_e}(t^i_{v,b}, v)\}_{i=1}^{n_b}$ are either equal to $\{\rho_{\theta_e}(t^i_{v,b}, 0)\}_{i=1}^{n_b}$ if the interior vertex $v \in V_K$ is an origin vertex of the edge $e$ (i.e. $o(e) = v$), or equal to $\{\rho_{\theta_e}(t^i_{v,b}, \ell_e)\}_{i=1}^{n_b}$ if $v$ is a terminal vertex of the edge $e$ (i.e. $t(e) = v$). Of course this also applies to the values $\{\partial_x \rho_{\theta_e}(t^i_{v,b}, v)\}_{i=1}^{n_b}$. We note that the derivatives are always taken into the outgoing direction.

- **Continuity misfit term**: in order to enforce the continuity of $\{\rho_{\theta_e}\}_{e \in E}$ in the interior vertices $V_K$, as required by (5), we introduce two different misfit terms
to accomplish this. Both misfit terms enforce by minimization that the neural networks \( \{ \rho_{\theta} \}_{e \in \mathcal{E}_v} \), which approximate the solution on the edges incident to this vertex \( v \in \mathcal{V}_K \), to have the same value at this vertex \( v \), and can therefore be considered equivalent. In the following numerical experiments, we draw attention to which of these two misfit terms is used. The first misfit term is defined for each interior vertex \( v \in \mathcal{V}_K \) by

\[
\phi_{v,c} (X_{v,b}) := \frac{1}{n_b} \sum_{i=1}^{n_b} \left( \rho_{\theta_e} \left( t_{i,v,b} \right) - \rho^i_v \right)^2, \tag{13}
\]

with \( X_{v,b} = \{ t_{i,v,b} \}_{i=1}^{n_b} \) as given before. Here, we introduce for each interior vertex \( v \in \mathcal{V}_K \) some additional trainable parameters \( \{ \rho^i_v \}_{i=1}^{n_b} \), which must be taken into account when minimizing the resulting cost function in the case of use. The second misfit is defined for each interior vertex \( v \in \mathcal{V}_K \) by

\[
\phi_{v,c} (X_{v,b}) := \frac{1}{n_b} \sum_{i=1}^{n_b} \left( \sum_{e \in \mathcal{E}_v} \left( \rho_{\theta_e} \left( t_{i,v,b} \right) - \frac{1}{|\mathcal{E}_v|} \sum_{e \in \mathcal{E}_v} \rho_{\theta_e} \left( t_{i,v,b} \right) \right) \right)^2. \tag{14}
\]

Here, on average over all time collocation points \( \{ t_{i,v,b} \}_{i=1}^{n_b} \), the value \( \rho_{\theta_e} \left( t_{i,v,b} \right) \) of each edge \( e \in \mathcal{E}_v \) should be equal to the average of all edges connected to this interior vertex \( v \in \mathcal{V}_K \). Both misfit terms have their numerical advantages and disadvantages. The misfit term defined by (13) is simpler and requires less effort to obtain the derivatives with respect to the learnable parameters in the optimization method. However, it comes at a cost since additional learnable parameters are needed for each inner vertex \( v \in \mathcal{V}_k \). In contrast, no further learnable parameters need to be defined for the misfit term given by (14), but it is more complex for that.

- **Flux misfit term**: we enforce the flux vertex conditions given by (6) for each exterior vertex \( v \in \mathcal{V}_D \) by defining the following misfit term

\[
\phi_{v,D} (X_{v,b}) := \frac{1}{n_b} \sum_{i=1}^{n_b} \left( \sum_{e \in \mathcal{E}_v} J_{\theta_e} \left( t_{i,v,b} \right) n_e \left( v \right) + \alpha_v \left( t_{i,v,b} \right) \left( 1 - \rho_{\theta_e} \left( t_{i,v,b} \right) \right) - \beta_v \left( t_{i,v,b} \right) \rho_{\theta_e} \left( t_{i,v,b} \right) \right)^2, \tag{15}
\]

with \( X_{v,b} = \{ t_{i,v,b} \}_{i=1}^{n_b} \) as introduced before and \( J_{\theta_e} \left( t_{i,v,b} \right) \) as defined in (12).

- **Initial misfit term**: to enforce the initial conditions for each edge \( e \in \mathcal{E} \), required by (3), we define the following misfit term

\[
\phi_{e,0} (X_{e,0}) := \frac{1}{n_e} \sum_{i=1}^{n_e} \left( \rho_{\theta_e} \left( 0, x_{e,0}^i \right) - \rho_{e,0} \left( x_{e,0}^i \right) \right)^2, \tag{16}
\]

where \( X_{e,0} = \{ x_{e,0}^i \}_{i=1}^{n_e} \subset [0, \ell_e] \) is a set of collocation points along \( t = 0 \).
We combine all misfit terms defined above to form the cost function:

$$\Phi_\theta(X) = \sum_{v \in V_D} \phi_{v,D}(X_{v,b}) + \sum_{v \in V_K} (\phi_{v,K}(X_{v,b}) + \phi_{v,c}(X_{v,b})) +$$

$$+ \sum_{e \in E} (\phi_{e,r}(X_{e,r}) + \phi_{e,0}(X_{e,0})),$$

where $X$ represents the union of the different collocation points $X_e$, $X_{v,b}$ and $X_{e,0}$.

The index $\theta$ of $\Phi_\theta$ refers to the set of all trainable parameters, which is the union of the trainable parameters of all networks $\{\rho_{\theta_e}\}_{e \in E}$, i.e. $\theta = \bigcup_{e \in E} \theta_e$, and if (13) is used as continuity misfit term $\phi_{v,c}(X_{v,b})$, the trainable parameters $\{\rho_i\}_{i=1}^{n_b}$ for each interior vertex $v \in V_K$ are appended to $\theta$.

### 3.3 edgePINN approach

For this approach, we construct one cost function for each edge $e \in E$ of the considered metric graph $\Gamma = (V, E)$, separately. In the cost function for each edge $e \in E$, the corresponding residual and initial misfit terms are incorporated. Additional misfit terms enforce the vertex conditions at the two connected vertices, which depend on the networks of the adjacent edges. This single cost function is then minimized with respect to $\theta_e$. The name edgePINN was chosen because the approximation problem is in a sense first decomposed and then considered on each edge individually. The idea for this approach is adopted from [24], in which so-called conservative physics-informed neural networks, abbreviated cPINNs, on discrete domains for non-linear conservation laws were presented. In [24] the domain on which the relevant conservation law is defined is split into several adjacent subdomains, for each subdomain a cost function is defined, which consists of several misfit terms, and this cost function is used to train a neural network, which approximates the solution of the conservation law in this subdomain. These several misfit terms are the residual and initial misfit terms for the respective subdomain and further misfit terms, enforcing the interface conditions, i.e. flux continuity conditions in strong form as well as enforcing the network of the respective subdomain along the interface to the neighboring subdomain to be equal to the average given by this neural network and the neighboring neural network along this common interface. These resulting cost functions are then minimized several times in alternating succession on each subdomain. The idea of dividing the domain into several subdomains and defining a cost function for each subdomain can easily be transferred to the approximation problem considered in this paper due to the structure given by the graph. In our case, the subdomains are the individual edges $e \in E$ of the graph $\Gamma = (V, E)$, and a cost function has to be constructed for each individual edge $e \in E$. As already mentioned, each of these edge-wise cost functions contains the residual misfit term, given by (10), which enforces the approximation $\rho_{\theta_e}$ to satisfy (1) and an initial misfit term, given by (16), which enforces $\rho_{\theta_e}$ to satisfy (3). Since each directed edge $e = (v^e_o, v^e_t) \in E$ is uniquely defined by its origin vertex $v^e_o \in V$ and its terminal vertex $v^e_t \in V$, these two vertices specify the vertex conditions, which must be enforced via $\rho_{\theta_e}$ in its corresponding cost function. We have to verify for each of the two vertices $v^e_o, v^e_t \in V$ whether they are interior or exterior vertices, as the vertex
conditions and the resulting necessary misfit terms are different. We define for each vertex \( v \in \mathcal{V} \) the following term, which assigns the correct misfit term(s) as:

\[
\phi_v(X_{v,b}) = \begin{cases} 
\phi_{v,K}(X_{v,b}) + \phi_{v,c}(X_{v,b}) & \text{if } v \in \mathcal{V}_K, \\
\phi_{v,D}(X_{v,b}) & \text{if } v \in \mathcal{V}_D.
\end{cases}
\]  

(18)

Here it is convenient that the vertex conditions are evaluated at the same time snapshots \( X_{v,b} = \{ t^i_{v,b} \}_{i=1}^{n_b} \subset (0,T) \). We note, adapted from [24], that for this approach we use (14) in our numerical experiments for the continuity misfit term \( \phi_{v,c}(X_{v,b}) \), which enforces the network \( \rho_{\theta_e} \) at an interior vertex \( v \in \mathcal{V}_K \) to be equal to the average of the values generated by all networks of the edges in \( \mathcal{E}_v \) evaluated at that vertex \( v \). By introducing (18) we are now able to define the cost function for a single edge \( e = (v^o, v^t) \in \mathcal{E} \) of the graph:

\[
\phi_{\theta_e}(X) := \phi_{e,r}(X_e) + \phi_{e,0}(X_{e,0}) + \phi_{e,c}(X_{e,c}) + \phi_{e,t}(X_{e,t}).
\]  

(19)

Here, \( X \) represents the union of the different collocation points. It is easy to see that the misfit terms are just grouped in a different way compared to (17). For each individual edge \( e \in \mathcal{E} \) of the graph \( \Gamma = (\mathcal{V}, \mathcal{E}) \), a cost function \( \phi_{\theta_e}(X) \) of the form (19) is constructed. In the learning phase, these cost functions \( \{ \phi_{\theta_e}(X) \}_{e \in \mathcal{E}} \) are minimized several times in an alternating fashion, each \( \phi_{\theta_e}(X) \) with respect to the trainable parameters \( \theta_e \) of the respective edge \( e \). We note that for a connected graph (a graph where each vertex is incident to at least one edge) with more than two vertices, there are three different cases on an edge \( e = (v^o, v^t) \in \mathcal{E} \). Either the origin and terminal vertices are both interior vertices or only one of the two is an exterior vertex. An edge with two exterior vertices would be a closed system in our view, since mass flows into the system via the origin vertex and immediately flows out of the system via the terminal vertex. We point out that, if the graph consists of more than one edge, the cost function \( \phi_{\theta_e}(X) \) of a single edge \( e \in \mathcal{E} \) always includes the trainable parameters of the neural networks that approximate the solution on the edges that are incident to the origin and terminal vertices of the relevant edge \( e \) (via the misfit terms that enforce the vertex conditions, since in those we consider the edges \( \mathcal{E}_v \)). But by minimizing this cost function \( \phi_{\theta_e}(X) \) with respect to \( \theta_e \), all other trainable parameters except \( \theta_e \) remain fixed and are not changed.

3.4 Discrete graphPINN approach

While the approaches discussed previously aim to compute the solution on the time-space domain in one shot, this approach is based on a time-discretization of the underlying parabolic PDE. Here we use the fully-implicit Euler time-stepping scheme (1) introduced in [9].

To comply with our previous notation, we assume an equidistant time grid \( 0 = t_0 < t_1 < \ldots < t_{n_t} = T \) with grid size \( \tau = t_n - t_{n-1}, n = 1, \ldots, n_t \). Note that we choose the same \( \tau \) on each edge. For a fixed time \( t_n, n = 0, \ldots, n_t \), the function \( \rho^0_e(t_n,x) := \rho_e(t_n,x) \) represents the density in a spatial point \( x \in [0,\ell_e] \) at time \( t_n \). The new residual network is given by

\[
\tau \rho^0_{\theta_e}(x) := \rho_{\theta_e}^0(x) - \rho_{\theta_e}^{n-1}(x) \quad - \partial_x \left( \varepsilon \partial_x \rho_{\theta_e}^n(x) - f \left( \rho_{\theta_e}^n(x) \right) \partial_x V(t_n,x) \right),
\]  

(20)
which replaces the continuous-time residual network (9). This corresponds to a semi-discrete approach, where the time derivative is approximated by a simple finite difference, while the remaining (spatial) derivatives are still computed by automatic differentiation. To compute the unknown density $\rho_{n,e}^0$, we include the remaining misfit terms for initial, vertex and boundary conditions as in the graphPINN approach, yet evaluated at the fixed current time step $t^n$. For this we choose a set of equidistant points $\{x^e_i\}_{i=0}^{n_e} \subset [0, \ell_e]$ on each edge $e \in E$ with $0 = x^e_0 < x^e_1 < \ldots < x^e_{n_e} = \ell_e$. The collocation points used at time step $t = t^n$ are $X_e = \{ (t^n, x^e_i) \}_{i=0}^{n_e} \subset \{ t^n \} \times [0, \ell_e]$ for the residual misfit term defined by (10), while the Kirchhoff-Neumann and Dirichlet vertex conditions are evaluated at the origin and terminal vertices of each edge, resp. Note that for the computation of the solution at $t = t^1$, the values of the previous density $\rho_{0,e}^0(x)$ are given by the initial condition (3).

4 A finite volume method

We want to compare the method studied in the previous sections with a traditional numerical approach, namely a finite volume method. Throughout this section we assume $V_e$ to be affine linear and write $d_e = \partial_x V_e$. The edge set incident to a vertex $v \in V$ is denoted by $E_v$, and we distinguish among $E_v^\text{in} = \{ e \in E : e = (\tilde{v}, v) \text{ for some } \tilde{v} \in V \}$ and $E_v^\text{out} = E_v \setminus E_v^\text{in}$. The control volumes are defined as follows. To each edge $e \in E$ we associate an equidistant grid of the parameter domain

$$0 = x^e_{-1/2} < x^e_{1/2} < \ldots < x^e_{n_e+1/2} = L_e$$

with $h_e = x^e_{k+1/2} - x^e_{k-1/2}$, and introduce the intervals $I^e_k = (x^e_{k-1/2}, x^e_{k+1/2})$ for all $k = 0, \ldots, n_e$. We introduce the following control volumes for our finite volume method,

- the interior edge intervals $I^e_1, \ldots, I^e_{n_e-1}$ for each $e \in E$,
- the vertex patches $I^v = \left( \cup_{e \in E_v^\text{in}} I^e_{n_e} \right) \cup \left( \cup_{e \in E_v^\text{out}} I^e_0 \right)$ for each $v \in V$. 

Figure 2: Simple network with an FNN associated with each of its edges.
A semi-discrete approximation of the problem (1)–(6) can be expressed by the volume averages

\[ \rho_k^e(t) = \frac{1}{|I_k^e|} \int_{I_k^e} \rho_e(t,x) \, dx, \]

\[ \rho^v(t) = |I^v|^{-1} \left( \sum_{e \in \mathcal{E}_e^v} \int_{I_0^e} \rho_e(t,x) \, dx + \sum_{e \in \mathcal{E}_e^{in}} \int_{I_0^e} \rho_e(t,x) \, dx \right), \]

for all \( e \in \mathcal{E}, \ k = 1, \ldots, n_e - 1, \) resp. \( v \in \mathcal{V}. \) With the definition of the vertex patches we strongly enforce the continuity in the graph nodes. Integration over some interval \( I_k^e, \ k = 0, \ldots, n_e, \) gives

\[ \int_{I_k^e} \partial_t \rho_e(t,x) \, dx = \int_{I_k^e} \partial_x (\varepsilon \partial_x \rho_e(t,x) - f(\rho_e(t,x)) \, d_e(t)) \, dx \]

\[ = h_e \partial_t \rho_k^e = (\varepsilon \partial_x \rho_e(t,x) - f(\rho_e(t,x)) \, d_e(t)) \bigg|_{x_k^{e+1/2}}^{x_k^{e-1/2}}. \] (21)

The diffusive fluxes are approximated by central differences

\[ \partial_x \rho(t,x_{k+1/2}) \approx \frac{1}{h_e} (\rho_{k+1}^e(t) - \rho_k^e(t)) \]

and for the convective fluxes we use, for stability reasons, the Lax-Friedrichs numerical flux

\[ f(\rho_e(t,x_{k+1/2})) \, d_e(t) \approx F_{k+1/2}^e(t) \]

\[ := \frac{1}{2} (f(\rho_k^e(t)) + f(\rho_{k+1}^e(t))) \, d_e(t) - \frac{\alpha}{2} (\rho_{k+1}^e(t) - \rho_k^e(t)), \] (22)

where we use the convention \( \rho_0^v = \rho^v \) for \( v \in \mathcal{V} \) satisfying \( e \in \mathcal{E}_e^v \) and \( \rho_{n_e}^v = \tilde{\rho}^v \) with \( \tilde{v} \in \mathcal{V} \) satisfying \( e \in \mathcal{E}_e^{in}. \) The parameter \( \alpha > 0 \) is some stabilization parameter, chosen sufficiently large. At inflow and outflow vertices \( v \in \mathcal{V}_D \) we insert the boundary condition (6) into (21) and obtain

\[ \sum_{e \in \mathcal{E}_v} (\varepsilon \partial_x \rho_e(t,v) - f(\rho_e(t,v)) \, d_e(t)) \approx -\alpha_v(t) (1 - \rho^v) + \beta_v(t) \rho^v. \]

Combining the previous investigations gives the following set of equations for each control volume \( I_k^e, \ k = 1, \ldots, n_e - 1, \) \( e \in \mathcal{E}, \) and \( I^v, v \in \mathcal{V}, \) respectively.

For each \( e \in \mathcal{E} \) and \( k = 1, \ldots, n_e - 1: \)

\[ h_e \partial_t \rho_k^e(t) + \varepsilon \frac{-\rho_{k-1}^e(t) + 2 \rho_k^e(t) - \rho_{k+1}^e(t)}{h_e} - F_{k-\frac{1}{2}}^e(t) + F_{k+\frac{1}{2}}^e(t) = 0. \] (23a)
For each \( v \in V_k \):

\[
\sum_{e \in E_v} a_e \partial_t \rho^v(t) + \sum_{e \in E_v^{in}} \left( \frac{\rho^v(t) - \rho^v_{n-1}(t)}{h_e} - F^e_{n-\frac{1}{2}}(t) \right) - \sum_{e \in E_v^{out}} \left( \frac{\rho^v_{n}(t) - \rho^v(t)}{h_e} - F^e_{\frac{1}{2}}(t) \right) = 0. \tag{23b}
\]

For each influx node \( v \in V_{D_{in}} \):

\[
\sum_{e \in E_v} a_e \partial_t \rho^v(t) - \sum_{e \in E_v^{in}} \left( \frac{\rho^v_{n}(t) - \rho^v_{n-1}(t)}{h_e} - F^e_{\frac{1}{2}}(t) \right) - \alpha_v (1 - \rho^v(t)) = 0. \tag{23c}
\]

For each outflux node \( v \in V_{D_{out}} \):

\[
\sum_{e \in E_v} a_e \partial_t \rho^v(t) + \sum_{e \in E_v^{in}} \left( \frac{\rho^v(t) - \rho^v_{n-1}(t)}{h_e} - F^e_{n-\frac{1}{2}}(t) \right) + \beta_v \rho^v(t) = 0. \tag{23d}
\]

In (23b) accumulated contributions evaluated in \( v \) vanish due to the Kirchhoff-Neumann vertex conditions (4).

To solve the system of ordinary differential equations (23) for the unknowns \( \rho_k^v \) and \( \rho^v \), respectively, we introduce the following time-discretization. For some equidistant time grid \( 0 = t_0 < t_1 < \ldots < t_n = T \) with grid size \( \tau = t_n - t_{n-1}, n = 1, \ldots, n_t \), we define the following grid functions by

\[
\rho^{v,n}_v = \rho^v(t_n), \quad \rho^{e,n} = \rho_k^{e,n}(t_n), \quad F_{k+1/2}^{n} = F_{k+1/2}^{e,n}(t_n).
\]

We restrict the equations (23) to the grid points and replace the time derivative by a difference quotient, evaluate the diffusion terms in \( t_{n+1} \) and the convective terms in \( t_n \). This yields for each \( n = 1, \ldots, n_t \) the following system of equations:

For each \( e \in E \) and \( k = 1, \ldots, n_e - 1 \):

\[
h_e \rho^{e,n}_k + \varepsilon \frac{\rho^{e,n}_{k-1} - 2 \rho^{e,n}_k + \rho^{e,n}_{k+1}}{h_e} = h_e \rho^{e,n}_{k-1} + \sigma \left( F^{e,n}_{k-\frac{1}{2}} - F^{e,n-1}_{k+\frac{1}{2}} \right).
\tag{24a}
\]

For each \( v \in V_k \):

\[
|I_v| \rho^{v,n} + \sigma \rho^{v,n-1} + \tau \sum_{e \in E_v^{in}} \frac{\rho^{v,n}_e - \rho^{v,n}_{e-1}}{h_e} - \tau \sum_{e \in E_v^{out}} \frac{\rho^{e,n}_1 - \rho^{v,n}_e}{h_e} = |I_v| \rho^{v,n-1} + \tau \sum_{e \in E_v^{out}} F^{e,n-1}_{\frac{1}{2}} - \tau \sum_{e \in E_v^{in}} F^{e,n}_{n_e-\frac{1}{2}}. \tag{24b}
\]
For each influx node $v \in \mathcal{V}_D^\text{in}$:

$$
|I_v| \rho_v^{n+1} - \tau \varepsilon \sum_{e \in \mathcal{E}_v^{\text{out}}} \frac{\rho_k^{e,n} - \rho_v^{e,n}}{h_e} = |I_v| \rho_v^{n} + \tau F_e^{e,n-1} + \tau \alpha_v (1 - \rho_v^{n-1}). \tag{24c}
$$

For each outflux node $v \in \mathcal{V}_D^\text{out}$:

$$
|I_v| \rho_v^{n} + \tau \varepsilon \sum_{e \in \mathcal{E}_v^{\text{in}}} \frac{\rho_v^{e,n} - \rho_k^{e,n-1}}{h_e} = |I_v| \rho_v^{n+1} + \tau \sum_{e \in \mathcal{E}_v^{\text{in}}} F_e^{e,n-1} - \tau \beta_v \rho_v^{n-1}. \tag{24d}
$$

The initial data are established by

$$
\rho_k^{e,0} = \pi I_e (\rho_0), \quad \rho_v^{v,0} = \pi I_v (\rho_0),
$$

where $\pi_M$ denotes the $L^2$-projection onto the constant functions on a subset $M \subset \Gamma$.

Note that this set of equations is linear in the unknowns in the new time point $\rho_k^{e,n}, k = 1, \ldots, n_e - 1, e \in \mathcal{E}$ and $\rho_v^{v,n}, v \in \mathcal{V}$. The fully-discrete approximation $\rho_{\tau h} : [0, T] \times \Gamma \to \mathbb{R}$ then reads

$$
\tilde{\rho}(t, x) = \tilde{\rho}^n(x) \quad \text{for } t \in [t_n, t_{n+1}),
$$

with

$$
\tilde{\rho}^n(x) = \rho_v^{v,n} \text{ for } x \in I_v, \quad \tilde{\rho}^n(x) = \rho_k^{e,n} \text{ for } x \in I_e.
$$

It is well-known that finite-volume schemes like (24) guarantee a couple of very important properties. On the one hand, there is a well established convergence theory, see e.g. [41, 42, 43]. On the other hand, our scheme is mass-conserving and bound-preserving which we show in the following theorem. Thus, the finite volume approach is suitable of designing reference solutions used to measure the quality of the solutions obtained with the approaches from Section 3.

**Theorem 1** The solution of (24), $\tilde{\rho}$, satisfies the following properties:

i) The scheme is mass conserving, i.e., if $\alpha_v \equiv \beta_e \equiv 0$ for all $v \in \mathcal{V}_D$, then there holds

$$
\int_{\Gamma} \tilde{\rho}^n x = \int_{\Gamma} \tilde{\rho}^0 x \quad \forall n = 1, \ldots, n_t.
$$

ii) Assume that $f(x) = x(1 - x)$ and in (22) choose $\alpha = 1$. Then, the scheme is bound-preserving, i.e., there holds

$$
\tilde{\rho}(t, x) \in [0, 1] \quad \forall t \in [0, T], x \in \Gamma,
$$

provided that $\tau \leq \min_{e \in \mathcal{E}} h_e$.  

Proof \quad i) This directly follows after summing up all the equations in (24). Note that the diffusive and convective fluxes cancel out.

\begin{align*}
(M + \tau \varepsilon A)\bar{\rho}^n &= M\bar{\rho}^{n-1} + \bar{F}(\bar{\rho}^{n-1}),
\end{align*}

(25)

where $M$ is the mass matrix and $A$ contains the coefficients of the diffusion terms on the left-hand side of (24). The vector $\bar{\rho}^n$ contains the unknowns $\rho^{v,n}$ and $\rho^{e,n}$ of the diffusion terms on the left-hand side of (24). The vector $\bar{\rho}^n$ possesses non-negative entries only. The right-hand side of (25) is also non-negative under the assumption $\bar{\rho}^{n-1} \in [0,1]$. We demonstrate this for the equation (24a). Insertion of (22) and reordering the terms yields

\begin{equation}
\begin{aligned}
& h_e \rho_k^{e,n-1} + \tau \left( F_{k-1/2}^{e,n-1} - F_{k+1/2}^{e,n-1} \right) = (h_e - \alpha \tau) \rho_k^{e,n-1} \\
& + \frac{\tau}{2} \left( (1 - \rho_{k-1}^{e,n-1}) + \alpha \right) \rho_{k-1}^{e,n-1} + \frac{\tau}{2} \left( (1 - \rho_{k+1}^{e,n-1}) + \alpha \right) \rho_{k+1}^{e,n-1} \geq 0.
\end{aligned}
\end{equation}

The non-negativity follows from $\rho^{e,n-1}_k \in [0,1]$ for $k = 0, \ldots, n_e$ and $\alpha = 1$ as well as $\tau \leq \min_{e \in E} h_e$. This, together with the M-matrix property of $M + \tau \varepsilon A$, implies $\bar{\rho}^n \geq 0$.

Due to $f(x) = x(1-x)$ we may rewrite (25) in the form

\begin{equation}
(M + \tau \varepsilon A)(1 - \bar{\rho}^n) = M(1 - \bar{\rho}^{n-1}) + G(1 - \bar{\rho}^{n-1}),
\end{equation}

with some vector-valued function $G$. With similar arguments like before we conclude that the right-hand side is non-negative and thus, $1 - \bar{\rho}^n \geq 0$, which proves the upper bound. By induction the result follows for all $n = 1, \ldots, n_t$.

\[ \square \]

5 Numerical results

We want to compare the various PINN approaches presented earlier on a representative model graph. We here focus on the accuracy of the approximation in comparison to the finite volume method presented in (4) and have not yet tailored the approaches for computational speed. The accuracy is validated by numerical experiments in which we measure the deviation of the values generated by the different PINN approaches using different neural networks from the values generated by the FVM. These numerical experiments are implemented with Python 3.8.8, rely on the TENSORFLOW implementation and were run on a Lenovo ThinkPad L490, 64 bit Windows system, 1.8 Ghz Intel Core i7-8565U and 32 GB RAM.

5.1 Two different ways to utilize neural networks

Before we proceed to the numerical experiments, we specify the neural networks and their topology that were used for the approximations $\{\rho_{\theta_e}\}_{e \in E}$. Of course, we have an infinite freedom of choice for choosing neural networks in our PINN approaches, the only constraints being the dimension of the input $(t,x) \in \mathbb{R}^2$, the dimension
of the output $\rho_\theta_e (t, x) \in \mathbb{R}$ on each edge $e \in \mathcal{E}$ and the differentiability of the corresponding neural network up to order two (due to $\partial_{xx} \rho_\theta$, appearing in (1)).

Since we have to find an approximation $\rho_\theta$ for each edge $e \in \mathcal{E}$, it is quite evident to use one single neural network for the approximation of $\rho_e$ on one individual edge $e$. This intuitive choice leads to $\theta_e$ describing the trainable parameters of a single neural network, i.e. of $\rho_\theta_e$, as also previously assumed, and results in the fact that we have to train as many neural networks as we have edges of the graph. The use of a single neural network for approximating the solution $\rho_e$ on a single edge $e$ allows both the type of neural network used and the hyperparameters of a single network such as activation function, depth or width of the network to be freely chosen, depending on intuitive knowledge about the regularity of the solution on each edge. In the case of smooth edges, a shallow network can be used, while a deep neural network can be used on an edge where a complex solution is expected. The easiest choice is to use a feed-forward neural network with $L$-layers for each edge $e \in \mathcal{E}$, which we denote by $\text{fnn}_\theta_e$ and is defined by

$$
\text{fnn}_\theta_e : \mathbb{R}^2 \rightarrow \mathbb{R},
$$

$$
\text{fnn}_\theta_e (t, x) = \sigma_L \left( W^L_e \sigma_{L-1} \left( W^{L-1}_e \sigma_{L-2} \left( \cdots \sigma_1 \left( W^1_e x^0 + b^1_e \right) \cdots \right) + b^{L-1}_e \right) + b^L_e \right),
$$

(26)

where $x^0 = (t, x)^T \in (0, T) \times [0, \ell_e] \subset \mathbb{R}^2$, $\sigma_l : \mathbb{R}^{n_l} \rightarrow \mathbb{R}^{n_l}$ is a non-linear activation function and $\theta_e = \left\{ \{W^l_e\}_{l=1,\ldots,L}, \{b^l_e\}_{l=1,\ldots,L} \right\}$ with $W^l_e \in \mathbb{R}^{n_l \times n_{l-1}}$ and $b^l_e \in \mathbb{R}^{n_l}$, where $n_0 = 2$ and $n_L = 1$. All activation functions $\{\sigma_l\}_{l=1,\ldots,L}$ must be differentiable up to order two so that the resulting network is also differentiable up to order two with respect to the input $t \in (0, T)$ and $x \in [0, \ell_e]$. Feed-forward neural networks have already been used in various PINN setups, so this choice can be considered as reasonable.

Another possibility is to use just one single FNN with $L$ layers for the approximations on all edges of the graph at the same time. This means that this single FNN returns for an input $(t, x) \in \mathbb{R}^2$ the values $\{\rho_\theta_{e_i} (t, x)\}_{i=1,\ldots,E}$ for all edges $\mathcal{E} = \{e_i\}_{i=1,\ldots,E}$, where $E = |\mathcal{E}|$. This is achieved by choosing the number of neurons in the output/last layer equal to the number of edges of the graph, i.e. $n_L = E$. We define this neural network as follows

$$
\text{FNN}^\theta : \mathbb{R}^2 \rightarrow \mathbb{R}^E
$$

$$
\text{FNN}^\theta (t, x) = \sigma_L \left( W^L \sigma_{L-1} \left( W^{L-1} \sigma_{L-2} \left( \cdots \sigma_1 \left( W^1 x^0 + b^1 \right) \cdots \right) + b^{L-1} \right) + b^L \right),
$$

(27)

where $x^0 = (t, x)^T \in (0, T) \times [0, \ell_e] \subset \mathbb{R}^2$ and $\hat{\theta} = \left\{ \{W^l\}_{l=1,\ldots,L}, \{b^l\}_{l=1,\ldots,L} \right\}$ with $W^l \in \mathbb{R}^{n_l \times n_{l-1}}$ and $b^l \in \mathbb{R}^{n_l}$, where $n_0 = 2$ and $n_L = E$. The individual approximations are given by

$$
\rho_{\theta_{e_i}} (t, x) = \left[ \text{FNN}^\theta (t, x) \right]_i \in \mathbb{R},
$$
i.e. the $i$-th entry of the networks output $\hat{FNN}_\theta(t,x) \in \mathbb{R}^E$ is the approximation of the solution on the $i$-th edge. In this work we use this neural network with multidimensional output in our numerical experiments only for the continuous \textsc{graphPINN} approach, because it turned out to be difficult to assign the trainable parameters to the individual edges and to use automatic differentiation for the derivatives on the individual edges in a practical way. This means the cost function given by (17) is minimized with respect to the trainable parameters $\hat{\theta}$ of this single network $\hat{FNN}_\theta$ and if (13) is to be used for the continuity misfit term, additionally the trainable parameters $\{\rho^i_e\}_{i=1}^{n_e}$.

The use of a single neural network is motivated by the hope that the neurons in the hidden layers learn the structure of the entire graph and the resulting communication of the edges via the vertices, i.e. that all interactions within the graph are taken into account by the neurons after the learning phase. Furthermore, we hope that the computational cost is reduced, since only the weights and biases of this single network need to be trained, provided the depth and width of the neural network $\hat{FNN}_\theta$ are not too large. The fact that $\hat{FNN}_\theta(t,x)$ generates the output for all edges at the same time is also an advantage, as in an implementation only the execution of one network is necessary instead of several. However, we point out that this approach is currently implemented for the case if all edges of the graph have the same length, because then the same collocation points $X_e = \{(t^i_e, x^i_e)\}_{i=1}^{n_e}$ and $X_{e,0} = \{x^i_{e,0}\}_{i=1}^{n_0}$ can be used for the misfit terms given by (10) and (16) for all edges $e \in \mathcal{E}$. Adding a scaling layer should also enable the use of different edge lengths.

The hyperbolic tangent is used component-wise as activation function for each hidden layer, as well as for the output layer, of all networks used in the numerical experiments, i.e.

$$
\sigma_l: \mathbb{R}^{n_l} \ni x \mapsto \sigma_l(x) := \begin{pmatrix} \sigma_l(x_1) \\ \vdots \\ \sigma_l(x_{n_l}) \end{pmatrix} \in \mathbb{R}^{n_l},
$$

(28)

$$
\sigma(x_i) = \tanh(x_i) = \frac{\exp(x_i) - \exp(-x_i)}{\exp(x_i) + \exp(-x_i)} \in \mathbb{R}.
$$

This activation function is twice continuously differentiable, which means that the resulting neuronal networks are twice continuously differentiable. We also conducted experiments with the sigmoid activation function, which seems to be reasonable in particular in the output layer due to property that the solution satisfies $0 \leq \rho_e \leq 1$ a.e. on each edge $e \in \mathcal{E}$. The obtained approximation errors were most often slightly worse than the ones obtained for the hyperbolic tangent activation function.

5.2 Numerical experiments

Next, we present the results of our numerical experiments in which we measured the deviation of the values generated by the neural networks trained by each \textsc{PINN} approach from the values generated by the \textsc{FVM} at the same grid points. In order to compare the results of all numerical experiments, we use the same problem setup
for each experiment, i.e. the set of drift-diffusion equations is considered on the same model metric graph $\Gamma$ under the same initial and vertex conditions in each experiment. The structure of this model metric graph is illustrated in (3).

The model graph $\Gamma$ consists of 6 vertices $V = \{v_i\}_{i=1,...,6}$ and 5 edges $E = \{e_i\}_{i=1,...,5}$ and is of course directed. The vertices $v_1$, $v_2$, $v_5$ and $v_6$ are the exterior vertices, i.e. $V_D = \{v_1, v_2, v_5, v_6\}$, and the vertices $v_3$ and $v_4$ are the interior vertices, i.e. $V_K = \{v_3, v_4\}$, of the graph $\Gamma$.

As an approximation problem, we consider the set of drift-diffusion equations defined by (1) on all edges $e \in E$ of the graph $\Gamma = (V, E)$, whose structure is given by (3), under the initial and vertex conditions given by (4), (5), (6) and (3). Furthermore we have the following assumptions:

1 The observation time ends at $T = 10$ and all edges of the graph $\Gamma$ are of equal length with $\ell = 1$.
2 Let $\varepsilon = 0.01$ in (1).
3 The mobility in (1) is given by $f(\rho_e(t, x)) = \rho_e(t, x) (1 - \rho_e(t, x))$.
4 $\partial_x V_e(t, x) = 1$ for all $(t, x) \in (0, 10) \times [0, 1]$ holds in (1) for the potential $V_e$ of each edge $e \in E$.
5 On the exterior vertices $V_D$, we have for the flux vertex conditions, (6), constant influx and outflux rates which are specified for $v_1$ by $\alpha_{v_1}(t) = 0.9$ and $\beta_{v_1}(t) = 0$, for $v_2$ by $\alpha_{v_2}(t) = 0.3$ and $\beta_{v_2}(t) = 0$, for $v_5$ by $\alpha_{v_5}(t) = 0$ and $\beta_{v_5}(t) = 0.8$ and for $v_6$ by $\alpha_{v_6}(t) = 0$ and $\beta_{v_6}(t) = 0.1$.
6 The initial conditions are $\rho_e(0, x) = 0$ for all $x \in [0, \ell_e]$ for each edge $e \in E$.

As already mentioned, to compare the accuracy we use as reference a FVM solution as described in (4), which was obtained on an equidistantly spaced time and space grid with $n_e = 8000$ for all $e \in E$ and $n_t = 4000$. The chosen stabilization parameter is $\alpha = 1$.

We measure the approximation error along one edge $e \in E$ in the $L^2$-norm defined by

$$\| \varphi_h \|^2_{L^2(e)} := \sum_{i=0}^{n_x} \sum_{j=0}^{n_t} \Delta_x \Delta_t \varphi_h(t_j, x_i)^2$$

for a grid function $\varphi_h$, while the $L^2$-norm on a graph $\Gamma$ is given by

$$\| \varphi_h \|^2_{L^2(\Gamma)} := \sum_{e \in E} \| \varphi_h \|^2_{L^2(e)}.$$
We have performed five numerical experiments of which the resulting $L^2$-error, computed using (29), of the values generated by the respective PINN approach using the respective neural network with respect to the values generated by the FVM.

While a hyperparameter optimisation for our implementations would have been possible, we decided to test the implementations on a set of different numbers of hidden layers and different numbers of neurons in the hidden layers for better comparability. In all tables, the columns specify the number of hidden layers and the rows the number of neurons per hidden layer, from which the topology of the used neural network can be derived. The results of the first two numerical experiments are shown in Table 1 and Table 2, where the relative $L^2$-errors of the values generated with the (continuous) graphPINN approach, as described in Section 3.2, are listed. For the results in Table 1, one feed-forward neural network was used for each edge of the graph, as described by (26), and for the results in Table 2 one single feed-forward neural network was used for all edges of the graph, as described by (27).

As mentioned before, the hyperbolic tangent given by (28) was used as activation function for each layer of all used neural networks. For the minimization of the cost function $\Phi_\theta$ in these two numerical experiments we use a combination of ADAM and L-BFGS optimizers as usual for the PINN setup. First a variant of the gradient descent method is used, in which the direction is given by the ADAM optimizer from the module Keras [44], which belongs to the package Tensorflow [10]. We changed the input parameter learning_rate, which obviously specifies the learning rate of the method, to 0.01 and left all other input parameters of the ADAM optimizer by default. In both numerical experiments this method stops after 1000 iterations. After that, we use the L-BFGS optimizer from the package SciPy, see [45], and we set as parameters in the options maxfun = 500000 which specifies the maximum number of function evaluations, maxcor = 50 which specifies the maximum number of stored variable metric corrections used in the L-BFGS approximation of the Hessian of the cost function $\Phi_\theta$, maxls = 50 which specifies the maximum number of line search steps per iteration and ftol = 1.0*np.finfo(float).eps which specifies a parameter in a stopping criterion that aborts the method if the values of the cost function $\Phi_\theta$ between two iterates are too small. For the first numerical experiment, which produced the values in Table 1, we set maxiter = 20000 which specifies the maximum number of iterations, and for the second numerical experiment, which produced the values in Table 2, we set maxiter = 50000.

For the third experiment, we evaluated the relative $L^2$-error of the values generated with the discrete graphPINN approach, as described in Section 3.4, where one feed-forward neural network was used for each edge of the graph, as described by (26). Our numerical results confirm that the approach is similar to the first continuous space-time approach, since it corresponds to a rearrangement of the terms in the cost function and an alternating optimization procedure. In the case of each neural network consisting of 3 hidden layers and 20 neurons per hidden layer, the relative $L^2$ error obtained after 20000 ADAM iterations with a step-wise decreasing learning rate (no L-BFGS iterations) is 0.623.

For these first 3 numerical experiments the collocation points were randomly generated using tf.random.uniform, which is provided by the package Tensorflow,
see [10], and uses a uniform distribution. As time-space collocation points $X_e$ for (10) we used $n_e = 4000$ randomly selected points $\{(t^i_e, x^i_e)\}^{n_e}_{i=1} \subset (0, T) \times [0, \ell_e]$. As space collocation points $X_{e,0}$ for (16) we used $n_0 = 1000$ randomly selected points $\{x^i_{e,0}\}^{n_0}_{i=1} \subset [0, \ell_e]$. For (11), (15) and (13) (or (14)) we use $n_b = 1000$ randomly chosen points $\{t^i_{0,b}\}^{n_b}_{i=1} \subset (0, T)$ as time snapshots $X_{0,b}$ for origin vertices, i.e. $v = 0$, and $n_b = 1000$ randomly chosen points $\{t^i_{1,b}\}^{n_b}_{i=1} \subset (0, T)$ as time snapshots $X_{1,b}$ for terminal vertices, i.e. $v = 1$ (we recall that all edges of the model graph $\Gamma$ have length 1).

The results of the fourth and fifth numerical experiments are shown in Table 3 and Table 4, where the relative $L^2$-errors of the values generated with the discrete graphPINN approach, as described in Section 3.4, are listed. For the results of these two numerical experiments one feed-forward neural network was used for each edge of the graph, as described by (26). For the fourth numerical experiment, which produced the values in Table 3, we chose a discretization of $n_t = 200$ and for the fifth numerical experiment, which produced the values in Table 3, we chose a discretization of $n_t = 400$. Here too, as in the continuous graphPINN approach, we used the same combination of ADAM and L-BFGS optimizers. While the computation of the first iterate $\rho_1^0$ allows for up to 2000 iterates with a learning rate of 0.01 followed by up to 10 000 L-BFGS iterations, the remaining iterates only allow for up to 100 ADAM steps with a learning rate of 0.001 followed by up to 10 000 L-BFGS iterations. Here, the network of the previous time-layer is used to warm-start the optimizer.

Among all discussed methods, the discrete graphPINN approach is the only one that achieves an accuracy comparable to the one obtained by the reference FVM implementation. In addition, it is the only method for which the L-BFGS optimizer terminates due to a small error, and not by exhausting the maximum iteration numbers. Note that the results presented in Table 2 produce relative errors larger than one in many cases and as such render the approach in its current form not viable. Although a direct computation of the solution on the time-space domain seems preferable, an exploitation of the parabolic structure of the PDE, as was done in the discrete time approach by the fully implicit Euler scheme, seems to improve both the accuracy and runtime. Finally, we mention that all of the discussed PINN-based approaches are much slower than the reference FVM algorithm. Here, the solution of multiple linear equations necessary to compute the solution in classical approaches like finite element methods or finite volume methods is much faster than the solution of one or more highly nonlinear optimization problems. Note however, that the FVM method is purpose-built for this specific type of equations, while the PINN-based approaches might be used (with other hyperparameters, architectures, etc.) for other PDEs as well, including inverse problems.

6 Conclusion and outlook
In this paper we compared several different PINN frameworks to solve a differential equation on a metric graph domain. Such system arise in many important applications and usually numerical methods, such as finite volume or finite element schemes are applied. We illustrated that PINNs provide an alternative approach and we focus on various setups from continuous to discrete time schemes. In particular, the
| neurons \ layers | 1    | 2    | 3    | 4    |
|-----------------|------|------|------|------|
| 10              | 0.51 | 0.24 | 0.26 | 0.33 |
| 20              | 0.45 | 0.24 | 0.15 | 0.42 |
| 30              | 0.41 | 0.24 | 0.36 | 0.32 |
| 40              | 0.38 | 0.12 | 0.12 | 0.20 |

Table 1: Relative $L^2$-error, space time approach, one NN per edge, 1000 ADAM steps followed by up to 50000 L-BFGS steps. $N_0 = N_b = 1000$, $N_r = 4000$.

| neurons \ layers | 1    | 2    | 3    | 4    |
|-----------------|------|------|------|------|
| 10              | 1.21 | 1.08 | 1.13 | 0.27 |
| 20              | 1.18 | 1.14 | 1.09 | 0.27 |
| 30              | 1.12 | 1.09 | 1.13 | 1.13 |
| 40              | 1.11 | 1.15 | 1.16 | 1.10 |

Table 2: Relative $L^2$-error, space-time, One-Net approach, 1000 ADAM steps followed by up to 50000 L-BFGS steps. $N_0 = N_b = 1000$, $N_r = 4000$.

| neurons \ layers | 1    | 2    | 3    | 4    |
|-----------------|------|------|------|------|
| 10              | 0.205| 0.026| 0.026| 0.382|
| 20              | 0.080| 0.026| 0.026| 0.026|
| 30              | 0.030| 0.026| 0.026| 0.026|
| 40              | 0.030| 0.026| 0.026| 0.026|

Table 3: Relative $L^2$-error, discrete time stepping approach, one NN per edge, 1000 ADAM steps followed by up to 10000 L-BFGS steps at each discrete time step. $N_0 = N_b = 200$ chosen equidistantly.

| neurons \ layers | 1    | 2    | 3    | 4    |
|-----------------|------|------|------|------|
| 10              | 0.284| 0.016| 0.015| 0.015|
| 20              | 0.113| 0.015| 0.015| 0.014|
| 30              | 0.021| 0.016| 0.015| 0.015|
| 40              | 0.033| 0.015| 0.015| 0.015|

Table 4: Relative $L^2$-error, discrete time stepping approach, one NN per edge, 1000 ADAM steps followed by up to 10000 L-BFGS steps at each discrete time step. $N_0 = N_b = 400$ chosen equidistantly.
space time networks we employed showed good performance and should be combined in the future with more advanced time-stepping schemes such the family of Runge-Kutta schemes. A performance analysis for various parameter identification tasks should become a topic of future research. Focusing on increased computational performance especially when the PDEs will be solved on large-scale networks is another task that requires further attention in the future. For this more sophisticated schemes as well as more tailored implementation for GPUs should also be investigated.
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