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Abstract: Virtual reality (VR) headsets offer a large and immersive workspace for displaying visualizations with stereoscopic vision, as compared to traditional environments with monitors or printouts. The controllers for these devices further allow direct three-dimensional interaction with the virtual environment. In this paper, we make use of these advantages to implement a novel multiple and coordinated view (MCV) system in the form of a vertical stack, showing tilted layers of geospatial data. In a formal study based on a use-case from urbanism that requires cross-referencing four layers of geospatial urban data, we compared it against more conventional systems similarly implemented in VR: a simpler grid of layers, and one map that allows for switching between layers. Performance and oculometric analyses showed a slight advantage of the two spatial-multiplexing methods (the grid or the stack) over the temporal multiplexing in blitting. Subgrouping the participants based on their preferences, characteristics, and behavior allowed a more nuanced analysis, allowing us to establish links between e.g., saccadic information, experience with video games, and preferred system. In conclusion, we found that none of the three systems are optimal and a choice of different MCV systems should be provided in order to optimally engage users.
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1. Introduction

Analysis and decision-making in geospatial domains often rely on visualizing and understanding multiple layers of spatial data. Cartographers have, for centuries, created methods of combining multi-layered information into single maps in order to provide multidimensional information about locations. More recently, the Semiology of graphics [1], and research on visual perception [2] led to advances in understanding how e.g., visual channels can be best employed to clearly represent as much data as possible in an effective and (often space-) efficient way [3].

While the above led to established practices for displaying many types of geospatial information, creating effective maps showing multilayered information remains a nontrivial task, even for domain experts, and research is ongoing [4]. With an ever-increasing amount of spatial data being collected and generated at faster rates and rising demand to get ahead of this data, there may not always be the time and resources to craft bespoke map visualizations for each new analysis task that requires understanding a multitude of layers. It may also not be practical to display too much information on one map, no matter how well designed, when the maps are too dense or feature-rich [5].
An alternative solution is displaying multiple maps of the same area at the same time. With computerization, this approach of multiple coordinated views (MCVs) [6] was adapted to this use-case [7], which can juxtapose different maps, or layers of a map, on one or multiple screens, and synchronize interactions between them, such as panning, zooming, the placement of markers, etc.

A downside to spatial juxtaposition is a reduction in the visible size of each map, as limited by screen space, and the head/eye movements required to look at different maps. On the other hand, MCVs should be employed when the different views “bring out correlations and or disparities”, and can help to “divide and conquer”, or “create manageable chunks and provide insight into the interaction among different dimensions”, as recommended in the guidelines set forth by [8].

Commodity-grade virtual reality headsets (VR-HMDs) are steadily increasing their capabilities in terms of resolution and field of view, offering an omnidirectional and much more flexible virtual workspace than what is practical or economical with positioning monitors, prints, or projections in a real environment. Another benefit VR-HMDs provide is stereoscopic vision, which allows for a more natural perception of three-dimensional objects. Furthermore, VR devices, such as the HTC Vive or the Oculus Quest, usually come with controllers that are tracked in all axes of translation and rotation, presenting users with direct means of three-dimensional interaction with the virtual environment.

A crucial advantage of VR over AR for our application is the complete control over the environment, even in small offices, whereas the translucent nature of AR-HMDs requires a controlled real environment—a large enough and clutter-free real background to place the virtual objects. Another advantage with currently available headsets is the typically much larger field-of-view of VR-HMDs, providing less need for head movements and, crucially, showing more data at the same time, which is essential for preattentive processing [9].

These potential advantages appear to be applicable, even to the display of flat topographic maps without three-dimensional (3D) features, and allow for different kinds of spatial arrangements than otherwise feasible (no restrictions on monitor numbers or placement). A case has been made for separating and vertically stacking different data layers of a map [10], a MCV application that seems to be most suited for such an immersive system.

For this work, we continued the evaluation started in [11], in which we developed an implementation of this stacking system (further referenced as the stack), specifically with the VR case in mind, as we believe this is where its advantages are most pronounced and could be best utilized. In our hypothesis, its main benefit here is its ability to balance a trade-off of MCVs: stacking layers in this way allows them to be visually larger, and still closer together than through other means of juxtaposition—both being factors that we believe to be beneficial for visual analytics tasks involving the understanding and comparison of multiple layers of geospatial data, or maps. The nature of a vertical stacking system should also provide a secondary benefit of showing the layers in a more coherent way than other, more spread-out layouts, such as grids.

We set up a controlled user study to evaluate this stack’s performance in visualizing multi-layered maps in a realistic decision-making task relevant to current work in urbanism. In it, we compared the stack to two more traditional methods of MCVs (Figure 1): temporal multiplexing or blitting, where all layers occupy the same space and a user toggles their visibility, and spatial multiplexing in a grid, showing all layers side-by-side.

Even though these other, more traditional methods have been tested and would work well in the traditional desktop computer environment, we implemented them using the same VR environment and means of interaction as our proposed stacking method. This allows for a fairer comparison on an even footing and controls for the “wow-effect” of using VR, particularly for test participants with little experience in it.

The design space for comparative or composite (geospatial) visualization encompasses more than these options [12], but other methods, such as overloading and nesting (e.g., by using a lens or by swiping), appear more practical for just two layers, and have indeed been investigated for
that purpose [5]. To our knowledge, no studies exist to date on comparatively evaluating these map comparison techniques with more than two layers, or executed in VR.

Our paper contributes to research on multilayered map visualization:

- a novel spatial multiplexing approach based on a stack of maps, derived from a study of the available design space for comparison tasks and its application in VR; and,
- an evaluation of this stack wholly done in VR, in comparison to two more traditional systems within a controlled user study.

1.1. Related Work

1.1.1. Urban Data Visualization

We chose the rapidly expanding field of urban data visualization as a particular domain in geospatial visualization to focus on. In [13], many current examples of urban data visualization are given from the point of view of visual [14] and immersive analytics [15]. Typical systems present one type of information, or closely related data like transportation on an interactive map [16], or superimpose few and sparse layers [17]. While most systems work with a flat map view, some started utilizing and showing in perspective projection the 3D shape of cities and buildings [18]. While this provides a better sense of the urban shape, occlusion of data can occur—this is addressed in [19] by "exploding" the building models. Vertical separation of data layers has also been done for legibility purposes when there was no occlusion to mitigate in [20].

1.1.2. Immersive Analytics

The emerging field of immersive analytics [21] aims to combine the advances of immersive technologies with visual analytics [22] and has already resulted in applications for large-scale geospatial visualizations—world maps of different shapes [23], global trajectories [24], and even complex flight paths [25]. However, urban environments have so far mostly been immersively explored only in 3D city models [26], or by adding data to one spatial layer [27]. Most recently, different spatial arrangements of small multiples for spatial and abstract data have been investigated in VR [28].

1.1.3. Multiple and Coordinated Views

In [29], arguments for immersive analytics are reiterated, with a call for more research into its application to coordinated and multiple views (interchangeably abbreviated to CMVs or MVCs) [6]—a powerful form of composite visualization by juxtaposition [12]. Many of the systems mentioned above contain MCVs in the shape of a map view augmented by connected tables or charts, others [30,31] also link related maps in innovative ways. While studies have been conducted to explore and compare the efficacy of different compositions of such coordinated geospatial map views [5],
to our knowledge they have so far only evaluated the case of two map layers, and also not within immersive environments.

1.2. System Design

1.2.1. Visual Composition Design Patterns

As explained in [5], combining multiple layers of geospatial data into one view can be a straightforward superposition, as long as the added information is sparse and the occlusion of the base map or blending of color or texture coding is not an issue. This is not the case when the map layers are dense and feature-rich, and this is where other design patterns of composite visualization views, as defined in [12], should be explored:

• Juxtaposition: placing visualizations side-by-side in one view;
• Superimposition: overlaying visualizations;
• Overloading: utilizing the space of one visualizations for another;
• Nesting: nesting the contents of one visualization inside another; and,
• Integration: placing visualizations in the same view with visual links.

Superimposition methods, as opposed to the plain superposition described above could be made useful if applied locally, e.g., like a lens [5]. With more than two layers though, a lens-based comparison interface quickly becomes less trivial to design, e.g., a “base” layer becomes necessary, as well as either controls or presets for the size, shape and placement of a potentially unwieldy number of lenses [32]. When mitigating this by using less lenses than layers, it becomes necessary to fall back to temporal multiplexing, as discussed below.

Global superimposition through fading the transparency of layers is again only applicable to sparse map layers and not to the general case of dense and heterogeneous ones, where e.g., colors that are typically employed for visualization could blend and become unreadable.

Overloading and nesting can be dismissed for map visualizations. Though they are related to superimposition, they are defined to lack a “one-to-one spatial link” between two visualizations, which is central to most map comparison tasks.

This leaves juxtaposition and its augmented form, integration, which adds explicit linking of data items across views. Those are familiar and relatively easy to implement design patterns that have been shown to increase user performance in abstract data visualization [33]. The challenges in designing effective juxtaposed views, as [12] describe, lie in creating “efficient relational linking and spatial layout”. The first challenge could be addressed by relying on the integration design pattern, and the second one is where we propose the vertical stack method as an alternative to be evaluated against a more classical, flat grid of maps.

In Gleicher’s earlier work [34], juxtaposition is also talked about in the temporal sense: “alternat[ing] the display of two aligned objects, such that the differences ‘blink’”. Lobo et al. [5] refer to this as temporal multiplexing or blitting and see it also as a version of superimposition. As one of the most common composition techniques (e.g., flipping pages in an atlas, or switching map views on mobile device), and one we observed being used by the urbanists in our laboratory working with geographic information systems, we also included it in our comparative study.

1.2.2. The Stack

Because the strategy a user will employ for comparing layers will be a sequential scan [35], we believe a design where the distances between these layers are minimal would fare better. Figure 2 shows how the stack helps this sequential scan by presenting each layer in the same visual way—all layers share the same inclination and distance relative to the viewer and are thus equally distorted by perspective. Increasing this inclination allows for the layers to be stacked closer together
without overlap—reducing their distance, while still preserving legibility up to reasonable angles [36]. This would also allow more layers of the same size in the same vertical space that a grid would occupy.

![Stack Grid Diagram](image)

**Figure 2.** Spatial arrangement of the layers in the stack and grid systems, as seen from the side, highlighting the larger visual distance ($\beta$) between layers in the grid, assuming same height ($h$) of the maps, same minimum distance to viewer ($d_1$), and same gap between layers ($\gamma$). The viewing angles ($\alpha$) and distances ($d$) are constant in the stack and different in the grid, depending on viewer position.

Scanning through a stack also requires eye movement in one direction only—all representations of an area are aligned vertically, as opposed to being spread out in the two dimensions of a grid. Additionally, the way that the individual maps are arranged in the stack mirrors the way maps are traditionally, and still today, often viewed in professional settings: as a flat print or display on a table, inclined to the viewer—even in VR applications [27]. All of the maps share the same relative inclination and distance to the viewer, as well as the same visual distance to each other, avoiding occlusion (all of which is constantly being adjusted by tracking the HMD’s position), and thus the same perspective distortion, making them easier to compare visually [37]. This way, points on one map have the same visual distances to each other across each map. Conversely, in a grid of coplanar maps, the distances and angles for each map all differ from each other, resulting in differently distorted maps. The tracking and adjusting of tilt and distance is also a major differentiation from a static “shelf” of maps, which can be seen as a grid where each map lies flat instead of being upright, resulting in the same inconsistent distortion characteristics of each item [28]. A number of possible arrangements of the stack system and comparisons to a grid are shown and explained in Appendix A.

The binocular display of VR gives an immediate stereoscopic cue that the maps are inclined and not just distorted. This helps the visual system to decode the effect of perspective and removes the need for kinetic depth cues [38]. In addition, this inclination is also made clearly visible to a user by framing the map layers in rectangles, which helps to indicate the perspective surface slant. Studies exist that show how picture viewing is nearly invariant with respect to this kind of inclination or “viewing obliqueness”, bordering on imperceptibility in many cases [36].

2. Materials and Methods

2.1. Task Design and Considerations

In Schulz’ *A Design Space of Visualization Tasks* [39], the concepts of data, tasks, and visualization are combined in two ways to ask different questions:

- **Data + Task = Visualization?** and
- **Data + Visualization = Task?**
The first combination asks which visualization needs to be created for a given task and data, whereas the second can follow as an evaluation process, once a visualization has been defined: how well can tasks be performed on these data using this visualization?

To perform this evaluation, the task and data had to be well defined. Usually, the effectiveness of geovisualization systems is evaluated with simplified tasks, such as detecting differences between maps or finding certain features on a map [5]. While these methods can often be generalized to map legibility, we aimed at defining a task that could more directly test how well a system can facilitate an understanding of multiple layers of spatial data. Such task design was key to this project, and conducting the experiment with it, the applicability of that methodology to evaluate geovisualization systems could also be investigated.

Gleicher argues that “much, if not most of analysis can be viewed as comparisons” [35]. He describes comparison as consisting in the broadest sense of items or targets, and an action, or what a user does with the relationship between items.

Those actions have in earlier literature on comparison been limited to identifying relationships, but Gleicher extends the categorization of comparative tasks to include: measuring/quantifying/summarizing, dissecting, and connecting relationships between items, as well as contextualizing and communicating/illuminating them.

In our case, one can see how a user would do most of the above actions when comparing the data layers—our items/targets—to come to and communicate a conclusion.

Following Gleicher’s considerations on what makes a “difficult comparison”, our task needs to be refined:

- the number of items being compared;
- the size or complexity of the individual items; and,
- the size or complexity of the relationships.

The first two issues we directly addressed by simplifying the choice a user had to make. We divided the area of the city for which we had coverage of all four data layers into twelve similarly-sized regions—one for each scenario. In each, we outlined three items—the candidate areas, out of which a user would then only select the one most “problematic” candidate. This considerably reduces the number of items, their size and complexity. Having a fixed number of candidates in all scenarios allows us to compare completion time and other metrics, such as the number of times participants switched their attention from one candidate to another, in a more consistent way. Different numbers of candidates could help to generalize findings, but would also require accordingly longer or a larger number of experiment sessions, an endeavor that we relegate to future work.

To address the relationships’ complexity, we provided candidates that were as similar to each other as possible, while differing in ways that are interesting from the urbanist point of view. For example: one scenario’s candidates are all segments with a roundabout, have similar energy consumption, but one of them is close to a tram stop, and another has stronger light pollution. We aimed for the users to balance fewer aspects, while providing insights to urbanists regarding the remaining differences that mattered the most in a decision.

2.2. Use Case: Urban Illumination

We developed a use case around ongoing research into public city illumination, and citizens’ view of it, with the help of a group of experts consisting of urbanists, architects, and sociologists. The topic requires understanding and appreciation of multilayered spatial information by naïve study participants previously not exposed to this data to make informed choices. It relies on four data layers (Figure 3):

- Light pollution: an orthoimage taken at night over the city,
- Energy consumption: a heatmap visualization of the electrical energy each street lamp consumes,
• Night transportation: a map of public transit lines that operate at night and their stops, including bike-sharing stations; and,
• Night POIs: a map of points of interest that are relevant to nighttime activities.

Figure 3. Crops of the four data layers, as used as textures in the MCV systems: light pollution, nighttime transportation, street light energy consumption, and points of interest at night.

Thus, the participants in our study have the task of gaining an understanding of these four layers for certain regions, in order to then decide which one of the pre-defined zones within each region are most “problematic” in terms of public lighting. Each layer’s significance for that purpose is explained multiple times to the participants throughout the introductory part of the sessions, and reminders are available on demand. For the purpose of the study in urbanism, the participants play the role of a local citizen without special domain knowledge, so this explanation and the legibility of these map layers is key for this task. The participants are told that their input will help shape the considerations in how to update urban illumination, as new regulations are being discussed to limit light pollution and the energy consumption associated with inefficient lighting. The explanations include a direction to reduce excessive lighting where not necessary, while keeping in mind that critical areas, such as transportation hubs or highly frequented public places, should stay well-lit. A “problematic area” could also be a place that does not receive enough light, based on these factors. Thus, this urban study aims to gauge the citizens’ perspective, which factors drive their decisions, and how they balance them.

2.3. Implementation and Interaction

2.3.1. Technology

On the Mapbox platform, we created the four data layers as “map styles”, using data from OpenStreetMaps (nighttime transportation network and points of interest), as well as from data that were
provided by the local metropolitan administration (light pollution and public street lamp information). The Mapbox API allowed us to use these map styles as textures directly within the Unity 3D game engine [40] to build our three layering systems for navigating the maps and selecting candidate areas.

2.3.2. Configuration

The layers were presented as floating rectangular surfaces with a 3:2 aspect ratio in front of the seated user. The blit system’s single view measured $1.5\ m \times 1\ m$ (width by height), approximately 2 m away from the user, and it was oriented perfectly vertical, providing a 90 degree viewing angle if facing it centrally. The grid system’s four views measured $1.125\ m \times 0.75\ m$, approx. 2.2 m away from the user, and tilted by 10 degrees in order to provide a 80 degree viewing angle if viewed centrally. Finally, the stack’s layers measured $1.2\ m \times 0.8\ m$, and kept at a distance of approximately 1.8 m. Tracking the position of the user’s HMD in virtual space, each layer of the stack was constantly being oriented to have a viewing angle of 45 degrees, and moved to have the same distance as the lowest layer in the stack as well as to preserve the visual distance between the layers, as illustrated in Figure 2, ensuring that all layers looked equally distorted by perspective, regardless of the viewer’s position. All of the systems were positioned to hover slightly above the virtual room’s floor.

These arrangements and configurations were not mathematically designed to provide the exact same fields of view for each system. The different distortion characteristics of the systems, and the difference between seeing only one or all four layers at the same time would prevent a total visual equivalency—it is not clear how to balance these factors. Instead, we iterated on different arrangements with the previously mentioned group of experts during the development and pre-testing phases, asking for their feedback and adjusting the systems in real time, so as to subjectively appear as equivalent to each other as possible to them. Each system was tuned to maximize the experts’ satisfaction with them, which resulted in the above dimensions and positions. As a further counterargument to a more mathematical approach, we anticipated the users to sit at slightly different positions relative to the views, and even move around slightly, which would render more precise optimizations less effective. The goal was to make viewing and interacting with all three systems as comfortable and as equivalent to each other as possible, given their differences, in order to allow a fair comparison of these systems.

2.3.3. Interaction

For displaying the VR scene, we employed the first-generation HTC Vive HMD and controllers. The two controllers are physically identical, providing six-axis tracking in space, a large trackpad, and a number of buttons. We used both, dividing them into two main functions: one controller for interacting with the map and the other for selecting and confirming candidates, as well as for progressing through the tutorial system.

The map interactions consist of panning and zooming—both are accomplished by moving the controller in space while holding its side button: motions that are parallel to the map plane resulted in translation, or panning of the map image, while motion perpendicular to it results in zooming it in or out: “pushing” or “pulling” the map. If on the blit system, the touchpad of that controller also served for switching between map layers—an annular menu hovered over it with symbols representing each layer; swiping the thumb to a symbol would switch the view to that layer. The same symbol would also appear hovering above the map view, and next to each data layer in the other systems for consistency (Figures 1 and 4).

Figure 1 also shows an additional visual aid that can be enabled by pressing the map controller’s trigger: a “laser” pointer emanating from its tip. It places a spherical marker where it intersects with a map view, and in the two spatial multiplexing systems also duplicates them across the other layers (Figure 1). In the case of the stack, those markers are also connected with vertical lines. The result is additional visual linking across the map layers—implicit in the grid, and explicit in the stack, which thus gets elevated to an integrated view design pattern, according to [12].
Figure 4. The interface for selecting and confirming candidate zones (left) and (middle), respectively, and optional information panels for the map layers (right).

The other controller used the same touchpad method for switching between candidates. The annular menu contained the numbers 1–3 and, once selected, the corresponding candidate’s outline turns from green to red, and the same number appears in a corner above the map view. Touching the middle of the pad resets the choice. If an outline is obscuring underlying data, the controller’s trigger input can be used to fade its opacity gradually down to zero. Once the participant wishes to finalize their choice, the touchpad needs to be pressed down for a moment until the confirmation interface appears: a red cube, offset in position by 20 cm away from the controller. To confirm, the tip of the controller has to be moved inside this cube and held there for three seconds (Figure 4).

At the beginning of each session, a text field was floated above the map navigation controller, instructing users to take it in their dominant hand, as the fine movements that are related to navigation and pointing require more dexterity than the actions of the candidate selection controller.

2.4. Participants

26 participants took part in the experiment (9 female, 17 male), with ages ranging from 18 to 45 years ($M = 21, SD = 6.33$).

Twenty-one reported as currently being students, with 17 holding at least a bachelor’s degree. As per study design, none had a background in urbanism. Most of the participants had either never tried VR before (10), or for only less than five hours total (13). Two have had between five and twenty hours of VR experience, and one more than twenty hours. We also asked about experience with 3D video games: nine participants reportedly never play those, nine others only a few times per year. Four play a few times per month, one a few times per week, and three play every day.

The participants’ responses to questions about their familiarity with the city we visualized, its map and their comfort of reading city maps were normally distributed on the visual analog scales we employed in our questionnaires. For screening, we tested all of the participants on site for unaided visual acuity and colorblindness, with all passing these tests.

2.5. Stimuli

We divided the parts of the city map that were covered by the additional data layers into twelve smaller and constrained parts (limited by pan and zoom) for our twelve “scenarios”, with each containing three outlines demarcating the candidate zones, as explained in Section 2.1. Pairing one such scenario with one layering system resulted in one stimulus. One of these scenarios was chosen to always be used for the first tutorial to introduce the data layers and explain interaction with the blit system, based on its characteristics: it showed the most well-known part of the city, and seeing all candidate zones required panning the map with the controllers. The other eleven scenarios appeared in a random order for the remainder of each session: two for the remaining part of the tutorial in order to introduce the other two systems, and nine for the actual tasks.
2.6. Design and Procedure

The experiment followed a within-subject design. We exposed each participant equally to all three layering systems and, thus, could inquire directly about relative preferences. Using the scenarios, we split the sessions into a tutorial and an evaluation phase: the first consisting of three scenarios (one for each system to be introduced) and the remaining nine allocated for the phase in which we collected data for the analysis after the participants were trained to use the systems. Each scenario itself is further divided into an instruction phase, the task phase, and the questionnaire part, where the participants reflect on the just completed task. The instructions were full, interactive step-by-step manuals inside the tutorial phase, and shortened to quick reminders in the following evaluation phase. Once a task was complete (a candidate zone selected and confirmed), data recording was stopped and the questionnaire part commenced.

2.6.1. Tutorial Phase

After a brief introduction on how to handle the VR headset and controllers by the experimenter, the tutorial phase—consisting of three scenarios—began. The first scenario showed the same map region and used the blit layering system for each user, to ensure maximum consistency in their training. Blitting was chosen here, as this is the closest to what participants were likely to already be familiar with from using digital maps, and because it appears as just a single map at a time, which allowed explaining the significance of each map layer in sequence and without interference.

At first, all of the controller interaction is disabled. The tutorial system gradually introduced and enabled panning, zooming, and blitting the maps, and selecting and confirming candidates by asking the participant to perform simple tasks and waiting for their successful completion. While introducing the blitting mechanism, each layer was explained in detail—participants could not switch to the next one before confirming their understanding of the summary. The first such training scenario concluded with a reiteration of the common task of all scenarios: selecting and confirming one of the three candidate zones, followed by the instruction to take off the HMD and proceed with the questionnaire, which introduced the types of questions that will be answered throughout the session.

The second and third scenarios were used to introduce the grid and stack systems in a similar fashion, forgoing explaining each layer again. They similarly ended with the actual task and the questionnaire. Here, the order was balanced between the participants: half were first exposed to the grid, the other half to the stack. The map regions were randomized from this point on.

2.6.2. Evaluation Phase

The remaining nine scenarios were divided into three blocks of three tasks: a repeating permutation of the three layering systems (G(rid), S(stack), B(blit)), balanced across the participant pool, e.g., GSB-GSB-GSB, or BGS-BGS-BGS. The tutorial system was pared down to only instruct participants in the blitting system to switch between all layers at least once at the beginning, and to show reminders of the controller functions as well as the layer descriptions if requested. Instructions appeared to evaluate the scenario, pick a candidate, and proceed to the questionnaire.

2.6.3. Balancing

This choice of procedure—always introducing the blit system first—could appear to impact the balancing. However, we believe that presenting this system first allowed us to create the easiest in-system tutorial for introducing each layer separately, as opposed to overwhelming the participants with all the data layers at once. In this aspect, it is also the simplest system to start with for explaining the interaction methods necessary to navigate the maps and selecting candidate zones. It is also the closest to what we believe the existing experiences of our participants are with multilayered maps: spatial multiplexing is rather uncommon outside of professional applications, whereas typical digital maps usually offer an interface for switching between data layers. The participants are assumed to
already be “unbalanced” in this regard: the blit system does not introduce any new concepts to them, and rather only teaches about the general interaction common to all three systems. Therefore, we think our approach of introducing the blit system first, and then randomly the grid or the stack second and last, was the most balanced possible, considering real-life experiences. The two “novel” systems were introduced in a balanced way, and the trial phase after this introduction was completely balanced.

2.7. Apparatus and Measurements

We employed two separate devices for our experiment: One PC handling the execution of the layering systems within the HTC Vive VR setup, and a second one with the sole task of hosting the digital questionnaire, created with the tool that is described in [41]. Thus, instructions for the participants and all interactions for the complete duration of the experiment could be fully automated between the prototype system and the questionnaire. The interactive questionnaire instructed participants to put on the HMD, the prototype system told them when to take off again and go back to the questionnaire to continue with their evaluations, and so on until all tasks have been completed. Switching between these devices provided the benefit of giving the participants regular pauses from wearing the HMD, the excessive use of which might have lead to unnecessary fatigue.

As alluded to above, we employed the first-generation HTC Vive setup (HMD plus the two Vive controllers), albeit with the SMI binocular eye-tracking retrofit, capable of sampling gaze positions at 250 Hz with a reported accuracy of 0.2 degrees. The system ran on a Windows workstation powerful enough to render the prototype system at the HMD’s maximum frame rate of 90 Hz and its maximum resolution of $1080 \times 1200$ pixels per eye at constant performance.

The interactive digital questionnaire ran on a separate PC in a Chrome browser window, close enough so the participants could stay in their swivel chair to access it, but far enough not to interfere with the VR tasks. It recorded subjective data by asking the participants about their reasons for choosing the candidates they did after each trial, as well as by providing text fields for free-form feedback about each individual system after all trials were done. In this post-hoc phase, it also presented pairwise preference questions about the systems under three aspects: legibility of the map layers within these systems, their ease of use, and their visual design.

To complement this declarative feedback, the VR prototype system also recorded performance aspects (completion times, interactions with the system) and visuo-motor data via oculometry and tracking of the HMD. Eye movements bring a wealth of information—they are overt clues about an observer’s attention deployment and cognitive processes in general, and are increasingly being tracked for evaluating visual analytics [42]. In the context of map reading, measuring gaze allows for us to know precisely which map layers participants chose to observe in particular, and at which times. Furthermore, gaze features and their properties, such as saccades and fixations can be derived, in this case by processing with the toolkit developed for the Salient360! dataset [43] and further refined in [44], using a velocity-based parsing algorithm [45].

3. Results

3.1. Preferences

We asked the participants about their opinions regarding different aspects of the three layering systems. To quantify their preferences, we used pairwise comparison questions (randomized and balanced) to create pairwise comparison matrices (PCMs) for each of these three aspects:

1. Map legibility: which system showed the map layers in the clearest way and made them easier to understand for you?
2. Ease of use: which system made interacting with the maps and candidate areas easier for you?
3. Visual design: which system looked more appealing to you?

The resulting PCMs could then be used in different ways. First, we determined rankings for the systems by counting the number of times one “won” against the others in the comparisons under each aspect.
of the three aspect. Thus, systems “winning” twice we called the “preferred” system by the participant under that aspect. Winning once placed them second, and zero wins resulted in it being last place; what we called the “disliked” system. Figure 5a shows these results.
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**Figure 5.** (a) How often (in percent) each system was ranked first, second, or last in terms of readability (legibility of the map layers), ease of use, and visual design by the users; (b) Pairwise comparisons scored with the Bradley–Terry model.

By this measurement, more than half of the participants placed the blit system last under each aspect. The grid system was almost evenly split between being rated first or second under the ease of use and readability aspects, while being a clear second in terms of visual design—here, the stack system proved to be the favorite. The stack also shows a slight advantage with its “firsts” in terms of ease of use over the grid.

These PCMs could also be fed into a Bradley–Terry model [46] to generate relative scores for each system (c.f. Figure 5b). These results mostly mirror the results from our approach above (c.f. Figure 5a) in a less granular way, with a key difference: it gives the grid system a clearer advantage over the stack in terms of readability and, to a smaller degree, ease of use. This can be explained by the evidently polarizing nature of the stack system, in stark contrast to the grid. The grid was rarely if ever rated last in any aspect, and usually second place, whereas the stack garnered the highest number of first place ratings, as well as a considerable number last places. This “love it or hate it” kind of response can also be seen in the blit system to a lesser degree, in that it similarly had a very low number of second place ratings, as well as a considerable number last places. This method shows how the blit system to a lesser degree, in that it similarly had a very low number of second place ratings, but it was also rated as being worst far more often than being first.

Condensing those pairwise comparisons further, we counted how many times the participants ranked each system first and last across the three aspects (Figure 6a). This method shows how the blit system received zero “first place” rankings from the majority of our participants—under no aspect was it “the best” among the three systems for them. It also shows how only the stack system ever received a “first place” under all three aspects; in fact, from a quarter of our participants.

The chart showing the number of “lasts” received allows similar observations: the blit system received the maximum number of “lasts” most often, and the stack system had an overall lower number of “lasts” than it. However, the grid received by far the least number of lasts: only a fifth of the participants deemed it to be worse than the other two systems under a single aspect. Most participants thus found either the blit, or less frequently, the stack system to be worse than the grid system under at least one aspect; once again showing it to be a “middle ground” system.
In our last distillation of the PCMs, we measure how many of the total extreme ratings, or “firsts” and “lasts” (as per the previous measurement above) each system received, allowing us to present the overall “most preferred” or “most disliked” system in Figure 6b. By this measure, the stack was preferred overall by almost half of our participants, followed by the grid with more than a third. Two thirds of the participants showed strong dislike for the blit system, and none of them did so for the grid system—once again showing its noncontroversial nature.

### 3.2. Participant Characteristics

The two most interesting juxtapositions between the participants’ characteristics and their system preferences came from their reported habits regarding playing 3D video games and consulting maps of cities, as illustrated in Figure 7.
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**Figure 6.** (a) Which proportion of participants gave the systems a number of zero to four first or last rankings across all aspects (legibility, ease of use, and visual design); (b) which proportion gave the most “firsts” (and therefore “preferred”) or “lasts” (and therefore “disliked”) to each system in the pairwise comparisons.

Out of those identifying as never playing such games, most prefer the grid system, and some the stack—none picked the blit system as their favorite as measured by the method in Figure 6. The stack...
system shows a tendency to be favored by those who play at least a few times per month. Those who use maps most frequently (at least multiple times per month) disproportionally prefer one of the spatial multiplexing systems, especially those who most rarely use maps preferred the stack system most often.

Concerning the “disliked” system charts, the blit system overwhelmingly earned the least favorite status from from all kinds of participants, however mostly from those with the least gaming experience, and those who very infrequently consult city maps. None placed the grid system last, as seen before in Figure 6b.

3.3. Subgroupings

Because our main goal was to evaluate the legibility of the systems, we used the rankings from Figure 5 to split the participants’ data into three subgroups (plus the total) for further analysis: $p_B$, $p_G$, and $p_S$. Those refer to data from users who preferred the B(lit), G(rid), or S(tack) system, i.e., ranked it first in the pairwise comparisons under that aspect. This could be done, since the number of participants who did so were roughly comparable: out of the 26 total participants, six fell into $p_B$, 10 into $p_G$, and nine into $p_S$.

Similarly, looking at how the user characteristics from Figure 7 seemed to interact with their system preferences, we created comparable subgroups based on the frequency with which the participants play 3D video games, and consult city maps. For the video game frequency, we created the groups $z_G$, $s_G$, and $f_G$ for:

- (z)ero (never, $n = 9$),
- (s)ome (some per year, $n = 9$), or
- (f)requent (at least some per month, $n = 8$) 3D video (G)aming,

and for the map consultation frequency $r_M$, $s_M$, and $f_M$ for:

- (r)are (1–3 per year, $n = 10$),
- (s)ome (>3 per year, $n = 7$), or
- (f)requent (at least multiple per month, $n = 9$) city (M)ap consultation.

Figures 8–11 display these subgroups, as well as a (T)otal measurement for comparing each MCV system across all users.

Figure 8. Performance measurements for each MCV system (blit/grid/stack): scenario completion times (a), and the number of times gaze has shifted from one map to another per scenario (b). Further subgrouped by the participants’ preference for an MCV system regarding its legibility (1), the frequency with which they play video games (2), and the frequency with which they consult city maps (3).
Figure 9. Map navigation measurements for each MCV system (blit/grid/stack): how much they panned the map per scenario (a), and how much they zoomed in/out of the map (b). Further sub-grouped by the participants’ preference for an MCV system regarding its legibility (1), the frequency with which they play video games (2), and the frequency with which they consult city maps (3).

Figure 10. Average saccade amplitude measurements for each MCV system (blit/grid/stack): split by the eye (or viewport) component (a), the head movement (or HMD rotation) component (b), and taken together to determine the overall gaze (c). Further sub-grouped by the participants’ preference for an MCV system regarding its legibility (1), the frequency with which they play video games (2), and the frequency with which they consult city maps (3).
3.4. System Interactions and Performance

We deemed the measurements of how quickly they completed each scenario (Figure 8a), how many times they shifted their gaze from one map to another during each scenario (Figure 8b), and how much they panned and zoomed the maps (Figure 9) the most salient indicators in order to investigate how the participants interacted with each MCV system.

When comparing the scenario completion times across the systems (Figure 8a) using the (T)otal values from all participants, there are no significant differences between MCV systems. The preference subgroups here (Figure 8(a.1)) however point toward a tendency of those who prefer the stack system (pS) to be significantly faster in each system than the others, especially in spatial multiplexing systems. Those who prefer the blit system (pB) appear generally slower across all systems, albeit with a relatively high variability.

Similarly, we can see a differentiation when grouping by video game frequency (Figure 8(a.2)). Significantly faster were those who play video games with a medium frequency (sG), while the frequent players (fG) were as comparatively slow as those who never play (zG), although with a slight tendency to be faster in the stack system. A possible interpretation here could be that those who never play felt less pressure to complete the scenarios as quickly as possible, whereas habitual gamers could have seen a quick completion as a challenge. Those playing the most may have seen the challenge not in speed, but in accuracy of their answers or, alternatively, they could have enjoyed their time in the virtual environment more than the other groups, not feeling the need to exit it as soon.

A very similar distribution among those two subgroupings can be seen for the number of map layer gaze changes (Figure 8(b.1,b.2)), but there the system itself factors significantly more in that measurement. The most gaze changes happened in the stack system, and the least in the blit system—where each gaze change had to be accompanied by a physical interaction with a controller. In the blit system, the difference between the preference subgroups is quite large: those who prefer it change their gaze in it the most, and those who prefer the stack system do so the least. This can be interpreted in the way that those who prefer the stack rely more on their peripheral vision for comparisons, rather than directly shifting their gaze, which is easier to do in the stack system, where the adjacent layers are much closer together, hence their preference for that one and their dislike for the other systems.

The map consultation frequency subgrouping (Figure 8(a.3,b.3)) does not impact either measure as much as the others, only showing a slight trend for those who read city maps with the lowest...
frequency ($r_M$) to spend less time in each scenario, especially in the blit system, and for the most frequent map readers ($f_M$) to make less gaze changes in the grid system.

This subgrouping is more significant in its differentiation for the pan and zoom movements (Figure 9(a.3,b.3)). Generally, the participants were navigating around the maps much more in both spatial multiplexing systems than in the larger, temporal multiplexing blit system, however the most frequent map users were clearly moving the maps much more, particularly by zooming in and out (Figure 9(b.3))—reflecting perhaps on their experience with navigating maps. They also had a higher confidence interval in this metric, which could be attributed to a more differentiated handling of different scenarios. Otherwise, the other subgroups track with their completion times—the more time they spend in a scenario, the more they navigate.

### 3.5. Visuo-Motor Behavior

More substantial differences between the MCV systems and the participant subgroups than those visible in the interaction data (Section 3.4) could be obtained by investigating their average saccade amplitudes (Figure 10), which consist of the eye movement component (a) and the head movement, as tracked by the HMD’s position (b), to obtain insight into the movement of the participants’ gaze (c) when interacting with the systems. This visuo-motor behavior is made even more legible by the analysis of the average durations of the fixations between those saccadic movements, and the average peak velocities reached during these saccades, as shown in Figure 11.

#### 3.5.1. Saccade Amplitudes

Both head and eye movements, as expressed by saccade amplitudes (Figure 10a,b), were significantly the highest for the grid system, and lowest for the stack system, which corresponds to the distances between the layers in both systems. The blit system is in the middle, as there is only one map view, but it is quite large itself. All of the subgroups show significant differences within the systems for the eye movement, except within the stack MCV (Figure 10a.1,b.1): the closeness of the layers appears to have led most participants to similar behavior, whereas the other systems led to differentiation in accordance to the subgroup. Those who prefer the stack have far larger amplitudes in their eye movements in the other two systems—they seem to use their strategy that works for them in the stack, which could be a frequent comparison of far-apart regions or different layers to one another, in the other systems as well, where it requires much larger eye movements. This additional distance may be a factor in their choice of ranking those larger systems as worse in terms of legibility.

Looking at the saccade amplitudes as subgrouped by video game playing frequency (Figure 10a.2,b.2,c.3)), shows a differentiation between this grouping and that of the preferences in (Figure 10a.1,b.1,c.1)). The most frequent gamers move their heads far more in larger motions than those who play less (Figure 10b.2)), and inversely move their eyes far less than those who play less (Figure 10a.2)). Those differences cancel each other mostly out, and the overall gaze by the most frequent gamers is much more similar to the other participants (Figure 10c.2)), save for a tendency to have smaller amplitudes when using the blit system, and larger ones in the stack than the average.

The saccadic movement as subgrouped by preference (Figure 10a.1,b.1,c.1)) is however almost perfectly mirrored in the subgrouping by map reading frequency (Figure 10a.3,b.3,c.3))—interesting, considering how these groups do not overlap, and how much they differ in their interaction patterns (Section 3.4). Here, those who consult city maps most frequently trend toward the extremes in terms of their gaze amplitudes: they have the lowest ones with the stack map, and the highest when using the grid, when compared to less frequent map readers. They appear to be more strongly adapting their behavior to the system they are using, being probably already more familiar with how to read maps.

#### 3.5.2. Saccade Directions

Saccades and their components are also visualized in Figures A3–A5 in the Appendix B as polar plots of the density probability distributions, using the same groupings as the bar charts discussed in
this section. In addition to confirming the above findings visually, they also include information on the direction the saccadic movements take—the layout of the MCV systems become apparent in them.

Polar plots inform about saccade behaviour for the eye, the head, and the overall gaze movements (the combination of head and eye movement). The distance to the center encodes amplitudes (in degree of field of view), while the angular dimension communicates about two different aspects of saccades. One is absolute angle: the direction of the saccade relative to a horizontal plane (in our 3D case: the longitudinal axis). This information tells the reader how a participant moved their gaze relative to the environment: did observers make more saccades vertically or horizontally? On the other hand, the second set of data corresponds to relative direction of saccades [44]: the angle between two saccades.

Relative angles inform about short-term temporal dynamics of saccades: did observers plan a lot of saccades in the same directions, and are there signs of back-and-forth motion between several regions of interest? Forward saccades (located in the East quadrant) show saccades going farther towards the same direction, possibly to reach a new region of interest; it often represents a shift in attentional target. Backward saccades show a behavior where a new saccade is made toward the starting position of the preceding saccade (located in the West quadrant), possibly going back to it to analyze further.

Through absolute angles we see in the blit map system that participants produced mostly horizontal saccades to explore the map. Less head motions show in this condition, because there is no need for longer saccades to fixate another map. The grid system resulted in an horizontal bias as well as a smaller, but interesting bias showing saccades directed in all cardinal directions reaching amplitudes of approximately 20 deg. We posit that we observe the same horizontal bias as in the blit system, the cardinal bias probably indicated shifting of attention between maps with large horizontal and vertical saccades. Finally, the stack system elicited a substantial amount of vertical movements, by eye and head alike; this behavior is necessary to shift from one map to another located below or above.

When considering relative saccade directions, eye and overall gaze data show a clear bias towards backward saccades for the blit system. It is indicative of movements between regions of interest to analyze the content of the map in help of making a decision according to the task. The forward bias is minor here, as there is little need to make several saccades in the same direction as one would to orient one’s attention away from the map; additionally, the maps are not so large in the field of view that they require large shifts of attention. In the grid and stack systems, we observe strong backward and forward biases. We believe that the backward bias is demonstrative of a fine analyses of a map region, while the forward bias accounts for map exploration. In all three map systems, the head rotates mostly further in the same directions (forward relative motions), it probably does not participate significantly in the fine analysis of a map’s contents.

3.5.3. Fixation Durations and Saccade Velocities

When comparing the fixation durations between saccades across the MCV systems (Figure 11a), the stack system has significantly lower ones than the comparable blit or grid systems—the closeness of the layers may encourage viewers to linger less on any point and switch their gaze around more, as also seen in the higher number of gaze changes between map layers in that system (Figure 9b). The differences among the subgroup by system preference show a tendency of those who prefer the stack to linger longer on points than those who prefer the grid, and those preferring the blit system having a higher variance overall and lingering much longer on their preferred system. Frequent gamers (Figure 11(a.2)) show the least variation from system to system, with generally low fixation durations—they seem to adapt their search behaviors to each system.

The peak saccade velocities are similarly the lowest in the stack MCV, and the blit system having the highest ones, along with the largest variability, as measured by the confidence interval and the differentiation the different subgroupings show there. Those who prefer the stack are also very consistent in their peak velocities across the systems (Figure 11(b.1)), as are those who consult city maps
with the highest frequency (Figure 11(b.3)), whereas the other members of subgroups display a much higher variance in this regard—no subgroups of gamers show this kind of stability (Figure 11(b.2)) at all. These two groups (the most frequent map readers, and those who prefer the stack) do not exhibit this stability with other measurements, where their values vary greatly, such as saccade amplitudes, or the number of their gaze changes between layers. This could point to a higher confidence in the map reading behavior in these two groups, regardless of which system they use.

3.6. User Feedback

We collected a range of commentary from our participants after their task sessions in the free-form feedback phase, with each system eliciting both positive and negative remarks. The blit system received complaints regarding the amount of interaction required to compare layers, which made those comparisons take more time and be more difficult. Its bigger map view was however welcomed as making analysis of any single layer easier than with the other systems.

The simple arrangement of the grid system was mostly positively remarked on for providing a good overview over the layers. However, the size of the views caused problems in two ways: there were complaints about the smaller size of the views, as well as about the large head movements that are required to compare them.

In contrast to the comments about the other two systems, the stack mostly received suggestions for improving particular parts of it, such as the specific arrangement of the layers regarding their size, tilt, and position; with different and often conflicting suggestions from different users. Multiple participants pointed out their wish to be able to rearrange the layers in a different order. More general feedback included it offering a “practical ensemble view” of all layers, and it being the system that allowed the fastest comparisons between them.

Interestingly, the preferences of our participants, as expressed through their pairwise comparisons in the questionnaire, were not as correlated to their free-form feedback as could have been expected. Some used that text field to name their favorite systems, and it did not always correspond to its rank in the comparison matrices. A connection could be found however between the 3D video game playing habits of participants and the amount and detail of their feedback—those who played the most were generally more likely to offer constructive criticisms, often detailed. The frequent gamers also exhibited an inclination for positive comments on the stack system, or at least on ways for how to improve it, having shown promise to them—they were most interested in it.

3.7. User Comfort

We used the classic Simulator Sickness Questionnaire [47] to look for indications of cybersickness to evaluate the effects of the virtual environment and the systems within them on the well-being of the users. As a tool developed to assess sickness symptoms in flight simulators, it has also been valued for that purpose in VR research. However, it has recently (after the time of this study) been shown to be lacking in its psychometric qualities for measuring cybersickness in commercial VR applications, and updated methods are now being proposed [48,49].

We administered said questionnaire at the beginning of each session, and regularly after task completions. Most participants reported no significant symptoms. Most frequently, “none” was given for all symptoms, occasionally “slight”. Only one participants complained of “severe” symptoms during the test, and these lessened as the session went on. Cybersickness typically manifests itself from the vergence-accommodation conflict, or a mismatch between visual and vestibular stimuli—when the camera, i.e., the user is shown to be moving while actually remaining seated or standing. This is not the case in our system, as the only movements of the camera or the surrounding room are direct results of the participant’s movements, registered through tracking of their positions. The other movement, that of the stack layers to keep their viewing angle constant was very slight, as the participants generally did not change from their seated position. None remarked this movement in their free-form feedback.
3.8. Urbanism Use-Case Results

Requiring a free-form explanation of their choice of candidate immediately after each scenario from the users, we could not only get a distribution of these selections (Figure 12), but also gain deeper insights into why these choices were made. In a separate work [11], we conducted an analysis of the written answers, classifying each one by which map layer was referenced, and if the choice and answer made sense in the context of their scenario from the standpoint of an expert urbanist.
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**Figure 12.** An overview over the 12 scenarios (color-coded) and the distribution of choices participants made between the three candidates in each.

While the characteristics of the participants, such as regarding how much time they spend outside after sunset, and which map layers they spent more time looking at were identified as having an influence on their choices, we could find no link between the quality or quantity of the answers given and the system that they used to read the maps and make their choice, or their preferences for said systems.

4. Discussion

Our study participants, as well as the experts we consulted during the implementation and pre-test phase have both expressed their enthusiasm for and voiced complaints about each of the three tested systems. By the metrics of our study, the stack MCV system prevailed in terms of user acceptance if its visual design is taken into account, and it is mostly comparable to the grid system in terms of map layer legibility and ease of use—both leaving the only temporal multiplexing system behind.

However, these subjective preferences do not paint a clear enough picture to allow us to declare a clear “winner” among the MCV systems. Neither do the objective eye-tracking metrics, as their meaning in this context remains open for interpretation—the speculations in the previous section remain attempts at just that.

Although there are significant differences in visuo-motor behavior, fixation durations or saccade amplitudes do not directly translate to quality of the system. An exception could be the amount of head movement, as plotted in Figure 10b—more movement of the still quite heavy HMD will certainly lead to more strain and potential exhaustion, if continued over longer periods [50]. In this instance,
the stack system clearly wins over the grid system in this regard—most likely due to its more compact layout, as we hypothesized. This layout is also likely to have caused the higher number of recorded changes in gaze from one map layer to another in the stack—to switch attention from the bottom layer to the one on top, the intermediary ones need to be crossed, inflating this number over that of the grid system. Even so, the number of gaze changes while using a system does not directly speak to the quality of it—higher numbers could indicate both a deeper process of comparison, as well as a higher state of confusion or disorientation, while lower ones could be indicative of more focus, or of a higher inconvenience of switching to different maps, as is definitely true for the blit system, which requires an additional controller input to switch.

Task completion times were highly variable and show no significant differentiation across the systems, which can be attributed to the differing difficulties and complexities of the scenarios, and to the fact that we did not ask the participants to complete the tasks as quickly as possible, but rather provide their best responses, even if that takes more time. As further analysed in [11], those choices and explanations were consistently sensible, with the MCV system having no statistical influence over which candidate areas were chosen in which scenario, or which map layers the participants referenced when explaining their choices.

This last point can serve as an affirmation of our design goal: implement the three systems as functionally equal as possible. The inherent differences in the three MCV systems had no impact on the quality of the insights attained through them—only on the comfort and performance of the participants while using them. This point also addresses our contribution to conducting studies on multi-layer map comparisons in VR: a setup, as reported in this work, is shown to be suitable, even insofar as providing valuable insights for research in urbanism that is only tangentially related to investigating visualization methods. With all systems performing equally in this regard, our contribution of evaluating the novel stack MCV system thus needs to be more nuanced than declaring it “better” or “worse” than the other systems we compared it against.

Our hypothesis concerning the benefits of its layout—the closer proximity of the map layers while maintaining map legibility—does bear out with the above analysis of our recorded measurements, but it appears not to be the only factor in determining its performance or acceptance among participants. Indeed, we have found the participants themselves to be the deciding factor in these matters: their characteristics, as seen through either questionnaires about their habits, or as measured by their visuo-motor behavior are significantly influential in which system they prefer or how they interact with it.

To provide an optimal experience for similar map comparison tasks, our results indicate that just optimizing and improving one system would not work universally. Different groups of the population appear to prefer opposing aspects of the different systems, depending on their experiences and behavior. A clear example for this were participants who frequently play 3D video games, and thus have probably greater experience with navigation in virtual environments. They showed a higher inclination to interact more deeply with the blitting and the stack system—they are both more “advanced” than the grid, in either requiring the use of controls to switch layers, or are arranged in a more unusual way than the simple grid. The grid, conversely, was by far the most popular system with participants whose video game playing frequency was the least, or nonexistent.

**Limitations**

We designed this study to evaluate each MCV concept on its own within different scenarios, without combining them, so as to better isolate their effects on user behavior and performance. Furthermore, we omitted a comparison between MCVs and a single map view containing all data in itself—such a comparison would fall strictly in the domain of cartography, and to how much information can be put into one map. We assume a case where this is not practical, and data layers have to be separated one way or another and, instead, focus on comparing different methods of such separation.
In the scenarios we employed, we also kept the number of data layers to four, in order to maintain an “even playing field” for all systems. This number provides an ideal case for both blit and grid systems: we could map all layers to the cardinal directions for switching between them, and put them in the corners of a rectangle for a clean grid view. Higher numbers of layers would complicate such arrangements in both these systems, and potentially necessitating smaller views in the grid, while having no such obvious downsides for the stack system other than requiring a slightly stronger tilt.

Following our reasoning, stacking could accommodate a larger number of layers in the same visual space, or present the same number of layers closer to each other—even moderate inclination of the stack layers results in large savings of vertical field of view, thus having a clearer advantage over the other systems, e.g., by having more layers in the same field of view, or increasing the ease of comparison. Tilting the layers can increase the amount of horizontal space that they take up, depending on where that relative inclination occurs, by bringing the lower edges closer to the viewer. Appendix A illustrates space savings of stacks with different inclinations over coplanar arrangements and shows possible hybrid versions.

The limiting factor of how much vertical space can be saved with the stack system is the decreasing legibility of the views’ content with increasing inclination. Figures A1 and A2 show different kinds of geovisualizations at different inclinations: while colored dots appear as legible at even 25 degrees, as they are at the near 90 degrees afforded by an upright grid, text labels and icons begin to lose legibility with higher distortion. In our implementation that is also a factor of the display resolution, but, in any case, further research is warranted into directly comparing the legibility of different kinds of information across inclinations and distortions, and into exploiting the virtual nature of these map views to e.g., elevate and billboard labels and icons for greater visual clarity.

Similar to limiting the number of map layers for the study, we also limited interaction with the MCV systems, especially the technically very customizable stack system. The parameters dictating the shapes and sizes of the layers, their positions and viewing angles were all kept static apart from the tracking of the stack system, in order to ensure consistent and comparable conditions for all participants. The choice of where each map layer is situated within a system may thus lead to less than optimal positioning of them, depending on the scenario and the priorities of the participants—through the free-form feedback, we received multiple wishes for flexibility in this regard.

5. Conclusions

We conducted an investigation into extending the MCV concept into VR, with a focus on geospatial visualization, and using them for comparisons of more than just two layers of data in a map. Thereby, we also have contributed to advancing the field of immersive analytics.

Basing our arguments and design choices on previous work regarding composite visualization schemes, we introduced the stack system—a novel form of MCV that takes advantage of the virtual and interactive environment current HMD technology offers. Using a task design that acted simultaneously as a participatory study in urbanism, we evaluated it in comparison to more traditional MCV paradigms. This task was carefully designed to also act as a citizen participation study in urban research, thus being directly relevant to tasks actually encountered in related domains. Using eye-tracking technology, we could analyze each user’s individual behavior in how they read maps. Correlating their fine-grained performance and their expressed judgements, we could draw conclusions as to which kinds of MCV system are better suited for different types of users and why.

Furthermore, our analysis of a number of aspects, such as the characteristics of our participants, and how they performed with and rated each system led us to believe that no singular such measurement can sufficiently allow meaningful comparisons between such systems.

Consequently, while we did confirm our hypothesis that the novel stack MCV system has certain advantages over comparable, more traditional methods for multi-layered map comparisons, we could not arrive at a determination as to which of the three tested systems was, overall, a better choice for this kind of task.
All three systems yielded equally useful data in terms of the answers that participants provided through them to the urbanism study, but were rated very differently by the participants, and the behavior of those participants was found to have significant differences in all of the measurements we took. We identified subgroups of users, through which we could find better understandings as to which factors impact which people in what way.

In conclusion, we have discovered how preferences and priorities among users can strongly differ and oppose one another, and how their performances with the different systems can vary, based, in part, on the users’ characteristics. Thus, prioritizing the development or the use of only one of the evaluated systems could certainly improve some user’s experience with it, but also neglect the needs and preferences of others.

Instead, we recommend to implement a variety of different systems to give users in this kind of participatory study a choice—we found the reactions to the systems to be highly polarized, even in expert circles outside the study. An optimal user experience appears to necessitate a fulfillment of expectations and the support of existing habits, rather than education about why a certain system might technically be better than another.

With this work having shown the practicality of the stack system, and demonstrating its capacity for handling more data layers than other methods, future work could expand on that concept and go deeper into investigating more parameters about it. Features that were requested in the feedback we received during our implementation and the user study could be implemented and researched, as well as functionality adapted from other recent work, such as the “shelf” concept that was investigated in [28] (which can be approximated by creating multiple columns of our stack system) to create a hybrid between a grid and the dynamic stack system. Such a hybrid could aim at combining the advantages of all systems presented here, and be a better fit for data that can be grouped into columns, like seasonal data throughout multiple years.

The constraints on interactivity imposed during our study can be lifted for future studies more focused on interaction with the system itself, where we would allow participants to freely rearrange the layers in any order, or adjust the other parameters of the stack system, like the dimensions of the map views, their viewing angles, and distances between layers. Such future studies could also entail a different number of layers for different scenarios/tasks. With this enabled interactivity, and perhaps with even the choice of system (blit/grid/stack/hybrid) being open during each scenario, could provide insights into which configurations are better suited for which kinds of scenarios; depending on the kind and complexity of the geospatial information shown and the number of layers of data.
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Appendix A. Stack Layout Views and Comparisons

Figure A1 shows how the stack system compares against a flat grid of map views regarding distortion and their use of vertical space. Three views of identical size are used to illustrate the visual differences when the views are (a) arranged vertically and coplanar to each other; (b) equidistant from the viewer, and each perpendicular (90 degrees) to the line extending from the viewer to the center of each view (viewline); and (c) arranged in a stack similar to (b), but the views are tilted by 40 degrees to the viewline.

As seen by the distances between viewer and points on the map views in Figure A1, perspective distortion can be unevenly distributed across views in a coplanar arrangement (1), as each has a different distance and tilt toward the viewer. Using the stack system in an extreme setting to keep each layer perpendicular and equidistant (2), perspective distortions are minimal and each layer appears in the same shape to the viewer in VR—the distortions in the camera views are due to projection to a flat screen image. This does however take up more of the field of view; it can be seen by the top layer being cut off in B2. A more moderate setting of the stack system, with the layers being tilted from perpendicularity (3) reduces the visual space all layers take up, while adding more perspective distortion uniformly to all layers.

Figure A1. (A)bove (A1–A3): Isometric views from the side of a flat configuration of three layers (A1), a stack with each layer perpendicular to the viewline (A2), and a stack with each layer tilted at 40 degrees (A3). Colored lines between illustrate differences in distance between camera and equidistant points on the layers: green is the average distance, a shift to red signifies less distance, a shift to blue more. (B)elow (B1–B3): the corresponding camera views of the same number in (A), with equal fields of view (tilted up in (B1)). All layers equal in size.
Figure A2 shows comparisons between a grid and different stack arrangements for six layers, similarly to Figure A1. A 2-by-3 grid (1) takes up similar vertical space as the same layers all arranged vertically in a stack of tilted layers (2), but more horizontal space. Multiple stacks can be arranged side-by-side to form a hybrid between grid and stack—similar to the “shelves” proposed in [28], but with the stack system keeping each layer tilted to the same angle. (4) shows the full functionality of the two stacks side-by-side, keeping a constant distance and view angle for all layers, and (3) a reduction in functionality that constrains the layers to all face in the same direction. (3) takes up less horizontal space than (4), at the cost of distorting each layer differently, while (4) keeps the stack system’s full functionality of equal distortion of each layer at the cost of requiring more horizontal space and more distance between the stacks to avoid overlap.

![Figure A2. Above (A1–A4): Isometric views from the side of a flat configuration of six layers (A1), one stack with each layer tilted at 25 degrees (A2), two stacks with each layer tilted at 35 degrees (A3), and two stacks as in (A3) but rotated to face the viewer (A4). Colored lines illustrate distances as in Figure A1. Below (B1–B4): the corresponding camera views of the same number in (A), with equal fields of view (cropped sides in (B1,B2)). All layers equal in size.](image-url)
Appendix B. Saccade Polar Plots

Figure A3. Polar plots showing the density probability distributions of absolute and relative saccades in the viewport—the eye movement component—in degrees, represented as polar plots, for each MCV system (blit/grid/stack) and subgrouped by the participants’ preference for an MCV system regarding its legibility (top), the frequency with which they play video games (middle), and the frequency with which they consult city maps (bottom).
Figure A4. Polar plots showing the density probability distributions of absolute and relative saccades of the head—the HMD movement component—in degrees, represented as polar plots, for each MCV system (blit/grid/stack) and subgrouped by the participants' preference for an MCV system regarding its legibility (top), the frequency with which they play video games (middle), and the frequency with which they consult city maps (bottom).
Figure A5. Polar plots showing the density probability distributions of absolute and relative total saccades—the gaze, as projected on a sphere—in degrees, represented as polar plots, for each MCV system (blit/grid/stack) and subgrouped by the participants’ preference for an MCV system regarding its legibility (top), the frequency with which they play video games (middle), and the frequency with which they consult city maps (bottom).
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