Derivation of matrix product states for the Heisenberg spin chain with open boundary conditions
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Using the algebraic Bethe ansatz, we derive a matrix product representation of the exact Bethe-ansatz states of the six-vertex Heisenberg chain (either XXX or XXZ and spin-$\frac{1}{2}$) with open boundary conditions. In this representation, the components of the Bethe eigenstates are expressed as traces of products of matrices which act on a tensor product of auxiliary spaces. As compared to the matrix product states of the same Heisenberg chain but with periodic boundary conditions, the dimension of the exact auxiliary matrices is enlarged as if the conserved number of spin-flips considered would have been doubled. This result is generic for any non-nested integrable model, as is clear from our derivation and we further show by providing an additional example of the same matrix product state construction for a well known model of a gas of interacting bosons. Counterintuitively, the matrices do not depend on the spatial coordinate despite the open boundaries and thus suggest generic ways of exploiting (emergent) translational invariance both for finite size and in the thermodynamic limit.

I. BACKGROUND AND MOTIVATION

Spin models are the simplest representation for the description of magnetic materials and have for a long time played a central role in the study of the statistical and thermodynamical properties of that important class of systems. Chains of spins are used to study the one-dimensional case, which is relatively simple for classical spins but it already shows a rich algebraic structure when quantum spins, obeying a Heisenberg algebra, are introduced. The simplest of quantum spin chains, the XXX spin-$\frac{1}{2}$ Heisenberg model, is the one that was famously solved by Bethe in his 1931 landmark paper where he introduces the key ideas that where eventually generalized into what is now known as the Bethe Ansatz [1] — a method of choice for the study of low-dimensional integrable systems. The introduction of axial anisotropy, breaking the full rotational symmetry in spin space, yields the so called XXZ Heisenberg model. Remarkably, it can be seen via a standard quantum-classical correspondence that these spin chains are equivalent, for the case of spin-$\frac{1}{2}$, to a so called six-vertex model —the two-dimensional generalization of a model used to study the phases of water ice [2, 3] (notice it was put forward at about the same time as when Bethe was working on magnetism). Each oxygen in the ice crystal is surrounded by four other oxygen atoms in a tetrahedral configuration and the four intervening hydrogen bonds are such that while two protons are strongly connected to that oxygen the other two are weakly so. That way each individual-oxygen environment resembles the configuration of a water molecule. A planar model of this on a square lattice, sometimes referred to as square ice, was famously studied using Bethe’s ansatz by Lieb [4, 5], generalized by Sutherland [6], and further generalized by Baxter (who also extended the solution to eight-vertex configurations which are equivalent to the fully anisotropic XYZ chain) and serves as a cornerstone for the theory of integrable systems [7].

Despite the integrability of these systems, some aspects of their physics, for example the spin-spin correlations and dynamical properties, can be notoriously difficult to compute. Moreover, the physically motivated introduction of variants in the models will most often spoil their integrability. There is thus a clear need for computational methods that can enhance our calculation abilities for these systems and build on the integrable cases as test benches. In the case of spin chains and planar ice-type models, a momentum advance took place in the 1990s with the development of the density matrix renormalization group (DMRG) [8, 9] and the related (corner) transfer matrix renormalization group ((C)TMRG) [10]. The great accuracy and versatility of these algorithms triggered a large amount of activity, not only in terms of applications but also to understand better the foundations of their remarkable performance. Some of the latter activity and insights came from the analysis of DMRG and (C)TMRG from the modern point of view of entanglement and quantum information theory. It was first pointed out that these methods can be reinterpreted variationally as optimizations in a space of matrix products [11]. Thus, in recent years, such matrix product states (MPSs) have attracted a renewed interest in both fields of quantum statistical physics and quantum information science [12]. It was already known by then that for the case of the Affleck-Kennedy-Lieb-Tasaki (AKLT) model [13] the exact ground state can be written as a MPS; but the more intricate connection between MPS and Bethe-ansatz integrable models had not yet been developed. Independently of that, the connection between MPS methods and DMRG has since been firmly established and led to practical advances [14, 15]. Furthermore, MPSs are seen as essential tools for the modern and expanding field of tensor networks [16].

More recently, a matrix product ansatz proposed by Alcaraz and Lazo [17, 18] gave the exact eigenstates of integrable spin chains expressed as MPSs. At roughly the same time, a MPS for the so-called asymmetric exclusion process (ASEP) was derived from the algebraic
Bethe ansatz\(^1\) (ABA) [22] — which is an elegant method for solving the eigenvalue problem of quantum integrable models developed in the late 1970s [23, 24]. Along the same lines as for the ASEP case, a MPS form for the eigenstates of the six-vertex spin chain (referring indistinguishably to the XXX or XXZ cases and spin-\(\frac{1}{2}\)) was derived using the ABA [25], and the authors also showed that the MPSs they obtained were equivalent to those proposed by Alcaraz and Lazo. Using similar ideas, the same authors derived a continuous matrix product state (cMPS) for the Lieb-Liniger model (i.e. a gas of bosons interacting via a short-range contact potential [26]) from the ABA [27]. For all these works about the ASEP, the integrable spin chains and the Lieb-Liniger model, only periodic boundary conditions (PBC) were considered. Until now, there was no similar work extending those results to the ubiquitous case of open boundary conditions (OBC).

The importance of boundary conditions, however, should not be overlooked. First, the meanings of the boundary conditions for the spin chain and for the related vertex model need to be differentiated. Specially since in the case of the six-vertex ice model, it has been pointed out that, counterintuitively, the bulk free energy can depend on the boundary conditions [28–30] —this, of course, requires the use of special fixed boundary conditions, like the so called domain-wall boundary conditions (DWBC); the non-fixed common choices of open and periodic conditions are indeed equivalent in the thermodynamic limit [31]. Within the ABA construction, the six-vertex Heisenberg spin chain with PBC is mapped into a six-vertex ice-type model in the space of monodromies with fixed boundary conditions (in particular, DWBC are relevant [25]). So the boundary conditions of the spin chain and of the related vertex model are different. If one is instead interested in having OBC for the spin chain, the space of monodromies is different and has a rather more complicated structure —we shall be discussing it in detail below during our calculation. This takes us to a second point: what is the motivation for considering OBC? The answer comes from an interest in the properties of the DMRG algorithm as applied to spin chains. It was observed early on that the accuracy and speed of convergence of DMRG were much better in the case of OBC as compared with PBC. It was subsequently understood that the root cause of this is the structure of the MPSs generated by the algorithm. These have the form \(\sum_{\sigma} A_{1}^{\sigma} \cdots A_{L}^{\sigma} |\sigma_1 \cdots \sigma_L\rangle\), where the matrices are in general rectangular and telescope both ways in size so that their product is ultimately a scalar quantity (for more details see Fig. 1). Without truncation of the matrix sizes, this can in principle repre-

\(^1\) Notice that direct studies using matrix formulations but no Bethe Ansatz predate this, e.g. [19], and continue largely in parallel with occasional connections; for a recent examples see Refs. 20 and 21.

sent any arbitrary quantum state. With truncation, it works well for OBC, but it has the problem that the first-few and last-few matrices are too restricted to fully capture the entanglement between the first-few and last-few spins — which with PBC is large since they actually become close neighbors by virtue of closing the chain on itself. The exact construction overcomes this problem by allowing exponentially large (in the number of sites) matrices for the central portion of the chain, but that is computationally impracticable. Thus, in the PBC case, it is more natural to postulate MPSs of the form \(\sum_{\sigma} \text{Tr}[A_{1}^{\sigma} \cdots A_{L}^{\sigma}] |\sigma_1 \cdots \sigma_L\rangle\), where all the matrices can now be taken to be square and equal in size. The effect of truncating the matrices is now distributed uniformly along the chain and is less detrimental. It was indeed shown that, in a variational MPS-based reformulation of DMRG, the algorithmic performance with either type of boundary conditions becomes comparable if the matching type of MPS is used [32]. Interestingly, the ABA construction of MPSs for the periodic six-vertex spin chain naturally gives a traced-product of matrices in auxiliary space. The study of what happens for the open six-vertex spin chain will be the main focus of the present work.

More in detail, in this paper we shall construct MPSs for the six-vertex Heisenberg spin chain with OBC by using the ABA. For the MPSs of ditto system but with PBC [25], the dimension of the matrices is \(2^n\), where \(n\) is the number of spin-flips present in the state. For OBC, we shall see that one cannot construct a MPS with the dimension of the matrices being \(2^n\), but one can obtain a MPS with matrices of dimension \(2^{2n}\) instead. The matrices of the MPS will not be given in closed form but can be obtained for any case of interest by using a set of recursion relations that will be derived. We shall also extend the same ideas to construct a MPS for a lattice-regularized version of the Lieb-Liniger model with OBC. To obtain a closed-form cMPS similar to the one in [33] for the Lieb-Liniger model with OBC, one has to solve explicitly the recursion relations of the matrices, which shall remain as an open problem.

The paper is outlined as follows. In section II, we present the ABA method for solving the eigenvalue problem of the six-vertex spin chain with OBC. In section III, we derive the MPS representations for the Bethe eigenstates from the ABA. In section IV, we conclude and summarize our work. The MPS representations for a lattice-regularized version of the Lieb-Liniger model with OBC are given in appendix A.
FIG. 1. Example of a typical MPS coefficient generated by an iterative singular-value decomposition. In the generic case of all non-zero singular values, the \( A_i \) matrix sizes telescope as \((1 \times d), (d \times d^2), \ldots, (d^{L-1/2} \times d^{L-1/2}), \ldots, (d^2 \times d), (d \times 1)\); where at the center of the chain there will be one single square matrix if the number of sites, \( L \), is odd or a pair of matrices of transposed dimensions if \( L \) is even [14] (the square brackets denote the integer-part of \( L/2 \)). Here \( d \) is the dimension of the local Hilbert space for each lattice site, —we have \( d = 2 \) for the case of the spin-\( \frac{1}{2} \) chains that we study and as depicted in the figure. The dashed matrix in the center represents the product of all the central matrices that, in principle, telescope to very large sizes. In practical implementations these need to be truncated and are replaced by uniformly square matrices of size \( D \times D \), where \( D \) is the bond dimension of the MPS ansatz in the bulk of the chain look similar to that one used for PBC discussed in the text.

II. ALGEBRAIC BETHE ANSATZ FOR THE SIX-VERTEX SPIN CHAIN WITH OBC

The six-vertex Heisenberg spin chain with OBC is described by the following Hamiltonian:

\[
H = \sum_{i=1}^{L-1} \left\{ \sigma_i^x \sigma_{i+1}^x + \sigma_i^y \sigma_{i+1}^y + \Delta(\sigma_i^z \sigma_{i+1}^z - 1) \right\} - \Delta, \tag{1}
\]

where \( L \) denotes the total number of sites, \( \sigma_i^\alpha \) (with \( \alpha = x, y, z \)) are the Pauli matrices for the spin on the \( i \)th site, and \( \Delta \) is the anisotropy parameter (which is 1 for the XXX case). The eigenstates of this model can be constructed using the ABA [23, 24]; we shall now briefly outline this construction. The central object of the ABA is the quantum \( R \)-matrix which is the solution of the Yang-Baxter equation,

\[
R_{ab}(\lambda - \lambda') R_{ac}(\lambda) R_{bc}(\lambda') = R_{bc}(\lambda') R_{ac}(\lambda) R_{ab}(\lambda - \lambda'),
\]

for the six-vertex spin chain, the \( R \)-matrix acting on the space \( V_a \otimes V_b \) has only six non-zero entries and is given by

\[
R_{ab}(\lambda) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \sinh(\lambda - \eta) & 0 & 0 \\
0 & 0 & \sinh(\lambda + \eta) & 0 \\
0 & 0 & 0 & \sinh(\lambda) \\
\end{pmatrix}_{ab}, \tag{2}
\]

where \( \eta \) is defined by \( \Delta = \cosh \eta \) (notice the limit \( \eta \to 0 \) for the \( R \)-matrix is not well posed within the ABA construction and that case is better handled separately,\(^2\) all the formal constructs parallel the XXZ case though). Next, we introduce the quantum \( L \)-operator represented by a matrix acting on the tensor product of two two-dimensional vector spaces \( V_0 \otimes V_i \). The two-dimensional auxiliary space is denoted by \( V_0 \), the physical Hilbert space at the \( i \)th site is denoted by \( V_i \). For the Heisenberg spin-\( \frac{1}{2} \) chain we have

\[
L_{0i}(\lambda) = R_{0i}(\lambda - \frac{\eta}{2}). \tag{3}
\]

The following intertwining relation can be shown as a direct consequence of the Yang-Baxter equation

\[
R_{ab}(\lambda - \mu)L_{ai}(\lambda)L_{bi}(\mu) = L_{bi}(\mu)L_{ai}(\lambda)R_{ab}(\lambda - \mu). \tag{4}
\]

Here, \( R_{ab} \) acts on the space \( V_a \otimes V_b \), and \( L_{ai} \) acts on \( V_a \otimes V_i \). \( V_a \) and \( V_b \) are auxiliary spaces, \( V_i \) is the physical space at site \( i \).

Following Sklyanin, we can consider a looped monodromy matrix [34]

\[
T_0(\lambda) = L_{01}(\lambda) \cdots L_{0L}(\lambda)L_{0L}(\lambda) \cdots L_{01}(\lambda). \tag{5}
\]

In the space \( V_0 \), the monodromy matrix can be represented as a \( 2 \times 2 \) matrix

\[
T_0(\lambda) = \begin{pmatrix}
A(\lambda) & B(\lambda) \\
C(\lambda) & D(\lambda) \\
\end{pmatrix}_0, \tag{6}
\]

\(^2\) The \( R \)-matrix for the XXX case is rational instead of trigonometric and is given by the same expression with the replacement \( \sin(\lambda) \to \lambda \) everywhere and the limit substitution \( \eta \to 0 + i \).
where the matrix elements $A(\lambda)$, $B(\lambda)$, $C(\lambda)$ and $D(\lambda)$ are themselves operators acting on the total Hilbert space of the chain $V_1 \otimes V_2 \otimes \cdots \otimes V_L$. Using Eq. (4), we can obtain the following relation for the monodromy matrix

$$R_{ab}(\lambda - \mu)T_a(\lambda)R_{ab}(\mu + \eta)T_b(\mu) = T_b(\mu)R_{ab}(\mu + \eta)T_a(\lambda)R_{ab}(\lambda - \mu). \quad (7)$$

The commutation relations among $A$, $B$, $C$ and $D$ can be obtained from this relation.

Taking the trace of the monodromy matrix over $V_0$, we obtain a one-parameter family of transfer matrices acting on the total physical Hilbert space $V_1 \otimes V_2 \otimes \cdots \otimes V_L$:

$$t(\lambda) = \operatorname{Tr}_{V_0} T_0(\lambda) = A(\lambda) + D(\lambda). \quad (8)$$

One can show that $|t(\lambda), t(\mu)| = 0$ [34]. Furthermore, the Hamiltonian can be recovered from the logarithmic derivative of $t(\lambda)$

$$H = \sinh \eta \left[ \frac{\partial}{\partial \lambda} \log t(\lambda) \right]_{\lambda=\eta/2}. \quad (9)$$

Since the Hamiltonian commutes with the monodromy matrix, we can construct simultaneous eigenstates of both $H$ and $t(\lambda)$. Such an eigenstate of $t(\lambda)$ is given by

$$|\lambda_1, \lambda_2, \cdots, \lambda_n\rangle = B(\lambda_1)B(\lambda_2)\cdots B(\lambda_n)|\omega\rangle, \quad (10)$$

where $|\omega\rangle$ denotes the standard reference ferromagnetic state, i.e. $|\omega\rangle = |\uparrow\rangle_1 |\uparrow\rangle_2 \cdots |\uparrow\rangle_L$, and $n$ denotes the number of down spins. We call the above state a Bethe state. Since one can show from Eq. (7) that the $B(\lambda_i)$’s commute with each other, this state is invariant under permutations of $\lambda_i$’s. The latter have to be non-repeating and obey the OBC Bethe ansatz equations, which are given by

$$\prod_{j=1 \atop j \neq i}^n \frac{\sinh(\lambda_i + \lambda_j + \eta)\sinh(\lambda_i - \lambda_j + \eta)}{\sinh(\lambda_i + \lambda_j - \eta)\sinh(\lambda_i - \lambda_j - \eta)} = \frac{\cosh^2(\lambda_i - \frac{\eta}{2})\sinh^{2L}(\lambda_i + \frac{\eta}{2})}{\cosh^2(\lambda_i + \frac{\eta}{2})\sinh^{2L}(\lambda_i - \frac{\eta}{2})}, \quad (11)$$

$i = 1, 2, \ldots n$.

The eigenenergy corresponding to $|\lambda_1, \lambda_2, \cdots, \lambda_n\rangle$ is given by

$$E(\lambda_1, \lambda_2, \cdots, \lambda_n) = \sum_{i=1}^n \frac{2\sinh^2(\eta)}{\sinh(\lambda_i + \frac{\eta}{2})\sinh(\lambda_i - \frac{\eta}{2})} - \Delta. \quad (12)$$

III. EXACT MATRIX PRODUCT STATES FOR THE SIX-VERTEX SPIN CHAIN WITH OBC

In the previous section, we outlined the construction of the eigenstates of $H$ using the ABA. In this section, we derive MPS representations for those eigenstates.

Using

$$B(\lambda) = a(\uparrow| T_0(\lambda) |\downarrow)_{\lambda}, \quad (13)$$

we can write

$$|\lambda_1, \lambda_2, \cdots, \lambda_n\rangle = \bar{n} \langle \uparrow\cdots \uparrow | \bar{\eta}_1 | \uparrow \cdots V_\lambda \sum_{j=1}^n \frac{2\sinh^2(\eta)}{\sinh(\lambda_i + \frac{\eta}{2})\sinh(\lambda_i - \frac{\eta}{2})} - \Delta. \quad (12)$$

III. EXACT MATRIX PRODUCT STATES FOR THE SIX-VERTEX SPIN CHAIN WITH OBC

In the previous section, we outlined the construction of the eigenstates of $H$ using the ABA. In this section, we derive MPS representations for those eigenstates.
If we denote
\[ \tilde{Q}_{ij} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 1 \end{pmatrix} \]
and the subscript of the right-hand side matrix means that the matrix is written in the space \( V_i \otimes V_j \). Such a matrix appeared before in the ABA context for systems mixing particle and antiparticle representations. Using this we have
\[ \text{Tr}_{V_i}(Q_i T_i(\lambda_i)) = \text{Tr}_{V_i \otimes V_j}[L_{i1}(\lambda_i) \cdots L_{iL}(\lambda_i) \cdot \tilde{Q}_{ij}], \]
where
\[ L_i(\lambda_1, \cdots, \lambda_n) = [L_{i1}(\lambda_i) L_{i2}^{L_2}(\lambda_2) \cdots L_{iL}(\lambda_L)], \]
then Eq. (14) becomes
\[ |\lambda_1, \lambda_2, \cdots, \lambda_n\rangle = \sum \text{Tr}((\tilde{V} \otimes V)^\otimes n) \left[ (L_{i1}(\lambda_1) L_{i2}^{L_2}(\lambda_2) \cdots L_{iL}(\lambda_L)) \right] \]
where \((\tilde{V} \otimes V)^\otimes n\) means the Hilbert space \( V_n \otimes V_n \otimes \cdots V_2 \otimes V_2 \otimes V_1 \otimes V_1 \).

It is convenient to introduce two matrices, \( D_n \) and \( C_n \), defined via
\[ L_i(\lambda_1, \cdots, \lambda_n) |\uparrow\rangle = D_n(\lambda_1, \cdots, \lambda_n) |\uparrow\rangle + C_n(\lambda_1, \cdots, \lambda_n) |\downarrow\rangle, \]
where \( b(\lambda) = \frac{\sinh(\lambda - \frac{\pi}{2})}{\sinh(\lambda + \frac{\pi}{2})} \) and \( c(\lambda) = \frac{\sinh(\pi)}{\sinh(\lambda + \frac{\pi}{2})} \),
\[ D_n(\lambda_1, \cdots, \lambda_n) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & b(\lambda_1) & 0 & 0 \\ 0 & 0 & b(\lambda_1) & 0 \\ c(\lambda)^2 & 0 & 0 & b(\lambda_1)^2 \end{pmatrix}, \]
and
\[ C_n(\lambda_1) = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & c(\lambda_1) & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & c(\lambda_1) & 0 \end{pmatrix}. \]
For \( n > 1 \), recursion relations between \( D_{n+1} \), \( C_{n+1} \) and \( D_n \), \( C_n \) can be found as follows. Starting from
\[ L_i(\lambda_1, \cdots, \lambda_n, \lambda_{n+1}) = L_{iL}(\lambda_L) \cdot L_{1,1}^{L_1}(\lambda_1) \cdots L_{1,1}^{L_n}(\lambda_n) L_{1,2}^{L_{n+1}}(\lambda_{n+1}); \]
we introduce \( D_n \) and \( C_n \), and derive expressions for \( D_{n+1} \) and \( C_{n+1} \). These are given by
\[ D_{n+1} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & b_{n+1} & 0 & 0 \\ 0 & 0 & b_{n+1} & 0 \\ c_{n+1}^2 & 0 & 0 & b_{n+1}^2 \end{pmatrix}, \]
and
\[ C_{n+1} = \begin{pmatrix} 0 & 0 & c_{n+1} & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & c_{n+1} & 0 \end{pmatrix}. \]
where \( b_{n+1}, c_{n+1} \) are shorthand notations for \( b(\lambda_{n+1}) \) and \( c(\lambda_{n+1}) \), respectively.

Using the above definitions one can, after a little algebra, achieve the goal of rewriting the Bethe state \( |\lambda_1, \lambda_2, \cdots, \lambda_n\rangle \) as a MPS involving a trace over all the auxiliary spaces:
\[ \sum \text{Tr}((\tilde{V} \otimes V)^\otimes n) (D_n)^{x_1-1} C_n (D_n)^{x_2-x_1-1} C_n \cdots (D_n)^{x_{n+1}-x_n-1} C_n, \]
where
\[ Q_n = Q_{n0} \otimes \cdots \otimes Q_{22} \otimes Q_{11}, \]
and \(|x_1, x_2, \cdots, x_n\rangle\), with \( 1 \leq x_1 < x_2 < \cdots < x_n \leq L \), denotes the configuration with down spins at those (lattice) locations; —remember that \( n \) is the total number of down spins.

Remarkably, the MPSs obtained from ABA with OBC have the same form as the ones commonly postulated for the PBC case (ABA with PBC was giving the same structure, but it was as expected in that case [25]).

The correspondence is given by identifying the matrices \( A^{\sigma_i \uparrow}_i = D_n \) and \( A^{\sigma_i \downarrow}_i = C_n \), notice there is no dependence on the site index \( i \), a kind of translational invariance. Of course, the appearance of the matrix \( Q_n \) is an additional feature that alters the translational invariance of the ansatz (for PBC, it was actually used to
fix the lattice-momentum of the state [17]). In Eq. (24), \( Q_n \) serves as a projector into the subspace with a fixed number of spin flips, \( n \); but that has already been taken care of explicitly in the summation of Eq. (31). In either case, \( Q_n \) has still the additional algebraic purpose of switching the horizontal boundary conditions of the ABA-generated six-vertex model into DWBC. The import of this is better illustrated by a specific example.

**A. A simple numerical example**

Let us consider the simplest non-trivial example to illustrate the way our MPS construction works. For the Hamiltonian in Eq. (1), we choose \( L = 3 \) and only one down spin. The dimension of the Hilbert space is thus 3. For such a small system, by direct calculation one can obtain the eigenenergies, \( E_i \), and the corresponding (non-normalized) eigenstates, \( |\phi_i\rangle \), rather easily:

1. \( E_1 = -3\Delta \) with \( |\phi_1\rangle = |\uparrow\rangle_1 |\uparrow\rangle_2 (|\downarrow\rangle_3 - |\downarrow\rangle_1 |\uparrow\rangle_2 |\uparrow\rangle_3 \),

2. \( E_2 = -4\Delta + \sqrt{\Delta^2 + 8} \) with \( |\phi_2\rangle = |\uparrow\rangle_1 |\uparrow\rangle_2 (|\downarrow\rangle_3 + \frac{i}{2}(\sqrt{\Delta^2 + 8} - \Delta)) |\uparrow\rangle_1 |\downarrow\rangle_2 |\uparrow\rangle_3 + |\downarrow\rangle_1 |\uparrow\rangle_2 |\uparrow\rangle_3 \),

3. \( E_3 = -4\Delta - \sqrt{\Delta^2 + 8} \) with \( |\phi_3\rangle = |\uparrow\rangle_1 |\uparrow\rangle_2 (|\downarrow\rangle_3 - \frac{i}{2}(\sqrt{\Delta^2 + 8} + \Delta)) |\uparrow\rangle_1 |\downarrow\rangle_2 |\uparrow\rangle_3 + |\downarrow\rangle_1 |\uparrow\rangle_2 |\uparrow\rangle_3 \).

Next, we solve the same eigenvalue problem by Bethe ansatz and use the MPS formulas we derived above. To be specific, let us choose \( \Delta = 2 \), then \( \eta \approx 1.317 \). Solving Eq. (11), we obtain three possible solutions \( \lambda^{(1)}_i = i\pi/2 \), or \( \lambda^{(2)}_i \approx \pm 0.3747 \), or \( \lambda^{(3)}_i \approx -0.831 + i\pi/2 \). Then it is very easy to check that Eq. (12) exactly recovers the three energies found by exact diagonalization. Further, one can use Eq. (31) to get an expression for the corresponding eigenstates: \( |\lambda^{(i)}_1\rangle = 2b^2(\lambda^{(i)}_1) |\uparrow\rangle_1 |\uparrow\rangle_2 |\downarrow\rangle_3 + b(\lambda^{(i)}_1) |\uparrow\rangle_1 |\downarrow\rangle_2 (|\downarrow\rangle_3 + |\downarrow\rangle_1 |\uparrow\rangle_2 |\downarrow\rangle_3 + |\downarrow\rangle_1 |\downarrow\rangle_2 |\downarrow\rangle_3 \); which, as can be seen by simple evaluation, are in agreement (up to normalization) with the \( |\phi_i\rangle \) found directly. Of course, this eigenstates need not be and are not translational invariant.

One would expect that removing the matrix \( Q_n \) from the expression for the eigenstates will restore that invariance (and be unphysical, but the effect is actually more dramatic and they all become null vectors (i.e., invalid eigenstates).

Repeating this exercise but for PBC, one finds translational invariant eigenstates that are in agreement between exact diagonalization and Bethe ansatz. Once again, removing the matrix \( Q_n \) from the ABA expression for the eigenstates will turn them all into null vectors. This suggests, as we discuss below, that any practical MPS ansatz should incorporate as an element the correlate of \( Q_n \).

**IV. DISCUSSION AND CONCLUSIONS**

As already mentioned, looking at Eq. (31) one finds that the MPS with OBC that we derived here is different from the one discussed in the current tensor-network literature, and it is closer instead to the one discussed for PBC [14]. The ABA-generated tensor-network structure that we found for OBC is illustrated in Fig. 2. This has a more complicated but essentially similar global structure as that found for the PBC case. The latter was already derived elsewhere by an explicit ABA construction [25], and is provided for comparison in Fig. 3.
The natural tensor-network construction emanating from ABA [38] does not fit either of the standard MPS ansätze for open or periodic boundaries that we reviewed in Sec. I. Going beyond finite-system-size calculations and motivated by the infinite-system-size limit, one knows that the bulk physics does not depend on the boundary conditions and one should be able to reach the same so-called infinite-MPS (iMPS) or infinite-DMRG (iDMRG) [39, 40] construction starting from either; — though already the original DMRG work by White explored the infinite-size limit, these ideas were first put to use in tensor-network language exploiting translational invariance in the work on (infinite) time evolving block decimation ((i)TEBD) [41, 42]. Focusing on the common global structure of our OBC and the PBC Bethe states after casting them into traced matrix-product forms, we propose the following unified practical MPS ansatz:

$$|\text{MPS}\rangle = \sum_{\{\sigma\}} \text{Tr} \left[ A^\sigma_1 \cdots A^\sigma_L Q' \right] |\sigma_1 \cdots \sigma_L\rangle, \quad (33)$$

where the $A^\sigma_i$ are $D \times D$ variational matrices. Notice that from the ABA we find $A^\sigma_j = A^\sigma_i \forall i,j$ and independently of the size of the system. We thus have the usual site independence of the $A$-matrices in the spirit of iMPS but without needing to invoke translational invariance. In contradistinction with the practice in the literature, ABA prompts the inclusion of an additional matrix into the ansatz that is also taken as a variational parameter (for a total of $d + 1$ variational matrices). We introduce the integer index $r = 0, 1$ which we call the rank index of the ansatz and consider it also a variational parameter. Rank zero is equivalent to not having $Q$ and falls back into the standard iMPS structure. Rank one can be distinctively different and we posit it as the generic choice for Bethe-ansatz-integrable systems.

While the $A$-matrices are taken as unrestricted, we expect from the ABA-based derivations that $Q$ be nilpotent, i.e. $Q^2 = 0$ — though it could be generalized to higher degrees of nilpotency. This can be achieved by the introduction of a generic Jordan form [43], which can serve the dual purpose of fixing an arbitrary gauge-like degree of freedom typical of this kind of traced matrix products. Another alternative way of handling the nilpotency constraint is motivated by a parametrization used for MPS-DMRG with OBC in which boundary vectors are introduced into the ansatz for the state components: $\langle \alpha | A^\sigma_1 \cdots A^\sigma_L | \beta \rangle = \text{Tr} \left[ A^\sigma_1 \cdots A^\sigma_L \cdot (| \beta \rangle \langle \alpha |) \right]$. This parametrization can be interpreted in the framework of Fig. 1 by taking all the telescoping matrices at either end of the chain and considering their product as defining the boundary vectors (which could be found for instance using exact diagonalization, cf. [44]; this point of view also resembles, but is different in spirit, to the idea of infinite boundary conditions for the iMPS ansatz [45]). Pictorially,
The rank index that we introduced might vary with the topological character of the different phases, a hypothesis that can be first tested numerically and points to an interesting direction for further studies. Another ground for further exploration would be in the context of continuum models. Using the same ideas as above, we can obtain a MPS for a lattice-regularized version of an interacting gas model with OBC; the example of a single-component Bose gas is given in the appendix.

In conclusion, we have derived the MPS representation of the Bethe states for the six-vertex Heisenberg spin chain with OBC. We find important similarities and differences with the various MPSs discussed in the tensor-networks literature for both open and periodic boundary conditions. Our construction is rather generic and can be applied to other integrable models solvable via the standard ABA, DMRG and related algorithms were originally motivated by considerations emanating from statistical mechanics and renormalization-group theory. Later, ideas from quantum information theory were instrumental in further developing the algorithms. Ours and related work bring in additional insights from the theory of integrable systems that shed new light and can help advance the algorithms even further. Our work makes the Bethe eigenstates more accessible and informs the choice of ansatz for numerical solutions of both integrable and non-integrable systems in one dimension.

Appendix A: Matrix product states for the Lieb-Liniger model with OBC

The Hamiltonian of the Lieb-Liniger model is given by

\[ H = \int_0^L \left[ \partial_x \psi^\dagger(x) \partial_x \psi(x) + \kappa \psi^\dagger(x) \psi^\dagger(x) \psi(x) \psi(x) \right] dx, \]

where \( \kappa > 0 \) and we have fixed \( \hbar = 1 = 2m \). The bosonic field operators satisfy the canonical commutation relation \( [\psi(x), \psi^\dagger(y)] = \delta(x - y) \). For the \( n \)-particle state \( |\Psi_0\rangle = \int dx_1 \cdots dx_n \Psi_0(x_1, \ldots, x_n) \psi^\dagger(x_1) \cdots \psi^\dagger(x_n) |0\rangle \), one can derive the Schrödinger equation from the above Hamiltonian [26]:

\[ [-\sum_{j=1}^n \partial_{x_j}^2 + 2\kappa \sum_{1 \leq j < k \leq n} \delta(x_j - x_k^\prime)] |\Psi_0\rangle = E |\Psi_0\rangle, \quad \text{(A1)} \]

where \( |\Psi_0\rangle = \Psi_0(x_1, \ldots, x_n) \). We shall now introduce a lattice-regularized version of this model [54] (which is more general than studying the dilute limit of Hubbard-type models which are not integrable in the bosonic case, cf. [55, 56]), where the spatial position \( x \in \mathbb{R} \) in the continuum model is replaced by the site \( i \in \mathbb{Z} \) with the lattice spacing \( a \). Let \( V_i \) be a physical Hilbert space at the \( i \)-th site spanned by \( |m\rangle_i = (1/\sqrt{m!})(\psi_i^\dagger)^m |0\rangle_i \) with \( m \geq 0 \). Here, \( \psi_i^\dagger \) and \( \psi_i \) are the bosonic creation and annihilation operators on \( V_i \), respectively. They satisfy \( [\psi_i, \psi_j^\dagger] = \delta_{ij} \), and \( [\psi_i, \psi_j] = 0 \). In the continuum limit \( (a \to 0) \), \( \psi_i \to \psi(x_i) \sqrt{a} \). Note that \( \psi_i \) and \( \kappa a \) are dimensionless.

The \( L \)-operator at the \( i \)-th site is given by

\[ L_{0i}(\lambda) = \begin{pmatrix} 1 - \frac{\lambda a}{2} + \frac{\kappa a}{2} \psi_i^\dagger \psi_i & -i \sqrt{\kappa a} \psi_i^\dagger \rho_i \\ i \sqrt{\kappa a} \rho_i & 1 + \frac{i \kappa a}{2} + \frac{\kappa a}{2} \psi_i \psi_i \end{pmatrix}, \quad \text{(A2)} \]

where \( \rho_i = \sqrt{1 + \frac{\kappa a}{2} \psi_i^\dagger \psi_i} \). The matrix elements of \( L_{0i} \) and \( \rho_i \) are operators acting on the space \( V_i \) and \( L_{0i} \) is represented as a \( 2 \times 2 \) matrix in the auxiliary space \( V_0 \). This \( L \)-operator satisfies the following relation:

\[ R_{ab}(\lambda - \mu)L_{ai}(\lambda)L_{bi}(\mu) = L_{bi}(\mu)L_{ai}(\lambda)R_{ab}(\lambda-\mu), \quad \text{(A2)} \]

with the \( R \)-matrix given by

\[ R_{ab}(\lambda) = \begin{pmatrix} 1 & 0 & 0 \mu & 0 \lambda \mu & 0 \lambda \mu & 0 \mu & 0 \end{pmatrix}_{ab}. \quad \text{(A3)} \]

To construct the looped monodromy matrix of the Lieb-Liniger model with OBC, we need to know the inverse of the \( L \)-operator. One can write \( L_{ai}(\lambda) \) as

\[ L_{ai}(\lambda) = \left( \begin{array}{cc} A(\lambda) & B(\lambda) \\ C(\lambda) & D(\lambda) \end{array} \right)_a. \quad \text{(A4)} \]

Choosing \( \lambda - \mu = i\kappa \) in Eq. (A2), one obtains the following equations:

\[ A(\mu - \frac{i\kappa}{2})D(\mu + \frac{i\kappa}{2}) - B(\mu - \frac{i\kappa}{2})C(\mu + \frac{i\kappa}{2}) = \det_q L_{0i}(\mu), \]

\[ B(\mu - \frac{i\kappa}{2})A(\mu + \frac{i\kappa}{2}) - A(\mu - \frac{i\kappa}{2})B(\mu + \frac{i\kappa}{2}) = 0, \]

\[ C(\mu - \frac{i\kappa}{2})D(\mu + \frac{i\kappa}{2}) - D(\mu - \frac{i\kappa}{2})C(\mu + \frac{i\kappa}{2}) = 0; \]

\[ D(\mu - \frac{i\kappa}{2})A(\mu + \frac{i\kappa}{2}) - C(\mu - \frac{i\kappa}{2})B(\mu + \frac{i\kappa}{2}) = \det_q L_{0i}(\mu), \]

where \( \det_q L_{0i}(\mu) \) is known as the quantum determinant [24] and is given by \( \det_q L_{0i}(\mu) = \frac{a^2}{\mu + \frac{i\kappa}{2} + \frac{a^2}{2}}(\mu + \frac{i\kappa}{2} + \frac{a^2}{2}) \). Using these four relations, we obtain

\[ L_{0i}(\mu - \frac{i\kappa}{2})\sigma_0^\mu L_{0i}(\mu + \frac{i\kappa}{2})\sigma_0^\mu = [\det_q L_{0i}(\mu)] \cdot I_0, \quad \text{(A5)} \]

where \( I_0 \) is the identity matrix in the auxiliary space \( V_0 \). Then, it follows immediately that

\[ L_{0i}^{-1}(\mu) = \frac{4}{a^2(\mu + \frac{2\kappa}{a})(\mu + i\kappa - \frac{2\kappa}{a})} - \sigma_0^\mu L_{0i}(\mu + i\kappa)\sigma_0^\mu. \]

Then, the looped monodromy matrix of the Lieb-Liniger model with OBC is given by (after shifting the parameter and omitting a constant factor)
The loop monodromy matrix satisfies the fundamental commutation relation:

\[ R_{00'}(\lambda - \mu)T_0(\lambda)R_{00'}(\lambda + \mu + i\kappa)T_{0'}(\mu) = T_{0'}(\mu)R_{00'}(\lambda + \mu + i\kappa)T_0(\lambda)R_{00'}(\lambda - \mu) \]  

(A7)

In the auxiliary space \( V_0 \), the matrix can be written in block form as

\[ T_0(\lambda) = \begin{pmatrix} A(\lambda) & B(\lambda) \\ C(\lambda) & D(\lambda) \end{pmatrix} \]  

(A8)

and the transfer matrix is \( t(\lambda) = \text{tr}_V T_0(\lambda) = A(\lambda) + D(\lambda) \). One can easily verify that \( t(\lambda)(t(\mu) = t(\mu)t(\lambda) \) [34]. A Bethe eigenstate of the Hamiltonian is then given by

\[ |\lambda_1, \lambda_2, \ldots, \lambda_n\rangle = B(\lambda_n) \cdots B(\lambda_2) B(\lambda_1) |0\rangle^{(N)} \]  

(A9)

where \( |0\rangle^{(N)} = |0\rangle_1 |0\rangle_2 \cdots |0\rangle_N \) is the local vacuum state and the \( |0\rangle_i \) are the local vacuum states at sites labeled by \( i \); here \( N \) is the total number of sites after discretization. From the fundamental commutation relation, we know that \( B(\lambda)B(\mu) = B(\mu)B(\lambda) \). Using the general procedure of the quantum inverse scattering method for OBC [34], one gets the following Bethe ansatz equations:

\[ e^{i2\lambda_i L} = \prod_{j=1, j\neq i}^{n} \frac{(\lambda_i + \lambda_j + i\kappa)(\lambda_i - \lambda_j + i\kappa)}{(\lambda_i + \lambda_j - i\kappa)(\lambda_i - \lambda_j - i\kappa)}, \]

where \( i = 1, 2, \ldots, n \),

\[ (A10) \]

which are consistent with the results in [57].

We move on to derive a MPS for the lattice version of the Lieb-Liniger model with OBC. Using \( B(\lambda) = 0 \langle \downarrow | T_0(\lambda) | \downarrow \rangle \), one obtains

\[ |\lambda_1, \lambda_2, \ldots, \lambda_n\rangle = [\text{Tr}_V (Q_n T_n(\lambda_n))] \cdots [\text{Tr}_V (Q_2 T_2(\lambda_2))] [\text{Tr}_V (Q_1 T_1(\lambda_1))] \cdot |0\rangle^{(N)}, \]

(A11)

where the matrix \( Q_j \) is the same as the one in Eq. (16). Defining \( A_n(\lambda_n) = L_{n\downarrow}(\lambda_n + \frac{\kappa}{2}) \) and \( B_{n\downarrow}(\lambda_n) = \sigma_n^y L_{n\downarrow}^t(-\lambda_n + \frac{\kappa}{2}) \sigma_n^y \), then \( \text{Tr}_V [Q_n T_n(\lambda_n)] = \text{Tr}_V \{Q_n \cdots [A_{n1}(\lambda_n) \cdots A_{nN}(\lambda_n)] \cdots [B_{nN}(\lambda_n) \cdots B_{n1}(\lambda_n)]\} \). Using now the same method as in Sec. III, we obtain

\[ \text{Tr}_V [Q_n T_n(\lambda_n)] = \text{Tr}_{V_n \otimes V_n} \{[A_{n1}(\lambda_n) \cdots A_{nN}(\lambda_n)] - [B_{n1}(\lambda_n) \cdots B_{nN}(\lambda_n)]\}. \]

Here we have used the fact that all solutions of the Bethe-ansatz equations for the repulsive Lieb-Liniger model with OBC are real. Using

\[ C_{n+1,m} = \langle m | A_{(n+1)i}^{(n+1)}(\lambda_{n+1}) \cdots B_{(n+1)i}^{(n+1)}(\lambda_{n+1}) | 0 \rangle_i, \]

(A17)

we can easily obtain with a little bit of algebra the recursion relation between \( C_{n+1,m} \) and \( C_{n,m'} \), which is given by

\[ [B_{n1}^{(n)}(\lambda_n) \ldots B_{nN}^{(n)}(\lambda_n)] \cdot \mathcal{Q}_{nn} \}, \]

(A12)
If \( N \) is large enough, it becomes a good approximation that there be at most one particle at each discretized lattice site. We then have

\[
L_1(\lambda_1, \cdots, \lambda_n) |0\rangle_i = C_{n,0} |0\rangle_i + C_{n,1} |1\rangle_i
\]

and we obtain a MPS of the discretized Lieb-Liniger model with OBC given as

\[
|\lambda_1, \lambda_2, \cdots, \lambda_n\rangle = \sum_{\{x_1, x_2, \cdots, x_n\}} \text{Tr}_{\oplus 2^n} \left[ (C_{n,0})^{x_1-1} C_{n,1} (C_{n,0})^{x_2-x_1-1} C_{n,2} (C_{n,0})^{x_n-x_{n-1}-1} C_{n,1} \right] (C_{n,0})^{N-x_n} Q_n |x_1, x_2, \cdots, x_n\rangle ,
\]

where \(|x_1, x_2, \cdots, x_n\rangle\), with \(1 \leq x_1 < x_2 < \cdots < x_n \leq L\), denotes a configuration with particles at (discrete) positions \((x_1, x_2, \cdots, x_n)\) and the subscript \(n\) indicates the total number of particles, \(Q_n\) is again given by Eq. (32).

It is clear that we cannot derive a cMPS similar to the ones in the literature [33, 43, 58], the reason is that we cannot find a basis in which the matrices have a simple form. In [27], the authors derived a cMPS for the Lieb-Liniger model with PBC by finding a basis in which the matrices are considerably simpler. Achieving the same for OBC is an interesting and challenging open problem.

\[C_{n+1,m} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & -\delta_m^*\delta_m+1 & 0 & 0 \\
0 & 0 & -\delta_m\gamma_{n+1,m} & 0 \\
0 & 0 & 0 & -\delta_m^*\gamma_{n+1,m} + 1 \\
\end{pmatrix} \otimes C_{n,m+2} + \begin{pmatrix}
0 & 0 & 0 \\
0 & -\delta_m^*\delta_{m-1} & 0 \\
0 & 0 & 0 \\
\end{pmatrix} \otimes C_{n,m-2} + \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & -\delta_m^*\gamma_{n+1,m} & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{pmatrix} \otimes C_{n,m+1} + \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & -\delta_m^*\gamma_{n+1,m} & 0 \\
0 & 0 & 0 & 0 \\
\end{pmatrix} \otimes C_{n,m-1} + \begin{pmatrix}
\gamma_{n+1,m}^2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & \beta_{n+1,m} & 0 & 0 \\
0 & 0 & \delta_m^* & 0 \\
\end{pmatrix} \otimes C_{n,m} .
\]
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