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This paper presents an efficient switching method among non-scalable bit-streams in a multirate-based video streaming system. This method not only takes advantage of the high coding efficiency of non-scalable coding schemes (compared with scalable ones), but also allows a high flexibility in streaming services to accommodate the heterogeneity of real-world networks. One unique feature of our method is that, at every preselected switching point, the reconstructed frame at each rate or two reconstructed frames at different rates will go through an independent or a joint processing in the wavelet domain, using an SPIHT-type coding algorithm. Another important step in our method is that we will apply a novel bit allocation strategy over all hierarchical trees that are generated after the wavelet decomposition so as to achieve a significantly improved coding quality. Compared with other existing methods, our method can achieve the seamless switching at each preselected switching point with a better rate-distortion performance.
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1. INTRODUCTION

Due to the rapid growth and wide coverage of the Internet in recent years, there is a great increase of demand on various video services over the Internet, especially the real-time video streaming service. In contrast with the download mode where a video session is downloaded entirely to a user before it can be played, real-time video streaming enables users to enjoy the video service right after a very small portion of the whole video session is received. However, the Internet is an inherently heterogeneous and dynamic network, that is, the connecting bandwidth between the server and each user is varying with time. Under such circumstance of varying bandwidth, how to maintain a robust quality of service (QoS) is perhaps the most challenging requirement during each service session. In response to this challenge, two different source coding approaches have been developed in recent years, which are briefly outlined in the following.

1.1. Multirate non-scalable coding scheme versus scalable coding scheme

One straightforward solution to the challenge mentioned above is to perform a multiple bit-rate (MBR) representation, that is, to encode each source video into multiple non-scalable bit-streams, each at a preselected bit-rate. At each time-slot during the streaming service, an appropriate bit-stream is selected according to the available bandwidth and then transmitted to the user. Clearly, each bit-stream generated here can be encoded optimally at the chosen bit-rate. On the other hand, however, it is also clear that we cannot make the best use of the available bandwidth when it is between two preselected rates.

In a practical streaming system, such an MBR representation can usually support a small number of bit-rates only, say, 5–8. However, the reality in the Internet is that the bandwidth can vary among much more rates. To accommodate such a big variation, an efficient solution is to do a fully scalable representation for each source video, such as the fine granularity scalable (FGS) coding scheme developed in MPEG-4 [1] (the layered (scalable) coding scheme developed before MPEG-4 can be treated as a special case of the fully scalable representation). The idea of FGS is to firstly encode an original source video into a coarse base-layer that is very thin so as to fit some small bandwidths. Then, the difference between the original video and the base-layer video forms the enhancement layer and is further encoded using a bit-plane coding technique. Bit-plane coding achieves the desired fine granularity scalability, which offers a fully scalable representation on top of the base-layer. Nevertheless, because of a small bit-rate used at the base-layer, the quality of the coded base-layer video is usually very low. Consequently, the motion compensation
based on the coded base-layer will generally yield a big residual signal, which would cost more bits to represent at the enhancement layer. Experimental results showed that FGS is often 3–5 dB worse than the corresponding non-scalable coding at the same bit-rate [2, 3].

Figure 1 shows conceptually the performances of four coding schemes: the optimal R-D coding (obtained by optimally encoding the source video at every bit-rate continuously), FGS, non-scalable coding (optimized at a single bit-rate), and the MBR representation. The goal of designing an MBR representation is to get as close to the R-D curve as possible at each preselected bit-rate, while maintaining a constant performance between two neighboring rates. It can be seen from Figure 1 that the overall performance of an MBR representation could be better than that of the FGS scheme.

In practice, the MBR representation has been adopted in a number of commercial streaming systems such as Windows Media Services, RealSystem, and QuickTime [4–6]. One very striking feature of the MBR method is that not only all source coding tasks but also all channel coding tasks have been completed before the streaming service. As a result, each streaming service is extremely simple: just get the corresponding packets based on the available bandwidth (which determines a bit-rate) and throw them onto networks. On the other hand, a scalable video coding (SVC) scheme (including FGS and the most recent 3D wavelet-based SVC) very likely needs to handle the channel coding (protection, interleaving, packetization, etc.) in a real-time and on-line fashion, which may become a bottleneck problem when a large number of users are served simultaneously.

1.2. Switching among multiple non-scalable bit-streams

There are many issues in the MBR representation of a source video, such as how many bit-rates should be used, how to select these critical rates, how to encode a source video at each selected rate (jointly with other rates or independently), and so forth. However, we believe that the most important issue is that an MBR-based streaming system must be equipped with a mechanism that allows effective switching between different bit-streams when a bandwidth change is detected. In this scenario, let us use $F_i(t)$ to denote the frame of a video sequence at frame number $t$, and $F_i(t)$ to represent the corresponding reconstructed frame at rate $r_i$ ($i = 1, 2, \ldots, M$). All bits generated after the coding of $F_i(t)$ at bit-rate $r_i$ are grouped into a set $Z_i(t)$, and $C_i(t)$ is used to count how many bits are included in this set. Clearly, $C_i(t)$ of an intra (I) frame will be much larger than that of a predictive (P) frame because of the motion compensation used in all P-frames. Suppose that a bandwidth change is detected at frame number $t_0$ (corresponding to a P-frame) and a switching from $F_i(t)$ to $F_j(t)$ is needed right at $t_0$. The simplest and most straightforward way is to perform the so-called direct switching with the transmitted bit sets being $\{\ldots, Z_i(t_0 - 1), Z_i(t_0), Z_j(t_0 + 1), \ldots\}$. However, since there exists mismatching between $F_i(t_0 - 1)$ and $F_i(t_0 - 1)$, errors will occur when $F_i(t_0 - 1)$ (instead of $F_i(t_0 - 1)$) is used to perform the motion compensation for $F_j(t_0)$. More seriously, such errors will propagate into all subsequent frames until the next I-frame is received—causing the drifting errors that are often too large to be accepted, especially in the low quality to high quality switching case.

In order to achieve seamless (i.e., no drifting errors) switching, some non-predictive frames can be inserted periodically into each non-scalable bit-stream as key frames, and switching is performed by correctly selecting the non-scalable bit-stream according to the available channel bandwidth and delivering the corresponding key frame to the client [4–6]. To achieve more flexible bandwidth adaptation, more key frame insertion points are needed. However, frequently inserting key frames into a non-scalable bit-stream will seriously degrade the coding efficiency because no temporal correlation is exploited in the coding of a key frame.

Another way to achieve the seamless switching is to transmit the difference between $F_i(\cdot)$ and $F_j(\cdot)$ at each switching point. Although the temporal redundancy has been exploited in the individual coding of $F_i(\cdot)$ or $F_j(\cdot)$, lossless representation of the difference between them needs a lot of bits (as overhead)—the number could be much more than that of an I-frame, which is too large to be accepted. As a compromise, further compression is needed to reduce the number...
of overhead bits, while the negative impact is that both $F_i(\cdot)$ and $F_j(\cdot)$ will be changed at each switching point, thus possibly leading to some quality drop. Furthermore, the coding quality of all subsequent frames before the next I-frame is very likely to drop also.

So far, there have been a few works on how to modify $F_i(\cdot)$ and $F_j(\cdot)$ so as to achieve the best tradeoff between the number of overhead bits and the quality drop [7–10]. The so-called SP/SI frames developed for this purpose have been included in the most recent video coding standards H.264/MPEG-4 Part 10 [11] and their R-D performance under various networking conditions has been studied in [12, 13]. The SP-frame idea has also been applied to achieve seamless switching among scalable bit-streams [14]. One common feature of these works is that the extra processing at each switching point is performed in the DCT coefficient domain. The intrinsic reason lies on the fact that the underlying codec used there is a DCT-based scheme. At this present time, we feel that the compromise achieved so far is still not very satisfactory. For instance, several tens of kilobits are usually needed for each secondary SP-frame of QCIF format and the quality drop is controlled within about 0.5 dB in the low-to-high switching case [9]. Furthermore, there are many secondary SP-frames at each switching point that need to be generated and stored at server to support arbitrary switching among multiple (more than two) bit-streams.

In our work, we attempt to develop a more effective switching mechanism for multiple non-scalable video bit-streams that can be made seamless at a better R-D performance as compared to those existing schemes. The unique feature of our scheme is that the extra processing at each switching point is performed in a wavelet domain.

The rest of this paper is organized as follows. Section 2 explains how the reconstructed frame $F_i(\cdot)$ at each preselected switching point is further processed in the wavelet domain, with emphasis on the optimal bit allocation and the impact on the coding of all subsequent frames. Then, a trivial switching mechanism is presented in Section 3, which is based on independent wavelet processing of the reconstructed frame $F_i(\cdot)$ for each rate $r_i$. Section 4 presents a joint wavelet processing of two reconstructed frames $F_i(\cdot)$ and $F_j(\cdot)$ so as to potentially achieve a better rate-distortion performance. Switching among multiple (more than two) bit-streams is studied in Section 5. Some experimental results are given in Section 6. Finally, Section 7 presents the conclusions of this paper.

2. WAVELET-DOMAIN PROCESSING OF RECONSTRUCTED FRAMES

To achieve a seamless switching, the reconstructed frame at each switching point need undergo through some extra processing. For instance, such processing is performed in the DCT domain in [7–10, 12–15]. In our work, we propose to perform this extra processing in the wavelet domain. To this end, we apply a wavelet decomposition to the reconstructed frame at each preselected switching points and then perform a lossy coding at a given bit budget. The reason we choose a wavelet coding is twofold: (1) a lot of previous studies proved that the wavelet coding is better than the DCT-based coding; and (2) the wavelet coding can be made scalable easily, which is essential in our MBR-based streaming system to control the overhead budget that is needed at each switching point.

The wavelet coding we have chosen in this paper is the SPIHT algorithm [16]. SPIHT itself is simple and straightforward. The only critical issue here is how to allocate the given bit budget over individual hierarchical trees that are formed after the wavelet decomposition, as discussed in the following.

2.1. Optimal bit allocation

The simplest strategy is to average the total budget over all hierarchical trees. However, we know that, due to the spatial location and intrinsic characteristics of individual trees, they play a role with different importance among a whole frame. For example, one can pay more attention to the center of a frame instead of its boundary; while a block that has larger variation tends to be more important toward the overall coding quality. Therefore, a bit allocation optimization is necessary.

Following the SPIHT principle, we know that a number of hierarchical trees, denoted as $T(k)$, $k = 1, 2, \ldots, K$, are generated after the wavelet decomposition of the reconstructed frame at a switching point. Each tree can be represented into an embedded bit-stream that can be truncated at any position, $n_k$. The contribution of $T(k)$ after truncating at $n_k$ toward the overall distortion is denoted as $D_k(n_k)$. The goal of our optimal bit allocation is to select the truncation position in the embedded bit-stream of each hierarchical tree, that is, $\{n_k \mid k = 1, 2, \ldots, K\}$, so as to minimize the overall distortion $D = \sum D_k(n_k)$ subject to the total budget $B$, that is, $\sum n_k \leq B$.

To achieve this goal, one may construct a Lagrangian-type problem and try to solve it. However, since we cannot derive the exact expression of $D_k(n_k)$ in terms of $n_k$, this problem is not solvable analytically. In our work, we develop the following method: for the $k$th bit-plane of the $k$th hierarchical tree, we define a unit coding contribution (UCC) as the ratio of the distortion reduction and the number of bits used to code losslessly the entire bit-plane (using SPIHT), denoted as $S(k)$.

After computing all $S(k)$’s, we rank them from the largest to the smallest. Then, the SPIHT coding always starts with the bit-plane with the largest UCC, continues on the second largest one, and so on. For example, Figure 2(a) shows the coding sequence where 4 hierarchical trees are included and each tree has 3 bit-planes. It is seen from this figure that there are 7 bit-planes totally to be selected/coded for transmission.

However, it is easy to see that such arrangement will run into problem in practice. As the bit-plane $N - 1$ of $T_2$ is not selected, all bits received for the bit-plane $N - 2$ of $T_2$ are not decodable. Similarly, as the bit-plane $N - 2$ is selected before the bit-plane $N$ in $T_3$, all bits in the bit-plane $N - 2$ of $T_3$ may become undecodable if it happens that some bits in the
bit-plane $N$ of $T_3$ are not sent. Some adjustments are therefore necessary. For this example, the correct coding sequence after the adjustment is shown in Figure 2(b).

In practice, we need to compute $S_l(k)$, for each rate $r_i$, from the reconstructed frame $F_i(\cdot)$ at each switching point. Once the coding sequence is determined, we start the SPIHT coding until the given budget $B$ is used up. In this way, $B$ is unevenly allocated over all hierarchical trees. The following matrix shows the actual bit allocation (with the total budget $B = 60$ kilobits) for the video sequence “Akiyo” ($Y$-component) at frame #15 (the original video sequence of CIF format is coded using H.264 with $QP = 34$ and the 9/7 filter bank is used in the wavelet decomposition of 5 levels): it is seen that the allocation is very uneven:

$$[\text{BAM}] = [b(u, v)]_{U \times V} =$$

$$
\begin{bmatrix}
226 & 216 & 203 & 164 & 43 & 51 & 155 & 171 & 70 & 135 & 342 \\
228 & 286 & 129 & 204 & 798 & 991 & 848 & 305 & 588 & 414 & 398 \\
120 & 256 & 149 & 200 & 881 & 1138 & 835 & 448 & 469 & 352 & 405 \\
87 & 184 & 181 & 158 & 2171 & 1504 & 1225 & 817 & 109 & 187 & 406 \\
256 & 277 & 303 & 187 & 1592 & 1659 & 1191 & 609 & 90 & 171 & 385 \\
129 & 139 & 381 & 834 & 1420 & 1261 & 1306 & 1060 & 674 & 148 & 329 \\
145 & 129 & 1394 & 270 & 614 & 1633 & 1091 & 844 & 453 & 938 & 399 \\
232 & 638 & 588 & 238 & 231 & 1602 & 1156 & 1033 & 330 & 1451 & 307 \\
101 & 770 & 622 & 263 & 163 & 1208 & 3032 & 1340 & 1626 & 941 & 569 \\
\end{bmatrix}
$$

To understand how big this impact could be, we did many experiments, with some results presented in the following (the original video sequence is coded using H.264 with a QP value specified in each figure).

Figure 3 shows some results where there are 6 frames (one for every 15 frames) specified as switching frames among 100 frames of the “Akiyo,” “Foreman,” “Stefan,” and “Mobile” sequences (all of CIF format and at 30 frames/second), respectively. At each switching point, the reconstructed frame after the H.264 coding is further processed by SPIHT at $B = 53 + 6 + 6$ kilobits (for $Y$, $U$, and $V$ components, resp.) for “Akiyo,” $B = 70 + 10 + 10$ kilobits for “Foreman,” $B = 140 + 10 + 10$ kilobits for “Stefan,” and $B = 200 + 15 + 15$ kilobits for “Mobile,” respectively. The optimal bit allocation strategy developed above is used in each SPIHT processing, and the SPIHT processed frames at all switching points are used in the coding of all subsequent frames.

It is seen from these results that all quality curves after performing the SPIHT processing at each switching point

\[1\] It is important to notice that the same impact also happens in the SP-frame coding scheme in H.264 when comparing against the coding without SP-frames.
(the white colored curves with small-triangle markers) do experience certain quality drop, compared to the corresponding curves (the black curves without any markers) where all frames (except for the first one) are coded as P-frames. While the drop in “Akiyo” is quite noticeable (more than 1 dB), it is well-controlled within 0.5 dB for other three sequences. Another interesting observation from Figure 3 is that the coding quality drop at one switching point does not seem to add up with others at all switching points thereafter for “Foreman,” “Stefan,” and “Mobile,” whereas this adding-up effect seems to be existing slightly in “Akiyo.”

Figure 3 also includes the corresponding results (the dark grey colored curves with small-diamond markers) obtained by doing a requantization in the DCT domain—the same as was used in H.264 to generate the primary SP-frames [7–10], where the requantization factor SPQP is set at 24. It is clear that the SP-frame scheme yields results that are better than our results for the “Akiyo” sequence, about the same for the “Foreman” sequence, but slightly worse for the “Stefan” and “Mobile” sequences. In the meantime, it is worth to point out that the coding quality drop shown in Figure 3 is much smaller when comparing with what is experienced in the FGS coding (i.e., usually 3 dB). A comparison between the bit budget used in the SPIHT processing and the size of each secondary SP-frame generated in H.264 will be presented in the next section.

3. A TRIVIAL SWITCHING ARRANGEMENT

After the switching frame $F_i(t_0)$ is further processed using the SPIHT algorithm for each rate $r_i$ so as to obtain the modified version $\bar{F}_i(t_0)$, a trivial switching mechanism between two bit-streams can be arranged as in Figure 4.

Suppose that the bit-stream at rate $r_i$ is currently streamed and a switching to the rate $r_j$ is needed right at the preselected point $t_0$. Then, the transmitted video frames around the switching point are $\{F_i(t_0 - 1), F_i(t_0), F_j(t_0 + 1)\}$. From our earlier analysis, we can see that the number of bits used for representing $\bar{F}_j(t_0)$ is about 1 kilobit + $B_j$, where $B_j$ is the total bit budget allowed at each switching.
point to SPIHT-code $F_j(t_0)$ into $F_j(t_0')$, and about 1 kilobit is needed to represent $[\text{BAM}]_j$ (as $F_j(t_0)$ is not available at the switching point—we need to know $[\text{BAM}]_j$ so that all received bits for representing $F_j(t_0')$ can be correctly partitioned among all hierarchical trees). On the other hand, the transmitted frames are $\{F_i(t_0-1), F_i(t_0'), F_i(t_0), F_i(t_0+1)\}$ if no switching happens at $t_0$. It is important to notice that the SPIHT processing on $F_i(t_0)$ so as to generate $F_i(t_0')$ does not require any extra bits to be sent, because the same processing can be done at the receiver side.

Comparing with the SP-frame switching method in H.264, we see that the frame $F_j(t_0')$ plays the role of an SP-frame at the switching point when a switching from $r_j$ to $r_j'$ indeed happens. Furthermore, it is interesting to notice that $F_j(t_0')$ also plays the role of an SI-frame for the purpose of splicing and random access/browsing. According to our earlier analysis, the bit count for a switching frame is about 1 kilobit plus the selected budget. For all test sequences used above, we have run H.264 to generate all secondary SP-frames under the same configuration as used in Figure 3, and Table 1 presents the sizes of these secondary SP-frames at each preselected switching point for switching between $i$ and $j$, where $i$ and $j$ refer to the bit-counts listed in Table 1 to choose the budget $\vec{B}_j(t_0)$.

In the direct switching scheme, the frames to be transmitted for the switching from $r_i$ to $r_j$ at the switching point $t_0$ is $\{F_i(t_0-1), F_j(t_0), F_j(t_0+1)\}$. Thus, the bit set $\mathbf{Z}_j(t_0)$ needs to be sent right at the switching point $t_0$. In most coding applications, $C_j(t_0)$—the bit count in $\mathbf{Z}_j(t_0)$ would be much smaller than $B_j$. For instance, the typical value of $C_j(t_0)$ is about 2–4 kilobits in the coding of video sources of 30 frames/second at 128 kilobits/second, whereas $B_j$ is usually several tens of kilobits.

Another feature of this trivial switching arrangement is that two reconstructed frames are independently processed (using SPIHT) according to their individual budgets. In reality, however, we know that there typically exists a strong similarity between these two reconstructed frames so that a joint processing seems more appropriate. Such a joint processing will be presented in the next section.

4. **JOINT PROCESSING OF SWITCHING FRAMES AT TWO BIT-RATES**

We only consider the switching between two non-scalable bit-streams in this section, while the extension to multiple (more than two) bit-streams is discussed later in Section 5. In this scenario, we feed both reconstructed frames at each preselected switching point into a joint SPIHT-type processing, as shown in Figure 5.

The upper part outlined by the dash-line box is the non-scalable coding of a source video at the higher bit-rate $r_H$, and the corresponding coding at the lower bit-rate $r_L$ is shown in the bottom part. After the reconstruction, however, two coded versions at bit-rates $r_H$ and $r_L$ are fed into the joint SPIHT box for some extra processing, as outlined in the following.

**Step 1.** Both $F_H(t_0)$ and $F_L(t_0)$ at a preselected switching point $t_0$ undergo the same wavelet decomposition with the maximum depth (e.g., 5 levels are needed in the CIF format) to generate all hierarchical trees $T_H(u,v)$ and $T_L(u,v)$ (e.g., there are totally $9 \times 11 = 99$ hierarchical trees in the CIF format).

**Step 2.** The SPIHT coding is performed on $F_H(t_0)$ and $F_L(t_0)$, respectively, according to their bit allocation maps $[\text{BAM}]_H$ and $[\text{BAM}]_L$, that can be derived from the allowed total budgets $B_H$ and $B_L$. After the SPIHT coding, each hierarchical tree is denoted as $\hat{T}_H(u,v)$ or $\hat{T}_L(u,v)$, with length $b_H(u,v)$ or $b_L(u,v)$, respectively.

**Step 3.** We start a joint processing on two coded hierarchical trees $\hat{T}_H(u,v)$ and $\hat{T}_L(u,v)$ (for each $(u,v)$) by representing the difference between them.

Some explanations are in order. First of all, the coding of all subsequent frames after a switching point $t_0$ is based on the modified versions of $F_H(t_0')$ and $F_L(t_0')$, that is, $\hat{F}_H(t_0')$ and $\hat{F}_L(t_0')$, as shown in Figure 5, no matter whether a switching indeed happens or not at $t_0$ during streaming. This usually will cause some quality drop. From our study presented in Section 2, such quality drop has been controlled within a small level. Secondly, when no switching happens at time $t_0$, the frame $F_H(t_0')$ or $F_L(t_0')$ reconstructed at the decoder side has to undergo the same (as what is done at the encoder side) wavelet compression so as to generate $\hat{F}_H(t_0')$ or $\hat{F}_L(t_0')$ (for synchronizing the encoder and the decoder). In practice, this is doable as we know the budget $B_H$ or $B_L$ at the decoder side so that the same $[\text{BAM}]_H$ or $[\text{BAM}]_L$ can be derived. Thus, zero overhead bits are needed if no switching happens at $t_0$. Thirdly, all bits representing the difference between $\hat{F}_H(t_0')$ and $\hat{F}_L(t_0')$ need to be sent as overhead when a switching between $r_H$ and $r_L$ does happen at $t_0$.

The block diagram of representing the difference between $\hat{F}_H(t_0')$ and $\hat{F}_L(t_0')$ (during the SPIHT coding process of individual hierarchical trees) is as simple as shown in Figure 6, with principle as follows: (1) a bit 0 is recorded if the first corresponding bits of $\hat{T}_H(u,v)$ and $\hat{T}_L(u,v)$ are the same, and we continuously record the bit 0 if the corresponding
Table 1: Bit counts of the secondary SP frames in various test sequences.

| Sequence | Switching direction | Switching #1 | Switching #2 | Switching #3 | Switching #4 | Switching #5 | Switching #6 |
|----------|---------------------|--------------|--------------|--------------|--------------|--------------|--------------|
| Akiyo    | QP: 28 → 36        | 72,600       | 73,688       | 73,656       | 73,336       | 74,848       | 73,416       |
|          | QP: 36 → 28        | 74,376       | 75,440       | 75,384       | 75,152       | 76,696       | 75,216       |
| Foreman  | QP: 28 → 36        | 112,600      | 111,240      | 107,496      | 113,408      | 107,2484     | 117,392      |
|          | QP: 36 → 28        | 117,448      | 115,600      | 111,632      | 117,872      | 111,776      | 123,304      |
| Stefan   | QP: 28 → 36        | 199,288      | 196,504      | 199,240      | 194,160      | 194,520      | 203,424      |
|          | QP: 36 → 28        | 207,176      | 203,688      | 208,816      | 205,504      | 207,120      | 216,504      |
| Mobile   | QP: 28 → 36        | 254,584      | 251,600      | 254,784      | 257,600      | 265,888      | 272,720      |
|          | QP: 36 → 28        | 275,456      | 272,768      | 274,432      | 280,352      | 288,888      | 296,200      |

Figure 5: Joint SPIHT processing of two reconstructed frames at each switching point.

Figure 6: Block diagram for the joint SPIHT processing of two coded frames at a switching point.

bits of $T_H(u,v)$ and $T_L(u,v)$ are also the same (e.g., the first 5 bits of $T_H(u,v)$ and $T_L(u,v)$, shown by the concatenated squares in Figure 6); and (2) as long as we observe that the corresponding bits of $T_H(u,v)$ and $T_L(u,v)$ are not the same for the first time, all remaining bits of $T_H(u,v)$ (the white colored horizontal bar shown in Figure 6) are recorded into the box denoted as “extra bit-stream for switching up” (i.e., from $r_L$ to $r_H$); while all remaining bits of $T_L(u,v)$ (the gray colored horizontal bar shown in Figure 6) are recorded into the box denoted as “extra bit-stream for switching down” (i.e., from $r_H$ to $r_L$).

Because both $F_L(t_0)$ and $F_H(t_0)$ are coded from the same original frame $F(t_0)$, there exists a high degree of similarity between them. Thus, a lot of leading bits in the coding of two corresponding hierarchical trees $T_H(u,v)$ and $T_L(u,v)$ would be the same for each $(u,v)$. In practice, instead of sending these leading 0 bits (as deleted by a big cross in Figure 6), we use an integer $N(u,v)$ to represent the runlength so as to achieve a much higher efficiency. In our simulations, we observed that the number of these same leading bits is often quite large, with the maximum and average being about 250 and 60, respectively, which thus can be fully covered by 8 bits.

No matter a switching between $r_L$ and $r_H$ indeed happens or not at $t_0$ during the practical streaming service, we always send the bit set $Z_L(t_0)$ or $Z_H(t_0)$ (needing $C_L(t_0)$ or $C_H(t_0)$ bits, resp.) so that we know either $F_L(t_0)$ or $F_H(t_0)$ at this switching point. Obviously, zero overhead bits are needed if no switching happens at $t_0$. However, we need to use the reconstructed $F_L(t_0)$ or $F_H(t_0)$ to compute the bit allocation map $[BAM]_L$ or $[BAM]_H$ according to the given total budget $B_L$ or $B_H$ (as discussed in Section 2), and then $F_L(t_0)$ or $F_H(t_0)$ needs to go through the SPIHT processing so as to generate $F_L(t_0)$ or $F_H(t_0)$.

On the other hand, if a switching does happen at $t_0$, we still can compute one bit allocation map $[BAM]_L$ or $[BAM]_H$ (as either $F_L(t_0)$ or $F_H(t_0)$ is also available), while the other map needs about 1 kilobit (as overhead) to represent. Then, $F_L(t_0)$ or $F_H(t_0)$ goes through the SPIHT processing according to the computed bit allocation map. However, we only keep the first $N(u,v)$ bits during the SPIHT coding of its $(u,v)$th hierarchical tree. According to our earlier discussion, these first $N(u,v)$ bits are the same in the coding of the $(u,v)$th hierarchical tree of both $F_L(t_0)$ and $F_H(t_0)$, while $N(u,v)$ itself needs 8 bits to represent. Therefore, we can derive that the total number of bits to be sent for a switching is

$$R_{H-L} = E + B_{L\text{or}H} + C_{H\text{or}L}(t_0) + 8 \cdot (U \times V) - \sum N(u,v),$$

where $E$ denotes the number of bits used to represent the dif-

\footnote{Alternatively, we can represent the difference between these two maps so as to reduce the overhead bit count, and this strategy has been adopted in our system.}
Figure 7: Switching among three bit-streams at the preselected point.

ference between [BAM]₂ and [BAM]₁ (which is now smaller than 1 kilobit for the CIF format), and $U = 9$ and $V = 11$ for the CIF format. It is clear that this new switching arrangement becomes more efficient than the trivial switching mechanism presented in Section 3 as long as $\sum N(u, v) > E + C_{H(\text{or } L)}(t_0) + 8 \cdot (U \times V) - 1$ kilobit.

5. SWITCHING AMONG MULTIPLE BIT-STREAMS

For switching among more than two bit-streams coded at rates $r_i, i = 1, 2, \ldots, M$, each reconstructed frame $F_i(t_0)$ at the switching point $t_0$ is coded using SPIHT at the selected budget $B_i$ so as to generate $\hat{F}_i(t_0)$. Then, the trivial switching arrangement developed in Section 3 can be extended readily to this multiple bit-rate case, see Figure 7 for an example where $M = 3$ and only one switching point is included. Clearly, this arrangement allows any arbitrary switching, that is, between rate $r_i$ and rate $r_j$ for all $j \neq i$. As discussed in Section 3, the total number of bits to be sent is about 1 kilobit + $B_i$ if a switching from any rate to $r_i$ indeed happens at a preselected switching point $t_0$. As discussed in Section 4, this number could be further reduced by using the joint SPIHT processing between $r_i$ and $r_j$. Therefore, the joint processing will be enforced at a switching point only when it can reduce the count of overhead bits that needs to be sent. On the other hand, no overhead bits are sent if no switching happens at $t_0$; only the bit set $Z_i(t_0)$ needs to be sent, whereas the corresponding SPIHT needs to be performed at the decoder side so as to generate $\hat{F}_i(t_0)$.

It is clear from Figure 7 that we need to store a number of $M$ extra frames $\hat{F}_i(t_0), i = 1, 2, \ldots, M$, at the video server, to support any arbitrary switching between $r_i$ and $r_j$ for all $j \neq i$. On the other hand, there are totally $M \cdot (M - 1)$ secondary SP-frames that need to be generated and stored at the server in the SP-frame switching scheme to support any arbitrary switching—which is obviously very disadvantageous.

Compared to the scheme proposed in [15] where a new bit-stream (called the S-stream) is generated at each switching point and it will be selected when a switching indeed happens at this point, each switching frame in our method is generated in the intra-coding manner. As a result, each switching frame generated in our method serves both the switching task and the purpose of random access and browsing. Furthermore, it has been demonstrated in [9] that each S-stream is less efficient than the corresponding SP-frame switching, whereas some results will be presented in the next section to show that our switching scheme provides a better rate-distortion performance than the SP-frame switching.

In principle, we should select different bit budget $B_i$ for different rate $r_i$ in the implementation of our switching scheme. In reality, however, it is rather difficult to establish an accurate relationship between them. For instance, it is not necessarily true that a smaller budget should be used for a smaller rate. In our H.264-based experiments, we observed that, in the switching-down case, the size of the secondary SP-frame for switching from the maximum rate to the minimum rate is actually larger than that of the corresponding secondary SP-frame for switching from the same maximum rate to any of other lower rates (not the minimum one). This result seems to be rather absurd: more overhead bits need to be sent when a bigger bandwidth drop is detected! In fact, how to handle this problem is left over as one of our future works.

For simplicity, we choose the budget $B_i$ for each rate based on the sizes of the corresponding secondary SP-frames. For example, for $r_i$, there are $M - 1$ switching-in cases (from $r_j$ for all $j \neq i$) at each switching point. Then, we run H.264 with a selected SPQP to obtain the sizes of all $M - 1$ secondary SP-frames, and choose $B_i$ at a number that is slightly smaller than the minimum size. In general, for each $r_i$, this will result in different $B_i$ at different switching points. In our simulations, however, we try to ignore this variation and thus use the same $B_i$ at all switching points.

6. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, we provide some experimental results to illustrate the coding efficiency of our proposed switching method. In our simulations, 5 bit-streams are generated by using H.264 at different SPQP values: $QP_1 = 24$, $QP_2 = 28$, $QP_3 = 32$, $QP_2 = 36$, and $QP_1 = 40$, respectively. Overall, 100 frames are encoded, with the first frame as I-frame and the rest of them as P-frames. Then, six switching points are selected at #15, #30, #45, #60, #75, and #90, respectively. The switching arrangement is similar to the one shown in Figure 7, while the 9/7 filter bank is used to perform the wavelet decomposition of 5 levels.

Figure 8 shows the results in terms of luminance PSNR for the “Foreman” and “Stefan” sequences, while Table 2 lists the bit budgets used to obtain these results in which 20 kilobits are used for the $U$ and $V$ components and the remaining is for the Y component. It should be pointed out that these budgets are determined by referring to the sizes of the corresponding secondary SP-frames obtained in running H.264 with a fixed SPQP at 24 for all rates (see the discussions at the end of Section 5). Thus, different budgets may be used if other SPQP values are used to generate SP-frames.

For each of these two sequences, the first plot shows the monotonic switching-up scenario, the second one shows the
Figure 8: Four switching scenarios among five bit-streams of “Foreman” and “Stefan.”
Table 2: Budgets (in kilobits) used in our simulations—same at all switching points.

| Sequence | QP = 40 | QP = 36 | QP = 32 | QP = 28 | QP = 24 |
|----------|---------|---------|---------|---------|---------|
| Foreman  | 75 + 10 + 10 | 75 + 10 + 10 | 70 + 10 + 10 | 60 + 10 + 10 | 65 + 10 + 10 |
| Stefan   | 170 + 10 + 10 | 160 + 10 + 10 | 120 + 10 + 10 | 120 + 10 + 10 | 130 + 10 + 10 |

Table 3: Sizes of secondary SP-frames to be sent at each switching point (in bits).

| Sequence | Scenario | #1      | #2      | #3      | #4      | #5      | #6      |
|----------|----------|---------|---------|---------|---------|---------|---------|
| Foreman  | Up       | 109,792 | 101,880 | 97,664  | 96,496  | —       | —       |
|          | Down     | 95,584  | 96,920  | 98,672  | 105,992 | —       | —       |
|          | Alternate| 142,504 | 136,968 | 139,120 | 137,688 | 137,680 | 143,512 |
|          | Random   | 116,896 | 144,472 | 103,904 | 117,352 | 103,552 | 110,256 |
| Stefan   | Up       | 202,272 | 185,920 | 177,936 | 156,176 | —       | —       |
|          | Down     | 159,504 | 169,104 | 185,688 | 195,208 | —       | —       |
|          | Alternate| 239,224 | 233,576 | 251,232 | 228,912 | 253,576 | 237,504 |
|          | Random   | 207,408 | 244,616 | 177,800 | 209,608 | 198,024 | 200,424 |

Our future works will be focusing on how to handle the switching-down case more effectively so that much fewer bits need to be sent in this scenario. On the other hand, we know that the SPIHT coding plays a critical role in our switching scheme. Although SPIHT itself is quite efficient, trying to further increase the coding efficiency is also one of our future works. In the meantime, we will also consider other popular ways to accommodate possible bandwidth changes, such as frame-skipping and down-sizing, so as to facilitate a more practical streaming system.
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