Estimating cross-border mobility from the difference in peak-timing: A case study in Poland-Germany border regions
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Abstract

Human mobility contributes to the fast spatio-temporal propagation of infectious diseases. During an outbreak, monitoring the infection situation on either side of an international border is very crucial as there is always a higher risk of disease importation associated with cross-border migration. Mechanistic models are effective tools to investigate the consequences of cross-border mobility on disease dynamics and help in designing effective control strategies. However, in practice, due to the unavailability of cross-border mobility data, it becomes difficult to propose reliable, model-based strategies. In this study, we propose a method for estimating cross-border mobility flux between any pair of regions that share an international border from the observed difference in the timing of the infection peak in each region. Assuming the underlying disease dynamics is governed by a Susceptible-Infected-Recovered (SIR) model, we employ stochastic simulations to obtain the maximum likelihood cross-border mobility estimate for any pair of regions where the difference in peak time can be measured. We then investigate how the estimate of cross-border mobility flux varies depending on the disease transmission rate, which is a key epidemiological parameter. We further show that the uncertainty in mobility flux estimates decreases for higher disease transmission rates and larger observed differences in peak timing. Finally, as a case study,
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we apply the method to some selected regions along the Poland-Germany border which are directly connected through multiple modes of transportation and quantify the cross-border fluxes from the COVID-19 cases data during the period 20th February 2021 to 20th June 2021.
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1. Introduction

In recent times, sporadic infectious disease outbreaks have created massive disruptions not only in public health functioning but also in socioeconomic developments. Incomplete knowledge of disease transmission mechanisms, and unavailability of effective medical treatment cause difficulties in controlling disease spread. Advances in modern transportation technology further accelerate the spatial spread of infection and complicate the management of disease spread in affected regions (Brockmann, 2009; Findlater and Bogoch, 2018). Mobility can occur on different spatial scales within a country. The complex interconnections among multiple scales limit the predictability of spatio-temporal patterns of disease spread (Alessandretti et al., 2020; Barbosa et al., 2018; Schläpfer et al., 2021). Alternatively, inter-country migration often acts to introduce new pathogens in non-affected countries and within-country mobility can then quickly spread the disease throughout the country (Wilder-Smith and Gubler, 2008). Inter-country migration occurs primarily in two ways: international air-travel and daily commuting between countries sharing a border. The availability of digital technology makes it possible to keep track of the fluxes of global air-travel passengers. Moreover, during an outbreak, it helps to implement measures like airport screening, quarantining upon arrival, and contact tracing, which reduce the risk of disease import due to air travel. On the other hand, for daily cross-country mobility, due to a lack of convenient real-time database management (Cavallaro and Dianin, 2019), it is often difficult to estimate the mobility flow, and, in turn, to quantify the component of infection risk because of human mobility.

Mathematical models are important tools for assessing the risk of disease import from a neighboring country and investigating the consequences of different control strategies. Reliable information on cross-border mobility flow not only hints at the effectiveness of intervention strategies like lockdowns or
border-control measures but is also a key input parameter for multi-national epidemiological models in evaluating the performance of spatially-explicit intervention strategies. In very few cases, mobility flux information can be obtained from technology companies, public transit data, census data, and survey data. However, these data are very expensive to obtain, and often not publicly available due to privacy laws. Therefore, estimation of cross-country mobility flux remains a challenging task in the context of infectious disease modelling.

In spatial epidemiological analyses, mobility flux is usually accounted for via the gravity model, the radiation model, or related approaches (Balcan et al., 2009; Jandarov et al., 2014; Xia et al., 2004; Senapati et al., 2019; Mari et al., 2012; Yang et al., 2015; Mertel et al., 2022). However, despite their wide use in the literature, these models have certain limitations as they rely on tuneable parameters which can vary with spatial location (Simini et al., 2012). Similarly, several theoretical frameworks have been proposed to reconstruct the underlying connection topology from the observed dynamics of the focal system (Timme, 2007; Casadiego et al., 2017; Shandilya and Timme, 2011). These methods have been mainly applied to those systems that exhibit oscillatory dynamics, such as coupled chaotic oscillators (Gao and Yan, 2022; Ching et al., 2015; Shi et al., 2021), EEG time series data (Alves et al., 2022), or neuronal systems (Sysoeva et al., 2021). Recently, Hempel and Earn (2020) proposed a method to estimate the coupling strength between two regions from invasion time, which is the time taken to reach the focal region after an infection is seeded in a neighboring region. In practice, however, the invasion time will not likely be a reliable enough basis for extracting mobility flow. This is because disease monitoring systems typically face the greatest difficulties in the early phase of a disease outbreak due to incompleteness or delays in reporting. Consequently, all existing methods for estimating spatial connectivity are either data-hungry or depend heavily on precise information related to data reporting. A need therefore exists for a practical method that overcomes these limitations and can estimate cross-border mobility from imperfect monitoring data.

To this end, we propose an intuitive approach based on maximum-likelihood estimation to quantify the cross-border mobility flux for a pair of regions situated in two different countries. Our method assumes the underlying disease dynamics is governed by a simple Susceptible-Infected-Recovered (SIR) model and estimates the mobility flux from the observed difference in the timing of peak of infection between two regions. We first theoretically inves-
tigate, under realistic epidemiological assumptions, how the observed difference in peak-timing can effectively recover the underlying mobility between two regions and how the estimate of mobility varies depending on the disease transmission rate. Next, as a case study, we use our method to estimate the cross-country mobility flux from COVID-19 incidence data for the pair of regions which are connected directly through multiple modes of transportation and are located on either side of the Poland-Germany border.

2. Methods

2.1. Deterministic model

We consider a standard deterministic two-patch SIR model incorporating short-term or commuting-type migration. Each spatial unit in our study, such as a district or even a state which shares border, can be considered a patch. In each patch $i$, the total population is divided into three classes based on health status: susceptible ($S_i$), infected ($I_i$), and recovered ($R_i$). Since the patches are connected through migration, the disease dynamics in each patch has two components: (i) disease dynamics within the patch, and (ii) disease dynamics between the patches. The mathematical equations describing the mechanism of disease dynamics in this two-patch scenario is given as follows:

$$\begin{align*}
\frac{dS_i}{dt} &= - \sum_{j=1}^{2} \beta_{ij} m_{ij} S_i \left( \frac{\sum_{k=1}^{2} m_{kj} I_k}{\sum_{k=1}^{2} m_{kj} N_k} \right), \\
\frac{dI_i}{dt} &= \sum_{j=1}^{2} \beta_{ij} m_{ij} S_i \left( \frac{\sum_{k=1}^{2} m_{kj} I_k}{\sum_{k=1}^{2} m_{kj} N_k} \right) - \gamma_i I_i, \\
\frac{dR_i}{dt} &= \gamma_i I_i, \quad i = 1, 2.
\end{align*}$$

The rate at which the susceptible population in patch $i$ gets infected in patch $j$ is given by the product of three terms: the risk of infection in patch $j$ ($\beta_{ij}$), the number of susceptibles from patch $i$ who are currently in patch $j$ ($m_{ij} S_i$),
and the proportion of the population that is infected in patch $j$ 
\[
\left(\sum_{k=1}^{2} m_{kj} I_k \right) \left/ \left(\sum_{k=1}^{2} m_{kj} N_k \right)\right.
\]
Here, $N_j$ denotes the total population in patch $j$ and $\sum_{k=1}^{2} m_{kj} N_k$ gives the total population currently present in patch $j$ is called effective population of patch $j$ (Bichara et al., 2015). The model, (1), has two epidemiological parameters: transmission rate ($\beta_i$), and infectious period ($\gamma_i$). The matrix $m_{ij}$ is called the residence-time matrix, where the element $m_{ij}$ can be interpreted as the fraction of people from patch $i$ that visited patch $j$ (Bichara et al., 2015). Since $m_{ij}$ denotes the fraction of mobility flux, we have the constraint $\sum_{j=1}^{2} m_{ij} = 1$, for $i = 1, 2$.

For a fixed set of model parameters and initial conditions, we define $t_d$ as the difference between the peak timing of these two regions, which can be expressed:
\[
t_d = |t_1^{\text{max}} - t_2^{\text{max}}|,
\]
where, $t_1^{\text{max}}$ and $t_2^{\text{max}}$ denote the time points at which the trajectories of the infected populations $I_1(t)$ and $I_2(t)$ reach their respective maxima.

2.2. Stochastic model

Here we are interested in estimating the cross-border mobility flux from the observed difference in peak timing, $t_d$. It should be noted that in a deterministic setup, for given model parameters and initial conditions, we will always end up with exactly one $t_d$. Therefore, we introduce randomness into the model as a form of demographic stochasticity. Here demographic stochasticity refers to the fluctuations in the disease propagation process arising from the random nature of disease transmission and recovery events at the individual level. We consider a standard event-driven approach called the tau-leaping method (Gillespie, 2001). This method is a modified version of the Gillespie algorithm where the inter-event duration is kept fixed instead of following an exponential distribution, which increases computational efficiency (Gillespie, 2001; Gillespie and Petzold, 2003).

Let us denote the number of transmission and recovery events at time $t$ for each patch $i$ (i=1, 2) by $\mathcal{E}_{\text{Trans}}^i(t)$ and $\mathcal{E}_{\text{Rec}}^i(t)$ respectively. The transition probabilities for the events $\mathcal{E}_{\text{Trans}}^i(t)$ and $\mathcal{E}_{\text{Rec}}^i(t)$ that occur during the small but fixed time interval $\delta t$ can be written as
\[
\mathbb{P}(\delta E^i_{\text{Trans}} = 1 | S_i, I_i, R_i) = \sum_{j=1}^{2} \beta_j m_{ij} S_i \left( \sum_{k=1}^{2} \frac{m_{kj} I_k}{\sum_{k=1}^{2} m_{kj} N_k} \right) \delta t + o(\delta t),
\]

(2)

\[
\mathbb{P}(\delta E^i_{\text{Rec}} = 1 | I_i) = \gamma_i I_i \delta t + o(\delta t),
\]

where, \(\delta E^i_{\text{Trans}} = E^i_{\text{Trans}}(t + \delta t) - E^i_{\text{Trans}}(t)\), and \(\delta E^i_{\text{Rec}} = E^i_{\text{Rec}}(t + \delta t) - E^i_{\text{Rec}}(t)\) for \(i = 1, 2\).

For small \(\delta t\), the increments \(\delta E^i_{\text{Trans}}\) and \(\delta E^i_{\text{Rec}}\) are approximated as Poisson distributed random variables:

\[
\delta E^i_{\text{Trans}} \approx \text{Poisson}\left( \sum_{j=1}^{2} \beta_j m_{ij} S_i \left( \sum_{k=1}^{2} \frac{m_{kj} I_k}{\sum_{k=1}^{2} m_{kj} N_k} \right) \delta t \right),
\]

(3)

\[
\delta E^i_{\text{Rec}} \approx \text{Poisson}(\gamma_i I_i \delta t).
\]

The population sizes in different compartments are then updated as,

\[
\begin{align*}
S_i(t + \delta t) &= S_i(t) - \delta E^i_{\text{Trans}}, \\
I_i(t + \delta t) &= I_i(t) + \delta E^i_{\text{Trans}} - \delta E^i_{\text{Rec}}, \\
R_i(t + \delta t) &= R_i(t) + \delta E^i_{\text{Rec}}.
\end{align*}
\]

(4)

Given model parameters \(\beta_i, \gamma_i, N_i, I_i(0)\), for a particular residence-time matrix \(m_{ij}\), we generate multiple stochastic realizations. In each realization, we calculate the difference in peak timing (\(t_d\)) and consequently the distribution of it. We show an example in Fig. 1 (A)-(B), where we consider the parameters as \(\beta_1 = 0.30, \beta_2 = 0.20, \gamma_1 = \gamma_2 = 0.07, N_1 = 10000, N_2 = 20000, I_1(0) = 10, I_2(0) = 1\) and generate multiple stochastic realizations. In each of the realizations, we calculate \(t_d\) (see Fig. 1 (A)) and plot its distribution as a histogram (see Fig. 1 (B)).

To produce the likelihoods, we first consider a range of values for the mobility parameter and divide it into 100 linearly-spaced values. Then for each value of mobility parameter, we produce 10000 stochastic simulations and for each simulation, we calculate \(t_d\). The full range of \(t_d\) values is then
divided into 100 bins. Then we calculate the number of simulations for which
the corresponding bin contains the observed $t_d$ and consequently, this gives
the likelihood of mobility parameter given $t_d$. Finally, we take the logarithm
of these likelihoods (i.e. log-likelihoods (LL)) and calculate the maximum
likelihood estimate (MLE) of mobility parameter given $t_d$.

Figure 1: (A) Example of stochastic realizations of the model for a fixed combination of
model parameters. The red and blue trajectories refer to $I_1(t)$, and $I_2(t)$ respectively. The
dashed red and blue line indicate the points at which $I_1(t)$ and $I_2(t)$ attain their maxima
respectively. The difference between these time points is shown as $t_d$. (B) Histogram of
$t_d$ for 10,000 stochastic realizations.

3. Results

We first investigate the relationship between difference in peak timing
($t_d$) and cross-country mobility ($m_{ij}$). For the sake of simplicity we assume
the mobility in both directions is the same, i.e, $m_{12}=m_{21}=m$. We also take
the recovery rates to be the same for both the regions, $\gamma_1 = \gamma_2 = \gamma$. We
fix $\gamma = \frac{1}{14}$ day$^{-1}$ throughout our study unless specified otherwise. For the
transmission rate, we consider two cases: (i) $\beta_1$ and $\beta_2$ are equal, i.e $\beta_1 = \beta_2 = \beta$, and (ii) $\beta_1$ and $\beta_2$ are not equal. We consider the total population
$N_1 = 10000$ and $N_2 = 20000$, which is fixed over time, and we assume initially
there is no recovered individual in either region, i.e $R_1(0) = 0$, and $R_2(0) = 0$.

Following the method described in Section 2.2, for each value of the mo-
tility parameter ($m$), we take 10,000 realizations and calculate $t_d$ for dif-
ferent combinations of initial infected population ($I_1(0)$, and $I_2(0)$) and disease
transmission rate \( (\beta) \). We see that the difference in peak timing \( (t_d) \) gradually decreases with increasing mobility flux \( m \) (see Fig. 2(A)-(F)).

We see that for a particular value of \( m \), the difference in peak timing is higher for low disease transmission rate, and if we increase the transmission rate it starts to decrease. For instance, if we fix initial infecteds as \( I_1(0) = 1 \), and \( I_2(0) = 10 \), we see that for lower transmission rate \( \beta = 0.15 \), and mobility parameter \( m = 0.025 \), the difference in peak timing varies in the range \([0,18]\) days (see Fig. 3(A)). If we slightly increase the transmission rate, i.e \( \beta = 0.2 \), we observe that the range of \( t_d \) shrinks to \([0,10]\) days (see Fig. 3(B)). For higher transmission rate \( (\beta = 0.3) \), the range of \( t_d \), in this case, reduces to \([0,6]\) days (see Fig. 3)(C). Similar patterns are observed even if we change the number of initially infected individuals. For \( I_1(0) = 10 \), and \( I_2(0) = 1 \), we see, for \( \beta = 0.15 \), the range of \( t_d \) is \([0,20]\) (see Fig. 3(D)). It shrinks to \([0,14]\) for...
$\beta = 0.2$ and finally to [1,9] for $\beta = 0.2$ (see Fig. 3(E)-(F)). We also note that for low transmission rate values, the distribution of $t_d$ is flatter than that for higher transmission rates (see Fig. 3). This indicates that estimation of the mobility parameter from observed differences in peak timing ($t_d$) would be associated with greater uncertainty in the scenario where the transmissibility of the infection is comparatively lower.

![Figure 3: (A)-(F) Distribution of $t_d$ corresponding to the mobility parameter $m = 0.025$, for different parameter combinations as mentioned in Fig 2.](image)

Now we explore the feasibility of estimating the mobility flux ($m$) from observed differences in peak timing ($t_d$). We calculate the maximum likelihood estimate (MLE) of the parameter $m$, given observed value of $t_d$, and other model parameters ($\beta, \gamma, N_1, N_2, I_1(0), I_2(0)$). Here, observed value of $t_d$ in each case is obtained by integrating the deterministic model (1) with same set of fixed parameters. Since it is evident from the above analysis that the transmission rate ($\beta$) is influential in calculating $t_d$, for an observed value $t_d$, we consider two different values of $\beta$ and estimate the MLE of the parameter $m$. 
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We calculate the log-likelihood (LL) of the parameter $m$ for a range of possible values using the stochastic simulation described in Section 2.2. Then using cubic-splines, we smooth the likelihood profile to obtain the maximum likelihood estimate and the corresponding confidence interval using a likelihood ratio test. For example, we consider a case where the observed value of $t_d$ is 5 days. If we fix $\beta = 0.2$, then MLE of $m$ is 0.031 and if $\beta$ is taken as 0.3, the MLE of $m$ is reduced to 0.021 (see Fig. 4(A), (C)). In another example, we consider higher observed value of $t_d$, i.e 10 days. In this case, for $\beta = 0.2$ the MLE of $m$ is 0.018 and for $\beta = 0.3$ it becomes 0.01 (see Fig. 4(B),(D)). From Fig. 4(A)-(D), in all four cases, we can see that MLEs of $m$ (vertical solid lines) are quite close to the true value of $m$ (dashed vertical line), the value of mobility parameter obtained from (1) for the corresponding value of $t_d$.

Note also that for a given $t_d$, the uncertainty in estimating the mobility parameter decreases with increasing disease transmission rate $\beta$. For both the lower and higher observed $t_d$ scenarios, the confidence intervals on $m$ shrink when we increase $\beta$ (see Fig. 4(A), (C) and (B), (D)). For a fixed value of $\beta$, if the observed value of $t_d$ is higher, then we also observe reduced uncertainty. For example, if $\beta$ is fixed as 0.2, then the confidence interval on $m$ is wider for $t_d = 5$ days than $t_d = 10$ (see Fig. 4(A), (B)). A similar trend is also observed for higher transmission rates, e.g. $\beta = 0.3$ (see Fig. 4 (C), (D)).
Figure 4: (A)-(D) Maximum likelihood estimates of the mobility parameter ($m$) given the difference in peak timing ($t_d$). The solid circles are the log-likelihood obtained from stochastic simulations and the solid curve is the smoothed likelihood profile. The solid vertical line is the maximum likelihood estimate of $m$ and the dashed vertical line is the true value of $m$, for which the deterministic model (1) gives the corresponding observed value of $t_d$. The shaded region depicts the 75% confidence interval. The remaining parameters are fixed as $\gamma = \frac{1}{14}$, $N_1 = 10000$, $N_2 = 20000$, $I_1(0) = 10$, $I_2(0) = 1$.

Now we consider the case when $\beta_1 \neq \beta_2$. We will explore how the estimate of the mobility parameter changes with the difference in transmission rates. To illustrate this, we consider a case where the observed value of $t_d$ is 5 days. If we fix $\beta_1 = 0.25$, and $\beta_2 = 0.20$ then MLE of $m$ is 0.076 and if $\beta_1$, and $\beta_2$ are taken as 0.30, and 0.20 respectively, the MLE of $m$ is increased to 0.108 (see Fig. 5(A), (C)). In another example, we consider a larger observed value of $t_d$, i.e 10 days. In this case, for $\beta_1 = 0.25$, and $\beta_2 = 0.20$, the MLE of $m$ is 0.038 and for $\beta_1 = 0.30$, and $\beta_2 = 0.20$, it becomes 0.051 (see
Fig. 5(B),(D)). Similar to the case when $\beta_1 = \beta_2$, from Fig. 5(A)-(D), we can see that MLEs of $m$ (vertical solid lines) are quite close to the true value of $m$ (dashed vertical line), the value of mobility parameter obtained from (1) for the corresponding value of $t_d$.

Figure 5: (A)-(D) Maximum likelihood estimate of the mobility parameter ($m$) given the difference in peak timing ($t_d$), when $\beta_1 \neq \beta_2$. The solid circles are the log-likelihood obtained from stochastic simulation and the solid curve is the smoothed likelihood profile. Solid vertical line is the maximum likelihood estimate of $m$ and the dashed vertical line is the true value of $m$, for which the deterministic model (1) gives the corresponding observed value of $t_d$. The shaded region depicts the 75% confidence interval. The remaining parameters are fixed as $\gamma = \frac{1}{14}$, $N_1 = 10000$, $N_2 = 20000$, $I_1(0) = 10$, $I_2(0) = 1$.

Case study: COVID-19 incidence in Poland-Germany border region

We apply our proposed method to COVID-19 incidence data during the period 20\textsuperscript{th} February 2021 to 20\textsuperscript{th} June 2021, for the pair of regions which are
located on either side of the Poland-Germany border and are directly con-
nected through different modes of transportation e.g., bus-transportation, train-transportation (see Fig. 6 (A)). For each pair of regions, we obtain the corresponding information on total population, and initial number of infections (see Table 1). All these datasets are obtained from the database pipeline by Abdussalam et al. (2022). We fix the value of average infectious period \( \gamma \) at 14, following Byrne et al. (2020).

We have previously demonstrated that the disease transmission rate plays an influential role in the estimation of mobility flux given the difference in peak-timing. Therefore, in the case of real data, instead of fixing the disease transmission rate arbitrarily, we follow a simpler approach to estimate these value from the initial phase of the epidemic. Since, early in the epidemic the daily number of new cases grows exponentially over time, for a SIR-type model the number of infection at time \( t \) can be approximated as (Ma, 2020):

\[
I(t) \approx I(0) \exp(\lambda t).
\]

Here, \( \lambda \) is the growth rate and is given by \( \lambda = \beta - \gamma \). Since cumulative number of new cases per day \( C(t) \) and new cases per day \( I(t) \) are linearly related (Favier et al., 2006; Pinho et al., 2010), i.e \( I(t) \sim \lambda C(t) \), we estimate the growth rate \( \lambda \) using a linear fit. Therefore, once the parameter \( \gamma \) is kept fixed, the disease transmission rate \( \beta \) can be approximated as \( \beta \approx \lambda + \gamma \). Following this approach, for each region we estimate the disease transmission rate from the time series data of daily new cases (see Table 1).

\[
I(t) \approx I(0) \exp(\lambda t).
\]

| Pair (Powiat, Kreise)          | Transmission rate \((\beta_1, \beta_2)\) | Total Population \((N_1, N_2)\) | Initial infection \((I_1(0), I_2(0))\) | Observed difference in peak-timing \((t_d)\) | Estimated mobility flux \((m)\) |
|-------------------------------|----------------------------------------|---------------------------------|---------------------------------|---------------------------------|-----------------|
| (Gryfiński, Uckermark)        | \((0.10,0.075)\)                       | \((82951,119552)\)              | \((11,8)\)                      | 20 days                         | 0.038 \([0.022,0.064]\) |
| (Słubicki, Frankfurt(Oder))   | \((0.13,0.14)\)                       | \((47068,57873)\)               | \((8,1)\)                       | 10 days                         | 0.032 \([0.004,0.052]\) |
| (Zgorzelecki, Görlitz)        | \((0.10,0.11)\)                       | \((90584,254894)\)              | \((9,23)\)                      | 20 days                         | 0.012 \([0.002,0.018]\) |

Table 1: Parameters and observed difference in peak-timing \((t_d)\) for each pair of region used for estimating the mobility flux \( m \). The estimated value of \( m \) is presented in the last column of the table.

We first consider the regions: Gryfiński, and Uckermark, which are located at the upper part of the Poland-Germany border. The observed difference in peak-timing obtained from the real data is 20 days (see Fig. 6(B)).
Given all the other model parameters, we estimate the mobility flux as $0.038[0.022, 0.064]$ (see Fig. 6(C)). Next, we move to the middle part of the border and choose the regions: Słubicki, and Frankfurt(Oder). In this case, the observed difference in peak-timing is 10 days (see Fig. 6 (D)). The maximum likelihood estimate of $m$ is $0.032[0.004, 0.052]$ (see Fig. 6 (E)). Now for the regions: Zgorzelecki, and Görlitz, the observed difference in peak timing is 20 days (see Fig. 6 (F)). The estimated value of the parameter $m$ in this case is $0.012[0.002, 0.018]$ (see Fig. 6 (G)).

Comparing the first case and third case, we see that there is a substantial difference between the estimates of mobility parameters even though the observed differences in peak-time ($t_d$) for both cases are same. Instead, the difference in estimated transmission rates (i.e, $\beta_1$ and $\beta_2$) is higher in the first case (Gryfiński, and Uckermark) than that of the third case (Zgorzelecki, and Görlitz) (see Table 1). This marked difference in transmission rates likely explains the different estimates of the coupling parameter.
4. Discussion

In general, understanding the interplay between human mobility and spatio-temporal propagation of infectious diseases is a long-standing problem in the field of infectious disease modelling. The unavailability of reliable information on human mobility poses challenges to designing effective public health strategies. In this study, we proposed a method to address the issue of estimating cross-country mobility flux during a disease outbreak, which is im-
important yet less explored in the literature. We showed that from the observed difference in peak-timing between any two regions which share a border, the underlying mobility flow between them can be retrieved effectively. Since, the information on peak timing is less affected than the invasion time by the delay or incompleteness in reporting infection, therefore the difference in peak-timing can be considered as a more robust quantity than invasion time. Consequently, our approach would be more broadly applicable for estimating mobility flux in real-world case studies than existing alternatives that rely on the observed disease invasion time (Hempel and Earn, 2020).

We investigated how different model parameters influence the difference in peak-timing in a simple scenario, where the disease transmission rates in both regions are the same. We see that the disease transmission rate plays key role in determining the distribution of difference in peak-timing. The difference in peak-timing decreases with the disease transmission rate (Fig. 2). This is because of the fact that higher disease transmission rate causes earlier occurrence of the peak in infection trajectory and thus the difference in peak-timing between the two regions also decreases. It has also been revealed that, for lower transmission rates, the distribution of differences in peak-timing becomes flatter and can have a wider range of possible values (Fig. 3(A), (D)). On the other hand, with increasing transmission rates the distribution progressively narrows (Fig. 3 (B), (C), (E), (F)).

Based on a simple SIR-type model, with the help of stochastic simulations, we provided maximum likelihood estimate of the cross-border mobility under different epidemiologically relevant scenarios. From our numerical investigation, it is evident that the estimation method based on the observed difference in peak-timing can effectively recover the underlying mobility rate for both scenarios: (i) when the disease transmission rates in both regions are assumed to be the same (Fig. 4(A)-(D)), and (ii) when the transmission rates are assumed to be different (Fig. 5(A)-(D)). In the first scenario, for a given difference in peak-timing, the uncertainty of the estimate decreases with the transmission rate (Fig. 4(A), (C) and Fig. 4(B), (D)). Also for a fixed transmission rate, the uncertainty in estimation decreases with increasing values of the observed difference in peak timing (Fig. 4(A), (B) and Fig. 4(C), (D)). In the second scenario, for a given observed difference in peak-timing, the estimate of mobility parameter increases with the difference between the disease transmission rates (Fig. 5(A), (C) and Fig. 5(B), (D)). Similar to the first scenario, for fixed disease transmission rates, the uncertainty in the estimate decreases with the observed difference in peak-timing (Fig. 5(A), (B).
To demonstrate its real-world utility, we applied our proposed method to COVID-19 incidence data obtained for the regions located along the border of Poland and Germany. We chose only three pairs of regions located in different parts of the Polish-German border which are well connected through different modes of transportation. However, the method can also be applied to any other pair of regions that shares border. Using least squares techniques, we first estimated the disease transmission rate for each of the regions from the early phase of epidemics. We then calculated the maximum likelihood estimate of the mobility parameter for three pairs of regions located in different areas along the border. It is noteworthy that, if we compare the pair of regions Gryfiński, Uckermark and Zgorzelecki, Görlitz, we see that, even though the differences in peak-timing are the same, the estimated values for the cross-border mobility are very different. Since the difference in transmission rates between the regions Gryfiński and Uckermark is higher than that of Zgorzelecki and Görlitz, we see higher mobility flow for the regions Gryfiński and Uckermark. This result is in good agreement with our theoretical findings (Fig. 5).

Even though our study addressed the important issue of estimation of cross-border mobility and our proposed method worked well in the real case study, it has some limitations. We assumed that the mobility between two regions is symmetric, which is not true in general, specifically if we consider the mobility between a big city and a village. We considered the regions on either side of the border as isolated and ignored the contribution of the adjacent regions which is not realistic. We leave these modifications and extensions for future study.

Summing up, this work provides a simple and intuitive method for estimating mobility flow between the regions connected through human migration. The methodology and findings can serve as a basis for designing intervention strategies in situations where direct information on human mobility is inaccessible.
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