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Abstract. Monotone inclusions have wide applications in solving various convex optimization problems arising in signal and image processing, machine learning, and medical image reconstruction. In this paper, we propose a new splitting algorithm for finding a zero of the sum of a maximally monotone operator, a monotone Lipschitzian operator, and a cocoercive operator, which is called outer reflected forward-backward splitting algorithm. Under mild conditions on the iterative parameters, we prove the convergence of the proposed algorithm. As applications, we employ the proposed algorithm to solve composite monotone inclusions involving monotone Lipschitzian operator, cocoercive operator, and the parallel sum of operators. The advantage of the obtained algorithm is that it is a completely splitting algorithm, in which the Lipschitzian operator and the cocoercive operator are processed via explicit steps and the maximally monotone operators are processed via their resolvents.
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1 Introduction

In the last two decades, due to the large-scale and rich structure of problems in signal and image processing, machine learning, and medical image reconstruction, first-order optimization methods that only use function values and gradient information have been paid much attention by researchers. Monotone inclusions play an important role in studying first-order optimization algorithms. In this paper, we are interested in solving the following three-operator monotone inclusions problem.

Problem 1. Let $H$ be a real Hilbert space. Let $A : H \to 2^H$ be a maximally monotone operator. Let $B : H \to H$ be a monotone $L$-Lipschitz operator and let $C : H \to H$ be a $\beta$-cocoercive operator, for some $L > 0$ and $\beta > 0$. The problem is to

\[ \text{find } x \in H, \text{ such that } 0 \in Ax + Bx + Cx. \quad (1.1) \]
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This monotone inclusions (1.1) includes some special cases. For example, when \( B = 0 \), (1.1) becomes
\[
\text{find } x \in H, \text{ such that } 0 \in Ax + Cx. 
\] (1.2)

If \( C = 0 \), (1.1) reduces to
\[
\text{find } x \in H, \text{ such that } 0 \in Ax + Bx. 
\] (1.3)

If \( B = 0 \) and \( C = 0 \), (1.1) reduces to the simple monotone inclusion
\[
\text{find } x \in H, \text{ such that } 0 \in Ax. 
\] (1.4)

The forward-backward splitting (FBS) algorithm is a popular algorithm for solving (1.2), which was introduced by Lions and Mercier [1] and Passty [2]. The classical FBS algorithm reads as
\[
x_{k+1} = J_{\lambda A}(x_k - \lambda Cx_k), 
\] (1.5)
where \( \lambda \in (0, 2\beta) \). The convergence of the FBS algorithm (1.5) and its variants have been extensively studied in [3–8]. In particular, Raguet et al. [9] proposed a generalized forward-backward splitting algorithm for finding a zero of the sum of a cocoercive operator and a finite family of maximally monotone operators. Some related works on the generalized forward-backward splitting algorithm can be found in [10–13].

The forward-backward-forward splitting (FBFS) algorithm proposed by Tseng [14] is the first algorithm for solving (1.3). The FBFS algorithm is defined as
\[
\begin{aligned}
    u_k &= J_{\lambda A}(x_k - \lambda Bx_k), \\
    x_{k+1} &= u_k + \lambda Bx_k - \lambda Bu_k,
\end{aligned} 
\] (1.6)
where \( \lambda \in (0, \frac{1}{L}) \). The FBFS algorithm (1.6) was generalized by several authors, such as relaxed FBFS algorithm [15,16], inexact FBFS algorithm [17], inertial FBFS algorithm [18,19], variable metric FBFS algorithm [20] and stochastic FBFS algorithm [21].

For the considered three-operator monotone inclusions (1.1), Briceño-Arias and Davis [22] first proposed a so-called forward-backward-half forward splitting (FBHFS) algorithm, which is defined by
\[
\begin{aligned}
    u_k &= J_{\lambda A}(x_k - \lambda(B+C)x_k), \\
    x_{k+1} &= u_k + \lambda Bx_k - \lambda Bu_k,
\end{aligned} 
\] (1.7)
where \( \lambda \in (0, \frac{4\beta}{1 + \sqrt{1+16\beta^2L^2}}) \). They proved the convergence of (1.7) with variable step-size and line search procedure. It is easy to see that this iteration scheme (1.7) becomes the forward-backwards splitting algorithm (1.5) when \( B = 0 \), and it reduces to the forward-backward-forward splitting algorithm (1.6) when \( C = 0 \). Recently, Malitsky and Tam [23] proposed the following semi-forward-reflected-backward splitting (SFRBS) algorithm for solving the three-operator monotone inclusions (1.1),
\[
x_{k+1} = J_{\lambda A}(x_k - 2\lambda Bx_k + \lambda Bx_{k-1} - \lambda Cx_k). 
\] (1.8)
They proved the convergence of (1.8) under the assumption that \( \lambda \in (0, \frac{2\beta}{3L+1}) \). When \( C = 0 \), (1.8) reduces to the forward-reflected-backward splitting (FRBS) algorithm,
\[
x_{k+1} = J_{\lambda A}(x_k - 2\lambda Bx_k + \lambda Bx_{k-1}), 
\] (1.9)
which is also introduced in [23]. When $B = 0$, (1.8) becomes the forward-backward splitting algorithm (1.5). In contrast, Cevher and Vu [24] proposed a semi-reflected forward-backward splitting (SRFBS) algorithm for solving (1.1), which is defined by

$$x_{k+1} = J_{\lambda A}(x_k - \lambda B(2x_k - x_{k-1}) - \lambda Cx_k).$$ (1.10)

The convergence of (1.10) is studied in [24] under suitable conditions on the iterative parameter $\lambda$. When $B = 0$, (1.10) reduces to the forward-backward splitting algorithm (1.5). When $C = 0$, (1.10) becomes the reflected forward-backward splitting (RFBS) algorithm,

$$x_{k+1} = J_{\lambda A}(x_k - \lambda B(2x_k - x_{k-1})), \quad (1.11)$$

which is introduced in [25]. In particular, if $B$ is linear, (1.11) is equivalent to (1.9). Some recent generalization of the forward-reflected-backward splitting algorithm (1.9) and the reflected forward-backward splitting algorithm (1.11) can be found in [26–28].

Different from the FBFS algorithm (1.6), the FRBS algorithm (1.9), and the RFBS algorithm (1.11), Csetnek et al. [29] proposed a new splitting algorithm for solving (1.3), which is derived from a non-standard discretization of a continuous dynamics associated with the Douglas-Rachford splitting algorithm. The detailed of this algorithm is presented below,

$$x_{k+1} = J_{\lambda A}(x_k - \lambda Bx_k) - \lambda(Bx_k - Bx_{k-1}), \quad (1.12)$$

which was proved converge weakly to a solution of (1.3) when $\lambda \in (0, \frac{1}{2L})$. Since a cocoercive operator is also a monotone and Lipschitz continuous operator, then it is naturally to apply (1.12) to solve the considered three-operator monotone inclusions (1.1). The resulting algorithm is

$$x_{k+1} = J_{\lambda A}(x_k - \lambda Bx_k - \lambda Cx_k) - \lambda((B + C)x_k - (B + C)x_{k-1}). \quad (1.13)$$

However, this iteration scheme (1.13) doesn’t make full use of the cocoercivity property of the operator $C$. To overcome this shortage, the purpose of this paper is to introduce a new splitting algorithm to solve (1.1). It not only includes the classical forward-backward splitting algorithm (1.5), but also has the iterative algorithm (1.12) as its special case. Follow the idea of [29], we study the convergence of the proposed algorithm. Furthermore, we apply the proposed algorithm to solve a primal-dual pair of composite monotone inclusions problem.

The paper is organized as follows. In Section 2, we provide the notation and some elements of the theory of maximally monotone operators. In Section 3, we introduce the new splitting algorithm and prove its convergence. In Section 4, we address the primal-dual pair of composite monotone inclusions problem. Finally, we give some conclusions and future works.

## 2 Preliminaries

In this section, we introduce some basic notations and preliminary results in monotone operator theory, which will be used throughout the paper. Most of them can be found in [30].
Let $H$ be a real Hilbert space with scalar product denoted by $\langle \cdot, \cdot \rangle$ and associated norm by $\| \cdot \|$, respectively. Weak and strong convergence is defined as symbols $\rightharpoonup$ and $\to$, respectively. $I$ denotes the identity operator on $H$.

Let $A : H \to 2^H$ be a set-valued operator. The domain of $A$ is defined by $\text{dom}A = \{ x \in H \mid Ax \neq \emptyset \}$ and the graph of $A$ is defined by $\text{gra}A = \{ (x, u) \in H \times H \mid u \in Ax \}$. The set of zeros of $A$ is $\text{zer}A = \{ x \in H \mid 0 \in Ax \}$ and the range of $A$ is $\text{ran}A = \{ u \in H \mid (\exists x \in H) u \in Ax \}$.

**Definition 2.1.** (Monotone operators and maximally monotone operators) Let $A : H \to 2^H$ be a set-valued operator. $A$ is said to be monotone, if for any $(x, u), (y, v) \in \text{gra}A$ it holds that

$$\langle x - y, u - v \rangle \geq 0.$$

Further, $A$ is said to be maximally monotone, if the graph of $A$ is not a proper subset of the graph of any other monotone operator.

**Definition 2.2.** (Resolvent operators) Let $A : H \to 2^H$ be a set-valued operator. The resolvent of a monotone operator $A$ with index $\lambda > 0$ is defined as

$$J_{\lambda A} = (I + \lambda A)^{-1}.$$

**Definition 2.3.** (Parallel sum) For any $i = 1, \cdots, m$, let $C_i : H \to 2^H$ be set-valued operator. The parallel sum $C_1 \boxplus \cdots \boxplus C_m$ is defined as

$$C_1 \boxplus \cdots \boxplus C_m = (C_1^{-1} + \cdots + C_m^{-1})^{-1}.$$

The following lemmas will be used to prove the main convergence.

**Lemma 2.1.** (Opial’s lemma) Let $\{x_k\}$ be a sequence in $H$. Then $\{x_k\}$ converges weakly if and only if it is bounded and possesses at most one weak sequential cluster point.

**Lemma 2.2.** (Opial’s lemma) Let $C$ be a nonempty set of $H$ and $\{x_k\}$ be a sequence in $H$ such that the following two conditions hold:

(i) for any $x \in C$, $\lim_{k \to +\infty} \|x_k - x\|$ exists;

(ii) every sequential weak cluster point of $\{x_k\}$ is in $C$.

Then $\{x_k\}$ converges weakly to a point in $C$. 

4
3 Main algorithm and convergence analysis

In this section, we propose our main algorithm and we prove its convergence to a solution of the three-operator monotone inclusions \((1.1)\). First, we prove the following lemma.

**Lemma 3.1.** Let \(A : H \to 2^H\) be a maximally monotone operator. Let \(\{y_k\} \subseteq H\) and \(\{z_k\} \subseteq H\). Let \(x_0 \in H\), and set

\[
x_{k+1} = J_{\lambda A}(x_k - y_k - z_k) - (y_k - y_{k-1}),
\]

where \(\lambda > 0\). Then for all \(x \in H\) and \(y_1 + y_2 \in -\lambda Ax\), we have

\[
\|(x_{k+1} + y_k) - (x + y_1)\|^2 \leq \|(x_k + y_{k-1}) - (x + y_1)\|^2 + 4\langle y_k - y_{k-1}, x_k - x_{k-1}\rangle - \|x_{k+1} - x_k\|^2 \\
- 3\|y_k - y_{k-1}\|^2 - 2\langle y_k - y_1, x_k - x\rangle + 2\langle z_k - y_2, x - x_{k+1}\rangle \\
+ 2\langle y_2 - z_k, y_k - y_{k-1}\rangle.
\]

**(Proof.** It follows from the definition of the resolvent and \((3.1)\), we have

\[
x_k - y_k - z_k - x_{k+1} - (y_k - y_{k-1}) \in \lambda A(x_{k+1} + y_k - y_{k-1}).
\]

Since \(-y_1 - y_2 \in \lambda Ax\) and \(\lambda A\) is monotone, we have

\[
0 \leq \langle x_{k+1} - x_k + y_k - y_1 + z_k - y_2 + y_k - y_{k-1}, x - x_{k+1} - (y_k - y_{k-1})\rangle \\
= \langle x_{k+1} - x_k, x - x_{k+1}\rangle + \langle y_k - y_1, x - x_{k+1}\rangle + \langle z_k - y_2, x - x_{k+1}\rangle \\
+ \langle y_k - y_{k-1}, x - x_{k+1}\rangle + \langle x_k - x_{k+1}, y_k - y_{k-1}\rangle + \langle y_1 - y_k, y_k - y_{k-1}\rangle \\
+ \langle y_2 - z_k, y_k - y_{k-1}\rangle - \|y_k - y_{k-1}\|^2.
\]

It is observed that

\[
2\langle x_{k+1} - x_k, x - x_{k+1}\rangle = \|x_k - x\|^2 - \|x_{k+1} - x\|^2 - \|x_{k+1} - x\|^2,
\]

\[
2\langle y_1 - y_k, y_k - y_{k-1}\rangle = \|y_{k-1} - y_1\|^2 - \|y_k - y_{k-1}\|^2 - \|y_k - y_1\|^2,
\]

and

\[
\langle y_k - y_{k-1}, x - x_{k+1}\rangle = \langle y_k - y_{k-1}, x_k - x_{k+1}\rangle + \langle y_{k-1} - y_1, x_k - x\rangle \\
+ \langle y_1 - y_k, x_k - x\rangle.
\]

Substituting \((3.5)\), \((3.6)\) and \((3.7)\) into \((3.4)\), we obtain

\[
\|x_{k+1} - x\|^2 + 2\langle y_k - y_1, x_{k+1} - x\rangle + \|y_k - y_1\|^2 \\
\leq \|x_k - x\|^2 + 2\langle y_k - y_1, x_k - x\rangle + \|y_k - y_1\|^2 \\
+ 4\langle y_k - y_{k-1}, x_k - x_{k+1}\rangle - \|x_{k+1} - x_k\|^2 - 3\|y_k - y_{k-1}\|^2 \\
- 2\langle y_k - y_1, x_k - x\rangle + 2\langle z_k - y_2, x - x_{k+1}\rangle + 2\langle y_2 - z_k, y_k - y_{k-1}\rangle,
\]

which is equivalent to \((3.2)\). This completes the proof. \(\square\)
We are ready to present the main convergence theorem.

**Theorem 3.1.** Let $A : H \to 2^H$ be maximally monotone operator, $B : H \to H$ be monotone and $L$-Lipschitz, for some $L > 0$, and $C : H \to H$ be $\beta$-cocoercive, for some $\beta > 0$. Suppose that $\text{zer}(A + B + C) \neq \emptyset$. Let $x_0, x_{-1} \in H$, and set

$$x_{k+1} = J_{\lambda A}(x_k - \lambda Bx_k - \lambda Cx_k) - \lambda(Bx_k - Bx_{k-1}),$$  

(3.9)

where $\lambda$ satisfies the following conditions:

$$0 < \lambda < (2\beta - \varepsilon_2)\varepsilon_1$$

$$0 < \lambda \leq (3 - \varepsilon_3)\varepsilon_2$$

$$0 < \lambda < \frac{1/2 - \varepsilon_1 - 1/\varepsilon_3}{L},$$  

(3.10)

for some $\varepsilon_1 > 0$, $\varepsilon_2 > 0$ and $\varepsilon_3 > 0$ such that $\varepsilon_2 < 2\beta$, $2 < \varepsilon_3 < 3$ and $\varepsilon_1 + 1/\varepsilon_3 < \frac{1}{2}$. Then, there exists a point $x \in \text{zer}(A + B + C)$ such that

(i) $\sum_{k=0}^{+\infty} \|Cx_k - Cx\|^2 < +\infty$;

(ii) $\{x_k\}$ converges weakly to $x$;

(iii) $\{Bx_k\}$ converges weakly to $Bx$.

**Proof.** (i) Let $x \in \text{zer}(A + B + C)$. Let $y_1 = \lambda Bx$ and $y_2 = \lambda Cx$ such that $y_1 + y_2 \in -\lambda Ax$. In Lemma 3.1, let $y_k = \lambda Bx_k$ and $z_k = \lambda Cx_k$, then (3.9) is a special case of (3.1).

Since $B$ is monotone, we have

$$\langle y_k - y_1, x_k - x \rangle = \langle \lambda Bx_k - \lambda Bx, x_k - x \rangle \geq 0.$$  

(3.11)

Using that $C$ is $\beta$-cocoercive, we obtain

$$2\langle z_k - y_2, x - x_{k+1} \rangle$$

$$= 2\langle \lambda Cx_k - \lambda Cx, x - x_k \rangle + 2\langle \lambda Cx_k - \lambda Cx, x_k - x_{k+1} \rangle$$

$$\leq -2\beta\lambda \|Cx_k - Cx\|^2 + \varepsilon_1\|x_{k+1} - x_{k+1}\|^2 + \frac{\lambda^2}{\varepsilon_1} \|Cx_k - Cx\|^2$$

$$- \varepsilon_1\|x_k - x_{k+1}\| - \frac{\lambda}{\varepsilon_1} (C_k - Cx_k) \|^2,$$  

(3.12)

for some $\varepsilon_1 > 0$. With the help of the Young’s inequality ($2ab \leq \varepsilon a^2 + \frac{b^2}{\varepsilon}$, for any $a > 0, b > 0$ and $\varepsilon > 0$), we get

$$2\langle y_2 - z_k, y_k - y_{k-1} \rangle$$

$$= 2\langle \lambda Cx - \lambda Cx_k, y_k - y_{k-1} \rangle$$

$$\leq \lambda \varepsilon_2 \|Cx - Cx_k\|^2 + \frac{\lambda}{\varepsilon_2} \|y_k - y_{k-1}\|^2,$$  

(3.13)

for some $\varepsilon_2 > 0$. Further, we obtain

$$2\langle y_k - y_{k-1}, x_k - x_{k+1} \rangle \leq \varepsilon_3 \|y_k - y_{k-1}\|^2 + \frac{1}{\varepsilon_3} \|x_k - x_{k+1}\|^2,$$  

(3.14)

for some $\varepsilon_3 > 0$.,
and
\[2(y_k - y_{k-1}, x_k - x_{k-1}) \leq \lambda L (\|x_k - x_{k+1}\|^2 + \|x_k - x_{k-1}\|^2).\] (3.15)

Substituting (3.11), (3.12), (3.13), (3.14) and (3.15) into (3.2), we obtain
\[
\|(x_{k+1} + y_k) - (x + y_1)\|^2 \leq \|(x_k + y_{k-1}) - (x + y_1)\|^2 - (1 - \varepsilon_1 - \frac{1}{\varepsilon_3} - \lambda L)\|x_k - x_{k+1}\|^2
\]
\[+ \lambda L\|x_k - x_{k-1}\|^2 - \lambda(2\beta - \frac{\lambda}{\varepsilon_1} - \varepsilon_2)\|Cx_k - Cx\|^2
\]
\[- (3 - \frac{\lambda}{\varepsilon_2} - \varepsilon_3)\|y_k - y_{k-1}\|^2,\] (3.16)
which implies that
\[
\|(x_{k+1} + y_k) - (x + y_1)\|^2 + \left(\frac{1}{2} + \alpha\right)\|x_k - x_{k+1}\|^2 \leq \|(x_k + y_{k-1}) - (x + y_1)\|^2 + \frac{1}{2}\|x_k - x_{k-1}\|^2
\]
\[- \lambda(2\beta - \frac{\lambda}{\varepsilon_1} - \varepsilon_2)\|Cx_k - Cx\|^2,\] (3.17)
where \(\alpha = \frac{1}{2} - (\lambda L + \varepsilon_1 + \frac{1}{\varepsilon_3}) > 0.\)

Let \(a_k = x_k + y_{k-1}\) and \(a = x + y_1\), (3.17) is equivalent to
\[
\|a_{k+1} - a\|^2 + \left(\frac{1}{2} + \alpha\right)\|x_k - x_{k+1}\|^2 \leq \|a_k - a\|^2 + \frac{1}{2}\|x_k - x_{k-1}\|^2 - \lambda(2\beta - \frac{\lambda}{\varepsilon_1} - \varepsilon_2)\|Cx_k - Cx\|^2.\] (3.18)

The above inequality (3.18) tells us that
\[
\lim_{k \to +\infty} (\|a_k - a\|^2 + \frac{1}{2}\|x_k - x_{k-1}\|^2) \text{ exists,}
\]
\[
\sum_{k=0}^{+\infty} \|Cx_k - Cx\|^2 < +\infty,
\]
and
\[
\lim_{k \to +\infty} \|x_k - x_{k+1}\| = 0.
\]
Therefore, the conclusion (i) is true. We also obtain that \(\lim_{k \to +\infty} \|a_k - a\|^2\) exists.

(ii) It follows from the Lipschitz continuity of \(B\), we have
\[
\|y_k - y_{k-1}\| = \|\lambda B x_k - \lambda B x_{k-1}\|
\]
\[\leq \lambda L\|x_k - x_{k-1}\| \to 0 \text{ as } k \to +\infty.\] (3.19)

Consequently, we get \(\|a_k - a_{k-1}\| \to 0\) as \(k \to +\infty\). On the other hand, the definition of \(a_k\) yields
\[a_k = (I + \lambda B)x_k + (y_k - y_{k-1}),\]
and
\[x_k = J_{\lambda B}(a_k - (y_{k-1} - y_k)).\]

It follows from \(\{x_k\}\) is bounded, \(\lim_{k \to +\infty} \|y_{k-1} - y_k\| = 0\) and \(J_{\lambda B}\) is nonexpansive that \(\{x_k\}\) is also bounded.
Let \((\overline{x}, \overline{a})\) be a weak cluster point of the sequence \(\{(x_k, a_k)\}\). Then there exists subsequences \(\{x_{k_n}\}\) and \(\{a_{k_n}\}\) such that \(x_{k_n} \rightharpoonup \overline{x}\) and \(a_{k_n} \rightharpoonup \overline{a}\). Notice that \(Cx_{k_n} \to \overline{C}\) as \(k \to +\infty\). Since \(C\) is cocoercive and its graph is sequentially closed in \(H^{\text{weak}} \times H^{\text{strong}}\), then we have \(C\overline{x} = \overline{C}\). Hence \(Cx_{k_n} \to C\overline{x}\) as \(k \to +\infty\). It is observed that the iteration scheme (3.9) can be rewritten as

\[
-\left( \begin{array}{c}
\lambda C x_k \\
0
\end{array} \right) - \left( \begin{array}{c}
a_{k+1} - a_k \\
0
\end{array} \right) \in \left( \begin{array}{cc}
\lambda A & 0 \\
0 & (\lambda B)^{-1}
\end{array} \right) + \left( \begin{array}{cc}
0 & I \\
-I & 0
\end{array} \right) \left( \begin{array}{c}
a_{k+1} - a_k + x_k \\
a_{k+1} - x_{k+1}
\end{array} \right)
\]

(3.20)

Since the operator

\[
T := \left( \begin{array}{cc}
\lambda A & 0 \\
0 & (\lambda B)^{-1}
\end{array} \right) + \left( \begin{array}{cc}
0 & I \\
-I & 0
\end{array} \right)
\]

is maximally monotone, and its graph is sequentially closed in \(H^{\text{weak}} \times H^{\text{strong}}\), taking the limit of the subsequence \(\{k_n\}\) in (3.20), we arrive at

\[
\begin{cases}
-\lambda C\overline{x} \in \lambda A\overline{x} + \overline{a} - \overline{x} \\
\overline{x} \in (\lambda B)^{-1}(\overline{a} - \overline{x}),
\end{cases}
\]

which implies that

\[
\begin{cases}
0 \in A\overline{x} + B\overline{x} + C\overline{x} \\
\overline{x} = \overline{a} + \lambda B\overline{x}.
\end{cases}
\]

By Opial’s lemma (Lemma 2.2), we know that \(\{a_k\}\) converges weakly to \(\overline{a} = \overline{a} + \lambda B\overline{x}\), where \(\overline{a}\) is the weak cluster point of \(\{x_k\}\). Notice that \(\overline{x} = J_{\lambda B}\overline{x}\), then \(J_{\lambda B}\overline{x}\) is the unique cluster point of \(\{x_k\}\). Therefore, by Lemma 2.1 \(\{x_k\}\) converges weakly to a point in \(\text{zer}(A + B + C)\).

(iii) Finally, it is observed that \(y_{k-1} = a_k - x_k \rightharpoonup \overline{a} - \overline{x} = \lambda B\overline{x}\) as \(k \to +\infty\). Together with \(\lim_{k \to +\infty} \|y_k - y_{k-1}\| = 0\), we obtain that \(y_k \rightharpoonup \lambda B\overline{x}\), i.e., \(Bx_k \rightharpoonup B\overline{a}\).

\[
\square
\]

**Remark 3.1.** Since the reflected term \(Bx_k - Bx_{k-1}\) is not included in the resolvent of the proposed algorithm (3.9), so we name the proposed algorithm as an outer reflected forward-backward splitting algorithm. For the convenience of comparison, we list all these algorithms for solving (1.1) in Table 1.

| Methods | \(B = 0\) | \(C = 0\) |
|----------|-----------|-----------|
| Forward-backward-half forward splitting algorithm | [17] | FBS algorithm [1.3] | FBFS algorithm [1.6] |
| Semi-forward-reflected-backward splitting algorithm | [18] | FBS algorithm [1.3] | FRBS algorithm [1.9] |
| Semi-reflected forward-backward splitting algorithm | [1.10] | FBS algorithm [1.3] | RFBS algorithm [1.11] |
| The proposed algorithm (3.9) | FBS algorithm [1.3] | the iterative algorithm (1.12) |

**Remark 3.2.** We can reformulate the proposed algorithm (3.9) as a fixed point algorithm. In fact, let \(\lambda > 0\), define

\[
M : H \times H \to H \times H : (x, u) \mapsto \left( \begin{array}{c}
J_{\lambda A}x \\
u
\end{array} \right)
\]
\[ T_1 : H \times H \to H \times H : (x, u) \mapsto \left( x - \lambda B x - \lambda C x, \lambda B x \right) \]
\[ T_2 : H \times H \to H \times H : (x, u) \mapsto \left( -\lambda B x + \lambda u, 0 \right). \]

Then, (3.9) can be expressed as the fixed point iteration as follows.
\[
\begin{pmatrix}
  x_{k+1} \\
  u_{k+1}
\end{pmatrix} = (MT_1 + T_2) \begin{pmatrix}
  x_k \\
  u_k
\end{pmatrix}.
\]

However, we don’t know the property of the operator \( MT_1 + T_2 \). Therefore, we can’t obtain the convergence of the proposed algorithm from the perspective of fixed point theory.

4 Applications

In this section, we apply the proposed algorithm to solve the following primal-dual pair of composite monotone inclusions problem.

**Problem 2.** Let \( H \) be a real Hilbert space, \( z \in H \), \( A : H \to 2^H \) be maximally monotone, \( B : H \to H \) be monotone and \( L \)-Lipschitzian for some \( L > 0 \), and \( C : H \to H \) be \( \beta \)-cocoercive for some \( \beta > 0 \). Let \( m \) be a strictly positive integer. For any \( i = 1, \cdots, m \), let \( G_i \) be a real Hilbert space, \( r_i \in G_i \), \( B_i : G_i \to 2^{G_i} \) be maximally monotone, \( D_i : G_i \to 2^{G_i} \) be maximally monotone and such that \( D_i^{-1} \) is \( \nu_i \)-Lipschitzian for some \( \nu_i > 0 \), and \( C_i : G_i \to 2^{G_i} \) be maximally monotone and such that \( C_i^{-1} \) is \( \mu_i \)-cocoercive for some \( \mu_i > 0 \). Let \( L_i : H \to G_i \) is a nonzero bounded linear operator.

The problem is to solve the primal inclusion:

\[
\text{find } x \in H, \text{ such that } z \in Ax + \sum_{i=1}^{m} L_i^*((B_i \Box D_i \Box C_i)(L_i x - r_i)) + Bx + Cx, \tag{4.1}
\]

together with the dual inclusion,

\[
\text{find } v_1 \in G_1, \cdots, v_m \in G_m, \text{ such that } (\exists x \in H)
\]
\[
z - \sum_{i=1}^{m} L_i^* v_i \in Ax + Bx + Cx \tag{4.2}
\]
\[
v_i \in (B_i \Box D_i \Box C_i)(L_i x - r_i), i = 1, \cdots, m.
\]

Let \( C_i^{-1} = 0 \), for any \( i = 1, \cdots, m \), and \( C = 0 \), then (4.1) reduces to

\[
\text{find } x \in H, \text{ such that } z \in Ax + \sum_{i=1}^{m} L_i^*((B_i \Box D_i)(L_i x - r_i)) + Bx, \tag{4.3}
\]

which has been studied in [31, 32].

Let \( D_i^{-1} = 0 \), for any \( i = 1, \cdots, m \), and \( B = 0 \), then (4.1) becomes

\[
\text{find } x \in H, \text{ such that } z \in Ax + \sum_{i=1}^{m} L_i^*((B_i \Box C_i)(L_i x - r_i)) + Cx, \tag{4.4}
\]

which has been studied in [5, 33].

In the following theorem, we present the main algorithm for solving Problem 2.
Theorem 4.1. In the setting of Problem 2. Let \( x_0 \in H \), \( v_{i,0} \in G_i \), \( i = 1, \ldots, m \), and set

\[
\begin{cases}
  x_{k+1} = J_{\lambda A}(x_k - \lambda (Bx_k + \sum_{i=1}^{m} L_i^* v_{i,k}) - \lambda Cx_k + \lambda z) \\
  - \lambda (Bx_k + \sum_{i=1}^{m} L_i^* v_{i,k} - (Bx_{k-1} + \sum_{i=1}^{m} L_i^* v_{i,k-1}))) \\
  v_{i,k+1} = J_{\lambda B_i^{-1}}(v_{i,k} - \lambda (-L_i x_k + D_i^{-1} v_{i,k}) - \lambda C_i^{-1} v_{i,k} - \lambda r_i) \\
  - \lambda (-L_i x_k + D_i^{-1} v_{i,k} - (-L_i x_{k-1} + D_i^{-1} v_{i,k-1})), \ i = 1, \ldots, m,
\end{cases}
\]

(4.5)

where \( \lambda \) satisfies the condition of Theorem 3.1 with \( L = T = \max\{L, \nu_1, \ldots, \nu_m\} + \sqrt{\sum_{i=1}^{m} \|L_i\|^2} \) and \( \beta = \overline{\beta} = \min\{\beta, \mu_1, \ldots, \mu_m\} \). Then there exists \( x \) solves (4.1) and \( (v_1, \ldots, v_m) \) solves (4.2) such that \( \{x_k\} \) converges weakly to \( x \) and \( \{(v_{1,k}, \ldots, v_{m,k})\} \) converges weakly to \((v_1, \ldots, v_m)\).

Proof. We first reformulate the primal inclusion (1.1) and the dual inclusion (4.2) as the formulation of (1.1) in a suitable Hilbert space. Define the Hilbert space \( K = H \times G_1 \times \cdots \times G_m \), which equipped with the scalar product

\[
\langle (x, v_1, \cdots, v_m), (y, w_1, \cdots, w_m) \rangle_K = \langle x, y \rangle + \sum_{i=1}^{m} \langle v_i, w_i \rangle,
\]

and the associated norm on \( K \) is

\[
\| (x, v_1, \cdots, v_m) \|_K = \sqrt{\|x\|^2 + \sum_{i=1}^{m} \|v_i\|^2},
\]

for any \((x, v_1, \cdots, v_m) \in K\) and \((y, w_1, \cdots, w_m) \in K\).

Let the operators

\[
M : K \to 2^K : (x, v_1, \cdots, v_m) \mapsto (-z + Ax) \times (r_1 + B_1^{-1} v_1) \times \cdots \times (r_m + B_m^{-1} v_m)
\]

\[
Q : K \to K : (x, v_1, \cdots, v_m) \mapsto (Bx + \sum_{i=1}^{m} L_i^* v_i, L_1 x + D_1^{-1} v_1, \cdots, L_m x + D_m^{-1} v_m)
\]

\[
R : K \to K : (x, v_1, \cdots, v_m) \mapsto (C x, C_1^{-1} v_1, \cdots, C_m^{-1} v_m).
\]

It follows from Theorem 3.1 of [31], we know that \( M \) is maximally monotone, and \( J_{\lambda M}(x, v_1, \cdots, v_m) = (J_{\lambda A}(x + \lambda z), J_{\lambda B_1^{-1}}(v_1 - \lambda r_1), \cdots, J_{\lambda B_m^{-1}}(v_m - \lambda r_m)) \), \( \forall \lambda > 0 \). Further, \( Q \) is monotone and \( T \)-Lipschitzian, where \( T = \max\{L, \nu_1, \cdots, \nu_m\} + \sqrt{\sum_{i=1}^{m} \|L_i\|^2} \). Next, we prove that \( R \) is \( \overline{\beta} \)-cocoercive, where \( \overline{\beta} = \min\{\beta, \mu_1, \cdots, \mu_m\} \). In fact, let \((x, v_1, \cdots, v_m) \in K\) and \((y, w_1, \cdots, w_m) \in K\), it follows from the cocoercivity of \( C \), we have

\[
\langle (x, v_1, \cdots, v_m) - (y, w_1, \cdots, w_m), R(x, v_1, \cdots, v_m) - R(y, w_1, \cdots, w_m) \rangle_K
\]

\[
= \langle x - y, C x - C y \rangle + \sum_{i=1}^{m} \langle v_i - w_i, C_i^{-1} v_i - C_i^{-1} w_i \rangle
\]

\[
\geq \beta \|C x - C y\|^2 + \sum_{i=1}^{m} \mu_i \|C_i^{-1} v_i - C_i^{-1} w_i\|^2.
\]
\[ \geq \beta \| R(x, v_1, \cdots, v_m) - R(y, w_1, \cdots, w_m) \|^2, \]

where \( \beta = \min\{\beta, \mu_1, \cdots, \mu_m\} \).

Let \( x \) solves (4.1), we have

\[ z \in Ax + \sum_{i=1}^{m} L_i^*(B_i \Box D_i \Box C_i)(L_i x - r_i) + Bx + Cx \]
\[ \iff \exists (x, v_1, \cdots, v_m) \in K \quad z \in Ax + \sum_{i=1}^{m} L_i^* v_i + Bx + Cx \]
\[ v_i \in (B_i \Box D_i \Box C_i)(L_i x - r_i), i = 1, \cdots, m \]
\[ \iff \exists (x, v_1, \cdots, v_m) \in K \quad 0 \in (-z + Ax) + \sum_{i=1}^{m} L_i^* v_i + Bx + Cx \]
\[ 0 \in r_i + B_i^{-1} v_i + D_i^{-1} v_i + C_i^{-1} v_i - L_i v_i, i = 1, \cdots, m \]
\[ \iff \exists (x, v_1, \cdots, v_m) \in K \quad (0, \cdots, 0) \in (-z + Ax) \times (r_1 + B_1^{-1} v_1) \times \cdots \times (r_m + B_m^{-1} v_m) \]
\[ + (Bx + \sum_{i=1}^{m} L_i^* v_i, -L_1 x + D_1^{-1} v_1, \cdots, -L_m x + D_m^{-1} v_m) \]
\[ + (C x, C_1^{-1} v_1, \cdots, C_m^{-1} v_m). \]

Therefore, we obtain

\[ x \text{ solves (4.1)} \quad \text{and} \quad (v_1, \cdots, v_m) \in G_1 \times \cdots, G_m \text{ solves (4.2)} \]
\[ \iff (0, \cdots, 0) \in (M + Q + R)(x, v_1, \cdots, v_m). \]

Then, we can apply the proposed iterative algorithm (3.9), and the resulting algorithm is presented below,

\[ (x_{k+1}, v_{1,k+1}, \cdots, v_{m,k+1}) = J_M((x_k, v_{1,k}, \cdots, v_{m,k}) - \lambda Q(x_k, v_{1,k}, \cdots, v_{m,k}) - \lambda R(x_k, v_{1,k}, \cdots, v_{m,k})) \]
\[ - \lambda (Q(x_k, v_{1,k}, \cdots, v_{m,k}) - Q(x_{k-1}, v_{1,k-1}, \cdots, v_{m,k-1})), \]

which is equivalent to (4.5). By Theorem 3.1 we can obtain the conclusions of Theorem 4.1.

\[ \Box \]

**Remark 4.1.** According to the proof of Theorem 4.1, we can also use the FBHFS algorithm (1.7), the SFRBS algorithm (1.8), and the SRFBS algorithm (1.10) to solve Problem 2. We will separate study the performance of these algorithms for solving different convex optimization problems arising in signal and image processing.

## 5 Conclusions and future works

In this paper, we proposed an outer reflected forward-backward splitting algorithm for solving the monotone inclusions problem (1.1). The convergence of the proposed algorithm is studied in a general Hilbert space. By using a standard product space approach, we reformulated the primal-dual pair
of (4.1) and (4.2) as the problem of finding the zeros of the sum of a maximally monotone operator, a monotone Lipschitzian operator, and a cocoercive operator. A primal-dual splitting algorithm is obtained by making use of the proposed algorithm. Finally, we list some possible generalizations of the proposed algorithm.

(i) Inertial and relaxation terms. The inertial and relaxation terms are useful to accelerate operator splitting algorithm. See, for example \cite{34,35}. It is desired to combine the inertial and relaxation methods with the proposed algorithm.

(ii) Inexact case. In practice, the resolvent operator $J_{\lambda A}$, the operators $B$ and $C$ may not exactly be computed. Whether we can study the convergence of the proposed algorithm with errors or not?

(iii) Four-operator monotone inclusions and beyond. It is natural to extend the considered three-operator monotone inclusions to the following four-operator monotone inclusions,

$$\text{find } x \in H, \text{ such that } 0 \in A_1x + A_2x + Bx + Cx,$$

(5.1)

where $A_1 : H \to 2^H$ and $A_2 : H \to 2^H$ are maximally monotone operators, $B$ and $C$ are the same as (1.1). In particular, when $C = 0$, (5.1) reduces to

$$\text{find } x \in H, \text{ such that } 0 \in A_1x + A_2x + Bx,$$

(5.2)

which has been studied in \cite{36,38}. If $B = 0$, (5.1) becomes

$$\text{find } x \in H, \text{ such that } 0 \in A_1x + A_2x + Cx,$$

(5.3)

which has been studied in \cite{9,11,12,39}.

It would be interesting to develop an effective algorithm with a complete splitting structure for solving (5.1), which may combine the three-operator splitting algorithms mentioned above. Furthermore, can we develop an algorithm for solving the following monotone inclusions?

$$\text{find } x \in H, \text{ such that } 0 \in \sum_{i=1}^{m} A_ix + Bx + Cx,$$

(5.4)

where $A_i : H \to 2^H, i = 1, \cdots, m$ are maximally monotone operators, $B$ and $C$ are the same as (1.1).
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