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ABSTRACT

Cosmic rays are thought to escape their sources streaming along the local magnetic field lines. We show that this phenomenon generally leads to the excitation of both resonant and non-resonant streaming instabilities. The self-generated magnetic fluctuations induce particle diffusion in extended regions around the source, so that cosmic rays build up a large pressure gradient. By means of two-dimensional (2D) and three-dimensional (3D) hybrid particle-in-cell simulations, we show that such a pressure gradient excavates a cavity around the source and leads to the formation of a cosmic-ray dominated bubble, inside which diffusivity is strongly suppressed. Based on the trends extracted from self-consistent simulations, we estimate that, in the absence of severe damping of the self-generated magnetic fields, the bubble should keep expanding until pressure balance with the surrounding medium is reached, corresponding to a radius of ~ 10 – 50 pc. The implications of the formation of these regions of low diffusivity for sources of Galactic cosmic rays are discussed. Special care is devoted to estimating the self-generated diffusion coefficient and the grammage that cosmic rays might accumulate in the bubbles before moving into the interstellar medium. Based on the results of 3D simulations, general considerations on the morphology of the γ-ray and synchrotron emission from these extended regions also are outlined.
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1 INTRODUCTION

Once accelerated, Galactic Cosmic rays (CRs) are released into the interstellar medium (ISM) in a way that is all but understood, and that depends on details of the sources. For instance in supernova remnants (SNRs), CRs are usually assumed to be liberated in two ways: gradually, at the instantaneous maximum energy, because of the lack of confinement in the acceleration region, and at the end of the expansion of the shell, when CRs can leave the downstream region, after substantial adiabatic losses (e.g., Ptuskin & Zirakashvili 2005; Caprioli et al. 2009; Cristofari et al. 2020). However the two phases, i.e. the acceleration and the escape into the ISM, are not independent. As a matter of fact, escaping particles drive the plasma instabilities that control the confinement and the maximum energy that can be achieved by the accelerated particles (Schure & Bell 2014; Cardillo et al. 2015). In addition, when calculating the spectra of CRs at the Earth after their transport in the Galaxy, the common assumptions are that sources release CRs in a power-law distribution and that the whole grammage accumulated by CRs in their transport throughout the Galaxy is due to propagation in the ISM.

The propagation of CRs near their sources, where their energy density is in excess of that of the sea of Galactic CRs, is usually neglected. In the past few years it has become increasingly more clear that the transition between acceleration and release into the ISM requires much more attention, given its importance for different problems such as the grammage accumulated around the source (Cowsik & Burch 2010; Lipari 2018) and γ-ray emission from extended regions surrounding sources (Hanabata et al. 2014; Aharonian et al. 2019; Abeysekara & et al. 2017).

Much effort has been channelled into the investigation of this transition. In particular, it has been suggested that CRs escaping their sources along the local magnetic field can excite a resonant streaming instability (Malkov et al. 2013; D’Angelo et al. 2016; Nava et al. 2016, 2019), which in turn confines particles close to the source due to the reduced self-generated diffusion coefficient. The effectiveness of this mechanism is severely limited by the damping of the Alfvén waves that the instability generates, as due to non-linear Landau damping (Kulsrud 1978), to ion-neutral damping (Kulsrud & Pearce 1969) and to pre-existing turbulence (Farmer & Goldreich 2004). Due to these damping processes, the effectiveness of the confinement is likely limited to particle energies $E \lesssim$ TeV, since for higher energy particles the growth of the unstable modes is too slow. This limitation is qualitatively similar to the one that plagues the acceleration process: in the presence of the resonant streaming instability alone, the maximum energy at a typical SNR shock is exceedingly small (Lagage & Cesarsky 1983a,b) and falls short of the knee by about two orders of magnitude.

A different branch of the streaming instability -the non-resonant streaming instability- (Bell 2004; Amato & Blasi 2009) has been found to grow much faster if the appropriate conditions are satis-
fied. At variance with resonant modes, the non-resonant streaming instability grows on much smaller spatial scales and is not as sensitive to the damping processes mentioned above (Reville et al. 2008; Zweibel & Everett 2010). Due to its non-resonant nature, it has the potential to reduce the diffusion coefficient by a much larger amount, provided the power in unstable modes becomes available at scales comparable with the Larmor radius of the particles in the modified magnetic field (Blasi 2013). The effects that the development of the Bell instability in the shock precursor has on the maximum energy of the accelerated particles has been recently studied, e.g., by Reville & Bell (2012); Caprioli & Spitkovsky (2014a,b,c). Its role in shaping the CR spectrum released by SNRs has been investigated by Diesing & Caprioli (2021); Cardillo et al. (2015); Schure & Bell (2014); Cristofari et al. (2020, 2021), and, very recently, its effect in regulating the shock compression and the slope of the CRs produced via diffusive shock acceleration (DSA) has been discussed by Haggerty & Caprioli (2020); Caprioli et al. (2020); Diesing & Caprioli (2021).

The effect of the non-resonant branch on CR scattering is closely connected with the non-linear evolution of these modes: if the right conditions are satisfied (namely if there is enough energy in CRs, see below), the instability starts growing very rapidly on scales much smaller than the CR Larmor radius, so that in this stage the growing modes have little impact on particle scattering. As a consequence, the current of CRs exciting the instability remains only weakly affected and the growth continues, even to a stage in which $\delta B \gg B_0$. The power moves towards larger scales when the energy density in the growing modes becomes comparable with the energy density in the form of particles driving the CR current. The instability saturates when the power becomes concentrated on scales comparable with the Larmor radius of the particles, at which point the current gets disrupted, or rather confined to a smaller spatial region, closer to the location where the current originates.

While this picture has been investigated by numerous authors in the context of particle acceleration at shocks, it has recently become clear that it may also profoundly affect the transport of escaping particles in the immediate surroundings of a CR source. In a recent paper (Schroer et al. 2021), we have shown that the escape of high-energy (TeV) CRs from their source dramatically affects the surrounding background plasma. The initial propagation of these very energetic particles is quasi-ballistic, since the pathlength for parallel diffusion along the magnetic field lines is similar to the coherence scale of the Galactic magnetic field. This scenario naturally leads to the generation of an electric current on a spatially extended region around the source. If the current is strong enough, a non-resonant streaming instability is excited and the particles eventually start scattering, thereby increasing their density near the source.

Due to the diffusive motion, the initial flux tube in which CRs propagate becomes over-pressurized and starts expanding in the transverse direction. This eventually leads to the creation of a spherical-like bubble around CR sources, where the background plasma is partially evacuated and the diffusion coefficient is much smaller than outside the bubble. In principle the same chain of events can be bootstrapped by the excitation of the resonant streaming instability, but typically this process leads to smaller magnetic fluctuations, as a result of different damping processes and the typically lower growth rates of this branch.

Due to the non-linearities involved in this phenomenon, numerical simulations coupling CRs and the background plasma are crucial to properly comprehend this phenomenon. In this perspective, several works have considered a purely fluid approach in which the background plasma, treated as a magnetofluid, is dynamically affected by CRs, for which an energy balance equation is integrated (e.g., Yang et al. 2012; Dubois & Commerçon 2016; Pfommer et al. 2017; Ruszkowski et al. 2017; Jiang & Oh 2018; Wiener et al. 2019; Dubois et al. 2019; Jana et al. 2020; Gupta et al. 2021a). This framework allows to describe larger systems, but fails to treat particle scattering self-consistently; i.e., one usually has to put in by hand a value for the CR diffusion coefficient. Another approach is based on a combined magnetohydrodynamic (MHD) - Particle-In-Cell (PIC) approach (Bai et al. 2015; Lebiga et al. 2018; van Marle et al. 2019), in which the background plasma is always described within the magnetohydrodynamics (MHD) framework but CRs are an ensemble of quasi-particles self-consistently coupled to the magnetofluid. A third approach is kinetic (Haggerty & Caprioli 2019), in which both the background and the CR populations are treated within the hybrid framework, i.e., protons (belonging to both the background plasma and to the CR population) are a kinetic species while electrons are a massless background fluid. Although neglecting the electron dynamics, this last approach properly retains the micro-physics of the problem, since electron-scale physics is usually negligible for the above phenomena.

Schroer et al. (2021) have used 2D hybrid simulations to test the expectation that a bubble would be excavated in the ISM around a CR source. In the same paper it was shown that, for the conditions expected for a young SNR, the CRs may excite the Bell instability and indications were found of reduced diffusion coefficient. In this work, we extend these previous results in several ways: first, we describe more accurately the growth of different modes, by calculating the power spectrum of the excited fluctuations; second, we provide a quantitative estimate of the diffusion coefficient by propagating test particles in a snapshot of the simulation and proving that the square displacement eventually becomes linear in time. We also find that the diffusion coefficient for the conditions adopted here is about a few times the Bohm diffusion coefficient. Third, we extend the simulation to three spatial dimensions, to make sure that the results are not affected by the reduced dimensionality.

Finally, we make an attempt to draw some conclusions about the morphology of the emission from the bubble, as due to the interactions of CRs with the gas and the magnetic fields. These latter results should be taken with a grain of salt in that we extrapolate our results, that refer to a relatively early phase of the bubble, to spatial scales that are appropriate for astrophysical systems. We also discuss in some detail the caveats that apply to our results, due to the assumptions that we are forced to make in order to make this difficult problem computationally treatable.

The paper is organized as follows. In section 2 we present analytic estimates for the flux of accelerated particles escaping from a typical SNR, which suggests that the non-resonant streaming instability will occur. In Section 3 we describe the computational setup and in Section 4 we present our results of the 2D and 3D simulations and discuss their physical implications. Finally, in section 5 we summarize our results and present our conclusions.

2 THEORETICAL BACKGROUND

We start by providing simple analytical estimates that set the basic background for studying the onset of CR-driven instabilities in the region surrounding a source of CRs, such as a SNR.

The escape from the acceleration region is all but understood, and in fact the modern view of the process of particle acceleration at a non-relativistic shock is based on the fact that escape is necessary to produce the magnetic perturbations that are responsible for particle
scattering close to the shock \cite{Bell2004}. The escape that this statement refers to is the one associated with particles that at any given time reach the maximum energy possible at that given time $E_{\text{max}}(t)$. For an observer outside the acceleration region, the instantaneous spectrum of these particles is very peaked around the maximum energy. As discussed, e.g., by Ptuskin & Zirakashvili (2005); Caprioli et al. (2009); Cristofari et al. (2020), the total spectrum released by an individual SNR should be the sum of two contributions, that due to the time integration of the instantaneous escape and that due to all particles accelerated, advected downstream and eventually liberated at a later time, when the SNR bubble dissipates into the ISM. Below we will refer to the particles escaping from upstream at any given time, in that they provide the current density for the process we intend to describe.

A particle of energy $E$ that escapes the acceleration region is expected to move in the turbulent magnetic field of the Galaxy. The only handle we have on this quantity comes from measurements of the secondary/primary ratios at the Earth, and on the measurement of the flux of unstable isotopes, such as $^{10}$Be. An often used estimate for the diffusion coefficient associated to such turbulent field is $D(E) \approx 3 \times 10^{27} E_{\text{GeV}}^{-1/2}$ (for energies above $\sim 10$ GeV/n), although much better determinations are available in the literature (e.g., Evoli et al. 2019a; Evoli et al. 2020). Such improvements are however inconsequential for the purpose of the qualitative argument we wish to make here.

For the high-energy particles we are interested in, the length scale for diffusion in the Galaxy can be estimated from $D(E) = c \lambda(E)/3$, which leads to $\lambda(E) \approx 1$ pc $E_{\text{GeV}}^{1/2}$. For energies $E \gtrsim 2.5$ TeV, this becomes larger than $\sim 50$ pc, which is the order of magnitude of the coherence length of the Galactic magnetic field \cite{Haverkorn2019, Evoli2020}. This means that, in first approximation, CRs with such energies carry out a quasi-ballistic motion on scales of $\sim 50$ pc around the source, at least if the Galactic turbulent field were the only one present in that region.

Let us consider here a simple 1D model in which CRs are released as a single burst by a SNR. Assuming particles are injected with a power-law spectrum in momentum $p^{-3}$ ranging from $E_{\text{min}} = 1$ GeV to $E_{\text{max}} = 1$ PeV, the solution for the cosmic ray flux inside the flux tube can readily be obtained as

$$\phi_{\text{CR}}(E > E_0) = \frac{L_{\text{CR}}}{\pi R_s^2 AE_0},$$

where $R_s \sim 1 - 3$ pc is the radius of the source, $E_0$ is the minimum momentum of particles in the escaping current here $\sim 5$ TeV, $\Lambda = \log(E_{\text{max}}/E_{\text{min}}) \approx 14$, and the luminosity in CRs is estimated as $L_{\text{CR}} \approx \eta E_{\text{SN}}^2$, with $\eta \sim 10\%$ being the fraction of SN energy ending up in CRs over a timescale comparable to the Sedov-Taylor time $T_S$.

The condition for exciting the non-resonant branch of the streaming instability \cite{Bell2004, Amato2008} then reads

$$\phi_{\text{CR}}(E > E_0) \frac{E_0}{c} \gg \frac{B_0^2}{4\pi},$$

For typical values of the Galactic magnetic field, $3 \mu$G and for $E_{\text{SN}} = 10^{51}$ erg and $T_S = 300$ yr, the left hand side is $\sim 54$ eV/cm$^3$, about a factor of $\delta := 4\pi \phi_{\text{CR}}(E > E_0)E_0/(B_0^2 c) = 100$ larger than the magnetic energy density on the right hand side, $0.2$ eV/cm$^3$.

Clearly this estimate should be taken as an order of magnitude calculation, since CR escape is likely more complex. For instance, one of the assumptions involved in deriving this estimate is the spectrum of the accelerated particles at the shock, taken here as $E^{-2}$ For the observationally-preferred \cite{Evoli2019a} and theoretically-motivated \cite{Haggerty2020, Caprioli2020} steeper spectra, e.g., $E^{-2.3}$, the energy density is decreased only by a factor of 2 at 2.5 TeV energies, meaning that the condition in Equation 2 would still be satisfied by a factor of 50.

In fact, we expect such a condition to be generically fulfilled for SNRs since it depends only on the flux of escaping particles $\phi_{\text{CR}}(E > E_0)$, which can be shown to be the same in the flux tube as at the SNR shock. Since the Bell instability is thought to be excited at SNR shocks for normal parameters it should as well be excited by the escaping particles if the magnetic field in the ISM is not that much different from the one at the shock. This expectation can be seen with a quick calculation: If a fraction $\zeta$ of the ram pressure of the background gas energy density is transferred to CRs at the shock, the CR energy density reads

$$\varepsilon_{\text{CR}} = \zeta n_{\text{gas}} m_{\text{gas}} v_s^2 = \frac{E_{\text{CR}}}{\frac{4}{3} \pi R_s^3},$$

where $n_{\text{gas}}$ is the background gas number density, $m_{\text{gas}}$ its mass and we assumed that the energy density is the total CR energy $E_{\text{CR}}$ divided by the volume of the remnant. The energy flux of CRs at the shock is then given by the velocity of the shock $v_s$ times $\varepsilon_{\text{CR}}$. A general property of DSA is that the density of particles escaping from upstream is a fraction of $\frac{1}{\zeta}$ of the density at the shock, but limited to the particles with the highest momentum; this simply follows from the assumption that CR stream freely at the speed of light after escape \cite{Caprioli2009}. Hence, the energy flux escaping from the shock region into the tube is given by $\varepsilon_{\text{CR}} = \varepsilon_{\text{CR}} r_t$, the same as at the shock. From this follows directly the total energy flux of CRs in the tube using $R_s \approx v_s t$ which then gives

$$\phi_{\text{CR}}(E > E_0) \frac{E_0}{c} = \frac{E_{\text{CR}}}{\frac{4}{3} \pi R_s^3},$$

Using the normalisation of the particle spectrum $E_{\text{CR}} = \int_{E_{\text{min}}} dE_{\text{CR}}$ (one can obtain the flux of CRs above a certain energy which results in the same as in Equation 1, except for the geometrical factor $\frac{4}{3}$).

The estimates above show that for rather typical conditions for the region around a SNR, the flux of escaping CRs is sufficient to excite a non-resonant streaming instability, which in turn profoundly changes the motion of the particles around the source.

The magnetic field perturbations produced by the non-resonant instability initially grow on spatial scales that are much smaller than the Larmor radius of the particles in the current. In fact, the fastest growing mode is at a wave number $k_{\text{max}}$ given by \cite{Bell2004}:

$$k_{\text{max}} R_0 = \frac{4\pi}{c} J_{\text{CR}} (E > E_0),$$

with $J_{\text{CR}} (E > E_0) = e \phi_{\text{CR}} (E > E_0)$ being the electric current associated with particles with energy $\gtrsim E_0$. The growth rate of this mode is $\gamma_{\text{max}} = k_{\text{max}} v_A$ with the Alfvén speed $v_A = B_0/\sqrt{4\pi m_\text{gas} n_{\text{gas}}}$, which for our reference SNR parameters returns $\gamma_{\text{max}} \sim 1.1 (E/2.5 \text{TeV})$ yr$^{-1}$.

The magnetic field growth continues until it eventually saturates when equipartition between the energy density in CR and the magnetic field is reached or equivalently until power is transferred from small scales $k_{\text{max}}^{-1}$ to the scale of the Larmor radius of particles in the amplified magnetic field \cite{Bell2004}. There is some level of ambiguity in the condition for saturation of the Bell instability. For instance, Riquelme & Spitkovsky (2009) discussed the dependence of the saturation on the initial value of the magnetic field $B_0$. This can be an important correction when $B_0$ is very small, but for the case of SNRs in the ISM the estimate reported above is appropriate \cite{Zacharegkas2021}.

Notice that, from the estimates above, the magnetic field at saturation would only be larger than $B_0$ by the square root of the
CR/magnetic energy density, i.e., a factor \( \lesssim 10 \). Nevertheless, the effects on CR transport would be prominent, in that this power would be available at scales comparable with the CR Larmor radius, while at these scales the power in the Galactic turbulence is much smaller, as can be inferred from recent estimates of the Galactic diffusion coefficient (see for instance (Evoli et al. 2019b, 2020)). Hence, the diffusion coefficient characterizing the motion of the particles in the shock vicinity turns out to be suppressed with respect to the Galactic one. An estimate of the diffusion coefficient is \( D(E) = r_L E_3 \approx 10^{22} \text{cm}^2/\text{s} \), i.e., several orders of magnitude smaller than expected at the same energy for Galactic CRs. Note that all of this is expected to happen on time scales of a few \( \gamma_{\text{max}}^{-1} \), much shorter than any other time scale of this problem. This point may be a reason of concern, in that the standard analysis of the Bell instability assumes a constant current \( J_{\text{CR}} \). In our picture of the escape, CRs of a given energy escape at a given time, while at a later time particles with lower energy will contribute to the current.

Particles of a given energy \( E \) escape during a time interval which is approximately a fraction of the age of the remnant at the time they escape. In this case, given the short value of \( \gamma_{\text{max}}^{-1} \) for high-energy particles, the condition is safely satisfied.

Once the instability has reached saturation, scattering occurs with a pathlength of the order of the Larmor radius of CRs in the amplified field, which is now much smaller than the coherence scale of the Galactic magnetic field. As a consequence, the motion transitions from ballistic to diffusive: CRs are isotropized and their density increases as a result of the reduced drift velocity, the latter being proportional to the CR density gradient. One should recall that in the standard ISM the energy density in the form of CRs and ISM gas are basically the same. The effect illustrated above immediately implies that the CR energy density in the flux tube where CRs are diffusing increases way above the ISM one. Hence, a pressure gradient in the transverse direction arises, which acts as a force that pushes the tube sideways, thereby making the problem 2D. In other words, a cavity is expected to be formed with high CR density and large magnetic fluctuations inside, but with gas being swept outwards toward the edges.

This dynamic effect will eventually dictate the overall evolution of the CRs as it influences their environment. It seems reasonable to assume that the expansion of the bubble driven by the CR overpressure continues until pressure balance with the external ISM is achieved. This condition gives a final size of the CR bubble of \( L = (\eta E_3 / P_{\text{ISM}})^{1/3} \approx 60 \text{pc} \), with \( P_{\text{ISM}} \) the ISM pressure. Clearly, whether this condition gets to be fulfilled or not depends on several additional pieces of the problem, that are not under control. For instance, the argument is based upon the assumption that the magnetic field perturbations remain unattenuated, namely that they do not suffer damping after the action of the current has ceased. If this condition fails, a smaller size of the bubble should be expected.

### 3 NUMERICAL METHOD

To follow the non-linear dynamics of CRs in the environment around their source, we perform simulations with dHybridR, a relativistic hybrid code with kinetic ions and massless, charge-neutralizing fluid electrons (Haggerty & Caprioli 2019). dHybridR is the relativistic extension of the Newtonian code dHybrid (Gargaté et al. 2007) and it is suitable for properly simulating CR-driven streaming instabilities (Haggerty et al. 2019; Zacharegas et al. 2019). The advantage of hybrid codes in comparison with fully-kinetic PIC codes is that they do not resolve small electron scales, as they are usually dynamically negligible, and therefore are better suited to self-consistently simulate the long-term coupling of CRs and background plasma.

The code solves a set of equations consisting of the Vlasov equation for different species \( s \) and the Maxwell equations:

\[
\begin{align*}
\frac{\partial f_s}{\partial t} + v_s \cdot \nabla f_s + \frac{q_s}{m_s} (E + \frac{v_s}{c} \times B) \cdot \nabla v_s &= 0 \\
\frac{\partial B}{\partial t} &= -c \nabla \times E \\
\frac{\partial E}{\partial t} &= c \nabla \times B - 4\pi J \\
\n\n\varepsilon \cdot B &= 0 \\
\n\n\varepsilon \cdot E &= \sum_s q_sn_s
\end{align*}
\]

where \( f_s(x,v,t) \) is the phase-space distribution function for a given species with charge \( q_s \) and mass \( m_s \), \( E \) and \( B \) are the electric and magnetic field, the total current density is given by \( J \equiv \sum_s q_sn_sV_s \) being \( n_s \equiv \int f_s d^3v \) and \( V_s \equiv \int v_f d^3v \), the number density and the bulk velocity of each species, respectively. In the hybrid approach electrons are a massless charge-neutralizing fluid, because their mass is negligibly small compared to the ion mass. To ensure quasi neutrality in the system the electron number density is set to \( n_e = n_{\text{gas}} \) from which follows \( \nabla \cdot E = 0 \) and \( J = e n_{\text{gas}}(V_{\text{gas}} - V_e) \).

The Vlasov equation (Eq. 6) describes the evolution of ions subject to the Lorentz force. To solve this equation dHybridR uses a Monte Carlo approach, i.e., the ion distribution function is approximated by a large number of macro-particles sampled from the underlying distribution function in momentum. Due to Liouville’s theorem these macro-particles can then be evolved in time under the influence of the Lorentz force solving effectively

\[
\frac{d\gamma}{dt} = qE + \frac{q}{c} \times B
\]

with the relativistic Lorentz factor \( \gamma = 1/\sqrt{1 - v^2/c^2} \) for each macro particle via the relativistic Boris algorithm. After each time step the particles’ position and velocity can be interpolated onto a grid to obtain a fluid density and bulk flow for each grid cell.

To obtain the electromagnetic fields we start by using the Darwin approximation i.e. neglecting the displacement current in the Ampère’s law (Eq. 8) so that \( \nabla \times B = \frac{4\pi}{c} J \). Here we just state under which conditions this approximation is justified, for a detailed derivation see Haggerty & Caprioli (2019). The approximation holds if three conditions are fulfilled. First, the velocity of the background population has to be non relativistic i.e. \( V_{\text{gas}} \ll c \). Second, the CR number density has to be negligible compared to \( n_{\text{gas}} \) and lastly, the Alfvén speed must be smaller than the speed of light \( v_A \ll c \). After some algebra, the electric field is given by:

\[
E = -\nabla_{\text{gas}} \times B + \frac{J}{en_{\text{enc}}} \times B - \frac{1}{en} \nabla P_e.
\]

(12)

The only thing left to close the system of equations is to assume a relation between \( P_e \) and \( n_e \). While dHybridR in general allows to use different polytropic indices \( \gamma_{\text{dr}} \), we choose the simplest adiabatic closure so that \( P_e \propto n_e^{5/3} \).

#### 3.1 Simulation Setup

In simulations, physical quantities are normalized to the number density \( n_0 \) and magnetic field strength \( B_0 \) of the initial background plasma; lengths are normalized to the ion inertial length \( d_i = v_A/\Omega_{ci} \) (with \( v_A \) the Alfvén speed), time to the inverse ion cyclotron frequency \( \Omega_{ci}^{-1} = mc/eb_0 \), and velocity to the Alfvén speed \( v_A \).
We keep all three components of the momenta and electromagnetic fields while extending the system in two or three dimensions in physical space respectively. The background ion temperature is set in a way that $\beta_i = 2v_{th,i}^2/v_A^2 = 2$, i.e., the thermal ions gyroradius $r_{gi} = d_i$.

For our 2D benchmark run, the simulation grid, of size $5000 \times 7000d_i$, is discretized in $7500 \times 10500$ cells (i.e., $\Delta x = \Delta y \approx 0.66d_i$). For our 3D run we use a smaller box of $1440^3$ cells with size $1200^3d_i^3$. We impose an open boundary condition on the background plasma along the $x$-direction, namely the direction in which the initial CR current is, while all boundary conditions in other directions are periodic. CRs have open boundaries in all directions. The thermal background plasma is described with $N_{ppc} = 4$ ($N_{ppc} = 2$ for 3D) particles per cell, a density $n_0$ and a Maxwellian distribution. In order to compensate for the background gas leaving the box at the boundaries in the $x$-direction, particles of the background plasma are artificially injected at these surfaces to keep the background gas density constant. We set a background magnetic field of strength $B_0$ and directed along $x$. CRs are injected with $N_{ppc} = 16$ and with an isotropic momentum distribution at the $x$-direction, namely the direction in which the initial CR current is.

In order to determine the conditions for the excitation of the non-resonant instability is fulfilled by a factor of $\bar{c} = \frac{c}{v_A}$ and directed along $x$. CRs are injected with $N_{ppc} = 16$ and with an isotropic momentum distribution at the $x$-direction, namely the direction in which the initial CR current is.

Figure 1 illustrates the CR density (green, limited to the region where $n_{CR} > 2.5 \times 10^{-3} n_0$) given at three different times for the simulation corresponding to a free streaming phase (left), the formation of a bubble (center) and the expansion of the bubble (right).

Let us start with noticing some properties of the particles in the injection region. In the beginning (left panel) CRs move ballistically and gyrate around the background magnetic field (free escape), filling a flux tube of transverse size comparable to the source size. At later times, if the propagation continued ballistically, one would expect a homogeneous cylinder whose extent keeps growing $\propto t$. Instead, a region of high CR density forms around the source and only few particles escape along $B_0$, most of the CRs being isotropized by scattering off the self-generated magnetic turbulence.

The enhanced CR density produces an over-pressure in the region occupied by CRs, which acts as a force that pushes the background gas outward. The result is the formation of a bubble-like structure, filled with CRs and magnetic field perturbations, surrounded by an envelope of over-dense background gas (right panel of Figure 1). A similar but weaker effect can be seen due to the CRs that escape along the $x$-direction and push the background plasma out of the expected tube as the CR pressure exceeds the ambient one even for ballistic escape, as discussed in section 2. Despite the severe evacuation of the gas by the CRs, for our parameters the density of CRs inside the bubble remains smaller than the gas density.

4.1.2 Nature of Self-generated Turbulence

The particle trapping responsible for the formation of the bubble is due to CR scattering off self-generated perturbations. In order to quantify this phenomenon, we calculated the power spectra of left-handed (LH) and right-handed (RH) modes at different times during the simulation. The results are shown in Figure 2, in the form of the discrete Fourier transform $F(k)$ of $B_i$ and $B_e$ performed along $x$ in the combinations $B_y - iB_z$ and $B_y + iB_z$, respectively. Fields are averaged over $y$ between $y = 3200$ and $y = 3800$, which corresponds to the vertical extent of the injection region. In the same figure the vertical solid (dashed) line indicates the wave number where the fastest growing non resonant (resonant) mode is expected to develop. These expectations refer to the original current, while the actual peak of the power spectrum is expected at somewhat different values of $k$ due to the complex non-linear dynamics that develops.

Initially, the development of the RH modes occurs at $k \sim k_{max}$; then, at later times, the power starts moving toward smaller values of $k$, namely larger scales, closer to the CR gyroradius. During the non-linear phase the RH and LH modes lose their identity and perturbations of both types develop. In particular, the LH modes, which
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are the most effective in scattering CRs, have a peak close to the resonant wave number, \( k_{\text{res}} \).

The strongest rise at \( k_{\text{res}} \), from \( 10^{-4} \) to \( 10^{-1} \) in magnetic power, occurs at the time of bubble formation, namely \( \Omega_{\text{ci}}t \approx 420 \) which corresponds to \( \approx 10k_{\text{max}} \), in good agreement with the estimate of the saturation time of non-resonant modes. At even later times the current is mainly localized in the region of the bubble, which keeps expanding, though at a lower rate.

### 4.1.3 Self-generated Diffusion Coefficient

Inside the bubble, CRs become isotropized due to scattering off the magnetic perturbations. To quantify this phenomenon one can look at the mean pitch-angle cosine of the CR particle distribution defined as

\[
\langle \mu \rangle = \frac{\int d^3x \frac{p_{\perp}(x)}{p_{\perp}^{\text{CR}}(x)} \mu_{\perp}(x)}{\int d^3x \frac{p_{\perp}^{\text{CR}}(x)}}
\]

where \( p_{\perp}(x) \) is the CR plasma momentum in the \( x \) direction at position \( x \). Injected particles start with \( \langle \mu \rangle = 0.5 \), as expected for a distribution that is isotropic on a half sphere. At \( \Omega_{\text{ci}}t = 1320 \), the mean pitch angle cosine is reduced to \( \approx 0.14 \), meaning that the distribution is gradually approaching isotropy. The fact that it is not perfectly isotropized could be related to the fact that CRs have an open boundary condition at \( x = 0 \), therefore particles with a negative pitch angle can leave the simulation more easily and this leakage of particles with a large negative pitch angle leads to a non-zero positive mean \( \mu \). Alternatively it could mean that not all the particles are diffusing which to an extent is certainly true for the particles in the initial flux tube outside the bubble. To a certain extent both of these effects play a role in determining \( \langle \mu \rangle \). Nonetheless, it remains true that there is a net trend toward isotropy, which shows that the majority of CRs are isotropized and effectively trapped near the source. The remaining current of particles is marginally stable w.r.t. the instability, i.e., it has a \( \sigma \sim 1 \) and can therefore survive.

To further quantify the diffusion of particles inside the bubble we take a snapshot of the magnetic field at \( \Omega_{\text{ci}}t = 1320 \) in our simulation and perform a test particle simulation in such a field configuration, using a simple Boris particle pusher to evolve the position of 20,000 particles. The diffusion coefficient is estimated as \( D_{\text{ci}}(t) = \langle \Delta x^2 \rangle / (2t) \), \( \langle \Delta x^2 \rangle \) being the mean displacement of the particles along one direction (see, e.g., Caprioli & Spitkovsky 2014c).

For our test particle simulation we see that, after an initial phase of free streaming, \( D_{\text{ci}}(t) \) becomes time independent and converges to a \( \sim 6000d^2_{\perp}\Omega_{\text{ci}} \), corresponding to a few times the Bohm diffusion coefficient.

An independent upper limit on the diffusion coefficient can be obtained by imposing that the particles remain in the bubble at a given time \( t \). This means that the diffusion coefficient should be smaller than the square of the bubbles size in the \( x \) direction divided by the time \( t \). This estimate returns a comparable estimate of \( \sim 5300d^2_{\perp}\Omega_{\text{ci}} \). Clearly, both estimates are to be taken with caution. A possible caveat that applies to the first method is that the simulation of the transport of test particles was carried out in the stationary field of the snapshot, hence it neglects the time dependence of the background turbulence. As for the second method, as we stressed above, it has to be considered as an upper limit rather than a quantitative estimate. Yet, the fact that the two estimates are comparable and that there is evidence of particle isotropization seem to support the general picture outlined above.

### 4.1.4 Bubble Expansion and Saturation

The onset of the diffusive phase inside the bubble coincides with the increase in the pressure of CRs and the establishment of a pressure gradient with respect to the outside region, which in turn drive the expansion of the bubble. In principle, the expansion may continue until pressure equilibration is achieved. Unfortunately it is not possible to follow the dynamics of the bubbles evolution for such a long time in our simulations because density waves launched in the background plasma reach the \( y \)-boundaries and re-enter the box before balance is achieved.

In Figure 3 we show the pressure of the three different components, CRs, background plasma and magnetic field. The latter is split in the pressure of the background field \( B_y \) and that of the mostly turbulent component \( B_{\perp} \). These pressures are computed in a cross section of the simulation box along \( y \) at a late time \( \Omega_{\text{ci}}t = 1500 \) averaged between \( x = 1200 \) and \( x = 2100 \).

The bubble can be identified as the region in which the CR pressure exceeds all of the other pressure components. This figure demonstrates that the bubble has very well defined boundaries in \( y \) as any CR particle trying to leave the bubble will eventually gyrate back into it due to swept up tangential magnetic field lines draping the bubble which can be seen in the magnetic pressure components. Furthermore, it is evident that the over-pressure in CRs evacuates the bubble of its gas content leading to low gas pressure inside the bubble. This situation may have potentially important phenomenological implications, as CRs in the bubble may interact with gas and accumulate grammage. We discuss this point in more detail in §4.3.

The overpressurized CR bubble is also responsible for a partial evacuation of the magnetic field, at least the ordered field along \( x \).
Part of this field is compressed on the edges and pushed in the perpendicular direction, as can be seen in the blue curve in Figure 3. Most of the transverse field is however in the form of turbulent field with a typical magnitude of $\sim 0.3 B_0$. In fact the turbulent part inside the bubble seems to have all three components of the magnetic field, as expected in the case of strong turbulence that leads to quasi-Bohm diffusion.

In passing, we point out that recent X-ray observations of the extended region around Geminga (Liu et al. 2019), spatially coincident with its TeV halo, hint at the fact that in that region the magnetic field is appreciably lower than in the ISM, perhaps suggesting that we are observing a bubble similar to the one discussed above. In fact, the case of pulsar wind nebulae (PWNe) is expected to be different in that the total current should be negligible. However, it is also possible that processes of charge separation (Olmi & Bucciantini 2019) and/or a net charge (Gupta et al. 2021b) may create regions where the non-resonant instability may be excited. In addition, the formation of the bubble and its expansion are in fact a generic product of the diffusive motion of particles. In principle these conditions may be produced also when other instabilities are excited, although the growth can be slower.

Finally, one may notice that the pressure of the external medium, set at unity in the beginning of the simulation, is reduced in Figure 3. This is an artifact of the open boundary condition at $x = 0$, which allows for gas particle leakage from the box. We partially address this problem by using an injector that forces particle number density conservation in the box. The scheme however does not keep the pressure constant, hence with time the gas component gets cooler. This imperfect treatment of the gas behavior should not affect the conclusions concerning the formation of the overpressurized CR bubble illustrated above.

Another possible shortcoming of the simulation is that the open boundary condition for CRs on the left-hand side, i.e., close to the source, allows CRs to leave the box on that side. In reality, CRs would go back towards the source and might even return from that region. This introduces effectively a leakage of CR pressure to the left which is not expected in a more physical picture of the system. In order to investigate the effect of this leakage we tested the other extreme of setting the boundary as reflective, i.e., every particle trying to leave the system on the left gets reflected back into the bubble eliminating the leakage completely. Within this setup an increase in CR pressure is observed, as expected, but the overall evolution of the quantities stays the same. While there is a stronger over-pressure and a slightly larger expansion of the bubble, we did not observe any new feature. Hence, we conclude that the leakage of CR pressure to the left does not influence the conclusions drawn above.

4.2 3D Simulation

The results discussed above, and partially outlined in our previous article (Schroer et al. 2021), leave room to the possibility that at least some of them may be due to the reduced dimensionality of the 2D simulations used so far. In order to address this possibility we ran 3D simulations of the same problem using $d t y b r z d t r$. Due to the much higher computational requirements of these simulations, we reduced the box size to $1200 \times 1200 \times 1200d_i$ divided in $1440 \times 1440 \times 1440\,\text{cells}$, and tracked the beam of CRs only until shortly after the formation of the bubble-like structure when the density waves in the outside plasma reach the periodic boundary in $y$- and $z$-direction.

Figure 4 shows 3D contour plots of the CR density at three different times, the viewing angle is chosen in order to correspond to Figure 1 for the 2D case with the injection of CRs on the left hand side. Though the box is smaller, the evolution looks very similar to the 2D case, in that CRs start scattering off magnetic self-produced fluctuations and form an expanding flux tube. Since in 3D we inject CRs as a cold beam, there is no initial gyration, but once particles start scattering off the magnetic fluctuations, the beam opens up by one gyroradius to each side; this can be seen comparing the left with the middle panel of Figure 4 and Figure 5. Furthermore, it is evident that particles get trapped close to the injection region, this can be seen by the red region in the middle panel which is located close to the injection region. At later times the expansion of the tube is purely due to the over-pressure in CRs, as can be inferred by comparing the middle and right panel of Figure 4. The over pressurised red region expands in all directions, although it expands preferentially along the $x$ direction which is mainly due to the CRs being injected as a cold beam along $x$, therefore pushing the bubble from the left hand side. Interestingly, also in 3D particles start to scatter effectively at roughly $10\gamma_{\text{max}} \approx 100\Omega_{\text{ci}}^{-1}$, as in the 2D case.

In 3D we can check the transverse evolution of the bubble excavated by CRs, namely its expansion in the $y-z$-plane. Figure 5 displays the CR density, the background gas density and the perpendicular magnetic field at early, intermediate, and late times averaged along the $x$ axis which is mainly due to the CRs being injected as a cold beam along $x$, therefore pushing the bubble from the left hand side. Interestingly, also in 3D particles start to scatter effectively at roughly $10\gamma_{\text{max}} \approx 100\Omega_{\text{ci}}^{-1}$, as in the 2D case.

In 3D we can check the transverse evolution of the bubble excavated by CRs, namely its expansion in the $y-z$-plane. Figure 5 displays the CR density, the background gas density and the perpendicular magnetic field at early, intermediate, and late times averaged along the $x$ axis which is mainly due to the CRs being injected as a cold beam along $x$, therefore pushing the bubble from the left hand side. Interestingly, also in 3D particles start to scatter effectively at roughly $10\gamma_{\text{max}} \approx 100\Omega_{\text{ci}}^{-1}$, as in the 2D case.

Figure 5 shows that the transverse expansion of the CR-filled bubble is quasi-spherical, as in 2D simulations. Compared with the 2D case, the evacuation of central region of the bubble is somewhat stronger, most likely as a consequence of the larger initial CR over-pressure. We notice that the interface between the bubble and the external medium is less sharp in 3D than in 2D, highlighting a more pronounced mixing between the two media. This mixing also causes the presence of gas structures inside the bubble itself, as shown, e.g., in the top right part of the excavated bubble in the central-right panel of Figure 5. Similar to the 2D case, there is a strong turbulent magnetic field inside the bubble which moves with the expanding bubble but seems localized in a slightly smaller region.

Additionally, in 3D there are two ring-like structures visible in the magnetic field. The outer one is the result of the compression of the magnetic field at the boundary between external medium and compressed gas expelled from the cavity. The inner ring is harder to
Figure 4. 3D Contour plots of CR density at $t \Omega_{ci}$ equal to 60, 180 and 300 for the 3D simulation.

Figure 5. CR density at two different times and plasma density in the $y-z$-plane for the 3D simulation. All quantities are averaged along $x$ between 500$\,d_i$ and 520$\,d_i$ to represent a cross section through the bubble.

Figure 6. Fourier spectrum along $x$ of the right-handed (top panel) and left-handed (bottom panel) magnetic field modes inside the whole 3D simulation box as a function of the wave number $k$. The black line shows the theoretical value of the fastest growing wave number $k_{max}$ of the non-resonant mode and the dashed line corresponds to the resonant wave number.

associate with structures, but might reflect an inward moving wave due to the interaction with the external medium (similar to a reverse shock).

Apart from these small differences the 3D simulation reproduces the physical picture emerging from the 2D simulation. The structure of the self-generated magnetic field can be appreciated in Figure 6, which shows the magnetic power in RH (top) and LH (bottom) modes as a function of wave number $k$ at different times for the 3D simulation. In 3D the magnetic fields are first integrated over the $y$ and $z$ directions in the whole simulation box, and then Fourier transformed along $x$. Due to the initialization as a cold beam the maximum growing wave number is closer to the predicted one. After a time $\sim 10 \, \gamma^{-1} \Omega_{ci}^{-1}$ one can see the saturation and cascading to the larger scales, accompanied by an increase in power at the resonant wave number in both LH and RH modes, which enables strong particle scattering and results in the formation of the expanding bubble of CRs.

This suggests that the main physical aspects of the problem can be captured by 2D simulations and, at the same time, puts the conclusions drawn from the 2D simulation on firmer grounds. Nonetheless, small differences like the larger overlap of the CR bubble and the background gas and small structures of gas inside the bubble provide important hints for the production of hadronic $\gamma$-rays that can be expected in this scenario.

4.3 CR interactions in the bubble

As mentioned in §1, in addition to the general question of understanding the plasma physics of CR self-confinement around their sources, there is observational interest in this problem, because of the recent evidence for regions of extended $\gamma$-ray emission, e.g.,
from around the Geminga and Monogem pulsars (Abeysekara et al. 2017) and the W28 SNR (Gabici et al. 2010).

Both cases suggest that the diffusion coefficient in the region surrounding these sources is suppressed by about two order of magnitude with respect to the Galactic one and are likely not isolated.

The cases of PWNe and SNRs are different from the point of view of the physical processes taking place around the source. In the case of SNRs, we know that there must be a net current of CRs (predominantly protons) leaving the source (Cristofari et al. 2021). In this case all the considerations listed above apply and our investigation confirms that there should be a region of reduced diffusivity and enhanced CR density around the sources. In the case of PWNe, using naive standard assumptions a net current is not to be expected since these sources mainly produce equal numbers of positrons and electrons. On the other hand, Olmi & Bucciantini (2019) proposed that at least the highest energy pairs may escape from different locations. If so, then in some regions around a PWN a net current may be present, although it remains to be seen whether the current is large enough to excite a non-resonant streaming instability. The idea of a net current is further supported by PIC simulations of aligned rotators which show an excess of high-energy positrons leaving the system (Cerutti et al. 2015). As for the resonant streaming instability, it appears to be too slowly growing to explain observations (Evoli et al. 2018).

At present it is not known whether the small diffusion coefficient around PWNe is due to the pairs themselves or rather to the turbulence produced by the CR protons associated with the parent SNR, like the bubbles described in this paper. The main evidence of suppressed diffusion around a SNR comes from the $\gamma$-ray emission from molecular clouds at different distances from W28 (Hanabata et al. 2014; Gabici et al. 2010). A somewhat less clear case is that of SNR G106.3 + 2.7 (Bao & Chen 2021), where also a small diffusion coefficient was invoked.

Although most of the circum-SNR $\gamma$-rays are expected to come from occasional molecular clouds, it may be instructive to investigate the morphology of the hadronic $\gamma$-rays that should be produced by self-generated bubbles. We consider the quantity $n_{\text{CR}}n_{\text{gas}}$, integrated along the line of sight, as a proxy of such emission. This quantity is plotted in the top left panel of Figure 7 for a source observed at 90 degrees orientation w.r.t. the tube axis. Here we used the results of our 2D simulations, which allow us to consider a larger size of the bubble. One can see that, since the bubble is filled with CRs but depleted of thermal plasma, most of the $\gamma$-ray emission comes from its edges. A molecular cloud sitting inside the bubble, instead, would probe the region where the CR density is rather uniform and the diffusion coefficient is suppressed.

Leptons liberated by a source are expected to go through the same self-generated turbulence, possibly produced by the current of CR hadrons. For completeness, Figure 7 (top right panel) shows the integral over lines of sight of the product $n_{\text{CR}}B^2$, which is a proxy for the synchrotron emission from the same region. Since the bubble is almost uniformly filled with CRs and self-generated magnetic fields, its emission appears to have a much more regular morphology, less concentrated at the edges of the bubble than the $\gamma$-ray emission. These findings are illustrated in the bottom panel of Figure 7, where the emission has also been averaged over the $y$ direction. It is important to remember that we do not expect CR escape to amplify the background magnetic field by orders of magnitude, contrary to what happens at the shock; therefore, the contrast of synchrotron emission between the bubble and the surrounding ISM should be ascribed mostly to the (moderate) CR overdensity. Radio and X-ray emissions may help shed light on this phenomenon.

The existence of regions of suppressed diffusivity around SNRs is potentially important not only for $\gamma$-ray observations, but even for quantifying the grammage that CRs may accumulate before eventually being injected into the ISM. The standard model of CR transport in the Galaxy allows us to infer halo size, diffusion coefficient on several kpc scales and hence diffuse $\gamma$-ray emission, CR density and other quantities, only to the extent that the grammage measured through secondary/primary ratios (for instance B/C) and secondary/secondary ratios (such as Be/B) is accumulated throughout the Galaxy. On the other hand, the problem is considerably more complex if some fraction of such a grammage is accumulated inside or around the sources.

The implications range from profound revisions of the standard model (Cowsk & Madziwa-Nussinov 2016; Cowsk & Burch 2010; Lipari 2018), when a large fraction of the grammage is due to near-source transport, to mild effects on the B/C and antiproton fluxes (Bresci et al. 2019), when the grammage accumulated near the source is small.

To estimate the importance of the near-source grammage, let $D_{\text{gal}}(E)$ be the diffusion coefficient on Galactic scale, and $D(E) = \ldots$. 

Figure 7. Product of cosmic ray density $n_{\text{CR}}$ with background gas density $n_{\text{gas}}$ (top left panel) and total magnetic field (top right panel) to illustrate the probable morphology of expected $\gamma$-ray emission of the bubble via pion production or synchrotron emission. On the bottom we see this morphology integrated along the line of sight along $y$. 

\[
E = \left( \frac{n_{\text{CR}} \cdot B^2}{(n_{\text{gas}} B^2)} \right) \cdot \left( \frac{n_{\text{CR}} \cdot n_{\text{gas}}}{n_0 B^2} \right)
\]
resonant scattering can be enhanced due to CRs streaming around a source. It has been shown (D’Angelo et al. 2016; Nava et al. 2016, 2019) that even an increased level of turbulence may be expected, and possibly a smaller value of $L_c$. One can picture this situation as one in which different parts of the shock where particles get accelerated have a quasi-parallel or a quasi-perpendicular configuration. In the regions where the field lines are approximately parallel to the shock normal the picture of particle escape should be similar to the one illustrated above, although the details of this scenario require further assessment, in terms of diffusion coefficient and final size of the expanding bubble.

The main physical picture discussed above was already proposed in our previous article (Schroer et al. 2021), while here we generalize and formalize it in several ways:

1) We extended the hybrid simulations to three spatial dimensions, to make sure that our main physical results are not affected by the dimensionality of the problem. The main difference is the morphology of the gas distribution in the bubble: in the 3D case there is more mixing between the plasma inside and outside the bubble, but this does not change the global 2D picture. This is to be expected, since turbulent mixing and fluid-like instabilities, e.g. Rayleigh-Taylor and/or Kelvin-Helmholtz, are expected to be more efficient in a 3D configuration. The mean gas density in the bubble remains appreciably smaller that the initial one, confirming that gas is pushed out by the CR overpressure.

2) We calculated the power spectrum of the excited modes, both in 2D and 3D, to show that they initially grow on scales much smaller than the Larmor radius of the particles in the current, consistent with the expectations for Bell non-resonant modes. On time scales of the order of $\sim 10^{5-6}$ s the magnetic power moves toward larger spatial scales and eventually reach the Larmor radius, at which point scattering becomes effective and particles get trapped in the near-source region. It is also worth noticing that in the non-linear stage both polarization of the growing modes are present, as expected (Haggerty et al. 2019).

3) We measured the effect of the enhanced CR scattering in three independent ways. First, we calculated the mean value of the particles’ pitch angle, which shows a clear signature of particle isotropization. Second, we measured the diffusion coefficient by performing simulations of the transport of test particles in a snapshot of the hybrid run, obtaining a value few times larger than Bohm. Third, we considered the extent of the bubble as a function of time, also obtaining a consistent value.

4) We elaborated on the expectation of the expansion of the CR blown bubble at later times, pointing out the caveats that apply to the description of such phase using hybrid numerical simulations. For the typical energy input of a SNR, it is expected that pressure balance corresponds to a final bubble size of $\sim 50$ pc. These estimates should be taken with caution in that they rely on an extrapolation of the results of our simulations to scales (spatial and temporal) that are much larger than what we can afford to cover at the present time or in the foreseeable future, at least with hybrid simulations.

5) We discussed the implications of the formation of the CR blown bubble for extended $\gamma$-ray and radio observations of the circum-source region and for the CR grammage accumulated in the near-source region. While the self-confinement of CRs near SNRs seems

\[ \xi D_{gal}(E) \text{ the near-source diffusion coefficient, suppressed by an amount } \xi \lesssim 1 \text{ with respect to the Galactic one. We parametrize the density near the source as } n_{bkg} = \eta n_d, \text{ where } n_d \text{ is the density of the Galactic disc. The near-source grammage equals the Galactic one if} \]

\[ \frac{\xi}{\eta} \lesssim \frac{L^2}{50 \text{pc}} \approx 3 \times 10^{-3} \left( \frac{L}{50 \text{pc}} \right)^2 \left( \frac{H_{50 \text{pc}}}{H_{500 \text{pc}}} \right)^{-1} \left( \frac{h_{50 \text{pc}}}{h_{150 \text{pc}}} \right)^{-1}, \]
consistent with the evidence of reduced diffusivity around W28 (Hanabata et al. 2014; Gabici et al. 2010), it is less straightforward to apply it to the cases of PWNe such as Geminga and Monogem (Abeysekara et al. 2017). The main limitation in doing so is related to the fact that PWNe are expected to release mainly electron-positron pairs, with approximately null electric current. Hence, to zero order, it is expected that the non-resonant instability cannot be excited. On the other hand, at the highest energies electrons and positrons may leave the PWN from different regions (Olmi & Bucciantini 2019; Giacinti & Kirk 2019), and an asymmetry between positron and electron acceleration has been reported in PIC simulations of pulsar magnetospheres (e.g., Cerutti et al. 2015). Lepton-driven instabilities (e.g., Bret et al. 2010), while possibly different from proton-driven ones, can still excite non-resonant modes Gupta et al. (2021b) and in general produce turbulence that reduces the local diffusion coefficient with respect to typical ISM values.

Some general implications of the scenario discussed in the present article are that the CR blown bubble should be characterized by a mostly turbulent magnetic field, while the regular filed is expected to be swept out toward the edge of the bubble. Inside the bubble the gas density is also expected to be lower than in the undisturbed ISM. Interestingly, a recent analysis of the X-ray emission around Geminga suggests that the magnetic field in the same region where γ-ray emission comes from is lower than average (Liu et al. 2019).

Probably the most important implication of the existence of regions of reduced diffusivity around sources is the possibility that while propagating around the source CRs may accumulated grammage, which eventually reflects in the production of secondary nuclei, antiprotons and positrons. Depending on the magnitude of the effect, this may lead to a rewriting of the standard picture of CR transport (Cowsik & Madziwa-Nussinov 2016; Lipari 2018) or to some sizeable effects that may appear at high energies in the B/C transport (Cowsik & Madziwa-Nussinov 2016; Lipari 2018) or to effect, this may lead to a rewriting of the standard picture of CR
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