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Abstract. When using artificial intelligence technology in RegTech or SupTech solutions to prevent, detect and control financial crimes such as money laundering, it is necessary to be aware that due to compliance costs, many online financial firms are prohibited from providing financial advice, especially if they process transactions on behalf of clients or provide p2p investment platforms. RegTech streamlines KYC/CDD processes and therefore has the ability to reduce compliance costs. This, in turn, will allow more firms to enter the market to offer services. The regulatory goal of ensuring market integrity directly conflicts with the rights of individuals and the Data Protection Acts. It is argued that data governance will need to be established to protect individual rights and public safety. Furthermore, the question remains unresolved as to whether fiduciary duties can be assumed by robo-advisors or consultants using algorithms. Fiduciary duties may also be modified and limited by the parties. The fiduciary duty concerns what the fiduciary (investment adviser) cannot do (conflict of interest) but should not do (act in the best interest of the client). Consequently, the use of common law principles to protect consumer investors is currently underdeveloped, particularly if the AI seeks to provide access to finance and fill gaps in guidance.

1 Introduction

As Artificial Intelligence (hereinafter referred to as AI) can optimize KYC (Know Your Customer)/CDD processes to reduce the compliance costs of financial intermediaries, it can also create more investment firms to provide services to investors [1]. This will increase competition in the market, allow for more financial innovation, and improve access to finance for consumers and investors [2]. The development of financial innovation will increase the growth rate of the country's economy; increase the availability of capital; strengthen the national position in the global economy [3].

AI technologies can be used to identify activities that compromise market integrity, such as market manipulation, including price-fixing, misinformation, insider trading, and money laundering. In addition, such AI technologies can be used by financial institutions, regulators, and private market observers to detect and prevent misconduct. When such AI technologies are used for this purpose, they are called Regulating Technologies (RegTech) [4]. RegTech will also include SupTech, which is mainly used for market surveillance purposes [5].
RegTech is used to detect market misconduct, it includes elements of market surveillance that includes the collection of individual data.

Shevchenko O.M. distinguishes two types of market manipulation of financial services, using the actions that are subject to administrative or criminal liability [6].

The first type - information manipulation - in Russia, this is market manipulation through the dissemination of deliberately false information - deliberate dissemination through mass media with unrestricted access (including the Internet) or through any other means of deliberately false information that caused price, demand, supply or trade volume of financial instruments, foreign currency, and/or goods to deviate from the level or support significantly different from from the level that would have developed without the dissemination of such information.

The second type is market manipulation through transactions in organized trading (trade manipulation). The Law 224-FZ [7] provides for 6 types of such manipulations, which differ not only in the ways they are committed but also in the consequences and types of organized trading where they are committed.

2 Methodological basis of the study

This paper has applied the following regulatory methods related to the management systems and processes in which AI is applied in securities trading and investment services through general scientific principles and approaches. HFT is used as an example, to explore how AI is regulated on a non-consumer-oriented trading platform. The main purpose of regulation is to deal with systemic risks - sudden failures, liquidity risks, and pro-cyclical behavior. A secondary goal is to protect investors from market manipulation. The main regulatory approach requires operators - specialist HFT firms, securities firms, private traders, and trading venues - to have internal risk management systems and processes in place. Thus, these operators are also required to consider the security and integrity of the market.

A comprehensive approach and comparative research method identified the regulatory objective of market security, which is the basis for the continued regulation of AI for trading platforms. However, HFT firms, securities firms, and trading venues are subject to higher regulatory scrutiny. These regulatory methods may not be appropriate for those developers who provide AI FinTech services operating on p2p trading platforms. New p2p trading platforms, whether on a distributed ledger technology (DLT) network or networks like Amazon, will require greater consumer protections, including price discrimination and privacy rights protections. In a p2p trading platform where consumers trade securities, security and market integrity should apply the same regulatory goals. Platform providers that use algorithms to perform client transactions, such as allocating their portfolios, must ensure that clients are protected. To ensure there is no manipulation of the market, including price manipulation and price discrimination, platform providers will also need to bear the burden of identifying those who use algorithms to trade or distribute securities. Unlike regulated trading platforms, users of p2p platforms are likely to rely on algorithms designed to interact on the platforms. Individuals are unlikely to be able to implement risk management systems and controls. Consequently, to increase financial inclusion, the trading platform will monitor transactions and set parameters for where these algorithms will operate. There must be an effective mechanism in place to exclude participation in the platforms by anyone found to be using algorithms to create systemic problems or to manipulate the market.
3 Main part

In this situation, the value of protecting individual rights and dignity may conflict with market integrity and the public interest [8]. However, this may be contrary to the spirit of the General Data Protection Regulation (GDPR) [9]. RegTech's primary goal is to protect the integrity of the marketplace. Exchanges use AI as a SupTech service [10], and as a RegTech service by financial institutions [11]. In addition to providing the previously mentioned suitable development regimes to protect investors’ rights, another emerging challenge is the need for data governance that protects privacy and data protection [12]. Collecting personal data for RegTech may violate data protection rules and privacy rights [13]. While consent is required for data control and processing, data collected for market integrity may be processed and transmitted without the individual's consent. Individuals may not have the right to prevent unauthorized sharing of their personal information under the GDPR and the Data Protection Act 2018. [14] The right to privacy may be violated when personal data is collected for RegTech development and deployment.

4 Artificial intelligence and the fight against money laundering

Some regulators use AI for fraud detection and anti-money laundering, and counter-terrorist financing (AML/CTF) [15].

It appears that self-learning software and digital analytics as a mandatory regulatory requirement for systems aimed at combating money laundering, terrorist financing in the next 5-10 years. Here it should noted that money launderers will also use software to build the logistics of money laundering and terrorist financing transactions [16].

Using AI and self-learning software concerning AML/CFT state financial control for business and professional entities [17] raises several questions, which are not yet answered by the international community either.

First, how much confidence can be placed in the conclusions and recommendations that the AI will convey?

Second, how can the effectiveness of AI performance be verified, and what legal criteria should be used for such evaluation?

Third, to what extent should AI be integrated into the financial monitoring agent's procedures? Should the AI replace it completely or partially? What requirements should the state financial supervisory authority have for AI systems? Similar questions are asked by foreign financial control authorities [18].

Finally, it is imperative to define the distinction between the areas of responsibility of an AI and a financial monitoring officer, body, or agent [19].

The Australian Securities and Investments Commission (ASIC) is investigating the quality of results and the potential use of natural language processing (NLP) technology to identify and extract items of interest from evidentiary documents [20]. ASIC uses NLP and other technologies to visualize and explore their essence and emerging relationships. To combat criminal activities conducted through the banking system (e.g., money laundering), detailed information on bank transfers is collected, and this information is correlated with information from newspaper articles. Similarly, the Monetary Authority of Singapore (MAS) explores the use of AI and machine learning in analyzing suspicious transactions to identify those transactions that require further attention [21], allowing supervisors to focus their resources on higher-risk transactions. It takes a long time to investigate suspicious transactions.
5 Optimization of compliance processes

The KYC process is often costly, time-consuming, and duplicative, involving many services and agencies [22]. According to Thomson Reuters, some major financial institutions spend $500 million annually on KYC and CDD; the top 10% of financial institutions worldwide spend at least $100 million annually, with an average of $48 million globally. For example, the application of AI in the KYC process can detect any attempt to use forged documents to perform KYC in real time. The AI could perform facial, documentary and any other checks in real time in a single cycle. Thus, AI helps financial institutions perform background checks, and machine learning is used to ensure that in real-time to avoid unwanted inspections by regulators and monetary penalties.

Machine learning is used in two instances: (1) when assessing whether images in identifying documents match each other, and (2) when calculating risk assessments by which firms determine which individuals or applications need additional verification.

Money-laundering-based risk assessments are also used in ongoing periodic checks based on publicly available and other data sources, such as police offender registries and social media services [23]. Using these sources can allow for a quick and cheap assessment of risk and confidence. Thus, research is now needed to determine how regulators are adopting this approach and their concerns.

6 Study results

Current legislation does not prohibit government agencies or financial institutions from collecting individual data in the public domain, which can help them build a customized profile for KYC purposes and detect suspicious transactions. However, the ethical basis for individual profiling for financial market supervision, to date, is not only firmly established but also spot regulated. The setting of parameters for agencies should be based on human rights and principles of human dignity to ensure individual and community safety [24]. Such profile information could fall into the wrong hands and be used maliciously.

Individual consent is insufficient to protect an individual for the following reasons: firstly, an individual cannot, on general constitutional principles, consent to harm; secondly, an individual may not be aware of the risk; and thirdly, an individual may not know what and, what he or she is consenting to. Consequently, [25] there is also a need to revise the definition of ‘individual consent’ and develop clear criteria for determining the consent method, the purpose of consent, and the possible review and withdrawal of consent.

Even for KYC processes conducted to protect the individual, such as assessing clients’ risk appetite under client eligibility rules, consent to individual profiling is also problematic. Problems can arise with the quality and accuracy of the data, affecting the quality and accuracy of the profiling. Data can be collected through social media and other smart devices. These integrated datasets containing information about an individual, possibly with enhanced information, can be easily seized by third parties upon legal requests, such as a request from a foreign government.

As clients have not consented to share their datasets with third-party government agencies, transferring these data or making them available to government agencies and gaining access to these datasets could have detrimental consequences for citizens' rights in litigation (or in bankruptcy) [26]. For example, the initial data collector, even with full compliance with statutory obligations at the outset, would still breach its legal obligations if it shared data with the next government agency for further processing of that data if the first collector did not provide a detailed explanation of further data sharing and did not obtain consent at the time of collection [27].
7 Discussion of the results of the study

Analyzing the situation with digital banking in Russia, O.A. Tarasenko rightly notes that "the availability of remote customer identification affects the growth of digital banking, so banks in all countries are looking for ways to implement such tools. Two key areas of technology development in this area should be noted. The first direction is the proliferation of "single identification" systems, whereby a person once identified by a bank is considered to be identified to others. The second direction is the development of biometrics" [28].

Russia has had a Unified Biometric System (UBS) in place since 2018, with Rostelecom as the operator and the Russian Ministry of Digital Development, Communications, and Mass Media as the regulatory body. According to the Central Bank's Financial Inclusion Strategy, Tarasenko O.A., the purpose of the UBS is to digitalize financial services, make financial services more accessible to consumers, and increase competition in the financial market.

In foreign jurisdictions, funds using specific investment techniques, such as AIFs (alternative investment funds), attract many organizations and individuals to invest. When individual investors or corporations make investments, they may also be asked for their personal information, including personal details, proof of income, details of dividend payments, and repayment details. proceed and tax residency information. They are collected for various purposes, such as identification or assurance of commitment [29]. Thus, personal information is controlled, processed and stored not only by the investment fund companies, management companies or transfer agencies, but also by the directors of these companies or other persons.

To guarantee the security of fund transactions, MiFID II requires fund companies to use six data collection criteria [30]. For example, to prevent money laundering, clients may be asked to provide a certificate of income. In addition, the Anti-Money Laundering, Counter-Terrorist Financing, and Transfer of Funds Regulations 2017 require companies to ensure that assets belonging to their customers are held securely. According to these provisions, companies must keep records for at least 5 years with as much detail as possible [31]. This includes personal information regarding relationships, order processing, reports, assets, etc. To delete personal data without undue delay is the duty of the information controller (Art. 17(1), GDPR). This principle conflicts with MiFID II, which requires a company to retain all records held by it concerning its MiFID business for a period of at least 5 years. (FCA's Systems and Control Sourcebook). The purpose of the information collected is paramount.

8 Conclusion

AI will bring benefits and risks to the financial services sector. AI should continue to be regulated to ensure continuity, market safety, investor protection, and market integrity. In addition to this, access to finance should be a regulatory goal so that AI can be used to benefit financial intermediaries and provide greater social benefit to those who were previously financially disenfranchised. Access to finance will help the use and regulation of AI gain wider public acceptance. For this purpose, AI can optimize capital on p2p platforms to help consumers have cheaper access to additional information through robo-advisors and by using RegTech services to streamline KYC/CDD processes, which reduces compliance costs. More detailed rules are needed to certify good algorithms and good platforms, strengthen ex-ante and ex-post protections for individuals using robo-advisors, and address how individual rights, such as privacy rights and data rights, can be enforced, protected to conduct more effective KYC processes.
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