Research Article

Network Traffic Anomaly Detection Based on ML-ESN for Power Metering System

S. T. Zhang,1 X. B. Lin,1 L. Wu,1 Y. Q. Song,2 N. D. Liao,2 and Z. H. Liang3

1CSG Power, Dispatching Control Center, Guangzhou 510663, China
2Changsha University of Science and Technology, Changsha 410114, China
3CSG Power, Digital Grid Research Institute, Guangzhou 510623, China

Correspondence should be addressed to Y. Q. Song; acl158474361@stu.csust.edu.cn

Received 25 February 2020; Revised 20 June 2020; Accepted 2 July 2020; Published 14 August 2020

Academic Editor: Ivo Petras

Copyright © 2020 S. T. Zhang et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Due to the diversity and complexity of power network system platforms, some traditional network traffic detection methods work well for small sample datasets. However, the network data detection of complex power metering system platforms has problems of low accuracy and high false-positive rate. In this paper, through a combination of exploration and feedback, a solution for power network traffic anomaly detection based on multilayer echo state network (ML-ESN) is proposed. This method first relies on the Pearson and Gini coefficient method to calculate the statistical distribution and correlation of network flow characteristics and then uses the ML-ESN method to classify the network attacks abnormally. Because the ML-ESN method abandons the back-propagation mechanism, the nonlinear fitting ability of the model is solved. In order to verify the effectiveness of the proposed method, a simulation test was conducted on the UNSW_NB15 network security dataset. The test results show that the average accuracy of this method is more than 97%, which is significantly better than single-layer echo state network, shallow BP neural network, and some traditional machine learning methods.

1. Introduction

At present, the traditional power grid is developing towards the smart grid. Due to the need to improve efficiency, flexibility, reliability, and loss reduction, power advanced metering infrastructure (AMI) has been rapidly developed. The system integrates smart meters, communication networks, data centers, and software systems [1].

Various application servers are mainly responsible for data collection, business application operations, and system maintenance. Large-scale measurement terminals need to access the measurement automation master station through a virtual private network. These communication processes are very vulnerable to attacks [2]. Therefore, the safe operation of power metering systems must rely on reliable communication networks and security protection, detection, and analysis technologies.

Network security experts have discovered that AMI, as an important infrastructure in modern society, is one of the important targets of cyberattacks launched by hostile organizations. The main attack methods for power networks include malicious attacks, denial of service attacks, data spoofing, and network monitoring [3].

Due to the key information exchanged in AMI communication, AMI needs reliable protection to prevent unauthorized access and malicious attacks. Therefore, when migrating to AMI facilities, we must use security mechanism and intrusion detection technology [3].

At present, intrusion detection methods are divided into host-based intrusion detection and network-based intrusion detection. Host-based intrusion detection mainly solves the collection, forensics, and audit of host intrusion traces; network-based intrusion detection is mainly used to analyze the network flow and judge the network attack behavior in real time.

Among them, researchers at home and abroad have applied network intrusion detection technology to anomaly detection of AMI network flow and proposed a variety of
anomaly detection and analysis models, such as deep neural network [1], Markov [4], density statistics [5], BP neural network [6], attack graph-based information fusion [7], and principle component analysis [8].

In [5], Fatnani and Javidi tried to use OPTICS density-based technology to immediately diagnose AMI anomalies in customer information and intelligent data. In order to improve the efficiency of the method, they used LOF indexing technology. This technology actually detects factors related to data anomalies and judges abnormal behavior based on factor scores.

In [7], an AMI intrusion detection system (AMIDS) was proposed. This system uses information fusion technology to combine sensors and consumption data in smart meters to more accurately detect energy theft.

From most existing research, we find that there are more research studies on the detection of AMI theft behavior anomaly, but fewer research studies on the detection of AMI network traffic anomaly attack.

At present, there are still some problems in the existing research on AMI network traffic anomaly detection; for example, the attack rules in [5] for AMI dynamic network environment must be updated regularly. In [6], the authors established a BP neural network training model based on 6 kinds of simple data of AMI and carried out simulation tests on Matlab software. However, the model is still a long way from real engineering applications.

In this study, we are different from the previous AMI anomaly detection content, focusing on the abnormal situation of AMI platform network flow. By continuously extracting AMI network traffic characteristics, such as protocol type, average packet size, maximum and minimum packet size, packet duration, and other related flow-based characteristics, it is possible to accurately analyze the type of attack anomalies encountered by the AMI platform.

We make the following contributions to AMI network attack anomaly detection by using deep learning methods based on stream feature extraction and multilayer echo state networks:

(1) This paper proposes a deep learning method for AMI network attack anomaly detection based on multilayer echo state networks.

(2) By extracting the statistical features of the collected network data streams, the importance and correlation of the statistical features of the network streams are found. The data input of deep learning is optimized, the model training effect is improved, and the model training time is greatly reduced.

(3) In order to verify the validity and accuracy of the method, we tested it in the UNSW_NB15 public benchmark dataset. Experimental results show that our method can detect AMI anomalous attacks and is superior to other methods.

The rest of the paper is organized as follows: Section 2 describes related research; Section 3 introduces AMI network architecture and security issues; Section 4 proposes security solutions; Section 5 focuses on the application of ML-ESN classification method in AMI; Section 6 completes experiments and comparisons; finally, this paper summarizes the research work and puts forward some problems that need to be solved in the future.

2. Related Work

Smart grid introduces computer and network communication technology and physical facilities to form a complex system, which is essentially a huge cyber-physical system (CPS) [9].

AMI is regarded as one of the most basic implementation technologies of smart grid, but so far, a large number of potential vulnerabilities have been discovered. For example, in the AMI network, smart meters, smart data collectors, and data processing centers have their own storage spaces, and these spaces store a lot of information. However, this information can easily be tampered with due to the placement of malware.

In order to solve the security problems of the AMI system, the AMI Network Engineering Task Force (AMI-SEC) [10] pointed out that intrusion detection systems or related technologies can better monitor the AMI network and analyze and discover different attacks through technical means.

At present, domestic and foreign scholars have conducted a lot of research studies on the security of AMI, mainly focusing on power fraud detection, malicious code detection, and network attack detection [11].

2.1. Power Fraud Detection. In terms of power spoofing, attacks are generally divided into two cases according to the consequences of the attack.

One is to inject the wrong data into the power grid to launch an attack, which causes the power grid to oscillate. Once successful, it will cause a large-scale impact on the power grid and users. The second is to enable attackers to obtain direct economic benefits by stealing electricity.

Jokar et al. in [12] present a new energy theft detector based on consumption patterns. The detector uses the predictability of normal and malicious consumption patterns of users and distribution transformer electricity meters to shortlist areas with a high probability of power theft and identifies suspicious customers by monitoring abnormal conditions in consumption patterns.

The authors in [13] proposed a semisupervised anomaly detection framework to solve the problem of energy theft in the public utility database that leads to changes in user usage patterns. Compared with other methods (such as a class of SVM and automatic encoder), the framework can control the detection intensity through the detection index threshold.

2.2. Malicious Code Detection. Since the smart meter transmits power consumption information to the grid terminal, the detection of malicious code can be extended to the detection of executable code. Once it is confirmed that the data uploaded by the meter contain executable code, the data are likely to be malicious code [14].
In order to achieve the rapid detection of AMI malicious code attacks, the authors in [15] proposed a secure and privacy-protected aggregation scheme based on additive homomorphic encryption and proxy reencryption operations in the Paillier cryptosystem.

In [16], Euijin et al. used a disassembler and statistical analysis method to deal with AMI malicious code detection. The method first looks for the characteristics of each data type, uses a disassembler to study the distribution of instructions in the data, and performs statistical analysis on the data payload to determine whether it is malicious code.

2.3. **Network Attack Detection**. At present, after a large number of statistical discoveries, the main attack point for hackers against the AMI network is the smart meter (SM).

SM is the key equipment that constitutes the AMI network. It realizes the two-way communication between the power company and the user. On the one hand, the user’s consumption data are collected and transmitted to the power company through the AMI network. The company’s electricity prices and instructions are presented to users.

The intrusion detection mechanism is an important part of the current smart meter security protection. It will monitor the events that occur in the smart meter and analyze the events. Once an attack occurs or a potential security threat is discovered, the intrusion detection mechanism will issue an alarm, so that the system and managers adopt corresponding response mechanisms.

The current research on AMI network security threats mainly analyzes whether there are abnormalities from the perspective of network security, especially the data and network security modeling for smart meter security. The main reason is that physical attacks against AMI are often strong and the most effective, but they are easier to detect.

The existing AMI network attack detection methods mainly include simulation method [17, 18], k-means clustering [1, 19, 20], data mining [21–23], evaluate prequential [24], and PCA [25].

In [17], the authors investigated the puppet attack mechanism and compared other attack types and evaluated the impact of puppet attack on AMI through simulation experiments.

In [18], authors also use the simulation tool NeSSi to study the impact of large-scale DDoS attacks on the intelligent grid AMI network information communication infrastructure.

In order to be able to more accurately analyze the AMI network anomaly, some researchers start with AMI network traffic and use machine learning methods to determine whether a variety of anomaly attacks have occurred on the network.

In [20], the authors use distributed intrusion detection and sliding window methods to monitor the data flow of AMI components and propose a real-time unsupervised AMI data flow mining detection system (DIDS). The system mainly uses the mini-batch k-means algorithm to perform type clustering on network flows to discover abnormal attack types.

In [22], authors use an artificial immune system to detect AMI network attacks. This method first uses the Pcap network packets obtained by the AMI detection equipment and then classifies the attack types through artificial immune methods.

With the increase of AMI traffic feature dimension and noise data, the traffic anomaly detection method based on traditional machine learning faces the problems of low accuracy and poor robustness of traffic feature extraction, which reduces the performance of traffic attack detection to a certain extent. Therefore, the anomaly detection method based on deep learning has become a hot topic in the current network security research [26–34].

Wang et al. [27] proposed a technique that uses deep learning to complete malicious traffic detection. This technology is mainly divided into two implementation steps: one is to use CNN (convolutional neural network) to learn the spatial characteristics of traffic, and the other is to extract data packets from the data stream and learn the spatio-temporal characteristics through CNN and RNN (recurrent neural network).

Currently, there are three main methods of anomaly detection based on deep learning:

1. **Anomaly detection method based on deep Boltzmann machine** [28]: this kind of method can extract its essential features through learning of high-dimensional traffic data, so as to improve the detection rate of traffic attacks. However, this type of method has poor robustness in extracting features. When the input data contain noise, its attack detection performance becomes worse.

2. **Based on stacked autoencoders (SAE) anomaly detection method** [29]: this type of method can learn and extract traffic data layer by layer. However, the robustness of the extracted features is poor. When the measured data are destroyed, the detection accuracy of this method decreases.

3. **Anomaly detection method based on CNN** [27, 30]: the traffic features extracted by this type of method have strong robustness, and the attack detection performance is high, but the network traffic needs to be converted into an image first, which increases the data processing burden, and the influence of network structure information on the accuracy of feature extraction is not fully considered.

In recent years, the achievements of deep learning in the field of time series prediction have also received more and more attention. When some tasks need to be able to process sequence information, RNN can play the advantages of corresponding time series processing compared to the single-input processing of fully connected neural network and CNN.

As a new type of RNN, echo state network is composed of input layer, hidden layer (i.e., reserve pool), and output layer. One of the advantages of ESN is that the entire network only needs to train the $W_{out}$ layer, so its training process is very fast. In addition, for the processing and
prediction of one-dimensional time series, ESN has a very good advantage [32].

Because ESN has such advantages, it is also used by more and more researchers to analyze and predict network attacks [33, 34].

Saravanakumar and Dharani [33] applied the ESN method to network intrusion detection system, tested the method on KDD standard dataset, and found that the method has faster convergence and better performance in IDS.

At present, some researchers have found through experiments that there are still some problems with the single-layer echo state network: (1) there are defects in the model training that can only adjust the output weights; (2) training the randomly generated reserve pool has nothing to do with specific problems, and the parameters are difficult to determine; and (3) the degree of coupling between neurons in the reserve pool is high. Therefore, the application of echo network to AMI network traffic anomaly detection needs to be improved and optimized.

From the previous review, we can find that the traditional AMI network attack analysis methods mainly include classification-based, statistics-based, cluster-based, and information theory (entropy). In addition, different deep learning methods are constantly being tried and applied. The above methods have different advantages and disadvantages for different research objects and purposes. This article focuses on making full use of the advantages of the ESN method and trying to solve the problem that the single-layer ESN network cannot be directly applied to the AMI complex network traffic detection.

3. AMI Network Architecture and Security Issues

The AMI network is generally divided into three network layers from the bottom up: home area network (HAN), neighboring area network (NAN), and wide area network (WAN). The hierarchical structure is shown in Figure 1.

In Figure 1, the HAN is a network formed by the interconnection of all electrical equipment in the home of a grid user, and its gateway is a smart meter. The neighborhood network is formed by multiple home networks through communication interconnection between smart meters or between smart meters and repeaters. And multiple NANs can form a field area network (FAN) through communication interconnections such as wireless mesh networks, WiMAX, and PLC and aggregate data to the FAN’s area data concentrator. Many NANs and FANs are interconnected to form a WAN through switches or routers to achieve communication with power company data and control centers.

The reliable deployment and safe operation of the AMI network is the foundation of the smart grid. Because the AMI network is an information-physical-social multidomain converged network, its security requirements include not only the requirements for information and network security but also the security of physical equipment and human security [35].

As FadwaZeyer [20] mention, AMI faces various security threats, such as privacy disclosure, money gain, energy theft, and other malicious activities. Since AMI is directly related to revenue, customer power consumption, and privacy, the most important thing is to protect its infrastructure.

Researchers generally believe that AMI security detection, defense, and control mainly rely on three stages of implementation. The first is prevention, including security protocols, authorization and authentication technologies, and firewalls. The second is detection, including IDS and vulnerability scanning. The third is reduction or recovery, that is, recovery activities after the attack.

4. Proposed Security Solution

At present, a large number of security detection equipment, such as firewalls, IDS, fortresses, and vertical isolation devices, have been deployed in China’s power grid enterprises. These devices have provided certain areas with security detection and defense capabilities, but it brings some problems: (1) these devices generally operate independently and do not work with each other; (2) each device generates a large number of log and traffic files, and the file format is not uniform; and (3) no unified traffic analysis platform has been established.

To solve the above problems, this paper proposes the following solutions: first, rely on the traffic probe to collect the AMI network traffic in real time; second, each traffic probe uploads a unified, standard traffic file to the control center; and finally, the network flow anomalies are analyzed in real time to improve the security detection and identification capabilities of AMI.

As shown in Figure 2, we deploy traffic probes on some important network nodes to collect real-time network flow information of all nodes.

Of course, many domestic and foreign power companies have not established a unified information collection and standardization process. In this case, it can also be processed by equipment and area. For example, to collect data from different devices, before data analysis, perform pre-processing such as data cleaning, data filtering, and data completion, and then use the Pearson and Gini coefficient methods mentioned in this article to find important feature correlations, and it is also feasible to use the ML-ESN algorithm to classify network attacks abnormally.

The main reasons for adopting standardized processing are as follows:

1. Improve the centralized processing and visual display of network flow information
2. Partly eliminate and overcome the inadequate problem of collecting information due to single or too few devices
3. Use multiple devices to collect information and standardize the process to improve the ability of information fusion, so as to enhance the accuracy and robustness of classification

For other power companies that have not performed centralized and standardized processing, they can establish corresponding data preprocessing mechanisms and machine
learning classification algorithms according to their actual conditions.

The goal is the same as this article and is to quickly find abnormal network attacks from a large number of network flow data.

4.1. Probe Stream Format Standards and Collection Content.
In order to be able to unify the format of the probe stream data, the international IPFIX standard is referenced, and the relevant metadata of the probe stream is defined. The metadata include more than 100 different information units. Among them, the information units with IDs less than or equal to 433 are clearly defined by the IPFIX standard. Others (IDs greater than or equal to 1000) are defined by us. Some important metadata information is shown in Table 1.

Metadata are composed of strings, each information element occupies a fixed position of the string, the strings are separated by ',', and the last string is also terminated by '. In addition, the definition of an information element that does not exist in metadata is as follows: if there is an information element defined below in a metadata and the corresponding information element position does not need to be filled in, it means that two ' are adjacent at this time. If the extracted information element has a caret, it needs to be escaped with the escape string ‘%. Part of the real probe stream data is shown in Figure 3.

The first record in Figure 3 is as follows: "6’69085d3e5432603000000000’10.107.110.10.107.212.41’19341’22’6’40’1’40’1’1564365874’156434...2019-07-29T03:08:23.969...TCP...10.107.110.10.107.212.41"...

Part of the above probe flow is explained as follows according to the metadata standard definition: (1) 6: metadata...
version; (2) 69085d3e5432360300000000: metadata ID; (3) 10.107.1.10: source IP; (4) 10.107.212.41: destination IP; (5) 19341: source port; (6) 22: destination port; and (7) 6: protocol, TCP.

4.2. Proposed Framework. The metadata of the power probe stream used contain hundreds, and it can be seen from the data obtained in Figure 3 that not every stream contains all the metadata content. If these data analyses are used directly, one is that the importance of a single metadata cannot be directly reflected, and the other is that the analysis data dimensions are particularly high, resulting in particularly long calculation time. Therefore, the original probe stream metadata cannot be used directly, but needs further preprocessing and analysis.

In order to detect AMI network attacks, we propose a novel network attack discovery method based on AMI probe traffic and use multilayer echo state networks to classify probe flows to determine the type of network attack. The specific implementation framework is shown in Figure 4.

The framework mainly includes three processing stages, and the three steps are as follows:

Step 1: collect network flow metadata information in real time through network probe flow collection devices deployed in different areas.

Step 2: first, the time series or segmentation of the collected network flow metadata is used to statistically obtain the statistical characteristics of each part of the network flow. Second, the statistically obtained characteristic values are standardized according to certain data standardization guidelines. Finally, in order to be able to quickly find important features and correlations between the features that react to network attack anomalies, the standardized features are further filtered.

Step 3: establish a multilayer echo state network deep learning model, and classify the data after feature extraction, part of which is used as training data and part of which is used as test data. Cross-validation was performed on the two types of data to check the correctness and performance of the proposed model.

4.3. Feature Extraction. Generally speaking, to realize the classification and identification of network traffic, it is necessary to better reflect the network traffic of different network attack behaviors and statistical behavior characteristics.

Network traffic [36] refers to the collection of all network data packets between two network hosts in a complete network connection. According to the currently recognized standard, it refers to the set of all network data packets with the same quintuple within a limited time, including the sum of the data characteristics carried by the related data on the set.

As you know, some simple network characteristics can be extracted from the network, such as source IP address, destination IP address, source port, destination port, and protocol, and because network traffic is exchanged between source and destination machines, source IP address, destination IP address, source port, and destination port are also interchanged, which reflects the bidirectionality of the flow.

In order to be able to more accurately reflect the characteristics of different types of network attacks, it is necessary to cluster and collect statistical characteristics of network flows.

Firstly, network packets are aggregated into network flows, that is, to distinguish whether each network flow is generated by different network behaviors. Secondly, this paper refers to the methods proposed in [36, 37] to extract the statistical characteristics of network flow.

In [36], 22 statistical features of malicious code attacks are extracted, which mainly includes the following:

- Statistical characteristics of data size: forward and backward packets; maximum, minimum, average, and standard deviation; and forward and backward packet ratio
- Statistical characteristics of time: duration; forward and backward packet interval; and maximum, minimum, average, and standard deviation

In [37], 249 statistical characteristics of network traffic are summarized and analyzed. The main statistical characteristics in this paper are as follows:

- Statistical characteristics of data size
- Statistical characteristics of time
- Statistical characteristics of network traffic
4.4. Feature Standardization. Because the various attributes of the power probe stream contain different data type values, and the differences between these values are relatively large, it cannot be directly used for data analysis. Therefore, we need to perform data preprocessing operations on statistical features, which mainly include operations such as feature standardization and unbalanced data elimination.

At present, the methods of feature standardization are mainly [38] Z-score, min-max, and decimal scaling, etc.

Because there may be some nondigital data in the standard protocol, such as protocol, IP, and TCP flag, these data cannot be directly processed by standardization, so nondigital data need to be converted to digital processing. For example, change the character “dhcp” to the value “1.”

In this paper, Z-score is selected as a standardized method based on the characteristics of uneven data distribution and different values of the power probe stream. Z-score normalization processing is shown in the following formula:

\[
x' = \frac{x - \bar{x}}{\delta},
\]

where \(\bar{x}\) is the mean value of the original data, \(\delta\) is the standard deviation of the original data, and \(\text{std} = \sqrt{\frac{(x_1 - \bar{x})^2 + (x_2 - \bar{x})^2 + \ldots + n}{n}}\) (number of samples per feature), \(\delta = \sqrt{\text{std}}\).

4.5. Feature Filtering. In order to detect attack behavior more comprehensively and accurately, it is necessary to quickly and accurately find the statistical characteristics that characterize network attack behavior, but this is a very difficult problem. The filter method is the currently popular feature filtering method. It regards features as independent objects, evaluates the importance of features according to quality metrics, and selects important features that meet requirements.

At present, there are many data correlation methods. The more commonly used methods are chart correlation analysis (line chart and scatter chart), covariance and covariance matrix, correlation coefficient, unary and multiple regression, information entropy, and mutual information, etc.

Because the power probe flow contains more statistical characteristics, the main characteristics of different types of attacks are different. In order to quickly locate the important characteristics of different attacks, this paper is based on the correlation of statistical characteristics data and information gain to filter the network flow characteristics.

Pearson coefficient is used to calculate the correlation of feature data. The main reason is that the calculation of the Pearson coefficient is more efficient, simple, and more suitable for real-time processing of large-scale power probe streams.

Pearson correlation coefficient is mainly used to reflect the linear correlation between two random variables \((x, y)\), and its calculation \(\rho_{x,y}\) is shown in the following formula:

\[
\rho_{x,y} = \frac{\text{cov}(x, y)}{\sigma_x \sigma_y} = \frac{E[(x - u_x)(y - u_y)]}{\sigma_x \sigma_y},
\]

where \(\text{cov}(x, y)\) is the covariance of \(x, y\), \(\sigma_x\) is the standard deviation of \(x\), and \(\sigma_y\) is the standard deviation of \(y\). If you estimate the covariance and standard deviation of the sample, you can get the sample Pearson correlation coefficient, which is usually expressed by \(r\):

\[
r = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2 \sum_{i=1}^{n} (y_i - \bar{y})^2}}
\]

where \(n\) is the number of samples, \(x_i\) and \(y_i\) are the observations at point \(i\) corresponding to variables \(x\) and \(y\), \(\bar{x}\) is the average number of \(x\) samples, and \(\bar{y}\) is the average number of \(y\) samples. The value of \(r\) is between \(-1\) and \(1\). When the value is 1, it indicates that there is a completely positive correlation between the two random variables; when

### Table 2: Some of the main features.

| ID | Name                  | Description                             |
|----|-----------------------|-----------------------------------------|
| 1  | SrcIP                 | Source IP address                       |
| 2  | SrcPort               | Source IP port                          |
| 3  | DestIP                | Destination IP address                  |
| 4  | DestPort              | Destination IP port                     |
| 5  | Proto                 | Network protocol, mainly TCP, UDP, and ICMP |
| 6  | total_fpackets        | Total number of forward packets         |
| 7  | total_fvolume         | Total size of forward packets           |
| 8  | total_bpackets        | Total number of backward packets        |
| 9  | total_bvolume         | Total size of backward packets          |
| 10 | ...                   | ...                                     |
| 29 | max_biat              | Maximum backward packet reach interval   |
| 30 | std_biat              | Time interval standard deviation of backward packets |
| 31 | duration              | Network flow duration                   |
the value is -1, it indicates that there is a completely negative correlation between the two random variables; when the value is 0, it indicates that the two random variables are linearly independent.

Because the Pearson method can only detect the linear relationship between features and classification categories, this will cause the loss of the nonlinear relationship between the two. In order to further find the nonlinear relationship between the characteristics of the probe flow, this paper calculates the information entropy of the characteristics and uses the Gini index to measure the nonlinear relationship between the selected characteristics and the network attack behavior from the data distribution level.

In the classification problem, assuming that there are \( k \) classes, and the probability that the sample points belong to the \( i \) classes is \( P_i \), the Gini index of the probability distribution is defined as follows [39]:

\[
Gini(P) = \sum_{i=1}^{K} P_i (1 - P_i) = 1 - \sum_{i=1}^{K} P_i^2. \tag{4}
\]

Given the sample set \( D \), the Gini coefficient is expressed as follows:

\[
Gini(P) = 1 - \sum_{i=1}^{K} \left( \frac{|C_k|}{D} \right)^2, \tag{5}
\]

where \( C_k \) is a subset of samples belonging to the \( k \)th class in \( D \) and \( k \) is the number of classes.

5. ML-ESN Classification Method

ESN is a new type of recurrent neural network proposed by Jaeger in 2001 and has been widely used in various fields, including dynamic pattern classification, robot control, object tracking, nuclear moving target detection, and event monitoring [32]. In particular, it has made outstanding contributions to the problem of time series prediction. The basic ESN network model is shown in Figure 5.

In this model, the network has 3 layers: input layer, hidden layer (reservoir), and output layer. Among them, at time \( t \), assuming that the input layer includes \( k \) nodes, the reservoir contains \( N \) nodes, and the output layer includes \( L \) nodes, then

\[
U(t) = [u_1(t), u_2(t), \ldots, u_k(t)]^T,
\]

\[
x(t) = [x_1(t), x_2(t), \ldots, x_N(t)]^T, \tag{6}
\]

\[
y(t) = [y_1(t), y_2(t), \ldots, y_L(t)]^T.
\]

\( W_{in}(N \times K) \) represents the connection weight of the input layer to the reservoir. \( W(N \times N) \) represents the connection weight from \( x(t-1) \) to \( x(t) \). \( W_{out}(L \times (K + N + L)) \) represents the weight of the connection from the reservoir to the output layer. \( W_{back}(N \times L) \) represents the connection weight of \( y(t) \) to \( x(t) \), and this value is optional.

When \( u(t) \) is input, the updated state equation of the reservoir is given by

\[
x(t + 1) = f(w_{in} \ast u(t + 1) + w_{back} \ast x(t)), \tag{7}
\]

where \( f \) is the selected activation function and \( f \) is the activation function of the output layer. Then, the output state equation of ESN is given by

\[
y(t + 1) = f'(w_{out} \ast ([u(t + 1) \ast x(t + 1)])), \tag{8}
\]

Researchers have found through experiments that the traditional echo state network reserve pool is randomly generated, with strong coupling between neurons and limited predictive power.

In order to overcome the existing problems of ESN, some improved multilayer ESN (ML-ESN) networks are proposed in the literature [40, 41]. The basic model of the ML-ESN is shown in Figure 6.

The difference between the two architectures is the number of layers in the hidden layer. There is only one reservoir in a single layer and more than one in multiple layers. The updated state equation of ML-ESN is given by [41]

\[
x_1(n + 1) = f\left(w_{in}\mu(n + 1) + w_1x_1(n)\right),
\]

\[
x_k(n + 1) = f\left(w_{\text{inter}}(k-1)x_k(n + 1) + w_kx_k(n)\right), \tag{9}
\]

\[
x_M(n + 1) = f\left(w_{\text{inter}}(M-1)x_M(n + 1) + w_Mx_M(n)\right).
\]

Calculate the output ML-ESN result according to formula (9):

\[
y(n + 1) = f_{out}(W_{out}x_M(n + 1)). \tag{10}
\]

5.1. ML-ESN Classification Algorithm. In general, when the AMI system is operating normally and securely, the statistical entropy of the network traffic characteristics within a period of time will not change much. However, when the network system is attacked abnormally, the statistical characteristic entropy value will be abnormal within a certain time range, and even large fluctuations will occur.
It can be seen from Figure 5 that ESN is an improved model for training RNNs. The steps are to use a large-scale random sparse network (reservoir) composed of neurons as the processing medium for data information, and then the input feature value set is mapped from the low-dimensional input space to the high-dimensional state space. Finally, the network is trained and learned by using linear regression and other methods on the high-dimensional state space.

However, in the ESN network, the value of the number of neurons in the reserve pool is difficult to balance. If the number of neurons is relatively large, the fitting effect is weakened. If the number of neurons is relatively small, the generalization ability cannot be guaranteed. Therefore, it is not suitable for directly classifying AMI network traffic anomalies.

On the contrary, the ML-ESN network model can satisfy the internal training network of the echo state by adding multiple reservoirs when the size of a single reservoir is small, thereby improving the overall training performance of the model.

This paper selects the ML-ESN model as the AMI network traffic anomaly classification learning algorithm. The specific implementation is shown in Algorithm 1.

6. Simulation Test and Result Analysis

In order to verify the effectiveness of the proposed method, this paper selects the UNSW_NB15 dataset for simulation testing. The test defines multiple classification indicators, such as accuracy rate, false-positive rate, and F1-score. In addition, the performance of multiple methods in the same experimental set is also analyzed.

6.1. UNSW_NB15 Dataset. Currently, one of the main research challenges in the field of network security attack inspection is the lack of comprehensive network-based datasets that can reflect modern network traffic conditions, a wide variety of low-footprint intrusions, and deep structured information about network traffic [42].

Compared with the KDD98, KDDCUP99, and NSLKDD benchmark datasets that have been generated internationally more than a decade ago, the UNSW_NB15 dataset appeared late and can more accurately reflect the characteristics of complex network attacks.

The UNSW_NB15 dataset can be downloaded directly from the network and contains nine types of attack data, namely, Fuzzers, Analysis, Backdoors, DoS, Exploits, Generic, Reconnaissance, Shellcode, and Worms [43].

In these experiments, two CSV-formatted datasets (training and testing) were selected, and each dataset contained 47 statistical features. The statistics of the training dataset are shown in Table 3.

Because of the original dataset, the format of each eigenvalue is not uniform. For example, most of the data are of numerical type, but some features contain character type and special symbol: “,” so it cannot be directly used for data processing. Before data processing, the data are standardized, and some of the processed feature results are shown in Figure 7.

6.2. Evaluation Indicators. In order to objectively evaluate the performance of this method, this article mainly uses three indicators: accuracy (correct rate), FPR (false-positive rate), and F1-score (balance score) to evaluate the experimental results. Their calculation formulas are as follows:

\[
\text{accuracy} = \frac{TP + TN}{TP + TN + FP + FN},
\]

\[
\text{FPR} = \frac{FP}{FP + FN},
\]

\[
\text{TPR} = \frac{TP}{FN + TP},
\]

\[
\text{precision} = \frac{TP}{TP + FP},
\]

\[
\text{recall} = \frac{TP}{FN + TP},
\]

\[
F - \text{score} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}.
\]

The specific meanings of TP, TN, FP, and FN used in the above formulas are as follows:

- TP (true positive): the number of abnormal network traffic successfully detected
- TN (true negative): the number of successfully detected normal network traffic
FP (false positive): the number of normal network traffic that is identified as abnormal network traffic
FN (false negative): the number of abnormal network traffic that is identified as normal network traffic

6.3. Simulation Experiment Steps and Results

Step 1. In a real AMI network environment, first collect the AMI probe stream metadata in real time, and these metadata are as shown in Figure 3; but in the UNSW_NB15 dataset, this step is directly omitted.
Step 2. Perform data preprocessing on the AMI metadata or UNSW_NB15 CSV format data, which mainly include operations such as data cleaning, data deduplication, data completion, and data normalization to obtain normalized and standardized data, and standardized data are as shown in Figure 7, and normalized data distribution is as shown in Figure 8.

As can be seen from Figure 8, after normalizing the data, most of the attack type data are concentrated between 0.4 and 0.6, but Generic attack type data are concentrated between 0.7 and 0.9, and normal type data are concentrated between 0.1 and 0.3.

Step 3. Calculate the Pearson coefficient value and the Gini index for the standardized data. In the experiment, the Pearson coefficient value and the Gini index for the UNSW_NB15 standardized data are as shown in Figures 9 and 10, respectively.

It can be observed from Figure 9 that the Pearson coefficients between features are quite different, for example, the correlation between spkts (source to destination packet count) and sloss (source packets retransmitted or dropped) is relatively large, reaching a value of 0.97. However, the correlation between spkts and ct_srv_src (no. of connections that contain the same service and source address in 100 connections according to the last time.) is the smallest, only -0.069.

In the experiment, in order not to discard a large number of valuable features at the beginning, but to retain the distribution of the original data as much as possible, the initial value of the Pearson correlation coefficient is set to 0.5. Features with a Pearson value greater than 0.5 will be discarded, and features less than 0.5 will be retained.

Therefore, it can be seen from Figure 9 that the correlations between spkts and sloss, dpkts (destination to source packet count), and sbytes (destination to source transaction bytes), tcprtt and ackdat (TCP connection setup time, the time between the SYN_ACK and the ACK packets) all exceed 0.9, and there is a long positive correlation. On the contrary, the correlation between spkts and state, dbytes, and tcppcb (destination TCP base sequence number) is less than 0.1, and the correlation is very small.

In order to further examine the importance of the extracted statistical features in the dataset, the Gini coefficient values are calculated for the extracted features, and these values are shown in Figure 10.

Step 4. Perform attack classification on the extracted feature data according to Algorithm 1. Relevant parameters were initially set in the experiment, and the specific parameters are shown in Table 4.

In Table 4, the input dimension is determined according to the number of feature selections. For example, in the
UNSW_NB15 data test, five important features were selected according to the Pearson and Gini coefficients.

The number of output neurons is set to 10, and these 10 outputs correspond to 9 abnormal attack types and 1 normal type, respectively.

Generally speaking, under the same dataset, as the number of reserve pools increases, the time for model training will gradually increase, but the accuracy of model detection will not increase all the time, but will increase first and then decrease. Therefore, after comprehensive consideration, the number of reserve pools is initially set to 3.

The basic idea of ML-ESN is to generate a complex dynamic space that changes with the input from the reserve pool. When this state space is sufficiently complex, it can use these internal states to linearly combine the required output. In order to increase the complexity of the state space, this article sets the number of neurons in the reserve pool to 1000.

In Table 4, the reason why the tanh activation function is used in the reserve pool layer is that its value range is between −1 and 1, and the average value of the data is 0, which is more conducive to improving training efficiency. Second, when tanh has a significant difference in characteristics, the detection effect will be better. In addition, the neuron fitting training process in the ML-ESN reserve pool will continuously expand the feature effect.

The reason why the output layer uses the sigmoid activation function is that the output value of sigmoid is between 0 and 1, which just reflects the probability of a certain attack type.

In Table 4, the last three parameters are important parameters for tuning the ML-ESN model. The three values are set to 0.9, 50, and $1.0 \times 10^{-6}$, respectively, mainly based on relatively optimized parameter values obtained through multiple experiments.

### 6.3.1. Experimental Data Preparation and Experimental Environment

During the experiment, the entire dataset was divided into two parts: the training dataset and the test dataset.

The training dataset contains 175320 data packets, and the ratio of normal and attack abnormal packets is 0.46 : 1.

The test dataset contains 82311 data packets, and the ratio of normal and abnormal packets is 0.45 : 1.
The experimental environment is tested in Windows 10 home version 64-bit operating system, Anaconda3 (64-bit), Python3.7, 8.0 GB of memory, Intel(R) Corei3-4005U CPU @ 1.7 GHz.

6.3.2. The First Experiment in the Simulation Data. In order to fully verify the impact of Pearson and Gini coefficients on the classification algorithm, we have completed the method experiment in the training dataset that does not rely on these two filtering methods, a single filtering method and the combination of the two. The experimental results are shown in Figure 11.

From the experimental results in Figure 11, it is generally better to use the filtering technology than not to use the filtering technology. Whether it is a small data sample or a large data sample, the classification effect without the filtering technology is lower than that with the filtering technology.

In addition, using a single filtering method is not as good as using a combination of the two. For example, in the 160,000 training packets, when no filter method is used, the recognition accuracy of abnormal traffic is only 0.94; when only the Pearson index is used for filtering, the accuracy of the model is 0.95; when the Gini index is used for filtering, the accuracy of the model is 0.97; when the combination of Pearson index and Gini index is used for filtering, the accuracy of the model reaches 0.99.

6.3.3. The Second Experiment in the Simulation Data. Because the UNSW_NB15 dataset contains nine different types of abnormal attacks, the experiment first uses Pearson and Gini index to filter, then uses the ML-ESN training...
algorithm to learn, and then uses test data to verify the training model and obtains the test results of different types of attacks. The classification results of the nine types of abnormal attacks obtained are shown in Figure 12.

It can be known from the detection results in Figure 12 that it is completely feasible to use the ML-ESN network learning model to quickly classify anomalous network traffic attacks based on the combination of Pearson and Gini coefficients for network traffic feature filtering optimization.

Because we found that the detection results of accuracy, F1-score, and FPR are very good in the detection of all nine attack types. For example, in the Generic attack contact detection, the accuracy value is 0.98, the F1-score value is also 0.98, and the FPR value is very low, only 0.02; in the Shellcode and Worms attack type detection, both the accuracy and F1-score values reached 0.99. The FPR value is only 0.02. In addition, the detection rate of all nine attack types exceeds 0.94, and the F1-score value exceeds 0.96.

6.3.4. Third Experiment in the Simulation Data. In order to fully verify the detection time efficiency and accuracy of the ML-ESN network model, this paper completed three comparative experiments. (1) Detecting the time consumption at different reservoir depths (2, 3, 4, and 5) and different numbers of neurons (500, 1000, and 2000), the results are shown in Figure 13(a); (2) detection accuracy at different reservoir depths (2, 3, 4, and 5) and different number of neurons (500, 1000, and 2000), the results are shown in Figure 13(b); and (3) comparing the time consumption and accuracy of the other three algorithms (BP, DecisionTree, and single-layer MSN) in the same case, the results are shown in Figure 13(c).

As can be seen from Figure 13(a), when the same dataset and the same model neuron are used, as the depth of the model reservoir increases, the model training time will also increase accordingly; for example, when the neuron is 1000, the time consumption of the reservoir depth of 5 is 21.1 ms, while the time consumption of the reservoir depth of 3 is only 11.6. In addition, at the same reservoir depth, the more the neurons in the model, the more training time the model consumes.

As can be seen from Figure 13(b), with the same dataset and the same model neurons, as the depth of the model reservoir increases, the training accuracy of the model will gradually increase at first; for example, when the reservoir depth is 3 and the neuron is 1000, the detection accuracy is 0.96; while the depth is 2, the neuron is 1000, and the detection accuracy is only 0.93. But when the neuron is increased to 5, the training accuracy of the model is reduced to 0.95.

The main reason for this phenomenon is that at the beginning, with the increase of training level, the training parameters of the model are gradually optimized, so the training accuracy is also constantly improving. However, when the depth of the model increases to 5, there is a certain overfitting phenomenon in the model, which leads to the decrease of the accuracy.

From the results of Figure 13(c), the overall performance of the proposed method is better than the other three methods. In terms of time performance, the decision tree method takes the least time, only 0.0013 seconds, and the BP method takes the most time, 0.0024. In addition, in terms of detection accuracy, the method in this paper is the highest, reaching 0.96, and the decision tree method is only 0.77. These results reflect that the method proposed in this paper has good detection ability for different attack types after model self-learning.

Step 5. In order to fully verify the correctness of the proposed method, this paper further tests the detection
performance of the UNSW_NB15 dataset by a variety of different classifiers.

6.3.5. The Fourth Experiment in the Simulation Data.

The experiment first calculated the data distribution after Pearson and Gini coefficient filtering. The distribution of the first two statistical features is shown in Figure 14.

It can be seen from Figure 14 that most of the values of feature A and feature B are mainly concentrated at 5.0; especially for feature A, their values hardly exceed 6.0. In addition, a small part of the value of feature B is concentrated at 5 to 10, and only a few exceeded 10.

Secondly, this paper focuses on comparing simulation experiments with traditional machine learning methods at the same scale of datasets. These methods include GaussianNB [44], KNeighborsClassifier (KNN) [45], DecisionTree [46], and MLPClassifier [47].

This simulation experiment focuses on five test datasets of different scales, which are 5000, 20,000, 60,000, 120,000, and 160,000, respectively, and each dataset contains 9 different types of attack data. After repeated experiments, the detection results of the proposed method are compared with those of other algorithms, as shown in Figure 15.

From the experimental results in Figure 15, it can be seen that, in the small sample test dataset, the detection accuracy of traditional machine learning methods is relatively high. For example, in the 20,000 data, the GaussianNB, KNeighborsClassifier, and DecisionTree algorithms all achieved 100% success rates. However, in large-volume test data, the classification accuracy of traditional machine learning algorithms has dropped significantly, especially the GaussianNB algorithm, which has accuracy rates below 50%, and other algorithms are very close to 80%.

On the contrary, ML-ESN algorithm has a lower accuracy rate in small sample data. The phenomenon is that the smaller the number of samples, the lower the accuracy rate. However, when the test sample is increased to a certain size, the algorithm learns the sample repeatedly to find the optimal classification parameters, and the accuracy of the algorithm is gradually improved rapidly. For example, in the 120,000 dataset, the accuracy of the algorithm reached 96.75%, and in the 160,000, the accuracy reached 97.26%.

In the experiment, the reason for the poor classification effect of small samples is that the ML-ESN algorithm generally requires large-capacity data for self-learning to find the optimal balance point of the algorithm. When the number of samples is small, the algorithm may overfit and the overall performance will not be the best.

In order to further verify the performance of ML-ESN in large-scale AMI network flow, this paper selected a single-layer ESN [34], BP [6], and DecisionTree [46] methods for comparative experiments. The ML-ESN experiment parameters are set as in Table 4. The experiment used ROC (receiver operating characteristic curve) graphs to evaluate the experimental performance. ROC is a graph composed of FPR (false-positive rate) as the horizontal axis and TPR
The detection time (ms) for reservoir depths is shown in the figure. The detection times are as follows:

- Depth 2: 21.1 ms
- Depth 3: 16.7 ms
- Depth 4: 11.6 ms
- Depth 5: 4.1 ms

The accuracy and time for different methods are also shown in the figure. Accuracy values include:

- BP: 0.91
- DecisionTree: 0.97
- ESN: 0.95
- ML-ESN: 0.95

Time values are as follows:

- BP: 0.0024
- DecisionTree: 0.0013
- ESN: 0.0017
- ML-ESN: 0.0022

Figure 13: ML-ESN results at different reservoir depths.

Figure 14: Distribution map of the first two statistical characteristics.
(true-positive rate) as the vertical axis. Generally speaking, ROC chart uses AUC (area under ROC curve) to judge the model performance. The larger the AUC value, the better the model performance.

The ROC graphs of the four algorithms obtained in the experiment are shown in Figures 16–19, respectively.

From the experimental results in Figures 16–19, it can be seen that for the classification detection of 9 attack types, the optimized ML-ESN algorithm proposed in this paper is significantly better than the other three algorithms. For example, in the ML-ESN algorithm, the detection success rate of four attack types is 100%, and the detection rates for
Figure 18: Classification ROC diagram of DecisionTree algorithm.

Figure 19: Classification ROC diagram of our ML-ESN algorithm.
other attack types are 99%. However, in the single-layer ESN algorithm, the best detection success rate is only 97%, and the general detection success rate is 94%. In the BP algorithm, the detection rate of the Fuzzy attack type is only 87%, and the false-positive rate exceeds 20%. In the traditional DecisionTree algorithm, its detection effect is the worst. Because the detection success rate is generally less than 80%, and the false-positive rate is close to 35%.

7. Conclusion

This article firstly analyzes the current situation of AMI network security research at home and abroad, elicits some problems in AMI network security, and introduces the contributions of existing researchers in AMI network security. Secondly, in order to solve the problems of low accuracy and high false-positive rate of large-capacity network traffic data in the existing methods, an AMI traffic detection and classification algorithm based on ML-ESN deep learning was proposed.

The main contributions of this article are as follows: (1) establishing the AMI network streaming metadata standard; (2) the combination of Pearson and Gini coefficients is used to quickly solve the problem of extracting important features of network attacks from large-scale AMI network streams, which greatly saves model detection and training time; (3) using ML-ESN’s powerful self-learning and storage and memory capabilities to accurately and quickly classify unknown and abnormal AMI network attacks; and (4) the proposed method was tested and verified in the simulation dataset. Test results show that this method has obvious advantages over single-layer ESN network, BP neural network, and other machine learning methods, with high detection accuracy and low time consumption.

Of course, there are still some issues that need attention and optimization in this paper. For example, how to establish AMI network streaming metadata standards that meet the requirements of different countries and different regions? At present, due to the complex structure of AMI and other electric power informatization networks, it is difficult to form a centralized and unified information collection source, so many enterprises have not really established a security monitoring platform for information fusion.

Therefore, the author of this article suggests that before analyzing the network flow, it is best to perform certain multicollected device fusion processing to improve the quality of the data itself, so as to better ensure the accuracy of model training and detection.

The main points of the next work in this paper are as follows: (1) long-term, large-scale test verification of the proposed method in the real AMI network flow, so as to find out the limitations of the method in the real environment; (2) carry out unsupervised ML-ESN AMI network traffic classification research to solve the problem of abnormal network attack feature extraction, analysis, and accurate detection; (3) further improve the model learning ability, such as learning improvement through parallel training, greatly reducing the learning time and classification time; (4) study the AMI network special protocol, and establish an optimized ML-ESN network traffic deep learning model that is more in line with the actual application of AMI, so as to apply it to actual industrial production.
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