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A B S T R A C T

Several real-life optimization problems, such as the case of several instances of the School Bus Routing Problem (SBRP), are very complex and expensive to solve with exact algorithms. Metaheuristics are a good alternative in these situations because they are capable of generating good quality solutions to these problems in a reasonable time. Metaheuristics iterate thousands of times by introducing changes concerning the previous solutions. Each new solution must be evaluated, and sometimes, the new solutions have elements unchanged that are unnecessarily re-evaluated. However, an approach avoids repeatedly evaluating parts of different solutions known as partial evaluation. This work applies this technique to the SBRP to reduce its execution time. To apply the partial evaluation approach in this problem, each solution contains the information of the change that was made concerning the solution from which it originates. With this information, when evaluating the objective function, it will be only necessary to analyze the routes that changed. In the literature reviewed, no previous work was found in which the partial evaluation approach has been applied in the context of SBRP. In this paper we apply it in order to reduce the computational cost of SBRP solutions based on metaheuristics. The results show that it is possible to decrease the execution time in 80% of the instances, reducing the execution time on average by 73.6%.

1. Introduction

The school bus routing problem (SBRP) has its origin in schools that have a fleet of buses and must transport a group of students to schools [1]. One of the most studied objective of SBRP is to efficiently plan school bus routes to transport students from stops near their homes to schools in a way that the total distances of the routes are minimized. This is the objective of the SBRP model studied in this article. However, it is worth mentioning that there are other objectives for the SBRP, such as minimizing the number of buses used, minimizing the student walking distance, minimizing the total bus travel distance and/or time, and others. These problems usually have constraints that must be guaranteed in the solution such as vehicle capacity, maximum riding time, maximum walking distance, and others [2, 3].

The SBRP is a combinatorial optimization problem that, due to its complexity, is classified as NP-Complete [4]. Metaheuristics are widely used for solving these problems. Some of the most used metaheuristics are Ant Colony, Genetic Algorithm, GRASP, Tabu Search and Stochastic Hill Climbing. They have been successfully used in several cases, finding good solutions in a reasonable time [5, 6, 7]. Metaheuristics, in the search for solutions, must evaluate the objective function many times (hundreds, thousands of times), each one with different configurations of the solution [8]. A large number of evaluations of the objective function in an optimization problem increases the computational cost [9]. A large number of evaluated solutions are created as a result of transformations of previous solutions with the use of mutation operators [10]. This implies that when a solution results from the mutation of another solution, they will have some parts in common, which will be evaluated repeatedly (in each of the solutions that have it in common). There are approaches to obtaining substitute functions for objective function that tend to lower computational costs. One of these approaches is partial evaluation (PE), which focuses on the variations introduced by the operators [8, 9]. Thus, in each evaluation of the objective function, only the modified part of the solution is taken into account, taking advantage of previous evaluations [8].
This work aims to apply the partial evaluation approach to the school bus routing problem (SBRP), seeking to reduce its execution time. The SBRP being studied is based on the model presented in [10], which is explained in detail in the following section. This model is designed for situations where there is a homogeneous fleet, students do not require differentiated treatments among themselves, and all students are destined for a single school. The focus of the paper is on reducing the computational cost of the metaheuristic approach for solving SBRP based on the use of partial evaluation. The advantage of the proposal is experimentally demonstrated by solving several SBRP instances by using Stochastic Hill Climbing metaheuristic implemented in the BiCIAM library [11].

2. School Bus Routing Problem

2.1. Literature review

The School Bus Routing Problem is a classic combinatorial optimization problem [12]. Due to its complexity, it is classified as NP-Complete and it is a specific type of vehicle routing problem (VRP) [4]. This group has the characteristic that, despite being easily described, they are pretty hard to solve. This can be done through exact mathematical methods, but the best solution is not obtained in polynomial time for large instances [6].

SBRP provides efficient school bus routes, where buses must pick up students at various stops and transport them to each student’s designated school. A route or a path is a sequence of bus stops that a bus must go through. Each bus is responsible for traveling a route. In the solutions provided to the problem, it is necessary to comply with restrictions such as the capacity of the buses, the maximum time that students can be traveling on the bus, and the periods of the schools, among others [1, 2]. SBRP can be separated into five subproblems [2]: bus stop selection, bus route generation, bus route schedule, school bell time adjustment, and strategic transportation policy.

Based on [2, 3] the SBRP can be categorized according to the following aspects:

- Algorithm: refers to the algorithm solution used or implemented in each research.
- Schools (s): multi school (MD) or single school (SD).
- Fleet: homogeneous (HM) or heterogeneous (HT).
- Objective (Obj.): minimize the number of buses (N), minimize the total bus distance (TBD).
- Special students (SS): yes or no.
- Mixed load (ML): yes or no.
- Problems: bus stop selection (BSS), bus route generation (BRG), bus route scheduling (BRS), school bell adjustment (SBA).

The main literature of SBRP that is more related to the proposal presented in this paper is summarized in Table 1. An extended review of SBRP may be found in [2].

| Ref. | Algorithm | S | Fleet | Obj. | SS | ML | Problems |
|------|-----------|---|-------|------|----|----|----------|
| [13] | MD        | 0 | MD    | N    | No | Yes|          |
| [14] | GRASP     | SD | HM    | TBD  | No | No | BSS,BRG  |
| [10] | Hill Climbing | SD | HM    | TBD  | No | No | BSS,BRG  |
| [12] | ILS       | MD | HT    | N    | TBD| Yes| BSS,BRG, BRS |
| [5]  | Genetic Algorithm | MD | HM    | N, TBD| Yes| Yes| BSS,BRG, BRS |

Metaheuristics are widely used to solve combinatorial optimization problems, such as SBRP [13] as it is shown in Table 1. Studies have demonstrated the ability of these methods to approximately solve complex optimization problems in a reasonable computational time [15]. Metaheuristics, despite being approximate methods that do not guarantee an optimal solution, they allow for good solutions to be reached in a reasonable time [6]. However, metaheuristics tend to have a high computational cost that is directly related to the number of times the objective function of the problem must be evaluated [9].

Surrogate functions are a way to solve the problem of the computational cost of metaheuristics with less expensive alternatives when evaluating the objective function and/or the restrictions [16]. These functions use several techniques and can be an exact or approximate variant of the objective function and/or constraints [9].

One of the exact approaches to surrogate functions is partial evaluation, which is applied in this work to reduce the computational cost of the metaheuristic approach. Partial evaluation is based on the principle of evaluating only the part of the solution that was modified, and it has obtained good results in NP-Complete optimization problems [9].

The effect of partial evaluation is greatly influenced by the operators that are applied for the mutation of solutions [8]. Table 2 summarizes the application a partial evaluation to different optimization problems like Maximal Covering Location Problems (MCLP), Rank Aggregation Problems (Ranking) and Constrained Optimization Problems (COP). Some examples of SBRP applications are included.

It is important to clarify that the concept of Partial Evaluation has been successfully applied in other optimization contexts but this is not the case of SBRP in spite of its possible impact in the reduction of computational cost.

2.2. Mathematical model

This section presents a mathematical formulation of the school bus routing problem presented in [10]. To apply the designed model to the planning of school bus routes, the problem must have the following characteristics: a single school that is the destination of all students; all students are equal and they do not require special treatment; all buses have the same capacity that is fixed, the first and last bus stop is the school.

The proposed model is presented below. The input variables are:

- $c$: capacity of buses
- $b$: number of buses
- $d$: maximum distance students can walk to reach a stop
- $P$: set of possible stops, being the index identifying the school.
- $E$: student set
- $C^s$: set of vectors with coordinate pairs of possible stops
- $C^s = \{ (\hat{x}^s_1, \hat{y}^s_1), \ldots, (\hat{x}^s_{|C^s|}, \hat{y}^s_{|C^s|}) \}$ where $\hat{e}^s = \langle \hat{x}^s, \hat{y}^s \rangle$
- $\hat{x}^s_j$: $x$ coordinate of the stop $p$
- $\hat{y}^s_j$: $y$ coordinate of the stop $p$
- $C^c$: vector set with coordinate pairs of each student’s house
- $C^c = \{ (\hat{x}^c_1, \hat{y}^c_1), \ldots, (\hat{x}^c_{|C^c|}, \hat{y}^c_{|C^c|}) \}$ where $\hat{e}^c = \langle \hat{x}^c, \hat{y}^c \rangle$
- $\hat{x}^c_e$: $x$ coordinate of the student $e$
- $\hat{y}^c_e$: $y$ coordinate of the student $e$
- $W_{ij}$: cost matrix between each pair of stops $(i,j)$
\( W_{ij} = \begin{cases} D(c_i^e, c_j^e), & i \neq j \\ 0, & i = j \end{cases} \quad \forall i, j \in P \)

\( D \): defines the distance function between any two nodes. In this article, the Euclidean distance was used as \( D \).

\( S_{ij}^e \): binary matrix with 1 if the student \( e \) can reach the stop \( p_i \), and 0 otherwise.

\( S_{ij}^p \)\( \leq 1, D(c_i^e, c_j^e) \leq d \quad e \in E, p \in P \) - \( \{ p_0 \} \)

Decision variables:

\( R_k^{m} \): stop that is visited by the route \( k \) in order \( m \)

With \( R_k^{m} = R_k^{m+} = 0 \) where \( P_k \): size of the route \( k \), including origin and destination, which is the school.

\( Z_e \): stop where each student \( e \) is picked up.

Objective function

\[
\text{Minimize} \sum_{k=1}^{b} \sum_{m=1}^{k} W[R_{km} | R_{km+}] \tag{1}
\]

Constraints

\[
\begin{align*}
|R_{km} | & \leq 1 \quad \forall p \in P - \{ p_0 \}, \forall m \in [1, ... |P|], \forall k \in [1, ... b] \\
(c, p) | Z_e = p & \subseteq (c, p) | S_{ij}^e = 1 \quad e \in E, p \in P \tag{2} \\
\{E | m | R_{km} = Z_e \} & \subseteq m \in [1, ... |P|], \forall k \in [1, ... b], \forall e \in E \tag{3} \\
\{R_{km} | Z_e = R_{km} \} & = 1 \quad \forall e \in E \tag{4}
\end{align*}
\]

The objective function (1) minimizes the total distance traveled by the bus fleet. Equations (2), (3), (4), and (5) are constraints that must be met for the solution to be feasible. Constraint (2) ensures that each stop is visited at most once, except for the stop representing the school, the final destination of all buses. Constraint (3) ensures that each student can reach the stop to which he was assigned to take the bus. Constraint (4) takes into account that the capacity of each bus is not exceeded. Constraint (5) ensures that each stop assigned to at least one student is visited by a bus.

3. Metaheuristic approach for SBRP with partial evaluation

3.1. Solution representation example

In Table 3, a possible solution of the previously described model is represented. In this solution, there are five routes. For route 1(R1), four stops must be visited in the same order as shown in the solution. Each route starts and ends at the school (Route 1: School -> 17 -> 3 -> 12 -> 14 -> School). The other component of the representation of the solution appears in the Table 4. This structure represents the assignment of the students to the stops. Every student must be assigned to one stop.

3.2. Components of the metaheuristic approach

As in previous papers [9], here we illustrate the partial evaluation approach for SBRP by using Stochastic Hill Climbing as the metaheuristic method. The solution is implemented using BiCIAM [11], a library of metaheuristic algorithms that were previously used in [10].

The initial construction combines two heuristic algorithms, one for assigning each student to a bus stop and the other to create an initial collection of routes. The assignment algorithm, named StudentToFirst-Stop, is based on the following idea. For each student a set of stops is selected. These are the stops to which the student can be assigned in compliance with the maximum distance constraint between the home of each student and the stop. Stops are sorted arbitrarily based on the order of the stops in the description of the instance. Then, the first stops in the set are selected and it is assigned to the student. If the selected stop has been already assigned to a number of students equal to the capacity of the vehicles, a new attempt is made in order to insert the student to one of the other stops in the set. This is done by selecting the next stop in the list, and always ensuring that the bus capacity is not exceeded by the number of assigned students.

The algorithm to route the stops, named CompletingFirstRoute, is based on the following idea. For each route a set of stops is selected, containing all those stops where at least one student was assigned and containing a number of students that can still be inserted to the current route without exceeding the capacity of the vehicles. The stops are randomly selected to complete the route, and the set is updated according to the availability of the route's capacity. Once the set is empty a new route must be created, which is filled following the same procedure. If, when satisficing the capacity of the last route, there are still stops to be located, they are incorporated into the last route and this solution is considered unfeasible.

After the construction of the initial solution following the previous heuristics, the local search goes on by trying to improve the quality of the solutions by using mutations. For the selection of the mutation to be applied, a probabilistic adaptive mechanism is applied. It is adaptive because the selection of the mutation to be applied is based on the previous performance of the mutations, i.e. each mutation operator is selected in a probabilistic way according to the result of its previous use. Each operator has a weight, and the probability of selection it in each iteration is directly proportional to its weight. Then, in each iteration the selected operator is applied to the current solution, and depending on the result obtained, two operations are carried out: the operator selected is penalized for its use, and it is rewarded if it obtained a better solution than the previous one. With these operations, the weights are modified, and therefore the selection probabilities. Thus, in each iteration where an operator produced and improved solution, then it is more likely to be selected. In general, an operator that achieves improvements is probably more selected rather than another that produces less improvements.

The mutation operators that compete to be selected by the selection mechanism are TWO_SWAP, SECTION_SWAP, and TWO_OPT.

- **TWO_SWAP** operator [17]: swap two bus stops. Two points can be selected from two different routes or the same route. To implement that, two routes \( R_k \) and \( R_l \) are randomly selected. From each of them, a point is randomly chosen. Finally, both points \( p_k \) and \( p_l \) are swapped. The next two figures show new solutions generated by **TWO_SWAP** operator. Fig. 1 represents the application of this operator in one route, and Fig. 2 represents the application of two different routes.

- **SECTION_SWAP** operator [17]: The objective of applying this operator is to exchange two substrings of nodes. Both substrings must be equal in size. For the implementation of the operator, initially, two routes are randomly selected, \( R_k \) and \( R_l \), guaranteeing that \( R_k \neq R_l \). The length of the substrings is then randomly selected. Subsequently, it is defined in which position the substring will be

| Table 3. Representation of the routes. |
|---------------------------------------|
| R1 | 17 | 3 | 12 | 14 |
| R2 | 5  | 13 | 2  |
| R3 | 16 | 18 | 9  | 8 |
| R4 | 6  | 11 | 4  | 1 |
| R5 | 7  | 15 | 10 |
| Original Solution | Transformed Solution |

Fig. 1. Example of TWO_SWAP operator to route a) Original solution, b) Transformed solution.
inserted in each route. Finally, each of the elements is exchanged between both substrings. Fig. 3 show mutations generated by SECTION_SWAP operator.

- **TWO_OPT operator** [17]: The result of applying this operator is the exchange of a substring in a route. Initially, a route R is randomly chosen. Then two nodes of the selected route are randomly chosen, \( p_{R_1} \) and \( p_{R_2} \), in such a way that \( 1 \leq p_{R_1} < p_{R_2} \leq |R| \). Finally, the string \( p_{R_1}, ..., p_{R_2} \) belonging to R is updated. The Fig. 4 show mutations generated by TWO_OPT operator.

The previously described initial construction heuristics guarantee compliance with the constraints of the problem. Likewise, the mutation operators take these restrictions into account and guarantee to introduce changes that do not compromise the feasibility of the solution in each iteration. It is worth noting that the implemented operators affect at most two routes. In general, the search is conducted following the Hill Climbing strategy, i.e. every new mutated solution is compared to the current solution and it is accepted as the future current solution if the new one is better or equal than the previous one.

### 3.3. Partial evaluation

The partial evaluation can be applied to the evaluation of objective functions and to the evaluation of constraints. In this work, the partial evaluation is applied only to the objective function of the optimization model, because the constraint satisfaction is guaranteed by the operators. Algorithm 1 shows the pseudo-code of the objective function of the original model. In its operation, it is iterated through the variables of the model that represents the planning of the school routes. When the partial evaluation is not applied, the method iterates through every planning route. Each stop in each route must also be iterated, and the total cost of the solution increases according to the solution represented.

#### Algorithm 1 Total Evaluation in SBRP.

```plaintext
1: cost = 0
2: currentSolution
3: for each route k of currentSolution do
4: for each stop p of currentSolution(k) do
5: cost ← add travel cost from currentSolution(k)[p] to currentSolution(k)[p + 1]
6: end for
7: end for
```

It can be seen that the applied mutation operators affect at most two routes. Due to this, in a solution like the one represented in Table 3, each mutation affects at most two routes. However, in Algorithm 1 it is necessary to reevaluate the five routes.

The partial evaluation solves this problem because each new solution generated only evaluates the affected routes concerning the original solution. Algorithm 2 shows how the new objective function works with partial evaluation. For the implementation of the partial evaluation, each solution must keep some extra information such as the modified routes and the evaluation of the previous solution. In this way, the cost of the modified routes before mutation is subtracted from the previous evaluation. Then the cost of the modified routes in the current solution is added to the previous evaluation. When these two operations are executed, the cost of the current solution is obtained. The solutions that were not the result of a mutation operator are completely evaluated, as it is the case of the initial solution in each execution of the metaheuristic.

#### Algorithm 2 Partial Evaluation is SBRP.

```plaintext
1: previousSolution
2: currentSolution
3: modifiedRoutes ← routes that changed between the previous solution and the current one
4: if modifiedRoutes is not empty then
5: cost ← cost of previousSolution
6: for each route k of modifiedRoutes do
7: for each stop p of previousSolution(k) do
8: cost ← subtract travel cost from previousSolution(k)[p] to previousSolution(k)[p + 1]
9: end for
10: end for
11: for each route k of modifiedRoutes do
12: for each stop p of currentSolution(k) do
13: cost ← add travel cost from currentSolution(k)[p] to currentSolution(k)[p + 1]
14: end for
15: end for
16: else
17: cost ← 0
18: for each route k of currentSolution do
19: for each stop p of currentSolution(k) do
20: cost ← add travel cost from currentSolution(k)[p] to currentSolution(k)[p + 1]
21: end for
22: end for
23: end if
```

The changes introduced for the implementation of the partial evaluation are related only to the evaluation of the solutions. The initial solution construction algorithms, as well as the mutation operators,
were not modified. This ensures that the results obtained by the problem are not affected.

It is worth noting that, as can be seen in Algorithm 2, the partial evaluation must do a double evaluation of each of the routes that were modified by the operator in order to subtract the cost of the modified routes in the previous solutions and to add the cost of the modified routes in the new solution. However the total evaluation, Algorithm 1, for the modified routes, each route are only evaluated once. Thus the advantage of the partial evaluation is more noticeable when there are many routes. In large instances with more routes, it can expect a cost gain from partial evaluation. But in small instances with two routes or less, the partial evaluation will be generating an extra cost with respect to total evaluation.

4. Experiments

4.1. Instances description

The experiments presented here are carried out on a set of 112 instances that were generated in [14] and used in [10] for experimentation. Instances vary from the simplest one with 5 stops and 25 students to the most complex instances where 800 students must be located at 80 stops. The instances have a homogeneous fleet composed by buses with a capacity of 25 or 50. The maximum distance that each student can travel to reach the assigned stop is also a parameter defined in each instance. Table 5 summarizes the characteristics of the instances of the test set.

The experiments presented in this article were executed on a laptop with the following characteristics: Intel Core i5-5200U processor, 8 GB of RAM and Windows 10 operating system. The solution was developed in Java and it was executed and compiled in IntelliJ IDEA.

4.2. Analysis of the results

Table 6 presents the results of the experiments. In this table, we include the execution time (columns T) and the quality (columns Q) of the solution. The parameter Q is the cost of the objective function and it is expressed in distance units to this model. In the Table 6 are included the results of the Algorithm 2 with partial evaluation (PE) and Algorithm 1 with total evaluation (TE), results from [10]). In order to allow comparison, we also included the results (T and Q) of the GRASP algorithm presented in [14] in columns with T(G) and Q(G). In addition, the quality of the optimal solutions obtained by an exact method [14] is presented in column Q(O) when it is known. The first column (I) indicates the identifier of each instance.

The reduction of the execution time due to the partial evaluation is graphically presented in Fig. 5. The X-axis of Fig. 5 indicates the identifiers of each instance (I) in ascending order of its complexity. The Y-axis represents the percent (%) that represents the values in column T(PE) with respect to values in column T(TE) of the Table 6.

Fig. 5 shows that there are a small number of instances in which the application of the partial evaluation worsens the execution time with respect to the total evaluation. These instances represent 20% of the set of instances analyzed. This percentage corresponds to the less complex instances. However, in 80% of the instances PE is faster than TE.

As the operators affect at most two paths and, as it was detailed in the description of the partial evaluation in Algorithm 2, at most 4
It is worth noting that as routes as considered as a unit with respect to partial evaluation, there are paths inside each route that are unnecessarily reevaluated. This is an opportunity to take advantage of the use of partial evaluation even with a reduced number of routes. From this analysis, the first recommendation for future work is derived and it is to implement partial evaluation in such a way that evaluate only specific paths of the routes that have changed. In this way, only the paths with altered stops should be evaluated and not the altered routes.

In 20% of the instances, the cost of implementing PE is greater than the cost of implementing TE. For these instances, on average, the partial evaluation is 60.66% times greater than the total evaluation. On the other hand, in 80% of the instances, shorter times are obtained with the partial evaluation, which corresponds to the larger instances in which time-saving is more important. For these cases, the partial evaluation on average is carried out in 26.4% of the time of the total evaluation. Notably, in one instance it is only used 4% of the time of the total evaluation. In other words, with the implementation of the partial evaluation, an average of all 112 instances of 73.6% of the time consumed with the total evaluation is saved.

Table 6, contains in column T(G) the execution time obtained by the GRASP algorithm presented in [14]. Figs. 6 and 7 presents a comparison of PE and TE with respect to this GRASP approach. In both figures, the y-coordinate of each orange dot represents the ratio Q(TE)/Q(G) in one instance while the x-coordinate of this orange dot represents the ratio T(TE)/T(G) in this instance. On the other hand, the y-coordinate of each blue dot represents the ratio Q(PE)/Q(G) in one instance while the x-coordinate of this blue dot represents the ratio T(PE)/T(G) in this instance. For example, the last point (right) in Fig. 6 represents an instance where TE is around 4 times slower than G with a similar quality. It is worth noting. As the quality of TE and PE are the same, there is a pair of orange-blue points with the same quality (y-axis) with different execution time (corresponding to the results of PE and TE in the same instance).

Doing a comparison between the GRASP algorithm execution time versus PE algorithm execution time the following results are obtained:
1. In 61.6% of the 112 instances (69 instances) a better or equal time execution was reached with PE with respect to GRASP. For these instances, PE algorithm in average, represents the 15% of time consumption with respect to GRASP algorithm (6.7 times faster). Fig. 6 represents these 69 instances and compares the relation quality/time for the result PE and TE with respect to GRASP. The x-coordinates of most blue points are less than 0.3, indicating that (in general) the solutions with PE are 3 times faster, even with similar quality in several cases.
2. In 38.4% of the 112 instances (43 instances) a better execution time is reached by GRASP with respect to PE. For these instances, PE algorithm in average, is 9 times slower than GRASP. Fig. 7 represents these 43 instances and compares the relation quality/time for the result PE and TE respect GRASP.

paths must be evaluated. However in the total evaluation 1, all routes must be evaluated, so this number increases in the largest instances. Consequently, in cases where the complete solution has 4 routes or less, the total evaluation may have the same cost or even less than the partial evaluation. This explains the results presented in Fig. 5.
In the instances represented in Fig. 7, the PE solution is not competitive with respect to GRASP algorithm. These instances are less complex and in 17 of these instances (39.5%) both PE and GRASP obtain the optimal result.

Based on the experimental results, it can be seen that the application of the concept of partial evaluation in SBRP allow saving a considerable computational effort, this advantage is remarkable in the largest instances.

5. Conclusions

In this work, the objective of implementing the partial evaluation for the SBRP and reducing the execution time has been accomplished. After the completion of the work, it may be concluded that:

- The partial evaluation approach implemented in this work is applied for the evaluation of the objective function in the SBRP model described in the article.
- As a result of the work, the execution time of the SBRP model solution algorithm was reduced with the implementation of the partial evaluation in the objective function in instances with more than two routes as solution.
- The implementation of the partial evaluation does not introduce changes in the results of the problem reached by the algorithm.
- The partial evaluation implementation, for instances with 1 or 2 routes, does not improve the execution time to find the solutions.
- The execution time with the partial evaluation, in instances with more than 2 routes, represents an average of 26.4% of the times consumed by the total evaluation thus reducing the execution time on average by 73.6%.

As recommendations for future work, the following aspects may be considered:

- To implement a more detailed version of the partial evaluation to evaluate only the altered paths in the mutated solutions.
- To implement the partial evaluation also for the evaluation of constraints of the problem.
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