Exploring Cesium–Tellurium phase space via high-throughput calculations beyond semi-local density-functional theory
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Boosted by the relentless increase of available computational resources, high-throughput calculations based on first principles methods have become a powerful tool to screen a huge range of materials. The backbone of these studies are well-structured and reproducible workflows efficiently returning the desired properties given chemical compositions and atomic arrangements as sole input. Herein, we present a new workflow designed to compute the stability and the electronic properties of crystalline materials from density-functional theory using the SCAN approximation for the exchange-correlation potential. We show the performance of the developed tool exploring the binary Cs–Te phase space which hosts cesium telluride, a semiconducting material widely used as photocathode in particle accelerators. Starting from a pool of structures retrieved from open computational material databases, we analyze formation energies as a function of relative Cs content and for a few selected crystals, we investigate the band structures and density of states unraveling interconnections among structure, stoichiometry, stability, and electronic properties. Our study contributes to the ongoing research on alkali-based photocathodes and demonstrates that high-throughput calculations based on state-of-the-art first-principles methods can complement experiments in the search for optimal materials for next-generation electron sources.

I. INTRODUCTION

The search for advanced materials for electron sources has recently become a hot topic well beyond the traditional fields of accelerator physics and electron microscopy.²⁻⁴ Ultra­bright electron beams produced by high-yield photocathodes are necessary, among others, for the operation of novel instrumentation such as free electron lasers, ultrafast scatter­ing, and radiation detectors.⁵⁻⁶ In view of optimizing the performance of these applications, it is crucial to identify novel materials with optimal characteristics and sustainable growth and operational conditions. For these tasks, traditional trial-and-error procedures are expensive and ineffective. New approaches from computational material science, exploiting the results of ab initio simulation to gain insight into the material properties, have recently emerged as viable alternatives and/or complements to this empirical approach. The availability of open-access quantum material databases since the last few years has represents a valuable resource to find potential candidates for target applications. Likewise, the development of automated workflows for density-functional theory (DFT) calculations in connection with machine learning techniques has opened even broader perspectives to identify and design materials with suitable characteristics as photocathodes.⁷

Despite their great potential, available schemes for high-throughput screening inevitably suffer from the intrinsic limitations of DFT with semi-local approximations for the exchange-correlation (xc) potential. The choice of these func­tions is traditionally driven by the need to optimize the computational effort when exploring large configurational spaces including several thousands of systems. Underestimation of band-gaps is the most serious consequence of this ap­proach but additional drawbacks manifest themselves in the formation energies as well as in the description of the density of states, particularly when defects are present in the systems. While the consolidated awareness of the problems of semi-local DFT enables the application of effective workarounds, such corrections are typically empirical and do not cover the most serious cases in which DFT fails reproduc­ing even qualitatively the electronic structure of the mater­i­als. On the other hand, many-body perturbation theory (GW approximation and Bethe-Salpeter equation) is the state-of-the-art method to compute electronic and optical excitations in solids, cannot be conveniently applied to high-throughput calculations yet. The reason for this is not only in the much higher computational costs but especially in the non-standard, system-dependent convergence process of the numerous compu­tational parameters involved that finally determine the reliability of the final results.

The intense efforts dedicated in the last decades to the development of hy­brid xc functionals for DFT have ultimately led to approximations that deliver band gaps in excel­lent agreement with experimental references for a wide range of materials. An alternative approach that has been explored more recently is based on meta-GGA, the rung directly above the generalized gradient approximation (GGA) in the “Jacob’s ladder” of xc functionals. Corresponding imple­mentations, including the SCAN functional, are computa­tionally less expensive than hybrid functionals but generally lead to superior accuracy compared to the GGA. In par­ticular, we recently showed that SCAN is able to predict band­gaps of Cs-based antimonides and tellurides in very good agreement with many-body perturbation theory results. Our understanding of this behavior is based on the availability in those materials of s- and p-like bands close to the frontier.
Benchmark studies on elemental solids such as diamond, silicon, and germanium confirm this trend \cite{33,34}.

In this work, we present an automated workflow for DFT calculations employing the SCAN functional to explore the stability and the electronic structure of cesium-telluride materials. These systems, although largely used as electron sources in many particle accelerators around the globe \cite{35}, are still poorly characterized and understood from a fundamental perspective. This lack of knowledge, in turn, inhibits the possibility to enhance the performance of the resulting photocathodes in a controlled way. The proposed approach, built upon the AiiDA infrastructure \cite{36} and supporting calculations performed with the CP2K package \cite{38} is interfaced with an efficient data-mining routine that identifies suitable structures from computational material databases and inputs them for the subsequent DFT calculations. The developed workflow includes steps for structural optimization and self-consistent calculations to determine the energetics and the electronic structure of stable stoichiometries, which can coexist with the nominally grown Cs$_2$Te phase. The subsequent analysis of band-gaps and projected densities of states is aimed at establishing correlations with the crystal structure and the chemical composition of the materials. The obtained results can be used as an advanced input to three-step model for photoemission model \cite{39}. Moreover, the presented computational scheme is ready to be interfaced with algorithms for crystal structure prediction as well as with machine learning approaches.

This paper is organized as follows: In Sec. II we introduce the developed high-throughput workflow (Sec. II A) and summarize the details of DFT calculations (Sec. II B). In Sec. III we apply the workflow to explore the cesium-tellurium phase space, introducing the adopted approach to select the initial data pool (Sec. III A) and subsequently investigating structural stability (Sec. III B) and its connection with the electronic properties of the materials (Sec. III C), with specific focus on the experimental stoichiometry (Sec. III D). Finally, we summarize our results, we present our conclusions, and propose an outlook on prospect follow-up work (Sec. IV).

II. COMPUTATIONAL METHODS

To perform high-throughput calculations exploring a large configurational space in an efficient and reliable way, an automatized workflow is needed to setup and manage the computational procedure as well as to handle and process the output. Our development stands upon the existing open-source python library AiiDA \cite{40,41} which provides a robust and yet flexible computational infrastructure for high-throughput DFT calculations. AiiDA has been specifically designed to automatize complex computational workflows, to manage large amounts of data, and to promote sharing scientific results ensuring data provenance. To this end, all input and output files as well as all calculation steps are stored as nodes in a database, thereby enabling easy back-tracing and reproduction of results. While the core functions are included in the main library, interfaces to specific software packages are handled via plugins. In our implementation, we use the official AiiDA plugin for CP2K \cite{42} as a base, and supply it with additional, purposely implemented features. These developments are part of a custom library that will be released as a standalone, open-source package in the near future. In the following, we outline the implemented workflow, describing its parts and specifying how they interact with each other. A general description of the AiiDA infrastructure of workflows can be found elsewhere \cite{43,44}.

A. The high-throughput workflow

The developed workflow, schematically represented in Fig. 1, is implemented as an AiiDA WorkChain \cite{46} object hierarchically calling sub-processes (blue and red rectangular boxes with corners) to perform different tasks. There are three different types of input parameters in the input space shown in the green area on the top of Fig. 1: Structural parameters define the crystal structure and its properties, numerical parameters specify the calculation accuracy, and workflow parameters manage the functionality of the workflow. The input space contains only the most relevant parameters, thus keeping the usability as simple as possible. All remaining settings are given by a protocol-file that can be generated and adapted for special use cases.

After the definition of all input parameters, the actual workflow begins, consisting of a logical sequence of predefined stages. The individual workflow stages are depicted as rectangular filled boxes in Fig. 1 whereby AiiDA objects such as CalcJobs or CalcFunctions and WorkChains (see Ref. \cite{40} for details) are shown in red and light blue, respectively. After each DFT calculation, process handlers, represented in Fig. 1 as filled dark blue boxes with rounded corners, are set in place to check for specific problems, e.g., whether the cell optimization or the convergence of self-consistent field (SCF) cycles was successful. Dark blue arrows indicate exchanged data between different stages of the workflow, thus highlighting their interdependencies.

The first stage of the workflow, preliminary to any DFT calculations, consists of the determination of the space group of the considered crystal structure, its primitive unit cell, as well as a standardized k-path throughout the first Brillouin zone. To do so, the two external libraries SeeK-path \cite{44} and spglib \cite{45} are used. In the first WorkChain for DFT calculations, the mixing and smearing parameters for convergence of the Kohn-Sham equations \cite{46} are determined. A SCF calculation is performed iterating through different mixing parameters and density mixing schemes, including Broyden- and Pulay-mixing \cite{47} as well as Kerker damping as implemented in CP2K \cite{38}. For each parameter set, four different electronic smearing temperatures are tried using a Fermi-Dirac distribution. During all following stages, only the mixing-parameter is adjusted while the mixing-scheme and smearing temperature are kept fixed. For the case of super cell calculations of materials with a band-gap the more efficient orbital transformation method is also implemented \cite{38}.

Next, the unit cell parameters and the atomic positions are optimized minimizing interatomic forces and internal pressure.
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**FIG. 1.** Schematic overview of the developed computational workflow. The green area on top represents the space all relevant input parameters; the blue area in the middle includes the steps of the workflow, where all relevant sub-processes are indicated within rectangular fields; the orange area shows calculated properties that are stored as output nodes in the database. Green and orange dashed arrows show the data transfer from the input space into the workflow and from the workflow to the output space, respectively. Dark blue arrows denote transfer of data between the sub-processes defining dependencies among them. Green dotted arrows show the transfer of control parameters.

---

**B. Details of CP2K Calculations**

All DFT calculations performed within the workflow described above are run using the CP2K package, implementing Gaussian and plane wave basis-set schemes. In the analysis of the Cs-Te phase space, we have chosen triple-\(\zeta\) valence basis sets including two polarization functions (MOLOPT-TZV2P) for both elements, a plane wave cut-off of 550 Ry, as well as relative cutoff value of 100 Ry to ensure sufficient numerical accuracy. To describe core electrons appropriately, we have used dual-space pseudopotentials (GTH-pseudopotentials) represented by Gaussian functions and optimized for the SCAN functional.
III. RESULTS

We apply the high-throughput workflow introduced above to study the configurational space of binary Cs-Te crystals. Cesium telluride is a photocathode material typically grown on a substrate via physical vapor deposition. The obtained crystal structures and phases are generally not known with precision but it is assumed that several different phases with different stoichiometry can form and coexist in polycrystalline samples. As optimal photoemission properties are associated with smooth and homogeneous materials, the knowledge of crystal structure and stoichiometry of the phases formed during growth is essential. Furthermore, for the application of this material as an electron source, access to the electronic properties is of fundamental relevance too. Unfortunately, this body of information can be hardly accessed experimentally, especially in light of the known issues with material growth and its degradation. DFT can greatly help in this regard, providing unrivaled insight into the structure-property relations of photocathode materials, as demonstrated for Cs₂Te itself as well as for (multi)alkali antimonides.

A. Initial dataset

As a starting point for our analysis, we consider all crystal structures exclusively containing Cs and Te elements stored in the Materials Project (MP) database and in the Open Quantum Materials Database (OQMD). Elemental phases of Cs and Te available in the aforementioned databases are included in the initial dataset as a point of reference for subsequent calculations of formation energies and for the analysis of the phase diagram of the binary systems. In addition, the crystal structure of monoclinic Cs₂Te is manually added to the dataset, as it is missing in either database. To minimize the overlap between the entries from MP and OQMD, we have applied the Fingerprint method to filter out duplicate structures. This procedure results in the 132 structures visualized in Fig. 2).

A careful inspection of Fig. 2(b) reveals the unbalance of the obtained dataset towards the elemental phases. In order to reduce the weight of the latter, in the pool we include additional binary crystals derived from materials formed by cations and anions belonging to the same chemical groups as Cs and Te, respectively. Specifically, we consider crystal structures containing K and Rb as cations and Se and Po as anions in place of Cs and Te, respectively. The unit cell dimensions are scaled according to the ratio between the ionic radii of the substituted elements. The inclusion of this additional set of 52 structures significantly impacts on the phase space incrementing the relative amount of binary compounds in comparison with the elemental phases (see Fig. 2(b)). The new configurational space includes 184 crystal structures in total.

All generated crystal structures are taken as input by the high-throughput workflow described in Sec. II DFT calculations on the 132 crystal structures mined from MP and OQMD converged without problems, while among the 52 additionally generated structures 4 had to be excluded for numerical issues. All crystal structures that successfully passed this step in the workflow are compared with each other once again using the F-fingerprint method filtering out a total of 19 duplicated structures and consequently resulting in 161 successfully calculated independent crystal structures.

B. Stability and convex hull

The first step in the analysis of the Cs-Te phase space consists of the assessment of structural stability. This quantity is evaluated from the formation energy defined as

$$E_{\text{form}}(\text{Cs}_x\text{Te}_{1-x}) = E(\text{Cs}_x\text{Te}_{1-x}) - [xE(\text{Cs}) + (1-x)E(\text{Te})],$$

(1)

where $E(\text{Cs}_x\text{Te}_{1-x})$ is the energy per atom of the binary compound while $E(\text{Cs})$ and $E(\text{Te})$ are its counterparts for the most stable elemental phases. These values are obtained from DFT total energies, and, as such, they do not include zero-point energy contributions nor thermal effects. Positive values of the formation energy are indicative of unstable structures.

The formation energies of all calculated phases using SCAN are plotted in Fig. 2, where the corresponding values extracted from MP and OQMD are displayed as well. The results stored in both databases are obtained using the DFT package VASP employing the PBE parametrization of the GGA xc functional. The discrepancy between MP and OQMD datasets, in spite of the analogous computational parameters adopted to generate them, originates from an empirical correction for Te-containing compounds applied to the formation energies in MP. The convex hull shown in Fig. 2(c) is obtained for each dataset (OQMD, MP, and our own SCAN results) by connecting the formation energies of the most stable phase for each composition including linear combinations of phases with different compositions. Comparing our results obtained with the SCAN functional with the convex hull resulting from the OQMD dataset, we notice systematically lower formation energies for the former, although qualitatively the trends of formation energy versus relative Cs content remain the same. This finding, consistent with similar analysis performed on binary Cs-Sb crystal in previous work, can be ascribed to the improved functional adopted in our calculations. Considering now our results against the MP dataset, we notice a qualitative difference. The formation energies stored in MP are systematically lower than our data points towards tellurium-rich phases (see Fig. 2(c)) as the magnitude of the aforementioned correction scheme depends on the tellurium content of the phases. Nonetheless, the minimum of the convex hull in all three datasets is found for a composition of 2:1 Cs:Te relative content. The absolute minimum ($E_{\text{form}}^\text{min} = -1.26 \text{ eV/atom}$) is obtained with SCAN while with PBE we find $E_{\text{form}}^\text{min} = -1.13 \text{ eV/atom}$ for the MP dataset and $E_{\text{form}}^\text{min} = -1.04 \text{ eV/atom}$ for the OQMD one. It is worth recalling that the phase diagram of Cs-Te materials has already been constructed based on experimental data. Although a quantitative correlation between these results and DFT data is hindered by the many variables in
play (experimental conditions, presence of defects or impurities, etc.), still, such a comparison can provide an insightful point of reference in our analysis. The synthesized phases with the space group / chemical formula $P2_1/c$ [14] / $CsTe_4$ [68] / $Cmcn$ [63] / $Cs_2Te_5$ [65] / $Cmc2_1$ [36] / $Cs_2Te_3$ [56] / $Pham$ [55] / $CsTe$ [69] / $C2/m$ [12] / $Cs_5Te_4$ [80] and $Pnma$ [62] / $Cs_3Te_5$ [62] are located at the convex hull in our calculations. For the $Cs_5Te_3$ and $Cs_2Te$, enthalpies of formation $-942.2 \pm 8.3$ kJ·mol$^{-1}$ and $-(362.9 \pm 2.9)$ kJ·mol$^{-1}$, respectively, have been derived from solution calorimetry experiments at ambient conditions. Transformed into eV/atom, we obtain the experimental reference values of $-(1.22 \pm 0.01)$ eV/atom and $-(1.25 \pm 0.01)$ eV/atom for $Cs_5Te_3$ and $Cs_2Te$, respectively. Looking at the formation energies of the most stable phases for these two materials for the different datasets, we obtain $-0.98$ eV/atom and $-1.04$ eV/atom for OQMD, $-1.11$ eV/atom and $-1.13$ eV/atom for MP and $-1.23$ eV/atom and $-1.26$ eV/atom for our calculations, respectively. In both cases, the formation energy calculated with the SCAN functional matches the experimental value within its error margin while the other methods give overestimates of these values, leading to underbound structures. The very good agreement between our SCAN results and available experimental data highlights the overall improvement provided by our approach in the prediction of structural stability for this material class compared to GGA and empirical correction schemes. It is worth mentioning that additional contributions coming from temperature and pressure are not yet present in our calculations. Their inclusion can further improve the agreement with experiments and, more importantly, our knowledge of these materials.

C. Correlation between structural properties and band gaps

Turning now to the electronic properties of the investigated set of materials, we analyze the band gap values against the relative Cs content. To further emphasise correlations with the structural stability of the materials, we filter out those phases that exhibit formation energies that are at least 0.05 eV/atom higher than the convex hull and that, as such, are less likely to form under experimental conditions (orange dots in Fig. 2 d). For the remaining phases, above the the convex hull by up to 0.05 eV/atom (blue dots in Fig. 2 d), a general tendency towards larger band gaps can be noticed upon increasing cesium content. The maximum is reached at the $CsTe$ composition with 2:1 ratio, to which the stoichiometry of the known compound $Cs_2Te$ belongs. With the aid of the blue area highlighted in Fig. 2 d), we can identify the band-gap range with increasing Cs relative content. Although not monotonic, a tendency towards increasing band-gap can be noticed upon larger amounts of Cs, dropping to zero at the elemental phase of the $Cs$ metal. Interestingly, the largest variability of band-gap values is noticed at the 1:1 composition, where an energy range from 0.77 eV to 1.48 eV is spanned.

The correlation between chemical composition and electronic properties can be studied in more detail by inspecting the projected density of states (pDOS) of selected phases along the phase diagram, see Fig. 3. In this analysis, we mainly focus on experimentally grown binary materials, in addition to the elemental solids for comparison. The transition from the elemental tellurium phase, characterized by purely covalent bonds, towards the mixed phases exhibiting increasingly ionic bonds, leads to metallic cesium-rich phases up to...
FIG. 3. Projected density of states (pDOS) of six selected crystal structures with increasing relative Cs-content from a) to f). Solid, dashed, dotted, and dash-dotted lines represent contributions from s-, p-, d-, and f-orbitals, respectively. The valence band maximum is set to 0 eV in each plot.

the elemental phase of Cs (see Fig. 3), following the trends seen in Fig. 2 d).

In the elemental Te phase, p-orbitals dominate both, the valence region as well as the lowest conduction states, forming two broad bands across the band gap of the material that are clearly visible in the pDOS (Fig. 3 a). Similar features are still present in Te-rich phases, such as in Cs₂Te₅ (see Fig. 3 b), where, however, the energy range of both p-orbital dominated valence and conduction bands decreases by a few eV in comparison with elemental tellurium. This trend can be directly associated with the presence of chemical bonds of increasing ionic character, which in turn lead to a more pronounced wave-function localization towards Te atoms rather than along the bonds. Such a behavior is more pronounced when the relative amount of Cs and Te content becomes equal (Fig. 3 c- d). While valence and conduction states around the gap are still dominated by Te p-states, hybridization with Cs s- and p-orbitals becomes increasingly relevant and hybrid Cs-Te d-bands dominate the higher conduction region. As the relative Cs content exceeds the Te one (Fig. 3 e-f), the localized character of the Te p-states in the gap region is mostly enhanced. This characteristic is directly related to the band-gap increase seen for these compositions in Fig. 2 d). The maximum is achieved at the relative Cs:Te content 2:1, where the number of unoccupied p-orbitals of the anion equals the number of occupied s-orbitals of the cation. Thereby, only the valence bands are dominated by the p-orbitals of tellurium while the lowest conduction bands are formed by s-orbitals of cesium atoms, see Fig. 3 f). Once surpassing this stoichiometry, the band-gap size drops and the material becomes metallic, see Fig. 3 g). The predominance of Cs content in the considered Cs₃Te is clear in particular in the lowest conduction bands, which are dominated by the s- and d-states of the cation. Hybridized Te p-orbitals are pushed down in energy in the va-
ence region, while in the conduction mainly $d$-states of the anion participates in the bonds with Cs.

Looking back at the formation energies in Fig. 2c, we notice negative values for Cs:Te ratios larger than 2:1 as an indication of (meta)stable systems. However, the energetic separation from the convex hull is in any case larger than 0.1 eV/atom, implying that the excess of Cs leading to partial occupations at the Fermi energy is detrimental for the energetic stability of the material. This line of reasoning is supported by the lack of stable phases beyond the 2:1 Cs:Te ratio in the experimental phase diagrams.\textsuperscript{[53,119]}

D. The 2:1 composition of Cs-Te materials

Among the variety of structures and compositions analyzed so far, the one with 2:1 relative Cs:Te content covers a prominent role in experimental photocathode research.\textsuperscript{[74,76]} Although different stoichiometries can coexist in the samples,\textsuperscript{[53]} interestingly, this system is not only at the minimum of the computed convex hull (see Fig. 2b) but, from the analysis of the pDOS, it also exhibits the largest band gap (Fig. 5). Given the importance of this composition and its characteristics, we deepen our analysis examining all stable phases in our data pool with 2:1 Cs:Te ratio. We rate as stable only those systems with formation energies exceeding the convex hull up to 0.05 eV/atom.

\begin{table}[h]
\centering
\caption{Composition (Comp.), space group, distance to the convex hull $\Delta E_{\text{null}}$ and band gap ($E_{\text{gap}}$) of Cs-Te materials with Cs:Te composition ratio of 2:1. Only systems with formation energies exceeding the convex hull up to 0.05 eV/atom are considered. For each system, the database source is given: "m." indicates additional structures generated from chemically similar ones mined from the corresponding database.}
\begin{tabular}{llcccc}
\hline
Comp. & Space group & $\Delta E_{\text{null}}$ (eV/atom) & $E_{\text{gap}}$ (eV) & Source  \\
\hline
Cs$_5$Te$_4$ & P1 [1] & 0.000 & 2.26 & OQMD   \\
Cs$_5$Te$_4$ & Pm [6] & 0.000 & 2.26 & OQMD   \\
Cs$_5$Te$_4$ & $P2_1/c$ [14] & 0.000 & 2.26 & MP m.  \\
Cs$_5$Te$_4$ & Pnma [62] & 0.000 & 2.25 & MP    \\
Cs$_5$Te & R$3m$ [166] & 0.002 & 2.14 & OQMD   \\
Cs$_5$Te & Fm$3m$ [225] & 0.002 & 2.14 & OQMD   \\
Cs$_8$Te$_9$ & R3 [146] & 0.004 & 1.96 & OQMD m. \\
Cs$_4$Te$_2$ & Cmc2$_1$ [36] & 0.018 & 2.16 & MP m.  \\
Cs$_4$Te$_2$ & Fdd2 [43] & 0.018 & 2.18 & MP m.  \\
Cs$_4$Te$_2$ & P6$_3$/mmc [194] & 0.018 & 2.22 & MP m.  \\
\hline
\end{tabular}
\end{table}

The summary of such systems considered in this work is reported in Table I. To simplify the forthcoming discussion, we consider a representative number of Cs-Te crystals with 2:1 ratio in light of the structural similarities which are also reflected in the electronic characteristics, as elaborated in Sec. III C. According to the stoichiometry of the materials, four groups of structures can be identified. The most stable ones, all with formation energies coinciding with the convex hull, are those with composition Cs$_5$Te$_4$. This group includes the experimentally determined phase with the space group $Pnma$ [62].\textsuperscript{[62]} Regardless of their polymorphism, they exhibit very similar band-gap values ranging from 2.25 to 2.26 eV, which are the largest found for this compositional ratio. Having a composition of Cs$_5$Te we identify a trigonal and cubic phase with formation energies exceeding the convex hull by 2 meV/atom and with a band gap of 2.14 eV in both cases. Energetically slightly above these systems, we find the trigonal Cs$_{18}$Te$_9$ lattice which is characterized by the smallest band gap (1.96 eV) among the values reported in Table I. Finally, for the stoichiometry Cs$_5$Te$_2$ we find the least stable structures with formation energies that are 18 meV/atom above the convex hull. For this composition, we find the largest variability of the band gap size with respect to the space group: the smallest one (2.16 eV) is associated to the orthorhombic lattice (space group Cmc2$_1$), while the largest one (2.22 eV) is associated with the hexagonal phase belonging to the space group P6$_3$/mmc [194].

To deepen the analysis on the structure-property relationships of Cs-Te materials with 2:1 compositional ratio, we analyze the band structures of representative materials for each group reported in Table I, namely the $Pnma$ [62] orthorhombic phase for Cs$_5$Te$_4$, the Fm$3m$ [225] cubic phase for Cs$_5$Te, and the P6$_3$/mmc [194] hexagonal phase for Cs$_4$Te$_2$. As for Cs$_{18}$Te$_9$, we consider the only identified structure belonging to the space group R3 [146]. The corresponding primitive cells are shown in Fig. 4.

A bird-eye glance at Fig. 5 reveals clear similarities among the systems, irrespective of their stoichiometries and crystal structures. Valence bands are rather flat, as expected due to their predominant $p$-character (see Fig. 5 and Ref. [34]), and they extend for a relative narrow energy interval of less than 1 eV. The conduction band minimum is located at the $\Gamma$-point in all considered systems and it corresponds to the minimum of a parabolic-like band, consistent with the $s$-character of the corresponding states.

Focusing now on the details, we notice that the band-structure of the cubic phase sticks out with respect to the others (see Fig. 5). Notably, the unit cell of this material (Fig. 5) exhibits a strong resemblance to the cubic phase of Cs$_3$Sb$_2$, with the main difference being the missing atom at

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Ball-and-stick representation of the primitive cells of a) Cs$_8$Te$_4$ with space group $Pnma$ [62], b) Cs$_5$Te$_4$ with space group $Fm\bar{3}m$ [225], c) Cs$_{18}$Te$_9$ with space group R3 [146], and d) Cs$_4$Te$_2$ with space group P6$_3$/mmc [194]. Graphics created with VESTA [22].}
\end{figure}
FIG. 5. Band structures of a) Cs$_8$Te$_4$, b) Cs$_2$Te$_1$, c) Cs$_{18}$Te$_9$, and d) Cs$_4$Te$_2$. The valence band maximum (VBM) is set to 0 eV in each plot.

As a final remark, it is worth noting that all the band structures displayed in Fig. 5 not only exhibit similar band-gap values but also the conduction-band minimum separated by approximately 1 eV from the rest of the conduction region. Transitions to the lowest unoccupied band are weak but optically allowed while transitions to higher states give rise to a much broader and intense absorption, as shown for Cs$_2$Te in recent work. These features are consistent with experimental data attributing large values of quantum efficiency to Cs-Te photocathodes for photon energies larger than 3.5 eV in contrast with the much lower yield observed at frequencies below that threshold.

IV. SUMMARY AND CONCLUSIONS

In summary, we have presented a new computational workflow developed upon the existing AiiDA infrastructure to investigate the structural stability and the electronic properties of photocathode materials via high-throughput DFT calculations with the SCAN functional. An efficient data-mining routine integrated in the workflow enables users to take entries from open material databases as input structures. The applicability of the implemented approach is demonstrated in the study of the compositional phase space of Cs-Te binary systems. Our results have revealed that the structures with the lowest formation energies have 2:1 relative content of Cs and Te atoms, respectively, in agreement with experimental findings. Both metallic and semiconducting materials are identified among the stable compounds. The band-gap computed with SCAN are systematically larger than those obtained from PBE and stored in the databases, thereby confirming that the usage of the meta-GGA functional enables alleviating the severe underestimation of this quantity by semi-local DFT without affecting the overall computational costs. In the second part of our analysis, we focus on the electronic properties of selected stable phases, inspecting the pDOS of various structures at varying Cs:Te ratio. Noting that Te p-orbitals (Cs s-orbitals) dominate the uppermost valence (lowermost conduction) region, we found a clear correlation between the relative Cs content and the electronic structure of the system: Te (Cs) prevalence leads towards a semiconducting (metallic) behavior, with an evident discontinuity of this trend at the 2:1
Cs:Te compositional content. To better understand this peculiar behavior of the phases with 2:1 ratio, which also correspond to the experimentally most relevant systems, we focus on the corresponding structures in our dataset, sorting them into 4 groups and analyzing the band structure calculated for one representative of each family. All phases with 2:1 Cs:Te composition show very similar band gaps ranging from approximately 2 eV to 2.25 eV, although differences appear in light of the varying stoichiometries and crystal structures.

In conclusion, this study demonstrates the viability of high-throughput computational schemes based on advanced approximations of DFT xc functionals. For materials like the cesium-tellurides where SCAN has been proven to predict the electronic properties in excellent agreement with calculations employing hybrid functionals or even based on the GW method, this approximation can be efficiently integrated into an automated workflow and deliver results that are relevant to advance the corresponding research area. In particular, gaining insight into the stability and the electronic structure of candidate materials for photocathode applications can serve as a starting point to complement experimental research, currently still based on inefficient and expensive trial-and-error procedures. Especially, recent advances towards single-crystal growth methods can further enhance this development by ensuring a more controlled experimental environment. Taking DFT results as input for the three-step model for photoemission has been recently proven as a viable method to predict operational properties of photocathode materials prior or in parallel to their experiment growth and characterization. To this end, dedicated studies on surface facets enabling the determination of relevant parameters such as work functions and electron affinities are urgently needed. Adopting for this purpose an efficient and accurate high-throughput scheme, such as the one presented in this work, will enable exploring a much larger pool of structures and compositions. Last but certainly not least, the presented computational scheme is ready to be interfaced with molecular dynamics routines to access the thermodynamic properties of the systems, as well as with algorithms for crystal structure prediction to enlarge the pool of candidate structures beyond those stored in databases or generated manually. Finally, the future integration of machine learning processes, for which the workflow is ready, will make the developed infrastructure ready for the new paradigm of materials science artificial intelligence.

SUPPLEMENTARY MATERIAL

We report the comparison between the projected density of states of Cs$_2$Te computed with the supercell method and by sampling directly the first Brillouin zone.
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