Abstract—In this paper, we investigate the covert sensor attack synthesis problem in the framework of supervisory control of networked discrete-event systems (DES), where the observation channel and the control channel are assumed to be non-FIFO and have bounded network delays. We focus on the class of sensor attacks satisfying the following properties: 1) the attacker might not have the same observation capability as the networked supervisor; 2) the attacker aims to remain covert, i.e., hide its presence against the networked monitor; 3) the attacker could insert, delete, or replace compromised observable events; 4) it performs bounded sensor attacks, i.e., the length of each string output of the sensor attacker is upper bounded by a given constant. The solution methodology proposed in this work is to solve the covert sensor attack synthesis problem for networked DES by modeling it as the well studied Ramadge-Wonham supervisor synthesis problem, and the constructions work for both the damage-reachable attacks and the damage-nonblocking attacks. In particular, we show the supremal covert sensor attack exists in the networked setup and can be effectively computed by using the normality property based synthesis approach.
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I. INTRODUCTION

As an integration of cyber information and physical world, cyber-physical systems (CPS) have been playing a significant role in the modern society due to the precise control, remote collaboration and autonomous functions. The realization of these powerful features heavily relies on the network system (cyber part), which might be compromised and exploited to cause irreparable damage by malicious attacks. Recently, the security issue of CPS has drawn a lot of attention from both the computer science community and the systems control community. Quite a few works have been devoted to the cyber security issues related to control, optimization, and computation [1]-[5]. As a class of attacks which is able to remain hidden until the damage is caused to the system, covert attacks could avoid being detected, successfully bring about system breakdown, and impose greater threats on the secure operation. It is thus of importance to investigate covert attacks in CPS.

Based on the locations of adversarial actions, covert attacks could be divided into three categories: 1) sensor attacks (observation channel); 2) actuator attack (control channel); 3) sensor-actuator attack (observation and control channel). In this work, we shall study the covert sensor attack synthesis problem in CPS which is modeled as networked DES. For sensor attacks, [6]-[8] consider the attacks that can alter the sensor readings. In these papers, it is assumed that the attack and the supervisor have the same observation ability. In [6], the attack is modeled as a finite state transducer and needs to guarantee damage-infliction to the system no matter which trajectory of the closed-loop system is executed. [6] proposes an approach to synthesize the supremal covert sensor attack under a normality condition, based on which a resilient supervisor can be synthesized. [7] builds a game arena and employs a game-theoretic technique to synthesize maximally permissive covert sensor attacks. In [8], the plant is modeled as a probabilistic automaton and the attack synthesis problem is transformed into an optimization problem which is solved by the approaches used in stochastic graph-games.

For sensor-actuator attacks, [9]-[11] focus on the detection of attacks and adopt the strategy of disabling all controllable events after the attack is detected. GF (general form)-safe controllability is defined in [9] to formalize whether the attack can be identified by a diagnoser before an unsafe state is reached. As an extension of [9], [10], [11] presents the notions of detectable network attack security (DNA-security) and the undetectable network attack security (UNA-security). These security notions proposed in [9]-[11] could be checked via algorithms derived from the ones for the diagnosability check. [12]-[16] focus on the synthesis issue. To synthesize covert sensor-actuator attacks, [12] and [13] transform it into the Ramadge-Wonham supervisor synthesis problem, where the attacks can eavesdrop the information in the observation channel and the control channel. In [14] and [15], the problem of bounded synthesis of resilient supervisors against sensor-actuator attacks is reduced to the Quantified Boolean Formula (QBF) problem, which could be solved by the QBF solver or with repeated calls to the propositional satisfiability (SAT) solver. Resilient control can also be achieved by adding an artificial secure channel for the control commands, as studied in [16].

As we have introduced above, lots of fruitful works focus on security issues in the context of DES. However, the shared communication network, an indispensable ingredient in CPS, would unavoidably induce channel delays that cannot be neglected; thus, networked DES is more suitable for capturing the properties of CPS. In networked DES, more difficulties and opportunities are presented for the synthesis of covert sensor attacks, which renders it more complex than the counterpart in the non-networked setup:

- Difficulties: To address the non-FIFO channels in networked DES in the absence of attacks, the designed networked supervisor should be resilient enough such that any disordered event sequence caused by channel delays can already be handled. Thus, some attack sequences that could have been used by the attacker to cause damage in...
the non-networked setup would not be effective anymore for the attacker in networked DES if these attack sequences are included in the above-mentioned disordered event sequences, which makes it harder for the attacker to cause damage-inflation.

- Opportunities: Weakness also follows in the above-mentioned resilient networked supervisor since now it is ambiguous for the networked monitor to infer whether the disordered event sequences are caused by channel delays or information tampering by attacks, making it easier for the attack to remain covert. It is such weakness that the sensor attacker could take advantage of to implement attacks successfully and not detected by the networked monitor.

Thus, it is of great significance and practical application values to investigate covert sensor attacks for CPS modeled as networked DES. There are lots of works dedicated to the modeling and synthesis problem in networked DES. [17] proposes an input/output semantics to deal with communication delays. [18] studies the existence of nonblocking supervisors in networked DES. [19] and [20] adopt the setup that channel delays are quantified by the number of executed events. In [19], the model of the two channels are captured by mappings, based on which network controllability and observability are defined. In [20], a new networked control framework is proposed, where the observation channel and control channel are modeled as two finite state automata, based on which the synthesis of networked supervisors is transformed into a partial observation supervisor synthesis problem. In [21], tick event is adopted to quantify channel delays, and [22] adopts the idea of synthesizing a predictive supervisor to obtain a networked supervisor. The asynchronous enablement, execution, and observation of an event caused by communication delays can also be modeled by the asynchronous plant proposed in [22]. Asynchronous supervisors satisfying controllability and nonblockingness properties are synthesized in [22].

In networked DES, it is possible that plant $G$ might receive control commands containing no executable events w.r.t. the current state of $G$. The discarding strategy for such control commands adopted in previous works might lose ones useful for the later event executions at plant $G$ and cause undesired blockings. Thus, to deal with this issue, in this work, we propose a new mechanism for the plant $G$ where the received control commands by $G$ would always be stored in the memory for a predefined time interval and $G$ would always fetch some stored control command containing executable events from the memory. By this way, our new mechanism of plant $G$ could alleviate the negative impacts brought about by the discarding strategy.

Based on the above new mechanism of plant $G$, in this paper, we study the synthesis problem of covert sensor attacks in networked DES with non-FIFO channels, which is a more realistic model for real systems. To the best of our knowledge, this is the first time to investigate the attack synthesis problem in networked DES. Before, the first and only work to study the attack in networked DES is [23], where the actuator enablement (AE) attack is taken into consideration and an algorithm to verify the proposed AE-safe controllability is developed. The difference between [23] and our work is that [23] focuses on the attack detection problem while our work solves the attack synthesis problem. Another work related to the security issue in networked DES is [24] while it investigates the opacity enforcement instead of the covert attack problem. In this work, we adopt tick event to measure the passage of time and study the sensor attack synthesis problem in a general setup: 1) the sensor attack and the networked supervisor might have different observation capabilities; 2) the observation channel and control channel are both non-FIFO; 3) different event executions at plant $G$ might take up different numbers of tick events. The networked DES under sensor attack is composed of six components shown in Fig. 1: 1) plant with command execution and storage; 2) sensor attack; 3) observation channel; 4) networked supervisor; 5) networked monitor (used for detecting the attack); 6) control channel. The sensor attack studied in this work could implement insertion, deletion, and replacement attacks. Finite state automaton is adopted to model the dynamics of each component, base on which the connection between the sensor attack model and the observation channel model is established.

Then, we propose the methodology of modeling the covert sensor attack synthesis problem in networked DES with non-FIFO channels as the Ramadge-Wonham supervisory control problem, and explain how the supremal covert sensor attack can be computed based on the normality property.

This paper is organized as follows. In Section II, we provide some basic notions which are needed in this work. In Section III, we introduce the formalization of components in networked DES under sensor attack. Section IV explains our method for solving the synthesis problem of covert sensor attacks for networked DES. An example is then given to illustrate the effectiveness of the proposed method in Section V. Finally, conclusions are drawn in Section VI.

II. Preliminaries

Given a finite alphabet $\Sigma$, let $\Sigma^*$ be the free monoid over $\Sigma$ with the empty string $\varepsilon$ being the unit element and the string concatenation being the monoid operation. For a string $s$, $|s|$ is defined as the length of $s$. Given two strings $s, t \in \Sigma^*$, we say $s$ is a prefix substring of $t$, written as $s \leq t$, if there exists $u \in \Sigma^*$ such that $su = t$, where $su$ denotes the concatenation of $s$ and $u$. A language $L \subseteq \Sigma^*$ is a set of strings. The prefix closure of $L$ is defined as $\overline{L} = \{u \in \Sigma^* | (\exists v \in L) u \leq v\}$. The event set $\Sigma$ is partitioned into $\Sigma = \Sigma_c \cup \Sigma_o = \Sigma_c \cup \Sigma_w$, where $\Sigma_c$ (respectively, $\Sigma_o$) and $\Sigma_w$ (respectively, $\Sigma_{uo}$) are defined as the sets of controllable (respectively, observable) and uncontrollable (respectively, unobservable) events, respectively. As usual, $P_o : \Sigma^* \rightarrow \Sigma_o^*$ is the natural projection defined such that

1. $P_o(\varepsilon) = \varepsilon$,
2. $(\forall \sigma \in \Sigma) P_o(\sigma) = \begin{cases} \sigma & \sigma \in \Sigma_o, \\ \varepsilon & \text{otherwise}, \end{cases}$
3. $(\forall s \in \Sigma^*, \sigma \in \Sigma) P_o(s \sigma) = P_o(s) P_o(\sigma)$.

A finite state automaton $G$ over $\Sigma$ is given by a 5-tuple $(Q, \Sigma, \xi, q_0, Q_m)$, where $Q$ is the state set, $\xi : Q \times \Sigma \rightarrow Q$ is the (partial) transition function, $q_0 \in Q$ is the initial state, and $Q_m$ is the set of marker states. We write $\xi(q, \sigma)$ to mean...
that $\xi(q, \sigma)$ is defined and also view $\xi \subseteq Q \times \Sigma \times Q$ as a relation. $En_G(q) = \{\sigma \in \Sigma | \xi(q, \sigma)\}$, $\xi$ is also extended to the (partial) transition function $\xi : Q \times \Sigma^* \rightarrow Q$ and the transition function $\xi : 2Q \times \Sigma \rightarrow 2Q$ \[\xi(q, \sigma) = \{q' \in Q | (q, q') \in \xi(q, \sigma)\}\]. Let $L(G)$ and $L_m(G)$ denote the closed-behavior and marked behavior, respectively. When $Q_m = Q$, we shall also write $G = (Q, \Sigma, \xi, q_0)$ for simplicity. The “unobservable reach” of the state $q \in Q$ under the subset of events $\Sigma' \subseteq \Sigma$ is given by $UR_{G,\Sigma'-\Sigma'}(q) := \{q' \in Q | (q, q') \in \xi(q, \sigma')\}$. Let $\varnothing \in \Sigma$, $\varnothing$ denotes the initial state, and the (partial) transition function $\delta : 2Q \times \Sigma \rightarrow 2Q$ is defined as follows:

(1) For any $\varnothing \neq Q \subseteq Q$ and any $\sigma \in \Sigma'$, $\delta(Q', \sigma) = U R_{G,\Sigma'-\Sigma'}(q)$, where

$$UR_{G,\Sigma'-\Sigma'}(q) = \bigcup_{q \in Q'} UR_{G,\Sigma'-\Sigma'}(q)$$

for any $Q' \subseteq Q$ and $UR_{G,\Sigma'-\Sigma'}(q)$ is the unobservable reach of $q$;

(2) For any $\varnothing \neq Q \subseteq Q$ and any $\sigma \in \Sigma-\Sigma'$, $\delta(Q', \sigma) = Q'$. It is noteworthy that $P_{\Sigma'}(G)$ is over $\Sigma$, instead of $\Sigma'$, and there is no transition defined at the state $\varnothing \in 2Q$.

A finite state automaton $G = (Q, \Sigma, \xi, q_0, Q_m)$ is said to be non-blocking if every reachable state in $G$ can reach some marked state in $Q_m$. As usual, for any two finite state automata $G_1 = (Q_1, \Sigma_1, \xi_1, q_{01}, Q_{1m})$ and $G_2 = (Q_2, \Sigma_2, \xi_2, q_{02}, Q_{2m})$, where $En_{G_1}(q) = \{\sigma | \xi_1(q, \sigma)\}$ and $En_{G_2}(q) = \{\sigma | \xi_2(q, \sigma)\}$, their synchronous product is denoted as $G_1 \parallel G_2 := (Q_1 \times Q_2, \Sigma_1 \cup \Sigma_2, \xi_1(q_{01}, q_{02}), Q_{1m} \times Q_{2m})$, where the (partial) transition function $\xi_1$ is defined as follows, for all $(q_1, q_2) \in Q_1 \times Q_2$ and $\sigma \in \Sigma$:

$$\xi_1((q_1, q_2), \sigma) := \begin{cases} (\xi_1(q_1, \sigma), \xi_2(q_2, \sigma)) & \text{if } \sigma \in En_{G_1}(q_1) \cap En_{G_2}(q_2), \\ (\xi_1(q_1, \sigma), q_2) & \text{if } \sigma \in En_{G_1}(q_1) \subseteq \Sigma_2, \\ (q_1, \xi_2(q_2, \sigma)) & \text{if } \sigma \in En_{G_2}(q_2) \subseteq \Sigma_1, \\ \text{not defined} & \text{otherwise.} \end{cases}$$

Notation. Let $\mathbb{Z}$ denote the set of integers, $\mathbb{N}$ the set of nonnegative integers, and $\mathbb{N}^+$ the set of positive integers. Let $\Gamma = 2^{\Sigma_0} - \{\varnothing\}$ be the set of all control commands, deviating from the standard definition of $\Gamma$. In this work, each control command only contains the controllable events that are enabled and it is assumed that when no control command is received by plant $G$, then only uncontrollable events could be executed. $\text{tick}$ denotes the tick event commonly used in the timed DES literature. Let $\{m : n\} : = \{m, m + 1, \cdots, n\}$ ($m \in \mathbb{N}$, $n \in \mathbb{N}$) and $\{m : n\} : = \{m + 1, \cdots , n - 1\}$ ($m \in \mathbb{N}$, $n \in \mathbb{N}$). By convention, when $m > n$, $\{m : n\} : = \varnothing$, and when $m + 1 > n - 1$, $\{m : n\} : = \varnothing$. We use $\mathbb{N}^S$ to denote the set of all possible multisets whose underlying set is $S$. To avoid infinity, we shall restrict $\mathbb{N}^S$ by a finite parameter, say $\mathbb{N}^S(l)$, where $l$ denotes the bound on the cardinality of the multiset, counting the multiplicity. In Section III-B and III-C we shall adopt $\mathbb{N}^S(l)$ to denote the bounded channel messages, where $l$ denotes the maximum number of messages in a channel, which is always finite, considering bounded channel delays. For example, $\mathbb{N}^S(2) = \{\varnothing, \{1\}, \{1, 1\}\}$. We use $S^{in}/S^{out}/S#$ to denote a relabelled copy of $S$ with superscript “in” “out” “#” attached to each element in $S$. Intuitively speaking, the superscript “in” denotes the entering of a message into the channel, “out” denotes the pop out of a message from the channel, and “#” denotes the message tampering by the attacker. The specific meanings about the relabelled events presented in Fig. 1.

III. Component Models for Networked DES Under Sensor Attack

The system architecture of networked DES under sensor attack is illustrated in Fig. 1, where the components are listed as follows:

- Sensor attack (subject to sensor attack constraints).
- Observation channel.
- Control channel.
- Plant with command execution and storage.
- Networked supervisor.
- Networked monitor (serves to detect the attack).

In the following subsections, we shall explain how to model the above-mentioned six components and the specific meanings of the relabelled events presented in Fig. 1.

A. Sensor Attack

In this work, the set of observable events for the sensor attacker is denoted as $\Sigma_{o,a} \subseteq \Sigma_0$, where $\Sigma_0$ denotes the set of observable events for the networked supervisor. Then, $\Sigma_{o,a} - \Sigma_{o,a}$ denotes the set of events that can be observed by the networked supervisor but cannot be observed by the attacker.
The set of compromised observable events for the sensor attacker is denoted as $\Sigma_{s,a} \subseteq \Sigma_{o,a}$. We shall henceforth refer to $(\Sigma_{o,a}, \Sigma_{s,a})$ as an attack constraint. The basic assumptions of the sensor attacker in this work are given as follows:

- The sensor attacker is deployed at the entrance of the observation channel, as illustrated in Fig. [1].
- The sensor attacker can only implement insertion, deletion, and replacement attacks.
- When an attack is initiated for a specific observation, it will be completed before the next observation is generated by the plant $G$. Each time when the sensor attacker observes one event, the number of events that the attacker can simultaneously send into the observation channel is bounded by $U$, i.e., we consider bounded sensor attacks as in [6].
- The sensor attack action (insertion, deletion, and replacement) initiated by the sensor attacker is instantaneous.

Next, we shall introduce two models that will be used in this work: 1) sensor attack constraints; 2) sensor attack, where the former one serves as a “template” to describe the attack capabilities and the latter one is the attack that we aim to synthesize.

**Sensor Attack Constraints:** The sensor attack constraints is modeled as a finite state automaton $AC$, which simulates the finite state transducer model of the sensor attack of [6].

$$AC = (Q_{ac}, \Sigma_{ac}, \xi_{ac}, q_{ac}^{init})$$

- $Q_{ac} = \{q_0^a|\sigma \in \Sigma_{o,a} - \Sigma_{s,a}\} \cup \{q_0^a|\sigma \in \Sigma_{o,a}\} \cup \{q_0|n \in [0 : U]\} \cup \{q_{ac}\}$
- $\Sigma_{ac} = \Sigma \cup (\Sigma_{o,a} - \Sigma_{s,a})^{in} \cup \Sigma_{a}^{#} \cup \Sigma_{o,a}^{out} \cup \Sigma_{a}^{out} \cup \Gamma^{in} \cup \Gamma^{out} \cup \Gamma \cup \{tick, stop\}$
- $\xi_{ac} : Q_{ac} \times \Sigma_{ac} \rightarrow Q_{ac}$

The (partial) transition function $\xi_{ac}$ is defined as follows:

1. For any $\sigma \in \Sigma_{o,a} \cup \Sigma_{o,a}^{out} \cup \Gamma^{in} \cup \Gamma^{out} \cup \Gamma \cup \{tick\}$, $\xi_{ac}(q_{ac}^{init}, \sigma) = q_{ac}^{init}$.
2. For any $\sigma \in \Sigma_{o,a} - \Sigma_{s,a}$, $\xi_{ac}(q_{ac}^{init}, \sigma) = q_0^a$.
3. For any $\sigma \in \Sigma_{o,a} - \Sigma_{s,a}$, $\xi_{ac}(q_0, \sigma) = q_0$.
4. For any $\sigma \in \Sigma_{s,a}$, $\xi_{ac}(q_{ac}^{init}, \sigma) = q_0$.
5. For any $\sigma \in \Sigma_{o,a} - \Sigma_{s,a}$, $\xi_{ac}(q_0, \sigma) = q_0$.
6. For any $\sigma \in \Sigma_{o,a} - \Sigma_{s,a}$, $\xi_{ac}(q_0, \sigma) = q_1$.
7. For any $n \in [0 : U]$, $\xi_{ac}(q_n, \text{stop}) = q_{ac}^{init}$.
8. For any $n \in [0 : U - 1]$ and any $\sigma \in \Sigma_{s,a}$, $\xi_{ac}(q_n, \sigma) = q_{n+1}$.

The (schematic) model for sensor attack constraints $AC$ is shown in Fig. [2].

Next, we shall present some explanations for the model $AC$.

For the state set $Q_{ac}$,

- $q_0^a$ is a state denoting that $G$ executes an event $\sigma \in \Sigma_{o,a} - \Sigma_{s,a}$, which cannot be compromised, and the attacker has observed this event $\sigma$.
- $q_0$ is a state denoting that an event $\sigma \in \Sigma_{o,a} - \Sigma_{s,a}$ has been executed by $G$, which cannot be observed by the attacker.
- $q_0(n \in [0 : U])$ is a state denoting that the attacker could either insert compromised events or stop inserting compromised events, i.e., end the attack. $n$ denotes the number of events that the attacker has already sent into the observation channel since it observes an event. Thus, at state $q_0(n \in [0 : U])$, the number of events that the attacker could still send into the observation channel is $U - n$.

- $q_{ac}^{init}$ is a state denoting that either no attack has been conducted or the last attack has ended and since then the attacker has not observed any event in $\Sigma_{o,a}$.

In the event set $\Sigma_{ac}$, any $\sigma \in \Sigma$ denotes an event executed by plant $G$, any $\sigma^{in} \in (\Sigma_{o,a} - \Sigma_{s,a})^{in}$ denotes an event of sending an uncompromised event $\sigma \in \Sigma_{o,a} - \Sigma_{s,a}$ into the observation channel by the plant, and any $\sigma^{#} \in \Sigma_{s,a}^{#}$ denotes an event of sending a compromised event $\sigma \in \Sigma_{s,a}$ into the observation channel by the sensor attacker. The event stop denotes the end of current round of attack, which are assumed to be controllable and observable, as they are initiated by the attacker. Any element in $\Sigma_{o,a}^{out} \cup \Gamma^{in} \cup \Gamma^{out} \cup \Gamma$ denotes the event happening in the other five components: observation channel, networked supervisor, networked monitor, control channel, and plant with command execution and storage. All of the events in $\Sigma_{o,a}^{out} \cup \Gamma^{in} \cup \Gamma^{out} \cup \Gamma$ are unobservable to the sensor attacker.

For the (partial) transition function $\xi_{ac}$,

- Case 1 says that, at state $q_{ac}^{init}$: 1) if any event $\sigma \in \Sigma_{o,a} \cup \Sigma_{o,a}^{out} \cup \Gamma \cup \Gamma^{in} \cup \Gamma^{out}$ happens, then no attacks will be carried out since the attacker cannot observe $\sigma$; 2) tick can always happen. All these events lead to a self-loop.
- Case 2 and 3 say that if an event $\sigma \in \Sigma_{o,a} - \Sigma_{s,a}$ is executed at $G$, then no attacks will be carried out because the attacker cannot observe $\sigma$. Since $\sigma$ is observable to the networked supervisor, we have the transitions $\xi_{ac}(q_{ac}^{init}, \sigma) = q_{ac}^{init}$, denoting that $\sigma$ has been executed, and $\xi_{ac}(q_{ac}^{init}, \sigma^{#}) = q_{ac}^{init}$, denoting that $\sigma$ will be sent into the observation channel by the plant $G$. At state $q_{ac}^{init}$, no other events would happen because when $\sigma$ is executed by the plant $G$, then it will be instantaneously sent into the observation channel.
- Case 4 says that after the attacker observes a compromised event $\sigma \in \Sigma_{s,a}$, it would transit to the state $q_0^a$ at which it could send a sequence of compromised events bounded by $U$ into the observation channel.
- Case 5 and 6 say that after the attacker observes $\sigma \in \Sigma_{o,a} - \Sigma_{s,a}$, it would transit to the state $q_{ac}$ and let $\sigma$ enter the observation channel since $\sigma$ is an uncompromised event. In addition, since the upper bound of events that the
attacker can simultaneously send into the channel is \( U \), the attacker could still send at most \((U - 1)\) compromised events into the channel after observing \( a^\Delta \). Thus, we have the transitions \( \xi_{ac}(q_{ac}^{\text{init}}, \sigma) = q_a^\sigma \) and \( \xi_{ac}(q_a^\sigma, \sigma^{in}) = q_4 \).

- Case 7 says that, at any state \( q_4(n \in [0 : U]) \), the attacker could end the attack and transits back to the state \( q_{ac}^{\text{init}} \).

- Case 8 says that at any state \( q_4(n \in [0 : U - 1]) \), the attacker could send any compromised event into the channel. Since the upper bound of events that the attacker can simultaneously send into the channel is \( U \), the attacker cannot insert any compromised event at state \( q_4 \).

Based on the model of \( AC \), the state size of \( AC \) is \( |Q_{ac}| = U + 2 + |\Sigma_o - \Sigma_{s,a}| \).

**Sensor attack:** A sensor attack over attack constraint \((\Sigma_{o,a}, \Sigma_{s,a})\) is modeled as a finite state automaton

\[ A = (Q_{ac}, \Sigma_o, \xi_{ac}, q_{ac}^{\text{init}}, \Sigma_{a,m}) \]

where \( \Sigma_o = \Sigma_{ac} = \Sigma \cup (\Sigma_{o,a} - \Sigma_{s,a})^{in} \cup \Sigma_{o,a}^{out} \cup \Gamma^{in} \cup \Gamma^{out} \cup \Gamma \{ \text{tick, stop} \} \), that satisfies the following constraints:

- (SA-controllability) For any state \( q \in Q_{ac} \) and any event \( \sigma \in \Sigma_{ac} = \Sigma - (\Sigma_{o,a} \cup \{ \text{stop} \}) \), \( \xi_{ac}(q, \sigma) \).

- (SA-observability) For any state \( q \in Q_{ac} \) and any event \( \sigma \in \Sigma_{o,a,o} = \Sigma_{o,a} - (\Sigma_{o,a} - \Sigma_{s,a})^{in} \cup \Sigma_{o,a}^{out} \cup \{ \text{tick, stop} \} \), if \( \xi_{ac}(q, \sigma) \), then \( \xi_{ac}(q, \sigma) = q \).

SA-controllability states that the sensor attacker can only disable events in \( \Sigma_{o,a}^{\#} \cup \{ \text{stop} \} \). SA-observability states that the sensor attacker can only make a state change after observing an event in \( \Sigma_{o,a} \cup (\Sigma_{o,a} - \Sigma_{s,a})^{in} \cup \Sigma_{o,a}^{out} \cup \{ \text{tick, stop} \} \). In this work, by construction, all the controllable events for the attacker are also observable to the attacker. In the following text, we shall refer to

\[ q_{ac} = (\Sigma_{o,a}^{\#} \cup \{ \text{stop} \}, \Sigma_{o,a} \cup (\Sigma_{o,a} - \Sigma_{s,a})^{in} \cup \Sigma_{o,a}^{#} \cup \{ \text{tick, stop} \} ) \]

as the attack-control constraint.

**B. Observation Channel**

In Fig. 4, the observation channel is a module, representing a path for observations passing from the plant \( G \) to the supervisor \( S \), some of which may be intercepted and altered by the attacker. In the observation channel, delays may exist and practically, there always exists an upper bound of such delays, either due to a physical limit or a timeout mechanism set by the communication protocol. We assume that this upper bound is known and denoted as \( \Delta_o \). At any discrete time \( t \in \mathbb{N} \), the maximum number of events transmitted in the observation channel is defined as a mapping \( N_o : \mathbb{N} \rightarrow \mathbb{N} \). To avoid the physically unrealistic possibility that plant \( G \) will fire infinite events within a fixed unit time interval, i.e., one tick, we shall adopt a technical condition for the plant \( G \), named *activity-loop-freeness*, proposed in [22]. For technical convenience, we shall also assume the largest number of fired events\(^5\) within each tick at plant \( G \) is \( N_f \). Then we have the following theorem.

**Theorem III.1:** Given \( N_f, U \), and \( \Delta_o \), for the observation channel, it holds that

\[ \max_{t \in \mathbb{N}} N_o(t) = N_f U(\Delta_o + 1) \]

**Proof:** See Appendix A.

In the following text, we shall denote \( C_{oc} = \max N_o(t) \) as the observation channel capacity. Based on Theorem III.1, the observation channel can be modeled as a finite state automaton

\[ OC = (Q_{oc}, \Sigma_{oc}, \xi_{oc}, q_{oc}^{\text{init}}) \]

+ \( Q_{oc} = \mathbb{N}^{\Sigma_o} \times [0: \Delta_o] \rbrack (C_{oc}) \)

+ \( \Sigma_{oc} = (\Sigma_{o} - \Sigma_{s,a})^{in} \cup \Sigma_{o,a}^{out} \cup \{ \text{tick} \} \)

+ \( \xi_{oc} \subseteq Q_{oc} \times \Sigma_{oc} \times Q_{oc} \)

+ \( q_{oc}^{\text{init}} = \varnothing \)

Before presenting the definition of the (partial) transition function \( \xi_{oc} \), we define the following operations for two multisets \( q, q' \in Q_{oc} \):

\[ T^{=0}(q) := \{(\sigma, t)^m \in q | t = 0\} \]

\[ \text{Tick}(q) := \{(\sigma, t - 1)^m \in q | \} \]

\( \hat{q} \) is included in \( q \), denoted as \( \hat{q} \subseteq q \), if

- \( (\forall (\sigma, t)^m \in \hat{q})(3n \in \mathbb{N}^+)(\sigma, t)^n \in q \land n \geq m \)

- \( \sqcup \) is the sum operation of multiplicities with the same base for multisets, \( q \sqcup \hat{q} \)

\[ \{(\sigma, t)^m \in \hat{q} | \sigma, t)^m \in q \land (\sigma, t)^m \in \hat{q} \} \}

\[ \{(\sigma, t)^m \in \hat{q} | (\forall n \in \mathbb{N}^+)(\sigma, t)^n \notin \hat{q} \} \}

\[ \{(\sigma, t)^m \in \hat{q} | (\forall n \in \mathbb{N}^+)(\sigma, t)^n \notin q \} \}

\[ \{(\sigma, t)^m \in \hat{q} | (\forall n \in \mathbb{N}^+)(\sigma, t)^n \notin \hat{q} \} \}

Then the transition relation \( \xi_{oc} \) is defined as follows:

1. For any \( q \in Q_{oc} \) such that \( T^{=0}(q) = \varnothing \), \( (q, \text{tick}, T\text{ick}(q)) \in \xi_{oc} \).

2. For any \( q \in Q_{oc} \) and any \( \sigma \in \Sigma_{oc} - \Sigma_{s,a,t} \) \( (q, \sigma^{in}, \varnothing \sqcup \{(\sigma, \Delta_o)\}) \in \xi_{oc} \).

3. For any \( q \in Q_{oc} \) and any \( \sigma \in \Sigma_{oc} - \Sigma_{s,a,t} \) \( (q, \sigma^{\#}, \varnothing \sqcup \{(\sigma, \Delta_o)\}) \in \xi_{oc} \).

4. For any \( \sigma \notin q \in Q_{oc} \) and any \( \sigma \in \Sigma_{oc} \), if there exist \( m \in \mathbb{N}^+ \) and \( n \in \mathbb{N} \) such that \( (\sigma, n)^m \in q \), then \( (q, \sigma^{out}, q - \{(\sigma, n)^m\}) \in \xi_{oc} \).

We shall briefly explain the model \( OC \). In the state set, except for the initial state \( q_{oc}^{\text{init}} = \varnothing \), each state is a multiset of tuples. Each tuple consists of two components: 1) an observable event \( \sigma \) transmitted in the channel\(^3\) 2) the maximum number \( t \) of time steps for which \( \sigma \) could stay in the channel, that is, after \( t \) tick events happen, \( \sigma \) must be popped out from

\(^3\)Based on this assumption, the largest number of fired observable events within each tick at plant \( G \) is no more than \( N_f \).

\(^4\)\( m \) is the multiplicity of the element \( (\sigma, t) \) in \( q \). For example, if a multiset \( q = \{(a, 1), (a, 1), (b, 1)\} \), then it can be written as \( \{(a, 1)^2, (b, 1)\} \). The multiplicities of the elements \( (a, 1) \) and \( (b, 1) \) are 2 and 1, respectively, where the multiplicity is omitted if it is equal to 1.

\(^5\)Technically, it is the message that encodes the event that is being transmitted in the channel.
the observation channel, and at anytime during the gap of \( t \) tick events, \( \sigma \) could be popped out from the channel. In the event set \( \Sigma_{oc} \), any \( \sigma^{out} \in \Sigma_{o}^{out} \) denotes an event of popping out an observable event from the observation channel.

For the transition relation \( \xi_{cc} \).

- Case 1 says that, for any state \( q \) where all the second components of tuples are not equal to zero, tick event can happen, after which all the second components of tuples should minus one. For any state where there exists a tuple whose second component is equal to zero, tick event is not defined since now the observation channel must pop out some event.

- Case 2 says that, for any state \( q \), if \( \sigma^{in} \in (\Sigma_{o} - \Sigma_{s,a})^{in} \) happens, denoting that an event \( \sigma \) is sent into the observation channel by the plant, then \( OC \) will add this event into the channel attached with the maximum delay, denoted by \( q \uplus \{(\sigma, \Delta_{o})\} \).

- Case 3 says that, for any state \( q \), if \( \sigma \notin \Sigma_{#} \) happens, denoting that a compromised event \( \sigma \) is sent into the observation channel by the attacker, then \( OC \) will add this event into the channel attached with the maximum delay, denoted by \( q \uplus \{(\sigma, \Delta_{o})\} \).

- Case 4 says that, for any state \( q \neq \emptyset \), any event transmitted in the observation channel can be popped out, after which \( OC \) will transit to the state \( q - \{(\sigma, n)\} \), and this renders the observation channel non-FIFO and causes nondeterminism.  

Based on the model of \( OC \), the state size of \( OC \) is \( |Q_{oc}| = \frac{|\Sigma_{o}(\Delta_{o}+1)|^{\Sigma_{o}^{out}+1} - 1}{|\Sigma_{s,a}(\Delta_{o}+1)|^{\Sigma_{s,a}^{out}+1} - 1}. \)

Next, we shall present a toy example in Fig. 3 to explain case 4 of \( \xi_{oc} \). At state \( q = \{(a, 0), (a, 1), (b, 1)\} \), there are two events \( a \) and one event \( b \) transmitted in the observation channel. Thus, both \( a \) and \( b \) could be popped out. If \( a \) is popped out, denoted by the transition labelled as \( a^{out} \), then nondeterminism occurs since anyone of two events \( a \) transmitted in the observation channel could be popped out, resulting in two possible states, \( \{(a, 0), (b, 1)\} \) and \( \{(a, 1), (b, 1)\} \). If \( b \) is popped out, denoted by the transition labelled as \( b^{out} \), then state \( q \) will transit to state \( \{(a, 0), (a, 1)\} \) without nondeterminism since there is only one event \( b \) transmitted in the observation channel.

\[
\begin{array}{c}
(a,0), (b,1) \\
\alpha^{out}
\end{array}
\begin{array}{c}
\{(a,1), (b,1)\} \\
q = \{(a,0), (a,1), (b,1)\} \\
\xrightarrow{b^{out}} \{(a,0), (a,1)\}
\end{array}
\]

Fig. 3: Illustration of an example for case 4

\[\mbox{Control Channel}\]

In Fig. 1 the control channel is a module, representing the directed message path from the networked supervisor to the plant with command execution and storage. In the control channel, delays may exist and the upper bound of the delay is \( \Delta_{c} \). At any discrete time \( t \in \mathbb{N} \), the maximum number of control commands transmitted in the control channel is defined as a mapping \( N_{c} : \mathbb{N} \rightarrow \mathbb{N} \).

In this work, it is assumed that after observing any sequence consisting of events in \( \Sigma_{o}^{out} \) and tick, the maximum number of control commands that can be sent by the networked supervisor is \( V \). Then we have the following theorem.

**Theorem III.2:** Given \( N_{f}, U, V, \Delta_{o}, \) and \( \Delta_{c} \), for the control channel, it holds that

\[
\max_{t \in \mathbb{N}} N_{c}(t) = N_{f}UV(\Delta_{o} + \Delta_{c} + 1) + V(\Delta_{c} + 1)
\]

**Proof:** See Appendix B.

In the following text, we shall denote \( C_{cc} = \max_{q \in Q_{cc}} \) as the control channel capacity. Based on Theorem III.2, the control channel can be modeled as a finite state automaton

\[
CC = (Q_{cc}, \Sigma_{cc}, \xi_{cc}, q_{cc}^{init})
\]

- \( Q_{cc} = N^\Gamma \times [0: \Delta_{c}] \)
- \( \Sigma_{cc} = \Gamma^{in} \cup \Gamma^{out} \cup \{\text{tick}\} \)
- \( \xi_{cc} \subseteq Q_{cc} \times \Sigma_{cc} \times Q_{cc} \)
- \( q_{cc}^{init} = \emptyset \)

For any two multisets \( q, \hat{q} \in Q_{cc} \), the operations \( T^{-1}(q), Tick(q) \), \( \hat{q} \subseteq q, q \uplus \hat{q} \), and \( q - \hat{q} \) follow the same definitions in Section III-B. Then the transition relation \( \xi_{cc} \) is defined as follows:

1. For any \( q \in Q_{cc} \) such that \( T^{-1}(q) = \emptyset \), \( (q, \text{tick}, \text{Tick}(q)) \in \xi_{cc} \).
2. For any \( q \in Q_{cc} \) and any \( \gamma \in \Gamma \), \( (q, \gamma^{in}, q \uplus \{(\gamma, n)\}) \in \xi_{cc} \).
3. For any \( \emptyset \neq \hat{q} \subseteq Q_{cc} \) and any \( \gamma \in \Gamma \), if there exist \( m \in \mathbb{N}^+ \) and \( n \in \mathbb{N} \) such that \( (\gamma, n)^{m} \in q \), then \( (q, \gamma^{out}, q - \{(\gamma, n)\}) \in \xi_{cc} \).

In the state set, except for the initial state \( q_{cc}^{init} = \emptyset \), each state is a multiset of tuples. Each tuple consists of two components: 1) a control command \( \gamma \) transmitted in the channel; 2) the maximum number \( t \) of time steps for which \( \gamma \) could stay in the channel. For the event set of the model \( CC \), any \( \gamma^{in} \) in \( \Gamma^{in} \) denotes the event of sending a control command \( \gamma \) into the control channel by the networked supervisor, and any \( \gamma^{out} \in \Gamma^{out} \) denotes an event of popping out a control command \( \gamma \) from the control channel. For the transition relation \( \xi_{cc} \), it can be interpreted in a similar way as \( \xi_{oc} \). By construction, the control channel is non-FIFO and the automaton model is nondeterministic. Based on the model of \( CC \), the state size of \( CC \) is \( |Q_{cc}| = \frac{|\Gamma|^{(\Delta_{c}+1)} + 1}{|\Delta_{c}^{+1} - 1} \).

**D. Plant with Command Execution and Storage**

In this subsection, we shall construct the model of plant with command execution and storage. Before the formal definition, some assumptions used in this work are given as follows:

- There exists a gap \( t_{g} \in \mathbb{N} \) between the time when \( G \) starts to use one control command \( \gamma \in \Gamma \) and the time when an event \( \sigma \in \gamma \) is fired at \( G \), that is, only after

\[\mbox{Since the nondeterminism is not observable to the sensor attacker, nondeterminism can be subsumed by partial observation, and thus both TCT and SuSyNA can be used for the synthesis.}\]
command execution and storage shown in Fig. 1, its internal structure is explained as follows:

**Step 1: Construct CS, CE, and G**

Intuitively speaking, CS is a memory queue of control commands ordered by reception time. CS always appends the received control command, which is popped out from the control channel, to the end of its memory queue and stores this control command for $\Delta_s$. The stored control commands in CS are provided for CE to use, that is, CE could fetch control commands from CS for event execution.

At any discrete time $t \in \mathbb{N}$, the maximum number of control commands stored in the command storage module is defined as a mapping $N_{cs} : \mathbb{N} \rightarrow \mathbb{N}$. Then we have the following theorem.

**Theorem III.3:** Given $N_f$, $U$, $V$, $\Delta_s$, $\Delta_c$, and $\Delta_s$, for the command storage module, it holds that

$$\max_{t \in \mathbb{N}} N_{cs}(t) = N_f U \max (\Delta_s + \Delta_c + \Delta_s + 1) + V (\Delta_c + \Delta_s + 1)$$

**Proof:** See Appendix C.

In the following text, we shall denote $C_{cs} = \max_{t \in \mathbb{N}} N_{cs}(t)$ as the command storage capacity. Based on Theorem III.3, the command storage can be modeled as a finite state automaton $CS = (Q_{cs}, \Sigma_{cs}, \xi_{cs}, q_{cs}^{\text{init}})$

- $Q_{cs} = (\Gamma \times [0 : \Delta_s]) \subseteq C_{cs}$
- $\Sigma_{cs} = \Gamma^{\text{out}} \cup \Gamma \cup \{\text{tick}\}$
- $\xi_{cs} : Q_{cs} \times \Sigma_{cs} \rightarrow Q_{cs}$
- $q_{cs}^{\text{init}} = \varepsilon$

Before presenting the definition of the (partial) transition function $\xi_{cs}$, we define several operations as follows:

- $\text{Tick} : Q_{cs} \rightarrow Q_{cs}$ is a projection defined such that
  1. $\text{Tick}(\varepsilon) = \varepsilon$,
  2. $\forall (\gamma, t) \in (\Gamma \times [0 : \Delta_s])$
  $$\text{Tick}(\gamma, t) = \begin{cases} (\gamma, t - 1) & t > 0, \\ \varepsilon & \text{otherwise.} \end{cases}$$
3. \( (\forall s \in Q_{cs}, (\gamma, t) \in \Gamma \times [0 : \Delta_s]) \quad \text{Tick}(s(\gamma, t)) = T \text{ick}(s)\text{Tick}(\gamma, t). \)

- For any \( \varepsilon \neq q = (\gamma_1, t_1) \ldots (\gamma_{|t|}, t_{|t|}) = m_1 \ldots m_{|t|} \in Q_{cs}, \)
  \begin{align*}
  Com(q) := \{ \gamma | (\exists t \in [1 : |q|]) (\gamma) & \text{ is } m_i \}.
  \\
  \end{align*}

2. \( \text{Rem}(q, \gamma) = \left\{ m_1 \ldots m_{i-1} m_{i+1} \ldots m_{|t|} | (\exists i \in [1 : |q|]) (\forall 1 \leq j < i ) \gamma_j \neq \gamma \land \gamma_i = \gamma \}
\) not defined otherwise.

Intuitively speaking, for any tuple \( (\gamma, t) \in \Gamma \times [0 : \Delta_s] \), the second component \( t_i \), if larger than zero, will minus one after \( \text{Tick} \) operation. For any string \( \varepsilon \neq q \in Q_{cs}, \text{Com}(q) \) extracts the first component of all the tuples in \( q \) and \( \text{Rem}(q, \gamma) \) removes the first tuple, whose first component is \( \gamma \), in the state \( q \).

Then the (partial) transition function \( \xi_{cs} \) is defined as follows:
1. For any \( q \in Q_{cs}, \xi_{cs}(q, \text{tick}) = \text{Tick}(q). \)
2. For any \( q \in Q_{cs} \) and any \( \gamma \in \Gamma, \xi_{cs}(q, \gamma, \text{out}) = q(\gamma, \Delta_s). \)
3. For any \( \varepsilon \neq q \in Q_{cs} \) and any \( \gamma \in \Gamma \) such that \( \gamma \in \text{Com}(q), \xi_{cs}(q, \gamma) = \text{Rem}(q, \gamma). \)

We shall briefly explain the model \( CS \). Thus, in the state set \( Q_{cs} \), each state is a sequence of tuples. Each tuple contains the stored control command and the storage time, that is, the remaining time before this control command will be erased from the memory. In the event set \( \Sigma_{cs} \), any \( \gamma \in \Gamma \) denotes the event that \( CS \) pops out the control command \( \gamma \) for the command execution automaton \( CE \), that is, \( CE \) takes out the control command \( \gamma \) to use from the memory.

For the (partial) transition function \( \xi_{cs} \):
- Case 1 says that, after tick event happens, \( CS \) will erase the stored control commands whose storage time is larger than \( \Delta_s \) and the storage time of other stored control commands would minus one.
- Case 2 says that, once the event \( \gamma, \text{out} \) happens, denoting that \( CS \) receives a control command \( \gamma \) popped out from the control channel, it will store the tuple \( (\gamma, \Delta_s) \), i.e., appending \( (\gamma, \Delta_s) \) to the end of \( q \).
- Case 3 says that, at any state \( q \neq \varepsilon \), once the event \( \gamma \) happens, then the first stored tuple \( m_i \) containing \( \gamma \) will be removed from the state \( q \), denoted by \( \text{Rem}(q, \gamma) \). This models the situation that \( CE \) takes out the control command \( \gamma \) from \( CS \) to use.

Based on the model of \( CS \), the state size of \( CS \) is \( |Q_{cs}| \leq |\Gamma|(|\Delta_s| + 1)_{|\Delta_s|+1-1}. \)

Next, we shall present a toy example in Fig. 5 to explain the model \( CS \). It is assumed \( \Delta_s = 1 \). At initial state \( \varepsilon \), if a control command \( \gamma \) is popped out from the control channel, denoted by the transition labelled as \( \gamma_{\text{out}} \), then \( CS \) will store it and transit to state \( (\gamma, 1) \). Afterwards, another control command \( \gamma_1 \) could also be popped out, resulting in the transition labelled as \( \gamma_{1\text{out}} \) to state \( (\gamma, 1)(\gamma_1, 1) \), where the new received control command \( \gamma_1 \) is appended to \( \gamma \). At state \( (\gamma, 1) \), if \( CE \) fetches \( \gamma \) from \( CS \), denoted by the transition labelled as \( \gamma \), then \( CS \) will remove the earliest stored tuple containing \( \gamma \) and transit back to initial state. At state \( (\gamma, 1) \), it is also possible that \( CE \) takes no action, i.e., no control command is fetched, resulting in that only one \( \text{Tick} \) happens and \( CS \) transits to state \( (\gamma, 0) \). Similarly, at state \( (\gamma, 0) \), any transition labelled as \( \gamma \) or \( \text{Tick} \) will result in a transition to the initial state.

![Fig. 5: Illustration of an example for CS](image)

Then we construct the command execution automaton \( CE \). Before giving the formal definition, we shall define several operations as follows, for any \( \gamma \in \Gamma \):
- \( \gamma_{\text{num}} := \{ (\sigma, t^\gamma) | \sigma \in \gamma \}. \)
- \( \text{Tick}(\gamma_{\text{num}}, n) := \{ (\sigma, t-n) | (\sigma, t) \in \gamma_{\text{num}} \} \) if \( n \in [0 : \text{max}(t^\gamma)] \),
  \[ \text{not defined otherwise.} \]

Then the command execution is modeled as a finite state automaton
\[ CE = (Q_{ce}, \Sigma_{ce}, \xi_{ce}, q_{ce}^{\text{init}}) \]
\begin{itemize}
  \item \( Q_{ce} = \emptyset \cup \bigcup_{\gamma \in \Gamma} \bigcup_{n \in [0 : \text{max}(t^\gamma)]} \text{Tick}(\gamma_{\text{num}}, n) \)
  \item \( \Sigma_{ce} = \Gamma \cup \{ \text{tick} \} \)
  \item \( \xi_{ce} : Q_{ce} \times \Sigma_{ce} \to Q_{ce} \)
  \item \( q_{ce}^{\text{init}} = \emptyset \)
\end{itemize}
Before presenting the definition of the (partial) transition function \( \xi_{ce} \), we shall define several operations as follows, for any state \( q \in Q_{ce} \):
- \( T^{\geq 0}(q) := \{ \sigma | (\sigma, t) \in q \land t \geq 0 \} \)
- \( T^{\leq 0}(q) := \{ \sigma | (\sigma, t) \in q \land t \leq 0 \} \)
- \( \text{Tick}(q) := \{ (\sigma, t-1) | (\sigma, t) \in q \} \)

Then the (partial) transition function \( \xi_{ce} \) is defined as follows:
1. For any \( q \in Q_{ce} \) such that \( q = \emptyset \) or \( T^{\geq 0}(q) \neq \emptyset \),
  \( \xi_{ce}(q, \text{tick}) = \text{Tick}(q). \)
2. For any \( \gamma \in \Gamma, \xi_{ce}(q_{ce}^{\text{init}}, \gamma) = \gamma_{\text{num}}. \)
3. For any \( \emptyset \neq q \in Q_{ce} \) such that \( T^{\leq 0}(q) \neq \emptyset \) and any \( \sigma \in T^{\leq 0}(q), \xi_{ce}(q, \sigma) = q_{ce}^{\text{init}} \).
4. For any \( q \in Q_{ce} \) and any \( \sigma \in \Sigma_{uc}, \xi_{ce}(q, \sigma) = q_{ce}^{\text{init}}. \)

We shall briefly explain the model \( CE \). In the state set \( Q_{ce} \), except for the initial state \( q_{ce}^{\text{init}} = \emptyset \), each state is a set of tuples. In each tuple, the first component corresponds to an event, belonging to the control command being used by \( CE \), and the second component, if nonnegative, corresponds to the remaining time before this event could be fired by \( CE \).

For the (partial) transition function \( \xi_{ce} \):
- Case 1 says that at the initial state or any state \( q \) which contains a tuple whose second component is larger than zero, \( \text{Tick} \) is defined. After tick event happens, all the
second components of tuples in \( q \) should minus one. For any state in \( Q_{ce} \), if all the second components of tuples in this state are not larger than zero, then based on the definition of \( Q_{ce} \), we know that the second components of some tuples in this state must be zero and the second components of the rest tuples in this state must be smaller than zero, in this case, \textit{tick} is not defined because \( CE \) must fire an event now.

- Case 2 says that, at initial state, \( CE \) could take out one stored control command \( \gamma \in \Gamma \) from the memory to use, after which \( CE \) would record the enabled events in \( \gamma \) and the remaining time before each enabled event could be executed, denoted by \( \gamma^{\text{num}} \).

- Case 3 says that, at any state not equal to \( \emptyset \), \( CE \) could execute an event \( \sigma \) and transits to \( q^{\text{init}}_m \) only when \( \sigma \) belongs to the control command being used by \( CE \); and 2) the remaining time before \( \sigma \) could be executed becomes zero.

- Case 4 says that, at any state, uncontrollable events can always be fired, after which \( CE \) would transit to the initial state \( q^{\text{init}} \).

Based on the model of \( CE \), the state size of \( CE \) is \( |Q_{ce}| \leq |F|/(1 + \max \{q^{p}_{\Gamma}\}) \).

Finally, the plant \( G \) is modeled as a finite state automaton \( G = (Q, \Sigma, \xi, g_0, G_{\text{mark}}) \). We use \( Q_d \) to denote the set of damage states, any state of which is a goal state that the sensor attacker targets to induce the plant \( G \) to reach.

**Step 2: Synthesize \( G_{new} \)**

Firstly, based on \( CS, CE \), and \( G \), we construct

\[
G_{temp} = CS | [CE] | G = (Q_{temp}, \Sigma_{temp}, \xi_{temp}, q^{\text{init}}_{temp})
\]

- \( Q_{temp} = Q_{cs} \times Q_{ce} \times Q \)
- \( \Sigma_{temp} = \Sigma_{cs} \cup \Sigma_{ce} \cup \Sigma = \Gamma^{\text{out}} \cup \Gamma \cup \Sigma \cup \{\text{tick}\} \)
- \( \xi_{temp} : Q_{temp} \times \Sigma_{temp} \rightarrow Q_{temp} \)
- \( q^{\text{init}}_{temp} = (\xi_{\text{new}}^{\text{init}}, q^{\text{init}}_{ce}, g_0) \)

Next, we shall generate the model of plant with command execution and storage, \( G_{new} \), by implementing a pruning procedure on \( G_{temp} \), which is defined as follows:

Let \( G_{new} := (Q_{new}, \Sigma_{new}, \xi_{new}, q^{\text{init}}_{new}) \)

1. \( Q_{new} := Q_{temp} - Q_{del}, Q_{del} = \{q | (s, \gamma, q) \in Q_{temp} = Q_{cs} \times Q_{ce} \times Q | En_{G}(q) \cap \gamma^{\text{denum}} = \emptyset \} \), where for any \( \gamma \in Q_{ce} \), \( \gamma^{\text{denum}} = \{\sigma | (\exists t \in Z_\Sigma)(\sigma, t) \in \gamma \} \)

2. \( \Sigma_{new} = \Sigma_{temp} \)

3. \( (\forall q_1, q_2 \in Q_{new})(\forall \sigma \in \Sigma_{new} - \{\text{tick}\}) \xi_{temp}(q_1, \sigma) = q_2 \Leftrightarrow \xi_{new}(q_1, \sigma) = q_2 \)

4. \( (\forall q = (s, \gamma, q), q_2 \in Q_{new}) \xi_{temp}(q_1, \text{tick}) = q_2 \land -C \Leftrightarrow \xi_{new}(q_1, \text{tick}) = q_2 \), where \( C := \gamma = q_{ce}^{\text{init}} \Leftrightarrow \emptyset \land (\exists \gamma \in Com(s))En_{G}(q) \cap \gamma \neq \emptyset \)

5. \( q^{\text{init}}_{new} = q^{\text{init}}_{temp} \)

In the above pruning procedure, in Step 1, we need to delete those states in \( Q_{del} \), any state of which satisfies the condition that, \( CE \) is using a control command \( \gamma^{\text{denum}} \) and \( \gamma^{\text{denum}} \) does not include events that are defined at state \( q \) of plant \( G \), denoted by \( En_{G}(q) \cap \gamma^{\text{denum}} = \emptyset \). In Step 4, we need to delete the transitions labelled as \( \text{tick} \) starting from state \( q_1 = (s, \gamma, q) \) that satisfies the following condition: 1) \( CE \) is not using any control command, denoted by \( \gamma = q_{ce}^{\text{init}} \); 2) there exists some control command \( \gamma \) stored in \( CS \), denoted by \( \gamma \in Com(s) \); 3) \( \gamma \) has shared events with the enabled events defined at state \( q \) of plant \( G \), denoted by \( En_{G}(q) \cap \gamma \neq \emptyset \). In this case, based on the mechanism of the command execution module, \( CE \) will fetch some control command that can be used from \( CS \) instead of waiting, i.e., time is preempted. Thus, the transitions labelled as \( \text{tick} \) satisfying the above condition would be deleted.

**E. Networked Supervisor**

The networked supervisor over control constraint \( (\Gamma^{in}, \Gamma^{in} \cup \Sigma^{out} \cup \{\text{tick}\}) \) is a finite state automaton

\[
NS = (Q_{ns}, \Sigma_{ns}, \xi_{ns}, q^{\text{init}}_{ns})
\]

- \( \Sigma_{ns} = \Sigma \cup (\Sigma_{o} - \Sigma_{s,a})^{\text{init}} \cup \Sigma^{\#} \cup \Sigma^{out} \cup \Gamma^{in} \cup \Gamma^{out} \cup \Gamma \cup \{\text{tick}, \text{stop}\} \)

The following constraints should be satisfied:

- (Network controllability) For any state \( q \in Q_{ns} \) and any \( \sigma \in \Sigma_{ns} - \Gamma^{in}, \xi_{ns}(q, \sigma) \)

- (Network observability) For any state \( q \in Q_{ns} \) and any \( \sigma \in \Sigma_{ns} - (\Gamma^{in} \cup \Sigma^{out} \cup \{\text{tick}\}) \), if \( \xi_{ns}(q, \sigma) \), then \( \xi_{ns}(q, \sigma) = q \).

**F. Networked Monitor**

In this work, we assume the networked supervisor \( NS \) is augmented with a monitoring mechanism which monitors the execution of the closed-loop system and serves to detect the existence of a sensor attack. This monitoring mechanism is modeled as the networked monitor \( M \) shown in Fig. 1. The networked monitor online records its observation sequence in \( \Sigma^{out} \cup \Gamma^{in} \cup \{\text{tick}\} \) of the closed-loop system (possibly under sensor attack) and determines the existence of a sensor attack based on its observation. Intuitively, the principle of the networked monitor is that it always compares the observed sequence with the ones that should have been observed under the absence of a sensor attack. Once an information inconsistency happens, the networked monitor would identify it.

Next, we shall construct the model of \( M \). Firstly, since \( OC \) given in Section 3 is the model of the observation channel under sensor attack and the detection mechanism of the networked monitor is based on a comparison with the observation sequence without sensor attacks, to construct the model of the networked monitor, we shall carry out some event relabelling on \( OC \). Then, the model of the networked monitor \( M \) is generated by computing the synchronous product, performing projection, and adding a self-loop labelled by \( \text{tick} \), as shown in the following.

For \( OC \), by replacing any transition labelled as \( \sigma^{\#} \in \Sigma_{s,a}^{\#} \) with \( \sigma \), and any transition labelled as \( \sigma^{in} \in (\Sigma_{a} - \Sigma_{s,a})^{in} \) with \( \sigma \), the transformed model of observation channel is generated and denoted as

\[
OC^T = (Q_{oc}, \Sigma_{oc}, \xi_{oc}, q^{\text{init}}_{oc})
\]
• \( \Sigma_{oc} = \Sigma_o \cup \Sigma_{out} \cup \{ \text{tick} \} \)
• \( \xi_{oc} \subseteq Q_{oc} \times \Sigma_{oc} \times Q_{oc} \)
  1. \( (\forall q_1, q_2 \in Q_{oc})(\forall \sigma \in \Sigma_{s,a})(q_1, \sigma^{\#}, q_2) \in \xi_{oc} \iff (q_1, q_2) \in \xi_{oc} \)
  2. \( (\forall q_1, q_2 \in Q_{oc})(\forall \sigma \in \Sigma_o - \Sigma_a)(q_1, \sigma^{in}, q_2) \in \xi_{oc} \iff (q_1, q_2) \in \xi_{oc} \)
  3. \( (\forall q_1, q_2 \in Q_{oc})(\forall \sigma \in \Sigma_o - \Sigma_{a,d} - (\Sigma_o - \Sigma_{a,d})^{in})(q_1, \sigma, q_2) \in \xi_{oc} \iff (q_1, q_2) \in \xi_{oc} \)

Based on the above-mentioned monitoring mechanism, the networked monitor would detect the existence of a sensor attack when it observes some string \( s \notin P_{\Sigma^{init}\cup\{\text{tick}\}}(L(\Sigma)|G_{new}|OCT|CC) \). Thus, based on \( NS, G_{new}, OCT, \) and \( CC \), the networked monitor is generated and denoted as

\[
M = P_{\Sigma^{init}\cup\{\text{tick}\}}(NS)|G_{new}|OCT|CC
\]

\[
= (Q_m, \Sigma_m, \xi_m, q_m^{init})
\]

- \( Q_m = 2^{Q_{oc} \times Q_{new} \times Q_{oc} \times Q_{cc}} \)
- \( \Sigma_m = \Sigma_n \cup \Sigma_{new} \cup \Sigma_{oc} \cup \Sigma_{cc} \)
- \( \xi_m : Q_m \times Q_m \rightarrow Q_m \)
- \( q_m^{init} = UR_{NS}(G_{new}|OCT|CC, (\Sigma_m - (\Sigma_{new}^{init}\cup\{\text{tick}\})) (q_{ns}^{init}, q_{oc}^{init}, q_{cc}^{init})) \)

Based on the construction of \( M \), once the monitor observes some event that should not have occurred, it will transit to state \( \emptyset \), meaning that the sensor attack is detected. Thus, the covert sensor attack needs to avoid such transition in \( M \). Since tick event can still happen even if the attack has been detected, at state \( \emptyset \), we need to add the self-loop labelled by \text{tick}. Based on the model of \( M \), the state size of \( M \) is \( |Q_m| \leq 2^{(|Q_{oc}| \times |Q_{oc}|) \times |Q_{oc}| \times |Q_{nc}|} \times |Q_{cc}|} \).

IV. SYNTHESIS OF COVERT SENSOR ATTACKS FOR NETWORKED DES

In this section, we shall solve the synthesis problem of covert sensor attacks for networked DES by modeling it as the Ramadge-Wonham supervisory control problem.

A. Solution Methodology

In Fig. 1 given the plant with command execution and storage \( G_{new} \), the sensor attack constraints \( AC \), the observation channel \( OC \), the networked supervisor \( NS \), the control channel \( CC \), the networked monitor \( M \), and the sensor attack \( A \), the closed-loop behavior of the networked DES under sensor attack is the synchronous product

\[
B = G_{new}|AC|OC|NS|CC|M|A
\]

\[
= (Q_b, \Sigma_b, \xi_b, q_b^{init}, Q_{b,m})
\]

- \( Q_b = Q_{new} \times Q_{ac} \times Q_{oc} \times Q_{ns} \times Q_{cc} \times Q_m \times Q_a \)
- \( \Sigma_b = \Sigma_{new} \cup \Sigma_{ac} \cup \Sigma_{oc} \cup \Sigma_{ns} \cup \Sigma_{cc} \cup \Sigma_m \cup \Sigma_a \)
- \( \xi_b \subseteq Q_b \times Q_b \times Q_b \)
- \( q_b^{init} = (q_{new}^{init}, q_{ac}^{init}, q_{oc}^{init}, q_{ns}^{init}, q_{cc}^{init}, q_m^{init}, q_a^{init}) \)
- \( Q_{b,m} = \{(s, q), q_{ac}, q_{oc}, q_{ns}, q_{cc}, q_m, q_a) \in Q_b | q \in Q_d \} \)

In this work, we shall assume that the goal of a sensor attack is achieved when \( G \) reaches the damage state in \( Q_d \). Thus, from the point of view of the sensor attack, its target state set in \( B \) is \( Q_{b,m} \).

Definition IV.1. (Covertness): Given any \( G_{new}, AC, OC, NS, CC, \) and \( M \), the sensor attack \( A \) is said to be covert w.r.t. the attack constraint \((\Sigma_{a,a}, \Sigma_{s,a})\) if any state in \( Q_{bad} = \{( (s, q, q_{ac}, q_{oc}, q_{ns}, q_{cc}, q_m, q_a) \in Q_b | q \notin Q_d \}
\]

is not reachable in \( B \).

Definition IV.2. (Damage-nonblocking): Given any \( G_{new}, AC, OC, NS, CC, \) and \( M \), the sensor attack \( A \) is said to be damage-nonblocking (a strong attack) w.r.t. the attack constraint \((\Sigma_{a,a}, \Sigma_{s,a})\) if \( B \) is nonblocking, that is, every reachable state is coreachable, i.e., every reachable state can reach a marker state.

Definition IV.3. (Damage-reachable): Given any \( G_{new}, AC, OC, NS, CC, \) and \( M \), the sensor attack \( A \) is said to be damage-reachable (a weak attack) w.r.t. the attack constraint \((\Sigma_{a,a}, \Sigma_{s,a})\) if some state of \( Q_{b,m} \) is reachable in \( B \), that is, \( L_m(B) \neq \emptyset \).

Next, we shall introduce the approach of modeling the synthesis problem of covert sensor attacks for networked DES as the Ramadge-Wonham supervisory control problem. Since the networked DES under sensor attack is \( B = G_{new}|AC|OC|NS|CC|M|A \), we can view

\[
P = G_{new}|AC|OC|NS|CC|M = (Q_p, \Sigma_p, \xi_p, q_p^{init}, Q_{p,m})
\]

as the new plant and \( A \) as the new supervisor to be synthesized, based on which we have the following results.

Theorem IV.1: Given any \( G_{new}, AC, OC, NS, CC, \) and \( M \), there exists a covert damage-nonblocking sensor attack \( A \) w.r.t. the attack constraint \((\Sigma_{a,a}, \Sigma_{s,a})\) if and only if there exists a supervisor \( S' \) over attack-control constraint \( \mathcal{C}_{ac} = (\Sigma_{a,a}^{init} \cup \{ \text{stop} \}, \Sigma_{a,a} \cup (\Sigma_{a,a} - \Sigma_{s,a})^{in} \cup \Sigma_{s,a}^{in} \cup \{ \text{stop} \} \) such that

- Any state in \( Q_{bad} \) is not reachable in \( P||S' \).
- \( P||S' \) is nonblocking w.r.t. \( Q_{b,m} \), that is, every reachable state in \( P||S' \) can reach some state in \( Q_{b,m} \).

Proof: Based on the definition of covertness and damage-nonblocking sensor attack, \( A \) is a covert damage-nonblocking attack w.r.t. the attack constraint \((\Sigma_{a,a}, \Sigma_{s,a})\) if and only if any state in \( Q_{bad} \) is not reachable in \( P||A \) and every reachable state in \( P||A \) can reach some state in \( Q_{b,m} \). Then, we can view the attack \( A \) as a supervisor \( S' \) over the control constraint \( \mathcal{C}_{ac} \) and \( P \) as the new plant, which completes the proof.

By using the normality property, the following result follows straightforwardly from Theorem IV.1 and [25].

Corollary IV.1: Given any \( G_{new}, AC, OC, NS, CC, \) and \( M \), the supremal covert damage-nonblocking sensor attack \( A \) w.r.t. the attack constraint \((\Sigma_{a,a}, \Sigma_{s,a})\) exists.

Proof: Since the set of controllable events is a subset of the set of observable events in the attack-control constraint \( \mathcal{C}_{ac} \), normality is equivalent to observability. In addition, since normality and controllability are closed under unions,
the supremal covert damage-nonblocking sensor attack exists, which completes the proof.

Based on Theorem IV.1, the supremal damage-nonblocking sensor attack can be computed by adopting the normality based synthesis approach [30], which is realized as make_supervisor$^\dagger$ in SuSyNA [29]. The requirement of the new plant $P$ can be generated by pruning those states in $P$ which break the covertness property.

**Theorem IV.2**: Given any $G_{new}$, $AC$, $OC$, $NS$, $CC$, and $M$, there exists a covert damage-reachable sensor attack w.r.t. the attack constraint $(\Sigma_{o,a}, \Sigma_{s,a})$ if and only if there exists a supervisor $S'$ over attack-control constraint $\mathcal{C}_{ac} = (\Sigma_{s,a}^+ \cup \{stop\}, \Sigma_{o,a}(\Sigma_{s,a} - \Sigma_{s,a})^{in} \cup \Sigma_{s,a}^# \cup \{\text{tick, stop}\})$ such that

- Any state in $Q_{bad}$ is not reachable in $P||S'$.
- Some state in $Q_{b,m}$ is reachable in $P||S'$, i.e., $L_{in}(P||S') \neq \emptyset$.

**Proof**: Based on the definition of coertness and damage-reachable sensor attack, $A$ is a covert damage-reachable sensor attack w.r.t. the attack constraint $(\Sigma_{o,a}, \Sigma_{s,a})$ if and only if any state in $Q_{bad}$ is not reachable in $P||A$ and $L_{in}(P||A) \neq \emptyset$. Then, we can view the attack $A$ as a supervisor $S'$ over the control constraint $\mathcal{C}_{ac}$ and $P$ as the new plant, which completes the proof.

**Corollary IV.2**: Given any $G_{new}$, $AC$, $OC$, $NS$, $CC$, and $M$, the supremal covert damage-reachable sensor attack $A$ w.r.t. the attack constraint $(\Sigma_{o,a}, \Sigma_{s,a})$ exists.

**Proof**: The proof is similar to that of Corollary IV.1.

Based on Theorem IV.2, to compute the supremal damage-reachable sensor attack, slight changes on make_supervisor of SuSyNA are needed, where now only those “bad” states breaking the covertness property are pruned while those states breaking the nonblockingness property are kept, since the definition of the damage-reachable sensor attack does not require that the closed behavior of $P||A$ is nonblocking.

### B. Computational Complexity

Next, we shall analyze the computational complexity of the proposed method. Firstly, the state size of the new plant $P$, denoted as $|\Sigma_p|$, is at most

$$|Q_{ca}| \times |Q_{ao}| \times |Q| \times |Q_{ac}| \times |Q_{oc}| \times |Q_{ns}| \times |Q_{cc}| \times |Q_m|$$

where

- $|Q_{ca}| \leq \frac{[\Gamma((\Delta + 1))^{oc} + 1]{\Gamma(\Delta + 1)}}{[\Gamma(\Delta + 1)]^2}$
- $|Q_{ao}| \leq |\Gamma|(1 + \max \{t^c_i\})$
- $|Q_{ac}| = U + 2 + \Sigma_{\Sigma_{o,a} - \Sigma_{s,a}}$
- $|Q_{oc}| \leq \left|\Sigma_{\Sigma_{o,a} - \Sigma_{s,a}}\right|^2 + \left|\Sigma_{\Sigma_{o,a} - \Sigma_{s,a}}\right|$
- $|Q_{cc}| = \left|\Sigma_{\Sigma_{o,a} - \Sigma_{s,a}}\right|^2 + \left|\Sigma_{\Sigma_{o,a} - \Sigma_{s,a}}\right|^2$
- $|Q_m| \leq 2|Q_{ca}|\times|Q_{ao}|\times|Q|\times|Q_{ac}|\times|Q_{oc}|\times|Q_{ns}|\times|Q_{cc}|$

The alphabet of the new plant $P$, denoted as $\Sigma_p$, is

$$\Sigma(\Sigma_{o,a} - \Sigma_{s,a})^{in} \cup \Sigma_{\Sigma_{s,a}^#} \cup \Sigma_{\Sigma_{o,a}^{out}} \cup \Gamma_{in} \cup \Gamma_{out} \cup \Gamma \cup \{\text{tick, stop}\}$$

In this algorithm, two kinds of states are pruned: 1) those “bad” states which break the coertness property; 2) those states which break the nonblockingness property.

The normality based synthesis approach [23, 30, 32] can be used for the synthesis of the supremal damage-nonblocking attack and the supremal damage-reachable attack. The complexity for the synthesis of the supremal damage-nonblocking sensor attack is no more than $O(|\Sigma_p||Q_p|^2)$ [31]. While the complexity for the synthesis of the supremal damage-reachable attack is no more than $O(|\Sigma_p||Q_p|^2)$ [32].

### V. Example

In this section, we shall present an example to show the effectiveness of the proposed method to synthesize covert sensor attacks for networked DES.

**Example VI.1**: We adopt the mini-guideway example of [19] for an illustration. In Fig. 6, there are two stations and a one-way track from station 1 to station 2. Two trains need to travel from station 1 to station 2. The track consists of 2 sections, with traffic lights and cameras installed at part of three junctions. Traffic lights control whether one train could pass the junction, and cameras detect whether one train has passed the junction. Two trains need to avoid the simultaneous occupation of the same section.

One possible way to synthesize the networked supervisor is: Firstly, based on the parameter $V$, we could model the networked supervisor constraints NSC as a finite state automaton, which is similar to the model of sensor attack constraints. Then, since the preemption is not imposed in our framework, similar to the approach used in [20, 31], we could view $G_{new}||\text{OC}||\text{NSC}||\text{CC}$ as the new plant, where the difference is the introduced tick event, which is uncontrollable but observable to the networked supervisor. The specification for this new plant could be generated based on $G_{new}||\text{OC}||\text{NSC}||\text{CC}$. The networked supervisor could be viewed as the supervisor for such new plant w.r.t. the generated specification. Finally, the tool SuSyNA can be adopted to synthesize the networked supervisor.
in the absence of sensor attacks. In addition, this networked supervisor satisfy the conditions defined in Section III-E network controllability and network observability. To make the drawn automata concise, in Fig. 9 some states are marked in blue rectangles to denote that these states are repeated states.

Fig. 7: (a) Plant G. (b) Command execution CE.

Fig. 8: Sensor attack constraints AC

For brevity, we here shall only synthesize the damage-nonblocking sensor attack, which is shown in Fig. 13. The strategy of this sensor attack is: At initial state, the attacker observes $a_1$ (or $b_1$), it will implement replacement attacks, that is, alter the sensor reading and send $b_1$ (or $a_1$) into the observation channel. By this way, the networked monitor will not detect the existence of the attack meanwhile the networked supervisor will issue the wrong control command $v_2$ (or $v_1$). After receiving the control command, plant $G$ will execute $b_1$ (or $a_1$) and transit to the damage state 5 in the plant $G$, i.e., the attack goal is achieved. Before observing a sensor reading again, the attacker will wait for at least one tick; afterwards, no matter what the attacker observes, it could implement either deletion attack or replacement attack. For example, if the attacker observes $a_1$, then it could delete $a_1$ and send nothing into the observation channel or replace the sensor reading by anyone of $a_1$, $a_3$, $b_1$, and $b_3$. The only difference among these four replacement attack strategies is that sending $a_3$ will still enable the attack to remain covert while sending anyone of $a_1$, $b_1$, and $b_3$ will expose its existence. This exposure is allowed since the plant $G$ has been induced to the damage state.

VI. CONCLUSIONS

In this paper, we propose an approach to synthesize the covert sensor attacks in networked DES with non-FIFO channels by modeling the original problem as the Ramadge-Wonham supervisory synthesis problem under partial observation for both the damage-reachable goal and damage-nonblocking goal, allowing existing synthesis tools such as SuSyNA or TCT to be used. This makes the proposed framework attractive to practitioners, who may quickly adopt the framework without any further major efforts on synthesis tool development. Based on the constructed model, the supremal covert sensor attack exists for each type of sensor attack, and is computable, although the computational complexity is not the major concern of this paper, and shall be addressed in our follow-up works on structural synthesis methods, e.g., a distributed synthesis method. In our future works, we shall also explore synthesis of resilient supervisors against such covert attacks in networked DES.

APPENDIX A
PROOF OF THEOREM 3.1

Based on the basic setup in this work: 1) the largest number of fired events without ticks at plant $G$ is $N_f$; 2) the maximum number of events that the attacker can simultaneously send into the observation channel is $U$; 3) the upper bound of delay in the observation channel is $\Delta_o$, it can be derived that

$$N_o(t) \leq N_f U(\Delta_o + 1)$$

In addition, $N_f U(\Delta_o + 1)$ can be achieved in the following case. We consider consecutive $\{\Delta_o + 1\}$ discrete time: $t, t + 1, \ldots, t + \Delta_o$. At each time, the following three conditions are satisfied: 1) Plant $G$ fires $N_f$ events in $\Sigma_{o,a}$; 2) the attacker always sends $U$ events after observing one event; 3) any event sent into the observation channel is delayed for $\Delta_o$ ticks. Thus, at time $t + \Delta_o$, the number of events in the observation channel is $N_f U(\Delta_o + 1)$. This completes the proof.

APPENDIX B
PROOF OF THEOREM 3.2

Firstly, we prove that $N_o(t) \leq N_f U(V(\Delta_o + \Delta_c + 1) + V(\Delta_c + 1))$. Since the upper bound of delay in the control channel is $\Delta_c$, we only need to consider control commands entering the control channel during consecutive $\{\Delta_c + 1\}$ discrete time. Otherwise, if we consider $N > \Delta_c$ consecutive discrete time, then the control commands entering the observation channel during the first $N - (\Delta_c + 1)$ time must have been popped out from the channel at the latest time of these $N$ consecutive time, which means that the problem is reduced to the case of consecutive $\{\Delta_c + 1\}$ discrete time. Without loss of generality, we choose time $t + \Delta_o, t + \Delta_o + 1, \ldots, t + \Delta_o + \Delta_c$. In addition, it is straightforward to derive that the maximum number of events in the observation channel is achieved only when the following three conditions are satisfied: At each time, 1) Plant $G$ fires $N_f$ events in $\Sigma_{o,a}$; 2) the attacker sends $U$ events after observing one event; 3) networked supervisor issues $V$ control commands after observing tick or an observable event popped out of the observation channel.

Based on the above analysis, at any time, the number of events entering the observation channel is $N_f U$. The delay of the $i$-th event of these $N_f U$ events entering the observation channel at time $j$ is denoted as $d^{\sigma_i}(j,i)$. Then, at time $t^i$, the
number of events popped out from the observation channel, i.e., observed by the networked supervisor, is

$$V \sum_{j=t'-\Delta_o}^{t'} \sum_{i=1}^{N_j U} B^{oc}(t', j, i)$$

where $B^{oc}: \mathbb{N} \times \mathbb{N} \times \mathbb{N}^+ \rightarrow \{0, 1\}$ is a mapping defined as

$$B^{oc}(t', j, i) = \begin{cases} 1 & d^{oc}(j, i) = t' - j, i \in \mathbb{N}^+ \\ 0 & \text{otherwise.} \end{cases}$$

it describes whether the $i$-th event entering into the observation channel at time $j$ with delay $d^{oc}(j, i)$ will be popped out from the channel at time $t'$. If $d^{oc}(j, i) = t' - j$, then it will be popped out; otherwise, it will not. Thus, at time $t'$, the number of control commands entering the control channel is

$$V \sum_{j=t'-\Delta_o}^{t'} \sum_{i=1}^{N_j U} B^{oc}(t', j, i) + V$$

since tick could also trigger the networked supervisor to issue control commands. Then the total number of control commands entering the control channel during $[t + \Delta_o :
The delay of $h$-th control command entering the control channel at time $t$ is denoted as $d^{cc}(k, h)$. Then the number of control commands popped out from the control channel at time $t'$, i.e., received by the command storage module, is

$$
\sum_{k=t'+\Delta_c}^{t'+\Delta_c+N_{f}U} \sum_{h=1}^{n_s(k)} \mathbb{B}^{cc}(t', k, h)
$$

where $\mathbb{B}^{cc} : \mathbb{N} \times \mathbb{N} \times \mathbb{N}^+ \rightarrow \{0, 1\}$ is a mapping defined as

$$
\mathbb{B}^{cc}(t', k, h) = \begin{cases} 
1 & d^{cc}(k, h) = t' - k, h \in \mathbb{N}^+ \\
0 & \text{otherwise.}
\end{cases}
$$

It describes whether the $h$-th control command entering the control channel at time $k$ with delay $d^{cc}(k, h)$ will be popped out from the channel at time $t'$. Thus, the total number of control commands entering the command storage module during $[t + \Delta_o + \Delta_c : t + \Delta_o + \Delta_c + \Delta_s]$ is

$$
\sum_{k=t+\Delta_o}^{t+\Delta_o+N_{f}U} \sum_{h=1}^{n_s(k)} \mathbb{B}^{cc}(t + \Delta_o + \Delta_c, k, h) + \ldots
$$

Next, we show that this maximum can be achieved. Based on Theorem III.1, at time $t + \Delta_o$, assuming that there are $N_fU(\Delta_o + 1)$ events in the observation channel and all of these events need to be popped out. Then at time $t + \Delta_o$, networked supervisor issues $N_fU(\Delta_o + 1)$ control commands into the control channel. In the following $\Delta_c$ times, $G$ fires $N_f$ events in $\Sigma_{o,a}$ at each time. The attacker sends $N_fU$ events sent into the observation channel without delays at each time. The supervisor issues $(N_fU + 1)V$ control commands into the control channel at each time. For the control commands entering the control channel at time $t + \Delta_o$, ..., $t + \Delta_o + \Delta_c$, assuming that each control command is delayed for $\Delta_c$ ticks, then, at time $t + \Delta_o + \Delta_c$, the number of control commands in the control channel is

$$
N_fU(\Delta_o + 1) + V + \Delta_c(N_fU + 1)V
$$

This completes the proof.

**APPENDIX C**

**PROOF OF THEOREM 3.3**

Firstly, we prove that $N_{cc}(t) \leq N_fU(\Delta_o + \Delta_c + \Delta_s + 1) + V(\Delta_c + \Delta_s + 1)$. Since the upper bound of storage time is $\Delta_s$, we only need to consider control commands entering the command storage module during consecutive $\Delta_s$ discrete time. Without loss of generality, we choose time $t + \Delta_o + \Delta_c$, ..., $t + \Delta_o + \Delta_c + \Delta_s$. In addition, the maximum number of control commands in the command storage module is achieved only when the following three conditions are satisfied: At each time, 1) Plant $G$ fires $N_f$ events in $\Sigma_{o,a}$; 2) the attacker sends $U$ compromised events after observing one event; 3) networked supervisor issues $V$ control commands after observing tick or an observable event popped out of the observation channel. Then, at any time $t' \in [t + \Delta_o + \Delta_c : t + \Delta_o + \Delta_c + \Delta_s]$, the number of control commands entering the control channel is denoted as

$$
n^{\text{cc}}(t') = V \sum_{j=t'-\Delta_o}^{t'} \sum_{i=1}^{N_fU} \mathbb{B}^{oc}(t', j, i) + V
$$

The delay of $h$-th control command entering the control channel at time $t$ is denoted as $d^{cc}(k, h)$. Then the number of control commands popped out from the control channel at time $t'$, i.e., received by the command storage module, is

$$
\sum_{k=t'+\Delta_c}^{t'+\Delta_c+N_{f}U} \sum_{h=1}^{n_s(k)} \mathbb{B}^{cc}(t', k, h)
$$

where $\mathbb{B}^{cc} : \mathbb{N} \times \mathbb{N} \times \mathbb{N}^+ \rightarrow \{0, 1\}$ is a mapping defined as

$$
\mathbb{B}^{cc}(t', k, h) = \begin{cases} 
1 & d^{cc}(k, h) = t' - k, h \in \mathbb{N}^+ \\
0 & \text{otherwise.}
\end{cases}
$$

It describes whether the $h$-th control command entering the control channel at time $k$ with delay $d^{cc}(k, h)$ will be popped out from the channel at time $t'$. Thus, the total number of control commands entering the command storage module during $[t + \Delta_o + \Delta_c : t + \Delta_o + \Delta_c + \Delta_s]$ is

$$
\sum_{k=t+\Delta_o}^{t+\Delta_o+N_{f}U} \sum_{h=1}^{n_s(k)} \mathbb{B}^{cc}(t + \Delta_o + \Delta_c, k, h) + \ldots
$$

Next, we show that this maximum can be achieved. Based on Theorem III.2, at time $t + \Delta_o$, assuming that there are $N_fU(\Delta_o + \Delta_s + 1) + V(\Delta_s + 1)$ control commands in the control channel and all of them need to be popped out. Thus, at time $t + \Delta_o + \Delta_s$, there are $N_fU(\Delta_o + \Delta_s + 1) + V(\Delta_s + 1)$ control commands stored in the command storage module. At each time of the following $\Delta_s$ times, 1) $G$ always fires $N_f$ events in $\Sigma_{o,a}$; 2) there are $N_fU$ events sent into the observation channel without delays; 3) networked supervisor issues $(N_fU + 1)V$ control commands into the control channel without delays; then, at time $t + \Delta_o + \Delta_s$, the number of stored control commands in the command storage is

$$
N_fU(\Delta_o + \Delta_c + 1) + V(\Delta_c + \Delta_s + 1)
$$

This completes the proof.
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