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Abstract—Alzheimer’s Disease (AD) is a neurodegenerative disease that is one of the significant causes of death in the elderly population. Many deep learning techniques have been proposed to diagnose AD using Magnetic Resonance Imaging (MRI) scans. Predicting AD using 2D slices extracted from 3D MRI scans is challenging as the inter-slice information gets lost. To this end, we propose a novel and lightweight framework termed ‘Biceph-net’ for AD diagnosis using 2D MRI scans that models both the intra-slice and inter-slice information. ‘Biceph-net’ has been experimentally shown to perform similar to other Spatio-temporal neural networks while being computationally more efficient. Biceph-net is also superior in performance compared to vanilla 2D convolutional neural networks (CNN) for AD diagnosis using 2D MRI slices. Biceph-net also has an inbuilt neighbourhood-based model interpretation feature that can be exploited to understand the classification decision taken by the network. Biceph-net experimentally achieves a test accuracy of 100% in the classification of Cognitively Normal (CN) vs AD, 98.16% for Mild Cognitive Impairment (MCI) vs AD, and 97.80% for CN vs MCI vs AD.

Index Terms—Alzheimer’s disease, deep learning, disease classification, feature embedding, similarity learning.

I. INTRODUCTION

ALZHEIMER’S Disease (AD) is a neurodegenerative disease that is one of the significant causes of death in the elderly population. Typically, Cognitively Normal (CN) subjects progress to a pre-clinical phase with underlying biomarker abnormalities, then a prodromal state of Mild Cognitive Impairment (MCI) stage that affects memory, judgment, thinking and language before progressing to the full-fledged AD dementia stage. AD diagnosis through machine learning techniques has given tremendous results and is trending. The availability of a large amount of openly available data from various websites like Alzheimer’s Disease Neuroimaging Initiative (ADNI), Australian Imaging, Biomarkers & Lifestyle Flagship Study of Ageing (AIBL), and Open Access Series of Imaging Studies (OASIS) has further encouraged researchers to build more robust machine learning models for diagnosing AD. Classical machine learning techniques require hand-crafted features, which may not give an optimal result. Contrary to this, deep learning techniques automatically learn to extract features from the data and have performed marvellously for AD diagnosis from multi-modal data [1].

With the growth in popularity of deep learning techniques in the classification of images, several different models were proposed to detect Alzheimer’s disease using brain Magnetic Resonance Imaging (MRI). There are three main categories of neural networks that researchers have been using for the diagnosis of AD and its sub-types [2], namely, (a) 3D Convolutional neural networks (3D-CNNs), (b) 2D Convolutional neural networks (2D-CNNs), and (c) Spatio-temporal convolutional neural networks (CNN-RNNs). In (a), the CNNs take 3D-MRI scans as input, whereas in (b) and (c), the CNNs take 2D-MRI slices extracted from a 3D-MRI scan as input. In this work, we mainly focus on diagnosing AD through the use of 2D-MRI scans. We utilise different types of networks that come under (b) and (c) to achieve the aforementioned objective.

The usage of 2D-MRI scans can prove beneficial in terms of the computation cost as 3D-CNNs are more computationally intensive than their 2D counterparts. However, since depth information is not available in 2D-MRI scans, 3D-CNNs tend to outperform 2D-CNNs when appropriately trained with sufficient
data. The lack of depth information renders 2D-CNNs highly ineffective in the neuroimaging domain, where most of the data may be available in the form of 3D scans. To bridge this information gap, researchers use a combination of 2D-CNN and Recurrent Neural Networks (RNNs) that can learn the information present within individual 2D-MRI scans (intra-slice information), and among a sequence of 2D scans (inter-slice information) [3], [4], [5]. The trade-off for utilising this extra information is the computational cost, as CNN-RNNs are more computationally intensive than vanilla CNNs [6].

In this work, we propose a robust and lightweight framework for training vanilla 2D CNNs to diagnose AD using 2D-MRI scans. We show that the proposed method is as good as CNN-RNNs in terms of classification accuracy while being more computationally efficient. We also show that the proposed method outperforms previously used 2D-CNNs for AD diagnosis. The proposed method also avoids the problem of leakage that was inherent in many of the previously used 2D-CNNs for the diagnosis of AD [2].

In order to utilise 2D-CNNs for final classification, we extract 2D slices from a 3D-MRI scan. This renders the data into a hierarchical structure as we need to classify individual slices (slice-wise classification) and correctly classify each subject (subject-wise classification). With this type of structure, the classifier can afford to misclassify individual slices as long as the subject is classified correctly. However, a vanilla CNN guided by a cross-entropy loss cannot fully handle this task as it only looks at slice-wise classification. These networks may work well on the data in which the majority of slices can be easily classified, as shown in Fig. 1(a). The two classes are represented in green and red colours. S1 and S2 represent the mean of the green and red classes’ samples, respectively.

As the similarity between individual slices of multiple subjects increases, the vanilla 2D-CNN tends to misclassify many individual slices to a level where entire subjects get misclassified, as shown in Fig. 1(b) and (c). In Fig. 1(b), the slice-wise misclassifications are still within the threshold, which does not affect subject-wise classification. However, in Fig. 1(c), the slice-wise misclassifications go beyond the threshold and cause subject-wise misclassification. Therefore, for an effective classification using 2D-MRI slices, the classifier needs to:

1) Perform slice-wise classification reasonably well.
2) Perform slice-wise misclassifications (if any) within a threshold such that the subject-wise classification is not impeded.

The CNN-RNN based methods skip this problem by also learning the inter-slice information at the cost of computational complexity. An alternative approach to counter this problem is to utilise similarity (metric) learning to keep the slices of a subject as close as possible and keep the slices of other subjects as far away as possible. Triplet loss [7] is one of the most popular loss functions for similarity learning. Its working can be intuitively considered, as shown in Fig. 2(a), as it tries to bring the slices of the same subject as close as possible while trying to keep the slices of different subjects as far away as possible. After proper training using triplet loss, the result can be visualised as shown in Fig. 2(b). However, triplet loss does not consider the classes to which the subjects belong. As shown in Fig. 2(c), subjects S1 and S3 belong to one class, whereas samples S2 and S4 belong to another class.

The proposed method alleviates the aforementioned issues by combining the cross-entropy loss with triplet loss. This enables the classifier to keep the slices of a subject as close as possible while keeping the slices of different subjects as far away as possible, and also create a classification boundary separating the subjects into their respective classes, as shown in Fig. 3(a). A clearer view can also be seen in Fig. 3(b). The major contributions of this work are as follows:

1) We propose a novel framework for AD diagnosis using 2D-MRI scans and conventional 2D-CNNs.
2) The proposed framework, used along with a VGG-16 backbone model, achieves state-of-the-art classification results on the CN vs AD, MCI vs AD and multiclass classification tasks.
3) The proposed method is computationally more efficient than the baselines while being similar in performance.
4) The proposed framework also has inbuilt interpretation functionality that is also very helpful for understanding the decision taken by the model.
5) The proposed framework avoids the problem of data leakage inherent in 2D-CNNs for AD diagnosis [2].

The remaining sections of this work are organised as follows: Section II introduces research relevant to our work. Section III
The effect of using Triplet loss on multiple 2D-MRI slices of two subjects. Figure (a) intuitively shows the slices of the same subject getting an embedding close to each other. Figure (b) shows the embedding space after training is completed using Triplet loss. Figure (c) shows the embedding space with more than two subjects after training is completed using Triplet loss.

An intuitive representation of the embedding space after training using the Biceph-module.

gives a detailed explanation of our proposed model, Section IV describes the materials and methods used in this paper and gives details of experiments performed, Section V discusses the results obtained, and finally, Section VI concludes the work along with some future directions.

II. RELATED WORKS

In this section, we discuss previous research on AD classification and metric learning that are related to the proposed framework.

A. Deep Learning Models for Alzheimer’s Disease Classification

With the growth of popularity of deep learning models, especially CNNs for image classification tasks, several models for the classification of AD were proposed, which mainly uses either 2D CNNs or 3D CNNs.

1) 2D Convolution Neural Networks: Hon et al. [6] used the method of transfer learning by fine-tuning the state-of-the-art networks, VGG16 and Inception V4, pre-trained on the ImageNet dataset for the target classification task of CN vs AD. Zhou et al. [8] used transferred knowledge learnt from ADNI to diagnose AD samples acquired from a local hospital. Cheng et al. [9] changed original labels to multi-bit label coding vectors and obtained features to find unrelated domains. The knowledge from unrelated domains was ignored. The usage of transferred knowledge gained from ADNI to local samples was done by Li et al. [10]. To deal with the problem of high feature dimensionality with fewer samples, Suk et al. [11] combined deep CNN with sparse regression models to diagnose AD. Sarraf et al. [12] used deep CNN on functional MRI (fMRI) scans. Shi et al. [13] proposed stacked deep polynomial networks that leveraged complementary information from MRI and Positron Emission Tomography (PET) scans. Basaia et al. [14] predicted MCI to AD conversion using structural MRI and deep CNN. Ieracitano et al. [15] leveraged electroencephalography (EEG) power spectral density spectrograms and a CNN for AD diagnosis. Information from images from only one scale may not produce highly efficient results. To this end, Lu et al. [16] proposed a multiscale deep network that worked on Fluorodeoxyglucose Positron Emission Tomography (FDG-PET) scans.

2) 3D Convolution Neural Network: To improve the classification performance of the network, some researchers used 3D-CNNs. Payan et al. [17] found that 3D-CNN performed better in classifying CN from AD and MCI. Instead of training from scratch, which results in sub-optimal performance, Hosseini et al. [18] used a 3D-convolutional autoencoder (CAE) to pre-train a 3D-CNN that was used for AD classification. Li et al. [19] also extracted information from 3D patches. A cluster of multiple dense CNNs was used on the 3D patches for AD diagnosis. Spasov et al. [20] used 3D separable and grouped convolutions for extracting high-level representations from Structural MRI (sMRI) for AD diagnosis. To include diversity in the model, Wang et al. [21] proposed an ensemble of 3D densely connected CNNs (3D-DenseNets).

An in depth survey of many of the recent techniques proposed for AD classification can also be found in [22], [23].

B. Deep Metric Learning on Medical Images Classification

Several works proposed the use of loss functions involving deep metric learning, which is based on the principle of similarity and dissimilarity between samples [24]. With the advantage of data distribution, the deep metric learning loss
functions can discover common patterns for each class. There are various deep metric learning techniques, such as triplet network [25] and Siamese network [26].

Some models use multiple loss functions, both the deep metric learning loss function as well as the cross-entropy loss function for the training of their CNN model. Sun et al. [27] used both the cross-entropy as well as the triplet loss function for the problem of recognition and retrieval of Chinese herbal medicine image, in which for the recognition task, they used the cross-entropy loss to train CNN and for the retrieval task, they fine-tuned the recognition network using triplet loss function as the images are very diverse. To overcome the problem of imbalance of images in the dataset, Lei et al. [28] proposed a novel class-centre involving triplet loss for the classification of skin disease. Huang et al. [29] proposed novel batch similarity-based triplet loss, which takes into account the similarity among the input images to group images of the same class and separate images of a different class, along with cross-entropy loss to improve the performance of light-weighted CNN models for the problem of medical image classification.

III. PROPOSED MODULE

The proposed module is shown in Fig. 4 and is termed as the ‘Biceph’ module. The term ‘Biceph’ is inspired by the term ‘Bicephalus,’ which means double-headed [30]. The Biceph module is placed after the flattening layer $L_{flat}$ of a 2D-CNN. The Biceph module produces a bifurcation into the triplet and the prior branches. The outputs from these two branches are appended together in the concatenate branch. The triplet branch produces an output that uses the triplet loss, whereas the concatenate branch produces an output that uses the cross-entropy loss which is responsible for the final classification of a 2D-MRI slice.

In order to train the triplet branch, we choose online semi-hard triplet mining [7]. During the training phase, the triplet branch is trained to learn to embed 2D-MRI slices such that 2D-MRI slices of a particular subject are as close as possible, and the 2D-MRI slices of other subjects are at least separated by the mentioned margin value. The prior branch is responsible for learning a prior probability value such that the features from $L_{flat}$ belong to a specific class. The concatenate branch takes the outputs from the prior and the triplet branches to make the final classification of a slice. Thus, in the training phase, the entire Biceph module is trained to simultaneously learn:

1) Embeddings in which 2D-MRI slices of a subject are placed closer to each other while being separated by a certain margin from the 2D-MRI slices of different subjects.

2) A separation boundary that separates the embeddings into different classes.

The cumulative effect of points 1 and 2 results in the network learning an embedding space shown in Fig. 3(b). During the testing phase, for a 2D-MRI slice, the triplet branch gives it an embedding such that it falls into a neighbourhood that is very similar to it. This means that a 2D-MRI slice from a CN subject should be mapped to a neighbourhood with the majority of CN subjects, and a 2D-MRI slice from an AD subject should be mapped to a neighbourhood with the majority of AD subjects.

Hence, the training process with the Biceph module can be considered such that features from layer $L_{flat}$ are given an embedding that takes them to a neighbourhood that consists of very similar nature samples. This more refined and separable embedding is then passed to a number of fully-connected layers (of concatenate branch) for final classification.

The value of the gradient back backpropagated through the Biceph module ($\nabla_{biceph}$) can be viewed as the combination of two different terms, as shown equation of supplementary material. The first term in the equation denotes the inter-slice information that the Biceph module backpropagates. On the contrary, the second term represents the intra-slice information backpropagated by the Biceph module. The inter-slice information helps perform better subject-wise classification, whereas the intra-slice information helps perform better slice-wise classification. A much detailed visualization of the embeddings learnt by Biceph-net can be found in Figs. 1 and 2 of the supplementary material.

IV. EXPERIMENTATION

In this section, we discuss in detail about the experimental setup, dataset and the system configurations that were used in this study.

A. System Configurations

All the codes are implemented in the Python (version 3.7) [31] running on a system with Ubuntu 18.02, 256 GB RAM, Intel Xeon processor and Nvidia Titan-Xp 12 GB GPU. The deep neural network was implemented on TensorFlow backend (version 2.1) [32].
B. Dataset

We acquired a total of 2500 3D-MRI scans for CN subjects, 1365 3D-MRI scans for AD subjects and 3100 3D-MRI scans for MCI subjects. The MRI scans were acquired from ADNI (1 a, 2 a and 3 a), OASIS-1, OASIS-2 and IXI databases. The entire dataset was processed using CAT-12 software. After processing raw 3D-MRI scans, we choose only Gray Matter (GM) scans. Since we focus on a balanced classification problem, we choose all 1365 GM scans from the AD class and randomly choose 1365 GM scans from MCI and CN classes. Thus, we chose 1365 3D-MRI scans from each class for the experiments performed in this paper.

C. Experimentation Setup

We evaluate the training, validation and testing performance of our model in the classification in three variations: CN vs AD, MCI vs AD, and CN vs MCI vs AD. We consider two types of classification: one is subject-wise classification, that is, to predict whether a particular subject has Alzheimer’s or not. And the other is image-wise classification, that is, to predict whether a particular image/slice has Alzheimer’s or not.

For each 3D-MRI scan of a particular subject, we take 86, 112, 86 2D-slices from the middle section of the MRI scan along the Axial, Coronal and Sagittal plane, respectively. We evaluate the performance of our model in four ways:

1) Training the model using slices along the axial plane and performing classification.
2) Training the model using slices along the coronal plane and performing classification.
3) Training the model using slices along the sagittal plane and performing classification.

A more detailed description of the architecture and hyperparameters of the baseline models are mentioned in Table 1 of the supplementary material.

D. Model and Configuration

Our model uses a predefined VGG-16 network [35] of layers with five blocks consisting of several 2D convolution layers with a kernel of size $3 \times 3$ and a max-pooling layer. These layers are followed by three sequential layers of 2D convolution layer, each with a kernel of size $1 \times 1$, which helps in the reduction of dimensions. All the convolution layers also include the use of rectified linear activation function. The results from these convolution layers are flattened into one-dimension from the three-dimension input using a flatten layer.

The flattened features are then passed onto two different branches: (a) triplet branch and (b) prior branch. In (a), the flattened features are passed onto a $64 \times 1$-D dense layer, which is passed to the triplet loss layer after doing an L2-normalization. The prior branch (b) is responsible for providing prior knowledge regarding the class of the flattened features. In (b), the flattened features are passed onto a dense layer with one output that consists of a sigmoid activation function for binary classification tasks. For multiclass classification tasks, (b) consists of a $3 \times 1$-D dense layer with the softmax activation function. The branches (a) and (b) are then combined and passed onto three more dense layers. The final output from these layers is sent to the cross-entropy loss layer. The respective architecture is also illustrated in Fig. 5. The algorithm for online triplet mining and loss calculation for Biceph-net is given in Algorithm 1 of the supplementary material.

The batch size is taken as 80, with each batch having a uniform distribution of samples/images. The learning rate is initialised with 0.001 and reduced using ReduceLROnPlateau, i.e., the learning rate is reduced by the factor of 0.1 when the metric (validation loss), has stopped improving. The number of epochs is 100. We split the dataset into 80% training and 20% testing set. We further split the training dataset to 80% training and 20% validation.

V. RESULTS AND DISCUSSIONS

In this section, we present and discuss the classification results achieved by each model covered in this study. We also delve into discussions on the computational complexity of the models and the interpretation of decision taken by the proposed model.

A. Comparison of Classification Performance

1) CN vs AD: We begin with the simplest of classification tasks in AD diagnosis, CN vs AD. A comparative analysis of the performances for CN vs AD classification task on axial, coronal and sagittal planes are given in Table 1. We can observe that the proposed Biceph-net performs better than CNN-RNN models for axial and sagittal planes. In the coronal plane, the performance of Biceph-Net is almost similar to that of VGG-LSTM and VGG-sBiLSTM. We can also observe that the straightforward eight-layer model proposed by Wang et al. [34] also performs equally to Biceph-net in all these cases. It is also important to note that Biceph-net and eight-layer CNN consists of entirely different structures, and such a straightforward comparison might not be fair. In order to address this, we also implemented the Biceph version of eight-layer CNN, in which we introduced our Biceph module after the flattening layer. This Biceph-eight-layer model performed better than vanilla eight-layer CNN and was more computationally efficient. We can also observe that Biceph-net outperforms the VGG-Triplet network in all three scenarios.

The proposed network easily outperforms other baseline methods on the axial and sagittal planes. However, in the coronal plane, it misses out by inducing some misclassifications. The CN vs AD classification task is considered the simplest of tasks for AD diagnosis because the MRI scans of AD subjects show highly visible neurodegeneration compared to that of the CN subjects. This makes the networks learn the differences between images of the two classes with much ease. The proposed method can be used with axial and sagittal slices to provide a robust classification for CN vs AD in the real world scenario. The CN vs AD classification is found to produce very high classification accuracy [1]. We can also observe that the proposed network from Table 1 performed CN vs AD classification with 100% accuracy in the axial and sagittal planes.
2) **MCI vs AD**: We also perform a comparative analysis of all the models on the more complex task of differentiating between MCI and AD subjects. The results for axial, coronal and sagittal planes are given in Table I. Similar to the CN vs AD classification scenario, the Biceph-net performs equally or better than more complex CNN-RNN models on all three planes. For axial and sagittal planes, Biceph-Net outperforms CNN-RNN models. For the coronal plane, its performance is very similar to that of VGG-LSTM. Biceph-net outperforms eight-layer CNN for axial and coronal planes.
MCI vs AD is considered a much more challenging classification task than the CN vs AD task as the MRI scans of MCI and AD subjects can visually be very similar [14]. This is due to the fact that the MCI subjects in later stages can be very similar to the early stage AD subjects. Therefore, this poses a much more challenging task for vanilla CNNs as they might classify most of the slices of a subject to a different class, causing the subject’s misclassification. However, Biceph-net can also deal with this scenario and outperforms all the baseline methods for the axial and coronal planes. It also performs almost as good as much more computationally intensive baseline methods as it makes one extra misclassification than the baseline methods. Thus, if it is being deployed in the real world, then Biceph-net can be used with the axial and coronal planes for MCI vs AD classification.

3) CN vs MCI vs AD: We also perform a comparative analysis on the challenging problem of multiclass classification. The problem becomes challenging because the non-converter MCI subjects are more similar to CN subjects, whereas the converter-MCI subjects are more similar to AD subjects [36]. The results for axial, coronal and sagittal planes are given in Table I. We can observe that Biceph-net also performs equally well in multiclass classification. Its performance is similar or better than the CNN-RNN models. In this case, Biceph-net implemented upon the axial and coronal slices outperform the baseline methods. Thus, even for much more complicated tasks like multiclass classification (CN vs MCI vs AD) and MCI vs AD binary classification tasks, the Biceph-Net produces state of the art classification results.

B. Comparison of Computational Complexity

In this section, we compare the computational complexity of the models given in Table I. In order to compare the computational complexity, we choose three modes of comparison: (a) Total number of parameters in millions (MParams), (b) Size of the model on disk in megabytes (MB) and (c) Floating Point Operations per Second in millions (MFlops). In order to perform this comparison, we choose all the models trained on the axial slices of the MCI vs AD classification task.

The total number of trainable parameters in ConvLSTM is 15.402 MParams, VGG-LSTM is 15.093 MParams, VGG-sBiLSTM is 15.361 MParams, Triplet network is 14.936 MParams, and Biceph-Net is 14.987 MParams, respectively. The disk space occupied by each model is as follows: ConvLSTM occupies 61 MB, VGG-LSTM occupies 60 MB, VGG-sBiLSTM occupies 65 MB, whereas both Triplet network and Biceph-Net occupy 58 MB each. We can observe that the Biceph-Net has a lesser number of trainable parameters than ConvLSTM, VGG-LSTM, and VGG-sBiLSTM. As a result, it also occupies less space on the disk. Thus, Biceph-net also has a computational advantage over these more computationally intensive baseline models. Since it also occupies less space on disk, it is also more efficient than the CNN-RNN baseline models in being deployed on lightweight edge devices.

The total flops consumed by each model is as follows: (a) ConvLSTM −30.941 MFlops, VGG-LSTM −30.198 MFlops, VGG-sBiLSTM-30.791 MFlops, Triplet-29.863 MFlops, Biceph-net-29.965 MFlops. The Biceph-Net has an almost marginally higher FLOPS count with the Triplet-network while being much superior in performance. However, it saves almost 1 MFlops compared to the baseline CNN-RNN architectures. Another thing to observe is that the Biceph-module can be used with any other backbone network. Hence, it is possible that a much lighter backbone along with the Biceph-module produces a similar performance as to that of the models in Table I. We keep further exploration on this as future work.

We further perform a paired t-test on the classification results obtained in Table I with a significance value of 0.05. We get a p-value of 0.073 for CN vs AD, 0.056 for MCI vs AD and 0.057 for CN vs MCI vs AD. Thus, we cannot reject the null hypothesis that the classification results of the baseline and proposed methods are similar. This also emphasises the fact that the performance of Biceph-net is similar to the baselines while being more computationally efficient.

C. Visualisation of Feature Embeddings

We also visualise the feature embeddings learnt by VGG-Triplet and Biceph networks, respectively. The visualisation is done using PCA, and T-sne [37] plots. For visualising the feature embedding learnt by Biceph-net, we visualise the 64-dimensional feature vector produced by the triplet branch. We choose 10,000 randomly chosen feature vectors from the test set of axial slices for plotting. For the VGG-Triplet network, the PCA plots for CN vs AD and MCI vs AD are given in supplementary Fig. 1(a) and (b). We can observe that samples from two different classes are in different clusters, and there is a high entanglement among the clusters. On the other hand, for the Biceph-net, the embeddings are shown in supplementary Fig. 1(d) and (e). We observe a better separation of the samples of two classes for Biceph-net. This also helps in visually verifying that the embeddings learnt by Biceph-net are roughly similar to that shown in Fig. 3(b).

A more fine-grained non-linear relationship can be visually verified by supplementary Fig. 2. From supplementary Fig. 2(a) and (b), we can observe that for the VGG-Triplet network, the samples are grouped in different clusters so that a cluster of one class can have its neighbourhood occupied by a cluster of the other class. Using a K-NN classifier on such an embedding will result in more misclassifications as the majority of the neighbours can belong to a different class. However, in supplementary Fig. 2(c) and (d), the Biceph-net produces more distinct neighbourhoods for the clusters of samples. We can observe that the clusters of samples of the same class are much closer and clusters of samples of different classes have a larger degree of separability. This nature of embedding helps in more accurate classification, even for a challenging task like MCI vs AD.

For multiclass classification, the PCA plots can be seen in supplementary Fig. 1(c) and (f) for VGG-Triplet and Biceph-net, respectively. The three classes are represented in blue, red and pink colours. We can observe that the neighbourhoods for the three classes are more clearly visible in Biceph-net as compared to its counterpart. A similar trend can also be found in the supplementary Fig. 2(c) and (f), wherein the embedding of
Biceph-net shows more distinct neighbourhoods of samples of three different classes. It also shows that the samples of different classes have lesser intermixing between them, thus, leading to a better classification result than VGG-Triplet with $K$-NN classifier.

### D. Interpreting Model Decision

The rich neighbourhood structure learnt by the embedding in the triplet branch can be utilised to interpret the classification decision taken by the network. We observed that whenever a 2D slice is correctly classified, the neighbourhood of its embedding is marked by a majority of samples belonging to the same class. Whenever a 2D slice is misclassified, then the neighbourhood of its embedding contains a majority of samples of another class. Owing to this observation, we performed an analysis of classifications of six randomly chosen test subjects from CN vs AD coronal experiments. Out of the six subjects, three were correctly classified, and three were misclassified.

For the misclassified subjects, the number of slices and the class of their corresponding majority $K$ nearest neighbours are given in Table II. We can observe that for all these subjects, the majority of the $K$ nearest neighbours belong to the opposite class. A similar analysis was performed for the correctly classified samples, and we found that for all slices, their respective nearest neighbours belonged to the same class. Hence, investigating the neighbourhood could provide an additional nearest neighbour based interpretation of the classification decision produced by Biceph-net.

### VI. CONCLUSIONS AND FUTURE WORKS

In this work, we presented a novel ‘Biceph-module’ that is robust and computationally efficient for diagnosis of Alzheimer’s disease using 2D-MRI scans. The module can be attached to any 2D-CNN by placing it after the flattening layer. We presented such an architecture with the VGG-16 backbone network termed as ‘Biceph-net’. Biceph-net outperformed baseline models in most of the experiments. Biceph-net was also able to achieve equivalent performances with many complicated CNN-RNN models. From this work, we can conclude that Biceph-net is computationally more efficient while being similar in performance to the baseline models. Thus, it can be a better alternative for AD diagnosis as compared to the baseline models.

The ‘Biceph-module’ can also be used with other 2D-CNN backbones for disease diagnosis using 2D-MRI scans. It can also be used in scenarios where the data is rendered in a hierarchical format as explained in Section I. A limitation of the proposed framework is that it works on only a single feature view and does not consider multiple feature views. Another limitation of the proposed framework is that it doesn’t have any inherent mechanism to ignore outlier embeddings which may adversely affect the final classification.

In the future, we plan to explore the rich neighbourhood structure that the Biceph-module provides for further interpreting the classifications of the network. We also plan to utilise the low dimension feature embeddings for amalgamating the different feature views obtained from axial, coronal and sagittal planes. We also plan to work on reducing the effect of outlier embeddings in order to produce more robust classifications. All the codes utilized in this paper can be found in the following Github repository: https://github.com/mtanveer1.
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