Predicting Performance of SLAM Algorithms

Matteo Luperto 1, Valerio Castelli2, and Francesco Amigoni2

Abstract—Among the abilities that autonomous mobile robots should exhibit, map building and localization are definitely recognized as fundamental. Consequently, countless algorithms for solving the Simultaneous Localization And Mapping (SLAM) problem have been proposed. Currently, their evaluation is performed ex post, according to outcomes obtained when running the algorithms on data collected by robots in real or simulated environments. In this paper, we present a novel method that allows the ex ante prediction of the performance of a SLAM algorithm in an unseen environment, before it is actually run. Our method collects the performance of a SLAM algorithm in a number of simulated environments, builds a model that represents the relationship between the observed performance and some geometrical features of the environments, and exploits such a model to predict the performance of the algorithm in an unseen environment starting from its features.

I. INTRODUCTION

MAP building and localization are two of the most fundamental abilities required for autonomous mobile robots. They are usually addressed together by solving the Simultaneous Localization And Mapping (SLAM) problem, which has been extensively studied in the last decades [1]. However, the availability of countless SLAM algorithms contrasts with their relatively less mature assessment, evaluation, and benchmarking, which are topics currently of high interest in robotics [2]. The state-of-the-art methods for evaluating SLAM algorithms (e.g., [3]–[5]) perform ex-post assessments of their performance, namely they run a SLAM algorithm on data collected by robots in simulated or real environments and evaluate the obtained results according to some performance metric, often involving comparison with ground truth.

In this paper, we present a novel method that makes a step forward and provides the expected performance of a SLAM algorithm in new environments, before it is actually applied to data coming from those environments. In this sense, the proposed method opens the possibility to perform a predictive benchmarking of SLAM algorithms. We call predictive benchmarking the capability to anticipate the performance results obtained by a system on a benchmark, in our case by a SLAM algorithm (on a given robot platform) in a previously unseen environment. The main original contribution of this paper is thus a method that uses the results of a SLAM algorithm in several environments to predict its performance in new ones.

Compared to current SLAM evaluation techniques, predictive benchmarking has the advantage of estimating the expected performance of SLAM algorithms in new environments without requiring their actual exploration.

The proposed method works by collecting the performance of a SLAM algorithm on a number of environments, by building a model that represents the relationship between the measured performance values and the features of the environments, and by exploiting such a model to predict the performance of the algorithm starting from the features of an unseen environment. In particular, we consider well-known 2D SLAM algorithms performing simulated runs on a wide range of different environments to obtain the training data, and discover that simple linear models can capture the relationship between the skeleton of an environment, represented by its Voronoi graph, and the quality of its map returned by SLAM algorithms. We evaluate our method on two widely adopted SLAM algorithms, GMapping [6] and Karto [7], and we validate our method on data from publicly available datasets and collected with real robots.

Two are the main benefits of the proposed method for predictive benchmarking, which also represent the motivations for developing it. First, the availability of reliable predictions on the performance of SLAM algorithms can help developers of robot systems to make informed decisions at design time, reducing expensive trial-and-error approaches. Second, knowledge of environments in which a SLAM algorithm is expected to perform well and in which it is expected to perform badly can be used to establish the boundaries of its applicability. This can enable the generalization of results [8], which currently is a rather limited practice in many areas of robotics, hindering the possibility of extending the results obtained in a setting to other settings. The use of methods for predictive benchmarking can be adapted to assess the choice of sensors, robot configuration, and algorithms at the design phase of the robotic system, thus having a preliminary evaluation of performances event at a pre-prototypal phase of a newly developed platform. Finally, fact that our method exploits linear models enables the interpretability of the results, thus increasing their applicability to real-world settings.

The paper is structured as follows. The next section surveys the relevant related work on the evaluation of SLAM algorithms. Section III overviews the proposed method, which is detailed in Section IV. The experimental validation of the method is reported in Section V. Finally, Section VI concludes the paper. A preliminary version of this work has been presented in [9], where is described the methodology adopted here to collect training data and to benchmark performances of SLAM algorithms.

II. RELATED WORK

As the number of algorithms developed to solve the SLAM problem keeps growing, finding reliable ways to assess
their performance has become a significant challenge for the robotics research community. This problem is complex, as different SLAM algorithms applied to the same data may produce different results in terms of map format and quality, as shown in [10]. Ignoring for the moment how data are acquired by robots, two main aspects are involved in evaluating SLAM algorithms.

The first aspect is about the environments in which tests are conducted. One approach is to perform robotic competitions, where a custom evaluation environment is created to either mimic a real scenario or be particularly hard for robots to handle. The robots are then assigned tasks which fulfillment degree can be used for indirectly evaluating the performance of localization and mapping, as happened for example in the RoboCup@Home competition [11]. As the quality of the reconstructed map affects the ability of the robot to successfully complete the task, it is assumed that the systems that achieve the highest overall performance are also the best performing on the SLAM subtask. This approach has been used to evaluate, among others, the performance of cleaning robots [IROS, 2002], self-driving cars in an urban area [Darpa, 2007], rovers moving in a simulated Mars setting [ESA, 2008], and robots operating in Urban Search and Rescue scenarios [RoboCup Federation, 2009].

A competition that separates the evaluation of task performance from that of localization performance of a robot has been proposed in RoCKIn [12]. Two important shortcomings of robotic competitions are their limited scale and little resemblance to real application environment (most competitions being held in relatively small laboratories) and is the significant complexity and diversity of hardware and software settings that have an impact on the robots’ performances (as each robot has a different hardware architecture, software stack, and selection of navigation and mapping parameters). For these reasons, it is extremely difficult to say how much a robot’s performance is due to the choice of the SLAM algorithm and how much is due to other factors (that may depend on that particular execution of the task, and may not be consistent wrt other repetitions) instead.

Another solution adopted by the robotics community is the collection and publication of datasets to be used as benchmarks. The use of standardized environments enhances reproducibility, replicability, and comparability of the results [13]. Examples include Radish [14], Rawseeds [15], datasets from the Computer Vision Group of the TUM [16], and openSLAM [17]. However, most of those datasets available do not include ground truth data (like the followed trajectory and the floor plans of the buildings), effectively preventing the evaluation of many performance metrics that are based on some form of a priori knowledge about the actual map and trajectory. Moreover, commonly available datasets may suffer of generalizability issues, which requires the identification of datasets with the same characteristics as those of the target building where the robot will be used. Datasets are usually collected into controlled (small) environments, like specially fitted laboratory rooms; this limits the scale and diversity of the tests that can be reasonably conducted with such data, which fail to replicate the complexity of many real-world application environments.

A third approach, which allows tests in arbitrarily complex environments is the use of simulations.

Some of the most popular simulation tools are Stage [18] (in 3D), a lightweight robot simulator that can handle populations of hundreds of virtual robots in a two-dimensional bitmapped environment, Gazebo [19] (3D), an open-source robotic simulator that recreates 3D dynamic multi-robot environments that accurately mimic real-world physics and offer the possibility to simulate a broader range of actuators and sensors, and USARSim (3D) [17], an alternative robotic simulator developed to support the virtual robots competition within the RoboCup initiative. More recently, the use of 3D realistic simulated environments obtained from real-world 3D models has been used in several applications, particularly those related to tasks that have to be performed in 3D (photo-)realistic environments. Notable examples of such datasets are those based on the Matterport or on the SUNCG dataset [18]–[21]. However, those simulated environments are particularly useful for assessing robots performance that rely mostly on vision (as Embodied Question Answering, EQA) but do not present a realistic method for simulating other robot characteristics as odometry or 2D laser range scanners.

The second aspect is about the performance metrics employed to evaluate SLAM algorithms. Several approaches have been proposed over the years. According to [22], in order to effectively evaluate and compare different SLAM algorithms it is necessary to: (i) provide extensive information about the produced maps, (ii) report the behavior of the mapping system for different values of the parameters, (iii) include one or more examples of maps produced following a closed-loop path, and (iv) whenever a ground truth map is available, use it to assess the quality of the produced map by evaluating its distance from the ground truth map.

In [3], the performance of three SLAM algorithms is assessed by visually estimating the fidelity of the reconstructed maps with respect to the ground truth. In [23], it is argued that comparing the map produced by a SLAM algorithm to its ground truth counterpart is not an appropriate evaluation metric, as the main purpose of SLAM algorithms is not to produce human-understandable maps. In this context, the degree of accuracy of a produced map with respect to a known ground truth does not necessarily reflect its usefulness, as schematic representations of the environment could still be sufficient for the completion of the desired task while more visually faithful depictions could lack details, like doors and passages, that are crucial for the successful completion of the task. The authors of [23] propose to evaluate the usefulness of maps by measuring the degree to which paths created in the generated maps can be actually traversed in the real world by using two different metrics: the first is the degree to which invalid paths created in the generated map would cause the robot to collide with a structural obstacle in
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the real world; the second is the degree to which the robot should be able to plan a path from one position to another using the generated map, but cannot because such paths are invalid in the ideal map. However, this approach also suffers from two main limitations, as it can only be applied to SLAM algorithms that produce occupancy grid maps as outputs and it requires precise alignment of the produced map with the ground truth map.

In [24], it is proposed to adopt context-dependent performance metrics that capture the ability of SLAM algorithms to produce useful maps for localization and navigation. The authors define a self-localization error and an integral trajectory error, which both require ground truth trajectory information.

In [4], a metric that considers the deformation energy that is needed to superimpose the estimated trajectory onto the ground truth trajectory, i.e., that is based on the relative displacements between poses, is proposed. We detail it in Section IV since we use an extended version of this metric. However, Kuemmerle et al. do not provide a definite criterion to choose which relative displacements should be considered to compute the metric, noting that, in absence of ground truth information, close-to-true relative displacements can be obtained by other sources of information, such as background human knowledge about the length of a corridor or the shape of a room.

In the context of SLAM evaluation through map evaluation, [5] investigates the possibility to use topology graphs derived from Voronoi diagrams to capture high-level spatial structures of indoor environments. In [10], the performance of five SLAM algorithms are evaluated - HectorSLAM, Gmapping, KartoSLAM, CoreSLAM and LagoSLAM - in terms of distance between the generated map and the ground truth map using a metric based on k-nearest neighbor.

Finally, [25] proposes to evaluate the quality of generated maps by measuring three different aspects: the proportion of occupied and free cells to determine blur, the amount of corners in the map, and the amount of enclosed areas.

A trait common to all the above solutions to SLAM evaluation is that they work on already collected data, i.e., they assess the performance of a SLAM algorithm in a certain environment only after the environment has been actually visited. This approach, although valid, presents some limitations. Ex post evaluations typically need to gather both sensory and ground truth data or require some manual intervention in the evaluation process, as obtaining ground truth trajectory data requires an accurate tracking system pervasive in the environment in order to be measured with sub-millimeter precision. As the environment becomes larger, the number of required cameras to obtain such ground truth measures grows both expensive and complex to operate. Moreover, as we show, the performance of a SLAM algorithm in an environment may in fact vary across multiple explorations, so that an individual exploration of the environment may not accurately represent the actual average performance of the algorithm in that setting and repeated measurements require to set up the system at every run. Generalization of results, intended as the identification of significant correlations between the performance of a given SLAM algorithm in different scenarios, is also difficult [8]. None of the above evaluation methods provides a way to use previously collected performance data to make predictions about the performance of a SLAM algorithm in a scenario before an exploration actually takes place. This limitation is significant, since knowing how well a SLAM algorithm performs in a certain setting does not immediately provide any information as to how well it will perform in a different setting, as the measured level of performance is strictly dependent on the characteristics of the setting itself. The problem is exacerbated by the fact that there is no single best SLAM algorithm for every scenario. As an example, a study [26] conducted by Turnage using the Hausdorff Distance between the ground truth map and the reconstructed map as a metric to assess the relative level of performance of HectorSLAM, CoreSLAM and Gmapping on three different environments shows that while HectorSLAM outperforms both CoreSLAM and Gmapping in two environments out of three, CoreSLAM performs best in the remaining one, with HectorSLAM and Gmapping performing the same. This paper contributes a method to perform such a prior assessment of the performance of a SLAM algorithm.

In the literature, some efforts have been made to predict robot performance in previously unseen scenarios. An example is [27], where a model to assess the traversal cost of a natural outdoor environment for an autonomous vehicle using A* planning is proposed. The model exploits information about the complexity of the environment itself, including slope and the presence of vegetation, to ultimately predict the average speed of the vehicle. Considering autonomous wheeled robots, in [28] the authors introduce a method to estimate the traversal time of a path by using its length, smoothness, and clearance as features of a non-linear regressor. To the best of our knowledge, there is currently no method that predicts the performance of SLAM algorithms, as we do in this paper.

III. OUR METHOD FOR PREDICTIVE BENCHMARKING

Our predictive benchmarking method uses the performance results obtained by a SLAM algorithm in a number of environments to predict its performance in new ones. Compared to current SLAM evaluation techniques, which are used to perform ex-post benchmarking, our predictive benchmarking approach provides an estimate of the expected level of performance of a SLAM algorithm in new environments without requiring their actual mapping. While existing SLAM evaluation techniques handle every new environment as independent, predictive benchmarking builds upon the knowledge gained with previous evaluations to create a model of the relationship between environments and their associated SLAM performance; this results in increasingly accurate performance predictions as the number of explorations used for training increases. It consists of a sequence of modules, each responsible for a logically distinct step, as shown in Fig. 1. In this paper, we consider 2D lidar-based SLAM methods, using GMapping [6] as the reference algorithm because of its widespread use and the availability of stable implementations. Validation of the method is performed by considering another widespread
SLAM method, KartoSLAM\cite{7}, but the proposed approach potentially works with any other SLAM algorithm. The choice of these two SLAM algorithms is motivated by the fact that those methods are widely used both for research purposes and for real-world applications \cite{29, 30}.

At first, we perform data collection. Specifically, given a set of environments $\mathcal{E}$, we collect the performance $P_E$ of a given SLAM algorithm in each environment $E \in \mathcal{E}$. In this paper, we consider indoor environments since they are largely available, characterized by stable features, and widely used to test SLAM algorithms. Note that obtaining $P_E$ could involve multiple runs and the availability of ground truth. In our case, we collect data in 100 environments by using simulation (see Section IV-C) and we measure $P_E$ using a variant of the metric of \cite{4} (see Section IV-A).

After that, we extract a set of features $F_E$ which characterize the environment $E \in \mathcal{E}$. Note that this step, which we refer to as feature extraction (Section IV-D), computes data directly from the ground truth (e.g., floor plans of buildings) and not from the maps obtained by the robots.

The third step is model learning, in which a model that relates $P_E$ to $F_E$ is built. We use regression techniques to learn and represent their correlation (Section IV-E).

Such model is used to do performance prediction, namely to calculate the expected performance $\hat{P}_E'$ of the target SLAM method in an unseen environment $E'$. Our performance prediction extracts features $F_{E'}$ from $E'$ and finds $\hat{P}_{E'}$ given $F_{E'}$ exploiting the model built in the previous step (Section IV-C). Finally, we can verify the accuracy of our performance predictions, comparing them against the actual measured performance (Section V).

In principle, the above sequence of steps can be repeated at regular intervals when the set $\mathcal{E}$ of visited environments grows, resulting in increasingly accurate performance predictions.

IV. STEPS OF THE PROPOSED METHOD

In this Section, we discuss the details of the implementation of our method.

A. Performance Metric

As reported in Section I, the research community has developed several metrics to assess the performance of SLAM algorithms. In this work, we use the localization error performance metric proposed by \cite{4}, which measures the performance of SLAM algorithms according to their ability to accurately estimate the trajectory followed by the robot, computing the deformation energy that is required to superimpose the estimated trajectory onto the ground truth trajectory: the smaller the energy, the higher the accuracy of the reconstruction.

This metric is chosen because of its generality and versatility: it is not restricted to any particular map representation format and can thus be used to measure the performance of any SLAM algorithm. The metric is also independent of the type of sensors mounted on the robot, making it applicable to a broad range of robot platforms.

We recall the definition of the metric as given in \cite{4}:

\textbf{Definition IV.1.} Let $x_{1:T}$ be the poses of the robot estimated by a SLAM algorithm from time step 1 to T during an exploration of environment $E$; in our case, $x_t \in SE(2)$, with $SE(2)$ being the special Euclidean group of order 2. Let $x_{1:T}'$ be the associated ground truth poses of the robot during mapping.

Let $\delta_{i,j} = x_j \otimes x_i$ be the relative transformation that moves the pose $x_i$ onto $x_j$ and let $\delta_{i,j}^* = x_i^* \circ x_j^*$. Finally, let $\delta$ be a set of $N$ pairs of relative transformations over all the exploration, $\delta = \{\delta_{i,j}, \delta_{i,j}^*\}$.

The localization error performance metric is defined as:

$$
\varepsilon(\delta) = \frac{1}{N} \sum_{i,j} \left( \delta_{i,j} \oplus \delta_{i,j}^* \right)^2 =
\frac{1}{N} \sum_{i,j} \left[ \text{trans}(\delta_{i,j} \oplus \delta_{i,j}^*)^2 + \text{rot}(\delta_{i,j} \oplus \delta_{i,j}^*)^2 \right] =
\varepsilon_t(\delta) + \varepsilon_r(\delta),
$$

where $\oplus$ is the inverse of the standard motion composition operator and $\text{trans}(\cdot)$ and $\text{rot}(\cdot)$ are used to separate the translational and rotational components of the error.

Authors of \cite{4} leverage human knowledge to determine the N relative transformations $\delta_{i,j}^*$ (and, consequently, the corresponding relative transformations $\delta_{i,j}$) composing $\delta$. After a run, a human operator analyzes the observations acquired by the robot (e.g., laser scans) to determine which ones refer to the same part of the environment and manually aligns them. The amount of displacement required for the alignment is stored as the ground truth of the relative transformation $\delta_{i,j}'$ between the poses $x_i$ and $x_j$ from which the observations have been acquired. The human operator can match observations at semantically relevant places (e.g., loop closures), providing ground truth for global consistency. Clearly, this method does not efficiently scale as the numbers of observations, runs, and environments increase.

We propose a new way to calculate $\delta_{i,j}^*$, that is independent of human intervention, enabling the possibility to collect data in a fully automated way. In our case, the ground truth is available from simulations (Section IV-C) and, in principle, $\delta$ could contain all the possible pairs of relative transformations (i.e., for all the $i$ and $j$ in $1 : T$). Our proposal is to randomly sample a set of relative transformations, the size of which is determined as a compromise between sampling accuracy and computational complexity. The procedure is based on the
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central limit theorem to approximate the sampling distribution with a normal distribution \[31\]. At first, we set the confidence level and the margin of error of the estimation. Then, we determine the number of relative transformations sampled for estimating the localization error as:

\[
N = \frac{z_{\alpha/2} \cdot s^2}{d^2},
\]

where \(s^2\) is the usual unbiased estimator of the population variance, \(d\) is the margin of error, \(\alpha\) is the complement of the desired confidence level and \(z_{\alpha/2}\) is its associated \(z\)-score. To validate our approach, we empirically verify the distribution normality assumption on a representative set of environments. Fig. 2 shows the sample distribution of the translational localization error \(\varepsilon_t\) accumulated for two of these environments; the distributions are obtained by repeatedly applying the sampling procedure to extract 200 different samples of relative transformations imposing a 99% confidence level and a margin of error of ±0.02 m. The shape of the distributions is approximately normal.

As it stands, the above metric evaluates the performance of a SLAM algorithm over a single run. However, the performance of a SLAM algorithm in an environment may vary across multiple runs, due to noisy measurements, variations in the followed trajectory, and also a certain level of randomness that is inherent to the behavior of some SLAM algorithms.

We thus propose the following straightforward generalization of the previous definitions to model the concept of average localization error over multiple runs of an environment.

**Definition IV.2.** Let \(R_E\) be the set of exploration runs performed on \(E\) ∈ \(E\), and \(\varepsilon_t(\delta_{R_E})\) and \(\varepsilon_r(\delta_{R_E})\) the translational and rotational errors measured over run \(R_E\) ∈ \(R_E\).

The mean and standard deviation of the translational localization error of \(E\) are defined as:

\[
\bar{\varepsilon}_t(E) = \frac{\sum_{R_E \in R_E} \varepsilon_t(\delta_R)}{|R_E|}
\]

\[
s(\varepsilon_t(E)) = \sqrt{\frac{\sum_{R_E \in R_E} [\varepsilon_t(\delta_R) - \bar{\varepsilon}_t(E)]^2}{|R_E|}}.
\]

The mean and standard deviation of the rotational localization error of \(E\), \(\bar{\varepsilon}_r(E)\) and \(s(\varepsilon_r(E))\), are defined accordingly.

In summary, given an environment \(E\), the performance \(P_E\) is the vector \(P_E = (\bar{\varepsilon}_t(E), s(\varepsilon_t(E)), \bar{\varepsilon}_r(E), s(\varepsilon_r(E)))\).

**B. Sample Size Estimation**

In principle, we cannot assume that SLAM performances obtained by the same algorithm in different runs performed in the same environment to be completely independent of each other. However, Chebyshev’s weak law of large numbers guarantees the convergence of the sample mean to the true mean under the assumption that the covariances tend to be zero on average \[32\]. In order to obtain reliable values for \(\bar{\varepsilon}_t(E), s(\varepsilon_t(E)), \bar{\varepsilon}_r(E), s(\varepsilon_r(E))\), we therefore need a criterion to identify how many runs of \(|R_E|\) should be performed for each environment \(E\). For this purpose, we assume the distribution of the sample mean to be approximately normal and we use the same formulation of Equation \(1\) to obtain \(|R_E|\).

The sample size estimation process is bootstrapped with an estimate of the variance of the localization error, which we obtain with a pilot search on a small sample of 10 runs. We use this value to compute an initial estimate of the number of required runs. We then perform that number of runs and compute a new estimate of the variance and its associated sample size, iteratively repeating the process until the newly estimated sample size is not larger than the number of already performed runs. In our case, we end up with an average of \(|R_E| = 36\) runs for each environment \(E\).

**C. Data Collection**

As the set of environments \(E\) over which we collect data on the performance of SLAM algorithms, we consider a set of 100 indoor environments covering a wide range of building types (schools, offices, university campuses, and others), sizes, and shapes, to avoid overfitting. Some environments are selected from those used in \[33\], which include floor plans from the Radish repository. Such environments range from 100 m² to 1000 m², and are equally divided between offices and research laboratories. We select a subset of 11 of the 20 environments of \[33\] for which the ground truth floor plans are available and we limit our analysis to their empty (without furniture) version. We also use a set of 25 floor plans that represent buildings of the MIT university campus. These floor plans are part of the dataset used in \[34\] and comprise research laboratories, offices, and teaching areas, ranging from about 1000 m² to over 30 000 m². Finally, we use our own dataset of 64 floorplans representing real-world buildings \[35\], with 26 offices and 38 schools, ranging from about 100 m² to over 10 000 m². In all of the performed runs, data are collected when the robot covered the entirety of the environment, so when the map represents the whole environment. Incomplete runs as in the case where one of the exploration nodes experienced a failure or the robot got stuck are automatically discarded and a new run is executed instead. While performances of Gmapping have been collected on all of 100 environments, we collected data regarding KartoSLAM on a subset of 80 of those, due to different requirements for KartoSLAM to work properly in such environments.
We use simulations on environments $E \in \mathcal{E}$ to collect data on performance $P_E$. Simulations allow us to automatically execute multiple runs for each environment and on a large set of environments at a significantly lower cost than what would be possible with a real robot. In addition, simulations naturally provide the ground truth trajectory data that is required for the evaluation of the localization error. We validate our simulations in Section IV-B.

Simulations are performed with Stage, using the Navigation package\(^1\) for robot movement and the ROS GMapping\(^2\) and KartoSLAM\(^3\) for SLAM. We consider a single virtual robot equipped with a two-dimensional laser range scanner having a field of view of $270^\circ$, an angular resolution of $0.5^\circ$, and a maximum range of $30\,\text{m}$. We assume the virtual robot has a translational odometry error of $0.01\,\text{m}$/m and a rotational odometry error up to $2^\circ$/rad, which is considered a reasonable approximation of the odometry accuracy of a real wheeled robot.

Given an environment $E$, and a starting pose for the robot (close to the center of the environment, the same for all runs), a run $R_E$ evolves by exploring $E$ using the frontier-based exploration paradigm defined in \(^3\), where each frontier represents a region on the boundary between open space and unexplored space. A run $R_E$ is complete when two snapshots of the map produced by the SLAM algorithm (taken at regular time intervals) are similar enough, according to the mean square error metric to evaluate the difference between images. Once $R_E$ is complete, its localization error ($\varepsilon_1(\delta_{R_E})$ and $\varepsilon_r(\delta_{R_E})$) is computed.

At the end of each run $R_E$, we have thus the set $D(R_E)$ of data (laser range scans and odometry readings) fed to SLAM method, and its output $M(R_E)$ (the grid map) and $x_1:T_{R_E}$ (the estimated poses of the robot from time step 1 to $T_{R_E}$, the time step at which the exploration run $R_E$ ended). The process is automatically iterated until a number of runs $|R_E|$ (where $R_E$ is the set of runs performed in $E$) are performed for each environment $E$, as we discuss in Section IV-B. Eventually, for each environment $E \in \mathcal{E}$, we have the set $\mathcal{D}_E = \{D(R_E) \mid R_E \in R_E\}$ of test data and the corresponding results produced by the SLAM method, namely the set of grid maps $\{M(R_E) \mid R_E \in \mathcal{R}_E\}$ and the set of estimated poses $\{x_1:T_{R_E} \mid R_E \in \mathcal{R}_E\}$. (We note that the test data $\mathcal{D}_E$ could be used to evaluate other SLAM algorithms without the need to re-run all simulations, but only those needed to reach $|R_E|$ for that SLAM method.)

We point out that the test data $\mathcal{D}_E$ are relative to the particular configuration of the virtual robot (and of its sensors) that we have considered. For example, changing the field of view or the range of the laser range scanner leads to generating a set of data that could be different. However, the use of Stage allowed us to obtain easily and with a reduced computational effort and with limited supervision the required data thus preserving the realism of the simulated setting \(^9\). Consequently, generating a new set of test data $\mathcal{D}_E$ for an environment $E$ with a new robot configuration is relatively cheap. For example, in the largest environment we considered, an exploration run requires, on average, 43.8 minutes. Similarly, the data $\{M(R_E)\}$ and $\{x_1:T_{R_E}\}$, representing the results of the SLAM method, depend on the configuration of the algorithm (and, of course, on test data $\mathcal{D}_E$). If needed, the specific configuration of a different robotic platform or of a different sensor can be easily modeled and a new dataset with such configuration can be obtained semi-automatically.

Overall, we perform more than 3500 simulated runs in Stage for each SLAM method; Fig. 3 shows the localization errors of $\mathcal{E}$ obtained with GMapping for all of the environments considered (the rotational localization errors are similar, as well as data obtained with KartoSLAM).

### D. Feature Extraction

Let $\mathcal{E}$ be the set of possible environments in which a SLAM algorithm can be run. A feature is a function $f \in \mathbb{F} : \mathcal{E} \mapsto \mathbb{R}$ that, given any environment $E \in \mathcal{E}$, returns a real number that denotes some property of $E$. In this work, we identify a set of features that, for each environment $E$, describes in an explicit and analytical method the environment complexity and which is highly correlated to the difficulty encountered by a robot to map and to localize itself within that environment. The main idea behind this is that the more the structure of a building is complex, the bigger the building is, the more difficult the robot’s operations are. However, we empirically discovered that features that were representative of the building complexity were not highly correlated with the final map quality and localization performances, as not only the building complexity itself has to be taken into account, but also the complexity of the actions that the robot needs to perform to operate in such a context.

Following these insights, we extract a set of features $F_E$ that characterize an environment $E$ using the Voronoi graph built on $E$ \(^5\). Intuitively, the edges of the Voronoi graph represent
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Fig. 3: The translational localization errors for all the runs in our environments using the GMapping as SLAM method where we automatically compute the number runs needed (for each environment) to estimate the environment localization error and the number of relations needed (for each run) for computing the run localization error.
the clearest paths (i.e., the paths furthest from obstacles) that a robot could follow in the environment. We exploit the Voronoi graph to obtain an approximation of the path a robot follows to build the complete map of an initially unknown environment, considering the limitations of the robot sensors.

In practice, given the floor plan of $E$, represented as a grid map (image), we extract the Voronoi graph from the dual Delaunay triangulation, as specified in [37]. In order to distinguish the inside of each building from its outside, we identify the boundaries of the floor plan as the longest contour identified by the algorithm of [38]: we, therefore, check each pixel of the map image and we retain only those pixels that fall inside the contour. At first, we apply an image dilation operator to the map after Voronoi tesselation using a $5 \times 5$ pixels kernel; afterward, we reduce the resulting image to a 1 pixel wide representation using the skeletonization operator defined in [39]. These two steps are necessary to obtain a representation of the map after Voronoi tesselation that is as clean and uniform as possible and to remove any imperfection and irregularity that may have been introduced during tesselation. We consider each pixel as a node of the Voronoi graph, adding an edge of unitary weight between two nodes if their corresponding pixels are close to each other, i.e., if one sits within the $3 \times 3$ pixel area centered around the other. To reduce the size of the graph and obtain something more manageable, we then perform a graph sparsification that removes all pass-through nodes, i.e., nodes that have exactly two neighbors and whose corresponding pixels belong to a straight line; the neighbors are then connected via a new edge whose weight is the sum of the weights of the original edges it’s replacing. The Voronoi graph obtained in this way is represented as a set of cells (pixels) and superimposed to the grid map see Fig. [4].

Given the Voronoi graph of an environment $E$, we calculate two quantities, the Voronoi traversal distance ($VTD_{E}$) and Voronoi traversal rotation ($VTR_{E}$), that are the overall distance and the overall amount of rotation, respectively, that a robot incurs to cover the Voronoi graph. Specifically, imagine a virtual robot that moves on the cells composing the Voronoi graph and that perceives the environment with a sensor with a given range and field of view (we use the same configuration as in Section IV-C). The robot starts from the cell of the Voronoi graph closest to its actual starting position in $E$. Then, the robot marks as viewed the cells of the Voronoi graph that are visible from its current cell, it identifies the nearest unexplored cell on the Voronoi graph, and it moves toward it along the shortest path (perceiving also while traveling). The exploration ends when all the cells of the Voronoi graph have been marked as viewed. Our proposal is to use the Voronoi graph of the environment to obtain an approximation of the path the robot would follow to perform a complete exploration of that environment by simulating a mapping and exploration process on the Voronoi graph and on the floor plan of $E$. During the mapping phase, the algorithm identifies which nodes of the Voronoi graph correspond to pixels of the map that are visible from the robot’s pose and uses this information to update its internal representation of which portions of the environment have been mapped so far. Intuitively, visible pixels represent areas of the environment that the robot would be able to perceive with a laser scan from its current pose, and that would consequently become part of the map maintained by the SLAM algorithm. To discover such pixels, the algorithm performs a ray casting operation on the superimposition of the Voronoi graph and the floor plan’s image from the current robot’s position. A pixel is considered to be visible if it is within the laser’s range and field of view and if there are no obstacles, black pixels on the floor plan’s image, that belong to the straight line connecting it to the current robot location. In the exploration phase, the algorithm identifies the node of the Voronoi graph that corresponds to the next frontier to explore and moves the virtual robot towards it, accounting for the areas of the environment that get explored while moving. It then uses Dijkstra’s algorithm to compute the shortest path on the Voronoi graph that connects the node of the robot’s position to the node that corresponds to the selected map pixel. For each node along the path, the algorithm uses image map to update the virtual robot’s position and orientation according to the node’s relative displacement from its immediate predecessor on the path; it then adds the amount of performed translation and rotation to the overall Voronoi traversal distance and Voronoi traversal rotation respectively. Finally, the algorithm performs a mapping phase to identify which pixels would be visible from that pose and updates the seen status of their corresponding nodes accordingly, in order to keep track of which areas of the environment have been explored. The Voronoi traversal distance is estimated by computing the Euclidean distance between the pixels of the image map graph corresponding to the two nodes, which is a good approximation of the real distance the robot would have to travel to move between them. On the other hand, the Voronoi traversal rotation is estimated by computing the absolute value of the minimum angular difference between the current orientation of the robot and the gradient of the straight line connecting the two nodes, but only if the two nodes are at a minimum distance from each other. This adjustment is made necessary by the consideration that the relative orientation difference between two nearby pixels does not correctly reflect the actual amount of rotation the robot performs along the trajectory and is instead strongly influenced by imperfections in the alignment of the pixels; therefore, evaluating the relative orientation of two nodes only if their distance is sufficiently large represents a better approximation of the actual amount of rotation the robot would perform between them, as it only accounts for rotations in the correspondence of curves in the simulated trajectory. At the end of this simulated exploration, the total amount of translation and rotation are the values of
VTD$_E$ and VTR$_E$, respectively, that approximate the amount of distance and rotation that a robot has to perform in order to map $E$. Feature extraction for an environment $E$ takes less than 4 minutes on a commercial laptop.

In summary, the features of $E$ we consider in the following are $F_E = (VTD_E, VTR_E)$. Full details of the feature extraction mechanism and our code are publicly available[1].

Besides these features we have evaluated the use of several other features that represent the structural complexity and the geometrical complexity of an environment, to assess the extent to which these features could be used for estimating the mapping and localization performances. Such features were computed starting from the floorplan of an environment using the method of [40]. More precisely, we considered the total area of the building, the perimeter of the building, the ratio between the longest and the shortest external wall, the number of rooms, and the total sum of the perimeter of each room. We also extracted a topological graph representing the building, where each room is considered as a node and an edge is placed when two rooms are connected. This topological graph $G$ is used for computing features related to the complexity of the topological graph. More precisely we computed the order, size, density, and radius of $G$. We also computed the number of bifurcation points and terminal points of $G$, its density, and several graph centrality measures [41] (Betweenness Centrality, Katz Centrality, Closeness Centrality, Eigenvector Centrality).

**E. Model Learning**

In this step, we build a model of the relationships between performance $P_E$ and features $F_E$ for all the environments $E \in \mathcal{E}$. To assess the quality of a possible model, we compute the overall root mean square error (RMSE) and the average coefficient of determination ($R^2$) on the training set $\mathcal{E}$ using k-fold cross validation (with a number of folds equal to 5). We also consider the normalized (scale-independent) version of the RMSE: NRMSE = \frac{\text{RMSE}}{\max_{y \in \mathcal{Y}} \text{y}}. where $y_{\text{max}}$ and $y_{\text{min}}$ are the maximum and the minimum observed values of the target variable $y$, respectively.

A distinct model is built for each one of the four components of $P_E = (\varepsilon_t(E), s(\varepsilon_t(E)), \varepsilon_r(E), s(\varepsilon_r(E)))$. Surprisingly, we find that the two features of $F_E$ linearly correlate to the components of $P_E$ and the corresponding models can be built performing linear regression.

Table I and Fig. 5 shows the best model, in terms of highest $R^2$ value for maps obtained with GMapping as SLAM method, while Table II and Fig. 6 show the results obtained while predicting the quality of maps obtained KartoSLAM using a single feature.

Table III shows the result for the VTD-based model, for all the components of the localization error we are interested in predicting, and for all SLAM algorithm considered, VTD$_E$ correlates to all the components of $P_E$ better than VTR$_E$.

The low $R^2$ value for the best model predicting the standard deviation of the rotational localization error $s(\varepsilon_r(E))$ suggests that none of the features we have considered fits the data particularly well for predicting $s(\varepsilon_r(E))$. However, the analysis of the RMSE and of the NRMSE reveals that the average prediction accuracy is actually quite good, with an RMSE of less than $0.002 \text{ rad}$. One of the reasons for this apparent contradiction is that the standard deviation of the rotational localization error shows little variability across all the environments of the training set $\mathcal{E}$, as it can be seen from the scale of both Fig. 5 and Fig. 6 right, for which the effects of random noise become visible.

Other interesting insights come from the comparison between the localization error predicted by the VTD-based model and that predicted using the actual values of the travelled distance and rotation measured along the actual trajectories followed by the robot, shown in Table III (Note that the model based on actual trajectory data cannot be used for prediction.)

The results show that the actual trajectory data are strongly correlated with the measured localization error, with the exception of the standard deviation of the rotational component, $s(\varepsilon_r(E))$, that is substantially uncorrelated, as before. These data confirm that the amount of localization error committed by GMapping in an environment is mostly dependent on just travelled distance and rotation. Although this claim sounds intuitive, we provide empirical data to quantitatively support it. We believe one of the reasons behind this result is that longer trajectories in indoor environments typically involve the traversal of long corridors or large spaces, which are relatively featureless and may result in reducing the capability of GMapping to exploit the characteristics of the environment.

**TABLE I: Performance of the best single-feature linear models for the components of the localization error based on features $F_E$ when considering the GMapping SLAM method. NRMSE is expressed in percentage with respect to the range of the predicted variable, while RMSE is expressed in m for the translations and in rad for the rotations.**

| Feature | $R^2$ | RMSE (m) | NRMSE (%) |
|---------|-------|----------|-----------|
| $\varepsilon_t()$ | VTD | 0.830 | 0.145 | 7.92% |
| $s(\varepsilon_t())$ | VTD | 0.621 | 0.018 | 9.87% |
| $\varepsilon_r()$ | VTD | 0.723 | 0.004 | 11.15% |
| $s(\varepsilon_r())$ | VTD | 0.091 | 0.002 | 14.85% |

**TABLE II: Performance of the best single-feature linear models for the components of the localization error based on features $F_E$ when considering the KartoSLAM method. See Table I for the notation.**

| Feature | $R^2$ | RMSE (m) | NRMSE (%) |
|---------|-------|----------|-----------|
| $\varepsilon_t()$ | VTD | 0.763 | 0.063 | 11.54% |
| $s(\varepsilon_t())$ | VTD | 0.544 | 0.093 | 12.15% |
| $\varepsilon_r()$ | VTD | 0.741 | 0.001 | 9.68% |
| $s(\varepsilon_r())$ | VTD | 0.022 | 0.0006 | 16.47% |

**TABLE III: Performance of the best single-feature linear models for components of the localization error based on actual trajectory data.**

| Feature | $R^2$ | RMSE (m) | NRMSE (%) |
|---------|-------|----------|-----------|
| $\varepsilon_t()$ | trajectory length | 0.095 | 0.116 | 6.36% |
| $s(\varepsilon_t())$ | trajectory rotation | 0.469 | 0.023 | 12.38% |
| $\varepsilon_r()$ | trajectory rotation | 0.812 | 0.003 | 8.55% |
| $s(\varepsilon_r())$ | trajectory rotation | 0.081 | 0.002 | 15.28% |

[1] https://github.com/AIRLab-POLIMI/predictivebenchmarking
to perform localization. A similar consideration may hold for the increase of the overall amount of rotation, which is most likely associated with the robot entering and exiting a large number of rooms, eventually decreasing the localization capability of GMapping.

Finally, if we compare the model based on the actual trajectory data with the model based on VTD, we can see that the two $R^2$ coefficients are very close to each other; this implicitly suggests that the VTD feature is indeed a good predictor of the actual distance travelled by the robot.

**F. Other Models**

While we report here only the linear regression models based on VTD and VTR, we have considered several other features for $F_E$, as mentioned in Section [V-D] as the building perimeter, its area, and the number of nodes and edges of the Voronoi graph. Moreover, we have investigated if multi-variate linear models and non-linear models. The results obtained are and the techniques used are briefly described here.

The first approach we investigate is multiple linear regression, i.e., a linear regression technique that uses more than one explanatory variable [42]. We use $F$-regression [43] univariate linear regression test for selecting the $K$ features with the highest F-scores, with $K$ ranging from one to the overall number of features, and keeping the model with the best performances.

The second approach we use is ElasticNet, a regularized multiple linear regression method that directly performs feature selection as part of the training process that linearly combines the L1 and L2 penalties of the lasso and ridge regression methods to prevent overfitting [42], [44]. Finally, we use Gaussian Process (GP) regression method [42], [45], a non-linear kernel-based that defines a Gaussian posterior distribution over target functions, whose mean is used for prediction. However, we discovered a limited advantage in using other models than linear regression based on VTD and VTR, at the expense of having a more complex and less interpretable model. More precisely, the use of multiple linear regression and elastic net provided only a minor performance improvement, within statistical significance. Details and full results are omitted for brevity but can be found, among the code used at the aforementioned repository. Tables [V] and [V] shows the best model obtained with Gaussian Process regression, in terms of highest $R^2$ value for maps obtained with GMapping and KartoSLAM respectively. While the performances of the model using GP regression are slightly better than linear regression, we believe that the benefit of having a linear and interpretable model constitutes a bigger advantage for real-world applications if compared to the small improvement in results obtained by GP. For this reason, in the rest of this work, we consider linear regression using VTD and VTR as the reference model.

**G. Performance Prediction**

The last step of our method predicts the performance $\hat{P}_{E'}$ of a SLAM algorithm in an unseen environment $E'$. In particular, it predicts all the four components of $P_{E'}$ given $F_{E'}$. From
TABLE IV: DATI Gaussian Process Gmapping.

| feature | $R^2$ | RMSE | NRMSE |
|---------|-------|------|-------|
| $\varepsilon_t$ | VTD | 0.834 | 0.141 | 7.56% |
| $\sigma(\varepsilon_t)$ | VTD | 0.723 | 0.012 | 9.41% |
| $\varepsilon_r$ | VTD | 0.735 | 0.004 | 9.5% |
| $\sigma(\varepsilon_r)$ | VTD | 0.0159 | 0.002 | 17.59% |

TABLE V: DATI Gaussian Process KARTO.

| feature | $R^2$ | RMSE | NRMSE |
|---------|-------|------|-------|
| $\varepsilon_t$ | VTD | 0.821 | 0.055 | 9.97% |
| $\sigma(\varepsilon_t)$ | VTD | 0.480 | 0.018 | 13.06% |
| $\varepsilon_r$ | VTD | 0.801 | 0.001 | 8.61% |
| $\sigma(\varepsilon_r)$ | VTD | 0.196 | 0.0006 | 16.77% |

TABLE VI: Translational and rotational components of the localization error for the Freiburg 52 environment.

| Translational error [m] | Rotational error [rad] |
|-------------------------|------------------------|
| $\varepsilon_t$ | $s(\varepsilon_t)$ | $\varepsilon_r$ | $s(\varepsilon_r)$ |
| Simulation | 0.349 | 0.051 | 0.019 | 0.003 |
| Prediction | 0.286 | 0.046 | 0.020 | 0.003 |

TABLE VII: Translational and rotational components of the localization error for the Bremen environment.

| Translational error [m] | Rotational error [rad] |
|-------------------------|------------------------|
| $\varepsilon_t$ | $s(\varepsilon_t)$ | $\varepsilon_r$ | $s(\varepsilon_r)$ |
| Simulation | 0.534 | 0.058 | 0.023 | 0.005 |
| Prediction | 0.469 | 0.057 | 0.024 | 0.004 |

it, we apply the feature extraction step of Section IV-D to obtain $F_{E'}$. Note that $F_{E'}$ is calculated from the floor plan of $E'$, without requiring a robot to actually visit $E'$. We then use the models introduced in the previous section to find the components of $P_{E'}$.

As an example, consider the environments in Fig. 7 from the dataset of [16] that were not included in the training set $E$. Tables VI and VII show the comparison between the values predicted by our models and the localization error obtained in simulation. Our predictions are quite close the measured values of the localization error.

It is also interesting to notice that our method is able to predict the fact that the performance of SLAM method considered here, GMapping, in the Bremen environment is worse than that in the Freiburg 52 environment. Note that this is not intuitive, since the two environments have a similar structure. This prediction is confirmed by the actual localization error measured in simulations, showing that the proposed method could be used to identify environments that are expected to be “easy” and “hard” for a given SLAM method.

V. EXPERIMENTAL VALIDATION

In this section, we show the results of the validation of our method in different settings: on a publicly available dataset and on data collected by a real robot.

We consider the dataset of [16], composed of four real-robot runs inside an area of $10 \times 12$ m$^2$ of an L-shaped industrial hall, with associated ground truth data of the robot trajectories obtained with a motion capture system. We use two versions of the dataset: empty hall (without furniture) and with furniture. The characteristics of the laser range scanner onboard the robot and its systematic translational and rotational errors affecting the odometry are unfortunately not explicitly reported. From the analysis of the raw scans, we infer a field of view of 80°, an angular resolution of 1°, a range of about 30 m, and a frequency of 10 Hz for the laser range scanner and we make an educated guess assuming the translational and rotational odometry errors to be not greater than 0.01 m/m and 2°/rad respectively.

The data recorded in the dataset are fed to the SLAM method and the reconstructed trajectory is compared to the ground truth trajectory using the performance metric of Section IV-A to obtain the localization error of the real robot (first row of Table VIII). For simplicity results discussed here are obtained using a single SLAM method, GMapping. However, as we have shown in Section IV-D results can be generalized to other SLAM methods, as KartoSLAM.

We perform 10 simulations (as in Section IV-C) in the environments of [16] using the same sensor and odometry configuration of the real robot and we report the average localization error in the second row of Table VIII. We can say that our Stage simulations offer a rather accurate approximation of the behavior of a real robot. This result corroborates the validity of gathering training data for our model using simulations.

However, our training data ($P_E$ and $F_E$ for all $E \in E$) have been obtained considering a different configuration for robot sensor and odometry (notably, considering a field of view of 270°). This different configuration has an impact on the accuracy of predictions, as we now show. Third row of Table VIII shows the average localization error obtained from 10 simulations performed with the robot configuration of Section IV-C. The fourth row of Table VIII reports the localization error predicted by our method with the models of Section IV-E. The difference between our predictions and the measured values of the localization error is due to different odometry accuracy and sensors’ characteristics between the real robot used in [16] and the virtual robot employed to gather our training data. In particular, the limited field of view of the laser range scanner used by the real robot (80°) negatively impacts the ability of GMapping to compensate for inaccuracies of the odometry, therefore leading to a higher localization error. The translational component $\varepsilon_t$ of the localization error is better predicted than the rotational component $\varepsilon_r$. This can be due to the fact that the estimation of the rotational odometry error used by our virtual robot disregards many aspects that can affect a real robot, like the state of the wheels and the slipperness of the floor.

Fig. 7: The maps obtained in simulation of the Freiburg 52 (left) and Bremen (right) environments.
TABLE VII: Values of the translational and rotational components of the localization error, in m and rad respectively, for the dataset of [16].

|                  | Empty hall | Furniture |
|------------------|------------|-----------|
| Dataset real robot | εt | εr | σεt | σεr |
| Simulated real robot | 0.189 | 0.030 | 0.026 | 0.070 |
| Simulation virtual robot | 0.223 | 0.128 | 0.245 | 0.045 |
| Prediction virtual robot | 0.146 | 0.018 | 0.164 | 0.024 |

TABLE IX: Values of the translational and rotational components of the localization error for the AIRLab experiment.

|                  | Translational error [m] | Rotational error [rad] |
|------------------|-------------------------|------------------------|
|                  | εt() | s(εt()) | εr() | s(εr()) |
| Robocom          | 0.086 | 0.026 | 0.066 | 0.010 |
| Simulation       | 0.101 | 0.019 | 0.022 | 0.004 |
| Prediction       | 0.111 | 0.032 | 0.018 | 0.005 |

Our method is able to provide more reliable predictions when the robot configuration is the same as that used for building the training set (third and fourth rows of Table VII). This is particularly true for the translational component εt of the localization error.

As further validation of our method, we collect data in the Artificial Intelligence and Robotics Laboratory (AIRLab) at the Politecnico di Milano. The environment consists of a square $9 \times 9$ m$^2$ hall (see Fig. 8 right). We employ a three-wheeled differential drive robot, called Robocom, equipped with a SICK LMS100 laser range scanner, with a field of view of 270°, an angular resolution of up to 0.25°, a range of 20 m, and a frequency of 50 Hz (Fig. 8 left). We manually estimate the amount of systematic translational and rotational errors affecting the odometry as to be not greater than 0.01 m/m and 4°/rad, respectively. Note that the above configuration is similar, but not identical, to that of the virtual robot of Section IV-C used to collect our training data. In this way, we aim at showing the robustness of our method that can predict performance also for non-identically configured robots. We perform 10 runs, each involving the autonomous exploration of the area (Fig. 8 center), which is covered by an OptiTrack motion capture system to collect ground truth trajectory. Explorations are performed according to the same methodology we described in Section IV-C. We also perform 10 simulations, as before, using the Robocom configuration (Fig. 8 right).

The results of the validation are shown in Table IX. A first consideration is that the difference between $\bar{\varepsilon}_t(\cdot)$ of the simulations and that of the real robot is small (a difference of 2.5 cm on the mean and less than 1 cm on the standard deviation). The predicted value of $\bar{\varepsilon}_t(\cdot)$ is less consistent. We believe this discrepancy to be mostly due to the limitations of our own Robocom robotic platform. The estimated 4°/rad rotational odometry error is effectively twice as high as the value of the virtual robot configuration and is probably close to the maximum rotational error that can be tolerated while still achieving acceptable SLAM performance.

Overall, the validation shows that our method is very effective in predicting the localization error of SLAM method in unseen environments when the robot platform is identical to that used to collect training data (Tables VII and VIII). When this does not hold, our method is still able to provide very good predictions. For example, in Table IX a prediction of the translational error that is wrong of 2.5 cm, and that is obtained without running the SLAM algorithm and sending the robot in the environment, can be considered quite satisfactory for most applications. However, if the robotic platform used for a target application presents significant differences (e.g. a laser range of 3.5 m against one of 30 m, 180° or 360° of FOV), the collection of a new training dataset is required. This training phase could be performed automatically by updating the parameters in the simulator. Multiple runs in multiple environments are automatically executed in batch by our proposed method, without the need for a supervision.

VI. CONCLUSIONS

In this paper, we presented a method for predictive benchmarking of SLAM algorithms. Our method collects the performance of a SLAM algorithm in several environments, builds a model of the relationship between the performance and the features of the environments, and uses this model to predict the performance of the SLAM algorithm given the features of an unseen environment. Validation of our method on data from publicly available datasets and collected with real robots shows that it can actually be employed to predict the performance of GMapping in unseen environments. Our method is based on linear regression, which constitutes a positive feature of our approach as, due to its interpretability, facilitates its use in different settings.

This paper has not addressed the applications of the proposed predictive benchmarking method. Future work will apply the proposed method to other SLAM algorithms in order to enable the full potential of the approach for selecting the most appropriate SLAM algorithm at design time, before the robot is actually deployed in a new environment. Moreover, the integration with traditional ex-post benchmarking tools will be investigated.

Future works involve the extension of the proposed framework for benchmarking other robot-related tasks and the assessment of 3D SLAM performances. Note that, in order to generalize our method to other domains, two steps are needed: the selection of an evaluation metric, and the fully-automated collection of runs in the dataset. This second step, however,
could be avoided for tasks that could be performed using a 2D dataset, due to the availability of the dataset of [9] we used.

Finally, note that the extension of our proposed method to 3D SLAM will require only the second step, as the metric of [4] could be applied also to 3D settings.
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