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ABSTRACT. We study shrinking targets problems for discrete time flows on a homogenous space $\Gamma \backslash G$ with $G$ a semisimple group and $\Gamma$ an irreducible lattice. Our results apply to both diagonalizable and unipotent flows, and apply to very general families of shrinking targets. As a special case, we establish logarithm laws for cusp excursions of unipotent flows answering a question of Athreya and Margulis.

1. Introduction

Consider an ergodic dynamical system given by the iteration of a measure preserving map $T : \mathcal{X} \to \mathcal{X}$ on a probability space $(\mathcal{X}, \mu)$. From ergodicity, it follows that generic orbits become dense, and shrinking target problems are a way to quantify the rate. That is, to determine how fast we can make a sequence of targets shrink so that a typical orbit will keep hitting the targets infinitely often.

A natural bound for this rate comes from the easy half of Borel-Cantelli, stating that for any sequence of sets, $\{B_m\}_{m \in \mathbb{N}}$, if $\sum_{m=1}^{\infty} \mu(B_m) < \infty$ then for a.e. $x \in \mathcal{X}$ from some point on $T^m x \notin B_m$. For chaotic dynamical systems, it could be expected that this bound is sharp, and much work has gone into proving this in various examples of fast mixing dynamical systems (under some regularity restrictions on the shrinking sets). In particular, this was done for shrinking cusp neighborhoods of homogenous spaces [Sul82, KM99, GS11, AM09, KM12, AM17, Yu17], and more generally for shrinking metric balls in a metric space [CK01, Dol04, Gal07, KZ17].

Recently, in [Kel17], the first author introduced a new method for attacking this problem for discrete time homogenous flows on (the frame bundle of) finite volume hyperbolic manifolds. This method works for any monotone family of shrinking targets in the hyperbolic manifold, and applies also for unipotent flows with arbitrarily slow polynomial mixing rate. In this paper we adapt this method to treat the general case of discrete time homogenous flows on a homogenous space $\mathcal{X} = \Gamma \backslash G$ with $G$ a connected semisimple Lie group with finite center and no compact factors, and $\Gamma$ an irreducible lattice.

1.1. General setup, terminology, and notations. Let $G$ denote a connected semisimple Lie group with finite center and no compact factors, let $\Gamma \leq G$ be an irreducible lattice, and let $\mu$ denote the $G$-invariant probability measure on $\mathcal{X} = \Gamma \backslash G$, coming from the Haar measure of $G$. We fix once and for all a maximal compact subgroup $K \leq G$ and denote by $\mathcal{H} = G/K$ the corresponding symmetric space. We say that a subset $B \subseteq \mathcal{X}$ is spherical if it is invariant under the right action of $K$ and we identify spherical sets as subsets of the locally symmetric space $\Gamma \backslash \mathcal{H}$.
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One-parameter flows on $X = \Gamma \backslash G$ are given by the right action of one-parameter subgroups of $G$. Explicitly, the one-parameter group generated by an element, $X_0$, in the Lie algebra, $g = \text{Lie}(G)$, is given by $\{h_t = \exp(tX_0) : t \in \mathbb{R}\}$. The corresponding discrete time flow is then given by the action of the discrete subgroup $H = \{h_m\}_{m \in \mathbb{Z}}$. We will always assume that the subgroup is unbounded and recall that, by Moore’s ergodicity theorem, the action of any unbounded subgroup is ergodic and mixing.

We say that a family $\{B_t\}_{t>0}$ is a monotone family of shrinking targets if $B_t \subseteq B_s$ when $t \geq s$ and $\mu(B_t) \to 0$, and we say it is a family of spherical shrinking targets if all sets are spherical. Given an unbounded discrete time one-parameter flow $\{h_m\}_{m \in \mathbb{Z}}$, following [CK01], we say that a sequence of sets $\{B_m\}_{m \in \mathbb{N}}$ is Borel-Cantelli (BC) for $\{h_m\}_{m \in \mathbb{Z}}$, if for a.e. $x \in X$ the set $\{m \in \mathbb{N} \mid xh_m \in B_m\}$ is unbounded, and we say it is strongly Borel-Cantelli (sBC) if for a.e. $x \in X$

$$\lim_{m \to \infty} \frac{\# \{1 \leq j \leq m : xh_j \in B_j\}}{\sum_{1 \leq j \leq m} \mu(B_j)} = 1. \quad (1.1)$$

We say that a collection of sets is (strongly) Borell-Cantelli (resp. monotone sBC) if any sequence (resp. monotone sequence) from this collection with divergent measure is (strongly) Borell-Cantelli.

In what follows we adopt the notation $A(t) \ll B(t)$ or $A(t) = O(B(t))$ to indicate that there is a constant $c > 0$ such that $A(t) \leq cB(t)$, and we write $A(t) \asymp B(t)$ to indicate that $A(t) \ll B(t) \ll A(t)$. The implied constants may always depend on the group, $G$, the lattice, $\Gamma$, and the flow that we think of as fixed. We will use subscripts to indicate the dependance of the implied constants on any additional parameters.

1.2. Logarithm laws. Our first result establishes a logarithm law for the first hitting time function (see [GK07] for the relation between such logarithm laws and Borel-Cantelli properties). Given an unbounded discrete time flow and a subset $B \subseteq X$ the first hitting time function is defined for $x \in X$ by

$$\tau_B(x) = \min \{m \in \mathbb{N} : xh_m \in B\}. \quad (1.2)$$

**Theorem 1.1.** Assume that either $G$ has property (T), or that $G$ is of real rank one. Let $\{B_t\}_{t>0}$ denote a monotone family of spherical shrinking targets in $X = \Gamma \backslash G$. Let $\{h_m\}_{m \in \mathbb{Z}}$ denote an unbounded discrete time flow on $X$. Then for a.e. $x \in X$

$$\lim_{t \to \infty} \frac{\log(\tau_{B_t}(x))}{-\log(\mu(B_t))} = 1. \quad (1.3)$$

**Remark 1.** Since all simple groups without property (T) are of real rank one, Theorem 1.1 holds for all noncompact connected simple groups with finite center. In fact, the only groups of higher rank without property (T) are (almost) products $G = \prod G_i$ with at least one of the factors a simple rank one group without property (T). In this case, the same result still holds, unless the flow is a unipotent flow on one of those rank one factors. Even then, according to the congruence subgroup conjecture (see e.g. [Rap92, Rag04]), for higher rank groups the only irreducible lattices are congruence lattices. For congruence lattices, if we further assume the Selberg-Ramanujan Conjecture (see [Sha04, Sar05]), the resulting bounds on decay of matrix coefficients are sufficient to obtain the same result also in these cases (in fact, with the exception of $G_i$ locally isomorphic to $\text{SL}_2(\mathbb{R})$ for some $i$ the unconditional bounds
towards the Selberg-Ramanujan Conjecture obtained in [KS03, BB11, BC13, BC17] are already sufficient). Hence, conditional on these conjectures our result holds in full generality.

Since spherical sets in the homogenous space, $\Gamma \backslash G$, can be naturally identified with subsets of the locally symmetric space, $\Gamma \backslash H$, our result holds for any monotone sequence of shrinking targets in $\Gamma \backslash H$. A special case of such a sequence, that has received much attention, occurs when $\Gamma \backslash H$ is not compact and the shrinking sets are cusp neighborhoods [Sul82, KM99, AM09, KM12, AM17, Yu17]. For these problems, logarithm laws can be expressed in terms of a distance function measuring how far out a point is in the cusp. Explicitly, given a continuous distance function $d(\cdot, \cdot)$ on $\Gamma \backslash X$, we can define spherical shrinking cusp neighborhoods of $X$ by

$$B_t = \{ x \in X : d(x, x_0) > t \},$$

where $x_0 \in X$ is some fixed base point. We assume that the measure of these cusp neighborhoods decay exponentially with rate $\varkappa > 0$ in the sense that

$$\lim_{t \to \infty} -\frac{\log \mu(B_t)}{t} = \varkappa. \quad (1.4)$$

In particular, this holds when the distance function$^1$ is determined by a right $G$-invariant, bi $K$-invariant Riemannian metric on $G$ as in [KM99], or more generally by a norm-like pseudometric on $G$ as in [AM17]. For any such distance function, a consequence of Theorem 1.1 applied to this family of shrinking targets is the following.

**Corollary 1.2.** For $G$ a connected semisimple Lie group with finite center and no compact factors, and $\Gamma \leq G$ an irreducible lattice, for any unbounded one-parameter flow $\{ h_t \}_{t \in \mathbb{R}}$ on $X = \Gamma \backslash G$, for a.e. $x \in X$

$$\limsup_{t \to \infty} \frac{d(xh_t, x_0)}{\log t} = \frac{1}{\varkappa}. \quad (1.5)$$

For diagonalizable flows, the logarithm law for cusp excursions (1.5) was established by Sullivan [Sul82] for $G = \text{SO}_0(d, 1)$, and by Kleinbock and Margulis [KM99] in general. For unipotent flows, Athreya and Margulis [AM17] showed that there is some $c \in (0, 1]$ so that for a.e. $x \in X$, $\limsup_{t \to \infty} \frac{d(xh_t, x_0)}{\log t} = \frac{c}{\varkappa}$, and raised the question if it is always the case that the constant $c = 1$. This question was previously answered affirmatively in some specific examples, such as unipotent flows on the space of lattices and on hyperbolic manifolds [AM09, KM12, Yu17]. Our result settles this problem and gives an affirmative answer to their question in general.

1.3. **Summable decay of matrix coefficients.** A key ingredient in the proof of Theorem 1.1 is a uniform rate on decay of spherical matrix elements under one-parameter flows. We say $\varphi \in L^2(\Gamma \backslash G)$ is spherical if it is invariant under the action of $K$, and we identify the space of spherical functions with $L^2(\Gamma \backslash H) = L^2(\Gamma \backslash G/K)$. Let $\pi$ denote the regular representation

$^1$While these distance function are defined on $\Gamma \backslash G$ and are not necessarily lifts from a distance function on $\Gamma \backslash H$, the corresponding cusp neighborhoods can always be approximated by spherical cusp neighborhoods as explained in Remark 12 below.
of $G$ on $L^2(\Gamma\backslash G)$ and let $L^2_0(\Gamma\backslash G)$ denote the space orthogonal to the constant functions. For any $\psi, \varphi \in L^2(\Gamma\backslash G)$ and $g \in G$ the corresponding matrix element is given by
\[
\langle \pi(g)\varphi, \psi \rangle = \int_{\Gamma\backslash G} \varphi(xg)\overline{\psi(x)}d\mu(x).
\]
By using the results of Oh [Oh98] on effective property $(T)$, we show the following uniform bound on decay of matrix coefficients for one-parameter flows.

**Theorem 1.3.** Assume that $G$ has property $(T)$ and let $\{h_t\}_{t \in \mathbb{R}}$ denote an unbounded one-parameter subgroup. For all sufficiently small $\epsilon > 0$, for any spherical $\varphi, \psi \in L^2_0(\Gamma\backslash G)$ and for all $|t| \geq 1$ we have
\[
| \langle \pi(h_t)\varphi, \psi \rangle | \ll \|\varphi\|_2 \|\psi\|_2 |t|^{1-\epsilon}.
\]
It is remarkable that this uniform rate, which is exactly the rate needed for Theorem 1.1, can be obtained for all one-parameter flows for all semisimple groups with property $(T)$. The rate of decay here is $\epsilon$ away from being summable, and, while this is good enough to establish a logarithm law, for other applications it just falls short. In many cases, however, we can establish a slightly better rate. In order to distinguish these cases we use the following terminology.

**Definition 1.4.** We say that a one-parameter flow on $\Gamma\backslash G$ has **Summable Decay** (or SD) if there is $\eta > 1$ such that for any spherical $\varphi, \psi \in L^2_0(\Gamma\backslash G)$, for all $|t| \geq 1$ we have
\[
| \langle \pi(h_t)\varphi, \psi \rangle | \ll \eta \|\varphi\|_2 \|\psi\|_2 |t|^{\eta}.
\]
For SD flows we can show the stronger result implying that the bound coming from Borel-Cantelli is sharp.

**Theorem 1.5.** For any discrete time one-parameter SD flow on $\Gamma\backslash G$, the collection of spherical subsets is strongly Borel-Cantelli.

Following this result it would be useful to categorize precisely which one-parameter homogeneous flows are SD. For diagonalizable flows, the exponential decay of matrix coefficients clearly imply summable decay. For unipotent flows, the decay is polynomial and we don’t always have summable decay. When the group $G$ is a simple Lie group of rank $\geq 2$, the following result gives explicit conditions for when a one-parameter flow has summable decay, in terms of the restricted root system of $G$ and the adjoint representation of the generator of the flow (see section 3.1 for more details).

**Theorem 1.6.** Assume that $G$ is simple with real rank $\geq 2$. If the restricted root system is of type $B_n(n \geq 4), D_n(n \geq 4), E_6, E_7, E_8$ or $F_4$, then all unbounded one-parameter flows on $\Gamma\backslash G$ are SD. When the restricted root system is not of the above types, any unipotent one-parameter flow, $h_t = \exp(tX_0)$, with $\text{ad}(X_0)^3 \neq 0$ is SD.

**Remark 2.** For example, on $\Gamma\backslash SL_3(\mathbb{R})$ the unipotent flow given by $h_t = \left( \begin{array}{ccc} 1 & 2t & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{array} \right)$ is SD, while the flow given by $h_t = \left( \begin{array}{ccc} 1 & 0 & t \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{array} \right)$ is not SD.
Remark 3. For some applications it is useful to know the precise rate of decay for matrix coefficients along unipotent flows, and we remark that our method gives the following very explicit rate: When \( h_t = \exp(tX_0) \) is unipotent, let \( l \) be the largest positive integer such that \( \text{ad}(X_0)^l \neq 0 \). Then our method shows that for any spherical \( \varphi, \psi \in L^2_0(\Gamma \backslash G) \), the matrix coefficients \( \langle \pi(h_t) \varphi, \psi \rangle \) are bounded by \( O(e^{-\frac{\|\varphi\|_2\|\psi\|_2}{|t|^{l+1-c}}} \) when the restricted root system is \( B_n(n \geq 4), D_n(n \geq 4), E_6, E_7, E_8 \) or \( F_4 \) and by \( O(e^{-\frac{\|\varphi\|_2\|\psi\|_2}{|t|^{2(l+1-c)}}} \) otherwise.

Remark 4. We can also characterize SD flows when \( G \) is semisimple with property (T). In such a case the flow will be SD unless the flow is essentially trivial except in one of the factors, with the restriction of the flow to this factor not SD.

1.4. Groups of real rank one. For a group of real rank one with property (T), every discrete time homogenous flow is SD, and hence the collection of spherical sets is sBC. For rank one groups without property (T), the question if all one-parameter flows on \( \Gamma \backslash G \) are SD, depends on the spectral gap of \( \Gamma \), that is, the size of the smallest non-trivial eigenvalue of the Laplacian on \( L^2(\Gamma \backslash \mathcal{H}) \). When the spectral gap is sufficiently large all flows are SD (see Corollary 3.8 below). However, there are also examples with a small spectral gap, for which unipotent flows may not be SD. Nevertheless, using a spectral decomposition it is still possible to prove that the collection of spherical sets is monotone Borell-Cantelli. This was done in [Kel17] for \( G = SO_0(d + 1, 1) \) with \( d \geq 2 \) and the proof is similar for \( G \) locally isomorphic to \( SU(d, 1) \). Explicitly, for these groups we have the following.

Theorem 1.7. Let \( G \) be locally isomorphic to \( SO(d + 1, 1) \) or \( SU(d, 1) \) with \( d \geq 2 \). Then for any unbounded discrete time one-parameter flow on \( \Gamma \backslash G \), the collection of spherical subsets is monotone Borell-Cantelli.

Remark 5. In fact, our proof gives something stronger. For a sequence of spherical sets, \( \{B_m\}_{m \in \mathbb{N}} \) (not necessarily monotone) with \( \sum_m \mu(B_m) = \infty \), if we assume that \( \{m\mu(B_m)\}_{m \in \mathbb{N}} \) is bounded then we can show this sequence is strongly Borell-Cantelli. If the sequence is monotone and \( \{m\mu(B_m)\}_{m \in \mathbb{N}} \) is unbounded, we can show instead that there is a subsequence \( \{m_j\} \) such that for a.e. \( x \in \mathcal{X} \)

\[
\lim_{j \to \infty} \frac{\#\{1 \leq i \leq m_j : xh_i \in B_{m_j}\}}{m_j\mu(B_{m_j})} = 1.
\]

Remark 6. The case when \( G \) is locally isomorphic to \( SO(2, 1) \) was considered in [Kel17]. In this case one needs some additional assumptions on the shrinking rate of family \( \{B_m\}_{m \in \mathbb{N}} \) to show that it is BC for a unipotent flow.

1.5. Orbits eventually always hitting. Assume now that our flow is either SD or that \( G \) is of real rank one, so that any monotone sequence of spherical shrinking targets \( \{B_m\}_{m \in \mathbb{N}} \) is BC. In such cases we wish to study the subtler point, of whether the finite orbits

\[
xH^+_m = \{xh_j : 1 \leq j \leq m\},
\]

eventually always hit or miss the targets \( B_m \). Using the terminology introduced in [Kel17] we say that an orbit of a point \( x \in \mathcal{X} \) is eventually always hitting if \( xH^+_m \cap B_m \neq \emptyset \) for all sufficiently large \( m \), and eventually always missing if \( xH^+_m \cap B_m = \emptyset \) for all sufficiently large \( m \). We denote by \( A_{\text{ah}} \) and \( A_{\text{am}} \) the set of points with such orbits respectively. For the
eventually always missing set, we have the dichotomy given by the dynamical Borel-Cantelli Lemma: if \( \sum_{m=1}^{\infty} \mu(B_m) < \infty \) then \( A_{am} \) is of full measure and otherwise \( A_{am} \) is a null set.

The eventually always hitting set, \( A_{ah} \), is also either a null set or a set of full measure, but in this case we are not able to establish such an explicit dichotomy. Here we have the following partial result (extending the result of [Kel17] dealing with the case of \( G = \text{SO}_0(d + 1, 1) \)).

**Theorem 1.8.** Fix an unbounded discrete time one-parameter flow on \( \Gamma \setminus G \) and assume that either the flow is SD, or that \( G \) is of real rank one, not locally isomorphic to \( \text{SO}(2,1) \). Let \( \{B_m\}_{m \in \mathbb{N}} \) denote a monotone sequence of spherical shrinking targets. If
\[
\sum_{j=0}^{\infty} \frac{1}{2^j \mu(B_{2^j})} < \infty,
\]
(1.7)
Then \( A_{ah} \) is of full measure. Moreover, if we further assume that \( \mu(B_{2m}) \asymp \mu(B_m) \), then for a.e. \( x \in \mathcal{X} \), for all sufficiently large \( m \)
\[
\#\{1 \leq j \leq m : xh_j \in B_m\} \asymp m \mu(B_m).
\]

**Remark 7.** In the other direction, it was shown in [Kel17] that for any ergodic one-parameter flow, for any monotone sequence, \( \{B_m\}_{m \in \mathbb{N}} \), of shrinking targets, if there is \( c < 1 \) such that the set \( \{m : m \mu(B_m) \leq c\} \) is unbounded then \( A_{ah} \) is a null set. In particular, if we assume that \( \mu(B_m) \) decays polynomially in the sense that \( \mu(B_m) \asymp m^{-\eta} \) for some fixed \( \eta \), then Theorem 1.8, implies that \( A_{ah} \) is a set of full measure when \( \eta < 1 \), and a null set when \( \eta > 1 \). In this case, however, the same result already follows from Theorem 1.1 and hence holds also for flows that are not SD.

**Remark 8.** Finally we remark that in a recent work of Kleinbock and Wadleigh [KW17], they give examples of dynamical systems where they manage to get an explicit dichotomy for \( A_{ah} \), and the dichotomy depends exactly on the convergence and divergence of the series of the type (1.7).
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2. Shrinking target problems

We start by taking a closer look on shrinking target problems for a general ergodic \( \mathbb{Z} \)-action given by the action of a group, \( H = \{h_m\}_{m \in \mathbb{Z}} \), on a probability space \( (\mathcal{X}, \mu) \). Though we will later apply these results for the case of \( \mathcal{X} = \Gamma \setminus G \), in this section we will not assume anything about the space \( \mathcal{X} \) and the flow other than ergodicity.

**2.1. The hitting time problem.** Fix a positive integer \( i \) throughout this subsection. Instead of the first hitting time function given in (1.2), we consider the more general \( i \)th hitting time function: For any \( x \in \mathcal{X} \) and any set \( B \subset \mathcal{X} \) let
\[
\tau_{\mathcal{B}^+}(x) := \min\{m \in \mathbb{N} \mid |xH_m^+ \cap B| = i\}
\]
(2.1)
measure the time needed for the orbit of \( x \) to enter the target \( B \) for the \( i \)th time (here \( xH_m^+ \) is as in (1.6)). In preparation for Theorem 1.1, our goal in this section is to give sufficient conditions on a monotone family of shrinking targets, \( \{B_t\}_{t > 0} \), implying that for a.e. \( x \in \mathcal{X} \)
\[
\lim_{t \to 0} \frac{\log \tau_{\mathcal{B}^+}(x)}{\log \mu(B_t)} = 1.
\]
(2.2)
For any $0 < \delta < \frac{1}{2}$ we define the sets
\[
\mathcal{L}_\delta^i := \{ x \in \mathcal{X} \mid \liminf_{t \to \infty} \frac{\log \tau_{B_t}(x)}{-\log \mu(B_t)} \leq 1 - 2\delta \},
\]
\[
\mathcal{U}_\delta^i := \{ x \in \mathcal{X} \mid \limsup_{t \to \infty} \frac{\log \tau_{B_t}(x)}{-\log \mu(B_t)} \geq 1 + 2\delta \},
\]
and note that the condition $\mu(\mathcal{U}_\delta^i) = 0$ for all $0 < \delta < \frac{1}{2}$ implies that for a.e. $x \in \mathcal{X}$
\[
\limsup_{t \to \infty} \frac{\log \tau_{B_t}(x)}{-\log \mu(B_t)} \leq 1 \tag{2.3}
\]
and similarly the condition that $\mu(\mathcal{L}_\delta^i) = 0$ for all $0 < \delta < \frac{1}{2}$ implies that for a.e. $x \in \mathcal{X}$
\[
\liminf_{t \to \infty} \frac{\log \tau_{B_t}(x)}{-\log \mu(B_t)} \geq 1. \tag{2.4}
\]

Now, for any integer $m \geq 1$ and measurable subset $B \subset \mathcal{X}$, define the hitting set
\[
\mathcal{H}_{m,B}^i := \{ x \in \mathcal{X} \mid \tau_{B}(x) \leq m \} \tag{2.5}
\]
and its complement
\[
\mathcal{M}_{m,B}^i := \{ x \in \mathcal{X} \mid \tau_{B}(x) > m \}. \tag{2.6}
\]
Note that $x \in \mathcal{H}_{m,B}^i$ (resp. $x \in \mathcal{M}_{m,B}^i$) means the first $m$ steps in the orbit of $x$ hit the set $B$ at least (resp. strictly less than) $i$ times. For any $0 < \delta < \frac{1}{2}$ and any $t > 0$ let
\[
m_{\delta}^+(t) := \left\lfloor \frac{1}{\mu(B_t)(1+\delta)} \right\rfloor.
\]
If $x \in \mathcal{L}_\delta^i$, then there exists an unbounded sequence of $t$ such that $\frac{\log \tau_{B_t}(x)}{-\log \mu(B_t)} < 1 - \delta$, or equivalently, $\tau_{B_t}(x) < \frac{1}{\mu(B_t)(1-\delta)}$. Since $\tau_{B_t}(x)$ is integer-valued, this implies that $\tau_{B_t}(x) \leq \left\lfloor \frac{1}{\mu(B_t)(1-\delta)} \right\rfloor$ for unbounded values of $t$. Hence, $x \in \mathcal{L}_\delta^i$ implies that $x \in \mathcal{H}_{m_{\delta}^+(t),B_t}^i$ for unbounded values of $t$. Similarly, $x \in \mathcal{U}_\delta^i$ implies that $x \in \mathcal{M}_{m_{\delta}^+(t),B_t}^i$ for unbounded values of $t$. Let $\mathcal{N}$ denote the set of integers $\ell \geq 0$ such that $\{ \mu(B_t) \mid t > 0 \} \cap \left( \left[ \frac{1}{2^{\ell+t}}, \frac{1}{2^{\ell+t}} \right) \right)$ is nonempty. Note that $\mathcal{N}$ is unbounded since $\lim_{t \to \infty} \mu(B_t) = 0$. Thus
\[
\mathcal{L}_\delta^i \subset \bigcap_{m=0}^{\infty} \bigcup_{\ell \in \mathcal{N}} \bigcup_{\frac{1}{2^{\ell+t}} \leq \mu(B_t) < \frac{1}{2^{\ell+t}}} \mathcal{H}_{m_{\delta}^+(t),B_t}^i
\]
and
\[
\mathcal{U}_\delta^i \subset \bigcap_{m=0}^{\infty} \bigcup_{\ell \in \mathcal{N}} \bigcup_{\frac{1}{2^{\ell+t}} \leq \mu(B_t) < \frac{1}{2^{\ell+t}}} \mathcal{M}_{m_{\delta}^+(t),B_t}^i.
\]

For each $\ell \in \mathcal{N}$, let
\[
\overline{B}_\ell := \bigcup_{\frac{1}{2^{\ell+t}} \leq \mu(B_t) < \frac{1}{2^{\ell+t}}} B_t \quad \text{and} \quad \overline{B}_\ell := \bigcap_{\frac{1}{2^{\ell+t}} \leq \mu(B_t) < \frac{1}{2^{\ell+t}}} B_t.
\]
Since \( \{B_t\}_{t>0} \) is monotone,
\[
\frac{1}{2^{\ell+1}} \leq \mu(B_{\ell}) \leq \mu(B_0) \leq \frac{1}{2^{\ell}}.
\]
Moreover, for any \( t \) such that \( \mu(B_t) \in \left[ \frac{1}{2^{\ell+1}}, \frac{1}{2^\ell} \right) \),
\[
\left[ 2^{\ell(1+\delta)} \right] \leq m^{\pm}(t) \leq \left[ 2^{(\ell+1)(1+\delta)} \right].
\]
By construction, for any \( m \leq m' \) and \( B \subset B' \), \( \mathcal{H}_{m,B} \subset \mathcal{H}_{m',B'} \) and \( \mathcal{M}_{m,B} \supset \mathcal{M}_{m',B'} \). Hence for any \( \ell \in \mathbb{N} \), we have
\[
\bigcup_{\frac{1}{2^{\ell+1}} \leq \mu(B_t) < \frac{1}{2^\ell}} \mathcal{H}_{m_B^i(t),B_t} \subset \mathcal{H}_{[2^{(\ell+1)(1-\delta)}],B_t} \quad \text{and} \quad \bigcup_{\frac{1}{2^{\ell+1}} \leq \mu(B_t) < \frac{1}{2^\ell}} \mathcal{M}_{m_B^i(t),B_t} \subset \mathcal{M}_{[2^{(1+\delta)}],B_t}.
\]
Combining the above arguments gives the following:

**Lemma 2.1.** For a monotone family, \( \{B_t\}_{t>0} \), of shrinking targets in \( \mathcal{X} \). If for all sufficiently small \( \delta > 0 \)
\[
\sum_{\ell \in \mathbb{N}} \mu\left( \mathcal{H}_{[2^{(\ell+1)(1-\delta)}],B_t} \right) < \infty,
\]
then the lower bound (2.4) holds for a.e. \( x \in \mathcal{X} \). Similarly, if for all sufficiently small \( \delta > 0 \)
\[
\sum_{\ell \in \mathbb{N}} \mu\left( \mathcal{M}_{[2^{(1+\delta)}],B_t} \right) < \infty,
\]
then the upper bound (2.3) holds for a.e. \( x \in \mathcal{X} \).

In the following sections we shall show that (2.8) holds for one-parameter flows on homogenous spaces. The condition (2.7), on the other hand, holds in general without any extra assumption on the flow or the shrinking targets. Hence, the following lower bound holds in general.

**Lemma 2.2.** Let \( \{B_t\}_{t>0} \) be a monotone family of shrinking targets in \( \mathcal{X} \). Then (2.7) holds for all \( 0 < \delta < \frac{1}{2} \). In particular, for a.e. \( x \in \mathcal{X} \)
\[
\liminf_{t \to \infty} \frac{\log \tau_{B_t}(x)}{\log \mu(B_t)} \geq 1.
\]

**Proof.** For any integer \( m \geq 1 \) and any measurable set \( B \subset \mathcal{X} \), we first show the trivial estimate \( \mu(\mathcal{H}_{m,B}) \leq m \mu(B) \). By definition \( \mathcal{H}_{m,B} = \bigcup_{k=1}^m \{x \in \mathcal{X} \mid \tau_B(x) = k\} \) and by minimality \( \{x \in \mathcal{X} \mid \tau_B(x) = k\} \subset \{x \in \mathcal{X} \mid xh_k \in B\} = B_{h_k} \). Hence indeed \( \mu(\mathcal{H}_{m,B}) \leq m \mu(B) \). For each \( \ell \in \mathbb{N} \) applying this estimate to \( \mathcal{H}_{[2^{(\ell+1)(1-\delta)}],B_t} \), we get
\[
\mu\left( \mathcal{H}_{[2^{(\ell+1)(1-\delta)}],B_t} \right) \leq \left[ 2^{(\ell+1)(1-\delta)} \right] \mu(B_t) \ll 2^{-\delta \ell},
\]
where for the last inequality we used \( \mu(B_t) \leq \frac{1}{2^\ell} \). Hence
\[
\sum_{\ell \in \mathbb{N}} \mu\left( \mathcal{H}_{[2^{(\ell+1)(1-\delta)}],B_t} \right) \ll \sum_{\ell=0}^\infty 2^{-\delta \ell} < \infty.
\]
2.2. Orbits eventually always hitting. Given a monotone sequence of shrinking targets \( \{B_m\}_{m \in \mathbb{N}} \), we defined the eventually always hitting set to be

\[
A_{\text{ah}} = \{ x \in \mathcal{X} \mid xH_m^+ \cap B_m \neq \emptyset \text{ for all sufficiently large } m \}.
\]

In [Kel17, Proposition 12 and Lemmas 13,14] the first author gave sufficient conditions implying that \( A_{\text{ah}} \) is a null or co-null set. For the readers convenience we summarize these results in the following:

**Lemma 2.3.** Given a measure preserving ergodic \( \mathbb{Z} \)-action of a group \( H \) on a probability space \((\mathcal{X}, \mu)\), and a monotone sequence, \( \{B_m\}_{m \in \mathbb{N}} \), of shrinking targets.

1. If along some subsequence, we have that \( m_j \mu(B_{m_j}) \leq c < 1 \), then \( \mu(A_{\text{ah}}) = 0 \).
2. If \( \sum_j \mu(M_{2j-1,B_{2j}}^1) < \infty \) then \( \mu(A_{\text{ah}}) = 1 \). If in addition also \( \mu(B_{2j}) \asymp \mu(B_{2j+1}) \) and \( \sum_j \mu(M_{2j+1,B_{2j}}^1) < \infty \) then for a.e. \( x \in \mathcal{X} \), for all sufficiently large \( m \)

\[
\#(xH_m^+ \cap B_m) \asymp m \mu(B_m).
\]

The results of [Kel17] were given for a more general setting of \( \mathbb{Z}^d \)-actions. For \( \mathbb{Z} \)-actions we also have the following lemma stating that \( A_{\text{ah}} \) is always either null or co-null.

**Lemma 2.4.** Let \( H \) be a measure preserving ergodic \( \mathbb{Z} \)-action on a probability space \((\mathcal{X}, \mu)\) and let \( \{B_m\}_{m \in \mathbb{N}} \) denote a monotone sequence of shrinking targets. Then \( A_{\text{ah}} \) has measure either zero or one.

**Proof.** Suppose \( \mu(A_{\text{ah}}) > 0 \), we want to show that \( \mu(A_{\text{ah}}) = 1 \). Define the set

\[
A' := \{ x \in A_{\text{ah}} \mid xh_k \in A_{\text{ah}} \text{ for all } k \geq 1 \}.
\]

It is clear that \( A'h_1 \subset A' \). Hence by ergodicity it suffices to show that \( \mu(A') > 0 \). To show this, we prove that \( \mu(A_{\text{ah}} \setminus A') = 0 \). Note that

\[
A_{\text{ah}} \setminus A' = \{ x \in A_{\text{ah}} \mid xh_k \notin A_{\text{ah}} \text{ for some } k \geq 1 \} = \bigcup_{k=1}^{\infty} \{ x \in A_{\text{ah}} \mid xh_k \notin A_{\text{ah}} \}.
\]

Hence, it suffices to show that for any fixed \( k \), the set \( \{ x \in A_{\text{ah}} \mid xh_k \notin A_{\text{ah}} \} \) has measure zero. We note that \( x \in A_{\text{ah}} \) means that for all sufficiently large \( m \), there exists some \( 1 \leq j(m) \leq m \) such that \( xh_{j(m)} \in B_m \). If for all sufficiently large \( m \) we can take \( j(m) > k \), then we have \( xh_k h_{j(m)-k} \in B_m \) with \( 1 \leq j(m) - k < m \), thus \( xh_k \in A_{\text{ah}} \). Hence, if \( x \in A_{\text{ah}} \) but \( xh_k \notin A_{\text{ah}} \), then there exist infinitely many values of \( m \) for which there exists some \( 1 \leq j(m) \leq k \) such that \( xh_{j(m)} \in B_m \) but \( xh_i \notin B_m \) for all \( k < i \leq m \). In particular, for such \( x \), there exists some \( 1 \leq j \leq k \) such that \( xh_j \in B_m \) for infinitely many values of \( m \). Since \( \{B_m\}_{m \in \mathbb{N}} \) is monotone, this implies that \( xh_j \in \bigcap_{m=1}^{\infty} B_m \). Hence the set

\[
\{ x \in A_{\text{ah}} \mid xh_k \notin A_{\text{ah}} \} \subset \bigcup_{j=1}^{k} \left( \bigcap_{m=1}^{\infty} B_m \right) h_{-j},
\]

is of measure zero. \( \square \)
2.3. Dynamical Borel-Cantelli and Quasi-independence. The second part of the classical Borel-Cantelli lemma requires pairwise independence. The following argument, going back to Schmidt, shows that a weaker condition of quasi-independence is enough. Explicitly, let $\mathcal{F} = \{f_m\}_{m \in \mathbb{N}}$ denote a sequence of functions on the probability space $(\mathcal{X}, \mu)$ taking values in $[0, 1]$. For $m \in \mathbb{N}$ let $E^\mathcal{F}_m = \sum_{1 \leq j \leq m} \mu(f_j)$ and $S^\mathcal{F}_m(x) = \sum_{1 \leq j \leq m} f_j(x)$. We then have:

**Lemma 2.5.** [Spr79, Chapter I, Lemma 10] Assuming that for some constant $C > 0$, for all $m, n \in \mathbb{N}$

$$
\int_{\mathcal{X}} \left( \sum_{i=m}^{n} f_i(x) - \sum_{i=m}^{n} \mu(f_i) \right)^2 \, d\mu(x) \leq C \sum_{i=m}^{n} \mu(f_i), \tag{2.9}
$$

then for any $\epsilon > 0$ for a.e. $x \in \mathcal{X}$

$$
S^\mathcal{F}_m(x) = E^\mathcal{F}_m + O_\epsilon \left( \sqrt{E^\mathcal{F}_m \log^2 \frac{3}{2} (E^\mathcal{F}_m)} \right).
$$

In particular, if $\{E^\mathcal{F}_m\}_{m \in \mathbb{N}}$ is unbounded, then for a.e. $x \in \mathcal{X}$

$$
\lim_{m \to \infty} \frac{S^\mathcal{F}_m(x)}{E^\mathcal{F}_m} = 1.
$$

Given a $\mathbb{Z}$-action of a group $H = \{h_m\}_{m \in \mathbb{Z}}$ on $\mathcal{X}$, and a sequence of targets, $\{B_m\}_{m \in \mathbb{N}}$, let $f_j(x) = \chi_{B_j}(xh_j)$ so that $S^\mathcal{F}_m(x) = \# \{1 \leq j \leq m \mid xh_j \in B_j \}$. If the events, $xh_j \in B_j$, were pairwise independent, then the left hand side of (2.9) would be zero. This result shows that the weaker quasi-independence bound (2.9), is enough to show that the sequence $\{B_m\}_{m \in \mathbb{N}}$ is sBC for the flow.

3. Decay of matrix coefficients

We now collect the needed results on the decay of matrix coefficients for representations of semisimple Lie groups, and use them to prove Theorem 1.3, giving a uniform bound for decay of matrix coefficients for all one-parameter flows, as well as Theorem 1.6 classifying SD flows. We first give some background on semisimple Lie groups, their Lie algebras and restricted root systems. We then focus on simple groups and treat the cases of simple groups of real rank one and simple groups of higher rank separately. Finally, we combine our results on simple groups to handle the general case of semisimple groups with property $(T)$.

3.1. Preliminaries on Lie groups. Let $G$ be a connected semisimple Lie group with finite center and no compact factors, and let $\mathfrak{g}$ denote its Lie algebra. Fix a Cartan involution, $\theta$, on $\mathfrak{g}$ and let

$$
\mathfrak{g} = \mathfrak{k} \oplus \mathfrak{p}
$$

denote the corresponding Cartan decomposition, where $\mathfrak{k}$ is the $+1$ eigenspace and $\mathfrak{p}$ is the $-1$ eigenspace of $\theta$. Let $K \leq G$ denote the maximal compact subgroup with Lie algebra $\mathfrak{k}$. Let $\mathfrak{a}$ be a maximal abelian subspace of $\mathfrak{p}$, and $\mathfrak{m}$ the centralizer of $\mathfrak{a}$ in $\mathfrak{k}$. Denote by $\Phi = \Phi_R(\mathfrak{a}, \mathfrak{g})$ the set of restricted roots with respect to the pair $(\mathfrak{a}, \mathfrak{g})$. Fix a set of simple
roots \( \Delta = \{ \alpha_i \mid i \in I \} \) and let \( \Phi^+ = \Phi^+_{\mathbb{R}}(a, g) \) be the corresponding set of positive roots. Then \( g \) has a root-space decomposition

\[
g = m \oplus a \bigoplus_{\lambda \in \Phi^+_{\mathbb{R}}(a, g)} g_{\lambda}
\]

and an Iwasawa decomposition

\[
g = n \oplus a \oplus \mathfrak{k},
\]

where \( n = \bigoplus_{\lambda \in \Phi^+_{\mathbb{R}}(a, g)} g_{\lambda} \). Let \( G = NAK \) be the corresponding Iwasawa decomposition of \( G \). Let \( a^+ = \{ X \in a \mid \alpha(X) \geq 0 \text{ for all } \alpha \in \Delta \} \) be the positive Weyl chamber determined by \( \Delta \), and \( A^+ \) the corresponding positive Weyl chamber in \( A \). The choice of \( \Delta \) determines a partial order on \( \Phi^+_{\mathbb{R}}(a, g) \) in the sense that \( \lambda \geq \lambda' \) if and only if \( \lambda(X) \geq \lambda'(X) \) for any \( X \in a^+ \), and we can fix a total order \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_L \) (3.1)

on \( \Phi^+_{\mathbb{R}}(a, g) \) that is compatible with this partial order, where \( L = |\Phi^+_{\mathbb{R}}(a, g)| \) (see [Kna02, p. 155] for an example of such an order). Let \( d_i = \dim(g_{\lambda_i}) \) and \( d_0 = \dim(m \oplus a) \). The following lemma gives a nice matrix representation of the adjoint Lie algebra.

**Lemma 3.1.** (cf. [Kna02, Lemma 6.45]) There exists a basis of \( g \) compatible with the above root-space decomposition such that the matrices representing \( \text{ad}(g) \) have the following properties:

1. The matrices of \( \text{ad} \mathfrak{k} \) are skew symmetric,
2. the matrices of \( \text{ad} \mathfrak{n} \) are upper triangular with 0 on the diagonal.
3. the matrices of \( \text{ad} \mathfrak{a} \) are diagonal with real entries with

\[
\text{ad}(X) = \begin{pmatrix}
\lambda_1(X)I_{d_1} & & & \\
& \ddots & & \\
& & \lambda_L(X)I_{d_L} & \\
& & & 0I_{d_0}
\end{pmatrix},
\]

for \( X \in \mathfrak{a} \) where \( I_{d_i} \) is the \( d_i \times d_i \) identity matrix.

As an immediate consequence, we have the following description of \( \text{Ad}(G) \).

**Corollary 3.2.** There exists a basis of \( g \) such that the matrices representing \( \text{Ad}(G) \) have the following properties:

1. The matrices of \( \text{Ad}(K) \) are orthogonal,
2. the matrices of \( \text{Ad}(N) \) are upper triangular with 1’s on the diagonal,
3. the matrices of \( \text{Ad}(A) \) are diagonal with real entries with
Ad(exp(X)) = \begin{pmatrix}
    e^{\lambda_1(X)}I_{d_1} & & \\
    & \ddots & \\
    & & e^{\lambda_L(X)}I_{d_L}
\end{pmatrix}
\begin{pmatrix}
    I_{d_0} & & \\
    & \ddots & \\
    & & e^{-\lambda_L(X)}I_{d_L}
\end{pmatrix}
\begin{pmatrix}
    & & \\
    & \ddots & \\
    e^{-\lambda_1(X)}I_{d_1} & & \\
\end{pmatrix},

for all \( X \in \mathfrak{a} \).

We will fix such a basis once and for all and use it to identify \( \text{ad}(\mathfrak{g}) \) and \( \text{Ad}(G) \) with the corresponding matrix groups. For future reference, we prove the following short lemma.

**Lemma 3.3.** For any nonzero \( X \in \mathfrak{g} \) we have that \((\text{ad}(X))^2 \neq 0\).

**Proof.** It suffices to show that \( \text{ad}(X) \circ \text{ad}(X) \) is nontrivial as an endomorphism of \( \mathfrak{g} \). If \( \text{ad}(X) \) is not nilpotent there is nothing to show. If it is nilpotent, by [Hel78, Theorem 7.4, p. 432] there exist elements \( H, Y \in \mathfrak{g} \) such that
\[
[H, X] = 2X, \quad [H, Y] = -2Y, \quad [X, Y] = H.
\]
Applying \( \text{ad}(X) \circ \text{ad}(X) \) to \( Y \) we get
\[
(\text{ad}(X) \circ \text{ad}(X))(Y) = [X, [X, Y]] = [X, H] = -2X \neq 0,
\]
thus completing the proof. \(\square\)

### 3.2. Cartan decomposition of one-parameter subgroups

We now consider the case where \( G \) a simple, that is \( \mathfrak{g} \) is simple as a real Lie algebra, and study the Cartan decomposition of a one-parameter subgroup \( \{h_t = \exp(tX_0)\} \), with \( X_0 \in \mathfrak{g} \).

Fix an order \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_L \) on the set of positive roots \( \Phi^+ \) as in (3.1). Since \( G \) is simple, \( \Phi \) is irreducible and the root \( \lambda_1 \in \Phi^+ \), is the highest root, characterized by the property that \( \lambda_1(X) \geq \lambda(X) \) for any \( \lambda \in \Phi^+ \) and \( X \in \mathfrak{a}^+ \). Recalling the Cartan decomposition \( G = KA^+K \), we can write
\[
h_t = k_1(t) \exp(X(t)) k_2(t)
\]
with \( k_i(t) \in K \) and \( X(t) \in \mathfrak{a}^+ \), and note that \( X(t) \in \mathfrak{a}^+ \) is uniquely determined by (3.2).

Now, by the complete additive Jordan decomposition, there exist three pairwise commuting elements \( X_n, X_a, X_f \) in \( \mathfrak{g} \) such that \( X_0 = X_n + X_a + X_f \) with \( \text{ad}(X_a), \text{ad}(X_n) \) and \( \text{ad}(X_f) \) \( \text{Ad}(G) \)-conjugate to elements in \( \text{ad}(\mathfrak{n}), \text{ad}(\mathfrak{a}) \) and \( \text{ad}(\mathfrak{f}) \) respectively. We say a one-parameter subgroup is quasi-diagonalizable if \( X_a \neq 0 \), and that is quasi-unipotent if \( X_a = 0 \) and \( X_n \neq 0 \) (note that any unbounded subgroup is either quasi-diagonalizable or quasi-unipotent). We first prove the following:

**Proposition 3.4.** Given an unbounded one-parameter subgroup \( h_t = k_1(t) \exp(X(t)) k_2(t) \), if it is quasi-diagonalizable then there exists some constant \( c > 0 \) such that
\[
e^{\lambda_1(X(t))} \gg e^{ct},
\]
and if it is quasi-unipotent then there exists some integer \( l \geq 2 \) such that
\[
e^{\lambda_1(X(t))} \asymp |t|^l.
\]
Proof. For any $g \in G$, let $\|g\|^2 := \text{tr} (\text{Ad}(g)^t \text{Ad}(g))$. That is, $\|g\|^2$ is the Hilbert-Schmidt norm of $\text{Ad}(g)$, and equals the sum of squares of entries of $\text{Ad}(g)$. By Cauchy-Schwartz, $\|g_1g_2\| \leq \|g_1\| \|g_2\|$ for any $g_1, g_2 \in G$, so in particular, for any fixed $g_0 \in G$ and all $h \in G$ we have
\[
\|g_0^{-1}hg_0\| \sim \|h\|.
\]
(3.3)

Now, on one hand, in view of (3.2) and Corollary 3.2,
\[
\|h_t\|^2 = \text{tr} (\text{Ad}(\exp(X(t)))^2) = \sum_{i=1}^L d_i (e^{2\lambda_i(X(t))} + e^{-2\lambda_i(X(t))}) + d_0,
\]
and since $X(t) \in \mathfrak{a}^+$ we have that $\lambda_1(X(t)) \geq \lambda_i(X(t)) \geq 0$ for all $\lambda_i \in \Phi^+$, hence,
\[
\|h_t\|^2 \sim e^{2\lambda_1(X(t))}.
\]
On the other hand, since $X_n, X_d$ and $X_t$ are pairwise commuting,
\[
\|h_t\| = \| \exp(tX_0) \| = \| \exp(tX_n) \exp(tX_d) \exp(tX_t) \|.
\]
Moreover, since $\text{ad}(X_t)$ is $\text{Ad}(G)$-conjugate to some element in $\text{ad}(\mathfrak{f})$, the one-parameter subgroup $\{\exp(tX_t)\}_{t \in \mathbb{R}}$ is compact, and $\{\|\exp(tX_t)\|\}_{t \in \mathbb{R}}$ is uniformly bounded from above (by constants depending only on the generator $X_0$). Hence by Cauchy-Schwartz
\[
\|h_t\| \sim \| \exp(tX_n) \exp(tX_d) \|.
\]
If $X_d$ is nonzero, then there exists some $g \in G$ such that $\text{Ad}(g)^{-1} \text{ad}(X_d) \text{Ad}(g) = \text{ad}(X'_d)$ with $X'_d \in \mathfrak{a}$ nonzero. Thus by (3.3),
\[
\|h_t\|^2 \sim \| g^{-1} \exp(tX_n) g \exp(tX'_d) \|^2.
\]
Since $\text{ad}(X_n)$ is nilpotent, the entries of $\text{Ad}(g^{-1} \exp(tX_n)g)$ are all polynomials in $t$ and since it is invertible, each row has at least one nonzero entry. Since $X'_d \in \mathfrak{a}$, there exists some root $\lambda \in \Phi^+$ such that $|\lambda(X'_d)| = c > 0$. In view of Corollary 3.2, the matrix $\text{Ad}(g^{-1} \exp(tX_n) \exp(tX'_d))$ has at least one entry of the form $e^{ct} P(t)$, where $P(t)$ is some nontrivial polynomial in $t$. Hence in this case, for all sufficiently large $t$,$\]
\[
e^{2\lambda_1(X(t))} \sim \|h_t\|^2 \geq e^{2ct}.
\]
If $X_d = 0$, then $X_n$ is nonzero. Let $l$ be the unique integer such that $(\text{ad}(X_n))^l \neq 0$ and $(\text{ad}(X_n))^{l+1} = 0$ and note that $l \geq 2$ by Lemma 3.3. In this case, the entries of $\text{Ad}(\exp(tX_n))$ are all polynomials in $t$ with degree less than or equal to $l$, and there exists some entry with degree exactly $l$. Hence in this case, for all sufficiently large $t$
\[
e^{2\lambda_1(X(t))} \approx \|h_t\|^2 \approx \| \exp(tX_n) \|^2 \approx t^{2l}.
\]
□

3.3. Simple groups of real rank one. We recall that, up to local isomorphism, a rank one group $G$ is in one of the following four families of groups: $\text{SO}(d,1), \text{SU}(d,1), \text{Sp}(d,1)$, with $d \geq 2$ and $F_4^{-20}$. In these cases, the positive restricted root system $\Phi^+_\mathbb{R}(\mathfrak{a}, \mathfrak{g})$ consists of one or two elements. Let $\alpha$ be the unique element in $\Phi^+_\mathbb{R}(\mathfrak{a}, \mathfrak{g})$ such that $\frac{1}{2} \alpha \notin \Phi^+_\mathbb{R}(\mathfrak{a}, \mathfrak{g})$. Let
Let $\mathfrak{a}_c^*$ be the complexified dual of $\mathfrak{a}$ and fix $X_1$ to be the unique element in $\mathfrak{a}$ such that $\alpha(X_1) = 1$. We identify $\mathfrak{a}_c^*$ with $\mathbb{C}$ via their values at $X_1$. Denote by $\hat{G}$ the unitary dual of $G$ and $\hat{G}_K$ the spherical unitary dual. The spherical unitary dual can be parameterized by $\mathfrak{a}_c^*/W$ where $W$ is the Weyl group. Let $\rho_0 \in \mathfrak{a}_c^*$ be defined by

$$
\rho_0 = \begin{cases} 
\rho & \text{if } g = \mathfrak{so}(d,1) \text{ or } \mathfrak{su}(d,1) \\
\rho - 2\alpha & \text{if } g = \mathfrak{sp}(d,1) \\
\rho - 6\alpha & \text{if } g = F_{4}^{−20}.
\end{cases}
$$

Then with the above identification between $\mathfrak{a}_c^*$ and $\mathbb{C}$ we have the parametrization

$$
\hat{G}_K = \{ \pi_s \mid s \in i\mathbb{R}_{\geq 0} \cup (0, \rho_0) \} \cup \{ \pi_\rho \},
$$

where the representations $\pi_s, s \in i\mathbb{R}_{\geq 0}$ are the (tempered) principal series representations, the representations $\pi_s, s \in (0, \rho_0)$ are the (non-tempered) complementary series (cf. [Kos69]), and $\pi_\rho$ is the trivial representation. We note that in each representation $\pi_s \in \hat{G}_K$ there is a unique (up to scaling) spherical vector.

For any lattice $\Gamma \leq G$ consider the right regular representation of $G$ on $L^2(\Gamma\backslash G)$. We denote by $L^2_{\text{temp}}(\Gamma\backslash G)$ the subspace that weakly contains only tempered representations. We then have a spectral decomposition for any spherical $f \in L^2(\Gamma\backslash G)$

$$
f = \langle f, 1 \rangle + \sum_k \langle f, \varphi_k \rangle \varphi_k + f_{\text{temp}}, \tag{3.4}
$$

with $f_{\text{temp}} \in L^2_{\text{temp}}(\Gamma\backslash G)$ and $\varphi_k \in \pi_{s_k}$ with $s_k \in (0, \rho_0)$.

After identifying spherical functions in $L^2(\Gamma\backslash G)$ with functions in $L^2(\Gamma\backslash \mathcal{H})$, the vectors $\varphi_k \in \pi_{s_k}$ occurring in this decomposition are the exceptional Laplacian eigenfunction in $L^2(\Gamma\backslash \mathcal{H})$, with corresponding eigenvalues $\rho^2 - s_k^2$. In particular, the spectral gap for $\Gamma$, i.e., the gap between the trivial eigenvalue and the first non-trivial eigenvalue of the Laplacian on $L^2(\Gamma\backslash \mathcal{H})$, is $\tau(2\rho - \tau)$ where the parameter $\tau = \tau(\Gamma)$ is given by

$$
\tau(\Gamma) := \min_k (\rho - s_k). \tag{3.5}
$$

The (spherical) exceptional forms $\varphi_k \in \pi_{s_k}$ above are either cusp forms (vanishing at all cusps) or residual forms (obtained as residues of Eisenstein series). The exceptional cusp forms are uniformly bounded, but the residual forms can blow up at the cusps. To control their growth we recall the following result from [Kel17, Lemma 7] on the $L^p$ norms of exceptional forms.

**Proposition 3.5.** For any spherical exceptional form $\varphi_k \in \pi_{s_k}$ with $s_k \in (0, \rho_0)$ we have that $\varphi_k \in L^p(\Gamma\backslash G)$ for any $p < \frac{2\rho}{\rho - s_k}$.

\[2\]The result in [Kel17] is stated for $G = \text{SO}_0(d,1)$ but the proof is identical.
We now turn to estimate the decay of matrix coefficients for flows on $L^2(\Gamma \backslash G)$ for $G$ a rank one group. For each $s \in i\mathbb{R}_{\geq 0} \cup (0, \rho_0)$ consider the spherical function defined by
\[
\phi_s(g) = \langle \pi_s(g)v, v \rangle
\]
where $v \in V_{\pi_s}$ is the unique unit spherical vector. For any $\epsilon > 0$, $\phi_s$ decays like
\[
|\phi_s(\exp(tX_1))| \ll \epsilon e^{-\rho(1-\epsilon)|t|}
\]
if $s \in i\mathbb{R}_{\geq 0}$ and
\[
|\phi_s(\exp(tX_1))| \ll \epsilon e^{-(\rho-s)(1-\epsilon)|t|}
\]
if $s \in (0, \rho_0)$. We note that (3.6) follows from the asymptotic behavior of the Harish-Chandra $\Xi$ function (cf. [How82, section 7]), while for (3.7), we refer to [GV12, (5.1.18)]. Let $\lambda_1 \in \Phi^+_R(a, g)$ be the highest root as before, and define $\kappa = \kappa(G)$ to be the unique integer such that $\alpha = \frac{s}{2}\lambda_1$. Explicitly, $\kappa = 2$ if $G$ is locally isomorphic to $SO(d, 1)$ and $\kappa = 1$ otherwise. Applying (3.6) and (3.7) to the regular representation $(\pi, L^2_\text{reg}(\Gamma \backslash G))$, we get the following:

**Proposition 3.6.** Let $G$ be a connected simple Lie group with finite center and real rank one, and let $\Gamma \leq G$ be a lattice in $G$. Let $\{h_t\}_{t \in \mathbb{R}}$ be an unbounded one-parameter subgroup of $G$. For any spherical tempered $\psi, \phi \in L^2_{\text{temp}}(\Gamma \backslash G)$, for all $|t| \geq 1$ we have
\[
|\langle \pi(h_t)\psi, \phi \rangle| \ll_\epsilon \frac{\|\psi\|_2 \|\phi\|_2}{|t|^\kappa(1-\epsilon)}.
\]
For any spherical non-tempered exceptional form $\varphi \in \pi_s$ with $s \in (0, \rho_0)$, for all $|t| \geq 1$ we have
\[
|\langle \pi(h_t)\varphi, \varphi \rangle| \ll_\epsilon \frac{\|\varphi\|_2^2}{|t|^\kappa(1-\epsilon)}.
\]

**Proof.** Recall the Cartan decomposition $h_t = k_1(t) \exp(X(t))k_2(t)$ with $k_i(t) \in K$ and $X(t) \in a^+$. In view of (3.6) and (3.7), it suffices to show that $e^{\alpha X(t)} \gg |t|^\kappa$. Recall that $\kappa$ is defined precisely such that $\alpha = \frac{s}{2}\lambda_1$ where $\lambda_1$ is the highest root. By Proposition 3.4, $e^{\lambda_1 X(t)} \gg t^2$, hence $e^{\alpha X(t)} \gg (t^2)^{s/2} = |t|^\kappa$. $\square$

Using Proposition 3.6 together with the spectral decomposition, we see that the rate of decay is controlled by the spectral gap parameter $\tau(\Gamma)$ as follows:

**Theorem 3.7.** For $G$ and $\Gamma$ as in Proposition 3.6, for all sufficiently small $\epsilon > 0$, for any spherical $f_1, f_2 \in L^2_0(\Gamma \backslash G)$ and for all $|t| \geq 1$, we have
\[
|\langle \pi(h_t)f_1, f_2 \rangle| \ll_\epsilon \frac{|f_1|_2^2|f_2|_2}{|t|^\kappa\tau(\Gamma)(1-\epsilon)}.
\]
Proof. For any spherical \( f_1, f_2 \in L_0^2(\Gamma \backslash G) \), applying the spectral decomposition (3.4) and Proposition 3.6 we get for any \( |t| \geq 1 \)

\[
|\langle \pi(h_t) f_1, f_2 \rangle| \leq \sum_k \left| \langle f_1, \varphi_k \rangle \langle f_2, \varphi_k \rangle \right| \left| \langle \pi(h_t) \varphi_k, \varphi_k \rangle \right| + \left| \langle \pi(h_t) f_{\text{temp}}^1, f_{\text{temp}}^2 \rangle \right|
\]

\[
\ll \epsilon \sum_k \frac{\left| \langle f_1, \varphi_k \rangle \langle f_2, \varphi_k \rangle \right|}{|t|^\kappa(\rho - s_k)(1 - \epsilon)} + \frac{\| f_{\text{temp}}^1 \|_2 \| f_{\text{temp}}^2 \|_2}{|t|^\kappa \rho(1 - \epsilon)}
\]

\[
\leq \sum_k \left| \langle f_1, \varphi_k \rangle \langle f_2, \varphi_k \rangle \right| + \frac{\| f_{\text{temp}}^1 \|_2 \| f_{\text{temp}}^2 \|_2}{|t|^\kappa \tau(\Gamma)(1 - \epsilon)}
\]

\[
\leq \frac{\| f_1 \|_2 \| f_2 \|_2}{|t|^\kappa \tau(\Gamma)(1 - \epsilon)},
\]

where for the last inequality we used Cauchy-Schwarz. \(\square\)

As a direct corollary, we have the following:

**Corollary 3.8.** For \( G \) a connected simple Lie group with finite center and real rank one, not locally isomorphic to \( \text{SO}(2, 1) \) and \( \Gamma \leq G \) a lattice in \( G \). If \( \tau(\Gamma) > \frac{1}{\kappa(\Gamma)} \), then any unbounded one-parameter flow is SD for \( \Gamma \backslash G \). In particular, if \( G \) is locally isomorphic to \( \text{Sp}(d, 1) \) with \( d \geq 2 \) or \( F_4^{-20} \), then any unbounded one-parameter flow is SD for \( \Gamma \backslash G \) for any lattice \( \Gamma \).

**Remark 9.** For \( G \) is locally isomorphic to \( \text{SO}(d + 1, 1) \) and \( \Gamma \) a congruence lattice, the best known bounds towards the Selberg-Ramanujan conjecture [BS91, KS03, BB11, BC13, BC17] imply that \( \tau(\Gamma) \geq \frac{25}{64} \) for \( d = 1 \), that \( \tau(\Gamma) \geq \frac{25}{32} \) for \( d = 2 \) and that \( \tau(\Gamma) \geq 1 \) when \( d \geq 3 \). Similarly, when \( G \) is locally isomorphic to \( \text{SU}(d, 1) \), we have that \( \tau(\Gamma) \geq \frac{6}{5} \) when \( d = 2 \) and that \( \tau(\Gamma) \geq 2 \) for \( d \geq 3 \). In particular, it follows that for any rank one group, \( G \), not locally isomorphic to \( \text{SL}_2(\mathbb{R}) \), for any congruence lattice \( \Gamma \leq G \), we have that \( \kappa \tau(\Gamma) > 1 \) and all unbounded one-parameter flows on \( \Gamma \backslash G \) are SD.

3.4. **Simple groups of higher rank.** Next, we consider the case where \( G \) is a connected simple Lie group with finite center and real rank \( \geq 2 \). Following [Oh98], two roots \( \alpha \) and \( \beta \) are called strongly orthogonal if neither one of \( \alpha \pm \beta \) is a root. Let \( S(\Phi) \) denote the family of all subsets of \( \Phi^+ \) whose elements are pairwise strongly orthogonal. We call an element \( \mathcal{O} \) in \( S(\Phi) \) a strongly orthogonal system. Let \( g \) be the function on \( S(\Phi) \) given by \( g(\mathcal{O}) = \sum_{\alpha \in \mathcal{O}} \alpha \).

**Proposition 3.9.** [Oh98, Proposition 2.3] Let \( \Delta = \{ \alpha_i : i \in I \} \) be the set of simple roots as above. There exists a maximal strongly orthogonal system \( Q(\Phi) \) in \( S(\Phi) \) in the sense that for any \( \mathcal{O} \in S(\Phi) \), for each \( i \in I \), the coefficient of \( \alpha_i \) in \( g(Q(\Phi)) \) is greater than or equal to the coefficient of \( \alpha_i \) in \( g(\mathcal{O}) \).

Let \( \xi = \frac{1}{2} g(Q(\Phi)) = \frac{1}{2} \sum_{\alpha \in Q(\Phi)} \alpha \), and consider the \( K \)-bi-invariant function, \( F : G \to \mathbb{R}^+ \), defined on \( A^+ \) via

\[
F(\exp(X)) = e^{-\xi(X)}.
\]

We then have the following result from [Oh98].

**Theorem 3.10.** For \( G \) a connected simple group with finite center and real rank \( \geq 2 \), for any \( \epsilon > 0 \) sufficiently small, for any nontrivial \( \sigma \in \hat{G}_K \) and \( K \)-invariant unit vector \( v_\sigma \) of \( \sigma \)

\[
|\langle \sigma(g)v_\sigma, v_\sigma \rangle| \ll_\epsilon F(g)^{1-\epsilon} \quad \text{for any } g \in G.
\]

(3.11)
Proof. When $G$ is a linear group this is [Oh98, Theorem A]. In general, by Langlands classification theorem, any $\sigma \in \widehat{G}_K$ appears as some quotient of the induced representation $\text{Ind}_{NAM}^G(\chi \otimes 1_M)$, where $N, A$ are as above and $M$ is the centralizer of $A$ in $K$, $\chi$ is some character of $A$ and $1_M$ is the trivial representation of $M$. Elements in $\text{Ind}_{NAM}^G(\chi \otimes 1_M)$ are measurable functions $f : G \to \mathbb{C}$ satisfying
\[ f(namg) = \chi(a)f(g) \text{ for a.e. } g \in G, \text{ with } n \in N, a \in A \text{ and } m \in M, \]
and $G$ acts on $\text{Ind}_{NAM}^G(\chi \otimes 1_M)$ via the right regular action. Since $G$ has finite center, the maximal compact subgroup $K$ contains the center ([Kna02, Theorem 6.31]). In particular, $M$ also contains the center. Hence for any $z$ in the center, $z \cdot f(g) = f(gz) = f(zg) = f(g)$. Thus $\sigma \in \widehat{G}_K$ descends to an irreducible unitary representation of the adjoint group $\text{Ad}(G)$. Identifying $g$ with $\text{ad}(g)$ and applying [Oh98, Theorem A] to the linear group $\text{Ad}(G)$, we get that for any $g \in G$
\[ |\langle \sigma(g)v_\sigma, v_\sigma \rangle| = |\langle \sigma(\text{Ad}(g))v_\sigma, v_\sigma \rangle| \ll_\epsilon F(\text{Ad}(g))^{1-\epsilon} = F(g)^{1-\epsilon}. \]

Applying these results to one-parameter subgroups we get:

**Proposition 3.11.** Let $G$ denote a connected simple Lie group with finite center and real rank $\geq 2$ and $\{h_t\}_{t \in \mathbb{R}}$ an unbounded one-parameter subgroup. For any $\epsilon > 0$ sufficiently small, for any nontrivial $\sigma \in \widehat{G}_K$ and $|t| \geq 1$,
\[ |\langle \sigma(h_t)v_\sigma, v_\sigma \rangle| \ll_\epsilon |t|^{\epsilon-1}. \quad (3.12) \]

Proof. Since the singleton $\{\lambda_1\}$ constitutes a strongly orthogonal system, Proposition 3.9, implies that $\xi(X) \geq \frac{1}{2}\lambda_1(X)$ for any $X \in \mathfrak{a}^+$, leading to the bound $F(\text{exp}(X)) \leq e^{-\lambda_1(X)/2}$. Now using the Cartan decomposition $h_t = k_1(t)\exp(X(t))k_2(t)$ and Theorem 3.10 we get that
\[ |\langle \sigma(h_t)v_\sigma, v_\sigma \rangle| \ll_\epsilon \exp((\epsilon - 1)\xi(X(t))) \leq \exp(\frac{(\epsilon-1)}{2}\lambda_1(X(t))). \]
Now, by Proposition 3.4, we have that $e^{\lambda_1(X(t))} \gg t^2$, thus concluding the proof. \hfill \Box

**Remark 10.** In [Oh02, p. 187-190] both $\xi$ and the highest root $\lambda_1$ are explicitly given in terms of linear combinations of simple roots. By comparing $\xi$ and $\lambda_1$ directly, we note that when $\Phi^\mathbb{R}(\mathfrak{a}, \mathfrak{g})$ is of type $B_n(n \geq 4)$, $D_n(n \geq 4)$, $E_6, E_7, E_8$ or $F_4$, we have that $\xi(X) \geq \lambda_1(X)$ for any $X \in \mathfrak{a}^+$. Hence in these cases we have the following summable decay:
\[ |\langle \sigma(h_t)v_\sigma, v_\sigma \rangle| \ll_\epsilon |t|^{2(\epsilon-1)} \quad (3.13) \]
for any nontrivial $\sigma \in \widehat{G}_K$ and any $|t| \geq 1$. When $\Phi^\mathbb{R}(\mathfrak{a}, \mathfrak{g})$ is not of the above types, if the one-parameter subgroup is quasi-diagonalizable then the matrix coefficients decay exponentially, and if it is quasi-unipotent with $(\text{ad}(X_n))^3 \neq 0$, then we can take $l = 3$ in Proposition 3.4 leading to the summable decay:
\[ |\langle \sigma(h_t)v_\sigma, v_\sigma \rangle| \ll_\epsilon |t|^{\frac{3}{2}(\epsilon-1)} \quad (3.14) \]
for any nontrivial $\sigma \in \widehat{G}_K$ and any $|t| \geq 1$. \hfill 17
3.5. Semisimple groups. We now consider the general case where \( G \) is a connected semisimple Lie group with finite center and no compact factors. Let \( \Gamma \leq G \) denote an irreducible lattice, and \( \{ h_t \}_{t \in \mathbb{R}} \) an unbounded one-parameter subgroup of \( G \) as before.

To deal with this case, first, note that there is a surjective homomorphism \( \prod_{i=1}^{m} G_i \to G \) with finite kernel such that each \( G_i \) is a noncompact connected simple Lie group with finite center. Let \( \tilde{\Gamma} \) be the preimage of \( \Gamma \) and \( \{ \tilde{h}_t \} \) be the identity component of the pre-image of \( \{ h_t \} \). By replacing \( (\Gamma \setminus \tilde{G}, h_t) \) by \( (\tilde{\Gamma} \setminus \prod_{i=1}^{m} G_i, \tilde{h}_t) \) we may assume, without loss of generality, that \( G = \prod_{i=1}^{m} G_i \) and \( h_t = (h^1_t, \ldots, h^m_t) \) is unbounded as a one-parameter subgroup of \( G \).

Next, our maximal compact subgroup is of the form \( K = \prod_{i=1}^{m} K_i \), with each \( K_i \) a maximal compact subgroup of \( G_i \). By slightly abusing the terminology in [KM96], we say \( G_i \) is an essential factor of \( G \) if \( \{ h^i_t \}_{t \in \mathbb{R}} \) is unbounded in \( G_i \). After reordering the factors, we can assume that \( G_1, \ldots, G_k \) are all the essential factors (since \( \{ h^i_t \} \) is unbounded, we have \( k \geq 1 \) ). Let \( \tilde{G}_K \subset \tilde{G} \) be the set of irreducible unitary representations that are weakly contained in \( L^2(\Gamma \setminus G) \) and \( \tilde{G}_{K, \Gamma} = \tilde{G}_K \cap \tilde{G}_K \). We first note that for any \( \sigma \in \tilde{G}_{K, \Gamma} \), \( \sigma \) is of the form \( \sigma = \otimes_{i=1}^{m} \sigma_i \) with each \( \sigma_i \in \tilde{G}_{K_i} \). Since \( \Gamma \leq G \) is irreducible, each \( \sigma_i \) is nontrivial.

Moreover, a \( K \)-invariant unit vector \( v^\sigma \) of \( \sigma \) is of the form \( v^\sigma = \otimes_{i=1}^{m} v^\sigma_i \), where \( v^\sigma_i \) is the \( K_i \)-invariant unit vector of \( \sigma_i \). Thus

\[
|\langle \sigma(h_t) v^\sigma, v^\sigma \rangle| = \prod_{i=1}^{m} |\langle \sigma_i(h^i_t) v^\sigma_i, v^\sigma_i \rangle|. \tag{3.15}
\]

First, we consider the case that \( G \) (and hence each of its factors) has property \( (T) \), that is, each \( G_i \) is either of real rank \( \geq 2 \) or locally isomorphic to \( Sp(d,1) \) or \( F_4^{\pm} \). In this case, for \( 1 \leq i \leq k \) the factor \( \{ h^i_t \} \) is unbounded and by Proposition 3.11 and Corollary 3.8, for any \( |t| \geq 1 \) we have \( |\langle \sigma_i(h^i_t) v^\sigma_i, v^\sigma_i \rangle| \ll \epsilon \frac{1}{|t|^{1-\epsilon}}. \) While for \( k + 1 \leq i \leq m \), we bound \( |\langle \sigma_i(h^i_t) v^\sigma_i, v^\sigma_i \rangle| \leq 1 \) for any \( |t| \geq 1 \) such that \( \epsilon \frac{1}{|t|^{k(1-\epsilon)}}. \)

**Proposition 3.12.** Let \( G \) be a connected semisimple Lie group with finite center and no compact factors, \( \Gamma \leq G \) an irreducible lattice, and \( \{ h^i_t \}_{t \in \mathbb{R}} \) an unbounded one-parameter subgroup of \( G \). If \( G \) has property \( (T) \), then for any spherical \( \varphi, \psi \in L^2(\Gamma \setminus G) \) and any \( |t| \geq 1 \), we have

\[
|\langle \pi(h_t) \varphi, \psi \rangle| \ll \epsilon \frac{\|\varphi\|_2 \|\psi\|_2}{|t|^{k(1-\epsilon)}}, \tag{3.16}
\]

where \( k \geq 1 \) is the number of essential factors of the flow.

**Proof.** Using the direct integral decomposition of \( L^2(\Gamma \setminus G) \), for any spherical \( \varphi \in L^2(\Gamma \setminus G) \), \( \varphi \) can be written as

\[
\varphi = \int_{\sigma \in \tilde{G}_{K,\Gamma}} \varphi_{\sigma} d\nu(\sigma),
\]

3In [KM96], \( G_i \) is called an essential factor if \( \{ h^i_t \}_{t \in \mathbb{R}} \) is quasi-diagonalizable, while here we allow \( \{ h^i_t \}_{t \in \mathbb{R}} \) to be quasi-unipotent.
where $\varphi_{\sigma} \in \sigma$ is spherical and $\nu$ is some Borel measure on $\hat{G}_{\Gamma}$. Hence for any spherical $\varphi, \psi \in L^2_0(\Gamma \backslash G)$, we have

$$\langle \pi(h_t)\varphi, \psi \rangle = \int_{\sigma \in \hat{G}_{K,\Gamma}} \langle \sigma(h_t)\varphi_{\sigma}, \psi_{\sigma} \rangle d\nu(\sigma).$$

By (3.15) for any $|t| \geq 1$ we can bound

$$|\langle \pi(h_t)\varphi, \psi \rangle| \leq \int_{\sigma \in \hat{G}_{K,\Gamma}} |\langle \sigma(h_t)\varphi_{\sigma}, \psi_{\sigma} \rangle| d\nu(\sigma) \leq \frac{1}{|t|^k(1-\epsilon)} \int_{\sigma \in \hat{G}_{K,\Gamma}} \|\varphi_{\sigma}\|_2 \|\psi_{\sigma}\|_2 d\nu(\sigma),$$

where for the last inequality we used Cauchy-Schwartz.

**Proof of Theorem 1.3.** The result follows from Proposition 3.12 (after noting that for an unbounded flow we have at least one essential factor so $k \geq 1$). We further note that the only possibility that the flow is not SD is that there is only one essential factor, say $G_1$, and $\{h^1_t\}_{t \in \mathbb{R}}$ (viewed as a one-parameter flow on $\Gamma \backslash G$) is not SD.

**Proof of Theorem 1.6.** The result follows from the above argument and Remark 10.

**Remark 11.** For a semisimple group $G$ of real rank $\geq 2$ without property (T) our result is only conditional. In this case, Margulis Arithmeticity Theorem states that any irreducible lattice $\Gamma \leq G$ is arithmetic in the sense that it is commensurable to a congruence lattice defined over some number field. Moreover, Serre’s congruence subgroup conjecture (which is settled when $\Gamma \backslash G$ is not compact [Rap92]) states that in fact all irreducible lattices are congruence lattices. Now, when $\Gamma$ is a congruence lattice the generalized Selberg-Ramanujan conjecture [Sha04, Sar05] gives very precise restrictions on which non-tempered representations may occur in the decomposition of $L^2(\Gamma \backslash G)$, and these representations all have fast decay of matrix coefficients. In particular, when $\Gamma$ is a congruence lattice, the Selberg-Ramamujan conjecture implies that (3.16) holds for all flows on $\Gamma \backslash G$, and moreover, when $G$ is not locally isomorphic to a product of copies of $\text{SL}_2(\mathbb{R})$ and $\text{SL}_2(\mathbb{C})$, this already follows from the known bounds [KS03, BB11, BC13, BC17] towards the Selberg-Ramanujan conjecture.

### 4. Effective mean ergodic theorems and consequences

Let $G$ be a connected semisimple Lie group with finite center and no compact factors, $\Gamma \leq G$ an irreducible lattice, $\mathcal{X} = \Gamma \backslash G$, and $H = \{h_m\}_{m \in \mathbb{Z}}$ an unbounded discrete time one-parameter flow on $\mathcal{X}$ generated by a one-parameter subgroup as before. For any $f \in L^2(\mathcal{X})$ and any integer $m \geq 1$, define the averaging operator

$$\beta_m^+(f)(x) := \frac{1}{m} \sum_{j=1}^{m} f(xh_j).$$

Since $H$ acts ergodically on $\mathcal{X}$, the mean ergodic theorem states that

$$\|\beta_m^+(f) - \mu(f)\|_2 \to 0,$$
as \( m \to \infty \) for any \( f \in L^2(\mathcal{X}) \), where \( \mu(f) := \int_{\mathcal{X}} f d\mu \). In this section we adapt the method introduced in [GK17] and [Kel17], to prove two effective mean ergodic theorems using the explicit rate of decay of matrix coefficients obtained in the previous section. The arguments are slightly different for rank one groups and for groups with property (T), so we will treat them separately.

4.1. Groups with Property (T). When the group \( G \) has property (T), we can use the uniform result on decay of matrix coefficients for one-parameter flows to show the following.

**Proposition 4.1.** Assume that \( G \) has property (T). Then for any unbounded discrete time one-parameter flow \( H = \{h_m\}_{m \in \mathbb{Z}} \), for any \( \epsilon > 0 \) and for any spherical \( f \in L^2(\mathcal{X}) \) we have

\[
\|\beta^+_m(f) - \mu(f)\|_2 \ll \epsilon \frac{\|f\|_2}{m^{2(1-\epsilon)}},
\]

If the flow is SD we have the slightly stronger bound

\[
\|\beta^+_m(f) - \mu(f)\|_2 \ll \frac{\|f\|_2}{\sqrt{m}}.
\]

**Proof.** Let \( f_0 = f - \mu(f) \in L^2_0(\mathcal{X}) \). Proposition 3.11 and Corollary 3.8 imply that for any small \( \epsilon > 0 \) for all \( |k| \geq 1 \)

\[
|\langle \pi(h_k) f_0, f_0 \rangle| \ll \frac{\|f_0\|_2^2}{|k|^{1-\epsilon}}.
\]

Noting that \( \beta^+_m(f_0) = \beta^+_m(f) - \mu(f) \) we have

\[
\|\beta^+_m(f_0)\|_2^2 = \frac{1}{m^2} \left( \sum_{1 \leq i \leq m} \langle \pi(h_i) f_0, f_0 \rangle \sum_{1 \leq j \leq m} \langle \pi(h_j) f_0, f_0 \rangle \right) = \frac{1}{m^2} \sum_{1 \leq i,j \leq m} \langle \pi(h_{i-j}) f_0, f_0 \rangle
\]

\[
= \frac{1}{m^2} \sum_{|k| \leq m} \langle \pi(h_k) f_0, f_0 \rangle \# \{(i,j) \mid 1 \leq i,j \leq m, i - j = k \}
\]

\[
\leq \frac{1}{m} \sum_{|k| \leq m} |\langle \pi(h_k) f_0, f_0 \rangle| \ll \frac{1}{m} (1 + 2 \sum_{k=1}^{m} \frac{1}{k^{1-\epsilon}}) \|f_0\|_2^2 \ll \frac{\|f_0\|_2^2}{m^{1-\epsilon}} \leq \frac{\|f\|_2^2}{m^{1-\epsilon}}.
\]

If the flow is SD the same argument with the stronger bound \( |\langle \pi(h_k) f_0, f_0 \rangle| \ll \frac{\|f_0\|_2^2}{|k|^{\eta}} \), gives

\[
\|\beta^+_m(f) - \mu(f)\|_2^2 \ll \frac{\|f\|_2^2}{m}.
\]

4.2. Groups of real rank one. For groups of real rank one without property (T) we have to take into account the contribution of the possible exceptional spectrum. The argument is similar to the one used in [Kel17, Theorem 15] for the orthogonal groups, and we include the details for the reader’s convenience. Doing this leads to the following.

**Proposition 4.2.** Let \( G \) be locally isomorphic to \( SO(d+1,1) \) or \( SU(d,1) \) with \( d \geq 2 \). Then for any unbounded discrete time one-parameter flow \( H = \{h_m\}_{m \in \mathbb{Z}} \), for any sufficiently small \( \epsilon > 0 \) and for any spherical \( f \in L^2(\mathcal{X}) \) we have

\[
\|\beta^+_m(f) - \mu(f)\|_2 \ll \epsilon \frac{\|f\|_2^2}{\sqrt{m}} + \sum_{s_k \in [\rho^{-\frac{1}{2}}, \rho]} \frac{|\langle f, \varphi_k \rangle|}{m^{\frac{2}{\rho} - 1 - \rho} s_k^{(1-\epsilon)}},
\]

\[
\|\beta^+_m(f) - \mu(f)\|_2 \ll \epsilon \frac{\|f\|_2^2}{\sqrt{m}} + \sum_{s_k \in [\rho^{-\frac{1}{2}}, \rho]} \frac{|\langle f, \varphi_k \rangle|}{m^{\frac{2}{\rho} - 1 - \rho} s_k^{(1-\epsilon)}},
\]

where \( \rho \) stands for the spectral radius of \( G \).
where \(\varphi_k\) are the finitely many spherical exceptional forms. When \(G\) is locally isomorphic to \(\text{SO}(2,1)\) we have the same result with the first term replaced by \(\frac{\|f\|_2}{m^{2(1-\epsilon)}}\).

**Proof.** Write \(f = \langle f, 1 \rangle + \sum_k \langle f, \varphi_k \rangle \varphi_k + f_0\) with \(f_0 \in L^2_{\text{temp}}(\mathcal{X})\). Then

\[
\|\beta_m^+(f) - \mu(f)\|_2 \leq \sum_k |\langle f, \varphi_k \rangle| \|\beta_m^+(\varphi_k)\|_2 + \|\beta_m^+(f_0)\|_2.
\]

Using (3.8) and the same argument as in Proposition 4.1, we get

\[
\|\beta_m^+(f_0)\|_2 \ll \epsilon \begin{cases} 
\frac{\|f\|_2}{m^{2(1-\epsilon)}} & g = \text{so}(2,1) \\
\frac{\|f\|_2}{\sqrt{m}} & \text{otherwise}.
\end{cases}
\]

Similarly, for each of the spherical exceptional forms \(\varphi_k\) in \(\pi_{\alpha_k}\) we can bound

\[
\frac{\|\beta_m^+(\varphi_k)\|_2^2}{\mu} \ll \frac{1}{m} \left(1 + \sum_{k=1}^m \frac{1}{k^{\kappa(\rho - s_k)(1-\epsilon)}}\right) \ll \frac{1}{m^{\kappa(\rho - s_k)(1-\epsilon)}} \quad s_k < \rho - \frac{1}{\kappa};
\]

\[
\frac{\|\beta_m^+(\varphi_k)\|_2^2}{\mu} \ll \frac{1}{m \sqrt{\kappa}} \quad s_k \geq \rho - \frac{1}{\kappa}.
\]

Hence

\[
\|\beta_m^+(\varphi_k)\|_2^2 \ll \begin{cases} 
\frac{1}{m^{\kappa(\rho - s_k)(1-\epsilon)}} & s_k < \rho - \frac{1}{\kappa} \\
\frac{1}{m \sqrt{\kappa}} & s_k \geq \rho - \frac{1}{\kappa}.
\end{cases}
\]

Combining this with (4.3) and using the bound \(|\langle f, \varphi_k \rangle| \leq \|f\|_2\) for \(s_k < \rho - \frac{1}{\kappa}\) concludes the proof. \(\square\)

### 4.3. A variance estimate

We now apply the above mean ergodic theorem for a variance estimate. Following [Kel17], for any integer \(m \geq 1\) and \(f \in L^2(\mathcal{X})\), we define the set

\[
\mathcal{C}_{m,f} = \left\{ x \in \mathcal{X} \mid \left|\beta_m^+(f)(x) - \mu(f)\right| \geq \frac{\mu(f)}{2} \right\}.
\]

Applying the mean ergodic theorem we obtain the following estimate for the measure of \(\mathcal{C}_{m,f}\) when \(f\) is an indicator function of a spherical set.

**Proposition 4.3.** For any spherical set \(B \subset \mathcal{X}\) and \(f = \chi_B\) its indicator function:

1. If the flow is SD then
   \[
   \mu(\mathcal{C}_{m,f}) \ll \frac{1}{m \mu(B)}. \tag{4.4}
   \]

2. If \(G\) has property \((T)\), then for all sufficiently small \(\epsilon > 0\)
   \[
   \mu(\mathcal{C}_{m,f}) \ll \epsilon \frac{1}{m^{1-\epsilon} \mu(B)}. \tag{4.5}
   \]

3. If \(G\) is locally isomorphic to \(\text{SO}(d+1,1)\) or \(\text{SU}(d,1)\) with \(d \geq 2\), then
   \[
   \mu(\mathcal{C}_{m,f}) \ll \frac{1}{m \mu(B)} + \frac{1}{(m \mu(B)^{2})^{2\tau(T)/3}}. \tag{4.6}
   \]
(4) If $G$ is locally isomorphic to $\text{SO}(2,1)$, then for all sufficiently small $\epsilon > 0$

$$\mu(C_{m,f}) \ll \epsilon \frac{1}{m^{1-\epsilon}\mu(B)} + \frac{1}{(m^{1-\epsilon}\mu(B)^{1+\frac{2}{p'}})^{2\tau(G)}} \quad (4.7)$$

where for the last two cases, $\tau(G)$ denotes the spectral gap parameter defined in (3.5).

Proof. Since $\mu(C_{m,f}) \leq 1$ we may assume that $m\mu(B) \geq 1$ since otherwise the result holds trivially.

Now, by definition if $x \in C_{m,f}$, then $|\beta_m^+(f) - \mu(B)| \geq \frac{\mu(B)}{2}$ and hence

$$||\beta_m^+(f) - \mu(B)||^2_2 \geq \frac{1}{4} \int_{C_{m,f}} \mu(B)^2d\mu(x) = \frac{\mu(C_{m,f})\mu(B)^2}{4}. \quad (4.8)$$

On the other hand, for SD flows by Proposition 4.1 we have

$$||\beta_m^+(f) - \mu(B)||^2_2 \ll \frac{||f||^2_2}{m} = \frac{\mu(B)}{m}. \quad (4.9)$$

Combining (4.8) and (4.9) we get (4.4).

If $G$ has property (T), then again by Proposition 4.1 we have

$$||\beta_m^+(f) - \mu(B)||^2_2 \ll \epsilon \frac{||f||^2_2}{m^{1-\epsilon}} = \frac{\mu(B)}{m^{1-\epsilon}}. \quad (4.10)$$

Combining (4.8) and (4.10), we get (4.5).

If $G$ is locally isomorphic to $\text{SO}(d+1,1)$ or $\text{SU}(d,1)$ with $d \geq 2$, then by Proposition 4.2 we have

$$||\beta_m^+(f) - \mu(B)||^2_2 \ll \epsilon \frac{||f||^2_2}{m} + \sum_{s_k \in [\rho^{-\frac{1}{2}}, \rho]} \frac{||f||_{s_k}^2}{m^k(\rho^{1-s_k})(1-\epsilon)}. \quad (4.11)$$

Recall that by Proposition 3.5, the exceptional forms $\varphi_k \in L^p(\mathcal{X})$ for any $1 < p < \frac{2\rho}{\rho-s_k}$. For $\epsilon > 0$ sufficiently small let $p_k = \frac{2\rho}{(1+\epsilon/2)(\rho-s_k)}$, $q_k = \frac{p_k-1}{p_k}$, and use Hölder inequality to bound

$$||\langle f, \varphi_k \rangle|| \leq ||\varphi||_{p_k} ||f||_{q_k} \ll \epsilon ||f||_{q_k} = \mu(B)^{\frac{q_k}{p_k}}. \quad (4.11)$$

With this bound we get

$$||\beta_m^+(f) - \mu(B)||^2_2 \ll \epsilon \frac{\mu(B)}{m} + \sum_{s_k \in [\rho^{-\frac{1}{2}}, \rho]} \frac{\mu(B)^{\frac{2}{p_k}}}{m^k(\rho^{1-s_k})(1-\epsilon)}. \quad (4.12)$$

Combining (4.8) and (4.11) we get
Note that we always have that $\kappa \rho \geq 2$ so fixing $\epsilon < 1/3$ sufficiently small so that $\frac{1+\frac{1}{2\epsilon}}{\kappa \rho(1-\epsilon)} < \frac{2}{3}$ we get

$$
\mu(C_{m,f}) \ll \frac{1}{m\mu(B)} + \sum_{s_k \in [\rho - \frac{1}{2}, \rho]} \frac{1}{m^{\kappa(1-\epsilon)} \mu(B)^{\frac{1+\frac{1}{2\epsilon}}{\rho} \rho - s_k}} = \frac{1}{m\mu(B)} + \sum_{s_k \in [\rho - \frac{1}{2}, \rho]} \frac{1}{m \mu(B)^{\frac{1+\frac{1}{2\epsilon}}{2\rho} \rho - s_k}} 
$$

< \frac{1}{m\mu(B)} + \sum_{s_k \in [\rho - \frac{1}{2}, \rho]} \frac{1}{(m\mu(B)^{\frac{1}{2}})^{2\kappa(\rho - s_k)/3}}.

Finally, note that for all terms in the sum we have that $\tau(\Gamma) \leq \rho - s_k \leq \frac{1}{\kappa}$ so that

$$
\mu(C_{m,f}) \ll \frac{1}{m\mu(B)} + \frac{1}{(m\mu(B)^{\frac{1}{2}})^{2\tau(\Gamma)/3}}.
$$

For $\SO(2,1)$ we have that $\kappa = 2$ and $\rho = \frac{1}{2}$ and a similar argument gives (4.7) \hfill \Box

5. Applications to shrinking target problems

We now combine all the ingredients and apply them to the shrinking target problems we described in the introduction. As before, throughout this section we let $G$ denote a connected semisimple Lie group with finite center and no compact factors, $\Gamma \leq G$ an irreducible lattice $\{h_i\}_{i \in \mathbb{R}}$ an unbounded one-parameter subgroup, generating a discrete time flow given by the action of the discrete group $H = \{h_m\}_{m \in \mathbb{Z}}$ on the homogenous space $X = \Gamma \backslash G$.

5.1. The hitting time problem. Let $\{B_t\}_{t \geq 0}$ be a monotone family of spherical shrinking targets in $X$. We recall that by Lemma 2.1 and 2.2, in order to prove Theorem 1.1 it is enough to show that the estimate (2.8) holds. We show this in the following Lemma.

Lemma 5.1. Assume that either $G$ has property (T) or that it is simple of real rank one. Then (2.8) holds for any $0 < \delta < \frac{1}{2}$.

Proof. Given a spherical measurable set, $B \subset X$, let $f = \chi_B$ denote its indicator function, and for any $m \in \mathbb{N}$ let $\mathcal{M}^i_{m,B}$ be as defined in (2.6). In particular, for any $x \in \mathcal{M}^i_{m,B}$ we have that $\beta_m^+(f)(x) = \frac{k}{m}$ for some $0 \leq k < i$. Thus for any $m > \frac{2i}{\mu(B)}$, if $x \in \mathcal{M}^i_{m,B}$ then

$$
|\beta_m^+(f)(x) - \mu(f)| = \mu(B) - \frac{k}{m} > \mu(B) - \frac{i}{m} > \frac{1}{2} \mu(B),
$$

so $\mathcal{M}^i_{m,B} \subseteq C_{m,f}$. We recall that $\mathcal{N}$ is the set of integers $\ell \geq 0$ such that $\{\mu(B_t) \mid t > 0\} \cap [\frac{1}{2\ell}, \frac{1}{2\ell+1})$ is nonempty, and for each $\ell \in \mathcal{N}$, $B_{\ell} = \bigcap_{\frac{1}{2\ell+1} \leq \mu(B_t) < \frac{1}{2\ell}} B_t$ with measure $\frac{1}{2\ell+1} \leq \mu(B_{\ell}) \leq \frac{1}{2\ell}$. For each $\ell \in \mathcal{N}$, let $f_{\ell} = \chi_{B_{\ell}}$. Fix $0 < \delta < \frac{1}{2}$ and let $j = \left\lfloor \frac{\log 4\ell}{\delta \log 2} \right\rfloor$. Then for any $\ell \in \mathcal{N} \cap [j, \infty)$,
\[ M_{[2^{(1+\delta)}]B_t} \subset C_{[2^{(1+\delta)}]f_t}. \] Hence to prove (2.8) it is enough to show that

\[ \sum_{\ell \in \mathcal{N}[j,\infty)} \mu\left(C_{[2^{(1+\delta)}]f_t}\right) < \infty. \]

We now use Proposition 4.3 to estimate \( \mu\left(C_{[2^{(1+\delta)}]f_t}\right) \). First, when \( G \) has property \((T)\), Proposition 4.3 with \( \epsilon = \frac{\delta}{2^{(1+\delta)}} \) gives that

\[ \mu\left(C_{[2^{(1+\delta)}]f_t}\right) \ll \frac{1}{[2^{(1+\delta)}]^{1-\epsilon} \mu\left(B_t\right)} \ll 2^{-\delta t/2}, \]

is summable. Next, for \( G \) locally isomorphic to \( SO(d+1,1) \) or \( SU(d,1) \) with \( d \geq 2 \), Proposition 4.3 implies that

\[ \mu\left(C_{[2^{(1+\delta)}]f_t}\right) \ll \epsilon \frac{1}{[2^{(1+\delta)}] \mu\left(B_t\right)} + \frac{1}{[2^{(1+\delta)}] \mu\left(B_t\right)^{3/2}} 2^{\tau(\Gamma)/3} \ll 2^{-\delta t} + 2^{-2\tau(\Gamma)t/9} \]

is also summable. Finally, when \( G \) is locally isomorphic to \( SO(2,1) \), Proposition 4.3 with \( \epsilon = \frac{\delta}{3+2\delta} \) implies that

\[ \mu\left(C_{[2^{(1+\delta)}]f_t}\right) \ll \delta \left(2^{-\delta t/2} + 2^{-\delta \tau(\Gamma)t}\right) \]

is summable. \( \square \)

### 5.2. Logarithm laws

We now apply our results to the special case where \( \Gamma \setminus G \) is not compact and the shrinking targets are cusp neighborhoods, to prove Corollary 1.2, establishing logarithm laws for one-parameter flows. Since \( \Gamma \setminus G \) is not compact when \( G \) is of higher rank, we may assume that \( \Gamma \) is a congruence group. We also assume here that \( G \) is not locally isomorphic to a product of copies of \( SL_2(\mathbb{R}) \) and \( SL_2(\mathbb{C}) \), and note that, in that case, Corollary 1.2 already follows from [KM12].

Now, fix a \( K \times K \)-invariant function \( d(\cdot,\cdot) \) on \( \Gamma \setminus G \) (coming from a distance function on \( \Gamma \setminus \mathcal{H} \) satisfying (1.4) as in the introduction. For a fixed reference point \( x_0 \in \mathcal{X} \) let

\[ B_t = \{ x \in \mathcal{X} \mid d(x, x_0) > t \} \]

be the corresponding spherical cusp neighborhood. We first note that the easy half of Borel-Cantelli lemma, together with a standard continuity argument, implies that the upper bound,

\[ \limsup_{t \to \infty} \frac{d(xh_t, x_0)}{\log t} \leq \frac{1}{\mathcal{X}}, \]

holds for a.e. \( x \in \mathcal{X} \). For the lower bound, note that by Theorem 1.1, when \( G \) has property \((T)\) or is of real rank one the limit (1.3) holds for a.e. \( x \in \mathcal{X} \). When \( G \) is of higher rank without property \((T)\), since \( \Gamma \) is a congruence subgroup and \( G \) is not locally isomorphic to a product of copies of \( SL_2(\mathbb{R}) \) and \( SL_2(\mathbb{C}) \), there is no factor of \( G \) locally isomorphic to \( SL_2(\mathbb{R}) \). Thus, using the known bounds towards the Selberg-Ramanujan conjecture (see Remarks 1 and 11) the limit (1.1) still holds for a.e. \( x \in \mathcal{X} \). The proof of Corollary 1.2 now follows immediately from the following Lemma.
Lemma 5.2. For any $x \in \mathcal{X}$ satisfying (1.3) we have that
\[
\limsup_{t \to \infty} \frac{d(xh_t, x_0)}{\log t} \geq \frac{1}{\kappa}.
\]

Proof. By (1.3) and (1.4), for any small $\epsilon > 0$, there exists $t_0 > 0$ such that for any $t \geq t_0$ we have that $\frac{\log \tau_{B_t(x)}}{\log \mu(B_t)} < 1 + \epsilon$ and $\frac{\log \mu(B_t)}{t} < \kappa + \epsilon$, hence, $\frac{\log \tau_{B_t(x)}}{t} < (\kappa + \epsilon)(1 + \epsilon)$. Moreover, by the minimality of $\tau_{B_t(x)}$ we have that $xh_{\tau_{B_t(x)}} \in B_t$, or equivalently that $d(xh_{\tau_{B_t(x)}}, x_0) > t$. For any integer $\ell \in \mathbb{N}$ let $s_\ell = \tau_{B_t}(x)$. The condition that $x$ satisfies (1.3), implies that $s_\ell \to \infty$ as $\ell \to \infty$, and for any $\ell \geq t_0$, we have
\[
\frac{d(xh_{s_\ell}, x_0)}{\log s_\ell} = \frac{d(xh_{\tau_{B_t}(x)}, x_0)}{\log \tau_{B_t}(x)} > \frac{d(xh_{\tau_{B_t}(x)}, x_0)}{(\kappa + \epsilon)(1 + \epsilon)} \geq \frac{1}{(\kappa + \epsilon)(1 + \epsilon)}.
\]
To conclude, for any $x$ satisfying (1.3) and for any $\epsilon > 0$ we can find an unbounded sequence \(\{s_\ell\}\) such that $\frac{d(xh_{s_\ell}, x_0)}{\log s_\ell} > \frac{1}{(\kappa + \epsilon)(1 + \epsilon)}$, implying that $\limsup_{t \to \infty} \frac{d(xh_t, x_0)}{\log t} \geq \frac{1}{\kappa}$. \qed

Remark 12. In [KM99, AM17], the cusp neighborhoods are defined by a distance function $\tilde{d}(\cdot, \cdot)$ on $\Gamma \backslash G$ induced from a left $G$-invariant and bi-$K$-invariant metric (resp. norm like pseudo metric) on $G$, rather than a distance function on $\Gamma \backslash \mathcal{H}$ as in our case. In order to apply the above argument in this case we can replace the non spherical distance function $\tilde{d}(x, x_0)$ by the spherical distance function $d(x, x_0) := \inf_{k \in K} \tilde{d}(xk, x_0)$. Since $\tilde{d}(\cdot, \cdot)$ is induced from a bi-$K$-invariant metric, there exists some constant $C > 0$ such that for any $x \in \mathcal{X}$, $0 \leq \tilde{d}(x, x_0) - d(x, x_0) \leq C$. Thus the corresponding cusp neighborhoods satisfy $\bar{B}_{t+C} \subset B_t \subset \bar{B}_t$ for any $t > 0$, where $\bar{B}_t = \{x \in \mathcal{X} \mid \tilde{d}(x, x_0) > t\}$. Now from [KM99, AM17] we have that $\mu(B_t) \asymp e^{-\kappa t}$ for some $\kappa > 0$ and hence also have that $\mu(B_t) \asymp e^{-\kappa t}$. Since we also have $\tilde{d}(x, x_0) = d(x, x_0) + O(1)$, we get that for a.e. $x \in \mathcal{X}$
\[
\limsup_{t \to \infty} \frac{\tilde{d}(xh_t, x_0)}{\log t} = \limsup_{t \to \infty} \frac{d(xh_t, x_0)}{\log t} = \frac{1}{\kappa}.
\]

5.3. Orbits eventually always hitting. We now give the proof of Theorem 1.8. Given a monotone sequence of spherical shrinking targets $\{B_m\}_{m \in \mathbb{N}}$, let $f_m = \chi_{B_m}$. By Proposition 4.3, for SD flows
\[
\mu\left(C_{2^j \pm 1, f_2}\right) \ll \frac{1}{2^j \mu(B_2)} \ll \frac{1}{2^j \mu(B_2)},
\]
and if $G$ is locally isomorphic to $\text{SO}(d+1,1)$ or $\text{SU}(d,1)$ with $d \geq 2$, then
\[
\mu\left(C_{2^j \pm 1, f_2}\right) \ll \frac{1}{2^j \mu(B_2)} + \frac{1}{(2^j \mu(B_2)^{\frac{d}{2}})^{2r(T)/3}}
\]
\[
< \frac{1}{2^j \mu(B_2)} + \frac{1}{(2^j \mu(B_2))^{4r(T)/9}}.
\]
Since $\sum_{j=0}^{\infty} \frac{1}{2^j \mu(B_2)} < \infty$, there exists $j_0$ such that for any $j \geq j_0$, $2^j \mu(B_2) > 1$. Hence for all $j \geq j_0$, we have
\[
\mu\left(C_{2^j \pm 1, f_2}\right) \ll \frac{1}{2^j \mu(B_2)} + 2^{-2j/9}.
\]
Thus in both cases, (1.7) implies that \( \sum_{j=0}^{\infty} \mu \left( C_{2^{j+1}, f_2} \right) < \infty \), and since \( \mathcal{M}^1_{m,B} \subseteq \mathcal{C}_{m,f} \) with \( f = \chi_B \), then \( \sum_{j=0}^{\infty} \mu \left( \mathcal{M}^1_{2^{j+1}, B_2} \right) < \infty \) and Theorem 1.8 follows from Lemma 2.3.

### 5.4. Dynamical Borel-Cantelli for SD flows

We now give the proof of Theorem 1.5, by showing that rate of decay of matrix coefficients for SD flows is sufficient to show that for any sequence of spherical shrinking targets, \( \{B_m\}_{m \in \mathbb{N}} \), the family of functions \( f_m(x) = \chi_{B_m(xh_m)} \) satisfy condition (2.9) of Lemma 2.5.

**Proposition 5.3.** Let \( \{B_m\}_{m \in \mathbb{N}} \) denote any sequence of spherical sets in \( \mathcal{X} \) and let \( f_m(x) = \chi_{B_m(xh_m)} \). If the flow is SD then there exists some constant \( C > 0 \) such that for all \( n > m \geq 1 \)

\[
\int_{\mathcal{X}} \left( \sum_{i=m}^{n} f_i(x) - \sum_{i=m}^{n} \mu(f_i) \right)^2 d\mu(x) \leq C \sum_{i=m}^{n} \mu(f_i).
\]

**Proof.** We first note that by direct computation

\[
\int_{\mathcal{X}} \left( \sum_{i=m}^{n} f_i(x) - \sum_{i=m}^{n} \mu(f_i) \right)^2 d\mu(x) = \sum_{m \leq i,j \leq n} \left( \int_{\mathcal{X}} f_i(x) f_j(x) d\mu(x) - \mu(f_i) \mu(f_j) \right).
\]

To simplify notation, let \( \mu_i = \mu(f_i) = \mu(B_i) \) and \( \mu_{i,j} = \int_{\mathcal{X}} f_i(x) f_j(x) d\mu(x) \), and note that \( \mu_{i,i} = \mu_i \) (since for \( f_i(x) = \chi_{B_i(xh_i)} \), \( f_i^2 = f_i \)). With these notations we have

\[
\int_{\mathcal{X}} \left( \sum_{i=m}^{n} f_i(x) - \sum_{i=m}^{n} \mu(f_i) \right)^2 d\mu(x) = \sum_{i=m}^{n} \mu_i + \sum_{m \leq i,j \leq n} \mu_{i,j} - \sum_{1 \leq i,j \leq n} \mu_{i,j}
\]

\[
\leq \sum_{i=m}^{n} \mu_i + \sum_{m \leq i,j \leq n} (\mu_{i,j} - \mu_i \mu_j).
\]

Thus it suffices to show that

\[
\sum_{m \leq i,j \leq n} (\mu_{i,j} - \mu_i \mu_j) \ll \sum_{i=m}^{n} \mu_i.
\]

Since we assume the flow is SD, there exists some constant \( \eta > 1 \) such that for any spherical \( \varphi, \psi \in L^2_0(\Gamma \backslash G) \), for all \( |t| \geq 1 \)

\[
|\langle \pi(h_i) \varphi, \psi \rangle| \ll \frac{||\varphi||_2 ||\psi||_2}{|t|^\eta}.
\]

In particular, for any \( i \neq j \), taking \( \varphi = \chi_{B_i} - \mu(B_i) \) and \( \psi = \chi_{B_j} - \mu(B_j) \) we get that

\[
|\mu_{i,j} - \mu_i \mu_j| = |\langle \pi(h_i) \varphi, \pi(h_j) \psi \rangle| = |\langle \pi(h_{i-j}) \varphi, \psi \rangle|
\]

\[
\ll \frac{||\varphi||_2 ||\psi||_2}{|i-j|^\eta} \leq \sqrt{\frac{\mu_i \mu_j}{|i-j|^\eta}}.
\]

It now suffices to show that

\[
\sum_{m \leq i,j \leq n} \sqrt{\frac{\mu_i \mu_j}{|j-i|^\eta}} \ll \sum_{i=m}^{n} \mu_i.
\]
We rewrite the sum on the left as
\[ \sum_{m \leq i \neq j \leq n} \frac{\sqrt{\mu_i \mu_j}}{|j - i|^{\eta}} = \sum_{m \leq i \neq j \leq n} \frac{\sqrt{\mu_i \mu_j}}{|j - i|^{\eta}} + \sum_{m \leq i \neq j \leq n} \frac{\sqrt{\mu_i \mu_j}}{|j - i|^{\eta}}, \]
and using symmetry we can bound
\[ \sum_{m \leq i \neq j \leq n} \frac{\sqrt{\mu_i \mu_j}}{|j - i|^{\eta}} \leq 2 \sum_{m \leq i \neq j \leq n} \frac{\sqrt{\mu_i \mu_j}}{|j - i|^{\eta}} \]
\[ \leq 2 \sum_{m \leq i \neq j \leq n} \frac{\mu_j}{|j - i|^{\eta}} \]
\[ = 2 \sum_{m \leq j \leq n} \mu_j \left( \sum_{m \leq i \leq n} \frac{1}{|j - i|^{\eta}} \right). \]
We can bound the inner sum by the convergent series \( 2 \sum_{i=1}^{\infty} \frac{1}{r^\eta} \) thus concluding the proof. \( \square \)

**Proof of Theorem 1.5.** Let \( \{B_m\}_{m \in \mathbb{N}} \) denote any sequence of spherical sets in \( \mathcal{X} \) satisfying that \( \sum_{m=1}^{\infty} \mu(B_m) = \infty \). For \( f_m(x) = \chi_{B_m}(xh_m) \) we have that
\[ \sum_{1 \leq j \leq m} f_j(x) = \# \{1 \leq j \leq m : xh_j \in B_j\}, \]
and hence, Proposition 5.3 and Lemma 2.5 imply that for a.e. \( x \in \mathcal{X} \)
\[ \lim_{m \to \infty} \frac{\# \{1 \leq j \leq m : xh_j \in B_j\}}{\sum_{1 \leq j \leq m} \mu(B_j)} = 1. \] \( \square \)

### 5.5. Dynamical Borel-Cantelli for rank one groups.
We now turn to the case where \( G \) is locally isomorphic to \( \text{SO}(d+1,1) \) or \( \text{SU}(d,1) \) with \( d \geq 2 \) (if \( G \) is of real rank one with property (T), then every unbounded flow is SD and we can apply Theorem 1.5). Combining bounds coming from the mean ergodic theorem, together with Lemma 2.5 we show that any monotone sequence of spherical shrinking targets, \( \{B_m\}_{m \in \mathbb{N}} \), is BC. In this case, the argument is different when the sequence \( \{n \mu(B_m)\}_{m \in \mathbb{N}} \) is bounded or unbounded, and we treat these cases separately. We first deal with the bounded case by showing the following.

**Proposition 5.4.** For \( G \) locally isomorphic to \( \text{SO}(d+1,1) \) or \( \text{SU}(d,1) \) with \( d \geq 2 \), let \( \{B_m\}_{m \in \mathbb{N}} \) denote a sequence of spherical sets satisfying that \( \{n \mu(B_m)\}_{m \in \mathbb{N}} \) is uniformly bounded. Let \( f_m(x) = \chi_{B_m}(xh_m) \), then there exists some constant \( C > 0 \) such that for all \( n > m \geq 1 \)
\[ \int_{\mathcal{X}} \left( \sum_{i=m}^{n} f_i(x) - \sum_{i=m}^{n} \mu(f_i) \right)^2 d\mu(x) \leq C \sum_{i=m}^{n} \mu(f_i). \]

**Proof.** As in the proof of Proposition 5.3, denote by \( \mu_i = \mu(f_i) = \mu(B_i) \) and \( \mu_{i,j} = \int_{\mathcal{X}} f_i(x) f_j(x) d\mu(x) \). Using the spectral decomposition we can write
\[ \chi_{B_m} = \mu(B_m) + \sum_{k=0}^{27} \langle \chi_{B_m}, \varphi_k \rangle \varphi_k + f_m, \]
with $f_m^0 \in L^2_{\text{temp}}(\Gamma \backslash \mathcal{H})$. Hence for any $i \neq j$,
\[
\mu_{i,j} = \langle f_i, f_j \rangle = \langle \pi(h_i)\chi_{B_i}, \pi(h_j)\chi_{B_j} \rangle = \langle \pi(h_{i-j})\chi_{B_i}, \chi_{B_j} \rangle = \mu_{i,j} + \sum_k \langle \chi_{B_i}, \varphi_k \rangle \langle \chi_{B_j}, \varphi_k \rangle + \langle \pi(h_{i-j})f_i^0, f_j^0 \rangle.
\]
Thus by Proposition 3.6 we have for any small $\epsilon > 0$
\[
|\mu_{i,j} - \mu_{i,j}| \ll \sum_k \frac{|\langle \chi_{B_i}, \varphi_k \rangle \langle \chi_{B_j}, \varphi_k \rangle|}{|j - i|^\kappa(p-s_k)(1-\epsilon)} + \frac{\sqrt{|\mu_{i,j}|}}{|j - i|^\kappa(p(1-\epsilon)}.
\]

Let $\eta = \kappa \rho(1 - \epsilon)$ and note that for all $0 < \epsilon < 1/4$ we have that $\eta > 3/2$ (since $G$ is not locally isomorphic to $SO(2,1)$). Hence, by the same arguments as in the proof of Proposition 5.3, for any $0 < \epsilon < \frac{1}{4}$ we can bound
\[
\sum_{m \leq i \neq j \leq n} \frac{\sqrt{|\mu_{i,j}|}}{|j - i|^\kappa(1-\epsilon)} \ll \sum_{i=m}^n \mu_i.
\]
Hence, it suffices to show that for each of the finitely many exceptional forms we have
\[
\sum_{m \leq i \neq j \leq n} \frac{|\langle \chi_{B_i}, \varphi_k \rangle \langle \chi_{B_j}, \varphi_k \rangle|}{|j - i|^\kappa(p-s_k)(1-\epsilon)} \ll \sum_{i=m}^n \mu_i.
\]
Now let $0 < \epsilon_0 < \frac{1}{4}$ be sufficiently small such that $\frac{2p}{(p+s_k)(1-\epsilon)} < 2$ for all $s_k$. For $0 < \epsilon \leq \epsilon_0$ (to be determined later) let $q_k = \frac{2p}{(p+s_k)(1-\epsilon)}$ and let $\eta_k = \kappa(p - s_k)(1 - \epsilon)$. Note that $\frac{1}{2} < \frac{1}{q_k} < 1$.

Recalling that the exceptional form $\varphi_k \in \pi_{s_k}$ is contained in $L^p(X)$ for any $1 < p < \frac{2p}{p-s_k}$ we can bound
\[
|\langle \chi_{B_i}, \varphi_k \rangle \langle \chi_{B_j}, \varphi_k \rangle| \ll \mu_i^{\frac{1}{q_k}} \mu_j^{\frac{1}{q_k}},
\]
and hence together with symmetry we can bound
\[
\sum_{m \leq i \neq j \leq n} \frac{|\langle \chi_{B_i}, \varphi_k \rangle \langle \chi_{B_j}, \varphi_k \rangle|}{|j - i|^\eta_k} \ll \sum_{m \leq i \neq j \leq n} \frac{\mu_i^{\frac{1}{q_k}} \mu_j^{\frac{1}{q_k}}}{|j - i|^\eta_k} \ll \sum_{m \leq i \neq j \leq n} \frac{\mu_i^{\frac{1}{q_k}} \mu_j^{\frac{1}{q_k}}}{|j - i|^\eta_k}.
\]
Since $\frac{1}{q_k} < 1$, for $\mu_j \leq \mu_i$ we can bound $\mu_i^{\frac{1}{q_k}} \mu_j^{\frac{1}{q_k}} \leq \mu_i \mu_j^{\frac{2}{q_k} - 1}$ to get that
\[
\sum_{m \leq i \neq j \leq n} \frac{\mu_i^{\frac{1}{q_k}} \mu_j^{\frac{1}{q_k}}}{|j - i|^\eta_k} \leq \sum_{m \leq i \neq j \leq n} \frac{\mu_i \mu_j^{\frac{2}{q_k} - 1}}{|j - i|^\eta_k}.
\]
Now using the assumption that $\{\ell \mu_k\}_{\ell \in \mathbb{N}}$ is uniformly bounded, (and noting that $\frac{2}{q_k} > 1$) we can bound $\mu_j^{\frac{2}{q_k} - 1} \ll \frac{1}{j^{\frac{2}{q_k} - 1}}$ so that
\[
\sum_{m \leq i \neq j \leq n} \frac{\mu_i \mu_j^{\frac{2}{q_k} - 1}}{|j - i|^\eta_k} \ll \sum_{m \leq i \leq n} \mu_i \left( \sum_{m \leq j \leq n} \frac{1}{j^{\frac{2}{q_k} - 1} |j - i|^\eta_k} \right).
\]
For the cases we consider we have that $\kappa - \frac{1}{\rho} \geq 1/2$ and we can estimate the exponent 
\[
\frac{2}{q_k} - 1 + \eta_k = \frac{(p+s_k)(1-\epsilon)}{\rho} - 1 + \kappa(p-s_k)(1-\epsilon) \geq (1-\epsilon) \left(2 + \frac{r}{\tau}\right) - 1,
\]
where $\tau = \tau(\Gamma)$ is the spectral gap parameter for $\Gamma$. Taking $\epsilon = \min\left\{\frac{1}{2}e_0, \frac{\tau}{2\tau+8}\right\}$ we get that 
\[
\frac{2}{q_k} - 1 + \eta_k \geq 1 + \frac{1}{4}\tau.
\]
Hence for any $m \leq i \leq n$, the sum 
\[
\sum_{m \leq j \leq n, \mu_j \leq \mu, j \neq i} \frac{1}{j - i} \leq \sum_{j > 0} \left(\frac{1}{j^{1/2+\eta_k}} + \frac{1}{|i-j|^{1/2+\eta_k}}\right) \leq \sum_{\ell \neq 0} |\ell|^{1/2+\eta_k} < \infty,
\]
is uniformly bounded and thus concluding the proof. \hfill \Box

Next, we consider the case where $\{m\mu(B_m)\}_{m \in \mathbb{N}}$ is unbounded. For this case we use results of the effective mean ergodic theorem to show the following.

**Proposition 5.5.** For $G$ locally isomorphic to $\text{SO}(d + 1, 1)$ or $\text{SU}(d, 1)$ with $d \geq 2$, let $\{B_m\}_{m \in \mathbb{N}}$ be a monotone family of spherical shrinking targets in $\mathcal{X} = \Gamma \backslash G$ satisfying that $\sum_{m=1}^\infty \mu(B_m) = \infty$ and that $\{m\mu(B_m)\}_{m \in \mathbb{N}}$ is unbounded. Then there is a subsequence $m_j$ with $m_j\mu(B_{m_j}) \to \infty$ satisfying that for a.e. $x \in \mathcal{X}$ 
\[
\lim_{j \to \infty} \frac{\#(xH_{m_j}^+ \cap B_{m_j})}{m_j \mu(B_{m_j})} = 1.
\]

**Proof.** For any $m \in \mathbb{N}$ let $f_m = \frac{x_{B_m}}{\mu(B_m)}$ and note that $\beta^+_m(f_m)(x) = \frac{\#(xH_{m}^+ \cap B_m)}{m\mu(B_m)}$. Hence it suffices to show that there is some subsequence $\{m_j\}$ such that $\beta^+_{m_j}(f_{m_j})(x) \to 1$ as $j \to \infty$ for a.e. $x \in \mathcal{X}$. By Proposition 4.2 we have 
\[
||\beta^+_m(f_m) - 1||_2 \leq \frac{1}{\sqrt{m\mu(B_m)}} + \sum_{s_k \in [\rho - \frac{1}{\kappa}, \rho]} \frac{|\langle f_m, \varphi_k \rangle|}{m\mu(B_m)^{1/2+\epsilon}},
\]
Recall that we can bound $|\langle f_m, \varphi_k \rangle| \leq_q ||f_m||_q$ for any $q > \frac{2\rho}{\rho+s_k}$. Now for $0 < \epsilon < 1 - \frac{1}{\kappa\rho}$, for any $s_k \in [\rho - \frac{1}{\kappa}, \rho]$ we have $q_k = 1 + \frac{1}{2(\rho-s_k)(1-\epsilon)} > \frac{2\rho}{\rho+s_k}$ and hence $|\langle f_m, \varphi_k \rangle| \leq ||f_m||_q = \frac{1}{\mu(B_m)^{1/2+\epsilon}}$. Thus for any $0 < \epsilon < 1 - \frac{1}{\kappa\rho}$ we have 
\[
||\beta^+_m(f_m) - 1||_2 \leq \frac{1}{\sqrt{m\mu(B_m)}} + \sum_{s_k \in [\rho - \frac{1}{\kappa}, \rho]} \frac{1}{m\mu(B_m)^{1/2+\epsilon}(\rho-s_k)(1-\epsilon)}.
\]
Since $\{m\mu(B_m)\}_{m \in \mathbb{N}}$ is unbounded, there is a subsequence satisfying that $m_j\mu(B_{m_j}) \to \infty$, for which $||\beta_{m_j}(f_{m_j}) - 1||_2 \to 0$ as $j \to \infty$. Passing to another subsequence, if necessary, we get that $\beta_{m_j}(f_{m_j})(x) \to 1$ for a.e. $x \in \mathcal{X}$. \hfill \Box

We now combine the two cases to complete the proof.
Proof of Theorem 1.7. Let $G$ be locally isomorphic to $\text{SO}(d+1, 1)$ or $\text{SU}(d, 1)$ with $d \geq 2$, and let $\{B_m\}_{m \in \mathbb{N}}$ denote a monotone family of spherical shrinking targets with $\sum_{m} \mu(B_m) = \infty$. Now, if the sequence $\{m \mu(B_m)\}_{m \in \mathbb{N}}$ is bounded then by Proposition 5.4 we have that for a.e. $x \in \mathcal{X}$,
\[
\lim_{m \to \infty} \frac{\# \{1 \leq j \leq m : xh_j \in B_j \}}{\sum_{1 \leq j \leq m} \mu(B_j)} = 1.
\]

If the sequence $\{m \mu(B_m)\}_{m \in \mathbb{N}}$ is unbounded then by Proposition 5.5 there is a subsequence $m_j$ such that for a.e. $x \in \mathcal{X}$
\[
\lim_{j \to \infty} \frac{\# \{1 \leq i \leq m_j : xh_i \in B_{m_j} \}}{m_j \mu(B_{m_j})} = 1.
\]

In both cases, for a.e. $x \in \mathcal{X}$ the set $\{m \in \mathbb{N} : xh_m \in B_m \}$ is unbounded, so $\{B_m\}_{m \in \mathbb{N}}$ is BC for this flow. $\square$
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