Layered solutions to the vector Allen-Cahn equation in $\mathbb{R}^2$. Characterization of minimizers and a new approach to heteroclinic connections.
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**Abstract** Let $W : \mathbb{R}^m \to \mathbb{R}$ be a nonnegative potential with exactly two nondegenerate zeros $a_- \neq a_+ \in \mathbb{R}^m$. We assume that there are $N \geq 1$ distinct heteroclinic orbits connecting $a_-$ to $a_+$ represented by maps $\tilde{u}_1, \ldots, \tilde{u}_N$ that minimize the one-dimensional energy $J_{\Omega}(u) = \int_{\Omega} \left( |u'|^2 + W(u) \right) dx$.

We first consider the problem of characterizing the minimizers $u : \mathbb{R}^n \to \mathbb{R}^m$ of the energy $J_{\Omega}(u) = \int_{\Omega} \left( |\nabla u|^2 + W(u) \right) dx$. Under a nondegeneracy condition on $\tilde{u}_j$, $j = 1, \ldots, N$ and in two space dimensions, we prove that, provided it remains away from $a_-$ and $a_+$ in corresponding half spaces $S_-$ and $S_+$, a bounded minimizer $u : \mathbb{R}^2 \to \mathbb{R}^m$ is necessarily an heteroclinic connection between suitable translates $\tilde{u}_-(-\eta_-)$ and $\tilde{u}_+(-\eta_+)$ of some $\tilde{u}_\pm \in \{ \tilde{u}_1, \ldots, \tilde{u}_N \}$.

Then we focus on the existence problem and assuming $N = 2$ and denoting $\tilde{u}_-, \tilde{u}_+$ the representations of the two orbits connecting $a_-$ to $a_+$ we give a new proof of the existence (first proved in [31]) of a solution $u : \mathbb{R}^2 \to \mathbb{R}^m$ of

$$\Delta u = W_u(u),$$

that connects certain translates of $\tilde{u}_\pm$.
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1 Introduction

We consider entire solutions $u : \mathbb{R}^n \to \mathbb{R}^m$ of the vector Allen-Cahn equation
\[ \Delta u = W_u(u), \tag{1} \]
where $W : \mathbb{R}^m \to \mathbb{R}$ is a $C^3$ potential and $W_u = (\frac{\partial W}{\partial u_1}, \ldots, \frac{\partial W}{\partial u_m})^\top$. We suppose that $W$ satisfies
\[ \liminf_{|u| \to +\infty} W(u) > 0, \]
and
\[ 0 = W(a_-) < W(u), \quad u \notin \{a_-, a_+\} \tag{2} \]
for some $a_- \neq a_+ \in \mathbb{R}^m$.

We assume that $a_{\pm}$ are non degenerate in the sense that the quadratic forms $W_{uu}(a_{\pm})z \cdot z$ are positive definite.

These assumptions on $W$ ensure \[6, 33, 27, 34\] the existence of an heteroclinic connection between $a_-$ and $a_+$ represented by a map $\bar{u} : \mathbb{R} \to \mathbb{R}^m$ which is a minimizer of the problem
\[ J_{\bar{u}} = \min_{\varphi \in \mathcal{A}} J_{\bar{u}}(\varphi), \quad J_{\bar{u}}(\varphi) := \int_{\mathbb{R}} \left( \frac{1}{2} |\varphi'|^2 + W(\varphi) \right) ds, \tag{3} \]
\[ \mathcal{A} := \{ \varphi \in W^{1,2}_{\text{loc}}(\mathbb{R}; \mathbb{R}^m) : \lim_{s \to \pm\infty} \varphi(s) = a_{\pm} \}. \]

We assume that there are exactly $N \geq 1$ distinct connections with representations $\bar{u}_1, \ldots, \bar{u}_N$ that minimize $J_{\bar{u}}$ and define
\[ c_0 := J_{\bar{u}}(\bar{u}_j), \quad j = 1, \ldots, N. \tag{4} \]

We refer to \[5\] for examples of potentials that allow multiple connections.

Given $\bar{u} \in \{\bar{u}_1, \ldots, \bar{u}_N\}$, for each $r \in \mathbb{R}$ the translate $\bar{u}(\cdot - r)$ is also a minimizer and therefore $0$ is in the spectrum of the linearized operator $T : W^{2,2}(\mathbb{R}; \mathbb{R}^m) \to L^2(\mathbb{R}; \mathbb{R}^m)$:
\[ T\varphi = -\varphi'' + W_{uu}(\bar{u})\varphi, \quad \bar{u} \in \{\bar{u}_1, \ldots, \bar{u}_N\}, \tag{5} \]
and $\bar{u}'$ is a corresponding eigenvector. We assume that the $N$ connections are nondegenerate in the sense that $0$ is a simple eigenvalue of $T$ for $\bar{u} = \bar{u}_1, \ldots, \bar{u}_N$.

Is a standard fact that the assumption on $a_{\pm}$ being non degenerate and the smoothness of $W$ imply $\sigma(s) = -$ for $s \leq 0$, $\sigma(s) = +$ for $s > 0$
\[ |\bar{u}(s) - a_{\sigma(s)}|, |\bar{u}'(s)|, |\bar{u}''(s)| \leq K e^{-K|s|}, \quad \text{for } s \in \mathbb{R}, \quad \bar{u} \in \{ \bar{u}_1, \ldots, \bar{u}_N \}, \tag{6} \]
for some $K > 0$.

For each map $u \in W^{1,2}_{\text{loc}}(\mathbb{R}^n; \mathbb{R}^m) \cap L^\infty(\mathbb{R}^n; \mathbb{R}^m)$ and for each open bounded and Lipschitz set $\Omega \subset \mathbb{R}^n$ we define
\[ J_\Omega(u) := \int_{\Omega} \left( \frac{1}{2} |\nabla u|^2 + W(u) \right) dx. \]

We focus on solutions of (1) which are minimizers:
Definition 1 A map $u \in C^2(\mathcal{O}; \mathbb{R}^m) \cap L^\infty(\mathcal{O}; \mathbb{R}^m)$, $\mathcal{O} \subset \mathbb{R}^n$ open, is called a minimizer if

$$J_\Omega(u) \leq J_\Omega(u),$$

for each open bounded and Lipschitz set $\Omega \subset \mathcal{O}$ and for each $u \in W^{1,2}(\Omega; \mathbb{R}^m) \cap L^\infty(\Omega; \mathbb{R}^m)$ such that $u = u$ on $\partial \Omega$.

Classifying all minimizers $u = \mathbb{R}^n \rightarrow \mathbb{R}^m$ for general $n \geq 1$ is probably an impossible task. Even the scalar case $m = 1$, in spite of many deep results [23], [10], [3], [24], [19], [30], [16] motivated by a famous conjecture of De Giorgi [17], is far from being completely understood.

We restrict to two space dimensions and give a complete characterization of all minimizers $u = \mathbb{R}^2 \rightarrow \mathbb{R}^m$ that in half-spaces $S_-, S_+$ remain away from $a_-, a_+$ respectively. More precisely we prove (recall that $\sigma(s) = -$ for $s \leq 0$, $\sigma(s) = +$ for $s > 0$)

Theorem 1 Assume $W$, $a_\pm$ and $\bar{u}_1, \ldots, \bar{u}_N$ as before and let $u : \mathbb{R}^2 \rightarrow \mathbb{R}^m$ be a minimizer that, for some $\delta > 0$ and $\lambda > 0$, satisfies the condition

$$|u(x, y) - a_\pm| \geq \delta, \quad (x, y) \in S_\pm, \quad S_\pm = \{(x, y) : \mp y \geq \lambda\}. \quad (7)$$

Then there are $\bar{u}_\pm \in \{ar{u}_1, \ldots, \bar{u}_N\}$, numbers $\eta_\pm \in \mathbb{R}$ and constants $k, K, k', K' > 0$ such that

$$|u(x, y) - a_{\sigma(y)}| \leq Ke^{-k|y|},$$
$$|u(x, y) - \bar{u}_{\sigma(x)}(y - \eta_{\sigma(x)})| \leq K'e^{-k'|x|}. \quad (8)$$

Moreover if $\bar{u}_- = \bar{u}_+ = \bar{u}$ it results

$$u(x, y) = \bar{u}(y - \eta), \quad (9)$$

for some $\eta \in \mathbb{R}$.

Theorem 1 says that under condition (7) and in two dimensions a minimizer is necessarily an heteroclinic connection between two minimizers of the effective potential

$$W(v) := J_R(\bar{u} + v) - J_R(\bar{u}), \quad c_0 := J_R(\bar{u}), \quad \bar{u} \in \{\bar{u}_1, \ldots, \bar{u}_N\}. \quad (10)$$

It is an open problem, which requires new ideas, to show that the same is true if condition (7) is removed.

We observe explicitly that if $N = 1$ Theorem 1 implies that a minimizer $u$ is necessarily a translate of $\bar{u}$. This is an example of a situation where a bounded smooth solution $u : \mathbb{R}^n \rightarrow \mathbb{R}^m$ of (1) is rigid in the sense that there are: a subspace $V \subset \mathbb{R}^n$, $\dim V < n$, a projection $P : \mathbb{R}^n \rightarrow V$ and a map $\bar{u} : V \rightarrow \mathbb{R}^m$ such that

$$u(z) = \bar{u}(Pz), \quad \text{for } z \in \mathbb{R}^n.$$
Besides the already mentioned papers \cite{10, 3, 23, 24, 19, 30, 16} concerning the scalar case \( m = 1 \), for the vector case \( m > 1 \) we mention \cite{20} where the authors, for \( n = 2 \), and under a monotonicity assumption that involves \( W \) and the components of \( u \) prove that \( u \) is one-dimensional. In \cite{18} for \( m = 2, n = 3 \) or \( n = 4 \) and \( W_u(u) = u(1 - |u|^2) \) the author shows that a solution \( u \) of (1), which is a minimizer and satisfies \( |u| \to 1 \) as \( |x| \to +\infty \), is necessarily constant. For rigidity results for the competitive system

\[
\Delta u_j = \sum_{i \neq j} u_i^2 u_j, \quad j = 1, \ldots, m, \tag{11}
\]

we refer to \cite{32} and to the references therein.

Theorem 1 can be considered as an infinite dimensional analogous of

**Theorem 2** Assume that \( W \in C^3(\mathbb{R}^m; \mathbb{R}) \) satisfies

\[
0 = W(a) < W(z), \quad z \in \mathbb{R}^m \setminus \{a_1, \ldots, a_N\},
\]

where \( a_1, \ldots, a_N \in \mathbb{R}^m \) are distinct and non degenerate. Then, if \( u : \mathbb{R} \to \mathbb{R}^m \) is a minimizer, either \( u \equiv a \) for some \( a \in \{a_1, \ldots, a_N\} \) or there exist \( a_- \neq a_+ \in \{a_1, \ldots, a_N\} \) such that

\[
|u(x) - a_{\sigma(x)}| \leq Ke^{-k|x|}, \quad x \in \mathbb{R}.
\]

In this analogy the zeros \( a_1, \ldots, a_N \) of \( W \) correspond to the zeros of the effective potential \( W \), that is, to the minimizers \( \bar{u}_1, \ldots, \bar{u}_N \) and heteroclinic connections between zeros of \( W \) correspond to heteroclinic connections between zeros of \( W \). We note however that there is also an important difference between the zeros of \( W \) that are isolated and the zeros of \( W \), that is the maps \( \bar{u}_1, \ldots, \bar{u}_N \) and their translates which lie on \( N \) distinct one-dimensional manifolds. Therefore in the case of Theorem 2 there is the extra difficulty of proving that the heteroclinic is asymptotic to specific elements of the manifolds of the translates of \( \bar{u}_- \) and \( \bar{u}_+ \).

In the proof of Theorem 1 we regard the minimizer \( u : \mathbb{R}^2 \to \mathbb{R}^m \) as a map

\[
\mathbb{R} \ni x \to u(x, \cdot) \in \bar{u} + W^{1,2}(\mathbb{R}; \mathbb{R}^m)
\]

where \( \bar{u} \) belongs to \( \{\bar{u}_1, \ldots, \bar{u}_N\} \) or is any smooth map \( \bar{u} : \mathbb{R} \to \mathbb{R}^m \) with the same asymptotic behaviour. We interpret the elliptic system (1) as an ODE in the infinite dimensional function space \( \bar{u} + W^{1,2}(\mathbb{R}; \mathbb{R}^m) \):

\[
u_{xx}(x, \cdot) = \nabla L^2(\mathbb{R}; \mathbb{R}^m)(J_R(u(x, \cdot))) - c_0.
\]

In the above analogy this equation corresponds to the equation \( u'' = W_u(u) \) satisfied by \( \bar{u}_1, \ldots, \bar{u}_N \). This point of view and a particular representation formula for the energy based on two *hamiltonian identities* that are consequences of the minimality of \( u \) allow to adapt to the case at hand some of the ideas in \cite{6}.
After completing the proof of Theorem 1 we restrict to the case $N = 2$ and turn to the problem of the existence of solutions of (1) that satisfies (8). This question was first considered in [1] for potential invariant under the reflection that exchanges $a_-$ and $a_+$ and the existence of a symmetric solution that connects symmetric minimizers $\bar{u}_-$ and $\bar{u}_+$ of $J_{R}$ was established. Working in the symmetric context greatly simplify the problem and, in particular, fixes the position of the interface (which can be identified with the $x$ axis) that separates the regions where $u$ is near $a_-$ or near $a_+$ and automatically implies $\eta_{\pm} = 0$ which otherwise are unknowns of the problem. The question was solved in full generality in a remarkable paper [31] by an approach based on variational arguments and on dynamical systems techniques used for the construction of solutions of (1) in half spaces with Dirichlet conditions near $\bar{u}_-$ or near $\bar{u}_+$. The result proved in [31] is the following

**Theorem 3** Let $W \in C^3(\mathbb{R}^m; \mathbb{R})$, $a_\pm$ be as before and assume $N = 2$. Assume that

$$W(sz) \geq W(z), \quad \text{for } |z| \geq M, \ s \geq 1. \quad (12)$$

for some $M > 0$. Then there exists $u \in C^{2+\alpha}(\mathbb{R}^2; \mathbb{R}^m)$ and $\eta_{\pm} \in \mathbb{R}$ that solve (1) and satisfy (8).

Our aim is to show that some of the arguments in the proof of Theorem 1 can be employed to construct a new, nontrivial but elementary, proof of Theorem 3. As in the proof of Theorem 1 we regard the sought solution of (1) as a map $R \ni x \to u(x, \cdot) \in \bar{u} + W^{1,2}(\mathbb{R}; \mathbb{R}^m)$, $\bar{u} \in \bar{u}_- \cup \bar{u}_+$ that connects the minimizers $\bar{u}_\pm(\cdot - \eta_{\pm})$ of the effective potential $\mathcal{W}$. In other words we look at the problem as the problem of the existence of an heteroclinic orbit in the function space $\bar{u} + W^{1,2}(\mathbb{R}; \mathbb{R}^m)$.

Beside the already mentioned papers [1] and [31] there are other works dealing with the existence of heteroclinic solutions to PDEs. Solutions homoclinic to zero were considered in [2]. Heteroclinic solutions in periodic domains are the object of [11] and [7]. In [28], in a periodic setting, existence of solutions connecting two different periodic functions was established.

We now describe our approach to the proof of Theorem 3 and discuss how we can overcome certain difficulties that prevent from a straightforward application of the direct method of variational calculus. These are: loss of compactness due to translation invariance in the $x$ and $y$ directions and the fact that the solution we are looking for has infinite energy. To deal with these obstructions we consider a bounded strip $\mathcal{R}_L = \{(x, y) : x \in (0, L); y \in \mathbb{R}\}$, $L > 1$ and, for each $\eta \in \mathbb{R}$, consider the problem

$$\min_{\mathcal{A}_{L,\eta}} \mathcal{J}(u), \quad \mathcal{J}(u) = \int_{\mathcal{R}_L} \left( W(u) + \frac{1}{2} |\nabla u|^2 \right) dxdy, \quad (13)$$

$$\mathcal{A}_{L,\eta} = \{ u \in W^{1,2}_{loc}(\mathcal{R}_L; \mathbb{R}^m) : u(\cdot, 0) = \bar{u}_-, u(\cdot, L) = \bar{u}_+(\cdot - \eta) \}.$$
of understanding the relationship between minimizers $u^{L, \eta}$ of (13) and the solution $u$ we are looking for. We regard the minimization problem (13) as a first step where we impose to the minimizer to connect two fixed elements of the manifolds of the translates of $\bar{u}_\pm$. We note in passing that what actually matter is the difference $\eta = \eta_+ - \eta_-$ rather than the values of $\eta_+$ and $\eta_-$ separately. Indeed a translation in the $y$ direction reduces to the case considered in (13).

By mean of the Cut-Off Lemma (see section 2.2 in [7]) we show that the admissible set $A_{L, \eta}$ in (13) can be restricted to maps that converge to $a_\pm$ as $y \to \pm \infty$ with a well controlled rate. Then standard arguments imply that, given $L > 1$, there exist a minimizer $u^{L, \eta} \in A_{L, \eta}$ of problem (13) for each $\eta \in \mathbb{R}$ and a map $u^L$ that satisfies the condition

$$J(u^L) = \min_{\eta \in \mathbb{R}} J(u^{L, \eta}),$$

that we use to determine the value of $\eta$. This yields a family of maps $u^L$, $L > 1$ which, for large $L$, are expected to be good approximations of a translation of the sought solution $u$ in Theorem 3. Therefore we expect that

$$u(x, y) = \lim_{L_j \to +\infty} u^{L_j}(x - l_j, y),$$

for suitable sequences $L_j$, $l_j$, $j = 1, \ldots$. To show that this is indeed the case we need to derive precise point-wise estimates on $u^L$.

The paper is organized as follows. We prove Theorem 1 in Section 2 and Theorem 3 in Section 4. In Section 2.1 we study the projection on the manifold of the translates of $\bar{u} \in \{\bar{u}_1, \ldots, \bar{u}_N\}$. In Section 2.2 we study the effective potential and show that, away from $\bar{u}_1, \ldots, \bar{u}_N$ and their translates, $W$ is bounded below by a constant larger than $c_0$. In Section 2.3 we discuss two Hamiltonian identities that are used to derive a particular representation formula for the energy which is essential for obtaining the point-wise estimates needed for completing the proof of Theorem 1 in Section 2.4. In Section 3 we sketch the proof of Theorem 2. In Section 4.1 we prove existence of $u^{L, \eta}$ and $u^L$. In Section 4.2 we derive information on the asymptotic behavior of $u^{L, \eta}$ and $u^L$. In Section 4.3 we prove that $u^L \in A_{L, \eta}$ for some $\eta$ which is bounded independently of $L > 1$. This is a key point for the analysis that concludes the proof of Theorem 3 in Section 4.4.

In the following we write $z \in \mathbb{R}^2$ as $z = (x, y)$ with $x, y \in \mathbb{R}$; we denote by $z \cdot \zeta$ the scalar product between $z, \zeta \in \mathbb{R}^d$, $d \geq 1$, by $\langle u, v \rangle$ the standard inner product in $L^2(\mathbb{R}; \mathbb{R}^m)$ and by $\|u\| = \sqrt{\langle u, u \rangle}$ the associated norm. For a measurable set $S \subset \mathbb{R}^d$, $|S|$ denotes the $d$-dimensional Lebesgue measure of $S$. We denote by $C, k, K$ generic positive constants that may depend on $W, M, \delta, \lambda$. The value of $C, k, K$ may change from line to line.
2 The proof of Theorem 1

Since \( u \) is, by assumption, a bounded solution of (1) and \( W \in C^3(\mathbb{R}^m;\mathbb{R}) \) elliptic theory implies that

\[
\|u\|_{C^{2,\gamma}(\mathbb{R}^2;\mathbb{R}^m)} \leq M,
\]

for some \( M > 0, \gamma \in (0, 1) \).

**Lemma 1** There exist \( k, K > 0 \) such that, for \( \alpha \in \mathbb{N}^2, \alpha_1 + \alpha_2 \leq 2 \), it results

\[
|\langle D^\alpha (u - \bar{u}) \rangle(x, y)| \leq Ke^{-k|y|}, \quad \alpha = (\alpha_1, \alpha_2), \quad \bar{u} = \bar{u}_1, \ldots, \bar{u}_N, \quad (17)
\]

\[
\|\langle D^\alpha (u - \bar{u}) \rangle(x, \cdot)\| \leq \frac{K}{\sqrt{k}}, \quad x \in \mathbb{R}, \quad \bar{u} = \bar{u}_1, \ldots, \bar{u}_N. \quad (18)
\]

**Proof** From (7) we see that the minimizer \( u \) satisfies the hypothesis of Theorem 1.2 in [21] or Theorem 3.1 in [9] with respect to \( a_- \) in the half space \( S_- = \{(x, y) : y \geq \lambda \} \) and with respect to \( a_+ \) in \( S_+ = \{(x, y) : y \leq -\lambda \} \). It follows

\[
|u(x, y) - a_\sigma(y)| \leq Ke^{-k|y|}, \quad (19)
\]

for some constants \( k, K > 0 \). Therefore from (16) we obtain

\[
|u(x, y) - \bar{u}(y)| \leq Ke^{-k|y|}, \quad (x, y) \in \mathbb{R}^2, \quad \bar{u} = \bar{u}_1, \ldots, \bar{u}_N. \quad (20)
\]

This estimate and elliptic interior regularity imply (17). The bound (18) is a plain consequence of (17). The proof is complete.

A simple and useful consequence of the estimate (17) is that in the Definition 1 of minimality of \( u \) we can extend the class of sets \( \Omega \) to include strips aligned with the \( y \) axis.

**Lemma 2** Let \( u \) the minimizer in Lemma 1. Given \( x_0 \in \mathbb{R} \) and \( L > 0 \) let \( \mathcal{R}_L(x_0) := (x_0, x_0 + L) \times \mathbb{R} \). Then

\[
\mathcal{J}_{\mathcal{R}_L(x_0)}(u) \leq \mathcal{J}_{\mathcal{R}_L(x_0)}(v),
\]

for all \( v \in u + W^{1,2}(\mathbb{R}^2;\mathbb{R}^m) \) that satisfy

\[
v(x_0, y) = u(x_0, y), \quad v(x_0 + L, y) = u(x_0 + L, y),
\]

and

\[
|v(x, y) - a_\sigma(y)|, \quad \|\nabla u(x, y)\| \leq Ke^{-k|y|}. \quad (21)
\]

**Proof** The proof is elementary. See Lemma 6.2 in [9].

The minimality of \( u \) imply an upper bound for the energy

**Lemma 3** There exists \( C_0 > 0 \) independent of \( x_0 \in \mathbb{R} \) and \( L > 0 \) such that

\[
\mathcal{J}_{\mathcal{R}_L(x_0)}(u) \leq c_0L + C_0, \quad (21)
\]

where \( c_0 \) is defined in (4).
Proof Fix \( \bar{u} \in \{ \bar{u}_1, \ldots, \bar{u}_N \} \), assume \( L > 2 \) and define a competing map \( v \) by setting

\[
v(x, \cdot) = \begin{cases} 
  u(x, \cdot), & x \in (\infty, x_0] \cup [x_0 + L, +\infty), \\
  (1 - (x - x_0))u(x_0, \cdot) + (x - x_0)\bar{u}(\cdot), & x \in (x_0, x_0 + 1), \\
  \bar{u}, & x \in [x_0 + 1, x_0 + L - 1], \\
  (x_0 + L - x)\bar{u}(\cdot) + (1 + x - x_0 - L)u(x_0 + L, \cdot), & x \in (x_0 + L - 1, x_0 + L).
\end{cases}
\]  

From this definition, (6) and Lemma 1 it follows that, for \( x \in [x_0, x_0 + 1] \cup [x_0 + L - 1, x_0 + L] \), \( v \) satisfies

\[
|v_x(x, y)|^2, |v_y(x, y)|^2 \leq K^2 e^{-2k|y|}. 
\]  

On the other hand \( v \) is bounded and converges exponentially to \( a_{\pm} \) as \( y \to \pm\infty \) therefore we have

\[
\lim_{y \to \pm\infty} W(v(x, \cdot)) = 0, \quad x \in [x_0, x_0 + 1] \cup [x_0 + L - 1, x_0 + L].
\]

with exponential convergence. This and (23) imply

\[
J_{[x_0, x_0 + 1] \cup [x_0 + L - 1, x_0 + L]}(v) \leq C_0
\]

for some constant \( C_0 > 0 \) and therefore

\[
J_{[x_0, L]}(v) \leq c_0 L + C_0.
\]

To conclude the proof we note that (22) implies \( v(x_0, \cdot) = u(x_0, \cdot) \) and \( v(x_0 + L, \cdot) = u(x_0 + L, \cdot) \). Then Lemma 2 implies

\[
J_{[x_0, L]}(u) \leq J_{[x_0, L]}(v) \leq c_0 L + C_0.
\]

The proof is complete.

Lemma 3 implies an upper bound for the kinetic energy.

Lemma 4 It results

\[
\int_{\mathbb{R}} \int_{\mathbb{R}} |u_x|^2 \, dy \, dx \leq C_0. \quad (24)
\]

\[
\lim_{x \to \pm\infty} \int_{\mathbb{R}} |u_x(x, y)|^2 \, dy = 0. \quad (25)
\]

Proof The minimality of \( \bar{u}_1, \ldots, \bar{u}_N \) implies

\[
J_{\mathbb{R}}(u(x, \cdot)) - c_0 \geq 0, \quad x \in [x_0, x_0 + L]
\]

and therefore from (21) we obtain

\[
\int_{x_0}^{x_0 + L} \int_{\mathbb{R}} |u_x|^2 \, dy \, dx \leq \int_{x_0}^{x_0 + L} (J_{\mathbb{R}}(u(x, \cdot)) - c_0) \, dx + \int_{x_0}^{x_0 + L} \int_{\mathbb{R}} |u_x|^2 \, dy \, dx \leq C_0
\]
and, since this inequality is valid for all \( x_0 \in \mathbb{R} \) and \( L > 0 \), (24) follows. If (25) does not hold we have
\[
\int_{\mathbb{R}} |u_x(x_j, y)|^2 dy \geq \epsilon > 0
\]
along a sequence \( x_j, j = 1, \ldots \) that converges either to \(-\infty\) or to \(+\infty\). Lemma 1 implies
\[
\frac{d}{dx} \int_{\mathbb{R}} |u_x(x, y)|^2 dy \leq 2\|u_x(x, \cdot)\|_{L^2}^2 \leq \frac{2K^2}{k}.
\]
It follows that the map \( x \rightarrow \int_{\mathbb{R}} |u_x(x, y)|^2 dy \) is Lipschitz continuous and we have
\[
\int_{\mathbb{R}} |u_x(x, y)|^2 dy \geq \frac{\epsilon}{2}, \quad x \in (x_j - \delta, x_j + \delta)
\]
for some \( \delta > 0 \) independent of \( j = 1, \ldots \). By passing to a subsequence we can assume \( |x_{j+1} - x_j| \geq 2\delta \) and conclude (assuming for example that \( x_j \to +\infty \))
\[
j\delta \epsilon \leq \int_{x_{j-\delta}}^{x_{j+\delta}} \int_{\mathbb{R}} |u_x(x, y)|^2 dy \leq C_0
\]
that contradicts (24) for large \( j \). This concludes the proof.

2.1 The decomposition of a map \( u \) near a translate of \( \bar{u}_j \).

Recall that \( \| \cdot \| \) denote the norm in \( L^2(\mathbb{R}; \mathbb{R}^m) \). We have (see also Lemma 2.1 in [31])

**Lemma 5** Let \( u : \mathbb{R} \to \mathbb{R}^m \) be a map that satisfy
\[
u \in \bar{u}_1 + L^2(\mathbb{R}, \mathbb{R}^m)
\]
(26)

Then
1. there exist \( h \in \mathbb{R} \) and \( \bar{u} \in \{\bar{u}_1, \ldots, \bar{u}_N\} \) such that
\[
\|u - \bar{u}(\cdot - h)\| = \min_j \min_r \|u - \bar{u}_j(\cdot - r)\|.
\]
Moreover it results
\[
\langle u - \bar{u}(\cdot - h), \bar{u}'(\cdot - h) \rangle = 0.
\]
2. There exists \( q_0 > 0 \) such that, for \( q := \|u - \bar{u}(\cdot - h)\| \leq q_0 \), \( h \) and \( \bar{u} \) are uniquely determined.

1 The space \( \bar{u}_1 + L^2(\mathbb{R}, \mathbb{R}^m) \) does not change if \( \bar{u}_1 \) is replaced by any smooth map with the same asymptotic behavior.
For $q < q^0$, $h$ is a $C^2$ function of $u$ and it results

$$(D_u h) w = -\frac{(w, \bar{u}'(\cdot - h))}{\|\bar{u}'\|^2 - (u - \bar{u}(\cdot - h), \bar{u}'(\cdot - h))}. \quad (29)$$

**Proof** For large $|r_1 - r_2|$ we have with $a = \frac{a + a - a}{2}$

$$\|\bar{u}_j(\cdot - r_1) - \bar{u}_j(\cdot - r_2)\|^2 \geq |a|^2 |r_1 - r_2|, \quad j = 1, \ldots, N,$$

and therefore

$$\|u - \bar{u}_j(\cdot - r)\| \geq |a| \sqrt{|r|} - \|u - \bar{u}_j\|, \quad j = 1, \ldots, N. \quad (30)$$

This proves 1. The fact that (28) holds is standard.

To prove 2. we observe that the assumption that the $N$ connections are distinct implies that the $L^2$ distance between distinct $\bar{u}_i, \bar{u}_j$ and their translates has a positive lower bound

$$q^* = \min_{i \neq j} \min_{r \in \mathbb{R}} \|\bar{u}_i(\cdot) - \bar{u}_j(\cdot - r)\| > 0. \quad (31)$$

It follows that, for $q^0 \in (0, q^*)$, $\bar{u}$ in (27) is uniquely determined.

To show that, provided $q^0 \in (0, q^*)$ is sufficiently small, for $q \leq q^0$, also $h$ is uniquely determined we observe that from (30) it suffices to show that $\bar{u}(\cdot - h)$ is the only choice that satisfies (27) for $|r| \leq h_0$ for some large $h_0 > 0$.

For $q \leq q^0$ we have

$$\|u - \bar{u}(\cdot - r)\| \leq q + \|\bar{u}(\cdot - r) - \bar{u}(\cdot - h)\| \leq q^0 + \|\bar{u}'\| |r - h|.$$

It follows

$$\|\bar{u}'\|^2 - \langle \bar{u}''(\cdot - r), u - \bar{u}(\cdot - r) \rangle \geq \frac{\|\bar{u}'\|^2}{2}, \quad (32)$$

provided $|r - h| \leq \frac{\|\bar{u}'\|}{4\|\bar{u}''\|}$ and $q \leq q^0 \leq \frac{\|\bar{u}'\|^2}{4\|\bar{u}''\|}$. This and

$$\frac{d}{dr} \|u - \bar{u}(\cdot - r)\|^2 = 2\langle \bar{u}'(\cdot - r), u - \bar{u}(\cdot - r) \rangle$$

$$= 2 \left( \langle \bar{u}'(\cdot - r), u - \bar{u}(\cdot - r) \rangle - \langle \bar{u}'(\cdot - h), u - \bar{u}(\cdot - h) \rangle \right)$$

$$= 2 \int_h^r \frac{d}{ds} \langle \bar{u}'(\cdot - s), u - \bar{u}(\cdot - s) \rangle ds$$

$$= 2 \int_h^r (\|\bar{u}'\|^2 - \langle \bar{u}''(\cdot - s), u - \bar{u}(\cdot - s) \rangle) ds,$$

yield, for $|r - h| \leq \frac{\|\bar{u}'\|}{4\|\bar{u}''\|}$,

$$\frac{d}{dr} \|u - \bar{u}(\cdot - r)\|^2 \geq \|\bar{u}'\|^2 (r - h), \quad \text{for } r \geq h$$

$$\frac{d}{dr} \|u - \bar{u}(\cdot - r)\|^2 \leq \|\bar{u}'\|^2 (r - h), \quad \text{for } r \leq h \quad (34)$$
and we obtain, for $|r - h| \leq \frac{\|u''\|}{4\|u''\|}$ and $q \leq q^0 \leq \frac{\|u''\|^2}{4\|u''\|}$,
\begin{equation}
\|u - \bar{u}(\cdot - r)\|^2 \geq q^2 + \frac{1}{2}\|\bar{u}'\|^2|r - h|^2.
\end{equation}

This shows that $h$ is the unique solution of (24) in the interval $|r - h| \leq \frac{\|u''\|}{4\|u''\|}$. We have already observed that no choice of $|r - h| \geq h_0$ satisfies (24). To conclude the proof of uniqueness it remains to prove that there are no solutions for $\frac{\|u''\|}{4\|u''\|} \leq |r - h| \leq h_0$. Define
\[ q_m := \min_{\|u''\| \leq |r - h| \leq h_0} \|\bar{u}(\cdot - r) - \bar{u}(\cdot - h)\| \]

then $q_m > 0$ and, by reducing $q^0$ if necessary, we can assume that $q_m > 2q^0$ then, for $\frac{\|u''\|}{4\|u''\|} \leq |r - h| \leq h_0$, we have
\[ \|u - \bar{u}(\cdot - r)\| \geq \|\bar{u}(\cdot - r) - \bar{u}(\cdot - h)\| - q \geq q_m - q^0 > q^0. \]

This concludes the proof of 2.

Remark 1 If in (27) we replace the $L^2$ norm $\| \cdot \|$ with the $W^{1,2}$ norm $\| \cdot \|_1$, then by repeating verbatim the steps in the proof of Lemma 5 we establish the analogous of Lemma 5 for the $W^{1,2}$ norm. In particular we have that, for $q^0 > 0$ sufficiently small, the condition
\begin{equation}
\min_j \min_{r \in \mathbb{R}} \|u - \bar{u}_j(\cdot - r)\|_1 \leq p, \quad p \in (0, q^0]
\end{equation}

implies the existence of unique $h_1$ and $\bar{u}$ that solves (27) with $\| \cdot \|_1$ instead of $\| \cdot \|$ and $\bar{u}$ does not depend on which norm is used. As expected the difference $h - h_1$ between the solutions $h$ and $h_1$ of (27) in the $L^2$ and $W^{1,2}$ sense converges to zero with $p$.

Lemma 6 If (36) holds with $p \in (0, q^0]$ and $q^0 > 0$ is sufficiently small, then the solutions $h$ and $h_1$ of (27) in the $L^2$ and the $W^{1,2}$ sense respectively satisfy
\begin{equation}
|h - h_1| \leq \frac{2^\circ}{\|u''\|} p^\circ.
\end{equation}
Moreover it results
\[ \| u - \bar{u}(\cdot - h) \|_1 \leq 22^\frac{1}{p} \frac{\| \bar{u}' \|_1}{\| u' \|} (p)^{\frac{1}{p}} = C p^{\frac{1}{p}}. \] (38)

**Proof** From (35) we have
\[ (q^0)^2 \geq p^2 = \| u - \bar{u}(\cdot - h_1) \|_1^2 \geq \| u - \bar{u}(\cdot - h_1) \| \]
\[ \geq \| u - \bar{u}(\cdot - h) \|^2 + \frac{1}{2} \| u' \|^2 |h - h_1|^2 \]
and (37) is established. From (37) it follows
\[ \| \bar{u}(\cdot - h) - \bar{u}(\cdot - h_1) \|_1 \leq \| \bar{u}' \|_1 |h - h_1| \leq 2^{\frac{1}{p}} \frac{\| \bar{u}' \|_1}{\| u' \|} p^{\frac{1}{p}} \]
and therefore
\[ \| u - \bar{u}(\cdot - h) \|_1 \leq \| u - \bar{u}(\cdot - h_1) \|_1 + \| \bar{u}(\cdot - h) - \bar{u}(\cdot - h_1) \|_1 \]
\[ \leq p + 2^{\frac{1}{p}} \frac{\| \bar{u}' \|_1}{\| u' \|} p^{\frac{1}{p}} \leq 22^{\frac{1}{p}} \frac{\| \bar{u}' \|_1}{\| u' \|} p^{\frac{1}{p}}, \quad \text{for } p \leq q^0 \leq 2(\frac{\| \bar{u}' \|_1}{\| u' \|})^2. \]

The proof is complete.

**Lemma 7** Let \( I \subset \mathbb{R} \) be an open interval and let \( u \) be a minimizer that satisfies
\[ |(D^\alpha(u - \bar{u}_1))(x,y)| \leq Ke^{-k|y|}, \quad (x,y) \in I \times \mathbb{R}, \; \alpha \in \mathbb{N}^2, \; \alpha_1 + \alpha_2 \leq 2, \] (39)
for some \( k, K > 0 \). Assume that
\[ q(x) = \min_{\alpha \in \mathbb{N}^2} \min_{r \in \mathbb{R}} \| u(x,\cdot) - \bar{u}_\alpha(\cdot - r) \| \leq q^0, \quad x \in I, \]
with \( q^0 > 0 \) sufficiently small.

Then, for each \( x \in I \), there are unique \( h(x) \in \mathbb{R} \) and \( \bar{u} \in \{ \bar{u}_1, \ldots, \bar{u}_N \} \) that satisfy
\[ q(x) = \| u(x,\cdot) - \bar{u}(\cdot - h(x)) \|, \] (40)
and \( \bar{u} \) is the same for all \( x \in I \).

Moreover, for each \( x \in I \), \( u(x,\cdot) \) can be uniquely decomposed in the form
\[ u(x,\cdot) = \bar{u}(\cdot - h(x)) + v(x,\cdot - h(x)) \]
\[ v(x,y) := u(x,y + h(x)) - \bar{u}(y), \] (41)
and, if \( q(x) > 0 \), it results \( v(x,\cdot) = q(x)\nu(x,\cdot) \) with \( \| \nu(x,\cdot) \| = 1 \).

The function \( h : I \to \mathbb{R} \) is of class \( C^2 \) and
\[ |h|, |h'| \leq C, \]
for some constant \( C > 0 \).
Finally there exists $k_1, K_1 > 0$ such that
\[ |(D^i_y v)(x, y)| \leq K_1 e^{-k_1|y|}, \quad \text{for} \quad (x, y) \in I \times \mathbb{R}, \quad i = 0, 1, 2 \quad (42) \]
and
\[ \|(D^i_y v)(x, \cdot)\| \leq \frac{K_1}{\sqrt{k_1}}, \quad \text{for} \quad x \in I, \quad i = 0, 1, 2. \quad (43) \]

Proof Existence and uniqueness of $\bar{u}$ and of the map $h : I \to \mathbb{R}$ that satisfies (40) and (41) follow from Lemma 5. From (39) it follows that $h$ is bounded. To show that the same is true for $h'$ we invoke 3. in Lemma 5 which implies
\[ h'(x) = - \frac{(u_x(x, \cdot), \bar{u}'(\cdot - h(x)))}{\|\bar{u}'\|^2 - (u(x, \cdot) - \bar{u}(\cdot - h(x)), \bar{u}'(\cdot - h(x)))}, \quad x \in I \]
and therefore, for $q^0 \leq \frac{\|\bar{u}'\|^2}{2\|\bar{u}'\|^2}$, we have
\[ |h'(x)| \leq \frac{\|u_x(x, \cdot)\|\|\bar{u}'\|}{\|\bar{u}'\|^2 - q(x)\|\bar{u}'\|^2} \leq \frac{2K_1}{\sqrt{k_1}\|\bar{u}'\|}, \quad x \in I \]
where we have used (39) and $(u - \bar{u})_x = u_x$ that imply
\[ \|u_x(x, \cdot)\| \leq \frac{K_1}{\sqrt{k_1}} \quad \text{for} \quad x \in I. \quad (44) \]
The estimate (42) follows from (39), from the bound on $h$ and (6). The estimate (43) from (42). The proof is complete.

2.2 The effective potential.

Lemma 8 Let $v \in L^2(\mathbb{R}; \mathbb{R}^m)$ be a $C^1$ map such that
\[ |v| + |v'| \leq C, \]
for some $C > 0$. Then
\[ ||v||_{L^\infty(\mathbb{R}; \mathbb{R}^m)} \leq (\frac{3}{2}C)^{\frac{1}{2}}||v||_{\mathcal{F}}. \quad (45) \]

Proof The assumptions on $v$ imply the existence of $s_m \in \mathbb{R}$ such that
\[ |v(s_m)| = m := ||v||_{L^\infty(\mathbb{R}; \mathbb{R}^m)}. \]
This and $|v'| \leq C$ imply
\[ |v(s)| \geq m - C|s - s_m| \quad s \in (s_m - \frac{m}{C}, s_m + \frac{m}{C}). \]
This and a routine computation complete the proof.
For later reference we note that if \( v \in L^2(\mathbb{R}; \mathbb{R}^m) \) satisfies the assumptions in Lemma 8, we have, for \( \|v\| \leq \frac{2\pi}{3} C \),

\[
| \int_{\mathbb{R}} \left( W(\tilde{u} + v) - W(\tilde{u}) - W_u(\tilde{u}) \cdot v - \frac{1}{2} W_{uu}(\tilde{u}) v \cdot v \right) ds | \leq C_w \|v\|^\frac{3}{2},
\]

\[
| \int_{\mathbb{R}} \left( W_u(\tilde{u} + v) \cdot v - W_u(\tilde{u}) \cdot v - W_{uu}(\tilde{u}) v \cdot v \right) ds | \leq C_w \|v\|^\frac{3}{2}, \tag{46}
\]

\[
| \int_{\mathbb{R}} \left( W_{uu}(\tilde{u} + v) - W_{uu}(\tilde{u}) \right)v \cdot vds | \leq C_w \|v\|^\frac{3}{2}.
\]

for some constant \( C_w > 0 \). Since \( W \) is a \( C^3 \) function and \( |v| \leq C \)

\[
\max_{|z| \leq C} |W_{uuu}(\tilde{u} + z)| \leq \text{Const.}
\]

This and Taylor’s formula imply that, for each \( s \in \mathbb{R} \), it results

\[
|W(\tilde{u} + v) - W(\tilde{u}) - W_u(\tilde{u}) \cdot v - \frac{1}{2} W_{uu}(\tilde{u}) v \cdot v| \leq C |v|^3 \leq C \|v\|^\frac{3}{2} |v|^2,
\]

where, for the last inequality, we have used (45). Then (46) follows by integrating on \( \mathbb{R} \). The other inequalities are proved in the same way.

If \( v \in W^{1,2}(\mathbb{R}; \mathbb{R}^m) \), \( v \neq 0 \) we sometime write \( v \) in the form

\[
v(s) = q \nu(s), \quad s \in \mathbb{R},
\]

where \( q = \|v\| \) is the \( L^2 \) norm of \( v \), and \( \nu \in \{ w \in W^{1,2}(\mathbb{R}, \mathbb{R}^m) : \|w\| = 1 \} \).

For \( \tilde{u} \in \{ \tilde{u}_1, \ldots, \tilde{u}_N \} \) fixed, the effective potential defined in (10) can be considered a function of \( q \in \mathbb{R} \) and \( \nu \in W^{1,2}(\mathbb{R}, \mathbb{R}^m) : \|w\| = 1 \). To emphasize this point of view, sometime, we write \( W(q, \nu) \) instead of \( W(q \nu) \). Recall that \( \|v\|_1 \) denotes the \( W^{1,2}(\mathbb{R}, \mathbb{R}^m) \) norm of \( v \).

**Lemma 9** Let \( v \in W^{1,2}(\mathbb{R}; \mathbb{R}^m) \) be as in Lemma 8 and assume that

\[
(v, \tilde{u}') = 0.
\]

Then the constant \( q^0 \) in Lemma 8 can be chosen so that the effective potential \( W(q, \nu) \) is increasing in \( q \) for \( q \in [0, q^0] \) and there is \( \mu > 0 \) such that

\[
\frac{\partial^2}{\partial q^2} W(q, \nu) \geq \mu (1 + |\nu'|^2), \quad q \in (0, q^0], \tag{47}
\]

and

\[
W(q, \nu) \geq \frac{1}{2} \mu q^2 (1 + |\nu'|^2), \quad q \in (0, q^0]
\]

\[
\Leftrightarrow \quad W(q, \nu) \geq \frac{1}{2} \mu \|v\|^2, \quad \|v\| \in (0, q^0], \tag{48}
\]

Moreover it results

\[
|W(v) - \frac{1}{2} \langle T v, v \rangle | \leq C \|v\|^\frac{3}{2}, \quad \|v\| \in (0, q^0], \tag{49}
\]

where \( T \) is defined in (3).
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Proof We have

$$W(q, \nu) = J_\mathbb{R}(\bar{u} + q\nu) - J_\mathbb{R}(ar{u}) = \langle \bar{u}', q\nu' \rangle + \frac{1}{2} q^2 \|\nu'\|^2 + \int_\mathbb{R} \left( W'(\bar{u} + q\nu) - W(\bar{u}) \right) ds. \tag{50}$$

By differentiating twice $W(q, \nu)$ with respect to $q$ yields

$$\frac{\partial^2}{\partial q^2} W(q, \nu) = \|\nu'\|^2 + \int_\mathbb{R} W'_{uu}(\bar{u} + q\nu) \nu \cdot d\nu + \int_\mathbb{R} \left( W_{uu}(\bar{u} + q\nu) - W_{uu}(\bar{u}) \right) \nu \cdot d\nu. \tag{51}$$

From $q\nu = v$, and (46) we have

$$| \int_\mathbb{R} \left( W'_{uu}(\bar{u} + q\nu) - W_{uu}(\bar{u}) \right) \nu \cdot d\nu | \leq Cq^\frac{3}{2}. \tag{52}$$

We now observe that

$$\frac{\partial^2}{\partial q^2} W(0, \nu) = \langle T\nu, \nu \rangle. \tag{53}$$

$T$ is a self-adjoint operator which is positive by the minimality of $\bar{u}$. From the assumption that $a_{\pm}$ are non degenerate the matrix $W_{uu}(a_{\pm})$ is positive definite and Theorem A.2 in [26] implies that the essential spectrum of $T$ is bounded below by a positive constant $\mu_e > 0$. Since $\bar{u}'$ is an eigenvector of $T$, the assumption that 0 is a simple eigenvalue of $T$ implies that if $\mu_1 < \mu_e$ is an eigenvalue of $T$ then

$$\mu_1 = \inf_{\langle \nu, \bar{u}' \rangle = 0} \langle T\nu, \nu \rangle > 0.$$

From this, (53) and Theorem 13.31 in [29] it follows that there is $\mu_2 > 0$ such that

$$\frac{\partial^2}{\partial q^2} W(0, \nu) \geq \mu_2 > 0, \tag{54}$$

which together with (52) implies

$$\frac{\partial^2}{\partial q^2} W(q, \nu) \geq \frac{\mu_2}{2}, \quad \text{for } q \in [0, q^0] \tag{55}$$

provided we assume $q^0 \leq (\frac{\mu_2}{2})^\frac{2}{3}$. 
To upgrade this estimate to (47) we use a trick from [14]. Recalling (51) we have

\[ \frac{\partial^2}{\partial q^2} W(q, \nu) - \mu(1 + \|\nu\|^2) = (1 - \mu) \left( \|\nu\|^2 + \int_R W_{uu}(\bar{u} + q\nu) \nu \cdot v ds \right) \]
\[ + \mu \int_R \left( W_{uu}(\bar{u} + q\nu) - I \right) \nu \cdot v ds \]
\[ \geq (1 - \mu) \frac{\mu_2}{2} - \mu \left( \int_R \left( W_{uu}(\bar{u} + q\nu) - W_{uu}(\bar{u}) \right) \nu \cdot v ds \right) \]
\[ + \left| \int_R \left( W_{uu}(\bar{u}) - I \right) \nu \cdot v ds \right| \]
\[ \geq (1 - \mu) \frac{\mu_2}{2} - \mu \left( Cq^2 + C' \right) \geq (1 - \mu) \frac{\mu_2}{2} - 2\mu C' = 0, \]
for \( \mu = \frac{\mu_2}{\mu_2 + 4C'} \), \( q \leq q^0 = \left( \frac{C'}{C'} \right)^2 \).

where we have used (52) and \(|W_{uu}(\bar{u}) - I| \leq C'\). This concludes the proof of (47). The inequality in (48) follows from (47) and

\[ W(0, \nu) = \frac{\partial}{\partial q} W(0, \nu) = 0, \]

which is a consequence of the definition of \( W(q, \nu) \) and of the minimality of \( \bar{u} \).

To complete the proof we note that (49) follows from (46) and (50) that, after observing \( \langle \bar{u}', v' \rangle = -\langle \bar{u}'', v \rangle = -(W_u(\bar{u}), v) \), can be rewritten as

\[ W(v) = \langle \bar{u}', v' \rangle + \frac{1}{2} \|v'\|^2 + \int_R \left( W(\bar{u} + q\nu) - W(\bar{u}) \right) ds \]
\[ = \frac{1}{2} \langle Tv, v \rangle + \int_R \left( W(\bar{u} + q\nu) - W(\bar{u}) - W_u(\bar{u})v - \frac{1}{2} W_{uu}(\bar{u})v \cdot v \right) ds \quad (56) \]

The proof is complete.

Lemma 9 describes the properties of the effective potential \( W \) in a neighborhood of one of the connections represented by \( \bar{u}_1, \ldots, \bar{u}_N \). We also need a lower bound for the effective potential away from a neighborhood of the \( N \) connections.

**Lemma 10** Let \( q^0 \) the constant in Lemma 9. For \( p \in (0, q^0] \) let \( \mathcal{U}_p \) be the set of \( C^{2,\alpha}(\mathbb{R}; \mathbb{R}^m) \) maps that satisfy

1. \( \|u\|_{C^{2,\alpha}(\mathbb{R};\mathbb{R}^m)} \leq C, \quad (57) \)

for some constants \( C \).
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2. 
\[ |u(s) - a_\sigma(s)| \leq g(|s|), \quad \text{for } s \in \mathbb{R}, \quad \text{(58)} \]

where $g : [0, \infty) \to (0, \infty)$ is a positive decreasing function that converges to 0 at infinity.

3. 
\[ \|u - \bar{u}_i(-r)\|_1 \geq p, \quad r \in \mathbb{R}, \quad i = 1, \ldots, N. \quad \text{(59)} \]

Then there exists $e_p > 0$ independent of $g$ such that
\[ J_{\mathbb{R}}(u) - c_0 \geq e_p, \quad \text{for } u \in \mathcal{U}_p. \]

Proof Assume instead that
\[ \lim_{j \to +\infty} J_{\mathbb{R}}(u_j) = c_0 \]

along a sequence $u_j \in \mathcal{U}_p, j = 1, \ldots$. Then we can also assume $J_{\mathbb{R}}(u_j) \leq 2c_0$. From this and the fact that $g$ is a convex condition it follows that, possibly by passing to a subsequence,
\[ u_j \rightharpoonup u, \quad \text{in } W^{1,2}_{\text{loc}}(\mathbb{R}; \mathbb{R}_m), \]

for some $u \in W^{1,2}_{\text{loc}}(\mathbb{R}; \mathbb{R}_m)$ that satisfies (58) and
\[ \lim_{j \to +\infty} J(u_j) = J(u) = c_0. \]

This and the fact that $\bar{u}_1, \ldots, \bar{u}_N$ are, by assumption, (modulo translation) the only minimizers of $J_{\mathbb{R}}$, imply
\[ u = \bar{u} = \bar{u}_i(-s_0), \]

for some $i \in \{1, \ldots, N\}$ and $s_0 \in \mathbb{R}$. Since $a_\pm$ are non degenerate zeros of $W \geq 0$ and $W$ is a $C^3$ function, there exist positive constants $\gamma, \Gamma$ and $r_0 > 0$ such that
\[ W_{uu}(a_\pm + z)\zeta \cdot \zeta \geq \gamma^2|\zeta|^2, \quad \zeta \in \mathbb{R}_m, \quad |z| \leq r_0, \]
\[ \frac{1}{2}\gamma^2|z|^2 \leq W(a_\pm + z) \leq \frac{1}{2}\Gamma^2|z|^2, \quad |z| \leq r_0. \quad \text{(60)} \]

If $I \subset \mathbb{R}$ is an interval we let $\|v\|_{1,I}$ the $W^{1,2}(I; \mathbb{R}_m)$ norm of $v$. Given $\tau > 0$ we let $I_\tau = (-\tau, \tau), I^+_\tau = [\tau, +\infty)$ and $I^-_\tau = (-\infty, -\tau]$. From (6) we can fix $\tau$ so that
\[ J_{I^-_\tau}(\bar{u}) + J_{I^+_\tau}(\bar{u}) \leq \epsilon, \quad \text{(61)} \]

and
\[ \|ar{u} - a_+\|_{1,I^-_\tau} + \|ar{u} - a_-\|_{1,I^+_\tau} \leq \epsilon \quad \text{(62)} \]

where $\epsilon > 0$ is a small number to be chosen later. Moreover, since both $\bar{u}$ and $u_j$ satisfy (58) we can take $\tau > 0$ so large that
\[ |u_j - a_-| \leq r_0, \quad \text{in } I^-_\tau, \]
\[ |u_j - a_+| \leq r_0, \quad \text{in } I^+_\tau. \quad \text{(63)} \]
where $r_0$ is the constant in (60). From (67) we can assume that $u_j$ converges in compact intervals in the $C^1$ sense to the limit map $\bar{u}$ and therefore that, for large $j$

$$|J_{I_\tau}(u_j) - J_{I_\tau}(\bar{u})| \leq \epsilon, \quad (64)$$

$$\|u_j - \bar{u}\|_{1,I_\tau} \leq \epsilon.$$ 

From (62), (64) and (59) it follows, for $\epsilon > 0$ small

$$\|u_j - a_-\|_{1,I_\tau} + \|u_j - a_+\|_{1,I_\tau}^2$$

$$\geq \|u_j - \bar{u}\|_{1,I_\tau} + \|u_j - \bar{u}\|_{1,I_\tau} - \|\bar{u} - a_-\|_{1,I_\tau}^2 - \|\bar{u} - a_+\|_{1,I_\tau}^2$$

$$\geq \|u_j - \bar{u}\|_{1,I_\tau} + \|u_j - a_-\|_{1,I_\tau} - \|\bar{u} - a_-\|_{1,I_\tau}^2 - \|\bar{u} - a_+\|_{1,I_\tau}^2 \geq p - 3\epsilon \geq \frac{p}{2}. \quad (65)$$

From (65), using also (60) and (63), we obtain

$$\frac{p^2}{8} \leq \|u_j - a_-\|^2_{1,I_\tau} + \|u_j - a_+\|^2_{1,I_\tau}$$

$$\leq \int_{I_\tau} (|u_j - a_-|^2 + |u_j'|^2) ds + \int_{I_\tau} (|u_j - a_+|^2 + |u_j'|^2) ds$$

$$\leq C_\gamma \int_{I_\tau} \left( \gamma^2 |u_j - a_-|^2 + \frac{1}{2} |u_j'|^2 \right) d\tau + C_\gamma \int_{I_\tau} \left( \gamma^2 |u_j - a_+|^2 + \frac{1}{2} |u_j'|^2 d\tau \right) d\tau$$

$$\leq C_\gamma (J_{I_\tau}(u_j) + J_{I_\tau}(u_j))$$

where $C_\gamma = \max\{\frac{1}{\tau^2}, 2\}$. From this (61) and (64) it follows, for $j$ large and $\epsilon$ small

$$J(u_j) = J_{I_\tau}(u_j) + J_{I_\tau}(u_j) + J_{I_\tau}(u_j)$$

$$\geq J_{I_\tau}(\bar{u}) - \epsilon + \frac{p^2}{8C_\gamma}$$

$$\geq c_0 + 2\epsilon + \frac{p^2}{8C_\gamma} \geq c_0 + \frac{p^2}{16C_\gamma}. \quad (66)$$

The estimate (66) contradicts the minimizing character of the sequence $u_j$ and concludes the proof.

2.3 Hamiltonian identities and a representation formula for the energy

In this section we derive two identities that are consequences of the minimality of $u$ and are basic for our proof of Theorem 1 and Theorem 3. These identities were noted (see Lemma 8.2 in [31]) but not exploited in [31]. The first identity, already considered in [25] and [4] generalizes to the present PDE setting
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the classical theorem of conservation of mechanical energy. The other iden-
tity expresses an approximate orthogonality condition which does not have a
finite dimensional counterpart. Following [25] we refer to these identities as
Hamiltonian identities.

**Lemma 11** Let $I \subset \mathbb{R}$ an interval and assume $u : I \times \mathbb{R} \to \mathbb{R}^m$ is a minimizer. Then there exist constants $\omega$ and $\tilde{\omega}$ such that, for $x \in I$, it results

$$
\int_{\mathbb{R}} \frac{1}{2} |u_x(x,y)|^2 \, dy = \int_{\mathbb{R}} \left( W(u(x,y)) + \frac{1}{2} |u_y(x,y)|^2 \right) \, dy - c_0 + \omega, \\
\Rightarrow \int_{\mathbb{R}} \frac{1}{2} |u_x(x,\!)|^2 = J_{\mathbb{R}}(u(\cdot,\!)) - c_0 + \omega.
$$

(67)

Proof Given $[x_0, x_0 + L] \subset I$ let $g : [x_0, x_0 + L] \to [x_0, x_0 + L]$ a continuous increasing surjection with inverse $\gamma : [x_0, x_0 + L] \to [x_0, x_0 + L]$. Define $v(s,y) = u(g(s),y)$, for $s \in [x_0, x_0 + L]$, $y \in \mathbb{R}$.

Then the energy $\mathcal{J}_{\mathcal{R}_L(x_0)}(v)$ of $v$ in the strip $\mathcal{R}_L(x_0) := (x_0, x_0 + L) \times \mathbb{R}$ is given by

$$
\mathcal{J}_{\mathcal{R}_L(x_0)}(v) = \int_{x_0}^{x_0 + L} \int_{\mathbb{R}} \left( W(v(s,y)) + \frac{1}{2} |v_x(s,y)|^2 + |v_y(s,y)|^2 \right) \, dy \, ds \\
= \int_{x_0}^{x_0 + L} \gamma'(x) \int_{\mathbb{R}} \left( W(u(x,y)) + \frac{1}{2} |u_x(x,y)|^2 \right) \, dy \, dx \\
+ \int_{x_0}^{x_0 + L} \frac{1}{\gamma'(x)} \int_{\mathbb{R}} \frac{1}{2} |u_y(x,y)|^2 \, dy \, dx. 
$$

(69)

The minimality of $u$ implies

$$
\mathcal{J}_{\mathcal{R}_L(x_0)}(v) \geq \mathcal{J}_{\mathcal{R}_L(x_0)}(u),
$$

(70)

for all $\gamma$. Note that, since $\mathcal{R}_L(x_0)$ is unbounded, to state (70) we need to invoke Lemma [1] and Lemma [2]. From (70), if we set $\gamma(x) = x + \lambda \sigma(x)$ with $\sigma$ an arbitrary $C^1$ function that satisfies $\sigma(x_0) = \sigma(x_0 + L) = 0$, we obtain

$$
0 = \frac{d}{d\lambda} \mathcal{J}_{\mathcal{R}_L(x_0)}(v)|_{\lambda = 0} \\
= \int_{x_0}^{x_0 + L} \int_{\mathbb{R}} \left( W(u(x,y)) + \frac{1}{2} |u_y(x,y)|^2 - \frac{1}{2} |u_x(x,y)|^2 \right) \sigma'(x) \, dy \, dx.
$$

(71)

Since $\sigma'$ is an arbitrary function with zero average and (71) holds for every $x_0$ and every $L > 0$ we obtain (67).
Let \( g : [x_0, x_0 + L] \to \mathbb{R} \) a \( C^1 \) function that satisfies
\[
g(x_0) = g(x_0 + L) = 0. \quad (72)
\]

Define
\[
v^\lambda(x, y) = u(x, y - \lambda g(x)), \quad \text{for } x \in [x_0, x_0 + L], \ y \in \mathbb{R}, \ \lambda \in (-1, 1).
\]

Then
\[
J_{\mathcal{R}_L(x_0)}(v^\lambda) = \int_{x_0}^{x_0+L} \int_{\mathbb{R}} \left( W(u) + \frac{1}{2} (|v_x^\lambda|^2 + |v_y^\lambda|^2) \right) dy dx
\]
\[
= \int_{x_0}^{x_0+L} \int_{\mathbb{R}} \left( W(u) + \frac{1}{2} |u_x|^2 + (1 + \lambda^2 |g'|^2) \frac{1}{2} |u_y|^2 - \lambda g' u_x \cdot u_y \right) dy dx.
\]

From (72) we have \( v(x_0, \cdot) = u(x_0, \cdot) \) and \( v(x_0 + L, \cdot) = u(x_0 + L, \cdot) \). This and the minimality of \( u \) imply
\[
0 = \frac{d}{d\lambda} J_{\mathcal{R}_L(x_0)}(v^\lambda)|_{\lambda=0} = \int_{x_0}^{x_0+L} g' \int_{\mathbb{R}} u_x \cdot u_y dy dx
\]
for all \( g' \) such that \( \int_{x_0}^{x_0+L} g' dx = 0 \). This proves (68) for some constant \( \bar{\omega} \). The proof is complete.

If, as suggested in the Introduction, we regard the minimizer \( u : \mathbb{R}^2 \to \mathbb{R}^m \) as a map from \( \mathbb{R} \) to \( \bar{u} + \mathcal{W}^{1,2}(\mathbb{R}; \mathbb{R}^m) \) and interpret \( x \) as time, we see that, as in classical mechanics, the identity (67) says exactly that the sum of kinetic energy \( \frac{1}{2} \int_{\mathbb{R}} |u_x|^2 dy \) and potential energy, the negative of the effective potential, is a constant of the motion.

If \( I = \mathbb{R} \) we have \( \omega = \bar{\omega} = 0 \).

**Lemma 12** Assume \( u : \mathbb{R}^2 \to \mathbb{R}^m \) is the minimizer in Theorem 4 Then
\[
\int_{\mathbb{R}} \frac{1}{2} |u_x|^2 dy = \int_{\mathbb{R}} \left( W(u) + \frac{1}{2} |u_y|^2 \right) dy - c_0, \ x \in \mathbb{R}, \quad \Leftrightarrow \quad (74)
\]
\[
\frac{1}{2} ||u_x(x, \cdot)||^2 = J_R(u(x, \cdot)) - c_0, \ x \in \mathbb{R}.
\]
\[
\int_{\mathbb{R}} u_x \cdot u_y dy = 0, \ x \in \mathbb{R}, \quad (75)
\]

**Proof** From (67) and (25) in Lemma 4 it follows
\[
\lim_{x \to +\infty} \int_{\mathbb{R}} \left( W(u) + \frac{1}{2} |u_y|^2 \right) dy - c_0 = -\omega \geq 0.
\]
If \( -\omega = |\omega| > 0 \) there exists \( x_\omega \) such that
\[
\int_{\mathbb{R}} \left( W(u) + \frac{1}{2} |u_y|^2 \right) dy \geq c_0 + \frac{|\omega|}{2}, \ x \geq x_\omega.
\]
and therefore \((24)\) in Lemma 3 yields
\[
(\gamma_0 + \frac{|\omega|}{2})(x - x_\omega) \leq \int_{x_\omega}^x \int_{\mathbb{R}} \left( W(u) + \frac{1}{2} |\nu_y|^2 \right) dy dx
\]
\[
\leq \mathcal{J}_{(x-x_\omega)\times\mathbb{R}}(u) \leq \gamma_0(x - x_\omega) + C_0, \quad x \geq x_\omega.
\]
which is incompatible with the assumption \(-\omega > 0\). This establishes \((24)\). To prove \((25)\) note that from \((18)\) and \((6)\) it follows
\[
\|\tilde{\omega}\| = \lim_{x \rightarrow +\infty} \int_{\mathbb{R}} u_x \cdot u_y dy \leq C \lim_{x \rightarrow +\infty} \|u_x(x, \cdot)\| = 0,
\]
where we have also used that \((18)\) and \((15)\) imply \(\|u_y\| \leq C\). The proof is complete.

We can now derive a special representation formula for the kinetic energy \(\frac{1}{2} \int_{\mathbb{R}} |u_x|^2 dy\) of \(u\). Note that by differentiating the identities
\[
0 = \langle v(x, \cdot), \bar{u}' \rangle = \langle v(x, \cdot - \tau), \bar{u}'(\cdot - \tau) \rangle,
\]
\[
\|v(x, \cdot)\|^2 = \|v(x, \cdot - \tau)\|^2,
\]
\[
1 = \|v(x, \cdot)\|^2 = \|v(x, \cdot - \tau)\|^2,
\]
and recalling the definition \(v = q\nu\) of \(\nu\) for \(q > 0\) we obtain
\[
\langle v_x(x, \cdot), \bar{u}' \rangle = 0,
\]
\[
\|v_y(x, \cdot)\|^2 + \langle v(x, \cdot), v_y(x, \cdot) \rangle = 0,
\]
\[
\langle v_x(x, \cdot), \nu(x, \cdot) \rangle = \langle v_y(x, \cdot), \nu(x, \cdot) \rangle = \langle v_x(x, \cdot), \bar{u}' \rangle = 0,
\]

**Lemma 13** Assume \(u : I \times \mathbb{R} \rightarrow \mathbb{R}^m, q^0\) and \(q(x) \leq q^0 \) as in Lemma 7. Then, if \(q^0 > 0\) is sufficiently small, it results
\[
h'(x) = \frac{\langle v_x(x, \cdot), v_y(x, \cdot) \rangle}{\|\bar{u}' + v_y(x, \cdot)\|^2} = \frac{q^2(x) \langle v_x(x, \cdot), v_y(x, \cdot) \rangle}{\|\bar{u}' + q(x) v_y(x, \cdot)\|^2},\]

and
\[
\|u_x(x, \cdot)\|^2 = \|v_x(x, \cdot)\|^2 - \frac{\langle v_x(x, \cdot), v_y(x, \cdot) \rangle^2}{\|\bar{u}' + v_y(x, \cdot)\|^2}
\]
\[
= q^2(x) + q^2(x) \|v_x(x, \cdot)\|^2 - q^4(x) \frac{\langle v_x(x, \cdot), v_y(x, \cdot) \rangle^2}{\|\bar{u}' + q(x) v_y(x, \cdot)\|^2}.
\]
Moreover the map
\[
(0, q(x)) \ni p \rightarrow f(p, x) = \|v_x(x, \cdot)\|^2 := p^2 \|v_x(x, \cdot)\|^2 - p^2 \frac{\langle v_x(x, \cdot), v_y(x, \cdot) \rangle^2}{\|\bar{u}' + p v_y(x, \cdot)\|^2}
\]
is nonnegative and nondecreasing for each fixed \(x \in I\).
Proof From (11) we obtain
\[ u_x(x, \cdot) = -h'(x) \left( \bar{u}'(\cdot - h(x)) + v_y(x, \cdot - h(x)) \right) + v_x(x, \cdot - h(x)), \]
\[ u_y(x, \cdot) = u'(\cdot - h(x)) + v_y(\cdot - h(x)). \]
and therefore (75) in Lemma 12 and (77) imply
\[ 0 = (u_x(x, \cdot), u_y(x, \cdot)) = -h'(x)(||\bar{u}' + v_y(x, \cdot)||^2 + (v_x(x, \cdot), v_y(x, \cdot))). \]  
(80)
From (41) we obtain
\[ D_p f(p, \cdot) = 2p - 4p^3 \frac{(\nu, \nu_y)^2}{||\bar{u}' + pv_y||^2} + 2p^4 \frac{(\nu, \nu_y)^2}{||\bar{u}' + pv_y||^4} \]
\[ \geq p \left( 2 - 2||\nu_y||^2 \frac{16}{||\bar{u}'||^2} - 2p^3 ||\nu_y||^3 \frac{16}{||\nu'||^3} \right) \]
\[ \geq p \left( 2 - q^0 C^2 \frac{16}{||\bar{u}'||^2} - (q^0)^2 C^3 \frac{16}{||\nu'||^4} \right) . \]
This proves \( D_p f(p, \cdot) > 0 \) for \( q^0 < \frac{\|w\|^2}{2C^2} \). The proof is complete.

2.4 Completing the proof of Theorem 1

From (42) and (25) it follows the existence of \( x_0 \in \mathbb{R} \) such that
\[ J_{\mathbb{R}}(u(x, \cdot)) - c_0 < \frac{e^{q_0}}{2}, \quad x \geq x_0 \]  
(83)
and Lemma 10 and \( \|\cdot\| \leq \|\cdot\|_1 \) imply
\[ \min_j \min_x \|u(x, \cdot) - \bar{u}_j(\cdot - r)\| < q^0, \quad x \geq x_0. \]  
(84)
Since we assume \( q^0 < q^* \), with \( q^* > 0 \) defined in (31) as the minimal distance between any two distinct \( \bar{u}_i \) and \( \bar{u}_j \) and their translates, (84) says that, for
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$x \geq x_0$, $u(x, \cdot)$ is trapped in a neighborhood of one of the connections and Lemma 5 implies the existence of uniquely determined $\bar{u}_+ \in \{\bar{u}_1, \ldots, \bar{u}_N\}$, independent of $x \geq x_0$, and of a function $h : [x_0, +\infty) \to \mathbb{R}$ such that

$$
\|v(x, \cdot)\| = \|u(x, \cdot) - \bar{u}_+ (\cdot - h(x))\| = \min_j \min_r \|u(x, \cdot) - \bar{u}_j (\cdot - r)\|, \tag{85}
$$

where $v(x, y) = u(x, y + h(x)) - \bar{u}_+(y)$.

Note that (85) implies $q(x) = \|v(x, \cdot)\| \leq q_0$ and therefore, for $x \geq x_0$, we have that $u(x, \cdot)$ remains in the convex region of the effective potential where (87) holds. We can expect that this implies exponential decay of $u(x, \cdot)$ to a translate of $\bar{u}_+$. We have indeed

**Lemma 14** There exist $k, C > 0$ and $x_+, \eta_+ \in \mathbb{R}$ such that

$$
q(x) = \|v(x, \cdot)\| \leq \sqrt{2q_0} e^{-k(x-x_+)} , \quad x \geq x_+. \tag{86}
$$

and

$$
\|u(x, \cdot) - \bar{u}_+ (\cdot - \eta_+)\| \leq C(q_0)^{1/4} e^{-\frac{k}{2}(x-x_+)} , \quad x \geq x_+. \tag{87}
$$

Analogous statements apply to the interval $(-\infty, x_-)$ for some $x_-, \eta_- \in \mathbb{R}$ and some $\bar{u}_- \in \{\bar{u}_1, \ldots, \bar{u}_N\}$.

Before giving the proof we remark on the different meaning of (86) and (87). Equation (85) says that, as $x \to +\infty$, $u(x, \cdot)$ converges exponentially to the manifold of the translates of $\bar{u}_+$ while (87) implies convergence to a specific element of that manifold.

**Proof** 1. There is $x_0 \in \mathbb{R}$ such that

$$
\frac{d^2}{dx^2} \|v(x, \cdot)\|^2 \geq \frac{1}{2} \mu \|v(x, \cdot)\|^2 , \quad x \geq x_0, \tag{88}
$$

where $\mu > 0$ is the constant in (87). To show this we begin by the elementary inequality

$$
\frac{d^2}{dx^2} \|v(x, \cdot)\|^2 = \frac{d^2}{dx^2} \|u(x, \cdot) - \bar{u}_+ (\cdot - h(x))\|^2
$$

$$
\geq 2 \left( \frac{d^2}{dx^2} (u(x, \cdot) - \bar{u}_+ (\cdot - h(x))) , u(x, \cdot) - \bar{u}_+(\cdot - h(x)) \right), \tag{89}
$$

From

$$
\frac{d^2}{dx^2} \left( u(x, \cdot) - \bar{u}_+(\cdot - h(x)) \right)
$$

$$
= u_{xx}(x, \cdot) - \bar{u}_{xx}^\prime (\cdot - h(x))(h'(x))^2 + \bar{u}_+^\prime (\cdot - h(x))h''(x),
$$

and (88), using also (85) and (87), it follows

$$
\frac{d^2}{dx^2} \|v(x, \cdot)\|^2 \geq 2 \langle u_{xx}(x, \cdot), u(x, \cdot) - \bar{u}_+(\cdot - h(x)) \rangle
$$

$$
- 2 \langle \bar{u}_+^\prime, v(x, \cdot) \rangle \frac{(v_x(x, \cdot), v_y(x, \cdot))^2}{\|\bar{u}_+ + v_y(x, \cdot)\|^4} = 2I_1 + 2I_2, \tag{90}
$$
where we have also used \( \langle f(\cdot - \tau), g(\cdot - \tau) \rangle = \langle f, g \rangle \). Since both \( u \) and \( \bar{u}_+ \) solve (1), we have

\[
\text{we have}
\]

\[

Then, recalling the definition (59) of \( T \) and that \( v(x, \cdot) = u(x, \cdot + h(x)) - \bar{u}_+ \), after an integration by parts, we obtain

\[
I_1 = \left\langle W_u(u(x, \cdot)) - W_u(\bar{u}_+(\cdot - h(x))) - \left( u(x, \cdot) - \bar{u}_+(\cdot - h(x)) \right)_{yy}, u(x, \cdot) - \bar{u}_+(\cdot - h(x)) \right\rangle
\]

\[= \langle W_u(\bar{u}_+ + v(x, \cdot)) - W_u(\bar{u}_+) - v_{yy}(x, \cdot), v(x, \cdot) \rangle
\]

\[= \langle W_u(\bar{u}_+ + v(x, \cdot)) - W_u(\bar{u}_+, v(x, \cdot)) + \|v_{y}(x, \cdot)\|^2
\]

\[= \langle W_u(\bar{u}_+ + v(x, \cdot)) - W_u(\bar{u}_+) - W_{uu}(\bar{u}_+)v(x, \cdot), v(x, \cdot) \rangle + \langle Tw(x, \cdot), v(x, \cdot) \rangle.\]

This, (60) and (69) imply

\[
I_1 \geq 2W(v(x, \cdot)) - C\|v\|^\frac{4}{5}, \quad x \geq x_0.
\]

To estimate \( I_2 \) we note that (81) implies that, provided \( q^0 \) is sufficiently small, we can assume (82) (with \( \bar{u} = \bar{u}_+ \)) together with

\[
\frac{\langle v_x(x, \cdot), v_y(x, \cdot) \rangle}{\|v_x(x, \cdot)\|^2} \leq \frac{1}{2}\|v_x(x, \cdot)\|^2, \quad x \geq x_0.
\]

Then (79) and (74) imply

\[
\|v_x(x, \cdot)\|^2 \leq 4W(v(x, \cdot)), \quad x \geq x_0,
\]

and we obtain

\[
I_2 \leq C\|v(x, \cdot)\|W(v(x, \cdot)), \quad x \geq x_0.
\]

From this and (18), using also (15) and \( \|v(x, \cdot)\| \leq q^0 \), we conclude

\[
I_1 + I_2 \geq (2 - C\|v(x, \cdot)\|)W(v(x, \cdot)) - C\|v(x, \cdot)\|^\frac{4}{5}
\]

\[\geq \frac{1}{4}\mu\|v(x, \cdot)\|^2, \quad x \geq x_0,
\]

and (83) follows from (90).

2. Since from (61) we have \( \|v(x, \cdot)\| \leq q^0 \) for \( x \geq x_0 \), from 1. and the maximum principle we get, for every \( l > 0 \)

\[
\|v(x, \cdot)\|^2 \leq \varphi_l(x), \quad x \in [x_0, x_0 + 2l],
\]

where

\[
\varphi_l(x) := (q^0)^2\frac{\sqrt{\frac{r}{2}}(l - (x - x_0))}{\cosh \sqrt{\frac{r}{2}l}}, \quad x \in (x_0, x_0 + 2l),
\]
is the solution of the problem

\[
\begin{cases}
\varphi'' = \frac{\mu}{2} \varphi, & x \in (x_0, x_0 + 2l), \\
\varphi(x_0) = \varphi(x_0 + 2l) = (q^0)^2.
\end{cases}
\]

The estimate (86), with \( k = \frac{1}{2} \sqrt{\varphi} \) and \( x_+ = x_0 \), follows from (94) and the inequality

\[
\varphi_1(x) \leq 2(q^0)^2 e^{-\sqrt{\varphi}(x-x_0)}, \quad x \in [x_0, x_0 + l],
\]

which is valid for all \( l > 0 \).

3. It results

\[
|h'(x)| \leq C \|v(x, \cdot)\|^\frac{1}{2}, \quad x \geq x_0.
\]

From (93) and \( W(v(x, \cdot)) \leq e^{q_0} \) we have

\[
\|v_x(x, \cdot)\|^2 \leq 4 e^{q_0}, \quad x \geq x_0.
\]

Then 3. follows from (78), (81) and (82).

4. Point 3. and (86) imply

\[
|h'(x)| \leq C (q^0)^{\frac{1}{2}} e^{-\frac{k}{2}(x-x_+)}, \quad x \geq x_+.
\]

Therefore there exists \( \eta_+ \in \mathbb{R} \) such that

\[
\lim_{x \to +\infty} h(x) = \eta_+
\]

and the convergence is exponential

\[
|\eta_+ - h(x)| \leq C (q^0)^{\frac{1}{2}} e^{-\frac{k}{2}(x-x_+)}, \quad x \geq x_+.
\]

Now observe that from

\[
|\bar{u}_+(y - (h(x) - \eta_+)) - \bar{u}_+(y)| \\
\leq \int_0^1 |\bar{u}_+'(y - t(h(x) - \eta_+))| dt |h(x) - \eta_+| \\
\leq \left( \int_0^1 |\bar{u}_+'(y - t(h(x) - \eta_+))|^2 dt \right)^{\frac{1}{2}} |h(x) - \eta_+|,
\]

it follows

\[
\|\bar{u}_+(\cdot - (h(x) - \eta_+)) - \bar{u}_+(y)\|^2 \\
\leq \int \int_0^1 |\bar{u}_+'(y - t(h(x) - \eta_+))|^2 dt dy |h(x) - \eta_+|^2 \\
= \int_0^1 \int_\mathbb{R} |\bar{u}_+'(y - t(h(x) - \eta_+))|^2 dy dt |h(x) - \eta_+|^2 \\
= ||\bar{u}_+||^2 |h(x) - \eta_+|^2.
\]
We have
\[ \| u(x, \cdot) - \bar{u}_+ (\cdot - \eta_+) \| \]
\[ \leq \| u(x, \cdot) - \bar{u}_+ (\cdot - h(x)) \| + \| \bar{u}_+ (\cdot - h(x)) - \bar{u}_+ (\cdot - \eta_+) \| \]
\[ = \| v(x, \cdot) \| + \| \bar{u}_+ (\cdot - h(x) - \eta) - \bar{u}_+ \|. \]

This, (97), (96) and (86) imply (87) and conclude the proof.

Continuing the proof of Theorem 1 we note that we have already established (8) in (19) and that (8) follows from (87) and Lemma 8. It remain to discuss the case \( \bar{u}_+ = \bar{u}_+ = \bar{u} \).

From the previous analysis we know that \( u(x, \cdot) \) remains in a \( q_0 \) neighborhood of \( \bar{u}_+ (\cdot - \eta) \) in \( (-\infty, x_-] \) and of \( \bar{u}_+ (\cdot - \eta) \) in \([x_+, \infty) \). The problem is to analyse what happens in the interval \((x_-, x_+)\). We prove that for \( u(x, \cdot) \) is more convenient to remain near the manifold of the translates of \( \bar{u}_+ \) also in \((x_-, x_+)\). Indeed we show that to travel away from this manifold and come back to it is more penalizing from the point of view of minimizing the energy.

In the following, for \( x \) in certain subintervals of \((x_-, x_+)\), we use test functions of the form
\[ \hat{u}(x, y) = \bar{u}(y - \hat{h}(x)) + \hat{q}(x) \nu(x, y - \hat{h}(x)) \quad (98) \]
for suitable choices of the functions \( \hat{q} = \hat{q}(x) \) and \( \hat{h} = \hat{h}(x) \). We always take \( \hat{q}(x) \leq q(x) \leq q_0 \). Note that in (98) the direction vector \( \nu \) is the one associated to \( u \) in the decomposition (41).

From (98) it follows
\[ \int_{\mathbb{R}} |\hat{u}_x|^2 = \hat{h}'^2 \| \hat{u}' + \hat{q} \nu_y \|^2 - 2 \hat{h}' \hat{q}^2 \nu_x \nu_y + \hat{q}^2 \| \nu_x \|^2. \quad (99) \]

We choose the value of \( \hat{h} \) that minimizes (99) that is
\[ \hat{h}' = \frac{\nu_x \cdot \nu_y}{\| \hat{u}' + \hat{q} \nu_y \|^2}. \quad (100) \]
then we get
\[ \int_{\mathbb{R}} |\hat{u}_x|^2 = \hat{q}_x^2 + \hat{q}^2 \| \nu_x \|^2 - \hat{q}^4 \frac{\nu_x \cdot \nu_y}{\| \hat{u}' + \hat{q} \nu_y \|^2}. \quad (101) \]
Therefore we obtain the expression of the energy density of the test map \( \hat{u} \)
\[ \int_{\mathbb{R}} \frac{1}{2} |\hat{u}_x|^2 + \int_{\mathbb{R}} (W(\hat{u}) + \frac{1}{2} |\hat{u}_y|^2) - c_0 \]
\[ = \frac{1}{2} \left( \hat{q}_x^2 + \hat{q}^2 \| \nu_x \|^2 - \hat{q}^4 \frac{\nu_x \cdot \nu_y}{\| \hat{u}' + \hat{q} \nu_y \|^2} \right) + W(\hat{q}, \nu). \quad (102) \]

Note that, since we do not change the direction vector \( \nu(x, \cdot) \), this expression is completely determined once we fix the function \( \hat{q} \).
Lemma 15 Let $I \subset \mathbb{R}$ be an interval and assume that the minimizer $u : \mathbb{R}^2 \to \mathbb{R}^m$ satisfies

$$q(x) \leq q^0, \ x \in I.$$ 

Then the map $x \to q(x)$ can not have points of maximum in $I$ meaning that there are no $x_1 < x^* < x_2 \in I$ such that

$$q(x_i) < q(x^*), \ i = 1, 2.$$ 

Proof Assume instead that $x_1 < x^* < x_2 \in I$ with $q(x_i) < q(x^*), \ i = 1, 2$ exist. Since $q = q(x)$ is continuous we can assume $q(x^*) = \max_{x \in [x_1, x_2]} q(x)$ and, by restricting the interval $(x_1, x_2)$ if necessary, that

$$q_0 = q(x_i) < q(x) \leq q(x^*), \ i = 1, 2, \ x \in (x_1, x_2)$$

for some $q_0 \in (0, q^0)$ that satisfies the condition

$$q(x^*) \leq 2q_0.$$ 

We show that this is in contradiction with the minimality of $u$ by constructing a competing function $\hat{u}$ defined as follows: in the interval $(-\infty, x_1)$ we take

$$\hat{u}(x, \cdot) = u(x, \cdot), \ \text{for} \ x \in (-\infty, x_1). \quad (103)$$

In the interval $[x_1, x_2]$ we take:

$$\hat{u}(x, \cdot) = \hat{u}(x, \cdot), \ \text{with} \ \hat{q}(x) = 2q_0 - q(x), \ \text{for} \ x \in [x_1, x_2], \quad (104)$$

where $\hat{u}$ is defined in (103) with $\hat{q} = 2q_0 - q$ and $\hat{h}$ the solution of (100) with initial condition $\hat{h}(x_1) = h(x_1)$. With this definition $\hat{u}$ is continuous at $x = x_1$.

Indeed, since $\hat{q}(x_1) = 2q_0 - q(x_1) = q_0 = q(x_1)$ we have

$$\hat{u}(x_1, y) = \hat{u}(y - \hat{h}(x_1)) + \hat{q}(x_1)\nu(x, y - \hat{h}(x_1)) = \hat{u}(y - h(x_1)) + q(x_1)\nu(x, y - h(x_1)) = u(x_1, y).$$

For $x = x_2$ we have instead

$$\hat{u}(x_2, y) = \hat{u}(y - \hat{h}(x_2)) + \hat{q}(x_2)\nu(x, y - \hat{h}(x_2))$$

$$= \hat{u}(y - \hat{h}(x_2)) + q(x_2)\nu(x, y - \hat{h}(x_2))$$

$$= \hat{u}(y - h(x_2) - (\hat{h}(x_2) - h(x_2))) + q(x_2)\nu(x, y - h(x_2) - (\hat{h}(x_2) - h(x_2))))$$

$$= u(x_2, y - (\hat{h}(x_2) - h(x_2))).$$

That is, at $x = x_2$, the function $\hat{u}(x_2, \cdot)$ coincides with the translation $u(x, \cdot - (\hat{h}(x_2) - h(x_2)))$ of $u(x, \cdot)$ where

$$\hat{h}(x_2) - h(x_2) = \int_{x_1}^{x_2} (\hat{h}' - h')dx = \int_{x_1}^{x_2} \left( \frac{(2q_0 - q)^2(\nu_z, \nu_y)}{\|\nu' + (2q_0 - q)\nu_y\|^2} - \frac{q^2(\nu_z, \nu_y)}{\|\nu' + q\nu_y\|^2} \right) dx.$$
To compensate for this translation it is natural to complete the definition of \( \tilde{u} \) by setting

\[
\tilde{u}(x, \cdot) = u\left(x, x - (\hat{h}(x_2) - h(x_2))(1 - \frac{x - x_2}{l})\right), \quad x \in (x_2, x_2 + l],
\]

\[
\tilde{u}(x, \cdot) = u(x, \cdot), \quad x \in (x_2 + l, +\infty)
\]  

(105)

so that \( \tilde{u}(x, \cdot) \) is continuous at \( x_2 + l \) and coincides with \( u(x, \cdot - (\hat{h}(x_2) - h(x_2))) \) for \( x = x_2 \). The idea here is that, for large \( l > 0 \), the contribution of the interval \( (x_2, x_2 + l) \) to the difference of energy between \( u \) and \( \tilde{u} \) can be disregarded with respect to the contribution of the interval \( (x_1, x_2) \).

Proceeding as in the proof of Lemma [11] with \( g : [x_2, x_2 + l] \to \mathbb{R} \) the linear function

\[
g(x) = (\hat{h}(x_2) - h(x_2))(1 - \frac{x - x_2}{l}), \quad x \in [x_2, x_2 + l],
\]

we arrive at equation (103) with \( g' = -\frac{\hat{h}(x_2) - h(x_2)}{\lambda} \), \( \lambda = 1 \) and without the last term which vanishes on the basis of Lemma [12]

\[
\mathcal{J}_{(x_2, x_2+l) \times \mathbb{R}}(\tilde{u}) = \int_{x_2}^{x_2+l} \left( \int_{\mathbb{R}} (W(u) + \frac{1}{2}|u_x|^2)dy + (1 + |g'|^2) \int_{\mathbb{R}} \frac{1}{2}|u_y|^2dy \right)dx
\]

(106)

It follows

\[
\mathcal{J}_{(x_2, x_2+l) \times \mathbb{R}}(\tilde{u}) - \mathcal{J}_{(x_2, x_2+l) \times \mathbb{R}}(u) = \int_{x_2}^{x_2+l} |g'|^2 \int_{\mathbb{R}} \frac{1}{2}|u_y|^2dydx \leq C\frac{(\hat{h}(x_2) - h(x_2))^2}{l}.
\]

(107)

where we have also used [15] and [6]. From the definition [103], [104] and [105] of \( \tilde{u} \) we have that in \( (x_1, x_2) \) it results \( \hat{q}_x = (2q_0 - q_x) = -q_x \) and therefore

\[
\hat{q}_x^2 = q_x^2.
\]

(108)

Moreover from [81] and Lemma [13] it follows

\[
f(\hat{q}(x)) \leq f(q(x)), \quad x \in (x_1, x_2).
\]

From this [108] and [47] in Lemma [9] that implies the strict monotonicity of the map \( q \to \mathcal{W}(q, \nu) \) we conclude

\[
\mathcal{J}_{(x_1, x_2) \times \mathbb{R}}(\tilde{u}) < \mathcal{J}_{(x_1, x_2) \times \mathbb{R}}(u).
\]

This and [107], for \( l > 0 \) sufficiently large, imply

\[
\mathcal{J}_{(x_1, x_2+l) \times \mathbb{R}}(u) - \mathcal{J}_{(x_1, x_2+l) \times \mathbb{R}}(\tilde{u}) \geq \mathcal{J}_{(x_1, x_2) \times \mathbb{R}}(u) - \mathcal{J}_{(x_1, x_2) \times \mathbb{R}}(\tilde{u}) - C\frac{(\hat{h}(x_2) - h(x_2))^2}{l} > 0,
\]

in contradiction with the minimality of \( u \). The proof is complete.
Remark 2  Later we consider a situation where the minimizer $u$ is defined in a bounded strips $[0, L] \times \mathbb{R}$ and satisfies a boundary condition of the form $u(L, \cdot) = \bar{u}_+ (\cdot - \eta)$ where $\eta \in \mathbb{R}$ is a free parameter. In this situation the conclusion of Lemma 15 still applies with a simpler proof. Indeed the competing map $\tilde{u}$ can be defined exactly as in (103) in the interval $[0, x_1]$ and as in (104) in $(x_1, x_2)$ and, since $\eta \in \mathbb{R}$ can be chosen freely, by setting simply
\[
\tilde{u}(x, \cdot) = u(x, \cdot - (\hat{h}(x_2) - h(x_2)), \quad x \in [x_2, L].
\]
From Lemma 15 and Lemma 14 it follows that, under the assumption $\bar{u}_- = \bar{u}_+ = \bar{u}$, if $u$ does not satisfy (9) then
\[
\{ x \in \mathbb{R} : q(x) > q^0 \} \neq \emptyset.
\] (109)
Indeed, since $\lim_{x \to \pm \infty} q(x) = 0$ by Lemma 14 if $q(x) \leq q^0$, for all $x \in \mathbb{R}$, then Lemma 15 implies
\[
q(x) \equiv 0,
\]
and by (78)
\[
h'(x) \equiv 0,
\]
and we conclude that (9) holds. We show that (109) cannot occur by constructing a map that competes energetically with $u$. Our construction is inspired by an argument from [6] (see Lemma 3.4).

We fix a point $x^* \in \{ x \in \mathbb{R} : q(x) > q^0 \}$ and focus on the intervals $[\tilde{\xi}_1, \tilde{\xi}_2] \subset (\xi_1, \xi_2)$ defined by
\[
\tilde{\xi}_1 = \min \{ x < x^* : q(x) \geq q^0 \},
\]
\[
\tilde{\xi}_2 = \max \{ x > x^* : q(x) \geq q^0 \},
\]
and
\[
\xi_1 = \max \{ x < \tilde{\xi}_1 : q(x) \leq \frac{q^0}{2} \},
\]
\[
\xi_2 = \min \{ x > \tilde{\xi}_2 : q(x) \leq \frac{q^0}{2} \}.
\]
Note that
\[
q(\tilde{\xi}_1) = q(\tilde{\xi}_2) = q^0,
\]
\[
q(\xi_1) = q(\xi_2) = \frac{q^0}{2},
\] (110)
and also that
\[
q(x) \in \left( \frac{q^0}{2}, q^0 \right), \quad \text{for} \quad x \in (\xi_1, \tilde{\xi}_1) \cup (\tilde{\xi}_2, \xi_2).
\] (111)

We define the competing map $\tilde{u}$. We take
\[
\tilde{u}(x, \cdot) = u(x, \cdot), \quad x \in (-\infty, \xi_1).
\]
In \([\xi_1, \tilde{\xi}_1] \cup [\tilde{\xi}_2, \xi_2]\) we set
\[
\tilde{u}(x, \cdot) = \hat{u}(x, \cdot),
\]
with \(\hat{q} = \hat{q}(x)\) and \(\hat{h} = \hat{h}(x)\) defined as follows. We set
\[
\hat{q}(x) = q^0 - q(x), \quad x \in [\xi_1, \tilde{\xi}_1] \cup [\tilde{\xi}_2, \xi_2].
\]
Note that (110) implies that \(\hat{q}\) extends continuously \(q\) at \(x = \xi_1\) and \(x = \xi_2\) and moreover that
\[
\hat{q}(x) \in [0, \frac{q^0}{2}], \quad \text{for} \quad x \in [\xi_1, \tilde{\xi}_1] \cup [\tilde{\xi}_2, \xi_2].
\]
In the interval \([\xi_1, \tilde{\xi}_1]\) we let \(\hat{h}\) be the solution of (100) with initial condition
\[
\hat{h}(\xi_1) = h(\xi_1).
\]
In the interval \([\tilde{\xi}_2, \xi_2]\) again we take the solution of (100) with initial condition
\[
\hat{h}(\tilde{\xi}_2) = \hat{h}(\tilde{\xi}_1).
\]
It remains to specify \(\tilde{u}(x, \cdot)\) for \(x \in (\tilde{\xi}_1, \tilde{\xi}_2) \cup [\xi_2, +\infty)\). We take
\[
\tilde{u}(x, \cdot) = \bar{u}(\cdot - \hat{h}(\tilde{\xi}_1)), \quad x \in (\tilde{\xi}_1, \tilde{\xi}_2),
\]
\[
\tilde{u}(x, \cdot) = u\left(x - (\hat{h}(\xi_2) - h(\xi_2))(1 - \frac{x - \xi_2}{l})\right), \quad x \in [\xi_2, \xi_2 + l],
\]
\[
\tilde{u}(x, \cdot) = u(x, \cdot), \quad x \in (\xi_2 + l, +\infty).
\]
With these definitions, one checks that \(x \to \tilde{u}(x)\) is continuous and piece-wise smooth and coincides with \(u(x, \cdot)\) outside \((\xi_1, \xi_2 + l)\). Arguing as in the proof of Lemma [13] we show that
\[
\mathcal{J}(\xi_2, \xi_2 + l) \times \mathbb{R}(\tilde{u}) - \mathcal{J}(\xi_2, \xi_2 + l) \times \mathbb{R}(u) \leq C(\frac{\hat{h}(\xi_2) - h(\xi_2))^2}{l}, \quad (112)
\]
and
\[
\mathcal{J}(\xi_1, \tilde{\xi}_1) \cup (\tilde{\xi}_2, \xi_2) \times \mathbb{R}(\tilde{u}) < \mathcal{J}(\xi_1, \tilde{\xi}_1) \cup (\tilde{\xi}_2, \xi_2) \times \mathbb{R}(u),
\]
\[
c_0(\tilde{\xi}_2 - \tilde{\xi}_1) = \mathcal{J}(\tilde{\xi}_1, \tilde{\xi}_2) \times \mathbb{R}(\tilde{u}) \leq \mathcal{J}(\tilde{\xi}_1, \tilde{\xi}_2) \times \mathbb{R}(u).
\]

Therefore, for \(l > 0\) large, we obtain
\[
\mathcal{J}(\xi_1, \xi_2 + l) \times \mathbb{R}(\tilde{u}) < \mathcal{J}(\xi_1, \xi_2 + l) \times \mathbb{R}(u).
\]

This contradicts the minimality of \(u\) and concludes the proof of Theorem [1].
3 The proof of Theorem \[2\]

The proof is elementary, we sketch the argument.

Fix \(a \in \{a_1, \ldots, a_N\}\) and, for \(x_0 \in \mathbb{R}\) and \(l > 1\), define \(v_{x_0, l} : \mathbb{R} \to \mathbb{R}^m\) by setting

\[
v_{x_0, l}(x) := \begin{cases} 
  u, & \text{for } x \in (-\infty, x_0 - l] \cup [x_0 + l, +\infty), \\
  a + (1 - x + x_0 - l)(u(x_0 - l) - a), & \text{for } x \in (x_0 - l, x_0 - l + 1], \\
  a, & \text{for } x \in (x_0 - l + 1, x_0 + l - 1), \\
  a + (1 + x - x_0 - l)(u(x_0 + l) - a), & \text{for } x \in [x_0 + l - 1, x_0 + l).
\end{cases}
\]

Since \(u\) and \(u_x\) are bounded, there is a constant \(J > 0\) such that

\[
J_{I_l(x_0)}(v_{x_0, l}) < J, \quad \text{for all } x_0 \in \mathbb{R}, \ l > 1,
\]

where \(I_l(x_0) = (x_0 - l, x_0 + l)\). On the other hand, from (60), \(\min_j |u(x) - a_j| \geq r\) for some \(r \in (0, r_0]\) implies the existence of \(w_r > 0\) such that \(W(u(x)) > w_r\). Thus

\[
\min_j |u(x) - a_j| \geq r, \quad \text{for } x \in I_l(x_0) \Rightarrow J_{I_l(x_0)}(u) \geq 2lw_r.
\]

From (113) and (114) it follows that each ball \(I_l(x_0)\) of radius \(l_r = J/2w_r + 1\) contains a point where \(\min_j |u(x) - a_j| < r\). Therefore if we consider the intervals \([2kl_r, 2(k + 1)l_r]\), \(k = 0, 1, \ldots\) we have a sequence \(\{x_k\}, \ x_k \in (2kl_r, 2(k + 1)l_r)\) and a corresponding sequence \(\{a_{j_k}\}, \ a_{j_k} \in \{a_1, \ldots, a_N\}\) with the property that \(|u(x_k) - a_{j_k}| < r\). Since \(W\) has a finite number of minima there is \(a_+ \in \{a_1, \ldots, a_N\}\) and a subsequence \(\{x_{k_i}\}\) such that

\[
|u(x_{k_i}) - a_+| \leq r, \ i = 1, \ldots.
\]

This and the Cut-Off Lemma in [7], if \(r \in (0, \frac{w_r}{2}]\), imply

\[
|u(x) - a_+| \leq r, \quad \text{for } x \geq x_{k_i}.
\]

Since a similar statement hold for each \(r \in (0, \frac{w_r}{2}]\) we conclude that

\[
\lim_{x \to +\infty} u(x) = a_+, \quad \text{and a standard argument shows that actually the convergence is exponential.}
\]

The same argument shows that

\[
|u(x) - a_-| \leq K e^{lx}, \ x \leq 0,
\]

for some \(a_- \in \{a_1, \ldots, a_N\}\).

If \(a_- = a_+ = a\) we have from \(\lim_{x \to \pm\infty} u(x) = a\) and the definition of \(v_{x_0, l}\) that \(\lim_{l \to +\infty} J_{I_l(x_0)}(v_{x_0, l}) = 0\) while, in contradiction with the minimality of \(u\), if \(u \neq a\) we have \(J_{I_l(x_0)}(u) \geq J'\) for some \(J' > 0\) for all \(l > 1\) sufficiently large. This concludes the proof.
4 A new approach to the existence of connections between global minima of the effective potential

We develop in detail the approach sketched in the Introduction. We show in Lemma 18 and in Lemma 19 that the minimizers in problems (13) and (14) exist. In preparation to this we construct a map $\tilde{u}_{L,\eta} \in A_{L,\eta}$ with finite energy and prove in Lemma 17 that we can restrict to a subset of maps of $A_{L,\eta}$ with a well controlled behavior for $y \to \pm \infty$.

4.1 Existence of the minimizers $u_{L,\eta}^\pm$ and $u_L$.

We start by showing that, in the minimization problem (13), we can restrict to the subset of maps $u \in A_{L,\eta}$ that satisfy

$$\|u\|_{L^\infty(\mathbb{R}_L,\mathbb{R}^m)} \leq M,$$

where $M > 0$ is the constant in (12). Indeed, given $u \in A_{L,\eta}$, set $u_M = 0$ if $u = 0$ and $u_M = \min\{u, M\} u/|u|$ otherwise and note that (12) implies

$$W(u_M) \leq W(u), \ a.e.$$

while we have

$$|\nabla u_M| \leq |\nabla u|, \ a.e.$$ 

since the mapping $u \to u_M$ is a projection. It follows

$$J(u) - J(u_M) = \int_{|u| \leq M} \left( W(u) - W(u_M) + \frac{1}{2}(|\nabla u|^2 - |\nabla u_M|^2) \right) \geq 0.$$ 

that proves the claim.

We now show that $A_{L,\eta}$ contains maps with finite energy. As before we set $c_0 = J_S(\bar{u}_\pm)$.

**Lemma 16** There exist $\tilde{u}_{L,\eta} \in A_{L,\eta}$ and $C_0 > 0$ such that

$$J(\tilde{u}_{L,\eta}) \leq C_0(1 + |\eta|) + c_0 L.$$

**Proof** For $L > 1$ and $\eta \in \mathbb{R}$, define $\tilde{u}_{L,\eta} : [0, L] \times \mathbb{R}$ by setting

$$\tilde{u}_{L,\eta}(x, y) = \begin{cases} (1 - x)\bar{u}_-(y) + x\bar{u}_+(y - \eta), & \text{for } (x, y) \in [0, 1] \times \mathbb{R}, \\ \bar{u}_+(y - \eta), & \text{for } (x, y) \in (1, L] \times \mathbb{R}. \end{cases}$$

Since, as minimizers of (3) $\bar{u}_\pm$ are also bounded by $M$, from (117) we have

$$\|\tilde{u}_{L,\eta}\|_{L^\infty(\mathbb{R}_L,\mathbb{R}^m)} \leq M.$$ 

We prove the estimate (116) only for $\eta \geq 0$. The same argument applies to the case $\eta < 0$. From (117), for $(x, y) \in [0, 1] \times \mathbb{R}$, it follows

$$\tilde{u}_{x, L,\eta}(x, y) = -\bar{u}_-(y) + \bar{u}_+(y - \eta)$$

$$= -(\bar{u}_-(y) - a) + (\bar{u}_+(y - \eta) - a),$$

$$\tilde{u}_{y, L,\eta}(x, y) = (1 - x)\bar{u}'_-(y) + x\bar{u}'_+(y - \eta),$$

and

$$\tilde{u}_{L,\eta}(1, y) = \bar{u}_+(y - \eta),$$

so that

$$\tilde{u}_{L,\eta}(1, \cdot) \leq \bar{u}_+(\cdot), \ a.e.$$
and therefore, using also (4), we have
\[
|\tilde{a}_x^{L,\eta}(x, y)| \leq 2M, \\
|\tilde{a}_y^{L,\eta}(x, y)| \leq K,
\]
(120)

From (120) and (118) we obtain
\[
J_{[0,1] \times [0,\eta]}(\tilde{u}_x^{L,\eta}) = \int_0^1 \int_0^1 \left(W(\tilde{u}_x^{L,\eta}) + \frac{1}{2}(|\tilde{u}_x^{L,\eta}|^2 + |\tilde{u}_y^{L,\eta}|^2)\right)dx \, dy \leq \eta C,
\]
(121)
for some $C > 0$ independent of $L, \eta$. From (119) and (5) for $y \geq \eta$, we have
\[
\int_0^1 |\tilde{u}_x^{L,\eta}(x, y)|^2 dx \leq 2(|\tilde{u}_-(y) - a|^2 + |\tilde{u}_+(y - \eta) - a|^2) \\
\leq 2K^2(e^{-2ky} + e^{-2k(y-\eta)}),
\]
(122)
\[
\int_0^1 |\tilde{u}_y^{L,\eta}(x, y)|^2 dx \leq 2 \int_0^1 ((1-x)^2|\tilde{u}_-(y)|^2 + x^2|\tilde{u}_+(y - \eta)|^2) dx \\
\leq |\tilde{u}_-(y)|^2 + |\tilde{u}_+(y - \eta)|^2 \leq K^2(e^{-2ky} + e^{-2k(y-\eta)}).
\]

On the other hand, recalling also that $W(a) = 0$, we have
\[
W(\tilde{u}_x^{L,\eta}(x, y)) = W\left((1-x)\tilde{u}_-(y) + x(\tilde{u}_+(y - \eta))\right) \\
= \left((1-x)(\tilde{u}_-(y) - a) + x(\tilde{u}_+(y - \eta) - a) + a\right) \\
\leq C' \left((1-x)|\tilde{u}_-(y) - a| + x|\tilde{u}_+(y - \eta) - a|\right),
\]
(123)
with $C' := \max_{|z| \leq M} |W(a + z)|$. It follows, for $y \geq \eta \geq 0$,
\[
\int_0^1 W(\tilde{u}_x^{L,\eta}(x, y)) dx \\
\leq C' \int_0^1 \left((1-x)|\tilde{u}_-(y) - a| + x|\tilde{u}_+(y - \eta) - a|\right) dx \\
\leq C'K(e^{-ky} + e^{-k(y-\eta)}).
\]
(124)

From (122) and (123) we obtain
\[
J_{[0,1] \times [\eta, +\infty)}(\tilde{u}_x^{L,\eta}) \leq C_1, \quad \text{for} \quad \eta \geq 0
\]
(125)
where $C_1 = C_1(k, K, C')$. Similarly we have
\[
J_{[0,1] \times (-\infty, \eta]}(\tilde{u}_x^{L,\eta}) \leq C_1, \quad \text{for} \quad \eta \geq 0.
\]
(126)

These estimates, (121) and the analogous estimates valid for $\eta < 0$ imply
\[
J_{[0,1] \times R}(\tilde{u}_x^{L,\eta}) \leq 2C_1 + C|\eta| + c_0(L - 1) \leq C_0(1 + |\eta|) + c_0L, \quad \text{for} \quad \eta \geq 0
\]
with $C_0 = \max\{2C_1, C\}$. The proof is complete.
Lemma 16 implies that, in the minimization problem (13), we can restrict to the subset of $\mathcal{A}_{L,\eta}$ of the maps $u$ that satisfy

$$J(u) \leq J(\tilde{u}_{L,\eta}).$$

(127)

Next we show that we can further restrict $\mathcal{A}_{L,\eta}$ to the set of maps that converges uniformly to $a_{\pm}$ as $y \to \pm\infty$.

**Lemma 17** In the minimization problem (13), the admissible set $\mathcal{A}_{L,\eta}$ can be restricted to the subset of the maps $u \in \mathcal{A}_{L,\eta}$ that satisfy (127), (115) and

$$|u(x, y) - a_{+}| \leq \frac{C_{L,\eta}}{\sqrt{y}}, \quad \text{for } y \geq y_{L,\eta},
$$

$$|u(x, y) - a_{-}| \leq \frac{C_{L,\eta}}{\sqrt{-y}}, \quad \text{for } y \leq -y_{L,\eta}.$$  

(128)

for some constants $C_{L,\eta} > 0$, $y_{L,\eta} > 0$.

**Proof** From (6) we have

$$|\bar{u} - (y) - a_{+}| \leq \frac{r}{4}, \quad \text{for } y \geq y_r,
$$

$$|\bar{u} + (y - \eta) - a_{+}| \leq \frac{r}{4}, \quad \text{for } y \geq y_r + \eta$$

(129)

with $y_r = \frac{1}{R} \ln \frac{4K}{r}$. Assume now $r \in (0, r_0]$, $r_0$ the constant in (60), and define

$$Y_r := \{ y \geq y_r + \max\{0, \eta\} : |u(x, y) - a_{+}| \geq \frac{r}{2}, \quad \text{for some } x \in (0, L)\}.$$

Then, for $y \in Y_r$, we have

$$|u(x, y) - \bar{u}_-(y)| \geq |u(x, y) - a_{+}| - |\bar{u}_-(y) - a_{+}| \geq \frac{r}{4}.$$

It follows, recalling also the boundary condition $u(0, \cdot) = \bar{u}_-$

$$\frac{r}{4} \leq |u(x, y) - \bar{u}_-(y)| = |u(x, y) - u(0, y)| \leq L^{\frac{1}{2}} \left( \int_0^L |u_x(x, y)|^2 dx \right)^{\frac{1}{2}},$$

and therefore

$$|Y_r| \leq \int_0^L \int_{Y_r} |u_x(x, y)|^2 dx dy \leq 2J(\bar{u}_{L,\eta})$$

that is

$$|Y_r| \leq \frac{C'_{L,\eta}}{r^2} \quad \text{with } C'_{L,\eta} = 32LJ(\bar{u}_{L,\eta}).$$

(130)

It follows that there is an increasing sequence $y_{r,j}$, $j = 1, \ldots$ that diverges to $+\infty$ and is such that

$$y_{r,1} \leq y_r + \max\{0, \eta\} + \frac{C'_{L,\eta}}{r^2},
$$

$$y_{r,j} \in \mathbb{R} \setminus Y_r.$$

(131)
This and (129) imply that
\[ |u(x, y) - a_+| \leq \frac{r}{2}, \quad \text{on} \quad \partial R_j \]
where \( R_j = (0, L) \times (y_{r,j}, y_{r,j+1}), \ j = 1, \ldots \)
We can then invoke the Cut-Off Lemma in \[7\] and conclude the existence of a map \( \tilde{u} \) that coincides with \( u \) for \( y \leq y_{r,1} \) and satisfies
\[ |\tilde{u}(x, y) - a_+| \leq \frac{r}{2}, \quad \text{for} \quad x \in [0, L], \ y \geq y_{r,1} \quad (132) \]
and
\[ J(\tilde{u}) \leq J(u), \]
with strict inequality whenever \( |Y| > 0 \). Therefore in the minimization problem (13) we are allowed to suppose that \( u \in A_{L,\eta} \) satisfies (132). By increasing the value of \( C'_{L,\eta} \) if necessary we can assume that
\[ y_r + \max\{0, \eta\} \leq \frac{C'_{L,\eta}}{r^2}, \quad \text{for} \quad r \in (0, r_0]. \]
Then \( y = \frac{2C'_{L,\eta}}{r^2} \) implies \( y \geq y_{r,1} \) and therefore from the assumption that \( u \) satisfies (132) it follows
\[ |u(x, y) - a| \leq \sqrt{\frac{C'_{L,\eta}}{2y}}, \quad \text{for} \quad y \geq \frac{2C'_{L,\eta}}{r^2}. \quad (133) \]
This proves (128) with \( C_{L,\eta} = \sqrt{\frac{C'_{L,\eta}}{2}} \) and \( y_{L,\eta} = \frac{2C'_{L,\eta}}{r^2} \). The other inequality is proved in a similar way.

We are now in the position to prove the existence of the minimizers \( u^{L,\eta} \) and \( u^L \) of problems (13) and (14).

**Lemma 18** There exists \( u^{L,\eta} \in A_{L,\eta} \) that solves problem (13):
\[ J(u^{L,\eta}) = \min_{u \in A_{L,\eta}} J(u). \]
Moreover \( u^{L,\eta} \) satisfies (115) and (128).

**Proof** From Lemma 16 we have
\[ 0 \leq \inf_{u \in A_{L,\eta}} J(u) \leq J(\tilde{u}^{L,\eta}) < +\infty. \quad (134) \]
Let \( \{u_j\}_{j=1}^\infty \subset A_{L,\eta} \) be a minimizing sequence. By Lemma 17 and the discussion above we can assume that \( u_j \) satisfies (115) and (128). From (134) we have
\[ \int_{R_L} \frac{1}{2} |\nabla u_j|^2 dxdy \leq J(u_j) \leq J(\tilde{u}^{L,\eta}). \]
Hence, using also that \( \| u_j \|_{L^\infty (\mathcal{R}_L; \mathbb{R}^m)} \leq M \), by weak compactness we have that, possibly by passing to a subsequence,

\[ u_j \rightharpoonup u, \quad \text{in} \quad W^{1,2}_{\text{loc}} (\mathcal{R}_L; \mathbb{R}^m), \]

for some \( u \in W^{1,2}_{\text{loc}} (\mathcal{R}_L; \mathbb{R}^m) \).

By compactness of the embedding we can assume that \( u_j \rightarrow u \) strongly in \( L^2_{\text{loc}} (\mathcal{R}_L; \mathbb{R}^m) \), and therefore, along a further subsequence,

\[
\lim_{j \rightarrow +\infty} u_j (x, y) = u(x, y), \quad \text{a.e. in} \quad \mathcal{R}_L. \tag{135}
\]

Weak lower semi-continuity of the \( L^2 \) norm gives

\[
\liminf_{j \rightarrow +\infty} \int_{\mathcal{R}_L} \frac{1}{2} | \nabla u_j |^2 \, dx \, dy \geq \int_{\mathcal{R}_L} \frac{1}{2} | \nabla u |^2 \, dx \, dy,
\]

and by Fatou's lemma,

\[
\liminf_{j \rightarrow +\infty} \int_{\mathcal{R}_L} W(u_j) \, dx \, dy \geq \int_{\mathcal{R}_L} W(u) \, dx \, dy. \tag{135}
\]

Moreover from (135) we have that \( u \) satisfies (115) and (128). It follows that we can identify the map \( u \) with the sought minimizer \( u^{L, \eta} \). The proof is complete.

The minimizer \( u^{L, \eta} \) given by Lemma 18 satisfies the bound

\[
\| u^{L, \eta} \|_{L^\infty (\mathcal{R}_L; \mathbb{R}^m)} \leq M
\]

independently of \( L, \eta \) therefore the smoothness of \( W \) and of the boundary conditions \( \bar{u}_- \) and \( \bar{u}_+ (\cdot - \eta) \) implies via elliptic regularity that

\[
\| u^{L, \eta} \|_{C^{2, \gamma} (\mathcal{R}_L; \mathbb{R}^m)} \leq C, \tag{136}
\]

for some constant \( C > 0 \) and \( \gamma \in (0, 1) \) independent of \( L, \eta \).

**Lemma 19** There exists \( \bar{\eta} \in \mathbb{R} \) and \( u^L \in A_{L, 0} \) such that

\[
\mathcal{J}(u^L) = \min_{\eta} \mathcal{J}(u^{L, \eta}) \leq C_0 + c_0 L.
\]

**Proof** 1. There exists \( \bar{y} > 0 \) such that

\[
(\| \eta \| - 2\bar{y}) \frac{|a|}{L} \leq \mathcal{J}(u), \quad \text{for} \quad |\eta| \geq 2\bar{y}, \quad u \in A_{L, \eta}, \tag{137}
\]

where \( a = \frac{a_+ - a_-}{2} \).

Assume first \( \bar{\eta} \geq 0 \). Since both \( \bar{u}_- \) and \( \bar{u}_+ \) satisfy (13) there exists \( \bar{y} > 0 \) such that

\[
|\bar{u}_-(y) - a_+| \leq \frac{1}{2} |a|, \quad \text{for} \quad y \geq \bar{y},
\]

\[
|\bar{u}_+(y - \eta) - a_-| \leq \frac{1}{2} |a|, \quad \text{for} \quad y \leq \eta - \bar{y}.
\]
It follows
\[ |\bar{u}_+ (y - \eta) - \bar{u}_- (y)| \geq 2 |a| - |\bar{u}_+ (y - \eta) - a_+ - (\bar{u}_- (y) - a_-)| \]
\[ \geq |a|, \text{ for } \bar{y} \leq y \leq \eta - \bar{y} \]
and therefore, since \( u \in A_{L, \eta} \) implies
\[ u(L, y) - u(0, y) = \bar{u}_+ (y - \eta) - \bar{u}_- (y), \]
we have
\[ |a| \leq |u(L, y) - u(0, y)| \leq L \int_0^L |u_x (x, y)|^2 dx \frac{1}{2}, \text{ a.e. in } (\bar{y}, \eta - \bar{y}) \]
and in turn
\[ (\eta - 2\bar{y})|a|^2 \leq L \int_{\bar{y}}^{\eta - \bar{y}} \int_0^L |u_x (x, y)|^2 dx \leq L \mathcal{J}(u). \]
This and similar estimates valid for \( \eta < 0 \) prove 1.

2. Let \( u_{L,\eta_j} \), \( j = 1, \ldots \) a minimizing sequence. From Lemma 16 we can choose a minimizing sequence that satisfies
\[ \lim_{j \to +\infty} \mathcal{J}(u_{L,\eta_j}) = \inf_{\eta} \mathcal{J}(u_{L,\eta}) \leq C_0 + c_0 L \tag{138} \]
From (136), by passing to a subsequence if necessary, we can assume that there is a continuous function \( u^L \) such that
\[ \lim_{j \to +\infty} u_{L,\eta_j} = u^L \]
uniformly in compact sets. From (138) and (137) it follows that the sequence \( \eta_j, j = 1, \ldots \) is bounded and therefore, along a further subsequence,
\[ \lim_{j \to +\infty} \eta_j = \bar{\eta}. \]
This and the uniform convergence of \( u_{L,\eta_j} \) to \( u^L \) imply that \( u^L \) satisfies the boundary conditions in \( A_{L, \bar{\eta}} \). From this point we can proceed as in Lemma 18 to conclude that \( u^L \) is the sought minimizer. The proof is complete.

The minimizer \( u^L \) determined in Lemma 19 can be identified with \( u_{L,\bar{\eta}} \). Indeed from the fact that \( u^L \) satisfies the boundary conditions for \( \eta = \bar{\eta} \) we have
\[ \mathcal{J}(u_{L,\eta}) \leq \mathcal{J}(u^L) = \min_{\eta} \mathcal{J}(u_{L,\eta}) \leq \mathcal{J}(u_{L,\bar{\eta}}). \]
In the following when it is clear from the context we simply write \( u \) instead of \( u^L \) and we do the same with other functions of \( L \) that we introduce later.
In this section we prove a few lemmas that are basic for deriving estimates on \( u^L \) that are uniform in \( L \) and allow to pass to the limit in (15). In Lemma 20 we prove that \( u^L \) decays exponentially to \( a_\pm \) as \( y \to \pm \infty \). In Lemma 21 we show that \( \int_0^L \int_\mathbb{R} |u^L_x|^2 \, dx \, dy \) is uniformly bounded in \( L \). This is a simple result which is essential for the analysis that follows.

Note that \( u^L \) satisfies (136) and is a classical solution of (1). Note also that, since \( \bar{\eta} \) in Lemma 19 depends only on \( L \), when applied to \( u = u^L \), (128) takes the form

\[
|u(x, y) - a_+| \leq r_0 e^{-k(y - y_L)}, \quad \text{for}\ y \geq y_L, \\
|u(x, y) - a_-| \leq r_0 e^{k(y_L + y)}, \quad \text{for}\ y \leq -y_L
\]

for some constants \( C_L > 0, y_L > 0 \).

The fact that \( u^L \) solves (1) implies a sharper asymptotic behavior for \( y \to \pm \infty \).

**Lemma 20** There exist constants \( k, K > 0 \) independent of \( L > 0 \) and such that \( u = u^L \) satisfies

\[
|u(x, y) - a_+| \leq r_0 e^{-k(y - y_L)}, \quad \text{for}\ y \geq y_L, \\
|u(x, y) - a_-| \leq r_0 e^{k(y_L + y)}, \quad \text{for}\ y \leq -y_L
\]

where \( r_0 > 0 \) is the constant in (60).

Moreover, for \( \alpha \in \mathbb{R}^2, 1 \leq |\alpha| \leq 2 \), it results

\[
|(D^\alpha u)(x, y)| \leq K e^{-k(y - y_L)}, \quad \text{for}\ y \geq y_L, \\
|(D^\alpha u)(x, y)| \leq K e^{k(y + y_L)}, \quad \text{for}\ y \leq -y_L
\]

Proof A standard computation yields that, provided \( |u - a_+| \leq r_0 \), we have

\[
W_a(u) \cdot (u - a_+) = (W_a(u) - W_a(a_+)) \cdot (u - a_+) \geq \gamma^2 |u - a_+|^2,
\]

where \( \gamma \) is the constant in (60) and we have used \( W_a(a_+) = 0 \). On the other hand, since \( u = u^L \) solves (1) we have

\[
\Delta |u - a_+|^2 \geq 2(\Delta u) \cdot (u - a_+) = 2W_a(u) \cdot (u - a_+),
\]

and therefore (142) implies

\[
\Delta |u - a_+|^2 \geq 2\gamma^2 |u - a_+|^2 \quad \text{on} \ \mathcal{R}_L \cap \{|u - a_+| \leq r_0\}.
\]

From (139), by redefining \( y_L \) if necessary, we can assume

\[
|u(x, y) - a_+| \leq r_0 \quad \text{for} \ x \in [0, L], \ y \geq y_L.
\]
Similarly from (13) and the fact that \( \eta \) depends only on \( L \) we can assume
\[
|u(0, y) - a_+| = |\bar{u}_-(y) - a_+| \leq r_0 e^{-k(y - y_L)}, \quad \text{for} \quad y \geq y_L,
\]
\[
|u(L, y) - a_+| = |\bar{u}_+(y - \eta) - a_+| \leq r_0 e^{-k(y - y_L)}, \quad \text{for} \quad y \geq y_L.
\]  \hspace{1cm} (145)

Let \( \tilde{\gamma} > 0 \) be a number to be chosen later and, for \( l > 0 \), set
\[
\varphi_l(x, y) := r_0^2 \frac{\cosh \tilde{\gamma}(l - (y - y_L))}{\cosh \tilde{\gamma} l}, \quad \text{for} \quad x \in [0, L], \ y \in [y_L, y_L + 2l].
\]
Observe that we have
\[
\varphi_l(x, y) = r_0^2 \frac{\left(1 + e^{-2\gamma l} e^{2\gamma (y - y_L)}\right)}{1 + e^{-2\gamma l}} e^{-\gamma (y - y_L)} \geq r_0^2 e^{-\gamma (y - y_L)}, \quad \text{for} \quad x \in [0, L], \ y \in [y_L, y_L + 2l].
\]
and
\[
2r_0^2 e^{-\gamma (y - y_L)} \geq \varphi_l(x, y), \quad \text{for} \quad x \in [0, L], \ y \in [y_L, y_L + l] \quad (146)
\]
and therefore that from (145), provided we assume \( \tilde{\gamma} \leq 2 \tilde{k} \), it results
\[
|u(0, y) - a_+|^2 \leq \varphi_l(0, y), \quad \text{for} \quad y \in [y_L, y_L + 2l],
\]
\[
|u(L, y) - a_+|^2 \leq \varphi_l(L, y), \quad \text{for} \quad y \in [y_L, y_L + 2l]. \quad (147)
\]
This, (143) and \( \varphi_l(x, y) = \varphi_l(x, y + 2l) = r_0^2 \) imply
\[
|u(x, y) - a_+|^2 \leq \varphi_l(x, y), \quad \text{on} \quad \partial R_l \quad (148)
\]
where \( R_l := (0, L) \times (y_L, y_L + 2l) \). Now note that \( \varphi_l \) is a solution of
\[
\Delta \varphi = \gamma^2 \varphi
\]
and assume \( \tilde{\gamma} \leq \min \{2^{\gamma}, 2 \tilde{k}\} \). Then from (143), (148) and the maximum principle we conclude
\[
|u(x, y) - a_+|^2 \leq \varphi_l(x, y), \quad \text{on} \quad R_l, \quad (149)
\]
and therefore from (146) we have
\[
|u(x, y) - a_+|^2 \leq 2r_0^2 e^{-\gamma (y - y_L)}, \quad \text{for} \quad y \in [y_L, y_L + l].
\]
Since this is valid for all \( l > 0 \) we obtain
\[
|u(x, y) - a_+| \leq \sqrt{2r_0} e^{-\gamma (y - y_L)}, \quad \text{for} \quad y \geq y_L
\]
which implies (140), with \( k = \frac{\gamma}{2} \) after changing \( y_L \) to \( y_L + \frac{1}{2} \ln 2 \). The other case is discussed in a similar way. Once (140) is established the estimates for the derivatives follows from the smoothness of \( W \) and of the boundary conditions and elliptic regularity. The proof is complete.
From Lemma 20 and (136) it follows that, for \( u = u^L \), the quantities

\[
q(x) = \min_{r \in \mathbb{R}, p \in \{-, +\}} \| u(x, \cdot) - \bar{u}_p(\cdot - r) \|
\]

\[
\min_{r \in \mathbb{R}, p \in \{-, +\}} \| u(x, \cdot) - \bar{u}_p(\cdot - r) \|_1
\]

\[
\int_{\mathbb{R}} W(u(x, y)) dy, \quad \int_{\mathbb{R}} |u_x(x, y)|^2 dy, \quad \int_{\mathbb{R}} |u_y(x, y)|^2 dy,
\]

are well defined and continuous for \( x \in [0, L] \).

**Lemma 21** Let \( u^L \) be as in Lemma 19. Then

\[
c_0 L \leq \mathcal{J}(u^L) \leq c_0 L + C_0,
\]

\[
\int_0^L \int_{\mathbb{R}} |u^L_x|^2 dx dy \leq 2C_0.
\]

where \( c_0 \) and \( C_0 \) are the constants in Lemma 16.

**Proof** Lemma 17 implies \( \lim_{y \to \pm \infty} u^L = a_{\pm} \) and therefore from \( c_0 = J_\mathbb{R}(\pm \bar{u}_{\pm}) \) and the minimizing character of \( \bar{u}_{\pm} \) it follows

\[
\int_{\mathbb{R}} \left( W(u^L(x, y)) + \frac{1}{2} |u^L_y(x, y)|^2 \right) dy \geq c_0, \quad \text{for } x \in [0, L].
\]

(152)

From this and Lemma 19 it follows

\[
\frac{1}{2} \int_0^L \int_{\mathbb{R}} |u^L_x|^2 dx dy
\]

\[
\leq \int_0^L \left( \int_{\mathbb{R}} \left( W(u^L) + \frac{1}{2} |u^L_y|^2 \right) dy - c_0 \right) dx + \frac{1}{2} \int_0^L \int_{\mathbb{R}} |u^L_x|^2 dx dy \leq C_0.
\]

The proof is complete

**Lemma 22** Assume \( u = u^L \) is as in Lemma 19. Then \( u \) satisfies (67) and (68) for \( x \in [0, L] \) and for some constants \( \omega = \omega_L \) and \( \tilde{\omega} = \tilde{\omega}_L \). Moreover

\[
0 \leq \omega \leq \frac{C_0}{L},
\]

\[
\tilde{\omega} = 0.
\]

(153)

**Proof** The first part of the Lemma is proved as in Lemma 11. From (67) and (152) we have

\[
\frac{1}{2} \int_{\mathbb{R}} |u_x(x, y)|^2 dy = J_\mathbb{R}(u(x, \cdot)) - c_0 + \omega \geq \omega, \quad \text{for } x \in [0, L].
\]

(154)

Recalling the boundary value \( u(0, \cdot) = \bar{u}_- \) that implies \( J_\mathbb{R}(u(0, \cdot)) = c_0 \) we see that, for \( x = 0 \), (154) implies

\[
\frac{1}{2} \int_{\mathbb{R}} |u_x(0, y)|^2 dy = \omega
\]

(155)
and therefore that $\omega \geq 0$. By integrating (154) on $[0, L]$ and using also Lemma 21 yields
\begin{equation}
\omega L \leq \int_0^L \frac{1}{2} \int_{\mathbb{R}} |u_x(x, y)|^2 \, dx \, dy \leq C_0
\end{equation}
that is $\omega \leq \frac{C_0}{L}$. To prove that $\bar{\omega} = 0$ it suffices to observe that $u = u^L$ is a solution of (14) and therefore the restriction (72) in the proof of Lemma 11 can be removed. The proof is complete.

4.3 Structural properties of $u^L$

We are now able to derive detailed information on the structure of the minimizer $u^L \in A_{L, \bar{\eta}}$ determined in Lemma 19. This knowledge of $u^L$, in particular the fact that, as we show below, $\bar{\eta}$ is bounded independently of $L$, will allow us to pass to the limit in (15) and show that the limit map is a solution of (11) with the properties required in Theorem 3.

Let $u = u^L$. Fix $p \in (0, q^0]$ and let $S_p \subset [0, L]$ be the complement of the set $\tilde{S}_p$ defined by
\begin{equation}
\tilde{S}_p := \{ x \in (0, L) : \| u_x(x, \cdot) \|^2 > e_p \}
\end{equation}
where $e_p$ is the constant in Lemma 10. From Lemma 21 it follows that the measure of $\tilde{S}_p$ is bounded independently of $L > 1$. Indeed we have:
\begin{equation}
|\tilde{S}_p| e_p \leq \frac{1}{2} \int_0^L \| u_x(x, \cdot) \|^2 \, dx \leq C_0
\end{equation}
and therefore
\begin{equation}
|\tilde{S}_p| \leq \frac{2C_0}{e_p}, \quad \text{and} \quad |S_p| \geq L - \frac{2C_0}{e_p}.
\end{equation}
From Lemma 22 we know that $u = u^L$ satisfies (67) with $\omega \geq 0$ and it follows
\begin{equation}
J(u(x, \cdot)) - c_0 \leq \frac{1}{2} \| u_x(x, \cdot) \|^2 \leq \frac{e_p}{2}, \quad x \in S_p.
\end{equation}
This and Lemma 10 imply
\begin{equation}
q(x) = \min_{p \in \{-, +\}} \min_{r \in \mathbb{R}} \| u(x, \cdot) - \bar{u}_p(\cdot - r) \| \\
\leq \min_{p \in \{-, +\}} \min_{r \in \mathbb{R}} \| u(x, \cdot) - \bar{u}_p(\cdot - r) \|_1 \leq p \leq q^0.
\end{equation}
Therefore from Lemma 5 we can associate to each $x \in S_p$ unique $\bar{u} \in \{ \bar{u}_-, \bar{u}_+ \}$ and $h(x) \in \mathbb{R}$ that allow to represent $u$ as in (11):
\begin{equation}
u(x, \cdot) = \bar{u}(\cdot - h(x)) + v(x, \cdot - h(x)), \quad x \in S_p
\end{equation}
with
\begin{equation}
v(x, y) = v^L(x, y) := u^L(x, y + h(x)) - \bar{u}(y)
\end{equation}
that satisfies
\[ \langle v(x, \cdot), \bar{u}' \rangle = 0. \]

If needed, we indicate that the map \( \bar{u} \in \{ \bar{u}_, \bar{u}_+ \} \) associated to \( x \in S_p \) depends on \( x \) by using the notation \( \bar{u} = \bar{u}_{p_x} \) with \( p_x \in \{-, +\} \). Note that \( p_x = \text{Const} \) in each interval contained in \( S_p \), and from (160) we have
\[ \|v(x, \cdot)\| = \|u(x, \cdot) - \bar{u}(\cdot - h(x))\| \leq \min_{p \in \{-, +\}} \min_{r \in \mathbb{R}} \|u(x, \cdot) - \bar{u}_{p}(\cdot - r)\| \leq p \leq q^0. \] (162)

Note that (38) in Lemma 6 implies
\[ \|v_y(x, \cdot)\| \leq \|v(x, \cdot)\|_1 \leq \bar{C} p^\sharp. \] (163)

From (140) and (141) and Lemma 7 it follows that the map \( S_p \ni x \rightarrow \bar{h}(x) \in \mathbb{R} \) is continuously differentiable and
\[ |\bar{h}(x)|, |\bar{h}'(x)| \leq C_L, \]
for some constant \( C_L > 0 \) that may depend on \( L > 1 \). Moreover from Lemma 13 and Lemma 22 that yields \( \bar{\omega} = 0 \), we have that the expression (78) and (79) respectively are valid for \( \bar{h}'(x) \) and \( \|u_x(x, \cdot)\|^2 \) for \( x \in S_p \). We assume \( p \leq \frac{2}{\bar{C} \mu} \|\bar{u}'\| \) then we have
\[ \frac{\|v_y(x, \cdot)\|^2}{\|\bar{u}' + v_y(x, \cdot)\|^2} \leq \frac{\bar{C}^2 p}{(\|\bar{u}'\| - \bar{C} p^\sharp)^2} \leq \frac{1}{2} \]
and (79) implies
\[ \|v_x(x, \cdot)\| \leq 2^{\frac{1}{2}} \|u_x(x, \cdot)\|, \quad x \in S_p. \] (164)

We also observe that, on the basis of (162), we can use (18) and deduce from (159) that
\[ \frac{1}{2} \mu \|v_y(x, \cdot)\|^2 \leq \mathcal{W}(v) = J(u(x, \cdot)) - c_0 \leq \frac{1}{2} \|u_x(x, \cdot)\|^2 \]
and in turn
\[ \|v_y(x, \cdot)\| \leq \frac{1}{\mu^\sharp} \|u_x(x, \cdot)\|, \quad x \in S_p. \] (165)

**Proposition 1** Let \( u = u^L \) the minimizer in Lemma 19. Then there is a constant \( C > 0 \) independent of \( L \) such that
\[ |\bar{\eta}| \leq C. \] (166)
Layered solutions to the vector Allen-Cahn equation in $\mathbb{R}^2$

Proof. $\tilde{S}_p$ is the union of a countable family of intervals $\tilde{S}_p = \cup_j (\alpha_j, \beta_j)$. Therefore we have

$$|\tilde{q}| \leq \int_{\tilde{S}_p} |h'|dx + \sum_j |h(\beta_j) - h(\alpha_j)|. \quad (167)$$

Let $\lambda > 0$ a small number to the chosen later and set $I_\lambda = \{j : \beta_j - \alpha_j \leq \lambda\}$, $\tilde{I}_\lambda = \{j : \beta_j - \alpha_j > \lambda\}$. Note that $\tilde{I}_\lambda$ contains at most $\frac{|\tilde{S}_p|}{\lambda}$ elements. For $j \in I_\lambda$ and $\xi \in (\alpha_j, \beta_j)$ we have

$$|u(\xi, y) - u(\alpha_j, y)| \leq \int_{\alpha_j}^\xi |u_x(x, y)|dx \leq |\xi - \alpha_j|^\frac{1}{2}(\int_{\alpha_j}^\xi |u_x(x, y)|^2dx)\gamma,$$

and therefore

$$\int_{\mathbb{R}} |u(\xi, y) - u(\alpha_j, y)|^2dy \leq |\xi - \alpha_j| \int_{\alpha_j}^{\beta_j} \int_{\mathbb{R}} |u_x(x, y)|^2dydx \leq \lambda C_0,$$

where $C_0$ is the constant in Lemma [21]. From this estimate and (162) that implies

$$\|u(\alpha_j, \cdot) - u(\cdot, h(\alpha_j))\| \leq p \leq q^0$$

it follows that, if $p$ and $\lambda$ are sufficiently small, then, for each $x \in (\alpha_j, \beta_j)$, $u(x, \cdot)$ satisfies the conditions in Lemma [5] ensuring that $\bar{u}$ and $h(x)$ are uniquely determined and either $\bar{u} = \bar{u}_-$ or $\bar{u} = \bar{u}_+$ for every $x \in [\alpha_j, \beta_j]$. Moreover $h$ is a smooth function of $u(x, \cdot)$ and, from [29], we have

$$h'(x) = \frac{\langle u_x(x, \cdot), \bar{u}'(-h(x)) \rangle}{\|\bar{u}'\|^2 + \langle u(x, \cdot) - \bar{u}(-h(x)), \bar{u}'(-h(x)) \rangle},$$

which implies

$$|h'(x)| \leq C\|u_x(x, \cdot)\|, \quad \text{for } x \in [\alpha_j, \beta_j], j \in I_\lambda.$$

Therefore we have

$$\sum_{j \in I_\lambda} |h(\beta_j) - h(\alpha_j)| \leq \int_{\cup_{j \in I_\lambda} [\alpha_j, \beta_j]} |h'(x)|dx \leq C \int_{\cup_{j \in I_\lambda} [\alpha_j, \beta_j]} |u_x|x|dx \leq C|\tilde{S}_p|^\frac{1}{2}(\int_0^L \|u_x\|^2dx)^\gamma \leq (2C_0)^\frac{1}{2} C|\tilde{S}_p|^\frac{1}{2}. \quad (168)$$

Assume now $j \in \tilde{I}_\lambda$ and observe that, (16) implies that there is $\bar{y} > 0$ such that, for $p, q \in \{-, +\}$

$$\begin{align*}
|u_p(y) - \bar{u}_q(y-r)| &\geq |a|, \quad \text{for } \bar{y} \leq y \leq r - \bar{y}, \quad \text{if } r \geq 2\bar{y}, \\
|\bar{u}_p(y) - \bar{u}_q(y-r)| &\geq |a|, \quad \text{for } r + \bar{y} \leq y \leq -\bar{y}, \quad \text{if } r \leq -2\bar{y},
\end{align*} \quad (169)$$

where as before $a = \frac{a_+ - a_-}{2}$.
Consider first the indices \( j \in \tilde{I}_\lambda \) such that \( |h(\beta_j) - h(\alpha_j)| \leq 4\bar{y} \). We have

\[
\sum_{j \in \tilde{I}_\lambda, |h(\beta_j) - h(\alpha_j)| \leq 4\bar{y}} |h(\beta_j) - h(\alpha_j)| \leq 4\bar{y}\frac{\tilde{S}_p}{\lambda}. \tag{170}
\]

If \( r > 4\bar{y} \) the interval \((\bar{y}, r - \bar{y})\) (if \( r < -4\bar{y} \) the interval \((r + \bar{y}, -\bar{y})\)) has measure larger than \( |\tilde{I}_\lambda| \). Therefore, for each \( j \in \tilde{I}_\lambda \) with \( |h(\beta_j) - h(\alpha_j)| > 4\bar{y} \), there are \( y_j^0, y_j^1, \bar{y}_j^0, \bar{y}_j^1 \) such that

\[
|u(\beta_j, y_j^0) - u(\alpha_j, y_j^0)| \geq |\bar{u}_{p, \beta_j}(y_j^0 - h(\beta_j)) - \bar{u}_{p, \alpha_j}(y_j^0 - h(\alpha_j))| \\
- |u(\beta_j, y_j^1) - u(\alpha_j, y_j^1)| - |u(\beta_j, \bar{y}_j^1) - u(\alpha_j, \bar{y}_j^1) - 2(2 \bar{C} \frac{p}{\lambda})^\frac{p}{2} \\
\geq |\bar{u}_{p, \beta_j}(y_j^0 - h(\beta_j)) - \bar{u}_{p, \alpha_j}(y_j^0 - h(\alpha_j))| - 2(2 \bar{C} \frac{p}{\lambda})^\frac{p}{2} \\
\geq |a| - 2(2 \bar{C} \frac{p}{\lambda})^\frac{p}{2} \geq \frac{|a|}{2}, \quad \text{for } y_j \in (y_j^0, y_j^1),
\]

where we have also used (162) and (163) that imply

\[
\|v(x, \cdot)\|_{L^\infty(R^n)} \leq 2^\frac{p}{2}\|v(x, \cdot)\|^\frac{p}{2} \|v_p(x, \cdot)\|^\frac{p}{2} < (2 \bar{C} \frac{p}{\lambda})^\frac{p}{2}, \quad x \in S_p,
\]

and assumed \( p \) small. Integrating (171) in \((y_j^0, y_j^1)\) yields

\[
\frac{|a|}{4} |h(\beta_j) - h(\alpha_j)| \leq \int_{y_j^0}^{y_j^1} |u(\beta_j, y) - u(\alpha_j, y)| dy \leq \int_{y_j^0}^{y_j^1} \int_{\alpha_j}^{\beta_j} |u_x| dxdy \\
\leq \frac{1}{2^2} |h(\beta_j) - h(\alpha_j)|^\frac{p}{2} (\beta_j - \alpha_j)^\frac{p}{2} \left( \int_{y_j^0}^{y_j^1} \int_{\alpha_j}^{\beta_j} |u_x|^2 dxdy \right)^\frac{1}{2} \\
\leq |h(\beta_j) - h(\alpha_j)|^\frac{p}{2} (\beta_j - \alpha_j)^\frac{p}{2} \frac{C_0^p}{2^2}
\]

where \( C_0 \) is the constant in Lemma [21]. It follows

\[
|h(\beta_j) - h(\alpha_j)| \leq \frac{8C_0}{|a|^2} (\beta_j - \alpha_j) \tag{172}
\]

and in turn

\[
\sum_{j \in \tilde{I}_\lambda, |h(\beta_j) - h(\alpha_j)| > 4\bar{y}} |h(\beta_j) - h(\alpha_j)| \\
\leq \frac{8C_0}{|a|^2} \sum_{j \in \tilde{I}_\lambda, |h(\beta_j) - h(\alpha_j)| > 4\bar{y}} (\beta_j - \alpha_j) \leq \frac{8C_0}{|a|^2} \tilde{S}_p. \tag{173}
\]

From (168), (169) and (173) we conclude that the summation on the right hand side of (167) is bounded by a constant independent of \( L \). It remains to
estimate the integral $\int_{S_p} |h'| dx$. To do this we use the expression (78) of $h'$ that implies
\[
|h'(x)| \leq \frac{\|u_x(x, \cdot)\|\|v_y(x, \cdot)\|}{\|\bar{u}' + v_y(x, \cdot)\|^2}.
\] (174)

From (163) we have
\[
\|v_y(x, \cdot)\| \leq \frac{1}{2}\|\bar{u}'\|, \quad x \in S_p
\]
provided $p \leq \frac{\|\bar{u}'\|^2}{4C}$. Under this assumption (174) and (164) and (165) imply
\[
|h'(x)| \leq \frac{2^{\frac{3}{4}}\|u_x(x, \cdot)\|^2}{\mu^2\|\bar{u}'\|^2}.
\] (175)

From this estimate we finally obtain
\[
\int_{S_p} |h'| dx \leq \frac{2^{\frac{3}{4}}\|u_x(x, \cdot)\|^2}{\mu^2\|\bar{u}'\|^2} \int_{S_0} \|u_x(x, \cdot)\|^2 dx
\]
\[
\leq \frac{2^{\frac{3}{4}}}{\mu^2\|\bar{u}'\|^2} C_0.
\]

This concludes the proof.

We are now in the position of refining Lemma 20.

**Lemma 23** There exist constants $k, K > 0$ independent of $L > 1$ and such that $u = u^L$ satisfies
\[
|u(x, y) - a_+| \leq Ke^{-kky}, \quad \text{for} \quad y \geq 0,
\]
\[
|u(x, y) - a_-| \leq Ke^{kky}, \quad \text{for} \quad y \leq 0,
\]
\[
|(|D^\alpha u)(x, y)| \leq Ke^{-k|y|}, \quad \text{for} \quad y \in \mathbb{R},
\]
\[
\|D^\alpha u(x, \cdot)\| \leq \frac{K}{\sqrt{2k}}, \quad \text{for} \quad x \in [0, L],
\]
\[
\alpha \in \mathbb{N}^2, \quad 1 \leq |\alpha| \leq 2.
\]

Moreover, if
\[
\min_{p \in \{-+, +\}} \min_{r \in \mathbb{R}} \|u(x, \cdot) - \bar{u}_p(\cdot - r)\| \leq q^0
\]
and $q^0 > 0$ is sufficiently small, there is a constant $\tilde{C}_1 > 0$ independent of $L > 1$ such that
\[
\|D_i^k v(x, \cdot)\| \leq \tilde{C}_1, \quad i = 0, 1, 2,
\]
(178)

where $v = v^L$ is defined as in (167).
\textbf{Proof} From the proof of Proposition \ref{prop} we have
\begin{equation}
|h(x)| \leq C_h, \quad x \in S_p,
\end{equation}
for some $C_h > 0$ independently of $L \geq 1$ and in particular $|h(L)| = |\eta| \leq C_h$.
Since $u = u^\pm$ satisfies (136) and $\bar{u}_{}$ is bounded in $C^1(\mathbb{R};\mathbb{R}^m)$, on the basis of Lemma \ref{lem} we can assume that $p > 0$ has been chosen so small that
\begin{equation}
\|u(x, \cdot) - \bar{u}_p(\cdot - h(x))\|_{L^\infty(\mathbb{R};\mathbb{R}^m)} \leq Cp^2 \leq \frac{r}{4}, \quad x \in S_p,
\end{equation}
for some $r \in (0, \frac{r_0}{4})$ with $r_0$ as in (60).

Define
\[ Y_r := \{ y \geq C_h + y_r : |u(x,y) - a_+| \geq r \quad \text{for some } x \in (0, L) \}, \]
where $y_r > 0$ is such that
\begin{equation}
|\bar{u}_\pm(y) - a_+| \leq \frac{r}{4}, \quad \text{for } y \geq y_r.
\end{equation}

Note that this and (179) implies
\begin{equation}
|\bar{u}_p(y - h(x)) - a_+| \leq \frac{r}{4}, \quad \text{for } y \geq C_h + y_r.
\end{equation}

Then (180) yields
\begin{equation}
|u(x, y) - a_+| \leq |u(x, y) - \bar{u}_p(y - h(x))| + |\bar{u}_p(y - h(x)) - a_+| \leq \frac{r}{2}, \quad x \in S_p, \quad y \geq C_h + y_r.
\end{equation}

This inequality shows that $y \in Y_r$ implies that $x_y$ belongs to $\hat{S}_p$ and therefore to one of the intervals, say $(\alpha, \beta)$, that compose $\hat{S}_p$. This and (182) computed with for $x = \alpha$ yield
\[ |u(x, y) - u(\alpha, y)| \geq |u(x, y) - a_+| - |u(\alpha, y) - a_+| \geq \frac{r}{2}, \quad y \in Y_r. \]

It follows
\[ \frac{r}{2} \leq \int_\alpha^\beta |u(x, y)|dx \leq |\beta - \alpha| \left( \int_\alpha^\beta |u(x, y)|^2dx \right)^{\frac{1}{2}}, \]
and in turn Lemma \ref{lem21} implies
\[ |Y_r| \leq \frac{r^2}{4} \leq |\hat{S}_p| \int_\alpha^\beta |u(x, y)|^2dxdy \leq C_0|\hat{S}_p|, \]
and we have that the measure of $Y_r$ is bounded independently of $L > 1$. This shows that there exists an increasing sequence $y_j \to +\infty$ such that
\begin{align*}
y_j &\leq C_h + y_r + |Y_r|, \\
|u(x, y_j) - a_+| &< r, \quad x \in [0, L], \quad j = 1, \ldots
\end{align*}
Therefore, using also \((181)\) that implies
\[
|u(L, y) - a_+| = |ar{u}_+(y - \bar{y}) - a_+| \leq \frac{r}{4}, \quad y \geq C_h + y_r,
\]
we can argue as in the proof of Lemma [17] and conclude with the help of the Cut-Off Lemma in [7] that
\[
|u(x, y) - a_+| \leq r, \quad \text{for } x \in [0, L], \quad y \geq y_1.
\]
Then the argument in the proof of Lemma [20] yields
\[
|u(x, y) - a_+| \leq r e^{-k y}, \quad y \geq y_1,
\]
with \(k > 0\) independent of \(L > 1\). The same reasoning show that
\[
|u(x, y) - a_-| \leq r e^{-k|y|}, \quad y \leq -y_1.
\]
This and the fact that \(u\) is bounded imply \((176)\). Once \((176)\) is established \((177)\) follow from elliptic theory. To prove \((178)\) we observe that \((176)\) implies that each solution \(\bar{u} \in \{\bar{u}_-, \bar{u}_+\}\) of
\[
\|u(x, \cdot) - \bar{u}(\cdot - h(x))\| = \min_{p \in \{-, +\}} \min_{r \in \mathbb{R}} \|u(x, \cdot) - \bar{u}_p(\cdot - r)\|
\]
satisfies
\[
|h(x)| \leq C'_h, \quad x \in (0, L),
\]
for some constant \(C'_h > 0\) independent of \(L > 1\). Since \(h(x)\) is uniquely determined for \(q^0 > 0\) small, this and \((177)\) imply that, possibly after adjusting the value of \(K\), we have
\[
|D^i_y(u(x, y + h(x)))| \leq K e^{-k|y|}, \quad x \in [0, L], \quad y \in \mathbb{R}, \quad i = 1, 2.
\]
Then \((178)\) follows from
\[
(D^i_y v)(x, y) = D^i_y(u(x, y + h(x)) - \bar{u}(y)), \quad i = 1, 2.
\]
and \((6)\). The proof is complete.

Next, with \(p \in (0, q^0]\) as before, we focus on the sets
\[
\Sigma_\beta := \{x \in [0, L] : q(x) \leq \beta p\}
\]
for \(\beta = 1\) and \(\beta = \frac{1}{2}\) and show that \(\Sigma_{\frac{1}{2}}\) has the simplest possible structure

**Proposition 2** Set \(u = u^L\). Then, provided \(p \in (0, q^0]\) is sufficiently small, there exist \(0 < l_- < l_+ < L\) such that:
\[
\Sigma_{\frac{1}{2}} = [0, l_] \cup [l_+, L] \quad \text{(183)}
\]
and
\[
l_+ - l_- \leq C, \quad \text{(184)}
\]
where \(C > 0\) is a constant independent of \(L > 1\). For \(x \in [0, l_-]\), the map \(\bar{u} \in \{\bar{u}_-, \bar{u}_+\}\) in the representation \((167)\) coincides with \(\bar{u}_-\) and for \(x \in [l_+, L]\) with \(\bar{u}_+\). Moreover the map \(x \to q(x)\) is nondecreasing in \([0, l_-]\) and nonincreasing in \([l_+, L]\).
Proof. 1. From (77) and (178) we have, for \( x \in \Sigma_1 \),
\[
\|v_{\|}(x, \cdot)\|^2 \leq \|v(x, \cdot)\| \|v_{\|}(x, \cdot)\| \leq \tilde{C}_1 q(x) \leq \tilde{C}_1 p.
\] (185)

2. For \( x \in \Sigma_1 \), under the standing assumption that \( p > 0 \) is small, we have that \( \int_{\Sigma_2} |u_x|^2 \text{d}y \) can be represented as in (79) and 1. implies that, for each \( x \in \Sigma_1 \) the function \( f \) introduced in Lemma 13 is nondecreasing.

3. Define
\[
l_- := \max\{x \in \Sigma_2 : \bar{u} = \bar{u}_{-}\},
l_+ := \min\{x \in \Sigma_2 : \bar{u} = \bar{u}_{+}\}
\] (186)
and observe that the continuity of the map \([0, L] \ni x \to q(x) \in \mathbb{R} \) and \( u(0, \cdot) = \bar{u}_-, u(L, \cdot) = \bar{u}_+ (\cdot - \eta) \) imply
\[
0 < l_+ < L,
q(l_-) = q(l_+) = \frac{p}{2}.
\] (187)

If \([l_+, L] \not\subset \Sigma_2\) there exists \( x^* \in (l_+, L) \) such that
\[
\frac{p}{2} < q(x^*),
q(x) \leq q(x^*), \quad x \in [l_+, L].
\]
Then there are two possibilities
a) \( \frac{p}{2} < q(x^*) \leq p \),
b) \( p < q(x^*) \).

We can immediately exclude case a) by Lemma 15 which, as observed in Remark 2, can be applied to the present situation. By arguing as in the final part of the proof of Theorem 1 after Remark 2, we can also exclude case b). Indeed if \([\xi_1, \xi_2] \subset (\xi_1, \xi_2)\) are defined by
\[
\tilde{\xi}_1 = \min\{x > l_+ : q(x) \geq p\},
\tilde{\xi}_2 = \max\{x : q(x) \geq p\},
\]
and
\[
\xi_1 = \max\{x < \tilde{\xi}_1 : q(x) \leq \frac{p}{2}\},
\xi_2 = \min\{x > \tilde{\xi}_2 : q(x) \leq \frac{p}{2}\}.
\]
Then, as in (110) and (111), we have
\[
q(\tilde{\xi}_1) = q(\tilde{\xi}_2) = p,
q(\xi_1) = q(\xi_2) = \frac{p}{2},
q(x) \in \left(\frac{p}{2}, p\right), \quad x \in (\xi_1, \tilde{\xi}_1) \cup (\tilde{\xi}_2, \xi_2).
\] (188)
Note that the definition of $\xi_1$ and $\xi_2$ implies $[l_+, \xi_1] \subset \Sigma_1$ and $[\xi_2, L] \subset \Sigma_1$ and therefore we have
$$u = \bar{u}_+, \quad \text{for } x \in [l_+, \xi_1] \cup [\xi_2, L].$$

On the basis of these observations we can define a competing map $\bar{u}$ by setting
$$\bar{u}(x, \cdot) = u(x, \cdot), \quad x \in [0, \xi_1),$$
$$\bar{u}(x, \cdot) = u(x, \cdot - (h(x_2) - h(x_2))), \quad x \in (\xi_2, L].$$
in $[0, \xi_1) \cup (\xi_2, L]$ and by defining $\bar{u}$ in the interval $[\xi_1, \xi_2]$ exactly as in the final part of the proof of Theorem 1 (aside from replacing $q^0$ with $p$). Then arguing as in that proof we conclude that $b)$ is in contradiction with the minimality of $u$ and $[l_+, L] \subset \Sigma_\partial$ is established.

Since the proof that $[0, l_-] \subset \Sigma_1$ is similar we obtain (183). We have $\bar{u} = \bar{u}_-$ in $[0, l_-]$ and $\bar{u} = \bar{u}_+$ in $[l_+, L]$ and therefore $l_- < l_+$. To prove (184) we observe that the definition of $\Sigma_\partial$ and (183) imply
$$q(x) = \min_{p \in \{-, +\}} \min_{r \in \mathbb{R}} \|u(x, \cdot) - u_p(\cdot - r)\| > \frac{p}{2}, \quad x \in (l_-, l_+).$$

From this and Lemma 11 we obtain, using also Lemma 21
$$e_{\sqrt{2}}(l_+ - l_-) \leq \int_{l_-}^{l_+} (J\bar{u}(x, \cdot)) - c_0)dx \leq C_0$$
and (184) follows with $C = \frac{C_0}{\sqrt{2}}$. The monotonicity of the map $x \rightarrow q(x)$ in the intervals $[0, l_-]$ and $[l_+, L]$ follow from Lemma 14. The proof is complete.

From Proposition 2 we know that the function $x \rightarrow q(x) \leq \frac{p}{2}$ is monotone in $[0, l_-]$ and in $[l_+, L]$. Next we show that $q(x)$ converges to 0 exponentially in $[l_+, L]$ and that a corresponding statement applies to $[0, l_-]$.

**Lemma 24** It results
$$q(x) \leq \frac{p}{2} e^{-\sqrt{2}(x-l_+)} , \quad \text{for } x \in [l_+, L],$$
and
$$|h'(x)| \leq C e^{-\sqrt{2}(x-l_+)}, \quad \text{for } x \in [l_+, L],$$
where $\mu > 0$ is the constant in (72) and $C > 0$ is independent of $L > 1$. An analogous statement applies to the interval $[0, l_-]$.

**Proof** Proposition 2 implies $q(x) \leq \frac{p}{2}$ for $x \in [l_+, L]$ and $q(l_+) = \frac{p}{2}$, $q(L) = 0$. Therefore we can proceed as in the proof of Lemma 14 and use (185) and the maximum principle to deduce
$$q(x)^2 \leq \varphi(x), \quad x \in [l_+, L],$$
where

\[ \varphi(x) = \left( \frac{p}{2} \right)^2 \frac{\sinh \sqrt{\frac{\mu}{2}}(L - x)}{\sinh \sqrt{\frac{\mu}{2}}(L - l_+)} \leq \left( \frac{p}{2} \right)^2 e^{-\sqrt{\frac{\mu}{2}}(x - l_+)}, \quad \text{for } x \in [l_+, L], \]

is the solution of \( \varphi'' = \frac{\mu}{2} \varphi \) with the boundary conditions \( \varphi(l_+) = \frac{p}{2} \) and \( \varphi(L) = 0 \). This implies (189) and (190) follows as in Lemma 14. A similar argument applies to the interval \([0, l_-]\). The proof is complete.

4.4 Conclusion of the proof of Theorem 3

We focus on the family of maps \( \tilde{u} = \tilde{u}^L, L > 1 \) defined via \( u = u^L \), the minimizer in Lemma 19, by

\[ \tilde{u}(x, y) := u(x - l_-, y), \quad (x, y) \in [-l_-, L - l_-] \times \mathbb{R}, \quad L > 1. \]  \hspace{1cm} (191)

From (184) in Proposition 2 we can assume that, along a subsequence,

\[ \lim_{L \to +\infty} (l_+ - l_-) = \ell \leq C. \]  \hspace{1cm} (192)

It follows that, along a further subsequence, at least one between \( L_+ \) and \( L - l_+ \) diverges to \(+\infty\) as \( L \to +\infty \). Therefore we need to consider two alternatives:

a) \[ \lim_{L \to +\infty} l_- = \lim_{L \to +\infty} L - l_+ = +\infty. \]  \hspace{1cm} (193)

b) One of the limits in a) is bounded. We will discuss the case (the other case is analogous)

\[ \lim_{L \to +\infty} l_- = \ell_- < +\infty, \quad \lim_{L \to +\infty} L - l_+ = +\infty. \]  \hspace{1cm} (194)

If (193) prevails, (130) implies that, along a subsequence, we have

\[ \lim_{L \to +\infty} \tilde{u}(x, y) = u(x, y), \quad (x, y) \in \mathbb{R}^2, \]

where \( u \in C^2(\mathbb{R}^2; \mathbb{R}^m) \) and the convergence is locally in \( C^2(\mathbb{R}^2; \mathbb{R}^m) \). It follows that \( u \) is a solution of (1) and Lemma 23 implies that \( u \) satisfies (176). From Lemma 24 we can also assume that, as \( L \to +\infty \) the functions \( q(\cdot - l_-) \) and \( h(\cdot - l_-) \) converge point-wise in \([\ell, +\infty)\) to the functions \( q^u(\cdot) \) and \( h^u(\cdot) \) defined by

\[ q^u(x) = \| u(x, \cdot) - \bar{u}_+ (\cdot - h^u(x)) \| = \min_{r \in \mathbb{R}} \| u(x, \cdot) - \bar{u}_+ (\cdot - r) \| \]

and moreover that

\[ q^u(x) \leq \frac{p}{2} e^{-\sqrt{\frac{\mu}{2}}(x - \ell)}, \quad x \in [\ell, +\infty), \]

\[ |h^u_+ - h^u(x)| \leq \frac{C}{\sqrt{2\mu}} (1 - e^{-\sqrt{\frac{\mu}{2}}(x - \ell)}), \quad x \in [\ell, +\infty) \]
where $\xi^u = \lim_{x \to +\infty} h^u(x)$. These estimates proves (8) for $x \to +\infty$ with $\eta_+ = h^u$. A similar reasoning completes the proof of (8) for $x \to -\infty$. Therefore $u$ can be identified with the map $u$ in Theorem 3.

Suppose now that (194) holds. Proceeding as before we show that along a subsequence, in the limit for $L \to +\infty$, $\tilde{u}$ converges to a solution $u : [-\ell, \infty] \times \mathbb{R} \to \mathbb{R}^m$ of (1) and that $u$ satisfies (30) and (8) for $x \to +\infty$. On the other hand we have

$$u(-\ell, \cdot) = \tilde{u}_-(\cdot - \eta_-)$$

for some $\eta_- \in \mathbb{R}$. Moreover from Lemma 22 we have that $u$ satisfies (67) with $\omega = 0$ and it follows $\|u_x(-\ell, \cdot)\| = 0$ and therefore

$$u_x(-\ell, y) = 0, \quad y \in \mathbb{R}.$$  

This implies that $u$ can be extended to $\mathbb{R}^2$ as a $C^1$ map by setting

$$u(x, \cdot) = \tilde{u}_-(\cdot - \eta_-), \quad \text{for } x < -\ell_-.$$  

The map $u$ extended in this way is a weak solution of (1) in $\mathbb{R}^2$ and from the assumption that $W$ is $C^3$ and elliptic theory it follows that $u$ is a $C^2$ solution of (1). The extended map $u$ trivially satisfies (8) for $x \to -\infty$ and therefore we have that also in case b) the map $u$ can be identified with the map $u$ in Theorem 3. The proof is complete.

Remark 3. Actually the occurrence of case b) can be excluded. Indeed, on the basis of the previous discussion, (194) implies the existence of two solutions of (1) that coincide in an open set, namely $u$ and the map $v$ defined by

$$v(x, y) = \tilde{u}_-(y - \eta_-), \quad (x, y) \in \mathbb{R}^2$$

and as observed in [1] this contradicts the unique continuation theorem in [22].
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