Prospects of constraining reionization model parameters using Minkowski tensors and Betti numbers
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Abstract. We explore the possibility of constraining model parameters of the Epoch of Reionization (EoR) from 21cm brightness temperature maps, using a combination of morphological descriptors constructed from the eigenvalues of the Contour Minkowski Tensor (CMT), Betti numbers (count of connected regions $n_{\text{con}}$ and holes $n_{\text{hole}}$) and the area of structures in the excursion set of the field. We use a three parameter model of EoR simulated using 21cmFAST, namely the ionizing efficiency of sources $\zeta$, the minimum virial temperature $T_{\text{vir}}$ required for collapse into a halo and the maximum radius for ionizing radiation described by $R_{\text{mfp}}$. We performed a Bayesian analysis to recover model parameters for a mock 21cm image from SKA phase I at a redshift of $z = 7.4$ corresponding to a mean neutral hydrogen fraction of $\bar{x}_{\text{HI}} \approx 0.5$. We find that in the absence of noise the average size of structures in the field with $x_{\text{HI}} \lesssim 0.5$ is smaller than regions with $x_{\text{HI}} \gtrsim 0.5$ and the structures are equally isotropic when $\bar{x}_{\text{HI}} = 0.5$. We also find that in order to recover the input model to within $1 - \sigma$ accuracy for a mock noisy image at a single frequency channel of 1 MHz, for an observation time $t_{\text{obs}} < 2000$ hrs, the noisy $\delta T_b$ map needs to be smoothed at a scale $R_a > 9.5$ Mpc. Finally we show that the systematic behaviour of the statistic as ionization progresses, enables us to obtain stringent constraints on $\bar{x}_{\text{HI}}$ (with a coefficient of variation $\sim 0.05$ as compared to $\sim 0.1 - 0.2$ for model parameter constraints), thereby making these descriptors a promising statistic for constraining EoR model parameters and the ionization history of the universe.
1 Introduction

The baryonic component of the universe post recombination was dominated by neutral hydrogen, which clumped into high density regions leading to the formation of first luminous sources in the universe. The emission from these first sources of radiation, ionized the neutral hydrogen in the intervening medium leading to an important phase transition of the universe called the Epoch of Reionization (EoR) [1, 2]. The epoch is characterized by the appearance of ionized regions around these luminous sources, which gradually grow in size and merge until the entire universe is ionized [3]. Therefore, studying the growth and topology of these ionized regions can help infer important properties of these first luminous sources. One promising observational probe of the EoR is the brightness temperature of the redshifted 21cm transition from neutral hydrogen atoms. The 21cm wavelength redshifts to the range of frequencies accessible by future radio telescopes and would serve as a direct probe of EoR [4]. Statistically it is detected in terms of the sky averaged global signal or in terms of the power spectrum of the brightness temperature fluctuations. The global signal was recently claimed to have been detected by the EDGES experiment [5] while the detection of the 21cm power spectrum is being aimed at by various ongoing interferometric experiments such as Murchison Widefield Array (MWA), Low-Frequency Array (LOFAR), Giant Metrewave Radio Telescope (GMRT) and Precision Array for Probing the Epoch of Reionization (PAPER) [6–9]. The upper limit on the dimensionless 21-cm power spectrum is $\Delta_{21}^2 < (73)^2\text{mK}^2$ at $k = 0.075h\text{c Mpc}^{-1}$ as found by LOFAR at a redshift of $z \simeq 9.1$ [10].

Given the highly non-Gaussian nature of the process of reionization [11–14], one would need to employ statistical tools which encapsulate information of higher order correlations. For a Gaussian random field the power spectrum contains all the spatial information and no new information is obtained from higher order correlations. Therefore, to probe the EoR one
needs to resort to higher order Fourier statistics of the 21cm brightness temperature, such as the bispectrum [15–19] or use the phase space statistics [20] to infer non-gaussian features of the 21cm signal.

Complementary to the Fourier space measures are real space topological tools which can be directly employed on 21cm images from upcoming interferometers such as the Square Kilometre Array (SKA) [21] which would enable direct imaging from the EoR [22] (in addition to better constraints on power spectrum). The advantage of imaging is that it contains both phase and amplitude information of a field. Since information from all orders of correlation are contained in an image, it encapsulates the non-Gaussian information which is otherwise missing in the power spectrum. There are methods which rely on studying the size statistics of ionized bubbles in tomographic images [23, 24] or based on mathematical morphology [25–27]. However, these methods rely on first identifying or defining an ionized bubble in a 21cm map which can be difficult in noisy 21cm images [28]. There are methods based on percolation theory [29–31] and persistent topology [32] which have been used to theoretically study the topological phases of ionized bubbles during EoR. There are also methods based on Scalar Minkowski Functionals (SMFs) [33–39] for ionization field or the 21cm brightness temperature field during EoR. These methods can be used to study the topology of an entire field and its systematic variation with field threshold, which can give insights useful for discriminating different EoR scenarios.

The tensorial generalization of SMFs called Minkowski Tensors provide richer morphological information regarding the shape and relative orientation of structures [40] and were recently introduced for cosmological datasets [41–44]. In the context of reionization, one of the Minkowski tensors in 2D called Contour Minkowski Tensor (CMT) was used along with Betti numbers to capture the ionization history during EoR in terms of lengthscale and timescale information encapsulated in these descriptors [45]. In a subsequent study in [46] the authors showed that the said combination of morphological descriptors serve as a useful tool to discriminate different EoR scenarios. These studies were based on ideal noiseless realizations of the 21cm brightness temperature field.

In this paper we perform a more quantitative study by employing CMT in combination with Betti numbers to explore the prospects of constraining a simple three parameter model of EoR using mock 21cm images from SKA I low\(^1\). In addition to using the scale information contained in CMT, here we also use the area of structures in the excursion sets of the field. For this study, we simulate 21cm brightness temperature maps at a redshift of \(z = 7.4\) using 21cmFAST [47] and perform a Bayesian inference using COSMOMC [48] as a generic sampler. A detailed study of detecting ionized sources from 21cm images in the presence of system noise and foreground has been performed in [49]. In this work, we will follow a similar method for generating system noise and perform our inference for a model of EoR described by the ionizing efficiency of sources (\(\zeta\)), the minimum Virial temperature for collapse into a halo (\(T_{\text{vir}}\)) and the maximum scale of ionizing radiation (\(R_{\text{mfp}}\)). The study is performed by assuming complete foreground removal from the mock 21cm images.

This paper is organized as follows. In section 2 we give a brief review of the morphological descriptors used for this study. In section 3 we give a brief description of 21cmFAST used for simulating the 21-cm differential brightness temperature field, (or \(\delta T_b\)) for this study. Then we discuss how the mock observation from SKA-low is constructed for this study in section 4. In section 5 we discuss the physics behind the behaviour of the morphological

---

\(^1\)http://skatelescope.org
statistics in parameter space, followed by a discussion of the impact of noise and smoothing on the statistics in section 6. In section 7 we describe our methodology of the Bayesian analysis for obtaining the results described in section 8. We end with a summary of our results and conclusion in section 9.

2 Morphological Descriptors

For any field \( f(x) \) the set of all field values greater than or equal to a certain field threshold, \( f = u_{\text{th}} \) is called an excursion set. The boundary curves of these excursion sets in two dimensions enclose either a connected region (regions formed by bounded curves enclosing a set of values greater than or equal to \( u_{\text{th}} \)) or a hole (regions formed by bounded curves enclosing a set of values less than \( u_{\text{th}} \)). The number of connected regions, \( n_{\text{con}} \) and holes, \( n_{\text{hole}} \) at the threshold \( u_{\text{th}} \) are called Betti numbers. Minkowski functionals describe the morphology and topology of excursion set regions for a given random field as a function of field threshold \( u_{\text{th}} \). The morphology and number of these excursion set regions changes as \( u_{\text{th}} \) is varied. Minkowski Tensors (MTs) are tensor generalization of the Scalar Minkowski Functionals. We will focus on the translation invariant symmetric rank two tensor, which we refer to as the contour MT (CMT), defined for a single boundary curve \( C \) as [40]:

\[
W_1 = \int_C \hat{T} \otimes \hat{T} \, ds,
\]

(2.1)

where \( \hat{T} \) is the unit tangent vector at every point on the curve, \( \otimes \) denotes the symmetric tensor product given by

\[
(\hat{T} \otimes \hat{T})_{ij} = \frac{1}{2} (\hat{T}_i \hat{T}_j + \hat{T}_j \hat{T}_i),
\]

(2.2)

and \( ds \) is the infinitesimal arc length. In [40, 42, 43] \( W_1 \) is referred to as \( W_2^{1,1} \). It was shown in [40, 42] that it is the only linearly independent translation invariant Minkowski tensor that contains extra information over its scalar counterpart. The extra information contained in \( W_1 \) is that of anisotropy. Any anisotropy in the boundary curve will manifest as an inequality between the eigenvalues of the matrix \( W_1 \). We define the eigenvalues in ascending order, \( \lambda_1 < \lambda_2 \) and define the shape anisotropy parameter as \( \beta \equiv \lambda_1 / \lambda_2 \). Hence for a generic curve, \( \beta \) will have values between 0 and 1. The CMT also gives an estimate of length of the enclosing curve, since \( \text{Tr} (W_1) \) is the perimeter of the curve and related to the second scalar MF i.e. the total contour length denoted by \( W_1 \). If \( \lambda \equiv (\lambda_1 + \lambda_2) \) denotes the perimeter of the closed curve and is equated to the circumference of a circle i.e. \( 2\pi r \), we define \( r \) to be an effective radius:

\[
r \equiv \lambda / 2\pi.
\]

(2.3)

This number gives the largest possible average radius of the enclosing contour.

We follow the method in [43] based on Marching square algorithm and Friend of Friends algorithm to identify contours surrounding connected regions and holes in the excursion set. Since our field is discretized into pixels, we shall use \( W_1 \) for a polygon [40] given by:

\[
(W_1)_{ab} = \sum_{a,b} [\varepsilon_{ab}^{-1}]^{-1} \varepsilon_{ab} \otimes \varepsilon_{ab},
\]

(2.4)

where \( \varepsilon_{ab} \) is the length of a two dimensional vector describing a discretized segment of the boundary curve between two vertices \( a \) and \( b \).
At each field threshold $u_{\text{th}}$ and at a given redshift $z$, we denote the number of distinct curves by $n_x(u_{\text{th}}, z)$, where the suffix $x = \text{con}$ or $x = \text{hole}$ refers to the boundaries of connected regions or holes respectively. Thus, we define statistics averaged over all curves at a fixed $u_{\text{th}}$ at a given redshift $z$ as:

\[
\tau_x(u_{\text{th}}, z) \equiv \frac{\sum_{j=1}^{n_x(u_{\text{th}}, z)} r_x(j, z)}{n_x(u_{\text{th}}, z)},
\]

(2.5)

\[
\bar{\beta}_x(u_{\text{th}}, z) \equiv \frac{\sum_{j=1}^{n_x(u_{\text{th}}, z)} \beta_x(j, z)}{n_x(u_{\text{th}}, z)}.
\]

(2.6)

$\tau_x(u_{\text{th}}, z)$ and $\bar{\beta}_x(u_{\text{th}}, z)$ are the mean values at each $u_{\text{th}}$ for a redshift $z$.

Next, we define the integrated quantity, $N_x$, as,

\[
N_x \equiv \int_{u_{\text{low}}}^{u_{\text{high}}} du_{\text{th}} n_x(u_{\text{th}}, z),
\]

(2.7)

Finally, we define the threshold integrated characteristic scale and shape anisotropy parameter at a given redshift $z$, using $\tau_x(u_{\text{th}}, z)$ and $\bar{\beta}_x(u_{\text{th}}, z)$, as follows:

\[
r^\text{ch}_x(z) \equiv \frac{\int_{u_{\text{low}}}^{u_{\text{high}}} du_{\text{th}} n_x(u_{\text{th}}, z) r_x(u_{\text{th}}, z) \tau_x(u_{\text{th}}, z)}{N_x},
\]

(2.8)

\[
\beta^{\text{ch}}_x(z) \equiv \frac{\int_{u_{\text{low}}}^{u_{\text{high}}} du_{\text{th}} n_x(u_{\text{th}}, z) \beta_x(u_{\text{th}}, z) \bar{\beta}_x(u_{\text{th}}, z)}{N_x}.
\]

(2.9)

In order to obtain an intuitive understanding of the statistical measures defined above, let us consider a field defined by a 2 dimensional function, $u(x, y) = \sin(x) \sin(y)$. The field values range from -1 to 1 and $\nu = u_{\text{th}}$ denote field threshold values. Fig. 1 shows $u(x, y)$ (top) and the excursion sets for negative (middle) and positive (bottom) field threshold values. Let us consider holes at negative threshold values and explicitly calculate the statistics for this simple field, as follows:

1. We can see from the figure that $n_{\text{hole}} = 8$ at each negative $\nu$. Suppose we choose the range of $\nu$ integration to be -0.9 to -0.1. Then from eq. 2.7, we get $N_{\text{hole}} = 8 \times 0.8 = 6.4$.

2. We see that at each $\nu$ all holes have identical size. Let us denote it by $r_{\text{hole}}(\nu)$. So from eq. 2.5 we get $r_{\text{hole}}(\nu) = r_{\text{hole}}(\nu)$. Then again using integration range -0.9 to -0.1 from eq. 2.8 we get $r^\text{ch}_{\text{hole}}(\nu) = r_{\text{hole}}(\nu)$. As $\nu \to 0$ we see that $r_{\text{hole}}(\nu)$ decreases (for this toy model).

3. Next, we see that at each $\nu$ all holes have identical shape whose corresponding $\beta$ we denote by $\beta_{\text{hole}}(\nu)$. (For this simple example $\beta_{\text{hole}}(\nu)$ is actually independent of $\nu$ but we write the argument for the sake of generality). Then, using the same integration range as above, we obtain from eq. 2.9 that $\beta^{\text{ch}}_{\text{hole}}(\nu) = \beta_{\text{hole}}(\nu)$.

It is straightforward to carry out similar calculation for connected regions on the positive threshold side. For general smooth random fields an excursion set at some arbitrary threshold will consist of some number of holes and connected regions, of arbitraty sizes and shapes. So, the analytic calculation of the statistics will in general not be feasible.

It is to be noted that in [45] and [46], the lower and upper limits of the integrals in eq. 2.7 - 2.9 were defined according to the physical interpretation of connected regions and
Figure 1: Top: The function $u(x,y) = \sin(x) \sin(y)$ as a simplistic representation of a random field. Middle: Excursion sets of $u(x,y)$ at different negative field threshold values which consist of one connected region (orange) and 8 holes (white). The size of the connected region decreases with $\nu \to 0$, while that of the holes increase. Bottom: Excursion sets at different positive threshold values which consist of 8 connected regions and 0 holes. The size of the connected regions decrease as $\nu \to 1$.

In addition to the above measures of morphology, in this work we also use area of connected regions and holes described by $A_{ch}$, defined analogous to $r_{ch}^2$ in eq 2.8 above. Note that unlike $r$, which is defined using eq. 2.3 as the radius of the largest circle having the same holes as being neutral regions or ionized bubbles for ionization field. In this paper we aim to maximize the extraction of information contained in the 21cm brightness temperature field and hence the upper and lower limits have been taken in a similar fashion for the $\delta T_b$ field. Therefore, for connected regions $u_{\text{low}} = \bar{f}$ and for holes $u_{\text{high}} = \bar{f}$, where the overbar represents the mean value of the field $f$. As we shall see in subsequent sections, such an integration still encapsulates the expected physical interpretation as EoR progresses while employing the complete information contained in the $\delta T_b$ field.
perimeter as that of the curve, here we construct $A_{ch}^x$ using the actual area of the individual structures. Being a two dimensional set, area is expected to give more information than the size information contained in $r_{ch}^x$. Therefore, we use a combination of $A_{ch}^x$ and $r_{ch}^x$ in conjunction with $\delta_{ch}^x$ and $N_x$ for both connected regions and holes of the 21cm brightness temperature field to maximize our information content.

3 21cm simulation

The 21cm is the wavelength corresponding to the energy difference between the hyperfine levels of neutral hydrogen in ground state. This energy difference corresponds to a transition temperature of $T_* = 0.068$ K or a frequency of 1420 MHz. The redshifted frequency lies in the radio range of frequencies so that in the Rayleigh Jean’s regime the intensity of this spectral line can be quantified by the brightness temperature $T_b$. This is observed as an offset from the CMB temperature and is called the differential brightness temperature $\delta T_b$. For an observed frequency $\nu$, corresponding to a redshift $z$ and at a given point in space $x$ [58]:

$$\delta T_b(\nu, x) \approx 27 \times _{HI}(x) (1 + \delta_{nl}(x)) \left( 1 - \frac{T_*(z)}{T_S(x)} \right) \frac{\Omega_b h^2}{0.023} \left( \frac{1 + z}{10} \right)^{0.15} \left( \frac{\Omega_M}{h^2} \right)^{1/2} \text{mK}, \quad (3.1)$$

where $\delta_{nl}$ is the evolved density contrast and $T_*$ is the CMB temperature. The effect of peculiar velocities is ignored in the above expression because they are very small in magnitude compared to the expansion rate of the universe at the redshifts and scales of interest [54]. Here, $T_S$ is the spin temperature which describes the relative population of the hyperfine levels and is given by the Boltzmann distribution, $n_1/n_0 = 3 \exp(-T_/T_S)$. For our study, we work in the post heating regime where $T_S \gg T_*$. This assumption is valid during most of the EoR [55] as the IGM would have heated by X-ray sources prior to ionization [56, 57] and $T_S$ would have completely coupled to the gas kinetic temperature of the IGM. Therefore from eq. (3.1) the morphology of $\delta T_b$ would depend solely upon the morphology of $\delta_{nl}$ and $x_{HI}$.

In order to generate 21cm maps from the EoR we used the publicly available semi-numerical code 21cmFAST v1.3 [47]. The code generates Gaussian random initial density field and then evolves it using first order perturbation theory (Zel’Dovich approximation [59]). In order to generate the $x_{HI}$ field, the code uses the excursion set approach pioneered by [60]. In this approach a central pixel is marked as ionized if the evolved density field when smoothed at progressively smaller scales, starting at a maximum scale of $R_{mfp}$ meets the following condition for the ionizing efficiency $\zeta$ at some scale $R$:

$$f_{col}(x, z, R) \geq \zeta^{-1}. \quad (3.2)$$

Here $f_{col}$ is the collapsed fraction for a minimum mass $M_{min}$ required for a halo to collapse. The minimum mass, $M_{min}$ is usually taken to be the virial mass $M_{vir}$ corresponding to which the temperature $T_{vir}$ is the temperature above which atomic or molecular hydrogen cooling can occur within a halo.

4 Constructing Mock 21cm data

Our mock 21 cm data includes model 21cm maps from the EoR and system noise from the observing telescope. For our current analysis we have ignored the effects of foreground
contamination and would explore it in a future work. In this section we describe the various steps involved in constructing the mock observational data.

A radio interferometeric observation measures a quantity called the visibility, $V(U, \nu)$ which is essentially a 2 dimensional inverse Fourier transform of the sky brightness in a particular direction, $I_\nu(\vec{\theta})$ convolved with the beam response function $A(\theta)$:

$$V(U, \nu) = \int d^2 \theta \ I_\nu(\vec{\theta}) \ A(\theta) \ e^{i 2 \pi \theta \cdot U}.$$  (4.1)

The visibility depends upon the baseline vector, $U = \vec{b}/\lambda$ where $\lambda$ is the observed frequency and $\vec{b}$ is the vector between two antenna elements. The plane of the antenna baseline vectors is called the $uv$-plane, where $u$ is the east-west direction and $v$ is the north-south direction. The $uv$-plane is sampled according to the baseline distribution of the antenna array. Therefore, some information of the signal is lost while obtaining the inverse Fourier transform. The actual signal visibility, $S(U, \nu)$ is therefore the product of the baseline sampling function in the $uv$-plane and the true signal visibility. This is called the dirty image. The actual measured visibility $V(U, \nu)$, would also have a noise component $N(U, \nu)$ in addition to the dirty image signal component $S(U, \nu)$ in eq. 4.1. The final observed image would then be the inverse Fourier transform of $S(U, \nu) + N(U, \nu)$. Unlike statistical studies in the Fourier space, while performing real space analysis it is essential to smooth our field to avoid effects of shot noise. Usually the smoothing scale would be greater than the spread in the convolving function $A(\theta)$ in eq. 4.1. Therefore, the inverse Fourier transform of $V(U, \nu)$ is the smoothed $I_\nu(\vec{\theta})$, which is related to the brightness temperature $\delta T_b$ as:

$$I_\nu(\vec{\theta}) = \frac{2k_B\nu^2}{c^2} \delta T_b(\vec{\theta}, \nu).$$  (4.2)

Therefore, the two important components for modelling mock observations are the baseline distribution of the interferometer and noise sensitivity of each baseline. In this study, we consider the noise configuration from SKA I-low as it will have the required sensitivity to image the Epoch of Reionization, as mentioned earlier. In the following subsections we describe the signal and noise map used for constructing mock $\delta T_b$ maps for our analysis. The box size used for this analysis is larger than in our earlier studies. This is because a bigger box size mitigates uncertainties due to cosmic variance inherent in the analysis.

### 4.1 Signal Map

In order to construct our mock EoR signal map, we generated the $\delta T_b$ field at a redshift of $z = 7.4$ on a $512^3$ grid of a 400 Mpc box using 21cmFASTv1.3. This gives a pixel resolution of $\sim 0.78$ Mpc. The initial conditions were generated on a $1024^3$ grid at redshift $z = 300$. We choose to work with $\zeta = 17.5$, $T_{\text{vir}} = 3 \times 10^4$ K and $R_{\text{mfp}}$ is set to 20 Mpc. The model results in the end of reionization at $z_e \sim 6$ and the mean neutral hydrogen fraction, $x_{HI}$ is 0.5 at $z = 7.4$. Hereafter, the input model will be referred to as the fiducial model. We choose $z = 7.4$ because it gives a good compromise between the noise rms of SKA and the level of physical information that can be extracted from our statistics.

The size and resolution of the box along the line of sight fixes the bandwidth and frequency resolution of our observations respectively. The same two quantities in the tangential direction, quantify the maximum field of view and angular resolution. The signal maps in
two-dimensions are constructed by averaging $\delta T_b$ along the line of sight over a thickness corresponding to a frequency channel width of $\Delta \nu_c = 1$ MHz. The 400 Mpc box used in this study corresponds to a maximum angular scale of $\theta_{max} \sim 2.55^o$ or a minimum baseline of $U_{min} \approx 22.7$ at the observed frequency of 169 MHz. The resolution of the simulation grid is 0.78 Mpc and corresponds to an angular resolution of $\Delta \theta \approx 0.3'$ or a maximum baseline of $U_{max} \approx 11455$.

**Figure 2:** The $uv$-coverage of the SKA-I low for 4 hours of observation per day at a declination of $\delta_{dec} = -30^o$, Right Ascension of $0^o$ and integration time $\Delta t_c = 120$ seconds.

In order to obtain the *dirty image*, we generate the two-dimensional baseline distribution, $n^{ij}_B$ in a $512 \times 512$ grid for a 4 hours per day observation with an integration time of $\Delta t_c = 120$ seconds. The contribution of galactic nonthermal emission would add to the system noise hence the observations must be carried out at higher galactic latitudes. Therefore the southern galactic pole at around a declination of $-30$ is considered for our mock observations. In fig.2 we plot the baseline distribution used for our mock observation.

| SKA Parameter                  | Value                                      |
|-------------------------------|--------------------------------------------|
| Redshift ($z$)                | 7.4                                        |
| Central Frequency ($\nu_c$)   | 169 MHz                                    |
| Frequency Resolution ($\Delta \nu_c$) | 1 MHz                                    |
| Integration time ($\Delta t_c$) | 120 sec                                  |
| System Temperature ($T_{sys}$) | $100 + 60 \times (300 \text{ MHz}/\nu_c)^{2.55}$ K |
| Number of Antenna ($N_{ant}$)  | 512                                        |
| Effective Collecting area ($A_{eff}$) | 962 m$^2$                                |

Table 1: The SKA I instrument parameters used in this study for generating our mock observation at $z = 7.4$.

In table 1 we list the SKA parameters used for this study. After generating the $uv$ coverage, the following steps have been adopted for constructing the *dirty image*:

- Generate the $\delta T_b$ maps corresponding to a bandwidth of 1 MHz from 21cmFAST using our *fiducial model* and take a two dimensional Fourier transform.
• Incorporate the effect of empty pixels in the \(uv\) coverage by including a mask, such that the value at \(i,j\)th pixel is 0 where there are no baselines and 1 where \(n_{i,j}^{B} \neq 0\).

• Multiply the mask by the Fourier transformed map and take an inverse Fourier transform of the product to obtain the \textit{dirty image}.

We find that the \textit{dirty image} map is visually hardly distinguishable from the signal map as the \(uv\) coverage is almost filled. We had also found that at high smoothing scales (that have been employed for this study), the morphology of dirty image and signal map are almost equal.

4.2 Noise maps

The noise from two different baselines is uncorrelated. We model \(N(\vec{U}, \nu)\) in the \(uv\)-space and take it’s inverse Fourier transform to obtain the real space noise. This real space noise is then added to the \textit{dirty image} of the signal map, in order to obtain our mock image.

The RMS brightness temperature sensitivity for each baseline for a frequency channel width \(\Delta \nu_c\) and correlator integration time \(t_c\) for an observed frequency \(\nu\) is given by [62]:

\[
\sigma_N = \frac{c^2 T_{sys}}{\nu^2 A_{eff} \Delta \Omega \sqrt{2 \Delta \nu_c \Delta t_c}},
\]

(4.3)

where \(A_{eff}\) is the effective collecting area of each antenna, \(\Delta \Omega = (\Delta \theta)^2\) is the beam solid angle, \(T_{sys}\) is the system temperature and \(c\) is the speed of light. We have chosen \(\Delta t_c = 120\) seconds. We carry out the following steps to generate the noise maps [49]:

• The 512 \(\times\) 512 Fourier space grid (or \(uv\)-space) is populated with a Gaussian random field with mean zero and standard deviation \(\sigma_N\) given in eq. 4.3.

• Since a point on the \(uv\)-grid can correspond to multiple baselines, the noise in the \((i,j)\)th pixel reduces by a factor of \(1/\sqrt{n_{i,j}^{B}}\).

• When averaged over long observation hours, the noise will further reduce by a factor of \(\sqrt{t_{obs}/t_{uv obs}}\), where \(t_{uv obs}\) is the observation time per day which is 4 hours for our analyses.

• To account for empty pixels in the \(uv\)-grid a mask is included which is 0 at the empty pixels and 1 otherwise as done before for generating the \textit{dirty image}.

• The final real space map is obtained by taking the inverse Fourier transform of this reduced noise.

We define the signal to noise ratio in images as:

\[
SNR_{image} = \frac{\mu_{T_S}}{\sigma_{T_N}},
\]

(4.4)

where \(\sigma_{T_N}\) is the standard deviation in the smoothed noise map obtained after performing the steps above and \(\mu_{T_S}\) is the mean in the smoothed signal map without masking and noise addition (see section 4.1).

The noise in images can be reduced in two ways. The first way is to increase the time of observation \(t_{obs}\) or increase the frequency channel width \(\Delta \nu_c\). The second way is to smooth
Figure 3: Maps showing the effect of noise on image of $\delta T_b$ for the field of view of $2.55^\circ \times 2.55^\circ$ corresponding to our 400 Mpc box and frequency resolution of 1 MHz. Fig.(a) shows the signal map without masking and noise, smoothed at $R_s = 4.5$ Mpc with an SNR=1.66. Fig.(b) shows the map with SKA noise for $t_{obs} = 1000$ hrs, $R_s = 4.5$ Mpc and SNR=1.474. Fig.(c) shows the noise image for $t_{obs} = 2000$ hrs, $R_s = 4.5$ Mpc and SNR=1.558. The map in fig. (d) is for $t_{obs} = 1000$ hrs, $R_s = 6.5$ Mpc and SNR=1.752.

the images or reduce the resolution. In fig. 3 we show four $\delta T_b$ maps to compare the effect of noise from SKA I low for the parameters in table 1. The first map on the left panel shows the signal map without masking and noise addition, smoothed at $R_s = 4.5$ Mpc. The second and third map are the mock noisy maps at $R_s = 4.5$ Mpc smoothing for $t_{obs} = 1000$ and $t_{obs} = 2000$ hours, respectively. We find that the SNR in images increases by almost $\sim 5.7\%$ when $t_{obs}$ is doubled. The rightmost panel shows the same map smoothed at 6.5 Mpc for $t_{obs} = 1000$ hours. We find that the SNR increases by almost 18.7% for the same $t_{obs}$ for a 1.5 times increase in the smoothing scale. The effect of noise is to introduce small scale structures in the image. When smoothed, these small scale structures get washed out and therefore increases the SNR of the image. However, even though smoothing increases the SNR in images much faster than an increase in $t_{obs}$, it also smooths out small scale structures that are intrinsic part of the true underlying signal which leads to a loss of information.

5 Parameter Space

We work with theoretical models described by varying three parameters – $\zeta$, $T_{vir}$ and $R_{mfp}$. In this section we will analyze the variation of our statistics in parameter space at a fixed redshift of $z = 7.4$. In our earlier studies we focussed on the variation of our statistics with redshift. The understanding gleaned from this study will enable us to anticipate the behaviour of the posterior when performing Bayesian analysis (section 7) for our mock observation constructed at the same redshift (section 4). We generate ideal simulations in a grid of $15 \times 15 \times 15$ models spanned by $R_{mfp}$, $\zeta$ and $T_{vir}$ and calculate our statistics numerically for these models using the method described in section 2. The range of the parameters used are: $10$ Mpc $\leq R_{mfp} \leq 50$ Mpc, $10 \leq \zeta \leq 24$ and $1 \times 10^4$ K $\leq T_{vir} \leq 8 \times 10^4$ K

We use the same box parameters as for our mock signal simulation described in section 4. The same set of initial conditions has been used for all models. In order to be consistent with our mock observed maps, the statistics have been calculated as an average over 24 slices, each having a thickness of 16.5 Mpc (corresponding to the 1 MHz frequency bandwidth used for constructing the noise map described in section 4). All slices have been smoothed at
a smoothing scale of $R_s = 9.5\text{Mpc}$. The reason for the choice of smoothing scale will be described in section 6.

**Figure 4:** The figure shows the behaviour of our statistics in the 2D parameter space spanned by $\zeta - T_{\text{vir}}$ for $R_{\text{mfp}} = 20\text{ Mpc}$. The figures are plotted by interpolating $10^4$ points in parameter space over $15 \times 15$ models for which the statistics are calculated numerically using the method described in section 2. The colorbar shows the values of the respective statistics and the black dotted lines are lines of constant $\bar{x}_{HI}$. The panels show $N_x$ (left column), $r^\text{ch}_x$ (middle column) and $\beta^\text{ch}_x$ (right column) where $x = \text{hole}$ (top row) or $\text{con}$ (bottom row).

The color maps in fig. 4 encapsulate the dependence of the three statistics in the $\zeta - T_{\text{vir}}$ plane for $R_{\text{mfp}} = 20\text{ Mpc}$. These color maps show the values of $N_x$, $r^\text{ch}_x$ and $\beta^\text{ch}_x$ obtained by interpolating the values of the respective statistics over the $15 \times 15$ models with values computed numerically using the method described in section 2. The interpolation errors for sampling in this grid are less than 1% of the exact value within this range of parameters. The top row shows the hole statistics and the bottom row shows the connected region statistics. The dotted lines show the variation of $\bar{x}_{HI}$ in the parameter space. The statistics are smoothly varying functions of the parameters. By visual inspection of the plots, we find that interpolation introduces features only at very high ($> 0.8$) and very low ($< 0.3$) values of $\bar{x}_{HI}$. Since, each model is at different stages of its ionization history at $z = 7.4$, we can interpret the color maps as a variation with $\bar{x}_{HI}$. The variation with $\bar{x}_{HI}$ is the same as studying the redshift evolution for a fixed model as described in [46]. We would like to emphasize that the definition of a connected region (or hole) as being a neutral (or ionized region) depends upon the mean value of the field (section 2). Since a decreasing neutral fraction leads to creation of new ionized regions, we find that while this physical interpretation of holes as being ionized regions is straightforward, this definition of connected regions as being neutral regions is not straightforward to interpret. The top left corner of
the color maps corresponds to a high value of average neutral fraction, i.e. regions where the morphology is dominated by a big neutral (or connected regions) region dotted with numerous ionized bubbles (or holes). These bubbles increase in size and number as the big neutral region fragments. Therefore, from around $x_{HI} = 0.8$ to $x_{HI} = 0.7$, we see an increase in $N_{\text{hole}}$ and a corresponding increase in $\gamma_{\text{hole}}$. Thereafter, there is a sharp increase in size of holes and a corresponding decrease in number of holes, due to mergers of ionized regions. This is reflected in both $N_{\text{hole}}$ and $\gamma_{\text{hole}}$, in going diagonally towards the bottom right region of the parameter space from the line corresponding to $\bar{x}_{HI} \simeq 0.7$. The growing and merging bubbles decrease the value of $\beta_{\text{ch}}$, and the decrease is faster for values of $x_{HI} \leq 0.7$. At very low values of $x_{HI}$, $\beta_{\text{ch}}$ again abruptly begins to increase indicating completion of ionization. The important point to notice from the figures, is that the values of $N_{\text{hole}}$ and $\gamma_{\text{con}}$ are degenerate for some set of models. We also find that $\beta_{\text{ch}}$ vary very mildly over the parameter space.

In fig. 5 we show the variation of our statistics with $T_{\text{vir}}$ at different fixed values of $\zeta$ and $R_{mfp}$ on the left panel and vice versa on the right panel. The top row shows the hole statistics and the bottom row shows connected region statistics. If the value of $R_{mfp}$ is fixed then for a given $\zeta$, decreasing $T_{\text{vir}}$ corresponds to an increasing ionized fraction and same holds for a fixed $T_{\text{vir}}$ and increasing $\zeta$. Moreover, if the value of $\zeta$ is higher then complete ionization is obtained at a relatively larger value of $T_{\text{vir}}$, since the effect of increasing $\zeta$ is to increase the rate of progress of ionization. Therefore ionization is achieved at a lower collapse fraction (or higher $T_{\text{vir}}$) for a higher $\zeta$. This is captured in the left panels of the figure. On the other hand if the collapse fraction is high (or low $T_{\text{vir}}$) then ionization is achieved at a lower $\zeta$. This is captured in the right panels. This variation is captured by the red, green, dark blue and skyblue dotted lines. Thus, at high $T_{\text{vir}}$ values there are few isolated bubbles, which initially increase as $T_{\text{vir}}$ decreases. A further decrease in $T_{\text{vir}}$ will lead to more numerous bubbles and increased mergers which decreases the number of holes. Therefore the number of holes first increases and then decreases (see fig. 4). In fig. 5, this turnover is seen at $\zeta = 13$ (shown in red) where the ionization history is varying faster. For other $\zeta$ values this turnover happens beyond the range of $T_{\text{vir}}$ values plotted in fig. 5. The turnover is a result of the competition between the rate of appearance of new collapsed sources and the rate of bubble mergers [45]. On the other hand, for a fixed $\zeta$ (or $T_{\text{vir}}$) and vary $R_{mfp}$, we find that the variation with $T_{\text{vir}}$ (or $\zeta$) is almost insensitive at high values of $T_{\text{vir}}$ (or lower $\zeta$) corresponding to larger values of $x_{HI}$. A smaller value of mean horizon of ionizing radiation leads to reionization becoming slower. This trend is captured by purple, orange, yellow and cyan markers. This parameter is known to be sensitive only when ionized region sizes approaches $\sim R_{mfp}$ [47].
Figure 5: The figure shows the variation of hole (top row) and connected region (bottom row) statistics with $T_{\text{vir}}$ (left column) and with $\zeta$ (right column) for different fixed values of the remaining two parameters. In each plot $N_x$ (top panel), $r_{ch}^x$ (second panel), $A_{ch}^x$ (third panel) and $\beta_{ch}^x$ (fourth panel).
As mentioned in section 2, using area information, encapsulated in $A_{ch}^x$ is expected to improve constraints since it is a two dimensional set. We shall also use area as an additional size statistics. The variation of $A_{ch}^x$ in the parameter space is identical to the variation of $r_{ch}^x$ and is shown in 5 (note that log scale has been used for $A_{hole}^{ch}$).

The description in this section shows that there is a systematic variation of our statistic with parameters and can therefore enable us to constrain models of the EoR. We also find that the variation is sensitive to the variation of $x_{HI}$. Hence we can also obtain constraints on the ionization history. The question then arises as to what combination of statistics would lead to precise and tight constraints. The degeneracy of models for variation of $N_{hole}$ and $r_{con}^{ch}$ necessitates the use of a combination of both scale information and size information to obtain constraints. The anisotropy information would improve the constraints due to extra information contained in the shape anisotropy parameter which is not captured in the former two statistics. Thus, we shall use a combination of the three morphological descriptors based on number, size and shape and see if we can use them to constrain EoR models.

6 Covariance matrix and Statistical Biases

In the previous section, we studied the expected behaviour of our statistics in the parameter space under an ideal case scenario. In this section, we analyse the behaviour of our statistics for the mock observed data and compare it with the noiseless case. This will enable us to decide upon an optimum observational strategy.

**Error Covariance Matrix:** The error covariance matrix for our statistics is given by:

$$C_{ij} = \langle (\text{stat}_i - \langle \text{stat}_i \rangle)(\text{stat}_j - \langle \text{stat}_j \rangle) \rangle,$$

(6.1)

where the angle brackets denote average over realizations and \(\text{stat}_i = N_x, r_{ch}^x, \beta_{ch}^x \) or \(A_{ch}^x\). There will be two separate sources of errors, one due to cosmic variance and the other due to noise. Therefore the total error covariance matrix will be given by:

$$C_{ij}^{tot} = C_{ij}^{signal} + C_{ij}^{noise},$$

(6.2)

where $C_{ij}^{signal}$ is calculated by taking average over noiseless realizations by taking different initial condition seed values for the 21cmFAST simulations and $C_{ij}^{noise}$ is calculated by taking different noise seed values for some fixed noiseless realization to which noise is added. The errorbars for each statistic is calculated by using the diagonal elements of the error covariance matrix. We find that the cosmic variance is much greater than the variance in noise.

We also find that there are two predominant effects that interplay to affect our observed statistics:

- **Smoothing:** As mentioned earlier, the effect of smoothing is to erase small scale structures. This has a two fold effect on our statistics. Firstly, the number of structures $N_x$ in the excursion set would decrease and there would be loss of information at smaller scales. For a fixed box size this would also translate into increased cosmic variance. Secondly, smoothing would increase the average size of structures, $r_{ch}^x$ in the excursion set.

- **Noise:** The effect of noise is to introduce several small scale structures in the excursion set. This increases $N_x$ in the map and decreases the mean size of structures and hence average $r_{ch}^x$ is decreased.
Clearly, both smoothing and noise addition would shift the mean value of our statistic. This is shown in fig. 6 which shows the variation of our statistic with smoothing scale for the noiseless case and for an observation time of 1000 hours and 2000 hours for our fiducial model. We find that in the presence of noise, only when smoothed at a higher smoothing scale, are the mean values closer to the mean for the noiseless case. Also note that there is an increase in the size of errorbars due to addition of noise.

The errorbars in fig. 6 indicate that the noisy case for $t_{\text{obs}} = 2000$ hours lies within $1 - \sigma$ error of the noiseless case at $R_s = 9.5$ Mpc. Note that the error in noiseless case represents cosmic variance. Therefore, we will carry out our analysis at a smoothing scale of 9.5 Mpc. We re-emphasize that a high smoothing scale would also introduce increased statistical uncertainty due to cosmic variance since the number of structures in the excursion set would decrease. Therefore, a bigger box size (or field of view) would be required for our analysis if noise bias is not minimized or corrected and instead choose to reduce noise by smoothing. Also a higher observation time would generate a large amount of data. Therefore, one needs to develop ways to minimize noise in 21cm images, so as to exploit the full signal information embedded in a noisy map.
7 Methodology for Bayesian analysis

In this section, we describe our method of performing a Bayesian analysis to recover constraints on model parameters using our statistics. Since the underlying model for our observed mock simulation is known, the analysis is aimed at showing how well the model is recovered by our statistics. The model used for constructing the mock data is the fiducial model described in section 4.1 with $R_{mfp} = 20$ Mpc, $\zeta = 17.5$ and $T_{vir} = 3 \times 10^4$ K.

In Bayesian analysis one calculates the posterior probability distribution of model parameters, given the observed value of our statistics. Let $\vec{\theta} = (\zeta, T_{vir}, R_{mfp})$ denote the parameters vector. Let superscript ‘th’ refer to theoretical parameter and ‘data’ refer to (mock) observed data. Let $\vec{X} = stat_i$ denote the vector of the 3 statistics which are functions of $\vec{\theta}$. Then, the posterior probability for the model parameters, given the data $\vec{X}^{\text{data}}$ is:

$$P(\vec{\theta}^{\text{th}} | \vec{X}^{\text{data}}) = \frac{\mathcal{L}(\vec{X}^{\text{data}} | \vec{\theta}^{\text{th}}) \pi(\vec{\theta}^{\text{th}})}{\text{Norm}},$$

where $\pi(\vec{\theta}^{\text{th}}) / \text{Norm}$ is only a constant which can be calculated to fix the amplitude of the posterior. Therefore,

$$P(\vec{\theta}^{\text{th}} | \vec{X}^{\text{data}}) = \frac{1}{\mathcal{N}} \exp \left( -\frac{1}{2} \sum_{ij} \Delta X_i C_{ij}^{-1} \Delta X_j \right),$$

where

$$\mathcal{N} = \text{Norm} \times \sqrt{(2\pi)^d \det(C)}.$$ 

Thus, in order to obtain the posterior, $P(\vec{\theta}^{\text{th}} | \vec{X}^{\text{data}})$ we need the mock observed value of our statistic, the covariance matrix and the likelihood function. We perform our analysis using COSMOMC [48] as a generic sampler with Gaussian likelihood function. The code performs a Markov Chain Monte-Carlo sampling of the parameter space to calculate the Likelihood and subsequently the posterior. We adopt the following steps for performing the Bayesian analysis:
1. We construct 40 independent realizations of our mock data with and without noise, using the parameters and methods described in section 4. For noiseless case we construct realizations by varying the initial condition seed of our semi-numerical simulations and for the noisy case we fix a noiseless realization and vary the seed value for the Gaussian random noise added to it, for a $\sigma_N$ calculated using eq. 4.3. Thereafter, we use these to calculate the error covariance matrix as described in eq. 6.2.

2. We fix our prior range between $10^4 \leq T_{\text{vir}} \leq 8 \times 10^4$ K, $10 \leq \zeta \leq 24$ and $10 \leq R_{mfp} \leq 50$.

3. Due to computational limitations, the Likelihood calculation is performed by interpolating values of the statistic in the parameter space by using the grid of $15 \times 15 \times 15$ models within the prior range, for which the value of the statistics is calculated numerically as described in section 5. As stated before, the errors due to interpolation are $\lesssim 1\%$ and vary across the parameter space. Therefore, the optimal error in interpolation of a given descriptor is chosen as the most probable value of error from the distribution of errors in the parameter space and is added to the covariance matrix.

4. All maps are smoothed at a scale of $R_s \simeq 9.5$ Mpc in order for the signal to dominate the noise for the observation times under consideration as shown in fig. 6 and described in the previous section.

8 Results

In this section we present the results of the inference methodology described in previous sections. The triangle plot in fig. 7 shows the posterior probabilities for the three parameters $R_{mfp}$, $\zeta$ and $T_{\text{vir}}$ for a noiseless simulation map smoothed at $R_s \simeq 9.5$ Mpc. The input model of our mock observation is marked by the black star and the vertical dashed lines correspond to the input model parameter values. The corresponding table for the best fit values are shown in the top panel of table 2. We quantify the tightness of our best fit values by the Coefficient of Variation(CV) which is defined as the ratio of the the standard deviation to the best-fit value.

In order to quantify the accuracy of the best fit values we use the relative difference between the best fit and the input model parameters. The triangle plots also show the constraints on $\bar{x}_{HI}$, obtained by treating it as a derived parameter. We find that we are able to recover our input model to within 68% credible interval. The values in the bottom panel of table 2 are the best fit values and the 68% credible intervals of our statistics, corresponding to the best-fit values of the parameters above.

We find that the recovered best fit values have almost similar accuracy for $R_{mfp}$, $\zeta$ and $T_{\text{vir}}$ while the constraints are tighter for $\zeta$ and $T_{\text{vir}}$ as compared to $R_{mfp}$. The less tight constraints are expected from the mild variation of $R_{mfp}$ as ionization progresses. The ellipses are shown for a single realization of the observed data. On changing the realization we find similar behaviour. The fourth row of the triangle plot shows the ellipses for $\bar{x}_{HI}$. We find strong constraints on $\bar{x}_{HI}$ to within 68% credible intervals. Even though the recovered best fit values of $\bar{x}_{HI}$ are not very accurate relative to those on the model parameters, the constraints on best fit are tighter ($CV \simeq 0.05$) than the parameter constraints. The mild variation of the statistics with $R_{mfp}$ (as shown in fig. 5) and the strong correlation between $\zeta$ and $T_{\text{vir}}$ which is almost along the lines of constant $\bar{x}_{HI}$ (fig. 3), makes these statistics a promising tool to constrain the ionization history of the universe.

The physical interpretation of the values of the statistics in the bottom panel of table 2 rely on the mean value of the field which in this case roughly corresponds to $\bar{x}_{HI} \simeq 0.5$ (also
Figure 7: The plot shows the posterior probability distribution for a noiseless mock $\delta T_b$ image at a redshift of $z = 7.4$, smoothed at $R_s = 9.5$ Mpc. The black star shows the input mock model ($\zeta = 17.5$, $T_{\text{vir}} = 3 \times 10^4$ K and $R_{\text{mfp}} = 20$ Mpc).

recovered from the best fit value of $\bar{x}_{HI}$). As shown in fig. 5, we expect strong degeneracy in the value of the statistics for $R_{\text{mfp}}$, while the correlation of the statistics shows opposite behaviour with $\zeta$ and $T_{\text{vir}}$. In the fourth column we see the ellipses for the statistics versus $\bar{x}_{HI}$. Notice that connected regions here show the average behaviour of all regions with $x_{HI} \gtrsim 0.5$ and holes refer to regions with $x_{HI} \lesssim 0.5$, from the way the limits of integration have been defined in eq. 2.8 and 2.9. From the best fit values shown in the bottom panel of table 2, we find that the average size of regions having $x_{HI} \lesssim 0.5$ is smaller than the regions with $x_{HI} \gtrsim 0.5$ while their number is less. Notice that this is when we are using the brightness temperature map which corresponds to $\bar{x}_{HI} = 0.5$. Since the maps have been smoothed at $R_s = 9.5$ Mpc, the values are not actual representation of the mean size as structures smaller than $R_s$ do not enter the averaging process. We also find that both connected regions and holes have $\beta_{\text{hole}} \simeq \beta_{\text{con}}$ at $\bar{x}_{HI} \simeq 0.5$. 
Table 2: The table on top shows the best fit values for the model parameters of a noiseless mock observation smoothed at $R_s = 9.5$ Mpc. The best fit for $\bar{x}_{HI}$ is derived from these best fit parameters. The bottom table shows the corresponding derived values of the descriptors $N_x$, $r^{ch}$ and $\beta^{ch}$. The upper and lower bounds show the $1 - \sigma$ uncertainties.

In fig. 8 we show the triangle plots for the posterior probability distribution for a $\delta T_b$ map for an SKA noise for $t_{obs} = 2000$ hrs, smoothed at $R_s = 9.5$ Mpc. The best fit values for the same are shown in table 3. We also find that in order to recover our constraints to within 68% credible intervals for a more feasible observation time of $t_{obs} < 2000$ hrs, we will have to smooth our image to $R_s > 9.5$ Mpc. Thus even a highly smoothed noisy map from SKA can give constraints to within permissible confidence interval. However, a high smoothing scale also implies loss of information at smaller scales and increased cosmic variance. Therefore, one would need to incorporate methods to mitigate noise, so as to recover even tighter constraints at lower smoothing scales and lesser $t_{obs}$.
Through this study we have described the prospects of constraining a basic EoR model using a combination of Minkowski tensors and Betti numbers. We performed our analysis on mock brightness temperature images from the Epoch of Reionization at $z = 7.4$, with an ionization history such that $\bar{x}_{HI} = 0.5$ at that redshift. We find that the number count based statistic alone cannot be used to constrain model parameters due to degeneracy during different stages of ionization. However, when used in combination with morphological descriptors containing size and anisotropy information, we are able to obtain strong constraints on model parameters even at a high smoothing scale of $R_s = 9.5$ Mpc. On using $\bar{x}_{HI}$ as a derived parameter, we show that one can obtain tight constraints on the ionization history of the universe. We also showed that at $\bar{x}_{HI} = 0.5$ the average size of regions with $x_{HI} \lesssim 0.5$ is smaller than regions with $x_{HI} \gtrsim 0.5$, while the regions are equally anisotropic. Finally, we showed that in order to recover our mock model to within 68% accuracy from an SKA-I low image at a single frequency channel of width 1 MHz, one would need to smooth the field at scales higher than $R_s = 9.5$ Mpc in order to observe at $t_{obs} < 2000$ hrs.

It is to be noted that the current analysis has been carried out on ideal images devoid of any foreground. We also performed our analysis at a single redshift and in a single frequency channel. The information content is expected to improve with the inclusion of more than
Table 3: The left table shows the best fit and 1 $\sigma$ bounds for the model parameters for a noisy mock $\delta T_b$ image at a redshift of $z = 7.4$, smoothed at $R_s = 9.5$ Mpc for an SKA observation with $t_{obs} = 2000$ hrs. The best fit value for $\bar{x}_{HI}$ is derived from these best fit parameters. The right table shows the corresponding derived values of the descriptors $N_x$, $r_x^{ch}$ and $\beta_x^{ch}$. The upper and lower bounds show the $1 - \sigma$ uncertainties.
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