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ABSTRACT
The old EXOSAT medium energy measurements of high frequency (HF) AGN power spectral normalisation are re-examined in the light of accurate black hole mass determinations which were not available when these data were first published (Green et al. 1993). It is found that the normalised variability amplitude (NVA), measured directly from the power spectrum, is proportional to $M^\beta$ where $\beta \sim -0.54 \pm 0.08$. As NVA is the square root of the power, these observations show that the normalisation of the HF power spectrum for this sample of AGN varies very close to inversely with black hole mass. Almost the same value of $\beta$ is obtained whether the quasar 3C273 is included in the sample or not, suggesting that the same process that drives X-ray variability in Seyfert galaxies applies also to 3C273. These observations support the work of Gierliński et al. (2008) who show that an almost exactly linear anticorrelation is required if the normalisations of the HF power spectra of AGN and X-ray binary systems are to scale similarly. These observations are also consistent with a number of studies showing that the short timescale variance of AGN X-ray lightcurves varies approximately inversely with mass.

1 INTRODUCTION
It is now generally agreed that the X-ray variability properties of few solar mass black holes in X-ray binary systems (XRBs) and supermassive black holes in active galactic nuclei (AGN) are similar. With a view to providing an independent method for determining physical parameters such as black hole mass and accretion rate, there is considerable interest in determining how these parameters might scale as black hole mass and accretion rate, there is considerable interest in determining how these parameters might scale with characteristic observable X-ray variability parameters.

X-ray variability can be quantified via the power spectral density (PSD) and, to first order, the X-ray PSDs of AGN are similar to those of XRBs (McHardy 1988), particularly to XRBs in the high-soft state (e.g. Uttley et al. 2002; McHardy et al. 2004). In this state the power, $P$, at frequency, $\nu$, is given by $P(\nu) \propto \nu^{-\alpha}$ where $\alpha \sim 1$ at low frequencies bending, above a frequency $\nu_B$, to a slope $\alpha \geq 2$.

Many authors have shown that the timescale $T_B$, corresponding to the frequency $\nu_B$, scales approximately linearly with mass (e.g. McHardy 1988; Edelson & Nandra 1996; Uttley et al. 2002; Markowitz et al. 2003; McHardy et al. 2004; 2006; Kelly et al. 2011; Gonzalez-Martin & Vaughan 2012) although the relationship shows considerable scatter. However much of the scatter can be explained by an inverse scaling of $T_B$ with accretion rate $\dot{m}_E$ (where $\dot{m}_E$ is the accretion rate in units of the Eddington accretion rate, $\dot{m}_E^{\text{Edd}}$) at $\nu_B$.

The other variability parameter which has attracted attention is the normalisation of the high frequency (HF) PSD. This normalisation can be defined in a number of ways. For example, by fitting a power law to the HF PSDs, after subtraction of the Poisson noise contribution, McHardy (1988) measured the power at a fixed frequency ($2 \times 10^{-4}$Hz). The normalised variability amplitude, NVA, was then defined as $\nu^{-\alpha}$ where $\alpha \sim 1$ at low frequencies bending, above a frequency $\nu_B$, to a slope $\alpha \geq 2$. Within the XRB sample of Gierliński et al. (2008) there is no correlation of $C_m$ with mass (their Fig.7a), although the range of masses is small and mass uncertainties large. Within their sample of AGN (their Fig.7c) there is an approximate inverse correlation of $C_m$ with mass, strengthened if NGC4395 is included (Fig.7b). However the scatter is too large to define the relationship precisely within that sam-
ple. However if it is assumed that AGN and XRBs follow the same scaling relationship then [Gierliński et al. 2008] find that $C_m \propto M^{-0.98\pm0.01}$. Kelly et al. (2011) fit a mixed Ornstein-Uhlenbeck model to Cyg X-1 and to AGN PSDs. In this model the HF PSD normalisation is defined by $\zeta$, the fractional amplitude of the driving noise field. The PSD slope is again fixed at $\alpha = 2$ with $P(\nu) \propto (\frac{\nu}{\nu_0})^2$. For a sample of 10 AGN they find a strong correlation with $M^{2}\sigma^{2}$, and NGC5506 for which long observations by EXOSAT were also useful as it allowed continuous observations [Hardy et al. 2005] and from XMM-Newton (e.g. Hayashida et al. 1993), ASCA (e.g. O'Neill et al. 2005) or RXTE. Lightcurves, AGN HF PSD normalisation and mass using other datasets. The best way, therefore, to determine whether HF PSD normalisation varies with mass is to derive HF PSD normalisations directly from the PSDs. The HF PSD is best estimated from the normalised excess variance of the lightcurves, $\sigma^{2}_{NXS}$ (e.g. Nandra et al. 1997). A number of authors (e.g. Panadakis 2004, Nikolaïou et al. 2004, O'Neill et al. 2005, Zhou et al. 2010, Ponti et al. 2012) have found an approximate inverse scaling of $\sigma^{2}_{NXS}$ with mass. If all of the frequencies sampled by the lightcurves lie above $\nu_B$, and the HF PSD slope is known, then $\sigma^{2}_{NXS}$ gives a reasonable estimate of the HF PSD normalisation, although Vaughan et al. (2003) show that $\sigma^{2}_{NXS}$ is a noisy quantity when the PSD is steep. If $\nu_B$ is not known and lies within the frequencies sampled, or if the low frequency PSD slope is unknown, then $\sigma^{2}_{NXS}$ is a less good measure of HF PSD normalisation. The reader is referred to Green et al. for full details. The table below shows the NVA with photon energy index from Green et al. confirmed the inverse scaling of NVA with luminosity, suggesting that the lower NVA arose in larger mass objects from a larger emitting region, and also found a positive correlation of NVA with photon energy index. Where variability was not detected, i.e. the hypothesis that the lightcurve was constant could not be rejected at the 95 per cent confidence level at least 90 per cent of the time, Green et al. provide an NVA upper limit, deduced from the photon counting noise level of the lowest noise observation. The table below shows the NVA with photon energy index from Green et al. confirmed the inverse scaling of NVA with luminosity, suggesting that the lower NVA arose in larger mass objects from a larger emitting region, and also found a positive correlation of NVA with photon energy index. Where variability was not detected, i.e. the hypothesis that the lightcurve was constant could not be rejected at the 95 per cent confidence level at least 90 per cent of the time, Green et al. provide an NVA upper limit, deduced from the photon counting noise level of the lowest noise observation. The reader is referred to Green et al. for full details.

### Table 1: NVAs from Green et al. (1993) for AGN with detected variability in EXOSAT ME observations.

| Name       | Black Hole Mass (×10^6 M_☉) | Ref | NVA |
|------------|-------------------------------|-----|-----|
| 3C120      | 55±15                         | 1   | 1.59 ± 0.82 |
| NGC3227    | 15±5                          | 2   | 1.27 ± 0.60 |
| NGC3783    | 29.8±5.4                      | 1   | 1.59 ± 1.13 |
| NGC4051    | 1.7±0.5                       | 3   | 5.78 ± 2.08 |
| NGC4151    | 45±3                         | 4   | 0.76 ± 0.27 |
| 3C273      | 890±100                       | 1   | 0.20 ± 0.08 |
| NGC4593    | 9.8±2.1                       | 5   | 3.13 ± 1.15 |
| MCG-6-30-15| 4.5±1.9                       | 6   | 3.87 ± 0.92 |
| NGC5506    | 7.0±3.3                       | 7   | 1.92 ± 0.35 |
| NGC7314    | 0.87±0.45                     | 7   | 6.68 ± 2.56 |
| MCG+8-11-11| –                             | –   | 0.45 ± 0.16 |

### 2.2 NVA and black hole mass measurements

In Table 1 the NVAs where variability was detected are listed together with the most accurate black hole masses available. Masses derived from stellar dynamical observations (NGC3227 and NGC4151), which are not subject to the uncertainty regarding the 'f-factor' used to convert dynamical products from reverberation observations to black hole masses, are taken preferentially. As dynamical measurements are rare, reverberation masses are next taken (3C120, NGC3783, NGC4051, 3C273 and NGC4593; see the caption to Table 1). For MCG-6-30-15 the mass estimated by M'Hardy et al. (2005) is used. This mass is the mean of the mass derived from the width of the stellar absorption lines and from the emission line width. For NGC5506 and NGC7314 the mass is derived from the stellar absorption line widths of 98 and 60 km s⁻¹ respectively (Gu et al. 2006) using, as for MCG-6-30-15, the $M - \sigma$ relationships of Merritt & Ferrarese (2001) and Tremaine et al. (2002). The latter, particularly, has been shown by Greene et al. (2004) to provide a good mass estimate for low mass systems. The mean of the masses derived from these two relationships is taken and a 50 per cent uncertainty is assumed. No reliable mass estimator could be found for MCG+8-11-11 and so this AGN is not considered further. In Table 2 the NVA...
upper limits for sources where variability was not detected are also given.

2.3 Quantifying the NVA-Mass Relationship

A simple maximum likelihood (ML) analysis, using the function within the QDP plotting package which takes only the errors on NVA, was applied to the AGN with detected variability (except for MCG+8-11-11). This analysis shows that the relationship $NVA \propto M^\beta$, with $\beta = -0.52 \pm 0.11$ (90 per cent confidence) is a good description of these data. The QDP ML W-Var statistic, which is similar to $\chi^2$, is 6.1 for 8 d.o.f., indicating that the errors are overestimated. To determine whether $\beta$ varies with the method of fitting, a number of other methods were examined, particularly FITEXY (Press et al. 1992) and Bayesian regression (Kelly 2007).

In the FITEXY method, errors in both directions are included. The best value and uncertainty in $\beta$ were determined by measuring the minimum value of $\chi^2$ as a function of $\beta$, with free normalisation (Fig. 1). The lowest overall $\chi^2$ of 4.24 corresponds to $\beta = -0.54$. For 8 d.o.f., this $\chi^2$ value confirms that the errors are over-estimates. The $1\sigma$ (i.e. $\delta\chi^2 = 1$) uncertainty is 0.08. The 90 per cent confidence uncertainty (i.e. $\delta\chi^2 = 2.7$) is 0.12. The Bayesian regression analysis of Kelly (2007), as implemented within IDL gives an almost identical value of $\beta = -0.53$. The standard deviation of 0.10 is slightly larger, probably because Bayesian analysis takes account of the fact that the observed AGN are just a random sample drawn from the parent distribution, a consideration addressed here in Section 2.3.1. Thus the results do not depend on the fitting method. The best fit from the FITEXY method is shown in Fig. 2. Unless stated otherwise, FITEXY results will be quoted hereafter. The NVA upper limits are not included in this fit but are consistent with the fit.

In principle the NVA upper limits can be used to refine the value of $\beta$. However the result depends on how the ‘upper limits’ are interpreted and what probability density functions (PDFs) are assigned to them, eg whether they are hard limits above which there is no probability of finding the datum, or limits with an associated measurement error. Eg the methodology of Kelly (2007), as implemented within IDL, treating the limits as hard, gives $\beta = -0.59 \pm 0.09$. Allowing some error in the limit allows slightly flatter values. However as it is not clear how the limits of Green et al. should be interpreted, it is concluded only that the upper limits are consistent with values of $\beta$ derived from detections, but not favouring values of $\beta$ much flatter than -0.5.

For almost all of the present sample it is now known that...
\( \nu_B \) is well below \( 2 \times 10^{-3} \text{Hz} \) (e.g. see \cite{MHardy2006}) and so the NVAs reported by \cite{Green2008} are a good measurement of the normalisation of the HF PSD. In addition, where PSD slopes could be reasonably measured, \( \alpha \) is mostly close to 2, as expected for the HF part of the PSD. However for NGC4051 \( \nu_B = 8 \times 10^{-3} \text{Hz} \) \cite{MHardy2004} and the EXOSAT observation length (207ks) is long enough that a single power law fit would be noticeably flattened by the PSD values below \( \nu_B \), where \( \alpha \sim 1.1 \). Re-examination of the EXOSAT PSD shows that the NVA could be underestimated by up to 50 per cent. With a corrected NVA, \( \beta = -0.57 \pm 0.08 \). Parameterising \( \log(\text{NVA}) = \beta \log(\text{M}) + C \), then here \( C = 0.93 \pm 0.11 \).

The only other source where a significant underestimation of the NVA might be expected, based on its low mass, is NGC7314. However the EXOSAT observation is only 22ks and so the HF PSD is unlikely to be noticeably distorted. Even allowing for an extreme 50 per cent underestimate similar to that for NGC4051, and also allowing for the same underestimate in NGC4051, \( \beta \) increases only to \(-0.59 \pm 0.07 \).

Measurement errors in the covariate, in this case mass, bias the slope towards zero (e.g. \cite{Akritas1996}). Although not discussed in detail here, that bias can be addressed via simulations where each data point is represented by a 2D PDF. Random selection of simulated data points from those PDFs gives values of \( \beta \) which are typically flatter by 0.03 to 0.04 than those obtained by fitexy. As the simulations include the measurement error twice, i.e. once in the value of the data point itself and once in the distribution of the PDF, but fitexy only includes the error once, the true values of \( \beta \) may be \( \sim 0.035 \) steeper than those given above.

### 2.3.1 Dependence of NVA on Sample Parameters

It is often questioned whether the X-ray emission mechanism in 3C273 is similar to that in Seyfert galaxies, i.e. thermal Compton scattering from a non-beamed corona, or whether it is synchrotron or synchrotron self-Compton emission from a relativistic jet (e.g. \cite{Haardt1993, MHardy1997, MHardy2007}). 3C273 shows a bend in its long term PSD which is consistent with arising from the same variability process as in Seyfert galaxies \cite{MHardy2003} but it is still unclear whether it should be included together with Seyfert galaxies and non-blazar radio galaxies (3C120), i.e. the remainder of Table [I] in any X-ray timing survey. The fit was therefore repeated without 3C273, providing a similar slope \( \beta = -0.54 \pm 0.12 \) from fitexy or \( -0.51 \pm 0.17 \) from Bayesian regression) whose extrapolation passes well within the error range for 3C273. These results suggest that the same process that drives X-ray variability in Seyferts also drives variability in 3C273 although the X-ray emission location or emission mechanism need not be the same in both cases.

With small samples such as that listed in Table [I] the results can depend on the choice of the values of the measured variables and/or of the sample content. For example for MCG-6-30-15 one might take the mass derived only from the stellar absorption lines \( (5.7 \times 10^6 \text{M}_\odot) \) \cite{MHardy2003}, which would not alter \( \beta \). Or one might decide to take masses derived from reverberation for NGC3227 \( (7.36_{-1.52}^{+1.65} \times 10^6 \text{M}_\odot) \) \cite{Denney2010} and NGC4151 (here identical to the value listed in Table [I] \cite{Onken2007}). The value of \( \beta \) is again almost unchanged \( \beta = -0.53 \pm 0.07 \) or \( \beta = -0.54 \pm 0.012 \) if 3C273 is excluded) although the fit, whilst remaining good, is very slightly worse. One might even decide to exclude MCG-6-30-15, NGC5506 and NGC7314 altogether, giving \( \beta = -0.55 \pm 0.10 \).

It is finally noted that \cite{Graham2011} propose a revision of black hole masses. Using their ‘classical’ (i.e. all morphological type) \( M - \sigma \) relationship, the masses of MCG-6-30-15 and NGC5506 would reduce by almost exactly a factor 2, and that of NGC7314 by a factor 3. All masses based on reverberation mapping would reduce also by a factor 2 due to their downward revision of the ‘f-factor’. As these changes are almost entirely systematic, the various fits for \( \beta \) are almost unchanged with typical values flattening by only \( \sim 0.02 \) (eg from -0.54 to -0.52) with, if anything, very slightly reduced dispersion.

The overall conclusion is that \( \beta \) is robust to minor changes in sample parameters with a value close to -0.54.

### 3 DISCUSSION

It is shown here that NVA, defined by \cite{MHardy1988} and derived more precisely from EXOSAT ME observations by \cite{Green2008} correlates very well, within a sample of AGN alone, with black hole mass. For a relationship \( NVA \propto M^{-\beta} \) then, even allowing for different choices of mass or sample content, \( \beta \) remains close to -0.54 with a dispersion of \( \sim 0.08 \). The main contribution of the present work is thus to show that a close to inverse linear scaling of HF PSD normalisation with mass, proposed by \cite{Gierli12008} on the assumption that AGN and XRBs follow the same scaling, occurs independently within a sample of AGN alone.

The large scatter within the AGN \( C_m \) values of \cite{Gierli12008} may have arisen because their values of \( C_m \) were derived from earlier measurements of X-ray excess variance by satellites with large orbital gaps in their lightcurves, ie ASCA and RXTE. Variations in accretion rate may perhaps add further scatter. Within their sample of XRBs, \cite{Gierli12008} show that \( C_m \) is not constant for any given XRB, although they note that the range of variability with flux is not large. They do, however, note that the value of \( C_m \) in the soft state of Cyg X-1 is larger than in the hard state which may indicate some variation of HF PSD normalisation with accretion rate or state. However the range of accretion rates within the sample listed in Table [II] is not large. Thus, as there is no evidence for dispersion in the present value of \( \beta \) over and above that expected from the errors in the mass and NVA measurements, possible variation of NVA with accretion rate are not considered further here although they cannot be ruled out.

Finally, the differences between the results of \cite{Kelly2011} and those presented here are considered. The equivalent value of the slope \( \beta \) derived by \cite{Kelly2011} from Bayesian regression is \( -0.79 \pm 0.22 \) (90 per cent confidence) whereas the value presented here is \(-0.54 \pm 0.08 \) (1σ, or \( \pm 0.12 \) at 90 per cent confidence), or -0.57 if NGC4051 is corrected. Possible reasons for the differences in slope include differences in analysis methods and in sample content.

Regarding analysis methods, for the present sample all regression methods produce the same value of \( \beta \). Another analysis difference is that the NVA values are derived from simple fits to the HF PSDs whereas the values
of $\zeta$ are derived from fitting a particular model, the mixed Ornstein-Uhlenbeck model, to the datasets. Although parameters in multivariate fits usually interact, there is no obvious reason why this model should result in larger values of $\beta$. Similarly fixing the HF PSD slope at $\alpha = 2$ (Kelly et al., Gierliński et al.) compared with measuring $\alpha = 2$ (Green et al.) and then correcting the NVA if $\alpha$ is lower than 2 should have little effect.

Large differences in sample content may, however, have a large effect on the value of $\beta$. Only 6 of the 10 AGN in each sample are in common. Kelly et al. include the high accretion rate NLS1s Mkn766 and Ark564 (whose mass is uncertain). However these two NLS1s are not included here where the spread in accretion rate is more limited. Mkn766 and Ark564 are both low mass AGN and so have large leverage on the value of $\zeta$. If there is a slight increase of HF PSD normalisation with accretion rate or ‘state’, as the observations of Cyg X-1 by Gierliński et al. suggest, inclusion of these two AGN would steepen $\zeta$. Also some masses used here differ from those used by Kelly et al. taken from Sobolewska & Papadakis (2009). With small samples, such differences in content can have a significant effect. Further studies to determine $\beta$ for other samples of AGN are clearly merited.

The present results are also consistent with the work of Ponti et al. (2012) who measure the excess variance, $\sigma^2_{\text{XS}}$, for a sample of AGN observed by XMM-Newton. They find that $\sigma^2_{\text{XS}} \propto M^{-\gamma}$ where $\gamma = 1.15 \pm 0.12$, which is very close to the relationship derived here, for the AGN with 80ksec minimum duration observations or $\gamma = 1.32 \pm 0.14$ for AGN with a minimum of 40 ksec duration.

4 CONCLUSIONS

Using NVA measurements from Green et al. (1993) it has been shown that, within a sample of AGN observed by EXOSAT, HF PSD normalisation scales almost exactly inversely with black hole mass. These observations support the proposal of Gierliński et al. (2008) that HF PSD normalisation scales exactly inversely from XRBs to AGN. It is also noted that the quasar 3C273 fits well onto the scaling relationship derived for Seyfert galaxies, suggesting that the same process which drives X-ray variability in Seyfert galaxies also drives X-ray variability in 3C273, even though the emission process or emission location may be different.
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