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Abstract

Statistical depth is the act of gauging how representative a point is compared to a reference probability measure. The depth allows introducing rankings and orderings to data living in multivariate, or function spaces. Though widely applied and with much experimental success, little theoretical progress has been made in analysing functional depths. This article highlights how the common $h$-depth and related statistical depths for functional data can be viewed as a kernel mean embedding, a technique used widely in statistical machine learning. This connection facilitates answers to open questions regarding statistical properties of functional depths, as well as it provides a link between the depth and empirical characteristic function based procedures for functional data.

1 Introduction: Statistical Depth for Functional Data

Functional data analysis (FDA) concerns the study of observations that can be represented as functions, often residing in an infinite-dimensional space. In the recent decades, FDA saw remarkable progress, with many theoretical and practical problems successfully resolved. Often, however, statistical concepts used in finite-dimensional spaces do not readily generalise to random functions. As a result, alternative definitions and desired properties have to be used [80, 27, 46, 47].

An example of a prominent tool of multivariate analysis that is difficult to generalise to functional data is statistical depth. Developed in the 1980s, statistical depth is an umbrella term for methods introducing orderings, ranks, and by extension, nonparametric statistical inference, to multivariate and more complex datasets. Let $\mathcal{X}$ be a general topological sample space, and write $\mathcal{P}(\mathcal{X})$ for the set of Borel probability measures on $\mathcal{X}$; typical examples of $\mathcal{X}$ are the Euclidean space $\mathbb{R}^d$ with $d \in \mathbb{N}$, or the space of square-integrable functions $L^2([0, 1])$. Given $P \in \mathcal{P}(\mathcal{X})$ a depth function $x \mapsto D(x; P)$, mapping $\mathcal{X}$ to $[0, \infty)$, is meant to tell a user how representative of
$P$ the point $x$ is. High values of the depth correspond to points $x$ located “centrally” with respect to the given measure $P$; low depths flag atypical sample points, or outliers. An example of application of depth to two datasets is given in Figure 1. Many depths have been proposed in $\mathcal{X} = \mathbb{R}^d$; their comprehensive theory can be found in [100, 84] and an array of applications to multivariate analysis in [58].

![Figure 1: Left panel: Contours of halfspace depth [96] applied to a random sample of points in $\mathbb{R}^2$. The depth orders the sample points in terms of their centrality with respect to the geometry of the whole random sample. Right panel: A random sample of functional data $[0, 1] \rightarrow \mathbb{R}$ with the observations attaining higher values of $h$-depth [16] plotted in dark thick lines, and the data with low values of $h$-depth in light thick lines.](image)

Most of the standardly used finite-dimensional depths, such as the halfspace [96, 20], simplicial [57], or zonoid [53, 63] depth are not possible to extend to function spaces directly. Instead, alternative approaches have been proposed in the literature [30, 60, 15, 75, 35]. These different notions of functional depths have found many applications in data visualisation [93], nonparametric estimation [30], outlier detection [25], classification [59], or testing [60], to name a few.

Among functional depths, the $h$-depth [16] (also called the $h$-modal depth, or the $h$-mode depth) has emerged as a convenient choice which satisfies many of the desired criteria of a depth for functional inputs [75, 35]. It is defined as follows.

**Definition 1.** Let $\mathcal{X}$ be a vector space equipped with a norm $\| \cdot \|_\mathcal{X}$, $P \in \mathcal{P}(\mathcal{X})$ and $\kappa: [0, \infty) \rightarrow [0, \infty)$ be a continuous, non-increasing function with $\kappa(0) > 0$ and $\lim_{t \rightarrow \infty} \kappa(t) = 0$. The $h$-depth of $x \in \mathcal{X}$ with respect to $P$ is defined as

$$D_\kappa(x; P) = \mathbb{E}_{X \sim P} [\kappa(\|x - X\|_\mathcal{X})]. \quad (1)$$

A common choice of function $\kappa$ in (1) is $\kappa(t) = e^{-t^2/2}$, which gives rise to an $h$-depth that is sometimes referred to as the Gauss $h$-depth.
Remark 1. The $h$ in the name $h$-depth is from the rescaling $\kappa_h(\cdot) = h^{-1}\kappa(\cdot/h)$ used in practice in (1) instead of $\kappa$. The parameter $h > 0$ plays the role of a bandwidth, but in this context is typically taken to be fixed to a constant rather than altering with new data [17]. For ease of presentation we assume without loss of generality that $h = 1$, for other values our exposition is identical with $\kappa_h$ replacing $\kappa$.

The sample $h$-depth takes a form similar to a kernel density estimator applied in a general normed vector space $\mathcal{X}$. More precisely, let $X_1, \ldots, X_n$ be a random sample of independent identically distributed (i.i.d.) variables generated from $P \in \mathcal{P}(\mathcal{X})$, and let $P_n = n^{-1} \sum_{i=1}^n \delta_{X_i} \in \mathcal{P}(\mathcal{X})$ be its random empirical measure. The sample $h$-depth (1) with respect to $P_n$ takes the form

$$D_n(x; P_n) = n^{-1} \sum_{i=1}^n \kappa(\|x - X_i\|_\mathcal{X}).$$

From this expression we observe that the $h$-depth extends the notions of likelihood-based depths [29, 31] from $\mathbb{R}^d$ to functional data, and draws connections of the statistical depth with density-like concepts explored in function spaces [32, 27]. The sample $h$-depth (2) is fast to compute and easily interpretable. Even though in $\mathcal{X} = \mathbb{R}^d$ the concept does not fit directly into the framework of (global) statistical depths [100, 84] but rather to their localised counterparts [76], in function spaces it proved to be highly competitive [16, 17, 24, 25, 8, 75, 78]. The $h$-depth is frequently used as a well performing benchmark method in nonparametric FDA [33, 54, 14], and is available in standard FDA software packages [26, 79].

Despite its appeal in the practice of FDA, the theoretical properties of the $h$-depth in function spaces $\mathcal{X}$ are largely unexplored [67, 71, 35] and many open questions remain [68, Chapter 8]. These include consistency and asymptotics of $h$-depth estimators and the theory for testing based on this depth. A major open problem of functional depths is the characterisation of probability measures via the depth: Is the measure $P$ on $\mathcal{X}$ uniquely characterised by its depth mapping $x \mapsto D(x; P)$? So far, no depth applicable to function spaces was proved to satisfy this highly desirable property [64].

This paper aims to summarise and leverage a surprising relationship between $h$-depth and kernel mean embeddings (KME) to address these open questions, and shall use a mixture of existing and new results to do so. KMEs are well-studied in statistical machine learning, but they have not been utilised yet in the FDA literature. In the framework of KME, a kernel on $\mathcal{X}$ is a symmetric positive definite function $k : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$. Given a kernel $k$ a kernel mean embedding maps $P$ into the reproducing kernel Hilbert space (RKHS) [1] corresponding to $k$. That results in easy to manipulate expressions used to perform inference and tests for $\mathcal{X}$-valued data [3, 40, 88, 65]. Although not under the same name, KMEs have been studied for decades [41] and in the last twenty years have become a successful statistical machine learning method [38, 39] with applications to a wide range of data sources [40, 6]. Little attention has, however, been applied to functional data in the statistical machine learning literature. This paper aims to bridge the gap between FDA and statistical machine learning by applying KME, a statistical machine learning concept so far not used in FDA, to functional data.

The rest of this paper is structured as follows: In Section 2 we introduce the kernel mean embeddings, RKHS and maximum mean discrepancy, and in Section 3 we discuss the equivalence of those concepts from machine learning and the $h$-depth. A special class of integrated depths for
functional data [15, 72], including another popular functional depth called the (random) functional projection depth [17], is also shown to be equivalent with KMEs in Section 3.1. Section 4 leverages the link between KME and $h$-depth to prove an array of new results regarding asymptotics and consistency of estimators of $h$-depth. Under minimal conditions we verify the uniform consistency and asymptotic normality of the sample version of $h$-depth in function spaces $\mathcal{X}$, for both perfectly observed functional data, and discretised functional observations. Rates of convergence of the corresponding estimators are provided. Our results are remarkable because of their universality — in contrast with both common functional depths [35] and functional pseudo-density estimators [27], the asymptotics of $h$-depth is shown to be valid without any restrictions on the probability measure $P$, and holds true on the whole infinite-dimensional sample space $\mathcal{X}$. Results of this type are quite rare in nonparametric FDA, but as we show they follow directly from the related theory developed for KMEs. In Section 5 we demonstrate that under a mild condition, the $h$-depth characterises all probability measures in Hilbert spaces $\mathcal{X}$. That result should be compared with the related advances in the theory of the depth in $\mathcal{X} = \mathbb{R}^d$ [92, 63, 69, 64]. We show that the $h$-depth is the first statistical depth completely characterising not only all probability distributions in $\mathbb{R}^d$, but even in infinite-dimensional Hilbert spaces $\mathcal{X}$. As such, the $h$-depth turns out to be of great interest in nonparametric FDA, where no natural and simply interpretable density-like concept characterising measures exists. In Section 6 we focus on statistical testing, and outline the equivalence between empirical characteristic function based tests, quite popular in FDA, and $h$-depth. Finally, Section 7 provides concluding remarks.

## 2 Kernel Mean Embeddings

Kernel mean embeddings (KMEs) are an easily computable nonparametric method of reasoning with probability distributions. Over the past 15 years, KMEs have become a commonplace tool in statistical machine learning. The earliest developments in the 1970s were done from a theoretical perspective, focusing on their topological properties [41]; for a summary see [3, Chapter 4]. The first uses of KMEs within statistical machine learning were described in [38, 39], and they have found numerous applications since [94, 9, 65]. Kernel-based methods in general have been recently finding wider use also within FDA [49, 55, 4].

### 2.1 Kernels and Reproducing Kernel Hilbert Spaces

First of all, it is important to note that the definition of a kernel in machine learning is different from the definition of a kernel used in other areas of statistics, such as kernel smoothing or kernel density estimation. For example, in the FDA literature the function $\kappa$ in Definition 1 is usually referred to as a kernel. Therefore, it is necessary to establish that the definition of a kernel we are using can be different from the definition that the reader may be familiar with before proceeding further.

**Definition 2.** Let $\mathcal{X}$ be a set. We call a function $k: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ a kernel if it is (i) symmetric, meaning $k(x, y) = k(y, x) \forall x, y \in \mathcal{X}$, and (ii) positive definite, that is $\sum_{i,j=1}^{n} a_i a_j k(x_i, x_j) \geq 0$ for all $n \in \mathbb{N}$, $\{a_i\}_{i=1}^{n} \subset \mathbb{R}$ and $\{x_i\}_{i=1}^{n} \subset \mathcal{X}$.
An example of a kernel over $\mathcal{X} = \mathbb{R}^d$ is the squared exponential (also known as Gaussian) kernel $k(x, y) = e^{-\frac{1}{2}\|x-y\|_d^2}$. An analogous kernel can be defined on any normed space by replacing the Euclidean norm $\|\cdot\|_{\mathbb{R}^d}$ with the norm on $\mathcal{X}$. Before providing an array of other examples of kernels in Section 2.2, we will now describe the motivation behind the definition of a kernel. The central idea is that a kernel is a measure of “similarity” between its two inputs via an implicit inner product. We begin by describing how this occurs mathematically through the use of feature maps, and then comment on why kernels are useful for statistical machine learning tasks.

**Kernels as implicit inner products.** Inner products are a natural way to measure similarity between two inputs. For example, the standard inner product $\langle f, g \rangle_{L^2([0,1])}$ in $\mathcal{X} = L^2([0,1])$ may be perceived as a measure of similarity — for two functions $f, g \in L^2([0,1])$ of the same norm, the inner product $\langle f, g \rangle_{L^2([0,1])}$ is maximized if and only if $f = g$, thanks to the usual Cauchy-Schwarz inequality [21, Corollary 5.1.4]. To obtain more complex measures of similarity one can transform an input before applying an inner product. Such a transform is known as using a feature map, or feature expansion, in machine learning [90, 85]. Formally, if for a Hilbert space $\mathcal{H}$ equipped with an inner product $\langle \cdot, \cdot \rangle_\mathcal{H}$ and a function $\varphi: \mathcal{X} \to \mathcal{H}$ we have $k(x, y) = \langle \varphi(x), \varphi(y) \rangle_\mathcal{H}$, then we say that $\varphi$ is a feature map for $k$.

**Example 1.** Let $\mathcal{X} = \mathbb{R}$ and $k(x, y) = (xy + 1)^2$. Setting $\mathcal{H} = \mathbb{R}^3$ and $\varphi(x) = (x^2, \sqrt{2}x, 1)$ gives $k(x, y) = \langle \varphi(x), \varphi(y) \rangle_{\mathbb{R}^3}$. This example can straightforwardly be generalised to $\mathcal{X} = \mathbb{R}^d$.

For any function $\varphi: \mathcal{X} \to \mathcal{H}$ with $\mathcal{H}$ a Hilbert space, $k(x, y) = \langle \varphi(x), \varphi(y) \rangle_\mathcal{H}$ is a kernel. The symmetry of $k$ follows from the symmetry of the inner product in $\mathcal{H}$, and $\sum_{i,j=1}^n a_i a_j k(x_i, x_j) = \langle \sum_{i=1}^n a_i \varphi(x_i), \sum_{j=1}^n a_j \varphi(x_j) \rangle_\mathcal{H} \geq 0$ for any $n \in \mathbb{N}$, $\{a_i\}_{i=1}^n \subset \mathbb{R}$ and $\{x_i\}_{i=1}^n \subset \mathcal{X}$, so $k$ is positive definite. This begs the opposite question: Does every kernel have a feature map? The answer is affirmative [90, Theorem 4.16], which justifies the statement that a kernel is a measure of similarity using an implicit inner product.

**Kernels in machine learning.** The reason this implicit representation is helpful is twofold. First, it is easier to check that a function is a kernel using Definition 2 than to manually derive its feature map. Second, many numerical algorithms in machine learning, such as the least-squares estimator in linear regression, end up only depending on the inner products of the data. This provides the opportunity to “kernelise” such algorithms by replacing the standard inner product with a kernel. Examples are the kernel ridge regression [90], support vector machines [86] and kernel ICA [2]. The use of kernelised algorithms is equivalent to performing the algorithm on the $\mathcal{H}$-valued data after the original $\mathcal{X}$-valued data have been passed through the feature map $\varphi$. This explains the use of the terminology feature map, as it extracts features of the data which help to enhance the performance of the algorithm. Again, we do not need the feature map explicitly to do this, only the kernel.

**Reproducing kernel Hilbert spaces.** For a given kernel $k$ the choice of $\mathcal{H}$ and $\varphi$ is not unique. However, there is a canonical choice, called the reproducing kernel Hilbert space (RKHS) and a canonical feature map corresponding to the kernel.

**Definition 3.** A Hilbert space $\mathcal{H}$ of functions from a set $\mathcal{X}$ to $\mathbb{R}$ is called a reproducing kernel Hilbert space if there exists a kernel $k$ on $\mathcal{X}$ such that $k(\cdot, x) \in \mathcal{H}$ for all $x \in \mathcal{X}$ and

$$\langle f, k(\cdot, x) \rangle_\mathcal{H} = f(x) \quad \text{for all } f \in \mathcal{H}, x \in \mathcal{X}. \quad (3)$$

The identity (3) is called the reproducing property.
The Moore-Aronszajn theorem [1] guarantees there is a one-to-one relationship between kernels and RKHSs. This justifies why the RKHS of a kernel $k$ is considered a canonical choice of a feature space. Due to that relationship, it is common to use $\mathcal{H}_k$ to denote the RKHS of $k$ and $\langle \cdot, \cdot \rangle_k$ to denote the inner-product and the induced norm on $\mathcal{H}_k$, respectively.

Setting $\varphi : \mathcal{X} \to \mathcal{H}_k$, $x \mapsto \varphi(x) = k(x, \cdot)$, meaning that $\varphi$ is a function-valued map, shows that $k(x, y) = \langle \varphi(x), \varphi(y) \rangle_k$ by the reproducing property (3). Thus, $\varphi$ is the canonical feature map. Using the Cauchy-Schwarz inequality [21, Corollary 5.1.4] along with the reproducing property (3) is a common trick for obtaining bounds for functions in an RKHS. Namely, for any $x \in \mathcal{X}$ and $f \in \mathcal{H}_k$ we have

$$\|f(x)\| = |\langle f, k(x, \cdot) \rangle_k| \leq \|f\|_k \|k(x, \cdot)\|_k = \|f\|_k \sqrt{k(x, x)}. \quad (4)$$

This formula shows that the RKHS norm controls the supremum norm of $f$ if $k(x, x)$ is bounded for $x \in \mathcal{X}$, which is true for nearly all kernels commonly used in practice.

Explicit forms for RKHS when $\mathcal{X} = \mathbb{R}^d$ are known for a wide range of kernels. Often, spectral properties of the kernels are used to obtain the characterisations [3, 50]. When $\mathcal{X}$ is non-Euclidean, it is harder to derive interpretable representations of RKHSs, but results in this direction for $\mathcal{X}$ a separable Hilbert space and a particular family of kernels are provided in [98, Theorem 2, Proposition 2] and [74].

The reproducing property (3) allows one to easily manipulate quantities such as integrals and expectations of functions from $\mathcal{H}_k$ using the kernel, which would be difficult in other function spaces. As a result, RKHSs are widely studied in statistical machine learning since they facilitate the analysis of many machine learning algorithms involving kernels [44, 85, 90]. For a summary of the basic properties of RKHSs with some applications to statistics see [90, 3, 77].

### 2.2 Examples of Kernels

For $\mathcal{X} = \mathbb{R}^d$ the most basic kernel is the standard Euclidean inner product kernel $k(x, y) = \langle x, y \rangle_{\mathbb{R}^d}$. The corresponding RKHS is the set of functions of the form $f_y(x) = \langle x, y \rangle_{\mathbb{R}^d}$ for some $y \in \mathbb{R}^d$ and the inner product of the RKHS is $\langle f_x, f_y \rangle_k = \langle x, y \rangle_{\mathbb{R}^d}$.

A kernel on $\mathbb{R}^d$ commonly used for spatial modelling [89] is the Matérn-$3/2$ kernel $k(x, y) = (1 + \sqrt{3}\|x - y\|_{\mathbb{R}^d})e^{-\sqrt{3}\|x - y\|_{\mathbb{R}^d}}$ which is a particular instance of the wider Matérn class [3]. The RKHS of such kernels are Sobolev spaces [50] of functions that map from subsets of $\mathbb{R}^d$ to $\mathbb{R}$.

**Remark 2.** Note that given any kernel $k$ one can generate classes of kernels by introducing hyper-parameters. The most typical is a bandwidth obtained by replacing $k(x, y)$ with $k(x/\gamma, y/\gamma)$ for some $\gamma > 0$. As we will see in Section 3, this corresponds to taking different values of the tuning parameter $h > 0$ in $h$-depth as discussed in Remark 1.

Two kernels which are popular for use in kernel mean embeddings, the main topic of this paper to be introduced in Section 2.3, are the squared exponential (SE) and inverse multi-quadric (IMQ) kernels. We will present them now in the generality required to deal with inputs from function spaces [98]. Let $\mathcal{X}, \mathcal{Y}$ be Hilbert spaces and $T : \mathcal{X} \to \mathcal{Y}$. The SE-$T$ kernel is

$$k_{SE-T}(x, y) = e^{-\frac{1}{2}\|T(x) - T(y)\|_{\mathcal{Y}}^2}, \quad (5)$$
and the IMQ-T kernel is

\[ k_{\text{IMQ-T}}(x, y) = (\| T(x) - T(y) \|_Y^2 + 1)^{-1/2}. \]  

(6)

In the special case \( \mathcal{X} = \mathcal{Y} \) and \( T = \gamma^{-1}I \) with \( I \) the identity map and \( \gamma > 0 \) we recover the bandwidth hyper-parameter from Remark 2. For \( \mathcal{X} = \mathbb{R}^d \) the SE-I kernel is also referred to as the Gauss kernel. Its RKHS has been investigated in [62, 91]. For different choices of \( T \) the RKHS of the SE-T kernel in more general spaces \( \mathcal{X} \) was studied in [98, Theorem 2].

**Translation invariant kernels.** The important collection of translation invariant kernels in a Hilbert space \( \mathcal{X} \), meaning \( k(x, y) = \phi(x-y) \) for some \( \phi: \mathcal{X} \rightarrow \mathbb{R} \), has an intimate connection with the Fourier transform of probability measures. Recall that for \( \mu \in \mathcal{P}(\mathcal{X}) \), the Fourier transform of \( \mu \) is defined as \( \hat{\mu}(x) = \int_{\mathcal{X}} e^{i(x,v) \cdot \mu(dv)} \). In probability theory, the Fourier transform is also known as the characteristic function of measure \( \mu \). When \( \mathcal{X} \) is finite-dimensional, Bochner’s theorem [5] states that a kernel is translation invariant with \( \phi(0) = 1 \) and continuous if and only if \( k(x, y) = \hat{\mu}(x - y) \) for some \( \mu \in \mathcal{P}(\mathcal{X}) \). For example, in \( \mathcal{X} = \mathbb{R}^d \) we have \( k_{\text{SE-I}}(x, y) = \hat{N}_{I_d}(x - y) \) for \( N_{I_d} \) the standard \( d \)-variate normal distribution.

When \( \mathcal{X} \) is an infinite-dimensional Hilbert space, Bochner’s theorem cannot be applied in the description of translation invariant kernels. Instead, the more involved Minlos-Sazonov theorem must be used, see e.g. [97, Theorem VII.1.1] or [61, Theorem 1.1.5]. To give a simple infinite-dimensional example define \( L_1^+(\mathcal{X}) \) to be the space of symmetric, positive, trace class operators from \( \mathcal{X} \) to \( \mathcal{X} \) [18]. Then for \( C \in L_1^+(\mathcal{X}) \) we have

\[ k_{\text{SE-C}^{1/2}}(x - y) = \hat{N}_C(x - y), \]

(7)

where \( N_C \) is the Gaussian measure on \( \mathcal{X} \) with mean zero and covariance operator \( C \), and \( C^{1/2} \) is square root operator of \( C \).

### 2.3 Definition of Kernel Mean Embedding

We are now ready to define the kernel mean embeddings, the main object of study of this paper. It will allow us to draw connections to \( h \)-depth and empirical characteristic function based testing procedures.

**Definition 4.** Suppose \( \mathcal{X} \) is a measurable space, \( k \) a measurable kernel, and define \( \mathcal{P}_k \subseteq \mathcal{P}(\mathcal{X}) \) as \( \{ P \in \mathcal{P}(\mathcal{X}) : \int_{\mathcal{X}} \sqrt{k(x,x)}dP(x) < \infty \} \). For \( P \in \mathcal{P}_k \) define the kernel mean embedding \( \Phi_kP \) of \( P \) as

\[ \Phi_kP := \int_{\mathcal{X}} k(\cdot, x)dP(x). \]

(8)

A few comments are in order. The integral in (8) is to be understood as a Bochner integral [47, Chapter 2]. Therefore, \( \Phi_kP \) is an element of \( \mathcal{H}_k \), meaning it is a function from \( \mathcal{X} \) to \( \mathbb{R} \). It represents the linear operator from \( \mathcal{H}_k \) to \( \mathbb{R} \) given by \( f \mapsto \int_{\mathcal{X}} f(x)dP(x) \). This linear operator is bounded since

\[ \left| \int_{\mathcal{X}} f(x)dP(x) \right| \leq \int_{\mathcal{X}} |f(x)|dP(x) = \int_{\mathcal{X}} |\alpha(x)| dP(x) \]

\[ \leq ||f||_k \int_{\mathcal{X}} \sqrt{k(x,x)}dP(x) \leq c_k ||f||_k, \]

(9)
for some \( c_k < \infty \) by the assumption on \( P \), where (9) is by (4). The interpretation of \( \Phi_k P \) as a Bochner integral allows us to write for \( f \in \mathcal{H}_k \)

\[
\mathbb{E}_{X \sim P}[f(X)] = \mathbb{E}_{X \sim P}[(f, k(\cdot, X))_k] = \langle f, \mathbb{E}_{X \sim P}[k(\cdot, X)] \rangle_k = \langle f, \Phi_k P \rangle_k,
\]

where the first equality is by the reproducing property (3) and the second by the definition of the Bochner integral [37].

How much smaller \( \mathcal{P}_k \) is compared to \( \mathcal{P}(\mathcal{X}) \)? It turns out that \( \mathcal{P}_k = \mathcal{P}(\mathcal{X}) \) if and only if \( k \) is bounded [88, Proposition 2], which is satisfied by nearly all kernels used in practice. The integral \( \Phi_k P \) is empirically estimated given i.i.d. samples \( \{X_i\}_{i=1}^n \) from \( P \) by replacing \( P \) with the empirical measure \( P_n = n^{-1} \sum_{i=1}^n \delta_{X_i} \). We obtain

\[
\Phi_k P_n = n^{-1} \sum_{i=1}^n k(\cdot, X_i).
\]

The discussion so far has assumed little structure on \( \mathcal{X} \); indeed we could take \( \mathcal{X} \) to be infinite-dimensional if one so desires.

Closed form expressions of KME for certain pairs of kernels and probability distributions exist. The most relevant to FDA are closed forms when \( P \) is a Gaussian measure on \( \mathcal{X} \), i.e. a Gaussian process whose paths lie in \( \mathcal{X} \). Such formulas can be found in [51, 98] for the SE-T kernel from (5), see Example 3. Closed form expressions in the case \( \mathcal{X} \subseteq \mathbb{R}^d \) can be found in [7].

### 2.4 Maximum Mean Discrepancy

Armed with the definition of a KME, one may ask for \( P, Q \in \mathcal{P}_k \), how different \( \Phi_k P \) and \( \Phi_k Q \) are as functions in \( \mathcal{H}_k \)? This is measured by the maximum mean discrepancy (MMD) defined as the norm in the RKHS of the difference of the two embeddings.

**Definition 5.** Given a measurable space \( \mathcal{X} \), a kernel \( k \) on \( \mathcal{X} \) and \( P, Q \in \mathcal{P}_k(\mathcal{X}) \) the maximum mean discrepancy between \( P \) and \( Q \) is defined as \( \text{MMD}_k(P, Q) = \|\Phi_k P - \Phi_k Q\|_k \).

Due to the reproducing property (3) there are other interpretations of MMD in terms of the kernel. They will help us better understand how MMD behaves and how it depends on the properties of the kernel \( k \). The next result is well known in the KME literature [88, 40] and we provide the proof in full for clarity.

**Theorem 1.** Let \( \mathcal{X} \) be a topological space, \( k \) a kernel on \( \mathcal{X} \) and \( P, Q \in \mathcal{P}_k(\mathcal{X}) \). Then

\[
\text{MMD}_k(P, Q)^2 = \left( \sup_{\|f\|_k \leq 1} \left| \int_\mathcal{X} f(x) dP(x) - \int_\mathcal{X} f(x) dQ(x) \right| \right)^2
\]

\[
= \int_\mathcal{X} \int_\mathcal{X} k(x, y) d(P - Q)(x) d(P - Q)(y).
\]

If \( \mathcal{X} \) is a Hilbert space and \( k(x, y) = \hat{\mu}(x - y) \) for some \( \mu \in \mathcal{P}(\mathcal{X}) \) then

\[
\text{MMD}_k(P, Q)^2 = \int_\mathcal{X} |\hat{P}(v) - \hat{Q}(v)|^2 d\mu(v).
\]
Proof. First, by \( \|f\|_k \leq 1 \)
\[
\sup_{\|f\|_k \leq 1} \left| \int_X f(x)dP(x) - \int_X f(x)dQ(x) \right| = \sup_{\|f\|_k \leq 1} |\langle f, \Phi_k P - \Phi_k Q \rangle_k| = \|\Phi_k P - \Phi_k Q\|_k,
\]
where the second equality is by Cauchy-Schwarz [21, Corollary 5.1.4]. For the second representation of MMD\(_k\),
\[
\|\Phi_k P - \Phi_k Q\|_k^2 = \langle \Phi_k P, \Phi_k P \rangle_k + \langle \Phi_k Q, \Phi_k Q \rangle_k - 2\langle \Phi_k P, \Phi_k Q \rangle_k,
\]
so it suffices to compute \( \langle \Phi_k P, \Phi_k Q \rangle_k \), and then set \( P = Q \) for the other two terms. To this end, using (10) on \( \Phi_k P \) gives
\[
\langle \Phi_k P, \Phi_k Q \rangle_k = \mathbb{E}_{Y \sim Q}[\Phi_k P(Y)] = \int_X \int_X k(x, y)dP(x)dQ(y),
\]
which completes the proof of the second representation. For the last representation we write
\[
\text{MMD}_k(P, Q)^2 = \int_X \int_X k(x, y)d(P - Q)(x)d(P - Q)(y)
\]
\[
= \int_X \int_X \int_X e^{i(x-y) \cdot v}d\mu(v)d(P - Q)(x)d(P - Q)(y)
\]
\[
= \int_X \left( \int_X e^{i(x,y) \cdot v}d(P - Q)(x) \right) \left( \int_X e^{-i(y,v) \cdot x}d(P - Q)(y) \right) d\mu(v)
\]
\[
= \int_X |\hat{P}(v) - \hat{Q}(v)|^2d\mu(v),
\]
where (15) is using (13), (16) is by the definition of the Fourier transform for measures, (17) is Fubini’s theorem [21, Theorem 4.4.5] and (18) comes from the product of a complex number and its conjugate being its absolute value squared.

In Section 2.2 we provided examples of kernels that satisfy \( k(x, y) = \hat{\mu}(x - y) \) for some \( \mu \in \mathcal{P}(X) \). Quantities of the form (12) are known as integral probability metrics [66]. Many common distances of probability measures are of this form — prominent examples are the Wasserstein and the total variation distance, where the only difference is that the supremum in (12) is taken over a different set. MMD can be easily estimated given samples from \( P, Q \) by means of a standard empirical estimate of (13). This approximation is very straightforward and has pleasant statistical properties. The representation (14) shows how MMD can be viewed as a weighted \( L^2 \)-type distance between the Fourier transforms of probability measures. This will allow us to draw connections between MMD and testing procedures based on the empirical characteristic function in Section 6.

### 3 Equivalence of Kernel Mean Embeddings and \( h \)-Depth

An immediate connection between KME and \( h \)-depth can be made. It will be used in Section 4 to establish consistency and asymptotic normality of \( h \)-depth estimators in a streamlined way using
the structure of the RKHS. In Section 5 we use it to show that \( h \)-depth characterises probability distributions completely. Although some instances of depth functions have already been used in machine learning research [36, 22, 52], as far as we are aware, this is the first solid connection of a depth notion with concepts from theoretical machine learning literature. The next theorem connects KME and \( h \)-depth. Its statement follows directly from Definitions 1 and 4.

**Theorem 2.** If \( \mathcal{X} \) is a normed vector space and

\[ k(x, y) = \kappa(\|x - y\|_\mathcal{X}) \tag{19} \]

is a kernel on \( \mathcal{X} \) with \( \kappa \) satisfying the conditions in Definition 1, then \( D_\kappa(x; P) = \Phi_k P(x) \).

It is natural to ask what conditions are needed on \( \kappa \) aside from those in Definition 1 to ensure that the corresponding \( k \) defined in (19) is a kernel. This is in fact a classical problem studied since the 1930s — kernels of the form (19) are known as radial kernels [82] since they depend only on the normed difference of the two inputs. The next result was proven in [83, Theorem 1.1] in the case of \( \mathcal{X} = \mathbb{R}^d \). But, the same proof works for \( \mathcal{X} \) a separable Hilbert space since the supporting results [82] also hold in that situation. Following [82], call a function \( f : [0, \infty) \to [0, \infty) \) completely monotone if \((-1)^n f^{(n)}(t) \geq 0 \) for all \( t > 0 \) and all \( n = 0, 1, 2, \ldots \).

**Theorem 3.** Let \( \mathcal{X} \) be a separable Hilbert space, \( \kappa : [0, \infty) \to [0, \infty) \) and \( k(x, y) = \kappa(\|x - y\|_\mathcal{X}) \). Then the following are equivalent:

(i) \( k \) is a kernel.

(ii) There exists a finite Borel measure \( \mu \) on \([0, \infty)\) such that

\[ k(x, y) = \int_0^\infty e^{-t^2\|x-y\|_\mathcal{X}^2} d\mu(t) \tag{20} \]

(iii) \( \kappa(\sqrt{\cdot}) \) is completely monotone.

If \( \kappa(\sqrt{\cdot}) \) is completely monotone then \( \kappa \) is continuous and non-increasing. By (20) one can see that if \( \kappa \), or equivalently \( k \), is zero anywhere, then \( \mu \) must be the zero measure hence also \( \kappa \) would be identically zero. Therefore if \( \kappa \) is not identically zero then it is zero nowhere and \( \kappa(0) > 0 \). This leaves only the decay condition in Definition 1 to be checked on a case by case basis to conclude that a radial kernel corresponds to a function \( \kappa \) that satisfies Definition 1. Not all kernels decay to zero, as can be seen in the example of a kernel \( k(x, y) = e^{-\|x-y\|_{\mathbb{R}^d}^2} + 1 \) on \( \mathbb{R}^d \). Nevertheless, if the condition of decay to zero in Definition 1 is relaxed to

\[ \lim_{t \to \infty} \kappa(t) = \inf_{t \geq 0} \kappa(t) \tag{21} \]

then \( \kappa(\sqrt{\cdot}) \) being completely monotone ensures this modified decay condition holds.

In conclusion, if condition (21) is used in Definition 1 then for any radial kernel \( k \) and \( \kappa \) defined by (19) the KME corresponds to an \( h \)-depth. Note that interestingly (20) shows that any radial kernel is an average of squared exponential kernels with the average being taken over the bandwidth hyper-parameter considered in Remark 2.
Examples of $h$-depths corresponding to KMEs. Examples of functions $\kappa$ that satisfy the conditions of Theorem 3 include $\kappa(t) = e^{-t^2/2}$ corresponding to the SE-$I$ kernel introduced in (5) in Section 2.2. This is a standard choice in the practice of depth-based methods resulting in the widely used Gaussian $h$-depth function. Another example not explored in the literature on $h$-depth is $\kappa(t) = (t^2 + 1)^{-1/2}$ corresponding to the IMQ-$I$ kernel (6). In fact, the IMQ-$I$ kernel also appears naturally in the context of statistical analysis as it can be obtained from (20) by setting $\mu$ to be a Gaussian measure restricted to $[0, \infty)$ with appropriate scaling. In more generality, if $T : \mathcal{X} \to \mathcal{Y}$ is a linear map then by Theorem 3 both the SE-$T$ and IMQ-$T$ kernels are $h$-depths. Indeed, in that situation $k(x, y) = \kappa(P_k(x, y))$ where $k$ is the Hilbert space with inner product $\langle x, y \rangle_Z = \langle T x, T y \rangle_Y$.

3.1 Integrated $h$-Depth and (Random) Functional Projection $h$-Depth

Besides the $h$-depths considered throughout this article, another major class of functional depths widely used in practice are the integrated depths $[30, 15, 72, 81]$. Special cases of integrated depths are the popular modified band depth $[60]$ and the multivariate functional halfspace depth $[13]$. Integrated depths are in general obtained by averaging univariate depths of one-dimensional projections of functional data, with respect to a reference measure defined in the dual of the function space $\mathcal{X}$. For simplicity we will focus on the situation when $\mathcal{X}$ is a Hilbert space and consider integrated depths of the form

$$D_I(x; P) = \int_\mathcal{X} D_{\kappa_1}(\langle x, v \rangle_{\mathcal{X}}; P_v) d\nu(v)$$

where $D_{\kappa_1} : \mathbb{R} \times \mathcal{P}(\mathbb{R}) \to [0, \infty)$ is a one-dimensional $h$-depth (1) using $\kappa_1 : [0, \infty) \to [0, \infty)$, $P_v \in \mathcal{P}(\mathbb{R})$ is the distribution of $\langle X, v \rangle_{\mathcal{X}}$ where $X \sim P$ and $v \in \mathcal{X}$, and $\nu$ is some measure on $\mathcal{X}$ (identified with its dual using the Riesz representation theorem $[47, \text{Theorem } 3.2.1]$). In this context, we may write

$$D_I(x; P) = \int_\mathcal{X} D_{\kappa_1}(\langle x, v \rangle_{\mathcal{X}}; P_v) d\nu(v) = \int_\mathcal{X} \int_\mathcal{X} \kappa_1(\langle x, v \rangle_{\mathcal{X}} - \langle y, v \rangle_{\mathcal{X}}) dP(y) d\nu(v).$$

A depth quite similar to (22) was used also in [17] under the name random projection depth. The term random comes from the way this depth is used in practice, as depths of this type typically have to be numerically approximated. The outer integral in (22) is commonly replaced by an average taken over i.i.d. realisations $v_1, \ldots, v_m \in \mathcal{X}$ sampled from $\nu$, for $m \in \mathbb{N}$ large enough. This (i) makes the practically used integrated depths inherently random, (ii) can be computationally expensive if $\nu$ is hard to sample from, and (iii) necessarily decreases the accuracy of procedures which rely on the depth, and the computation of the depth itself. The next theorem gives conditions under which an integrated $h$-depth (22) can be represented as a KME. In particular, we demonstrate that under mild conditions the depth in (22) can be expressed in a closed form, without the need for a random numerical approximation of the outer integral. Hence, the term random can be dropped.

**Theorem 4.** Let $\mathcal{X}$ be a Hilbert space and $D_I$ be an integrated $h$-depth of the form (22) for $\kappa_1$ satisfying Theorem 3. Then there exists $\mu_1 \in \mathcal{P}(\mathbb{R})$ whose Fourier transform $\hat{\mu}_1$ satisfies $\kappa_1(|s - t|) = \kappa_1(0) \hat{\mu}_1(s - t)$ for all $s, t \in \mathbb{R}$. In addition, $D_I(x; P) = \kappa_1(0) \Phi_k P(x)$ for $k(x, y) = \hat{\mu}_1(x - y)$. Here, $x, y \in \mathcal{X}$, and $\mu \in \mathcal{P}(\mathcal{X})$ is the probability measure associated with the random element $UV$ in $\mathcal{X}$ where $U \sim \mu_1 \in \mathcal{P}(\mathbb{R})$ and $V \sim \nu \in \mathcal{P}(\mathcal{X})$ are independent.
Proof. The existence of $\mu_1$ follows from Theorem 3 and our remarks on translation invariant kernels from Section 2.2 applied to function $\tilde{\kappa}(\cdot) = \kappa_1(\cdot)/\kappa_1(0)$. Denote by $k_1$ the kernel on $\mathbb{R}$ corresponding to $\tilde{\kappa}$. Starting at (22) we can write

$$D_1(x; P) = \kappa_1(0) \int_{\mathcal{X}} \int_{\mathcal{X}} \tilde{\kappa}(\langle x, v \rangle_{\mathcal{X}} - \langle y, v \rangle_{\mathcal{X}}) dP(y) d\nu(v)$$

$$= \kappa_1(0) \int_{\mathcal{X}} \int_{\mathcal{X}} k_1(\langle x, v \rangle_{\mathcal{X}}, \langle y, v \rangle_{\mathcal{X}}) dP(y) d\nu(v)$$

$$= \kappa_1(0) \int_{\mathcal{X}} \int_{\mathcal{X}} \int_{\mathbb{R}} e^{i(x-y,uv)_{\mathcal{X}}} d\mu_1(u) dP(y) d\nu(v)$$

$$= \kappa_1(0) \int_{\mathcal{X}} \int_{\mathcal{X}} \int_{\mathbb{R}} e^{i(x-y,uv)_{\mathcal{X}}} d\mu_1(u) d\nu(v) dP(y)$$

$$= \kappa_1(0) \int_{\mathcal{X}} k(x, y) dP(y) = \kappa_1(0) \Phi_k P(x),$$

where (23) is by the assumption on $\kappa_1$, (24) is by the assumption $k_1(s, t) = \tilde{\mu}_1(s - t)$, (25) is by Fubini’s theorem [21, Theorem 4.4.5] and (26) is by noting that $\int_{\mathcal{X}} \int_{\mathbb{R}} e^{i(x-y,uv)_{\mathcal{X}}} d\mu_1(u) d\nu(v)$ is the Fourier transform of the random variable $UV$ with $U \sim \mu_1$ and $V \sim \nu$ are independent. \[\Box\]

A common choice of $\nu$ in practice is a Gaussian measure on $\mathcal{X}$. The next example shows that the framework of Theorem 4 provides a way to obtain the integrated depth (22) in a closed form, circumventing the need for an empirical approximation as previously done in the literature [17, 25, 13]. This important observation brings an original viewpoint on the standardly used (random) functional projection depths, and explains their good performance consistently observed in simulations and real data applications. It also allows direct computation of the sample version of the integrated depth (22) by means of the empirical KME as considered in (11).

**Example 2.** Consider $D_1(x; P)$ from (22) with $\kappa_1(|s - t|) = k_1(s, t) = e^{-\frac{1}{2}|s - t|^2}$, so $\mu_1$ is the standard normal on $\mathbb{R}$ and $\nu = N_C$ for some Gaussian measure with mean zero and covariance operator $C \in L_1^+(\mathcal{X})$. Then the corresponding kernel $k$ from Theorem 4 is equal to the IMQ-$C^{1/2}$ kernel from (6) from Section 2.2. To see this first note that the IMQ-$C^{1/2}$ kernel may be written as

$$k_{\text{IMQ}-C^{1/2}}(x, y) = \left(\|C^{1/2}x - C^{1/2}y\|_{\mathcal{X}}^2 + 1\right)^{-1/2} = \int_{\mathcal{X}} e^{-\frac{1}{2}(x-y,v)^2_\mathcal{X}} dN_C(v),$$

(27)

due to the distribution of $\langle x - y, v \rangle_{\mathcal{X}}$ with $v \sim N_C$ being the univariate normal distribution $N(0, (C(x - y), x - y)_{\mathcal{X}})$ and standard Gaussian integral formulas, for a proof see [98, Section 5]. Now using (27) along with (23) and Fubini’s theorem [21, Theorem 4.4.5] we obtain

$$D_1(x; P) = \int_{\mathcal{X}} \int_{\mathcal{X}} k_1(\langle x, v \rangle_{\mathcal{X}}, \langle y, v \rangle_{\mathcal{X}}) dN_C(v) dP(y)$$

$$= \int_{\mathcal{X}} k_{\text{IMQ}-C^{1/2}}(x, y) dP(y) = \Phi_{k_{\text{IMQ}-C^{1/2}}} P(x).$$

In summary, the KME of the IMQ-$C^{1/2}$ kernel is equal to the integrated h-depth (or the functional projection depth) (22) using as $\kappa_1$ the one-dimensional Gaussian h-depth (1) and $N_C$ as the averaging
measure \( \nu \). The sample version of that integrated \( h \)-depth does not have to involve numerical approximation, and can be evaluated directly using (11) as

\[
D_I(x; P_n) = n^{-1} \sum_{i=1}^{n} (\|C^{1/2}x - C^{1/2}X_i\|_\nu^2 + 1)^{-1/2}.
\]

4 Asymptotics of Functional Depth Using KME

Recall that for a sample \( X_1, \ldots, X_n \) of i.i.d. random variables from \( P \in \mathcal{P}(\mathcal{X}) \) we denote by \( P_n \in \mathcal{P}(\mathcal{X}) \) the corresponding random empirical measure. Consistency results for \( h \)-depth obtained in [67] show almost complete convergence of \( D_h(x; P_n) \) to \( D_h(x; P) \) uniformly across bounded subsets of the input space \( \mathcal{X} \). A different uniform consistency result for \( h \)-depth without rates of convergence can be found in [35]. For (random) functional projection depth (22) no explicit results regarding the sample version asymptotics are available in the literature.

We are now ready to use the connections observed in Section 3 to present an array of new theoretical results regarding the uniform consistency and asymptotic normality of the \( h \)-depth (1) and the functional projection depth (22). We demonstrate that asymptotic results with far weaker assumptions on \( \mathcal{X} \) and with far less complicated proofs are possible to be derived by using the representation (12), and exploiting the observed connections between \( h \)-mode depth (1) and functional projection depth (22) with KMEs. We use the fact that the MMD in (12) between \( P_n \) and \( P \) is an empirical process [37, Chapter 3], for which concentration inequalities are readily available in the literature.

**Uniform consistency: Completely observed data.** Our first result involves a notion of convergence called almost complete convergence. For a sequence of real-valued random variables \( \{X_n\}_{n=1}^{\infty} \), a real-valued random variable \( X \), and a sequence \( \{a_n\}_{n=1}^{\infty} \subset [0, \infty) \) converging to zero we write \( X_n - X = O_{a.co.}(a_n) \) if there exists some \( \varepsilon_0 > 0 \) such that \( \sum_{n=1}^{\infty} \mathbb{P}(|X_n - X| > a_n \varepsilon_0) < \infty \). This notion of convergence is stronger than almost sure convergence [67].

**Theorem 5.** Let \( \mathcal{X} \) be a separable topological space, \( k \) be a bounded, continuous kernel on \( \mathcal{X} \) and \( P \in \mathcal{P}(\mathcal{X}) \). Then for \( P_n \) the empirical measure formed by i.i.d. observations from \( P \) we have

\[
\sup_{x \in \mathcal{X}} |\Phi_k P_n(x) - \Phi_k P(x)| = O_{a.co.} \left( \sqrt{\log n/n} \right).
\]

**Proof.** First note that by the reproducing property (3) of the RKHS and the Cauchy-Schwarz inequality [21, Corollary 5.1.4]

\[
\sup_{x \in \mathcal{X}} |\Phi_k P_n(x) - \Phi_k P(x)| = \sup_{x \in \mathcal{X}} |\langle k(\cdot, x), \Phi_k P_n - \Phi_k P \rangle_k| \leq \sup_{x \in \mathcal{X}} \sqrt{k(x, x)} \|\Phi_k P_n - \Phi_k P\|_k \leq c \|\Phi_k P_n - \Phi_k P\|_k,
\]

for some \( c < \infty \) by the boundedness assumption on the kernel. Without loss of generality suppose \( c = 1 \) and for ease of notation set \( E_n = \|\Phi_k P_n - \Phi_k P\|_k \). By (12) we know that \( E_n \) is an empirical process indexed by the RKHS. As \( k \) is continuous and \( \mathcal{X} \) is separable the RKHS is also separable [90, Lemma 4.33], and we may apply simple concentration inequalities for empirical processes
over separable Hilbert spaces. For example, [95, Proposition A.1] gives \( \mathbb{P}(E_n > \varepsilon) \leq e^{-\frac{1}{2}(\sqrt{n} \varepsilon - 1)^2} \). Setting \( \varepsilon_0 = 2 \) in the definition of almost complete convergence gives

\[
\sum_{n=1}^{\infty} \mathbb{P}(E_n > \varepsilon_0 \sqrt{\log n/n}) \leq \sum_{n=1}^{\infty} e^{-\frac{1}{2}(4 \log n - 4\sqrt{\log n} + 1)} = e^{-\frac{1}{2}} \sum_{n=1}^{\infty} n^{-2} e^{2\sqrt{\log n}} < \infty.
\]

Theorem 5 is similar to [67, Theorem 2] but the set over which the supremum is taken here does not depend on \( n \) and the assumptions on \( X \) are less restrictive. By choosing a kernel which satisfies Theorems 2 and 5 we get a consistency result for \( h \)-depth. An analogous result for functional projection depth follows directly from Theorem 4 and Example 2.

Having obtained the consistency and the rate of convergence of \( h \)-depth we may ask the same questions about the maximizer of the \( h \)-depth of \( P \)

\[
\theta(P) = \arg \max_{x \in X} D_\kappa(x; P).
\]

Exploiting the analogy of \( h \)-depth and functional pseudo-density estimation [27] the point \( \theta(P) \) may be interpreted as a functional \( h \)-mode [17] of the probability measure \( P \). In case when the argument of maxima is not a single point set, any measurable selection from that set can be used in the definition of \( \theta(P) \). A natural estimator of the functional \( h \)-mode is its empirical counterpart \( \theta_n(P) = \arg \max_{x \in X} D_\kappa(x; P_n) \). Under the assumption of uniqueness of \( \theta(P) \), the statistic \( \theta_n(P) \) estimates \( \theta(P) \) consistently, with an explicit rate of convergence. The proof of this result follows directly from [27, Section 9.7.3] and [19, Theorem 1]. An analogous result for functional projection depth (22) is immediate.

**Theorem 6.** For a kernel satisfying Theorem 2 and under the assumptions of Theorem 5, suppose in addition that for

\[
\mathcal{A}_\varepsilon = \{x \in X : D_\kappa(x; P) \geq D_\kappa(\theta(P); P) - \varepsilon\}.
\]

we can write \( T(\varepsilon) = \sup_{x,y \in \mathcal{A}_\varepsilon} \|x - y\|_X \to 0 \) as \( \varepsilon \to 0 \). Then

\[
\|\theta_n(P) - \theta(P)\|_X = O_{a.s.} \left( T\left(\sqrt{\log n/n}\right)\right).
\]

A remarkable feature of \( h \)-depth and functional projection depth is that the convergence in Theorems 5 and 6 holds over the whole infinite-dimensional space \( X \), with no restrictions imposed on \( P \). Furthermore, the rates of convergence of the depth do not implicitly depend on the structure, or the complexity of \( X \), as well as they are not affected by the concentration properties of \( P \). Results of this generality and simplicity are rare in nonparametric FDA [27, 28]. The rate of convergence of the functional \( h \)-mode \( \theta_n(P) \) does, of course, hinge on the degree of “peakedness” of the \( h \)-depth measured by the diameter of its upper level set \( \mathcal{A}_\varepsilon \). In specific cases, the latter quantity can be expressed explicitly, giving us an impression of the typical rates of convergence of the functional \( h \)-mode estimator.

**Example 3.** For a Gaussian measure \( P = N_{m,C} \in \mathcal{P}(X) \) in a separable Hilbert space \( X \) with mean \( m \in X \) and covariance operator \( C \in L^+_1(X) \) the \( h \)-depth with the SE-I kernel takes the form [51]

\[
D_\kappa(x; P) = (\det (I + C))^{-1/2} e^{-\frac{1}{2} \langle (I+C)^{-1}(x-m),x-m \rangle}.
\]
Here, $\det(I + C) = \prod_{i=1}^{\infty}(1 + \lambda_i)$ is the Fredholm determinant of the operator $I + C$ with eigenvalues $\{1 + \lambda_i\}_{j=1}^{\infty}$, which is well-defined since $C$ is trace class. The $h$-mode $\theta(P)$ is therefore the $m$th order adjusted band depth by not requiring the supremum to be taken over an equicontinuous subset, with more general assumptions on $\mathcal{X}$. The last term in (28) converges to zero as $n \to \infty$ uniformly for all $P \in \mathcal{P}(\mathcal{X})$ since the concentration inequality has no constant dependent on $P$. This completes the proof. \hfill \Box

**Uniform consistency: Discretely observed data.** In practice, functional data are seldom observed completely, simply because each random function typically attains a continuum of values. Instead, we standardly observe only discretised versions of the functional data, having the value of each functional observation $X_i \in \mathcal{X}$ from $P_n \in \mathcal{P}(\mathcal{X})$ recorded only at a finite grid in the domain, with possible measurement errors contaminating the discretised observations. In that setting, it is standard to first perform data pre-processing, consisting of approximating the unobserved function $X_i$ by its estimate $\widetilde{X}_i$ based on the available data. We will use $\widetilde{P}_n \in \mathcal{P}(\mathcal{X})$ to denote an empirical distribution of the reconstructed functions $\widetilde{X}_1, \ldots, \widetilde{X}_n$. Given assumptions on the quality of the reconstruction, consistency for the estimation of the KME is obtained. These results are, of course, directly applicable to $h$-depth and functional projection depth.

The next theorem is similar to [70, Theorem 7] but the proof leverages the KME representation of $h$-depth and uses the relationship between MMD and weak convergence to easily obtain the desired convergence result.

**Theorem 7.** Let $\mathcal{X}$ be a separable topological space and $k$ be a bounded, continuous kernel on $\mathcal{X}$. Then for every $\varepsilon > 0$

$$
\sup_{P \in \mathcal{P}(\mathcal{X})} \mathbb{P} \left( \sup_{m \geq n} \sup_{x \in \mathcal{X}} \left| \Phi_k P_m(x) - \Phi_k P(x) \right| > \varepsilon \right) \to 0.
$$

**Proof.** Copying the start of the proof of Theorem 5, with the same notation, we have

$$
\mathbb{P}(\sup_{m \geq n} E_m > \varepsilon) \leq \sum_{m \geq n} \mathbb{P}(E_m > \varepsilon) \leq \sum_{m \geq n} e^{-\frac{1}{2}(\sqrt{m\varepsilon}-1)^2}. \quad (28)
$$

The last term in (28) converges to zero as $n \to \infty$ uniformly for all $P \in \mathcal{P}(\mathcal{X})$ since the concentration inequality has no constant dependent on $P$. This completes the proof. \hfill \Box

**Theorem 1.** Let $\mathcal{X}$ be a bounded topological space and $k$ be a bounded, continuous kernel on $\mathcal{X}$. Then for every $\varepsilon > 0$

$$
\mathbb{P} \left( \sup_{m \geq n} \left| \Phi_k P_m(x) - \Phi_k P(x) \right| > \varepsilon \right) \to 0.
$$

**Proof.** Copying the start of the proof of Theorem 5, with the same notation, we have

$$
\mathbb{P}(\sup_{m \geq n} E_m > \varepsilon) \leq \sum_{m \geq n} \mathbb{P}(E_m > \varepsilon) \leq \sum_{m \geq n} e^{-\frac{1}{2}(\sqrt{m\varepsilon}-1)^2}. \quad (28)
$$

The last term in (28) converges to zero as $n \to \infty$ uniformly for all $P \in \mathcal{P}(\mathcal{X})$ since the concentration inequality has no constant dependent on $P$. This completes the proof. \hfill \Box

**Theorem 7.** Let $\mathcal{X}$ be a separable topological space and $k$ be a bounded, continuous kernel on $\mathcal{X}$. Then for every $\varepsilon > 0$

$$
\sup_{P \in \mathcal{P}(\mathcal{X})} \mathbb{P} \left( \sup_{m \geq n} \sup_{x \in \mathcal{X}} \left| \Phi_k P_m(x) - \Phi_k P(x) \right| > \varepsilon \right) \to 0.
$$

**Proof.** Copying the start of the proof of Theorem 5, with the same notation, we have

$$
\mathbb{P}(\sup_{m \geq n} E_m > \varepsilon) \leq \sum_{m \geq n} \mathbb{P}(E_m > \varepsilon) \leq \sum_{m \geq n} e^{-\frac{1}{2}(\sqrt{m\varepsilon}-1)^2}. \quad (28)
$$

The last term in (28) converges to zero as $n \to \infty$ uniformly for all $P \in \mathcal{P}(\mathcal{X})$ since the concentration inequality has no constant dependent on $P$. This completes the proof. \hfill \Box

**Uniform consistency: Discretely observed data.** In practice, functional data are seldom observed completely, simply because each random function typically attains a continuum of values. Instead, we standardly observe only discretised versions of the functional data, having the value of each functional observation $X_i \in \mathcal{X}$ from $P_n \in \mathcal{P}(\mathcal{X})$ recorded only at a finite grid in the domain, with possible measurement errors contaminating the discretised observations. In that setting, it is standard to first perform data pre-processing, consisting of approximating the unobserved function $X_i$ by its estimate $\widetilde{X}_i$ based on the available data. We will use $\widetilde{P}_n \in \mathcal{P}(\mathcal{X})$ to denote an empirical distribution of the reconstructed functions $\widetilde{X}_1, \ldots, \widetilde{X}_n$. Given assumptions on the quality of the reconstruction, consistency for the estimation of the KME is obtained. These results are, of course, directly applicable to $h$-depth and functional projection depth.

The next theorem is similar to [70, Theorem 7] but the proof leverages the KME representation of $h$-depth and uses the relationship between MMD and weak convergence to easily obtain the desired convergence result.
Theorem 8. Let $X$ be a separable metric space, $k$ a bounded, continuous kernel on $X$ and $P \in \mathcal{P}(X)$. Let $P_n$ be an empirical measure formed by i.i.d. observations from $P$ and let $\widetilde{P}_n$ be an approximation of $P_n$. Then $\mathbb{P}(\widetilde{P}_n \xrightarrow{w} P) = 1$ implies
\[ \sup_{x \in X} |\Phi_k \widetilde{P}_n(x) - \Phi_k P(x)| \xrightarrow{a.s.} 0. \]

Proof. As in the proof of Theorem 5 and Theorem 7 bound the supremum norm by MMD $k(\widetilde{P}_n, P)$. By the assumption on $\widetilde{P}_n$ we have MMD $k(\widetilde{P}_n, P) \to 0$ with probability one since MMD is dominated by weak convergence, see [87, Lemma 10] and [41, Theorem 1.D.1].

A simple sufficient condition ensuring validity of Theorem 8 is given in the next lemma.

Lemma 1. Let $X$ be a separable metric space, $X_1, \ldots, X_n, \ldots$ a sequence of i.i.d. observations from $P \in \mathcal{P}(X)$, and let $\widetilde{X}_1, \ldots, \widetilde{X}_n, \ldots \in X$ be a sequence of its independent approximations. Then $\mathbb{E}[\|\widetilde{X}_n - X_n\|_X] \to 0$ as $n \to \infty$ implies $\mathbb{P}(\widetilde{P}_n \xrightarrow{w} P) = 1$.

Proof. As discussed in the proof of [70, Theorem 1] the assumption on $\widetilde{X}_n$ and Markov’s inequality show that $\widetilde{X}_n$ converges in law to $P$. Applying [71, Lemma 2] completes the proof.

Two common observation scenarios in FDA are those of densely, and sparsely observed functional data. In the former case, it is assumed that as the sampling process continues, each $X_n \in X$ is observed at an increasingly denser grid of time points in its domain. Under that assumption, Lemma 1 is valid in, for example, the reconstruction scheme based on nonparametric smoothing as described in [70]. Note, however, that Theorem 8 applies also to situations when the random functions are observed sparsely, meaning that each $X_i \in X$ is known only at a finite grid of a limited number of time points. In that situation, information from the pooled sample of all the observed data must be utilised to obtain the reconstructed curves $\widetilde{X}_1, \ldots, \widetilde{X}_n$, which are therefore typically no longer independent [99]. Our only requirement for validity of Theorem 8 is the Varadarajan-type assumption [21, Theorem 11.4.1] of the almost sure weak convergence of $\widetilde{P}_n$ to $P$ that needs to be verified on a case-by-case basis, depending on the exact observation scenario, and the reconstruction method selected.

Asymptotic normality. Aside from ascertaining that a KME (or a functional depth) can be estimated consistently, another desire is to know its asymptotic distribution. Since $\Phi_k P_n$ is an empirical mean in the RKHS $\mathcal{H}_k$ we can simply employ Hilbert space CLT-type results. In the following theorem we establish a uniform central limit theorem for the sample KME, applicable to both $h$-depth and functional projection depth. Remarkably, the result holds true without any assumptions on the distribution $P \in \mathcal{P}(X)$, over the whole — possibly infinite-dimensional — sample space $X$. It is the first result of its kind for a functional depth available in the literature. The only comparable results are [15, Theorem 4] and [73, Theorem 1] where much weaker, non-uniform versions of CLTs are derived for specific integrated functional depths, under restrictive conditions on the distribution $P \in \mathcal{P}(X)$.

Theorem 9. Let $X$ be a separable topological space, $k$ be a bounded, continuous kernel on $X$ and $P \in \mathcal{P}(X)$. Then
\[ n^{\frac{1}{2}}(\Phi_k P_n - \Phi_k P) \xrightarrow{d} Z, \]
where $Z$ is a Gaussian random element in $\mathcal{H}_k$ with covariance operator $C \in L^+_1(\mathcal{H}_k)$ given by $\langle Cf, g \rangle_k = \mathbb{E}_{X \sim P}[f(X)g(X)]$.

Proof. By [90, Lemma 4.33] the RKHS $\mathcal{H}_k$ is separable. Since $k$ is bounded, $\mathbb{E}_{X \sim P}[\|k(X, \cdot)\|_k^2] = \mathbb{E}_{X \sim P}[k(X, X)]$ is finite. Therefore, we may apply a classic CLT in separable Hilbert spaces [46, Theorem 2.1].

For certain kernels a similar result holds even if the samples from $P$ are weakly dependent, namely if they are $L^2$-$m$-approximable in the sense of [45], see also [46, Chapter 16]. This is because the weak dependence is inherited by the kernel to become weak dependence in the RKHS, which allows [46, Theorem 16.3] to be applied.

5 Characterising Probability Measures Using Functional Depth

The depth function $\mathcal{X} \rightarrow [0, \infty) : x \mapsto D(x; P)$ is a concept designed to serve as a representative of the underlying probability distribution $P \in \mathcal{P}(\mathcal{X})$ in nonparametric statistics. As such, an important desideratum is the characterisation property of a statistical depth, meaning that for any two different distributions $P \neq Q$ in $\mathcal{P}(\mathcal{X})$, there should exist a point $x \in \mathcal{X}$ that distinguishes $P$ and $Q$ in terms of their depth, i.e. $D(x; P) \neq D(x; Q)$. Despite the vast amount of research on the properties of various depth functions, not many depths are known to satisfy the characterisation property, even in the base case $\mathcal{X} = \mathbb{R}^d$ [64, Section 3.3]. The derivation of characterisation results is generally not easy. Mainly for these reasons, the same problem in function spaces $\mathcal{X}$ has not received much attention in the literature [68, Section 8.2.4]. So far, no functional depth has been identified to satisfy the characterisation property.

Using Theorem 2 we see that our characterisation problem for $h$-depth and functional projection depth reduces to the question of when, for a kernel $k(x, y) = \kappa(\|x - y\|_\mathcal{X})$ with $\kappa$ satisfying Definition 1, the mean embedding $\Phi_k$ is injective. Or, in other words, when does $\text{MMD}_k(P, Q) = 0$ imply $P = Q$? Kernels for which this holds are called characteristic. Not all kernels have this property.

Example 4. Suppose $P, Q \in \mathcal{P}(\mathbb{R}^d)$ have well defined means. Consider the kernel $k(x, y) = \langle x, y \rangle_\mathbb{R}^d$ on $\mathbb{R}^d$. Since $\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} k(x, y)dP(x)dQ(y) = \langle \mathbb{E}_{X \sim P}[X], \mathbb{E}_{Y \sim Q}[Y] \rangle_\mathbb{R}^d$, by (13) we obtain that $\text{MMD}_k(P, Q) = \|\mathbb{E}_{X \sim P}[X] - \mathbb{E}_{Y \sim Q}[Y]\|_\mathbb{R}^d$. Hence, $\text{MMD}_k(P, Q) = 0$ if and only if $P$ and $Q$ have the same mean, and the kernel $k$ is not characteristic.

The problem of identifying characteristic kernels has been studied widely in statistical machine learning [39, 88, 87]. Most research has focused on the case where $\mathcal{X} \subseteq \mathbb{R}^d$ for which many characteristic kernels are known [88]. Examples include the SE, IMQ and Matérn kernels, directly providing examples of $h$-depths in $\mathbb{R}^d$ that characterise all probability distributions. A concept typically used in conjunction with characteristicness of a kernel is universality. Nevertheless, to realise the link the space $\mathcal{X}$ needs to be locally compact [87] which does not hold if $\mathcal{X}$ is an infinite-dimensional Hilbert space, a common assumption in FDA. Therefore this link is hard to use in our main scenario of interest.

Theory for characteristic kernels over function spaces $\mathcal{X}$ has not been studied much. In [11] a characteristic kernel was derived for probability measures over the space of continuous functions of bounded variation using the signature transform [10] which involves an infinite sum in the kernel.
In practice, however, the sum has to be truncated, meaning the resulting kernel used in practice is not characteristic. In [42] it was shown that the SE-I kernel can distinguish Gaussian probability measures using explicit formulas of the KMEs. A natural generalisation of the established theory of characteristic kernels was presented in [98] which dealt with kernels on separable Hilbert spaces. The main idea is to use the spectral properties of the kernel to prove characteristicness. The next result was proven for $X = \mathbb{R}^d$ in [88] and the proof for an arbitrary Hilbert space is analogous.

**Theorem 10.** Let $\mathcal{X}$ be a Hilbert space and $k(x, y) = \widehat{\mu}(x - y)$ for some $\mu \in \mathcal{P}(\mathcal{X})$. Then $\mu$ having full support implies that $k$ is characteristic.

**Proof.** By (14) if $\text{MMD}_k(P, Q) = 0$ and $\mu$ has full support then $\widehat{P} = \widehat{Q}$ on every open set of $\mathcal{X}$. Since $\widehat{P}, \widehat{Q}$ are continuous this gives that $\widehat{P} = \widehat{Q}$ and so, by injectivity of the Fourier transform of probability measures [37], we obtain $P = Q$. \hfill $\Box$

The next two examples use Theorem 10 to give characteristic kernels. They involve the condition of $C \in L^+_1(\mathcal{X})$ being injective. This is equivalent to $\langle Cx, x \rangle_{C} = 0$ if and only if $x = 0$ and holds, for example, if all the eigenvalues of $C$ are strictly positive. In the particular case of $\mathcal{X} = L^2(D)$ for $D \subseteq \mathbb{R}^d$ it is known that every such operator $C$ is of the form $Cx(s) = \int_D k_C(s, t)x(t)dt$ for some kernel $k_C$ on $D$ [23, Theorem 2.1]. Therefore, if $k_C$ is integrally strictly positive definite, meaning $\int_D \int_D f(s)k_C(s, t)f(t)dsdt \geq 0$ with equality if and only if $f = 0$, then $C$ is injective. For a list of integrally strictly positive kernels see [88].

**Example 5.** For any $C \in L^+_1(\mathcal{X})$ the SE-$C^{1/2}$ kernel is the Fourier transform of the centred Gaussian measure $N_C$ with covariance operator $C$ on $\mathcal{X}$, see (7) in Section 2.2. The measure $N_C$ has full support if $C$ is injective [18, Proposition 1.2.5], therefore the SE-$C^{1/2}$ kernel is characteristic if $C$ is injective.

**Example 6.** In the notation of Theorem 4 suppose that $U \sim \mu_1 \in \mathcal{P}(\mathbb{R})$ and $V \sim \nu \in \mathcal{P}(\mathcal{X})$ are such that the distribution $\mu \in \mathcal{P}(\mathcal{X})$ of $UV$ has full support in $\mathcal{X}$. Then the kernel corresponding to the integrated depth (22) is characteristic by Theorem 10. This applies to the IMQ-$C^{1/2}$ kernel, used in Example 2, if $C$ is injective since $\mu_1$ being the standard normal has full support in $\mathbb{R}$ and $\nu = N_C$ has full support too. In particular, the corresponding functional projection depth (22) characterises all probability distributions in $\mathcal{X}$.

Example 5 is a simple way to show that the SE kernels are characteristic for certain choices of $C$. The assumption on $C$ is, however, still limiting. For example, it is not satisfied by the identity operator employed in the classical Gauss $h$-depth. The same line of argument was nevertheless extended using a limiting argument in [98, Theorem 4] to obtain the next result. A consequence of this result is that, for instance, the Gauss $h$-depth also completely characterises all probability measures in separable Hilbert spaces.

**Theorem 11.** Let $\mathcal{X}, \mathcal{Y}$ be real, separable, Hilbert spaces and $T : \mathcal{X} \rightarrow \mathcal{Y}$ be Borel measurable, continuous and injective. Then SE-$T$ and IMQ-$T$ kernels are characteristic.

Drawing from the advances in statistical kernel methods, we have demonstrated that multiple kernels commonly used in Hilbert spaces are characteristic. This means that the corresponding $h$-depths and functional projection depths under mild conditions characterise all distributions from $\mathcal{P}(\mathcal{X})$. We obtain the first examples of statistical depths that completely satisfy the characterisation
property not only in the Euclidean space \( \mathbb{R}^d \), but also in infinite-dimensional Hilbert function spaces \( \mathcal{H} \) such as the space \( L^2([0,1]) \). Consequently, in statistical inference of \( P \in \mathcal{P}(\mathcal{X}) \) based exclusively on \( h \)-depth or integrated depths (22), no information about \( P \) is lost, and these depths can be used as tantamount to the probability distribution itself. This observation opens novel research directions in nonparametric FDA, and the related depth-based statistics.

6 MMD and Empirical Characteristic Function Based Testing

The main use of MMD in practice, and its original purpose in statistical machine learning, is to perform non-parametric tests [38, 39]. We begin by considering the two-sample problem [40], where for \( P, Q \in \mathcal{P}(\mathcal{X}) \) we are given two independent samples \( \{X_i\}_{i=1}^n, \{Y_i\}_{i=1}^n \) of i.i.d. observations from \( P \) and \( Q \), respectively. Our intention is to test the null hypothesis \( H_0: P = Q \) against the alternative \( H_1: P \neq Q \). We are assuming for simplicity that we observe an equal number of observations from each distribution but this can be easily generalised.

A natural test statistic based on the expression for MMD from (13) is the U-statistic

\[
\widehat{\text{MMD}}_k(P, Q)^2 = \sum_{1 \leq i < j \leq n} (k(X_i, X_j) + k(Y_i, Y_j) - k(X_i, Y_j) - k(X_j, Y_i)).
\] (29)

The idea is that for \( P = Q \) should this test statistic, which approximates \( \text{MMD}_k(P, Q)^2 \), be small. The asymptotic distribution of (29) under the null hypothesis is derived from the standard U-statistics theory [40]. The test procedure is performed using permutation bootstrap, for more details see [40]. The two-sample test based on (29) has had wide success in a range of applications given the different types of setups kernels can be defined in, such as random vectors, graphs, or functional data [40, 6, 98].

The connection between MMD-based tests and the existing tests in FDA have so far gone unnoticed, likely due to the way MMD has only recently been applied to functional data. The key link is that if \( k(x, y) = \mu(x - y) \) for some \( \mu \in \mathcal{P}(\mathcal{X}) \) then the representation (14) shows that MMD, and hence the MMD-based tests, can be interpreted in terms of a distance between characteristic functions. Therefore, tests based on the empirical approximations of characteristic functions, such as those presented in [48] and [43], are in fact MMD-based tests. We will discuss two examples, one for two-sample testing for functional data in Section 6.1 and one for testing Gaussianity of random functions in Section 6.2.

6.1 Connection to Empirical Characteristic Function Two-Sample Test

A recent two-sample test based on empirical characteristic functions of discretised random functions [48, Equation (15)] is very similar to a biased estimate of MMD when using an SE kernel (5). In [48] the authors consider functions which may have multi-dimensional outputs. We will consider only univariate outputs for brevity but the conclusions in the general case are the same.

Let \( P, Q \in \mathcal{P}(L^2([0,1])) \) and let \( \{X_i\}_{i=1}^n \overset{\text{i.i.d.}}{\sim} P \) be independent with \( \{Y_i\}_{i=1}^n \overset{\text{i.i.d.}}{\sim} Q \). Suppose we observe \( m \)-dimensional discretisations of these samples in equidistant points in \([0,1]\) denoted by \( \{X_i^{(m)}\}_{i=1}^n, \{Y_i^{(m)}\}_{i=1}^n \). For example we may suppose that the function \( X_i \) is represented by \( X_i^{(m)} = (X_i(0), X_i(1/m), \ldots, X_i((m-1)/m)) \), and analogously for \( Y_i \). Denote by \( F_n^{(m)}, Q_n^{(m)} \in \mathcal{P}(L^2([0,1])) \)
\( \mathcal{P}(\mathbb{R}^m) \) the empirical distributions, each formed from \( n \) functions observed at \( m \) locations. The test in [48] is based upon the weighted distance between the empirical characteristic functions of \( P_n^{(m)} \) and \( Q_n^{(m)} \)

\[
T_n = \int_{\mathbb{R}^m} \left| \hat{P}_n^{(m)}(v) - \hat{Q}_n^{(m)}(v) \right|^2 e^{-\|v\|_2^2/m} dv.
\]

Following a similar derivation to the proof of Theorem 1 one can obtain [48, Equation (15)]

\[
T_n = \frac{1}{n^2} \sum_{i,j=1}^n e^{-\|X_i^{(m)} - X_j^{(m)}\|_2^2/m^2} - \frac{2}{n^2} \sum_{i,j=1}^n e^{-\|X_i^{(m)} - Y_j^{(m)}\|_2^2/m^2} + \frac{1}{n^2} \sum_{i,j=1}^n e^{-\|Y_i^{(m)} - Y_j^{(m)}\|_2^2/m^2}.
\]

We see that (30) is almost the same as (29) using \( \mathcal{X}' = \mathbb{R}^m \) and \( k(x, y) = e^{-\|x - y\|_2^2/m^2} \). The only exception is that (30) is a biased estimator of the corresponding MMD due to including \( i = j \) in the sum in the negative term. In summary, the test statistic used in [48] is the same as a biased estimator of MMD, using an SE kernel, between discretised versions of the random functions. This discretisation causes the test to not be able to truly distinguish between \( P, Q \) since it only checks the joint distribution at the observation locations. A solution to this problem has been proposed in the literature. It can be shown that if approximations of a certain level of quality are made based on the discretisations then the test statistic will behave as if we had non-discretised samples, see [98, Theorem 5].

6.2 Connection to Empirical Characteristic Function Gaussianity Test

A test for Gaussianity of functional data performed in [43] uses empirical characteristic functions. That may be viewed as an MMD-based test of normality studied in [51]. Let \( \mathcal{X} \) be a Hilbert space, we observe \( \{X_i\}_{i=1}^n \) \( i.i.d. \) \( P \) for some \( P \in \mathcal{P}(\mathcal{X}) \) and we want to test whether \( P \) is Gaussian. The following test statistic was proposed in [43, Equation (4)]

\[
T_n = \int_{\mathcal{X}} \left| \hat{P}_n(v) - \hat{N}_{m_n, \Sigma_n}(v) \right|^2 dN_C(v).
\]

Here \( m_n, \Sigma_n \) are, respectively, the empirical mean and covariance operator of \( \{X_i\}_{i=1}^n \), \( N_{m_n, \Sigma_n} \) is the Gaussian measure with mean \( m_n \) and covariance operator \( \Sigma_n \), and \( N_C \) is some zero mean Gaussian measure on \( \mathcal{X} \) with \( C \in L_1^+(\mathcal{X}) \) given.

Once again, following the proof of Theorem 1 we can rewrite (31) using MMD as

\[
T_n = \frac{1}{n^2} \sum_{i=1}^n k(X_i, X_j) - \frac{2}{n} \sum_{i=1}^n \int_{\mathcal{X}} k(x, y) dN_{m_n, \Sigma_n}(y) + \int_{\mathcal{X}} \int_{\mathcal{X}} k(x, y) dN_{m_n, \Sigma_n}(x) dN_{m_n, \Sigma_n}(y)
\]

\[
= \frac{1}{n^2} \sum_{i=1}^n k(X_i, X_j) - \frac{2}{n} \sum_{i=1}^n \hat{\Phi}_k N_{m_n, \Sigma_n}(X_i) + \|\Phi_k N_{m_n, \Sigma_n}\|_k^2,
\]

where \( k(x, y) = \hat{N}_C(x - y) \) is the SE-C\(^{1/2}\) kernel (5) from Section 2.2. This is the same test statistic as the one derived in [51, Equation (4.1)]. The terms involving \( \Phi_k N_{m_n, \Sigma_n} \) can be calculated.
in closed form using standard Gaussian measure integral identities, see [51, Proposition 4.2] and [98, Theorem 6].

Using the observed link to MMD means that an empirical average to approximate the integral in (31) is not required. Such an empirical approximation was used in the numerical experiments in [43], introducing an unnecessary extra computational cost. In summary, the test for Gaussianity of functional data based on the empirical characteristic function presented in [43] coincides with the MMD-based tests for normality in [51] when using an SE-$C^{1/2}$ kernel.

7 Conclusion

In this paper we have shown that both commonly used $h$-depth and (random) functional projection depths for functional data may be realised as KMEs. As a result, alternative and shorter proofs of existing consistency results are presented with more general assumptions. Novel results regarding asymptotic normality of the sample functional depths are provided. The characterisation of probability measures via their $h$-depth and functional projection depth is proved by using characteristic kernels. Finally, tests based on empirical characteristic functions were shown to be equivalent to MMD-based tests due to the spectral representation (14) of MMD.

The future work exploring additional interplays of machine learning and FDA that was not considered in this contribution would consist of employing advances in kernel-based testing to functional data. This includes (i) independence testing using the Hilbert-Schmidt independence criterion [38] which is the MMD between a joint and a product measure; (ii) using linear computational cost estimators of MMD [40]; and (iii) goodness-of-fit tests [56, 12]. Aside from testing, MMD is also successfully used as a distance for performing parameter inference [9], which could be of interest especially in FDA. Specific applications of MMD-based testing to FDA have been demonstrated in [98, 42], but there certainly remains a broad space for further applications.
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