Abstract—Distributed dataflow systems like Apache Flink and Apache Spark simplify processing large amounts of data on clusters in a data-parallel manner. However, choosing suitable cluster resources for distributed dataflow jobs in both type and number is difficult, especially for users who do not have access to previous performance metrics. One approach to overcoming this issue is to have users share runtime metrics to train context-aware performance models that help find a suitable configuration for the job at hand. A problem when sharing runtime data instead of trained models or model parameters is that the data size can grow substantially over time.

This paper examines several clustering techniques to minimize training data size while keeping the associated performance models accurate. Our results indicate that efficiency gains in data transfer, storage, and model training can be achieved through training data reduction. In the evaluation of our solution on a dataset of runtime data from 930 unique distributed dataflow jobs, we observed that, on average, a 75% data reduction only increases prediction errors by one percentage point.
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I. INTRODUCTION

Distributed dataflow systems like Apache Spark [1] and Apache Flink [2] simplify the development of data processing applications. Users can write programs with fault tolerance and parallelization being provided by the framework. The resources to be used to execute such jobs on large datasets can either be dedicated on-premises clusters or cloud resources, which is increasingly common. The node types and scaleouts should be chosen wisely in order to avoid bottlenecks on the one hand and low utilization on the other hand. However, doing this is not straightforward, even for experts [3], [4].

There are many attempts to automatically configure cluster resources for large data analytics [5]–[10]. However, all of them either rely on performance metrics from previous executions or on profiling runs. Nevertheless, it is expensive to perform extensive profiling of a job, especially if the job is not recurring very frequently, if at all. There are attempts to learn from gathered performance metrics to increase the amount of possible training data points, even if they stem from different execution contexts, e.g., different cluster infrastructure, input data characteristics, or algorithm parameters [8], [9]. This allows for different users to collaborate on shared runtime datasets and train context-aware performance models [8], [11].

Compared to traditional collaborative machine learning approaches, sharing just the training data brings several advantages. First, no complex coordination with a centralized instance or peers is needed to retrain the models continuously. The models can also be shared, improved, and extended by collaborators who have access to that training data [11].

The second considerable issue is privacy. While there are attempts at preserving data privacy in federated learning [12], [13], researchers repeatedly find vulnerabilities and manage to reconstruct the original data [14], [15]. These considerations were taken into account in our previous work, C3O, where users have full control over their data as they make contributions to the public training data repository on an entirely voluntary basis. The models can then be trained with both globally available public data and locally generated private data.

A remaining issue of sharing training data is that the training data can grow infinitely large. Reducing training data while retaining model accuracy has already been successfully attempted in the context of training classification models. Here, clustering to reduce training data is an established preprocessing step for computationally intensive classification tasks. It has been shown that for many classification tasks, most training data can be omitted while preserving nearly the same accuracy [16]–[18]. While we are facing a regression problem, in our domain, having very dense data is generally less beneficial than having the data spread far throughout the data space in each possible dimension. This is because the effect of many individual runtime influencing factors of distributed dataflow jobs can be interpolated and sometimes even extrapolated [5], [7], [11].

This paper examines several clustering techniques to minimize data size while keeping the associated regression models of runtimes accurate. We show that by using clustering techniques to filter out similar data points, we can compress a training dataset while still maintaining adequate model accuracy.

Contributions. The contributions of this paper are:

- A discussion about requirements and challenges regarding efficiency aspects in sharing training data for runtime models of distributed data processing in the cloud
- An idea to reduce training data for runtime models of distributed data processing in the cloud with the help of clustering methods
- An evaluation of our idea on a dataset with 930 unique Spark job executions
II. RELATED WORK

In this section, we first give some background on distributed dataflow systems. Next, we explain how context-aware performance models can be used to choose good cluster resources for executing distributed dataflow jobs. Lastly, we mention approaches to reduce training data for machine learning models while preserving adequate accuracy.

A. Distributed Dataflow Systems

Distributed dataflows are graphs of interconnected data-parallel operators that execute user-defined functions on a set of shared-nothing cluster nodes. By using high-level programming abstractions, users can create data-parallel programs without worrying about implementing parallelization themselves. The system translates the user’s sequential program into a directed graph of data-parallel operators and eventually into an optimized execution plan. Such systems also manage error handling. Failed operations are automatically repeated, and faulty nodes are replaced with intact nodes. Prominent examples of such systems are Hadoop MapReduce [19], Apache Spark [1], and Apache Flink [2], with the latter two belonging to a newer generation, focusing on in-memory computation.

For large datasets, it becomes necessary to use clusters of multiple machines as opposed to using just a single machine [20]. Some researchers and large corporations have access to bare-metal clusters, whereas everyone, including small start-ups, can use public cloud services. On public cloud services such as Amazon Web Services\(^1\), the nodes can have different memory, CPU, IO, and network capabilities, resulting in over 100 options to choose from\(^2\). The node type along with the scale-out of the cluster needs to be chosen wisely to avoid bottlenecks on the one hand and low resource utilization on the other hand. Many existing approaches iteratively search for suitable cluster configurations [6], [21]–[24]. Several other approaches [3], [5], [7]–[9], [25], [26] build runtime models, which are then used to evaluate possible configurations. The following subsection will explain the possibilities for managing and sharing training data for these runtime models.

B. Cross-context Performance Data Sharing and Modeling

Users of distributed dataflow systems typically have some expectations regarding the runtime and cost of their data analytics jobs, especially when large datasets are involved. To choose a suitable configuration of cluster resources for a distributed dataflow job, one can use performance models that predict the runtime for clusters consisting of different types of nodes and different scale-outs, based on runtime metrics from previous executions. In case the job is recurring within an organization, there might already be such data available, otherwise it can be generated in dedicated profiling runs. Performance gains in future executions will then offset the cost of such profiling runs [5], [7].

In other cases, one might make use of data from similar executions that have taken place in different contexts, e.g., on different hardware or with different job parameters. There has been work on performance models that consider these different execution contexts of distributed dataflow jobs [8], [9], [11]. Data shared in this way can be used to train context-aware performance models. Within one data analytics algorithm, the jobs vary in inputs and cluster setup. This means that, on the one hand, there are differences in key dataset characteristics and algorithm parameters, and on the other hand, the jobs were executed on different node types and scale-outs. With C3O [8], we introduced a system for sharing jobs along with context-aware runtime models and runtime data among users from different organizations, attempting to mitigate the cold-start problem. Another approach, Bellamy [9], pre-trains models on job performance data and uses transfer learning to adapt the models once there is a change to the context. Bellamy assumes organization-internal performance data sharing.

C. Training Data Reduction

In some domains, for example IoT sensor networks, new data gets generated rapidly and in large amounts [27]. However, some machine learning techniques struggle with increasing data sizes. A concrete example of this is the support vector machine [16]. Here, computational complexity grows quadratically with the training data size. It is thus vital to keep the amount of training data as low as possible while still maintaining model accuracy to the degree that is appropriate for the task at hand.

Reducing training data to make machine learning more efficient can be done in two ways. First, one can reduce the dimensions of each data point and remove less relevant features. In the context of performance prediction for distributed data analytics, we assume that all features are carefully selected and, therefore, relevant. Second, one can reduce the number of observations, which will be the focus of this paper. Clustering to reduce training data has thus far existed as a preprocessing step for computationally intensive classification tasks [16]–[18]. Here, similar training data points are grouped, and only one representative of the group remains in the reduced dataset. It has been found that in these classification tasks, most training data can be omitted while reaching nearly the same accuracy. This is due to classification models learning the location of the borders between classes of data points without necessarily needing to consider each data point individually.

III. THE C3O SYSTEM

C3O is a collaborative system for optimizing data processing cluster configurations in public clouds based on shared historical runtime data [8], [11]. The shared data is utilized for predicting the runtimes of data processing jobs on different possible cluster configurations, using specialized regression models. These models need to take the diverse execution contexts of different users into account, e.g., runtime-influencing job parameters and input dataset characteristics. An overview of the idea behind C3O is given in Figure 1.
Through the availability of globally shared data, users get to select suitable cluster configurations without the need for previous local executions of the same job. For one-off jobs, this data availability already enables performance modeling and choosing a suitable cluster configuration accordingly. For recurring jobs, a user can continuously add his or her own locally generated runtime data to the training dataset. Upon retraining the model with this new data, possibly in addition to the existing training data, the performance can then be modeled much more accurately for the user’s given context. This is one of the reasons why the approach is centered around sharing training data and models instead of sharing pre-trained models. Other reasons are considerations of data privacy and data autonomy, and simplified coordination compared to classical collaborative machine learning approaches.

However, an issue that arises when sharing training data is the ever-increasing size of the dataset. So, if we can reduce the training data while keeping most of the information, C3O would not only benefit from reduced data storage and data transfer costs, but also quicker model training times.

IV. APPROACH FOR TRAINING DATA REDUCTION

In this paper, we examine the feasibility and the possible benefit of reducing the size of collaboratively shared training data for performance models of data analytics jobs. This section presents the idea in the context of C3O.

A. Training Data Reduction Process

To collectively decrease the cost of data transfer, data storage and model training, our goal is to limit the amount of training data while retaining the essential information needed to train accurate models.

This results in a trade-off between accuracy and data size. According to our vision, users will either be able to choose between different pairs of dataset sizes and estimated resulting prediction error rate according to their individual needs, or the system will automatically make this decision.

Our solution takes the form of a pipeline, which is depicted in Figure 2.

After users submit their newly generated runtime metrics, the new training data is validated for plausibility and quality. This is a measure to prevent malicious interference with the sharing system. Therefore, the models are first trained with the new training data, and the system detects if the additional training data causes the models to perform significantly worse. In this case, the contribution shall be rejected or at least deferred until its addition to the dataset would lead to performance gains.

After validation, the data is admitted into the full training dataset. Once a significant amount of new data has been received by the system, the reduced training dataset is newly generated and is available to be downloaded by the cluster configurators of the individual users. The reduced dataset is based on the original training dataset and gained by employing clustering techniques, details of which will be explained in the following subsection.

B. Clustering

In the particular domain that we are examining, we do have information about the nature of the data. Here, to achieve accurate prediction results, it is less important to have very dense data. Instead, having the data spread through every dimension of that space is more beneficial. Since the individual runtime influencing factors of distributed dataflow jobs are typically straightforward to model with basic functions, this type of data is often simple to interpolate and sometimes even extrapolate [5], [11]. Moreover, in this domain, it is expected that many data points exist that are very close to each other, due to many data analytics jobs being recurring, especially within a given organization [28], [29].

Therefore, our strategy is to first remove full duplicates and then to rid the dataset of data points that are very similar to each other with the use of simple, easily reproducible clustering techniques, namely K-Means, K-Medoids, and DBSCAN. We did this with varying amounts of resulting clusters and trained the runtime models on the centroids of the clusters. To determine the quality of the reduced dataset, we use its data points to train the prediction model and compare the accuracy to the one reached by using the original training dataset. That way, the trade-off between accuracy and data size can be calibrated.

Fig. 1: Overview of the C3O system for collaborative cluster configuration optimization for distributed data processing in the cloud (adjusted from [11])

Fig. 2: The data reduction pipeline and its interaction with the remaining C3O system
V. Evaluation

We evaluated our data reduction techniques on the specific use case of runtime estimation for distributed dataflow jobs. Here, we attempted to reduce the training dataset size significantly, while retaining adequate model accuracy. The particular metrics that we evaluated in relation to the size of the training data were the runtime prediction error and the training times of the runtime models.

A. Experimental Setup

For our experiments, we used a dataset of 930 unique Spark jobs across five different data analytics algorithms, details of which can be seen in the associated publication [11]. This dataset includes jobs for Sort, Grep, linear regression with Stochastic Gradient Descent (SGD), K-Means, and Page Rank. Within one data analytics algorithm, the jobs vary in inputs and cluster setup. Thus, on the one hand, there are differences in key dataset characteristics and algorithm parameters. On the other hand, the jobs were executed on different node types and scale-outs.

The runtime predictor used for this evaluation is the C3O runtime predictor, which consists of several runtime models. These are:

- Ernest
- Gradient Boosting Model (GBM)
- Basic Optimistic Model (BOM)
- Optimistic Gradient Boosting (OGB)

Fig. 3: Mean average percentage error (MAPE) for runtime predictions at different data availabilities. The training data for the models in each plot was generated through (a) K-Means clustering or (b) K-Medoids clustering or (c) DBSCAN clustering.
The C3O runtime predictor selects one of these individual models according to the given situation based on cross-validation. The functioning and implementations of all models are described in further detail in the associated publication [8].

For all clustering algorithms in our experimental evaluations, we used the standard implementations of the Scikit-Learn (v. 0.24.2) library for Python [30]. Each of the experiments was conducted 200 times, and the average results were reported in this section.

For the experiments, we used a personal computer with 16 GB RAM and an i7-9700K CPU at 3.60 GHz.

B. Data Reduction and Model Accuracy

In the following, we examine the accuracies of the different models within the C3O runtime predictor on reduced training datasets. The reduction was realized by using three different clustering algorithms.

We varied the amounts of clusters for K-Means and K-Medoids and trained the models on the resulting centroids. For DBSCAN, on the other hand, we varied the parameter \( \epsilon \), which determines the size of a neighborhood. This, in turn, varied the number of clusters, of which we again considered only the centroids. In the first steps, this also automatically removed duplicates and near-duplicates that were present in the dataset.

Figure 3 shows the evaluation of K-Means, K-Medoids and DBSCAN clustering on the datasets of each of the five jobs. In all instances, we can observe that the individual models react differently to a reduction in available training data. Also, for all clustering methods, the overall prediction accuracy, represented by C3O, remains largely similar to the fully unreduced scenario. This is especially the case as long as about a quarter of the amount of data compared to the full training dataset is still available. We see that different models react differently to a reduction in training data. For instance, Ernest seems to be less negatively affected than other models like gradient boosting, which might be due to the lower complexity of Ernest.

However, the general observation of more training data leading to more accurate models is visible. Again, we can also see that different models react differently to a reduction in training data.

Finally, we make a direct comparison of DBSCAN, K-Means, and also K-Medoids across all jobs for the C3O predictor. For this, we matched the number of centroids in K-Means and K-Medoids to the number of centroids resulting from different clustering granularities in DBSCAN.

In Figure 4, we can see that for different degrees of data reduction, DBSCAN and K-Medoids outperform K-Means in terms of retaining model accuracy. However, the difference in performance between K-Means and K-Medoids only became apparent with high levels of data reduction. As can also be seen in Figure 3c, two degrees of data reduction translates roughly to a reduction by 75% on average.

C. Data Reduction and Model Training Time

Lastly, we examined the effect of training data size on the training time of the C3O predictor for each of the data analytics algorithms. Time overhead is one of the challenges of any cluster configuration optimization strategy and is thereby lessened. In Figure 5, we can observe a decrease in model training time on reduced training datasets. However, in these examined cases, the training time reduction appears to grow slower than linearly in relation to the data reduction.

These results indicate that reduced dataset sizes can reduce not only the cost of data storage and transmission but also reduce the time overhead of downloading and using the training data to train the runtime models.

Fig. 4: Direct comparison of model accuracy for all data clustering techniques using the same amount of resulting training data points

Fig. 5: Development of training time of the C3O predictor for varying amounts of training data
VI. CONCLUSION

We have demonstrated that we can use multiple data compression techniques to reduce training data of runtime models for distributed dataflow jobs significantly without losing prohibitively much information. In our evaluation, we were able to reach around 75% reduction in training data, while the mean prediction errors of the models only went up roughly from 4% to 5%. Thus, since the issue of growing datasets can be alleviated, collaborating on shared training data among peers can be a feasible technique for collaborative machine learning in this domain.

Possibilities to expand on this work include finding a simple and efficient way to facilitate the presented data reduction pipeline in a largely decentralized environment. We believe that it is also worth exploring other domains in which reducing training data for regression models with the help of clustering techniques might be feasible.
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