Thickness measurement of multilayer film stack in perovskite solar cell using spectroscopic ellipsometry
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ABSTRACT

The rapid surge in perovskite solar cell efficiency has necessitated the development of viable metrology techniques during device integration, paving the way for commercialization. Ellipsometry is considered the most appropriate technique for fast and accurate thickness measurement for large scale production. However, a precise and well-calibrated model is a prerequisite for this technique. While ellipsometry of individual device layers has been reported in recent perovskite literature, a comprehensive multilayer modeling approach is thus far unavailable. Perovskite optoelectronic devices generally consist of a six-layer film stack with three transparent layers required for optical absorption in the perovskite layer. Spin casted thin films, now common in this line of research, impart their own difficulties into ellipsometric modeling. Roughnesses at each heterointerface, similarities in optical spectra of transparent layers, and anomalous dispersion of perovskite are just a few of such challenges. In this work, we report the process of building an ellipsometry model from scratch for thickness measurement of methylammonium lead iodide (MAPI) perovskite and indium tin oxide (ITO)/hole transport layer (HTL) bilayer thin film stacks on a glass substrate. Three promising representatives of HTLs (CuI, Cu2O, and PEDOT:PSS) were studied. The models were extended to measure the individual layer thicknesses of the MAPI/HTL/ITO film stack on a glass substrate using the models developed for individual layers. Optical constants of all the representative thin films were thus extracted for a wide wavelength range (300 nm–900 nm).
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After remarkable successes at laboratory scale, efforts for making commercialized hybrid perovskite solar cells are underway.1,2 Perovskite solar cells are generally six-layer film stacks arranged as shown in Fig. 1(a).3 Most of the layers can be easily deposited using solution-based spin coating, which makes these devices a very promising and low-cost alternative to current commercial solar cells. The worldwide effort in perovskite research has been mainly focused on the stability challenges of organic perovskites, leaving the issue of developing commercially viable metrology processes largely unaddressed.3 Metrology is an integral part of both commercial production and research for reproducibility and quality assurance. Particularly, the optimum thickness of individual layers is crucial for overall device performance. Many different techniques have historically been employed for thin film thickness measurements such as stylus profilometry, spectroscopic ellipsometry (SE), X-ray reflectivity (XRR), atomic force microscopy (AFM), film thickness reflectometry, and scanning electron microscopy (SEM).5,6 All these techniques have relative advantages and disadvantages.

An ideal metrology technique must be fast, accurate, nondestructive, repeatable, and robust and should not require any sample preparation. SE fulfills all the criteria, provided that accurate models are available. It is already widely adopted in high volume manufacturing for thickness measurements as well as investigating optical properties. In addition, film roughness, material composition, and doping concentration can be derived from ellipsometry data. Modeling of a smooth surface single layer thin film on a standard substrate
Optical modeling and dispersion properties were investigated by ellipsometry for MAPbI\textsubscript{3–x}Cl\textsubscript{x}, Cs\textsubscript{6}FA\textsubscript{1−y}Pb\textsubscript{y}(I\textsubscript{a}Br\textsubscript{1−x}I\textsubscript{x})\textsubscript{3}, and FA\textsubscript{2}Pb\textsubscript{y}Br\textsubscript{3−x}. In particular, the benchmark perovskite MAPbI\textsubscript{3} was extensively studied for complex refractive index (n) spectra and optical transitions using SE and results verified with theoretical calculations. In most cases, only the individual MAPbI\textsubscript{3} layer was taken into consideration. Reports are also available on MAPbI\textsubscript{3}Cl\textsubscript{x}/PEDOT:PSS/ITO film stacks to explore optical properties and aid tandem solar cell design. Optical data obtained from SE have been reported for PEDOT:PSS, Cu\textsubscript{2}O, and CuI thin films. Published SE results for PEDOT:PSS were focused on conductivity changes from various types of doping. For γ-Cul deposited via acetonitrile solution spin coating, absorbance and transmission spectra obtained from the dielectric function measured by SE have been reported, though the specifics of the optical model fitting are only superficially stated. Similarly, other literature has reported on the ellipsometric parameters, Ψ and Δ, of a γ-Cul thin film deposited by reactive DC-sputtering and its relation to the dielectric function. However, this source does not expound further on the connection between the numerical model used and the measured optical parameters. Literature for Cu\textsubscript{2}O has been more thorough in describing the ellipsometric models used for fitting as well as their specific connection to the measured quantities such as absorption, n, bandgap, and dielectric constant. While these data are useful for comparing material samples to known measurement values, a process for generating a reliable ellipsometry model for these materials, as well as how these models correspond to the measured quantities, is lacking in current literature.

Each of the listed HTLs are transparent and expected to have high optical similarities with ITO and glass. Quantification of correlation in dispersion properties of optically similar film stacks is essential for design consideration as well as optical metrology. This work is intended to close these gaps and includes SE analysis of both inorganic and organic polymer based HTLs with crystalline and amorphous morphologies. This work also seeks to develop a consistent procedure for building a working SE model for bilayer and trilayer heterojunction architectures that include several transparent layers.

Individual thin films and thin film stacks of best possible quality were deposited on glass substrates or ITO/glass substrates as required. The thickness of the films was varied either by changing the spin speed or the solution concentration. The detailed process of thin film deposition procedures is described in the supplementary material.

The J. A. Wollam M2000 ellipsometer was used for collecting SE spectra, and CompleteEASE software was used for analysis and modeling. For profilometer thickness measurements, multiple profiles were taken using a Bruker DektakXT at different locations on each sample, so that a reliable average thickness could be calculated. SEM images were taken on the FEI Helios NanoLab 400 DualBeam field emission scanning electron microscope. The Bruker Dimension ICON atomic force microscope was used for AFM imaging and step height measurement. A Rigaku SmartLab diffractometer was used for collecting XRD data.
To aid in the construction of models for each material, thickness data from profilometry and roughness data from AFM were incorporated. The thickness of MAPI films ranged from 125 to 350 nm and that of HTLs ranged from 15 to 65 nm, which is within the typical range required for solar cell devices. AFM images of the MAPI and HTLs films are shown in Figs. 2(a)–2(d). MAPI and CuI had a granular surface morphology with comparatively high roughness. On the other hand, no granular pattern was observed for PEDOT:PSS or Cu$_2$O film surfaces. The root mean squared (rms) roughness of 5 $\mu$m $\times$ 5 $\mu$m area of the selected MAPI, CuI, PEDOT:PSS, and Cu$_2$O films was 23 nm, 5.3 nm, 1.2 nm, and 7 nm, respectively. MAPI thin film was polycrystalline whereas the Cu film was single phase confirmed by XRD study as shown in the supplementary material Fig. S1. Both PEDOT:PSS and Cu$_2$O were amorphous.

Along with this supplementary material, selection of an appropriate analysis model requires knowledge of the absorption or transmission spectra of the film. For this, ultraviolet-visible (UV-Vis) spectroscopy was performed on all films. MAPI exhibited highly absorptive behavior via UV-Vis, while HTLs and substrate materials were highly transparent in the visible range as expected [Fig. 3(b)]. Absorption started toward the UV range, with different onset wavelengths for different HTLs. The modeling procedure for MAPI, HTLs, and ITO layers are now discussed separately for convenience.
As can be seen in Fig. 3(a), MAPI films have high absorbance over the entire visible range (390–780 nm). The onset of absorption is at 780 nm, which implies a bandgap of \( \sim 1.58 \) eV. Two other absorption peaks are observed at 375 nm (3.3 eV) and 480 nm (2.58 eV). While absorption was higher for thicker films, the shape of the absorption spectra was similar regardless of thickness. B-spline is the recommended method in CompleEASE for partially or fully absorptive materials as it allows arbitrary flexibility of \( n \) and the extinction coefficient \( k \) over the entire spectra. For MAPI, B-spline was selected as the initial model. The thickness from profilometer (\( \sim 335 \) nm) and root mean squared (rms) roughness from AFM (\( \sim 23 \) nm) were used as fixed input parameters. We then performed global fitting over a range of \( n \) and \( k \) values with a defined number of steps. The best fit was obtained for \( n \) and \( k \) ranging from 1.3 to 3.0 and 0.0 to 1.5, respectively. The estimated \( n \) and \( k \) spectra for MAPI thin films are shown in Fig. 3(c), which agree closely with the reported spectra.\(^{16}\) Several verification steps were applied to assess the validity and accuracy of optical constants. First, the \( k \) spectra from the model is expected to be similar to the measured absorption spectra from UV-Vis. From Figs. 3(a) and 3(c), the absorption peaks conform with the modeled \( k \). The values of \( n \) and \( k \) are also physically meaningful.

\[
MSE = \sqrt{\frac{1}{3m-1} \sum_{i=1}^{m} [(N_{Ei} - N_{Gi})^2 + (C_{Ei} - C_{Gi})^2 + (S_{Ei} - S_{Gi})^2]} \times 1000. \tag{1}
\]

To quantify the accuracy of the model, a goodness-of-fit parameter, mean squared error (MSE), was used as defined in Eq. (1), where \( m \) is the number of wavelengths sampled, \( l \) is the number of fitted parameters, and measurement vectors \( N = \cos(2\Psi), C = \sin(2\Psi)\cos(\Delta), \) and \( S = \sin(2\Psi)\sin(\Delta) \) are added in quadrature after quantifying the difference between a model generated value, \( G \), and the experimentally measured value, \( E \).\(^{24,27}\) Performing a global fit for each measurement is a time consuming exercise, especially when the step size of parameters is small. Moreover, we can end up with misleading results caused by process drift as global fit can alter \( n \) and \( k \) to reduce MSE. Thus, it is a useful tool for optimization, but not a proper choice for final modeling.

To build a straightforward model for quick measurements, the model was rebuilt by parameterizing optical constants using a general oscillator (GEN-OSC) approach. In this step, the optical constants obtained from B-spline global fit were modeled as a sum of Tauc-Lorentz oscillators. Each such oscillator is defined by an energy center, amplitude, broadening, and bandgap parameter. Energy centers are associated with interband transitions, where the amplitude determines the strength of peak. The shape of the individual oscillator can be constructed by a broadening parameter. Different energy centers contribute differently during light material interaction that can be found in absorption spectra. By adjusting the oscillator parameters, the complicated optical properties can be formulated as sum of oscillators. From the \( k \) spectra, three absorption peaks were observed at \( \sim 2.0 \) eV, \( \sim 2.5 \) eV, and \( \sim 3.3 \) eV. Two of these peaks matched closely with UV-Vis measurements. The absorption peak at \( 2.0 \) eV was not distinguishable via UV-Vis. Each energy center \( E \) was not a proper choice for final modeling.

Performing a global fitting over a range of \( n \) and \( k \) values with a defined number of steps. The best fit was obtained for \( n \) and \( k \) ranging from 1.3 to 3.0 and 0.0 to 1.5, respectively. The estimated \( n \) and \( k \) spectra for MAPI thin films are shown in Fig. 3(c), which agree closely with the reported spectra.\(^{16}\) Several verification steps were applied to assess the validity and accuracy of optical constants. First, the \( k \) spectra from the model is expected to be similar to the measured absorption spectra from UV-Vis. From Figs. 3(a) and 3(c), the absorption peaks conform with the modeled \( k \). The values of \( n \) and \( k \) are also physically meaningful.

After finalizing the models, it was applied to estimate thicknesses of three different samples. These estimates were validated using a profilometer in three different locations. Both types of models measure film thicknesses accurately below 200 nm, with reasonable accuracy (deviation \( \leq 5\% \)) for thicker samples. It is observed that, for higher thicknesses, MSE and deviation between measurements increased. One of the sample thickness was measured by SEM cross section and AFM step height measurement. All thickness results can be seen summarized in Table SII of the supplementary material.

UV-Vis absorption data show that CuI, Cu\(_2\)O, PEDOT:PSS, and ITO layers are optically transparent over the range 450–900 nm, with absorption onsets all below 450 nm [Fig. 3(b)]. Optical transparency in the visible spectrum allows for us to assume that \( k = 0 \) over this range. With this condition, \( n \) can be described as a function of wavelength, \( \lambda \), using a Cauchy equation in Eq. (2) to three terms. Coefficients \( a, b, \) and \( c \) can then be optimized by CompleteEASE software,

\[
n(\lambda) = a + \frac{b}{\lambda^2} + \frac{c}{\lambda^4} + \cdots. \tag{2}
\]

To build a model for the entire UV-Vis spectrum (300–900 nm), the procedure was done in two strategic spectral regimes. In the first segment (450–900 nm), known thickness and roughness values were provided, \( k \) was set to zero, and the Cauchy coefficients were optimized by a nonlinear fitting procedure until best fitting values were found for this range. MSEs of these results were then used to determine goodness-of-fit. The values for \( n \) at 632.8 nm (monochromatic red) found by the Cauchy method were 2.19 for CuI, 1.75 for Cu\(_2\)O, and 1.42 for PEDOT:PSS. In the second segment, the value of \( k \) in the spectral range of 300–450 nm can neither be constant nor zero. This suggests B-spline as the proper method to find \( k \). Thus, \( n \) and \( k \) for CuI and Cu\(_2\)O were extracted following the same procedure as MAPI. The \( n \) values obtained by the Cauchy method were supplied as a starting parameter along with thickness and roughness. Then, the final \( n \) and \( k \) values over both wavelength regimes were combined to fill the entire UV-Vis range. Finally, to complete the model, \( n \) and \( k \) were parameterized.
as the sum of three oscillators with similar procedures to MAPI modeling. Oscillator parameters are seen in Table SI of the supplementary material. The bandgap determined for the best fit CuI and Cu₂O oscillator model was 2.9 eV and 2.7 eV, respectively. The reported bandgap of crystalline CuI and Cu₂O are 3.1 eV and 2.7 eV, respectively. Moreover, the energy centers selected for Tauc-Lorentz oscillators for CuI shows good agreement with the peak of dielectric function reported in Ref. 21. For PEDOT:PSS, Cauchy coefficients were optimized as peak of dielectric function reported in Ref. 21. For PEDOT:PSS, Tauc-Lorentz oscillators for CuI shows good agreement with the n/trilayer modeling. The accuracy of the ITO model was validated since ITO/glass substrates came from vendors with a known thickness of 110 nm. However, the ITO model was still essential for bilayer modeling. The accuracy of the ITO model was validated by comparing measured thickness via a profilometer. The n and k values for all HTLs and ITO are shown in Figs. 3(d) and 3(e), respectively.

The individual optimized models were added sequentially and modified as required to make a single model for use on a HTL/ITO bilayer and MAPI/HTL/ITO trilayer film stack. For accuracy of multilayer modes interface roughness, intermixing, and backside reflection are the crucial issues to consider. We used Bruggeman Effective Medium Approximation (BEMA) at the HTL/ITO and MAPI/HTL interfaces. However, the introduction of a BEMA layer compromised the MSE as well as measured thicknesses. This may be attributed to the increased number of variables for the additional layer(s). Note that the roughness of MAPI is significantly higher than that of other layers. Thus, in bilayer and trilayer models, the introduction of the top layer roughness only resulted in acceptable accuracy instead of using BEMA at each interface. To suppress the backside reflection from the transparent sublayers, the common practice is to roughen the bottom surface by various methods.29 We used the “backside reflection” fit parameter in the analysis software to avoid additional processing on the sample. After constructing bilayer models for each HTL/ITO, we utilized them for the measurement of samples with varied thicknesses. To investigate the impact of optical correlation between the HTL and ITO, we utilized two versions of the bilayer model. One version had the ITO thickness fixed (110 nm) while the HTL thickness was fitted. The other version had both layer thicknesses fitted. While the CuI/ITO model estimated thicknesses of both layers individually with high accuracy, the PEDOT:PSS/ITO and Cu₂O/ITO models only estimated the thickness of the HTL accurately when the ITO thickness was fixed. In the case where both thicknesses were allowed to fit, the total thicknesses were estimated with high accuracy at the expense of individual thickness accuracy. Still, the models proved generally useful since ITO/glass substrates with known ITO thickness is commonplace. All these results can be seen in Table SIII of the supplementary material. The inability of these bilayer models to resolve the thicknesses of PEDOT:PSS, Cu₂O, and ITO individually was attributed to the high optical dispersion correlation between the HTL and the ITO layer. The correlation of the CuI/ITO, Cu₂O/ITO, and PEDOT:PSS/ITO bilayers are 53.9%, 97.5%, and 83.0%, respectively. Thus, a higher deviation in estimated thickness was observed for a higher optical correlation. This result, then, is not as much a limitation of the model as it is a limitation caused by fundamental material properties. As such, knowing the optical dispersion correlation between bilayer materials is important to consider when building SE models.

Adding another layer sequentially as above, we further extended the model to estimate thicknesses of a trilayer film stack. For a trilayer representative, a MAPI/PEDOT:PSS/ITO model was constructed. From this model, the thicknesses of each layer could not be resolved individually for the same reason as described before. However, using the strategy of bilayer measurement, if we already know the thicknesses of the HTL/ITO stack, those can be used as input for the trilayer measurement. Then, the third layer (MAPI) thickness can be estimated via fitting with reasonably high accuracy. These results can be seen in Table SIV of the supplementary material.

In summary, we developed a consistent procedure for building a working SE model for bilayer and/or trilayer heterojunction material stacks that consist of multiple transparent layers. This methodology should also be applicable for other hole and electron transport materials applied to organic lead halide perovskite solar cells. Once established, these models should allow for fast and repeatable ellipsometry characterization of these photovoltaic devices, including the thicknesses and optical properties of constituent layers. Knowing the value of optical constants will play a role in selection and designing more effective optoelectronic device architectures and tandem solar cells.

See the supplementary material for the detailed sample preparation, XRD data of the thin films, general oscillator parameters values of the models, and thickness data measured by using a profilometer and estimated by using an ellipsometer.
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