**IR²Net: information restriction and information recovery for accurate binary neural networks**

Ping Xue¹ · Yang Lu¹,²,³ · Jingfei Chang¹ · Xing Wei¹,²,⁴ · Zhen Wei¹,²,³

Received: 5 January 2022 / Accepted: 15 March 2023 / Published online: 27 March 2023
© The Author(s), under exclusive licence to Springer-Verlag London Ltd., part of Springer Nature 2023

**Abstract**

Weight and activation binarization can efficiently compress deep neural networks and accelerate model inference, but they cause severe accuracy degradation. Existing optimization methods for binary neural networks (BNNs) focus on fitting full-precision networks to reduce quantization errors and suffer from a tradeoff between accuracy and efficiency. In contrast, considering information loss and the mismatch between model capacity and input information quantity caused by network binarization, we propose Information Restriction and Information Recovery Network (IR²Net) to stimulate the potential of BNNs and achieve improved network accuracy by restricting the input information and recovering feature information. The proposed approach includes (1) information restriction, which evaluates the feature information extracted from the input by a BNN, discards some of the information it cannot focus on, and reduces the amount of the input information to match the model capacity; and (2) information recovery: due to the information loss incurred during forward propagation, the extracted feature information of the network is not sufficient for supporting accurate classification. Shallow feature maps with richer information are selected, and these feature maps are fused with the final feature maps to recover the extracted feature information and further enhance the model capacity to match the amount of input information. In addition, the computational cost is reduced by streamlining the information recovery method to strike a better tradeoff between accuracy and efficiency. Experimental results demonstrate that our approach still achieves comparable accuracy even with a ~ 10x floating-point operations (FLOPs) reduction for ResNet-18. The models and code are available at [https://github.com/pingxue-hfut/IR2Net](https://github.com/pingxue-hfut/IR2Net).
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1 Introduction

Deep Convolutional Neural Networks (CNNs) have made much progress in a wide variety of computer vision applications [1–4]. However, as research has advanced, the depth of networks has expanded from a few layers to hundreds of layers [5–8]. The massive numbers of parameters and ultrahigh computational complexity levels of CNNs greatly constrain their deployment, especially under the conditions of applications with high real-time requirements or limited computational resources. To solve this problem, various compression techniques for CNNs have emerged. Tensor factorization [9, 10] is the factorization of one original large-size weight tensor into several low-rank tensors to reduce the computation of convolutional operations and accelerate network inference. Network pruning [11–13] reduces model redundancy by pruning convolutional kernels or channels. An efficient architecture design [14–17] replaces conventional convolutional layers with well-designed lightweight modules. Knowledge distillation [18–20] attempts to transfer knowledge from complex networks (teachers) to compact networks (students). Additionally, quantization [21–25] replaces 32-bit weights and activations with low-bit (e.g., 16-bit) ones to reduce both memory footprint and computational complexity. The extreme form of quantization is binarization. Compared with 32-bit floating-point networks, network binarization constrains both weights and activations to \{-1, +1\}, i.e., the parameters of binary neural networks (BNNs) need only 1-bit representation, which greatly reduces the storage requirement. Furthermore, while binarizing network weights and activations, the computationally intensive matrix multiplication and addition operations in full-precision networks are replaced with low-cost XNOR and bitcount, greatly reducing the network inference delay. Therefore, benefiting from a high compression ratio, good acceleration, and energy savings, network binarization has been considered one of the most promising techniques for network compression and is the focus of this work.

Network binarization has attracted much attention due to its advantages in compression and acceleration. Although much progress has been made, existing binarization methods still suffer from a tradeoff between accuracy and efficiency. For example, XNOR-Net [27] and Bi-Real Net [28] improve upon the accuracy of BNNs with negligible extra computational cost, and a large accuracy gap remains between them and their full-precision counterparts (e.g., greater than 10%); whereas Group-Net [29] and MeliusNet [30] achieve comparable accuracy to that of full-precision networks, they introduce a noticeable additional computational cost (e.g., \(\sim 4x\)), which significantly offsets the advantages of network binarization. Therefore, one of the motivations in this work is to strike a better tradeoff between accuracy and computational complexity for BNNs.

In addition, the performance degradation of BNNs is mainly caused by their limited representational capability. BNNs represent weights and activations with 1-bit, which means the theoretical representation precision is only \(1/2^{31}\) with respect to the full-precision counterparts. The limited representational capability, i.e., model capacity, of BNNs may lead to two drawbacks: the mismatch between the amount of input information and model capacity, and severe information loss during the forward propagation. Figure 1 visualizes the intermediate feature maps of a BNN and its full-precision counterpart utilizing the attention map method [26]. As shown at level 4 (i.e., the last feature maps of the model), the full-precision network (FP) with higher model capacity can focus on much larger information regions of interest (the highlighted regions of the feature maps), covering the foreground information (the fish) that is relevant to the classification and part of the redundant information (the regions beyond the fish), whereas the BNN with lower model capacity is scattered to focus on smaller portions of both relevant and redundant information, which is only able to extract very limited information; in addition, the information loss incurred during the forward propagation of the BNN is also evident in the flow of the feature maps from low to high levels. IR-Net [31] and BBG [32] reduce the information loss in the forward propagation by balancing and normalizing weights to achieve maximum information entropy, which improves...
the network accuracy to some extent. However, these methods do not consider the mismatch between the amount of input information and model capacity, and they exhibit significant accuracy degradation on large-scale datasets (e.g., ImageNet).

To solve the aforementioned problems, from the perspective of the representational capability of BNNs themselves, we propose IR^2Net, a binarization approach for enhancing BNNs by restricting input information and recovering feature information: (1) intuitively, different human individuals have different learning abilities, for those with strong learning abilities, more information can be provided for their learning and refining, whereas for those with weak learning abilities, redundant information must be discarded to achieve better learning, and this is also true for networks. IR^2Net introduces the information restriction method to restrict the input information and regularize the networks, thus forcing BNNs to focus on the more critical information with their limited representational capability, and matching the amount of information input to the model capacity; (2) for information loss during the forward propagation in BNNs, IR^2Net leverages the information recovery method to fuse the shallow feature information with the final feature information before the classifier (or other task-specific modules) to fix the information loss and further enhance the model capacity to match the amount of input information.

With the abovementioned designs, the proposed IR^2Net can effectively force BNNs to focus on important information, defend against information loss in the forward propagation, and then achieve advanced performance and a good tradeoff between accuracy and efficiency for various networks and datasets.

The main contributions can be summarized as follows.

1. We propose IR^2Net, the first improving BNNs from the perspective of the mismatch between model capacity and input information quantity caused by network binarization.
2. An information restriction method is designed to restrict input information by the generated attention masks so that the amount of the input information matches the model capacity, and then the representational capability of the network is fully utilized without introducing additional cost.
3. An information recovery method is proposed to resist the information loss in the forward propagation and further mitigate the mismatch problem by fusing shallow and deep information; a compact information recovery method is also proposed to reduce the computational cost of the information recovery method and empower the network to tradeoff accuracy and efficiency.
4. Extensive experimental evaluations demonstrate that the proposed IR^2Net achieves new state-of-the-art performance on both CIFAR-10 and ImageNet and also has good versatility.

The rest of this paper is organized as follows. In Sect. 2, we discuss the related work on network binarization and efficient architecture design. In Sect. 3, we describe the preliminaries of BNNs. Then, we present the motivation, design methodology, and training process in Sect. 4. Experimental results and analysis of our approach are reported in Sect. 5, and the conclusion and future work are given in Sect. 6.

2 Related work

2.1 Network binarization

The pioneering study of network binarization dates back to BNN [33], which obtains competitive accuracy on small datasets (including MNIST, SVHN [34], and CIFAR-10 [35]), yet encounters severe performance degradation while on large-scale datasets (e.g., ImageNet [36]). Therefore, substantial research efforts have focused on minimizing the accuracy gap between BNNs and full-precision networks. The enhancement of BNNs usually requires the introduction of additional computational effort. Some works focus on using a fractional amount of real-valued operations in exchange for significant accuracy gains. For instance, XNOR-Net [27] improves the performance of BNNs on ImageNet to some extent by introducing real-valued scaling factors. XNOR-Net++ [37] makes further improvements by fusing the separated weight and activation scaling factors into one, which is learned discriminatively via backpropagation. Bi-Real Net [28] connects the real-valued activation of adjacent layers to enhance the network representational capability. Real-to-Bin [38] obtains the activation scaling factors via SE [39]. RBNN [40] further reduces the quantization error from the perspective of intrinsic angular bias. Whereas some other works relax the constraints on the additional computational complexity for higher accuracy. ABC-Net [41] uses a linear combination of multiple binary bases to approximate real-valued weights and activations. Least Squares [42] reduces the residual between real-valued activations and binary activations by utilizing a high-order approximation scheme. CBCN [43] enhances the diversity of intermediate feature maps by rotating the weight matrix. MeliusNet [30] implements a Dense Block and Improvement Block to improve the feature capability and quality, respectively. Group-Net [29] and BENN [44] use multiple BNNs for combination or ensemble to obtain significant
improvement. Although great progress has been made, existing methods mainly focus on fitting full-precision networks to reduce quantization errors and suffer from a tradeoff between accuracy and efficiency. Whereas in this paper, we improve the network performance by starting from the problem of mismatch between model capacity and the amount of input information in BNNs, while drawing on the idea of efficient architecture design to empower the networks to tradeoff accuracy and efficiency [31, 32] are the closest works to ours, the main difference being that they reduce information loss by balancing and normalizing weights to maximize information entropy, whereas our proposed information restriction and information recovery not only reduce information loss but further alleviate the mismatch between model capacity and the amount of input information caused by network binarization, and strike a better tradeoff between accuracy and efficiency.

2.2 Efficient architecture design

The main point of this line is to design compact architecture for model compression and acceleration. AlexNet [1] introduces group convolution to overcome the GPU memory constraints by partitioning input feature channels into mutually exclusive groups for convolution independently. However, group operation blocks the information interaction among groups, so ShuffleNet [15] introduces channel shuffle operation on top of group convolution to restore the connections among groups. IGC [45] uses two successive interleaved group convolutions to achieve complementarity. Xception [46] implements a depth-separable convolution that factorizes a standard convolution into depthwise convolution and pointwise convolution. MobileNet [14] uses depthwise-separable convolution to lighten the network. Based on the similarity between feature maps, GhostNet [16] introduces the ghost module to replace the conventional convolution to build compact neural networks. Both efficient architecture design and network binarization are aimed at compressing the network and accelerating the inference, and the two directions of work are orthogonal. Although we focus on network binarization in this paper, we are inspired by efficient architecture design to further lighten the proposed information recovery method and implement a compact information recovery method that empowers BNNs to tradeoff accuracy and efficiency while reducing the computational cost.

3 Preliminaries

In full-precision convolutional neural networks, the basic operation can be formalized as:

$$z = \omega_r \otimes A_r$$

where $\omega_r$ indicates the real-valued weights, $A_r$ is the real-valued input activations, and $\otimes$ the real-valued convolution. During the inference, the real-valued convolution operation contains a large number of floating-point operations and is computationally intensive. Network binarization aims to represent weights and activations with only 1-bit. By constraining weights and activations to $\{-1, +1\}$, the convolution operation can be implemented using efficient XNOR and bitcount, which is given as follows:

$$\omega_b = \text{sign}(\omega_r), \quad A_b = \text{sign}(A_r)$$

$$z = \omega_b \oplus A_b$$

where $\omega_b$ and $A_b$ denote the binary weights and input activations, respectively, and $\oplus$ the binary convolution. $\text{sign}(\cdot)$ is the binarization function, which is used to convert real-valued weights and activations into binary ones, and the function takes the form as:

$$\text{sign}(x) = \begin{cases} +1, & \text{if } x \geq 0 \\ -1, & \text{otherwise} \end{cases}$$

Usually, binarization causes performance degradation and most methods [27, 28, 37, 38, 40, 47] introduce real-valued scaling factors to reduce quantization error and the binary convolution operation is replaced as:

$$z = x\beta(\omega_b \oplus A_b)$$

where $\alpha$ and $\beta$ are the scaling factors for the weights and activations, respectively (which may not be used simultaneously). Unlike these methods, in this paper, considering the limited representational capability of BNNs, we optimize BNNs via information restriction and information recovery, so that the scaling factors can be safely removed (although they could also be retained for compatibility with existing optimization methods).

4 Method

In this section, we present the proposed Information Restriction and Information Recovery Network (IR2Net) for network binarization. An overview of the proposed IR2Net is illustrated in Fig. 2. IR2Net is composed of two methodologies, information restriction and information recovery, for matching the model capacity and resisting the information loss. Specifically, the information restriction method evaluates the model capacity based on the output feature maps of the penultimate layer, analyzes the extracted information that the network can acquire from current input, and discards some information in each sample that it cannot pay attention to, thereby reducing the
amount of input information to match the limited model capacity of BNNs; while the information recovery method takes the penultimate layer outputs as the primary information, re-extracts the shallow feature maps as the supplementary information, and counteracts the information loss during the propagation by fusing the primary information with the re-extracted supplementary information, thus further enhancing the model capacity to match the large amount of input information.

Before detailing our IR²Net, we draw a distinction between the input information, the information in 'Information Restriction', and the information in 'Information Recovery'. The input information is the total information contained in the input, including the relevant information and the redundant information. The relevant information is defined as [48], i.e., the information of the input relevant to the task (e.g., classification), and the rest is the redundant information. The goal of a model is to extract the relevant information from input for a specific task. Therefore, The information in 'Information Restriction' is the redundant information of the input, and The information in 'Information Recovery' the relevant information. IR²Net is inspired by the intuitive idea that the model capacity needs to match the amount of input information. As shown in Fig. 3, $I_D$ denotes the information contained in an image $D$, $I_F$ is the relevant information about the object that needs to be classified, and $L_N$ the model capacity. On the one hand, if the model capacity of a network $L_N \geq I_F$, the network is theoretically capable of accurately classifying $D$; whereas if $L_N < I_F$, the amount of the relevant information exceeds the model capacity of the network, it can only classify correctly with a certain probability. On the other hand, the goal of a network is to extract the relevant information from input. However, given an image $D$ and a network with limited model capacity $L_N < I_D$, the information extracted by the network may contain both relevant and redundant information in practice, as mentioned in Fig. 1. Intuitively, the more relevant information extracted (the regions where the blue/red circle overlaps with the pink one in Fig. 3), the more beneficial it is for a specific task, and vice versa. In addition, the larger the gap between the model capacity and the amount of input information, the larger the non-overlapping regions are likely to be. The details of IR²Net to address these issues are elaborated on below.

4.1 Information restriction

Generally, the model capacity of a BNN is limited with respect to that of the full-precision counterpart. As shown in Fig. 1, the information regions extracted by the BNN are much smaller than that of the full-precision network. Motivated by this, we propose the Information Restriction method (IRes), which attempts to reduce the amount of input information to match the limited model capacity by restricting the redundant information. When the redundant information is removed, the information extracted by a network is restricted to the relevant information regions, so that more relevant information can be extracted for networks with certain model capacity, thus improving network performance, i.e., transferring the state of 'Example 1' to that of 'Example 2' in Fig. 3.

The spatial location of the relevant information varies from image to image, so static information restriction or manual annotation is not appropriate. Usually, in CNNs, a
network uses the stack of convolutional blocks as a feature extractor to extract the feature information of the input image, and the last linear layer as a classifier to classify the input image with the extracted information to accomplish the classification. Therefore, we analyze the information extracted by the network based on the outputs of the extractor. Specifically, as shown in Fig. 4, we use the attention map $F_A$ generated on the basis of the output feature maps from the penultimate layer $A_I$ as the relevant information extracted by the network:

$$F_A = \Psi_{\text{attention}}(A_I)$$

$$\Psi_{\text{attention}}(\cdot) = \sum_{i=1}^{C} | \cdot |^2$$

The generated attention map first performs bilinear upsampling to make its spatial dimension the same as the input image:

$$F'_A = \text{Upsample}(F_A)$$

The value of each element in the attention map represents the relevance level of that pixel in the input image for the task. By setting a threshold $\tau$, we put the value of the elements with lower relevance levels to 0 and the higher...
ones to 1 to generate an attention mask $F_m$ that masks the input image $D$ to achieve information restriction, as follows:

$$F_m = \Psi_{\text{Threshold}}(F_A')$$
$$D_m = F_m \odot D$$

(7)

where $\odot$ denotes Hadamard product, $D_m$ is the masked image. $\Psi_{\text{Threshold}}$ is used to generate the mask matrices, expressed as:

$$\Psi_{\text{Threshold}}(x) = \begin{cases} 
1, & x \geq \tau \\
0, & \text{otherwise}
\end{cases}$$

(8)

It is worth noting that since the input data is variable, the range of values of the generated attention maps also varies. Therefore, the product of the mean value of the attention map and the hyperparameter $\lambda \in [0, 1]$ is used as a threshold to avoid it being out of a reasonable range:

$$\tau = \lambda \times \text{Mean}(F_A')$$

(9)

In addition, since the generation of the attention mask requires prior knowledge, and obtaining the knowledge introduces extra computational cost, thus the information restriction method is only performed in the training phase. The original image is fed into the network first to obtain $\text{Loss}_{\text{original}}$ and an attention mask, and then the attention mask and the original image are used to generate the masked image which is fed into the network again to evaluate $\text{Loss}_{\text{masked}}$. $\text{Loss}_{\text{masked}}$ is used as a regularization term to merge with $\text{Loss}_{\text{original}}$ to obtain $\text{Loss}_{\text{total}}$ for backpropagation, thus forcing the network to focus on the relevant information within its limited model capacity (i.e., improving the overlap of the regions between the extracted information and the relevant information as in Fig. 3) without any negative impact on the model inference delay. The final loss function is defined as:

$$\text{Loss}_{\text{total}} = \mu \text{Loss}_{\text{original}} + (1 - \mu) \text{Loss}_{\text{masked}}$$

(10)

where $\mu \in [0, 1]$ is a tradeoff coefficient to balance the two losses, which is set to $\mu = 0.5$ in all experiments of this paper. The specific workflow of the information restriction method is summarized in Algorithm 1.

---

**Algorithm 1** The workflow of IRes.

**Input:** image dataset $S$, initial network $N$.

**Output:** the trained binary network $N_B$.

**Training:**

Split the dataset $S$ into mini-batch $\{b_1, b_2, ..., b_n\}$.

Calculate the original loss $\text{Loss}_{\text{original}}$:

$$\begin{align*}
\text{output}_i, A_i & = N(b_i) \\
\text{Loss}_{\text{original}} & = \text{criterion}(\text{output}_i, \text{target})
\end{align*}$$

Calculate $\text{Loss}_{\text{masked}}$:

According to equations (5-7), each image in $b_i$ is masked to generate $b_i^m$:

$$\begin{align*}
\text{output}_i & = N(b_i^m) \\
\text{Loss}_{\text{masked}} & = \text{criterion}(\text{output}_i, \text{target})
\end{align*}$$

Calculate $\text{Loss}_{\text{total}}$ according to equation (10).

Perform backpropagation based on $\text{Loss}_{\text{total}}$ and update the network:

$$N_B = \text{Update}(N)$$

Repeat the above process until the training is finished and return $N_B$.

**Inference**

Calculate the output based on the input image $D$:

$$\text{output} = N_B(D)$$
4.2 Information recovery

The information restriction method reduces the total amount of the input information by restricting the redundant information of the input to maximize the matching with the model capacity. Meanwhile, the network is trained on the masked input with less redundant information, which improves the overlap between the extracted information and the relevant information, thus improving the network performance. However, when the model capacity of the network is exceedingly limited, the relevant information extracted by the network may not be sufficient to perform classification (or other tasks) effectively even if the regions overlap highly (e.g., the right part of the ‘Example 2’ in Fig. 3); in addition, the network suffers from severe information loss in the forward propagation when binarized, which also impairs the accuracy. Therefore, improving the model capacity of the network and fixing its information loss is essential. Motivated by this, the Information Recovery method (IRec) is proposed to compensate for the relevant information extracted by the network but lost during the forward propagation by aggregating multi-level feature information, thus improving the final extracted information of the network to resist the information loss, and augmenting the model capacity to match the amount of input information (e.g., the left part of the ‘Example 2’ in Fig. 3). The details of the information recovery method are presented in Fig. 5.

The output feature maps of the penultimate layer $A_l$ are used as the primary information $F_{last} = A_l \in R^{C_l \times H_l \times W_l}$, and the shallow feature maps as the supplementary information to compensate for the relevant information lost during the forward propagation. Since selecting overmuch shallow information will introduce a large amount of computational cost, only the output feature maps of some of the layers (as shown in Fig. 2) are picked as follows: (1) the output feature maps of the first convolutional layer. Existing binarization methods usually keep the first layer as real-valued, so the output feature maps of the first layer can retain more information; (2) the output feature maps of the convolutional layer before downsampling layers. Widely used network architectures usually contain only a small number of downsampling layers, which are selected to ensure the introduction of less computational complexity while avoiding the information loss caused by downsampling.

Additionally, the selected shallow feature information $F_i \in R^{G_i \times H_i \times W_i}, i \in [1, 2, ...]$ is the output feature maps of different layers with varying spatial dimensions. The information recovery method uses adaptive pooling to make the spatial dimensions of $F_i$ and $F_{last}$ consistent, i.e.,

$$F_i = \text{Adaptive AvgPool}(F_i), \ i \in [1, 2, ...]$$

$$F_i \in R^{G_i \times H_i \times W_i}$$

(11)

After concatenating the shallow information corrected for spatial dimension $F_i$ with $F_{last}$, the information is fused using $1 \times 1$ convolution for information recovery. The concatenation operation is defined as:

$$F_{cat} = \text{Concatenate}(F_i', F_2', ..., F_{last})$$

$$F_{cat} \in R^{\sum C_i \times H_i \times W_i}$$

(12)

and the fusion operation is as:

$$F_{fused} = \text{NonLinear} (\text{BN}(\text{Conv1} \times 1(F_{cat})))$$

$$F_{fused} \in R^{C_{fused} \times H_{fused} \times W_{fused}}$$

(13)

where $F_{fused}$ is the final fused information, $\text{BN}(\cdot)$ the batch normalization, and $\text{NonLinear}(\cdot)$ the nonlinear activation function (e.g., Hardtanh, PReLU, etc.). Notably, the dimensionality of $F_{fused}$ is the same as that of $A_l$, so there is no need to adjust the subsequent modules of the network.

4.3 Compact information recovery

The information recovery method compensates for the relevant information lost in the forward propagation process by re-extracting the shallow feature information, thus enriching the final information extracted by the network and enhancing the model capacity for further matching with the amount of input information. However, its use of $1 \times 1$ convolution induces a fair amount of computational complexity. To alleviate this problem, inspired by [1, 15, 39], we modify the IRes and propose the redesigned Compact Information Recovery method (CIRec), which reduces the computational cost by group convolution and dimensionality reduction, and then the number of groups and the ratio of dimensionality reduction can be adjusted on demand to tradeoff accuracy and efficiency. The compact information recovery method can be regarded as a generalized version of the information recovery method, and the details are illustrated in Fig. 6.

The $1 \times 1$ convolution in the information recovery method can achieve effective fusion of the feature information but with a considerable computational cost. Group convolution [1] may significantly reduce the computational complexity, but the group operation hinders the information interaction between groups, which defeats the original purpose of information fusion. Channel shuffle [15] enables effective recovery of information interactions between groups though, empirical study shows that the convolution operation can achieve better fusion. Therefore, the compact information recovery method replaces the channel shuffle with $1 \times 1$ convolution and uses two
convolutions to form a bottleneck similar to SE [39]. The first $1 \times 1$ convolution is used for channel information interaction and dimensionality reduction:

$$F_{\text{channel}} = \text{NonLinear}(BN(Conv1 \times 1(F_{\text{cat}})))$$

$$F_{\text{channel}} \in R^{H_s \times W_s}$$

(14)

where $r$ is the reduction ratio, and the second $3 \times 3$ group convolution for spatial information interaction and dimensionality reconstruction:

$$F_{\text{spatial}} = \text{NonLinear}(BN(\text{Group Conv3} \times 3(F_{\text{channel}}, g)))$$

$$F_{\text{spatial}} \in R^{(C_c - \frac{r}{2})\times H_s \times W_s}$$

(15)

where $g$ denotes the number of groups. $r$ and $g$ are employed to jointly adjust the computational complexity, with $r$ for coarse tuning and $g$ for fine-tuning. Notably, to further save the computational cost, the compact information recovery method does not take the output of the second convolution as the final output, but obtains the fused information by concatenating the outputs of the two convolutions [16]:

$$F_{\text{fused}} = \text{Concatenate}(F_{\text{channel}}, F_{\text{spatial}})$$

$$F_{\text{fused}} \in R^{C_c \times H_s \times W_s}$$

(16)

The details of the computational complexity will be analyzed in Sect. 5.

5 Experiments

To evaluate the proposed methods, we carry out comprehensive experiments on the benchmarks CIFAR-10 [35] and ImageNet [36], using VGG-Small [49], ResNet-20, and ResNet-18 [8] as network backbones, respectively. Experimental results demonstrate the superiority of IR$^2$Net. In the following, the basic setup of the experiments is stated first, including an introduction to the datasets and a description of the implementation details; and then, a series of ablation experiments are conducted on CIFAR-10; finally, a comparison of our solution with some state-of-the-arts is presented in terms of performance and complexity.

5.1 Experimental setting

1. Datasets
   CIFAR-10: The CIFAR-10 dataset consists of 60,000 $32 \times 32$ images divided into 10 categories, 50,000 of which are the training set and the remaining 10,000 are the test set.
   ImageNet: Compared to CIFAR-10, ImageNet is more challenging because of its larger size and more diverse categories. There are several versions of this dataset, of which the widely used version ILSVRC12 is adopted in this paper. ILSVRC12 is divided into 1000 categories and contains about 1.2 million training images and 50,000 test images.

2. Implementation Details
   The proposed methods perform in an end-to-end manner so that all existing training schemes for BNNs are applicable theoretically. Among the experiments, IR$^2$Net is implemented with Pytorch with the following setup.
   Network structure: VGG-Small, ResNet-20, and ResNet-18 are employed as backbones on CIFAR-10, and ResNet-18 on ImageNet, respectively. Consistent with other binarization methods, all convolutional and fully-connected layers are binarized except for the first and last one of the network; for the activation function,hardtanh is chosen when on the CIFAR-10 dataset [31], and PReLU is used while on ImageNet [38, 47].
   Training strategy: Since the sign function is not differentiable, Straight-Through Estimator (STE) [50] or its variants [25, 28] are required, and the gradient approximation of Bi-Real Net [28] is employed in this paper. For the training method, our IR$^2$Net is trained from scratch on CIFAR-10 without leveraging any pre-trained model; whereas on ImageNet, following [38, 47], the two-step training method of [51] is adopted. We mostly follow their original papers for the rest settings, if not otherwise specified.
   Complexity measurement: We measure the computational complexity of the methods with the number of operations, which is calculated in line with Real-to-Bin [38]. In addition, following ReActNet [47], we count the binary operations (BOPs) and floating-point
5.2 Ablation study

To investigate the effectiveness of the components in the proposed IR²Net, we perform ablation studies on CIFAR-10. In all these experiments, ResNet-20 with Bi-Real Net [28] structure is used as the backbone and trained from scratch.

5.2.1 Effect of information restriction and information recovery

Table 1 shows the performance of each component (W/A represents the number of bits used in weight/activation quantization). As seen in the table, both the information restriction and information recovery methods work well independently and significantly improve the accuracy. Specifically, a 1% absolute accuracy gain is obtained with the information restriction method with respect to the baseline, whereas even a 2.3% increase is achieved with the information recovery method. The possible reason for the difference in the effectiveness of the two methods is that the information restriction method is mainly used to reduce the amount of the input information to match the model capacity so that the regions between the extracted information and the relevant information are aligned, whereas the information recovery method straightly strengthens the model capacity of the network for further matching with the amount of the input information and resists the information loss in the forward propagation. However, although the information recovery method significantly improves the accuracy, it introduces a high computational cost, which can be mitigated by using the compact information recovery method instead, which balances the accuracy and efficiency by adjusting the hyperparameters $r$ and $g$. Table 1 uses the setting $r = 4$ and $g = C_I$, with $C_I$ denoting the number of input channels for the group convolution. $r$ and $g$ are strategically chosen as described in Sect. 5.3. Finally, IR²Net achieves a 2% accuracy increase with respect to the baseline using the combination of the information restriction method and the compact information recovery method, indicating that the effects of the two components can be superimposed.

5.2.2 Impact of hyperparameter $\lambda$

IR²Net introduces three hyperparameters, of which $r$ and $g$ are mainly used to tradeoff accuracy and efficiency on demand. In contrast, the hyperparameter $\lambda$ introduced in equation (9) is used to control the ratio of the information restriction, i.e., if $\lambda = 0$, it means that no information restriction is used; while the larger $\lambda$ is, the higher the restriction ratio is. Therefore, we study the impact of $\lambda$ with various values on the network accuracy, and the experimental results are plotted in Fig. 7. As seen in the figure, on the one hand, when $\lambda$ is small, the accuracy is improved and with less fluctuation, compared with not using information restriction; while $\lambda$ is too large (e.g., $\lambda = 1$), the accuracy decreases significantly. This indicates that the method is robust to $\lambda$ to a certain extent, but when $\lambda$ is exceedingly large, it impairs the training of the network due to too much restriction instead. On the other hand, when $\lambda \in [0.15, 0.75]$, a larger $\lambda$ can obtain better accuracy by using only the information restriction method, whereas the opposite is true when using both the information restriction and information recovery methods. This suggests that when the information recovery method is not used, the network is with less representational capability and requires a higher information restriction ratio to reduce the amount of input information to match the model capacity; whereas the information recovery method is used, the model capacity of the network has been enhanced to further match a larger amount of input information, thus

| Method       | Bit-width (W/A) | Accuracy (%) |
|--------------|-----------------|--------------|
| FP           | 32/32           | 90.8         |
| Baseline     | 1/1             | 85.2         |
| IRes         | 1/1             | 86.2         |
| IRec         | 1/1             | 87.5         |
| CIRec        | 1/1             | 86.9         |
| IR²Net (IRes + CIRec) | 1/1 | 87.2 |
requiring only a lower information restriction rate, which verifies the mismatch between the model capacity and the amount of input information as mentioned previously. In particular, based on the analysis of \( \lambda \) with different values, we safely set \( \lambda = 0.15 \) in all experiments in this paper, if not stated otherwise.

### 5.3 Comparison with state-of-the-art methods

We further compare the proposed IR\(^2\)Net with existing state-of-the-art methods on CIFAR-10 and ImageNet, respectively, to comprehensively evaluate the performance of IR\(^2\)Net.

**CIFAR-10:** On the CIFAR-10 dataset, we compare the performance of existing binarization methods with that of IR\(^2\)Net using VGG-Small, ResNet-20, and ResNet-18 as backbones, respectively. Noticeably, given that most existing methods use real-valued scaling factors, the FLOPs introduced by are:

\[
Q_{\text{scale}} = \sum_{i=2}^{l_N-1} C_i \times H_i \times W_i
\]

where \( l_N \) denotes the number of network layers, \( i \in [2, l_N - 1] \), the first and last real-valued layers are excluded; \( C_i, H_i, \) and \( W_i \) indicate the output channels, height, and width of the \( i \)-th layer, respectively. And the additional FLOPs of IR\(^2\)Net are the sum of the computational cost of the two convolutions in Fig. 6 (the FLOPs introduced by the information restriction method are zero during the inference):

\[
Q_{\text{CIRec}} = \frac{C_n}{r} \times C_{in} \times H_n \times W_n \times K_1 \times K_1 + \left( \frac{C_n}{g} - \frac{C_n}{r} \right) \times \frac{C_n}{g} \times H_n \times W_n \times K_2 \times K_2
\]

where \( C_{in}, C_n, H_n, \) and \( W_n \) denote the input channels, output channels, height, and width of the compact information recovery method, respectively, and \( K_1, K_2 \) the convolution kernel size. To keep IR\(^2\)Net less computational cost, ensure \( Q_{\text{CIRec}} \leq Q_{\text{scale}} \) by adjusting \( r \) and \( g \), the settings are given in Table 2. And the experimental results are listed in Table 3, it shows that our method obtains the best accuracy on all three network backbones with large margins with respect to existing methods. Particularly, over VGG-Small, our IR\(^2\)Net even narrows the accuracy gap between the binary model and its full-precision counterpart to 0.2%.

**ImageNet:** We further investigate the performance of IR\(^2\)Net on ImageNet. Similar to most methods, we conduct experiments with the ResNet-18 backbone for a fair comparison. Table 4 presents the results (the number times 1/1 indicates the multiplicative factor), where -A/B/C/D indicate different combinations of \( r \) and \( g \) for trading off accuracy and efficiency, the details of which are provided in Table 5. As seen in Table 4, even IR\(^2\)Net-C outperforms the other existing methods already, while IR\(^2\)Net-A obtains comparable accuracy to that of the full-precision counterpart, closing the gap to 1.1%.

**Visualization:** In addition, to verify the effect of IR\(^2\)Net on matching the model capacity with the information quantity for BNNs and resisting the information loss, we visualize the intermediate feature maps of IR\(^2\)Net. As shown in Fig. 8, the information (highlighted part in each figure) that IR\(^2\)Net equipped with the CIRec can extract is significantly improved with respect to the BNN; while with using the IRes, the attention of IR\(^2\)Net is more focused on the relevant information in comparison with the full-precision network; also, due to the different hyperparameter settings, which result in a gap in resisting the information loss, there are subtle differences in regions of the extracted information between IR\(^2\)Net-A and IR\(^2\)Net-C.

### 5.4 Complexity analysis

Table 6 shows the computational cost of different binarization methods, where the ‘OPs gap’ column and ‘Accuracy gap’ column indicate the gap of OPs and Top-1 accuracy between existing methods and ours, respectively. The computational cost of IR\(^2\)Net-D is slightly higher than that of BNN and XNOR-Net, but there is a huge gap in accuracy. Whereas for the other methods, IR\(^2\)Net can achieve significant accuracy gains with less computational cost. In particular, IR\(^2\)Net-A obtains comparable accuracy to that of the full-precision one with \( \sim 10x \) computational cost reduction.
In addition, we compare the time and space complexity between the proposed method and existing state-of-the-art methods, as shown in Table 7, where the “FP” row is the time and space complexity of the original full-precision network. Consistent with existing studies, we use memory usage as a measure of space complexity, the number of operations as a measure of time complexity, and accuracy drop as the gap of Top-1 accuracy between the method and the original full-precision network. Since evaluating the performance of a binarization method requires considering both its compression effect (time/space complexity) and classification accuracy, the comparison of different binarization methods requires comparing the time/space complexity when the accuracy is comparable or comparing the accuracy when the time/space complexity is comparable. As can be seen from the table, the proposed IR²Net has higher accuracy than the others when the time/space complexity is comparable, i.e., IR²Net-D vs. Bi-Real Net, IR²Net-C vs. Real-to-Bin, ReActNet, and IR²Net-B vs. MeliusNet29/2, MeliusNet29; while IR²Net-A still reduces the accuracy gap between the BNN and the corresponding full-precision network to 1.1% when the time/space complexity is reduced by more than 8×.

Table 2 Settings of hyperparameters $r$ and $g$ on CIFAR-10 ($C_I$ is the number of input channels for the group convolution)

| Backbone     | Method        | $r$  | $g$  |
|--------------|---------------|------|------|
| VGG-Small    | FP            | 32   | $C_I$|
|              | XNOR-Net [27] | 1/1  | 89.8 |
|              | BNN [33]      | 1/1  | 89.9 |
|              | BNN-DL [52]   | 1/1  | 90.0 |
|              | IR-Net [31]   | 1/1  | 90.4 |
|              | BinaryDuo [53]| 1/1  | 90.4 |
|              | IR²Net        | 1/1  | 91.5 |
| ResNet-20    | FP            | 32/32| 90.8 |
|              | DSQ [25]      | 1/1  | 84.1 |
|              | IR-Net [31]   | 1/1  | 85.4 |
|              | IR²Net        | 1/1  | 86.3 |
|              | IR²Net+ [31]  | 1/1  | 86.5 |
|              | IR²Net+* [31] | 1/1  | 87.2 |
| ResNet-18    | FP            | 32/32| 93.0 |
|              | BNN-DL [52]   | 1/1  | 90.5 |
|              | IR-Net [31]   | 1/1  | 91.5 |
|              | RBNN [40]     | 1/1  | 92.2 |
|              | IR²Net        | 1/1  | 92.5 |

Table 3 Accuracy comparison between different methods on CIFAR-10 (* indicates the use of Bi-Real Net structure)

| Backbone     | Method        | Bit-width (W/A) | Accuracy (%) |
|--------------|---------------|-----------------|--------------|
| VGG-Small    | FP            | 32/32           | 91.7         |
|              | XNOR-Net [27] | 1/1             | 89.8         |
|              | BNN [33]      | 1/1             | 89.9         |
|              | BNN-DL [52]   | 1/1             | 90.0         |
|              | IR-Net [31]   | 1/1             | 90.4         |
|              | BinaryDuo [53]| 1/1             | 90.4         |
|              | IR²Net        | 1/1             | 91.5         |
| ResNet-20    | FP            | 32/32           | 90.8         |
|              | DSQ [25]      | 1/1             | 84.1         |
|              | IR-Net [31]   | 1/1             | 85.4         |
|              | IR²Net        | 1/1             | 86.3         |
|              | IR²Net+ [31]  | 1/1             | 86.5         |
|              | IR²Net+* [31] | 1/1             | 87.2         |
| ResNet-18    | FP            | 32/32           | 93.0         |
|              | BNN-DL [52]   | 1/1             | 90.5         |
|              | IR-Net [31]   | 1/1             | 91.5         |
|              | RBNN [40]     | 1/1             | 92.2         |
|              | IR²Net        | 1/1             | 92.5         |

Table 4 Accuracy comparison between different methods on ImageNet (if not specified, ResNet-18 is used as the backbone), where IR²Net-D/C/B/A denote the IR²Net obtained using different settings of hyperparameters $r$, $g$, respectively, and the settings are shown in Table 5

| Method         | Bit-width (W/A) | Top-1 (%) | Top-5 (%) |
|----------------|-----------------|-----------|-----------|
| FP             | 32/32           | 69.3      | 89.2      |
| BNN [33]       | 1/1             | 42.2      | –         |
| XNOR-Net [27]  | 1/1             | 51.2      | 73.2      |
| Bi-Real Net [28]| 1/1             | 56.4      | 79.5      |
| XNOR-Net++ [37]| 1/1             | 57.1      | 79.9      |
| IR-Net [31]    | 1/1             | 58.1      | 80.0      |
| BBG [32]       | 1/1             | 59.4      | –         |
| CI-BCNN [54]   | 1/1             | 59.9      | 84.2      |
| BinaryDuo [53]| 1/1             | 60.9      | 82.6      |
| Real-to-Bin [38]| 1/1             | 65.4      | 86.2      |
| ReActNet [47]  | 1/1             | 65.5      | –         |
| MeliusNet29/2 [30]| 1/1      | 65.7      | –         |
| MeliusNet29 [30]| 1/1             | 65.8      | –         |
| BENN [44]      | (1/1) × 6       | 61.1      | –         |
| CBCN [43]      | (1/1) × 4       | 61.4      | 82.8      |
| ABC-Net [41]   | (1/1) × 5       | 65.0      | 85.9      |
| Group-Net [29] | (1/1) × 4       | 66.3      | 86.6      |
| IR²Net-D       | 1/1             | 63.8      | 85.5      |
| IR²Net-C       | 1/1             | 66.6      | 87.0      |
| IR²Net-B       | 1/1             | 67.0      | 87.1      |
| IR²Net-A       | 1/1             | 68.2      | 88.0      |

Table 5 Settings of hyperparameters $r$ and $g$ on ImageNet ($C_I$ denotes the number of input channels for the group convolution; when $r = 1$, the compact information recovery method backs off to the original one and $g$ is not applicable)

| Method         | $r$  | $g$  |
|----------------|------|------|
| IR²Net-A       | 1    | –    |
| IR²Net-B       | 2    | $C_I$|
| IR²Net-C       | 4    | 8    |
| IR²Net-D       | 20   | $C_I$|
6 Conclusion

In this paper, we propose IR2Net, which contains two components of the information restriction and information recovery, from the perspective of the mismatch between the model capacity and the information quantity caused by network binarization. The information restriction method motivates reducing the amount of input information to match the model capacity of the network, improving the overlap between the extracted information of the network and the relevant information of the input, and then fully

![Comparison of the resulting feature maps](image)

**Table 6** Computational complexity analysis of different methods on ImageNet (if not specified, ResNet-18 is used as the backbone)

| Method          | BOPs \((\times 10^6)\) | FLOPs \((\times 10^8)\) | OPs \((\times 10^8)\) | OPs gap \((\times 10^8)\) | Accuracy gap (%) |
|-----------------|-------------------------|-------------------------|-----------------------|--------------------------|------------------|
| IR2Net-D        | 1.68                    | 1.48                    | 1.74                  | 0                        | 0                |
| BNN [33]        | 1.70                    | 1.31                    | 1.58                  | -0.16                    | -21.6            |
| XNOR-Net [27]   | 1.70                    | 1.33                    | 1.60                  | -0.14                    | -12.6            |
| Bi-Real Net [28]| 1.68                    | 1.49                    | 1.75                  | +0.01                    | -7.4             |
| IR2Net-C        | 1.68                    | 1.55                    | 1.81                  | 0                        | 0                |
| Real-to-Bin [38]| 1.68                    | 1.56                    | 1.82                  | +0.01                    | -1.2             |
| ReActNet [47]   | 1.68                    | 1.55                    | 1.81                  | 0                        | -1.1             |
| IR2Net-B        | 1.68                    | 1.59                    | 1.85                  | 0                        | 0                |
| MeliusNet29/2 [30]| –                     | –                      | 1.96                  | +0.11                    | -1.3             |
| MeliusNet29 [30]| –                      | –                      | 2.14                  | +0.29                    | -1.2             |
| IR2Net-A        | 1.68                    | 1.70                    | 1.96                  | 0                        | 0                |
| FP              | 0                      | 18.3                    | 18.3                  | +16.34                   | +1.1             |

**Table 7** Comparison of compression rates for time and space complexity

| Method          | Memory usage | Memory saving | OPs \((\times 10^8)\) | Speedup | Accuracy drop (%) |
|-----------------|--------------|---------------|------------------------|---------|-------------------|
| Bi-Real Net [28]| 33.6 Mbit    | 11.14×        | 1.75×\(\times 10^8\)  | 10.46×  | 12.9              |
| IR2Net-D        | 30.6 Mbit    | 12.23×        | 1.74×\(\times 10^8\)  | 10.52×  | 5.5               |
| Real-to-Bin [38]| 38.5 Mbit    | 9.72×         | 1.82×\(\times 10^8\)  | 10.06×  | 3.9               |
| ReActNet [47]   | 33.4 Mbit    | 11.20×        | 1.81×\(\times 10^8\)  | 10.11×  | 3.8               |
| IR2Net-C        | 35.3 Mbit    | 10.60×        | 1.81×\(\times 10^8\)  | 10.11×  | 2.7               |
| MeliusNet29/2 [30]| 40.0 Mbit  | 9.36×         | 1.96×\(\times 10^8\)  | 9.34×   | 3.6               |
| MeliusNet29 [30]| 40.8 Mbit    | 9.17×         | 2.14×\(\times 10^8\)  | 8.55×   | 3.5               |
| IR2Net-B        | 37.9 Mbit    | 9.87×         | 1.85×\(\times 10^8\)  | 9.89×   | 2.3               |
| FP              | 374.1 Mbit   | 1.0×          | 1.83×\(\times 10^8\)  | 1.0×    | 0                 |
| IR2Net-A        | 45.6 Mbit    | 8.21×         | 1.96×\(\times 10^8\)  | 9.34×   | 1.1               |
utilizing the representation capability; the information recovery method fuses multi-level feature information to enhance the model capacity of the network for further matching with the amount of the input information and resists the information loss incurred during the forward propagation. In addition, a compact information recovery method is further devised to reduce the computational cost of the information recovery method and tradeoff accuracy and efficiency. Experiments with various network structures on CIFAR-10 and ImageNet demonstrate the superiority of our IR²Net. Furthermore, future work should focus on combining network binarization with pruning to further trading off accuracy and efficiency. Additionally, the application of these binarization methods to other fields (e.g., semantic segmentation and natural language processing) requires further investigation.
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