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Abstract: In this paper, we propose a filter structure whose output satisfies the velocity and acceleration constraints for any input signals. In the field of factory automation, step signals are sometimes converted into trapezoidal waves to satisfy the intended velocity limitations. This helps the operators avoid overload in industrial robots. In some cases, physical protection of the equipment, safety, and ride quality can be ensured by limiting the characteristics of input signals in actual plants. A signal-limitation filter is proposed for the input signal to satisfy the intended signal limit. In the previous study, a signal-limitation filter structure was provided as a simple unit-feedback control with a saturation function. The filter structure in the previous study had a delay between the input and output signals because it is difficult to design gains considering both the saturating and non-saturating cases. To solve this problem, we propose a novel filter structure that includes feedforward and feedback components. Applying this filter structure with feedforward terms including saturation enables us to fulfill the desired limitations for arbitrary input signals. We evaluated the proposed structure in a signal-limitation filter that simultaneously limits the velocity and acceleration. The simulation results demonstrate the effectiveness of our proposed filter.
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1. Introduction

In tracking and positioning control, a time-varying signal is used as a reference signal. In the field of factory automation, a trapezoidal signal is used to limit the maximum velocity value to avoid overloading robots. Additionally, acceleration and jerk are important factors for improving operability and riding quality. Therefore, signals whose acceleration and jerk are limited are widely used in various applications [1]–[5]. Given a particular input signal pattern, a preliminary design that satisfies the above limitations can be developed.

However, when a person manipulates devices, or when a controller provides a control input signal through a feedback controller based on sensor signals, preliminary design signals that satisfy the above constraints cannot be generated. For example, in the accelerator/brake operation of automobiles, limitations cannot be added easily because the driver's operation is not known in advance. Thus, to prevent erroneous operations by the driver, the operation signal must be filtered online to meet the limitations.

In this study, we develop a signal-limitation filter that limits the velocity and acceleration components of signals in real time. Previous studies have proposed signal-limitation filters that limit the velocity [1]–[3], acceleration [1], jerk [4], and torque [5]. Such filters are effective for use in flexible arms and are developed with a simple feedback structure with a saturation function. However, these structures have the problem of delays between the input and output signals, as gain design considering both the saturation and non-saturation cases is difficult. Therefore, such filter structures make it difficult to deal with an arbitrary input, such as the case in which a person performs an operation.

Let \( u \) be the desired signal to be applied, which is guided by the operator or controller. In addition, let \( v \) be the signal that is to be actually applied to the system. If \( u \) satisfies the signal limitation, it is ideal to satisfy \( v = u \). On the other hand, if \( u \) does not satisfy the signal limitation, a signal \( \tilde{u} \) that satisfies the limitation must be generated; it has a trajectory approximately identical to that of \( u \). This study aims to design filters to generate an appropriate \( \tilde{u} \) based on the above conditions.

In this study, we consider a filter structure that simultaneously satisfies the desired velocity and acceleration limitations for arbitrary input signals based on the structure of the model error compensator (MEC) [6], [7] proposed by the authors. The MEC is a specialized structure that compensates for model errors when they occur. In a velocity-limitation filter, the velocity component of the filter output satisfies the desired velocity limit. We propose a structure for a signal-limitation filter that simultaneously limits the velocity and acceleration. Furthermore, we verify the effectiveness of this structure through a numerical simulation.

This paper is an extended version of the proceedings of the SICE Annual Conference 2017 [8]. We include the results from our evaluation of the proposed signal-limitation filter and discuss its ability to limit the velocity and acceleration simultaneously.

2. Previous Studies

Figures 1 and 2 respectively show the velocity and acceleration-limitation filter proposed in a previous study [4]. Here, \( u \) is the input signal, \( \tilde{u} \) is the output signal, \( v \) is the velocity component of the output signal, and \( a \) is the acceleration component of the output signal. The same signal notations are used for the proposed filters described below.
Currently, signal-limitation filters have a simple feedback structure to which saturation functions are added, as shown in Figs. 1 and 2. The velocity component of the output signal is used as a part of the feedback signal, and a compensation input is added to the reference signal to generate the optimum target trajectory. Each gain is determined by the time required to reach the target value.

However, setting the gain is difficult in these filters. If the gain is set such that the difference between \( u \) and \( \tilde{u} \) is small, the response waveform when the limit is satisfied is good, but the response waveform is delayed otherwise. For these reasons, the gains are set in a comprehensive manner under the conditions of saturation and non-saturation. Therefore, even if a signal is input such that \( u \) satisfies the velocity and acceleration limits, the output signal is delayed relative to the input signal. Therefore, using such filter structure designs makes it difficult to deal with an arbitrary input signal, such as in the case when a person operates a control system.

3. Structure of Proposed Signal-Limitation Filter

3.1 Filter Design Motivation and Proposed Filter Structure

Based on the results of previous research, it is indispensable to design a filter that does not cause delays. In this study, the signal-limitation filter is designed to satisfy the following requirements:

- The maximum and minimum velocities of the output signal satisfy the designed velocity limit.
- The maximum and minimum accelerations of the output signal satisfy the designed acceleration limit.
- The signal difference between the input signal \( u \) and output signal \( \tilde{u} \) is small.
- If signal \( u \) satisfies the intended limitation, trajectories \( \tilde{u}(t) \) and \( u(t) \) are extremely similar.
- The filter can be realized with a simple feedback structure.

The actual control system has various limitations, and it is necessary to satisfy these limitations for the safety and physical protection of the equipment. The first and second objectives are used to satisfy the limitations on the velocity and acceleration for the control input signal. The third objective attempts to maintain the shape of the original signal while satisfying the signal limitation. Therefore, in tracking or positioning control, the signal-limitation filter should preferably output a signal that is as close as possible to the input signal within the limit. The fourth objective is similar to the second, especially when the input signal satisfies the limitations. In the previously proposed filter structure, this objective cannot be achieved, irrespective of how the gain is chosen. The fifth objective is to design a simple structure for filtering and saturation that can be implemented easily in a microcomputer. This should ultimately facilitate implementation in various systems. This is a great merit at the design stage, even compared with existing methods such as the reference governor.

The generalized form of the proposed signal-limitation filter is shown in Fig. 3. Because the purpose of this study is the simultaneous constraint of velocity and acceleration, an anti-windup mechanism is added to the general system of the signal-limitation filter in reference [9]. As shown in the figure, the filter applies compensation only when the limit is not satisfied; the input signal is nearly equal to the output signal. Here, \( F_i \) (\( i = 1, \ldots, n \)) is a filter, \( \bar{F}_i^{-1} \) is its inverse or pseudo-inverse filter, where \( F_i \) is mainly an integrator and \( \bar{F}_i^{-1} \) is predominantly a differentiator. Figure 4 shows the form of the saturation function. The limit value of the saturation function is set to a desired value, and when that limitation is satisfied, the input value is generated (the function within the limit is a linear function of slope 1).

Let \( u \) be the input signal. First, it is converted to the velocity or acceleration component of the input signal by the differentiator. At this time, the differentiator is overlapped such that it becomes the signal to be limited. For example, when converting the signal to an acceleration signal, the differentiator is superimposed twice. After being converted into a signal to be limited, a desired limitation is satisfied by a saturation function. The signal \( \tilde{u} \) satisfying the limitation is generated by the integrator. At this time, it is shaped by adding the compensation
input $e$ to the velocity or acceleration signal, making it possible to output a signal close to the input signal while satisfying the limitation.

Because it is a structure based on the MEC [6], [7], if the input signal satisfies the limitation, the input signal to the compensator $C_{FB}$ is a zero signal. As such, the compensator does not work, and the compensation input $e \equiv 0$. The anti-windup controller [10]–[15] was also used as a compensator. In this case, if the signal satisfies the limitation, the signal by the compensator $C_{AW}$ becomes a zero signal. At this time, the input/output transfer function when the limit is satisfied is

$$
\frac{\hat{u}}{u} = \prod_{i=1}^{n} F_i F_i^{-1}
$$

If $F_i = F_i$ for all $i = 1, \ldots, n$, $\hat{u}/u = 1$ is satisfied and the input signal $u$ is generated as the output signal $\hat{u}$. If $F_i^{-1}$ is a pseudo-inverse filter to ensure propriety and is set to function as an inverse filter in the signal band of $u$, $\hat{u}$ converges to $u$. On the other hand, when the input signal does not satisfy the limit, the compensator $C_{FB}$ acts to suppress the signal difference between the input signal $u$ and output signal $\hat{u}$.

The design of $C_{FB}$ must compensate for this difference. Furthermore, the second objective—that the signal difference between input signal $u$ and output signal $\hat{u}$ is small—depends on the magnitude of the constraint and the input signal. For example, when it is desirable to shape the signal such that it satisfies the velocity limit of the lamp input, the difference between the output satisfying the limit and the lamp input cannot be fulfilled with any compensation. In the design of $C_{FB}$, although the input signal sequence itself is unnecessary, the frequency characteristic of the applied signal and the magnitude of the limit of the signal become important.

Because we focus herein on the structure of the proposed signal-limitation filter, its specific design will be the subject of future research. For example, when the frequency distribution of the input signal is known, it is effective to investigate the frequency characteristic of the signal passed through the filter $\prod_{i=1}^{n} F_i^{-1}$ and to set the gain based on the comparison between the frequency distribution and the limit amount; in this case, the gain is considered effective.

As a design guideline, if the proportional gain of $C_{FB}$ is large, the compensation effect for suppressing the error increases. However, windup is likely to occur in the case of saturation. On the other hand, reducing the gain reduces the compensation effect. Further, it is difficult to design $C_{FB}$ so as to include the integrator insofar as windup is likely to occur. Thus, we conclude that it is better not to include the integrator in $C_{FB}$.

As an example, consider the case of selecting the gain $C_{FB}$ of the signal-limitation filter. First, set the test signal by selecting a signal that does not satisfy the intended signal limit, such as the velocity limit, in part of the waveform. Let $[t_1, t_2]$ be a time range in which the test signal does not satisfy the signal limit. Then, the test signal is applied to a signal-limitation filter with certain initial gains. We focus on the output of the velocity-limitation filter at time $t_2$ and later. Because the waveform of the output depends on the settled gains in the signal-limitation filter, we can change the transient response after time $t_2$ by tuning the gain $C_{FB}$. Therefore, it is better to choose the gains based on the transient response after $t_2$ with trial and error.

### 3.2 Velocity-Limitation Filter [9]

We construct a velocity-limitation filter based on the generalized form of the filter in Fig. 3. Figure 5 shows the construction of the proposed velocity-limitation filter. The filter structure contains an integrator, differentiator, and saturation function. The limit value of the saturation function is set to a desired limit value of the velocity component of the signal.

The input signal $u$ is converted into a velocity component of the input signal by the differentiator. After this conversion, the desired limitation is satisfied by the saturation function. Next, by returning to the output signal by the integrator, $\hat{u}$ satisfies the velocity limitation.

In Fig. 5, the P controller is used as the compensator, and $K_v$ is the proportional gain. The time constant $\tau$ of the differentiator is assumed to be a sufficiently small value, $\tau = 0.001$, to approximate the exact value of the differential value.

When the signal $u$ satisfies the velocity limitation shown in Fig. 5, the signal applied by the compensator is expressed as

$$
e(s) = K_v (\hat{u}(s) - \frac{1}{\tau s + 1} u(s)).
$$

In (2), if the limit is satisfied when the input signal to the saturation function is equal to or less than $X_{sat}$, $e(t) = 0$ is satisfied; therefore, the input signal to be compensated is 0. The filter dynamics when the limitation is satisfied is given as follows:

$$
\frac{\hat{u}}{u} = \frac{1}{\tau s + 1}.
$$

If $\tau$ is set to be small in consideration of the band of the input signal, $\hat{u}$ is extremely close to $u$. On the other hand, when the input signal does not satisfy the velocity limitation, the compensator $C_{FB}$ shapes the signal’s velocity component. The proportional gain $K_v$ is adjusted, and its value is set such that windup cannot occur.

### 3.3 Acceleration-Limitation Filter [9]

Figure 6 shows the configuration of the acceleration-limitation filter based on the generalized form of the filter in Fig. 3. The acceleration is limited by adding one differentiator and one integrator to the velocity-limitation filter, as shown in Fig. 5. The proportional–derivative (PD) controller is used for compensator $C_{FB}$. The value $K_v$ is the proportional gain, and $K_c$ is the differential gain. The time constant $\tau$ is the same as that of the velocity-limitation filter. The input signal is converted into an acceleration signal by two differentiators. Next, the desired acceleration limitation is satisfied through the saturation function. The acceleration component is returned to the output signal satisfying the limitation by the two integrators.
is returned to the velocity component \( v \) through the integrator, and the saturation function \( V_{sat} \) limits the velocity magnitude. The limited velocity component \( v \) is used as the feedback signal for compensation.

In Fig. 7, the compensator is used as PD control for the input/output deviation. The anti-windup controller is used for PD control. The values \( K_x \) and \( K_v \) are the proportional gains and \( K_D \) and \( K_{D2} \) are the differential gains.

When the signal \( u \) satisfies the velocity and acceleration limitation shown in Fig. 7, the signal applied by the compensator is

\[
e_x(s) = \left( K_x + K_v \frac{s}{(s+\tau)^2} \right) \left( \frac{1}{(s+\tau)^2} u(s) \right).
\]

If the input to the saturation function is less than or equal to \( x_{sat} \), the compensation input signals \( e_x(t) \) and \( e_v(t) \) are equal to 0.

Here, (5) provides the filter dynamics when the limitation is satisfied. If \( \tau \) is set to be small in consideration of the band of the input signal, \( \hat{u} \) is as close as possible to \( u \). The compensator \( C_{FB} \) modifies the acceleration component when the limitation is not satisfied. The proportional gain \( K_x \) and differential gain \( K_v \) are adjusted, and error feedback is performed such that the output signal becomes close to the input signal.

It is necessary to design each gain by considering the stability of the feedback loop in the linear region of the saturation function. When the frequency distribution of the input signal is known, the design based on the signal passed through the second-order differentiator is effective.

### 3.4 Proposed Velocity-Acceleration-Limitation Filter

In actual applications, there are cases limiting the velocity, acceleration, etc. simultaneously. In addition to the velocity- and acceleration-limitation filters, we consider a filter that simultaneously achieves velocity and acceleration limitation based on the generalized form shown in Fig. 3. Figure 7 shows the constructed velocity-acceleration-limitation filter. This filter uses an anti-windup component [10]–[15] as a compensator in order to increase the degree of freedom of the compensator and compensation capability.

The input signal \( u \) is first converted into its acceleration component by the differentiator. After conversion into the signal to be limited, the desired limitation is satisfied using the saturation function \( A_{sat} \). Next, the limited acceleration component \( a \)

\[
\hat{u}(t) = \int V_{sat} \left( \int A_{sat}(\dot{a}(t))dt \right) dt,
\]

\[
d\hat{u}(t) = V_{sat} \left( \int A_{sat}(\ddot{a}(t))dt \right),
\]

\[
d^2\hat{u}(t) = \ddot{a}(t) = 0 \quad \text{for} \quad \hat{u}(t) = 0 \quad \text{(unsaturated case)}.
\]

From the above, \( \frac{d^2}{dt^2} \hat{u}(t) = 0 \). The acceleration signal \( a(t) \) satisfies the acceleration limitation and \( \frac{d^2}{dt^2} \hat{u} \) satisfies \( a_{min} \leq \frac{d^2}{dt^2} \hat{u} \leq a_{max} \) at all times.

### 4. Simulation

#### 4.1 Simulation of Velocity-Limitation Filter

We simulated the velocity-limitation filter. In this example, \( K_x = 86 \) is selected by trial and error using a test signal. In Fig. 8, \( u(t) = \sin(\frac{1}{5}t) \) is used as the input signal. The dashed and solid lines indicate the input and output signals, respectively. The first and second rows from the top in the figure respectively indicate the in/out and velocity signals. Figure 8 shows the response without velocity limitation. Because there is no limitation, it can be confirmed that the trajectory of the input signal corresponds to that of the output signal.

Figure 9 shows the transient response with the velocity-limitation filter. We set the maximum and minimum velocity limit of the velocity-limitation filter as 80% of the maximum
velocity amplitude of the input signal. It is confirmed that the input signal is output at the part where the limit is satisfied and that the maximum velocity can be followed to the input signal at the part that does not satisfy the limitation. Because the limitation is not strict, a signal close to the input signal can be output without delay.

Figure 10 shows the case in which the maximum and minimum velocity limit of the velocity-limitation filter is set as 50% of the maximum velocity amplitude of the input signal. It can be confirmed that switching from the maximum to the minimum velocity is performed instantaneously. By the velocity-limitation filter, the input and output trajectory are as close as possible despite the severe signal limit.

Next, Fig. 11 shows the synthetic wave of the trigonometric function $u(t) = \sin(3t) + \sin(5t) + \sin(7t)$. Here, the limitation rate is 50%. Compared with $\sin(t)$, the maximum value of the velocity is a very large signal, but it can follow the input signal as close as possible within the given limit. Furthermore, the presence or absence of compensation can be confirmed in the part where the limitation is satisfied and in that where it is not.

**4.2 Simulation of Acceleration-Limitation Filter**

Similar simulations were performed for the acceleration-limitation filter. In this example, $K_x = 75$ and $K_v = 220$ are selected by trial and error using a test signal. Figure 12 shows the response waveform when $u(t) = t^3 \sin(2t)e^{-t}$ is applied. From the top in Fig. 12, the first, second, and third rows respectively show the in/out, velocity, and acceleration signals. It is a response with no limitation, and it can be confirmed that the output signal is similar to the input signal.

Figure 13 shows the case in which the maximum and minimum acceleration limit of the acceleration-limitation filter is set as 80% of the maximum acceleration amplitude of the input signal. It can be confirmed that the output signal is close to the input signal without delay because the limitation is not strict. In addition, the input signal is generated at the part that satisfies the limitation, and it can follow the input signal with the maximum acceleration in the part that does not satisfy the limitation.

**4.3 Simulation of Velocity-Acceleration-Limitation Filter**

We simulated the velocity-acceleration-limitation filter. In this example, $K_x = 100$, $K_D = 120$, $K_v = 100$, and $K_{Dv} = 1$ are
selected by trial and error using a test signal. Figure 15 shows the response without limitation. The following input signal is used in Fig. 15:

$$u(t) = t^3 \sin(2t)e^{-\frac{t}{2}}.$$  \hspace{1cm} (8)

Because there is no limitation, it can be confirmed that the trajectory of the input signal corresponds to that of the output signal.

Figure 16 shows the case in which the maximum and minimum velocity limit of the filter is set as 80% of the maximum velocity amplitude of the input signal. The maximum and minimum acceleration limit of the filter is also set as 80% of the maximum acceleration amplitude of the input signal. It is confirmed that the input signal is generated at the part where the limit is satisfied, and the output signal can follow the input signal at the part that does not satisfy the limitation. The input signal $u$ and the output signal $\tilde{u}$ are similar in Fig. 16.

Figure 17 shows the case in which the maximum and minimum velocity limit of the filter is set as 50% of the maximum velocity amplitude of the input signal. The maximum and minimum acceleration limit of the filter is also set as 50% of the maximum acceleration amplitude of the input signal. By our proposed velocity-acceleration-limitation filter, the input and output trajectories are as close as possible despite the severe signal limit.

4.4 Discussion

The filter structure proposed in this paper can be thought of as improving the degree of freedom in the previously proposed velocity-limitation filter and acceleration-limitation filters, respectively, shown in Figs. 1 and 2. For example, if $K_0 = \frac{1}{\tau}$ in Fig. 1, $\tilde{u}$ is equal to that in Fig. 5 when the input signal satisfies the velocity limit. At this time, the degree of freedom for adjusting $C_{FB}$ exists separately in our proposed filter. Similarly, for the acceleration-limitation filter, if we set $K_0 = \frac{1}{\tau^2}$, $K_i = 2\tau$ in Fig. 2, $u/\tilde{u} = 1/(\tau s + 1)^2$ is equal to that in Fig. 6 when the input signal satisfies the acceleration limit.

Figures 20 and 21 show the comparison simulation results
In the proposed acceleration-limitation filter, by using the design freedom of $C_{FB}$, there is no delay for the signal satisfying the limit. The response to a signal that does not satisfy the limitation is closer to $u$ than with the previous method.

Figures 22 and 23 show the comparison simulation results of the velocity-acceleration-limitation filters. The value $\tau$ is made sufficiently small with $K_0 = 1/r^2$ and $K_v = 2\tau$ in the previous method. In Figs. 22 and 23, the dashed line is the input signal, the solid line is the output signal of the proposed method, and the thick dotted line is the output signal of the previous method. The simulation proceeded with the same input as shown in Figs. 18 and 19.

Figure 22 shows the case where the input signal satisfies the velocity and acceleration limits. Figure 23 shows the case where the velocity and acceleration limit is 50% of the acceleration amplitude of the input signal. When the input signal satisfies both limits, the output signal almost coincides with the input signal $u$ in both the previous method and the proposed method. On the other hand, in Fig. 23, both the previous and proposed methods satisfy both limits, but the output signal of the previous method is completely different from the waveform of the input signal. In the proposed method, by contrast, although there is some delay, the output signal is close to the input signal.

5. Conclusion

In this study, we proposed a novel filter structure to satisfy the desired limitation on signals. The proposed filter structure is designed such that $\tilde{u} \approx u$ holds when the signal $u$ satisfies the limitation and $\tilde{u}$ is close to $u$ when the signal $u$ does not satisfy the limitation.

By designing and simulating the proposed signal-limitation filter, we confirmed its effectiveness. Simulations with various input signals showed that the proposed method is effective for various types of signals.

In this study, we discussed a continuous-time system. However, the design problem can easily be extended to discrete-time systems, and we shall investigate this in subsequent research. The time response based on the characteristics of the input signal, constraint of the saturation function, and gain of the compensator must be strictly mathematically proven, but this is a subject for future work. Furthermore, we will discuss the configuration of a jerk-limitation filter in future work.
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