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Abstract—The development of mobile services has impacted a variety of computation-intensive and time-sensitive applications, such as recommendation systems and daily payment methods. However, computing task competition involving limited resources increases the task processing latency and energy consumption of mobile devices, as well as time constraints. Mobile edge computing (MEC) has been widely used to address these problems. However, there are limitations to existing methods used during computation offloading. On the one hand, they focus on independent tasks rather than dependent tasks. The challenges of task dependency in the real world, especially task segmentation and integration, remain to be addressed. On the other hand, the multiuser scenarios related to resource allocation and the mutex access problem must be considered. In this paper, we propose a novel offloading approach, Com-DDPG, for MEC using multiagent reinforcement learning to enhance the offloading performance. First, we discuss the task dependency model, task priority model, energy consumption model, and average latency from the perspective of server clusters and_multidependence on mobile tasks. Our method based on these models is introduced to formalize communication behavior among multiple agents; then, reinforcement learning is executed as an offloading strategy to obtain the results. Because of the incomplete state information, long short-term memory (LSTM) is employed as a decision-making tool to assess the internal state. Moreover, to optimize and support effective action, we consider using a bidirectional recurrent neural network (BRNN) to learn and enhance features obtained from agents’ communication. Finally, we simulate experiments on the Alibaba cluster dataset. The results show that our method is better than other baselines in terms of energy consumption, load status, and latency.

Index Terms—Offloading Strategy, Multiagent Reinforcement Learning, Mobile Edge Computing, Bidirectional Recurrent Neural Network, Agent Communication Behavior

1 INTRODUCTION

Mobile devices, which allow computing and communication at anytime and anywhere, are considered key to pervasive computing, promoting the prosperous mobile industry [1], [2]. However, computation-intensive and time-sensitive applications of the mobile Internet call for flexible computing means to address the explosive growth of data generated and used by mobile devices for tasks such as image processing, video streaming, and AR/VR data [3], [4]. For example, artificial intelligence-based applications have high demands for computing resources. Although the cloud architecture has the ability to process big data, it faces challenges related to the impact of network speed and transmission time on user experience [5]. By contrast, performing all these computations via mobile device may be impossible due to limitations of resources, storage and energy consumption. If a devices, servers and the cloud work in the cooperative manner, the performance of computing tasks can be improved substantially.

In general, a third party requests computing resources and submits tasks and data to a cloud center via the Internet [6], [7]. For example, mobile cloud computing was introduced to improve the capabilities of mobile devices [8]. This centralized method has unlimited computing resources due to tens of thousands or more servers being clustered together at the end of the cloud [9]. However, the cloud is usually far from mobile device, and the latency and energy consumption in transmitting big data is enormous due to the network traffic and speed. Thus, mobile cloud computing is limited by the operating efficiency. MEC and task offloading were proposed to address these issues. A MEC node can be a local server, nearby server or mobile device that provides the ‘computing’ functions. To ensure high-quality network services and low latency, task offloading deploys the computing task to the edge of the mobile network and provides communication, storage, and computing resources at a local device [10], [11].

As an offloading strategy of task computing, MEC determines the target server/servers where a task or group of subtasks can be executed [12], [13], [14]. If the nearby mobile
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device is idle and has the ability to provide services, it can be selected as a server, called an edge server. Furthermore, the evaluation criteria, including CPU, throughput, storage, and network bandwidth, at each MEC server are important to guide the task offloading process [15]. Two main types of task offloading exist: the coarse-grained method and the fine-grained method [16], [17]. The former considers mobile applications as a single object requiring offloading rather than dividing them into multiple subtasks. However, this method does not effectively utilize the distributed computing characteristics under the MEC environment. The latter divides mobile applications into multiple subtasks. Then, the parties or all subtasks are offloaded to multiple MEC servers for data processing and transmission. This method reduces the task time and has a high rate of resource utilization. Although the divided subtasks entail lower computational complexity and less data transmission, a data dependency problem exists among subtasks. Thus, one important question is how to handle these dependencies when configuring a strategy for offloading. Another factor is cooperation when subtasks, except the resource competition, are deployed to run at the edge server.

This paper proposes an approach, Com-DDPG, for multiagent reinforcement learning-based offloading for MEC. We aim to use reinforcement learning to encode different factors as input for the mobile environment and then output the result as the offloading strategy according to the feature learning. The innovation is the attention given to the communication behavior during multiagent reinforcement learning to address the data dependency problem. LSTM and a bidirectional recurrent neural network (BRNN) are used to improve the reinforcement learning, and LSTM is employed to predict and confirm the learning of state information because reinforcement learning is a black box process and the internal state is hard to observe. Moreover, BRNN is added to the reinforcement learning framework as a new layer to discover more communication features. The main contributions of this paper are as follows:

- We introduce a multidevice and multiserver computation offloading framework for heterogeneous MEC, which is used to simulate the resource competition between multiple devices and the dependency between subtasks. The priority between tasks is also considered.
- We discuss how, where and what tasks can be offloaded when using reinforcement learning for MEC. Com-DDPG minimizes the energy consumption, load status, execution latency and network usage and considers the dependency between subtasks.
- We use bidirectional LSTM and BRNN as additional hidden layers to improve the offloading strategy when reinforcement learning is applied.

The remainder of this paper is organized as follows. Section 2 introduces related work. The system architecture is described in Section 3. The proposed method for task offloading is illustrated in Section 4. Section 5 discuss the experiments and results. Finally, Section 6 concludes the paper and discusses directions for future research.

2 RELATED WORK

The key factor to achieve high performance in computation offloading scenarios is an effective offloading algorithm. According to different optimization objectives and scheduling strategies, this section briefly compares research on task offloading in MEC. Various studies have investigated the MEC offloading from different perspectives and measured the performance of the algorithm based on energy consumption, computing capability, and resource utilization rate. Some studies have attempted to extend the single-user offloading problem to a multiuser offloading problem to adapt to real-world challenges.

Aiming to minimize the energy consumption of mobile terminal devices or to make a tradeoff between energy consumption and delay according to the needs of different tasks, Mao Y et al. [18] proposed the LODCO algorithm, a dynamic computing offloading algorithm based on Lyapunov optimization theory. This method optimizes the offloading decision from execution latency and task failure. The algorithm is used to minimize the offloading task processing delay and guarantees success in the data transmission process, thereby reducing the chance of offloading failure. Cui Y et al. [19] proposed an intelligent offloading and resource allocation algorithm for a multi-type offloading platform. The K-means algorithm is used to select a platform to offload, and reinforcement learning is applied to solve computational resource allocation problems in nonlocal computing. Ali Z et al. [20] proposed an efficient energy-saving computational offloading scheme based on deep learning to solve the selective offloading of mobile application components. The cost function was formulated in terms of residual energy, computing load, energy consumption, amount of transmitted data and communication delay to determine the cost of all possible combinations of component offloading strategies. Furthermore, a deep learning network was trained to provide alternatives for the extensive computations. Experimental results showed that the scheme has high accuracy and low energy consumption. Ning Z et al. [21] combined MCC and MEC to make computation offloading decisions. Considering the rich computing resources of MCC and the low transmission delay of MEC, the iterative heuristic MCC resource allocation (IHRA) algorithm was proposed to offload computing tasks to the MEC server or MCC server in multiuser situations. The author expanded the single-user offloading problem to the multiuser offloading problem, while considering resource constraints and interference among multiple users. Nan Y et al. [22] presented a solution combining Lyapunov optimization theory with an adaptive online learning method for optimal offloading to consider the trade-off between response delay and energy consumption in the context of the Internet of things.

Consider the potential service congestion caused by multiuser competition for computing resources. Guo B et al. [23] considered a multiuser MEC system in which one MEC server handles the computing tasks that multiple users offloads via wireless channels. The total delay and energy consumption are used as offloading indicators. Furthermore, a multiuser MEC system was proposed to minimize the total cost of the considered MEC system. Based on the multiuser MEC system model, the author established a network model, task model and computing model and modeled the offloading problem in the multiuser MEC system as an optimization problem. To solve this problem, the
author proposed solutions based on Q-Learning and deep Q-learning. Li et al. [24] studied the multi-user service delay problem in MEC offloading scenarios and proposed a partial computation offloading model. An optimization strategy was used to optimize the communication and computing resource allocation. The experiment was conducted in a specific scenario where the communication resources are much larger than the computing resources. Compared with the local execution and edge execution of tasks, the proposed partial offloading strategy minimizes the total delay. J. Ren et al. [25] considered the multi-user service latency in MEC and presented a partial computational offloading policy to optimize communication and computing resource allocation. Experiments were performed in specific environment with sufficient network bandwidth. The proposed scheme reduced device latency and improved the quality of service (QoS) for users. Cao H et al. [26] described the multi-user computation offloading decision problem as a noncooperative game. To maximize the utility function, consisting of the communication cost and the calculation cost of offloading, the author presented a fully distributed computation offloading scheme (FDCC) based on machine learning technology. Teng Ying-lei et al. [27] optimized the multi-user mobile edge computing and offloading system, constructed a Markov decision problem with time delay and long-term average power consumption objectives, and solved the problem via convex optimization theory.

Heuristic algorithms and meta-heuristic algorithms are widely used to solve NP-hard problems, such as task offloading, but both approaches have shortcomings. Heuristic algorithms easily fall into local minima, and the overall optimal result is difficult to obtain. Meta-heuristic algorithms have an excessive number of parameters, the calculation results are difficult to reuse, and parameter tuning cannot be performed quickly and effectively. In contrast, deep reinforcement learning combines the advantages of deep learning and reinforcement learning and has the characteristics of self-learning and self-adaptation [28]. However, the results of deep reinforcement learning algorithms rely on complete state information and ignore the cooperation among multiple users. Therefore, the DDPG algorithm implements an LSTM network and multiagent collaboration to overcome the defects of deep reinforcement learning, and the agent makes decisions independently during the training process, thereby solving the problem of MEC offloading tasks with a large number of mobile devices.

3 System Model

In this section, the system model of our offloading framework is introduced. Then, the basic notation used in the study is presented.

As shown in Fig. 1, the framework consists of mobile devices, edge servers and cloud data centers. The mobile device level $M$ includes devices with low processing performance, such as tablets, laptops, and mobile phones. The cloud data center level $D$ is a cluster that contains a large number of high-performance servers. The edge level $E$ is different from the cloud center. The main feature is being located near the user side or data generation side. The server belonging to the edge level is divided into several regions according to performance and relative distance. For the MEC environment, mobile devices transmit computing tasks as messages to the edge level and implement storage and computation processes. Resources, which include CPU resources $U$, memory $C$ and transmission bandwidth $N$, are consumed during transmission and computation. The latency of transmission and computation in the offload process is define as $L_A$. Note that each edge server region, based on priority, contains a message queue $M_q$. To help understand the overall process, major notations are summarized in Table 1.

| Symbol | Definition |
|--------|------------|
| $D$    | Cloud data center |
| $E$    | Edge server set |
| $M$    | Mobile device set |
| $m$    | Number of edge servers |
| $n$    | Number of mobile devices |
| $C_{in}$ | Input data size of the $i_{th}$ subtask |
| $C_{out}$ | Output data size of the $i_{th}$ subtask |
| $U_i$  | CPU resources required for the $i_{th}$ subtask deployment |
| $N_i$  | Data transmission latency of the $i_{th}$ subtask |
| $P_i$  | Priority of the $i_{th}$ subtask |
| $V_i$  | CPU utilization of the $i_{th}$ computing device |
| $L_{trans}$ | Transmission latency of the $i_{th}$ subtask |
| $L_{comp}$ | Computation latency of the $i_{th}$ subtask |
| $ST$   | Service time matrix for all subtasks |

The mobile application is initially divided into several subtasks using segmentation algorithms based on the characteristics of the mobile application, such as considering the functional and nonfunctional partition. Then, depending on the available computing resources of the mobile device, some tasks are executed immediately to obtain the result. However, most tasks are transmitted to nearby edge servers in a uniform manner. As mentioned above, a message queue is used for task storage: tasks are stored in the server region in the form of a queue, and each task is allocated to a corresponding edge server based on the task classification to perform offloading. Different tasks have different processing priorities: if the subtasks are uniformly offloaded to the edge servers, a priority problem will arise. Thus, subtasks are given different priorities. As part of the improved design, a priority task scheduling algorithm is implemented at the edge server to reduce the delay and the prioritize requests. The following sections discuss how to model the system, which is a precondition to use reinforcement learning.

3.1 Task Dependency Model

We call tasks divided by a segmentation algorithm subtasks. A portion of the subtasks, such as user interaction tasks and device I/O tasks, can be locally processed. Another portion, especially computation tasks with large amounts of data, can be offloaded to an edge server [29]. Although these tasks have data-dependency on each other, they can still be executed on different devices, which makes the fine-grained offloading decisions possible.

The divided subtasks can be represented as a directed acyclic graph (DAG) $g = (S, B)$. Each node $s_i \in S$ of the
Fig. 1. The framework of MEC.

Fig. 2. Example of the data dependency of subtasks.

DAG represents one subtask, and each edge $b_{ij} \in B$ represents the data dependency between tasks such that task $s_j$ should receive the result of task $s_i$ before its execution. As shown in Fig. 2, the set of subtasks after dividing a mobile application is $S = \{s_1, s_2, s_3, s_4, s_5, s_6, s_7\}$. Tasks $s_1$ and $s_7$ should be executed on the local device, and the remaining subtasks can be offloaded as needed.

### 3.2 Task Priority Model

The analytic hierarchy process (AHP) model is used to determine the task priority. AHP, which has been applied in various fields, is method suitable for solving priority-based scheduling problems [30], [31], [32]. During the time interval $0 \sim t$, let $M = \{Mq_1, Mq_2, \ldots, Mq_j\}$ be the task sequence generated by each mobile device. To determine the priority of tasks, the data size of the message, the CPU cycles required by the task, and the deadline are considered. In our study, the order of importance of these factors is $<\text{Deadline, CPU Cycle, Data Size}>$. The deadline has the highest weight when describing the division of priorities.

First, the factors of the same level are compared and constructed into the analytic hierarchy matrix $A = (a_{ij})_{3 \times 3}$:

$$a_{ij} = \frac{1}{a_{ji}} \tag{1}$$

where $a_{ij}$ is the result of comparing the importance of factor $i$ and factor $j$. Table 2 shows different importance levels and their weights [33].

Then, the matrix of weights of all tasks $\Delta = (u_r^k)_{3 \times J}$ is constructed, where $J$ represents the number of tasks and $u_r^k$ represents the weight of the $r_{th}$ task based on the $k_{th}$ factor:

$$u_r^k = \frac{\sum_{j=1}^{n} a_{rj}}{\sum_{i=1}^{3} \sum_{j=1}^{3} a_{ij}} \tag{2}$$

Finally, the priority vector $PV$ of each task is generated. $PV = \Delta \times \Lambda$, where $\Lambda$ is the eigenvalue of its weight according to the AHP matrix.

### 3.3 Energy Consumption Model

The limited battery capacity of mobile devices requires optimization to minimize energy consumption. We consider
the energy consumption $E_{n_{comp}}$ of all devices and transmission energy consumption $E_{n_{trans}}$ of mobile devices. Power consumption is correlated with the CPU usage rate [34]. The energy consumption of the $i_{th}$ device is as follows [35]:

$$P_i(u) = \begin{cases} K \cdot P_{i_{full}} \cdot u & \text{if } u > 0 \\ 0 & \text{otherwise} \end{cases} \quad (3)$$

where $K$ represents the ratio of idle devices to fully loaded devices, $P_{i_{full}}$ represents the energy consumption in the $i_{th}$ computing device at full-load status, and $u$ is the CPU usage rate. The load of computing devices varies over time. Suppose that $u(t)$ is the CPU usage rate of the device within $\Delta t$ time. From $t_0$, the continuous time computing energy consumption of the device through time $t$ is defined as follow:

$$E_{n_{comp}}(t_0) = \int_{t_0}^{t_0+t} P_i(u(t)) \, dt \quad (4)$$

Next, the data transmission rate $r_j$ of the $j_{th}$ mobile device in a certain channel is defined as follows [36]:

$$r_j = B \log_2 \left(1 + \frac{p_j h_j}{\sigma^2 + I} \right) \quad (5)$$

where $B$ represents the fixed transmission bandwidth of the channel; $p_j$ represents the energy consumption of data transmitted by the $j_{th}$ device; $h_j$ represents the fixed channel gain during the offloading process between the mobile device and edge server; $\sigma^2$ represents the noise of the mobile device; and $I$ represents the interference power between mobile devices.

Similarly, $f(x)$ is defined as the energy consumption $p_j$ of data transmission in the $j_{th}$ mobile device. The transmission energy consumption of the $j_{th}$ mobile device during time unit $t$ is then calculated as follows:

$$E_{n_{trans}}(t_0) = p_j t_0 = f(r_j) t_0 \quad (6)$$

Suppose that the total number of devices is $(1 + m + n)$, which includes $n$ mobile devices, $m$ edge servers and one cloud data center. Finally, the total energy consumption during time unit $t$ is defined as follows:

$$E_{n_{sum}}(t_0) = \sum_{i=1}^{1+m+n} E_{n_{comp}}(t_0) + \sum_{j=1}^{m} E_{n_{trans}}(t_0) \quad (7)$$

3.4 Average latency

Here, we consider the dependency model between subtasks. The average latency $L_{A_{avg}}$ of all mobile applications consists of two parts: 1) the data transmission time $L_{A_{trans}}$ between subtasks; 2) the data computation time $L_{A_{comp}}$ for subtasks. Since the data transmission volume and available bandwidth may change over time, the general transmission latency of the $i_{th}$ subtask for downloading dependent data and uploading results during time unit $t$ is defined as follows:

$$L_{A_{trans}}(t_0) = \int_{t_0}^{t_0+t} \frac{c(t)_{in}}{N_{trans}(t)} \, dt$$

Then, the data transmission latency for each subtask during time unit $t$ is defined as follows:

$$L_{A_{i_{trans}}}(t_0) = x_{dow} L_{A_{i_{dow}}}(t_0) + x_{up} L_{A_{i_{up}}}(t_0) \quad (9)$$

where $x_{dow}$ indicates whether the current subtask needs to download dependent data through the network and $x_{up}$ indicates whether the current subtask needs to upload the processing result to the network.

In addition, the computation latency of the $i_{th}$ subtask consumed by processing data during time unit $t$ is defined as follows:

$$L_{A_{comp}}(t_0) = x_{off} \int_{t_0}^{t_0+t} \frac{c_{off}(t)}{f_{server}(t)} \, dt + (1 - x_{off}) \int_{t_0}^{t_0+t} \frac{c_{local}(t)}{f_{local}(t)} \, dt \quad (10)$$

where $f_{server}(t)$ represents the processing rate of the edge server for deploying the $i_{th}$ subtask; $f_{local}(t)$ represents the processing rate of the local device for deploying the $i_{th}$ subtask; and $x_{off}$ indicates whether the current subtask is offloaded to the edge server for execution.

The average latency of all mobile applications in time unit $t$ is defined as follows:

$$L_{A_{avg}}(t_0) = \sum_{i_{=1}}^{AN} \sum_{j_{=1}}^{TN_j} \left( L_{A_{i_{trans}}}(t_0) + L_{A_{i_{comp}}} \right) \quad (11)$$

where $AN$ represents the number of applications and $TN_j$ represents the number of subtasks after the $j_{th}$ application is divided.

3.5 Load status

By calculating the load status of each computing device to represent the utilization status of the cluster, server overload can be effectively avoided and the network data processing ability can be enhanced. Eq.(12) is used to calculate the load of all resources in the $i_{th}$ computing device $Load_i(t_0)$ during $t_0$ [37]:

$$Load_i(t_0) = \int_{t_0}^{t_0+t} \left( \sum_{k=1}^{ls} U_k \times L_k(t) \right) \, dt \quad (12)$$

where $ls$ represents the number of indicators used to calculate the load status; $U_k$ is the weight of each resource; $L_k(t)$ represents the usage rate of each resource per unit time. Then, the comprehensive load status $LS(t_0)$ of all computing nodes is calculated using the root mean square error (RMSE) method. The smaller the value is, the better the load status result.

3.6 Network usage

Network usage is the amount of data transmitted by all mobile devices in time unit $t$. Excessive network usage may cause network congestion, which will reduce the performance of the entire offloading process. The formula of network usage per unit time is as follows: [38]:

$$TD(t_0) = \sum_{j=1}^{AN} \sum_{i=1}^{TN_j} \int_{t_0}^{t_0+t} (x_{dow} C_{i_{dow}}(t_0) + x_{up} C_{i_{up}}(t_0)) \, dt$$

$$NU(t_0) = \frac{SL_{avg}(t_0) \times AN \times TD(t_0)}{t} \quad (13)$$

where $TD(t_0)$ represents the total amount of data transmission generated by all mobile applications during time $t_0$ and $NU(t_0)$ represents the network usage during time $t_0$. 
4 The Algorithm and Our Optimization

The general reinforcement learning model is shown in Fig. 3. In each time step $t$ during the learning process, the agent observes state $s_t$ and takes action $a_t$ based on current policy $\pi$. When the state of the environment changes to $s_{t+1}$, a reward value $r_t$ is received in the next time step. The state transition of the environment and the rewards obtained have the Markov feature, that is, the probability and rewards of state transition depend only on the state of the environment $s_t$ and the action $a_t$. The agent receives these quantities according to the decision policy, interacting with the environment and backpropagation, to maximize the expectation of reward $\mathbb{E}[^T \sum_{t=1}^T r_t]$.

4.1 State Space

The reinforcement learning model is constructed by combining the features between subtasks and servers in MEC. According to the above section and notation in Table 1, the state space can be described as a tuple $s_t = (\{C^m_{i,t}\}_{i=1}^n, \{N^d_{i,t}\}_{i=1}^n, \{U_{i,t}\}_{i=1}^n, P, \{C^o_{i,t}\}_{i=1}^n, \{N^u_{i,t}\}_{i=1}^n, L, \{V_i\}_{i=1}^m)$, where $C^m_i$ represents the amount of input data required for the $i$th subtask; $N^d_i$ represents the downlink bandwidth that the $i$th subtask needs; $U_i$ represents the CPU resources required for deployment of the $i$th subtask; $P$ is the priority matrix for all subtasks; $C^o_i$ represents the amount of results data generated by the $i$th subtask; $N^u_i$ represents the uplink bandwidth that the $i$th subtask needs for uploading the data; and $V_i$ represents the CPU usage rate of the $i$th device at time step $t$. In the mobile environment, the subtask offloading decision involves a total number of $(n + m)$ computing devices, including $n$ mobile device and $m$ edge servers.

4.2 Action Space

To ensure that the agent is able to choose an appropriate computing device, one-to-one correspondence with the set of computing devices and tasks is mapped as the action space $A$. It indicates that the computing device satisfies the task requirements. The size of the action space is $(n + m + 1)^K$, where the 1 means that the agent decides to locally execute the task. However, the large action space in early iterations makes it difficult for the agent to learn effective decisions, making it difficult for the model to converge. Therefore, preprocessing of the action space helps to effectively learn actions in the iterative process, thereby reducing the number of iterations. $A_{\text{valid}}[i]$ indicates whether the $i$th device can be used as the target device for task offloading. $A_{\text{valid}}[i]$ is 1 if the resources required by the task can be satisfied by the available resources of the target computing device; otherwise, it is 0. The valid action space algorithm is defined in Algorithm 1.

**Algorithm 1:** Valid action space algorithm.

**Input:** The subtask $T$ that needs to be offloaded, all edge servers $\text{serverList}$, including the local mobile device and edge servers.

**Output:** The valid action space $A_{\text{valid}}$.

1. **Initialize** the valid action space $A_{\text{valid}}$ and $\text{size} = \text{size of } A_{\text{valid}}$.
2. **Initialize** the $\text{Re}_e$, which is the resources needed for task $T$ deployment;
3. for $i=1$ to $\text{size-1}$ do
   4. $\text{Re}_e = \text{the available resources of current device } \text{serverList}[i]$;
   5. if $\text{Re}_e > \text{Re}_e$ then
      6. $A_{\text{valid}}[i] = 0$;
   7. else
      8. $A_{\text{valid}}[i] = 1$;
9. end
10. end

4.3 Reward Function

The reward function guides the learning process of the agent. Different performance optimization targets require different reward functions. In our study, the reward of the offloading policy is assessed according to three factors: energy consumption, average latency and load status of all devices in MEC. The reward function for time $t_0$ is defined as follows:

$$R = -(\alpha Z_{cn}(t_0) + \beta Z_{la}(t_0) + P) + \gamma Z_{ls}(t_0)$$

where $Z_{cn}(t_0)$, $Z_{la}(t_0)$, $P$ and $Z_{ls}(t_0)$ represent the energy consumption, average latency, task priority and load status of all devices at time $t_0$ calculated by Eq.(7), Eq.(11), Eq.(2) and Eq.(12) in Section 3. These values are normalized using z-score standardization.

The action-value function used in reinforcement learning algorithm describes the expected return on following policy $\pi$ in time step $t$ [12]:

$$Q^\pi(s_t, a_t) = \mathbb{E}_{r_{t+1} \sim \pi} [r_t(s_t, a_t)$$

$$+ \gamma \mathbb{E}_{a_{t+1} \sim \pi} [Q^\pi(s_{t+1}, a_{t+1})]$$

Thus, the target policy is described as a function $\mu : S \leftarrow A$ if the update of the target policy is continuous:

$$Q^\mu(s_t, a_t) = \mathbb{E}_{r_{t+1} \sim \pi} [r_t(s_t, a_t)$$

$$+ \gamma \mathbb{E}_{a_{t+1} \sim \pi} [Q^\pi(s_{t+1}, \mu(s_{t+1}))]$$

4.4 Algorithm Optimization

4.4.1 Optimization based on LSTM

The MEC environment has limited cognitive ability, which means it is difficult to directly observe the underlying state of the system in the current time step. A common approach is to use the partial observation Markov decision process (POMDP) to model a system and help make decisions with incomplete state information [43].
The POMDP is defined as a 7-tuple \((S, A, T, R, \Omega, O, \gamma)\), where \(S\) represents the state set of the environment; \(A\) represents a set of actions; \(\Omega\) represents a set of observations; \(T: S \times A \rightarrow \pi(S)\) is a set of conditional transition probabilities between states; \(R: S \times A \rightarrow R\) is a reward function; \(O: S \times A \rightarrow \pi(Z)\) is a set of conditional probabilities; and \(\gamma \in [0, 1]\) is the discount factor. Although DDPG performs well when the agent obtains complete observations from a real environment, the fact that the state information of a system cannot be directly observed and is partially known complicates MEC.

To address the dynamic changing feature, LSTM and DDPG are integrated to enhance the task offloading method. We add an LSTM layer to the DDPG network to accurately estimate the current state. As shown in Fig. 4, the internal state prediction layer consists of three types of networks: convolutional neural network (CNN), attention network and recurrent network (LSTM). At each step time \(t_0\), the CNN receives the current state space \(s'_t\), also called observation, to extract the environment feature. The attention network inputs a set of vectors \(v_t\) from the CNN and outputs a context vector \(m_t\) as a combination of the input. The LSTM takes the context vector and the previous hidden state \(h_{t-1}\) and memory state \(c_{t-1}\) and produces hidden state \(h_t\) and memory state \(c_t\). The hidden state \(h_t\) is then used to evaluate the underlying state \(s_t\).

### 4.4.2 Optimization from multiagent communication

The deterministic policy gradient consists of two kinds of networks: policy network (actor) and Q-network (critic). The former is responsible for selecting the current action according to the current state; the latter is responsible for calculating the current Q value \(Q^\pi(S, A)\). Although Eq. (16) is applicable to single-agent methods, such as deterministic policy gradient, these approaches lack the principle mechanism to promote team collaboration [44]. A multiconnection network based on the BRNN enables agents to communicate with each other before taking actions, which is the starting point of our innovation.

As shown in Fig. 5, the proposed approach combines a deep deterministic policy gradient with the multiconnection network to enable agents to communicate with each other before taking actions. The network receives the internal state from the internal state prediction unit. In contrast to the previous deep deterministic policy gradient algorithm, the network shares the observation state of each agent before the output by the multiconnection network. The multiconnection network consists of a multiagent policy network and multiagent Q-network: both the policy network and the Q-network are based on BRNNs. As a means of communication, BRNNs have been used to connect each individual agent’s policy and Q-networks. The policy network takes observations of other agents and local observations as inputs and determines all actions for the agents.

The backward gradient of all networks applies back-propagation through time (BPTT) [45]. In other words, gradients derived from all agent rewards are first corrected by propagation. Then, returned gradients can be further propagated back to update the related parameters. Combined with Eq. (16), \(J_i(\theta) = \mathbb{E}_{t, s_t+1 \sim E}[r_t(s_t, a_t) + Q^\pi(s_{t+1}, \mu(s_{t+1}))]\) is used to describe the rewards of the \(i_{th}\) agent. Thus, the reward of all agents, denoted by \(J(\theta)\), is defined as follows:

\[
J_i(\theta) = \mathbb{E}_{t, s_t+1 \sim E}[\sum_{i=1}^{N} r_i(s, \pi_\theta(s))] \tag{17}
\]

To perform gradient descent, the gradient of \(J(\theta)\) is calculated by the following rule:

\[
\nabla J(\theta) = \mathbb{E}_{t, s_t+1 \sim E}[\sum_{i=1}^{N} \sum_{j=1}^{N} \nabla_\theta \pi_j(\theta(s) \times \nabla_\pi Q^\pi_i(s, \pi_\theta(s)))] \tag{18}
\]

Here, the parameters of networks are shared among agents and uses stochastic gradient descent (SGD) to optimize the policy-network and Q-network. Since the number of parameters is independent of the number of agents to accelerate the learning process and enable domain adaption, where the extended training of networks is performed from a small group to a larger group of agents [46]. In addition, parameter sharing is suitable for the cooperation of MEC scenarios.

### 4.4.3 Com-DDPG algorithm

The above optimization methods make our Com-DDPG algorithm suitable for task offloading in MEC scenarios. To train the algorithm, we first store transitions in the replay buffer, including the current state, current action, reward.
and next state of each agent. Then, we sample a random mini-batch of transitions from the replay buffer. Finally, we compute the gradient estimation of the critic and actor to update the networks based on SGD. The pseudo code of the Com-DDPG algorithm in each sampling process is shown in Algorithm 2.

5 EXPERIMENT

In this section, we simulate the task offloading problem based on MEC. The performance of the offloading decision is assessed by comparing the energy consumption, load status, execution latency and network usage generated by each algorithm in the MEC cluster. The following simulation algorithms are considered: 1) the local strategy based on preference for local devices; 2) the edge first strategy based on a first-fit algorithm; 3) the DQN strategy based on deep reinforcement learning; 4) the improved deep reinforcement learning strategy (DRQN) based on LSTM; and 5) the Com-DDPG strategy based on multiagent cooperation and LSTM.

5.1 Data Preprocessing and Parameter Setting

The cluster comprises a cloud data center, 80 edge servers and multiple mobile devices. The edge servers are divided into 10 regions by relative distance to the server node, and only one offloading request per mobile device is made within the unit time. In our study, we use log data from Alibaba Cluster Data V2018 to simulate the task dependence of the offloading process. A total of 30,756 tasks (5,000 jobs, 2,515,063 task instances) are selected from the cluster data to train the networks; then, 100 jobs are randomly selected from the remaining data to test the efficiency of the strategy. The jobs and tasks represent tasks and subtasks in the MEC environment. Moreover, the parameters of all reinforcement learning algorithms are the same to ensure credible training results. The learning rate of SGD is $\alpha = 0.005$, the batch size is $K = 16$, the epoch period is $C = 50$, and the discount rate is $\gamma = 0.9$. For the LSTM based DRQN algorithm, the time window $W$ is set to 10. The relevant parameters are presented in Table 2.

5.2 The loss function experiment

In machine learning, loss functions represent the price paid for inaccurate learning results. The smaller the loss function value is, the better the result of the network model. The loss function is defined as the absolute value of the difference between the reward generated by the algorithm and the reward calculated from the data sets. The algorithms considered for comparison are DQN, DRQN and Com-DDPG, which are the reinforcement learning algorithms.

Fig. 6 presents the loss function scores for the first 100 iterations of the deep reinforcement learning algorithm. In Fig. 6(a), the loss function scores for the three algorithms show a decreasing trend. After approximately 20 iteration, all three algorithms tend to converge. However, the DRQN and Com-DDPG algorithms have lower loss function scores than the DQN algorithm at a given iteration. Since the loss function scores of DQRN and Com-DDPG are similar, detailed scores are shown in Fig. 6(b). At the initial iteration, the loss function score of the Com-DDPG algorithm is similar to that of the DRQN algorithm. With increasing iteration, network learning shares more information from the multi-connection unit, and the loss function score of the Com-DDPG algorithm experiences a greater decrease than that of the DRQN algorithm. Furthermore, comparing the DQN algorithm with the DRQN and Com-DDPG algorithms, the deep reinforcement learning algorithm score based on the LSTM network is relatively low during the entire iteration process. The main reason is that the DRQN algorithm and Com-DDPG algorithm obtain more information about the underlying state in the LSTM network layer. Therefore, our Com-DDPG algorithm is better able to approach the optimal solution as the number of iterations increases.

5.3 The maximum completion time experiment

The maximum completion time is defined as the time of task completion minus the time of task submission. All jobs are divided into several blocks according to 10 consecutive jobs; then, each block is trained from left to right. Because each job contains a different number of tasks, the number of tasks changes over time.

The maximum completion time between different reinforcement learning algorithms is shown as box plot in Fig. 7. The maximum completion time is generally decreasing since each algorithm adjusts its parameters for task offloading during the training process. On average, the DRQN algorithm reduces the maximum completion time by approximately 17%, and our Com-DDPG algorithm reduces the time by approximately 23%. The maximum completion time of the DQN algorithm is within the range of approximately $250ms \sim 310ms$, that of the DRQN algorithm is within the range of $195ms \sim 220ms$, and that of the Com-DDPG algorithm is within the range of $160ms \sim 200ms$. Therefore, the scheduling scheme given by Com-DDPG and DRQN has a more compact distribution because the Com-DDPG and DRQN algorithms obtain more environment information from the LSTM module to make offloading decisions. In addition, the Com-DDPG algorithm has fewer outliers because of the closer cooperation among the agents during the training process. Therefore, Com-DDPG has better stability and robustness than the other algorithms.

1. https://github.com/alibaba/clusterdata
Algorithm 2: Com-DDPG algorithm

1. Initialize actor network and critic network with $\xi$ and $\theta$;
2. Initialize target network and critic network with $\xi'$ and $\theta'$;
3. Initialize replay buffer $R$;
4. for $e = 1$ to $E$ do
   5. Initialize a random process $\nu$ for action exploration;
   6. Receive initial observation $S$;
   7. for $t = 1$ to $T$ do
      8. for each agent $i$, select and execute action $a_t^i$ do
         9. receive reward $\{r_t^i\}_{i=1}^N$ and observe new state $s_{t+1}$;
         10. store transition $\{s_t^i, \{a_t^i\}_{i=1}^N, \{r_t^i\}_{i=1}^N, s_{t+1}\}$ in $R$;
      11. sample a random mini-batch of $M$ transitions: $\{s_t^m, \{a_t^m, i\}_{m=1}^N, \{r_t^m, i\}_{m=1}^N, s_{t+1}^m\}$ from $R$;
      12. compute target value $\hat{Q}_m^i$ for each agent in $R$;
      13. compute critic gradient estimation $\Delta \xi$;
      14. compute actor gradient estimation $\Delta \theta$;
      15. update the networks based on SGD using the above gradient estimators;
      16. update the target networks: $\xi' \leftarrow \gamma \xi + (1 - \gamma)\xi'$, $\theta' \leftarrow \gamma \theta + (1 - \gamma)\theta'$;
   8. end
5. end

| Parameter      | Fixed value | Description              |
|----------------|-------------|--------------------------|
| jobs number    | 5,000       | the number of jobs for training |
| $\gamma$       | 0.005       | the learning rate of SGD  |
| $\alpha$       | 0.9         | the discount rate         |
| $K$            | 16          | the batch size of learning |
| $C$            | 50          | the epoch period          |
| $W$            | 10          | the time window of LSTM   |
| $B$            | 1MHz        | the fixed transmission bandwidth of the channel |
| $h_j$          | -50db       | the channel gain of the $j_{th}$ mobile device |
| $\sigma^2$     | -100dBm     | the channel noise power   |

5.4 The service times experiment

Considering the service times, we simulate 100 jobs to carry out offloading, and monitor the run time each server consumed by each algorithm, including Edge, DQN, DRQN and Com-DDPG. The symbol $st_i$ is defined as $i_{th}$ server’s service times to execute subtasks.

As shown in Fig. 8, the results to each algorithm are shown as heat maps. In Fig. 8(a), the offloading target is approximately concentrated on the first 30 servers, values $\sim 40$. That is because Edge algorithm use first fit algorithm to choice target server. The Fig. 8(b) and (c) are similar. They both have some server been frequently choice, values $\sim 40$. The reason is that those reinforcement learning algorithm trend select server they used before. From Fig. 8(d) generated by Com-DDPG, although some servers are frequently selected, the number of those servers is lower than the other reinforcement learning. The main reason is that Com-DDPG based on multi-agent communication supports offloading decision before sharing their information, and makes our algorithm better to use the feature of MEC environment.

5.5 The different numbers of jobs experiment

In real-world scenarios, MEC environments often need to process continuous offloading requests from users. Continuously submitting jobs to the MEC will directly reflect the performance of the offloading strategy. According to Eq.(7), Eq.(11), Eq.(12) and Eq.(13), the performance of each strategy is evaluated in terms of energy consumption, load status, latency and network usage.

Fig. 9 is a diagram of the energy consumption, load status, latency and network usage generated by continuously executing the offloading decision of 100 tasks. As the number of jobs increases, the energy consumption, load status, latency and network usage increase. The local algorithm achieves better performance in terms of latency and network usage, but the energy consumption is the worst.
This is mainly because the local algorithm executes tasks on local devices, so the local algorithm has low latency and network usage. Additionally, the offloading strategy based on the edge server priority algorithm performs well in terms of load status, network usage and most other measurement criteria. The main reason is that the edge algorithm tends to offload subtasks to edge server clusters, which improves the load status, but the performance of other aspects is worse than that other algorithms. Meanwhile, edge server performance meets the requirements of more subtasks, thus it can reduce network transmission between subtasks, as well as the network utilization of the entire cluster.

As mentioned above, the DQN, DRQN and Com-DDPG algorithms use deep reinforcement learning to automatically learn the offloading strategy from self-play. The results in Fig. 9 show that the offloading strategy generated by DQN performs poorly in terms of load status but has stable performance in terms of the other metrics as the number of jobs increases. The DRQN algorithm has a good impact on energy consumption, latency and network usage. These algorithms have various advantages and disadvantages. The LSTM network and multiagent collaboration algorithm make the Com-DDPG have similar performance with the DRQN algorithm in terms of energy consumption, load.
status and latency. When the number of jobs is large, the latency of the Com-DDPG algorithm shows a downward trend. Thus, its performance is superior to that of other deep reinforcement learning algorithms. In summary, the Com-DDPG algorithm has the best energy consumption and load status performance, but the latency is moderate. Furthermore, in contrast to other offloading schemes, the latency shows a downward trend as the number of jobs increases.

6 Conclusions and future work

In this paper, the Com-DDPG method is proposed to implement offloading for MEC, where computation-intensive and time-sensitive applications call for rapid data processing. We study the problems of server clusters and multi-dependence for mobile computing tasks. Multiagent reinforcement learning considers the energy consumption, load status, execution latency and network usage as inputs and then outputs the offloading strategy. As optimization steps, BRNN and LSTM are used to learn communication features via neighbor agents and to observe the internal state to support decision making.

In the future, we will further optimize the performance of the proposed method, for example, by adding more behavior features of mobile devices and analyzing the historical log data of the edge servers. Moreover, we will use formal methods to verify the returned offloading strategy generated by our Com-DDPG method from the quantitative and qualitative perspectives.

References

[1] W. Shi, J. Cao, Q. Zhang, Y. Li, and L. Xu, “Edge computing: Vision and challenges,” IEEE internet of things journal, vol. 3, no. 5, pp. 637–646, 2016.
[2] M. Satyanarayanan, “Mobile computing: the next decade,” in Proceedings of the 1st ACM workshop on mobile cloud computing & services: social networks and beyond, 2010, pp. 1–6.
[3] H. Gao, L. Kuang, Y. Yin, B. Guo, and K. Dou, “mining consuming behaviors with temporal evolution for personalized recommendation in mobile marketing apps,” Proc. ACM/Springer Mobile Netw. Appl. (MONET), 2020.
[4] X. Yang, S. Zhou, and M. Cao, “An approach to alleviate the sparsity problem of hybrid collaborative filtering based recommendations: The product-attribute perspective from user reviews,” Mobile Networks and Applications, pp. 1–15, 2019.
[5] Y. Yin, Z. Cao, Y. Xu, H. Gao, R. Li, and Z. Mai, “Qos prediction for service recommendation with features learning in mobile edge computing environment,” IEEE Transactions on Cognitive Communications and Networking, vol. 5, no. 3, pp. 80–88, 2019.
[6] R. Arora, A. Parashar, and C. C. I. Transforming, “Secure user data in cloud computing using encryption algorithms,” International journal of engineering research and applications, vol. 3, no. 4, pp. 1922–1926, 2013.
[7] C. Jiang, X. Cheng, H. Gao, X. Zhou, and J. Wan, “Toward computation offloading in edge computing: A survey,” IEEE Access, vol. 7, pp. 131543–131558, 2019.
[8] H. T. Dinh, C. Lee, D. Niyato, and P. Wang, “A survey of mobile cloud computing: architecture, applications, and approaches,” Wireless communications and mobile computing, vol. 13, no. 18, pp. 1587–1611, 2013.
[9] Moll, Peter, Grance, and Tim, “The nist definition of cloud computing,” Communications of the Acm, 2010.
[10] K. Zhang, Y. Mao, S. Leng, Q. Zhao, L. Li, X. Peng, L. Pan, S. Mahajan, and Y. Zhang, “Energy-efficient offloading for mobile edge computing in 5G heterogeneous networks,” IEEE access, vol. 4, pp. 5896–5907, 2016.
[11] Y. Mao, C. You, J. Zhang, K. Huang, and K. B. Letaief, “A survey on mobile edge computing: The communication perspective,” IEEE Communications Surveys & Tutorials, vol. 19, no. 4, pp. 2322–2358, 2017.
[12] P. Flores, P. Hui, S. Tarkoma, Y. Li, S. Sirivama, and R. Buyya, “Mobile code offloading: from concept to practice and beyond,” IEEE Communications Magazine, vol. 53, no. 3, pp. 80–88, 2015.
[13] L. Jiao, R. Friedman, X. Fu, S. Sczeci, Z. Smoreda, and H. Tschofenig, “Cloud-based computation offloading for mobile devices: State of the art, challenges and opportunities,” in 2013 Future Network & Mobile Summit. IEEE, 2013, pp. 1–11.
[14] P. Mach and Z. Becvar, “Mobile edge computing: A survey on architecture and computation offloading,” IEEE Communications Surveys & Tutorials, vol. 19, no. 3, pp. 1628–1656, 2017.
[15] Y. Mao, J. Zhang, S. Song, and K. B. Letaief, “Stochastic joint radio and computational resource management for multi-user mobile-edge computing systems,” IEEE Transactions on Wireless Communications, vol. 16, no. 9, pp. 5994–6009, 2017.
[16] T. Q. Dinh, J. Tang, Q. D. La, and T. Q. Quek, “Offloading in mobile edge computing: Task allocation and computational frequency scaling,” IEEE Transactions on Communications, vol. 65, no. 8, pp. 3571–3584, 2017.
[17] L. Kuang, T. Gong, S. OuYang, H. Gao, and S. Deng, “Offloading decision methods for multiple users with structured tasks in edge computing for smart cities,” Future Generation Computer Systems, vol. 105, pp. 717–729, 2020.
[18] Y. Mao, J. Zhang, and K. B. Letaief, “Dynamic computation offloading for mobile-edge computing with energy harvesting devices,” IEEE Journal on Selected Areas in Communications, vol. 34, no. 12, pp. 3590–3605, 2016.
[19] Y. Cui, Y. Liang, and R. Wang, “Resource allocation algorithm with multi-platform intelligent offloading in d2d-enabled vehicular networks,” IEEE Access, vol. 7, pp. 21246–21253, 2019.
[20] Z. Ali, L. Jiao, T. Baker, G. Abbas, Z. H. Abbas, and S. Khaf, “A deep learning approach for energy efficient computational offloading in mobile edge computing,” IEEE Access, vol. 7, pp. 149623–149633, 2019.
[21] Z. Ning, P. Dong, X. Kong, and F. Xia, “A cooperative partial computation offloading scheme for mobile edge computing enabled internet of things,” IEEE Internet of Things Journal, vol. 6, no. 3, pp. 4804–4814, 2018.
[22] Y. Nan, W. Li, W. Bao, F. C. Delicato, P. F. Pires, Y. Dou, and A. Y. Zomaya, “Adaptive energy-aware computation offloading for cloud of things systems,” IEEE Access, vol. 5, pp. 23947–23957, 2017.
[23] B. Gu and Z. Zhou, “Task offloading in vehicular mobile edge computing: A matching-theoretic framework,” IEEE Vehicular Technology Magazine, vol. 14, no. 3, pp. 100–106, 2019.
[24] J. Li, H. Gao, T. Lv, and Y. Lu, “Deep reinforcement learning based computation offloading and resource allocation for mec,” in 2018 IEEE Wireless Communications and Networking Conference (WCNC). IEEE, 2018, pp. 1–6.
[25] J. Ren, G. Yu, Y. Cai, Y. He, and F. Qu, “Partial offloading for latency minimization in mobile-edge computing,” in GLOBECOM 2017-2017 IEEE Global Communications Conference. IEEE, 2017, pp. 1–6.
[26] H. Cao and J. Cai, “Distributed multiuser computation offloading for cloudlet-based mobile cloud computing: A game-theoretic machine learning approach,” IEEE Transactions on Vehicular Technology, vol. 67, no. 1, pp. 752–764, 2017.
[27] D. Han, W. Chen, and Y. Fang, “Joint channel and queue aware scheduling for latency sensitive mobile edge computing with power constraints,” IEEE Transactions on Wireless Communications, 2020.
[28] C. Jin, Z. Yang, Z. Wang, and M. I. Jordan, “Provably efficient reinforcement learning with linear function approximation,” in Conference on Learning Theory, 2020, pp. 2137–2143.
[29] H. Lu, C. Gu, F. Luo, W. Ding, and X. Liu, “Optimization of lightweight task offloading strategy for mobile edge computing based on deep reinforcement learning,” Future Generation Computer Systems, vol. 102, pp. 847–861, 2020.
[30] M. Zeleny, Multiple criteria decision making Kyoto 1975. Springer Science & Business Media, 2012, vol. 123.
[31] S. H. Zanakis, A. Solomon, N. Wishart, and S. Dublish, “Multi-attribute decision making: A simulation comparison of select methods,” European journal of operational research, vol. 107, no. 3, pp. 507–529, 1998.
[32] T. L. Saaty, “What is the analytic hierarchy process?” in Mathematical models for decision support, Springer, 1988, pp. 109–121.

[33] P. H. Dos Santos, S. M. Neves, D. O. Sant’Anna, C. H. de Oliveira, and H. D. Carvalho, “The analytic hierarchy process supporting decision making for sustainable development: An overview of applications,” Journal of cleaner production, vol. 212, pp. 119–138, 2019.

[34] S. K. Garg, S. Versteeg, and R. Buyya, “A framework for ranking of cloud computing services,” Future Generation Computer Systems, vol. 29, no. 4, pp. 1012–1023, 2013.

[35] J. Zhang, X. Hu, Z. Ning, E. C.-H. Ngai, L. Zhou, J. Wei, J. Cheng, and B. Hu, “Energy-latency tradeoff for energy-aware offloading in mobile edge computing networks,” IEEE Internet of Things Journal, vol. 5, no. 4, pp. 2633–2645, 2017.

[36] C. Wang, C. Liang, F. R. Yu, Q. Chen, and L. Tang, “Computation offloading and resource allocation in wireless cellular networks with mobile edge computing,” IEEE Transactions on Wireless Communications, vol. 16, no. 8, pp. 4924–4938, 2017.

[37] M. Randles, D. Lamb, and A. Taleb-Bendiab, “A comparative study into distributed load balancing algorithms for cloud computing,” in 2010 IEEE 24th International Conference on Advanced Information Networking and Applications Workshops. IEEE, 2010, pp. 351–356.

[38] J. M. Ferris, “Adjusting resource usage for cloud-based networks,” Dec. 12 2017, US Patent 9,842,004.

[39] F. Li and B. Hu, “Deeps: Job scheduling based on deep reinforcement learning in cloud data center,” in Proceedings of the 2019 4th International Conference on Big Data and Computing, 2019, pp. 48–53.

[40] R. S. Sutton and A. G. Barto, Reinforcement learning: An introduction. MIT press, 2018.

[41] S. Deng, Z. Xiang, P. Zhao, J. Taheri, H. Gao, J. Yin, and A. Y. Zomaya, “Dynamical resource allocation in edge for trustable internet-of-things systems: A reinforcement learning method,” IEEE Transactions on Industrial Informatics, vol. 16, no. 9, pp. 6103–6113, 2020.

[42] R. Lowe, Y. I. Wu, A. Tamar, J. Harb, O. Pieter Abbeel, and I. Mor-datch, “Multi-agent actor-critic for mixed cooperative-competitive environments,” Advances in neural information processing systems, vol. 30, pp. 6379–6390, 2017.

[43] Y. Aviv and A. Pazgal, “A partially observed markov decision process for dynamic pricing,” Management science, vol. 51, no. 9, pp. 1400–1416, 2005.

[44] C. Qiu, Y. Hu, Y. Chen, and B. Zeng, “Deep deterministic policy gradient (dpg)-based energy harvesting wireless communications,” IEEE Internet of Things Journal, vol. 6, no. 5, pp. 8577–8588, 2019.

[45] P. J. Werbos, “Backpropagation through time: what it does and how to do it,” Proceedings of the IEEE, vol. 78, no. 10, pp. 1550–1560, 1990.

[46] P. Peng, Y. Wen, Y. Yang, Q. Yuan, Z. Tang, H. Long, and J. Wang, “Multitagent bidirectionally-coordinated nets: Emergence of human-level coordination in learning to play starcraft combat games,” arXiv preprint arXiv:1703.10069, 2017.

Honghao Gao (Senior Member, IEEE) received the Ph.D. degree in Computer Science and started his academic career at Shanghai University in 2012. Prof. Gao is currently with the School of Computer Engineering and Science, Shanghai University, China. He is also a Professor at Gachon University, South Korea. Prior to that, he was a Research Fellow with the Software Engineering Information Technology Institute of Central Michigan University (CMU), USA, and was also an Adjunct Professor at Hangzhou Dianzi University, China. His research interests include Software Formal Verification, Industrial IoT/Wireless Networks, Service Collaborative Computing, and Intelligent Medical Image Processing. He has publications in IEEE TII, IEEE T-ITS, IEEE TNSE, IEEE TCCN, IEEE/ACM TCBB, ACM TOIT, ACM TOMM, IEEE TCSJ, IEEE TETCI, IEEE JBHI, IEEE Network, and IEEE Sensors Journal.

Prof. Gao is a Fellow of IET, BCS, and EAI, and a Senior Member of IEEE, CCF, and CAAI. He is the Editor-in-Chief for International Journal of Intelligent Internet of Things Computing(IUIITC), Editor for Wireless Network(WINE) and IET Wireless Sensor Systems(IET WSS), and Associate Editor for IET Software, International Journal of Communication Systems(IJCS), Journal of Internet Technology(IJT), and Journal of Medical Imaging and Health Informatics(JMIHI). Moreover, he has broad working experiences in industry-university-research cooperation. He is a European Union Institutions appoint external expert for reviewing and monitoring EU Project, is a member of the EPSRC Peer Review Associate College for UK Research and Innovation in the UK, and is also a founding member of IEEE Computer Society Smart Manufacturing Standards Committee.

Xuejie Wang is currently pursuing the M.S. degree in computer science with the School of Computer Engineering and Science, Shanghai University, Shanghai, China. His research interests include edge cloud computation and reinforcement learning.

Xiaojin Ma Xiaojin Ma received the BS, MS in Computer Science and Management Science and Engineering from Henan University of Science and Technology in 2003, 2013, respectively. He is working toward the Ph.D. degree in Shanghai University, China. His research interests include cloud computing and parallel computing.

Wei Wei (Senior Member, IEEE) received the M.S. and Ph.D. degrees from Xi’an Jiaotong University in 2011 and 2005, respectively. He is currently an Associate Professor with the School of Computer Science and Engineering, Xi’an University of Technology, Xi’an, China. His research interest is in the area of wireless networks, wireless sensor networks applications, image processing, mobile computing, distributed computing, and pervasive computing, the Internet of Things, and sensor data clouds. He is a Senior Member of CCF.
Shahid Mumtaz (Senior Member, IEEE) received the master's and Ph.D. degrees in electrical and electronic engineering from the Blekinge Institute of Technology, Karlskrona, Sweden, and University of Aveiro, Aveiro, Portugal, in 2006 and 2011, respectively. He has more than 12 years of wireless industry/academic experience. Since 2011, he has been with the Instituto de Telecomunicações, Aveiro, Portugal, where he currently holds the position of Auxiliary Researcher and adjunct positions with several universities across the Europe-Asian Region. He is currently also a Visiting Researcher with Nokia Bell Labs, Murray Hill, NJ, USA. He is the author of 4 technical books, 12 book chapters, and more than 150 technical papers in the area of mobile communications. Dr. Mumtaz is an ACM Distinguished Speaker, Editor-in-Chief for IET Journal of Quantum Communication, Vice Chair of Europe/Africa Region IEEE ComSoc: Green Communications and Computing society, and Vice Chair for IEEE standard on P1932.1, Standard for Licensed/Unlicensed Spectrum Interoperability in Wireless Mobile Networks.