Abstract

Entity linking – the task of identifying references in free text to relevant knowledge base representations – often focuses on single languages. We consider multilingual entity linking, where a single model is trained to link references to same-language knowledge bases in several languages. We propose a neural ranker architecture, which leverages multilingual transformer representations of text to be easily applied to a multilingual setting. We then explore how a neural ranker trained in one language (e.g., English) transfers to an unseen language (e.g., Chinese), and find that while there is a consistent but not large drop in performance. How can this drop in performance be alleviated? We explore adding an adversarial objective to force our model to learn language-invariant representations. We find that using this approach improves recall in several datasets, often matching the in-language performance, thus alleviating some of the performance loss occurring from zero-shot transfer.

1 Introduction

Entity linking – the process of matching mentions of people, places or organizations with a relevant knowledge base (KB) entry – has often focused on English text and KBs. This focus omits non-English knowledge bases, which often have better setting-specific details available compared to the English version. Linking non-English text to an English knowledge base – referred to as Cross-Lingual Entity Linking – also is not appropriate for non-English speakers. However, relying on non-English entity linking annotations alone is limiting, as there is far less supervised data available in some languages, such as Spanish, than in English. Therefore, training a Multi-lingual entity linking model – building a single model for several pairs of source text and KB languages – is an important area of research.

Consider the example in Figure 1, of the Spanish language mention Senado (Senate), a link to the KB entry Senado de la República (Senate of the Republic of Mexico). An entity linking model uses the information available in the text, such as the mention itself and the surrounding context, and in the knowledge base, such as the name, description, and type(s), to score the likelihood of a match. Many approaches to entity linking learn these linkages by training on a set of Human-annotated links in the target language. If there are no or few language-specific annotations available, how can we train a model on a annotation-rich language like English which will perform well on non-English languages?

We propose a neural approach to multi-lingual entity linking. We use a cross-lingual pretrained transformer model, XLM-Roberta (XLM-R) (Conneau et al., 2019), to build representations of the available text for a given mention and candidate entity pair – span text and surrounding context for the mention, and name and description for the entity. We then feed each of these representations through a feed forward neural model to produce a likelihood score. As XLM-R has been trained cross-lingually, it has been shown to build robust representations of text in a wide variety of languages. However, how does a model perform if it has been trained on in-language annotated data compared to one without such annotations? We find that even with the cross-lingual ability of XLM-R, in-language annotation data is key to an accurate multi-lingual linking model.

We propose two methods to improve the performance of zero-shot multilingual entity linking. First, we leverage the data available in the target language KB to capture the likely popularity of each entity. Second, we add an adversarial objective when training the linker, adapting a method proposed in Chen and Cardie (2018). For this objective, we add a weight-tied hidden layer as an intermediate step between the name and mention...
representation, and the rest of the linker. In addition to using the output in the ranker, we also use the respective name and mention output to train a language classifier.

We then use a two-step training procedure during each training iteration. First, we train the language classifier alone to predict the incorrect language label for unannotated portions of the source (e.g. English) and target (e.g. Spanish) text. Second, we jointly train the ranker and the language classifier using the correct source (e.g. English) language labels. This is designed to force the representation of both the name and mention to be language-independent. We find that both model adjustments improve zero-shot performance on several language pairs, and that the adversarial model specifically produces consistent improvement in recall.

2 Entity Linking Model

In Figure 1, there are two example mentions shown – one in Spanish (Senado) and one in English (Senate). In each case, the mentions are linked to entities in the KB in the same language – Senado de la República for the Spanish mention and United States Senate for the English mention. In addition to the text of the mention and the name of the entity, there are other sources of information available in the context of the mention (the surrounding sentences) and the entity (the description), and the mention and entity types.

One approach to entity linking would be to train single-language models for each case. However, this approach has several limitations. First, while some languages such as English have a large amount of entity linking annotated data, others, such as Spanish, have far less. Second, training single-language models requires retraining for each new language, which does not scale well. On the other hand, a multilingual entity linking approach trains a single model that can be applied to several languages. This allows for sharing information between languages – leveraging English training data for Spanish linking, for example.

2.1 Architecture

To score a mention \( m \) and and entity \( e \), we leverage a pointwise neural ranker inspired by the architecture discussed in Dehghani et al. (2017). This produces a score for each mention-entity pair, thus creating a ranking of entities specific to each mention. Additionally, this pointwise approach allows for scoring of previously unseen entities. We select the entities to score for each mention by using a Triage system, as discussed in Section 4.

We designed our ranker to capture two common sources of information about the entity – the mention string and entity name, and the context of the mention and the entity description. We explored adding type information, but found that did not improve performance significantly. We create separate multilingual representations for the mention string and entity name (\( m_s \) and \( e_s \)), and the mention and entity context (\( m_c \) and \( e_c \)). The string and context pairs are fed into separate multilayer perceptrons (MLP), outputting an embedding that models the relationship between the entity and the mention. For example, we input \( m_s \) and \( e_s \) into a text-specific hidden layer which outputs a combined representation \( r_s \), and we input \( m_c \) and \( e_c \) into a context-specific hidden layer which outputs a representation \( r_c \). These representations \( r_s \) and \( r_c \) are then fed into a final MLP, which produces a score between \(-1\) and \(1\).

To train our model parameters \( \theta \), we score a mention \( m \) and a correct entity link \( e_+ \), and separately score the same mention paired with \( n \) randomly sampled negative entities \( e_- \). We apply hinge loss
between the positive pair and the best performing negative pair;

\[
L(\theta) = \max\{0, \epsilon - S(\{m, e_+\}; \theta) - \max\{S(\{m, e_0-\}; \theta) \ldots S(\{m, e_n-\}; \theta)\}\}
\]

We use the resulting loss to back propagate through the entire network. We use random combinations of parameters to select the best model configuration, which is discussed further in the Appendix.

2.2 Multilingual Representations

To create representations of the name and context for a mention-entity pair, we use XLM-Roberta (XLM-R) (Conneau et al., 2019), a multilingually-trained transformer representation model. XLM-R has been shown to outperform other transformer models (such as mBERT (Devlin et al., 2019)) at multilingual tasks, and we found the same performance pattern in early linker experiments. Consider the Spanish example in Figure 1. First, we create a representation of the mention text \(m_s\), Senado, by feeding the entire sentence through XLM-R, and form a single representation using max pooling on only the subwords of the mention. We create a representation of the entity name \(e_s\), Senado de la República in the same way, except without any surrounding context.

To create \(m_c\), we select the sentences surrounding the mention, up to XLM-R’s sub-word limit. The resulting text is fed into XLM-R, and we again use max pooling to create a single representation. A similar method is used for the entity context \(e_c\), but uses the definition or other text in the KB, using the first 512 subword tokens from that description.

3 Multilingual Transfer

Our linking model is inherently multilingual due to the representation power of XLM-R, and therefore a single model can be trained on several languages. However, we find that while applying a multilingual model trained on a single language (e.g. English) to a previously unseen language (e.g. Spanish) results in reasonable performance, there is a significant performance drop compared to a in-language trained model.

We propose two methods of improving this zero-shot performance. One source of error can stem from the model scoring mentions and entities in an unseen language. Considering the example in Figure 1, how well does the model recognize that the English mention Senate and the Spanish mention Senado should be treated similarly? Therefore, we explore adding an adversarial objective to ensure that the model is forced to learn language-agnostic representations of the text, which will better transfer to other languages. This does not require annotated mention text, but rather can work with unstructured text in the target language.

Another source of error comes from the model scoring entities is has not seen in any language. Again considering the example in Figure 1, how well does the ranker recognize that the Spanish-language mention Senado may be more likely to refer to the Mexican Senate, as opposed to the U.S. Senate, compared to English-language text? For this issue, we explore the importance of adapting the model to the specifics of the knowledge base, by adding popularity measures drawn from the KB into our model. While this does rely on KB-specific information, annotated mentions are not required. Separately, both of these adaptations improve the
performance of transferred multilingual entity linking models, and together regain the largest amount of performance loss compared to in-language models.

3.1 Language Adaptation

Algorithm 1 Pseudo-code of model training using the adversarial objective. First, a small set of randomly selected text (in our experiments, \( y = 5 \)) is used to adversarially train the language classifier. Second, the main entity linking loss and the language classifier, with the correct labels, are jointly trained.

**Require:** Mentions \( \mathbb{M} \), entity labels \( \mathbb{E} \) and labels \( \mathbb{N} \); English Text \( \mathbb{A} \) and labels \( \mathbb{B} \); Unlabeled L2 Text \( \mathbb{C} \) and labels \( \mathbb{D} \); Hyperpamameter \( \lambda > 0 \), \( y, z \in \mathbb{N} \)

1: repeat
2: \( l_{adv}, l = 0 \)
3: for \( i = 0 \) to \( y \) do \( \triangleright \) Adversarial Step
4: \( t_A = \) representation of \( h_i \)
5: \( t_C = \) representation of \( C_i \)
6: \( p_A = h_{adv}(h_{i0}(t_A)) \)
7: \( p_C = h_{adv}(h_{i0}(t_B)) \)
8: \( l_{adv} += \text{MSE}(P_A, \mathbb{D}_i) \)
9: \( l_{adv} += \text{MSE}(P_C, \mathbb{B}_i) \) \( \triangleright \) Calculate Loss using reversed labels
10: Update \( h_{adv} \) using \( l_{adv} \)
11: for \( i = 0 \) to \( z \) do \( \triangleright \) Main Step
12: \( m = \) representation of \( M_i \)
13: \( r_m = h_{i0}(m) \)
14: \( e = \) representation of \( E_i \)
15: \( r_e = h_{i0}(e) \)
16: \( l = \) Entity-Mention Loss (Eq. 1) with \( r_m \) and \( r_e \)
17: \( p_M = h_{adv}(r_m) \)
18: \( p_E = h_{adv}(r_e) \) \( \triangleright \) Calculate Lang scores
19: \( l += \lambda \cdot (\text{MSE}(p_M, \mathbb{N}_i) + \text{MSE}(p_E, \mathbb{N}_i)) \) \( \triangleright \) Calculate Loss using correct labels
20: Update all parameters except \( h_{adv} \) using \( l \)
21: until convergence

To force English-trained models to learn representations better suited for transferring to unseen languages, we look to Chen and Cardie (2018). The authors build a text classification system which uses an adversarial objective that forces the network to learn domain-invariant features. In addition to their standard text classifier which takes as input features from a shared and domain specific feature extractor, they add a domain discriminator which uses the shared feature extractor as input. They run two training passes – a normal training pass for the entire network, which uses the correct classification and domain labels. Second, they adversarially train the domain discriminator and the shared feature extractor only, using the inverse of domain labels as the target. During prediction, the domain discriminator portion of the network is ignored. They find this objective improves performance when classifying text from previously unseen domains.

Instead of forcing our model to learn domain-invariant representations, we force it to learn language-invariant representations. As our models are all trained on a single language, it is likely the linker learns language-specific patterns. We want to force the linker to learn patterns that can apply to any language input, and to do so without relying on annotated linking data in a second language. As illustrated in Figure 2, we add a weight-tied hidden layer, \( h_{i0} \), which takes as input the representations of the mention text \( m_s \) and entity name \( e_s \). The resulting representation is then input to the linker, and also to a feed-forward neural network \( h_{adv} \). This language classifier outputs the likelihood of the text being a specific language. We then change our training iteration for a specific batch in the following way.

As detailed in Algorithm 1, we run an adversarial pass, which first creates representations of English \( \mathbb{A} \) and L2 \( \mathbb{C} \) text, using the same method as for \( m_s \). Each of the two representations are fed into the shared invariant layer \( h_{i0} \), the language classifier \( h_{adv} \), and softmaxed to produce separate language likelihood scores for the English \( p_A \) and L2 \( p_C \) text. Importantly, we calculate the mean squared error (MSE) using the inverted language labels – for the English input, we apply the L2 label \( \mathbb{D} \), and for the L2 input, we apply the English label \( \mathbb{B} \). For some settings, we stop training the adversarial step after 50 epochs.

Second, we run a standard training pass, in which we jointly train the linker and the language classifier. The entity linking loss is unchanged from §2.1, except that the \( m_s \) and \( e_s \) are first fed separately through the shared invariant layer \( h_{i0} \). The loss for language classifier is unchanged from the first step except that the correct labels \( \mathbb{N} \) are used. The effect of the language classifier loss is
controlled by the parameter $\lambda$, which we set to be either 0.25 or 0.01 depending on the setting. Models including this are referred to as $+A$. Further implementation details are available in the Appendix. We experimented with simply adding the additional layers $h_{s0}$ and not applying the adversarial objective, and feeding both the language-invariant (e.g., $m$) and language-specific representations (e.g., $r_{mn}$) into the linker. However, both configurations performed worse in early development experiments than the proposed model.

### 3.2 KB Adaptation

When making a linking decision for the mention Senado, the linker must consider that some entities (e.g., Senado de la República, or Senate of Mexico) are more likely than others (e.g., Senado de Arizona, or Senate of Arizona). One source of this information is from annotated entity linking data – as discussed previously, this is expensive to annotate.

Therefore, we apply a common entity linking approach and leverage the cross-links within the entities in the KB, which are a good indicator of the popularity of entities. For example, the entity Senado de la República might have a link to the lower legislature of Mexico, Cámara de Diputados, and the President of Senate, Presidente de la Cámara de Senadores. Others, such as Senado de Arizona, are likely to have fewer. We simply count unique cross-links between entities, divide by the median number of such links, and feed the resulting number into the final feed forward neural network $h$. Models including this are referred to as $+P$.

### 4 Datasets

We conduct our evaluation on two cross-language entity linking datasets.

**TAC.** The 2015 TAC KBP Entity Discovery and Linking dataset (Ji et al., 2015) consists of newswire and discussion form posts in English, Spanish, and Mandarin Chinese. The training set consists of mentions across 447 documents, and the evaluation set consists of mention annotations across 502 documents. A mention is linked to NIL if there is no relevant entity in the KB, and the KB is derived from a version of BaseKB. As many entities in the KB do not have any non-English names available, those are omitted from the dataset. This leaves us 14,793 development mentions, of which 11,344 are non-NIL.

**Wiki.** We created a multi-lingual entity linking dataset from Wikipedia links (Pan et al., 2017a) that includes Farsi and Russian. A preprocessed version of Wikipedia\(^1\) is annotated with links to in-language pages, which we treat as an entity. We treat each language as having a distinct KB, although some entities may overlap in different languages. We consider this to be silver-standard data because–unlike the TAC dataset–the annotations have not been reviewed by annotators. Some BaseKB entities used in the TAC dataset have Wikipedia links provided; we used those links as seed entities for retrieving mentions, retrieving a sample mention of those and adding the remaining links in the page. We mark 20% of the mentions as NIL.

We predict NILs by applying a threshold; mentions where all entities are below a given threshold are marked as NIL. The threshold is selected based on the respective development set, and is $-1$ unless otherwise noted. We evaluate all models using the evaluation script provided by Ji et al. (2015), which reports Precision, Recall, $F_1$, and Micro-averaged precision.

**Triage.** We use the triage system of Upadhyay et al. (2018), which is largely based on work in Tsai and Roth (2016), allowing us to score a smaller set of entities for each mention, where we assume the mention boundaries are already known. For a given mention $m$, a triage system will provide a set of $k$ candidate entities $e_1 \ldots e_k$. The system uses Wikipedia cross-links (as discussed previously) to generate a prior probability $P_{\text{prior}}(e_i|m)$ by estimating counts from those mentions. Originally, this system was designed to produce cross-lingual candidate links, specifically for a non-English mentions to English titles. We tweak this approach by applying the same pipeline, but for in-language titles, which did not require any major algorithmic adaptations. Further implementation details specific to the TAC dataset are provided in Appendix B.

### 5 Model Evaluation

First, we explore how well English trained models transfer to previously unseen languages. For each language in our datasets – Spanish (es) and Chinese (zh) for TAC, and Russian (ru) and Farsi (fa)
Table 1: Compared to an in-language trained model and a nearest-neighbor baseline (nn), how does a zero-shot model trained only on English transfer? We find that while there is usually a performance improvement, it is often not large. Can we recover some of that lost performance by using an adversarial objective (+A) or adding knowledge base information (+P), or both (+PA)? We find that when applying an adversarial objective specifically, recall is increased leading to higher F1 scores. For each setting, we report the change in Micro-avg, precision, recall, F1, and non-NIL F1 on TAC and Wiki datasets compared to the in-language baseline.

| Target | micro | p  | r  | F1  | nn F1 |
|--------|-------|----|----|-----|-------|
| baseline (zh match) | 0.484 | 0.672 | 0.797 |
| zh adv | +.009 | +.014 | +.015 |
| zh pop | +.030 | -.025 | -.031 |
| baseline (es match) | 0.472 | 0.678 | 0.802 |
| es adv | +.004 | -.014 | -.017 |
| es pop | +.011 | -.036 | -.043 |

Table 2: Compared to a baseline English TAC model (with training set size reduced to the noted language’s training set size), how does the performance change when a L2 adversarial objective or KB adaptation is applied? We find that while there are small differences, English performance is largely unchanged.

for Wiki, we train a model using in-language training data and compare its performance to a model only trained on the English TAC data. Note that for English-trained Wiki models, this means that the linker must also efficiently transfer to a new KB. Importantly, we ensure that the training sets in each setting are of equivalent size, by randomly downsizing the larger training dataset (e.g. English) to match the smaller size (e.g. Spanish). We do this to control for the effect of training set size. For comparison, we include a simple nearest neighbor baseline (noted as nn). This model scores each mention-entity pair using the cosine similarity between the mention name representation $m_s$ and the entity representation $e_s$, and selects the highest-scoring pair.

Second, we apply our language (noted as +A) and KB (noted as +P) adaptation strategies to each language, and further explore the effect on the model’s English performance. In all cases, reported metrics are averaged over three runs. We report results for each language in the form of micro-averaged precision (micro), precision (p), recall (r), and F1. We also report separate scores for non-NIL F1 on TAC and Wiki datasets compared to the in-language baseline.

5.1 Zero-shot performance

In most languages – shown in Table 1 – there is a significant performance reduction when using English training data as opposed to in-language training data. In the TAC languages, there is a small increase in precision, but a larger decrease in micro-avg, and F1. A similar pattern occurs with Wiki languages (fa and ru), except that precision decreases more significantly than recall. Overall, the drop in performance is not large - the largest drop in F1 is only .1 less than the in-language baseline. This illustrates that the linker is able to transfer across language and knowledge bases effectively. Compared to the baseline nearest neighbor model,
Comparing an in-language trained model to an in-language trained model, we stop updating the language classifier, noted as \( \lambda = 0 \). Comparing an in-language trained model to an English trained model using TAC Chinese data evaluation data, we find that while name data performs better than longer text, the difference is slight. Our reported setting of \( \lambda = 0.25 \) with name data performs best in terms of recall (r), F₁, and nn F₁. However, best performance for micro-average is achieved when using desc. data, \( \lambda = 0.01 \), and entity linking only training.

which one performs better depends on the language. For example, while Spanish \( F₁ \) is nearly the same, Chinese \( F₁ \) is slightly higher with the \( +A \) name, but in Farsi the English-trained model is a large improvement for \( F₁ \).

### 5.2 Language and KB adaptation

Based on experimentation on development, we train the TAC and Wiki datasets with different configurations. For TAC, we set \( \lambda = 0.25 \) and apply the adversarial step for the entire training period. For Wiki, we set \( \lambda = 0.01 \) and don’t apply the adversarial step after 50 epochs. We discuss this further in §5.4.

When applying the adversarial objective to English-trained models, in most cases we see an increase in recall compared to the baseline English-trained models, and often even compared to the in-language trained models. For example, the English-trained, Chinese-tested model sees a large drop in recall which is almost completely eliminated when applying the adversarial objective. This increase in recall leads to nearly-equivalent \( F₁ \) performance in Spanish and Chinese in-language models and English trained models with the adversarial objective. Applying the adversarial objective appears to improve recall, which is useful for settings where high-recall is desired, such as in search. The exception to this is Farsi – this is likely because the high recall 0.934 of the zero-shot model already has strong performance. Comparing to the nearest neighbor baseline, the \( +A \) outperforms the baseline in all languages for \( F₁ \), nn \( F₁ \), micro-avg., and recall.

The addition of KB information appears to have the largest effect on micro-average precision, allowing the model to better perform on rarer entities. While in Chinese the drop in micro-average is larger in the \( +P \) models than in \( +A \), in all other cases the micro-average better improves over the English-trained baseline. Combining the two approaches has mixed effects. In Chinese, the resulting increase in recall is smaller than the adversarial increase over the baseline, but the micro-average performs much better. In Spanish, the recall and micro-average are essentially unchanged from the baseline.

We also conducted a type-level analysis of performance on the TAC evaluation dataset using provided mention types (see Appendix Table 2). When comparing the performance between in-language, English, and English+\( A \) trained models, the performance of Person mentions are consistent. This would be expected in Spanish but is also true in Chinese, which does not share a script with the training language. The largest performance change occurred in Geo-Political Entities. For Chinese, \( F₁ \) drops 0.15 for an English trained model compared to an in-language trained model, but the deficit is erased in the English+\( A \) model. A similar pattern occurs in Spanish, suggesting that the adversarial model is able to improve the more challenging entity types.

### 5.3 Effect on English performance

What effect does forcing an English-trained model to be better suited to a second language have on English-language performance? In Table 2, we report results on TAC English evaluation data in three settings. First, a baseline linker trained on English training data matched to the size of the target language’s training data. Second, we apply the adversarial object, and third, the KB adaptation. Note that these are all the same models as reported in Table 2, except applied only to English instead of the target language.

In all cases, the performance change is very small. For micro-average there is a small perfor-

| Test | micro | r | \( F₁ \) | nn \( F₁ \) |
|------|-------|---|--------|--------|
| zh   | 0.674 | 0.789 | 0.824  | 0.846  |
| en baseline | -0.341 | -0.123 | -0.060 | -0.071 |
| \( +A \) name | 0.25 | -0.190 | -0.001 | +0.009 | -0.003 |
| \( +A \) desc | 0.01 | -0.202 | -0.078 | -0.033 | -0.036 |
| \( +A \) desc | 0.25 | -0.205 | -0.123 | -0.062 | -0.073 |
| \( +A \) desc | 0.01+EL | -0.230 | -0.137 | -0.072 | -0.087 |

Table 3: How do different adversarial settings effect performance? We consider three variables - the adversarial coefficient \( \lambda \), type of text (either names or descriptions), and entity only training for 50 more epochs (i.e., we stop updating the language classifier, noted as \( +\) EL). Comparing an in-language trained model to an English trained model using TAC Chinese data evaluation data, we find that while name data performs better than longer text, the difference is slight. Our reported setting of \( \lambda = 0.25 \) with name data performs best in terms of recall (r), \( F₁ \), and nn \( F₁ \). However, best performance for micro-average is achieved when using desc. data, \( \lambda = 0.01 \), and entity linking only training.
mance increase, while there are small decreases in performance for $F_1$ and non-nil $F_1$. However, the largest drop in performance is less than 0.05. This illustrates the capacity of a model to adapt to a new language yet maintain a high-level of performance on the original training language.

5.4 Design of Adversarial objective
How does the configuration of the $+A$ model change the performance of the model? In Table 3, we explore how the performance on TAC evaluation changes when varying three factors – the type of text, the size of the coefficient $\lambda$, and whether to train using the entity linking objective only for an additional 50 epochs. For lower $\lambda$ and additional entity linking training, we found that both worked better on Wiki development data, while a higher $\lambda$ and full training worked better for TAC. We also wanted to test the effect of using different text for the adversarial training. Initially, we used randomly selected names in both English and the target language. However, it is possible that the model better learns names instead of learning language-invariant representations. Therefore, we also explore using the first 512 subwords of randomly selected descriptions instead.

We report results in Table 3, with all non-baseline models trained on the joint entity linking and adversarial objective for 50 epochs, and the $+\text{EL}$ models trained on EL data for an additional 50. Our reported setting for TAC, $\lambda = 0.25$ with name data, performs best on recall, $F_1$, and non-NIL $F_1$. However, when using the description data and $\lambda = 0.01$ with or without additional EL training, a better micro-averaged precision is achieved. Generally, the models using name data perform slightly better than those using descriptions, but the overall difference is slight (e.g., $+.009 F_1$ for $\lambda = 0.25$ with name, $-.015 F_1$ with description). Finally, recall generally performs best with a higher $\lambda$ and full adversarial training, and improves less with a lower $\lambda$ and EL only training.

5.5 Analysis
In general, $+A$ improves performance more on TAC data (Spanish and Chinese) than Wiki data (Farsi and Russian). There are likely several factors behind this trend. First, the distribution of mentions are different between the two datasets. The similarity between mentions and entity names – one measure of how easy the mentions are to link – is much higher in Wiki. For Farsi development mentions, 54.5% were exact matches and had a Jaro-Winkler (Winkler, 1990) lexical similarity of 94.1%. Compared to Spanish TAC (21.1% exact, 71.4% similarity) and Chinese (28% exact, 66.1% similarity), the Farsi data is relatively easy to link.

Second, when comparing the drop in performance from an in-language trained model to an English trained model, recall drops in the TAC data, while precision drops in the Wiki data. The drop in precision may be due to the fact that we use English TAC data to train the zero-shot Wiki models, and that recall is fairly easy given the high mention-entity similarity. Regardless, we see an increase in recall in the Wiki models, but this does not cancel out the reduction in precision.

6 Related Work
A long line of work on entity linking has developed standard models to link textual mentions to entities in a KB (Dredze et al., 2010; Durrett and Klein, 2014; Gupta et al., 2017). The models in this area have served as the basis for developing multilingual and cross-language entity linking systems, and they inform our own model development. We define multilingual to mean a model that can operate on mentions from more than one language at the same time (a single model to link both English mentions to an English KB and Chinese mentions to a Chinese KB) and cross-lingual to refer to linking mentions in one language (e.g., Chinese) to an ontology in another (e.g., English).

Raiman and Raiman (2018) consider multilingual entity linking, in which they use a KB in the same language as the mention, but exploit multilingual transfer for the model’s type system. They formulate a type system as a mixed integer problem, which they use to learn a type system from knowledge graph relations.

A larger body of work has explored the related task of cross-lingual entity linking. Several approaches have been applied, including transliteration (McNamee et al., 2011; Pan et al., 2017b), or translating the document into the language of the knowledge base and using a mono-lingual entity linking approach (Ji et al., 2015). Additionally, many systems (Tsai and Roth, 2016; Upadhyay et al., 2018) leverage the cross-lingual structure of wikipedia to build entity linkers for that setting. Newer work Rijhwani et al. (2019) investigates zero-shot cross-lingual entity linking on low-resource languages.
7 Conclusion

In this work, we explore how to build a multilingual entity linking system that can effectively be applied in zero-shot settings, where large amounts of annotated entity linking training data is unavailable. With a neural ranker model using XLM-R, we see that while in-language trained models perform better than English-trained models applied to second languages, the performance decrease is not large.

Next, we explore ways of improving these zero-shot models to reduce the performance loss compared to in-language models. We specifically find that using an adversarial language classifier, which uses unannotated data, improves recall and F1 on many datasets. We also find that by adjusting the adversarial parameters, difference performance objectives can be achieved, such as maximizing recall or micro-averaged precision. Overall, we find that training the model to learn language-invariant representations is effective in improving performance.
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