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Abstract
Imitation learning refers to the problem where an agent learns to perform a task through observing and mimicking expert demonstrations, without knowledge of the cost function. State-of-the-art imitation learning algorithms reduce imitation learning to distribution-matching problems by minimizing some distance measures. However, the distance measure may not always provide informative signals for a policy update. To this end, we propose the variational adversarial kernel learned imitation learning (VAKLIL), which measures the distance using the maximum mean discrepancy with variational kernel learning. Our method optimizes over a large cost-function space and is sample efficient and robust to overfitting. We demonstrate the performance of our algorithm through benchmarking with four state-of-the-art imitation learning algorithms over five high-dimensional control tasks, and a complex transportation control task. Experimental results indicate that our algorithm significantly outperforms related algorithms in all scenarios.

Introduction
Reinforcement learning (RL) has made significant progress over a wide range of domains, ranging from Atari games (Mnih et al. 2016; 2015), traffic control (Li, Lv, and Wang 2016; Yang, Vereshchaka, and Dong 2018), to robotic control tasks (Andrychowicz et al. 2017; Kahn et al. 2018) through optimizing over predefined reward functions. However, designing an appropriate reward function for complex and not well-specified tasks is notoriously difficult (Li, Song, and Ermon 2017; Hadfield-Menell et al. 2017).

Rather than optimizing over predefined reward functions, imitation learning (IL) has the potential to close the gap by learning how to perform tasks through observing and mimicking expert demonstrations. Behavior cloning (BC) (Sammut and Webb 2011) is a classical imitation learning approach which directly learns the mapping from state to action through supervised learning. However, this method fails to learn a good policy in complex environments due to error compounding. Apprenticeship learning (AL) (Abbeel and Ng 2004) seeks to learn a policy that performs no worse than the expert policy. However, it assumes a restrictive class of cost functions – a linear combination of feature vectors. Generative adversarial imitation learning (GAIL) (Ho and Ermon 2016) reduces imitation learning to the problem of matching the state-action distribution of the learned policy to that of the expert policy. However, similar to generative adversarial networks (GAN) (Goodfellow et al. 2014), GAIL measures the distance between the distributions using the Jensen-Shannon (JS) divergence, which does not always provide informative signals to optimize the policy, leading to gradient vanishing.

Different approaches have been proposed to improve the training. Variational adversarial imitation learning (VAIL) (Peng et al. 2018) adopted a variational information bottleneck to introduce noise into the discriminator, which regulates the information flow and updates the policy using more useful features. (Kim and Park 2018) introduces generative moment matching imitation learning (GMMIL), where the cost function class is defined as the unit ball of a reproducing Hilbert kernel space (RKHS). The goal of GMMIL is to match the state-action distribution by minimizing the maximum mean discrepancy (MMD) with a pre-defined kernel.

To provide more informative signals for policy optimization, and to further improve the performance of a learned policy, we develop a new imitation learning algorithm, called the variational adversarial kernel learned imitation learning (VAKLIL). This algorithm follows the paradigm of formulating imitation learning as distribution matching, but with a novel distance measure defined as the MMD with variational kernel learning (MMD-VKL). VAKLIL has the following appealing properties: (1) It optimizes over a more expressive class of cost functions, which provides more informative and discriminative features for policy optimization. (2) It is sample efficient and is robust to overfitting.

The contributions of the paper are summarized as follows: (1) We develop an imitation learning algorithm with a more expressive class of cost functions, and reduce the imitation learning problem to state-action distribution matching. (2) We introduce a new distance measurement between distributions, the MMD-VKL, which is sample efficient and robust to overfitting. (3) We apply the new distance measurement to the proposed imitation-learning paradigm and develop VAKLIL, an imitation-learning algorithm that optimizes the
policy with more informative signals, and which is sample efficient and robust. (4) To develop closed-form solutions, we provide two parameterizations of the kernel learning in VAKLIL, a Gaussian kernel, and a random Fourier kernel. (5) We analyze the theoretical properties of our method and compare the empirical performance of our algorithm with the aforementioned state-of-the-art algorithms such as AL, GAIL, VAIL, and GMMIL. Experimental results indicate that our algorithm significantly outperforms all algorithms in all scenarios.\footnote{The appendix, codes and data used in this paper can be found in https://bit.ly/37rscf}

Background

MDP and Imitation Learning

Learning the policy through interacting with the environment can be modeled as a Markov decision process (MDP). Formally, a MDP is defined as a tuple $(S, A, P, c, \gamma)$, where $S$ represents the state space with $s_t \in S$ being the state at time $t$; $A$ is the action space with $a_t \in A$ being the action taken at time $t$; $P$ is the transition kernel of states $P(s_{t+1} | s_t, a_t)$; $c$ is the cost function with $c(s_t, a_t)$ evaluating the immediate cost at time $t$; and $\gamma \in [0,1)$ is a discount factor. The policy $\pi$ is defined as a mapping from a state $s_t$ to an action $a_t = \mu(s_t)$ (deterministic policy) or a conditional distribution parameterized by $\theta$, i.e., $\pi = \pi(a_t | s_t; \theta)$ (stochastic policy).

Given a cost function, the objective of policy learning can be formulated as minimizing the expected future costs:

$$J(c, \pi) = \mathbb{E}_\pi [\sum_{t} \gamma^t c(s_t, a_t)].$$

For any policy $\pi$, there is one-to-one correspondence between the policy and its occupancy measure (Puterman 2014), which is also called the state-action visitation distribution $\rho_\pi(s,a) = \sum_{t} \gamma^t p(s_t = s, a_t = a)$. It can be shown that

$$J(c, \pi) = \mathbb{E}_{\rho_\pi} [c(s,a)] = \sum_{s,a} \rho_\pi(s,a)c(s,a).$$

Recent approaches in IL (Ho and Ermon 2016) consider first applying inverse RL to find a cost function to best fit expert demonstrations, and then applying standard RL to optimize a policy under such a cost function. The objective is thus

$$\text{IL}(\pi_E) = \min_{c} \max_{\psi} \mathbb{E}_{\rho_\pi}[c(s,a)] - \mathbb{E}_{\rho_{\pi_E}}[c(s,a)] - \psi(c) - H(\pi)$$

(1)

where $\psi(c)$ and $H(\pi)$ are the regularizations for the cost function and policy, respectively. This method can be viewed as minimizing the distance between the occupancy measure of the agent and that of the expert, where different IL algorithms use different measurement of the distance. For example, GAIL adopts the Jensen-Shannon divergence with an objective: $\text{IL}(\pi_E) = \arg \min_{\psi} \max_{D} \mathbb{E}_{\rho_{\pi}} [\log(D(s,a))] + \mathbb{E}_{\rho_{\pi_E}} [\log(1 - D(s,a))] - \lambda H(\pi)$; and GMMIL uses MMD with a pre-defined kernel

$$\text{IL}(\pi_E) = \min_{\psi} \max_{c} \mathbb{E}_{\rho_\pi} [M^2_k(\rho_\pi, \rho_{\pi_E})].$$

Maximum Mean Discrepancy

Distinguishing two distributions by finite samples is known as Two-Sample Test in statistics. One way to achieve this is to evaluate via MMD (Gretton et al. 2012), which can be viewed as feature matching in a RKHS. More details about RKHS can be found in (Berlinet and Thomas-Agnan 2011) and Appendix. Given two distributions $p$ and $q$, and a kernel $k$, let $\mathcal{H}_k$ denote the RKHS induced by kernel $k$. The square of MMD is defined as

$$M^2_k(P, Q) = \mathbb{E}_{x,x' \sim p} [k(x, x')] + \mathbb{E}_{y,y' \sim q} [k(y, y')] - 2\mathbb{E}_{x \sim p, y \sim q} [k(x, y)].$$

In practice the MMD is estimated with finite samples. Let samples $\{x_1, \ldots, x_n\} \sim p$, $\{y_1, \ldots, y_n\} \sim q$, the empirical estimation of $M^2_k(p, q)$ is $M^2_k(p, q) = \frac{1}{n} \sum_{i,j} k(x_i, x_j) + \frac{1}{n} \sum_{i,j} k(y_i, y_j) - \frac{2}{n^2} \sum_{i,j} k(x_i, y_j)$. Because of the sampling variance, $M^2_k(p, q)$ may be small even when $p$ and $q$ differs significantly. To have a stronger signal of the distance measurement, (Li et al. 2019) proposed an improvement of MMD by parameterizing the kernel with the following objective:

$$\min_{\psi} \max_{\phi} M^2_{\psi, \phi}(P, Q) \leq \min_{\psi} \max_{\phi} \mathbb{E}_{x,x' \sim p} [k_\psi(x, x')] + \mathbb{E}_{y,y' \sim q} [k_\psi(y, y')] - 2\mathbb{E}_{x \sim p, y \sim q} [k_\psi(x, y)]$$

(2)

where $k_\psi(x, x') = \mathbb{E}_\nu [\psi(h_\nu(x))^T (f_\psi(x) - f_\psi(x')])$, and $\nu \sim \mathcal{N}(0, I)$ is a standard Gaussian. Consequently, this solution consists of learning the base kernel $h_\nu(\cdot)$ and the injected function $f_\psi(\cdot)$. Recent works showed that MMD GANs with a learned kernel via $\min_{\psi} \max_{\phi} M^2_{\psi, \phi}(p, q)$ achieves better performance than that of using a fixed kernel (Li et al. 2017; Bellemare et al. 2017; Binkowski et al. 2018).

The Proposed Method

In this section, we develop an IL framework with a more expressive class of cost functions, and formulate IL as the problem of state-action distribution matching. We propose a new distance measure, denoted as MMD with variational kernel learning (MMD-VKL), and apply it to the proposed IL paradigm, resulting in variational adversarial kernel learned imitation learning (VAKLIL). We also propose two ways of parameterizing a kernel in VAKLIL, e.g., via a Gaussian kernel and a random Fourier kernel. All proofs and derivations are postponed to the appendix.

Imitation Learning with a Broader Class of Cost Functions

The cost function in existing IL algorithms are defined in a restricted function class. For example, AL considers cost functions to be linear combinations of pre-defined features; VAIL and GAIL define a sophisticated penalty over the cost function; GMMIL defines the cost function as a unit ball of a pre-defined RKHS. Intuitively, with a wider range of cost-function class, more flexible policies could be learned.
To learn over a more expressive class of cost functions, we consider the cost function class over a series of RKHS spaces:

$$C_{H_{\psi,\varphi}} = \left\{ c(s, a) = \langle c, \phi_{k_{\psi,\varphi}}(s, a) \rangle_{H_{\psi,\varphi}} \mid \forall \psi, \varphi \right\} \quad (3)$$

where $\phi_{k_{\psi,\varphi}}(s, a)$ is the feature vector, defined in a RKHS induced by kernel $k_{\psi,\varphi}$. Instead of defining the cost function in a fixed RKHS, our method spans the cost function over all RKHS spaces induced by a kernel $k_{\psi,\varphi}, \forall \psi, \varphi$.

**Theorem 1** (Bochner’s theorem (Rudin 1962)). A continuous, real valued, symmetric and shift-invariant function $k$ on $\mathbb{R}^d$ is a positive definite kernel if and only if there is a positive finite measure $p_k(\omega)$ such that $k(x - x') = \mathbb{E}_{\omega \sim p_k(\omega)}[e^{i\omega^T(x-x')}]$.

Denote a state-action pair $(s, a)$ as $x$, and further introduce a standard quadratic regularizer for the cost function $\psi(c) = \frac{1}{2} \| c \|_{H_{\psi,\varphi}}^2$. The IL objective (1) becomes

$$IL(\pi_E) = \min_{\max_{\psi,\varphi}} c(\pi, E_{x \sim \rho_{\pi_E}} \phi_{k_{\psi,\varphi}}(x) - E_{x \sim \rho_{\pi_E}} \phi_{k_{\psi,\varphi}}(x)) \mid_{H_{\psi,\varphi}} - \frac{1}{2} \| c \|_{H_{\psi,\varphi}}^2 - H(\pi)$$

$$= \min_{\max_{\psi,\varphi}} \mathbb{E}_{x \sim \rho_{\pi_E}} \left[ k_{\psi,\varphi}(x, x') \right] + \mathbb{E}_{x \sim \rho_{\pi_E}} \left[ k_{\psi,\varphi}(x, x') \right] - 2 \mathbb{E}_{x \sim \rho_{\pi_E}, x' \sim \rho_{\pi_E}} \left[ k_{\psi,\varphi}(x, x') \right] - H(\pi)$$

$$= \min_{\max_{\psi,\varphi}} \mathbb{E}_{x \sim \rho_{\pi_E}} M_{\psi,\varphi}^2(\rho_{\pi_E}) - H(\pi)$$

As a result, we reduce the standard IL with a cost function defined in (3) to the occupancy measure matching problem, using the evaluation metric of MMD with kernel learning (MMD-KL). MMD-KL is an improvement over MMDs that simultaneously learns a kernel that maximizes the MMD. Compared to GMMDL, which measures the distance using MMD with a fixed kernel, MMD-KL is shown to produce larger distance measurement between $\rho_{\pi}$ and $\rho_{\pi_E}$, hence a stronger signal to train the policy $\pi$. For more details, please see (Fukumizu et al. 2009).

The objective (4) is optimized by

- (1) Learning the kernel $k_{\psi,\varphi}$ to obtain the best measure of the distance $\max_{\psi,\varphi} M_{\psi,\varphi}^2(\rho_{\pi_E}, \rho_{\pi_E})$
- (2) Optimizing the policy $\pi$ to minimize the distance.

In kernel learning, we fix the policy $\pi$ and update the parameters $\psi, \varphi$ using gradient ascent

$$\psi = \psi + \nabla_\psi M_{\psi,\varphi}^2(\rho_{\pi_E}, \rho_{\pi_E})$$

$$\varphi = \varphi + \nabla_\varphi M_{\psi,\varphi}^2(\rho_{\pi_E}, \rho_{\pi_E})$$

until converged. In policy optimization, we firstly obtain the optimal cost function through

$$c^* = \mathbb{E}_{x \sim \rho_{\pi_E}} \phi_{k_{\psi,\varphi}}(x) - \mathbb{E}_{x \sim \rho_{\pi_E}} \phi_{k_{\psi,\varphi}}(x)$$

then optimize the policy according to

$$\arg \min_{\pi} \mathbb{E}_{x \sim \rho_{\pi}} [c(x)] - H(\pi)$$

which can be solved using any maximum entropy RL algorithms with cost $c(x) = \mathbb{E}_{x' \sim \rho_{\pi}} [k_{\psi,\varphi}(x, x')]$.

Similarly, the cost is calculated as $\hat{c}(x) = \frac{1}{N} \sum_{i=1}^{N} k_{\psi,\varphi}(x, x_i) - \frac{1}{N} \sum_{i=1}^{N} k_{\psi,\varphi}(x, y_i)$.

**Sample Efficient and Robust Imitation Learning**

The above procedure of optimizing $M_{\psi,\varphi}^2(\rho_{\pi_E}, \rho_{\pi_E})$ with kernel learning involves repeatedly (1) sampling data from distributions $\rho_{\pi}, \rho_{\pi_E}$, and (2) updating kernel parameters $\psi, \varphi$ with gradient ascent (Li et al. 2017). However, there is a trade-off in kernel learning. On the one hand, collecting trajectory samples through interacting with an environment is typically time consuming and expensive (Jeon, Seo, and Kim 2018). One way to alleviate this is to reuse the samples. On the other hand, if samples are reused, repeated updating the kernel $k_{\psi,\varphi}$ with the same samples would lead to overfitting. As a result, the optimal cost function induced from the learned kernel would not provide good signals to learn a policy. To provide a sample efficient training paradigm and to impose a regularization to penalize overfitting, we propose a novel general kernel-learning scheme within the IL framework.

**MMD with variational kernel learning**

We consider a general kernel learning problem where one learns a kernel $k_{\psi,\varphi}$ to maximize $\max_{\psi,\varphi} M_{\psi,\varphi}^2(\rho_{\pi}, \rho_{\pi_E})$ between two distributions $\rho_{\pi}$ and $\rho_{\pi_E}$. To avoid overfitting, inspired by the information bottleneck (Peng et al. 2018; Alemi et al. 2016), we constrain the information flow through the kernel. Specifically, we introduce an encoder $E$ that maps a sample $x$ to a stochastic encoding $z \sim E(z \mid x)$, and the goal is to learn an encoding $z$ that is maximally informative about the target $\max_{\psi,\varphi} M_{\psi,\varphi}^2(\rho_{\pi}, p_{\phi_E})$, and meanwhile being maximally compressive about the input samples $x$. The proposed kernel learning objective is thus

$$\max_{\psi,\varphi} M_{E,\psi,\varphi}^2(\rho_{\pi}, q_{\phi_E}) - \beta I(X, Z) \quad (5)$$

We refer to (5) the MMD with variational kernel learning, where

$$M_{E,\psi,\varphi}^2(\rho_{\pi}, q_{\phi_E}) = \mathbb{E}_{x \sim \rho_{\pi}, y \sim q_{\phi_E}} \mathbb{E}_{z \sim E(z \mid x), z' \sim E(z' \mid x')} \left[ k_{\psi,\varphi}(z, z') \right]$$

$$+ \mathbb{E}_{y \sim q_{\phi_E}, y' \sim q_{\phi_E}} \mathbb{E}_{z \sim E(z \mid y), z' \sim E(z' \mid y')} \left[ k_{\psi,\varphi}(z, z') \right]$$

$$- 2 \mathbb{E}_{x \sim \rho_{\pi}, y \sim q_{\phi_E}} \mathbb{E}_{z \sim E(z \mid x), z' \sim E(z' \mid y)} \left[ k_{\psi,\varphi}(z, z') \right],$$

and $I(X, Z)$ is the mutual information between the original samples $X$ and the encoding $z$; and $\beta \geq 0$ is a coefficient. Intuitively, the first term $M_{E,\psi,\varphi}^2(\rho_{\pi}, q_{\phi_E})$ encourages $z$ to maximize the distance between $\rho_{\pi}$ and $q$, and the second term $I(X, Z)$ encourages $z$ to ignore as much information flowing through as possible, where $\beta$ controls the tradeoff. When trained adversarially, this will make the encoding $z$ to only keep the most useful and common pattern from $x$ that can be
used to distinguish \( p \) and \( q \). Essentially, it learns an encoding \( z \) as a minimal sufficient statistics of the input samples \( x \) to maximize the distance between \( p \) and \( q \), thus is robust to overfitting. In practice, we define the encoder as
\[
E(z \mid x) = \mathcal{N}(\mu_E(x), \Sigma_E(x)).
\]
An encoding \( z \) is sampled using the reparameterization trick \( z = \mu_E(x) + \epsilon \Sigma_E^{1/2}(x) \), where \( \epsilon \sim \mathcal{N}(0, I) \) is a standard Gaussian.

It is worth noting that not all MMD with kernel learning can provide a good measurement of the distance. (Li et al. 2019; Arbel et al. 2018) showed that the MMD with kernel learning needs to be weak (i.e. \( p \xrightarrow{D} q \Rightarrow \max_{k_{\psi,\varphi}} \mathbb{E}_{p,q} \| k_{\psi,\varphi}(p, q) \|_2 \to 0 \)) to provide informative indicator of the distance. We prove that the proposed MMD with variational kernel learning is weak over the encodings \( z \) under mild assumptions used in (Li et al. 2017; Arjovsky, Chintala, and Bottou 2017).

**Theorem 2.** Assume 1) the function \( f_\epsilon(x) \) is bounded and has a common Lipschitz constant \( \sup_{\psi,\varphi} \| f_\epsilon(x) \|_L \leq L_{\varphi} < \infty; 2) \) the variance of function \( h_\psi(\nu) \) is bounded \( \mathbb{E}_\nu \| h_\psi(\nu) \|_2^2 < \infty; 3) \) and the kernel is bounded \( \sup_{k_{\psi,\varphi}} \| k_{\psi,\varphi}(x, x) \|_2 < \infty \). Let \( p' \) and \( q' \) be the encoding distributions, i.e., \( p'(z) = E(z \mid x), x \sim p \), and \( q'(z) = E(z \mid x), x \sim q \). Then \( \max_{l_{\psi',\varphi'}} \mathbb{E}_{l_{\psi',\varphi'}}(p, q) \) is continuous in the weak topology for the encodings \( z \):
\[
\max_{l_{\psi',\varphi'}} \mathbb{E}_{l_{\psi',\varphi'}}(p, q) \to 0 \iff p' \xrightarrow{D} q'.
\]

**Theorem 2** shows that \( \max_{l_{\psi',\varphi'}} \mathbb{E}_{l_{\psi',\varphi'}}(p, q) \) provides an informative indicator of the distance in the encoding \( z \). In practice, we incorporate Lipschitz constraints \( \| E \|_{L \leq 1}, \| f_\epsilon \|_{L \leq 1} \), and penalize \( \mathbb{E}_\nu \| h_\psi(\nu) \|_2^2 \) to accommodate the assumptions in Theorem 2. Let \( \lambda_h \geq 0 \) be the penalizing coefficient, the MMD with variational kernel learning is formulated as
\[
\max_{l_{\psi',\varphi'}} \mathbb{E}_{l_{\psi',\varphi'}}(p, q) \to 0 \iff p' \xrightarrow{D} q'.
\]

**Theorem 3.** Solving the IL problem by (7) is equivalent to solving a regularized IL problem with a cost function defined over the stochastic encoding \( z \sim E(z \mid s, a) \), with the cost function class being
\[
\mathcal{C}_{H_{\psi,\varphi}} = \left\{ c(s, a) = E_z \mid E(z \mid s, a) \mid c(z) \right\}.
\]

\[
\text{and the regularizations being } I(X, Z) \leq I_c, \mathbb{E}_{\nu} \left[ \| h_\psi(\nu) \|_2^2 \right] < \infty, \| E \|_{L \leq 1}, \| f_\epsilon \|_{L \leq 1}.
\]

**Theorem 4.** Let the policy \( \pi_0 \) be parameterized by \( \theta \), and \( \epsilon \sim \mathcal{N}(0, I) \). The gradient of the policy optimization in VAKLIL has the form
\[
\nabla_\theta \left( E_{s \sim p_{\pi_0}} [c(s)] - I(\pi_0) \right) - \nabla_\theta \mathbb{E}_{s \sim p_{\psi,\varphi}, z \sim E(s \mid s', a')} \left[ \phi_{k_{\psi,\varphi}}(\mu_{E}(s) + \epsilon \Sigma_{E}^{1/2}(s')) \right]
\]
\[
+ \phi_{k_{\psi,\varphi}}(\mu_{E}(s)) \mathbb{E}_{h_{\psi,\varphi}} - \nabla_\theta \mathbb{E}_{s \sim p_{\pi_0}, z \sim E(z \mid s', a')} \left[ \phi_{k_{\psi,\varphi}}(\mu_{E}(s') + \epsilon \Sigma_{E}^{1/2}(s')) \right].
\]
Figure 1: VAKLIL flow diagram. Given expert data $D_{π_E}$, a VAKLIL learns a policy $π_θ$ through iteratively: (1) Collecting sample trajectories $D_{π_θ}$ from executing policy $π_θ$; (2) Applying a stochastic encoding $E(z \mid x)$ to the samples, and then projecting the encodings $z$ to a feature vector $φ_kψ,ϕ(z)$ in a RKHS; (3) Kernel learning with parameters $(E,ψ,ϕ)$ to maximize the distance $M^2_{E,ψ,ϕ}(ρ_{π_θ},ρ_{π_E})$ between the generated samples and that of expert in the RKHS; (4) Updating the policy $π_θ$ by TRPO to minimize the cost function $c^*$ induced by the learned kernel $kψ,ϕ$.

Kernel Parameterizations

The kernel in our algorithm takes the form 

$$k_{ψ,ϕ}(x, x') = E_ν \left[ e^{ih(ψ(ν), f_ϕ(x) - f_ϕ(x'))} \right] ,$$

which involves complex exponential. To provide closed form kernel evaluations, we propose two ways of parameterizing the kernel $k_{ψ,ϕ}(x, x')$: a Gaussian kernel, and a random Fourier kernel.

Theorem 5. Let $p_k(ω) = p(ψ(ν))$ be the spectral distribution.

• 1) If $p_k(ω)$ is fixed to be $(2π)^{-d} e^{-∥ω∥^2}$, the kernel $k_{ψ,ϕ}(x, x')$ becomes a Gaussian kernel $k_ϕ(x, x') = \frac{1}{(2π)^d} \int e^{-iω(x-x')} p_k(ω) \, dω$. 

---
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Apprenticeship learning (AL) (Abbeel and Ng 2004) defines a cost function as a linear combination of pre-defined finite dimensional features $c(s, a) = w \phi(s, a)$. Optimizing the policy under such cost function is equivalent to feature matching. In our method, we use a more expressive class of cost functions defined in a series of RKHS, which implies infinite-dimension feature matching.

GAIL (Ho and Ermon 2016) and VAIL (Peng et al. 2018) match the occupancy measure of the agent to that of the expert using the JS divergence, which endows some difficult optimization problems such as gradient vanishing. Our method uses the distance measurement of MMD-VKL, which provides better signals for the policy updating. Moreover, GAIL and VAIL adopted a sophisticated constraint on cost function specially designed for deriving a GAN-like objective. While the cost function constraint in our method is more natural, and the cost function class is more expressive in the sense that it spans over all possible RKHS spaces defined by all shift-invariant kernels.

GMMIL (Kim and Park 2018) matches the state-action distribution of an agent to that of an expert using MMD with a pre-defined Gaussian kernel. In our algorithm, we match the distribution using MMD with variational kernel learning, which could provide better signal for policy optimization.
Table 2: Comparisons in terms of total reward per episode (TRPE), number of vehicles on road per unit time (minutes) (VOR), number of vehicles at home after work hours per unit time (VAH), number of vehicles at work during work hours per unit time (VAW), and the number of vehicles arriving at work on time (VOT).

| Metrics | TRPE (×10⁴) ↑ | VOR ↓ | VAH ↑ | VAW ↑ | VOT ↑ |
|---------|---------------|-------|-------|-------|-------|
| Expert  | 90.68±5.32    | 5.21±3.48 | 49.86±20.03 | 64.77±4.15 | 57.3±0.47 |
| VAKLIL-F | 79.45±16.06   | 1.15±2.67  | 9.85±9.74  | 69.39±7.48  | 74.8±1.04  |
| GAIL    | 56.70±2.69    | 0.49±1.17  | 59.92±12.10 | 37.76±4.64  | 31.7±0.85  |

GMMIL because we use an MMD with variational kernel learning to measure the distance, which is more stable and can provide better signals to train the policy than using the JS distance or an MMD with a fixed kernel.

Traffic Control

The traffic control problem in a complex transportation system contains 101 state variables and 200 action variables. Through controlling the movement of vehicles, the goal is to let people driving in a more efficient manner, such as spending less time on the road, arriving at work on time, and spending more time at work during work hours.

We apply VAKLIL-F and GAIL to the traffic control task. The results are summarized in Table 2, which indicate that the learned policy of VAKLIL-F achieves higher scores in terms of TRPE, VAW, and VOT than GAIL. By inspecting the scores, it is interesting to find that VAKLIL-F learns a policy that guides vehicles to work locations on time, and to stay at work during work hours; while GAIL learns a policy that suggests most of the vehicles staying at home.
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GMMIL because we use an MMD with variational kernel learning to measure the distance, which is more stable and can provide better signals to train the policy than using the JS distance or an MMD with a fixed kernel.

Traffic Control

The traffic control problem in a complex transportation system contains 101 state variables and 200 action variables. Through controlling the movement of vehicles, the goal is to let people driving in a more efficient manner, such as spending less time on the road, arriving at work on time, and spending more time at work during work hours.

We apply VAKLIL-F and GAIL to the traffic control task. The results are summarized in Table 2, which indicate that the learned policy of VAKLIL-F achieves higher scores in terms of TRPE, VAW, and VOT than GAIL. By inspecting the scores, it is interesting to find that VAKLIL-F learns a policy that guides vehicles to work locations on time, and to stay at work during work hours; while GAIL learns a policy that suggests most of the vehicles staying at home.

Conclusion

In this paper, we developed VAKLIL, an imitation learning algorithm which optimizes the policy with more informative signals by defining the cost function in a learnable RKHS, and is more sample efficient and robust to overfitting. We benchmark VAKLIL against existing state-of-the-art algorithms on five OpenAI Gym environment and a complex transportation environment. Empirical results showed that our algorithm outperforms related algorithms in all scenarios.
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