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ABSTRACT

The half opening angle of a Kerr black hole shadow is always equal to \((5 \pm 0.2)GM/Dc^2\), where \(M\) is the mass of the black hole and \(D\) is its distance from the Earth. Therefore, measuring the size of a shadow and verifying whether it is within this 4% range constitutes a null hypothesis test of general relativity. We show that the black hole in the center of the Milky Way, Sgr A*, is the optimal target for performing this test with upcoming observations using the Event Horizon Telescope (EHT). We use the results of optical/IR monitoring of stellar orbits to show that the mass-to-distance ratio for Sgr A* is already known to an accuracy of \(\approx 4\%\). We investigate our prior knowledge of the properties of the scattering screen between Sgr A* and the Earth, the effects of which will need to be corrected for in order for the black hole shadow to appear sharp against the background emission. Finally, we explore an edge detection scheme for interferometric data and a pattern matching algorithm based on the Hough/Radon transform and demonstrate that the shadow of the black hole at 1.3 mm can be localized, in principle, to within \(\approx 9\%\). All these results suggest that our prior knowledge of the properties of the black hole, of scattering broadening, and of the accretion flow can only limit this general relativistic null hypothesis test with EHT observations of Sgr A* to \(\lesssim 10\%\).
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1. INTRODUCTION

One of the most remarkable predictions of strong-field gravity is the existence of a region outside a black hole horizon, in which there are no closed photon orbits. All photons that venture into this region eventually cross the horizon and are removed from the observable universe. The net result is a shadow imprinted by every black hole on the emission that originates in its vicinity (Bardeen 1973; Luminet 1979).

The size of the shadow of a black hole is determined by the radius of the photon orbit in its spacetime. The radius of the photon orbit changes significantly with black hole spin, from \(3GM/c^2\) for a non-spinning black hole to \(GM/c^2\) for a maximally spinning one in Boyer–Lindquist coordinates and for a prograde photon orbit (Bardeen et al. 1972; here \(M\) is the mass of the black hole). However, because of gravitational lensing, the size and shape of the black hole shadow observed at infinity has a very weak dependence on the black hole spin or the orientation of the observer. Its radius changes from \(\sqrt{27} \approx 5.2\ M\) for a non-spinning black hole (independent of orientation) to \(4.8\ M\) for a maximally spinning one viewed pole on (see, e.g., de Vries 2000; Takahashi 2004; Bozza et al. 2006; Johannsen & Psaltis 2010; Chan et al. 2013). As a result, for a black hole of known mass and distance, identifying the presence of the shadow and confirming that its size is in the narrow range (4.8–5.2) \(M\) constitutes a null hypothesis test of the Kerr metric. Indeed, for other plausible black hole or naked-singularity metrics the size of the shadow has been shown to be significantly different (for different modifications to the Kerr metric see, e.g., Bambi & Freese 2009; Bambi & Yoshida 2010; Johannsen & Psaltis 2010; Amarića & Eiroa 2013).

Current 1.3 mm VLBI observations of the black hole in the center of the Milky Way, Sgr A* (Doeleman et al. 2008; Fish et al. 2009, 2014) and earlier theoretical expectations (e.g., Falcke et al. 2000; Özel et al. 2000), all but ensure that upcoming observations with the complete Event Horizon Telescope (EHT) will generate horizon-scale images of its accretion flow and of the black hole shadow (see, e.g., numerical simulations of Broderick et al. 2009, 2011; Dexter et al. 2009, 2010; Mościbrodzka et al. 2009, 2014; Chan et al. 2015a; Mościbrodzka & Falcke 2013). In this article, we explore the prospect of performing the general relativistic null hypothesis test discussed above using the upcoming EHT observations of Sgr A*. In this initial study, we investigate the various systematic uncertainties that arise from our incomplete prior knowledge of the properties of the black hole, of the intervening medium between the Galactic Center and the Earth, and of the astrophysical complexities that affect the measurement of the size of the black hole shadow. With these uncertainties under control, we will then be able to assess, in future work, the scatter that is introduced by the inherent uncertainties in the measurements, the incomplete coverage of the interferometric \(u–v\) plane by the EHT array, and the particular algorithms for image reconstruction that will be employed.

In Section 2, we investigate our prior knowledge of the mass \(M\) of Sgr A* and its distance \(D\) from Earth, the ratio of which determines the apparent size of the black hole shadow on the sky. We show that currently available models of the orbits of nearby stars developed by two groups using observations with Keck (Ghez et al. 2008; A. Boehle et al., private communication) and with the VLT (Gillessen et al. 2009a, 2009b) give consistent results and constrain the ratio \(M/D\) to within \(\lesssim 4\%\). This accuracy will only improve with next generation adaptive optics systems on 30 m class telescopes (Weinberg et al. 2005), with interferometric observations of stellar orbits (Eisenhauer et al. 2011), or with the discovery of a radio pulsar in orbit around the black hole (Pfahl & Loeb 2004; Liu et al. 2012; Psaltis et al. 2015b).

In Section 3, we study the inferred properties of the scattering screen between the Earth and the Galactic Center.
that blurs the image of the shadow. As demonstrated in Fish et al. (2014), blurring due to scattering takes place in the ensemble average regime (see Goodman & Narayan 1989; Narayan & Goodman 1989). As a result, the blurring effects on the image can be formally corrected for if the scattering kernel at 1.3 mm is known a priori. After collecting all the published measurements of the scattered broadened image of Sgr A*, we find that different aspects of the scattering ellipse at longer wavelengths can be inferred with a fractional accuracy in the range 3%–20%. We argue that extrapolating these results down to the 1.3 mm wavelength of the EHT observations requires a more accurate measurement of the long-wavelength scattering kerneel as well as a better understanding of the wavelength dependence of its anisotropy.

Finally, in Section 4 we investigate model independent methods to measure the shape and size of the black hole shadow from interferometric observations. We explore an edge detection algorithm based on the gradient of the image brightness that allows us to extract the shape of the shadow from the image and a pattern matching algorithm based on the Hough/Radon transform to measure the shadow properties. We apply these algorithms to our recent ray tracing calculation of GRMHD simulations and find that, in principle, the shape and size of the black hole shadow can be measured to a ~9% accuracy.

2. THE APPARENT SIZE OF THE BLACK HOLE SHADOW

General relativity predicts the size of a black hole shadow in units of the gravitational radius \( GM/c^2 \), which we will denote hereafter simply as \( M \). However, in order to compare the theoretical predictions to the observations, we need a prior knowledge of the ratio \( M/D \) of the mass of the black hole to its distance from Earth. This ratio sets the angular size of one gravitational radius on the sky of an observer.

The mass of Sgr A* and its distance from the Earth can be inferred by fitting Keplerian orbits to optical/IR observations of stars in the vicinity of the black hole (see, e.g., Ghez et al. 2008; Gillessen et al. 2009a, 2009b). These measurement are typically highly correlated. Astrometric observations of the stellar positions typically constrain the ratio \( M/D \), whereas spectral measurements of radial velocities constrain the ratio \( M/D \). When multiple such data sets are combined, the correlated errors between mass and distance stretch along the curve \( M \sim D^2 \).

In general, each study of the stellar orbits around Sgr A* leads to the two-dimensional posterior likelihood \( P(D, M) \) dDdM. For our purposes, we are only interested in the marginalized posterior likelihood over the ratio \( P(M/D)dM \). If we set \( \theta \equiv M/D \) such that

\[
\frac{d\theta}{dD} = \frac{M}{D^2}
\]  

(1)

and

\[
P(\theta, M)d\theta dM = P(D, M)dDdM
\]

(2)

then we conclude that

\[
P(\theta)d\theta = \int_M P(\theta, M)dM \frac{D^2}{M} P(D, M)dDd\theta.
\]

(3)

Using the two-dimensional posterior likelihood \( P(D, M) \) over the distance and the mass of the black hole from studies of stellar orbits, we can employ this equation to calculate the posterior likelihood over the angular size of one gravitational radius for Sgr A*.

Figure 1 shows the improvement in the inference of this angular size, as increasingly more data are incorporated for the stellar orbits. When only the astrometric orbits of the inner stellar cluster are considered (i.e., using the two-dimensional posterior likelihoods \( P(D, M) \) shown in Figure 11 of Ghez et al. 2008), the uncertainty in the angular size of Sgr A* is at the 10% level. When radial velocity data for the S2 star are also incorporated (i.e., using the equivalent of Figure 15 of Gillessen et al. 2009b but including the data for the S2 orbit, as discussed in Gillessen et al. 2009a), the angular size of one gravitational radius for Sgr A* becomes 5.12 ± 0.29 μas. Finally, when the data for the S0-38 orbit are also included (A. Boehle et al., private communication), then the angular size of one gravitational radius becomes equal to 5.09 ± 0.17 μas. This ~3%–4% uncertainty in the last measurement is comparable to the ±4% uncertainty in the predicted size of the black hole shadow, given that we currently do not have a prior knowledge of the spin of the black hole or of the orientation of its spin axis with respect to the Earth.

A number of different observations in the near future will significantly reduce the uncertainties in the above measurements. Next generation adaptive optics systems operating in 30-m class telescopes may discover stars with orbits that are closer to the black hole than the currently known S stars and that display different relativistic effects. The improved accuracy of the astrometric measurements and the detection of relativistic precession will lead to uncertainties in the inferred mass of Sgr A* and its distance that are as small as 0.1% (Weinberg et al. 2005). At the same time, the detection of
even a single radio pulsar in a sub-year orbit around Sgr A* will lead to an unprecedented fractional accuracy in the measurement of the black hole mass and distance that may be as low as $10^{-6}$ (Liu et al. 2012; see also Pfahl & Loeb 2004; Psaltis et al. 2015b).

### 3. THE SCATTERING SCREEN

The long-wavelength images of Sgr A* are much larger than expected for the emission from the accretion flow and their size depends on wavelength in a manner that is consistent with their being scatter-broadened by the interstellar medium (see Figure 2, Bower et al. 2006, and references below). At the 1.3 mm wavelength of the EHT observations, the size of the scattering Kernel is expected to be of the order of 22 mas which is approximately one-fourth of the size of the black hole shadow. The effect of scattering is to smooth the underlying image structure at scales smaller than the size of the Kernel, potentially masking and blurring the edges of the shadow.

Fish et al. (2014) argued that scatter broadening toward Sgr A* takes place in the ensemble average regime (Goodman & Narayan 1989; Narayan & Goodman 1989) and is therefore deterministic. Recent observations of refractive substructure at larger wavelengths (Gwinn et al. 2014), however, clearly suggest that the averaging over the scattering ensemble is incomplete and a subsequent theoretical study (Johnson & Gwinn 2015) demonstrated that this substructure is not quenched by the presence of an extended source. Nevertheless, if data from many epochs and hence from many realizations of the scattering ensemble are added, the effect of scatter broadening can be considered as taking place in the ensemble average regime.

Formally speaking, scatter broadening in this regime causes the amplitudes of the observed interferometric visibilities to be reduced by a real factor that is equal to the Fourier transform of the scattering kernel. If we have good prior knowledge of the scattering kernel, we can then easily correct for the blurring effects of scattering. Fish et al. (2014) explored different avenues of deblurring (direct or with Wiener filters) and demonstrated their efficiency with mock EHT data. They also considered the formal uncertainties in the measurement of the scattering kernel properties (as reported by Bower et al. 2006) and their effect on the results of the deblurring algorithms.

In this section, we explore the systematic uncertainties in the measurements of the properties of the scattering kernel. This is important for a number of reasons, which we discuss below.

Measurements of the scattering kernel properties need to be done at relatively long wavelengths, for which the size of the source is much smaller than the size of the kernel. Recent observations found evidence for arcsecond substructure in the images of Sgr A* at wavelengths as large as 1.3 cm (Gwinn et al. 2014). This is corroborated by the measured deviation of the wavelength dependence of the scattering kernel from the theoretical expected scaling of $\lambda^2$ at comparable wavelengths, as we show in Figure 3 below (see also Falcke & Markoff 2013). As a result, the properties of the scattering kernel need to be measured at wavelengths as large as 10–20 cm and then extrapolated down to the 1.3 mm wavelength of the EHT. This extrapolation by two orders of magnitude runs the risk of amplifying even minor systematic errors that are unaccounted for.

The large dynamical range of the extrapolation becomes even more important when we consider the fact that the measured scattering kernel toward Sgr A* is highly anisotropic. It is often modeled in terms of an ellipse, with a $2:1$ axis ratio and a major axis that is oriented primarily along the E–W axis on the sky (see Section 3.1 below). The origin of the anisotropy is widely believed to be related to large-scale magnetic fields in the turbulent interstellar medium, the statistical properties of which determine both the axis ratio of the scattering ellipse and its orientation (see, e.g., Chandran & Backer 2002). These two quantities may not remain constant, as is currently assumed, when the wavelength changes by over two orders of magnitude. A theoretical investigation of this issue is necessary to make progress but is beyond the scope of the present work.

Our goal in this section is to explore the wavelength dependence of the properties of the scattering kernel toward Sgr A* and infer the level of existing systematic differences between the various measurements across the mm-to-cm spectrum.

#### 3.1. Observational Constraints

Tables 1–3 summarize the published measurements of the image size of Sgr A* in the mm-to-cm range, for which the data quality was sufficient to detect an elliptical (as opposed to a circular) image. We only consider measurements at wavelengths larger than 0.7 mm, as source structure is clearly seen at 1.3 and 3 mm (Doeleman et al. 2008; Bower et al. 2014). For most wavelengths, there has been only one measurement reported, which is what we include. For some wavelengths, more than one measurements have been carried out; in these cases, as we explain below, we chose the result of the most recent publication (when the same data were analyzed more than once) or the one with the smallest reported uncertainties (which is often the most recent, as well).

In particular:

(i) At 20.9 cm, we chose the measurement reported in Bower et al. (2006), as opposed to the one in Yusef-Zadeh et al.
Figure 3. (Left) Ratio of the measured (top) major axis and (middle) minor axis to the square of the wavelength, as a function of the observed wavelength. (Bottom) The position angle of the scattering ellipse, as a function of the observed wavelength. In each panel, the filled circles denote the data points that were used in inferring the average properties of the scattering screen; the colored bands show the 68% posterior likelihood range of parameters of the scattering screen. (Right) The two-dimensional posterior likelihoods of the three parameters shown on the left panels. In all three cases, the systematic uncertainties are assumed to be described by a Gaussian distribution with a given centroid (plotted along the y-axis) and dispersion (plotted along the x-axis). The most likely values of the centroid and dispersion are denoted by a filled circle in each panel, whereas the 68% and 95% contours are also shown as continuous lines.
(1994), because the latter has a very large reported uncertainty in the measurement of the minor axis of the ellipse.

(ii) At 3.5 cm, six measurements have been reported: Lo et al. (1985), Jauncey et al. (1989), Lo et al. (1993), Bower et al. (2004), Shen et al. (2005; this study included analysis of all previous VLBA observations between 1994 and 2004) and Bower et al. (2014); all of these results are statistically consistent with each other. We chose the measurement reported in Shen et al. (2005) as representative of this wavelength.

(iii) At 2 cm, we chose the measurement reported in Shen et al. (2005), as opposed to the one in Bower et al. (2004), because of the large uncertainty in the measurement of the size of the minor axis in the latter study.

(iv) At 1.35 cm, five measurements have been reported: Lo et al. (1993), Alberdi et al. (1993; which were analyzed again by Marcia et al. 1999 to correct an error), Bower et al. (2004), Shen et al. (2005; this study included analysis of all previous VLBA observations between 1994 and 2004), and Lu et al. (2011). In the last study, 10 individual measurements were obtained over the course of 10 days. The results of these measurements are listed in Table 2 and for each quantity, they are statistically consistent with each other. We combined them, according to the method discussed in Appendix A, assuming that they are all drawn from the same underlying δ-function distribution. We obtained 2.56 ± 0.01 arcsec, 1.44 ± 0.04 arcsec, and 79.5° ± 0.4° as the most likely values of the major axis, minor axis, and position angle, respectively. These values are consistent with the earlier, less accurate results of Lo et al. (1993), Marcia et al. (1999), Bower et al. (2004) and Shen et al. (2005).

(v) At 0.7 cm, four sets of measurements have been reported: Bower et al. (2004), Shen et al. (2005), Lu et al. (2011), and Akiyama et al. (2013). All measurements are statistically consistent with each other. However, since each data set comprises several (up to 10) observations each, it remains a possibility that, when the data from each study are statistically combined, as described in Appendix A, then systematic
differences between studies will be revealed. In order to explore this, we focused on the studies of Shen et al. (2005) and Lu et al. (2011) and combined the data assuming that, for each study, all measurements were drawn from the same underlying $\delta$-function distribution. For the measurements of Shen et al. (2005), we obtained $0.722 \pm 0.002$ mas, $0.398 \pm 0.014$ mas, and $80.70 \pm 0.6$ for the major axis, minor axis, and position angle, respectively. For the measurements of Lu et al. (2011), we obtained $0.713 \pm 0.004$ mas, $0.399 \pm 0.021$ mas, and $82.0 \pm 0.6$ for the same quantities. Both sets of measurements are statistically consistent with each other, with similar uncertainties. Even though we will not be using measurements at this wavelength to quantify the degree of scattering in the image of Sgr A*, we will display in the following figures the results obtained from the measurements of Lu et al. (2011).

Of the various measurements included in Table 1, those of Bower et al. (2004, 2006) were performed using closure amplitude techniques, whereas the remaining followed the standard self-calibration approach. The latter was criticized by Bower et al. (2014) as being heavily dependent on the input model, underestimating true errors. This might be explained by the fact that the various measurements are often not statistically consistent with each other. However, in our inference of the systematic uncertainties in our prior knowledge of the scattering screen, we use predominantly the measurements performed using closure amplitude techniques.

Figure 2 shows the observed dependence on wavelength of both the major and minor axis dimensions of the scattering ellipse toward Sgr A*. As expected, they both show roughly a $\lambda^2$ scaling. In order to quantify this behavior and infer the level of systematic uncertainties in the measurements, the left panels in Figure 3 show the ratio of the measured major and minor axes of the scattering ellipse to the square of the wavelength of each observation as well as the position angle of the ellipse as a function of wavelength. It is clear from these figures that the various measurements are not statistically consistent with each other, with a level of systematic uncertainty that is larger than the reported formal uncertainties.

It is well understood that, at short wavelengths, the deviation of the scattering law from the expected $\lambda^2$ dependence is caused by the fact that the intrinsic size of Sgr A* is comparable to or larger than that of the scattering ellipse. On the other hand, at the largest wavelengths, the size of the scattering ellipse is so large that the image of Sgr A* is blurred together with that of the surrounding emission that has significant structure.

The first goal of this exercise is to identify a dynamical range of wavelengths in which the ratio of the major or minor axis to the square of wavelength remains approximately constant. Figure 3 demonstrates that finding such a range is rather non-trivial. In order to make progress, we chose to use the measurements with wavelengths in the range $3 \mathrm{cm} < \lambda < 30 \mathrm{cm}$ and assign any deviation from the expected $\lambda^2$ dependence to the budget of systematic errors.

We combined the data in this wavelength range using the procedure discussed in Appendix A. We assumed that all the measurements of each property (i.e., the major axis, the minor axis, and the position angle) were drawn from a Gaussian distribution, the widths of which quantifies the degree of systematic uncertainties. We then obtained the posterior likelihoods over the centroid and dispersion of each Gaussian, which allow us to quantify the most likely value and the systematic errors in each measurement. The results are shown in the right panels of Figure 3. It is important to emphasize here that the sizes of the two axes and the position angles of the ellipse are not independent measurements. However, due to an absence of additional information that would allow us to quantify the degree of correlation between the two measurements, we assumed that they are independent in this statistical study (Bower et al. 2004, 2014 performed a detailed analysis of the correlated uncertainties for some of the wavelengths used here).

As expected from the visual inspection of the left panels of Figure 3, the inferred dispersions of the three Gaussians are not consistent with zero, indicating the presence of significant systematic uncertainties. Marginalizing over the two-dimensional likelihoods shown in the right panels of Figure 3, as discussed in Appendix A, leads to the following measurement of the properties of the scattering ellipse toward Sgr A*:

\[
\begin{align*}
\text{major axis size} & = 1.32 \pm 0.04 \text{ mas} \\
\text{minor axis size} & = 0.82 \pm 0.21 \text{ mas} \\
P.A. & = 77.8 \pm 9.7 \text{ degrees}.
\end{align*}
\]

The fractional uncertainties in the inferred size of the major axis of the scattering ellipse are only $\sim 3\%$. However, the fractional uncertainties in the minor axis size and in the position angle are $\sim 25\%$ and $\sim 12\%$, respectively. The primary reason for these large uncertainties is the fact that most measurements were done with interferometric arrays that have a good coverage along the E–W orientation but a poor coverage perpendicular to it. Additional observations with better coverage in the N–S orientation and a theoretical understanding of the wavelength dependence of the axis ratio and the position angle of the scattering ellipse will be crucial in reducing the level of these systematic uncertainties.

4. MEASURING THE PROPERTIES OF THE BLACK HOLE SHADOW

In its original conception, the black hole shadow was calculated under the assumption of back illumination of a black hole by a bundle of photons in parallel trajectories that originated in the far infinity (Bardeen 1973). In this case, the trajectories of photons that enter inside the photon radius are gravitationally bent toward the black hole horizon and never reach the distant observer.

In the realistic case of a mm image of an accreting black hole, such as Sgr A*, the situation is, of course, different, because the majority of photons originate very close to the location of the photon orbit, in all directions. Nevertheless, if the emission is optically thin, as it is expected to be at mm wavelengths for Sgr A*, simulations have repeatedly shown that a shadow will be imprinted on the image of the accretion flow, (see, e.g., Jaroszyński & Kupriewski 1997; Falcke et al. 2000; Broderick et al. 2009, 2011; Dexter et al. 2009, 2010; Mościbrodzka et al. 2009, 2014; Chan et al. 2015a; Mościbrodzka & Falcke 2013). Within the shadow, the brightness of the image is suppressed by at least an order of magnitude, while the outline of the shadow is surrounded by a bright photon ring (see Figure 4).

In principle, comparing a detailed model for the emission properties of the accretion flow around Sgr A* to EHT
observations will lead to a measurement of the size and shape of the shadow imprinted by the black hole. However, predicting the details of the brightness profile of the image of the accretion flow that surrounds the black hole shadow beyond its gross properties is not feasible for two reasons.

The first reason is related to our current understanding of accretion physics. In all available analytical and numerical models of the Sgr A* emission, the thermodynamic properties of the electrons are incorporated in a highly simplified and ad hoc fashion (see, e.g., all the references cited above). Quantities such as the energy distribution of electrons and the ratio of electron to ion temperatures are often taken to be constant in time and across different regions of the accretion flow, even though neither of the two assumptions are expected to be correct in detail.

The second reason is related to the expected and observed variability of the emission from Sgr A*. The inner accretion flow is by its nature highly turbulent and variable. As a result, even if we had a highly predictive model for the thermodynamic properties of the plasma, it would still be extremely unlikely that any realization of the model would match the details of any particular snapshot of the observations (Chan et al. 2015b). This would be equivalent to having a model of cloud formation in the Earth’s atmosphere and trying to fit cloud shapes to pictures of the sky.

Because of these two reasons, inferring the properties of the black hole shadow as a by-product of fitting accretion flow images to the EHT observations is not expected to be accurate. Any naive posterior likelihood analysis will direct the model parameters toward minimizing the variance between the observations and the incomplete models in the high intensity regions of the image and not toward accurately reproducing the shape and size of the black hole shadow.

Our goal here is to study null-hypothesis tests of modified gravity with EHT observations of the black hole shadow around Sgr A*. In order to achieve this, we need a procedure to analyze the EHT data that focuses on directly measuring the properties of the shadow in a manner that is not seriously affected by our inability to predict the brightness profile of the rest of the image. Indeed, the shape and size of the black hole shadow depend only on the properties of the spacetime and can be predicted to very high accuracy without being affected by the complexities of modeling the accretion flow. (This is true unless the shadow is completely obscured by intervening plasma or there is no background emission in the accretion flow on which the shadow can be cast.) As discussed in detail below, the expected sharpness of the shadow allows us to devise a procedure to measure accurately the properties of the shadow is based on edge-detection schemes in image processing.

The sharpness of the shadow, i.e., the length scale over which the image brightness declines, depends primarily on the profile of photon emission within the flow and the velocity field. In order to explore realistic profiles of the emission across the black hole shadow, we use the results of recent ray-tracing calculations on GRMHD simulations reported in Chan et al. (2015a). The parameters of these models were chosen so that model predictions agree with the spectroscopic measurements and the 1.3 mm image size of Sgr A*. In Chan et al. (2015a), we identified five successful models with different black hole spins, orientations of the observer, and physical assumptions for the thermodynamic state of the plasma in the accretion flow and in the jet. As a working example, we first use here the results of the a9SANE simulation that corresponds to a black hole spinning at 90% of the maximum spin rate, observed at 60° from its spin axis (see Chan et al. 2015a for a more detailed discussion of this and other similar simulations and Psaltis et al. 2015a for the choice of parameters).
As Figure 4 shows, the rim of the shadow is not sharp at the equatorial plane of the accretion flow—where there is significant emission originating in the front side of the black hole—and toward the Doppler boosted part of the emission. On the other hand, the rim is significantly sharper away from the equatorial plane and toward the Doppler deboosted part of the emission, with the brightness of the image dropping from its maximum to its minimum value over a displacement of $\lesssim 1 \, M_{\text{sun}}$, producing a well defined edge.

There exist several techniques in image processing for detecting sharp features (edges) in a model-independent fashion. Of these, two algorithms are particularly well suited for images obtained with interferometers: gradient methods (e.g., Marr & Hildreth 1980; Canny 1983) and phase congruency methods (e.g., Kovesi 1999). The gradient method has already been applied successfully to interferometric images to quantify the properties of the turbulent structure of the interstellar magnetic field (Gaensler et al. 2011). We will discuss here the gradient method and explore the phase congruency method in a future publication.

4.1. Shadow Detection with Image Gradients

In the gradient method of edge detection, our aim is to generate an image not of the specific intensity of the source $I(\alpha, \beta)$, where $\alpha$ and $\beta$ are Cartesian coordinates on the observer’s sky, but rather of the magnitude of the gradient of the specific intensity $|\nabla I(\alpha, \beta)|$. By construction, the image of the magnitude of the gradient will have local maxima at the locations of the steepest gradients, which, in the case of the expected EHT images, will coincide with the outline of the back hole shadow.

The magnitude of the gradient of the specific intensity is given by

$$|\nabla I(\alpha, \beta)| = \left[ \left( \frac{\partial I}{\partial \alpha} \right)^2 + \left( \frac{\partial I}{\partial \beta} \right)^2 \right]^{1/2}. \tag{5}$$

For an image reconstructed from interferometric observations, each partial derivative can be easily calculated from the complex visibilities $V(u, v)$ using the van Cittert–Zernike theorem as, e.g.,

$$\frac{\partial I}{\partial \alpha} = \frac{2\pi i}{\lambda} \int du \int dv \, u V(u, v) e^{2\pi i (u \alpha + v \beta) / \lambda}. \tag{6}$$

The above equations show that, in principle, generating a gradient image requires adding in quadrature two images constructed after multiplying first the complex visibilities by $iu$ and $iv$, respectively. In practice, the construction of a gradient image requires special care since the gradient operator in the $u-v$ plane will amplify the measurement errors in the largest baselines. This can be mitigated by designing an optimal high-frequency filter that will suppress the noise without unnecessarily sacrificing resolution. Moreover, the image reconstruction techniques that will be used need to employ priors that do not penalize narrow features, as is commonly done (see, e.g., Berger et al. 2012). In this paper, we consider only the principles of this approach, assuming no uncertainties and perfect coverage of the $u-v$ plane. In a follow-up paper, we will address the issues related to applying this approach to realistic EHT data.

Figure 5 shows the magnitude of the gradient of the accretion flow image shown in Figure 4 on the two-dimensional image plane of a distant observer as well as along three cross sections delineated by dashed lines. As expected, the steepest gradients and hence the brightest points in the
gradient image occur at the rim of the black hole shadow, with a notable exception near the equatorial plane (see also Figure 4). A second, fainter and larger rim appears at the outer edge of the image.

Having obtained a gradient image in which the rim of the black hole shadow appears as the most discernible feature, we can now employ a pattern matching algorithm in order to determine the shape and size of the shadow. We will explore here the Hough transform (Duda & Hard 1972), and in particular, we will follow the spirit of the closely connected Radon transform that allows for a probabilistic description of its results. This is crucial for our purposes because not only do we want an algorithm to measure the properties of the black hole shadow but we also want to assess the statistical significance of the results.

As discussed earlier, in general relativity, the outline of the black hole shadow depends on only two parameters: the black hole spin and the inclination of the observer. In principle, we can extract both these parameters using the pattern matching technique outlined below. In practice, however, the shape and size of the shadow have a very weak dependence on these parameters (±4%, see, e.g., Takahashi 2004; Bozza et al. 2006; Johannsen 2013). Moreover, the uncertainties in the prior knowledge of the astrophysical complexities discussed in the previous section are comparable to or larger than the range of shadow sizes predicted for the Kerr metric. As a result, we will primarily be able to test whether the properties of the shadow agree with the general relativistic predictions and the Kerr metric rather than measure the spin of the black hole and the orientation of the observer. This is why we consider this approach a general relativistic null hypothesis test.

4.2. Shadow Pattern Matching with the Hough/Radon Transform

The Hough transform is a pattern matching technique used in computer vision to extract the properties of parametric curves based on an incomplete set of measurements of their outlines (Duda & Hard 1972). It is usually applied to a processed image, in which edges have been enhanced, as is the case of the gradient image discussed above.

If we denote by α and β the two Cartesian coordinates on the image plane of a distant observer, and without a lack of generality, assume that the α axis is parallel to the E–W direction and pointing toward the east, then the goal of the Hough transform is to identify the parameters of all curves of the form

$$C(\alpha, \beta; M) = 0$$

that best match the edge structures of the image. In this expression, we used the vector M to denote the collection of parameters that are necessary to describe each curve. For convenience, we will also denote the gradient image by

$$\nabla C(\alpha, \beta; M) = 0$$

In the traditional Hough transform (albeit generalized to allow for curves that are not simply line segments), one generates the Hough accumulators (or Hough histograms) for each set of model parameters by counting all the pixels on the gradient image that lie along the corresponding curve for which the magnitude of the gradient is larger than a threshold, which we will call $G_0$. In other words, the Hough accumulators are

$$\mathcal{H}(M) = \sum_{\alpha, \beta} \begin{cases} 1, & \text{if } C(\alpha, \beta, M) = 0 \text{ and } G(\alpha, \beta) > G_0 \\ 0, & \text{otherwise} \end{cases}$$

We can trivially generalize this definition to non-pixelized images by making use of the δ- and the Heaviside functions (H) such that

$$\mathcal{R}(M) = \int d\alpha \int d\beta [C(\alpha, \beta, M)]H[G(\alpha, \beta) - G_0].$$

This last expression is the Radon transform, which is closely related to the Hough transform and allows for a probabilistic description of the result in terms of possible Bayesian priors (see, e.g., Pereira Vasconcelos 2003; Bonci et al. 2005). In understanding the results of the Radon transform, special care needs to be taken in addressing the effects of incomplete sampling and discretization of the gradient image (see discussion in Pereira Vasconcelos 2003 and references therein).

In order to apply the Hough/Radon transform (10), we need a functional form for the shape of the black hole shadow in terms of the model parameters. In general relativity and for the Schwarzschild metric, the shape of the black hole shadow is a circle. For the Kerr metric, the shape of the shadow is known in the form of a parametric analytic equation that, as expected, depends on only two quantities: the black hole spin $a$ and the inclination of the observer $\theta_o$ (Bardeen 1973; Chandrasekhar 1983). If we denote by $\alpha'$ and $\beta'$ two orthogonal angular coordinates on the image plane of a distant observer with $\alpha'$ perpendicular to the spin axis of the black hole, the parametric form of the shadow can be written as

$$\alpha'(r) = -m \frac{a^2(r + 1) + (r - 3)r^2}{a(r - 1)} \csc \theta_o$$

$$\beta'(r) = \pm m \frac{1}{a(r - 1)} \left[ a^2(r - 1)^2 \cos^2 \theta_o + a(r - 1) \left[ a^2(r + 1) + (r - 3)r^2 \right] \cot^2 \theta_o - r^3 \left[ (r - 3)^2 r - 4a^2 \right] \right]^{1/2}.$$ (11)

(Note some typos in Bardeen 1973, which were corrected in Chandrasekhar 1983.) In these equations, the angular coordinates have been normalized to the opening angle of one gravitational radius of a black hole of mass $M_{\text{BH}}$ positioned at a distance $D$ away from the observer, i.e., for

$$m = \left( \frac{GM_{\text{BH}}}{Dc^2} \right).$$

This is the quantity for which we have prior knowledge for Sgr A*, as discussed in Section 2.

The parameter $r$, which corresponds to the coordinate radii of the orbits of the critical trajectories in units of $M_{\text{BH}}$, takes values in the range $r_{\text{ph}}^- < r < r_{\text{ph}}^+$ where $r_{\text{ph}}^\pm$ are the coordinate radii of the corotating and counter rotating equatorial photon orbits, i.e.,

$$r_{\text{ph}}^\pm = 2 \left\{ 1 + \cos \left[ \frac{2}{3} \cos^{-1}(\pm a) \right] \right\}.$$ (13)
Of course, the primed coordinate system, which is centered on the black hole, need not be centered on or aligned with the coordinate system on the image plane of the observer. If we denote by $\alpha_0$ and $\beta_0$ the horizontal and vertical displacements between the origins of the two coordinate systems and by $\phi$ the angle of rotation between the two frames (measured in degrees N of E) then the parametric form of the rim of the black hole shadow on the coordinate system of the observer becomes

$$
\alpha(r) = \alpha_0 + \alpha'(r) \cos \phi + \beta'_e (r) \sin \phi \\
\beta_e(r) = \beta_0 + \alpha'(r) \sin \phi + \beta'_e (r) \cos \phi .
$$

(14)

We can now use this parametric form in order to convert the surface integral of the Hough/Radon transform (10) to a contour integral over the parametric curve as

$$
R(\alpha_0, \beta_0, \phi, m, a) = C \int_{\theta_{\text{min}}}^{\theta_{\text{max}}} \frac{ds}{dr} dr \\
\left\{ H[ G(\alpha, \beta_+) - G_0 ] + H[ G(\alpha, \beta_-) - G_0 ] \right\},
$$

(15)

where the expression for the derivative of the path length with respect to the parameter $r$, i.e.,

$$
\frac{ds}{dr} = \left[ \left( \frac{d\alpha}{dr} \right)^2 + \left( \frac{d\beta}{dr} \right)^2 \right]^{1/2}
$$

(16)

is given in Appendix B. Of course, the contour integral along a curve will be proportional to its circumference. In order not to apply different weights to curves that have different circumferences, we have also normalized the Radon transform by the circumference of each curve, i.e.,

$$
C^{-1} \equiv \int_{\theta_{\text{min}}}^{\theta_{\text{max}}} \left( \left( \frac{d\alpha}{dr} \right)^2 + \left( \frac{d\beta}{dr} \right)^2 \right)^{1/2} dr.
$$

(17)

The Radon transform evaluated for each set of model parameters measures the fractional length along the circumference of each curve on which the gradient has a magnitude larger than the prescribed threshold.

Naturally, this is not the only choice for the transform. If we have a measure of the statistical uncertainty $\sigma_G$ in the measurement of each gradient, we can replace the Heaviside function with the posterior likelihood that a particular measurement is significant, i.e., with the error function, as

$$
R(\alpha_0, \beta_0, \phi, m, a) = C \int_{\theta_{\text{min}}}^{\theta_{\text{max}}} \frac{ds}{dr} dr \\
\left\{ \text{erf} \left[ \frac{G(\alpha, \beta_+)}{\sqrt{2} \sigma_G} \right] + \text{erf} \left[ \frac{G(\alpha, \beta_-)}{\sqrt{2} \sigma_G} \right] \right\},
$$

(18)

Finally, given that we expect the black hole shadow to generate the strongest gradients in the intensity of the image, we can introduce an additional weight to the Radon transform as

$$
R(\alpha_0, \beta_0, \phi, m, a) = C \int_{\theta_{\text{min}}}^{\theta_{\text{max}}} \frac{ds}{dr} dr \\
\left\{ G(\alpha, \beta_+) \text{erf} \left[ \frac{G(\alpha, \beta_+)}{\sqrt{2} \sigma_G} \right] + G(\alpha, \beta_-) \text{erf} \left[ \frac{G(\alpha, \beta_-)}{\sqrt{2} \sigma_G} \right] \right\}
$$

(19)

Each of these definitions have different strengths but also lead to Radon transforms that obey very different statistics.

It is important to emphasize here that the interferometric measurements of the gradients across the image will not be uncorrelated and will not obey simple Gaussian statistics. Indeed, given that the measurements are performed in the $u-v$ plane, all inferred gradients in the image plane will be highly correlated. Such correlations are not detrimental to our pattern matching algorithm, which only requires identifying the largest, statistically significant gradients on the image plane and does not depend strongly on the actual value or uncertainty of each gradient. Nevertheless, identifying the optimal definition of the Hough/Radon transform for our purposes and exploring its statistical properties are necessary and can be done within the context of mock simulated observations. This is beyond the scope of the current work and will be explored in a future article.

The parametric expressions (14) for the black hole shadow are valid only for non-zero values of the black hole spin. In the special case of a Schwarzschild black hole, the rim of the shadow is a circle with an apparent radius of $3\sqrt{3}m$, independent of the orientation of the observer. In order to account for this special case, we also need a different expression for the Radon transform. The parametric equation for rim of the shadow on the image plane of the observer become

$$
\alpha(\Omega) = \alpha_0 + 3\sqrt{3}m \cos \Omega
$$

(20)

$$
\beta_{\pm}(\Omega) = \beta_0 \pm 3\sqrt{3}m \sin \Omega,
$$

(21)

with $0 \leq \Omega < \pi$. The Radon transform, in this case, then simply becomes a function of the three model parameters

$$
R(\alpha_0, \beta_0, m) = \frac{1}{2\pi} \int_{0}^{\pi} d\Omega \left\{ H\left[ G(\alpha, \beta_+) - G_0 \right] + H\left[ G(\alpha, \beta_-) - G_0 \right] \right\}.
$$

(22)

For the examples in this paper, we will use this last version of the Radon transform, i.e., assuming that the size of the black hole shadow is always circular and equal to that of a Schwarzschild black hole. This is justified given the weak dependence of the black hole size on black hole spin and observer inclination (see, e.g., Chan et al. 2013) and the approximations regarding the observations that we will employ below. It is worth emphasizing, however, that there is no inherent difficulty in employing the complete form of the Radon transform and marginalizing over the spin of the black hole and the inclination of the observer.

The Hough/Radon transform (22) is a three-dimensional function of the model parameters $\alpha_0$, $\beta_0$, and $m$. Two of them are nuisance parameters (the coordinates of the center of the image), whereas the third parameter $m$ is the one of interest. The top panel of Figure 6 shows a cross section of the three-dimensional Hough/Radon transform for the gradient image of Figure 5. The vertical dashed line corresponds to the known opening angle (in units of $GM/Dc^2$) of the black hole shadow.

The bottom panel of Figure 6 shows the Hough/Radon transform, along a cross section of the parameter space that corresponds to $\alpha_0 = \beta_0 = 0$, i.e., for curves centered at the known center of the black hole shadow. The peak occurs at the expected size of the black hole shadow and its HWHM is approximately equal to 9%. This is the limiting accuracy with
which the sharp gradient at the rim of the shadow can be localized, based on the most likely properties of the plasma emission in the vicinity of Sgr A*, as inferred from our GRMHD simulations.

The particular simulation that we have used in the previous example shows a prominent shadow that shapes the brightness distribution of the images of the accretion flow. Is it possible, of course, that the images are dominated instead by bright spots with very weak evidence for the sharp gradients at the rim of the black hole shadow. This is true, e.g., for images dominated by emission from the footpoints of the jets and shows only a very weak black hole shadow. (Bottom) A cross section of the Radon transform for black hole shadows centered at the known location of the black hole shadow. The narrow prominent peak is centered at the expected opening angle for the simulated black hole, shown as a vertical dashed line, and has a fractional FWHM of 9%. In both panels, all quantities are normalized to the ratio $GM_{\text{BH}}/D_c^2$.

Figure 6. (Top) Two-dimensional cross section of the Radon transform of the image shown in Figure 4 on the plane of the parameter space that comprises the opening angle of the shadow and the horizontal location of the center of the black hole shadow when the vertical location of the center of the shadow is set to zero ($\beta_0 = 0$). (Bottom) A cross section of the Radon transform for black hole shadows centered at the known location of the black hole shadow. The narrow prominent peak is centered at the expected opening angle for the simulated black hole, shown as a vertical dashed line, and has a fractional FWHM of 9%. In both panels, all quantities are normalized to the ratio $GM_{\text{BH}}/D_c^2$.

Figure 7. (Top) Simulated image for a MAD accretion flow around Sgr A* (a MAD simulation in Chan et al. 2015a). This image is dominated by emission from the footpoints of the jets and shows only a very weak black hole shadow. (Bottom) A cross section of the Radon transform for this image, for a pattern centered at the known location of the black hole shadow. When the emission pattern, or other astrophysical complications, do now allow for a significant fraction of the black hole shadow to become prominent, the Radon transform is inconclusive and does not lead to a biased measurement of the shadow properties.

The intervening plasma might be blocking partially or fully the shadow and/or other structures, such as gravitationally lensed images of sheared flux tubes (see, e.g., Figure 9 of Chan et al. 2015b), might be mistaken for the shadow outline. In the latter case, such structures would be very short-lived and repeated applications of the technique discussed here to images observed at different epochs should be able to filter against them. In the former case, however, it is important to show that the Radon transform of the gradient image will not lead to a biased measurement of the shadow properties.

The Radon transform becomes highly peaked only if sharp image gradients appear along a significant fraction of the pattern that is searched for. If the image shows shallower
gradients along patterns that do not follow the expected outline of a Kerr shadow, then the Radon transform will not lead to a statistically significant measurement. To demonstrate this, Figure 7 shows the time-averaged image of the aOMAD simulation of Chan et al. (2015a), which is dominated by emission at the footpoints of the jet. The Radon transform of the gradient image in this case is very broad and inconclusive on whether the black hole shadow has been detected or not. Determining the properties of the shadow from an image such as the one shown in this figure would be very challenging. Nevertheless, the advantage of the Radon transform is that it does not pick an erroneous value for the opening angle of the shadow but simply remains inconclusive. Astrophysical complexities might prohibit but will not bias a null hypothesis test of general relativity, as the one we discuss here.

5. CONCLUSIONS

The anticipated EHT observations of the black hole shadow in Sgr A* will provide some of the strongest astrophysical evidence for the existence of black holes in the universe and a direct observation of the effects of strong-field gravitational lensing. In this paper, we explored the prospect of performing a qualitative test of general relativity using these observations in a manner that does not depend on the complex modeling of the accretion flow. In particular, we investigated the prospect of verifying the general relativistic prediction for the half opening angle of the black hole shadow in the Kerr metric, which is expected to be within 4% of $5GM/Dc^2$, for all black hole spins and orientations of the distant observer.

Performing this null-hypothesis test requires four distinct steps. First, the theoretical prediction for the linear size of the black hole shadow needs to be converted to an angular size on the observer’s sky. This requires prior knowledge of the mass-to-distance ratio for Sgr A*, which is currently known to an adequate accuracy ($\sim 4\%$) from monitoring of stellar orbits. Future observations with next-generation adaptive optics in 30 m class telescopes will reduce this uncertainty to less than one part in a thousand (Weinberg et al. 2005), effectively removing it from the error budget of the test. Second, the blurring effects of scattering in the turbulent interstellar medium need to be removed in order for the sharp black hole shadow to be easily distinguishable from the surrounding emission. Current observations suggest that the measurements of the scattering kernel need to be performed at large wavelengths (10–20 cm) and then extrapolated down to the 1.3 mm wavelength of EHT observations. Even though current measurements of the properties of the scattering ellipse at 10–20 cm are accurate to 3%–20%, extrapolating them requires a theoretical model for the wavelength dependence of scattering induced blurring in anisotropic turbulence. This is the most severe current theoretical limitation in the null hypothesis test of general relativity that we propose here.

Third, the rim of the black hole shadow needs to be identified in the interferometric images in a manner that does not depend on our prior knowledge and modeling of the accretion flow. We explored here an edge detection algorithm that identifies the black hole shadow with the location of the sharpest gradients in the brightness image. Similar algorithms based on phase congruency are also likely to be applicable. Applying such algorithms directly to EHT data requires a detailed study of the statistics of the measured gradients, which will be highly correlated and non-Gaussian.

Fourth, a pattern matching algorithm needs to be applied to the gradient images that will measure the properties of the black hole shadow and in particular its opening angle. To this end, we investigated a variant of the Hough/Radon transform and applied it to mock images calculated from GRMHD simulations that have been tuned to match all current observations of Sgr A*. We found that, if Sgr A* behaves according to the most detailed currently available numerical models, then the Hough/Radon transform can lead to measurements of the opening angle of the black hole shadow with an accuracy that is $\lesssim 10\%$.

Our main goal in this work has been to explore the principles of performing this quantitative null hypothesis test of general relativity with EHT observations of Sgr A*. Our results now warrant a more detailed investigation of the practical application of our approach, considering the sparse sampling of the interferometric $u$–$v$ plane, the correlated uncertainties in the measurements, and the characteristic of the image reconstruction algorithms that will be used. We will explore these in a forthcoming article.
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APPENDIX A
A BAYESIAN ANALYSIS OF THE PROPERTIES OF THE SCATTERING SCREEN

In our investigation of the properties of the scattering screen toward Sgr A*, we faced the problem of combining measurements that are not necessarily in statistical agreement with each other. Such measurements suggest the presence of systematic uncertainties that have not been accounted for in their error budget. If these systematic uncertainties are unaccounted for, they will lead to a significant underestimate of the final uncertainties of the properties of the scattering screen. In this appendix, we present a Bayesian analysis based on our earlier work (Güver et al. 2012b, 2012a) that allows us to quantify the degree of systematic uncertainties in an ensemble of measurements.
We will assume that each measurement of a quantity in the ensemble is drawn from a Gaussian distribution with a centroid at and a dispersion , i.e.,

\[
P(f; f_0, \sigma) = C \exp \left[ -\frac{(f - f_0)^2}{2\sigma^2} \right],
\]

where \(C\) is a proper normalization constant. This distribution is our model for the underlying systematic uncertainties in the measurements. Our goal is to calculate the posterior likelihood for the parameters \(f_0\) and \(\sigma\), given an ensemble of \(N\) measurements. Each of the measurements \(f_i\) are described by a posterior likelihood, which we will assume here to also be a Gaussian with a centroid \(f_{0,i}\) and a dispersion \(\sigma_i\), i.e.,

\[
P_i(f \mid f_{0,i}, \sigma_i) = C_i \exp \left[ -\frac{(f - f_{0,i})^2}{2\sigma_i^2} \right],
\]

where \(C_i\) is a set of normalization constants.

Using Bayes’ theorem, we can write

\[
P(f; f_0, \sigma) = C_0 P(f \mid f_0, \sigma) P(f_0) P(\sigma).
\]

Here \(C_0\) is a normalization constant, and \(P(f_0)\) and \(P(\sigma)\) are the priors over the centroid and dispersion of the underlying Gaussian distribution, which we take to be flat in a range larger than the anticipated values. Figure 3 shows that the 1\(\sigma\)– and 2\(\sigma\) contours for the centroids of the three parameters of interest are quite narrow and therefore different broad prior distributions would have a very small effect on the final results. The range of statistically allowed dispersions, on the other hand, are larger and therefore are more susceptible to the properties of the prior distribution. When additional data are incorporated in this analysis to improve the statistics of the measured parameters, the effect of different priors will need to be investigated more thoroughly.

The quantity \(P(\text{data} \mid f_0, \sigma)\) measures the likelihood that we will make a particular set of measurements given the values of the parameters of the underlying Gaussian distribution. Assuming for simplicity that these measurements are uncorrelated, we write

\[
P(\text{data} \mid f_0, \sigma) = \prod_i \int df_i P_i(f \mid f_{0,i}, \sigma_i) P(f; f_0, \sigma).
\]

Inserting Equation (26) into (25) we obtain the sought after posterior likelihood

\[
P(f_0, \sigma \mid \text{data}) = C_0 P(f_0) P(\sigma) \prod_i \int df_i P_i(f \mid f_{0,i}, \sigma_i) \times P(f; f_0, \sigma),
\]

where \(C_0\) is an overall normalization constant.

Finally, in order to compute the posterior likelihood for the quantity \(f\) given the two-dimensional posterior likelihood of the centroid value \(f_0\) and dispersion \(\sigma\) of the underlying Gaussian distribution, we write

\[
P(f) = \int df_0 \int d\sigma \int P(f; f_0, \sigma) P(f_0, \sigma \mid \text{data}) df_0 d\sigma.
\]

**APPENDIX B**

**THE CONTOUR INTEGRAL IN THE RADON TRANSFORM**

In the calculation of the Radon transform using a parametric curve for the black hole shadow, we need the derivative of the path length along the rim of the black hole shadow and the parameter \(r\). For a Kerr black hole, this is given by

\[
\frac{ds}{dr} = \frac{r (r^2 - 3r + 3) - a^2}{a(r - 1)^2} \times \left\{ \frac{a(r - 1) \cot^2 \theta_b - 2(r - 3)^2}{a^4(r - 1)^2 \cos^2 \theta_b + a(r - 1) \left[a^2(r + 1) + (r - 3)^2 \right] \cot^2 \theta_b - r^3 \left[(r - 3)^2 r - 4a^2\right]} + 4 \csc^2 \theta_b \right\}^{1/2}.
\]
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