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Abstract

The cognitive connection between the senses of touch and vision is probably the best-known case of cross-modality. Recent discoveries suggest that the mapping between both senses is learned rather than innate. These evidences open the door to a dynamic cross-modality that allows individuals to adaptively develop within their environment. Mimicking this aspect of human learning, we propose a new cross-modal mechanism that allows artificial cognitive systems (ACS) to adapt quickly to unforeseen perceptual anomalies generated by the environment or by the system itself. In this context, visual recognition systems have advanced remarkably in recent years thanks to the creation of large-scale datasets together with the advent of deep learning algorithms. However, such advances have not occurred on the haptic mode, mainly due to the lack of two-handed dexterous datasets that allow learning systems to process the tactile information of human object exploration. This data imbalance limits the creation of synchronized multimodal datasets that would enable the development of cross-modality in ACS during object exploration. In this work, we use a multimodal dataset recently generated from tactile sensors placed on a collection of objects that capture haptic data from human manipulation, together with the corresponding visual counterpart. Using this data, we create a cross-modal learning transfer mechanism capable of detecting both sudden and permanent anomalies in the visual channel and still maintain visual object recognition performance by retraining the visual mode for a few minutes using haptic information. Here we show the importance of cross-modality in perceptual awareness and its ecological capabilities to self-adapt to different environments.

Introduction

Humans perceive the environment through multiple senses. A set of sensory information, acquired through each modality, is integrated and transformed into a supra-modal representation. This process requires cross-modality (also referred to as cross-modal transfer or cross-modal matching) – the cognitive ability to associate the sensory features acquired independently through multiple senses. Human manipulation of objects, a natural example of cross-modality, connects the senses of sight and touch from an early age, and this sensory connection is strengthened over the course of child development (1), and stays throughout the lifespan (2). In particular, vision and haptics are complementary to each other, improving the credibility of mental representation of object properties and recognition performance (3, 4, 5, 6). In this article, we present an Artificial Cognitive System (ACS) that builds on a cross-modality ability using human manipulation data, achieving perceptual awareness and a dynamic capacity to adapt to changing environments.

The question of how humans achieve cross-modality was sparked off by 17th-century natural philosopher William Molyneux. In his letter to John Locke, he questioned whether a congenitally blind person, who recently gained vision, would be able to visually recognize an object, previously known only by touch, or she/he would need to learn to make the intermodal transfer from touch to vision (7). To this day, the debate over whether this transfer ability is innate or acquired has led scientists to investigate cross-modality in newborns, animals, and congenitally blind individuals (8, 9, 10). Of these studies, a recent cross-modal matching experiment, conducted on congenitally blind individuals who later gained sight as adults, suggests that cross-modality is acquired, dynamic, and moldable rather than innate and predetermined (9). This dynamic nature of cross-modality allows human observers to modulate the strength of intermodal connection based on the reliability of the information derived from each modality.
an ability that has also been observed in various animal species, including capuchin monkeys (11), rodents (12), and even bumblebees (13).

In the past few years, there has been a growing interest in the development of cross-modality in artificial agents (14), especially robots, as it may facilitate the creation of systems that autonomously adapt to different environments. In particular, with the advancement of visuo-tactile sensors for haptic capture systems, researchers have started investigating the cross-modal connection between vision and touch in robotics (15, 16, 17). The tactile patterns that result from these sensors can be related to the images obtained using the visual mode, thus creating a framework that enables the establishment of cross-modal relationships. By gathering haptic data in the form of images, the dimensional gap between touch and vision features can be successfully overcome (18). Furthermore, the maturity of image recognition methods (e.g. deep learning algorithms) has allowed some progress in the study of the relationship between these two modes. However, existing haptic data is still a long way from what would be a haptic dexterous robot exploration similar to that of humans. To solve this problem, researchers have recently designed a glove that through a mechanoreceptor network can provide tactile patterns to the system, as well as information related to the dexterity of the human grasp (19). However, that work does not relate haptic data to visual mode. In this paper, we use a haptic capture system (20) that also leverages information from the human manipulation of objects, but with the ultimate goal of delving deeper into the design of cross-modality in ACS.

To achieve this objective, we designed and printed novel 3D objects that collect human exploration data with multiple capacitive touch sensors on the object surface. With this dataset, our ACS achieves cross-modality via transfer learning from touch to vision. Unlike other approaches (17), where corrupted inputs are incorporated during training time, we present a new mechanism that allows our ACS to use cross-modality to continuously monitor whether the information received from visual and haptic modes matches using cross-modality, hence being able to detect anomalies (e.g. blurred vision). Given that the two sensory modalities are independent but collaborative, like those of a human, we examine how our system dynamically changes the strength of the intermodal connection to better solve object recognition problems when we degrade the quality of visual information at test time. If mismatches between vision and touch channels persist over time, the ACS can autonomously retrain the faulty modality through transfer knowledge within few minutes. Our findings suggest that with the implantation of biologically inspired cross-modality, the ACS becomes perceptually aware of a faulty sensory modality and autonomously adapts to changing environments without losing performance.

Results

Haptic data and object recognition

We designed a system that captures haptic information generated by humans during the object manipulation process. This collected data is enough to create a haptic recognition system that outperforms humans in a classification task with similar 3D shapes (20), both in accuracy and response time. As illustrated in Fig. 1, the objects are six similar shapes we have digitally created and 3D printed (20, 21). The external surface of each object is totally covered with 24 copper pads equally distributed and connected to an electronic board placed inside, which also includes a gyroscope. During the object manipulation, this system samples data from all the sensors at 40Hz and sends it to a computer through wireless communication. Every sample is stored as a 24-bit array, $h_j$, called haptic state of the $j$ sample, one bit for each copper pad (Fig. 1B), hence the system has no information about the relation between the location of the 24 sensors and the positions of their statuses in the array. Besides, since each sensor has its position inside the array, the resulting state would vary if sensors were placed differently. For this reason, and to make sure the presented algorithm does not use the sensors’ order to recognize the objects, sensors
are placed in a way that every position in the haptic state corresponds to a sensor located in the same spatial location for every object. In the same way that touch receptors on the human hand would also receive input from corresponding locations on different objects when the relative orientation of the grasping hand and the objects would be held constant.

Our haptic dataset is based on these haptic states and their time evolution. The geometry of the objects affects their handling, and this is reflected in our data. To gather our haptic dataset, one participant is invited to manipulate each object with both hands and perform a random exploration task. Four series, each lasting for five minutes, have been recorded per object.

To perform automatic haptic object recognition, the dataset is divided into two parts: three series for training (15 minutes) and one for testing (5 minutes). To determine the probability of a set of \( n \) consecutive haptic states \( (h_1, \ldots, h_n) \) belonging to a specific object \( S_i \) (\( i \in \{1, \ldots, 6\} \)), i.e., \( P(S_i \mid h_1, \ldots, h_n) \), we adopt a naïve Bayes approach as follows:

\[
\hat{S}_i = \arg\max_{S_i, \ i \in \{1,\ldots,6\}} \left[ P(S_i) \prod_{j=1}^{n} P(h_j \mid S_i) \right]
\]

Here the \( n \)-product \( P(h_j \mid S_i) \) is the naïve condition, \( P(S_i) = \frac{1}{6} \) is the probability of each object and \( \hat{S}_i \) the resulting prediction.

Our haptic object recognition system achieves an average accuracy of 89.63% after just 8 seconds of manipulation (average time for best accuracy in humans (20)), as shown in Fig. 1.

### Multimodal dataset generation and visual object recognition

As stated earlier, the 3D printed objects have been produced from a 3D digital render. Moreover, from the data collected by the gyroscope located inside the objects and using the 3D renders, we synthesize a video with the movements of the objects caused by human manipulation (Fig. 2). We create one video frame for each haptic state; see Methods for details. We select the 5-minutes test data series mentioned above for this purpose. This opens the visual channel to our system. Now, the ACS can receive data from haptic and visual senses simultaneously (Fig. 2).

Since the ACS has previously had a haptic experience, it can autonomously tag the visual dataset through the results of the already trained haptic object recognition system, creating a cross-modal relationship. Obviously, after this transfer of knowledge, we can train a visual object recognition system from the new labelled visual dataset. We divide the 5-minute visual dataset into three parts: 60% for training, 20% for testing, and reserve the remaining 20% for a later experiment. Using this data, we train a set of convolutional neural networks (CNN) for visual object recognition. The visual object recognition system is based on a one-vs-all strategy combining six CNN classifiers, thus yielding a six-dimensional output, \( v \in \mathbb{R}^6 \). Each component of the output, \( v_i \), is associated to the probability that the visual input corresponds to one of the 6 stimuli \( S_i \) (objects). To decide which is the corresponding object, the following criterion is adopted: a sample belongs to a certain class if only one of the values \( v_i \) exceeds a threshold, \( \tau \) (\( \exists! v_i, s.t. v_i > \tau \)). The value of \( \tau \) is obtained from the relationship between the accuracy of the visual classifier and the different threshold values as shown in Fig. 3. Two other results can be obtained: a) Confusion (CF): there is more than one \( v_i \) value above the threshold (\( \exists v_i, v_j, s.t. v_i > \tau \) and \( v_j > \tau \) with \( i \neq j \)), that is, the visual object recognition system assigns the sample to more than one class. b) Ignorance (IG): there is no value of \( v_i \) above the threshold (\( v_i < \tau, \forall i \)), i.e., there is a lack of knowledge to decide which class it belongs to. Although there are several efficient methods for dealing with confusion, especially based on heuristics, at this stage we have preferred to include it as a false negative, even at the expense of visual object recognition performance. We will resolve the confusion with the help of the haptic mode, thus allowing true cross-modality, as we will see in the next section.
Visual object recognition results shown in Fig. 3A demonstrate that the visual channel of our ACS achieves 75% accuracy including CF and IG as false negatives.

**Stressing the visual channel and the Molyneux mechanism**

The Molyneux problem addresses the following question: would a person born blind that later regains sight as an adult, be able to visually recognize the shapes of objects previously experienced by touch? Recent empirical studies have pointed out that upon recovery of sight, subjects are initially unable to recognize these objects visually. However, after they experience the world with both senses, in a few days a cross-modal link is created allowing them to pass the Molyneux test (9). In the present study, this connection between the two senses equips the ACS with a cognitive mechanism that allows it to autonomously detect a faulty channel.

The aforementioned mechanism, which we have called the Molyneux mechanism, allows the ACS to continuously check if what it is seeing agrees with what it is touching. Hence, the ACS can detect sudden anomalies by comparing the classification labels of the two independent channels, haptic and visual (Fig. 3B).

More specifically, the ACS can encounter four different situations while comparing the labels given by the haptic and visual object recognition systems: i) both recognition systems agree, i.e., there is a match, ii) do not agree, i.e., there is a mismatch, iii) the visual object recognition system does not have enough knowledge to classify that sample (IG), which results in a mismatch, and iv) the visual channel object recognition system assigns the sample to more than one class (CF) and the ACS checks if one of this classes agrees with the haptic recognition (match) or, on the contrary, it does not (mismatch). It is worth noting that when both recognition systems are working properly, some short duration mismatches can appear, but the common situation is a continuous agreement between the visual and the haptic recognition systems. As these mismatches are short in time, they can be easily removed with a low pass filter; see Methods for details.

In order to test this mechanism and study the effectiveness of artificial cross-modality for perceptual awareness, we stressed our visual channel by applying a blur filter. Once applied, the accuracy of the visual object recognition system went down to approximately 20% for the 6 classes (see Fig. 3A). The ACS detected this anomaly using the Molyneux mechanism, and did it quickly, with an average delay of only 2.13 seconds (85.33 samples) after applying the blur filter to the visual input. In Fig. 4 we show the results for each object.

**Self-adaptation to a new environment**

The Molyneux mechanism enables ACS to realize, in a fully automatic way, that the haptic and visual object recognition systems lose coherence when a blur filter is applied to the visual channel. This situation does not affect the haptic classifier, which remains stable and consistently gives trustworthy information to the visual channel. Thus, the blurred images are tagged with the output of the haptic classifier, and the ACS can retrain the CNNs of the visual object recognition system in order to classify them correctly. Using the 20% (60 seconds) of the visual dataset that we had previously reserved after going to a blur filter, we retrained the visual object recognition system by grouping the retraining samples into 8-second batches (total of 7 batches) and iteratively feeding the CNNs with one batch at a time. For each retraining batch iteration, we calculate the current accuracy of the visual object recognition system in the blurred vision scenario. As shown in Fig. 5, the accuracy in the blurred vision scenario increases as the ACS receives more blurred visual information in its retraining process.
Discussion

Visual object recognition and cross-modality

As described in the Results section, the visual mode benefits from the previous experience of the haptic mode. The haptic classifier recognizes the object being manipulated and the ACS tags the information of the visual channel in real-time. This would be equivalent to the process where for the first time a human becomes aware of the connection that exists between a known manipulated object and its visualization. It is important to highlight the autonomy that this cross-modal knowledge transfer gives to the ACS since it does not need an external agent to tag the visual channel (Fig. 2B).

On the other hand, heuristic arguments are commonly used to solve the confusion in the outputs of a one-vs-all visual classifiers. However, in our approach, cross-modality allows us to solve confusion through the haptic mode, i.e. through the interaction with the environment (object). In this study, if we use a highest value heuristic, our visual model reaches an accuracy of 79%, whereas if we use cross-modality to solve confusion, the accuracy goes up to 81% (see Fig. 5). Although in this case accuracies are similar, if the haptic classifier is stable, the cross-modality will always equal or improve the results of heuristic methods. This result resembles the exchange of multi-modal information to discriminate a stimulus in humans, which is a very common process (3).

Perceptual awareness

The Molyneux mechanism defined in this article allows the ACS to check the coherence between two synchronized samples (haptic-visual) (Fig. 3B). In other words, this mechanism allows the ACS to answer the question: is what I touch and what I see the same object? As shown in Fig. 4, in the Results and also in Methods section, the study of these anomalies has been detailed to differentiate them from those that lengthen in time. Filtering visual-haptic classification pairs in real-time allows the ACS to realize that the visual object recognition system is not working properly when the blur filter is applied.

High and stable accuracy over time of the haptic classifier is assumed for this study as shown in Fig. 1. The goal of the filtering process is to identify changes in the visual channel. It can be observed (see Fig. 4) that for objects lat00 and long05 the change to blurred vision is not detected. This is because the visual object recognition system continues to classify these two objects correctly despite the blur, and therefore there is no incoherence of any kind other than a decrease in visual accuracies for these two objects, i.e., the filter does not detect any change in the visual channel.

Resilience from cross-modality

Realizing that the environment has changed is the first step in the process of self-adapting to it. The proposed design with two independent object recognition systems and the cross-modality approach allows the ACS to autonomously adapt to changes in the environment that affect one of its sensory modes using the information of the mode that remains stable. The results from Fig. 5 show how after just one minute of retraining the visual classifier (CNN), the ACS adapts to the blurred scenario with an accuracy of 69.1%.

It is important to highlight the ecological character of the transfer of knowledge between modes in the sense proposed in (9), since ACSs could adapt to transformations or changes in their perception systems during their lifespan.
Limitations

With the approach proposed in this article, we are aware that we are simplifying the problem by using synthetic images and avoiding the occlusions caused by human hands during object manipulation. Nonetheless, even though this work is not focused in solving this issue, this apparent problem could be part of the solution, since these occlusions are strongly correlated with haptic data.

Another limitation of this approach is that, in this very first experiment where we have shown the benefits of cross-modality for self-adaptation in a changing environment where suddenly the vision channel gets blurred, we have not accounted for other errors that may cause the vision channel to stop working properly. Moreover, we have used single frames instead of a group of states in the visual model. Our goal with the presented experiment was to test the Molyneux mechanism and show the benefits of cross-modality for environment self-adaptation for object recognition tasks. We believe this is the very first step towards the development of perceptual awareness in ACSs for adaptation to changes in their perception systems, and further studies are required.

Opportunities for future research

Although the current trend is to place touch sensors on robotic hands’ end-effectors, the use of sensors on objects is an equally important field of research, especially in obtaining data for ACS. In fact, it seems reasonable to assume there would be a correlation between what was obtained by the introduced haptic capture system and the point cloud that a robotic hand could generate if it could interact with that system.

We hypothesize that placing sensors directly on objects is equivalent to obtaining data from a human-like robotic dexterous hands. This would allow us to integrate our ACS to a robotic hand such as Shadow Hand (22). Other researchers have showed that this hand (23) could exhibit high levels of dexterity in object manipulation tasks.

It would also be interesting to study other ways to stress the input channels. Two situations of special interest are: a) the inducement of errors in the haptic channel to study cross-modality in the opposite direction, b) the desynchronization between the haptic and visual channels.

Finally, to extend this work to unfamiliar objects, a deeper study of the Molyneux mechanism is necessary. To this end, we propose an analysis of the haptic and visual perceptual spaces used in neuroscience (24), which would allow us to understand how we can relate unknown objects with a previous experience of the ACS.

Methods

In this section, we provide the methods and procedures used in this research article.

Visual dataset generation

To generate the 3D renders, the six similar shapes meshes are placed independently on a Processing 3D scene with a 299x299 window to ensure generating square images during the rendering process. To this end, we use a dataset consisting of four files per object (20 minutes in total). Then, an independent rendering process has been performed for each of these files matching with our haptic dataset. In each scene, the object of study is initially positioned in the world origin (0,0,0), which is the central point of
view of a camera that remains static during the whole process. This camera position is the same for all the
experiments.

Once the environment is set up, each object is texturized uniformly generating a UV Map with the same
symmetries present in all the shapes. Then, the data from the gyroscope collected during objects’ human
manipulation is used to perform rotations on the object matching the ones from the human manipulation
experiment. Each haptic state has associated four values corresponding to each component of a quaternion
that are used to perform each rotation, considering the center of the figure the origin of the rotation. This
approach recreates the objects’ original movements since the gyroscope in the 3D printed shapes is placed
inside the object on its center.

This rotation is performed for each haptic state and rendered from the world camera generating images
that capture each current object rotation forming the visual dataset. This synchronization between the
visual and the haptic dataset is what makes the experiments presented in this article possible.

Blurred images generation

In order to simulate a sudden loss of visual channel, we generate blurred images for all samples. These
blurred images are generated by applying over the original images an average filter, convoluting the
image with a 20x20 normalized box filter from OpenCV libraries.

Visual object recognition system and training process

In order to generate the visual recognition system, we follow a one-vs-all strategy. This strategy generates
an independent visual classifier for each one of the six classes (Model[c] where c defines the class).
Model[c] classifies a single image as belonging to class c or not. We adapt a pre-trained CNN model
based on InceptionV3 architecture (25), and we change the last layer for a fully connected dense layer
with 2 outputs, using a softmax activation function. Each of the Model[c] classifiers is trained using
categorical cross-entropy as loss function and a dropout of 0.4. The training is performed for 5 epochs
using 60/20 split of our own dataset for training/test the models (the remaining 20 percent is reserved for
the blur filter test). Samples of our dataset are split in two classes for each of the Model[c]: i) positive
class: samples belonging to class c, and ii) negative class: samples that not belong to class c. Pre-trained
initial models are initialized using the weights of using ImageNet dataset (26).

Visual retraining process

By using the remaining 20% of samples that were not used in the model training/testing process (which
amount to around 60 seconds), each of the Model[c] classifiers is retrained using exactly the same
parameters used for training the original Model[c]. The difference now is that the initial CNN weights are
the ones obtained after the previous training process. This retraining process is performed using one batch
(8 seconds of samples) at a time, and is repeated sequentially up to 7 times, as the samples are grouped in
7 batches. This retraining process simulates the gradual adaptation of the visual model to new conditions,
that in this work we simulate by a sudden loss of vision resulting in an input of blurred images. By using
the presented gradual retraining process, the model adapts to these new visual conditions for the blurred
vision scenario.

Molyneux mechanism and filtering

The haptic and visual classifiers constantly classify the haptic states and visual frames of the figures that
are acquired at a 40 Hz frequency. This means that every 25 ms, by applying the Molyneux mechanism,
the haptic classification is compared with the visual classification, checking if i) both channels are in
agreement, and ii) there is a failure in one of the channels or not.
It is normal that some short duration mismatches between both channels appear although both channels are working properly. In order to provide a stable decision regardless of whether a channel is failing or not, a low pass filter is applied to the output of the Molyneux mechanism.

The low pass filter consists in a 6th order Butterworth filter offering a flat output for the passband frequencies and avoiding ripples. The first 1000 samples of each figure test file are used to study the duration of the mismatches when there is no failure in neither of the two channels, obtaining a mean duration of $\mu = 3.3$ samples and a standard deviation of $\sigma = 9.1$. Since it is desired to achieve a huge attenuation for the mismatches frequencies, the cutoff frequency is set a decade before the frequency corresponding to the $\mu + \sigma$ duration. Taking into account the sample rate of 40 Hz, the cutoff frequency can be calculated as:

$$f_{\text{cutoff}} = \frac{f_s}{10 \cdot (\mu + \sigma)} = 0.32 \text{ Hz}$$

After applying the filter, the output of the Molyneux mechanism fluctuates between 0 and 1 (see the orange plot in Fig. 4), where 0 corresponds to channels not matching (failure in one channel) and 1 to channels matching. In order to offer a binary response, as the one show in Fig. 4, the filter output goes through an hysteresis cycle, where the output goes from 0 to 1 if the input is higher than 0.8 and from 1 to 0 if the input is lower than 0.2.
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Figures and Tables

**Fig. 1. From object human manipulation to automatic haptic classification.** (A) The objects of this study are six 3D printed shapes labelled as lat00, lat05, lat15, lon05, lon15, and lon20. The participant sits in front of a computer and follows instructions on how to manipulate the objects randomly. (B) The human manipulation data of the objects are collected by the system and are stored as haptic states. A haptic state is represented by a 24-bit array and indicates the status of each sensor (touch/not touched) forty times per second. (C) ACS recognizes each object through a simple Bayes algorithm based on haptic states. As show in this subfigure, accuracies higher than 80% are consistently reached after a few seconds.
Fig. 2. **Multimodal dataset generation through cross-modality.** (A) Using the gyroscope, we can obtain the orientation of the object associated to each haptic state. From this information, we can draw (through 3D renders) a visual state of the object and associate it with its corresponding haptic state. From this, given any haptic dataset we can generate its corresponding visual dataset. With this method a new multi-modal dataset is created as a result of the combination of haptic and visual datasets. (B) Given that no manual annotation process has been carried out in the creation of the previous multi-modal dataset, the visual mode is not labelled. Here, we propose to tag the visual dataset from the results of the haptic object recognition system. This transfer of information generates a link between the two modes, visual and haptic, called cross-modality.
Fig. 3. Visual classifier threshold and the Molyneux mechanism. (A) With the synthesized video generated from human object manipulation, we trained a one-vs-all based CNN model, generating an individual classifier for each class. In order to determine the output label of a classifier, we have studied which accuracy threshold results in the best performance of the visual model. By setting the threshold to 0.5, we obtain the confusion matrices shown at the bottom after testing the model with normal vision images (like the ones used for training) and blurred vision images. (B) Every video frame and its corresponding haptic state are classified by the visual and haptic object recognition systems, respectively. The output of the visual recognition system can be i) a single class, ii) multiple classes (CF), or iii) none (IG). On the other hand, the label from the haptic recognition system is always univocal. By applying the Molyneux mechanism, we check if visual and haptic recognition agree, which we call a match. Otherwise, we call this disagreement a mismatch. In the case the visual recognition result is CF (ii), it will be a match if one of the possible classes agrees with the haptic classification.
Fig. 4. Blurred vision detection through Molyneux mechanism and filtering. By applying the Molyneux mechanism to every visual-haptic pair, the ACS can determine if the two channels are matching or not, hence it can detect failures in one channel. Although there is a clear trend towards the two channels matching when both are working properly, short mismatches can appear (blue plot). In order to obtain an accurate decision whether the channels are matching or not, a low pass filter is applied to attenuate these mismatches (orange plot). Finally, as a way to offer a binary response that decides if the vision is blurred or not, the filter output goes through a hysteresis cycle (green plot). With this entire process the detection of the blurred vision is not immediate and has an average delay of 2.13 seconds (85.33 samples). Note that there is no mismatch in lat00 and lon05, that is, for these two objects the blur filter does not affect the recognition system.
Fig. 5. Visual model adaptation to new stimuli acquisition conditions. Top plot shows the decrease in accuracy at the moment ($t = 0$) when blurred stimuli are first introduced. As blurred batches are incorporated to retrain the system, previous accuracy with original stimuli is now achieved with blurred stimuli ($t=7$). Bottom plots show the confusion matrices at the most relevant moments during this adaptation process: (Left) Original model tested with original stimuli, (Center) Original model tested with blurred stimuli ($t=0$), (Right) New model after the adaptation process with 7 batches of blurred images ($t=7$) tested with blurred stimuli.