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ON THE SYMMETRY OF FINITE SUMS OF EXPONENTIALS

FLORIAN PAUSINGER AND DIMITRIS VARTZIOTIS

ABSTRACT. In this note we are interested in the rich geometry of the graph of a curve \( \gamma_{a,b} : [0,1] \to \mathbb{C} \) defined as
\[
\gamma_{a,b}(t) = \exp(2\pi i at) + \exp(2\pi ibt),
\]
in which \( a, b \) are two different positive integers. It turns out that the sum of only two exponentials gives already rise to intriguing graphs. We determine the symmetry group and the points of self intersection of any such graph using only elementary arguments and describe various interesting phenomena that arise in the study of graphs of sums of more than two exponentials.

1. INTRODUCTION

Complex exponentials \( \exp(2\pi ik), k \in \mathbb{Z} \), play a crucial role in different areas of pure and applied mathematics. They are the main building blocks of Fourier series in classical harmonic analysis and appear in all kinds of important exponential sums; see f.e. [1, 2, 5] and references therein. Many deep problems in number theory are intimately linked to certain types of exponential sums and a lot of effort is put into finding precise bounds for the growth of such sums; see f.e. [3, 4, 6] and references therein. We do not aim to give a comprehensive account of the importance of complex exponentials and exponential sums in mathematics; we rather wish to convey a feeling for the immense power and structural richness that can be encoded with sums of exponentials. It turns out that already the most simple object, namely the sum of two exponentials, gives a powerful method to illustrate symmetry groups in a very easy fashion. The aim of this note is to study the graphs of curves defined via the sum of two exponentials; i.e. we determine the symmetry groups of such graphs and find all points of self intersection. In the following we set up our notation in a slightly more general frame. This allows to formulate interesting problems in our final section which are beyond the scope of this paper.

Let \( \mathbf{a} = (a_0, \ldots, a_m) \) denote a vector of positive integers \( a_0, \ldots, a_m \) with \( m \geq 1 \) and let \( \gamma_{\mathbf{a}} : \mathbb{R} \to \mathbb{C} \) be the (closed) curve defined as
\[
\gamma_{\mathbf{a}}(t) = \exp(2\pi i a_0 t) + \cdots + \exp(2\pi i a_m t) = \sum_{j=0}^{m} \exp(2\pi i a_j t).
\]
Note that \( \gamma_{\mathbf{a}} \) is one-periodic, i.e., \( \gamma_{\mathbf{a}}(t) = \gamma_{\mathbf{a}}(t + 1) \) for all \( t \in \mathbb{R} \), since \( \exp(2\pi i at), t \in [0,1] \), \( a \in \mathbb{Z} \), is a circle in the complex plane. Moreover, we do not require the integers in \( \mathbf{a} \) to be distinct. If an integer appears more than once in \( \mathbf{a} \) then \( \gamma_{\mathbf{a}} \) corresponds to a weighted sum of exponentials (with integer weights). Interestingly, the graph of \( \gamma_{\mathbf{a}} \) can get quite chaotic for an arbitrary choice of parameters. However, it turns out that this graph can also be highly symmetric; see Figure 1.

In Section 2 we study the relation between the symmetry of the graph of \( \gamma_{\mathbf{a}} \) and the structure of the generating vector \( \mathbf{a} \). We recall the concept of a symmetry group and determine generating vectors of arbitrary, but finite, length \( m \) such that the symmetry groups of the corresponding graphs are the dihedral groups \( D_n \) for \( n \in \mathbb{N} \); see Figure 4. Our theorem gives a complete description of the symmetry of the graph of \( \gamma_{\mathbf{a},b} \) for distinct integers \( a, b \). In Section 3 we study the self intersections of curves \( \gamma_{\mathbf{a},b} \). The most interesting observation is that the arguments \( t, t' \in [0,1] \) such that \( \gamma_{\mathbf{a},b}(t) = \gamma_{\mathbf{a},b}(t') \) are of a very particular rational from.
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2. Symmetry

We start this section with a useful lemma, that allows to restrict attention to coprime tuples of numbers without loss of generality.

Lemma 1. Let $a = (a_0, a_1, \ldots, a_m)$ and let $q$ be a positive integer. Then $\gamma_a$ and $\gamma_{qa}$ have the same graph and

$$\gamma_a(qt) = \gamma_{qa}(t).$$

Proof. We observe that

$$\gamma_a(qt) = \sum_{j=0}^{m} \exp(2\pi i a_j q t) = \gamma_{qa}(t).$$

Hence, the restriction of $\gamma_{qa}$ to $[0, 1/q]$ gives the graph of $\gamma_a$ and so does the restriction to any other connected interval of length $1/q$. In fact, the graph of $\gamma_{qa}$ covers the graph of $\gamma_a$ $q$ times for $t \in [0, 1]$.

Next, we are interested in the symmetry of the graph of a curve $\gamma_a$. We use the concept of a symmetry group to describe symmetric properties of a graph; at this point we would like to draw attention to the marvellous book of H. Weyl on symmetry [7]. Let $G$ be a set and let $\cdot : G \times G \to G$ be a map that combines any two elements $a, b \in G$ to form another element $a \cdot b = c \in G$; i.e. the map is closed. The pair $(G, \cdot)$ is called a group if

1. the map is associative, i.e. for all $a, b$ and $c \in G$, $(a \cdot b) \cdot c = a \cdot (b \cdot c)$;
2. there exists a unique identity element $e$ such that $a \cdot e = e \cdot a = e$ holds for all $a \in G$;
3. for each $a \in G$ there exists an inverse element $b \in G$, such that $a \cdot b = b \cdot a = e$.

Now let $X \in \mathbb{R}^2$ be the graph of a curve. The symmetry group of $X$ consists of all transformations under which the object is invariant (this means under which the object looks the same) with function composition as the group operation. Important examples of symmetry groups in two dimensions are cyclic groups, $C_n$, and dihedral groups, $D_n$. Cyclic groups consist of all rotations about a fixed point by multiples of the angle $2\pi/n$; in the complex plane such a rotation is realized by multiplying every point of $X$ with $\exp(2\pi ij/n)$, for $1 \leq j \leq n$. Dihedral groups contain $2n$ elements, namely the rotations in $C_n$ about a fixed point, together with reflections in $n$ axes that all pass through the fixed point of the rotations. We illustrate these two different types of symmetries in Figure 2.

Theorem 1. Let $a, k, q, m \in \mathbb{N}$ such that $a, k$ are coprime and set $q \cdot a = q \cdot (a, k + a, 2k + a, \ldots, mk + a)$. Then the symmetry group of the graph of $\gamma_{qa}$ is the dihedral group $D_k$. 
Proof. By Lemma 1 it suffices to study the case \( a = (a, k + a, 2k + a, \ldots, mk + a) \). We prove the theorem in two steps. First, we show that \( D_k \) is a subgroup of the symmetry group. In a second step we observe that \( D_k \) contains already all invariant transformations of the image of \( \gamma_q \).

The group \( D_k \) is a subgroup of the symmetry group if all rotations about a fixed point by multiples of the angle \( \frac{2\pi}{k} \) leave the image invariant and if we find reflections in \( k \) axes through the same fixed point. We start with the rotations. We have to show that for all points \( x = \gamma_a \left( t \right) \), \( t \in [0, 1] \), there exists a \( t' \in [0, 1] \) such that the point \( \exp \left( 2\pi i / k \right) x = \gamma_a \left( t' \right) \). In the following we consider the special case \( a = (1, k + 1, 2k + 1, \ldots, mk + 1) \). Rotating a point \( \gamma_a \left( t \right) \) by \( \exp \left( 2\pi i / k \right) \) leads to

\[
\exp \left( 2\pi i / k \right) \cdot \gamma_a (t) = \exp \left( 2\pi i \left( t + \frac{1}{k} \right) \right) + \sum_{j=1}^{m} \exp \left( 2\pi i (jk + 1) \left( t + \frac{1}{(jk + 1)k} \right) \right).
\]

To prove that the right hand side of the above equation lies again on \( \gamma_a \) it suffices to find a \( y \) such that \( t' = t + \frac{y}{k} \) with

\[
t + \frac{1}{k} \equiv t + \frac{y}{k} \pmod{1},
\]
\[
(k + 1) \left( t + \frac{1}{k(k + 1)} \right) \equiv (k + 1) \left( t + \frac{y}{k} \right) \pmod{1},
\]
\[
\vdots
\]
\[
(mk + 1) \left( t + \frac{1}{(mk + 1)k} \right) \equiv (mk + 1) \left( t + \frac{y}{k} \right) \pmod{1},
\]

Since \( k \) and \( m \) are integers, this amounts to finding a joint solution to the congruences

\[
1 \equiv y \pmod{k},
\]
\[
1 \equiv (k + 1)y \pmod{k},
\]
\[
\vdots
\]
\[
1 \equiv (mk + 1)y \pmod{k}.
\]

Obviously, \( y = 1 \) is a valid joint solution to all these congruences. Hence, for every \( t \) we can indeed find a \( t' \) such that \( \exp \left( 2\pi i / k \right) \cdot \gamma_a (t) = \gamma_a (t') \). Note that we can proceed in the same way in the general case. However, if \( a = (a, k + a, 2k + a, \ldots, mk + a) \), with \( a > 1 \), we have to solve the congruence \( 1 \equiv ay \pmod{k} \). Since \( a \) and \( k \) are coprime we always find a solution (which will be different from 1).

Turning to the reflections, it suffices to show that for every \( x = \gamma_a (t) \), \( t \in [0, 1] \), there also exists a \( t'' \) such that \( \bar{x} = \gamma_a (t'') \), in which \( \bar{x} \) denotes the complex conjugate of \( x \). We recall that complex conjugation changes the sign of the exponent of an exponential. Thus \( t \) maps to \(-t\) and since our function is one-periodic, we can set \( t'' = 1 - t \) to see that complex conjugates of
points in the image of $\gamma_a$ lie again on the curve. This shows that $D_k$ is a subgroup of the full symmetry group and finishes the first step of our proof.

There are only two types of point symmetry groups in two dimensions; i.e. cyclic and dihedral groups. In particular, $D_k$ can only be a proper subgroup of a larger dihedral group of the form $D_{dk}$ for an integer $d > 1$. If $D_k$ was a subgroup of a larger group then there have to be more invariant rotations. We will show that this is not the case with a simple geometric argument.

Recall that the absolute value $r = \sqrt{x^2 + y^2}$ of a complex number $x + iy = r e^{i\phi}$ denotes the Euclidean distance of the point $(x, y)$ to the origin. For two complex numbers $z_1 = r_1 e^{i\phi_1}$ and $z_2 = r_2 e^{i\phi_2}$ with $z_1 + z_2 = r e^{i\phi}$ we get by the triangle inequality $r \leq r_1 + r_2$, with equality if and only if $\phi_1 = \phi_2 \pmod{2\pi}$; see Figure 3. In particular,
\[ e^{2\pi i at} + e^{2\pi i (a + k)t} = r e^{i\phi}, \]
with $0 \leq r \leq 2$. In particular, we find that $r = 2$ if and only if $2\pi at \equiv 2\pi(a + k)t \pmod{2\pi}$ which is only satisfied if $t = y/k$ for an integer $y$. Thus, there are only $k$ points with maximal distance of 2 to the origin on the graph of our curve; see Figure 4. Hence, there can not be more than $k$ invariant rotations and therefore $D_k$ is indeed the full symmetry group of the graph. □

![Figure 3. Two vectors $a$ and $b$ and their sum $a + b$. The length of $a + b$ is maximal if $a$ and $b$ point in the same direction.](image)

Together with Lemma 1 this theorem suffices to completely describe the symmetry of sums of two exponentials $\gamma_{a,b}$ for arbitrary integers $a$ and $b$. We can reduce the pair $(a, b)$ via Lemma 1 to a pair of coprime integers and apply the following corollary.

**Corollary 1.** For coprime integers $a, b \in \mathbb{N}$, with $b > a$ set $a = (a, b)$. If $a = 1$, the symmetry group of the image of $\gamma_a$ is $D_{b-1}$. Otherwise the symmetry group of the image is $D_{b-a}$.

**Proof.** In the first case we have that $(a, b) = (1, b) = (1, (b - 1) + 1)$. In the second case we have that $(a, b) = (a, (b - a) + a)$. The claims then follow from Theorem 1. □

### 3. Self Intersections

Our next goal is to understand the self intersections of $\gamma_{a,b}$ for coprime $a$ and $b$. We prove that such curves self intersect in a very structured way. Because of the symmetry of the graph, it suffices to study what happens in the wedge spanned by the real line and by the line through the origin that is obtained by rotating the real line by an angle of $2\pi/(b-a)$. We prove the following theorem for the special case $a = (1, k + 1)$, $k \geq 4$, and comment on the general case in Remark 1.

**Theorem 2.** Let $k \geq 4$ be an integer and $a = (1, k + 1)$. If $\gamma_a(t) \neq 0$ and if $\gamma_a(t) = \gamma_a(t')$ with $t, t' \in [0, 1]$ and $t \neq t'$ then there exist integers $0 \leq j, j' \leq k(k + 2)$ such that $t = j/(k(k + 2))$ and $t' = j'/(k(k + 2))$. 
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Figure 4. The curves $\gamma_{1,6}$ and $\gamma_{3,8}$ and their reflection lines. The black dots are the 5 points with maximal distance 2 from the origin.

We illustrate Theorem 2 in Figure 5. The proof of the theorem requires a bit of preparation. We first state several observations in separate lemmas before we bring all these ideas together in the proof of Theorem 2 at the end of this section. In Lemma 2 we determine all values of $t$ such that the real or imaginary part of $\gamma_{a,b}(t)$ equals zero.

Figure 5. Left: Plot of the curve $\gamma_{1,7}$. The integers are the numerators $j$ in $t = j/48$ of the points of self intersection. Right: Plot of the curve $\gamma_{1,9}$ in which the dots are at $t = j/80$.

Lemma 2. Let $a, b$ be coprime integers and $t \in [0, 1]$. Set $\tilde{t}_j = \frac{j}{2(a+b)}$, $j = 0, \ldots, 2(a+b)$ and $\hat{t}_h = \frac{h}{2(b-a)}$ for $h = 0, \ldots, 2(b-a)$. Then $\text{Im}(\gamma_{a,b}(t)) = 0$ if and only if $t = \tilde{t}_j$ for even $j$ or $t = \hat{t}_h$ for odd $h$. Moreover, $\text{Re}(\gamma_{a,b}(t)) = 0$ if and only if $t = \tilde{t}_j$ for odd $j$ or $t = \hat{t}_h$ for odd $h$. In particular, $\gamma_{a,b}(t) = 0$ if and only if $t = \hat{t}_h$ for odd $h$. 
\textbf{Proof.} We first show that the real and imaginary parts vanish if we set \( t = \bar{t}_j \) resp. \( t = \bar{t}_h \) for \( j \) and \( h \) as stated. Observe that \( \frac{a}{a+b} = 1 - \frac{b}{a+b} \). Now let \( j = 2q \) be even, then

\begin{align*}
\gamma_{a,b}(\bar{t}_j) &= \exp \left( 2\pi ia \frac{q}{a+b} \right) + \exp \left( 2\pi ib \frac{q}{a+b} \right) \\
&= \exp \left( 2\pi iq \left( 1 - \frac{b}{a+b} \right) \right) + \exp \left( 2\pi iq \frac{b}{a+b} \right) \\
&= \exp \left( 2\pi iq \right) \exp \left( -2\pi iq \frac{b}{a+b} \right) + \exp \left( 2\pi iq \frac{b}{a+b} \right) \\
&= 2 \cos \left( 2\pi q \frac{b}{a+b} \right).
\end{align*}

And similarly for \( j = 2q + 1 \) as well as for \( \bar{t}_h \), which proves the first direction.

To prove the other direction, we first assume that \( \gamma_{a,b}(t) = 0 \). This means

\[ \cos(2\pi ta) + \cos(2\pi tb) = 0, \quad \text{and} \quad \sin(2\pi ta) + \sin(2\pi tb) = 0, \]

and can only be satisfied if \( 2\pi ta + \pi = 2\pi tb \) (mod \( 2\pi \)). Consequently, \( 1 \equiv 2t(b - a) \) (mod \( 2 \)) and hence \( t \) must be of the form \( j/(2(b - a)) \) for an odd integer \( j \).

Now assume that \( \text{Im}(\gamma_{a,b}(t)) = 0 \) and \( \text{Re}(\gamma_{a,b}(t)) \neq 0 \). Then we get that

\[ \sin(2\pi ta) + \sin(2\pi tb) = 0. \]

Using \( \sin(\varphi) = -\sin(-\varphi) \) we get, \(-2\pi ta \equiv 2\pi tb \) (mod \( 2\pi \)) which implies \( t(a + b) \equiv 0 \) (mod \( 1 \)) and therefore \( t = j/(a + b) \) for an integer \( j \). Similarly, assume that \( \text{Re}(\gamma_{a,b}(t)) = 0 \) and \( \text{Im}(\gamma_{a,b}(t)) \neq 0 \). Then

\[ \cos(2\pi ta) + \cos(2\pi tb) = 0. \]

Using \( \cos(\pi/2 + \varphi) = -\cos(\pi/2 - \varphi) \), we get that \( \pi \equiv 2\pi t(a + b) \) (mod \( 2\pi \)) which implies \( 1 \equiv 2t(a + b) \) (mod \( 2 \)) and hence \( t = \frac{2\pi}{2(a+b)} \) for an odd integer \( j \).

In a next step we determine the points of self intersection of \( \gamma_{a,b} \) that lie on the real axis. The symmetry of the graph of \( \gamma_{a,b} \) implies then that there are also points of self intersection on every line that is a rotation of the real line by an angle \( 2\pi j/(b - a) \). These are the lines of points \( r \cdot \exp(2\pi ij/(b - a)) \) with \( r \in \mathbb{R} \) and \( 1 \leq j \leq b - a \).

\textbf{Lemma 3.} Let \( a, b \) be coprime integers and let \( t = j/(a + b) \) and \( t' = j'/(a + b) \), with \( 0 < j, j' < a + b \) and \( j \neq j' \). Then we have \( \gamma_{a,b}(t) = \gamma_{a,b}(t') \) if and only if \( j + j' = a + b \).

\textbf{Proof.} First, if \( j + j' = a + b \), then \( t + t' = 1 \) and thus \( \gamma_{a,b}(t) \) is the complex conjugate of \( \gamma_{a,b}(t') \). Since the imaginary parts are 0 by Lemma 2, we get \( \gamma_{a,b}(t) = \gamma_{a,b}(t') \).

Second, assume \( \gamma_{a,b}(t) = \gamma_{a,b}(t') \). By Lemma 2 we know that the imaginary parts are both 0 and we get

\begin{equation}
2 \cos \left( 2\pi j \frac{b}{a+b} \right) = 2 \cos \left( 2\pi j' \frac{b}{a+b} \right).
\end{equation}

This equality can only hold if the arguments \( x, y \) of the cosines either satisfy \( x \equiv y \) (mod \( 2\pi \)) or \( x + y \equiv 0 \) (mod \( 2\pi \)). First, we assume that the arguments are the same modulo \( 2\pi \). In this case we can rewrite (2) as

\[ \frac{(j - j')b}{a+b} \equiv 0 \quad (\text{mod } 1). \]

However, \( b \) and \( (a + b) \) are coprime since \( a \) and \( b \) are coprime and \( 0 < j, j' < a + b \), such that our assumptions only allow for the trivial solution \( j = j' \). The second possibility to satisfy (2) leads to

\begin{equation}
\frac{(j + j')b}{a+b} \equiv 0 \quad (\text{mod } 1).
\end{equation}

By our assumptions, there is only one solution for (3) in this case, namely \( j + j' = a + b \). \qed
So far, we know all points of self intersection that lie on the real line or on a rotation of it by an element of the symmetry group. However, there might be more. To determine them, we study the shape of the curve in intervals of the form \( I_j = [t_j, t_j + 2/(b^2 - a^2)] \), with \( t_j = j/(a+b) \), \( j \in \mathbb{N} \) and \( 0 \leq j \leq a+b \); see Figure 6.

**Lemma 4.** Let \( a,b \) be coprime with \( b-a \geq 4 \) and let \( t_j = j/(a+b) \), with \( j \in \mathbb{N} \) and \( 0 \leq j \leq a+b \). Then \( \gamma_{a,b} : I_j \to \mathbb{C} \) is injective for \( t \in I_j = [t_j, t_j + 2/(b^2 - a^2)] \).

**Proof.** Setting \( \gamma_{a,b}(t) = (\text{Re}(\gamma_{a,b}(t)), \text{Im}(\gamma_{a,b}(t))) \), we consider \( \gamma_{a,b} \) as a function in \( \mathbb{R}^2 \). In particular we have that

\[
\begin{align*}
\text{Re}(\gamma_{a,b}(t_j + x/(b^2 - a^2)) &= 2 \cos \left( \pi j + \pi \frac{x}{b-a} \right) \cos \left( \pi (a - b) j \frac{(b-a) + x}{b^2 - a^2} \right) \\
\text{Im}(\gamma_{a,b}(t_j + x/(b^2 - a^2))) &= 2 \sin \left( \pi j + \pi \frac{x}{b-a} \right) \cos \left( \pi (a - b) j \frac{(b-a) + x}{b^2 - a^2} \right).
\end{align*}
\]

To show that the restrictions of \( \gamma_{a,b}(t) \) to intervals \( [t_j, t_j + 2/(b^2 - a^2)] \) are injective we assume there are two values \( x, x' \in [0, 2] \) such that

\[
\gamma_{a,b}(t_j + x/(b^2 - a^2)) = \gamma_{a,b}(t_j + x'//(b^2 - a^2)).
\]

Note that \(-2 \leq x - x' \leq 2\). From the assumption (4) it follows that

\[
\tan \left( \pi j + \pi \frac{x}{b-a} \right) = \tan \left( \pi j + \pi \frac{x'}{b-a} \right),
\]

since \( \tan(\alpha) = \cos(\alpha)/\sin(\alpha) \). However, the tangens is a \( \pi \)-periodic function. This means that (5) can only hold if the two arguments are the same modulo \( \pi \):

\[
\pi j + \pi \frac{x}{b-a} \equiv \pi j + \pi \frac{x'}{b-a} \pmod{\pi},
\]

which can be reduced to

\[
\frac{x - x'}{b-a} \equiv 0 \pmod{1}.
\]

Since \( b - a \geq 4 \) and \(-2 \leq x - x' \leq 2\) this can only hold for \( x = x' \). \( \square \)

Importantly, we can say even more about the curve in the intervals where it is injective, namely that the curves are also convex.

**Lemma 5.** For coprime integers \( a,b \) and \( t_j \) as above, the curve \( \gamma_{a,b} : I_j \to \mathbb{C} \) is convex for \( t \in I_j = [t_j, t_j + 2/(b^2 - a^2)] \).

**Proof.** A regular plane simple (injective) curve is convex if and only if its curvature is either always non-negative or always non-positive. We can calculate the curvature \( \kappa_{a,b}(t) \) of our parameterized curve \((x(t), y(t)) = (\text{Re}(\gamma_{a,b}(t)), \text{Im}(\gamma_{a,b}(t)))\) as

\[
\kappa_{a,b}(t) = \frac{x'(t) y''(t) - y'(t) x''(t)}{(x'(t)^2 + y'(t)^2)^{3/2}} = \frac{a^3 + b^3 \cos(2\pi(a-b)t)}{(a^2 + b^2 + 2ab\cos(2\pi(a-b)t))^{3/2}} > 0,
\]

since \(-1 \leq \cos(x) \leq 1\) for all \( x \) and \( a^3 + b^3 - ab(a+b) = (a-b)^2(a+b) \) and \( a^2 + b^2 - 2ab = (a-b)^2 \). \( \square \)

**Proof of Theorem 2.** In the following we use the shortcut \( \gamma := \gamma_{(1,k+1)} \). By Theorem 1 the graph of \( \gamma \) has the symmetry group \( D_k \). By Lemma 2 we know that if \( t_j = j/(k + 2) \), \( j \in \mathbb{N} \), then \( \text{Im}(\gamma(t_j)) = 0 \) and \( \gamma(t_j) = 2 \cos \left( \frac{2j(k+1)}{k+2} \right) \).
Now we observe that \( j(k+1) \equiv -j \pmod{k+2} \). In other words, for increasing \( j \), with \( 0 \leq j \leq \lfloor (k+2)/2 \rfloor \), we get a decreasing sequence of equally spaced arguments for the cosine. By the symmetry of the cosine we get
\[
2 \cos(0) > 2 \cos \left( \frac{2\pi - 1}{k+2} \right) = 2 \cos \left( \frac{2\pi}{k+2} \right) > 2 \cos \left( \frac{2\pi - 2}{k+2} \right) = 2 \cos \left( \frac{2\pi}{k+2} \right) > \ldots > 2 \cos (\pi)
\]
The above can be rewritten as:
\[
\gamma(0) > \gamma \left( \frac{1}{k+2} \right) > \gamma \left( \frac{-1}{k+2} \right) > \gamma \left( \frac{2}{k+2} \right) > \ldots > \gamma \left( \frac{k+2}{2} \right) = \gamma \left( \frac{1}{k+2} \right).
\]
Rotating a complex number around the origin does not change the distance to the origin and we know by Theorem 1 that
\[
\exp(2\pi i/k) \gamma(t) = \gamma \left( t + \frac{1}{k} \right);
\]
i.e., all points \( \gamma \left( \frac{\pm j}{k+2} \right) \) on the real line have the corresponding point \( \gamma \left( \frac{\pm j}{k+2} + \frac{1}{k} \right) \) on the line \( r \cdot \exp(2\pi i/k) \). Importantly, we have that
\[
\tag{6}
t_j + \frac{1}{k} = \frac{j}{k+2} + \frac{1}{k} = \frac{(j+1)k+2}{k(k+2)} = t_{j+1} + \frac{2}{k(k+2)}
\]
and
\[
\tag{7}
t_{-j} + \frac{1}{k} = \frac{-j}{k+2} + \frac{1}{k} = \frac{(-j+1)k+2}{k(k+2)} = t_{-j+1} + \frac{2}{k(k+2)}.
\]
Our first observation is now that if \( \gamma(j/(k+2)) = \gamma(-j/k+2) \), then \( \gamma \left( \frac{(j+1)k+2}{k(k+2)} \right) = \gamma \left( \frac{(-j+1)k+2}{k(k+2)} \right) \).

We recall from Lemma 5 that \( \gamma \) is injective and convex for \( t \in I_j = [t_j, t_j + 2/(k(k+2))] \). Then the second observation is that \( \gamma \) maps the right endpoints of all intervals \( I_j \) to the rotated line, while the left endpoints are mapped to the real line. Since the \( t_j \) are the only values \( t \) such that \( \gamma(t) \) lies on the real line and is nonzero, we conclude that all pieces of \( \gamma \) that lie within the wedge spanned by the two lines can be obtained via restricting \( t \in [0, 1] \) to the intervals \( I_j \); see also Figure 6.

![Figure 6. Plot of the curve $\gamma_{1,9}$. The black parts show the restrictions of the curve to values of $t$ in intervals $I_j$.](image-url)
In particular we see, that if two left interval endpoints have the same image on the real line, the corresponding images of the right endpoints differ on the rotated line and vice versa. By (6) and (7) it follows that rotating $\gamma(t_j)$ resp $\gamma(t_{-j})$ gives exactly the image of the right endpoints of $I_{j+1}$ resp $I_{-j+1}$; i.e. of the two intervals whose left endpoints are neighbors of $t_{\pm j}$ on the real line. Furthermore, the rotated images of $\gamma(t_{j-1})$ and $\gamma(t_{-j-1})$ are exactly the images of the right endpoints of $I_j$ and $I_{-j}$. Hence, by convexity of the restrictions of the curve, we see that the curve must self intersect exactly $k$ times in the interior of the wedge and a direct calculation shows that the points of self intersection are exactly at the mid points of the intervals $I_j$, i.e. at $t_j + 1/(k(k+2))$.

**Remark 1.** This theorem also holds in the general case $a = (a, b)$; i.e. all arguments of points of self intersection are of the form $j/(b^2 - a^2)$ for $0 \leq j \leq b^2 - a^2$. However, the proof is more technical in the general case since the points $\gamma(t_j)$ are ordered in a more involved way. While the order and correspondence of the points in the above proof can easily be described via the congruence $j(k+1) \equiv -j \pmod{k+2}$, the general equation reads as $jb \equiv -aj \pmod{a+b}$. For the sake of clarity of our exposition, we restricted the theorem to the case $(1, k+1)$. However, note that we proved all lemmas for the general case.

### 4. Outlook

We conclude our exposition with a short outlook. One interesting direction for future research could be the study of weighted sums of exponentials. Starting again with the simplest possible case, we already obtain very interesting images when considering curves $\gamma_{a,b,b}$ as in Figure 7 (left). One obvious difference is that all the points on the curve have a certain minimal distance to the origin, while the graph seems to preserve the symmetry of $\gamma_{a,b}$.

A second intriguing question is to describe the points of self intersecting of general curves $\gamma_a$ as shown in Figure 7(right). It seems that if $a$ has a structure as in Theorem 1 such curves still intersect in a very well structured way; see Figure 1(right). However, already in this case there seem to be some points of self intersection, which turn out to be very hard to describe in an explicit fashion.

![Figure 7. Left: Plot of the curve $\gamma_{1,7,7}$. Right: Plot of the curve $\gamma_{3,6,7}$](image)
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