Time Series Data Prediction Based on Sequence to Sequence Model
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Abstract. Home appliance test is an essential part of the R&D process. However, since home appliance test must be carried out under certain circumstances, it makes the development cycle longer. If it is possible to predicting the home appliance test data, it will improve the efficiency of home appliance development. Sequence to sequence model has been proved that it has a strong ability to map the input sequence and output sequence and it has been widely used in machine translation tasks. In order to solve the home appliance test data prediction problem, we firstly tried to apply sequence to sequence model to predict numerically continuous time series data. Our experiments proved that our model can predict the data of relatively long-time steps when inputting data of relatively short time steps. In our experiment, the mean absolute percentage error of the prediction of our model is about 0.1%. Our approach has a strong generalization ability and performs well in different experimental scenarios. Finally, we believe that the sequence to sequence method performs satisfactorily on prediction problems for continuous time series data. With this model, we can obtain more accurate results than traditional methods and it is meaningful for the R&D of home appliances.

1. Introduction
With the development of smart homes, the pattern of the home appliance manufacturing industry has changed from the enterprise productions decides the user’s demand to the user's demand decides the original enterprise productions. The home appliance manufacturing industry customizes the products according to the user's needs. Thus, the frequency of research and development of new products is becoming higher and higher. In the process of R&D of home appliances, product test is an indispensable part. Home appliances need to run continuously for hundreds to thousands of hours under certain working conditions, resulting in a long development cycle. Predicting the refrigerator test data shortens the test cycle, which will improve the research and development efficiency of new products.

To address prediction problems, traditionally we use linear regression, lasso regression, polynomial regression, etc. However, these kinds of algorithms depend on choosing the regression terms manually and do not have satisfying performances when the actual formula is extremely complicated. Thanks to the fast development of deep learning, we are able to use artificial neural networks (ANN) to address the regression problems [1]. Because of the character of ANN, researchers no longer need to set regression terms manually, but use an end-to-end approach that the model can automatically learn the features in the data and use it to complete the regression tasks. The simplest ANN, also called Multi-Layer Perception (MLP) [2], has been proven to be a general function approximation that can be used
to match the nonlinear part more accurately and have better performances comparing with the previous algorithms.

Unfortunately, when the data have time-series characters, MLP is not able to utilize the time features of the data. In order to take advantage of the time series information of the data, Hihi [3] proposed recurrent neural networks (RNN).

A standard RNN does not only focus on the current input, but also utilize the sequence features. I.e., it is easier for a standard RNN to map sequences to sequences [4,5].

But, when the length of the input sequence is different from the length of the output sequence, it will be challenging for RNN to map the two sequences. In addition, when the length of the sequence is quite long, RNN will be tricky to train and mostly suffer for gradient vanish [6]. Later, a new structure called Long Short-Term Memory (LSTM) [7] became popular. Thanks to the special design of the LSTM module, it can address the gradient vanish problem when facing a long-term sequence and it has a strong ability for continual prediction [8].

The principle of a LSTM is to estimate the conditional probability \( p(y_1, \ldots, y_T \mid x_1, \ldots, x_T) \) when given the input sequence \((x_1, \ldots, x_T)\). A standard LSTM formulation is:

\[
p(y_1, \ldots, y_T \mid x_1, \ldots, x_T) = \prod_{t=1}^{T} p(y_t \mid v, y_1, \ldots, y_{t-1})
\]

Thanks to LSTM, it is possible to predict a longer-term sequence. It is almost the best choice when addressing natural language processing problems. To make LSTM module more easily to train and implement, Cho et al. [9] proposed a novel structure called Gated Recurrent Unit (GRU) and it has been proved that GRU is faster for training than LSTM and has almost the same performance.

However, these kinds of structures are still hard to address the problems when the input length and output length are different. To address this problem, Cho et al. [9] developed sequence to sequence model.

The sequence to sequence model, often called seq2seq for short, is inspired by auto-encoder structure [10]. The difference is that instead of using multiple layers of neural network in the encoder and decoder, we use RNN module in the encoder part to change the sequence into an context vector, the context vector, which consist of the information of the input sequence, will be the input or the initial hidden state to send to the decoder part.

Generally, we choose the last time-step output of the encoder as the context vector. But it has been proved to be unreasonable and unsuitable for translation tasks. Graves [11] proposed a novel mechanism called attention which allowed the decoder to concentrate on different part of encoder’s hidden state to choose the necessary and important information for translation. This seq2seq with attention structure has been proven to have an excellent performance for sequence prediction tasks such as machine translation [12,13,14], speech recognition [15,16], emotion classification [17], video analysis [18], trajectory prediction [19], image captioning [20], etc.

2. The Model

In this paper, to address the home appliances test data prediction task, instead of the traditional methods, we propose a method based on seq2seq model.

The encoder consists with a two-layer GRU. Comparing with the model that usually uses in machine translation tasks, we abandon word2vec [21], also called embedding layers, in our encoder part because our data do not suffer for sparse input issues. The input will go through all the GRUs and then convert to the context vector.

In the middle of encoder and decoder we use a single fully connected layer network for adjusting the dimension of the data. In addition, it is kind of like attention mechanism that allowed the neural network to choose the information that are more useful for our task automatically.
The decoder consists with a two-layer GRU which has the same structure with the GRU which is used in the encoder. Following the GRU are fully connected layers. We use ReLU as the activation function in the middle layers of the neural network. Generally, we often use softmax at the last layer to force the neural network to choose the word with the maximum possibility. However, the test data of the appliances are continuous. In order to obtain continuous output, we abandon softmax and do not add any activation function in the last layer. Also, we do not add embedding layer in decoder part. The output of the GRUs in the decoder will then go through the fully connected layer and we will obtain the output of the model.

An illustration of the structure of our model can be seen in figure 1.

Figure 1. An illustration of the structure of our model

3. Experiments

3.1. Data Description and Processing
In this task, we will try to use the previous few sets of data to predict a large amount of subsequent data. We use refrigerator power consumption test data in our experiment. An overview of the data can be seen in table 1. In refrigerator power consumption test, we use seven sensors to capture the frozen temperature of the seven different position of refrigerator. Our test needs to be done in a certain environment temperature so we have two sensors to capture the environment temperature to make sure the environment temperature meets the requirement. Other sensors are used to capture the status of the refrigerator during the power consumption test.

We use a small length of data as input to predict some essential sensor data. In refrigerator power consumption test, we need to predict the power consumption and the temperatures that are important to the testers.

We collected experimental data from different kinds of refrigerator in different environments to make sure our model is robust and has generalization performance. We accumulated 105,000 time steps of data for training and 10,500 time steps of data for validation.

We have tried different length of the input and output, and to make sure the deviation is small enough and the length of the output is longer enough comparing with the length of the input, we set 20 as the max length of the input and set 500 as the max length of the output. We use normalization to make sure all the data are in similar range to avoid hurting the performance because of the range differences of the data. In this experiment, we have temperatures from 7 sensors, and we do care about
mean temperature. So, we just calculate the mean temperature and use it as the input to reduce the dimension of the input data.

| Feature       | Time Step | 1   | 2   | 3   | 4   | 5   | 6   |
|---------------|-----------|-----|-----|-----|-----|-----|-----|
| Frozen 1      |           | -17.40 | -17.40 | -17.30 | -17.20 | -17.20 | -17.20 |
| Frozen 2      |           | -13.20 | -13.10 | -13.00 | -13.00 | -13.20 | -13.40 |
| Frozen 3      |           | -13.80 | -13.80 | -13.60 | -13.70 | -14.10 | -14.40 |
| Frozen 4      |           | -16.30 | -16.30 | -16.20 | -16.20 | -16.10 | -16.10 |
| Frozen 5      |           | -16.30 | -16.30 | -16.20 | -16.20 | -16.10 | -16.10 |
| Frozen 6      |           | -16.10 | -16.10 | -16.00 | -15.90 | -15.90 | -15.90 |
| Frozen 7      |           | -17.00 | -16.90 | -16.90 | -16.80 | -16.70 | -16.70 |
| Environment 1 |           | 15.90 | 15.80 | 15.90 | 15.80 | 15.80 | 15.80 |
| Environment 2 |           | 16.10 | 16.10 | 16.10 | 16.10 | 16.10 | 16.10 |
| Voltage       |           | 99.80 | 99.80 | 99.80 | 99.80 | 99.90 | 99.90 |
| Electricity   |           | 1.476 | 1.442 | 1.415 | 1.413 | 1.424 | 1.427 |
| Power         |           | 77.40 | 70.60 | 65.00 | 65.30 | 66.00 | 66.60 |
| Frequency     |           | 50.00 | 50.00 | 50.00 | 50.00 | 50.00 | 50.00 |
| Consumption   |           | 0.1723 | 0.1729 | 0.1735 | 0.1740 | 0.1746 | 0.1751 |
| Humid Temp    |           | 13.50 | 13.50 | 13.50 | 13.50 | 13.50 | 13.50 |
| Power Factor  |           | 0.53 | 0.49 | 0.46 | 0.46 | 0.46 | 0.46 |

3.2. Training Details

We tried different kinds of RNN units in our encoder and decoder. We find GRU is easy and efficient to train comparing with LSTM. We use GRUs with two layers and each layer contains 256 cells. Although deep GRUs have been proved its significant performance [22], we want to balance the performance and the depth of our model to make sure it runs faster. We tried different number of layers and it turns out two-layer GRU structure is a good choice.

We reserve all the hidden states of the encoder instead of taking the hidden state of the last time-step to take full advantage of the input data. To make sure that the dimension is suitable for the input of the decoder, we add a single fully connected layer between the encoder and the decoder which is quite different from the traditional seq2seq model. It turns out this layer is quite useful and helps the model predict the output more precisely.

We have considered the fact that in different experiments, the kinds of data that the testers are interested in are different. So, for each kind of data, we trained a single model for it. In our test term, we let multiple models predict the data parallelly. This way has two advantages. Firstly, once the testers change the kinds of data that they are interested in, we just need to fine-tune our model to make it fit the requirement of the testers. Comparing with predicting all the kinds of data, it is cheaper in computation and more convenient to change the output. Secondly, according to our experiments, the model predicts a single kind of data more precisely than predicting multiple kinds of data. This may because the range of the different kinds of data is quite different, thus predicting all the data at the same time is trickier and more imprecise.

We use Adam optimizer and set 1e-6 as the learning rate. We trained our model for a total of 2000 epochs and our model converges.

4. Experiment Result

To evaluate the performance of our model more accurately and reasonably, we use two scores. Firstly, we use mean absolute error (MAE) to assess the deviation numerically. Secondly, we use mean absolute percent error (MAPE) to assess the quality of our prediction.

The specific calculation of MAE and MAPE can be seen in the following equations:
In these two equations, $y$ is the original data, $\hat{y}$ is the output of our model. MAE and MAPE are two common indicators to evaluate the regression performance. Because the numerical range of output may be highly different. Solely MAE or MAPE to assess our output is not reasonable. Therefore, we use both of them to evaluate the performance of our model. The MAE and MAPE at certain epoch of the training process are presented in table 2 and table 3.

The changes of MAPE and MAPE during the training process are presented in figure 2 and figure 3.

**Table 2.** Validation mean absolute error loss

|                      | Loss after 500 Epochs | Loss after 1000 Epochs | Loss after 1500 Epochs | Loss after 2000 Epochs |
|----------------------|------------------------|-------------------------|------------------------|------------------------|
| LR                   | 1.185242               | 1.06315                 | 1.049329               | 1.047863               |
| MLP                  | 0.011882               | 0.010381                | 0.009476               | 0.010658               |
| RNN                  | 0.006274               | 0.005227                | 0.004893               | 0.004010               |
| Our Model            | 0.006756               | 0.003951                | 0.002512               | 0.002136               |

**Table 3.** Validation mean absolute percentage error loss

|                      | Loss after 500 Epochs | Loss after 1000 Epochs | Loss after 1500 Epochs | Loss after 2000 Epochs |
|----------------------|------------------------|-------------------------|------------------------|------------------------|
| LR                   | 96.6006%               | 100.7325%               | 105.3969%              | 104.8149%              |
| MLP                  | 0.8833%                | 0.8086%                 | 0.8624%                | 0.7519%                |
| RNN                  | 0.4256%                | 0.3387%                 | 0.3008%                | 0.2471%                |
| Our Model            | 0.5276%                | 0.3032%                 | 0.1993%                | 0.1501%                |

**Figure 2.** Validation mean absolute error loss during training process

**Figure 3.** Validation mean absolute percentage error loss during training process

It turns out that based on our seq2seq model, after 2000 epochs, the MAPE is about 0.1% and the MAE is about 0.002, which is precise enough for the usage in the industry field. We can see that
comparing with linger regression, multiple layer perception and simple RNN, our model has a much fewer mean absolute error and mean absolute percentage error in validation state. The result suggests that our model has a better performance on predicting the sequence data than the previous methods.

5. Conclusion
In this paper, we showed that sequence to sequence model can learn the mapping from a sequence of a variable-length sequence to another variable-length sequence and it has a pretty good performance for continuous time series data prediction tasks.

We evaluate our model based on refrigerator power consumption test. We use MAE to optimize our model and use both MAE and MAPE to evaluate the performance because of the range distinction of the output data. Our experiment result shows that our model is able to extract and utilize the information efficiently. By using a short length of data, our model can predict a quite long length of data and it is helpful for the testers to reduce the experiment time and increase efficiency.

Because generally the deep learning algorithm is greedy for data, we do believe this time series data prediction method is suitable for predicting the time series data that are influenced by a various of factors. I.e., the input data should have enough dimensions as features to make sure the model has a satisfied performance.

We are excited about the ability of the sequence to sequence model to precisely predict such a long sequence. We believe sequence to sequence model has an excellent generalization and it is suitable for a various kinds of time series prediction tasks.
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