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Abstract—This paper presents several analysis of mutual information that is often used to define the objective function for trajectory planning (and scheduling) of sensor networks, when the goal is to improve the forecast accuracy of some quantities of interest. The approach extends the present author’s prior work in order to consider more general notion of verification entities and to enable more robust decision with potential uncertainty in the mission specifications. The expression of mutual information for windowed forecasting, in which the verification entities are defined by a finite time window instead of a single time instance, is derived and quantified without adding significant computational cost. It is also demonstrated that the sensitivity of mutual information to the variation of verification time can be calculated in the same process of computing the mutual information. Simple numerical examples are presented for preliminary validation of the applicability of the proposed analysis.
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I. INTRODUCTION

One key decision for sensor networks is to design plans for maneuvering/locating/scheduling sensing resources in order to gather information from the environment. In this decision making, the plans are often generated to reduce uncertainty in some quantity of interest (e.g., position and velocity of targets [1]–[10], the pose of the sensor platform itself, the forecast of weather over some region of interest [11]–[14], physical quantities under the ocean [15,16], or the distribution of radioactive materials [17]) at some point in time — called the verification time.

Among these, the informative forecasting problem specifically focuses on the case when the verification time is further in the future than the mission horizon. For example, adaptive sampling in the context of numerical weather prediction considers design of sensor networks deployed in the near future (e.g., in 24 hours) while the goal is to improve forecast in the far future (e.g., 3-5 days later). The authors’ prior work [10]–[12,18] have presented methods to efficiently and correctly quantify the value of information in this context of informative forecasting. The mutual information has been used to define the uncertainty reduction of the quantity of interest (in the far future), and information-theoretic properties of mutual information are exploited to yield alternative formula for mutual information to a straightforward extension of the state-of-the-art. In particular, the smoother approach in [18] efficiently and correctly quantifies the information value for continuous-time planning problems together with the rate of information accumulation.

This paper extends the approach in [18] in that a more general notion of verification quantities are introduced. For some applications, it might make more sense to reduce uncertainty in the entities of interest over some finite window of time instead of a single particular time instance (for example, weather forecast over the weekend). In addition, in complicated missions of sensor networks, sometimes the mission characterization can be uncertain so that the question of which entities should be considered as the figure-of-merit might be an important issue to consider. The smoother form in [18] cannot directly be used for the windowed forecasting case, because the mutual information between two continuous random processes (as opposed to one finite-dimensional random vector and one random process) needs to be calculated. This paper presents a formula for the mutual information for this windowed forecasting that is indeed quite similar to the form in [18]. Also, the expression of sensitivity of the mutual information to variation of the verification time is derived, and is shown to be quantifiable in the process of computing the mutual information.

II. INFORMATIVE FORECASTING PROBLEMS

A. Continuous-Time Linear System Model

Consider the dynamics of objects/environment with a finite dimensional state vector \( X_t \in \mathbb{R}^n \) that is described by the following linear (time-varying) system:

\[
\dot{X}_t = A(t)X_t + W_t
\]

(1)

where \( W_t \in \mathbb{R}^n \) is a zero-mean Gaussian process noise with \( \mathbb{E}[W_tW'_s] = \Sigma_W \delta(t-s) \), \( \Sigma_W > 0 \), which is independent of \( X_t \). The prime sign denotes the transpose of a matrix. The initial condition of the state, \( X_0 \), is normally distributed as \( X_0 \sim \mathcal{N}(\mu_0, P_0) \), \( P_0 > 0 \).

The system (1) is observed by sensors with additive Gaussian noise and admits the following measurement model for \( Z_t \in \mathbb{R}^m \):

\[
Z_t = C(t)X_t + N_t
\]

(2)

where \( N_t \in \mathbb{R}^m \) is zero-mean Gaussian with \( \mathbb{E}[N_tN'_s] = \Sigma_N \delta(t-s) \), \( \Sigma_N > 0 \), which is independent of \( X_t \) and \( W_s \), \( \forall s \).
Also, a measurement history over the time window \([t_1, t_2]\) is defined as
\[
Z_{[t_1, t_2]} = \{ Z_t : t \in [t_1, t_2] \}.
\]
(3)

The verification variables are a subset of the state variables that define the performance measure:
\[
V_t = M_V X_t \in \mathbb{R}^p
\]
(4)
where \(M_V \in \{0, 1\}^{p \times n}, \ p < n\) with every row-sum of \(M_V\) being unity. Although this work is specifically interested in the case entries of \(M_V\) are zero or one, the results can easily be extended to a general \(M_V \in \mathbb{R}^{p \times n}\). Without loss of generality, this work assumes that
\[
M_V = \begin{bmatrix} I_p & 0 \\ 0_{p \times (n-p)} & I_p \end{bmatrix}
\]
for notational simplicity in the analysis in the later sections.

B. Formulations and Challenges

The planning problem for informative forecasting addresses design of sensing paths for mobile sensors (or equivalently scheduling sequence of distributed sensors) over some given time window \([0, \tau]\) in the near future to reduce the uncertainty in some verification entities in the far future. One popular notion to quantify the expected amount of uncertainty reduction of the verification entities by the measurements taken along the sensing paths is the mutual information (between the verification entities and the measurement sequence).

1) Informative Point-Wise Forecasting: One case of interest when the verification entities are the verification variables, i.e., some subset of state variables defined by (4), at some fixed verification time, \(T > \tau\). In this case, the informative forecasting problem can be written as the following optimization:
\[
\max_{Z_{[0, \tau]}} I(V_T; Z_{[0, \tau]})
\]
(3)
where \(I(Z_1; Z_2)\) represents the mutual information between two random quantities \(Z_1\) and \(Z_2\) (e.g. random variables, random processes, random functions). In other words, (IPF) finds the (continuous) measurement sequence over \([0, \tau]\) that represents the largest mutual information between the verification variables at \(T\). Previous work by the present authors [18] has developed methods to efficiently and correctly quantify the mutual information for this first type of informative forecasting. An example of this type of planning is to design sensing paths for UAV sensor platforms operating in the near future (e.g., within 24 hours) to improve weather forecast over some verification region at a given time of interest in the future (e.g., in 5 days).

2) Informative Windowed Forecasting: This paper also considers a more generalized version of the informative forecasting problem where the entities of interest are the verification variables over some time window \([T_i, T_j]\) rather than a single time instance \(T\). This generalized problem can be written as:
\[
\max_{Z_{[0, \tau]}} I(V_{[T_i, T_j]}; Z_{[0, \tau]})
\]
(4)
where
\[
V_{[T_i, T_j]} = \{ V_t : t \in [T_i, T_j] \}.
\]
This generalization allows for handling more diverse types of sensing missions like improving weather forecast over the coming weekend, better predicting behaviors of some targets of interest between 9am and noon, and so on. In addition, the formulation in (IWF) can also be used to address more robust decision making for (IWF), specifically with setting \(T_j = T_i + \epsilon\) with some small \(\epsilon\). For sensor networks operating in dynamic environments, the mission specifications might be unclear and there might be some uncertainty in when the verification time should be; then, (IWF) can be posed to account for such uncertainty in the verification time.

However, the generalization (IWF) can introduce challenges in quantifying the mutual information in the objective function. For the discrete-time representation, in which \(Z_{[0, \tau]}\) and \(V_{[T_i, T_j]}\) can be represented by finite dimensional random vectors, the similar generalization of verification entities as in (IWF) does not incur significant difficulty other than computational cost due to the increased dimension of the verification entities. Thus, quantification and optimization methods developed for the discrete-time counterpart of (IPF) can trivially extended for the discrete-time counterpart of (IWF).

But, for the continuous-time representation in this work, the objective term in (IWF) is a mutual information between two continuous-time random processes, while that in (IPF) is a mutual information between a finite-dimensional random vector and a continuous-time random process. Although there have been researches on the calculation of entropy of a continuous random process [19,20], these approaches were to estimate the entropy value from experimentally-obtained time series, and thus are not suitable for quantifying the information by a future measurement that is not taken yet at the decision time.

As the authors presented in [18], the mutual information in (IPF), \(I(V_T; Z_{[0, \tau]}),\) can be expressed in terms of unconditional and conditional entropies of finite-dimensional random vectors, exploiting the popular conditional independence between the future and the past given the present. For linear Gaussian cases, these entropy terms are represented by functions of covariance matrices. Inspired by this observation, this paper provides an expression for the mutual information in (IWF) as a function of covariance matrices for some finite-dimensional random vectors in section III-B.

3) Sensitivity Analysis: In addition to this new quantification, this paper will also investigate the sensitivity of the mutual information in (IPF) to the verification time \(T\). This could allow for more robust decision of information forecasting when there is uncertainty in the mission specification, by trying to maximize the information while maintaining (or minimizing) a certain level of sensitivity measure. In addition, for large-scale decisions, sensitivity calculation can facilitate easy analysis of solution variability without repeatedly solving complicated problems.
III. MAIN RESULTS

A. Summary of Mutual Information for Point-Wise Forecasting

Exploiting conditional independence, the authors have proposed an expression for the mutual information, \( \mathcal{I}(V_T; Z_{[0,\tau]} \mid V_T) \), as the difference between the unconditioned and the conditioned mutual information for a filtering problem [18]:

\[
\mathcal{I}(V_T; Z_{[0,\tau]}) = \mathcal{I}(X_T; Z_{[0,\tau]}) - \mathcal{I}(X_T; Z_{[0,\tau]} \mid V_T). \tag{5}
\]

With (5), the smoother form of the mutual information for forecasting is derived as

\[
\mathcal{I}(V_T; Z_{[0,\tau]}) = \mathcal{I}(X_T; Z_{[0,\tau]}) - \mathcal{I}(X_T; Z_{[0,\tau]} \mid V_T)
= \mathcal{J}_0(\tau) - \frac{1}{2} \log \det (I + Q_X(\tau) \Delta S(\tau)) \tag{6}
\]

with \( \mathcal{J}_0 \triangleq \frac{1}{2} \log \det S_{X|V} - \frac{1}{2} \log \det S_X \) and \( \Delta S \triangleq S_{X|V} - S_X \), where \( \log \det \) stands for log det of a positive definite matrix. The matrices \( S_X(\tau) \triangleq \text{Cov}^{-1}(X_T), S_{X|V}(\tau) \triangleq \text{Cov}^{-1}(X_T | V_T) \), and \( Q_X(\tau) \triangleq \text{Cov}(X_T | Z_{[0,\tau]}) \) are determined by the following matrix differential equations:

\[
\dot{S}_X = - S_X A' S_X - S_X \Sigma W S_X \tag{7}
\]

\[
\dot{S}_{X|V} = - S_{X|V} (A + \Sigma W S_X)' S_{X|V} + S_{X|V} \Sigma W S_{X|V} \tag{8}
\]

\[
\dot{Q}_X = A Q_X + Q_X A' + \Sigma W - Q_X C' \Sigma_{N}^{-1} C Q_X \tag{9}
\]

with initial conditions \( S_X(0) = P_0^{-1}, S_{X|V}(0) = P_{0|V}^{-1}, \) and \( Q_X(0) = P_0; P_{0|V} \triangleq \text{Cov}(X_0 | V_T) > 0 \) can be calculated in advance by a fixed-point smoothing process, which is equivalent to:

\[
P_{0|V} = P_0 - P_0 \Phi(T, 0) M_f \{ M_V P(X(T)) M_f \}^{-1} M_V \Phi(T, 0) P_0 \tag{10}
\]

where \( \Phi(t_1, t_2) \) is the transition matrix for the linear system in (1) from \( t_2 \) to \( t_1 \), which becomes \( e^{A(t_1 - t_2)} \) for the time-invariance case.

It was demonstrated in [18] that the smoother form is preferred to the filter form in terms of the computational efficiency and accessibility of the on-the-fly knowledge of the accumulated information. For comparison, the filter form is given by:

\[
\mathcal{I}(V_T; Z_{[0,\tau]} \mid V_T)
= \frac{1}{2} \log \det (M_V P(X(T)) M_V' - \frac{1}{2} \log \det (M_V Q(X(T)) M_V') \tag{11}
\]

where \( P_X(T) \triangleq \text{Cov}(X_T) \) and \( Q_X(T) \triangleq \text{Cov}(X_T | Z_{[0,\tau]}) \) are obtained by

\[
\dot{P}_X(t) = A(t) P_X(t) + P_X(t) A'(t) + \Sigma W
\]

\[
\dot{Q}_X = AQ_X + Q_X A' + \Sigma W - \|_{[0,\tau]} T \Sigma N^{-1} C Q_X
\]

with initial conditions \( P_X(0) = Q_X(0) = P_0, \|_{[0,\tau]}(t) : \mathbb{R}_+ \rightarrow \{0, 1\} \) is the indicator function that is unity for \( t \in [0, \tau] \) and zero elsewhere. Note that for the filter form the Riccati equation (of \( Q_X \)) needs to be integrated over \([0, \tau]\), while it is integrated only over \([0, \tau]\) for the smoother form; this yields computational saving of a factor of \( T/\tau \) of the use of the smoother form for informative planning problems.

B. Mutual Information for Windowed Forecasting

First note that the mutual information for (IFW) cannot be readily quantified in the filtering framework that computes the difference between the prior and posterior entropies of the entities of interest. In (IFW), the verification entity is a continuous-time random process \( V_{[T_i, T_j]} \), and there is no direct way to calculate the entropy of some Gaussian random process over an arbitrary time window without the actual time series of that signal. For the informative forecasting problem in this work, such time series are not available at the decision time, and the decision should be made based on the statistics of the random quantities rather than their actual values.

The similar conditional independence exploited to derive the smoother form for (IPF) can also be used for (IFW), because the verification variables of a future time window \([T_i, T_j]\) is conditionally independent of the (past) measurement sequence \( Z_{[0,\tau]} \), conditioned on the (current) state variables \( X_T \). Thus, we have:

\[
\mathcal{I}(V_{[T_i, T_j]}; Z_{[0,\tau]}) = \mathcal{I}(X_T; Z_{[0,\tau]}) - \mathcal{I}(X_T; Z_{[0,\tau]} \mid V_{[T_i, T_j]}), \tag{12}
\]

which is derived using the fact that \( \mathcal{I}(V_{[T_i, T_j]}; Z_{[0,\tau]} \mid X_T) = 0 \) due to the conditional independence. Notice that the first term in the left-hand side is identical to that in the expression for (IPF). The second term represents the difference between two conditional entropies, \( H(X_T | V_{[T_i, T_j]} \mid Z_{[0,\tau]}) \) and \( H(X_T | V_{[T_i, T_j]}, Z_{[0,\tau]}) \). Since the conditional distribution of a Gaussian vector conditioned on some Gaussian random process is still Gaussian, these two entropy expressions can be represented by log det of the corresponding covariance matrices:

\[
\mathcal{I}(X_T; Z_{[0,\tau]} \mid V_{[T_i, T_j]} \mid Z_{[0,\tau]}) = \frac{1}{2} (\log \det P_X(V) - \log \det Q_X(V)) \tag{13}
\]

where \( P_X(V) \triangleq \text{Cov}(X_T | V_{[T_i, T_j]}) \) and \( Q_X(V) \triangleq \text{Cov}(X_T | V_{[T_i, T_j]}, Z_{[0,\tau]}) \). Notice that the key insight [21] has identified is: the information matrix for the fixed interval smoothing, i.e., \( Q_X(V) \), consists of the information from the past measurement, i.e., \( Q_X^{-1} \), and the information from the future (fictitious) measurement, i.e., \( P_X^{-1} \) in this context, minus the double-counted information from the underlying dynamics, i.e., \( P_X^{-1} \), thus yielding \( Q_X^{-1}(V) = Q_X^{-1}(\tau) + P_X^{-1}(\tau) - P_X^{-1}(\tau) \). Notice that this key insight in fixed-interval smoothing still holds even in case the future measurement (of \( V_t \)) is taken over a finite window \([T_i, T_j]\). Thus, we have

\[
Q_X^{-1}(V) = Q_X^{-1}(\tau) + P_X^{-1}(\tau) - P_X^{-1}(\tau),
\]

and therefore the only term that does not appear in (IPF) is \( P_X^{-1} \) (or equivalently, \( S_X(V) \triangleq P_X^{-1} \)). Notice that the dynamics of \( S_X(V) \) needs to be integrated only over \([0, \tau]\); within this time period, its dynamics has the same form as that of
Remark 1 In case the verification variables are the whole state variables, i.e., $M_V = I_n$, the mutual information for (IWF) is reduced to that for (IPF):

$$
I(X_{[T_i,T_f]}; Z_{[0,\tau]}) = I(X_T; Z_{[0,\tau]})
$$

where $X_{[T_i,T_f]} = \{ X_t : t \in [T_i, T_f] \}$. This can be shown as follows. The state history over $[T_i, T_f]$ can be decomposed as $X_{[T_i,T_f]} = X_T \cup X_{(T_i,T_f)}$. Notice that for any $X_t, t > T_f$, it is conditionally independent of $Z_{[0,\tau]}$ conditioned on $X_T$; thus, $I(X_{(T_i,T_f)}; Z_{[0,\tau]}| X_T) = 0$. Together with the chain rule of mutual information [22], this yields

$$
I(X_{[T_i,T_f]}; Z_{[0,\tau]}) = I(X_T; Z_{[0,\tau]}) - I(X_{(T_i,T_f)}; Z_{[0,\tau]}| X_T) = I(X_T; Z_{[0,\tau]}).
$$

1) Calculation of Initial Conditioned Covariance $P_{0|V}$: The key difference between the mutual information for the windowed forecasting is that the initial conditional covariance $P_{0|V}$ needs to be calculated conditioned on a random process rather than a finite-dimensional random vector. A typical way of calculating this type of initial covariance is to pose a fixed-point smoothing problem, in which the fixed-point is the initial time, and run it through the time $T_f$. But, notice that for this fixed-point smoothing problem, the measurement model is identical to (4) that does not contain any noise in the measurement process. This prevents direct implementation of the Riccati equation in the conventional Kalman-Bucy filter in this case. Alternatively, the modification technique presented by [23] can be utilized for this case.

Note that continuous measurement of a certain portion of the state over some finite period of time without noise is equivalent to measurement of that quantity at the initial time and the derivative of that quantity during the period. Based on this observation, [23] derived the expression of the Kalman-Bucy filter in case there is no measurement noise.

A popular approach to fixed-point smoothing is to transcribe the smoothing problem into a filtering problem by augmenting the initial state value to the state variables. Let define the augmented state $Y_t \triangleq [X_0 V_t]$. For notational convenience, $X_t$ is decomposed into two parts - the verification variables $V_t$ and the other variables $V_t'$. Then, the dynamics of the augmented state can be written as:

$$
Y_t \triangleq \frac{d}{dt} \begin{bmatrix} X_0 \\ V_t' \\ V_t \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & A_{11} & A_{12} \\ 0 & A_{21} & A_{22} \end{bmatrix} Y_t + \begin{bmatrix} 0 \\ W_{t,1} \\ W_{t,2} \end{bmatrix}
$$

where the process noise terms are independent, white, Gaussian, with covariance of $\Sigma_1$ and $\Sigma_2$ such that $\Sigma_W = \text{diag}(\Sigma_1, \Sigma_2)$. The goal of the smoothing is to find the covariance matrix for $X_0$ after incorporating all the (fictitious) measurement over the window $[0, T_f]$. Notice that the only measurement within this window is perfect sensing of the verification variables $V_t$ over the time window $[T_i, T_f]$. Bryson [23] pointed out that a perfect measurement of some quantity over some finite time window is equivalent to a perfect discrete-time measurement of that quantity at the initial time, i.e., $V_{T_i}$ in our formulation, and the time derivative of that quantity over the remaining window, i.e., $V_t$ over $[T_i, T_f]$. In order to incorporate these measurements, the covariance for the augmented state needs to be propagated using the following Lyapunov equation:

$$
\dot{P}_{\text{aug}} = A_{\text{aug}} P_{\text{aug}} + P_{\text{aug}} A_{\text{aug}}^T + \text{diag}(0_{n \times n}, \Sigma_W)
$$

from the initial condition $P_{\text{aug}}(0) = P_0 \otimes 1_{2 \times 2}$ where $\otimes$ denotes the Kronecker product. After integrating this equation until $T_f$, we need to incorporate a discrete-time measurement of $V_{T_i}$ without any noise. The updated covariance becomes:

$$
P_{\text{aug}}| V_{T_i}(T_f) = \begin{bmatrix} P_{11}(T_f) & 0_{(2n-p) \times p} \\ 0_{p \times (2n-p)} & 0_{p \times p} \end{bmatrix}
$$

where

$$
P_{11}(T_f) = \begin{bmatrix} P_{X_0,V}(T_f) \\ P_{V',V}(T_f) \end{bmatrix} \begin{bmatrix} P_{X_0,V}(T_f) \\ P_{V',V}(T_f) \end{bmatrix}^{-T}
$$

Then, the continuous measurement of $V_t$, $t \in [T_i, T_f]$ follows; [23] showed that under the assumption of the positive definiteness of $\Sigma_W$, the covariance propagation through this measurement is represented by the following Riccati equation for $P_{11} \in \mathbb{R}^{(2n-p) \times (2n-p)}$, while other entries of $P_{\text{aug}}$ remain all zero.

$$
\dot{P}_{11} = \begin{bmatrix} 0 & 0 \\ 0 & A_{11} \end{bmatrix} P_{11} + P_{11} \begin{bmatrix} 0 & 0 \\ 0 & A_{11}' \end{bmatrix}
$$

$$
+ \begin{bmatrix} 0 & 0 \\ 0 & \Sigma_1 \end{bmatrix} - P_{11} \begin{bmatrix} 0 & 0 \\ 0 & A_{21}' \Sigma_2^{-1} A_{21} \end{bmatrix}
$$

After integrating this equation until $T_f$, the first $n \times n$ submatrix of $P_{11}$ becomes the conditional initial covariance conditioned on the fictitious measurement of $V_t$ over time window $[T_i, T_f]$. Simply integrating the equations with this initial condition over $[0, \tau]$, the mutual information value for (IWF) is obtained.
C. Sensitivity Analysis of Mutual Information

The verification time might be sometimes unclear, and taking this into account can be useful for more robust decision making for informative forecasting. Thus, the sensitivity measure of interest in this section is the variation or rate of change of the mutual information value with small perturbation of the verification time. The analysis will focus on the (IPF) case while putting forward extension to (IWF) as future work.

Consider the partial derivative of mutual information in (6):
\[
\frac{\partial}{\partial T} I(V_T; Z_{[0,\tau]})
= \frac{\partial}{\partial T} \left[ I(X_T; Z_{[0,\tau]}) - I(X_T; Z_{[0,\tau]} | V_T) \right]
= \frac{\partial}{\partial T} [\ldet S_X|V(\tau) - \ldet(Q_X|V(\tau) + S_X(\tau) - S_X(\tau))] = \frac{1}{2} \tr \left\{ S_X^{-1}(\tau) - (S_X|V(\tau) + Q_X^{-1}(\tau) - S_X(\tau))^{-1} \right\}
\times \frac{\partial}{\partial T} S_X|V(\tau)
\]

Observe that all the terms other than \( \frac{\partial}{\partial T} (S_X|V(\tau)) \) are computed to calculate the mutual information value. Now focus on the calculation of the partial derivative of \( S_X|V(\tau) \) with respect to \( T \).
\[
\frac{\partial}{\partial T} S_X|V(\tau) = \frac{\partial}{\partial T} P_X|V(\tau) = -S_X|V(\tau) \left( \frac{\partial}{\partial T} P_X|V(\tau) \right) S_X|V(\tau).
\]

Since \( P_X|V(\tau) \) is the conditional covariance of the state at \( \tau \), conditioned on \( V_T \), it can be written as:
\[
P_X|V(\tau) = P_X(\tau) - P_X(\tau) \Phi_{T,T}\tau M_V^{-1}(T) M_V^T \Phi_{(T,T)} P_X(\tau)
\]
where \( P_V(T) = M_V P_X(T) M_V^T \) and \( \Phi_{(T,T)} \) is the state transition matrix from \( \tau \) to \( T \). By taking the partial derivative over \( T \), we have:
\[
\frac{\partial}{\partial T} P_X|V(\tau)
= -P_X(\tau) A^T e^{A^T (T-\tau)} M_V^T P_X^{-1}(T) M_V e^{A(T-\tau)} P_X(\tau)
\]
\[
- P_X(\tau) e^{A^T (T-\tau)} M_V^T P_X^{-1}(T) M_V A e^{A(T-\tau)} P_X(\tau)
\]
\[
+ P_X(\tau) e^{A(T-\tau)} M_V^T P_X^{-1}(T) \left( \frac{\partial}{\partial T} P_V(T) \right) \times P_X^{-1}(T) M_V e^{A(T-\tau)} P_X(\tau)
\]
The derivative term in the middle becomes:
\[
\frac{\partial}{\partial T} P_V(T) = M_V \left( \frac{\partial}{\partial T} P_X(T) \right) M_V^T
\]
\[
= M_V (A P_X(T) + P_X(T) A^T + \Sigma_W) M_V^T
\]

Thus, the sensitivity term can be calculated by the value of \( P_X \) at \( \tau \) and \( T \). Note that \( P_X(T) \) has already been calculated to compute \( P_{0|V} \), and \( P_X(\tau) = S_X^{-1}(\tau) \) that can be calculated along with the mutual information. Therefore, no significant further information is needed to quantify the sensitivity of the mutual information to the verification time. Moreover, the only term that depends on the measurement is \( Q_X(\tau) \) while other terms can have been computed in advance of posing the optimal planning problem that considers many different options of \( Z_{[0,\tau]} \).

1) Rate of Sensitivity Change: As derived above, the sensitivity of mutual information at time \( \tau \) to the variation in \( T \) is expressed as a function of covariance matrices (equivalently, inverse covariance matrices) at time \( \tau \) and the Lyapunov matrix \( P_X \) at \( T \). Notice that the time argument \( \tau \) can be replaced by any arbitrary time \( t \); thus, the sensitivity value can be tracked on the fly at any time \( t \in [0,\tau] \). Since \( P_X(T) \) has been computed in advance, now, think of the time derivative of the sensitivity, \( \frac{d}{dt} \left( \frac{\partial}{\partial T} I(V_T; Z_{[0,t]}) \right) \), which represents the rate of change of sensitivity over time as measurements are being taken. Since the sensitivity is written as a function of covariance matrices, its time derivative will be expressed as the right-hand-sides of the Lyapunov and Riccati equations. In particular, the Riccati equation has dependency on the observation matrix \( C \) on its right-hand-side, which is a function of locations of sensors in the context of mobile sensor planning. Therefore, it is expected that some type of sensitivity field can be obtained by evaluating the sensitivity rate at every possible sensor locations, as a similar approach is taken to build the information potential field representing the rate of change of mutual information [5,18].

It can be shown that:
\[
\frac{d}{dt} \left( \frac{\partial}{\partial T} I(V_T; Z_{[0,t]}) \right) = \frac{1}{2} \tr \left\{ Q_X|V(\tau) \left( \frac{\partial}{\partial T} Q_X|V(\tau) \right) S_X|V(\tau) \right\} + g_1(t) = \frac{1}{2} \tr \left\{ Q_X|V(\tau) \Sigma^2_C C Q_X|V(\tau) \frac{\partial}{\partial T} S_X|V(\tau) \right\} + g_2(t)
\]
where \( g_1(t) \) and \( g_2(t) \) are collections of terms that are not dependent on the observation matrix \( C \), and \( \frac{\partial}{\partial T} S_X|V(\tau) \) is calculated as described in the earlier part of this section. Note that the first term of (15) can be evaluated as a function of the sensor location, and it has of very similar form, i.e., quadratic function of \( C \) with some covariance-like weighting matrix, as the information potential field developed in [18].

IV. NUMERICAL EXAMPLES

For preliminary validation of the proposed formula, an example of a simple linear system with two states is considered. The system matrices are:
\[
A = \begin{bmatrix} 0.1 & 1 \\ -1 & -0.5 \end{bmatrix}, \Sigma_W = \begin{bmatrix} 0.01 & 0 \\ 0 & 0.01 \end{bmatrix}, P_0 = \begin{bmatrix} 1 & 0.5 \\ 0.5 & 1 \end{bmatrix}
\]
\[
M_V = \begin{bmatrix} 0 & 1 \end{bmatrix}, \Sigma_N = 0.01
\]
and the observation matrix is expressed in terms of a scalar parameter \( \lambda \) such that:
\[
C(t) = \begin{bmatrix} \lambda(t) & 1 - \lambda(t) \end{bmatrix}
\]
Also, it is assumed that the dynamics of \( \lambda(t) \) is given by
\[
\dot{\lambda} = -20\lambda + 20u,
\]
with \( \lambda(0) = 0.5 \) and \( u \in [0,1] \).

Three optimization problems with the decision variables of \( u(t), t \in [0,\tau] \) are posed with the objective function: (a)
true mutual information value with slight changes in optimization problems. It is noted that the mutual information Fig. 1 illustrates the optimized history of $\lambda$ are set to be: $\tau = 1$, $T = 5$, and $[T_j, T_f] = [4.5, 5.5]$. The planning time and the verification times are set to be: $\tau = 2$, $T = 5$, and $[T_j, T_f] = [4.5, 5.5]$. Fig. 1 illustrates the optimized history of $\lambda(t)$ for the three optimization problems. It is noted that the mutual information metric and the sensitivity metric drives the system in a different direction.

The sensitivity information can be used to approximate the true mutual information value with slight changes in $T$.

$$I(V_T; Z_{[0,T]}), \quad (b) \quad I(V_T; T_j; Z_{[0,T]}), \quad \text{and} \quad (c) \quad I(V_T; Z_{[0,T]}; T_j).$$

The planning time and the verification times are set to be: $\tau = 2$, $T = 5$, and $[T_j, T_f] = [4.5, 5.5]$. Fig. 2 compares the true and the approximate value of the accumulated information, defined by $I(V_T; Z_{[0,T]})$ for some $t \in [0, T]$. For three different observation parameter $\lambda = 1, 0.5, 0$, the approximation is obtained with $\Delta T = 0.1$ when $T = 5$. Fig. 2 compares the true and the approximate value of the accumulated information, defined by $I(V_T; Z_{[0,T]})$ for some $t \in [0, T]$. For three different observation parameter $\lambda = 1, 0.5, 0$, the approximation is obtained with $\Delta T = 0.1$ when $T = 5$. Fig. 2 compares the true and the approximate value of the accumulated information, defined by $I(V_T; Z_{[0,T]})$ for some $t \in [0, T]$. For three different observation parameter $\lambda = 1, 0.5, 0$, the approximation is obtained with $\Delta T = 0.1$ when $T = 5$.

The sensitivity-based approximation is very close to the true value.

V. CONCLUSIONS

This paper presented analysis of mutual information in the context of informative forecasting. The expression of mutual information for windowed forecasting was derived as an extension to the point-wise forecasting, and shown to be readily computed without incurring significant additional computation cost. The sensitivity of mutual information to the variation of the verification time was derived, highlighting the capability of constructing the sensitivity metric. Simple numerical examples preliminarily verified applicability of the presented analysis, while more realistic examples on mobile sensor planning will be included in the future work.

REFERENCES

[1] B. Grocholsky, A. Makarenko, and H. Durrant-Whyte, “Information-theoretic coordinated control of multiple sensor platforms,” in IEEE Intl. Conf. on Robotics and Automation, Taipei, Taiwan, Sep. 2003, pp. 1521–1526.
[2] G. Hoffmann and C. J. Tomlin, “Mobile sensor network control using mutual information methods and particle filters,” IEEE Transactions on Automatic Control, vol. 55, no. 1, pp. 32–47, 2010.
[3] B. Ristic and M. Arulampalam, “Tracking a manoeuvring target using angle-only measurements: algorithms and performance,” Signal Processing, vol. 83, no. 6, pp. 1223–1238, 2003.
[4] S. Martinez and F. Bullo, “Optimal Sensor Placement and Motion Coordination for Target Tracking,” Automatica, vol. 42, pp. 661–668, 2006.
[5] B. Grocholsky, “Information-theoretic control of multiple sensor platforms,” Ph.D. dissertation, University of Sydney, 2002.
[6] B. Grocholsky, J. Keller, V. Kumar, and J. Pappas, “Cooperative Air and Ground Surveillance,” IEEE Robotics and Automation Magazine, vol. 13(3), pp. 16–25, 2006.
[7] V. Gupta, T. H. Chung, B. Hassibi, and R. M. Murray, “On a stochastic sensor selection algorithm with applications in sensor scheduling and sensor coverage,” Automatica, vol. 42(2), pp. 251–260, 2006.
[8] L. Williams, J. W. Fisher III, and A. S. Willsky, “Approximate dynamic programming for communication-constrained sensor network management,” IEEE Trans. on Signal Processing, vol. 55(8), pp. 3995–4003, 2007.
[9] H.-L. Choi and J. P. How, “On the roles of smoothing in informative path planning,” in American Control Conference, 2009.
[10] ——, “Efficient targeting of sensor networks for large-scale systems,” IEEE Trans. on Control Systems Technology, submitted.
[11] ——, “Coordinated targeting of mobile sensor networks for ensemble forecast improvement,” IEEE Sensors Journal, in press.
[12] H.-L. Choi, J. P. How, and J. A. Hansen, “Ensemble-based targeting of mobile sensor networks,” in American Control Conference, 2007.
[13] T. Palmer, R. Gelaro, J. Barkmeijer, and R. Buizza, “Singular vectors, metrics, and adaptive observations,” Journal of the Atmospheric Sciences, vol. 55, no. 4, pp. 633–653, 1998.
[14] S. Majumdar, C. Bishop, B. Etherton, and Z. Toth, “Adaptive sampling with the ensemble transform Kalman filter. Part II: Field programming implementation,” Monthly Weather Review, vol. 130, no. 3, pp. 1356–1369, 2002.
[15] E. Fiorelli, N. Leonard, P. Bhattacharya, D. Paley, R. Bachmayer, and D. Fratantoni, “Multi-AUV control and adaptive sampling in monterey bay,” IEEE Journal of Oceanic Engineering, vol. 31(4), pp. 935–948, 2006.
[16] F. Hover, “Continuous-time adaptive sampling and forecast assimilation for autonomous vehicles,” Presentation given to WHOI Department of Applied Ocean Physics and Engineering, http://web.mit.edu/hovergroup/pub/PPIDA.pdf, Oct. 2008.
[17] R. Cortez, X. Papageorgiou, H. Tanner, A. Klimenko, K. Borodzin, R. Lumia, J. Wood, and W. Priedhorsky, “Smart radiation sensor management: Nuclear search and mapping using mobile,” IEEE Robotics & Automation Magazine, vol. 15(3), pp. 85–93, 2008.
[18] H.-L. Choi and J. P. How, “Continuous trajectory planning of mobile sensors for informative forecasting,” Automatica, vol. 46, no. 8, pp. 1266–1275, 2010.
[19] T. Termonia, “Kolmogorov entropy from a time series,”Physical Review A, vol. 29(3), pp. 1612–1614, 1980.
[20] P. Faure and H. Korn, “A new method to estimate the Kolmogorov entropy from recurrence plots: Its application to neuronal signals,” Physica D, vol. 122, pp. 265–279, 1998.
[21] J. Wall Jr., A. Willsky, and N. Sandell Jr., “On the fixed-interval smoothing problem,” Stochastics, vol. 5, no. 1&2, pp. 1–41, 1981.
[22] T. Cover and J. Thomas, Elements of Information Theory. Wiley Series In Telecommunications, 1991.
[23] A. E. Bryson and D. F. Johns, “Linear filtering for time-varying systems using measurements contained colored noise,” IEEE Trans. on Automatic Control, vol. AC-10, pp. 4–10, 1965.