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ABSTRACT:
Peptide-based antiviral therapeutics has gradually paved their way into mainstream drug discovery research. Experimental determination of peptides’ antiviral activity as expressed by their IC$_{50}$ values involves a lot of effort. Therefore, we have developed “AVP-IC$_{50}$Pred,” a regression-based algorithm to predict the antiviral activity in terms of IC$_{50}$ values ($\mu$M). A total of 759 non-redundant peptides from AVPdb and HIPdb were divided into a training/test set having 683 peptides ($T_{683}$) and a validation set with 76 independent peptides ($V_{76}$) for evaluation. We utilized important peptide sequence features like amino-acid compositions, binary profile of N8-C8 residues, physicochemical properties and their hybrids. Four different machine learning techniques (MLTs) namely Support vector machine, Random Forest, Instance-based classifier, and K-Star were employed. During 10-fold cross validation, we achieved maximum Pearson correlation coefficients (PCCs) of 0.66, 0.64, 0.56, 0.55, respectively, for the above MLTs using the best combination of feature sets. All the predictive models also performed well on the independent validation dataset and achieved maximum PCCs of 0.74, 0.68, 0.59, 0.57, respectively, on the best combination of feature sets. The AVP-IC$_{50}$Pred web server is anticipated to assist the researchers working on antiviral therapeutics by enabling them to computationally screen many compounds and focus experimental validation on the most promising set of peptides, thus reducing cost and time efforts. The server is available at http://crdd.osdd.net/servers/ic50avp. © 2015 Wiley Periodicals, Inc. Biopolymers (Pept Sci) 104: 753–763, 2015.
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INTRODUCTION
Antiviral peptides (AVPs) have recently emerged as an alternative strategy to fight disease causing viruses. The peptide Enfuvirtide (T20) is the first AVP approved by the FDA against HIV. Similarly, Sifuvirtide (SFT) peptide has shown potent anti-HIV activity and pharmacokinetic profiles and is under phase-II clinical trial. The peptide CIGB-228 has shown potency against Human papilloma virus (HPV) infections.
and is under Phase II clinical trial. A peptide-based HLA-A2-restricted CTL epitope capable of inducing both cellular and humoral responses is in phase I clinical trials against Hepatitis C virus (HCV). Another synthetic peptide (SPC3) was reported to prevent the HIV infection and is being evaluated for its antiviral properties in phase II clinical trials.6

Since peptides are involved in a number of cellular processes, they have a considerable potential to act as drugs in treating human diseases. Many peptide-based drugs are already generating billions of dollars in annual sales.7 Peptide-based drugs like penicillin and insulin has been widely used as therapeutics.8 Antimicrobial peptides are produced by living organisms as a means of defense against invading microbes including bacteria, protozoa, fungi and viruses, for example, cathelicidins, defensins, histatins, and so forth.9 Lately, antimicrobial peptides have been used to control different types of pathogens, particularly viruses10 which are a major cause of malaise and death in the world because of their high genetic variation, different routes of transmission, efficient replication, and the capability to persist in the host cells.11 Although there are several traditional antiviral nucleoside and non-nucleoside analogues against few viruses, many of these drugs have undesirable toxic effects.12 Whereas, AVPs with natural amino acids have lesser toxicity and are easily eliminated from the body.13

The AVPs block the viruses via different strategies including inhibition of virus fusion, signaling, replication, and so forth.14 They can interact with various glycosaminoglycans on the cell surface and thus compete with the virus for attachment sites. They may obstruct viral entry by binding virus fusion protein or cellular receptors needed for virus internalization. They can also hinder viral gene expression or translation via inhibition of essential viral proteins like polymerase, reverse transcriptase, and so forth.15

The earliest reports of AVPs were described for herpes simplex virus (HSV).16 Daher reported z-defensin as an AVP against HSV.17 Melittin peptide has been noted to have inhibitory activity against HIV18 and Junin virus (JV).19 Similarly alloferon peptides have been demonstrated to inhibit influenza virus.19 Peptides derived from human lactoferricin were shown to possess potent antiviral activity against a variety of viruses.20 Generally, the efficacy of AVPs is measured as the half maximal inhibitory concentration (IC50) which is a quantitative measure to signify the concentration of a molecule or drug required to block a given biological process by half (50%).21 For example, “FluPep” blocks Influenza virus entry into the cells with an IC50 of 0.10 μM.22 Also, peptides derived from RhoA protein restrict Respiratory syncytial virus (RSV) replication and the best performing peptide accomplished an IC50 of 1.23 μM.23 Similarly, Pinon et al.24 were able to inhibit Human T-cell leukemia virus (HTLV) protease using AVPs with a minimum IC50 of 0.28 μM. Also, Ray et al.25 demonstrated the ability of small peptides in inhibiting HCV translation as well as replication by disrupting the interaction between NS3 protease and HCV IRES with an IC50 value of 5 μM.

Although, for AVPs two specialized databases, “HIPdb” for HIV15a and “AVPdb” for more than 60 viruses14 are available. Additionally, AVP prediction algorithm “AVPpred,26” which classifies a given peptide sequence as effective or non-effective also exists. However a peptide antiviral activity predictor in terms of IC50 value is lacking. Therefore, in this study we have developed a regression-based algorithm, “AVP-IC50Pred” using experimentally proven datasets by employing multiple machine learning algorithms.

**METHODS**

**Algorithm Development**

**Data Sets.** From combined 3040 peptides available in recently published specialized AVP databases, AVPdb14 and HIPdb,15a we selected 1061 peptides having quantitative IC50 values against 42 viruses. After removal of redundant sequences, 759 peptides were left which were divided into datasets of 683 peptides for training/testing (T-train) and 76 peptides for independent validation (V-validate). The peptide length ranged from 8 to 38 (average 22) amino acid residues. Peptides in the training/testing dataset belong to 39 diverse viruses and their quantitative IC50 values range from 0.001 to 442 µM. The validation dataset belongs to 18 viruses and their quantitative IC50 values range from 0.002 to 333 µM. Full description of the training/testing and validation dataset is available on the web server as well as in the Supporting Information Tables S1 and S2.

**Peptide Features.** We have used the different features like amino acid composition, binary profiles, physicochemical properties, solvent accessibility, secondary structure, and their hybrids for model development. In addition, we have also used database scanning technique to display earlier reported sequences matching with user provided peptides.

**Amino Acid Composition.** Amino acid composition has been widely used in a number of existing prediction methods.27 It is the fraction of each amino acid in a peptide. The fraction of all 20 natural amino acids was calculated using the following equation:

\[ \text{Fraction of amino acid } X = \frac{\text{Total number of } X}{\text{peptide length}} \]

The models developed using mono and di amino acid compositions are termed as “Mono” and “Di,” respectively.

**Binary Profile.** Many researchers have used binary method for predicting proteins and peptides belonging to different classes.28 Binary profiles were generated for the peptides with each amino acid being represented by a vector of 20 dimensions (e.g., Ala by 1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0 and Cys by 0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0) to incorporate positional information of amino acids in a peptide. A pattern of window length “w” was represented by a
its backbone. The secondary structure of the peptides was calculated where the extent to which it interacts with the solvent. It is proportional to the surface area of the exposed peptide. Solvent accessibility of a peptide determines the size of test set, $E_i^{\text{act}}$ and $E_i^{\text{pred}}$ is the predicted and actual IC$_{50}$, respectively.

In LOOCV each peptide in the dataset is used for testing iteratively and rest of the peptides are used to train the respective prediction models. In addition to LOOCV, we have also used Leave one virus out cross validation (LOVOCV) method. In this technique, AVPs from each virus are iteratively excluded and the classifier is trained on the remaining virus AVPs followed by testing on the excluded AVPs of that individual virus.

RESULTS

Performance Evaluation During 10-Fold Cross Validation

AVP-IC$_{50}$Pred models have been developed using various peptide sequence features including mono and di-amino acid composition, binary pattern of eight C-terminal and N-terminal amino acids, physicochemical properties, and so forth. During 10-fold cross validation using SVM, we achieved a maximum correlation of 0.59, 0.61, 0.56, 0.51, 0.59, 0.22, 0.18 on mono, di, C8-binary, N8-binary and physico, solvent accessibility (sa), secondary structure (ss) models, respectively, on the $T^{683}$ training/testing dataset. Using hybrid models of the above mentioned features, the performance was improved to a maximum of 0.66 in case of mono-di-physico-sa-ss composite features as shown in Table I. The SVM and RF parameters used to develop prediction models are shown in Supporting Information Table S4. Furthermore, we calculated the $P$-value for different models and found that $P$-value of most of the models is statistically significant and $<0.001$ (For model no. 6 and 7 the $P$-value is $<0.05$).

We also used other machine learning algorithms like RF, IBk, and K* to check their performance on the $T^{683}$ training/
testing data using the above mentioned features. RF performed similar to SVM with best PCC of 0.64 on N8/C8-physico-sa-ss hybrid model while IBk and K* showed best performance of 0.56 and 0.55 on hybrid N8/C8-physico-sa-ss features (Table I). However, SVM performed better than other machine learning algorithms.

**Performance Evaluation on Independent Data Set**

Besides 10-fold cross validation, we also checked the performance of our models on independent dataset of 76 peptides (V76) not used during training/testing. Here, we achieved a maximum correlation of 0.64 on N8/C8-physico-sa-ss hybrid model while IBk and K* showed best performance of 0.56 and 0.55 on hybrid N8/C8-physico-sa-ss features (Table I). However, SVM performed better than other machine learning algorithms.

**Table I  Performance Evaluation During 10-Fold Cross Validation**

| S. No. | Feature                          | No. of Features | SVM | RF | IBk | K*  | SVM | RF | IBk | K*  |
|--------|----------------------------------|-----------------|-----|----|-----|-----|-----|----|-----|-----|
| 1      | Amino acid composition (Mono)    | 20              | 0.59| 0.61| 0.44| 0.41| 0.64| 0.64| 0.42| 0.41|
| 2      | Di-peptide composition (Di)      | 400             | 0.61| 0.60| 0.47| 0.43| 0.66| 0.62| 0.47| 0.45|
| 3      | C8 Binary profile (C8 Bin)       | 160             | 0.56| 0.57| 0.45| 0.42| 0.59| 0.60| 0.43| 0.41|
| 4      | N8 Binary profile (N8 Bin)       | 160             | 0.51| 0.54| 0.45| 0.43| 0.48| 0.60| 0.45| 0.43|
| 5      | Physicochemical properties (Physico)| 315         | 0.59| 0.54| 0.46| 0.44| 0.63| 0.68| 0.46| 0.45|
| 6      | Solvent accessibility (SA)       | 21              | 0.22| 0.20| 0.18| 0.19| 0.21| 0.18| 0.15| 0.16|
| 7      | Secondary structure (SS)         | 3               | 0.18| 0.18| 0.16| 0.17| 0.19| 0.16| 0.17| 0.18|
| 8      | 1 + 2                            | 420             | 0.60| 0.61| 0.47| 0.45| 0.67| 0.62| 0.48| 0.48|
| 9      | 3 + 4                            | 320             | 0.59| 0.62| 0.51| 0.48| 0.62| 0.65| 0.52| 0.50|
| 10     | 1 + 2 + 5                        | 735             | 0.63| 0.61| 0.52| 0.51| 0.70| 0.64| 0.54| 0.51|
| 11     | 3 + 4 + 5                        | 635             | 0.63| 0.60| 0.51| 0.50| 0.72| 0.67| 0.52| 0.50|
| 12     | 1 + 2 + 3 + 4                    | 740             | 0.61| 0.62| 0.51| 0.49| 0.67| 0.63| 0.51| 0.50|
| 13     | 1 + 2 + 3 + 4 + 5                | 1055            | 0.62| 0.61| 0.50| 0.51| 0.66| 0.64| 0.54| 0.53|
| 14     | 6 + 7                            | 23              | 0.22| 0.20| 0.18| 0.21| 0.23| 0.19| 0.20| 0.18|
| 15     | 1 + 2 + 5 + 6 + 7                | 758             | 0.66| 0.63| 0.55| 0.54| 0.74| 0.68| 0.59| 0.57|
| 16     | 3 + 4 + 5 + 6 + 7                | 658             | 0.65| 0.64| 0.56| 0.55| 0.73| 0.70| 0.58| 0.56|

10-Fold cross validation performance of predictive models on AVP dataset of 683 sequences (T683) and evaluation of performance of predictive models on validation dataset of 76 peptides (V76) using SVM, RF, IBk, and K* MLTs. Abbreviations: SVM: support vector machine; RF: random forest; IBk: instance-based classifier (Weka); K*: KStar (Weka); T683: Training dataset of 683 AVPs; 10×: 10-fold cross validation; V76: independent dataset of 76 AVPs.

![FIGURE 1 Correlation between actual and predicted IC50 values of the independent dataset using (a) SVM and (b) RF.](image-url)
Performance Evaluation During LOVOCV

To further check the predictive performance for each virus in the 759 AVP dataset, we used LOVOCV method (Table II). Overall, the training dataset performance during 10-fold cross validation ranged from PCC value of a minimum 0.55 to a maximum 0.68 with an average 0.60. Simultaneously, the validation performance ranged from PCC 0.13 to 0.80 with an average 0.43. The method showed good correlation for 38 out of 42 viruses. However, for few viruses like HIV, RSV, INFV A, and HSV the performance was not satisfactory. Since, enough AVPs for RSV, INFV A, and HSV were not available; therefore, we made a combined dataset of these viruses to develop a prediction model with a best PCC of 0.59 using LOOCV. This model performed well with a PCC of 0.54 for independent dataset of these three viruses.

Performance Evaluation During LOOCV

We have also developed virus specific models for HIV and HCV where reasonable numbers of peptides are available. We also checked the performance of our method using LOOCV technique by employing earlier mentioned peptide sequence features (Table III). In this method we used specific AVP datasets belonging to HIV (295 AVPs) and HCV (124 AVPs) and individually divided them into training and validation datasets, keeping 10% of the data for validation in each case. Here also the performance was increased while using hybrid mono-di-physico and mono-di-C8/N8 bin features (PCC 0.60–0.65) as compared to individual feature (PCC 0.50–0.55).

Two Sample Logo

Two sample logos are used to graphically depict the differences between two sets of sequence alignments. The web-based tool is freely available via the url: http://www.twosamplelogo.org. Highly and least effective AVPs were chosen to generate two sample logos using both 8 N-terminal and 8 C-terminal residues. The IC50 values of highly and least effective AVPs were below 1 μM and above 100 μM, respectively. In the N terminal region, we found that large acidic amino acids like Met, Thr, Asp, and Glu were enriched in highly effective AVPs while small basic amino acids like Ala, Gly, and Lys were more

| S. No. | Virus                        | Abbreviation | No. of Peptides | Training | Validation | Training | PCC | Validation | PCC |
|--------|------------------------------|--------------|-----------------|----------|------------|----------|-----|------------|-----|
| 1      | Hepatitis C virus            | HCV          | 635             | 124      | 0.55       | 0.8      |     |            |     |
| 2      | SARS coronavirus             | SARS-CoV     | 733             | 26       | 0.58       | 0.53     |     |            |     |
| 3      | Porcine reproductive and respiratory syndrome Virus | PRRSV        | 746             | 13       | 0.58       | 0.53     |     |            |     |
| 4      | Hepatitis B virus            | HBV          | 747             | 12       | 0.58       | 0.53     |     |            |     |
| 5      | Dengue 2 virus               | DENV 2       | 752             | 7        | 0.58       | 0.53     |     |            |     |
| 6      | Newcastle disease virus      | NDV          | 752             | 7        | 0.58       | 0.53     |     |            |     |
| 7      | Transmissible gastroenteritis virus | TGEV   | 756             | 3        | 0.64       | 0.53     |     |            |     |
| 8      | West Nile virus              | WNV          | 756             | 3        | 0.63       | 0.53     |     |            |     |
| 9      | Human papillomavirus         | HPV          | 753             | 6        | 0.59       | 0.52     |     |            |     |
| 10     | Human metapneumovirus        | hMPV         | 754             | 5        | 0.68       | 0.52     |     |            |     |
| 11     | Human parainfluenza virus type 3 | HPIV 3     | 734             | 25       | 0.37       | 0.51     |     |            |     |
| 12     | HSV 2                        | HSV 2        | 754             | 5        | 0.62       | 0.51     |     |            |     |
| 13     | Hendra Virus                 | HeV          | 735             | 4        | 0.63       | 0.51     |     |            |     |
| 14     | Human cytomegalovirus        | HCMV         | 735             | 4        | 0.65       | 0.5     |     |            |     |
| 15     | Marek’s disease virus        | MDV          | 754             | 5        | 0.61       | 0.49     |     |            |     |
| 16     | Dengue 1 virus               | DENV 1       | 756             | 3        | 0.61       | 0.49     |     |            |     |
| 17     | Feline immunodeficiency virus | FIV          | 730             | 29       | 0.55       | 0.46     |     |            |     |
| 18     | Measles virus                | MV           | 739             | 20       | 0.57       | 0.45     |     |            |     |
| 19     | Human T-cell leukemia virus 1 | HTLV 1      | 753             | 6        | 0.65       | 0.41     |     |            |     |
| 20     | HSV 1                        | HSV 1        | 729             | 30       | 0.58       | 0.2      |     |            |     |
| 21     | Influenza A virus            | INFV A       | 720             | 39       | 0.59       | 0.15     |     |            |     |
| 22     | Human immunodeficiency virus | HIV          | 464             | 295      | 0.6        | 0.13     |     |            |     |
| 23     | Respiratory syncytial virus  | RSV          | 694             | 65       | 0.58       | 0.02     |     |            |     |
| 24     | Othersa                      | Oth          | 736             | 23       | 0.65       | 0.51     |     |            |     |

* Other viruses include: ASLV-A, JV, SeV, VACV, AIV, AMV, ASFV, BKV, BoHV 1, BRV, DENV 4, EBoV, HPIV 2, INFV B, JEV, LCMV, MHV, NiV, and SNV.
common in least effective AVPs (Figure 2a). Similarly in the C-terminal region, large polar and non-polar amino acids like Leu, Trp, and Asn were frequent in the highly effective AVPs while small positively charged amino acids like Gly, Lys, and Arg were more common in the least effective AVPs (Figure 2b). Two sample logos of the above sequences with different amino acids colored as per their charge, hydrophobicity, surface exposure, flexibility, and disorder are available in Supporting Information Figure S1.

**Box Plots**
The box plot is a convenient way to denote the summary statistics and the distribution of numerical data. It not only allows the depiction of the maximum, minimum, and median of a data set but also the visualization of lower and upper quartiles.40 We selected 97 highly effective (IC50 < 1 μM) and an equal number of least effective AVPs (IC50 > 100 μM) and calculated the 15 best performing physicochemical properties (Supporting Information Table S3a) predicted by SVM. Box plots for the individual properties were drawn using BoxPlotR (available at http://boxplot.tyerslab.com). The plots are shown in Supporting Information Figure S2(i and ii). It was observed that some properties like helix initiation parameter (c), frequency of C-terminal non beta region (d), free energy in beta-strand region (e, m) and frequency of helix (f, k) were more discriminative compared to others. Similar results were

| S. No. | Feature                                      | No. of features | HIV   | HCV   | HIV   | HCV   |
|-------|----------------------------------------------|-----------------|-------|-------|-------|-------|
| 1     | Amino acid composition (Mono)                | 20              | 0.54  | 0.56  | 0.51  | 0.52  |
| 2     | Di-peptide composition (Di)                  | 400             | 0.56  | 0.58  | 0.51  | 0.53  |
| 3     | C8/N8 Binary profile (C8/N8 Bin)             | 160             | 0.57  | 0.57  | 0.54  | 0.55  |
| 4     | Physicochemical properties (Physico)         | 315             | 0.55  | 0.55  | 0.51  | 0.51  |
| 5     | 1 + 2 + 3                                   | 735             | 0.58  | 0.64  | 0.54  | 0.61  |
| 6     | 1 + 2 + 4                                   | 635             | 0.60  | 0.67  | 0.54  | 0.58  |
| 7     | 1 + 2 + 3 + 4                               | 740             | 0.60  | 0.65  | 0.53  | 0.63  |

**Table III Performance of the SVM Models Using LOOCV Method on Virus Specific Datasets**

The 15 best performing physicochemical properties (Supporting Information Table S3a) predicted by SVM. Box plots for the individual properties were drawn using BoxPlotR (available at http://boxplot.tyerslab.com). The plots are shown in Supporting Information Figure S2(i and ii). It was observed that some properties like helix initiation parameter (c), frequency of C-terminal non beta region (d), free energy in beta-strand region (e, m) and frequency of helix (f, k) were more discriminative compared to others. Similar results were
reported by Chang and Yang\textsuperscript{12} and Polanco et al.\textsuperscript{41} while analyzing the physicochemical properties of AVPs.

**Web Server**

AVP-IC\textsubscript{50}Pred web server is freely accessible via the URL http://crdd.osdd.net/servers/ic50avp. A flowchart depicting the workflow of AVP-IC\textsubscript{50}Pred web server is shown in Supporting Information Figure S3.

**Input.** On the submit page user may paste single or multiple peptide sequence(s) in FASTA format in the provided text-box or upload a FASTA file from the system. An “Example link” has been provided to load a default set of sequences. User can select the desired model and MLT to run the prediction (Supporting Information Figure S4).

**Output.** The prediction output is shown in tabular form with 10 columns. The first, second, and third columns consist of the sequence identifier for the input FASTA sequence, the sequence itself and the sequence length, respectively. The fourth column gives the action buttons for database scanning in order to check the presence of similar sequences in the existing antiviral databases HIPdb and AVPdb and also in the latest UniProt release using BLAST. Rest of the columns (5–8) show the output of different MLTs used in this study (SVM, RF, IBk, K*). The predicted IC\textsubscript{50} value for the peptide sequence is displayed in μM units. The analysis column displays the calculated physicochemical properties for the peptides in question. All the columns of the table have been provided with a sorting functionality. Search option is also provided to filter the results (Figure 3).

**Analysis Tools**

**Mutation Analyzer.** This tool allows the user to generate all possible combinations of amino acid mutations in a given peptide sequence and predict the IC\textsubscript{50} of the mutant peptides using the best performing model. However, the mutated peptides are only computationally predicted and need experimental validation. Worked examples have been provided in Table IV.

**AVP-IC\textsubscript{50}Pred-BLAST.** Users may BLAST their peptide for similarity against HIPdb and AVPdb. The result shows distribution of hits, their score, E-value and alignment with sequences having significant similarity.

**AVP-IC\textsubscript{50}Pred-Map.** The MAP tool is used to fetch the perfectly matching peptides available in the existing AVP databases.

*Biopolymers (Peptide Science)*
which map against a user provided protein sequence. The result output displays a list of earlier reported AVPs that match with specific portions of the user provided sequence.

**Physicochemical Properties Calculator.** The properties tool allows the user to visually examine some important peptide features like amino acid composition, hydrophobicity, preference for $\beta$-strands and frequency of $\alpha$-helix in a given peptide sequence.

**Motif Search.** AVP-IC$_{50}$Pred Motif Scan allows to search possible AVP motifs in user provided protein/peptide sequences. This tool is based on MEME/MAST software.$^{42}$

**Protein Fragmentor.** This tool generates peptide fragments of desired length and overlapping residues from a protein sequence.

**AVP-IC$_{50}$ Conserve.** Checks the conservation of user provided peptide sequence in human, viral, and antiviral proteins.

### Application

Using AVP-IC$_{50}$Pred mutation analyzer, users can generate all possible combinations of amino acid mutations in a given peptide sequence and predict the IC$_{50}$ of the mutant peptides. This tool also enables the users to sort the mutant peptides as per their predicted IC$_{50}$ value to select the highly effective peptides. As an example we generated the mutants of Enfuvirtide/T-20, an HIV fusion inhibitor using this tool. We found that mutations like E10A and E11A improved the predicted IC$_{50}$ over hundreds of folds. Likewise, mutations of I20V and I20R in peptide CL58-2 altered the IC$_{50}$ by about 40 fold. Similar analysis of some more peptides was also carried out as provided in Table IV.

### DISCUSSION

Due to the limited availability of drugs and vaccines for many viruses, there is a demand to develop more effective antiviral therapeutics.$^{37,43}$ Thus, apart from drugs and vaccines, AVPs are a potential alternative to control viral pathogenesis.$^{26,44}$

---

**Table IV  Mutational Analysis**

| Peptide Length | Mutation Position | IC$_{50}$ ($\mu$M) | Fold Change | PubMed ID |
|----------------|------------------|---------------------|-------------|------------|
| 36             | No Mutation      | 7.57                | –           | 19949052   |
| 36             | E10A             | 0.01                | 757.0       |            |
| 36             | E11A             | 0.02                | 378.5       |            |
| 36             | E17V             | 0.03                | 252.3       |            |
| 36             | E20D             | 0.03                | 252.3       |            |
| 36             | N34G             | 0.03                | 252.3       |            |
| 20             | No Mutation      | 100.00              | –           | 17448989   |
| 20             | A18L             | 5.24                | 19.1        |            |
| 20             | K11L             | 7.38                | 13.6        |            |
| 20             | A18V             | 7.46                | 13.4        |            |
| 20             | K15L             | 7.95                | 12.6        |            |
| 20             | M4L              | 14.55               | 6.9         |            |
| 18             | No Mutation      | 25.00               | –           | 22378192   |
| 18             | G6Y              | 2.71                | 9.2         |            |
| 18             | F11Y             | 2.99                | 8.4         |            |
| 18             | I18Y             | 2.99                | 8.4         |            |
| 18             | G13R             | 3.25                | 7.7         |            |
| 18             | G16Y             | 3.5                 | 7.1         |            |
| 20             | No Mutation      | 17.8                | –           | 22378192   |
| 20             | I20V             | 0.46                | 38.7        |            |
| 20             | I20R             | 0.51                | 34.9        |            |
| 20             | G10R             | 0.9                 | 19.8        |            |
| 20             | G17R             | 0.99                | 18.0        |            |
| 20             | G17V             | 1.07                | 16.6        |            |

Mutational analysis of different AVPs showing the top five best performing mutations and their predicted IC$_{50}$ values from each peptide.
Lower toxicity and broad range AVPs such as EB peptide against HSV, \textsuperscript{45} \(\alpha\)-defensin against cytomegalovirus (CMV), \textsuperscript{15b} enfuvirtide\textsuperscript{2} and SFT against HIV,\textsuperscript{4} Human neutrophil peptide 1 against VSV,\textsuperscript{1} and so forth have shown promising results with high specificity and relatively few off-target side-effects. The AVPs act via variety of routes including inhibition of viral entry into the host cell, suppression of viral gene expression or translation, immunopotentiation, and so forth.\textsuperscript{46}

Antiviral activity of a peptide is often determined experimentally as its half maximal inhibitory concentration (IC\textsubscript{50}) value. Usually AVPs with \(< 1 \mu M\) IC\textsubscript{50} values are considered very effective while \(> 100 \mu M\) are least effective in repressing a viral process or function. Although there are many antimicrobial peptide prediction servers like CAMP,\textsuperscript{47} APD2,\textsuperscript{48} viral process or function. Although there are many antimicrobial peptide prediction servers like CAMP,\textsuperscript{47} APD2,\textsuperscript{48} AntiBP2,\textsuperscript{49} Wang et al.,\textsuperscript{3} and so forth and one AVP predictor AVPpred\textsuperscript{26} but they are all based on classification mode of machine learning, that is, they only classify a peptide sequence as effective or ineffective. In addition, none of them quantitatively predicts the antimicrobial or antiviral activity of a peptide in terms of IC\textsubscript{50}.

To develop such predictor we have extracted comprehensive non-redundant 759 AVPs with quantitative IC\textsubscript{50} values from specialized resources HIPdb\textsuperscript{15a} and AVPdb.\textsuperscript{14} These AVPs were randomly divided into three training/testing (T683) and validation (V76) datasets that belong to as many as 42 medically important viruses. We also checked the performance of SVM models based on these three training and validation dataset and selected one set with better performance for algorithm development as shown in Supporting Information Table S5.

Peptide-based antivirals can act in many different ways however generally the AVPs act via interference of protein–protein interactions by mimicking the properties of one of the interfaces, thus acting as competitive inhibitors by preventing interaction of the binding protein partners. The various sequence features of a peptide play an important role in their bioactivity. These features include amino acid composition, N/C terminal residues and their physicochemical properties like hydrophobicity, secondary structure, and so forth. These have also been reported previously for prediction of other important peptides viz., ABCpred,\textsuperscript{50} AntiCE\textsuperscript{31} QSPpred,\textsuperscript{52} and so forth. Evans et al.\textsuperscript{53} have also described HIV coreceptor tropism prediction on the basis of the amino-acid sites and physicochemical characteristics of the V3 loop sequence of the HIV envelope.

In our results, however, we found that SVM and RF comparatively performed better than IBk and K* MLTs (MLTs). In SVM by choosing appropriate kernel generalization grade, SVMs gain flexibility and robustness and deliver a unique solution in their prediction.\textsuperscript{54} RF computes proximities between pairs of cases that can be used in clustering and locating outliers. RF is a fast and highly accurate learning algorithm and can handle thousands of input variables without variable deletion.\textsuperscript{55} IBk and K* are simple MLTs that work well on basic recognition problems. One of the shortcomings of the these two algorithms is that they are lazy learners, that is, they do not learn anything from the training data but simply use the training data itself for prediction because of which they are not robust for predicting noisy data.\textsuperscript{55} Due to this reason SVM and RF performed better than these MLTs in our study.

AVP-IC\textsubscript{50}Pred is a regression-based algorithm employing hybrid models integrating different peptide features like amino acid composition, binary profiles, physicochemical properties, and so forth. We claim this method to be the first ever attempt to predict a numerical antiviral efficacy value for a given peptide. We had used SVM at the first place to predict the peptide IC\textsubscript{50} values for which we achieved a maximum PCC of 0.66 during 10-fold cross validation and a PCC of 0.74 on the independent dataset.

Since AVPs are heterogeneous in terms of their target viruses, one of the important questions remains whether this algorithm is applicable for the general viruses. It has been found by earlier researchers that a given class of peptides follow a certain pattern as is the case with antimicrobial peptide prediction algorithms like APD2,\textsuperscript{48} CAMP,\textsuperscript{47} AntiBP2,\textsuperscript{49} Class-AMB,\textsuperscript{56} AMPA,\textsuperscript{57} and so forth. To further address this issue, we have used LOVOCV strategy\textsuperscript{37} in which AVPs from each virus are iteratively excluded and the classifier is trained on AVPs of the remaining viruses followed by testing on the excluded AVPs. This approach worked for 38 out of 42 viruses. Predictive performance for IC\textsubscript{50} of each virus was satisfactory for most of the viruses despite the fact that their data was not included during training. It shows that AVP-IC\textsubscript{50}Pred can act as a general AVP prediction algorithm, which may be applied to other viruses as well. However, there are a few exceptions like HIV, RSV, INFV A and HSV for which algorithm did not work. It can be due to the fact that some viruses differ in their manner of infection/life cycle and hence mechanism or mode of action of AVPs may differ in some cases. Therefore we have provided virus specific models for the above viruses and also integrated them on the web server. In the future, we are interested in making target specific algorithms once appropriate and enough data are available.

It is reported in the literature that the prediction methods developed in regression mode show a lower correlation for heterogeneous datasets than that for homogenous datasets. For example, in similar studies of siRNAs, it was found that the PCC ranged from 0.4 to 0.6 on heterogeneous datasets while it increased to 0.7–0.8 on homogenous datasets.\textsuperscript{37,58} The SVM models in this study were developed using a highly diverse dataset taken from 125 different studies tested in 64 cell lines.
against 42 viruses. So the PCC of 0.66 in regression mode is reasonable. This performance can be improved further if a large homogeneous dataset is available in future. However, to put more confidence in our present prediction, we used three more MLTs in addition to SVM namely, RF, IBk and K* which performed in a similar fashion. This will also encourage developing newer regression-based algorithms besides the existing classification-based methods in the area of peptide-based therapeutics.

There are limited reports of experimentally improving the IC<sub>50</sub> value of AVPs or to overcome their virus resistance by amino acid substitutions. Izumi et al. designed an enfuvirtide variant containing the S138A substitution and showed that it is a potent inhibitor of both enfuvirtide-sensitive and enfuvirtide-resistant viruses. Also it was shown that mutation of four C-terminal amino acids (WNWF to ANAA) of the enfuvirtide peptide made it inactive. Dwyer et al. found that the mutations, which increased peptide helical structure, were more effective in blocking the virus. All such improvements in the peptide efficacy were achieved after considerable efforts in terms of cost and time. Had there been an algorithm which generated the possible mutants of a potential AVP and predicted its efficacy, these results might have been achieved in lesser time and cost. Had there been an algorithm which generates the possible mutants of a potential AVP and predicts its efficacy, these results might have been achieved in lesser time. Simultaneously, AVPs with improved efficacy might be useful against mutated viruses. To assist the researchers in this time. Simultaneously, AVPs with improved efficacy might be useful against mutated viruses. To assist the researchers in this application of the AVPs.

There are limited reports of experimentally improving the IC<sub>50</sub> value of AVPs or to overcome their virus resistance by amino acid substitutions. Izumi et al. designed an enfuvirtide variant containing the S138A substitution and showed that it is a potent inhibitor of both enfuvirtide-sensitive and enfuvirtide-resistant viruses. Also it was shown that mutation of four C-terminal amino acids (WNWF to ANAA) of the enfuvirtide peptide made it inactive. Dwyer et al. found that the mutations, which increased peptide helical structure, were more effective in blocking the virus. All such improvements in the peptide efficacy were achieved after considerable efforts in terms of cost and time. Had there been an algorithm which generates the possible mutants of a potential AVP and predicts its efficacy, these results might have been achieved in lesser time. Simultaneously, AVPs with improved efficacy might be useful against mutated viruses. To assist the researchers in this direction, AVP-IC<sub>50</sub>Pred mutation analyzer tool will be useful in designing AVPs with enhanced antiviral potential as illustrated in the “Application” section. Further, prediction and analysis of IC<sub>50</sub> of all single mutants of the AVPs in our dataset have been provided on our web server. Besides, AVP-IC<sub>50</sub>Pred web server has also been equipped with some important tools such as physicochemical properties calculator, Motif scan, BLAST, Conservation, Map, and fragment tool for further analysis of the AVPs.

CONCLUSIONS
AVP-IC<sub>50</sub>Pred is the first regression-based algorithm developed using experimentally validated data sets for prediction of peptide antiviral activity in terms of IC<sub>50</sub>. Multiple MLTs were used to build comprehensive prediction models exploiting important peptide sequence features such as amino acid and dipeptide compositions, binary profile of N8-C8 residues as well as selected physicochemical properties. AVP-IC<sub>50</sub>Pred web server is hoped to assist the researchers working on AVP therapeutics by decreasing the cost and time efforts involved in experimental validation.
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