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Abstract

The explosive outbreaks of COVID-19 seen in congregate settings such as prisons and nursing homes, has highlighted a critical need for effective outbreak prevention and mitigation strategies for these settings. Here we consider how different types of control interventions impact the expected number of symptomatic infections due to outbreaks. Introduction of disease into the resident population from the community is modeled as a stochastic point process coupled to a branching process, while spread between residents is modeled via a deterministic compartmental model that accounts for depletion of susceptible individuals. Control is modeled as a proportional decrease in the number of susceptible residents, the reproduction number, and/or the proportion of symptomatic infections. This permits a range of assumptions about the density dependence of transmission and modes of protection by vaccination, depopulation and other types of control. We find that vaccination or depopulation can have a greater than linear effect on the expected number of cases. For example, assuming a reproduction number of 3.0 with density-dependent transmission, we find that preemptively reducing the size of the susceptible population by 20% reduced overall disease burden by 47%. In some circumstances, it may be possible to reduce the risk and burden of disease outbreaks by optimizing the way a group of residents are apportioned into distinct residential units. The optimal apportionment may be different depending on whether the goal is to reduce the probability of an outbreak occurring, or the expected number of cases from outbreak dynamics. In other circumstances there may be an opportunity to implement reactive disease control measures in which the number of susceptible individuals is rapidly reduced once an outbreak has been detected to occur. Reactive control is most effective when the reproduction number is not too high, and there is minimal delay in implementing control. We highlight the California state prison system as an example for how these findings provide a quantitative framework for understanding disease transmission in
congregate settings. Our approach and accompanying interactive website (https://phoebelu.shinyapps.io/DepopulationModels/) provides a quantitative framework to evaluate the potential impact of policy decisions governing infection control in outbreak settings.

Author summary

Congregate setting such as prisons and nursing homes pose challenges for infection control. In these settings, vulnerable populations live in dense, highly connected communities. This allows explosive outbreaks of infection such as COVID-19. To reduce the probability of outbreaks occurring and the size of any outbreaks that occur, several control strategies are often available. These include vaccination, depopulation, improving ventilation, and quarantine of affected individuals. In this manuscript, we construct a mathematical model of outbreak dynamics and evaluate the relative effectiveness of different types of control strategies. The model quantifies three phases of outbreak dynamics: the rate of importation of an infection, the probability that an imported infection results in uncontrolled transmission, and the anticipated size of an outbreak caused by uncontrolled transmission. We find that control interventions that decrease both the susceptibility to infection and the transmissibility of affected individuals can have a greater than linear impact on the expected burden of disease. We also find there can be a benefit if residents are apportioned into distinct cohorts. Finally, we examine the relative benefit of preemptive strategies that are enacted prior to an outbreak occurring versus reactive strategies that are deployed once an outbreak has begun.

Introduction

The COVID-19 pandemic has highlighted the need to quickly identify and implement strategies for controlling the spread of a novel respiratory pathogen. A particular challenge arises in congregate settings such as prisons, nursing homes, and crowded workplaces where transmission is amplified. [1–6] The increased risk of transmission in these settings results in a higher potential for an outbreak to cause many infections within a few weeks. In addition, residents of congregate settings often have a higher prevalence of comorbidities that contribute to worse disease outcomes. [7, 8] The subsequent surge of hospital admissions can strain healthcare capacity and seed increased transmission within the wider community. [9, 10] There are a variety of options to reduce the public health risk associated with congregate settings such as decreasing the number of susceptible individuals via vaccination or depopulation. [10, 11] Control interventions can both decrease the chance of an outbreak occurring and the size of any outbreaks that occur. [12]

To provide a quantitative framework to evaluate the impact of different types of control, we describe a model for the probability of an outbreak occurring in a congregate setting within a specified time period, as well as the size of an outbreak that may occur. We incorporate a model of control that permits a range of assumptions about how control affects outbreak dynamics via density-dependent or frequency-dependent disease transmission. Our model is used to evaluate how control changes the expected burden of disease in congregate settings due to disease outbreaks. We also evaluate the optimal apportionment of residents amongst independent residential units, and characterize when a preemptive control strategy is preferable to a reactive one.
Methods

Model overview

We structure outbreak dynamics in congregate settings into three stages (Fig 1). First, a case has to be introduced into the congregate setting. This may occur due to direct transfer of an infected case into the congregate population, or from transmission from a staff worker or visitor. We model the primary mode of introduction as being from staff introductions, since this is the hardest type of introduction to repress. Second, an introduction of a case (or a few cases) can either be self-limited or progress to a full outbreak. The probability of an outbreak occurring after an introduction of infection is impacted by the stochastic nature of disease spread, the reproduction number, and the degree of transmission heterogeneity. The reproduction number, $R$, is the average number of infections each new infection causes when all contacts are susceptible to disease. As explained below, we use the negative binomial dispersion parameter to quantify the amount of transmission heterogeneity. Third, if an outbreak is established, the number of symptomatic cases is in proportion to the total number of infected residents. Since the large number of cases overwhelms the stochasticity of transmission, this third stage can be modeled deterministically. We employ a deterministic susceptible-exposed-infectious-recovered (SEIR) compartmental model for this stage. Assumptions of the SEIR model include that the duration of natural or acquired immunity is long enough so that re-infections are unlikely within the time frame of a single outbreak.

![Fig 1. Stages of an outbreak.](https://doi.org/10.1371/journal.pcbi.1010308.g001)
We assume that $R > 1$ at the beginning of an outbreak. If $R$ were to be less than one, transmission would be self-limited and outbreaks that involve a large portion of the resident population would not be expected. The key outputs for the three stages of the model are the rate of introductions, $\phi$, the probability that an introduction results in uncontrolled transmission, $P_{uc}$, and the expected number of symptomatic cases for any outbreak that occurs, $D_{ob}$. Our models for each stage of an outbreak are described below.

All calculations and simulations are conducted in R, version 4.0.2. Code is available on github (https://github.com/proctor-ucsf/Transmission-in-congregate-settings). An interactive tool for exploring the relationship between input variables and model outputs for each of the three stages of an outbreak is available at https://phoebru.shinyapps.io/DepopulationModels/.

**Probability of introduction.** We model introduction of disease into the resident community as primarily coming from contact with an infected staff member. The daily rate of introducing a case, $\phi$, is the product of the average number of staff contacts with susceptible residents per day and the probability that a staff-resident contact causes transmission. The average number of staff contacts with susceptible residents per day is modeled as the product of the number of susceptible individuals in the resident community, $N_s$, and the average number of contacts residents have with staff per day, $N_c$. Note that we define a contact to be a pairing of a resident and staff member. If there are multiple interactions of that pairing through a day, we still count it as one contact. We also ignore staff contacts with residents who are not susceptible as these will not result in introduction of infections. The probability that a staff-resident contact causes transmission is the product of the prevalence of infection in the staff, $P_{com}$, and the probability that an infectious contact causes an infection $\alpha_{ic}$. Thus,

$$\phi = N_s \cdot N_c \cdot P_{com} \cdot \alpha_{ic}. \quad (1)$$

Our model predicts the average number of days until an introduction occurs is the reciprocal of $\phi$. If there is significant concern for introduction from visitors, then this can be accommodated by defining $N_c$ as the sum of average daily contacts a resident has with both staff and visitors. The various components of Eq 1 are likely to change over time. For the specific purpose of evaluating the impact that resident-focused control interventions have on the overall disease burden in congregate settings, moderate day-to-day variation in $\phi$ is not expected to have a significant impact.

**Probability of an introduction going extinct.** When the number of residents with infection is a low number, the stochasticity of transmission can lead to significantly different outcomes. In some cases, an imported infection may lead to no additional infections or a limited number of infections. In other cases, an imported infection may lead to enough cases such that an outbreak ensues. We refer to the probability that an outbreak occurs after an importation as the probability of uncontrolled transmission, $P_{uc}$.

To model the probability that introduction of disease leads to uncontrolled transmission, we assume that the probability distribution for the number of secondary infections caused by each new infection follows a negative binomial distribution. [13] The negative binomial distribution is described by the reproduction number, $R$, and the dispersion parameter, $k$. The dispersion parameter characterizes the degree of transmission heterogeneity. Low values of $k$ are seen when superspreading occurs, meaning that a relatively few number of cases causes a large proportion of onward transmission. We assume that control interventions are implemented in a relatively uniform manner across the resident population so that the value of $k$ is not impacted by control efforts.

We define a transmission chain as a group of cases that are connected via transmission events to a single introduction of infection. With the aforementioned assumptions, we can
determine the probability, \( q_s \), that a single introduction results in a transmission chain having a total of \( s \) cases before going extinct. As an intermediate variable, we define \( r_{i \rightarrow j} \) to be the probability that \( i \) infections cause \( j \) infections in a single generation of transmission. Based on prior work, there is an analytic relationship between \( R, k, \) and \( r_{i \rightarrow j} \) and \( q_s \) \cite{14, 15} As previously published, 

\[
    r_{i \rightarrow j} = \frac{\Gamma(j + k \cdot i)}{\Gamma(j + 1) \cdot \Gamma(k \cdot i)} \left( \frac{k}{R + k} \right)^{k \cdot i} \left( \frac{R}{R + k} \right)^{j},
\]

where \( \Gamma \) is the Gamma function. In addition, 

\[
    q_s = \frac{1}{s} r_{s \rightarrow (s-1)}.
\]

The use of a stationary negative binomial offspring distribution assumes that depletion of susceptibles is not a significant factor in transmission dynamics. This is a reasonable assumption if the number of infections that follow an introduction is small due to self-limited transmission. However, a different transmission model is needed that accounts for depletion of susceptibles when an introduction results in uncontrolled transmission. We classify self-limited transmission as occurring every time an introduction leads to a transmission chain that has at most \( C_{th} \) cases. We classify those instances in which an introduction leads to more than \( C_{th} \) cases as uncontrolled transmission. Thus the probability of single introduction leading to uncontrolled transmission is, 

\[
    P_{uc} = 1 - \sum_{i=1}^{C_{th}} q_i.
\]

**Size and temporal dynamics of an outbreak.** Once an outbreak is established, we use a deterministic compartmental model to describe the transmission dynamics. In this model, the rate that the susceptible residents become infected is proportional to the product of the number of susceptible and infectious residents. Once infected, a resident will be classified as exposed, but not infectious. Exposed residents transition into being infectious at a constant per capita rate. Infectious residents are removed from the population at a constant per capita rate. Removal may occur due to recovery, transport to a higher level of care or death. Once residents are removed, they are considered non-infectious and are no longer susceptible. During the course of an outbreak, it is assumed that a negligible number of new susceptible or infectious residents are introduced into the population. The equations describing the model are, 

\[
    \frac{dS}{dt} = -\frac{S \cdot R \cdot I}{N \cdot T_i},
\]

\[
    \frac{dE}{dt} = \frac{S \cdot R \cdot I}{N \cdot T_i} - \frac{E}{T_E},
\]

\[
    \frac{dI}{dt} = \frac{E}{T_E} - \frac{I}{T_i},
\]

\[
    \frac{dX}{dt} = \frac{I}{T_i},
\]

where \( S, E, I, \) and \( X \) represent the number of susceptible, exposed, infectious, and removed residents. The reproduction number prior to depletion of susceptibles from uncontrolled transmission, is denoted by \( R \). The recovered compartment is labeled \( X \) so as not to confuse it with
$R_b$. The average time for being in the exposed and infectious states is represented by $T_E$ and $T_I$, respectively. As explained below, the way in which $R$ is modelled to change with the degree of control will dictate how control interventions act in a frequency-dependent versus density-dependent manner. [16] However, once uncontrolled transmission occurs, we assume outbreaks behave in a density-dependent manner, meaning that the hazard for infection is directly proportional to the number of infected residents.

To determine the total number of residents infected, $I_{ob}$, the total number of residents with symptomatic disease, $D_{ob}$, the maximum number of residents infected at once, $M_T$, and the time of peak incidence, $T_M$, we numerically compute the time series for our deterministic SEIR model using time steps of 0.2 days. Then,

$$I_{ob} = X(t \to \infty)$$

$$D_{ob} = \rho \cdot I_{ob}$$

$$M_T = \max_{t \in (0,\infty)} I(t)$$

$$T_M = t \text{ when } I(t) = M_T,$$

where $\rho$ is the proportion of infected residents who develop symptomatic disease. We use ‘case’ to designate a resident with symptomatic disease.

For the simple compartmental model we are utilizing, other methods are available for determining the attack rate, such as transcendental equation relationships for the final size of epidemics. [17] The benefit of utilizing a simulation approach is that it offers a more flexible framework for making modifications to the model such as for different risk classes, more complex population structure, or time-varying parameters (e.g. reactive control scenario presented below).

**Impact of preemptive control**

Each of the stages of our model for outbreak dynamics is influenced by the number of susceptible individuals, $R$, the proportion of infections that are symptomatic, or a mix of these three quantities. The way that a control intervention changes each of these quantities serves as the basis for assessing how control impacts the burden of disease in congregate settings.

We define $N_B$, $R_B$, and $\rho_B$ as the baseline values for $N$, $R$, and $\rho$ prior to any control interventions, and prior to any outbreak occurring. We let $\gamma$ represent the ‘Degree of control’ that is contributed by a particular intervention. Control is modeled to have three possible effects, parameterized by three different control indices: $\Theta_N$, $\Theta_R$, and $\Theta_\rho$. The degree to which control impact the size of the susceptible population, the reproduction number and the proportion of symptomatic infections is modeled as,

$$N = (1 - \Theta_N \gamma)N_B.$$  

$$R = (1 - \Theta_R \gamma)R_B.$$  

$$\rho = (1 - \Theta_\rho \gamma)\rho_B.$$  

For each of $N$, $R$, and $\rho$, decrease occurs linearly with respect to the control parameter, $\gamma$. Each of $\Theta_N$, $\Theta_R$ and $\Theta_\rho$ vary between zero and one. Values of zero for each of the $\Theta$ parameters indicate the associated variable is not impacted by control. Values of one indicate that the
associated variable decreases in direct proportion to $\gamma$. We assume that the dispersion parameter is independent of $\gamma$.

Different types of control interventions correspond to different combinations of $\Theta_N$, $\Theta_R$ and $\Theta_\rho$ (Table 1). For depopulation, $\Theta_N$ is always one since control directly removes susceptible individuals from the population. For $\Theta_R = 0$, the reproduction number remains constant even when control is applied, while $\Theta_R = 1$ means that perfect control will result in an $R$ of zero. In disease dynamics literature $\Theta_R = 0$ and $\Theta_R = 1$ may be referred to as frequency-dependent and density-dependent transmission respectively. [16] Thus, for depopulation $\Theta_R = 0$ is consistent with the mean number of contacts per resident remaining constant even when the population size is reduced. Meanwhile, $\Theta_R = 1$ corresponds to resident contacts being reduced in proportion to the population size. In the case of vaccination, $\Theta_R = 0$ is equivalent to a vaccine that allows people to catch and spread the virus, while remaining asymptomatic. This is distinct from frequency-dependent depopulation because asymptomatic cases can still serve as an index case of an outbreak (i.e., $\Theta_\rho = 1$). Meanwhile, vaccination with $\Theta_R = 1$ corresponds to a vaccine that is equally effective at reducing disease and transmission. Thus density-dependent depopulation and density-dependent vaccination are modeled the same way. Intermediate values of $\Theta_R$ may occur in many ways. Examples include poor ventilation systems in which halving the number of infected neighbors does not halve the risk of acquiring disease, or vaccines that provide only partial protection against infection even when protecting against disease. Our modeling framework also allows investigation of interventions that decrease $R$ without changing the size of the susceptible population or proportion of asymptomatic infections ($\Theta_R = 1$ and $\Theta_N = \Theta_\rho = 0$). This might be due to measures that improve ventilation, social distancing, or use of personal protective equipment.

A key difference between depopulation and vaccination is that for frequency-dependent transmission (i.e., $\Theta_R = 0$), depopulation reduces the number of susceptible individuals (i.e., $\Theta_N = 1$) while vaccination does not. Instead vaccination simply decreases the proportion of infections that are symptomatic (i.e., $\Theta_\rho = 1$). Thus, in the density-dependent scenario, depopulation impacts both the probability of an imported infection and the burden of disease caused by an outbreak (S5 Fig). However, vaccination would not change the probability of an outbreak occurring, but would decrease the burden of disease.

To model the overall impact of depopulation, we define $D_{\text{overall}}$ to be the average number of symptomatic cases expected due to outbreaks that are initiated over a defined time interval, $T$. The expected number of introductions is $\phi T$. The overall probability, $P_{ob}$, of an outbreak occurring is one minus the probability that no introductions lead to uncontrolled transmission. The average number of cases expected due to outbreak dynamics is the overall probability that an outbreak occurs times the expected number of symptomatic cases per outbreak. That is,

$$P_{ob} = 1 - (1 - P_{ui})^{\phi T}$$

$$D_{\text{overall}} = P_{ob} \cdot D_{ob}$$

Table 1. Different types of outbreak mitigation efforts can be modeled.

| Mechanism of control                        | $\Theta_N$ | $\Theta_R$ | $\Theta_\rho$ |
|--------------------------------------------|------------|------------|---------------|
| Depopulation (frequency-dependent)         | 1          | 0          | 0             |
| Vaccination (frequency-dependent)          | 0          | 0          | 1             |
| Depopulation or vaccination (density-dependent) | 1          | 1          | 0             |
| Transmission reduction only                | 0          | 1          | 0             |

https://doi.org/10.1371/journal.pcbi.1010308.t001
Here we have assumed that only one uncontrolled outbreak can occur in a residential unit. For our SEIR model the effective reproduction number will be less than one after an outbreak occurs, and so this assumption is equivalent to population turnover being slow to replenish the susceptible population. This is a reasonable assumption in congregate facilities such as assisted living facilities and prisons, where the average length of stay is high compared to the duration of an outbreak. By having a fixed value for $\phi$ rather than a distribution of values, we have also assumed that the rate of a stochastic point process governing introduction of infections is constant with time. This ignores the potential clustering of imported infections from the community. The overall impact of control is probed by evaluating how $D_{overall}$ depends on $\gamma$.

In the next two subsections, we extend our model to consider two decision-making scenarios. First, we consider how the average number of cases from outbreaks depends on how a fixed number of residents are apportioned into two independent residential units. Second, in contrast to the preemptive strategy of implementing control before an outbreak occurs, we consider how the average number of cases from outbreak dynamics is impacted by a reactive control strategy in which control is implemented only after uncontrolled transmission is detected.

**Optimizing distribution of residents.** When considering the optimal proportion of residents to house in each of two independent residential units, we specify the baseline occupancy of each residential unit, $N_1^B$ and $N_2^B$, as well as the basic reproduction numbers at those baseline occupancies assuming all residents are susceptible, $R_1^B$ and $R_2^B$. We use $\gamma$ to specify the degree of control that is applied to the combined population. To explore the scenario anticipated to have the greatest impact on how residents are apportioned, we assume density-dependent control (i.e. $\Theta_N = \Theta_R = 1$, $\Theta_\rho = 0$). We allow the proportion, $\sigma$, of residents assigned to residential unit one to be adjusted between zero and one. We define $N_{1,adj}$ and $N_{2,adj}$ to be the adjusted sizes of the residential populations. We define $R_{1,adj}$ and $R_{2,adj}$ to be the adjusted reproduction numbers of each residential unit prior to any outbreak occurring. Then,

$$N_{1,adj} = \sigma \cdot (N_1^B + N_2^B)$$

(18)

$$N_{2,adj} = (1 - \sigma) \cdot (N_1^B + N_2^B)$$

(19)

$$R_{1,adj} = R_1^B \cdot \frac{N_{1,adj} \cdot (1 - \gamma)}{N_1^B}$$

(20)

$$R_{2,adj} = R_2^B \cdot \frac{N_{2,adj} \cdot (1 - \gamma)}{N_2^B}$$

(21)

For simplicity and illustrative purposes, this model assumes that the same amount of control is applied to each residential unit and the only variable to adjust is the proportion of residents assigned to each unit. Given these parameterizations, the three stages of our model for outbreak dynamics is run for each residential unit independently. This determines each unit’s outbreak probabilities, $P_{ob}^1$ and $P_{ob}^2$, and expected outbreak sizes, $D_{ob}^1$ and $D_{ob}^2$. The joint probability of an outbreak occurring in at least one residential unit, $P_{all}^{ob}$, and the overall expected number of cases due to outbreak dynamics, $D_{overall}$, is then,

$$P_{all}^{ob} = P_{ob}^1 + P_{ob}^2 - P_{ob}^1 \cdot P_{ob}^2$$

(22)

$$D_{overall} = P_{ob}^1 \cdot D_{ob}^1 + P_{ob}^2 \cdot D_{ob}^2$$

(23)
Reactive control. As an alternative to implementing control before an outbreak occurs, we also consider a reactive control approach. To evaluate the maximal impact that reactive control can have, density-dependent control is assumed (i.e. $\Theta_N = \Theta_R = 1, \Theta_p = 0$). In this scenario, we allow the baseline model to run until a ‘trigger threshold’ is reached for the number of infection and then reactive control is initiated. Once reactive control is initiated, the model continues to run unchanged for a time period specified by the control delay. The control delay might represent a delay in implementing depopulation due to logistical barriers, or the effective delay in vaccine efficacy due to the time it takes to achieve a biological response after vaccination. Although there will be individual level heterogeneity in the control delay, we assume that we can represent the population-level control delay as a single number. After the control delay is completed, the susceptible population experiences a one time relative decrease of one minus the reactive control efficacy, $\gamma_r$. The reactive control efficacy is distinct from the degree of preemptive control denoted by $\gamma$ used above. The rest of the model proceeds as before.

Parameter estimates

The value of the reproduction number is of particular importance for determining the relative impact of control interventions. For any one disease, there is often great variability of reproduction number estimates. For SARS-CoV-2, there are published estimates of the reproduction number as high as 8.4 in prison settings. [18] Meanwhile less transmissible diseases can also cause outbreaks in congregate settings, such as tuberculosis in prisons or influenza in nursing homes. [19–23] Given the range of estimates for the reproduction number of any single disease, including variants of concern, we explore a range of values for the baseline reproduction number, $R_B$. For the purpose of our analyses, $R_B$ is includes system-wide control interventions that are in place before consideration of whichever intervention is being specifically analyzed with our model. That is $R_B$ may incorporate interventions such as masking, and social distancing that are not being explicitly modelled here.

To provide context for our analyses, we focus on the spread of SARS-CoV-2 within the California prison system between April 2020 and February 2021 for choosing the remaining parameters. Based on current literature for SARS-CoV-2, we assume an average latent period of three days (i.e. time between the occurrence of infection and the onset of infectiousness), and an average infectious period of seven days [24–28] We assume that 75% of infections produce symptomatic disease. [29] The prevalence of infection in the staff, the average daily number of staff contacts each resident has, and the probability that an infected staff member transmits disease to a resident during a contact are estimated as 0.01%, 10 and 1% respectively based on a combination of community dynamics and the empirical observation of relatively frequent outbreaks occurring in the CDCR institutions. [30] The average population size of the 35 CDCR prisons was about 3,300 at the beginning of 2020. [31] Meanwhile prisons typically consist of multiple buildings, that have a degree of independence. Thus, to approximate a single congregate population, we choose a population size of 1,000 for our analyses. Since our analyses focuses mostly on the relative rather than absolute impact of control interventions, the exact proportion of infections that are symptomatic and the specific size of the modeled populations are of secondary importance.

Numerous studies have shown that respiratory diseases often exhibit superspreading behavior, characterized by a dispersion parameter for the negative binomial offspring distribution that is less than one. [13] Recent studies indicate that SARS-CoV-2 follows this pattern. Thus we assume a value of 0.2 for the dispersion parameter, $k$, utilized in our calculation for the probability that a single introduction of infection will lead to a disease outbreak. [32–34]
Results

Case example: Evaluating model assumptions in California State Prisons

To illustrate the applicability of our model, we utilize publicly available data from the California Department of Corrections and Rehabilitation (CDCR) for the spread of SARS-CoV-2 in California State Prisons. [30] From the beginning of CDCR reporting in April 2020 through February 2, 2021 there were over 41,000 SARS-CoV-2 cases in California State prisons. Within each institution, periods of low disease prevalence were interrupted by focal outbreaks caused by rapid spread (S1 Fig). Some institutions have multiple outbreaks, which is consistent with separate residential buildings on a campus having outbreaks at different times. Meanwhile there are many examples of small clusters of cases that do not progress to an outbreak. Upon aggregating case counts by institution and then assigning clusters of infection based on having at least fourteen days of no cases between clusters, we find that 23% of clusters consist of an isolated case and 53% of clusters have greater than ten cases suggestive of a large outbreak. Overall this data supports our key assumptions that outbreak dynamics are initiated by sporadic introductions into the residential community and that stochastic dynamics determine the probability that a sporadic introduction progresses into an uncontrolled outbreak.

The data also exhibit explosive outbreaks where hundreds of cases can occur in the span of a few weeks. Such dynamics are congruent with our approach to modeling the size of an outbreak with a deterministic model that assumes large groups of residents behave as a well mixed population. Aspects of prison life which support the high degree of connectedness among residents include overcrowded conditions in which large numbers of residents reside in a single large dormitory room, and poor ventilation systems that can potentially circulate respiratory pathogens between cells. [35] There are other aspects in which residents may not be well mixed, such as those in high security individual cells. Thus the applicability of model assumptions depend on both the mode of transmission and the specific set or residents considered.

Stages of outbreak dynamics

A prerequisite for an outbreak to occur is introduction of disease into the residential community. For our model, the frequency of introductions increases with a larger residential population, higher prevalence of infection in the community, higher resident-staff contact rate, or higher probability that a resident contact with an infected staff member transmits a new infection (S2 Fig).

An introduction of infection may or may not lead to an outbreak. The probability of an outbreak increases as the number of introductions, or the reproduction number increases (S3 Fig). This probability also depends on the dispersion parameter. High values of the dispersion parameter correspond to homogeneous transmission and more predictable dynamics, whereas low values correspond to heterogeneous dynamics that are more likely to produce either explosive outbreaks or dead-ends to transmission. Thus high values of the dispersion parameter lead to a higher outbreak probability.

Once an outbreak occurs, the number of infectious individuals in our model grows exponentially until there is a significant depletion of susceptible individuals (S4 Fig). A reproduction number above one is necessary for an outbreak to occur, but even values moderately above one lead to a large attack rate (i.e., proportion of infected residents). A reproduction number as low as 1.5 results in an attack rate of 59%, and a reproduction number of 2.5 leads to an attack rate of 89% (as seen by the asymptotic value for the number of removed individuals in the two panels of S4 Fig).
Impact of preemptive control

When our models of introduction of infection, outbreak probability and outbreak size are combined, there can be a significant impact of control interventions (Fig 2). Given that there is likely substantial variability in the value of the reproduction number within different congregate settings, it is notable that control interventions have a large impact for a wide array of $R_B$ values. When both the susceptible population and reproduction number is decreased by 20% via vaccination or depopulation (i.e. $\gamma = 0.2$, and $\Theta_N = \Theta_R = 1$), the expected number of total cases decreases by 73%, 47%, 40%, and 38%, for $R_B$ of 1.5, 3.0, 5.0, and 8.0 respectively.

The mechanism of control changes the overall impact of interventions (Fig 2A and 2B). Interventions that decrease the susceptibility of residents to infection have the most impact.
(e.g., depopulation or density-dependent vaccination that protects against infection). When the reproduction number is high, the benefit of interventions that only change the ratio of symptomatic infection are greater those that change the reproduction number. However, when the reproduction number is low, any interventions that change the reproduction number are increasingly helpful (in relative terms).

Notably, the reduction in the number of cases as a function of control occurs in greater than linear fashion for depopulation (seen by colored lines falling below the black line in Fig 2C). The decrease is even more significant if control decreases the transmission potential of individuals, as compared to control affecting susceptibility alone (seen by dotted lines falling below the dashed lines in Fig 2C). The greater than linear impact of control can be explained by how the expected number of cases is the product of the probability of an introduction, the probability that an introduction leads to an outbreak and the size of an outbreak. All of these factors depends on either the effective reproduction number, the size of the susceptible population, or both (Fig 1). Thus each stage of outbreak dynamics contributes to the reduction in the number of cases when control is applied.

Depending on public health priorities, it may be helpful to consider the probability of an outbreak occurring, or the expected size of an outbreak separately from the overall burden of cases expected from outbreak dynamics (Fig 3) For density dependent control the combined effect of a decreased rate of importing an infection and a decreased probability of an importation causing an outbreak means there is a greater than linear decrease in the probability of an outbreak occurring. When control does not affect transmission, there is a less than linear impact on the probability of an outbreak primarily because control does not change the probability that an outbreak occurs after an introduction of infection (non-linearity between the rate of importation of infection and the outbreak probability contributes a smaller effect). For density dependent transmission there is also a greater than linear impact of control on the expected size of an outbreak (Fig 3C). In contrast, when control only impacts the number of individuals susceptible to disease, there is a linear relationship between control and the size of an outbreak.

Besides a decrease in overall disease, our model predicts a couple other changes in the dynamics of outbreaks as interventions that impact transmission are applied (i.e. \( \Theta_R = 1 \)). First, reducing the size of the susceptible population also delays the timing of the peak for the number of infectious individuals (Fig 4A). Second, it reduces the maximum number of individuals infected at once (Fig 4B). These factors can help facilitate roll-out of public health interventions that can further decrease the burden of disease. It also helps to minimize overcrowding of healthcare facilities used to treat severe cases. If control has no impact on the reproduction number (i.e. \( \Theta_R = 0 \)), our model predicts that control has no impact on the temporal dynamics of uncontrolled outbreaks.

When an intervention only impacts the percent of infections that have symptomatic disease (i.e. a vaccination that prevents disease but not transmission), our model predicts a linear relationship between case burden and the degree of control (Fig 2C). That is because when an intervention does not impact transmission, the probability of an outbreak remains constant, and the expected number of cases per outbreak decreases linearly with control (as shown by black line in Fig 3A and 3C).

The efficacy of interventions that focus solely on decreasing transmission without any impact on susceptibility (e.g. improving ventilation or social distancing) have substantial dependence on the baseline reproduction number. When the reproduction number is high, control has less effect than decreasing the proportion of symptomatic cases via frequency-dependent vaccination. This is because disease transmission continues to approach the saturation limit for the probability of an outbreak occurring as well as the proportion of residents...
who become infected when an outbreak occurs (as shown by how the colored lines for high $R_B$ values remain above grey line in Fig 3B and 3D). However, if the baseline reproduction number is low enough that a moderate level of control can bring the effective reproduction number below the critical value of one, then control of transmission can have a substantially greater impact (as shown by how the $R_B = 1.5$ line falls below the grey line in Fig 3B and 3D).

**Optimizing distribution of residents.** When heterogeneity in contact patterns is present, the optimal strategy for distributing immunization or other control efforts will depend on the details of the population structure. [36, 37] This raises the possibility that introducing heterogeneity by cohorting residents into two independent residential units may offer a method of outbreak control that complements other control efforts. Independent residential units might be different buildings within a prison, different units in a healthcare facility, or other housing paradigms that exclude mixing of residents from different units.
The optimal distribution of residents between two separate residential units depends on the relative transmissibility in each unit, and the overall proportion of susceptible residents. As an illustrative example, we assume that both residential units have density-dependent control (i.e. $\Theta_N = \Theta_R = 1$). For this paradigm, the probability that an outbreak occurs is minimized when the residents are apportioned so that the reproduction number between the residential units is equalized (top of Fig 5). Thus if the residential units have the same transmission potential, the outbreak probability is minimized by keeping the residential unit occupancy balanced at 50% each (e.g. Scenario 1 of Fig 5). However in other situations the transmission potential may be imbalanced. For example, we consider a scenario in which the residents are evenly apportioned, but the reproduction numbers for residential units are six and two (Scenario 2 of Fig 5). In this case the outbreak probability is minimized if just 25% of residents are apportioned to the first residential unit that started with a reproduction number of six. At this occupancy, the reproduction number in both residential units becomes three (Section).

The optimal proportion of residents to house in each residential unit to minimize the expected number of cases from outbreaks does not follow a simple rule (Fig 5, bottom). For
scenarios with moderate values for the probability of an outbreak occurring, the optimal proportion to house in each residential unit is closer to 50% than what is expected from analyzing the outbreak probability alone (Scenarios 2 and 5 in Fig 5). For scenarios with low values of the probability of an outbreak occurring, the expected number of cases due to outbreaks occurring can remain low for a wide range of the proportion housed in each residential unit (Scenario 4 in Fig 5). This is because the effective reproduction number can be kept below one across this range and thus outbreaks are not expected to occur. For high risk scenarios where the probability of an outbreak occurring is close to one, the best opportunity to minimize the
number of cases is to reduce the number of residents in one residential unit to the point that a large outbreak can only occur in the more populous residential unit (Scenario 6 in Fig 5). Although the benefit of the optimal distribution in the high risk scenario appears marginal, it may be helpful for protecting a small subset of residents that have high risk of progressing to severe disease if they become infected. The intricacies of these relationships can be visualized by considering the outbreak dynamics in each residential unit separately (S5 Fig).

Importantly, our results depend on the relationship between the reproduction number and population size. As an extreme counterexample to the preceding results, if the reproduction number is independent of apportionment for the two residential units, it would be then best to move all residents to the unit with lower reproduction number. In addition, we have assumed the dispersion parameter is the same for both subpopulations. However, variability in the dispersion parameter can also impact optimal distribution, because the dispersion parameter affects the probability of an outbreak occurring after a single importation of infection.

Preemptive versus reactive control. When resources are constrained, there can be a trade-off between preemptive and reactive strategies for outbreak control. For example, there may be five equally sized residential units and only enough vaccine for 20% of the total population. As a preemptive approach, the number of susceptible residents in each residential unit could be reduced by 20%. An alternative reactive approach would be to monitor for introduction of infection and if evidence of uncontrolled transmission is detected, all residents in the affected residential unit would then be vaccinated as quickly as possible. Besides reactive vaccination, it may also be possible to implement a reactive depopulation strategy. However, it would be important that the residents who are removed from the outbreak are quarantined prior to moving to a new location. Otherwise reactive depopulation could seed outbreaks in new locations.

When density-dependent control is assumed, the outcomes for preemptive versus reactive control are heavily dependent on the delay in achieving reactive control and the individual effectiveness of control (Fig 6). Reactive control is more likely to be superior to preemptive control if the reproduction number is low. The higher the reproduction number is, the quicker a reactive strategy will need to be deployed in order for it to have much impact. Even with a control delay of 30 days our model predicts a reactive control efficacy of 20% would be superior to preemptive control efficacy of 10% for an $R_B$ of 1.5 (seen by the red line being below the dotted line in the left panel of Fig 6). However, if $R_B$ were 3.5, even rapid implementation of reactive control with an efficacy of 20% would not yield better results than preemptive control with an efficacy of 10% (seen by the red line being above the dotted line in the right panel of Fig 6).

Our definition of preemptive control efficacy combines the impact of preemptive coverage and the individual efficacy for preventing transmission. For example, if two third of residents accept an infection-preventing vaccine and the vaccine decreases transmission by 75% then the preemptive control efficacy is 50%. Similarly, the reactive control efficacy is meant to incorporate a combination of effects such as vaccine hesitancy, and imperfect vaccine-induced immunity. One caveat of these results is that we have assumed that there is always enough resources available to implement reactive control. If there are outbreaks in multiple residential units that require a reactive response, then the reactive control efficacy may decrease substantially due to resource limitations. Also, implementation of reactive control may expose staff to extra health risks.

**Discussion**

The burden of COVID-19 within prisons, nursing homes and other congregate settings has provided a devastating reminder of the fragility of congregate settings. To reduce unnecessary
death, disease, and economic loss, policies are needed to prevent outbreaks from occurring and to mitigate outbreaks that have already started. Besides protecting the residents of congregate settings, interventions that reduce outbreak potential also reduce strain on local health systems and spillover infections in the community. [38] Outbreaks in prison settings are further complicated by the additional security, training, and contractual resources needed to hospitalized an incarcerated person. An additional consideration is the strain on staff during outbreaks due to their own health risk, longer work hours, and the emotional burden of taking care of vulnerable populations. Thus the longer term implications of reducing outbreak potential include decreasing the risk of staff burnout, post-traumatic stress disorder, and loss of institutional trust.

Our model for the impact of control on outbreak dynamics can be integrated into a variety of infection control policy decisions. For example, in the context of the COVID-19 pandemic, our study of the impact of decreasing the susceptible population could provide quantitative
context to decisions about how much to prioritize decarceration of prison populations, or whether additional temporary nursing homes for COVID-19 patients are needed to ensure that existing ones are not overburdened with transmission. In particular, we found that relatively small reductions in the susceptible population of congregate settings could have a significant impact on the overall number of cases due to outbreaks. A multiplicative effect may occur due to a combination of decreasing the rate of importation of infections, the probability that an introduction leads to uncontrolled transmission and the size of any outbreaks that occur (Fig 1). Consideration of how populations can be divided into distinct residential units as well as the possibility of reactive interventions once an outbreak begins provides further opportunities for disease control.

In order to frame our analysis of control strategies in a manner that was intuitive and transparent, we made many assumptions. Depending on specific circumstances of spread in congregate settings, some assumptions will be more relevant than others. Specifically we ignore the possibility of direct transfer of infected individuals from one building to another as can inadvertently happen for individuals who are transferred during the latent period. We ignore the fluctuation of infection prevalence in the staff. Surges of infection in staff may occur due to staff-staff transmission, resident-to-staff transmission, or increases in community transmission. Similarly we ignore how staff-resident contacts may evolve over the course of a pandemic, particularly as access to personal protective equipment and education about infection control often improves with time. Our use of a SEIR transmission model assumes that within a residential unit (e.g. an isolated building) everyone is in equal contact with each other and thus ignores the finer scale structure of population dynamics. Our SEIR model also incorporates the standard assumptions of compartmental models including constant exponential rates of transitions and standard mass-action transmission. As such, our SEIR model may overly simplify the biology of transmission, such as the possibility that the relationship between duration-of-exposure and infection probability is substantially nonlinear. These assumptions ignore the possibility of seasonal effects, such as the possibility that transmission is impacted by changes in air circulation when heating or air conditioning is utilized. Except for our modification for a single reactive control intervention, The SEIR model also ignores how a large outbreak would likely inspire multiple efforts to acutely mitigate disease transmission. We also ignore the possibility that nonuniform deployment of control interventions may decrease the value of $k$.[13]

Another important caveat is that we focus solely on the disease burden of a specific congregate population during a specific time period. Thus we ignore the overall impact on disease burden in the community. On the one hand this means we do not consider how outbreaks in congregate facilities can in turn lead to outbreaks amongst staff. Staff outbreaks can then lead to increased community transmission. Thus control of outbreaks in congregate facilities may also reduce community transmission of disease. On the other hand, we do not consider that residents who transfer to the community at large due to depopulation measures can still become infected and transmit disease. Of course, the hope is that residents who transfer to the community will be more protected from acquiring disease.

Our model’s quantification of control by just a few parameters does not do justice to the complexity of public health policy decisions. Although vaccination and depopulation can be modeled similarly due to them both decreasing the size of the population susceptible to disease, the actual impact of these interventions are influenced by the different ways they impact transmission. Vaccination requires high efficacy against the circulating pathogen and uptake from the resident population. The clinical performance of vaccination and its acceptance by residents will impact the value of both the control parameter, $\gamma$, as well as how it impacts transmission via the control indices, $\Theta_R$ and $\Theta_p$. Meanwhile, depopulation may have legal, political, sociological and administrative barriers. The values of the control variables most relevant to
Depopulation, $\gamma$ and $\Theta_R$, will be highly dependent on the manner in which depopulation relates to predominant mechanisms of transmission. For example, if transmission occurs due to poor ventilation then $\Theta_R$ may be small. However, if transmission is primarily due to dense living arrangements, then $\Theta_R$ may be close to one.

Quantitative application of our model to specific scenarios should include careful consideration of how breakdowns of model assumptions could impact results. For instance, the introduction of new variants of disease might lead to sudden changes in the reproduction number, and could reduce the anticipated benefit of vaccination or other control interventions. The direct applicability of our model will vary based on both the specific congregate population being considered as well as the possible range of interventions. For example, the application to nursing home populations will require consideration of whether resident-resident spread dominates, or whether a model is needed that incorporates greater staff-resident or fomite-resident transmission. In addition, the high turnover of patients in acute care facilities would require a different model structure. In prison settings our model is unlikely to be as applicable to residents in solitary cells. Instead, there is likely a core group of residents for which our model is most applicable.

It is also important to place interventions that reduce the susceptible population within a larger context of control strategies. Many scenarios may benefit from other control interventions such as improved ventilation, more frequent testing, greater adherence to social distancing, improved utilization of personal protective equipment, or cohorting of staff by residential unit. In addition, besides absolute case counts there are other important considerations for describing the impact of outbreaks on residents of congregate settings including contributions to health inequity, mental health toll, and reduction of ancillary services that are deprioritized during pandemic emergencies. Specific policy-making decisions also need to consider how control strategies will impact the ability of staff to fulfill their normal professional responsibilities, as well as protect their own health.

Our model can be adjusted to accommodate more flexible assumptions, but this would come at the cost of adding extra parameters whose values may not be readily identifiable. Importantly though, the key finding that decreasing the number of susceptible individuals in congregate settings can have a greater than linear impact on disease burden is expected to be robust to many variants of our model.

**Conclusion**

Congregate settings pose a risk of large disease outbreaks. To reduce the burden that outbreaks have on residents, staff and the community at large, it is important to optimize strategies for preventing and mitigating outbreaks. We find that preemptive reduction of the size of the susceptible population via depopulation or vaccination can have a greater than linear affect on outcomes. Models can also help inform policies concerning the optimal distribution of residents, and the trade-offs between preemptive and reactive intervention strategies.

**Supporting information**

S1 Fig. COVID-19 incidence in California State prisons. Each panel represents one state institution. For visualization purposes, Y axes are log transformed and 7-day rolling averages of incident counts are displayed. To highlight the stochastic impact of introduction of infections, a new color is used for the incidence data whenever there is a period of no cases lasting at least 14 days. Thus the different colors approximate the consequence of individual introduction of infection into the residential community. The panels represent all institutions where at least five introductions have occurred. Names of state prisons have been removed, but are
available by request. **Methodological details:** COVID-19 data for all 35 California state prisons operated by the CDCR are reported daily in a public data dashboard. Machine readable time series of these daily reports were acquired from the University of California Los Angeles COVID Behind Bars project which gathers and organizes COVID-19 data from carceral institutions across the United States. [30] Time series of incident cases were derived by taking the daily difference of reported cumulative cases. Differences in daily cumulative case counts that resulted in negative incidence estimates were ignored and incidence was estimated from the next reported cumulative case count that did not result in a negative incidence estimate.

**S2 Fig. Average time period between imported infections.** Average number of days between importation of a new infection into the resident community, 1/\( \phi \), as a function of the average number of contacts a resident has with resident staff, \( N_c \). Colors correspond to different values for \( \alpha_{ic} \), the probability that a resident’s contact with an infected staff member causes an infection. The prevalence of infection in the community, \( P_{com} \), is assumed to be 0.01\%. The number of susceptible individuals in the congregate community, \( N_s \), is assumed to be 1,000.

**S3 Fig. Probability of an outbreak.** The probability of an outbreak occurring as a function of the reproduction number, which is defined the average number of transmission events each new infection causes. Each panel corresponds to a different number of imported infections that may lead to an outbreak (as indicated at the top of each panel). The different colors correspond to different values of the dispersion parameter. Homogeneous transmission corresponds to \( k = \infty \), and superspreading is more prevalent as \( k \) decreases. Plots are based on \( C_{th} = 10 \), meaning that an outbreak is defined to occur when an introduction leads to at least ten cases.

**S4 Fig. Transmission dynamics.** The number of susceptible, exposed, infectious and removed residents are shown as a function of time for an outbreak in a congregate setting. The removed category includes those who have recovered from illness, those who are sick but quarantined and those who have died. The two panels represent two different values of \( R \) (as indicated at the top of each panel). A total population of 1,000 susceptible residents at the beginning of the outbreak is assumed. The average duration of each case being in the latent and infectious periods is assumed 3 and 7 days respectively (based on literature for SARS-CoV-2). The depicted outbreaks start with one exposed individual at time 0. The time step used for running the transmission dynamics model is 0.2 days, and the model is run until a negligible number of infectious individuals remain.

**S5 Fig. Outbreak dynamics depend on how residents are distributed between two residential units.** The probability of an outbreak occurring in 100 days (left panels), expected number of infections for a single outbreak (middle panels), and the overall expected number of cases in 100 days (right panels) are shown as a function of the proportion of residents housed in Unit A. Top panels corresponds to Unit A and the bottom panels correspond to Unit B. Parameter values and scenarios are the same as for Fig 5.
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