Well-posedness of density dependent SDE driven by $\alpha$-stable process with Hölder drifts
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Abstract

In this paper, we show the weak and strong well-posedness of density dependent stochastic differential equations driven by $\alpha$-stable processes with $\alpha \in (1, 2)$. The existence part is based on Euler’s approximation as Hao et al. (2021), while the uniqueness is based on the Schauder estimates in Besov spaces for nonlocal Fokker–Planck equations. For the existence, we only assume the drift being continuous in the density variable. For the weak uniqueness, the drift is assumed to be Lipschitz in the density variable, while for the strong uniqueness, we also need to assume the drift being $\beta_0$-order Hölder continuous in the spatial variable, where $\beta_0 \in (1 - \alpha/2, 1)$.
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1. Introduction

Fix $\alpha \in (1, 2)$. Let $(L_t)_{t \geq 0}$ be a $d$-dimensional symmetric and rotationally invariant $\alpha$-stable process on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$. In this paper, we consider the following density
dependent stochastic differential equation (abbreviated as DDSDE):

\[ dX_t = b(t, X_t, \rho_t(X_t))dt + dL_t, \quad X_0^{(d)} = \mu_0, \]  

where \( b : \mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R}_+ \to \mathbb{R}^d \) is a bounded Borel measurable vector field, \( \mu_0 \) is a probability measure over \( \mathbb{R}^d \) and for \( t > 0 \), \( \rho_t(x) = \mathbb{P} \circ X_t^{-1}(dx)/dx \) is the distributional density of \( X_t \) with respect to the Lebesgue measure \( dx \) on \( \mathbb{R}^d \).

In literature, DDSDE (1.1) is also called McKean–Vlasov SDE of Nemytskii-type which was firstly introduced in [2, Section 2] to give a probabilistic representation for the solutions of nonlinear Fokker–Planck equations. In a series of works [2–5], Barbu and Röckner investigated was firstly introduced in [2, Section 2] to give a probabilistic representation for the solutions of nonlinear Fokker–Planck equations. In a series of works [2–5], Barbu and Röckner investigated the following DDSDE driven by Brownian motions:

\[ dX_t = b(t, X_t, \rho_t(X_t))dt + \sigma(t, X_t, \rho_t(X_t))dW_t, \quad X_0^{(d)} = \mu_0, \]  

where \( \sigma : \mathbb{R}_+ \times \mathbb{R}^d \times \mathbb{R}_+ \to \mathbb{R}^d \otimes \mathbb{R}^d \) is measurable and \( W \) is a standard \( d \)-dimensional Brownian motion. By Itô’s formula, one sees that \( \rho_t \) solves the following nonlinear Fokker–Planck equation (NFPE) in the distributional sense:

\[ \partial_t \rho_t - \frac{1}{2} \sum_{i,j=1}^d \partial_i \partial_j \left[ a_{ij}(t, \cdot, \rho_t) \rho_t \right] + \text{div}(b(t, \cdot, \rho_t) \rho_t) = 0, \quad \lim_{t \to 0} \rho_t(x)dx = \mu_0(dx) \quad \text{weakly,} \]

where \( \partial_i := \frac{\partial}{\partial x_i}, a_{ij} := \sum_{k=1}^d \sigma_{ik} \sigma_{jk}, \) and \( \text{div} \) stands for the divergence. More precisely, for any \( \varphi \in C^\infty_c(\mathbb{R}^d), \)

\[ \langle \rho_t, \varphi \rangle = \langle \mu_0, \varphi \rangle + \frac{1}{2} \sum_{i,j=1}^d \int_0^t \langle \rho_s, a_{ij}(s, \cdot, \rho_s) \partial_i \partial_j \varphi \rangle ds + \int_0^t \langle \rho_s, b(s, \cdot, \rho_s) \cdot \nabla \varphi \rangle ds, \]

where

\[ \langle \rho_t, \varphi \rangle := \int_{\mathbb{R}^d} \varphi(x) \rho_t(x)dx = \mathbb{E}_t(\varphi(X_t)). \]

In Barbu and Röckner’s works, they obtained the well-posedness for NFPE through analytic methods, and then used the so-called superposition principle to get the well-posedness of DDSDE (2.3). Recently, different from these works, the second named author together with Röckner and Zhang [13] gave a purely probabilistic proof for the existence of the solution to the following DDSDE with additive noises:

\[ dX_t = b(t, X_t, \rho_t(X_t))dt + dW_t, \]  

It is well known that Brownian motion is a continuous Lévy process. Hence, it is natural to consider such density dependent SDEs driven by pure jump Lévy processes. In particular, we consider \( \alpha \)-stable processes which are typical Lévy processes having self-similar properties (cf. [26]). Up to now, the study of the well-posedness of SDEs with stable noises has been and remains an important area in stochastic analysis. For the classical case, there are a lot of results about strong solutions, weak solutions, and martingale solutions (see [8,15,21,23,25] and etc.). We also see that there are many results about McKean–Vlasov SDEs with jumps (see [22] and references therein). Among these results, some applications can be found in financial mathematics (cf. [6]) and neural networks (cf. [24]). However, under the framework of Lévy noises, there are no results about Nemytskii’s type SDEs. Thus, it is natural and interesting to investigate DDSDE (1.1).
In the sequel, for any integral-PDEs. By Itô’s formula (cf. [17, Theorem 5.1]) for DDSDE (1.1), we have that for any \( \varphi \in C_c^\infty(\mathbb{R}^d) \),
\[
⟨\rho_t, \varphi⟩ = ⟨\mu_0, \varphi⟩ + \int_0^t ⟨\rho_s, b(s, \cdot, \rho_s) \cdot \nabla \varphi⟩ \, ds + \int_0^t ⟨\rho_s, \Delta^{\alpha/2} \varphi⟩ \, ds,
\]
(1.4)
where
\[
\Delta^{\alpha/2} \varphi(x) := \int_{\mathbb{R}^d} \left( \varphi(x + z) - \varphi(x) - z 1_{|z| \leq 1} \cdot \nabla \varphi(x) \right) |z|^{-d-\alpha} \, dz
\]
\[
= \frac{1}{2} \int_{\mathbb{R}^d} \left( \varphi(x + z) + \varphi(x - z) - 2\varphi(x) \right) |z|^{-d-\alpha} \, dz
\]
(1.5)
is the infinitesimal generator of \((L_t)_{t \geq 0}\) (cf. [26, Theorem 31.5]). Consequently, one sees that \( \rho_t \) solves the following equation in the distributional sense:
\[
∂_t \rho_t - \Delta^{\alpha/2} \rho_t + \text{div}(b(t, \cdot, \rho_t) \rho_t) = 0, \quad \lim_{t \to 0} \rho_t(x) dx = μ_0(dx) \text{ weakly},
\]
(1.6)
where we use the fact that \( \Delta^{\alpha/2} \) is a self-adjoint operator. We point out that the infinitesimal generator of Brownian motion is the Laplacian \( \Delta \). The fractional Laplacian operator \( \Delta^{\alpha/2} \) is non-local, and is essentially different from the local operator \( \Delta \). For instance, we can use Leibniz’s rule to handle \( \Delta(fg) \) but the non-local case is more difficult. Thus, the Euler type approximation in [13], a purely probabilistic method, is chosen to show the existence of the solutions of DDSDE (1.1) in this paper.

Moreover, when \( b(t, \cdot, u) = \beta_0 \)-order Hőlder continuous uniformly in \( t, u \) with \( \beta_0 \in (1 - \alpha/2, 1) \), we obtain the uniqueness based on some a priori estimates of Besov-type (see Lemma 3.6) for the nonlocal Fokker–Planck Eq. (1.4). This part is not studied in [13]. It is worth noting that the condition \( \beta_0 > 1 - \alpha/2 \) is natural. The uniqueness in [13] is obtained based on the well-known pathwise uniqueness for SDE (1.3) with bounded measurable drift \( b(t, x, \rho_t(x)) \) (cf. [29]). However, the situation changes when we consider \( \alpha \)-stable noises with \( \alpha \in (0, 2) \). Let us consider
\[
dX_t = b(t, X_t) dt + dL_t,
\]
where \( L \) is a \( d \)-dimensional symmetric \( \alpha \)-stable process. When \( d = 1 \) and \( \alpha < 1 \), even a bounded and \( \beta_0 \)-Hőlder continuous \( b \) is not enough to ensure pathwise uniqueness if \( \alpha + \beta_0 < 1 \) (see [27] for the counterexample). When \( d \geq 1 \) and \( \alpha \in [1, 2) \), Priola [25] obtained the pathwise uniqueness under \( \beta_0 > 1 - \alpha/2 \). The condition \( \beta_0 > 1 - \alpha/2 \) can be found in [11,15] as well for the supercritical case and the degenerate case respectively.

Before stating the main result, we introduce the classical Hölder spaces in \( \mathbb{R}^d \). For \( \beta > 0 \), let \( C^\beta(\mathbb{R}^d) \) be the classical \( \beta \)-order Hölder space consisting of all measurable functions \( f : \mathbb{R}^d \to \mathbb{R} \) with
\[
∥f∥_{C^\beta} := \sum_{j=0}^{|\beta|} ∥\nabla^j f∥_∞ + [\nabla^{|\beta|} f]_{C^{\beta - |\beta|}} < \infty,
\]
where \([\beta]\) denotes the greatest integer no more than \( \beta \), \( \nabla^j \) stands for the \( j \)-order gradient, and
\[
∥f∥_∞ := \sup_{x \in \mathbb{R}^d} |f(x)|, \quad [f]_{C^\gamma} := \sup_{h \in \mathbb{R}^d} \frac{∥f(\cdot + h) - f(\cdot)∥_∞}{|h|^\gamma}, \quad \gamma \in (0, 1).
\]
In the sequel, for any \( p \in [1, \infty) \), we denote by \( L^p \) the space of all \( p \)-order integrable functions on \( \mathbb{R}^d \) with the norm denoted by \( ∥f∥_p \).
As mentioned before, to show the existence of a weak solution, we consider the following Euler scheme to DDSDE (1.1): Let \( T > 0, \ N \in \mathbb{N} \) and \( h \coloneqq T/N \). For \( t \in [0, h] \), define
\[
X^N_t := X_0 + L_t,
\]
and for \( t \in (kh, (k+1)h] \) with \( k = 1, \ldots, N - 1 \), we inductively define \( X^N_t \) by
\[
X^N_t := X^N_{kh} + \int_{kh}^t b(s, X^N_{kh}, \rho^N_{kh}(X^N_{kh}))ds + (L_t - L_{kh}),
\]
where \( \rho^N_{kh}(x) \) is the distributional density of \( X^N_{kh} \), whose existence is easily seen from the construction.

We give the definition of a weak solution to DDSDE (1.1):

**Definition 1.1 (Weak Solutions).** Let \( \mu_0 \) be a probability measure on \( \mathbb{R}^d \) and \( \alpha \in (1, 2) \). We call a filtered probability space \( (\Omega, \mathcal{F}, \mathbb{P}; (\mathcal{F}_t)_{t \geq 0}) \) together with a pair of \( \mathcal{F}_t \)-adapted processes \( (X_t, L_t)_{t \geq 0} \) defined on it a weak solution of SDE (1.1) with initial distribution \( \mu_0 \), if

1. \( \mathbb{P} \circ X_0^{-1} = \mu_0 \), and \( (L_t)_{t \geq 0} \) is a \( d \)-dimensional symmetric and rotationally invariant \( \alpha \)-stable process.
2. For each \( t > 0 \), \( \rho_t(x) = \mathbb{P} \circ X_t^{-1}(dx)/dx \) and
\[
X_t = X_0 + \int_0^t b(s, X_s, \rho_s(X_s))ds + L_t, \quad \mathbb{P} \text{-a.s.}
\]

The following existence and uniqueness result is the main theorem of this paper.

**Theorem 1.2.** Assume that \( \alpha \in (1, 2) \), and \( b \) is bounded measurable and for any \( (t, x, u_0) \in \mathbb{R}^d \times (\mathbb{R}^d)^\times \mathbb{R}^d \),
\[
\lim_{u \to u_0} |b(t, x, u) - b(t, x, u_0)| = 0. \tag{1.7}
\]

**Existence** For any \( T > 0 \) and initial distribution \( \mu_0 \), there are a subsequence \( N_k \) and a weak solution \( (X, L) \) to DDSDE (1.1) in the sense of Definition 1.1. Moreover, for each \( t \in (0, T] \), \( X_t \) admits a distributional density \( \rho_t \), with respect to Lebesgue measure, satisfying the estimate
\[
\rho_t(y) \leq c \int_{\mathbb{R}^d} \frac{t}{(t^{1/\alpha} + |x - y|^{d + \alpha})^{d + \alpha}} \mu_0(dx), \quad \tag{1.8}
\]
where the constant \( c > 0 \) only depends on \( T, \ d, \ \alpha, \ |b|_\infty \), and the following \( L^1 \)-convergences hold:
\[
\lim_{k \to \infty} \int_{\mathbb{R}^d} |\rho^N_{t_k}(y) - \rho_t(y)|dy = 0 \tag{1.9}
\]
and
\[
\lim_{k \to \infty} \int_0^T \int_{\mathbb{R}^d} |\rho^N_{t_k}(y) - \rho_t(y)|dydt = 0. \tag{1.10}
\]

**Uniqueness** Suppose that there is a constant \( c > 0 \) such that for all \( (t, x, u_1, u_2) \in \mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^d \), \( i = 1, 2 \),
\[
|b(t, x, u_1) - b(t, x, u_2)| \leq c|u_1 - u_2|. \tag{1.11}
\]
(i) If \( \mu_0(dx) = \rho_0(x)dx \) with \( \rho_0 \in L^q(\mathbb{R}^d) \) for some \( q \in (\frac{d}{\alpha - 1}, +\infty] \), then the weak uniqueness holds for DDSDE (1.1).
(ii) If \( \mu_0(dx) = \rho_0(x)dx \) with \( \rho_0 \in C^{\beta_0}(\mathbb{R}^d) \) for some \( \beta_0 \in (1 - \alpha/2, 1) \) and
\[
\sup_{(t, u) \in \mathbb{R}_+} \|b(t, \cdot, u)\|_{C^{\beta_0}} < \infty,
\]
then the pathwise uniqueness holds for DDSDE (1.1). Furthermore, there is a unique strong solution to it.

Remark 1.3. Although we use the same method as [13] in the existence part, our assumptions on drifts are weaker. Therein, the following local uniform continuity is assumed,
\[
\lim_{u \to u_0} \sup_{|x| < R} |b(t, x, u) - b(t, x, u_0)| = 0, \quad \forall t \geq 0, R > 0. 
\]
(1.12)
For example, \( b(t, x, u) := (|u/x| \wedge 1)1_{x \neq 0} \), \( x \in \mathbb{R} \), \( u \in \mathbb{R}_+ \), satisfies the condition (1.7) but does not satisfy (1.12) for any \( R > 0 \). It should be noted that our condition (1.7) is also valid for the Brownian motion case. That is, we improve the result in [13].

Remark 1.4. For the uniqueness, the conditions here are natural. Conditions in (i) are the same as [13, Theorem 1.2]; the same condition \( \beta_0 > 1 - \alpha/2 \) in (ii) can be found in [11,25] as well.

The paper is organized as follows. In Section 2, we show some estimates of the density to the rotationally invariant and symmetric \( \alpha \)-stable process. In Section 3, we introduce Besov spaces and establish Schauder’s estimates for non-local parabolic equations by using Littlewood-Paley’s type estimates of heat kernels. In Section 4, we prove some uniform estimates in \( N \) about heat kernels of Euler’s scheme \( X_t^N \). In Section 5, we show the proof of Theorem 1.2.

Throughout this paper, we use the following conventions and notations: As usual, we use := as a way of definition. Define \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \) and \( \mathbb{R}_+ := [0, \infty) \). The letter \( c = c(\cdots) \) denotes an unimportant constant, whose value may change in different places. We use \( A \asymp B \) and \( A \lesssim B \) to denote \( c^{-1}B \leq A \leq cB \) and \( A \lesssim cB \), respectively, for some unimportant constant \( c \geq 1 \).

2. Preliminaries

2.1. \( \alpha \)-Stable processes

A càdlàg process \( \{L_t \mid t \geq 0\} \) on \( \mathbb{R}^d \) \((d \geq 1)\) is called a Lévy process, if \( L_0 = 0 \) almost surely and \( L \) has independent and identically distributed increments. The associated Poisson random measure is defined by
\[
N((0, t] \times \Gamma) := \sum_{s \in (0, t]} 1_{\Gamma}(L_s - L_{s-}), \quad \Gamma \in \mathcal{B}(\mathbb{R}^d \setminus \{0\}), \ t > 0,
\]
and the Lévy measure is given by
\[
\nu(\Gamma) := \mathbb{E}N((0, 1] \times \Gamma).
\]
Then, the compensated Poisson random measure is defined by
\[
\tilde{N}(dr, dz) := N(dr, dz) - \nu(dz)dr.
\]
For \( \alpha \in (0, 2) \), a Lévy process \( L_t \) is called a symmetric and rotationally invariant \( \alpha \)-stable process if the Lévy measure has the form
\[
\nu^{(\alpha)}(dz) = c|z|^{-d-\alpha}dz,
\]
with some specific constant $c = c(d, \alpha) > 0$. In this paper, we only consider the symmetric and rotationally invariant $\alpha$-stable process. Without causing confusion, we simply call it the $\alpha$-stable process, and assume that $\nu^{(\alpha)}(dz) = \lvert z \rvert^{-d-\alpha} dz$ here and after. For any $0 \leq \gamma_1 < \alpha < \gamma_2$, it is easy to see that

$$
\int_{\mathbb{R}^d} (\lvert z \rvert^{\gamma_1} \wedge \lvert z \rvert^{\gamma_2}) \nu^{(\alpha)}(dz) < \infty.
$$  \hspace{1cm} (2.1)

By Lévy–Itô’s decomposition (cf. [26, Theorem 19.2]), we have

$$
L_t = \lim_{\varepsilon \downarrow 0} \int_0^t \int_{\varepsilon < \lvert z \rvert < 1} z \bar{N}(dr, dz) + \int_0^t \int_{\lvert z \rvert > 1} z N(dr, dz).
$$  \hspace{1cm} (2.2)

By [26, Theorem 31.5], the infinitesimal generator of Lévy process $(L_t)_{t \geq 0}$ is the fractional Laplacian operator $\Delta^{\alpha/2}$ defined by (1.5).

Moreover, by Lévy-Khintchine’s formula [26, Theorem 8.1], for all $\lvert \xi \rvert \geq 1$, we have

$$
\lvert \mathbb{E} e^{i \xi \cdot L_t} \rvert \leq \exp \left( t \int_{\mathbb{R}^d} (\cos(\xi \cdot \cdot z) - 1) \nu^{(\alpha)}(dz) \right)
\leq \exp \left( -t \lvert \xi \rvert^\alpha \int_{0}^{\infty} \int_{S^{d-1}} \frac{1 - \cos(\xi \cdot r\theta)}{r^{1+\alpha}} \Sigma(d\theta)dr \right) \leq e^{-c_t \lvert \xi \rvert^\alpha},
$$

where $\tilde{\xi} := \xi / \lvert \xi \rvert$, and $\Sigma$ is the uniform measure on the sphere $S^{d-1}$, and the constant $c > 0$ depends only on $\alpha$ and $\Sigma(S^{d-1})$. Hence, by [26, Proposition 28.1], $L_t$ admits a smooth density function $p_t(\cdot, \cdot)$ given by Fourier’s inverse transform

$$
p_t(t, x) = (2\pi)^{-d/2} \int_{\mathbb{R}^d} e^{-ix \cdot \xi} \mathbb{E} e^{i \xi \cdot L_t} d\xi, \quad \forall t > 0,
$$

and the partial derivatives of $p_t(\cdot, \cdot)$ at any orders tend to 0 as $\lvert x \rvert \to \infty$. Since the $\alpha$-stable process $L_t$ has the scaling property

$$(\lambda^{-1/\alpha} L_{\lambda t})_{t \geq 0} \overset{(d)}{=} (L_t)_{t \geq 0}, \quad \forall \lambda > 0,
$$

it is easy to see that

$$
p_t(t, x) = t^{-d/\alpha} p_1(1, t^{-1/\alpha} x).
$$  \hspace{1cm} (2.3)

By [7, Theorem 2.1], one knows that there is a constant $c = c(d, \alpha) > 1$ such that

$$
c^{-1} \varrho_t(t, x) \leq p_t(t, x) \leq c \varrho_t(t, x),
$$  \hspace{1cm} (2.4)

where

$$
\varrho_t(t, x) := \frac{t}{(t^{1/\alpha} + \lvert x \rvert)^{d+\alpha}.}
$$  \hspace{1cm} (2.5)

By [9]*Lemma 2.2, for any $j \in \mathbb{N}_0$, there is a constant $c = c(d, j, \alpha) > 0$ such that

$$
\lvert \nabla^j p_t(t, x) \rvert \leq ct^{-j/\alpha} \varrho_t(t, x).
$$  \hspace{1cm} (2.6)

Since

$$(t^{1/\alpha} + \lvert x + z \rvert)^{-\gamma} \leq 4^\gamma (t^{1/\alpha} + \lvert x \rvert)^{-\gamma}, \quad \text{for} \quad \lvert z \rvert \leq (2t^{1/\alpha}) \vee (\lvert x \rvert / 2),$$

we get that

$$
\varrho_t(t, x + z) \leq 4^{d+\alpha} \varrho_t(t, x), \quad \text{for} \quad \lvert z \rvert \leq (2t^{1/\alpha}) \vee (\lvert x \rvert / 2).
$$  \hspace{1cm} (2.7)
Note that $p_\alpha(t, x)$ is the heat kernel of the operator $\Delta^{\alpha/2}$, i.e.,
\[
\partial_t p_\alpha(t, x) = \Delta^{\alpha/2} p_\alpha(t, x), \quad \lim_{t \downarrow 0} p_\alpha(t, x) = \delta_0(x),
\]
where $\delta_0$ is the Dirac measure at point 0. We also have the following Chapman–Kolmogorov (abbreviated as C-K) equations:
\[
(p_\alpha(t) * p_\alpha(s))(x) = \int_{\mathbb{R}^d} p_\alpha(t, x - y)p_\alpha(s, y)dy = p_\alpha(t + s, x), \quad t, s > 0.
\]

2.2. Some estimates of the heat kernel of $\Delta^{\alpha/2}$

Now we give some estimates of the heat kernel of $\Delta^{\alpha/2}$. These estimates are straightforward and elementary. Note that Lemma 2.1 and Corollary 2.2 are the same as [9, Lemma 2.2] and [9, Theorem 2.4] respectively when $j = 0$.

Lemma 2.1. For any $j \in \mathbb{N}_0$ and $\beta \in (0, 1)$, there is a constant $c = c(d, \alpha, \beta, j) > 0$ such that for every $t > 0$, $x_1, x_2 \in \mathbb{R}^d$,
\[
|\nabla^j p_\alpha(t, x_1) - \nabla^j p_\alpha(t, x_2)| \leq c|x_1 - x_2|^\beta t^{-(j+\beta)/\alpha}(p_\alpha(t, x_1) + p_\alpha(t, x_2)).
\]

Proof. If $|x_1 - x_2| > t^{1/\alpha}$, then by (2.6) we have
\[
|\nabla^j p_\alpha(t, x_1) - \nabla^j p_\alpha(t, x_2)| \lesssim t^{-j/\alpha}(q_\alpha(t, x_1) + q_\alpha(t, x_2)) \lesssim |x_1 - x_2|^\beta t^{-(j+\beta)/\alpha}(q_\alpha(t, x_1) + q_\alpha(t, x_2)).
\]
If $|x_1 - x_2| \leq t^{1/\alpha}$, then by the mean-value formula and (2.6),
\[
|\nabla^j p_\alpha(t, x_1) - \nabla^j p_\alpha(t, x_2)| \lesssim |x_1 - x_2|^{1-1/\alpha} \int_0^1 |\nabla^{j+1} p_\alpha(t, x_1 + \theta(x_2 - x_1))|d\theta \lesssim |x_1 - x_2|^{1/\alpha} \int_0^1 q_\alpha(t, x_1 + \theta(x_2 - x_1))d\theta \leq (2.7) |x_1 - x_2|^\beta t^{-(j+\beta)/\alpha} q_\alpha(t, x_1),
\]
where we have used $\beta \in (0, 1)$ in the last inequality. Combining the above calculations, we get (2.10) by (2.4). $\square$

As a consequence of Lemma 2.1, we have the following corollary.

Corollary 2.2. For any $j \in \mathbb{N}_0$, there is a constant $c = c(d, \alpha, j) > 0$ such that for every $t > 0$ and $x \in \mathbb{R}^d$,
\[
|\Delta^{\alpha/2} \nabla^j p_\alpha(t, x)| \leq c t^{-1-j/\alpha} p_\alpha(t, x).
\]

Proof. First of all, recalling the definition (1.5),
\[
\Delta^{\alpha/2} \nabla^j p_\alpha(t, x) = \int_{|z| \leq t^{1/\alpha}} (\nabla^j p_\alpha(t, x + z) - \nabla^j p_\alpha(t, x) - z \cdot \nabla^{j+1} p_\alpha(t, x)) \frac{dz}{|z|^{d+\alpha}} + \int_{|z| \geq t^{1/\alpha}} (\nabla^j p_\alpha(t, x + z) - \nabla^j p_\alpha(t, x)) \frac{dz}{|z|^{d+\alpha}} := \mathcal{I}_1 + \mathcal{I}_2.
\]
For $\mathcal{J}_1$, by (2.7) and (2.10), we have that for any $\beta \in (\alpha - 1, 1)$,
\[
\mathcal{J}_1 \lesssim \int_{|z| \leq 1/\alpha} |z|^\beta + t^{-j + \beta - 1/\alpha} \frac{dz}{|z|^{d+\alpha}} \varrho_\alpha(t, x) \lesssim t^{-1-j/\alpha} \varrho_\alpha(t, x).
\]

For $\mathcal{J}_2$, by (2.6), one sees that
\[
\mathcal{J}_2 \lesssim t^{-j/\alpha} \int_{|z| > 1/\alpha} \left( \varrho_\alpha(t, x + z) + \varrho_\alpha(t, x) \right) \frac{dz}{|z|^{d+\alpha}} \\
\lesssim t^{-1-j/\alpha} \varrho_\alpha(t, x) + t^{-j/\alpha} \int_{|z| > 1/\alpha} \varrho_\alpha(t, x + z) \frac{dz}{|z|^{d+\alpha}}.
\]
Then, we only need to estimate the second term above denoted by $\mathcal{J}_3$. If $|x| \leq 2t^{1/\alpha}$, by (2.5) and (2.7), we obtain that
\[
\mathcal{J}_3 \lesssim t^{-j/\alpha} \int_{|z| > 1/\alpha} \varrho_\alpha(t, z) \frac{dz}{|z|^{d+\alpha}} \lesssim t^{-j/\alpha} \frac{t}{1/\alpha} \int_{|z| > 1/\alpha} \frac{dz}{|z|^{d+\alpha}} \\
\lesssim t^{-j/\alpha - 1/\alpha} \varrho_\alpha(t, x).
\]
If $|x| > 2t^{1/\alpha}$, by (2.5) and (2.7), we have
\[
\mathcal{J}_3 = t^{-j/\alpha} \left( \int_{|z| > 1/\alpha} + \int_{|z| > |x|/2} \right) \varrho_\alpha(t, x + z) \frac{dz}{|z|^{d+\alpha}} \\
\lesssim t^{-j/\alpha} \varrho_\alpha(t, x) \int_{|z| > 1/\alpha} \frac{dz}{|z|^{d+\alpha}} + t^{-j/\alpha} \frac{1}{|x|^{d+\alpha}} \int_{|z| > |x|/2} \varrho_\alpha(t, x + z) dz \\
\lesssim t^{-j/\alpha - 1} \varrho_\alpha(t, x) + t^{-j/\alpha} \frac{1}{|x|^{d+\alpha}} \lesssim t^{-j/\alpha - 1} \varrho_\alpha(t, x).
\]
Based on (2.4), the proof is complete.

The following result is also true when we consider Gaussian heat kernels (cf. [13, Lemma 2.1]).

**Lemma 2.3.** For any $\beta \in (0, \alpha)$ and $j \in \mathbb{N}_0$, there is a constant $c = c(d, \alpha, \beta, j) > 0$ such that for every $t_1, t_2 > 0$ and $x \in \mathbb{R}^d$,
\[
|\nabla^j p_\alpha(t_1, x) - \nabla^j p_\alpha(t_2, x)| \leq c|t_2 - t_1|^{\beta/\alpha} (t_1^{-j+\beta/\alpha} p_\alpha(t_1, x) + t_2^{-j+\beta/\alpha} p_\alpha(t_2, x)).
\]

**Proof.** Without loss of generality, we assume that $t_2 > t_1$. If $t_2 - t_1 > t_1$, then $t_1 \vee t_2 \leq 2(t_2 - t_1)$ and
\[
|\nabla^j p_\alpha(t_1, x) - \nabla^j p_\alpha(t_2, x)| \lesssim t_1^{-j/\alpha} \varrho_\alpha(t_1, x) + t_2^{-j/\alpha} \varrho_\alpha(t_2, x) \\
\lesssim |t_2 - t_1|^{\beta/\alpha} (t_1^{-j+\beta/\alpha} \varrho_\alpha(t_1, x) + t_2^{-j+\beta/\alpha} \varrho_\alpha(t_2, x)).
\]

For $t_2 - t_1 \leq t_1$, notice that by (2.8) and (2.11),
\[
|\nabla^j \partial_t p_\alpha(t, x)| = |\nabla^j \Delta^{\alpha/2} p_\alpha(t, x)| = |\Delta^{\alpha/2} \nabla^j p_\alpha(t, x)| \lesssim t^{-1-j/\alpha} \varrho_\alpha(t, x).
\]
Thus, by the mean-value formula and $\beta \in (0, \alpha)$, we have
\[
|\nabla^j p_\alpha(t_1, x) - \nabla^j p_\alpha(t_2, x)| \leq |t_2 - t_1| \int_0^1 |\nabla^j \partial_t p_\alpha|(t_1 + \theta(t_2 - t_1), x) \, d\theta \\
\lesssim |t_2 - t_1| \int_0^1 (t_1 + \theta(t_2 - t_1))^{-1-j/\alpha} Q_\alpha(t_1 + \theta(t_2 - t_1), x) \, d\theta \\
\leq |t_2 - t_1| t_1^{-1-\alpha} Q_\alpha(t_1, x) \lesssim |t_2 - t_1|^{-\beta/\alpha} t_1^{-(j+\beta)/\alpha} Q_\alpha(t_1, x).
\]
By (2.4), the proof is finished. \(\square\)

3. Besov spaces and Schauder’s estimates

In this section, we introduce Besov spaces where we obtain Schauder’s estimates for the operator $\partial_t - \Delta^{\alpha/2}$ (see Lemma 3.6). Let $\mathcal{S}(\mathbb{R}^d)$ be the Schwartz space of all rapidly decreasing functions on $\mathbb{R}^d$, and $\mathcal{S}'(\mathbb{R}^d)$ the dual space of $\mathcal{S}(\mathbb{R}^d)$ called Schwartz generalized function (or tempered distribution) space. Given $f \in \mathcal{S}(\mathbb{R}^d)$, the Fourier and inverse transforms of $f$ are defined by
\[
\hat{f}(\xi) := \mathcal{F} f(\xi) := (2\pi)^{-d/2} \int_{\mathbb{R}^d} e^{-i\xi \cdot x} f(x) \, dx, \quad \xi \in \mathbb{R}^d
\]
and
\[
\check{f}(x) := \mathcal{F}^{-1} f(x) := (2\pi)^{-d/2} \int_{\mathbb{R}^d} e^{i\xi \cdot x} \hat{f}(\xi) \, d\xi, \quad x \in \mathbb{R}^d.
\]
For any $f \in \mathcal{S}'(\mathbb{R}^d)$,
\[
\langle \hat{f}, \psi \rangle := \langle f, \hat{\psi} \rangle, \quad \langle \check{f}, \varphi \rangle := \langle f, \varphi \rangle, \quad \text{for } \forall \varphi \in \mathcal{S}(\mathbb{R}^d).
\]
Let $\chi : \mathbb{R}^d \to [0, 1]$ be a smooth radial function with
\[
\chi(\xi) = \begin{cases} 
1, & \xi | \leq 1, \\
0, & |\xi| > 3/2.
\end{cases}
\]
Define $\psi(\xi) := \chi(2\xi) - \chi(2\xi)$ and for $j \in \mathbb{N}_0$,
\[
\psi_j(\xi) := \psi(2^{-j} \xi).
\]
(3.1)
Let $B_r := \{\xi \in \mathbb{R}^d | |\xi| \leq r\}$ for $r > 0$. It is easy to see that $\psi \geq 0$, supp$\psi \subset B_{3/2}/B_{1/2}$, and
\[
\chi(2\xi) + \sum_{j=0}^k \psi_j(\xi) = \chi(2^{-k}\xi) \to 1, \quad \text{as } k \to \infty.
\]
(3.2)
The block operators $\mathcal{R}_j$ are defined on $\mathcal{S}'(\mathbb{R}^d)$ by
\[
\mathcal{R}_j f := \begin{cases} 
\mathcal{F}^{-1}(\chi \mathcal{F} f) = \check{\chi} * f, & j = -1, \\
\mathcal{F}^{-1}(\psi_j \mathcal{F} f) = \check{\psi}_j * f, & j \geq 0.
\end{cases}
\]
Remark 3.1. For $j \geq -1$, by definitions, one sees that
\[
\mathcal{R}_j = \mathcal{R}_j \tilde{\mathcal{R}}_j, \quad \text{where } \tilde{\mathcal{R}}_j := \sum_{\ell=-1}^1 \mathcal{R}_{j+\ell} \text{ with } \mathcal{R}_{-2} := 0.
\]
(3.3)
and \( \mathcal{R}_j \) is symmetric in the sense of
\[
\int_{\mathbb{R}^d} \mathcal{R}_j f(x) g(x) dx = \int_{\mathbb{R}^d} f(x) \mathcal{R}_j g(x) dx, \quad f \in \mathcal{S}'(\mathbb{R}^d), \ g \in \mathcal{S}(\mathbb{R}^d).
\] (3.4)

Here is the definition of Besov spaces.

**Definition 3.2 (Besov Spaces).** For any \( \beta \in \mathbb{R} \) and \( p, q \in [1, \infty] \), the Besov space \( \mathcal{B}_{p,q}^\beta(\mathbb{R}^d) \) is defined by
\[
\mathcal{B}_{p,q}^\beta(\mathbb{R}^d) := \left\{ f \in \mathcal{S}'(\mathbb{R}^d) \mid \| f \|_{\mathcal{B}_{p,q}^\beta} := \left[ \sum_{j \geq -1} \left( 2^{\beta j} \| \mathcal{R}_j f \|_p \right)^q \right]^{1/q} < \infty \right\}.
\]

If \( p = q = \infty \), it is in the sense
\[
\mathcal{B}_{\infty,\infty}^\beta(\mathbb{R}^d) := \left\{ f \in \mathcal{S}'(\mathbb{R}^d) \mid \| f \|_{\mathcal{B}_{\infty,\infty}^\beta} := \sup_{j \geq -1} 2^{\beta j} \| \mathcal{R}_j f \|_\infty < \infty \right\}.
\]

Recall the following Bernstein’s inequality (cf. [1]*Lemma 2.1).

**Lemma 3.3 (Bernstein’s inequality).** For any \( k \in \mathbb{N} \), there is a constant \( c = c(d, k) > 0 \) such that for all \( j \geq -1 \),
\[
\| \nabla^k \mathcal{R}_j f \|_\infty \leq c 2^j \| \mathcal{R}_j f \|_\infty.
\]
In particular, for any \( \alpha \in \mathbb{R} \),
\[
\| \nabla^k f \|_{\mathcal{B}_{\infty,\infty}^\beta} \leq c \| f \|_{\mathcal{B}_{\infty,\infty}^{\beta+k}}.
\] (3.5)

**Remark 3.4 (Equivalence Between Besov Spaces and Hölder Spaces).** If \( \beta > 0 \) and \( \beta \notin \mathbb{N} \), we have the following equivalence between \( \mathcal{B}_{\infty,\infty}^\beta(\mathbb{R}^d) \) and \( \mathcal{C}^\beta(\mathbb{R}^d) \); (cf. [28])
\[
\| f \|_{\mathcal{B}_{\infty,\infty}^\beta} \asymp \| f \|_{\mathcal{C}^\beta}.
\] (3.6)
However, for any \( n \in \mathbb{N}_0 \), we only have one side control that is
\[
\| f \|_{\mathcal{B}_{\infty,\infty}^\beta} \lesssim \| f \|_{\mathcal{C}^n}.
\] (3.7)

By Bernstein’s inequality, we have that for any \( |h| < 1/2 \),
\[
| f(x + h) - f(x) | \overset{(3.2)}{\leq} \sum_{j \geq -1} | \mathcal{R}_j f(x + h) - \mathcal{R}_j f(x) | 
\overset{\text{(3.2)}}{\leq} \sum_{j \leq -\log_2 |h|} \| f \|_{\mathcal{B}^j_{\infty,\infty}} |h| + \sum_{j \geq -\log_2 |h|} 2^{-j} \| f \|_{\mathcal{B}^j_{\infty,\infty}} 
\lesssim \| f \|_{\mathcal{B}^j_{\infty,\infty}} |h| (\log_2 |h|^{-1} + 1),
\]
and for any \( |h| \geq 1/2 \),
\[
| f(x + h) - f(x) | \leq 2 \| f \|_\infty \leq 4|h| \| f \|_{\mathcal{B}^1_{\infty,\infty}}.
\]
Thus, by (3.5), we obtain that
\[
\sup_{x \neq y} \frac{| \nabla^k f(x) - \nabla^k f(y) |}{|x - y| (\log_2^+ |x - y|^{-1} + 1)} \lesssim \| f \|_{\mathcal{B}^{k+1}_{\infty,\infty}}, \quad \text{for any } k \in \mathbb{N}_0.
\] (3.8)
Now we introduce the estimate of Littlewood-Paley’s type for the heat kernel $p_\alpha(t, x)$. The same result is proved in [15] *Lemma 3.1 for $\alpha = 2$ and [8] *Lemma 3.3 and [14] *Lemma 2.12 for $\alpha \in (0, 2)$. For reader’s convenience, we give a proof here.

**Lemma 3.5.** Let $\alpha \in (0, 2)$. There is a constant $c = c(\alpha, d) > 1$ such that for all $j \geq -1$ and $T > 0$,

$$
\int_0^T \int_{\mathbb{R}^d} |\mathcal{R}_j p_\alpha(t, x)| dx \, dt \leq c(1 + T) 2^{-aj}.
$$

**(Proof.** First of all, by the scaling property (2.3), we have that for any $m \in \mathbb{N}_0$,

$$
\int_{\mathbb{R}^d} |(\Delta^m p_\alpha)(t, x)| dx = t^{-2m/\alpha} \int_{\mathbb{R}^d} |\Delta^m p_\alpha(1, x)| dx \lesssim t^{-2m/\alpha}.
$$

(3.10)

For $j = -1$, we have

$$
\int_0^T \int_{\mathbb{R}^d} |\mathcal{R}_{-1} p_\alpha(t, x)| dx \, dt \lesssim \int_0^T \|p_\alpha(t, \cdot)\|_1 \, dt = T 2^{-\alpha} 2^\alpha \leq T 2^\alpha.
$$

For $j \geq 0$, by (3.1) and the change of variables,

$$
\int_{\mathbb{R}^d} |\mathcal{R}_j p_\alpha(t, x)| dx = 2^{-jd} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} p_\alpha(t, 2^{-j}(x - y)) \tilde{\psi}(y) dy \, dx.
$$

(3.11)

Notice that the support of $\psi$ is contained in an annulus. By [12, (1.2.1)], we have that $\Delta^{-m} \tilde{\psi}$ is a well-defined Schwartz function where

$$
\mathcal{F}(\Delta^{-m} \tilde{\psi})(\xi) := (-|\xi|^2)^{-m} \tilde{\psi}(\xi) \in \mathcal{S}(\mathbb{R}^d), \ m \in \mathbb{N}_0.
$$

Based on this, we have $\tilde{\psi} = \Delta^m \Delta^{-m} \tilde{\psi}$, $m \in \mathbb{N}_0$ and

$$
\int_{\mathbb{R}^d} p_\alpha(t, 2^{-j}(x - y)) \tilde{\psi}(y) dy = \int_{\mathbb{R}^d} \Delta^m p_\alpha(t, 2^{-j}(x - y)) (\Delta^{-m} \tilde{\psi})(y) dy.
$$

Hence,

$$
\int_{\mathbb{R}^d} |\mathcal{R}_j p_\alpha(t, x)| dx \overset{(3.11)}{\lesssim} 2^{-jd} \int_{\mathbb{R}^d} |\Delta^m p_\alpha(t, 2^{-j} x)| dx
$$

$$
= 2^{-2jm} \int_{\mathbb{R}^d} |(\Delta^m p_\alpha)(t, x)| dx \overset{(3.10)}{\lesssim} 2^{-2jm} t^{-2m/\alpha}.
$$

Then, considering the cases $m = 0$ and $m = 2$, one sees that

$$
\int_0^T \int_{\mathbb{R}^d} |\mathcal{R}_j p_\alpha(t, x)| dx \, dt = \left(\int_0^{2^{-aj}} + \int_{2^{-aj}}^T\right) \int_{\mathbb{R}^d} |\mathcal{R}_j p_\alpha(t, x)| dx \, dt
$$

$$
\lesssim \int_0^{2^{-aj}} \, dt + 2^{-4j} \int_{2^{-aj}}^T t^{-4/\alpha} \, dt \lesssim 2^{-aj}.
$$

The proof is finished.

Following the method used in [14,15], we give a well-known a priori estimate of Besov-type by (3.9). The result is seen as Schauder’s estimate when $p = q = \infty$ in the literature. In the sequel, for a Banach space $\mathbb{B}$ and $T > 0$, $q \in [1, \infty]$, we denote by

$$
L^q_T(\mathbb{B}) := L^q([0, T]; \mathbb{B}), \quad L^q_T := L^q([0, T] \times \mathbb{R}^d).
$$
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Lemma 3.6. Let \( \alpha \in (0, 2) \), \( \beta \in \mathbb{R} \). For any \( p \in [1, \infty] \) and \( q \in [1, \infty] \), there is a constant \( c = c(d, \alpha, \beta, p, q) > 0 \) such that for all \( (u, f) \in \mathcal{S}' \times \mathcal{S}' \) with

\[
\partial_t u = \Delta^{\alpha/2} u + f, \quad u(0) = u_0,
\]

in the following weak sense

\[
\langle u(t), \varphi \rangle = \langle u_0, \varphi \rangle + \int_0^t \langle u(s), \Delta^{\alpha/2} \varphi \rangle ds + \int_0^t \langle f(s), \varphi \rangle ds, \quad \forall \varphi \in \mathcal{S} (\mathbb{R}^d),
\]

and for any \( T > 0 \),

\[
\|u\|_{L_q^T(\mathcal{B}_{p,q}^{\alpha+\beta})} \leq c \left( T^{1/q} \|u_0\|_{\mathcal{B}_{p,q}^{\alpha+\beta}} + (1 + T) \|f\|_{L_q^T(\mathcal{B}_{p,q}^{\beta})} \right),
\]

(3.12)

**Proof.** We only give the proof under \( q \in [1, \infty) \), since the case of \( q = \infty \) is similar and easier. Let \( \{\rho_\varepsilon\}_{\varepsilon > 0} \) be a usual mollifier on \( \mathbb{R}^d \). Then \( u_\varepsilon := u * \rho_\varepsilon \) and \( f_\varepsilon = f * \rho_\varepsilon \) satisfy

\[
\partial_t u_\varepsilon(t, x) = \Delta^{\alpha/2} u_\varepsilon(t, x) + f_\varepsilon(t, x), \quad u_\varepsilon(0) = u_0 * \rho_\varepsilon.
\]

Thus, without loss of generality, we assume that \( u, f, u_0 \in \mathcal{C}^\infty \). For any \( t \in [0, T] \), let \( u^t(s) := u(t - s) \) and \( f^t(s) := f(t - s) \) for any \( s \in (0, t) \). Obviously,

\[
\partial_s u^t(s, x) + \Delta^{\alpha/2} u^t(s, x) = -f^t(s, x), \quad u^t(0) = u(t).
\]

By Itô’s formula (cf. [17, Theorem 5.1]), we have

\[
\mathbb{E} u^t(t, x + L_t) = u^t(0, x) - \int_0^t \mathbb{E} f^t(s, x + L_s) ds.
\]

Then, we have Duhamel’s formula:

\[
u(t, x) = \int_{\mathbb{R}^d} p_\alpha(t, x - y) u_0(y) dy + \int_0^t \int_{\mathbb{R}^d} p_\alpha(s, x - y) f(t - s, y) dy ds.
\]

Taking \( \mathcal{R}_j \) for both sides, by (3.3) and (3.4), we get

\[
\mathcal{R}_j u(t, x) = \int_{\mathbb{R}^d} p_\alpha(t, x - y) \mathcal{R}_j u_0(y) dy + \int_0^t \int_{\mathbb{R}^d} \mathcal{R}_j p_\alpha(s, x - y) \tilde{\mathcal{R}}_j f(t - s, y) dy ds.
\]

From this, by Minkowski’s inequality and Hölder’s inequality, one sees that

\[
\|\mathcal{R}_j u\|_{L_q^T(L^p)} \leq T^{1/q} \|\mathcal{R}_j u_0\|_p + \int_0^T \|\mathcal{R}_j p_\alpha(s)\|_1 \|\tilde{\mathcal{R}}_j f(\cdot - s)\|_{L_q^T(L^p)} ds
\]

(3.9)

\[
\lesssim T^{1/q} \|\mathcal{R}_j u_0\|_p + (1 + T) 2^{-\alpha j} \|\tilde{\mathcal{R}}_j f\|_{L_q^T(L^p)}.
\]

By definitions and Fubini’s theorem, we have

\[
\|u\|_{L_q^T(\mathcal{B}_{p,q}^{\alpha+\beta})}^q = \sum_{j \geq -1} 2^{(\alpha + \beta)q j} \|\mathcal{R}_j u\|_{L_q^T(L^p)}^q.
\]

Therefore,

\[
\|u\|_{L_q^T(\mathcal{B}_{p,q}^{\alpha+\beta})}^q \lesssim T \sum_{j \geq -1} 2^{(\alpha + \beta)q j} \|\mathcal{R}_j u_0\|_p^q + (1 + T)^q \sum_{j \geq -1} 2^{\beta q j} \|\mathcal{R}_j f\|_{L_q^T(L^p)}^q
\]

\[
\lesssim T \|u_0\|_{\mathcal{B}_{p,q}^{\alpha+\beta}}^q + (1 + T)^q \|f\|_{L_q^T(\mathcal{B}_{p,q}^{\beta})}^q,
\]

which implies the desired estimate.
Remark 3.7 (cf. [15, Section 3]). The above result is true for $\alpha = 2$, which means we can get the same result for the Laplacian $\Delta$ case by considering Brownian motion through the same method.

Remark 3.8. Here we compare Schauder estimates in Hölder spaces, Besov spaces and Sobolev spaces. By (3.12) for $p = q = \infty$ and (3.6), we obtain the classical Schauder’s estimate for $\alpha = 2$:
\[ \|u\|_{L^\infty_t(C^{2+\beta})} \lesssim \|u_0\|_{C^{2+\beta}} + \|f\|_{L^\infty_t(C^\beta)}, \quad \beta \in (0, 1). \]
It is well-known that Schauder’s estimate is not true for $\beta = 0$. But the lemma above tells us that
\[ \|u\|_{L^{\infty}_t(B^{2,\infty})} \lesssim \|u_0\|_{B^{2,\infty}} + \|f\|_{L^{\infty}_t(B^{0,\infty})}. \]
Furthermore, by (3.7) and (3.8), we get
\[ |\nabla u(t, x) - \nabla u(t, y)| \lesssim |x - y| \left(1 + \log^+ |x - y|^{-1}\right) \left(\|u_0\|_{L^2} + \|f\|_{L^2}\right). \]
In Sobolev spaces, it holds that
\[ \|u\|_{L^q_t(W^{2,p})} \lesssim \|u_0\|_{L^q_t(W^{2,p})} + \|f\|_{L^q_t(L^p)} \]
with $p, q \neq 1, \infty$ (see [20,30] and references therein). However, $p, q = 1$ or $\infty$ are allowed in Besov case.

4. Estimates of heat kernels for Euler–Maruyama scheme

In this section, assume that $\alpha \in (1, 2)$ and $b : \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R}^d$ is a bounded measurable function. Fix $T > 0$ and $x \in \mathbb{R}^d$. Consider the following Euler scheme $X_t^N(x)$: $X_0^N = x$, and
\[ X_t^N = x + \int_0^t b(s, X_{\phi_N(s)}^N)ds + L_t, \quad t \in (0, T], \quad (4.1) \]
where $N \in \mathbb{N}$, $\phi_N(s) := kh$ for $s \in \{kh, (k+1)h\}$ with $h := T/N$ and $k = 0, 1, \ldots, N - 1$. First of all, we prove the following Duhamel’s formula for the Euler scheme.

Lemma 4.1 (Duhamel’s Formula). Let $\alpha \in (1, 2)$. For each $t \in (0, T]$ and $x \in \mathbb{R}^d$, $X_t^N(x)$ admits a density $p_t^N(x, \cdot)$ satisfying the following Duhamel’s formula:
\[ p_t^N(x, y) = p_0(x, t - x - y) + \int_0^t \mathbb{E}\left[b(s, X_{\phi_N(s)}^N, \nabla p_0(t - s, X_s^N - y))\right]ds. \quad (4.2) \]

Proof. Fix $t \in (0, T]$ and $f \in C_c^\infty(\mathbb{R}^d)$. Letting $s \in [0, t]$ and
\[ u(s, x) := p_0(t - s, \cdot) * f(x) = \int_{\mathbb{R}^d} p_0(t - s, x - y)f(y)dy, \]
by (2.8), it is easy to see that $u(s, x)$ solves the following equation:
\[ (\partial_s + \Delta^{\alpha/2})u = 0, \quad u(t, x) = f(x). \quad (4.3) \]
By Itô’s formula (cf. [17, Theorem 5.1]), we have
\[
    u(t, X_t^N) = u(0, x) + \int_0^t (\partial_x u)(s, X_s^N)ds + \int_0^t b(s, X_{\phi_N(s)}^N) \cdot \nabla u(s, X_s^N)ds \\
    + \int_0^t \int_{|z| \leq 1} \left( u(s, X_s^N + z) - u(s, X_s^N) \right) N(ds, dz) \\
    + \int_0^t \int_{0 < |z| < 1} \left( u(s, X_s^N + z) - u(s, X_s^N) \right) \tilde{N}(ds, dz) \\
    + \int_0^t \int_{\mathbb{R}^d \setminus [0]} \left( u(s, X_s^N + z\mathbf{1}_{|z| \leq 1}) - u(s, X_s^N) - z\mathbf{1}_{|z| \leq 1} \cdot \nabla u(s, X_s^N) \right) u^{(\alpha)}(dz)ds.
\]

Observe that a càdlàg function can have at most a countable number of jumps. Taking the expectation for both sides in the above equality, by [17, Section 3], (2.1) and (4.3), we obtain that for any \( f \in C_c^\infty(\mathbb{R}^d) \),
\[
    \mathbb{E} f(X_t^N) = \mathbb{E} u(t, X_t^N) = u(0, x) + \int_0^t \mathbb{E} \left( b(s, X_{\phi_N(s)}^N) \cdot \nabla u(s, X_s^N) \right) ds.
\]

Furthermore, since
\[
    \int_0^t \int_{\mathbb{R}^d} |\nabla p_\alpha(s, y)|dyds \overset{(2.3)}{=} \int_0^t |\nabla p_\alpha(1, x)|dx \int_0^t s^{-1/\alpha} ds < \infty, \quad \text{if } \alpha \in (1, 2),
\]
we derive the desired Duhamel’s formula. \( \square \)

**Remark 4.2.** For any general initial value \( X_0^N = X_0 \in \mathcal{F}_0 \), since \( L \) is independent of \( X_0 \), \( X_t^N(x) \) defined by (4.1) is independent of \( X_0 \). Consequently, by [19, Lemma 3.11], the Euler scheme \( X_t^N \) with initial value \( X_0 \) also has a density \( p_{X_0}(t, y) \) given by
\[
    p_{X_0}(t, y) = \int_{\mathbb{R}^d} p_x^N(t, y) \mathbb{P} \circ X_0^{-1}(dx). \quad (4.4)
\]

The following uniform estimate for \( p_x^N(t, y) \) was proved by Huang, Suo and Yuan [16] when the coefficient \( b \) takes the form \( b(x) \). For the convenience of readers, we show it again by the method from [13].

**Theorem 4.3.** Let \( \alpha \in (1, 2) \). For any \( T > 0 \), there is a constant \( c = c(d, \alpha, T, \|b\|_{\infty}) > 0 \) such that for any \( N \in \mathbb{N}, t \in (0, T] \) and \( x, y \in \mathbb{R}^d \),
\[
    p_x^N(t, y) \leq c p_\alpha(t, x - y). \quad (4.5)
\]

**Proof.** For the simplicity, we use a slight abuse of notation \( \|b\|_{\infty} := \|b\|_{L_T^\infty} \) in the following. First of all, by (2.4), (2.6) and (2.7), we know that there is a constant \( c_0 = c_0(d, \alpha) > 2 \) such that
\[
    |\nabla p_\alpha(t, x)| \leq c_0 t^{-1/\alpha} p_\alpha(t, x), \quad (4.6)
\]
and
\[
    p_\alpha(t, x + z) \leq c_0 p_\alpha(t, x), \quad \text{if } |z| \leq 2 t^{1/\alpha}. \quad (4.7)
\]
Below, we fix this constant \( c_0 \) and \( T > 0 \). Let \( \epsilon > 0 \) be small enough such that
\[
    \ell_\epsilon := c_0^2 \frac{\alpha}{\alpha - 1} \|b\|_{\infty}^{(\alpha - 1)/\alpha} \leq 1/2.
\]
Denote
\[ h := T/N \quad \text{and} \quad M := \lceil \varepsilon / h \rceil \in \mathbb{N}. \]
Without loss of generality, we assume
\[ N \geq (T(\frac{1}{\varepsilon} \|b\|_{\infty})^{\alpha/(\alpha-1)}) \vee (2T/\varepsilon). \] (4.8)
Indeed, if \( N \) is bounded by some positive integer \( N_0 \), an elementary iteration can prove the inequality (4.5). Although the constant \( c \) depends on the number of iterations \( N \), it is uniformly bounded since \( N \) has an upper bound. Precisely, assuming (4.5) holds for \( p_{\varepsilon}^N(kh, y) \) with some constant \( \tilde{c} \), it suffices to show that (4.5) holds for \( p_{\varepsilon}^N ((k + 1)h, y) \) with another constant. Note that
\[ X_{(k+1)h}^N = X_{kh}^N + \int_{kh}^{(k+1)h} b(s, X_{kh}^N)ds + L_{(k+1)h} - L_{kh}, \]
where \( L_{(k+1)h} - L_{kh} \) is independent of \( X_{kh}^N \) and has density \( p_{\alpha}(h, \cdot) \). Hence, by [19, Lemma 3.11], we have
\[ p_{\varepsilon}^N((k + 1)h, y) = \int_{\mathbb{R}^d} p_{\varepsilon}^N(kh, z)p_{\alpha}(h, z + \int_{kh}^{(k+1)h} b(s, z)ds - y)dz. \]
Observing that
\[ h^{1/2} + |y| \leq h^{1/2} + \left| y + \int_{kh}^{(k+1)h} b(s, z)ds \right| + h\|b\|_{\infty} \]
\[ \leq (1 + T^{1-\frac{1}{\alpha}}\|b\|_{\infty})(h^{1/2} + \left| y + \int_{kh}^{(k+1)h} b(s, z)ds \right|), \]
we obtain, by the definition (2.5), that
\[ p_{\alpha}(h, z + \int_{kh}^{(k+1)h} b(s, z)ds - y) \overset{(2.4)}{\lesssim} q_{\alpha}(h, z - y + \int_{kh}^{(k+1)h} b(s, z)ds) \]
\[ \lesssim q_{\alpha}(h, z - y) \overset{(2.4)}{\lesssim} p_{\alpha}(h, z - y), \]
where the implicit constants in the above \( \lesssim \) only depend on \( d, \alpha, T, \|b\|_{\infty} \). Thus, there is a constant \( \tilde{c}_0 = \tilde{c}_0(d, \alpha, T, \|b\|_{\infty}) \) such that
\[ p_{\varepsilon}^N((k + 1)h, y) \leq \tilde{c}\tilde{c}_0 \int_{\mathbb{R}^d} p_{\alpha}(kh, x - z)p_{\alpha}(h, z - y)dz = \tilde{c}\tilde{c}_0 p_{\alpha}((k + 1)h, x - y), \]
where we used the C-K Eqs. (2.9) in the last equality. One sees that when the above process is repeated once, the constant \( \tilde{c}_0 \) is multiplied once more. Fortunately, due to the \( N_0 \) constraint, the iteration can end at \( N \). Furthermore, by similar calculations or just like (Step 3), we get (4.5) for any \( t \in (kh, (k + 1)h) \) with \( k = 0, \ldots, N - 1 \).
In the sequel, we estimate \( p_{kh}^N \) under the assumption (4.8). Since \( N \) should go to infinity in this case, we have to estimate \( p_{kh}^N \) more carefully. By (4.8), we have \( \|b\|_{\infty} \leq 2h^{-1+1/\alpha} \) and \( \varepsilon > h \).
(Step 1) In this step, by induction, we prove the following result: for \( k = 1, 2, \ldots, M \wedge N \),
\[ p_{\varepsilon}^N(kh, y) \leq c_0 p_{\alpha}(kh, x - y). \] (4.9)
For $k = 1$, noting that $X^N_h = x + \int_0^h b(s, x)ds + L_h$ with $\|b\|_\infty \leq 2h^{-(\alpha - 1)/\alpha}$, by (4.7) we get that

$$p_x^N(h, y) = p_\alpha(h, y - x - \int_0^h b(s, x)ds) \leq c_0 p_\alpha(h, x - y).$$

Suppose now that (4.9) holds for $j = 1, 2, \ldots, k - 1$. By Duhamel’s formula (4.2), we see that

$$p_x^N(kh, y) - p_\alpha(kh, x - y) = \int_0^{kh} \mathbb{E}\left[ b(s, X^N_{\phi_N(s)}) \cdot \nabla p_\alpha(kh - s, X^N_s - y) \right] ds$$

$$= \sum_{j=0}^{k-1} \int_{jh}^{(j+1)h} I_j^N(s) ds,$$

where $I_j^N(s) := \mathbb{E}\left[ b(s, X^N_{jh}) \cdot \nabla p_\alpha(kh - s, X^N_s - y) \right]$. Observe that for $s \in (jh, (j+1)h)$,

$$X^N_s = X^N_{jh} + \int_{jh}^s b(r, X^N_{jh}) dr + (L_s - L_{jh}).$$

Since $L_s - L_{jh}$ is independent of $X^N_{jh}$ and has density $p_\alpha(s - jh, \cdot)$, by [19, Lemma 3.11] and C-K Eqs. (2.9), we have

$$I_j^N(s) = \mathbb{E}\left[ b(s, X^N_{jh}) \cdot \nabla p_\alpha(kh - s, X^N_s - y) \right]$$

$$= \mathbb{E}\left[ b(s, X^N_{jh}) \cdot \nabla p_\alpha(kh - jh, X^N_{jh} + \int_{jh}^s b(r, X^N_{jh}) dr - y) \right]$$

$$\leq \|b\|_\infty \int_{\mathbb{R}^d} |\nabla p_\alpha|(kh - jh, z - y + \int_{jh}^s b(r, z) dr) p_x^N(jh, z) dz.$$

Furthermore, by (4.6), (4.7) and induction hypothesis, we obtain that for $s \in (jh, (j+1)h)$,

$$I_j^N(s) \leq \|b\|_\infty (kh - jh)^{-\alpha/\alpha} c_0^2 \int_{\mathbb{R}^d} p_\alpha(kh - jh, z - y) \cdot c_0 p_\alpha(jh, x - z) dz$$

$$\leq c_0 \frac{\alpha - 1}{\alpha} \ell_x \varepsilon^{-(\alpha - 1)/\alpha} (kh - s)^{-1/\alpha} p_\alpha(kh, x - y),$$

where we have used $h \|b\|_\infty \leq 2h^{1/\alpha}$. Substituting this into (4.10), we get, since $kh \leq Mh \leq \varepsilon$ and $\alpha \in (1, 2)$, that

$$|p_x^N(kh, y) - p_\alpha(kh, x - y)| \leq c_0 \ell_x \varepsilon^{-(\alpha - 1)/\alpha} p_\alpha(kh, x - y)^{-1/\alpha} \int_0^{kh} (kh - s)^{-1/\alpha} ds$$

$$= c_0 \ell_x \varepsilon^{-(\alpha - 1)/\alpha} (k(h - s)^{\alpha - 1} p_\alpha(kh, x - y)$$

$$\leq c_0 \ell_x \varepsilon p_\alpha(kh, x - y),$$

which implies that

$$p_x^N(kh, y) \leq (c_0 \ell_x + 1) p_\alpha(kh, x - y) \leq c_0 p_\alpha(kh, x - y).$$

(Step 2) Next we assume that $M < N$. Since $\phi_N(s + Mh) = \phi_N(s) + Mh$, we have

$$X^N_{t+Mh} = X^N_{Mh} + \int_{Mh}^{t+Mh} b(s, X^N_{\phi_N(s)}) ds + (L_{t+Mh} - L_{Mh})$$

$$= X^N_{Mh} + \int_0^t b(s + Mh, X^N_{\phi_N(s)+Mh}) ds + (L_{t+Mh} - L_{Mh}).$$
For $t \in [0, Mh]$, letting 
\[ \tilde{X}_t^N = X_{t+Mh}^N, \quad \tilde{L}_t = L_{t+Mh} - L_{Mh}, \]
we have 
\[ \tilde{X}_t^N = \tilde{X}_0^N + \int_0^t b(s + MH, \tilde{X}_{\tilde{\phi}_N(s)})ds + \tilde{L}_t. \]
Noting that $(\tilde{L}_t)_{t \geq 0} \overset{d}{=} (L_t)_{t \geq 0}$, denoting by $\tilde{p}_z^N(t, \cdot)$ the density of $\tilde{X}_t^N$ with $\tilde{X}_0^N = z$, by Step 1, we have 
\[ \tilde{p}_z^N(jh, y) \leq c_0 p_\alpha(jh, z - y), \quad j = 1, \ldots, M. \]
Hence, for $j = 1, \ldots, M$, by (4.4), (4.9) and C-K Eqs. (2.9), we obtain that 
\[ p_x^N((j + M)h, y) = \int_{\mathbb{R}^d} \tilde{p}_z^N(jh, y)p_x^N(Mh, z)dz \]
\[ \leq c_0^2 \int_{\mathbb{R}^d} p_\alpha(jh, z - y)p_\alpha(Mh, x - z)dz \]
\[ = c_0^2 p_\alpha((j + M)h, x - y), \]
that is 
\[ p_x^N(kh, y) \leq c_0^2 p_\alpha(kh, x - y), \quad k = M + 1, \ldots, 2M. \]
Repeating the above procedure $\lfloor N/M \rfloor$-times, we get that 
\[ p_x^N(kh, y) \leq c_0^{(2T/\varepsilon) + 1} p_\alpha(kh, x - y), \quad k = 1, \ldots, N. \]
We point that the constant $c_0^{(2T/\varepsilon) + 1}$ is independent of $N$.

**Step 3** Observe that for $t \in (kh, (k + 1)h)$,
\[ X_t^N = X_{kh}^N + \int_{kh}^t b(s, X_{kh}^N)ds + (L_t - L_{kh}), \]
where $L_t - L_{kh}$ is independent of $X_{kh}^N$. Thus, by [19, Lemma 3.11] and (4.7),
\[ p_x^N(t, y) = \int_{\mathbb{R}^d} p_x^N(kh, z)p_\alpha(t - kh, z + \int_{kh}^t b(s, z)ds - y)dz \]
\[ \leq c_0^{(2T/\varepsilon) + 2} \int_{\mathbb{R}^d} p_\alpha(kh, x - z)p_\alpha(t - kh, z - y)dz \]
\[ = c_0^{(2T/\varepsilon) + 2} p_\alpha(t, x - y). \]
Here, we have used $h\|b\|_\infty \leq 2h^{1/\alpha}$ and C-K Eqs. (2.9). \(\square\)

The following corollary is a combination of Theorem 4.3, Lemma 2.1 and Lemma 2.3.

**Corollary 4.4.** Let $\mu_0(dx) = \mathbb{P} \circ X_0^{-1}(dx)$ be the distribution of $X_0$ and $\alpha \in (1, 2)$.

(i) For any $T > 0$, there is a constant $c = c(d, \alpha, T, \|b\|_\infty) > 0$ such that for all $N \in \mathbb{N}$, $t \in (0, T]$ and $y \in \mathbb{R}^d$,
\[ p_{X_0}^N(t, y) \leq c \int_{\mathbb{R}^d} p_\alpha(t, x - y)\mu_0(dx). \] (4.11)
(ii) For any $T > 0$ and $\beta \in (0, \alpha - 1)$, there is a constant $c = c(d, \alpha, T, \|b\|_\infty, \beta) > 0$ such that for all $N \in \mathbb{N}$, $t \in (0, T]$ and $y_1, y_2 \in \mathbb{R}^d$,

$$|p_{X_0}^N(t, y_2) - p_{X_0}^N(t, y_1)| \leq c|y_2 - y_1|^\beta |t|^{-\beta/\alpha} \sum_{i=1,2} \int_{\mathbb{R}^d} p_{\alpha}(t, x - y_i) \mu_0(dx). \quad (4.12)$$

(iii) For any $T > 0$ and $\beta \in (0, \alpha - 1)$, there is a constant $c = c(d, \alpha, T, \|b\|_\infty, \beta) > 0$ such that for all $N \in \mathbb{N}$, $t_1, t_2 \in (0, T]$ and $y \in \mathbb{R}^d$,

$$|p_{X_0}^N(t_2, y) - p_{X_0}^N(t_1, y)| \leq c|t_2 - t_1|^\beta/\alpha \sum_{i=1,2} t_i^{-\beta/\alpha} \int_{\mathbb{R}^d} p_{\alpha}(t_i, x - y) \mu_0(dx). \quad (4.13)$$

**Proof.** (i) is a direct consequence of (4.4) and Theorem 4.3.

(ii) By Duhamel’s formula (4.2) and (4.4), we have

$$|p_{X_0}^N(t, y_2) - p_{X_0}^N(t, y_1)| \leq \mathcal{J}_1 + \mathcal{J}_2,$$

where

$$\mathcal{J}_1 := \int_{\mathbb{R}^d} |p_{\alpha}(t, x - y_2) - p_{\alpha}(t, x - y_1)| \mu_0(dx),$$

and

$$\mathcal{J}_2 := \|b\|_\infty \int_0^t \int_{\mathbb{R}^d} |\nabla p_{\alpha}(t - s, y_1 - z) - \nabla p_{\alpha}(t - s, y_2 - z)||p_{X_0}^N(s, z)|dzds,$$

For $\mathcal{J}_1$, by (2.10), we have

$$\mathcal{J}_1 \lesssim |y_2 - y_1|^\beta t^{-\beta/\alpha} \sum_{i=1,2} \int_{\mathbb{R}^d} p_{\alpha}(t, x - y_i) \mu_0(dx).$$

For $\mathcal{J}_2$, by (2.10), (i) and C-K Eqs. (2.9), we obtain that

$$\mathcal{J}_2 \lesssim |y_2 - y_1|^\beta \int_0^t (t - s)^{-\alpha(1+\beta)/\alpha} \sum_{i=1,2} \left( \int_{\mathbb{R}^d} p_{\alpha}(t - s, z - y_i) \left[ \int_{\mathbb{R}^d} p_{\alpha}(s, x - z) \mu_0(dx) \right] dz \right) ds$$

$$= |y_2 - y_1|^\beta \int_0^t (t - s)^{-\alpha(1+\beta)/\alpha} ds \sum_{i=1,2} \int_{\mathbb{R}^d} p_{\alpha}(t, x - y_i) \mu_0(dx)$$

$$\lesssim |y_2 - y_1|^\beta t^{\alpha(1+\beta)/\alpha} \sum_{i=1,2} \int_{\mathbb{R}^d} p_{\alpha}(t, x - y_i) \mu_0(dx),$$

where we have used $\beta \in (0, \alpha - 1)$.

(iii) Suppose that $t_1 < t_2$. By Duhamel’s formula (4.2) and (4.4), we have

$$|p_{X_0}^N(t_2, y) - p_{X_0}^N(t_1, y)| \leq \mathcal{J}_1 + \mathcal{J}_2 + \mathcal{J}_3,$$

where

$$\mathcal{J}_1 := \int_{\mathbb{R}^d} |p_{\alpha}(t_2, x - y) - p_{\alpha}(t_1, x - y)| \mu_0(dx),$$

$$\mathcal{J}_2 := \|b\|_\infty \int_{t_1}^{t_2} \int_{\mathbb{R}^d} |\nabla p_{\alpha}(t_2 - s, z - y)| p_{X_0}^N(s, z) dz,$$

and

$$\mathcal{J}_3 := \|b\|_\infty \int_0^{t_1} \int_{\mathbb{R}^d} |\nabla p_{\alpha}(t_2 - s, z - y) - \nabla p_{\alpha}(t_1 - s, z - y)| p_{X_0}^N(s, z) dz.$$
For $\mathcal{F}_1$, by (2.12), we have
\[
\mathcal{F}_1 \lesssim |t_2 - t_1|^{\beta/\alpha} \sum_{i=1,2} t_i^{-\beta/\alpha} \int_{\mathbb{R}^d} p_\alpha(t_i, x - y)\mu_0(dx).
\]

For $\mathcal{F}_2$, by (2.6), (i) and C-K Eqs. (2.9), we get
\[
\mathcal{F}_2 \lesssim \int_{t_1}^{t_2} (t_2 - s)^{-1/\alpha} \left( \int_{\mathbb{R}^d} p_\alpha(t_2 - s, z - y) \int_{\mathbb{R}^d} p_\alpha(s, x - z)\mu_0(dx)dz \right) ds
\]
\[
= \int_{t_1}^{t_2} (t_2 - s)^{-1/\alpha} ds \int_{\mathbb{R}^d} p_\alpha(t_2, x - y)\mu_0(dx)
\]
\[
\lesssim (t_2 - t_1)^{-1/\alpha + 1} \int_{\mathbb{R}^d} p_\alpha(t_2, x - y)\mu_0(dx).
\]
Since $\beta \in (0, \alpha - 1)$, we have
\[
0 \leq (t_2 - t_1)^{-1/\alpha + 1} \leq |t_2 - t_1|^{\beta/\alpha} t_2^{-\beta/\alpha} T^{(\alpha-1)/\alpha}.
\]
Hence,
\[
\mathcal{F}_2 \lesssim |t_2 - t_1|^{\beta/\alpha} t_2^{-\beta/\alpha} \int_{\mathbb{R}^d} p_\alpha(t_2, x - y)\mu_0(dx).
\]

For $\mathcal{F}_3$, by (2.12), (i) and C-K Eqs. (2.9), we obtain that
\[
\mathcal{F}_3 \lesssim |t_2 - t_1|^{\beta/\alpha} \sum_{i=1,2} \int_0^{t_1} (t_i - s)^{-1+(1+\beta)/\alpha} \left( \int_{\mathbb{R}^d} p_\alpha(t_i - s, z - y) \int_{\mathbb{R}^d} p_\alpha(s, x - z)\mu_0(dx)dz \right) ds
\]
\[
= |t_2 - t_1|^{\beta/\alpha} \sum_{i=1,2} \int_0^{t_1} (t_i - s)^{-1+(1+\beta)/\alpha} ds \int_{\mathbb{R}^d} p_\alpha(t_i, x - y)\mu_0(dx)
\]
\[
\lesssim \frac{\alpha}{\alpha - 1} T^{(\alpha-1)/\alpha} |t_2 - t_1|^{\beta/\alpha} \sum_{i=1,2} t_i^{-\beta/\alpha} \int_{\mathbb{R}^d} p_\alpha(t_i, x - y)\mu_0(dx),
\]

where we have used $\beta \in (0, \alpha - 1)$ and $0 \leq t_1 < t_2 \leq T$.

Combining the above calculations, we get the desired estimate. □

5. Proof of Theorem 1.2

Let $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$ be a complete filtered probability space, $L_t$ a $d$-dimensional symmetric and rotationally invariant $\mathcal{F}_t$-adapted $\alpha$-stable process with $\alpha \in (1, 2)$, $X_0$ an $\mathcal{F}_0$-measurable random variable with distribution $\mu_0$. Let $T > 0$, $N \in \mathbb{N}$ and $h := T/N$. Let $X_t^N$ be the Euler approximation of DDSDE (1.1) constructed in the introduction. From the construction, it is easy to see that $X_t^N$ solves the following SDE:
\[
X_t^N = X_0 + \int_0^t b^N(s, X_{\phi_N(s)})ds + L_t,
\]
where
\[
b^N(s, x) = 1_{[s \geq h]} b(s, x, \rho^N_{\phi_N(s)}(x))
\]
and
\[
\phi_N(s) = \sum_{j=0}^{\infty} jh \mathbf{1}_{[j h, (j+1)h)}(s).
\]
Trivially, $s - h \leq \phi_N(s) \leq s$. 
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Let $\mathbb{D}$ be the space of all càdlàg functions from $[0, T]$ to $\mathbb{R}^d$. In the following, $\mathbb{D}$ is equipped with Skorokhod topology which makes $\mathbb{D}$ into a Polish space, and use $d_\mathbb{D}$ to denote the associated metric.

**Lemma 5.1.** The sequence of laws for $(X^N_t)$ in $(\mathbb{D}, d_\mathbb{D})$ is tight.

**Proof.** It is trivial that the sequence of distributions for $(X^N_0, L_0) \equiv (X_0, 0)$ is tight in $\mathbb{R}^d \times \mathbb{R}^d$. Taking $q \in (\alpha/2, \alpha)$, by Chebyshev’s inequality, (5.1) and the fact (cf. [10, Lemma 2.4])

$$E|L_t - L_s|^q \lesssim |t - s|^{q/\alpha}, \quad q \in (0, \alpha),$$

we obtain that for any $N \in \mathbb{N}$, $R > 0$ and $0 \leq s < r < t \leq T$,

$$P\left(|X^N_t - X^N_s| \geq R, |X^N_t - X^N_r| \geq R\right) \leq P\left(|L_r - L_s| + (r - s)\|b\|_\infty \geq R\right) \times P\left(|L_t - L_r| + (t - r)\|b\|_\infty \geq R\right) \lesssim (r - s)^{q/\alpha} (t - r)^{q/\alpha} R^{-2q} \leq (t - s)^{2q/\alpha} R^{-2q}.

Similarly, we have

$$\limsup_{\delta \downarrow 0} \sup_N P\left(|X^N_{\delta} - X^N_0| \geq \varepsilon\right) = 0, \quad \forall \varepsilon > 0.$$

Hence, combining the above calculations, by [18, Theorem 4.1, p.355], we see that the sequence $(X^N_t)$ is tight. □

Let $p^N_x(t, \cdot)$ be the distributional density of the Euler scheme $X^N_t(x)$ of SDE (5.1) starting from $x$ at time 0. Since for each $x \in \mathbb{R}^d$, $X^N_t(x)$ is independent of $X_0$, the distributional density $\rho^N_t(\cdot)$ of $X^N_t$ with initial distribution $\mu_0$ is given by

$$\rho^N_t(y) = \int_{\mathbb{R}^d} p^N_x(t, y) \mu_0(dx).$$

Furthermore, by Theorem 4.3, we have that for $q > 1$,

$$\left(\int_{\mathbb{R}^d} |p^N_x(t, y)|^q dy\right)^{1/q} = \left(\int_{\mathbb{R}^d} |p^N_x(\phi_N(t), y) \mu_0(dx)|^q dy\right)^{1/q} \lesssim \left(\int_{\mathbb{R}^d} |p\alpha(\phi_N(t), x - y)|^q \mu_0(dx)dy\right)^{1/q} \lesssim \phi_N(t)^{-\frac{d}{2q}},

$$

where $1/q + 1/p = 1$.

**Lemma 5.2.** For fixed $T > 0$, there are a subsequence $(N_k)_{k \in \mathbb{N}}$ and a continuous function $\rho \in C((0, T] \times \mathbb{R}^d)$ such that for any $M \in \mathbb{N}$ with $M > 1/T$,

$$\lim_{k \to \infty} \sup_{|y| \leq M} \sup_{1/M \leq t \leq T} |\rho^{N_k}_t(y) - \rho_t(y)| = 0.

**Proof.** By Theorem 4.3 and (2.4), we have that

$$\sup_{|y| \leq M} \sup_{1/M \leq t \leq T} |\rho^N_t(y)| \leq c \int_{\mathbb{R}^d} \sup_{|y| \leq M} \sup_{1/M \leq t \leq T} |p\alpha(t, x - y)| \mu_0(dx) \leq c_M.$$
where $c_M$ is independent of $N$. Moreover, by Corollary 4.4, we have for any $\beta \in (0, \alpha - 1)$, $t_1, t_2 \in [1/M, T]$ and $y_1, y_2 \in \mathbb{R}^d$,

$$|\rho_{t_1}^N(y_1) - \rho_{t_2}^N(y_2)| \leq |\rho_{t_1}^N(y_1) - \rho_{t_2}^N(y_1)| + |\rho_{t_2}^N(y_1) - \rho_{t_2}^N(y_2)|$$

$$\lesssim |t_1 - t_2|^{\beta/\alpha} M^{\beta/\alpha} \sum_{i=1,2} \int_{\mathbb{R}^d} p_\alpha(t_i, x - y_i) \mu_0(dx)$$

$$+ |y_1 - y_2|^{\beta} M^{\beta/\alpha} \sum_{i=1,2} \int_{\mathbb{R}^d} p_\alpha(t_2, x - y_i) \mu_0(dx)$$

$$(2.4) \lesssim M^{(d+\beta)/\alpha} |t_1 - t_2|^{\beta/\alpha} + |y_1 - y_2|^\beta, \quad (5.7)$$

where the implicit constants in the above $\lesssim$ are independent of $N$. Thus, by Ascoli-Arzela’s theorem, we conclude the proof and have (5.6). \qed

Now we are in a position to give

**Proof of Theorem 1.2. (Existence)** Fix $T > 0$. For the simplicity, we use a slight abuse of notation $\| \cdot \| := \| \cdot \|_{L_\infty}$ in some places. Let $Q_N$ be the law of $(X^N, L)$ in $\mathbb{D} \times \mathbb{D}$. By Lemma 5.1, $Q_N$ is tight. Therefore, by Prokhorov’s theorem (cf. [19, Theorem 16.3]), for the subsequence in Lemma 5.2, there are a subsubsequence $(n_j)_{j \geq 1}$ and a probability measure $Q$ on $\mathbb{D} \times \mathbb{D}$ so that

$$Q_{n_j} \to Q \text{ weakly.}$$

Below, for simplicity of notations, we still denote the above subsequence by $Q_N, N \in \mathbb{N}$. Then, by Skorokhod’s representation theorem (cf. [19, Theorem 4.30]), there are a probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$ and random variables $\tilde{X}, \tilde{L}$ thereon such that

$$(\tilde{X}^N, \tilde{L}^N) \to (\tilde{X}, \tilde{L}), \quad \tilde{\mathbb{P}} - \text{a.s.} \quad (5.8)$$

and

$$\tilde{\mathbb{P}} \circ (\tilde{X}^N, \tilde{L}^N)^{-1} = Q_N = \mathbb{P} \circ (X^N, L)^{-1}, \quad \tilde{\mathbb{P}} \circ (\tilde{X}, \tilde{L})^{-1} = Q. \quad (5.9)$$

In particular, the distributional density of $\tilde{X}_t^N$ is $\rho_{t}^N$. Moreover, by Lemma 5.2 and (5.8), for any $t \in (0, T)$ and $\varphi \in C^\infty_c(\mathbb{R}^d)$,

$$\tilde{\mathbb{E}} \varphi(\tilde{X}_t) = \lim_{N \to \infty} \mathbb{E} \varphi(\tilde{X}_t^N) = \lim_{N \to \infty} \int_{\mathbb{R}^d} \varphi(z) \rho_{t}^N(z) dz = \int_{\mathbb{R}^d} \varphi(z) \rho_{t}(z) dz.$$ 

In other words, $\rho_{t}$ is the density of $\tilde{X}_t$. Define $\tilde{\mathcal{F}}_t^N := \sigma(\tilde{X}_s^N, \tilde{L}_s^N; s \leq t)$. Noting that

$$\mathbb{P}[L_t - L_s \in \cdot | \mathcal{F}_s] = \mathbb{P}[L_t - L_s \in \cdot],$$

we have

$$\tilde{\mathbb{P}}[\tilde{L}_t^N - \tilde{L}_s^N \in \cdot | \tilde{\mathcal{F}}_s^N] = \mathbb{P}[\tilde{L}_t - \tilde{L}_s \in \cdot],$$

which means that $\tilde{L}_t^N$ is an $(\tilde{\mathcal{F}}_s^N)$-adapted $\alpha$-stable Lévy process. Thus, by (5.1) and (5.9) we obtain

$$\tilde{X}_t^N = \tilde{X}_0^N + \int_0^t b^N(s, \tilde{X}_{\phi_N(s)}) ds + \tilde{L}_t^N, \quad (5.10)$$
where \( b^N(s, \tilde{X}^N_{\tilde{\phi}_N(s)}) = 1_{\{s > h\}}b(s, \tilde{X}^N_{\phi_N(s)}, \rho^N_{\phi_N(s)}(\tilde{X}^N_{\phi_N(s)}) \} \). We claim that
\[
\int_0^t b^N(s, \tilde{X}^N_{\phi_N(s)})ds \rightarrow \int_0^t b(s, \tilde{X}_s, \rho_s(\tilde{X}_s))ds,
\]
(5.11)
in probability as \( N \rightarrow \infty \). Recalling the results in [18, p. 339] and (5.8), one sees that for \( \tilde{\rho} \)-a.s. \( \omega \), if \( \Delta \tilde{X}_t(\omega) = \Delta \tilde{L}_t(\omega) = 0 \), then
\[
\tilde{X}^N_t(\omega) \rightarrow \tilde{X}_t(\omega).
\]
Then, through taking \( N \rightarrow \infty \) in (5.10), it holds that for \( \tilde{\rho} \)-a.s. \( \omega \),
\[
\tilde{X}_t(\omega) = \tilde{X}_0(\omega) + \int_0^t b(s, \tilde{X}_s(\omega), \rho_s(\tilde{X}_s(\omega)))ds + \tilde{L}_t(\omega), \quad t \in D_\omega,
\]
where
\[
D_\omega := \{ t \in \mathbb{R}_+ \mid \Delta \tilde{X}_t(\omega) = \Delta \tilde{L}_t(\omega) = 0 \}.
\]
Since \( \tilde{X} \) and \( \tilde{L} \) belong to \( \mathcal{D} \), \( D_\omega^c \) is a countable set in \( \mathbb{R}_+ \) and
\[
\tilde{X}_t(\omega) = \tilde{X}_0(\omega) + \int_0^t b(s, \tilde{X}_s(\omega), \rho_s(\tilde{X}_s(\omega)))ds + \tilde{L}_t(\omega), \quad t \in \mathbb{R}_+,
\]
which derives the existence.

Let us now prove (5.11). Indeed, observe that
\[
\mathbb{E} \left| \int_0^t b^N(s, \tilde{X}^N_{\phi_N(s)})ds - \int_0^t b(s, \tilde{X}_s, \rho_s(\tilde{X}_s))ds \right| \leq \mathcal{J}_1^N + \mathcal{J}_2^N + T\|b\|_\infty/N,
\]
where
\[
\mathcal{J}_1^N := \mathbb{E} \int_h^t \left| b(s, \tilde{X}^N_{\phi_N(s)}, \rho^N_{\phi_N(s)}(\tilde{X}^N_{\phi_N(s)})) - b(s, \tilde{X}^N_{\phi_N(s)}, \rho_s(\tilde{X}^N_{\phi_N(s)})) \right| ds
\]
and
\[
\mathcal{J}_2^N := \mathbb{E} \int_h^t \left| b(s, \tilde{X}^N_{\phi_N(s)}, \rho_s(\tilde{X}^N_{\phi_N(s)})) - b(s, \tilde{X}_s, \rho_s(\tilde{X}_s)) \right| ds.
\]
(1) For \( \mathcal{J}_1^N \), we have
\[
\mathcal{J}_1^N \leq \mathbb{E} \int_h^t \int \left| b(s, \tilde{X}^N_{\phi_N(s)}, \rho^N_{\phi_N(s)}(\tilde{X}^N_{\phi_N(s)})) - b(s, \tilde{X}_s, \rho_s(\tilde{X}_s)) \right| ds
\]
\[
+ 2\|b\|_\infty \int_h^t \mathbb{P}(\left| \tilde{X}^N_{\phi_N(s)} \right| > R)ds := \mathcal{J}_{11}^N(R) + \mathcal{J}_{12}^N(R).
\]
Since
\[
|\rho^N_{\phi_N(s)}(x) - \rho_s(x)| \leq |\rho^N_{\phi_N(s)}(x) - \rho_s^N(x)| + |\rho_s^N(x) - \rho_s(x)|,
\]
by (5.6) and (5.7), we see that for each fixed \( (s, x) \in (0, T] \times \mathbb{R}^d \),
\[
\lim_{N \rightarrow \infty} 1_{\{s > h\}}|\rho^N_{\phi_N(s)}(x) - \rho_s(x)| = 0,
\]
which implies that for any \( (s, x) \in \mathbb{R}_+ \times \mathbb{R}^d \), by (1.7) we have
\[
\lim_{N \rightarrow \infty} |b(s, x, \rho^N_{\phi_N(s)}(x)) - b(s, x, \rho_s(x))| = 0.
\]
Moreover, by Hölder’s equality and \((5.5)\), we get
\[
\mathcal{J}^N_{11}(R) = \int_h^T \int_{|x| \leq R} \left| b(s, x, \rho^N_{\phi_N(s)}(x)) - b(s, x, \rho_s(x)) \right| \rho^N_{\phi_N(s)}(x) dx ds
\]
\[
\leq \left[ \int_h^T \int_{|x| \leq R} \left| b(s, x, \rho^N_{\phi_N(s)}(x)) - b(s, x, \rho_s(x)) \right|^p dx ds \right]^{1/p}
\times \left[ \int_h^T \int_{|y| \leq R} |\rho^N_{\phi_N(s)}(y)|^q dy ds \right]^{1/q}
\]
\[
\leq \left[ \int_h^T \int_{|x| \leq R} \left| b(s, x, \rho^N_{\phi_N(s)}(x)) - b(s, x, \rho_s(x)) \right|^p dx ds \right]^{1/p}
\times \left[ \int_h^T (s - h)^{-\frac{d}{p}(q-1)} ds \right]^{1/q}
\]
provided \(1 < q < 1 + \alpha/d\) and \(1/p + 1/q = 1\). Note that the implicit constant in the above \(\lesssim\) is independent of \(N, R\). Thus, for any \(R > 0\), by dominated convergence theorem and \((5.12)\), we get that
\[
\lim_{N \to \infty} \mathcal{J}^N_{11}(R) = 0.
\]

For \(\mathcal{J}^N_{12}(R)\), by \((5.1)\), \((5.2)\) and Chebyshev’s inequality, we have
\[
\int_0^T \mathbb{P}\left( |\tilde{X}^N_{\phi_N(s)}| > R \right) ds = \int_0^T \mathbb{P}\left( |X^N_{\phi_N(s)}| > R \right) ds
\]
\[
\lesssim T \mathbb{P}\left( |X_0| + T \|b\|_\infty > R/2 \right) + \int_0^T \frac{(\phi_N(s))^{1/\alpha}}{R/2} ds
\]
\[
\leq T \mathbb{P}\left( |X_0| + T \|b\|_\infty > R/2 \right) + T^{(\alpha + 1)/\alpha}(R/2)^{-1}
\]
\[(5.15)\]
which converges to zero uniformly in \(N\) as \(R \to \infty\). Consequently, combining \((5.14)\) and \((5.15)\), we obtain that
\[
\lim_{N \to \infty} \mathcal{J}^N_{12} = 0.
\]

(2) For \(\mathcal{J}^N_2\), let \(K_\varepsilon\) be a family of mollifiers in \(\mathbb{R}^d\) and define
\[
B_\varepsilon(t, x) = b(t, \cdot, \rho_s(\cdot)) * K_\varepsilon(x).
\]
Notice that \(\|B_\varepsilon\| \leq \|b\|_\infty\) and for any \(R > 0\), \(B_R := \{x \in \mathbb{R}^d \mid |x| < R\}\),
\[
\lim_{\varepsilon \to 0} \|\mathbb{1}_{B_R}(B_\varepsilon - b)\|_p = 0.
\]
\[(5.16)\]
Then
\[
\mathcal{J}^N_2 \leq \mathcal{J}^N_{21}(\varepsilon) + \mathcal{J}^N_{22}(\varepsilon) + \mathcal{J}^N_{23}(\varepsilon),
\]
where
\[
\mathcal{J}^N_{21}(\varepsilon) := \mathbb{E} \int_h^T |B_\varepsilon(s, \tilde{X}^N_{\phi_N(s)}) - B_\varepsilon(s, \tilde{X}_s)| ds,
\]
\[
\mathcal{J}^N_{22}(\varepsilon) := \mathbb{E} \int_h^T |b(s, \tilde{X}^N_{\phi_N(s)}, \rho_s(\tilde{X}^N_{\phi_N(s)})) - B_\varepsilon(s, \tilde{X}^N_{\phi_N(s)})| ds.
\]
and
\[ J_{23}^N(\varepsilon) := E \int_0^t |b(s, \tilde{X}_s, \rho_s(\tilde{X}_s)) - B_\varepsilon(s, \tilde{X}_s)| ds. \]

Thus, by (5.8) and results in [18, p. 339], for any \( s > 0, \)
\[ \tilde{X}_s^N 1_{\Delta \tilde{X}_s = 0}(s) \rightarrow \tilde{X}_s 1_{\Delta \tilde{X}_s = 0}(s), \quad \text{as } N \rightarrow \infty, \quad \tilde{P}-\text{a.s.,} \]
which, by the dominated convergence theorem, implies that for arbitrary fixed \( \varepsilon > 0, \)
\[ \lim_{N \rightarrow \infty} E \int_0^t |B_\varepsilon(s, \tilde{X}_s^N) - B_\varepsilon(s, \tilde{X}_s)| ds \leq E \int_0^t |B_\varepsilon(s, \tilde{X}_s^N) - B_\varepsilon(s, \tilde{X}_s)| 1_{\Delta \tilde{X}_s = 0}(s) ds 
+ 2\|B_\varepsilon\|_\infty E \int_0^t 1_{\Delta \tilde{X}_s > 0}(s) ds = 0, \]
where we use the fact that for Lebesgue a.e. \( s \in [0, t], \Delta \tilde{X}_s = 0 \) since \( \tilde{X} \in \mathbb{D}. \) On the other hand, by (5.2), we have
\[ \widetilde{E} \int_h^t |B_\varepsilon(s, \tilde{X}_s^N) - B_\varepsilon(s, \tilde{X}_s)| ds \leq \|\nabla B_\varepsilon\|_\infty \int_h^t \widetilde{E}|\tilde{X}_s^N - \tilde{X}_s|^\frac{q}{\alpha} ds \lesssim \|\nabla B_\varepsilon\|_\infty (|h|\|b\|_\infty + |h|^{1/\alpha}), \]
where \( h = T/N. \) Consequently, for fixed \( \varepsilon > 0, \)
\[ \lim_{N \rightarrow \infty} J_{21}^N(\varepsilon) = 0. \]

For \( J_{22}^N(\varepsilon), \) we have
\[ J_{22}^N(\varepsilon) \leq \widetilde{E} \int_h^t 1_{|\tilde{X}_s^N(\phi_N(s))| \leq R} |b(s, \tilde{X}_s^N(\phi_N(s)), \rho_s(\tilde{X}_s^N(\phi_N(s)))) - B_\varepsilon(s, \tilde{X}_s^N(\phi_N(s)))| ds \]
\[ + 2\|b\|_\infty \int_h^t \widetilde{P}(|\tilde{X}_s^N(\phi_N(s))| > R) ds := I_R^N(\varepsilon) + J_R^N. \]

Samely as (5.13), by Hölder’s inequality with \( 1 < q < \alpha/d + 1 \) and \( q = p/(p-1), \) we see that
\[ I_R^N(\varepsilon) \lesssim \left[ \int_0^T \int_{|y| \leq R} |b(s, y, \rho_s(y)) - B_\varepsilon(s, y)|^p dy ds \right]^{1/p} \left[ \int_0^T (s - h)^{-\frac{q}{p'}} ds \right]^{1/q}, \]
where the implicit constant in the above \( \lesssim \) is independent of \( N, R \) and \( \varepsilon. \) Hence, for each \( R > 0, \) by the dominated convergence theorem and (5.16), we obtain
\[ \limsup_{N \rightarrow 0} I_R^N(\varepsilon) = 0. \]

By (5.15), we have \( \lim_{R \rightarrow 0} \sup_N J_R^N = 0. \) For \( J_{23}^N(\varepsilon), \) it is similar to \( J_{22}^N(\varepsilon). \)

Combining the above calculations, we get (5.11). The proof of the existence is finished.

(Uniqueess) For \( i = 1, 2, \) let \( \rho_t^{(i)} \) be two densities of two weak solutions \( X_t^{(i)} \) for DDSDE (1.1) respectively:
\[ X_t^{(i)} = X_0 + \int_0^t b(s, X_s^{(i)}, \rho_s^{(i)}(X_s^{(i)})) ds + L_t^{(i)}. \]

For each \( i, \) by the well-known result (see [23] for example), for any \( x \in \mathbb{R}^d, \) there is a unique weak solution \( (\tilde{X}_t^{(i)}(x), \tilde{L}_t^{(i)}) \) for the following classical SDE with bounded drift \( b(t, x, \rho_t^{(i)}(x)) \)
and $\alpha \in (1, 2)$:

$$\widetilde{X}_i(t)(x) = x + \int_0^t b(s, \widetilde{X}_i(s)(x), \rho_{i}(s)(\widetilde{X}_i(s)(x)))ds + \widetilde{L}_i(t).$$

Denote by $p_{x_i}(t, \cdot)$ the density of $\widetilde{X}_i(t)(x)$. Then, we have

$$\rho_i(t)(y) = \int_{\mathbb{R}^d} p_{x_i}(t, y)\rho_0(x)dx. \quad (5.17)$$

Moreover, by (4.5) and (5.6),

$$p_{x_i}(t, y) \leq cp_\alpha(t, x - y), \quad \forall (t, x, y) \in (0, T] \times \mathbb{R}^d \times \mathbb{R}^d. \quad (5.18)$$

In the following, we prove (i) and (ii) respectively.

(i) Define $u_t := \rho_i^{(1)}(x) - \rho_i^{(2)}(x)$. Hence, by (1.6),

$$\partial_t u_t = \Delta^{\alpha/2} u_t + \text{div}(B(t, x)u_t), \quad u_0 = 0, \quad (5.19)$$

in weak sense, where

$$B(t, x) := b(t, x, \rho_i^{(1)}(x)) + \rho_i^{(2)}(x)\frac{b(t, x, \rho_i^{(1)}(x)) - b(t, x, \rho_i^{(2)}(x))}{u_i(x)},$$

and use the convention $0_0 = 0$. In this case, we only need to prove that $u_t = 0$. By (5.17) and (5.18), we have

$$\|\rho_i^{(1)}\|_\infty \leq \|p_\alpha(t, \cdot)\|_p \|\rho_0\|_q \overset{(2.3)}{\lesssim} t^{\ominus d/(\alpha q)} \in L^1([0, T]), \quad i = 1, 2,$$

where $1/p + 1/q = 1$. Notice that, by the assumption (1.11),

$$\|B(t, \cdot)\|_\infty \lesssim \|b\|_\infty + \|\rho_i^{(2)}\|_\infty \lesssim 1 + t^{-d/(\alpha q)}. \quad (5.20)$$

By Duhamel’s formula and (5.19), we have

$$u_t(x) = \int_0^t \left(p_\alpha(t - s) \ast \text{div}(B(s)u_s)\right)(x)ds.$$

Hence, for $q > d/(\alpha - 1)$, by (5.20) we have

$$\|u_t\|_\infty \leq \int_0^t \|\nabla p_\alpha(t - s)\|_1 \|B(s)u_s\|_\infty ds \lesssim \int_0^t (t - s)^{-1/\alpha}(1 + s^{-d/(\alpha q)}) \|u_s\|_\infty ds,$$

which completes the proof by Gronwall’s inequality (cf. [31, Example 2.4]).

(ii) Based on the weak uniqueness result (i) with $q = \infty$, we denote by

$$\rho_i := \rho_i^1 = \rho_i^2.$$

By the well-known result (see [11]*Theorem 1.1 for example), if we have

$$\mathcal{A}(t, x) := b(t, x, \rho_i(x)) \in L^\infty([0, T]; \mathcal{C}^{\beta_0}) \quad (5.21)$$

for $\beta_0 \in (1 - \alpha/2, 1)$ and any $T > 0$, then the strong uniqueness holds. Thus, it is enough to show that $\rho_i(x) \in L^\infty([0, T]; \mathcal{C}^{\beta_0})$ for $\beta_0 > 1 - \alpha/2$. Unfortunately, we cannot obtain
it directly from $\rho_0 \in C^{\beta_0}$ and (5.17), since $p_t(x, y) \neq p_t(x - y)$. Firstly, by (5.17) and (5.18), we have
\[
\sup_{t \in [0, T]} \|\rho_t\|_{\infty} \lesssim \|\rho_0\|_{\infty} \sup_{t \in [0, T]} \int_{\mathbb{R}^d} p_\alpha(t, y) dy = \|\rho_0\|_{\infty},
\]
which implies that
\[
\tilde{b}(t, x) := b(t, x, \rho_t(x))\rho_t(x) \in L^\infty([0, T] \times \mathbb{R}^d).
\]
Hence, by (1.6), (3.12), (3.5) and (3.6), for any $T > 0$, there is a constant $c_T$ such that for all $t \in [0, T]$,
\[
\|\rho_t\|_{C^{(\alpha - 1) \wedge \beta_0}} \leq c_T \left( \|\rho_0\|_{C^{\beta_0}} + \|\tilde{b}\|_{L^\infty_T} \right).
\] (5.22)
If $\alpha - 1 > \beta_0$, (5.21) is straightforward. Otherwise, by (1.11) and (5.22), we have
\[
\|\tilde{b}\|_{L^\infty_T(C^{(\alpha - 1)})} < \infty.
\]
Thus, by (1.6), (3.12), (3.5) and (3.6) again, there is a constant $c_T^{(2)}$ such that for all $t \in [0, T]$,
\[
\|\rho_t\|_{C^{2(\alpha - 1) \wedge \beta_0}} \leq c_T^{(2)}.
\]
By induction, there are a $N \in \mathbb{N}$ with
\[
(\alpha - 1)N > \beta_0
\]
and a constant $c_T^{(N)}$ such that
\[
\|\rho_t\|_{C^{\beta_0}} \leq c_T^{(N)}, \ \forall t \in [0, T].
\]
Then, we have (5.21) and complete the proof. \qed
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