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Abstract—A very large number of communications are typically required to solve distributed learning tasks, and this critically limits scalability and convergence speed in wireless communications applications. In this paper, we devise a Gradient Descent method with Sparsification and Error Correction (GD-SEC) to improve the communications efficiency in a general worker-server architecture. Motivated by a variety of wireless communications learning scenarios, GD-SEC reduces the number of bits per communication from worker to server with no degradation in the order of the convergence rate. This enables larger scale model learning without sacrificing convergence or accuracy. At each iteration of GD-SEC, instead of directly transmitting the entire gradient vector, each worker computes the difference between its current gradient and a linear combination of its previously transmitted gradients, and then transmits the sparsified gradient difference to the server. A key feature of GD-SEC is that any given component of the gradient difference vector will not be transmitted if its magnitude is not sufficiently large. An error correction technique is used at each worker to compensate for the error resulting from sparsification. We prove that GD-SEC is guaranteed to converge for strongly convex, convex, and nonconvex optimization problems with the same order of convergence rate as GD. Furthermore, if the objective function is strongly convex, GD-SEC has a fast linear convergence rate. Numerical results not only validate the convergence rate of GD-SEC but also explore the communication bit savings it provides. Given a target accuracy, GD-SEC can significantly reduce the communications load compared to the best existing algorithms without slowing down the optimization process.

Index Terms—Communication-efficient, distributed learning, error correction, gradient compression, sparsification, wireless communications, worker-server architecture.

I. INTRODUCTION
In recent years, there has been a surge in research and development efforts in optimization and machine learning with the objective to optimize a performance criterion employing available data. However, traditional centralized optimization algorithms for machine learning applications have a number of deficiencies in terms of computational resources and privacy concerns. This has motivated the study of distributed optimization algorithms. The basic idea is to parallelize the processing load across multiple computing devices (aka workers) where only the local processed outputs of each device are transmitted to a central server. This paper considers a distributed optimization problem given by

\[
\min_{\theta \in \mathbb{R}^d} f(\theta) \quad \text{with} \quad f(\theta) := \sum_{m \in \mathcal{M}} f_m(\theta),
\]

where each worker \( m \in \mathcal{M} = \{1, 2, \ldots, M\} \) holds a private local function \( f_m(\theta) \), and all workers share a globally consistent model parameter vector \( \theta \in \mathbb{R}^d \) which needs to be optimized. Instead of minimizing the communication overhead by slowing down the optimization process, our goal is to develop a communication-efficient distributed optimization algorithm such that all workers can obtain an optimal solution \( \theta^* \) with the same order of the convergence rate as the classical gradient descent (GD) while significantly reducing the number of communication bits sent to the central server. This is especially important in a wireless communication setting, where bandwidth is limited [1], [2].

The distributed optimization problem in (1) appears in various scenarios that typically rely on wireless communications, so that latency, scalability, and privacy are fundamental challenges. Applications include multi-agent systems [3]–[6], sensor networks [7], smart grids [8], and distributed learning [9]–[11]. In a distributed learning scenario, the local function \( f_m(\theta) \) at worker \( m \) is a sum of loss functions \( \ell(\theta; x_n, y_n) \) for \( n = 1, 2, \ldots, N_m \) where \( x_n \) is the \( n \)-th feature vector and \( y_n \) is the corresponding label. Various distributed optimization algorithms have been developed to solve this problem, and one primary method is to employ classical GD in a worker-server architecture setting where the central server uses GD to update the model parameters after aggregating the gradients received from all workers, and then broadcasts the updated parameter back to the workers. However, overall performance is limited in practice by the fact that each worker has to transmit the entire gradient vector at each iteration. In many problems the gradient vector may be very large; for example, on the order of 200 MB at each iteration when training a deep neural network such as AlexNet [12].

Consider machine learning models where the dimension of the gradient vector is large. In wireless settings, each worker needs to load the resulting vector into packets for transmission. This communication step can easily become a significant bottleneck on overall performance, especially in federated learning and edge AI systems [13]–[17]. In this paper, we show empirically that the amount of transmitted bits per communication, which is approximately proportional to the number of transmitted packets, can be significantly
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reduced through sparsification that restricts each worker from transmitting less informative components of the gradient vector. The resulting algorithm, termed Gradient Descent method with Sparsification and Error Correction (GD-SEC), can reach a given objective error with much fewer communication bits compared to the classical GD while achieving the same order of convergence rate as GD. Rigorous theoretical analysis is provided to guarantee the convergence of GD-SEC for strongly convex, convex, and non-convex cases.

A. Related Work

There has been a surge of research for solving large-scale learning tasks like \cite{1}, where stochastic gradient descent (SGD), a modification of the fundamental GD, is a popular method due to its low computational complexity at each iteration. It is worth noting that the convergence rate of SGD can be inferior to that of GD, especially for a strongly convex objective function \cite{18}. For example, the convergence rate of SGD is sublinear whereas that of GD is linear under the strong convex assumption. SGD is also sensitive to the variance in the sample gradients. Recently a class of variance reduction techniques \cite{18}–\cite{22} have been proposed to reduce variance in the sample gradients while enjoying a faster convergence rate. In these variance reduction techniques two loops are usually needed where the outer loop computes a gradient using the entire dataset and the inner loop computes a gradient using a randomly selected sample from the entire dataset. However, the existing work \cite{18}–\cite{22} only reduces per-iteration complexity instead of saving communications, which is a bottleneck in distributed learning with wireless communications.

In this paper we focus on a distributed GD method, called GD-SEC, where communication bit requirements are also significantly reduced. Different from a popular distributed algorithm called alternating direction method of multipliers (ADMM) \cite{23}, \cite{24} where each worker has expensive computation cost to directly find the solution of the augmented Lagrangian function at each iteration\cite{1}, the computation cost for GD-SEC is very cheap where only one GD step is needed at each round. Compared to inexact ADMM \cite{25}, \cite{26} where two vectors (primal and dual) must be transmitted to the server, each worker at each iteration in GD-SEC only needs to transmit one sparsified vector, which leads to significant communication bit reduction.

The communication bottleneck problem in distributed optimization has attracted significant attention in recent years. An efficient solution should significantly reduce the total number of bits used in a given transmission without impacting rapid convergence to a good estimate of $\theta$. In order to provide an end-to-end speedup, a list of properties that compression methods should satisfy are proposed in \cite{27}. Quantization is a popular data compression approach which aims to approximate some quantity using a smaller number of bits to simplify processing, storage and analysis. One-bit stochastic GD (SGD) has been proposed in training deep neural networks \cite{28} and multi-agent networks \cite{29}. Multi-bit quantized SGD was developed where nodes can adjust the number of bits sent per iteration at the cost of possibly higher variance \cite{30}. Variance reduction for arbitrary quantized updates has been considered to improve the convergence rate \cite{31}. A quantized decentralized GD algorithm was developed where nodes update their local decision variables by combining the quantized information received from their neighbors with their local information \cite{32}. Quantized ADMM was proposed for decentralized machine learning \cite{33}. These existing efforts on quantization \cite{28}–\cite{32} are very complimentary to the algorithm we consider in this paper, such that our algorithm GD-SEC can be combined with quantization to further improve the compression.

For the purpose of this paper, sparsification refers to a data compression approach in machine learning where each worker sets small magnitude gradient components to zero and only transmits the remaining non-zero components. This has been shown to have significant potential in approaches that always send a fixed number of non-zero components, for example \cite{9}, \cite{12}, \cite{34}, \cite{35}. Recent work in \cite{9} has demonstrated that the fixed number of non-zero components of each transmitted vector can be reduced by more than 600 times through sparsification without loss of accuracy in training large-scale neural networks. Sparse communication for distributed GD was developed where 99\% of all entries were mapped to zero while still attaining the desired accuracy \cite{34} when a fixed number of components are transmitted. The general idea of setting components to zero builds on work from many different areas, including, to give a few example papers, work in statistical signal processing \cite{36}, \cite{37}, matrix approximation \cite{38}, \cite{39}, distributed DNN training \cite{40}, \cite{41} and others. Local error correction is also widely used with sparsification and significantly improves accuracy \cite{45}, \cite{42}.

Some recent theoretical analysis is leading to better understanding of when the impressive observed performance of sparsification can be guaranteed. Sparsifying gradients while incorporating local error correction has been shown to provide convergence guarantees \cite{12}, \cite{35}. Our GD-SEC algorithm builds on these ideas. However, in contrast, GD-SEC adaptively selects the number of the non-zero components for transmission at each iteration, differing from methods that fix the total number of non-zero components per transmission in advance \cite{12}, \cite{35}, \cite{43}. Furthermore, in our method each worker does not directly transmit the sparsified local gradient to the server which we found can have convergence issues\cite{3}. Instead, each worker maintains a state variable to smooth its past transmitted gradients, and sparsifies the difference between its current gradient and the state variable. Numerical results given later show the advantages of our approach.

Reducing the number of transmissions per iteration is also an efficient method to resolve the communication bottleneck problem. Several researchers \cite{44}–\cite{47} have studied a mode of operation called censoring, where workers will transmit only highly informative data, thus reducing worker communications. In the original work which was focused on hypothesis testing \cite{44}–\cite{47}, workers transmit only very large or small likelihood ratios that contain significant information about
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which hypothesis is most likely to be true. For censoring-based distributed optimization, a worker will not transmit unless its local update is sufficiently different from the previously transmitted one. In [48], gradient descent (GD) with censoring was proposed, while [23] proposed a communication-censored ADMM approach which restricts each worker from transmitting its local solution to neighbors if this variable is not sufficiently different from the previously transmitted one. However, in [23], [48], workers either transmit the entire vector or they do not transmit. In contrast, the proposed GD-SEC method reduces the bit-load by sparsifying the transmitted vectors and consequently GD-SEC can be combined with censoring.

II. ALGORITHM DEVELOPMENT

In this section, we describe the GD-SEC distributed algorithm so that all workers can obtain a GD solution to the optimization problem given by (1) with the same order of convergence rate as the classical GD while significantly reducing the number of communication bits sent to the central server. This proposed algorithm is suitable for large-scale distributed learning where communication can easily become a bottleneck on the overall performance. Before developing GD-SEC, we first discuss the communication model and several specific strategies used in this paper.

A. Communication Model and Saving Strategies

At the start of each iteration, the server broadcasts the entire model parameter vector to all workers. Each worker will then transmit its sparsified vector to the server if some components have sufficiently novel information. GD-SEC is employed to reduce the number of bits per update in the worker-to-server uplink. In many cases the uplink (worker-to-server) may be much slower than the downlink (server-to-worker) [49], and workers may have limited energy so conserving communication resources is critical. Unlike classical GD, in GD-SEC, each worker does not necessarily transmit the entire vector to the server. Instead, workers transmit a sparsified vector if some components of the local update are not sufficiently novel compared to the previous iterations, as defined in Subsection II-B.

We consider three specific strategies to improve the communication efficiency of classical GD.

- **Adaptive sparsification.** Unlike classical sparsification methods that keep the top-$j$ components ranked by absolute value (with predefined $j$) while mapping the other components to zero (at each iteration), our sparsification strategy is dynamic and we do not fix the total number of components to suppress. At each iteration, components of a given worker gradient vector will be transmitted if their values are significantly different from past values at this worker, but otherwise these components will be suppressed since the server can use the past transmissions to approximate the current one. Note that the entire transmitted vector will be suppressed if none of the components have sufficiently novel information. Our adaptive sparsification is much lower complexity than the top-$j$ approaches, and we show our performance is better than a representative top-$j$ approach in our numerical results. We remark that we carried out numerical comparisons with various choices of $j$ (not shown due to space limitations), and adapting $j$ may be a better bit-saving strategy than fixing it a priori. If true, this fundamental principle can be used to improve any approach, thus having implications far beyond our particular algorithm.

- **Error correction.** Sparsification generally leads to a loss of information about the GD gradient updates, induces a bias in the estimation at the server. To reduce the bias, each worker accumulates an approximation to its sparsification error from the previous iteration and attempts to correct for this at each iteration. Without error correction, some components may be discarded without any adjustment, whereas error correction
enables an approximate adjustment at a later time. Intuitively, error correction enables GD-SEC to converge to the optimal solution even with aggressive sparsification. The impact of error correction on GD-SEC is further discussed in Section IV-C.

- **State variables.** Instead of directly sparsifying the local gradient $\nabla f_m(\theta^k)$, which includes information the worker has already transmitted to the server, it is far better to first attempt to eliminate from consideration the information the worker has already sent to the server. This is similar in spirit to classical differential plus-code modulation in communications. Our state variable $h_m^k$ at worker $m$ expresses the information at worker $m$ that the server already knows. Consequently, worker $m$ sparsifies the difference $\nabla f_m(\theta^k) - h_m^k$ so that the update will include new information. This approach is shown to converge, and yields significant savings in transmitted bits in our numerical experiments in Section IV-D. We also employ a state variable at the server that aids in maintaining the overall descent direction; see also the discussion after (5).

Next we formally describe the implementation of the GD-SEC algorithm using these three strategies.

### B. Implementation of GD-SEC

**Algorithm 1 GD-SEC**

**Input:** step size $\alpha$, constants $\beta \in (0,1]$ and $\{\xi_i\}_{i=1}^d$ with $\xi_i > 0$.

**Initialize:** $\theta^0 \in \mathbb{R}^d$, $h_1^0, ..., h_M^0 \in \mathbb{R}^d$, $e_1^0, ..., e_M^0 = 0$, and $h_1^1 = \sum_{m=1}^M h_m^1$.

1. for $k = 1, 2, ..., K$ do
2. Server broadcasts $\theta^k$ to all workers at the start of iteration $k$.
3. for $m = 1, 2, ..., M$ do
4. Worker $m$ computes $\nabla f_m(\theta^k)$, sets $\Delta_m^k = \nabla f_m(\theta^k) - h_m^k + e_m^k$, and sets $\hat{\Delta}_m^k = \Delta_m^k$.
5. for $i = 1, 2, ..., d$ do
6. if $\|\Delta_m^k\|_i \leq \frac{\xi_i}{M}\|\theta^k - \theta^{k-1}\|_i$ then
7. Worker $m$ sets $[\hat{\Delta}_m^k]_i = 0$.
8. end if
9. end for
10. if $\|\hat{\Delta}_m^k\| \neq 0$ then
11. Worker $m$ transmits $\hat{\Delta}_m^k$ back to the server.
12. else
13. Worker $m$ transmits nothing.
14. end if
15. Worker $m$ updates $h_m^{k+1} = h_m^k + \beta\hat{\Delta}_m^k$ and $e_m^{k+1} = \Delta_m^k - \hat{\Delta}_m^k$.
16. end for
17. Server computes $\hat{\Delta}^k = \sum_{m=1}^M \hat{\Delta}_m^k$ with $\hat{\Delta}_m^k = 0$ if nothing from worker $m$ is received.
18. Server updates $\theta^{k+1} = \theta^k - \alpha(h^k + \hat{\Delta}^k)$.
19. Server updates $h^{k+1} = h^k + \beta\hat{\Delta}^k$.
20. end for

GD-SEC is summarized as Algorithm [1] At iteration $k$, worker $m$ ($m = 1, 2, ..., M$) maintains 3 vectors. The first is a parameter vector $\theta^k$ which is received from the server at the start of iteration $k$, the second is a state variable $h_m^k$ that accumulates all the information transmitted up to iteration $(k-1)$, and the third is the error vector $e_m^k = \Delta_m^{k-1} - \Delta_m^{k-1} = \nabla f_m(\theta^{k-1}) - h_m^{k-1} + e_m^{k-1}$ which accumulates the error from the previous iteration. An important feature of GD-SEC is that worker $m$ will not transmit the $i$-th component of the difference $\Delta_m^k$ if the following **GD-SEC transmission stopping condition** is satisfied

$$||\Delta_m^k||_i \leq \frac{\xi_i}{M}||\theta^k - \theta^{k-1}||_i,$$  \hspace{1cm} (2)

where $\xi_i$ is a constant for $i = 1, 2, ..., d$, and $\Delta_m^k = \nabla f_m(\theta^k) - h_m^k + e_m^k$. Different from a hard-threshold sparsifier which is usually suboptimal, the threshold in (2) is adaptively changing at each iteration. Note that worker $m$ will suppress the entire transmitted vector if all components of $\Delta_m^k$ satisfy (2). Otherwise, worker $m$ transmits the sparsified vector $\hat{\Delta}_m^k$ to the server where for all $i = 1, 2, ..., d$,

$$[\hat{\Delta}_m^k]_i = \begin{cases} 0, & \text{if (2) is true} \\ [\Delta_m^k]_i, & \text{otherwise} \end{cases}$$ \hspace{1cm} (3)

Then worker $m$ locally updates its state variable $h_m^{k+1} = h_m^k + \beta\Delta_m^k$ with $\beta \in (0,1]$ and records its error vector $e_m^{k+1} = \Delta_m^k - \Delta_m^{k-1}$. Note that the error $e_m^{k+1}$ will be added to $\nabla f_m(\theta^{k+1})$ before sparsification at iteration $(k+1)$.

In order to intuitively understand the impact of $\beta$ on $h_m^{k+1}$ with $\beta \in (0,1]$, suppose all components are transmitted during the first $k$ iterations. Then, we obtain $\Delta_m^k = \nabla f_m(\theta^k) - h_m^k$ and can rewrite $h_m^{k+1}$ as

$$h_m^{k+1} = h_m^k + \beta(\nabla f_m(\theta^k) - h_m^k) \hspace{1cm} (4)$$

$$= (1 - \beta)h_m^1 + \sum_{j=1}^k (1 - \beta)^{k-j} \beta \nabla f_m(\theta^j),$$ \hspace{1cm} (5)

where (5) is obtained by recursively applying (4) on $h_m^1, h_m^{k-1}, h_m^k$. The result in (5) indicates that the state variable $h_m^{k+1}$ at worker $m$ is a linear combination of the first state variable $h_m^1$ and all of its past gradients $\{\nabla f_m(\theta^j)\}_{j=1}^{k-1}$ which implies that $h_m^{k+1}$ can accumulate contributions in directions of persistent (long term) descent of the local function $f_m(\theta)$. To be more precise, if $\beta \neq 1$, this makes each worker move in a direction which decreases the function value from a long-term prospective. From (4) $h_m^k$ reduces to the last transmitted gradient $\nabla f_m(\theta^{k-1})$ if we set $\beta = 1$. Some numerical results in Subsection IV-D show that accumulating all the past gradients (setting $\beta \neq 1$) leads to better communication savings. Small oscillations are eliminated, and the larger time scale descent direction can be expressed concisely, saving communications bits. This state variable update strategy in (5) seems similar to the momentum term in the heavy ball method, but note that with sparsification the state variable $h_m^{k+1}$ actually accumulates the transmitted sparsified vector $\{\hat{\Delta}_m^k\}_{j=1}^k$. Note also that we employ a state variable at each worker and the server, unlike the classical use of a momentum term only at the server.

After receiving $\hat{\Delta}_m^k$ from all workers, the server updates $\theta^k$
via the following GD-SEC update rule
\[ \theta^{k+1} = \theta^k - \alpha(h^k + \Delta^k) \]
with \( h^k = \sum_{m=1}^{M} h_m^k \) and \( \Delta^k = \sum_{m=1}^{M} \Delta_m^k \),
where \( \alpha \) is the step size and \((h_m^k + \Delta_m^k)\) can be regarded as the approximated gradient for worker \( m \) at iteration \( k \). If all components are transmitted during the first \( k \) iterations, \( \text{GD-SEC} \) reduces to the classical gradient descent update rule. Finally, the server updates its state variable \( h_{m}^{k+1} = h_{m}^{k} + \beta \Delta_{m}^{k} \) based on the sparsified \( \Delta_{m}^{k} \). As will be noted from Algorithm 1, the server can compute \( h_{m}^{k+1} \) without requiring each worker \( m \) to transmit \( h_{m}^{k} \) since the server and every worker will update their own state variables in a similar manner. The implementation of GD-SEC requires each worker be synchronized at each iteration that, for example, can be accomplished by using the synchronous federated learning protocols \[50, 51\].

### III. CONVERGENCE ANALYSIS

In this section, the convergence rate for Algorithm 1 is developed. With the proper choice of the constants \( \{\xi_{i}\}_{i=1}^{d}, \beta \) and \( \alpha \), the GD-SEC method is shown to converge for strongly convex, convex, and nonconvex objective functions while reducing, often significantly, the total number of bits per communication to reach a given objective error. Furthermore, if the local functions are strongly convex or convex, GD-SEC has a linear or sublinear convergence rate, respectively. Let \( u_{i} = [0, ..., 0, 1, 0, ..., 0] \) with only the \( i \)-th component being one. The following assumptions enable a rigorous analysis.

**Assumption 1.** In (1), \( f(\theta) \) is coordinate-wise \( L_{i} \)-smooth and coercive. Coordinate-wise \( L_{i} \)-smooth implies there exists a constant \( L_{i} > 0 \) such that \( \|\nabla f(\theta + tu_{i}) - \nabla f(\theta)\| \leq L_{i} |t| \) for all possible values of \( t \) for all \( i = 1, 2, ..., d \). Coercive implies \( \lim_{|\theta| \to \infty} f(\theta) = +\infty \) \[52\]. Similarly, local function \( f_m(\theta) \) at worker \( m \) is coordinate-wise \( L_{m} \)-smooth. Note that coordinate-wise smoothness of \( f(\theta) \) and \( f_m(\theta) \) implies \( f(\theta) \) and \( f_m(\theta) \) are smooth with smoothness constants being denoted as \( L \) and \( L_m \), respectively. To be exact, \( f(\theta) \) is \( L \)-smooth implies there exists a constant \( L \) such that \( \|\nabla f(\theta) - \nabla f(\theta_2)\| \leq L\|\theta - \theta_2\|, \forall \theta, \theta_2 \). Similar definition applies to \( L_m \).

**Assumption 2.** In (1), \( f(\theta) \) is \( \mu \)-strongly convex. This implies there exists a constant \( \mu > 0 \) such that \( f(\theta_1) \geq f(\theta_2) + \nabla f(\theta_2)^\top(\theta_1 - \theta_2) + \frac{\mu}{2}\|\theta_1 - \theta_2\|^2 \), \( \forall \theta_1, \theta_2 \) \[53\].

**Assumption 3.** In (1), \( f(\theta) \) is convex. This implies \( f(\theta) \) satisfies \( f(\lambda \theta_1 + (1 - \lambda) \theta_2) \leq \lambda f(\theta_1) + (1 - \lambda) f(\theta_2), \forall \theta_1, \theta_2 \) and \( 0 \leq \lambda \leq 1 \) \[52\].

To prove GD-SEC converges, we employ a Lyapunov function defined as
\[ L^k = f(\theta^k) - f(\theta^*) + \beta \|\theta^k - \theta^{k-1}\|^2 \]
where \( \theta^* \) is the optimal solution to the optimization problem in (1) and \( \beta_1 \) and \( \beta_2 \) are non-negative constants that will be specified later. If we set \( \beta = \beta_1 = \beta_2 = 0 \), \( h_m^k = 0 \) for all \( m = 1, 2, ..., M \), and \( \xi_i \leq 0 \) for all \( i = 1, 2, ..., d \), then GD-SEC reduces to the classical GD method and \( L^k \) can be used to analyze the GD method. However, when some communications are suppressed and the transmitted vector is sparsified, then the following lemma describes the behavior of the Lyapunov function defined in (7).

**Lemma 1.** Under Assumption 1 if the constants \( \alpha, \xi = \max_i, \beta_1 \) and \( \beta_2 \) are chosen so that
\[ \gamma \geq 0 \text{ with } \gamma := \frac{L}{2} - \frac{1}{2\alpha} + \beta_1, \]
\[ \sigma_0 \geq 0 \text{ with } \sigma_0 := \frac{\alpha}{2} - \gamma(1 + \rho)\alpha^2, \]
\[ \sigma_1 \geq 0 \text{ with } \sigma_1 := -\beta_2 + \beta_1 - (1 + \rho_2)\xi^2 \left( \frac{\alpha}{2} + \gamma(1 + \rho_1)\alpha^2 \right), \]
\[ \sigma_2 \geq 0 \text{ with } \sigma_2 := \beta_2 - (1 + \rho_2^2)\xi^2 \left( \frac{\alpha}{2} + \gamma(1 + \rho_1)\alpha^2 \right), \]
where the constants \( \rho > 0 \) and \( \rho_2 > 0 \), then the Lyapunov function follows
\[ L^{k+1} - L^k \leq -\sigma_0 \|\nabla f(\theta^k)\|^2 - \sigma_1 \|\theta^k - \theta^{k-1}\|^2 - \sigma_2 \|\theta^k - \theta^{k-2}\|^2, \]
where constants \( \sigma_0 \geq 0, \sigma_1 \geq 0 \) and \( \sigma_2 \geq 0 \) depend on \( \alpha, \xi = \max_i, \beta_1 \) and \( \beta_2 \). The result in (12) indicates \( L^{k+1} \leq L^k \).

The detailed proof of Lemma 1 is provided in Appendix B if we set \( (\beta_1 - \frac{L}{2\alpha}) = 0 \), then (8)–(11) are equivalent to
\[ \alpha \leq \frac{1}{L}, \xi \leq \min \left\{ \sqrt{\frac{2(\beta_1 - \beta_2)}{(1 + \rho_2)\alpha}}, \sqrt{\frac{2\beta_2}{(1 + \rho_2^2)\alpha}} \right\}. \]
(13)

Note that we can use (14) to find an uncountable number of parameters \( \alpha, \xi \) which would guarantee (8)–(11) and some examples of parameter choices can be found in Appendix B. In the following, we will show that the Lyapunov function in (7) has a linear convergence rate under certain conditions.

**Theorem 1.** (Strongly convex) Under Assumptions 1 and 2 if constants \( \alpha \) and \( \xi \) are properly selected such that (8)–(11) are satisfied with \( \sigma_0 \sigma_1 \sigma_2 \neq 0 \), then there exists a constant \( c(\alpha, \xi) \in (0, 1) \) such that at iteration \( k \),
\[ L^{k+1} \leq (1 - c(\alpha, \xi))L^k, \]
where \( c(\alpha, \xi) = \min \{2\sigma_0\beta_1, \sigma_1/\beta_1, \sigma_2/\beta_2\} \) with \( \sigma_0, \sigma_1 \) and \( \sigma_2 \) defined in (9)–(11), respectively. The result in (12) implies
\[ f(\theta^k) - f(\theta^*) \leq (1 - c(\alpha, \xi))L^0. \]
(15)

The detailed proof of Theorem 1 is provided in Appendix C. Theorem 1 implies that the GD-SEC algorithm can attain a linear convergence rate which is on the same order as the
classical GD method [53] under Assumptions 1 and 2. As a particular example of \( c(\alpha, \xi) \), if we choose \( \rho_2 = 1, \delta \in (0, 1), \beta \in (0, 1), \alpha = \frac{1-\delta}{L}, \xi^2 \leq \frac{L}{\alpha}, \beta_2 = \frac{\alpha^2}{1-\alpha}, \) and \( \beta_1 = \beta_2 + \frac{\xi^2}{1-\alpha} \), then
\[
c(\alpha, \xi) = \frac{1-\delta}{L/\mu} \tag{16}
\]
whose value is exactly the same as that for GD if we also choose \( \alpha = (1-\delta)/L \) in GD. Given this specific setting, the iteration complexity being defined as the number of iterations to achieve a user defined error \( \epsilon \geq \frac{L_k^{k+1}}{L^1} \) is \( \widetilde{\Theta}_{GD-SEC}(\epsilon) = 1/(\alpha \mu) \log(\epsilon^{-1}) \) as shown in Appendix C. Additionally, there are an uncountable number of other parameter settings in GD-SEC that provide the same order convergence rate as GD, but we omit further discussion for brevity. In addition to the strongly convex case, we also provide a convergence guarantee for GD-SEC for general convex and nonconvex objective functions with the detailed proofs given in Appendix D and Appendix E.

**Theorem 2. (convex)** Under Assumptions 1 and 3 if the constants \( \alpha \) and \( \xi \) are chosen so that (8)–(17) are satisfied with \( \sigma_0 \sigma_1 \sigma_2 \neq 0 \), then
\[
f(\theta^k) - f(\theta^*) = O(1/k). \tag{17}
\]

**Theorem 3. (nonconvex)** Under Assumption 1 if the constants \( \alpha \) and \( \xi \) are chosen so that (8)–(17) are satisfied with \( \sigma_0 \sigma_1 \sigma_2 \neq 0 \), then
\[
\min_{1 \leq k' \leq k} \left\| \nabla f(\theta^{k'}) \right\|^2 = O(1/k). \tag{18}
\]

Theorem 2 and Theorem 3 indicate GD-SEC can achieve the same order of convergence rate as GD for convex and nonconvex objective functions. Note that these convergence results are obtained using a fixed step size, whereas methods that fix the number of components for transmission are not guaranteed to converge using a fixed step size [35].

IV. NUMERICAL RESULTS

To validate the effectiveness in reducing the total number of transmitted bits up to the current iteration and the theoretical results on convergence analysis, the empirical performance of GD-SEC is evaluated through numerical experiments where the total number of transmitted bits are defined as a communication cost. We employ 32 bits to represent the value of an entry with negligible loss in precision, and apply the Run-Length Encoding (RLE) algorithm [55] to encode the indices of the non-zero components of \( \Delta_k^m \) in GD-SEC. In particular, by counting the number of consecutive zeros between two non-zero components, we can use RLE to efficiently encode the locations of all non-zero components compared to the naive encoding (index and value pairs). To benchmark GD-SEC with RLE, we compare with the following four algorithms:

- **GD (baseline) [53]**: At each iteration \( k \), each worker \( m \) transmits the original gradient vector \( \nabla f_m(\theta^k) \in \mathbb{R}^d \) to the server. Then the server aggregates all gradients \( \{\nabla f_m(\theta^k)\}^M_{m=1} \) and runs gradient descent to update \( \theta^k \). This requires 32 \( \times d \) bits to represent the gradient vector for transmission.

- **top-j with RLE [35]**: At each iteration \( k \), each worker \( m \) only transmits the top \( j \) entries (\( j \) is fixed), in terms of absolute value of the gradient vector components and then employs error correction to accumulate errors from the entries which are not transmitted. Note that top-\( j \) with error correction is only guaranteed to converge for strongly convex functions with gradually decreasing step sizes [55]. RLE is applied to encode the indices of the non-zero entries of the transmitted sparsified vector.

- **Censoring-based GD (CGD) with RLE**: At each iteration \( k \) of the original CGD [48], each worker \( m \) transmits the entire gradient vector \( \nabla f_m(\theta^k) \) to the server if the current gradient \( \nabla f_m(\theta^k) \) is sufficiently different from its previously transmitted one; otherwise, worker \( m \) discards its current gradient \( \nabla f_m(\theta^k) \) and transmits nothing, unlike GD-SEC where worker \( m \) locally accumulates the current gradient \( \nabla f_m(\theta^k) \). A sufficient difference is judged by the size of \( \xi \left\| \theta^k - \theta^{k-1} \right\| / M \) with \( \xi > 0 \). This approach requires 32 \( \times d \) bits to represent the gradient vector for transmission. Here we employ Censoring-based GD (CGD) with RLE which is a variant of CGD where we use RLE to encode the indices of the non-zero entries of the transmitted vector.

- **Quantized GD (QGD) [30], [56]**: Each worker \( m \) transmits the quantized version of the gradient vector \( \nabla f_m(\theta^k) \in \mathbb{R}^d \) to the server. For any \( v \in \mathbb{R}^d \), the low-precision unbiased quantizer output is defined as \( \bar{Q}_s(v) = \|v\| \cdot \text{sign}(v) \cdot \eta_i(v, s) \), where \( s \) is the total number of quantization intervals (bins) and \( \{\eta_i(v, s), \forall i\} \) are independent random variables each taking on value \( (l+1)/s \) with probability \( p = \|v\| \cdot s/\|v\| - l \) and \( l/s \) with probability \( 1-p \). Here \( 0 \leq l < s \) is an integer describing which quantization interval the current observation falls into such that \( \|v\| \cdot s/\|v\| \in [l/s, (l+1)/s] \). In the following results, for each transmitted vector, we employ 8 bits and 1 bit to represent the value and the sign of each non-zero component, respectively. An extra 32 bits are used to approximate \( \|v\| \) when \( \|v\| \neq 0 \).

- **Nonuniform sampling of incremental aggregated gradient (NoUnif-IAG) [57]**: At each iteration of NoUnif-IAG, only one worker is selected to transmit its current fresh gradient to the server, and the server aggregates this new local gradient with the past transmitted gradients from other workers to obtain the final entire gradient. The probability of selecting worker \( m \) to transmit is set to be \( L_m/\sum_{m=1}^M L_m \).

We consider four optimization problems: regularized linear regression (convex), regularized logistic regression (strongly convex), lasso regression (non-differentiable) and non-linear least squares [58] (nonconvex). The objective error \( f(\theta^k) - f(\theta^*) \) is used to evaluate the algorithm progress for all tasks. We use one server and \( M = 5 \) workers. Except as stated elsewhere, in GD-SEC we restrict the threshold \( \xi_1 = \xi_2 = \ldots = \xi_M = \xi \) in (2), set the constant \( \beta = 0.01 \) in (3) to average the previously transmitted gradients, and initialize the state variable \( \hat{h}_m^0 = 0 \) for each worker \( m \). The constant step size is tuned for GD, and all other algorithms use the same step size.
size except top-$j$ and NoUnif-IAG$^4$ to enable fair comparison in a given learning task. According to top-$j$ in [35], we use a decreasing step size $\alpha_k = \gamma_0 (1 + \gamma_0 \lambda k) ^{-1}$ with constants $\gamma_0$ and $j$ being tuned. For GD-SEC and CGD, we tune the best thresholds $\xi$ and $\xi$ (restricted to be integer) such that each of them can not only converge quickly (similar to GD) but also save the largest total amount of transmitted bits.

A. Algorithm Comparison in Regularized Linear Regression

We first consider the convergence and total number of transmitted bits of GD-SEC for regularized linear regression using a subset of the MNIST dataset [59]. Specifically, we select the first 2000 data samples and the corresponding labels as our training data, and evenly split them among five workers ($M = 5$). In the regularized linear regression problem, the local function defined in (1) for worker $m$ for $m = 1, 2, ..., M$ is

$$f_m(\theta) := \frac{1}{2N} \sum_{n=1}^{N_m} (y_n - x_n^T \theta)^2 + \frac{\lambda}{2M} \|\theta\|^2,$$  \hspace{0.5cm} (19)

where $N = 2000$ is the total number of samples, $N_m = 400$ is the number of samples at worker $m$, $y_n$ is the $n$-th label, $x_n$ is the $n$-th feature vector, $\theta$ is the parameter vector, and $\lambda$ is the regularization parameter which is set to be $\lambda = 1/N = 1/2000$ following [57]. In the experiments, the step size $\alpha = 1/L \approx 0.0258$ is tuned for GD, and all other algorithms use the same step size except top-$j$ and NoUnif-IAG. In top-$j$, we have tried all combinations for $j = \{1, 10, 100\}$ and $\gamma_0 = \{0.01, 0.1, 1, 10\}$ and found that setting $j = 100$ and $\gamma_0 = 0.01$ achieves the best convergence performance. In order to have stability, we set $\alpha = 1/(2ML)$ for NoUnif-IAG. We set $\xi/M = 800$ in GD-SEC, and $\xi/M = 1$ in CGD. The performance is shown in Fig. [1] The results in Fig. [1] indicate that GD-SEC outperforms the other algorithms in reducing the total number of transmitted bits while achieving nearly the same convergence as the classical GD. Given an objective error of $5.4 \times 10^{-3}$, GD-SEC saves about 99.34% of the total transmitted bits compared to classical GD.

B. Algorithm Comparison in Regularized Logistic Regression

Now we consider the performance of GD-SEC for synthetic datasets and regularized logistic regression. Here, the local function defined in (1) for worker $m$, $m = 1, 2, ..., M$, is

$$f_m(\theta) := \frac{1}{N} \sum_{n=1}^{N_m} \log (1 + \exp (-y_n x_n^T \theta)) + \frac{\lambda}{2M} \|\theta\|^2,$$ \hspace{0.5cm} (20)

where $\lambda = 1/N$ and $M = 5$. For each worker $m$, we randomly generate an independent sequence of labels over $n$, each with equal probability $y_n = 1$ or $y_n = -1$, and we also randomly generate 50 independent instances $x_n \in \mathbb{R}^{300}$ (to pair with labels) from a uniform distribution denoted by $U(a, b)$. For each $x_n \in N_m$, the entries in the coordinates from $50m - 49$ to $50m$ follow $U(0, 1)$, those in the coordinates from 251 to 300 follow $U(0, 10)$ and the other entries follow $U(0, 0.01)$. This corresponds to a multi-agent system where each agent observes some specific features and all agents have some common features. The step size $\alpha = 0.0078$ is tuned for GD, and all other algorithms use the same step size except top-$j$ and NoUnif-IAG. In top-$j$, we have tried all combinations for $j = \{1, 10, 100\}$ and $\gamma_0 = \{0.01, 0.1, 1, 10\}$ and found that setting $j = 100$ and $\gamma_0 = 0.01$ achieves the best convergence performance. We set the step size $\alpha' = \alpha/M$ for NoUnif-IAG to guarantee stability. The parameters $\xi$ and $\xi$ are tuned to $\xi/M = 80$ and $\xi/M = 40$ that are the best for GD-SEC and CGD, respectively. As shown in Fig. [2] GD-SEC is able to significantly reduce the total number of transmitted bits, while maintaining a fast convergence when compared to other
algorithms. Given an objective error of $10^{-10}$, GD-SEC can save about 91.22% of the all transmitted bits compared to classical GD.

C. Impact of Error Correction

Next we consider the impact of error correction for GD-SEC on communication savings in a lasso regression using the DNA dataset [60]. Here, the local function defined in (1) for worker $m$ is

$$f_m(\theta) := \frac{1}{2N} \sum_{n=1}^{N_m} (y_n - x_n^\top \theta)^2 + \frac{\lambda}{M} \|\theta\|_1, \quad (21)$$

where $\|\theta\|_1$ is $\ell_1$-norm of $\theta$. Since $\|\theta\|_1$ is nondifferentiable, worker $m$ computes the subgradient given by

$$\partial f_m(\theta) = -\frac{1}{N} \sum_{n=1}^{N_m} x_n (y_n - x_n^\top \theta) + \frac{\lambda}{M} \text{sign}(\theta), \quad (22)$$

where the sign function $\text{sign}(\theta)$ is defined as an element-wise operator. The step size is tuned to $\alpha = 0.001$ for GD, and others employs the same step size. The parameter $\xi$ is tuned to $\xi/M = 2000$ for GD-SEC and $\xi/M = 250$ for GD with sparsification but without error correction to ensure these two proposed algorithms converge to the optimal solution with the smallest number of transmitted bits. Note that both GD-SEC and GD-SOEC use RLE. We find that GD-SEC converges and works well with a large range of $\xi/M \in (0, 2000)$, which is desirable in practice. Fig. 4 shows that with proper choice of $\xi/M$ both GD-SEC and GD-SOEC can significantly reduce the number of transmitted bits compared to GD, and GD-SEC is the best overall. This implies we can set a large threshold in GD-SEC and even though many components are not transmitted, error correction mitigates the error due to this. This is not possible with GD-SOEC.

D. Impact of State Variable

To understand how the weighted average of the previously transmitted gradients (state variable) impacts the communication savings, we test the performance of GD-SEC on the real dataset COLON-CANCER [60] for linear regression with different values of $\beta$. We tune the step size $\alpha = 1/L = 0.0031$ for GD and let GD-SEC use the same step size. Compared to GD-SEC without state variables, Fig. 4 shows that GD-SEC with state variables can save more transmitted bits without sacrificing convergence speed. Even though some workers do not transmit in GD-SEC with state variables, the server can use its state variable to approximate the sum of the current local gradients of workers instead of just dropping them like GD-SEC without state variables. As depicted in Fig. 4, setting a relatively small $\beta$, e.g. $\beta = 0.01$, enables us to choose a relatively large threshold $\xi$, e.g. $\xi/M = 2000$, to reduce the number of transmitted bits. This makes sense because with a small $\beta > 0$, the overall descent direction smoothing by $h_{k+1}^{m}$ maintains accuracy even though we suppress many components by setting a large $\xi/M$. Fig. 4 also shows that increasing $\beta$ without decreasing $\xi$ might lead GD-SEC to diverge. This behavior follows because increasing $\beta$ will make $h_{k+1}^{m}$ depend more on the last transmitted gradient and be more sensitive to the gradient change, for example the state variable $h_{k+1}^{m}$ reduces to the last transmitted gradient $\nabla f_m(\theta^k)$ if we set $\beta = 1$. Thus, the results in Fig. 4 suggest that for the given $\alpha = 0.0031$, in order to choose a large threshold $\xi/M$ to reduce the number of transmitted bits, setting a small $\beta$ with $\beta > 0$, e.g. $\beta = 0.01$, is a good choice.

E. Impact of $\{\xi_d\}_{d=1}^D$

Next we evaluate the impact of the parameters $\{\xi_d\}_{d=1}^D$ on the communication savings of GD-SEC in the W2A dataset [60] with a nonlinear least squares cost function. For simplicity, we consider a special case where we set $\xi_d = 0$ for $d < d^*$ and $\xi_d = M/d^*$ for $d \geq d^*$. Fig. 5 shows that the optimal $d^*$ is 3 for the W2A dataset. GD-SEC w. RLE, GD-SEC w. RLE, and GD-SOEC w. RLE show similar communication savings, and GD-SEC w. RLE is the best choice among the state variables.
The local function defined in (1) for worker $m$ for $m = 1, 2, ..., M$ is:

$$f_m(\theta) := \frac{1}{2N} \sum_{n=1}^{N_m} \left( y_n - \frac{1}{1 + \exp(-x_n^\top \theta)} \right)^2 + \frac{\lambda}{2M} \| \theta \|^2,$$

where $\lambda = 1/N$. Note that $f_m(\theta)$ is non-convex. The step size is tuned to $\alpha = 0.005$ for GD, and GD-SEC employs the same step size. As shown in Fig. 5, GD-SEC with different $\xi$ performs similarly with GD in terms of the number of iterations but can significantly reduce the number of communication bits to achieve a given objective error. When $\xi$ increases, the number of transmitted bits are reduced at the cost of slightly increasing the number of iterations. Compared to GD, GD-SEC with $\xi/M = 5000$ employs only 0.38% of the number of bits to achieve the objective error 0.0112. The results in Fig. 5 also indicate that GD-SEC achieves a favorable communication-computation tradeoff through adaptive sparsification, error correction and state variables.

**F. Different Coordinate-wise Lipschitz Constants**

Now we consider the impact of different smoothness constants at different coordinates on communication savings in a synthetic dataset for linear regression. Specifically, we consider regularized linear regression in (19) with $\lambda = 0$ and the increasing coordinate-wise smoothness constants with $L_1^m < L_2^m < ... < L_{10}^m$ for worker $m$ in a scenario with a server and ten workers. For each worker $m$, we randomly generate an independent sequence of labels, each with equal probability of $y_n = 1$ or $y_n = -1$ for $n = 1, 2, ..., 50$, and we also randomly generate 50 independent instances $x_n \in \mathbb{R}^{50}$ (to pair with the labels) from a uniform distribution $U(0, 0.01)$ but we replace the $n$-th entry of $x_n$ with $m \times 1.1^n$ to mimic increasing coordinate-wise smoothness constants as the coordinate indices are increased. Note that in this setting the smoothness constants for different workers satisfy $L_1 < L_2 < ... < L_{10}$. The linear regression task is stopped after 1000 iterations with the step size $\alpha = 1/L = 9.4241 \times 10^{-5}$ and the threshold $\xi = 50000$. As indicated in Fig. 6 workers with smaller smoothness constants tend to transmit less frequently, which is reasonable since the smoothness constant measures the maximum rate of change of the gradient for worker $m$. The result in Fig. 6 also shows that for a given worker (e.g. $m = 5$), the coordinates with smaller coordinate-wise smoothness constants tend to transmit less frequently which also makes sense. The results in Fig. 6 imply that GD-SEC can not only exploit the smoothness of the local functions for different workers but also capture the smoothness of different coordinates of the local function for a given worker so as to reduce the number of bits per transmission and the number of communications from all workers.

Inspired by the impact of different smoothness constants on different coordinates on communication savings in Fig. 6, we consider further improving communication savings by scaling each component of $\xi$ differently using $\xi_i = \xi/L_i$ for $i = 1, 2, ..., d$ with $L_i$ being the smoothness constant for the $i$-th coordinate of $f(\theta)$. Now we evaluate the overall impact of this setting on the communication savings of GD-SEC for a sparse dataset called the RCV1-train dataset [61] with the regularized logistic regression cost function shown in (20). Here we employ 75% of its data samples to train the model (in other words, we employ 15181 data samples) and each data sample contains 47236 features. We consider a scenario with one server and five workers and set the regularization parameter $N = 15181$. We have performed a grid search for hyper-parameter tuning where we tried all the combinations for $\alpha \in \{2^{-10}, 2^{-9}, ..., 2^{-11}\}$, $\beta \in \{2^{-10}, 2^{-9}, ..., 2\}$, and $\xi \in \{2^{-5}, 2^{-4}, ..., 2^{14}\}$. For a given objective function value, we choose the best $\alpha$ for GD, and choose the best $\alpha$, $\beta$ and $\xi$ for GD-SEC. In Fig. 7 we...
Now we consider a GD with all transmissions. Objective error versus the number of iterations and the total communication.

Motivated by the scheduling policies in $\xi$ frequently and thus we can use a larger threshold by setting $\xi_i = \xi$ for all $i = 1, 2, ..., 47236$, which makes sense because the gradient in the coordinate with a smaller $L_i$ tends to change less frequently and thus we can use a larger threshold by setting $\xi_i = \xi/L_i$ to reduce the number of transmitted entries per communication.

G. Possible Extensions of GD-SEC

In the following subsections, we consider two possible extensions to satisfy some limitations in practice. First, allowing a portion of workers for parameter uploading at each iteration, and second, developing the stochastic version GD-SEC (SGD-SEC). We apply the RLE algorithm in GD-SEC and SGD-SEC to encode the indices of transmitted non-zero components. We do not apply RLE to quantized SGD-SEC.

1) Bandwidth-limited Version of GD-SEC: Motivated by limited spectral resources and unreliable clients, we consider a scenario where the server cannot collect updates from all the workers at each iteration and instead only schedules a portion of workers for parameter uploading. A bandwidth-limited version of GD-SEC can be obtained by only allowing a portion of workers to transmit. In Fig. 8 we consider a setting with one server and 100 workers where each worker has its own local linear regression function defined in (19). We randomly choose 2000 data samples from the standardized CIFAR-10 dataset and evenly split them among the 100 workers. We set $\lambda = 1/N$ and tune the step size $\alpha = 2/L \approx 0.0023$ for all considered algorithms. One scheduling policy called round robin (RR) in (22) is considered here to explore how only using half of the workers per iteration affects the performance of GD-SEC. We tried $\xi/M = \{1, 10, 100\}$ for GD-SEC related algorithms. Specifically we set $\xi/M = 100$ for GD-SEC with all transmissions per iteration and set $\xi/M = 10$ for GD-SEC with RR and half transmissions per iteration. Note that setting $\xi/M = 100$ for the latter case leads to divergence in this scenario which makes sense because setting a larger threshold and only allowing half the workers to transmit might not enable the server to have enough correct information about function value descent direction. It is not surprising that GD with half transmissions per iteration has worse convergence behavior compared to GD with all transmissions per iteration. Interestingly, Fig. 8 indicates GD-SEC with RR and half transmissions per iteration makes progress which is only slightly slower than GD-SEC and GD with all transmissions per iteration for this example. Even though some workers do not transmit, the server can still use its state variable to approximate the sum of the current local gradients of workers. Compared with GD with all transmissions, Fig. 8 also shows that the GD-SEC related algorithms significantly outperform classical GD in terms of communication bit savings, and GD-SEC with all workers transmitting per iteration achieves the best performance in terms of transmitted bit savings. Although beyond the scope of this work, obtaining an optimal scheduling policy for GD-SEC is an interesting open question for future work.

2) Stochastic Version of GD-SEC: Now we consider a stochastic version of GD-SEC (SGD-SEC) where each local gradient is computed based on randomly selected samples of the local dataset instead of the entire local dataset. To further improve the communication bit savings of SGD-SEC, we propose a quantized SGD-SEC (QSGD-SEC) by combining SGD-SEC with a widely used low precision unbiased quantizer (50). We employ the same setting as Section IV-A but we split $N = 6000$ between $M = 100$ where the mini-batch size is set to be one. We also set $\lambda = 1/N$, $\alpha_k = \gamma_0(1 + \gamma_0\lambda k)^{-1}$ with constants $\gamma_0 = 0.01$ for all considered algorithms, and $\xi/M = 100$ for SGD-SEC related algorithms. All other parameters are the same as Section IV-A.
Fig. 9: Objective error versus the number of iterations and the communication costs for linear regression in the MNIST dataset (using 6000 data samples).

Fig. 9 shows that SGD-SEC outperforms SGD in reducing the number of transmitted bits while achieving nearly the same convergence. It also shows that the performance of SGD-SEC in terms of bit savings can be further improved using quantization of the non-zero components after sparsification.

V. CONCLUSIONS

We proposed GD-SEC, a communication-efficient enhanced version of the classical GD method, to solve distributed learning problems. GD-SEC is able to significantly reduce the number of transmitted bits compared to GD without sacrificing convergence, which is suitable for systems where wireless communication cost is the bottleneck in overall performance. There are three important ingredients to attaining this favorable performance, adaptive sparsification, error correction, and state variables. Adaptive sparsification prevents each worker from transmitting less informative entries of the gradient and so reduces the number of transmitted bits. In order to avoid the case where certain entries are never updated, error correction is employed to accumulate the error from the past and add it back to the current gradient before sparsification. A state variable was used at each worker to locally smooth the previously transmitted gradients to make GD-SEC more smoothly follow the consistent descent direction. We have shown theoretically that GD-SEC will maintain the same order of the convergence rate as GD for strongly convex, convex, and nonconvex objective functions. Numerical results validate the convergence and significant communication bit savings of GD-SEC. One possible future direction is to combine GD-SEC with parameter pruning to further reduce the communication load. We also showed by example that a stochastic version (SGD-SEC) can perform well.

APPENDIX A

In the appendix, we provide the proofs of the lemmas and theorems in the main document. Before we get into the detailed proofs, we first establish the following descent lemma of GD-SEC which will help us develop the proof of Lemma 1.

**Lemma 2.** Under Assumption 1 suppose \(\theta_{k+1}^{\ast}\) is generated by running one-step GD-SEC iteration given \(\theta_k\). Then the objective function satisfies

\[
f(\theta^{k+1}) - f(\theta^k) \leq \frac{\alpha}{2} \left\| \sum_{m=1}^{M} (\hat{\Delta}_m^k - \Delta_m^k + e_m^k) \right\|^2 - \frac{\alpha}{2} \left\| \nabla f(\theta^k) \right\|^2 + \left( \frac{L}{2} - \frac{1}{2\alpha} \right) \left\| \theta^{k+1} - \theta^k \right\|^2.
\]

(24)

**Proof.** Recall the smoothness constant \(L\) defined in Assumption 1. One property of the \(L\)-smooth function \(f(\theta)\) is that

\[
f(\theta^{k+1}) - f(\theta^k) \leq \left\langle \nabla f(\theta^k), \theta^{k+1} - \theta^k \right\rangle + \frac{L}{2} \left\| \theta^{k+1} - \theta^k \right\|^2.
\]

(25)

Plugging (6) into \(\left\langle \nabla f(\theta^k), \theta^{k+1} - \theta^k \right\rangle\), it follows that

\[
\begin{align*}
\left\langle \nabla f(\theta^k), \theta^{k+1} - \theta^k \right\rangle & = -\alpha \left\langle \nabla f(\theta^k), \sum_{m=1}^{M} (\hat{\Delta}_m^k + h_m^k) \right\rangle \\
& = -\alpha \left\langle \nabla f(\theta^k), \nabla f(\theta^k) + \sum_{m=1}^{M} (\hat{\Delta}_m^k - \Delta_m^k + e_m^k) \right\rangle \\
& = -\alpha \left\| \nabla f(\theta^k) \right\|^2 + \alpha \left\| \sum_{m=1}^{M} (\hat{\Delta}_m^k - \Delta_m^k + e_m^k) \right\|^2 \tag{26}
\end{align*}
\]

\[
\begin{align*}
& \quad + \alpha \left\langle \nabla f(\theta^k), \sum_{m=1}^{M} (-\Delta_m^k + \Delta_m^k + e_m^k) \right\rangle \tag{27}
\end{align*}
\]

\[
\begin{align*}
& \quad - \frac{\alpha}{2} \left\| \nabla f(\theta^k) \right\|^2 + \frac{\alpha}{2} \left\| \sum_{m=1}^{M} (\hat{\Delta}_m^k - \Delta_m^k + e_m^k) \right\|^2
\end{align*}
\]

(28)

In going from (26) to (27), we use the equality \(\langle x, y \rangle = \frac{1}{2} \| x \|^2 + \frac{1}{2} \| y \|^2 - \frac{1}{2} \| x - y \|^2\) for the last term in (26). The result in Lemma 2 follows after plugging (28) into (25).

**APPENDIX B**

**Proof of Lemma 1.**

Using the definition of \(L_k\) in (12), it follows that

\[
\begin{align*}
L_{k+1} - L_k & = f(\theta^{k+1}) - f(\theta^k) + \beta_1 \left\| \theta^{k+1} - \theta^k \right\|^2 \\
& \quad + (\beta_2 - \beta_1) \left\| \theta^k - \theta^{k-1} \right\|^2 - \beta_2 \left\| \theta^{k-1} - \theta^{k-2} \right\|^2 \tag{23}
\end{align*}
\]

\[
\leq -\frac{\alpha}{2} \left\| \nabla f(\theta^k) \right\|^2 + \frac{\alpha}{2} \left\| \sum_{m=1}^{M} (\hat{\Delta}_m^k - \Delta_m^k + e_m^k) \right\|^2
\]

(24)
+ \left( \frac{L}{2} - \frac{1}{2\alpha} + \beta_1 \right) \| \theta^{k+1} - \theta^{k} \|^2 \\
+ (\beta_2 - \beta_1) \| \theta^k - \theta^{k-1} \|^2 - \beta_2 \| \theta^{k-1} - \theta^{k-2} \|^2. \quad (29)

After plugging \( \Delta_m^k := \nabla f_m(\theta^k) - h_m + e_m \) into (6), the GD-SEC update rule can be rewritten as

\[ \theta^{k+1} = \theta^k - \alpha \nabla f(\theta^k) - \alpha \sum_{m=1}^M (\Delta_m^k - \Delta_m^{k-1} + e_m^k), \quad (30) \]

where \( \nabla f(\theta^k) \) is the gradient of the objective function in (1).

From (30), we have

\[
\| \theta^{k+1} - \theta^k \|^2 = \left\| - \alpha \nabla f(\theta^k) - \alpha \sum_{m=1}^M (\Delta_m^k - \Delta_m^{k-1} + e_m^k) \right\|^2 \\
\leq (1 + \rho)\alpha^2 \| \nabla f(\theta^k) \|^2 \\
+ (1 + 1 + (1 + \rho)\alpha^2) \sum_{m=1}^M (\Delta_m^k - \Delta_m^{k-1} + e_m^k) \right\|^2. \quad (32) 
\]

In going from (31) to (32), we employ Young’s inequality:

\[
\| x + y \|^2 \leq (1 + \rho)\| x \|^2 + (1 + \rho^{-1})\| y \|^2, \forall \rho > 0. 
\]

Plugging (32) into (29) with the requirement \( \left( \frac{L}{2} - \frac{1}{2\alpha} + \beta_1 \right) \geq 0 \), we obtain

\[
\mathbb{L}^{k+1} - \mathbb{L}^k \leq \left( \frac{\alpha}{2} + \left( \frac{L}{2} - \frac{1}{2\alpha} + \beta_1 \right)(1 + \rho)\alpha^2 \right) \| \nabla f(\theta^k) \|^2 \\
+ \left( \frac{\alpha}{2} + \left( \frac{L}{2} - \frac{1}{2\alpha} + \beta_1 \right)(1 + \rho^{-1})\alpha^2 \right) \sum_{m=1}^M (\Delta_m^k - \Delta_m^{k-1} + e_m^k) \\
+ (\beta_2 - \beta_1) \| \theta^k - \theta^{k-1} \|^2 - \beta_2 \| \theta^{k-1} - \theta^{k-2} \|^2. \quad (33) 
\]

Employing Young’s inequality again, it follows that

\[
\sum_{m=1}^M (\Delta_m^k - \Delta_m^{k-1} + e_m^k) \\
\leq (1 + \rho_2) \left\| \sum_{m=1}^M (\Delta_m^k - \Delta_m^{k-1}) \right\|^2 \\
+ (1 + \rho_2^{-1}) \left\| \sum_{m=1}^M e_m^k \right\|^2 \\
\leq (1 + \rho_2)\xi^2 \| \theta^k - \theta^{k-1} \|^2 \\
+ (1 + \rho_2^{-1})\xi^2 \| \theta^{k-1} - \theta^{k-2} \|^2, \quad (35) 
\]

where \( \xi = \max_i \xi_i \) and (35) is obtained using the GD-SEC sparsify-transmission condition in (2). Plugging (35) into (33) with \( \frac{L}{2} - \frac{1}{2\alpha} + \beta_1 > 0 \), we have

\[
\mathbb{L}^{k+1} - \mathbb{L}^k \leq \left( \frac{\alpha}{2} + \left( \frac{L}{2} - \frac{1}{2\alpha} + \beta_1 \right)(1 + \rho)\alpha^2 \right) \| \nabla f(\theta^k) \|^2 \\
+ (\beta_2 - \beta_1) \| \theta^k - \theta^{k-1} \|^2 \\
+ \left( \frac{L}{2} - \frac{1}{2\alpha} + \beta_1 \right) \| \theta^{k} - \theta^{k-1} \|^2 \\
+ \left( (1 + \rho_2^{-1})\xi^2 \left( \frac{\alpha}{2} + (\frac{L}{2} - \frac{1}{2\alpha} + \beta_1)(1 + \rho^{-1})\alpha^2 \right) \\
- \beta_2 \right) \| \theta^{k-1} - \theta^{k-2} \|^2. \quad (36) 
\]

Furthermore, if the step size \( \alpha \), the constants \( \xi \) and \( \beta \) satisfy

\[
\frac{L}{2} - \frac{1}{2\alpha} + \beta_1 \geq 0, \quad (37) 
\]

\[
(1 + \rho_2)\xi^2 \left( \frac{\alpha}{2} + (\frac{L}{2} - \frac{1}{2\alpha} + \beta_1)(1 + \rho^{-1})\alpha^2 \right) \\
+ \beta_2 - \beta_1 \leq 0, \quad (39) 
\]

\[
(1 + \rho_2)^2 \xi^2 \left( \frac{\alpha}{2} + (\frac{L}{2} - \frac{1}{2\alpha} + \beta_1)(1 + \rho^{-1})\alpha^2 \right) \\
- \beta_2 \leq 0, \quad (40) 
\]

then Lyapunov function is non-increasing; that is, \( \mathbb{L}^{k+1} \leq \mathbb{L}^k \).

The proof is complete after defining the non-negative constants \( \sigma_0, \sigma_1 \) and \( \sigma_2 \) as shown in (9)-(11), respectively. Since the expressions of \( \sigma_0, \sigma_1 \) and \( \sigma_2 \) are complicated, we provide several choices of parameters in the following.

\[ a) \text{Choice of parameters.} \quad \text{The conditions (37)-(40) are equivalent to} \]

\[
\frac{1}{2\beta_1 + L} \leq \alpha \leq \frac{2 + \rho_1}{(2\beta_1 + L)(1 + \rho)}, \quad (41) 
\]

\[
\xi \leq \sqrt{\frac{2(\beta_1 - \beta_2)}{(1 + \rho_2)(\alpha + (\alpha L - 2\alpha\beta_1)(1 + \rho^{-1})\alpha)}}, \quad (42) 
\]

\[
\xi \leq \sqrt{\frac{2\beta_2}{(1 + \rho_2)^4(\alpha + (\alpha L - 2\alpha\beta_1)(1 + \rho^{-1})\alpha)}}, \quad (43) 
\]

- If \( \beta_1 = \frac{1 - \rho L}{2\alpha} \), then (41)-(43) is equivalent to

\[
\alpha \leq \frac{1}{L}, \quad \xi \leq \min \left\{ \sqrt{\frac{2(\beta_1 - \beta_2)}{(1 + \rho_2)(1 + \rho_2)^4(\alpha L - 2\alpha\beta_1)(1 + \rho^{-1})\alpha)}, \quad (44) \right\} 
\]

- If \( \beta_1 \to 0, \beta_2 \to 0, \rho \to 0, \text{ and } \rho_1 \to 0, \text{ then (41)-(43) degenerate to } 1/L \leq \alpha \leq 2/L \text{ and } \xi = 0 \text{ which implies GD-SEC reduces to the classical GD method in this case.} 

- If \( \alpha = 1/L \), then (41)-(43) are equivalent to

\[
0 \leq \beta_1 \leq \frac{L}{2(1 + \rho)}, \quad \xi \leq \min \left\{ \sqrt{\frac{2L^2(\beta_1 - \beta_2)}{(1 + \rho_2)(1 + \rho_2)^4(\alpha L + 2\beta_1(1 + \rho^{-1}))}}, \quad (45) \right\} 
\]
Appendix C
Proof of Theorem 1

Proof. Using strong convexity in Assumption 2, \( f(\theta) \) has the following property

\[
2\mu (f(\theta^k) - f(\theta^*)) \leq \|\nabla f(\theta^k)\|^2.
\]

(46)

Plugging (46) into (36) with \( \sigma_0 \geq 0 \) in (2) and \( \beta_1 \beta_2 \neq 0 \), it follows that

\[
\|\mathbb{L}^{k+1} - \mathbb{L}^k\| \leq \left( \frac{\alpha - \mu - (L - \frac{1}{\alpha} + 2\beta_1)(1 + \rho)\alpha^2\mu}{\beta_1} \right) \left( f(\theta^k) - f(\theta^*) \right)
\]

\[
- \left( \frac{(1 + \rho^2)\xi^2}{\beta_1} \left( \frac{\alpha}{2} + \frac{2}{(L - \frac{1}{2\alpha} + \beta_1)(1 + \rho^{-1})\alpha^2} \right) + 1 - \frac{\beta_2}{\beta_1} \right) \beta_1 \|\theta^k - \theta^{k-1}\|^2
\]

\[
- \left( \frac{(1 + \rho^2)^{-1}\xi^2}{\beta_2} \left( \frac{\alpha}{2} + \frac{2}{(L - \frac{1}{2\alpha} + \beta_1)(1 + \rho^{-1})\alpha^2} \right) + 1 \right) \beta_2 \|\theta^{k-1} - \theta^{k-2}\|^2.
\]

(47)

(48)

Let us define \( c(\alpha; \xi) \) as

\[
c(\alpha; \xi) := \min \left\{ \alpha - \mu - \frac{L - \frac{1}{\alpha} + 2\beta_1}{\beta_1}(1 + \rho)\alpha^2\mu, \right.
\]

\[
1 - \frac{\beta_2}{\beta_1} \left( \frac{(1 + \rho^2)\xi^2}{\beta_1} \left( \frac{\alpha}{2} + \frac{2}{(L - \frac{1}{2\alpha} + \beta_1)(1 + \rho^{-1})\alpha^2} \right) + 1 - \frac{\beta_2}{\beta_1} \right) \beta_1 \|\theta^k - \theta^{k-1}\|^2
\]

\[
1 - \frac{(1 + \rho^2)^{-1}\xi^2}{\beta_2} \left( \frac{\alpha}{2} + \frac{2}{(L - \frac{1}{2\alpha} + \beta_1)(1 + \rho^{-1})\alpha^2} \right) + 1 \beta_2 \|\theta^{k-1} - \theta^{k-2}\|^2 \right\}.
\]

(49)

(50)

where (50) follows using the definitions of \( \sigma_0, \sigma_1 \) and \( \sigma_2 \) in (50)–(11), respectively. With the definition of \( c(\alpha; \xi) \) in (49), we obtain

\[
\|\mathbb{L}^{k+1} - \mathbb{L}^k\| \leq -c(\alpha; \xi) \left( f(\theta^k) - f(\theta^*) + \beta_1 \|\theta^k - \theta^{k-1}\|^2 \right.
\]

\[
+ \beta_2 \|\theta^{k-1} - \theta^{k-2}\|^2 \right) \]

(51)

(52)

which implies

\[
\|\mathbb{L}^{k+1} - \mathbb{L}^k\| = (1 - c(\alpha; \xi)) \|\mathbb{L}^k\|. \]

(53)

This completes the proof. Now we consider a simple case where we let \( \beta_1 = \frac{\mu - \alpha L}{2\alpha} = 0 \) with \( \beta_1 \neq 0 \). Then \( c(\alpha; \xi) \) defined in (49) becomes

\[
c(\alpha; \xi) = \min \left\{ \alpha \mu, 1 - \frac{\beta_2}{\beta_1} \left( \frac{(1 + \rho^2)\xi^2}{\beta_1} \left( \frac{\alpha}{2} + \frac{2}{(L - \frac{1}{2\alpha} + \beta_1)(1 + \rho^{-1})\alpha^2} \right) + 1 \beta_2 \|\theta^{k-1} - \theta^{k-2}\|^2 \right), \right.
\]

\[
1 - \frac{(1 + \rho^2)^{-1}\xi^2}{\beta_2} \left( \frac{\alpha}{2} + \frac{2}{(L - \frac{1}{2\alpha} + \beta_1)(1 + \rho^{-1})\alpha^2} \right) + 1 \beta_2 \|\theta^{k-1} - \theta^{k-2}\|^2 \right\}.
\]

(54)

If we choose \( \rho_2 = 1, \delta \in (0, 1), \alpha = \frac{1 + \rho^2}{L}, \xi^2 \leq \frac{1 - \mu}{\alpha} \),

\[
\beta_2 = \frac{\alpha^2}{1 - \mu}, \text{ and } \beta_1 = \frac{1}{1 - \mu}.
\]

(55)

then \( c(\alpha; \xi) \) in (54) becomes

\[
c(\alpha; \xi) = \min \left\{ \alpha \mu, 1 - \frac{\alpha^2 (1 + 1/(1 - \mu))}{\beta_1} \right\} = \alpha \mu.
\]

(56)

This implies

\[
\|\mathbb{L}^{k+1} - \mathbb{L}^k\| \leq \left( 1 - \frac{1 - \delta}{L/\mu} \right) \leq \epsilon,
\]

(57)

where \( \epsilon \) is a user defined error parameter with its value typically much less than one. After rearranging terms in (57), we can obtain

\[
\log \left( \frac{1}{\epsilon} \right) \leq k \log \left( 1 + \frac{1}{\frac{L}{f} - \frac{1}{\mu}} \right) \leq \frac{k}{\frac{L}{f} - \frac{1}{\mu}} - 1
\]

(58)

which implies the iteration complexity \( \mathbb{L}_{GD-SEC}(\epsilon) \) is

\[
\mathbb{L}_{GD-SEC}(\epsilon) = \frac{L}{f} \log \left( \frac{1}{\epsilon} \right).
\]

(59)

This indicates that for any given error \( \epsilon \), there exists a large \( k = \mathbb{L}_{GD-SEC}(\epsilon) \) such that (57) is always satisfied. \( \square \)

Appendix D
Proof of Theorem 2

Proof. The analysis in this part is analogous to that in (48) that does not consider adaptive sparsification and error correction. Before providing the proof, we first present a lemma that will be helpful to derive the result in Theorem 2

Lemma 3. Under Assumption 3, the Lyapunov function \( \mathbb{L}^k \) satisfies

\[
\mathbb{L}^k \leq \sqrt{\left( \|\nabla f(\theta^k)\|^2 + \beta_1 \|\theta^k - \theta^{k-1}\|^2 + \beta_2 \|\theta^{k-1} - \theta^{k-2}\|^2 \right)^2 + \left( \|\theta^k - \theta^*\|^2 + \beta_1 \|\theta^k - \theta^{k-1}\|^2 + \beta_2 \|\theta^{k-1} - \theta^{k-2}\|^2 \right)^2}
\]

(60)

Proof. Under Assumption 3, the objective function \( f(\theta) \) is convex which implies

\[
f(\theta^k) - f(\theta^*) \leq \langle \nabla f(\theta^k), \theta^k - \theta^* \rangle.
\]

(61)

Then we have

\[
\mathbb{L}^k = f(\theta^k) - f(\theta^*) + \beta_1 \|\theta^k - \theta^{k-1}\|^2
\]

\[
+ \beta_2 \|\theta^{k-1} - \theta^{k-2}\|^2 \leq \langle \nabla f(\theta^k), \theta^k - \theta^* \rangle
\]

\[
+ \langle \sqrt{\beta_1 \|\theta^k - \theta^{k-1}\|}, \sqrt{\beta_1 \|\theta^k - \theta^{k-1}\|} \rangle
\]

\[
+ \langle \sqrt{\beta_2 \|\theta^{k-1} - \theta^{k-2}\|}, \sqrt{\beta_2 \|\theta^{k-1} - \theta^{k-2}\|} \rangle
\]

(62)

\[
= \langle \nabla f(\theta^k)^T, \sqrt{\beta_1 \|\theta^k - \theta^{k-1}\|}, \sqrt{\beta_2 \|\theta^{k-1} - \theta^{k-2}\|} \rangle^T,
\]

(63)
\[
\left(\theta^k - \theta^*\right)^T, \sqrt{\beta_1}||\theta^k - \theta^{k-1}||, \sqrt{\beta_2}||\theta^{k-1} - \theta^{k-2}||\right) \
\leq \sqrt{\left(||\nabla f(\theta^k)||^2 + \beta_1||\theta^k - \theta^{k-1}||^2 + \beta_2||\theta^{k-1} - \theta^{k-2}||^2\right)} \\
\sqrt{\left(||\theta^k - \theta^*||^2 + \beta_1||\theta^k - \theta^{k-1}||^2 + \beta_2||\theta^{k-1} - \theta^{k-2}||^2\right)}.
\]

Using (72) yields
\[
\frac{1}{L_{k+1}} \geq \frac{1}{L_k} \geq \frac{k \min\{\sigma_0, \sigma_1/\beta_1, \sigma_2/\beta_2\}}{N'},
\]
This completes the proof of Theorem \ref{theorem:1}.

APPENDIX E

PROOF OF THEOREM 3

The derivation in this part is similar to that in \ref{theorem:2} that does not consider adaptive sparsification and error correction. The result in Lemma \ref{lemma:1} shows that
\[
L_{k+1} - L_k \leq -\sigma_0 \left||\nabla f(\theta^k)\right||^2 - \sigma_1 \left||\theta^k - \theta^{k-1}\right||^2 \\
- \sigma_2 \left||\theta^{k-1} - \theta^{k-2}\right||^2
\]
(74)
\leq - \min\{\sigma_0, \sigma_1/\beta_1, \sigma_2/\beta_2\}\left(||\nabla f(\theta^k)||^2 + \beta_1 \left||\theta^k - \theta^{k-1}\right||^2 + \beta_2 \left||\theta^{k-1} - \theta^{k-2}\right||^2\right).

Then summing over \(k' \in \{1, 2, ..., k\}\), we have
\[
L_{1} - L_{k+1} \geq \min\{\sigma_0, \sigma_1/\beta_1, \sigma_2/\beta_2\} \sum_{k'=1}^{k} \left(||\nabla f(\theta^{k'})||^2 + \beta_1 \left||\theta^{k'} - \theta^{k'-1}\right||^2 + \beta_2 \left||\theta^{k'-1} - \theta^{k'-2}\right||^2\right).
\]
(76)
Since we have \(L_{1} - L_{k+1} \leq L_1 < \infty\), then we obtain (with \(\min\{\sigma_0, \sigma_1/\beta_1, \sigma_2/\beta_2\} > 0\))
\[
\lim_{k \to \infty} \min_{1 \leq k' \leq k} \left||\nabla f(\theta^{k'})\right||^2 \to 0.
\]
(78)
Additionally, according to the lemma on the convergence rates of nonnegative summable sequences \ref{lemma:2}, \ref{lemma:3}, we can also obtain
\[
\min_{1 \leq k' \leq k} \left||\nabla f(\theta^{k'})\right||^2 = O(1/k).
\]
(79)
This completes the proof of Theorem \ref{theorem:3}.
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