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Abstract. These notes are based on the article [Matetski, Quastel, Remenik, The KPZ fixed point, 2016] and give a self-contained exposition of construction of the KPZ fixed point which is a Markov process at the centre of the KPZ universality class. Starting from the Schütz’s formula for transition probabilities of the totally asymmetric simple exclusion process, the method is by writing them as the biorthogonal ensemble/non-intersecting path representation found by Borodin, Ferrari, Prähofer and Sasamoto. We derive an explicit formula for the correlation kernel which involves transition probabilities of a random walk forced to hit a curve defined by the initial data. This in particular yields a Fredholm determinant formula for the multipoint distribution of the height function of the totally asymmetric simple exclusion process with arbitrary initial condition. In the 1:2:3 scaling limit the formula leads in a transparent way to a Fredholm determinant formula for the KPZ fixed point, in terms of an analogous kernel based on Brownian motion. The formula readily reproduces known special self-similar solutions such as the Airy$_1$ and Airy$_2$ processes.

1. The totally asymmetric simple exclusion process

The totally asymmetric simple exclusion process (TASEP) is a basic interacting particle system studied in non-equilibrium statistical mechanics. The system consists of particles performing totally asymmetric nearest neighbour random walks on the one-dimensional integer lattice with the exclusion rule. Each particle independently attempts to jump to the neighbouring site to the right at rate $1$, the jump being allowed only if that site is unoccupied. More precisely, if we denote by $\eta \in \{0, 1\}^\mathbb{Z}$ a particle configuration (where $\eta_x = 1$ if there is a particle at the site $x$, and $\eta_x = 0$ if the site is empty), then TASEP is a Markov process with infinitesimal generator acting on cylinder functions $f : \{0, 1\}^\mathbb{Z} \to \mathbb{R}$ by

$$(Lf)(\eta) = \sum_{x \in \mathbb{Z}} \eta_x (1 - \eta_{x+1}) (f(\eta^{x,x+1}) - f(\eta)),$$

where $\eta^{x,x+1}$ denotes the configuration $\eta$ with interchanged values at $x$ and $x + 1$:

$$\eta^{x,x+1}_y = \begin{cases} 
\eta_{x+1}, & \text{if } y = x, \\
\eta_x, & \text{if } y = x + 1, \\
\eta_y, & \text{if } y \notin \{x, x + 1\}.
\end{cases}$$

See [20] for the proof of the non-trivial fact that this process is well-defined.

Exercise 1.1. Prove that the following measures $\mu$ are invariant for TASEP, i.e. $\int (Lf) \, d\mu = 0$:

1. the Bernoulli product measures with any density $\rho \in [0, 1]$,
2. the Dirac measure on any configuration with $\eta_x = 1$ for $x \geq x_0$, $\eta_x = 0$ for $x < x_0$.

It is known [20] that these are the only invariant measures.

The TASEP dynamics preserves the order of particles. Let us denote positions of particles at time $t \geq 0$ by

$$\cdots < X_t(2) < X_t(1) < X_t(0) < X_t(-1) < X_t(-2) < \cdots,$$
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where $X_t(i) \in \mathbb{Z}$ is the position of the $i$-th particle. Adding $\pm \infty$ into the state space and placing a necessarily infinite number of particles at infinity allows for left- or right-finite data with no change of notation (the particles at $\pm \infty$ are playing no role in the dynamics). We follow the standard practice of ordering particles from the right; for right-finite data the rightmost particle is labelled 1.

TASEP is a particular case of the *asymmetric simple exclusion process* (ASEP) introduced by Spitzer in [30]. Particles in this model jump to the right with rate $p$ and to the left with rate $q$ such that $p + q = 1$, following the exclusion rule. Obviously, in the case $p = 1$ we get TASEP. In the case $p \in (0, 1)$ the model becomes significantly more complicated comparing to TASEP, for example Schütz’s formula described in Section 2 below cannot be written as a determinant which prevents the following analysis in the general case. ASEP is important because of the weakly asymmetric limit, which means to diffusively rescale the growth process introduced below as $\varepsilon^{1/2} h_{\varepsilon^{-2t}}(\varepsilon^{-1}z)$ while at the same time taking $q - p = O(\varepsilon^{1/2})$, in order to obtain the KPZ equation [1].

1.1. The growth process. Of special interest in non-equilibrium physics is the growth process associated to TASEP. More precisely, let

$$X_t^{-1}(u) = \min\{k \in \mathbb{Z} : X_t(k) \leq u\}$$

denote the label of the rightmost particle which sits to the left of, or at, $u$ at time $t$. The TASEP *height function* associated to $X_t$ is given for $z \in \mathbb{Z}$ by

$$h_t(z) = -2\left(X_t^{-1}(z-1) - X_0^{-1}(-1)\right) - z,$$

which fixes $h_0(0) = 0$. The height function is a random walk path $h_t(z+1) = h_t(z) + \eta_t(z)$ with $\eta_t(z) = 1$ if there is a particle at $z$ at time $t$ and $-1$ if there is no particle at $z$ at time $t$. We can also easily extend the height function to a continuous function of $x \in \mathbb{R}$ by linearly interpolating between the integer points.

**Exercise 1.3.** Show that the dynamics of $h_t$ is that local max’s become local min’s at rate 1; i.e. if $h_t(z) = h_t(z \pm 1) + 1$ then $h_t(z) \rightarrow h_t(z) - 2$ at rate 1, the rest of the height function remaining unchanged (see the figure below). What happens if we consider ASEP?

![Figure 1.4. Evolution of TASEP and its height function.](image)

Two standard examples of initial data for TASEP are the *step initial data* (when $X_0(k) = -k$ for $k \geq 1$) and *d-periodic initial data* (when $X_0(k) = -d(k-1)$ for $k \in \mathbb{Z}$) with $d \geq 2$. Analysis of TASEP with one of this initial data is much easier than in the general case. In particular the results presented in Sections 5 and 6 below were known from [6, 7, 13] and served as a starting point for our work.

2. Distribution function of TASEP

If there are a finite number of particles, we can alternatively denote their positions

$$\vec{x} \in \Omega_N = \{x_N < \cdots < x_1\} \subset \mathbb{Z}^N,$$

where $\Omega_N$ is called the *Weyl chamber*. The transition probabilities for TASEP with a finite number of particles was first obtained in [29] using (coordinate) Bethe ansatz.

**Proposition 2.1** (Schütz’s formula). The transition probability for $2 \leq N < \infty$ TASEP particles has a determinantal form

$$P(X_t = \vec{x} | X_0 = \vec{y}) = \det \left[ F_{i-j} \left(x_{N+1-i} - y_{N+1-j}, t\right) \right]_{1 \leq i, j \leq N}$$

(2.2)
with \( \bar{x}, \bar{y} \in \Omega_N \), and
\[
(2.3) \quad F_n(x, t) = \frac{(-1)^n}{2\pi i} \oint_{\Gamma_{0,1}} dw \frac{(1-w)^{-n}}{w^{x-n+1}} e^{t(w-1)},
\]
where \( \Gamma_{0,1} \) is any simple loop oriented anticlockwise which includes \( w = 0 \) and \( w = 1 \).

In the rest of this section we provide a proof of this result using Bethe ansatz and in Section 2.2 we show that Schütz’s formula can alternatively be easily checked to satisfy the Kolmogorov forward equation.

2.1. Proof of Schütz’s formula using Bethe ansatz. In this section we will prove Proposition 2.1 following the argument of [31]. We will consider \( N \geq 2 \) particles in TASEP and derive the master (Kolmogorov forward) equation for the process \( X_t = (X_t(1), \ldots, X_t(N)) \in \Omega_N \), where \( \Omega_N \) is the Weyl chamber defined above. For a function \( F : \Omega_N \to \mathbb{R} \) we introduce the operator
\[
(\mathcal{L}^{(N)} F)(\bar{x}) = - \sum_{k=1}^{N} 1_{(x_k - x_{k+1} > 1)}(\nabla_k^- F)(\bar{x}),
\]
where \( x_N+1 = -\infty \) and \( \nabla_k^- \) is the discrete derivative
\[
(2.4) \quad \nabla^-(f)(z) = f(z) - f(z-1), \quad f : \mathbb{Z} \to \mathbb{R},
\]
acting on the \( k \)-th argument of \( F \). One can see that this is the infinitesimal generator of TASEP in the variables \( X_t \). Thus, if
\[
P_t^{(N)}(\bar{y}, \bar{x}) = \mathbb{P}(X_t = \bar{x} | X_0 = \bar{y})
\]
is the transition probability of \( N \) particles of TASEP from \( \bar{y} \in \Omega_N \) to \( \bar{x} \in \Omega_N \), then the master equation (=Kolmogorov forward equation) is
\[
(2.5) \quad \frac{d}{dt} P_t^{(N)}(\bar{y}, \cdot) = \mathcal{L}^{(N)} P_t^{(N)}(\bar{y}, \cdot), \quad P_0^{(N)}(\bar{y}, \cdot) = \delta_{\bar{y}, \cdot}.
\]

The idea of [2] was to rewrite (2.5) as a differential equation with constant coefficients and boundary conditions, i.e. if \( u_t^{(N)} : \mathbb{Z}^N \to \mathbb{R} \) solves
\[
(2.6) \quad \frac{d}{dt} u_t^{(N)} = - \sum_{k=1}^{N} \nabla_k^- u_t^{(N)}, \quad u_0^{(N)}(\bar{x}) = \delta_{\bar{y}, \bar{x}},
\]
with the boundary conditions
\[
(2.7) \quad \nabla_k^- u_t^{(N)}(\bar{x}) = 0, \quad \text{when} \quad x_k = x_{k+1} + 1,
\]
then for \( \bar{x}, \bar{y} \in \Omega_N \) one has
\[
(2.8) \quad P_t^{(N)}(\bar{y}, \bar{x}) = u_t^{(N)}(\bar{x}).
\]

Exercise 2.9. Prove this by induction on \( N \geq 1 \).

The strategy is now to find a general solution to the master equation (2.6) and then a particular one which satisfies the boundary and initial conditions. The method is known as (coordinate) Bethe ansatz.

Solution to the master equation. For a fixed \( \bar{y} \in \mathbb{Z}^N \), we are going to find a solution to the equation (2.6). For this we will consider indistinguishable particles, so that the state space \( (x_1, \ldots, x_N) \subset \mathbb{Z} \) of the system is given by
\[
\sum_{\sigma \in S_N} u_t^{(N)}(\bar{x}_\sigma),
\]
where \( S_N \) is the symmetric group and \( \bar{x}_\sigma = (x_{\sigma(1)}, \ldots, x_{\sigma(N)}) \). With this in mind we define the generating function
\[
\phi_t^{(N)}(\bar{w}) = \frac{1}{|S_N|} \sum_{\bar{x} \in \mathbb{Z}^N} \sum_{\sigma \in S_N} \bar{w}^{\bar{x}_{\sigma}} u_t^{(N)}(\bar{x}_\sigma),
\]
where \( \bar{w} \in \mathbb{C}^N \), \( \bar{w}^\xi = z_1^{x_1} \cdots z_N^{x_N} \) and \( |S_N| = N! \). Since we would like the identity (2.8) to hold, it is reasonable to assume that \( |u_t^{(N)}(x)| \leq \min_{i,k} \frac{|e^{i\xi} - 1|}{|x_i - y_k|} \), which guarantees locally absolute convergence of the sum above and all the following computations. Then (2.6) yields

\[
\frac{d}{dt} \phi_t^{(N)}(\bar{w}) = \frac{1}{|S_N|} \sum_{\vec{x} \in \mathbb{Z}^N} \sum_{\sigma \in S_N} \bar{w}^\vec{x}_{\sigma} \frac{d}{dt} \phi_t^{(N)}(\vec{x}_{\sigma})
\]

which gives us the \( \text{Bethe ansatz solution} \)

\[
\text{Theorem gives a solution to the master equation for a function} \quad \phi_t^{(N)}(\vec{w}) = C(\vec{w}) \prod_{k=1}^N e^{\varepsilon(w_k)t},
\]

for a function \( C : \mathbb{C}^N \to \mathbb{C} \) which is independent of \( t \), but can depend on \( \bar{y} \). Then Cauchy's integral theorem gives a solution to the master equation

\[
(2.10) \quad u_t^{(N)}(\vec{x}) = \frac{1}{(2\pi i)^N} \sum_{\sigma \in S_N} \oint_{\Gamma_0} \frac{\phi_t^{(N)}(\bar{w})}{\bar{w}^{\vec{x}+1}_{\sigma}} = \frac{1}{(2\pi i)^N} \sum_{\sigma \in S_N} \oint_{\Gamma_0} \frac{d\bar{w}}{\bar{w}} C(\bar{w}) \prod_{k=1}^N e^{\varepsilon(w_k)t},\]

where \( \vec{x} + 1 = (x_1 + 1, \ldots, x_N + 1) \) and \( \Gamma_0 \) is a contour in \( \mathbb{C}^N \) around the origin. Our next goal is to find \( C \) and \( \Gamma_0 \) such that this solution satisfied the initial and boundary conditions for (2.6).

**Satisfying the boundary conditions.** We are going to find functions \( C \) and a contour \( \Gamma_0 \) such that the solution (2.10) satisfies the boundary conditions (2.7). We will look for a solution in a more general form than (2.10). More precisely, we will consider functions \( C_{\sigma}(z) \) depending on \( \sigma \in S_N \), which gives us the \( \text{Bethe ansatz solution} \)

\[
(2.11) \quad u_t^{(N)}(\vec{x}) = \frac{1}{(2\pi i)^N} \sum_{\sigma \in S_N} \oint_{\Gamma_0} \frac{d\bar{w}}{\bar{w}} C_{\sigma}(\bar{w}) \prod_{k=1}^N e^{\varepsilon(w_k)t} z_k^{x_{k+1}}_{\sigma(k)}.
\]

In the case \( x_k = x_{k+1} + 1 \), the boundary condition (2.7) yields

\[
\nabla_{k}^{\vec{x}} u_t^{(N)}(\vec{x}) = -\frac{1}{(2\pi i)^N} \sum_{\sigma \in S_N} \oint_{\Gamma_0} \frac{d\bar{w}}{\bar{w}} \prod_{i \neq k,k+1} \frac{C_{\sigma}(\bar{w})}{w_{\sigma(i)}^{x_i+1}} \frac{1-w_{-1}^{\sigma(k)}}{w_{\sigma(k)}^{x_k} w_{\sigma(k+1)}^{x_{k+1}}} \prod_{i=1}^{N} e^{\varepsilon(w_i)t} = 0.
\]

In particular, this identity holds if for \( f(w) = 1 - w^{-1} \) we have

\[
\sum_{\sigma \in S_N} \frac{C_{\sigma}(\bar{w}) f(w_{\sigma(k)})}{(w_{\sigma(k)} w_{\sigma(k+1)})^{x_k}} = 0,
\]

for all \( \bar{w} \in \mathbb{C}^N \). Let \( T_k \in S_N \) be the transposition \( (k, k+1) \), i.e. it interchanges the elements \( k \) and \( k+1 \). Then the last identity holds if we have

\[
C_{\sigma}(\vec{x}) f(w_{\sigma(k)}) + C_{T_k \sigma}(\bar{w}) f(w_{\sigma(k+1)}) = 0.
\]
In particular, one can see that the following functions satisfy this identity

\[
C_\sigma(\vec{w}) = \text{sgn}(\sigma) \prod_{i=1}^{N} f(w_{\sigma(i)})^i \psi(\vec{w}),
\]

for any function \( \psi : \mathbb{C}^N \rightarrow \mathbb{R} \). Thus we need to find a specific function \( \psi \) so that the initial condition in (2.6) is satisfied.

**Satisfying the initial condition.** Since the equation (2.6) preserves the Weyl chamber, it is sufficient to check the initial condition only for \( \vec{x}, \vec{y} \in \Omega_N \). Combining (2.11) with (2.12), the initial condition at \( t = 0 \) is given by

\[
(2.13) \quad \frac{1}{(2\pi)^N} \sum_{\sigma \in S_N} \int_{\Gamma_0} d\vec{w} \frac{C_\sigma(\vec{w})}{\vec{w}_{\sigma}^{\vec{w}+1}} = \delta_{\vec{y}, \vec{x}}.
\]

If \( \text{id} \in S_N \) is the identity permutation and \( C_{\text{id}}(\vec{w}) = \vec{w}^{\vec{w}} \), then obviously

\[
(2.14) \quad \frac{1}{(2\pi)^N} \int_{\Gamma_0} d\vec{w} \frac{C_{\text{id}}(\vec{w})}{\vec{w}_{\sigma}^{\vec{w}+1}} = \delta_{\vec{y}, \vec{x}}.
\]

For this to hold we need to choose the function \( \psi \) in (2.12) to be

\[
\psi(\vec{w}) = \prod_{i=1}^{N} f(w_i)^{-1} w_i^i.
\]

Thus, a candidate for the solution is given by

\[
u_t^{(N)}(\vec{x}) = \frac{1}{(2\pi)^N} \sum_{\sigma \in S_N} \text{sgn}(\sigma) \int_{\Gamma_0} d\vec{w} \prod_{k=1}^{N} \frac{f(w_k)^{k-\sigma(k)} e^{c(w_k)t}}{w_{\sigma(k)}^{x_k-y_{\sigma(k)}+1}},
\]

which can be written as Schütz’s formula (2.2). It is obvious that the contour \( \Gamma_0 \) should go around 0 and 1, since otherwise the determinant in (2.2) will vanish when \( \vec{x} \) and \( \vec{y} \) are far enough.

In order to complete the we still need to prove that this solution satisfies the initial condition. To this end we notice that for \( n \geq 0 \) we have

\[
F_{-n}(x, 0) = \frac{(-1)^n}{2\pi i} \int_{\Gamma_0} dw \frac{(1-w)^n}{w^{x+n+1}},
\]

which in particular implies that \( F_{-n}(x, 0) = 0 \) for \( x < -n \) and \( x > 0 \), and \( F_0(x, 0) = \delta_{x, 0} \). In the case \( x_N < y_N \), we have \( x_k < y_k \) for all \( k = 1, \ldots, N-1 \), and \( x_N - y_{N+1-j} < 1 - j \) since \( y \in \Omega_N \). This yields \( F_{1-j}(x_N - y_{N+1-j}, 0) = 0 \) and the determinant in (2.2) vanishes, because the matrix contains a row of zeros. If \( x_N \geq y_N \), then we have \( x_k > y_N \) for all \( k = 1, \ldots, N-1 \), and all entries of the first column in the matrix from (2.2) vanish, except the first entry which equals \( \delta_{x_N, y_N} \). Repeating this argument for \( x_{N-1}, x_{N-2} \) and so on, we obtain that the matrix is upper-triangular with delta-functions at the diagonal, which gives us the claim.

**Remark 2.14.** Similar computations lead to the distribution function of ASEP [31]. Unfortunately, this distribution function doesn’t have the determinantal form as (2.2) which makes its analysis significantly more complicated.

**2.2. Direct check of Schütz’s formula.** We will show that the determinant in (2.2) satisfies the master equation (2.6) with the boundary conditions (2.7), providing an alternate proof to the one in Section 2.1. To this end we will use only the following properties of the functions \( F_n \), which can be easily proved,

\[
\partial_t F_n(x, t) = -\nabla^- F_n(x, t), \quad F_n(x, t) = -\nabla^+ F_{n+1}(x, t),
\]

where \( \nabla^- \) has been defined in (2.4) and \( \nabla^+ f(x) = f(x+1) - f(x) \). Furthermore, it will be convenient to define the vectors

\[
H_l(x, t) = [F_{l-1}(x-y_N, t), \ldots, F_{l-N}(x-y_1, t)]^t.
\]
Then, denoting by \( u^{(N)}_i(x) \) the right-hand side of (2.2), we can write

\[
\partial_t u^{(N)}_i(x) = \sum_{k=1}^{N} \det[\cdots, \partial_t H_k(x_{N-k+1}, t), \cdots] \\
= - \sum_{k=1}^{N} \det[\cdots, \nabla^- H_k(x_{N-k+1}, t), \cdots] \\
= - \sum_{k=1}^{N} \nabla^- \det[F_{i-j}(x_{N+1-i} - y_{N+1-j}, t)]_{1 \leq i, j \leq N},
\]

where the operators in the first and second sums are applied only to the \( k \)-th column, and where we made use of the first identity in (2.16) and multi-linearity of determinants. Here, \( \nabla^- \) is as before the operator \( \nabla^- \) acting on \( x_k \).

Now, we will check the boundary conditions (2.7). If \( x_k = x_{k+1} + 1 \), then using again multi-linearity of determinants and the second identity in (2.16) we obtain

\[
\nabla^- \det[F_{i-j}(x_{N+1-i} - y_{N+1-j}, t)] \\
= \det[\cdots, \nabla^- H_{N+1-k}(x_k, t), H_{N-k}(x_{k+1}), \cdots] \\
= \det[\cdots, \nabla^+ H_{N+1-k}(x_k - 1, t), H_{N-k}(x_{k+1}), \cdots] \\
= \det[\cdots, \nabla^+ H_{N+1-k}(x_{k+1}, t), H_{N-k}(x_{k+1}), \cdots] \\
= \det[\cdots, -H_{N-k}(x_{k+1}, t), H_{N-k}(x_{k+1}), \cdots].
\]

The latter determinant vanishes, because the matrix has two equal columns. A proof of the initial condition was provided at the end of the previous section.

### 3. Determinantal point processes

In this section we provide some results on determinantal point processes, which can be found e.g. in [4, 10, 16]. These processes were studied first in [21] as ‘fermion’ processes and the name ‘determinantal’ was introduced in [9].

**Definition 3.1.** Let \( \mathcal{X} \) be a discrete space and let \( \mu \) be a measure on \( \mathcal{X} \). A *determinantal point process* on the space \( \mathcal{X} \) with correlation kernel \( K : \mathcal{X} \times \mathcal{X} \to \mathbb{C} \) is a signed\(^1\) measure \( \mathcal{W} \) on \( 2^\mathcal{X} \) (the power set of \( \mathcal{X} \)), integrating to 1 and such that for any points \( x_1, \ldots, x_n \in \mathcal{X} \) one has the identity

\[
\sum_{Y \subseteq \mathcal{X} : \{x_1, \ldots, x_n\} \subseteq Y} \mathcal{W}(Y) = \det[\mathcal{K}(x_i, x_j)]_{1 \leq i, j \leq n} \prod_{k=1}^{n} \mu(x_k),
\]

where the sum runs over finite subsets of \( \mathcal{X} \).

The determinants on the right-hand side are called \( n \)-point correlation functions or *joint intensities* and denoted by

\[
\rho^{(n)}(x_1, \ldots, x_n) = \det[\mathcal{K}(x_i, x_j)]_{1 \leq i, j \leq n}.
\]

One can easily see that these functions have the following properties: they are symmetric under permutations of arguments and vanish if \( x_i = x_j \) for \( i \neq j \).

**Exercise 3.4.** In the case that \( \mathcal{W} \) is a positive measure, show that if \( K \) is the kernel of the orthogonal projection onto a subset of dimension \( n \), then the number of points in \( \mathcal{X} \) is almost surely equal to \( n \).

---

\(^1\) In our analysis of TASEP we will be using only a counting measure \( \mu \) assigning a unit mass to each element of \( \mathcal{X} \). However, a determinantal point process can be defined in full generality on a locally compact Polish space with a Radon measure (see [15]). Moreover, in contrast to the usual definition we define the measure \( \mathcal{W} \) to be signed rather than a probability measure. This fact will be crucial in Section 4.1 below, and we should also note that all the properties of determinantal point processes which we will use don’t require \( \mathcal{W} \) to be positive.
Usually, it is non-trivial to show that a process is determinantal. Below we provide several examples of determinantal point processes (these ones are not signed).

**Example 3.5** (Non-intersecting random walks). Let $X_i(t), 1 \leq i \leq n,$ be independent time-homogeneous Markov chains on $\mathbb{Z}$ with one step transition probabilities $p_t(x, y)$ satisfying the identity $p_t(x, x-1) + p_t(x, x+1) = 1$ (i.e. every time each random walk makes one unit step either to the left or to the right). Let furthermore $X_i(t)$ be reversible with respect to a probability measure $\pi$ on $\mathbb{Z}$, i.e. $\pi(x)p_t(x, y) = \pi(y)p_t(y, x)$ for all $x, y \in \mathbb{Z}$ and $t \in \mathbb{N}$. Then, conditioned on the events that the values of the random walks at times 0 and 2t are fixed, i.e. $X_i(0) = X_i(2t) = x_i$ for all $1 \leq i \leq n$ where each $x_i$ is even, and no two of them intersect on the time interval $[0, 2t]$, the configuration of mid-positions $\{X_i(t) : 1 \leq i \leq n\}$ is a determinantal point process on $\mathbb{Z}$ with respect to the measure $\pi$, i.e.

\[
\mathbb{P}[X_i(t) = z_i, 1 \leq i \leq n] = \det [K(z_i, z_j)]_{1 \leq i, j \leq n} \prod_{k=1}^{n} \pi(z_k),
\]

where the probability is conditioned by the described event (assuming of course that its probability is non-zero). Here, the correlation kernel $K$ is given by

\[
K(u, v) = \sum_{i=1}^{n} \psi_i(u) \phi_i(v),
\]

where the functions $\psi_i$ and $\phi_i$ are defined by

\[
\psi_i(u) = \sum_{k=1}^{n} \left( A^{-\frac{1}{4}} \right)_{i, k} \frac{p_t(x_k, u)}{\pi(u)}, \quad \phi_i(v) = \sum_{k=1}^{n} \left( A^{-\frac{1}{4}} \right)_{i, k} \frac{p_t(x_k, v)}{\pi(v)},
\]

with the matrix $A$ having the entries $A_{i, k} = \frac{p_{2t}(x_i, x_k)}{\pi(x_k)}$. Invertibility of the matrix $A$ follows from the fact that the probability of the condition is non-zero and Karlin-McGregor formula (see Exercise 3.9 below). This result is a particular case of a more general result of [16] and it can be obtained from Karlin-McGregor formula similarly to [15, Cor. 4.3.3].

**Exercise 3.8.** Prove that the mid-positions $\{X_i(t) : 1 \leq i \leq n\}$ of the random walks defined in the previous example form a determinantal process with the correlation kernel (3.7).

**Exercise 3.9** (Karlin-McGregor formula [19]). Let $X_i, 1 \leq i \leq n,$ be i.i.d. (time-inhomogeneous) Markov chains on $\mathbb{Z}$ with transition probabilities $p_{k, t}(s, t)$ satisfying $p_{k, t+1}(t, t+1) + p_{k, t-1}(t, t+1) = 1$ for all $k$ and $t > 0$. Let us fix initial states $X_i(0) = k_i$ for $k_1 < k_2 < \cdots < k_n$ such that each $k_i$ is even. Then the probability that at time $t$ the Markov chains are at the states $\ell_1 < \ell_2 < \cdots < \ell_n$, and that no two of the chains intersect up to time $t$, equals $\det [p_{k_i, \ell_j}(0, t)]_{1 \leq i, j \leq n}$.

**Hint (this idea is due to S.R.S. Varadhan):** for a permutation $\sigma \in S_n$ and $0 \leq s \leq t$, define the process

\[
M_\sigma(s) = \prod_{i=1}^{n} \mathbb{P}(X_i(t) = \ell_{\sigma(i)} | X_i(s)),
\]

which is a martingale with respect to the filtration generated by the Markov chains $X_i$. This implies that the process $M = \sum_{\sigma \in S_n} \text{sgn}(\sigma) M_\sigma$ is also a martingale. Obtain the Karlin-McGregor formula by applying the optional stopping theorem to $M$ for a suitable stopping time.

**Example 3.11** (Gaussian unitary ensemble). The most famous example of determinantal point processes is the Gaussian unitary ensemble (GUE) introduced by Wigner. Let us define the $n \times n$ matrix $A$ to have i.i.d. standard complex Gaussian entries and let $H = \frac{1}{\sqrt{2}(A + A^*)}$. Then the eigenvalues $\lambda_1 > \lambda_2 > \cdots > \lambda_n$ of $H$ form a determinantal point process on $\mathbb{R}$ with the correlation kernel

\[
\mathcal{K}(x, y) = \sum_{k=0}^{n-1} H_k(x) H_k(y),
\]
with respect to the Gaussian measure \( d\mu(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2} dx \), where \( H_k \) are Hermite polynomials which are orthonormal on \( L^2(\mathbb{R}, \mu) \). A proof of this result can be found in [23, Ch. 3].

**Example 3.12** (Aztec diamond tilings). The Aztec diamond is a diamond-shaped union of lattice squares (see Figure 3.13). Let's now color some squares in gray following the pattern of a chess board and so that all the bottom left squares are colored. It is easy to see that the Aztec diamond can be perfectly covered by domino tilings, which are \( 2 \times 1 \) or \( 1 \times 2 \) rectangles, and the number of tilings grows exponentially in the width of the diamond. Let's draw a tiling uniformly from all possible tilings and let's mark gray left squares of horizontal dominos and gray bottom squares of vertical dominos. This random set is a determinantal point process on the lattice \( \mathbb{Z}^2 \) [17].

![Figure 3.13. Aztec diamond tiling.](image)

**3.1. Probability of an empty region.** A useful property of determinantal point processes is that the 'probability' (recall that the measure in Definition 3.1 is signed) of having an empty region is given by a Fredholm determinant.

**Lemma 3.14.** Let \( \mathcal{W} \) be a determinantal point process on a discrete set \( X \) with a measure \( \mu \) and with a correlation kernel \( \mathcal{K} \). Then for a Borel set \( B \subset X \) one has

\[
\sum_{X \subset \mathcal{X} \setminus B} \mathcal{W}(X) = \det(I - \mathcal{K})_{\mathcal{C}(B, \mu)},
\]

where the latter is the Fredholm determinant defined by

\[
(3.15) \quad \det(I - \mathcal{K})_{\mathcal{C}(B, \mu)} = \sum_{n \geq 0} \frac{(-1)^n}{n!} \int_{B^n} \det[\mathcal{K}(y_i, y_j)]_{1 \leq i, j \leq n} \, d\mu(y_1) \cdots d\mu(y_n).
\]

**Proof.** Using Definition 3.1 and the correlation functions (3.3) we can write

\[
\sum_{X \subset \mathcal{X} \setminus B} \mathcal{W}(X) = \sum_{X \subset \mathcal{X}} \mathcal{W}(X) \prod_{x \in X} \left( 1 - \mathbf{1}_{\{B\}}(x) \right)
\]

\[
= \sum_{n \geq 0} \frac{(-1)^n}{n!} \sum_{X \subset \mathcal{X}} \mathcal{W}(X) \sum_{x_1, \ldots, x_n \in X} \prod_{k=1}^{n} \mathbf{1}_{\{B\}}(x_k)
\]

\[
= \sum_{n \geq 0} \frac{(-1)^n}{n!} \sum_{y_1, \ldots, y_n \in B} \sum_{X \subset \mathcal{X}} \mathcal{W}(X) \sum_{x_1, \ldots, x_n \in X} \prod_{k=1}^{n} \mathbf{1}_{\{y_k = x_k\}}
\]

\[
= \sum_{n \geq 0} \frac{(-1)^n}{n!} \sum_{y_1, \ldots, y_n \in B} \sum_{(y_1, \ldots, y_n) \subset \mathcal{X}} \mathcal{W}(X) \sum_{x_1, \ldots, x_n \in X} \prod_{k=1}^{n} \mathbf{1}_{\{y_k = x_k\}}.
\]
\[
= \sum_{n \geq 0} \frac{(-1)^n}{n!} \sum_{y_1, \ldots, y_n \in B \atop y_i \neq y_j} \rho^{(n)}(y_1, \ldots, y_n) \prod_{k=1}^{n} \mu(y_k)
\]
\[
= \sum_{n \geq 0} \frac{(-1)^n}{n!} \int_{B^n} \det[K(y_i, y_j)]_{1 \leq i, j \leq n} \, d\mu(y_1) \cdots d\mu(y_n)
\]
\[
= \det((I - K)_{\ell^2(B, \mu)}),
\]
which is exactly our claim. Note, that the condition \(y_i \neq y_j\) can be omitted, because \(\rho^{(n)}\) vanishes on the diagonals.

**Exercise 3.16.** Prove that if \(X\) is finite and \(\mu\) is the counting measure, then the Fredholm determinant (3.15) coincides with the usual determinant.

### 3.2. L-ensembles of signed measures.
A more restrictive definition of a determinantal process was introduced in [10]. In order to simplify our notation, we take the measure \(\mu\) in this section to be the counting measure and we will skip it in notation below.

With the notation of Definition 3.3, let us be given a function \(L : X \times X \to \mathbb{C}\). For any finite subset \(X = \{x_1, \ldots, x_n\} \subset X\) we define a symmetric minor \(L_X = [L(x_i, x_j)]_{x_i, x_j \in X}\). Then one can define a (signed) measure on \(X\), called the L-ensemble, by

\[
W(X) = \frac{\det(L_X)}{\det(1 + L)_{\ell^2(X)}},
\]

for \(X \subset X\), if the Fredholm determinant \(\det(1 + L)_{\ell^2(X)}\) is non-zero (recall the definition (3.15)).

**Exercise 3.18.** Check that the measure \(W\) defined in (3.17) integrates to 1.

The requirement \(\det(1 + L)_{\ell^2(X)} \neq 0\) guarantees that there exists a unique function \((1 + L)^{-1} : X \times X \to \mathbb{C}\) such that \((1 + L)^{-1} \ast (1 + L) = 1\), where \(\ast\) is the convolution on \(X\) and \(1 : X \times X \to \{0, 1\}\) is the identity function non-vanishing only on the diagonal. Furthermore, it was proved in [21] that the L-ensemble is a determinantal point process:

**Proposition 3.19.** The measure \(W\) defined in (3.17) is a determinantal point process with correlation kernel \(K = L(1 + L)^{-1} = 1 - (1 + L)^{-1}\).

**Example 3.20** (Non-intersecting random walks). It is not difficult to see that the distribution of the mid-positions \(\{X_i(t) : 1 \leq i \leq n\}\) of the random walks from Example 3.5 is the L-ensemble with the function

\[
L(u, v) = \sum_{i=1}^{N} p_t(u, x_i)p_t(x_i, v).
\]

The correlation kernel \(K\) can be computed from Proposition 3.19 and it coincides with (3.6).

**Exercise 3.21.** Perform the computations from the previous example.

### 3.3. Conditional L-ensembles.
An L-ensemble can be conditioned by fixing certain values of the determinantal process. More precisely, consider a nonempty subset \(\mathfrak{z} \subset X\) and a given L-ensemble on \(X\). We define a measure on \(2^\mathfrak{z}\), called conditional L-ensemble, in the following way:

\[
W(Y) = \frac{\det(L_{Y \cup \mathfrak{z}^c})}{\det(1 + L)},
\]

for any \(Y \subset \mathfrak{z}\), where \(1_\mathfrak{z}(x, y) = 1\) if and only if \(x = y \in \mathfrak{z}\), and \(1_\mathfrak{z}(x, y) = 0\) otherwise.

**Exercise 3.23.** Prove that the measure \(W\) defined in (3.22) integrates to 1.

Roughly speaking the definition (3.22) means that we restrict the L-ensemble by the condition that the values \(\mathfrak{z}^c\) are fixed. The following result is a generalisation of Proposition 3.19 and its proof be found in [10, Prop. 1.2]:
Proposition 3.24. The conditional L-ensemble is a determinantal point process on $\mathbb{Z}$ with correlation kernel
\begin{equation}
\mathcal{K} = 1 - (1 + L)^{-1} \big|_{\mathbb{Z} \times \mathbb{Z}},
\end{equation}
where $F|_{\mathbb{Z} \times \mathbb{Z}}$ means restriction of the function $F$ to the set $\mathbb{Z} \times \mathbb{Z}$.

4. Biorthogonal representation of the correlation kernel

The formula (2.2) is not suitable for asymptotic analysis of TASEP, because the size of the matrix goes to infinity as the number of particles $N$ increases. To overcome this problem, the authors of [7] and in its preliminary version [28]) wrote it as a Fredholm determinant, which can be then subject to asymptotic analysis.

In order to state this result, we need to make some definitions. For an integer $M \geq 1$, a fixed vector $\vec{a} \in \mathbb{R}^M$ and indices $n_1 < \ldots < n_M$ we introduce the projections
\begin{equation}
\chi_{\vec{a}}(n_j, x) = 1_{\{x > a_j\}}, \quad \bar{\chi}_{\vec{a}}(n_j, x) = 1_{\{x \leq a_j\}},
\end{equation}
acting on $x \in \mathbb{Z}$, which also regard as multiplication operators acting on $L^2((n_1, \ldots, n_M) \times \mathbb{Z})$. We will use the same notation if $a$ is a scalar, writing
\begin{equation}
\chi_a(x) = 1 - \bar{\chi}_a(x) = 1_{\{x > a\}}.
\end{equation}
Then from [7] we have the following result:

Theorem 4.3. Suppose that TASEP starts with particles labeled $X_0(1) > X_0(2) > \ldots > X_0(N)$ and let $1 \leq n_1 < n_2 < \ldots < n_M \leq N$ and $\vec{a} \in \mathbb{R}^M$ for some $1 \leq M \leq N$. Then for $t > 0$ we have
\begin{equation}
P(X_t(n_j) > a_j, j = 1, \ldots, M) = \det(1 - \chi_{\vec{a}}K_t \chi_{\vec{a}})_{LL((n_1, \ldots, n_M) \times \mathbb{Z})}
\end{equation}
where the kernel $K_t$ is given by
\begin{equation}
K_t(n_i, n_j, x, y) = -\phi^{n_j-n_i}(x_i, x_j)1_{\{n_i < n_j\}} + \sum_{k=1}^{n_j} \psi^{n_j}_{n_i-k}(x_i)\Phi^{n_j}_{n_i-k}(x_j),
\end{equation}
and where $\phi(x, y) = 1_{\{x > y\}}$ and
\begin{equation}
\psi^k_k(x) = \frac{1}{2\pi i} \oint_{\Gamma_0} dw \left(\frac{1-w}{w}\right)^k e^{t(w-1)\frac{1}{w-x_0(n-k+1)}}.
\end{equation}
Here, $\Gamma_0$ is any simple loop, oriented counterclockwise, which includes the pole at $w = 0$ but does not include $w = 1$. The functions $\Phi^k_k$, $0 \leq k < n$, are defined implicitly by the following two properties:

1. the biorthogonality relation, for $0 \leq k, \ell < n$,
\[\sum_{x \in \mathbb{Z}} \psi^k_k(x)\Phi^\ell_k(x) = 1_{\{k = \ell\}}.
\]
2. the spanning property
\[\text{span}\{\Phi^k_k : 0 \leq k < n\} = \text{span}\{x^k : 0 \leq k < n\},
\]
which in particular implies that the function $\Phi^k_k$ is a polynomial of degree at most $n - 1$.

Remark 4.7. The problem with this result is that the functions $\Phi^k_k$ are not given explicitly. In special cases of periodic and step initial data exact integral expressions of these functions had been found in [7], [13] and [6] (the latter is for the discrete time TASEP, which can be easily adapted for continuous time). More precisely, for the step initial data $X_0(i) = -i$, $i \geq 1$, we have
\[\Phi^k_k(x) = \frac{1}{2\pi i} \oint_{\Gamma_0} dv \frac{1 - v}{v^{k+1}n} e^{tv},
\]
and in the case of periodic initial data $X_0(i) = -di$, $i \geq 1$, with $d \geq 2$,
\[\Phi^k_k(x) = \frac{1}{2\pi i} \oint_{\Gamma_0} dv \frac{1 - dv}{n\left(2v(1-v)^d-1\right)^k} e^{tv}.
\]
The key new result in [18] is an expression for the functions \( \Phi^N_k \), and therefore the kernel \( K_t \), for arbitrary initial data.

**Remark 4.8.** The functions \( F \) from (2.3) and \( \Psi \) from (5.2) are obviously related by the identity

\[
\Psi^N_k(x) = (-1)^k F_{-k}(x - y_{N-k}, t),
\]

for \( 0 \leq k \leq N \), so that all properties of \( F \) can be translated to \( \Psi \). Moreover, one can see that if \( n \leq 0 \), then the function inside the integral in (2.3) has the only pole at \( w = 0 \), which yields

\[
F_{n+1}(x, t) = -\sum_{y < x} F_n(y, t).
\]

Writing this relation in terms of the functions \( \Psi^N_{-k} \), we get

\[
\Psi^N_{N-k}(x) = \sum_{y < x} \Psi^{N+1}_{N+1-k}(x).
\]

In the next section we provide a proof of this result following [7]. The main idea is to rewrite the problem in terms of non-intersecting random walks (or vicious random walks) whose configurations form a Gelfand-Tsetlin pattern\(^2\). The distribution of these random walks forms a determinantal point process whose correlation kernel is (4.5).

### 4.1. Non-intersecting random walks

Our aim in this section is to rewrite Schütz’s formula (2.2) in a form involving transition probabilities of non-intersecting random walks.

We start with rewriting the transition probabilities (2.2) in the following way:

**Proposition 4.11.** For \( \vec{x}, \vec{y} \in \Omega_N \), one has the following identity:

\[
P(X_t = \vec{x} | X_0 = \vec{y}) = \sum_{\vec{z} \in \text{GT}_N: \vec{z}^1_1 = \vec{x}} \det \left[ \Psi^N_{i-j}(\vec{z}^1_i) \right]_{1 \leq i, j \leq N'},
\]

where the functions \( \Psi \) are defined in (5.2), where the sum runs over the domain \( \text{GT}_N \) of triangular arrays given by a Gelfand-Tsetlin pattern

\[
\text{GT}_N = \left\{ \vec{z} = (\vec{z}^n_i)_{n,i}: \vec{z}^n_i \in \mathbb{Z}, 1 \leq i \leq n < N, z^{n+1}_i < z^n_i \leq z^{n+1}_{i+1} \right\},
\]

with fixed values \( z^n_1 = x_n \) for all \( n = 1, \cdots, N \) (see Figure 4.13 for a graphical representation of \( \text{GT}_4 \)).

![Figure 4.13](image)

**Figure 4.13.** The Gelfand-Tsetlin pattern \( \text{GT}_4 \) with fixed values \( z^n_1 = x_n \).

**Proof.** This decomposition is obtained using only the identity

\[
F_{n+1}(x, t) = \sum_{y \geq x} F_n(y, t),
\]

\(^2\)This property relates TASEP to random matrices, see [13].
which is the integrated form of the second equality in (2.15) combined with the fact that the convergence \( \lim_{y \to +\infty} F_n(y, t) = 0 \) holds fast enough. From Schütz’s formula (2.2) we have

\[
(4.15) \quad \mathbb{P}(X_t = \vec{x} | X_0 = \vec{y}) = \det \begin{bmatrix}
F_0(z_1^N - y_N, t) & \cdots & F_{-N+1}(z_1^N - y_1, t) \\
\vdots & \ddots & \vdots \\
F_{N-1}(z_1^N - y_N, t) & \cdots & F_0(z_1^N - y_1, t)
\end{bmatrix},
\]

where we renamed the variables \( z_i^N = x_i \). Applying the property (4.14) twice to each entry of the last row we can rewrite it as

\[
(4.16) \quad \sum_{z_2^N \geq z_1^N} \sum_{z_3^N \geq z_2^N} \sum_{z_4^N \geq z_3^N} \det \begin{bmatrix}
F_0(z_1^N - y_N, t) & \cdots & F_{-N+1}(z_1^N - y_1, t) \\
\vdots & \ddots & \vdots \\
F_{N-1}(z_1^N - y_N, t) & \cdots & F_0(z_1^N - y_1, t)
\end{bmatrix}.
\]

Applying furthermore the identity (4.14) to the penultimate row in (4.15) we obtain

\[
\sum_{z_3^N \geq z_2^N} \sum_{z_4^N \geq z_3^N} \det \begin{bmatrix}
F_0(z_1^N - y_N, t) & \cdots & F_{-N+1}(z_1^N - y_1, t) \\
\vdots & \ddots & \vdots \\
F_{N-1}(z_1^N - y_N, t) & \cdots & F_0(z_1^N - y_1, t)
\end{bmatrix}.
\]

Combining these two identities with multilinearity of determinant, the right-hand side of (4.15) equals

\[
\sum_{z_2^N \geq z_1^N} \sum_{z_3^N \geq z_2^N} \sum_{z_4^N \geq z_3^N} \det \begin{bmatrix}
F_0(z_1^N - y_N, t) & \cdots & F_{-N+1}(z_1^N - y_1, t) \\
\vdots & \ddots & \vdots \\
F_{N-1}(z_1^N - y_N, t) & \cdots & F_0(z_1^N - y_1, t)
\end{bmatrix}.
\]

The determinant is antisymmetric in the variables \( z_2^N \) and \( z_3^N \) (i.e. it changes sign if we swap \( z_2^N \) and \( z_3^N \)), therefore the contribution of the symmetric part of the summation domain \( \{ z_3^N \geq z_2^N \} \cap \{ z_2^N \geq z_1^N \} \) is zero. Since the symmetric part of this domain is \( \{ z_3^N \geq z_2^N \} \cap \{ z_2^N \geq z_1^N \} \), we are left with the sum over \( \{ z_3^N \geq z_2^N \} \cap \{ z_2^N \in [z_1^N, z_2^N] \} \). We iterate the same procedure for \( k = 3, \ldots, N-1 \), applying (4.14) to the last \( k \) rows and removing the sums over symmetric domains, and we get the formula

\[
\mathbb{P}(X_t = \vec{x} | X_0 = \vec{y}) = \sum_{\vec{z} \in GT_N: \vec{z}^N = \vec{x}_N} \det \left[ F_{1-j}(z_i^N - y_{N+1-j}, t) \right]_{1 \leq i, j \leq N}.
\]

Now, we can use the identity (4.9) to get

\[
\det \left[ F_{1-j}(z_i^N - y_{N+1-j}, t) \right]_{1 \leq i, j \leq N} = \det \left[ (-1)^{j-1} \psi_{N-1}^{j-1}(z_i^N) \right]_{1 \leq i, j \leq N} = (-1)^{1+2+\cdots+N-N} \det \left[ \psi_{N-1}^{N-1}(z_i^N) \right]_{1 \leq i, j \leq N'}
\]

and we change the order of the columns of the matrix inside the determinant

\[
\det \left[ \psi_{j-1}^{N-1}(z_i^N) \right]_{1 \leq i, j \leq N} = (-1)^{\lfloor N/2 \rfloor} \det \left[ \psi_{N-j}^{N-1}(z_i^N) \right]_{1 \leq i, j \leq N'}.
\]

It is not difficult to see that \( (1+2+\cdots+N-N+\lfloor N/2 \rfloor) \) is an even integer so that the power of \(-1\) equals 1. Hence, combining these identities we get

\[
\det \left[ F_{1-j}(z_i^N - y_{N+1-j}, t) \right]_{1 \leq i, j \leq N} = \det \left[ \psi_{N-j}^{N-1}(z_i^N) \right]_{1 \leq i, j \leq N'}
\]

which gives exactly our claim (4.12).

The weight of a configuration \( \vec{z} \in GT_N \) in (4.12) can be written as

\[
(4.17) \quad W_N(\vec{z}) = \left( \prod_{n=1}^{N} \det \left[ \phi(z_i^{n-1}, z_j^n) \right]_{1 \leq i, j \leq n} \right) \det \left[ \psi_{N-j}^{N-1}(z_i^N) \right]_{1 \leq i, j \leq N'}
\]
where \( \phi(x, y) = 1_{\{x > y\}} \) and where we have introduced new values \( z_{n}^{n-1} = +\infty \) (so that \( \phi(z_{n}^{n-1}, y) = 1 \) for all \( y \in \mathbb{Z} \)). The determinant \( \det [\phi(z_{i}^{n-1}, z_{j}^{n})]_{1 \leq i, j \leq n} \) is the indicator function for the inequalities in \( GT_{N} \) between the levels \( n-1 \) and \( n \) to hold. More precisely, if we define the space of integer-valued triangular arrays

\[
\Lambda_{N} = \{ z = (z_{i}^{n})_{n,i} : z_{i}^{n} \in \mathbb{Z}, 1 \leq i \leq n \leq N \},
\]

then for \( z = (z_{i}^{n})_{n,i} \in \Lambda_{N} \) we have

\[
\prod_{n=1}^{N} \det [\phi(z_{i}^{n-1}, z_{j}^{n})]_{1 \leq i, j \leq n} = 1_{z \in GT_{N}}.
\]

**Exercise 4.20.** Prove that the identity (4.19) holds.

Hence, the identities (4.12) and (4.17) yield

\[
\mathbb{P}(X_{t} = \bar{x} \mid X_{0} = \bar{y}) = \sum_{z \in \Lambda_{N} : z_{i}^{n} = x_{n}} W_{N}(z),
\]

where the sum runs over the set \( \Lambda_{N} \) of integer-valued triangular arrays with fixed boundary values \( z_{i}^{n} = x_{n} \) for all \( n = 1, \ldots, N \).

The variables \( \{z_{i}^{n} : i = 1, \ldots, n\} \) in (4.17) can be interpreted as the positions of particles labelled by \( i = 1, \ldots, n \) at time \( n \), so that \( z_{k}^{n} \) is the trajectory of particle \( k \) with the transition kernel \( \phi \) (which can be made a probability kernel by multiplying by a power of 2). At time \( n \) there are \( n \) particles at positions \( z_{1}^{n}, \ldots, z_{n}^{n} \), which make geometric jumps to the left at time \( n+1 \) conditioned by non-intersection (they are called *vicious random walks*). Furthermore, a new \( (n+1) \)-st particle is added at position \( z_{n+1}^{n+1} \geq z_{n}^{n} \) at time \( n+1 \).

The measure \( W_{N} \) on \( \Lambda_{N} \) is not a probability measure, because the contribution coming from the functions \( \Psi \) can give a negative value. We will show that this is a determinantal measure, which in particular means that the probability that the sites \( z_{k}^{n} \) for \( i = 1, \ldots, M \) are occupied by the respective walks is proportional to

\[
\det [\mathcal{K}_{1}( (n_{i}, k_{i}, z_{k_{i}}^{n_{i}}), (n_{j}, k_{j}, z_{k_{j}}^{n_{j}}) ) ]_{1 \leq i, j \leq M},
\]

for a correlation kernel \( \mathcal{K}_{1} \) which will be obtained below.

### 4.2. The correlation kernel of the signed measure

We will prove in this section that the measure \( W_{N} \) defined in (4.17) on triangular arrays \( \Lambda_{N} \) is a determinantal point process and will find its correlation kernel, so that in particular the property (4.22) holds. Note that we will consider the measure \( W_{N} \) on the whole space \( \Lambda_{N} \), and only after having found the correlation kernel will we fix the boundary values as in (4.21).

**The measure \( W_{N} \) is a conditional L-ensemble.** It will be more convenient to write the values of a triangular array as a one-dimensional array. More precisely, if fix some point configuration \( (z_{i}^{n})_{n,i} \in \Lambda_{N} \), then every value \( z_{i}^{n} = z \) can be identified with the triplet \( (n, i, z) \), where \( n \in \{1, \ldots, N\} \) and \( i \in \{1, \ldots, n\} \). So that the values \( (z_{i}^{n})_{n,i} \) can be written as a one-dimensional array parametrized by \( (n, i) \), e.g. in the case \( N = 3 \) we have

\[
\begin{array}{ccccccc}
(1,1) & (2,1) & (2,2) & (3,1) & (3,2) & (3,3) \\
 ze_{1} & z_{2} & z_{2} & z^{3}_{1} & z^{3}_{2} & z^{3}_{3} \\
\hline
\end{array}
\]

With this idea in mind, the point process which we are going to define has the domain \( \mathfrak{S} \) of all triplets \( (n, i, z) \), where \( n \in \{1, \ldots, N\} \), \( i \in \{1, \ldots, n\} \) and \( z \in \mathbb{Z} \). In fact, we need to define a slightly larger domain \( \mathfrak{X} = \{1, 2, \ldots, N\} \cup \mathfrak{S} \), so that the numbers \( \{1, 2, \ldots, N\} \) will refer to either the values \( z_{n}^{n-1} \) or the initial values \( y_{N} \) of TASEP, and the determinantal point process will be conditioned by
\[3^C = \mathcal{X} \setminus \mathcal{Y} = \{1, 2, \ldots, N\}.\] Our aim is to define a function \(L : \mathcal{X} \times \mathcal{X} \to \mathbb{R}\) such that for every set \(Y \subset 3\) one has

\[W_N(Y) = \det (L_{Y \cup 3^C}),\]

(where we use the notation from (3.17)) which means that \(W_N\) is a conditional L-ensemble. As we will see below, this corresponds to fixing the initial values \(y_t\) of TASEP and the ‘infinities’ \(z_{n-1}^n\).

Using the equivalence between point configurations \((z^n_0)_{n, i} \in \Lambda_N\) and one-dimensional arrays described in the previous paragraph, every point configuration from \(\mathcal{X}\) can be obviously identified with an array as well (by adding new boxes indexed by \(1, 2, \ldots, N\)). In the previous example we will have the array

| \(1\) | \(2\) | \(3\) | \((1,1)\) | \((2,1)\) | \((2,2)\) | \((3,1)\) | \((3,2)\) | \((3,3)\) |
|---|---|---|---|---|---|---|---|---|
| * | * | * | \(z_1^1\) | \(z_1^2\) | \(z_2^3\) | \(z_1^3\) | \(z_2^3\) | \(z_3^3\) |

where by * we mean the values indexed by \(1, 2, \ldots, N\). This means that \(L_{(z) \cup 3^C}\) (recall the notation from (3.17)) is in fact a function of two arguments each of which is either \((n, i)\), such that \(n \in \{1, \ldots, N\}\) and \(i \in \{1, \ldots, n\}\), or \(k \in \{1, \ldots, N\}\). So we can identify \(L_{(z) \cup 3^C}\) with a square matrix of size \(N(N + 3)/2\). Now, we are going to define this matrix.

**Writing the L-function in a matrix form.** Let us denote by \(M_{n,m}\) the set of all \(n \times m\) matrices with real entries. Then for \(1 \leq n < m \leq N\) we define the function \(W_{(n,m)} : \Lambda_N \to M_{n,m}\) such that for a fixed particles configuration \(z = (z^n_0) \in \Lambda_N\) the matrix \(W_{(n,m)}(z)\) is given by

\[
\left[ W_{(n,m)}(z) \right]_{i,j} = \phi^{m-n}(z^n_0, z^m_j)1_{n < m}, \quad 1 \leq i \leq n, \; 1 \leq j \leq m.
\]

Similarly we define the function \(\Psi^{(N)} : \Lambda_N \to M_{N,N}\) to have the entries

\[
\left[ \Psi^{(N)}(z) \right]_{i,j} = \psi^N_{N-i}(z^N_j), \quad 1 \leq i, j \leq N,
\]

where the functions \(\phi\) and \(\Psi^{(N)}\) are as in the statement of Theorem 4.3. Finally, for \(0 \leq m < N\) we define the function \(E_m : \Lambda_N \to M_{N,m+1}\) by the entries

\[
\left[ E_m(z) \right]_{i,j} = \begin{cases} 
\phi(z_{m+1}^m, z^m_j), & \text{if } i = m+1, \; 1 \leq j \leq m+1, \\
0, & \text{otherwise}.
\end{cases}
\]

In fact, the function \(E_m\) should also have the values of \(z^m_{m+1}\) as arguments, but we prefer not to indicate this, since we will always fix these values to be infinities. With these objects at hand we identity the function \(L_{(z) \cup 3^C}\) (recall, that the configuration \(z \in \Lambda_N\) has been fixed) with the following square matrix in block form:

\[
(4.23) \quad L_{(z) \cup 3^C} = \begin{pmatrix}
0 & E_0 & E_1 & E_2 & \ldots & E_{N-1} \\
0 & 0 & -W_{(1,2)} & 0 & \ldots & 0 \\
0 & 0 & 0 & -W_{(2,3)} & \ddots & \ddots \\
\vdots & \vdots & \vdots & \ddots & \ddots & 0 \\
0 & 0 & 0 & 0 & \ldots & -W_{(N-1,N)} \\
\Psi^{(N)} & 0 & 0 & 0 & \ldots & 0
\end{pmatrix}(z),
\]

where each block takes \(z\) as an argument and gives a usual matrix. The first \(N\) columns (resp. rows) of the matrix (4.23) are parametrized by the values \(\{1, 2, \ldots, N\}\) and the succeeding columns (resp. rows) are parametrized by the pairs \((\{n, i\} : 1 \leq n \leq N, \; 1 \leq i \leq n)\) which have the lexicographic order.
Example 4.24. In the case \( N = 2 \), a configuration \( z \in \Lambda_2 \) contains 3 values \( \{z_1^0, z_1^1, z_2^1\} \), and the matrix \( L_{\{z\} \cup 3} \) is given by

\[
L_{\{z\} \cup 3 \} = \begin{pmatrix}
1 & 2 & (1, 1) & (2, 1) & (2, 2) \\
1 & 0 & 0 & \phi(z_1^0, z_1^1) & 0 & 0 \\
2 & 0 & 0 & 0 & \phi(z_1^0, z_2^1) & \phi(z_1^0, z_2^2) \\
(1, 1) & \psi(z_1^0(z_1^0)) & \psi(z_1^0(z_1^1)) & 0 & -\phi(z_1^0, z_2^1) & -\phi(z_1^0, z_2^2) \\
(2, 1) & \psi(z_1^0(z_2^1)) & \psi(z_1^0(z_2^2)) & 0 & 0 & 0 \\
(2, 2) & \psi(z_2^1(z_2^1)) & \psi(z_2^1(z_2^2)) & 0 & 0 & 0 \\
\end{pmatrix}
\]

where the ‘infinities’ \( z_1^0 \) and \( z_2^1 \) are fixed. In particular, it follows from the definition of the function \( \phi \) in Theorem 4.3 that \( \phi(z_1^0, z) = \phi(z_2^1, z) = 1 \) for any \( z \in \mathbb{Z} \).

The \( L \)-function defines the measure \( W_N \). It is not difficult to see (recall the definition (4.17)) that one has the identity \( W(z) = C \det(L_{\{z\} \cup 3}) \), where \( C \in \{\pm 1\} \). To see this, we define the square matrices

\[
T_m = \begin{pmatrix}
m_i & m_j & 1 \leq i, j \leq m + 1,
\end{pmatrix}
\]

One can see that the first row of \( T_m \) coincides with the only non-zero row of \( E_m(z) \) and the other rows of \( T_m \), with \( m \geq 1 \), form a matrix coinciding with \( -W_{\{m, m+1\}}(z) \). Then the matrix (4.23) is obtained by rows permutations from the following one:

\[
\begin{pmatrix}
0 & T_0 & 0 & 0 & \ldots & 0 \\
0 & 0 & T_1 & 0 & \cdots & 0 \\
0 & 0 & 0 & T_2 & \ddots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & 0 & \cdots & T_{N-1} \\
\psi(N)(z) & 0 & 0 & 0 & \cdots & 0 \\
\end{pmatrix}
\]

(one does it by swapping the first row of \( T_2 \) with the previous two rows, then the first row of \( T_3 \) with the previous three rows, and so on). The determinant of the latter matrix, and hence of \( L_{\{z\} \cup 3} \), equals exactly \( W(z) \) defined in (4.17).

The correlation kernel. One can see that the minors (4.23) uniquely define the function \( L : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \). For example, in the case \( N = 2 \) above, one has

\[
L((1), (1, z)) = \phi(z_1^0, z), \quad L((1, y), (2, z)) = -\phi(y, z),
\]

Hence, the point measure \( W_N \) is a conditional \( L \)-ensemble with this function \( L \). By Proposition 3.24, the point-measure \( W_N \) on 3 is determinantal with correlation kernel \( \mathcal{K} : 3 \times 3 \to \mathbb{R} \) given by

\[
\mathcal{K} = \left. 1_3 - (1_3 + L)^{-1} \right|_{3 \times 3}.
\]

In fact, we can compute the inverse of the operator above. To this end, we identify the function \( L \) with a function on \( \Lambda N \) and with values in \( \mathcal{M}_{N(N+1)/2, N(N+1)/2} \) so that the identities (4.23) hold. Then \( L \) can be written is the block form

\[
L = \begin{pmatrix}
0 & B \\
C & D_0
\end{pmatrix}
\]
with the blocks

$$B = [E_0, \ldots, E_{N-1}] : \Lambda_N \to M_{N,N(N+1)/2}, \quad C = [0, \ldots, 0, (\psi(N))'] : \Lambda_N \to M_{N(N+1)/2,N},$$

and $D_0 : \Lambda_N \to M_{N(N+1)/2,N(N+1)/2}$ given by

$$D_0 = \begin{bmatrix}
0 & -W_{(1,2)} & 0 & \cdots & 0 \\
0 & 0 & -W_{(2,3)} & \ddots & \vdots \\
\vdots & \vdots & \ddots & \ddots & 0 \\
0 & 0 & 0 & \cdots & -W_{(N-1,N)} \\
0 & 0 & 0 & \cdots & 1
\end{bmatrix}.$$ 

Defining furthermore the function $D = 1 + D_0$ which can be written as

$$D = \begin{bmatrix}
1 & -W_{(1,2)} & 0 & \cdots & 0 \\
0 & 1 & -W_{(2,3)} & \ddots & \vdots \\
\vdots & \vdots & \ddots & \ddots & 0 \\
0 & 0 & 0 & \cdots & -W_{(N-1,N)} \\
0 & 0 & 0 & \cdots & 1
\end{bmatrix},$$

the result of [10, Lem. 1.5] yields an expression for the correlation kernel $\mathcal{K}$. For the sake of completeness we provide a proof here. As for the function $L$, we will identify the functions $B$, $C$ and $D$ with the functions on $\mathcal{X} \times \mathcal{X}$. Moreover, we will denote for clarity the convolutions over the values in $\mathcal{X}$ by $\star$, and the convolution over $\{1, \cdots, N\}$ we will write as a usual product.

**Lemma 4.26.** The operators $D$ and $M = B \star D^{-1} \star C$ are invertible, and the correlation kernel $\mathcal{K}$ defined in (4.25) can be written as

$$\mathcal{K} = 1_3 - D^{-1} + D^{-1} \star CM^{-1}B \star D^{-1}.$$  

**Proof.** The claim will follow if we show that one has

$$\begin{bmatrix} 1_3 + L \end{bmatrix}^{-1} = \begin{bmatrix} -M^{-1} & M^{-1}B \star D^{-1} \\
D^{-1} \star CM^{-1} & D^{-1} - D^{-1} \star CM^{-1}B \star D^{-1} \end{bmatrix},$$

where $M$ is as in the statement of this lemma. The easiest way is to check that the matrix on the right-hand side multiplied by $\begin{bmatrix} 1_3 + L \end{bmatrix}$ is the identity matrix, i.e.

$$\begin{bmatrix} 1_3 + L \end{bmatrix} \begin{bmatrix} -M^{-1} & M^{-1}B \star D^{-1} \\
D^{-1} \star CM^{-1} & D^{-1} - D^{-1} \star CM^{-1}B \star D^{-1} \end{bmatrix} = \begin{bmatrix} 0 & B \\
C & D \end{bmatrix} \begin{bmatrix} -M^{-1} & M^{-1}B \star D^{-1} \\
D^{-1} \star CM^{-1} & D^{-1} - D^{-1} \star CM^{-1}B \star D^{-1} \end{bmatrix} = \begin{bmatrix} B \star D^{-1} \star CM^{-1} & B \star D^{-1} - B \star D^{-1}C \star M^{-1}B \star D^{-1} \\
-CM^{-1} + CM^{-1} & CM^{-1}B \star D^{-1} + 1 - CM^{-1}B \star D^{-1} \end{bmatrix} = \begin{bmatrix} 1 & 0 \\
0 & 1 \end{bmatrix},$$

which means that (4.28) indeed holds. Taking the restriction $(1_3 + L)^{-1}|_{3 \times 3}$ we get the right-bottom block of the matrix in (4.28) which combined with the definition (4.25) gives exactly the expression on the right-hand side of (4.27).
The inverse of the matrix $D$ can be computed very easily

$$D^{-1} = (1 + D_0)^{-1} = \sum_{k \geq 0} D_0^k = \begin{bmatrix} 1 & W_{[1,2]} & \cdots & W_{[1,N]} \\ 0 & 1 & \ddots & \vdots \\ \vdots & \ddots & \ddots & W_{[N-1,N]} \\ 0 & 0 & 0 & 1 \end{bmatrix},$$

so that the submatrix of $1 - D^{-1}$ with rows $(n, \cdot)$ and columns $(m, \cdot)$ is $W_{[m,n]}I_{[n < m]}$.

**Exercise 4.29.** Prove that the inverse of $D$ is indeed given by the matrix above.

Moreover, we can easily compute

$$D^{-1} \ast C = \begin{bmatrix} W_{[1,N]} \ast \psi^{(N)} \\ \vdots \\ W_{[N-1,N]} \ast \psi^{(N)} \end{bmatrix},$$

as well as

$$B \ast D^{-1} = \begin{bmatrix} E_0 & 0 \ast W_{[1,2]} + E_1 & \cdots & \sum_{k=1}^{N-1} E_{k-1} \ast W_{[k,N]} + E_{N-1} \end{bmatrix}.$$

Therefore the $(n, m)$-block of the correlation kernel $K$ is given by

$$K_{(n, \cdot), (m, \cdot)} = -W_{[n,m]}I_{[n < m]} + W_{[n,N]} \ast \psi^{(N)}M^{-1}\left(\sum_{k=1}^{m-1} E_{k-1} \ast W_{[k,m]} + E_{m-1}\right).$$

It follows from the property (4.10) that for $z \in \Lambda_N$ one has

$$[W_{[n,N]} \ast \psi^{(N)}(z)]_{i,j} = (\Phi^{N-n} \ast \psi^{N}_{N-j})(z^n) = \psi^{n}_{n-j}(z^n),$$

and it remains to evaluate the last part of (4.30). For the $N \times m$ matrix in the bracket in (4.30) we have

$$[\left(\sum_{k=1}^{m-1} E_{k-1} \ast W_{[k,m]} + E_{m-1}\right)(z)]_{i,j} = \begin{cases} \phi^{m+1}(z^{i-1}, z^m), & 1 \leq i \leq m, \\ 0, & m < i \leq N, \end{cases}$$

and we arrive at the expression

$$[K(z)]_{(n,i), (m,j)} = -\phi^{m-n}(z^n, z^m)I_{[n < m]} + \sum_{\ell,k=1}^{m} \psi^{n}_{n-\ell}(z^n) [M^{-1}]_{\ell,k} \phi^{m+1}(z^{k-1}, z^m),$$

where the matrix $M$ is given by

$$[M]_{i,j} = \begin{cases} (\Phi^{N-i} \ast \psi^{N}_{N-j})(z^{i-1}), & i < j, \\ 1, & i = j, \\ 0, & i > j. \end{cases}$$

**Biorthogonalization of the correlation kernel.** The functions $\phi^{m+1}(z^{i-1}, x)$ with $i = 1, \ldots, m$ form a basis of span$\{1, x, \ldots, x^{m-1}\}$ (by considering $z^{i-1}$ to be a fixed value). Since by assumption the functions $\Phi^m_{m-1}(x), \ldots, \Phi^0_0(x)$ form a basis of this space as well, we can define a matrix $A_m \in M_{m,m}$ which does a change of basis to $\{\Phi^m_{m-1}(x), \ldots, \Phi^0_0(x)\}$, namely

$$\phi^{m+1}(z^{i-1}, x) = \sum_{\ell=1}^{m} [A_m]_{i,\ell} \Phi^m_{m-\ell}(x).$$

We convolve this equation with $\psi^{m}_{m-j}(x)$ and obtain, using the biorthogonality assumption,

$$[A_m]_{i,j} = (\phi^{m-i+1} \ast \psi^{m}_{m-j})(z^{i-1}).$$
In particular, we have $A_N = M$, and since $M$ is invertible, the two properties from Theorem 4.3 indeed define the functions $\Phi^i_k$ uniquely. Thus we obtain

$$
(4.32) \quad \sum_{k=1}^{m} [M^{-1}]_{\ell,k} \Phi^{m+1}(z_k^{k-1}, z^m) = \sum_{k=1}^{m} [A_N^{-1}]_{\ell,k} \sum_{i=1}^{m} [A_m]_{k,i} \Phi^m_{m-i}(z^m),
$$

and our claim is now to prove that

$$
(4.33) \quad \sum_{k=1}^{m} [A_N^{-1}]_{\ell,k} [A_m]_{k,i} = \delta_{\ell,i},
$$

for all $1 \leq \ell \leq N$ and $1 \leq i \leq m$. We notice that

$$
[A_m]_{k,i} = \left( \phi^{m-k+1} \ast \psi^m_{m-i} \right) (z_k^{k-1}) = \left( \phi^{N-k+1} \ast \psi^N_{N-i} \right) (z_k^{k-1}) = [A_N]_{k,i},
$$

for $1 \leq k, i \leq m$. Thus, using the fact that $A_N$ is upper-triangular (which follows from (4.31)), we obtain for $1 \leq i \leq m$:

$$
\sum_{k=1}^{m} [A_N^{-1}]_{\ell,k} [A_m]_{k,i} = \sum_{k=1}^{m} [A_N^{-1}]_{\ell,k} [A_N]_{k,i} = \sum_{k=1}^{N} [A_N^{-1}]_{\ell,k} [A_N]_{k,i} = \delta_{\ell,i},
$$

which is exactly our claim. This gives that the right-hand side of (4.32) is equal to $\Phi^m_{m-\ell}(z_j^m)$, and the $(n, m)$-th block of the correlation kernel $\mathcal{K}$ is given by

$$
\mathcal{K}(z)_{(n,i),(m,j)} = -\phi^{m-n}(z_1^{n}, z_1^{m}) \mathbf{1}_{(n<m)} + \sum_{\ell=1}^{m} \psi^m_{n-\ell}(z_1^{n}) \Phi^m_{m-\ell}(z_j^m),
$$

which, if we go to the function $\mathcal{K} : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$, is equivalent to

$$
\mathcal{K}((n, i, x), (m, j, y)) = -\phi^{m-n}(x, y) \mathbf{1}_{(m>n)} + \sum_{\ell=1}^{m} \psi^m_{n-\ell}(x) \Phi^m_{m-\ell}(y).
$$

Since we are interested in the distribution of the particles $z_1^n$ (see Figure 4.13), the kernel (4.5) is obtained by fixing the values $i = j = 1$ in the above expression.

**Exercise 4.34.** Follow the proof of Lemma 3.14 to show that the identity (4.4) holds.

## 5. Explicit formulas for the correlation kernel

Only for a few special cases of initial data (step, see e.g. [14]; and periodic [6–8]) were the correlation kernels (4.5) known, and hence only for those choices asymptotics could be performed in the TASEP and related cases, leading to the Tracy-Widom $F_{\text{GUE}}$ and $F_{\text{GOE}}$ one-point distributions, and then later to the Airy processes for multipoint distributions. Below we provide formulas for arbitrary initial data and their extensions as $N \to \infty$.

### 5.1. Finite initial data

We conjugate the kernels from Theorem 4.3 by powers of 2:

$$
Q(x, y) = \frac{1}{2^{x-y}} \mathbf{1}_{(x>y)},
$$

as well as

$$
\psi^n_k(x) = \frac{1}{2\pi i} \int_{C_k} dw \frac{(1 - w)^k}{2^{x - x_0(n-k)} w^{x+k+1} - x_0(n-k)} e^{i(w-1)}.
$$

Then the functions $\Phi^n_k(x)$, $k = 0, \ldots, n-1$, are defined implicitly by

1. the biorthogonality relation $\sum_{x \in \mathbb{Z}} \psi^n_k(x) \Phi^n_t(x) = \mathbf{1}_{(k=t)}$;
2. $2^{-x} \Phi^n_k(x)$ with $0 \leq k < n$ form a basis of span$\{x^k : 0 \leq k < n\}$.

We are interested in computing the kernel,

$$
K_1(n_1, x_1; n_2, x_2) = -Q^{n_2-n_1}(x_1, x_2) \mathbf{1}_{(n_1<n_2)} + \sum_{k=1}^{n_2} \psi^{n_1}_{n_1-k}(x_1) \Phi^{n_2}_{n_2-k}(x_2),
$$
for $n_1, n_2 \in \mathbb{Z}_{\geq 1}$ and $x_1, x_2 \in \mathbb{Z}$. The initial data $X_0$ appears in a simple way in the functions $\Psi^n_k$, which can be computed explicitly. We note that $Q$ is the transition matrix of a geometric random walk on $\mathbb{Z}$ and has a left inverse

$$Q^{-1} = 1 + 2\nabla^+,$$

where we recall that $\nabla^+ f(x) = f(x+1) - f(x)$. Moreover, for all $m, n \in \mathbb{Z}_{\geq 0}$ we have the identities

$$Q^{-m}\Psi^{n}_{m-k} = \Psi^m_{n-k},$$

$$\Psi^n_k = e^{-\frac{1}{2}(1+\nabla^-)}Q^{-k}\delta_{X_0(n-k)},$$

where $\delta_{x}(y) = 1_{x=y}$ is the Kronecker’s delta and $\nabla^- f(x) = f(x) - f(x-1)$.

**Exercise 5.5.** Prove that these identities hold.

In order to give exact formulas for the functions $\Phi^n_k$ from Theorem 4.3 we need to define the functions $h^n_k : \mathbb{Z}_{\geq 0} \times \mathbb{Z} \to \mathbb{R}$ as solutions to the initial-boundary value problem for the backwards heat equation

$$\begin{align*}
(Q^*)^{-1}h^n_k(\ell, z) &= h^n_k(\ell + 1, z), & 0 \leq \ell < k, z \in \mathbb{Z}; \\
h^n_k(k, z) &= 2z - X_0(n-k), & z \in \mathbb{Z}; \\
h^n_k(\ell, X_0(n-\ell)) &= 0, & 0 \leq \ell < k;
\end{align*}$$

for $n \geq 1$ and $0 \leq k < n$ and where $Q^*$ is the adjoint of $Q$.

**Exercise 5.7.** Show that the dimension of $\ker(Q^*)^{-1}$ is 1 and use this to show existence and uniqueness of the solution to the equation (5.6).

**Remark 5.8.** The expression $Q^*h^n_k(k, z)$ is divergent so you can’t write $Q^*h^n_k(\ell + 1, z) = h^n_k(\ell, z)$.

With these functions at hand we are ready to give exact formulas for $\Phi^n_k$.

**Theorem 5.9.** The functions $\Phi^n_k$ from Theorem 4.3 are given by

$$\Phi^n_k(z) = \sum_{y \in \mathbb{Z}} h^n_k(0, y) e^{\frac{1}{2}(1+\nabla^-)}(y, z).$$

**Proof.** Before proving (5.10) we need to prove that $2^{-\ell}h^n_k(0, x)$ is a polynomial of degree $k$. We proceed by induction. Note first that, by (5.6b), $2^{-\ell}h^n_k(k, x)$ is a polynomial of degree 0. Assume now that $h^n_k(\ell, x) = 2^{-\ell}h^n_k(\ell, x)$ is a polynomial of degree $k-\ell$ for some $0 < \ell \leq k$. By (5.6a) and (5.4) we have

$$h^n_k(\ell, x) = 2^{-y}(Q^*)^{-1}h^n_k(\ell-1, y) = h^n_k(\ell-1, y-1) - h^n_k(\ell, y-1).$$

Taking $x \geq X_0(n-\ell+1)$ and summing gives $h^n_k(\ell-1, x) = -\sum_{y=x}^{X_0(n-\ell+1)} 2^{-y}h^n_k(\ell, y)$ thanks to (5.6c), which by the inductive hypothesis is a polynomial of degree $k-\ell+1$. The function $h^n_k(\ell-1, x)|_{x \geq X_0(n-\ell+1)}$ has a unique polynomial extension to all $\mathbb{Z}$, which by uniqueness of solutions of (5.6) and (5.11) shows that $h^n_k(\ell-1, x)$ is a polynomial of degree $k-\ell+1$ as needed.

Now we check the biorthogonality relation of (5.10) with the functions $\Psi^n_k$. We have

$$\sum_{z \in \mathbb{Z}} \Psi^n_k(z)\Phi^n_k(z) = \sum_{z_1, z_2 \in \mathbb{Z}} \sum_{z \in \mathbb{Z}} e^{-\frac{1}{2}(1+\nabla^-)}(z, z_1)Q^{-\ell}(z_1, X_0(n-\ell))h^n_k(0, z_2)e^{\frac{1}{2}(1+\nabla^-)}(z_2, z)$$

$$= \sum_{z \in \mathbb{Z}} Q^{-\ell}(z, X_0(n-\ell))h^n_k(0, z) = (Q^*)^{-\ell}h^n_k(0, X_0(n-\ell)), $$

where in the first equality we have used the fact that $2^{-\ell}h^n_k(0, x)$ is a polynomial together with the fact that the $z_1$ sum is finite to apply Fubini. For $0 \leq \ell \leq k$, we use all equations in (5.6) to get

$$(Q^*)^{-\ell}h^n_k(0, X_0(n-\ell)) = h^n_k(\ell, X_0(n-\ell)) = 1_{(k=\ell)}.$$

For $\ell > k$, we use (5.6a) and $2^\ell \in \ker(Q^*)^{-1}$ to obtain

$$(Q^*)^{-\ell}h^n_k(0, X_0(n-\ell)) = (Q^*)^{-(\ell-k-1)}(Q^*)^{-1}h^n_k(k, X_0(n-\ell)) = 0.$$
Since $2^{-x}F_k^n(x)$ is a polynomial of degree $k$ in $x$, this one is as well. □

5.2. Correlation kernel as a transition probability. In this section we will perform summation in (5.3) and obtain a formula for the correlation kernel involving hitting probabilities of a random walk. We start with noting that it is sufficient to fund the kernel (5.3) with $n_1 = n_2$.

Exercise 5.12. Show that the kernel (5.3) can be recovered from the kernel $K_t^{(n)}(x_1, x_2) = K_t(n, x_1; n, x_2)$ by

$$K_t(n, <n_1, \ldots, n_j>) = Q^{n_1-\ldots-n_j}(-1_{n_1<\ldots<n_j} + K_t^{(n_j)}) \tag{5.13}$$

From the exercise, we can restrict our discussion to the kernel $K_t^{(n)}$. Using the functions $h_k^n$ let us define

$$G_{0,n}(z_1, z_2) = \sum_{k=0}^{n-1} Q^{n-k}(z_1, X_0(n-k))h_k^n(0, z_2), \tag{5.14}$$

so that the correlation kernel $K_t^{(n)}$ equals

$$K_t^{(n)} = e^{-\frac{1}{2}(1+\nabla^2)} Q^{-n}G_{0,n}e^{\frac{1}{2}(1+\nabla^2)}. \tag{5.15}$$

Next, we note that the functions $h_k^n$ can be written as hitting probabilities of a random walk. More precisely, let $Q^*$ (the adjoint of $Q$) be the transition kernel of the random walk $B_m^*$ with $\text{Geom}(\frac{1}{2})$ jumps (strictly) to the right. Then for $0 \leq \ell \leq k \leq n-1$ we define stopping times

$$\tau^{\ell,n} = \min\{m \in \{\ell, \ldots, n-1\} : B_m^* > X_0(n-m)\},$$

with the convention that $\min \emptyset = \infty$. For $z < X_0(n-\ell)$ the function $h_k^n$ can be written as

$$h_k^n(z, z) = P_{B_{\ell-1}^* = z}(\tau^{\ell,n} = k). \tag{5.16}$$

Exercise 5.17. Prove this identity.

Exercise 5.18. Suppose $X$ is a random variable taking values in $\mathbb{N}$ with the memoryless property, i.e., for each pair of numbers $m, n \in \mathbb{N}$ one has $P(X \geq m + n \mid X > n) = P(X \geq m)$. Show that $X$ has a geometric distribution.

From the memoryless property of the geometric distribution we get for all $y > X_0(n-k)$,

$$P_{B_{\ell-1}^* = z}(\tau^{0,n} = k, B_{\ell-1}^* = y) = 2^{X_0(n-k)-y}P_{B_{\ell-1}^* = z}(\tau^{0,n} = k), \tag{5.19}$$

and as a consequence, for $z_2 < X_0(n)$, we have

$$G_{0,n}(z_1, z_2) = P_{B_{\ell-1}^* = z_2}(\tau^{0,n} < n, B_{n-1}^* = z_1), \tag{5.20}$$

which is the probability for the walk starting at $z_2$ at time $-1$ to end up at $z_1$ after $n$ steps, having hit the curve $(X_0(n-m))_{m=0,\ldots,n-1}$ in between.

Exercise 5.21. Show that the identities (5.19) and (5.20) indeed hold.

The next step is to obtain an expression along the lines of (5.20) which holds for all $z_2$, and not just for $z_2 < X_0(n)$. To this end, we need to define analytic extensions of the kernels $Q^n$. More precisely, for each fixed $y_1$, $2^{-y_2}Q^n(y_1, y_2)$ extends in $y_2$ to a polynomial $2^{-y_2}\tilde{Q}^{(n)}(y_1, y_2)$ of degree $n-1$ with

$$\tilde{Q}^{(n)}(y_1, y_2) = \frac{1}{2\pi i} \int_0^\infty dw \frac{(1+w)^{y_1-y_2-1}}{2y_1yw^n}, \tag{5.22}$$

so that for $y_1 - y_2 \geq n$ we have $\tilde{Q}^{(n)}(y_1, y_2) = Q^n(y_1, y_2)$. Furthermore, it is easy to prove that $Q^{-1}\tilde{Q}^{(n)} = \tilde{Q}^{(n)}Q^{-1} = \tilde{Q}^{(n-1)}$ for $n > 1$, but $Q^{-1}\tilde{Q}^{(1)} = \tilde{Q}^{(1)}Q^{-1} = 0$, and $\tilde{Q}^{(n)}Q^{(m)}$ is divergent (so the $Q^{(n)}$ are no longer a group like $Q^n$).

Exercise 5.23. Prove that these properties of $\tilde{Q}^{(n)}$ indeed hold.
Let $B_m$ be now a random walk with transition matrix $Q$ (that is, $B_m$ has $\text{Geom}\left[\frac{1}{2}\right]$ jumps strictly to the left) for which we define the stopping time

$$\tau = \min \{ m \geq 0 : B_m > X_0(m+1) \}.$$ 

Using this stopping time and the extension of $Q^n$ we obtain:

**Lemma 5.25.** For all $z_1, z_2 \in \mathbb{Z}$ we have the identity

$$G_{0,n}(z_1, z_2) = \mathbb{P}_{B_{t-1} = z_2} \left( T_{t+1} \leq n - 1, B_{t} = z_1 \right) = \mathbb{P}_{B_0 = z_1} \left( \tau \leq n - 1, B_{\tau} = z_2 \right) = \mathbb{E}_{B_0 = z_1} \left[ \tilde{Q}^{(n-\tau)}(B_{\tau}, z_2) \mathbb{I}_{\{\tau < n\}} \right].$$

**Proof.** For $z_2 \leq X_0(n)$, the expression in (5.20) can be written as

$$G_{0,n}(z_1, z_2) = \sum_{k=0}^{n-1} \mathbb{P}_{B_{t-1} = z_2} \left( T_{t+1} = n - 1, B_{t} = z_1 \right) = \mathbb{P}_{B_0 = z_1} \left( \tau \leq n - 1, B_{\tau} = z_2 \right) = \mathbb{E}_{B_0 = z_1} \left[ \tilde{Q}^{(n-\tau)}(B_{\tau}, z_2) \mathbb{I}_{\{\tau < n\}} \right].$$

The last expectation is straightforward to compute if $z_1 > X_0(1)$, and we get

$$G_{0,n}(z_1, z_2) = \mathbb{I}_{\{T_{\tau} > X_0(1)\}} Q^n(z_1, z_2) + \mathbb{I}_{\{T_{\tau} \leq X_0(1)\}} \mathbb{E}_{B_0 = z_1} \left[ \tilde{Q}^{(n-\tau)}(B_{\tau}, z_2) \mathbb{I}_{\{\tau < n\}} \right].$$

for all $z_2 \leq X_0(n)$. Let us now define

$$\tilde{G}_{0,n}(z_1, z_2) = \mathbb{I}_{\{T_{\tau} > X_0(1)\}} Q^n(z_1, z_2) + \mathbb{I}_{\{T_{\tau} \leq X_0(1)\}} \mathbb{E}_{B_0 = z_1} \left[ \tilde{Q}^{(n-\tau)}(B_{\tau}, z_2) \mathbb{I}_{\{\tau < n\}} \right].$$

We claim that $\tilde{G}_{0,n}(z_1, z_2) = G_{0,n}(z_1, z_2)$ for all $z_2 \leq X_0(n)$. To see this, note that

$$X_{X_0(1)}(\tilde{Q}^{(n)}(z_1, n)) = X_{X_0(1)} Q^n(z_1, n),$$

thanks to the properties proved in the exercise above. For the other term, the last equality in (5.27) shows that we only need to check that $X_{X_0(k+1)} Q^{(k+1)}(z_1, n)$ satisfies the same property for each $k = 0, \ldots, n - 1$, which follows again from the same fact proved in the exercise. To complete the proof, recall that, by Theorem 4.4, $K_t^{(n)}$ satisfies the following: for every fixed $z_1, 2^{-z_1}K_t(z_1, z_2)$ is a polynomial of degree $n - 1$ in $z_2$. It is easy to check that this implies that $G_{0,n} = Q^n R^{-1} K_t R$ satisfies the same. Since $Q^{(k)}$ also satisfies this property for each $k = 0, \ldots, n$, we deduce that $G_{0,n}(z_1, z_2)$ is a polynomial in $z_2$. Since it coincides with $2^{-z_2} G_{0,n}(z_1, z_2)$ at infinitely many $z_2$’s, we deduce that $G_{0,n} = G_{0,n}$.

In order to have a lighter notation, we define the following kernels

$$S_{-t, n}(z_1, z_2) := (e^{-\frac{1}{2} \nabla^2} Q^{n})^*(z_1, z_2) = \frac{1}{2\pi i} \int_{\gamma_0} dw \frac{(1-w)^n}{w^{z_2-z_1} n!} e^{t(w-1/2)},$$

$$\tilde{S}_{-t, n}(z_1, z_2) := \tilde{Q}^{(n)} e^{\frac{1}{2} \nabla^2}(z_1, z_2) = \frac{1}{2\pi i} \int_{\gamma_0} dw \frac{(1-w)^n}{w^{z_2-z_1} n!} e^{t(w-1/2)}.$$ 

**Exercise 5.31.** Show that these operators indeed are given by the contour integrals.

Furthermore, we define the following function

$$S_{-t, n}^{\text{epi}}(X_0) = \mathbb{E}_{B_0 = z_1} \left[ \tilde{S}_{-t, n}^{\text{epi}}(B_{\tau}, z_2) \mathbb{I}_{\{\tau < n\}} \right],$$

where the superscript epi refers to the fact that $\tau$ (defined in (5.24)) is the hitting time of the epigraph of the curve $\{X_0(k+1) + 1\}_{k=0, \ldots, n-1}$ by the random walk $B_k$. With these operators at hand we have the following formula for TASEP with general right-finite initial data:

**Theorem 5.33.** (TASEP formula for right-finite initial data). Assume that initial values satisfy $X_0(j) = \infty$ for $j < 0$. Then for $1 \leq n_1 < n_2 < \cdots < n_M$ and $t > 0$ we have

$$\mathbb{P}(X_t(n_j) > a_j, j = 1, \ldots, M) = \det(1 - x a K_t x_0) e^{z_2(n_1, \ldots, n_M) x z_1},$$

where the kernel $K_t$ is given by

$$K_t(n_i, j; n_j, i) = -Q^{n_j-n_i} \mathbb{I}_{\{n_i < n_j\}} + (\tilde{S}_{n_j, n_i})^{\text{epi}}(X_0).$$
Additionally, we are considering multiplication operators. There are integral operators we can recover the formulas from \[(5.15)\] and Lemma \[5.25\]. If \(X_0(j) = \infty\) for \(j = 1, \ldots, \ell\) and \(X_0(\ell + 1) < \infty\) then
\[
\mathbb{P}_{X_0}(X_t(n_j) > a_j, j = 1, \ldots, M) = \det(I - \tilde{\chi}_a K^{(\ell)}_t \tilde{\chi}_a)_{\ell^2((n_1, \ldots, n_M) \times Z)}
\]
with the correlation kernel
\[
K^{(\ell)}_t(n_i, z; n_j, \cdot) = \bar{Q}^{n_i - n_j} \chi_{\{n_i < n_j\}} + (\delta_{-t, n_i - \ell} + \delta_{-t, n_j - \ell})^* \bar{Q}^{n_i - n_j} \tilde{\chi}_{n_i - n_j - \ell},
\]
where \(\bar{Q} \theta X_0(j) = X_0(\ell + j)\). Using now the fact that \(Q^t \delta_{-t, n_i - \ell} = \delta_{-t, n_i} \tilde{\chi}_{n_i}\) and \((5.29)\) we conclude that \((5.35)\) still holds in this case. \(\square\)

**Remark 5.36.** One can write a formula for initial data which are not right finite \([18]\), but they are a bit more cumbersome. In practice, one cuts of the data very far to the right, and uses the formula above. Since one has exact formulas, one can check that cutting off has a small effect.

For some special initial data one can get simpler expressions for the correlation kernel \([18]\) and we can recover the formulas from \([7, 13, 6]\). We leave these computations as exercises below.

**Exercise 5.37.** Consider TASEP with step initial data, \(X_0(i) = -i\) for \(i \geq 1\) and show that
\[
K^{(n)}_t(z_1, z_2) = \frac{1}{2\pi i} \oint_{1+T_0} dv \oint_{T_0} dv (1 - w)^{n_1} (1 - v)^{n_2} e^{t(w + v - 1)} \frac{v^{z_2 + 2n} - 2z_1 - z_2}{v^{z_1 + z_2}}.
\]

**Exercise 5.38.** Consider TASEP with periodic initial data \(X_0(i) = 2i, i \in Z\) and show that
\[
K^{(n)}_t(z_1, z_2) = \frac{1}{2\pi i} \oint_{1+T_0} dv \oint_{T_0} dv e^{t(1 - 2v)}.
\]

(Hint: approximate by finite periodic initial data \(X_0(i) = 2(N - i)\) for \(i = 1, \ldots, 2N\).)

### 5.3. Path integral formulas.

In addition to the extended kernel formula \((4.4)\), one has a path integral formula
\[
\det \left(1 - K^{(n,m)}_t (1 - Q^{n_1 - n_m} \chi_{a_1} Q^{n_2 - n_1} \chi_{a_2} \cdots Q^{n_m - n_{m-1}} \chi_{a_m}) \right)_{L^2(Z)},
\]
where as before \(K^{(n)}_t(z_1, z_2) = K_t(n, z_1; n, z_2)\). Such formulas were first obtained in \([24]\) for the Airy_2 process (see \([25]\) for the proof), and later was extended to the Airy_1 process in \([26]\) and then to a very wide class of processes in \([5]\). We provide this result below in full generality.

For \(t_1 < t_2 < \cdots < t_n\) we consider an extended kernel \(K^{\text{ext}}\) given as follows: for \(1 \leq i, j \leq n\) and \(x, y \in X\) (here \((X, \mu)\) is a given measure space),
\[
K^{\text{ext}}(t_i, x; t_j, y) = \begin{cases} W_{t_i, t_j} K_{t_j}(x, y), & \text{if } i \geq j, \\ -W_{t_i, t_j} (1 - K_{t_j})(x, y), & \text{if } i < j. \end{cases}
\]

Additionally, we are considering multiplication operators \(N_{t_i}\) acting on a measurable function \(f\) on \(X\) as \(N_{t_i} f(x) = \varphi_{t_i}(x) f(x)\) for some measurable function \(\varphi_{t_i}\) defined on \(X\). \(M\) will denote the diagonal operator acting on functions \(f\) defined on \([t_1, \ldots, t_n] \times X\) as \(Mf(t_i, \cdot) = N_{t_i} f(t_i, \cdot)\).

We provide below all the assumptions from \([5]\) except their Assumption 2(iii) which has to be changed in our case.

**Assumption 5.41.** There are integral operators \(Q_t\) on \(L^2(X)\) such that the following hold:

(i) The integral operators \(Q_{t_i} W_{t_i, t_j}, Q_{t_i} K_{t_i}, Q_{t_i} W_{t_i, t_j} K_{t_i}\) and \(Q_{t_j} W_{t_j, t_i} K_{t_i}\) for \(1 \leq i < j \leq n\) are all bounded operators mapping \(L^2(X)\) to itself.

(ii) The operator \(K_{t_i} - Q_{t_i} W_{t_i, t_j} Q_{t_i} W_{t_i, t_j} Q_{t_i} W_{t_i, t_j} \cdots W_{t_n, t_{n-1}} Q_{t_n} W_{t_n, t_{n-1}} K_{t_i}\), where \(Q_{t_i} = I - Q_{t_i}\), is a bounded operator mapping \(L^2(X)\) to itself.

**Assumption 5.42.** For each \(1 \leq j \leq k\) the following hold:
(i) Right-invertibility: \( W_{t_i, t_j} W_{t_j, t_k} K_{t_k} = K_{t_i} \)

(ii) Semigroup property: \( W_{t_i, t_j} W_{t_j, t_k} = W_{t_i, t_k} \)

(iii) Reversibility relation: \( W_{t_i, t_j} K_{t_j} W_{t_j, t_i} = K_{t_i} \) for all \( t_i < t_j \).

**Assumption 5.43.** One can choose multiplication operators \( V_{t_i, t_j} \), \( U_{t_i, t_j} \) and \( U'_{t_i} \) acting on \( M(X) \), for \( 1 \leq i \leq n \), in such a way that:

(i) \( V'_{t_i} V_{t_i} Q_{t_i} = Q_{t_i} \) and \( K_{t_i} U'_{t_i} U_{t_i} = K_{t_i} \) for all \( 1 \leq i \leq n \).

(ii) The operators \( V_{t_i} Q_{t_i} K_{t_i} V'_{t_i}, V_{t_i} Q_{t_i} W_{t_i, t_j} V'_{t_i}, V_{t_i} Q_{t_j} W_{t_j, t_i} K_{t_i} V'_{t_i} \), and \( V_{t_i} Q_{t_i} W_{t_j, t_i} K_{t_j} V'_{t_i} \) preserve \( L^2(X) \) and are trace class in \( L^2(X) \), for all \( 1 \leq i < j \leq n \).

(iii) The operator \( U_{t_i} [W_{t_i, t_i} K_{t_i} - Q_{t_i} W_{t_i, t_i+1} \cdots Q_{t_i-t_n} W_{t_n, t_i} K_{t_i}] U'_{t_i} \) preserves \( L^2(X) \) and is trace class in \( L^2(X) \), for all \( 1 \leq i \leq n \), where \( Q_{t_i} = I - Q_{t_i} \).

We are assuming here that \( W_{t_i, t_i} \) is invertible for all \( t_i \leq t_j \), so that \( W_{t_i, t_i} \) is defined as a proper operator\(^3\). Moreover, we assume that it satisfies

\[
W_{t_i, t_i} K_{t_i} = K^\text{ext}(t_i, \cdot; t_i, \cdot)
\]

for all \( t_i \geq t_j \), and that the multiplication operators \( U_{t_i}, U'_{t_i} \) introduced in Assumption 5.43 satisfy Assumption 5.43(iii) with the operator in that assumption replaced by

\[
U_{t_i} [W_{t_i, t_i} K_{t_i} - Q_{t_i} W_{t_i, t_i+1} \cdots Q_{t_i-t_n} W_{t_n, t_i} K_{t_i}] U'_{t_i}
\]

**Theorem 5.45.** Under the assumptions above, we have the identity

\[
\det(I - N K^\text{ext})_{L^2((t_{1-}, t_n), X)} = \det(I - K_{t_n} + N_{t_n, t_1} K_{t_1})_{L^2(X)},
\]

where \( N_{t_i} = 1 - N_{t_i} \).

**Proof.** The proof is a minor adaptation of the arguments in [5, Thm. 3.3], and we will use throughout it the notation and conventions of that proof. We will just sketch the proof, skipping several technical details (in particular, we will completely omit the need to conjugate by the operators \( U_{t_i} \) and \( V_{t_i} \), since this aspect of the proof can be adapted straightforwardly from [5]).

In order to simplify notation throughout the proof we will replace subscripts of the form \( t_i \) by \( i \), so for example \( W_{t_{i,j}} = W_{t_i, t_j} \). Let \( K = N K^\text{ext} \). Then \( K \) can be written as

\[
K = N (W^- K^d + W^+ (K^d - I)) \quad \text{with} \quad K^{d}_{i,j} = K_{i \equiv j}, \quad N_{i,j} = N_{i \equiv j},
\]

where \( W^- \), \( W^+ \) are lower triangular, respectively strictly upper triangular, and defined by

\[
W^-_{i,j} = W_{i,j} 1_{i \geq j} \quad \quad W^+_{i,j} = W_{i,j} 1_{i < j}.
\]

The key to the proof in [5] was to observe that \( [(I + W^+)^{-1}]_{i,j} = 1_{j=i} - W_{i,i+1} 1_{j=i+1} \), which then implies that \( [(W^- + W^+ K^d (I + W^+)^{-1})]_{i,j} = W_{i,1} K_{1,i} \). The fact that only the first column of this matrix has non-zero entries is what ultimately allows one to turn the Fredholm determinant of an extended kernel into one of a kernel acting on \( L^2(X) \). However, the derivation of this last identity uses \( W_{i,j} 1_{j \equiv 1} 1_{j \equiv 1} \), which is a consequence of Assumptions 5.42(ii) and (iii), and thus is not available to us. In our case we may proceed similarly by observing that

\[
[(W^-)^{-1}]_{i,j} = 1_{j=i} - W_{i,i-1} 1_{j=i-1},
\]

as can be checked directly using Assumption 5.42(ii). Now using the identity

\[
W_{i,j} 1_{j \equiv j+1} 1_{j \equiv j+1} = W_{i,j} K_{j},
\]

which follows from Assumption 5.42(ii) and (iii), we get

\[
[(W^- + W^+ K^d (W^-)^{-1})]_{i,j} = W_{i,j} K_{j} - W_{i,j+1} K_{j+1} 1_{j+1} 1_{j \equiv n} = W_{i,n} K_{n} 1_{j=n}.
\]

\(^3\)This is just for simplicity; it is possible to state a version of Theorem 5.45 asking instead that the product \( K_{t_i} W_{t_i, t_i} \) be well defined.
Note that now only the last column of this matrix has non-zero entries, which accounts for the difference between our result and that of [5]. To take advantage of (5.49) we write

\[ I - K = (I + NW^+) [I - (I + NW^+)^{-1} N(W^- + W^+)K^d(W^-)^{-1} W^-]. \]

Since NW\(^+\) is strictly upper triangular, det(I + NW\(^+\)) = 1, which in particular shows that I + NW\(^+\) is invertible. Thus by the cyclic property of the Fredholm determinant, det(I - K) = det(I - \(\tilde{K}\)) with

\[ \tilde{K} = W^- (I + NW^+)^{-1} N(W^- + W^+)K^d(W^-)^{-1}. \]

Since only the last column of (W\(^-\) + W\(^+\))K\(^d\)(W\(^-\))\(^{-1}\) is non-zero, the same holds for \(\tilde{K}\), and thus det(I - K) = det(I - \(\tilde{K}\))\(_{1\times (N)}\).

Our goal now is to compute \(K_{n,n}\). From (5.49) and Assumption 5.42(ii) we get, for 0 ≤ k ≤ n - i,

\[ [(NW^+)^k N(W^- + W^+)K^d(W^-)^{-1}]_{1\times n} = \sum_{i < \xi_1 < \cdots < \xi_k \leq n} \sum_{j=1}^k (-1)^j \sum_{j=1}^k \sum_{\ell_1 < \xi_1 < \cdots < \xi_k \leq n} N_i W_{i_1, \xi_1} N_{\xi_1} W_{\xi_1, \xi_2} \cdots N_{\xi_k} W_{\xi_k, n} K_{n,n}. \]

while for k > n - i the left-hand side above equals 0 (the case k = 0 is interpreted as N\(_i\)W\(_{i,n}\)K\(_n\)). As in [5] this leads to

\[ \tilde{K}_{i,n} = \sum_{j=1}^k (-1)^j \sum_{j=1}^k \sum_{\ell_1 < \xi_1 < \cdots < \xi_k \leq n} N_i W_{i_1, \xi_1} N_{\xi_1} W_{\xi_1, \xi_2} \cdots N_{\xi_k} W_{\xi_k, n} K_{n,n}. \]

Replacing each N\(_\xi\) by I - N\(_\xi\) except for the first one and simplifying as in [5] leads to

\[ \tilde{K}_{i,n} = \sum_{j=1}^k (-1)^j \sum_{j=1}^k \sum_{\ell_1 < \xi_1 < \cdots < \xi_k \leq n} N_i W_{i_1, \xi_1} N_{\xi_1} W_{\xi_1, \xi_2} \cdots N_{\xi_k} W_{\xi_k, n} K_{n,n}. \]

Setting i = n yields \(\tilde{K}_{n,n} = K_{n} - W_{n,1}N_{1} W_{1,2}N_{2} \cdots W_{n-1,n}N_{n} K_{n}\) and then an application of the cyclic property of the determinant gives the result.

\[ \square \]

5.4. Proof of the TASEP path integral formula. To obtain the path integral version (5.39) of the TASEP formula we use Theorem 5.45. Recall from (4.10) that Q\(^{n-m}\)\(\psi_{n-k}\) = \(\psi_{m-k}\). Then we can write

\[ Q^{n_j - n_i} K_{t_i}^{(n_i)} = \sum_{k=0}^{n_i-1} Q^{n_j - n_i} \psi_k \otimes \Phi_k = \sum_{k=0}^{n_i-1} \psi_k \otimes \Phi_k = K_{t_i}^{(n_i)} + Q^{n_j - n_i} 1_{n_i < n_j}. \]

This means that the extended kernel \(K_t\) has exactly the structure specified in (5.40), taking \(t_i = n_i, K_{t_i} = K_{t_i}^{(n_i)}\), \(W_{t_i,t_i} = Q^{n_j - n_i}\) and \(W_{t_i,t_j} = K_{t_i}^{(n_i)}\). It is not hard to check that Assumptions 1 and 3 of [5, Thm. 3.3] hold in our setting. The semigroup property (Assumption 2(ii)) is trivial in this case, while the right-invertibility condition (Assumption 2(ii))

\[ Q^{n_j - n_i} K_{t_i}^{(n_i)} Q^{n_i - n_i} = K_{t_i}^{(n_i)} \]

for \(n_i \leq n_j\) follows similarly to (5.51). However, Assumption 2(iii) of [5], which translates into \(Q^{n_j - n_i} K_{t_i}^{(n_i)} = K_{t_i}^{(n_i)} Q^{n_j - n_i}\) for \(n_i \leq n_j\), does not hold in our case (in fact, the right hand side does not even make sense as the product is divergent, as can be seen by noting that \(\Phi_k^{(n_i)}(x) = 2x - x_0(n_i)\); alternatively, note that the left hand side depends on the values of \(X_0(n_i+1), \ldots, X_0(n_j)\) but the right hand side does not), which is why we need Theorem 5.45. To use it, we need to check that

\[ Q^{n_j - n_i} K_{t_i}^{(n_j)} Q^{n_j - n_i} = K_{t_i}^{(n_j)} \]

In fact, if \(k \geq 0\) then (5.6a) together with the easy fact that \(h_k^n(\xi, z) = h_k^{n-1}(\xi - 1, z)\) imply that

\[(Q^*)^{n_j - n_i} h_{k + n_j - n_i}^{n_j}(0, z) = h_{k + n_i - n_j}^{n_i}(n_j - n_i, z) = h_k^{n_i}(0, z),\]

so that \((Q^*)^{n_j - n_i} \psi_k = \Phi_k^{(n_i)}\). On the other hand, if \(n_i - n_j \leq k < 0\) then we have

\[(Q^*)^{n_j - n_i} h_{k + n_j - n_i}^{n_j}(0, z) = (Q^*)^k h_{k + n_j - n_i}^{n_j}(k + n_j - n_i, z) = 0\]
thanks to (5.6b) and the fact that $2^x \in \ker(Q^*)^{-1}$, which gives $(Q^*)^{n_k-n_i} \Phi^{n_i}_{k+n_i-n_i} = 0$. Therefore, proceeding as in (5.51), the left hand side of (5.52) equals

$$\sum_{k=0}^{n_i-1} Q^{n_k-n_i}(\Psi^k) \otimes (Q^*)^{n_k-n_i} \Phi^k = \sum_{k=0}^{n_i-1} \Psi^k \otimes (Q^*)^{n_k-n_i} \Phi^k$$

as desired.

6. The KPZ fixed point

In this section we will take the KPZ scaling limit of the TASEP growth process, by using the formula from Theorem 5.33, and will get a complete characterisation of the limiting Markov process, called the KPZ fixed point. We start with introducing the topology and some operators.

6.1. State space and topology. The state space on which we define the KPZ fixed point is the following:

**Definition 6.1** (UC functions). We define UC as the space of upper semicontinuous functions $h: \mathbb{R} \to [-\infty, \infty)$ with $h(x) \leq C(1+|x|)$ for some $C < \infty$.

**Example 6.2.** The UC function $\delta_u(u) = 0$, $\delta_u(x) = -\infty$ for $x \neq u$, is known as a narrow wedge at $u$. These arise naturally as $\delta_0$ is clearly the limit of the TASEP height function $h(x) = -|x|$ under the rescaling $\epsilon^{1/2} h(\epsilon^{-1} x)$.

We will endow this space with the topology of local UC convergence. This is the natural topology for lateral growth, and will allow us to compute the KPZ limit in all cases of interest. In order to define this topology, recall that $h$ is upper semicontinuous (UC) if and only if its hypograph

$$\text{hyp}(h) = \{(x, y) : y \leq h(x)\}$$

is closed in $[-\infty, \infty) \times \mathbb{R}$. Slightly informally, local UC convergence can be defined as follows:

**Definition 6.3** (Local UC convergence). We say that $(h_\epsilon)_\epsilon \subseteq \text{UC converges locally in UC to } h \in \text{UC}$ if there is a $C > 0$ such that $h_\epsilon(x) \leq C(1+|x|)$ for all $\epsilon > 0$ and for every $M \geq 1$ there is a $\delta = \delta(\epsilon, M) > 0$ going to 0 as $\epsilon \to 0$ such that the hypographs $\delta_{h_\epsilon M}$ and $\delta_M$ of $h_\epsilon$ and $h$ restricted to $[-M, M]$ are $\delta$-close in the sense that

$$\bigcup_{(t,x) \in \delta_{h_\epsilon M}} B_{\delta}(\{(t,x)\}) \subseteq \delta_M$$

and

$$\bigcup_{(t,x) \in \delta_M} B_{\delta}(\{(t,x)\}) \subseteq \delta_{h_\epsilon M}.$$}

We will also use an analogous space LC, made of lower semicontinuous functions:

**Definition 6.4** (LC functions and local convergence). We define LC = $\{g : -g \in \text{UC}\}$ and endow this space with the topology of local LC convergence which is defined analogously to local UC convergence, now in terms of epigraphs,

$$\text{epi}(g) = \{(x,y) : y \geq g(x)\}.$$ Explicitly, $(g_\epsilon)_\epsilon \subseteq \text{LC converges locally in LC to } g \in \text{LC}$ if and only if $-g_\epsilon \to -g$ locally in UC.

**Exercise 6.5.** Show that if $h$ is locally Hölder $\beta \in (0,1)$ then convergence in UC or LC implies uniform convergence on compact sets.

**Exercise 6.6.** Show that if $h_0 \in \text{LC}$ then the inviscid solution given by the Hopf-Lax formula

$$h(t,x) = \sup_y \left\{ h_0(y) - t^{-1}(x-y)^2 \right\}$$

is continuous in the UC topology.

---

4Actually the bound $h(x) \leq C(1+|x|)$ which we are imposing here and in [22] on UC functions is not as general as possible, but makes the arguments a bit simpler and it suffices for most cases of interest (see also [22, Foot. 9]).
6.2. Auxiliary operators. In order to state our main result we need to introduce several operators, which will appear in the explicit Fredholm determinant formula for the fixed point. Our basic building block is the following (almost) group of operators:

**Definition 6.7.** For \( x, t \in \mathbb{R}^2 \setminus \{ x < 0, t = 0 \} \) let us define the operator
\[
S_{tx} = \exp \{ x \partial_x^2 + \frac{1}{3} \partial_x^3 \},
\]
which satisfies the identity
\[
S_{sx}S_{ty} = S_{s+t, x+y}
\]
as long as all subscripts avoid the region \( \{ x < 0, t = 0 \} \).

For \( t > 0 \) the operator \( S_{tx} \) acts on nice functions by convolution with the kernel
\[
S_{tx}(z) = \frac{1}{2\pi i} \int_{\gamma} dw e^{\frac{1}{6}w^3 + xw^2 - zw} = t^{-1/3} e^{\frac{2g^3}{3\pi}} \operatorname{Ai}(t^{-1/3}z + t^{-4/3}x^2),
\]
where \( \gamma \) is the positively oriented contour going in straight lines from \( e^{-i\pi/3} \) to \( e^{i\pi/3} \) through 0 and \( \operatorname{Ai} \) is the Airy function
\[
\operatorname{Ai}(z) = \frac{1}{2\pi i} \int_{\gamma} dw e^{\frac{1}{6}w^3 - zw}.
\]
When \( t < 0 \) we have the identity \( S_{tx} = (S_{-tx})^* \), which in particular yields
\[
(S_{tx})^*S_{t-x} = I.
\]

**Exercise 6.12.** Prove that this identity indeed holds.

**Definition 6.13** (Hit operators). For \( g \in \text{LC} \) let us define
\[
S_{epi}^{epi}(g)(v, u) = \mathbb{P}_{B(0)=v} [S_{\tau} S_{t-x} S_{\tau} S_{t-x} = \epsilon_{\tau}, u]|_{\tau < \infty} = \int_0^\infty \mathbb{P}_{B(0)=v} [S_{\tau}, u] \int_0^\infty \mathbb{P}_{B(0)=v} [S_{\tau}, u]
\]
where \( B(x) \) is a Brownian motion with diffusion coefficient 2 and \( \tau \) is the hitting time of the epigraph of the function \( g \).

Note that for \( v \geq g(0) \) we trivially have the identity
\[
S_{epi}^{epi}(g)(v, u) = S_{tx}(v, u).
\]

If \( h \in \text{UC} \), there is a similar operator \( S_{epi}^{epi}(h)(v, u) \), except that now \( \tau \) is the hitting time of the hypograph of \( h \) and \( S_{epi}^{epi}(h)(v, u) = S_{tx}(v, u) \) for \( v \leq h(0) \).

One way to think of \( S_{epi}^{epi}(g)(v, u) \) is as a sort of asymptotic transformed transition ‘probability’ for the Brownian motion \( B \) to go from \( v \) to \( u \) hitting the epigraph of \( g \) (note that \( g \) is not necessarily continuous, so hitting \( g \) is not the same as hitting \( epi(g) \); in particular, \( B(\tau) \geq g(\tau) \) and in general the equality need not hold). To see what we mean, write
\[
S_{epi}^{epi}(g) = \lim_{T \to \infty} S_{epi}^{epi}(g),T S_{t-x} - T \quad \text{with} \quad S_{epi}^{epi}(g),T(v, u) = \mathbb{P}_{B(0)=v} [S_{\tau, T-x}, u]|_{\tau \leq T}]
\]
and note that \( S_{epi}^{epi}(g),T(v, u) \) is nothing but the transition probability for \( B \) to go from \( v \) at time 0 to \( u \) at time \( T \) hitting \( epi(g) \) in \( [0, T] \).

**Definition 6.17** (Brownian scattering operator). For \( g \in \text{LC} \), \( x \in \mathbb{R} \) and \( t > 0 \) we define
\[
K_{epi}^{epi}(g) = I - (S_{tx} - S_{t-x}^{epi}(g^*)) \chi_{g}(x) (S_{t-x} - S_{t-x}^{epi}(g^*)),
\]
where \( g^*(y) = g(x + y) \) and \( g_{\bar{x}}(y) = g(x - y) \).

**Exercise 6.19.** The projection \( \chi_{g}(x) \) can be removed from the formula without changing its meaning.

**Exercise 6.20.** Show that the kernel \( K_{epi}^{epi}(g) \) does not depend on \( x \).

There is another operator which uses \( h \in \text{UC} \), and hits ‘from above’,
\[
K_{t}^{epi}(h) = I - (S_{tx} - S_{t-x}^{epi}(h^*)) \chi_{h}(x) (S_{t-x} - S_{t-x}^{epi}(h^*)�
\]
Exercise 6.22. Show that the following identity holds
\begin{equation}
K_t^{\text{hypo}(\mathfrak{h})} = (\rho K_t^{\text{epi}(\rho \mathfrak{h})} \rho)^*,
\end{equation}
where \(\rho \mathfrak{h}(x) = \mathfrak{h}(-x)\).

As above, \(S_{tx} - \tilde{S}_{tx}^{\text{epi}(g_x)}\) may be thought of as a sort of asymptotic transformed transition probability for a Brownian motion \(B\), started at time 0, not to hit \(\text{epi}(g)\). Therefore \(K_t^{\text{epi}(g)}\) may be thought of as the same sort of asymptotic transformed transition probability for \(B\), in this case hitting \(\text{epi}(g)\), which is built out of the product of left and right ‘no hit’ operators.

6.3. The KPZ fixed point formula. At this stage we are ready to state our main result which we prove in Section 7.

Definition 6.24 (The KPZ fixed point formula). The KPZ fixed point is the Markov process on \(\text{UC}\) with transition probabilities
\begin{equation}
P_{h_0}(h(t,x) \leq g(x), x \in \mathbb{R}) = \det \left( I - K_t^{\text{hypo}(h_0)} K_{\text{ext}}^{\text{hypo}(h_0)} \right)_{L^2(\mathbb{R})},
\end{equation}
where \(h_0 \in \text{UC}\) and \(g \in \text{LC}\). Here \(P_{h_0}\) means the process with initial data \(h_0\).

Remark 6.26. The fact that the Fredholm determinant in the formula is finite is a consequence of the fact that there is a (multiplication) operator \(M\) such that the map \((h_0, g) \mapsto MK_t^{\text{hypo}(h_0)} K_{\text{ext}}^{\text{epi}(g)} M^{-1}\) is continuous from \(\text{UC} \times \text{LC}\) into the trace class (see [18]). We will not get into such issues in these notes.

Exercise 6.27 (Finite dimensional distributions). Let \(h_0 \in \text{UC}\) and \(x_1 < x_2 < \cdots < x_M\). Show that
\begin{equation}
P_{h_0}(h(t,x_1) \leq a_1, \ldots, h(t,x_M) \leq a_M) = \det \left( I - K_t^{\text{hypo}(h_0)} + K_t^{\text{hypo}(h_0)} e(x_1-x_M) \partial_a e(x_2-x_1) \partial_a \cdots e(x_M-x_{M-1}) \partial_a \partial_a \right)_{L^2(\mathbb{R})}.
\end{equation}

Remark 6.29 (Extended kernels). The formula in the exercise can be rewritten as
\begin{equation}
P_{h_0}(h(t,x_1) \leq a_1, \ldots, h(t,x_M) \leq a_M) = \det \left( I - \chi a K_t^{\text{hypo}(h_0)} \chi a \right)_{L^2([x_1,\ldots,x_M] \times \mathbb{R})}.
\end{equation}
where
\begin{equation}
K_t^{\text{hypo}(h_0)}(x_i, \cdots, x_j) = -e^{x_i-x_j} \partial_x^2 \chi a e^{x_j^2} K_t^{\text{hypo}(h_0)} e^{-x_j^2}.
\end{equation}

The kernel in (7.29) is usually referred to as an extended kernel (note that the Fredholm determinant is being computed on the ‘extended \(L^2\) space’ \(L^2([x_1,\ldots,x_M] \times \mathbb{R})\)). The kernel appearing after the second hypo operator in (7.30) is sometimes referred to as a path integral kernel [5], and should be thought of as a discrete, pre-asymptotic version of the epi operators (on a finite interval).

The fact that \(e^{-x^2} K_t^{\text{hypo}(h_0)} e^{x^2}\) makes sense is not entirely obvious, but follows from the fact that \(K_t^{\text{hypo}(h_0)}\) equals
\begin{equation}
(S_t x^+)^* \overline{\rho(g_x)} S_t x^+ + (S_t x^+)^* \overline{\rho(g_x)} S_t x^+ + (S_t x^+)^* \overline{\rho(g_x)} S_t x^+ + (S_t x^+)^* \overline{\rho(g_x)} S_t x^+\,
\end{equation}
together with the group property (6.9) and the definition of the hit operators.

Example 6.33 (Airy processes). For special initial data, at time \(t = 1\) we recover the known Airy1, Airy2 and Airy2\_1 processes:

1. Narrow wedge initial data leads to the Airy2 process [16, 24]:
\[
h(1,x; u) + (x - u)^2 = A_2(x);
\]
2. Flat initial data \(h_0 \equiv 0\) leads to the Airy1 process [7, 28]:
\[
h(1,x; 0) = A_1(x);
\]
(3) **Wedge or half-flat initial data** \( \eta_{\text{h-f}}(x) = -\infty \) for \( x < 0 \) and \( \eta_{\text{h-f}}(x) = 0 \) for \( x \geq 0 \), leads to the **Airy2→1 process** \([8]\):

\[
\eta(1, x; \eta_{\text{h-f}}) + x^2 \mathbb{1}_{x<0} = A_{2\to1}(x).
\]

We leave the derivation of the processes \( A_1 \) and \( A_2 \) as Exercise 6.44. To get the formula in the case 3 we need to show that the finite dimensional distributions match, by computing the kernel on the right hand side of (7.29) with \( \eta^0 \equiv -\infty \) and \( \eta^1(x) \equiv 0 \). It is straightforward to check that \( S^{\text{hyp}}_{\eta^0} \equiv 0 \). On the other hand, an application of the reflection principle based on (6.16) yields that, for \( \nu \equiv 0 \),

\[
S^{\text{hyp}}_{\eta^0}(v, u) = \int_0^\infty P_{\nu}(\tau_0 \in dy)S_{t-y}(0, u) = S_{t_0}(-v, u),
\]

which gives, with \( \rho \) the reflection operator \( f(x) = f(-x) \),

\[
K_t^{\text{hyp}}(\eta^0) = I - (S_{t_0})^*\chi_0 S_{t_0} - \rho S_{t_0} = (S_{t_0})^*(I + \rho)\tilde{\chi}_0 S_{t_0}.
\]

This yields, using (6.31),

\[
K_t^{\text{hyp}}(\eta^0) = \int_{-\infty}^\infty \lambda e^{-2\lambda^3/3 - x^3(\lambda - \lambda)} \text{Ai}(u + \lambda + x^2) e^{2\lambda^3/3 + x^3(\lambda + \lambda)} \text{Ai}(v - \lambda + x^2) dx
\]

which, after a simple conjugation, gives the kernel for the **Airy2→1 process**.

**Exercise 6.37.** Show that a conjugation gives the kernel for the **Airy2→1 process** (see [8]).

**Example 6.38** (The Airy2 process). Given \( x_1, \ldots, x_n \in \mathbb{R} \) and \( a_1 < \cdots < a_n \) in \( \mathbb{R} \), we have

\[
P(\eta_2(x_1) \leq a_1, \ldots, \eta_2(x_n) \leq a_n) = \det(1 - x_a K^{\text{ext}}_{\text{Ai}} x_a)_{L^2([x_1, \ldots, x_n] \times \mathbb{R})}
\]

where the **extended Airy kernel** is defined by

\[
K^{\text{ext}}_{\text{Ai}}(x, u; x', u') = \begin{cases}
\int_0^\infty \lambda e^{-\lambda(x-x')} \text{Ai}(u + \lambda + x^2) e^{\lambda(x-x')} \text{Ai}(v - \lambda + x^2) dx, & \text{if } x \geq x',

\int_0^\infty \lambda e^{-\lambda(x-x')} \text{Ai}(u + \lambda + x^2) e^{\lambda(x-x')} \text{Ai}(v - \lambda + x^2) dx, & \text{if } x < x'.
\end{cases}
\]

**Example 6.41** (The Airy1 process). For \( x_1 \) and \( a_1 \) as in the previous example, we have the identity

\[
P(\eta_1(x_1) \leq a_1, \ldots, \eta_1(x_n) \leq a_n) = \det(1 - x_a K^{\text{ext}}_{\text{Ai}} x_a)_{L^2([x_1, \ldots, x_n] \times \mathbb{R})}
\]

with the kernel

\[
K^{\text{ext}}_1(x, u; x', u') = -\frac{1}{\sqrt{4\pi(x' - x)}} \exp\left(-\frac{(u' - u)^2}{4(x' - x)}\right) 1_{x' > x}
\]

\[
+ \text{Ai}(u + u' + (x' - x)^2) \exp\left((x' - x)(u + u') + \frac{3}{2}(x' - x)^2\right).
\]

**Exercise 6.44.** Obtain the kernels for the **Airy2** and **Airy1** processes from the formula (6.25).

**6.4. Symmetries and invariance.** The KPZ fixed point inherits several nice properties as a scaling limit of TASEP. We will write \( \eta(t, x; \eta_0) \) for the KPZ fixed point \( \eta(t, x) \) started at \( \eta_0 \).

**Proposition 6.45** (Symmetries of \( \eta \)). The KPZ fixed point \( \eta \) has the following properties:

(i) **(1:2:3 scaling invariance)** \( \alpha \eta(\alpha^{-3}t, \alpha^{-2}x; \alpha \eta_0(\alpha^{-2}x)) \overset{\text{dist}}{=} \eta(t, x; \eta_0) \), \( \alpha > 0 \);

(ii) **(Skew time reversal)** \( \mathbb{P}(\eta(\tau, \eta_0) \leq -f(x)) = \mathbb{P}(\eta(\tau, x) \leq -f(x)) \), \( f, g \in \mathbb{C} \);

(iii) **(Shift invariance)** \( \eta(t, x + u; \eta_0(x + u)) \overset{\text{dist}}{=} \eta(t, x; \eta_0) \);

(iv) **(Reflection invariance)** \( \eta(t, -x; \eta_0(-x)) \overset{\text{dist}}{=} \eta(t, x; \eta_0) \);

(v) **(Affine invariance)** \( \eta(t, x; f(x) + a + ct) \overset{\text{dist}}{=} \eta(t, x; f(x + \frac{1}{2}ct)) + a + cx + \frac{1}{4}c^2 t \).
(vi) (Preservation of max) \( h(t, x; f_1 \lor f_2) = h(t, x; f_1) \lor h(t, x; f_2). \)

**Exercise 6.46.** Prove property (i) from the fixed point formula. Prove that properties (ii), (iii),(iv) hold for TASEP, and therefore for the limiting fixed point.

Properties (v) and (vi) require coupling and we provide their proves in Section 6.7.

6.5. **Markov property.** The sets \( A_\emptyset = \{ h \in UC : h(x) \leq g(x), x \in \mathbb{R} \} \) with \( g \in LC \) form a generating family for the Borel sets \( \mathcal{B}(UC) \). Hence from (6.25) we can define the fixed point transition probabilities \( p_{h_0}(t, A_\emptyset) \), for which we have:

**Lemma 6.47.** For fixed \( h_0 \in UC \) and \( t > 0 \), the measure \( p_{h_0}(t, \cdot) \) is a probability measure on \( UC \).

*Sketch of the proof.* It is clear from the construction that \( \mathbb{P}_{h_0}(h(t, x_i) \leq a_i, i = 1, \ldots, n) \) is non-decreasing in each \( a_i \) and is in \( [0,1] \). We need to show then that this quantity goes to 1 as all \( a_i \)'s go to infinity, and to 0 if any \( a_i \) goes to \( -\infty \). The first one is standard, and relies on the inequality \( |\det(I - K)| - 1 \leq \|K\|_1 e^{\|K\|_1 + 1} \) (with \( \| \cdot \|_1 \) denoting trace norm). The second limit is in general very hard to show for a formula given in terms of a Fredholm determinant, but it turns out to be rather easy in our case, because the multipoint probability is trivially bounded by \( \mathbb{P}_{h_0}(h(t, x_i) \leq a_i) \), for any \( i \). By the skew time reversal symmetry this becomes the probability that the Airy\(_2\) process minus a parabola is bounded everywhere by \( -h_0 + a_i \), which clearly goes to 0 as \( a_i \) goes to \( -\infty \). \( \square \)

**Theorem 6.48.** The KPZ fixed point \( (h(t, \cdot))_{t \geq 0} \) is a (Feller) Markov process taking values in \( UC \).

The proof is based on the fact that \( h(t, x) \) is the limit of \( h^\epsilon(t, x) \), which is Markovian. To derive from this the Markov property of the limit requires some compactness, which in our case is provided by Theorem 6.51 below.

6.6. **Regularity and local Brownian behavior.** Up to this point we only know that the fixed point is in \( UC \), but by the smoothing mechanism inherent to models in the KPZ class one should expect \( h(t, \cdot) \) to at least be continuous for each fixed \( t > 0 \). The next result shows that for every \( M > 0 \), \( h(t, \cdot)|_{[-M,M]} \) is Hölder-\( \beta \) for any \( \beta < 1/2 \) with probability 1.

**Definition 6.49 (Local Hölder spaces).** Let us define the space

\[
\mathcal{C} = \{ h: \mathbb{R} \to [-\infty,\infty) \text{ continuous with } h(x) \leq C(1 + |x|) \text{ for some } C < \infty \}.
\]

For \( M > 0 \) we define the local Hölder norm

\[
\|h\|_{C^\beta([-M,M])} = \sup_{x_1 \neq x_2 \in [-M,M]} \frac{|h(x_2) - h(x_1)|}{|x_2 - x_1|^{\beta}}
\]

and the local Hölder spaces

\[
\mathcal{C}^\beta = \bigcap_{M \in \mathbb{N}} \{ h \in \mathcal{C} : \|h\|_{C^\beta([-M,M])} < \infty \}.
\]

The topology on \( UC \), when restricted to \( \mathcal{C} \), is the topology of uniform convergence on compact sets. \( UC \) is a Polish space and the spaces \( \mathcal{C}^\beta \) are compact in \( UC \).

Then we can get spatial regularity of the KPZ fixed point.

**Theorem 6.51 (Space regularity).** Fix \( t > 0 \), \( h_0 \in UC \) and initial data \( h(t, x; \epsilon) \) for the TASEP height function such that \( h(t, x; \epsilon) \to h_0 \) locally in \( UC \) as \( \epsilon \to 0 \). Then for each \( \beta \in (0, 1/2) \) and \( M > 0 \) we have

\[
\lim_{\mathcal{A} \to \infty} \limsup_{\epsilon \to 0} \mathbb{P}(\|h(t, x; \epsilon)\|_{C^\beta([-M,M])} \geq \mathcal{A}) = \lim_{\mathcal{A} \to \infty} \mathbb{P}(\|h\|_{C^\beta([-M,M])} \geq \mathcal{A}) = 0.
\]

The proof proceeds through an application of the Kolmogorov continuity theorem, which reduces regularity to two-point functions, and depends heavily on the representation (7.30) for the two-point function in terms of path integral kernels. We prefer to skip the details.
Remark 6.53. Since the theorem shows that this regularity holds uniformly (in \( \varepsilon > 0 \)) for the approximating \( h^\varepsilon(t, \cdot) \)'s, we get the compactness needed for the proof of the Markov property.

**Theorem 6.54 (Local Brownian behavior).** For any initial condition \( h_0 \in UC \) the KPZ fixed point \( h \) is locally Brownian in space in the sense that for each \( y \in \mathbb{R} \), the finite dimensional distributions of

\[
\begin{equation}
\begin{aligned}
\mathbb{P}^y \left( h(t, \varepsilon x) \leq u + \sqrt{c} a_1, \ldots, h(t, \varepsilon x_n) \leq u + \sqrt{c} a_n \mid h(t, 0) = u \right) = \mathbb{E} \left( \mathbf{1}_{B(x_i) \leq a_i, i=1, \ldots, n} \phi_{x,a}(u, B(x_n)) \right),
\end{aligned}
\end{equation}
\]

for some explicit function \( \phi_{x,a}(u, b) \). The Brownian motion appears from the product of heat kernels in (7.30), while \( \phi_{x,a}(u, b) \) contains the dependence on everything else in the formula (the Fredholm determinant structure and \( h_0 \) through the hypo operator \( K_{0}^{\text{hypo}(h_0)} \)). Then one shows that \( \phi_{x,a}(u, b) \) goes to 1 in a suitable sense as \( \varepsilon \to 0 \).

\[ \square \]

Proposition 6.55 (Time regularity). Fix \( x_0 \in \mathbb{R} \) and initial data \( h_0 \in UC \). For \( t > 0 \), \( h(t, x_0) \) is locally Hölder \( \alpha \) in \( t \) for any \( \alpha < 1/3 \).

The proof uses the variational formula for the fixed point, we sketch it in the next section.

6.7. Variational formulas and the Airy sheet

**Definition 6.56 (Airy sheet).** The two parameter process

\[
\mathcal{A}(x, y) = h(1, y; \delta x) + (x - y)^2
\]

is called the Airy sheet [12]. Fixing either one of the variables, it is an Airy\(_2\) process in the other. We also write

\[
\hat{\mathcal{A}}(x, y) = \mathcal{A}(x, y) - (x - y)^2.
\]

Remark 6.57. The KPZ fixed point inherits from TASEP a canonical coupling between the processes started with different initial data (using the same ‘noise’). It is this the property that allows us to define the two-parameter Airy sheet. An annoying difficulty is that we cannot prove that this process is unique. More precisely, the construction of the Airy sheet in [22] goes through using tightness of the coupled processes at the TASEP level and taking subsequential limits, and at the present time there seems to be no way to assure that the limit points are unique. This means that we have actually constructed ‘an’ Airy sheet, and the statements below should really be interpreted as about any such limit.

It is natural to wonder whether the fixed point formulas at our disposal determine the joint probabilities \( \mathbb{P}(\mathcal{A}(x_i, y_i) \leq a_i, i = 1, \ldots, M) \) for the Airy sheet. Unfortunately, this is not the case. In fact, the most we can compute using our formulas is

\[
\mathbb{P}(\hat{\mathcal{A}}(x, y) \leq f(x) + g(y), x, y \in \mathbb{R}) = \det \left( I - K_{0}^{\text{hypo}(g)} K_{-1}^{\text{epi}(f)} \right).
\]

Suppose we want to compute the two-point distribution for the Airy sheet \( \mathbb{P}(\hat{\mathcal{A}}(x_i, y_i) \leq a_i, i = 1, 2) \). From this we would need to choose \( f \) and \( g \) taking two non-infinite values, which yields a formula for \( \mathbb{P}(\hat{\mathcal{A}}(x_i, y_j) \leq f(x_1) + g(y_1), i, j = 1, 2) \), and thus we need to take \( f(x_1) + g(y_1) = a_1 \), \( f(x_2) + g(y_2) = a_2 \) and \( f(x_1) + g(y_2) = f(x_2) + g(y_1) \) = \( L \) with \( L \to \infty \). But \( \{f(x_1) + g(y_j), i, j = 1, 2\} \) only spans a 3-dimensional linear subspace of \( \mathbb{R}^4 \), so this is not possible.

The preservation of max property allows us to write a variational formula for the KPZ fixed point in terms of the Airy sheet.
Theorem 6.58 (Airy sheet variational formula). One has the identities
\[(6.59) \quad h(t, x; h_0) = \sup_y \left\{ h(t, x; \delta_y) + h_0(y) \right\} \overset{\text{dist}}{=} \sup_y \left\{ t^{1/3} \hat{A}(t^{-2/3} x, t^{-2/3} y) + h_0(y) \right\}.
\]
In particular, the Airy sheet satisfies the semi-group property: If \( \hat{A}^1 \) and \( \hat{A}^2 \) are independent copies and \( t_1 + t_2 = t \) are all positive, then
\[
\sup_z \left\{ t_1^{1/3} \hat{A}^1(t_1^{2/3} x, t_1^{-2/3} z) + t_2^{1/3} \hat{A}^2(t_2^{2/3} z, t_2^{-2/3} y) \right\} \overset{\text{dist}}{=} t^{1/3} \hat{A}^1(t^{-2/3} x, t^{-2/3} y).
\]

Proof. Let \( h^n_0 \) be a sequence of initial conditions taking finite values \( h^n_0(y^n_i) \) at \( y^n_i, i = 1, \ldots, k_n \), and \(-\infty\) everywhere else, which converges to \( h_0 \) in UC as \( n \to \infty \). By repeated application of Proposition 6.45(v) (and the easy fact that \( h(t, x; h_0 + a) = h(t, x; h_0) + a \) for \( a \in \mathbb{R} \)) we get
\[
h(t, x; h^n_0) = \sup_{i=1, \ldots, k_n} \left\{ h(t, x; \delta_{y^n_i}) + h^n_0(y^n_i) \right\},
\]
and taking \( n \to \infty \) yields the result (the second equality in (6.59) follows from scaling invariance, Proposition 6.45). \( \square \)

One of the interests in this variational formula is that it leads to proofs of properties of the fixed point, as we already mentioned in earlier sections.

Proof of Proposition 6.45(v). The fact that the fixed point is invariant under translations of the initial data is straightforward, so we may assume \( a = 0 \). By Theorem 6.58 we have
\[
h(t, x; h_0 + cx) \overset{\text{dist}}{=} \sup_y \left\{ t^{1/3} \hat{A}(t^{-2/3} x, t^{-2/3} y) - t^{-1}(x - y)^2 + h_0(y) + cy \right\}
\]
\[
= \sup_y \left\{ t^{1/3} \hat{A}(t^{-2/3} x, t^{-2/3} (y + ct/2)) - t^{-1}(x - y)^2 + h_0(y + ct/2) + cx + c^2 t/4 \right\}
\]
\[
\overset{\text{dist}}{=} \sup_y \left\{ t^{1/3} \hat{A}(t^{-2/3} x, t^{-2/3} y) + h_0(y + ct/2) + cx + c^2 t/4 \right\}
\]
\[
= h(t, x; h_0(x + ct/2)) + cx + c^2 t/4.
\] \( \square \)

Sketch of the proof of Theorem 6.55. Fix \( \alpha < 1/3 \) and choose \( \beta < 1/2 \) so that \( \beta/(2 - \beta) = \alpha \). By the Markov property it is enough to assume that \( h_0 \in C^\beta \) and check the Hölder-\( \alpha \) regularity at time 0. By space regularity of the Airy\( _2 \) process (proved in [26], but which also follows from Theorem 6.51) there is an \( R < \infty \) a.s. such that \( |A_2(x)| \leq R(1 + |x|^{\beta}) \), and making \( R \) larger if necessary we may also assume \( |h_0(x) - h_0(x_0)| \leq R(|x - x_0|^{\beta} + |x - x_0|) \). From the variational formula (6.59), \( |h(t, x_0) - h(0, x_0)| \) is then bounded by
\[
\sup_{x \in \mathbb{R}} \left( R|x - x_0|^{\beta} + |x - x_0| + t^{1/3} + t^{(1 - 2\beta)/3}|x|^{\beta} - \frac{1}{t}(x_0 - x)^2 \right).
\]
The supremum is attained roughly at \( x = x_0 = t^{-\eta} \) with \( \eta \) such that \( |x - x_0|^{\beta} \sim \frac{1}{t}(x_0 - x)^2 \). Then \( \eta = 1/(2 - \beta) \) and the supremum is bounded by a constant multiple of \( t^{\beta/(2 - \beta)} = t^{\alpha} \), as desired. \( \square \)

7. The 1:2:3 scaling limit of TASEP

In this section we will prove that for a large class of initial data the growth process of TASEP converges to the KPZ fixed point defined in Section 6.3. To this end we consider the TASEP particles to be distributed with a density close to \( \frac{1}{2} \), and take the following scaling of the height function \( h \) from Section 1.1:
\[(7.1) \quad h^\varepsilon(t, x) = \varepsilon^{1/2} \left[ h_{2\varepsilon^{-3/2}}(2\varepsilon^{-1} x) + \varepsilon^{-3/2} t \right].\]
We will always consider the linear interpolation of $h^\varepsilon$ to make it a continuous function of $x \in \mathbb{R}$. Suppose that we have initial data $X_0^\varepsilon$ chosen to depend on $\varepsilon$ in such a way that
\begin{equation}
 h_0 = \lim_{\varepsilon \to 0} h^\varepsilon (0, \cdot)
\end{equation}

in the UC topology. For fixed $t > 0$, we will prove that the limit
\begin{equation}
 h(t, x; h_0) = \lim_{\varepsilon \to 0} h^\varepsilon (t, x)
\end{equation}
exists, and take it as our definition of the KPZ fixed point $h(t, x; h_0)$. We will often omit $h_0$ from the notation when it is clear from the context.

**Exercise 7.4.** For any $h_0 \in \text{UC}$, we can find initial data $X_0^\varepsilon$ so that (7.2) holds.

We have the following convergence result for TASEP:

**Theorem 7.5.** For $h_0 \in \text{UC}$, let $X_0^\varepsilon$ be initial data for TASEP such that the corresponding rescaled height functions $h_0^\varepsilon$ converge to $h_0$ in the UC topology as $\varepsilon \to 0$. Then the limit (7.3) exists (in distribution) locally in UC and is the KPZ fixed point with initial value $h_0$.

In other words, under the 1:2:3 scaling, as long as the initial data for TASEP converges in UC, the evolving TASEP height function converges to the KPZ fixed point.

We now sketch the proof. Our goal is to compute $\mathbb{P}_{h_0} (h(t, x_i) \leq a_i, i = 1, \ldots, M)$. We chose for simplicity the frame of reference
\begin{equation}
 X_0^{-1}(-1) = 1,
\end{equation}
i.e. the particle labeled 1 is initially the rightmost in $\mathbb{Z}_{<0}$. Then it follows from (1.2), (7.1) and (7.3) that the required probability should coincide with the limit as $\varepsilon \to 0$ of
\begin{equation}
 \mathbb{P}_{X_0} \left( X_2 \varepsilon^{-3/2} t - \varepsilon^{-1} x_i - \frac{1}{2} \varepsilon^{-1/2} a_i + 1 > 2 \varepsilon^{-1} x_i - 2, i = 1, \ldots, M \right).
\end{equation}

We therefore want to consider Theorem 5.33 with
\begin{equation}
 t = 2 \varepsilon^{-3/2} t, \quad n_i = \frac{1}{2} \varepsilon^{-3/2} t - \varepsilon^{-1} x_i - \frac{1}{2} \varepsilon^{-1/2} a_i + 1, \quad a_i = 2 \varepsilon^{-1} x_i - 2.
\end{equation}

**Remark 7.9.** One might worry that the initial data (5.35) is assumed to be right finite. In fact, one can obtain a formula without this condition, but it is awkward. On the other hand, one could always cut off the TASEP data far to the right, take the limit, and then remove the cutoff. If we call the macroscopic position of the cutoff $L$, this means the cutoff data is $X_0^{\varepsilon,L}(n) = X_0^\varepsilon(n)$ if $n > -\lceil \varepsilon^{-1} L \rceil$ and $X_0^{\varepsilon,L}(n) = \infty$ if $n \leq -\lceil \varepsilon^{-1} L \rceil$. This corresponds to replacing $h_0^\varepsilon(x)$ by $h_0^\varepsilon,L(x)$ with a straight line with slope $-2 \varepsilon^{-1/2}$ to the right of $\varepsilon X_0^\varepsilon(\lceil \varepsilon^{-1} L \rceil) - 2L$. The question is whether one can justify the exchange of limits $L \to \infty$ and $\varepsilon \to 0$. It turns out not to be a problem because one can use the exact formula to get uniform bound (in $\varepsilon$, and over initial data in UC with bound $C(1 + |x|)$) that the difference of (7.7) computed with initial data $X_0^\varepsilon$ and with initial data $X_0^{\varepsilon,L}$ is bounded by $Ce^{-\varepsilon L^3}$.

**Lemma 7.10.** Under the scaling (7.8) (dropping the $i$ subscripts) and assuming that (7.2) holds, if we set $z = 2 \varepsilon^{-1} x + \varepsilon^{-1/2} (u + a) - 2$ and $y' = \varepsilon^{-1/2} v$, then we have for $t > 0$, as $\varepsilon \to 0$,
\begin{align}
 S_{t-x}^\varepsilon(v, u) := & \varepsilon^{-1/2} S_{t-n}(-y', z) \to S_{-t-x}(v, u), \\
 \tilde{S}_{t-x}^\varepsilon(v, u) := & \varepsilon^{-1/2} \tilde{S}_{t-n}(-y', z) \to \tilde{S}_{-t-x}(v, u), \\
 \tilde{S}_{t-x}^{\varepsilon, \text{epi}(-h_0)}(v, u) := & \varepsilon^{-1/2} \tilde{S}_{t-n}^{\varepsilon, \text{epi}(-h_0)}(y', z) \to \tilde{S}_{-t-x}^{\varepsilon, \text{epi}(-h_0)}(v, u)
\end{align}

pointwise, where $h_0^\varepsilon(x) = h_0(0-x)$ for $x \geq 0$. Here $\tilde{S}_{t-n}$ and $\tilde{S}_{-t-x}$ are defined in (5.29) and (5.30).
Proof. Note that from (5.29), (5.30), \( \tilde{S}_{-t_n}(z_1, z_2) = \tilde{S}_{-t, -n+1-z_1+z_2}(z_2, z_1) \), so (7.11) follows from (7.12). By changing variables \( w \mapsto \frac{1}{2}(1 - \varepsilon^{1/2} \tilde{w}) \) in (5.29), and using the scaling (7.8), we have

\[
S^{\ell \rightarrow \infty}(u) = \frac{1}{2\pi i} \int_{C_\varepsilon} \mathrm{d} \tilde{w} e^{-\varepsilon^{1/2} t \tilde{F}(\varepsilon^{1/2} \tilde{w}, \varepsilon^{1/2} \tilde{x}/t, \varepsilon \frac{1}{t} u)/t},
\]

(7.15)

\[
F(w, x, u) = (\arctanh w - w) - x \log(1 - w^2) - u \arctanh w
\]

where \( x_\varepsilon = x + \varepsilon^{1/2}(a - u)/2 + \varepsilon/2 \) and \( u_\varepsilon = u + \varepsilon^{1/2} \) and \( C_\varepsilon \) is a circle of radius \( \varepsilon^{-1/2} \) centred at \( \varepsilon^{-1/2} \) and arctanh \( w = \frac{1}{2} \log(1 + w) - \log(1 - w) \). Note that

\[
\partial_w F(w, x, u) = (w - w_+)(w - w_-)(1 - w^2)^{-1}, \quad w_{\pm} = x \pm \sqrt{x^2 + u},
\]

From (7.16) it is easy to see that as \( \varepsilon \searrow 0 \), \( e^{-\varepsilon^{3/2} t \tilde{F}(\varepsilon^{1/2} \tilde{w}, \varepsilon^{1/2} \tilde{x}/t, \varepsilon u)/t} \) converges to the corresponding exponent in (6.10) (keeping in mind that \( S_{-t \times} = (S_{t \times})^* \)). Alternatively, one can just use (7.15) and that for small \( w \), arctanh \( w - w \sim w^3/3 \), \( -\log(1 - w^2) \sim w^2 \) and arctanh \( w \sim w \). Deform \( C_\varepsilon \) to the contour \( \langle i \rangle \cup C_{\varepsilon}^{\pi/3} \) where \( \langle i \rangle \) is the part of the Airy contour \( \langle \rangle \) within the ball of radius \( \varepsilon^{-1/2} \) centred at \( \varepsilon^{-1/2} \), and \( C_{\varepsilon}^{\pi/3} \) is the part of \( C_\varepsilon \) to the right of \( \langle \rangle \). As \( \varepsilon \searrow 0 \), \( \langle i \rangle \rightarrow \langle \rangle \), so it only remains to show that the integral over \( C_\varepsilon^{\pi/3} \) converges to 0. To see this note that the real part of the exponent of the integral over \( \tilde{z}_0 \) in (5.29) is given by \( -\varepsilon^{3/2} t \rho(\cos \Theta - 1 + (1 - \varepsilon^{1/2}) \log(1 - 4 \cos \Theta - 1)) \) where \( \tilde{w} = \frac{1}{2} e^{i0} \) and \( \cos \Theta = x/t + a/2 e^{i1/2} + \varepsilon \). Using \( \log(1 + x) \leq x \) for \( x \geq 0 \), this is less than or equal to \( -\varepsilon^{3/2} t \frac{\rho}{2} \log(\cos \Theta - 1) \) for sufficiently small \( \varepsilon \). The \( \tilde{w} \in C_\varepsilon^{\pi/3} \) corresponds to \( \Theta \geq \pi/3 \), so the exponent there is less than \( -\varepsilon^{3/2} t \rho \) for some \( k > 0 \). Hence this part of the integral vanishes.

Now define the scaled walk \( B^\varepsilon(x) = \varepsilon^{1/2}(B_{\varepsilon^{-1}x} + 2\varepsilon^{-1}x - 1) \) for \( x \in \varepsilon Z_{\geq 0} \), interpolated linearly in between, and let \( \tau^\varepsilon \) be the hitting time by \( B^\varepsilon \) of \( \text{epi}(-h^\varepsilon(0, \cdot)^+) \). By Donsker’s invariance principle [3], \( B^\varepsilon \) converges locally uniformly in distribution to a Brownian motion \( B(x) \) with diffusion coefficient 2, and therefore (using convergence of the initial values of TASEP) the hitting time \( \tau^\varepsilon \) converges to \( \tau \) as well.

We will compute next the limit of (7.7) using (5.34) under the scaling (7.8). To this end we change variables in the kernel as in Lemma 7.10, so that for \( z_i = 2\varepsilon^{-1}x_i + \varepsilon^{-1/2}(u_i + a_i) - 2 \) we need to compute the limit of \( e^{-\varepsilon^{1/2} \tilde{z}_i(2\varepsilon^{-1}x_i - 2-K_\varepsilon \tilde{z}_i(2\varepsilon^{-1}x_i - 2))(z_i, z_j)} \). Note that the change of variables turns \( \tilde{z}_i(2\varepsilon^{-1}x_i - 2) \) into \( \tilde{x}_i-a(u) \). We have \( n_i < n_j \) for small \( \varepsilon \) if and only if \( x_j < x_i \) and in this case we have, under our scaling,

\[
e^{-\varepsilon^{-1/2} Q n_i - n_j(z_i, z_j)} \rightarrow e^{(x_i-x_j)\bar{\Delta}^2(u_i, u_j)},
\]

as \( \varepsilon \rightarrow 0 \). For the second term in (5.35) we have

\[
e^{-\varepsilon^{1/2} (S_{t \times})^* S_{t \times}(x_j, z_j)} = \varepsilon^{-1} \int_{-\infty}^{\infty} \mathrm{d}v (S^{\ell \rightarrow \infty}(u_i, \varepsilon^{-1/2}v) S^{\varepsilon \text{epi}(-h^\varepsilon)}(\varepsilon^{-1/2}v, u_j) \rightarrow_{\varepsilon \rightarrow 0} (S_{-t \times})^* S_{-t \times}(u_i, u_j)
\]

(modulo suitable decay of the integrand). Thus we obtain a limiting kernel

\[
K_{\lim}(x_i, u_i; x_j, u_j) = -e^{(x_i-x_j)\bar{\Delta}^2(u_i, u_j)}1_{\{x_j>x_i\}} + (S_{-t \times})^* S^{\text{epi}(-h^\varepsilon)}(u_i, u_j),
\]

surrounded by projections \( \tilde{\chi}_- \). Our computations here only give pointwise convergence of the kernels, but they can be upgraded to trace class convergence (see [18]), which thus yields convergence of the Fredholm determinants.

We prefer the projections \( \tilde{\chi}_- \) which surround (7.18) to read \( \chi_\varepsilon \), so we change variables \( u_i \rightarrow -u_i \) and replace the Fredholm determinant of the kernel by that of its adjoint to get

\[
det \left(I - \chi_\varepsilon K^{\text{epi}(-h^\varepsilon)}_{\text{adj}} \right) \rightarrow \det \left(I - \chi_\varepsilon K_{\text{ext}}^{\text{epi}(-h^\varepsilon)} \right)
\]

with \( K_{\text{ext}}^{\text{epi}(-h^\varepsilon)}(u_i, u_j) = K_{\lim}(x_i, -u_j; x_i, -u_i) \).

The choice of superscript \( \text{epi}(-h^\varepsilon) \) in the resulting kernel comes from the fact

\[
S^{\varepsilon \text{epi}(-h^\varepsilon)}_{-t \times}(v-u) = (S^{\text{epi}(-h^\varepsilon)}_{t \times}(u-v),
\]
which together with \( S_{-L}(-u, v) = (S_{t,x})^*(v, u) \) yield
\[
K_{\text{t,ext}}^{\text{hypo}(h_0)} = -e(x_j-x_i) \delta^2 I_{(x_i < x_j)} + (\hat{S}_{t,x}^{\text{hypo}(h_0)})^* S_{t,x_j}.
\] (7.19)

This gives the following one-sided fixed point formula for the limit \( h \):

**Theorem 7.20 (One-sided fixed point formula).** Let \( h_0 \in UC \) with \( h_0(x) = -\infty \) for \( x > 0 \). Then given \( x_1 < x_2 < \cdots < x_M \) and \( a_1, \ldots, a_M \in \mathbb{R} \), we have
\[
P_{h_0}(h(t,x_1) \leq a_1, \ldots, h(t,x_M) \leq a_M) = \det \left( I - \chi_a K_{\text{t,ext}}^{\text{hypo}(h_0)} \right)_{L^2((x_1, \ldots, x_M) \times \mathbb{R})} \] (7.21)
\[
= \det \left( I - K_{t,M}^{\text{hypo}(h_0)} + K_{t,M}^{\text{hypo}(h_0)} e(x_1-x_M) \delta^2 \tilde{\chi}_{a_1} e(x_1-x_2) \delta^2 \tilde{\chi}_{a_2} \cdots e(x_M-x_{M-1}) \delta^2 \tilde{\chi}_{a_M} \right)_{L^2(\mathbb{R})},
\] (7.22)
with the kernel
\[
K_{t,x}^{\text{hypo}(h_0)}(\cdot, \cdot) = K_{t,x}^{\text{hypo}(h_0)}(x, x_j),
\] (7.23)
where the latter is defined in (7.19).

The second identity in (7.22) can be obtained similarly to (5.39) for the discrete kernels.

Our next goal is to take a continuum limit in the \( a_i \)'s of the path-integral formula (7.22) on an interval \([-L, L]\) and then take \( L \to \infty \). For this we take \( x_1, \ldots, x_M \) to be a partition of \([-L, L]\) and take \( a_i = g(x_i) \). Then taking the limit \( M \to \infty \) we get as in [27] (and actually dating back to [11])
\[
S_{t,2,-L} \tilde{x}_0(x_1) e(x_1-x_2) \delta^2 \tilde{\chi}_{a_1} \cdots e(x_M-x_{M-1}) \delta^2 \tilde{\chi}_{a_M} (S_{t,2,-L})^* \to S_{t,2,-L} \tilde{\Theta}_{L,L}^{\text{epi}(g)} S_{t,2,-L}^*,
\] (7.24)
where
\[
\tilde{\Theta}_{L,L}^{\text{epi}(g)}(u_1, u_2) = P_{B(t_1)}(u_1) = \delta(s) \delta(s) \forall s \in [t_1, t_2], B(t_2) \in du_2 / du_2.
\]
When we pass now to the limit \( L \to \infty \), one can see (at least roughly) that we obtain
\[
S_{t,2,-L} \tilde{\Theta}_{L,L}^{\text{epi}(g)} S_{t,2,-L}^* \to I - K_{t,2}^{\text{epi}(g)}.
\]
One can find a rigorous proof of these results in [18]. After taking these limits, the Fredholm determinant from (7.22) thus converges to
\[
\det \left( I - K_{t,2}^{\text{hypo}(h_0)} + K_{t,2}^{\text{hypo}(h_0)} (I - K_{t,2}^{\text{epi}(g)}) \right) = \det \left( I - K_{t,2}^{\text{hypo}(h_0)} K_{t,2}^{\text{epi}(g)} \right),
\] (7.25)
which is exactly the content of Theorem 7.5.

As in the TASEP case, the kernel in (7.19) can be rewritten (thanks to the analog of (6.15)) as
\[
K_{t,x}^{\text{hypo}(h_0)}(x_i, x_j) = -e(x_j-x_i) \delta^2 I_{(x_i < x_j)} + (S_{t,2,-L})^* \tilde{\chi}_{h_0(0)} S_{t,x_1} + (S_{t,2,-L})^* \tilde{\chi}_{h_0(0)} S_{t,x_j}.
\] (7.26)

### 7.1. From one-sided to two-sided formulas.

Now we derive the formula for the KPZ fixed point with general initial data \( h_0 \) as the \( L \to \infty \) limit of the formula with initial data \( h_0 \)
\[
h_0^1(x) = h_0(x) 1_{(x \leq L)} - \infty \cdot 1_{(x > L)}
\]
which can be obtained from the previous theorem by translation invariance. We then take, in the next subsection, a continuum limit of the operator \( e(x_1-x_M) \delta^2 \tilde{\chi}_{a_1} e(x_1-x_2) \delta^2 \tilde{\chi}_{a_2} \cdots e(x_M-x_{M-1}) \delta^2 \tilde{\chi}_{a_M} \) on the right side of (7.22) to obtain a “hit” operator for the final data as well. The result of all this is the same as if we started with two-sided data for TASEP.

The shift invariance of TASEP, tells us that \( h(t,x; h_0^1) \overset{\text{dist}}{=} h(t,x-L; \theta_L h_0^1) \), where \( \theta_L \) is the shift operator. Our goal then is to take \( L \to \infty \) in the formula given in Theorem 7.20 for \( h(t,x-L; \theta_L h_0^1) \). We get
\[
P_{\theta_L h_0^1}(h(t,x_1-L) \leq a_1, \ldots, h(t,x_M-L) \leq a_M) = \det \left( I - \chi_a K_{L}^{\theta_L h_0^1} \right)_{L^2((x_1, \ldots, x_M) \times \mathbb{R})}
\]
with
\[
K_{L}^{\theta_L h_0^1}(x_i, x_j, \cdot) = e(x_j-x_i) \delta^2 I_{(x_i < x_j)} + e(x_j-x_i) \delta^2 (S_{L-x_i+L}^{\text{hypo}(\theta_L h_0^1)})^* S_{t,x_j-L}.
\] (7.27)
Since \( \theta_1 h L \big|_{l_0}^{l_1} = -\infty \), we may rewrite
\[
I - S_{l_1, \ldots, l_1}^{\text{hypo}}(\theta_1 h L) S_{l_1, \ldots, l_1} - \mathcal{S}_{l_1, \ldots, l_1}^{\text{hypo}}(\theta_1 h L) \big|_{l_1}^{l_1} S_{l_1, \ldots, l_1} - \mathcal{S}_{l_1, \ldots, l_1}^{\text{hypo}}(\theta_1 h L) \big|_{l_1}^{l_1} S_{l_1, \ldots, l_1} = e^{-x_j \partial^2} K_t^\text{hypo} h^2 e^{-x_j \partial^2},
\]
where \( K_t^\text{hypo} h^2 \) is the kernel defined in (6.21). Note the crucial fact that the right hand side depends on \( L \) only through \( h^2 (L) \) (the various shifts by \( L \) on the left hand side of (7.1) play no role). It was shown in [27] that \( K_t^{\text{hypo} h^2} \to K_t^{\text{hypo} h^2} \) as \( L \to \infty \). This tells us that the second term on the right hand side of (7.27) equals \( e^{-x_j \partial^2} K_t^{\text{hypo} h^2} e^{-x_j \partial^2} \), which converges to \( e^{-x_j \partial^2} K_t^{\text{hypo} h^2} e^{-x_j \partial^2} \) as \( L \to \infty \), and leads to

**Theorem 7.28** (Two-sided fixed point formula). Let \( h_0 \in UC \) and \( x_1 < x_2 < \cdots < x_M \). Then for \( h(t, x) \) given as in (7.3),

\[
(7.29) \quad P_{\alpha, 1}(h(t, x_1) \leq a_1, \ldots, h(t, x_M) \leq a_M) = \det \left( I - \chi_x \sum_{x \in x_M} e^{-x_j \partial^2} \chi_x \big|_{l_1}^{l_1} S_{l_1, \ldots, l_1}^{\text{hypo} h^2} \big|_{l_1}^{l_1} S_{l_1, \ldots, l_1} \right) L^2 [(x_1, x_M) \times R]
\]

\[
(7.30) \quad = \det \left( I - K_t^{\text{hypo} h^2} + K_t^{\text{hypo} h^2} e^{-x_j \partial^2} \chi_x \big|_{l_1}^{l_1} S_{l_1, \ldots, l_1}^{\text{hypo} h^2} \big|_{l_1}^{l_1} S_{l_1, \ldots, l_1} \right) L^2 (R)
\]

where the kernels are as in Theorem 7.20.

**7.2. Continuum limit.** We turn now to the continuum limit in the \( a_i \)'s of the path-integral formula (7.30) on an interval \([ -R, R ]\) (we will take \( R \to \infty \) later on). To this end we conjugate the kernel inside the determinant by \( S_{l_1, \ldots, l_1}^{\tau} \), leading to

\[
K_t^{\text{hypo} h^2} = \sum_{x_j \in x_M} e^{-x_j \partial^2} \chi_x \big|_{l_1}^{l_1} S_{l_1, \ldots, l_1}^{\text{hypo} h^2} \big|_{l_1}^{l_1} S_{l_1, \ldots, l_1}
\]

with \( S_{l_1, \ldots, l_1} = S_{l_1, \ldots, l_1}^{\text{hypo} h^2}(S_{l_1, \ldots, l_1})^* \) (the second equality follows from (6.21)). Now we take the limit of term in brackets, letting \( x_1, \ldots, x_M \) be a partition of \([ -R, R ]\) and taking \( M \to \infty \) with \( a_1 = g(x_1) \). As in [11] we have

\[
S_{l_1, \ldots, l_1} \to \sum_{x_j \in x_M} e^{-x_j \partial^2} \chi_x \big|_{l_1}^{l_1} S_{l_1, \ldots, l_1}^{\text{hypo} h^2} \big|_{l_1}^{l_1} S_{l_1, \ldots, l_1}
\]

where \( \Theta^g_{l_1, l_2} \to \Theta^g_{l_1, l_2} \), and \( \Theta^g_{l_1, l_2} = \mathbb{P}(B_{l_1} \leq t_{l_2} \in \mathcal{B} s \leq g(s) \forall s \in [l_1, l_2], B_{l_2} \in du_2 \)/du_2.

Next we rewrite the probability as

\[
\mathbb{P}_{l_1, x_1, l_2, x_2, l_1, \alpha}(B(t) \leq g(t) \text{ on } [l_1, l_2]) = \int_{-\infty}^g(\alpha) \mathbb{P}_{l_1, x_1, l_2, x_2, l_1, \alpha}(B(t) \in dy)
\]

\[
\times \mathbb{P}_{l_1, x_1, l_2, x_2, l_1, \alpha}(B(t) < g(t) \text{ on } [l_1, \alpha]) \mathbb{P}_{l_1, x_1, l_2, x_2, l_1, \alpha}(B(t) < g(t) \text{ on } [l_1, \alpha]).
\]

The last probability in the above integral can be rewritten as

\[
\mathbb{P}_{0, y, l_2, \alpha, x_2, l_2}(B(t) < g(t) \text{ on } [0, l_2 - \alpha]) = 1 - \int_0^{l_2 - \alpha} \mathbb{P}_y(\tau_{g_{\alpha}} = dt) \frac{p(\alpha - x_2 - g_{\alpha}(t))}{p(\alpha - x_2 - g_{\alpha}(t))}.
\]

A similar identity can be written for \( \mathbb{P}_{l_1, x_1, y, \alpha, x_2, l_2}(B(t) < g(t) \text{ on } [l_1, \alpha]) \), using \( \tau_{g_{\alpha}} \), which we take to be independent of \( \tau_{g_{\alpha}} \), and going backwards from time \( \alpha \) to time \( l_1 \). Using this and writing \( \mathbb{P}_{l_1, x_1, l_2, x_2, l_1, \alpha}(B(t) \in du_2 \) explicitly we find that

\[
\mathbb{P}_{l_1, x_1, l_2, x_2, l_1, \alpha}(B(t) < g(t) \text{ on } [l_1, l_2]) = \int_{-\infty}^g(\alpha) \mathbb{P}_{l_1, x_1, l_2, x_2, l_1, \alpha}(B(t) \in dy)
\]

\[
\times \left( 1 - \int_0^{l_2 - \alpha} \mathbb{P}_y(\tau_{g_{\alpha}} = dt) \frac{p(\alpha - x_2 - g_{\alpha}(t))}{p(\alpha - x_2 - g_{\alpha}(t))} \right)
\]

\[
\times \left( 1 - \int_0^{l_2 - \alpha} \mathbb{P}_y(\tau_{g_{\alpha}} = dt) \frac{p(\alpha - x_2 - g_{\alpha}(t))}{p(\alpha - x_2 - g_{\alpha}(t))} \right)
\]

\[
^{5}\text{At first glance it may look as if the product } e^{-x_j \partial^2} K_t^{\text{hypo} h^2} e^{-x_j \partial^2} \text{ makes no sense, because } K_t^{\text{hypo} h^2} \text{ is given in (6.21) as the identity minus a certain kernel, and applying } e^{x_j \partial^2} \text{ to } I \text{ is ill-defined for } x < 0 \text{. However, thanks to the analog of (6.32) below for } K_t^{\text{hypo} h^2}, \text{ the action of } e^{x_j \partial^2} \text{ on this kernel on the left and right is well defined for any } x \in R. \text{ This also justifies the identity in (7.1).}
\]
Recalling that in the formula for $\overline{\Theta}^\theta_{\ell_1,\ell_2}(x_2 - x_1)$ this probability is premultiplied by $p(\ell_2 - \ell_1, x_2 - x_1 + \ell_2^2 - \ell_1^2)$ and observing that

$$\frac{p(\ell_2 - \ell_1, x_2 - x_1 + \ell_2^2 - \ell_1^2)}{p(\alpha - \ell_1, x_1 - y) \cdot p(\ell_2 - \alpha, x_2 - y)} \cdot \sqrt{\frac{\ell_2 - \ell_1}{4\pi(\alpha - \ell_1)(\ell_2 - \alpha)} e^{\frac{(t_2 - \alpha)\theta_{\ell_1} + (\alpha - \ell_1)\theta_{\ell_2} + (\ell_1 - t_1)\theta_{\ell_1}}{2\alpha}} e^{\frac{(t_2 - \alpha)(\ell_2 - \alpha)}{4\pi(\alpha - \ell_1)(\ell_2 - \alpha)(\ell_2 - \ell_1)}} = e^{\frac{1}{2}(\ell_1^2 - 2\ell_1 + 2x_1 - 2x_2)(\ell_1 + \ell_2)}$$

we deduce that

$$\overline{\Theta}^\theta_{\ell_1,\ell_2}(x_1, x_2) = e^{\frac{1}{2}(\ell_1^2 - \ell_1 + 2x_1 - 2x_2)(\ell_1 + \ell_2)}$$

Taking $-\ell_1 = \ell_2 = L$, we have that for any $\alpha \in (-L, L)$ we have

$$A^* e^{-L \Delta} \overline{\Theta}^\theta_{-L, L} e^{-L \Delta} A(\lambda_1, \lambda_2)$$

$$= \int_{-\infty}^{\infty} dy \left[ A^* e^{\alpha \Delta} A(\lambda_1, y) - \int_0^{\alpha + L} dt_1 \mathbb{P}_y(\tau_{\alpha} \in dt_1) A^* e^{(\alpha - t_1) \Delta} A(\alpha, \alpha - t_1) \right]$$

$$\times \left[ e^{-\alpha \Delta} A(y, \lambda_2) - \int_0^{L - \alpha} dt_2 \mathbb{P}_y(\tau_{\alpha} \in dt_2) e^{-(\alpha + t_2) \Delta} A(\alpha, \lambda_2) \right].$$

where the Airy transform $A$, is defined by

$$(7.31)$$

$$A(x, \lambda) = A(x - \lambda).$$

Now we have $S_{1/2, -R} \overline{\Theta}^\theta_{-R, R} (S_{1/2, -R})^* \to I - K^{\text{epi}(g)}_{-1/2}$ as $R \to \infty$. Our Fredholm determinant is thus now given by

$$\det \left( I - K^{\text{hypo}(h_0)}_{1/2} + K^{\text{hypo}(h_0)}_{1/2} (I - K^{\text{epi}(g)}_{-1/2}) \right) = \det \left( I - K^{\text{hypo}(h_0)}_{1/2} K^{\text{epi}(g)}_{-1/2} \right).$$

which is the KPZ fixed point formula.

**Exercise 7.32.** The Airy transform satisfies $AA^* = I$, so that $f(x) = \int_{-\infty}^{\infty} d\lambda A(x - \lambda)Af(\lambda)$. In other words, the shifted Airy functions $\{Ai(x - \lambda)\}_{x \in \mathbb{R}}$ (which are not in $L^2(\mathbb{R})$) form a generalized orthonormal basis of $L^2(\mathbb{R})$. Thus the Airy kernel $K_{\text{Ai}}(x, y) = \int_{-\infty}^{0} d\lambda Ai(x - \lambda)Ai(y - \lambda)$ is the projection onto the subspace spanned by $\{Ai(x - \lambda)\}_{\lambda \leq 0}$. Show

$$(7.33)$$

$$K_{\text{Ai}} = \Lambda_{\alpha} A^*,$$

$$(7.34)$$

$$F_{\text{GUE}}(r) = \det (I - \chi_r K_{\text{Ai}} \chi_r) = \det (I - K_{\text{Ai}} \chi_r K_{\text{Ai}})$$

and

$$(7.35)$$

$$F_{\text{GOE}}(4^{1/3}r) = \det (I - K_{\text{Ai}} \rho_r K_{\text{Ai}})$$

where $\rho_r$ is the reflection operator

$$(7.36)$$

$$\rho_r f(x) = f(2r - x).$$
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