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**Abstract**

Hashtag recommendation is a crucial task, especially with an increase of interest in using social media platforms such as Twitter in the last decade. Hashtag recommendation systems automatically suggest hashtags to a user while writing a tweet. Most of the research in the area of hashtag recommendation has used classical metrics such as hit rate, precision, recall, and F1-score to measure the accuracy of hashtag recommendation systems. These metrics are based on the exact match of the recommended hashtags with their corresponding ground truth. However, it is not clear how adequate these metrics to evaluate hashtag recommendation. The research question that we are interested in asking is: are these metrics adequate for evaluating hashtag recommendation systems when the numbers of ground truth hashtags in tweets are highly variable? In this paper, we propose a new metric which we call hit ratio for hashtag recommendation. Extensive evaluation through hypothetical examples and real-world application across a range of hashtag recommendation models indicate that the hit ratio is a useful metric. A comparison of hit ratio with the classical evaluation metrics reveals their limitations.

**1 Introduction**

Hashtag recommendation has gained considerable interest due to the vast amount of hashtags generated over time within social media platforms such as Twitter, Facebook, and Instagram. In the past decade, researchers have looked into Twitter hashtag recommendation task as a supervised learning classification problem [Mazzia and Juett (2011), Weston et al. (2014), Dovgopol and Nohelevt (2015), Gong et al. (2015), Li et al. (2016a,b), or unsupervised learning through semantic similarity of tweets [Kywe et al. (2012), Wang et al. (2014), Sedhai and Sun (2014), Song et al. (2015), Li et al. (2016a), Zhao et al. (2016), Kowald et al. (2017), Alsini et al. (2017), BenLhachemi and Nfaoui (2018), Kou et al. (2018), Alsini et al. (2020) to recommend the top-k hashtags to a user while writing a tweet. To test a hashtag recommendation model on unseen data, researchers consider the list of hashtags used by a user in his/her original tweet as the ground truth hashtags. Each of the hashtags in the ground truth represents a label. As these hashtags are user-generated, the number of labels in the ground truth varies from one tweet to another, i.e., the number of the ground truth labels can be larger or smaller than the k value in the top-k recommended hashtags for different tweets. Evaluation in this setting is known to be an issue of debate, as the number of labels for each test example is variable, and has been a topic of study in the extreme multi-class multi-label classification literature.

Classical evaluation metrics such as hit rate, precision, recall, and F1-score are used to evaluate the performance of hashtag recommendation models [Mazzia and Juett (2011), Weston et al. (2014), Dovgopol and Nohelevt (2015), Gong et al. (2015), Li et al. (2016a,b), Kywe et al. (2012), Wang et al. (2014), Sedhai and Sun (2014), Song et al. (2015), Li et al. (2016a), Zhao et al. (2016), Kowald et al. (2017), Alsini et al. (2017), BenLhachemi and Nfaoui (2018), Kou et al. (2018), Alsini et al. (2020)] to recommend the top-k hashtags to a user while writing a tweet.
We compare the results of hashtag recommendation using the hit ratio with precision, recall, F1-score, and hit rate. The variable number of labels in every test example affects the performance scores calculated using the classical and the recall metric is defined as:

\[ \text{Recall} = \frac{\text{TP}}{\text{TP} + \text{FN}} \]

Ideally, the cardinality of the set \( R \) is equal to \( k \), as explained later. Let \( G = \{ h'_1, h'_2, \ldots, h'_{n_G} \} \) be the set of ground truth hashtags for a particular tweet. Then, \( m = |G \cap R| \) is the total number of correctly matching hashtags between these two sets. Thus, in terms of hashtag recommendation, the precision metric is defined as:

\[ \text{Precision} = \frac{m}{k}. \quad (1) \]

and the recall metric is defined as:

\[ \text{Recall} = \frac{m}{n_G}. \quad (2) \]

Ideally, the cardinality of the set \( R \), i.e., the value \( n_R \), should be equal to \( k \) for the top-\( k \) recommendation. However, in the comparison of hashtags, there may not be sufficient recommended hashtags which match well with the ground truth. However, each of these evaluation metrics measures different quantities. Precision and recall calculate the ratio of the correct hashtags to the top-\( k \) recommendations and the number of hashtags in the ground truth, respectively. F1-score is the harmonic average between precision and recall. Hit rate only considers a hit if there is at least a single correct hashtag between the recommended and the ground truth hashtags.

The variable number of labels in every test example affects the performance scores calculated using the classical evaluation metrics, especially precision, recall, and F1-score. Thus, there is a need for a new evaluation metric that is more suitable for hashtag recommendations. In this paper, we propose the hit ratio metric that calculates the ratio of the hits taking into consideration the variable number of hashtags in the recommended and the ground truth hashtags. We compare the results of hashtag recommendation using the hit ratio with precision, recall, F1-score, and hit rate. Section 2 briefly reviews the basics of evaluation measures, explains our proposed hit ratio metric for the evaluation of hashtag recommendation models, and demonstrates hypothetical examples. Section 3 presents the experiments and compares the hit ratio metric versus classical measures. Conclusions and future works are described in Section 4.

2 Our Proposed Method

2.1 A brief Review of the Basics

Classical evaluation metrics such as precision, recall, and F1-score are useful metrics for evaluating the accuracy of various applications. In binary classification, precision measures the proportion of true-positives in the positive predictions returned by an algorithm whereas recall measures the proportion of ground truth positives that are correctly identified by an algorithm. That is, precision is calculated as \( \frac{TP}{TP + FP} \) and recall is calculated as \( \frac{TP}{TP + FN} \), where \( TP \) is the number of true-positives, \( FP \) is the number of false-positives, and \( FN \) is the number of false-negative cases. These two measures are critical when the costs of false-positive and false-negative predictions are very high. \( FP \) represents a case of a diabetic patient who is diagnosed as normal, and \( FN \) represents a case of a normal person who is diagnosed as a diabetic. Then, both cases are treated accordingly. The multi-class evaluation is an extension of the binary class evaluation. It assesses the performance of the predictions for each class separately and averages the overall performance classes. Classical evaluation metrics also can be adopted in multi-class multi-label evaluation, primarily when the number of classes is determined in advance. This method of evaluation is known as label-based evaluation [Sorower 2010, Giraldo-Forero et al. 2015].

In multi-label multi-class classification, each label can be considered as an attribute (e.g., "type of fruit"; "colour of fruit") and the multiple classes under each label can be considered as the different values the attribute can have (e.g., classes "apple", "orange", and "banana" for the label "type of fruit"; classes "red", "green", "orange", and "yellow" for the label "colour of fruit"). Although the number of ground truth hashtags varies from one tweet to another tweet, the number of ground truth hashtags should not be interpreted as the number of labels in label-based evaluation, as they are not different attributes of hashtags. Instead, the evaluation of the performance of hashtag recommendation systems is more similar to example-based evaluation [Sorower 2010, Giraldo-Forero et al. 2015], where the precision and recall metrics have slightly different meanings. For a single test tweet in hashtag recommendation, precision measures the ratio of the correctly recommended hashtags and recall measures the ratio of the correct hashtags detected from the ground truth. Let \( R = \{ h_1, h_2, \ldots, h_n \} \) be the list of the top-\( k \) recommended hashtags, where \( n_G \leq k \), as explained later. Let \( G = \{ h'_1, h'_2, \ldots, h'_{n_G} \} \) be the set of ground truth hashtags for a particular tweet. Then, \( m = |G \cap R| \) is the total number of correctly matching hashtags between these two sets. Thus, in terms of hashtag recommendation, the precision metric is defined as:

\[ \text{Precision} = \frac{m}{k}. \quad (1) \]

and the recall metric is defined as:

\[ \text{Recall} = \frac{m}{n_G}. \quad (2) \]

Ideally, the cardinality of the set \( R \), i.e., the value \( n_R \), should be equal to \( k \) for the top-\( k \) recommendation. However, in the comparison of hashtags, there may not be sufficient recommended hashtags which match well with the ground truth.
truth hashtags, e.g., their cosine similarity scores might be below an acceptable threshold value. So, they are excluded as a recommendation [Alsini et al. 2020]. In such a case, we have \( n_R < k \).

For the hit rate metric, a hit is registered for a single test tweet when there is at least a single common hashtag between the recommended and the ground truth hashtags. For example, if the top-1 recommended hashtag for a given tweet is \#entrepreneur and the ground truth hashtag is \#entrepreneur, this is scored as 1. This metric, however, does not reflect the quality of the hit. For instance, for top-k recommendation with \( k = 5 \), say, if all the five recommended hashtags match perfectly with the five ground truth hashtags, then the hit rate is 1. If only one of the five recommended hashtags matches one of the ground truth hashtags, the hit rate is also 1. The quality of the former recommendation is better than the latter. Unfortunately, using the traditional hit rate metric, we cannot distinguish these two cases when \( k > 1 \).

To calculate the performance of the hashtag recommendation model, the average precision, average recall, and average hit rate are calculated as the number of correct recommendations over the number of test tweets.

### 2.2 The Hit Ratio Metric

Knowing that the values of \( n_R \) and \( n_G \) vary in different tweets, we consider using a ratio of matching hashtags over the minimum value between them to measure the hit ratio. We define the hit ratio of a single test tweet as:

\[
\text{hit ratio} = \frac{m}{\min(n_R, n_G)}.
\]

This metric is bounded between [0,1] where 0 means there is no match (fully incorrect) and 1 means all possible matches are predicted (fully correct), and the values in between are the ratio of the match (partially correct). To calculate the overall evaluation score of a model, we average the hit ratio over all the test tweets.

| \( n_G \) | \( m \) | hit rate | \( P \) | \( R \) | \( F_1 \) | hit ratio | \( n_G \) | \( m \) | hit rate | \( P \) | \( R \) | \( F_1 \) | hit ratio | \( n_G \) | \( m \) | hit rate | \( P \) | \( R \) | \( F_1 \) | hit ratio |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 1 | 1 | 1.00 | 0.33 | 1.00 | 0.50 | 1.00 | 1 | 1.00 | 0.33 | 1.00 | 0.50 | 1.00 | 1 | 1.00 | 0.33 | 1.00 | 0.50 | 1.00 |
| 2 | 1 | 1.00 | 0.33 | 0.50 | 0.40 | 0.33 | 1.00 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 |
| 3 | 1 | 1.00 | 0.33 | 0.33 | 0.33 | 0.33 | 1.00 | 1.00 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 |
| 4 | 1 | 1.00 | 0.33 | 0.25 | 0.25 | 0.25 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 5 | 1 | 1.00 | 0.33 | 0.20 | 0.20 | 0.20 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |

Table 1: Examples showing the values of the hit rate, precision, recall, F1-score, and hit ratio when \( n_R \) is fixed to 3, \( n_G \) is the number of hashtags in the ground truth, and \( m \) is the number of matching hashtags.

| \( n_R \) | \( m \) | hit rate | \( P \) | \( R \) | \( F_1 \) | hit ratio | \( n_R \) | \( m \) | hit rate | \( P \) | \( R \) | \( F_1 \) | hit ratio | \( n_R \) | \( m \) | hit rate | \( P \) | \( R \) | \( F_1 \) | hit ratio |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 1 | 1 | 1.00 | 1.00 | 0.33 | 0.50 | 1.00 | 1 | 1.00 | 1.00 | 0.33 | 0.50 | 1.00 | 1 | 1.00 | 1.00 | 0.33 | 0.50 | 1.00 |
| 2 | 1 | 1.00 | 0.50 | 0.33 | 0.40 | 0.50 | 1.00 | 1.00 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 |
| 3 | 1 | 1.00 | 0.33 | 0.33 | 0.33 | 0.33 | 1.00 | 1.00 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 |
| 4 | 1 | 1.00 | 0.33 | 0.33 | 0.33 | 0.33 | 1.00 | 1.00 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 |
| 5 | 1 | 1.00 | 0.20 | 0.33 | 0.25 | 0.25 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |

Table 2: Examples that show the values of the hit rate, precision, recall, F1-score, and hit ratio when \( n_R \) ranges between 1 to 5, the number of hashtags \( n_G \) is fixed to 3, and \( m \) is the number of matching hashtags.

To examine the effectiveness of the hit ratio metric and the limitations of the classical evaluation metrics, we explain the computation through some hypothetical examples. In Table 1, we fix the value of \( n_R \) to 3 and vary the values of \( n_G \) to range from 1 to 5. In Table 2, we fix the value of \( n_G \) and vary \( n_R \) instead. We notice the following:

- Precision, recall, F1-score, and hit ratio achieve full scores when there is a perfect match between the \( n_R \) recommended and \( n_G \) ground truth hashtags. This is very clear in Example 3 and 6 where the number of matching hashtags \( m \) equals 3, the number of hashtags in the ground truth \( n_G \) equals 3, and the number of recommended hashtags \( n_R \) equals 3.
- Hit rate scores as 1 in all the examples since there is at least one possible match in each of the cases.
- The precision value decreases with the increase in the value of the \( n_R \) even if all possible matches are obtained. This is shown in Examples 4-6.
- The recall value decreases as \( n_G \) increases even if all possible matches are achieved. This is noticed in Examples 1-3.
- The F1-score varies even though the number of matches is the same. This can be seen in Examples 3 and 6 where \( m = 3 \).
• Hit ratio reaches its maximum value 1 if all possible matches are achieved \( (m = \min(n_R, n_G)) \) shown in Examples 3 and 6.
• The hit ratio decreases only when the number of matches decreases (i.e. when \( m < \min(n_R, n_G) \)), as shown in Examples 1, 2, 4, and 5.

### 3 Experiments

For the hit ratio metric, there are no prior issues that need to be solved or extra values that need to be calculated. However, to evaluate the effectiveness of a hashtag recommendation model, we need the top-\( k \) hashtag recommendations with their corresponding ground truth hashtags. Our aim in this section is to compare the scores calculated using the hit ratio versus the classical evaluation measures in hashtag recommendation and not to compare between the hashtag recommendation models. For this reason, we briefly describe the datasets, pre-processing steps, word embeddings training and hashtag recommendation models that we have adopted in our experiments.

#### 3.1 Datasets and Pre-processing

In our experiments, we use the Dataset-UDI-TwitterCrawl-Aug2012 [Li et al. 2012]. We are only interested in the personal timeline of users who have used at least three hashtags in their historical tweets. As for the pre-processing step of the hashtaged tweets (tweets composing hashtags), all tweets are transformed into lower case. We remove stop words, punctuation except for the \# sign, URLs, repetitive words, retweets, and mentions. Hashtagged tweets with less than three words after pre-processing are also removed. Table 3 shows the statistics of the hashtags in the hashtaged tweets. Then, we divide each of the detected communities into a repository and testing sets. Each test set includes the most recent 10% of the community’s hashtagged tweets.

| No. of hashtagged tweet after pre-processing | 6,762,211 |
| Max. number of hashtags per tweet | 27 |
| Min. number of hashtags per tweet | 1 |
| Avg. number of hashtags per tweet | 2 |

Table 3: Statistics of hashtags in the hashtaged tweets.

#### 3.2 Training the Word Embeddings Models

In this paper, we have trained two word embeddings models to represent tweets and hashtags: Word2Vec [Mikolov et al. 2013] and FastText [Athiwaratkun et al. 2018]. We use the same hyperparameters for both models as follows: we set the dimension of words to 300 and the window size to 5.

#### 3.3 Hashtag Recommendation Models

We have chosen the Community-Based Hashtag Recommendation model proposed in [Alsini et al. 2020] for its efficiency in terms of processing time. The community-based hashtag recommendation has been investigated using various settings. In this paper, we choose the best performing model, which has its communities detected using the Cliques Percolation Method (CPM) from the network generated using the similarity of hashtag usage between the users. However, we only alter the tweet vectorization method to create three models. For the top-\( k \) hashtags to be recommended for a given tweet, similar tweets need to be retrieved. The threshold value of the tweet similarity is set to 0.5. Hashtags are extracted from the set of similar tweets, scored and ranked for the recommendation.

**Model A:** This model uses the TF-IDF method to vectorize its tweets and the tweet hashtag relevance as the ranking method of hashtags [Alsini et al. 2020].

**Model B:** This model uses the Mean of Words Embeddings MOWE of words trained using the Word2Vec model (Section 3.2) to vectorize its tweets and the hashtag popularity as the ranking method of hashtags [Alsini et al. 2020].

**Model C:** This model uses the Mean of Words Embeddings MOWE of words trained using the FastText model (Section 3.2) to vectorize its tweets and the hashtag popularity as the ranking method of hashtags.

Then, we compare the average measures of the hit rate, precision, recall, F1-score, and hit ratio of the three models.
3.4 Results and Discussions

Table 4 shows a comparison between measures of hashtag recommendation. We notice the following:

- The three models A, B, and C achieve recall scores closer to the hit ratio.
- For the three models, precision has the lowest score than the rest of the measures except in the case when the top-1 hashtags are recommended.
- Hit rate is always higher than or equal to the scores from other metrics.
- The top-k predictions, with \( k = 1 \), is the special case where the hit rate and the hit ratio are the same. When top-k (with \( k = 1 \)) prediction.
- As can be seen from the results, the F1-score is a very small value close to 0 in the cases where the top-5 and the top-10 hashtags are recommended. This is due to the small value of the precision even if the recall has a bigger value. F1-score penalizes the hits while hit ratio, on the other hand, takes the ratio of the hits ignoring whether the ratio is coming from the recommendation or the ground truth.

It is worth mentioning that the Community-Based Hashtag Recommendation model sometimes struggles to recommend any hashtags for some test tweets. The reason is that the model uses a threshold value to find similar tweets and to extract hashtags. However, when no similar tweets can be retrieved, it means that no hashtags can be recommended. Thus, the final score of the model is affected. In the dataset we used, the number of hashtags in the ground truth is not fixed as it ranges from 1 to up to 27 as mentioned in Table 3. The number of the recommended hashtags is also variable. Hit Ratio is more sensitive to this variability in a sense that it computes the ratio of the hits where the hit rate ignores it. As most of the test tweets include a single hashtag, the overall results of the hit ratio and the hit rate are similar especially when the top-1 hashtag is recommended. However, the difference is more evident when the top-5 and the top-10 hashtags are recommended.

For further illustration, Table 5 shows six tweets, their ground truth and the top-3 recommended hashtags as well as the performance of these recommendations according to the different metrics. The second, fourth, and fifth tweets are examples of the partially correct case. The hit rate scores as 1 even though the hashtags are partially correct. However, their hit ratio varies with the number of hits. In the first, third and sixth examples, the hit rate and hit ratio score the same. All the hashtags in the ground truth are correct in the first and third tweets, and all the hashtags in the recommendation are correct in the sixth example. In the second and third examples, the precision scores are the same even though the numbers of hit are different. Similarly, the recall scores are the same in Examples 2 and 5 with different numbers of hits. The sixth tweet is an example of the fully correct case. The F1-score penalizes the results more than the hit ratio where all three recommendations are correct.

1. Would love an #iphone app that automatically displays last few tweets/fb updates of anyone i’m about to txt/call.
2. Gorgeous in blue on blue with a dainty swirl this personalized set of #handmade #stationary.
3. An interesting question? can real writing happen on a blog? or is "real" only what happens elsewhere? #realwriter #writing
4. #enterprise #device management isn’t simply about opening up the doors to multiple devices and #operating systems. very one-sided argument.
5. Six quick-hit marketing ideas for #socialmedia via #entrepreneur #smallbiz #marketing.
6. Abstract original painting #original #acrylic #cmarkandu #abstract #blue #fabulous #decor.

Overall, the hit rate is an inadequate metric. Precision, recall, and F1-score are most affected with different \( n_R \) and \( n_G \) values even though all the possible matching hashtags are produced. Precision, recall, and F1-score score differently with the same number of correct matching. Hit ratio demonstrates to be a useful metric for its ability to handle the cases of partially correct recommendations consistently.

However, for the case when \( n_G < k \), the value of the proposed hit ratio remains unchanged when the value of \( k \) increases. This may be considered as undesirable as the metric favours large \( k \) values.
Table 5: Actual examples of tweets with their top-3 recommendations, ground truth, and the scores of the recommendations under various evaluation metrics.

| Top-3 recommendations | Ground Truth | hit rate | P | R | F1-score | Hit ratio |
|------------------------|--------------|----------|---|---|----------|----------|
| #Phone, #apple, #iphoneapp | #Phone | 1.00 | 0.33 | 1.00 | 0.50 | 1.00 |
| #handmade, #pl, #jewelry | #handmade, #stationary | 1.00 | 0.33 | 0.50 | 0.40 | 0.50 |
| #realwriter, #writing, #blog | #realwriter, #writing | 1.00 | 0.67 | 1.00 | 0.80 | 1.00 |
| #enterprise, #device, #operating | #enterprise, #device | 1.00 | 0.33 | 0.33 | 0.33 | 0.33 |
| #socialmedia, #entrepreneur, #hobby | #socialmedia, #entrepreneur | 1.00 | 0.67 | 0.50 | 0.37 | 0.67 |
| #original, #acrylic, #decor | #original, #acrylic | 1.00 | 0.67 | 0.43 | 0.80 | 1.00 |

4 Conclusion

In this paper, we have demonstrated the shortcomings of using hit rate, precision, recall, and F1-score to evaluate hashtag recommendation. We have introduced the hit ratio metric, a new measure that can be used to evaluate hashtag recommendation when each tweet can have a different number of hashtags and when fewer than \( k \) hashtags can be generated for top-\( k \) recommendation. We have shown that the hit ratio metric is useful. Comparative results of the hit ratio metric and classical evaluation metrics show that the hit ratio, which takes into account the number of ground truth hashtags in each tweet and the actual number of possible hashtags that can be predicted, is a more sensible metric than the hit rate metric. It also produces more consistent results compared to precision, recall and F1-score. The hit ratio metric can be applied to other problems where the numbers of items in the recommendation and ground truth are variable, for instance, text categorization, product recommendation, and music/movies categorization.
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