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Abstract—Multi-view representation learning has developed rapidly over the past decades and has been applied in many fields. However, most previous works assumed that each view is complete and aligned. This leads to an inevitable deterioration in their performance when encountering practical problems such as missing or unaligned views. To address the challenge of representation learning on partially aligned multi-view data, we propose a new cross-view graph contrastive learning framework, which integrates multi-view information to align data and learn latent representations. Compared with current approaches, the proposed method has the following merits: (1) our model is an end-to-end framework that simultaneously performs view-specific representation learning via view-specific autoencoders and cluster-level data aligning by combining multi-view information with the cross-view graph contrastive learning; (2) it is easy to apply our model to explore information from three or more modalities/sources as the cross-view graph contrastive learning is devised. Extensive experiments conducted on several real datasets demonstrate the effectiveness of the proposed method on the clustering and classification tasks.

Index Terms—Multi-view Representation Learning, Partial Aligned Multi-view Learning, Contrastive Learning

1 INTRODUCTION

In real-world applications, data often appears in multiple modalities or comes from multiple sources. Due to the variability in data acquisition, there is a highly heterogeneous difference between the same instance in different views [1], [2]. Simultaneously, the characteristics of the different views provide complementary and consistent information [3]. For example, a sporting event can be reported by various mediums, such as text, images, and video. The text can come from different media organizations or even different languages. The images can also be described with various color and texture descriptors. Consequently, many methods have been proposed to explore the comprehensive information of multi-view data to boost the performance of multi-view learning.

Current multi-view learning methods generally extract helpful information from multiple views to learn common metrics or representations for downstream tasks. According to the prior difference, it can be divided into supervised multi-view learning and unsupervised multi-view representation learning. A representative supervised multi-view learning example is multi-view metric learning [4], which jointly learns a set of distance metrics for multi-view data. In addition, as the representative techniques of unsupervised multi-view representation learning, Canonical Correlation Analysis (CCA) [5] computes shared embeddings of multi-view data by maximizing the correlation between them. Due to its capability of effectively modeling the relationship between different views, numerous extended CCA approaches have been proposed over the past few decades, including Sparse CCA [6], Kernel CCA [7], and Deep CCA [8].

Fig. 1. Various multi-view data. In the figure, different shapes denote different instances, different colors indicate different categories, and the line denotes the correspondence between multi-view data. (a) Multi-view data with complete and aligned views; (b) Incomplete multi-view data; (c) Partially aligned multi-view data; (d) Multi-view data with cluster-level alignment. Compared with instance-level alignment, cluster-level alignment is more easily achieved and suitable for downstream tasks such as clustering and classification. In this paper, cross-view graph contrastive learning is devised to perform cluster-level alignment and representation learning simultaneously.

Although current multi-view representation learning methods achieve promising performance, a common assumption for most methods is that all of the views are complete and aligned (see Fig. 1a). However, in practical applications, multi-view data may be partially lost during transmission and storage, resulting in incomplete multi-view data (see Fig. 1b) [9], [10]. Additionally, spatial, tem-
poral, or spatiotemporal asynchronism can cause some data to be unaligned across views, resulting in partially aligned multi-view data (see Fig. 1c) [11], [12]. These conditions can lead to inevitable degeneration for most multi-view representation learning methods. To solve the problem of view incomplete, plenty of approaches have been proposed to reduce the impact of missing views using Non-negative Matrix Factorization (NMF) [13], [14] or Generative Adversarial Networks (GANs) [9], [15]. However, few methods are proposed to solve the misalignment problem [11], [12]. Representatively, Partially View-aligned Clustering (PVC) [11] proposes a differentiable Hungarian network to establish the correspondence of two views. However, the instance-level alignment implemented by [11] is hard to achieve and is over-sufficient for downstream tasks such as clustering and classification. Yang et al. [12] further propose a step-wise alignment model that uses aligned samples as training samples to learn view correspondences via a noise-robust contrastive loss. These two approaches achieve the desired performance but can only be applied to two views due to their aligning processes.

In this paper, we propose a new Cross-view Graph Contrastive learning (CIRCLE) framework to address problems in partially aligned multi-view learning. Unlike existing methods, CIRCLE is an end-to-end model that enables both cluster-level alignment and representation learning based on intra-cluster and inter-view consistency. Specifically, we construct relation graphs based on the distance between each sample and the aligned samples in the same view and maximize the similarity between representations of the sample and its aligned neighboring samples in each view. The main contributions of the proposed CIRCLE are summarized as follows:

- We propose a novel end-to-end partially aligned multi-view representation learning model. As far as we know, CIRCLE is the first deep network that can handle partially aligned multi-view data with more than two views.
- To perform cluster-level aligning and learn latent representation simultaneously, we devise a cross-view graph contrastive learning module based on intra-cluster and inter-view consistency.
- We have conducted clustering and classification experiments to evaluate the performance of CIRCLE. Compared with the existing state-of-the-art methods, CIRCLE achieves considerable improvement, demonstrating its effectiveness on partially aligned multi-view data.

The rest of the paper is organized as follows. Section 2 briefly reviews the related work about contrastive learning and multi-view representation learning. In Section 3, we present the proposed multi-view representation learning model, named CIRCLE. In Section 4, we validate the effectiveness of the proposed method with extensive experiments. Finally, we conclude this paper in Section 5.

2 RELATED WORKS

Before introducing the proposed CIRCLE, we briefly review the related contrastive learning and unsupervised multi-view representation learning.

2.1 Contrastive Learning

Contrastive learning has become one of the most popular research topics in unsupervised learning due to its outstanding performance in many tasks [16], [17], [18]. The basic idea of contrastive learning is to learn a mapping that can map the raw data to a latent space in which the similarity of positive pairs is maximized and the similarity of negative pairs is minimized [19]. One of the most commonly used pairs construction strategies is that the positive pair is composed of two augmentations of the same instance, and the other pairs are regarded as negative pairs. Next, to maximize the similarity between positive pairs and minimize the similarity between negative pairs, some contrastive losses are proposed [20], [21], [22]. There are also some methods to construct pairs through other strategies. For example, Sharma et al. [23] propose a cluster-based contrastive learning approach, which constructs positive and negative pairs of samples using the cluster labels and trains a Siamese network to learn the face representation [24].

2.2 Unsupervised Multi-view Representation Learning

Due to the difficulty of obtaining multi-view data labels in practical applications, unsupervised multi-view representation learning has attracted increasing attention in the last few years [25]. In early studies of multi-view representation learning, CCA [5] and its extensions like Sparse CCA [6] and Kernel CCA [7] are extensively studied [26], [27]. With the development of Deep Neural Networks (DNNs), CCA-like objectives are applied to neural networks to capture relations from multi-view data [8], [28]. Further, Wang et al. [29] combine Deep CCA and autoencoders (AEs) and optimizes the canonical correlation between the learned representations and the reconstruction errors simultaneously. The subsequent multi-view representation learning approaches explore multi-source information by presenting various complex network models and specific objective functions. For example, Autoencoder in Autoencoder Networks (AE²-Nets) [2] jointly performs view-specific representation learning and multi-view encoding by the nested autoencoder framework. With the development of multi-view representation learning techniques, more and more approaches are focusing on practical issues such as missing and unaligned data. To handle incomplete multi-view data, Zhang et al. [9] propose a framework to simultaneously impute missing views and learn common representations of multiple views through an adversarial strategy. In addition, to handle the partially view-aligned problem, [12] propose...
a noise-robust contrastive loss to reduce the impact of false negative pair on aligning data and representation learning.

3 THE PROPOSED METHOD

3.1 Motivation and Notations

As aforementioned analyses, there are still some problems to be solved in handling partially aligned multi-view data. On the one hand, due to the non-alignment of views, it is difficult to establish correlations between different views to learn consistent representations directly. On the other hand, it is challenging to extend the alignment operation to data with three or more modalities/sources, and current methods can only be applied to two views. To address these issues, we propose a new partially aligned multi-view representation learning method based on cross-view graph contrastive learning, termed CIRCLE. As illustrated in Fig. 2, the proposed CIRCLE consists of two main modules, i.e., view-specific autoencoders and cross-view graph contrastive learning module (CGC).

In the partially aligned multi-view learning, only a portion of instances is aligned across different views. Formally, given a partially aligned multi-view dataset \( \{X^{(1)}, \ldots, X^{(v)}\} \) consisting of \( N \) instances of \( V \) views. \( X^{(v)} = \{x_1^{(v)}, \ldots, x_N^{(v)}\} \in \mathbb{R}^{d_v \times N} \) denotes the feature matrix in the \( v \)-th view, where \( d_v \) is the feature dimension of samples in the \( v \)-th view. For convenience, matrix \( A \) is used to record the aligned instances, where \( A_i = 1 \) means the \( i \)-th instance is aligned in all views, otherwise \( A_i = 0 \).

3.2 Backbone of CIRCLE: View-specific Autoencoders

As shown in Fig. 2, the basic structure of CIRCLE is a set of view-specific autoencoders. There are several reasons to use view-specific autoencoders as the backbone. Firstly, the data from different views generally have varying dimensionality and contain distinctive characteristics that other views do not have. Secondly, it is hard to process data from multiply views together as the views are not aligned. To this end, view-specific autoencoders are applied to capture the view-specific features of different views. Following the previous multi-view learning approaches [30], we set the encoder and decoder of each view as four stacked fully connected layers with ReLU activation function.

Let \( E^{(v)}(x^{(v)}_n; \theta_E^{(v)}) \) and \( D^{(v)}(z^{(v)}_n; \theta_D^{(v)}) \) denote view-specific encoders and decoders, where \( \theta_E^{(v)} \) and \( \theta_D^{(v)} \) are the network parameters, respectively. The learned latent representations of \( v \)-th view can be obtained by

\[
   z_n^{(v)} = E^{(v)}(x_n^{(v)}) \in \mathbb{R}^{d_z}
\]

(1)

For the subsequent cross-view graph contrastive learning, the representation of each view is set to the same dimension \( d_z \). Then, the view-specific decoders reconstruct the sample as \( \hat{x}_n^{(v)} \) by decoding \( z_n^{(v)} \):

\[
   \hat{x}_n^{(v)} = D^{(v)}(z_n^{(v)}) = D^{(v)}(E^{(v)}(x_n^{(v)})) \in \mathbb{R}^{d_v}
\]

(2)

For the \( v \)-th view, the reconstruction loss \( L^{(v)}_r \) between input \( x_n^{(v)} \) and output \( \hat{x}_n^{(v)} \) is optimized to map the raw data into...
3.3 Cross-view Graph Contrastive Learning

In order to simultaneously learn latent representations and acquire cluster-level alignment, we design a cross-view graph contrastive learning module (CGC) to lift the commonly-used instance-level contrastive learning strategies to cluster-level contrastive learning on multi-view data.

Unlike previous contrastive learning approaches, we construct positive and negative pairs according to pseudo-labels generated by the relation graphs, which are constructed based on the distance of the samples in the original space. Based on the assumption that close samples in the original space have a high probability of belonging to the same category, we consider that if one sample is in the relation graph of another sample, they can form positive pairs sharing the same pseudo-label, otherwise the opposite.

Fig. 3 shows the pipeline of our cross-view graph contrastive learning using the three-view data as an example. We first construct a total of NV relation graphs \( G_n^{(v)} \) centered on each sample via K-Nearest Neighbor (KNN). In partially aligned multi-view data, only aligned samples have inter-view correspondences. In cross-view graph contrastive learning module, to explore the characteristics from multiply views, the aligned samples in the neighbors of each sample are used to construct the relation graph \( G_n^{(v)} \). In detail, the constructed relation graph centered on sample \( x_n^{(v)} \) can be denoted by \( G_n^{(v)} = \{x_n^{(v)}, x_{n1}^{(v)}, ..., x_{nK}^{(v)}\} \), where \( x_{n1}^{(v)}, ..., x_{nK}^{(v)} \) are the aligned neighboring samples of \( x_n^{(v)} \) and \( K \) is the number of neighboring samples in the relation graph. Since different source/modality characteristics of the same instance are semantically consistent, the same instance in different views can share a similar relation graph. We then map the aligned neighboring samples in \( G_n^{(v)} \) to other views based on the alignment relationship to obtain the cross-view graph \( \tilde{G}_n^{(v)} \). Therefore, the cross-view relation graph of \( x_n^{(v)} \) can be denoted by \( \tilde{G}_n^{(v)} = \{x_n^{(v)}, x_{n1}^{(v)}, ..., x_{nK}^{(v)}\} \). We can maximize the similarity of the representation of \( x_n^{(v)} \) and samples in \( \tilde{G}_n^{(v)} \) while minimizing the similarity of other representations.

In training, for each representation \( z_n^{(v)} \), \( VK \) positive pairs can be obtained based on whether a sample is in \( \tilde{G}_n^{(v)} \). Given a mini-batch of size \( M \), there are \( VKM \) pairs for each view, of which \( VK(M - 1) \) pairs are negative pairs other than positive pairs. To maximize the similarity of positive pairs while minimizing the similarity of negative pairs, the loss for \( z_n^{(v)} \) is defined as

\[
L_{C_n^{(v)}} = -\frac{1}{VK} \sum_{i=1}^{V} \sum_{k=1}^{K} \log \frac{\exp(s(z_n^{(v)}, z_{n1}^{(v)}))}{\sum_{m=1}^{M} \left[ \exp(s(z_n^{(v)}, z_{m1}^{(v)})) + \exp(s(z_n^{(v)}, z_{m1}^{(v)})) \right]}
\]

where \( z_{nk}^{(v)} \) is the representation of aligned neighboring sample in the cross-view relation graph of \( z_n^{(v)}, z_{nk}^{(v)} \) denotes the representation in the same mini-batch, \( s(\cdot, \cdot) \) is cosine distance to compute the similarity between two representations, which is defined as

\[
s(z_i^{(v)}, z_j^{(v)}) = \frac{(z_i^{(v)})(z_j^{(v)})^T}{\|z_i^{(v)}\| \|z_j^{(v)}\|},
\]

To this point, we can implement cross-view graph contrastive learning through Eq. (4). However, in practice, close samples do not always fall into one category, and the error increases with distance. Thus, there is a certain probability that the neighboring samples in the relation graph \( G_n^{(v)} \) do not belong to the same category as \( x_n^{(v)} \). To solve this problem, we sorted the samples in the aligned relation graph by distance, where \( x_n^{(v)} \) is the closest sample to \( x_n^{(v)} \) in the aligned relation graph \( G_n^{(v)} \) and a distance-weighted graph contrastive loss can be derived from Eq. (4) as follows.

\[
L_{W_n^{(v)}} = \frac{1}{k-1} \frac{1}{K-1} L_{C_n^{(v)}}
\]
where \( k \) is an ordinal index, with neighboring samples of smaller \( k \) being closer to the central sample. There are two reasons for using distance index-weighted instead of distance-weighted. Firstly, cosine distance is used to compute the distance matrix in the KNN algorithm. This allows samples to be at different distances from their nearest neighbors in different views, which increases the complexity of computing the loss function and may lead to hard convergence. Secondly, if we use distance-weighted graph comparison loss, we must store the distance of each sample to samples in the relation graphs. This can bring additional space complexity during training. Then, the cross-view graph contrastive loss is generalized from \( z_n^{(v)} \) to the whole dataset, and the final loss can be described as:

\[
L_{CGC} = \frac{1}{NV} \sum_{n}^{N} \sum_{v}^{V} Lw_{n}^{(v)} \tag{7}
\]

Finally, the overall objective function of CIRCLE can be formulated as:

\[
L = L_{REC} + \lambda L_{CGC} \tag{8}
\]

where \( \lambda \) is a weight parameter.

### 3.4 Implementation

Our model can be performed in three steps to achieve cluster-level alignment and learn latent representation simultaneously.

**Step 1.** The aligned view-specific relation graphs \( G^{(v)} \) are constructed via the KNN algorithm contained in the Scikit-Learn package [31] for all samples in partially aligned multi-view data. We then merge \( G^{(v)} \) to obtain cross-view graph \( \tilde{G}^{(v)} \).

**Step 2.** The samples and their aligned neighbor samples are fed into the view-specific autoencoders to learn the latent representations. Then the overall loss can be computed by Eq. (8) and the network parameters are updated via backpropagation.

**Step 3.** Once our model converges, we use Euclidean distances to calculate the distance matrix between the representations of each view. For each representation \( z_{n}^{(1)} \) in the first view, its correspondences in other views are representations with the smallest distances. Finally, we simply concatenate the corresponding representations, which are used for downstream tasks such as clustering and classification.

For convenience, the proposed method is summarized in Algorithm 1.

### 3.5 Complexity Analysis

Let \( N, V, K \) denote the data size, the number of views, and the number of neighbors used for graph contrastive learning, respectively. Let \( E \) represent the maximum number of neurons in hidden layers of deep neural networks. \( H \) denotes the dimensionality of high-level features. \( M \) is the size of mini-batch. Generally, \( V, K, H, M \ll N, E \) holds. In the mini-batch optimization process, it is not difficult to find that the complexity to compute the reconstruction loss, and cross-view graph contrastive loss is \( O(MV) \), and \( O(M^3V^2K) \), respectively. The complexity of view-specific autoencoders is \( O(MVE^2) \). Therefore, the total complexity to train the model is \( O(N/M(M^3V^2K + MVE^2)) \), which is linear to \( N \). In conclusion, the complexity of CIRCLE is linear to the data size \( N \) which can be easily applied to large-scale data tasks.

### Algorithm 1 The CIRCLE algorithm

**Input:** A partially aligned multi-view dataset \( X^{(v)} \), loss weight parameter \( \lambda \), number of aligned neighbors \( K \), batch size \( M \), maximum iterations \( MaxEpoch \).

**Output:** The learned common representation \( Z \).

**Initialization:** Initialize parameters \( \theta^{(v)} \) of the view-specific autoencoders.

**\// Training**

Construct relation graphs \( G^{(v)} \) on each samples.

Fuse relation graphs \( G^{(v)} \) to obtain the cross-view relation graph \( \tilde{G}^{(v)} \).

for \( epoch = 0 \) to \( MaxEpoch \) do

Sample a mini-batch \( \{x_i^{(v)}\}_{i=1}^{M} \) and their cross-view relation graph \( \tilde{G}^{(v)} \) from \( X^{(v)} \).

Input \( \{x_i^{(v)}\}_{i=1}^{M} \) to view-specific autoencoders to obtain the representation \( \{z_i^{(v)}\}_{i=1}^{M} \) and the reconstructed samples \( \{\hat{x}_i^{(v)}\}_{i=1}^{M} \).

Input the samples in \( \tilde{G}^{(v)} \) into view-specific autoencoders to obtain \( \{z_i^{(v)}\}_{i=1}^{M} \).

Compute the reconstruction loss \( L_{REC} \) using Eq.(1).

Compute the distance-weighted graph contrastive loss \( L_{CGC} \) using Eq.(4) and Eq.(5).

Compute the overall loss \( L \) by Eq. (6).

Update \( \theta^{(v)} \) to minimize \( L \).

end for

**// Test**

for \( x^{(v)} \) to \( X^{(v)} \) do

Input \( x^{(v)} \) into view-specific encoders to obtain \( z^{(v)} \).

end for

Calculate the distance matrix between the representations of each view and the correspondences in other views with the smallest distances.

Concatenate the corresponding representations to obtain \( Z \) for downstream tasks.

return The learned common representation \( Z \).

### Table 1: Dataset statistics

| Datasets         | Classes | Views | Instances | Features |
|------------------|---------|-------|-----------|----------|
| Scene-15         | 15      | 2     | 4485      | 59/20    |
| Caltech-101      | 101     | 2     | 9144      | 1984/512 |
| Reuters          | 6       | 2     | 18744     | 10/10    |
| BBCSport         | 5       | 3     | 282       | 2582/2544/2465 |
| 100Leaves        | 100     | 3     | 1600      | 64/64/64 |
4.1 Experimental Settings

4.1.1 Datasets

Five widely-used datasets (listed in Table. 1) are used to evaluate the proposed method. (1) Scene-15 [32] contains 4485 images of 15 categories with two image features as views. (2) Caltech-101 [33] is a widely-used image dataset containing 9144 instances from 101 categories. Following [12], the 1984-dim HOG feature and 512-dim GIST feature are used as two views. (3) Reuters [34] consists of 18758 instances of six subjects, and English and French are used as two views. (4) BBCSport [35] is a synthetic multi-view text dataset from BBC Sport corpora. We follow [35] to use 282 samples from 5 classes. (5) 100Leaves [36] contains 1600 instances from 100 categories, and shape descriptor, fine scale margin, and texture histogram features are used as three views.

4.1.2 Compared methods

In this section, we compare CIRCLE with 12 multi-view representation learning or clustering baselines, including Deep Canonical Correlation Analysis (DCCA) [29], Deep Canonical Correlation Analysis Autoencoder (DCCAE) [29], Multiview Graph Learning (MVGL) [37], Multiview Consensus Graph Clustering (MCGC) [38], Graph-based Multi-view Clustering (GMC) [39], Autoencoder in Autoencoder Networks (AE2-Nets) [2], Large-scale Multi-view Subspace Clustering (LMVSC) [40], One-pass Multi-view Clustering (OPMC) [41], Scalable Multi-view Subspace Clustering (SMVSC) [42], Partially View-aligned Clustering (PVC) [11], Multi-view Clustering Method for Unknown Mapping Relationships (MVC-UM) [35], and Multi-view Contrastive Learning with Noise-robust Loss (MvCLN) [12].

4.1.3 Evaluation methods and metrics

To evaluate the clustering performance of the learned representations, we use the K-means++ [43] contained in the Scikit-Learn package [31] with the default configurations. Three common-used statistical metrics, i.e., Accuracy (ACC), Normalized Mutual Information (NMI), and Adjusted Rand Index (ARI), are used to assess the clustering performance. Then, the SVM classifier [44] contained in the Scikit-Learn package is used to evaluate the classification performance. We divide the learned representations into a training set and a test set with different proportions, and the training set is used to train the SVM classifier. After training, we use the test set to verify performance and report classification accuracy. For all the metrics, a higher value indicates a better performance.

4.1.4 Partially aligned multi-view data construction

To evaluate the performance on partially aligned multi-view data, the first view is regarded as the baseline view and randomly disrupts 50% of the samples in other views. There are only four methods, i.e., PVC, MVC-UM, MvCLN, and our CIRCLE can handle partially aligned multi-view data. To be fair, for the other nine methods, PCA is first used to map the original multi-source data to the same dimension, then the Hungarian algorithm is used to build the correspondence, and these methods are performed on the re-aligned multi-view data finally. As a comparison, we also report the results of these baselines on the original alignment dataset. To avoid the effects of randomness on performance, we run all methods five times and report the average metrics.

4.2 Experimental Results and Analyses

4.2.1 Clustering comparisons

Table. 2 shows the clustering results of CIRCLE and baseline methods. The mean metrics are given in the table, with the best results are highlighted in bold. Since some methods cannot be applied to data with more than two views, we report their results on the best two views of BBCSport and 100Leaves datasets. From the experimental
TABLE 3
Classification accuracy results on five multi-view datasets, where “−−” indicates out of memory and partially aligned multi-view representation learning or clustering methods are underlined. The proportions of the training set used to train the SVM classifier are set to 80%, 50%, and 20%, and the rest of the data is used to validate the classification performance. Note: since OPMC [41] directly obtains the clustering assignments, we cannot obtain the representation used for the classification task.

| Aligned | Methods   | Year/Publication | Scene-15 | Caltech-101 | Reuters | BBCSport | 100Leaves |
|---------|-----------|------------------|----------|-------------|---------|----------|-----------|
|         |           |                  | 80% | 50% | 20% | 80% | 50% | 20% | 80% | 50% | 20% | 80% | 50% | 20% |
| Fully   | DCSCA     | 2013/IJCAI       | 63.61 | 61.72 | 57.30 | 38.89 | 37.23 | 33.75 | 71.92 | 72.33 | 71.54 | 85.71 | 80.78 | 80.44 |
|         | DCGAE     | 2015/IJCAI       | 50.42 | 48.84 | 46.48 | 38.61 | 37.53 | 34.03 | 72.00 | 71.65 | 70.63 | 87.50 | 86.65 | 80.22 |
|         | MMGL      | 2018/TIP         | 52.95 | 52.81 | 50.25 | 56.46 | 54.02 | 47.31 | 58.10 | 57.99 | 52.60 | 82.81 | 81.91 | 74.56 |
|         | MGC       | 2019/TIP         | 42.47 | 41.88 | 39.72 | 46.94 | 46.87 | 42.88 | 83.66 | 81.91 | 74.56 | 91.07 | 90.91 | 80.89 |
|         | AE2-Nets  | 2019/CVRP        | 72.03 | 69.76 | 64.66 | 35.24 | 34.38 | 31.72 | 65.47 | 64.82 | 63.28 | 85.71 | 80.85 | 71.11 |
|         | LMVSC     | 2020/AAAI        | 49.28 | 48.84 | 43.20 | 51.70 | 50.74 | 47.74 | 52.31 | 52.37 | 50.85 | 89.29 | 76.60 | 77.78 |
|         | SMVSC     | 2021/MM          | 38.57 | 37.20 | 37.43 | 42.45 | 42.61 | 40.07 | 52.57 | 52.39 | 49.08 | 41.07 | 41.13 | 38.67 |

| Partially | DCSCA | 2013/IJCAI | 51.68 | 50.64 | 46.85 | 35.72 | 33.97 | 31.20 | 65.92 | 65.80 | 65.15 | 46.43 | 41.06 | 37.78 |
|           | DCGAE | 2015/IJCAI | 46.24 | 45.37 | 43.75 | 31.95 | 30.75 | 28.14 | 61.88 | 61.58 | 60.67 | 46.43 | 42.55 | 38.67 |
|           | MMGL  | 2018/TIP   | 54.52 | 50.40 | 50.22 | 45.79 | 44.12 | 37.79 | 39.29 | 38.30 | 35.11 | 69.37 | 67.87 | 62.73 |
|           | MGC   | 2019/TIP   | 35.65 | 32.57 | 30.33 | 41.41 | 40.16 | 36.21 | 48.44 | 47.74 | 37.20 | 48.49 | 47.37 | 40.89 |
|           | AE2-Nets | 2019/CVRP | 48.19 | 47.64 | 42.61 | 23.30 | 22.65 | 20.61 | 62.74 | 62.40 | 60.65 | 42.86 | 41.13 | 37.78 |
|           | LMVSC  | 2020/AAAI  | 35.12 | 36.98 | 30.07 | 49.51 | 47.31 | 44.65 | 43.57 | 42.88 | 46.35 | 53.57 | 55.32 | 49.78 |
|           | SMVSC  | 2021/MM    | 26.20 | 25.20 | 23.47 | 37.64 | 38.34 | 35.87 | 44.44 | 42.96 | 42.67 | 39.29 | 34.04 | 21.33 |
|           | PVC   | 2020/NeurIPS | 48.77 | 45.97 | 40.46 | 36.78 | 36.50 | 35.54 | 72.63 | 72.08 | 71.11 | 66.07 | 59.30 | 54.22 |
|           | MVCLN  | 2021/KDD   | 32.60 | 32.67 | 31.05 | 31.48 | 30.38 | 27.19 | 63.04 | 62.19 | 60.01 | 47.50 | 42.44 | 28.37 |
|           | CIRCLE | 2021/CVRP  | 57.93 | 57.15 | 55.52 | 46.69 | 45.89 | 43.87 | 81.77 | 81.63 | 81.11 | 50.00 | 40.43 | 31.11 |
|           | Ours   |           | 71.01 | 69.68 | 65.86 | 62.25 | 58.77 | 49.84 | 81.42 | 81.17 | 80.44 | 91.07 | 90.78 | 83.56 |

Fig. 4. Clustering performance comparison with different unaligned proportions

results, we have the following observations: (1) The proposed CIRCLE achieves the best performance on all partially aligned datasets with most evaluation metrics, validating the effectiveness of the proposed method. (2) CIRCLE can still achieve competitive performance compared to baselines performed on aligned datasets, especially on the Scene-15 dataset, where CIRCLE can achieve about 8% ACC improvement compared to the best baseline. (3) Although the proposed CIRCLE improves modestly compared to MvCLN on the two-view dataset, it has a significant improvement on three-view datasets like BBCSport. Since MvCLN can only perform on data with two views, even with the best two views of the three-view dataset, it is still difficult to explore comprehensive information.

4.2.2 Clustering comparisons with different aligned proportions

From Table 2 we notice that deep partially aligned multi-view representation learning methods MvCLN and CIRCLE have similar high performance. For a more careful comparison, we increase the unaligned proportion from 10% to 90% with an interval of 10%, and the clustering performance on the Scene-15 dataset is reported in Fig. 4. From the results, we can observe that: (1) Compared with the best partially aligned baseline MvCLN, the proposed CIRCLE shows significant improvement in various unaligned proportions, which demonstrates the superiority of the proposed method. (2) The proposed CIRCLE can obtain stable results until the proportion of unaligned instances reaches 50%, while MvCLN starts to deteriorate when the proportion of unaligned instances reaches 40%, which indicates that CIRCLE can learn aligned mappings and discriminative representations with fewer aligned instances.

4.2.3 Classification comparisons

We further validate the performance of the learned representations on the classification task through the SVM classifier [24], where the average accuracy results are shown in Table 3. Since OPMC obtains the clustering assignment directly, it cannot be used for the classification task. For graph-based methods, i.e., MVGL, MGC, and GMC, spectral representations are used for classification. For other methods, the learned common representations or concatenated view-specific representations are used for classification. We can observe the following points from Table 3: (1) The proposed CIRCLE achieves the best classification performance on the most partially aligned dataset with various training/testing set proportions, validating the effectiveness of the learned representations on the classification task. (2) Compared to fully aligned baselines, the proposed CIRCLE still achieves competitive results though the baselines are with ground-truth alignment. CIRCLE is even better than all the baselines on the Caltech-101 and BBCSport datasets, which demonstrates that the representations learned by the cluster-level alignment are valid for the classification task.
In this section, we quantitatively compare our CIRCLE with other partially aligned multi-view learning approaches PVC, MVC-UM, and MvCLN on the time cost. Table 4 shows the training time, inferring time, and clustering ACC of these methods on all datasets. Since the conventional method MVC-UM directly infers the clustering assignments, we use "—" to fill the training time. From the results, one could observe the following points: (1) The proposed CIRCLE obtains the shortest inferring time on all two-view datasets and is slightly longer than MvCLN on three-view datasets. Since PVC and MvCLN can only handle two views, the best two are chosen as input when handling a multiply view dataset. However, for a dataset with V views, we need to feed two views into the model in turn for a total of $C^2_V$ runs to select the best two views. This results in a significant increase in the total training and inference time. The table reports the time consumption of PVC and MvCLN performing once on the two selected views.

### Ablation Studies and Convergence Analyses

#### Ablation studies
We further conduct a series of experiments on all used datasets to investigate the effectiveness of diverse components in our model. Table 5 shows the clustering results on all used datasets for three approaches: CIRCLE using only $L_{REC}$, CIRCLE using only $L_{CGC}$, and the whole CIRCLE. From the results, we have the following observations: (1) The whole CIRCLE outperforms the other variants, which demonstrates the validity of view-specific reconstruction and cross-view graph contrastive learning. Empirically, reconstruction loss is essential as the basis for autoencoders. However, on most datasets, CIRCLE using only $L_{CGC}$ outperforms $L_{REC}$. In particular, CIRCLE using only $L_{CGC}$ gains more than 30% improvements in all metrics on the BBCSport dataset, which indicates that...
cross-view graph contrastive learning plays a crucial role in learning representations on partially aligned multi-view data.

**Convergence analysis.** We investigate the convergence of the proposed CIRCLE by reporting the loss value and the corresponding clustering performance with increasing epochs. As shown in Fig. 7, we can find that all three metrics increase obviously in the first 100 epochs and then reaches a stable point. Meanwhile, the training loss calculated via Eq. 8 remarkably decreases in the first 100 epochs and then tends to stabilize after 400 epochs.

**4.5 Parameter Analyses**

**Loss weight parameter** \( \lambda \). We vary the loss weight parameter \( \lambda \) in Eq. 8 from 1e-6 to 1000 to test its effect on clustering performance, and the results are shown in Fig. 7. From the results, we can notice that CIRCLE can obtain stable results when \( \lambda \) is within the range from 1e-3 to 2e-2, basically. When \( \lambda \) is less than 1e-4, \( L_{REC} \) is dominant, and the model gradually degenerates to use only \( L_{REC} \). The clustering results drop significantly until close to the performance of using only \( L_{REC} \) (see Table 5). In contrast, a large \( \lambda \) makes \( L_{CGC} \) dominate the training phase. With the increase of the weight parameter, the performances start to drop from 5e-2 and gradually close to the performance of using only \( L_{CGC} \) (see Table 5).

**Number of aligned neighbors** \( K \). The number of nearest neighbors is an important parameter in constructing KNN graphs and generally has an impact on the performance of graph-based representation learning methods. In order to check the impact of the number of the aligned nearest neighbors \( K \), we study the performance of CIRCLE with various numbers of \( K \) ranging from 1 to 10 in Fig. 7. It can be seen from the figure that all metrics increase as \( K \) increases from 1 to 3, and when \( K \in [3, 10] \), the metrics are basically stable. It proves that our method is not sensitive to \( K \) and can learn a stable representation even when there are fewer relational samples or some noisy edges in the graph. However, as \( K \) increases, the number of positive, and negative pairs increases and the training time also grows. In our implementations, we set \( K = 3 \) for all the datasets.

**Dimension of the latent representations** \( d_z \). We then investigate the clustering and classification performance of the learned representations with different dimensions of the latent representation \( d_z \). From Fig. 7, we have the following observations: (1) The clustering performance is relatively stable and starts to degrade slowly when the dimensionality is greater than 48. Empirically, higher dimensionality representations can contain more information that is suitable for complex downstream tasks. However, for the clustering task, the high-dimensional representations increase difficulties for subsequent conventional clustering methods. (2) The classification performance increases obviously first and then reaches a stable point when \( d_z \geq 32 \). For the classification task, too small dimensionality cannot contain enough information to train the classifier, which makes classification performance worse. When the dimension is too large, some redundant information is generated, which can not improve the performance of classification but can give a high computational complexity. For a fair comparison, we set \( d_z = 32 \) in all our experiments.

**BatchSize.** In the training process of contrastive learning methods, the batch size typically has an impact on performance because the number of positive and negative pairs and the batch size are related. In general, as the batch size increases, the number of positive and negative pairs built becomes larger and performance improves. However, a larger batch size brings a larger memory usage. We vary the BatchSize from 16 to 1024 to test its effect on clustering performance, and the results are shown in Fig. 7. From the results, we can notice that the clustering performance increases slowly with increasing batch size basically. For the Scene-15 dataset, the clustering performance improves with increasing batch size when the batch size is less than 512. For the BBCSport dataset, the clustering performance first increases as the batch size increases and then stabilizes after the batch size is greater than 128. Therefore, we choose the BatchSize from 512 and 1024 for each dataset in our experiments.

**5 Conclusion**

In this paper, a new cross-view graph contrastive representation learning framework is proposed to address problems in partially aligned multi-view learning. There are two main challenges in partially aligned multi-view representation learning methods. (1) The clustering performance is relatively stable and starts to degrade slowly when the dimensionality is greater than 48. Empirically, higher dimensionality representations can contain more information that is suitable for complex downstream tasks. However, for the clustering task, the high-dimensional representations increase difficulties for subsequent conventional clustering methods. (2) The classification performance increases obviously first and then reaches a stable point when \( d_z \geq 32 \). For the classification task, too small dimensionality cannot contain enough information to train the classifier, which makes classification performance worse. When the dimension is too large, some redundant information is generated, which can not improve the performance of classification but can give a high computational complexity. For a fair comparison, we set \( d_z = 32 \) in all our experiments.
learning. First, it is hard to find correspondence between heterogeneous multi-source data. Second, it is unstable to train a model to exploit multi-view information to learn discriminative without any prior. To solve the above two problems, we devise a cross-view graph contrastive learning (CGC) module to optimize the representations learned by view-specific autoencoders. By introducing the CGC module, CIRCLE can perform cluster-level alignment and representation learning in one stage. Additionally, the construction of cross-view relation graphs enables our model to be unconstrained by the number of data modalities/sources. We conduct extensive comparison experiments on clustering and classification tasks and ablation studies to validate the superiority of the model and the effectiveness of each component. In the future, we plan to further solve the noise problem in the relation graphs and optimize the fusion between multiple sources of information.
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