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Abstract: Electric buses have many significant advantages, such as zero emissions and low noise and energy consumption, making them play an important role in saving the operation cost of bus companies and reducing urban traffic pollution emissions. Therefore, in recent years, many cities in the world dedicate to promoting the electrification of public transport vehicles. Whereas due to the limitation of on-board battery capacity, the driving range of electric buses is relatively short. The accurate estimation of energy consumption on the electric bus routes is the premise of conducting bus scheduling and optimizing the layout of charging facilities. This study collected the actual operation data of three electric bus routes in Meihekou City, China, and established the support vector machine regression (SVR) model by taking the state of charge (SOC), trip travel time, mean environment temperature and air-conditioning operation time as the independent variables; while the energy consumptions of the route operations served as the dependent variables. Furthermore, the grey wolf optimization (GWO) algorithm was adopted to select the optimal parameters of the proposed model. Finally, a support vector machine regression model based on the grey wolf optimization algorithm (GWO-SVR) is proposed. Three real bus lines were taken as examples to validate the model. The results show that the mean average percentage error is 14.47% and the mean average error is 0.7776. In addition, the estimation accuracy and training time of the proposed model are superior to the genetic algorithm-back propagation neural network model and grid-search support vector machine regression model.
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1. Introduction

Compared with traditional fuel-driven buses, electric buses can achieve zero-emissions, quiet operation and low energy consumption, which are of great significance for saving the operation costs of a bus company, reducing the driving load of drivers and improving passenger comfort. The electrification of urban bus system becomes popular worldwide in recent years. Among them, the number of electric buses in China accounts for 90% of that in the world, and China has put 400,000 electric buses into service by the end of 2020 [1,2]. Many cities in China, such as Guangzhou, Shenzhen and Zhengzhou, own more than 10,000 electric buses in operation [3,4]. Apparently, electric buses have become the bus type with the highest proportion in China.

Nevertheless, electric buses still have shortcomings, such as short driving ranges and frequent charging because of battery capacity constraints. To avoid the service interruption caused by power exhaustion of electric buses during the operation process, bus companies are required to estimate energy consumption of bus routes accurately when they formulate...
scheduling scheme. Additionally, the energy consumption data during the operation of electric buses is necessary for the setting of charging piles and the selection of optimal vehicle type. Thus, the energy consumption estimation of electric buses routes will have an important effect on the formulation of scientific bus operation management scheme.

There are a few studies on the energy consumption estimation of electric buses, and these mostly adopt lab data. However, the energy consumption will be influenced by many external factors during the process of bus operation, creating large variation from the lab environment, which leads to the low applicability of previous estimation methods. In this regard, the establishment of an energy consumption estimation method oriented to realistic operation environments is absolutely necessary for a better service of electric buses.

1.1. Literature Reviews

Over the years, researchers have mainly focused on the vehicle scheduling [5–10], charging infrastructure planning and lifecycle evaluation about electric buses [11]. For example, Lajunen et al. (2016) developed a simulation models of the different powertrains in the Autonomie vehicle simulation software [12]. Wang et al. (2017) developed a modeling framework to optimize electric bus recharging schedules [13]. Chen et al. (2018) investigated the cost competitiveness of different types of charging infrastructure [14]. Jari et al. (2018) considered three different charging infrastructure scenarios for a novel cost-benefit method for the scheduling of an electric city bus fleet on a single route [15]. Lajunen (2018) concluded that high energy capacity of the battery system was crucial for the overnight charging buses to achieve adequate daily operation, whereas the battery size had a minor impact on the energy consumption and lifecycle costs of the fast-charging buses [16]. Rogge et al. (2018) provided a methodology for the cost-optimized planning of depot charging battery bus fleets and their corresponding charging infrastructure [17].

Lin et al. (2019) focused on large-scale fast charging-station planning for e-buses in the public transportation electrification process [18]. He et al. (2019) built a mixed integer linear programming model with the objective of minimizing the total cost of vehicle batteries, fast-charging stations, energy storage systems, and electricity demand charges [19]. Liu et al. (2019) conducted a quantitative economic analysis of on-route fast charging for EBs [20]. Liu et al. (2020) developed an optimization model of the ETNDP (electric transit network design problem) with the constraints of route, depot, operation and charging [21]. Ritari et al. (2020) developed a two-speed dual clutch gearbox which can reduce energy consumption by 2–3.2% [22]. Teng et al. (2020) developed a multi-objective optimization model for a single bus line operated with electric buses [23]. Yao et al. (2020) proposed a new methodology for the electric vehicle scheduling problem with multiple vehicle types in public transport based on a given multi-vehicle-type timetable [24].

However, there are a few studies concerning energy consumption estimation. Cauwer et al. (2015) studied the correlations between the kinematic parameters of the electric vehicle and its energy consumption based on real world data [25]. Wang et al. (2017) developed a spatial–temporal estimation model of the remaining energy of pure electric buses using fuzzy clustering and time series algorithms based on the vehicle location and bus routes [26]. Beckers et al. (2019) proposed a physics-based energy consumption prediction model for electric city buses. The model was derived from the first principles and supplemented by special measurements for electric buses, including dynamometer testing and coasting measurements [27]. Al-Ogaili et al. (2020) proposed an integrated model that integrated digital elevation and longitudinal dynamics models. The integrated model was used to judge the energy consumption of the bus operation, so that a better electric bus type and battery type can be selected [28]. Pamula et al. (2020) proposed a deep learning network model for estimating energy consumption on the bus route. The model used arrival times at bus stops, bus stop locations, and traffic conditions as the input. These parameters were easy to be obtained [29].

Some studies on electric vehicles also help estimate the energy consumption of EBs [30–35]. Wang et al. (2018) generated accurate driving patterns by a Markov chain
Monte Carlo simulation. The simulated driving patterns were then used to undertake an uncertainty analysis on the network impact due to EV charging [36]. Lee et al. (2012) proposed a statistical modeling approach of daily driving mission sets. The approach consisted of temporal distribution modeling and the synthesis of individual representative cycles [37]. Zhang et al. (2015) developed a systematic energy consumption estimation approach which is suitable for electric vehicle actual driving cycles. Based on comprehensive consideration of the mechanical dynamics characteristics and electric machine system of the EVs, a set of energy consumption rate estimation models were established under different operation modes from a statistical perspective [38]. Fotouhi et al. (2020) developed an energy consumption estimation model to be used in an EV fleet management system. The proposed estimator consisted of a vehicle model, a driver model, and terrain models [39].

The research findings above have important implications for formulating scientific electric bus operation management scheme. It is less than 5 years since the electric buses have been put into use on a large scale, and the research results in terms of operation management are relatively few. For the aspect of energy consumption estimation, the problems of existing research are two-fold.

Firstly, although some researchers establish energy consumption estimation model based on the actual operating data of electric buses, the data they adopted has a small range of temperature, leading to limited application scope of models. Regarding some cold regions, the environment temperature can drop to $-4 \, ^\circ F$ ($-20 \, ^\circ C$) or even $-22 \, ^\circ F$ ($-30 \, ^\circ C$). Under this condition, the energy consumption of electric buses will change dramatically, and current models will be inapplicable.

Moreover, some present estimation models will take the detailed movement state of buses on the route as inputs, such as the arrival time, traffic flow state at road segments or intersections and acceleration or deceleration process. At the stage of formulating vehicle scheduling scheme, however, bus companies generally have the fundamental data (average trip travel time, average speed, etc.) only. Furthermore, lacking detailed bus movement data makes it difficult to establish the model consistent with the real environment.

1.2. Contributions

This study takes actual state of charge (SOC) of battery on the electric bus, trip travel time, average environment temperature and air-conditioner operation time as the independent variables, meanwhile, takes the energy consumption from route operating as the dependent variable to establish the regression model based on support vector machine, with grey wolf optimization algorithm to obtain optimal parameters of the model. The main contributions of this paper are summarized as below:

(1) An energy consumption estimation model based on actual operating data of electric buses from cold regions is established. During the collection of sample data, the lowest environment temperature is $-16.4 \, ^\circ F$ and the highest is $95 \, ^\circ F$ in order to broaden the application range of the model proposed.

(2) SVR and GWO algorithms are adopted to establish regression model and optimize parameters respectively. In particular, the model proposed employs dimension-based population initialization method, which is beneficial to relieve the problem of slow convergence speed at the beginning of iteration. Compared with other intelligent algorithms, the algorithm presented in this paper has the shorter training time and smaller estimation error.

The remainder of this paper are organized as follows. Section 2 gives a general description of the collected sample data. Section 3 introduces the SVM model, GWO algorithm; and establishes GWO-SVR energy consumption model. Section 4 implements the analysis, comparison and evaluation of the estimation results. Section 5 concludes this paper and discusses the potential future direction.
2. Data Description

This paper establishes an energy consumption estimation model based on the actual operating data of electric buses from Meihekou City, Jilin Province, China. Meihekou City located at 125°15’–126°03’ east longitude and 42°08’–43°02’ north latitude, with urban area of about 50 square kilometers and population of 350,000, belongs to temperate continental monsoon climate. Specifically, the average annual temperature is 41.9 °F, and the record high and low temperature are 96.8 °F and −27.4 °F, respectively.

Currently, the total number of bus routes in operation is 17 in urban area of Meihekou City, supported by about 100 electric buses. We collect the operation data from 3 electric bus routes (route 103, 106 and 108). Three vehicle types can be found from these three bus routes, represented as type A, type B and type C. The detailed parameters of different bus vehicle type are described in Table 1.

Table 1. Parameters of electric buses.

| Type | Battery Capacity/kWh | Driving Range */km | Vehicle Size/m³ | Curb Weight/kg | Passenger Capacity/pa ** |
|------|----------------------|-------------------|----------------|----------------|-------------------------|
| A    | 162.3                | 345               | 8.5 × 2.5 × 3.215 | 8200           | 60                      |
| B    | 199.37               | 375               | 10.5 × 2.5 × 3.2 | 11,350         | 76                      |
| C    | 202.93               | 385               | 10.5 × 2.5 × 3.215 | 10,550         | 76                      |

Note: * Driving range is calculated based on uniform velocity method; ** pa is the abbreviation of passenger.

After preliminary analysis of the data, four key factors correlated with energy consumption of electric bus routes are determined, and they are SOC, trip travel time, average environment temperature and air-conditioner operation time, respectively.

(1) State of charge (SOC)

SOC is the level of charge of an electric battery relative to its rated capacity. The units of SOC are percentage points. SOC is normally used when discussing the current state of a battery in use. According to our actual observations: The power consumption rate is slower under higher SOC while faster under lower SOC. Thus, SOC is closely related to energy consumption [40].

(2) Trip travel time

Generally, the trip travel time and energy consumption will increase with route length, which is usually fixed, and the trip travel time during each period has obvious difference. As a result, this paper chooses trip travel time as the input of model. The length, average trip travel time, maximum and minimum trip travel time of 3 bus routes are listed in Table 2.

Table 2. Statistic of travel time for electric bus routes

| Route No. | Route Length/Km | Average Trip Travel Time/Min | Maximum Trip Travel Time/Min | Minimum Trip Travel Time/Min |
|-----------|----------------|-----------------------------|-----------------------------|-----------------------------|
| 103       | 10             | 25                          | 59                          | 14                          |
| 106       | 12             | 35                          | 52                          | 14                          |
| 108       | 8.1            | 28                          | 50                          | 15                          |

(3) Average environment temperature

The internal resistance of battery will increase at low temperature, leading to the growth of its calorific value and power consumption further. While under the high tem-
perature condition, the bus will start the cooling system to lower the battery temperature, which also adds to the power consumption. Therefore, environment temperature has a great influence on the battery, and the energy consumption of electric buses can be estimated through environment temperature. Figure 1 depicts the average environment temperature of each month in Meihekou City during the period of data collection.

![Figure 1. Average temperature of each month during the investigation in Meihekou City.](image)

(4) Air-conditioner operation time

To improve the comfort of bus carriage, the driver usually starts the air-conditioner when the temperature is at a lower or higher level. However, powerful air-conditioners will accelerate the electricity consumption. Hence, air-conditioner operation time is a key factor influencing energy consumption along the route operation.

We use the relevant data in a city of Jilin Province to estimate energy consumption for electric buses. From May 2020 to Jan 2021, 3304 pieces of valid data originating from 3 bus routes were obtained, including the fundamental data, actual running data and average environment temperature.

Table 3 shows some samples of the collected data. Totally 3304 groups of data were collected from the 3 bus lines.

| Date       | License Number | Mileage /Km | Energy Consumption/Kwh | SOC/% | Trip Travel Time/Min | Average Environment Temperature/°F | Air-Conditioner Operation Time/Min |
|------------|----------------|-------------|-------------------------|-------|----------------------|-----------------------------------|-----------------------------------|
| 2020/5/19  | 3999           | 10          | 4.0                     | 96.4  | 32                   | 45.0                              | 0                                 |
| 2020/6/1   | 0133           | 8.1         | 3.1                     | 66.0  | 24                   | 69.8                              | 0                                 |
| 2020/8/15  | 7696           | 8.1         | 5.2                     | 51.6  | 28                   | 80.6                              | 28                                |
| 2020/11/18 | ...            | ...         | ...                     | ...   | ...                 | ...                               | ...                               |
| 2020/12/7  | 3380           | 20          | 19.1                    | 71.6  | 53                   | 12.6                              | 52                                |
| 2021/1/8   | 6266           | 12          | 16.1                    | 42.8  | 57                   | -6.7                              | 57                                |

Table 4 shows the result of statistical analysis for the data (energy consumption, SOC, trip travel time, average environment temperature and air-conditioner operation time) of 3304 bus trips.
Table 4. Basic statistics of collected data.

| Variable          | Energy Consumption/kWh | SOC/% | Trip Travel Time/Min | Average Environment Temperature/°F | Air-Conditioner Operation Time/Min |
|-------------------|-------------------------|-------|----------------------|-----------------------------------|-----------------------------------|
| Mean              | 5.6                     | 70.7  | 29                   | 41.8                              | 5                                 |
| Maximum           | 19.1                    | 100.0 | 59                   | 94.5                              | 59                                |
| Minimum           | 2.0                     | 22.8  | 14                   | -16.4                             | 0                                 |

3. Establishment of Estimation Model

Many factors make an impact on the electricity consumption of battery as the operating of buses. For example, road slope is also one important contributing factor to electricity consumption. The road slopes of different bus lines are also different. Besides, for a given bus line, the road slope would vary with road sections. Thus, it is hard to find an indicator to represent the road slope of a bus line. Therefore, in this study the road slope is not considered. To eliminate the influence of road slope, we use the collected data of a bus line to establish the estimation model, and the model is only applied to this bus line.

The most relevant factors to are SOC, trip travel time, average environment temperature and air-conditioner operation time, respectively. Taking these four factors as dependent variables, we established a support vector regression model based on grey wolf optimization algorithm (GWO-SVR) to realize the estimation of energy consumption for electric buses.

A support vector regression (SVR) model is set up first in this section, and then performs parameter optimization for SVR model by means of GWO algorithm. The process steps about energy consumption estimation based on established GWO-SVR model is proposed eventually.

3.1. Support Vector Regression Model

Support vector machine (SVM) is a binary classification model, and it is a linear classifier that looks for the separation hyperplane with maximum interval in the feature space. Additionally, SVM can be used to conduct data regression analysis. When the input variables of sample data are classification data and the output variable is label, support vector classification (SVC) can be chosen to classify data; support vector regression (SVR) is applicable to the situation when both the input and output variables are numeric data. For the issue of energy consumption estimation for electric buses, we find it conforms to the application condition of SVR through observing sample data, so this paper will process the data with SVR.

SVR is a convex optimization problem, and it is local optimal solution equals to the global optimal solution. Specifically, the local optimum does not exist. Meanwhile, the optimization objective of SVR model is structural risk minimization, which can control the desired risk of learning machine on all the sample set with guaranteeing accuracy. Hence SVM model has great generalization ability that is better to improve the universality of the energy estimation model.

It is assumed that the dependent variables of SOC, trip travel time, average environment temperature and air-conditioner operation time are \( x_1, x_2, x_3 \) and \( x_4 \) respectively, and independent variable of energy consumption is \( y \). This condition exists high-dimensional sample:

\[
D = \{(x_{11}, x_{21}, x_{31}, x_{41}, y_1), (x_{12}, x_{22}, x_{32}, x_{42}, y_2), \ldots, (x_{1m}, x_{2m}, x_{3m}, x_{4m}, y_m)\}, y_i \in R.
\]

If we intend to estimate the energy consumption \( y \) using SVR model, it is requisite to configure an energy consumption function \( f(x) \), making the estimation result approach to the actual value of \( y \) closely. The function \( f(x) \) is shown as Equation (1).

\[
f(x) = \omega^T X + b
\]
where $X$ is the set of dependent variables, $X = [x_1, x_2, x_3, x_4]$. Vector $\omega$ and parameter $b$ are waiting to be determined.

Assume the error threshold between $f(x)$ and $y$ is $\epsilon$. The loss should be calculated when the absolute value of error is more than $\epsilon$, then expresses it by insensitive loss function $l_\epsilon$ in Equation (2).

$$l_\epsilon = \begin{cases} 0, & \text{if } |z| \leq \epsilon \\ |z| - \epsilon, & \text{otherwise} \end{cases}$$

where $z$ is the calculation value of loss.

According to Equations (1) and (2), the SVR problem can be rewritten as: what the value of $\omega$ and $b$ is when loss is the minimum. The equation is:

$$\min_{\omega, b} \frac{1}{2}||\omega||^2 + C \sum_{i=1}^{m} l_\epsilon(f(x_i), y_i)$$

(3)

The classifier SVM adopted by SVR is linear, but it is incapable of performing data regression through constructing a hyperplane since input variables ($x_1$, $x_2$, $x_3$, $x_4$) are not linearly differentiable data sets, thereby the requirement of error threshold cannot be satisfied. In this case, this paper introduces a slack variable, and Equation (3) is rewritten as Equation (4).

$$\min_{\omega, b, \xi_i, \xi_i} \frac{1}{2}||\omega||^2 + C \sum_{i=1}^{m} \left( \xi_i + \xi_i \right)$$

(4)

s.t.  
$f(x_i) - y_i \leq \epsilon + \xi_i$  
$y_i - f(x_i) \leq \epsilon + \xi_i$  
$\xi_i \geq 0, \xi_i \geq 0, i = 1, 2, \ldots m.$

where $C$ is penalty coefficient; $\xi_i$ and $\xi_i$ are slack variable factors.

To obtain the required function $f(x)$, the extremum of Equation (4) should be solved. For the problem with objective function and constraint, it is common to solve it by Lagrange multiplier method. After introducing Lagrange multiplier $\mu_i$ into Equation (4), the expression of Equation (5) can be obtained below.

$$L(\omega, b, a, \alpha, \xi, \xi, \mu) = \frac{1}{2}||\omega||^2 + C \sum_{i=1}^{m} \left( \xi_i + \xi_i \right) - \sum_{i=1}^{m} \xi_i \mu_i - \sum_{i=1}^{m} \xi_i \mu_i$$

(5)

$$+ \sum_{i=1}^{m} a_i (f(x_i) - y_i - \epsilon - \xi_i) + \sum_{i=1}^{m} \tilde{a}_i \left( f(x_i) - y_i - \epsilon - \tilde{\xi}_i \right)$$

Let the partial derivative of $L(\omega, b, a, \alpha, \xi, \xi, \mu)$ to $\omega, b, \xi_i$ and $\xi_i$ equal 0, and then Equation (5) will be solved as follows.

$$\omega = \sum_{i=1}^{m} \left( \tilde{a}_i - a_i \right) x_i$$

(6)

$$0 = \sum_{i=1}^{m} \left( \tilde{a}_i - a_i \right)$$

(7)

$$\begin{cases}
C = a_i + \mu_i \\
C = \tilde{a}_i + \mu_i
\end{cases}$$

(8)

Any local extreme point of convex optimization problem is global extreme point. In a similar way, local optimum is equivalent to global optimum. Transforming the problem into a convex optimization problem will be in favor of obtaining optimal estimated value of energy consumption. SVR problem after introducing Lagrange multiplier does not
belong to convex optimization but its dual function does. As a result, we transform the original problem into dual problem, and finding that the optimal solution of original problem corresponds to that of dual problem depending on the hadron duality. Putting Equations (6)–(8) into Equation (5), we can acquire the dual problem of SVR in Equation (9).

\[
\begin{align*}
\max_{\alpha, \alpha^*} & \sum_{i=1}^{m} y_i (\alpha_i - \alpha_i^*) - \epsilon (\alpha_i - \alpha_i^*) - \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} (\alpha_i - \alpha_i^*) (\alpha_j - \alpha_j^*) x_i^T x_j \\
\text{s.t.} & \sum_{i=1}^{m} (\alpha_i - \alpha_i^*) = 0, 0 \leq \alpha_i, \alpha_i^* \leq C.
\end{align*}
\] (9)

where \( x_i \) and \( x_j \) are different feature vector; \( x_i^T x_j \) is the inner product value of \( x_i \) and \( x_j \).

For convex optimization problem, KKT (Karush–Kuhn–Tucher) is the necessary and sufficient condition for the existence of extreme point which is also the global extreme point. Above process needs to satisfy KKT condition, that is to say Equation (10).

\[
\begin{align*}
\alpha_i (f(x_i) - y_i - \epsilon - \xi_i) &= 0 \\
\alpha_i^* (y_i - f(x_i) - \epsilon - \xi_i) &= 0 \\
\alpha_i \alpha_i^* &= 0, \xi_i \xi_i^* = 0 \\
(C - \alpha_i) \xi_i &= 0, (C - \alpha_i^*) \xi_i^* = 0
\end{align*}
\] (10)

The final result of SVR is below after substituting Equation (6) into Equation (1).

\[
f(x) = \sum_{i=1}^{m} (\alpha_i - \alpha_i^*) x_i^T x + b
\] (11)

where parameter \( b \) can be calculated by Equation (12).

\[
b = y_i + \epsilon - \sum_{i}^{m} (\alpha_i - \alpha_i^*) x_i^T x, \alpha_i \in (0, C)
\] (12)

It is difficult to obtain inner product value through mapping energy consumption, as the input variables in this paper are four-dimensional. In this regard, we will use kernel function method and solve inner product taking advantage of the function relationship between inner product and input variables directly. Kernel function method can not only simplify the calculation process, but also cut down computational complexity. If we assume that \( \phi : x \rightarrow F \) is the map from input space to a certain feature space, then:

\[
\omega^* = \sum_{i=1}^{m} (\alpha_i - \alpha_i^*) \phi(x)
\] (13)

If we replace the form of feature mapping by putting Equation (13) into Equation (11), SVR can be represented as Equation (14).

\[
f(x) = \sum_{i=1}^{m} (\alpha_i - \alpha_i^*) \kappa(x_i^T x) + b
\] (14)

Here \( \kappa(x_i^T x) = \phi(x_i)^T \phi(x_i) \) is kernel function. In this paper, due to the lack of prior information about energy consumption, we adopt radial basis function (RBF). It enables the objective function map to infinite dimension and its specific form is given as Equation (15).

\[
\kappa(x_i, x) = \exp(-\gamma ||x_i - x||^2)
\] (15)
The final form of \( f(x) \) after plugging Equation (15) into Equation (14) are:

\[
f(x) = \sum_{i=1}^{m} (\hat{a}_i - a_i) \exp\left(-\gamma ||x_i - x||^2\right) + b \quad (16)
\]

Penalty coefficient \( C \) and the parameter coefficient of kernel function \( \gamma \) are the primary parameters that need to be calibrated while structuring the SVR model. The magnitude of \( C \) will have a straightforward effect on the noise tolerance, which will further influence the accuracy of proposed model. Similarly, the noise tolerance is also determined by \( \gamma \), and the model would be insensitive to noise if \( \gamma \) is large, resulting in partial sample data loss.

The determination of \( C \) and \( \gamma \) should depend on the sparsity of input variables. However, since the sparse degree of \( x_1, x_2, x_3 \) and \( x_4 \) is unknown, parameter optimization has become a critical problem for SVR modeling.

### 3.2. Parameter Selection Based on Gray Wolf Optimization Algorithm

We choose grey wolf optimizer algorithm for the purpose of solving parameter optimization problem towards the SVR model above. Mirjalili et al. (2014) introduced a population intelligent optimization algorithm (grey wolf optimizer, GWO). This algorithm can perform well for the optimization calculation with few parameters. Particularly, SVR model only has 2 parameters need to be calibrated, which conforms to the parameter optimization criteria of GWO greatly.

Simple structure and few parameters that need to be adjusted characterize GWO algorithm and it has self-adaptive convergence factor and information feedback mechanism, which can balance the local optimization and global search, with a good performance in both solving precision and convergence rate. For the parameter optimization of the SVR model, GWO has become a dominant optimization algorithm in parallel with grid search and particle swarm optimization.

This paper will utilize GWO algorithm, involving social hierarchy, encircling prey, hunting, attacking prey and searching for prey, to optimize the penalty coefficient \( C \) and the parameter coefficient of kernel function \( \gamma \) in the SVR model.

(1) Social hierarchy

The grey wolf social hierarchy is divided into four levels, consisting of the leader wolf \( \alpha \) responsible for making decisions; the subordinate wolf \( \beta \) which is probably the best candidate of \( \alpha \); \( \delta \) wolf (hunters and scouts mainly) responsible for governing bottomed wolves; \( \varphi \) wolf at the bottom of the society, with the largest number, performing as substitutes. The descending order of these four levels is \( \alpha, \beta, \delta \) and \( \varphi \) according to top-down obedience of the wolf pack.

The wolf \( \alpha, \beta, \delta \) and \( \varphi \) in the energy consumption estimation model carry position information and fitness information respectively. The position information of each wolf incorporates a bivector. Furthermore, the bivector of wolf \( \alpha, \beta, \delta \) correspond to the top, the secondary and the third optimal of parameter \( C \) and \( \gamma \) respectively, as well as the position information of wolf \( \omega \) covers parameter \( C \) and \( \gamma \) inside the searching scope. Therefore, the resulting position information of wolf \( \alpha \) solved by GWO would be the optimal value of parameter \( C \) and \( \gamma \).

Grey wolves can adjust their position according to the distance to prey, and this distance is also called fitness function, which is the only indicator to judge the merits of position information of wolf pack. After each iteration, the position information of grey wolves is taken as the parameter of SVR model. We conduct training, energy consumption estimation and result evaluation based on SVR model, regarding evaluation index as fitness function. Root mean square error (RMSE) is an important model judgment index. The RMSE of test set is taken as the fitness function, and the calculation equation is shown in the following.

\[
RMSE = \frac{1}{n} \sqrt{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2} \quad (17)
\]
where $y_i$ is the actual energy consumption of test set; $\hat{y}_i$ is the estimation of energy consumption. It will be convenient to compare wolf $\alpha$, $\beta$, $\delta$ and $\varphi$ by means of fitness function, and carry out goodness ranking about parameter $C$ and $\gamma$ again, updating the position of wolf $\alpha$, $\beta$ and $\delta$.

(2) Encircling prey

Grey wolves approach their prey gradually by searching. GWO prepares for the next renewal of pack position information through updating internal parameters. To avoid falling into local optimum, GWO introduces a collaborative variable, taking advantage of its randomness to solve this problem. Specifically, the mathematical model about surrounding prey is:

$$D = B \circ X_p(t) - X(t)$$  \hspace{1cm} (18)

$$X(t + 1) = X_p(t) - A \circ D$$  \hspace{1cm} (19)

$$A = 2a \circ r_1 - a$$  \hspace{1cm} (20)

$$B = 2r_2$$  \hspace{1cm} (21)

where $D$ denotes the distance between the grey wolf and their prey; $t$ is the current iteration times; $X_p$ is the position vector of prey; $X(t)$ is the present position vector of grey wolves; $A$ and $B$ are collaborative coefficient vector; $\circ$ represents Hadamard product operation; $a$ is a constant with regard to maximum iterations, making $A$ decline from 2 to 0 linearly during the iteration process; $r_1$ and $r_2$ are the random variables in the range of $[0, 1]$.

(3) Hunting

Grey wolves can identify the position information of prey and surround them. GWO utilizes collaborative vector to achieve the renewal of position information. Given that wolf $\alpha$, $\beta$ and $\delta$ could search prey and keep the optimal $\alpha$, $\beta$ and $\delta$ during each iteration, searching prey based on their position and updating the position of current wolves, it is the process of updating and iteration information. Thus, the mathematical model of hunting model is:

$$\begin{cases}
D_\alpha = B_1 \circ X_\alpha - X \\
D_\beta = B_2 \circ X_\beta - X \\
D_\delta = B_3 \circ X_\delta - X
\end{cases}$$  \hspace{1cm} (22)

$$\begin{cases}
X_1 = X_\alpha - A_1 \circ D_\alpha \\
X_2 = X_\beta - A_2 \circ D_\beta \\
X_3 = X_\delta - A_3 \circ D_\delta
\end{cases}$$  \hspace{1cm} (23)

$$X(t + 1) = \frac{X_1 + X_2 + X_3}{3}$$  \hspace{1cm} (24)

where $X_\alpha$, $X_\beta$ and $X_\delta$ denote the position vector of wolf $\alpha$, $\beta$ and $\delta$ in the present wolf pack; $X$ is the position vector of subordinate wolves; $D_\alpha$, $D_\beta$ and $D_\delta$ indicate the distance between wolf $\alpha$, $\beta$, $\delta$ and subordinate wolves respectively, which is the value of fitness calculated based on position information.

(4) Attacking prey

Grey wolves attack the prey they select. GWO found the prey by constantly updating the location information and tried to attack. From an algorithm perspective, the prey here is a local optimal solution, and attacking the prey is a process of trying to solve the local optimal solution. In the process of solving the local optimal solution, the linearity of $A$ decreases from 2 to 0. If $|A| < 1$, grey wolves would make an attack to prey corresponding to obtaining the optimal solution (local optimum).

(5) Searching for prey

Grey wolves are not satisfied with the present prey and they need to look for better prey. From an algorithm perspective, the local optimal solution is not necessarily the global optimal solution. The process of finding a better prey is actually to expand the search range and find the global optimal solution. GWO takes advantage of the randomness of collaborative variable $A$ and $B$ to jump out of the local optimum and search global optimal
solution. The hunting zone can be expanded by controlling the magnitude of $A$. We set $|A| > 1$ to expand searching range compulsorily and avoid getting into local optimum; meanwhile, the randomness of $B$ will be beneficial for finding new solutions. $B$ indicates the random weight of the effect of the wolf’s position on the prey. The weight will increase with $B$, and vice versa. Note that $B$ is not linear decline, and it is the feature of nonlinear descent that exerts an influence on jumping out of local optimum during the later iteration.

3.3. Estimation of Operating Energy Consumption Based on GWO-SVR Model

Firstly, GWO-SVR algorithm optimizes penalty coefficient $C$ and the parameter coefficient of kernel function ($\gamma$) by GWO and then builds SVR model to train and estimate energy consumption. Figure 2 displays the detailed steps of the estimation for operation energy consumption.

![Flow diagram of energy consumption estimation based on GWO-SVR](image-url)

**Figure 2.** Flow diagram of energy consumption estimation based on GWO-SVR

3.3.1. Data Preprocessing

Data preprocessing includes three parts: data elimination, data set partition, and data normalization.

In order to guarantee the validity of the model, it is necessary to eliminate abnormal data according to $3\sigma$ criterion. Exactly speaking, we assume a set of test data consists of random error only, then calculate standard deviation and partition probability interval. The data that exceed the probability interval, usually caused by gross error, are considered as abnormal data to be eliminated. By collecting and observing mass operation data in field, we find that input variables conform to the normal distribution when the sample data size is large enough. It is eligible to eliminate abnormal data and calculate sample normal characteristics. If the data is out of tolerance scope, it would be eliminated on the basis of $3\sigma$ criterion.

After that the reserved sample data is divided into training set and test set. Training set is the key to training model. Particularly, the merits and size of training set determine the training effect, while the test set aims to check the validity of the model. In this paper, we adopt fixed partition method, which is easy to compare and analyze validity of different model subsequently. The collected data will be partitioned according to the ratio of $M$ (training set) to $N$ (test set). As the proportion of $M$ increases, the training performance of the model will be better, with strong generalization and high accuracy.

After partitioning the data set, the data needs to be normalized, that is, the sample is mapped to the interval $[0, 1]$. Later on, the contribution of each input variable can be balanced, so that the model convergence speed will be accelerated.

3.3.2. Determination of Parameter Initial Value for GWO-SVR Model

There are two parts about the determination of parameter initial value for GWO-SVR model, including that for SVR model and GWO model respectively.

(1) Determination of parameter initial value for SVR model

Penalty coefficient $C$, kernel function category of SVR, and their internal parameter $\gamma$ should be confirmed during the process of modeling. Furthermore, these parameters can control the accuracy and generalization ability of SVR model, so parameter determination
is an important step during modeling. For Equation (4), the size of C will affect the noise tolerance straightforwardly and then affect model accuracy.

The selection of kernel function mainly depends on the number of characteristics and the size of sample data. Specifically, it is the time when the number of sample characteristics is far more than the sample size, with characteristic dimension high enough, that the data is usually linear separable and the linear kernel function can be considered; when the sample size is common and sample characteristic dimension is not high, we generally choose radial basis function (RBF). Regarding the energy consumption estimation model in this paper, it has only four characteristics and mass sample data, therefore we will take RBF as the kernel function for the proposed SVR model.

In Equation (15), there is only one unknown parameter γ (controlling the noise tolerance of model) inside the RBF, and different sample should select different parameter γ. Due to the difficulty to carry out visible measurement about the variables SOC, trip travel time, average environment temperature, air-conditioner operation time, and the high-dimensional space characteristics of energy consumption, as well as the unavailability of applicable parameters directly, thus it is necessary to utilize GWO to select the optimal parameters.

(2) Determination of parameter initial value for GWO model

SVR model has two uncertain parameters that need to be optimized based on GWO. During the process of optimizing, the primary parameters to be set are the number of grey wolves in the population S, the maximum iteration times T, position information, hunting zone, and step length.

The number of grey wolves in the population S refers to the number of ϕ wolves. As this number grows, the hunting zone for the wolf pack to seek optimal solution expands gradually. In general, the more the number, the wider the hunting zone, and the convergence speed will become faster, however the computation burden will increase greatly. For the energy consumption model in this paper, the value range of S should be 10 to 20.

The maximum iteration T denotes the times that grey wolves search for prey. Iteration times should be determined according to the sample data size. To be specific, when the sample size becomes large, the iteration times will also increase, adding the burden to computation. In this regard, we value T between 20 and 50 for our energy consumption estimation model.

At the same time, setting the range of search parameters will improve the accuracy of the optimal parameters and search efficiency of the optimal solution, in addition, reduce the time to select the optimal parameters.

3.3.3. Steps for GWO-SVR Model

Step 1. Set the position information of wolf α, β, δ, ϕ and the initial value of fitness.

After setting the internal parameters of grey wolves, we should preset position information and initial value of fitness. In terms of GWO algorithm, initial population will make a big impact on the global search speed and the quality of the solution. It is common that GWO algorithm sets the position information as the random value and sets the fitness as positive infinity to initiate iteration. In this paper, Consideration of the large sample size for the energy consumption, if we adopt a randomized policy to set initial value, the convergence speed would be slower. As a result, the position information of wolf α, β and δ are given based on the method of dimension estimation.

Generally, the hunting zone of penalty parameter C is given as follows.

\[
C \in \left[ 2^{-\dim}, 2^{\dim} \right]
\] (25)
where \( \text{dim} \) is the dimension of the input parameter. \( x_1, x_2, x_3 \) and \( x_4 \) are input parameters in our model, so \( \text{dim} \) equals 4. \( \gamma \) can has the same hunting zone as \( C \), and its population initial value can be obtained from Equation (30).

\[
\gamma = \frac{1}{\text{dim}} \tag{26}
\]

Taking the upper quartile, lower quartile, median, and the recommended value of \( \gamma \) as the initial value, which can obtain three sets of \( C \) and \( \gamma \). Making use of these three sets of data, the root-mean-square error (RMSE) which performs as the fitness function could be calculated through SVR model, and the performance of the model is better with RMSE decrease. Next, the position information will be updated according to the order of the first, second, and third optimal values of RMSE.

**Step 2.** Determination of the initial value of collaborative vector.

It is required to preset \( r_1, r_2, \) and \( a \) to calculate the initial value of collaborative vector. Both \( r_1 \) and \( r_2 \) are random vector in the range of \([0, 1]\). Parameter \( a \) is defined by the following equation.

\[
a = 2 - \frac{2}{T} \tag{27}
\]

where \( T \) is the maximum iterations.

According to Equation (20), the coefficient vector \( A \) and \( B \) of GWO can be obtained.

**Step 3.** Update the position information and fitness of wolf \( \alpha, \beta \) and \( \delta \).

The position information and fitness will be recalculated based on Equations (22) and (23), then through comparison, select the smaller adaptability to update step by step. For example, as the calculation of the fitness of grey wolf \( \alpha \), the first thing is to calibrate the parameters of SVR model employing position information. Position information consists of parameter \( C \) and \( \gamma \), which have acquired initial value through dimension calculation in Step 1. Let the initial value of \( C \) and \( \gamma \) as the position information of grey wolf \( \alpha \), and then the position information as the parameters of SVR model. Next, we will train SVR model with setting \( x_1, x_2, x_3, x_4 \) in the training set as the input variables and \( y \) as the output variables. After this, \( x_1, x_2, x_3, x_4 \) in the test set are taken as input variables to estimate energy consumption. Finally, the error between estimated value and actual value in the test set will be analyzed and take RMSE as the fitness of this position information.

**Step 4.** Update iteration.

Referring to Equation (18), the position information and fitness of each grey wolf \( \varphi \) are recalculated. RMSE is an important index to evaluate the validity of the model. In particular, the smaller the RMSE, the better the model. If the RMSE of grey wolf \( \alpha, \beta, \delta \) is less than that for a certain grey wolf \( \varphi_1 \) in the grey wolves of \( \varphi \), replacement will be carried out. For example, the RMSE of grey wolf \( \alpha \) is smaller than that of grey wolf \( \varphi_1 \), and then the position information and fitness of grey wolf \( \varphi_1 \) will be replaced by grey wolf \( \alpha \). At the same time, grey wolf \( \beta \) and \( \delta \) exchange their position information and fitness with each other.

This step aims to achieve the optimal replacement of position information. With the continuous renewal and iteration of parameters, also for the RMSE, it is further to find parameter \( C \) and \( \gamma \) which are closer to the optimal value.

Then according to Equation (20), compute the value of \( A \) and \( B \) for GWO taking advantage of the randomness of parameter \( r_1, r_2 \) and \( a \). Repeat step \(~ step 5\) and conduct iteration.

**Step 5.** Result of GWO algorithm.

With the continuous renewal of the position information and fitness of grey wolf \( \alpha, \beta \) and \( \delta \) in the population, the GWO algorithm is over when iterations come to the maximum. Meanwhile, the position information of grey wolf \( \alpha \) is selected as the final model parameters of \( C \) and \( \gamma \).

**Step 6.** The final training of SVR model.
C and $\gamma$ are selected as the final parameters for SVR model. Like step 3, $x_1$, $x_2$, $x_3$, $x_4$ in the sample training set are input variables and $y$ is output variable. Finally, the SVR training model can be obtained.

**Step 7.** The energy consumption estimation and evaluation based on SVR model.

Taking SOC, trip travel time, average environment temperature, and air-conditioner operation time as input variables, the estimated value of energy consumption can be calculated and renormalized. By comparing the actual value with the estimated value, we will obtain the evaluation index of this model and conduct further analysis.

### 4. Results and Analysis

#### 4.1. Selection of Evaluation Index

In this paper, we choose root-mean-square error (RMSE), mean absolute percentage error (MAPE) and mean absolute error (MAE) to evaluate the validity of the estimation model of energy consumption.

In general, RMSE could reflect the deviation degree between the estimated value from regression model and the actual value well. However, if there are individual outliers with large deviations, even if there are few outliers, it will affect the evaluation results. Therefore, it is essential to use other indicators to supplement evaluation, such as MAPE or MAE. Moreover, the estimation result will be better with MAPE or MAE approaching 0 closer.

#### 4.2. Estimation Result of GWO-SVR

This paper collects the relevant data in Meihekou City, China to estimate energy consumption of electric buses, and refers to the GWO-SVR model established in Section 3.3.3. We have 3304 original data samples in total (including three bus routes), among which 150 pieces of abnormal data are removed based on $3\sigma$ criterion. Furthermore, the reserved data (3154 pieces) are partitioned as the ratio of 9 (training set) to 1 (test set). We filter out valid correlation variables and their value from each piece of data according to the model proposed in this paper, including independent variables SOC ($x_1$), trip travel time ($x_2$), average environment temperature ($x_3$), air-conditioner operation time ($x_4$), as well as dependent variable energy consumption value ($y$). Besides, the sample data is normalized by means of Equation (28).

The parameter initial value of GWO algorithm in this paper includes: the number of grey wolves in the population ($S = 20$), the maximum iterations ($T = 50$), the dimension of position vector ($N = 2$), crossover probability ($PCR = 0.2$), searching lower limit (0.01), searching upper limit (100). The position information of wolf $\alpha$, $\beta$, $\delta$ and fitness are set according to step 1 in Section 3.3.3, and the detailed position information and fitness are summarized in Table 5.

| Grew Wolf Name | C        | $\gamma$ |
|---------------|----------|----------|
| $\alpha$      | 4.046875 | 0.25     |
| $\beta$       | 8.03125  | 0.25     |
| $\delta$      | 12.01563 | 0.25     |

To eliminate the impact of road slope, we develop the estimation model for each bus line. The detailed energy consumption estimation results of the three bus lines are shown in Table 6:
Table 6. Comparison of estimation results of three bus routes.

| Route | Sample Number | RMSE  | MAE  | MAPE  |
|-------|---------------|-------|------|-------|
| 108   | 1676          | 0.9730| 0.7685| 14.16%|
| 103   | 1105          | 0.9821| 0.7723| 14.36%|
| 106   | 523           | 0.9998| 0.7922| 14.89%|

To analyze the error, we took the operating data of a bus of route 108 in January 2021 as an example, and the comparison result between its actual value and estimated value is shown in Figure 3.

![Figure 3](image)

**Figure 3.** Comparisons between the actual value and estimated value of operating energy consumption from a route 108 electric bus.

GWO-SVR model error is mainly determined by the penalty factor \( C \) and the \( \varepsilon \) in the loss function in Equation (2). \( C \) influences the random error of the model. As the value of \( C \) increases, the estimated energy consumption will tend to the average value, leading to larger estimation errors in some samples. Additionally, \( \varepsilon \) can prevent the trend of the estimated value from shifting to the average value, so that some samples have better estimation results.

According to the step 1 in Section 3.3.3, different setting method of initial value will have great influences on model convergence speed. In view of this, we have set the initial value of position information adopting the method based on dimension setting and random setting, as well as compared convergence speed and error under the same training set and test set. The results are illustrated by Figure 4.

From Figure 4, we can find that the model begins to approximate the optimal solution after 4 iterations when the initial value of position information is set based on dimension; while the position information is set randomly, it will take multiple iterations to get close to the optimal solution because of the long distance between initial value and the optimal value. Thus, we use the GWO algorithm based on dimension setting to solve the optimum quickly and efficiently.
4.3. Comparison of Different Energy Consumption Estimation Models

To verify the validity of the model proposed in this paper, Genetic Algorithm-Back Propagation neural network model (GA-BP) and Grid-search Support vector machine regression model (Grid search-SVR) are used to compare with GWO-SVR algorithm.

(1) GA-BP neural network model

BP (back propagation) neural network is a kind of mathematical model with nonlinear mapping capability. By means of Error Backpropagation method, it takes minimum MSE as the objective to modify the weight and threshold of the grid continuously, thus the data can be fitted with high precision; Genetic Algorithm (GA) is a heuristic search algorithm referring to biological evolution process. Primarily, GA-BP neural network uses GA to continuously modify the weight and threshold of neural network until the optimal solution is obtained, then applies BP neural network to estimate the energy consumption. It has a good ability in energy consumption estimation in the case of small sample size, but for large sample size, the storage space for chromosomes will go up exponentially. The generalization of GA-BP neural network conflicts with it learning ability. As the number of samples increases, the generalization ability gradually increases. But when it rises to a certain limit, the increase in the number of samples will decrease the generalization ability, that is, the phenomenon of “over fitting” occurs.

Applying GA-BP neural network on energy consumption estimation, the hereditary algebra is set to 100; there are 3 layers for BP neural network, among which the input layer has four nodes. The number of neurons for hidden layer is 15 and output layer has 1 node. Meanwhile, sigmoid function is selected as the activation function for input layer and hidden layer while the output function is linear.

(2) GS-SVR model

For the SVR model, grid search (GS) is a popular parameter optimization algorithm. This algorithm is essentially exhaustive search, which is trying each value of parameters within the specified range and the results are calculated, then the optimal solution is obtained by comparing the results.

As the GS algorithm are exerted on the parameter optimization of SVR, it is required to regulate the range of penalty coefficient C and the parameter coefficient of kernel function ($\gamma$), taking RMSE as the evaluation criterion of parameter goodness. The values range of both parameters C and $\gamma$ is [−10, 10] and the calculation step length is 0.05.

(3) Result comparison

This paper compares GWO-SVR with GA-BP and GS-SVR and analyzes their estimation accuracy. To ensure comparability, only the data of bus line 108 is used when estimating energy consumption based on the three above models. In addition, the ratio of
training set to test set is 9:1. The optimal parameters and the estimation results of energy consumption are demonstrated by Tables 7 and 8.

Table 7. The optimal value for parameters of route 108.

| ESTIMATION METHOD | Penalty Coefficient C | Kernel Function Parameter γ |
|-------------------|------------------------|-----------------------------|
| GS-SVR            | 0.4856                 | 1.3966                      |
| GWO-SVR           | 0.4683                 | 1.3856                      |

Table 8. Comparison of estimation results from three models of route 108.

| Estimation Method | RMSE  | MAE   | MAPE  |
|-------------------|-------|-------|-------|
| GA-BP             | 1.134 | 0.9998| 17.03%|
| GS-SVR            | 1.0001| 0.7666| 14.47%|
| GWO-SVR           | 0.9730| 0.7685| 14.16%|

As Table 8 shows, the estimation error of GA-BP neural network is big slightly, while that of SVR is relatively small which is suitable for energy consumption estimation better. The reason is that, for larger sample size, BP neural network tends to be trapped in local optimum, leading to poor generalization. By contrast, SVR is a convex optimization problem, and it is will not fall into local optimum. As a result, two SVR models have higher precision in energy consumption estimation.

Comparing GWO-SVR with GS-SVR, we can find that there is little difference between them and the MAPE of GWO-SVR is only 0.31% which is smaller than that of GS-SVR model. The main reasons causing this including: (i) algorithm accuracy error, that is to say, estimation model achieves the optimal under its own optimization algorithm (such as GS and GWO algorithm), rather than the parameter condition of SVR model. Especially, the accuracy of GS algorithm mainly determines by the hunting zone and step length of C and γ, whereas for GWO algorithm, iteration is the major factor and sometimes the global optimal solution still cannot be found even the iterations reaches maximum; and (ii) random error, embodied in the process of SVR model looking for support vectors, and the selected support vectors may change with parameters, causing in that the training model has different performance.

GWO-SVR is superior to GS-SVR slightly concerning accuracy, but different in training time. In this paper, we have analyzed the training time and estimation error of three models by changing sample size. The detailed results are shown in Table 9.

Table 9. Comparison of training time and estimation error among different models

| Estimation Method | Sample Size | Training Time/s | MAPE  |
|-------------------|-------------|-----------------|-------|
| GA-BP             | 500         | 5               | 7.90% |
|                   | 1000        | 9               | 13.98%|
|                   | 1500        | 10              | 17.20%|
| GS-SVR            | 500         | 99              | 15.12%|
|                   | 1000        | 1231            | 14.88%|
|                   | 1500        | 2832            | 14.42%|
| GWO-SVR           | 500         | 13              | 15.03%|
|                   | 1000        | 81              | 14.49%|
|                   | 1500        | 122             | 14.09%|

From Table 9, we see that training time grows in varying degrees for three models with the increase of sample size. Moreover, the training time of BP neural network is less than that for SVR model under the same sample size; also, the MAPE of GA-BP neural network is minor when the sample size is small, but its estimation accuracy is inferior to SVR model
in large sample size. For two SVR model, if sample size is 1000, the training times of GWO-SVR and GS-SVR are 81 s and 1321 s respectively; if sample size is 1500, the training times are 122 s and 2832 s, with a huge difference. Although there is no remarkable difference between the estimation accuracy of two models, GS-SVR is far inferior to GWO-SVR on training time.

It can be observed from Table 8 that when the sample size is 500, the effect of using BP neural network for energy consumption estimation is better. This is because, in the case of a small sample size, the BP neural network method can build a neural network model by using fewer neurons, thereby reducing the probability of generating error neurons. Therefore, the BP neural network model has high performance when the sample size is small. With the increase of the sample size, the number of neurons in the BP neural network increases, and the probability of generating error neurons also rises, which will reduce the estimation accuracy of the model.

It can also be seen from Table 8 that the gray wolf optimization algorithm has almost the same training time as other algorithms with a little sample, while the gray wolf optimization algorithm has a significant advantage in training time as the number of samples increases. That is because, compared with other algorithms, the gray wolf optimization algorithm has the advantage of reducing time complexity and speeding up the solution. When the sample size is small, its advantages are not obvious. This is because the number of iterations of the gray wolf optimization algorithm is almost the same as that of other optimization algorithms (such as the grid search optimization algorithm), the times of them to find the optimal solution is almost the same. When the sample size is large, its advantages are obvious. This is because the gray wolf optimization algorithm, having fewer iterations, converges faster than the grid search optimization algorithm and can reduce a lot of running time.

Therefore, the GWO-SVR model proposed in this paper performs well on the data processing with large sample size.

5. Conclusions

Energy consumption estimation is an important groundwork for the bus company operation management. On account of collecting actual electric buses data, this paper takes SOC, trip travel time, average environment temperature and air-conditioner operation time as independent variables and establishes the estimation model for operating energy consumption based on GWO-SVR. By compared with serval typical models, conclusions can be drawn as follows.

(1) The energy consumption model proposed in this paper mainly serves for bus scheduling, so the consideration about movement state along bus line is little, such as acceleration, deceleration, stop time, etc. From the perspective of estimation results, four influence factors that we select are more reasonable, and higher estimation accuracy can be obtained.

(2) Among the collected sample data, the maximum and minimum of average environment temperatures are 95 °F (35 °C) and −16.4 °F (−26.9 °C) respectively. In this case, the model that we propose in this paper will have a better regional applicability. To eliminate the impact of road conditions, we develop the estimation model for each bus line.

(3) Compared with other estimation models, it can be found that our model not only can achieve higher estimation accuracy, but also has a fast convergence speed when the sample size is large, which will be easier to find the global optimal solution. The original SVR model cannot do well with processing large sample data, however, by adopting GWO algorithm to optimize parameters, the computation speed could be improved greatly without increasing the error.
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