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\textbf{Abstract}

This paper presents the first sufficient conditions that guarantee the stability and almost sure convergence of \(N\)-timescale stochastic approximation (SA) iterates for any \(N \geq 1\). It extends the existing results on One-timescale and Two-timescale SA iterates to general \(N\)-timescale stochastic recursions using the ordinary differential equation (ODE) method. As an application of our results, we study SA algorithms with an added heavy ball momentum term in the context of Gradient Temporal Difference (GTD) algorithms. We show that, when the momentum parameters are chosen in a certain way, the schemes are stable and convergent to the same solution using our proposed results.

\textbf{Keywords}  
Stochastic approximation algorithms, \(N\)-timescale stochastic approximation, stability and convergence of algorithms, the ODE method.

\section{Introduction}

Stochastic Approximation (SA) algorithms \cite{29} are a class of iterative procedures used to find the zeros of a function \(h : \mathbb{R}^d \rightarrow \mathbb{R}^d\), when the actual function is not known but noisy observations of the same are available. Standard stochastic approximation iterates are as given below:

\[ x_{n+1} = x_n + \alpha_n f(x_n, Y_n), \quad n \geq 0, \]

where, \(x_n \in \mathbb{R}^d, n \geq 0\), is a sequence of parameters updated as in (1) using \(f(x_n, Y_n)\) that are noisy observations of the true function value \(h(x_n)\). Further, \(Y_n, n \geq 0\), is the corresponding noise sequence and \(\alpha_n, n \geq 0\), the given step-size sequence. In this paper, we assume that the noisy observation of the function is of the following form:

\[ f(x_n, Y_n) = h(x_n) + M_{n+1}, \]

where \(h(\cdot)\) is the objective function and \(M_{n+1}, n \geq 0\), is a martingale difference sequence with respect to the increasing sequence of sigma fields \(\mathcal{F}_n = \sigma(x_i, M_i, 0 \leq i \leq n), n \geq 0\). The form (2) of \(f\) is fairly general. For instance, if \(Y_n \neq 0\), are i.i.d., one may let \(h(x_n) = E_Y [f(x_n, Y)]\) and \(M_{n+1} = f(x_n, Y_n) - h(x_n), n \geq 0\), are the corresponding martingale differences. Then (2) can be seen to hold.

In many applications, the objective function \(h\) might require an additional averaging for its evaluation at a given parameter update. The procedure, in such a case, would require an additional recursion to estimate \(h\) and the overall procedure would result in a recursive computation in nested loops. For example, the policy iteration procedure in Markov decision processes \cite{26}, involves two nested loops in which the outer loop performs policy improvement while the inner loop performs policy evaluation for a given policy update. Actor-critic algorithms \cite{21, 6} are stochastic recursive iterates that try to mimic the nested loop structure of policy iteration under noisy sample estimates where the actor recursion performs policy improvement while the critic is responsible for policy evaluation. This is achieved by making use of two different step-size schedules, one of which goes to zero at a rate faster than the other. The recursion governed by the step-size that goes to zero faster ends up being the ‘slower’ timescale recursion while the one governed by the other step-size schedule corresponds to the ‘faster’ timescale update. Thus, even though both recursions are executed simultaneously, at each instant, one sees a similar effect that a nested loop procedure would provide.
In particular, the faster recursion sees the slower update as ‘quasi-static’ while the latter sees the faster recursion as essentially ‘equilibrated’.

Another example along these lines would be of a Markov reward process \((24)\) whose transition probabilities depend on a certain parameter \(\theta\) and the goal is to find the optimal parameter, i.e., the one that maximizes the long-run average reward. Two-timescale stochastic iterates can be used to solve such problems as well \((5)\) where the recursion corresponding to the inner loop, i.e., the one governed by the faster timescale, performs the averaging of the single-stage rewards for a given update of the parameter \(\theta\) while the outer loop recursion or the one governed by the slower timescale performs a maximization of the average rewards over \(\theta\).

Two-timescale stochastic approximation algorithms have the following general form:

\[
\begin{align*}
    x^{(1)}_{n+1} &= x^{(1)}_n + \alpha^{(1)}_n \left( h^{(1)}\left(x^{(1)}_n, x^{(2)}_n\right) + M^{(1)}_{n+1}\right), \quad (3) \\
    x^{(2)}_{n+1} &= x^{(2)}_n + \alpha^{(2)}_n \left( h^{(2)}\left(x^{(1)}_n, x^{(2)}_n\right) + M^{(2)}_{n+1}\right), \quad (4)
\end{align*}
\]

where \(\{M^{(1)}_{n+1}\}\) and \(\{M^{(2)}_{n+1}\}\) are both martingale difference sequences and \(\{\alpha^{(1)}_n\}\) and \(\{\alpha^{(2)}_n\}\) are the step-size sequences, respectively. A specific requirement of the step-sizes for (3)-(4) to be a two-timescale recursion is that \(\frac{\alpha^{(1)}_n}{\alpha^{(2)}_n} \to 0\) as \(n \to \infty\).

These algorithms have been analyzed for their convergence in \((7)\) assuming, in particular, that the iterates remain stable, i.e., that almost surely \(\sup_n \|x^{(1)}_n\| < \infty\) and \(\sup_n \|x^{(2)}_n\| < \infty\), respectively. This is a nontrivial requirement and in fact until recently, there were no known conditions to verify this requirement. In the case of one-timescale algorithms, i.e., when \(N = 1\), sufficient conditions for stability and convergence of stochastic iterates are available in the literature. For instance, in \((8, 10)\), certain conditions are provided on the limiting ODE and its scaling limit that are shown to be sufficient for the stability of the stochastic recursion.

In \((22)\), the stability conditions provided in \((8)\) are generalized to the two-timescale setting and these happen to be the first set of conditions that guarantee stability of general two-timescale stochastic recursions and along with \((7)\), provide a complete set of conditions under which the recursions given by (3) and (4) converge almost surely as \(n \to \infty\). In this paper, we generalize the results of \((22)\) to the case of \(N\)-timescale stochastic approximation for any general \(N \geq 1\). We explain below the motivation for doing so.

In many problems of optimization or control under uncertainty, one encounters algorithms involving three or more timescale recursions. Such examples arise for instance when designing actor-critic algorithms for constrained Markov decision processes \((1)\), see for instance, \((9, 3)\) or hierarchical reinforcement learning \((4)\). In \((9, 3)\), the constraints are relaxed using a Lagrangian and the Lagrange parameter is updated on the slowest timescale, while the actor (policy improvement) update happens on the middle timescale and the critic (policy evaluation) update happens on the fastest timescale. Further, for settings such as hierarchical reinforcement learning \((4)\), one may encounter algorithms with a number of timescales that is proportionate to the number of levels of decision making. Sufficient conditions for stability and convergence of algorithms (with \(N > 2\)) are not available in the literature. The results we present here are general enough and applicable to such settings. In fact, we also study, in this paper, applications involving certain reinforcement learning algorithms with momentum that require three and four timescale recursions whose convergence we prove by verifying that our sufficient conditions hold.

We provide the first set of sufficient conditions that ensure both the stability and convergence of general \(N\)-timescale stochastic approximation recursions. Our conditions are obtained by generalizing the requirements in \((8)\) for one-timescale algorithms as well as in \((22)\) for two-timescale recursions. We provide the full analysis of stability and convergence of a general \(N\)-timescale stochastic recursion using the aforementioned sufficient conditions. We then demonstrate the usefulness of these conditions in the context of three and four timescale gradient temporal difference learning algorithms in reinforcement learning. Such an analysis is made possible because of the sufficient conditions that we provide for the stability and convergence of \(N\)-timescale algorithms for any \(N \geq 1\). Since \(N \geq 1\) is arbitrary, we believe that the sufficient conditions for stability and convergence of \(N\)-timescale stochastic recursions will be extremely useful for algorithm designers who will henceforth be able to prove the stability and convergence of the stochastic recursions through verification of the aforementioned sufficient conditions.

The rest of the paper is organized as follows: In Section \((2)\) we present the notation used in the paper as well as our assumptions. Here, for improved clarity, we first present our assumptions for the 3-timescale case followed by assumptions for the 4-timescale setting before we present the general assumptions for \(N\)-timescale stochastic iterates. In Section \((3)\) we present our main results on stability and convergence of \(N\)-timescale SA and in Section \((4)\) we provide the complete analysis of stability and convergence of these recursions. In Section \((5)\) we present two gradient temporal difference learning algorithms with momentum that involve three and four timescale updates respectively. We show here
the verification of our assumptions in Section 2.2 for the three and four timescale recursions and also show empirically that the proposed momentum methods outperform their vanilla counterparts. Finally, we present concluding remarks as well as potential directions for future research in Section 6.

2 Notations and Assumptions

In this section, we carefully setup the notation followed in the entire paper and then explicitly provide the assumptions under which the iterates are stable and convergent. The $N$ stochastic recursions are given below:

$$
x_{n+1}^{(1)} = x_n^{(1)} + \alpha_n^{(1)}(h^{(1)}(x_n^{(1)}, x_n^{(2)}, \ldots, x_n^{(N)}) + M_{n+1}^{(1)}),
$$

$$
x_{n+1}^{(2)} = x_n^{(2)} + \alpha_n^{(2)}(h^{(2)}(x_n^{(1)}, x_n^{(2)}, \ldots, x_n^{(N)}) + M_{n+1}^{(2)}),
$$

$$
\vdots
$$

$$
x_{n+1}^{(N)} = x_n^{(N)} + \alpha_n^{(N)}(h^{(N)}(x_n^{(1)}, x_n^{(2)}, \ldots, x_n^{(N)}) + M_{n+1}^{(N)}).
$$

Here, $\{x_n^{(j)} \in \mathbb{R}^{d_j}\}_{1 \leq j \leq N}$ are the $N$ parameters that are updated at each time-step and the subscript $n$ denotes the time-step or iteration-index of the update. $\{\alpha_n^{(j)}, n \geq 0\}, 1 \leq j \leq N$ are $N$ different step-size sequences. The functions $h^{(j)} : \mathbb{R}^{d_1+d_2+\cdots+d_N} \to \mathbb{R}^{d_j}, 1 \leq j \leq N$ could potentially depend on all the $N$ parameters. Also, $\{M_{n+1}^{(j)}\}, 1 \leq j \leq N$ are the associated martingale difference noise sequences.

The following are standard assumptions made while analyzing stochastic recursions:

(A:1) $h^{(j)}, 1 \leq j \leq N$ are Lipschitz continuous functions.

(A:2) $\{M_{n+1}^{(j)}\}, 1 \leq j \leq N$ are $N$ martingale difference sequences with respect to the increasing sequence of sigma fields $\{\mathcal{F}_n\}$, where $\mathcal{F}_n = \sigma\left(x_n^{(j)}, M_{n+1}^{(j)}, 1 \leq j \leq N, i \leq n\right)$, $n \geq 0$, with $\mathbb{E}[\|M_{n+1}^{(j)}\|^2 | \mathcal{F}_n] \leq K^{(i)}(1 + \sum_{j=1}^N \|x_n^{(j)}\|^2), n \geq 0$, for some constant $K^{(i)} > 0, 1 \leq i \leq N$.

(A:3) $\{\alpha_n^{(j)}\}_{1 \leq j \leq N}$ are $N$ step-size schedules that satisfy the following:

(i) $\alpha_n^{(j)} > 0, \forall n, \sum_{n=0}^\infty \alpha_n^{(j)} = \infty, 1 \leq j \leq N$,

(ii) $\sum_{n=0}^\infty \sum_{j=1}^N (\alpha_n^{(j)})^2 \leq \infty$,

(iii) $\frac{n^{(j)}}{\alpha_n^{(j)}} \to 0$, as $n \to \infty, 1 \leq j \leq N$.

Assumptions (A:1)-(A:3) along with stability of the iterates, i.e., $\sup_n(x_n^{(j)}) < \infty, \forall 1 \leq j \leq N$ can be shown to ensure convergence. The next set of assumptions along with (A:1)-(A:3) will provide sufficient conditions for the stability of the iterates. For the case of one-timescale stochastic update recursions, [8] provided verifiable sufficient conditions for stability of the iterate sequence (see (A1) in [8] or (A5) in Chapter 3 of [10]). By considering a scaled version of the original recursion and a scaled ODE associated with the scaled version, [8] shows that under sufficiently general conditions, the original recursion remains stable.

For two-timescale recursions, [22] provided conditions for stability (see (A4) and (A5) there). Since the iterates, in this case, evolve along both the timescales simultaneously, [22] analyzed the rescaled trajectories of both the iterates and presented the aforementioned conditions (cf. (A4) and (A5) therein), one for each timescale, to ensure stability. We extend these ideas to the general $N$-timescale regime, where we analyze the $N$ rescaled iterates and come up with a set of $N$ conditions on the behaviour of the limiting ODEs corresponding to the rescaled recursions. For improved clarity we first state these conditions in the 3-Timescale and 4-Timescale settings in Sections 2.1 and 2.2 respectively. In Section 2.3 we analyze the stability and convergence of two reinforcement learning algorithms with momentum that respectively involve three and four timescale updates by verifying these conditions in Sections 2.1 and 2.2 respectively. We state the conditions for general $N$-timescale stochastic recursions in Section 2.3. The assumptions in what follows will be numbered as (B:ji) and (C:ji) respectively. Here the B-assumptions concern the rescaled ODEs while the C-assumptions are for the ODEs corresponding to the original recursions. Further, the index $j$ refers to the number of timescales used in the algorithm and $i$ takes values in general between $1$ and $j$. 

3
2.1 The 3-Timescale Case

We state first the conditions that ensure stability and convergence for the $N = 3$ case. In Section 5 we discuss an application of our results to the case of stochastic approximation with momentum where the iterates can be analyzed using the results for the 3-Timescale case.

(B.3.1) For $c \geq 1$, define the following scaled functions based on $h^{(1)}$:

$$h_c^{(1)}(x^{(1)}, x^{(2)}, x^{(3)}) = \frac{h^{(1)}(c x^{(1)}, c x^{(2)}, c x^{(3)})}{c}.$$  

Further, $h_c^{(1)} = h^{(1)}_{\infty}$ as $c \to \infty$ uniformly on compacts. The ODE

$$\dot{x}^{(1)}(t) = h^{(1)}_{\infty}(x^{(1)}(t), x^{(2)}(t), x^{(3)}(t)),$$

for $x^{(j)} \in \mathbb{R}^{d_j}$, $j = 2, 3$, has a unique globally asymptotically stable equilibrium $\lambda^{(1)}_{\infty}(x^{(2)}, x^{(3)})$, where $\lambda^{(1)}_{\infty} : \mathbb{R}^{d_2+d_3} \to \mathbb{R}^{d_2}$ is Lipschitz continuous. Further $\lambda^{(1)}_{\infty}(0, 0) = 0$.

(B.3.2) For $c \geq 1$, define the following scaled functions based on $h^{(2)}$:

$$h_c^{(2)}(x^{(2)}, x^{(3)}) = \frac{h^{(2)}(c \lambda^{(1)}_{\infty}(x^{(2)}, x^{(3)}), c x^{(2)}, c x^{(3)})}{c}.$$  

Further, $h_c^{(2)} = h^{(2)}_{\infty}$ as $c \to \infty$ uniformly on compacts. The ODE

$$\dot{x}^{(2)}(t) = h^{(2)}_{\infty}(x^{(2)}(t), x^{(3)}(t)),$$

for $x^{(j)} \in \mathbb{R}^{d_j}$, $j = 3, 4$, has a unique globally asymptotically stable equilibrium $\lambda^{(2)}_{\infty}(x^{(3)})$, where $\lambda^{(2)}_{\infty} : \mathbb{R}^{d_3} \to \mathbb{R}^{d_2}$ is Lipschitz continuous. Further $\lambda^{(2)}_{\infty}(0) = 0$.

(B.3.3) For $c \geq 1$, define the following scaled functions based on $h^{(3)}$:

$$h_c^{(3)}(x^{(3)}) = \frac{h^{(3)}(c \lambda^{(1)}_{\infty}(\lambda^{(2)}_{\infty}(x^{(3)}), x^{(3)}), c \lambda^{(2)}_{\infty}(x^{(3)}), c x^{(3)})}{c}.$$  

Further, $h_c^{(3)} = h^{(3)}_{\infty}$ as $c \to \infty$ uniformly on compacts. The ODE

$$\dot{x}^{(3)}(t) = h^{(3)}_{\infty}(x^{(3)}(t))$$

has the origin in $\mathbb{R}^{d_3}$ as its unique globally asymptotically stable equilibrium.

(C.3.1) The ODE

$$\dot{x}^{(1)}(t) = h^{(1)}(x^{(1)}(t), x^{(2)}(t), x^{(3)}(t)),$$

$x^{(j)} \in \mathbb{R}^{d_j}$, $j = 2, 3$, has a unique globally asymptotically stable equilibrium $\lambda^{(1)}(x^{(2)}, x^{(3)})$ where $\lambda^{(1)} : \mathbb{R}^{d_2+d_3} \to \mathbb{R}^{d_2}$ is Lipschitz continuous.

(C.3.2) The ODE

$$\dot{x}^{(2)}(t) = h^{(2)}(\lambda^{(1)}(x^{(2)}(t), x^{(3)}(t)), x^{(2)}(t), x^{(3)}(t)),$$

with $x^{(3)} \in \mathbb{R}^{d_3}$, has a unique globally asymptotically stable equilibrium $\lambda^{(2)}(x^{(3)})$ and $\lambda^{(2)} : \mathbb{R}^{d_3} \to \mathbb{R}^{d_2}$ is Lipschitz continuous.

(C.3.3) The ODE

$$\dot{x}^{(3)}(t) = h^{(3)}(\lambda^{(1)}(\lambda^{(2)}(x^{(3)}(t)), x^{(3)}(t)), \lambda^{(2)}(x^{(3)}(t)), x^{(3)}(t)),$$

has a unique globally asymptotically stable equilibrium $x^{(3)}_s \in \mathbb{R}^{d_3}$.  

4
2.2 The 4-Timescale case

Next, we state the conditions for the $N = 4$ case for purposes of clarity. The second application we discuss in Section 5 considers a reinforcement learning algorithm that uses a 4-timescale update rule where we show the verification of these conditions and thereby show that the stochastic iterates are stable and almost surely convergent.

**(B.4.1)** For $c \geq 1$, define the following scaled functions based on $h^{(1)}$:

$$
h^{(1)}_{c}(x^{(1)}, x^{(2)}, x^{(3)}, x^{(4)}) = \frac{h^{(1)}(c \lambda^{(1)}(x^{(1)}), c \lambda^{(2)}(x^{(2)}), c \lambda^{(3)}(x^{(3)}), c \lambda^{(4)}(x^{(4)}))}{c}.
$$

Further, $h^{(1)}_{c} \to h^{(1)}_{\infty}$ as $c \to \infty$ uniformly on compacts. The ODE

$$
\dot{x}^{(1)}(t) = h^{(1)}_{\infty}(x^{(1)}(t), x^{(2)}, x^{(3)}, x^{(4)}),
$$

for $x^{(j)} \in \mathbb{R}^{d_{j}}$, $j = 2, 3, 4$, has a unique globally asymptotically stable equilibrium $\lambda^{(1)}_{\infty}(x^{(2)}, x^{(3)}, x^{(4)})$, where $\lambda^{(1)}_{\infty} : \mathbb{R}^{d_{2}+d_{3}+d_{4}} \to \mathbb{R}^{d_{1}}$ is Lipschitz continuous. Further $\lambda^{(1)}_{\infty}(0, 0, 0) = 0$.

**(B.4.2)** For $c \geq 1$, define the following scaled functions based on $h^{(2)}$:

$$
h^{(2)}_{c}(x^{(2)}, x^{(3)}, x^{(4)}) = \frac{h^{(2)}(c \lambda^{(1)}(x^{(1)}), x^{(2)}, x^{(3)}, x^{(4)}), c \lambda^{(2)}(x^{(2)}), c \lambda^{(3)}(x^{(3)}), c \lambda^{(4)}(x^{(4)}))}{c}.
$$

Further, $h^{(2)}_{c} \to h^{(2)}_{\infty}$ as $c \to \infty$ uniformly on compacts. The ODE

$$
\dot{x}^{(2)}(t) = h^{(2)}_{\infty}(x^{(2)}(t), x^{(3)}, x^{(4)}),
$$

for $x^{(j)} \in \mathbb{R}^{d_{j}}$, $j = 3, 4$, has a unique globally asymptotically stable equilibrium $\lambda^{(2)}_{\infty}(x^{(3)}, x^{(4)})$, where $\lambda^{(2)}_{\infty} : \mathbb{R}^{d_{3}+d_{4}} \to \mathbb{R}^{d_{2}}$ is Lipschitz continuous. Further $\lambda^{(2)}_{\infty}(0, 0) = 0$.

**(B.4.3)** For $c \geq 1$, define the following scaled functions based on $h^{(3)}$:

$$
h^{(3)}_{c}(x^{(3)}, x^{(4)}) = \frac{1}{c} h^{(3)}_{\infty}(c \lambda^{(2)}(x^{(2)}), x^{(3)}, x^{(4)}), c \lambda^{(2)}(x^{(2)}), c \lambda^{(3)}(x^{(3)}), c \lambda^{(4)}(x^{(4)})).
$$

Further, $h^{(3)}_{c} \to h^{(3)}_{\infty}$ as $c \to \infty$ uniformly on compacts. The ODE

$$
\dot{x}^{(3)}(t) = h^{(3)}_{\infty}(x^{(3)}(t), x^{(4)}),
$$

for $x^{(4)} \in \mathbb{R}^{d_{4}}$ has a unique globally asymptotically stable equilibrium $\lambda^{(3)}_{\infty}(x^{(4)})$, where $\lambda^{(3)}_{\infty} : \mathbb{R}^{d_{3}} \to \mathbb{R}^{d_{4}}$ is Lipschitz continuous. Further $\lambda^{(3)}_{\infty}(0) = 0$.

**(B.4.4)** For $c \geq 1$, define the following scaled functions based on $h^{(4)}$:

$$
h^{(4)}_{c}(x^{(4)}) = \frac{1}{c} h^{(4)}_{\infty}(c \lambda^{(2)}(x^{(2)}), x^{(4)}), c \lambda^{(2)}(x^{(2)}), x^{(4)}), c \lambda^{(3)}(x^{(3)}), x^{(4)}), c \lambda^{(4)}(x^{(4)}).
$$

Further, $h^{(4)}_{c} \to h^{(4)}_{\infty}$ as $c \to \infty$ uniformly on compacts. The ODE

$$
\dot{x}^{(4)}(t) = h^{(4)}_{\infty}(x^{(4)}(t)),
$$

for $x^{(4)} \in \mathbb{R}^{d_{4}}$ has the origin in $\mathbb{R}^{d_{4}}$ as its globally asymptotically stable equilibrium.

**(C.4.1)** The ODE

$$
\dot{x}^{(1)}(t) = h^{(1)}(x^{(1)}(t), x^{(2)}, x^{(3)}, x^{(4)}),
$$

$x^{(j)} \in \mathbb{R}^{d_{j}}$, $j = 2, 3, 4$, has a unique globally asymptotically stable equilibrium $\lambda^{(1)}(x^{(2)}, x^{(3)}, x^{(4)})$, where $\lambda^{(1)} : \mathbb{R}^{d_{2}+d_{3}+d_{4}} \to \mathbb{R}^{d_{1}}$ is Lipschitz continuous.

**(C.4.2)** The ODE

$$
\dot{x}^{(2)}(t) = h^{(2)}(\lambda^{(1)}(x^{(2)}(t), x^{(3)}, x^{(4)}), x^{(2)}(t), x^{(3)}, x^{(4)}),
$$

$x^{(j)} \in \mathbb{R}^{d_{j}}$, $j = 3, 4$, has a unique globally asymptotically stable equilibrium $\lambda^{(2)}(x^{(3)}, x^{(4)})$, where $\lambda^{(2)} : \mathbb{R}^{d_{3}+d_{4}} \to \mathbb{R}^{d_{2}}$ is Lipschitz continuous.
Chapter 6 of [10] makes two more assumptions namely (A1) and (A2) there regarding the global asymptotic stable C-assumptions, respectively. In addition, we shall also require Assumptions A:1-A:3 stated previously.

Next we generalize these assumptions to the N-timescale regime. The assumptions on the timescales 1, 2, ..., N are compactly stated as assumptions (B.N.i) and (C.N.i), respectively, where in fact the index i takes N values, i.e., i = 1, ..., N. Thus, these conditions encapsulate a total of 2N assumptions, with N B-assumptions and N C-assumptions, respectively. In addition, we shall also require Assumptions A:1-A:3 stated previously.

(B.N.i) For c ≥ 1, define the following scaled functions based on h(i):

\[ h_c^{(i)}(x^{(i)}, x^{(i+1)}, \ldots, x^{(N)}) = \frac{h^{(i)}(cy^{(i)}, cy^{(2)}, \ldots, cy^{(N)})}{c}, \]

where, for j < i

\[ y^{(j)} = \lambda^{(i-j)}_{\infty} \left( \lambda^{(i-j+1)}_{\infty} \left( \cdots \lambda^{(i-3)}_{\infty} \left( \lambda^{(i-2)}_{\infty} \left( \lambda^{(i-1)}_{\infty}(x^{(i)}, \ldots, x^{(N)}), \right), \right), \right), \right), \]

\[ x^{(i)}, \ldots, x^{(N)} \]

and for j ≥ i

\[ y^{(j)} = cx^{(j)}. \]

Further, \( h_c^{(i)} \to h^{(i)}_{\infty} \) as \( c \to \infty \) uniformly on compacts. The ODE

\[ \dot{x}^{(i)}(t) = h^{(i)}_{\infty}(x^{(i)}(t), x^{(i+1)}, \ldots, x^{(N)}), \]

for \( x^{(j)} \in \mathbb{R}^{d_j}, j \in \{i + 1, \ldots, N\} \) has

(i) a unique globally asymptotically stable equilibrium \( \lambda^{(i)}_{\infty}(x^{(i+1)}, \ldots, x^{(N)}), i = 1, \ldots, N - 1, \)

where each \( \lambda^{(i)}_{\infty} : \mathbb{R}^{d_{i+1} + d_{i+2} + \cdots + d_N} \to \mathbb{R}^{d_i} \) is Lipschitz continuous. Further, \( \lambda^{(i)}_{\infty}(0, 0, \ldots, 0) = 0, \forall i = 1, \ldots, N - 1, \) and

(ii) for \( i = N, \) the origin in \( \mathbb{R}^{d_N} \) is the unique globally asymptotically stable equilibrium of (6).

Chapter 6 of [10] makes two more assumptions namely (A1) and (A2) there regarding the global asymptotic stable equilibria of the ODE trajectories along the two timescales. We make \( N \) such assumptions here (to account for the \( N \) different timescales in our recursions) on the ODE trajectories and compactly write these as (C.N.i), \( 1 \leq i \leq N. \)

(C.N.i) The ODE

\[ \dot{x}^{(i)}(t) = h^{(i)}(z^{(1)}(t), z^{(2)}(t), \ldots, z^{(N)}(t)), \]

has a globally asymptotically stable equilibrium:

(i) \( \lambda(x^{i+1}, \ldots, x^{N}), x^{(j)} \in \mathbb{R}^{d_j}, i + 1 \leq j \leq N \) with \( 1 \leq i \leq N - 1, \) and
(ii) \( x_n^{(N)} \in \mathbb{R}^{dN} \).

Here, for \( j < i \),
\[
\lambda^{(j)}(t) = \lambda^{(j+1)} \left( \lambda^{(j)} \left( \lambda^{(i-3)} \left( \ldots \lambda^{(i-2)} \left( \lambda^{(i-1)} (x^{(i)}(t), x^{(i+1)}, \ldots, x^{(N)}) \right) \ldots \right) \right) \right)
\]
and, for \( j \geq i \),
\[
\lambda^{(j)}(t) = x^{(j)}.
\]

### 3 Main Results

We state in this section (and later prove) our results for general \( N \)-timescale stochastic approximation algorithms as given in Section 2.3. Define for \( 1 \leq j \leq N - 2 \),
\[
\lambda^{(j;N-1)}(x) \overset{\Delta}{=} \lambda^{(j)} \left( \lambda^{(j+1)} \left( \lambda^{(N-2)}(x), x, \ldots, x \right) \right).
\]

**Theorem 3.1.** Under the assumptions (A:1)-(A:3), \( (B.N.i)_{1 \leq i \leq N} \) and \( (C.N.i)_{1 \leq i \leq N} \),
\[
\begin{align*}
x_n^{(1)} &\to x^{(1)} = \lambda^{(1;N-1)}(x^{(N)}), \\
x_n^{(2)} &\to x^{(2)} = \lambda^{(2;N-1)}(x^{(N)}), \\
\vdots \\
x_n^{(N-1)} &\to x^{(N-1)} = \lambda^{(N-1;N-1)}(x^{(N)}), \\
x_n^{(N)} &\to x^{(N)}.
\end{align*}
\]

We first prove that the \( N \) iterates are convergent under the assumption that the \( N \) iterates are stable. Specifically, we first prove a similar result (see Theorem 3.2) under the following assumption instead of \( (B.N.i) \), \( 1 \leq i \leq N \).

**(B.N.N+1)** The following holds:
\[
\sup_n \left( \|x_n^{(1)}\| + \|x_n^{(2)}\| + \cdots + \|x_n^{(N)}\| \right) < \infty \quad \text{a.s.}
\]

**Theorem 3.2.** Under the assumptions (A:1)-(A:3), \( (B.N.N+1) \) and \( (C.N.i)_{1 \leq i \leq N} \),
\[
\begin{align*}
x_n^{(1)} &\to x^{(1)} = \lambda^{(1;N-1)}(x^{(N)}), \\
x_n^{(2)} &\to x^{(2)} = \lambda^{(2;N-1)}(x^{(N)}), \\
\vdots \\
x_n^{(N-1)} &\to x^{(N-1)} = \lambda^{(N-1;N-1)}(x^{(N)}), \\
x_n^{(N)} &\to x^{(N)}.
\end{align*}
\]

Next, we shall show that the \( N \) recursions are a.s. stable under the assumptions \( (B.N.i)_{1 \leq i \leq N} \). In other words, Assumption \( (B.N.N+1) \) holds under \( (B.N.i)_{1 \leq i \leq N} \).

**Theorem 3.3.** Under the assumptions (A:1)-(A:3), \( (B.N.i)_{1 \leq i \leq N} \) and \( (C.N.i)_{1 \leq i \leq N} \),
\[
\sup_n \left( \|x_n^{(1)}\| + \|x_n^{(2)}\| + \cdots + \|x_n^{(N)}\| \right) < \infty.
\]
Theorem 3.3 with Theorem 3.2 together imply that the recursions converge a.s. under the assumptions in Theorem 3.1.

Finally, we consider the $N$-timescale recursions where each iterate contains a small additive perturbation term as follows:

\[ x_{n+1}^{(1)} = x_n^{(1)} + \alpha_n^{(1)}(h^{(1)}(x_n^{(1)}, x_n^{(2)}, \ldots, x_n^{(N)}) + M_{n+1}^{(1)}), \]
\[ x_{n+1}^{(2)} = x_n^{(2)} + \alpha_n^{(2)}(h^{(2)}(x_n^{(1)}, x_n^{(2)}, \ldots, x_n^{(N)}) + M_{n+1}^{(2)}), \]
\[ \vdots \]
\[ x_{n+1}^{(N)} = x_n^{(N)} + \alpha_n^{(N)}(h^{(N)}(x_n^{(1)}, x_n^{(2)}, \ldots, x_n^{(N)}) + M_{n+1}^{(N)}), \]

(8)

**Theorem 3.4.** Assume (A:1)-(A:3), (B.N1)_{1 \leq i \leq N} and (C.N1)_{1 \leq i \leq N} hold. Further assume that $\sum_{i=1}^{N} \varepsilon_i^{(i)} \to 0$ as $n \to \infty$. Then $x_n^{(j)}, 1 \leq j \leq N$ converges almost surely to the same solution as in Theorem 3.1.

Since the additional error terms are $o(1)$, their contribution is asymptotically negligible. See arguments in the third extension of (Chapter 2, pp. 17 of [10]) that handles this case for one-timescale iterates. Using similar arguments along with our analysis, this extension can be easily obtained.

4 Proof of the Main Results

4.1 Showing convergence by assuming Stability (Theorem 3.2)

We start by characterizing the set to which the iterate-vector $(x_n^{(1)}, x_n^{(2)}, \ldots, x_n^{(N)})$ converges. Extending the arguments in Lemma 1, Chapter 6 of [10], we first consider the timescale of $\{x_n^{(1)}\}$ and rewrite the $N$ iterates as follows:

\[ x_{n+1}^{(1)} = x_n^{(1)} + \alpha_n^{(1)}(h^{(1)}(x_n^{(1)}, x_n^{(2)}, \ldots, x_n^{(N)}) + M_{n+1}^{(1)}), \]
\[ x_{n+1}^{(2)} = x_n^{(2)} + \alpha_n^{(2)}(h^{(2)}(x_n^{(1)}, x_n^{(2)}, \ldots, x_n^{(N)}) + M_{n+1}^{(2)}), \]
\[ \vdots \]
\[ x_{n+1}^{(N)} = x_n^{(N)} + \alpha_n^{(N)}(h^{(N)}(x_n^{(1)}, x_n^{(2)}, \ldots, x_n^{(N)}) + M_{n+1}^{(N)}), \]

where, we define $\forall 2 \leq j \leq N$,

\[ \varepsilon_n^{(j)} = \frac{\alpha_n^{(j)}}{\alpha_n^{(1)}} h^{(j)}(x_n^{(1)}, x_n^{(2)}, \ldots, x_n^{(N)}), \quad M_{n+1}^{(j)} = \frac{\alpha_n^{(j)}}{\alpha_n^{(1)}} M_{n+1}^{(j)}. \]

From assumption (A:3)(iii), $\frac{\alpha_n^{(j)}}{\alpha_n^{(1)}} \to 0$, as $n \to \infty$, $\forall 2 \leq j \leq N$ and thus $\varepsilon_n^{(j)} = o(1)$ a.s. Using now the third extension from Chapter 2 of [10], $(x_n^{(1)}, x_n^{(2)}, \ldots, x_n^{(N)})$ converges to an internally chain transitive invariant set of the ODE

\[ \dot{x}^{(1)}(t) = h^{(1)}(x^{(1)}(t), x^{(2)}(t), \ldots, x^{(N)}(t)), \]
\[ \dot{x}^{(2)}(t) = 0, \]
\[ \dot{x}^{(3)}(t) = 0, \]
\[ \vdots \]
\[ \dot{x}^{(N)}(t) = 0. \]
For initial conditions $x^{(j)} \in \mathbb{R}^d, 1 \leq j \leq N$, the internally chain transitive invariant set of the above ODE system is $\left\{ \left( \chi^{(1)}(x^{(2)}, x^{(3)}, \ldots, x^{(N)}), x^{(2)}, x^{(3)}, \ldots, x^{(N)} \right) \right\}$. Therefore,

$$
\begin{align*}
\left( \frac{d}{dt} x^{(1)}(t), x^{(2)}(t), \ldots, x^{(N)}(t) \right) &
\to
\left\{ \left( \chi^{(1)}(x^{(2)}, x^{(3)}, \ldots, x^{(N)}), x^{(2)}, x^{(3)}, \ldots, x^{(N)} \right),
\ldots,
\chi^{(N)}(x^{(N)}, x^{(N)}), x^{(N)}, \ldots, x^{(N)} \right\},
\end{align*}
$$

$$
\begin{align*}
\chi^{(N)}(x^{(N)}, x^{(N)}) &
\to
\left\{ \chi^{(N)}(x^{(N)}, x^{(N)}), x^{(N)}, \ldots, x^{(N)} \right\},
\end{align*}
$$

$$
x^{(j)} \in \mathbb{R}^d, 2 \leq j \leq N \right\}
$$

Next, we consider the timescale $\alpha^{(m)}_n 2 \leq m \leq N - 1,$

$$
x^{(m)}_{n+1} = x^{(m)}_n + \alpha^{(m)}_n \left( h^{(m)}(x^{(1)}_n, x^{(2)}_n, \ldots, x^{(N)}_n) + M^{(m)}_{n+1} \right),
$$

$$
x^{(m+1)}_{n+1} = x^{(m+1)}_n + \alpha^{(m+1)}_n \left( e^{(m+1)}_n + \bar{M}^{(m+1)}_{n+1} \right),
$$

$$
\vdots
$$

$$
x^{(N)}_{n+1} = x^{(N)}_n + \alpha^{(N)}_n \left( e^{(N)}_n + \bar{M}^{(N)}_{n+1} \right),
$$

where we re-define for $m + 1 \leq j \leq N$ (note the abuse of notation)

$$
\begin{align*}
\epsilon^{(j)}_n &
= \frac{\alpha^{(j)}_n}{\alpha^{(m)}_n} h^{(j)}(x^{(1)}_n, x^{(2)}_n, \ldots, x^{(N)}_n),
M^{(j)}_{n+1} = \frac{\alpha^{(j)}_n}{\alpha^{(m)}_n} M^{(j)}_{n+1}.
\end{align*}
$$

From assumption (A:3)(ii), \[\frac{\epsilon^{(j)}_n}{\alpha^{(m)}_n} \to 0 as n \to \infty\] and therefore \[\epsilon^{(j)}_n = o(1) \forall m + 1 \leq j \leq N\]. Using the third extension from Chapter 2 of [10], \(x^{(m+1)}, x^{(m+2)}, \ldots, x^{(N)}_n\) converges to an internally chain transitive invariant set of the ODE

$$
\begin{align*}
\frac{dx^{(m+1)}}{dt} &
= h^{(m+1)}(x^{(1)}(t), x^{(2)}(t), \ldots, x^{(N)}(t)),
\frac{dx^{(m+2)}}{dt} = 0,
\vdots
\frac{dx^{(N)}}{dt} = 0.
\end{align*}
$$

For initial conditions $x^{(j)} \in \mathbb{R}^d, m \leq j \leq N$, the internally chain transitive invariant set of the ODE system is $\left\{ \left( \chi^{(m)}(x^{(m+1)}, \ldots, x^{(N)}), x^{(m+1)}, x^{(m+2)}, \ldots, x^{(N)} \right) \right\}$. Therefore,

$$
\begin{align*}
\left( \frac{d}{dt} x^{(1)}(t), x^{(2)}(t), \ldots, x^{(N)}(t) \right) &
\to
\left\{ \left( \chi^{(m)}(x^{(m+1)}, x^{(m+2)}, \ldots, x^{(N)}), x^{(m+1)}, x^{(m+2)}, \ldots, x^{(N)} \right),
\ldots,
\chi^{(N)}(x^{(N)}), x^{(N)} \right\},
\end{align*}
$$

$$
\begin{align*}
\chi^{(N)}(x^{(N)}) &
\to
\left\{ \chi^{(N)}(x^{(N)}), x^{(N)} \right\},
\end{align*}
$$

$$
x^{(j)} \in \mathbb{R}^d, m + 1 \leq j \leq N \right\}
$$

We now infer the following from [10]:

$$
\begin{align*}
\left( \frac{d}{dt} x^{(1)}(t), x^{(2)}(t), \ldots, x^{(N)}(t) \right) &
\to
\left\{ \left( \chi^{(1)}(\lambda(1)(\ldots, \lambda^{(N-2)}(\lambda^{(N-1)}(x^{(N)}), x^{(N)}), \ldots, x^{(N)})) \right),
\chi^{(1)}\lambda(2)(\ldots, \lambda^{(N-2)}(\lambda^{(N-1)}(x^{(N)}), x^{(N)}), x^{(N)}), \ldots,
\ldots, \chi^{(1)}(\lambda(1)(\ldots, \lambda^{(N-2)}(\lambda^{(N-1)}(x^{(N)}), x^{(N)}), x^{(N)}), x^{(N)}), x^{(N)} \right\} \in \mathbb{R}^d a.s.
\end{align*}
$$
Recall now that
\[
\lambda^{(j:N-1)}(x) \triangleq \lambda^{(j)} \left( \lambda^{(j+1)} \left( \ldots \lambda^{(N-2)}(\lambda^{(N-1)}(x), x), \ldots, x \right), x \right),
1 \leq j \leq N - 2.
\]
Then, \( \forall 1 \leq k \leq N - 1, \)
\[
\|\lambda^{(k:N-1)}(x^{(N)}_n) - x^{(k)}_n\| \to 0 \text{ a.s. as } n \to \infty.
\] (12)
Finally, we consider the slowest timescale, i.e., the one corresponding to \( \{\alpha^{(N)}_n\} \). We define the piece-wise linear continuous interpolation of the iterates \( x^{(N)}_n \) as follows:
\[
\bar{x}^{(N)}(t(n)) = x^{(N)}_n,
\]
\[
\bar{x}^{(N)}(t) = x^{(N)}_n + \left( x^{(N)}_{n+1} - x^{(N)}_n \right) \frac{t - t(n)}{t(n + 1) - t(n)},
\]
where, \( t(n) = \sum_{m=0}^{n-1} \alpha^{(N)}_m, n \geq 1 \) with \( t(0) = 0 \). Also, let \( x^{(N),s}(t), t \geq s, \) denote the unique solution of the below ODE starting at \( s \in \mathbb{R} : \)
\[
\dot{x}^{(N),s}(t) = h^{(N)} \left( \lambda^{(1:N-1)}(x^{(N),s}(t)), \lambda^{(2:N-1)}(x^{(N),s}(t)), \ldots, \lambda^{(N-2:N-1)}(x^{(N),s}(t)), \lambda^{(N-1)}(x^{(N),s}(t)), x^{(N),s}(t) \right),
\]
with \( x^{(N),s}(s) = \bar{x}^{(N)}(s) \). Let
\[
\psi^{(N)}_n = \sum_{i=0}^{n-1} \alpha^{(N)}_1 M^{(N)}_{i+1}, n \geq 1.
\]
It is easy to see that \( \{\psi^{(N)}_n, \mathcal{F}_n\} \) is a zero-mean square integrable martingale. Further,
\[
\sum_{n \geq 0} E[\|\psi^{(N)}_{n+1} - \psi^{(N)}_n\|^2|\mathcal{F}_n] = \sum_{n \geq 0} (\alpha^{(N)}_1)^2 E[\|M^{(N)}_{n+1}\|^2|\mathcal{F}_n] < \infty,
\]
a.s., from (A:2), (A:3) and (B.N.N+1). From the martingale convergence theorem, \( \{\psi^{(N)}_n, \mathcal{F}_n\} \) is an almost surely convergent martingale sequence. Let \( [t] = \max\{t(n) : t(n) \leq t\}, t \geq 0. \) Then for \( n, m \geq 0, \)
\[
\bar{x}^{(N)}(t(n + m)) = \bar{x}^{(N)}(t(n)) + \int_{t(n)}^{t(n+m)} \dot{h}^{(N)} \left( \lambda^{(1:N-1)}(\bar{x}^{(N)}(t)), \lambda^{(2:N-1)}(\bar{x}^{(N)}(t)), \ldots, \lambda^{(N-2:N-1)}(\bar{x}^{(N)}(t)), \lambda^{(N-1)}(\bar{x}^{(N)}(t)), \bar{x}^{(N)}(t) \right)
\]
\[+ I + II + III,
\]
where,
\[
I = \left\| \int_{t(n)}^{t(n+m)} \dot{h}^{(N)} \left( \lambda^{(1:N-1)}(\bar{x}^{(N)}(t)), \lambda^{(2:N-1)}(\bar{x}^{(N)}(t)), \ldots, \lambda^{(N-2:N-1)}(\bar{x}^{(N)}(t)), \lambda^{(N-1)}(\bar{x}^{(N)}(t)), \bar{x}^{(N)}(t) \right) dt \right\|
\]
\[
II = \left\| \sum_{j=0}^{m-1} \alpha^{(N)}_j \left( \dot{h}^{(N)}(x^{(1)}_{n+j}, x^{(2)}_{n+j}, \ldots, x^{(N)}_{n+j}) - h^{(N)}(x^{(1:N-1)}_{n+j}) \right) \right\|
\]
\[
III = \left\| \left( \psi^{(N)}_{n+m+1} - \psi^{(N)}_n \right) \right\|.
\]
Now, as in Lemma 2 of Chapter 2 in [10], using Gronwall inequality we have:

\[
\sup_{t \in [s, s+T]} \| \bar{x}^N(t) - x^{(N), s}(t) \| \leq K_T \left( I + II + III \right),
\]

where, \( K_T > 0 \) is a constant that depends on \( T \). We next show that all the three terms on the RHS above go to 0 as \( n \to \infty \). Using Lipschitz continuity of \( h^{(N)} \), we have

\[
\| I \| \leq \int_{t(n)}^{t(n+m)} L \left( \| \lambda^{(1:N-1)}(\bar{x}^{(N)}([t])) - \lambda^{(1:N-1)}(\bar{x}^{(N)}(t)) \| 
\right.
\]

\[
+ \| \lambda^{(2:N-1)}(\bar{x}^{(N)}([t])) - \lambda^{(2:N-1)}(\bar{x}^{(N)}(t)) \| + \cdots
\]

\[
+ \| \bar{x}^{(N)}([t]) - \bar{x}^{(N)}(t) \| \right)
\]

\[
\leq \sum_{j=0}^{m-1} K_L \int_{t(n+j)}^{t(n+j+1)} \| \bar{x}^{(N)}(t(n+j)) - \bar{x}^{(N)}(t) \| dt,
\]

where \( K_L = L(L^{N-1} + L^{N-2} + \cdots + L + 1) \) and we have used the fact that \( \lambda^{(j:N)} \) is Lipschitz \( \forall 1 \leq j \leq N - 2 \) and \( \| t \| = t(n+j) \) for \( t \in [t(n+j), t(n+j+1)] \), \( \forall 1 \leq j \leq m - 1 \). Now,

\[
\| \bar{x}^{(N)}(t(n+j)) - \bar{x}^{(N)}(t) \| \leq \frac{\| x^{(N)}_{n+j+1} - x^{(N)}_{n+j} \| t}{t(n+j+1) - t(n+j)}.
\]

Therefore,

\[
\| I \| \leq \sum_{j=0}^{m-1} O(\alpha^{(N)}_{n+j}) \int_{t(n+j)}^{t(n+j+1)} \frac{t}{t(n+j+1) - t(n+j)} dt
\]

\[
\leq \sum_{j=n}^{\infty} O(\alpha^{(N)}_{j})^2 \to 0 \text{ as } n \to \infty. \quad (\text{from A:3 (ii)})
\]

Next, using Lipschitz continuity of \( h^{(N)}(\cdot) \),

\[
\| II \| \leq \left\| \sum_{j=0}^{m-1} \alpha^{(N)}_j L \sum_{k=1}^{N-1} \left( \| x^{(k)}_{n+j} - \lambda^{(k:N-1)}(x^{(N)}_{n+j}) \| \right) \right\|
\]

\[
\leq L \sum_{k=1}^{N} O(\sup_{j \geq n} \left\| x^{(k)}_{j} - \lambda^{(k:N-1)}(x^{(N)}_{j}) \| \right)
\]

\[
\to 0 \text{ a.s. as } n \to \infty \quad (\text{from \ref{12}})
\]

Finally, from the foregoing, \( \| III \| \leq \sup_{j > n} \| \psi_j^{(N)} - \psi_n^{(N)} \| \to 0 \) almost surely as \( n \to \infty \). Now, using arguments as in Lemma 1 of Chapter 2 in [10], it can be shown that

\[
\lim_{s \to \infty} \sup_{t \in [s, s+T]} \| \bar{x}^{(N)}(t) - x^{(N), s}(t) \| = 0 \text{ a.s.}
\]

Since, \( x^{(N)}_1 \) is a globally asymptotically stable equilibrium of \( (7) \) with \( i = N \), using Theorem 2 of Chapter 2 in [10], we get \( x^{(N)}_n \to x^{(N)}_* \) a.s. as \( n \to \infty \). Combining this with \( \ref{11} \), proves Theorem 3.2

### 4.2 Showing Stability of the recursions (Theorem 3.3)

We begin with the fastest timescale recursion governed by the step-size sequence \( \{\alpha^{(1)}_n\} \). We first state some of the notations and definitions used.
(D1) Let
\[ t^{(1)}(n) = \sum_{i=0}^{n-1} \alpha_i^{(1)}, n \geq 1, \text{ with } t^{(1)}(0) = 0. \]

Let \( X_k \triangleq (x_k^{(1)}, x_k^{(2)}, \ldots, x_k^{(N)}), k \geq 0. \) For \( t \in [t^{(1)}(n), t^{(1)}(n + 1)], \)
\[ \check{X}^{(1)}(t) = X_n + (X_{n+1} - X_n) \frac{t - t^{(1)}(n)}{t^{(1)}(n + 1) - t^{(1)}(n)}. \]

(D2) Given \( t^{(1)}(n), n \geq 0 \) and a constant \( T > 0 \) define
\[ T_0 = 0, \]
\[ T_n = \min(t^{(1)}(m) : t^{(1)}(m) \geq T_{n-1} + T), n \geq 1. \]

One can find a subsequence \( \{m(n)\} \) such that \( T_n = t^{(1)}(m(n)) \forall n \) and \( m(n) \to \infty \) as \( n \to \infty. \)

(D3) Define a sequence \( r(n) \geq 1, \forall n \) as follows:
\[ r(n) = \max(r(n-1), \|\check{X}^{(1)}(T_n)\|, 1). \]

(D4) Define the scaled iterates (obtained from the stochastic recursion above) for \( m(n) \leq k \leq m(n) + 1 - 1 \) as:
\[ \check{x}_k^{(1)} = \frac{x_k^{(1)}}{r(n)}, \check{x}_k^{(2)} = \frac{x_k^{(2)}}{r(n)}, \ldots, \check{x}_k^{(N)} = \frac{x_k^{(N)}}{r(n)}. \]

Further,
\[ \check{x}_{k+1}^{(1)} = \check{x}_k^{(1)} + \alpha_k^{(1)} \left( \frac{h^{(1)}(c\check{x}_k^{(1)}, \ldots, c\check{x}_k^{(N)})}{c} + \hat{M}_k^{(1)} \right), \]
\[ \check{x}_{k+1}^{(2)} = \check{x}_k^{(2)} + \alpha_k^{(1)} \left( \check{t}_k^{(2)} + \hat{M}_k^{(2)} \right), \]
\[ \vdots \]
\[ \check{x}_{k+1}^{(N)} = \check{x}_k^{(N)} + \alpha_k^{(1)} \left( \check{t}_k^{(N)} + \hat{M}_k^{(N)} \right) \]

where, \( c = r(n), \) and
\[ \check{c}_k^{(j)} = \frac{\alpha_k^{(j)} h^{(j)}(c\check{x}_k^{(1)}, \ldots, c\check{x}_k^{(N)})}{\alpha_k^{(1)} c}, 2 \leq j \leq N. \]
\[ \hat{M}_k^{(1)} = \frac{M_k^{(1)}}{r(n)}, \hat{M}_k^{(j)} = \frac{\check{c}_k^{(j)} M_k^{(j)}}{\check{c}_k^{(1)} r(n)}, 2 \leq j \leq N. \]

(D5) Next we define the linearly interpolated trajectory for the scaled iterates \( \check{X}_n^{(1)} = (\check{x}_n^{(1)}, \check{x}_n^{(2)}, \ldots, \check{x}_n^{(N)}) \) as follows:
\[ \check{X}^{(1)}(t) = \hat{X}_n^{(1)} + (\hat{X}_{n+1}^{(1)} - \hat{X}_n^{(1)}) \frac{t - t^{(1)}(n)}{t^{(1)}(n+1) - t^{(1)}(n)}, \]
\[ t \in [t^{(1)}(n), t^{(1)}(n + 1)]. \]

(D6) Let \( X_n^{(1)}(t) \triangleq (x_n^{(1)}(t), x_n^{(2)}(t), \ldots, x_n^{(N)}(t)), t \in [T_n, T_{n+1}] \) denote the trajectory of the ODE:
\[ \dot{x}^{(1)}(t) = h_{r(n)}(x^{(1)}(t), x^{(2)}(t), \ldots, x^{(N)}(t)), \]
\[ \dot{x}^{(2)}(t) = 0, \]
\[ \vdots \]
\[ \dot{x}^{(N)}(t) = 0, \]

with \( x_n^{(j)}(T_n) = \check{x}^{(j)}(T_n), \forall 1 \leq j \leq N. \)
We state a lemma for an ODE with external inputs. Let \( x^{(1)}_c(t), x^{(2)}(t), \ldots, x^{(N)}(t) \) denote the trajectories of the following ODEs:

\[
\dot{x}^{(1)}(t) = h^{(1)}_c \left( x^{(1)}(t), x^{(2)}(t), \ldots, x^{(N)}(t) \right),
\]

\[
\dot{x}^{(1)}(t) = h^{(1)}_c \left( x^{(1)}(t), x^{(2)}(t), \ldots, x^{(N)}(t) \right),
\]

respectively, with initial condition \( x^{(1)}(t) \in \mathbb{R}^{d_1} \) and the external inputs \( x^{(j)}(t) \in \mathbb{R}^{d_j}, \forall 2 \leq j \leq N \). Let \( B^j(x^{(j)}, r) \triangleq \{ q \in \mathbb{R}^{d_j} \mid \| q - x^{(j)} \| < r \} \) denote a ball of radius \( r \) centred at \( x^{(j)} \).

**Lemma 4.1.** Let \( x^{(1)}(t) \in B^1(0, 1) \subset \mathbb{R}^{d_1}, x^{(j)}(t) \in W^{(j)} \subset \mathbb{R}^{d_j}, \forall 2 \leq j \leq N \) and let (B.N.I) hold. Then given \( \epsilon > 0, \exists c_\epsilon \geq 1, r_\epsilon > 0 \) and \( T_\epsilon > 0 \) such that for any external inputs satisfying \( \tilde{x}^{(j)}(s) \in B^j(x^{(j)}, r_\epsilon), \forall s \in [0, T], \forall c > c_\epsilon, t \geq T_\epsilon, \)

\[
\| x^{(1)}(t), x^{(2)}(t), \ldots, x^{(N)}(t) \| \leq 2\epsilon.
\]

The next lemma uses the convergence result of \( N \) scale iterates under the stability assumption of (B.N.N+1) and shows that the scaled iterates defined in (D4) converge.

**Lemma 4.2. Under (A:1)-(A:3),

(i) For \( 0 \leq k \leq m(n + 1) - m(n), \| \tilde{X}^{(1)}(t(m(n + k))) \| \leq K^{(1)} \) a.s. for some constant \( K^{(1)} > 0 \).

(ii) \( \lim_{n \to \infty} \sup_{t \in [T_n, T_{n+1}]} \| \tilde{X}^{(1)}(t) - X^{(1)}(t) \| = 0 \) a.s.

The proof of the above two Lemmas follows in a similar manner as that of Lemmas 5 and 6, respectively, of \[22\]. In particular, Lemma 4.2(i) shows that along the timescale of \( \{ \alpha^{(1)}_n \} \), between instants \( T_n \) and \( T_{n+1} \), the norm of the scaled iterate can grow at most by a factor \( K^{(1)} \) starting from \( B^1(0, 1) \). Next, Lemma 4.2(ii) shows that the scaled iterate asymptotically tracks the ODE defined in (D6). The next lemma bounds \( \| x^{(1)}(n) \| \) in terms of \( \| x^{(2)}(n) \|, \ldots, \| x^{(N)}(n) \| \).

We define the linearly interpolated trajectories of the \( N \) iterates as follows: \( \tilde{x}^{(j)}(t(n)) = x^{(j)} \) and \( \forall t \in [t(n), t(n+1)] \),

\[
\tilde{x}^{(j)}(t) = x^{(j)} + \left( x^{(j)} - x^{(j)}_{n+1} \right) \frac{t - t^{(1)}(n)}{t^{(1)}(n + 1) - t^{(1)}(n)}.
\]

**Lemma 4.3. Under assumptions (A:1)-(A:3), (B.N.i) \( 1 \leq i \leq N \) and (C.N.i) \( 1 \leq i \leq N \),

(i) For \( n \) large, and \( T = T_n \), if \( \| \tilde{x}^{(1)}(T_n) \| > C_1(1 + \| \tilde{x}^{(2)}(T_n) \| + \cdots + \| \tilde{x}^{(N)}(T_n) \|) \), for some \( C_1 > 0 \) then \( \| \tilde{x}^{(1)}(T_{n+1}) \| \leq \frac{3}{2} \| \tilde{x}^{(1)}(T_n) \| \).

(ii) \( \| \tilde{x}^{(1)}(T_n) \| \leq C_1(1 + \| x^{(2)}(T_n) \| + \cdots + \| x^{(N)}(T_n) \|) \) a.s. for some \( C_1^* \geq 1 \).

(iii) \( \| x^{(1)}(n) \| \leq K_1^* \left( \| x^{(2)}(n) \| + \cdots + \| x^{(N)}(n) \| \right) \), for some \( K_1^* > 0 \).

**Proof.** (i) We have \( \| \tilde{x}^{(1)}(T_n) \| > C_1(1 + \| \tilde{x}^{(2)}(T_n) \| + \cdots + \| \tilde{x}^{(N)}(T_n) \|) \). Since, \( r(n) = \max(0, r(n - 1), \| \tilde{X}^{(1)}(T_n) \|, 1) \), \( r(n) \geq \| \tilde{X}^{(1)}(T_n) \| \). Therefore, \( r(n) \geq C_1 \). Next we show that

\[
\| \tilde{x}^{(j)}(T_n) \| < \frac{1}{C_1}, \quad \forall 2 \leq j \leq N.
\]

For \( p \geq 1 \),

\[
\| \tilde{x}^{(j)}(T_n) \|_p = \frac{\| \tilde{x}^{(j)}(T_n) \|_p}{r(n)} \leq \frac{\| \tilde{x}^{(j)}(T_n) \|_p}{\| \tilde{X}^{(1)}(T_n) \|_p} \leq \frac{\| \tilde{x}^{(j)}(T_n) \|_p}{\| x^{(1)}(T_n) \|_p} \frac{1}{\left( \| x^{(1)}(T_n) \|_p^p + \cdots + \| x^{(N)}(T_n) \|_p^p \right)^{\frac{1}{p}}}.
\]

Since, \( \| x^{(1)}(T_n) \|_p \geq C_1(1 + \| x^{(2)}(T_n) \|_p + \cdots + \| x^{(N)}(T_n) \|_p) \),

\[
\| x^{(1)}(T_n) \|_p \geq C_1^p \left( \| x^{(2)}(T_n) \|_p + \cdots + \| x^{(N)}(T_n) \|_p \right)^p \geq C_1^p \left( \| x^{(2)}(T_n) \|_p + \cdots + \| x^{(N)}(T_n) \|_p \right)^p.
\]

(13)
Therefore, 
\[
\|\hat{x}^{(2)}(T_n)\|_* \leq \left( \frac{\|\hat{x}^{(2)}(T_n)\|_p}{C_1^p + 1} \right)^{\frac{1}{p}} \left( \|\hat{x}^{(2)}(T_n)\|_p^p + \cdots + \|\hat{x}^{(N)}(T_n)\|_p^p \right)^{\frac{1}{p}} \\
\leq \frac{1}{(1 + C_1^p)^{\frac{1}{p}}} \\
< \frac{1}{C_1}.
\]

The second inequality follows from the fact that \(\|\hat{x}^{(2)}(T_n)\|_p^p \leq \|\hat{x}^{(2)}(T_n)\|_p^p + \cdots + \|\hat{x}^{(N)}(T_n)\|_p^p\). A similar analysis can be carried out to show that \(\|\hat{x}^{(j)}(T_n)\|_p \leq \frac{1}{C_1}, 1 \leq j \leq N\). Next we show that 
\[
\|\hat{x}^{(1)}(T_n)\|_* > \frac{1}{1 + C_1}.
\]

Here we focus on the case when iterates are blowing up. Therefore let \(r(n) = \hat{X}^{(1)}(T_n)\). Then, 
\[
\|\hat{x}(T_n)\|_* = \frac{\|\hat{x}^{(1)}(T_n)\|_p}{\|\hat{x}^{(1)}(T_n)\|_p} = \left( \frac{\|\hat{x}^{(1)}(T_n)\|_p + \cdots + \|\hat{x}^{(N)}(T_n)\|_p}{\|\hat{x}^{(1)}(T_n)\|_p} \right)^{\frac{1}{p}} \\
> \frac{1}{\left( 1 + \frac{\|\hat{x}^{(2)}(T_n)\|_p + \cdots + \|\hat{x}^{(N)}(T_n)\|_p}{C_1^p(\|\hat{x}^{(2)}(T_n)\|_p + \cdots + \|\hat{x}^{(N)}(T_n)\|_p)} \right)^{\frac{1}{p}}} \\
> \frac{1}{1 + \frac{1}{C_1}}.
\]

Let \(\hat{x}^{(j)}(t - T_n) = \hat{x}^{(j)}(t), \forall 2 \leq j \leq N, \forall t \in [T_n, T_{n+1}]\). From Lemma 4.1, \(\exists r_\frac{1}{4}, c_\frac{1}{4}, T_\frac{1}{4} > 0\) such that 
\[
\|x_r^{(1)}(t), \hat{x}^{(2)}(t), \ldots, \hat{x}^{(N)}(t)\|_* \leq \frac{1}{4}, \forall t \geq T_\frac{1}{4}, \forall c \geq c_\frac{1}{4},
\]
whenever \(\hat{x}^{(j)}(t) \in B^j(0, r_\frac{1}{4})\). Choose \(C_1 > \max(c_\frac{1}{4}, \frac{2}{4})\) and \(T = T_\frac{1}{4}\). Since \(\hat{x}^{(j)}(t) = 0, \forall 2 \leq j \leq N\) for the ODE defined in (D6), \(\hat{x}^{(j)}(t - T_n) = \hat{x}^{(j)}(T_n), 2 \leq j \leq N, \forall t \in [T_n, T_{n+1}]\). From \(\|\hat{x}^{(j)}(T_n)\| < \frac{1}{C_1}, 2 \leq j \leq N\), it follows that \(\hat{x}^{(j)}(s) \in B^j(0, r_\frac{1}{4}), 2 \leq j \leq N, \forall s \in [0, T]\). Using Lemma 4.2 ii), \(\|\hat{x}^{(1)}(T_{n+1}^-) - x^{(1)}(T_{n+1})\| < \frac{1}{4}\) for large enough \(n\). Also observe that \(\|x^{(1)}(T_{n+1})\| = \|x_r^{(1)}, \hat{x}^{(2)}(t), \ldots, \hat{x}^{(N)}(t)\|_* \leq \frac{1}{4}\). Using these, we have \(\|\hat{x}^{(1)}(T_{n+1})\| \leq \|\hat{x}^{(1)}(T_{n+1}) - x^{(1)}(T_{n+1})\| + \|\hat{x}^{(1)}(T_{n+1})\| \leq \frac{1}{2}\), where \(\hat{x}^{(1)}(T_{n+1}) = \hat{x}^{(1)}(T_{n+1})/r(n)\). Finally, since 
\[
\frac{\|\hat{x}^{(1)}(T_{n+1})\|}{\|\hat{x}^{(1)}(T_{n+1})\|} = \frac{\|\hat{x}^{(1)}(T_{n+1})\|}{\|\hat{x}^{(1)}(T_{n+1})\|} = \frac{1}{2},
\]
we have 
\[
\|\hat{x}^{(1)}(T_{n+1})\| < \frac{1}{4} \|\hat{x}^{(1)}(T_{n+1})\|.
\]

Choosing \(C_1 > \max(c_\frac{1}{4}, \frac{2}{4}) > 2\), proves the claim.
The claims in (ii) and (iii) follow in a similar manner as Lemma 6(ii)-(iii) of [22]. We repeat the arguments for the sake of completeness.

(ii) We will prove the claim by contradiction. Suppose there exists a monotonically increasing sequence \( \{n_k\} \) such that \( C_{n_k} \uparrow \infty \) as \( k \to \infty \) and \( \|\tilde{x}^{(1)}(T_n)\| \geq C_{n_k}(\|\tilde{x}^{(2)}(T_n)\| + \cdots + \|\tilde{x}^{(N)}(T_n)\|) \), on a set of positive probability. From Lemma 4.2(i), we know that if \( \|\tilde{x}^{(1)}(T_n)\| > C_1(\|\tilde{x}^{(2)}(T_n)\| + \cdots + \|\tilde{x}^{(N)}(T_n)\|) \), then \( \|\tilde{x}^{(1)}(T_k)\| \) falls at an exponential rate into a ball of radius \( C_1(\|\tilde{x}^{(2)}(T_n)\| + \cdots + \|\tilde{x}^{(N)}(T_n)\|) \) for \( k \geq n \). Therefore, corresponding to the sequence \( \{n_k\} \), there exists another sequence \( \{n_k'\} \) such that \( \|\tilde{x}^{(1)}(T_{n_k'})\| \leq C_1(\|\tilde{x}^{(2)}(T_{n_k'})\| + \cdots + \|\tilde{x}^{(N)}(T_{n_k'})\|) \) for \( n_{k-1} \leq n'_k \leq n_k \), but \( \|\tilde{x}^{(1)}(T_{n_k'})\| > C_{n_k}(\|\tilde{x}^{(2)}(T_{n_k'})\| + \cdots + \|\tilde{x}^{(N)}(T_{n_k'})\|) \). From Lemma 4.2(iii), however, we know that the iterates \( \tilde{x}^{(1)} \) can only grow by a factor of \( K^{(1)} \) between \( m(n_k' - 1) \) and \( m(n_k') \), leading to a contradiction. Therefore, \( \|\tilde{x}^{(1)}(T_n)\| \leq C_1(\|\tilde{x}^{(2)}(T_n)\| + \cdots + \|\tilde{x}^{(N)}(T_n)\|) \) a.s. for some \( C_1 \geq 1 \).

(iii) From Lemma 4.2(ii), we know that \( \forall t \in [T_n, T_{n+1}) \), \( \|\tilde{x}^{(1)}(t)\| \leq K^{(1)}\|\tilde{x}^{(1)}(T_n)\| \). Since, \( \tilde{x}^{(1)}(t) \) is a linear interpolation of the iterates \( x^{(1)} \), therefore, \( \|x^{(1)}_n\| \leq \sup_{t \in [t(n), t(n+1)]} \|\tilde{x}^{(1)}(t)\| \). The claim therefore follows by choosing \( K^*_1 = C_1 K^{(1)} \).

\( \square \)

Next we consider the intermediate timescales of \( \{\alpha^{(l)}_n\}_{n \geq 1}, 2 \leq l \leq N - 1 \), and re-define the terms below. Note the abuse of notation here when defining terms such as \( T_n, r(n), m(n), M_{n+1}^{(l)} \), etc., below.

(E1) Define

\[ t^{(l)}(n) = \sum_{i=0}^{n-1} \alpha^{(l)}_i, n \geq 1 \] with \( t^{(l)}(0) = 0 \).

Recall that \( X_n = (x^{(1)}_n, x^{(2)}_n, \ldots, x^{(N)}_n), n \geq 0 \). For \( t \in [t^{(l)}(n), t^{(l)}(n+1)], l = 2, \ldots, N \), define

\[ \tilde{X}^{(l)}(t) = X_n + (X_{n+1} - X_n) \frac{t - t^{(l)}(n)}{t^{(l)}(n+1) - t^{(l)}(n)}. \]

(E2) Given \( t^{(l)}(n), n \geq 0 \) and a constant \( T > 0 \) define

\[ T_0 = 0, \]

\[ T_n = \min(t^{(l)}(m) : t^{(l)}(m) \geq T_{n-1} + T), n \geq 1 \]

One can find a subsequence \( \{m(n)\} \) such that \( T_n = t^{(l)}(m(n)) \) \( \forall n \), and \( m(n) \to \infty \) as \( n \to \infty \).

(E3) The scaling sequence is defined as:

\[ r(n) = \max(r(n-1), \|\tilde{X}^{(l)}(T_n)\|), n \geq 1 \]

(E4) The scaled iterates for \( m(n) \leq k \leq m(n+1) - 1 \) are defined by:

\[ \hat{x}^{(1)}_k = \hat{x}^{(1)}_k, \hat{x}^{(2)}_k = \hat{x}^{(2)}_k, \ldots, \hat{x}^{(N)}_k = \hat{x}^{(N)}_k. \]

Further,

\[ \hat{x}^{(l)}_{k+1} = \hat{x}^{(l)}_k + \alpha^{(l)}_k \left( \frac{h^{(l)}(c\tilde{x}^{(1)}_k, \ldots, c\tilde{x}^{(N)}_k)}{c} + \hat{M}^{(l)}_{k+1} \right), \]

where

\[ \hat{x}^{(l)}_{k+1} = \hat{x}^{(2)}_k + \alpha^{(2)}_k \left( \frac{h^{(2)}(c\tilde{x}^{(1)}_k, \ldots, c\tilde{x}^{(N)}_k)}{c} + \hat{M}^{(2)}_{k+1} \right), \]

\[ \vdots \]

\[ \hat{x}^{(l)}_{k+1} = \hat{x}^{(l)}_k + \alpha^{(l)}_k \left( \frac{h^{(l)}(c\tilde{x}^{(1)}_k, \ldots, c\tilde{x}^{(N)}_k)}{c} + \hat{M}^{(l)}_{k+1} \right). \]
The proof of the above two Lemmas follows in a similar manner as the proof of Lemmas 5 and 9, respectively, of [22].

**Lemma 4.4.** Assume Lemma 4.5 with \( \epsilon > 0 \), \( s \geq h_{\alpha_k} \), \( r(n) \), and let \( \forall \leq j \leq N - 1 \),

\[
\dot{x}^{(N)}_{k+1} = \dot{x}^{(N)}_k + \alpha_k \left( \epsilon^{(N)}_k + \dot{M}_{k+1}^{(N)} \right)
\]

where, \( c = r(n) \), and \( \forall \leq j \leq N - 1 \),

\[
\dot{c}^{(j)}_k = \frac{n^{(j)}_k h^{(j)}(c^{(j)}_k, \ldots, c^{(j)}_k)}{c},
\]

\[
\dot{M}_{k+1}^{(j)} = \frac{n^{(j)}_k M_{k+1}^{(j)}}{r(n)}, \quad \text{for } 1 \leq j \leq l,
\]

\[
\dot{M}_{k+1}^{(j)} = \frac{n^{(j)}_k M_{k+1}^{(j)}}{r(n)}, \quad \text{for } l + 1 \leq j \leq N - 1.
\]

(E5) Next, we define the linearly interpolated trajectory for the scaled iterates \( \dot{X}_n^{(l)} = (x^{(1)}_n, x^{(2)}_n, \ldots, x^{(N)}_n) \) for \( t \in [t^{(l)}_n, t^{(l)}_n + 1] \) as follows:

\[
\dot{X}_n^{(l)}(t) = \dot{X}_n^{(l)} + (\dot{X}_n^{(l)} - \dot{X}_n^{(l)})(t - t^{(l)}_n).
\]

(E6) Let \( X_n^{(l)}(t) = (x^{(1)}_n(t), \ldots, x^{(N)}_n(t)), t \in [T_n, T_{n+1}] \) denote the trajectory of the ODE:

\[
\dot{x}^{(1)}(t) = h^{(1)}(x^{(1)}(t), \ldots, x^{(N)}(t)),
\]

\[
\dot{x}^{(2)}(t) = h^{(2)}(x^{(2)}(t), \ldots, x^{(N)}(t)),
\]

\[
\vdots
\]

\[
\dot{x}^{(l)}(t) = h^{(l)}(x^{(l)}(t), \ldots, x^{(N)}(t)),
\]

\[
\dot{x}^{(l+1)}(t) = 0
\]

\[
\vdots
\]

\[
\dot{x}^{(N)}(t) = 0
\]

with \( x^{(j)}(T_n) = \dot{x}^{(j)}(T_n), \forall 1 \leq j \leq N \). We refer the reader to Assumption (B.N.i) for the definition of \( h^{(l)}(x^{(1)}(t), \ldots, x^{(N)}(t)), i = 1, \ldots, N \).

**Lemma 4.4.** Let \( x^{(l)} \in B^1(0, 1) \subset \mathbb{R}^d, x^{(j)} \in W^{(j)} \subset \mathbb{R}^d, l + 1 \leq j \leq N \) and let (B.N.i) hold. Then given \( \epsilon > 0, \exists c_\epsilon > 1, r_\epsilon > 0 \) and \( T_\epsilon > 0 \) such that for any external inputs satisfying \( \dot{x}^{(j)}(s) \in B^1(x^{(j)}, r_\epsilon), l + 1 \leq j \leq N - 1, \forall s \in [0, T], \forall c > c_\epsilon, t \geq T_\epsilon \),

\[
\|x^{(l)}_{c_\epsilon}(t), x^{(l+1)}_{c_\epsilon}(t), \ldots, x^{(N)}_{c_\epsilon}(t) - x^{(l)}(t), x^{(l+1)}(t), \ldots, x^{(N)}(t)\| \leq 2\epsilon,
\]

with \( x^{(l)}_{c_\epsilon}(t), x^{(l+1)}_{c_\epsilon}(t), \ldots, x^{(N)}_{c_\epsilon}(t), (t, x^{(l)}) \) defined analogously as in Lemma 4.1.

**Lemma 4.5.** Under (A:1)-(A:3),

(i) For \( 0 \leq k \leq m(n + 1) - m(n), \) and \( 2 \leq l \leq N - 1 \), \( \|\dot{X}_n^{(l)}(t(m(n) + k))\| \leq K^{(l)} \) a.s. for some constant \( K^{(l)} > 0 \).

(ii) We have

\[
\lim_{n \to \infty} \sup_{t \in [T_n, T_{n+1}]} \|\dot{X}_n^{(l)}(t) - X_n^{(l)}(t)\| = 0 \text{ a.s.}
\]

The proof of the above two Lemmas follows in a similar manner as the proof of Lemmas 5 and 9, respectively, of [22].

**Lemma 4.6.** Assume (A:1)-(A:3), (B.N.i)\( 1 \leq i \leq N \) and (C.N.i)\( 1 \leq i \leq N \) hold. Then,
(i) For \( n \) large enough, there exists \( T > 0 \), such that if \( \|x^{(l)}(T_n)\| > C_l(\|x^{(l+1)}(T_n)\| + \cdots + \|x^{(N)}(T_n)\|) \), for some \( C_l > 0 \), then \( \|\dot{x}^{(l)}(T_{n+1})\| < \frac{\epsilon}{4} \|\dot{x}^{(l)}(T_n)\| \).

(ii) \( \|x^{(l)}(T_n)\| \leq C_l^* (\|x^{(l+1)}(T_n)\| + \cdots + \|x^{(N)}(T_n)\|) \), for some \( C_l^* > 1 \).

(iii) \( \|x^{(l)}(T_n)\| \leq K_l^*(\|x^{(l+1)}(T_n)\| + \cdots + \|x^{(N)}(T_n)\|) \), for some \( K_l^* > 0 \).

**Proof.** We use an inductive argument to show that the lemma holds. The base case \( l = 1 \) holds from Lemma 4.3. Assume the claim holds for \( l - 1 \). We now show that it holds for \( l \). As in Lemma 4.3, we can show \( \|\dot{x}^{(j)}(T_n)\|_p < \frac{\epsilon}{4} \), \( l + 1 \leq j \leq N \). Next we show that \( \|\dot{x}^{(l)}(T_n)\| > \frac{1}{((l-1)(C_{l,max})^{l-1} + 1)(1 + \frac{1}{C_l^*})} \), where

\[ C_{l,max} = \max_{1 \leq j \leq l-1} (C_j^*). \]

Here again we are considering the case when the iterates are blowing up. Therefore let \( r(n) = \|\dot{X}^{(l)}(T_n)\|. \) Now, from the inductive step, we know that \( \|\dot{x}^{(j)}(T_n)\| \leq C_j^* (\|\dot{x}^{(j+1)}(T_n)\| + \cdots + \|\dot{x}^{(N)}(T_n)\|), l \leq j \leq N \) and therefore,

\[
r(n) \leq \sum_{j=l}^{l-1} C_j^* (\|\dot{x}^{(j+1)}(T_n)\| + \cdots + \|\dot{x}^{(N)}(T_n)\|)
+ \|\dot{x}^{(l)}(T_n)\| + \cdots + \|\dot{x}^{(N)}(T_n)\|
= \left( \sum_{j=l}^{l-1} \prod_{v=1}^{j} C_v^* + 1 \right) \left( \|\dot{x}^{(l)}(T_n)\| + \cdots + \|\dot{x}^{(N)}(T_n)\| \right)
\leq \left( (l-1)(C_{l,max})^{l-1} + 1 \right) \left( \|\dot{x}^{(l)}(T_n)\| + \cdots + \|\dot{x}^{(N)}(T_n)\| \right).
\]

We thus have, \( \|\dot{x}^{(l)}(T_n)\|_p \)

\[
\geq \frac{\|\dot{x}^{(l)}(T_n)\|}{((l-1)(C_{l,max})^{l-1} + 1)(\|\dot{x}^{(l)}(T_n)\| + \cdots + \|\dot{x}^{(N)}(T_n)\|)}
\geq \frac{1}{((l-1)(C_{l,max})^{l-1} + 1)(1 + \frac{1}{C_l^*})}
= \frac{\epsilon}{1 + \frac{\epsilon}{C_l^*}}.
\]

where \( \epsilon = \frac{1}{((l-1)(C_{l,max})^{l-1} + 1)} \). Let \( \dot{x}^{(j)}(t - T_n) = x^{(j)}_n(t), 2 \leq j \leq N, \forall t \in [T_n, T_{n+1}] \). From Lemma 4.4, \( \exists r_{\epsilon/4}, c_{\epsilon/4}, T_{\epsilon/4} > 0 \) such that

\[ \|x^{(l)}_c, \dot{x}^{(l+1)}(t), \ldots, \dot{x}^{(N)}(t), t, \dot{x}^{(l)}(T_n)\| \leq \epsilon, \]

\[ \forall t \geq T_{\epsilon/4}, \forall c \geq c_{\epsilon/4}, \text{ whenever } \dot{x}^{(j)}(t) \in B^j(0, r_{\epsilon/4}), l + 1 \leq j \leq N. \] Choose \( T = T_{\epsilon/4} \). Since \( \dot{x}^{(j)}(t) = 0, l + 1 \leq j \leq N \) for the ODE defined in (E6) and \( \dot{x}^{(j)}(t - T_n) = x^{(j)}_n(t) = \dot{x}^{(j)}(T_n) \forall t \in [T_n, T_{n+1}] \) and we choose \( C_l > \max \left( c_{\epsilon/4}, \frac{2}{r_{\epsilon/4}} \right) \), from \( \|\dot{x}^{(j)}(T_n)\| < \frac{\epsilon}{C_l^*} \), it follows that \( \dot{x}^{(j)}(t) \in B^j(0, r_{\epsilon/4}), \forall s \in [0, T] \). Using Lemma 4.5(ii), \( \exists \Gamma_1 > 0 \) s.t. \( \|\dot{x}^{(j)}(T_{n+1}) - x^{(j)}(T_{n+1})\| < \frac{\epsilon}{2} \) for large enough \( n \) and \( r(n) > \Gamma_1 \). Choose \( C_l > \max \left( c_{\epsilon/4}, \frac{2}{r_{\epsilon/4}}, C_1 \right) \). Also observe that

\[
\|x^{(l)}_n(T_{n+1})\| = \|x^{(l)}_{r(n)}, \dot{x}^{(l+1)}(t), \ldots, \dot{x}^{(N)}(t), T_{n+1} - T_n, \dot{x}^{(l)}(T_n)\| 
\leq \frac{\epsilon}{4}.
\]

Using these, we have

\[
\|\dot{x}^{(l)}(T_{n+1})\| \leq \|\dot{x}^{(l)}(T_{n+1}) - x^{(l)}(T_{n+1})\| + \|x^{(l)}(T_{n+1})\| 
\leq \frac{\epsilon}{2}.
\]
Finally, since
\[ \frac{\|x^{(l)}(T_{n+1})\|}{\|x^{(l)}(T_n)\|} = \frac{\|\hat{x}^{(l)}(T_{n+1})\|}{\|\hat{x}^{(l)}(T_n)\|}, \]
we have
\[ \|\hat{x}^{(l)}(T_{n+1})\| = \frac{\|\hat{x}^{(l)}(T_{n+1})\|}{\|\hat{x}^{(l)}(T_n)\|} \|x^{(l)}(T_n)\| \]
\[ < \frac{\frac{1}{2}}{(t^{-1}(1+1/C))} \|x(T_n)\| \]
\[ < 1 + \frac{1}{C_1}. \]

Choosing \( C_1 > 2 \) proves the claim.

(ii) As before, we will prove the claim by contradiction. Suppose there exists a monotonically increasing sequence \( \{n_k\} \) such that \( C_{n_k} \uparrow \infty \) as \( k \to \infty \) and \( \|\hat{x}^{(l)}(T_{n_k})\| \geq C_{n_k}(\|\hat{x}^{(l+1)}(T_{n_k})\| + \cdots + \|\hat{x}^{(N)}(T_{n_k})\|) \), on a set of positive probability. From Lemma 4.5 (i), we know that if \( \|\hat{x}^{(l)}(T_{n_k})\| > C_l(\|\hat{x}^{(l+1)}(T_{n_k})\| + \cdots + \|\hat{x}^{(N)}(T_{n_k})\|) \), then \( \|\hat{x}^{(l)}(T_{n_k})\| \) falls at an exponential rate into a ball of radius \( C_l(\|\hat{x}^{(l+1)}(T_{n_k})\| + \cdots + \|\hat{x}^{(N)}(T_{n_k})\|) \) for \( k \geq n \). Therefore, corresponding to the sequence \( \{n_k\} \), there exists another sequence \( \{n_k'\} \) such that \( \|\hat{x}^{(l)}(T_{n_k'})\| \leq C_l(\|\hat{x}^{(l+1)}(T_{n_k'})\| + \cdots + \|\hat{x}^{(N)}(T_{n_k'})\|) \) for \( n_k - 1 \leq n_k' \leq n_k \), but \( \|\hat{x}^{(l)}(T_{n_k'})\| > C_{n_k}(\|\hat{x}^{(l+1)}(T_{n_k'})\| + \cdots + \|\hat{x}^{(N)}(T_{n_k'})\|) \). From Lemma 4.5 (ii), however, we know that the iterates \( \hat{x}^{(l)} \) can only grow by a factor of \( K_l^* \) between \( m(n_k' - 1) \) and \( m(n_k') \), leading to a contradiction. Therefore, \( \|\hat{x}^{(l)}(T_{n_k'})\| \leq C_l(\|\hat{x}^{(l+1)}(T_{n_k'})\| + \cdots + \|\hat{x}^{(N)}(T_{n_k'})\|) \) a.s. for some \( C_l^* \geq 1 \).

(iii) From Lemma 4.2 (ii), we know that \( \forall t \in [T_n, T_{n+1}), \|\hat{x}^{(l)}(t)\| \leq K_l^* \|\hat{x}^{(l)}(T_{n+1})\| \). Since, \( \hat{x}^{(l)}(t) \) is a linear interpolation of the iterates \( x^{(l)}_n \), therefore, \( \|x^{(l)}(t)\| \leq \sup_{t \in [T_n, T_{n+1})} \|\hat{x}^{(l)}(t)\| \). The claim therefore follows by choosing \( C_l^* = C_l^+ K_l^* \).

\[ \square \]

Finally, we consider the slowest timescale recursion corresponding to the step-size \( \alpha_{(n)} \) \( n \geq 0 \), and redefine the terms used. Note (again) the abuse of notation in definitions of terms such as \( T_n, m(n), r(n), M_{n+1}^2 \), etc., below.

(F1) Define \( t^{(N)}(n) = \sum_{i=0}^{n-1} \alpha_{i}^{(N)}, n \geq 1 \) with \( t(0) = 0 \). Let \( X^{(N)}_k = (x^{(1)}_k, x^{(2)}_k, \ldots, x^{(N)}_k), k \geq 0, \) and for \( t \in [t^{(N)}(n), t^{(N)}(n + 1)], \)
\[ \hat{X}^{(N)}(t) = X^{(N)}_n + \left( X^{(N)}_{n+1} - X^{(N)}_n \right) \frac{t - t^{(N)}(n)}{t^{(N)}(n + 1) - t^{(N)}(n)}. \]

(F2) Given \( t^{(N)}(n), n \geq 0 \) and constant \( T > 0 \), define
\[ T_n = \min(t^{(N)}(m) : t^{(N)}(m) \geq T_{n-1} + T), n \geq 1, \]
with \( T_0 = 0 \). One can find a subsequence \( \{m(n)\} \) such that \( T_n = t^{(N)}(m(n)), \forall n, \) and \( m(n) \to \infty \) as \( n \to \infty \).

(F3) The scaling sequence is defined as \( r(n) = \max(r(n-1), \|\hat{X}^{(N)}(T_n)\|), n \geq 1 \).

(F4) The scaled iterates for \( m(n) \leq k \leq m(n + 1) - 1 \) are given by
\[ \hat{x}^{(1)}_{k} = \begin{cases} \frac{x^{(1)}_k}{r(n)}, & x^{(2)}_{k} = \frac{x^{(2)}_k}{r(n)}, \ldots, x^{(N)}_{k} = \frac{x^{(N)}_k}{r(n)}. \end{cases} \]
The corresponding updates are as follows:
\[ \hat{x}^{(1)}_{k+1} = \begin{cases} \hat{x}^{(1)}_{k} + \alpha_{1}^{(1)} \left( \frac{h^{(1)}(c \hat{x}^{(1)}_{k}, \ldots, c \hat{x}^{(N)}_{k})}{c} + \hat{M}_{k+1}^{(1)} \right), & \end{cases} \]
Lemma 4.9. Under assumptions of [22].

Proof.

Next, we define the linearly interpolated trajectory for the scaled iterates \( \hat{X}_n^{(N)} = (x_n^{(1)}, x_n^{(2)}, \ldots, x_n^{(N)}) \) as follows: For \( t \in [t^{(N)}(n), t^{(N)}(n+1)] \),

\[
\hat{X}_n^{(N)}(t) = \hat{X}_n^{(N)} + \left( \hat{X}_{n+1}^{(N)} - \hat{X}_n^{(N)} \right) \frac{t - t^{(N)}(n)}{t^{(N)}(n+1) - t^{(N)}(n)}.
\]

(F5) Let \( x_n^{(j)}(T_n) = \hat{x}^{(j)}(T_n), 1 \leq j \leq N \).

Lemma 4.7. Next, we define the linearly interpolated trajectory for the scaled iterates \( \hat{X}_n^{(N)} = (x_n^{(1)}, x_n^{(2)}, \ldots, x_n^{(N)}) \) as follows: For \( t \in [t^{(N)}(n), t^{(N)}(n+1)] \),

\[
\hat{X}_n^{(N)}(t) = \hat{X}_n^{(N)} + \left( \hat{X}_{n+1}^{(N)} - \hat{X}_n^{(N)} \right) \frac{t - t^{(N)}(n)}{t^{(N)}(n+1) - t^{(N)}(n)}.
\]

(F6) Let \( X_n^{(N)}(t) = (x_n^{(1)}(t), \ldots, x_n^{(N)}(t)), t \in [T_n, T_{n+1}] \), denote the trajectory of the ODE:

\[
\dot{x}^{(1)}(t) = h^{(1)}_{r^{(n)}}(x^{(1)}(t), \ldots, x^{(N)}(t)),
\]

\[
\dot{x}^{(2)}(t) = h^{(2)}_{r^{(n)}}(x^{(2)}(t), \ldots, x^{(N)}(t)),
\]

\[\vdots\]

\[
\dot{x}^{(N)}(t) = h^{(N)}_{r^{(n)}}(x^{(N)}(t)),
\]

with \( x_n^{(j)}(T_n) = \hat{x}^{(j)}(T_n), 1 \leq j \leq N \).

Lemma 4.8. Under \((A:1)-(A:3)\),

(i) For \( 0 \leq k \leq m(n + 1) - m(n) \), \( \| \hat{X}^{(N)}(t(m(n) + k)) \| \leq K^{(N)} \) a.s.

(ii) For sufficiently large \( n \), we have \( \sup_{[T_n, T_{n+1}]} \| \hat{X}^{(N)}(t) - x_n^{(N)}(t) \| \rightarrow 0 \) almost surely as \( c \rightarrow \infty \).

As before, the proof of the above two Lemmas follows in a similar manner as the proof of Lemmas 5 and 9, respectively, of [22].

Lemma 4.9. Under assumptions \((A:1)-(A:3), (B.N.i)_{1 \leq i \leq N}\) and \((C.N.i)_{1 \leq i \leq N}\), we have:

(i) For \( n \) large, \( \exists T \) such that \( \| \hat{x}^{(N)}(T_n) \| > C_N \) for some \( C_N > 0 \) then \( \| \hat{x}^{(N)}(T_{n+1}) \| < \frac{1}{2} \| \hat{x}^{(N)}(T_n) \| \).

(ii) \( \| \hat{x}^{(N)}(T_n) \| \leq C^*_N \) for some \( C^*_N > 0 \).

(iii) \( \sup_n \| x_n^{(N)} \| < \infty \) a.s.

Proof. (i) From Lemmas 4.3 and 4.6 we know that

\[
r(n) \leq \sum_{j=1}^{N-1} C^*_j (\| \hat{x}^{(j+1)}(T_n) \| + \cdots + \| \hat{x}^{(N)}(T_n) \|)
\]

\[
= \left( \sum_{j=1}^{N-1} \prod_{\nu=1}^{N-j} C^*_\nu + 1 \right) (\| \hat{x}^{(N)}(T_n) \|).
\]

Therefore,

\[
\| \hat{x}^{(N)}(T_n) \| = \frac{\| \hat{x}^{(N)}(T_n) \|}{r(n)} > \frac{1}{\sum_{j=1}^{N-1} \left( \prod_{\nu=1}^{N-j} C^*_\nu + 1 \right)} \frac{1}{((N-1/C^*_N) + 1)} \approx \tilde{c},
\]

\[\blacksquare\]
where, $C_{N, \text{max}} = \max_{1 \leq j \leq N-1} (C^*_j)$. Since, $0 \in \mathbb{R}^d_+$ is the unique globally asymptotically stable equilibrium, using Lemma 4.7, \( \exists \varepsilon_{\ell/4}, T_{\ell/4} > 0 \) such that \( \|x^{(N)}(t, x^{(N)})\| < \frac{\varepsilon}{4}, \forall \varepsilon \geq \varepsilon_{\ell/4}, t \geq T_{\ell/4} \). Also, for sufficiently large $n$, from Lemma 4.8 (ii), \( \exists \varepsilon > 0 \) such that \( \|x^{(N)}(T_{n+1}) - x^{(N)}(T_{n+1})\| < \frac{\varepsilon}{4} \) for \( r(n) > \Gamma_2 \). We pick $C_N = \max(c_{\ell/4}, \Gamma_2)$ and $T = T_{\ell/4}$. For $n$ large, it follows that
\[
\|x^{(N)}(T_{n+1})\| \leq \|x^{(N)}(T_{n+1}) - x^{(N)}(T_{n+1})\| + \|x^{(N)}(T_{n+1})\| \leq \frac{\varepsilon}{4}.
\]
Finally, since
\[
\frac{\|x^{(N)}(T_{n+1})\|}{\|x^{(N)}(T_{n})\|} = \frac{\|x^{(N)}(T_{n+1})\|}{\|x^{(N)}(T_{n})\|},
\]
and
\[
\|x^{(N)}(T_{n+1})\| \leq \frac{\varepsilon}{4},
\]
the claims in (ii) and (iii) now follow in a similar manner as Theorem 10 (iii)-(iv), respectively, of [22], and the arguments are repeated here for completeness.

(ii) We will prove the claim by contradiction. Suppose there exists a monotonically increasing sequence \{\( n_k \)\} such that \( C_{n_k} \uparrow \infty \) as \( k \to \infty \) and \( \|x^{(N)}(T_{n_k})\| \geq C_{n_k} \), on a set of positive probability. From Lemma 4.8 (i), we know that if \( \|x^{(N)}(T_{n_k})\| > C_N \), then \( \|x^{(N)}(T_{n_k})\| \) falls at an exponential rate into a ball of radius \( C_N \) for \( k \geq n \). Therefore, corresponding to the sequence \{\( n_k \)\}, there exists another sequence \{\( n'_k \)\} such that \( \|x^{(N)}(T_{n'_k})\| \leq C_N \) for \( n_k - 1 \leq n'_k \leq n_k \), but \( \|x^{(N)}(T_{n'_k})\| > C_{n_k} \). From Lemma 4.8 (i), however, we know that the iterates \( x^{(N)} \) can only grow by a factor of \( K(N) \) between \( m(n'_k - 1) \) and \( m(n'_k) \), leading to a contradiction. Therefore, \( \|x^{(N)}(T_{n_k})\| \leq C_N \) a.s. for some \( C_N \geq 1 \).

(iii) From the previous part we have \( \|x^{(N)}\| \leq C_N^* \), and from Lemma 4.8 (i), we have \( \|x^{(N)}(t)\| \leq K(N)\|x^{(N)}(T_{n_k})\| \), \( \forall t \in [T_{n_k}, T_{n_k+1}) \). Therefore, \( \|x^{(N)}\| \leq K(N)C_N^* \) almost surely.

\[\]

The fact that \( \sup_n \|x^{(N)}\| < \infty \) a.s. \( \forall t \in \{1, \ldots, N\} \) follows by combining Lemma 4.9 (iii) and Lemma 4.6 (iii).

## 5 Application: Gradient TD with Momentum

In this section we use our results on \( N \)-timescale recursions to show stability and convergence of Gradient Temporal Difference (Gradient TD), a class of reinforcement learning (RL) algorithms, with momentum. We briefly discuss these settings here. For a detailed description of the Gradient TD algorithms, see [23, 30, 31] and for Gradient TD methods with momentum, see [16].

In the standard RL framework, an agent interacts with a stochastic and dynamic environment. At each discrete time step \( t \), the agent is in state \( s_t \in S \), picks an action \( a_t \in \mathcal{A} \), receives a reward \( r_{t+1} = r(s_t, a_t, s_{t+1}) \in R \) and probabilistically moves to another state \( s_{t+1} \in S \). The tuple \((S, \mathcal{A}, \mathbb{P}, R, \gamma)\) constitutes a Markov Decision Process (MDP). Here \( S \) and \( \mathcal{A} \) are assumed finite. Also, \( \gamma \in (0, 1) \) is the discount factor. A policy \( \pi : S \times \mathcal{A} \to [0, 1] \) is a mapping that defines the probability of picking an action in a state. We let \( P^\pi(s'|s) \) denote the probability of transition to state \( s' \) from state \( s \) when an action is chosen as per \( \pi \). We let \( \{d^\pi(s)\}_{s \in S} \) denote the steady-state distribution for the Markov chain induced by \( \pi \). The matrix \( D \) is a \( n \times n \) diagonal matrix with elements \( d^\pi(s) \) on its diagonals with \( n \) being the number of states. The value function corresponding to state \( s \) under policy \( \pi \) for state \( s \) is defined by:
\[
V^\pi(s) = \mathbb{E}_\pi \left[ \sum_{t=0}^{\infty} \gamma^t R_{t+1} | s_0 = s \right].
\]

With linear function approximation for policy evaluation (i.e., for a fixed \( \pi \)), the goal is to estimate \( V^\pi(s) \) from samples of the form \((s_t, r_{t+1}, s_{t+1})\) through a linear model \( V_\theta(s) = \theta^T \phi(s) \). Here \( \phi(s) \equiv \phi_s \) is a feature vector associated with the state \( s \) and \( \theta \) is the associated parameter vector. The TD-error is defined by \( \delta_t = r_{t+1} + \gamma \theta^T \phi_{s_{t+1}} - \theta^T \phi_s \). The feature matrix \( \Phi \) is an \( n \times d \) matrix where the \( s^{th} \) row is \( \phi(s)^T \). In the following, we consider the i.i.d setting, where the tuple \((\phi_s, \phi'_s)\) (with \( \phi'_s \equiv \phi_{s+1} \)) is drawn independently from the stationary distribution \( \{d_s\} \). Let \( \Delta \triangleq \mathbb{E}[\phi_s (\gamma \phi'_s - \phi_s)^T] \) and \( \delta \triangleq \mathbb{E}[r_{t+1} \phi_s] \), where the expectations are w.r.t. the stationary distribution of the induced Markov chain. The matrix \( \hat{A} \) is known to be negative definite (see [23, 32]). In the off-policy setting, the behaviour policy \( \pi \) is used to sample trajectories from the MDP while the target policy \( \mu \) is the one whose associated value function needs to be approximated. Let \( \rho_t = \frac{\pi(a_t | s_t)}{\mu(a_t | s_t)} \) denote the importance sampling ratio. Gradient TD algorithms
are a class of TD algorithms that are convergent even in the off-policy setting. We first present the iterates associated with the algorithms GTD2 and TDC, see [31].

1. **GTD2:**

\[
\begin{align*}
\theta_{t+1} &= \theta_t + \alpha_t (\phi_t - \gamma \phi_t') \phi_t^T u_t, \\
u_{t+1} &= u_t + \beta_t (\delta_t - \phi_t^T u_t) \phi_t.
\end{align*}
\]

2. **TDC:**

\[
\begin{align*}
\theta_{t+1} &= \theta_t + \alpha_t \delta_t \phi_t - \alpha_t \gamma \phi_t' (\phi_t^T u_t), \\
u_{t+1} &= u_t + \beta_t (\delta_t - \phi_t^T u_t) \phi_t.
\end{align*}
\]

In the GTD algorithm, the objective function considered is the Norm of Expected Error defined as \(\text{NEU}(\theta) = \mathbb{E}[\delta \phi]\) and the algorithm is derived by expressing the gradient direction as \(-\frac{1}{2} \nabla \text{NEU}(\theta) = \mathbb{E}[(\phi - \gamma \phi') \phi^T] \mathbb{E}[\delta(\theta)]\phi\). Here \(\phi' \equiv \phi(s')\). Since the expectation becomes biased by the correlation of the two terms if both the terms are sampled separately, an estimate of the second expectation is maintained as a long-term quasi-stationary estimate while samples for the first expectation are used. For GTD2 and TDC, a similar approach is used on the objective function Mean Square Projected Bellman Error defined as \(\text{MSPBE}(\theta) = \|V_0 - \Pi^\gamma V_0\|_D\), where for any \(x \in \mathbb{R}^n, \|x\|_D = \sqrt{x^T D x}\). Here, \(\Pi\) is the projection operator that projects vectors to the subspace \(\{\phi(\theta) \in \mathbb{R}^d\}\) and \(T^\gamma\) is the Bellman operator defined as \(T^\gamma V = R^\gamma + \gamma P^\gamma V\). It was shown in all the three cases that \(\theta_n \rightarrow \theta^* = -A^{-1}b\).

### 5.1 Three Timescale Gradient TD Algorithms with Momentum

We consider the Gradient TD algorithms with an added heavy ball term to the first iterate.

1. **GTD2 with momentum (GTD2-M-3TS):**

\[
\begin{align*}
\theta_{t+1} &= \theta_t + \alpha_t (\phi_t - \gamma \phi_t') \phi_t^T u_t + \eta_t (\theta_t - \theta_{t-1}), \\
u_{t+1} &= u_t + \beta_t (\delta_t - \phi_t^T u_t) \phi_t.
\end{align*}
\]

2. **TDC with momentum (TDC-M-3TS):**

\[
\begin{align*}
\theta_{t+1} &= \theta_t + \alpha_t (\delta_t \phi_t - \gamma \phi_t' (\phi_t^T u_t)) + \eta_t (\theta_t - \theta_{t-1}), \\
u_{t+1} &= u_t + \beta_t (\delta_t - \phi_t^T u_t) \phi_t.
\end{align*}
\]

The momentum parameter \(\eta_t\) is chosen as in [2] as follows:

\[
\eta_t = \frac{\bar{\eta}_t - w \alpha_t}{\bar{\eta}_t - 1},
\]

where \(\{\bar{\eta}_t\}\) is a positive sequence and \(w \in \mathbb{R}\) is a constant. We let \(\frac{\bar{\eta}_t - \bar{\eta}_t}{\bar{\eta}_t} = \frac{\bar{\eta}_t}{\bar{\eta}_t} - \bar{\eta}_t\), and \(\varepsilon_t = \bar{\eta}_t - \bar{\eta}_t - \bar{\eta}_t\). Then the iterates for **GTD2-M-3TS** can then be decomposed into the three recursions as below:

\[
\begin{align*}
v_{t+1} &= v_t + \xi_t \left((\phi_t - \gamma \phi_t') \phi_t^T u_t - w v_t\right), \\
u_{t+1} &= u_t + \beta_t (\delta_t \phi_t - \phi_t^T u_t), \\
\theta_{t+1} &= \theta_t + \bar{\eta}_t (v_t + \varepsilon_t).
\end{align*}
\]

Similarly, the iterates for **TDC-M-3TS** can be decomposed as:

\[
\begin{align*}
v_{t+1} &= v_t + \xi_t \left(\delta_t \phi_t - \gamma \phi_t' \phi_t^T u_t - w v_t\right), \\
u_{t+1} &= u_t + \beta_t (\delta_t \phi_t - \phi_t^T u_t), \\
\theta_{t+1} &= \theta_t + \bar{\eta}_t (v_t + \varepsilon_t).
\end{align*}
\]

Consider the following assumptions:

**Assumption 1.** All rewards \(r(s, s')\) and features \(\phi(s)\) are bounded, i.e., \(r(s, s') \leq 1\) and \(\|\phi(s)\| \leq 1\) \(\forall s, s' \in \mathcal{S}\). Also, the matrix \(\Phi\) has full rank, where \(\Phi\) is an \(n \times d\) matrix where the \(s^{th}\) row is \(\phi(s)^T\).
We choose the step-size sequences such that they satisfy
\[ \sum_t \xi_t = \sum_t \beta_t = \sum_t \theta_t = \infty, \quad \sum_t (\xi_t^2 + \beta_t^2 + \theta_t^2) < \infty, \]
\[ \frac{\beta_t}{\xi_t} \to 0, \quad \frac{\theta_t}{\beta_t} \to 0 \text{ as } t \to \infty, \]
and the momentum parameter satisfies: \( \eta_t = \frac{\theta_t - \omega \alpha_t}{\theta_{t-1}}. \)

**Assumption 3.** The samples \((\phi_t, \phi'_t)\) are drawn i.i.d from the stationary distribution of the Markov chain induced by the target policy \(\pi.\)

**Remark 1.** Assumptions 1, 2, and 3 are standard requirements. Assumption 3, on the other hand, is a restrictive requirement though often used in the literature, see for instance, \([23, 37, 38] [23, 72]\), where this assumption has been made. This can however be relaxed if our analysis of N-timescale SA algorithms is extended to the case when the noise can have a general iterate-dependent Markovian structure that can appear in each of the \(N\) recursions. This setting is popularly referred to as the Markov noise setting. There is no prior work on stability of multi-scale algorithms with Markov noise even though \([27]\) does present stability conditions for one-timescale algorithms with Markov noise.

**Theorem 5.1.** Suppose Assumptions 1, 2, and 3 hold and let \(w > 0.\) Then, the GTD2-M-3TS iterates given by \((22)-(24)\) satisfy \(\theta_t \to \theta^* = -\tilde{A}^{-1} \tilde{b}\) a.s. as \(t \to \infty.\)

**Proof.** We transform the iterates given by \((22)-(24)\) into the standard SA form. Let \(F_t = \sigma(u_0, v_0, \theta_0, r_{j+1}, \phi_j, \phi'_j : j < t).\) Let, \(A_t = \phi_t(\gamma \phi'_t - \phi_t)^T\) and \(b_t = r_{t+1} \phi_t.\) Then, \((22)\) can be re-written as:
\[ v_{t+1} = v_t + \xi_t \left( h^{(1)}(v_t, u_t, \theta_t) + M^{(1)}_{t+1} \right) \]
\[ u_{t+1} = u_t + \beta_t \left( h^{(2)}(v_t, u_t, \theta_t) + M^{(2)}_{t+1} \right) \]
\[ \frac{\beta_t}{\xi_t} \to 0, \quad \frac{\theta_t}{\beta_t} \to 0 \text{ as } t \to \infty, \]
and the momentum parameter satisfies: \( \eta_t = \frac{\theta_t - \omega \alpha_t}{\theta_{t-1}}. \)

The functions \(h^{(1)}, h^{(2)}, h^{(3)}\) are linear in \(v, u, \theta\) and hence Lipschitz continuous, thereby satisfying \((A:1).\) One popular choice is
\[ \xi_t = \frac{1}{(t + 1)\gamma}, \quad \beta_t = \frac{1}{(t + 1)\sigma}, \quad \theta_t = \frac{1}{(t + 1)\rho}, \quad \text{and any } 0 < \gamma < \beta < \rho \leq 1. \]

Since \(M^{(1)}_{t+1}, M^{(2)}_{t+1} \) and \(M^{(3)}_{t+1} \) are martingale difference sequences w.r.t \(F_t\) by construction. Further,
\[ \mathbb{E}[||M^{(1)}_{t+1}||^2 | F_t] \leq ||(\tilde{A}^T - A_t^T)||^2 ||u_t||^2, \]
\[ \mathbb{E}[||M^{(2)}_{t+1}||^2 | F_t] \leq 3( ||(A_t - \tilde{A})||^2 ||\theta_t||^2 + ||(b_t - \tilde{b})||^2 + ||(\tilde{C} - C_t)||^2 ). \]

Note that \((A:3)\) is satisfied with \(K_1 = ||(\tilde{A}^T - A_t^T)||^2, K_2 = 3 \max( ||A_t - \tilde{A}||^2, ||b_t - \tilde{b}||^2, ||(\tilde{C} - C_t)||^2 ),\) and any \(K_3 > 0.\) The fact that \(K_1, K_2 < \infty\) follows from Assumption 1. For a fixed \(u, \theta \in \mathbb{R}^d,\) consider the ODE
\[ \dot{v}(t) = -\tilde{A}^T u - w(t). \]
For $w > 0$, $\lambda^{(1)}(u, \theta) = -\frac{\dot{A}^T w}{w}$ is the unique globally asymptotically stable equilibrium (g.a.s.e), is linear and therefore Lipschitz continuous. This satisfies (C.3.1). Next, for a fixed $\theta \in \mathbb{R}^d$,
\[
\dot{u}(t) = \dot{A} \theta + \dot{b} - \dot{C} u(t),
\]
has $\lambda^{(2)}(\theta) = \dot{C}^{-1}(\dot{A} \theta + \dot{b})$ as its unique g.a.s.e because $-\dot{C}^{-1}$ is negative definite. Also $\lambda^{(2)}(\theta)$ is linear in $\theta$ and therefore Lipschitz. This satisfies (C.3.2). Finally, to satisfy (C.3.3), consider,
\[
\dot{\theta}(t) = \frac{-\dot{A}^T \dot{C}^{-1} \dot{A} \theta(t) - \dot{A}^T \dot{C}^{-1} \dot{b}}{w}.
\]
Since $\dot{A}$ is negative definite and $\dot{C}$ is positive definite, $-\dot{A}^T \dot{C}^{-1} \dot{A}$ is negative definite as well. Therefore, $\theta^* = -\dot{A}^{-1} \dot{b}$ is the unique g.a.s.e for the above ODE.

Next, we show that the sufficient conditions for stability of the three iterates are satisfied. The function,
\[
h_c^{(1)}(v, u, \theta) = \frac{-c \dot{A}^T u - w v}{w} = -\dot{A}^T u - w v \rightarrow h_c^{(1)}(v, u, \theta) = -\dot{A}^T u - w v \text{ uniformly on compacts as } c \rightarrow \infty.
\]
This limiting ODE:
\[
\dot{v}(t) = -\dot{A}^T u - w v(t)
\]
has $\lambda^{(1)}(u, \theta) = -\frac{\dot{A}^T u}{w}$ as its unique g.a.s.e. $\lambda^{(1)}$ is Lipschitz with $\lambda^{(1)}(0, 0) = 0$, thus satisfying assumption (B.3.1). The function,
\[
h_c^{(2)}(u, \theta) = \frac{c \dot{A} \dot{\theta} + \dot{b} - c \dot{C} u}{c} = \dot{A} \theta - C u + \frac{\dot{b}}{c} \rightarrow h_c^{(2)}(u, \theta) = \dot{A} \theta - C u \text{ uniformly on compacts as } c \rightarrow \infty.
\]
This limiting ODE:
\[
\dot{u}(t) = \dot{A} \theta - C u(t)
\]
has $\lambda^{(2)}(\theta) = \dot{C}^{-1} \dot{A} \theta$ as its unique g.a.s.e. since $-\dot{C}$ is negative definite. $\lambda^{(2)}$ is Lipschitz with $\lambda^{(2)}(0) = 0$. Thus assumption (B.3.2) is satisfied.

Finally, $h_c^{(3)}(\theta) = \frac{-c \dot{A}^T \dot{C}^{-1} \dot{A} \theta}{w} \rightarrow h_c^{(3)}(\theta) = -\frac{-\dot{A}^T \dot{C}^{-1} \dot{A} \theta(t)}{w}$ uniformly on compacts as $c \rightarrow \infty$ and the ODE:
\[
\dot{\theta}(t) = -\frac{-\dot{A}^T \dot{C}^{-1} \dot{A} \theta(t)}{w}
\]
has the origin in $\mathbb{R}^d$ as its unique g.a.s.e. This ensures the final condition (B.3.3). Further, observe that $\|\varepsilon_t^{(3)}\| = \xi_t \|((\phi_t - \gamma \phi_t')\phi_t^T u_t - w u_t)\| \rightarrow 0$ since $\xi_t \rightarrow 0$ as $t \rightarrow \infty$. By Theorem 3.4,
\[
\begin{pmatrix}
v_t \\
u_t \\
\theta_t
\end{pmatrix} \rightarrow \begin{pmatrix}
\lambda(\Gamma(-\dot{A}^{-1} \dot{b}), -\dot{A}^{-1} \dot{b}) \\
\Gamma(-\dot{A}^{-1} \dot{b}) \\
-\dot{A}^{-1} \dot{b}
\end{pmatrix} = \begin{pmatrix}
0 \\
0 \\
\dot{A}^{-1} \dot{b}
\end{pmatrix}
\]
Specifically, $\theta_t \rightarrow -\dot{A}^{-1} \dot{b}$.

\begin{proof}
As before, we transform the iterates given by (25), (26) and (27) into the standard SA form. Let $F_t = \sigma(u_0, v_0, \theta_0, r_{j+1}, \phi_{j}, \phi_{j}^T : j < t)$. Let $A_t = \phi_t \phi_t^T - \phi_t \phi_t^T$ and $b_t = r_{t+1} \phi_t$. Then, (25) can be re-written as:
\[
v_{t+1} = v_t + \xi_t \left( h^{(1)}(v_t, u_t, \theta_t) + M_{t+1}^{(1)} \right),
\]
where $h^{(1)}(v_t, u_t, \theta_t) = \mathbb{E} \{ \delta_t \phi_t - \gamma \phi_t \phi_t^T u_t - w u_t | F_t \} = \dot{A} \theta_t + \dot{b} - \gamma \mathbb{E} \{ \phi_t \phi_t^T u_t - w u_t \}$ and $M_{t+1}^{(1)} = \delta_t \phi_t - \gamma \phi_t \phi_t^T u_t - w u_t - h(v_t, u_t, \theta_t) = (A_t - \bar{A}) \theta_t + (b_t - \bar{b}) + \gamma (\mathbb{E} \phi_t \phi_t^T u_t - \phi_t \phi_t^T u_t)$. Next, (25) can be re-written as:
\[
u_{t+1} = v_t + \beta_t \left( h^{(2)}(v_t, u_t, \theta_t) + M_{t+1}^{(2)} \right),
\]
where $h^{(2)}(v_t, u_t, \theta_t) = \mathbb{E} \{ \delta_t \phi_t - \gamma \phi_t \phi_t^T u_t | F_t \} = \dot{A} \theta_t + \dot{b} - \dot{C} u_t$ and $M_{t+1}^{(2)} = A_t \theta_t + b_t - C_t u_t - h^{(2)}(v_t, u_t, \theta_t) = (A_t - \bar{A}) \theta_t + (b_t - \bar{b}) + (\bar{C} - C_t) u_t$. Here, $C_t = \phi_t \phi_t^T$ and $\bar{C} = \mathbb{E} \phi_t \phi_t^T$. Finally, (27) can be re-written as:
\[
\theta_{t+1} = \theta_t + \tilde{\theta}_t \left( h^{(3)}(v_t, u_t, \theta_t) + \varepsilon_t + M_{t+1}^{(3)} \right),
\]
where $h^{(3)}(v_t, u_t, \theta_t) = v_t$ and $M_{t+1}^{(3)} = 0$. As before we show that the conditions (A:1)-(A:3), (B:3.1)-(B:3.3) and (C:3.1)-(C:3.3) hold. The functions $h^{(1)}, h^{(2)}, h^{(3)}$ are linear in $v, u, \theta$ and hence Lipschitz continuous, therefore satisfying (A:1). We choose the step-size sequences such that they satisfy (A:2). One popular choice is (25).
\end{proof}
Observe now that $M_{t+1}^{(1)}$, $M_{t+1}^{(2)}$ and $M_{t+1}^{(3)}$ $t \geq 0$, are martingale difference sequences w.r.t $\mathcal{F}_t$ by construction. Next,
\[
\begin{align*}
E[||M_{t+1}^{(1)}||^2 |\mathcal{F}_t] &\leq 3(||(A_t - \bar{A})||^2||\theta_t||^2 + ||(b_t - \bar{b})||^2 \\
+ \gamma(\|E[\phi_t' \phi_t^T] - \phi_t' \phi_t^T\|_2)^2 ||u_t||^2), \\
E[||M_{t+1}^{(2)}||^2 |\mathcal{F}_t] &\leq 3(||(A_t - \bar{A})||^2||\theta_t||^2 + ||(b_t - \bar{b})||^2 \\
+ ||(C - C_t)||^2 ||u_t||^2). 
\end{align*}
\]
The first part of (A:3) is satisfied with $K_1 = 3 \max(||A_t - \bar{A}||^2, ||b_t - \bar{b}||^2, \gamma(||E[\phi_t' \phi_t^T] - \phi_t' \phi_t^T||^2)), K_2 = 3 \max(||A_t - \bar{A}||^2, ||b_t - \bar{b}||^2, ||(C - C_t)||^2)$ and any $K_3 > 0$. The fact that $K_1, K_2 < \infty$ follows from the bounded features and bounded rewards assumption in Assumption [1] For a fixed $u, \theta \in \mathbb{R}^d$, consider the ODE
\[
\dot{v}(t) = \bar{A}_\theta + \bar{b} - \gamma E[\phi_t' \phi_t^T] u - w(t).
\]
For $w > 0$, $\lambda^{(1)}(u, \theta) = \frac{\bar{A}_\theta + \bar{b} - \gamma E[\phi_t' \phi_t^T] u}{w}$ is the unique g.a.s.e, is linear and therefore Lipschitz continuous. This satisfies (C:3.1). Next, for a fixed $\theta \in \mathbb{R}^d$,
\[
\dot{u}(t) = \bar{A}_\theta + \bar{b} - \bar{C} u(t),
\]
has $\lambda^{(2)}(\theta) = \bar{C}^{-1}(\bar{A}_\theta + \bar{b})$ as its unique g.a.s.e because $-\bar{C}^{-1}$ is negative definite. Also $\lambda^{(2)}(\theta)$ is linear in $\theta$ and therefore Lipschitz. This satisfies (C:3.2). Finally, to satisfy (C:3.3), consider,
\[
\dot{\theta}(t) = \frac{(I - \gamma E[\phi_t' \phi_t^T] \bar{C}^{-1})(\bar{A}_\theta(t) + \bar{b})}{w}.
\]
Now, $(I - \gamma E[\phi_t' \phi_t^T] \bar{C}^{-1}) \bar{A} = (E[\phi_t' \phi_t^T] - \gamma E[\phi_t' \phi_t^T]) \bar{C}^{-1} \bar{A} = E[(\phi_t - \gamma \phi_t') \phi_t^T] \bar{C}^{-1} \bar{A} = -\bar{A}^T \bar{C}^{-1} \bar{A}$. Since, $\bar{A}$ is negative definite and $\bar{C}$ is positive definite, therefore $-\bar{A}^T \bar{C}^{-1} \bar{A}$ is negative definite and hence the above ODE has solution $\theta^* = -\bar{A}^{-1} \bar{b}$ as its unique g.a.s.e.

Next, we show that the sufficient conditions for stability of the three iterates are satisfied. The function, $h_{\infty}^{(1)}(v, u, \theta) = \frac{c \bar{A}_\theta + \bar{b} - \gamma E[\phi_t' \phi_t^T] u}{w} = \bar{A}_\theta + \bar{b} - \gamma E[\phi_t' \phi_t^T] u - wv \rightarrow h_{\infty}^{(1)}(v, u, \theta) = \bar{A}_\theta - \gamma E[\phi_t' \phi_t^T] u - wv$ uniformly on compacts as $c \rightarrow \infty$. The limiting ODE:
\[
\dot{v}(t) = \bar{A}_\theta - \gamma E[\phi_t' \phi_t^T] u - wv(t)
\]
has $\lambda_{\infty}^{(1)}(u, \theta) = \frac{\bar{A}_\theta - \gamma E[\phi_t' \phi_t^T] u}{w}$ as its unique g.a.s.e. $\lambda_{\infty}^{(1)}$ is Lipschitz with $\lambda_{\infty}^{(1)}(0, 0) = 0$, thus satisfying assumption (B:3.1).

The function $h_{\infty}^{(2)}(u, \theta) = \frac{c \bar{A}_\theta + \bar{b} - c \bar{C} u}{w} = \bar{A}_\theta - \bar{C} u + \frac{\bar{b}}{c} \rightarrow h_{\infty}^{(2)}(u, \theta) = \bar{A}_\theta - \bar{C} u$ uniformly on compacts as $c \rightarrow \infty$. The limiting ODE
\[
\dot{u}(t) = \bar{A}_\theta - \bar{C} u(t)
\]
has $\lambda_{\infty}^{(2)}(\theta) = \bar{C}^{-1} \bar{A}_\theta$ as its unique g.a.s.e. since $-\bar{C}$ is negative definite. $\lambda_{\infty}^{(2)}$ is Lipschitz with $\lambda_{\infty}^{(2)}(0) = 0$. Thus assumption (B:3.2) is satisfied.

Finally,
\[
\begin{align*}
h_{\infty}^{(3)}(\theta) &= \frac{\bar{A}_\theta - c \gamma E[\phi_t' \phi_t^T] \bar{C}^{-1} \bar{A}_\theta}{cw} \\
\rightarrow h_{\infty}^{(3)} &= \frac{(I - \gamma E[\phi_t' \phi_t^T] \bar{C}^{-1}) \bar{A}_\theta}{w}
\end{align*}
\]
uniformly on compacts as $c \rightarrow \infty$. Consider the ODE:
\[
\dot{\theta}(t) = \frac{(I - \gamma E[\phi_t' \phi_t^T] \bar{C}^{-1}) \bar{A}_\theta(t)}{w}.
\]
Now $(I - \gamma E[\phi_t' \phi_t^T] \bar{C}^{-1}) \bar{A} = (E[\phi_t' \phi_t^T] - \gamma E[\phi_t' \phi_t^T]) \bar{C}^{-1} \bar{A} = E[(\phi_t - \gamma \phi_t') \phi_t^T] \bar{C}^{-1} \bar{A} = -\bar{A}^T \bar{C}^{-1} \bar{A}$. Since $\bar{A}$ is negative definite and $\bar{C}$ is positive definite, $-\bar{A}^T \bar{C}^{-1} \bar{A}$ is negative definite and hence the above ODE has the origin as its unique g.a.s.e. This ensures the final condition (B:3.3). Next, observe that $\|\epsilon_{\infty}^{(3)}\| = \|\epsilon_t\| ((\phi_t - \gamma \phi_t') \phi_t^T u_t - wv_t) \| \rightarrow 0$ since $\xi_t \rightarrow 0$ as $t \rightarrow \infty$. By Theorem 3.4
\[
\begin{pmatrix}
\xi_t \\
u_t \\
\theta_t
\end{pmatrix} \rightarrow \begin{pmatrix}
\lambda(\Gamma(-\bar{A}^{-1} \bar{b}), -\bar{A}^{-1} \bar{b}) \\
\Gamma(-\bar{A}^{-1} \bar{b}) \\
-\bar{A}^{-1} \bar{b}
\end{pmatrix} = \begin{pmatrix}
0 \\
0 \\
-\bar{A}^{-1} \bar{b}
\end{pmatrix}
\]
Specifically, $\theta_t \rightarrow -\bar{A}^{-1} \bar{b}$ almost surely. \qed
5.2 Four Timescale Gradient TD Algorithms with Momentum

Next, we consider the Gradient TD algorithms with an added heavy ball term to both the iterates.

1. \textbf{GTD2-M-4TS:}

\[
\theta_{t+1} = \theta_t + \alpha_t(\phi_t - \gamma \phi_t^T u_t + \eta_t^{(1)}(\theta_t - \theta_{t-1})),
\]

\[
u_{t+1} = u_t + \beta_t(\delta_t - \phi_t^T u_t)\phi_t + \eta_t^{(2)}(u_t - u_{t-1}).
\]

2. \textbf{TDC-M-4TS:}

\[
\theta_{t+1} = \theta_t + \alpha_t(\delta_t\phi_t - \gamma \phi_t^T u_t) + \eta_t^{(1)}(\theta_t - \theta_{t-1}),
\]

\[
u_{t+1} = u_t + \beta_t(\delta_t - \phi_t^T u_t)\phi_t + \eta_t^{(2)}(u_t - u_{t-1}).
\]

The momentum parameters are chosen as in [2] as follows:

\[
\eta_{t}^{(1)} = \frac{\eta_{t}^{(1)} - \mu \alpha_t}{\eta_{t-1}^{(1)}}, \quad \eta_{t}^{(2)} = \frac{\eta_{t}^{(2)} - \mu \beta_t}{\eta_{t-1}^{(2)}},
\]

where \(\{\eta_{t}^{(1)}\}\) and \(\{\eta_{t}^{(2)}\}\) are positive sequences and \(\mu \in \mathbb{R}\) is a constant. We let

\[
\frac{\theta_{t+1} - \theta_t}{\theta_{t+1}} = \nu_{t+1} = \frac{u_{t+1} - u_t}{\theta_{t+1}} = z_{t+1}, \eta_t^{(1)} = \frac{\alpha_t}{\alpha_t}, \eta_t^{(2)} = \frac{\beta_t}{\beta_t}, \phi_t = z_{t+1} - z_t \text{ and } \epsilon_t^{(4)} = v_{t+1} - v_t.
\]

The iterates for \textbf{GTD2-M-4TS} can then be decomposed into the four recursions as below:

\[
v_{t+1} = v_t + \xi_t^{(1)}((\phi_t - \gamma \phi_t^T u_t) - w v_t)
\]

\[
z_{t+1} = z_t + \xi_t^{(2)}((\delta_t - \phi_t^T u_t) - w z_t)
\]

\[
u_{t+1} = u_t + \delta_t^{(2)}(z_t + \epsilon_t^{(3)})
\]

\[
\theta_{t+1} = \theta_t + \delta_t^{(1)}(v_t + \epsilon_t^{(4)}).
\]

The iterates for \textbf{TDC-M-4TS} can be decomposed as:

\[
v_{t+1} = v_t + \xi_t^{(1)}((\phi_t - \gamma \phi_t^T u_t) - w v_t)
\]

\[
z_{t+1} = z_t + \xi_t^{(2)}((\delta_t - \phi_t^T u_t) - w z_t)
\]

\[
u_{t+1} = u_t + \delta_t^{(2)}(z_t + \epsilon_t^{(3)})
\]

\[
\theta_{t+1} = \theta_t + \delta_t^{(1)}(v_t + \epsilon_t^{(4)}).
\]

We make use of the following assumption here instead of Assumption 2.

\textbf{Assumption 4.} The step-sizes satisfy \(\xi_t^{(1)} > 0, \xi_t^{(2)} > 0, \xi_t^{(1)} > 0, \xi_t^{(2)} > 0 \forall t\),

\[
\sum_t \xi_t^{(1)} = \sum_t \xi_t^{(2)} = \sum_t \xi_t^{(1)} = \sum_t \xi_t^{(2)} = \infty,
\]

\[
\sum_t \left(\left(\xi_t^{(1)}\right)^2 + \left(\xi_t^{(2)}\right)^2 + \left(\xi_t^{(1)}\right)^2 + \left(\xi_t^{(2)}\right)^2\right) < \infty,
\]

\[
\frac{\xi_t^{(2)}}{\xi_t^{(1)}} \to 0, \frac{\xi_t^{(2)}}{\xi_t^{(1)}} \to 0, \frac{\xi_t^{(1)}}{\theta_t} \to 0, \text{ as } t \to \infty.
\]

\textbf{Theorem 5.3.} Suppose Assumptions 2 and 3 hold and let \(w > 0\). Then, the GTD-M-4TS iterates given by (29) and (30) satisfy \(\theta_t \to \theta^* = -A^{-1}b\) a.s. as \(t \to \infty\).

\textbf{Proof.} As in the three timescale case, we begin by transforming the iterates to a standard 4 timescale SA form. Let

\[
F_t = \sigma(u_t, v_t, \theta_t, r_{j+1}, \phi_t, \phi_t^T : j < t), \quad A_t = \phi_t(\gamma \phi_t^T - \phi_t)^T \text{ and } b_t = r_{t+1} \phi_t.
\]

Then, (34) can be re-written as:

\[
v_{t+1} = v_t + \xi_t^{(1)}\left(h_t^{(1)}(v_t, z_t, u_t, \theta_t) + M_t^{(1)}\right)
\]
where, $h^{(1)}(v_t, z_t, u_t, \theta_t) = \mathbb{E}[(\phi_t - \gamma_t \phi_t) \phi_t^T u_t - vw_t | \mathcal{F}_t] = -\bar{A}^T u_t - vw_t$ and $M^{(1)}_{t+1} = -\bar{A}^T u_t - vw_t - h(v_t, u_t, \theta_t) = (\bar{A}^T - \bar{A}^T) u_t$. Next, (35) can be re-written as:

$$z_{t+1} = z_t + \varepsilon_t^{(2)} \left( h^{(2)}(v_t, z_t, u_t, \theta_t) + M^{(2)}_{t+1} \right)$$

where, $h^{(2)}(v_t, z_t, u_t, \theta_t) = \mathbb{E}[\delta_t \phi_t - \phi_t \phi_t^T u_t - w z_t | \mathcal{F}_t] = \bar{A} \theta_t + \bar{b} - \bar{C} u_t - w z_t$ and $M^{(2)}_{t+1} = (A_t - \bar{A}) \theta_t + (b_t - \bar{b}) + (C - \bar{C}) u_t$. Here, $C_t = \phi_t \phi_t^T$ and $\bar{C} = \mathbb{E}[\phi_t \phi_t^T]$. Equation (35) can be re-written as:

$$u_{t+1} = u_t + \varepsilon_t^{(2)} \left( h^{(3)}(v_t, z_t, u_t, \theta_t) + M^{(3)}_{t+1} \right)$$

where, $h^{(3)}(v_t, z_t, u_t, \theta_t) = z_t, M^{(3)}_{t+1} = 0$. Finally, (36) can be re-written as:

$$\theta_{t+1} = \theta_t + \varepsilon_t^{(1)} \left( h^{(4)}(v_t, z_t, u_t, \theta_t) + M^{(4)}_{t+1} \right)$$

where, $h^{(4)}(v_t, z_t, u_t, \theta_t) = v_t, M^{(4)}_{t+1} = 0$. The functions $h^{(1)}, h^{(2)}, h^{(3)}$ and $h^{(4)}$ are linear in $v, u, \theta$ and hence Lipschitz continuous, thereby satisfying (A:1). To satisfy (A:2), we choose the step-size sequence as $\xi_t^{(1)} = \frac{1}{(t+1)c^{(1)}}$, $\xi_t^{(2)} = \frac{1}{(t+1)c^{(2)}}$, $\xi_t^{(3)} = \frac{1}{(t+1)c^{(3)}}$, with $\frac{1}{\xi^{(1)}} < \xi^{(2)} < \xi^{(3)} < \frac{1}{\xi^{(1)}} \leq 1$. (A:3) can be shown to hold as in the proof of Theorem 5.1 For a fixed $z, u, \theta \in \mathbb{R}^d$, consider the ODE

$$\dot{v}(t) = -\bar{A}^T u - vw(t).$$

For $w > 0$, $\lambda^{(1)}(z, u, \theta) = -\frac{\bar{A}^T u}{w}$ is the unique g.a.s.e for the above ODE. Further, it is linear and therefore Lipschitz continuous. This satisfies (C.4.1). For a fixed $u, \theta \in \mathbb{R}^d$,

$$\dot{z}(t) = A \theta + \bar{b} - \bar{C} u - w z(t),$$

has $\lambda^{(2)}(u, \theta) = \frac{(A \theta + \bar{b} - \bar{C} u)}{w}$ as its unique g.a.s.e as $w > 0$. Also $\lambda^{(2)}(u, \theta)$ is linear in $u, \theta$ and therefore Lipschitz. This satisfies (C.4.2). Next, for a fixed $\theta \in \mathbb{R}^d$,

$$\dot{u}(t) = \frac{\bar{A} \theta + \bar{b} - \bar{C} u(t)}{w},$$

has $\lambda^{(3)}(\theta) = \bar{C}^{-1}(\bar{A} \theta + \bar{b})$ as its unique g.a.s.e because $-\bar{C}^{-1}$ is negative definite. $\lambda^{(3)}(\theta)$ is linear in $\theta$ and therefore Lipschitz thus satisfying (C.4.3). Finally, to satisfy (C.4.4), consider,

$$\dot{\theta}(t) = -\bar{A}^T \bar{C}^{-1} \bar{A} \theta(t) - \bar{A}^T \bar{C}^{-1} \bar{b},$$

Since $\bar{A}$ is negative definite and $\bar{C}$ is positive definite, $-\bar{A}^T \bar{C}^{-1} \bar{A}$ is negative definite. Therefore, $\theta^{*} = -\bar{A}^{-1} \bar{b}$ is the unique g.a.s.e of the above ODE.

Now we show that the conditions (B.4.1)-(B.4.4) are also satisfied and therefore the iterates are stable. The function, $h^{(1)}_c(v, z, u, \theta) = -\frac{\bar{A}^T u - \bar{w} v}{c} = -\bar{A}^T u - \bar{w} v \rightarrow h^{(1)}_c(v, z, u, \theta) = -\bar{A}^T u - \bar{w} v$ uniformly on compacts as $c \rightarrow \infty$. The limiting ODE:

$$\dot{v}(t) = -\bar{A}^T u - \bar{w} v(t)$$

has $\lambda^{(1)}(z, u, \theta) = -\frac{\bar{A}^T u}{\bar{w}}$ as its unique g.a.s.e. $\lambda^{(1)}_c$ is Lipschitz with $\lambda^{(1)}_c(0, 0, 0) = 0$, thus satisfying assumption (B.4.1).

The function, $h^{(2)}_c(v, z, u, \theta) = \frac{\bar{A} \theta - \bar{C} u - \bar{w} v}{c} \rightarrow h^{(2)}(v, z, u, \theta) = \bar{A} \theta - \bar{C} u - w z$ uniformly on compacts as $c \rightarrow \infty$. The limiting ODE

$$\dot{z}(t) = \bar{A} \theta - \bar{C} u - w z(t)$$

has $\lambda^{(2)}_c(u, \theta) = \frac{\bar{A} \theta - \bar{C} u}{\bar{w}}$ as its unique g.a.s.e and $\lambda^{(2)}_c$ is Lipschitz continuous with $\lambda^{(2)}_c(0, 0) = 0$. Thus assumption (B.4.2) is satisfied. The function, $h^{(3)}_c(u, \theta) = \frac{\bar{A} \theta - \bar{C} u}{\bar{w}} \rightarrow h^{(3)}(u, \theta) = \frac{\bar{A} \theta - \bar{C} u}{\bar{w}}$ uniformly on compacts as $c \rightarrow \infty$. The limiting ODE

$$\dot{u}(t) = \frac{\bar{A} \theta - \bar{C} u(t)}{\bar{w}}$$
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has $\lambda_\infty^{(2)}(\theta) = \bar{C}^{-1} \bar{A} \theta$ as its unique g.a.s.e. since $-\bar{C}$ is negative definite. $\lambda_\infty^{(2)}$ is Lipschitz with $\lambda_\infty^{(2)}(0) = 0$ and thus assumption (B.4.3) is satisfied as well.

Finally, $h_c^{(4)}(\theta) = \frac{c w}{c} \rightarrow h_c^{(4)}(\theta) = -\frac{\bar{A}^T \bar{C}^{-1} \bar{A} \theta}{w}$ uniformly on compacts as $c \rightarrow \infty$ and the ODE:

$$\dot{\theta}(t) = -\frac{\bar{A}^T \bar{C}^{-1} \bar{A} \theta(t)}{w}$$

has the origin in $\mathbb{R}^d$ as its unique g.a.s.e. This ensures the final condition (B.4.4). Further, as before, $\|\varepsilon_t^{(3)}\|, \|\varepsilon_t^{(4)}\| \rightarrow 0$ as $t \rightarrow \infty$. By Theorem 3.4

$$\begin{pmatrix} v_t \\ z_t \\ u_t \\ \theta_t \end{pmatrix} \rightarrow \begin{pmatrix} \lambda^{(1:4)}(-\bar{A}^{-1} \bar{b}) \\ \lambda^{(2:4)}(-\bar{A}^{-1} \bar{b}) \\ \lambda^{(3:4)}(-\bar{A}^{-1} \bar{b}) \\ -\bar{A}^{-1} \bar{b} \end{pmatrix}$$

Specifically, $\theta_t \rightarrow -\bar{A}^{-1} \bar{b}$.

**Theorem 5.4.** Suppose Assumptions 7, 8, and 9 hold and let $w > 0$. Then, the TDC-M-4TS iterates given by (31) and (32) satisfy $\theta_t \rightarrow \theta^* = -\bar{A}^{-1} \bar{b}$ a.s. as $t \rightarrow \infty$.

**Proof.** As before, we transform the iterates to a standard 4 timescale SA form. Let $F_t = \sigma(u_0, v_0, \theta_0, r_{j+1}, \phi_j, \phi'_j : j < t), A_t = \phi_t(\gamma \phi'_t - \phi_t)^T$ and $b_t = r_{t+1} \phi_t.$ Then, (38) can be re-written as:

$$v_{t+1} = v_t + \varepsilon_t^{(1)} \left( h_1^{(1)}(v_t, z_t, u_t, \theta_t) + M_{t+1}^{(1)} \right)$$

where, $h_1^{(1)}(v_t, z_t, u_t, \theta_t) = \mathbb{E}[\delta_t \phi_t - \gamma \phi'_t \phi^T_t u_t - w v_t | F_t] = \bar{A} \theta_t + \bar{b} - \gamma \mathbb{E}[\phi'_t \phi^T_t] u_t - w v_t$ and $M_{t+1}^{(1)} = \delta_t \phi_t - \gamma \phi'_t \phi^T_t u_t - w v_t - h(v_t, u_t, \theta_t) = (A_t - \bar{A}) \theta_t + (b_t - \bar{b}) + \gamma \mathbb{E}[\phi'_t \phi^T_t] - \phi'_t \phi^T_t) u_t$. Next,(39) can be re-written as:

$$z_{t+1} = z_t + \varepsilon_t^{(2)} \left( h_1^{(2)}(v_t, z_t, u_t, \theta_t) + M_{t+1}^{(2)} \right)$$

where,

$$h_1^{(2)}(v_t, z_t, u_t, \theta_t) = \mathbb{E}[\delta_t \phi_t - \phi_t \phi^T_t u_t - w z_t | F_t]$$

$$= \bar{A} \theta_t + \bar{b} - \bar{C} u_t - w z_t$$

$$M_{t+1}^{(2)} = (A_t - \bar{A}) \theta_t + (b_t - \bar{b}) + (\bar{C} - C_t) u_t.$$

Here, $C_t = \phi_t \phi^T_t$ and $C_t = \mathbb{E}[\phi'_t \phi^T_t]$. Equation (40) can be re-written as:

$$u_{t+1} = u_t + g_t^{(2)} \left( h_3^{(2)}(v_t, z_t, u_t, \theta_t) + M_{t+1}^{(3)} \right)$$

where, $h_3^{(2)}(v_t, z_t, u_t, \theta_t) = z_t, M_{t+1}^{(3)} = 0$. Finally, (41) can be re-written as:

$$\theta_{t+1} = \theta_t + \varepsilon_t^{(4)} \left( h_4^{(4)}(v_t, u_t, \theta_t) + E_t^{(4)} + M_{t+1}^{(4)} \right)$$

where, $h_4^{(4)}(v_t, u_t, \theta_t) = v_t, M_{t+1}^{(4)} = 0$. The functions $h_1^{(1)}, h_2^{(2)}, h_3^{(3)}$ and $h_4^{(4)}$ are linear in $v, u, \theta$ and hence Lipschitz continuous, thereby satisfying (A.1). To satisfy (A.2), we choose the step-size sequence as $\varepsilon_t^{(1)} = \frac{1}{(t+1)^{\xi_t^{(1)}}}, \varepsilon_t^{(2)} = \frac{1}{(t+1)^{\xi_t^{(2)}}}, \varepsilon_t^{(1)} = \frac{1}{(t+1)^{\xi_t^{(1)}}}, \varepsilon_t^{(1)} = \frac{1}{(t+1)^{\xi_t^{(1)}}}$, with $\frac{1}{2} < \xi^{(1)} < \xi^{(2)} < \phi^{(2)} < \phi^{(1)} \leq 1$. (A.3) can be shown to hold as in the proof of Theorem 5.2

For a fixed $z, u, \theta \in \mathbb{R}^d$, consider the ODE

$$\dot{v}(t) = \bar{A} \theta + \bar{b} - \gamma \mathbb{E}[\phi'_t \phi^T_t] u - w v(t),$$

For $w > 0, \lambda^{(1)}(z, u, \theta) = \frac{\bar{A} \theta + \bar{b} - \gamma \mathbb{E}[\phi'_t \phi^T_t] u - w v(t)}{w}$ is the unique g.a.s.e for the above ODE. Further, it is linear and therefore Lipschitz continuous. This satisfies (C.4.1). For a fixed $u, \theta \in \mathbb{R}^d$, \dot{z}(t) = \bar{A} \theta + \bar{b} - \bar{C} u - w z(t),
has \( \lambda^{(2)}(u, \theta) = \frac{(\tilde{A} \theta + \bar{b} - C u) \epsilon}{w} \) as its unique g.a.s.e as \( w > 0 \). Also \( \lambda^{(2)}(u, \theta) \) is linear in \( u, \theta \) and therefore Lipschitz. This satisfies (C.4.2). Next, for a fixed \( \theta \in \mathbb{R}^d \),
\[
\dot{u}(t) = \frac{\tilde{A} \theta + \bar{b} - C u(t)}{w},
\]
has \( \lambda^{(3)}(\theta) = \bar{C}^{-1}(\tilde{A} \theta + \bar{b}) \) as its unique g.a.s.e because \( -\bar{C}^{-1} \) is negative definite. \( \lambda^{(3)}(\theta) \) is linear in \( \theta \) and therefore Lipschitz thus satisfying (C.4.3). Finally, to satisfy (C.4.4), consider,
\[
\dot{\theta}(t) = \frac{(I - \gamma E[\phi'_t \phi'_T] \bar{C}^{-1})(\tilde{A} \theta + \bar{b})}{w},
\]
As in the proof of Theorem 5.2 \( \theta^* = \tilde{A}^{-1} \bar{b} \) is the unique g.a.s.e of the above ODE.

Now we show that the conditions (B.4.1)-(B.4.4) are also satisfied and therefore the iterates are stable. The function, \( h_c^{(1)}(v, z, u, \theta) = \frac{c\tilde{A} \theta + \bar{b} - c \bar{C} u - c w z}{c \epsilon} = \tilde{A} \theta + \bar{b} - \gamma E[\phi'_t \phi'_T] u - w v \rightarrow h_c^{(1)}(v, z, u, \theta) = \tilde{A} \theta - \gamma E[\phi'_t \phi'_T] u - w v \) uniformly on compacts as \( c \to \infty \). The limiting ODE:
\[
\dot{v}(t) = \tilde{A} \theta - \gamma E[\phi'_t \phi'_T] u(t) - w v(t)
\]
has \( \lambda^{(1)}_{\infty}(z, u, \theta) = \frac{\tilde{A} \theta - \gamma E[\phi'_t \phi'_T] u}{w} \) as its unique g.a.s.e. \( \lambda^{(1)}_{\infty} \) is Lipschitz with \( \lambda^{(1)}_{\infty}(0, 0, 0) = 0 \), thus satisfying assumption (B.3.1).

The function, \( h_c^{(2)}(v, z, u, \theta) = \frac{c\tilde{A} \theta + \bar{b} - c \bar{C} u - c w z}{c \epsilon} \rightarrow h_c^{(2)}(v, z, u, \theta) = \tilde{A} \theta - \bar{C} u - w z \) uniformly on compacts as \( c \to \infty \). The limiting ODE
\[
\dot{z}(t) = \tilde{A} \theta - \bar{C} u - w z(t)
\]
has \( \lambda^{(2)}_{\infty}(u, \theta) = \frac{\tilde{A} \theta - \bar{C} u}{w} \) as its unique g.a.s.e and \( \lambda^{(2)}_{\infty} \) is Lipschitz continuous with \( \lambda^{(2)}_{\infty}(0, 0) = 0 \). Thus assumption (B.4.2) is satisfied.

The function, \( h_c^{(3)}(u, \theta) = \frac{c\tilde{A} \theta + \bar{b} - c \bar{C} u}{c \epsilon} \rightarrow h_c^{(3)}(u, \theta) = \frac{\tilde{A} \theta - \bar{C} u}{w} \) uniformly on compacts as \( c \to \infty \). The limiting ODE
\[
\dot{u}(t) = \frac{\tilde{A} \theta - \bar{C} u(t)}{w}
\]
has \( \lambda^{(3)}_{\infty}(\theta) = \bar{C}^{-1} \tilde{A} \theta \) as its unique g.a.s.e since \( -\bar{C} \) is negative definite. \( \lambda^{(3)}_{\infty} \) is Lipschitz with \( \lambda^{(3)}_{\infty}(0) = 0 \) and thus assumption (B.4.3) is satisfied as well. Finally,
\[
h_c^{(4)}(\theta) = \frac{c\tilde{A} \theta - c \gamma E[\phi'_t \phi'_T] \bar{C}^{-1} \tilde{A} \theta}{c \epsilon} \rightarrow h_c^{(4)}(\theta) = \frac{(I - \gamma E[\phi'_t \phi'_T] \bar{C}^{-1}) \tilde{A} \theta}{w}
\]
uniformly on compacts as \( c \to \infty \). Consider the ODE:
\[
\dot{\theta}(t) = \frac{(I - \gamma E[\phi'_t \phi'_T] \bar{C}^{-1}) \tilde{A} \theta(t)}{w}
\]
As in the proof of Theorem 5.2, the above ODE has the origin as its unique g.a.s.e. This ensures the final condition (B.3.4). Further, as before, \( \|e_{t+1}\|, \|e_{t}^{(4)}\| \to 0 \) as \( t \to \infty \). By Theorem 3.4,
\[
\begin{pmatrix}
\lambda^{(1:4)}_{\infty}(\theta)
\end{pmatrix}
\rightarrow
\begin{pmatrix}
\lambda^{(1:4)}(-\tilde{A}^{-1} \bar{b})
\end{pmatrix}
\]
Specifically, \( \theta_t \to -\tilde{A}^{-1} \bar{b} \). \hfill \Box

### 5.3 Experiments

The Gradient TD algorithms along with their momentum variants are evaluated on two standard MDPs: 5-State Random Walk [31] and Boyan Chain [11]. We consider decreasing step-sizes of the form: \( \alpha_t^{(1)} = \frac{1}{(t+1)^{0.75}}, \alpha_t^{(2)} = \frac{1}{(t+1)^{0.75}} \), \( \beta_t = \frac{1}{(t+1)^{0.75}} \), \( \alpha_t = \frac{1}{(t+1)^{0.75}} \), respectively, in all the examples. In the 3-Timescale case the conditions on step size turn
out to be $\alpha < \rho + \beta$, and $\beta < \rho$, while in the 4-Timescale case the conditions are $\alpha < \beta + \rho^{(1)} - \rho^{(2)}$, $\beta < 2\rho^{(2)}$ and $\rho^{(2)} < \rho^{(1)}$. Our analysis of convergence requires square-summability of step-size sequences. However, such a choice is seen to slow down the convergence of the algorithm. Recently, [13] provided convergence rate results for Gradient TD schemes with non-square-summable step-sizes (See Remark 2 of [13]). Motivated by this, we look at non-square summable step-sizes for our experiments, and observe that the iterates empirically converge in such cases as well.

For a detailed description of the MDPs, see Figure 1 and 2. See Figure 3 for the results on the 5-State Random Walk and Figure 4 for results on the Boyan Chain. The exact values of $\rho^{(1)}$, $\rho^{(2)}$, $\alpha$, and $\beta$ are provided in Table 1 and $w = 0.1$ for both 3-TS and 4-TS settings. Our results indicate that adding momentum terms to the algorithms clearly improves performance over their vanilla counterparts. Nonetheless, it is less clear from these experiments as to whether adding momentum term to both the iterates is better as opposed to doing the same for only one of the iterates. In particular, for GTD2, the 4-TS scheme appears to perform better while for TDC, the 3-TS version is seen to be better. Further analysis of the finite time behaviour of these algorithms needs to be carried out in the future to better assess the performance of these algorithms.

### 6 Conclusions

In this work we have provided an easily verifiable set of sufficient conditions for stability and convergence of general $N$-timescale stochastic recursions with a martingale difference noise sequence, along with characterizing the limit of all the $N$ recursions. We then used these results to show that stochastic approximation algorithms with an added heavy ball term in the context of Gradient TD methods can be shown to converge a.s. to the same TD solution asymptotically. There are several directions for further research. A natural direction to pursue, as mentioned in Remark 1, would be to come up with sufficient conditions for the stability and convergence of $N$-timescale stochastic recursions with Markov noise.
In [27], stability conditions for single timescale stochastic approximation recursions with Markov noise have been provided. The results in [27] also apply to the case where the underlying Markov process does not possess a unique stationary distribution and can in fact depend on not just the underlying parameters but also an additional control sequence. In [19], the convergence of two-timescale stochastic approximation with Markov noise is studied assuming that the iterates remain stable. Separately, in [28], the convergence of two-timescale recursions with set-valued maps is analysed (in the absence of Markov noise) but assuming stability. In [33], the convergence of more general two-timescale stochastic approximation with set-valued maps and general Markov noise is analysed again assuming iterate-stability. Analysis of algorithms with set-valued maps is important as it paves the way for analysis of RL algorithms under partial observations/information. Thus, a natural extension of our results will be towards deriving sufficient conditions for both stability and convergence of stochastic approximation with (a) general Markov noise and (b) set-valued maps instead of the usual point-to-point maps as are normally considered and analysed.

Finally, Section 5 analyzed the asymptotic behaviour of the momentum algorithms. Further analysis of their finite time behaviour is called for to quantify the benefits of using momentum schemes in stochastic approximation. Towards this extension of weak convergence rate analysis of [20, 25] in the 2-TS setting and recent convergence rate results in expectation and high probability of 2-TS methods in [14, 17, 18, 12] to the $N$-timescale case would also be interesting directions to explore further.
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