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Abstract

Thermal motion of charge carriers in a conducting object causes magnetic field noise that interferes with sensitive measurements nearby the conductor. In this paper, we describe a method to compute the spectral properties of the thermal magnetic noise from arbitrarily-shaped thin conducting objects. We model divergence-free currents on a conducting surface using a stream function and calculate the magnetically independent noise-current modes in the quasi-static regime. We obtain the power spectral density of the thermal magnetic noise as well as its spatial correlations and frequency dependence. We describe a numerical implementation of the method; we model the conducting surface using a triangle mesh and discretize the stream function. The numerical magnetic noise computation agrees with analytical formulas. We provide the implementation as a part of the free and open-source software package \textit{bfieldtools}.

1. Introduction

Thermal agitation of charge carriers in a conductor causes a fluctuating voltage and a current referred to as Johnson–Nyquist noise [1, 2]. The thermal current fluctuations in the conductor are associated with a magnetic field that interferes with nearby magnetically sensitive equipment and measurements. Thermal magnetic noise can, e.g., limit the performance of sensitive magnetometers operating in conducting shields (e.g., [3, 4, 5]). The noise has to be estimated in order to design appropriate magnetic shielding in, for example, high-resolution transmission electron microscopy [9]. The noise can limit the performance of sensitive magnetometers operating in conducting shields (e.g., [3, 4, 5]). It is therefore important to estimate the magnetic noise contribution from nearby conductors when designing sensitive experiments and devices.

Thermal magnetic noise from conductors can generally be calculated using direct approaches where the field noise is computed from the modeled noise currents and their statistics (e.g., \([3, 4, 6, 10]\)) or with reciprocal approaches where the noise is obtained by computing the power loss incurred in the material by a known driving magnetic field (e.g., \([5, 11]\)). In simple geometries analytical expressions for the magnetic noise can be obtained using either of the two approaches (e.g., \([3, 4, 5, 6, 10]\)). In more complicated geometries, the noise has to be computed numerically. Numerical methods using the reciprocal approach have been used to compute the frequency-dependent magnetic noise (e.g., \([9, 12, 13]\)), while a method using the direct approach has been suggested to compute the low-frequency noise arising from thin conductors \([14]\).

Here, we outline a direct approach to compute the quasi-static frequency-dependent magnetic noise from a conducting object which can be considered as a surface with a small but possibly non-constant thickness. We examine the internal coupling phenomena associated with the surface currents in order to determine the independent modes of the Johnson noise current [15]. We use a stream-function formalism similar to a previous analytical calculation on an infinite conducting plane [10] and to a semi-analytical computation on a layered grid of square conducting patches [16]. The cross-spectral density of the magnetic noise can be computed based on the current fluctuations of the individual modes described by a set of Langevin equations; the fluctuation amplitudes are given by the equipartition theorem [17]. Examination of the individual modes gives an intuitive picture on the physics that determine the field noise characteristics.

We present a numerical implementation of the approach which uses a discretization of the stream function on a triangle mesh representing the surface. The implementation is applicable for any conducting surface, including curved ones. We demonstrate computations in example geometries and, where possible, compare the results with analytical formulas for verification. The implementation is freely available as a part of the open-source Python software package \textit{bfieldtools} (https://bfieldtools.github.io; \([18, 19]\)).

2. Theory

We consider the magnetic noise in a frequency range where the macroscopic Johnson thermal noise current is divergence-free \((\nabla \cdot \vec{i} = 0)\). In other words, the macroscopic charge density does not fluctuate, but the current fluctuations are due to microscopic thermal motion of charge \([10]\).
This allows us to use stream-function expression for the surface current.

2.1. Stream function and surface current
We shortly introduce stream function expression of the surface current and describe how it relates to physical quantities such as power dissipation and inductive energy. Specifically, we assume a thin surface $S$ with conductivity $\sigma(\vec{r})$ and thickness $d(\vec{r})$. A divergence-free surface-current density on $S$ can be expressed with a stream function $\Psi$ (units $A/m$) as (e.g., [18, 20, 21])

$$ \vec{J}(\vec{r}, t) = \nabla_\parallel \Psi(\vec{r}, t) \times \vec{h}(\vec{r}), $$

where $\vec{h}(\vec{r})$ is the unit surface normal and $\nabla_\parallel$ is the tangential gradient on the surface. We further express the stream function as a linear combination $\Psi(\vec{r}, t) = \sum_i s_i(t) \psi_i(\vec{r})$, resulting in the current density

$$ \vec{J}(\vec{r}, t) = \sum_i s_i(t) \nabla_i \psi_i(\vec{r}) \times \vec{h}(\vec{r}) = \sum_i s_i(t) \vec{k}_i(\vec{r}), $$

where $\vec{k}_i(\vec{r}) = \nabla_\parallel \psi_i(\vec{r}) \times \vec{h}(\vec{r})$ represent spatial patterns of surface-current density (units $1/m$) and $s_i(t)$ their time-dependent amplitudes (units $A$). The magnetic field can be computed from the patterns using the Biot–Savart law

$$ \vec{B}(\vec{r}, t) = \frac{\mu_0}{4\pi} \int_S \frac{\vec{J}(\vec{r}', t) \times |\vec{r} - \vec{r}'|}{|\vec{r} - \vec{r}'|^3} dS' $$

$$ = \sum_i s_i(t) \frac{\mu_0}{4\pi} \int_S \vec{k}_i(\vec{r}') \times |\vec{r} - \vec{r}'| \frac{dS'}{|\vec{r} - \vec{r}'|^3} \sum_i s_i(t) \vec{b}_i(\vec{r}), $$

where $\mu_0$ is the vacuum permeability and $\vec{b}_i(\vec{r})$ is the magnetic field from the pattern $\vec{k}_i$ with a unit amplitude.

The instantaneous power dissipation between patterns $\vec{k}_i$ and $\vec{k}_j$ is [18, 21]

$$ P_{ij}(t) = s_i(t) s_j(t) \int_S \frac{1}{\sigma(\vec{r}) d(\vec{r})} \vec{k}_i(\vec{r}) \cdot \vec{k}_j(\vec{r}) dS = s_i(t) s_j(t) R_{ij}, $$

where $R_{ij}$ is the mutual resistance between the patterns. Similarly, the instantaneous inductive energy between the patterns is given by the mutual inductance $M_{ij}$ [18, 21]

$$ E_{ij}(t) = \frac{1}{2} s_i(t) s_j(t) \frac{\mu_0}{4\pi} \int_S \vec{b}_i(\vec{r}) \cdot \vec{b}_j(\vec{r}) dS = \frac{1}{2} s_i(t) s_j(t) M_{ij}. $$

The amplitudes of the patterns evolve according to a coupled system of equations ([21]; Appendix A)

$$ \mathbf{M} \frac{d}{dt} \mathbf{s}(t) + \mathbf{R} \mathbf{s}(t) - \mathbf{e}(t) = 0, $$

where $\mathbf{s}$ is a vector containing the pattern amplitudes $\mathbf{s}(t) = [s_1(t), \ldots, s_N(t)]^T$ and $\mathbf{M}$ and $\mathbf{R}$ are the mutual inductance and resistance matrices with elements $\mathbf{M}[i,j] = M_{ij}$ and $\mathbf{R}[i,j] = R_{ij}$ defined above, and $\mathbf{e}(t)$ gives the electromotive force (emf) that is coupled to the patterns. Equation system (6) is analogous to that of coupled RL-circuits, where $\mathbf{s}$ contains the circuit currents. However, we note that circuit quantities such as $\mathbf{M}$ and $\mathbf{R}$ depend on the normalization of the circuit basis functions $\vec{k}_i$, whereas energy quantities such as power dissipation and inductive energy are free of this ambiguity [21].

2.2. Magnetic Johnson–Nyquist noise
Next, we investigate how to model the magnetic Johnson–Nyquist noise using the stream-function approach. The thermal current fluctuations are driven by the Johnson emf, which is proportional to a zero-mean Gaussian white noise process [17]. In this context, equations (6) are coupled Langevin equations.

To determine the statistics of the current fluctuations, we apply the equipartition theorem to the system [17]. According to the theorem, in a thermal bath with temperature $T$ each independent degree of freedom of the system has an average energy of $k_B T/2$, with $k_B$ being the Boltzmann constant. The independent degrees of freedom of the system are given by the eigenvectors of $\mathbf{M}$ as they diagonalize the energy (5).

We thus look for independent patterns $\vec{k}_i(\vec{r})$ with diagonal $\mathbf{M}$ as linear combinations of $\vec{k}_i(\vec{r})$. We further require that the patterns $\vec{k}_i(\vec{r})$ diagonalize $\mathbf{R}$ so that also the Langevin equations (6) decouple. As the inductance and resistance matrices are symmetric positive-definite for an ordinary conductor [21], these independent patterns can be found, for example, by solving a generalized eigenvalue equation [20, 22], i.e., finding an invertible matrix $\mathbf{V}$ such that

$$ \mathbf{RV} = \mathbf{MVA} \Leftrightarrow \begin{cases} \mathbf{V}^T \mathbf{RV} = \text{diag}(r_1, \ldots, r_N) \\ \mathbf{V}^T \mathbf{MV} = \text{diag}(l_1, \ldots, l_N), \end{cases} $$

where $\mathbf{A} = \text{diag}(\lambda_1, \ldots, \lambda_N)$ is a diagonal matrix with $\lambda_i = r_i/\ell_i$. The independent patterns are given by the columns of the invertible but generally non-unitary matrix $\mathbf{V}$ as $\vec{\kappa}_i(\vec{r}) = \sum_j V_{ij} \vec{k}_j(\vec{r})$.

We can transform Eq. (6) to the new basis:

$$ \frac{d}{dt} \mathbf{V}^T \mathbf{MV}^{-1} \mathbf{s}(t) + \mathbf{V}^T \mathbf{RV}^{-1} \mathbf{s}(t) - \mathbf{V}^T \mathbf{e}(t) = 0. $$

By defining $\vec{s}(t) = \mathbf{V}^{-1} \mathbf{s}(t)$ and $\mathbf{e}(t) = \mathbf{V}^T \mathbf{e}(t)$, we obtain a set of decoupled Langevin equations

$$ \frac{d}{dt} \vec{s}_i(t) + \lambda_i \vec{s}_i(t) - \vec{\epsilon}_i(t)/\ell_i = 0. $$

Effectively, we now have a number of independent RL-circuits with time constants $\tau_i = \ell_i/r_i = 1/\lambda_i$ driven by emfs $\vec{\epsilon}_i(t)$.

The Johnson emf has a white noise (frequency-independent) power spectral density (PSD) $S_{\vec{\epsilon}}$ that can be used to solve the PSD of $\vec{s}_i$ from the decoupled Langevin equation [17]

$$ S_{\vec{s}_i}(\omega) = \frac{S_{\vec{\epsilon}_i}(\omega)}{r_i^2} \frac{1}{1 + (\omega \lambda_i)^2}, $$

where $\vec{\epsilon}_i(t)$ is the instantaneous thermal current fluctuations due to the Johnson emf.
where $\omega$ is the angular frequency. The average energy (5) of the $i^{th}$ independent degree of freedom is:

$$\langle E_i(t) \rangle = \frac{1}{2} \int \langle \vec{S}_i(t) \rangle^2 = \frac{1}{2} \int \frac{1}{2\pi} \int_0^{\infty} \langle \vec{S}_i(\omega) \rangle d\omega$$

$$= \frac{1}{2} \sum_{j=1}^{2} \frac{\vec{S}_{\beta j}}{4\tau_j} A_i = \frac{\vec{S}_{\beta i}}{8\tau_i}, \quad (11)$$

where the brackets $\langle \cdot \rangle$ denote the ensemble average. On the other hand, according to the equipartition theorem the average energy is $\langle E_i \rangle = \frac{1}{2} k_B T_i$, which can be used together with equation (11) to solve the Nyquist formula for the PSD of the Johnson emf:

$$S_{\beta i}(\omega) = \frac{1}{8\tau_i}, \quad (12)$$

where $\tau_i$ is associated with the average power dissipation $(P_i(t)) = r_i \langle j_i(t)^2 \rangle$.

To compute the cross-spectral density (CSD) of the magnetic noise due to the Johnson current, we note that the Fourier transform of the field from the CSD tensor of the magnetic field.

The CSD tensor can be simplified by noting that the amplitudes $s_i$ are independent: their temporal cross-correlation is given as the Fourier transform of the PSD of Eq. (10). The CSD of $s_i$ and $s_k$ is thereby $\langle \vec{F} \vec{s}_i \rangle \vec{s}_k \vec{F} \vec{s}_k^T = \vec{s}_i \vec{s}_k \delta_{ik}$ and the CSD tensor of the magnetic field is

$$\overline{\text{CSD}}_{\vec{B}}(\vec{r}, \vec{r}', \omega) \cdot \vec{n}', \quad (14)$$

where we defined $\overline{\text{CSD}}_{\vec{B}} = \sum_i \sum_k \vec{B}_i(\vec{r}) \langle \vec{F} \vec{s}_i \rangle \vec{s}_k \vec{F} \vec{s}_k^T \vec{B}_k(\vec{r}')$ as the CSD tensor of the magnetic field.

The CSD tensor can be decoupled by computing the CSD between field measurements by an array of sensors. We approximate the measurement of the $i^{th}$ sensor $y_i(t)$ as a weighted sum of the magnetic field over the spatial extent of the sensor

$$y_i(t) = \int \vec{w}_i(\vec{r}) \cdot \vec{B}(\vec{r}, t) dV \approx \sum_{l=1}^{N_i} \vec{w}_i(\vec{r}_l) \cdot \vec{B}(\vec{r}_l, t), \quad (16)$$

where $\vec{r}_l$ are the $N_i$ integration points of the sensor $i$ and $\vec{w}_i(\vec{r}_l)$ are their vector weights. The CSD between measurements $y_i$ and $y_k$ is then

$$\text{CSD}_{y_i y_k}(\omega) = \langle \vec{F} \vec{y}_i \rangle \cdot \vec{F} \vec{y}_k \rangle = \sum_{l=1}^{N_i} \sum_{h=1}^{N_k} \vec{w}_i(\vec{r}_l)^* \cdot \overline{\text{CSD}}_{\vec{B}}(\vec{r}_l, \vec{r}_h, \omega) \cdot \vec{w}_k(\vec{r}_h). \quad (17)$$

3. Implementation

In this Section, we briefly outline the numerical implementation of the magnetic noise computation. The implementation is a part of the *bfieldtools* Python software package [19] and uses its stream-function discretization as well as numerical integrals and functions to compute the resistance and inductance matrices. The theoretical and computational aspects of the software are presented in detail in Ref. [18].

In *bfieldtools*, the conducting surface is represented by a triangle mesh and the stream-function basis $\Psi(\vec{r}) = \sum_i s_i \hat{h}_i(\vec{r})$ consists of piecewise linear functions (or "hat functions") $\hat{h}_i(\vec{r})$. The hat function value is one at the vertex $i$ and zero at other vertices with linear interpolation on the triangle faces. Each of these basis functions represents an elementary current pattern which circulates around the corresponding vertex $i$. The magnetic field is obtained from the stream function $s_i$ with a linear map (Eq. (3)). For example, the $z$-component of the field at $N$ evaluation points is

$$\vec{b}_z = \vec{C} s_i, \quad (18)$$

where $\vec{C}$ is an $N \times M$ matrix mapping the $M$ vertex-circulating currents $\{s_i\} = s_i$ to field component amplitudes at the evaluation points.

The resistance matrix $\vec{R}$ (with surface conductivity $\sigma(\vec{r}) d\vec{r}$ discretized as constant on the triangles) and inductance matrix $\vec{M}$ of the elementary current patterns can be computed using the software. In the case of an open mesh, the boundary conditions of the stream function are set as described in Ref. [18]. Multiple separate conductors can be handled by computing the inductances between all the patterns and by forming a block resistance matrix comprising the resistance matrices of the individual conductors.

We decouple the elementary circuits by solving the generalized eigenvalue equation (7) for eigenvalues $\lambda$ and eigenvectors $\vec{V}$ using SciPy [23]. We then evaluate the CSD matrix $\vec{\Sigma}_b$ of the magnetic field component at $\omega$ using equation (18) as

$$\vec{\Sigma}_b = \langle \vec{b}_z \vec{b}_z^T \rangle = \text{CV} (\vec{s} \vec{s}^T) \vec{V} \vec{V}^T = \vec{C} \vec{V} \vec{V}^T \vec{C}^T, \quad (19)$$

where $\vec{s} = \vec{V} \vec{s}$ and $\vec{\Sigma}_k$ is a diagonal matrix with elements $\Sigma_{k[i,j]} = S_k(\omega)$ (Eq. (10)).

We model the measurement $y_i$ in Eq. (16) as $y_i = \vec{w}_i^T \vec{b}_i$, where $\vec{w}_i^T$ is a row vector comprising the sensor weights and $\vec{b}_i = \vec{C}_s \vec{s}$ is a column vector of the magnetic noise along the directions of the vector weights at the integration points. The elements of the measurement CSD matrix can then be computed as follows

$$\Sigma_{y[i,k]} = \vec{w}_i^T \langle \vec{b}_i \vec{b}_k^T \rangle \vec{w}_k = \vec{w}_i^T \vec{C}_s \vec{V} \vec{V}^T \vec{C}_s^T \vec{w}_k. \quad (20)$$
In practice, we compute the cross-spectral densities using multidimensional NumPy-arrays [24] and by summing over the relevant dimensions of the arrays. This way, we can, e.g., compute the cross-spectral density of the magnetic field in 300 observation points at 100 frequencies and store the result in an array with dimensions of 300 × 300 × 3 × 3 × 100.

4. Validation and numerical results

We first computed special case examples that allowed comparing our numerical computation of the magnetic noise to analytical formulas at the low-frequency limit. Specifically, we investigated the following:

- $B_z$ noise along the z-axis due to a uniform conducting disk centered on the xy-plane
- $B$ noise at the center of a spherical conducting surface as a function of the sphere radius
- $B$ noise at the center of a cylindrical conducting surface along the long axis of the cylinder.

The analytical formulas for these three cases can be found in the paper by Lee and Romalis [5]. Besides validation, we present other example computations. Unless stated otherwise, we used $d = 1 \text{ mm}$ and $\sigma = 3.8 \times 10^7 \text{ } \Omega^{-1} \text{ m}^{-1}$, corresponding to aluminium at room temperature $T = 293 \text{ K}$.

4.1. Validation cases

Figure 1 presents the computation of the low-frequency $B_z$ noise along the z-axis due to a disk with a radius $R = 1.0 \text{ m}$ centered on xy-plane. The disk was modeled with three different meshes with 630, 1844 and 5418 triangles. Fig. 1A
shows examples of the stream-function contours of the numerically computed patterns of the noise current, while Fig. 1B shows their time constants. At a relative distance of \( z = 0.05R \), the relative error of the numerical solution of \( B_z \) noise to the analytical formula is 2.7% when the densest mesh is used; with a larger distance, the relative error is smaller. Higher-order modes contribute to the noise when the distance is small (Fig. 1E).

Figure 2 shows the numerical results for the low-frequency magnetic noise inside a closed sphere (2 562 vertices; 5 120 triangles) and a cylinder (3 842; 7 680). The computation and analytical formula agree in both cases, with relative errors of 0.06% and 0.03% in the case of the sphere and the cylinder, respectively.

4.2. More examples

Next, we examined the magnetic noise and its frequency dependence using a simple conductor. We computed the \( B_z \) noise on the \( z \)-axis as well as the magnetic noise CSD along the \( x \)-axis due to a circular conducting disk centered on the \( xy \)-plane (Fig. 1A).

The spectral density of \( B_z \) noise due to the disk is shown in Fig. 3. The same figure also shows the estimated frequency at which the PSD is reduced by three decibels from the zero-frequency value. The 3-dB cutoff frequency \((4\mu_0\sigma d z)^{-1}\) for an infinite planar conductor [3] is also shown. At small relative distances to the disk \((z < 0.1R)\), the numerical 3-dB frequencies scale as those for an infinite plane. At distances comparable to the radius \( z \approx R \), the 3-dB frequency is constant suggesting contribution from a single mode with the largest time constant. Fig. 4 shows examples of cross-spectral density of magnetic noise calculated on the \( x \)-axis.

We then investigated the magnetic noise due to a planar...
conductor with a star shape (1 442 vertices, 2 702 triangles). Fig. 5 illustrates the noise-current patterns on the conductor and the magnetic noise spectral density at different perpendicular distances from the conductor. At small relative distances, the magnetic noise spectral density has a spatial structure that resembles the shape of the conductor. At larger distances, the magnetic noise loses the structural detail, reflecting different fall-off distances of the field noise components that correspond to the noise-current modes with different levels of detail.

Last, as a practical example, we computed the low-frequency magnetic noise CSD seen by a superconducting quantum interference device (SQUID) array (102 magnetometers; MEGIN Oy, Helsinki, Finland). We investigated two geometries where the magnetometer array was either near an aluminium plate or inside a closed cylindrical aluminium shield (Fig. 6). The aluminium had a thickness of 5 mm and was at room temperature in both cases. The magnetometers were modelled as point-like for simplicity.

The computed low-frequency noise spectral CSD in the SQUID array is presented in Fig. 6. Compared to the intrinsic noise level of these commercial SQUID sensors (≈3 fT/√Hz), the magnetic noise is significant in both cases.

5. Conclusion and outlook

We presented a method to compute the (cross) spectral density of magnetic thermal noise due to an arbitrarily shaped conductor that can be considered a surface, i.e., thin compared to the distance to the observation points. We have made the implementation openly available (and contributable) as a part of the open-source Python software package bfieldtools. The numerical approach allows visualization of the noise-current patterns, providing an intuitive perspective on the physics. We validated the numerical implementation by comparing the results to analytical formulas, and found agreement within ~1%. The accuracy increased with the number of triangles in the discretized surface.

We presented examples where we calculated the noise from a single conducting surface, but we note that the computations apply similarly for a system comprising multiple separate conductors that are inductively coupled. Skin effects are not currently included, but could be possibly incorporated by dividing the conductor to multiple inductively-coupled layers each of which has a thickness smaller than the skin depth as in Ref. [26].
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Appendix A. Matrix equation

Here, we briefly present the derivation of the matrix equation (6) using the stream-function representation of the surfacemicroscopic thermal current fluctuations. We divide the electrical surface current \( \mathbf{J}(\mathbf{r}, t) \) to two components as

\[
\mathbf{J}(\mathbf{r}, t) = \mathbf{f}(\mathbf{r}) + \mathbf{e}(\mathbf{r}, t) = \mathbf{f}(\mathbf{r}) + \mathbf{e}(\mathbf{r}, t)
\]

where \( \mathbf{f}(\mathbf{r}) \) is the source field and \( \mathbf{e}(\mathbf{r}, t) \) is the eddy current field. The source field represents the active components responsible for the currents in the conductor, while the eddy current field is due to the magnetic field generated by the currents and represents their inductive coupling. The source field can be, e.g., due to an external time-varying magnetic field \( \mathbf{B} = \nabla \times \mathbf{H} \) or due to a combination of microscopic thermal current fluctuations \( \mathbf{f} \) and their associated macroscopic electric field \( \mathbf{E} = \mathbf{f} / \sigma d + \mathbf{E}_s \).

By reordering the terms and expressing the vector potential using the current density, Eq. (A.1) reads

\[
\frac{\partial}{\partial t} \frac{\mu_0}{4\pi} \int_S \mathbf{E} \cdot d\mathbf{S} + \frac{\mathbf{J}(\mathbf{r}, t)}{\mathbf{\sigma}(\mathbf{r})d(\mathbf{r})} = \frac{\mathbf{E}_s(\mathbf{r}, t)}{0}(A.2)
\]

We consider a frequency range where the charge density does not fluctuate (\( \nabla \cdot \mathbf{J} = 0 \)); the current density can be expressed with the stream function:

\[
\frac{\partial}{\partial t} \sum_k s_k(t) \frac{\mu_0}{4\pi} \int_S \mathbf{E}_k(\mathbf{r}) \cdot d\mathbf{S} = \sum_k s_k(t) \frac{\mathbf{E}_k(\mathbf{r})}{\mathbf{\sigma}(\mathbf{r})d(\mathbf{r})} - \mathbf{E}_s(\mathbf{r}, t) = 0.
\]

By taking a dot product with \( \mathbf{k}_l(\mathbf{r}) \) and integrating over the surface, we have

\[
\frac{\partial}{\partial t} \sum_k s_k(t) \frac{\mu_0}{4\pi} \int_S \mathbf{k}_l(\mathbf{r}) \cdot \mathbf{k}_k(\mathbf{p}) d\mathbf{S} + \sum_k s_k(t) \frac{\mathbf{k}_l(\mathbf{r})}{\mathbf{\sigma}(\mathbf{r})d(\mathbf{r})} = 0,
\]

from which the resistance and inductance matrix elements can be identified to get the equation system

\[
\sum_k M_{lk} \frac{\partial}{\partial t} s_k(t) + R_{lk} s_k(t) - e_l(t) = 0,
\]

where \( e_l(t) = \int_S \mathbf{k}_l(\mathbf{r}) \cdot \mathbf{E}_s(\mathbf{r}, t) d\mathbf{S} \) is the source emf coupled to pattern \( l \).