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This paper presents experimental results and finite element analysis of hot upsetting of titanium alloys Ti64 and Ti407 using a dilatometer in loading mode. All samples showed barrelling, as a consequence of an inhomogeneous temperature distribution and friction. The FE analysis is a full thermomechanical model of the test calibrated using multiple thermocouples. At each nominal temperature and strain rate, the true flow stress–strain response is inferred using the difference between the initially assumed constitutive response input to the FE analysis, \( \sigma = f(T, \dot{e}, \epsilon) \), and the predicted response of the model. The analysis applies new procedures for: (1) modeling the thermal gradient; (2) finding the flow stress correction due to the inhomogeneity, using literature data as the input to the FE analysis; and (3) smoothing the constitutive data, fitting empirical \( \sigma = f(T, \dot{e}) \) surfaces at multiple discrete strains. The extracted true constitutive data confirm the moderate strain-softening behavior in Ti64 alloy, and the FE model predicts the distribution of local deformation conditions, for application in interpretation of microstructure and texture evolution. This highlights the difference between nominal and actual test conditions, showing that the discrepancy varies systematically with test conditions, with the central strain and strain rate being magnified significantly, by factors of order 2–3.
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1. Introduction

It is well established that process modeling is central to hot forming of industrial alloys, to optimize processing parameters while simultaneously managing the inhomogeneity of microstructure and properties. \( \alpha-\beta \) Ti alloys present a particular challenge, due to the complex evolution of their two-phase microstructure and texture at high temperatures. To minimize development costs, forging processes are conventionally simulated by laboratory-scale uniaxial compression testing over a matrix of (nominally constant) temperature and strain rate conditions. Hot uniaxial compression testing has well-known limitations: It is impossible to eliminate friction altogether, while heat loss at the platens, combined with adiabatic heating at higher strain rates, leads to temperature gradients. Some of these effects can be minimized with larger samples, heated platens and improved lubrication, but this requires more material and specialized testing rigs with furnaces and large thermal mass, which can limit testing throughput to a few tests per day. A popular alternative is to use a machine with active heating, via resistance or induction, like a Gleeble or a dilatometer in loading mode. In these systems, temperature and deformation heterogeneity may be more severe, but the small scale of the dilatometer offers a faster turnaround so that many more tests and conditions can be studied, with good control over heating rates and test temperatures. In order to use this high-throughput instrument as a thermomechanical simulator for validation of models of microstructure evolution, it is necessary to determine the spatial and temporal variations of temperature, strain rate and strain within the samples during testing. In this study, finite element modeling is used to model the dilatometer testing of two \( \alpha-\beta \) titanium alloys, in order to: (a) extract the constitutive response of the alloys; (b) predict the local deformation histories within the sample, to feed forward into the prediction of microstructure.

1.1 Hot Testing of Ti Alloys

Hot uniaxial upsetting is a common test method to measure the constitutive response and to understand processing–structure–property relationships of engineering alloys. In Ti alloys, Ti-6Al-4V (Ti64) dominates, being widely used in aerospace for its high strength-to-weight ratio, fracture toughness, corrosion resistance, notably at elevated temperatures. Ti407 is a novel alloy, developed as an alternative to Ti64 with increased ductility and reduced strength, to improve machinability and formability while retaining similar toughness characteristics (Ref 1).

\( \alpha-\beta \) alloys Ti64 and Ti407, and other alloys that consist of two ductile phases, deform heterogeneously. Consequently, the plastic properties of the alloy and the inhomogeneous distribution of strain are complex and depend on a number of factors, including chemical composition of the phases, their volume fraction, grain morphology and texture (Ref 2). Among the key aspects of thermomechanical testing in Ti64 is strain softening, typically exhibited by flow stress–strain curves from compres-
sion testing. This has been attributed to two very different causes—adiabatic heating during testing and microstructure evolution (Ref 3)—and so an important goal of modeling the tests themselves is to decouple these effects.

All thermomechanical analysis of hot deformation needs constitutive data relating the stress with temperature, strain rate and strain. However, there is a degree of circularity in the problem, in that the accuracy of any model that predicts the spatial variation in deformation conditions relies on the constitutive data used as the input—but this in itself may be derived from the experimental data. This is a particular challenge in complex two-phase alloys such as Ti64, where significant microstructural variation may occur within the same alloy designation, due to prior process histories. As a result, a pragmatic approach to selecting constitutive data for forging simulations in Ti alloys is often to use a phenomenological model or raw data directly, instead of a constitutive equation based on physical deformation mechanisms (Ref 4). These are often limited to a narrow range of conditions, for example, relevant in particular to superplastic forming. The approach used to capture the constitutive data in the present work is discussed in Section 2.

1.2 Hot Upsetting with a Dilatometer

This paper investigates small-scale hot compression tests using a dilatometer DIL 805A/T/D in loading mode. It is more common in the literature to see the application of larger thermomechanical simulators such as a Gleeble Hydrawedge and Servotest TMTS. A follow-up study will report a direct comparison between the three machines, for hot compression tests on Ti64 titanium alloy, in particular highlighting the significant differences in spatial internal deformation histories for tests under nominally identical temperature and strain rate (Ref 5). The DIL 805 A/D/T Dilatometer has more limited capacity than a Gleeble system, especially in terms of maximum load and heating rates, but it offers a comparable range of strain rates and maximum temperature. Since the dilatometer is designed to measure volume changes caused by phase transformations and thermal expansion, it provides good temperature control (using induction heating and helium gas cooling) and precision length measurement, making it suitable for performing repeatable upsetting tests on a small scale (Ref 6).

Although most published work on hot compression of titanium alloys presents tests conducted on Gleeble Thermomechanical Simulators, several authors have used dilatometers for hot upsetting of Ti alloys, predominantly employing variants of the DIL 805 machine, under vacuum or a helium atmosphere. Most of the work is on Ti64 (Ref 7-10), but other Ti alloys include Ti-6Al-6V-2Sn (Ref 11), Ti-5Al-5V-5Mo-3Cr (Ref 12), Ti-10V-1Fe-3Al and Ti-10V-2Cr-3Al (Ref 13), eutectic Ti-32.5Fe alloy (Ref 14), titanium-based martensitic 23A, 5VA and PT3V alloys (Ref 15) and other alloys (Ref 16). Most authors used the standard cylindrical sample size of 55mm x 10mm in length—a higher aspect ratio than the more common value of 1.5, but buckling is not found to be a problem. In several studies, the strain rates spanned practically the entire range provided by DIL 805 (0.001-20s\(^{-1}\)), with test temperatures in almost all cases limited to the alpha-beta transition region, and final true strains typically between 0.3 and 0.8. Some authors report the use of molybdenum sheets inserted between the sample and platens—a technique used in the current work—to limit the temperature inhomogeneity in the sample. The dilatometer is also convenient for conducting heat treatments in situ, before and after the upsetting. Notably, a few studies have been carried out in situ with high-energy synchrotron x-ray diffraction (HEXRD) during compression testing, aiming to capture the continuous evolution of the microstructure (Ref 7, 8, 11, 12).

1.3 Barrelling and Flow Stress Correction Procedures

In ideal uniform compression, the sample remains cylindrical, with homogeneous temperature, strain rate and strain. In reality, some degree of inhomogeneous deformation and sample barrelling is inevitable, due to friction between sample and platens, and a temperature gradient due to plastic heat dissipation and losses to the platens. Some authors disregard barrelling, by following practical guidance to limit it to a level that is considered to be negligible, for example, by limiting the maximum temperature deviation from nominal (Ref 17).

If barrelling cannot be avoided by careful design of experiments, ‘modeling the test’ is necessary, leading to the circularity in constitutive data discussed above. To account for non-uniform deformation and barrelling, a number of authors have proposed correction methods for \(\sigma(e)\) data obtained from hot upsetting—these were recently reviewed by the authors in connection with a dilatometer study on hot compression of ZrNb alloys (Ref 18). For example, Li et al. (Ref 19-21) and Monajati et al. (Ref 22) used simple analytical formulae to correct stress from hot compression tests for friction and an average temperature rise to adiabatic heating. FE models have also been used to derive analytical formulations for correcting stress; for example, Oh et al. (Ref 23) and Goetz and Semiatin (Ref 24) calculated an adiabatic correction factor, while Li et al. (Ref 25) proposed a formula to compensate for friction. Similar challenges were found in recent work by Levkulich et al. (Ref 26) for plane strain transverse hot compression of Ti64 cylinders. In this analysis, friction and heat transfer parameters were chosen to match the load-displacement data, but the authors also state that the flow stress data were ‘extrapolated to high strain and tuned’ to fit the load-displacement data. So it is unclear how the procedure decouples the effects of spatial inhomogeneity from uncertainty in the constitutive data, and it is not possible to adopt or replicate the analysis.

To improve the corrections for barrelling, several authors applied FE models in iterative procedures, updating the input \(\sigma(e)\) sequentially (Ref 27, 28, 29). Various criteria were proposed for comparing the predicted and measured force-displacement \(F(u)\) curves until these converged to an acceptable level—for example, a fractional error \(F_{\text{rel}}(u)/F_{\text{FE}}(u)\), or minimizing a target objective function of squared differences. Wang et al. (Ref 30) applied a method similar to that applied here (see Section 2), but without accounting for the temperature gradient. In recent work by Xiao et al. (Ref 31), the flow stress obtained from uniaxial compression of titanium alloy TA15 was corrected for temperature gradient, via a coefficient that depended on the sample cross-sectional area at a given instant.

The small-scale dilatometer tests show significant inhomogeneity, and so the aim of this work is to develop a complete FE simulation of the test that captures the effects of friction and the evolving temperature gradient, without resorting to empirical correction factors, but with the result being a true constitutive response that is self-consistent with all of the experimental data. Such a methodology was proposed for hot dilatometer testing.
of ZrNb alloys (Ref 18, 32) but only as a proof of concept, since in that work the temperature gradient had to be assumed as constant. By increasing the instrumentation with thermocouples along the sample length, it is now possible to calibrate a thermal model for the evolution of the temperature gradient, applied here in the context of hot compression of Ti alloys. This enables both correction of the constitutive data and prediction of the local deformation conditions, for the purposes of interpreting and modeling microstructure evolution.

2. Strategy for Handling Deformation Inhomogeneity

2.1 Modeling Problem and Strategy

The familiar problem of barrelling is illustrated in Fig. 1, comparing the shapes of an ‘ideal’ sample deformed in frictionless, homogeneous compression with that of a real sample with interface friction and inhomogeneous temperature. The temperature gradient has two main sources: heat conduction to cold platens and plastic dissipation localized to the center of the workpiece (due to the formation of ‘dead metal zones’). For the ideal, cylindrical case, the ‘notional’ true stress $\sigma$ and strain $\varepsilon$ are calculated from force and displacement measured using the conventional expressions:

$$\sigma = \frac{F}{\pi D^2}, \quad \varepsilon = \ln \frac{H}{H_0} \quad \text{(Eq 1)}$$

These ‘notional’ true values, neglecting sample inhomogeneities in temperature, strain and strain rate, should be distinguished from the actual true constitutive response of the material.

Our modeling strategy, to account for inhomogeneity in hot compression using the dilatometer, is outlined in Fig. 2 and consists of four steps: (1) selection of the initial constitutive data (either from the literature, or by fitting and extrapolation of experimental data); (2) FE modeling of hot upsetting; (3) correction of the constitutive data; and (4) validation by re-prediction of the experimental response. This concept was first tested on a series of hot dilatometer tests on a Zr–2.5Nb alloy (Ref 18, 32), an important nuclear alloy in its own right, but also an $\alpha$–$\beta$ alloy with parallels to Ti alloys. In this previous work, however, a fixed estimated temperature gradient was imposed, due to the lack of sufficient thermocouple data. So a significant refinement here is the inclusion of a calibrated thermal model for the dilatometer test, presented in Section 4.

The numerical procedure used to correct the ‘notional’ true stress–strain curves, following the four steps above, is illustrated in Fig. 3. The first estimate for the constitutive response, $\sigma = f(T, \dot{\varepsilon}, \varepsilon)$, is input to the FE analysis, predicting the force–displacement $F(u)$ curves for all nominal test conditions, including friction and the non-uniform temperature field. The predicted $F(u)$ is converted to notional true $\sigma(u)$, and at several discrete strains, the offset in stress $\Delta \sigma = f(T, \dot{\varepsilon})$ is evaluated (Fig. 3a). This offset $\Delta \sigma$ is subtracted from the original notional true stress–strain curves from the experiments, to give a corrected constitutive dataset, $\sigma = f(T, \dot{\varepsilon}, \varepsilon)$. Validation is conducted by repeating the FE analysis with the corrected data as input, comparing the predicted and measured experimental response (Fig. 3b).
2.2 Selection of the Initial Constitutive Data

As noted in Fig. 2, the initial constitutive data can come from one of two sources: from published sources, or raw (uncorrected) data from the experiments themselves. The initial constitutive data input to the FE model needs to be reasonably close to the actual response for the alloy under test, to capture the first-order influences of inhomogeneous deformation conditions. The correction will scale with the absolute level of material flow stress and will depend on temperature, strain rate and strain, as the experimental load–displacement response is an aggregate of the deformation over internal gradients in both $T$ and $\dot{\varepsilon}$. For common alloys such as Ti64, extensive constitutive data are readily available in the literature. Any constitutive dataset for a given alloy designation is non-unique, varying from batch to batch due to composition variation within the designation, and processing-related microstructural differences, including texture. But provided the data are broadly similar in form for $\sigma(\dot{\varepsilon}, \dot{\varepsilon}, T)$ and span the domain of the experiments, published data may be used, and this is the approach trialled here for Ti64. For less common alloys, the raw ‘notional’ stress–strain data prior to correction may be used as a first estimate—in this case therefore the ‘FE input’ curve of Fig. 3(a) and the ‘Experiment’ curve of Fig. 3(b) are identical. This was the approach used in the previous work on the Zr-2.5Nb alloy (Ref 18), for which an extensive $8 \times 9$ matrix of temperatures and strain rates was available, enabling the nonlinear dependence of the stress correction on temperature and strain rate to be captured empirically. In the present work, this direct use of raw test data as input is trialled on a sparse $3 \times 3$ test series on Ti407 alloy, which is desirable to minimize laboratory costs.

2.3 Fitting and Extrapolation of $\sigma(T, \dot{\varepsilon}, \varepsilon)$

Regardless of the source of the data (literature or experiment), the data input to the FE analysis must meet two criteria: (1) capturing the nonlinear dependence of flow stress on temperature and strain rate, and its evolution with strain; (2) covering the full domain of deformation conditions experienced in the workpieces. Note that the latter implies a much wider range of conditions than the nominal $T, \dot{\varepsilon}$ and $\varepsilon$ of the test series. In the dilatometer, temperatures can range from as much as $100^\circ$C below $T_{\text{nominal}}$ close to the platens (which are initially cold), to $50^\circ$C above $T_{\text{nominal}}$ at the sample center (due to adiabatic heating, particularly at higher strain rates). Barrelling and deformation inhomogeneity lead to maximum strains and strain rates that exceed the nominal values by factors of order 2–3 (illustrated later), while adjacent to the platens, the formation of dead metal zones leads to strain rate and strain falling to zero. Hence, every test involves strain rates spanning the full range from zero to somewhat above the nominal value. So if the input $\sigma(T, \dot{\varepsilon}, \varepsilon)$ data are based on the experiments themselves, it will need to be reliably extrapolated in $T$ and $\dot{\varepsilon}$—and indeed, data from the literature may well not include low strain rate quasi-static tests.

Fitting analytical functions to raw experimental data must be done in a robust manner, to manage scatter, and to avoid artifacts, such as negative strain rate sensitivity which is not expected for these alloys in this temperature regime, and which may lead to numerical convergence problems. Common approaches are to fit the data to standard models, such as Zener–Hollomon parameter (Ref 33), Sellars–Tegart (Ref 34) or Johnson–Cook (Ref 35). Commercial codes also contain standard data for common alloys—for example, Levkulich et al. (Ref 26) used the library data in DEFORM (with a degree of unspecified ‘tuning’ to improve the fit to their experiments). For the Ti64 alloy in this work, the initial constitutive data for FE input were taken from Turner et al. (Ref 36). These stress–strain curves were predicted by a model derived from a series of isothermal compression tests and implemented in computer software JMatPro. The model assumed two competing mechanisms for deformation: dislocation glide and dislocation climb (creep-controlled deformation) (Ref 37). This constitutive dataset meets the criteria proposed above for use in the FE model, covering the full domain of temperature and strain rate required; sample data are presented in Section 4. Although this dataset is model-based, it has been adopted successfully in the related ‘hot forming’ application of linear friction welding of Ti64 alloy (Ref 38, 39). A consistency check is also made later in the paper, comparing the JMatPro values with the corrected data from our experiments.

The issues of fitting models such as Sellars–Tegart and Johnson–Cook (and empirical modifications of them) to hot compression data for α–β alloys were discussed in depth for the
ZrNb alloy by the current authors (Ref 18, 40). For example, the Johnson–Cook model imposes a separable variable form for the dependence on temperature, strain and strain rate. In contrast, the Sellars–Tegart equation has no strain dependence, and this has been addressed in the literature in a questionable manner by proposing empirical modifications, in which the ‘constants’ are fitted to high-order polynomial functions of strain, including the physically determined activation energy $Q$ and creep exponent $n$ (Ref 41). This flawed approach introduces up to 24 adjustable parameters and generates non-physical artifacts, such as flow stress–strain curves crossing at different strain rates.

The Johnson–Cook and Sellars–Tegart models are widely used and may incorporate a degree of physical basis—for instance, through the activation energy of the Zener–Hollomon parameter. But in two-phase alloys such as Ti64, hot deformation involves the complex evolution of the fractions and textures of the $\alpha$- and $\beta$-phases from a range of initial microstructural states. Attempts have been made to produce mechanical models based on the separate responses of the two phases, combined under assumed states of isostress, isostrain or a self-consistent formulation. For example, Briottet et al. (Ref 42) used this method to extract an aggregate activation energy within a power-law creep model. Semiatin et al. (Ref 43) tested the same three methods of aggregating the power-law creep responses of $\alpha$- and $\beta$-phases in Ti64, notably incorporating a range of initial $\alpha$ fractions prior to deformation, obtained by prior heat treatment. These approaches, and the potential of internal state variable methods for capturing microstructure evolution and its relationship to flow stress, have been reviewed in detail recently by Semiatin (Ref 44). The power of modern experimental techniques (including in situ methods during high-temperature deformation) and crystallographic computational methods now enables detailed understanding of microstructure evolution. The accurate prediction of flow stress directly from the microstructure may ultimately become possible, overcoming some of the limitations of semiempirical constitutive models, such as path dependence in strain and strain rate. But it is impractical and largely unnecessary to implement such high-level models in commercial codes—particularly when experimental measurement of flow stress is relatively straightforward. What is important though is to capture the constitutive response with empirical models of sufficient precision to predict the local history of the deformation conditions within a workpiece, to serve as inputs to predictive models of the microstructure evolution, which is our goal here.

An alternative method to fitting the constitutive data, proposed in (Ref 18), was applied in the current work: The nonlinear flow behavior is captured with a balanced quadratic surface fit, $\log(\sigma) = f(T, \log(\dot{\varepsilon}))$, fitted at discrete intervals in strain $\dot{\varepsilon}$:

$$\log(\sigma) = c_0 + c_1 T + c_2 \log(\dot{\varepsilon}) + c_3 T \log(\dot{\varepsilon}) + c_4 T^2 + c_5 (\log(\dot{\varepsilon}))^2 \hspace{1cm} (Eq \ 2)$$

where $c_0, c_1, c_2, c_3, c_4$ and $c_5$ are constants. Note the use of $\log(\dot{\varepsilon})$ to reduce the nonlinearity of the problem, and the use of $\log(\sigma)$ to avoid extrapolation to physically meaningless negative values of flow stress. It is important to recognise that the purpose here is purely to provide data-smoothing, without over-fitting the data, maintaining computational efficiency and accuracy with a monotonic nonlinear variation in the two dominant factors of strain rate and temperature. The weaker strain dependence is managed by fitting the adjustable parameters in Eq. 2 at discrete values of strain (typically at intervals of 0.05). This is a novel step, since experimental procedures tend to bias analyses toward continuous $\sigma - \dot{\varepsilon}$ responses at discrete $T$ and $\dot{\varepsilon}$. This approach enables smoothing of the data over the entire experimental domain for a complex two-phase alloy, avoiding the constraint of forcing a single equation to fit (such as Johnson–Cook), or introducing contrived strain dependence in physically defined parameters in the Sellars–Tegart equation, as seen in some cases in the literature (Ref 41). The values of the fitting parameters $c_0 - c_5$ were each found to vary monotonically with strain, giving confidence that over-fitting has been avoided and that interpolation in strain is robust. It also enables robust extrapolation beyond the limits of the tested domain (including down to low strain rates).

Equation 2 was applied to smooth flow stress data at two points in the analysis, indicated by ‘curve-fit’ in Fig. 2: (1) the experimental data for notional true stress–strain, as input to the FE analysis (to find the flow stress correction in alloy Ti407); (2) the corrected constitutive response, in both alloys. For implementation in Abaqus, the coefficients $c_0 - c_5$ for each strain were stored in a database, and Eq. (2) was used to generate a numerical lookup table for interpolation of flow stress between discrete values of strain, strain rate and temperature.

3. Experimental Work

3.1 Nominal Test Conditions

Two $\alpha$-$\beta$ Ti-Al-V alloys of widely different Al content and strength, with nominal compositions shown in Table 1, were tested at a range of nominal strain rates and temperatures. The temperature range was selected to cover the $\alpha$-$\beta$ phase transition. The Ti64 alloy was tested across a more extensive 4x7 matrix of nominal conditions, with temperatures of 700-1000°C in 50°C intervals, and strain rates of $10^{-3}$–$10$ s$^{-1}$, in multiples of 10. For the lower strength Ti407 alloy, a 3x3 matrix of conditions was applied: temperatures of 700, 850 and 950°C, and strain rates of $10^{-2}$, $10^{-1}$ and 10 s$^{-1}$. All samples were compressed to 0.5 of their original length, corresponding to a maximum notional true strain of approximately 0.7.

3.2 Experimental Set-up

All hot compression trials were performed using a TA Instruments DIL 805 A/D/T Dilatometer in loading mode. The samples were cylinders of 5mm diameter and 10mm height, machined from plate, with the cylinder axis parallel to the prior rolling direction. Each sample was positioned inside a copper heating coil, between alumina platens, which reduce the axial temperature gradient more than conventional Si$_3$N$_4$ platens. The dilatometer has a cooling system that directs helium gas onto the cylindrical surface of the sample via channels in the induction coil. This was turned off during the heat-up and deformation stages of the compression test and only used to cool the sample after the deformation. To further reduce heat losses to the platens and the consequent temperature gradient, and in an effort to reduce friction, thin molybdenum disks were attached to the end faces of each
The Ti alloy samples were modeled assuming isotropic plasticity, in spite of the strong texture. This assumption is sufficient to account for the first-order effects of inhomogeneous deformation and barreling. Flow stress was specified as a function of temperature, strain and strain rate $\sigma(T, \varepsilon, \dot{\varepsilon})$, in the form of a lookup table. Recall that different strategies to modeling the constitutive response were trialled for Ti64 and Ti407, at different stages of the methodology (Fig. 2):

- Ti64 (computing the correction): initial constitutive data for FE input available from the literature (Ref 36), as discussed in Section 2.3. Sample data are shown for selected test conditions in Fig. 5, showing moderate strain softening under almost all conditions.
- Ti407 (computing the correction): published data sparse, so raw experimental data used; smoothed by fitting to Eq. (2) at discrete strains.
- Ti64 and Ti407 (validation of constitutive response): corrected experimental data, again smoothed by fitting to Eq. (2) at discrete strains.

### 4.2 Geometry, Mesh and Mechanical Boundary Conditions

The model assembly consists of the sample, platens and platen grips (Fig. 4a). Deformation of the plates and grips is neglected, but they act as heat sinks, contributing to the temperature gradient in the sample. Other parts of the dilatometer, and finer details of its geometry, have little effect on the temperature gradient in the sample and were not included. For computational efficiency, the geometry of the model is axisymmetric, which is a further approximation as deformed samples showed varying degrees of asymmetry, especially at higher strain rates (Ref 5). Asymmetry results from material inhomogeneity and texture, and minor misalignments with the small samples in the dilatometer. Anisotropic deformation is unavoidable, especially because of the small sample size of the samples tested in the dilatometer relative to the grain size in these materials. However, the effects on the calibration can be minimized by repeating the tests at each nominal condition and ignoring outliers, as described in our previous work on Zr-2.5 Nb authors (Ref 18, 40). Because this anisotropy is not systematic, and given the overall kinematic constraint of the test, an axisymmetric model is judged to be sufficient to account for the first-order effects of inhomogeneity due to friction and a temperature gradient.

The model was implemented in Abaqus 2018 and uses element type CAX4RT: four-node, thermally coupled axisymmetric quadrilateral, bilinear displacement and temperature elements, with reduced integration and hourglass control. To obtain a compromise between accuracy and computational time, the mesh size in the sample was optimized in a sensitivity study, presented in detail elsewhere (Ref 40). For the same reason, element size was graded in the far field (Fig. 4a). Computational efficiency was particularly important, as hun-

### Table 1 Nominal compositions (weight %) of Ti64 and Ti407 alloys (Ref 45, 46)

|   | Al    | V     | Si    | Fe    | O     | C     | N     | H     | Ti    |
|---|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Ti64 | 5.5–6.75 | 3.5–4.5 | …     | <0.4  | <0.2  | <0.08 | <0.03 | <0.015 | Balance |
| Ti407 | 0.55–1.15 | 3.5–4.3 | 0.2–0.3 | 0.15–0.35 | 0.13–0.17 | <0.05 | <0.03 | …     | Balance |
dreds of individual runs of the FE model were required—first due to the large number of experimental conditions ($7 \times 4$ matrix of nominal $T$ and $\dot{\varepsilon}$ for Ti64), and also because of the iterative procedure used to calibrate the thermal model (below). To further limit the computation time, implicit time integration was used, as an explicit method would lead to prohibitively long computation times.

Displacement boundary conditions were specified on rigid platen surfaces contacting the sample, varying the velocity as in the experiments, to maintain a constant (notional) true strain rate. Coulomb friction was specified at the workpiece–platen interfaces, with a constant coefficient of friction of 0.5. This leads to a very limited amount of slip at the platen interface, as observed experimentally, and was established in a sensitivity study in earlier work (Ref 40).

### 4.3 Thermal Loads and Boundary Conditions

The spatial variation of heat input from induction heating is complex, requiring unknown details of the distribution and evolution of eddy currents in the sample. This was idealized as a uniform volumetric heat flux over the entire sample volume (Fig. 4b). Helium gas cooling was defined as a uniform surface heat flux over the cylindrical sample surface, though this was only applied here during quenching after deformation and has no influence on the results in the current work.
In the deformation stage, the induction heating is superimposed on the heat dissipated internally (and inhomogeneously) by plastic deformation, calculated by the thermomechanical analysis. A typical Taylor–Quinney factor of 0.95 was used, to account approximately for the percentage of deformation work converted to heat. In practice, this was only non-negligible at the highest strain rate of 1 s\(^{-1}\). Uncertainty in the value chosen in the range 0.9-1.0 influenced the temperature rise due to adiabatic heating by less than 5% (i.e., less than 5\(^{\circ}\)C), comparable to the accuracy used in calibrating the superimposed power of induction heating.

The time-dependent power input to the sample from induction heating, \(q(t)\), cannot readily be measured experimentally. The power history was therefore inferred from temperature data using an iterative procedure, similar to that used by Jedrasia et al. (Ref 54) in the context of friction stir spot welding, where direct measurement was also very difficult. A piecewise constant power history \(q(t)\) was obtained by sequentially adjusting its value at each time step, until the predicted temperature matched the thermocouple measurement at the center of the sample to a specified level of accuracy, equal to 0.5% of the experimental temperature (approx. 4-5\(^{\circ}\)C, depending on the test conditions). In the initial heat-up stage, the time step was linked to the temperature increment per step and varied from 10s to 50s. During the deformation stage, the time step corresponded to constant increments in true strain, equal to 0.05. This automatically provided FE output at the discrete strain intervals selected for the correction and fitting of flow stress and strain data and gave the same number of time steps during deformation, regardless of the strain rate.

Heat transfer at the platen interface is complex, depending on temperature, pressure, the contacting materials and surface roughness. It will vary spatially and with time as the test proceeds. For practical modeling purposes, a constant interface conductance was assumed, as the goal is to capture the temperature gradient with sufficient accuracy, while avoiding the numerical problems and computational penalties that are associated with more complex boundary conditions, which are beyond the scope of experimental validation. Note in particular that the temperature history in the central half of the sample is much less sensitive to the platen conductance than that near the interface, due to the greater heat conduction distance. Furthermore, there is a degree of compensation between the value chosen for the thermal conductance and the inferred power that matches the central temperature history. This emphasizes the importance of having more than one thermocouple along the sample, which enables the calibration of the contact conductance and the power to be partially decoupled.

Values of interface conductance at the platen interface, and convection coefficient at the cylindrical surface, were taken as 1000 and 100 [W/m\(^2\)K], respectively. These are within the physically realistic ranges of both quantities and were selected based on sensitivity analysis of their effect on: (1) the subsequent rate of free cooling (i.e., with the cooling system inactive) after the deformation stage; (2) the temperature gradient in the sample. Both interface conductance and convection coefficient were assumed to be uniform over their corresponding interfaces (Fig. 4b), and constant throughout the test. Note that one set of values was sufficient to give an acceptable fit to the temperature gradient, for all tests in which off-center thermocouples survived, and hence, these values could be adopted for all tests. The surrounding air was assumed to be at room temperature.

---

5. Results and Discussion—Ti64 Alloy

5.1 Thermal Model: \(q(t)\) and \(T(t)\), Heat-up Stage (Ti64)

Figure 6 shows experimental and modeling results for the initial heat up to the nominal temperature \(T_n\). A constant power input is predicted to be needed to maintain the sample temperature (Fig. 6a). The small peaks in \(q(t)\) at the end of the ramp-up are numerical artifacts of the calibration procedure, caused by the time step chosen to limit computational cost. The hold time aims to allow the sample temperature to homogenize and for the platen temperature to rise toward \(T_n\), reducing the temperature gradient. But the experimental thermocouple data (Fig. 6b) indicate that near-steady-state conditions are established early in the hold, with a temperature gradient of order 50-100\(^{\circ}\)C. The FE model predicts this temperature gradient with an accuracy of a few %, which is acceptable, given the simplifications in the thermal loading and boundary conditions.

The temperature field from the end of the heat-up stage automatically becomes the initial temperature distribution in the model of the subsequent deformation stage. The heat-up stage and isothermal hold were nominally identical in all trials conducted at a given nominal temperature, regardless of the strain rate, and were found to be very repeatable. Hence to limit the computational cost, the temperature field at the end of heat-up was predicted only once for each nominal temperature and used across all nominal strain rates.

5.2 Thermal Model: \(q(t)\) and \(T(t)\), Deformation Stage (Ti64)

Figure 7 shows experimental and modeling results for the deformation stage, at selected nominal conditions (including the same temperature as the heat-up stage in Fig. 6, noting the expanded temperature scales in Fig. 7). The inferred \(q(t)\) for induction and deformation heating strongly depend on the nominal strain rate. At low strain rates, adiabatic heating from plastic deformation is negligible, and the induction \(q(t)\) is practically constant, with a similar value to that from the heat-up stage (Fig. 6a and 7a). The temperature at the central thermocouple is maintained at its target nominal value in the experiments, and the temperature difference reduces (Fig. 7b). The FE prediction is good for the center and middle thermocouples (i.e., the area of greatest plastic strain, of interest for microstructural analysis) but is less accurate close to the platens (where the sensitivity to contact conditions is greatest). Note that the temperature at the edge shows an initial dip as deformation commences, presumably due to enhanced thermal contact with the cooler platens. The simplified thermal boundary conditions in the model were a best fit across all tests for which off-center thermocouple data were available. There is no physical justification for re-calibrating test by test, and this also enables predictions of the temperature field in tests where the off-center thermocouples did not survive (as in Fig. 7d, at high strain rate).

Figure 7(c) shows that at the higher strain rate of 1 s\(^{-1}\) the power of plastic dissipation is significant and remains roughly constant throughout the entire compression (Fig. 7c). The temperature rises to around 20\(^{\circ}\)C above the nominal value at the center, before dropping back below it (Fig. 7d). The cooling system was not used in these tests, as its response time is insufficient to compensate for adiabatic heating at these loading rates. The temperature difference between the sample center
and edge is again predicted to decrease during the compression stage.

So at both extremes of strain rate, a thermal gradient persists throughout the test, evolving due to plastic dissipation (at high strain rates) while shortening of the sample changes the axial heat transfer. The analysis below demonstrates the consequences of this gradient for the distribution of plastic deformation, giving significant deviations from the nominal test conditions. This reveals the limitations of the previous work on Zr2.5Nb (Ref 18, 32), in which a fixed temperature difference was assumed, for lack of sufficient experimental knowledge of the temperature evolution in the sample.

5.3 Flow Stress Correction $\Delta \sigma$ (Ti64)

Given the improved prediction of the temperature field in the dilatometer, the first task is to predict the true constitutive response of the material that is consistent with the notional data from the experiments, following the procedure summarized in Section 2.1. Figure 8 shows the correction in stress computed...
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**Fig. 6** Predicted and experimental histories for the heat-up stage of Ti64 dilatometer trials, at $T_n = 800^\circ$C: (a) power of induction heating, inferred from the FE model; (b) corresponding temperature history: measured (solid lines), predicted by FE model (dashed lines).
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**Fig. 7** Power and temperature histories for the deformation stage of Ti64 dilatometer trials, a (a,b) $T_n = 800^\circ$C, $\dot{e}_n = 0.01 s^{-1}$ and (c,d) $T_n = 850^\circ$C, $\dot{e}_n = 1 s^{-1}$: (a,c) powers due to induction heating (black) and plastic dissipation (blue), predicted by the FE model, and (b,d) corresponding temperature histories, measured (solid lines) and FE predicted (dashed lines).
individually for each of the nominal conditions, and extracted at a discrete strain, using as input to the FE analysis the constitutive data for Ti64 from the literature. The variation of the correction with temperature and strain rate is systematic and nonlinear, forming a relatively smooth surface \( \Delta \sigma = f(T, \dot{\varepsilon}, \varepsilon) \), with the exception of an anomalous dip at high strain rate and low temperature, to a negative \( \Delta \sigma \). In this domain, adiabatic heating is significant and the temperature in the sample exceeds the nominal test temperature (Fig. 7d). So, in spite of friction and the temperature gradient, the measured flow stress is below the stress expected at the nominal test temperature, and a negative correction needs to be subtracted, to raise the flow stress.

The stress correction surface takes a similar form at all strains, evolving systematically in magnitude with strain. The fractional change in flow stress is of order 5-10%, comparable to the values in the previous work using this method on Zr2.5Nb (Ref 18). Overall, however, the shape of the stress correction surface is different in profile to that obtained in Zr2.5Nb alloy, where the correction also increased with increasing strain rate. This reinforces the importance of capturing the temperature gradient accurately, though it is expected that there will be differences in correction from material to material, due to their specific dependences of flow stress on temperature and strain rate.

5.4 Fitting and Extrapolating Flow Stress \( \sigma = f(T, \dot{\varepsilon}, \varepsilon) \) (Ti64)

The stress correction (as in Fig. 8) was subtracted from the nominal true stress–strain curves obtained from the Ti64 dilatometer experiments. The resulting corrected experimental flow stress \( \sigma = f(T, \dot{\varepsilon}, \varepsilon) \) is shown for two strains in Fig. 9 (solid lines), showing modest scatter. As discussed earlier, the data need to be extrapolated, notably to low strain rates, and the point-to-point variation is such that extrapolation will lead to numerical artifacts, such as negative strain rate sensitivity, that can cause convergence problems in the FE analysis. As described in Section 2.3, a smoothing process was applied, fitting second-order surfaces \( \log \sigma = f(T, \log \dot{\varepsilon}) \), using Eq. (2) at discrete strains in intervals of 0.05, subsequently converted to a lookup table for implementation in the FE analysis.

A number of constraints to the fitting were applied at the extremes of the domain of \( (T, \dot{\varepsilon}, \varepsilon) \) to provide numerical robustness, following procedures developed in (Ref 18). First, the flow stress was assumed to be unchanging with strain rate below its value at \( 10^{-3} \) s\(^{-1} \), corresponding to quasi-static conditions. Second, Eq. (2) was found to produce a broad maximum in flow stress with increasing strain rate, when extrapolated to high strain rates and low temperatures. So to ensure a positive or zero slope in \( \sigma = f(\dot{\varepsilon}) \) at constant \( T \), the peak value at a given \( \dot{\varepsilon} \) was maintained for all higher strain rates. Finally, each stress–strain curve was assumed to be constant (perfectly plastic) from the value for the highest value of strain in the lookup table.

The resulting smoothed data are shown in Fig. 9 (dashed lines). The fit with the corrected experimental data is good, with the exception of very high strain rate at the lowest temperature, where the tests are known to be on the limit of the machine capability. The data are also numerically robust, extrapolating reliably beyond the test domain. The shape of the corresponding \( \sigma(\varepsilon) \) curve for each \( (T, \dot{\varepsilon}) \) combination was also checked for smoothness—examples are shown later.

A final validation step, the corrected data are plotted against the original literature data used as input to the FE model—see Fig. 11, for low and high strain values. The correlation is good, with no systematic deviation with temperature, strain rate or strain, and almost all values falling within a 10% scatter band from a 45° line signifying equal values of stress. This gives confidence in both the model-based JMatPro data, and in the corrected experimental flow stress. As noted in Section 2, constitutive data for Ti64 alloy will show variability, due to differences in composition and prior processing, and thus resulting phase fractions and distributions, and texture. So it is always wise to conduct a ‘sanity check’ for a given batch of material that newly measured data follow similar dependence on temperature, strain rate and strain as are found in ‘standard’
sources in the literature or databases, within a meaningful scatter band.

5.6 Local Deformation Conditions (Ti64)

Figure 12 shows the predicted local deformation conditions and sample shape at the maximum strain, for a mid-range nominal temperature and strain rate. The predicted shape shows significant barrelling, consistent with the similar behavior observed and quantified in Zr–2.5Nb alloy (Ref18), in which it was also noted that barrelling is more pronounced at lower temperatures and higher strain rates. Comparison with experimental cross sections in Ti64 samples is reserved for the follow-up paper, comparing the dilatometer with two other testing machines (Ref5).

The map of temperature distribution (Fig. 12a) shows that, for these conditions, the nominal temperature is maintained at the center, but a 60°C gradient persists along the sample, caused mostly by the heat losses to the platens. Maps of plastic strain and strain rate (Fig. 12b,c) show dead metal zones adjoining the interface with the platens. These are caused by both the temperature gradient and friction—colder material near the platens deforms to a lesser extent because of its higher flow stress, while friction additionally constrains yield by inducing radial compression under the platens.

The maximum strain and strain rate at the sample center are both significantly higher than the nominal values—as commonly observed in modeling of upsetting in the literature, dating back, for example, to Oh et al. (Ref23) The strain and strain rate in Fig. 12(b, c) at the end of the test are more than double the nominal values, rising to these values continuously throughout the test. For the purposes of correlating deformation conditions to microstructure evolution, factors of order 2-3 are significant and must be accounted for. The deformation field and dead metal zones appeared broadly similar for all nominal conditions, but the numerical discrepancy between local and nominal conditions was more marked at lower T and higher ˙e—i.e., for the conditions that show more pronounced barrelling. Figure 13 shows the ratio of the predicted conditions at the sample center to the nominal values, over the whole test domain. First, for temperature (Fig. 13a) the instrument is able to maintain the target temperature within 1% at the sample center, for all tests at strain rates at or below 0.1s⁻¹. However, at 1s⁻¹, adiabatic heating leads to peak temperatures as much as 10% higher than nominal. The amplification of strain (Fig. 13b) ranges continuously over the test domain from 2.1 to 3.2; it is a little lower for strain rate (Fig. 13c), ranging from 1.75 to 2.9.

In conclusion, the analysis shows that substantial differences can be found between local deformation conditions and nominal test conditions. At the very least, a typical average correction should be applied in correlating microstructure with test conditions, of order 2.5 and 2.2 to strain and strain rate, respectively, while deviation from nominal temperature may be neglected for all except the highest strain rates. But if greater precision is required, the FE analysis needs to be run for each individual test, outputting the full local histories. In a subsequent paper (Ref 5), this dilatometer test series and FE model are extended to compare the results from nominally identical tests conducted on Gleeble and Servotest machines. These prove to vary widely, highlighting the need to relate microstructural studies to local deformation conditions for the specific test, rather than nominal conditions.

6. Results and Discussion—Ti407 Alloy

Identical procedures were followed for a smaller test series on a Ti407 alloy, except for the source of the initial constitutive data. Here, we use the raw notional true stress–strain curves from the Ti407 compression tests, instead of data from literature (as for Zr2.5Nb in (Ref 18)). However, the size of the matrix of experimental test conditions for Ti407 (3×3) is much smaller than that for either Ti64 (4×7) or Zr-2.5Nb (8×9). So the goal with Ti407 is to assess the minimum number of trials needed to capture the nonlinearity in the correction of flow stress σ = f(T, ˙e) functions at each strain.

The thermomechanical FE model of the Ti407 tests used the same geometry, mesh and mechanical and thermal boundary conditions as in the Ti64 simulations. The predicted initial heat-up stage was the same in Ti407 as for Ti64 in Fig. 6, since the model used identical thermal properties for both alloys. During
the deformation stage, the power of plastic heating for the softer Ti407 alloy at high strain rate was approximately 50% of that shown in Fig. 7c for Ti64. Consequently, overshooting of the nominal temperature was less pronounced. The temperature gradient along the sample was similar to that in Ti64, as it is dependent mostly on the thermal properties and heat losses to the platens, and the reduction in sample length.

Figure 14 shows the stress correction surface for Ti407, which again evolves systematically with strain. The correction for Ti407 displays a similar trend to that observed in Ti64 (Fig. 8). The magnitude of the correction for Ti407 is smaller, but it is of similar order expressed as a fraction of the flow stress. In Ti407, there is no anomaly at low \( \dot{\varepsilon} \) and high \( T \) (seen as a negative correction predicted in Fig. 8). This is consistent with adiabatic heating being less significant in the lower strength Ti407, leading to a similar temperature gradient as in lower strain rate tests.

The corrected constitutive data for Ti407 are shown in Fig. 15(a, c). Most conditions show close to perfectly plastic behavior, with the exception of a hardening response for the high strain rate/low-temperature condition. The corrected data appear self-consistent, when used to re-predict the ‘notional’ true experimental curves (the solid lines in Fig. 15b, d). As for Ti64, the validation is better at 0.01s\(^{-1}\) than at 1s\(^{-1}\). Overall the results indicate that the correction in flow stress could be made successfully for Ti407 with a sparse 3x3 test matrix of temperatures and strain rates, using the uncorrected data itself as the initial input, rather than an extensive dataset from the literature, as in Ti64.

The local deformation conditions and sample shape are predicted for Ti407 in Fig. 16, for the same strain rate (\( \dot{\varepsilon}_n = 0.1s^{-1} \)) as for Ti64 in Fig. 12, in which adiabatic heating plays a negligible role. The distributions are similar to those in Fig. 12, and the same observations made for Ti64 apply here. The thermal properties of both alloys are assumed identical, so the main difference between the models for Ti64 and Ti407 lies in the flow stress: Ti407 is roughly half as strong as Ti64. The temperature distribution is the same in both alloys, while the peak values of \( \varepsilon \) and \( \dot{\varepsilon} \) are again higher than nominal by over a factor of two. The range of magnification of strain rate across all the test conditions was lower than in Ti64, varying from 1.9 to 2.5.

7. Conclusion

This paper models hot compression of titanium alloys Ti64 and Ti407 using a dilatometer in loading mode. A correction method was successfully applied to account for the effect of barrelling due to temperature gradient and friction in calculating the true constitutive response \( \sigma = f(T, \dot{\varepsilon}, \varepsilon) \). The method-
Fig. 11  Corrected flow stress against initial data from the literature, for strains of (a) 0.05 and (b) 0.5, for all temperatures and strain rates

Fig. 12  Predicted final deformed shape and distribution and peak values of: (a) temperature, (b) axial strain and (c) axial strain rate, for Ti64 dilatometer sample at overall true strain of 0.65, for nominal strain rate = 0.1s⁻¹ and temperature = 850°C

Fig. 13  The ratio of nominal test conditions to those predicted at the center of the sample, over the full domain of testing, for: (a) peak temperature; (b) final strain; and (c) final (peak) strain rate
ology was validated using two new sources for the initial constitutive response for the FE input: (a) using literature data, for Ti64; (b) using the raw data itself for Ti407, but with only a limited 3 × 3 matrix of deformation conditions.

A significant refinement of the FE analysis was the development of a full thermomechanical model to predict the evolution of the temperature field, accounting for induction heating, plastic dissipation and conductive and convective losses. The net power of induction heating was reverse calibrated in an iterative procedure, to match the temperature measured by a central thermocouple. Importantly, the use of multiple thermocouples provided the ability to calibrate and validate the temperature gradient along the sample in all tests.

A novel approach was successfully used for smoothing all flow stress data, by fitting quadratic surfaces of the form \( \log r = f(T, \log \epsilon) \), at discrete values of strain \( \epsilon \). This method allowed robust extrapolation beyond the domain of nominal test \( T, \dot{\epsilon} \) and \( \epsilon \), needed because of inhomogeneous deformation conditions in the sample.

In both Ti64 and Ti407, the corrected constitutive data accurately predicted the experimental load–displacement responses, plotted as ‘notional true’ \( \sigma(\epsilon) \) curves. The greatest
error was associated with low $T$ and high $\dot{\varepsilon}$ in Ti64, where the influence of adiabatic heating on temperature inhomogeneity was greatest, and the instrument was approaching its loading limits.

The FE model with corrected constitutive data was used to visualize the distributions of temperature and local deformation conditions in the sample, highlighting the pronounced peak in strain and strain rate at the sample center, both magnified axially by factors of order 2-3, and which varied systematically with test conditions. The deviation from nominal conditions, both spatially and temporally, is potentially significant in modeling and interpreting the evolution of microstructure in these small-scale tests. This will be reported in subsequent papers, together with a comparative study of nominally identical tests conducted on the dilatometer, and on Servotest and Gleeble machines (Ref 5).
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