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Abstract

In this paper, we prove the existence and uniqueness of the solution for neutral stochastic differential delay equations with locally monotone coefficients by using numerical approximation. An example is provided to illustrate our theory.
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1 Introduction

The theory of stochastic functional differential equations (SFDEs) has been developed for a while, for instance \cite{15} provides systematic presentation for the existence and uniqueness, Markov property, the generator and the regularity of the solutions of SFDEs. \cite{13} presents the estimation of the moment of the solutions, in particular, the Razumikhin theorem was generalized from functional differential equations to SFDEs. For the studies of long-term behaviour of SFDEs, we here only mention \cite{3, 7, 18}.

On the other hand, most SFDEs can not be solved explicitly, numerical methods become one of the most powerful tools tackling these problems in the real world practise. There is extensive literature in investigating the strong convergence, weak convergence or sample path convergence of numerical schemes for SFDEs, we here highlight \cite{5, 4, 9, 10, 14}, to name a few.

More recently, a class of stochastic equations has emerged, which depends on the past and present values but that involves derivatives with delays as well as the function itself. Such equations are called neutral stochastic functional differential equations (NSFDEs). The theory of NSFDEs has recently received a lot of attention. For example, the existence and uniqueness, and the stability of the solutions of NSFDEs can be found in \cite{13}. For

\textsuperscript{*}Contact e-mail address: C.Yuan@swansea.ac.uk
the approximation and numerical solutions in this area the reader is refer to [2, 19]. For large deviation of functional NSFDEs, we refer to [1].

The existence and uniqueness of solutions of stochastic equations is always an important topic. It is interesting that Krylov [8] gave a theorem for the existence and uniqueness by Euler numerical approximation under local monotonicity condition, which is much weaker than global Lipschitz condition. Recently Gyögy and Sabanis [6] extended this result to stochastic differential delay equations (SDDEs). However, up to our best knowledge, we do not know if neutral stochastic differential delay equations (NSDDEs) has a unique solution under a local monotonicity condition. The main aim of this paper is to fill the gap by extending the existed methods to establish the existence and uniqueness theorem of NSDDEs.

Throughout this paper, let \((\Omega, \mathcal{F}, \mathbb{P})\) be a complete probability space with a filtration \(\{\mathcal{F}_t\}_{t \geq 0}\) satisfying the usual condition (i.e. it is right continuous and \(\mathcal{F}_0\) contains all \(\mathcal{P}\)-null sets). Let \(|\cdot|\) denote the Euclidean norm and \(\| \cdot \|\) the matrix trace norm and \(\langle \cdot, \cdot \rangle\) denotes the Euclidean inner product on \(\mathbb{R}^n\). Let \(b > a\) be two real constants and \(C([a, b]; \mathbb{R}^n)\) the space of all continuous function from \([a, b]\) to \(\mathbb{R}^n\) with the norm \(\|\phi\|_{(a,b)} = \sup_{a < \theta < b} |\phi(\theta)|\). Denote by \(C^2_{\mathcal{F}_0}([-\tau, 0]; \mathbb{R}^n)\) the family of all bounded, \(\mathcal{F}_0\)-measurable, \(C([-\tau, 0]; \mathbb{R}^n)\)-valued random variables. Denote \(\mathcal{L}^p([a, b]; \mathbb{R}^n)\) the family of \(\mathbb{R}^n\)-valued \(\mathcal{F}_t\)–adapted process \(\{h(t)\}_{a \leq t \leq b}\) such that \(\int_a^b |h(t)|^p dt < \infty\) a.s. Let \(B(t)\) be a standard \(m\)-dimensional Brownian motion. Denote \(C\) a generic positive constant, whose value may change from line to line.

Let \(f(x, t, \omega)\) and \(g(x, t, \omega)\) be given as follows:

\[
\begin{align*}
f & : \mathbb{R}^n \times [0, \infty) \times \Omega \to \mathbb{R}^n, \\
g & : \mathbb{R}^n \times [0, \infty) \times \Omega \to \mathbb{R}^{n \times m}
\end{align*}
\]

such that both are continuous in \(x \in \mathbb{R}^n\) for each fixed \(t \in [0, \infty)\), and progressively measurable. In particular, for every \(x \in \mathbb{R}^n, t \in [0, \infty)\) both are \(\mathcal{F}_t\)–measurable. We also assume the following conditions:

(i) For every \(R > 0, T > 0\),

\[
\int_0^T \sup_{|x| \leq R} \{ |f(x, t)| + \|g(x, t)\|^2 \} dt < \infty.
\]

(ii) For every \(R > 0, t > 0, |x| \leq R, |y| \leq R\), there exist \(M_R(t), M(t)\) such that \(M_R(t), M(t) \in \mathcal{L}^1([0, T]; \mathbb{R}), \forall T > 0\) and

\[
\begin{align*}
2 \langle x - y, f(x, t) - f(y, t) \rangle + \|g(x, t) - g(y, t)\|^2 & \leq M_R(t) |x - y|^2, \\
2 \langle x, f(x, t) \rangle + \|g(x, t)\|^2 & \leq M(t)(1 + |x|^2).
\end{align*}
\]

Consider

\[
dZ(t) = f(Z(t), t)dt + g(Z(t), t)dB(t), \quad t \in [0, T],
\]

with an initial value \(Z(0)\) which is \(\mathcal{F}_0\)–measurable. The the following result was proved by Krylov [8], also see Prévôt and Röckner [17].

**Theorem 1.1** Under the assumptions (i) and (ii), the equation (1.3) has a unique solution.
Recently, Gyöngy and Sabanis [6] extended this result to SDDEs. In this paper, we shall generalize the existing results and extend to the NSDDEs case. Consider an $n$-dimensional NSDDE of the following form
\[
d[X(t) - D(X(t - \tau))] = b(X(t), X(t - \tau), t)dt + \sigma(X(t), X(t - \tau), t)dB(t) \tag{1.4}
\]
on $t \geq 0$. We assume
\[
D : \mathbb{R}^n \to \mathbb{R}^n, \quad b : \mathbb{R}^n \times \mathbb{R}^n \times [0, T] \to \mathbb{R}^n,
\sigma : \mathbb{R}^n \times \mathbb{R}^n \times [0, T] \to \mathbb{R}^{n \times m}. \tag{1.5}
\]
We also assume that $D, b$ and $\sigma$ are Borel-measurable and the initial data is given by:
\[
X(0) = \xi \in C^{b}_{\tau_0}([-\tau, 0]; \mathbb{R}^n). \tag{1.6}
\]
Throughout the paper, for $T > \tau > 0$ we assume that $T/\tau$ is a rational number.

Firstly, we need to impose the standing integrability hypothesis for this paper:

\textbf{(H)} For every $R > 0, T > 0$
\[
\int_0^T \sup_{|x| \leq R, |y| \leq R} \{ |b(x, y, t)| + \|\sigma(x, y, t)\|^2 \} dt < \infty \text{ on } \Omega. \tag{1.7}
\]

We now give the definition of the solution to the equation (1.4) with initial data (1.6).

\textbf{Definition 1.1} An $\mathbb{R}^n$-valued stochastic process $X(t)$ on $[-\tau, T]$ is called a solution to equation (1.4) with initial data (1.6) if it has following properties:

(i) It is continuous and $\{X(t)_{0 \leq t \leq T}\}$ is $\mathcal{F}_t$-adapted.

(ii) $\{b(X(t), X(t - \tau), t)\} \in L^1([0, T]; \mathbb{R}^n)$ and $\{\sigma(X(t), X(t - \tau), t)\} \in L^2([0, T]; \mathbb{R}^{n \times m})$

(iii) $X(0) = \xi(0)$ and
\[
X(t) - D(X(t - \tau)) = X(0) - D(\xi(-\tau)) + \int_0^t b(X(s), X(s - \tau), s)ds
+ \int_0^t \sigma(X(s), X(s - \tau), s)dB(s) \tag{1.8}
\]
hold with probability one, for all $0 \leq t \leq T$.
A solution $X(t)$ is said to be unique if any other solution $\tilde{X}(t)$ is indistinguishable from it, that is
\[
P\{X(t) = \tilde{X}(t) \text{ for all } -\tau \leq t \leq T\} = 1.
\]

The following theorem is our main result.

\textbf{Theorem 1.2} Assume $D, b$ and $\sigma$ satisfy the following assumptions for all $T, R \in [0, \infty)$:

\textbf{(C1)} The functions $b(x, y, t), \sigma(x, y, t)$ are continuous in both $x$ and $y$ for all $t \in [0, T]$. 
(C2) There exist two \( \mathbb{R}_+ \)-valued functions \( K_1(t), \tilde{K}_1(t) \) and a positive constant \( C_1(\tau) \) such that for all \( t \in [0, T] \), \( K_1(t) \leq C_1(\tau)K_1(t - \tau) \), \( K_1(t) \geq \tilde{K}_1(t) \) and
\[
2(x - D(y), b(x, y, t)) + \|\sigma(x, y, t)\|^2 \leq K_1(t)(1 + |x|^2) + \tilde{K}_1(t - \tau)(1 + |y|^2),
\]
for all \( x, y \in \mathbb{R}^n, t \in [0, T] \).

(C3) There exist two \( \mathbb{R}_+ \)-valued functions \( K_R(t), \tilde{K}_R(t) \) and a positive constant \( C_R(\tau) \) such that for all \( t \in [0, T] \), \( K_R(t) \leq C_R(\tau)K_R(t - \tau) \), \( K_R(t) \geq \tilde{K}_R(t) \) and
\[
2(x - D(y) - \bar{x} + D(\bar{y}), b(x, y, t) - b(\bar{x}, \bar{y}, t)) + \|\sigma(x, y, t) - \sigma(\bar{x}, \bar{y}, t)\|^2
\leq K_R(t)|x - \bar{x}|^2 + \tilde{K}_R(t - \tau)|y - \bar{y}|^2
\]
for all \( x \vee |y| \vee |\bar{x}| \vee |\bar{y}| \leq R, t \in [0, T] \).

(C4) Assume \( D(0) = 0 \) and that there is a constant \( \kappa \in (0, 1) \) such that
\[
|D(x) - D(y)| \leq \kappa|x - y|,
\]
holds for all \( x, y \in \mathbb{R}^n \).

Moreover, we assume \( C_1(\tau) \vee C_R(\tau) \leq \frac{1}{\kappa} \) and \( K_1(t), \tilde{K}_1(t), K_R(t), \tilde{K}_R(t) \in \mathcal{L}^1([-\tau, T]; \mathbb{R}_+) \). Then there exists a unique process \( \{X(t)\}_{t \in [0, T]} \) that satisfies equation (1.1) with the initial data 1.6. Moreover, the mean square of the solution is finite.

Remark 1.1 If \( D \equiv 0 \), then the equation (1.4) becomes a SDDE, which has been investigated in [6]. However our conditions are weaker than those in [6], since the conditions in present paper include the delay components at the right hand side of (1.9) and (1.10). Moreover, If \( D \equiv 0, \tau = 0 \), we take \( K_1(t) = \tilde{K}_R(t) = 0, C_1(\tau) = C_R(\tau) = 1 \), then Theorem 1.2 becomes Theorem 1.4, which means our result is a generalization of Krylov result Theorem 1.7.

The remainder of this paper is organized as follows. In Section 2 we shall give a localization lemma, which will be crucial for the proof of the main result Theorem 1.2. In Section 3 the proof of the main result will be demonstrated. An illustrative example will be presented in the Section 4.

## 2 Localization Lemma

In preparation for the proof of main result, Theorem 1.2, we need to introduce following lemmas.

**Lemma 2.1** Let \( Y(t), t \in [0, T], \) be a continuous, \( \mathbb{R}_+ \)-valued, \( \mathcal{F}_t \)-adapted process on \( (\Omega, \mathcal{F}, \mathbb{P}) \) and \( \tau \) be a \( \mathcal{F}_t \)-stopping time, and let \( \epsilon \in (0, \infty) \). Denote
\[
\rho_\epsilon := \rho \wedge \inf\{t \geq 0|Y(t) \geq \epsilon\},
\]
then
\[
\mathbb{P}\{\sup_{t \in [0, \rho]} Y(t) \geq \epsilon\} \leq \frac{1}{\epsilon} \mathbb{E}(Y(\rho_\epsilon)).
\]
Lemma 2.2 Let \( p > 1, \epsilon > 0 \) and \( a, b \in R \). Then
\[
|a + b|^p \leq [1 + \epsilon^{1/p-1}]^{p-1} \left( |a|^p + \frac{|b|^p}{\epsilon} \right). \tag{2.1}
\]

Lemma 2.3 Let \( p > 1 \) and condition (C4) hold. Then
\[
\sup_{0 \leq s \leq t} |X(s)|^p \leq \frac{\kappa}{1 - \kappa} ||\xi||^p + \frac{1}{(1 - \kappa)^p} \sup_{0 \leq s \leq t} |X(s) - D(X(s - \tau))|^p.
\]

The proof of lemma 2.1 can be found in [17], the proof of Lemma 2.2 and 2.3 can be found in [13]. The following lemma is an extended version of Lemma 3.1.4 in [17] to NSDDEs. Since the neutral term and the delay variables are involved, the proof of following lemma is much more technical.

Lemma 2.4 Let \( n \in \mathbb{N} \) and \( X_n(t), \ t \in [-\tau, T], \) be a continuous, \( \mathbb{R}^n \)-valued, \( \mathcal{F}_t \)-adapted process on \( (\Omega, \mathcal{F}, \mathbb{P}) \) such that for \( t \in [-\tau, 0], \) \( X_n(t) = \xi(t). \) For \( t \in [0, T] \)
\[
d[X_n(t) - D(X_n(t - \tau))] = b(X_n(t) + p_n(t), X_n(t - \tau) + p_n(t - \tau), t)dt + \sigma(X_n(t) + p_n(t), X_n(t - \tau) + p_n(t - \tau), t)dB(t), \tag{2.2}
\]
for some progressively measurable process \( p_n(t), \) and \( p_n(t) = 0, \) for any \( t \in [-\tau, 0]. \) For \( n \in \mathbb{N} \) and \( R \in [0, \infty), \) let \( \tau_n(R) \) be \( \mathcal{F}_t \)-stopping times such that

(i) \( |X_n(t)| + |p_n(t)| \leq R \) if \( t \in [0, \tau_n(R)] \) a.s.

(ii) \( \lim_{n \to \infty} \mathbb{E} \int_0^{T \wedge \tau_n(R)} |p_n(t)|dt = 0 \) for all \( T \in [0, \infty). \)

(iii) Assume there exists a function \( r : [0, \infty) \to [0, \infty) \) such that \( \lim_{R \to \infty} r(R) = \infty. \) Also assume that:
\[
\lim_{R \to \infty} \lim_{n \to \infty} \mathbb{P} \left( \left\{ \tau_n(R) \leq T, \sup_{t \in [0, \tau_n(R)]} |X_n(t) - D(X_n(t - \tau))| < r(R) \right\} \right) = 0. \tag{2.3}
\]
for all \( T \in [0, \infty). \)

Then for every \( T \in [0, \infty) \) we have
\[
\sup_{t \in [0, T]} |X_n(t) - X_m(t)| \overset{p}{\to} 0
\]
as \( n, m \to \infty. \)

Proof: We divide the proof into three steps:

Step (i) By (1.7) we may assume that
\[
\sup_{|x| \leq R, |y| \leq R} |b(x, y, t)| \leq K_R(t), \tag{2.4}
\]
otherwise, we replace \( K_R(t) \) by the maximum of \( K_R(t) \) and the integrand in \( (1.7) \). Fix \( R \in [0, \infty) \), define a \( \mathcal{F}_t \)-stopping time
\[
\tau(R, u) := \inf\{t \geq 0 | \alpha_R(t) > u\}, \quad u \in [0, \infty),
\]
where \( \alpha_R(t) := \int_0^t K_R(s)ds \). Since \( K_R(t) \in \mathcal{L}^1([0, T]) \) for any \( T \geq 0 \), then \( \tau(R, u) \uparrow \infty \) as \( u \to \infty \). In particular, there exist \( u(R) \in [0, \infty) \) such that
\[
\mathbb{P}(\{\tau(R, u(R)) \leq R\}) \leq \frac{1}{R}.
\]
Now, denote \( \tau(R) := \tau(R, u(R)) \), we have \( \tau(R) \to \infty \) in probability as \( R \to \infty \) and \( \alpha_R(t \wedge \tau(R)) \leq u(R) \) for all \( t \in [0, T] \) and \( R \in [0, \infty) \). Moreover, if we replace \( \tau_n(R) \) by \( \tau_n(R) \wedge \tau(R) \) for \( n \in \mathbb{N} \) and \( R \in [0, \infty) \), we still have
\[
|X_n(t)| + |p_n(t)| \leq R \quad \text{if} \quad t \in [0, \tau_n(R) \wedge \tau(R)] \quad \text{a.s.,} \quad (2.5)
\]
and
\[
\lim_{n \to \infty} \mathbb{E} \int_0^{T \wedge \tau_n(R) \wedge \tau(R)} |p_n(t)|dt = 0 \quad \text{for all} \quad T \in [0, \infty). \quad (2.6)
\]
i.e. assumptions (i) and (ii) hold. Meanwhile, we have
\[
\mathbb{P}\left( \left\{ \tau_n(R) \wedge \tau(R) \leq T, \sup_{t \in [0, \tau_n(R) \wedge \tau(R)]} |X_n(t) - D(X_n(t - \tau))| \leq r(R) \right\} \right)
\]
\[
= \mathbb{P}\left( \left\{ \tau_n(R) \leq T, \sup_{t \in [0, \tau_n(R)]} |X_n(t) - D(X_n(t - \tau))| \leq r(R), \tau_n(R) \leq \tau(R) \right\} \right)
\]
\[
+ \mathbb{P}\left( \left\{ \tau(R) \leq T, \sup_{t \in [0, \tau(R)]} |X_n(t) - D(X_n(t - \tau))| \leq r(R), \tau_n(R) > \tau(R) \right\} \right)
\]
\[
\leq \mathbb{P}\left( \left\{ \tau_n(R) \leq T, \sup_{t \in [0, \tau_n(R)]} |X_n(t) - D(X_n(t - \tau))| \leq r(R), \tau_n(R) \leq \tau(R) \right\} \right)
\]
\[
+ \mathbb{P}\left( \{\tau(R) \leq T, \tau_n(R) > \tau(R)\} \right) .
\]
Noting \( \lim_{R \to \infty} \mathbb{P}(\{\tau(R) \leq T\}) = 0 \), we obtain
\[
\lim_{R \to \infty} \lim_{n \to \infty} \mathbb{P}\left( \left\{ \tau_n(R) \wedge \tau(R) \leq T, \sup_{t \in [0, \tau_n(R) \wedge \tau(R)]} |X_n(t) - D(X_n(t - \tau))| < r(R) \right\} \right) = 0 . \tag{2.7}
\]

Therefore all three assumptions hold if we replace \( \tau_n(R) \) by \( \tau_n(R) \wedge \tau(R) \). We may assume that \( \tau_n(R) \leq \tau(R) \), then for \( \forall t \in [0, T] \), \( R \in [0, \infty) \) and \( n \in \mathbb{N} \),
\[
\alpha_R(t \wedge \tau_n(R)) \leq u(R) . \tag{2.8}
\]
Now, for fixed \( R \in [0, \infty) \), we define
\[
\lambda_n^R(t) = \int_0^t |p_n(s)| K_R(s)ds, \quad t \in [0, \tau_n(R) \wedge T], \quad n \in \mathbb{N} . \tag{2.9}
\]
Let \( m \in [0, \infty) \), one has
\[
\int_0^{T \wedge \tau_n(R)} |p_n(s)| K_R(s) ds 
\leq m \int_0^{T \wedge \tau_n(R)} |p_n(s)| ds + R \int_0^{T \wedge \tau(R)} I_{[m, \infty)} K_R(s) ds. \tag{2.10}
\]

The right hand side of (2.10) converges to
\[
R \int_0^{T \wedge \tau(R)} I_{[m, \infty)} K_R(s) ds, \tag{2.11}
\]
due to assumption (ii). Also, by observation that (2.11) is dominated by \( R \times u(R) \), therefore Lebesgue’s dominated convergence theorem yields,
\[
\lim_{n \to \infty} \mathbb{E}(\lambda_n^R(T \wedge \tau_n(R))) = 0. \tag{2.12}
\]

**Step (ii)** Denote \( \tau_{(n,m)}(R) = \tau_n(R) \wedge \tau_m(R) \), we now claim that
\[
\sup_{t \in [0, \tau_{(n,m)}(R) \wedge T]} |X_n(t) - X_m(t)| \to 0 \quad \text{as} \quad n, m \to \infty. \tag{2.13}
\]

For simplicity, letting
\[
A_{m,n}(t) = X_n(t) - D(X_n(t - \tau)) - X_m(t) + D(X_m(t - \tau)),
\]
we then have
\[
|X_n(t) - X_m(t)|^2 = |A_{m,n}(t) + D(X_n(t - \tau)) - D(X_m(t - \tau))|^2.
\]

An application of Lemma 2.2 yields,
\[
|X_n(t) - X_m(t)|^2 \leq (1 + \epsilon) \left[ \frac{|D(X_n(t - \tau)) - D(X_m(t - \tau))|^2}{\epsilon} + |A_{m,n}(t)|^2 \right].
\]

Letting \( \epsilon = \frac{\kappa}{1 - \kappa} \) together with assumption (C4), we further obtain
\[
|X_n(t) - X_m(t)|^2 \leq \kappa |X_n(t - \tau) - X_m(t - \tau)|^2 + \frac{1}{1 - \kappa} |A_{m,n}(t)|^2. \tag{2.14}
\]

For a negative constant \( \bar{\kappa} \), define
\[
\psi(t) = \exp(\bar{\kappa} \alpha_R(t) - |\xi(0)|), \quad t \in [0, \infty). \tag{2.15}
\]

Now applying Itô’s formula we have for all \( t \in [0, \infty) \),
\[
|A_{m,n}(t)|^2 \psi(t) = \int_0^t \psi(s) \left[ \bar{\kappa} K_R(s) |A_{m,n}(s)|^2 
+ 2 \langle A_{m,n}(s), b(X_n(s) + p_n(s), X_n(s - \tau) + p_n(s - \tau), s)
- b(X_m(s) + p_m(s), X_m(s - \tau) + p_m(s - \tau), s) \rangle 
+ \|\sigma(X_n(s) + p_n(s), X_n(s - \tau) + p_n(s - \tau), s)
- \sigma(X_m(s) + p_m(s), X_m(s - \tau) + p_m(s - \tau), s)\|^2 \right] ds 
+ M_{n,m}^R(t), \tag{2.16}
\]

\textit{7}
where
\[
M^R_{m,n}(t) = \int_0^t 2\psi(s)\langle A_{m,n}(s), \sigma(X_n(s) + p_n(s), X_n(s) + p_n(s - \tau), s) - \sigma(X_m(s) + p_m(s), X_m(s) + p_m(s - \tau), s) \rangle dB(s),
\]
for \( t \in [0, \infty) \) is a local \( (\mathcal{F}_t) \)-martingale vanishing at \( t = 0 \), i.e., \( M^R_{m,n}(0) = 0 \). Note that \( A_{m,n}(s) \) can be rewritten as
\[
A_{m,n}(s) = X_n(s) - D(X_n(s - \tau) - X_m(s) + D(X_m(s - \tau)) - p_n(s) + p_m(s) + p_n(s - \tau) + p_m(s - \tau), s)
\]
then by assumptions \((C3), (C4)\), we have for any \( t \in [0, \tau_{(m,n)}(R) \wedge T] \),
\[
|A_{m,n}(t)|^2 \psi(t) = \int_0^t \psi(s) \left[ K_R(s)|A_{m,n}(s)|^2 + 2\langle -p_n(s) + p_m(s), b(X_n(s) + p_n(s), X_n(s) + p_n(s - \tau), s) - b(X_m(s) + p_m(s), X_m(s) + p_m(s - \tau), s) \rangle + 2\langle D(X_m(s - \tau)) - D(X_m(s - \tau) + p_m(s - \tau)), b(X_n(s) + p_n(s), X_n(s) - \tau + p_m(s - \tau), s) - b(X_m(s) + p_m(s), X_m(s - \tau) + p_m(s - \tau), s) \rangle + 2\langle D(X_n(s - \tau) + p_n(s - \tau)) - D(X_n(s - \tau)), b(X_n(s) + p_n(s), X_n(s - \tau) + p_m(s - \tau), s) - b(X_m(s) + p_m(s), X_m(s - \tau) + p_m(s - \tau), s) \rangle + \sigma(X_n(s) + p_n(s), X_n(s - \tau) + p_m(s - \tau), s) \rangle^2 \right] ds + M^R_{m,n}(t)
\]
\[
\leq \int_0^t \psi(s) \left[ K_R(s)|A_{m,n}(s)|^2 + 4\langle -p_n(s) + p_m(s), b(X_n(s) + p_n(s), X_n(s) - \tau + p_m(s - \tau), s) - b(X_m(s) + p_m(s), X_m(s) - \tau + p_m(s - \tau), s) \rangle + 2\langle D(X_m(s - \tau)) - D(X_m(s - \tau) + p_m(s - \tau)), b(X_n(s) + p_n(s), X_n(s) - \tau + p_m(s - \tau), s) - b(X_m(s) + p_m(s), X_m(s) - \tau + p_m(s - \tau), s) \rangle + 2\langle D(X_n(s - \tau) + p_n(s - \tau)) - D(X_n(s - \tau)), b(X_n(s) + p_n(s), X_n(s - \tau) + p_m(s - \tau), s) - b(X_m(s) + p_m(s), X_m(s - \tau) + p_m(s - \tau), s) \rangle + K_R(s)|X_n(s) + p_n(s) - X_m(s) - p_m(s)|^2 \right] ds + M^R_{m,n}(t)
\]
\[
\leq \int_0^t \psi(s) \left[ K_R(s)|A_{m,n}(s)|^2 + 4K_R(s)|p_m(s) - p_n(s)| + 2K_R(s)|X_n(s) - X_m(s)|^2 + |p_n(s) - p_m(s)|^2 \right] ds + M^R_{m,n}(t),
\]
(2.17)
By (2.14), we derive that
\[
|A_{m,n}(t)|^2 \psi(t) \\
\leq \int_0^t \psi(s) \left[ \bar{K}K_R(s) \left( (1 - \kappa)|X_n(s) - X_m(s)|^2 - \kappa(1 - \kappa)|X_n(s - \tau) - X_m(s - \tau)|^2 \right) \\
+ 4K_R(s)(|p_m(s) - p_n(s)| + \kappa|p_m(s - \tau)| + \kappa|p_n(s - \tau)|) \\
+ 2K_R(s)(|X_n(s) - X_m(s)|^2 + |p_n(s - \tau) - p_m(s - \tau)|^2) \\
+ 2\bar{K}_R(s)(|X_n(s) - \tau) - X_m(s - \tau)|^2 + |p_n(s) - p_m(s - \tau)|^2) \right] ds + M_{n,m}^R(t),
\]
(2.18)

Since for any \( s \in [0, t] \), \( \psi(s) \) is a non-increasing function, also note that \( X_n(t) \equiv X_m(t) \), for any \( t \in [-\tau, 0] \), we have
\[
\int_0^t \psi(s)K_R(s)\bar{\kappa}(\kappa^2 - \kappa)|X_n(s - \tau) - X_m(s - \tau)|^2 ds \\
\leq C_R(\tau) \int_0^t \psi(s - \tau)K_R(s - \tau)\bar{\kappa}(\kappa^2 - \kappa)|X_n(s - \tau) - X_m(s - \tau)|^2 ds \\
\leq C_R(\tau) \int_0^t \psi(s)K_R(s)\bar{\kappa}(\kappa^2 - \kappa)|X_n(s) - X_m(s)|^2 ds,
\]
(2.19)

and
\[
\int_0^t \psi(s)\bar{K}_R(s - \tau)(|X_n(s - \tau) - X_m(s - \tau)|^2 + |p_n(s - \tau) - p_m(s - \tau)|^2) ds \\
\leq \int_0^t \psi(s - \tau)\bar{K}_R(s - \tau)(|X_n(s - \tau) - X_m(s - \tau)|^2 + |p_n(s - \tau) - p_m(s - \tau)|^2) ds \\
\leq \int_0^t \psi(s)\bar{K}_R(s)(|X_n(s) - X_m(s)|^2 + |p_n(s) - p_m(s)|^2) ds.
\]
(2.20)

Now substituting (2.19) and (2.20) into (2.18), which yields
\[
|A_{m,n}(t)|^2 \psi(t) \leq \int_0^t \psi(s) \left[ K_R(s)(\bar{\kappa}((1 - \kappa) + C_R(\tau)(\kappa^2 - \kappa)) + 2)|X_n(s) - X_m(s)|^2 \\
+ 4K_R(s)(|p_m(s) - p_n(s)| + \kappa|p_m(s - \tau)| + \kappa|p_n(s - \tau)|) \\
+ 2K_R(s)|p_n(s) - p_m(s)|^2 \\
+ 2\bar{K}_R(s)(|X_n(s) - X_m(s)|^2 + |p_n(s) - p_m(s)|^2) \right] ds + M_{n,m}^R(t).
\]

Noting that \( K_R(t) \geq \bar{K}_R(t) \) and choosing \( \bar{\kappa} = \frac{4}{((1-\kappa) + C_R(\tau)(\kappa^2 - \kappa))} \), we obtain
\[
|A_{m,n}(t)|^2 \psi(t) \leq \int_0^t 4K_R(s)\psi(s)(|p_m(s) - p_n(s)| + \kappa|p_m(s - \tau)| + \kappa|p_n(s - \tau)| \\
+ |p_n(s) - p_m(s)|^2) ds + M_{n,m}^R(t).
\]
It is easy to see
\[\int_0^t 4\kappa \psi(s) K_{R}(s)(|p_n(s-\tau)| + |p_m(s-\tau)|)\]
\[\leq \int_0^t C_{R}(\tau) \psi(s-\tau) 4kK_{R}(s-\tau)(|p_n(s-\tau)| + |p_m(s-\tau)|)\]
\[\leq 4\kappa C_{R}(\tau) \int_0^t \psi(s) K_{R}(s)(|p_n(s)| + |p_m(s)|).\]

and for all \(t \in [0, \tau_{(n,m)}(R) \wedge T]\), \(\psi(t) < 1\)
\[| - p_n(t) + p_m(t)|^2 \leq 2R(|p_n(t)| + |p_m(t)|) \quad \text{a.s..}\]

Then we have for \(t \in [0, \tau_{(n,m)}(R) \wedge T]\),
\[|A_{m,n}(t)|^2 \psi(t) \leq (4\kappa C_{R}(\tau) + 8R + 4)(\lambda_n(t) + \lambda_m(t)).\]

Hence for any \(\mathcal{F}_t\)-stopping time \(\bar{\tau} \leq \tau_{(n,m)}(R)\) and \(\mathcal{F}_t\)-stopping times \(\sigma_l \uparrow \infty\) as \(l \to \infty\), \(M^{R}_{n,m}(t \wedge \sigma_l)\) is martingale for all \(l \in \mathbb{N}\). Therefore, we have
\[\mathbb{E}(|A_{m,n}(\bar{\tau} \wedge \sigma_l)|^2 \psi(\bar{\tau} \wedge \sigma_l)) \leq (4\kappa C_{R}(\tau) + 8R + 4)\mathbb{E}(\lambda_n(T \wedge \tau_n(R)) + \lambda_m(T \wedge \tau_m(R))).\]

Then the Fatou Lemma yields
\[\mathbb{E}|A_{m,n}(\bar{\tau})|^2 \psi(\bar{\tau}) \leq \liminf_{l \to \infty} \mathbb{E}(|A_{m,n}(\bar{\tau} \wedge \sigma_l)|^2 \psi(\bar{\tau} \wedge \sigma_l))\]
\[\leq (4\kappa C_{R}(\tau) + 8R + 4)\mathbb{E}(\lambda_n(T \wedge \tau_n(R)) + \lambda_m(T \wedge \tau_m(R))).\]

Then using Lemma 2.1, we obtain that for every \(\epsilon \in (0, \infty)\)
\[\mathbb{P}(\sup_{t \in [0, \tau_{(n,m)}(R) \wedge T]} (|A_{m,n}(t)|^2 \psi(t)) > \epsilon) = \frac{1}{\epsilon}[(4\kappa C_{R}(\tau) + 8R + 4)\mathbb{E}(\lambda_n(T \wedge \tau_n(R)) + \lambda_m(T \wedge \tau_m(R))). (2.21)\]

Since \([0, T] \ni t \mapsto \psi(t)\) is strictly positive, which is independent of \(n, m \in \mathbb{N}\) and continuous, (2.21) implies that
\[\sup_{t \in [0, \tau_{(n,m)}(R) \wedge T]} |A_{m,n}(t)| \underset{\mathbb{P}}{\to} 0 \quad n, m \to \infty.\]

Recall that \(X_n(t) \equiv X_{m}(t)\) for \(t \in [-\tau, 0]\), based on the fact given by Lemma 2.3, we have
\[\sup_{t \in [0, \tau_{(n,m)}(R) \wedge T]} |X_n(t) - X_{m}(t)| \underset{\mathbb{P}}{\to} 0 \quad n, m \to \infty.\]

Step (iii) we shall show that for any given \(T \in [0, \infty)\),
\[\lim_{R \to \infty} \liminf_{n \to \infty} \mathbb{P}(\tau_n(R) \leq T) = 0.\]

By using Lemma 2.2 we have
\[|X_n(t)|^2 \leq (1 + \epsilon) \left( \frac{|D(X_n(t-\tau))|^2}{\epsilon} + |X_n(t) - D(X_n(t-\tau))|^2 \right). \quad (2.22)\]
Letting $\epsilon = \frac{\kappa}{1 - \kappa}$ and noting the assumption (C4), we derive
\[
|X_n(t) - D(X_n(t - \tau))|^2 \geq (\kappa^2 - \kappa)|X_n(t - \tau)|^2 + (1 - \kappa)|X_n(t)|^2. \tag{2.23}
\]
Let $\tilde{\kappa}$ be a negative constant and define
\[
\varphi(t) = \exp(\tilde{\kappa} \alpha_1(t) - |\xi(0)|), \quad t \in [0, \infty),
\]
where $\alpha_1(t) = \int_0^t K_1(s)ds$. An application of Itô’s formula implies
\[
|X_n(t) - D(X_n(t - \tau))|^2 \varphi(t) = |\xi(0) - D(\xi(-\tau))|^2 e^{-|\xi(0)|} + \int_0^t \varphi(s) \left[ \tilde{\kappa} K_1(s) |X_n(s) - D(X_n(s - \tau))|^2 
+ 2\langle X_n(s) - D(X_n(s - \tau)) \rangle + p_n(s) - p_n(s) - D(X_n(s - \tau) 
+ p_n(s - \tau)) + D(X_n(s - \tau) + p_n(s - \tau), b(X_n(s) + p_n(s), X_n(s - \tau) + p_n(s - \tau), s) 
+ \|\sigma(X_n(s) + p_n(s), X_n(s - \tau) + p_n(s - \tau), s)\|^2 \right] ds + M_n^R(t), \tag{2.24}
\]
where
\[
M_n^R(t) = \int_0^t 2\varphi(s) \langle X_n(s) - D(X_n(s - \tau)) \rangle, \sigma(X_n(s) + p_n(s), X_n(s - \tau) + p_n(s - \tau), s) dB(s),
\]
for $t \in [0, \infty)$ is a local $F_t$-martingale with $M_n^R(0) = 0$. Using assumption (C2) and hypothesis (H) for all $t \in [0, T \wedge \tau_n(R)]$, we compute
\[
|X_n(t) - D(X_n(t - \tau))|^2 \varphi(t) 
= |\xi(0) - D(\xi(-\tau))|^2 e^{-|\xi(0)|} + \int_0^t \varphi(s) \left[ \tilde{\kappa} K_1(s) |X_n(s) - D(X_n(s - \tau))|^2 
+ 2\langle X_n(s) + p_n(s) - D(X_n(s - \tau) + p_n(s - \tau), b(X_n(s) + p_n(s), X_n(s - \tau) + p_n(s - \tau), s) 
+ 2\langle -D(X_n(s - \tau) - p_n(s) + D(X_n(s - \tau) + p_n(s - \tau), b(X_n(s) + p_n(s), X_n(s - \tau) + p_n(s - \tau), s) 
+ \|\sigma(X_n(s) + p_n(s), X_n(s - \tau) + p_n(s - \tau), s)\|^2 \right] ds + M_n^R(t) 
\leq |\xi(0) - D(\xi(-\tau))|^2 e^{-|\xi(0)|} + \int_0^t \varphi(s) \left[ \tilde{\kappa} K_1(s) |X_n(s) - D(X_n(s - \tau))|^2 
2\langle -p_n(s) + D(X_n(s - \tau) + p_n(s - \tau)) - D(X_n(s - \tau), b(X_n(s) + p_n(s), X_n(s - \tau) + p_n(s - \tau), s) 
+ K_1(s)(1 + |X_n(s) + p_n(s)|^2) + \tilde{K}_1(s - \tau)(1 + |X_n(s - \tau) + p_n(s - \tau)|^2) \right] ds + M_n^R(t). \tag{2.25}
\]
Using (2.23), we can write that for \( t \in [0, \tau_n(t) \wedge T] \)
\[
|X_n(t) - D(X_n(t - \tau))|^2 \varphi(t) \\
\leq |\xi(0) - D(\xi(-\tau))|^2 e^{-|\xi(0)|} + \int_0^t \varphi(s) \left[ \bar{K}_1(s)((\kappa^2 - \kappa)|X_n(s - \tau)|^2 + (1 - \kappa)|X_n(s)|^2 \right. \\
+ 2K_R(s) - p_n(s) + D(X_n(s - \tau) + p_n(s - \tau)) - D(X_n(s - \tau)) \\
+ K_1(s)(1 + |X_n(s) + p_n(s)|^2) + \bar{K}_1(s - \tau)(1 + |X_n(s - \tau) + p_n(s - \tau)|^2) \right] ds + M_n^R(t). \\
(2.26)
\]

Recalling that \( \varphi(t) \) is non-increasing for all \( t \in [0, \infty) \), we can write that
\[
\int_0^t \varphi(s)\bar{K}_1(s)(\kappa^2 - \kappa)|X_n(s - \tau)|^2 ds \\
\leq C_1(\tau) \int_0^t \varphi(s-\tau)\bar{K}_1(s-\tau)(\kappa^2 - \kappa)|X_n(s - \tau)|^2 ds \\
\leq C_1(\tau) \int_0^t \varphi(s)\bar{K}_1(s)(\kappa^2 - \kappa)|X_n(s)|^2 ds + C_1(\tau) \int_{-\tau}^0 \varphi(\theta)\bar{K}_1(\theta)(\kappa^2 - \kappa)|\xi(\theta)|^2 d\theta, \\
\int_0^t \varphi(s)\bar{K}_1(s)(1 + |X_n(s - \tau) + p_n(s - \tau)|^2) ds \\
\leq \int_0^t \varphi(s)\bar{K}_1(s)(1 + |X_n(s) + p_n(s)|^2) ds + \int_{-\tau}^0 \varphi(\theta)\bar{K}_1(\theta)(1 + |\xi(\theta)|^2) d\theta. \\
\int_0^t 2\kappa \varphi(s)K_R(s)|p_n(s - \tau)| ds \leq C_R(\tau) \int_0^t 2\kappa \varphi(s)K_R(s)|p_n(s)| ds.
\]

Therefore, we can rewrite (2.26) as for \( t \in [0, \tau_n(t) \wedge T] \)
\[
|X_n(t) - D(X_n(t - \tau))|^2 \varphi(t) \\
\leq |\xi(0) - D(\xi(-\tau))|^2 e^{-|\xi(0)|} + \int_0^t \varphi(s) \left[ \bar{K}_1(s)(\kappa((1 - \kappa) + C_1(\tau)(\kappa^2 - \kappa)) + 2)|X_n(t)|^2 \\
+ 2K_R(s)(|p_n(s)| + \kappa C_R(\tau)|p_n(s)|) + K_1(s)(1 + 2|p_n(s)|^2) \right] ds \\
+ C_1(\tau) \int_{-\tau}^0 \varphi(\theta)\bar{K}_1(\theta)(\kappa^2 - \kappa)|\xi(\theta)|^2 d\theta + \int_0^t \varphi(s)\bar{K}_1(s)(1 + 2|X_n(s)|^2 + 2|p_n(s)|^2) ds \\
+ \int_{-\tau}^0 \varphi(\theta)\bar{K}_1(\theta)(1 + |\xi(\theta)|^2) d\theta + M_n^R(t). \\
(2.27)
\]

Again, since \( T \) is fixed, then for any \( t \in [0, T] \), noting that \( K_1(t) \geq \bar{K}_1(t) \), then by choosing \( \bar{\kappa} = \frac{4}{(1 - \kappa) + C_1(\tau)(\kappa^2 - \kappa)} \), we have for \( t \in [0, \tau_n(t) \wedge T] \)
\[
|X_n(t) - D(X_n(t - \tau))|^2 \varphi(t) \leq |\xi(0) - D(\xi(-\tau))|^2 e^{-|\xi(0)|} + \int_0^t \varphi(s) \left[ 2K_R(s)(1 + \kappa C_R(\tau))|p_n(s)| \\
+ K_1(s)(1 + 2|p_n(s)|^2) \right] ds + C_1(\tau) \int_{-\tau}^0 \varphi(\theta)\bar{K}_1(\theta)(\kappa^2 - \kappa)|\xi(\theta)|^2 d\theta \\
+ \int_0^t \varphi(s)\bar{K}_1(s)(1 + 2|p_n(s)|^2) ds + \int_{-\tau}^0 \varphi(\theta)\bar{K}_1(\theta)(1 + |\xi(\theta)|^2) d\theta + M_n^R(t). \\
(2.28)
\]
Then for $t \in [0, T]$, without losing generality, we may replace $K_R(t)$ by the max\{\(K_R(t), K_1(t), \bar{K}_1(t)\)\}, then we can deduce that for every $\mathcal{F}_t$—stopping time $\tilde{\tau} \leq T \wedge \tau_n(R)$,

$$
\mathbb{E}[X_n(\tilde{\tau}) - D(X_n(\tilde{\tau} - \tau))]^2 \phi(\tau) \leq \mathbb{E}[\xi(0) - D(\xi(-\tau))]^2 e^{-|\xi(0)|}
$$

$+$ (2\(C_R(\tau)\kappa + 2 + 4R)\mathbb{E}\left(\lambda_R^{R}(T \wedge \tau_n(R))\right) + \int_0^t 2\phi(s)K_R(s)ds.
$$

$+$ $\mathbb{E} \int_{-\tau}^0 \phi(\theta)K_R(\theta)(1 + |\xi(\theta)|^2)d\theta + C(\tau)\mathbb{E} \int_{-\tau}^0 \phi(\theta)K_R(\theta)(\kappa^2 - \kappa)\tilde{\kappa}|\xi(\theta)|^2d\theta.
$$

Therefore, by using Lemma 2.1 and 2.12, we obtain that $\forall c \in (0, \infty)$,

$$
\lim_{c \to \infty} \sup_{R \in [0, \infty)} \lim_{n \to \infty} \mathbb{P}\left( \sup_{t \in [0, T \wedge \tau_n(R)]} |X_n(t) - D(X_n(t - \tau))] \geq c \right) = 0.
$$

Since $[0, T \wedge \tau_n(R)] \ni t \mapsto \varphi(t)$ is strictly positive and it is independent of $n \in \mathbb{N}$ and continuous, also we recall that $r(R) \to \infty$ as $R \to \infty$, we conclude that

$$
\lim_{R \to \infty} \lim_{n \to \infty} \mathbb{P}\left( \sup_{t \in [0, T \wedge \tau_n(R)]} |X_n(t) - D(X_n(t - \tau))] \geq r(R), \tau_n(R) \leq T \right)
$$

$$
\leq \lim_{R \to \infty} \sup_{R \in [0, \infty)} \lim_{n \to \infty} \mathbb{P}\left( \sup_{t \in [0, T \wedge \tau_n(R)]} (|X_n(t) - D(X_n(t - \tau))]^2) \geq r(R) \right) = 0.
$$

Therefore, by assumption (iii) we have shown that

$$
\lim_{R \to \infty} \lim_{n \to \infty} \mathbb{P}(\tau_n(R) \leq T) = 0. \quad (2.29)
$$

Hence, we complete the proof of the localization lemma. \(\square\)

3 Proof of Existence and Uniqueness theorem

Having the localization lemma in hand, we can now prove Theorem 1.2.

**Proof of Theorem 1.2** Let $T > 0$ be fixed such that $T/\tau$ is a rational number. Let the step size $\Delta \in (0, 1)$ be fraction of $\tau$ and $T$, i.e. there exist positive integer $M, N$ such that $\Delta = T/M = \tau/N$. The discrete-time Euler scheme is defined as follows:

$$
\left\{
\begin{array}{l}
X^{\Delta}(t) = \xi(t), -\tau \leq t \leq 0, \\
X^{\Delta}((l + 1)\Delta) = D(X^{\Delta}((l + 1)\Delta - \tau)) + X^{\Delta}(l\Delta) - D(X^{\Delta}(l\Delta - \tau)) \\
+ b(X^{\Delta}(l\Delta), X^{\Delta}(l\Delta - \tau), l\Delta) + \sigma(X^{\Delta}(l\Delta), X^{\Delta}(l\Delta - \tau), l\Delta)\Delta B_l, 0 \leq l \leq M,
\end{array}
\right.
$$

(3.1)

where $\Delta B_l = B((l + 1)\Delta) - B(l\Delta)$. For $a > 0$, let $[a]$ be the integer part of $a$. Define $\kappa(\Delta, t) = \left[\frac{t}{\Delta}\right] \Delta$. Then we can define the continuous-time approximation of equation (3.1) as follows:

$$
X^{\Delta}(t) = D(X^{\Delta}(t - \tau)) + \xi(0) - D(\xi(-\tau)) \\
+ \int_0^t b(X^{\Delta}(\kappa(\Delta, s)), X^{\Delta}(\kappa(\Delta, s) - \tau), s)ds \\
+ \int_0^t \sigma(X^{\Delta}(\kappa(\Delta, s)), X^{\Delta}(\kappa(\Delta, s) - \tau), s)dB(s).
$$

(3.2)
Then for any $t \in [-\tau, 0)$, define $p^\Delta(t) = 0$ and for $t \in [0, T]$, define

$$p^\Delta(t) = X^\Delta(\kappa(\Delta, t)) - X^\Delta(t).$$

As a result, (3.2) is equivalent to

$$X^\Delta(t) = D(X^\Delta(t - \tau)) + \xi(0) - D(\xi(-\tau))$$

$$+ \int_0^t b(X^\Delta(s) + p^\Delta(s), X^\Delta(s - \tau) + p^\Delta(s - \tau, s))ds$$

$$+ \int_0^t \sigma(X^\Delta(s) + p^\Delta(s), X^\Delta(s - \tau) + p^\Delta(s - \tau, s))dB(s).$$

Note that

$$p^\Delta(t) = X^\Delta(\kappa(\Delta, t)) - X^\Delta(t)$$

$$= D(X^\Delta(\kappa(\Delta, t) - \tau) - D(X^\Delta(t - \tau))$$

$$- \int_{\kappa(\Delta,t)}^t b(X^\Delta(\kappa(\Delta, s)), X^\Delta(\kappa(\Delta, s) - \tau), s)ds$$

$$- \int_{\kappa(\Delta,t)}^t \sigma(X^\Delta(\kappa(\Delta, s)), X^\Delta(\kappa(\Delta, s) - \tau), s)dB(s).$$

Fix $R \in [0, \infty)$, and define that

$$\tau^\Delta(R) := \inf\{t \geq 0||X^\Delta(t)| > \frac{R}{3}\}.$$

Then clearly, for $\forall t \in [0, \tau^\Delta(R)]$

$$|X^\Delta(t)| \leq \frac{R}{3} \text{ and } |p^\Delta(t)| \leq \frac{2R}{3}.$$  

As a result of that, assumption (i) in the localization lemma holds. We may assume that $||\xi||_{(-\tau,0)} \leq R/3$, and set $r(R)$ as the following function,

$$r(R) := (1 - \kappa)\frac{R}{3}.$$  

Since

$$\sup_{t \in [0, \tau(\Delta)]} |X^\Delta(t) - D(X^\Delta(t - \tau))| \geq \sup_{t \in [0, \tau(\Delta)]} |X^\Delta(t)| - \kappa \sup_{t \in [0, \tau(\Delta)]} |X^\Delta(t - \tau)| \geq r(R),$$

the assumption (iii) in the localization lemma is empty for all $\Delta \in (0, 1)$ and $R \in [0, \infty)$, this means the assumption (iii) is also fulfilled.

In order to show the assumption (ii) in the localization lemma holds, we compute

$$\mathbb{E} \int_0^{T \wedge \tau^\Delta(R)} |p^\Delta(s)|ds = \mathbb{E} \int_0^{T \wedge \tau^\Delta(R)} |X^\Delta(\kappa(\Delta, s)) - X^\Delta(s)|ds$$

$$\leq \mathbb{E} \int_0^{T \wedge \tau^\Delta(R)} \left|D(X^\Delta(\kappa(\Delta, s)) - \tau) - D(X^\Delta(s) - \tau)\right|ds$$

$$+ \mathbb{E} \int_0^{T \wedge \tau^\Delta(R)} \left|\int_{\kappa(\Delta,s)}^s b(X^\Delta(\kappa(\Delta, r)), X^\Delta(\kappa(\Delta, r) - \tau), r)dr\right|ds$$

$$+ \mathbb{E} \int_0^{T \wedge \tau^\Delta(R)} \left|\int_{\kappa(\Delta,s)}^s \sigma(X^\Delta(\kappa(\Delta, r)), X^\Delta(\kappa(\Delta, r) - \tau), r)dB(r)\right|ds.$$  
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By using (C4), and the Burkholder-Davis-Gundy inequality, we can write that

\[ E \int_0^{T \wedge \tau} |p^\Delta(s)| ds \]
\[ \leq \frac{1}{1 - \kappa} \int_0^{T \wedge \tau} \int_{s \wedge \kappa} b(X^\Delta(\kappa), X^\Delta(\kappa, r) - \tau, r) dr ds \]
\[ + \frac{1}{1 - \kappa} \int_0^{T \wedge \tau} 4\sqrt{2} \mathbb{E}\left( \int_s^{s+1} H \left( \sigma(X^\Delta(\kappa)), X^\Delta(\kappa, r) - \tau, r \right) dr \right)^{1/2} ds. \]  

(3.5)

Recalling the standing hypothesis (H), and then letting \( \Delta \to 0 \), we obtain that for all \( T \in [0, \infty) \)

\[ E \int_0^{T \wedge \tau} |p^\Delta(s)| ds \to 0. \]

Therefore, the assumption \( (ii) \) in the localization lemma holds. Therefore for any \( t \in [0, T] \) the localization lemma yields

\[ \sup_{0 \leq t \leq T} |X^{\Delta_1}(t) - X^{\Delta_2}(t)| \to 0 \text{ in probability as } \Delta_1, \Delta_2 \to 0. \]

By Lemma 2.4 we then have

\[ \sup_{t \in [0, T]} |X^\Delta(t) - X(t)| \overset{p}{\to} 0 \text{ as } \Delta \to 0. \]  

(3.6)

To proceed, we need to fix \( T \in [0, \infty) \). By (3.6) and the continuity of the path, we only need to show that the right hand side of (3.2) converges almost surely to

\[ D(X(t-\tau) + X(0) - D(\xi(-\tau)) + \int_0^t b(X(s), X(s-\tau), s) ds + \int_0^t \sigma(X(s), X(s-\tau), s) dB(s). \]

Since the uniform convergence is given in the equation \( (3.6) \) on \( [0, T] \), we also have

\[ \sup_{t \in [0, T]} |X^\Delta(\kappa, \Delta, t) - X(t)| \overset{p}{\to} 0 \text{ as } \Delta \to 0. \]

Let \( Y^\Delta(t) = X^\Delta(\kappa, \Delta, t) \) and there exists a subsequence \( (\Delta_m)_{m \in \mathbb{N}} \) such that

\[ \sup_{t \in [0, T]} |Y^{\Delta_m}(t) - X(t)| \to 0 \quad a.s. \text{ when } m \to \infty. \]

Moreover for \( \bar{Y}(t) := \sup_{m \in \mathbb{N}} |Y^{\Delta_m}(t)| \), we have \( \sup_{t \in [0, T]} \bar{Y}(t) < \infty \quad a.s. \). For the neutral term, it is easy to verify

\[ |D(X(t-\tau)) - D(Y^{\Delta_m}(\kappa, \Delta_m, t) - \tau))| \leq k|X(t-\tau) - Y^{\Delta_m}(\kappa, \Delta_m, t) - \tau)| \to 0 \quad a.s., \]  

(3.7)

as \( m \to \infty \). Define the \( (\mathcal{F}_t) \)-stopping time

\[ \rho(R) := \inf\{t \in [0, T] : \bar{Y}(t) > R\} \land T \]

By (2.4) and Lebesgue’s dominated convergence theorem, on \( \{ t \leq \rho_N(R) \} \) we derive

\[ \int_0^t b(Y^{\Delta_m}(\kappa, \Delta_m, s), Y^{\Delta_m}(\kappa, \Delta_m, s) - \tau, s) ds \to \int_0^t b(X(s), X(s-\tau), s) ds \quad a.s. \]  

(3.8)
and
\[ \lim_{m \to \infty} \int_0^t \mathbb{E} \left( \| \sigma(Y^{\Delta_m}(\kappa(\Delta_m, s)), Y^{\Delta_m}(\kappa(\Delta_m, s) - \tau), s) - \sigma(X(s), X(s - \tau), s) \|^2 ds \right) = 0. \] (3.9)

This implies
\[ \int_0^t \sigma(Y^{\Delta_m}(Y^{\Delta_m}(\kappa(\Delta_m, s)), Y^{\Delta_m}(\kappa(\Delta_m, s) - \tau), s)) dB(s) \to \int_0^t \sigma(X(s), X(s - \tau)) dB(s) \quad \text{a.s.} \] (3.10)

Due to the hypothesis (H) for every \( \omega \in \Omega \) there exists \( N(\omega) \in [0, \infty) \) such that \( \rho_N(R) = \rho(R) \) for all \( N \geq N(\omega) \), so that
\[ \bigcup_{N \in \mathbb{N}} \{ t \leq \rho_N(R) \} = \{ t \leq \rho(R) \}. \]

This implies (3.10) holds on \( \{ t \leq \rho(R) \} \). However due to \( \sup_{t \in [0, T]} \bar{Y}(t) < \infty \) a.s. for \( \omega \in \Omega \), there exists \( \bar{R}(\omega) \in [0, \infty) \) such that \( \rho(\bar{R}) = T \) for all \( \bar{R} \geq \bar{R}(\omega) \). Hence, we have shown that all (3.7), (3.8) and (3.10) hold almost surely. This completes the proof of existence.

For the uniqueness part, we suppose that \( X(t) \) and \( \bar{X}(t) \) are two solutions to (1.4) with the same initial data (1.6). It is easy to see that the Euler numerical solution will converge to \( X(t) \) and \( \bar{X}(t) \), we must have
\[ \mathbb{P} \{ \omega : X(t, \theta) = \bar{X}(t, \theta), 0 \leq t \leq T \} = 1. \]

Therefore, we have complete the proof of uniqueness.

In order to estimate the \( p \)-th moment, let \( \hat{\kappa} \) be a negative number, we define
\[ \rho(t) := \exp(\hat{\kappa} \alpha_1(t)) \]

By the Itô formula and the assumption (C2), for all \( t \in [0, T] \),
\[ |X(t) - D(X(t - \tau))|^2 \rho(t) \]
\[ = |\xi(0) - D(\xi(-\tau))|^2 + \int_0^t \rho(s) \left[ 2\langle X(s) - D(X(s - \tau)), b(X(s), X(s - \tau), s) \rangle + ||\sigma(X(s), X(s - \tau), s)||^2 + \hat{\kappa} K_1(s)||X(s) - D(X(s - \tau))||^2 + M(t) \right] ds + M(t) \]
\[ \leq |\xi(0) - D(\xi(-\tau))|^2 + \int_0^t \rho(s) K_1(s) [\hat{\kappa}||X(s) - D(X(s - \tau))||^2 + K_1(s)(1 + |X(s)|^2) + \bar{K}_1(s)(1 + |X(s - \tau)|^2)] ds + M(t), \] (3.11)

where
\[ M(t) = \int_0^t \rho(s) 2\langle X(s) - D(X(s - \tau)), \sigma(X(s), X(s - \tau), s) \rangle dB(s), \]

for all \( t \in [0, T] \), which is a continuous local martingale with \( M(0) = 0 \). Noting that
\[ |X(s) - D(X(s - \tau))| \geq (1 - \kappa)||X(s)||^2 + \kappa(\kappa - 1)||X(s - \tau)||^2, \]
and \( \rho(s) \) is a non-increasing function, we have
\[
|X(t) - D(X(t - \tau))|^2 \rho(t) \\
\leq |\xi(0) - D(\xi(-\tau))|^2 + \int_0^t \rho(s) [K_1(s) \hat{\kappa}((1 - \kappa)|X(s)|^2 + \kappa(\kappa - 1)|X(s - \tau)|^2) \\
+ K_1(s)(1 + |X(s)|^2) + \tilde{K}_1(s - \tau)(1 + |X(s - \tau)|^2)] ds + M(t) \\
\leq |\xi(0) - D(\xi(-\tau))|^2 + \int_0^t \rho(s) [K_1(s) \hat{\kappa}((1 - \kappa) + C_1(\tau)(\kappa^2 - \kappa)) + 1)|X(s)|^2] ds \\
+ \int_0^t \rho(s) \tilde{K}_1(s)|X(s)|^2 ds + C_1(\tau) \int_{-\tau}^0 \rho(\theta) K_1(\theta) \hat{\kappa}((\kappa^2 - \kappa)) |\xi(\theta)|^2 d\theta \\
+ \int_{-\tau}^t \rho(\theta) \tilde{K}_1(\theta)(1 + |\xi(\theta)|^2)d\theta + \int_0^t \rho(s)(K_1(s) + \tilde{K}_1(s)) ds + M(t). \\
\tag{3.12}
\]
Noting that \( K_1(t) \geq \tilde{K}_1(t) \), then by choosing \( \hat{\kappa} = -\frac{2}{(1 - \kappa) + K_1(\tau)(\kappa^2 - \kappa)} \), we can derive
\[
\mathbb{E}|X(t) - D(X(t - \tau))|^2 \rho(t) \leq \mathbb{E}|\xi(0) - D(\xi(-\tau))|^2 \\
+ \mathbb{E} \int_{-\tau}^0 \rho(\theta) K_1(\theta) \hat{\kappa}(\kappa^2 - \kappa)) |\xi(\theta)|^2 d\theta \\
+ \mathbb{E} \int_{-\tau}^0 \rho(\theta) K_1(\theta)(1 + |\xi(\theta)|^2)d\theta + \int_0^t 2\rho(s) K_1(s) ds. \\
\tag{3.13}
\]
An application of Lemma 2.2 yields that
\[
|X(t)|^2 = |X(t) - D(X(t - \tau)) + D(X(t - \tau))|^2 \\
\leq (1 + \varepsilon)(|D(X(t - \tau))|^2 + \frac{|X(t) - D(X(t - \tau))|^2}{\varepsilon}) \\
\leq (1 + \varepsilon)\kappa^2|X(t - \tau)|^2 + \frac{1 + \varepsilon}{\varepsilon}|X(t) - D(X(t - \tau))|^2,
\]
where assumption (C4) is applied. For any \( \kappa \in (0, 1) \), let \( \varepsilon < \frac{1 - \kappa^2}{\kappa^2} \), then take the expectation of both sides, finally take the supremum of both sides, we have
\[
\sup_{0 \leq t \leq T} \mathbb{E}|X(t)|^2 \rho(t) \leq C\mathbb{E}|\xi|^2_{(-\tau, 0)} + C \sup_{0 \leq t \leq T} \mathbb{E}|X(t) - D(X(t - \tau))|^2 \rho(t). \tag{3.14}
\]
Since \( \rho(t) \) is a positive function, and it is bounded for any \( t \in [0, T] \), the required boundedness result follows by combining (3.13) and (3.14). \( \square \)

4 Example

In this section, we shall apply the Theorem 12 to the following nonlinear equation.

Example 4.1 Consider an one-dimensional NSDDE, for any \( k \in (-1, 1), t \in [0, T], \)
\[
d[X(t) - kX(t - \tau)] = e^{zt}[1 + X(t) - kX(t - \tau) - X^3(t) - k^2 X(t)X^2(t - \tau) \\
+ kX^2(t)X(t - \tau) + k^3 X^3(t - \tau)] ds + e^{zt}(1 + X(t) - kX(t - \tau)) dB(t), \\
\tag{4.1}
\]
with the initial data \( \{\xi(t) : -\tau \leq t \leq 0 \} \in C([-\tau, 0]; \mathbb{R}) \), where \( B(t) \) is an one-dimensional Brownian motion and \( c_1, c_2 \) are two non-positive numbers with \( c_1 \leq c_2 \).

It is not difficult to verify that (C1), (C4) and (H) hold. Now, we shall verify that (C2) and (C3) hold respectively. We now compute

\[
e^{ct}(x - ky, 1 + x - ky - x^3 - k^2xy^2 + kx^2y + k^3y^3) + e^{ct}(1 + |x - ky|)^2
\]

\[
e^{ct}[x - ky + (x - ky)^2 - (x - ky)^2(x^2 + k^2y^2)] + 2e^{ct}|x - ky|^2 + 2e^{ct}
\]

\[
\leq 4(e^{ct} + e^{\alpha(t)}) (1 + |x|^2) + 4k^2(e^{ct} + e^{\alpha(t)})(1 + |y|^2)
\]

\[
\leq 4(e^{ct} + e^{\alpha(t)})(1 + |x|^2) + 4k^2(e^{\alpha(t - \tau)} + e^{\alpha(t - \tau)})(1 + |y|^2).
\]

Since \( |k| < 1 \), we have \( 4k^2(e^{ct} + e^{\alpha(t)}) < 4(e^{ct} + e^{\alpha(t)})(1 + |x|^2) \). This means (C2) holds. Moreover for all \( |x|, \|y\|, \|\bar{x}\|, \|\bar{y}\| \leq R \),

\[
e^{ct}(x - ky - \bar{x} + k\bar{y}, x - ky - x^3 - k^2xy^2 + kx^2y + k^3y^3)
\]

\[
- \bar{x} + k\bar{y} + \bar{x}^2 + k^2\bar{x}^2y - k\bar{x}^2\bar{y} - k^3\bar{y}^3 + e^{ct}|x - ky - \bar{x} + k\bar{y}|^2
\]

\[
\leq e^{ct}(x - \bar{x} - k(y - \bar{y}), (x - \bar{x}) - k(y - \bar{y}) - (x - \bar{x})(x^2 + x\bar{x} + \bar{x}^2)
\]

\[
- k^2(x^2 - x\bar{x} - \bar{x}^2 + x\bar{y}^2) + k(x^2 - x\bar{x} - \bar{x}^2 + x\bar{y}^2)
\]

\[
+ k^3(y - \bar{y})(y + \bar{y}) + e^{2ct}(x - ky - \bar{x} + k\bar{y})^2
\]

\[
\leq (1 + \bar{y}^2 + (x + \bar{x})\bar{y} + P(x, y, \bar{x}, \bar{y})e^{ct}|x - \bar{x}|^2
\]

\[
+ (k^2 + k^3x(y + \bar{y}) + P(x, y, \bar{x}, \bar{y})e^{ct}|y - \bar{y}|^2
\]

\[
+ 2e^{2ct}(|x - \bar{x}|^2 + k^2|y - \bar{y}|^2),
\]

where

\[
P(x, y, \bar{x}, \bar{y}) = \left( |2k| + |k^2x(y + \bar{y})| + |kx|^2 + |k^3(y^2 + y\bar{y} + \bar{y}^2)|
\]

\[
+ |k(x^2 + x\bar{x} + \bar{x}^2)| + |k^3\bar{y}y^2| + |k^2(x + \bar{x})\bar{y}| \right)^{1/2}.
\]

Noting that \( |x| \geq |x|, \|y\|, \|\bar{x}\|, \|\bar{y}\| \leq R \), we obtain

\[
e^{ct}(x - ky - \bar{x} + k\bar{y}, x - ky - x^3 - k^2xy^2 + kx^2y + k^3y^3)
\]

\[
\leq (1 + R^2 + (R + R)R + P(R, R, R, R))|x - \bar{x}|^2
\]

\[
+ (k^2 + k^3R(R + R) + P(R, R, R, R))|y - \bar{y}|^2 + 2(|x - \bar{x}|^2 + k^2|y - \bar{y}|^2)
\]

\[
=: C(R)|x - \bar{x}|^2 + \tilde{C}(R)|y - \bar{y}|^2,
\]

we can see \( C(R) \geq \tilde{C}(R) \). This means (C3) holds.

Hence, by the Theorem \[1.2\] the equation \[4.3\] has a unique solution.
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