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Abstract

Object detection with Transformers (DETR) has achieved a competitive performance over traditional detectors, such as Faster R-CNN. However, the potential of DETR remains largely unexplored for the more challenging task of arbitrary-oriented object detection problem. We provide the first attempt and implement Oriented Object Detection with Transformer (O\textsuperscript{2}DETR) based on an end-to-end network. The contributions of O\textsuperscript{2}DETR include: 1) we provide a new insight into oriented object detection, by applying Transformer to directly and efficiently localize objects without a tedious process of rotated anchors as in conventional detectors; 2) we design a simple but highly efficient encoder for Transformer by replacing the attention mechanism with depthwise separable convolution, which can significantly reduce the memory and computational cost of using multi-scale features in the original Transformer; 3) our O\textsuperscript{2}DETR can be another new benchmark in the field of oriented object detection, which achieves up to 3.85 mAP improvement over Faster R-CNN and RetinaNet. We simply fine-tune the head mounted on O\textsuperscript{2}DETR in a cascaded architecture and achieve a competitive performance over SOTA in the DOTA dataset.

1 Introduction

Arbitrary-oriented targets are widely distributed in application scenarios like scene text detection and remote sensing object detection (Xia et al., 2018). Detecting oriented targets with anchors without rotation is difficult as targets are always tiny, oblique and densely packed. Based on that, many rotated detectors like R\textsuperscript{3}Det (Yang et al., 2019a), S\textsuperscript{2}ANet (Han et al., 2020), ReDet (Han et al., 2021) are proposed to detect objects based on traditional detectors like Faster R-CNN (Ren et al., 2016), RetinaNet (Lin et al., 2017b) by adding rotation of pre-set anchors while learning. However, the rotated-anchor regression and post-process like non-maximum suppression are based on a tedious and redundant process, which is an indirect and sub-optimal solution to the oriented object detection problem.

In this paper, based on Transformer (Vaswani et al., 2017) and DETR (Carion et al., 2020), we introduce an Oriented Object Detection with Transformer (O\textsuperscript{2}DETR) method, which is the first attempt to apply Transformer to the oriented object detection task. We provide a direct method for oriented object detection by matching angled boxes with oriented objects end-to-end as shown in Fig. 1. Specifically, we pre-set and improve the fixed-length object queries with angle dimension to interact with the encoded features, and extract angle-dimensional information via cross-attention mechanism. The set of angle-aware object queries match ground truths with bipartite matching during training.
Considering significant scale variances for different categories of oriented objects (large ones like ground-track-field and tiny ones like small-vehicle), multi-scale feature maps are necessary for object detection. However, global reasoning scheme of attention mechanism of the original Transformer encoder is highly and computationally complex for multi-scale features. Furthermore, we argue that global reasoning is actually not necessary, especially when oriented objects of the same category are always densely packed and the object query only interacts with visual features around the object rather than those of whole global image. Based on these observation, we are inspired to introduce local aggregation with depthwise separable convolutions which can perform much better than the original self-attention mechanism of Transformer. Replacing with convolutions shortens the Transformer training epochs and achieves a fast convergence compared with the conventional attention mechanism, because the information exchange only happens among adjacent pixels when extracting features.

Experiments on DOTA (Xia et al., 2018) dataset demonstrate our O²DETR outperforms both one-stage and two-stage rotated detectors without any refinement by 3.85% mAP. Based on that, we fine-tune the head mounted on O²DETR with a cascaded refinement module to boost performance of our detector further. With parameters of Transformer fixed, we use predictions of O²DETR as the region proposal and select features from feature maps generated by backbone to fine-tune a cascaded prediction head as shown in Fig. 2. We only fine-tune the head and achieve 79.66% mAP on DOTA test dataset with backbone ResNet-50, leading to a competitive performance compared with the state-of-the-art.

2 Related Works

Oriented Object Detection. Oriented object detection refers to building detectors using rotated bounding box representation. Arbitrary-oriented targets are widely distributed in remote sensing and text images. These targets are often crowded, distribute with large scale variations and appear at arbitrary orientations (Xia et al., 2018). Thus, existing methods built on detectors using horizontal bounding boxes suffer from containing several objects of interest in one anchor/RoI. Some methods are adopted to alleviate the problem. R-RPN (Ma et al., 2018) uses rotated region proposal networks to detect oriented targets by rotated proposals. In R²CNN (Jiang et al., 2017), a horizontal region of interest (RoI) is leveraged to predict both horizontal and rotated boxes. RoI Transformer (Ding et al., 2019) transforms the horizontal RoI in R²CNN into a rotated one (RRoI). SCRDet (Yang et al., 2019b) and RSDet (Zhou et al., 2020) focus on boundary problem caused by periodicity of angle and propose novel losses to fix it. In CSL (Yang and Yan, 2020), angle regression is converted into classifying accurate angle value in one period. R³Det (Yang et al., 2019a) samples features from center and corners of the corresponding anchor box and sum them up to re-encode the position information in order to solve misalignment of classification and localization. S²A-Net (Han et al., 2020) uses aligned convolution network to refine the rotated boxes and align features. Recently proposed ReDet (Han et al., 2021) incorporates rotation-equivariant network into extractor to extract rotation-equivariant features. To the best of our knowledge, all previous rotated detectors make predictions in a indirect way of rotating anchors or proposals rather than predicting with angle knowledge directly as our O²DETR.

Transformers. Transformers (Vaswani et al., 2017) include both self-attention and cross-attention mechanism and achieve success in not only machine translation Gao et al. (2020); Ott et al. (2018), but also model pretraining (Brown et al., 2020; Devlin et al., 2018; Radford et al., 2018, 2019), visual recognition (Dosovitskiy et al., 2020; Mao et al., 2021; Ramachandran et al., 2019) and multi-modality fusion (Gao et al., 2019a,b; Geng et al., 2020; Lu et al., 2019; Yu et al., 2019). Transformers perform information exchange between all sets of inputs using key-query value attention. The
complexity of information exchange hinders model scalability in many cases for limiting input sequences. Many methods have been proposed to solve the problem. Reformer (Kitaev et al., 2020) proposes a reversible FFN and clustering self-attention. Linformer (Wang et al., 2020) and FastTransformer (Katharopoulos et al., 2020) propose to remove the softmax in the transformer and perform matrix multiplication between query and value first to obtain a linear-complexity transformer. Adaptive Clustering Transformer (ACT) (Zheng et al., 2020) perform an approximated self-attention by clustering key and query feature. LongFormer (Beltagy et al., 2020) perform self-attention within a local window instead of the whole input sequence. In Deformable DETR (Zhu et al., 2020), attention mechanism works on limited sample points rather than all image pixels, thus reduces training epochs largely compared with DETR (Carion et al., 2020). In SMCA-DETR (Gao et al., 2021), a spatially-modulated Gaussian mechanism has been introduced to coupled attention map with the position of predicted bounding-box and achieve fast convergence speed compared with DETR. In our model, we utilize depthwise separable convolutions to replace self-attention mechanism used in encoder to speed up training and save memory.

**Depthwise Separable Convolution.** Depthwise separable convolutions were first studied by (Sifre and Mallat, 2013) from Google Brain. In 2016, it was demonstrated a great success on large-scale image classification in Xception (Chollet, 2017). Later, the depthwise separable convolutions proved to reduce the number of parameters of models (the MobileNets family of architectures (Howard et al., 2017)) considerably. A depthwise separable convolution consists in a depthwise convolution, i.e. a spatial convolution performed independently over each channel of an input, followed by a pointwise convolution, i.e. a $1 \times 1$ convolution projecting the channels output of the depthwise convolution onto a new channel space. Previous work on depth-wise research focus on the light-weight characteristic. Our research show that the strong contextual aggregation ability of depthwise convolution than strong models like attention and deformable attention.

**3 Method**

$O^2$DETR is the first Transformer baseline in the oriented object detection domain to our best knowledge. Different from detecting oriented objects by rotating pre-set anchors to match objects, $O^2$DETR predicts rotated boxes directly from a set of object queries. Our work can be concluded as two points:

- Utilize separable depthwise convolutions to replace attention mechanism for an efficient Transformer encoder.
• Take advantage of high recall rate achieved by our $O^2$DETR to fine-tune the baseline for a better performance.

In the rest of the section, we discuss the setup process in details to show the process of constructing the model step by step.

3.1 Depthwise Separable Convolution and Attention

The original attention mechanism is computationally complex when processing multi-scale feature maps due to the global reasoning scheme, which is designed to capture relationships among all feature points in a global image. Differently, the depthwise convolution is proposed to for light-weight characteristic research, which shows the strong contextual aggregation and visual expression ability. The depthwise separable convolution operation consists of a depthwise convolution, which is a spatial convolution performed independently over every channel of the input, followed by a pointwise convolution with $1 \times 1$ filters projecting the channels computed by former depthwise convolution into new channel space. The formulation of a convolution operation is given as:

$$Conv(W, y)_{(i,j)} = \sum_{k,l,c} W_{(k,l,c)} \cdot y(i+k,j+l,c), \quad (1)$$

where $K, L$ denote kernel size of convolution filter and the $y(i+k,j+l,c) \in \mathbb{R}^1$ denotes a spatial feature point on $c$th ($c \in C$, input feature dimensions) channel. Then the depthwise separable convolution ($DSConv$ for abbreviation) can be formulated as:

$$DepthwiseConv(W, y)_{(i,j)} = \sum_{k,l} W_{(k,l)} \odot y(i+k,j+l),$$

$$PointwiseConv(W, y)_{(i,j)} = \sum_{c} W_{c} \cdot y(i,j,c), \quad (2)$$

$$DSConv(W_p, W_d, y)_{(i,j)} = PointwiseConv_{(i,j)}(W_p, DepthwiseConv_{(i,j)}(W_d, y)),$$

where $\odot$ means the element-wise product and $y(i+k,j+l,c) \in \mathbb{R}^C$ denotes a feature point in all channels. $DepthwiseConv(W, y)_{(i,j)} \in \mathbb{R}^{(H,W)\times C}$ denotes feature space generated by depthwise convolution and $PointwiseConv(W, y)_{(i,j)}$ denotes spatial feature space after utilizing pointwise convolution on results of depthwise convolution.

From Eq. 2 we can see the core idea of depthwise separable convolution which divides the feature learning into two separate steps, one is the spatial feature learning and the other is channel interaction. Then essence of such mechanism is to flatten and weight features of each channel. By comparison, the attention mechanism of Transformer consists of information exchange between the set of query and key elements. Given a set of query elements and a set of key elements, the attention mechanism adaptively aggregate the key contents according to the attention weights based on the measurement of compatibility of query-key pairs. The visual features are captured according to the attention weights, resulting in visual feature points interacting with others in the global image space. Let $\Omega_q \in \mathbb{R}^{H \times W}$ and $\Omega_k \in \mathbb{R}^{H \times W}$ represent the set of query and key elements, when $q \in \Omega_q, k \in \Omega_k$ index a query element with representation feature $y_q \in \mathbb{R}^C$ and a key element with representation feature $y_k \in \mathbb{R}^C$.

The attention feature is calculated as follow:

$$Attn(y_q, y_{\Omega_k}) = \sum_{k \in \Omega_k} A_{(q,k)} \cdot W \odot y_k, \quad (3)$$

where $W \in \mathbb{R}^C$ is of learnable weights and attention weights $A_{qk}$ are normalized as $\sum_{k \in \Omega_k} A_{(q,k)} = 1$. In the visual Transformer filed, the representation features $y_q$ and $y_k$ are usually of the concatenation/summation of element contents and positional embedding for 2D positinal meaning. $y_q$ and $y_k$ are visual feature points in all channels with position embedding and apply dot multiplication, which is more similar to depthwise convolution rather than conventional convolution.

The depthwise separable convolution is more efficient than attention mainly in the sampling space of visual feature points. To every query feature $y_q$, $Attn(y_q, x)$ do visual information interaction
with all key features through attention weights $A_{(q,k)}$, while the $W_{k,l}$ of depthwise convolution works on every feature map point $y_{(i,j)}$ to interact with local feature points around. We hypothesize the local aggregation of depthwise convolution performs better on tiny and dense objects, avoiding long training schedules before convergence of global feature interaction. Meanwhile, the depthwise separable convolutions reduce the complexity of model compared with attention mechanism. Suppose the channels, width, height of a feature map as $C,W,H$, the complexity of attention mechanism is $O(HWC^2)$, while the complexity of depthwise separable convolution turns out to be $O(kC + C^2)$ ($k$ is the kernel size of filter and $k << HW$). It is safe to say replacing attention mechanism with depthwise separable convolution could save parameters and fasten training.

3.2 O$^2$DETR

Multi-scale Feature Presentation. Most oriented object detectors utilize multi-scale feature maps due to large variance of objects scales. Our proposed O$^2$DETR adopts multi-scale feature maps generated by backbone to enrich visual feature presentation. Given an input image, the encoder extracts the multi-scale visual features from the output feature maps \( \{x^l\}_{l=1}^{L-1} \) of stages $C_3$ through $C_5$ in ResNet (He et al., 2016), where $C_l$ is of resolution $2^l$ lower than the input image. The lowest resolution feature map $x^0$ is obtained via a $3 \times 3$ and stride 2 convolution on the final $C_5$ stage, and denoted as $C_0$. All the feature maps of different scales are of 256 channels. Transformer encoder encodes all locations of different scales in multi-scale feature maps by propagating and aggregating information between pixels of different scales. The large number of pixels demonstrates the feasibility of replacing attention mechanism with convolution in encoding tokens. Specifically, we sum features from the adjacent levels into each level to fuse the different scale features for information fluid to acquire more semantic information, which is formulated as

$$DSConv(W_p,W_d,x)^l = DSConv(W_p,W_d,x)^{l-1} + Dropout(DSConv(W_p,W_d,x)^{l-1})$$

(4)

Given the encoded multi-scale features $E_l (l \in L)$, multi-scale cross-attention is conducted between object query and feature maps. For each object query, a 2D normalized coordinate of the reference point $p$ is predicted from original object query embedding calculated by linear project layers. The object queries extract multi-scale features from the encoder memory as

$$MSAtt(z_q,p,\{E_l\}_{l=1}^{L}) = \sum_{l=1}^{L} \sum_{k \in \Omega_k} A_{(q,k,l)} \cdot W \cdot x_k^l,$$

(5)

where visual features are taken from multiple levels of feature maps and $x_k^l$ is feature point from $E_l$. $p$ is the reference point where decoder extracts image features from. We modify the representation of $p$ by adding an extra angle dimension to estimate original position and angle of original object query as $p_{(c,w,h,\alpha)}$ ($c$ is the center point, $w$, $h$, $\alpha$ are width, height and angle of estimation of object queries). The object queries then will be fed into detection head for detection task.

Detection Head. After conducting cross-attention between the object query and the encoded image features, we can obtain the updated features $D \in \mathbb{R}^{N \times C}$ ($N$ is the length of object queries). In the detection head, a 3-layer MLP and a linear layer are used to predict the bounding box and classification confidence. Different from original detection head in DETR (Carion et al., 2020), as for bounding boxes, we project the features $D$ into 5-dimensional boxes including center point $x_c,y_c$, width and height $w,h$ and the angle of bounding box $\alpha$. We denote the prediction as

$$Box_{(x_c,y_c,w,h,\alpha)} = \text{Sigmoid} (\text{MLP}(D)),$$

$$Score = \text{FC}(D).$$

(6)

3.3 Fine-tune O$^2$DETR

The O$^2$DETR can be a new baseline model replacing Faster R-CNN (Ren et al., 2016) and RetinaNet (Lin et al., 2017b) for the oriented object detection problem. As is known, many methods are introduced into the two baseline models to refine detectors and refresh the SOTA performance. The O$^2$DETR opens up great possibilities of exploiting advantages of end-to-end oriented object detectors, thanks to its simple architecture-construction process, multi-scale visual expression and...
fast convergence. Motivated by this, we provide an insight of improving performance of our new Transformer baseline by a simple yet effective fine-tuning strategy.

Inspired by the observation of high recall rate of O²DETR revealed in Table 3, we establish a fine-tune network by exploiting O²DETR as a region proposal generator. To save memory and computational cost, we freeze the parameters of O²DETR, just fine-tune an additional prediction head for final bounding boxes and confidence scores. We regard the inferred bounding boxes of O²DETR as region proposals, utilizing an Region of Interest Align (ROIA) network to project the proposals into feature maps obtained from backbone. The features aligned by ROIA would be fed into a prediction head for more accurate predictions of boxes and scores. The process can be formulated as

\[
F = \text{ROIA}(P, \{x^l\}_{l=1}^{L-1}),
\]

\[
\text{Box}^F_{(x, y, w, h, \alpha)} = \text{Sigmoid}(\text{MLP}(F)),
\]

\[
\text{Score}^F = \text{FC}(F),
\]

\[
\text{Box} = \text{Box}_{(x, y, w, h, \alpha)} + \text{Box}^F_{(x, y, w, h, \alpha)},
\]

where the \(F\) is the fine-tuned features and \(\text{Box}^F_{(x, y, w, h, \alpha)}, \text{Score}^F\) are predictions of fine-tuned features. We calculate the bounding boxes of fine-tuned features as the residual of original location estimation and add it into the original bounding boxes generated by O²DETR. No NMS is applied before feeding the region proposals to the ROIA. The fine-tune process is illustrated in Fig. 2.

4 Experiments

Dataset. We conduct experiments on DOTA (Xia et al., 2018), which is the benchmark dataset of oriented object detection. DOTA contains 2806 aerial images with the size ranges from 800 × 800 to 4000 × 4000 and 188282 instances with different scales, orientations and shapes of 15 common object categories, which includes: Plane (PL), Baseball diamond (BD), Bridge (BR), Ground track field (GTF), Small vehicle (SV), Large vehicle (LV), Ship (SH), Tennis court (TC), Basketball court (BC), Storage tank (ST), Soccer-ball field (SBF), Roundabout (RA), Harbor (HA), Swimming pool (SP), and Helicopter (HC). The fully annotated DOTA are divided into three parts: half of the images are randomly selected as training set, 1/6 as the validation set and 1/3 as the testing set. We crop original images into 1024 × 1024 patches with a stride of 824. We only adopt random horizontal flipping during training to avoid over-fitting and no other tricks are utilized if not specified.

Implementation Details. ImageNet (Deng et al., 2009) pre-trained ResNet-50 (He et al., 2016) is utilized as the backbone for ablations. In ablations, we denote models extracting features with ResNet-50 and ResNet-101 as O²DETR-R50 and O²DETR-R101, respectively. The fine-tuned model is denoted as F-O²DETR. Multi-scale feature maps are extracted without FPN (Lin et al., 2017a). We use downsampling ratio of 64, 32, 16, 8 to process feature maps by default. We set the length of object queries as 1000 as objects are always dense in DOTA image.

Performance trained for 50 epochs are reported and the learning rate drops to 1/10 of its original value at the 40th epoch. When training the O²DETR, the learning rate is set as \(10^{-4}\) for the Transformer encoder-decoder and \(10^{-5}\) for the pre-trained ResNet backbone. O²DETR is trained by minimizing the classification loss, bounding box L1 loss, and IoU loss with coefficients 2, 5, 2, respectively. In Transformer layers, post-normalization is adopted. We use random crop in training with the largest width or height set as 1024 for all ablations. During fine-tuning, we train the model for 1x (12 epochs) by default. All models are trained on NVIDIA Tesla 8 × V100 GPUs with 2 images per GPU.

4.1 Comparison with Faster R-CNN and RetinaNet

Rotated Faster R-CNN (Ren et al., 2016) and RetinaNet (Lin et al., 2017b) are the most popular two-stage and one-stage baseline used in oriented object detection domain. Despite the differences in training scheme of anchor-based detectors and Transformer ones, we attempt to compare our O²DETR baseline with them in a relative fair way. To align with O²DETR, we train the rotated Faster R-CNN and RetinaNet for 3x schedule. Results are report in Table 1. Data augmentation is not used in all baselines. To be comparable, our O²DETR uses 6 encoder layers and 6 decoder layers.
with around 41M parameters using multi-scale features and ResNet-50. To the best of our knowledge, no rotated Transformer baseline has been presented in oriented object detection problem. $O^2$DETR has better performance in mAP compared with anchor-based baseline detectors when the number of parameters is similar. In conclusion, our proposed $O^2$DETR could serve as a strong and competitive baseline for oriented object detection problem.

| Method        | backbone     | MS.downsample ratios | Epochs | params | mAP  |
|---------------|--------------|----------------------|--------|--------|------|
|               |              | 64 | 32 | 16 | 8  | 4  |
| Faster R-CNN  | ResNet-50    | ✓  | ✓  | ✓  | ✓  | 50  | 39M | 60.32 |
| (Ren et al., 2016) | ResNet-50    | ✓  | ✓  | ✓  | ✓  | 50  | 42M | 64.17 |
|               | ResNet-50    | ✓  | ✓  | ✓  | ✓  | 50  | 43M | 66.25 |
|               | ResNet-101   | ✓  | ✓  | ✓  | ✓  | 50  | 60M | 62.44 |
|               | ResNet-101   | ✓  | ✓  | ✓  | ✓  | 50  | 63M | 66.03 |
|               | ResNet-101   | ✓  | ✓  | ✓  | ✓  | 50  | 64M | 67.71 |
| RetinaNet     | ResNet-50    | ✓  | ✓  | ✓  | ✓  | 50  | 34M | 58.54 |
| (Lin et al., 2017b) | ResNet-50    | ✓  | ✓  | ✓  | ✓  | 50  | 37M | 62.78 |
|               | ResNet-50    | ✓  | ✓  | ✓  | ✓  | 50  | 38M | 65.77 |
|               | ResNet-101   | ✓  | ✓  | ✓  | ✓  | 50  | 55M | 60.47 |
|               | ResNet-101   | ✓  | ✓  | ✓  | ✓  | 50  | 58M | 64.11 |
|               | ResNet-101   | ✓  | ✓  | ✓  | ✓  | 50  | 59M | 66.53 |
| $O^2$DETR     | ResNet-50    | ✓  | ✓  | ✓  | ✓  | 50  | 38M | 62.22 |
|               | ResNet-50    | ✓  | ✓  | ✓  | ✓  | 50  | 41M | 66.10 |
|               | ResNet-101   | ✓  | ✓  | ✓  | ✓  | 50  | 42M | 68.65 |
|               | ResNet-101   | ✓  | ✓  | ✓  | ✓  | 50  | 59M | 64.32 |
|               | ResNet-101   | ✓  | ✓  | ✓  | ✓  | 50  | 62M | 67.66 |
|               | ResNet-101   | ✓  | ✓  | ✓  | ✓  | 50  | 63M | 70.02 |

Table 1: Comparisons with other baselines. (MS.downsample ratios mean downsampling ratio of multi-scale features)

### 4.2 Ablations

**Depthwise Separable Convolution.** We evaluate the influence of Depthwise Separable Convolution (DSConv for abbreviation) by comparing encoder of DSConv and encoder of self-attention mechanism (Table 2, $O^2$DETR-Attn represents using self-attention mechanism in encoder and $O^2$DETR-DSConv represents depthwise separable convolution). The implementation of $O^2$DETR-Attn and $O^2$DETR-DSConv keep the same except the components of encoder. The number of layers for both DSConv and attention encoder keeps the same as 6 and all models adopt multi-scale features with the downsampling ratio of 64, 32, 16, 8. The results could prove the hypothesis that despite attention mechanisms use global scene reasoning in the whole image, in dense, tiny objects, local scene reasoning around objects is enough and even better, where local aggregation is the advantage of depthwise separable convolution.

| Method          | backbone | Epochs | param  | mAP  |
|-----------------|----------|--------|--------|------|
| $O^2$DETR-Attn  | ResNet-50 | 50     | 43M    | 65.33 |
| $O^2$DETR-Attn  | ResNet-101 | 50    | 64M    | 66.45 |
| $O^2$DETR-DSConv | ResNet-50 | 50     | 41M    | 66.10 |
| $O^2$DETR-DSConv | ResNet-101 | 50     | 62M    | 67.66 |

Table 2: Comparisons between self-attention mechanism (Transformer) and depthwise separable convolution in encoder of $O^2$DETR.

**Fine-tune on $O^2$DETR.** To be comparable with other detectors based on baseline of Faster R-CNN (Ren et al., 2016) and RetinaNet (Lin et al., 2017b), we propose to fine-tune the $O^2$DETR by utilizing $O^2$DETR as a region proposal network. The theoretical foundation of effectiveness
of such fine-tune method is the high recall rate we report on Table 3. We compute the recall of proposals at different IoU ratios with ground-truth boxes. The Recall-to-IoU metric is not strictly related to the ultimate detection accuracy, but it is an important metric to evaluate the proposal performance. Compared with the RPN of Faster R-CNN (Ren et al., 2016), our model has higher recall rate, indicating our model covers more positive proposals. Different from original RPN, we keep the parameters of O²DETR fixed to act as an inference network. The proposals predicted by the inference network would be used into feature maps and finely modify bounding boxes and classifications to acquire better performance.

| IoU  | 0.2 | 0.3 | 0.4 | 0.5 |
|------|-----|-----|-----|-----|
| RPN  | 47.86 | 44.22 | 39.98 | 35.11 |
| O²DETR | 68.49 | 68.09 | 67.17 | 65.27 |

Table 3: Recall rates of RPN in Faster R-CNN (Ren et al., 2016) and O²DETR.

| Method | backbone | Epochs | Fine-tune Epochs | mAP  |
|--------|----------|--------|------------------|------|
| O²DETR | ResNet-50 | 50     | 0                | 66.10 |
| O²DETR | ResNet-101 | 50     | 0                | 67.66 |
| F-O²DETR | ResNet-50 | 50     | 12               | 74.47 |
| F-O²DETR | ResNet-101 | 50     | 12               | 76.23 |

Table 4: Effectiveness of fine-tune.

As is shown in Table 4, the fine-tuning method improves the mAP performance largely by adding negligible extra fine-tuning epochs. All the models shown in Table 4 adopt multi-scale features with downsampling ratio 64, 32, 16, 8. The boost of performance demonstrates using O²DETR as the baseline is feasible and has great potential. Other attempts are welcomed to be introduced to raise detection accuracy based on our baseline.

4.3 Comparison with the State-of-the-art

In this section, we compare our proposed O²DETR with other state-of-the-art methods on an aerial oriented object detection dataset DOTA. The settings of our model have been introduced in Implementation Details. We achieve 74.47% and 79.66% mAP with ResNet-50-FPN backbone by fine-tuning the O²DETR using single-scale and multi-scale dataset, respectively. In Table 5, we report specific mAP performance in each categories (PL-plane, BD-baseball diamond, BR-bridge, GTF-ground track field, SV-small vehicle, LV-large vehicle, SH-ship, TC-tennis court, BC-basketball court, ST-storage tank, SBF-soccer ball field, RA-roundabout, HA-harbor, SP-swimming pool, HC-helicopter).

By simply fine-tuning the O²DETR, the performance is quite competitive compared with SOTA performance. It illustrates our fine-tuned model performs better than S²ANet (Han et al., 2020) as backbone is ResNet-50 with FPN. The SOTA performance, ReDet (Han et al., 2021), retraining models backbone based on ResNet-50 and is not strictly comparable with other our model and S²ANet.

We show some qualitative samples in Fig. 3. The visualization of depth-wise encoding in the third row of Fig. 3. We visualize the activation map of encoded features after depthwise convolution. The activation map will emphasize dense object region in input image. Compared with the global reasoning of attention mechanism, the local aggregation is enough to refer the targets in a less complex way.

5 Conclusion

In this paper, we propose a new end-to-end model, O²DETR, for oriented object detection problem via Transformer. The O²DETR outperforms original rotated Faster R-CNN and RetinaNet baseline.
on the challenging DOTA dataset. The O\textsuperscript{2}DETR is straightforward and flexible to apply in oriented object detection. Based on that, we provide a new method by fine-tuning O\textsuperscript{2}DETR to achieve a competitive performance compared with the state-of-the-arts. Extensive ablations on DOTA dataset demonstrate the effectiveness of our method. In the future work, we will try more applications to verify the performance of our method.
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