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Abstract

It is well known that neural networks are susceptible to adversarial perturbations and are also computationally and memory intensive which makes it difficult to deploy them in real-world applications where security and computation are constrained. In this work, we aim to obtain both robust and sparse networks that are applicable to such scenarios, based on the intuition that latent features have a varying degree of susceptibility to adversarial perturbations. Specifically, we define vulnerability at the latent feature space and then propose a Bayesian framework to prioritize features based on their contribution to both the original and adversarial loss, to prune vulnerable features and preserve the robust ones. Through quantitative evaluation and qualitative analysis of the perturbation to latent features, we show that our sparsification method is a defense mechanism against adversarial attacks and the robustness indeed comes from our model’s ability to prune vulnerable latent features that are more susceptible to adversarial perturbations.

1 Introduction

In the last many years, deep-learning has achieved impressive results on diverse tasks such as face recognition [1], object recognition [2], playing video games [3] and many more. With the continued engenderment of more powerful models, there is a considerable increase in the number of parameters and the corresponding number of multiply-accumulate operations which makes it difficult for these models to be deployed on embedded and mobile platforms where we have constrained memory and computation. To address this issue, there exist many "pruning" or "sparsifying strategies" [4,5,6,7,8] which compress the model and help reduce the computational expense of the model without accuracy loss.

On the other hand, deep-learning models are also susceptible to adversarial perturbations that have been intentionally optimized to cause misclassification. While the field has primarily focused on the development of new attacks and defenses, a ‘cat-and-mouse’ game between attacker and defender has arisen, leading to successive rounds of claimed-successful defenses [9,10,11,12,13], followed by successful attacks [14,15,16,17] designed in light of the new defense. Both these problems give rise to some natural questions: Can we obtain robust and sparse models?

To answer this question, we need to draw a link between sparsity and adversarial robustness. Previous works have tried to answer the question in various ways, leading to different conclusions. It has been shown that sparsity leads to more robustness [18,19] whereas it has also been shown that robustness decreases with sparsity [20]. In this work, we propose the answer to this question from a completely different and novel perspective. We study the problem in the intermediate latent feature space of deep neural network models, based on the observation that the latent features have varying degree of susceptibility to adversarial perturbations to the input. Thus, some latent features amplify the perturbations at the input level while others remain relatively static. We formally define the vulnerability of the latent features, and define robust and vulnerable features depending on whether the perturbation on the latent features is greater than some value \( \delta \).
This definition of robust and vulnerable features in the latent feature space allows us to use sparsification as a defense mechanism, since any sparsification will effectively suppress the perturbation at the pruned feature by setting their values to zero. This is shown in Figure 1(a), where sparse networks are shown to have much smaller degree of mean distortion (average perturbation in the latent features across all layers). However, naive sparsification approaches will prune both the robust and vulnerable features, which will limit its effectiveness as a defense mechanism, and when the sparsity is pushed further, it will prune out robust features which will hurt the model robustness. To tackle this limitation, we propose a novel adversarial neural pruning method that adversarially learns the pruning mask, such that we can prune out vulnerable features while preserving robust ones. Our method requires little or no modification of the existing network architectures, can be applied to any pretrained networks and it effectively suppresses the distortion in the latent feature space (See Figure 1) and thus obtains a model that is more robust to adversarial perturbations. We validate our model on multiple heterogeneous datasets, namely MNIST, CIFAR-10, and CIFAR-100 with different base networks for its adversarial robustness, whose results show that our method obtains significantly improved accuracy even with adversarial attacks, while at the same time obtains compact networks.

The contribution of this work is threefold:

- We consider the vulnerability of latent features as the main cause of neural networks’ susceptibility to adversarial attacks, and formally describe the concepts of vulnerable and robust latent features, based on the expectation of the distortion w.r.t. input perturbations.
- We explore the relationship between sparsity and robustness and show that while sparsity improves the robustness of the given neural networks by zeroing out distortion at the pruned features, it is still orthogonal to robustness and even degenerates robustness at high degree, via experimental results and visualization of the loss landscape.
- Motivated by the above findings, we propose a novel Adversarial Neural Pruning method that prunes out vulnerable features while preserving robust ones, by adversarially learning the pruning mask in a Bayesian framework, which achieves state-of-the-art robustness on CIFAR-10 and CIFAR-100 datasets with large reduction in memory and computation.

2 Related Work

Adversarial robustness Since the literature on adversarial robustness of neural networks is vast, we only discuss some of the most relevant studies. Large number of defenses [21, 22, 10, 23, 24, 25] have been proposed and consequently broken by more sophisticated attack methods [14, 15, 16, 17]. One of the most successful defense is adversarial training [9], in which the neural network is trained to optimize the maximum loss obtainable using projected gradient descent over the region of allowable perturbations, which improves upon the Iterative Method [26]. However, recently, Schott et al. [27] showed that even the adversarial training [9] trained with $l_{\infty}$ can be broken with $l_0$-attacks. There has also been previous work which considered robust and vulnerable features at the input level. Garg et al. [28] establish a relation between adversarially robust features and the spectral property of the geometry of the dataset and Gao et al. [29] proposed to remove unnecessary features in order to get robustness. Our work is different from these existing work in that we consider and define the vulnerability at the latent feature level, which is more directly related to model prediction.
Sparsification methods  Sparsification of neural networks is becoming increasingly important with the increased deployments of deep network models to resource-limited devices. The most straightforward way to sparsify neural networks is by removing weights with small magnitude [30, 31]; however, such heuristics-based pruning often degenerates accuracy, and Han et al. [32] proposed an iterative retraining and pruning approach to recover from the damage from pruning. Using sparsity-inducing regularization (e.g. $\ell_1$) is another popular approach for network sparsification. However elementwise sparsity does not yield practical speed-ups and Wei et al. [33] proposed to use group sparsity to drop a neuron or a filter as a whole, that will reduce the actual network size. Malchanov et al. [34] proposed to learn the individual dropout rates per weight with sparsity-inducing priors to completely drop out unnecessary weights, and Neklydov et al. [4] proposed to exploit structured sparsity by learning masks for each neuron or filter. Lee et al. [8] proposed a variational dropout whose dropout probabilities are drawn from sparsity-inducing beta-Bernoulli prior. Information-theoretic approaches have been also shown to be effective, such as Dai et al. [7] which minimizes the information theoretic bound to reduce the redundancy between layers.

Robustness and sparsity The sparsity and robustness have been explored and modelled together in various recent works. Guo et al. [18] analyzes sparsity and robustness from a theoretical and experimental perspective and demonstrate that appropriately higher sparsity leads to a more robust model and Ye et al. [19] experimentally discuss how pruning shall effect robustness with a similar conclusion. In contrary, Wang et al. [20] derived opposite conclusions showing that robustness decreases with increase in sparsity. However, all these works test their hypothesis on heuristic pruning techniques without adversarial training. On the contrary, we sparsify networks while explicitly targeting for robustness, as we learn the pruning (dropout) mask to minimize loss on adversarial examples.

3 Robustness of Deep Representations

Before presenting adversarial neural pruning, we first briefly introduce the concept of robust and vulnerable features in the deep latent representation space. We denote dataset as $D = \{(x, y_i)\}$, $x_i \in \mathbb{R}$ with $(x_i, y_i)$ corresponding to a data-point and its label. Let $W$ be the weights parameterized by $\theta$ for a neural network $\Omega$ with $L$ layers, $\theta \in \Theta$ denote the vector of parameters of the neural network and $\{h_i\}_{i=1}^L$ where $h_i \in \mathbb{R}^{r_i}$ denote network hidden layer activations.

Vulnerability of a feature Vulnerability of a latent feature could be thought as the expectation of the absolute difference between the feature value for a clean example and its adversarial perturbation. This could be formally defined as follows:

$$v(z) = \mathbb{E}_{(x,y) \sim D}|z^{\text{clean}} - z^{\text{adv}}|,$$

where $z^{\text{clean}}$ is the feature value for a clean example $x^{\text{clean}}$ and $z^{\text{adv}}$ is the feature value for an adversarially perturbed example $x + \delta$ denoted by $x^{\text{adv}}$, and $v$ measures the vulnerability of that feature by measuring the distortion in a feature in the presence of an adversary.

Definition 1 A feature $z$: $X \to \mathbb{R}$ is said to be $(\epsilon, \delta)$-robust to adversarial perturbation for a distribution $D$ with respect to the vulnerability metric $v$, if for a given $\epsilon$ there exists $z^{\text{adv}}$ such that $v(z^{\text{clean}}, z^{\text{adv}}) < \delta$. Formally:

$$\mathbb{E}_{(x,y) \sim D}|z^{\text{clean}} - z^{\text{adv}}| < \delta$$

Definition 2 A feature $z$: $X \to \mathbb{R}$ is said to be $(\epsilon, \delta)$-vulnerable to adversarial perturbation for a distribution $D$ with respect to the vulnerability metric $v$, if for a given $\epsilon$ there exists $z^{\text{adv}}$ such that $v(z^{\text{clean}}, z^{\text{adv}}) \geq \delta$. Formally:

$$\mathbb{E}_{(x,y) \sim D}|z^{\text{clean}} - z^{\text{adv}}| \geq \delta$$

Figure 2 shows the visualization of robust and vulnerable features in the latent space for adversarial training. It is important to observe that adversarial training also contains features with high vulnerability (vulnerable feature) and features with less vulnerability (robust feature) which align with our observation that the latent features have a varying degree of susceptibility to adversarial perturbation to the input.
To measure the vulnerability of an entire network $\Omega$, we simply need to compute the sum of the vulnerability for $N$ features across all $L$ layers as follows:

$$V(\Omega) = \frac{1}{L} \sum_{j=1}^{L} \sum_{i=1}^{N} v_j(z_i)$$  

(2)

**Adversarial Training**  Adversarial Training [35, 26] was proposed as a data augmentation method to train the network on the mixture of clean and adversarial examples until the loss converges. Instead of using it as a data augmentation technique, Madry et al. [9] incorporated the adversarial search inside the training process by solving the following non-convex outer minimization problem and a non-concave inner maximization problem:

$$\arg\min_{\theta} \mathbb{E}_{(x, y) \sim D} \left[ \max_{\delta \in S} \mathcal{L}(\theta, x + \delta, y) \right]$$  

(3)

In case of adversarial training, it is able to distinguish between the robust and vulnerable features (See Figure 1). While the standard training results in obtaining vulnerable features, adversarial training enables to select the robust features which are essentially required by the model to attain adversarial robustness.

**Robustness and Sparsity**  To reduce the vulnerable features, we can further make use of various sparsification methods. Guo et al. [18] used weight pruning and activation pruning to show that sparsifying networks leads to more robust networks which is the effect of the above principle. The actual reason behind the robustness is obvious by our definitions: sparsity suppresses vulnerability to 0 and thus reduces the vulnerability of the network. Yet, the network still does not take into account the robustness of a feature. To address this limitation, we introduce adversarial neural pruning in the next section which is a novel method to prune these vulnerable features.

4 Adversarial Neural Pruning

In this section, we propose adversarial neural pruning which combines the idea of adversarial training [9] with the Bayesian pruning methods. The basic idea of adversarial neural pruning is that if we train the dropout mask on adversarial examples then we can make the model sparse by retaining the robust features. Let $\mathcal{L}(\theta \odot M, x, y)$ be the loss function at data point $x$ with class $y$ for the model with parameters $\theta$ and mask parameters $M$, we can use Projected Gradient Descent (PGD) [9] to generate the adversarial examples:

$$x^{t+1} = \Pi_{x+\Delta}(x^t + \alpha \text{sgn}(\nabla_x \mathcal{L}(\theta \odot M, x, y)))$$  

(4)

where $\alpha$ is the step size and $\text{sgn}(\cdot)$ returns the sign of the vector. In this work, we consider the $l_\infty$-bounded perturbations, i.e., $\Delta = \{x + \delta = ||\delta||_\infty \leq \epsilon \}$ where $\delta$ is the added perturbation from the set of allowed perturbations for each example.
We then use the following objectives to train the weight and mask parameters for our model:

\[
\mathcal{L}_\theta = \arg\min_\theta \left[ \mathbb{E}_{(x, y) \sim \mathcal{D}} \left( \mathcal{L}(\theta \odot M, x, y) \right) + \mathbb{E}_{(x, y) \sim \mathcal{D}} \left( \max_{\delta \in \mathcal{S}} \mathcal{L}(\theta \odot M, x + \delta, y) \right) \right]
\]

\[
\mathcal{L}_M = \arg\min_M \mathbb{E}_{(x, y) \sim \mathcal{D}} \left( \max_{\delta \in \mathcal{S}} \mathcal{L}(\theta \odot M, x + \delta, y) \right)
\]

We now introduce our proposed method Adversarial neural pruning for Variational information bottleneck [7] and Beta Bernoulli dropout [8] based on our complete algorithm [1]. We emphasize that our proposed method can be extended to any existing or new sparsification method in a similar way.

Adversarial Variational Information Bottleneck Variational information bottleneck [7] minimizes the information theoretic bound that reduces the redundancy between adjacent layers by aggregating useful information into a subset of neurons that can be preserved. Let \( p(h_i | h_{i-1}) \) define the conditional probability and \( I(h_i; h_{i-1}) \) define the mutual information between hidden layer \( h_i \) and \( h_{i-1} \) for the adversarial examples. The layer-wise energy \( \mathcal{L}_i \) and the final loss \( \mathcal{L} \) can then be defined as follows:

\[
\mathcal{L}_i = \gamma_i I(h_i; h_{i-1}) - I(h_i; y)
\]

\[
\mathcal{L} = \sum_{i=1}^{L} \gamma_i \sum_{j=1}^{r_i} \left[ \log \left( 1 + \frac{\mu_j^2}{\sigma_j} \right) \right] - \mathbb{E}_{(x, y) \sim \mathcal{D}, h \sim p(h|x_{adv})} [\log q(y|h_L)]
\]

where \( \gamma \) controls the degree of value compression over robustness, \( \mu \) and \( \sigma \) refer to the learnable parameters for the parametric form of the distribution \( q(y|h_L) \). Adversarial VIB minimizes the information bottleneck [36] \( I(h_i; h_{i-1}) \) for every hidden layer \( h_i \) which removes the vulnerable subset of neurons, while simultaneously maximizes the mutual information \( I(h_i; y) \) between \( h_i \) and the adversarial examples to encourage accurate predictions of the adversarial examples.

Adversarial Beta Bernoulli Dropout Beta Bernoulli Dropout [8] learns to set the dropout rate for each individual neuron, by generating the dropout mask from sparsity-inducing beta-Bernoulli prior to each individual neuron. Let \( z_n \in \{0, 1\}^K \) be the mask sampled from the finite-dimensional beta-Bernoulli prior to be applied for the \( n \)-th observation \( x_n \). Using the Stochastic Gradient Variational Bayes (SGVB) framework [37], we can get the final loss \( \mathcal{L} \) as:

\[
\mathcal{L} = \sum_{n=1}^{N} \mathbb{E}_q [\log p(y_n | f(x_{n, adv}; W))] - D_{KL}[q(Z; \pi) || p(Z; \pi)]
\]

where

\[
D_{KL}[q(Z; \pi) || p(Z; \pi)] = \sum_{k=1}^{K} \left\{ \frac{a_k - \alpha/K}{a_k} \left( -\gamma - \Psi(b_k) - \frac{1}{b_k} \right) + \log \frac{a_k b_k}{\alpha/K} - \frac{b_k - 1}{b_k} \right\}
\]

where \( \gamma \) is Euler-Mascheroni constant, \( \Psi(.) \) is digamma function and \( \pi \) is the Kumaraswamy distribution [38] with parameters \( a \) and \( b \). The first term in the loss measures the log-likelihood of the adversarial samples w.r.t. \( q(Z; \pi) \) and the second term regularizes \( q(Z; \pi) \) so it doesn’t deviate too much from the prior distribution. The detailed derivation for equation [6] and equation [7] is referred to the supplementary material.
Table 1: Comparison of different methods for MNIST on LeNet-5-Caffe, CIFAR-10 and CIFAR-100 on VGG-16 architectures. We report speedup in terms of Floating Point Operations (xFLOPs), memory and sparsity, robustness in terms of accuracy and vulnerability on adversarial examples generated from white-box and black-box attack.

| Data         | Model | Clean acc.(%) | xFLOPs | Memory(%) | Sparsity(%) | Adv. accuracy(%) | Vulnerability |
|--------------|-------|---------------|--------|-----------|-------------|------------------|--------------|
|              |       |               |        |           |             | White box Box    |              |
| MNIST        | Original | 99.29 | 1.0   | 100.0   | 0.00      | 8.02            | 1.705  | 1.304          |
|              | BBD    | 99.34 | 4.14  | 9.68    | 83.48     | 0.00            | 12.99 | 1.188          |
|              | VIB    | 99.32 | 4.34  | 9.39    | 82.46     | 5.66            | 15.47 | 2.976          |
|              | Adv. Train | 99.14 | 1.0   | 100.0   | 0.00      | 88.03           | 94.83 | 0.457          |
|              | Adv. BNN | 99.16 | 0.5   | 200.0   | 0.00      | 84.44           | 95.87 | 0.364          |
|              | Pretrained– | 99.18 | 1.0   | 100.0   | 0.00      | 88.26           | 94.49 | 0.412          |
|              | Adv. Train | 97.67 | 9.77  | 6.69    | 84.45     | 89.12           | 94.18 | 0.315          |
|              | Adv. VIB | 98.86 | 4.87  | 10.06   | 78.48     | 89.01           | 94.94 | 0.307          |
| CIFAR-10     | Original | 92.65 | 1.0   | 100.0   | 0.00      | 12.80           | 40.89 | 0.293          |
|              | BBD    | 93.00 | 2.36  | 12.39   | 75.82     | 13.36           | 39.14 | 0.220          |
|              | VIB    | 92.73 | 2.38  | 12.28   | 76.35     | 12.35           | 41.32 | 0.224          |
|              | Adv. Train | 87.37 | 1.0   | 100.0   | 0.00      | 48.93           | 63.61 | 0.125          |
|              | Adv. BNN | 86.54 | 0.5   | 200.0   | 0.00      | 51.59           | 64.20 | 0.315          |
|              | Pretrained– | 87.50 | 1.0   | 100.0   | 0.00      | 52.25           | 66.10 | 0.138          |
|              | Adv. Train | 88.74 | 2.33  | 12.46   | 76.39     | 55.31           | 70.30 | 0.090          |
|              | Adv. VIB | 87.41 | 2.43  | 12.09   | 76.50     | 52.13           | 67.95 | 0.077          |
| CIFAR-100    | Original | 67.10 | 1.0   | 100.0   | 0.00      | 2.95            | 15.90 | 0.343          |
|              | BBD    | 69.08 | 1.93  | 18.87   | 63.05     | 3.54            | 17.07 | 0.226          |
|              | VIB    | 69.09 | 1.95  | 18.46   | 63.84     | 2.73            | 19.53 | 0.312          |
|              | Adv. Train | 53.21 | 0.5   | 200.0   | 0.00      | 19.40           | 30.38 | 0.477          |
|              | Adv. BNN | 57.14 | 1.0   | 100.0   | 0.00      | 19.86           | 35.42 | 0.175          |
|              | Pretrained– | 59.52 | 2.00  | 16.87   | 66.63     | 23.23           | 37.99 | 0.130          |
|              | Adv. VIB | 59.77 | 2.02  | 17.55   | 64.75     | 20.43           | 36.31 | 0.137          |

5 Experiments

5.1 Datasets

1) MNIST. This dataset [39] contains 60,000 28 × 28 grey scale images of handwritten digits for training example images, where there are 5,000 training instances and 1,000 test instances per class. As for the base network, we use LeNet 5-Caffe [1] for this dataset.

2) CIFAR-10. This dataset [40] consists of 60,000 images sized 32 × 32, from ten animal and vehicle classes. For each class, there are 5,000 images for training and 1,000 images for test. We use VGG-16 [41] for this dataset with 13 convolutional and two fully connected layers with pre-activation batch normalization and Binary Dropout.

3) CIFAR-100. This dataset [40] also consists of 60,000 images of 32 × 32 pixels as in CIFAR-10 but has 100 generic object classes instead of 10. Each class has 500 images for training and 100 images for test. We use VGG-16 [41] similar to CIFAR-10 as the base network for this dataset.

5.2 Baselines and our model

1) Original. The base convolution neural network.

2) BBD. The Base network with Beta-Bernoulli Dropout (BBD) [8].

3) VIB. The Base network with VIBNet sparsity criterion [7].

4) Adv. Train. The base adversarial trained convolution neural network [9].

5) Adv. BNN. The base adversarial trained bayesian neural network [13].

6) Pretrained Adv. Train. The base adversarial trained network on a pretrained base network.

7) Adv. BBD. The base network with adversarial neural pruning on BBDDropout.

8) Adv. VIB. The base network with adversarial neural pruning on VIBNet.

1https://github.com/BVLC/caffe/tree/master/examples/mnist
Figure 3: Comparison of clean and adversarial accuracy for adversarial examples generated from white-box and black-box attack for different sparsity levels for Top VGG-16 on CIFAR10 Bottom VGG-16 on CIFAR100. We can see that adversarial neural pruning results in state-of-the-art robustness and outperforms base methods even with high sparsity percentage. The adversarial and clean accuracy falls after a certain level due to the pruning of robust latent-features after a certain sparsity level.

We have compared our approach against arguably the largest number of competing methods designed to obtain robustness. All models and algorithms are implemented using the Tensorflow library. We show all the results averaged over five runs. The experimental settings and the standard deviation for the results can be found in the supplementary material.

5.3 Quantitative Evaluation

We validate our model with respect to three metrics for compression ratio and model complexity: i) Run-time memory footprint (Memory) - The ratio of space for storing hidden feature maps during run-time in pruned-network versus original model. ii) Floating point operations (xFLOPs) - The ratio of the number of floating point operations for original model versus pruned-network. iii) Model size (Sparsity) - The ratio of the number of zero units in original model versus compressed network. We measure the robustness of our model using our proposed vulnerability metric in equation 2 and accuracy on adversarial examples generated from white box and black box attack from an adv. trained full network for adversarial neural pruning and the base network for standard Bayesian compression methods.

Experiments on MNIST We compare our method with the various baselines using the LeNet 5-Caffe architecture on the MNIST dataset. We use the attack parameters as in Madry et al. [9]: total adversarial perturbation of 76.5/255 (0.3), perturbation per step of 2.55/255 (0.01), and 20 total attack steps with random restarts for training and 40 total steps with random restarts for evaluating the trained model. We trained a standard Lenet 5-Caffe baseline model which reaches over 99.29% accuracy after 200 epochs averaged across five runs. The results for different methods are shown in Table 1 where the standard BBDDropout and VIBNet marginally improve robustness as compared to the standard-base model but they are not able to defend against the adversarial perturbations. Adversarial Neural Pruning achieves the best performance across all the compression and robustness metrics with 93.31% decrease in memory with significant speedup. We also experimented with different trade-off parameter, whose results can be found in the supplementary material.

Experiments on CIFAR-10 and CIFAR-100 We further evaluate our method on CIFAR-10 and CIFAR-100 datasets with the VGG-16 architecture. We use total adversarial perturbation of (0.03),

2Code available at github.com/divyam3897/advPruning
perturbation per step of (0.007), and 10 total attack steps for training and 40 total steps with random restart for evaluating the trained models. As shown in Table 1, adversarial neural pruning achieves state of the art robustness for CIFAR-10 and CIFAR-100 for both white-box and black-box attack with 87.91% and 83.13% reduction in memory footprint along with 38.4% and 23.97% reduction in vulnerability as compared to adversarial training for CIFAR-10 and CIFAR-100 respectively. This result confirms the effectiveness of our adversarial neural pruning as a defense mechanism.

We also present results for different sparsity levels for CIFAR-10 and CIFAR-100 in Figure 3 using scaling coefficient \( \gamma \) in equation 6 and by scaling the KL term in ELBO in equation 7 for BBDropout to obtain architectures with different levels of sparsity. We observe that both Adversarial BBDropout and Adversarial VIB outperform adversarial training up to a sparsity level of 80% for both CIFAR-10 and CIFAR-100 after which there is a decrease in the robustness and the clean accuracy which is an overall outcome of the model capacity reduction and the removal of the robust features. The distributions of neurons for various datasets can be seen in the supplementary material.

5.4 Further analysis

In this subsection, we further perform quantitative and qualitative analysis of our model for its vulnerability in the latent feature space, compared to that of the existing methods, as well as visualize the landscape of the loss obtained using our method.

Vulnerability visualization We first visualize the vulnerability of the latent-feature space. Figure 4 shows the vulnerability for each image for various set of datasets and the vulnerability distribution for all the features for the input layer for CIFAR-10. The results clearly show that the latent-features of the standard model are the most vulnerable, and the vulnerability decreases with the adversarial training and further suppressed by half with adversarial neural pruning. Further, the latent features of our proposed method align much better with the human perception which also results in the interpretable gradients as observed in the previous work [44, 45]. The bottom row of Figure 4 shows the histogram of the feature vulnerability defined in equation 1 for various methods. We consistently see that standard Bayesian pruning zeros out some of the distortions, and adversarial training reduces the distortion level of all the features. On the other hand, adversarial neural pruning does both, with the largest number of features with zero distortion and low distortion level in general.
Figure 5: Comparison of loss landscapes for various methods. We see that adversarial neural pruning behaves similar to adversarial training and results in a much smooth and flattened loss surface compared to adversarial training. The z axis represents the loss projected along two random directions.

Loss landscape visualization We further visualize the loss surface of the baseline models and network obtained using our adversarial pruning technique in Figure 5. We vary the input along a linear space defined by the sign of gradient where x and y-axes represent the perturbation added in each direction and the z-axis represents the loss. The loss is highly curved in the vicinity of the data point x for the standard networks which reflects that the gradient poorly models the global landscape. On the other hand, we observe that both sparsity and adversarial training make the loss surface smooth, with our model obtaining the most smooth surface.

6 Conclusion

We propose a novel adversarial neural pruning, as a defense mechanism to achieve adversarial robustness as well as a means of achieving a memory- and computation-efficient deep neural networks. We observe that the latent features of deep networks have a varying degree of vulnerability/robustness to the adversarial perturbations to the input and formally defined the vulnerability and robustness of a latent feature. This observation suggests that we can increase the robustness of the model by pruning out vulnerable latent features, and we show that sparsification thus leads to certain degree of robustness over the base network for this obvious reason. We further propose a Bayesian formulation that trains the pruning mask in an adversarial training, such that the obtained neurons are beneficial both for the accuracy of the clean and adversarial inputs. Experimental results on a range of architectures with multiple datasets demonstrate that our adversarial pruning is effective in improving the model robustness. Further qualitative analysis shows that adversarial pruning obtains more interpretable latent features compared to standard counterparts, suppresses feature-level distortions in general while zeroing out perturbations at many of them, and obtains smooth loss surface.
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A Adversarial Variational Information Bottleneck

Variational information bottleneck [7] uses information theoretic bound to reduce the redundancy between adjacent layers. Consider a distribution $\mathcal{D}$ of $N$ i.i.d samples $(x, y)$ input to a neural network $\Omega$ with $L$ layers with the network hidden layer activations as $\{h_i\}_{i=1}^L$ where $h_i \in \mathbb{R}^{c_i}$. Let $p(h_l|h_{l-1})$ define the conditional probability and $I(h_l; h_{l-1})$ define the mutual information between $h_l$ and $h_{l-1}$ for every hidden layer in the network. For every hidden layer $h_l$, we would like to minimize the information bottleneck [36] $I(h_l; h_{l-1})$ to remove interlayer redundancy, while simultaneously maximizing the mutual information $I(h_l; y)$ between $h_l$ and the output $y$ to encourage accurate predictions of adversarial examples. The layer-wise energy $\mathcal{L}_i$ can be written as:

$$\mathcal{L}_i = \gamma_i I(h_i; h_{i-1}) - I(h_i; y)$$

where $\gamma \geq 0$ is a coefficient that determines the strength of the bottleneck that can be defined as the degree to which we value compression over robustness. The output layer approximates the true distribution $p(y|h_L)$ via some tractable alternative $q(y|h_L)$. Let $x^{adv}$ be the adversarial example for $l_\infty$-bounded perturbations. i.e. $\Delta = \{x + \delta = \|\delta\|_\infty \leq \epsilon\}$ where $\delta$ is the added perturbation from the set of allowed perturbations for each example. Using variational bounds, we can invoke the upper bound as:

$$\mathcal{L}_i = \gamma_i \mathbb{E}_{h_{i-1} \sim p(h_{i-1})}[KL[p(h_i|h_{i-1})||q(h_i)]] - \mathbb{E}_{x,y \sim D, h \sim p(h|x^{adv})}[\log q(y|h_L)] \geq \mathcal{L}_i$$

$\mathcal{L}_i$ in equation 9 is composed of two terms, the first is the KL divergence between $p(h_i|h_{i-1})$ and $q(h_i)$, which approximates information extracted by $h_i$ from $h_{i-1}$ and the second term represents constancy with respect to the adversarial data distribution. In order to optimize equation 9, we can define the parametric form for the distributions $p(h_i|h_{i-1})$ and $q(h_i)$ as follow:

$$p(h_i|h_{i-1}) = \mathcal{N}(h_i; f_i(h_{i-1}) \odot \mu_i, \text{diag}[f_i(h_{i-1})^2 \odot \sigma^2_i])$$
$$q(h_i) = \mathcal{N}(h_i; 0, \text{diag}[\xi_i])$$

where $\xi_i$ is an unknown vector of variances that can be learned from data. The gaussian assumptions help us to get an interpretable, closed-form approximation for the KL term from equation 9 which allows us to directly optimize $\xi_i$ out of the model.

$$\mathbb{E}_{h_{i-1} \sim p(h_{i-1})}[KL[p(h_i|h_{i-1})||q(h_i)]] = \sum_j \left[ \log \left( 1 + \frac{\mu^2_{i,j}}{\sigma^2_{i,j}} \right) \right]$$

The final variational information bottleneck can thus be obtained using equation 11

$$\mathcal{L} = \sum_{i=1}^L \gamma_i \sum_{j=1}^{r_i} \left[ \log \left( 1 + \frac{\mu^2_{i,j}}{\sigma^2_{i,j}} \right) \right] - \mathbb{E}_{x,y \sim D, h \sim p(h|x^{adv})}[\log q(y|h_L)]$$

B Adversarial Beta Bernoulli Dropout

Beta Bernoulli Dropout [8] learns to set the dropout rate for each individual neuron, by generating the dropout mask from sparsity-inducing beta-Bernoulli prior for each individual neuron. Let $W$ be the parameters for the neural network and let $z_n \in \{0, 1\}^K$ be the mask sampled from the finite-dimensional beta-Bernoulli prior to be applied for the $n$-th observation $x_n$. The generative process of the bayesian neural network can be modelled as:

$$W \sim N(0, \lambda I), \quad \pi \sim \prod_{k=1}^K \text{beta}(\pi_k; \alpha/K, 1)$$
$$z_n|\pi \sim \prod_{k=1}^K \text{Ber}(z_{n,k}; \pi_k), \quad W_n = z_n \odot W$$

For $\pi$ we use Kumaraswamy distribution [38] and $z_k$ is sampled by reparametrization with continuous relaxation following [8]:

$$q(\pi_k; a_k, b_k) = a_k b_k \pi_k^{a_k-1} (1 - \pi_k^{a_k})^{b_k-1}$$
$$z_k = \text{sgm} \left( \frac{1}{\tau} \left( \log \frac{\pi_k}{1 - \pi_k} + \log \frac{u}{1 - u} \right) \right)$$
where \( \tau \) is a temperature continuous relaxation, \( u \sim \text{unif}[0, 1] \), and \( sgm(x) = \frac{1}{1 + e^{-x}} \). The KL-divergence between the prior and the variational distribution in closed form can then be defined as follows [46, 8]:

\[
D_{KL}[q(Z, \pi) || p(Z, \pi)] = \sum_{k=1}^{K} \left\{ \frac{a_k - \alpha / K}{a_k} \left( -\gamma - \Psi(b_k) - \frac{1}{b_k} \right) + \log \frac{a_kb_k \alpha / K}{b_k - 1} \right\}
\]

(15)

where \( \gamma \) is Euler-Mascheroni constant and \( \Psi(.) \) is the digamma function. We can use Stochastic Gradient Variational Bayes (SGVB) [37] to minimize the KL divergence between the variational distribution \( q(Z, \pi) \) of known parametric form and the true posterior \( p(Z|\pi) \). As we know from the SGVB framework minimizing the KL is equal to maximizing the evidence lower bound which can be done as follows:

\[
L = \frac{1}{N} \sum_{n=1}^{N} \mathbb{E}_q[\log p(y_n|f(x_n^{adv}; W))] - D_{KL}[q(Z; \pi) || p(Z|\pi)]
\]

(16)

where the first term measures the log-likelihood of the adversarial samples w.r.t. \( q(Z; \pi) \) and the second term regularizes \( q(Z; \pi) \) so it doesn’t deviate too much from the prior distribution.

### C Experiment Setup

In this section, we describe our experimental settings for all the experiments. We follow the two-step pruning procedure where we pretrain all the networks using the standard-training procedure followed by network sparsification using various sparsification methods. We train each model with 200 epochs with a fixed batch size of 64 and show the results averaged over five runs.

Our pretrained standard Lenet-5-Caffe baseline model reaches over 99.29\% accuracy on MNIST and VGG-16 reaches 92.65\% and 67.1\% on CIFAR-10 and CIFAR-100 respectively after 200 epochs. We use Adam [47] with the learning rate for the weights to be 0.1 times smaller than those for the variational parameters as in [6, 8]. For Beta-Bernoulli Dropout, we set \( \alpha / K = 10^{-4} \) for all the layers and prune the neurons/filters whose expected drop probability are smaller than a fixed threshold \( 10^{-3} \) as originally proposed in the paper. For Beta-Bernoulli Dropout, we scaled the KL-term in equation 16 by different values of trade-off parameter \( \gamma \) where \( \gamma \in \{1, 4, 8, 10, 12\} \) for Lenet-5-Caffe and \( \gamma \in \{1, 2, 4, 6, 8\} \) for VGG-16. For Variational Information Bottleneck (VIBNet), we tested with trade-off parameter \( \gamma \) in equation 12 where \( \gamma \in \{10, 30, 50, 80, 100\} \) for Lenet-5-Caffe with MNIST dataset and \( \gamma \in \{10^{-4}, 1, 20, 40, 60\} \) for VGG-16 with CIFAR-10 and CIFAR-100 dataset.

### D More Experimental results

Due to the length limit of our paper, some results are illustrated here. Table [Appendix-1] shows the results of our paper with mean and standard deviation averaged over five runs for the clean and adversarial accuracy for all the methods. Figure [D.2] shows the results for MNIST for different sparsity levels. The results are consistent with those obtained on the CIFAR-10 and CIFAR-100 where the adversarial neural pruning outperforms or gives comparable performance to adversarial trained base network even at high sparsity levels.

Table [Appendix-2] shows the number of units for all the baselines and our proposed method. Figure [D.1] shows the histogram of the feature vulnerability for various datasets. We can consistently observe that standard Bayesian pruning zeros out some of the distortions, adversarial training reduces the distortion level of all the features and adversarial neural pruning does both, with the largest number of features with zero distortion and low distortion level in general which confirms that our adversarial neural pruning works successfully as a defense against adversarial attacks.
Table Appendix-1: Comparison of different methods for MNIST on Lenet-5-Caffe, CIFAR-10 and CIFAR-100 on VGG-16 architectures. We report compression in terms of Floating Point Operations (FLOPs), memory and sparsity, robustness in terms of accuracy (average and stddev) and vulnerability on adversarial examples generated from white-box and black-box attack.

| Data    | Model  | Clean acc (%) | xFLOPs | Memory (%) | Sparsity (%) | Adversarial accuracy (%) | Vulnerability |
|---------|--------|---------------|--------|------------|--------------|--------------------------|---------------|
|         |        |               |        |            |              | White box                | Black box     |
| MNIST   | Original | 99.29 (0.02)  | 1.0    | 100.0      | 0.00         | 0.00 (0.00)              | 8.02 (1.66)   | 1.705 (1.304) |
|         | BBD     | 99.34 (0.05)  | 4.14   | 9.68       | 83.48        | 0.00 (0.00)              | 12.99 (0.47)  | 1.691 (1.188) |
|         | VIB     | 99.32 (0.06)  | 4.34   | 9.39       | 82.46        | 5.66 (1.12)              | 15.47 (0.89)  | 2.976 (1.265) |
|         | Adv. Train | 99.14 (0.02) | 1.0    | 100.0      | 0.00         | 88.03 (0.82)            | 94.83 (0.93)  | 0.457 (0.295) |
|         | Adv. BNN | 99.16 (0.06)  | 0.5    | 200.0      | 0.00         | 88.44 (0.46)            | 95.87 (0.21)  | 0.364 (0.199) |
|         | Pretrained-Adv. Train | 99.18 (0.05) | 1.0    | 100.0      | 0.00         | 88.26 (0.65)            | 94.49 (1.01)  | 0.412 (0.381) |
|         | Adv. BBD | 98.67 (0.13)  | 9.77   | 6.39       | 84.25        | 89.12 (1.25)            | 94.18 (0.98)  | 0.315 (0.208) |
|         | Adv. VIB | 98.86 (0.06)  | 4.87   | 10.06      | 78.48        | 89.01 (1.02)            | 94.94 (0.57)  | 0.307 (0.188) |
| CIFAR-10 | Original | 92.05 (0.18)  | 1.0    | 100.0      | 0.00         | 12.80 (0.81)            | 40.89 (1.12)  | 0.297 (0.202) |
|         | BBD     | 93.08 (0.19)  | 2.36   | 12.39      | 75.82        | 13.19 (0.83)            | 39.14 (0.47)  | 0.220 (0.207) |
|         | VIB     | 92.73 (0.14)  | 2.38   | 12.28      | 76.35        | 12.35 (0.79)            | 41.32 (0.89)  | 0.224 (0.225) |
|         | Adv. Train | 87.37 (0.69) | 1.0    | 100.0      | 0.00         | 48.93 (0.52)            | 63.61 (0.52)  | 0.125 (0.121) |
|         | Adv. BNN | 86.54 (0.74)  | 0.5    | 200.0      | 0.00         | 51.59 (0.81)            | 64.20 (0.50)  | 0.315 (0.284) |
|         | Pretrained-Adv. Train | 87.50 (0.43) | 1.0    | 100.0      | 0.00         | 52.25 (0.96)            | 66.10 (1.24)  | 0.138 (0.115) |
|         | Adv. VIB | 88.74 (0.12)  | 2.35   | 12.46      | 76.35        | 55.31 (1.13)            | 79.30 (0.98)  | 0.190 (0.085) |
| CIFAR-100 | Original | 67.10 (0.28)  | 1.0    | 100.0      | 0.00         | 2.95 (0.13)             | 11.76 (0.76)  | 0.343 (0.274) |
|         | BBD     | 69.08 (1.07)  | 1.93   | 18.87      | 63.05        | 3.54 (0.11)             | 17.07 (0.56)  | 0.226 (0.230) |
|         | VIB     | 69.09 (0.19)  | 1.95   | 18.46      | 63.84        | 2.73 (0.10)             | 19.53 (0.75)  | 0.312 (0.260) |
|         | Adv. Train | 56.43 (1.73) | 1.0    | 100.0      | 0.00         | 19.91 (0.43)            | 33.39 (0.15)  | 0.171 (0.142) |
|         | Adv. BNN | 53.21 (0.77)  | 0.5    | 200.0      | 0.00         | 19.40 (1.03)            | 30.38 (1.58)  | 0.477 (0.422) |
|         | Pretrained-Adv. Train | 57.14 (1.64) | 1.0    | 100.0      | 0.00         | 19.86 (0.43)            | 35.42 (0.66)  | 0.175 (0.145) |
|         | Adv. VIB | 59.52 (1.02)  | 2.00   | 16.87      | 66.83        | 25.23 (0.53)            | 37.99 (0.53)  | 0.130 (0.114) |
|         | Adv. BBD | 59.77 (1.81)  | 2.02   | 17.55      | 64.75        | 20.43 (0.55)            | 36.31 (0.66)  | 0.137 (0.121) |

Figure D.1: Histogram of vulnerability of the features for the input layer for MNIST in the top row, CIFAR-10 in the middle and CIFAR-100 in the bottom with the number of zeros shown in orange color.
Table Appendix-2: Clean and adversarial accuracy for models trained with and without adversarial training with flops, memory and sparsity percentage reduction.

| Data     | Model | No of neurons |
|----------|-------|---------------|
|          | Baseline | 20 – 50 – 800 – 500 |
| MNIST    | BBD     | 14 – 21 – 150 – 49 |
|          | VIB     | 12 – 19 – 160 – 37 |
|          | Adv. Train | 20 – 50 – 800 – 500 |
|          | Adv. BBD | 7 – 21 – 147 – 46 |
|          | Adv. VIB | 10 – 23 – 200 – 53 |
| CIFAR10  | Baseline | 64 – 64 – 128 – 256 – 256 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 |
|          | BBD     | 57 – 59 – 127 – 101 – 150 – 71 – 31 – 41 – 35 – 10 – 46 – 48 – 16 – 16 – 25 |
|          | VIB     | 49 – 56 – 106 – 92 – 157 – 74 – 26 – 43 – 32 – 10 – 39 – 40 – 7 – 7 – 13 |
|          | Adv. Train | 64 – 64 – 128 – 256 – 256 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 |
|          | Adv. BBD | 42 – 57 – 113 – 96 – 147 – 68 – 25 – 37 – 27 – 9 – 39 – 40 – 13 – 13 – 12 |
|          | Adv. VIB | 40 – 57 – 104 – 93 – 174 – 96 – 30 – 48 – 39 – 9 – 49 – 57 – 10 – 10 – 12 |
| CIFAR100 | Baseline | 64 – 64 – 128 – 256 – 256 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 |
|          | BBD     | 62 – 64 – 128 – 123 – 244 – 203 – 84 – 130 – 95 – 18 – 152 – 157 – 32 – 32 – 101 |
|          | VIB     | 52 – 64 – 119 – 116 – 229 – 179 – 83 – 99 – 71 – 17 – 107 – 110 – 12 – 11 – 49 |
|          | Adv. Train | 64 – 64 – 128 – 256 – 256 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 – 512 |
|          | Adv. BBD | 60 – 64 – 126 – 122 – 235 – 185 – 77 – 128 – 101 – 17 – 165 – 177 – 35 – 35 – 45 |
|          | Adv. VIB | 44 – 58 – 110 – 109 – 207 – 155 – 81 – 86 – 66 – 19 – 88 – 86 – 15 – 15 – 36 |

Figure D.2: Clean accuracy and Robustness with varying sparsity for MNIST on Lenet-5-Caffe architecture.