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Abstract

Bayesian Optimization (BO) is a common solution to search optimal hyperparameters based on sample observations of a machine learning model. Existing BO algorithms could converge slowly even collapse when the potential observation noise misdirects the optimization. In this paper, we propose a novel BO algorithm called Neighbor Regularized Bayesian Optimization (NRBO) to solve the problem. We first propose a neighbor-based regularization to smooth each sample observation, which could reduce the observation noise efficiently without any extra training cost. Since the neighbor regularization highly depends on the sample density of a neighbor area, we further design a density-based acquisition function to adjust the acquisition reward and obtain more stable statistics. In addition, we design a adjustment mechanism to ensure the framework maintains a reasonable regularization strength and density reward conditioned on remaining computation resources. We conduct experiments on the bayesmark benchmark and important computer vision benchmarks such as ImageNet and COCO. Extensive experiments demonstrate the effectiveness of NRBO and it consistently outperforms other state-of-the-art methods.

1 Introduction

The performance of modern machine learning models highly depends on the good choice of hyperparameters. Thus a system that can quickly and automatically optimize the hyperparameters becomes more and more important nowadays. The hyperparameter optimization problem is often regarded as a black-box optimization problem, and the common solution is Bayesian optimization (BO) \([5, 6, 8, 12, 24, 33, 34]\).

Though existing BO algorithms have shown significant improvement compared with the random search algorithm \([8, 13]\), BO could still converge slowly even collapse when the...
potential observation noise is non-negligible. Specifically, the observation (a.k.a. performance) of a model could fluctuate in a wide range even using the same hyperparameters, which might mislead the surrogate model to overfit noisy observations. A natural idea to solve the problem is to obtain reliable observations by training repetitively. However, it will cause multiplied computational cost which is unacceptable in heavy tasks. Another idea is to add noise assumptions on the sample observations, while the noise assumptions without any prior will decrease the fitting efficiency of the surrogate model.

To overcome the above difficulties, we propose a novel BO algorithm called Neighbor Regularized Bayesian Optimization (NRBO). NRBO applies adaptive regularization at different positions of the search space according to the neighbor sample points. Specifically, the observation of a sample will be smoothed by the observations of its neighbor samples. Then, the smoothed observations are used to optimize the surrogate model. The regularization could reduce the observation noise which has the same spirit as the k-nearest neighbors algorithm [11]. Thus, no repetitive training phases are needed to get extra observations. Compared with directly introducing a global noise assumption, this method can dynamically smooth observations at different regions thus regularize the optimization.

The neighbor-based regularization algorithm needs to have as many samples as possible at each desired area to obtain credible and stable statistics. Therefore, we design a new density-based acquisition function, which can adjust the acquisition reward according to the sample density of a certain area. The proposed acquisition function adopts a stronger reward for the sparse area where the density of observed samples is low. This design has two advantages. First, it provides a more balanced sampling strategy that the observed samples are distributed more evenly on the entire search space. Second, it prevents the surrogate model from sticking into a local sub-optimal solution prematurely.

Finally, we design a mechanism to dynamically adjust the regularization strength and acquisition reward. This mechanism ensures that the framework maintains a reasonable regularization strength and acquisition reward during the Bayesian optimization process. The regularization strength and density reward are positively correlated with the remaining computation resources. As the search progresses, the regularization strength will be weakened to help the model fit more subtle data patterns in finer spatial resolution. At the same time, the density reward will also be weakened to balance the exploration-exploitation trade-off and encourage the algorithm to converge at the high-performance area when searching is about to end.

Extensive experiments demonstrate the effectiveness of our NRBO. NRBO achieves the state-of-the-art performance on the bayesmark and six commonly used computer vision tasks. For example, NRBO achieves 0.85%, 0.22%, 2.1% and 2.36% higher accuracy on Stanfordcar, ImageNet, VOC and COCO datasets compared with random search [2]. We summarize our main contributions in this paper as follows:

- We propose a novel Bayesian optimization method based on the statistics of the neighbor observations, which can adaptively reduce the observation noise and regularize the surrogate model.
- We propose a novel density-based acquisition function to provide credible and stable statistics for Bayesian optimization process.
- We design a mechanism to dynamically adjust the regularization strength and acquisition reward according to the remaining computation resource. It helps to fit more subtle data patterns and balance the exploration-exploitation trade-off as the optimization progresses.
2 Related Works

2.1 Model-free Method

The most straightforward approach to optimize the hyperparameters is the model-free method. Grid search is one of the commonly used methods that can be easily implemented and parallelized [19, 21]. It discretizes the search space into a mesh grid and evaluates them all. The computation cost will explode exponentially as the dimension or the resolution of the hyperparameter increases. Another model-free approach is the Random search [2, 30]. Instead of traversing the discretized search space, random search selects the candidate hyperparameter randomly. Although the Random Search and the Grid Search seems to have similar efficiency, Random Search usually performs better in a limited search budget in practice. The reason is that the model performance is usually not distributed uniformly in the entire search space. The Random Search samples a fixed number of parameter combinations from the specified distribution, which improves system efficiency by reducing the probability of wasting much time on a small poorly-performing region [35].

2.2 Bayesian Optimization

In addition to the model-free approaches, the most popular method used in hyperparameter optimization is Bayesian optimization [5, 8, 12, 27, 29, 31, 33, 34]. Instead of searching the hyperparameter in a pre-defined distribution, Bayesian optimization can dynamically fit the observed data to determine the next search place. Bayesian optimization algorithm runs a search loop that iteratively fits the surrogate model and queries the acquisition function [28]. By fitting the observed data, the surrogate model can predict the performance distribution throughout the search space with prior distribution such as smoothness. The acquisition function selects the promising regions that balance the exploration-exploitation trade-off [13]. A typical Bayesian optimization algorithm is the Gaussian Process Bayesian Optimization (GPBO) [26]. GPBO utilizes the Gaussian process as the surrogate model that can predict the performance in the search space as a jointly Gaussian distribution. SMAC is another popular Bayesian optimization algorithm that uses random forest as the surrogate model and ensembled regression trees as the objective function [15]. HEBO enhances the surrogate model through input warping and output transformations and proposes a multi-objective acquisition function for candidate selection [4].

3 Method

3.1 Preliminaries

Hyperparameter optimization can be seen as a black-box optimization problem. The searching process is started with a initial observation dataset $D_0$. Specifically, a batch of random hyperparameters $x_{0:m-1}$ are sampled at first. Then models with these hyperparameters are trained and evaluated to get the observations $y_{0:m-1}$. The observation dataset $D_0$ is initialized by $\{(x_{0:m-1}, y_{0:m-1})\}$. The surrogate model $f_\theta$ will be trained for $N$ times to fit the observation dataset $D_0$, where $\theta$ is optimized by minimizing the negative log marginal likelihood.

After fitting the surrogate model, we need to guess the best $x^*$ by proposing a new (batch of) sample point according to acquisition function $f_{acq}$. Given an input sample point $x$,
$f_{acq}$ calculates the priority of this sample point according to probability distribution predicted by the surrogate model $f_\theta$. The acquisition function is usually designed to balance the exploration-exploitation trade-off. A novel sample point $\hat{x}$ is selected by $\arg\max_{x \in \mathcal{X}} f_{acq}(x)$, and in practice we discretize the continuous search space $\mathcal{X}$ into a meshgrid points collection.

Once the novel sample point is selected, it will be evaluated on black-box by training the machine learning models with the hyperparameter it represents. Then the observation $\{(\hat{x}, \hat{y})\}$ will be added to datasets $D_i$ for the next iteration. When the main loop is over, the algorithm returns the best-performing data point as the result.

\begin{align}
\bar{y}_j &= \frac{\sum_k^{ND} P_j(x_k) \cdot y_k}{\sum_k^{ND} P_j(x_k)}, \quad P_j(x_k) = \begin{cases} 1 & \|x_j - x_k\| \leq \sigma_1 \\ 0 & \|x_j - x_k\| > \sigma_1 \end{cases}
\end{align}

Figure 1: Illustration of the NRBO algorithm. In two key progress of acquisition and observation. Our method is different from the naive bayes algorithm. In acquisition stage, we propose a density-based acquisition function to accelerate the acquisition process, in which adjacent sample points in the neighbor are considered. In observation stage, neighbor regularized mechanism is introduced to smooth the observation noise and release the burden of repetitive observation.

### 3.2 Neighbor Regularized Bayesian Optimization

Figure 1 shows a brief illustration of our NRBO. The main innovations of NRBO can be summarized as: a novel regularization to reduce the observation noise (section 3.2.1), a density-based acquisition function to adjust the acquisition reward (section 3.2.2) and a dynamic adjustment of the regularization strength and acquisition reward according to the remaining computation resource (section 3.2.3).

#### 3.2.1 Neighbor-based regularization

In the context of Bayesian optimization, the algorithm maintains an observation dataset $D_i$ at any iteration $i$, which consists of all sampled hyperparameters as well as their corresponding observation received from the black box. To regularize the surrogate model, we define
where \( N_D \) is the number of samples in \( D_i \), \( P_j(x_k) \) is a filter function that keeps the points in the neighbor of \( x_j \) with \( \sigma_1 \) as radius. \( \bar{y}_j \) is the observation smoothed by its neighbor sample observations, and we have a smoothed observation dataset \( \bar{D}_i = \{(x_l, \bar{y}_l)\}_{l=0:N-1} \). Different from naive Bayes, the surrogate model is regularized by fitting the \( \bar{D}_i \) instead of \( D_i \).

Here we give a brief analysis on neighbor-based regularization. Firstly, NRBO smoothes each observation by taking the neighbor observations into account. In this way, NRBO can efficiently regularize the model without repetitive training. In practice, the computation burden of repetitive training is unacceptable because each observation needs to re-train the entire model. Secondly, the strength of regularization is determined by the statistical properties of all sample points lie in the neighbor area. As the variance of observations increase, NRBO will also impose stronger regularization. Compared with simply modeling noise with \( y = f(x) + \eta \) that regularize the model evenly throughout the entire search space, the NRBO regularization mechanism is more adaptive and effective. Note that in practice, \( \sigma_1 \) moves according to the searching progress, we will discuss it in section 3.2.3.

### 3.2.2 Density-based acquisition function

As demonstrated in section 3.2.1, NRBO imposes adaptive regularization by adopting neighbor sample observations. Obviously, to make the NRBO works more efficiently, we need to increase the density of the sample points for a more reliable and stable statistics. If there exists no other observed sample point lies in the neighbor area of a certain point, NRBO degenerates into a normal Bayesian optimization without any regularization in this area.

Based on the above analysis, we propose a density-based strategy to adjust the acquisition function. Our baseline acquisition function is the multi-objective acquisition ensemble (MACE) proposed in HEBO [4]. The proposed density-based acquisition function can be formally denoted as:

\[
\min(-f_{EI} - g_d(x)S_{EI}; -f_{PI} - g_d(x)S_{PI}; f_{UCB} - g_d(x)S_{UCB}), \quad g_d(x) = e^{-f_n(x, \sigma_2)}
\]  

where \( f_{EI} \), \( f_{PI} \) and \( f_{UCB} \) are three widely-used myopic acquisition functions. \( S_{EI} \), \( S_{PI} \) and \( S_{UCB} \) are norm items that represent the standard deviation of acquisition values of all candidate points in search space. We follow HEBO [4] to define and use these symbols, please refer to HEBO for more details. Different from HEBO, we introduce new adjustment items \( g_d \). In equation 2, function \( f_n \) returns the number of sample points in \( D_i \) that lies in the neighbor area of point \( x \). \( \sigma_2 \) is the radius that defines the neighbor range.

With adjustment item \( g_d \), the acquisition value of the candidate point \( x \) can be adjusted by the density of its observed adjacent sample points in \( D_i \), thus \( g_d \) can be regarded as density reward. It will highly pump the acquisition value in the area that has fewer observed points in dataset \( D_i \), and encourage the solver to search this sparse area.

Equipped with the density-based adjustment strategy, observed sample points in \( D_i \) will distribute more evenly to enhance the efficiency of the neighbor-based regularization. Note that in practice, \( \sigma_2 \) also moves according to the searching progress and we will discuss it in section 3.2.3.

### 3.2.3 Dynamic regularization strength and density reward

In Eq 1, we adopt a fixed \( \sigma_1 \) to smooth the observations and regularize the surrogate model. In practice, we use a dynamic \( \sigma_1 \) to weaken the strength of the regularization as the search progresses.
At the beginning of the search process, we adopt a larger $\sigma_1$ to strengthen the smoothness. This helps the model to fit the observation dataset with lower resolution and concentrate more on long-range trends in the entire search space. As the search progresses, the $\sigma_1$ will gradually decrease to weaken the regularization, encouraging the model to fit more details when the solver is more close to the optimal solution. Specifically, we can rewrite the filter function in equation 1 as follows:

$$P_j(x_k) = \begin{cases} 1 & \|x_j - x_k\| \leq \sigma_1(i) \\ 0 & \|x_j - x_k\| > \sigma_1(i) \end{cases} \quad \sigma_1(i) = \sigma_0^1 + (1 - i/N) * \sigma_1^1 \quad (3)$$

where $\sigma_0^1$ is the base regularization strength, $i$ is the current optimization iteration and $N$ is the total number of the optimization iteration. The neighbor radius will start at $\sigma_0^1 + \sigma_1^1$ and end up in $\sigma_0^1$.

Similarly, we also adopt a dynamic $\sigma_2$ in Eq 2, the difference is that it moves in an opposite direction. At the beginning of the search process, we use a relatively smaller $\sigma_2$ to encourage the algorithm to search the entire search space especially the sparse area that contains fewer observed points. Then the $\sigma_2$ will gradually decrease the density reward and rebalance the exploration-exploitation trade-off. Formally, we re-write the equation 2 as

$$g_d(x) = e^{-f_n(x, \sigma_2(i))}, \quad \sigma_2(i) = \sigma_0^2 + i/N * \sigma_1^2 \quad (4)$$

It helps the search process to get rid of the local optimal at very beginning and finally rebalance the exploration and exploitation to the normal state because the adjustment item value $g_d$ will finally tend to be zero throughout the entire search space, making the searching process easier to converge on the optimal point.

4 Experiments

We conduct extensive experiments on both conventional BO benchmark bayesmark and some commonly used computer vision benchmarks such as ImageNet [18], COCO [22]. We first compare NRBO against several state-of-the-arts BO methods on both bayesmark (section 4.1) and computer vision benchmarks (section 4.2). Then we conduct a more detailed ablation study to demonstrate the impact of each component of NRBO in section 4.4. In addition, we present some qualitative visualization of NRBO in section 4.5.

4.1 Results on Bayesmark

Bayesmark [1] benchmark contains 6 standard datasets (breast, digits, iris, wine, boston, diabetes) and 9 commonly used machine learning models (DT, MLP-ADAM, MLP-SGD, RF, SVM, ADA, KNN, Lasso, Linear). Each model has two variants for classification and regression. Combining these datasets and models, there are 108 tasks to evaluate the hyperparameter optimization algorithms.

We adopt two official metrics to measure the performance on Bayesmark. The loss score metric for each task is calculated by $100 * (1 - \text{loss})$. The normalized mean score first calculates the performance gap between observations and the global optimal point, then normalize it by the gap between random search results and the optimal. Table 1 shows the performance

\[1\] https://github.com/uber/bayesmark
### Method MLP_digits RF_breast SVM_digits SVM_wine ada_breast ada_digits linear_breast Avg_score Avg_norm

| Method     | Avg_score | Avg_norm |
|------------|-----------|----------|
| Random     | 98.63     | 92.07    |
| Hyperopt   | 100.29    | 96.50    |
| Opentuner  | 100.76    | 92.07    |
| Nevergrad  | 100.11    | 98.83    |
| Pysot      | 101.13    | 95.34    |
| Skopt      | 100.08    | 98.60    |
| Turbo      | 101.10    | 96.74    |
| HEBO       | 101.38    | 97.67    |
| NRBO       | 101.49    | 100.00   |

Table 1: The performance of 9 optimizers on bayesmark benchmark. We list the average loss score (denoted as Avg.score) and normalized mean score (denoted as Avg.norm) for all 108 tasks in bayesmark benchmark.

| Method     | ImageNet | VOC | CIFAR10 | CIFAR100 | Stanford Car | COCO |
|------------|----------|-----|---------|----------|--------------|------|
| Random     | 62.00    | 75.02 | 95.28 | 81.96 | 87.09 | 31.56 |
| HEBO       | 62.07(+0.07) | 74.88(-0.14) | 95.35(+0.07) | 81.91(-0.05) | 87.56(+0.47) | 32.34(+0.78) |
| NRBO       | 62.22(+0.22) | 77.12(+2.10) | 95.43(+0.15) | 82.16(+0.20) | 87.94(+0.85) | 33.92(+1.36) |

Table 2: Experiment results on computer vision tasks. The positive numbers in parentheses represent absolute improvements relative to Random Search.

of NRBO and other 8 commonly used hyperparameter optimizers, including random search, hyperopt [3], opentuner [1], pysot [7], skopt [8], turbo [8], nevergrad [25] and HEBO [4]. We also select 7 tasks in bayesmark and plot the optimization process in detail at figure 2. NRBO starts to surpass other optimizers at the 9-th iteration and stays ahead till the end of the optimization. The results indicate that NRBO converges faster and reaches better final score.

### 4.2 Results on Computer Vision Tasks

In this section, we show the experiment results about different hyperparameter optimization algorithms used on common computer vision tasks. We only choose three optimization algorithms including random search, HEBO and our NRBO due to the high cost of computer vision tasks on both time and resource.

Our computer vision experiments include classification task and detection task. For the classification task, we use ResNet-18 [14] and train it on ImageNet [18], CIFAR10 [17], CIFAR100 [17] and Stanford Cars [16] datasets. Four hyperparameters including momentum, weight decay, label smooth and learning rate compose a 4-dimension searching space. For the detection task, we use RetinaNet [23] and train it on Pascal VOC [9] and MS-COCO2017 [22] datasets. The searching space is also composed of 4 hyperparameters including momentum, weight decay, positive IoU thresh and negative IoU thresh.

The best detection results with different hyperparameter optimization algorithms are shown in table 2, where HEBO performs better than random search on COCO, and NRBO performs best on both VOC and COCO datasets. These results are consistent with those in bayesmark benchmark, demonstrating the effectiveness of our proposed method.

The classification results are shown in table 2. It is seen that the performance of HEBO is close to the naive random search. This may be caused by a relatively flat performance
Figure 2: The convergence progress of different methods. The results indicate that NRBO converges faster and reaches better score on both bayesmarks and CV tasks. For VOC task, score represents the AP50 metric.

landscape near the optimal solution in search space, and even a random search could have a high probability of getting a good result. Compared to bayesmark and COCO, the output of the ImageNet experiments with a specific hyperparameters is more stable. Therefore, the NRBO could hardly benefit from the regularization. Even in this case, NRBO still surpasses the HEBO on all four classification tasks.

4.3 Full-training Results of Computer Vision Tasks

Since the hyperparameter optimization needs repetitive trials, the computation cost is unaffordable on large-scale datasets. To overcome the computation resource limitation, in large computer vision datasets ImageNet and COCO, we optimize the hyperparameter on proxy tasks with 60% of total iterations for only 20 trials. Then we use the hyperparameters optimized on the proxy task for a full training to verify whether the NRBO is still in the lead. We repeat each optimizer 4 times for stable and convincing results.

**Classification** The configuration is same as ImageNet experiments in section 4.2, except that the learning rate of proxy task decreases at 25000th, 50000th, and 75000th iteration and ends at 80000th iteration. In full-training task, the learning rate schedule time is set as 37500, 75000, and 112500. Training ends at the 125000th iteration. As shown in table 3, the average accuracy of NRBO surpasses HEBO and random search by 0.37 and 0.33 respectively in the full-training setting.

**Detection** The configuration is same as COCO experiments in section 4.2. In full-training task, the learning rate drops at the 9th and 12th epoch. Training ends at the 14th epoch. As shown in table 3, the mAP of NRBO surpasses HEBO and random search by 2.29 and 1.37 respectively in the full-training setting.

Experiments above demonstrate that the hyperparameters searched by the small proxy task can be transfered to the full-training task.
Exp. Index | Task | Random | HEBO | NRBO
---|---|---|---|---
1 | proxy | 67.268 | 65.808 | 66.490
   | full | 68.324 | 67.660 | 68.362
2 | proxy | 65.644 | 67.258 | 66.972
   | full | 67.858 | 68.642 | 68.562
3 | proxy | 66.290 | 66.908 | 67.058
   | full | 67.668 | 68.494 | 68.446
4 | proxy | 66.916 | 66.116 | 67.020
   | full | 68.638 | 67.848 | 68.606
   **Avg.** | proxy | 66.530 | 66.523 | **66.885**
   | full | 68.122 | 68.161 | **68.494**

| Exp. Index | Task | Random | HEBO | NRBO
---|---|---|---|---
1 | proxy | 32.283 | 32.070 | 34.853
   | full | 34.549 | 34.438 | 36.952
2 | proxy | 32.085 | 32.334 | 33.231
   | full | 33.773 | 34.609 | 35.634
3 | proxy | 31.705 | 33.571 | 34.410
   | full | 34.123 | 35.997 | 36.199
4 | proxy | 30.147 | 31.395 | 33.222
   | full | 32.487 | 33.585 | 35.307
   **Avg.** | proxy | 31.555 | 32.343 | **33.929**
   | full | 33.733 | 34.657 | **36.023**

Table 3: (Left) Proxy task and full-training task results on ImageNet. (Right) Proxy task and full-training task results on COCO.

### 4.4 Ablation Study

In this section, we analyze the efficiency of each component proposed in NRBO. We first conduct experiments with a variant NRBO that cancels the density-based acquisition function. If we further cancel the regularization mechanism proposed in section 3.2.1, the NRBO will degenerate to a normal HEBO optimizer.

Figure 3 left shows the performance of HEBO, variant NRBO that without density-based acquisition function and a full NRBO. We can find that the variant NRBO still outperforms the basic HEBO within a wide range of computation resource settings. The variant NRBO significantly surpasses the HEBO from the tenth to the twelfth iteration. As the optimization progresses, the variant NRBO and HEBO finally reach the tie in the end. Note that the full NRBO still outperforms the HEBO at the end of the optimization. It suggests that the density-based acquisition function helps the optimizer jump out of the local optimal and leads to a better solution.

We also compare the NRBO with its variant that cancels the dynamic regularization strength and density reward described in section 3.2.3. Figure 3 right shows that, without the dynamic regularization strength and density reward, the performance of NRBO deteriorates...
severely as the optimization progresses. This is reasonable because always keeping a strong regularization will prevent the surrogate model from fitting the subtle patterns at the high-performance area where the search process is close to optimal. In addition, a fixed density-based acquisition reward encourages the optimizer to explore rather than exploit. It will also prevent the optimizer from a detailed search in the high-performance area.

### 4.5 Qualitative Visualization

In this section we visualize the effectiveness of regularization on an example dataset. We compare the standard Gaussian process Bayesian optimizer with a neighbor-based regularized optimizer on different noise levels. The search space is normalized to $[0, 1]$ and the neighbor radius for regularization is set to 0.1. The example dataset is generated with $\sin(2\pi x) + \cos(2\pi y) + \varepsilon \sigma$, where $\varepsilon$ is the noise level and $\sigma \sim N(0, 1)$.

As shown in Figure 4, in the first row, both of them fit the dataset well when the noise level is 0. When the noise level is set to 0.4, standard Gaussian process model starts to overfit the noise data and its output tends to be sharp and unstable. If we further increase the noise level to 0.8, the standard Gaussian process model completely collapsed. Meanwhile, the regularized model still outputs a smooth prediction that is very close to the ground truth.

### 5 Conclusion

We propose a novel hyperparameter optimization algorithm NRBO in this work. We first propose a neighbor-based regularization to smooth sample observations by the neighbor statistics. To further improve the stability of the neighbor statistics, we propose a density-based acquisition function. In addition, an adjustment mechanism is adopted to adjust the regularization strength and acquisition reward based on the remaining computation resources. Extensive experiments demonstrate NRBO could accelerate the convergence of hyperparameter optimization and reduce the risk of collapse.
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