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Abstract
In QCD hard scattering cross sections, the color content of the underlying hard scattering evolves with a factorization scale. This evolution is controlled by an anomalous dimension matrix, specific to each hard-scattering reaction. Anomalous dimensions are determined from the renormalization of products of ordered exponentials of the gauge field, which describe the coherent radiation of gluons by incoming hadrons and the observed jets or particles of the final state. The anomalous dimensions depend on the kinematics of the underlying hard scattering, but are free of collinear singularities. A number of these matrices are available in the literature. Here, we exhibit one-loop mixing matrices for the full list of $2 \rightarrow 2$ reactions involving light quarks and gluons. The eight-by-eight anomalous dimension matrix for gluon-gluon scattering shows a simplified structure in the basis corresponding to definite color exchange in the $t$-channel.
1 Introduction

Inclusive, short-distance hadronic cross sections may be factorized into convolutions of universal, nonperturbative parton distributions and/or fragmentation functions, and perturbative hard-scattering coefficient functions. In this procedure, a factorization scale $\mu$ separates nominally long- and short-distance components of the cross section. When $\mu$ is chosen large enough that the coupling $\alpha_s(\mu^2)$ is perturbative, it is possible to calculate the coefficient functions, and hence to determine the cross section, assuming that the relevant nonperturbative densities are known.

Factorization is an expression of quantum mechanical incoherence. The parton distributions summarize the internal dynamics of the incoming hadrons, and of their fragments that evolve into the final state. These distributions are independent of each other and of the fragmentation of scattered partons into jets and hadrons, in the final state. They are also incoherent with the short-distance dynamics that produces the hard scattering. Finally, they are incoherent with the dynamics of “noncollinear” gluons of any energy – from the hard scale $Q$ down to zero – that are radiated away from the incoming hadrons, or from the observed components of the final state [1, 2, 3].

Each of these components of a hard-scattering process: parton distributions, parton (or jet) fragmentation, hard scattering and soft gluons, may be thought of as governed by an effective field theory, in which the parton dynamics at differing scales and directions has been removed, and sometimes replaced by specific operators. At fixed order, coefficient functions combine contributions of quanta that are off-shell by the order of $Q$ with those from noncollinear soft gluons, because divergent soft-gluon behavior cancels, leaving finite contributions at each order in perturbation theory. These contributions, however, retain sensitivity to momentum scales much smaller than $\mu$, and may produce large, although finite, higher-order corrections.

Noncollinear soft-gluon dynamics is an important ingredient in a variety of resummed cross sections. Their first complete treatment was given by Collins and Soper for the transverse momentum ($Q_T$) distribution of hadron pairs in $e^+e^-$ annihilation [4]. Because this cross section is not fully inclusive, it is necessary to resum (Sudakov) logarithms of $Q_T$ due to soft gluon emission to determine the cross section near $Q_T = 0$, a procedure intensively studied for Drell-Yan pairs [4, 6]. As is typical of such resummations, nonperturbative effects remain important phenomenologically at realistic energy scales. In fact, the perturbative resummation suggests the functional form of these effects [6]. A similar resummation is necessary to define elastic scattering amplitudes for hadrons and partons at large momentum transfer and fixed angle [7, 8, 9, 10]. In both of these cases, leading logarithms are generated by soft gluons emitted collinear to incoming partons. Nevertheless, a treatment of noncollinear soft emission, i.e. soft gluons emitted at angles between the directions of the primary incoming and outgoing hard partons, is necessary to extend the formalism to next-to-leading logarithm and beyond. The pattern of this emission is essentially coherent [11]; as we shall see below, it is determined primarily by interference between emission from different hard partons. Despite this, it remains incoherent with the collinear dynamics of incoming and outgoing hard partons. That is, it factorizes from parton distributions and from suitably defined final-state jets.
In inclusive quantities such as the Drell-Yan cross section $d\sigma/dQ^2$, soft gluon dynamics is somewhat hidden in higher order corrections to short-distance coefficient functions. It appears indirectly, through integrable logarithms at the "edge of phase space", where the observed final state uses up all partonic energy, leaving none over for QCD radiation. These phenomena have been studied in inclusive electroweak reactions such as the Drell-Yan cross section [12, 13], and more recently in inclusive QCD reactions such as heavy quark [14, 15, 16, 17, 18, 19, 20] and dijet production [21].

Beyond leading logarithms, all of these resummations require a treatment of soft, noncollinear, gluons. The hard scattering of partons of specific flavors involves, in general, a number of possible color exchanges. On quite general grounds, we expect this information to be reflected in observable properties of the final state [22]. At the same time, it is clear that if soft gluons are factorized from the hard scattering, the color content of the latter depends on the scale at which the separation is carried out. Nevertheless, physical cross sections cannot depend on this scale. The combination of factorization, and invariance under scale choice ensures the possibility of resummation in the scale dependence [23].

In this procedure, the emission of noncollinear soft gluons is described by matrix elements of products of ordered exponentials of the gluon field, coupled at a point representing the hard scattering [7, 17, 18, 20, 21]. The factorization scale between the hard and soft gluon functions may be interpreted as the renormalization scale for these operators. If the physical cross section is defined so that the soft gluon function depends on a single ratio of a phenomenological mass scale to the renormalization scale, then the entire soft function is determined by its anomalous dimensions.

Rather than review the specifics of QCD resummations in detail, we shall treat here one feature common to them all, the evolution of color exchange in noncollinear soft gluon emission. Our discussion will therefore treat gluons interacting with ordered exponentials instead of physical partons. We will present the full set of anomalous dimensions relevant to the scattering of light partons, including quark-quark, quark-antiquark (which have been presented previously), quark-gluon, and (by far the most complex case) gluon-gluon. Each of these partons will be replaced, for this discussion, by Wilson lines of the corresponding color representation. The justification for this approximation, and the detailed role that it plays in each cross section, may be found in the references cited above.

We begin, in Sec. 2, with a discussion of the renormalization of products of ordered exponentials, with the aim of isolating the evolution of color mixing. We shall see that, although the analysis immediately encounters collinear divergences, it is easy to identify finite anomalous dimensions that govern the mixing of color. We go on, in Sec. 3, to recall, for definiteness, the soft gluon contribution to inclusive jet cross sections in hadronic scattering [21]. This “soft function” is manifestly free of collinear singularities, and its evolution, with mixing, reflects the color content of the underlying hard scattering. In Sec. 4, we introduce a color basis notation that is convenient for the solution of the evolution equation for the soft function. This is followed, in Secs. 5 and 6, by the computation of the anomalous dimension matrices for various processes, along with their eigenvalues and eigenvectors. We have included
two appendices that describe some of the details of the calculations.

2 Soft Anomalous Dimensions from Wilson Lines

Our discussion begins with ordered exponentials, or Wilson lines. A general Wilson line is labelled by a path in space-time, $C$, beginning at point $z$ and ending at point $z'$,

$$W[C; z', z] = P \exp \left[ -ig \int_{\lambda_1}^{\lambda_2} d\eta \frac{dy(\lambda)}{d\eta} \cdot A(y(\eta)) \right].$$  \hspace{1cm} (1)

The variable of integration $\eta$ parameterizes $C$, with $y(\lambda_1) = z$, $y(\lambda_2) = z'$. Wilson lines have myriad applications in quantum field theory, but their interest here is as a model for the radiation of soft gluons by fast-moving partons (quarks and gluons). Any hard-scattering event, be it based on electroweak or QCD hard scattering, results in nonabelian radiation, in much the same manner as in classical electrodynamics. Indeed, as in classical electrodynamics, the pattern of soft radiation is determined by the charge currents at long times before and after the scattering event. The factorization properties of inclusive hard-scattering cross sections in QCD rely on this feature [3].

Initial and final-state partons are represented by ordered exponentials in which $C$ is a straight line, in the direction of the four-velocity, $\beta$, of the relevant parton. For inclusive cross sections, the lines extend from a common point $x$ to infinity, either from the distant past, or toward the distant future. We shall adopt the notation of Ref. [21] for such Wilson lines,

$$\Phi^{(f)}(\lambda_2, \lambda_1; x) = P \exp \left( -ig \int_{\lambda_1}^{\lambda_2} d\eta \beta \cdot A^{(f)}(\eta\beta + x) \right),$$  \hspace{1cm} (2)

where the gauge field $A^{(f)}$ is a matrix in the representation of the flavor $f$. Comparing this definition with Eq. (1), we have $y(\eta) = \eta\beta + x$.

Although the Wilson lines $\Phi$ in Eq. (2) extend to infinity, they reproduce the dynamics of the gauge field for only a finite time before and after a hard scattering. At long times, nonperturbative dynamics dominate, nonabelian charges are neutralized, and a picture in terms of isolated currents fails utterly. Therefore, the procedure applies only to cross sections for which such long-distance effects cancel in perturbation theory. The final answers for such quantities are insensitive to the infrared properties of amplitudes generated from Wilson lines of the form of Eq. (2), although it may be necessary to deal with these properties at intermediate steps in any calculation. In fact, it is their ultraviolet behavior that we shall find most interesting.

This approach has been applied to the classic electroweak hard scattering processes, $e^+e^-$ annihilation, DIS and Drell-Yan vector boson production [12, 13, 24]. In each of these cases, the relevant operator is a product of two $\Phi$'s coupled at a color singlet vertex. Equivalently it is a single Wilson line, whose direction changes discontinuously at a single point. For $e^+e^-$ annihilation, the curve $C$ consists of two straight paths, both extending to positive infinity in time, describing the creation of
a quark pair at a point. For DIS, \( C \) comes in from negative infinity and changes direction, describing the scattering of a quark or antiquark, while for Drell-Yan, \( C \) represents the annihilation of a pair.

For definiteness, we consider the Wilson line analog of the Drell-Yan cross section [24], where the configuration just described corresponds to the product

\[
W_{b_2b_1}^{(DY)}(x) = \delta_{a_1a_2} \Phi_{\beta_2}(0, -\infty; x) \Phi_{\beta_1}(0, -\infty; x)_{a_1b_1} .
\]  

(3)

The vertex at \( x \) is associated with ultraviolet divergences, as are self-energies of the eikonal lines. The divergent one-loop diagrams are shown in Fig. [4]. These vertex and self-energy diagrams are conveniently renormalized by perturbative counterterms, corresponding to multiplicative renormalization of the composite operators [25, 26, 27],

\[
W^{(DY)(0)}(x) = Z_{W}^{DY} \left( \alpha_s, \beta_1 \cdot \beta_2 \sqrt{\beta_2^2} \right) W^{(DY)}(x) ,
\]  

(4)

where \( W^{(DY)(0)} \) is the bare operator, and where we have used the invariance of \( W \) under rescalings of the velocities \( \beta_i \). In the following, we suppress dependence on \( x \), the position of the composite vertex. The independence of the unrenormalized operator from the renormalization scale \( \mu \) implies that the renormalized operator satisfies the renormalization group (RG) equation

\[
\mu \frac{d}{d\mu} W^{(DY)} = \Gamma_W \left( \alpha_s, \beta_1 \cdot \beta_2 \right) W^{(DY)} .
\]

(5)

The anomalous dimension \( \Gamma_W(\alpha_s, \beta_i) \) is the same for all color singlet products of the form of Eq. (3), and is sometimes referred to as \( \Gamma_{cusp} \) [27].

Because \( W^{(DY)}(\alpha_s, \beta_i, n) \) is a gauge-invariant operator, so is \( \Gamma_W \). A direct calculation verifies that, as suggested by Eq. (4), \( \Gamma_W \) is somewhat unusual for an anomalous dimension, in that it diverges in the limit of light-like velocities for the external lines, \( \beta_i^2 = 0 \). Fixing the \( \beta_i^2 \) to be small, but nonvanishing, we find the explicit expression

\[
\Gamma_W = \frac{\alpha_s}{\pi} C_F \left[ \ln \left( \frac{-2\beta_1 \cdot \beta_2}{\sqrt{\beta_1^2 \beta_2^2}} \right) - 1 \right] .
\]  

(6)

The divergence at light-like velocities is a collinear enhancement, due to the emission of gluons in the direction of the eikonal line. In suitably-defined inclusive cross sections, the corresponding collinear divergences either cancel, or are absorbed into parton distributions [3]. We shall see that the same is true for a product of two Wilson lines like Eq. (3) and its generalizations. Specifically, the collinear divergences in

---

1 Strictly speaking, the multiplicative renormalization in Eq. (4), and the corresponding RG equation (5) apply to the renormalization of the composite operator only; the renormalization associated with the QCD Lagrangian is assumed to have been carried out. In [23] the renormalization proof was formulated in terms of the vacuum expectation value of the corresponding loop.
\( \Gamma_W \) are universal, and may be factored from the underlying local coupling. In computing loop corrections to \( W \) and \( \Phi \), we treat the eikonal lines as on-shell particles, normalized by the square root of the residue of the eikonal two-point function. This ensures gauge invariance.

To demonstrate factorizability, we shall find it useful to work in an axial gauge, \( n \cdot A = 0 \), with \( n \cdot \beta_i \neq 0 \), \( i = 1, 2 \). In any gauge, a single Wilson line \( \Phi^{(q)}_\beta \) in quark representation, defined on a ray in the direction of velocity \( \beta \) is also multiplicatively renormalizable [25],

\[
\Phi^{(q)(0)}_\beta = Z_\Phi \left( \alpha_s, \frac{|\beta \cdot n|}{\sqrt{\beta^2|n^2|}} \right) \Phi^{(q)}_\beta,
\]

where again, rescaling invariance in the velocity and the gauge vector limits possible arguments of \( Z_\Phi \). Eq. (7) implies that \( \Phi^{(q)}_\beta \) satisfies a renormalization group equation

\[
\mu \frac{d}{d\mu} \Phi^{(q)}_\beta = \Gamma^{(q)}_\Phi \left( \alpha_s, \frac{|\beta \cdot n|}{\sqrt{\beta^2|n^2|}} \right) \Phi^{(q)}_\beta,
\]

with \( \Gamma^{(q)}_\Phi \) another anomalous dimension. Clearly, \( \Phi^{(q)}_\beta \) requires the same renormalization constant.

The one-loop expression for \( \Gamma_\Phi \) in axial gauges has the same collinear \((\beta^2 \to 0)\) divergence as \( \Gamma_W \), but now through gauge-dependent logarithms,

\[
\Gamma^{(q)}_\Phi \left( \alpha_s, \frac{|\beta \cdot n|}{\sqrt{\beta^2|n^2|}} \right) = \frac{\alpha_s}{\pi} C_F \left[ \ln \left( \frac{2|\beta \cdot n|}{\sqrt{\beta^2|n^2|}} \right) - 1 \right].
\]

Evidently, the collinear divergences in this anomalous dimension exactly match those of \( \Gamma^{(DY)}_W \), with the opposite sign. As we shall see, this result is quite general.

To make use of this correspondence, let us define a new operator, which generates the sum of diagrams, containing the Drell-Yan vertex, that cannot be reduced by cutting a single eikonal line. We do this by simply dividing out the vacuum expectation values of the two external Wilson lines in Eq. (3), which defines \( W^{(DY)} \),

\[
S^{(DY)} = W^{(DY)} \langle 0|\Phi^{(q)}_\beta(0,-\infty;0)|0 \rangle^{-1} \langle 0|\Phi^{(q)}_{\beta_2}(0,-\infty;0)|0 \rangle^{-1},
\]

where in the vacuum expectation value a trace and an average of color of the operator \( \Phi \) is assumed.

Given the RG equations for \( W^{(DY)} \) and the \( \Phi \)'s, the function \( S^{(DY)} \) satisfies a renormalization group equation of exactly the same sort as \( W^{(DY)} \),

\[
\mu \frac{d}{d\mu} S^{(DY)} = \Gamma_S \left( \alpha_s, \beta_i, n \right) S^{(DY)},
\]

with a “soft” anomalous dimension,

\[
\Gamma_S = \Gamma_W - \Gamma^{(q)}_\Phi \left( \alpha_s, \frac{|\beta_1 \cdot n|}{\sqrt{\beta_1^2|n^2|}} \right) - \Gamma^{(q)}_\Phi \left( \alpha_s, \frac{|\beta_2 \cdot n|}{\sqrt{\beta_2^2|n^2|}} \right)
= \frac{\alpha_s}{\pi} C_F \left[ 1 + \ln \left( \frac{-\beta_1 \cdot \beta_2 |n^2|}{2|\beta_1 \cdot n||\beta_2 \cdot n|} \right) \right].
\]
We may think of $\Gamma_S$ as the "coherent" part of the "cusp" anomalous dimension $\Gamma_W$, that is, the part that depends on the specific color-singlet vertex in Eq. (3), but is independent of the mutually incoherent collinear behavior of the lines themselves. Our definition of $\Gamma_S$ is, however, somewhat arbitrary, and we might change it through a finite renormalization and/or a change of gauge. A natural choice is $A_0^0 = 0$ gauge in a frame where $\beta_1^\mu = \delta_{\mu+}$ and $\beta_2^\mu = \delta_{\mu-}$, in which case $\Gamma_S = (\alpha_s/\pi) C_F (1 - i\pi) \quad [12]$, but we are even free to make $\Gamma^{\text{DY}}(S)$ vanish. Any choice leads to the same amplitude.

The value of this approach is found by generalizing $W^{\text{DY}}$ to products of multiple Wilson lines. For QCD hard-scattering processes, products of four lines are most interesting, and illustrate the general case. As noted above, the collinear divergences represented by Eq. (6) are more general than the color-singlet vertex in $W^{\text{DY}}$, precisely because they may be factored from this vertex, and from each other. In the anomalous dimensions, which appear eventually in exponents, this factorization is guaranteed to be additive.

In the context of QCD hard-scattering [17, 13, 12, 20, 21], most of the above considerations apply, although now with a more complex and interesting color flow. In this paper, we shall be concerned specifically with soft radiation for cross sections due to $2 \to 2$ scattering of light quarks and gluons at short distances, of relevance to high-$p_T$ jet production. Analogous reactions are also at the basis of heavy quark production. In this larger context, the value of isolating single-logarithmic soft gluon dynamics from corresponding, universal, collinear dynamics is clear. We shall review very briefly in Sec. 3 the role of products of Wilson lines in hard cross sections, using as an example the resummation of threshold corrections in jet cross sections. First, however, we show how the generalization of the color-singlet product $W^{\text{DY}}$ leads naturally to a matrix of anomalous dimensions that describe the mixing of color with changing scales.

Following Ref. [21], we introduce a class of operators coupling four Wilson lines, corresponding to the primary partons involved in a hard scattering,

$$ W^{(f)}_I(x)_{r_k} = \sum_{\{d_i\}} \Phi^{(f)}_{\{d_2\}}(\infty, 0; x)_{r_2,d_2} \Phi^{(f_i)}_{\{d_1\}}(\infty, 0; x)_{r_1,d_1} \times \left( c^{(f)}_{d_2d_1,d_Bd_A} \Phi^{(f_A)}_{\beta_A}(0, -\infty; x)_{d_A,r_A} \Phi^{(f_B)}_{\beta_B}(0, -\infty; x)_{d_B,r_B} \right) , $$

and a corresponding irreducible soft function,

$$ S^{(f)}_I = W^{(f)}_I \prod_{i=A,B} \langle 0 | \Phi^{(f_i)}_{\beta_i}(0, -\infty; 0) | 0 \rangle^{-1} \prod_{i=1,2} \langle 0 | \Phi^{(f_i)}_{\beta_i}(\infty, 0; 0) | 0 \rangle^{-1} . $$

As above, $\beta_i$ represents the four-velocities of initial- and final-state partons. The superscript $f$ represents a scattering process,

$$ f_A(\ell_A, r_A) + f_B(\ell_B, r_B) \to f_1(p_1, r_1) + f_2(p_2, r_2) , $$

involving four partons, with flavors $f_i$, incoming momenta $l_i$ and outgoing momenta $p_i$, and color $r_i$. The color tensor $\left( c^{(f)}_{d_2d_1,d_Bd_A} \right)$ describes the couplings of the ordered
exponentials with each other in color space. If, for example, the incoming lines are quark and antiquark, the indices $r_i, d_j$ are in the fundamental representations of $SU(3)$. Examples of bases for the color tensors $c_I$ then include: singlet and octet matrices in the $s$- or in the $t$-channel, or $s$-channel color singlet and $t$-channel color singlet.

The relationship between the $W_I$ and the $S_I$ is shown in Fig. 2 in axial gauges. The left-hand side of the figure shows a general momentum configuration of a “leading region” [3], that contributes logarithmic behavior to (the vacuum expectation value of) $W_I^{(f)}$; lines have been grouped according to their momentum flow. Such configurations may be identified by standard Minkowski-space power counting [3]. As indicated in the diagram, all lines fall either into “jet-like” subdiagrams, labelled 1, 2, $A$, $B$, or into a “soft” subdiagram, labelled $S$. The jet subdiagrams consist of lines that are all on-shell with light-like momenta parallel to the directions of the corresponding $\beta_i$. The momenta of lines in $S$ vanish in all four components. As indicated in the figure, in each such “leading” region, all collinear contributions factor into the self energies, in axial gauges. Demonstrations of this factorization, based on Ward identities in QCD may be found in Refs. [3], [4] and [5] in the case of jets of partons. The eikonal lines in Fig. 2 obey the same Ward identities as do quark lines, and do not change these arguments.

Under renormalization, the set of operators $W_I^{(f)}$, and hence the $S_I^{(f)}$, will mix in general. Because the eikonal lines do not include recoil effects, they cannot annihilate, and there is no mixing between vertices that link other sets of Wilson lines (corresponding to other flavor flows $f$). The corresponding renormalization group equation is now in terms of a matrix of anomalous dimensions,

$$
\mu \frac{d}{d\mu} W_I^{(f)} = (\Gamma_W^{(f)})_{IJ}(\alpha_s, \beta_i, \beta_j) \> W_J^{(f)}
$$

$$
\mu \frac{d}{d\mu} S_I^{(f)} = (\Gamma_S^{(f)})_{IJ} \left( \alpha_s, \frac{\beta_i \cdot \beta_j |n|^2}{|\beta_i \cdot n| |\beta_j \cdot n|} \right) \> S_J^{(f)},
$$

where in the arguments of $\Gamma_S$, $i \neq j$. The two anomalous dimension matrices are related by a generalization of Eq. (12) for Drell-Yan,

$$
\Gamma_{S,II}^{(f)}(\alpha_s, \beta_i, n) = \Gamma_{W,II}^{(f)}(\alpha_s, \beta_i, \beta_j) - \delta_{IJ} \sum_{i=1}^4 \Gamma^{(f)}_{\Phi_i} \left( \alpha_s, \frac{\beta_i \cdot n}{\sqrt{\beta_i^2 |n|^2}} \right)
$$

The anomalous dimensions for $W_I^{(f)}$ include collinear divergences in the limit of vanishing $\beta_i^2$. These divergences, however, are universal, and may be absorbed into the renormalization of the $\Phi$’s. This is possible precisely because any collinear divergence may be absorbed into a self-interaction of one of the Wilson lines, as argued above. Since the renormalization of self-energy graphs does not mix colors at the vertex, collinear divergences in $\Gamma_W^{(f)}$, Eq. (16), can only appear times the identity in the space of color tensors. Therefore the soft anomalous dimension matrix $\Gamma_{S,II}^{(f)}$ summarizes the mixing of operators under renormalization, but is free from collinear divergences, as long as $\beta_i \cdot \beta_j \neq 0$ for $i \neq j$. The soft anomalous dimension $\Gamma_S^{(f)}$ will be, as in the
case of $\Gamma^{(\text{DY})}_S$ above, free of universal collinear divergences, not only at one loop, but to all orders in perturbation theory.

Note that the choice of finite renormalization for the $\Phi$’s, and of overall gauge, encountered above, may be interpreted as a renormalization scheme for defining the composite vertex and its soft anomalous dimension. In the next section, we shall exhibit a class of infrared safe soft functions that occur in the threshold resummation of dijet cross sections [21], and whose evolution is controlled by the tensors $\Gamma^{(f)}_{S,I,J}$.

3 Soft Functions in Dijet Production

In this section we recall the role that eikonal operators like those discussed above play in the resummation of threshold corrections in dijet production,

$$h_A(p_A) + h_B(p_B) \rightarrow J_1(p_1) + J_2(p_2) + X(k),$$  \hspace{1cm} (18)

at fixed dijet invariant mass,

$$M_{JJ}^2 = (p_1 + p_2)^2,$$  \hspace{1cm} (19)

and at fixed rapidity difference,

$$\Delta y = \frac{1}{2} \ln \left( \frac{p_1^+ p_2^-}{p_1^- p_2^+} \right) = \ln \left( \frac{u}{t} \right),$$  \hspace{1cm} (20)

with $t$ and $u$ the usual Mandelstam variables, defined as

$$t = (p_A - p_1)^2,$$
$$u = (p_A - p_2)^2.$$  \hspace{1cm} (21)

As discussed in Ref. [21], many other choices of cross section involve essentially the same physics. Again to be specific, we assume that the two final-state jets in (18) are identified by cones of opening angles $\delta_i$.

We shall be concerned with the contribution to this cross section from an underlying partonic scattering like Eq. (13). In particular, we shall review some relevant features of the resummation, in this cross section, of “threshold” corrections to the hard-scattering function. These are corrections of the general form $[\ln^n(1 - z)/(1 - z)]_+$, with $z = M_{JJ}^2/\hat{s}$, where $\hat{s}$ is the invariant mass squared of the partons that initiate the process. Referring to Eq. (13), we take $\ell_A = x_A p_A$, $\ell_B = x_B p_B$, with $p_A$ and $p_B$ the momenta of the incoming hadrons and $x_A, x_B$ momentum fractions, so that $\hat{s} = 2x_A x_B p_A \cdot p_B$. We represent the coupling of soft gluons to the hard partons of the flavors $f_A$, $f_B$, $f_1$ and $f_2$ by Wilson lines, as in Eq. (2), tied together at the vertices of Eq. (13). In terms of the operators $W^{(f)}_I$ we define a dimensionless “eikonal cross section”, describing the emission of gluons by hard partons in eikonal approximation,

$$\sigma^{(\text{eik})}_{LI} \left( \frac{w M_{JJ}}{\mu}, \Delta y, \alpha_s(\mu^2), \delta_i, \epsilon \right) = \sum_\xi \delta \left( w - w^{(\text{eik})}(\xi, \delta_i) \right)$$
$$\times \langle 0 | \hat{T} \left[ (W^{(f)}_L(0))_{\{b_i\}} \right] | \xi \rangle \langle \xi | \hat{T} \left[ W^{(f)}_I(0)_{\{b_i\}} \right] | 0 \rangle,$$  \hspace{1cm} (22)
where $\xi$ designates a set of intermediate states. The eikonal cross section depends on the rapidity difference $\Delta y$ (or equivalently, the partonic center-of-mass scattering angle) through the relative directions of the Wilson lines coupled at each operator $W^{(f)}$. We choose the dimensionless weight $w$ in Eq. (22) to reproduce the phase space available to soft gluons near partonic threshold ($z = 1$) [21]. For the cross section in question, this requires that we fix the total energy emitted by the eikonal lines into the final state, but outside the cones $\delta_i$. Denoting this energy as $k_0^i$, we have

$$w_{\text{eik}}(\xi, \delta_i) = \frac{2k_0^i}{M_{JJ}}.$$  \hspace{1cm} (23)

To handle the collinear divergences of $\sigma^{(\text{eik})}$ due to initial state interactions, and to avoid infinite energy emitted into the cones, we may think of the eikonal as having small “mass”, $\beta_i^2$. We shall not need this regulator in any of our explicit calculations below, however.

As in the previous section, we want to isolate the contributions of noncollinear gluons, which control color mixing. For this purpose we factorize the eikonal cross section, Eq. (22), in the same manner as a hadronic cross section [3, 21]. Initial-state collinear divergences can be factorized into eikonal “parton distributions”, which we label $j_{IN}^{(f)}$. Analogously, final-state collinear enhancements may be factorized into outgoing “jet” functions, $j_{OUT}^{(f)}$.

The result of this procedure is to write the eikonal cross section as a convolution of an infrared safe soft function $S_{LI}^{(f)}$ with the functions $j_{IN}^{(f)}$ and $j_{OUT}^{(f)}$.

$$\sigma^{(\text{eik})}_{LI} \left( \frac{wM_{JJ}}{\mu}, \Delta y, \alpha_s(\mu^2), \delta_i, \epsilon \right) =$$

$$\int_0^1 dw_A dw_B dw'_A dw'_B dw'_S \delta (w - w'_1 - w'_2 - w'_A - w'_B - w'_S)$$

$$\times \prod_{c=A,B} j_{IN}^{(f_c)} \left( \frac{w'_c M_{JJ}}{\mu}, \alpha_s(\mu^2), \epsilon \right) \prod_{d=1,2} j_{OUT}^{(f_d)} \left( \frac{w'_d M_{JJ}}{\mu}, \alpha_s(\mu^2), \delta_d \right)$$

$$\times S_{LI}^{(f)} \left( \frac{w'_S M_{JJ}}{\mu}, \Delta y, \alpha_s(\mu^2) \right).$$  \hspace{1cm} (24)

Here $w'_i = 2k^0_i / M_{JJ}$, with $k^0_i$ the energy of partons emitted outside the cones, and associated with the function labelled by $i = 1, 2, A, B, S$. We are using the incoherence of these “effective theories”, as mentioned in the introduction.

For completeness, we give definitions for the incoming eikonal jets [17, 21]:

$$j_{IN}^{(f_i)} \left( \frac{w'_i M_{JJ}}{\mu}, \alpha_s(\mu^2), \epsilon \right) = \frac{M_{JJ}}{2\pi} \int_{-\infty}^{\infty} dy_0 \ e^{-i w'_i M_{JJ} y_0}$$

$$\times \langle 0 | \ Tr \left\{ T[\Phi^{(f_i)}(\beta_i ; 0, -\infty ; y)] T[\Phi^{(f_i)}(\beta_i ; 0, -\infty ; 0)] \right\} | 0 \rangle,$$  \hspace{1cm} (25)

with $i = A, B$ and $y^\nu = (y_0, 0)$ a vector at the spatial origin. The argument $\epsilon = 4 - D$, in $D$ dimensions, denotes the presence of collinear singularities in $j_{IN}^{(f_i)}$. Similarly, for
the outgoing eikonal jets we have \[21\],

\[
\hat{j}_{\text{OUT}}^{(j_i)} \left( \frac{w_i' M_{JJ}}{\mu}, \alpha_s(\mu^2), \delta_i \right) = \sum_\xi \delta \left( w_i' - w_i^{(\text{eik})}(\xi, \delta_i) \right) 
\times \langle 0 | \text{Tr} \left\{ \bar{T}[\Phi_{\beta_i}(\infty, 0; 0)] \langle \xi | T[\Phi_{\beta_i}^{(j_i)}(\infty, 0; 0)] \rangle | 0 \rangle \}
\]

with \( i = 1, 2 \). In this case, collinear singularities cancel due to the jet definition in the sum over final states, and the infrared regulator \( \epsilon \) is replaced by the cone size \( \delta_i \).

Mellin transforms of the eikonal cross section with respect to the weight conveniently isolate contributions from noncollinear soft gluons that are singular at partonic threshold \[21\]. If we take the Mellin transform of Eq. (24),

\[
\int_0^1 dw \left( 1 - w \right)^{N-1} \hat{\sigma}_{\text{LL}}^{(f_i)(\text{eik})} \left( \frac{w M_{JJ}}{\mu}, \Delta y, \alpha_s(\mu^2), \delta_i, \epsilon \right),
\]

the convolution in the eikonal weights becomes a product of moments, up to corrections that vanish as a power of the moment variable \( N \) for large \( N \). Hence the moments of the soft function can be extracted from the eikonal cross section, as follows,

\[
\tilde{S}^{(f)}_{\text{LL}} \left( \frac{M_{JJ}}{N\mu}, \Delta y, \alpha_s(\mu^2) \right) = \frac{\hat{\sigma}_{\text{LL}}^{(f_i)(\text{eik})} \left( \frac{M_{JJ}}{N\mu}, \Delta y, \alpha_s(\mu^2), \delta_i, \epsilon \right)}{\hat{\gamma}_{\text{IN}}^{(f_1)} \left( \frac{M_{JJ}}{N\mu}, \alpha_s(\mu^2), \epsilon \right) \hat{\gamma}_{\text{IN}}^{(f_2)} \left( \frac{M_{JJ}}{N\mu}, \alpha_s(\mu^2) \right)}
\times \frac{1}{\hat{j}_{\text{OUT}}^{(f_1)} \left( \frac{M_{JJ}}{N\mu}, \alpha_s(\mu^2), \delta_1 \right) \hat{j}_{\text{OUT}}^{(f_2)} \left( \frac{M_{JJ}}{N\mu}, \alpha_s(\mu^2), \delta_2 \right)}.
\]

All the leading power singularities, \( \left[ \ln^n \left( 1 - z \right) \right]_+ \), may be reconstructed from logarithms of the leading power (\( O(N^0) \)) \( N \) dependence.

We recognize Eq. (28) as a generalization of Eq. (14) to the moments of the cross section. By removing the mutually-incoherent jet factors, which in axial gauge correspond simply to cut parton self-energies, we isolate in the function \( S^{(f)}_{\text{LL}} \) the interference of amplitudes in which gluons are emitted by one eikonal line and absorbed by another. In axial gauge, cut diagrams of this topology incorporate what we might describe as “interjet” coherent \[11\] radiation in the cross section.

We have not yet discussed the renormalization of the soft function and eikonal jets. In the next section we will see that renormalization leads to the exponentiation of the \( N \)-dependence of the soft function, and hence of the energy dependence of its transform.

Now let us relate the soft function \( \tilde{S}_{\text{LL}} \) to threshold resummation for dijet cross sections. To derive singular behavior at partonic threshold, we consider moments with respect to \( \tau = M_{JJ}^2/S \) for perturbative, partonic cross sections, in which the external hadrons are replaced by partons in an infrared-regulated theory. In Ref.
we showed that, up to next-to-leading logarithms, this cross section factorizes under such a Mellin transform,

\[
\int_0^1 d\tau \tau^{N-1} S^2 \frac{d\sigma_{f_A f_B \to j_1 j_2}(S, \delta_1, \delta_2)}{dM_{j_1 j_2}^2 d\Delta y} = \sum_i \sum_{IL} H_{IL}^{(f)} \left( \frac{M_{j_1 j_2}}{\mu}, \Delta y, \alpha_s(\mu^2) \right) \\
\times \tilde{\psi}_{f_A/f_A} \left( N, \frac{M_{j_1 j_2}}{\mu}, \alpha_s(\mu^2), \epsilon \right) \tilde{\psi}_{f_B/f_B} \left( N, \frac{M_{j_1 j_2}}{\mu}, \alpha_s(\mu^2), \epsilon \right) \\
\times \tilde{S}_{LI}^{(f)} \left( \frac{M_{j_1 j_2}}{\mu N}, \Delta y, \alpha_s(\mu^2) \right) \\
\times \tilde{j}^{(f_1)} \left( N, \frac{M_{j_1 j_2}}{\mu}, \alpha_s(\mu^2), \delta_1 \right) \tilde{j}^{(f_2)} \left( N, \frac{M_{j_1 j_2}}{\mu}, \alpha_s(\mu^2), \delta_2 \right).
\]

(29)

The factorized cross section is illustrated in cut diagram notation in Fig. 3. Here, \( S_{LI} \) is exactly the matrix of soft eikonal functions constructed above. \( H_{IL} \) absorbs quanta, represented by \( h^*_L \) and \( h_L \) (see also Eq. (31) below), which are off-shell by the order of \( M_{j_1 j_2} \). The remaining functions \( \psi \) and \( J \) include, respectively, virtual and final-state partons parallel to the incoming hadrons (partons) and to the observed outgoing jets. Explicit definitions of the jet functions are given in Ref. [21]. Their detailed features are not of interest here, primarily because they are color diagonal, and incoherent with the soft radiation included in \( S_{LI} \). Our interest is in the interplay of color structures between the soft tensor \( S_{LI} \) and the hard color tensor \( H_{IL} \).

4 Color Evolution in Jet Cross Sections

In this section, we exhibit the evolution of color exchange in hard scattering. Although our notation is taken from the dijet cross section of the previous section, it is quite general.

4.1 Evolution for Soft and Hard Functions

The composite operators of the soft function \( \tilde{S}_{LI}^{(f)} \), as we saw before, require renormalization. The matrices \( H \) and \( S \) occur in a product in Eq. (29) and (consistent with the discussion of Sec. 2), must therefore renormalize multiplicatively, with separate renormalization factors for the amplitude and the complex conjugate [7, 23],

\[
H_{IL}^{(f)(0)} = \prod_{i=A,B,1,2} Z_i^{-1} \left( Z_{S,CD}^{(f)-1} \right)_{IC} H_{CD}^{(f)} \left[ (Z_{S,CD}^{(f)})^{-1} \right]_{DL}
\]

\[
S_{LI}^{(f)(0)} = (Z_{S,CD}^{(f)})_{LB} S_{BA}^{(f)} Z_{S,AL}^{(f)}.
\]

(30)

Here \( Z_i \) is the wavefunction renormalization constant of the \( i \)th incoming parton field (of flavor \( f_A \ldots f_2 \)) in Eq. (14), involved in the hard scattering, and \( Z_{S,CD}^{(f)} \) is a matrix of renormalization constants, describing the renormalization of the soft function.
In the following, we shall adopt the convention of using Roman indexes to refer to the color structures in an arbitrary basis. In jet cross sections near partonic threshold, the hard-scattering function is a product of two purely virtual factors [21]

\[ H_{IL}^{(f)} \left( \frac{M_{JJ}}{\mu}, \Delta y, \alpha_s(\mu^2) \right) = h_{IL}^{(f)*} \left( \frac{M_{JJ}}{\mu}, \Delta y, \alpha_s(\mu^2) \right) h_{I}^{(f)} \left( \frac{M_{JJ}}{\mu}, \Delta y, \alpha_s(\mu^2) \right), \]  

(31)

one from the overall amplitude and one from the complex conjugate. This simplification [4] is due to the fact that near threshold there is insufficient phase space for the emission of hard partons, aside from those observed in the hard scattering (and hence summarized in the jet functions \( J^{(f)} \) in Eq. (29)).

The \( h_{I} \) in Eq. (31) are the coefficients of color tensors in the expansion of the hard scattering amplitude treated as a matrix in color space,

\[ h_{dA \ldots d_2}^{(f)} \left( \frac{M_{JJ}}{\mu}, \Delta y, \alpha_s(\mu^2) \right) = \sum_K h_{K}^{(f)} \left( \frac{M_{JJ}}{\mu}, \Delta y, \alpha_s(\mu^2) \right) \left( c_{K}^{(f)} \right)_{dA \ldots d_2}, \]  

(32)

with the \( c_{K}^{(f)} \) the same color tensors introduced to define the soft functions, through Eqs. (13), (22) and (28). Here we may point out a strong similarity to the effective theory formalism, in which the \( c_I \)'s play the role of operators in a “low-energy” theory, and the \( h_I \)'s are coefficient functions that summarize the high-energy components that have been “integrated out”.

From Eq. (30), the soft function \( S_{LI}^{(f)} \) satisfies the renormalization group equation [7, 17]

\[ \left( \mu \frac{\partial}{\partial \mu} + \beta(g) \frac{\partial}{\partial g} \right) S_{LI}^{(f)} = -\langle \Gamma_{S}^{(f)} \rangle_{LA} S_{BI}^{(f)} - S_{LI}^{(f)} \langle \Gamma_{S}^{(f)} \rangle_{AI}, \]  

(33)

where we encounter the same soft anomalous dimension matrix, \( \Gamma_{S}^{(f)} \), as in Eq. (16), which is computed directly from the UV divergences of the soft function. We will calculate this matrix for the basic partonic processes in a minimal subtraction renormalization scheme, taking \( \epsilon = \epsilon_{UV} = 4 - D \), with \( D \) the number of space-time dimensions. The one-loop anomalous dimensions,

\[ \Gamma_{S}^{(f)}(g) = -g \frac{\partial}{\partial g} \text{Res}_{\epsilon \to 0} Z_{S}^{(f)}(g, \epsilon), \]  

(34)

are obtained from the residues of the UV poles contained in the matrices of renormalization constants of the soft function.

The moment dependence of the product of the hard and soft functions may now be determined directly from Eq. (33) [21],

\[ \text{Tr} \left\{ H^{(f)} \left( \frac{M_{JJ}}{\mu}, \Delta y, \alpha_s(\mu^2) \right) \tilde{S}^{(f)} \left( \frac{M_{JJ}}{N\mu}, \Delta y, \alpha_s(\mu^2) \right) \right\} = \text{Tr} \left\{ H^{(f)} \left( \frac{M_{JJ}}{\mu}, \Delta y, \alpha_s(\mu^2) \right) \right\} \times \tilde{P} \exp \left[ \int_{\mu}^{M_{JJ}/N} \frac{d\mu'}{\mu'} \Gamma_{S}^{(f)}(\alpha_s(\mu^2)) \right] \]  

(34)
\[
\times \bar{S}(f) \left( \frac{\Delta y}{1}, \alpha_s \left( \frac{M^2_{JJ}}{N^2} \right) \right) \\
\times P \exp \left[ \int_{\mu}^{\frac{M_{JJ}}{N}} \frac{d\mu'}{\mu'} \Gamma^f_S \left( \alpha_s(\mu^2) \right) \right], \quad (35)
\]
where the symbols \( P \) and \( \bar{P} \) refer to path-ordering in the same and in the opposite sense as the integration variable \( \mu' \). \( P \) orders \( \Gamma^f_S(\alpha_s(\mu^2)) \) to the far right and \( \Gamma^f_S(\alpha_s(M^2_{JJ}/N^2)) \) to the far left of the products. In Eq. (35) the trace is taken in the basis of color structures, as

\[
\text{Tr}\left\{ H^f \bar{S}(f) \right\} \equiv H^f_{\beta\gamma} \bar{S}^f_{\gamma\beta} = h^f_{\gamma} \bar{S}^f_{\gamma\beta} h^f_{\beta}. \quad (36)
\]

At lowest order, \( \bar{S}^f_{\gamma\beta} \) is just the square of eikonal vertices, with elements given by color traces of \( c_I \) and \( c_I^* \).

### 4.2 Diagonalization of the Color Basis

In lowest (linear) order in \( \alpha_s \) for the anomalous dimension matrices, the ordered exponentials of Eq. (35) may be reduced to sums of exponentials, by changing the color basis to one in which \( \Gamma^f_S \) is diagonal. We proceed as follows.

First, we treat the original basis of color structures as a set of kets, \( \{|c^{(f)}_I\rangle\} \).

Second, we compute the anomalous dimension matrix \( \Gamma^f_S \) at one loop in this basis and we then diagonalize it, finding its eigenvalues and eigenvectors. Let the diagonal basis of the eigenvectors be denoted as the set \( \{|e^{(f)}_\kappa\rangle\} \), where from now on we shall use Greek indices for vectors and matrices expressed in this basis. The matrix defined as

\[
\left( R^{(f)} \right)^{-1}_{\kappa\beta} \equiv \langle e^{(f)}_\kappa | e^{(f)}_{\beta} \rangle \equiv \left( e^{(f)}_{\beta} \right)^*_K, \quad (37)
\]
diagonalizes the anomalous dimension matrix according to the equation

\[
\left[ R^{(f)} \Gamma^f_S \left( R^{(f)} \right)^{-1} \right]_{\kappa\beta} = \lambda^{(f)}_\kappa \delta_{\kappa\beta}. \quad (38)
\]

Third, we reexpress the hard amplitudes in the eigenvector basis. In the previous notation,

\[
\left( h^{(f)}_{\gamma} \right)^* = \left( h^{(f)}_{K} \right)^* \left( R^{(f)} \right)^{\dagger}_{K\gamma} \\
\left( h^{(f)}_{\beta} \right) = \left( R^{(f)} \right)^{\dagger}_{\beta L} h^{(f)}_{L}. \quad (39)
\]

We reexpress Eq. (36) in the new basis as

\[
\text{Tr}\left\{ H^f \bar{S}(f) \right\} = \left( h^{(f)}_{\gamma} \right)^* \bar{S}^f_{\gamma\beta} h^{(f)}_{\beta} = H^f_{\beta\gamma} \bar{S}^f_{\gamma\beta}, \quad (40)
\]
where we define
\[
\tilde{S}^{(f)}_{\gamma\beta} \equiv \left( R^{(f)}_{\gamma M} \right)^{-1} \tilde{S}^{(f)}_{MN} \left( R^{(f)} \right)^{-1}_{N\beta}.
\] (41)

In the diagonal basis of the eigenvectors, Eq. (35) then becomes
\[
\text{Tr} \left\{ H^{(f)} \left( \frac{M_{JJ}}{\mu^2}, \Delta y, \alpha_s(\mu^2) \right) \tilde{S}^{(f)} \left( \frac{M_{JJ}}{N\mu}, \Delta y, \alpha_s(\mu^2) \right) \right\} = H^{(f)}_{\beta\gamma} \left( \frac{M_{JJ}}{\mu^2}, \Delta y, \alpha_s(\mu^2) \right) \tilde{S}^{(f)}_{\gamma\beta} \left( 1, \Delta y, \alpha_s \left( \frac{M_{JJ}^2}{N^2} \right) \right)
\times \exp \left\{ \int_{\mu}^{M_{JJ}/N} \frac{d\mu'}{\mu'} \left[ \lambda^{(f)}_{\gamma} \left( \alpha_s(\mu^2) \right) + \lambda^{(f)}_{\beta} \left( \alpha_s(\mu^2) \right) \right] \right\},
\] (42)
in which the leading \(N\)-dependence of the product is organized in a sum of exponentials.

In general, the eigenvalues in Eq. (42) depend on the flavors and directions of the colliding partons, both incoming and outgoing. In the following two sections, for the partonic processes \(f\), we will give:

- The basis of color structures \(\{c^{(f)}_I\}\). Generally, we will work with an arbitrary number of colors, \(N_c\).
- In this basis, the anomalous dimension matrix \(\Gamma^{(f)}_S\).
- The set of eigenvalues, \(\{\lambda^{(f)}_{\kappa}\}\), and the corresponding set of eigenvectors, \(\{e^{(f)}_{\kappa}\}\), of \(\Gamma^{(f)}_S\). Each eigenvector, in the notation of Eq. (37), corresponds to a column of \(\left( R^{(f)} \right)^{-1}\).

With these quantities, combined with explicit hard-scattering functions, it is possible to write down resummed jet cross sections \([21]\).

The anomalous dimension matrices for the processes \(q\bar{q} \rightarrow q\bar{q}\) and \(qq \rightarrow qq\) have been known for some time \([7, 8, 9, 10]\). In Sec. 5 we will review these matrices at one loop, and specify their eigenvectors. There we also give corresponding results for the process \(q\bar{q} \rightarrow gg\) (related by time-reversal invariance to \(gg \rightarrow q\bar{q}\) as well \([17, 18]\)) and for the process \(qq \rightarrow qg\) (related to \(qg \rightarrow q\bar{g}\)). The quark-gluon processes involve a \(3 \times 3\) matrix, the quark-quark a \(2 \times 2\), and all of these results are reasonably straightforward. For gluon-gluon scattering on the other hand, the anomalous dimension matrix is \(8 \times 8\) in \(SU(3)\), and requires a somewhat more extensive analysis, which we give in Sec. 6.

5 Anomalous Dimensions for Quark-initiated Scattering
5.1 Formalism

Our Wilson lines represent partonic processes, whose momenta and colors are labeled as in Eq. (15), \( f_A (l_A, r_A) + f_B (l_B, r_B) \to f_1 (p_1, r_1) + f_2 (p_2, r_2) \). In terms of hadronic momenta, we take \( l_i = x_i p_i \), \( i = A, B \), with \( x_i \) the partonic momentum fraction. Referring to the dijet process Eq. (18) at partonic threshold, the dimensionless, lightlike velocity vectors \( v^\mu_i, v^\mu_i = 0 \), which define the directions of Wilson lines at the vertices \( W(f) \), are given by

\[
\begin{align*}
    l^\mu_i &= M_{JJ} v^\mu_i \quad i = A, B \\
p^\mu_i &= M_{JJ} v^\mu_i \quad i = 1, 2.
\end{align*}
\]

We also recall the definitions of partonic Mandelstam invariants,

\[
\begin{align*}
    \hat{s} &= (l_A + l_B)^2 \\
    \hat{t} &= (l_A - p_1)^2 \\
    \hat{u} &= (l_A - p_2)^2.
\end{align*}
\]

The anomalous dimension matrices for all the processes below depend on logarithms of ratios of these invariants, and we introduce for them the following notation:

\[
\begin{align*}
    T &\equiv \ln \left( \frac{-\hat{t}}{\hat{s}} \right) + i\pi \\
    U &\equiv \ln \left( \frac{-\hat{u}}{\hat{s}} \right) + i\pi.
\end{align*}
\]

As mentioned above, although the full cross section is gauge independent, the functions into which it is factorized depend, in general, on the choice of \( n^\mu \), the axial gauge-fixing vector. From the factorized cross section, Eq. (29), it is clear that gauge dependence in the product of \( H^{(f)} \) and \( S^{(f)} \) must cancel the gauge dependence of the incoming and outgoing jets, \( \psi \) and \( J^{(f)} \). Because the jets are incoherent relative to the hard and soft functions, the gauge dependence of the anomalous dimension matrices \( \Gamma^{(f)}_S \) must be proportional to the identity matrix. To summarize this gauge dependence we introduce, for each parton in process \( f \), the function

\[
G_{(f)}(\nu_i) = C_{f_i} \frac{\alpha_s}{\pi} \left[ -\frac{1}{2} \ln(\nu_i) - \frac{1}{2} \ln 2 + \frac{1}{2} - \frac{1}{2} i\pi \right],
\]

with \( C_{f_i} = C_F (C_A) \) for a quark (gluon), and with (see also Appendix [B])

\[
\nu_i \equiv \frac{(v_i \cdot n)^2}{|n|^2}.
\]

In these terms, we will write our anomalous dimension matrix as

\[
(\Gamma^{(f)}_S)_{KL} = (\Gamma^{(f)}_{S'})_{KL} + \left( \sum_{i=A,B,1,2} G_{(f_i)}(\nu_i) \right) \delta_{KL},
\]

with \( \alpha_s \) the strong coupling constant.
and in the following, for specific processes, we will report only $\Gamma^{(f)}_{S'}$, to which $\Gamma^{(f)}_S$ reduces under a proper choice of gauge. Eq. (48) will allow us to recover the full gauge-dependence, whenever necessary. We emphasize here that the dependence of the anomalous dimension matrix elements on the external eikonal four-vectors and on the axial gauge-fixing vector comes entirely from the evaluation of the graphs shown in Fig. 4, no matter which partonic process we consider. The explicit computation of the graphs shown requires the eikonal Feynman rules, given in Appendix A, and a few one-loop integrations, summarized in Appendix B.

One last remark has to be made about the choice of physical channel $s$, $t$, or $u$, for the definition of the basis of color structures. All choices are allowed, and related to each other by simple crossing transformations. In the following, apart from the processes $q\bar{q} \to gg$ and $gg \to q\bar{q}$, which are better described in terms of $s$-channel color structures, we will always use $t$-channel bases, which seems to be the natural choice when analyzing forward scattering [8]. In the following four subsections we present the results for the anomalous dimension matrices $\Gamma^{(f)}_{S'}$ for partonic processes involving quarks.

### 5.2 Soft anomalous dimension for $q\bar{q} \to q\bar{q}$

We treat the process

$$q(l_A, r_A) + \bar{q}(l_B, r_B) \longrightarrow q(p_1, r_1) + \bar{q}(p_2, r_2), \quad (49)$$

in the $t$-channel singlet-octet color basis

$$c_1 = \delta_{r_A,r_1}\delta_{r_B,r_2}$$

$$c_2 = -\frac{1}{2N_c}\delta_{r_A,r_1}\delta_{r_B,r_2} + \frac{1}{2}\delta_{r_A,r_B}\delta_{r_1,r_2}. \quad (50)$$

The procedure we follow is the same as the one described in Refs. [7] and [17, 18]. We evaluate one-loop corrections for each color vertex, as shown in Fig. 4, determining in every case the color decomposition of its ultraviolet divergences. The relevant scalar integrals are reviewed in Appendix B below. The UV divergences found with the color vertex $c^{(f)}_I$ in Fig. 4 in general generate counterterms for all the vertices $c^{(f)}_J$ in the same set, where $J$ may or may not equal $I$. This is standard operator mixing under renormalization. The elements of the anomalous dimension matrix are then found from Eq. (34).

In this manner, we find the matrix

$$\Gamma_{S'} = \frac{\alpha_s}{\pi} \left( \begin{array}{cc} 2C_F T & -\frac{C_F}{N_c} U \\ -2U & -\frac{1}{N_c}(T - 2U) \end{array} \right). \quad (51)$$

The dependence on the logarithmic ratio $T$ is diagonal in a $t$-channel color basis. Referring to the resummed $N$-dependence in Eq. (42), we see that in the forward region of the partonic scattering ($T \to -\infty$) color singlet exchange is exponentially
enhanced relative to color octet \[8\]. The eigenvalues of this anomalous dimension matrix are

\[
\lambda_1 = \frac{\alpha_s}{\pi} \frac{1}{2N_c} \left[ (N_c^2 - 2)T + 2U - N_c\sqrt{\Delta} \right]
\]
\[
\lambda_2 = \frac{\alpha_s}{\pi} \frac{1}{2N_c} \left[ (N_c^2 - 2)T + 2U + N_c\sqrt{\Delta} \right],
\]

where \(\Delta\) is defined as

\[
\Delta = N_c^2T^2 - 4TU + 4U^2.
\]

The corresponding (arbitrarily normalized) eigenvectors are

\[
e_1 = \begin{pmatrix} -N_c^2T + 2U + N_c\sqrt{\Delta} \\ 1 \end{pmatrix}
\]
\[
e_2 = \begin{pmatrix} -N_c^2T + 2U - N_c\sqrt{\Delta} \\ 1 \end{pmatrix}.
\]

From these eigenvectors we may reconstruct the matrix \(R^{-1}\) of Eq. (37), which gives the transformation from the singlet-octet to the diagonal basis, for any scattering angle. The remaining anomalous dimensions are found in much the same fashion.

5.3 Soft anomalous dimension for \(qq \rightarrow qq\)

In this subsection we analyze the process

\[
q (l_A, r_A) + q (l_B, r_B) \rightarrow q (p_1, r_1) + q (p_2, r_2),
\]

again in the \(t\)-channel singlet-octet color basis

\[
c_1 = -\frac{1}{2N_c} \delta_{r_A,r_1} \delta_{r_B,r_2} + \frac{1}{2} \delta_{r_A,r_2} \delta_{r_B,r_1}
\]
\[
c_2 = \delta_{r_A,r_1} \delta_{r_B,r_2}.
\]

We find the anomalous dimension matrix \[9\]

\[
\Gamma_{s'} = \frac{\alpha_s}{\pi} \begin{pmatrix} -\frac{1}{N_c} (T + U) + 2C_F U & 2U \\ \frac{C_F}{N_c} U & 2C_F T \end{pmatrix}.
\]

Once more, the dependence on the logarithmic ratio \(T\) is diagonal in the \(t\)-channel color basis, and again the color singlet dominates the octet in the forward region. The eigenvalues of this anomalous dimension matrix are

\[
\lambda_1 = \frac{\alpha_s}{\pi} \frac{1}{2N_c} \left[ (N_c^2 - 2) (T + U) - N_c\sqrt{\Delta'} \right]
\]
\[
\lambda_2 = \frac{\alpha_s}{\pi} \frac{1}{2N_c} \left[ (N_c^2 - 2) (T + U) + N_c\sqrt{\Delta'} \right],
\]

where

\[
\Delta' = N_c^2T^2 - 4TU + 4U^2.
\]
where $\Delta'$ is defined as
\[ \Delta' = N_c^2 (T - U)^2 + 4TU, \] (59)
and the corresponding eigenvectors are
\[
e_1 = \left( \frac{-N_c^3(T-U)-2N_cU-N_c^2\sqrt{\Delta'}}{(N_c^2-1)U} \right)
\]
\[
e_2 = \left( \frac{-N_c^3(T-U)+2N_cU+N_c^2\sqrt{\Delta'}}{(N_c^2-1)U} \right).
\] (60)

### 5.4 Soft anomalous dimension for $q\bar{q} \rightarrow gg$ and $gg \rightarrow q\bar{q}$

Next, consider the process
\[ q(l_A, r_A) + \bar{q}(l_B, r_B) \rightarrow g(p_1, r_1) + g(p_2, r_2), \] (61)
in the $s$-channel color basis
\[
c_1 = \delta_{r_A, r_B} \delta_{r_1, r_2}
c_2 = f^{r_1 r_2 c}(T_F^c)_{r_B r_A}
c_3 = if^{r_1 r_2 c}(T_F^c)_{r_B r_A},
\] (62)
where the $T_F^c$'s are the generators of $SU(N_c)$ in the fundamental representation, while $f^{abc}$ and $d^{abc}$ are the totally antisymmetric and symmetric $SU(N_c)$ invariant tensors respectively. In this basis, we find the anomalous dimension matrix
\[
\Gamma_{S'} = \frac{\alpha_s}{\pi} \left( \begin{array}{ccc}
0 & 0 & U - T \\
0 & \frac{C_A}{2} (T + U) & \frac{C_A}{2} (U - T) \\
2(U - T) & \frac{N_c^2 + 4}{2N_c} (U - T) & \frac{C_A}{2} (T + U) \\
\end{array} \right). \] (63)

The same anomalous dimension describes also the time-reversed process [17, 18]
\[ g(p_1, r_1) + g(p_2, r_2) \rightarrow \bar{q}(l_A, r_A) + q(l_B, r_B). \] (64)

The eigenvalues of $\Gamma_{S'}$ are the solutions of the cubic equation
\[
\lambda^3 - \frac{\alpha_s}{\pi} C_A (T + U) \lambda^2 + \left( \frac{\alpha_s}{\pi} \right)^2 \left[ \left( \frac{C_A}{2} (T + U) \right)^2 - \frac{N_c^2 + 4}{4} (U - T)^2 \right] \lambda
+ \left( \frac{\alpha_s}{\pi} \right)^3 C_A (T + U) (U - T)^2 = 0,
\] (65)
given by
\[
\lambda_1 = \frac{\alpha_s}{\pi} \frac{1}{3} \left( X^{1/3} - Y + C_A (T + U) \right),
\]
\[
\lambda_{2,3} = \frac{\alpha_s}{\pi} \frac{1}{3} \left[ \frac{1}{2} (X^{1/3} - Y) + C_A (T + U) \pm \frac{1}{2} i \sqrt{3} (X^{1/3} + Y) \right],
\] (66)
where
\[
X = -\left(\frac{C_A}{2} (T + U)\right)^3 + \frac{9}{8} C_A (T + U) (U - T)^2 \left(N_c^2 - 8\right)
+ \frac{3\sqrt{3}}{2} \left[ - (U - T)^6 \left(\frac{N_c^2 + 4}{16}\right)^3 - (U - T)^2 \left(\frac{C_A}{2} (T + U)\right)^4 \left(N_c^2 - 4\right)
+ \frac{1}{2} (U - T)^4 \left(\frac{C_A}{2} (T + U)\right)^2 \left((N_c^2 - 8)^2 - 12(N_c^2 - 2)\right)\right]^{1/2},
\]
(67)
and
\[
Y = - \left[ \left(\frac{C_A}{2} (T + U)\right)^2 + \frac{3}{4} (U - T)^2 \left(N_c^2 + 4\right)\right] X^{-1/3}.
\]
(68)
For each eigenvalue \(\lambda_i\) the corresponding eigenvector is given as
\[
e_i = \left(\begin{array}{c}
\frac{U - T}{\lambda_i} \\
\frac{N_c(U - T)}{2\lambda_i - C_A(T + U)} \\
1
\end{array}\right), \quad i = 1, 2, 3.
\]
(69)

5.5 Soft anomalous dimension for \(qg \rightarrow qg\) and \(\bar{q}g \rightarrow \bar{q}g\)

We now turn to the “Compton” process
\[
q (l_A, r_A) + g (l_B, r_B) \rightarrow q (p_1, r_1) + g (p_2, r_2),
\]
(70)
in the \(t\)-channel color basis
\[
c_1 = \delta_{r_A, r_1} \delta_{r_B, r_2},
\]
\[
c_2 = \delta_{r_B r_2 c} (T_F^c)_{r_1 r_A},
\]
\[
c_3 = i \delta_{r_B r_2 c} (T_F^c)_{r_1 r_A}.
\]
(71)
The result of our calculation is
\[
\Gamma_{S'} = \frac{\alpha_s}{\pi} \left(\begin{array}{ccc}
(C_F + C_A) T & 0 & U \\
0 & C_F T + C_A U & C_A U \\
2U & \frac{N_c^2 - 4}{2N_c} U & C_F T + C_A U
\end{array}\right),
\]
(72)
which applies to the process
\[
\bar{q} (p_1, r_1) + g (p_2, r_2) \rightarrow \bar{q} (l_A, r_A) + g (l_B, r_B)
\]
(73)
as well. As in Eq. (51), the dependence on the logarithmic ratio \(T\) is diagonal in the \(t\)-channel color basis, and the \(t\)-channel color singlet dominates in the forward region \((T \rightarrow -\infty)\).
The eigenvalues have the same structure as in Eq. (66),
\[
\lambda_1 = \frac{\alpha_s}{\pi} \frac{1}{3} \left( X'^{1/3} - Y' + (3C_F + C_A) T + C_AU \right),
\]
\[
\lambda_{2,3} = \frac{\alpha_s}{\pi} \frac{1}{3} \left[ -\frac{1}{2} (X'^{1/3} - Y') + (3C_F + C_A) T + C_AU \pm \frac{1}{2} i \sqrt{3} (X'^{1/3} + Y') \right],
\]
with \( X' \) and \( Y' \) given by
\[
X' = \left( C_A \left( T - \frac{U}{2} \right) \right)^3 - \frac{9}{4} C_A \left( T - \frac{U}{2} \right) U^2 (N^2_c - 8)
+ \frac{3\sqrt{3}}{2} \left[ -U^6 (N^2_c + 4)^3 - U^2 \left( C_A \left( T - \frac{U}{2} \right) \right)^4 (N^2_c - 4)
+ \frac{1}{2} U^4 \left( C_A \left( T - \frac{U}{2} \right) \right)^2 ((N^2_c - 8)^2 - 12(N^2_c - 2)) \right]^{1/2}
\]
and
\[
Y' = - \left[ \left( C_A \left( T - \frac{U}{2} \right) \right)^2 + \frac{3}{4} U^2 (N^2_c + 4) \right] X'^{-1/3}.
\]

The eigenvectors have a form similar to Eq. (69),
\[
e_i = \begin{pmatrix}
\frac{U}{\lambda_i - (C_F + C_A) T} \\
\frac{N_u U}{2\lambda_i - 2C_F T - C_A U} \\
\frac{1}{2\lambda_i - 2C_F T - C_A U}
\end{pmatrix}, \quad i = 1, 2, 3.
\]

## 6 Soft anomalous dimensions for \( gg \rightarrow gg \)

In this section, we present the anomalous dimension matrix for the eikonal version of gluon-gluon scattering. Here the proper choice of a set of color vertices is somewhat less obvious. We would like to compute, as easily as possible, the color structure of one-loop corrections. This was not a problem for \( 2 \rightarrow 2 \) partonic processes involving quarks, because the couplings of the fundamental representation are rather simple.

In subsection 6.1 below, we introduce a basis of nine color tensors [28, 29], which, although overcomplete, is convenient for computation of the one-loop \( \Gamma_{S'} \) for the gluon-gluon case. We give a few details of how to color-decompose the one-loop graphs into this set, and present a first, “raw” version of the anomalous dimension matrix \( \Gamma_{S'} \). In subsection 6.2 we modify the original basis, to one in which \( \Gamma_{S'} \) is in a block-diagonal form in which one block is diagonalized. We also present eigenvalues and eigenvectors in this basis. Finally, in subsection 6.3, working with \( N_c = 3 \), we recall \( t \)-channel color projectors describing the decomposition of the product of two color octets into irreducible representations [30]. We use these projectors to reduce our set of color structures to a complete, eight-dimensional basis of color tensors. We exhibit the resulting one-loop anomalous dimension matrix, along with its eigenvalues and eigenvectors. As in all cases above, logarithms of \( t/s \) appear only in the diagonal of \( \Gamma_{S'} \) in this basis.
6.1 Initial basis and $\Gamma_{s'}$ at one loop

To begin with, we consider the set of color tensors, in terms of which an arbitrary four-gluon diagram, with external color indices $r_A$, $r_B$, $r_1$ and $r_2$ can be expanded \cite{28, 29}

\begin{align*}
c_1 &= \text{Tr}(T^A_F T^B_F T^2_F T^1_F), \\
c_2 &= \text{Tr}(T^A_F T^B_F T^{r_1}_F T^{r_2}_F), \\
c_3 &= \text{Tr}(T^A_F T^{r_1}_F T^2_F T^B_F), \\
c_4 &= \text{Tr}(T^A_F T^{r_2}_F T^B_F T^{r_1}_F), \\
c_5 &= \text{Tr}(T^A_F T^r_F T^{r_1}_F T^{r_2}_F), \\
c_6 &= \text{Tr}(T^A_F T^{r_2}_F T^{r_1}_F T^B_F), \\
c_7 &= \frac{1}{4} \delta_{r_A r_1} \delta_{r_B r_2}, \\
c_8 &= \frac{1}{4} \delta_{r_A r_B} \delta_{r_1 r_2}, \\
c_9 &= \frac{1}{4} \delta_{r_A r_2} \delta_{r_B r_1},
\end{align*}

(78)

where the $T^r_F$'s are the generators of $SU(N_c)$ in the fundamental representation. This set is illustrated graphically in Fig. 5, where all the lines and vertices have only color content. The correspondence between the picture and Eq. (78) is straightforward, in terms of the color dependence of the quark-gluon vertex in the QCD Lagrangian.

As in the case of scattering represented by Wilson lines in the fundamental representation, there is no mixing of operators with different numbers of Wilson lines. Therefore we only need to consider color tensors with four indices in the adjoint representation. Eq. (78) clearly includes the maximum number of inequivalent traces we can build out of four generators $T^r_F$, in addition to the three possible singlet combinations. The set (78) mixes only with itself under renormalization. To see this, consider one-loop corrections to the vertices of Eq. (78). The color decomposition of these one-loop corrections is obtained by the graphical identities shown in Fig. 6, whose analytic form is

\begin{align*}
f^{r_1 r_2 r_3} &= -2i \left[ \text{Tr} (T^r_F T^{r_2}_F T^{r_3}_F) - \text{Tr} (T^{r_1}_F T^{r_2}_F T^{r_3}_F) \right] \\
\sum_k \left[(T^k_F)_{r_3 r_1} (T^k_F)_{r_4 r_2}\right] &= \frac{1}{2} \delta_{r_A r_1} \delta_{r_B r_2} - \frac{1}{2 N_c} \delta_{r_3 r_1} \delta_{r_4 r_2},
\end{align*}

(79)

where $f^{r_1 r_2 r_3}$ are the structure constants of the $SU(N_c)$ algebra. The first identity allows us to replace three-gluon couplings by color traces in the fundamental representation, and the second to "expand" the color content of internal gluons and Wilson lines into pairs of color lines in the fundamental representation. External gluon lines may be treated in the same way, by use of the identity $\delta_{ab} = 2 \text{Tr} [T^a_F T^b_F]$. It is straightforward to extend this procedure iteratively to an arbitrary order, using the corresponding identities for the four-point function. Essentially the same color decomposition can be used to show that the basis (78) is complete in the expansion of the hard-scattering function for gluon-gluon scattering, as in Eq. (32) above.

\[22\]
As in Sec. 5, we follow the procedure of Refs. [4] and [7, 8], and compute the anomalous dimensions from the color decomposition into the set (78) of the one-loop ultraviolet divergences of Fig. 4, using Eq. (34). The choice of basis in Eq. (78) is particularly well-adapted to this procedure, when we employ the identities of Eq. (79). After straightforward, although rather tedious, calculations, we find the 9 \times 9 anomalous dimension matrix,

\[
\Gamma_{SL} = \frac{\alpha_s C_A}{\pi} \left( \begin{array}{cccccccc}
T & 0 & 0 & 0 & 0 & 0 & -\frac{U}{N_c} & T - \frac{\pi}{N_c} & 0 \\
0 & U & 0 & 0 & 0 & 0 & 0 & \frac{U - T}{N_c} & -\frac{T}{N_c} \\
0 & 0 & T & 0 & 0 & 0 & -\frac{U}{N_c} & T - \frac{\pi}{N_c} & 0 \\
0 & 0 & 0 & (T + U) & 0 & 0 & \frac{U}{N_c} & 0 & \frac{T}{N_c} \\
0 & 0 & 0 & 0 & U & 0 & 0 & \frac{U - T}{N_c} & -\frac{T}{N_c} \\
0 & 0 & 0 & 0 & 0 & (T + U) & \frac{U}{N_c} & 0 & \frac{T}{N_c} \\
\frac{U - T}{N_c} & 0 & \frac{T - U}{N_c} & \frac{T}{N_c} & 0 & \frac{T}{N_c} & 2T & 0 & 0 \\
-\frac{U}{N_c} & -\frac{T}{N_c} & -\frac{U}{N_c} & 0 & -\frac{T}{N_c} & 0 & 0 & 0 & 0 \\
0 & \frac{U - T}{N_c} & 0 & \frac{U}{N_c} & \frac{U - T}{N_c} & \frac{U}{N_c} & 0 & 0 & 2U
\end{array} \right). 
\]

Interestingly, this anomalous dimension matrix is diagonal in the large $N_c$ limit.

### 6.2 Block-diagonal form of the anomalous dimension matrix: eigenvalues and eigenvectors

Although it has many zeros, the anomalous dimension matrix of Eq. (80) is not transparently easy to diagonalize for arbitrary $N_c$. As a first step in its simplification, we will make a change of color basis that transforms (80) into a block-diagonal form. In particular, looking at the first three rows of the matrix, we notice that, if we are able to eliminate the non-zero off-diagonal entries, we immediately determine three of the eigenvalues.

The way to accomplish our purpose is to employ symmetric and antisymmetric linear transformations from the set (78) to a new set \{c'_1\},

\[
\begin{align*}
c'_1 &= \text{Tr}(T_F^a T_F^b T_F^c T_F^d) - \text{Tr}(T_F^a T_F^b T_F^c T_F^d) = c_1 - c_3, \\
c'_2 &= \text{Tr}(T_F^a T_F^b T_F^c T_F^d) - \text{Tr}(T_F^a T_F^b T_F^c T_F^d) = c_2 - c_5, \\
c'_3 &= \text{Tr}(T_F^a T_F^b T_F^c T_F^d) - \text{Tr}(T_F^a T_F^b T_F^c T_F^d) = c_4 - c_6, \\
c'_4 &= \text{Tr}(T_F^a T_F^b T_F^c T_F^d) + \text{Tr}(T_F^a T_F^b T_F^c T_F^d) = c_1 + c_3, \\
c'_5 &= \text{Tr}(T_F^a T_F^b T_F^c T_F^d) + \text{Tr}(T_F^a T_F^b T_F^c T_F^d) = c_2 + c_5, \\
c'_6 &= \text{Tr}(T_F^a T_F^b T_F^c T_F^d) + \text{Tr}(T_F^a T_F^b T_F^c T_F^d) = c_4 + c_6, \\
c'_7 &= \frac{1}{4} \delta_{r_1} \delta_{r_2} = c_7, \\
c'_8 &= \frac{1}{4} \delta_{r_1} \delta_{r_2} = c_8.
\end{align*}
\]
\[ c'_9 = \frac{1}{4} \delta_{r_{A_2}} \delta_{r_{B_1}} = c_9. \]  

(81)

The expression of \( \Gamma_S' \) in this new set of color structures has the form

\[ \Gamma_S' = \begin{pmatrix} \Gamma_{3 \times 3} & 0_{3 \times 6} \\ 0_{6 \times 3} & \Gamma_{6 \times 6} \end{pmatrix}, \]

(82)

where the block \( \Gamma_{3 \times 3} \) is diagonal,

\[ \Gamma_{3 \times 3} = \frac{\alpha_s}{\pi} \begin{pmatrix} N_c T & 0 & 0 \\ 0 & N_c U & 0 \\ 0 & 0 & N_c (T + U) \end{pmatrix}, \]

(83)

while the block \( \Gamma_{6 \times 6} \) is given by

\[ \Gamma_{6 \times 6} = \frac{\alpha_s}{\pi} \begin{pmatrix} N_c T & 0 & 0 & -U & T - U & 0 \\ 0 & N_c U & 0 & 0 & U - T & -T \\ 0 & 0 & N_c (U + T) & U & 0 & T \\ 2 (T - U) & 0 & 2T & 2N_c T & 0 & 0 \\ -2U & -2T & 0 & 0 & 0 & 0 \\ 0 & -2 (T - U) & 2U & 0 & 0 & 2N_c U \end{pmatrix}. \]

(84)

In both the previous matrices we have used explicitly \( C_A = N_c \) (compare with (80)).

The first three eigenvalues, \( \lambda_1, \lambda_2 \) and \( \lambda_3 \), can be read directly from Eq. (83). To determine the others, we just need the diagonalization of a \( 6 \times 6 \) matrix. We have computed its eigenvalues and obtained

\[ \lambda_4 = \frac{\alpha_s}{\pi} N_c T = \lambda_1, \]
\[ \lambda_5 = \frac{\alpha_s}{\pi} N_c U = \lambda_2, \]
\[ \lambda_6 = \frac{\alpha_s}{\pi} N_c (T + U) = \lambda_3, \]
\[ \lambda_7 = \frac{\alpha_s}{\pi} \left[ X^{1/3} - Y + \frac{2}{3} N_c (T + U) \right], \]
\[ \lambda_{8,9} = \frac{\alpha_s}{\pi} \left[ -\frac{1}{2} (X^{1/3} - Y) + \frac{2}{3} N_c (T + U) \pm \frac{1}{2} i \sqrt{3} (X^{1/3} + Y) \right]. \]

(85)

where, as before, to reduce clutter in the notation, we introduce auxiliary quantities \( X \) and \( Y \), defined for this particular case as

\[ X = \frac{4}{27} N_c \left( N_c^2 - 9 \right) \left[ 2 \left( T^3 + U^3 \right) - 3 \left( T^2 U + T U^2 \right) \right] \]
\[ + \frac{4}{9} \left\{ -12 \left( N_c^2 - 1 \right)^2 \left[ T^6 + U^6 - 3 \left( T^5 U + T U^5 \right) \right] \right. \]
\[ - 3 \left( N_c^6 + 6 N_c^4 + 33 N_c^2 + 24 \right) \left( T^4 U^2 + T^2 U^4 \right) \]
\[ + 6 T^3 U^3 \left( N_c^6 - 4 N_c^4 + 53 N_c^2 + 14 \right) \right\}^{1/2}. \]

(86)
and
\[ Y = -\frac{4}{9} \left( N_c^2 + 3 \right) \left[ T^2 + U^2 - TU \right] X^{-1/3}. \] (87)

The eigenvectors corresponding to the first three eigenvalues have the form
\[ e_i = \begin{pmatrix} e_i^{(3)} \\ 0^{(6)} \end{pmatrix}, \quad i = 1, 2, 3, \] (88)

where the superscripts refer to the dimension. Thus, the \( e_i^{(3)} \)'s are three-dimensional vectors, defined as
\[ e_i^{(3)} = \begin{pmatrix} \delta_{i1} \\ \delta_{i2} \\ \delta_{i3} \end{pmatrix}, \quad i = 1, 2, 3, \] (89)

while \( 0^{(6)} \) is the six-dimensional null vector.

The eigenvectors corresponding to the other eigenvalues have the general form
\[ e_i = \begin{pmatrix} 0^{(3)} \\ e_i^{(6)} \end{pmatrix}, \quad i = 4, \ldots, 9. \] (90)

In particular \( e_4^{(6)}, e_5^{(6)} \) and \( e_6^{(6)} \) are given by
\[ e_4^{(6)} = \begin{pmatrix} \frac{(N_c^2 - 2)T}{2U} \\ \frac{T-U}{N_cU-T} \\ -N_c \\ 0 \end{pmatrix}, \quad e_5^{(6)} = \begin{pmatrix} \frac{1}{N_c} \\ \frac{(N_c^2 - 2)U}{2NcT} \\ \frac{T-U}{Tnc} \\ 0 \end{pmatrix}, \quad e_6^{(6)} = \begin{pmatrix} -\frac{T}{U} \\ \frac{1}{N_c} \\ \frac{U-T}{T} \end{pmatrix}, \] (91)

while \( e_7^{(6)}, e_8^{(6)} \) and \( e_9^{(6)} \) are given in terms of the coefficients of \( \alpha_s/\pi \) in the corresponding eigenvalues,
\[ \lambda_i' = \frac{\pi}{\alpha_s} \lambda_i, \] (92)

by
\[ e_i^{(6)} = \begin{pmatrix} x_1(\lambda_i') \\ x_2(\lambda_i') \\ x_3(\lambda_i') \\ x_4(\lambda_i') \\ 1 \\ x_6(\lambda_i') \end{pmatrix}, \quad i = 7, 8, 9. \] (93)

Here, once more to shorten our rather complicated formulas, we have parametrized the eigenvectors in terms of the quantities
\[ x_1(\lambda_i') = \frac{1}{2U} \left\{ -\lambda_i' + T \frac{4N_c(T^2 - U^2) - 2\lambda_i'(2T - U)}{N_c(T + U) - \lambda_i'(2N_cU)} \right\}, \]
\[ x_2(\lambda'_i) = -\frac{1}{2T} [\lambda'_i + 2U x_1(\lambda'_i)], \]
\[ x_3(\lambda'_i) = \frac{1}{4UT^2} \{ [\lambda'_i + 2U x_1(\lambda'_i)] [\lambda'_i - 2N_c U] (\lambda'_i - N_c U) - 2T (T - U) \}
- 2T (T - U) (\lambda'_i - 2N_c U), \]
\[ x_4(\lambda'_i) = \frac{1}{U} [(N_c T - \lambda'_i) x_1(\lambda'_i) + T - U], \]
\[ x_6(\lambda'_i) = \frac{1}{T} \left\{ \frac{1}{2T} (\lambda'_i - N_c U) [\lambda'_i + 2U x_1(\lambda'_i)] + U - T \right\}. \quad (94) \]

Working with \( N_c = 3 \), the eigenvalues simplify to
\[ \lambda_1 = \lambda_4 = 3\frac{\alpha_s}{\pi} T, \]
\[ \lambda_2 = \lambda_5 = 3\frac{\alpha_s}{\pi} U, \]
\[ \lambda_3 = \lambda_6 = 3\frac{\alpha_s}{\pi} (T + U), \]
\[ \lambda_7 = 2\frac{\alpha_s}{\pi} (T + U), \]
\[ \lambda_{8,9} = \frac{\alpha_s}{\pi} \left[ 2T + 2U \pm 4\sqrt{T^2 + U^2 - TU} \right]. \quad (95) \]

For \( N_c = 3 \), the eigenvectors \( e_4^{(6)}, e_5^{(6)} \) and \( e_6^{(6)} \) become (compare Eq. (91))
\[ e_4^{(6)} = \begin{pmatrix} -\frac{T}{6U} \\ \frac{1}{3} \end{pmatrix}, \quad e_5^{(6)} = \begin{pmatrix} \frac{T}{3T-U} \\ \frac{7U}{6(T-U)} \end{pmatrix}, \quad e_6^{(6)} = \begin{pmatrix} \frac{T}{3U} \\ \frac{-1}{3} \frac{T}{6U} \end{pmatrix}, \quad (96) \]

while \( e_7^{(6)}, e_8^{(6)} \) and \( e_9^{(6)} \) reduce to
\[ e_7^{(6)} = \begin{pmatrix} -1 \\ -1 \\ 1 \\ 1 \end{pmatrix}, \quad e_i = \begin{pmatrix} a_1(\lambda'_i) \\ a_2(\lambda'_i) \\ a_3(\lambda'_i) \\ a_4(\lambda'_i) \end{pmatrix}, \quad i = 8, 9. \quad (97) \]

Here for brevity we have introduced the quantities
\[ a_1(\lambda'_i) = \frac{-1}{6UK} \left[ 20(T^3 - U^3) - 52TU(T - U) + (10T^2 + 5U^2 - 9TU)\lambda'_i \right], \]
\[ a_2(\lambda'_i) = a_1(\lambda'_i, T \leftrightarrow U), \]
where the $\lambda'_i$’s are obtained from the $\lambda_i$’s of (95) according to Eq. (92). The quantity $K$ is defined as

$$K \equiv 5(T^2 + U^2) - 6UT. \quad (99)$$

Using the formalism of subsection 4.2, we can write the matrix $\left(R^{(f)}\right)^{-1}$, having the eigenvectors of the anomalous dimension matrix in its columns. We have verified that $R^{(f)}\Gamma \left(R^{(f)}\right)^{-1}$ is a diagonal matrix with the eigenvalues of Eq. (97).

### 6.3 Color projections for $gg \rightarrow gg$

So far we have been working with the sets of color structures in Eqs. (78) and (81). These sets are both overcomplete, since the $c_i$’s are not linearly independent [28], as we will show below. In this section we would like to rewrite the set in Eq. (81) in terms of $SU(3)$ tensors (we keep $N_c = 3$), and to elucidate the group structure of $t$-channel color exchange for the product of Wilson lines that generates the same noncollinear soft radiation as $gg \rightarrow gg$.

To relate the basis of traces to color exchange, we first recall the product formula for generators of $SU(N_c)$ in the fundamental representation,

$$T^i_F T^j_F = \frac{1}{6} \delta_{ij} 1 + \frac{1}{2} \left( d_{ijk} + i f_{ijk} \right) T^k_F. \quad (100)$$

Eq. (100) enables us to rewrite the set of color structures in Eq. (81) in terms of the tensors $f$ and $d$,

$$c'_1 = \text{Tr} \left( T^A_F T^{A\beta}_F T^{\alpha}_{F} T^\gamma_F \right) - \text{Tr} \left( T^A_F T^{A\beta}_F T^\gamma_F T^\alpha_F \right) = \frac{i}{4} \left[ f_{\alpha \beta \gamma \delta} d_{\delta_{12}} - d_{\alpha \beta \gamma \delta} f_{\delta_{12}} \right],$$

$$c'_2 = \text{Tr} \left( T^A_F T^{A\beta}_F T^{\alpha \gamma}_F T^\delta_F \right) - \text{Tr} \left( T^A_F T^{A\beta}_F T^\delta_F T^{\alpha \gamma}_F \right) = \frac{i}{4} \left[ f_{\alpha \beta \delta \gamma} d_{\delta_{12}} + d_{\alpha \beta \delta \gamma} f_{\delta_{12}} \right],$$

$$c'_3 = \text{Tr} \left( T^A_F T^{A\gamma}_F T^{\alpha}_F T^\delta_F \right) - \text{Tr} \left( T^A_F T^{A\gamma}_F T^\delta_F T^{\alpha}_F \right) = \frac{i}{4} \left[ f_{\alpha \delta \gamma \beta} d_{\delta_{12}} + d_{\alpha \delta \gamma \beta} f_{\delta_{12}} \right],$$

$$c'_4 = \text{Tr} \left( T^A_F T^{A\beta}_F T^{\gamma \delta}_F T^\alpha_F \right) + \text{Tr} \left( T^A_F T^{A\gamma}_F T^\alpha_F T^\delta_F \right) = \frac{1}{6} \delta_{\alpha \beta} \delta_{\gamma \delta} + \frac{1}{4} \left[ d_{\alpha \beta \gamma \delta} f_{\delta_{12}} + f_{\alpha \beta \gamma \delta} d_{\delta_{12}} \right],$$

$$c'_5 = \text{Tr} \left( T^A_F T^{A\beta}_F T^\gamma_F T^{\alpha \delta}_F \right) + \text{Tr} \left( T^A_F T^{A\gamma}_F T^\alpha_F T^{\beta \delta}_F \right) = \frac{1}{6} \delta_{\alpha \beta} \delta_{\gamma \delta} - \frac{1}{4} \left[ d_{\alpha \beta \gamma \delta} f_{\delta_{12}} - f_{\alpha \beta \gamma \delta} d_{\delta_{12}} \right],$$

$$c'_6 = \text{Tr} \left( T^A_F T^{A\beta}_F T^{\gamma \delta}_F T^\alpha_F \right) + \text{Tr} \left( T^A_F T^{A\gamma}_F T^\alpha_F T^{\beta \delta}_F \right) = \frac{1}{6} \delta_{\alpha \beta} \delta_{\gamma \delta} + \frac{1}{4} \left[ d_{\alpha \beta \gamma \delta} f_{\delta_{12}} + f_{\alpha \beta \gamma \delta} d_{\delta_{12}} \right].$$
We now go on to discuss color in the $t$-channel.

The color content of a set of two gluons in $SU(3)$ is described by the direct product $8 \otimes 8$, which can be decomposed into irreducible representations in the standard way, as

\[ 8 \otimes 8 = 1 + 8_S + 8_A + 10 + \bar{10} + 27. \]  

(102)

In Ref. [30] we can find the representation in terms of $SU(3)$ tensors of the projectors performing the above decomposition. In our notation, $t$-channel projectors are given by

\[
\begin{align*}
&c'_{7} = \frac{1}{4} \delta_{r_{A}r_{1}} \delta_{r_{B}r_{2}} , \\
&c'_{8} = \frac{1}{4} \delta_{r_{A}r_{B}} \delta_{r_{1}r_{2}} , \\
&c'_{9} = \frac{1}{4} \delta_{r_{A}r_{2}} \delta_{r_{B}r_{1}} .
\end{align*}
\]  

(101)

From a comparison of Eq. (101) and Eq. (103), we see that the first three elements of the basis (101), depending only on the “mixed” combinations $fd$, $df$, cannot be expressed in terms of these projectors. On the other hand, it is easy to find relations for the remaining basis tensors,

\[
\begin{align*}
&c'_{4} = \frac{4}{3} P_{1} + \frac{5}{12} P_{8S} + \frac{3}{4} P_{8A} , \\
&c'_{5} = -\frac{1}{6} P_{1} - \frac{1}{3} P_{8S} + \frac{1}{2} P_{27} , \\
&c'_{6} = \frac{4}{3} P_{1} + \frac{5}{12} P_{8S} - \frac{3}{4} P_{8A} , \\
&c'_{7} = 2 P_{1} , \\
&c'_{8} = \frac{1}{4} \left( P_{1} + P_{8A} + P_{8S} + P_{10\oplus\bar{10}} + P_{27} \right) , \\
&c'_{9} = \frac{1}{4} \left( P_{1} - P_{8A} + P_{8S} - P_{10\oplus\bar{10}} + P_{27} \right) .
\end{align*}
\]  

(103)
Evidently, the six tensors \( c'_i, i = 4 \ldots 9 \) may be replaced by only five \( t \)-channel projectors. This is because, as pointed out above, the original basis of Eq. (78) is overcomplete, and indeed, the basis elements of Eq. (81) satisfy the relation
\[
c'_4 + c'_5 + c'_6 = c'_7 + c'_8 + c'_9. \tag{105}\]

In terms of the invariant tensor \( d_{ijk} \), related to the \( c'_i \) in Eq. (101), this is equivalent to the identity \[28\]
\[
d_{iℓm}d_{mjk} + d_{jℓm}d_{imk} + d_{kℓm}d_{ijm} = \frac{1}{3} \left( δ_{ij}δ_{kℓ} + δ_{jk}δ_{iℓ} + δ_{ik}δ_{jℓ} \right). \tag{106}\]

It may be worth noting that the Jacobi identity, as well as a related identity involving products of \( f \)'s and \( d \)'s in Ref. [28], is simply an expression of the cyclicity of traces in the original basis, Eq. (78), and hence does not result in a further reduction of its dimension.

Our new basis is thus given by the eight color structures
\[
\{ c'_1, c'_2, c'_3, P_1, P_{8s}, P_{8a}, P_{10 \oplus 10}, P_{27} \}. \tag{107}\]

In this basis, the soft anomalous dimension matrix becomes
\[
\Gamma_{S'} = \begin{pmatrix} \Gamma_{3×3} & 0_{3×5} \\ 0_{5×3} & \Gamma_{5×5} \end{pmatrix}, \tag{108}\]
with \( \Gamma_{3×3} \) given by Eq. (83) with \( N_c = 3 \), and with \( \Gamma_{5×5} \) given by
\[
\Gamma_{5×5} = \frac{\alpha_s}{\pi} \begin{pmatrix} 6T & 0 & -6U & 0 & 0 \\ 0 & 3T + \frac{3U}{2} & -\frac{3U}{2} & -3U & 0 \\ -\frac{3U}{4} & -\frac{3U}{4} & 3T + \frac{3U}{2} & 0 & -\frac{9U}{4} \\ 0 & -\frac{6U}{5} & 0 & 3U & -\frac{9U}{5} \\ 0 & 0 & -\frac{2U}{3} & -\frac{4U}{3} & -2T + 4U \end{pmatrix}. \tag{109}\]

From Eqs. (83), (108) and (109), we see that the anomalous dimension matrix is now diagonal in its \( T \) dependence.

We have computed the eigenvalues of the matrix above, to check that they are the same as in Eq. (93) (we will have one fewer, due to the dimensional reduction of our matrix), finding, indeed,
\[
\begin{align*}
\lambda_4 & = \lambda_1 = 3 \frac{\alpha_s}{\pi} T, \\
\lambda_5 & = \lambda_2 = 3 \frac{\alpha_s}{\pi} U, \\
\lambda_6 & = \lambda_3 = 3 \frac{\alpha_s}{\pi} (T + U), \\
\lambda_7 & = 2 \frac{\alpha_s}{\pi} \left[ T + U - 2\sqrt{T^2 - TU + U^2} \right], \\
\lambda_8 & = 2 \frac{\alpha_s}{\pi} \left[ T + U + 2\sqrt{T^2 - TU + U^2} \right]. \tag{110}\end{align*}
\]
The eigenvectors have the general form

\[ e_i = \begin{pmatrix} e_i^{(3)} \\ 0^{(5)} \end{pmatrix}, \quad i = 1, 2, 3, \quad e_i = \begin{pmatrix} 0^{(3)} \\ e_i^{(5)} \end{pmatrix}, \quad i = 4 \ldots 8, \tag{111} \]

where the \( e_i^{(3)} \) are given explicitly in Eq. (89); \( e_4^{(5)}, e_5^{(5)} \) and \( e_6^{(5)} \) are given by

\[
e_4^{(5)} = \begin{pmatrix} -15 \\ 6 - \frac{15}{2} T U \\ -\frac{15}{2} T U \\ 3 \\ 1 \end{pmatrix}, \quad e_5^{(5)} = \begin{pmatrix} 0 \\ -\frac{3}{2} \\ 0 \\ \frac{3}{4} - \frac{3}{2} T U \\ 1 \end{pmatrix}, \quad e_6^{(5)} = \begin{pmatrix} -15 \\ -\frac{3}{2} + \frac{15}{2} T U \\ \frac{15}{2} - \frac{15}{2} T U \\ -3 \\ 1 \end{pmatrix}; \tag{112} \]

\( e_7^{(5)} \) and \( e_8^{(5)} \) have a rather complicated form, which can be simplified by the reparameterization,

\[
e_i^{(5)} = \begin{pmatrix} b_1(\lambda'_i) \\ b_2(\lambda'_i) \\ b_3(\lambda'_i) \\ b_4(\lambda'_i) \\ 1 \end{pmatrix}, \quad i = 7, 8 \tag{113} \]

where \( \lambda'_i \) was defined in Eq. (112), and where the \( b_j \)'s are given by

\[
\begin{align*}
b_1(\lambda'_i) &= \frac{3}{U^2 K'} \left[ 80 T^4 + 103 U^4 - 280 U T^3 - 300 U T^3 + 404 T^2 U^2 \\
&\quad + (40 T^3 - 16 U^3 - 60 T^2 U + 52 T U^2) \lambda'_i \right], \\
b_2(\lambda'_i) &= \frac{3}{2 K'} \left[ 20 T^2 - 50 U T + 44 U^2 + (10 T - 5 U) \lambda'_i \right], \\
b_3(\lambda'_i) &= -\frac{3}{2 U K'} \left[ 40 T^3 - 64 U^3 - 120 T^2 U + 130 T U^2 \\
&\quad + (20 T^2 + 13 U^2 - 20 T U) \lambda'_i \right], \\
b_4(\lambda'_i) &= \frac{3 U}{K'} (2 T + 5 U - 2 \lambda'_i), \tag{114} \end{align*}
\]

\( K' \) being the auxiliary function

\[ K' = 20 T^2 - 20 U T + 21 U^2. \tag{115} \]

As \( T \to -\infty \), the eigenvectors \( e_i \) approach simple linear combinations of the color tensors of Eq. (107). In particular, \( e_7 \) becomes proportional to the color singlet vector \((0, 0, 0, 1, 0, 0, 0, 0)\) in Eq. (107), with an eigenvalue that decreases as \( 6 T \). This is the most negative eigenvalue, so that, once again, color singlet exchange dominates in the product of hard and soft functions, Eq. (107), for gluon-gluon scattering. Of the remaining eigenvalues, the color structures of the first three are simple products of
the $f$ and $d$ tensors for all angles (see Eq. (101)). Next, from Eq. (112), we see that $e_4$ and $e_6$ become degenerate and approach linear combinations of symmetric and antisymmetric octet projectors, while $e_5$ corresponds to $10 \oplus \overline{10}$ exchange in the forward limit. Finally, $e_8$ approaches pure $27$ exchange in the forward limit, with the largest, and hence most suppressed, eigenvalue, $-2T$. In fact, suppression increases with the dimension of the color representation exchanged. This suggests that radiation by accelerated charges in a nonabelian gauge theory increases with the dimension of the color exchange, not only from singlet to octet, but also to higher representations.

7 Conclusions

The anomalous dimension matrix for soft radiation in gluon-gluon scattering completes the set of one-loop calculations that we set out to analyze. An interesting regularity of our results, relevant to near-forward scattering, is that for each flavor combination, logarithms of $t/s$ appear only in diagonal matrix elements in those bases that describe definite color exchange in the $t$-channel. This had been shown previously for the cases of quark-quark and quark-antiquark scattering at one loop [8, 9] and two loops [10]. One application of the anomalous dimension matrices and their eigenvalues is for the resummation of threshold singularities to next-to-leading logarithm in jet cross sections [21] at fixed rapidities. This was the original motivation for our study. We are hopeful, however, that the formalism of resumming coherent noncollinear soft gluon radiation in terms of color mixing will have a variety of other uses as well.
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A Feynman rules for eikonal diagrams in axial gauge

In this Appendix we summarize the Feynman rules we have used in the evaluation of the eikonal diagrams of Fig. 4. We refer to Fig. 7.

The propagator for a quark, antiquark or gluon eikonal line (Fig. 6) is given by

$$\frac{i}{\delta v \cdot q + i\epsilon},$$

(116)

where $\delta = +1(-1)$ for the momentum $q$ flowing in the same (opposite) direction as the dimensionless vector $v$. The interaction vertex for a quark or antiquark eikonal line (Fig. 6a, b) is

$$-ig_c T^c_{Fba} \Delta v^\mu,$$

(117)
with $\Delta = +1(-1)$ for a quark (antiquark).

For the gluon eikonal vertex (Fig. 7c), we may take

$$- g_s f^{abc} \Delta v_\mu,$$

where we agree to read the color indexes $a, b, c$ anticlockwise, and where $\Delta = +1(-1)$ for the gluon located below (above) the eikonal line.

Finally in our calculations we employ the general axial gauge gluon propagator,

$$D^{\mu\nu}(k) = \frac{-i}{k^2 + i\epsilon} N^{\mu\nu}(k), \quad N^{\mu\nu}(k) = g^{\mu\nu} - \frac{n^\mu k^\nu + k^\mu n^\nu}{n \cdot k} + n^2 \frac{k^\mu k^\nu}{(n \cdot k)^2},$$

with $n^\mu$ the axial gauge-fixing vector.

## B Evaluation of one-loop eikonal vertex corrections

We refer to Fig. 4, where we have represented the UV divergent $O(\alpha_s)$ contributions to the eikonal vertex $W^{(f)}_I$. The counterterms for $W^{(f)}_I$ are ultraviolet divergent coefficients, depending on the external momenta and on the axial gauge fixing vector, times our basis color tensors, $c^{(f)}_I$.

At Born level the eikonal vertices describe only color flow, and the relation

$$W^{(f)}_{I,\text{Born}} = c^{(f)}_I$$

holds.

The one-loop corrections can be written in matrix notation as

$$W^{(f)}_{\text{1-loop}} = c^{(f)} T Z_S = W^{(f)}_{\text{Born}} Z_S,$$

where the superscript $T$ indicates transpose. The dimension of the vectors (and therefore the rank of the matrix of renormalization constants) depends on the specific partonic process, as discussed in detail above.

We denote the kinematic part of the one-loop vertex correction to $W^{(f)}_I$, with the virtual gluon linking lines $v_i$ and $v_j$, as $\omega_{ij}(\delta_i v_i, \delta_j v_j, \Delta_i, \Delta_j)$, with $\delta_i$’s and $\Delta_i$’s defined in Appendix A. Its expression is

$$\omega_{ij}(\delta_i v_i, \delta_j v_j, \Delta_i, \Delta_j) = g_s^2 \int \frac{d^n q}{(2\pi)^n q^2 + i\epsilon} \left\{ \frac{\Delta_i \Delta_j v_i \cdot v_j}{(\delta_i v_i \cdot q + i\epsilon)(\delta_j v_j \cdot q + i\epsilon)} - \frac{\Delta_i v_i \cdot n}{(\delta_i v_i \cdot q + i\epsilon)(n \cdot q)} P - \frac{\Delta_j v_j \cdot n}{(\delta_j v_j \cdot q + i\epsilon)(n \cdot q)} P + n^2 \frac{P}{(n \cdot q)^2} \right\},$$

where $P$ stands for principal value,

$$\frac{P}{(q \cdot n)^{\beta}} = \frac{1}{2} \left( \frac{1}{(q \cdot n + i\epsilon)^{\beta}} + (-1)^{\beta} \frac{1}{(-q \cdot n + i\epsilon)^{\beta}} \right).$$
We rewrite (122) as
\[ \omega_{ij}(\delta_i v_i, \delta_j v_j, \Delta_i, \Delta_j) = S_{ij} \left[ I_1(\delta_i v_i, \delta_j v_j) - \frac{1}{2} I_2(\delta_i v_i, n) - \frac{1}{2} I_2(\delta_i v_i, -n) - \frac{1}{2} I_3(\delta_j v_j, n) - \frac{1}{2} I_3(\delta_j v_j, -n) + I_4(n^2) \right], \quad (124) \]
where \( S_{ij} \) is an overall sign
\[ S_{ij} = \Delta_i \Delta_j \delta_i \delta_j. \quad (125) \]
The ultraviolet poles of the integrals are \[ I_{1,2,3}^{\text{UV pole}} = \frac{\alpha_s}{\pi} \left\{ \frac{2}{\epsilon^2} - \frac{1}{\epsilon} \left[ \gamma + \ln \left( \delta_i \delta_j \frac{v_i \cdot v_j}{2} \right) - \ln(4\pi) \right] \right\}, \]
where \( \nu_i = (v_i \cdot n)^2 / |n|^2 \).
\[ I_4^{\text{UV pole}} = -\frac{\alpha_s}{\pi} \frac{1}{\epsilon}, \quad (126) \]
where all the gauge dependence is through the variable
\[ \nu_i = \frac{(v_i \cdot n)^2}{|n|^2}. \quad (127) \]
The double poles cancel in (124), giving
\[ \omega_{ij}(\delta_i v_i, \delta_j v_j, \Delta_i, \Delta_j) = -S_{ij} \frac{\alpha_s}{\pi \epsilon} \left[ \ln \left( \delta_i \delta_j \frac{v_i \cdot v_j}{2} \right) - \frac{1}{2} \ln(\nu_i \nu_j) + 1 \right]. \quad (128) \]
In order to obtain contributions to the different entries of the matrix of renormalization constants, the above expression has still to be multiplied by the color decomposition of its corresponding diagram into the basis color structures \[ 7, 17, 18 \].
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Figure 1: Eikonal vertex correction and eikonal self-energy for the Drell Yan process.

Figure 2: Identity representing factorization in leading regions of corrections to the eikonal vertex $c_1$. $\bar{S}$ represents lines of zero momentum, while A, B, 1 and 2 label jet subdiagrams.
Figure 3: Reduced diagram representing the leading region for the dijet cross section.
Figure 4: Eikonal vertex corrections for partonic processes contributing to the soft anomalous dimension matrices.
Figure 5: Graphical representation of the initial color basis for the $gg \rightarrow gg$ process. All lines have color content only.
\[ = -2i \left[ \begin{array}{c} \text{graph} \end{array} \right] \]

Figure 6: Graphical representation for the color decompositions in Eq. (79).
\[ q \downarrow \mu, c \]

(a) \[ = g_s \left( T_F^{c} \right)_{ba} v^\mu \left( -v \cdot q \right)^{-1} \]

(b) \[ = -g_s \left( T_F^{c} \right)_{ba} v^\mu \left( -v \cdot q \right)^{-1} \]

(c) \[ = -i g_s f^{bac} v^\mu \left( -v \cdot q \right)^{-1} \]

Figure 7: Illustration of the eikonal Feynman rules for a quark (a), antiquark (b) and gluon (c) eikonal line.