Addressing a systematic error correcting for free and mixed convection when measuring mean radiant temperature with globe thermometers
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It is widely accepted that most people spend the majority of their lives indoors. Most individuals do not realize that while indoors, roughly half of heat exchange affecting their thermal comfort is in the form of thermal infrared radiation. We show that while researchers have been aware of its thermal comfort significance over the past century, systemic error has crept into the most common evaluation techniques, preventing adequate characterization of the radiant environment. Measuring and characterizing radiant heat transfer is a critical component of both building energy efficiency and occupant thermal comfort and productivity. Globe thermometers are typically used to measure mean radiant temperature (MRT), a commonly used metric for accounting for the radiant effects of an environment at a point in space. In this paper we extend previous field work to a controlled laboratory setting to (1) rigorously demonstrate that existing correction factors used in the American Society of Heating Ventilation and Air-conditioning Engineers (ASHRAE) Standard 55 or ISO7726 for using globe thermometers to quantify MRT are not sufficient; (2) develop a correction to improve the use of globe thermometers to address problems in the current standards; and (3) show that mean radiant temperature measured with ping-pong ball-sized globe thermometers is not reliable due to a stochastic convective bias. We also provide an analysis of the maximum precision of globe sensors themselves, a piece missing from the domain in contemporary literature.

List of symbols

\[ \begin{align*}
\alpha & \quad \text{Thermal diffusivity} \\
\beta & \quad \text{Thermal expansion coefficient} \\
\mu & \quad \text{Dynamic viscosity} \\
\nu & \quad \text{Kinematic viscosity} \\
\sigma & \quad \text{Stefan-Boltzmann constant} \\
\varepsilon & \quad \text{Surface emissivity} \\
c & \quad \text{Specific heat capacity} \\
D & \quad \text{Globe thermometer diameter} \\
g & \quad \text{Acceleration due to gravity} \\
Gr & \quad \text{Grashof number} \\
h & \quad \text{Heat transfer coefficient} \\
k & \quad \text{Thermal conductivity} \\
n & \quad \text{Weighting factor for mixed convection} \\
Nu & \quad \text{Nusselt number}
\end{align*} \]
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We present a systematic analysis of a radiant heat sensor that also serves a cautionary tale of systematic error embedded in a measurement device when its utilization in research and practice becomes the unquestioned default. In this case, the recognition of the importance of radiant heat transfer in the heat balance of the human body in the early 1900s presented the problem of measuring the phenomena, which initially required complex equipment and techniques. These were dramatically simplified with the introduction of the black globe thermometer as it could directly output changes in temperature caused by radiation, which could be correlated to represent radiant heat transfer effects. We have uncovered that while the initial use of the globe involved recognition of the important effects of convective exchange between it and air moving around it as it was radiatively heated or cooled, larger radiant fluxes start to generate significant buoyancy flows around the globe and have been systematically neglected in the decades since the globe thermometer has become standard, and the inherent device physics were subsequently disassociated from the tool itself. Presently, the most commonly used standards for measuring radiant effects in the United States completely neglect free convection and lead to systematic under-reporting of radiant heat effects. We detail the significance of this effect and its role in the ASHRAE and ISO standards, and we propose ways to improve and re-validate the operation of globe thermometers while also more clearly describing significant limitations that have been forgotten over the years as their use has become commonplace.

More specifically, mean radiant temperature is currently the most common metric used to describe the radiant heat transfer experienced by a human body in space. This has its roots in characterizing thermal exchanges, mainly blackbody emission of infrared heat, to people indoors beginning in the 1930s in the area of so-called "industrial hygiene" for workers. Later, it shifted to the study of thermal comfort as heating and cooling systems became more advanced. With Fanger's seminal thermal comfort work in the 1970s, Mean Radiant Temperature (MRT) became an integral component of thermal comfort calculations and remains part of the contemporary evolution of thermal comfort models such as adaptive comfort. More recently, the fields of outdoor heat analysis, urban heat island impacts, and heat stress evaluation have begun using MRT to represent radiant heat experienced, which includes much larger potential inputs of shortwave solar radiation, and this has now translated to new considerations of solar impacts on indoor radiant heat. In a recent review we summarized the history of MRT and some of the challenges surrounding its interpretation. While traditionally, outdoor and indoor thermal comfort are somewhat separate domains with separate comfort models, little thought has been given to the magnitude of free convection effects on globe thermometers indoors since despite larger radiative forcing in outdoor environments, higher air speeds produce high-fidelity results in outdoor settings. However, there remains uncertainty about the best globe thermometer construction methods, correction factors, and mean radiant temperature definitions.

One challenge of the use of MRT to describe radiant heat transfer has been its measurement. Originally, radiant heat transfer was understood with devices that were complex and expensive. In 1932, Vernon described how a simple blackened globe (a common spherical 6 inch (150 mm) copper float painted black) would come to equilibrium with the radiant conditions, and the mean radiant temperature could be calculated directly from that one measurement. However, early researchers were cognizant of the fact that a thermometer only ever measures its own temperature, and great care was given to estimate the acceptable measurement ranges. In fact, there is much discussion in the literature about free convection's effects on globe thermometers prior to the 1970s. The black globe greatly simplified the measurement of MRT, but the method required an important calibration against the movement of air around the globe as first described by Bedford and Warner in 1934. Bedford and Warner confirmed the $\sqrt{V}$ relationship of air velocity to convection and validated a first correction of globe temperature to MRT using these values. This enabled the simple method of inserting a thermometer inside a black globe and determining the MRT based on the measurement and the air speed around the globe.

Further development of measurement devices were focused on the reduction of size that lead to the suggestion by Humphreys in 1977 and validation by de Dear in 1988 that the original 150 mm black globe can be reduced to a 40 mm ping-pong ball globe thermometer. This result was widely accepted, and used for decades as the default MRT measurement method because the measurement system is simple and low-cost, enabling high-granularity measurements. The experiment conducted by de Dear assumed that a 150 mm black globe provides correct ground truth measurements. The proposed de Dear method gained popularity due to the fast...
response time and further simplification of sensor construction. Previous work on 40 mm sensors demonstrated fast response times but large errors. There was no further validation, for example, using surface temperature measurements and view factor calculations.

The ubiquitous use of the globe thermometer was caused by its simplicity, and it was enabled by international standards put in place normalizing its utilization. In our study, we focus on the two primary standards used in MRT measurements—ASHRAE standard 55\(^{8}\) and ISO7726\(^{18}\). The two methods are largely equivalent, however ISO7726 has a method for choosing between free and forced convection, while ASHRAE ignores the free convection component. When forced convection is selected, the two methods are identical. This paper proposes a unified method of dealing with the effects of both free and forced convection to accurately measure mean radiant temperature in the built environment. A detailed description of the genesis of this model as well as a mathematical analysis for why the ISO7726 treatment of free convection is insufficient is provided in the Materials and Methods section.

In a previous experiment we first found significant systematic error in the correction of MRT with globes\(^{19}\) where measurement with globes showed maximum 2\(^{\circ}\)C difference between MRT and air temperature while pyrgeometer measurements showed 7\(^{\circ}\)C difference between MRT and air temperature. The experiment was largely uncontrolled and far from a rigorous experimental validation of new correction equations. This present paper offers the benefits of a rigorously controlled climate chamber to fully probe the ability of globe thermometers to measure mean radiant temperature when properly accounting for mixed convection.

**Historical context.** To provide specific and quantified context to this paper within a building physics domain with a century of discovery, methodologies from relevant articles from the 1930s to 2020 were examined to determine the tools and techniques applied to calculate MRT, as well as the conclusions drawn from the measurements. In total, 54 articles were analyzed, with the most studies (17 papers) being published in the 2010s. To obtain relevant articles, first every study involving MRT or globe thermometers added to the ASHRAE Thermal Comfort Database I to produce the ASHRAE Thermal Comfort Database II was reviewed. Next, older publications were found by targeting specific developments in the field, such as the normalization of the ping-pong globe thermometer\(^{16}\) and the development of the PMV model\(^{4}\), and by reviewing the articles cited by those seminal studies. We have extensively reviewed the historical context of globe thermometer use for mean radiant temperature since the first use of the globe corrected by forced convection in 1934. The historical context provides insights into how the systematic lack of consideration for convective corrections evolved into standard practice producing in the systematic bias we present in this paper.

From the mid-to-late 1930s when globe thermometers and the concept of a ‘mean radiant temperature’ were new through the early 1960s, there were many papers that used a similar method as the one included in this paper—a thermopile in conjunction with globe thermometers—to validate MRT measurements\(^{1,12,13,20,21}\). It was common to use a silvered globe to measure convective heat losses as a method to provide greater certainty to the mean radiant temperature as extrapolated from the black globe.

A salient detail is that comfort metrics were in their infancy. Effective temperature, operative temperature, and wet bulb globe temperature scales were all in their nascency. The concept of ‘equivalent temperatures’ was a major conceptual breakthrough, emerging from ‘Taglou’s research in the 1920s’ and extended by Koch\(^{23}\) and others into the 1960s to mean radiant temperature. The concept of abstracting heat transfer to equivalent environments required accurately monitoring environmental criteria, which required accurate measurement tools and devoting significant thought to measurement devices and techniques.

This paradigm of gathering accurate data for developing new standards to predict physiological responses in environments shifted starkly in the later 1960s when tools to ‘quickly’ assess environmental conditions became desirable. The goal became to evaluate environments in the context of the emerging standards developed with care in previous decades. Researchers proposed methods for generating quick measurements\(^{22,23}\), yet both of these authors discuss the large error (10\%) and that small globes should be used for qualitative measurements only.

A follow up study in 1977\(^{25}\) claimed that a 40mm globe thermometer is optimal for assessing the warmth of a room for human comfort because the ratio of radiative heat to convective heat experienced by the globe is closer to a human than that of a larger globe. However, there is a large caveat that larger globes are still better for measuring the mean radiant temperature because this proportion is skewed more towards radiation. This argumentation again invokes the measurement paradigm: fidelity to environment or fidelity to comfort models.

A contemporary review of thermal comfort methods\(^{24}\) points out the trend of first measuring a single environmental factor precisely, and then creating an index from the combination of several factors. This was a prevalent research trend in the thermal comfort domain. This trend continued to repeat itself, into the subsequent decades.

With Fanger’s groundbreaking PMV/PPD comfort framework\(^{4}\) introduced in the 1970s, there is a transition in thermal comfort research toward using globes to produce an input to a comfort framework rather than for a fundamental environmental assessment. Fanger's comfort model was arguably so successful since it was able to simplify a multidimensional comfort landscape into a singular numerical output that could be used for design.

With the desire to begin using these more manageable metrics as opposed to raw physical parameters comes methodological assumptions. The 1970s PMV/PPD literature includes many publications with a mean radiant temperature equal to air temperature assumption\(^{25–29}\). While these assumptions may be valid for the respective operating regimes, we believe it is indicative of a trend of shifting away from measurement fidelity to providing metrics for models explicitly.

While this is a small subset of the PMV literature, other studies from this time period that did not make this equivalence relied on globe thermometer relationships that were rarely revisited. One paper in particular\(^{30}\) presents a novel correction equation, but this and others surveyed\(^{31,32}\) explicitly are seeking a quick means of surveying the thermal environment, thereby choosing a small ping pong ball. Humphreys\(^{32}\) even states that the
both radiant heating and cooling in the same metric, is 0.63 ± 0.78 calculated as the absolute value of the presented value minus the mixed convection correction to account for how much absolute error could exist in readings in the comfort database versus air speed. The average error, range of relative difference being from available/ When they cannot be achieved, indicate the actual measuring precision”.

In a recent review paper of the ASHRAE comfort database the difference between radiant temperature and air temperature is systematically analyzed. It is done so only considering the reported database values of 200,000 measurements across 6593 locations. It is a rigorous statistical review, but it does not consider that these values were derived from globes based often unknown air velocity conditions. Comparisons were made with controlled laboratory data and a few field test, and for the MRT measurements the reported uncertainty measured by a globe thermometer over the 14 studies was derived from globes based on unknown air velocity conditions. Comparisons were made with controlled laboratory data and a few field test, and for the MRT measurements the reported uncertainty measured by a globe thermometer over the 14 studies was determined when accounting for mixed convection as presented in this paper. The color at each location is determined by the measurement frequency.

Contemporary work and impacts. Into the 1980s through to today when adaptive comfort, personal comfort, and other empirically driven comfort analyses founded on computationally intensive analyses begin to dominate over Fanger’s heat balance model, a trend emerges of overconfidence in the error of mean radiant temperature measurements. In a survey of papers that comprise the ASHRAE thermal comfort databases I and II from 1997 through to 2020, there is an average error of 0.70 °C reported for the globe thermometer over the 14 studies with reported errors, which 12 out of 14 times is for a 40 mm or smaller sensor.

In addition to the analysis presented in this paper, ISO7726 points out that values within 5 °C are impractical to achieve with standard globe thermometers, calling into question the fidelity of modern comfort models with respect to true values for mean radiant temperature. In fact, the wording from the standard for a 2 °C error is as follows: “These levels are difficult or even impossible to achieve in certain cases with the equipment normally available/ When they cannot be achieved, indicate the actual measuring precision”.

In short, if mixed convection is properly accounted for according to the findings in this paper, Fig. 1 shows how much absolute error could exist in readings in the comfort database versus air speed. The average error, calculated as the absolute value of the presented value minus the mixed convection correction to account for both radiant heating and cooling in the same metric, is 0.63 ± 0.78 °C. This is a statistically significant error for 21,861 datapoints. Comfort models based on this empirical evidence may need to reconsider the effects of radiant temperatures. Likewise, the ASHRAE thermal comfort standard 55 has a requirement that MRT must be measured within 1 °C. We have demonstrated that this is an unreasonable expectation for small globe thermometers, and reflects a systematic overconfidence of the acceptability of globe thermometer measurements.

In a recent review paper of the ASHRAE comfort database the difference between radiant temperature and air temperature is systematically analyzed. It is done so only considering the reported database values of 200,000 measurements across 6593 locations. It is a rigorous statistical review, but it does not consider that these values were derived from globes based on unknown air velocity conditions. Comparisons were made with controlled laboratory data and a few field test, and for the MRT measurements the reported uncertainty measured by a globe thermometer over the 14 studies was determined when accounting for mixed convection as presented in this paper. The color at each location is determined by the measurement frequency.

The challenge presented by the systematic error in radiant temperature derivation from globe thermometers is that it under represents the impact of radiant temperature. In work studying the relative impact of thermal environments it is even more important to know precisely the radiant temperature since radiative heat transfer dominates the physiological exchange.

Figure 1. Distribution of potential error in $t_r$ reported in the ASHRAE Thermal comfort database II when comparing the reported $t_r$ compared to the $t_r$ calculated when accounting for mixed convection as presented in this paper. The color at each location is determined by the measurement frequency.
comfort variables on comfort the same researchers that found MRT separation from air temperature to be small also reported how air temperature can predict comfort more accurately than when including a wider variety of comfort variables such as MRT and air movement. But both MRT and air movement are fraught with the challenge of measuring complex air flows. While we agree that there are opportunities to simplify comfort analysis, the failure to perform may not be due to the failure of the variables to physically represent an impact, but a failure of the measurement techniques to accurately represent the variables.

It seems apparent from these results that there is a significant potential for systematic error in the ubiquitous method used to measure mean radiant temperature. Although this was very clear to the researchers who developed the first correlations for the tool in 1934, who said “By itself the globe thermometer is inadequate as an index of the thermal environment,” since then, the standardization of the tool has led to standard practices that fail to incorporate a complete picture of the heat transfer intricacies of the device. In the worse case, the standard described by ASHRAE neglects the effect of free convection on the device altogether. In the ISO7726 standard, the free convection vs forced convection corrections fail to capture what is arguably the most common flow regime in indoor spaces: mixed convection.

Results

When the surrounding temperatures, meaning surfaces that the globe thermometer radiatively exchanges heat with, differ on average from the air temperature, the surface temperature of the globe will differ from the air temperature. Hence, a convective flow develops around the globe. This effect is visible in Fig. 2, which shows the buoyancy-driven plume visualized using background oriented schlieren imaging when the separation between air temperature and surface temperature was 5.5 K. This image represents a mode of heat transfer occurring in many of the experiments; the subsequent results quantify a unified method of addressing both free and forced convection through a mixed convection parameter. All derivations of our proposed correction and the existing ISO/ASHRAE methods can be found in the Materials and Methods section. For clarity, Eq. 3 has been reproduced below in Eq. 1, showing where the convective heat transfer coefficient, $h_{cg}$, is inserted for all methods to provide the mean radiant temperature, $t_{rg}$, from the air temperature, $t_a$, and globe temperature, $t_g$. Air speed, $v_s$, is the other measured parameter, and is used in the calculation of $h_{cg}$.

\[
t_{rg} = \sqrt{(t_g + 273.15)^4 - \frac{h_{cg}^2}{\varepsilon \sigma} (t_a - t_g) - 273.15}
\]

Figure 2. Background oriented schlieren imaging (left) of the globe thermometer setup (right) accentuating air density variation to illustrate air movement and convection around the globe. Dark lines at the bottom represent cool free convection separating from the globe.

All raw data collected over the test cases is presented in Fig. 4, and an explanation for how to interpret the figure is presented in Fig. 3. The raw data collected with no formulas applied ($t_a$, $t_g$, $t_r$) are presented as Y, X, and +. The ISO7726 $t_r$ value is shown with a circle, and our mixed convection corrected $t_r$ is presented as a square. A line connects these two points, as this is the difference between the two corrections. $v_s$ is presented as a grayscale fill of the circle and square as it is an input into the convection corrections. Also in Fig. 3 is a thermal image of the experimental apparatus in the test chamber. Cool walls are visible compared to the temperature of the globe, which reduce the globe temperature relative to the air.

Figure 4 shows the full set of results for the standard globe and black and gray “ping pong” ball style globes. Three globes were measured in parallel for 45 settings generated by 4 general setpoint clusters in a climate chamber. The radiant panels and ventilation were set differently for each of the 4 sets to achieve a variety of separation of air temperature to radiant temperature. Within each of these series the measurements span a range of air speeds generated by controlled fans. Each measurement represents an average value over 30 minutes of assumed
Figure 3. Explanation for how to interpret all data presented in Fig. 4 (left) and thermal image of experimental setup (right). The directly recorded physical measurements of air temperature \( t_a \), globe temperature \( t_g \), and radiative temperature \( t_r \). The calculated radiative temperatures determined from the globe are represented by the circle (current ISO7726 convection correction) and the square (proposed mixed convection correction). The differences between either \( t_r \) calculated with the standard correction \( t_r, g \) or with our proposed correction factor \( t_r, mixed \) and the baseline measurement \( t_g \) represents the impact of convection on the globe compared to a calibrated pyrgeometer measuring only the radiant heat transfer. The line represents the difference between the two corrections. The color (grayscale) fill of the shapes corresponds to the air speed during the measurement used for the forced and mixed convection correction calculations.

steady-state conditions, where no more than 0.5 K fluctuation was observed. There are a few trends. As air speed increases, \( t_a \) approaches \( t_g \), as expected since the magnitude of forced convection increases. However, this means the globe temperature can become much closer to the air temperature than it is to the radiant temperature, giving the convection correction a more significant role in determining the mean radiant temperature, magnifying any noise or error in the measurements of air temperature, \( t_a \), globe temperature, \( t_g \), and air speed \( v_a \).

As expected, as air speed increases the ISO7726 model and our proposed mixed convection model converge, as seen in Fig. 4 where the line between the circle and squares shrinks as the velocity increases represented by the darker color. But as air speed increases there is not a trend towards convergence with the true pyrgeometer-measured \( t_r \). Particularly for the smaller diameter ping pong balls, the data does not tend to converge at the true \( t_r \) value even at high air speeds when natural convection effects that are not measured are small in comparison.

Further, the \( n \) parameter for mixed convection shown in Eq. (11) was varied until the deviation between \( t_r \) and \( t_r, mixed \) was minimized. For the standard globe, this value was \( n = 0.75 \), and for ping pong balls was \( n = 0.62 \). This parameter is used for all analyses.

The mixed convection correction clearly outperforms the ISO7726 at predicting the measured \( t_r \) for the standard globe. It was consistently within 1 degree of the true value. The ISO7726 standard correction is consistently nearly double the error of the mixed convection correction and only outperforms it in 4 out of 45 measurements for the standard globe (not the same four cases with higher free convection versus forced convection coefficients used in the ISO7726 method). For the small globes there is generally poor performance by both correction models. At high air speeds, the small globe measurements nearly equalled the air temperature, making the derivation of the real radiant temperature based on \( t_a - t_f \) impossible.

To put all data into relative comparison, globe thermometer data corrected using the ISO7726 method is shown on a scatter plot versus the pyrgeometer-measured \( t_r \) values for the standard globe (Fig. 5a), black ping pong ball (Fig. 5b), and gray ping pong ball (Fig. 5c). The line \( y = x \) is shown for comparison, as ideally all points fall on this line. This data represents the deviation from the expected value. The color of the points corresponds to the air speed and is shown on the color bar on the right of the image. While the largest deviation from \( y = x \) occurs at low air speeds, there is significant variation for all air speeds. The data trends further from ideal for the smaller globes than the standard globe thermometer.

The mixed convection corrected data is also plotted on a scatter plot in Fig. 6 as blue diamonds. In addition, a bivariate least squares regression was conducted correlating \( t_g - t_f \) and \( v_a \) with \( t_r \) to see if a simple model could be derived independent of the physics-driven model, which is shown in Fig. 6 as green pentagons. For all globes it is clear that the empirical mixed convection model and the linear regression help remove the systematic bias shown in Fig. 5, where the standard ISO7726 globe correction systematically skews the radiant temperature towards air temperature. The results of the statistical regression for the standard globe thermometer overlap well with the physics based, calibrated empirical model, however the empirical model outperforms \( R^2 = 0.84 \) versus 0.92 for the empirical model). For the ping pong balls, the regression distribution is better, however the slope is quite far off the \( y = x \) line. \( R^2 = 0.65 \) and 0.37 for the black and gray ping pong balls, respectively. This
Figure 4. Data from all measurements for the standard globe (a), the black ping pong ball (b) and the gray ping pong ball (c) with each having a set of 4 climate chamber settings (Radiator/Ventilation settings) and a range air velocities within each of the chamber settings controlled by small axial fans. Data presented includes $t_a$, $t_p$, $t_r$, and a color mapped gradient corresponding to $v_a$. Additionally, the calculated values for $t_r$ are shown using the standard ASHRAE correction, $t_{r,g}$ and using the proposed mixed convection correction, $t_{r,mixed}$. 
statistically confirms the poorer performance of the small globes seen in Fig. 4. The regression form and coefficients can be found in Table 1.

These results indicate that the measured parameters can be calibrated for large globes, but for small globes the physics-driven empirical model breaks down. We can confirm this by studying the $Ri$ number that indicates flow regime prevalence, where forced is $Ri < 0.1$, mixed is $0.1 < Ri < 10$, and free is $10 < Ri$. By plotting the standard corrected values in Fig. 7, and now visualizing the $Ri$ regimes overlaid on the $t_r$ versus $t_{g}$ scatter, we see visible clusters in the three predicted regimes (free-, mixed-, and forced-convection dominated) for the large globe, but not for the small globes.

The ISO7726 standard correction uses a binary selection of forced or free convection parameter. The free convection (Eq. 4) is used only when it is greater than the forced convection value calculated in Eq. (5). Our experiments were designed to have a significant free convection component. However, only 4 out of 45 data points had a free convection coefficient larger than the forced convection coefficient. This discrepancy overattributes convective effects to forced convection.

Our proposed mixed convection heat transfer correction is shown in Fig. 8. Interestingly, it is always larger than the sum of the individual free and forced convection components. This implies that for the studied geometry, a globe thermometer will lose relatively significant amounts of heat to both free and forced convection. As the forced convection signal increases relative to the mixed convection sum, the proportional difference diminishes, implying this can be a universally applicable model. As the mixed convection relationship in Eq. (11) has velocity.
go to zero it becomes the free convection model. As velocity increases, it drives $t_a - t_g$ down and eventually overrides free convection and approximates the forced convection model.

The air speed versus standard deviation of each air speed measurement from all three probes is shown in Fig. 9. Measuring the air speed 25 cm in front of the globes had the highest degree of variability compared to the sensors positioned above and below. Despite the larger uncertainty, air measurements taken from in front of the globe were used in all other plots in this paper for reasons outlined in the Discussion section.

In addition, absolute comparisons of discrepancies between the ISO7726 method and our proposed mixed convection correction are shown in Fig. 10. There are two coloration versions provided, indicating the air speed and the absolute error associated with each data point. In these figures, axes have been normalized across all figures for true comparison.

In general, errors are smallest for the large diameter globe, however the difference is largest as air speed decreases while the temperature difference between the air and surroundings increases (as $t_a - t_g$ increases).
Figure 9. Distribution of error for each air speed sensor’s measurements, positioned ‘In front’ of, ‘Below’, and ‘Above’ the globe thermometers. Air speed measurements taken in front of the sensor were used for each analysis, as the mean values produced the highest fidelity results using the mixed convection model, despite the largest relative errors.

Visually, the $t_a - t_r$ difference combined with $v_a$ are good indicators of the difference between the two models across all globe diameters. This is indicative that free convection effects are not only neglected typically, but are also difficult to accurately account for.

A simple sensitivity analysis was conducted to see how error propagated through the mixed convection correction looking at the influence of variability in measured air speed and globe temperature on radiant temperature results. One and two standard deviations from collected data for air speed and globe temperature are used. The two standard deviations create the dark and lighter shading regions in Fig. 11. Data is plotted over a variable globe thermometer diameter to demonstrate the ranges of the different sensors used.

Figure 11a plots the predicted fluctuation of the globe thermometer temperature due to air speed fluctuations at different globe diameters. This is plotted for three different radiant temperature conditions. This shows the error based on the standard deviation of our measured air speeds and represents the intrinsic variation that would be predicted to occur at the globe thermometer. Though the variation bands plotted are narrow, those small variations have significant impacts as they would be magnified in practice to determine the radiant temperature, $t_r$. As the radiant temperature separates from the air temperature ($t_r - t_a$ increases), the smaller diameter diameter globes remain closer to the air temperature. Therefore when the corrected radiant temperature would be calculated that error would be magnified as $t_r - t_a$ has to be used to determine the much larger $t_r - t_a$.

In addition to the intrinsic error caused by air speed that would propagate to the corrected radiant temperature, Fig. 11a shows the direct propagation of error from the velocity measurements radiant temperature correction calculation. The ranges plotted are based again on the standard deviation of our measured air speeds for three different experimental air speeds. For the higher air velocity of 1 m/s the small 40mm diameter globe the variation is significant. While the error is always within the ISO standard acceptability limits of +/− 5 °C, it is clear that extrapolating data from smaller globe thermometers has a larger error potential. These errors depicted from our air velocity are also still lower than the variation we observed, particularly for the small globes. The errors here do not include the influence of sensor position relating to whether air speeds measured represent the real convective flow at the globe. It is also not indicative of the potential mismatch in the response time of the air speed sensor, and whether the standard 2-min time average is representative of the actual average convective exchange that occurred on the globe.

**Discussion**

The results clearly demonstrate a significant source of error when convection is not properly accounted for around the globe thermometer, the most common mean radiant temperature measurement tool. The error with the standard 6 inch globe implies that many measurements taken should be revisited for air velocities below 1 m/s when the measured globe temperature is significantly different than the air temperature. The error with the 40mm “ping pong” ball globe shows that these devices are not capable of accurately predicting the radiant heat transfer without extremely precise control and measurement of complex free and mixed convection conditions.

There is a steady state requirement that is difficult to achieve with any acceptable degree of certainty during mixed convection operating regimes that makes small diameter globes poorly performing sensors when accuracy within 5 °C is required. Likewise, for coincident air speed measurements it’s important to measure prior to the air interacting with the globe, but this is not always possible in real-world settings with inconsistent air sources.

Saliently, nowhere in current standards or literature is there a recommendation for where to measure air speed relative to the globe. We described the direct error in our measurements in Fig. 11, but there are many other sources of bias from procedural variation in air speed measurement such as air speed sensor placement. Our air speed data measured above and below the globe thermometers have less noise than those measured in front of the globe thermometer, as can be seen in Fig. 9. Yet when comparing to a ground truth value, the more consistent, less noisy above and below values produces less accurate mean radiant temperature values. In general, measuring very low air speeds for just free convection that might be observed above and below the
The globe is technically very difficult, though future work could use more advanced tools to confirm some of our hypotheses. We presume that the globe itself impacts air flow in the flow path for the sensors positioned above and below, slowing and adding stability to the vertical vector components it measures related. The sensor in front would measure a potentially more turbulent field generated by the fans. While more variable, the sensor in front would measure a field more representative of the forced convection impinging upon the globe. Yet despite the low standard deviations, when using either the above or below air speeds in correction equations compared to values from in front, lower-fidelity values were produced relative to the measured ground truth value for both the standard and mixed convection equations. In addition to inconsistencies in the position of the air speed sensor, there are potential mismatches in the response time of the globe to changes in air speed and convection. Standard practice is to take a 2-min average, but clearly globes of different sizes, materials, and masses will all

**Figure 10.** A relative comparison between the standard correction factors and the proposed mixed correction factor is shown for each globe thermometer. Gradients correspond to air speed (left and grayscale) and absolute error (right and blue-to-red color).
have different response times to changes in conditions\(^{14,53}\). A simple time-average of the air speed may also not be representative of the average convection occurring at the globe over time. In summary, beyond the detailed measurements we have made of globe performance, there are further considerations for how convection affects radiant temperatures derived from globe thermometers.

These results have major implications for how thermal comfort studies have been carried out, the reported precision of results, and the best practices going forward. We have proposed a mixed convection correction procedure for the standard globe that seems to perform better. Moreover, we have demonstrated how simple pyrgeometers and non-contacting surface temperature sensors that are readily available can be used to directly measure radiant heat transfer. Ironically, these were the first tools used to validate the globe thermometer in the 1930’s, which subsequently were replaced by simple globe thermometers. This was in a time when complex analog electronic components were expensive. We believe modern electronic devices are now so inexpensive that it is appropriate to rethink whether multiple devices or the use of thermal imaging cameras can enable a better measurement of radiant heat transfer in space than the common globe thermometer. We have proposed several such devices in our previous work measuring radiant environments\(^{54–56}\).

The majority of contemporary research still uses the globe thermometer to determine the MRT, but we have found little literature discussing these physical convective errors generated at the measurement device. This could be due in part to the fact that the device is meant to measure a physical quantity unrelated to convection, and thus the influence of convection is not questioned during the measurement.

The findings also provide lessons to be learned in the general acceptance of measurement techniques and analysis methods as standard practice. When methods are replicated, and the procedures simply cited without considering the implications of the underlying physics, persistent error and bias can be generated. In this case it became more common to simply cite the method, and then report the thermistor resolution as the device

**Figure 11.** Discrete sensitivity analysis for different constant conditions for \(T_g\) and \(D\). In (a), air speed was varied by \(-2\) to \(+2\) standard deviations, based on our observed measurement range. \(t_r\) and \(t_a\) were fixed quantities, and the resulting range of \(t_g\) was back-calculated from our proposed mixed convection correction factor. This was done for three average air speeds, producing a narrow band of expected \(t_g\) fluctuations. Figure (b), however, allows both \(t_g\) and the coincident \(v_a\) to vary as was observed in our measurements, from \(-2\) to \(+2\) standard deviations again. The resulting \(t_r\) value varies greatly, particularly at low air speeds, this demonstrates the importance of ensuring steady state.
precision rather than consider the physics of the globe thermometer measurement. In order to compare our work to the literature we found that the most relevant sources of discussion around the corrections for the globe thermometer occurred when the original device was invented and when it was refined to use the smaller globe. Therefore, instead of a limited comparison to contemporary work in our discussion, we have conducted a longer historical review spanning that time-frame leading up to a discussion, review, and comparison of our work to current practices.

Conclusions
We have demonstrated significant sources of potential error in the use of globe thermometers (a ubiquitous tool for analyzing comfort in buildings) to measure mean radiant temperature. These are caused by inappropriate use of convective exchange corrections applied to the measured globe temperature over the past 30 years. Using a laboratory with highly controlled surface temperatures and a set of precise pyrgeometers and air velocity sensors, we demonstrate that standard corrections do not adequately capture the relationship between the globe temperature and the true mean radiant temperature for low air speeds where mixed and free convection dominate the exchange. We propose a unified method for properly accounting for free and forced convection simultaneously, and demonstrate that there is a potential for consequences associated with this systematic error across the thermal comfort domain. But perhaps most noteworthy, we provide a sensitivity analysis to demonstrate that uncertainty in mean radiant temperatures is proportional to globe diameter, which precludes small diameter sensors from high-precision measurement within 2 °C.

Future Work. In this study, high-precision pyrgeometers were used to measure the mean radiant temperature. However, cheaper, digital-output thermopiles could be used to achieve convection-insensitive measurements. The authors use these in other research, yet the method has not been explicitly validated. Future work should also focus on explaining which factors of mean radiant temperature are most important to capture, essentially to answer the question of whether accurately knowing the mean radiant temperature as currently defined for a point in space is sufficient to accurately predict the human body's radiant exchange with its surroundings. Further refinements can be made to the definition of 'mixed convection' and limits of the application of the n-parameter method described in Eq. (11).

Materials and Methods
Apparatus. The measurements were conducted in the climate chamber of the Department of Building Physics at the Bauhaus-University Weimar. The chamber is a 3 × 3 × 2.44 m room situated in a 5.40 × 5.40 × 3.05 m laboratory hall to keep it isolated from the outdoor environment. The chamber is tempered by water-bearing capillary tubing placed under the finishing layer (tiles for the floor and gypsum plaster for walls and ceiling). The chamber door is not tempered, yet due to its low overall heat transfer coefficient ($U = 0.29$ W/m$^2$K) and the rather small air temperature difference between the two sides of the door, the non-tempered door does not strongly impact the air or surface temperatures in the chamber. The chamber implements a ventilation system to introduce fresh or recirculated air in an adjustable flow rate into the space. The temperature in the chamber can be defined by controlling the temperature of each surface separately or the temperature of the ventilation system, or both.

Negative temperature coefficient thermistors (NTC) with an uncertainty of ±0.2 °C and a resolution of 0.01 °C were used to monitor air and surface temperature during the experiments. To measure air velocity, omni-directional hot-wire anemometers with an accuracy of ±1.5% of the measured value and a resolution of 0.001 m/s were utilized. Relative humidity in the chamber was constantly monitored using a digital humidity sensor with an accuracy of ±2% of the measured value (at 25°C). For thermography, FLIR B400 infrared camera with an accuracy of ±2°C, an image resolution of 320 × 240 pixels, and a measurement resolution of 0.1 °C was used. Since the climate chamber is relatively small, a wide-angle lens of 4 mm was used with the camera to allow capturing a wide field of view.

To evaluate the errors of the globe thermometer, a standard 150-mm globe along with a gray and a black ping-pong ball globe (D = 40 mm) was used. The standard black globe thermometer (D = 150 mm) was equipped with a Pt100 element with an accuracy of (0.3 + 0.005[T]) °C of the measured value and a resolution of 0.01 °C. The two ping pong balls were constructed with standard plastic painted gray and black, respectively. Inside each was a high-precision epoxy thermistor (±1°C). The values recorded by the globe thermometers were evaluated against the radiometric ground-truth mean radiant temperature measured by six pyrgeometers mounted on the faces of a 44 mm wooden cube. More on the justification of a radiometric ground-truth reading is presented in Fig. 13 and the corresponding section. The pyrgeometers were all Apogee SL-510-SS devices (± 0.3 °C or 0.12 mV per W m$^{-2}$). The emissivity of the black and gray ping pong balls within the 8-15 micron region was confirmed experimentally using a FTIR spectrometer (Nicolet i8) to be the same, we used both since the literature contains examples of both black and gray ping pong balls.

All the implemented sensors were controlled remotely from the outside the chamber to avoid disturbing the measurements.

Experimental configuration. The implemented sensors were mounted on stands near the corner of the chamber (Fig. 12). An air velocity probe was mounted near the standard globe (at 25 cm to the centre of the globe) to measure the room air velocity. This sensor had a fine response time of 100 ms. Two additional velocity probes were mounted directly below and above the globe to investigate the ascending and descending convective flow; the distance between the tip of the velocity probe and the surface of the globe was 3 cm. These sensors had a smoothed response time of 2 s. Two air temperature sensors were used to monitor room temperature:
**Figure 12.** The experimental configuration in the chamber including the 6-sided ‘ground truth’ pyrgeometer measurement device on the wooden cube, large globe, gray and black ping pong balls, and air temperature and velocity probes.

**Figure 13.** (a) 6-pyrgeometer arrangement around a cube to cover the sphere of view from a point in space; (b) visualization of the vector-based simulation of MRT used for validation of the ground-truth measurement device.
one shielded with aluminium foil and one without foil. Both sensors were mounted at the base of the room air velocity probe. Data from the shielded sensor was used in the analysis. Seven NTC sensors were used to monitor the surface temperature (4 walls, ceiling, floor, and door). The surface temperature sensors were mounted at the centre of each surface. The height of the standard globe, the pyrgeometers cube, the room velocity probe, and room air temperature was 128.5 cm (from the floor to the centre of the sensor).

To create a large separation between surface temperature and air temperature, two electric heaters (1900 W each) were placed in the chamber to heat the air while cooling the walls, floor, and ceiling of the chamber. To prevent impacting the measured mean radiant temperature, the heaters were vertically shielded behind 80-mm expanded polystyrene insulation sheets fitted with aluminium foil sheets to reflect radiation. Different degrees of temperature separation were created by controlling the operation capacity of the electric heaters and the number of implemented heaters. This resulted in a surface temperature range of 16.1–20.4 °C, an interior air temperature range of 20.4–28.0 °C, and a mean radiant temperature range of 18.2–23.0 °C. The range of air to surface temperature difference was 1.7–6.3 °C measured during a total of 52 experimental boundary conditions. 7 of the 52 were redundant cases, so the unique 45 are presented in this manuscript for clarity. Air movement was induced in the chamber by controlling the ventilation system. Additionally, a cluster of 9 computer axial fans (D = 120 mm) was used to generate a relatively homogeneous airflow directed at the sensors. This allowed a finer control of the target air velocity which ranged from 0.02–1.00 m/s at 25 cm from the centre of the standard globe thermometer.

The measurements were conducted under a steady state which was achieved by giving the chamber enough leading before each set of boundary conditions. The criterion for steady state was defined as globe-measured fluctuations within 0.5 °C. Data was collected for each set of boundary conditions for 30 minutes with a sampling interval of 1 s.

**Geometric justification of ground truth measurement.** Our ground-truth measurement device consists of 6 pyrgeometers. The arrangement is based on the ASHRAE55 adapted standard from ISO7726 (International Organization for Standardization 1998) for calculation of MRT based on multiple-plane radiant temperature. This method is described at length in Thorsson et. al 2007, as the most accurate way of determining outdoor MRT. This 6 directional arrangement provides a planar irradiance reading in each of the directions: up, down, left, right, front back, and the MRT is calculated as a weighted average of these planar measurements. The 6 pyrgometers in the device we constructed for indoor MRT measurement are arranged around a small cube to provide a full sphere of view from an arrangement that is as close-as possible to a single point in a room, shown in Fig. 13a.

We tested the accuracy of this device using a vector-based simulation discussed in Aviv et al.58. The simulation includes 1280 vectors, which are generated by the level of geodesic subdivision of a sphere originating from the same point in the room where the measurement device was centered, Fig. 13b. The intersections between the vectors and the room’s surfaces are used to calculate the MRT at that point based on temperature readings and view factor of each surface. We compared the simulation results to the readings from the device and they have been within 0.3 °C from each other, which indicates a high degree of accuracy. Additionally, we checked the inherent potential error in the pyrgeometer array caused by overlaps in the ranges of the 6 pyrgeometers. The overlaps may cause different MRT readings for different orientations of the device in space. However, a maximum difference of up to 0.08 °C was detected within the chamber setup conditions when simulating a change in the device’s orientation multiple times which we can consider negligible.

**Data processing and error analysis.** The process to extract the mean radiant temperature, \( t_r \), from a globe thermometers require air temperature, \( t_a \), globe thermometer temperature, \( t_g \), and air speed, \( v_a \), to be measured. The mean radiant temperature was calculated from \( t_g \) from a standard globe thermometer (Fig. 5a), \( D=40 \) mm black ping pong ball (Fig. 5b), and 40 mm gray ping pong ball (Fig. 5c) according to the ASHRAE standard given in Eq. (2). \( \varepsilon \) was set to 0.95 for all three sensors, confirmed to be within 1% of the true value in our previous work.39 A constant hemispherical emissivity is justified since the sensors were not subject to solar radiation in the test environment, only longwave thermal radiation.

By inspection, this equation reduces to \( t_r = t_g \) when \( v_a=0 \), implying that effects due to free convection are negligible. In the ISO7726 standard, there is a generalised method for account for free convection. The ISO7726 method begins with Eq. (3), which allows for substitution of any convective heat transfer coefficient, \( h_{cg} \). Here, \( \sigma \) is the Stefan-Boltzmann constant.

\[
\frac{1}{t_r} = \sqrt{\frac{(t_g + 273.15)}{4} - \frac{1.1 \cdot 10^8 \cdot \varepsilon^{0.6} (t_g - t_a)}{\varepsilon \cdot D^{0.4}} - 273.15}
\]

The first step in the ISO method is to determine whether \( h_{cg} \) is larger when using their free convection correlation, given in Eq. (4), or when using their forced convection correlation, given in Eq. (5).

\[
h_{cg,free} = 1.4 \sqrt{\frac{t_a - t_g}{D}}
\]
Once the determination for which is larger is made, the respective correlation for \( h_{cg} \) is chosen. For all data collected in this experiment, 4 out of 45 points have a larger free convection coefficient than forced.

When using the forced convection correlation equation for \( h_{cg} \), one arrives at the ASHRAE equation. Meaning ASHRAE systematically neglects free convection, whereas the ISO7726 standard has a pathway for selection.

In our previous publication highlighting the potential for significant errors in both the ISO7726 and ASHRAE methods when mixed convection is not accounted for\(^a\), however the finding was an unexpected aside from the main experiment and the outdoor environment was too uncontrolled to provide meaningful recommendations.

In this paper, we provide a validation for a unified mechanism for mixed-mode convective heat transfer that we believe is a better description of the steady state heat transfer a globe thermometer experiences than both the current ISO7726 and ASHRAE standards reflect. This empirical model goes one step back to the Nusselt number, \( Nu \), correlations for spherical bodies in air experiencing both free and forced convection, Eqs. (6) and (7), respectively. In these equations, \( Re \), \( Ra \), and \( Pr \), are the Reynolds, Rayleigh, and Prandtl numbers, and equations for these variables are provided in Eqs. (8), (9), and (10). The equations are all valid in the operating regime for this experiment.

\[
Nu_{\text{free}} = 2 + \frac{0.589Ra_D^{0.1}}{(1 + (0.469/Pr)^{\frac{0.1}{Pr}})^2} \tag{6}
\]

\[
Nu_{\text{forced}} = 2 + (0.4Re^{\frac{1}{3}} + 0.06Re^{\frac{2}{3}})Pr^{0.4} \tag{7}
\]

\[
Re = \frac{v_aD}{v} \tag{8}
\]

\[
Ra = \frac{g\beta}{v\alpha}(t_a - t_g)D^3 \tag{9}
\]

\[
Pr = \frac{cp\mu}{k} \tag{10}
\]

Equations (6) and (7) are always used to produce values for \( h_{cg} \) regardless of the air speed\(^a\). A weighting mechanism from\(^a\) is then used to determine the relative importance of the different coefficients. The weighting mechanism is shown in Eq. (11), and values for \( n \) were empirically derived from our current work for each globe thermometer, varying \( n \) to minimize error to the ground truth measurement. Empirical values do not exist for this specific problem of a radiantly forced, but otherwise isolated sphere.

\[
Nu = \frac{h_cD}{k} ; h_{cg,\text{weighted}} = \frac{k(h^n_{cg,\text{free}} + h^n_{cg,\text{forced}})^{\frac{1}{n}}}{D} \tag{11}
\]

Without weighting, Eqs. (5) and (4) do not produce the same values for \( Nu \) as produced with Eqs. (7) and (6). These discrepancies are due to the evolution of the empirical models used to represent complex free and forced convection phenomena. Future work should consider parallel research in the fluid dynamics domain to where these convection parameters are researched and defined.

Further dimensional analysis is provided here for using mixed convection as the heat balance calculation method. Just as often free convection problems are described by the Grashof number \( Gr \), and the Reynolds number, \( Re \), describes laminar flow in forced convection dominated problems, the Richardson number, \( Ri \), describes mixed convection regimes. In general, a value of \( 0.1 < Ri < 10 \) means that mixed convection is the dominant mode, with any number above 10 meaning that free convection dominates, and any number below 0.1 means that forced convection dominates. \( Ri \) is defined in Eq. (12), where \( g \) is acceleration due to gravity and \( \beta \) is the thermal expansion coefficient.

\[
Ri = \frac{Gr}{Re^2} = \frac{g\beta(t_a - t_g)D}{v_a^2} \tag{12}
\]

It is cautioned that \( Ri \) is only an indicator of mixed convection, since mixed convection situations are unique. However, \( Ri \) is a convenient metric to portray the relative impact of free and forced convection.

A linear regression was also performed using a least-squares method in Python, regressing the ground truth \( t_c \) measurement with \( (t_a - t_g) \) and \( v_a \) as the two independent variables. This was done as a method of assessing whether the physics-based empirical model performed better than a very simple, potential driven heat transfer regression model.

Received: 16 June 2021; Accepted: 28 March 2022
Published online: 19 April 2022
References

1. Bedford, T. & Warner, C. The globe thermometer in studies of heating and ventilation. J. Hyg. 34, 458–473 (1934).
2. Vernon, H. & Warner, C. The influence of the humidity of the air on capacity for work at high temperatures. J. Ind. Hyg. 32, 431–462 (1932).
3. Yagolou, C. & Miller, W. Effective temperature with clothing. Am. Soc. Heating Vent. Eng. 31, 59–70 (1925).
4. Fanger, P. O. Thermal comfort: Analysis and applications in environmental engineering (R.E. Krieger Pub. Co., Malabar, Fla., 1970).
5. Arens, E. A., Gonzalez, R. & Berglund, L. Thermal comfort under an extended range of environmental conditions. ASHRAE Trans. 92 (1986).
6. ASHRAE. Thermal environmental conditions for human occupancy. Am. Soc. Heating, Refrig. Air Cond. Eng. Standard 55 (2017).
7. Nicol, F. Temperature and adaptive comfort in heated, cooled and free-running dwellings. Build. Res. Inf. 45, 730–744. https://doi.org/10.1080/09613218.2017.1283922 (2017).
8. Thorsson, S., Lindberg, E., Eliasson, I. & Holmer, B. Different methods for estimating the mean radiant temperature in an outdoor urban setting. Int. J. Climatol. 27, 1983–1993 (2007).
9. Arens, E. et al. Modelling the comfort effects of short-wave solar radiation indoors. Build. Environ. 88, 3–9. https://doi.org/10.1016/j.buildenv.2014.09.004 (2015).
10. Guo, H. et al. On the understanding of the mean radiant temperature within both the indoor and outdoor environment, a critical review. Renew. Sustain. Energy Rev. 117, 109207. https://doi.org/10.1016/j.rser.2019.06.014 (2020).
11. Staiger, H. & Matzarakis, A. Accuracy of mean radiant temperature derived from active and passive radiometry. Atmosphere 11, 805 (2020).
12. Koch, W. Measurement of wall temperatures. J. Sci. Ins. 28, 319 (1951).
13. Vernon, H. M. The measurement of radiant heat in relation to humancomfort. J. Indus. Hyg. 14, 95–111 (1932).
14. Hey, E. Small globe thermometers. J. Phys. E: Sci. Ins. 1, 953 (1968).
15. Humphreys, M. The optimum diameter for a globe thermometer for use indoors. Ann. Occup. Hyg. 20, 135–140 (1977).
16. de Dear, R. Ping-pong globe thermometers for mean radiant temperatures. Heating Vent. Eng. J. Air Cond. 60, 10–11 (1987).
17. Dawe, M., Raftery, P., Woolley, J., Schiavon, S. & Bauman, F. Comparison of mean radiant and air temperatures in mechanically-conditioned commercial buildings from over 200,000 field and laboratory measurements. Energy Build. 206, 109582. https://doi.org/10.1016/j.enbuild.2019.109582 (2020).
18. ISO. Ergonomics of the thermal environment, instruments for measuring physical quantities. Geneva: International Standard Organization 7726 (1998).
19. Teitelbaum, E. et al. Globe thermometer free convection error potentials. Sci. Rep. 10, 1–13 (2020).
20. Koch, W. A method of calibrating two-sphere non-directional radiometers. Nature 192, 960–960 (1961).
21. Koch, W. Relationship between air temperature and mean radiant temperature in thermal comfort. Nature 196, 587–587 (1962).
22. Lidwell, O. M. & Wyon, D. P. A rapid response radiometer for the estimation of mean radiant temperature in environmental studies. J. Phys. E: Sci. Ins. 1, 534–538. https://doi.org/10.1088/0022-3735/11/5/008 (1968).
23. Hey, E. N. Small globe thermometers. J. Phys. E: Sci. Ins. 1, 953–957. https://doi.org/10.1088/0022-3735/1/9/424 (1968).
24. Macpherson, R. The assessment of the thermal environment. A review. Occup. Environ Med. 19, 151–164 (1962).
25. McIntyre, D. & Griffiths, I. The effects of added clothing on warmth and comfort in cool conditions. Ergonomics 18, 205–211 (1975).
26. Fanger, P., Hoehjberre, J. & Thomsen, I. Thermal comfort conditions in the morning and in the evening. Int. J. Biometeorol. 18, 16–22 (1974).
27. Fanger, P. O. Assessment of man’s thermal comfort in practice. Occup. Environ. Med. 30, 313–324 (1973).
28. Fanger, P. O., Breum, N. & Jerker, E. Can colour and noise influence man’s thermal comfort? Ergonomics 20, 11–18 (1977).
29. Ballantyne, E., Hill, R. & Spencer, J. Probit analysis of thermal sensation assessments. Int. J. Biometeorol. 21, 29–43 (1977).
30. Kaufman, K. R., Turnquist, P. K. & Swanson, R. N. Thermal comfort in an air-conditioned tractor cab. Trans. ASAE 22, 694–698 (1979).
31. Auliciems, A. & De Dear, R. Airconditioning in australia i-human thermal factors. Arch. Sci. Rev. 29, 67–75 (1986).
32. Humphreys, M. A. The optimum diameter for a globe thermometer for use indoors. Ann. Occup. Hyg. 20, 135–140 (1977).
33. Teitelbaum, E., Jayathissa, P., Miller, C. & Meggers, F. Design with comfort: Expanding the psychrometric chart with radiation and convection dimensions. Energy Build. 209, 109591 (2020).
34. Zhang, Y., Chen, H. & Meng, Q. Thermal comfort in buildings with split air-conditioners in hot-humid area of china. Build. Environ. 64, 213–224. https://doi.org/10.1016/j.buildenv.2012.09.009 (2013).
35. Zhang, Y., Wang, J., Chen, H., Zhang, J. & Meng, Q. Thermal comfort in naturally ventilated buildings in hot-humid area of china. Build. Environ. 45, 2562–2570. https://doi.org/10.1016/j.buildenv.2010.05.024 (2010).
36. Teli, D., Jentsch, M. F. & James, P. A. Naturally ventilated classrooms: An assessment of existing comfort models for predicting the thermal sensation and preference of primary school children. Energy Build. 53, 162–182. https://doi.org/10.1016/j.enbuild.2012.06.022 (2012).
37. Stoops, J. L. The thermal environment and occupant perceptions in European office buildings. Ph.D. thesis (2000).
38. Zengheri, P., Pagliano, L. & Armanli, R. How the comfort requirements can be used to assess and design low energy buildings: testing the en 15251 comfort evaluation procedure in 4 buildings. Energy efficiency first: The foundation of a low-carbon society Panel 6 (2011).
39. Langevin, J., Gurius, P. L. & Wen, J. Tracking the human-building interaction: A longitudinal field study of occupant behavior in air-conditioned offices. J. Environ. Psychol. 42, 94–115. https://doi.org/10.1016/j.jenvp.2015.01.007 (2015).
40. Manu, S., Shukla, Y., Rawal, R., Thomas, L. E. & De Dear, R. Field studies of thermal comfort across multiple climate zones for the subcontinent: India model for adaptive comfort (imac). Build. Environ. 98, 55–70. https://doi.org/10.1016/j.buildenv.2015.12.019 (2016).
41. Ling, J., Qinglin, M., Lihua, Z., Yufeng, Z. & Lin, C. Indoor environment and thermal comfort in rural houses in east guangdong of china. J. Civil, Arch., Environ. Eng. 35, 105–112. https://doi.org/10.3969/j.issn.1674-4764.2013.02.017 (2013).
42. Indraganti, M., Ooka, R., Rijal, H. B. & Brager, G. S. Adaptive model of thermal comfort for offices in hot and humid climates of India. Build. Environ. 74, 39–53. https://doi.org/10.1016/j.buildenv.2014.01.002 (2014).
43. Kim, H. Methodology for Rating a Building’s Overall Performance based on the ASHRAE/CIBSE/USGBC Performance Measurement Protocols for Commercial Buildings. Ph.D. thesis (2012).
44. Han, J. et al. A comparative analysis of urban and rural residential thermal comfort under natural ventilation environment. Energy Build. 41, 139–145. https://doi.org/10.1016/j.enbuild.2008.08.005 (2009).
45. Cao, B. et al. Tackling building energy consumption challenges: Special issue of ISHVAC 2009 (Nanjing, China, 2011).
46. Webster, T., Heinzerling, D., Anwar, G., Hoyt, T. & Dickerhoff, D. A Prototype Toolkit For Evaluating Indoor Environmental Quality In Commercial Buildings.
47. Feng, J. D., Bauman, F. & Schiavon, S. Experimental comparison of zone cooling load between radiant and air systems. Energy Build. 84, 152–159. https://doi.org/10.1016/j.enbuild.2014.07.080 (2014).
48. Kim, J., Schiavon, S. & Brager, G. Personal comfort models—a new paradigm in thermal comfort for occupant-centric environmental control. Build. Environ. 132, 114–124 (2018).
Li, P. et al. Improved long-term thermal comfort indices for continuous monitoring. *Energy Build.* **224**, 110270 (2020).

Mofakhami, A. & Novoselac, A. Improvement in the operative temperature measurement of radiant cooling panels. *ASHRAE Trans.* **126** (2020).

Gagge, A. P. Standard operative temperature, a generalized temperature scale, applicable to direct and partitional calorimetry. *Am. J. Physiol.-Legacy Content* **131**, 93–103, https://doi.org/10.1152/ajplegacy.1940.131.1.93 (1940). Publisher: American Physiological Society.

Becher, L., Voelker, C., Rodehorst, V. & Kuhne, M. Background-oriented schlieren technique for two-dimensional visualization of convective indoor air flows. *Opt. Lasers Eng.* **134**, 106282 (2020).

Fountain, M. Instrumentation for thermal comfort measurements: The globe thermometer. *Internal study, Center for the Built Environ.* **1987** (1987).

Teitelbaum, E., Read, J. & Meggers, F. Spherical Motion Average Radiant Temperature Sensor (SMART Sensor). Expanding Boundaries (Hochschulverlag AG an der ETH Zurich, 2016).

Meggers, F. et al. The thermoheliodome-air conditioning without conditioning the air using radiant cooling and indirect evaporation. *Energy Build.* **157**, 11–19 (2017).

Aviv, D., Houchois, N. & Meggers, F. Thermal Reality Capture. In *Proceedings of the 39th Annual Conference of the Association for Computer Aided Design in Architecture (ACADIA)*, 338–345 (CUMINCAD, Austin, Texas, USA, 2019).

Benton, C., Bauman, F. & Fountain, M. A field measurement system for the study of thermal comfort. (1990).

Aviv, D. et al. A data-driven ray tracing simulation for mean radiant temperature and spatial variations in the indoor radiant field with experimental validation. *Energy Build.* **254**, 111585 (2021).

Guo, H., Teitelbaum, E., Houchois, N., Bozlar, M. & Meggers, F. Revisiting the use of globe thermometers to estimate radiant temperature in studies of heating and ventilation. *Energy Build.* **180**, 83–94 (2018).

Churchill, S. & Bernstein, M. A correlating equation for forced convection from gases and liquids to a circular cylinder in crossflow. *J. Heat Trans.* **99**, 300–306 (1977).

Siebers, D. *Experimental mixed convection heat transfer from a large, vertical surface in a horizontal flow*. Ph.D. thesis, Stanford University, Palo Alto, CA (1983).

Acknowledgements

This study was funded in part by the US National Science Foundation’s Sustainability Research Network Cooperative Agreement #1444758. The authors would like to thank Lia Becher for conducting the schlieren imaging of the globe thermometer within the scope of a research project funded by the German Research Foundation DFG (Grant no. 444059583). The authors would like to thank Zherui Wang and Ammar Osman for help compiling references and formatting figures. The publication of this article was funded by the open access publication fund of the Bauhaus-University Weimar.

Author contributions

E.T., H.A., C.V., F.M., and J.P. conceived the experiments, H.A. conducted the experiments supported by E.T., F.M., J.P., and C.V. Figures were produced by E.T., H.A. and D.A. Historical analysis was conducted by E.T., F.M., J.P., H.A. and primarily A.K. All authors analyzed the results and reviewed the manuscript.

Competing interests

The authors declare no competing interests.

Additional information

Correspondence and requests for materials should be addressed to E.T. or H.A.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2022