Quantitative Analysis of DEPES Distributions of Pt(111)
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Directional elastic peak electron spectroscopy (DEPES) was used to reveal a short range order within the near-surface region of Pt(111). Experiments were performed at primary electron beam energies in the range from 0.9 keV to 1.8 keV. DEPES signal was recorded for a wide range of polar \( \theta \) and azimuthal \( \phi \) angles and then transformed to two-dimensional DEPES maps using stereographic projection. Theoretical DEPES distributions were obtained with the application of the multiple scattering (MS) theory. In MS calculations, the following parameters were varied: the inelastic mean free path \( \lambda \), the radius around the emitter \( R_{\text{max}} \) and the cones of smoothing \( M \). The comparison of experimental and theoretical DEPES maps was performed by an \( R \)-factor analysis in order to find the best correspondence between the recorded and calculated distributions. The absolute minimum of the \( R \)-factor was found at rather small values of the radius around the emitter and large inelastic mean free paths. However, the obtained minimum was very shallow and took the form of a characteristic band in the \( R_{\text{max}}(l) \) plots. Thus, other \( R_{\text{max}} \) and \( \lambda \) values corresponding to the local \( R \)-factor minimum can also be to some extent used in computations. The cone of smoothing, which reflects the spread of primary beam directions before it strikes the sample, decreases at larger electron energies which scales with better electron focusing at larger \( E_p \) values. The discussion concerns the computation time associated with the mentioned parameters and the convergence of theoretical data.
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1. Introduction

The directional elastic peak electron spectroscopy (DEPES) [1–4] is an experimental method which utilizes the phenomenon of elastic scattering of primary electrons striking the sample on atoms in a crystalline solid at electron energies above 500 eV. At these medium electron energies the forward scattering effect [5, 6] occurs which leads to the anisotropic distribution of scattered electrons. As a consequence, the flux of electrons in solids after scattering is mainly focused along the direction of the electron beam propagation. This effect is used to reveal the structure within the near surface region of crystalline samples [4]. The limited value of the inelastic mean free path of primary and emitted electrons as well as the defocusing effect [7–9] of primaries reduce the information depth of the crystalline structure to the first few atomic layers.

Forward scattering is a universal phenomenon which concerns all electrons independently on the direction of their propagation, including primary electrons striking the crystalline samples but also secondary electrons emitted from solids. Therefore, it is also used to record angular distributions of photo- and Auger electrons in X-ray photoelectron diffraction (XPD) and Auger electron diffraction (AED) [10–14], respectively. In XPD and AED a small aperture hemispherical analyzer (HA) [15, 16] is used which enables the recording of secondary electrons emitted in a certain direction. In the case of DEPES, however, the measurements are carried out with the application of a large acceptance angle analyzer such as a retarding field analyser (RFA) [17], usually applied for low-energy electron diffraction (LEED) [18–20] pattern observations and Auger electron spectroscopy (AES) [21, 22] measurements. In this case, angular distribution of the electron emission is integrated over a large collector, therefore the recorded signal is mainly effected by the primary beam electron scattering effects. Furthermore, the recorded intensities depend on the electron energy, inelastic mean free path and the kind of atoms in investigated solids.

The scattering process of electrons in solids is described by different theoretical approximations [23–26]. In calculations, different parameters are involved in order to reflect a real experimental and scattering geometry, electron attenuation, scattering properties of atoms and weights of emitters. The resulting theoretical data are compared to experimental results by means of an \( R \)-factor analysis which enables finding quantitative information about the sample [4, 27].
In this work, the analysis of experimental and theoretical DEPES data for the Pt(111) surface is presented. In computations, the wave field in a solid was calculated with the use of the multiple scattering (MS) approximation [26]. The calculations were carried out by varying three parameters involved in the description of the scattering process of primary electrons on the atomic potential, namely: inelastic mean free path \( \lambda \), the radius around the emitter \( R_{\text{max}} \), and the cone of smoothing \( M \). The considered parameters are associated with the real scattering geometry in the sample and influence the calculated intensities. The inelastic mean free path describes the attenuation of the electron wave in a solid. The radius around the emitter indicates a number of scattering atoms, which considerably influence the final wave field at the emitter site. Both parameters are, therefore, critical for the time of calculations. The cone of smoothing takes into account the angular distribution of the incident electron beam just after leaving the electron gun. Therefore, this parameter reflects the focusing of the electron beam just before it strikes the sample. The experimental and theoretical DEPES distributions were compared by means of a \( R \)-factor analysis in order to find the best correspondence between theory and experiment. The computation of DEPES theoretical distributions is discussed in the context of the used parameters.

2. Experiment

The investigations were carried out for a Pt(111) monocrystal. The ultra-high vacuum (UHV) chamber was equipped with a retarding field analyser (RFA) with an acceptance angle equal to 110° and a manipulator, which enabled the precise azimuthal and polar rotation of a sample with respect to the axial electron gun of RFA. In the UHV system, the pressure was lower than \( 10^{-8} \) Pa. The Pt(111) was cleaned using Ar\(^+\) ion sputtering, annealing at the temperature around 1500 K and flashing. The cleanness of the surface was controlled by AES, and a long range order of surface atoms was monitored by LEED. In DEPES measurements, the primary electron beam with fixed energy \( E_p \) in the range of 900–1800 eV struck the crystalline sample and the current of elastically backscattered electrons was measured during the sample rotation. The recording of elastically backscattered electrons was performed in the \( N(E) \) mode of the RFA operation. During the measurements of the elastic peak height, the sample was rotated around the polar axis (parallel to the surface sample) at a fixed azimuthal angle, which was chosen by the rotation of the sample around the azimuthal axis perpendicular to the sample surface. During DEPES investigations, the polar angle \( \theta \) was changed from \(-80°\) to \(+80°\) with increments of \( \Delta \theta = 0.25° \) and the azimuthal angle \( \varphi \) was altered in the range of \( 0° - 180° \) in \( \Delta \varphi = 2° \) steps. The set of DEPES polar profiles recorded at different azimuthal angles was transformed to a two-dimensional DEPES map presented as a stereographic projection. The angular coordinates \((\theta, \varphi)\) were transformed to Cartesian coordinates \((x, y)\) according to the relation:

\[
x = \tan(\theta/2) \sin(\varphi)
\]

\[
y = 2 \tan(\theta/2) \cos(\varphi)
\]

For each map the intensities were reflected by the colour scale. The background subtraction was made with the use of the cosine function of the incidence angle \( \theta \) as \( I_{BG} = A \cos(B \theta) \), where \( A \) and \( B \) are parameters fitted by means of the least square analysis [28]. This function was found to reflect the background intensities of mono- and polycrystalline samples in the best way [4]. In the data evaluation, fragments of experimental and theoretical results published in [29, 30] were used.

3. Results and discussion

The DEPES map recorded for the primary electron beam energy \( E_p = 1200 \) eV and the wide polar angle range from \(-80°\) to \(80°\) before and after the background subtraction [28], denoted as \( I(\theta, \phi) \) and \( I(\theta, \phi) - B \), respectively, is shown in Fig. 1. The signal strength from the minimum to maximum value is reflected by the attached colour scale. A part of the map within the polar angle range between \(-40°\) and \(40°\) surrounded by the black circle is denoted as \( I(\theta, \phi) - 40 \) and \( I(\theta, \phi) - B 40 \) for DEPES intensities before and after the background subtraction,
respectively. In this way four maps for each energy \(E_p\) were considered for further evaluation. The intensity maxima observed in the experimental DEPES map correspond to the distribution of close-packed atomic rows in a (111) face-centred cubic (fcc) monocrystal.

Theoretical DEPES maps were calculated taking into account the crystalline structure of the Pt(111) sample, phase shifts obtained with the use of the muffin-tin approximation [18], electron energies and associated inelastic mean free path (\(\lambda\)) values [31–33], the multiple scattering (MS) events of primary electrons [26], the radius around the emitter (\(R_{max}\)) and the cone of smoothing (\(M\)) [4, 34]. In calculations the number of elastic scattering events of electrons on atomic potential was limited to 3 which assures the sufficient convergence of theoretical data [4, 35]. The comparison of experimental and theoretical DEPES data as well as two theoretical DEPES distributions calculated for different computation parameters was made by the \(R\)-factor analysis. In the latter case, the convergence of theoretical data can be determined. In the quantitative comparison of experimental and theoretical DEPES maps, the following \(R\)-factor based on the Pearson correlation coefficient [4, 29, 34] was used:

\[
R = 1 - \frac{\sum_{i=1}^{N} (I_{ex,i} - I_{th,i})(I_{th,i} - \bar{I}_{th})}{\sqrt{\sum_{i=1}^{N} (I_{ex,i} - \bar{I}_{ex})^2} \sqrt{\sum_{i=1}^{N} (I_{th,i} - \bar{I}_{th})^2}},
\]

where \(I_{ex}\) and \(I_{th}\) are the experimental and theoretical signals, respectively, while \(i\) numerates the measured and calculated (\(\theta, \phi\)) points of the DEPES stereographic distribution and \(N\) is the number of points for the entire map. The quantitative analysis of two theoretical DEPES maps involves respective theoretical intensities in (1).

The minimum of the \(R\)-factor indicates the best correspondence between experimental and theoretical results. In Fig. 2 the \(R\)-factor obtained for two theoretical DEPES maps calculated at subsequent \(n\) and \(n+1\) cluster layers and different primary electron beam energies \(E_p\) is shown as a function of the number of sample layers taken into account in MS calculations. A better convergence of theoretical results is observed with the increase of the number of the considered layers. As expected, at higher electron energies more layers should be considered in MS calculations to obtain the same \(R\)-factor values which scales with larger inelastic mean free paths. No change of \(R\)-factor values at a larger number of considered layers indicates no differences between theoretical DEPES distributions obtained at the same \(E_p\).

In MS calculations for a given primary electron beam energy, the values of the inelastic mean free path and the radius around the emitter were varied. In Fig. 3 the decimal logarithm of \(t\) is shown as a function of the multiplier \(l\) of the inelastic mean free path \(\lambda\) at constant \(R_{max} = 0.9\) and the radius around the emitter \(R_{max}\) at constant \(l = 1.7\). As expected, the considerable increase of the computation time is observed with the increase of \(l\) and \(R_{max}\). Both computation parameters scale with the primary electron beam energy in experiment.
The classical interpretation of the inelastic mean free path considers $\lambda$ as an average distance measured along the trajectory of a particle at a given energy between two inelastic collisions in a matter. In the case of DEPES, the incident electron beam striking the crystalline sample interacts with an atomic potential which results in elastic or inelastic scattering events. In the quantum mechanical description of the scattering process, the primary electrons are described by a plane wave and the scattered electrons by spherical waves emanating from the scattering centres located on the atomic cores [4]. The elastic scattering leads to the constructive or destructive interference of primary and scattered waves resulting in a wave field in a solid. The inelastic scattering events lead to the damping of electrons in a sample. Both elastic and inelastic scattering events were taken into account in the MS calculations by considering appropriate scattering factors [36] and exponential decay of the electron wave amplitude. The calculations were performed at different polar $\theta$ and azimuthal $\phi$ angles which reflect mutual orientations of an axial electron gun and the crystalline sample as well as different wave lengths associated with energies of primary electrons used in the experiment. In the literature, $\lambda$ values were determined basing on: Tanuma-Powell-Penn (TPP-2) predictive formula [37], Gries model [38], EPES (elastic peak electron spectroscopy) results and Monte Carlo calculations [39–42] as well as a model dielectric function [43]. The Bethe equation with some modifications is suggested for electron energies lower than 200 eV in [33, 40]. The values of $\lambda$ determined with the use of these models for electron energies in the range of 50–2000 eV are particularly useful for analytical methods such as X-ray photoelectron spectroscopy (XPS) and AES.

The dependence of $\lambda$ on the electron energy obtained with the use of the above mentioned approximations is shown in Fig. 4. Similar $\lambda$ values in the considered energy range from 400 eV to 2000 eV arise from TPP2 and Gries models. The EPES measurements and Monte Carlo simulations give significantly lower $\lambda$ values especially at higher electron energies. Because of a large number of applications, theoretical DEPES distributions, the main intensity maxima associated with close-packed crystallographic directions are well visible. The characteristic intensity bands associated with crystallographic planes are better reflected at larger $l$ values. Experimentally, this effect is achieved at increased primary electron beam energies [30]. At lower $E_p$, the intensity DEPES pattern is less detailed and characterised by broad maxima which makes the analysis of the crystalline structure ambiguous. The convergence of theoretical data was proved by the calculation of an R-factor for
A further analysis concerns the calculation of R-factor for experimental and theoretical DEPES data, the latter obtained by changing the l, Rmax, and M parameters. The result of such an analysis for the I(θ, φ)-B distribution at 1500 eV, M = 3.0° and different l and Rmax values is shown in Fig. 8. The range of the R-factor values, reflected by

Another computation parameter taken into account in MS calculations is the cone of smoothing M which reflects the geometry of the incidence electron beam. In experiment, the primary beam is characterised by a dispersion angle which results from repulsive interactions of electrons and their focusing in the electron gun. Therefore, the primary electrons — just after leaving the electron gun — form a cone with a small but not negligible angle. As it was shown in [34], the dispersion angle equals a few degrees and decreases with the electron beam energy. In MS calculations, the electron beam is considered to be a plane wave with a well-defined propagation direction. In order to take into account the above mentioned effects the cone of smoothing was introduced [4, 34]. The DEPES intensities are averaged within a small (a few degrees) cone around the incidence direction which corresponds to a circle of a certain radius (smoothing radius) on a stereographic plot. In calculations, the cone of smoothing was considered to vary in the range from 0.0° to 4.0° with 0.5° increments around the incidence beam direction. Because of the integration of the DEPES signal within a small cone around the incidence direction — which reflects a number of incidence beam directions in experiment — less details of the intensity pattern and lower contrast values are observed with the increase of M (Fig. 7).
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Another computation parameter taken into account in MS calculations is the cone of smoothing M which reflects the geometry of the incidence electron beam. In experiment, the primary beam is characterised by a dispersion angle which results from repulsive interactions of electrons and their focusing in the electron gun. Therefore, the primary electrons — just after leaving the electron gun — form a cone with a small but not negligible angle. As it was shown in [34], the dispersion angle equals a few degrees and decreases with the electron beam energy. In MS calculations, the electron beam is considered to be a plane wave with a well-defined propagation direction. In order to take into account the above mentioned effects the cone of smoothing was introduced [4, 34]. The DEPES intensities are averaged within a small (a few degrees) cone around the incidence direction which corresponds to a circle of a certain radius (smoothing radius) on a stereographic plot. In calculations, the cone of smoothing was considered to vary in the range from 0.0° to 4.0° with 0.5° increments around the incidence beam direction. Because of the integration of the DEPES signal within a small cone around the incidence direction — which reflects a number of incidence beam directions in experiment — less details of the intensity pattern and lower contrast values are observed with the increase of M (Fig. 7).
other local minima visible in Figs. 8 and 9, taking shallow as it is also visible in Fig. 8. Therefore, and small exponential manner. In almost all cases, the absolute R-factor values is observed including their rise at low and high l and R_{max}.

The R-factor analysis of experimental and theoretical DEPES distributions for a wide polar angle range \( I(\theta, \phi) \), limited to the maximal polar angle 40° denoted as \( I(\theta, \phi)-40 \), after the background subtraction \( I(\theta, \phi)-B \) as well as limited to the maximal polar angle 40° and after the subtraction of the background \( I(\theta, \phi)-B40 \) at 1500 eV as a function of \( M, l, \) and \( R_{max} \) is shown in Fig. 10. The data indicate a similar distribution of R-factor values as in Figs. 8 and 9 independently on the applied background subtraction procedure and the limitation of the maximal polar angle to 40°. The absolute minimum of the R-factor is observed in almost all cases at similar \( l \) and \( R_{max} \), which confirms a very shallow minimum of the R-factor values. Moreover, at the same primary electron beam energy \( E_p = 1.2 \) keV the lowest values of the R-factors are noted for a set of data obtained at the cone of smoothing \( M = 2° \). which scales with previous observations \[34\]. This confirms that at this energy the incident beam directions spread within a few degrees which results in the averaging and smoothing of experimental DEPES intensities.

In Fig. 11 the absolute minimum of the R-factor read out from the \( R_{max}(l) \) plots (as shown in Figs. 8–10) is presented as a function of the cone of smoothing \( M \) for experimental and theoretical \( I(\theta, \phi), I(\theta, \phi)-40, I(\theta, \phi)-B, \) and \( I(\theta, \phi)-B40 \) DEPES distributions at the primary electron beam energy \( E_p \) equal to 900 eV and 1500 eV. The pronounced minimum for all considered DEPES maps is observed, which reflects the best agreement between experimental and theoretical data. The R-factor minimum is independent of the kind of DEPES map considered in the analysis at \( E_p = 900 \) eV. At \( E_p = 1500 \) eV, however, the R-factor minimum is observed at slightly different \( M \) values. Generally, the characteristic shift of the R-factor minimum towards lower \( M \) values with \( E_p \) (Fig. 11a and b) is noted, which is associated with a better focusing of the primary electron beam in the electron gun at larger \( E_p \) values. This tendency is well reflected in Fig. 11c, where the smoothing cone associated with the R-factor minimum is shown as a function of \( E_p \) for all considered DEPES distributions. Such an analysis allows to determine the distribution of incidence angles of primaries before they strike the sample and gives a direct evidence of the focusing of the primary electron beam in the electron gun of the RFA analyzer.

In Fig. 12 experimental DEPES distributions \( I(\theta, \phi) \) recorded at the primary electron beam energy 900 eV and 1500 eV are shown together with the results of calculations at \( l = 1.0, R_{max} = 1.0, \) and \( M = 0.0° \) as well as at the best fit.
Fig. 9. The R-factor calculated for experimental and theoretical distributions $I(\theta, \phi)$ at 900 eV, 1200 eV, and 1800 eV. Theoretical DEPES data were obtained at $M$ equal to 0.0°, 2.0°, 4.0° and 6.0° as a function of $l$ (from 0.4 to 2.0) and $R_{\text{max}}$ (from 0.3 to 1.1). The absolute minimum of the R-factor is marked by the red circle. The range of the R-factor, given in the upper right corner as a percentage of the highest obtained value, is reflected by colour.

TABLE I

The R-factor minimum ($R_{\text{fmin}}$) obtained for experimental and theoretical $I(\theta, \phi)$ and $I(\theta, \phi)$-40 DEPES maps at different primary electron beam energies $E_p$ and associated $l$, $R_{\text{max}}$ and $M$ parameters of calculations. Contrast and R-factor (Rf) values at $l = 1.0$, $R_{\text{max}} = 1.0$ and $M = 0.0°$.

| $E_p$ [eV] | $C$ | $M$ [°] | $l$ | $\lambda$ [Å] | $R_{\text{max}}$ | $R_{\text{fmin}}$ | $C$ | $R_f$ for $l = 1.0$, $R_{\text{max}} = 1.0$, $M = 0°$ | $C$ |
|----|----|------|----|----------|---------------|----------------|----|---------------------------|----|
| 900 | 1.65 | 3.5 | 1.7 | 21 | 0.3 | 0.8830 | 1.82 | 0.1396 | 1.92 |
| 1200 | 1.77 | 4.0 | 1.8 | 27 | 0.4 | 0.7790 | 1.87 | 0.1069 | 1.92 |
| 1500 | 1.61 | 3.0 | 1.7 | 30 | 0.5 | 0.1159 | 1.86 | 0.1361 | 1.93 |
| 1800 | 1.28 | 2.0 | 1.5 | 30 | 0.5 | 0.1350 | 1.91 | 0.1572 | 1.93 |
| 900 | 0.65 | 4.5 | 1.1 | 13 | 0.8 | 0.2520 | 0.91 | 0.3451 | 1.28 |
| 1200 | 0.68 | 2.0 | 1.8 | 27 | 0.4 | 0.1857 | 1.10 | 0.2364 | 1.27 |
| 1500 | 0.75 | 1.5 | 1.4 | 25 | 0.8 | 0.2244 | 1.26 | 0.2474 | 1.36 |
| 1800 | 0.91 | 1.5 | 1.7 | 34 | 0.5 | 0.2268 | 1.50 | 0.2538 | 1.54 |
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Fig. 10. The $R$-factor calculated for experimental and theoretical DEPES distributions $I(\theta, \phi)$, $I(\theta, \phi)$-40, $I(\theta, \phi)$-B, and $I(\theta, \phi)$-B40 at 1500 eV. Theoretical DEPES data were obtained at $M$ equal to 0.0°, 2.0°, 4.0° and 6.0° as a function of $l$ (from 0.4 to 2.0) and $R_{\text{max}}$ (from 0.3 to 1.1). The absolute $R$-factor minimum is denoted by the red circle. The range of the $R$-factor shown as a percentage of the highest obtained value in the upper right corner is scaled by colour.

As in Table I but for $I(\theta, \phi)$-B, and $I(\theta, \phi)$-B40 DEPES distributions.

| $E_p$ [eV] | $M$ [°] | $l$ | $\lambda$ [Å] | $R_{\text{max}}$ | $R_{f_{\text{min}}}$ | $R_f$ for $l=1.0$, $R_{\text{max}}=1.0$, $M=0^\circ$ |
|------------|---------|-----|---------------|------------------|-----------------|-------------------------------------------------|
| $I(\theta, \phi)$-B |
| 900        | 3.5     | 1.8 | 22            | 0.7              | 0.3757          | 0.4936                                           |
| 1200       | 2.0     | 1.7 | 25            | 0.6              | 0.2563          | 0.3237                                           |
| 1500       | 1.5     | 2.0 | 35            | 0.5              | 0.2455          | 0.2920                                           |
| 1800       | 1.5     | 1.7 | 34            | 0.5              | 0.2450          | 0.2920                                           |
| $I(\theta, \phi)$-B40 |
| 900        | 3.5     | 1.5 | 18            | 0.7              | 0.2858          | 0.3981                                           |
| 1200       | 2.0     | 1.7 | 25            | 0.6              | 0.1910          | 0.2528                                           |
| 1500       | 1.5     | 2.0 | 35            | 0.5              | 0.2201          | 0.2726                                           |
| 1800       | 1.5     | 1.7 | 34            | 0.5              | 0.2256          | 0.2570                                           |

$R$-factor minimum ($R_{f_{\text{min}}}$) obtained for experimental and theoretical $I(\theta, \phi)$, $I(\theta, \phi)$-40, $I(\theta, \phi)$-B, and $I(\theta, \phi)$-B40 DEPES maps at different primary electron beam energies $E_p$ and associated $l$, $R_{\text{max}}$, and $M$ parameters as well as contrast and $R$-factor ($R_f$) values at $l=1.0$, $R_{\text{max}}=1.0$, and $M=0.0^\circ$ are summarised in Tables I and II. Generally, the best fit between experimental and theoretical DEPES data was found for rather large $l$ and small $R_{\text{max}}$ values.
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Fig. 11. The minimum value of the R-factor (Rf) obtained from the \( R_{\text{max}}(l) \) plots (as shown in Figs. 8–10) as a function of the cone of smoothing \( M \) for experimental and theoretical DEPES maps \( I(\theta, \phi) \), \( I(\theta, \phi)-40 \), \( I(\theta, \phi)-B \) and \( I(\theta, \phi)-B40 \) at the primary electron beam energy \( E_p \) equal to 900 eV (a) and 1500 eV (b). The smoothing cone corresponding to the R-factor absolute minimum for all kinds of DEPES maps as a function of \( E_p \) (c).

The results presented in this paper prove that the application of DEPES allows to reflect a short range order within the first few atomic layers of monocrystalline samples. Due to the forward scattering of the collimated primary electron beam the characteristic intensity maxima observed in the DEPES stereographic distributions reflect the Pt(111) sample crystallinity. The simulations performed with the use of the MS approximation varying the inelastic mean free path \( \lambda \) as well as different geometrical parameters enabled finding the best fit of theoretical results to the experimental DEPES data. This quantitative analysis results in \( l, R_{\text{max}}, M \) and \( \lambda \) values which determine the signal measured in electron spectroscopy methods such as DEPES.

4. Conclusions

In this work the experimental DEPES distributions were compared to the theoretical DEPES maps obtained with the use of different computation parameters such as the inelastic mean free path, the radius around the emitter and the cone of smoothing. The analysis of the DEPES results enabled finding the short range order within the near surface region of Pt(111). The data obtained at different primary electron beam energies \( E_p \) show that the best agreement between theory and experiment was found for small \( R_{\text{max}} \) and large \( \lambda \) values. However, the R-factor minimum is very shallow. Therefore, other \( R_{\text{max}} \) and \( \lambda \) values associated with the local R-factor minimum also — to some extent — reflect the correspondence between theory and experiment. The cone of smoothing associated with the focusing of primary electrons decreases with increasing electron energy \( E_p \). This reflects the spread of primary beam directions before it strikes the sample and shows better focusing at larger \( E_p \). The quantitative analysis performed with the use of the \( R \)-factor enables to determine the number of layers and the radius around the emitter taken in calculations at different \( E_p \) which assure the sufficient convergence of theoretical data and the reasonable computation time of theoretical DEPES distributions.
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