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Abstract—Clustering using deep neural network models have been extensively studied in recent years. Among the most popular frameworks are the VAE and GAN frameworks, which learns latent feature representations of data through encoder / decoder neural network structures. This is a suitable base for clustering tasks, as the latent space often seems to effectively capture the inherent essence of data, simplifying its manifold and reducing noise. In this article, the VAE framework is used to investigate how probability function gradient ascent over data points can be used to process data in order to achieve better clustering. Improvements in classification is observed comparing with unprocessed data, although state of the art results are not obtained. Processing data with gradient descent however results in more distinct cluster separation, making it simpler to investigate suitable hyper parameter settings such as the number of clusters. We propose a simple yet effective method for investigating suitable number of clusters for data, based on the DBSCAN clustering algorithm, and demonstrate that cluster number determination is facilitated with gradient processing. As an additional curiosity, we find that our baseline model used for comparison; a GMM on a t-SNE latent space for a VAE structure with weight one on reconstruction, yield state of the art results on the MNIST data, to our knowledge not beaten by any other existing model.

I. INTRODUCTION

Consider a data set containing subsets with several distinct features. Clustering algorithms aim at partitioning the data into groups with similar features. The number of clusters is a hyper parameter that is generally unknown and determining its value is crucial for successful clustering.

An approach to determine the number of clusters is to apply a given clustering algorithm over a range of values of the number of clusters and find the number that minimize some cost function, such as the within-cluster sum of squares. Such methods include the CH index (Calinski and Harabasz 1974) Hartigan’s rule (Hartigan 1975), the silhouette statistic (Kaufman and Rousseeuw 1990), approximate Bayes factors (Kass and Raftery 1995; Frayley and Raftery 1998), the gap statistic (Tibshirani, Walther, and Hastie 2001), the information theoretic approach by Sugar and James (2003), and the lower-bound criterion (Steinley and Brusco, 2011).

Akaike’s information criterion for estimating the number of clusters is used in e.g. Bozdogan and Sclove (1984), where the Bayesian information criterion BIC Schwarz et al. (1978) is Ishioka (2005), Zhao, Hautamaki, and Fränti (2008) and Cheong and Lee (2008).

Consensus or ensemble methods aim at combining algorithms to find the robust estimates on the number of clusters, see Milligan and Cooper (1985) (Dimitriadou, Dolničar, & Weingessel, 2002), (Lancichinetti, Fortunato, 2012, Strehl, Ghosh, 2003, Topchy, Jain, Punch, 2005), Dörnfelder, Guo, Komusiewicz, and Weller (2014).

Algorithms where the number of clusters is an outcome of the procedure include correlation clustering (Bansal, Blum, & Chawla, 2004), AutoSOM (Newman & Cooper, 2010) and cross-clustering (Tellaroli, Bazzi, Donato, Brazzale, and Draghici, 2016).

A natural approach to clustering is to use a multi-modal probability density $p(x)$ to model the data generating mechanism. The popular $k$-means algorithm can be viewed as an implementation of the EM-algorithm to maximize the likelihood of a mixture of standard normal distributions that models the data. Extensions include the Gaussian mixture model (GMM) that allows for general Gaussian mixtures.

In this article, the multi-modality of the probability density defined by a VAE architecture is leveraged for clustering, using modes as cluster labels. In order to assign a mode to a data point $x$, the gradient of $p(x)$ is followed until it reaches a local maxima of $p(x)$. An importance sampling scheme is identified that greatly simplifies the estimation of gradient of the density of a VAE with normal prior.

Note that the number of clusters here is only limited by the VAE architecture. However, no two data points will end up in the exact same point after gradient application. Thus, in order to count clusters, it is not enough to simply count the number of identical points after gradient processing. Nor is it possible to assign a cluster label to a new data point through simply following the gradient and collect the label from a dictionary of unique end-points. Rather, gradient processing results in all data points belonging to the same mode (or cluster) being “close”, but not identical. Thus, the suggested algorithm constitute an effective method for processing data for subsequent application of simpler clustering algorithms such as K-means or GMM. Moreover, the processed data is suitable for inspection when it comes to determining a natural cluster number size, since the number of clusters needs not to be set for the VAE training nor for the gradient processing; and since gradient processing results in more prominent cluster separation. To this end, we present an algorithm for suggesting a suitable number of clusters, based on the DBSCAN method.
II. RELATED WORK

The general idea of letting modes of a probability density function represent cluster labels is not new. In [5], the general concept was introduced through the Mean Shift method. The concept was later developed in [12], where mathematical properties of the method were investigated for a variety of applications. Although the mean shift is widely used, a complete proof for its convergence is still not known in general [6], although convergence has been proved under certain strict conditions [7]. In this article, the concept is applied to the VAE framework [10]; demonstrating a simple gradient form obtained through an importance sampling step; where convergence is assured. Finding suitable data representations for clustering tasks, not least through neural network architectures, has been extensively researched. In [21], feature representations and cluster assignments are simultaneously learned through applying a neural network map between data space and a latent space. The approach results in impressive classification performance, although the setup does not extend well to other tasks, such as image generation. In [9], the VAE generative procedure is modelled by a GMM model and a neural network, essentially creating a VAE with multimodal latent space; with latent representations highly suitable for clustering. The GAN framework [8] is notably used with great success in [18], although the setup does not extend well to other tasks, such as image generation. In [19], a generative PixelCNN is combined with a GAN inference network, resulting in a model that can impose arbitrary priors on the latent space. In [25], the GAN framework is embedded into the EM algorithm to do clustering, semi-supervised classification and dimensionality reduction. Although impressive state-of-the-art results are achieved for clustering tasks with mentioned methods, they require the number of clusters to be chosen before training, rendering experiments on this hyper parameter quite burdensome. The method presented in this paper does not require clusters to be chosen before network training, and it is demonstrated that it in fact can be suitable for investigating suitable choices of this hyper parameter. The generative frameworks of VAE and GAN are generally among the most popular frameworks for learning useful data representations for clustering and related tasks, and they have been deployed in a variety of extensions and mixtures in literature, see e.g. [21], [17], [15], [11], [11]. [12].

III. THE VAE GRADIENT AND CONVOLUTION

The VAE decoder defines a probability distribution over the data space \( p(x) \) through:

\[
p(x) = \int p(x|z)p(z)dz
\]

The gradient can thus be estimated through Monte Carlo simulation on form

\[
\nabla p(x) = \frac{1}{n} \sum \nabla p(x|z_n); \quad z_n \sim p(z)
\]

However, \( p(x|z) \) typically has mass only in a small neighborhood of \( z \), why the simulation becomes ineffective. Thus it is suitable to introduce an importance sampling element. If considering the log gradient, it is possible to conclude the following.

**Proposition 1:** If \( p(x|z) \) is normally distributed, it holds that

\[
\nabla \log p(x) \propto E_{p(z|x)}[\mu(z)] - x
\]

where \( \mu(z) \) is the expectation of \( p(x|z) \).

**Proof:** It holds that

\[
\nabla \log p(x) = \frac{1}{p(x)} \int \nabla p(x|z)p(z)dz
\]

\[
= \frac{1}{p(x)} \int \nabla p(x|z)p(z) \frac{p(z|x)}{p(z|x)p(z)}dz
\]

\[
= \frac{1}{p(x)} \int \nabla \frac{p(x|z)p(z)}{p(z|x)p(z)}dz
\]

\[
= \frac{1}{p(x)} \int \nabla p(x|z)p(z) \frac{p(z|x)}{p(z|x)p(z)}dz
\]

\[
= \int (\mu(z) - x)p(z|x)dz
\]

\[
= E_{p(z|x)}[\mu(z)] - x
\]

The second to last step follows from the fact that \( p(x|z) \) is normally distributed with mean \( \mu(z) \). This completes the proof.

Note that proposition 1 implies that local maxima are located at exactly the points where reconstruction is perfect (on average). In turn, this suggests that an expressive VAE architecture with good reconstruction would tend to have many local maxima, numbering in the order of data observations. It is therefore suitable in general to “smooth” the density, in order to achieve fewer local maxima and thus fewer clusters. The following smoothed version of \( \log p(x) \) is thus considered:

\[
\log p_s(x) = \int \log p(x - y)g(y)dy
\]

where \( g(y) \) is a normal distribution of variance \( \sigma \) and 0 expected value. The greater the variance, the greater the smoothing effect. Note that
\[ \nabla \int \log p(x-y)g(y)dy = \int \nabla \log p(x-y)g(y)dy \]

\[ \propto \int [E_p(z|x-y)[\mu(z)] - x + y]g(y)dy \]

\[ = \left( \int yg(y)dy = 0, \int xg(y)dy = x \right) \]

\[ = \int E_p(z|x-y)[\mu(z)]g(y)dy - x \]

\[ = E_g(y)[E_p(z|x-y)[\mu(z)]] - x \]

An estimate of the gradient can thus be obtained by monte carlo sampling

\[ \nabla \log p_\theta(x)/\epsilon \approx \frac{1}{m} \sum_{k=0}^{m} \frac{1}{n} \sum_{i=0}^{n} \mu(z_i) - x \]

where \(z_i \sim p(z|x_\epsilon), \epsilon_k \sim N(0, \sigma)\).

**IV. Algorithm Choosing Suitable Number of Clusters**

Many common clustering algorithms, e.g. K-means and GMM, require the number of clusters to be set as a hyper parameter. For complex data sets, determining a suitable number of clusters is challenging. Therefore, extensive analysis is often needed in order to determine the very general shape of data, in order to set a suitable number of clusters. Persistent homology is a tool commonly applied for this problem. Here, each data observation is assigned a ball of radius \(\epsilon\). If the balls of two data-points intersect, they are considered to belong to the same cluster. If \(\epsilon\) is zero, each data point will be assigned its own cluster, while there always exists an \(\epsilon\) for which all data is considered to belong to the same cluster. By varying the size of \(\epsilon\) from zero until the number of clusters becomes one, and counting the resulting number of clusters for each epsilon, it is possible to inspect which number of clusters that seems to persist over many consecutive values of \(\epsilon\). A persistent number over many epsilon is suggested as a suitable alternative for the number of inherent clusters of the data set. The DBSCAN clustering algorithm shares many similarities with this approach. Similarly, DBSCAN is essentially counting the number of connected components, but with an additional useful concept of core points. A data point is said to be a core point if at least \(m\) other points are within distance \(\epsilon\) from it. Any point that is not within distance \(\epsilon\) from a core point is considered noise, and are assumed to not belong to any cluster. Thus, with \(m = 1\), the algorithm is equivalent to the basic persistent homology approach.

By computing the DBSCAN algorithm for fixed \(m\) over varying \(\epsilon\), and inspecting persistent number of clusters, a suitable suggestion of the number of clusters inherent in data can be formed. Here, a subset of data is sampled before computing persistence. This has the benefit of not only being computationally more efficient, but might emphasise cluster constitutions. For example, consider a data material consisting of 10000 samples from a mixed normal distribution, where modes are situated fairly close, so that intersection of data occurs but is not that common. Counting the number of connected components is problematic in this case, since paths of close points are easily generated between clusters. Since outliers of a distribution becomes less frequently observed with fewer samples, sub-sampling data reduces the probability of connected paths between clusters, as seen in Figure 1. This makes identification of the number of clusters through the DBSCAN approach simpler. In order to make identification more robust, the average over many simulations is chosen.

**V. Experiments on MNIST**

In this section, the gradient pre-processing of data and cluster counting algorithm is applied to the MNIST data set. Clustering accuracy is measured with the unsupervised clustering accuracy (ACC) metric [24]

\[ ACC = \max_{m \in M} \frac{\sum_{i=1}^{N} 1\{l_i = m(c_i)\}}{N} \]

where \(l_i\) is the true label, \(c_i\) is the assigned label, \(M\) is the set of all possible one-to-one mappings between assignments and labels, and \(N\) is the number of samples. The metric is essentially describing a scheme to map predicted labels to real labels, then computing the percentage of accurately predicted labels.

The MNIST data set [13] consists of white handwritten digits on black background. We use a modified version of the
convolutional VAE architecture for MNIST as described in [3]. For full description, see code [20]. In the experiments, the latent space has dimension 64. In order to facilitate visualisation and computation, the t-SNE method [16] is used for projecting the latent space down to two dimensions. The VAE is trained over 1000 epochs with batch size 100, with 0.5 in weight on reconstruction and 0.5 in weight on the Kullback-Liebler (KL) distance. We use the Adam gradient optimizer with learning rate $10^{-4}$. The resulting latent space separation and DBSCAN classification over 3000 randomly chosen data points is displayed in Figure 2. Although labels are not particularly mixed, they are not separated by space, making cluster constitution hard to detect without label colors (left in Figure 2). This shows also in the classification with DBSCAN (right in Figure 2). Here epsilon is $\epsilon = 2$, $m = 2$; and the 10 most frequent clusters are given a colour, while noise and remaining clusters are labelled 0, and given identical color orange. As can be seen, classification is poor, with the ACC measure being only 59.4%. The DBSCAN cluster counting gives unsatisfactory results as well. The average most persistent number of clusters over 50 runs, with 1000 as sub-sample size, yields 2.38 as result, far from the desired number 10 (number of digits). In Figure 3 a sample curve is shown, indeed indicating (quite weak) signals for only low number of clusters.

We then apply gradient steps as described to data. Again, we use a subset of 3000 samples. A gradient step of 0.001 is used over 7000 iterations, with smoothing variance $\sigma = 0.0005$. The result can be seen in Figure 4. Gradient processing has clearly resulted in clear and well separated clusters, with only minor errors in terms of mixed labels (left Figure 4). This shows also in the classification with DBSCAN (right in Figure 4). Here, $\epsilon = 2$, $m = 2$; and the 10 most frequent clusters are given a colour, while noise and remaining clusters are labelled 0, and given identical color orange. As can be seen, classification is significantly better, with the ACC now being 89.1%. The DBSCAN cluster counting is improved as well. Averaging the most persistent number of cluster over 50 runs yields 10.2, a near perfect result. In Figure 5 a sample curve is shown, indeed indicating strongest signal for cluster number 10.

As is seen in the Figures, DBSCAN fails to recognise the complete cluster for digit 1. This is the result of that DBSCAN essentially focuses on connected components, ignoring other important patterns, such as cluster variance structure. In Figure 6 the t-SNE VAE latent representations are instead classified with GMM. This improves the cluster accuracy to 92.3%, approaching state of the art results; as it more correctly captures the variance structure of the clusters. The remaining error is the result of that the gradient processing is mixing labels. In turn, this could be the result of digit images looking...
Fig. 5. Sample persistence graph over t-SNE VAE latent space, after gradient processing, MNIST data.

Fig. 6. Visualisation over GMM clustering labels in the t-SNE VAE latent space after gradient processing, MNIST data.

Fig. 7. Visualisation over true labels (left) and DBSCAN clustering labels (right) in the t-SNE VAE latent space, without gradient processing and weight one on reconstruction during training, MNIST data.

similar to other digits (e.g. an image of digit 4 looking similar to digit 9). This error type is hard to redeem, as it is inherent in data (even for humans, it is hard to determine labels for some MNIST digits). However, mixing might also occur due to bad reconstruction. Since the gradient processing is essentially moving images towards its reconstructed versions, bad reconstructions can result in image transitions towards wrong clusters. Since the VAE with its KL loss element is essentially sacrificing separation in latent space and reconstruction ability to the benefit of easy image generation; it is interesting to compare our approach with a pure autoencoder structure that are better preconditioned for prominent separation and accurate reconstruction to begin with. We therefore train an identical setup (architecture and hyper parameters) with weight one on reconstruction. Note that this will result in a very high number of local maximum in the probability function, why gradient processing is hard; substantial number of experiments confirm that gradient processing in this context results in near identical disposition of points for a variety of hyper parameters. When a change in disposition is detected, the result is typically unstable, with high mixing as result. The VAE trained with KL loss together with gradient processing will be referred to as VAE/KL/GRAD. The result in terms of separation and classification, without gradient processing, is seen in Figure 7. To the left is the t-SNE latent data representations with true code label, and to the right is the result of DBSCAN. As can be seen, mixing between labels is nearly non-existent. The clustering accuracy for DBSCAN is however on par with DBSCAN in VAE/KL/GRAD, measuring 88.4%. Although mixing is lower, collection within clusters and separation between clusters are both weaker; why DBSCAN has harder to identify all clusters correctly. Clear intra-cluster variance structures are although apparent, and applying GMM with 10 clusters results in a cluster accuracy of 97.14%, Figure 8, significantly better than for VAE/KL/GRAD. The DBSCAN cluster counting is however suffering, as seen in Figure 9 since clusters are not as well separated as in VAE/KL/GRAD. Averaging the most persistent number of clusters over 50 runs yields the number 5.06, substantially worse than VAE/KL/GRAD. Thus, although our method of gradient processing does not seem to beat the pure autoencoder structure in terms of cluster accuracy, it helps substantially in determining the number of inherent clusters of data. Gradient processing also substantially improves cluster accuracy for a VAE with KL loss compared to when no gradient processing is applied to the same.

It is interesting to note that our accuracy of 97.14% is to our knowledge better than all state of the art methods of today on the MNIST data set, when using 10 clusters as hyper parameter. For example, in [9], a cluster accuracy 94.46 % is achieved, and in [25], an accuracy of 95.8 % is achieved.
VI. EXPERIMENTS ON FASHION-MNIST

In this section, the gradient pre-processing of data and cluster counting algorithm is applied to the Fashion-MNIST data set [23]. Fashion-MNIST consists of 28 by 28 grey-scale images of clothes belonging to 10 different classes: T-shirt, Trouser, Pullover, dress, coat, sandal, shirt, sneaker, bag, and ankle boot. For examples from each class see Figure 10. The setup is nearly identical to the MNIST case in the previous section. A VAE with the same structure as the MNIST case is trained with a latent space dimension of 64. An Autoencoder is also trained, can be viewed as a VAE with weight one on the reconstruction during training. In Figure 11 a t-SNE projection of the latent space for the VAE is shown, both with the true labels and with labels from a DBSCAN clustering with parameter $\epsilon = 2$. The VAE have a hard time distinguishing between the different classes. This is also apparent when looking at the persistence graph corresponding to the VAE, Figure 14. From the persistence graph no single number of clusters can be detected, again indicating that the VAE does not separate the different classes. Moving on to the Autoencoder, the t-SNE projection of latent space can be seen in Figure 12 both with real labels and with the labels found from a DBSCAN clustering with parameter $\epsilon = 3$. The auto-encoder separates the data better, dividing the data into four distinct clusters. The auto-encoder has grouped all shoes into one group, split Bags into two groups and placed all the other clothes into one big cluster. These four clusters can also clearly be seen in the persistence graph, Figure 15. The persistence graph gives a clear signal of four distinct clusters. Finally the gradient step process is applied to the VAE. A gradient step size of 0.001 is used over 10000 iterations with a smoothing parameter of $\sigma = 0.0005$. The resulting t-SNE projection of the latent space can be seen in Figure 13. The data is more clearly separated into distinct clusters. Looking at the persistence graph, Figure 16 seven number of clusters stands out. To determine which seven clusters represent, 10 images from each cluster is shown in Figure 17 and the composition of real labels in each cluster is shown in Figure 18. The gradient processing has managed to distinguish two different kind of bags, one with a handle and one without. It has also improved the auto-encoders separation of shoes by distinguishing between sneakers and the rest. Finally for the clothes it has separated t-shirts in its own category, trousers and some dresses in one and placed pullover, coat and shirts in one. These are all semantically meaningful clusters, indicating that the gradient processing step has extracted meaningful information.
A. Conclusions

In this article, a simple method based on importance sampling for estimating the probability density gradient over data for the VAE framework is presented. It is shown that the local maxima of the probability density are precisely the points for which reconstruction is perfect on average. We use the gradient to process data, i.e., transport data points by gradient ascent to a local maxima, and demonstrate how to adjust for high number of local maxima by smoothing the objective with a Gaussian kernel. We demonstrate empirically how processing data in this way can improve clustering compared to clustering on unprocessed data. We further present a simple yet effective method for determining a suitable number of clusters for a data set; which is a hyper parameter hard to determine for most advanced clustering methods. The method is based on ideas from persistent homology, and uses the DBSCAN clustering algorithm to efficiently compute the number of connected components of data. It is demonstrated empirically that this cluster counting algorithm performs better on processed data. Interestingly, a baseline autoencoder framework together with t-SNE and GMM (without gradient processing), to our best of knowledge, outperforms all existing clustering methods on MNIST. For future work, we plan to apply this framework on more data sets to investigate its general capabilities to a larger extent.
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