Prior normalization for certified likelihood-informed subspace detection of Bayesian inverse problems
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Abstract. Markov Chain Monte Carlo (MCMC) methods form one of the algorithmic foundations of Bayesian inverse problems. The recent development of likelihood-informed subspace (LIS) methods offers a viable route to designing efficient MCMC methods for exploring high-dimensional posterior distributions via exploiting the intrinsic low-dimensional structure of the underlying inverse problem. However, existing LIS methods and the associated performance analysis often assume that the prior distribution is Gaussian. This assumption is limited for inverse problems aiming to promote sparsity in the parameter estimation, as heavy-tailed priors, e.g., Laplace distribution or the elastic net commonly used in Bayesian LASSO, are often needed in this case. To overcome this limitation, we consider a prior normalization technique that transforms any non-Gaussian (e.g., heavy-tailed) priors into standard Gaussian distributions, which makes it possible to implement LIS methods to accelerate MCMC sampling via such transformations. We also rigorously investigate the integration of such transformations with several MCMC methods for high-dimensional problems. Finally, we demonstrate various aspects of our theoretical claims on two nonlinear inverse problems.

1 Introduction

Many mathematical modeling problems need to solve an inverse problem that aims to recover an unknown parameter $x$ from indirect and noisy data $y$ via the parameter-to-observable map
\begin{equation}
y = G(x) + \eta,
\end{equation}
where $x \mapsto G(x)$ is a forward model and $\eta$ is the observation noise. In the Bayesian framework, one common way to solve the inverse problem is to draw random variables from the posterior distribution
\begin{equation}
\pi^y(x) = \frac{1}{Z} f(x; y)\pi^0(x), \quad Z = \int_{\mathbb{R}^d} f(x; y)\pi^0(x) \, dx,
\end{equation}
where $x \mapsto f(x; y)$ is the likelihood function of obtaining the data $y$ for a given parameter $x$ using the parameter-to-observable map (1), $x \mapsto \pi^0(x)$ is the prior density that encodes prior knowledge of the parameter, and $Z$ is the normalizing constant that is often unknown.

In this work, we consider inverse problems with high-dimensional parameter $x \in \mathbb{R}^d$ where $d \gg 1$. Such problems are typically encountered when $x$ arises from the discretization of spatially or temporally heterogeneous objects, for instance, tissue properties in medical imaging. The likelihood
function \( x \mapsto f(x; y) \) represents the measurement process of observing the data \( y \), which involves a forward model \( x \mapsto G(x) \) typically derived from differential equations or integral equations. There are many ways to set up the prior \( \pi^0 \). One classical choice is choosing \( \pi^0 \) as a Gaussian process, which is closely related to the Tikhonov regularization [55]. There are some recent works trying to use heavy-tailed priors, e.g., Laplace distribution, TV-Gaussian, Student’s \( t \)-distribution and Cauchy distribution [57, 29, 40, 56, 61], to promote sparsity in the solution to the inverse problems. These heavy-tailed distributions are also natural choices for the modeling of rare events [38, 39]. Moreover, some of these distributions, e.g., Student’s \( t \) and Cauchy, are infinitely-devisable [30]. This property makes them good choices for temporal and spatial models [56, 58] and is used in imaging applications for their edge-preserving properties [29].

Markov Chain Monte Carlo (MCMC) algorithms are popular workhorses to sample from the posterior distribution. However, the performance of MCMC algorithms can be constrained by several features of large-scale inverse problems. Firstly, many MCMC algorithms can have degenerating efficiency with increasing dimensionality of the parameter \( x \). See [50] and references therein for detailed discussions. Secondly, the landscape of the posterior \( \pi^y \), which can be largely controlled by the landscape of the prior \( \pi^0 \), also affects the convergence of MCMC algorithms. In particular, when the invariant distribution is strongly log-concave outside of a compact set or has sub-Gaussian tails, MCMC algorithms can have rapid convergence to the invariant distribution [14, 37]. However, such assumptions are invalid for problems with heavy-tailed priors. Together with high-dimensionality, it can be particularly challenging to design efficient MCMC algorithms for solving inverse problems equipped with heavy-tailed priors.

In this work, we present a combined treatment to address these challenges via the likelihood-informed dimension reduction [19, 21, 63]. The fundamental idea is to identify the most likelihood-informed directions in the high-dimensional parameter space, along which the prior and the posterior differ the most. The resulting likelihood-informed subspace (LIS) provides effective reduced-dimensional approximations to the original high-dimensional posterior [20, 19]. Furthermore, for problems equipped with Gaussian priors, the parameter space decomposition offered by such approximations also opens the door to accelerating standard MCMC algorithms targeting the original posterior. Assuming the prior to be Gaussian or log-concave distributions, rigorous error bounds are derived in [21, 63] to certify that the dimension reduction leads to accurate approximations. Such assumptions, however, cannot be satisfied for heavy-tailed priors. In this paper, we aim to derive a similar certified dimension reduction technique for inverse problems equipped with heavy-tailed priors.

The path we take is a prior normalization technique that transforms a challenging prior distribution into a Gaussian distribution. In particular, we consider a bijective map \( T : z \mapsto T(z) \), such that the random vector \( X = T(Z) \) follows the prior density \( \pi^0 \) whenever \( Z \) is a standard Gaussian vector \( Z \) with density \( \phi^0(z) \propto \exp(-\frac{1}{2}||z||^2) \). In other words, the prior density is the pushforward image of a standard Gaussian under the map \( T \), i.e., \( \pi^0 = T_\# \phi^0 \). Because \( T \) is a bijection, we can pullback the posterior density to obtain a density in the reference coordinate \( z \) equipped with a standard Gaussian prior. The pullback posterior density, \( \phi^y = T^\# \pi^y \), can be expressed as

\[
\phi^y(z) = \frac{1}{Z} g(z; y) \phi^0(z), \quad g(z; y) = f(T(z); y),
\]

where \( Z \) is the same normalizing density as in (2). Naturally, we can implement MCMC algorithms with \( \phi^y \) as the invariant distribution to obtain posterior samples in the reference coordinate, and then transform them via \( T \) to obtain posterior samples in the original coordinate.
Since the prior in the reference coordinate \( \phi_0(z) \) is Gaussian, the above prior normalization may make the tails of the transformed posterior \( \phi^y(z) \) easier to explore with standard MCMC methods. For instance, if the original likelihood \( x \mapsto f(x; y) \) is constant outside a compact set, then the transformed posterior \( \phi^y \) is strongly-log-concave outside a compact domain, and so it meets the fast MCMC convergence criteria described by [37].

The prior normalization has been considered in various areas of statistics, see [35, 42, 34]. For Bayesian inverse problems, although linear transformation is widely used as a preconditioner to accelerate inference algorithms, there are only a few existing works that exploit prior normalization to accelerate MCMC for problems with heavy-tailed priors. In particular, [24] discusses how to use transformation to sample a one-dimensional distribution which is multimodal, and [14, 60] discuss how to implement the preconditioned Crank-Nicholson (pCN) algorithm and the random-then-optimize algorithm with prior normalization. To the best of our knowledge, there is a gap between these algorithmic developments and the rigorous analysis of the impact of prior normalization on high-dimensional MCMC algorithms. In addition, there is also a lack of understanding on how to mitigate errors caused by using an approximate transformation \( T \) in the situation where \( T \) is not accessible nor tractable to compute.

This article contributes to the above issues by systematically investigating the usage of prior normalization for high-dimensional MCMC algorithms. First in Section 2, we show how to construct the transformation maps \( T(z) \) and we analyze its asymptotic behaviour when \( z \to \infty \) for various heavy-tails prior. Then in Section 3, we show how to identify the intrinsic low-dimensional structure of the high-dimensional transformed posterior \( \phi^y(z) \). This naturally leads to the design of scalable sampling methods that allocate computation resources to the most effective dimensions, while maintaining the original posterior as the invariant distribution. Section 4 provides rigorous bounds for the approximation errors and computational inefficiency caused by dimensional reduction and by the usage of approximate transformation. Section 5 provides two numerical examples demonstrating the efficiency of the proposed methods.

2 Prior normalization

2.1 Product form priors

In this work, we consider prior densities that can be effectively expressed in a product-form of

\[
\pi_0^0(x) = \prod_{i=1}^{d} \pi_{i}^0(x_i),
\]

where \( \pi_{i}^0 \) denotes the \( i \)-th marginal density. Such product-form priors naturally appear when a random fields \( f \) is defined via an expansion \( f = \sum_{i \geq 1} X_i f_i \) on a deterministic function basis \((f_1, f_2, \ldots)\) and where \( X_i \sim \pi_{i}^0 \) are independent random variables, see for instance the Besov random fields [23, 33]. Denoting the cumulative distribution function (CDF) of \( \pi_{i}^0 \) by \( \mathcal{P}_i^0(x) = \int_{-\infty}^{x} \pi_{i}^0(t) \, dt \) and the CDF of the univariate standard Gaussian density \( \phi^0(z) \) by \( \Phi^0(z) = \int_{-\infty}^{z} \phi^0(t) \, dt \), the diagonal transformation

\[
T(z) = \begin{pmatrix} T_1(z_1) \\ \vdots \\ T_d(z_d) \end{pmatrix}, \quad T_i(z_i) = (\mathcal{P}_i^0)^{-1} \circ \Phi^0(z_i),
\]

(3)
pushes forward the reference standard Gaussian density $\phi^0$ to the prior $\pi^0$. Here, $(\mathcal{P}_i^0)^{-1}$ is the inverse of $\mathcal{P}_i^0$. It is well known that $T_i$ corresponds to the optimal transport from the reference density $\phi^0$ to the prior density $\pi_i^0$, see [59, Theorem 2.18]. Assuming that $\pi^0(x) > 0$ for all $x \in \mathbb{R}^d$, the map $T$ is everywhere differentiable and

$$T_i'(z_i) = \frac{\phi^0(z_i)}{\pi_i^0(T_i(z_i))} > 0.$$ 

For many classical distributions, e.g. Laplace and Student’s $t$, the CDF $\mathcal{P}_i^0$ is known analytically so that the transformation $T$ and its inverse can be evaluated up to machine precision. Otherwise, a numerical approximation of the CDF permits to approximately evaluate $T$ and $T^{-1}$. In some specific cases, it can be more convenient to work with an approximate transformation built analytically rather than numerically.

As a starting point, we discuss several examples where the transformations have closed form expressions. Since our transformation is diagonal, our discussion will focus on univariate distributions. The technical derivations of the results are given in the appendix.

**Example 2.1** (Laplace distribution). The Laplace distribution is often used as a prior because it can be interpreted as $\ell_1$-regularization. The density of a univariate Laplace distribution is given by $\pi^0(x) = \frac{1}{2\lambda} e^{-|x|}$ for some parameter $\lambda > 0$. The CDF $\mathcal{P}^0(x)$ can be analytically computed, which permits us to obtain the formula

$$T(z) = -\frac{\text{sign}(z)}{\lambda} \log(2\Phi^0(-|z|)),$$

and

$$T'(z) = \frac{\phi^0(-|z|)}{\lambda \Phi^0(-|z|)},$$

for all $z \in \mathbb{R}$, where $\text{sign}(\cdot)$ denotes the sign function with the convention $\text{sign}(0) = 0$. We show in Appendix A that the asymptotic behavior of $T$ when $z \to \pm \infty$ is given by

$$T(z) \sim \frac{\text{sign}(z)|z|^2}{2\lambda},$$

and

$$T'(z) \sim \frac{|z|}{\lambda}.$$ 

**Example 2.2** (Exponential power distribution). The previous example can be generalized to the exponential power distribution with density $\pi^0(x) = Z_{p,\lambda} e^{-\lambda|x|^p}$ with parameters $p, \lambda > 0$ and where $Z_{p,\lambda} = \int_{\mathbb{R}^d} e^{-\lambda|x|^p} \, dx$. The case $p = 1$ is typically encountered in the Besov space prior [23, 33]. We emphasize here that $0 < p < 1$ is a way to further enforce sparsity, see [29]. Lemma A.2 shows that the asymptotic behavior of $T(z)$ and $T'(z)$ when $z \to \pm \infty$ is

$$T(z) \sim \text{sign}(z) \left( \frac{|z|^2}{2\lambda} \right)^{1/p},$$

and

$$T'(z) \sim \frac{|z|}{\lambda p} \left( \frac{|z|^2}{2\lambda} \right)^{1/p-1},$$

for any $p > 0$. In particular, small values for $p \ll 1$ yield high-order polynomial tails for $T$.

**Example 2.3** (Cauchy distribution). The Cauchy distribution has density $\pi^0(x) = \frac{\lambda}{\pi((\lambda x)^2 + 1)}$, where $\lambda > 0$ is a scale parameter. The tails of the Cauchy distribution are so heavy that all moments are undefined, meaning $\int_{\mathbb{R}} |x|^n \, d\pi^0 = \infty$ for all $n \geq 1$. Its CDF admits a closed-form expression $\mathcal{P}^0(x) = \frac{\arctan(\lambda x)}{\pi} + \frac{1}{2}$, which leads to the transformation

$$T(z) = \gamma \tan(\pi \Phi^0(z) - \pi/2).$$
Thus, the asymptotic behavior of $T(z)$ and $T'(z)$ when $z \to \pm \infty$ is given by

$$T(z) \sim \frac{\gamma z e^{2z^2}}{\sqrt{\pi/2}} \quad \text{and} \quad T'(z) \sim \frac{\gamma^2 z^2 e^{2z^2}}{\sqrt{\pi/2}}.$$  

**Example 2.4** (Power-law distributions). Pareto distributions are power-law probability distributions that are often used to model heavy tail phenomenon. The density of the zero symmetric Pareto distribution is defined on $R$ by $\pi^0(x) = \frac{\alpha}{x} (1 + |x|)^{-\alpha-1}$ for some parameter $\alpha > 0$, and its CDF is $P^0(x) = 1 - \frac{1}{2} (1 + |x|)^{-\alpha}$ for $x > 0$ and $P^0(x) = \frac{1}{2} (1 + |x|)^{-\alpha}$ for $x \leq 0$. Thus we obtain the formula

$$T(z) = -\text{sign}(z) \left(1 - (2\Phi^0(-|z|))^{-1/\alpha}\right), \quad \text{and} \quad T'(z) = \frac{2\phi^0(z)}{\alpha (2\Phi^0(-|z|))^{\frac{\alpha+1}{\alpha}}},$$

for all $z \in R$. As shown in Appendix A, we have $\Phi^0(-|z|) \sim \frac{z^{-\alpha/2}}{|\sqrt{2}\pi\alpha|}$ for $z \to \pm \infty$ so we deduce the following asymptotic behavior

$$T(z) \sim \text{sign}(z) \left(2|z|\sqrt{2\pi}\right)^{\frac{1}{\alpha}} e^{\frac{z^2}{2\alpha}}, \quad \text{and} \quad T'(z) \sim \frac{(\pi/2)^{1/(2\alpha)}}{\alpha} |z|^1 e^{\frac{z^2}{2\alpha}}. \quad (4)$$

Notice that with $\alpha = 1$ we obtain the same asymptotic behaviour of the Cauchy distribution. With $\alpha \ll 1$, the tails of $T$ are even heavier. In the same way, the Student’s t-distribution with density $\pi^0(x) \propto (1 + x^2/\alpha)^{-\frac{\alpha+1}{2}}$ is associated with a transformation $T$ which has similar asymptotic behaviour as in (4).

**Example 2.5** (Horseshoe). Some heavy-tailed distributions can be defined through a hierarchical model. For example, the Horseshoe distribution [9, 13] considers a latent variable $\gamma$ that follows a half Cauchy distribution on $R_{\geq 0}$ so that, conditioned on $\gamma$, we let $x \gamma \sim N(0, (\gamma \tau)^2)$ follow a Gaussian distribution with standard deviation $\gamma \tau$, where $\tau > 0$ is a global shrinkage parameter. The density function and CDF of the Horseshoe prior are given by

$$\pi^0(x) = \int_0^{\infty} \frac{1}{\tau \gamma} \phi^0 \left(\frac{x}{\tau \gamma}\right) \frac{2}{\pi(1+\gamma^2)} \, d\gamma \quad \text{and} \quad P^0(x) = \int_0^{\infty} \Phi^0 \left(\frac{x}{\tau \gamma}\right) \frac{2}{\pi(1+\gamma^2)} \, d\gamma,$$

respectively. Since there is not closed-form expression for these univariate integrals, either numerical quadrature or hierarchical sampling methods need to be used to handle the Horseshoe prior in practice. As shown in [9, Eq.(3)], the bound $\frac{1}{\pi(2\tau)^{3/2}} \log(1 + \frac{4\tau^2}{x^2}) \leq \pi^0(x) \leq \frac{2}{\pi(2\tau)^{3/2}} \log(1 + \frac{2\tau^2}{x^2})$ holds and yields $\pi^0(x) \sim C(1 + |x|)^{-2}$ with $C = \frac{4\tau^2}{(2\tau)^{3/2}}$. Thus, the tails of the Horseshoe density are the same as the one of the power-law distribution with $\alpha = 1$ and the tails of $T(z)$ in $z \to \pm \infty$ are

$$T(z) \sim \text{sign}(z) \left(2|z|\sqrt{2\pi}\right) e^{\frac{z^2}{2}}, \quad \text{and} \quad T'(z) \sim (\pi/2)^{1/2} |z|^2 e^{\frac{z^2}{2}}.$$  

### 2.2 General priors

When the prior $\pi^0$ is not of a product-form, the transformation $T$ cannot be diagonal. Nonetheless, there exist many ways to define a (nondiagonal) transformation $T$ such that $T \pi^0 = \pi^0$. A
constructive way to build such a $T$ is the Rosenblatt transformation \cite{11, 5, 17}. It builds on the factorization $\pi_0^0(x) = \pi_0^0(x_1)\pi_0^0(x_2|x_1)\ldots \pi_0^0(x_d|x_1, \ldots, x_{d-1})$ to construct the $k$-th map component $T_k$ that pushes forward the one-dimensional reference $\phi_0^0(z_k)$ to the conditional marginal density $\pi_0^0(x_k|x_1, \ldots, x_{k-1})$. The resulting transformation is lower triangular, meaning that the $k$-th component of the map only depends on the first $k$ components of the variable $z$, i.e., $T_k(z) = T_k(z_1, \ldots, z_k)$. The Rosenblatt transformation can take advantage of the Markov structure that the prior may have to enforce sparsity in the map $T$, which enables fast evaluation of the transformation, see \cite{4, 54} for further details.

Optimal transport \cite{59} is another way to define $T$ such that $T \# \phi_0^0 = \pi_0^0$. The basic idea is to let $T$ be the transformation which minimizes some transportation cost under the constraint $T \# \phi_0^0 = \pi_0^0$. Optimal transports are not lower triangular in general. A good survey of the related computational tools can be found in \cite{47}. In practice, optimal transports are numerically difficult to construct, especially in high dimensions.

In some situations, we may only have approximate transformations that map the reference Gaussian density to some approximations of the prior densities. For example, the Nataf transformation \cite{34, 42} defines a map $\hat{T}(z) = T_{\text{diag}}(Rz)$, where $T_{\text{diag}}$ is of a diagonal transform and $R \in \mathbb{R}^{d \times d}$ is a matrix such that $\hat{T} \# \phi_0$ has the same marginals and the same covariance as $\pi_0^0(x)$. Examples also include normalizing flows \cite{5, 48} and generative adversarial networks \cite{26}, where the prior density $\pi_0^0(x)$ needs to be estimated from the samples. This underlines the necessity of analyzing the stability of the proposed method when the transformation $T$ approximately pushes forward $\phi_0^0$ to $\pi_0^0$.

In the subsequent development, we assume that the prior admits a Lebesgue density which is fully supported. This ensures the existence of a map $T$ which is differentiable \cite{11}. While these are reasonable assumptions for most applications, there could be other challenging distributions where $T$ does not exist or is not smooth. This may happen if the support of $\pi_0^0$ is disjoint or if it does not have a Lebesgue density.

3 Accelerated MCMC in the reference coordinates

Next, we discuss how to combine prior normalization and MCMC algorithms to solve high-dimensional Bayesian inverse problems with heavy-tailed priors. We will present the construction of LIS using prior normalization, followed by LIS-accelerated MCMC sampling. The analysis of the resulting algorithms is provided later in Section 4.

3.1 LIS using prior normalization

The efficiency of an MCMC algorithm critically depends on the ability of a proposal density to explore the invariant distribution. The high-dimensional parameters of inverse problems make it difficult to design proposals that can tightly follow the geometry of the posterior. We aim to exploit the intrinsic low-dimensional structure of inverse problems to mitigate this challenge.

The key intuition is that because of the smoothness of the forward model, the incomplete nature of the observations and the noise in the measurement process, the observed data may only inform a subspace of the high-dimensional parameter space. Suppose such a subspace is given by the image of a matrix $U_r \in \mathbb{R}^{d \times r}$ with orthonormal columns, i.e., $U_r^T U_r = I_r$. Let the complement of $\text{Im}(U_r)$ be the image of another matrix $U_\perp \in \mathbb{R}^{d \times (d-r)}$ with orthonormal columns such that
$U_T^T U_\perp = 0$. Then, we can decompose the high-dimensional parameter $x$ as

$$x = U_r x_r + U_\perp x_\perp,$$

where

$$\begin{cases} x_r = U_r^T x \\ x_\perp = U_\perp^T x. \end{cases}$$

We denote the marginal posterior and the conditional posterior by $\pi^\varphi(x_r)$ and $\pi^\varphi(x_\perp|x_r)$, respectively. Since the data is only informative to the $r$-dimensional parameter $x_r$, the conditional posterior $\pi^\varphi(x_\perp|x_r)$ can be approximated by the conditional prior $\pi^0(x_\perp|x_r)$. Thus, we can approximate the full posterior $\pi^\varphi(x) = \pi^\varphi(x_r) \pi^\varphi(x_\perp|x_r)$ by

$$\tilde{\pi}^\varphi(x) = \pi^\varphi(x_r) \pi^0(x_\perp|x_r).$$

In other words, the likelihood function is effectively supported on $\Im(U_r)$, and thus $\Im(U_r)$ is also referred to as the Likelihood Informed Subspace.

The structure suggested in (6) provides a guideline to accelerate MCMC sampling that is analogous to the Rao-Blackwellization principle [49]. One should implement state-of-the-art MCMC algorithms, e.g., those inspired by Hamiltonian and Langevin dynamics [12, 25, 28, 41, 43, 46, 51], to target only the marginal posterior $\pi^\varphi(x_r)$, while using the conditional prior $\pi^0(x_\perp|x_r)$ to explore the complement of the LIS. This strategy has been previously investigated in [18, 19] for exploring problems with Gaussian priors. For problems with heavy-tailed prior distributions, there are two major obstacles in implementing this strategy. Firstly, for non-Gaussian prior distributions, the conditional prior $\pi^0(x_\perp|x_r)$ may not be analytically tractable for arbitrary basis $U_r$. Secondly, as shown in [63, 22, 21], constructing a suitable $U_r$ with theoretical guarantees generally requires $\pi^0$ to be log-concave, which is not the case for some heavy-tailed priors.

The prior normalization technique allows us to tackle the above-mentioned obstacles. Given the transformation $T$ such that $T^* \pi^0(z) = \phi^0(z)$, the pullback posterior density $\phi^\varphi(z) = T^* \pi^\varphi(z)$ can be written as

$$\phi^\varphi(z) = \frac{1}{Z} g(z; y) \phi^0(z), \quad g(z; y) = f(T(z); y),$$

and be interpreted as a posterior density equipped with a log-concave Gaussian prior. Thus, after prior normalization, the goal of LIS-based posterior approximation becomes finding $U_r$ such that the reference parameter $z$ yields a decomposition

$$z = U_r z_r + U_\perp z_\perp,$$

where

$$\begin{cases} z_r = U_r^T z \\ z_\perp = U_\perp^T z. \end{cases}$$

that can accurately approximate the posterior distribution $\phi^\varphi(z)$ in the reference coordinate by $\phi^\varphi(z) = \phi^\varphi(z_r) \phi^0(z_\perp | z_r)$. Because the prior $\phi^0$ is a standard Gaussian, the conditional prior $\phi^0(z_\perp | z_r)$ is equivalent to the marginal prior $\phi^0(z_\perp)$ for any orthogonal basis $U_r$. Therefore, the marginal posterior $\phi^\varphi(z_r) = \int_{\mathbb{R}^d-\perp} \phi^\varphi(U_r z_r + U_\perp z_\perp) \, dz_\perp$ can be written as

$$\phi^\varphi(z_r) = \frac{1}{Z} \bar{g}(z_r; y) \phi^0(z_r), \quad \text{where} \quad \bar{g}(z_r; y) = \int_{\mathbb{R}^d-\perp} g(U_r z_r + U_\perp z_\perp; y) \phi^0(z_\perp) \, dz_\perp.$$
Note that the matrix $U_\perp$ is introduced for defining the complement of $\text{Im}(U_r)$ and, in practice, we do not need to assemble it explicitly. For instance, the projection onto $\text{Im}(U_\perp)$ can be obtained using the orthogonal projector $I - U_rU_r^T$. In Section 4.1, we analyze the accuracy of the approximate posterior induced by $U_r$ using the above matrix $H$. In the rest of this section, we will focus on how to accelerate MCMC sampling supposing the basis $U$.

Given a LIS basis $U_r$, pushing forward $\tilde{\phi}^y(z)$ through the transformation $T$, the resulting approximate posterior density in the original coordinate can be expressed as

$$T^y\tilde{\phi}^y(x) = \tilde{g}(U_r^T T^{-1}(x); y) \pi^0(x).$$

Although $T^T\tilde{\phi}^y$ does not follow the form of the reduced-dimensional posterior $\tilde{\pi}^y$ in (6), it can be interpreted as a nonlinear reduced-dimensional approximation to the likelihood, see [10]. Indeed, the approximate likelihood function $x \mapsto \tilde{g}(U_r^T T^{-1}(x); y)$ is constant on the $d - r$ dimensional manifolds

$$\mathcal{M}_{x_0} = \left\{ T(U_r U_r^T T^{-1}(x_0) + U_\perp z_\perp), z_\perp \in \mathbb{R}^{d-r} \right\},$$

for any $x_0 \in \mathbb{R}^d$. In other words, instead of the decomposition (5), the dimension reduction in the original space yields a decomposition

$$x = T(U_r z_r + U_\perp z_\perp), \quad \text{where} \quad \left\{ z_r = U_r^T T^{-1}(x), z_\perp = U_\perp^T T^{-1}(x) \right\},$$

and $z_r$ contains the informed coordinates and $z_\perp$ represents the non-informed ones.

### 3.2 Exact inference using pseudo-marginal

The approximate posterior (10) can be explored using a decomposed strategy. One can first $m$ draw samples from the low-dimension marginal posterior $z_r^i \sim \phi^y(z_r), i = 1, \ldots, m$, using an MCMC algorithm, and then draw samples from the standard normal $z_\perp^i \sim \phi^0(z_\perp)$ to obtain approximate posterior samples $x_i = T(U_r z_r^i + U_\perp z_\perp^i)$. However, the critical issue in implementing this strategy is that we need to evaluate the marginal likelihood function $\tilde{g}(z_r; y) = \int_{\mathbb{R}^{d-r}} \tilde{g}(U_r z_r + U_\perp z_\perp; y) \phi^0(z_\perp) \, dz_\perp$, which involves an high-dimensional integral with no analytical solution available in general. Fortunately, we can employ the pseudo-marginal method [1] to overcome this limitation by defining auxiliary MCMC transition kernels that tightly follow the structure of the approximate posterior. This naturally extends standard MCMC algorithms that are efficient for low or moderate dimensional problems to simultaneously explore the marginal posterior and the original full posterior.

Considering the posterior $\phi^y(z_r, z_\perp)$ after the prior normalization, to construct MCMC transition kernels following the principle of pseudo-marginal, we first extend the complementary subspace to define the auxiliary posterior density

$$\phi^{y,m}(z_r, \{z_\perp^i\}_{i=1}^m) = \frac{1}{Z} \phi^y(z_r) \left( \prod_{i=1}^m \phi^0(z_\perp^i) \right) \left( \frac{1}{m} \sum_{i=1}^m g(z_r, z_\perp^i; y) \right).$$

Since the conditional posterior $\phi^y(z_\perp | z_r)$ can be expressed as

$$\phi^y(z_\perp | z_r) = \frac{\phi^y(z_r, z_\perp)}{\phi^y(z_r)} = \frac{\phi^0(z_\perp) g(z_r, z_\perp; y)}{\tilde{g}(z_r; y)},$$

(12)
the auxiliary posterior density can also be written as

\[
\phi^y_m(z_r, \{z_i^j\}_{i=1}^m) = \frac{1}{Z} \phi^0(z_r) \hat{g}(z_r; y) \left( \frac{1}{m} \sum_{i=1}^m \frac{g(z_r, z_i^j; y)}{\hat{g}(z_r; y)} \prod_{j=1}^m \phi^0(z_i^j) \right)
\]

\[
= \phi^y(z_r) \left( \frac{1}{m} \sum_{i=1}^m \phi^y(z_i^|z_r) \prod_{j \neq i}^m \phi^0(z_i^j) \right),
\]

(13)

where we applied (12) for \(\phi^y(z_i^j|z_r)\). Using the above identity, marginalizing \(\phi^y_m(z_r, \{z_i^j\}_{i=1}^m)\) over all the complementary coordinates \(z_1^\perp, \ldots, z_r^m\), we obtain the marginal posterior \(\phi^y(z_r)\).

Therefore, constructing a Markov chain transition kernel that is invariant to the auxiliary density \(\phi^y_m(z_r, \{z_i^j\}_{i=1}^m)\) also leads to marginal Markov chains that can sample the marginal posterior \(\phi^y(z_r)\).

The key property we exploit to design efficient MCMC algorithms is that the conditional posterior \(\phi^y(z_i^|z_r)\) can be approximated by the marginal prior on the complement of the LIS, i.e., \(\phi^y(z_i^|z_r) \approx \phi^0(z_i^|z_r)\). Thus, the term in the brackets of (13) can be also approximated by the product of marginal priors, i.e.,

\[
\frac{1}{m} \sum_{i=1}^m \phi^y(z_i^|z_r) \prod_{j \neq i}^m \phi^0(z_i^j) \approx \prod_{j=1}^m \phi^0(z_i^j).
\]

This way, we can define decomposed MCMC proposal densities in the form of

\[
p \left( z_r', \{z_i^j\}_{i=1}^m | z_r, \{z_i^j\}_{i=1}^m \right) = p(z_r'|z_r) \prod_{i=1}^m \phi^0(z_i^j),
\]

(14)

where we want the low-dimensional LIS proposal \(p(z_r'|z_r)\) to follow the structure of the marginal posterior, while using complementary prior to explore the rest. Here we aim to implement the LIS proposal using well-established MCMC algorithms. For example, the automatically tuned no-u-turn sampler (NUTS) of [28], adaptive Metropolis adjusted Langevin algorithm (MALA) of [3], the pCN proposal of [8, 16], transport-map samplers [45], etc.

To sample the invariant density \(\phi^y_m(z_r, \{z_i^j\}_{i=1}^m)\), we need to accept proposed samples of the auxiliary proposal (14) with probability

\[
\alpha_1 \left( z_r, \{z_i^j\}_{i=1}^m ; z_r', \{z_i^j\}_{i=1}^m \right) = 1 \wedge \frac{\phi^y_m(z_r', \{z_i^j\}_{i=1}^m) p(z_r', \{z_i^j\}_{i=1}^m | z_r, \{z_i^j\}_{i=1}^m)}{\phi^y_m(z_r, \{z_i^j\}_{i=1}^m) p(z_r, \{z_i^j\}_{i=1}^m | z_r', \{z_i^j\}_{i=1}^m)} \frac{\sum_{i=1}^m g(z_r', z_i^j; y) p(z_r'|z_r)}{\sum_{i=1}^m g(z_r, z_i^j; y) p(z_r'|z_r)}
\]

\[
= 1 \wedge \frac{\phi^0(z_r') \sum_{i=1}^m g(z_r', z_i^j; y) p(z_r'|z_r)}{\phi^0(z_r) \sum_{i=1}^m g(z_r, z_i^j; y) p(z_r'|z_r)}
\]

(15)

where the second equation above follows from (11) and (14), and we use \(a \wedge b\) to denote \(\min\{a, b\}\). Given the above acceptance probability, the MCMC transition kernel originally defined for the auxiliary posterior density (11) can be interpreted as a lower-dimensional MCMC transition kernel that makes acceptance/rejection on the Monte Carlo average

\[
\phi^0(z_r) \left( \frac{1}{m} \sum_{i=1}^m g(z_r, z_i^j; y) \right), \quad z_i^j \sim \phi^0(z_i^j),
\]
which is an unbiased estimator of the unnormalized marginal posterior density. This way, one
natural question to ask is how the LIS basis $U_r$ impact the efficiency of the pseudo-marginal method.
In Section 4.3.1, we address this question by combining the error estimates of the approximate
posterior defined by $U_r$ and Corollary 4 of [2].

The above pseudo-marginal method can also generate samples from the full posterior while
sampling the marginal posterior. For a given $z$, the evaluated likelihood functions yield a set of
weighted complementary prior samples $\{z^i_\perp, w^i_\perp\}_{i=1}^m$, where $w^i_\perp = g(z_r, z^i_\perp; y)$, that can be viewed
as weighted samples of the conditional posterior $\phi^\theta(z_{\perp}|z_r)$. This way, for a state of the auxiliary
Markov chain, $(z_r, \{z^i_\perp\}_{i=1}^m)$, we can randomly select a complementary sample $z^*_\perp$ from the set
$\{z^i_\perp\}_{i=1}^m$ according to the categorical distribution defined by the unnormalized weights $\{w^i_\perp\}_{i=1}^m$ and assemble a full posterior sample by $z = U_r z_r + U_\perp z^*_\perp$. Using this strategy, we can simultaneously
sample the marginal posterior and the full posterior. One step of the resulting MCMC algorithm
is given in Algorithm 1.

Algorithm 1: One step of LIS-pseudo-marginal MCMC with prior normalization

\begin{algorithm}
\begin{algorithmic}[1]
\State \textbf{Required:} transformation $T$, matrix $U_r$, likelihood $f(x; y)$, LIS proposal $p(\cdot|\cdot)$ on $\mathbb{R}^T$, and
\hspace{1cm} a pseudo-marginal sample size $m$.
\State \textbf{Input:} current state $x$ and the associated Monte Carlo average $R$.
\State \textbf{Output:} new state $x'$ and the new Monte average $R'$.
\Function{pseudo-marginal}{$x, R, m$}
\State $(x', R', \alpha_1) \leftarrow \text{propose}(x, R, T, U_r, f, p, m)$;
\If{uniform$[0, 1] > \alpha_1$} \textbf{reject} the proposal candidate
\State \hspace{1cm} Set $x' = x$ and $R' = R$;
\EndIf
\State \textbf{return} $x'$ and $R'$;
\EndFunction
\Function{propose}{$x, R, T, U_r, f, p, m$}
\State Evaluate the reference parameter $z = T^{-1}(x)$ and compute $z_r = U_r^T z$;
\State Generate a LIS proposal candidate $z'_r \sim p(\cdot|z_r)$;
\For{$i = 1, \ldots, m$}
\State \hspace{1cm} Generate reference prior samples $z^i \sim N(0, I)$;
\State \hspace{1cm} Project $z^i$ to the complement of LIS $z^i = z^i - U_r(U_r^T z^i)$;
\State \hspace{1cm} Set $x^i = T(U_r z'_r + z^i)$ and compute the likelihoood weights $w^i_\perp = f(x^i; y)$;
\EndFor
\State Compute the Monte Carlo average $R' = \phi^0(z_r)(\frac{1}{m} \sum_{i=1}^m w^i_\perp)$;
\State Compute the acceptance probability $\alpha_1 = 1 \wedge (R' p(z_r|z^*_r))/(R p(z_r|z_r))$;
\State Draw a sample $x'$ from $\{x^i\}_{i=1}^m$ according to the weights $\{w^i_\perp\}_{i=1}^m$;
\State \textbf{return} $x'$, $R'$ and $\alpha_1$;
\EndFunction
\end{algorithmic}
\end{algorithm}

3.3 Delayed acceptance for approximate prior normalization

As discussed in Section 2, we may have access only to an approximate transformation $\hat{T}$ rather
than the exact $T$ for the prior normalization. In this situation, we can still apply Algorithm 1
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to generate samples from an approximate posterior using the approximate transformation. Then, assuming that we can evaluate the original prior density \( \pi_0(x) \), we can remove the approximation error by applying the delayed acceptance method [15, 36].

As a starting point, we use the approximate transformation \( \hat{T} \) and the likelihood function \( x \mapsto f(x; y) \) to define an approximate posterior density in the form of

\[
\hat{\phi}_y(z) = \frac{1}{\hat{Z}} \hat{g}(z; y) \phi_0(z), \quad \hat{g}(z; y) = f(\hat{T}(z); y).
\]

The pushforward density of \( \hat{\phi}_y(z) \) under the transformation \( \hat{T} \), which is given as

\[
\hat{\pi}_y(x) = \frac{1}{\hat{Z}} f(x; y) \hat{\pi}_0(x), \quad \hat{\pi}_0(x) = \det(\nabla \hat{T}(\hat{T}^{-1}(x))) \phi_0(\hat{T}^{-1}(x)),
\]

defines an approximation to the original posterior \( \pi_y(x) \propto f(x; y) \pi_0(x) \). We can apply Algorithm 1 to sample the approximate density \( \hat{\pi}_y(x) \), as the associated reference density \( \hat{\phi}_y(z) \) follows a similar structure to that in (7). For situations where the approximate prior \( \hat{\pi}_0 \) is close to the original prior \( \pi_0 \), the delay acceptance methods can have good efficiency in removing the approximation error caused by \( \hat{T} \). The detail of the delayed acceptance method is given by Algorithm 2.

**Algorithm 2:** One step of the delayed acceptance MCMC for approximate prior normalization

**Required:** approximate transformation \( \hat{T} \), matrix \( U_r \), likelihood \( f(x; y) \), prior density \( \pi_0(x) \), LIS proposal \( p(\cdot|\cdot) \) on \( \mathbb{R}^r \), and a pseudo-marginal sample size \( m \).

**Input:** current state \( x \) and the associated Monte Carlo average \( R \).

**Output:** new state \( x' \) and the new Monte average \( R' \).

1. \( \text{Algorithm delayed-acceptance}(x, R, m) \)
2. \( (x', R', \alpha_1) \leftarrow \text{propose}(x, R, \hat{T}, U_r, f, p, m); \)
3. \( \text{if uniform}[0, 1] > \alpha_1 \text{ then delay the acceptance} \)
4. \( \quad \text{Set } x' = x \text{ and } R' = R; \)
5. \( \text{else} \)
6. \( \quad \text{Compute the acceptance probability} \)
7. \( \quad \alpha_2(x; x') = 1 \wedge \frac{\pi_0(x') \det(\nabla \hat{T}(z)) \phi_0(z)}{\pi_0(x) \det(\nabla \hat{T}(z')) \phi_0(z')} \),
8. \( \quad \text{where } z = \hat{T}^{-1}(x) \text{ and } z' = \hat{T}^{-1}(x'); \)
9. \( \text{if uniform}[0, 1] > \alpha_2 \text{ then reject the proposal candidate} \)
10. \( \quad \text{Set } x' = x \text{ and } R' = R; \)
11. \( \text{end} \)
12. \( \text{return } x' \text{ and } R'; \)

Here, the procedure \text{propose} is the same as that of Algorithm 1. A surprising fact of Algorithm 2 is that it does not need the information of the exact transformation \( T \) to sample the original posterior. Since the approximation error was caused by only the approximate prior normalization, the second step acceptance probability in Line 9 of Algorithm 2 only uses the original prior density.
and the approximate transformation to correct the error. The performance analysis of Algorithm 2 is given in Section 4.3.2.

4 Approximation analysis with transformation

In this section, we explain how to find the LIS. We also provide rigorous bounds on the associated approximations, and show their implication for MCMC efficiency.

4.1 Gradient-based construction of $U_r$

We review here the gradient-based method [63, 21] to construct the matrices $U_r$ and $U_\perp$. Here, we work in the reference coordinate $z$. We recall that the posterior is $\phi^y(z) \propto g(z; y)\phi^0(z)$ where $\phi^0(z)$ is the standard normal density and where $g(z; y) = f(T(z); y)$ is the likelihood function. The goal is to construct a matrix $U_r \in \mathbb{R}^{d \times r}$ with orthogonal columns such that

$$\tilde{\phi}^y(z) = \phi^0(z_r)\phi^0(z_\perp|z_r),$$

is a good posterior approximation, where $z_r = U_r^Tz$ and $z_\perp = U_\perp^Tz$. Here, $U_\perp \in \mathbb{R}^{d \times (d-r)}$ is any matrix with orthogonal columns such that $U_\perp^TU_\perp = 0$. As shown in Corollary 2.10 of [63], because $\phi^0(z)$ is the standard normal density we have that the Kullback-Leibler divergence $D_{\text{KL}}(\phi^y||\tilde{\phi}^y) = \int_{\mathbb{R}^d} \log(\phi^y(z)/\tilde{\phi}^y(z))\pi^y(z)\,dz$ can be bounded by

$$D_{\text{KL}}(\phi^y||\tilde{\phi}^y) \leq \frac{1}{2} R(U_r, H),$$

where

$$H = \int_{\mathbb{R}^d} \nabla_2 \log g(z; y)\nabla_2 \log g(z; y)^T\phi^y(z)\,dz,$$

and where

$$R(U_r, H) = \text{trace}(H) - \text{trace}(U_r^THU_r),$$

is the trace residual of $H$ on the subspace spanned by $U_\perp$. Theorem 2.4 of [21] establishes a similar bound on the Hellinger distance $D_{\text{Hell}}(\phi^y, \tilde{\phi}^y) = (\frac{1}{2} \int_{\mathbb{R}^d}((\phi^y(z))^{1/2} - (\tilde{\phi}^y(z))^{1/2})^2\,dz)^{1/2}$ as follow

$$D_{\text{Hell}}(\pi^y, \tilde{\pi}^y)^2 \leq \frac{1}{4} R(U_r, H).$$

The matrix $U_r$ can be constructed by minimizing the error bound. As shown in [62, 31], the minimum of $R(U_r, H)$ is attained with the matrix $U_r$ which contains the $r$ largest eigenvectors of $H$. Denoting by $u_i$ the $i$-th largest eigenvector of $H$, i.e. $Hu_i = \lambda_i u_i$, we define $U_r$ and $U_\perp$ as

$$U_r = [u_1, \ldots, u_r]$$
$$U_\perp = [u_{r+1}, \ldots, u_d].$$

With this optimal choice, we obtain the bounds

$$D_{\text{KL}}(\phi^y||\tilde{\phi}^y) \leq \frac{1}{2}(\lambda_{r+1} + \ldots + \lambda_d),$$

$$D_{\text{Hell}}(\pi^y, \tilde{\pi}^y)^2 \leq \frac{1}{4}(\lambda_{r+1} + \ldots + \lambda_d),$$

which relates the errors on the posterior density with the spectrum of $H$. 
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4.1.1 Variable selection in the reference coordinate

Since $T$ is a nonlinear transformation, the informed subspace $\text{Im}(U_r)$ in the reference coordinate is mapped into a curved manifold in the original coordinates, which may lack interpretability. This issue can be resolved if $T$ is a diagonal transform (e.g. if $\pi^0$ has a product form) and if $U_r$ is a coordinate selection matrix, that is, $U_r^T z = (z_{\tau_1}, \ldots, z_{\tau_r})$ for some set of indices $\tau \subset \{1, \ldots, d\}$. It is easy to check that

$$T(U_r z_r + U_r^T z_{\perp}) = U_r T(z_r) + U_r T_{\perp}(z_{\perp}),$$

where $T_{\tau} = (T_{\tau_1}, \ldots, T_{\tau_r})$ and $-\tau = \{1, \ldots, d\} \setminus \tau$. In other words, the informed subspace $\text{Im}(U_r)$ is invariant under $T$. The choice of the informed indices $\tau$ can also be made easily. By definition (18) we have

$$R(U_r, H) = \text{trace}(H) - \sum_{i=1}^{r} H_{\tau_i, \tau_i},$$

where $H_{\tau_i, \tau_i}$ is the $\tau_i$-th diagonal term of $H$. In order to minimize $R(U_r, H)$, we want $H_{\tau_1, \tau_1}, \ldots, H_{\tau_r, \tau_r}$ to be as large as possible. To do this, $\tau$ needs to contain the $r$ largest diagonal terms of $H$. This coordinate selection procedure is, in principle, very similar to the screening methods in sensitivity analysis [52], where the goal is to identify the parameter components (e.g. the coordinates) which are the most relevant for explaining the variability of given model responses.

4.1.2 Well-definedness of the matrix $H$

We address here the important question of the well-defined of the matrix $H$. Note that $H$ is well defined is equivalent to its trace being finite, which is checking whether

$$\text{trace}(H) = \int_{\mathbb{R}^d} \|\nabla_z \log g(z; y)\|^2 \, d\phi^0(z)$$

$$= \int_{\mathbb{R}^d} \|\nabla_z T(z) \nabla_x \log f(T(z); y)\|^2 \frac{f(T(z); y)}{Z} \, d\phi^0(z),$$

is finite.

**Proposition 4.1.** Assume that both $z \mapsto T(z)$ and $x \mapsto f(x; y)$ are continuously differentiable. Then the following scenario ensures $\text{trace}(H) < \infty$:

- (i) There exists $C > 0, \lambda \geq 0$ and $p > 0$, such that for all $x \in \mathbb{R}^d$ we have

$$\|\nabla T(z)\| \leq C \exp(\lambda \|z\|), \quad \|T(z)\| \leq C \exp(\lambda \|z\|), \quad f(x; y) \leq C, \quad \|\nabla_x \log f(x; y)\| \leq C(\|x\| + 1)^p.$$

- (ii) There exists $\alpha > 2$ and $C > 0$, so that

$$\|\nabla T(z)\| \leq C \exp \left( \frac{1}{\alpha^2} \|z\|^2 \right),$$

which ensures $\|\nabla T(z)\|^2$ is integrable. Moreover, either $\max\{\|\nabla \log f\|, f\} \leq C$ or $f(x; y) = C \exp(-\frac{1}{2\sigma^2} \|Ax - y\|^2)$.

- (iii) The function $x \mapsto \|\nabla \log f(x; y)\|$ has bounded support.
Comparing with the examples discussed earlier in Section 2.1, we can see Scenario (i)-(iii) are considering priors with increasingly heavier tails: scenario (i) holds for exponential power distributions (see examples 2.1 and 2.2); scenario (ii) holds for distribution with polynomial tails (see examples 2.3 and 2.4), where the index $\alpha$ needs to be larger than 2; scenario (iii) has no constraints on $\pi^0$, so it can work for Cauchy distribution which has index $\alpha = 1$.

On the other hand, with heavier tails, we have more restrictions on the likelihood function. Scenario 1 holds for general nonlinear inverse problems, of which the likelihood is of form $f(x; y) \propto \exp(-\frac{1}{2}\|G(x) - y\|^2)$. Scenario 2 requires the log-likelihood to be Lipschitz or the inverse problem is linear. Scenario 3 requires the likelihood to be constant outside some bounded set. While this is a strong requirement, it is reasonable for scenarios where we know the range of the solution.

**Proof.** For the first claim, we simply write

$$\text{trace}(H) = \frac{1}{Z} \int_{\mathbb{R}^d} \|\nabla_T(z)\nabla_T \log f(T(z); y)\|^2 f(T(z); y) d\phi^0(z)$$

$$\leq \frac{1}{Z\sqrt{2\pi}} \int_{\mathbb{R}^d} \left(C \exp(\lambda \|z\|)\right)^2 \left(C(|C \exp(\lambda \|z\|)| + 1)^p\right)^2 C \exp(-\|z\|^2/2) dz$$

$$= \frac{C^5}{Z\sqrt{2\pi}} \int_{\mathbb{R}^d} \left(C \exp(\lambda \|z\|) + 1\right)^{2p} \exp(2\lambda \|z\| - \|z\|^2/2) dz$$

$$\leq \frac{C^5(C + 1)^{2p}}{Z\sqrt{2\pi}} \int_{\mathbb{R}^d} \exp(2(1 + p)\lambda \|z\| - \|z\|^2/2) dz < \infty.$$ 

For the second claim, if $\|\nabla \log f(T(z); y)\| \leq C$, then

$$\text{trace}(H) = \frac{1}{Z} \int_{\mathbb{R}^d} \|\nabla_T(z)\nabla_T \log f(T(z); y)\|^2 f(T(z); y) d\phi^0(z)$$

$$\leq \frac{C^2}{Z} \int_{\mathbb{R}^d} \|\nabla_T(z)\|^2 f(T(z); y) d\phi^0(z)$$

$$\leq \frac{C^3}{Z} \int_{\mathbb{R}^d} \exp\left(\frac{1}{p} \|z\|^2\right) d\phi^0(z) dz < \infty.$$ 

Also, if $f(x; y) = C \exp\left(-\frac{1}{2\sigma^2}\|Ax - y\|^2\right)$, then $\|\nabla \log f(T(z); y)\| \leq \|A\|\|Ax - y\|$. We deduce that

$$\|\nabla \log f(x; y)\|^2 f(x; y) \leq C \exp\left(-\frac{1}{2\sigma^2}\|Ax - y\|^2\right)\|A\|^2\|Ax - y\|^2 \leq C\|A\|^2 \sqrt{2\sigma},$$

where for the last inequality we used the fact that $t \exp\left(-\frac{t}{2\sigma^2}\right) \leq 2\sigma^2$ holds for any $t \geq 0$, in particular for $t = \|Ax - y\|^2$. Then we have

$$\text{trace}(H) = \frac{1}{Z} \int_{\mathbb{R}^d} \|\nabla_T(z)\nabla_T \log f(T(z); y)\|^2 f(T(z); y) d\phi^0(z)$$

$$\leq \frac{C\|A\|^2 \sqrt{2\sigma}}{Z\sqrt{2\pi}} \int_{\mathbb{R}^d} \exp\left(\frac{1}{\alpha} \|z\|^2\right) \exp\left(-\frac{1}{2} \|z\|^2\right) dz < \infty.$$ 

The third claim is trivial: if $x \mapsto \|\nabla \log f(x; y)\|$ has a bounded support $K$ then $\text{trace}(H)$ is finite as the integral of a continuous function over a bounded domain $K$. \qed
4.2 LIS with approximate transformation

As discussed earlier, in some cases one only has access to an approximation $\hat{T}$ of the transformation $T$. Using $\hat{T}$ leads to a different posterior in the reference prior

$$\hat{\phi}^y(z) = \frac{1}{\hat{Z}} f(\hat{T}(z); y) \phi^0(z), \quad \hat{Z} = \int_{\mathbb{R}^d} f(\hat{T}(z); y) \phi^0(z) \, dz. $$

The push-forward prior $\hat{\pi}^0 = \hat{T}_* \phi$ and push-forward posterior $\hat{\pi}^y = \hat{T}_* \hat{\phi}^y$ are thus approximation to the prior and posterior, respectively. The following proposition controls the error between the posteriors with the error in the transformation.

**Proposition 4.2.** Suppose $x \mapsto \log f(x; y)$ is $C$-Lipschitz and that with an $\epsilon > 0$

$$\|T(z) - \hat{T}(z)\| \leq \epsilon, \quad (19)$$

holds for any $z$. Then $D_{\text{Hell}}(\hat{\phi}^y, \phi^y)^2 \leq 1 - \exp(-C\epsilon) = C\epsilon + \mathcal{O}(\epsilon^2)$. In addition, if $z \mapsto \log(\det(\nabla T(z)))$ is $C$-Lipschitz and

$$\|T^{-1}(x) - \hat{T}^{-1}(x)\| \leq \epsilon, \quad \exp(-C\epsilon) \leq \frac{\det(\nabla \hat{T}(z))}{\det(\nabla T(z))} \leq \exp(C\epsilon) \quad (20)$$

for any $x, z$, then we also have $D_{\text{Hell}}(\hat{\pi}^y, \pi^y)^2 = \Omega \epsilon + \mathcal{O}(\epsilon^2)$ for some $\Omega > 0$ that may depend on $C$.

**Proof.** Because $x \mapsto \log f(x; y)$ is $C$-Lipschitz and because $\|T(z) - \hat{T}(z)\| \leq \epsilon$ we have

$$\exp(-C\epsilon) \leq \frac{f(T(z); y)}{f(\hat{T}(z), y)} \leq \exp(C\epsilon),$$

for any $z$ so that

$$\exp(-C\epsilon) \hat{Z} \leq \hat{Z} = \int_{\mathbb{R}^d} f(\hat{T}(z); y) \phi^0(z) \, dz \leq \exp(C\epsilon) \hat{Z}. $$

Then

$$D_{\text{Hell}}(\hat{\phi}^y, \phi^y)^2 = 1 - \int_{\mathbb{R}^d} \sqrt{\frac{\hat{\phi}^y(x)}{\phi^y(x)}} \phi^y(x) \, dx$$

$$= 1 - \sqrt{\frac{\hat{Z}}{Z}} \int_{\mathbb{R}^d} \sqrt{\frac{f(T(z); y)}{f(T(z); y)}} \phi^y(x) \, dz$$

$$\leq 1 - \exp(-C\epsilon),$$

holds and yields the first claim. For the second claim, we start with

$$D_{\text{Hell}}(\hat{\pi}^y, \pi^y)^2 = 1 - \int_{\mathbb{R}^d} \sqrt{\frac{\hat{\pi}^y(x)}{\pi^y(x)}} \pi^y(x) \, dx = 1 - \int_{\mathbb{R}^d} \sqrt{\frac{\hat{\pi}^y(T(z))}{\pi^y(T(z))}} \phi^y(z) \, dz.$$
By definition we have
\[ \hat{\pi}^y(x) = \frac{1}{Z} f(x; y) \det(\nabla \hat{T}(\hat{T}^{-1}(x))) \phi^0(\hat{T}^{-1}(x)) \]
\[ \pi^y(x) = \frac{1}{Z} f(x; y) \det(\nabla T(T^{-1}(x))) \phi^0(T^{-1}(x)), \]
so that
\[ D_{\text{Hell}}(\hat{\pi}^y, \pi^y)^2 = 1 - \sqrt{\frac{\int_{\mathbb{R}^d} \exp\left( -\frac{\|T^{-1}(z)\|^2 - \|z\|^2}{4} \right) \phi^y(z) \, dz}{\int_{\mathbb{R}^d} \exp\left( -\frac{\|T^{-1}(z)\|^2 - \|z\|^2}{4} \right) \phi^y(z) \, dz}} \]

From the previous relation, we have \( A \geq \exp(-C_\varepsilon/2). \) To bound \( B, \) we first notice that \( \|T^{-1}(x) - \hat{T}^{-1}(x)\| \leq \varepsilon \) for all \( x \) implies \( \|z - \hat{T}^{-1}((T(z))\| \leq \varepsilon \) for all \( z. \) Thus, because \( z \mapsto \log |\det(T(z))| \) is \( C \)-Lipschitz and by (20) we have
\[ \frac{|\det(\nabla \hat{T}(\hat{T}^{-1}(T(z))))|}{|\det(\nabla T(z))|} = \frac{|\det(\nabla T(\hat{T}^{-1}(T(z))))|}{|\det(\nabla T(T(z)))|} = \frac{|\det(\nabla T(\hat{T}^{-1}(T(z))))|}{|\det(\nabla T(T(z)))|} \geq \exp(-2C_\varepsilon). \]
Thus \( B \geq \exp(-C_\varepsilon). \) To bound \( C, \) we write
\[
\|\hat{T}^{-1}(T(z))\|^2 - \|z\|^2 = (\|\hat{T}^{-1}(T(z))\| - \|z\|) (\|\hat{T}^{-1}(T(z))\| + \|z\|)
\leq \|\hat{T}^{-1}(T(z))\| - \|z\| (\|\hat{T}^{-1}(T(z))\| - \|z\| + 2\|z\|)
\leq \varepsilon (\varepsilon + 2\|z\|) = \varepsilon^2 + 2\varepsilon\|z\|
\]
Thus \( D \geq \exp(-\varepsilon^2/4) \exp(-\varepsilon\|z\|/2). \) We deduce that
\[ D_{\text{Hell}}(\hat{\pi}^y, \pi^y)^2 \leq 1 - \exp(-\varepsilon^2/4 - 3C_\varepsilon/2) \int_{\mathbb{R}^d} \exp(-\varepsilon\|z\|/2) \phi^y(z) \, dz \]
\[ \leq 1 - \exp(-\varepsilon^2/4 - 3C_\varepsilon/2) \int_{\mathbb{R}^d} \exp(-\varepsilon\|z\|/2) \phi^y(z) \, dz \]
where we assumed \( \varepsilon \leq 1 \) for the last inequality. Obviously \( E \neq 0, \) so we deduce \( D_{\text{Hell}}(\hat{\pi}^y, \pi^y)^2 \leq 3CD\varepsilon/2 + O(\varepsilon^2) = \Omega\varepsilon + O(\varepsilon^2) \) where \( \Omega = 3C/2. \)

The dimension reduction method can also be implemented using \( \hat{T} \) instead of \( T. \) In that case, we compute the matrix
\[ \hat{H} = \int_{\mathbb{R}^d} \nabla \hat{T}(z) \nabla \log f(\hat{T}(z); y) \nabla \log f(\hat{T}(z); y) \nabla \hat{T}(z)^T \hat{\phi}^y(z) \, dz, \]
and we construct the matrix \( \hat{U}_r \) by minimizing \( \mathcal{R}(U_r, \hat{H}). \) The resulting approximation posterior is
\[ \hat{\phi}^y(z) = \frac{1}{Z} \hat{g}(\hat{U}_r z; y) \phi^0(z), \quad \hat{g}(z_r; y) = \int_{\mathbb{R}^d-z_r} f(\hat{T}(\hat{U}_r z_r + \hat{U}_r z_\perp); y) \phi^0(z_\perp) \, dz_\perp. \]
Note that because \( \hat{\phi}^y \) and \( \hat{\psi}^y \) are \( \phi^y \) and \( \psi \) constructed with \( T \) replaced by \( \hat{T}, \) we can use Proposition 4.2 and triangle inequality to obtain the following corollary:
Corollary 4.3. The following bounds hold for the approximated posteriors constructed using $\hat{T}$:

$$D_{\text{Hell}}(\hat{\phi}^y, \hat{\psi}^y)^2 \leq \frac{1}{4} R(U_r, \hat{H}), \quad D_{\text{Hell}}(\phi^y, \psi^y)^2 \leq \frac{1}{4} R(U_r, \hat{H}) + O(\varepsilon).$$

In other words, using $\hat{\psi}^y$ is a good approximation of the accurate posterior $\phi^y$ if the residual $R(U_r, \hat{H})$ is small and if $\hat{T}$ is a good approximation of $T$.

4.3 MCMC efficiency analysis

Next, we reveal how the LIS analysis connects with the acceptance rate of Algorithms 1 and 2, which is a key indicator of the MCMC efficiency.

4.3.1 Pseudo-marginal MCMC

We first analyze the pseudo-marginal method (Algorithm 1). Recall that Algorithm 1 can be interpreted as an MCMC sampling method targeting the marginal posterior $\phi^y(z_r)$ using a low-dimensional proposal $p(z'_r | z_r)$, in which the acceptance/rejection is made based on a Monte Carlo estimate of the marginal posterior. Intuitively, the random estimate of the marginal posterior, of which the variance is controlled by the sample size $m$ and the LIS basis $U_r$, may lead to a loss of efficiency. Thus, we aim to compare the acceptance rate of Algorithm 1 with that of an idealized MCMC method that directly samples the (exact) marginal posterior. We present such an idealized algorithm below in terms of the marginal posterior in the reference coordinate. It uses the same low-dimensional proposal distribution as Algorithm 1.

**Algorithm 3:** One MCMC step to sample from $\phi^y(z_r)$

| Algorithm idealized-marginal-MCMC($z_r, \bar{g}, p$) |
|--------------------------------------------------|
| **Required:** marginal likelihood $\bar{g}(z_r; y)$ and LIS proposal $p(\cdot | \cdot)$ on $\mathbb{R}^r$. |
| **Input:** current state $z_r$. |
| **Output:** new state $z'_r$. |
| 1 **Algorithm** idealized-marginal-MCMC($z_r, \bar{g}, p$) |
| 2 Generate a LIS proposal candidate $z'_r \sim p(\cdot | z_r)$; |
| 3 Compute the acceptance probability |
| $\alpha_*(z_r, z'_r) = 1 \land \frac{\bar{g}(z'_r; y)\phi^0(z'_r)p(z'_r | z'_r)}{\bar{g}(z_r; y)\phi^0(z_r)p(z'_r | z_r)}$ |
| if uniform$[0, 1] > \alpha_*$ then reject the proposal candidate |
| 4 Set $z'_r = z_r$; |
| 5 end |
| 6 return $z'_r$; |

It is shown in [2] that the efficiency of the pseudo-marginal method asymptotically approaches that of the idealized Algorithm 1 as the variance of the Monte Carlo estimate of the marginal posterior decreases. Thus, we can apply the analysis of the LIS to investigate the acceptance rate of Algorithm 1 as follows.

**Proposition 4.4.** The expected acceptance probabilities of Algorithm 1 and Algorithm 3 satisfy the following inequality:

$$0 \leq \mathbb{E}[\alpha_* - \alpha_1] \leq 2\sqrt{R(U_r, H)}.$$
Prior normalization for certified dimension reduction

In addition, if the conditional likelihood is bounded as \( \frac{g(z,y)}{g(z,y)} \leq C \), then

\[
0 \leq E[\alpha_s - \alpha_1] \leq \frac{\sqrt{C}}{m} \sqrt{\mathcal{R}(U_r,H)}.
\]

This result indicates that if we have selected a subspace so that \( \mathcal{R}(U_r,H) \) is small, then the expected acceptance probability of the pseudo-marginal is close to that of the idealized algorithm.

**Proof.** For simplicity we write \( g(z_r, z^i_r; y) = g(U_r z_r + U_z z^i_r; y) \). Applying [1, Corollary 4], we have

\[
0 \leq E[\alpha_s - \alpha_1] \leq E \left| \frac{1}{m} \sum_{i=1}^{m} \frac{g(z_r, z^i_r; y)}{g(z_r; y)} - 1 \right|.
\]

Denoting \( q(z_r | z_r) = \frac{g(z_r, z^i_r; y)}{g(z_r; y)} \), we have the identity

\[
E_{z_r \sim \phi^0} [q(z_r | z_r)] = \int_{\mathbb{R}^{d-r}} q(z_r | z_r) \phi^0(z_r) \, dz_r = \frac{\int_{\mathbb{R}^{d-r}} g(z_r, z^i_r; y) \phi^0(z_r) \, dz_r}{g(z_r; y)} = 1. \tag{21}
\]

For the first claim, we note that

\[
E \left| \frac{1}{m} \sum_{i=1}^{m} \frac{g(z_r, z^i_r; y)}{g(z_r; y)} - 1 \right| \leq \frac{1}{m} \sum_{i=1}^{m} E \left| \frac{g(z_r, z^i_r; y)}{g(z_r; y)} - 1 \right|
\]

\[
= E_{z_r \sim \phi^0} \left[ E_{z_r \sim \phi^0} \left[ |q(z_r | z_r) - 1| \right] \right]
\]

\[
\leq E_{z_r \sim \phi^0} \left[ \sqrt{E_{z_r \sim \phi^0} \left[ |\sqrt{q(z_r | z_r)} + 1|^2 \right]} \sqrt{E_{z_r \sim \phi^0} \left[ |\sqrt{q(z_r | z_r)} - 1|^2 \right]} \right].
\]

Plugging the identity

\[
E_{z_r \sim \phi^0} \left[ |\sqrt{q(z_r | z_r)} + 1|^2 \right] \leq E_{z_r \sim \phi^0} \left[ 2q(z_r | z_r) + 2 \right] = 4
\]

into the above inequality, we have

\[
E \left| \frac{1}{m} \sum_{i=1}^{m} \frac{g(z_r, z^i_r; y)}{g(z_r; y)} - 1 \right| \leq 2E_{z_r \sim \phi^0} \left[ \sqrt{E_{z_r \sim \phi^0} \left[ |\sqrt{q(z_r | z_r)} - 1|^2 \right]} \right]
\]

\[
\leq 2 \sqrt{E_{z_r \sim \phi^0} \left[ E_{z_r \sim \phi^0} \left[ |\sqrt{q(z_r | z_r)} - 1|^2 \right] \right]} \tag{22}
\]

Then, we note that \( 0 \leq E_{z_r \sim \phi^0} \left[ |\sqrt{q(z_r | z_r)}|^2 \right] \leq 1 \) by applying (21) and Jensen’s inequality, which leads to

\[
E_{z_r \sim \phi^0} \left[ |\sqrt{q(z_r | z_r)} - 1|^2 \right] = 2 \left( 1 - E_{z_r \sim \phi^0} \left[ \sqrt{q(z_r | z_r)} \right] \right)
\]

\[
\leq 2 \left( E_{z_r \sim \phi^0} \left[ q(z_r | z_r) \right] - (E_{z_r \sim \phi^0} \left[ \sqrt{q(z_r | z_r)} \right])^2 \right)
\]

\[
= 2 \text{var}_{z_r \sim \phi^0} \left[ \sqrt{q(z_r | z_r)} \right]
\]
Thus, the expectation in the right-hand-side of (22) satisfies
\[
E_{z_{r} \sim \phi^{v}} \left[ E_{z_{\perp} \sim \phi^{v}} \left[ \| \sqrt{q(z_{\perp} | z_{r})} - 1 \|^2 \right] \right] \leq 2E_{z_{r} \sim \phi^{v}} \left[ \text{var}_{z_{\perp} \sim \phi^{v}} \left[ \| \sqrt{q(z_{\perp} | z_{r})} \| \right] \right] \\
\leq 2E_{z_{r} \sim \phi^{v}} \left[ E_{z_{\perp} \sim \phi^{v}} \left[ \| \nabla_{z_{\perp}} \sqrt{q(z_{\perp} | z_{r})} \| ^2 \right] \right] \\
= E_{z_{r} \sim \phi^{v}} \left[ E_{z_{\perp} \sim \phi^{v}} \left[ \| \nabla_{z_{\perp}} \log g(z; y) \|^2 q(z_{\perp} | z_{r}) \right] \right] \\
= \frac{1}{2} \int_{\mathbb{R}^{d}} \| \nabla_{z_{\perp}} \log g(z; y) \|^2 g(z; y) \phi^{o}(z) \, dz \\
= \int_{\mathbb{R}^{d}} \| \nabla_{z_{\perp}} \log g(z; y) \|^2 \phi^{v}(z) \, dz = R(U_{r}, H),
\]
where the second inequality above follows from the Poincaré inequality for $\phi^{o}$. Plugging the above inequality into (22), the first claim follows.

For the second claim, the independence of $z_{\perp}$ yields
\[
E \left[ \frac{1}{m} \sum_{i=1}^{m} \frac{g(z_{r}, z_{\perp}; y)}{g(z_{r}; y)} - 1 \right] \leq \frac{1}{\sqrt{m}} \sqrt{E_{z_{r} \sim \phi^{v}} \left[ \text{var}_{z_{\perp} \sim \phi^{v}} [q(z_{\perp} | z_{r})] \right]}
\]
By Poincaré inequality of $\phi^{0}$, we have
\[
E_{z_{r} \sim \phi^{v}} \left[ \text{var}_{z_{\perp} \sim \phi^{v}} [q(z_{\perp} | z_{r})] \right] \leq E_{z_{r} \sim \phi^{v}} \left[ E_{z_{\perp} \sim \phi^{v}} \left[ \| \nabla_{z_{\perp}} q(z_{\perp} | z_{r}) \|^2 \right] \right] \\
= E_{z_{r} \sim \phi^{v}} \left[ E_{z_{\perp} \sim \phi^{v}} \left[ \| \nabla_{z_{\perp}} \log g(z; y) \|^2 q(z_{\perp} | z_{r}) \right] \right] \\
= \frac{1}{2} \int_{\mathbb{R}^{d}} \| \nabla_{z_{\perp}} \log g(z; y) \|^2 g(z_{\perp} | z_{r}) \phi^{o}(z) \, dz \\
= \int_{\mathbb{R}^{d}} \| \nabla_{z_{\perp}} \log g(z; y) \|^2 \phi^{v}(z) \, dz \\
\leq C \int_{\mathbb{R}^{d}} \| \nabla_{z_{\perp}} \log g(z; y) \|^2 \phi^{v}(z) \, dz = CR(U_{r}, H).
\]
This concludes the proof. \( \square \)

### 4.3.2 Efficiency of delayed acceptance

The efficiency of the delayed acceptance method critically relies on the accuracy of the approximate density. We introduce the following proposition to analyze Algorithm 2.

**Proposition 4.5.** For two probability densities $\mu$ and $\nu$. Suppose a Markov chain transition kernel $Q(\cdot | \cdot)$ satisfies the detailed balance condition with respect to $\mu$:
\[
\mu(x)Q(x' | x) = \mu(x')Q(x | x').
\]
Then, a Metropolis-Hastings algorithm defined by the proposal $Q(\cdot | \cdot)$ and the acceptance probability
\[
\alpha(x, x') = 1 \wedge \frac{\nu(x')\mu(x)}{\mu(x')\nu(x)}
\]
satisfies the detailed balance condition with respect to \( \nu \). Moreover, the rejection rate satisfies
\[
\mathbb{E}[1 - \alpha(X, X')] \leq 4\sqrt{2}D_{\text{Hell}}(\nu, \mu),
\]
where \( X \) is a random sample from \( \nu \) and \( X' \) is generated randomly from \( Q(\cdot|X) \).

**Proof.** For the detailed balance condition, we simply check that
\[
\nu(x)Q(x'|x)\alpha(x, x') = \nu(x)\frac{\mu(x')}{\mu(x)}Q(x|x') \left[ 1 + \nu(x')\mu(x) \right]
\]
\[
= \nu(x')Q(x') \left[ \frac{\nu(x)\mu(x)}{\mu(x')\nu(x')} \wedge 1 \right]
\]
\[
= \nu(x')Q(x|x')\alpha(x', x).
\]

Meanwhile, let \( b(x) = \frac{\nu(x)}{\mu(x)} \), the rejection rate can be expressed as
\[
\mathbb{E}[1 - \alpha(X, X')] = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \nu(x)Q(x'|x)(1 - \alpha(x, x')) \, dx \, dx'
\]
\[
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \mu(x)Q(x'|x) \left( 1 - \left( \frac{\nu(x)}{\mu(x)} \wedge \frac{\nu(x')}{\mu(x')} \right) \right) \, dx \, dx'
\]
\[
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \mu(x)Q(x'|x) \left( (1 - b(x)) \vee (1 - b(x')) \right) \, dx \, dx'.
\]

Then note that for any \( b \geq 0, 1 - b \leq 2 - 2\sqrt{b} \leq |2 - 2\sqrt{b}| \), so
\[
(1 - b(x)) \vee (1 - b(x')) \leq |2 - 2\sqrt{b(x)}| \vee |2 - 2\sqrt{b(x')}| \leq |2 - 2\sqrt{b(x)}| + |2 - 2\sqrt{b(x')}|.
\]

Applying the above identity and the detailed balance condition \( \mu(x)Q(x'|x) = \mu(x')Q(x|x') \), we have
\[
\mathbb{E}[1 - \alpha(X, X')] \leq \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \mu(x)Q(x'|x)|2 - 2\sqrt{b(x)}| \, dx \, dx'
\]
\[
+ \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \mu(x)Q(x'|x)|2 - 2\sqrt{b(x')}| \, dx \, dx'
\]

(Using \( \mu(x)Q(x'|x) = \mu(x')Q(x|x') \) and symmetry, these two are the same)
\[
= 2 \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \mu(x)Q(x'|x)|2 - 2\sqrt{b(x)}| \, dx \, dx'
\]
\[
= 4 \int_{\mathbb{R}^d} \mu(x)|1 - \sqrt{b(x)}| \, dx
\]
\[
\leq 4\sqrt{\int_{\mathbb{R}^d} \mu(x)|1 - \sqrt{b(x)}|^2 \, dx} = 4\sqrt{2}D_{\text{Hell}}(\mu, \nu)
\]

where the second step follows from \( \int_{\mathbb{R}^d} Q(x'|x) \, dx' = 1 \) and the last step follows from Jensen’s inequality. This concludes the proof. \( \square \)
Proposition 4.5 provides a rigorous justification for Algorithm 2. In particular, we have the following result. Since $D_{\text{Hell}}(\pi^y, \hat{\pi}^y)$ can be bounded using Proposition 4.2, if $\hat{T}$ is a close approximation of $T$, then delay acceptance tends to be efficient.

**Proposition 4.5.** Algorithm 2 satisfies the detailed balance condition with respect to the original posterior $\pi^y$. Moreover, the acceptance rate can be bounded from below by

$$E[\alpha_2(X, X')] \geq 1 - 4\sqrt{2}D_{\text{Hell}}(\pi^y, \hat{\pi}^y).$$

**Proof.** We first note that Lines 2–4 of Algorithm 2 defines an MCMC transition kernel $Q(\cdot|\cdot)$ that satisfies the detailed balance condition with respect to the approximate posterior $\hat{\pi}^y$. Recall (16), the ratio between the approximate posterior and the original posterior is given by

$$\hat{\pi}^y(x) \propto \hat{\pi}^0(x) \pi^0(x),$$

where $\hat{\pi}^0(x) = \det(\nabla \hat{T}(\hat{T}^{-1}(x))) \phi^0(\hat{T}^{-1}(x))$. Let $x = \hat{T}(z)$, we have

$$\hat{\pi}^y(x) \propto \det(\nabla \hat{T}(z)) \phi^0(z).$$

Then applying Proposition 4.5, we can conclude that Algorithm 2 satisfies the detailed balance condition with respect to the original posterior $\pi^y$. The second claim directly follows from Proposition 4.5.

5 Numerical experiments

In this section, we will demonstrate our methods through two numerical examples. In the first example, we demonstrate the sampling performance and dimension scalability using a one-dimensional elliptic inverse problem. In the second example, apply our methods to a more complicated linear elasticity problem on an irregular domain.

5.1 Elliptic inverse problem

5.1.1 Problem setup The first example is a one-dimensional PDE-constrained inverse problem with Gaussian measurement noise. We adopt here a similar setup as in [7]: we aim to estimate the diffusion field $s \mapsto \kappa(s) > 0$ from measurements of the potential function $s \mapsto u(s)$ which solves the Poisson equation

$$-\partial_s \left(\kappa(s) \partial u / \partial s(s)\right) = f(s), \quad s \in \Omega := (0, 1),$$

with boundary conditions $u(0) = u(1) = 0$. We consider two different right-hand side functions $f_1, f_2$ that are scaled Dirac delta functions

$$f_1(s) = 1000 \cdot \delta(s - 1/3) \quad \text{and} \quad f_2(s) = 1000 \cdot \delta(s - 2/3).$$

Denoting by $u_1, u_2$ the solutions associated with $f = f_1$ and $f = f_2$ respectively, we generate the data set corresponding to the measurements of $u_1$ and $u_2$ at 31 equally spaced discrete locations in $(0, 1)$. The resulting data $y \in \mathbb{R}^{62}$ are given by

$$y = (u_1(s_1^{\text{obs}}), \ldots, u_1(s_{31}^{\text{obs}}), u_2(s_1^{\text{obs}}), \ldots, u_2(s_{31}^{\text{obs}})) + \varepsilon,$$
where $\varepsilon \sim N(0, \sigma^2 I)$ with $\sigma^2$ corresponding to a signal-to-noise ratio of 10%. The “true” diffusion coefficient $\kappa_{\text{true}}$ used to generate the data is

$$\kappa_{\text{true}}(s) = \begin{cases} 
5, & s \in [0, 0.2) \\
1, & s \in [0.2, 0.5) \\
3, & s \in [0.5, 0.75) \\
5, & s \in [0.75, 1].
\end{cases}$$

5.1.2 Discretization We use the finite element method with $d = 2^\ell$ uniform elements to discretize the equation. $\kappa(s)$ is estimated by a piecewise-constant field with value $\kappa_i$ at the $i$-th element and $u(s)$ is estimated by a continuous piecewise-linear function with value $u_i$ at the $i$-th node ($d + 1$ nodes total). Thus, (23) can be reformulated as finding $u \in \mathbb{R}^{d-1}$ such that

$$B(x)u = f,$$

where

$$B(x) = \begin{pmatrix} 
\kappa_1 + \kappa_2 & -\kappa_2 & 0 \\
-\kappa_2 & \ddots & \ddots \\
\vdots & \ddots & -\kappa_{d-1} \\
0 & -\kappa_{d-1} & \kappa_{d-1} + \kappa_d
\end{pmatrix},$$

with $\kappa_i = \log(\exp(x_i) + 1)$. In the end, the discretized forward model is

$$G(x) = \begin{pmatrix} 
CB(x)^{-1}f_1 \\
CB(x)^{-1}f_2
\end{pmatrix},$$

where $C \in \mathbb{R}^{31 \times (d-1)}$ is an observation matrix which extract the evaluations of $u$ at locations $s_{\text{obs}}$.

In Figure 1, the “true” diffusion coefficient (generated with $\ell = 10$) is shown in the top left plot and the corresponding data vectors together with the noise-free data $CB(x)^{-1}f_1$ and $CB(x)^{-1}f_2$ are shown in the top right plot.

5.1.3 Prior We now describe prior models we put on the diffusion coefficient. In order to ensure the positivity of the diffusion field, we parametrize $\kappa(s)$ as

$$\kappa(s) = \log(\exp(z(s)) + 1),$$

where $s \mapsto z(s)$ is a random field. Then we consider two prior distributions for the random field $z(s)$. Firstly, we consider a Besov-type prior for $x$, meaning that $z = \sum_{i \geq 1} X_i \psi_i$ where $(\psi_1, \psi_2, \ldots)$ is the Haar wavelet basis in $L^2((0,1))$ and where $X_1, X_2, \ldots$ are independent random variables following an exponential power distribution with $p \in \{0.5; 1; 2\}$, see Example 2.2.

Secondly, we consider a first-order difference Cauchy prior [57]. Following the piecewise constant discretization of the random fields $\kappa(s)$, and hence $z(s)$, we assign prior density to the difference between two adjacent elements of the discretized vector $z = (z_1, z_2, \ldots z_d)^T$. This leads to the unnormalized prior density on the vector $z$

$$\pi^0(z) \propto \pi^0(z_1) \prod_{j=2}^d \pi^0 \left( \frac{z_j - z_{j-1}}{h} \right),$$
where \( h = d^{-1} \) is the size of each local element. Equivalently, we can define a linear transformation \( x = Dz \), where \( D \in \mathbb{R}^{d \times d} \) is a first order difference matrix

\[
D = \begin{pmatrix}
1 & 0 & 0 \\
-1/h & 1/h & 0 \\
-1/h & 1/h & \ddots \\
\vdots & \ddots & \ddots & 0 \\
-1/h & 1/h & \ddots & \ddots & 0 \\
\end{pmatrix},
\]

and then elements of the random vector \( X = D^{-1}Z \) are independent random variables following the Cauchy distribution (cf. Example 2.3).

Figure 1: Left: the “true” diffusion coefficient used for generating the synthetic data. Right: the measured data for the elliptic PDE problem.

5.1.4 Numerical results of Besov-type priors

In Figure 1, we first show on the left the true diffusion coefficient \( \kappa \) to be recovered, and the data obtained through two forcing profiles on the right. We have implemented MALA, pCN and Hamiltonian MCMC algorithms under the framework of Algorithm 1 with different subspace dimensions. In this example, we find that various MCMC algorithms only differ in efficiency, but not in the inversion results. So we will discuss the sampling efficiency next and only present the results obtained with MALA for different priors. The inversion results obtained by the Besov-type priors with power indices \( p = \{0.5, 1, 2\} \) are shown in Figure 2, and the inversion results obtained by the first-order difference priors are shown in Figure 5. For the Besov-type priors, we can see that with all three choices of \( p \), the median estimators can recover largely the profile of true \( \kappa \). However, we note that when using a Gaussian (\( p = 2 \)) prior, the 95% CI does not cover the true \( \kappa(s) \) near \( s = 0.15 \) and \( \kappa = 0.22 \). Moreover, the CI cannot find the “change points” of \( \kappa(s) \) that accurately, missing the one near \( s = 0.2 \). In comparison, using \( p = 1 \) and \( p = 0.5 \) yields CIs that cover the true \( \kappa \). The CIs also capture the changes more accurately. This demonstrates the importance of using heavy-tailed priors.

Sampling performance

We compare the performance of different subspace MCMC methods—MALA, pCN and Hamiltonian (with the number of integration steps automatically tuned by NUTS)—with their full-dimensional counterparts. For Besov-type priors used in this example (cf. Section 5.1.3), the posterior distribution equips with heavier prior tails, which corresponds to a lower
value $p$ in the exponential power distribution, is more challenging to sample from. Thus, we use the most difficult case, $p = 0.5$, in our performance benchmarks. For each of the subspace MCMC algorithms, we provide performance estimates using different subspace dimensions ($r = \{24, 32, 40\}$) and pseudo-marginal sample sizes ($m = \{2, 5\}$). With LIS dimensions $r = \{24, 32, 40\}$, the estimated trace residuals are $R(U_r, \hat{H}) = \{1.3, 0.61, 0.34\}$, respectively. For the subspace versions of pCN and MALA, we precondition the subspace proposals using the empirical marginal posterior covariance matrix adaptively estimated from past samples [27], which is feasible for the rather low-dimensional LIS used here. For all of pCN, MALA and NUTS applied to the full posterior, we sample the posterior transformed to reference coordinate instead of directly sampling the original posterior.

To measure the sampling efficiency, we use the average integrated autocorrelation times (IACTs) [44, Chapter 11] of parameters

$$\tau = \frac{1}{d} \sum_{i=1}^{d} \text{IACT}(x_i),$$

where IACT($x_i$) is the IACT of the $i$th component of $x$. Roughly speaking, IACT can be seen as the number of steps needed for the algorithm to generate an uncorrelated new sample. So a smaller IACT indicates an algorithm having better sampling efficiency. Different MCMC algorithms used here require different computational costs per iteration. For pCN and MALA, each MCMC iteration only requires one (Monte Carlo) posterior density evaluation. For NUTS, each iteration requires a
Table 1: Elliptic example with the Besov-type prior. Average IACTs of parameters computed by various implementations samplers. For pCN and MALA, the IACTs are measured in terms of MCMC iterations. For NUTS, the IACTs are given in terms of the number of Hamiltonian steps (which is close to the wall-clock time performance). All the data reported here are in the form of mean±standard derivation. Here the symbol “−” denotes Markov chains having unstable mixing behaviour in which the relative standard deviation of IACT exceeds 1. Here $m$ is the pseudo-marginal sample size.

|       | pseudo-marginal | full       |
|-------|-----------------|------------|
|       | $m = 2$         | $m = 5$   |
| MALA  |                 |            |
| $r = 24$ | 13.2±1.1        | 12.4±0.93  |
|       | 17.2±3.0        | 12.5±0.35  |
|       | 17.6±1.3        | 15.7±1.9   |
| pCN   |                 |            |
| $r = 24$ | 14.8±0.54       | 14.0±1.5   |
|       | 17.1±0.96       | 18.0±3.4   |
|       | 18.4±0.55       | 18.6±2.6   |
| NUTS  |                 |            |
| $r = 24$ | −                | 14.5±1.6   |
|       | 13.3±1.2        | 11.2±0.42  |
|       | 12.5±0.73       | 10.5±0.39  |

varying number of Hamiltonian steps so that the resulting end state of the Hamiltonian dynamics is sufficiently decorrelated from the starting point. For this reason, each iteration of NUTS is significantly more costly (about two orders of magnitude) than pCN and MALA. So we use the IACT in terms of the Hamiltonian steps taken as a performance indicator of NUTS. We note that the computational effort needed by each Monte Carlo estimation of the marginal posterior in Algorithm 1 is about $m − 1$ times more than that of the full posterior evaluation. However, we do not consider this factor in the reported IACTs, as the computation needed by the Monte Carlo estimation of the marginal posterior can be embarrassingly parallelized.

We present the IACTs in Table 1. In this example, even a moderate LIS dimension can significantly improve the sampling efficiency. In particular, the IACT for vanilla MALA is 7930. Using a LIS dimension 24, the subspace counterpart with a pseudo-marginal sample size 2 is able to reduce the IACT to 13. A similar speedup is also observed for pCN. For both MALA and pCN, the pseudo-marginal sample size does not make a significant impact on the sampling performance. The reason can be that the residual $\mathcal{R}(U_r, \hat{H})$ is small for the LIS dimension used here. Some readers may consider that the poor performance of the vanilla MALA and pCN (directly applied to the full posterior) is a known fact in the literature. To compare with the state-of-the-art algorithms, we also implemented the Hessian-preconditioned MALA (H-MALA) of [46] for this example. H-MALA produces an estimated IACT of 68.9±7.0, which is still considerably less efficient than subspace methods. The subspace implementation is also able to accelerate NUTS. However, we note that using a pseudo-marginal sample size 2 with a LIS dimension 24 does not lead to a reliable estimate of the IACT. The reason can be that the Hamiltonian MCMC is more sensitive to the variance of the Monte Carlo estimate of the marginal posterior. With either increasing LIS dimension or increasing pseudo-marginal sample size, we are able to stably obtain accelerated sampling performance.
Dimension scalability We also refine the model discretization by setting $d = 2^\ell$ with $\ell \in \{9, 11, 13\}$ to demonstrate the dimension scalability of our subspace methods. In Figure 3, we plot the spectra of the estimated $H$ matrices with different $\ell$. The $H$ matrices are estimated using $10^4$ posterior samples to avoid random fluctuations. To focus on the dominating part of the spectra, we plot the first $2^9$ eigenvalues. In this figure, we observe that with increasing discretization dimensions, the spectra of the $H$ matrices are similar. This suggests that the LIS dimension is invariant with respect to model refinement in this example. Then, we simulate the subspace MALA methods for difference refinement factors $\ell \in \{9, 11, 13\}$. Here we keep the LIS dimension to 40 and use a pseudo-marginal sample size $m = 5$. The estimated IACTs are $16.5 \pm 2.1$, $15.8 \pm 2.4$ and $15.6 \pm 1.8$ for $\ell = 9, 11, 13$, respectively. Again, for each of the priors, our proposed method shows dimension invariant sampling performance.

**Figure 3:** Spectra of the estimated $H$ matrices using the Besov-type prior.

Impact of prior normalization As a final remark, we also provide sample histories of Markov chains generated by subspace MALA, vanilla MALA, and the vanilla MALA without prior normalization in Figure 4. Here we observe that the prior normalization is not only the enabling tool to build the highly efficient subspace MCMC, but also able to improve the mixing of vanilla MALA in this example. When NUTS is applied to sample the original posterior without prior normalization, the resulting Markov chain gets stuck in the initial state, and hence the result is not reported in this comparison.

5.1.5 Numerical results of first-order difference Cauchy priors Here we discuss the numerical results obtained using the Cauchy prior. Because the Cauchy prior generates local discontinuities with extreme values, the PDE solver may not have well-defined solutions. As a consequence, the condition number of the discretized model can be numerically infinite. To handle this situation, we assign zero likelihood values to those numerically infeasible realizations of random fields. This truncation may create boundaries with discontinuous posterior density in the parameter space, and thus make the posterior density challenging to sample from. As a result, in this example, MCMC simulations using all the abovementioned families of samplers cannot generate rapidly convergence Markov chains. To illustrate this, the full-space MALA and the subspace MALA produce Markov chains with estimated IACTs $4.9 \times 10^4 \pm 5.4 \times 10^2$ and $1.1 \times 10^3 \pm 0.7 \times 10^2$, respectively (here we used $\ell = 9$).

In Figure 5, we observed that the Cauchy prior overall produce smaller uncertainty intervals. However, the Cauchy prior provides a better estimation of the location of the discontinuity compared
Prior normalization for certified dimension reduction

Figure 4: History of Markov chains of $x_1$ generated by subspace MALA with prior normalization (top left), vanilla MALA with prior normalization (top right) and vanilla MALA without prior normalization (bottom left).

Figure 5: Left: inversion results using the first-order difference Cauchy prior with $\ell = 9$ ($d = 512$): medians and 95% credibility intervals of the reconstructed diffusion coefficients. Spectra of the estimated $H$ matrices with different dimensions.

to the Besov-type prior previously shown. We also note that the spectra of the estimated $H$ matrix are similar across different dimension settings. This suggests that the LIS dimension in this example should be invariant with respect to model discretization.
5.2 Linear elasticity analysis of a wrench

In the second experiment, we consider a two-dimensional linear elasticity problem \([32, 53, 6]\) that models the displacement field \(u : D \to \mathbb{R}^2\) using the PDE

\[
\nabla \cdot (K(s) : \varepsilon(u(s))) = f(s), \quad s \in D \subset \mathbb{R}^2.
\]

This equation is used to model the stress equilibrium in a physical body \(D\) subject to external forces. The physical body \(D\) is a wrench shown in Figure 6. Here, \(\varepsilon(u) = \frac{1}{2}(\nabla u + \nabla u^\top)\) is the strain tensor, and \(s \mapsto K(s)\) is the Hooke tensor such that

\[
K(s) : \varepsilon(u(s)) = E(s) \left[ \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right] + \frac{\nu E(s)}{1 - \nu^2} \text{trace}(\varepsilon(u(s))) \left( \begin{array}{c} 1 \\ 0 \\ 0 \end{array} \right),
\]

where \(\nu = 0.3\) is Poisson’s ratio and \(s \mapsto E(s)\) is spatially varying Young’s modulus such that \(E(s) > 0\) for all \(s\). In this example, we aim to estimate Young’s modulus, which is modeled by a real-valued random field \(s \mapsto x(s)\) and the exponential function

\[
E(s) = \exp(x(s)).
\]

Here the random field \(x(s)\) is represented as a linear combination of the eigenfunctions of the kernel \(C(s, s') = \exp(-\|s - s'\|_2^2)\) on \(D \times D\) as follow:

\[
x^h(s) = \sum_{i=1}^{d} \psi^h_i(s) x_i,
\]

where \(d = 925\) is the number of elements in the mesh, \(\{\psi^h_1, \ldots, \psi^h_d\}\) are the piecewise constant approximations to the eigenfunctions of \(C(s, s')\), and the vector \(x = (x_1, \ldots, x_d)\) is the unknown random coefficient to be estimated. Here, we prescribe a Laplace prior to the coefficients \(x_1, \ldots, x_d\). We compute the numerical solution \(u^h = u^h(x^h)\) by Galerkin projection onto the space of continuous piecewise affine functions over a triangular mesh, see [64]. The domain \(D\), the mesh, the boundary conditions, and a sample von Mises stress of the solution are shown in Figure 6. We observe the vertical displacements \(u^h_2\) at 26 points of interest located along the green line where the force \(f\) is applied, see Figure 6. The perturbed observations are \(y = u^h_2 + e\) where \(e\) is a zero-mean \(H^1\)-normal noise with the signal-to-noise-ratio 10. Various summary statistics of the estimated parameters are shown in Figure 7, where the posterior samples are obtained using subspace MALA. In this example, the posterior distribution is able to significantly reduce the prior uncertainty.

Because the PDE model used in this example has a rather demanding computational cost, we only demonstrate the performance of Algorithm 1 using the most efficient MCMC samplers. In this example, NUTS failed to sample the posterior, because the Hamiltonian dynamics push the Markov chain to extreme tails of the posterior, where the numerical discretization of the PDE becomes unstable to solve. Recall that the standard full-space pCN and MALA are about three orders of magnitude slower than their subspace counterpart in Example 1 (cf. Table 1). In this example, we will not repeat these trivial accelerations. Instead, we compare H-MALA (which is the most efficient full-space sampling method in Example 1) with the subspace MALA using LIS dimensions \(r = \{24, 32, 40\}\) and a pseudo-marginal sample size \(m = 2\). The IACTs are reported in Table 2. Similar to the first example, Algorithm 1 with LIS is able to significantly accelerate MCMC sampling in this example.
Figure 6: Left: the true log Young’s modulus used for generating observed data. Right: the displacement of the wrench.

Figure 7: Summary statistics of the log Young’s modulus. Top left: the prior mean. Top right: the prior standard deviation. Bottom left: the estimated posterior mean. Bottom right: the estimated posterior standard deviation.

Table 2: Wrench example. Average IACTs of parameters computed by subspace MALA and H-MALA are reported. All the data reported here are in the form of mean±standard derivation.

|                | pseudo-marginal $(m = 2)$ | Hessian-preconditioned |
|----------------|---------------------------|------------------------|
| $r = 24$      | 5.45±0.83                 |                        |
| MALA $r = 32$ | 6.19±0.75                 | 67.7±10                |
| $r = 40$      | 6.58±0.96                 |                        |
6 Conclusion

In this paper we discussed the design of efficient MCMC algorithms for high-dimensional Bayesian inverse problems with heavy-tailed priors. Our methodology relies on two building blocks: first, we use normalizing transformations in order to reformulate the original inverse problem in a reference space endowed with a Gaussian prior. Then, we project the high dimensional problem onto a suitable likelihood-informed subspace (LIS) which is detected using the gradient of the log-likelihood function. The way we detect the LIS in the transformed (Gaussian) coordinates permits us to control rigorously the error caused by the dimension reduction. Furthermore, we exploit the LIS by designing efficient MCMC algorithms which better explore the important directions. While the results from these procedures can be affected by the usage of inaccurate transformations, we can correct the errors through the delayed acceptance approach. Finally, we demonstrate the effectiveness of these MCMC procedures numerically on an elliptic PDE and a linear elasticity problem.
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Appendix A. Asymptotic behaviour of $T$ for some standard distributions

In this section we prove that map $T(z) = (P^0)^{-1} \circ \Phi^0(z)$ which pushes forward the normal density $\phi^0(z) \propto e^{-z^2/2}$ to $\pi^0(x) \propto e^{-\lambda|x|^p}$ for some $p, \lambda > 0$ satisfies

$$T(z) \sim \text{sign}(z) \left( \frac{z^2}{2\lambda} \right)^{1/p} \quad \text{and} \quad T'(z) \sim \frac{z}{\lambda p} \left( \frac{z^2}{2\lambda} \right)^{1/p-1},$$

when $z \to \pm \infty$. First we give the following lemma.

**Lemma A.1.** Let $p \geq 1$ and $\lambda > 0$. Then for any $x > 0$ we have

$$\frac{e^{-\lambda x^p}}{\lambda px^{p-1}} \left( 1 + \frac{1-p}{\lambda px^p} + \frac{(1-p)(1-2p)}{(\lambda px^p)^2} \right) \leq \int_x^\infty e^{-\lambda t^p} \, dt \leq \frac{e^{-\lambda x^p}}{\lambda px^{p-1}} \left( 1 + \frac{1-p}{\lambda px^p} \right). \quad (A.1)$$

Moreover, for any $1/2 \leq p \leq 1$ and $\lambda > 0$ and $x > 0$, we have

$$\frac{e^{-\lambda x^p}}{\lambda px^{p-1}} \left( 1 + \frac{1-p}{\lambda px^p} + \frac{(1-p)(1-2p)}{(\lambda px^p)^2} \right) \leq \int_x^\infty e^{-\lambda t^p} \, dt \leq \frac{e^{-\lambda x^p}}{\lambda px^{p-1}} \left( 1 + \frac{1-p}{\lambda px^p} \right). \quad (A.2)$$

More generally, for any $n \in \mathbb{N}$ and any $\frac{1}{n+1} \leq p \leq \frac{1}{n}$ we have

$$\frac{e^{-\lambda x^p}}{\lambda px^{p-1}} \sum_{i=0}^{n+1} \prod_{k=1}^{i} \frac{1-kp}{\lambda px^p} \leq \int_x^\infty e^{-\lambda t^p} \, dt \leq \frac{e^{-\lambda x^p}}{\lambda px^{p-1}} \sum_{i=0}^{n} \prod_{k=1}^{i} \frac{1-kp}{\lambda px^p}. \quad (A.3)$$
Proof. One integration by part yields

\[
\int_x^\infty e^{-\lambda t^p} \, dt = \int_x^\infty \frac{t^{p-1} e^{-\lambda t^p}}{t^{p-1}} \, dt = \left[ \frac{e^{-\lambda t^p}}{-\lambda t^{2p-1}} \right]_x^\infty - \int_x^\infty \frac{(1-p)e^{-\lambda t^p}}{-\lambda t^{2p-1}} \, dt
\]

Thus, if \( p \geq 1 \) then \( \int_x^\infty e^{-\lambda t^p} \, dt \leq \frac{e^{-\lambda x^p}}{\lambda px^{2p-1}} \), which gives the right-hand side of (A.1). On the other hand, \( p \geq 1 \) ensures \( 2p - 1 \geq 0 \) so that

\[
\int_x^\infty \frac{e^{-\lambda t^p}}{t^{p-1}} \, dt \leq \frac{1}{x^{2p-1}} \int_x^\infty e^{-\lambda t^p} \, dt = \frac{1}{x^{2p-1}} \frac{e^{-\lambda x^p}}{\lambda p},
\]

and then \( \int_x e^{-\lambda t^p} \, dt \geq \frac{e^{-\lambda x^p}}{\lambda px^{2p-1}} \left( 1 + \frac{1-p}{\lambda px^p} \right) \), which is the left-hand side of (A.1). This shows that (A.1) holds for any \( p \geq 1 \).

Now let \( 1/2 \leq p \leq 1 \). To show (A.2), we apply one more integration by part to (A.4) and find

\[
\int_x^\infty e^{-\lambda t^p} \, dt = \int_x^\infty t^{p-1} e^{-\lambda t^p} \, dt = \left[ \frac{e^{-\lambda t^p}}{-\lambda t^{2p-1}} \right]_x^\infty - \int_x^\infty \frac{(1-2p)e^{-\lambda t^p}}{-\lambda t^{2p-1}} \, dt
\]

so that

\[
\int_x^\infty e^{-\lambda t^p} \, dt = \frac{e^{-\lambda x^p}}{\lambda px^{2p-1}} + \frac{(1-p)e^{-\lambda x^p}}{(\lambda p)^2 x^{2p-1}} + \frac{(1-p)(1-2p)}{(\lambda p)^2} \int_x^\infty t^{p-1} e^{-\lambda t^p} \, dt.
\]

Because \( 1/2 \leq p \leq 1 \) we have \( 1-p \geq 0 \) and \( (1-p)(1-2p) \leq 0 \) so that \( \int_x^\infty e^{-\lambda t^p} \, dt \leq \frac{e^{-\lambda x^p}}{\lambda px^{2p-1}} \left( 1 + \frac{1-p}{\lambda px^p} \right) \). This gives the right-hand side of (A.2). Furthermore, \( 1/2 \leq p \leq 1 \) ensures \( 3p - 1 \geq 0 \) so that

\[
\int_x^\infty \frac{e^{-\lambda t^p}}{t^{3p-1}} \, dt \leq \frac{1}{x^{3p-1}} \int_x^\infty t^{p-1} e^{-\lambda t^p} \, dt = \frac{1}{x^{3p-1}} \frac{e^{-\lambda x^p}}{\lambda p},
\]

so that \( \int_x^\infty e^{-\lambda t^p} \, dt \geq \frac{e^{-\lambda x^p}}{\lambda px^{2p-1}} \left( 1 + \frac{1-p}{\lambda px^p} + \frac{(1-p)(1-2p)}{(\lambda p)^2 x^{2p}} \right) \). This shows that (A.2) holds for \( 1/2 \leq p \leq 1 \).

By recursion, we have that for any \( n \geq 1 \) the inequality (A.3) holds for any \( \frac{1}{n+1} \leq p \leq \frac{1}{n} \).
**Lemma A.2.** Suppose $\pi^0(x) = Z_p^{-1,\lambda} \exp(-\lambda |x|^p)$ with $p, \lambda > 0$ and $Z_p,\lambda = \int \exp(-\lambda |x|^p) \, dx$. Then

$$T(z) \sim \left(\frac{z^2}{2\lambda}\right)^{1/p}, \quad T'(z) \sim \frac{z}{\lambda p} \left(\frac{z^2}{2\lambda}\right)^{1-p-1},$$

when $z \to \infty$.

**Proof.** For any $x > 0$, we have $\mathcal{P}^0(x) = 1 - Z_{p,\lambda}^{-1} \int_x^\infty e^{-\lambda x^p} \, dx$ so that Lemma A.1 ensures

$$1 - e^{-\lambda x^p} F_n(x) \leq \mathcal{P}^0(x) \leq 1 - e^{-\lambda x^p} F_{n+1}(x). \quad \text{(A.5)}$$

Here, $n$ is the integer such that $\frac{1}{n+1} \leq p \leq \frac{1}{n}$ and $F_n(x)$ is given by

$$F_n(x) = \frac{1}{Z_p,\lambda p x^{p-1}} \sum_{i=0}^n \prod_{k=1}^i \frac{1-kp}{\lambda p x^p}.$$ Because $F_n(x)$ is a rational function in $x$, it is dominated by the exponential function. Thus, we have that for any $\varepsilon > 0$, there exists $A \geq 0$ such that $F_n(x) \leq e^{\lambda x^p}$ and $F_{n+1}(x) \geq e^{-\lambda x^p}$ hold for any $x \geq A$. We deduce that

$$1 - e^{-\lambda(1+\varepsilon)x^p} \leq \mathcal{P}^0(x) \leq 1 - e^{-\lambda(1+\varepsilon)x^p},$$

holds for any $x \geq A$. Replacing $x$ with $T(z) = (\mathcal{P}^0)^{-1} \circ \Phi^0(z)$ we obtain

$$-\log(1 - \Phi^0(z)) \leq T(z)^{\lambda} \leq -\log(1 - \Phi^0(z)),$$

for any $z \geq T^{-1}(A)$. Because $1 - \Phi^0(z) = \frac{1}{2\pi} \int_{\infty}^z e^{-t^2/2} \, dt$, Lemma A.1 with $p = 2$ and $\lambda = 1/2$ ensures

$$\frac{z^2}{2\lambda(1+\varepsilon)} + \frac{\log(z \sqrt{2\pi})}{\lambda(1+\varepsilon)} \leq T(z)^{\lambda} \leq \frac{z^2}{2(1-\varepsilon)} + \frac{\log(z \sqrt{2\pi}/(1-1/2))}{\lambda(1-\varepsilon)},$$

for any $z \geq T^{-1}(A)$. We deduce that $T(z) \sim (\frac{z^2}{2\lambda})^{1/p}$ when $z \to \infty$. Because $T(-z) = -T(z)$, we obtain $T(z) \sim -(\frac{z^2}{2\lambda})^{1/p}$ when $z \to -\infty$.

We now analyze $T'(z)$. Assume $x > 0$. By letting $x = T(z)$ in (A.5) we obtain

$$\sum_{i=0}^n \prod_{k=1}^i \frac{1-kp}{\lambda p T(z)^p} \leq e^{-\lambda T(z)^p} \leq \frac{T(z)^{p-1} \lambda p (1 - \Phi^0(x))}{\sum_{i=0}^{n+1} \prod_{k=1}^i \frac{1-kp}{\lambda p T(z)^p}}.$$ Since $T'(z) = \frac{\phi^0(x)}{\pi 1(T(z))}$, we can write

$$\frac{\phi^0(x) \sum_{i=0}^{n+1} \prod_{k=1}^i \frac{1-kp}{\lambda p T(z)^p}}{T(z)^{p-1} \lambda p (1 - \Phi^0(x))} \leq T'(z) \leq \frac{\phi^0(x) \sum_{i=0}^n \prod_{k=1}^i \frac{1-kp}{\lambda p T(z)^p}}{T(z)^{p-1} \lambda p (1 - \Phi^0(x))}.$$
so that, using the fact that \( \frac{\phi_0(z)}{z} \left(1 - \frac{1}{z^2} \right) \leq 1 - \Phi_0(z) \leq \frac{\phi_0(z)}{z} \), we get

\[
\frac{z}{T(z)^{p-1}\lambda p} \sum_{i=0}^{n+1} \prod_{k=1}^{i} \frac{1-kp}{\lambda p T(z)^p} \leq T'(z) \leq \frac{z}{T(z)^{p-1}\lambda p} \sum_{i=0}^{n} \prod_{k=1}^{i} \frac{1-kp}{\lambda p T(z)^p} \frac{1 - 1/z^2}{1 - 1/z^2}.
\]

We deduce that

\[
T'(z) \sim \frac{z}{T(z)^{p-1}\lambda p} \sim \frac{z}{\lambda p} \left(\frac{z^2}{2\lambda}\right)^{1/p-1}
\]

when \( z \to \infty \). Because \( T'(-z) = T'(z) \), we deduce that the above equivalent also holds when \( z \to -\infty \).

\[\square\]
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