A GAP THEOREM FOR FREE BOUNDARY MINIMAL SURFACES IN GEODESIC BALLS OF HYPERBOLIC SPACE AND HEMISPHERE
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Abstract. In this paper we provide a pinching condition for the characterization of the totally geodesic disk and the rotational annulus among minimal surfaces with free boundary in geodesic balls of three-dimensional hyperbolic space and hemisphere. The pinching condition involves the length of the second fundamental form, the support function of the surface, and a natural potential function in hyperbolic space and hemisphere.

1. Introduction

To characterize simple but important geometric objects by various standards has been a focus of attention for a long time. For example, F. J. Almgren [1] proved that the equator is the only minimal surface in $S^3$ of genus 0 (up to rigid motions in $S^3$). The Lawson conjecture confirmed by S. Brendle [5] states that the Clifford torus is the only embedded minimal torus in $S^3$. The Pinkall-Sterling conjecture proved by B. Andrews and H. Li [3] says that the rotational torus is the only embedded torus with constant mean curvature in $S^3$. The Willmore conjecture due to Marques and Neves [18] shows that the Clifford torus is the unique minimizer of the Willmore energy among surfaces in $S^3$ of genus at least 1. In another direction, the equator and the Clifford tori $C_{m,n-m} := S^m(\sqrt{\frac{m}{n}}) \times S^{n-m}(\sqrt{\frac{n-m}{n}})$, $1 \leq m \leq n-1$, in $S^{n+1}$ can be characterized by the following gap theorem:

**Theorem 1** (Chern-Do Carmo-Kobayashi [8], Lawson [13], and Simons [25]). Let $\Sigma^n$ be a closed minimal hypersurface in the unit sphere $S^{n+1}$. Assume that its second fundamental form $A$ satisfies

$$|A|^2 \leq n.$$  \hspace{1cm} (1)

Then

1. either $|A|^2 \equiv 0$ and $\Sigma^n$ is an equator;
2. or $|A|^2 \equiv n$ and $\Sigma^n$ is one of Clifford tori $C_{m,n-m}$, $1 \leq m \leq n-1$.
In the setting where a minimal surface lies in a 3-dimensional Euclidean unit ball \( B^3 \) with free boundary, the flat equatorial disk and the critical catenoid play analogous roles as the equator and the Clifford torus in \( S^3 \). Here the critical catenoid is a piece of a catenoid in \( \mathbb{R}^3 \) which intersects \( \partial B^3 \) orthogonally (free boundary). Due to their simple topology, these two examples in \( B^3 \) have got extensively studied these years. We refer the readers to [2] for a nice account of the works concerning the flat equatorial disk and the critical catenoid. Or see e.g. [4,9,11–14,20,22,26,28]. In particular, very recently Lucas Ambrozio and Ivaldo Nunes have obtained a gap theorem which is similar to Theorem 1 in some sense.

**Theorem 2** (Ambrozio-Nunes [2]). Let \( \Sigma \) be a compact free boundary minimal surface in Euclidean unit ball \( B^3 \). Assume that for all points \( x \in \Sigma \),

\[
|A|^2(x, N(x))^2 \leq 2,
\]

where \( N(x) \) denotes a unit normal vector at the point \( x \in \Sigma \) and \( A \) denotes the second fundamental form of \( \Sigma \). Then

1. either \( |A|^2(x, N(x))^2 \equiv 0 \) and \( \Sigma \) is a flat equatorial disk;
2. or \( |A|^2(p, N(p))^2 = 2 \) at some point \( p \in \Sigma \) and \( \Sigma \) is a critical catenoid.

In this paper we aim at proving a similar gap theorem in the 3-dimensional hyperbolic space \( \mathbb{H}^3 \) and hemisphere \( S^3_+ \). To that end we first introduce some notations.

Let \( M^3 \) be a 3-dimensional warped product Riemannian manifold \([0, R_\infty) \times S^2 \) equipped with the metric (see [16])

\[
g = dr^2 + \lambda(r)^2 g_{S^2},
\]

where \( \lambda(r) \) and \( R_\infty \) are given by

\[
\lambda(r) = \begin{cases} 
  r, & R_\infty = +\infty, \\
  \sinh r, & R_\infty = +\infty, \\
  \sin r, & R_\infty = \pi/2.
\end{cases}
\]

That is, \( M^3 \) is Euclidean space \( \mathbb{R}^3 \), hyperbolic space \( \mathbb{H}^3 \) or hemisphere \( S^3_+ \). For any surface \( \Sigma \) in \( M^3 \), there are two important functions, i.e. the potential function \( \lambda' \) and the support function \( \langle X, N \rangle \). Here \( X = \lambda(r) \partial_r \) is the natural conformal vector field on \( M^3 \) and \( N \) is a unit normal of the surface. For example, these two functions appear in the well-known Minkowski formulas.

Let \( B_R = [0, R) \times S^2 \subset M^3 \) be the geodesic ball in \( M^3 \) with radius \( R \), and \( \Sigma^2 \) be a compact free boundary minimal surface in \( B_R \). Now we can state our main result as follows:

**Theorem 3.** Let \( \Sigma \) be a compact free boundary minimal surface in the geodesic ball \( B_R \subset M^3 \) with radius \( R < R_\infty \). Assume that for all points \( x \) in \( \Sigma \),

\[
\frac{|A|^2(\langle X, N \rangle)^2}{(\lambda')^2} \leq 2,
\]
where $N(x)$ denotes a unit normal vector at the point $x \in \Sigma$ and $A$ denotes the second fundamental form of $\Sigma$. Then

1. either $|A|^2(N(x), X)^2 \equiv 0$ and $\Sigma$ is a totally geodesic disk;
2. or $\frac{|A|^2(N(p), X)^2}{(\lambda)^2} = 2$ at some point $p \in \Sigma$ and $\Sigma$ is a rotational annulus.

The proof of Theorem 3 proceeds parallel to that of Theorem 2. Firstly we deal with the hyperbolic case, that is, $M^3 = \mathbb{H}^3$. It is our key observation that the length square of the natural conformal vector $X$ can define a convex function on the surface $\Sigma$ under the pinching condition (4), which is the content of Lemma 4. Then we divide the condition (4) into two cases: either it is a strict inequality on $\Sigma \setminus \partial \Sigma$, or it is an equality for some $p \in \Sigma \setminus \partial \Sigma$. In the latter case we can use the Minkowski space model for $\mathbb{H}^3$ to prove the surface is rotational, which is another difference from that in [2]. Secondly for the spherical case $M^3 = S^3_+$, after a little bit more work, we are able to find a convex function on $\Sigma$ under (4), see Lemma 8. Then the remaining is similar to that in hyperbolic case.

This paper is organised as follows. In Section 2 we check that in hyperbolic case the rotational minimal annulus with free boundary in $B_R \subset \mathbb{H}^3$ indeed satisfies the condition (4), where the Poincaré disk model for $\mathbb{H}^3$ is convenient. Then in Section 3 as mentioned above we prove Theorem 3 for hyperbolic case. Finally in Section 4 we provide the key Lemma 8 in spherical case to finish the proof of Theorem 3 for spherical case. Throughout the paper, the inner product $\langle \cdot, \cdot \rangle$ and the norm $|\cdot|$ are with respect to the curved metric unless otherwise indicated.
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2. The two examples for hyperbolic case

This section is devoted to examples in hyperbolic space $\mathbb{H}^3$ which satisfy the condition (4). Obviously the totally geodesic disk satisfies (4). While for the rotational minimal annulus with free boundary in $B_R \subset \mathbb{H}^3$, we verify (4) as follows.

First we use the Minkowski space model for $\mathbb{H}^3 \subset \mathbb{R}^4_1$, that is,

$$\mathbb{H}^3 = \{y \in \mathbb{R}^4_1 : y^4 = \sqrt{(y^1)^2 + (y^2)^2 + (y^3)^2 + 1}\},$$

(5)
with the metric induced from the Lorentz inner product \( \langle \cdot, \cdot \rangle_1 \) in \( \mathbb{R}^4_1 \). Then as in \([10, 21]\), the rotational catenoid we consider can be parametrized as the map \( F_a : \mathbb{R} \times S^1 \to \mathbb{H}^3 \) given by
\[
F_a(s, \theta) = \left( \sqrt{a \cosh 2s - \frac{1}{2}} \cos \theta, \sqrt{a \cosh 2s - \frac{1}{2}} \sin \theta, \\
\sqrt{a \cosh 2s + \frac{1}{2}} \sinh \phi(s), \sqrt{a \cosh 2s + \frac{1}{2}} \cosh \phi(s) \right),
\]
where \( \phi(s) \) is the integral
\[
\phi(s) = \sqrt{a^2 - \frac{1}{4}} \int_0^s \frac{1}{(a \cosh 2t + \frac{1}{2}) \sqrt{a \cosh 2t - \frac{1}{2}}} dt,
\]
and \( a > \frac{1}{2} \) is a constant. Note that \( F_a \) is rotational around the plane generated by coordinate vectors \( \partial_3 \) and \( \partial_4 \), and \( s \) is the arclength parameter of the generating curve.

Using this model, we can prove for any geodesic ball \( B_R \subset \mathbb{H}^3 \) centered at \((0, 0, 0, 1)\), there exists a unique \( a = a(R) \) such that \( F_a(R) \) is a minimal annulus with free boundary in \( B_R \). In fact, it suffices to prove, for any \( a > \frac{1}{2} \) and fixed \( \theta \) (say 0), the tangent straight line \( \{ F(s) + kF'(s) : k \in \mathbb{R} \} \) in \( \mathbb{R}^4_1 \) will intersect with the \( y^4 \)-axis for some \( s_0 > 0 \). Then \( F(s_0) \) is on the boundary of the geodesic ball. The proof is elementary, which we omit here.

However, under this model it is not easy to see that (4) holds on \( \Sigma \). To that end, we shall use the Poincaré disk model for \( \mathbb{H}^3 \). That is,
\[
\mathbb{H}^3 = \{ z \in \mathbb{R}^3 : \sum_{i=1}^3 (z^i)^2 < 1 \},
\]
with the conformal flat metric
\[
g = \rho(z)^2 g_0 = \frac{4}{1 - \sum_{i=1}^3 (z^i)^2} \sum_{i=1}^3 (dz^i)^2.
\]

Here \( \rho(z) = \frac{2}{1 - \sum_{i=1}^3 (z^i)^2} \) and \( g_0 = \sum_{i=1}^3 (dz^i)^2 \). Now consider the rotational minimal surface \( \Sigma \) in \( \mathbb{H}^3 \) given by
\[
z(t, \theta) = (t, f(t) \cos \theta, f(t) \sin \theta), \quad -1 \leq -\bar{a} \leq t \leq \bar{a} \leq 1.
\]

As a surface in Euclidean space, \( \Sigma \) has a unit normal
\[
\hat{N} = \frac{(f', - \cos \theta, - \sin \theta)}{\sqrt{1 + (f')^2}},
\]
and two principal curvatures
\[
\bar{k}_1 = -\frac{f''}{(1 + (f')^2)^{\frac{3}{2}}}, \quad \bar{k}_2 = \frac{1}{f(1 + (f')^2)^{\frac{1}{2}}}.
\]
Then as a surface in hyperbolic space, i.e. with a conformal metric \( g = \rho^2 g_0 \), the surface \( \Sigma \) has two principal curvatures (see e.g. [17, Lemma 10.1.1])

\[
\kappa_i = \frac{\bar{\kappa}_i}{\rho} - \frac{\bar{N}(\rho)}{\rho^2}, \quad i = 1, 2,
\]

(12)

here \( \bar{N}(\rho) \) means the directional derivative, namely \( \bar{N}(\rho) = g_0(\bar{N}, \nabla g_0 \rho) \).

With these preparation, since \( \Sigma \) is a minimal surface in \( \mathbb{H}^3 \), we can derive

\[
\frac{f''}{1 + (f')^2} = \frac{1}{f} + 4 \frac{f - tf'}{1 - t^2 - f'^2},
\]

(13)

with initial data

\[
f(0) = c \in (0, 1), \quad f'(0) = 0.
\]

(14)

Then for a geodesic ball \( B_R \subset \mathbb{H}^3 \) centered at the origin with hyperbolic radius \( R \), we can find a unique \( c = c(R) \) such that the solution curve \( f(t) (t \in [-a, a]) \) generates a minimal annulus with free boundary in \( B_R \). Moreover, the free boundary condition requires that \( a \) is the first zero of the function \( f(t) - tf'(t) \).

Now we are in a position to verify (4). First note that (4) is equivalent to

\[
\kappa_2 \cdot (- < N, \partial_r >) \cdot \tanh r \leq 1,
\]

(15)

where \( r \) is the geodesic distance from \( z = (t, f(t) \cos \theta, f(t) \sin \theta) \) to the origin with respect to \( g \). We can compute it to get

\[
r = \ln \frac{1 + |z|_{g_0}}{1 - |z|_{g_0}},
\]

(16)

which implies

\[
\tanh r = \frac{2|z|_{g_0}}{1 + |z|^2_{g_0}} = \frac{2\sqrt{t^2 + f^2}}{1 + t^2 + f^2}.
\]

(17)

Meanwhile,

\[
<N, \partial_r > = g_0(\bar{N}, \frac{z}{|z|_{g_0}}) = \frac{tf' - f}{\sqrt{1 + (f')^2} \sqrt{t^2 + f^2}}.
\]

In summary, we have

\[
\kappa_2 \cdot (- < N, \partial_r >) \cdot \tanh r = \left( \frac{1 - t^2 - f^2}{2f\sqrt{1 + (f')^2}} - \frac{tf' - f}{\sqrt{1 + (f')^2}} \right) \times \frac{f - tf'}{\sqrt{1 + (f')^2} \sqrt{t^2 + f^2}} \times \frac{2\sqrt{t^2 + f^2}}{1 + t^2 + f^2} = \frac{(1 + f^2 - t^2 - 2tf f')(f - tf')}{f(1 + (f')^2)(1 + t^2 + f^2)}.
\]

(18)

In view of the equation (13), we know that on \((0, a)\)

\[f' \geq 0, \quad f'' \geq 0, \quad f - tf' > 0, \quad \text{and} \quad 1 + f^2 - t^2 - 2tf f' > 0.\]
Furthermore, it is straightforward to check the numerator in (18) is decreasing, while the denominator is increasing. As a consequence, \(-\kappa_2 \cdot <\mathbf{N}, \partial_r \rangle \cdot \tanh r\) is decreasing from 1 to 0. This finishes the verification of (4).

3. Proof of Theorem 3 for hyperbolic case

In this section we assume \(M^3 = \mathbb{H}^3\). Firstly we prove a useful lemma.

Lemma 4. Let \(\Sigma^2\) be a free boundary minimal surface in \(B_R \subset \mathbb{H}^3\). Let \(\varphi\) be the function defined by
\[
\varphi(x) = \lambda(r(x))^2, \quad x \in \Sigma. \tag{19}
\]
Then we have
\begin{enumerate}[(a)]
\item \(\nabla^\Sigma \varphi(x) = 2\lambda \lambda' \partial_r\) for all \(x \in \partial \Sigma\).
\item For each \(x \in \Sigma\), when \(\frac{|A|^2 \langle \mathbf{N}(x), X \rangle^2}{(\lambda')^2} \leq 2\), the matrix \(\text{Hess}_{\Sigma} \varphi(x)\) is positive semi-definite.
\end{enumerate}

Proof. Note that \(X = \lambda(r) \partial_r\) is a conformal vector field, i.e. for any vector field \(v \in TM^3\) we have (see e.g. [6,16])
\[
D_v(\lambda(r) \partial_r) = \lambda'(r)v. \tag{20}
\]
Here \(D\) is the connection of ambient space \(M^3\). And we will use \(\nabla = \nabla^\Sigma\) to denote the connection of \(\Sigma\).

Note that \(\varphi(x) = |X|^2\). Let \(e_1, e_2 \in T_x \Sigma\) be an orthonormal basis for \(T_x \Sigma\). Then for (a),
\[
\nabla \varphi(x) = (e_i |X|^2) e_i = 2(D_{e_i} X, X) e_i = 2(\lambda e_i, \lambda \partial_r) e_i = 2\lambda \lambda' \partial_r^T e_i,
\]
where \((\cdot)^T\) denotes the orthogonal projection onto \(T_x \Sigma\). Now along \(\partial \Sigma\), the vector \(\partial_r\) is the conormal of \(\partial \Sigma\) in \(\Sigma\). So we have \(\nabla \varphi(x) = 2\lambda \lambda' \partial_r\) for all \(x \in \partial \Sigma\), which proves (a).

For (b), taking any \(Y, Z \in T_x \Sigma\), we have
\[
\text{Hess}_{\Sigma} \varphi(x)(Y, Z) = YZ(|X|^2) - (\nabla_Y Z)(|X|^2)
\]
\[
= 2Y(\lambda' Z, X) - 2(\lambda' \nabla_Y Z, X)
\]
\[
= 2\lambda'' \langle Y, \partial_r \rangle \langle Z, X \rangle + 2(\lambda' \nabla_Y Z, X) + 2(\lambda')^2 \langle Z, Y \rangle - 2(\lambda' \nabla_Y Z, X)
\]
\[
= 2\lambda \lambda'' \langle Y, \partial_r \rangle \langle Z, \partial_r \rangle + 2(\lambda')^2 \langle Z, Y \rangle + 2\lambda' \langle A(Y), Z \rangle \langle N(x), X \rangle
\]
\[
= 2\lambda \lambda'' \langle Y, \partial_r \rangle \langle Z, \partial_r \rangle + 2(\lambda')^2 \left\langle Y + \frac{1}{\lambda'} A(Y), N(x), X \right\rangle. \tag{21}
\]
Note that \( \lambda''(r) = \sinh r \geq 0 \) and the second fundamental form \( A \) has eigenvalues \( \pm |A|/\sqrt{2} \). Therefore when \( \frac{|A|^2 \langle N(x), X \rangle^2}{(\lambda')^2} \leq 2 \), the matrix \( \text{Hess}_\Sigma \varphi(x) \) is positive semi-definite.

Then as in [2], we can obtain the following proposition. The proof for it is the same as in [2]. We omit the details here.

**Proposition 5.** Let \( \Sigma \) be a compact free boundary minimal surface in \( B_R \subset \mathbb{H}^3 \). Define

\[
C = \{ p \in \Sigma : r(p) = \min_{x \in \Sigma} r(x) \}.
\]

(22)

If \( \frac{|A|^2 \langle N(x), X \rangle^2}{(\lambda')^2} \leq 2 \) on \( \Sigma \), then

(a) either \( C \) contains a single point \( p \in \Sigma \setminus \partial \Sigma \), in which case \( \Sigma \) must be a totally geodesic disk;

(b) or \( C \) is a simple closed geodesic in \( \Sigma \setminus \partial \Sigma \) and \( \Sigma \) is homeomorphic to an annulus.

Moreover, reasoning as in [2], we have a corollary.

**Corollary 6.** Let \( \Sigma \) be a compact free boundary minimal surface in \( B_R \subset \mathbb{H}^3 \). If \( \frac{|A|^2 \langle N(x), X \rangle^2}{(\lambda')^2} < 2 \) on \( \Sigma \), then \( \Sigma \) is a totally geodesic disk.

In view of this corollary, it remains to deal with the case where the function \( \frac{|A|^2 \langle N(x), X \rangle^2}{(\lambda')^2} \) attains its maximum value 2 at some point on \( \Sigma \).

**Proposition 7.** Let \( \Sigma \) be a compact free boundary minimal surface in \( B_R \subset \mathbb{H}^3 \). If \( \frac{|A|^2 \langle N(x), X \rangle^2}{(\lambda')^2} \leq 2 \) on \( \Sigma \), and \( \frac{|A|^2 \langle N, X \rangle^2}{(\lambda')^2} = 2 \) at some point \( p \in \Sigma \), then \( \Sigma \) is a rotational annulus.

The proof is similar to that of [2, Proposition 4], with some adaptation to curved space. We include it here for completeness.

**Proof.** The function \( \varphi : \Sigma \rightarrow \mathbb{R} \) and \( C \) are defined as before. Since \( \frac{|A|^2 \langle N, X \rangle^2}{(\lambda')^2} = 2 \) at some point \( p \in \Sigma \), then case (a) in Proposition 5 cannot happen. In fact, should (a) occur, then by [27, Theorem 4.1] or [23, Theorem 2.1] (an extension of Nitsche’s result [22]), \( \Sigma \) is a totally geodesic disk, a contradiction. Thus \( \Sigma \) is homeomorphic to an annulus and \( C \) is a simple closed geodesic \( \gamma : [0, l] \rightarrow \Sigma \) with arc parameter. Note that \( \inf_{\Sigma} \varphi > 0 \).

Let \( r_0 > 0 \) satisfy \( \sinh^2 r_0 = \inf_{\Sigma} \varphi \) and let \( S_{r_0} \subset \mathbb{H}^3 \) be the geodesic sphere of radius \( r_0 \) centered at the origin. Then \( \Sigma \subset \{ x \in \mathbb{H}^3 : r(x) \geq r_0 \} \) and \( \Sigma \cap S_{r_0} = \gamma([0, l]) \). Therefore \( T_{\gamma(s)} \Sigma = T_{\gamma(s)} S_{r_0} \) for all \( s \in [0, l] \). Note
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that $\gamma$ is a geodesic in $\Sigma$. So it is also a geodesic in $S_{r_0}$. That is, $\gamma$ is a great circle of $S_{r_0}$.

Now we recall the Minkowski space model for $\mathbb{H}^3 \subset \mathbb{R}^4_1$, that is,

$$\mathbb{H}^3 = \{ y \in \mathbb{R}^4_1 : y^4 = \sqrt{(y^1)^2 + (y^2)^2 + (y^3)^2 + 1} \}, \quad (23)$$

and we set $B_R \subset \mathbb{H}^3$ centered at $(0,0,0,1)$. Based on the analysis above, we can assume that $\partial_3$ is orthogonal to the hyperplane which contains the circle $\gamma$ and $\partial_4$. Then $\{\gamma'(s), \partial_3\}$ is an orthonormal basis of $T_{\gamma(s)} \Sigma$ for all $s \in [0,l]$.

Now as in [27, Theorem 5.1], we define for any three vectors $v_1, v_2, v_3$ in $\mathbb{R}^4_1$ their Lorentz cross product $v_1 \wedge v_2 \wedge v_3$ as the unique vector such that for any $v \in \mathbb{R}^4_1$:

$$\langle v_1 \wedge v_2 \wedge v_3, v \rangle_1 = \det(v_1, v_2, v_3, v), \quad (24)$$

where $\langle \cdot, \cdot \rangle_1$ is the Lorentz inner product and $\det$ is the determinant in the canonical basis.

With this preparation, we define a function $u : \Sigma \to \mathbb{R}$ by

$$u(x) = \langle \phi(x) \wedge \partial_3 \wedge \partial_4, N(x) \rangle_1. \quad (25)$$

Here $\phi : \Sigma \to \mathbb{H}^3 \subset \mathbb{R}^4_1$ denotes the immersion of the surface. It is straightforward to verify that

$$\Delta u + (|A|^2 - 2)u = 0 \text{ on } \Sigma, \quad \frac{\partial u}{\partial \nu} = \coth R \cdot u \text{ on } \partial \Sigma, \quad (26)$$

which means that $u$ is a Jacobi function on $\Sigma$. And note that $u \equiv 0$ on $\Sigma$ if and only if $\Sigma$ is a rotational surface in $\mathbb{R}^4_1$ around the two-dimensional subspace generated by $\partial_3$ and $\partial_4$.

Now on the one hand, $\gamma([0,l])$ is contained in $u^{-1}(0)$, which implies at any point $\gamma(s)$ we have $\langle \nabla u, \gamma' \rangle = \frac{d(u(\gamma(s)))}{ds} = 0$. On the other hand, recall $\{\gamma'(s), \partial_3\}$ is an orthonormal basis of $T_{\gamma(s)} \Sigma$ and $\gamma'(s)$ is a principal direction of $\Sigma$. Then $\partial_3$ is the other principal direction at $\gamma(s)$, which implies $D_{\partial_3} N$ is parallel to $\partial_3$.

Therefore,

$$\langle \nabla u, \partial_3 \rangle = \langle \partial_3 \wedge \partial_3 \wedge \partial_4, N(x) \rangle_1 + \langle \phi(x) \wedge \partial_3 \wedge \partial_4, \langle \partial_3, N(x) \rangle_1 \phi(x) + D_{\partial_3} N(x) \rangle_1 = 0.$$

To sum up, $\nabla u = 0$ along the circle $\gamma$, which means the critical points of $u$ in the nodal set $u^{-1}(0)$ are not isolated. Then a result of S. Y. Cheng [7, Theorem 2.5] shows $u \equiv 0$ on $\Sigma$. As a consequence, $\Sigma$ is a rotational annulus as claimed.

□

4. PROOF OF THEOREM 3 FOR SPHERICAL CASE

For the problem in hemisphere, the key lemma is the following.
Lemma 8. Let $\Sigma$ be a free boundary minimal surface in $B_R \subset S^3$ with $R \in (0, \pi/2)$. Let $\varphi$ be the function defined by

$$\varphi(x) = \lambda(r(x))^2, \quad x \in \Sigma,$$

and choose $\Phi(s) = 1 - \sqrt{1 - s}$. Then we have

(a) $\nabla^\Sigma \Phi(\varphi)(x) = 2\Phi'(\varphi)\lambda\lambda' \partial_r$ for all $x \in \partial \Sigma$.

(b) For each $x \in \Sigma$, when $|A|^2 \langle N(x), X \rangle^2 (\lambda')^2 \leq 2$, the matrix $\text{Hess}_\Sigma \Phi(\varphi)(x)$ is positive semi-definite.

Proof. (a) Since $\nabla^\Sigma \Phi(\varphi) = \Phi'(\varphi)\nabla^\Sigma \varphi$, the conclusion follows immediately.

(b) First we have for any $Y, Z \in T_x \Sigma$,

$$\text{Hess}_\Sigma \Phi(\varphi)(Y, Z) = \Phi''(\varphi)4\lambda^2(\lambda')^2 \langle Y, \partial_r \rangle \langle Z, \partial_r \rangle + \Phi'(\varphi)\text{Hess}_\Sigma \varphi(Y, Z).$$

Now using the computation in Lemma 4, i.e. Equality (21), we get

$$\text{Hess}_\Sigma \Phi(\varphi)(Y, Z) = \Phi''(\varphi)4\lambda^2(\lambda')^2 \langle Y, \partial_r \rangle \langle Z, \partial_r \rangle + \Phi'(\varphi)\text{Hess}_\Sigma \varphi(Y, Z).$$

Note that $\lambda = \sin r$, $\lambda' = \cos r$, $\lambda'' = -\sin r$, $\Phi' = \frac{1}{2}(1 - s)^{-\frac{1}{2}}$ and $\Phi'' = \frac{1}{3}(1 - s)^{-\frac{3}{2}}$. So we can check that $2\Phi''(\varphi)\lambda^2(\lambda')^2 + \Phi'(\varphi)\lambda\lambda'' = 0$. Then the conclusion follows.

The rest of the proof of Theorem 3 for spherical case is similar to that for hyperbolic case, with minor modification. Just note that now $\Phi(\varphi)$ is a convex function under the pinching condition (4). Then the remaining goes through. Here we omit the details. Therefore we complete the proof of Theorem 3.

Remark 9. The existence of the rotational free boundary minimal annulus in $B_R \subset S^3_+ (R < \pi/2)$ is easier now. For example, see the deep result [19] by Davi Maximo, Ivaldo Nunes and Graham Smith. In fact, here we are only concerned with the existence of the rotational annulus. When the radius $R$ of the geodesic ball is small, the metric is approximately Euclidean and so we get the existence. While for large radius, the existence of the rotational annulus follows from the continuity of the solution on the radius.
Moreover, consider the parametrization of $\Sigma$ as $F_a : \mathbb{R} \times S^1 \rightarrow S^3$ given by (see [10])

$$F_a(s, \theta) = \left( \sqrt{\frac{1}{2} + a \cos 2s \cos \theta}, \sqrt{\frac{1}{2} + a \cos 2s \sin \theta}, \sqrt{\frac{1}{2} - a \cos 2s \sin \phi(s)}, \sqrt{\frac{1}{2} - a \cos 2s \cos \phi(s)} \right),$$

where $\phi(s)$ is the integral

$$\phi(s) = \sqrt{\frac{1}{4} - a^2} \int_0^s \frac{1}{\left(\frac{1}{2} - a \cos 2t\right) \sqrt{\frac{1}{2} + a \cos 2t}} dt,$$

(28)

and $-\frac{1}{2} < a < 0$ is a constant. Then after a lengthy, but direct calculation, one can check that [1] holds for $F_a$ in some geodesic ball $B_{R(a)} \subset S^3$ with $R(a) < \pi/2$.
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