GLOBAL REGULARITY OF SOLUTIONS TO QUASILINEAR CONORMAL DERIVATIVE PROBLEM WITH CONTROLLED GROWTH
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Abstract. We prove the global regularity of weak solutions to the conormal derivative boundary value problem for quasilinear elliptic equations in divergence form on Lipschitz domains under the controlled growth conditions on the low order terms. The leading coefficients are in the class of BMO functions with small mean oscillations.

1. Introduction

We consider the conormal derivative boundary value problem

\[
\begin{cases}
-D_i (A_{ij} (x,u) D_j u + a_i (x,u)) = b(x,u,\nabla u) & \text{in } \Omega, \\
(A_{ij} (x,u) D_j u + a_i (x,u)) \cdot \nu(x) = 0 & \text{on } \partial \Omega.
\end{cases}
\]

Here the equation is a quasilinear elliptic equation in divergence form, \(\Omega\) is a bounded Lipschitz domain in \(\mathbb{R}^d\), \(d \geq 2\), with a small Lipschitz constant, and \(\nu(x)\) is the outward normal vector to the surface \(\partial \Omega\). We call \(u \in W^{1,2}_0(\Omega)\) a weak solution to (1) if

\[
\int_{\Omega} (A_{ij} (x,u) D_j u + a_i (x,u)) D_i \phi \, dx = \int_{\Omega} b(x,u,\nabla u) \phi \, dx
\]

for any \(\phi \in W^{1,2}_{\text{loc}}(\Omega)\).

In this paper we study the global regularity of weak solutions to (1) under the controlled growth conditions on \(a_i\) and \(b\). First of all, the nonlinear terms \(A_{ij} (x,u)\), \(a_i (x,u)\), \(b(x,u,\xi)\) in (1) are of Carathéodory type, i.e., they are measurable in \(x \in \mathbb{R}^d\) for all \((u,\xi) \in \mathbb{R}^d\), and continuous in \((u,\xi) \in \mathbb{R} \times \mathbb{R}^d\) for almost all \(x \in \mathbb{R}^d\). The leading coefficients \(A_{ij}\) are bounded and uniformly elliptic, that is, for some constant \(\mu \in (0,1]\),

\[
|A_{ij}| \leq \mu^{-1}, \quad A_{ij} \xi_i \xi_j \geq \mu |\xi|^2 \quad \forall \xi \in \mathbb{R}^d.
\]

(2)

We also assume that \(A_{ij} (x,u)\) are uniformly continuous in \(u\) and have small mean oscillations with respect to \(x\). It is well-known that functions in this class are not necessarily continuous. Throughout the paper, we set

\[
\gamma = \begin{cases}
\frac{2d}{d-2} & d > 2, \\
\text{any number bigger than } 2 & d = 2.
\end{cases}
\]
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By the controlled growth conditions, we mean
\[
|a_i(x,u)| \leq \mu_1 (|u|^{\lambda_1} + f), \quad |b(x,u,\nabla u)| \leq \mu_2 (|\nabla u|^{\lambda_2} + |u|^{\lambda_3} + g)
\]
for some constants \(\mu_1, \mu_2 > 0\), where \(\lambda_1 = \gamma/2\), \(\lambda_2 = 2(1 - 1/\gamma)\), \(\lambda_3 = \gamma - 1\), and
\[
f \in L^2(\Omega), \quad g \in L^{\gamma-1}(\Omega).
\]
Since \(u \in W_{1,2}^1(\Omega)\) implies \(u \in L^\gamma(\Omega)\), the controlled growth conditions guarantee the convergence of the integrals in the definition of weak solutions above. If \(1 \leq \lambda_1 < \gamma/2, 1 \leq \lambda_2 < 2(1-1/\gamma), 1 \leq \lambda_3 < \gamma - 1\), we say that the equation (1) satisfies the strictly controlled growth conditions. As mentioned in [6], the controlled growth conditions are optimal (see, for instance, a counterexample in [13]) unless some additional boundedness conditions on weak solutions are imposed.

Under the above assumptions, we prove that weak solutions to (1) are globally Hölder continuous with Hölder exponents depending only on the dimension and the integrability of \(f\) and \(g\). Indeed, as noted in [13] and [6], we have an explicit description of the Hölder exponent in terms of \(\sigma\) and \(\tau\) if \(f \in L_\sigma(\Omega)\) and \(g \in L_\tau(\Omega)\), \(\sigma > d\), \(\tau > d/2\), whereas such an explicit Hölder exponent is not shown in the De Giorgi-Moser-Nash theory. To obtain the desired regularity, we prove higher integrability of solutions. Precisely, we show that a weak solution to (1) is a member of \(W^{1,p}_σ(\Omega)\), where \(p > d\) is determined only by \(\sigma\) and \(\tau\) above. Then the globally Hölder continuity of the weak solution follows easily from the Sobolev embedding theorem. In addition to the fact that the low order terms satisfy the controlled growth conditions, note that in this paper the leading coefficients satisfy only a small BMO condition as functions of \(x \in \mathbb{R}\). Thus they are not necessarily uniformly continuous functions in \(x\). We remark that in general global regularity cannot be expected for systems (see [2, 16]), and even for partial regularities usually one requires the leading coefficients to possess certain regularity in all involved variables (usually uniform continuity).

With the controlled growth conditions, conormal derivative boundary value problems (in other words, Neumann boundary value problems) for quasilinear equations/systems in divergence form have been studied in Arkhipova’s papers [1, 2, 3] (also see the references therein) where she proved reverse Hölder inequalities and partial regularities of weak solutions up to the boundary. In this paper, using a reverse Hölder inequality as well as \(L^p\)-theory for linear equations, we show that weak solutions are indeed Hölder continuous up to the boundary if the given quasilinear equation has appropriate regularity (not necessarily continuous) on the leading coefficients and the domain is Lipschitz.

When the Dirichlet boundary condition is imposed, Dong and the author established in [6] the global Hölder continuity of weak solutions to equations as in (1) with the same controlled growth conditions when the boundary condition is zero. This paper continues to investigate the same type of quasilinear equations, but the boundary condition is of the Neumann type. That is, we deal with quasilinear divergence type equations with zero conormal derivative boundary value.

In [6] we first proved reverse Hölder inequalities for weak solutions to elliptic and parabolic quasilinear equations, which give slightly better integrability of weak solutions. Specifically, for example, a weak solution \(u \in W^1_2(\Omega)\) to the elliptic quasilinear equation turns out to be in \(W^1_p(\Omega)\) for \(p > 2\). The exponent \(p\) may not be sufficiently large to give a Hölder continuity of weak solutions via the Sobolev embedding theorem. However, the fact that \(p > 2\) is enough to give the boundedness
and Hölder continuity of weak solutions by making use of relatively well-known results on divergence type quasilinear equations with zero boundary condition (see [10, 11]). Here the Hölder continuity is for a uniform continuity of weak solutions, but is not necessarily strong enough to give the desired optimal Hölder regularity of solutions. Then using $L_p$-estimates for linear equations, we derive an iteration of $L_p$-estimates, which increases the exponent $p$ until we have sufficient integrability of solutions guaranteeing the global optimal Hölder regularity of solutions. As noted in [6], since the reverse Hölder inequalities are not available for the Dirichlet boundary value problems, in [6] we first had to prove reverse Hölder inequalities for quasilinear elliptic and parabolic equations under the controlled growth conditions.

As to the conormal derivative boundary value problems for quasilinear equations under the controlled growth conditions, as noted above, reverse Hölder inequalities have already been investigated in [1, 2, 3] for elliptic and parabolic systems with non-zero conormal derivative boundary values. Thus, in this paper we concentrate more on the necessary boundedness of solutions as well as a Hölder continuity for a uniform continuity of solutions. In fact, similar boundedness and Hölder continuity results can be found in [10] and [12] with possibly different growth conditions. In particular, [10] Chapter 10] shows a Hölder continuity using a boundary flattening argument when the domain is $C^{1,1}$. Recently, Winkert studied in [17] the boundedness of weak solutions to quasilinear elliptic equations satisfying natural growth conditions with a conormal derivative boundary condition. The growth conditions correspond to the case with $\lambda_i = 1$ above if weak solutions are in $W^{1}_2(\Omega)$. Winkert and Zacher treated in [18] the global boundedness of weak solutions to the conormal derivative problem for nonlinear elliptic equations where their nonstandard growth conditions cover the strictly controlled growth conditions.

We prove the boundedness of weak solutions by making use of the reverse Hölder inequality (Theorem 2.2). It is essential to have $u \in W^{1}_p(\Omega)$, $p > 2$, for a weak solution $u \in W^{1}_2(\Omega)$ in order to prove the boundedness when the quasilinear equation satisfies the controlled growth conditions. The lines of the proof for the boundedness are based on De Giorgi’s iteration technique and similar to those in [10, 12, 13]. Then we prove a Hölder continuity of weak solutions by following the argument in [10]. Finally, we apply $L_p$-theory, developed in [4, 5], for linear elliptic equations with conormal derivative boundary conditions when the leading coefficients have small mean oscillations.

We remark that the iteration argument for the repeated use of $L_p$-estimates was previously used by Palagachev in [13], where he derived the global Hölder regularity of solutions, as in this paper, by proving higher integrability of solutions. The equations considered in [13] are quasilinear elliptic equations with the Dirichlet boundary condition under the strictly controlled growth conditions, and the leading coefficients are in the class of vanishing mean oscillations (VMO). Also see [14] and [15], where the global Hölder regularity of solutions to Dirichlet problems on Reifenberg flat domains is discussed when the leading coefficients have small mean oscillations. In [14] the strictly controlled growth conditions are imposed and the existence of solutions is also discussed. In [15] the controlled growth conditions are imposed on quasilinear elliptic and parabolic equations.

As a final remark, we refer the reader to the paper [6] and references therein for more information about various growth conditions and the (partial) regularity of weak solutions to divergence type elliptic and parabolic equations/systems.
This paper is organized as follows. In Section 2 we introduce our assumptions and main results of this paper. Then we obtain the boundedness and Hölder continuity of solutions in Sections 3 and 4, respectively. In Section 5 we present some $L^p$-theory for linear equations which is necessary in the proof of Theorem 2.6 in Section 6. Section 7 is an independent section describing a function class, functions in which satisfy Hölder continuity. Section 8 is devoted to the reverse Hölder inequality.

2. Main results

For a given function $u = u(x)$ defined on $\Omega \subset \mathbb{R}^d$, we use $D_iu$ for $\partial u/\partial x^i$. For $\alpha \in (0, 1]$, we define

$$|u|_{\alpha, \Omega} = |u|_{0, \Omega} + |u|_{\alpha, \Omega} := \sup_{x \in \Omega} |u(x)| + \sup_{x, y \in \Omega, x \neq y} \frac{|u(x) - u(y)|}{|x - y|^{\alpha}}.$$ 

By $C^\alpha(\Omega)$ we denote the set of all bounded measurable functions $u$ on $\Omega$ for which $|u|_{\alpha, \Omega}$ is finite. We write $N(d, p, \cdots)$ if $N$ is a constant depending only on the prescribed quantities $d, p, \cdots$. Throughout the paper, the domain $\Omega$ satisfies the following Lipschitz condition, where the constant $\beta$ will be specified later. Unless specified otherwise, $\Omega$ is always bounded.

**Assumption 2.1 ($\beta$).** There is a constant $R_0 \in (0, 1]$ such that, for any $x_0 \in \partial \Omega$ and $r \in (0, R_0]$, there exists a Lipschitz function $\varphi: \mathbb{R}^{d-1} \to \mathbb{R}$ such that

$$\Omega \cap B_r(x_0) = \{x \in B_r(x_0): x_1 > \varphi(x')\}$$

and

$$\sup_{x', y' \in B_r(x_0)} \frac{|\varphi(y') - \varphi(x')|}{|y' - x'|} \leq \beta$$

in an appropriate coordinate system.

Let us recall the controlled growth conditions on the lower order terms:

$$|a_i(x, u)| \leq \mu_1(|u|^{\gamma/2} + f), \quad |b(x, u, \nabla u)| \leq \mu_2(|\nabla u|^{2(1-1/\gamma)} + |u|^{\gamma-1} + g),$$

where $\mu_1, \mu_2, \mu_3 > 0$ are some constants, $\gamma$ is defined as in (3), and

$$f \in L_2(\Omega), \quad g \in L^{\frac{\gamma}{\gamma-1}}(\Omega).$$

**Theorem 2.2 (Reverse Hölder inequality).** Let $u \in W^{1,2}_0(\Omega)$ be a weak solution to (1). Suppose in addition that $f \in L_2(\Omega)$ and $g \in L_\tau(\Omega)$ for some $\sigma \in (2, \infty)$ and $\tau \in (\gamma/(\gamma - 1), \infty)$. Then there exists $p > 2$ depending only on $d$, $\mu$, $\mu_1$, $\mu_2$, $\gamma$, $u$, and $\beta$, such that

$$\|u\|_{L_{\gamma/p}(\Omega)} + \|Du\|_{L_p(\Omega)} \leq N,$$

where $N = N(d, \mu, \mu_1, \mu_2, \sigma, \tau, \gamma, u, \|f\|_{L_2(\Omega)}, \|g\|_{L_\tau(\Omega)}, \beta, R_0, \text{diam}(\Omega))$.

This is proved in [1] for $d > 2$. Also see [2] for a linear case with $d > 2$. For reader’s convenience, we give the key proposition (Proposition 8.2) in Section 8 which readily implies the theorem including the case $d = 2$. As in [1], Theorem 2.2 is true for elliptic systems under the same conditions.

To get the optimal global regularity for the equation (1), we need a few more assumptions. Let

$$A^\#_H = \sup_{1 \leq i, j \leq d} \sup_{z_0 \in \mathbb{R}^d} \int_{B_r(z_0)} \int_{B_r(z_0)} |A_{ij}(x, z_0) - A_{ij}(y, z_0)| \, dx \, dy.$$
The following assumption indicates that $A_{ij}(x,\cdot)$ have small mean oscillations as functions of $x \in \mathbb{R}^d$.

**Assumption 2.3** (**ρ**). There is a constant $R_1 \in (0,1]$ such that $A_{R_1}^# \leq \rho$.

We also need a continuity assumption on $A_{ij}(\cdot,z)$ as functions of $z \in \mathbb{R}$.

**Assumption 2.4.** There exists a continuous nonnegative function $\omega(r)$ defined on $[0,\infty)$ such that $\omega(0) = 0$ and

$$|A_{ij}(x_0,z_1) - A_{ij}(x_0,z_2)| \leq \omega(|z_1 - z_2|)$$

for all $x_0 \in \mathbb{R}^d$ and $z_1, z_2 \in \mathbb{R}$.

Set

$$q^* = \begin{cases} \frac{qd}{d-q} & \text{if } q < d, \\ \text{arbitrary large number} > 1 & \text{if } q \geq d. \end{cases}$$

Note that if $q < d$, then $1/q^* = 1/q - 1/d$. We now state the main result of this paper.

**Theorem 2.5** *(Optimal global regularity).* Let $u \in W^1_2(\Omega)$ be a weak solution to (1). Suppose in addition that $f \in L_2(\Omega)$ and $g \in L_\infty(\Omega)$ for some $\sigma \in (d,\infty)$ and $\tau \in (d/2,\infty)$. Then there exist positive $\beta = \beta(d,\mu,\tau,\gamma)$ and $\rho = \rho(d,\mu,\sigma,\tau)$ such that, under Assumption 2.4(3) and Assumption 2.3(ρ), we have

$$\|u\|_{W^1_2(\Omega)} \leq N, \quad \text{where } p = \min\{\sigma, \tau^*\} > d$$

and $N = N(d,\mu,\mu_1,\mu_2,\sigma,\tau,\gamma,\mu,\|f\|_{L_\sigma(\Omega)},\|g\|_{L_\tau(\Omega)},R_1,\omega,R_0,\text{diam}\Omega)$. Consequently, we have $u \in C^{\alpha}(\Omega)$ for $\alpha = 1 - d/p$.

3. **Boundedness of solutions under controlled growth conditions**

In the proof of Theorem 2.5 it is essential to have a Hölder continuity of weak solutions to (1). To achieve this, in this section we prove that the weak solutions are globally bounded.

**Lemma 3.1.** Under the conditions (2) and (1) with $f \in L_\sigma(\Omega)$ and $g \in L_\tau(\Omega)$ for some $\sigma \in (d,\infty)$ and $\tau \in (d/2,\infty)$, we have

$$\langle A_{ij}\xi + a_i \rangle \xi_i \geq \frac{\mu}{2}|\xi|^2 - N|u|\gamma - N|u|^2\psi(x),$$

$$|b(x,u,\xi)| \leq \frac{\mu}{4}|\xi|^2 + N|u|\gamma + N|u|^2\psi(x)$$

for $\xi \in \mathbb{R}^d$ and $|u| \geq 1$, where $\psi \in L_4(\Omega)$, $q := \min\{\sigma/2, \tau\} > \frac{d}{2}$, and $N = N(\mu,\mu_1,\mu_2)$.

**Proof.** To prove (2), we first see

$$|a_i(x,u)\xi_i| \leq \mu_1|\xi|(|u|^\gamma/2 + f) \leq \epsilon\mu_1|\xi|^2 + N(\epsilon)\mu_1|u|\gamma + N(\epsilon)\mu_1|\xi|^2 \leq \epsilon\mu_1|\xi|^2 + N(\epsilon)\mu_1|u|^\gamma + N(\epsilon)\mu_1|u|^2|f|^2,$$

provided that $|u| \geq 1$. By taking $\epsilon = \mu/(2\mu_1)$, we have

$$\langle A_{ij}(x,u)\xi_i + a_i(x,u) \rangle \xi_i \geq \frac{\mu}{2}|\xi|^2 - N(\mu,\mu_1)|u|\gamma - N(\mu,\mu_1)|u|^2|f|^2.$$

Now we take $\psi = |f|^2 + g$. Then the inequality (3) follows.
For the inequality (7), we have
\[ |b(x, u, \xi)||u| \leq \mu_2 \left( |u| |\xi|^{2(1-1/\gamma)} + |u|^\gamma + |u|g \right) \]
\[ \leq \mu_2 \left( \epsilon |\xi|^2 + N(\epsilon)|u|^\gamma + |u|^2 g \right) = \frac{\mu_2}{4} |\xi|^2 + N(\mu, \mu_2)|u|^\gamma + N(\mu, \mu_2)|u|^2 g \]
for $|u| \geq 1$. Upon recalling the definition of $\psi$ we obtain the desired inequality. □

Let $\sigma, \tau$ be numbers satisfying $\sigma \in (d, \infty)$ and $\tau \in (d/2, \infty)$, respectively. Find $q_1 \in (1, \infty)$ satisfying
\[ \frac{1}{2} < \frac{1}{q_1} \leq \frac{\gamma}{4} \left( 1 - \frac{2(\gamma - 2)}{\gamma p} \right), \quad \frac{1}{2} < \frac{1}{q_1} \leq \frac{\gamma}{4} \left( 1 - \frac{1}{\min\{\sigma/2, \tau\}} \right), \]
where $p > 2$ is the exponent from Theorem 2.2. Indeed, this is possible since $p > 2$ and
\[ \frac{1}{2} = \frac{\gamma}{4} \left( 1 - \frac{1}{d/2} \right) < \frac{\gamma}{4} \left( 1 - \frac{1}{\min\{\sigma/2, \tau\}} \right) \text{ if } d > 2. \]
When $d = 2$, we take $\gamma > 2$ so that
\[ \gamma > \frac{2 \min\{\sigma/2, \tau\}}{\min\{\sigma/2, \tau\} - 1}. \]

Note $1 < q_1 < 2$ and $\gamma q_1 > 4$.

**Lemma 3.2.** Let $u \in W^1_2(\Omega)$ be a solution to (1) and $f \in L_\sigma(\Omega)$, $g \in L_\tau(\Omega)$ for some $\sigma \in (d, \infty)$ and $\tau \in (d/2, \infty)$. Then
\[
\int_{A_k} |\nabla u|^2 \, dx \leq N \left( \int_{A_k} |u|^\gamma q_{1/2} \, dx \right)^{\frac{\gamma q_{1/2}}{\gamma q_{1/2} + 2}} \left( \int_{A_k} |u|^{\gamma q_{1/4}} \, dx \right)^{\frac{\gamma q_{1/4}}{\gamma q_{1/4} + 2}}
+ \left( \int_{A_k} |u|^{\gamma q_{1/2}} \, dx \right)^{\frac{1}{q_1}} \left( \int_{A_k} \psi^{\gamma q_{1/4}} \, dx \right)^{\frac{1}{q_1}},
\]
where $q_1$ is from (5), $N = N(\mu, \mu_1, \mu_2)$, and
\[ A_k = \{ x \in \Omega : u(x) > k \}, \quad k \geq 1, \quad \psi = |f|^2 + g. \]

**Proof.** First note that by Theorem 2.2, the definition of $\psi$, and (5), i.e.,
\[ \frac{\gamma q_1 (\gamma - 2)}{\gamma q_1 - 4} \leq \gamma p/2, \quad \frac{\gamma q_1}{\gamma q_1 - 4} \leq \min\{\sigma/2, \tau\}, \]
we have
\[ \int_{A_k} |u|^{\gamma q_{1/2}} \, dx < \infty, \quad \int_{A_k} \psi^{\gamma q_{1/4}} \, dx < \infty. \]

By taking $\phi = (u - k)_+ \in W^1_2(\Omega)$ as a test function, we obtain
\[ \int_{A_k} (A_{ij} D_j u D_i u + a_i D_i u) \, dx = \int_{A_k} b(u - k) \, dx. \]
From Lemma 3.1 it follows that
\[ \text{LHS} \geq \frac{\mu}{2} \int_{A_k} |\nabla u|^2 \, dx - N \int_{A_k} |u|^\gamma \, dx - N \int_{A_k} |u|^2 \psi \, dx, \]
and
\[ \text{RHS} \leq \int_{A_k} |b| |u| \, dx \leq \frac{\mu}{4} \int_{A_k} |\nabla u|^2 \, dx + N \int_{A_k} |u|^\gamma \, dx + \int_{A_k} |u|^2 \psi \, dx, \]
Lemma 3.3. Let \( u \) some \( \sigma \) where \( \gamma \). Then we use Hölder’s inequality to obtain the desired inequality (recall that \( \gamma_1/4 > 1 \)). That is,
\[
\int_{A_k} |\nabla u|^2 \, dx \leq N \int_{A_k} |u|^2 \, dx + N \int_{A_k} |u|^2 \psi \, dx.
\]

A similar estimate as in the above lemma is needed on the set \( B_k = \{ x \in \Omega : u(x) < k \} \).

Lemma 3.4. Let \( u \in W^1_2(\Omega) \) be a solution to (1) and \( f \in L_\sigma(\Omega) \), \( g \in L_T(\Omega) \) for some \( \sigma \in (d, \infty) \) and \( \tau \in (d/2, \infty) \). Then
\[
\int_{B_k} |\nabla u|^2 \, dx \leq N \left( \int_{B_k} |u|^{2/\gamma} \, dx \right)^{\frac{4}{\gamma-1}} \left( \int_{B_k} |u|^\gamma \, dx \right)^{-\frac{\gamma-4}{\gamma-1}} + \left( \int_{B_k} |u|^{\gamma q_1/2} \, dx \right)^{\frac{4}{\gamma-1}} \left( \int_{B_k} \psi^{-\gamma q_1/4} \, dx \right)^{-\frac{\gamma-4}{\gamma-1}},
\]
where \( q_1 \) is from [3], \( N = N(\mu, \mu, \mu_2) \), and \( B_k = \{ x \in \Omega : u(x) < k \} \), \( k \leq -1 \), \( \psi = |f|^2 + g \).

Proof. The proof follows from the lines of the proof for Lemma 3.2 with \( \phi = (k - u)_+ \).

In the proof of boundedness of weak solutions, we need the following well-known result. It can also be found, for example, in [10] [11] if \( \delta_1 = \delta_2 \).

Lemma 3.5. Let \( \{ \Psi_n \} \), \( n = 0, 1, 2, \cdots \), be a sequence of positive numbers satisfying
\[
\Psi_{n+1} \leq K b^n \left( \Psi_n^{1+\delta_1} + \Psi_n^{1+\delta_2} \right), \quad n = 0, 1, 2, \cdots,
\]
for some \( b > 1 \), \( K > 0 \), and \( \delta_2 \geq \delta_1 \). If
\[
\Psi_0 \leq (2K)^{-\frac{1}{\delta_1}} b^{-\frac{n}{\delta_1}},
\]
then
\[
\Psi_n \leq (2K)^{-\frac{1}{\delta_1}} b^{-\frac{n}{\delta_1}}, \quad n \in \mathbb{N}.
\]
Thus, in particular, \( \Psi_n \to 0 \) as \( n \to \infty \).

In the following theorem we prove the boundedness of weak solutions to (1) using an iteration argument of De Giorgi type.

Theorem 3.5. Let \( u \in W^1_2(\Omega) \) be a solution to (1) and \( f \in L_\sigma(\Omega) \), \( g \in L_T(\Omega) \) for some \( \sigma \in (d, \infty) \) and \( \tau \in (d/2, \infty) \). Then for some number \( M \), depending only on \( d, \mu, \mu_1, \mu_2, \gamma, p, \sigma, \tau, u, \| f \|_{L_\sigma(\Omega)}, \| g \|_{L_T(\Omega)}, \beta, R_0, \) and \( \text{diam} \Omega \), we have
\[
\| u \|_{L_\infty(\Omega)} \leq M.
\]

Here \( p \) is from Theorem 2.4.
Proof. We take an increasing sequence
\[ k_n = k \left( 2 - \frac{1}{2^n} \right), \quad n = 0, 1, 2, \ldots, \]
where \( k \geq 1 \) will be specified later. Fix \( q_1 \) so that it satisfies (8). Then set
\[ \gamma_1 = q_1 / 2 > 2, \quad \Psi_n := \int_{A_{k_n}} (u - k_n) \gamma_1 \ dx, \]
where \( A_{k_n} = \{ x \in \Omega : u(x) > k_n \} \). Note that \( \frac{\gamma_1}{q_1} = \frac{2}{q_1} > 1 \) since \( q_1 \in (1, 2) \).

Using the fact that \( A_{k_{n+1}} \subset A_{k_n} \), we have
\[ \Psi_n = \int_{A_{k_n}} (u - k_n) \gamma_1 \ dx \geq \int_{A_{k_{n+1}}} (u - k_n) \gamma_1 \ dx \]
\[ \geq \int_{A_{k_{n+1}}} u^{\gamma_1} \left( 1 - \frac{k_n}{k_{n+1}} \right)^{\gamma_1} \ dx \geq \frac{1}{2^{\gamma_1(n+2)}} \int_{A_{k_{n+1}}} u^{\gamma_1} \ dx. \]
That is,
\[ \int_{A_{k_{n+1}}} u^{\gamma_1} \ dx \leq 2^{\gamma_1(n+1)} \Psi_n. \]  
(9)

We also have
\[ |A_{k_{n+1}}| \leq \int_{A_{k_{n+1}}} \left( \frac{u - k_n}{k_{n+1} - k_n} \right)^{\gamma_1} \ dx \]
\[ \leq \int_{A_{k_n}} \left( \frac{2^{n+1}}{k} \right)^{\gamma_1} (u - k_n)^{\gamma_1} \ dx = 2^{\gamma_1(n+1)} \Psi_n. \]  
(10)

We now observe that by Hölder’s inequality
\[ \Psi_{n+1} = \int_{A_{k_{n+1}}} (u - k_{n+1})^{\gamma_1} \ dx \leq \left( \int_{A_{k_{n+1}}} (u - k_{n+1})^{\gamma_1} \ dx \right)^{\frac{\gamma}{\gamma_1}} |A_{k_{n+1}}|^{\frac{\gamma - \gamma_1}{\gamma_1}}. \]  
(11)

Note that by the Sobolev embedding theorem,
\[ \left( \int_{A_{k_{n+1}}} (u - k_{n+1})^{\gamma} \ dx \right)^{\frac{1}{\gamma}} \leq N \left( \int_{A_{k_{n+1}}} \left( \frac{\nabla (u - k_{n+1})}{2} \right)^2 \ dx \right)^{1/2} + N \left( \int_{A_{k_{n+1}}} (u - k_{n+1})^2 \ dx \right)^{1/2} \]
\[ \leq N \left( \int_{A_{k_{n+1}}} \left( \frac{\nabla u}{2} \right)^2 \ dx \right)^{1/2} + N \left( \int_{A_{k_{n+1}}} |u - k_{n+1}|^2 \ dx \right)^{1/2} := I_1 + I_2, \]  
(12)

where \( N = N(d, \gamma, \beta, R_0, \text{diam} \Omega) \). To estimate \( I_1 \) in (12), we use Lemma 3.2 and (11) (recall that \( \gamma_1 = q_1 / 2 \)) to get
\[ \int_{A_{k_{n+1}}} |\nabla u|^2 \ dx \leq N \left( \int_{A_{k_{n+1}}} u^{\gamma_1} \ dx \right)^{2/\gamma_1} \leq N 2^{2(n+1)} \Psi_n^{\frac{\gamma}{\gamma_1}}, \]  
(13)

where
\[ N = N \left( \mu, \mu_1, \mu_2, \gamma, p, \beta, \sigma, \tau, \int \left| u \right|^{\gamma p/2} \ dx, \int \left| \psi \right|^{\min \{ \sigma/2, \tau \}} \ dx \right). \]
Using the facts that $\gamma_s > 2$ and $\Psi_{n+1} \leq \Psi_n$, the term $I_2$ in (12) is estimate as
\[
\left( \int_{A_{n+1}} |u - k_{n+1}|^2 \, dx \right)^{1/2} \leq |A_{n+1}|^{1/2-1/\gamma_s} \left( \int_{A_{n+1}} (u - k_{n+1})^{\gamma_s} \, dx \right)^{1/\gamma_s}
\]
\[
= |A_{n+1}|^{1/2-1/\gamma_s} \Psi_{n+1}^{1/\gamma_s} \leq |A_{n+1}|^{1/2-1/\gamma_s} \Psi_n^{1/\gamma_s}. \quad (14)
\]
Combining (11), (12), (13), (14), and (10), we obtain
\[
\Psi_{n+1} \leq N |A_{n+1}|^{\frac{2-\gamma}{k\gamma_s}} \left[ 2^{\gamma_s(n+1)} \Psi_n + |A_{n+1}|^{\frac{1}{\gamma_s}} \Psi_n \right]
\]
\[
\leq N \left( \frac{2^{\gamma_s(n+1)}}{k^{\gamma_s}} \Psi_n \right)^{\frac{2-\gamma}{\gamma_s}} 2^{\gamma_s(n+1)} \Psi_n + N \left( \frac{2^{\gamma_s(n+1)}}{k^{\gamma_s}} \Psi_n \right)^{\frac{\gamma_s(2-\gamma)}{\gamma_s}} \Psi_n =: J_1 + J_2,
\]
where
\[
J_1 = N k^{-\frac{2\gamma_s(2-\gamma_s)}{2\gamma_s}} 2^{\gamma_s(n+1)} 2^{\gamma_s(n+1)} \Psi_n^{1+\frac{2-\gamma}{\gamma_s}},
\]
\[
J_2 = N k^{-\frac{2\gamma_s(2-\gamma_s)}{2\gamma_s}} 2^{\gamma_s(n+1)} \Psi_n^{1+\frac{2-\gamma}{\gamma_s}}.
\]
Set
\[
\delta_1 = \frac{\gamma - \gamma_s}{\gamma}, \quad \delta_2 = \frac{\gamma_s(\gamma - 2)}{2\gamma}, \quad b = \max \left\{ 2^{\gamma_s} \left( \frac{2\gamma_s(2-\gamma_s)}{2\gamma_s} + 1 \right), 2 \right\},
\]
\[
K = N k^{-\frac{\gamma_s(2-\gamma_s)}{\gamma}} b.
\]
Then $\delta_2 \geq \delta_1 > 0$, $b > 1$, and
\[
J_1 \leq Kb^n \Psi_n^{1+\delta_1}, \quad J_2 \leq Kb^n \Psi_n^{1+\delta_2}.
\]
Hence
\[
\Psi_{n+1} \leq Kb^n \left( \Psi_n^{1+\delta_1} + \Psi_n^{1+\delta_2} \right).
\]
Observe that
\[
\Psi_0 = \int_{u > k} (u - k)^{\gamma_s} \, dx \leq \int_{\Omega} u_+^{\gamma_s} \, dx
\]
\[
= \left( 2K \right)^{\frac{1}{\gamma_s}} b^{\frac{1}{\gamma_s}} \int_{\Omega} u_+^{\gamma_s} \, dx \leq (2K)^{-\frac{1}{\gamma_s}} b^{-\frac{1}{\gamma_s}} \leq (2K)^{-\frac{1}{\gamma_s}} b^{-\frac{1}{\gamma_s}}
\]
provided that
\[
(2K)^{-\frac{1}{\gamma_s}} b^{-\frac{1}{\gamma_s}} \int_{\Omega} u_+^{\gamma_s} \, dx \leq 1,
\]
that is, if we take $k \geq 1$ so that
\[
k = \max \left\{ 1, 2 N^{\frac{1}{\gamma_s}} b^{\frac{1}{\gamma_s}} \left( \int_{\Omega} u_+^{\gamma_s} \, dx \right)^{1/\gamma_s} \right\}.
\]
Then by Lemma 3.3 it follows that $u \leq 2k$ on $\Omega$. To prove that $u$ is bounded below, we repeat the above argument using Lemma 3.3. The theorem is proved. □
4. Hölder continuity

The inequality (15) holds true for $|u| \geq 1$. However, from the proof of Lemma 3.1 it is possible to have

\[
(A_{ij} D_j u + a_i) D_i u \geq \frac{\mu}{2} |\nabla u|^2 - N|u|^\gamma - N|f|^2
\]

(15)

for all values of $u$, where $N = N(\mu, \mu_1)$. Observe that from the condition (14) on $b$, we obtain

\[
|b(x, u, \nabla u)(u - k)_{+}| \leq \mu_2 (u - k)_{+} \left( |\nabla u|^{2(1-1/\gamma)} + |u|^{\gamma - 1} + g \right)
\]

\[
\leq \frac{\mu}{4} |\nabla u|^2 + N(\mu, \mu_2)(u - k)_{+} + \mu_2 (u - k)_{+} \left( |u|^{\gamma - 1} + g \right)
\]

\[
\leq \frac{\mu}{4} |\nabla u|^2 + N(1 + |u|^{\gamma - 1} + g)
\]

for $k \geq u - 1$, where $N = N(\mu, \mu_2)$. By the same reasoning

\[
|b(x, u, \nabla u)(k - u)_{+}| \leq \frac{\mu}{4} |\nabla u|^2 + N(1 + |u|^{\gamma - 1} + g)
\]

for $k \leq u + 1$. Set

\[
\varphi_0 = |u|^\gamma + |f|^2, \quad \varphi_1 = |u|^{\gamma/2} + f, \quad \varphi_2 = |u|^{\gamma - 1} + g + 1.
\]

(16)

Then by (15) and the condition on $a_i$ we have

\[
(A_{ij} D_j u + a_i) D_i u \geq \frac{\mu}{2} |\nabla u|^2 - N \varphi_0, \quad |a_i| \leq N \varphi_1
\]

(17)

for all values of $u$, where $N = N(\mu, \mu_1)$. We also have

\[
|b(x, u, \nabla u)(u - k)_{+}| \leq \frac{\mu}{4} |\nabla u|^2 + N \varphi_2 \quad \text{for} \quad k \geq u - 1,
\]

(18)

\[
|b(x, u, \nabla u)(k - u)_{+}| \leq \frac{\mu}{4} |\nabla u|^2 + N \varphi_2 \quad \text{for} \quad k \leq u + 1,
\]

where $N = N(\mu, \mu_2)$. As shown in Theorem 3.5, $|u| \leq M$ on $\Omega$ for some constant $M$. Thus, if $f \in L_\sigma(\Omega)$ and $g \in L_\tau(\Omega)$ for some $\sigma \in (d, \infty)$ and $\tau \in (d/2, \infty)$ as in Theorem 3.5 we have

\[
\varphi_0, \varphi_2 \in L_q(\Omega) \quad \varphi_1 \in L_{2q}(\Omega), \quad q = \min\{\sigma/2, \tau\} > d/2.
\]

Lemma 4.1. Let $\zeta \in W^{1, q}_0(\mathbb{R}^d)$ have a compact support, and $k$ be a real number such that $k \geq u - 1$ on the support of $\zeta$. Let $u \in W^{1, q}_0(\Omega)$ be a solution to (1) and $f \in L_\sigma(\Omega)$, $g \in L_\tau(\Omega)$ for some $\sigma \in (d, \infty)$ and $\tau \in (d/2, \infty)$. Then we have

\[
\int_{\{u > k\} \cap \Omega} |\zeta \nabla u|^2 dx \leq N \int_{\{u > k\} \cap \Omega} |\zeta \varphi_i|^2 (u - k)^2 dx
\]

\[
+ N \left( \int_{\{u > k\} \cap \Omega} \zeta^2 dx \right)^{1/q} \left( \int_{\{u > k\} \cap \Omega} \left( \varphi_0 + \varphi_1^2 + \varphi_2^2 \right)^q dx \right)^{1/q},
\]

(19)

where $\varphi_i, i = 0, 1, 2$, are those in (13), $q = \min\{\sigma/2, \tau\}$, $1/q + 1/q = 1$, and $N = N(\mu, \mu_1, \mu_2)$. 
Now if \( k \leq u + 1 \) on the support of \( \zeta \), then
\[
\int_{\{ u \leq k \} \cap \Omega} |\zeta \nabla u|^2 \, dx \leq N \int_{\{ u \leq k \} \cap \Omega} |\zeta|^2 (k - u)^2 \, dx
\]
\[
+ N \left( \int_{\{ u \leq k \} \cap \Omega} \zeta^{2q} \, dx \right)^{1/q} \left( \int_{\{ u \leq k \} \cap \Omega} \left( \varphi_0 + \varphi_1^2 + \varphi_2 \right)^q \, dx \right)^{1/q}.
\]

Proof. Using \( \phi = \zeta^2 (u - k)_+ \in W^1_2(\Omega) \) as a test function, we obtain
\[
\int_{\Omega} (A_{ij}(x, u)D_j u + a_i(x, u)) \phi_{x_j} \, dx = \int_{\Omega} b(x, u, \nabla u) \phi \, dx,
\]
which is equal to
\[
\int_{\{ u > k \} \cap \Omega} (A_{ij}D_j u + a_i) \zeta^2 D_j u \, dx = \int_{\{ u > k \} \cap \Omega} b\zeta^2 (u - k) \, dx
\]
\[
- \int_{\{ u > k \} \cap \Omega} (A_{ij}D_j u + a_i) 2\zeta \zeta_{x_j} (u - k) \, dx.
\]
Note that by (17)
\[
\int_{\{ u > k \} \cap \Omega} \zeta^2 (A_{ij}D_j u + a_i) D_j u \, dx \geq \frac{\mu}{2} \int_{\{ u > k \} \cap \Omega} |\zeta \nabla u|^2 \, dx - N \int_{\{ u > k \} \cap \Omega} \zeta^2 \varphi_0 \, dx
\]
and
\[
- \int_{\{ u > k \} \cap \Omega} (A_{ij}D_j u + a_i) 2\zeta \zeta_{x_j} (u - k) \, dx \leq \frac{\mu}{8} \int_{\{ u > k \} \cap \Omega} |\zeta \nabla u|^2 \, dx
\]
\[
+ N \int_{\{ u > k \} \cap \Omega} \left( |\zeta|^2 (u - k)^2 + \zeta^2 \varphi_1^2 \right) \, dx.
\]
Since \( k \geq u - 1 \) on the support of \( \zeta \), by (18)
\[
\int_{\{ u > k \} \cap \Omega} b\zeta^2 (u - k) \, dx \leq \frac{\mu}{4} \int_{\{ u > k \} \cap \Omega} |\zeta \nabla u|^2 \, dx + N \int_{\{ u > k \} \cap \Omega} \zeta^2 \varphi_2 \, dx.
\]
Hence (21) is written as
\[
\int_{\{ u > k \} \cap \Omega} |\zeta \nabla u|^2 \, dx \leq N \int_{\{ u > k \} \cap \Omega} |\zeta|^2 (u - k)^2 \, dx + N \int_{\{ u > k \} \cap \Omega} \zeta^2 \left( \varphi_0 + \varphi_1^2 + \varphi_2 \right) \, dx,
\]
where \( N = N(\mu, \mu_1, \mu_2) \). Finally, by applying Hölder’s inequality we obtain the desired inequality in the lemma. The second assertion follows by the same reasoning as above with \( \phi = \zeta^2 (k - u)_+ \).

Proposition 4.2. Let \( u \in W^2_2(\Omega) \) be a solution to (11) and \( f \in L_\sigma(\Omega), g \in L_\tau(\Omega) \) for some \( \sigma \in (d, \infty) \) and \( \tau \in (d/2, \infty) \). Then \( u \in C^{\alpha_0}(\overline{\Omega}) \) and
\[
|u|_{\alpha_0, \Omega} \leq N,
\]
where \( \alpha_0 \in (0, 1) \) and \( N \) depend only on the parameters for the bound of \( u \) in Theorem 3.6.
Proof. Let \( r_0 > 0 \) and \( B_{r_0} \subset \Omega \). For \( r \leq r_0 \) and \( \delta \in (0, 1) \), let \( B_r \) and \( B_{r(1-\delta)} \) be balls concentric with \( B_{r_0} \). Let \( \zeta \) be an infinitely differentiable function such that \( 0 \leq \zeta \leq 1 \), \( \zeta = 1 \) on \( B_{r(1-\delta)} \) and \( \zeta = 0 \) outside \( B_r \). We may assume that \( |D \zeta| \leq 1/(\delta r) \). Then from (19), we obtain

\[
\int_{\{u > k\} \cap B_{r(1-\delta)}} |\nabla u|^2 \, dx \leq C \left( \frac{1}{\delta^2 r^2 - d/q} \max_{\{u > k\} \cap B_r} (u - k)^2 + 1 \right) \left| \{u > k\} \cap B_r \right|^{1-1/q}
\]

(22) for \( B_r \subset \Omega \) and \( k \geq \max_{B_r} u - 1 \), where \( \delta \in (0, 1) \), \( q = \min\{\sigma/2, \tau \} > d/2 \), and the constant \( C \) depends only on the parameters for the bound of \( u \) in Theorem 3.4. Using (20), we also obtain (39) for \( u \). Hence \( u \in H(\Omega, M, C, 1, q) \) in Definition 7.1 when \( \Omega = B_{r_0} \). Therefore, we have the oscillation estimate in Theorem 7.5, which indeed implies

\[
\text{osc}_{B_r} u \leq N \left( \frac{r}{r_0} \right)^\alpha \text{osc}_{B_{r_0}} u + N r_0^{\alpha_1} r^\alpha
\]

(23) for all \( r \leq r_0 \), where \( \alpha > 0 \), \( \alpha_1 > 0 \), and \( N > 0 \) depend only on \( d, C, \) and \( q \).

Let \( x_0 \in \partial \Omega \) and \( r_0 < R_0 \), where \( R_0 \) is from Assumption 2.1. Without loss of generality, we assume that \( x_0 = 0 \) and \( \varphi(0) = 0 \), where \( \varphi \) is a Lipschitz function such that \( \Omega_{R_0} = \Omega \cap B_{R_0} = \{x \in B_{R_0} : x_1 > \varphi(x')\} \}. Under this assumption, since \( |\varphi(x')| \leq \beta |x'| \), we observe that \( \Phi(B_r) \subset \Omega_{r, \beta} \) for \( r < \frac{R_0}{\sqrt{2(1+\beta^2)}} \) and \( \Phi^{-1}(\Omega_{r}) \subset B_{r, \beta} \) for \( r < \frac{R_0}{2(1+\beta^2)} \), where \( \Phi(y) = (y_1 + \varphi(y'), y') \) and \( r_\beta = r \sqrt{2(1+\beta^2)} \). Set \( v(y) := u(\Phi(y)) \) and \( r_1 := \frac{r_0}{\sqrt{2(1+\beta^2)}} \). From (24), we have \( v \in W_2^1(B_{r_1}^+) \). For \( r \in (0, r_1] \), let \( \psi \) be an infinitely differentiable function such that \( 0 \leq \psi \leq 1 \), \( \psi = 0 \) on \( B_{r(1-\delta)} \), and \( \psi = 0 \) outside \( B_r \). We may assume that \( |D \psi| \leq 1/(\delta r) \). By using

\[
\zeta(x) = \psi(\Phi^{-1}(x)),
\]

we obtain from (19)

\[
\int_{\{u > k\} \cap \Omega} |\zeta \nabla u|^2 \, dx \leq N \int_{\{u > k\} \cap \Omega} |\zeta x|^2 (u - k)^2 \, dx + C \left( \int_{\{u > k\} \cap \Omega} \zeta^{2\delta} \, dx \right)^{1/q}
\]

for \( k \geq u - 1 \) on the support of \( \zeta \), where \( C \) is a constant as in (22). By the change of variables, this turns into

\[
\int_{\{v > k\} \cap \Omega_{r(1-\delta)}} |\nabla v|^2 \, dx \leq C \left( \frac{1}{\delta^2 r^2 - d/q} \max_{\{v > k\} \cap \Omega_r} (v - k)^2 + 1 \right) \left| \{v > k\} \cap \Omega_r \right|^{1-1/q},
\]

where \( \Omega_r = B_{r_1}^+ = \{y \in \mathbb{R}^d : |y| < r, y_1 > 0 \} \). Similarly, the inequality (39) is proved for \( v \). Hence \( v \in H(\Omega, M, C, 1, q) \) in Definition 7.1 when \( \Omega = B_{r_1}^+ \). Therefore, by Theorem 7.5, we have

\[
\text{osc}_{B_{r_1}^+} v \leq N \left( \frac{r}{r_1} \right)^\alpha
\]
for all $r \leq r_1$, where $\alpha = \alpha(d, C, q)$ and $N = N(d, C, q, r_1, M)$. This together with the definition of $v$ and (24) shows that, for any $r < \frac{r_1}{r_2} =: r_2$, 
\[ \text{osc}_{\Omega} u \leq \text{osc}_{B_{r_2}}^\ast u \leq N \left( \frac{r}{r_2} \right)^\alpha. \]

Finally, we use this inequality and (25) to finish the proof (for details, see Theorem 8.29 in [9]). \qed

5. $L_p$-ESTIMATES FOR LINEAR EQUATIONS

In the proof of Theorem 2.5, where we prove the global Hölder regularity result, it is essential to use some results from $L_p$-theory for linear elliptic equations. In this section, we consider the linear equation
\[ \begin{cases} -D_i(a_{ij}D_jv) + \lambda v = D_ih_i + h & \text{in } \Omega, \\ (a_{ij}D_jv + h_i)v_i = 0 & \text{on } \partial \Omega, \end{cases} \tag{25} \]
where $\nu$ is the outward normal vector to the surface $\partial \Omega$ and $\lambda > 0$, and present some $L_p$-solvability as well as $L_p$-estimates necessary to the proof of Theorem 2.5.

We assume that the leading coefficients $a_{ij}$ have small mean oscillations with respect to $x \in \mathbb{R}^d$. To describe this assumption, we set 
\[ a_{ij}^\# = \sup_{1 \leq i, j \leq d} \sup_{x_0 \in \mathbb{R}^d} \int_{B_r(x_0)} \int_{B_r(x_0)} |a_{ij}(x) - a_{ij}(y)| \, dx \, dy. \]

Assume that $|a_{ij}(x)| \leq \mu^{-1}$ and $a_{ij}(x)\xi_i \xi_j \geq \mu |\xi|^2$ for all $\xi \in \mathbb{R}^d$ and $x \in \mathbb{R}^d$. Also we assume

**Assumption 5.1**. There is a constant $R_1 \in (0, 1]$ such that $a_{ij}^\# \leq \rho_1$.

We use the following result from [4]. By a half space, we mean, for example, $\mathbb{R}^d_+ = \{ x \in \mathbb{R}^d : x_1 > 0 \}$.

**Proposition 5.2**. Let $\Omega$ be the whole space $\mathbb{R}^d$, a half space, or a bounded Lipschitz domain. Let $\beta \in (2, \infty)$, $p \in \left[ \frac{\beta}{\beta - 1}, \beta \right]$, $h_i \in L_p(\Omega)$, and $h \in L_p(\Omega)$.

1. If $\Omega$ is the whole space $\mathbb{R}^d$ or a half space $\mathbb{R}^d_+$, there exists a positive $\rho_1 = \rho_1(d, \mu, \beta)$ such that, under Assumption 5.1 (1), there is a unique $v \in W^1_p(\Omega)$ satisfying (25) and
\[ \sqrt{\lambda} \| v_x \|_{L_p(\Omega)} + \lambda \| v \|_{L_p(\Omega)} \leq N \sqrt{\lambda} \| h_i \|_{L_p(\Omega)} + N \| h \|_{L_p(\Omega)} \tag{26} \]
provided that $\lambda \geq \lambda_0$, where $N > 0$ and $\lambda > 0$ are constants depending only on $d, \mu, \beta, \rho_1$.

2. If $\Omega$ is a bounded Lipschitz domain, there exist positive $\beta = \beta(d, \mu, \beta)$ and $\rho_1 = \rho_1(d, \mu, \beta)$ such that, under Assumption 5.1 (2) and Assumption 5.1 (1), there is a unique $v \in W^1_p(\Omega)$ satisfying (25) and (26) provided that $\lambda \geq \lambda_0$, where $N > 0$ and $\lambda_0 \geq 0$ are constants depending only on $d, \mu, \beta, R_0, R_1$, and $\text{diam} \Omega$.

The proposition above was proved in [4] so that the choices of $\beta$ and $\rho_1$ may be different depending on $p$. Also see [5]. To find uniform $\rho_1$ and $\beta$ for all $p \in [\frac{\beta}{\beta - 1}, \beta]$, we use the cited result and an interpolation argument as in [6]. Indeed, if we have the $W^1_p$ solvability of (25) for some $a_{ij}$ and $\Omega$, by the duality,
the $W^{1}_{\tilde{p}/(\tilde{p} - 1)}$ solvability follows. Then we apply Marcinkiewicz's theorem to get the $W^{1}_{p}$ solvability for any $p \in [\tilde{p}/(\tilde{p} - 1), \hat{p}]$.

By using Proposition 5.2, we derive the following theorem, where $h$ may have less integrability than those in Proposition 5.2. Again, the constants $\beta$ and $\rho_1$ are found independent of $\sigma$ and $q$ as long as $\sigma$ and $q^*$ are in an a priori fixed interval. Recall the definition of $q^*$ given above Theorem 2.3.

**Theorem 5.3.** Let $\Omega$ be a bounded Lipschitz domain, $\sigma, q \in (1, \infty)$, $\hat{p} \in (2, \infty)$, $h_i \in L_\sigma(\Omega)$, and $h \in L_q(\Omega)$. Assume that $\sigma, q^* \in [\tilde{p}/(\tilde{p} - 1), \hat{p}]$. Then there exist positive $\beta = \beta(d, \mu, \hat{p})$ and $\rho_1 = \rho_1(d, \mu, \hat{p})$ such that, under Assumption 2.1 (\beta) and Assumption 5.1 (\rho_1), there exists a unique $v \in W^{1}_{p}(\Omega)$ satisfying (25) and

$$\|v\|_{W^{1}_{p}(\Omega)} \leq N\|h_i\|_{L_\sigma(\Omega)} + N\|h\|_{L_q(\Omega)},$$

provided that $\lambda \geq \lambda_0$, where $p := \min\{\sigma, q^*\}$ and

$$\lambda_0 = \lambda_0(d, \mu, \hat{p}, R_0, R_1, \text{diam}\Omega) \geq 0, \ N = N(d, \mu, \hat{p}, \sigma, q, q^*, R_0, R_1, \lambda, \text{diam}\Omega) > 0.$$

(27)

**Proof.** We split the equation (25) into two linear equations with $\lambda > 0$ and $h_i \equiv 0$, $i = 1, \ldots, d$, respectively. Since $h_i \in L_p(\Omega) \subset L_\sigma(\Omega)$ and $p \in [\tilde{p}/(\tilde{p} - 1), \hat{p}]$, by Proposition 5.2 we have constants $\beta$ and $\rho_1$, depending only on $d, \mu$, and $\hat{p}$, such that, under Assumption 2.1 (\beta) and Assumption 5.1 (\rho_1), there exists a unique solution $v \in W^{1}_{p}(\Omega)$ to the equation (25) with $h \equiv 0$ satisfying

$$\|v\|_{W^{1}_{p}(\Omega)} \leq N\|h_i\|_{L_\sigma(\Omega)},$$

provided that $\lambda \geq \lambda_0$, where $\lambda_0$ and $N$ depend only on the parameters in (27).

Now let $h_i \equiv 0$, $i = 1, \ldots, d$. Thanks to the localization argument using a partition of unity, it is enough to show the uniqueness solvability in $W^{1}_{q^*}(\Omega)$ of the equation (25) along with the following estimate when $\Omega = \mathbb{R}^d$ and $\Omega = \mathbb{R}^d_+$:

$$\|v\|_{W^{1}_{q^*}(\Omega)} \leq N\|h\|_{L_q(\Omega)}.$$ (28)

In case $\Omega = \mathbb{R}^d$, since $h \in L_q(\Omega)$, we find a unique solution $w \in W^{2}_{q}(\mathbb{R}^d)$ to the equation

$$-\Delta w + \lambda w = h \quad \text{in} \quad \Omega$$

satisfying

$$\|w\|_{W^{2}_{q}(\Omega)} \leq N\|h\|_{L_q(\Omega)},$$

where $\lambda > 0$ and $N = N(d, q, \lambda)$. From the above inequality and the Sobolev imbedding theorem, we know that $w \in W^{1}_{q^*}(\Omega)$ and

$$\|w\|_{W^{1}_{q^*}(\Omega)} \leq N\|h\|_{L_q(\Omega)}.$$ (29)

Since $q^* \in [\tilde{p}/(\tilde{p} - 1), \hat{p}]$, by Proposition 5.2 we have $\rho_1 = \rho_1(d, \mu, \hat{p}) > 0$ such that, under Assumption 5.1 (\rho_1), there exists a unique solution $\hat{w} \in W^{1}_{q^*}(\Omega)$ to the equation

$$-D_i(a_{ij}D_j\hat{w}) + \lambda \hat{w} = D_i((a_{ij} - \delta_{ij})D_jw) \quad \text{in} \quad \Omega$$

satisfying

$$\|\hat{w}\|_{W^{1}_{q^*}(\Omega)} \leq N\|Dw\|_{L_{q^*}(\Omega)},$$ (30)

provided that $\lambda \geq \lambda_0$, where $\lambda_0 = \lambda_0(d, \mu, \hat{p}, R_1)$ and $N = N(d, \mu, \hat{p}, R_1, \lambda)$. Clearly $v := w + \hat{w} \in W^{1}_{p}(\Omega)$ is a unique solution to (25) when $h_i \equiv 0$, $i = 1, \ldots, d$. By (30) and (29) the solution $v$ satisfies (28).
In the case that $\Omega = \mathbb{R}^d$, let $w$ be the unique $W^2_q(\mathbb{R}^d)$ solution to $-\Delta w + \lambda w = \bar{h}$ in $\mathbb{R}^d$, where $\bar{h}$ is the even extension of $h$ with respect to $x_1$. Clearly $w_{x_1} = 0$ on $\partial \mathbb{R}^d$, and as before we know that $w \in W^1_q(\Omega)$ and satisfies (29). Now we argue as in the previous case. In particular, note that $\nu := w + \bar{w}$ satisfies the boundary condition in (29).

\[\]

**Remark 5.4.** A Dirichlet problem version of the above theorem is proved in [13], where an $F \in L_q^r(\Omega)$ satisfying $\text{div} F = h$ is found directly, thanks to the Dirichlet boundary condition, by using a Newtonian potential. Here, since we have the conormal derivative boundary condition, the argument in [13] is not applicable. Instead, we have gone through the interior estimates (when $\Omega = \mathbb{R}^d$), the boundary estimates (when $\Omega = \mathbb{R}^d_+$), and the well-known partition of unity argument. In the above theorem as well as Proposition 5.1 for a bounded Lipschitz domain $\Omega$, the $\lambda_0$ can be made equal to zero. (If $\lambda = 0$ in [25] we need $\int_\Omega h \, dx = 0$.) See Section 7 in [4]. However, we do not pursue this direction here.

6. **Proof of Theorem 2.5**

Under the assumptions in Theorem 2.5, Proposition 4.2 says that $u$ is globally H"older continuous on $\Omega$. Then one can have an extension $\bar{u}(x)$ on $\mathbb{R}^d$ of $u(x)$ such that $\bar{u}(x)$ is H"older continuous on $\mathbb{R}^d$ with the same H"older exponent. Now we define

$$a_{ij}(x) := A_{ij}(x, \bar{u}(x)).$$

Also define

$$h_i(x) := a_i(x, u(x)), \quad h(x) := b(x, u(x), \nabla u(x)).$$

Then the equation (1) turns into

$$
\begin{cases}
-D_i(a_{ij} D_j u) + h_i(t, x) + h(t, x) & \text{in } \Omega, \\
(a_{ij} D_j v + h_i) \nu_i = 0 & \text{on } \partial \Omega,
\end{cases}
$$

(31)

where $\nu$ is the outward normal vector to the surface $\partial \Omega$. Note that

$$|h_i(x)| \leq \mu_1(|u|^{\gamma/2} + f) \leq \mu_1(M + f) \in L^r(\Omega),$$

(32)

where $M$ is from Theorem 3.5 and

$$|h(x)| \leq \mu_2(|\nabla u|^{2(1-1/\gamma)} + |u|^{\gamma-1} + g).$$

(33)

The coefficients $a_{ij}$ in (31) satisfy, for any $x_0 \in \mathbb{R}^d$,

$$
\begin{align*}
&\int_{x, y \in B_r(x_0)} |a_{ij}(x) - a_{ij}(y)| \, dx \, dy \\
&= \int_{x, y \in B_r(x_0)} |A_{ij}(x, \bar{u}(x)) - A_{ij}(y, \bar{u}(y))| \, dx \, dy \\
&\leq \int_{x \in B_r(x_0)} |A_{ij}(x, \bar{u}(x)) - A_{ij}(x, \bar{u}(x_0))| \, dx \\
&+ \int_{x, y \in B_r(x_0)} |A_{ij}(x, \bar{u}(x)) - A_{ij}(y, \bar{u}(x_0))| \, dx \, dy \\
&+ \int_{y \in B_r(x_0)} |A_{ij}(y, \bar{u}(x_0)) - A_{ij}(y, \bar{u}(y))| \, dy \leq 2\omega(Nr^{\alpha_0}) + A^p_k,
\end{align*}
$$

(34)
where the last inequality is due to Assumption 2.3 and Proposition 4.2. That is, by using the notation in Section 5, we have
\[ a_R^* \leq 2\omega(NR^\alpha) + A_R^*. \]
Then by Assumptions 2.3 and 2.4 there exists \( R_2 \in (0,R_1] \) such that
\[ a_R^* \leq 2\rho, \tag{34} \]
where \( R_2 \) depends on the function \( \omega \).

**Proof of Theorem 2.5.** We set \( \hat{p} \) to be \( \max\{\sigma,\tau^*\} \), and fix
\[ \beta = \beta(d,\hat{p},\mu), \quad \rho = \frac{1}{2}\rho_1(d,\hat{p},\mu), \tag{35} \]
where \( \beta(d,\hat{p},\mu) \) and \( \rho_1(d,\hat{p},\mu) \) are those in Theorem 5.3. Also fix \( \lambda \geq \lambda_0 \), where \( \lambda_0 = \lambda_0(d,\mu,\hat{p},R_0,R_1,\text{diam}\Omega) \) is taken from Theorem 5.3.

By Theorem 2.2 there exists \( p_0 > 2 \) such that \( u \in W^{1,p_0}(\Omega) \). If \( p_0 \geq \min\{\sigma,\tau^*\} \), we immediately obtain (5). Otherwise, we see that \( u \) satisfies (31). By (32) and (33), \( h \in L_\sigma(\Omega) \) and \( h \in L_{\tau^*}(\Omega) \), where
\[ q_1 = \min\left\{ \frac{\gamma}{2(\gamma - 1)}p_0, \tau^* \right\}. \]

By taking \( \left( \frac{\gamma}{2(\gamma - 1)p_0} \right)^* \) to be \( \tau \) in the case that
\[ \frac{\gamma}{2(\gamma - 1)}p_0 \geq d, \]
we see that
\[ 2 < p_0 < q_1^* \leq \tau^*. \]
Indeed, it is easily verified because
\[ q_1^* = \left( \frac{\gamma}{2(\gamma - 1)p_0} \right)^* = \frac{\gamma dp_0}{2\gamma d - 2d - \gamma p_0} > p_0 \quad \text{when} \quad \frac{\gamma}{2(\gamma - 1)}p_0 < d. \tag{36} \]
Moreover, \( 2 < \sigma \leq \hat{p} \). Hence we have
\[ \sigma, q_1^* \in [\hat{p}/(\hat{p} - 1), \hat{p}]. \tag{37} \]

Set \( p_1 = \min\{\sigma, q_1^*\} \). Then
\[ p_1 = \begin{cases} \min\{\sigma, \tau^*\} & \text{if} \quad \frac{\gamma}{2(\gamma - 1)}p_0 \geq d, \\ \min\{\sigma, \left( \frac{\gamma}{2(\gamma - 1)p_0} \right)^*, \tau^*\} & \text{if} \quad \frac{\gamma}{2(\gamma - 1)}p_0 < d. \end{cases} \]

Observe that \( u \) satisfies
\[ \begin{cases} -D_i(a_{ij}D_ju) + \lambda u = D_i h_i + h + \lambda u & \text{in} \quad \Omega, \\ (a_{ij}D_jv + h_i)v_i = 0 & \text{on} \quad \partial\Omega, \end{cases} \]
where \( a_{ij}, h_i, \) and \( h \) are those in (31). Also observe that \( u \in L_{q_1^*}(\Omega) \) because \( \frac{\gamma}{2(\gamma - 1)} < 1 \). Thus by Theorem 5.3 along with (34) and (35) applied to (31) we have
\[ u \in W^{1,p_1}(\Omega) \] and
\[ \|u\|_{W^{1,p_1}(\Omega)} \leq N \left( \|h_i\|_{L_\sigma(\Omega)} + \|h\|_{L_{\tau^*}(\Omega)} + \|u\|_{L_{q_1^*}(\Omega)} \right), \]
In this case, we obtain (5) unless (38) holds with

\[
\gamma \left( \frac{2}{2(\gamma - 1)} \right) p_0 < d \quad \text{and} \quad \left( \frac{\gamma}{2(\gamma - 1)} \right) p_0 < \min\{\sigma, \tau^*\}. \tag{38}
\]

In this case, \( p_1 = q_1^* = \left( \frac{\gamma}{2(\gamma - 1)} p_0 \right)^* \) and, as seen in (36), \( p_1 > p_0 \). Now, since \( u \in W^1_p(\Omega) \), by (35) it follows that

\[
h \in L_{q_2}(\Omega), \quad q_2 = \min \left\{ \frac{\gamma}{2(\gamma - 1)} p_1, \tau \right\}.
\]

Note that \( q_2 > q_1 \). We define \( p_2 = \min\{\sigma, q_2^*\} > p_1 \). Then we see that (37) is satisfied with \( q_2^* \) in place of \( q_1^* \) and \( u \in L_{q_2}(\Omega) \). By repeating the above argument, we obtain \( \text{(38)} \) unless \( \text{(35)} \) holds with \( p_1 \) in place of \( p_0 \). We continue, if necessary, repeating the above argument to obtain \( p_3, p_4, \cdots \) with the recursion formula

\[
p_{k+1} = \left( \frac{\gamma}{2(\gamma - 1)} p_k \right)^* = \frac{\gamma dp_k}{2\gamma d - 2d - \gamma p_k}, \quad k = 0, 1, 2, \cdots.
\]

Since

\[
p_{k+1} - p_k \geq \frac{p_0(\gamma p_0 + 2d - \gamma d)}{2\gamma d - 2d},
\]

there has to be an integer \( k_0 \) such that \( p = p_{k_0} = \min\{\sigma, \tau^*\} \). Note that (37) holds true with \( q_2^* \) in place of \( q_1^* \) for all \( k = 1, \cdots, k_0 \). This allows us to use Theorem 5.3 in the above iteration process with the same \( \beta \) and \( \rho \) in (35) for all \( k = 1, \cdots, k_0 \). \( \square \)

### 7. Functions in the class \( H \)

Throughout the section, the domain \( \Omega \) is either \( B_{r_0} \) or \( B_{r_0}^+ = \{ x \in B_{r_0}, x_1 > 0 \} \), and \( \Omega_\tau = \Omega \cap B_{r_\tau} \), where \( B_{r_\tau} \) is concentric with \( B_{r_0} \). The results in this section are those in [10, Chapter 2, section 6], where the interior Hölder regularity is proved. We slightly modified the statements in [10] so that they also work for the boundary Hölder regularity. We also give precise parameters on which the constants in the statements depend. We omit here the proofs since they can be done in the same way as in [10].

**Definition 7.1.** Let \( r_0 > 0, M > 0, C > 0, \kappa > 0, q > d/2 \) be real numbers, and \( \Omega = B_{r_0} \) or \( \Omega = B_{r_0}^+ \). We say \( v \in H(\Omega, M, C, \kappa, q) \) if \( v \in W^1_2(\Omega) \) satisfies \( |v| \leq M \) as well as the following two inequalities for any \( r \in (0, r_0] \) and \( \delta \in (0, 1) \):

\[
\int_{\{v > k\} \cap \Omega_{r(1-\delta)}} |\nabla v|^2 \, dx \leq C \left( \frac{1}{\delta^2 r^{2-d/\delta}} \max_{\{v > k\} \cap \Omega_r} (v - k)^2 + 1 \right) |\{v > k\} \cap \Omega_{r(1-\delta)}|^{1-1/\delta}
\]

for \( k \geq \max_{\Omega_r} v - \kappa \), and

\[
\int_{\{v < k\} \cap \Omega_{r(1-\delta)}} |\nabla v|^2 \, dx \leq C \left( \frac{1}{\delta^2 r^{2-d/\delta}} \max_{\{v < k\} \cap \Omega_r} (k - v)^2 + 1 \right) |\{v < k\} \cap \Omega_{r(1-\delta)}|^{1-1/\delta}
\]

for \( k \leq \min_{\Omega_r} v + \kappa \).

The following lemma is Lemma 2.3.5 in [10] with \( \Omega = B_r \). As noted there, it also works for any convex domains.
Lemma 7.2. Let $\Omega = B_r$ or $\Omega = B^+_r$. Then for an arbitrary function $v$ in $W^1_1(\Omega)$ and for arbitrary $k$ and $l$ such that $k \leq l$,

$$(l - k)|\{v > l\} \cap \Omega|^{1 - 1/d} \leq N \frac{r^d}{|\{v \leq k\} \cap \Omega|} \int_{\{k < v \leq l\} \cap \Omega} |\nabla v| \, dx,$$

where $N = N(d)$.

Lemma 7.3. Let $v \in H(\Omega, M, C, \kappa, q)$. Then there exists a $\theta_1 = \theta_1(d, C, q) > 0$ such that, for any $\Omega_r \subset \Omega$ and for any number $k \geq \max_{\Omega_r} u(x) - \kappa$, the inequality

$$|\Omega_r \cap \{v > k\}| \leq \theta_1 r^d$$

implies

$$|\Omega_{r/2} \cap \{v > k + K/2\}| = 0,$$

provided that

$$K = \max_{\Omega_r} u - k \geq r^{1 - \frac{d}{2q}}.$$

Lemma 7.4. Let $v \in H(\Omega, M, C, \kappa, q)$. Then there exists a positive integer $s = s(d, C, q)$ such that, for any $\Omega_r \subset \Omega$ and for any number $k \geq \max_{\Omega_r} u(x) - \kappa$, at least one of the following two inequalities holds:

$$\text{osc}_{\Omega_r} v \leq 2^{s+1} - \frac{d}{2q},$$

$$\text{osc}_{\Omega_r} v \leq \left(1 - \frac{1}{2s - 1}\right) \text{osc}_{\Omega_{2r}} v.$$

Theorem 7.5. Let $v \in H(\Omega, M, C, \kappa, q)$. Then for all $r \leq r_0$, we have

$$\text{osc}_{\Omega_r} v \leq N \left(\frac{r}{r_0}\right)^\alpha,$$

where

$$\alpha = \min \left\{-\log_4 \left(1 - \frac{1}{2s - 1}\right), 1 - \frac{d}{2q}\right\},$$

$$N = 4^\alpha \max \left\{\text{osc}_{\Omega_{2r}} u, 2^s r_0^{1 - \frac{d}{2q}}\right\},$$

and the number $s$ is taken from Lemma 7.4.

8. Reverse Hölder’s inequality

Recall the definition of $\gamma$ in (3). Also recall that, throughout the section, $\Omega$ is a bounded domain satisfying Assumption 2.1. Let

$$c = (u)_{B_R(x_0)} = \int_{B_R} u \, dx \quad \text{and} \quad q = \frac{2d}{d + 2}.$$  

Then by the Poincaré inequality, we have

$$\int_{B_R} |u - c|^2 \, dx \leq N(d) R^{d + 2 - 2d/q} \left(\int_{B_R} |\nabla u|^q \, dx\right)^{2/q},$$

$$\int_{B_R} |u - c|\gamma \, dx \leq N(d, \gamma) R^{d + \gamma - \gamma d/2} \left(\int_{B_R} |\nabla u|^2 \, dx\right)^{\gamma/2}.$$

These inequalities also hold true if $B_R$ is replaced by $B^+_R = \{|x| < R : x_1 > 0\}$. As before, we write $\Omega_r(x) = \Omega \cap B_r(x)$.  

**Lemma 8.1.** Let $\Omega$ be a Lipschitz domain satisfying Assumption 2.1, $u \in W^1_2(\Omega)$, and $x_0 \in \partial \Omega$. Then for $R \leq R_0$, we have

$$
\int_{\Omega_r(x_0)} |u - c|^2 \, dx \leq N_1 R^{d+2-2d/q} \left( \int_{\Omega_R(x_0)} |\nabla u|^q \, dx \right)^{2/q},
$$

(40)

$$
\int_{\Omega_r(x_0)} |u - c|^2 \, dx \leq N_2 R^{d+\gamma - \gamma/2} \left( \int_{\Omega_R(x_0)} |\nabla u|^2 \, dx \right)^{\gamma/2},
$$

where $r = \frac{R}{2^{1+q\gamma}}$, $q = 2d/(d + 2)$, $N_1 = N_1(d, \beta)$, $N_2 = N_2(d, \gamma, \beta)$, and $c = (u)_{\Omega_r(x_0)} = \int_{\Omega_r(x_0)} u \, dx$.

**Proof.** Without loss of generality we assume that $x_0 = 0$ and $\varphi(0) = 0$, where $\varphi$ is a Lipschitz function such that $\Omega_R = \Omega \cap B_R = \{ x \in B_R : x > \varphi(x') \}$. Let $\Phi(y) = (y_1 + \varphi(y'), y')$ and $\Phi^{-1}(x) = \Psi(x) = (x_1 - \varphi(x'), x')$. Also let $v(y) = u(\Phi(y))$. Then by (24) we can say $v \in W^1_2(B_{R_1})$, where $R_1 = \frac{R}{\sqrt{2(1+q\gamma)}}$ From the Poincaré inequality above for a half ball it follows that

$$
\int_{B_{R_1}^+} |v - (v)_{B_{R_1}^+}|^2 \, dy \leq NR^{d+2-2d/q} \left( \int_{B_{R_1}^+} |\nabla v|^q \, dy \right)^{2/q}.
$$

Here

$$
(v)_{B_{R_1}^+} = \int_{B_{R_1}^+} v(y) \, dy.
$$

From this and the set inclusions in (24) we see that

$$
\int_{\Omega_r} |u - (v)_{B_{R_1}^+}|^2 \, dx \leq \int_{\Phi(B_{R_1}) \cap \{ x_1 > \varphi(x') \}} |u - (v)_{B_{R_1}^+}|^2 \, dx = \int_{B_{R_1}^+} |v - (v)_{B_{R_1}^+}|^2 \, dy
$$

$$
\leq NR^{d+2-2d/q} \left( \int_{B_{R_1}^+} |\nabla v|^q \, dy \right)^{2/q} \leq NR^{d+2-2d/q} \left( \int_{\Omega_R} |\nabla u|^q \, dy \right)^{2/q},
$$

where $N = N(d, \beta)$. Now the inequality (40) follows because

$$
\int_{\Omega_r} |u - (u)_{\Omega_r}|^2 \, dx \leq \int_{\Omega_r} |u - C|^2 \, dx
$$

for any constant $C$. The other inequality follows similarly. The lemma is proved.

---

Theorem 2.2 is proved by the following proposition combined with Proposition V.1.1 in [8]. Also see the proof of Theorem 3.6 in [4].

**Proposition 8.2.** Let $R \leq R_0$, $u \in W^1_2(\Omega)$ be a weak solution to (11), $f \in L^2(\Omega)$, and $g \in L^\infty(\Omega)$. Then, for any $\Omega_R(x_0)$, where either $B_R(x_0) \subset \Omega$ or $x_0 \in \partial \Omega$,
we have

\[
\int_{\Omega_{R}(x_0)} (|\nabla u|^2 + |u|^\gamma) \leq N \left( \int_{\Omega_{R}(x_0)} |\nabla u|^q + |u|^\gamma q/2 \right)^{\frac{2}{q}} + N \int_{\Omega_{R}(x_0)} (|f|^2 + |F|^2)
\]

\[+ N R^{d\gamma\left(\frac{1}{2} - \frac{1}{d}\right) + \gamma} \left( \int_{\Omega_{R}(x_0)} |\nabla u|^2 \right)^{\frac{2}{q} - 1} \left( \int_{\Omega_{R}(x_0)} |\nabla u|^2 \right),
\]

where \( q = \frac{1}{\max(1, \beta)} \in (0, 1) \), \( q = \frac{2d}{d+2} \), \( F = |g|^\frac{q}{d-q+1} \), and \( N = N(d, \mu, \mu_1, \mu_2, \gamma, \beta) \).

Note that \( R^{d\gamma\left(\frac{1}{2} - \frac{1}{d}\right) + \gamma} = 1 \) if \( d > 2 \) and \( R^{d\gamma\left(\frac{1}{2} - \frac{1}{d}\right) + \gamma} = R^2 \) if \( d = 2 \).

**Proof.** We only show the case \( x_0 \in \partial \Omega \). The other case follows the same lines. Let \( \eta_0 \in C_0^\infty(\mathbb{R}^d) \) be a function satisfying \( 0 \leq \eta_0 \leq 1 \) and

\[
\eta_0 = \begin{cases} 
1 & \text{for } |x| \leq \frac{1}{4(1 + \beta^2)}, \\
0 & \text{for } |x| \geq \frac{1}{2(1 + \beta^2)}. 
\end{cases}
\]

Set \( r = \frac{R}{2(1 + \beta^2)} \),

\[c = (u)_{\Omega_r(x_0)} = \int_{\Omega_r(x_0)} u \, dx, \text{ and } \eta = \eta_0(R^{-1}(\cdot - x_0)).\]

Using a test function \((u - c)\eta_0^2\), we have

\[\int_{\Omega_r(x_0)} A_{ij}(x, u) D_i \left( (u - c)\eta_0^2 \right) D_j u + \int_{\Omega_r(x_0)} a_i(x, u) D_i \left( (u - c)\eta_0^2 \right) = \int_{\Omega_r(x_0)} b(x, u, \nabla)(u - c)\eta_0^2.
\]

That is,

\[
\int_{\Omega_r(x_0)} A_{ij}\eta_0(D_i u)\eta(D_j u) = - \int_{\Omega_r(x_0)} 2 A_{ij}(u - c)\eta(D_i \eta)(D_j u)
\]

\[- \int_{\Omega_r(x_0)} a_i(D_i \left( (u - c)\eta_0^2 \right)) + \int_{\Omega_r(x_0)} b(u - c)\eta_0^2 =: J_1 + J_2 + J_3. \quad (41)
\]

We estimate \( J_1, J_2 \) and \( J_3 \) by using Young's inequality and the conditions on \( A_{ij}, a_i, \) and \( b \).

Estimate of \( J_1 \):

\[J_1 \leq 2 \mu^{-1} \int_{\Omega_r(x_0)} |\nabla u||u - c||\nabla \eta| \leq \frac{\mu}{16} \int_{\Omega_r(x_0)} \eta_0^2 |\nabla u|^2 + N \int_{\Omega_r(x_0)} |u - c|^2 |\nabla \eta|_2^2.
\]

Estimate of \( J_2 \):

\[J_2 \leq \mu_1 \int_{\Omega_r(x_0)} |u|^{\gamma/2}|\nabla u|\eta_0^2 + \mu_1 \int_{\Omega_r(x_0)} |f||\nabla u|\eta_0^2 + 2 \mu_1 \int_{\Omega_r(x_0)} |u|^{\gamma/2}|u - c||\nabla \eta|_2 + 2 \mu_1 \int_{\Omega_r(x_0)} |f||u - c||\nabla \eta|_2
\]

\[\leq \frac{\mu}{16} \int_{\Omega_r(x_0)} |\nabla u|^2 \eta_0^2 + N \int_{\Omega_r(x_0)} |u|^{\gamma/2} + N \int_{\Omega_r(x_0)} |f|^2 \eta_0^2 + N \int_{\Omega_r(x_0)} |u - c|^2 |\nabla \eta|_2^2.
\]
Estimate of $J_3$:

\[
J_3 \leq \mu_2 \int_{\Omega_R(x_0)} |\nabla u|^2 (1 - \gamma/\gamma) |u - c| \eta^2 + \mu_2 \int_{\Omega_R(x_0)} |u|^\gamma - 1 |u - c| \eta^2 + \mu_2 \int_{\Omega_R(x_0)} |g||u - c| \eta^2
\]

\[
\leq \frac{\mu}{16} \int_{\Omega_R(x_0)} |\nabla u|^2 \eta^2 + N \int_{\Omega_R(x_0)} |u - c| \gamma \eta^2 + N \int_{\Omega_R(x_0)} |u|^\gamma \eta^2 + N \int_{\Omega_R(x_0)} |g| |\gamma/\gamma - 1| \eta^2.
\]

From these estimates of $J_i$, $i = 1, 2, 3$, and the inequality (11) along with the ellipticity condition in (2), we have

\[
\int_{\Omega_R(x_0)} |\nabla u|^2 \eta^2 \leq N \int_{\Omega_R(x_0)} |u - c|^2 |\nabla \eta|^2 + N \int_{\Omega_R(x_0)} |u - c| \gamma \eta^2
\]

\[
+ N \int_{\Omega_R(x_0)} |u| \gamma^2 + N \int_{\Omega_R(x_0)} \left( |f|^2 + |g| \frac{\gamma}{\gamma - 1} \right) \eta^2 := N(I_1 + I_2 + I_3 + I_4),
\]

where $N = N(\mu, \mu_1, \mu_2)$. Now we get estimates for $I_1$, $I_2$, and $I_3$ as follows.

Estimate of $I_1$: Recall the definition of $\eta$, $r = \frac{R}{2(1+\beta^2)}$, and $q = \frac{2d}{d+2}$. Then by Lemma 8.1

\[
I_1 \leq NR^{-2} \int_{\Omega_r(x_0)} |u - c|^2 \leq NR^d \left( \int_{\Omega_R(x_0)} |\nabla u|^q \right)^{2/q}.
\]

Estimate of $I_2$: Again by Lemma 8.1

\[
I_2 \leq \int_{\Omega_r(x_0)} |u - c|^\gamma \leq NR^{d+\gamma - \gamma d/2} \left( \int_{\Omega_R(x_0)} |\nabla u|^2 \right)^{\gamma/2}.
\]

Estimate of $I_3$: First note that

\[
\int_{\Omega_r(x_0)} |c|^\gamma dx \leq NR^d \left( \int_{\Omega_r(x_0)} |u| dx \right)^\gamma \leq NR^d \left( \int_{\Omega_R(x_0)} |u| \eta^{q/2} dx \right)^{2/q},
\]

where, in the last inequality, we have used the fact that $|\Omega_r(x_0)| \geq |B_r^+|$, $r_1 = R \left( 2(1+\beta^2) \right)^{-3/2}$. Hence

\[
I_3 \leq N \int_{\Omega_r(x_0)} |u - c|^\gamma + N \int_{\Omega_r(x_0)} |c|^\gamma
\]

\[
\leq NR^{d+\gamma - \gamma d/2} \left( \int_{\Omega_R(x_0)} |\nabla u|^2 \right)^{\gamma/2} + R^d \left( \int_{\Omega_R(x_0)} |u| \eta^{q/2} dx \right)^{2/q}. \tag{42}
\]

Therefore,

\[
\int_{\Omega_R(x_0)} |\nabla u|^2 \eta^2 \leq NR^d \left( \int_{\Omega_R(x_0)} |\nabla u|^q \right)^{\gamma/\gamma}
\]

\[
+ NR^d \left( \int_{\Omega_R(x_0)} |u| \eta^{q/2} \right)^{\gamma/\gamma} + N \int_{\Omega_R(x_0)} \left( |f|^2 + |F|^2 \right)
\]

\[
+ NR^{d(\gamma - \frac{1}{2}) + \gamma} \left( \int_{\Omega_R(x_0)} |\nabla u|^2 \right)^{\frac{\gamma - 1}{2}} \left( \int_{\Omega_R(x_0)} |\nabla u|^2 \right),
\]
where $N = N(d, \mu, \mu_1, \mu_2, \gamma, \beta)$ and

$$F = \left| g^{\frac{1}{2}} v^{\frac{\gamma - 1}{\gamma}} \right|.$$ 

Finally, we obtain the desired inequality in the proposition by adding the $I_3$ term to the above inequality, using (12), and diving all terms by $R^d$. \hfill \square

Acknowledgement

I would like to thank Hongjie Dong for initiating the writing of this paper, and Dian K. Palagachev for informing me of his recent paper [15].

References

[1] A. A. Arkhipova, Partial regularity of solutions of quasilinear elliptic systems with a nonsmooth condition for a conormal derivative, (Russian. Russian summary) Mat. Sb. 184 (1993), no. 2, 87–104; translation in Russian Acad. Sci. Sb. Math. 78 (1994), no. 1, 215230.

[2] A. A. Arkhipova, On the regularity of the solution of the Neumann problem for quasilinear parabolic systems, (Russian. Russian summary) Izv. Ross. Akad. Nauk Ser. Mat. 58 (1994), no. 5, 3–25; translation in Russian Acad. Sci. Izv. Math. 45 (1995), no. 2, 231–253.

[3] A. A. Arkhipova, Reverse Hölder inequalities with boundary integrals and $L^p$-estimates for solutions of nonlinear elliptic and parabolic boundary-value problems, Nonlinear evolution equations, 15–42, Amer. Math. Soc. Transl. Ser. 2, 164, Amer. Math. Soc., Providence, RI, 1995.

[4] H. Dong and D. Kim, Elliptic equations in divergence form with partially BMO coefficients, Arch. Ration. Mech. Anal. 196 (2010), no. 1, pp. 25–70.

[5] H. Dong, D. Kim, $L^p$-solvability of divergence type parabolic and elliptic systems with partially BMO coefficients, Calc. Var. Partial Differential Equations. 40 (2011), no. 3-4, 357–389.

[6] H. Dong and D. Kim, Global regularity of weak solutions to quasilinear elliptic and parabolic equations with controlled growth, Comm. Partial Differential Equations, to appear, arXiv:1005.5208.

[7] M. Giaquinta, A counter-example to the boundary regularity of solutions to elliptic quasilinear systems. Manuscripta Math. 24 (1978), no. 2, 217–220.

[8] M. Giaquinta, Multiple integrals in the calculus of variations and nonlinear elliptic systems, Princeton University Press, Princeton, NJ, 1983.

[9] D. Gilbarg, N. S. Trudinger, Elliptic partial differential equations of second order, Reprint of the 1998 edition. Classics in Mathematics. Springer-Verlag, Berlin, 2001.

[10] O. A. Ladyzhenskaya, N. N. Ural’ceva, Linear and quasilinear elliptic equations, Translated from the Russian by Scripta Technica, Inc. Translation editor: Leon Ehrenpreis Academic Press, New York-London 1968.

[11] O. A. Ladyženskaja, V. A. Solonnikov, N. N. Ural’ceva, Linear and quasilinear equations of parabolic type, American Mathematical Society: Providence, RI, 1967.

[12] G. M. Lieberman, The conormal derivative problem for elliptic equations of variational type, J. Differential Equations, 49 (1983), no. 2, 218–257.

[13] D. K. Palagachev, Global Hölder continuity of weak solutions to quasilinear divergence form elliptic equations, J. Math. Anal. Appl. 359 (2009), no. 1, 159–167.

[14] D. K. Palagachev, Quasilinear divergence form elliptic equations in rough domains, Complex Var. Elliptic Equ. 55 (2010), no. 5-6, 581–591.

[15] D. K. Palagachev, L. G. Softova, The Calderón-Zygmund property for quasilinear divergence form equations over Reifenberg flat domains, Nonlinear Anal. 74 (2011), no. 5, 1721–1730.

[16] J. Stará, O. John, J. Malý, Counterexamples to the regularity of weak solutions of the quasilinear parabolic system, Comment. Math. Univ. Carolin. 27 (1986) 123–136.

[17] P. Winkert, $L^{\infty}$-estimates for nonlinear elliptic Neumann boundary value problems, NoDEA Nonlinear Differential Equations Appl. 17 (2010), no. 3, 289302.

[18] P. Winkert, R. Zacher, A priori bounds for weak solutions to elliptic equations with nonstandard growth, arXiv:1102.1646v1.
(D. Kim) Department of Applied Mathematics, Kyung Hee University, 1 Seocheon-dong, Gheung-gu, Yongin-si, Gyeonggi-do 446-701 Republic of Korea

E-mail address: doyoonkim@khu.ac.kr