Solution for a bipartite Euclidean traveling-salesman problem in one dimension

Sergio Caracciolo,† Andrea Di Gioacchino,‡ Marco Gherardi,§ and Enrico M. Malatesta†

Dipartimento di Fisica, University of Milan and INFN, via Celoria 16, 20133 Milan, Italy

(Dated: May 18, 2018)

The traveling salesman problem is one of the most studied combinatorial optimization problems, because of the simplicity in its statement and the difficulty in its solution. We characterize the optimal cycle for every convex and increasing cost function when the points are thrown independently and with an identical probability distribution in a compact interval. We compute the average optimal cost for every number of points when the distance function is the square of the Euclidean distance. We also show that the average optimal cost is not a self-averaging quantity by explicitly computing the variance of its distribution in the thermodynamic limit. Moreover, we prove that the cost of the optimal cycle is not smaller than twice the cost of the optimal assignment of the same set of points. Interestingly, this bound is saturated in the thermodynamic limit.

I. INTRODUCTION

Given $N$ cities and $N(N-1)/2$ values that represent the cost paid for traveling between all pairs of them, the traveling salesman problem (TSP) consists in finding the tour that visits all the cities and finally comes back to the starting point with the least total cost to be paid for the journey. The TSP is the archetypal problem in combinatorial optimization [1]. Its first formalization can be probably traced back to the Austrian mathematician Karl Menger, in the 1930s [2], but it is yet extensively investigated. As it belongs to the class of NP-complete problems, see Karp and Steele in [1], the study of the TSP could shed light on the famous P versus NP problem [3]. Many problems in various fields of science (computer science, operational research, genetics, engineering, electronics and so on) and in everyday life (lacing shoes, Google maps queries, food deliveries and so on) can be mapped on a TSP or a variation of it, see for example Ref. [4, Chap. 3] for a non-exhaustive list. Interestingly, the complexity of the TSP seems to remain high even if we try to modify the problem. For example, the Euclidean TSP, where the costs to travel from cities are the Euclidean distances between them, remains NP-complete [5]. The bipartite TSP, where the cities are divided in two sub-sets and the tour has to alternate between them, is NP-complete too, as its Euclidean counterpart. It is well known that the statistical properties of the optimal solution of problems in combinatorial optimization can be related to the zero temperature behaviour of corresponding disordered statistical mechanics models [6–9] when a class of problems is precisely defined and a probability distribution for the different instances is specified.

Previous investigations of some of us suggested that the Euclidean matching problem is simpler to deal with in its bipartite version. This idea encouraged us to consider the bipartite TSP, starting from the one dimensional case that is fully analyzed here.

The manuscript is organized as follows: in Sect. II we define the TSP and its variants we are interested in. We shall introduce a representation of the model, which is novel as far as we know, in terms of a couple of permutations. In this way we also establish a very general connection between the bipartite TSP and a much simpler model, which is in the P complexity class, the assignment problem. Always using our representation, in Sect. III we can provide the explicit solution of the problem for every instance of the disorder (that is, for every position of the points) in the one dimensional case when the cost is a convex and increasing function of the Euclidean distance between the cities. In Sect. IV we exploit our explicit solution to compute the average optimal cost for an arbitrary number of points, when they are chosen with uniform distribution in the unit interval, and we present a comparison with the results of numerical simulations. In Sect. V we discuss the behaviour of the cost in the thermodynamic limit of an infinite number of points. Here the results can be extended to more general distribution laws for the points. In Sect. VI we give our conclusions.

II. THE MODEL

Given a generic (undirected) graph $G = (V,E)$, a cycle of length $k$ is a sequence of edges $e_1, e_2, \ldots, e_k \in E$ in which two subsequent edges $e_i$ and $e_{i+1}$ share a vertex for $i = 1, \ldots, k$ where, for $i = k$ the edge $e_{k+1}$ must be identified with the edge $e_1$. On a bipartite graph each cycle must have an even length. The cycle is Hamiltonian when the visited vertices are all different and the cardinality of the set of vertices $|V|$ is exactly $k$ for $k > 2$. In other terms, a Hamiltonian cycle is a closed path visiting all the vertices in $V$ only once. The determination of the existence of an Hamiltonian cycle is an NP-complete problem (see Johnson and Papadimitriou in [1]). A graph that contains a Hamiltonian cycle is called a Hamiltonian graph. The complete graph with $N$ vertices $K_N$ is Hamiltonian for $N > 2$. The bipartite complete graph with $N + M$ vertices $K_{N,M}$ is Hamiltonian for $M > N > 1$.

Let us denote by $\mathcal{H}$ the set of Hamiltonian cycles of the graph $G$. Let us suppose now that a weight $w_e > 0$ is assigned to each edge $e \in E$ of the graph $G$. We can associate to each Hamiltonian cycle $h \in \mathcal{H}$ a total cost

$$E(h) := \sum_{e \in h} w_e.$$  

(1)
In the (weighted) Hamiltonian cycle problem we search for the Hamiltonian cycle $h \in \mathcal{H}$ such that the total cost in (1) is minimized, i.e., the optimal Hamiltonian cycle $h^* \in \mathcal{H}$ is such that
\[
E(h^*) = \min_{h \in \mathcal{H}} E(h). 
\]

When the $N$ vertices of $\mathcal{K}_N$ are seen as cities and the weight for each edge is the cost paid to cover the route distance between the cities, the search for $h^*$ is called the traveling salesman problem (TSP). For example, consider when the graph $\mathcal{K}_N$ is embedded in $\mathbb{R}^d$, that is for each $i \in [N] = \{1, 2, \ldots, N\}$ we associate a point $x_i \in \mathbb{R}^d$, and for $e = (i, j)$ with $i, j \in [N]$ we introduce a cost which is a function of their Euclidean distance $w_e = |x_i - x_j|^p$ with $p \in \mathbb{R}$. When $p = 1$, we obtain the usual Euclidean TSP. Analogously for the bipartite graph $\mathcal{K}_{N,N}$ we will have two sets of points in $\mathbb{R}^d$, that is the red $\{r_i\}_{i \in [N]}$ and the blue $\{b_j\}_{j \in [N]}$ points and the edges connect red with blue points with a cost
\[
w_e = |r_i - b_j|^p. \tag{3}
\]

When $p = 1$, we obtain the usual bipartite Euclidean TSP. The simplest way to introduce randomness in the problem is to consider the weights $w_e$ independent and identically distributed random variables. In this case the problem is called random TSP and has been extensively studied by disorder techniques such as replica and cavity methods [7, 10–15] and by a rigorous approach [16]. In the random Euclidean TSP [17–21], instead, the positions of the points are generated at random and as a consequence the weights will be correlated. The typical properties of the optimal solution are of interest, and in particular the average optimal cost
\[
\bar{E} := E(h^*), \tag{4}
\]
where we have denoted by a bar the average over all possible realizations of the disorder.

### A. Representation in terms of permutations

We shall now restrict to the complete bipartite graph $\mathcal{K}_{N,N}$. Let $\mathcal{S}_N$ be the group of permutation of $N$ elements. For each $\sigma, \pi \in \mathcal{S}_N$, the sequence for $i \in [N]$
\[
e_{2i-1} := (r_{\sigma(i)}, b_{\pi(i)}) \quad \quad e_{2i} := (b_{\pi(i)}, r_{\sigma(i)+1}) \tag{5}
\]
where $\sigma(N+1)$ must be identified with $\sigma(1)$, defines a Hamiltonian cycle. More properly, it defines a Hamiltonian cycle with starting vertex $r_1 = r_{\sigma(1)}$ with a particular orientation, that is
\[
h[(\sigma, \pi)] := (r_1 b_{\pi(1)} r_{\sigma(2)} b_{\pi(2)} \cdots r_{\sigma(N)} b_{\pi(N)}) = (r_1 C), \tag{6}
\]
where $C$ is an open walk which visit once all the blue points and all the red points with the exception of $r_1$. Let $C^{-1}$ be the open walk in opposite direction. This defines a new, dual, couple of permutations which generate the same Hamiltonian cycle
\[
h[(\sigma, \pi)^*] := (C^{-1} r_1) = (r_1 C^{-1}) = h[(\sigma, \pi)] \tag{7}
\]
since the cycle $(r_1 C^{-1})$ is the same as $(r_1 C)$ (traveled in the opposite direction). By definition
\[
h[(\sigma, \pi)^*] = (r_1 b_{\pi(N)} r_{\sigma(N-1)} b_{\pi(N-1)} \cdots b_{\pi(2)} r_{\sigma(2)} b_{\pi(1)}). \tag{8}
\]

Let us introduce the cyclic permutation $\tau \in \mathcal{S}_N$, which performs a left rotation, and the inversion $I \in \mathcal{S}_N$. That is $\tau(i) = i + 1$ for $i \in [N - 1]$ with $\tau(N) = 1$ and $I(i) = N + 1 - i$. In the following we shall denote a permutation by using the second raw in the usual two-raw notation, that is, for example $\tau = (2, 3, \cdots, N, 1)$ and $I = (N, N - 1, \ldots, 1)$. Then
\[
h[(\sigma, \pi)^*] = h[(\sigma \circ \tau \circ I, \pi \circ I)]. \tag{9}
\]

There are $N! (N - 1)! / 2$ Hamiltonian cycles for $\mathcal{K}_{N,N}$. Indeed the couples of permutations are $N!^2$ but we have to divide them by $2N$ because of the $N$ different starting points and the two directions in which the cycle can be traveled.

### B. Comparison with the assignment problem

From (5) and weights of the form (3), we get an expression for the total cost
\[
E[h((\sigma, \pi))] = \sum_{i \in [N]} |r_{\sigma(i)} - b_{\pi(i)}|^p + |r_{\pi(i)} - b_{\sigma(i)}|^p \tag{10}
\]
Now we can re-shuffle the sums and we get
\[
E[h[(\sigma, \pi)] = \sum_{i \in [N]} |r_i - b_{\pi \circ \sigma^{-1}(i)}|^p + \sum_{i \in [N]} |r_i - b_{\pi \circ \sigma^{-1}(i)}|^p \tag{11}
\]
\[
= E[m(\pi \circ \sigma^{-1})] + E[m(\pi \circ \sigma^{-1} \circ \sigma^{-1})]
\]
where $E[m(\lambda)]$ is the total cost of the assignment $m$ in $\mathcal{K}_{N,N}$ associated to the permutation $\lambda \in \mathcal{S}_N$
\[
E[m(\lambda)] = \sum_{i \in [N]} |r_i - b_{\lambda(i)}|^p. \tag{12}
\]

The duality transformation (9), that is
\[
\sigma \rightarrow \sigma \circ \tau \circ I, \quad \pi \rightarrow \pi \circ I, \tag{13}
\]
interchanges the two matchings because
\[
\mu_1 := \pi \circ \sigma^{-1} \rightarrow \pi \circ I \circ \tau \circ \sigma^{-1} = \pi \circ \sigma^{-1} \tag{15a}
\]
\[
\mu_2 := \pi \circ \sigma^{-1} \rightarrow \pi \circ I \circ \sigma^{-1} = \pi \circ \sigma^{-1} \tag{15b}
\]
where we used
\[ I \circ \tau^{-1} \circ I = \tau . \quad (16) \]

The two matchings corresponding to the two permutations \( \mu_1 \) and \( \mu_2 \) have no edges in common and therefore each vertex will appear twice in the union of their edges. Remark also that
\[ \mu_2 = \mu_1 \circ \sigma \circ \tau^{-1} \circ \sigma^{-1} \quad (17) \]

which means that \( \mu_1 \) and \( \mu_2 \) are related by a permutation which has to be, as it is \( \tau^{-1} \), a unique cycle of length \( N \). It follows that, if \( h^* \) is the optimal Hamiltonian cycle and \( m^* \) is the optimal assignment,
\[ E[h^*] \geq 2E[m^*] . \quad (18) \]

In the case of the Euclidean assignment the scaling of the average optimal cost is known in every dimensions and for every \( p \geq 1 \) [22]:
\[ \frac{E[\mu^*]}{N} \sim \begin{cases} N^{1-\frac{2}{p}} & d = 1 ; \\ N^{1-\frac{2}{p}}(\log N)^{\frac{2}{p}} & d = 2 ; \\ N^{1-\frac{2}{p}} & d > 2 . \end{cases} \quad (19) \]

The scaling shows an anomalous behaviour at lower dimension differently from what occurs for the matching problem on the complete graph \( K_N \) where in any dimension the scaling with the number of points is always \( N^{1-\frac{2}{p}} \). Indeed, also for the monopartite Euclidean TSP (that is on \( K_N \)) in [17] it has been shown that for \( p = 1 \), in a finite region, with probability 1, the total cost scales according to \( N^{1-\frac{2}{p}} \) in any dimension.

III. SOLUTION IN \( d = 1 \) FOR ALL INSTANCES

Here we shall concentrate on the one-dimensional case, where both red and blue points are chosen uniformly in the unit interval \([0, 1]\). In our analysis we shall make use of the results for the Euclidean assignment problem in one dimension of [23] which have been obtained when in (3) is set \( p > 1 \). In this work it is showed that sorting both red and blue points in increasing order, the optimal assignment is defined by the identity permutation \( \Pi = (1, 2, \ldots, N) \). From now on, we will assume \( p > 1 \) and that both red and blue points are ordered, i.e. \( r_1 \leq \cdots \leq r_N \) and \( b_1 \leq \cdots \leq b_N \). Let
\[ \tilde{\sigma}(i) = \begin{cases} 2i - 1 & i \leq (N + 1)/2 \\ 2N - 2i + 2 & i > (N + 1)/2 \end{cases} \quad (20) \]

and
\[ \hat{\sigma}(i) = \tilde{\sigma} \circ I(i) = \tilde{\sigma}(N + 1 - i) = \begin{cases} 2i & i \leq (N + 1)/2 \\ 2N - 2i + 1 & i \geq (N + 1)/2 \end{cases} \quad (21) \]

the couple \((\tilde{\sigma}, \hat{\sigma})\) will define a Hamiltonian cycle \( \hat{h} \in \mathcal{H} \). More precisely, according to the correspondence given in (5),

it contains the edges for even \( N \),
\[ \hat{e}_{2i-1} = \begin{cases} (r_{2i-1}, b_{2i}) & i \leq N/2 \\ (r_{2N-2i+2}, b_{2N-2i+1}) & i > N/2 \end{cases} \quad (22a) \]
\[ \hat{e}_{2i} = \begin{cases} (b_{2i}, r_{2i+1}) & i < N/2 \\ (b_N, r_N) & i = N/2 \\ (b_{2N-2i+1}, r_{2N-2i}) & N/2 < i < N \\ (b_1, r_1) & i = N \end{cases} \quad (22b) \]

while for odd \( N \)
\[ \hat{e}_{2i-1} = \begin{cases} (r_{2i-1}, b_{2i}) & i < (N - 1)/2 \\ (r_N, b_N) & i = (N - 1)/2 \\ (r_{2N-2i+2}, b_{2N-2i+1}) & i > (N - 1)/2 \end{cases} \quad (23a) \]
\[ \hat{e}_{2i} = \begin{cases} (b_{2i}, r_{2i+1}) & i < (N - 1)/2 \\ (b_{2N-2i+1}, r_{2N-2i}) & (N - 1)/2 < i < N \\ (b_1, r_1) & i = N \end{cases} \quad (23b) \]

The main ingredient of our analysis is the following

**Proposition III.1.** For a convex and increasing cost function the optimal Hamiltonian cycle is provided by \( \hat{h} \).

This cycle is the analogous of the *criss-cross* solution introduced by Halton [24] (see Fig. 1). In his work, Halton studied the optimal way to lace a shoe. This problem can be seen as a peculiar instance of a 2-dimensional bipartite Euclidean TSP with the parameter which tunes the cost \( p = 1 \). One year later, Misiurewicz [25] generalized Halton’s result giving the least restrictive requests on the 2-dimensional TSP instance to have the criss-cross cycle as solution. Other generalizations of these works have been investigated in more recent papers [26, 27].

We will show that the same criss-cross cycle has the lowest cost for the Euclidean bipartite TSP in one dimension, provided that \( p > 1 \). To do this, we will prove in a novel way the optimality of the criss-cross solution, suggesting two moves that lower the energy of a tour and showing that the only Hamiltonian cycle that cannot be modified by these moves is \( \hat{h} \).

We shall make use of the following moves in the ensemble of Hamiltonian cycles. Given \( i, j \in [N] \) with \( j > i \) we can partition each cycle as
\[ h([\sigma, \pi]) = (C_1 r_{\sigma(i)} b_{\pi(i)} C_2 b_{\pi(j)} r_{\sigma(j+1)} C_3), \quad (24) \]

where the \( C_i \) are open paths in the cycle, and we can define the operator \( R_{ij} \) that exchanges two blue points \( b_{\pi(i)} \) and \( b_{\pi(j)} \).
and reverses the path between them as
\[
    h[R_{ij}(\sigma, \pi)] = (C_1 r_{\sigma(i)} b_{\pi(i)} C_2 b_{\pi(j)})^{-1} r_{\sigma(j+1)} C_3.
\]

(25)

Analogously by writing
\[
    h((\sigma, \pi)) = (C_1 b_{\pi(i-1)} r_{\sigma(i)} C_2 r_{\sigma(i)} b_{\pi(j)} C_3).
\]

we can define the corresponding operator \( S_{ij} \) that exchanges two red points \( r_{\sigma(i)} \) and \( r_{\sigma(j)} \) and reverses the path between them
\[
    h[S_{ij}(\sigma, \pi)] = (C_1 b_{\pi(i-1)} [r_{\sigma(i)} C_2 r_{\sigma(i)}]^{-1} b_{\pi(j)} C_3)
    = (C_1 b_{\pi(i-1)} r_{\sigma(i)} C_2^{-1} r_{\sigma(i)} C_3).
\]

(26)

(27)

Two couples of points \((r_{\sigma(k)}, r_{\sigma(j)})\) and \((b_{\pi(k)}, b_{\pi(i)})\) have the same orientation if \((r_{\sigma(k)} - r_{\sigma(j)})(b_{\pi(j)} - b_{\pi(i)}) > 0\). Remark that as we have ordered both set of points this means also that \((\sigma(k), \sigma(j))\) and \((\pi(i), \pi(j))\) have the same orientation.

Then

**Lemma 1.** Let \( E[(\sigma, \pi)] \) be the cost defined in (10). Then \( E[R_{ij}(\sigma, \pi)] - E[(\sigma, \pi)] \geq 0 \) if the couples \((r_{\sigma(i+1)}, r_{\sigma(i)})\) and \((b_{\pi(i)}, b_{\pi(i)})\) have the same orientation and \( E[S_{ij}(\sigma, \pi)] - E[(\sigma, \pi)] \geq 0 \) if the couples \((r_{\sigma(j)}, r_{\sigma(i)})\) and \((b_{\pi(i)}, b_{\pi(i-1)})\) have the same orientation.

**Proof.**

\[
    E[R_{ij}(\sigma, \pi)] - E[(\sigma, \pi)] = w(r_{\sigma(i)},b_{\pi(i)}) + w(b_{\pi(j)},r_{\sigma(j)}) - w(r_{\sigma(i)},b_{\pi(j)}) - w(b_{\pi(i)},r_{\sigma(i)})
\]

and this is the difference between two matchings which is positive if the couples \((r_{\sigma(i+1)}, r_{\sigma(i)})\) and \((b_{\pi(i)}, b_{\pi(i)})\) have the same orientation (as shown in [23, 28] for a weight which is an increasing convex function of the Euclidean distance). The remaining part of the proof is analogous.

\[\square\]

**Lemma 2.** The only couples of permutations \( (\sigma, \pi) \) with \( \sigma(1) = 1 \) such that both \((\sigma(j + 1), \sigma(j))\) have the same orientation as \((\pi(j), \pi(i))\) and \((\sigma(j), \sigma(i))\), for each \( i, j \in [N] \) are \((\sigma, \pi)\) and its dual \((\tilde{\sigma}, \tilde{\pi})\).

**Proof.** We have to start our Hamiltonian cycle from \( r_{\sigma(1)} = r_1 \). Next we look at \( \pi(N) \), if we assume now that \( \pi(N) > 1 \), there will be a \( j \) such that our cycle would have the form \((r_1 C_1 r_{\sigma(j)} b_1 C_2 b_{\pi(N)})\). If we assume \( j > 1 \) then \((1, \sigma(j))\) and \((\pi(N), 1)\) have opposite orientation, so that necessarily \( \pi(N) = 1 \). In the case \( j = 1 \) our Hamiltonian cycle is of the form \((r_1 B_1 C)\), that is \((b_1 C r_1)\), and this is exactly of the other form if we exchange red and blue points. We assume that it is of the form \((r_1 C b_1)\); the other form would give, at the end of the proof, \((\sigma, \pi)\) dual.

Now we shall proceed by induction. Assume that our Hamiltonian cycle is of the form \((r_1 b_2 r_3 \cdots x_k C y_k \cdots b_r b_2 b_1)\) with \( k < N \), where \( x_k \) and \( y_k \) are, respectively, a red point and a blue point when \( k \) is odd and vice versa when \( k \) is even. Then \( y_{k+1} \) and \( x_{k+1} \) must be in the walk \( C \). If \( y_{k+1} \) it is not the point on the right of \( x_k \) the cycle has the form \((r_1 b_2 r_3 \cdots x_k y_k C_1 y_{k+1} \cdots y_k \cdots b_r b_2 b_1)\) but then \((x_k, x_{k+1})\) and \((y_{k+1}, y_k)\) have opposite orientation, which is impossible, so that \( s = k + 1 \), that is the point on the right of \( x_k \). Where is \( x_{k+1} \)? If it is not the point on the left of \( y_k \) the cycle has the form \((r_1 b_2 r_3 \cdots x_k y_k \cdots y_k x_k C_1 y_{k+1} \cdots y_k \cdots b_r b_2 b_1)\), but then \((x_k, x_{k+1})\) and \((y_k, y_{k+1})\) have opposite orientation, which is impossible, so that \( s = k + 1 \), that is the point on the left of \( y_k \). We have now shown that the cycle has the form \((r_1 b_2 r_3 \cdots y_k x_k C x_{k+1} \cdots b_3 b_2 b_1)\) and can proceed until \( C \) is empty.

\[\square\]

The case with \( N = 3 \) points is explicitly investigated in appendix A.

Now that we have understood what is the optimal Hamiltonian cycle, we can look in more details at what are the two matchings which enter in the decomposition we used in (11). As \( \tilde{\pi} = \tilde{\sigma} \circ I \) we have that

\[
    I = \sigma^{-1} \circ I = \tilde{\sigma} \circ \tilde{\pi}.
\]

(29)

As a consequence both permutations associated to the matchings appearing in (11) for the optimal Hamiltonian cycle are involutions:

\[
    \mu_1 = \tilde{\pi} \circ \tilde{\sigma}^{-1} = \sigma \circ I \circ \tilde{\sigma} = \tilde{\sigma} \circ \tilde{\pi}^{-1}
\]

(30a)

\[
    \mu_2 = \tilde{\sigma} \circ \tilde{\tau}^{-1} \circ \tilde{\sigma}^{-1} = \tilde{\sigma} \circ I \circ \tilde{\tau}^{-1} \circ I \circ \tilde{\pi}^{-1} = \tilde{\tau}^{-1} \circ \tilde{\pi}^{-1}
\]

(30b)

where we used (16). This implies that those two permutations have at most cycles of period two, a fact which reflects a symmetry by exchange of red and blue points.

When \( N \) is odd it happens that

\[
    I \circ \tilde{\sigma} \circ I = \tilde{\sigma} \circ I \circ \tilde{\tau}^{-N+1} \circ I,
\]

(31)

so that

\[
    I \circ \tilde{\sigma} \circ I = I \circ \tilde{\tau}^{-1} \circ I \circ \tilde{\tau}^{-N+1} \circ I
\]

(32)

It follows that the two permutations in (30a) and (30b) are conjugate by \( I \)

\[
    I \circ \tilde{\sigma} \circ I \circ \tilde{\tau}^{-1} \circ I = \tilde{\tau}^{-N+1} \circ I \circ \tilde{\tau} \circ \tilde{\tau}^{-N+1} \circ \tilde{\tau} = \tilde{\tau} \circ \tilde{\tau}^{-1}
\]

(33)

so that, in this case, they have exactly the same numbers of cycles of order 2. Indeed we have

\[
    \mu_1 = (2, 1, 4, 3, 6, \ldots, N - 1, N - 2, N)
\]

(34a)

\[
    \mu_2 = (1, 3, 2, 5, 4, \ldots, N - 1, N - 2, N)
\]

(34b)

and they have \( N+1 \) cycles of order 2 and 1 fixed point. See Fig. 2 for the case \( N = 5 \).

In the case of even \( N \) the two permutations have not the same number of cycles of order 2, indeed one has no fixed point and the other has two of them. More explicitly

\[
    \mu_1 = (2, 1, 4, 3, 6, \ldots, N, N - 1)
\]

(35a)

\[
    \mu_2 = (1, 3, 2, 5, 4, \ldots, N - 1, N - 2, N)
\]

(35b)

See Fig. 3 for the case \( N = 4 \).
In particular for $k = 1$

$$\Pr_{\rho} [x_1 \in dx] = N \left[ 1 - \Phi_{\rho}(x) \right]^{N-1} \rho(x) \, dx .$$

and $k = N$

$$\Pr_{\rho} [x_N \in dx] = N \Phi_{\rho}^{N-1}(x) \rho(x) \, dx .$$

Given two sequences of $N$ points, the probability for the difference $\phi_k$ in the position between the $(k + 1)$-th and the $k$-th points is

$$\Pr_{\rho} [\phi_k \in d\phi] = k(k + 1) \binom{N}{k} \binom{N}{k + 1} \, d\phi_k$$

$$\int_0^1 dx\, dy \rho(x) \rho(y) \delta(\phi_k - y + x) \Phi_{\rho}(y) \left[ 1 - \Phi_{\rho}(x) \right]$$

$$\left[ \Phi_{\rho}(x) \Phi_{\rho}(y) \right]^{k-1} \left[ \left( 1 - \Phi_{\rho}(x) \right) \left( 1 - \Phi_{\rho}(y) \right) \right]^{N-k-1} .$$

Let us now focus on the simple case in which the law $\rho$ is flat, then $\Phi_{\rho}(x) = x$.

$$|r_1 - b_1|^2 = N^2 \int_0^1 dx\, dy \left[ (1-x)(1-y) \right]^{N-1} |x - y|^p$$

$$= N^2 \int_0^1 dx\, dy (xy)^{N-1} |x - y|^p$$

$$= |r_N - b_N|^2 .$$

For $p = 2$

$$|r_1 - b_1|^2 = \frac{2N}{(N + 1)^2(N + 2)} .$$

and

$$|b_{k+1} - r_k|^2 = |r_{k+1} - b_k|^2 = k(k + 1) \binom{N}{k} \binom{N}{k + 1}$$

$$\int_0^1 dx\, dy (x - y)^2 (1-x)(1-y)^{k-1} (1-x)(1-y)^{N-k-1}$$

$$= \frac{2(k + 1)(N - k + 1)}{(N + 1)^2(N + 2)} .$$

In conclusion, the average cost for the flat distribution and $p = 2$ is exactly

$$E^{(2)}_N = \frac{2N^2 + 4N - 3}{(N + 1)^2} .$$

If we recall that for the assignment the average optimal total cost is exactly $N^2/3$, the difference between the average optimal total cost of the bipartite TSP and twice the assignment is

$$\frac{2}{3} \left[ \frac{N^2 + 4N - 3}{(N + 1)^2} - \frac{N}{N + 1} \right] = \frac{1}{3} \frac{N - 1}{(N + 1)^2} \geq 0 .$$
and vanishes for infinitely large $N$. Remark that the limiting value is reached from above for the TSP and from below for the assignment. We plot in Fig. 4 the numerical results of the average optimal cost for different number of points.

It is also interesting to look at the contribution from the two different matchings in which we have subdivided the optimal Hamiltonian cycle. In the case of $N$ odd we have for one of them the average cost

$$
\frac{2N}{(N+1)^2(N+2)} + 2 \sum_{k=1}^{N-1} \frac{4k(N-2k+2)}{(N+1)^2(N+2)} = \frac{1}{3} \frac{N^2 + 4N - 3}{(N+1)^2}
$$

(48)

and also for the other

$$
\frac{2N}{(N+1)^2(N+2)} + 2 \sum_{k=1}^{N-1} \frac{2(2k+1)(N-2k+1)}{(N+1)^2(N+2)} = \frac{1}{3} \frac{N^2 + 4N - 3}{(N+1)^2}
$$

(49)

In the case of $N$ even we have for the matching with two fixed points the average cost

$$
\frac{4N}{(N+1)^2(N+2)} + 2 \sum_{k=1}^{N-1} \frac{2(2k+1)(N-2k+1)}{(N+1)^2(N+2)} = \frac{1}{3} \frac{N^2 + 4N - 6}{(N+1)^2}
$$

(50)

while for the other with no fixed points

$$
2 \sum_{k=1}^{N-2} \frac{4k(N-2k+2)}{(N+1)^2(N+2)} = \frac{1}{3} \frac{N^2 + 4N}{(N+1)^2}
$$

(51)

which then has a cost higher at the order $N^{-2}$.

V. ASYMPTOTIC ANALYSIS FOR THE OPTIMAL AVERAGE COST

Motivated by the preceding discussion, one can try to perform a more refined analysis in the thermodynamic limit. In the asymptotic regime of large $N$, in fact, only the term with a sum on $i$ in (36) will contribute, and each of the two terms will provide an equal optimal matching contribution. Proceeding as in the case of the assignment [23, 29], one can show that the random variables $\phi_k$ defined above Eq. (41) converge (in a weak sense specified by Donsker’s theorem) to $\phi(s)$, which is a difference of two Brownian bridge processes [30].

One can write the re-scaled average optimal cost as

$$
\overline{E}_p \equiv \lim_{N \to \infty} N^{\xi-1} \overline{E}_N^{(p)}
$$

(52)

where we have denoted with a bar the average over all the instances. By starting at finite $N$ with the representation (41),

![Figure 4. Numerical results for $\overline{E}_N^{(p)}$ for several values of $N$. The continuous line represents the exact prediction given in (46) and the dashed line gives the value for infinitely large $N$. For every $N$ we have used $10^4$ instances. In the inset we show the numerical results for the variance of the cost $\overline{E}_N^{(p)}$ obtained using the exact solution provided by (20) and (21). The dashed line represents the theoretical large $N$ asymptotic value. Error bars are also plotted but they are smaller than the mark size.](image)

the large $N$ limit can be obtained setting $k = Ns + \frac{1}{2}$ and introducing the variables $\xi, \eta$ and $\phi$ such that

$$
x = s + \frac{\xi}{\sqrt{N}}, \quad y = s + \frac{\eta}{\sqrt{N}}, \quad \phi_k = \frac{\phi(s)}{\sqrt{N}}
$$

(53)

in such a way that $s$ is kept fixed when $N \to +\infty$. Using the fact that

$$
\Phi_{\rho}^{-1}(s) = \Phi_{\rho}^{-1}\left(s + \frac{\xi}{\sqrt{N}}\right) = \Phi_{\rho}^{-1}(s) + \frac{\xi}{\sqrt{N}} (\rho \circ \Phi_{\rho}^{-1})(s)
$$

(54)

we obtain, at the leading order,

$$
\Pr[\phi(s) \in d\varphi] =
\begin{align*}
&= d\varphi \int \delta \left( \varphi - \frac{\eta - \xi}{\rho(\Phi_{\rho}^{-1}(s))} \frac{\exp\left(-\frac{\xi^2 + \eta^2}{2s(1-s)}\right)}{2\pi s(1-s)} \right) d\xi d\eta \\
&= \left( \rho \circ \Phi_{\rho}^{-1}(s) \right) \left( \frac{1}{\sqrt{4\pi s(1-s)}} \exp\left(-\frac{\rho^2}{4s(1-s)}\right) \right) d\varphi.
\end{align*}
$$

(55)

that implies that

$$
\overline{E}_p = 2 \int_0^1 \frac{1}{|\phi(s)|^2} ds
$$

$$
= 2 \int_0^1 ds \left( \frac{\xi}{\rho(\Phi_{\rho}^{-1}(s))} \right) \frac{\exp\left(-\frac{\xi^2}{2s(1-s)}\right)}{\sqrt{4\pi}}
$$

$$
= \frac{2^{1+p}}{\sqrt{\pi}} \Gamma \left( \frac{p+1}{2} \right) \int_0^1 ds \left( \frac{\xi}{\rho(\Phi_{\rho}^{-1}(s))} \right) \frac{\exp\left(-\frac{\xi^2}{2s(1-s)}\right)}{\sqrt{4\pi}}
$$

$$
= \frac{2^{1+p}}{\sqrt{\pi}} \Gamma \left( \frac{p+1}{2} \right) \int_0^1 dx \Phi_{\rho}(x) \left( \frac{1 - \Phi_{\rho}(x)}{\rho^\theta(x)} \right) \frac{\xi}{\rho^\theta(x)}.
$$

(56)
In the particular case of a flat distribution the average cost converges to
\[
\overline{E_p} = \frac{2^{1+p}}{\sqrt{\pi}} \Gamma \left( \frac{p+1}{2} \right) \int_0^1 ds \left[ s(1-s) \right]^p = \frac{2}{p+1} \Gamma \left( \frac{p+1}{2} \right)
\]  
(57)
which is two times the value of the optimal matching. For \( p = 2 \) this gives \( \overline{E_2} = 2/3 \), according to exact result (46). Formula (55) becomes
\[
p_s(x) = \frac{\delta(\varphi(s) - x)}{\sqrt{4\pi s(1-s)}}
\]
(58)
and similarly, see for example [29, Appendix A], it can be derived that the joint probability distribution \( p_{t,s}(x, y) \) for \( \varphi(s) \) is (for \( t < s \)) a bivariate Gaussian distribution
\[
p_{t,s}(x, y) = \frac{\delta(\varphi(t) - x) \delta(\varphi(s) - y)}{4\pi \sqrt{(s-t)(1-s)}}
\]
(59)
This allows to compute, for a generic \( p > 1 \), the average of the square of the re-scaled optimal cost
\[
\overline{E_p^2} = 4 \int_0^1 dt \int_0^1 ds \frac{\varphi(s)^p \varphi(t)^p}{\sqrt{s(1-s)}}
\]
(60)
which is 4 times the corresponding one of a bipartite matching problem. In the case \( p = 2 \), the average in Eq. (60) can be evaluated by using the Wick theorem for expectation values in a Gaussian distribution
\[
\overline{E_2^2} = 4 \int_0^1 ds \int_0^1 dt \int_{-\infty}^\infty dx dy \ p_{t,s}(x, y) x^2 y^2 = 4/5
\]
(61)
and therefore
\[
\frac{\overline{E_2^2}}{\overline{E_2}} = \frac{16}{45} = 0.35.
\]
(62)
This result is in agreement with the numerical simulations (see inset of Fig. 4) and proves that the re-scaled optimal cost is not a self-averaging quantity.

VI. CONCLUSION AND PERSPECTIVES

In this work we studied the random Euclidean bipartite TSP in one dimension using a weight function which is a power \( p \) of the Euclidean distance between red and blue points. The complete bipartite graph is a special case of a more general problem. The motivation of this choice is double: on one hand in the one dimensional case we have been able to address clearly the connection between this problem and the assignment and on the other hand we expect the bipartite TSP to be more easily tractable than its monopartite counterpart in more than one dimension. Travelling salesman problems on bipartite graphs may also turn out in practical situations (for instance, a vehicle needing to visit a set of destinations and a set of charging stations). We provide an explicit solution in the convex case \( p > 1 \), giving the best cycle for each disorder instance of the problem. This allowed us to compute explicitly the average optimal cost when \( p = 2 \) and for every number of points \( N \). Interestingly, the value of average optimal cost turned out to be twice the average optimal cost of the assignment problem. In the continuum limit we were also able to find the average optimal cost for generic exponent \( p \), using the relation of the one-dimensional assignment with the Brownian bridge process [23]. In the same thermodynamic limit we computed the variance of the distribution of the optimal costs; since we get a non-vanishing result, we deduce that the average optimal cost is not a self-averaging quantity. This feature is present also in the case of the assignment problem, where the average optimal cost has been shown to be self-averaging only in \( d > 2 \) [31].

In the field of combinatorial optimization problems, especially in mean field cases (i.e., where the random variables are not correlated), the theory of spin glasses and disordered systems can be used to calculate statistical properties of the optimal solution analytically [8]. In such cases this approach also sheds light on the design of new algorithms to find solutions [9]. However, it is not clear in general how to apply these techniques (beyond expanding around the mean field case [32, 33]), when correlations play an important role, as happens when the graph is embedded in Euclidean spaces. For other problems besides the TSP, analysis of the one-dimensional case has enabled progress in the study of higher-dimensional cases [34]. As a consequence, a relevant question is whether the relations we obtained in one dimension continue to exist also in \( d > 1 \), where the bipartite TSP is an NP-complete problem. Recently, we computed exactly the cost and a two-point correlation function in \( d = 2 \) for the assignment problem [22, 34, 35]. The investigation of the connections between these two combinatorial optimization problems is material for future work.
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Appendix A: The case $N = 3$

In the case $N = 2$ there is only one Hamiltonian cycle, that is $h$. The first nontrivial case is $N = 3$. There are 6 Hamiltonian cycles. If we fix the starting point to be $r_1$ there are only two possibilities for the permutation $\sigma$ of the red points, that is $(1, 2, 3)$ and $(1, 3, 2)$. One is the dual of the other. We can restrict to the $(1, 3, 2)$ by removing the degeneracy in the orientation of the cycles. Indeed $\tilde{\sigma}$ is exactly $(1, 3, 2)$ according to (20). With this choice the 6 cycles are in correspondence with the permutations $\pi \in S_3$ of the blue points. We sort in increasing order both the blue and red points. We have

$$E(\pi) = |r_1 - b_{\pi(1)}|^p + |r_1 - b_{\pi(3)}|^p + |r_3 - b_{\pi(2)}|^p + |r_3 - b_{\pi(1)}|^p + |r_2 - b_{\pi(3)}|^p + |r_2 - b_{\pi(2)}|^p.$$  \hfill (A1)

The optimal solution is $\tilde{\pi} = (2, 3, 1)$. The permutations $(1, 3, 2)$ and $(3, 2, 1)$ always give a greater cost than $\tilde{\pi}$, indeed the corresponding cycles are $(r_1 b_3 r_1 b_2 r_3)$ and $(r_1 b_3 r_1 b_2 r_3)$, where we have colored in orange the path that, according to Lemma 1, can be reversed to lower the total cost. Doing this we obtain the optimal cycle in both cases. Notice that, since we can label each cycle using only the $\pi$ permutation, we can restrict ourself to moves that only involve blue points. Since there are three blue points, these moves will always reverse paths of the form $b_1 b_2 b_3$, so they correspond simply to a swap in the permutation $\pi$. Therefore our moves cannot be used to reach the optimal cycle from every starting cycle. A diagram showing all the possible moves is shown in Fig. 5. In conclusion, the cost function makes $S_2$ a poset with an absolute minimum and an absolute maximum. The permutation $(2, 3, 1)$ is preceded by both $(1, 3, 2)$ and $(3, 2, 1)$, which cannot be compared between them, but both precede $(1, 2, 3)$ and $(3, 1, 2)$, which cannot be compared between them. $(2, 1, 3)$ is the greatest element.

We compute the average costs for all the permutations. Using the same techniques used in section IV, we get that, for the $p = 2$ case:

$$\frac{3}{4} < \frac{7}{8} = \frac{9}{8} < \frac{5}{4}.$$  \hfill (A2)
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