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Communication and voice signal detection in noisy environments are universal tasks for many species. The fundamental problem of detecting voice signals in noise (VIN) is underinvestigated especially in its temporal dynamic properties. We investigated VIN as a dynamic signal-to-noise ratio (SNR) problem to determine the neurocognitive dynamics of subthreshold evidence accrual and near-threshold voice signal detection. Experiment 1 showed that dynamic VIN, including a varying SNR and subthreshold sensory evidence accrual, is superior to similar conditions with nondynamic SNRs or with acoustically matched sounds. Furthermore, voice signals with affective meaning have a detection advantage during VIN. Experiment 2 demonstrated that VIN is driven by an effective neural integration in an auditory cortical-limbic network at and beyond the near-threshold detection point, which is preceded by activity in subcortical auditory nuclei. This demonstrates the superior recognition advantage of communication signals in dynamic noise contexts, especially when carrying socio-affective meaning.

INTRODUCTION

Auditory perception requires the human auditory system to accurately detect, recognize, and classify auditory signals and auditory objects from the environment. While auditory processing and auditory object recognition are usually performed with high cognitive (1) and neural accuracy (2, 3) in cases of a clear auditory signal, this task becomes more challenging in real-life conditions containing various sources of background noise. This noise can render auditory signals undetectable and unintelligible and poses critical problems for individuals with hearing impairments (4).

The effects of acoustic noise on voice signal perception has mainly been investigated for the specific but socially very important case of understanding speech of other individuals (5). Understanding speech under challenging and noisy hearing conditions is commonly referred to as speech-in-noise (SIN) perception. SIN has been investigated using different experimental conditions of degrading the speech signal, such as speech resynthesized out of acoustic noise (6), (un) informational noise masking of speech (7, 8), or speech-in-speech perception in multitalker environments (9, 10). Recent neuroscientific studies pointed to a crucial involvement of the human auditory system, especially the auditory cortex, for auditory signal analysis in noise. Successful and unsuccessful SIN performance correlated predominantly with signal in the superior temporal cortex (STC) as part of higher-level auditory cortex (7–9, 11–13) that is sometimes more lateralized to the left hemisphere (14). Auditory cortical activity for SIN appears sometimes functionally connected with other cortical areas (11), based on a co-occurrence of activity in lateral (7, 11) and medial frontal areas (7, 11, 14) as well as in (pre)motor (15) and insula-opercular regions (13).

While SIN perception is certainly important for human interactions, it is only a specific and rather downstream process to a more fundamental problem of signal-in-noise detection. In the literature, the predominant focus of SIN is comprehension and intelligibility of speech, yet prior to SIN reaching sufficient signal-to-noise ratio (SNR) for adequate comprehension, listeners can hear speech and vocalizations at unintelligible levels. These daily life occurrences, where one can hear the voice of another individual within noise but be unable to make sense of it, are common for human communication in various environments (e.g., in noisy urban, factory, or emergency environments). The detection of speech or vocalizations at precomprehension levels as a signal-in-noise target detection problem has little, if any, representation in existing research. It is the behavioral and neural dynamics of detecting this signal that interest us, representative of the most challenging voice-in-noise (VIN) detection tasks that one would have to perform in normal listening. The phenomenon of detecting voices emerging from background noise, yet at insufficient SNR for comprehension, is a typical experience of listeners in loud and noisy acoustic environments. It is worth noting that VIN detection as we discuss it here is distinct from a categorization/discrimination task and is primarily an SNR problem that the auditory system must resolve. While there is extant research on the categorization of precomprehension vocal activity (16–18), these investigations have not addressed the topic as an SNR problem where a continuous signal is embedded within noise. The detection of auditory signals masked by energetic noise requires some form of separation of signal from noise, or formation of the perceptual object before any performance of classification or further speech.

It seems, then, that common SIN studies are thus limited to a certain degree, and this paucity of SIN research on these initial stages limits our broad understanding of the phenomenon in a number of ways. First, SIN studies so far focused overwhelmingly on comprehension of linguistic speech information as the specific information carried by voice signals. Accordingly, the detection and recognition of paralinguistic or nonverbal information simultaneously carried by voice signals presented in noise have been largely neglected, a stark omission given that paralinguistic information adds additional category information to vocal stimuli.

Second, previous research predominantly used paradigms that presented speech signals at a fixed, unchanging SNR (i.e., the relative loudness of the target does not change across the trial) for only short instances of vocal activity (single utterances of words/phonemes), such that the dynamic temporal properties and the influence of varying
SNR levels of this figure-ground separation process on auditory signal detection were neglected. There are some limitations with the ecological validity of such research, particularly regarding the use of single utterances of vocal information. Day-to-day, spoken communication typically relies on continuous vocalizations, and low-frequency information is encoded within continuous speech, such as envelope modulation, that may not be adequately represented in single utterances (19).

Speech in noise, and other signals in noise, processing is not driven by a single linear relationship with SNR and is demonstrated to be informed by temporal properties as well. In sentence length stimuli where global SNR does not increase, perceptual performance can be predicted by the spectrotemporal coherence of “glimpses” of speech signal (20–22); in addition, auditory object formation is well established to stabilize over listening time (23, 24). If VIN detection is in line with most research on perceptual decision-making, then evidence must be accrued until a “voice present” perceptual bound is reached (25). Yet, the predominant approach of using single utterances, defining detection/decision thresholds by participant “hits” and “misses,” does not consider whether a trial was missed due to SNR or lack of temporal exposure. This potentially causes incorrect estimations of perceptual performance of continuous/sentence length speech. Crucially, these comparisons largely limit us to contrasting the neural difference between “detected” and “not detected,” rather than observing a state change as no perceptual or neural state change is experimentally observed, merely two states compared.

In this study, we aimed to address these limitations by investigating the more fundamental process of detecting and recognizing dynamic voice signals hidden in noise, which we refer to as “voice-in-noise perception.” We also aimed to investigate how socially relevant information, such as affective information carried by the paralinguistic channel of speech, is dynamically recognized in VIN. This is an important consideration given the potential recruitment of additional areas in the medial temporal limbic system known for decoding socially relevant information in paralinguistic speech signal (26, 27) and may provide assistance to the auditory system for voice signal detection.

Concerning the first limitations above, we can consider VIN processing itself to be a specific subcategory within auditory scene analysis of separating the individual auditory voice signal from competing sound sources. While the underlying neural networks involved in the formation of more general objects in auditory scene analysis is well investigated (28), the neural process of auditory scene analysis for the more specific auditory object of a human voice is rather unknown. Human voices carry far more sociobiological relevant information than other auditory signals, and they have been demonstrated to recruit specific auditory areas known as the temporal voice areas located in the STC even when speech is unintelligible (29). Recruitment of higher-cognitive areas and processes then potentially further differentiates SNR from general auditory processing if necessary (30).

Next to the largely neglected issues of VIN in auditory scene analysis and the recognition of social information carried by the paralinguistic channel of speech, the second neglected issue as described above is the temporal dynamics of auditory signal-in-noise detection. The dynamic and temporal properties of speech and voice activity hold a large amount of ecological relevance. This study will use continuous stimuli that increase in SNR over the course of the presentation, allowing investigation of detection of dynamic VIN that is not possible during studies using more common staircase procedures with single utterances. A key focus of this paper is to characterize both the perceptual state change and the neural state change. As speech is dynamic and variant, it is scientifically relevant to dynamically measure responses to it. In our first experiment, we will investigate how perceptual thresholds may differ in a dynamic situation, rather than using traditional staircase threshold methods using single stimuli.

Detection of continuous VIN is underexplored within perceptual/cognitive neuroscience; to the author’s knowledge, there exists no previous research that specifically investigates the detection of VIN as an SNR problem. This presents us with a challenge for describing the phenomenon, given how close detection of a signal can be to classification tasks (16–18). Luckily, however, applications in audio technology have a useful analogy in computation voice activity detectors (VADs) (31). These VAD applications are dynamic systems that continuously sample an auditory environment, performing an “on-off” state change when they detect that a voice signal is present. The system itself does not process the voice signal or make any higher judgment other than its presence in the auditory scene. These technical applications therefore provide us with an excellent analogy for investigating this aspect of voice processing, and we are looking for evidence of a dynamic state change in response to the detection of a voice in a dynamic auditory scene. The analogy of a neural implementation of VAD also aligns with perceptual decision-making, as computational VADs continuously accrue evidence for a “voice detection” decision until reaching a decision bound, in line with the core concepts of many perceptual decision-making models (25, 31).

A primary candidate for a neural implementation of VAD and processing perceptually emergent voice signals is a network consisting of the auditory cortex and amygdala. The auditory cortex has shown robust recruitment for concurrent stream analysis and auditory-object formation (32–34), as well as recruitment during voice signal detection and discrimination tasks (35). Next to the auditory processing, analysis, and sound segregation in the auditory cortex, the sociobiological relevance of voice stimuli makes the amygdala an excellent candidate area, being involved in sociobiological detection tasks (26, 36), in processing of paralinguistic affective information (37) and in influencing auditory cortex activity during the affective analysis of sounds (38). The multifunctional role of the amygdala, and possible network connection with the auditory cortex, highlights the methodological consideration that we must focus on how recruited regions are functionally integrated for VAD. Stimulus conditions will plausibly not display functional segregation, but rather, the pathways and connections involved will differ by experimental perturbation.

Considering these recent studies, we will attempt to characterize VAD in human auditory cognition (experiment 1) as well as in the neural dynamics of the human neural auditory and limbic systems (experiment 2). In both experiments, we account for the necessarily dynamic nature of the task as well as the impact from paralinguistic affect information in emergent VIN.

**RESULTS**

**Decisional dynamics of voice and vocal affect detection in dynamic and fixed SNR conditions**

To investigate the cognitive characteristics of detecting and recognizing dynamic voice signals and affective vocal information in noise, we performed a first experiment (experiment 1, n = 26) in which we
presented continuous vocal utterances based on so-called “pseudo-
speech.” This pseudospeech resembled normal speech and followed
basic linguistic rules but was completely free of any semantic mean-
ing. These stimuli allowed focusing on the paralinguistic voice channel
as the carrier of important nonverbal social information, such as
affective information. We used 12-s recordings of these pseudospeech
utterances from six male and six female speakers, and these utter-
ances were intonated with either a neutral, angry, or joyful affective
prosody. These pseudospeeches were presented together with 14-s
recordings of pink noise with a fixed intensity of 70 dB. The pseudo-
speeches had a jittered onset of 0 to 2 s in reference to the onset
of the pink noise and were presented with log-linear increase of
intensity from −26- to −12.5-dB SNR. Participants had to press a
button with their right index finger once they start hearing a voice
hidden in the pink noise (Fig. 1A).

In this original “dynamic” experiment, we quantified the dB SNR
level from the reaction times as a proxy to the perceptual switching
point from the onset of the increase in voice amplitude. We found
that the affective category of vocal stimuli significantly influenced
the dB SNR at the time of detection \( F_{1,65,41.36} = 65.22, P < 0.001; \)
linear mixed model (LMM); fixed effect of the factor condition, with
random effect of the factor participant; \( n = 26 \). In post hoc compar-
isons (with Tukey correction), angry (\( T_{50} = 11.41, P < 0.001 \)) and
happy voices (\( T_{50} = 6.23, P < 0.001 \)) were detected significantly
with a lower dB SNR than neutral voices, and angry voices with a
lower dB SNR than joyful voices (\( T_{50} = 5.17, P < 0.001 \)). An important
note is that these dB SNR data were individually corrected for each
participant’s general response latency on the basis of an additional
experiment where we presented pure tones at fixed 70 dB and of
500-ms duration and without background noise. Participants had
to respond as quickly as they hear the tone, and the mean reaction
time in this pure tone task was used to correct the mean reaction
time in the main experiment. This helped to estimate the perceptual
switching point for the dynamic VIN appearance, which happens
before participants execute the button press.

To assess whether these reaction time differences for the dynamic
VIN detection task were specific to the perception of emergent voices
and vocal affect in noise, we performed two additional experiments
with the participants. First, the same experiment was performed but
with a “scrambled” version of the pseudospeech. This presents an
analogous, temporally dynamic SNR problem as the original stimulus
task. However, the scrambling preserves the mean SNR and frequency-
that is an important cue to vocal signal
power distributions of the original but destroys speech-specific tem-
poral envelope information that is an important cue to vocal signal
and affective voice detection \( (39) \). This scrambling thus controls for
local pitch or intensity envelope peaks in the original stimuli that
could have driven the detection of voice signals at certain time points.
Once again, stimulus dB SNR levels and thus detection times differed
significantly by category \( (F_{1,38,45.53} = 27.768, P < 0.001; \) LMM; \( n = 26 \)).
Angry \( (T_{50} = 7.43, P < 0.001) \) and joyful voices \( (T_{50} = 4.09, P = 0.005) \)
again were detected significantly with lower dB SNR than neutral,
and anger voices were detected with lower dB SNR than joyful voices
\( (T_{50} = 3.734, P = 0.044) \).

Second, we performed the “fixed” condition experiment with
presentations of single words taken from the original pseudospeech
and presented them with 500 ms of pink noise at a nonchanging
SNR, varying the SNR instead across each trial so that it resembled
the original SNR from the dynamic experiment as the mean of each
1-s bin from the 10-s period of the original experiment with in-
creasing dB SNR levels. By constraining the length of time to single
utterances, without globally increasing SNR of the target voices, we
eliminate the almost certain emergence of vocal stimuli that occurs
in the dynamic and scrambled conditions as a function of increasing
exposure time and SNR. This demonstrates any perceptual difference
between our methodology and more common uses of single-utterance
stimuli. On each trial, participants had to indicate whether they
heard a voice or not. We quantified the 50% point of a psychometric
fitting of the data across the 10-dB SNR conditions for each partici-
pants. The 50% dB SNR level across participants was significantly
different between conditions for the detection thresholds \( (F_{1,65,41.17} =
26.24, P < 0.001; \) LMM; \( n = 25 \) ) driven by significant contrasts be-
 tween angry and both neutral \( (T_{50} = 6.91, P < 0.001) \) and joyful trials
\( (T_{50} = 5.33, P < 0.001) \), while joyful and neutral trials did not signifi-
cantly differ \( (T_{50} = 1.58, P = 0.263) \).

Last, we compared the dB SNR levels across all three experiments.
Since for the fixed experiment we did not analyze mean dB SNR
levels (i.e., mean across all trials) but rather quantified the 50% deci-
sion point after a psychometric fitting (i.e., a single point value),
we entered data from dynamic and scrambled studies as mean re-
response times per participant and as single value for the fixed ex-
periment. Analysis of the data across the three experimental parts showed
significant effects on the dB SNR level due to the experiment factor
\( (F_{1,37,34.24} = 31.81, P < 0.001; \) LMM; \( n = 26 \) ) and to the condition
factor \( (F_{1,83,65.64} = 63.34, P < 0.001) \). Concerning the experiment factor,
significantly lower dB SNR levels were found in the dynamic condi-
tion compared with fixed \( (T_{50} = 5.63, P < 0.001) \) and scrambled

\[ A \text{ Dynamic: Experimental conditions} \]

\[ \text{Pink noise} \rightarrow \text{Angry voice} \rightarrow \text{Decision} \rightarrow \text{Pink noise} \rightarrow \text{Neutral voice} \rightarrow \text{Decision} \]

\[ \text{Fixed: Experimental conditions} \]

\[ \text{Pink noise} \rightarrow \text{Affective voice} \rightarrow \text{Decision} \rightarrow \text{Pink noise} \rightarrow \text{Affective voice} \rightarrow \text{Decision} \]

\[ \text{B Behavioral performance} \]

\[ \text{Experiment 1} \rightarrow \text{Fixed Dynamic} \rightarrow \text{Experiment 2} \rightarrow \text{Scrambled Fixed} \]

\[ \text{SNR} \rightarrow \text{dB SNR} \rightarrow \text{SNR} \rightarrow \text{dB SNR} \rightarrow \text{SNR} \rightarrow \text{dB SNR} \]

\[ \text{Fig. 1. Experimental setup and behavioral data.} \]

(A) Experiment 1 included three different parts. The first part (top) included the original dynamic vocal pseudospeech
utterances (neutral, anger, and joy; blue amplitude curve) that were presented with temporally increasing intensity in fixed-intensity pink noise of 14-s duration (gray).
Vocal utterances were presented with a jitter onset of 0 to 2 s from the onset of the pink noise. Participants were asked to press a button (decision) once they hear a voice
masked by the pink noise. The second part of the experiment presented the stimuli in scrambled versions. The third part was a fixed experiment, where single pseudowords
were presented at fixed SNR in pink noise, varying SNR across trials (bottom). (B) The detection latencies from the voice onset were quantified in dB SNR levels for exper-
iment 1 (left) and for the behavioral data of the fMRI experiment (experiment 2; right). Neu, neutral; Ang, anger; Joy.
Dynamic VIN detection supported by a neural pattern switch

In experiment 1, we established that humans can reliably detect dynamic voice signals in noise with a dB SNR advantage against short-utterance VIN detection at fixed SNR and that affective category is perceptually relevant to the speed of this detection. On the basis of this evidence, we performed a second experiment (experiment 2) wherein we presented the same neutral, angry, and joyful pseudospeech utterances to another sample of participants (n = 22) while recording their brain activity using functional magnetic resonance imaging (fMRI). This experiment was performed to investigate the neural dynamics especially in the human auditory system and the limbic system underlying the perceptual switch at the time point when participants start to hear voices that slowly appear in background noise. In experiment 2, we used a specific spectral profile for the background noise that perceptually appeared as pink noise when combined together with the scanner noise. Participants again had to press a button as soon as they were confident to hear a voice. Reaction times again were corrected by the mean response latencies for each participant as quantified by a separate pure tone experiment. Participants responded differently to the stimulus conditions (F1,70,35,74 = 19.32, P < 0.001; LMM; n = 22), with significantly lower dB SNR for anger voices compared with neutral (T42 = 5.92, P < 0.001) and joyful voices (T42 = 4.60, P = 0.001). Joyful and neutral voices did not differ significantly (T42 = 1.32, P = 0.394) (Fig. 1B), the lack of significant contrasts compared to the behavioral study likely owing to the more challenging environment of the fMRI scanner causing more trial-on-trial response variability, reducing significance between conditions. It should be noted that the overall profile of the results is similar to the behavioral data from the dynamic part of experiment 1, but at a much higher SNR (Table 1).

Table 1. Summary of the behavioral data from experiment 1. Mean response times (RT; SEM in brackets) for each experimental condition (neutral, anger, and joy) and approximate dB SNR values as converted from the response times. Data are shown for (A) the dynamic presentation of the original stimuli, (B) the scrambled condition, and (C) the fixed experimental part.

| Conditions            | RT (SEM) | dB SNR (SEM) |
|-----------------------|----------|--------------|
| (A) Dynamic original stimuli |          |              |
| Neutral               | 7.21 s (0.37 s) | −16.27 (0.50) |
| Anger                 | 6.30 s (0.39 s) | −17.50 (0.47) |
| Joy                   | 6.71 s (0.33 s) | −16.94 (0.44) |
| (B) Scrambled stimuli |          |              |
| Neutral               | 9.34 s (0.39 s) | −13.39 (0.53) |
| Anger                 | 8.39 s (0.36 s) | −14.67 (0.48) |
| Joy                   | 8.81 s (0.37 s) | −14.12 (0.50) |
| (C) Fixed experiment  |          |              |
| Neutral               | −         | −15.00 (0.63) |
| Anger                 | −         | −17.30 (0.50) |
| Joy                   | −         | −15.40 (0.50) |

We first analyzed data from a separate functional voice localizer scan to determine the voice-sensitive regions in the auditory cortex (29). This revealed extensive bilateral clusters of activation in the STC covering primary, secondary, and mainly higher-level areas of the auditory cortex (Fig. 2A). Second, we compared the neural activity for the main dynamic experiment for the predecision against the postdecision phase, and vice versa. This analysis was locked to the perceptual switching point (i.e., corrected for the mean response latency of each participant). In the predecision phase, we found significant cortical activity in bilateral insula (MNIxyz; left [34 20 −8], T = 7.53; right [−30 16 −6], T = 6.97) as well as subcortical activity in auditory structures, such as the left medial geniculate nucleus ([−12 −24 0], T = 8.86) and bilateral inferior colliculi (IC; left [−2 −32 −12], T = 8.26; right [2 −34 −12], T = 8.21) (Fig. 2B). In the postdecision phase, we found significant activity in the bilateral auditory cortex with a peak activity in Te3 as part of the STC (left [−60 −14 2], T = 13.09; right [62 0 −8], T = 12.05) as well as activity in bilateral amygdala (left [−18 −8 −20], T = 7.90; right [26 −2 −14], T = 8.67) (Fig. 2C). This activity was similarly found for the same contrasts performed for each affective voice condition, namely, for neutral (left STC [−60 −14 2], T = 7.34; right STC [62 −8 0], T = 6.33; left amygdala [−18 −6 −20], T = 4.12; right amygdala [24 −2 −16], T = 5.28), angry (left STC [−60 −6 −6], T = 7.49; right STC [62 −2 8], T = 8.68; left amygdala [−18 −8 −20], T = 4.84; right amygdala [24 −4 −16], T = 5.21), and joyful voices (left STC [−60 −14 2], T = 7.96; right STC [60 8 −12], T = 6.57; left amygdala [−18 −10 −18], T = 5.26; right amygdala [20 −2 −18], T = 4.76).

Limbic-cortical network connections drive voice from noise separation

We also conducted a directional neural network analysis between the neural regions that were active during the postdecision phase. Since we found activity in bilateral amygdala and STC in this postdecision phase, we wanted to investigate the neural information flow between these regions. We used dynamic causal modeling (DCM), which estimates the most likely driving input to the neural network (C matrix), the endogenous connectivity between regions unmodulated by the experimental conditions (A matrix), and the modulatory influence of the experimental condition on the effective connections (B matrix). We first determined the most likely input model that was providing driving input to the STC-amygdala network as in a previous report (38).

To determine this driving input (C matrix), we fixed the endogenous connectivity between regions as bilateral connections between any of the regions (A matrix). By permuting the model space through any possible bilateral input of all voice trials (neutral, anger, and joy) or of only the affective voice trials (anger and joy) either to the STC, the amygdala, or both regions, we determined the winning model as having driving input of the affective voices to the amygdala, and of all voice trials to the STC (Fig. 3). We then used this winning input model configuration as fixed parameters to permute through the model space of the modulations of connections (B matrix), with the possibility that connections from and between the STC are modulated by the all-voice condition, whereas connections from and between...
the amygdala are modulated by the affective voice conditions. The winning model turned out to include any modulation of connections and the bilateral amygdala-STC network (Fig. 3).

DISCUSSION

In this study, we aimed to define the cognitive and neural characteristics of the dynamically emergent and near-threshold voice signal detection in a dynamic VIN perception task that we supposed to be fundamental to more specific SIN tasks. We accordingly used multiple complimentary perceptual tasks as well as functional neuroimaging in humans to construct the broadest possible understanding of VIN as a supposedly neurocomputational implementation of a VAD-like process and also to specifically determine how affective voice intonations modulate these processes. We found that, first, dynamic VIN on original neutral and affective voices shows an advantage over rather fixed or acoustically scrambled version of VIN, with dynamic affective voices being the least vulnerable to noise masking. Second, VIN is neurally supported by a network change, as indicated by a
change from subcortical auditory and insular activity before detection, to an auditory cortical and amygdala network after voices have been reliably detected in noise. This neural switch is also indicated by the specific effective connectivity demonstrating an integrated coupling between the amygdala and the auditory cortex for an affective and voice information exchange, respectively. The network analysis seems to imply that this neural switch has nested effects driven by the emotional content of the voice, given that specific modulatory activity is present only during affective trials.

This detection advantage for affective compared to neutral voices has been first confirmed by the decisional dynamics and corresponding SNRs (dB SNR) in experiment 1. The data show that VIN detection can be accomplished by the human cognitive system at relatively low levels of SNR when presented dynamically as emergent voice signals appearing in noise. This detection advantage in the dynamic case is probably significant against previous evidence resulting from experiments using a fixed paradigm (7, 8), but a precise comparison to previous reports is not possible. In addition to this general, dynamic VIN detection, affective voices have an additional advantage for being detected at even lower SNRs compared to neutral voices. Because all stimuli were normalized in their intensity, the detection advantage for affective voices seems mainly driven by their emotional nature that is reflected in certain acoustic features and feature variations (40). These distinct acoustic features might enhance the salience of affective voices even in noisy conditions, and affective communication even in noisy conditions seems of social and evolutionary advantage (41).

This VIN detection advantage for affective voices was confirmed by a comparison to scrambled neutral and affective voices. The significantly higher SNR detection level was probably the result of destroyed temporal modulations (i.e., spectral and amplitude modulation rates and depth), which are a strong cue for voice signals and affective voice information (42). Furthermore, dynamic voice signals were detected at lower SNRs compared with fixed voice signals, at least for neutral and joyful voices. A possible attribution of this detection advantage is that our dynamic experiment provides the optimal conditions for evidence accumulation for target detection.

As stated in Introduction, perceptual performance can be informed by a number of speech characteristics that are driven, at least in part, by length of exposure. Notably, glimpsing studies show that naturally occurring, local SNR variations in speech can accurately predict perceptual performance and that specific spectrotemporal regions of speech are more informative than others (21, 22). In any theoretical VIN trial where the target is missed, it cannot be disentangled whether the miss was due to insufficient time allowing relevant regions to be revealed to the listener, or whether global SNR was insufficient to ever reveal those regions. By increasing the SNR over sentence length stimuli, we have provided advantageous conditions for detection compared to our staircase procedure with single utterances.

To our knowledge, the exact relationship between exposure length and global SNR has not been fully characterized. In addition, when taken within the context of decision-making literature, and the core concept of a percept reaching a decisional bound, this relationship between favorable SNR for detection and relevant information for evidence accumulation has not been accounted for. This makes explicitly applying decision models to our finding somewhat challenging, yet these behavioral differences clearly reveal a perceptual advantage for the auditory system for detecting continuous stimuli, rather than single utterances, supported by current work in auditory stream segregation demonstrating that streaming is a result of evidence accumulation and positively correlated with stimuli length.

The relationship between SNR and presentation time is clearly a complex one. Perceptual performance for angry voices was similar in the dynamic and fixed conditions, likely because angry voices are acoustically very distinct (42) and powerful stimuli to elicit brain responses (39), which might facilitate their detection even in fixed conditions of VIN. The glimpsing framework may offer an explanation as having many more coherent spectrotemporal regions at favorable SNR to the pink noise, thus providing more perceivable, informative signal for detection. Summarizing the data from experiment 1, we show that the commonly accepted method of presenting single instances of SIN returns differing results to more ecologically valid stimuli presentation that reflects the continuous nature of vocal utterances.

Having established that VIN is more effective in dynamic compared to fixed conditions of voice signal processing, we investigated the neural dynamics of dynamic VIN in experiment 2. The perceptual switching point was marked by a neural switch from higher activity in bilateral insula as well as subcortical structures of the ascending auditory pathway [IC and medial geniculate body (MGB)] in the predecision phase, to higher activity in a cortical auditory-amygdala network in the postdecision phase. Neural activity in the IC and MGB might continuously evaluate incoming auditory sensory information for socially relevant information, such as voice signals, given the properties of both regions to perform a complex spectrotemporal analysis of incoming sensory information (43). Research directly concerning the IC and MGB in auditory processing has shown these areas to be responsive to auditory deviance detection (44) and facilitating task-relevant, speech recognition during a dynamic task (45), respectively. As deviance detection is additionally a dynamic task requiring constant evaluation, it is plausible that the detection advantages that we see in the dynamic condition may be predicated on recruitment of these areas; however, our study was not designed to explicitly answer this question in an adequate manner. Further, given the close link of both nodes to the limbic system, they might report emerging voice signals and affective voice information to the limbic system, and especially the amygdala (27), which is then critically relevant for the postdecision phase. The insula is the common brain node for social emotion processing and interceptive awareness of emotion (46) and therefore may track internal states that lead to the conscious presence of voice signals in the neuro-cognitive system.

After the perceptual and neural switching point, we found predominant involvement of bilateral STC extending over several auditory cortical subregions (primary, secondary, and higher-level auditory cortices) as well as of the bilateral amygdala. Activation in STC to conscious voice processing is highly likely once voice signals start to appear in noise, since previous studies have shown STC activity in response to voice signals (29) and vocal affect (26, 37). This confirms that the perceptual switch in dynamic VIN elicits critical activity in STC that is located within the independently defined voice-sensitive cortex. While activation in the amygdala to affective voices is highly expected (37, 47, 48), it cannot be solely attributed to the affective content of stimuli since we also found it for VIN of neutral voices. The amygdala thus seems likely being more generally recruited for the detection of previously undetected, socially relevant stimuli (49), such as voice signal detection hidden in noise.
Although the contrast results show that the amygdala is involved generally in VIN processing and detection, we also show effective connectivity evidence that the amygdala plays a selective role when processing affective rather than nonaffective voices. The permutation through all possible input models of affective/nonaffective stimuli to bilateral amygdala and STC showed that a model with affective trials (anger and joy) being a driving input to the amygdala, while all trials are input to the STC, best explains the driving input to this neural network. Thus, affective rather than neutral voices were likely to provide significant input information to the amygdala (37, 48) based on full connectivity between all amygdala and STC regions. By further permuting through a number of possible modulatory influences from experimental conditions to the connections between brain regions, the model showed bilateral, reciprocal modulation of ipsi- and contralateral amygdala-STC connections, notably that forward connection modulation from the amygdala to the STC is present during affective trials only. The model also showed additional modulations within bilateral amygdala and STC for affective and all postdetection voices, respectively. Assuming that participants did not consciously perceive voice signals in this phase, these modulatory connections may indicate the neural monitoring and updating of auditory sensory information (50) that is responsive to affect even at threshold detection levels. In addition, it is unlikely that the results of our model are influenced by any possible preparation of auditory or affective systems to likely upcoming emotional stimuli, despite most of the stimuli being non-neutral. Such an effect, if present, would affect the predetection phase; however, our model is determined by postdetection neural activity and only compared against prephase to show that this has changed as a result of stimulus detection.

Thus, VIN especially for affective voice modulates the connectivity between bilateral limbic areas and their connection to the STC, which together might facilitate their detection in noise. This might further support our finding for the behavioral data, which show an SNR advantage for affective voices. For the effective connectivity modeling, we further found that the connections between bilateral STC and from the STC to the amygdala were driven by general voice signal processing. The STC thus might share voice signal and voice acoustic information with the amygdala for general VIN, and the amygdala, in turn, shares affective information with the STC (38) for the specific case of VIN for affective voices. This modulation of connections between bilateral STC and from STC to the amygdala was critically also found in the predecision phase. Assuming that participants did not consciously perceive voice signals in the predecision phase, this STC-STC and STC-amygdala activity might represent a neural monitoring and updating activity of auditory sensory information (51). Given that both the amygdala and the STC showed significantly lower activity in the predecision phase, the neural activity centered on the STC may increase after the perceptual switching point, which might be facilitated by additional support by the amygdala to the neural network at and after the perceptual turning point (37, 38, 48).

The neural network for VIN processing and detection, particularly in cases of affective voices, seems thus to have critical inclusion of amygdala with reciprocal connections to the STC as the central neural node for general auditory processing and also specifically for voice signal processing. For the STC in the connectivity analysis, we used a specific peak in higher-level STC located in Te3 as part of the STC. This STC subregion is central to processing voice signals (29) and affective voices (26, 37, 52, 53), but it is only a subpart of the STC. Furthermore, cortical voice processing usually extends across several subregions including primary, secondary, and higher-level STC (29). The central interpretation of these findings is that the auditory system actively influences the STC-limbic network in both pre- and postdetection phases and that the influence of the auditory system is augmented with dynamic, stimuli-dependent, and reciprocal modulations from the limbic areas in response to and after vocal activity detection. While a reciprocal STC-amygdala relationship was previously reported during clear perception of short affective sounds in a non-noisy and nondynamic context (38), here we report a critical neural network switch to an STC-amygdala network at near-threshold levels of voice signal and vocal affect detection indicative of a change from continuous scene evaluation to target detection. This important relationship has not yet been described in previous auditory perceptual research. In particular, our findings are the first to characterize a state change in the auditory system in response to the threshold detection of VIN.

In sum, our data show that the capabilities of the human auditory and neural system to detect communication and voice signals in noise might have been underestimated in previous research using rather fixed SNR protocols to investigate SIN and sound detection in noise. A dynamic SNR context is common to many daily life hearing conditions, and humans show superior voice signal detection in this dynamic noise and SNR contexts, especially for voice signals carrying socio-affective meaning given their relevance for any social interaction. Dynamic SNR contexts allow for subthreshold evidence accrual before deciding about the presence of voice signals hidden in noise. This switch from sensory evidence accrual to voice signal detection was reflected by a switch from subcortical auditory processing to an integrated auditory-limbic neural network dynamic. We hope that these findings provide the groundwork for future work building on VIN processing and demonstrate the utility of investigating auditory processing as a continuous task to fully observe, and make inferences upon, the dynamic change that neural systems undergo.

**METHODS**

As described in Results, we performed two experiments (experiments 1 and 2) with independent sample groups of human participants. All participants self-reported normal hearing and normal or corrected-to-normal vision. No participants presented any atypical neurological or psychiatric history, and all participants gave written informed consent in accordance with the ethical and data security guidelines of the University of Zurich. The experiments were approved by the cantonal ethics committee of the Swiss canton Zurich. All experiments were conducted in accordance with the ethical guidelines of the Swiss canton Zurich.

**Experiment 1: Decisional patterns of VIN detection**

**Participants**

Twenty-six participants took part in this experiment (15 females; mean age, 26.73 years; SD, 4.05). The experiment was divided into three different parts, referred to as dynamic experiment, scrambled experiment, and fixed experiment. One participant was removed from the data after incorrectly performing the experiment.

**Stimuli**

We used pseudospeech samples of 12-s duration consisting of 36 pseudospeech utterances spoken by 12 speakers (6 male, 6 female) in neutral, angry, and joyful intonation. This pseudospeech utterances
were based on speech-like verbal material that did not violate any linguistic rules but which were completely free of any semantic meaning (e.g., “Nikalibam sud molen kudsemina lod belam ...”). A 14-s sample of masking pink noise was pregenerated, and voice and noise stimuli were normalized, pre-experiment, to have a continuous intensity rate of ~70 dB in a sliding window across each stimulus. Stimulus length of 12 s was chosen as we aimed to guarantee detection for all trials, but not at such a rapid rate that we could not reliably measure equivalent SNR at detection time.

All experiments were conducted in an anechoic chamber. Stimuli were presented over Sennheiser HD 280 Pro headphones, using an external RME Fireface UC soundcard.

**Experimental setup**

Across all three experimental parts (dynamic, scrambled, and fixed), participants were tasked with detecting VIN of three affective categories (neutral, angry, and joyful). Participants in all situations were instructed to indicate by button press with the right index finger the first moment they could detect a voice, even if they could not understand the pseudolinguistic carrier of the vocal utterances. At no point were participants asked to identify the affective category nor were they informed of any affective aspect to the study.

In the dynamic condition, target stimuli were continuously spoken utterances of the pseudospeech as described above. The 12-s samples were presented simultaneously with masking pink noise, increasing on a linear dB scale from −26-dB SNR to −12.5-dB SNR (relative to the 70-dB normalized pink noise) over the course of 10 s, with the linear increase starting at either 0, 1, or 2 s into the stimulus. The onset of the pseudospeech was jittered randomly to start at either 0, 1, or 2 s after the onset of the pink noise that obscured the pseudospeech samples. Participants were presented with six runs each containing 21 pseudospeech trials, plus 3 catch trials that did not contain any pseudospeech. Trials were separated by an inter-stimulus-interval (ISI) of 4- to 7-s duration. Each pseudospeech sample was repeated three times throughout the dynamic experiment. Blocks were balanced for presentations of affect and speaker gender.

For the scrambled experimental part, we used the same stimuli as in the dynamic part, but the original stimuli were scrambled. For this scrambling, stimuli were rearranged into 25-ms segments at 12.5-ms steps; thus, all windows have 50% overlap but stimulus length is the same. Hanning windows were applied to each segment to reduce audio artifacts. This process eliminates linguistic-like and envelope-related information conveyed by amplitude modulation while retaining the overall power and frequency distribution of the stimuli. All other experimental and presentation settings were identical to the dynamic experimental part.

The fixed experimental part presented 500-ms bursts of noise containing words cut from the full-length pseudospeech samples. Trial presentations where at 10 different SNRs, linearly spaced between −26- and −12.5-dB SNR as resembling the mean SNR from the 1-s time bins of the original 10-s dB SNR increase. Relative SNR of the VIN did not change across the course of the stimulus presentations. The fixed stimulus was composed of two pseudowords (“belam” and “namil”) extracted from all the neutral, angry, and happy pseudospeech utterances of two of the speakers (1 male and 1 female). The fixed condition presented a single block of 240 pseudoword trials and 48 catch trials containing no pseudoword. Trials were separated by an ISI of 2- to 4-s duration. No instructions were given again regarding the affective content of the target voice. Rather than taking mean response times like the first two experiments, participant thresholds from the fixed condition were derived by fitting psychometric curves per participant, per condition. Using the Curve Fitting Toolbox v3.5.8 (MATLAB 2018a), participant responses were fit to a cumulative Gaussian distribution function using robust linear least-squares fitting with bisquare weighting. The returned parameter indicated the dB SNR for each participant’s 50% detection for each condition. Statistical analysis for the fixed condition was conducted on these derived thresholds and fed into the model below.

**Pure tone reaction time task**

Participants’ general mean reaction times were estimated separately from the other three experimental parts, and these estimates were used to correct reaction times for the three main experimental parts as to estimate the perceptual switching point that is unaffected by individual reaction times. For this estimation of individual reaction times, we presented pure tones (100, 200, 300, 400, and 500 Hz) of 500-ms duration and asked participants to respond with a button press as soon as they heard the tones. Each pure tone was repeated 20 times, resulting in a total of 100 trials. Tones were separated by an ISI of 2- to 4-s duration. Mean reaction times were scored as the mean across all 100 trials.

**Data analysis**

The data were analyzed using R statistics software (v3.5.3), and data from all behavioral experiments (including behavioral results from the fMRI study) were analyzed using the general LMM equation of

\[
\text{Value} \sim \text{Condition} + (\text{Condition} | \text{Participant})
\]

where “value” is dB SNR of the perceptual switching point and “condition” refers to the three affective stimuli (neutral, angry, and joy). Null responses, or detections at implausibly fast times (<2.5 s into a trial), were not included in the data analysis. Analysis of the fixed condition was conducted in a traditional staircase procedure, and hence, psychometric functions where fitted for each condition per participant. Participant threshold SNRs for each condition where then averaged, and the averages were analyzed in the above model. Pairwise comparisons of individual contrasts were performed using Tukey correction.

**Experiment 2: Neural dynamics of VIN detection**

**Participants**

Functional brain imaging data were recorded from 22 participants (14 females; mean age, 23.63; SD, 3.74).

**Experimental setup**

The experimental setup was identical to the dynamic condition as in experiment 1. Referring back to our analogous investigation of computation VAD, we investigated the dynamic state change of a network. This analogy demonstrates the importance of using continuous stimuli, rather traditional staircase methods that are more common, as we are obliged to continuously sample a network to make claims of its state change. Staircase procedures with single trials that are either hits or misses only allow us to describe the difference between conditions, rather than state change.

The behavioral task was also identical, with the exceptions that the masking pink noise was notch filtered to account for scanner noise amplifying masking in a certain frequency band and that the overall SNR range was raised at presentation to around −7.5 to 6 dB SNR. Because of the varying nature of noise canceling, presentation level had to be adjusted in some instances to ensure that participants routinely answered approximately in the middle of the trial. Stimulus
presentations were conducted using the same computer and audio setup in the behavioral study. Stimuli were presented via Optoacoustics OptoActive II active noise canceling headphones with a noise cancellation of about ~20 dB, allowing comfortable background noise levels without obstructing the ear canal. Each imaging session consisted of the same six blocks of 21 pseudospeech trials and 3 catch trials. Block and stimulus balancing is the same as in the dynamic behavioral experiment. The fixed experiment was not pushed through to the fMRI experiment because of invalidity in appropriately comparing 500-ms, fixed trials where voice was not detected to the activity across ~4 to 6 s of predetection speech. Not only does this present methodological concerns for fMRI analysis, but it is also unknown whether a missed trial is equivalent to “predetection” and is just too short or whether the trial is truly too low in SNR to ever be detected. It should be noted that while we did not see a significant, pairwise difference between all affective conditions in the behavioral results of the fMRI study, the overall profile of the results is similar to the original behavioral data but at a much higher SNR. The lack of significant difference is likely caused by the fMRI environment introducing greater trial-on-trial variability.

**Pure tone reaction time task**

See experiment 1 for the settings. This pure tone reaction was performed after the fMRI acquisition for the main experiment.

**Functional voice localizer scan**

To identify human voice–sensitive regions in the bilateral superior cortex, sound clips of 8-s length from an existing database were used (29). These sound files consisted of 20 vocal sounds and 20 nonvocal sounds. Participants were instructed to listen passively to the stimuli.

**Brain data acquisition**

Images were acquired using a Philips Ingenia 3T scanner using a standard 32-channel head coil. High-resolution structural scans were acquired using a T1-weighted sequence [301 contiguous 1.2-mm slices; repetition time (TR)/echo time (TE) = 1.96 s/3.71 ms; field of view = 250 mm; in-plane resolution, 1 × 1 mm] Experimental and voice localizer functional images were recorded using a multislice band sequence (SENSE factor 3) based on a T2*-weighted echo-planar imaging (EPI) sequence (TR = 330 ms; TE = 30 ms; flip angle = 41°; in-plane resolution, 220 × 220 mm; voxel size, 1.72 × 1.72 × 5 mm; gap, 0.3 mm; 12 slices), covering most parts of the temporal cortex inducing the auditory cortex and the amygdala. This partial volume acquisition was chosen to optimize the TR to an optimal temporal resolution and to mainly cover the two major regions of interest in this study (auditory cortex and amygdala). Two additional whole-brain EPIs were acquired for the purpose of coregistration with the partial volume acquisitions (TR = 1 s; TE = 30 ms; 220 × 159 × 220 mm; matrix 72 × 69; 30 descending slices). Respiration and pulse were also acquired in each participant to be used later to correct for nuisance artifacts.

**Data analysis**

The statistical parametric mapping software (version SPM12, fil.ion.ucl.ac.uk/spm/software/spm12) was used for the preprocessing and analysis of the functional brain data. Functional images were realigned and coregistered to the anatomical image; for the main experiment, the partial volume images were first coregistered to the whole-brain EPI images. The realigned functional images were spatially normalized to the Montreal Neurological Institute (MNI) stereotactic template brain using the segmentation procedure implemented in the Computational Anatomy Toolbox (CAT12; www.neuro.uni-jena.de/cat/). Normalized images were spatially smoothed using an isotropic Gaussian kernel with a full width at half maximum of 8 mm.

A general linear model was used for the first-level statistical analyses, including boxcar functions defined by the onset and duration of the pre- and postdecision phase for each of the three conditions (neutral, anger, and joy). The onset of the postdecision phase was defined by the button press minus the mean reaction time for each participant from the separate pure tone reaction time experiment. These boxcar functions were convolved with a canonical hemodynamic response function. For the functional voice localizer scan, we modeled vocal and nonvocal trials in separate regressors. Each model included six additional regressors of no interest based on motion estimates to account for motion artifacts and additional physiological regressors of modeling breathing and heart rate (TAPAS toolbox; https://www.tnu.ethz.ch/en/software/tapas). The general linear model (GLM) was estimated for each subject, and the contrasts from each condition were assessed with a second-level group analysis. Regressors included the six conditions (pre- and postdetection for neutral, angry, and joyful trials) and a regressor for each participant. Functional contrasts between conditions were thresholded at $P < 0.05$ on the basis of a false discovery rate (FDR) correction and a cluster extent of $k = 20$.

**Dynamic causal modeling**

DCM allows us to make inferences of forward and/or backward connections between various regions of interest active during our experimental conditions. Given the strong activation in the STC and amygdala connected to the detection of stimuli, we aimed to investigate characteristics of effective connectivity between these regions. To do so, we implemented a two-stage model selection routine to investigate possible input and modulation conditions of the connectivity model. It should be noted that a strength of DCM compared to traditional contrast analyses is that it affords us inferences on the functional integration of regions that do not display functional segregation, allowing us, in essence, to claim that our conditions elicit differential “pathway” activation, rather than differential regional activation (54); hence, the DCM network was defined from the activity maps of post- minus predetection of all stimuli. This decision was made a priori, under the expectation that contrasts between affective conditions within regions of interest after detection would (i) fail to show significant differences as the amygdala is often recruited during social relevance/novelty detection as it is during affective processing (36, 49, 53), and (ii) informing or constraining the network characteristics by post hoc effects of stimulus affect (itself a nested condition for network modulation and inputs) may be considered somewhat circular analysis, biasing potential findings. In the interests of completion, post hoc beta-weight comparisons between regions can be seen in Fig. 2; contrasts between emotions after detection did not reveal significant clusters.

We implemented our DCM (version DCM12.5) in SPM12. The seeding for our DCMs was based on the group level peak coordinates in bilateral amygdalae and STC from the GLM analysis above (MN1xyz; amygdala [−18−8−20] and [26−2−14]; STC [−60−14 2] and [62 0−8]), with a 3-mm sphere around each coordinate (19 voxels per sphere) to extract the time course in these region as a volume of interest (i.e., first eigenvariate). All DCMs were deterministic, bilinear, and single-state models. Model comparisons where assessed using a Bayesian model selection approach with fixed-effects inferences (FFX) as similarly done in previous studies (51). The BMS approach determines the most likely DCM model across all participants given the data and determines the likelihood of driving inputs, effective connections, and modulations of connections.
In our two-step method, we first assessed multiple stimuli-input models, followed by possible modulation models. Endogenous connectivity between bilateral amygdala and STC is assumed, building on the findings of Kumar and colleagues (38), who previously used DCM to investigate affective sound processing in these areas. In the first step, we aimed to determine the most likely input model (C matrix). For this purpose, we fixed the endogenous connectivity matrix (A matrix), including bidirectional connections between all regions; no modulation of connection by experimental condition (B matrix) was included. Our assumption for driving inputs was that the experimental conditions would generally or selectively drive activity in the STC and amygdala nodes, and we used inputs either consisting of all voices (neutral, anger, and joy) or only affective voices (anger and joy). It should be explicitly noted that we did not constrain any parameters by stimulus condition in either the first or second step, allowing the model space to contain models that would not show an effective of stimuli emotion, although previous work indicates that modulatory connections from the amygdala in response to stimuli affect were likely (38). We permuted through any possible input configuration, with the only restriction that homolog, left-right regions were identical, resulting in \( n = 8 \) possible models (full details shown in fig. S1A). The winning input model was determined on the basis of the log Bayes factor (i.e., relative log evidence for each model) posterior probability of each model. For the latter, a posterior probability of \( P > 95\% \) is commonly regarded as informative (56).

In the second step of the DCM, we took this winning input model as a constraint while permuting through \( n = 12 \) possible modulation models by changing the parameters of the B matrix that defines the modulation of connections by experimental conditions (fig. S1B); the A matrix settings were the same as reported above. These models were selected on an informed basis according to previous studies (38, 51) and on four principle rationales: First, any of the modulatory influence on connections is symmetric across the hemispheres since we did not expect major hemispheric differences; second, connections between the bilateral amygdala and STC could reflect a forward connection from the STC to the amygdala, a backward connection, or bidirectional connections; third, bilateral connections between the amygdala as well as between the STC were included in any possible combination; and fourth, the modulation of connections was set to be the experimental condition that was the driving input to the neural node as the origin of the connection, such that connections originating from the STC were allowed to be modulated by all voice trials, whereas connections originating from the amygdala were allowed to be modulated only by the affective voice trials.

In a third step, we repeated the same DCM of the modulation of connections as in step 2, but included the functional data from the predecision phase. We permuted through the same \( n = 12 \) model space to assess whether the winning model for the postdecision phase could be or not be detected in the predecision phase.

**SUPPLEMENTARY MATERIALS**

Supplementary material for this article is available at http://advances.sciencemag.org/cgi/content/full/6/eabb3884/DC1
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