Unidirectional vortex waveguides and multistable vortex pairs in polariton condensates
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Vortices carrying quantized topological charges have potential application in information processing. In this work, we investigate vortex carriers and waveguides in microcavity polariton condensates, nonresonantly excited by a homogeneous pump with intensity grooves. An intensity groove with a ring shape in the pump gives rise to dark-ring states of the condensate with a \(\pi\)-phase jump, akin to dark solitons. The dark-ring states can be destroyed by a stronger density of the surrounding condensate and reduce into vortex-antivortex pairs. Multiple vortex-pair states are found to be stable in the same dark ring of the pump. When the pump ring is broader, higher-order dark states with multiple \(\pi\)-phase jumps can be obtained and interestingly they can be used to construct vortex waveguides. If a single vortex is imprinted in such waveguides, it can travel in a particular direction, showing one-way transportation. In other words, an imprinted vortex with a certain charge in a specifically designed higher-order dark state is only allowed to propagate unidirectionally.

Transmission of quantized information has attracted significant attention, since a quantized signal is less distorted compared with a continuous signal during the propagation. As such kind of information carriers, vortices have been widely reported in different physical systems. A vortex has a quantized winding number, known as topological charge, representing the rotation of the particles enclosing a phase defect. The propagation of vortices has been intensively studied in nonlinear optics where a vortex soliton can propagate over a long distance without decay in either intensity or phase [1].

Among the different systems that exhibit vortex formation, vortices in exciton-polariton (polariton for short) systems [2–9] have recently attracted considerable attention. Polaritons are light-matter hybrid quasiparticles composed of strongly coupled excitons and photons in semiconductor microcavities. Polariton vortices can be created both resonantly by coherent imprinting and nonresonantly due to the spontaneous relaxation and the formation of macroscopic coherence (known as polariton condensation) [10, 11]. It is found that in nonequilibrium polariton condensates, one-dimensional dark solitons are unstable in an otherwise homogeneous background [12, 13], but a modulated background can stably confine them [14]. Dark soliton stripes in two dimensions can evolve into vortex-antivortex pairs [12, 15–17] due to the transverse instability and the interaction of the polariton vortices typically results in complex in-plane motion [6, 18–25]. Such vortices can also be confined and manipulated in two-dimensional optical lattices [14]. However, efficient control or vortex transportation to a certain destination has not been addressed in polariton condensates, which is promising for application and may be achieved in optically induced channels that are able to transport phase defects [26].

In this Letter we excite polariton condensates by using a dark-ring pump, i.e., a homogeneous pump with a ring-shaped intensity groove as shown in Fig. 1(a). This lower intensity ring in the pump can support stable dark-ring states with a \(\pi\)-phase jump. As the pumping intensity increases above a threshold value, the dark-ring state becomes unstable, known as snake instability [27, 28], and evolves into several persistent vortex-antivortex pairs. We find that the number of the vortex pairs induced is related to the radius of the dark ring in the pump. Moreover, in some cases, more than one vortex-pair state can be stabilized in the same pump ring, forming multistable vortex-pair states. The stability of each vortex-pair state can be increased by the surrounding reservoir density via the polariton-reservoir interaction. If the pump ring is broader, higher-order vortex-pair states with multiple vortex-pair layers can be created and in each layer the number of the vortex pairs is identical, which tends to weaken the snake instability. When the snake instability is prevented, higher-order dark-ring states, which can be used to design vortex waveguides to unidirectionally transport vortices with specific topological charges, can be excited.
threshold is given by 

$$P = \frac{\gamma_{c} R}{2}$$

Here, \( \gamma_{c} \) describes the polariton-polariton interaction and \( g_{c} \) gives the polariton-reservoir interaction. These parameters are typical for GaAs-based semiconductor microcavities [5]. The nonresonant excitation \( P(t) \) is continuous-wave pump composed of a homogeneous background and a ring-shaped intensity gap:

$$P(r) = \begin{cases} P_{1} & a - d/2 < r < a + d/2 \\ P_{0} & \text{elsewhere} \end{cases}$$

Here, \( P_{1} \) and \( P_{0} \) represent the intensity in and out of the dark ring, respectively, with \( P_{1} < P_{0} \). The radius and width of the dark ring are governed by \( a \) and \( d \), respectively, as can be seen in Fig. 1(a). Under homogeneous excitation, the condensation threshold is given by \( P_{\text{th}} = \gamma_{c} \tau_{r} / R \). Here, the coupled equations are solved by using the fourth-order Runge-Kutta method.

To mimic the dynamics of microcavity polariton condensates under nonresonant excitation, we use a driven-dissipative Gross-Pitaevskii model coupled to a rate equation describing the density of the incoherent reservoir [29]:

$$i \hbar \frac{\partial \Psi(r,t)}{\partial t} = -\frac{\hbar^{2}}{2m_{\text{eff}}} \nabla_{\perp}^{2} \Psi + \frac{\hbar c}{2} |\Psi(r,t)|^{2} + \left( g_{c} + \frac{\hbar}{2} R \right) n(r,t) \Psi(r,t),$$

(1)

$$\dot{n}(r,t) = \left[ -\gamma_{r} - R |\Psi(r,t)|^{2} \right] n(r) + P(r,t).$$

(2)

Here, \( \Psi(r,t) \) is the wavefunction of the polariton condensate and \( n(r,t) \) is the density of the reservoir. The effective mass of the condensate is denoted by \( m_{\text{eff}} = 10^{-4} m_{e} \) (\( m_{e} \) is the free electron mass). \( \gamma_{c} = 0.2 \text{ ps}^{-1} \) and \( \gamma_{r} = 0.3 \text{ ps}^{-1} \) represent the decay rate of the condensate and the reservoir, respectively. The condensate is replenished by the excitons from the reservoir with a condensation rate \( R = 0.01 \text{ ps}^{-1} \). \( g_{c} = 6 \mu \text{eV} \mu \text{m}^{2} \) describes the polariton-polariton interaction and \( g_{r} = 2g_{c} \) gives the polariton-reservoir interaction. These parameters are typical for GaAs-based semiconductor microcavities [5]. The nonresonant excitation \( P(r,t) \) is a continuous-wave pump composed of a homogeneous background and a ring-shaped intensity gap:

$$P(r) = \begin{cases} P_{1} & a - d/2 < r < a + d/2 \\ P_{0} & \text{elsewhere} \end{cases}$$

Here, \( P_{1} \) and \( P_{0} \) represent the intensity in and out of the dark ring, respectively, with \( P_{1} < P_{0} \). The radius and width of the dark ring are governed by \( a \) and \( d \), respectively, as can be seen in Fig. 1(a). Under homogeneous excitation, the condensation threshold is given by \( P_{\text{th}} = \gamma_{c} \tau_{r} / R \). Here, the coupled equations are solved by using the fourth-order Runge-Kutta method.

A lower intensity ring with \( a = 8 \mu \text{m} \) and \( d = 3 \mu \text{m} \) in the pump leads to the formation of a dark-ring state with a \( \pi \)-phase jump [Fig. 1(c,d)]. Similar dark states can also be supported by ring-shaped defects [30]. This state is stable as long as the pump intensity \( P_{0} \) is not far above the condensation threshold [Fig. 1(b)]. Note that to create such dark-ring states and remove the background instability [23], \( P_{0} \) should not be chosen too close to the condensation threshold. For the parameters mentioned above, the dark-ring state becomes unstable when \( P_{0} > 2.8P_{\text{th}} \) as presented in Fig. 1(b). This critical point changes for different values of the parameters. The instability results in the decay of the dark-ring state and consequently the formation of vortex-antivortex pairs [Fig. 1(e,f)] [27]. The vortex pairs are also stable steady-states without motion or further decay and their specific positions in the ring are random depending on the surrounding environment. The stability of all the states are confirmed by adding complex (amplitude and phase) broadband noise and letting them evolve over long time (thousands of polariton lifetimes \( 1/\gamma_{c} \)). The feedback of the solutions in Fig. 1(c,e) according to Eq. (2) leads to different reservoir distributions.

Figure 2 shows the dependence of the stability of different vortex-pair states on the radius \( a \) of the dark pump ring. Different vortex-pair states refer to the states having different numbers of vortex pairs \( N_{p} \). If the intensity of the dark ring in the pump vanishes completely with \( P_{1} = 0 \), one can see in Fig. 2(a) that more than one vortex-pair state can stably survive against noise. For example, both vortex-pair states with \( N_{p} = 4 \) and \( N_{p} = 5 \)
pairs [see the inserts in Fig. 2(a)] are stable at $a = 6.5 \, \mu m$. At some points, $a = 7 \, \mu m$ for instance, even three vortex-pair states are stable. Which vortex-pair state can be selected depends on the initial noise and the fluctuation during the time evolution.

Interestingly, the stability of each vortex-pair state against the radius of the pump ring $a$ can be enhanced by the polariton-reservoir interaction. As can be seen in Fig. 2(b), where the intensity in the pump ring is increased to $P_1 = 0.2 P_{th}$, the reservoir density in the pump ring offers additional interaction, further stabilizing the vortex pairs. If $P_1$ increases further but is still below the threshold, the vortex-pair states become more stable. The vortex-pair states carrying quantized topological charges can be regarded as information carriers or containers, with the possibility to switch between them. To this end, one can increase or decrease back and forth the radius of the pump ring during the excitation to let the current state jump to the desired states.

Besides the radius of the dark pump ring, its width also affects the states being trapped. Examples can be found in Fig. 3 where higher-order vortex-pair states with multiple layers of vortex-pair rings are obtained and the number of the layers increases with the width of the pump ring. In Fig. 3, the width of the pump ring is increased by expanding the size of the outer edge of the ring and keeping the position of its inner edge fixed, in order to always obtain the vortex-pair states with $N_P = 6$ (using the same initial condition as in Fig. 1) for the comparison. Since in each layer the number of the vortex pairs are identical, the vortex pairs in the most outer ring layer, such as in Fig. 3(c), become strongly stretched. The deformed outer vortex pairs react to the inner ones, followed by the deformation of the inner vortex pairs, which tends to prevent the snake instability. As a consequence, the vortex pairs in Fig. 3(c) are hard to be recognized in contrast to the ones in Fig. 3(a).

The snake instability can also be prevented when the state transitions from the one in Fig. 1(e,f) to that in Fig. 3(a) by gradually increasing the radius of the pump ring [see Fig. 4(a)]. In this scenario, a higher-order dark-ring state that carries two $\pi$-phase jumps forms. The higher-order dark-ring states are stable at weaker pump intensity and become unstable at higher pump intensity. Surprisingly, this dark state can support traveling of the vortices imprinted. For example, we take the solution in Fig. 4(a) as the initial condition and immediately imprint a vortex with $m = 1$ by multiplying a phase singularity in the ring region. One can see that the vortex starts to travel clockwise in the ring, which is different from that caused by the Magnus force [31], because in this case the background density is almost homogeneous without a density gradient, or the Josephson vortices formed between two condensate rings [32] in which the motion of the vortex depends on the coupling strength of the rings. If a vortex with topological charge $m = -1$ is imprinted at the beginning, it circulates counter-clockwise. Therefore, the higher-order dark-ring states can be treated as vorticity screeners or vortex waveguides. Note that the dark-ring state in Fig. 1(c) cannot be used to transport vortices as in the case of Fig. 3(b,e), because for the former the vortex core is much larger than the width of the dark-ring state, so that the vortices are difficult to be captured and later carried by the dark ring in the condensate.

Dark states similar to the ones in Figs. 1(c) and 4(a) can also be excited by a homogeneous pump with a linear instead of a ring-shaped intensity groove. However, a vortex imprinted in a straight dark state [cf. the middle part in Fig. 4(e)] is spatially pinned, even though the flat background condensate has a finite extent, without moving in virtue of the symmetric configuration and the higher background density. To successfully transport a phase defect to a certain position, we design a U-shaped intensity groove in a broad pump with a finite size. The finite size of the broad pump is to remove the influence of the boundaries in the simulation. As expected, under such excitation, the same U-shaped dark state in the condensate is created as shown in Fig. 4(e). After that, we imprint a vortex slightly to the right side of the pump center [indicated by the black arrow in Fig. 4(e)] and record the motion of the vortex over time. If the vortex takes
the topological charge $m = -1$, it circulates counter-clockwise in dark-ring states as analyzed above, so that the vortex in Fig. 4(e) begins to move towards the right corner of the U-shaped waveguide. After traveling through the corner, it propagates further and finally escapes from the pumping region. The total traveling time is around 700 ps. If a vortex with $m = 1$, which circulates clockwise in a dark-ring state as illustrated in Fig. 4(b,c), is initially imprinted at the same position as the black arrow indicates in Fig. 4(e), the right corner is forbidden for it, because it cannot propagate counter-clockwise, and finally it travels towards the left corner of the U-shaped waveguide to fulfill the clockwise propagation. But as the initial position of the vortex imprinted is far away from the left corner and it also needs to overcome the outgoing flow of the condensate, induced by the finite pump profile, at the beginning of its travel, it takes more than 1000 ps to reach the left corner. After passing the corner, only less than 400 ps is spent to finish the rest of the travel until escaping the pumping area, which is similar to the speed of the $m = -1$ charged vortex after passing the right corner. Therefore, the unidirectional transport of the specifically charged vortices has been achieved in a U-shape dark state. Note that the transportation dynamics of the vortices shown in Fig. 4 hold when $P_0$ is slightly larger than zero in the case that the higher-order dark ring states are stable, or the vortex is imprinted at other positions, the middle of the U-shaped waveguide for instance. It is also worth noting that the unidirectional propagation of the vortices as well as the multistable vortex pairs remain largely unaffected if a reasonable disorder potential [14] is applied.

To conclude, we have studied the dark states of polariton condensates induced nonresonantly by intensity grooves in the otherwise spatially homogeneous pump. A narrower intensity groove in the pump can support a dark state with a $\pi$-phase jump which becomes unstable as the background pumping intensity increases and evolves into stable vortex-antivortex pairs. The intensity grooves in the pump can be regarded as phase defect containers that can carry multistable vortex pairs. A broader intensity groove in the pump, however, can lead to the formation of higher-order dark states that can be used to unidirectionally transport quantized topological charges, giving rise to the design of more complex vortex waveguides to explore their potential application in information transmission and screening in all-optical circuits.
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