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We study the importance of self-interaction errors in density functional approximations for various water–ion clusters. We have employed the Fermi-Löwdin orbital self-interaction correction (FLOSIC) method in conjunction with LSDA, PBE, and SCAN to describe binding energies of hydrogen-bonded water–ion clusters, i.e., water–hydronium, water–hydroxide, water–halide, as well as non-hydrogen-bonded water–alkali clusters. In the hydrogen-bonded water–ion clusters, the building blocks are linked by hydrogen atoms, although the links are much stronger and longer-ranged than the normal hydrogen bonds between water molecules, because the monopole on the ion interacts with both permanent and induced dipoles on the water molecules. We find that self-interaction errors overbind the hydrogen-bonded water–ion clusters and that FLOSIC reduces the error and brings the binding energies into closer agreement with higher-level calculations. The non-hydrogen-bonded water–alkali clusters are not significantly affected by self-interaction errors. Self-interaction corrected PBE predicts the lowest mean unsigned error in binding energies (≤ 50 meV/H₂O) for hydrogen-bonded water–ion clusters. Self-interaction errors are also largely dependent on the cluster size, and FLOSIC does not accurately capture the subtle variation in all clusters, indicating the need for further refinement.

I. INTRODUCTION

Interactions between ions and water molecules play a critical role in many areas of physical chemistry, including electrochemistry, environmental chemistry, and biochemistry. Such water–ion interactions primarily involve hydrogen bonds (HBs), which appear with a wider range of bond strength (0.2–1.5 eV/H₂O)¹ and can be much stronger than HBs within neutral water clusters². One of the most common ionic HBs occurs between water molecules and their self-ionized forms, i.e., H₃O⁺ and OH⁻, which are responsible for acid-base chemistry, proton transfer, etc. Despite a long history of research, the microscopic details of the mechanism behind the proton transfer dynamics is yet to be settled³. Other ions, including halide ions and alkali ions, form strong bonds with water, and these interactions are also crucial for biochemistry and electrochemistry⁴.

Understanding the molecular-scale structure and dynamics of aqueous ionic solutions requires concerted efforts from both experiments and computer simulations⁵–⁷. Among the simulation methods, Kohn-Sham density functional theory (DFT)⁸ based ab initio molecular dynamics is widely used and has been crucial in finding ion-solvation shell structures, autoionization processes, proton transfer mechanisms, and simultaneously the details of the electronic structure⁹–¹⁶. The gas-phase water–ion clusters are important to benchmark the energetics, to explore the potential energy surface, and to understand the nature of water–ion interactions by energy decomposition¹⁷–²¹. In this work, we focus on the energetics of various gas-phase water–ion clusters.

Historically, the accuracy of describing HBs is not satisfactory with the most commonly used DFT exchange-correlation (XC) functionals (see review in ref. 22 and references therein). The accuracy of DFT functionals for HBs is widely tested in neutral water clusters. One of the key failures of DFT is that common semi-local and hybrid XC functionals predict an incorrect energetic ordering of isomers of the water hexamer²². The origin of this error is mainly due to the lack of non-local van der Waals (vdW) interactions in those functionals²²–²³. The non-empirical strongly constrained and appropriately normed (SCAN)²⁴ meta-GGA functional, which satisfies all 17 exact physical constraints that a semi-local XC functional can satisfy and includes intermediate-range dispersion, reproduces the correct energetic ordering among the isomers of the water hexamer²².²⁵. The strength of HBs also suffers from the self-interaction error (SIE) in DFT, and like all semi-local functionals SCAN is not free of SIE. Typically, the HBs in neutral water clusters are too strong due to the SIE²²,²². The water–ion interactions are also affected by SIE, resulting in too strong binding energies of water–ion clusters with semi-local functionals¹⁷–²¹.

Fixing errors in specific methods for systems containing anionic or cationic species is challenging since the degree of electron delocalization impacts the monopole-dipole and monopole induced dipole energies which change significantly if the size or placement of an excess charge containing species is incorrect due to either errors of the theory or the size of basis sets. Among the systems studied here, the molecular anions OH⁻ and OH⁻(H₂O) and the atomic anions F⁻, Cl⁻, and Br⁻ cannot bind the full excess electron in LSDA, PBE, and SCAN at the basis-set limit, while the other systems can. The SIE of semi-local density functional approximations tends to excessively delocalize electron density, which is more severe in small negatively-charged ions and molecules²⁶, typically leading to non-negative values for the Kohn-Sham eigenvalue of the highest occupied molecular orbital (HOMO)²⁷. The binding of the extra electron in anionic systems is also de-
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Hybrid functionals can partially alleviate SIE and predict more accurate HBs than semi-local functionals. In comparison, the Perdew-Zunger (PZ) SIC approach offers a fully nonlocal orbital-by-orbital removal of electron self-interaction from local and semi-local XC functionals. The PZ SIC method aims at eliminating the source of SIE in any approximate XC functional: its imperfect cancellation between the electron-electron self-repulsion (Hartree) and the approximate self-XC energy for any one-electron density. Recently, the Fermi-Löwdin orbital self-interaction correction (FLOSIC) was introduced as an efficient and unitarily invariant approach for implementing PZ SIC that can be used in conjunction with any approximate XC functional. The computational effort in the FLOSIC method allows for its application to clusters that were inaccessible through previous implementations of PZ SIC. The FLOSIC methodology has been used to study properties of chemical and physical interest for a range of systems including water, protonated water clusters, and water–halide ion clusters, and simultaneously retaining the correct energetic ordering among the water hexamer isomers. It is thus quite important to explore how PZ SIC in conjunction with SCAN or other functionals performs in water–ion interactions.

Here, we have studied the effect of removing SIE on three non-empirical XC functional approximations, namely the local spin-density approximation (LSDA), the generalized gradient approximation formulated by Perdew, Burke, Ernzerhof (PBE), and the SCAN meta-GGA functional, in predicting the binding energies of protonated water clusters \([\text{H}_2\text{O}^+\text{(H}_2\text{O})_n, n=1,2,3 \text{ and } 6]\), protonated water clusters \([\text{OH}^-\text{(H}_2\text{O})_n, n=1–6]\), water–halide ion clusters \([X^-\text{(H}_2\text{O})_n, X=(\text{F, Cl, Br}), n=1–2]\), and water–alkali ion clusters \([\text{M}^+\text{(H}_2\text{O})_n, \text{M}=(\text{Li, Na, K}), n=1–2]\). We have analyzed how first-order and second-order (density–driven) errors in water–ion clusters depend on SIE. We find that self-interaction errors overbind the hydrogen-bonded water–ion clusters, and that FLOSIC reduces the error and brings the binding energies into closer agreement with higher-level calculations. FLOSIC applied to PBE predicts the lowest mean error in binding energies (≤ 50 meV/H\(_2\)O) for hydrogen-bonded water–ion clusters.

II. METHODOLOGY

A. DFT and FLOSIC Calculations

Here, all calculations with density functional approximations (DFA) and the corresponding FLOSIC applied functionals, FLOSIC–DFA, were performed with the all-electron FLOSIC code, which was developed from the parent NRLMOL density–functional code. The code uses contracted Gaussian–type orbitals as basis sets that are optimized for density functionals and referred to as the DFO. We have performed systematic basis-set convergence tests by adding diffuse functions on top of the DFO basis set. The details regarding the construction of the diffuse functions and basis set convergence are discussed in the next section. We used the local–density approximation (LSDA) which consists of the Slater–Dirac exchange and Perdew–Wang correlation functional, the semi-local PBE and the SCAN XC functionals. All calculations were done using an accurate integration grid. For calculations involving the SCAN functional, especially dense grids were used.

The FLOSIC methodology is based upon the original PZ–SIC method. In this method, SIE is removed from an approximate functionals \(E_{\text{xc}}^{\text{approx}}[n_{\uparrow}, n_{\downarrow}]\) orbital by orbital, as given by

\[
E^{\text{PZ–SIC}} = E^{\text{approx}}_{\text{xc}}[n_{\uparrow}, n_{\downarrow}] - \sum_{\sigma} (E^{\text{approx}}_{\text{xc}}[n_{\sigma}, 0] + U[n_{\sigma}]),
\]

where \(n_{\sigma}\) is a single orbital density and \(U[n_{\sigma}]\) is the Hartree electrostatic energy of that one-electron density. The orbitals must be localized to make \(E^{\text{PZ–SIC}}\) size-extensive. The search for sufficiently localized orbitals that minimize Eq. 1 becomes computationally efficient with Fermi-Orbitals (FOs). The FOs are obtained as

\[
F_{\sigma}(\mathbf{r}) = \frac{\sum_{\gamma}^N \varphi_{\gamma}^{\sigma}(\mathbf{a}_{\gamma}) \varphi_{\sigma}(\mathbf{r})}{\sqrt{\sum_{\gamma}^N |\varphi_{\gamma}^{\sigma}(\mathbf{a}_{\gamma})|^2}},
\]

where \(N_{\sigma}\) is the number of electrons with spin \(\sigma\). Each FO, \(F_{\sigma}(\mathbf{r})\), depends on a position vector, \(\mathbf{a}_{\sigma}\), called a Fermi–Orbital Descriptor (FOD), and the spin density constructed by any set of orthonormal orbitals, \(\varphi_{\sigma}(\mathbf{r})\), that spans the occupied space. The localized FOs are normalized but not mutually orthogonal. The Löwdin method of symmetric orthogonalization is then performed to obtain the orthonormal Fermi-Löwdin orbitals (FLOs).

We employed a fully self-consistent procedure to minimize the FLOSIC–DFA total energy. The calculations were initialized with a set of guessed FODs to obtain self-consistent FLOs and total energy using an energy tolerance of 10–7 Hartree. Then the FODs are updated using derivatives of total energy with respect to FOD positions and gradient optimization methods, starting from the scaled limited memory Broyden–Fletcher–Goldfarb–Shanno (L–BFGS) and switching, if necessary, to the conjugate gradient. Then self-consistent FLOs are obtained.

\[ \]
with the new set of FODs. The iterative minimization of the
total energy with respect to FODs is performed until the max-
imum FOD force component drops below $10^{-3}$ Hartree/Bohr.

We have also computed DFA energies on the corresponding
FLOSIC–DFA self-interaction corrected density and FLOs,
which is referred to as DFA@FLOSIC. The DFA@FLOSIC
energies enable us to quantify the magnitude of the error in
energy coming from a DFA density that suffers from self-
interaction. The difference between DFA and DFA@FLOSIC
energies is analogous to the commonly known density–
 driven–error.\textsuperscript{79,80} The Hartree-Fock density is often used to
quantify the density–driven error since it is self-interaction
(exchange only) free.\textsuperscript{79,80} The FLOSIC–DFA densities are
self-interaction (exchange-correlation) free by definition.

B. Reference Geometry and Binding Energy

Fig. 1 shows structures of protonated and deproto-
nated clusters, which include five protonated water clusters
$\text{H}_3\text{O}^+(\text{H}_2\text{O})_n$, $n=1-3$, and 6, and seven deprotonated wa-
ter clusters $\text{OH}^-(\text{H}_2\text{O})_n$, $n=1-6$. The nuclear coordinates
of those clusters are taken from the WATER27\textsuperscript{53} set which
is part of the general main group thermochemistry, kinetics,
and non-covalent interactions (GMTKN55)\textsuperscript{7} benchmark
database. The WATER27 geometries were optimized\textsuperscript{5} at the
B3LYP\textsuperscript{81,82}/6-311++G(2d,2p) level of theory. Fig. 2 shows
the structures of water–halide and water–alkali clusters. We
have considered six water–halide clusters $\text{X}^-\text{(H}_2\text{O})_n$ with
$\text{X}=(\text{F}, \text{Cl}, \text{Br})$ and ($n=1$ and 2) and six water–alkali clusters
$\text{M}^+(\text{H}_2\text{O})_n$ with $\text{M}=(\text{Li}, \text{Na}, \text{K})$ and ($n=1$ and 2). The nuclear
coordinates of those clusters are taken from Ref. 17,21 which
were optimized at the DF-MP2\textsuperscript{83} level of theory with an aug-
ccc-pVTZ basis set.

For the clusters, the binding energy per water molecule ($E_b$)
is defined as

$$E_b = \frac{E_{\text{cluster}} - nE_{\text{H}_2\text{O}} - E_{\text{ion}}}{n}, \quad (3)$$

where $E_{\text{cluster}}$ is the total energy of a cluster that includes $n$
H$_2$O molecules and one ion. $E_{\text{H}_2\text{O}}$ is the total energy of an
isolated H$_2$O monomer at its equilibrium geometry and $E_{\text{ion}}$
is the total energy of an isolated ion. $E_b$ is negative for a stable
cluster. Reference binding energies of protonated and depro-
tonated water clusters were computed at the explicitly correlated coupled-cluster level of theory, CCSD(T)-F12b\textsuperscript{84,85}, at the complete basis set (CBS) limit, and are taken from Ref. 86. The reference binding energies with CCSD(T)-F12b at the CBS limit are taken from Ref. 17 for the water–halide and from Ref. 87 for the water–alkali clusters.

III. RESULTS AND DISCUSSIONS

A. Basis-Set and Density Error

Given that the semi-local functionals LSDA, PBE, and SCAN can bind only a fraction of the excess electron in the complete-basis-set limit as discussed in the introduction, we will use for those functionals basis sets without diffuse basis functions. Restricting the basis set is a familiar computational choice that makes the semi-local functionals look somewhat better than they are. The rest of this section will discuss the basis sets and their effects without and with self-interaction.

The erroneous delocalization of the extra electron in anions obtained with semi-local DFAs is dependent on the size of the basis set. On the one hand, accurate description of HBs often requires a large basis with some diffuse Gaussian functions (i.e., with relatively small exponents). The deprotonated water clusters are negatively charged and held together by HBs, for which the need for diffuse functions is ambiguous, and we explore this issue here. Fortunately, through the FLOSIC–DFA method we have electron densities of the negatively charged clusters that are free from self-interaction and that can be used to test the energy convergence with the size of the basis.

First, we briefly describe the basis sets we have used to determine the energy convergence. The NRLMOL DFO basis with standard additional polarization functions consists of 5s,4p,4d functions for O and 4s,4p,2d for H, which we refer to as DFO\textsuperscript{*}. On top of the DFO\textsuperscript{*} basis, we add diffuse functions of types s, p, and d for both O and H. The modified basis sets are defined as: i) diffuse-1 which includes O(s) and H(s) diffuse functions, ii) diffuse-2 which includes O(s,p) and H(s) diffuse functions, iii) diffuse-3 which includes O(s,p) and H(s,p) diffuse functions, and iv) diffuse-4 which includes O(s,p,d) and H(s,p) diffuse functions.

Fig. 3(a) shows the convergence of the total energy of OH\textsuperscript{−} with respect to an increasing number of diffuse basis functions. The energies are almost converged around the diffuse-4 basis, and with respect to that, the energies obtained with DFO\textsuperscript{*} differ by less than 1 mHa in both FLOSIC–PBE and FLOSIC–SCAN. In contrast, the two semi-local functionals show a much larger change in energy than their FLOSIC counterparts, and a significant portion of this discrepancy is due to erroneous density since PBE and SCAN energies computed at their corresponding self-interaction corrected densities, i.e., PBE@FLOSIC and SCAN@FLOSIC, substantially reduce the discrepancy. For this small anion, in PBE or SCAN without SIC, a fraction of the excess electron would escape in the complete basis-set limit. Here we regard the difference between DFA energy computed at its self-consistent density and self-interaction free FLOSIC–DFA density as an estimate of the density-driven error. The density-driven error is quite significant in OH\textsuperscript{−} (where it could be even larger than we have estimated here) and is negligible in H\textsubscript{3}O\textsuperscript{+} and H\textsubscript{2}O molecules. This indicates that extra diffuse functions can exaggerate the erroneous density delocalization in OH\textsuperscript{−} and a suitable choice of a converged basis is not straightforward for

FIG. 2. Structures of the studied (a) water–halide clusters and (b) water–alkali clusters. Oxygen and hydrogen are represented by red and white spheres. The anions and cations are marked by other colors. Dashed lines represent hydrogen-bonding.
FIG. 3. (a) The basis-set dependence of the total energy of OH\(^-\), plotted with respect to the diffuse-4 basis (see text for the details of basis). Variation of the binding energy \(E_b\) of the (b) OH\(^-\)(H\(_2\)O) and (c) H\(_3\)O\(^+\)(H\(_2\)O) molecules with increasing size of the basis. Here DFA@FLOSIC refers to the DFA energy computed at the corresponding FLOSIC–DFA density. At the complete basis set limit, only SIC can bind the full excess electron in OH\(^-\) and OH\(^-\)(H\(_2\)O).

PBE and SCAN.

![Graph showing energy vs basis set](image)

FIG. 4. Projection onto the OH\(^-\) axis of the PBE self-interaction error of the electron density for the hydroxyl group and two hydroxyl-water clusters. For further explanation, see the last two paragraphs of section 3.1.

TABLE I. Three measures of the size of the PBE self-interaction error of the electron density in hydroxyl-water clusters. For further explanation, see the last two paragraphs of section 3.1.

| System       | \(\delta n_{-0}\) (e) | \(\delta \mu_z\) (D) | \(|\delta \mu_z|\) (D) |
|--------------|-----------------------|----------------------|----------------------|
| OH           | 0.026                 | 0.37                 | 0.37                 |
| OH\(^-\)(H\(_2\)O)\(_4\) | 0.042                 | -0.07                | 0.09                 |
| OH\(^-\)(H\(_2\)O)\(_6\) | 0.048                 | 0.02                 | 0.11                 |

Fig. 3(b) shows the convergence of the binding energy of OH\(^-\)(H\(_2\)O) with respect to basis. From DFO\(^+\) to diffuse-3 basis \(E_b\) changes by \(-14\) meV/H\(_2\)O with both FLOSIC–PBE and FLOSIC–SCAN, but the change is much larger with PBE (99 meV/H\(_2\)O) and SCAN (69 meV/H\(_2\)O). This again shows that the addition of diffuse functions for negatively charged molecules can be problematic without SIC. The PBE@FLOSIC and SCAN@FLOSIC show a much smoother convergence of \(E_b\), predicting, respectively, a 40 meV/H\(_2\)O and 33 meV/H\(_2\)O difference between the DFO\(^+\) and diffuse-3 basis. The density-driven error (i.e., the difference between DFA and DFA@FLOSIC) in the binding of OH\(^-\)(H\(_2\)O) becomes much larger with additional diffuse functions, more so in PBE (76 meV/H\(_2\)O) than in SCAN (51 meV/H\(_2\)O) with the diffuse-3 basis. In comparison, the \(E_b\) of H\(_3\)O\(^+\)(H\(_2\)O) shows very little (<10 meV/H\(_2\)O) density-driven error with and without the diffuse functions, as shown in Fig. 3(c).

Fig. 3(b) shows that the PBE (SCAN) energy at the DFO\(^+\) basis are close to the PBE@FLOSIC (SCAN@FLOSIC) energy at the diffuse-3 basis, indicating that the error due to a relatively smaller basis cancels to some extent with the density delocalization errors. In the following, we report and discuss results obtained with the DFO\(^+\) for LSDA, PBE, and SCAN, and with the diffuse-3 basis for all other functionals.

There will be a self-interaction (delocalization) error of the electron density from a density functional (e.g., PBE) approximation, even in anion clusters like OH\(^-\)(H\(_2\)O)\(_n\geq2\) that bind the full extra electron in the complete basis-set limit for that approximation. Here we will show that this error is rather small but systematic, at least up to \(n=6\). Fig. 1 shows that the hydroxyl anion is found on the surface of each of these clusters. It could be interesting in future work to see if the delocalization error is larger in larger clusters or bulk, where the hydroxyl anion can be completely solvated by the waters.

For this purpose, we define the PBE self-interaction error of the density as \(\delta n(r) = n_{\text{PBE}}(r) - n_{\text{FLOSIC–PBE}}(r)\), a function that integrates to zero electrons. To visualize this, we take the origin of coordinates on the O\(^-\) or O\(_a\) nucleus, and the \(z\) axis...
pointing to the H or H$_a$ nucleus of the hydroxyl group. Then we project $\delta n(\mathbf{r})$ onto the $z$ axis via

$$g(z) = \int dx dy dz \, \delta n(x,y,z) \frac{a}{\sqrt{\pi}} \exp\left(-a^2(z-z')^2\right),$$

where $a=1$ bohr$^{-1}$ is large enough for atomic resolution and small enough for numerical real-space grids. The interpretation is that $\int g(z) dz$ is the PBE self-interaction error in the number of electrons between the planes $z = A$ and $z = B$.

Fig. 4 shows $g(z)$ for the hydroxyl anion and its bound complexes with four or six water molecules. The oxygens O$_b$ on the four nearest-neighbor waters are located at approximately the same negative $z$, and those O$_c$ on the two second-neighbor waters are located at a more negative $z$. (Average $z$ coordinates for each set of neighboring oxygens are shown in Fig. 4.)

The PBE self-interaction error clearly removes a small fraction of an electron from each oxygen site, and transfers it to the hydrogen sites or to the surface (and in particular the ends) of the cluster. Table I shows the small fraction of an electron transferred into the half-space $z > 0$ (δ$n_{z>0}$), and the corresponding small PBE self-interaction errors in the $z$ component (δμ$_z$) and magnitude of the dipole moment (|δμ|). Note that the magnitudes of the dipole moment of OH$^-$ in our calculation using PBE and FLOSIC–PBE are 0.58 Debye and 0.95 Debye, respectively. For comparison, the magnitudes of the dipole moment of an isolated water molecule are 1.79 Debye and 1.91 Debye, respectively from PBE and FLOSIC–PBE.

### B. Deprotonated and Protonated Water Clusters

The hydroxide and hydronium ions form strong hydrogen bonds with water molecules. It can be seen from the reference that CCSD(T)/F12b energies that the binding energy of H$_2$O$^+$(H$_2$O) is stronger by 306 meV/H$_2$O than that of OH$^-$ (H$_2$O) (Table II). In H$_2$O$^+$ (H$_2$O), the shared proton sits exactly at the center between the two oxygen atoms separated by 2.40 Å (Fig. 1(a)), whereas, in OH$^-$ (H$_2$O), the O-O distance is 2.47 Å, and the shared proton has one covalent O-H bond of length 1.12 Å and one hydrogen bond of length 1.34 Å. In the bigger clusters, the binding per molecule decreases due to relatively weak water–water interactions, ~330 meV/H$_2$O for (H$_2$O)$_6$. With increasing cluster size, the binding per molecule gradually decreases, as explained at the end of the caption of Table I. It is interesting that both H$_2$O$^+$(H$_2$O)$_6$ and OH$^-$ (H$_2$O)$_6$ clusters become almost equally stable, differing by <15 meV/H$_2$O with CCSD(T)/F12b. All of the studied XC functionals qualitatively reproduce the relative stability of these two types of clusters (Table II). However, there are non-negligible errors in the binding energy of an individual cluster obtained with all functionals. We explore the errors in more detail in Fig. 5, omitting the LSDA-based methods which provide errors >200 meV/H$_2$O.

Overall, it is evident from Fig. 5(a) and (b) that FLOSIC–PBE performs better than FLOSIC–SCAN for almost all of these clusters. The MUEs indicate that there is a systematic reduction in the error in binding energies with the FLOSIC–DFA methods compared to the corresponding parent DFAs (Table II). For the deprotonated clusters, the MUE of FLOSIC–SCAN is 78 meV/H$_2$O, reducing the MUE by 20 meV/H$_2$O from SCAN@FLOSIC. For the protonated clusters, SCAN@FLOSIC and FLOSIC–SCAN predict MUEs of 85 meV/H$_2$O and 46 meV/H$_2$O, respectively. FLOSIC–PBE provides the best agreement with the reference binding energies in both types of clusters, predicting MUEs of 41 meV/H$_2$O and 23 meV/H$_2$O for deprotonated and protonated clusters, respectively. We find that our FLOSIC–PBE MUE for the deprotonated clusters is comparable to the hybrid functional PBE0/def2-QZVP mean error (31 meV/H$_2$O) reported by Grimme and co-workers.

As shown in Figs. 5(a) and (b), the magnitude of the error in $E_b$ decreases with increasing cluster size in all XC functionals. PBE@FLOSIC and SCAN@FLOSIC strongly overbind (by more than ~150 meV/H$_2$O) the two small clusters, OH$^-$ (H$_2$O)$_6$ and H$_2$O$^+$(H$_2$O)$_6$, and the errors tend to decrease in the larger clusters. PBE@FLOSIC performs better than SCAN@FLOSIC in the larger clusters, particularly in deprotonated clusters (Fig. 5(a)). We find that self-interaction corrections weaken the strength of HBs and result in more accurate binding energies than found with the uncorrected functionals. However, the accuracy of the self-interaction corrected functionals are inconsistent under variation of cluster size due to irregularities in the magnitude of the SIC to the binding of the clusters (E$^{SIC}_b$). The value of E$^{SIC}_b$ is the difference between the FLOSIC–DFA and DFA@FLOSIC binding energies. As shown in Figs. 5(c) and (d), E$^{SIC}_b$ from FLOSIC–PBE is ~20 meV/H$_2$O for the smallest as well as the largest deprotonated clusters, and it fluctuates in the range of 4–28 meV/H$_2$O for the intermediate-sized clusters, without showing any clear trend with respect to cluster size (Fig. 5(c)). With FLOSIC–SCAN, E$^{SIC}_b$ is exceptionally small (4 meV/H$_2$O) in OH$^-$ (H$_2$O)$_6$. This is because the total SIC computed from the OH$^-$ (H$_2$O)$_6$ molecule largely cancels the sum of the SIC energies of the isolated H$_2$O and OH$^-$ molecules. In contrast, E$^{SIC}_b$ is much larger in H$_2$O$^+$(H$_2$O)$_6$, i.e., 109 meV/H$_2$O and 52 meV/H$_2$O with FLOSIC–PBE and FLOSIC–SCAN, respectively (Fig. 5(d)). E$^{SIC}_b$ is reduced in both FLOSIC–PBE (19 meV/H$_2$O) and FLOSIC–SCAN (30 meV/H$_2$O) for the largest protonated cluster. These values are also similar to the E$^{SIC}_b$ obtained in OH$^-$ (H$_2$O)$_6$. It is surprising that FLOSIC–SCAN provides too small E$^{SIC}_b$ in OH$^-$ (H$_2$O)$_6$, as opposed to that in H$_2$O$^+$(H$_2$O)$_6$. We explore this issue in more detail.

We note that the SIC energy obtained from each localized orbital (as given by the second term in Eq. (1)) with FLOSIC–SCAN is positive in these molecules, since for a given nodal orbital density the SCAN XC energy is too negative compared to the exact XC energy (the negative of the Hartree energy). Since the SCAN total energy is already very accurate, this self-interaction "correction" from nodal orbital densities actually worsens it. The SIC energy in each lone-pair orbital is greater than that in each bond-pair orbital by ~35% in the isolated OH$^-$, H$_2$O, and H$_2$O$^+$ molecules. Table III shows the decomposition of the total SIC energy into contributions from
TABLE II. Binding energies with density functionals and the corresponding mean unsigned errors (MUEs) computed with respect to the CCSD(T)-F12b reference for deprotonated and protonated water clusters. The final column shows the percent error (PE) for FLOSIC–PBE. The energies are obtained with the basis DFO for LSDA, PBE, and SCAN, and with diffuse-3 for all other functionals. The corresponding reference value for the neutral (H₂O)₆ prism is -332 meV/H₂O, suggesting that the charged group is bound strongly to all the water molecules, as sketched in Fig. 1.

| Cluster               | Ref. | LSDA | LSDA@ FLOSIC | PBE | PBE@ FLOSIC | SCAN | SCAN@ FLOSIC | PE  |
|-----------------------|------|------|--------------|-----|-------------|------|--------------|-----|
| OH⁻(H₂O)              | -1157| -1646| -1631        | -1504| -1329       | -1305| -1323        | -1342| -1324       | -1319| 10.9 %      |
| OH⁻(H₂O)₂             | -1056| -1408| -1399        | -1299| -1147       | -1136| -1108        | -1176| -1168       | -1147| 5.0 %       |
| OH⁻(H₂O)₃             | -976 | -1273| -1272        | -1213| -1038       | -1038| -1041        | -1069| -1066       | -1066| 6.7 %       |
| OH⁻(H₂O)₄₄           | -915 | -1175| -1170        | -1106| -938        | -937 | -929         | -992 | -989        | -967 | 1.6 %       |
| OH⁻(H₂O)₄cs           | -922 | -1235| -1229        | -1147| -956        | -954 | -943         | -1013| -1009       | -982 | 2.4 %       |
| OH⁻(H₂O)₅             | -874 | -1168| -1160        | -1078| -890        | -888 | -873         | -955 | -953        | -921 | 0.1 %       |
| OH⁻(H₂O)₆             | -834 | -1134| -1126        | -1037| -854        | -853 | -833         | -914 | -912        | -881 | 0.4 %       |
| OH⁻(H₂O)₆d            | -830 | -1083| -1086        | -1008| -865        | -872 | -843         | -882 | -885        | -855 | 1.6 %       |
| OH⁻(H₂O)₆d₃           | -851 | -1127| -1129        | -1051| -878        | -887 | -868         | -908 | -911        | -881 | 2.0 %       |

FIG. 5. Error in the binding energies of the (a) deprotonated water clusters OH⁻(H₂O)ₙ (n = 1–6) and (b) protonated water clusters H₃O⁺(H₂O)ₙ (n = 1–3, and 6) with various functionals compared to the CCSD(T)-F12b reference. Here a negative sign indicates overbinding. Self-interaction correction to the binding energies (E_SIC) of the (c) deprotonated and (d) protonated water clusters.

core, lone-pair, and bond-pair orbitals. The self-interaction correction to the binding energy, E_SIC, is only 6136-3342-2790 = 4 meV for OH⁻(H₂O), too small to provide a significant correction to the SCAN@FLOSIC overbinding, but it is 5441-2599-2790 = 52 meV for H₃O⁺(H₂O), where it provides a much more significant correction. This happens despite the lowering of the energy of H₃O⁺(H₂O) due to the transfer of a pair of electrons from lone-pair to bond-pair FLOs when the strong hydrogen bond forms in that cationic cluster. Thus the FLOSIC–SCAN method still lacks the balance required to
TABLE III. FLOSIC–SCAN self-interaction correction to the SCAN@FLOSIC total energy, defined as the correction from Eq. (1) to the SCAN total energy evaluated on FLOSIC–SCAN Fermi-Löwdin orbitals, and its contributions from core, bond-pair, and lone-pair electrons. The pair contributions are written in the form $n \times \epsilon$, where $n$ is the number of pairs and $\epsilon$ is the average SIC energy of a pair.

| System               | Total (meV) | Core | Bond-pair | Lone-pair |
|----------------------|-------------|------|-----------|-----------|
| OH                   | 3342        | 1×251| 1×600     | 3×830     |
| H$_2$O               | 2790        | 1×242| 2×545     | 2×729     |
| H$_3$O$^+$           | 2599        | 1×277| 3×535     | 1×717     |
| OH$^-$ (H$_2$O)      | 6136        | 2×245| 3×604     | 5×767     |
| H$_3$O$^+$ (H$_2$O)  | 5441        | 2×251| 6×576     | 2×742     |

C. Water–Halide Ion Interactions

In this section, we explore the interaction energy of water–halide dimers and trimers, each cluster containing one of the three halide anions, F$^-$, Cl$^-$, and Br$^-$. As shown in Fig. 2(a), when the halide anion interacts with one H$_2$O molecule, the global minimum structures contain one hydrogen bond, in which a halide anion accepts HBs from a donor hydrogen. With increasing size of the anion, the length of the HB increases from 1.39 Å in F$^-$ (H$_2$O) to 2.37 Å in Br$^-$ (H$_2$O), and the HB angle moves away from linearity, indicating a systematic weakening of HBs with the size of anions.

Table IV shows the binding energies of halide–water clusters and the mean unsigned errors (MUEs) obtained with XC functionals in comparison to CCSD(T)/F12b reference energies. The reference values show that the magnitudes of the binding energies decrease by $\sim$50% from lighter to heavier halide ions. This trend is qualitatively reproduced by all XC functionals, and follows from the increasing ionic radii from F$^-$ to Br$^-$. Here, too, FLOSIC–DFA methods systematically reduce the error in binding energies compared to the corresponding parent DFAs. LSDA@FLOSIC predicts too large MUE (302 meV/H$_2$O) and FLOSIC–LSDA largely reduces the errors but still displays a large MUE of 184 meV/H$_2$O. Both PBE@FLOSIC and SCAN@FLOSIC bring significant improvements compared to LSDA by bringing the MUE below 100 meV/H$_2$O. Both PBE@FLOSIC and SCAN@FLOSIC perform better than FLOSIC–PBE, providing the best agreement with the reference binding energies, predicting on average 50 meV/H$_2$O too-strong binding, after reducing the error by 34 meV/H$_2$O from PBE@FLOSIC.

Figure 7(a) further illustrates that the error in binding energies decreases with cluster size in all functionals. The SIC contribution to the binding energy is in the range of 25–50 meV/H$_2$O with FLOSIC–PBE and 20–35 meV/H$_2$O with FLOSIC–SCAN, as shown in Fig. 7(b). Except for Br$^-$ (H$_2$O), FLOSIC–PBE performs better than FLOSIC–SCAN for all water–halide clusters.
In this section, we explore the interaction energy of water–alkali cation dimers and trimers, each cluster containing one of the three alkali cations, Li\(^+\), Na\(^+\), and K\(^+\). The nature of interactions in the global minimum structures of the small water–alkali clusters is different from all the other clusters discussed so far. The water–alkali interaction is not due to HBs, but ion–dipole interactions, in which a cation sits close to a more electronegative oxygen atom, as shown in Fig. 2(b). With the increasing size of the cation, the oxygen–cation distance increases from 1.84 Å in Li\(^+\) to 2.60 Å in K\(^+\)), indicating weakening of the binding energy. Table V shows the binding energies of alkali–water clusters and the MUEs obtained with XC functionals in comparison to the CCSD(T)-F12b reference for all functionals.

![Table V](https://example.com/table_v.png)

**D. Water–Alkali Ion Interactions**

Fig. 8 (a) shows the error in binding energies for different clusters. With PBE@FLOSIÇ, the magnitudes of the binding energies are overestimated in the lighter Li\(^+\)(H\(_2\)O) cluster and underestimated in the heavier cation K\(^+\)(H\(_2\)O) cluster. In the case of SCAN@FLOSIÇ, the errors tend to decrease from the lighter to the heavier cation cluster. Using FLOSIÇ–PBE and FLOSIÇ–SCAN, the average \(E_b^{\text{SI}}\) is ∼50 meV/H\(_2\)O, with its magnitude declining towards heavier water–alkali clusters, as shown in Fig. 8(b).

For the water–alkali clusters, unlike the other clusters studied here, self-interaction errors seem to be unimportant.

**IV. CONCLUSIONS**

We have assessed the accuracy of the orbital-by-orbital PZ self-interaction correction computed within the FLOSIÇ methodology for the interaction energies between water molecules and various ions, namely, hydroxide, hydronium, halide anions, and alkali cations in gas-phase clusters. These clusters are primarily hydrogen-bonded, except the water–alkali clusters which are bound by ion–dipole interactions. It is known that negatively-charged clusters are subject to erroneous delocalization of the electron density due to self-interaction present in approximate XC functionals such as local and semi-local DFAs. We have employed FLOSIÇ–DFA methods, where the DFAs are LSDA, PBE, and SCAN, to mitigate this error in the electron density and in the corresponding...
FIG. 8. (a) Error in the binding energies and (b) self-interaction correction to the binding energies \( E_{\text{SIC}} \) of \( \text{M}^+ (\text{H}_2\text{O})_n \) (\( \text{M}=\text{Li}, \text{Na}, \text{K} \)) and \( n=1,2 \) with various functionals compared to the CCSD(T)-F12b.

energetics. The self-interaction corrected density is utilized to quantify the density-driven error in the energies obtained with these DFAs. We have found that the magnitude of the density-driven error increases with diffuse Gaussian functions, which makes the energy convergence of anions with respect to basis functions more ambiguous. The density-driven error is not significant in cations. The self-interaction corrected density allows a meaningful basis-set convergence study for anions with LSDA, PBE, and SCAN. The DFA energies computed here with the \textit{diffuse}-3 basis at the FLOSIC–DFA densities, \textit{i.e.}, DFA@FLOSIC, provide an accurate assessment of the accuracy of these functionals for anions.

Fig. 9 shows the summary and cross-comparison of the accuracy of the methods for the four types of water–ion clusters. The DFA@FLOSIC energies show a significant overestimation of the binding energies for the hydrogen-bonded clusters, \textit{i.e.}, protonated water, deprotonated water, and halide–water clusters. The MUE is very large in LSDA@FLOSIC (>300 meV/H\(_2\)O) and is significantly reduced in PBE@FLOSIC (54–84 meV/H\(_2\)O) and SCAN@FLOSIC (85–98 meV/H\(_2\)O). The removal of SIE weakens the binding in hydrogen-bonded clusters and shifts the binding energies toward the accurate references. Surprisingly, the average reduction of the SIE is larger in the binding of protonated water clusters than in deprotonated and water–halide clusters. Because of that, all FLOSIC–DFA functionals produce much smaller MUE for the protonated water clusters than for the other hydrogen-bonded clusters. FLOSIC–SCAN predicts the MUE in the range of 46–78 meV/H\(_2\)O. FLOSIC–PBE provides the most accurate description of the hydrogen-bonded clusters, with the MUE in the range of 23–47 meV/H\(_2\)O. The effect of removing SIE in water–alkali clusters is in stark contrast to that in hydrogen-bonded clusters. Self-interaction correction strengthens the binding of the alkali–water clusters, and as a result, the MUE from FLOSIC–DFAs are worse than the corresponding DFAs. This is in line with the fact that, in other situations, PZ-SIC reduces self-interaction errors but introduces other errors for many-electron densities\(^{44} \), as discussed in the next paragraph.

Although FLOSIC–DFAs improve the description of the hydrogen-bonded clusters, the overall results suggest that the PZ SIC method needs improvement in order to achieve more accurate binding energies, in particular, for the small hydrogen-bonded clusters and the alkali–water clusters. The PZ SIC approach is exact for all one-electron densities, however, it is not so accurate in diverse many-electron regions\(^{89,90} \). An appropriate scaling of the PZ SIC is still required to make it equally accurate in many-electron regions. A scaling method that would enhance the SIC contribution to the binding of \( \text{OH}^- (\text{H}_2\text{O}) \) and \( \text{H}_3\text{O}^+ (\text{H}_2\text{O}) \) clusters and simultaneously reduce the SIC contribution to the binding of water–alkali clusters is highly sought after. A few approaches that locally scale down the PZ SIC have been introduced re-
cent\textsuperscript{90-93}, but more development is needed. The scaled methods have not yet been implemented self-consistently. When implemented on FLOSIC-LSDA FLO densities, the methods of Refs. 90 and 93 improve many calculated properties over PZ SIC, including the energies of the stronger bonds\textsuperscript{47,90-93} but seriously underbind\textsuperscript{93} typical hydrogen- and van der Waals-bonded complexes. Our current study with self-consistent FLOSIC implementations of unscaled PZ SIC shows the importance of mitigating the self-interaction error from the electron density and the corresponding energetics in water–ion interactions. We aim to increase the accuracy of self-interaction correction in future works.

SUPPLEMENTARY MATERIAL
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