SIFT Indel: Predictions for the Functional Effects of Amino Acid Insertions/Deletions in Proteins
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Abstract

Indels in the coding regions of a gene can either cause frameshifts or amino acid insertions/deletions. Frameshifting indels are indels that have a length that is not divisible by 3 and subsequently cause frameshifts. Indels that have a length divisible by 3 cause amino acid insertions/deletions or block substitutions; we call these 3n indels. The new amino acid changes resulting from 3n indels could potentially affect protein function. Therefore, we construct a SIFT Indel prediction algorithm for 3n indels which achieves 82% accuracy, 81% sensitivity, 82% specificity, 82% precision, 0.63 MCC, and 0.87 AUC by 10-fold cross-validation. We have previously published a prediction algorithm for frameshifting indels. The rules for the prediction of 3n indels are different from the rules for the prediction of frameshifting indels. The rules for the prediction of 3n indels are different from the rules for the prediction of frameshifting indels and reflect the biological differences of these two different types of variations. SIFT Indel was applied to human 3n indels from the 1000 Genomes Project and the Exome Sequencing Project. We found that common variants are less likely to be deleterious than rare variants. The SIFT indel prediction algorithm for 3n indels is available at http://sift-dna.org/
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Introduction

Each human genome contains more than ten thousand coding variants [1]. These variants are of considerable interest because most disease variants with severe phenotypic consequences are found in coding regions [2]. The majority of severe diseases are caused by missense mutations (44%) and small coding indels (23%), according to the HGMD database [2]. Missense changes are single base changes that cause an amino acid change in the corresponding protein sequence. Coding indels are insertions or deletions of DNA bases in the coding portion of a gene.

Given the large number of coding variants per genome and their potential importance, the features that distinguish neutral variation from deleterious are of significant interest. For single nucleotide base changes that cause single amino acid substitutions, features such as sequence conservation, predicted structure, and annotation of functional protein regions can help distinguish between neutral and deleterious mutations [3]. These features can be used by prediction algorithms that prioritize the functional effect of a coding variant [3-7].

Indels have not been as well characterized as single amino acid substitutions. There are two types of coding indels: those that have lengths that are divisible by 3, and those that do not. Indels with lengths that are not divisible by 3 cause frameshifts, and are presumed to be deleterious to gene function. However, frameshifting indels found in healthy humans tend to occur at the ends of genes or in redundant genes [8-10]. This indicates indel location and gene function are important features for distinguishing between neutral and deleterious frameshifting indels. We use the term “3n indels” for the small indels with lengths divisible by 3. These indels typically lead to an insertion or deletion of amino acids in the corresponding protein sequence. If single amino acid substitutions can affect protein function and play a role in disease, then the insertion/deletion of amino acid(s) could also affect protein function and potentially lead to disease. 3n indels that cause an insertion/deletion of amino acid(s) tend to be in conserved regions and lower disorder regions [11,12].

SIFT is a widely used algorithm to predict the effect of missense changes on protein function [13]. SIFT can also predict on frameshifting indels [10]. Here, we extend SIFT by adding prediction for 3n indels that cause insertion/deletion of...
amino acid(s). In this work, we have constructed a SIFT Indel prediction algorithm which classifies 3n indels as gene-damaging or neutral, and performs comparably to DDIG-in and PROVEAN [11,12]. The purpose of this study is to elucidate important features of deleterious 3n indels, and to provide a prediction method for 3n indels.

Materials and Methods

Dataset

The goal of this classifier is to predict if a 3n indel affects gene function (designated as "gene-damaging") or not (designated as "neutral"). The classifier for 3n indels was trained and tested on two datasets:

1. Indel Disease Set: Disease-causing indels were obtained from HGMD [2] version 2010.2. HGMD is a database of mutations found in affected patients, and these mutations are assumed to be gene-damaging. The original HGMD dataset contains 1,887 indels. We picked one indel per gene to be represented in the dataset to avoid over-training on genes that have many HGMD indel entries. After choosing one indel per gene and removing indels from non-exon regions and from genes with invalid/incomplete transcripts, 474 indels remained. The HGMD accession id’s of the 1,887 indels and 474 indels can be found in Data S1.

2. Neutral Indel Set: The set of neutral 3n indels were derived from pairwise alignments from the UCSC genome browser of human with cow, dog, horse, chimpanzee, rhesus macaque and rat [14]. After choosing one indel per gene and removing indels from non-exon regions and from genes with invalid/incomplete transcripts, there were 9,710 neutral indels. The locations of the neutral indels can be found in Data S1.

In addition to the above datasets used for training and test purposes, we use human 3n indels from the 1000 Genomes Project (1K) [15] and the Exome Sequencing Project (ESP) [1] to observe indel trends in the human population. The 1000 Genomes Project is a worldwide collaborative effort to sequence human genomes from different ancestries. As of November 8, 2011, it has over 1000 exomes with at least 20x coverage in 70% of the exomes. The Exome Sequencing Project (ESP) sequenced coding regions of the genome from samples that either served as controls, showed extreme manifestations of specific traits (LDL and blood pressure), or had specific diseases (early onset myocardial infarction and early onset stroke, lung diseases). Despite containing individuals with unfavorable traits, ESP, like dbSNP and 1000 Genomes, is often used as a control and used to filter out neutral variants in order to focus on disease variants [16,17]. For ESP, we used the ESP6500SI dataset which includes 6,503 exomes.

Prediction Algorithm

We make a decision tree algorithm for the insertion/deletion of amino acids only. If a 3n indel causes an early stop or frameshift, then this indel is discarded from the training and test set. An example of such an indel is an insertion of TGA which introduces an early stop codon. It will be treated as a framshifting indel and predicted by the SIFT prediction algorithm for frameshifts [10].

If the indel or a part of the indel is repeated in the indel itself and its contiguous flanking sequence, then the indel is deemed to be located in a repeat region. For example, for the sequence ctcctc-CAT-cactg, the indel will be called as a repeat of (CAT)$_3$. Another example is atggg-CCC-ccacc; since C (an element of the indel) is repeated 5 times in the indel and its flanking sequence, the indel is also considered a repeat of (C)$_6$. The minimum length of a repeat is 4 for mononucleotide repeats (e.g. CCCC), and 6 for trinucleotide repeats (e.g. (CAT)$_3$).

Indels in repetitive regions can be described in multiple ways by the genome coordinate system. Because some features in the decision tree algorithm depend on the indel’s location, we wanted a consistent way to describe the location of an indel in the genome. Each indel goes through a preprocessing step for calling consistent genomic coordinates: if an indel resides in a repeat, then the coordinates of the indel will be shifted left before further processing. For example, chr12: 132547088 has an insertion of 3 bases GCA. Because the insertion is flanked by 6 GCA’s 5’ to the indel, the indel coordinates will be adjusted to chr12: 132547070 (Figure S1). Thus, we shift all indel positions to the left if they reside in a repeat.

We used RONN [18] to find the disorder regions of proteins.

We construct a classifier based on the J48 decision tree algorithm implemented in WEKA[19] to predict if an indel is “gene-damaging” (affects the function of the gene it resides in) or “neutral” (does not affect gene function). We choose to implement the prediction algorithm as a decision tree because it provides interpretable classification rules, which can provide biological insight. Because the dataset is not balanced, we used 474 disease indels and randomly sampled 474 neutral indels from the neutral dataset for training and cross-validation.

Performance measurement

Ten-fold cross-validation was used to evaluate the performance of the algorithm. The dataset was divided into ten equal-sized subsets. In the ten-fold cross-validation, there were ten rounds of experiments. During each round of experiments, nine subsets were used to train the classifier, and the remaining subset was used to test the classifier. In this study, disease-causing indels are treated as the positive class, while neutral indels are treated as the negative class. True positives (TP) are disease-causing indels predicted as gene-damaging. True negatives (TN) are neutral indels predicted as neutral. False negatives (FN) are disease-causing indels predicted as neutral. False positives (FP) are neutral indels predicted as gene-damaging.

Performance is measured using sensitivity, specificity, precision, accuracy, MCC (Matthews correlation coefficient), and AUC (area under the curve). Sensitivity is the fraction of disease-causing indels that are correctly predicted as gene-damaging. Specificity is the fraction of neutral indels that are correctly predicted. Precision is the percentage of predicted gene-damaging indels that are actually gene-damaging. Accuracy is the percentage of overall predictions that are correct. AUC is the area under the ROC curve when adjusting
Table 1. Performance of the decision tree using different features.

| Feature used | Sensitivity(%)±SD | Specificity(%)±SD | Precision(%)±SD | Accuracy(%)±SD | MCC±SD | AUC±SD |
|--------------|------------------|-------------------|----------------|----------------|--------|--------|
| 27 features  | 80±2.0           | 80±2.0            | 80±1.7         | 80±1.5         | 0.61±0.03 | 0.82±0.02 |
| 4 features   | 81               | 82                | 82             | 82             | 0.63   | 0.87   |

SD: Standard deviation

doi: 10.1371/journal.pone.0077940.t001

sensitivity vs. (1-specificity). MCC is a balanced measure of the performance on both positive and negative samples. The formulas for sensitivity, specificity, precision, accuracy and MCC are as follows:

\[
\text{sensitivity} = \frac{TP}{TP + FN} \\
\text{specificity} = \frac{TN}{TN + FP} \\
\text{precision} = \frac{TP}{TP + FP} \\
\text{accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \\
\text{MCC} = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FN)(TP + FP)(TN + FP)(TN + FN)}}
\]

Feature Selection

For each indel, we have extracted 27 features (see Table S1) describing its properties and influences on the gene product. A heuristic feature selection process was used to choose the features that were useful for the prediction of gene-damaging indels. This feature selection procedure is a simplified version of the Bestfirst method included in WEKA [19]. The search initially started with an empty feature set. Then, one feature was added and 10-fold cross-validation was used to evaluate the performance (i.e., MCC). This step was repeated 27 times so that every feature was attempted individually. After the 27 MCC’s were calculated, the feature with the highest prediction performance was added to the feature set. In the next iteration, every feature from the remaining available features was tested and the feature that showed the largest improvement in the performance (as measured by MCC) when combined with the current selected feature set was chosen to be added to the feature set. The size of feature set was then increased by 1. This feature selection process continued until adding any of the remaining features to the feature set decreased performance.

Results

Motivation for Features in Classifier

For the indels in the disease and neutral datasets, we extracted 27 features describing each indel and the indel’s influence on the gene product (see Table S1). These features were used for training the decision tree algorithm. For example, features describing the physiochemical properties of the amino acids being affected by the indel (e.g. hydrophobicity, volume, mass, surface area, breaking structure) were added as features. The motivation for implementing these features was based on a previous study where Chang and Benner studied protein alignments and looked at the amino acids appearing in and around the gapped regions of the alignment [20]. They found that gapped regions had a propensity for hydrophilic residues but not for hydrophobic residues. Therefore, we implemented amino acid properties as features.

Similarly, we reasoned that amino acids in the secondary structure of the protein (e.g. α-helix, β-sheet) would be important for function, whereas amino acids not in the secondary structure (typically in flexible disordered regions of the protein structure), would not be as important. Therefore, one feature was whether the amino acid that was inserted/deleted was in a disordered region of the protein [15].

We were also motivated to identify if an indel is in a repeat region because repetitive indels play a role in polyglutamine diseases [21]. We wanted to be sensitive to indels in small repeats so we implemented a script to detect small exact repeats rather than using the de facto algorithm for tandem repeats, Tandem Repeats Finder [22] (see Methods). Six features were from our past frameshifting algorithm [10]; we also added 21 new features (i.e., feature 1, 3-4, 6-7, 12-27) to capture various properties and influences of the 3n indels.

Performance of the decision tree

Because the number of disease indels and neutral indels is not balanced (~1:20), we used 474 disease indels and randomly sampled 474 neutral indels from the neutral dataset for training and cross-validation to avoid bias toward neutral dataset. The performance of the decision tree trained on this sampled dataset (all 474 disease indels and randomly selected 474 neutral indels) was evaluated using ten-fold cross-validation. We then again sampled a new set of 474 neutral indels from the neutral dataset and the same evaluation process was used. This sampling process was repeated 1,000 times and the average performance and standard deviation were calculated across all samplings. When all 27 features were used, the decision tree achieved an average performance of 80% sensitivity, 80% specificity, 80% precision, 80% accuracy, 0.61 MCC, and 0.82 AUC (Table 1). The standard deviations were within a small range (i.e., 2.0%, 2.0%, 1.7%, 1.5%, 0.03 and 0.02 respectively), which indicates it is reasonable to use one sampling instead of all indels in the neutral dataset for feature selection and training of the final classifier.
We then randomly picked one sampling which consisted of 474 disease indels and 474 neutral indels. We named this dataset the “Balanced Dataset”. We used a greedy feature selection method to search for an optimal set of features that are useful for prediction (see Methods). The final method used four selected features to achieve 82% accuracy, 81% sensitivity, 82% specificity, 82% precision, 0.63 MCC and 0.87 AUC by 10-fold cross-validation (see Table 1). This final method has better performance than using all 27 features (Figure 1). Also, the decision tree and classification rules built from these 4 features are concise, interpretable, and less prone to overtraining. We also applied the final method on the complete dataset (1,887 disease indels and 9,710 neutral indels) and achieved 78% sensitivity, 82% specificity, 45% precision, 82% accuracy, 0.50 MCC, and 0.85 AUC (Table 2). The precision and MCC are low because the large neutral indel dataset causes a high number of false positives which affects these performance metrics.

We were also interested in the performance of the decision tree for insertions and deletions separately. The performances of 10-fold cross-validations are similar for insertions and deletions combined, insertions only, and deletions only on the balanced dataset used for training (Table 2). We also applied the final decision tree to predict on the complete dataset. For this larger dataset, the decision tree achieved better accuracy on insertions than deletions (85% vs. 80%) (Table 2). For comparison, we also plot the ROC curves of predictions on the balanced and complete datasets for insertions and deletions combined, insertions only, and deletions only (Figure 2). For the balanced dataset, the AUC is 0.87 for insertions and deletions combined, 0.87 for insertions only, and 0.87 for deletions only. For the complete dataset, the AUC is 0.85 for insertions and deletions combined, 0.90 for insertions only, and 0.83 for deletions only. The decision tree achieved better performances on insertions than deletions. However, if we require high specificities (specificity>90%, or FPR<0.1), then sensitivities are similar for all 6 datasets (see overlap of all curves on left side of Figure 2).

Insertions have higher performance compared to deletions, and this was also found in PROVEAN [12]. DDIG-in initially trained insertions and deletions separately, but the final SVM was trained on the combined set of insertions and deletions because of the large overlap of features [11]. For our decision tree, we decided to combine insertions and deletions as a single dataset for training of the decision tree due to the small training dataset, especially for insertions. Widespread sequencing will identify additional indels so that training on

### Table 2. Performances of the decision tree for insertions, deletions and both.

| Performance          | Balanced Dataset                     | Complete Dataset                     |
|----------------------|--------------------------------------|--------------------------------------|
|                      | Insertions                           | Deletions                            | Combined                             | Insertions | Deletions | Combined |
| Sensitivity          | 83% (74/89)                          | 81% (312/385)                        | 81% (366/474)                        | 91% (257/263) | 76% (1154/1526) | 78% (1411/1808)* |
| Specificity          | 82% (172/211)                        | 82% (215/263)                        | 82% (387/474)                        | 84% (3477/4125) | 81% (4501/5585) | 82% (7878/9710) |
| Accuracy             | 82% (246/300)                        | 82% (527/648)                        | 82% (773/948)                        | 85% (3477/4408) | 80% (5655/7111) | 82% (9389/11519) |

* Out of 1,887 disease indels, 1,809 have predictions. The rest lack of predictions because they are located in genes with no valid/complete transcript information.

**Figure 1. Performance as a function of the number of features.** Matthew’s correlation coefficient is used to measure performance. Adding more features beyond the first four features does not substantially improve performance, and can lead to a decline in performance.

doi: 10.1371/journal.pone.0077940.g001

**Figure 2. SIFT ROC curves for insertions and deletions combined, insertions only, and deletions only.** The balanced dataset is the training set for the decision tree and consists of 474 disease indels and 474 neutral indels. The complete dataset consists of 1,809 disease indels and 9,710 neutral indels.

doi: 10.1371/journal.pone.0077940.g002
larger datasets in the future may stabilize performance for insertions.

**Analysis of selected features and trained classification rules**

The four features for prediction were chosen using the heuristic feature selection process described in the Feature Selection section of Methods. These features, in the order they were chosen, are: 1) fraction of Pfam [23] domains affected, 2) whether the indel resides in a repeat, 3) whether the indel is in a disordered region [24], and 4) the conservation score of the DNA base to the left of the allele obtained from PhyloP [25]. They are features 9, 1, 27 and 3 as described in Table S1.

There are 10 classification rules derived from the trained decision tree (see Table S2). A classification rule is extracted by following a path from the root of the decision tree to one of its leaves. The class of most training samples which follow the path gives a classification rule; while the percentage of training samples which matches the class of the leaf on that path gives the confidence score of such classification. Three rules can be used to predict on the majority of the training indels (i.e., almost 60% of gene-damaging indels and 84% of neutral indels). These rules are as follows:

**Rule 4**: If no Pfam domain is affected, the indel is not in a repeat but in the disordered region of gene’s protein product, then the indel will not affect the gene function. The confidence score of this rule is 0.918. (Out of 317 training samples that followed this classification rule, 291 of them were actually functional neutral.)

**Rule 5**: If no Pfam domain is affected, the indel is not a repeat and is not located in the disordered region of the protein product, and the DNA base 5’ of the allele is not conserved (conservation score ≤ 1.405), then the indel will be functionally neutral with a confidence score of 0.720. (Out of 82 training samples that followed this classification rule, 59 of them were actually functionally neutral.)

**Rule 10**: If there are Pfam domains affected and the indel is not located in disordered region, then the indel will be gene-damaging with a confidence score of 0.894. (Out of 284 training samples that followed this rule, 254 of them actually affect gene functions.) The biological reasoning for this rule is that if the indel is not in a disordered region then it is located in a secondary structure which also has functionality according to Pfam. Thus, indels that disrupt structure/function are damaging to gene function.

Because rules 4, 5, and 10 cover the majority of the training set, we also reported the performance of 10-fold cross-validation by using combinations of just these three rules (see Table S3).

Together these rules reflect that an indel is unlikely to affect gene function if it does not reside in a Pfam functional domain, is not a repeat, resides in a disordered region, and/or its left flanking base is not conserved. An indel is more likely to be gene-damaging if the indel affects Pfam domains, is a repeat, not in disordered region, and/or its left flanking DNA base is highly conserved.

Disease indels are 4 times more likely to occur in repeats than neutral indels; 11% of neutral indels versus 43% of disease indels appear in repeat regions. The period size of the repeat tends to be divisible by 3, consistent with a repeating amino acid or amino acids (Figure 3). The number of copies of the repeat for disease indels can be small. Half of the disease indels are due to two copies of a trinucleotide repeat (e.g., (ACG)₂) (Figure 3). This indicates that disease indels are frequently due to an insertion that is a simple duplicate of an amino acid (e.g., CTT → (CTT)₂ causes Leu → LeuLeu) or a deletion of an amino acid from 2 amino acids with 2 identical codons (e.g., (AAG)₂ → AAG causes LysLys → Lys).

**Prediction on Human Indels**

Evolution selects against deleterious variants. Consequently, common variants are less likely to be deleterious than rare variants, and this has been confirmed for missense substitutions and frameshifting indels [3,4]. We applied the SIFT Indel algorithm to the 3n indels identified from the 1000 Genomes Project (1K) [15] and the Exome Sequencing Project (ESP) [1], and observed similar trends for 3n indels. We calculated the fraction of indels that were predicted damaging for indels identified by 1000 Genomes and the Exome Sequencing Project. As expected and across all datasets, a higher fraction of rare indels were predicted damaging compared to common indels (Table 3). Over 50% of the rare 3n indels were predicted damaging (MAF <= 0.05). For common 3n indels (MAF > 0.05), the percentage predicted damaging ranged from 30% to 45%, and this appears to be highly dependent on the source of the data. Common indels from Exome Sequencing Project were more likely to be predicted tolerated than common indels from 1000 Genomes Project, which may due to differences between the data sets.
with different sequencing technologies and downstream variant calling pipelines.

We examined the relationship between indels’ allele frequencies and DNA conservation. For a given range of allele frequencies (e.g. Minor allele frequency = 0.00-0.05), we calculated the fraction that of indels that are conserved, as defined by having a GERP conservation score > 2 [25]. Rare indels were more likely to be conserved than common indels (Figure 4).

Discussion

We have previously shown that SIFT predicts on amino acid substitutions and frameshifting indels. Here, we enhance SIFT to predict on short insertions/deletions of amino acid substitutions.

Biological Insights from the Decision Tree

One would expect that insertion/deletion of amino acids in a functional region to alter gene function. This is consistent with our decision tree’s rule that when an indel resides in a Pfam domain, the indel is more likely to be damaging. Similarly, disordered regions of a protein evolve more rapidly than the ordered regions [28], so it is not surprising that disordered regions can withstand variation; therefore, indels in these regions would be predicted to be neutral.

The conservation score of the DNA base 5’ to the indel was another feature selected, where low conservation at the base returns a neutral prediction. If the conservation score of the DNA base 5’ of the indel is low, then this could indicate the indel is flanking the third base of a codon. The third base of a codon can be degenerate (e.g. ACN encodes Throneine) and tends not to be conserved. This suggests the indel coincides with codon boundaries and amino acid(s) would be precisely inserted or deleted, which is a phase 0 indel event and no amino acid changes occur in the flanking sequence [27]. Our algorithm suggests that precise insertion/deletion of amino acids have less deleterious consequences on gene function than 3n indels that change neighboring amino acids in addition to inserting/deleting amino acids.

Comparison with Other Tools

Recently two other tools which can predict the effects of 3n indels have been published. PROVEAN [11] predicts the effect of 3n indels by measuring the change of sequence similarity scores of the target protein with its homologous proteins. It achieved 82% accuracy for deletions and 87% accuracy for insertions on human indels extracted from UniProt’s “Human Polymorphisms and Disease Mutations” dataset. DDIG-in [12] is a support vector machine-based method by exploring features at both nucleotide and protein level, including DNA conservation scores and disorder scores. Using selected features, DDIG-in yielded 0.684 for MCC, 85% for accuracy and 0.89 for AUC on dataset of both insertions and deletions by 10-fold cross-validation. Therefore, our prediction tool has similar accuracy (82%) compared to PROVEAN (82%) and DDIG-in (85%).

### Table 3. Percentage of 3n indels predicted damaging, according to allele frequency and population.

|                       | Exome Sequencing Project | 1000 Genomes |
|-----------------------|--------------------------|--------------|
|                       | EUR | AFR | EUR | ASN | AFR |
| Rare (MAF <= 0.05)    | 55% | 55% | 54% | 57% | 52% |
| Common (MAF > 0.05)   | 30% | 30% | 41% | 49% | 46% |

EUR: European, AFR: African, ASN: Asian

doi: 10.1371/journal.pone.0077940.t003

Figure 4. The fraction of indels that are conserved for indels in a given allele frequency range. Conserved is defined as a GERP score > 2. 1000G: 1000 Genomes; AFR: African; EUR: European; ASN: Asian; ESP: Exome Sequencing Project; EA: European American; AA: African American.

doi: 10.1371/journal.pone.0077940.g004

Training datasets determine how an algorithm is constructed and performs. DDIG-in and SIFT 3n Indel used disease indels from HGMD, but different neutral datasets. DDIG-in’s neutral dataset were indels from healthy individuals sequenced by 1000 Genomes Project. Our motivation for using cross-species comparisons for our neutral dataset was because indels from apparently healthy human individuals might still damage gene function yet not manifest as disease. Indels from cross-species comparisons have undergone millions of years of selection, and the majority of variants with small negative selection coefficients should have been eliminated. Despite the differences in datasets, both DDIG-in and SIFT have selected similar features for being important for prediction, such as conservation and disorder scores.
Comparison of rules for 3n Indels and Frameshifting indels

The rules for the prediction of 3n indels conform to known biological insights about insertions/deletions of amino acids in protein sequence. We compare the rules for amino acid insertion/deletion prediction with the rules extracted for frameshifting indels in our previous study [10]. For both frameshifting and amino acid indels, conservation is important. However, conservation is considered at the direct location of the insertion/deletion of the amino acid for 3n indels. In contrast, for frameshifting indels, conservation is important downstream of the indel location, because this indicates if protein function has been lost as a result of the frameshift. In general, 3n indels affect the local environment surrounding the mutation, while frameshifting indels affect everything downstream of the indel.

Amino acid changes and coding indels encompass over two-thirds of known disease mutations [2]. Thus, SIFT supplies predictions for the two largest classes of known disease mutations. These types of prediction methods will aid researchers in prioritizing newly discovered variation.

Supporting Information

Table S1. List of all features tested by the decision tree.

Table S2. Classification rules for prediction.

References

1. Tennessen JA, Bigham AW, O’Connor TD, Fu W, Kenny EE et al. (2012) Evolution and functional impact of rare coding variation from deep sequencing of human exomes. Science 337: 64-69. doi:10.1126/science.1219240. PubMed: 22604720.
2. Stenson PD, Mort M, Ball EV, Howells K, Phillips AD et al. (2009) The Human Gene Mutation Database: 2008 update. Genome Med 1: 13. doi:10.1186/gm13. PubMed: 19348700.
3. Wang M, Sun Z, Akutsu T, Song J (2013) Recent Advances in Predicting Functional Impact of Single Amino Acid Polymorphisms: A Review of Useful Features, Computational Methods and Available Tools. Curr Bioinf 8: 161-176. doi:10.2174/1574893611308020004.
4. Capriotti E, Nehrt NL, Kann MG, Bromberg Y (2012) Bioinformatics for personal genome interpretation. Brief Bioinform 13: 495-512. doi:10.1093/bib/bbr070. PubMed: 22247263.
5. Ng PC, Henikoff S (2006) Predicting the effects of amino acid substitutions on protein function. Annu Rev Genomics Hum Genet 7: 61-80. doi:10.1146/annurev.genom.7.080505.115630. PubMed: 16824020.
6. Aziznabi IA, Schmidt S, Peshkin L, Ramensky VE, Gerasimova A et al. (2010) A method and server for predicting damaging missense mutations. Nat Methods 7: 248-249. doi:10.1038/nmeth0410-248. PubMed: 20354512.
7. Castellana S, Mazzar T (2013) Congruency in the prediction of pathogenic missense mutations: state-of-the-art web-based tools. Brief Bioinform 14: 448-459. doi:10.1093/bib/bbt013. PubMed: 23350257.
8. MacArthur DG, Balasubramanian S, Frankish A, Huang N, Morris J et al. (2012) A systematic survey of loss-of-function variants in human protein-coding genes. Science 335: 823-828. doi:10.1126/science.1215040. PubMed: 22344438.
9. Ng PC, Levy S, Huang J, Stockwell TB, Walenz BP et al. (2008) Genetic variation in an individual human exome. PLOS Genet 4: e1000169.
10. Hu J, Ng PC (2012) Predicting the effects of frameshifting indels. Genome Biol 13: R9. doi:10.1186/gb-2012-13-2-r9. PubMed: 22322200.
11. Choi Y, Sims GE, Murphy S, Miller JR, Chan AP (2012) Predicting the functional effect of amino acid substitutions and indels. PLOS ONE 7: e46688. doi:10.1371/journal.pone.0046688. PubMed: 23056405.
12. Zhao H, Yang Y, Lin H, Zhang X, Mort M et al. (2013) DDiG-in: discriminating between disease-associated and neutral non-frameshifting micro-indels. Genome Biol 14: R23. doi:10.1186/gb-2013-14-3-r23. PubMed: 23497682.
13. Xiao-Mei LIXPLI, Shu-Guang WGSHS, Long Q (2001) Clinical Study of Meloxicam/Nabumetone in the Treatment of Patients with Rheumatoid Arthritis [J]. The ChineseJ Clin Pharmacol 3: 005.
14. Fujita PA, Rhead B, Zweig AS, Hinnichs AS, Karolich D et al. (2011) The UCSC Genome Browser database: update 2011. Nucleic Acids Res 39: D676-682.
15. 1000 Genomes Consortium (2010) A map of human genome variation from population-scale sequencing. Nature 467: 1061-1073. doi:10.1038/nature09534. PubMed: 20981092.
16. O’Roak BJ, Deriziotis P, Lee C, Vives L, Schwartz JJ et al. (2011) Exome sequencing in sporadic autism spectrum disorders identifies severe de novo mutations. Nat Genet 43: 565-569. doi:10.1038/ng.835. PubMed: 21572417.
17. Gilissen C, Hoischen A, Brunner HG, Veltman JA (2012) Disease gene identification strategies for exome sequencing. Eur J Hum Genet 20: 490-497. doi:10.1038/ejhg.2011.258. PubMed: 22258526.
18. Yang ZR, Thomson R, McNeil P, Ennouf RM (2005) RONN: the bio-basis function neural network technique applied to the detection of natively disordered regions in proteins. Bioinformatics 21: 3369-3376. doi:10.1093/bioinformatics/bti534. PubMed: 15947016.
19. Witten IH, Frank E, Hall MA (2005) Data Mining: Practical machine learning tools and techniques. San Francisco: Morgan Kaumann.
20. Chang MS, Benner SA (2004) Empirical analysis of protein insertions and deletions determining parameters for the correct placement of gaps
in protein sequence alignments. J Mol Biol 341: 617-631. doi:10.1016/j.jmb.2004.05.045. PubMed: 15276848.

21. Gatchel JR, Zoghbi HY (2005) Diseases of unstable repeat expansion: mechanisms and common principles. Nat Rev Genet 6: 743-755. doi: 10.1038/nrg1685-743. PubMed: 16205714.

22. Benson G (1999) Tandem repeats finder: a program to analyze DNA sequences. Nucleic Acids Res 27: 573-580. doi:10.1093/nar/27.2.573. PubMed: 9862982.

23. Punta M, Coggill PC, Eberhardt RY, Mistry J, Tate J et al. (2012) The Pfam protein families database. Nucleic Acids Res 40: D290-D301. doi: 10.1093/nar/gkr717. PubMed: 22127870.

24. Tompa P (2002) Intrinsically unstructured proteins. Trends Biochem Sci 27: 527-533. doi:10.1016/S0968-0004(02)02169-2. PubMed: 12368099.

25. Siepel A, Bejerano G, Pedersen JS, Hinrichs AS, Hou M et al. (2005) Evolutionarily conserved elements in vertebrate, insect, worm, and yeast genomes. Genome Res 15: 1034-1050. doi:10.1101/gr.3715005. PubMed: 16024819.

26. Li YC, Korol AB, Fahima T, Beiles A, Nevo E (2002) Microsatellites: genomic distribution, putative functions and mutational mechanisms: a review. Mol Ecol 11: 2453-2465. doi:10.1046/j.1365-294X.2002.01643.x. PubMed: 12453231.

27. Taylor MS, Ponting CP, Copley RR (2004) Occurrence and consequences of coding sequence insertions and deletions in Mammalian genomes. Genome Res 14: 555-566. doi:10.1101/gr.1977804. PubMed: 15059996.

28. Brown CJ, Takayama S, Campen AM, Vise P, Marshall TW et al. (2002) Evolutionary rate heterogeneity in proteins with long disordered regions. J Mol Evol 55: 104-110. doi:10.1007/s00239-001-2309-6. PubMed: 12165847.