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We consider the problem of representation of bivariate functions by sums of ridge functions. It is shown that if a function from a certain class of smoothness is represented by the sum of finitely many ridge functions with arbitrary behaviors, then it can be also represented as the sum of ridge functions of the same class of smoothness. As an example, this result is applied to a homogeneous partial differential equation with constant coefficients.

1. Introduction

The last three decades have been characterized by a growing interest in the investigation of special multivariate functions called ridge functions. This interest is explained by the applicability of these functions in various research areas. A ridge function is a multivariate function of the form

\[ g(a \cdot x) = g(a_1 x_1 + \ldots + a_m x_m), \]

where \( g : \mathbb{R} \to \mathbb{R} \) and \( a = (a_1, \ldots, a_m) \) is a fixed vector (direction) in \( \mathbb{R}^m \setminus \{0\}. \) These functions and their linear combinations find applications in computerized tomography (see, e.g., [16, 21, 24]), in statistics (especially, in the theory of projection pursuit and projection regression (see, e.g., [4, 6]), and in the theory of neural networks (see, e.g., [7, 9, 11, 23, 28]). Ridge functions are also extensively used in modern approximation theory as an efficient and convenient tool for the approximation of complicated multivariate functions (see, e.g., [8, 13, 20, 22, 25]). For more detail about ridge functions and the fields of their application, see the book [26] and the surveys [10, 12, 19].

It is worth noting that ridge functions have been used in the theory of partial differential equations under the name of plane waves (see, e.g., [15]). In general, linear combinations of ridge functions with fixed directions occur in the study of hyperbolic partial differential equations with constant coefficients. For example, assume that \( (\alpha_i, \beta_i), \ i = 1, \ldots, r, \) are pairwise linearly independent vectors in \( \mathbb{R}^2. \) Then the general solution of the homogeneous equation

\[ \prod_{i=1}^{r} \left( \alpha_i \frac{\partial}{\partial x} + \beta_i \frac{\partial}{\partial y} \right) u(x, y) = 0 \] (1.1)

are all functions of the form

\[ u(x, y) = \sum_{i=1}^{r} v_i (\beta_i x - \alpha_i y) \] (1.2)

for arbitrary univariate functions \( v_i, \ i = 1, \ldots, r, \) from the class \( C^r(\mathbb{R}). \)
Note that the solution of Eq. (1.1) is the sum of bivariate ridge functions. The sums of bivariate ridge functions are also encountered in basic mathematical problems of computerized tomography. Thus, Logan and Shepp [15] (they coined the term “ridge function”) studied the problem of reconstruction of a given but unknown function \( f(x, y) \) according to its integrals along certain lines in the plane. More precisely, let \( D \) be the unit disk in the plane and let \( f(x, y) \) be a square integrable function supported on \( D \). Given projections \( P_f(t, \theta) \) (the integrals of \( f \) along the lines \( x \cos \theta + y \sin \theta = t \)), we seek a function \( g = g(x, y) \) with the minimum \( L_2 \) norm, which has the same projections as \( f \):

\[
P_g(t, \theta_j) = P_f(t, \theta_j), \quad j = 0, 1, \ldots, n - 1,
\]

where the angles \( \theta_j \) generate equally spaced directions, i.e.,

\[
\theta_j = \frac{j \pi}{n}, \quad j = 0, 1, \ldots, n - 1.
\]

The authors of [15] showed that the posed problem of tomography is equivalent to the problem of \( L_2 \)-approximation of the function \( f \) by sums of bivariate ridge functions with equally spaced directions

\[
(\cos \theta_j, \sin \theta_j), \quad j = 0, 1, \ldots, n - 1.
\]

They gave a closed-form expression for the unique function \( g(x, y) \) and showed that the unique polynomial \( P(x, y) \) of degree \( n - 1 \), which is the best approximation of \( f \) in \( L_2(D) \), is determined according to the above \( n \) projections of \( f \) and can be represented in the form of a sum of \( n \) bivariate ridge functions.

In the present paper, we are interested in the problem of smoothness of representations by the sums of bivariate ridge functions with finitely many fixed directions. Assume that there are \( n \) given pairwise linearly independent directions \((a_i, b_i), i = 1, \ldots, n, \) in \( \mathbb{R}^2 \) and a function \( F: \mathbb{R}^2 \to \mathbb{R} \) of the form

\[
F(x, y) = \sum_{i=1}^{n} g_i(a_i x + b_i y). \tag{1.3}
\]

In addition, assume that \( F \) belongs to a certain class of smoothness. Then what can we said about the smoothness of \( g_i \)? The case \( n = 1 \) is obvious. In this case, if \( F \in C^k(\mathbb{R}^2) \), then, for a vector \((c, d) \in \mathbb{R}^2 \) satisfying \( a_1 c + b_1 d = 1 \), we conclude that \( g_1(t) = F(ct, dt) \) is in \( C^k(\mathbb{R}) \). The same argument can be used in the case \( n = 2 \).

In this case, since the vectors \((a_1, b_1) \) and \((a_2, b_2) \) are linearly independent, there exists a vector \((c, d) \in \mathbb{R}^2 \) satisfying \( a_1 c + b_1 d = 1 \) and \( a_2 c + b_2 d = 0 \). Therefore, we conclude that the function \( g_1(t) = F(ct, dt) - g_2(0) \) belongs to the class \( C^k(\mathbb{R}) \). Similarly, one can show that \( g_2 \in C^k(\mathbb{R}) \).

The picture drastically changes if the number of directions \( n \geq 3 \). For \( n = 3 \), there are ultimately smooth functions decomposing into the sums of ridge functions with very bad behaviors. This phenomenon comes from the classical Cauchy functional equation. This equation,

\[
f(x + y) = f(x) + f(y), \quad f: \mathbb{R} \to \mathbb{R}, \tag{1.4}
\]

looks very simple and has a class of simple solutions \( f(x) = cx \), \( c \in \mathbb{R} \). Nevertheless, it easily follows from the Hamel basis theory that the Cauchy functional equation also has a large class of wild solutions. These solutions are called “wild” because they are extremely pathological over reals. They are, e.g., not continuous at a point, not monotone in an interval, and not bounded for any set of positive measure (see, e.g., [1]). Let \( g \) be any wild solution of equation (1.4). Then the zero function can be represented as

\[
0 = g(x) + g(y) - g(x + y). \tag{1.5}
\]
Note that the functions involved in (1.5) are bivariate ridge functions with directions \((1, 0), (0, 1),\) and \((1, 1),\) respectively. This example shows that, for the smoothness of representation (1.3), it is necessary to impose additional conditions on the representing functions \(g_i, i = 1, \ldots, n.\)

These additional conditions have been recently established by Pinkus [27]. He proved that, for a large class of representing functions \(g_i,\) the representation is smooth. This means that if we \textit{a priori} assume that the functions \(g_i\) in representation (1.3) belong to a certain class of functions with “good behavior,” then they have the same degree of smoothness as the function \(F.\) As the indicated class of functions with “good behavior,” we can take, e.g., the set of functions continuous at a point, bounded on one side in a set of positive measure, monotonic in an interval, Lebesgue measurable, etc. (see [27]). Konyagin and Kuleshov [17] proved that the functions \(g_i\) in (1.3) inherit the smoothness properties of \(F\) (without additional assumptions imposed on \(g_i\)) if and only if the directions \(a_i\) are linearly independent. Note that the results obtained by Pinkus and also by Konyagin and Kuleshov are valid not only in the bivariate case but also in the multivariate case. There are also some other results obtained for ridge-function representations and involving certain convex subsets of the \(m\)-dimensional space (see [17, 18]).

In the present paper, we study a different aspect of the problem of representations by ridge functions. Assume that \(F \in C^k(\mathbb{R}^2)\) in representation (1.3) but the functions \(g_i\) are arbitrary. This means that we allow the presence of functions with very bad behaviors (e.g., discontinuous at any point). Is it possible to represent \(F\) in the form of a sum \(\sum_{i=1}^{n} f_i(a_i x + b_i y)\) but with \(f_i \in C^k(\mathbb{R}), i = 1, \ldots, n?\) It is easy to see that the answer to this question is positive, as could be expected. For the sake of convenience, we formulate the result over \(\mathbb{R}^2.\) However, in fact, it is true for any open set in \(\mathbb{R}^2.\)

Note that the above problem is not so elementary as it seems to be. Thus, there are cases in which representations with good functions are impossible. These situations happen for closed sets without interior. In [14], Ismailov and Pinkus presented an example of a function of the form

\[
F(x, y) = g_1(a_1 x + b_1 y) + g_2(a_2 x + b_2 y).
\]

This function is bounded and continuous in the union of two straight lines but such that both \(g_1\) and \(g_2\) are necessarily discontinuous and, hence, cannot be replaced with continuous functions \(f_1\) and \(f_2.\)

The result of the present paper can be applied to a higher-order partial differential equation in two variables if its solution can be represented as the sum of sufficiently smooth plane waves [see, e.g., Eq. (1.1)]. According to the theorem presented in what follows, in this case, one can demand solely the smoothness of the sum and dispense with the smoothness of plane-wave terms.

### 2. Main Results

We start this section with the following theorem:

**Theorem 2.1.** Assume that \((a_i, b_i), i = 1, \ldots, n,\) are pairwise linearly independent vectors in \(\mathbb{R}^2\) and a function \(F \in C^k(\mathbb{R}^2)\) has the form

\[
F(x, y) = \sum_{i=1}^{n} g_i(a_i x + b_i y),
\]

where \(g_i\) are arbitrary univariate functions and \(k \geq n - 2.\) Then \(F\) can be also represented in the form

\[
F(x, y) = \sum_{i=1}^{n} f_i(a_i x + b_i y).
\]

Here, the functions \(f_i \in C^k(\mathbb{R}), i = 1, \ldots, n.\)
Proof. Since the vectors \((a_{n-1}, b_{n-1})\) and \((a_n, b_n)\) are linearly independent, there exists a nonsingular linear transformation \(S: (x, y) \to (x', y')\) such that

\[
S: (a_{n-1}, b_{n-1}) \to (1, 0) \quad \text{and} \quad S: (a_n, b_n) \to (0, 1).
\]

Thus, without loss of generality, we can assume that the vectors \((a_{n-1}, b_{n-1})\) and \((a_n, b_n)\) coincide with the coordinate vectors \(e_1 = (1, 0)\) and \(e_2 = (0, 1)\), respectively. Therefore, to prove the theorem it is sufficient to show that if a function \(F \in C^k(\mathbb{R}^2)\) can be expressed in the form

\[
F(x, y) = \sum_{i=1}^{n-2} g_i(a_i x + b_i y) + g_{n-1}(x) + g_n(y)
\]

with any \(g_i\), then there exist functions \(f_i \in C^k(\mathbb{R})\), \(i = 1, \ldots, n\), such that \(F\) is also expressed in the form

\[
F(x, y) = \sum_{i=1}^{n-2} f_i(a_i x + b_i y) + f_{n-1}(x) + f_n(y).
\]

By \(\Delta^{(\delta)} f\) we denote the increment of a function \(f\) in the direction \(l = (l', l'')\), i.e.,

\[
\Delta^{(\delta)} f(x, y) = f(x + l'\delta, y + l''\delta) - f(x, y).
\]

We also use the notation \(\frac{\partial f}{\partial l}\) to denote the derivative of \(f\) in the direction \(l\).

It is easy to see that the increment of a ridge function \(g(\alpha x + \beta y)\) in the direction perpendicular to \((a, b)\) is equal to zero. Let \(l_1, \ldots, l_{n-2}\) be unit vectors perpendicular to the vectors \((a_1, b_1), \ldots, (a_{n-2}, b_{n-2})\), respectively. Then, for any set of numbers \(\delta_1, \ldots, \delta_{n-2} \in \mathbb{R}\), we find

\[
\Delta^{(\delta_1)} \ldots \Delta^{(\delta_{n-2})} F(x, y) = \Delta^{(\delta_1)} \ldots \Delta^{(\delta_{n-2})} [g_{n-1}(x) + g_n(y)]. \tag{2.2}
\]

We denote the left-hand side of (2.2) by \(S(x, y)\), i.e., we set

\[
S(x, y) \overset{\text{def}}{=} \Delta^{(\delta_1)} \ldots \Delta^{(\delta_{n-2})} F(x, y).
\]

Then it follows from (2.2) that, for any real numbers \(\delta_{n-1}\) and \(\delta_n\),

\[
\Delta^{(\delta_{n-1})} \Delta^{(\delta_n)} S(x, y) = 0,
\]

or, in the expanded form,

\[
S(x + \delta_{n-1}, y + \delta_n) - S(x, y + \delta_n) - S(x + \delta_{n-1}, y) + S(x, y) = 0.
\]

Setting in the last equality \(\delta_{n-1} = -x\) and \(\delta_n = -y\), we obtain

\[
S(x, y) = S(x, 0) + S(0, y) - S(0, 0).
\]
This means that
\[
\Delta^{(\delta_1)}_{l_1} \ldots \Delta^{(\delta_{n-2})}_{l_{n-2}} F(x, y) = \Delta^{(\delta_1)}_{l_1} \ldots \Delta^{(\delta_{n-2})}_{l_{n-2}} F(x, 0)
\]
\[
+ \Delta^{(\delta_1)}_{l_1} \ldots \Delta^{(\delta_{n-2})}_{l_{n-2}} F(0, y) - \Delta^{(\delta_1)}_{l_1} \ldots \Delta^{(\delta_{n-2})}_{l_{n-2}} F(0, 0).
\]

By the hypothesis of the theorem, the derivative \( \partial^{n-2} F / \partial l_1 \ldots \partial l_{n-2} \) exists at any point \((x, y) \in \mathbb{R}^2\). Thus, it follows from the above formula that
\[
\frac{\partial^{n-2} F}{\partial l_1 \ldots \partial l_{n-2}}(x, y) = h_{1,1}(x) + h_{2,1}(y),
\] (2.3)

where
\[
h_{1,1}(x) = \frac{\partial^{n-2}}{\partial l_1 \ldots \partial l_{n-2}} F(x, 0)
\]
and
\[
h_{2,1}(y) = \frac{\partial^{n-2}}{\partial l_1 \ldots \partial l_{n-2}} F(0, y) - \frac{\partial^{n-2}}{\partial l_1 \ldots \partial l_{n-2}} F(0, 0).
\]

Note that \( h_{1,1} \) and \( h_{2,1} \) belong to the class \( C^{k-n+2}(\mathbb{R}) \).

By \( h_{1,2} \) and \( h_{2,2} \) we denote the antiderivatives of \( h_{1,1} \) and \( h_{2,1} \) satisfying the condition \( h_{1,2}(0) = h_{2,2}(0) = 0 \) and multiplied by the numbers \( 1/(e_1 \cdot l_1) \) and \( 1/(e_2 \cdot l_1) \), respectively, i.e.,
\[
h_{1,2}(x) = \frac{1}{e_1 \cdot l_1} \int_0^x h_{1,1}(z) dz,
\]
\[
h_{2,2}(y) = \frac{1}{e_2 \cdot l_1} \int_0^y h_{2,1}(z) dz.
\]

Here, \( e \cdot l \) denotes the scalar product of the vectors \( e \) and \( l \). Obviously, the function
\[
F_1(x, y) = h_{1,2}(x) + h_{2,2}(y)
\]
obeyes the equality
\[
\frac{\partial F_1}{\partial l_1}(x, y) = h_{1,1}(x) + h_{2,1}(y).
\] (2.4)

It follows from (2.3) and (2.4) that
\[
\frac{\partial}{\partial l_1} \left[ \frac{\partial^{n-3} F}{\partial l_2 \ldots \partial l_{n-2}} - F_1 \right] = 0.
\]
Hence, for some ridge function \( \varphi_{1,1}(a_1 x + b_1 y) \), we get

\[
\frac{\partial^{n-3} F}{\partial l_2 \ldots \partial l_{n-2}}(x, y) = h_{1,2}(x) + h_{2,2}(y) + \varphi_{1,1}(a_1 x + b_1 y).
\]  

(2.5)

Here, all functions \( h_{2,1}, h_{2,2}(y), \varphi_{1,1} \in C^{k-n+3}(\mathbb{R}) \).

We introduce the functions

\[ h_{1,3}(x) = \frac{1}{e_1 \cdot l_2} \int_0^x h_{1,2}(z)dz, \]

\[ h_{2,3}(y) = \frac{1}{e_2 \cdot l_2} \int_0^y h_{2,2}(z)dz, \]

\[ \varphi_{1,2}(t) = \frac{1}{(a_1, b_1) \cdot l_2} \int_0^t \varphi_{1,1}(z)dz. \]

Note that the function

\[ F_2(x, y) = h_{1,3}(x) + h_{2,3}(y) + \varphi_{1,2}(a_1 x + b_1 y) \]

obeys the equality

\[
\frac{\partial F_2}{\partial l_2^2}(x, y) = h_{1,2}(x) + h_{2,2}(y) + \varphi_{1,1}(a_1 x + b_1 y).
\]  

(2.6)

It follows from (2.5) and (2.6) that

\[
\frac{\partial}{\partial l_2} \left[ \frac{\partial^{n-4} F}{\partial l_3 \ldots \partial l_{n-2}} - F_2 \right] = 0.
\]

The last equality means that, for some ridge function \( \varphi_{2,1}(a_2 x + b_2 y) \), we can write

\[
\frac{\partial^{n-4} F}{\partial l_3 \ldots \partial l_{n-2}}(x, y) = h_{1,3}(x) + h_{2,3}(y) + \varphi_{1,2}(a_1 x + b_1 y) + \varphi_{2,1}(a_2 x + b_2 y).
\]  

(2.7)

Here, all functions \( h_{1,3}, h_{2,3}, \varphi_{1,2}, \varphi_{2,1} \in C^{k-n+4}(\mathbb{R}) \).

Note that, on the left-hand sides of (2.3), (2.5), and (2.7), we have the mixed directional derivatives of \( F \) and the order of these derivatives decreases by one in each consecutive step. Continuing the process outlined above until it reaches the function \( F \), we obtain the desired result.

Theorem 2.1 is proved.

Theorem 2.1 can be applied to Eq. (1.1) as follows:

**Corollary 2.1.** Assume that a function \( u \in C^r(\mathbb{R}^2) \) has the form (1.2) with arbitrary behaviors of \( v_i \). Then \( u \) is a solution of equation (1.1).
Note that the method used in the proof of Theorem 2.1 enables us to construct the functions $f_i$, $i = 1, \ldots, n$, by induction. First, we accept some notation. By $(\bar{a}_p, \bar{b}_p)$, $p = 1, \ldots, n - 2$, we denote the images of the vectors $(a, b)$ under the linear transformation, which maps the vectors $(a_{n-1}, b_{n-1})$ and $(a_n, b_n)$ into the unit vectors $e_1 = (1, 0)$ and $e_2 = (0, 1)$, respectively. Clearly,

$$\bar{a}_p = \frac{a_pb_p - a_{n-1}b_{n-1}}{a_{n-1}b_p - a_nb_{n-1}}, \quad \bar{b}_p = \frac{a_{n-1}b_p - a_pb_{n-1}}{a_{n-1}b_n - a_nb_{n-1}}, \quad p = 1, \ldots, n - 2.$$ 

Consider the vectors

$$l_p = \left( \frac{\bar{b}_p}{\sqrt{\bar{a}_p^2 + \bar{b}_p^2}}, \frac{-\bar{a}_p}{\sqrt{\bar{a}_p^2 + \bar{b}_p^2}} \right), \quad p = 1, \ldots, n - 2.$$ 

Note that, for $p = 1, \ldots, n - 2$, the vectors $l_p$ are perpendicular to the vectors $(\bar{a}_p, \bar{b}_p)$, respectively. We also consider the function generated by the above linear transformation

$$F^*(x, y) = F\left( \frac{b_nx - b_{n-1}y}{a_{n-1}b_n - a_nb_{n-1}}, \frac{a_nx - a_{n-1}y}{a_{n-1}b_n - a_nb_{n-1}} \right).$$

**Corollary 2.2.** The functions $f_i$, $i = 1, \ldots, n$, in Theorem 2.1 can be inductively constructed by the formulas

$$f_p = \varphi_{p,n-p-1}, \quad p = 1, \ldots, n - 2,$$

$$f_{n-1} = h_{1,n-1}, \quad f_n = h_{2,n-1}.$$ 

Here,

$$h_{1,1}(t) = \frac{\partial^{n-2}}{\partial l_1 \cdots \partial l_{n-2}} F^*(t, 0),$$

$$h_{2,1}(t) = \frac{\partial^{n-2}}{\partial l_1 \cdots \partial l_{n-2}} F^*(0, t) - \frac{\partial^{n-2}}{\partial l_1 \cdots \partial l_{n-2}} F^*(0, 0),$$

$$h_{1,k+1}(t) = \frac{1}{e_1 \cdot l_k} \int_0^t h_{1,k}(z) dz, \quad k = 1, \ldots, n - 2,$$

$$h_{2,k+1}(t) = \frac{1}{e_2 \cdot l_k} \int_0^t h_{2,k}(z) dz, \quad k = 1, \ldots, n - 2,$$

and

$$\varphi_{p,1}(t) = \frac{\partial^{n-p-2} F^*}{\partial l_{p+1} \cdots \partial l_{n-2}} \left( \frac{\bar{a}_pt}{\bar{a}_p^2 + \bar{b}_p^2}, \frac{\bar{b}_pt}{\bar{a}_p^2 + \bar{b}_p^2} \right) - h_{1,p+1}\left( \frac{\bar{a}_pt}{\bar{a}_p^2 + \bar{b}_p^2} \right).$$
$$-h_{2,p+1} \left( \frac{\tilde{b}_pt}{\tilde{a}_p^2 + \tilde{b}_p^2} \right) - \sum_{s=1}^{p-1} \varphi_{s,p-s+1} \left( \frac{\tilde{a}_s \tilde{a}_p + \tilde{b}_s \tilde{b}_p t}{\tilde{a}_p^2 + \tilde{b}_p^2 t} \right),$$

for \( p = 1, \ldots, n - 2 \)

$$\varphi_{p,k+1}(t) = \frac{1}{(\tilde{a}_p, \tilde{b}_p) \cdot l_{k+p}} \int_{0}^{t} \varphi_{p,k}(z) dz, \quad p = 1, \ldots, n - 3, \quad k = 1, \ldots, n - p - 2.$$ 

The validity of these formulas for the functions \( h_{1,k} \) and \( h_{2,k}, \quad k = 1, \ldots, n - 1, \) is obvious. The formulas for \( \varphi_{p,1} \) and \( \varphi_{p,k+1} \) can be obtained from (2.5), (2.7) and the subsequent (assumed but not written) equations if we set

$$x = \tilde{a}_p t / (\tilde{a}_p^2 + \tilde{b}_p^2) \quad \text{and} \quad y = \tilde{b}_p t / (\tilde{a}_p^2 + \tilde{b}_p^2).$$

**Remark 2.1.** If, in Theorem 2.1, \( k \geq n - 1, \) then the functions \( f_i, \quad i = 1, \ldots, n, \) can be constructed (up to polynomials) by the method discussed by Buhmann and Pinkus [3]. This method is based on the fact that, for the direction \( c = (c_1, \ldots, c_m) \) orthogonal to a given direction \( a \in \mathbb{R}^m \setminus \{0\}, \) the operator

$$D_c = \sum_{s=1}^{m} c_s \frac{\partial}{\partial x_s}$$

acts upon \( m \)-variable ridge functions \( g(a \cdot x) \) as follows:

$$D_c g(a \cdot x) = (c \cdot a) g'(a \cdot x).$$

Thus, if, in our case, for fixed \( r \in \{1, \ldots, n\}, \) the vectors \( l_k, \quad k \in \{1, \ldots, n\}, \quad k \neq r, \) are perpendicular to the vectors \( (a_k, b_k) \), then

$$\prod_{k=1}^{n} D_{l_k} F(x, y) = \prod_{k=1}^{n} D_{l_k} \sum_{i=1}^{n} f_i(a_i x + b_i y)$$

$$= \sum_{i=1}^{n} \left( \prod_{k=1}^{n} ((a_i, b_i) \cdot l_k) \right) f_i^{(n-1)}(a_i x + b_i y)$$

$$= \prod_{k=1}^{n} ((a_r, b_r) \cdot l_k) f_r^{(n-1)}(a_r x + b_r y).$$

Hence, \( f_r \) can be easily constructed from the relation presented above (up to a polynomial of degree at most \( n - 2 \)). Note that this method is not valid if, in Theorem 2.1, the function \( F \) is from the class \( C^{n-2}(\mathbb{R}^2) \). However, in this case, Corollary 2.2 is applicable.
Remark 2.2. Some polynomial terms appear while attempting to obtain smoothness results in the multivariate case. In [2], we proved that if a function $f(x_1, \ldots, x_n)$ from a certain smoothness class is represented as the sum of $r$ ridge functions with arbitrary behaviors, then, under suitable conditions, it can be represented as the sum of ridge functions of the same smoothness class and some $n$-variable polynomial of a certain degree. The appearance of a polynomial term is mainly explained by the fact that in $\mathbb{R}^n$, $n \geq 3$, there are many directions orthogonal to a given direction. Note that a polynomial term also appears in verifying whether a given function of $n$ variables ($n \geq 3$) is a sum of ridge functions (see [5]). However, parallelling the above theorem, we can also conjecture that if a multivariate function from a certain smoothness class is represented as the sum of ridge functions with arbitrary behaviors, then it can also be represented as the sum of ridge functions from the same smoothness class.

Remark 2.3. For $k \geq n - 1$, Theorem 2.1 can be obtained from Theorem 3.1 in [2]. Indeed, according to Theorem 3.1 [2], the function $F$ in Theorem 2.1 can be represented in the form

$$F(x, y) = \sum_{i=1}^{n} f_i(a_i x + b_i y) + P(x, y),$$

where the functions $f_i \in C^k(\mathbb{R})$ and $P(x, y)$ is a polynomial of total degree that does not exceed $n - 1$. However, it is known that a bivariate polynomial of degree $n - 1$ can be decomposed into a sum of ridge polynomials with any given $n$ pairwise linearly independent directions (see, e.g., [21]). Hence, in (2.8), we have

$$P(x, y) = \sum_{i=1}^{n} p_i(a_i x + b_i y),$$

where $p_i$ are univariate polynomials of degree at most $n - 1$. However, in the setting considered in the present work, Theorem 2.1 is more informative. It covers an additional case $k = n - 2$ and allows one to construct the representing functions $f_i$ by induction.

Unfortunately, we do not yet know whether the lower accepted degree of smoothness $n - 2$ in Theorem 2.1 can be reduced. We think that the final and complete solution to the smoothness problem considered in the present paper requires an essentially different approach. Nevertheless, we can strengthen our result by considering Hölder continuous functions.

We say that a function $F: \mathbb{R}^m \to \mathbb{R}$, $m \geq 1$, is locally Hölder continuous of degree $\alpha$, $0 < \alpha \leq 1$, if, for any compact set $K \subset \mathbb{R}^m$, there is a number $M = M(K) > 0$ such that, for any $x = (x_1, \ldots, x_m) \in K$ and $y = (y_1, \ldots, y_m) \in K$, the inequality

$$|F(x) - F(y)| \leq M \cdot \sum_{i=1}^{m} |x_i - y_i|^\alpha$$

holds. By $C^{k,\alpha}(\mathbb{R}^m)$ we denote the class of functions in $C^k(\mathbb{R}^m)$ whose $k$th order partial derivatives are locally Hölder continuous with degree $\alpha$.

The following theorem is true:

**Theorem 2.2.** Assume that $(a_i, b_i)$, $i = 1, \ldots, n$, are pairwise linearly independent vectors in $\mathbb{R}^2$ and a function $F \in C^{k,\alpha}(\mathbb{R}^2)$ has the form

$$F(x, y) = \sum_{i=1}^{n} g_i(a_i x + b_i y),$$
where $g_i$ are arbitrary univariate functions and $k \geq n - 2$. Then $F$ can be also represented in the form

$$F(x, y) = \sum_{i=1}^{n} f_i(a_ix + b_iy).$$

Here, the functions $f_i \in C^{k,\alpha}(\mathbb{R})$, $i = 1, \ldots, n$.

The proof of Theorem 2.2 can be easily obtained from Theorem 2.1. Indeed, to prove Theorem 2.2, it is only necessary to repeat the proof of Theorem 2.1 emphasizing the fact that the functions appearing on the right-hand sides of relations (2.3), (2.5), (2.7), etc. belong to certain classes $C^{s,\alpha}(\mathbb{R})$ with step-by-step increasing indicators of smoothness $s$. More precisely, the functions $h_{1,1}$, $h_{2,1} \in C^{k-n+2,\alpha}(\mathbb{R})$, the functions $h_{1,2}$, $h_{2,2}$, $\varphi_{1,1} \in C^{k-n+3,\alpha}(\mathbb{R})$, the functions $h_{1,3}$, $h_{2,3}$, $\varphi_{2,1} \in C^{k-n+4,\alpha}(\mathbb{R})$, etc.

Theorem 2.1 implies that if a function $F \in C^{k}(\mathbb{R}^2)$ has the form (2.1) and $k \geq n - 2$, then all partial derivatives of $F$ up to the $k$th order can be represented in the form of a sum of ridge functions with given directions $(a_i, b_i)$, $i = 1, \ldots, n$. Note that the validity of Theorem 2.1 for other possible $k$ strongly depends on the answers to the following two questions:

**Question 1.** Assume that a function $F \in C^{k}(\mathbb{R}^2)$ has the form (2.1). Is it possible to represent the first-order partial derivatives $\partial F/\partial x$ and $\partial F/\partial y$ as sums of ridge functions with arbitrary behaviors and the directions $(a_i, b_i)$?

**Question 2.** Assume that a function $F \in C^{k}(\mathbb{R}^2)$ has the form (2.1). Is it true that $F$ can be also represented in the form $\sum_{i=1}^{n} f_i(a_ix + b_iy)$ with continuous $f_i$?

Indeed, the affirmative answer to Question 1 would mean, by induction, that all partial derivatives up to the $k$th order and, hence, any mixed directional derivative $\partial^k F/\partial l_1 \ldots \partial l_k$ can be represented in the form of a sum $\sum_{i=1}^{n} g_i(a_ix + b_iy)$, where $g_i$ are arbitrary univariate functions. If we can give affirmative answer to Question 2, then we immediately conclude that any derivative $\partial^k F/\partial l_1 \ldots \partial l_k$ can be also written in the form $\sum_{i=1}^{n} f_i(a_ix + b_iy)$ with continuous $f_i$. Thus, choosing the directions $l_1, \ldots, l_k$ orthogonal to the first $k$ directions $(a_i, b_i)$, $i = 1, \ldots, n$, and applying the method proposed above (see the proof of Theorem 2.1), we conclude that $F$ admits a representation $\sum_{i=1}^{n} f_i(a_ix + b_iy)$, where $f_i \in C^{k}(\mathbb{R})$. It is worth noting that Question 2 is a part of a more general question posed in [26, p. 14].
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