Transfer learning based physics-informed neural networks for solving inverse problems in tunneling
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Abstract

Recently, a class of machine learning methods called physics-informed neural networks (PINNs) has been proposed and gained great prevalence in solving various scientific computing problems. This approach enables the solution of partial differential equations (PDEs) via embedding physical laws into the loss function of neural networks. Many inverse problems can also be tackled by simply combining the observational data from real life scenarios with existing PINN algorithms. In this paper, we present a multi-task learning method to improve the training stability of PINNs for linear elastic problems, and the homoscedastic uncertainty is introduced as a basis for weighting losses. Furthermore, we demonstrate an application of PINNs to a practical inverse problem in tunnel engineering: prediction of external loading distributions of tunnel rings based on a limited number of displacement monitoring points. To this end, we first determine a simplified tunneling scenario at the offline stage. By setting unknown boundary conditions as learnable parameters, PINNs can predict the external loads applied on the tunnel lining with the support of enough measurement data. When it comes to the online stage in real tunnel projects, the Kriging method is adopted to reconstruct the whole displacement field based on very limited measurements. Then transfer learning is employed to fine-tune the pre-trained model from offline stage. Our results show that, although the reconstructed displacement field generated from gappy measurements is accompanied by errors, satisfactory results can still be obtained from the PINN model due to the dual regularization of physics laws and prior knowledge, which exhibits better robustness compared to traditional analysis methods. The convergence of training is also accelerated, thus making it possible for PINNs to be applied in actual tunnel projects.
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1. Introduction

Growing population, urbanization and the need for high-speed mobility has increased the necessity for underground transportation systems in modern era. In recent years, a large number of tunnels has been constructed to improve existing transportation systems. Within a tunnel, the main structure, i.e. the tunnel lining, is designed to permanently fulfill basic structural, serviceability and durability requirements during the lifetime of the tunnel. To ensure the structural stability, it is essential to correctly access and evaluate the response of the tunnel lining, which requires a proper quantification of loading scenarios acting on the lining, including the distribution and magnitude. Different methods have been proposed to directly identify the lining internal forces or the surrounding loads from displacement measurements at construction sites. In [1, 2, 3], histories of in-situ displacement fields are combined with non-linear finite element analyses in a hybrid combination concept to quantify for the loading situation on shotcrete shells, which were used as the tunnel lining in the New Austrian Tunneling Method. The hybrid analysis is also validated using monitored displacement from a full-scale test of a segmented tunnel ring [4]. Alternatively, bending moments and axial forces of piles, retaining walls and tunnel structures can be obtained from an analytical solution based on the principle of virtual work using displacement measurements [5]. Another analytical solution based on the theory of a circular curved beam were also utilized to provide the internal forces of primary support in deep tunnels [6]. Within the back-analysis method, on-site radial displacements of primary linings and contact stresses between shotcrete and surrounding rocks are used to estimate the structural behavior of a symmetrically loaded tunnel. Recently, a new method employed in tunnel inspection, i.e. the laser scanning, is employed together with a displacement-based hybrid structural analysis to predict internal forces of segmental linings [7]. Within the hybrid analysis, a finite element method (FEM) model for the segmental lining ring is coupled with displacement field in a displacement-controlled FEM analysis to estimate bending moments and axial forces of the lining ring. The above-mentioned works show a great potential of characterizing the structural behavior of the tunnel lining by means of exploiting measured data of the on-site displacements and a proper computational analysis tool. In this paper, we propose an approach for solving the inverse problem to quantify for the external loads acting on circular continuous tunnel linings. The adopted approach is the combination of available displacement measurements at a limited number of monitoring locations around the lining and a computational model based on a recently developed class of machine learning, called physics-informed neural networks (PINNs).

Machine learning has continued its forward movement over the past few years with advances in many exciting research areas, especially the branch of deep learning [8], which is attributed to massive accumulation of data, advanced algorithms and availability of high performance computing. Meanwhile, an increasing number of applications of deep learning has been witnessed in the field of computational mechanics and engineering, e.g. fluid mechanics [9, 10], molecular dynamics [11, 12], learning constitutive laws [13, 14, 15], solving fracture problems [16, 17], material property prediction [18, 19, 20], surrogate modeling [21, 22, 23], model order reduction [24, 25] and multi-scale analysis [26, 27, 28, 29],
to name a few examples. However, in most of these methods, a large amount of data collected from laboratory experiments or high-fidelity numerical simulations is inevitably required to establish a database for supervised learning. Neural networks (NN) can then be treated as a "black box" to accomplish the nonlinear mapping between inputs and outputs. The robustness of NN highly depends on the noise level of experimental data, the accuracy of numerical simulations and the volume of accumulated data.

Recently, a different class of NNs known as physics-informed neural networks was introduced [30, 31] and has already gained a lot of attention in the scientific machine learning community. As a promising alternative of numerical discretization schemes, PINNs can solve partial differential equations (PDEs) by embedding the physical description (e.g. laws of physics and constraints) into deep learning, without the requirement for big data as mentioned above. The built-in physical constraints inherently give rise to clearer interpretability with physics meaning for NNs. PINNs can leverage current domain knowledge and integrate seamlessly observational data and mathematical models (even those with imperfection), which are effective and efficient for both forward and inverse problems. As the pioneer in this research field, Karniadakis’s research team has already extended PINNs into different versions, such as P-PINN for time-dependent PDEs [32], C-PINNs on discrete domains for conservation laws [33], N-PINNs for non-local models [34], hp-VPINNs with hp-refinement for function approximation [35], and B-PINNs for uncertainty quantification [36].

The original network architecture of PINNs can be replaced flexibly for solving various problems. For instance, physics-informed convolutional neural networks (CNNs) was proposed to learn solutions of parametric PDEs on irregular domains [37]. If incorporating physics knowledge into long short-term memory (LSTM) networks, sequence-to-sequence features could be accurately captured, thus enabling the prediction of seismic responses of nonlinear structural systems [38]. The physics-informed generative adversarial networks (PI-GANs) developed in [39] can solve stochastic differential equations (SDEs) based on a limited number of scattered measurements. The PINN framework based on graph convolutional network (GCN) [40] can strictly impose hard boundary conditions and handle irregular domains with unstructured meshes. Up to now, PINNs have been successfully applied to a wide range of scientific problems, e.g. fluid mechanics [41, 42, 43, 44, 45], additive manufacturing [46, 47], cardiovascular flows modeling [48], subsurface flow prediction [49] and reservoir simulation [50]. Several open source libraries such as DeepXDE [51], SimNet [52] and SciANN [53] were also developed to bridge the gap between PINN theory and its practical application. It is worth noting that PINN models sometimes suffer from training failures (e.g. slow convergence rate and bad minima), some remedies were thus proposed to resolve these difficulties. Wang et al. [54, 55] investigated the influence of different loss components on the convergence rate through the lens of the Neural Tangent Kernel (NTK), which may shed light on the training dynamics of PINNs. The adaptive activation function employed in [56] has better learning capabilities than the traditional one as it improves greatly the convergence rate as well as the prediction accuracy. Importance sampling approach mentioned in [57] can foster efficient training of PINNs by sampling the collocation points according to a distribution proportional to the loss function.
The emergence of physics-informed machine learning has brought new hopes to addressing solid mechanics problems in a different way. Haghighat et al. [58] presented the application of PINNs to learning and discovery in solid mechanics, specifically linear elasticity and elasto-plasticity. A multi-network model was proposed to boost the training speed, and the transfer learning was also implemented to accelerate re-training process, which has a great potential for sensitivity analysis. Moreover, they developed a nonlocal PINN approach using the Peridynamic Differential Operator (PDDO) [59]. By incorporating long-range interactions and removing spatial derivatives in the governing PDEs, this method can better capture the solution with sharp gradients. Inspired by the variational formulation of PDEs, Samaniego et al. [60] proposed the deep energy method (DEM) and rewrote the loss function of PINN as the potential energy of the system. The gradient descent of loss function during NN optimization procedure naturally satisfies the goal of minimum total potential energy principle, which opens a door to its application to various mechanical problems by defining the corresponding energies [61]. A more comprehensive comparison of governing equation-based (original PINNs) and energy-based (DEM) approaches can be referred to in [62]. Inspired by classical FEMs where basis functions are defined piece-wise over sub-regions (i.e. finite elements) and each basis function has compact support over an element, Moseley et al. [63] proposed a new domain decomposition approach for PINNs called Finite Basis PINNs (FBPINNs), which are effective in solving problems with large domains and multi-scale solutions.

Most of the existing papers focus on the application of PINNs to various forward problems, i.e. PINN is treated as a meshless numerical solver for partial differential equations. Despite that switching from numerical discretization schemes to mathematical optimization is promising, in terms of computational cost and accuracy, PINN still cannot outperform traditional computational methods such as FEMs. Therefore, in this paper, we exploit one of the best features of PINN, i.e. integration of observational data and physics models, to solve the aforementioned inverse problem in tunnel engineering. Since the unbalanced back-propagated gradients during network training will pose a great challenge to the convergence of PINNs [64], some multi-task optimization methods are employed to mitigate the balance conflicts among different loss terms, e.g. Gradient Surgery in [65] and GradNorm in [66]. In this paper, we first non-dimensionalize governing equations of linear elasticity, and a multi-task learning method using homoscedastic uncertainty [67] is then introduced to allocate relative weightings to different learning objectives, which enhances the accuracy of PINN and successfully gets validation through a benchmark problem. By directly setting the boundary conditions as learnable parameters, PINN can accurately predict the surrounding pressure around the tunnel if supported by a sufficient amount of monitoring data. Usually, it is difficult to obtain point cloud data of structural deformations in actual tunnel projects. Therefore, Kriging, a classical spatial interpolation algorithm, is adopted to acquire enough training data of the whole displacement field based on a limited number of monitoring points. The reconstructed field usually has errors which tend to make PINNs converge to an inaccurate solution, the transfer learning is thus introduced to fine-tune the neural network parameters on the basis of the pre-trained model prepared at the offline stage. Sufficiently accurate prediction results can be obtained with less computational
cost, exhibiting great potential in large-scale inverse analysis of multiple cross-sections in tunneling.

The remainder of this paper is organized as follows: In Section 2, a transfer learning based boundary-condition-learnable physics-informed neural networks is developed. Numerical results showcasing applications of the proposed approach to inverse analysis of tunnel structures are presented in Section 3. Finally, concluding remarks are given in Section 4.

2. Methodology

2.1. PINNs: Physics-informed neural networks

The general form of differential equations can be expressed as:

\[
\begin{align*}
D[u(x)] &= h(x), \quad x \in \Omega, \\
B[u(x)] &= g(x), \quad x \in \partial \Omega.
\end{align*}
\]

Here, \(D[\cdot]\) denotes a differential operator acting on a function \(u\) (i.e. the solution to the differential equation), \(B[\cdot]\) are boundary operators, \(x\) is an input vector in the domain \(\Omega\), and \(\partial \Omega\) stands for the boundary of \(\Omega\). This general formulation can be extended to foundational equations for a wide spectrum of engineering problems, such as thermodynamics, fluid dynamics, and elasticity.

Let us consider a fully connected feed-forward neural network \(NN(x; \theta)\) with input vector \(x\), output vector \(u\), and network parameters \(\theta\). This \(L\)-layer neural network, composed of an input layer, an output layer, and \(L - 2\) hidden layers, can approximate the solution function \(u(x)\) through the following function composition:

\[
\begin{align*}
u(x) &\approx NN(x; \theta) = f_L \circ \phi \circ f_{L-1} \circ \phi \circ f_{L-2} \circ \cdots \circ \phi \circ f_1(x), \\
f_l(a) &= W_l \cdot a + b_l, \quad l = 1, \cdots, L,
\end{align*}
\]

where \(\phi\) is called activation function and directly determines the nonlinear property of the network. \(f_l\) is a transformation function acting on the vector \(a\). The notation \(\circ\) denotes function composition. \(W_l, b_l\) are parameters between layers, known as weights and biases respectively, which constitute the set of trainable parameters \(\theta\).

Given the architecture of a NN, a loss function should be chosen to measure the difference between prediction results obtained from NN and the actual values. In PINN models, loss functions are selected in the following form based on the definition in Eq. (1):

\[
\begin{align*}
L(\theta) = L_{PDEs}(\theta) + L_{BCs}(\theta), \\
L_{PDEs}(\theta) &= \frac{1}{N_p} \sum_i \|D[NN(x_i; \theta)] - h(x_i)\|^2, \\
L_{BCs}(\theta) &= \frac{1}{N_{bc}} \sum_j \|B[NN(x_j; \theta)] - g(x_j)\|^2,
\end{align*}
\]
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here $\mathcal{L}_{PDEs}(\theta)$ indicates the loss related to the PDEs, i.e. the embedded physical description, $\mathcal{L}_{BCs}(\theta)$ represents the loss related to the boundary conditions, $\{\mathbf{x}_i\}$ is a set of training points sampled over the whole domain $\Omega$ ($i = 1, 2, \ldots, N_p$) and $\{\mathbf{x}_j\}$ is a set of training points sampled from the domain boundary $\partial \Omega$ ($j = 1, 2, \ldots, N_{bc}$). Finally, the optimal network parameters $\theta^*$ can be obtained by minimizing the loss function $\mathcal{L}(\theta)$. Note that while constructing the term $\mathcal{D}[\mathcal{N}_N(\mathbf{x}_i; \theta)]$, the derivatives of outputs with respect to inputs can be obtained during back-propagation through the automatic differentiation (AD) module of Pytorch [68]. Based on the chain rule, AD can compute derivatives of arbitrary order automatically, accurately to working precision. Overall, the complete process of a PINN method is depicted in Fig. 1.

Figure 1: Flowchart of a physics-informed neural network (PINN) framework

2.2. Elasticity with non-dimensionalization

For linear elasticity, the following PDE expresses the momentum balance equation, the constitutive relationship and the kinematic relations under the assumption of small deformation:

$$\rho \frac{\partial^2 \mathbf{u}}{\partial t^2} = \nabla((\lambda + \mu) \nabla \cdot \mathbf{u}) + \nabla \cdot (\mu \nabla \mathbf{u}) + \rho \mathbf{t},$$

(4)

where $\mathbf{u}$ denotes the displacement vector, $\rho$ represents the density of the material, $\lambda$ and $\mu$ are the Lame elasticity parameters, and $\mathbf{t}$ is a body force. In this paper, all the models involve static or quasi-static deformations where the acceleration term $\rho \frac{\partial^2 \mathbf{u}}{\partial t^2}$ is neglected, and the body force $\mathbf{t}$ is also absent. In that case,

$$0 = \nabla((\lambda + \mu) \nabla \cdot \mathbf{u}) + \nabla \cdot (\mu \nabla \mathbf{u}).$$

(5)

As mentioned in [69], models in solid mechanics are almost never non-dimensionalized, but our subsequent results in 3.1 will show its effectiveness. We introduce the following
dimensionless variables with scaling factors $u_c$ and $l_c$:

$$\bar{u} = \frac{u}{u_c}, \quad \bar{x} = \frac{x}{l_c}, \quad \bar{y} = \frac{y}{l_c}, \quad \bar{z} = \frac{z}{l_c}.$$  

(6)

Inserting the dimensionless variables gives:

$$0 = l_c^{-2} u_c \nabla \left( (\lambda + \mu) \nabla \cdot \bar{u} \right) + l_c^{-2} u_c \mu \nabla \cdot (\nabla \bar{u}).$$  

(7)

Dividing by $l_c^{-2} u_c \mu$ leads to:

$$0 = \nabla ((\delta + 1) \nabla \cdot \bar{u}) + \nabla \cdot (\nabla \bar{u}).$$  

(8)

Here the dimensionless parameter $\delta$ is defined as:

$$\delta = \frac{\lambda}{\mu}.$$  

(9)

The stress tensor $\sigma$ is computed by:

$$\sigma = \lambda tr(\epsilon) I + 2\mu \epsilon = \lambda \nabla \cdot u I + \mu \left( \nabla u + (\nabla u)^T \right).$$  

(10)

With the dimensionless variables, Eq. (10) becomes:

$$\sigma = \lambda u_c l_c^{-1} \nabla \cdot \bar{u} + \mu u_c l_c^{-1} \left( \nabla \bar{u} + \nabla \bar{u}^T \right).$$  

(11)

By defining the scaling factor $\sigma_c$ as:

$$\sigma_c = \mu u_c l_c^{-1},$$  

(12)

we then can finally get the dimensionless stress tensor:

$$\bar{\sigma} = \frac{\sigma}{\sigma_c} = \bar{\sigma} = \delta \nabla \cdot \bar{u} + \left( \nabla \bar{u} + \nabla \bar{u}^T \right).$$  

(13)

2.3. Multi-task learning using uncertainty

As mentioned in Section 1, we adopt the multi-task learning method in [67] to weigh the losses for each individual task. It is reported that the homoscedastic uncertainty in Bayesian modeling can capture the relative confidence between tasks, which can thus be described as task-dependent uncertainty for weighting losses. We define the Gaussian likelihood $p$ with mean given by the network output:

$$p (u | NN(x; \theta)) = \mathcal{N} \left( NN(x; \theta), \alpha^2 \right),$$  

(14)

with the scalar $\alpha$ as a noise parameter. In a setting of a neural network with $K$ tasks, the multi-objective likelihood can be written as:

$$p (u_1, \ldots, u_K | NN(x; \theta)) = p (u_1 | NN(x; \theta)) \ldots p (u_K | NN(x; \theta)).$$  

(15)
In maximum likelihood estimation (MLE), it is often convenient to work with the natural logarithm of the likelihood function, and we can therefore maximize:

$$\log p(u_1, \ldots, u_K | NN(x; \theta)) = \log p(u_1 | NN(x; \theta)) + \ldots + \log p(u_K | NN(x; \theta)) = \log\mathcal{N}(u_1; NN(x; \theta), \alpha_1^2) + \ldots + \log\mathcal{N}(u_K; NN(x; \theta), \alpha_K^2)$$

$$= (-\frac{1}{2\alpha_1^2}L_1 - \log(1 + \alpha_1^2)) + \ldots + (-\frac{1}{2\alpha_K^2}L_K - \log(1 + \alpha_K^2)).$$

This leads to our final minimisation target:

$$L(\theta, \alpha_1, \ldots, \alpha_K) = \sum_{i}^K \left(\frac{1}{2\alpha_i^2}L_i + \log(1 + \alpha_i^2)\right),$$

where $L_i$ is the loss related to task $i$, and the trainable parameters are also extended to include the noise parameter (i.e. task weight) $\alpha$.

2.4. Kriging method

Kriging is a powerful statistical tool with applications in many fields such as geology, fluid mechanics, process engineering, environment and meteorology. In geology and tunneling, the method, which is also known as a form of probabilistic and local interpolation, is commonly be used to estimate the values in unknown areas based on known values of a limited number of nearby geographic areas [70, 71, 72]. Inspired by the characteristic of the Kriging method, the complete displacement field of a tunnel lining can be reconstructed from a limited number of displacement measurements around the lining. Basically, Kriging is an unbiased multi-step procedure which combines known values and a variogram to determine unknown values. Optimal weights obtained the variogram are assigned to known values in order to compute the data at unknown points. Furthermore, the technique considers both the distance and the degree of variation between known data points when estimating values in unknown areas.

At the first step, the method starts with the exploratory statistical analysis of the data and the generation of an appropriate variogram. The available data is utilized to construct an empirical variogram, which is then fitted numerically to a variogram model. The empirical variogram is calculated by averaging one half the difference squared of the values over all pairs of known data with the specified separation distance between points $d$ and a possible direction following Eq. (18).

$$\gamma(d_x) = \frac{1}{2N(d_x)} \sum_{(i,j) \in N(d_x)} (q_i - q_j)^2.$$  

In Eq. (18), $\gamma$ is called the variance of the variogram; $N(d_x)$ is the number of pairs between data points satisfying the separation distance $d$ following the $x$ direction. The corresponding parameter values at two arbitrary points in this set are denoted as $q_i$ and $q_j$. 
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The empirical variogram is then approximated by a functional variogram model, which is usually chosen from a set of mathematical functions describing the spatial relationship. The appropriate model is selected by matching the shape of the curve of the empirical variogram to the shape of the curve of the mathematical function. Exponential, polynomial and Gaussian variogram models are commonly used in geotechnics and tunneling applications. As a result, each known point is given a weight coefficient, which will be used to estimate the value \( q(x_0) \) at an arbitrary point \( x_0 \) as

\[
q(x_0) = \sum_{k=1}^{N} \eta_k q(x_k).
\]

In Eq.(19), \( q(x_k) \) represents for the measured values at the \( k \)th known location following the \( x \) direction. The assigned weight from the variogram model, the number of known data points are symbolized as \( \eta \) and \( N \), respectively. More details about the well-known method Kriging can be found in [73, 74].

2.5. Proposed approach: Transfer learning based boundary-condition-learnable PINNs

In this paper, the neural networks in all cases are composed of five hidden layers with the mostly used hyperbolic tangent activation function (tanh) and each layer has 30 neurons. The non-dimensionalized Cartesian coordinates \( \{\bar{x}, \bar{y}, \bar{z}\} \) (\( \{\bar{x}, \bar{y}\} \) for 2D problems) are considered as input layer while non-dimensionalized displacements \( \{\bar{u}_x, \bar{u}_y, \bar{u}_z\} \) (\( \{\bar{u}_x, \bar{u}_y\} \) for 2D problems) are taken as output layer. Consider a set of collocation training points \( \{x_{i,\text{col}}\}_{i=1}^{N_{\text{col}}} \), free boundary condition points \( \{x_{i,\text{freebc}}\}_{i=1}^{N_{\text{freebc}}} \), Neumann boundary condition points \( \{x_{i,\text{nbc}}\}_{i=1}^{N_{\text{nbc}}} \), Dirichlet boundary condition points \( \{x_{i,\text{dbc}}\}_{i=1}^{N_{\text{dbc}}} \), where \( N_{\text{col}}, N_{\text{freebc}}, N_{\text{nbc}}, N_{\text{dbc}} \) denote the number of points, respectively. Generally, the PINN loss function in our paper is of the form:

\[
\mathcal{L}(\Theta) = \mathcal{L}(\theta, \alpha_0, \alpha_1, \alpha_2, \alpha_3, \alpha_4, P_1, \ldots, P_{N_{\text{load}}}) = \sum_{i=0}^{4} \left( \frac{1}{2\alpha_i^2} \mathcal{L}_i + \log(1 + \alpha_i^2) \right),
\]

\[
\mathcal{L}_0 = \text{MSE}_{\text{dbc}} = \frac{1}{N_{\text{dbc}}} \sum_{i=1}^{N_{\text{dbc}}} \left\| \hat{\mathbf{u}}(x_{i,\text{dbc}}; \Theta) - \hat{\mathbf{u}}^*(x_{i,\text{dbc}}) \right\|_2^2,
\]

\[
\mathcal{L}_1 = \text{MSE}_{\text{pde}} = \frac{1}{N_{\text{col}}} \sum_{i=1}^{N_{\text{col}}} \left\| \nabla_x \cdot \hat{\mathbf{\sigma}}(x_{i,\text{col}}; \Theta) \right\|_2^2,
\]

\[
\mathcal{L}_2 = \text{MSE}_{\text{freebc}} = \frac{1}{N_{\text{freebc}}} \sum_{i=1}^{N_{\text{freebc}}} \left\| \hat{\mathbf{\sigma}}(x_{i,\text{freebc}}; \Theta) \cdot \mathbf{n}(x_{i,\text{freebc}}) \right\|_2^2,
\]

\[
\mathcal{L}_3 = \sum_{j=1}^{N_{\text{load}}} \text{MSE}_{\text{nbc}} = \frac{1}{N_{\text{col}}} \sum_{j=1}^{N_{\text{load}}} \sum_{i=1}^{N_{\text{nbc}}} \left\| \hat{\mathbf{\sigma}}(x_{i,\text{nbc}}; \Theta) \cdot \mathbf{n}(x_{i,\text{nbc}}) - P_j \right\|_2^2,
\]

\[
\mathcal{L}_4 = \text{MSE}_{\text{data}} = \frac{1}{N_{\text{col}}} \sum_{i=1}^{N_{\text{col}}} \left\| \hat{\mathbf{u}}(x_{i,\text{col}}; \Theta) - \hat{\mathbf{u}}^*(x_{i,\text{col}}) \right\|_2^2.
\]
here, $\alpha_i$ is the noise parameter for each task and $\mathbf{n}$ is the unit normal vector to the boundary surface. The non-dimensionalized stress tensor $\bar{\sigma}$ is obtained from the second order derivative of the outputs $\bar{u}$ w.r.t the inputs $\bar{x}$.

Figure 2: A demonstration of the setup of the proposed PINN method (with different learnable parameters marked in blue and red respectively)

As shown in Fig. 2, the PINN model can be trained for two different purposes by customizing the loss function $L(\Theta)$ with the set of various loss tasks:

- **Forward problems**: Specifically for solving linear elastic problems using PINNs, architectures can be modified to satisfy exactly the governing PDEs ($L_i$), free boundary conditions ($L_2$), Neumann boundary conditions ($L_3$), and Dirichlet boundary conditions ($L_0$). The training parameters $\Theta$ are hereby comprised of network parameters $\theta$ and task weights $\{\alpha_0, \alpha_1, \alpha_2, \alpha_3\}$.

- **Inverse problems**: When an inverse analysis (e.g. load prediction in this paper) is required, the supervised loss term $L_4$ can be further incorporated into $L(\Theta)$. $\mathbf{u}^*$ are observational data measurements of displacement $\mathbf{u}$ which can be collected from either in-situ tests or from laboratory experiments. Note that the loss $L_0$ is discarded in our inverse problems, because the observational data can automatically help fulfill the prescription of Dirichlet boundary conditions. In addition to the general trainable parameters $\{\theta, \alpha_1, \alpha_2, \alpha_3, \alpha_4\}$ which are similar to that in forward problems, the unknown physical quantities $\{P_j\}_{j=1}^{N_{\text{load}}}$ are also involved, where $N_{\text{load}}$ denote the number of loads. (leaf node in computational graph)
Engineering structures are mostly composed of geometrically similar solid instances, for example, tunnels are assembled with identical segmented lining rings. This enlightened us to adopt transfer learning [75], which is a very popular approach in the field of natural language processing and computer vision. Several previous studies combining PINN and transfer learning have been carried out for solving forward problems, e.g. brittle fracture simulations [76] and multi-fidelity analyses [77]. Conventional machine learning is designed to work in isolation for specific tasks. Models have to be rebuilt from ground up once the scenario changes. In transfer learning, knowledge from previously trained models can be leveraged for new tasks, which can significantly accelerate the training process. In an actual tunneling project, it is often required to evaluate the structural behavior of the tunnel lining at multiple tunnel cross-sections. This process can be facilitated if external acting loads around the tunnel can be quantified appropriately for a simple scenario. Information from the simple scenario can then be used for the prediction of complicated loading scenarios at various cross-sections. This is where transfer learning has come into play. As depicted in Fig. 3 (a), in the transfer learning process, weights and biases of the initial three layers from the previously trained neural network will be frozen/fixed, while the remaining parameters will be fine-tuned with a smaller learning rate. The advantage of the approach is two-folds. First, frozen parameters ensure that the extracted features are retained, which means that the geometric similarity of the tunnel cross-section can be exploited. Second, the saved parameters are likely to be very close to the optimal parameters for the new task (shown in Fig. 3 (b)). As a result, the total number of parameters to be updated is greatly reduced and the training epochs required to get convergence is much smaller. The overall framework of the proposed PINN for the inverse analysis of tunnel structures is presented in Algorithm 1.

![Figure 3: A schematic of transfer learning: (a) Update of network parameters and (b) Loss function convergence over iteration steps](image-url)
Algorithm 1 Transfer learning based boundary-condition-learnable PINNs for the inverse analysis of loading conditions on tunnel lining rings

1: Determine a simplified tunneling scenario (geometry, material property, and external loads, etc.) at the offline stage.
2: Build a finite element model and run the simulation to obtain displacement results $u^*(x_{col}^i)$ at all nodes of a tunnel ring.
3: Generate the coordinates of sampling points $\{x_{col}^i\}_{i=1}^{N_{col}}$, $\{x_{freebc}^i\}_{i=1}^{N_{freebc}}$, $\{x_{nbc}^i\}_{i=1}^{N_{nbc}}$.
4: Initialize the neural network $NN(x; \theta)$, task weights $\alpha_i$ and unknown loads $P_j$.
5: Minimize the loss function to compute the optimal parameter $\Theta_0^*$. $\triangleright$ Eq. (20)
6: Save the neural network parameters $\theta^*_0$ (weights and biases).
7: for $n = 1, \ldots, N$ do
8: Select the tunnel cross-section $S_n$ to be analyzed at the online stage.
9: Obtain the displacement measurements at some selected monitoring points of $S_n$.
10: Generate the coordinates of sampling points $\{x_{col}^i\}_{i=1}^{N_{col}}$, $\{x_{freebc}^i\}_{i=1}^{N_{freebc}}$, $\{x_{nbc}^i\}_{i=1}^{N_{nbc}}$.
11: Obtain the displacements $u^*(x_{col}^i)$ at all points $x_{col}^i$ using Kriging method.
12: Load the neural network parameters $\theta^*_0$ as a pre-trained model.
13: Freeze the initial three layers and fine-tune the remaining network parameters.
14: Initialize task weights $\alpha_i$ and unknown loads $P_j$.
15: Minimize the loss function to compute the optimal parameter $\Theta_n^*$. $\triangleright$ Eq. (20)
16: Results: predicted external loads $P_j$ acting on the tunnel lining.
17: end for

The machine learning processes were implemented in Pytorch [68], and all the parameters were optimized using the Adam optimizer [78]. Details on the hyper-parameter settings are shown in Table 1. The neural networks were trained in Google Colab on a NVIDIA Tesla P100 GPU.

| Hyperparameters setting in the codes | Initial value | learning rate |
|-------------------------------------|---------------|---------------|
| Neural network parameter $\theta$  | Default weight initialization | 0.001 |
| Task weights $\alpha_i$            | 1.0           | 0.0001        |
| Unknown loads $P_j$                | 1.0           | 0.001         |
| Tunable parameters in transfer learning | -             | 0.0005        |

3. Numerical experiments

In the following, we present five numerical examples that illustrate the performance of the proposed PINN method in the context of a forward problem (Section 3.1) and four inverse problems (Section 3.2). In order to demonstrate the performance of the proposed method in both 2D and 3D inverse analyses, the example in Section 3.2.1 is concerned with a 3D problem, while the remaining examples (in Section 3.2.2, Section 3.2.3, and
Figure 4: A schematic of transfer learning: (a) update of network parameters and (b) loss function convergence over iteration steps

Section 3.2.4) are associated with 2D tunnel rings. Furthermore, the efficiency of transfer learning concept for the training of NNs in an inverse analysis is also illustrated in Section 3.2.3 and Section 3.2.4.

3.1. Forward benchmark problem: Thick cylinder under internal pressure

The first example is a classical benchmark problem of a thick elastic cylinder which is subjected to internal pressure. The analysis is formulated as a two dimensional plane stress problem. Three different methods, i.e. plain PINN, dimensionless PINN and dimensionless PINN with multi-task learning, are implemented for comparison. The dimensionless PINN here means that no weight is assigned to each learning task, while the plain PINN is more simplified, where all the physical quantities maintain unscaled. Figure 4 (a) illustrates the geometry and the boundary conditions for this problem. The neural networks are trained using a grid of $80 \times 80$ training points, i.e. $N_{col} = 6400$, over the computational domain (see Fig. 4 (b)). The boundary conditions are trained with an additional 80 training points per edge, i.e. $N_{nbc} = N_{freebc} = 80; N_{dbc} = 160$.

As a reference, the analytical solution for the displacement field in $x$ and $y$-axis is

$$u_x = \frac{R_a^2 Pr}{E (R_b^2 - R_a^2)} \left( 1 - \nu + \left( \frac{R_b}{r} \right)^2 (1 + \nu) \right) \cos \theta,$$

$$u_y = \frac{R_a^2 Pr}{E (R_b^2 - R_a^2)} \left( 1 - \nu + \left( \frac{R_b}{r} \right)^2 (1 + \nu) \right) \sin \theta,$$  \ (21)
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and the components of the stress field obtained are provided below:

\[
\begin{align*}
\sigma_{rr}(r, \beta) &= \frac{R_a^2 P}{R_b^2 - R_a^2} \left(1 - \frac{R_b^2}{r^2}\right), \\
\sigma_{\beta\beta}(r, \beta) &= \frac{R_a^2 P}{R_b^2 - R_a^2} \left(1 + \frac{R_b^2}{r^2}\right), \\
\sigma_{r\beta}(r, \beta) &= 0,
\end{align*}
\]

(22)

where \(\{r, \beta\}\) denote polar coordinates with origin in the center. The inner radius and outer radius of the cylinder are \(R_a = 1\) and \(R_b = 5\) respectively. The pressure \(P\) is applied on the inner circular edge with \(P = 20\). The material properties considered for this example are \(E = 1 \times 10^5\) and \(\nu = 0.3\). The scaling factors for non-dimensionalization are chosen as \(l_c = 5.0\) and \(u_c = 0.0003\). The Dirichlet boundary conditions are a-priori fulfilled by defining:

\[
\hat{u}_x = \bar{u}_x \times \bar{y}, \quad \hat{u}_y = \bar{u}_y \times \bar{x}.
\]

(23)

In Fig. 5 we compare the prediction results after 50000 training steps. Compared to that of plain PINN, the maximum \(L_2\) error of field outputs after non-dimensionalization is reduced from over 100% to less than 3%, which indicates that the non-dimensionalization can significantly improve the performance of PINN. Removing the units of measurement enables not only the comparability of each term in the loss function but also the feature normalization of both network input and output. Considering the relative \(L_2\) error (shown in Fig. 5) of results, multi-task learning can further increase the accuracy by ensuring that each task in the loss function is learned simultaneously during gradient descent. Figure 6 shows the convergence of each individual term in the loss function.

3.2. Inverse problem: Prediction of external loads on structures

The observational data involved in this section are technically supposed to be obtained from actual experiments/measurements. In this paper, synthetic data obtained from finite element simulations are considered as measured data in order to evaluate the prediction capability of PINN models. The nodes of finite element model and their displacements are regarded as collocation training points and ground truth data for supervised learning, respectively.

3.2.1. 3D beam under uniaxial tension

The first example considers a \(10 \times 2 \times 2\) beam as shown in Fig. 7 (a). A tensile load \(P = 2.0\) is applied uniformly at both ends of the beam. The material properties of the beam are \(E = 500\) and \(\nu = 0.3\). The scaling factors are chosen as \(l_c = 5.0\) and \(u_c = 0.04\). The FEM solution is generated from a \(100 \times 20 \times 20\) elements uniform mesh. The boundary conditions points are selected uniformly with the spacing of 0.005. To evaluate the effect of noise in the observational data on the performance of PINN, we add white Gaussian noise to the exact FEM solution \(\mathbf{u}^*\) to obtain the displacement fields \(\mathbf{u}^*\). The \(L_2\) norm errors between \(\mathbf{u}^*\) and \(\mathbf{u}^{**}\) are 10.690%, 9.292%, and 9.914% in X, Y and Z directions, respectively.
Figure 5: Displacement and stress components of thick cylinder under internal pressure: (a) plain PINN, (b) dimensionless PINN and (c) dimensionless PINN with multi-task learning.

Figure 7 (b) shows the convergence of the unknown tensile load after 20,000 training epochs, with the final trained load $P = 2.00207$ (error: 0.207%), which demonstrates adequate accuracy. In addition, we also track the mean square error between PINN predictions.
and the ground truth FEM solution $u^{**}$, which reads as:

$$MSE_{true} = \frac{1}{N_{col}} \sum_{i=1}^{N_{col}} \| \bar{u}(x_{i}^{col}; \Theta) - \bar{u}^{**}(x_{i}^{col}) \|^2_2.$$  \hspace{1cm}(24)

Figures 7 (c) and 7 (d) show evolution of all loss terms associated with Eq. (20) and Eq. (24). It is noteworthy that $MSE_{data}$, see Eq. 20, is always fluctuating but not decreasing further after 5000 training epochs, denoting that the involvement of physics laws prevent the neural network from overfitting on noisy data. However, $MSE_{true}$ keeps dropping even to the magnitude of $10^{-7}$, which indicates that PINN method can identify the correct solution from noisy data (even those with an error of around 10%) and is robust to Gaussian noise.

3.2.2. 2D tunnel ring with two acting loads (2p): training from the beginning

From section 3.2.2 we focus on the inverse analysis of the tunnel lining, which is considered as a two-dimensional homogeneous isotropic ring. Given that the dimension of tunnel length is very large compared to the others, the problem can be regarded as a plane strain problem. In this part, the steps 1-6 at the offline stage in Algorithm 1 are carried out.

As shown in Fig. 8 (a), the tunnel ring has an outer radius of 4m and a thickness of 0.5m. In light of the surrounding pressure generated by the soil medium, two uniformly distributed pressures $P_1 = 100kN$ and $P_2 = 80kN$ are directly applied on the structure, which can be considered as simplified vertical and lateral soil pressures respectively. Thus the research subject in section 3.2.2 is referred to as case 2p. The modulus of elasticity of concrete is 30GPa, and the Poisson’s ratio is 0.2. The scaling parameters are chosen as $l_c = 4.0$ and $u_c = 0.0018$.

Figure 8 (b) depicts the sampling scheme of uniformly distributed training points for case 2p. Considering the sensor noise and environmental disturbance in the practical tunnel monitoring, some Gaussian noise are added to the exact FEM solution $u^{**}$ to obtain the displacement fields $u^*$ with $L_2$ errors of 11.250% and 10.060% in X and Y directions,
Figure 7: PINN model for prediction of 3D beam under uniaxial tension: (a) training point distribution, (b) prediction convergence of load, (c) convergence of physics loss and (d) convergence of data loss respectively. The purpose of this procedure is also to facilitate comparison of the impact of error types on PINN’s performance in section 3.2.4.

Figure 9 shows the displacement field as well as the stress field obtained from PINN after 100000 training epochs. Figure 10 shows the convergence of the unknown load. The final solutions are $P_1 = 100.376kN$ (0.376%) and $P_2 = 81.080kN$ (1.350%), which are sufficiently accurate. The evolution of each loss term is given in Fig. 11. It can be observed that $MSE_{data}$ hardly decreases after 25000 steps but $MSE_{true}$ still keeps decreasing, which is similar to that of the 3D beam example.

### 3.2.3. 2D tunnel ring with four acting loads (4p): fine-tuning the pre-trained model

Here, we consider two more complicated loading conditions as shown in Fig. 12 (a) and Fig. 12 (b), where four uniformly distributed pressures are applied on the tunnel rings. Therefore, the examples in section 3.2.3 are referred to as 4p. The structural deformation patterns are different for two loading scenarios, depending on whether the inward convergence is at the top (i.e. case 4p.a) or from the sides (i.e. case 4p.b). The geometry of
Figure 8: PINN model for prediction of loads applied on the 2D tunnel ring $2p$: (a) tunnel lining subjected to simplified vertical and lateral soil pressures ($P_1 = 100kN$ and $P_2 = 80kN$) and (b) sampling scheme of training points (Numbers of points are indicated in parentheses.)

Figure 9: Resulting components of displacement vector field and stress tensor fields for case $2p$

the structure and the material properties remain the same as that in section 3.2.2. The displacement field scaling parameters are $u_c = 0.0024$ and $u_c = 0.002$, respectively.

Figure 12 (c) depicts the sampling scheme of the training points for both loading cases. Some Gaussian noise are added to the exact FEM solution $u^{**}$ to obtain the displacement fields $u^*$ with $L_2$ errors of 9.223% and 8.585% in X and Y directions for case $4p_a$, while $L_2$ errors in X and Y directions for case $4p_b$ are 8.731% and 8.814%, respectively.

According to the steps 7-17 at the online stage in Algorithm 1, we firstly froze the parameters in the first three layers of the neural network obtained from the case $2p$. The
remaining parameters are fine-tuned with a learning rate of 0.0005 to realize the transfer learning for $4p_a$ and $4p_b$.

Figures 13 and 14 show the convergence of the unknown loads. Tables 2 and 3 summarize all the predicted results of unknown loads for both scenarios and the corresponding computational times. In general, the inverse analysis of predicting acting loads in both cases can be solved appropriately using PINNs with transfer learning. The average prediction errors for all four acting loads in scenarios $4p_a$ and $4p_b$ are only less than 2%. Considering the pre-trained model in scenario $2p$ as the basis for transfer learning to the prediction models in both investigated cases $4p_a$ and $4p_b$, it is shown that the good prediction is achieved not only with a similar scenario to pre-trained scenario (scenarios $4p_a$ and $2p$) but also with an unlike scenario (scenarios $4p_b$ and $2p$), which shows the robustness of the proposed PINNs approach. For better comparison, we also provide the results obtained by training the neural networks without transfer learning. It can be seen that the
Figure 12: PINN model for prediction of loads applied on the 2D tunnel ring 4p: (a) tunnel lining 4p,a subjected to four loads ($P_1 = 130kN$, $P_2 = 120kN$, $P_3 = 110kN$, $P_4 = 100kN$), (b) tunnel lining 4p,b subjected to another four loads ($P_5 = 100kN$, $P_6 = 110kN$, $P_7 = 120kN$, $P_8 = 130kN$) and (c) sampling scheme of training points (Numbers of points are indicated in parentheses.)

Table 2: Final predictions of PINN of case 4p.a

|       | $P_1$  | $P_2$  | $P_3$  | $P_4$  | Time (min) |
|-------|--------|--------|--------|--------|------------|
| True value | 130000 | 120000 | 110000 | 100000 | -          |
| Gaussian noise (transfer) | 129459.8 | 126371.8 | 111674.5 | 99898.7 | 15         |
| (0.416%) | (5.310%) | (1.522%) | (0.101%) |        |
| Gaussian noise (no transfer) | 129213.4 | 120106.6 | 110350.7 | 105558.6 | 80         |
| (0.605%) | (0.089%) | (0.319%) | (5.559%) |        |

prediction results of transfer learning and training from the beginning are approximately close in accuracy for both cases. As shown in Fig. 3 (b), the initial network parameter for a pre-trained model does not guarantee the absolute convergence to the global optimum after gradient descent, and it may easily fall into an adjacent local minimum. The PINNs without transfer learning can also converge to a physics-obeying local minimum instead of the global minimum [79, 80]. Therefore, the final accuracy of PINN predictions based on Gaussian noisy data strongly depends on the characteristics of loss landscape. Model transfer is also robust to Gaussian noise. The parameter freezing greatly reduces the training cost and retains some physical characteristics, which speeds up the training process.

3.2.4. 2D tunnel ring with four acting loads (4p′): model transfer with data from Kriging

In this section, we still focus on the same loading scenarios shown in Fig. 12. For distinction, the examples in section 3.2.4 are referred to as 4p′. For a practical-oriented application in tunnel engineering, available monitoring data are assumed to be collected from a limited number of locations around the lining ring, so Kriging interpolation has to be adopted for the reconstruction of the whole displacement field. Here we consider
two different monitoring schemes. For the first one, there are a total of 14 selected edges along the ring direction, with each containing 14 monitoring points. This strategy is called $14 \times 14$ and is shown in Fig. 15 (a). In addition to the $14 \times 14$ scheme, we provide another scheme $14 \times 10$, as shown in Fig. 15 (b). The number of monitoring edges in this scheme is reduced to 10, but each edge still has 14 interpolation points. Table 4 shows all the $L_2$ errors of final obtained displacements $u^*$ from the Kriging method, as compared to ”true” displacements from FEM simulations. Procedures at the online stage are carried out again for load prediction.
Figure 14: Convergence of external loads for case 4 where $b$ based on data with Gaussian noise.

Figure 15: PINN model for prediction of loads applied on the 2D tunnel ring 4$p$: (a) tunnel lining subjected to a more complicated loading condition, (b) sampling scheme of training points (Numbers of points are indicated in parentheses.), (c) Kriging scheme $14 \times 14$ and (d) Kriging scheme $14 \times 10$. 
Table 4: $L_2$ error of Kriging interpolation

|                  | $L_2$ error in X-direction | $L_2$ error in Y-direction |
|------------------|----------------------------|----------------------------|
| $4p'_a (14 \times 14)$ | 5.742%                     | 2.066%                     |
| $4p'_a (14 \times 10)$  | 20.660%                    | 7.991%                     |
| $4p'_b (14 \times 14)$  | 4.236%                     | 1.833%                     |
| $4p'_b (14 \times 10)$  | 21.180%                    | 11.500%                    |

Figures 16 and 17 show the convergence of the unknown loads for cases $4p'_a$ and $4p'_b$, respectively. Tables 5 and 6 summarize all the predicted results of unknown loads for all schemes and the corresponding computational times. For better comparison, we also provide the results obtained by training the neural networks without transfer learning. In general, the prediction results using transfer learning are more accurate than those trained from the beginning for both Kriging reconstruction schemes in two loading scenarios. The predictions accuracy is still within the acceptable tolerance even when the Kriging interpolation error reaches 20% in the $14 \times 10$ scheme. Prior knowledge inherited from the pre-trained model can greatly avoid the over-fitting on data with large errors. With regard
Table 5: Final predictions of PINN of case $4p'_{\alpha}$

|                      | $P_1$          | $P_2$          | $P_3$          | $P_4$          | Time (min) |
|----------------------|----------------|----------------|----------------|----------------|-------------|
| True value           | 130000         | 120000         | 110000         | 100000         | -           |
| $14 \times 14$ (transfer) | 127335.8       | 123462.2       | 111400.0       | 103479.2       | 15          |
|                      | (2.049%)       | (2.885%)       | (1.273%)       | (3.479%)       |             |
| $14 \times 14$ (no transfer) | 127251.3       | 119330.1       | 109521.9       | 110568.9       | 80          |
|                      | (2.114%)       | (0.558%)       | (0.435%)       | (10.569%)      |             |
| $14 \times 10$ (transfer) | 122604.0       | 120272.0       | 109516.1       | 102036.4       | 15          |
|                      | (5.689%)       | (0.227%)       | (0.440%)       | (2.036%)       |             |
| $14 \times 10$ (no transfer) | 123200.9       | 113619.1       | 105053.9       | 111488.0       | 80          |
|                      | (5.230%)       | (5.317%)       | (4.496%)       | (11.488%)      |             |

Figure 17: Convergence of external loads for case $4p'_{\beta}$ based on data from Kriging

To the computing effort, the required training time in case of adopting transfer learning is only around 15 minutes, which is suitable for real-time applications in practical tunnel projects. It is noted that although the interpolation error from Kriging method of the $14 \times 14$ scheme in case of not applying transfer learning is not that big (around 5%), the
Table 6: Final predictions of PINN of case 4p,b

|       | $P_5$      | $P_6$      | $P_7$      | $P_8$      | Time (min) |
|-------|------------|------------|------------|------------|------------|
| True value | 100000    | 110000    | 120000    | 130000    |            |
| $14 \times 14$ (transfer) | 102232.2 (2.232%) | 106797.8 (2.911%) | 119574.4 (0.355%) | 123723.0 (3.103%) | 15         |
| $14 \times 14$ (no transfer) | 98253.0 (1.747%) | 105128.4 (4.292%) | 114092.1 (4.923%) | 112957.0 (13.110%) | 80         |
| $14 \times 10$ (transfer) | 105654.5 (5.655%) | 108819.7 (1.073%) | 121212.5 (1.011%) | 124293.3 (4.390%) | 15         |
| $14 \times 10$ (no transfer) | 88882.5 (11.118%) | 94828.8 (13.792%) | 105704.6 (11.913%) | 100056.6 (23.033%) | 80         |

prediction for load $P_4$ (exceeding the tolerance of 10%) is not as good as compared to the predictions for loads $P_1$, $P_2$ and $P_3$ (less than 3%). While, the prediction errors for all loads are more evenly distributed around 1% to 3% if transfer learning is adopted. In this example, using transfer learning can outperform the traditional approach, which is the training NNs from scratch. In addition, the inaccurate prediction indicates also the sensitivity of PINNs to the noise type. Follow-up work should be shifted to some other generative models for field reconstructions, which will be discussed in detail in the next section.

4. Conclusions

In this paper, the following conclusions can be drawn: (1) The non-dimensionalization of the governing equation of elasticity and the utilization of homoscedastic uncertainty in Bayesian modeling to capture the relative confidence between different learning tasks have significantly improved the performance of PINNs; (2) In case of setting the labels of boundary conditions as learnable parameters, with the support of enough observational data (even those with noise) and under the regularization of physics laws, the neural network is successfully characterized the unknown loads of a structural system; (3) The introduced transfer learning based two-stage learning approach has been successfully applied to the inverse analysis of tunnel structures, i.e. predicting the undiscovered surrounding pressures based on a limited number of displacement measurements. Although the offline model is trained previously in a simplified scenario, some physics features can be extracted and exploited, which guides the neural network at the online stage to accurately predict external loads. Good predictions for unknown acting loads are obtained not only in a scenario with similar boundary conditions but also with unlike conditions as compared to the boundary conditions in the pre-trained scenario. Furthermore, the computational cost is significantly reduced, which enables for a real-time application in practice tunnel engineering.

While numerical results presented in this paper show that our approach is promising for the inverse analysis of tunnel structures, some extensions to this work can be addressed
in future studies. For the analysis of tunnel structures, we assume that the surrounding pressure is uniformly distributed on several specific regions. The effect of the number of loads on the prediction accuracy still needs further investigation. Concentrated loads should also be taken into consideration. Moreover, the tunnel lining can be modeled as segmental lining for a more realistic representation. The joints between lining segments must be considered to account for the displacement components arising from kinematics. Although Kriging is an effective interpolation method, the generated interpolation error, even that of small values, may lead to the neural network’s convergence to incorrect solutions. Since neural networks are very robust to Gaussian noise, some other generative models can be utilized instead of Kriging models for the reconstructions of displacement fields, e.g. generative adversarial networks (GANs) and variational autoencoders (VAEs). The displacement fields reconstructed by such models usually have Gaussian noise, which can be well handled by PINNs as shown in Section 3.2.3, while the layout of monitoring points can be more flexible. In this paper, the monitoring points are uniformly distributed, however, in practice even fewer sensors are usually installed only on the inner surface of tunnel linings. With these deep learning based inpainting approaches, displacement field reconstruction can be more easily achieved.
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