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Abstract—This paper considers the problem of minimizing the time average of a controlled stochastic process subject to multiple time average constraints on other related processes. The probability distribution of the random events in the system is unknown to the controller. A typical application is time average power minimization subject to network throughput constraints for different users in a network with time varying channel conditions. We show that with probability at least 1 − 2δ, the classical drift-plus-penalty algorithm provides a sample path approximation to optimality with a convergence time $O(\varepsilon^{-2} \log \frac{1}{\delta})$, where $\varepsilon > 0$ is a parameter related to the algorithm. When there is only one constraint, we further show that the convergence time can be improved to $\frac{\log^2}{\varepsilon^2}$.

I. INTRODUCTION

Consider a slotted time system with slots $t \in \{1, 2, 3, \ldots\}$ with an independent and identically distributed (i.i.d.) process $\{w[t]\}_{t=1}^{\infty}$, which takes values in an arbitrary set $W$ with a probability distribution unknown to the controller. At each time slot, the controller observes the realization $w[t]$ and picks a decision vector $z[t] \triangleq (z_0[t], z_1[t], \ldots, z_L[t]) \in \mathcal{A}(w[t])$, where $\mathcal{A}(w[t]) \in \mathbb{R}^{L+1}$ is an option set which possibly depends on $w[t]$.

The goal is to minimize the time average of the objective $z_0[t]$ subject to $L$ time average constraints on processes $z_l[t]$, $l = 0, 1, \ldots, L$, respectively. Let

$$\bar{z}_l = \limsup_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} z_l[t], \quad l \in \{0, 1, 2, \ldots, L\}.$$ 

Then we write the stochastic optimization problem as

$$\min \quad z_0$$

subject to

$$z_l \leq 0, \quad \forall l \in \{1, 2, \ldots, L\},$$

and

$$z_l[t] \in \mathcal{A}(w[t]), \quad \forall t \in \{1, 2, \ldots\},$$

where both the minimum and constraints are taken in an almost sure (probability 1) sense. We assume the problem is feasible and the minimum does exist.

A. Related problems and applications

Problems with the above formulation is common in wireless communications and networking. For example, $w[t]$ can represent a vector of the time varying channel conditions.
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B. The drift-plus-penalty algorithm

This subsection briefly introduces the drift-plus-penalty algorithm. This algorithm is previously introduced in [7], [8] and [13] with a provable $O(\varepsilon)$ approximation solution to (1)-(3) as $T$ goes to infinity. It has been applied to solve various problems in wireless communications and networking ([8], [10]). For more recent applications in...
encounter-based network and mobile edge network, see [11] and [12].

Define $L$ virtual queues $Q_l[t]$, $l \in \{1, 2, \ldots, L\}$ which are 0 at $t = 1$ and updated as follows:

$$Q_l[t+1] = \max \{ Q_l[t] + z_l[t], 0 \}.$$  

(4)

Meanwhile, denote $Q(t) = \left( Q_1, Q_2, \ldots, Q_L \right)$. The basic intuition behind the virtual idea is that if an algorithm can stabilize $Q_l[t]$, $\forall l \in \{1, 2, \ldots, L\}$, then, the average “rate” $z_l$ is below 0 and the constraints are satisfied. Then, the algorithm proceeds as follows via a fixed trade off parameter $V > 0$:

- At the beginning of each time slot $t$, observe $w[t]$, $Q_l[t]$ and take $z_l[t] \in A(w[t])$ so as to solve the following unconstrained optimization problem:

$$\min_{z_l[t] \in A(w[t])} Vz_0[t] + \sum_{l=1}^{L} Q_l[t]z_l[t].$$

(5)

In other words, the solution treats $Q_l[t]$ and $w[t]$ as given constants and chooses $z_l[t]$ in $A(w[t])$ to minimize the above expression.

- Update the virtual queues

$$Q_l[t+1] = \max\{ Q_l[t] + z_l[t], 0 \} \quad \forall l \in \{1, 2, \ldots, L\}.$$  

In the current work, we focus on its sample path analysis in finite time: It computes the convergence time required to achieve an $O(\varepsilon)$ approximation with high probability, as discussed in the next subsections.

C. Related algorithms and convergence time

The algorithm introduced in the last section is closely related to the idea of opportunistic scheduling, which was pioneered by Tassiulas and Ephremides in [5] and [6]. A max-weight algorithm was first introduced in their works to stabilize multiple parallel queues in data networks. The drift-plus-penalty algorithm builds upon max-weight algorithm to further maximize the network utility or minimize energy consumption while stabilizing the queue in the network at the same time (17 and 18). A sample path asymptotic analysis is presented in [18] using the strong law of large numbers for supermartingale difference sequences. Under mild assumptions on $z_l[t]$, it shows that the drift-plus-penalty algorithm satisfies constraints [2]-[3] and achieves the near optimality

$$z_0 \leq z^{opt} + O(\varepsilon),$$

with probability 1, where $z^{opt}$ is the minimum achieved by the optimization problem (1). Throughout the paper, we use the notation $O(\varepsilon)$ to hide an absolute constant $M$ meaning for all sufficiently small $\varepsilon$, there exists a constant $M > 0$ such that $z_0 \leq z^{opt} + M\varepsilon$.

Next, consider the problem of convergence time analysis, i.e., the number of slots needed for the desired near optimality to kick in. Most previous works (such as [14], [15] and [16]) focus on the expected time average performance and only require the constraints to hold in an expected sense. The work in [14] proves that the same drift-plus-penalty algorithm described in section [13] gives an $O(\varepsilon)$ approximation defined in the following manner:

$$\frac{1}{T} \sum_{t=1}^{T} \mathbb{E}[z_0[t]] \leq z^{opt} + O(\varepsilon),$$

(6)

$$\frac{1}{T} \sum_{t=1}^{T} \mathbb{E}[z_l[t]] \leq O(\varepsilon), \quad \forall l \in \{1, 2, \ldots, L\},$$

(7)

with the convergence time $T = O(1/\varepsilon^2)$. Work in [16] demonstrates near-optimal $O((\log(1/\varepsilon))/\varepsilon)$ convergence time for one constraint. An improved convergence time of $O(1/\varepsilon)$ is shown in [15] in deterministic problems.

The drift-plus-penalty algorithm can also be viewed as a dual algorithm with averaged primals. A similar stochastic dual algorithm for constrained stochastic optimization in [17] is shown to satisfy the constraints and achieve the near optimality asymptotically with probability 1 as well. A similar $O(1/\varepsilon^2)$ convergence time result for a dual subgradient method is shown in [18] in the case of deterministic convex optimization. Related work in [19] applies a dual subgradient method for non-stochastic optimization in a network scheduling problem. The work in [20] further considers the dual subgradient method with stochastic approximations in network scheduling. Other related optimization methods for queuing networks are also treated via fluid limits for Markov chains in [21], [24].

D. Contributions and roadmap to proof

This paper considers the drift-plus-penalty algorithm for stochastic optimization problem (1) and, for the first time, gives a sample path convergence time result. Specifically, for a general stochastic optimization of the form (1), we show that for any $\delta > 0$ and $\varepsilon > 0$, with probability at least $1 - 2\delta$, the drift-plus-penalty algorithm gives an $O(\varepsilon)$ approximation as follows:

$$\frac{1}{T} \sum_{t=1}^{T} z_0[t] \leq z^{opt} + O(\varepsilon),$$

$$\frac{1}{T} \sum_{t=1}^{T} z_l[t] \leq O(\varepsilon), \quad \forall l \in \{1, 2, \ldots, L\},$$

with convergence time $T = \frac{1}{\varepsilon^2} \max \{ \log^2 \frac{1}{\varepsilon} \log^2 \frac{1}{\varepsilon}, \log^3 \frac{1}{\varepsilon} \}$. Compared to [9]-[7], we removed the expectations at the cost of an extra logarithm factor on the convergence time. Furthermore, when there is only one time average constraint in (1) (i.e. $L = 1$), we show that the convergence time can be improved to $\frac{1}{\varepsilon^2} \log^2 \frac{1}{\varepsilon}$.

The proof starts by showing the sum-up drift-plus penalty expression is a supermartingale. The prime difficulty is that the difference sequence of this supermartingale is potentially unbounded, which prevents us from using established concentration inequalities. We overcome this difficulty by truncation. Specifically, in the general case where there are multiple constraints, we proceed with the following three steps:

1) Truncate the original supermartingale using a stopping time, which gives us another supermartingale with bounded difference.
2) Show that the tail probability of the original supermartingale is upper bounded by the tail probability of the truncated one plus the probability of occurrence of the stopping time.

3) Bound the tail probability of the truncated supermartingale by a concentration result and bound the probability of stopping time occurrence by an exponential tail bound of the virtual queue processes.

In the special case where there is only one constraint, we show that performing a truncation using a deterministic constant instead of a stopping time is enough to construct a supermartingale with bounded difference, thereby giving a better convergence time result.

II. ASSUMPTIONS AND PRELiminaries

A. Basic assumptions

Assumption 1. For any \( t \in \{1, 2, \ldots \} \), the vector \( z[t] \in A(w[t]) \) satisfies

\[
|z_0[t]| \leq z_{\text{max}}, \\
\sqrt{\sum_{l=1}^{L} z_l[t]^2} \leq B.
\]

where \( z_{\text{max}} \) and \( B \) are positive constants.

In addition, we also need the following compactness assumption.

Assumption 2. For any \( w \in W \), the set \( A(w) \) is a compact subset of \( \mathbb{R}^{L+1} \).

This assumption is not crucial in our analysis. However, it guarantees that there is always an optimal solution to (3) within the drift-plus-penalty algorithm, and thereby reduces us from unnecessary complexities in the convergence time analysis.

Assumption 3. (\( \xi \)-slackness) There exists a randomized stationary policy \( z^*(t) \) such that all constraints are satisfied with \( \xi > 0 \) slackness, i.e.,

\[
\mathbb{E}[z_i^{(L)}[t]] \leq -\xi, \quad \forall l \in \{1, 2, \ldots, L\}.
\]

The sets \( A(w[t]) \) are not required to have any additional structure beyond these assumptions. In particular, the sets \( A(w[t]) \) might be finite, infinite, convex, or nonconvex.

B. Interpretation of drift-plus-penalty

We define the squared norm of the virtual queue vector as

\[
\|Q[t]\|^2 = \sum_{l=1}^{L} Q_l[t]^2.
\]

Define the drift of the virtual queue vector as follows:

\[
\Delta[t] = \frac{1}{2} (\|Q[t+1]\|^2 - \|Q[t]\|^2).
\]

The drift-plus-penalty algorithm observes the vector \( Q[t] \) and random event \( w[t] \) at every slot \( t \), and then makes a decision

\[
z[t] \in A(w[t])
\]

to greedily minimize an upper bound on the drift-plus-penalty expression

\[
\mathbb{E}[\Delta[t] + V z_0[t] \mid Q[t], w[t]].
\]

To bound \( \Delta[t] \), for any \( l \in \{1, 2, \ldots, L\} \), we square (3) from both sides and use the fact that \( \max\{z, 0\}^2 \leq z^2 \) to obtain:

\[
Q_l[t+1]^2 \leq Q_l[t]^2 + z_l[t]^2 + 2Q_l[t]z_l[t].
\]

According to Assumption 1

\[
\Delta[t] \leq \frac{B^2}{2} + \sum_{l=1}^{L} Q_l[t]z_l[t].
\]

Thus, adding \( V z_0[t] \) from both sides and taking the conditional expectation gives,

\[
\mathbb{E}[\Delta[t] + V z_0[t] \mid Q[t], w[t]]
\]

\[
\leq \frac{B^2}{2} + \mathbb{E} \left[ \sum_{l=1}^{L} Q_l[t]z_l[t] + V z_0[t] \mid Q[t], w[t] \right]
\]

\[
= \frac{B^2}{2} + \sum_{l=1}^{L} Q_l[t]z_l[t] + V z_0[t],
\]

where the equality comes from the fact that given \( Q[t] \) and \( w[t] \), the term \( \sum_{l=1}^{L} Q_l[t]z_l[t] + V z_0[t] \) is a constant. Thus, as we have already seen in section II-B, the drift-plus-penalty algorithm observes the vector \( Q[t] \) and random event \( w[t] \) at slot \( t \), and minimizes the right hand side of (9).

C. Optimization over randomized stationary algorithms

A key feature of the drift-plus-penalty algorithm is that it is performed without knowing the probability distribution of the random events. Suppose for the moment that the controller does know the probability distribution of the random events. Then, consider the following class of randomized stationary algorithms: At the beginning of each time slot \( t \), after observing the random event \( w[t] \), the controller selects a decision vector \( z^*[t] \in A(w[t]) \) according to some probability distribution which depends only on \( w[t] \).

The following lemma shows that the optimal solution to (1)-(3) is achievable over the closure of all one-shot expectations of \( z^*[t] \):

Theorem 1 (Lemma 4.6 of [8]). Let \( z^{opt} \) be the minimum achieved by (1)-(3). Let \( \mathcal{P} \) be the subset of \( \mathbb{R}^{L+1} \) consisting of one-shot expectations \( \mathbb{E}[z^*[t]] \) achieved by all randomized stationary algorithms. Then, there exists a vector \( z^* \in \mathcal{P} \), such that

\[
z_0^* = z^{opt}, \quad z_l^* \leq 0, \quad \forall l \in \{1, 2, \ldots, L\},
\]

i.e., the optimality is achievable within \( \mathcal{P} \).

Note that \( \mathcal{P} \) cannot be explicitly constructed if the controller does not know the probability distribution of \( w[t] \). Thus, Theorem 1 cannot be used to compute the optimal solution to (1)-(3). However, we can use it to prove important results as is shown in the following section.
III. CONVERGENCE TIME ANALYSIS

For the rest of the paper, we implicitly assume that all lemmas and theorems are built on Assumption 1 to 3 and (1)-(3) is feasible.

A. Construction of a supermartingale

Define \( \mathcal{F}_t \) as the system history up to slot \( t \). The following lemma illustrates the key feature of the drift-plus-penalty algorithm.

**Lemma 1.** The following inequality holds for the drift-plus-penalty algorithm for any \( t \in \{1, 2, 3, \ldots \} \):

\[
E \left[ V(z_0[t] - z_{opt}) + \sum_{l=1}^{L} Q_l[t]z_l[t] \mid \mathcal{F}_{t-1} \right] \leq 0, \tag{12}
\]

*Proof:* Since the drift-plus-penalty algorithm minimizes the term on the right hand side of (12) over all possible decisions at time \( t \), it must achieve a smaller value on that term compared to that of any randomized stationary algorithm \( z^*[t] \). Formally, this is

\[
\sum_{l=1}^{L} Q_l[t]z_l[t] + Vz_0[t] \leq \sum_{l=1}^{L} Q_l[t]z^*_l[t] + Vz^*_0[t].
\]

Since for any \( l \in \{1, 2, \ldots, L\} \),

\[
Q_l[t] = \max\{Q_l[t-1] + z_l[t-1], 0\} \in \mathcal{F}_{t-1},
\]

taking expectations from both sides regarding \( w[t] \) gives

\[
E \left[ \sum_{l=1}^{L} Q_l[t]z_l[t] + Vz_0[t] \mid \mathcal{F}_{t-1} \right] \leq E \left[ \sum_{l=1}^{L} Q_l[t]z^*_l[t] + Vz^*_0[t] \mid \mathcal{F}_{t-1} \right] = \sum_{l=1}^{L} Q_l[t]E[z^*_l[t]] + V E[z^*_0[t]],
\]

where the last equality follows from the fact that the randomized stationary algorithm chooses \( z^*[t] \) based only on \( w[t] \) and thus independent of the virtual queues at time \( t \). Since \( E[z^*_l[t]] \in \mathcal{P} \), and above inequality holds for any randomized stationary algorithm, it follows

\[
E \left[ \sum_{l=1}^{L} Q_l[t]z_l[t] + Vz_0[t] \mid \mathcal{F}_{t-1} \right] \leq Vz^* + \sum_{l=1}^{L} Q_l[t]z^*_l,
\]

which implies the claim combining with Theorem 1. \( \square \)

With the help of the above lemma, we construct a supermartingale as follows,

**Lemma 2.** Define a process \( \{X[t]\}_{t=0}^{\infty} \) such that \( X[0] = 0 \) and

\[
X[t] = \sum_{i=1}^{t} \left( V(z_0[i] - z_{opt}) + \sum_{l=1}^{L} Q_l[i]z_l[i] \right).
\]

1Formally, \( \mathcal{F}_t \) is the sigma algebra generated by all random variables from slot 1 to slot \( t \), which include \( \{w[s]\}_{s=1}^{t} \), \( \{z[s]\}_{s=1}^{t} \) and \( \{Q_l[s]\}_{l=1}^{t} \).

Then, \( \{X[t]\}_{t=0}^{\infty} \) is a supermartingale.

*Proof:* First, it is obvious that \( |X[t]| < \infty \) and \( X[t] \in \mathcal{F}_t \) for any \( t \geq 0 \). Then, by (12), the following holds for any \( t \geq 1 \):

\[
E[X[t] \mid \mathcal{F}_{t-1}] = E\left[ V(z_0[t] - z_{opt}) + \sum_{l=1}^{L} Q_l[t]z_l[t] \mid \mathcal{F}_{t-1} \right] + X[t-1] \leq X[t-1].
\]

Thus, \( \{X[t]\}_{t=0}^{\infty} \) is a supermartingale. \( \square \)

B. Truncation by a stopping time

Although the process \( \{X[t]\}_{t=0}^{\infty} \) is a supermartingale, its difference sequence \( V(z_0[t] - z_{opt}) + \sum_{l=1}^{L} Q_l[t]z_l[t] \) is potentially unbounded because the virtual queue process \( \{Q_l[t]\}_{t=0}^{\infty} \) is not bounded. On the other hand, the bounded difference property is crucial for any well established concentration result to work (see [26] for details). The way to circumvent this problem is to use truncation. Intuitively, we can “stop” the process whenever the difference gets too large and this stopped process then satisfies the bounded difference property. The idea of truncation has been used under different scenarios (see [27] for sequential analysis and [28] for queue stability analysis). For basic definitions and lemmas related to stopping time and supermartingale, see Appendix A. For the rest of the paper, define \( a \wedge b \triangleq \min\{a, b\} \).

The following lemma introduces a truncated process \( \{Y[t]\}_{t=0}^{\infty} \), which has some desired properties.

**Lemma 3.** For any \( c_1 > 0 \), define

\[
\tau \triangleq \inf\{t > 0 : \|Q[t]\| > c_1\}.
\]

Meanwhile, for any \( t \geq 0 \), define

\[
Y[t] = X[t \wedge (\tau - 1)].
\]

Then, \( \{Y[t]\}_{t=0}^{\infty} \) has the following two properties:

1. The process \( \{Y[t]\}_{t=0}^{\infty} \) is a supermartingale.
2. The process \( \{Y[t]\}_{t=0}^{\infty} \) has bounded one-step differences,

\[
\|Y[t+1] - Y[t]\| \leq c_2, \forall t \geq 0,
\]

where \( c_2 = 2Vz_{max} + Bc_1 \).

*Proof: Proof of Property 1:* In order to apply Theorem 12 it is enough to show that \( \tau - 1 \) is a valid stopping time, i.e. \( \{\tau - 1 = t\} \in \mathcal{F}_t, \forall t \geq 0 \). Indeed, since \( Q[t+1] = \max\{Q[t] + z_l[t], 0\} \in \mathcal{F}_t, \forall t \geq 0 \) and \( \forall l \in \{1, 2, \ldots, L\} \), it follows that

\[
\{\tau - 1 = t\} = \{\tau = t + 1\} = \{\|Q[t+1]\| > c_1\} \cap \{\|Q[t]\| \leq c_1, \forall i \leq t\} \in \mathcal{F}_t.
\]

Since \( \{Y[t]\}_{t=0}^{\infty} \) is a supermartingale truncated by a stopping time, we apply Lemma 12 in Appendix A to conclude that it is also a supermartingale.

*Proof of Property 2:* The proof is provided in Appendix B. \( \square \)
The following lemma gives a concentration result for \{X[t]\}_{t=0}^\infty which is a supermartingale with possibly unbounded differences. The result is proved by a union bound argument.

**Lemma 4.** For the same sequence \{X[t]\}_{t=0}^\infty defined in Lemma 2, fix a time period \(T\) and define the “bad event” for each \(t \in \{1, 2, \ldots, T\}\) as follows:

\[
E_t \triangleq \{ \|Q[t]\| > c_1 \}
\]

for some \(c_1 > 0\). Then, we have for any \(\lambda > 0\),

\[
Pr(X[T] \geq \lambda) \leq \exp \left( -\frac{\lambda^2}{2Tc_1^2} \right) + \sum_{t=1}^T Pr(B_t).
\]

**Proof:** We first show that for any \(t \geq 1\), \(\{X[t] \neq Y[t]\} \subseteq \bigcup_{i=1}^t \{Q[t] \neq 0\}\). The proof is simple. Any event \(X[t] \neq Y[t]\) is equivalent to \(X[t \wedge (t-1)] \neq X[t]\). Thus, it follows \(t \wedge (t-1) \neq t\). This implies \(\tau < t \wedge (t-1)\) and \(\|Q[t]\|\) must exceed \(c_1\) within the first \(t\) slots. Thus, the event \(\{X[t] \neq Y[t]\}\) must belong to \(\bigcup_{t=1}^T \{Q[t] \neq 0\}\).

Now, we can bound the probability that \(X[T]\) ever gets large using a union bound, i.e.

\[
Pr(X[T] \geq \lambda) = Pr(X[T] = Y[T], Y[T] \geq \lambda) + Pr(X[T] \neq Y[T], X[T] \geq \lambda) \\
\leq Pr(Y[T] \geq \lambda) + Pr(X[T] \neq Y[T]) \\
\leq \exp \left( -\frac{\lambda^2}{2Tc_1^2} \right) + \sum_{t=1}^T Pr(B_t).
\]

where the second-to-last inequality uses Assumption 3 and Lemma 13 in Appendix A.

**C. Exponential tail bound of the virtual queue**

According to Lemma 4, it remains to show that the probability that the bad event occurs (i.e. \(Pr(B_t)\)) is small. The following preliminary lemma comes from the \(\xi\)-slackness assumption which states that \(\|Q[t]\|\) is not expected to be very large, which leads to a bound for \(Pr(B_t)\) shown in Corollary 1.

Note that the key intuition here is the queue length has an exponential tail bound under the well-known max-weight algorithm (See also Lemma 3 in 25). Our drift-plus-penalty algorithm builds upon max-weight algorithm and thus also has exponential tail bound on the queues (Lemma 5 and Corollary 1 below). Thus, intuitively, we are not “losing too much” if the queue is truncated at some appropriate level. This drives our truncation technique on the constructed supermartingales.

**Lemma 5.** The following holds for any \(t \in \mathbb{N}^+\) under the drift-plus-penalty algorithm,

\[
\|Q[t+1]\| - \|Q[t]\| \leq B,
\]

\[
\mathbb{E}[\|Q[t+1]\| - \|Q[t]\|] \leq \begin{cases} I_B, & \text{if } \|Q[t]\| \leq C_0V; \\ -\xi/2, & \text{if } \|Q[t]\| > C_0V. \end{cases}
\]

where \(C_0 \triangleq (4z_{\text{max}} + B^2 - \xi^2/\xi V, B, z_{\text{max}}\) are defined in Assumption 7 and \(\xi\) is defined in Assumption 2.

**Proof:** First of all, by definition of \(B\) and \(\xi\), we have \(B \geq \xi\) and \(C_0\) is always positive. According to Assumption 1, the increase (or decrease) of all queues are bounded during each slot, it follows for any \(t\),

\[
\|Q[t+1]\| - \|Q[t]\| \\
\leq \|Q[t]\| - Q[t]\|^2 \\
\leq \sum_{i=1}^L (\max\{Q_i[t] + z_i[t], 0\} - Q_i[t])^2 \\
\leq \sum_{i=1}^L z_i[t]^2 \leq B,
\]

where the first inequality follows from triangle inequality and the second from the last inequality follows from \(\max\{a + b, 0\} - a \leq |b|, \forall a, b \in \mathbb{R}\).

Next, suppose \(\|Q[t]\| > C_0V\). Then, since the drift-plus-penalty algorithm minimizes the term on the right hand side of 9 over all possible decisions at time \(t\), it must achieve smaller value on that term compared to that of \(\xi\)-slackness policy \(z(t)[t]\). Formally, this is

\[
\mathbb{E}\left[\sum_{i=1}^L Q_i[t]z_i[t] + V_{z_0}[t] Q[t], w[t]\right] \\
\leq \mathbb{E}\left[\sum_{i=1}^L Q_i[t]z_i^((\xi))[t] + V_{z_0^((\xi))[t]} Q[t], w[t]\right].
\]

Substitute this bound into the right hand side of 9 and take expectations from both sides to obtain

\[
\mathbb{E} [\Delta[t] + V_{z_0}[t] | Q[t]] \\
\leq \frac{B^2}{2} + \mathbb{E} \left[\sum_{i=1}^L Q_i[t]z_i^((\xi))[t] + V_{z_0^((\xi))[t]} Q[t] | Q[t]\right].
\]

This implies

\[
\mathbb{E} [|Q[t+1]|^2 - |Q[t]|^2 | Q[t]] \\
\leq B^2 + 2 \sum_{i=1}^L Q_i[t] \mathbb{E} [z_i^((\xi))[t] Q[t] + 4Vz_{\text{max}}] \\
\leq B^2 - 2\xi \sum_{i=1}^L Q_i[t] + 4Vz_{\text{max}} \\
\leq B^2 - 2\xi |Q[t]| + 4Vz_{\text{max}},
\]

where the second inequality follows from the \(\xi\)-slackness property and the assumption that \(z_i^((\xi))[t]\) is i.i.d. over slots and
hence independent of $Q_t$. This further implies

$$
\mathbb{E} \left[ \| Q[t+1] \|^2 \mid Q[t] \right] \\
\leq \| Q[t] \|^2 - 2 \xi \| Q[t] \| + B^2 + 4V_{\max} \\
= \| Q[t] \|^2 - 2 \xi \| Q[t] \| + B^2 + 4V_{\max} - \frac{\xi^2}{4} + \frac{\xi^2}{4} \\
= \| Q[t] \|^2 - 2 \xi \| Q[t] \| + B^2 + 4V_{\max} - \frac{\xi^2}{4} : \xi + \frac{\xi^2}{4} \\
\leq \| Q[t] \|^2 - \xi \| Q[t] \| + \frac{\xi^2}{4} = \left( \| Q[t] \| - \frac{\xi}{2} \right)^2,
$$

where the first inequality follows from the definition of $C_0$ and the second inequality follows from the assumption $\| Q[t] \| \geq C_0V$. Now take the square root from both sides to obtain

$$
\sqrt{\mathbb{E} \left[ \| Q[t+1] \|^2 \mid Q[t] \right]} \leq \| Q[t] \| - \frac{\xi}{2},
$$

By concavity of the $\sqrt{\cdot}$ function, we have $\mathbb{E} \left[ \| Q[t+1] \| \mid Q[t] \right] \leq \sqrt{\mathbb{E} \left[ \| Q[t+1] \|^2 \mid Q[t] \right]}$, thus,

$$
\mathbb{E} \left[ \| Q[t+1] \| \mid Q[t] \right] \leq \| Q[t] \| - \frac{\xi}{2},
$$

finishing the proof.

The following lemma gives us a bound on the moments whenever a random process satisfies the drift condition in Lemma 5. Its proof is given in [16].

**Lemma 6.** Let $K[n]$ be a real random process over $n \in \{1, 2, \ldots \}$ satisfying

$$
|K[n + 1] - K[n]| \leq \gamma, \\
\mathbb{E} \left[ K[n + 1] - K[n] \mid K[n] \right] \leq \begin{cases} 
\gamma, & K[n] < \sigma; \\
-\beta, & K[n] \geq \sigma.
\end{cases}
$$

for some positive real-valued $\sigma$, and $0 < \beta \leq \gamma$. Suppose $K[0] \in \mathbb{R}$ is finite. Then, at every $n \in \{1, 2, \ldots \}$, the following holds:

$$
\mathbb{E} \left[ e^{rK[n]} \right] \leq D + (e^{rK[1]} - D)\rho^n,
$$

where $0 < \rho < 1$ and

$$
r = \frac{\beta}{\gamma^2 + \gamma\beta/3}, \quad \rho = 1 - \frac{r\beta}{2}, \quad D = \frac{(e^{r\gamma} - \rho)e^{r\sigma}}{1 - \rho}.
$$

Using the above two lemmas, we have the following important corollary regarding the virtual queue vector.

**Corollary 1.** The following hold for any $t \in \{1, 2, \ldots \}$ under the drift-plus-penalty algorithm,

1. Bounded moments of virtual queues:

$$
\mathbb{E} \left[ e^{r\| Q[t] \|} \right] \leq D, \quad (13)
$$

where

$$
r = \frac{\beta}{6\sqrt{B^2 + B\xi}}, \quad D = \frac{(4e^{rB} + r\xi - 4)e^{rC_0V}}{r\xi},
$$

$B$ is defined in Assumption 7, $\xi$ is defined in 3 and $C_0$ is defined in Lemma 3.

2. Exponential tail bound: For any $c_1 > 0$, $c_2$, $c_3$, and $c_4$ are defined in Equations (10), (11), and (12), respectively.

$$
\mathbb{P} \left[ \| Q[t] \| > c_1 \right] \leq De^{-r_1c_1}, \quad (14)
$$

3. Asymptotic feasibility: For any $l \in \{1, 2, \ldots, L\}$

$$
\limsup_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T-1} z_l[t] \leq 0, \quad w.p.1. \quad (15)
$$

**Proof:** The first part follows directly from Lemma 5 and Lemma 6 by plugging in $\gamma = B$ and $\beta = \xi/2$ in Lemma 6. The second part follows from

$$
\mathbb{P} \left[ \| Q[t] \| > c_1 \right] = P \left[ e^{r\| Q[t] \|} > e^{r_1c_1} \right] \\
\leq \mathbb{E} \left[ e^{r\| Q[t] \|} \right] \leq De^{-r_1c_1},
$$

which is a direct application of Markov inequality. For the third part of the claim, taking $c_1 = \varepsilon T$ and obtain

$$
\mathbb{P} \left[ Q(T) > \varepsilon T \right] \leq De^{-r\varepsilon T}.
$$

Thus, we have

$$
\sum_{T=1}^{\infty} \mathbb{P} \left[ Q(T) > \varepsilon T \right] \leq D \sum_{T=1}^{\infty} e^{-r\varepsilon T} < +\infty.
$$

Thus, by the Borel-Cantelli lemma,

$$
\mathbb{P} \left[ Q(T) > \varepsilon T \right] \leq e^{-r\varepsilon T} \text{ for infinitely many } T = 0.
$$

Since $\varepsilon > 0$ is arbitrary, letting $\varepsilon \to 0$ gives

$$
\mathbb{P} \left[ \lim_{T \to \infty} \frac{Q(T)}{T} = 0 \right] = 1.
$$

On the other hand, by queue updating rule $Q(T) - \sum_{t=1}^{T-1} z_l[t] = \sum_{t=1}^{T-1} z_l[t]$, and thus, the claim follows.

**D. Convergence time bound**

The following is our main lemma on the performance of the drift-plus-penalty algorithm.

**Lemma 7.** Under the proposed drift-plus-penalty algorithm, for any $\alpha \in (0, 1)$, and any $T \in \mathbb{N}$,

$$
\mathbb{P} \left[ \frac{1}{T} \sum_{t=1}^{T} \left( V(z_0[t] - z_{opt}) + \sum_{t=1}^{T} Q_l[t]z_l[t] \right) \right] \\
\leq CV \left( \frac{\log T \log 1/2 + \log 3/2}{\sqrt{T}} \right) \geq 1 - \delta,
$$

where $C = 2\sqrt{9} (2\varepsilon_{\max} + \frac{B}{r} + \frac{B}{r} \log \frac{8e^{rB} + 2\varepsilon_{\max} - 8}{2}) + \log 3/2 + \log 3/2$, $\varepsilon_{\max}$ are defined in Assumption 7, and $\xi$ is defined in Assumption 3.

**Proof:** First of all, according to Corollary 1 and the definition of $B_1$,

$$
\mathbb{P}(B_1) \leq De^{-r_1c_1}.
$$

Thus,

$$
\sum_{t=1}^{T} \mathbb{P}(B_1) \leq DT e^{-r_1c_1}.
$$
Then by Lemma 4, we have

\[ Pr(X[T] \geq \lambda) \leq \exp \left(-\frac{\lambda^2}{2CT^2} \right) + DTe^{-\tau c_1}. \]  

(16)

For any \( \delta \in (0, 1) \), set \( DTe^{-\tau c_1} = \delta/2 \), so that \( c_1 = \frac{1}{T} \log \frac{2D}{3} \). Then, set

\[ \exp \left(-\frac{\lambda^2}{2CT^2} \right) = \delta/2, \]

which, by substituting the definition that \( c_2 = 2Vz_{\text{max}} + BC_1 \), implies

\[
\lambda = \sqrt{2T} \log \frac{2}{\delta} \left( 2Vz_{\text{max}} + \frac{B}{r} \log \frac{2D}{3} \right) = \frac{\sqrt{2B}}{r} \sqrt{T} \left( \log T \log^2 \frac{2}{\delta} + \log^3 \frac{2}{\delta} \right) + \sqrt{T} \left( 2Vz_{\text{max}} + \frac{B}{r} \log(2D) \right) \sqrt{T} \log^2 \frac{2}{\delta} = \frac{CV}{2} \sqrt{T} \left( 2Vz_{\text{max}} + \frac{B}{r} \log(2D) \right) \sqrt{T} \log^2 \frac{2}{\delta} \leq \frac{CV}{2} \sqrt{T} \max \left\{ \log T \log^2 \frac{2}{\delta} + \log^3 \frac{2}{\delta} \right\} .
\]

where the second equality follows from simple algebra, the first inequality follows by substituting the definition of \( D \) in Corollary 1 and doing some simple algebra, and the final inequality follows from the fact that \( a + b \leq 2 \max \{a, b\} \). Substitute this choice of \( \lambda \) and the definition of \( X[T] \) in Lemma 2 into (10) gives

\[
Pr \left( \frac{1}{T} \sum_{t=1}^T \left( V(z_0[t] - z^{\text{opt}}) + \sum_{t=1}^L Q_1[t]z_1[t] \right) - \frac{CV}{2} \sqrt{T} \max \left\{ \log T \log^2 \frac{2}{\delta} + \log^3 \frac{2}{\delta} \right\} \right) \leq \delta,
\]

which implies the claim.

With the help of Lemma 7, we have the following theorem,

**Theorem 2.** Fix \( \varepsilon > 0 \) and \( \delta \in (0, 1) \) and define \( V = 1/\varepsilon \). Then, for any \( T \geq \frac{1}{\varepsilon} \max \{ \log \frac{2}{\varepsilon}, \log^2 \frac{2}{\varepsilon}, \log^3 \frac{2}{\varepsilon} \} \), with probability at least \( 1 - 2\delta \), one has:

\[
\frac{1}{T} \sum_{t=1}^T z_0[t] \leq z^{\text{opt}} + O(\varepsilon), \quad (17)
\]

and thus the drift-plus-penalty algorithm with parameter \( V = 1/\varepsilon \) provides an \( O(\varepsilon) \) approximation with a convergence time of \( \frac{1}{\varepsilon} \max \{ \log \frac{2}{\varepsilon}, \log^2 \frac{2}{\varepsilon}, \log^3 \frac{2}{\varepsilon} \} \).

The proof is given in Appendix D by applying Lemma 7 together with Corollary 1. First, using the relation between \( \Delta[t] \) and \( \sum_{t=1}^L Q_1[t]z_1[t] \) in 8 and the fact that \( \sum_{t=1}^T \Delta[t] \) is a telescoping sum equal to \( \frac{1}{2r} \| Q[T+1] \|^2 \), we can get rid of the term \( \sum_{t=1}^L Q_1[t]z_1[t] \) in Lemma 7 and prove the \( \varepsilon \)-suboptimality of the objective. Then, we use the exponential decay of the virtual queue vector in Corollary 1 to bound the constraint violation.

**IV. IMPROVED CONVERGENCE TIME UNDER ONE CONSTRAINT**

In this section, we show that when the problem \( (11)-(3) \) has only one constraint (i.e., \( L = 1 \)), we can achieve the same \( \varepsilon \) approximation as \( (17) \) and \( (18) \) with probability at least \( 1 - 2\delta \) with a convergence time of \( \frac{1}{\varepsilon} \log^2 \frac{2}{\delta} \). Compared to the previous result, we have improved by a logarithmic factor.

A. A deterministic truncation

In the previous section, we truncate the original supermartingale \( \{X[t]\}_{t=1}^\infty \) using a stopping time. In this section, we show that if there is only one constraint, then, a deterministic truncation is enough to construct a new supermartingale with a bounded difference.

Again assume the \( \xi \)-slackness assumption holds. The translation of Lemma 5 to the case of one constraint implies that:

\[
|Q_1[t+1] - Q_1[t]| \leq B, \quad \text{if } Q_1[t] \leq C_0V; \quad -\xi/2, \quad \text{if } Q_1[t] > C_0V, \quad (19)
\]

**Lemma 8.** If \( L = 1 \) in problem \( (11)-(3) \), then, the following inequality holds regarding the drift-plus-penalty algorithm for any \( t \in \{1, 2, 3, \ldots \} \) and \( V \geq B/C_0 \):

\[
E[|z_0[t] - z^{\text{opt}}| + (Q_1[t] \wedge C_0V) z_1[t] | F_{t-1}] \leq 0, \quad (20)
\]

Proof: Since \( Q_1[t] \in F_{t-1} \), we analyze the conditional expectation for the following two cases:

1. If \( Q_1[t] \leq C_0V \), then, the key feature inequality (12) implies that

\[
E[|z_0[t] - z^{\text{opt}}| + (Q_1[t] \wedge C_0V) z_1[t] | F_{t-1}] = E[|z_0[t] - z^{\text{opt}}| + (Q_1[t] \wedge C_0V) z_1[t] | F_{t-1}] \leq 0.
\]

2. If \( Q_1[t] > C_0V \), then,

\[
-\frac{\xi}{2} \geq E[Q_1[t+1] - Q_1[t] | F_{t-1}]
\]

\[
= E[\max \{Q_1[t] + z_1[t], 0\} - Q[t] | F_{t-1}]
\]

\[
= E[z_1[t] | F_{t-1}],
\]

where the inequality follows from (20), the first equality follows from the update rule (4), and the second equality follows from the fact when \( Q_1[t] > C_0V \) and \( V \geq B/C_0 \), the max \( \{ \cdot \} \) can be removed. Thus, the following chain of inequalities holds

\[
E[|z_0[t] - z^{\text{opt}}| + (Q_1[t] \wedge C_0V) z_1[t] | F_{t-1}] = E[|z_0[t] - z^{\text{opt}}| + C_0Vz_1[t] | F_{t-1}]
\]

\[
\leq E[2Vz_{\text{max}} + C_0Vz_1[t] | F_{t-1}]
\]

\[
= 2Vz_{\text{max}} + C_0V E[z_1[t] | F_{t-1}]
\]

\[
\leq 2Vz_{\text{max}} - C_0V\xi/2.
\]

Substitute the definition \( C_0 = (4z_{\text{max}} + B^2/4 - \xi^2/4V)/\xi \),

\[
E[|z_0[t] - z^{\text{opt}}| + (Q_1[t] \wedge C_0V) z_1[t] | F_{t-1}]
\]

\[
\leq 2Vz_{\text{max}} - \frac{V\xi}{2} \cdot \frac{4z_{\text{max}} + B^2/4 - \xi^2/4V}{\xi}
\]

\[
= -(B^2 - \xi^2/4)/2 < 0,
\]

where \( D \geq \frac{B^2}{2} - \frac{\xi^2}{4} \) and \( C_0 \geq \frac{B^2}{4} \).
since $B$ defined in Assumption 1 satisfies $|z_1| \leq B$, $\forall t$. ■

The following corollary follows directly from the above lemma. Its proof is similar to that of Lemma 2.

**Corollary 2.** Define a process $\{G(t)\}_{t=0}^\infty$ such that $G(0) = 0$ and

$$G(t) \triangleq \sum_{i=1}^{t} (V(z_0[i] - z^{opt}) + (Q_1[i] \land C_0 V)z_1[i]).$$

Then, $\{G(t)\}_{t=0}^\infty$ is a supermartingale.

### B. A detailed analysis of the truncated queue process

In Section II-B we illustrated the relation between $\Delta[t]$ and $\sum_{i=1}^{T} Q_1[i]z_1[i]$ in (8), thereby using the fact that $\sum_{t=1}^{T} \Delta[t]$ is a telescoping sum equal to $\frac{1}{2}\|Q[T+1]\|^2$ to prove Theorem 2. However, since we have truncated the queue in the process $G[t]$, the telescoping relation does not hold for $\sum_{t=1}^{T} (Q_1[t] \land C_0 V)z_1[t]$ anymore. The following argument shows that $\sum_{t=1}^{T} (Q_1[t] \land C_0 V)z_1[t]$ is actually not far away from a telescoping sum.

Let $n_j$ be the $j$-th time the queue process $Q_1[t]$ visits $[0,C_0 V]$ and $n_0 = 1$. Define $\tau_j = n_{j+1} - n_j$ as the inter-visit time period. Let $n_j$ be the last time slot in $\{1,2,\ldots,T+1\}$ that $Q_1[t]$ visits $[0,C_0 V]$. The following lemma analyzes the partial sum of $(Q_1[t] \land C_0 V)z_1[t]$ from 1 to $n_j - 1$. Its proof involves a series of algebraic manipulations and is postponed to Appendix D.

**Lemma 9.** Suppose $n_j > 1$, then, the following holds for $V \geq B/C_0$,

$$\sum_{i=1}^{n_j-1} \left((Q_1[i] \land C_0 V)z_1[i] - \frac{1}{2}Q[n_j]^2\right) \leq \frac{5}{2}B^2(n_j - 1),$$

where $B$ is defined in Assumption 1 and $C_0$ is defined in Lemma 5.

The following lemma bounds the time average of the truncated “drift” term at any time $T$ (i.e., $\frac{1}{T} \sum_{t=1}^{T} (Q_1[t] \land C_0 V)z_1[t]$) from below by a constant using the previous lemma, thereby demonstrating that the “drift” term cannot get very small.

**Lemma 10.** For any $T \in \mathbb{N}$ and $V \geq B/C_0$, we have

$$\frac{1}{T} \sum_{t=1}^{T} (Q_1[t] \land C_0 V)z_1[t] \geq -\frac{5}{2}B^2.$$

**Proof:** We analyze the following two cases:
1. If $n_j = T + 1$, then, by the above lemma,

$$\sum_{t=1}^{T} (Q_1[t] \land C_0 V)z_1[t] = \sum_{t=1}^{n_j-1} (Q_1[t] \land C_0 V)z_1[t] \geq \frac{1}{2}Q_1[T+1]^2 - \frac{5}{2}B^2T \geq -\frac{5}{2}B^2T.$$

2. If $n_j < T + 1$, then, this implies that $Q_1[t] > C_0 V$, for all $t \in \{n_j + 1,\ldots,T + 1\}$. Thus,

$$\sum_{t=1}^{T} (Q_1[t] \land C_0 V)z_1[t] = \sum_{t=1}^{n_j-1} (Q_1[t] \land C_0 V)z_1[t] + \sum_{t=n_j}^{T} (Q_1[t] \land C_0 V)z_1[t] \geq -\frac{5}{2}B^2(n_j - 1) - \frac{1}{2}Q_1[n_j]^2 + \sum_{t=n_j}^{T} C_0 Vz_1[t] \geq -\frac{5}{2}B^2(n_j - 1) - \frac{1}{2}Q_1[n_j]^2 + C_0 V \sum_{t=n_j}^{T} z_1[t] - B^2.$$

where the second to last steps follows from the fact $Q_1[t] > C_0 V$ for $t \in \{n_j + 1,\ldots,T\}$ and the last step follows from $C_0 V \geq Q_1[n_j] > C_0 V - B$.

Since $V \geq B/C_0$, it follows, $Q_1[t+1] = Q_1[t] + z_1[t], \forall t \in \{n_j,\ldots,T\}$. Since $Q_1[T+1] > C_0 V$ $Q_1[n_j] \leq C_0 V$, we have

$$\sum_{t=n_j}^{T} z_1[t] = Q_1[T+1] - Q_1[n_j] > 0.$$

Thus,

$$\sum_{t=1}^{T} (Q_1[t] \land C_0 V)z_1[t] \geq -\frac{5}{2}B^2n_j \geq -\frac{5}{2}B^2T,$$

finishing the proof. ■

### C. Convergence time analysis

The following lemma is a direct application of Lemma 13 and Corollary 2.

**Lemma 11.** Under the proposed drift-plus-penalty algorithm, for any $\delta \in (0,1)$, any $T \in \mathbb{N}$ and any $V \geq B/C_0$,

$$\Pr \left( \frac{1}{T} \sum_{t=1}^{T} (V(z_0[t] - z^{opt}) + (Q_1[t] \land C_0 V)z_1[t]) \leq 2C_2 V \log (1/\delta) \frac{1}{\sqrt{T}} \right) \geq 1 - \delta,$$

where $C_2 = 2z_{max} + C_0 B$, $C_0$ is defined in Lemma 5 and $B$, $z_{max}$ are defined in Assumption 1.

**Proof:** First of all, we have

$$|G[t] - G[t-1]| = |V(z_0[t] - z^{opt}) + (Q_1[t] \land C_0 V)z_1[t]| \leq 2 V_{max} + C_0 VB.$$

Thus, by Lemma 13 and Corollary 2,

$$\Pr (G[T] \geq \lambda) \leq \exp \left(-\frac{\lambda^2}{2T C_2^2 V^2} \right).$$
Let $\delta = \exp \left( -\frac{\lambda^2}{2T} \right)$, so we get $\lambda = 2C_2 \sqrt{T} \log_\delta \frac{1}{\delta}$. Thus, 

$$Pr \left( G[T] \geq 2C_2 \sqrt{T} \log_\delta \frac{1}{\delta} \right) \leq \delta,$$

which implies the claim.

The following is our main theorem regarding the convergence time for this $L=1$ case.

**Theorem 3.** Fix $\varepsilon \in (0, C_0/B]$, $\delta \in (0, 1)$ and define $V = 1/\varepsilon$. Then, for any $T \geq \frac{\lambda^2}{c_2} \log_\delta \frac{1}{\delta}$, with probability at least $1 - 2\delta$, one has:

$$\frac{1}{T} \sum_{i=1}^{T} z_0[i] \leq z^{\text{opt}} + \mathcal{O}(\varepsilon), \quad (21)$$

$$\frac{1}{T} \sum_{i=1}^{T} z_1[i] \leq \mathcal{O}(\varepsilon), \quad (22)$$

and so the drift-plus-penalty algorithm with parameter $V = 1/\varepsilon$ provides an $\mathcal{O}(\varepsilon)$ approximation with a convergence time $\frac{1}{c_2} \log_\delta \frac{1}{\delta}$.

The proof given in Appendix E is similar to the proof of Theorem 2. First, we use Lemma 10 to get rid of the term $(Q_1[t] \land C_0 V) z_1[i]$ in Lemma 11 thereby proving the $\varepsilon$-suboptimality on the objective. Then, we pass the exponential decay of the virtual queue in Corollary 1 to one constraint case and bound the constraint violation.

**V. APPLICATION ON DYNAMIC SERVER SCHEDULING**

![A 3-queue 2-server system.](image)

This section demonstrates the performance of drift-plus-penalty algorithm via a dynamic server scheduling example. Consider a 3-queue 2-server system with an i.i.d. packet arrival process $\{a[t]\}_{t=1}^{\infty}$ shown in Fig. 1. All packets have fixed length and each entry of $a[t]$ is Bernoulli with mean $\mathbb{E}[a[t]] = (0.5, 0.7, 0.4)$.

During each time slot, the controller chooses which two queues to be served by the server. A queue that is allocated a server on a given slot can serve exactly one packet on that slot. A single queue cannot receive two servers during the same slot. Thus, the service is given by

$$b_i[t] = \begin{cases} 
1, & \text{if queue } i \text{ gets served at time } t, \\
0, & \text{otherwise}, 
\end{cases}$$

and the service vector $b[t] = \{(1, 1, 0), (1, 0, 1), (0, 1, 1)\}$.

Suppose further that choosing $(1, 1, 0)$ and $(1, 0, 1)$ consumes 1 unit of energy whereas choosing $(0, 1, 1)$ consumes 2 units of energy. Let $p[t]$ be the energy consumption at time slot $t$. The goal is to minimize the time average energy consumption while stabilizing all the queues. In view of the formulation (1)-(3), $w[t] = a[t], z_0[t] = p[t], (z_1[t], z_2[t], z_3[t]) = a[t] - b[t]$ and $A(w[t]) = \{a[t] - (1, 1, 0), a[t] - (1, 0, 1), a[t] - (0, 1, 1)\}$.

Thus, we can write (1)-(3) as

$$\min_{b[t]} \frac{1}{T} \sum_{i=1}^{T} p[t]$$

s.t. $a_i[t] - b_i[t] \leq 0, \ i \in \{1, 2, 3\}$.

where

$$\bar{p} = \lim_{T \to \infty} \frac{1}{T} \sum_{i=1}^{T} p[t]$$

and

$$a_i[t] - b_i[t] = \lim_{T \to \infty} \frac{1}{T} \sum_{i=1}^{T} (a_i[t] - b_i[t]).$$

Using drift-plus penalty algorithm, we can solving the problem via the following:

$$\min_{b[t]} \frac{1}{T} \sum_{i=1}^{T} Q_i[t] b_i[t]$$

s.t. $b[t] = \{(1, 1, 0), (1, 0, 1), (0, 1, 1)\}$.

This can be easily solved via comparing the following values:

- Option $(1, 1, 0)$: $V - Q_1[t] - Q_2[t]$.
- Option $(1, 0, 1)$: $V - Q_1[t] - Q_3[t]$.
- Option $(0, 1, 1)$: $2V - Q_2[t] - Q_3[t]$.

Thus, during each time slot, the controller picks the option with the smallest of the above three values, breaking ties arbitrarily. This is a simple dynamic scheduling algorithm which does not need the statistics of the arrivals.

The benchmark we compare to is the optimal stationary algorithm which is i.i.d. over slots. It can be computed offline with the knowledge of the means of arrivals via the following linear program.

$$\min q_1 + q_2 + q_3$$

s.t. $q_1 \geq 0, q_2 \geq 0, q_3 \geq 0, q_1 + q_2 + q_3 = 1,$

$$\begin{pmatrix} 1 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 1 \end{pmatrix} \begin{pmatrix} q_1 \\ q_2 \\ q_3 \end{pmatrix} \geq \begin{pmatrix} 0.5 \\ 0.7 \\ 0.4 \end{pmatrix},$$

where $q_1, q_2, q_3$ stand for the probabilities of choosing corresponding options. Simple computations give the solution: $q_1 = 0.6, q_2 = 0.3, q_3 = 0.1$ and the average energy consumption is 1.1 unit.

Fig. 2 plots the time average energy consumption up to time $T$ (i.e., $\frac{1}{T} \sum_{t=1}^{T} p[t]$) verses $T$. It can be seen that as $V$ grows larger, the time average approaches the optimal average energy consumption but it takes longer to get close to the optimal. Similarly, Fig. 3 plots the time average sum-up queue size
up to time $T$ (i.e.; $\frac{1}{T}\sum_{t=1}^{T}\sum_{i=1}^{3}Q_{i}[t]$) versus $T$. As $V$ gets larger, the time average queue size gets larger and it takes longer to stabilize the queues.

**VI. CONCLUSIONS**

This paper analyzes the non-asymptotic performance of the drift-plus-penalty algorithm for stochastic constrained optimization via a truncation technique. With proper truncation level, we show that the drift plus penalty algorithm gives $O(\varepsilon)$ approximation with a provably bounded convergence time. Furthermore, if there is only one constraint, the convergence time analysis can be improved significantly.

**APPENDIX A**

**BASIC DEFINITIONS AND LEMMAS**

The following definition of stopping time can be found in Chapter 4 of [27].

**Definition 1.** Given a probability space $(\Omega, F, P)$ and a filtration $\{\emptyset, \Omega\} = F_{0} \subseteq F_{1} \subseteq F_{2} \ldots$ in $F$, a stopping time $N$ is a random variable such that for any $n < \infty$,

$$\{N = n\} \in F_{n},$$

i.e. the event that the stopping time occurs at time $n$ is contained in the information up to time $n$.

The following theorem formalizes the idea of truncation.

**Lemma 12.** (Theorem 5.2.6 in [27]) If $N$ is a stopping time and $X[n]$ is a supermartingale, then $X[n \wedge N]$ is also a supermartingale, where $a \wedge b \triangleq \min\{a, b\}$.

**Lemma 13.** Consider a supermartingale $\{Y[t]\}_{t=0}^{\infty}$ with bounded difference

$$|Y[t] - Y[t - 1]| \leq c_{2}, \quad \forall t,$$

and $Y[0] = 0$. For any fixed scale $T$ and any $\lambda > 0$, the following concentration inequality holds:

$$Pr(Y[T] \geq \lambda) \leq \exp\left(-\frac{\lambda^{2}}{2Tc_{2}^{2}}\right).$$

This is one generalized version of Azuma’s inequality to supermartingales. Similar types of supermartingale concentration inequalities and proofs can also be found in Chapter 2 of [26].

**proof of Lemma 13** We first establish a generalized Hoeffding’s lemma as follows: For any $i \in \mathbb{N}$ and any $s > 0$,

$$\mathbb{E}\left[e^{s(Y[t] - Y[t-1])} \mid F_{t-1}\right] \leq e^{s^{2}c_{2}^{2}/2}. \quad (23)$$

For simplicity of notations, let $X \triangleq Y[t] - Y[t-1]$, then we have for any $t \in \mathbb{N}$ and any $s > 0$,

$$e^{sX} = e^{sc_{2}2}\frac{X}{2} \leq \frac{1 - \frac{X}{2c_{2}}e^{-sc_{2}}} {2} + \frac{1 + \frac{X}{2c_{2}}e^{sc_{2}}} {2} \leq \frac{1}{2}\left(e^{sc_{2}} + e^{-sc_{2}}\right) + \frac{X}{2c_{2}}\left(e^{sc_{2}} - e^{-sc_{2}}\right) \leq e^{s^{2}c_{2}^{2}/2} + \frac{X}{2c_{2}}\left(e^{sc_{2}} - e^{-sc_{2}}\right),$$

where the first inequality follows from convexity of the function $e^{sc_{2}x}$ and the fact that $\frac{X}{2c_{2}} \in [-1, 1]$, the third inequality follows from taking Taylor expansion of the term $e^{sc_{2}} + e^{-sc_{2}}$. Take conditional expectation from both sides gives

$$\mathbb{E}\left[e^{sX} \mid F_{t-1}\right] = e^{s^{2}c_{2}^{2}/2} + \frac{\mathbb{E}[X]F_{t-1}}{2c_{2}}(e^{sc_{2}} - e^{-sc_{2}}) \leq e^{s^{2}c_{2}^{2}/2},$$

where the inequality follows from the fact that $Y[t]$ is a supermartingale thus $\mathbb{E}[X]F_{t-1} \leq 0$. This finishes the proof of (23). Now, consider

$$\mathbb{E}\left[e^{sY[T]}\right] = \mathbb{E}\left[e^{s(Y[T] - Y[T-1] + Y[T-1])}\right] = \mathbb{E}\left[e^{s(Y[T] - Y[T-1] + Y[T-1])}F_{T-1}\right] = \mathbb{E}\left[e^{sY[T-1]}\mathbb{E}\left[e^{s(Y[T] - Y[T-1])}F_{T-1}\right]\right] \leq \mathbb{E}\left[e^{sY[T-1]}\right]e^{s^{2}c_{2}^{2}/2}.$$
By recursively applying above technique $T - 1$ times with the fact that $Y[0] = 0$, we get
\[
\mathbb{E} \left[ e^{sY[T]} \right] \leq e^{s^2Tc_2^2/2}.
\]

Finally, by applying above inequality,
\[
\text{Pr} (Y[T] \geq \lambda) = \text{Pr} \left( e^{sY[T]} \geq e^{\lambda s} \right) \leq \frac{\mathbb{E} \left[ e^{sY[T]} \right]}{e^{\lambda s}} \leq e^{-\lambda s + s^2Tc_2^2/2}.
\]

Optimize the bound regarding $s$ on the right hand side gives the optimal $s^* = \frac{\lambda}{Tc_2}$ and the bound follows. ■

APPENDIX B

PROOF OF PROPERTY 2 IN LEMMA 3

Proof: This appendix proves that the truncated process $\{Y[t]\}_{t \geq 0}$ has bounded difference. We have for any $t \geq 0$,
\[
|Y[t] - Y[t-1]| = [X[t \wedge (\tau-1)] - X[(t-1) \wedge (\tau-1)]] = [X[t \wedge (\tau-1)] - X[(t-1) \wedge (\tau-1)]] + 1_{\{\tau-1 \geq t\}} + (X[t \wedge (\tau-1)] - X[(t-1) \wedge (\tau-1)]]) 1_{\{\tau-1 < t\}} = |X[t] - X[t-1]| 1_{\{\tau-1 \geq t\}}.
\]

On the other hand, according to the definition of $X[t]$ in Lemma 2, we have
\[
|X[t] - X[t-1]| = \left| V(z_0[t] - z^{opt}) + \sum_{l=1}^{T} Q_l[t] z_l[t] \right| \leq 2Vz_{max} + \sum_{l=1}^{T} Q_l[t] z_l[t] \leq 2Vz_{max} + B||Q[t]||,
\]

where the second inequality follows from the Cauchy-Schwarz inequality and Assumption \[1\]. On the set $\{\tau-1 \geq t\}$, $||Q[t]|| \leq c_1$, thus, we get,
\[
|X[t] - X[t-1]| 1_{\{\tau-1 \geq t\}} \leq (2Vz_{max} + Bc_1) 1_{\{\tau-1 \geq t\}} \leq 2Vz_{max} + Bc_1,
\]

finishing the proof. ■

APPENDIX C

PROOF OF THEOREM 2

1) We first show the $\varepsilon$ near optimality. According to (4), it follows
\[
\frac{1}{T} \sum_{t=1}^{T} \left( V(z_0[t] - z^{opt}) + \sum_{l=1}^{T} Q_l[t] z_l[t] \right) \geq \frac{1}{T} \sum_{t=1}^{T} \left( \Delta[t] - \frac{B^2}{2} + V(z_0[t] - z^{opt}) \right) = \frac{1}{T} ||Q[t+1]||^2 - \frac{B^2}{2} + \frac{1}{T} \sum_{t=1}^{T} V(z_0[t] - z^{opt}).
\]

Thus, by Lemma [7] with probability $1 - \delta$,
\[
\frac{1}{T} ||Q[t+1]||^2 - \frac{B^2}{2} + \frac{1}{T} \sum_{t=1}^{T} V(z_0[t] - z^{opt}) \leq C \max \left\{ \log T \log^{1/2} \frac{2}{\delta}, \log^{3/2} \frac{2}{\delta} \right\} \sqrt{T},
\]

which implies
\[
\frac{1}{T} \sum_{t=1}^{T} z_0[t] \leq z^{opt} + C \max \left\{ \log T \log^{1/2} \frac{2}{\delta}, \log^{3/2} \frac{2}{\delta} \right\} \sqrt{T} + \frac{B^2}{2k^2}.
\]

Now, substituting $V = 1/\varepsilon$ gives
\[
\frac{1}{T} \sum_{t=1}^{T} z_0[t] \leq z^{opt} + C \max \left\{ \log T \log^{1/2} \frac{2}{\delta}, \log^{3/2} \frac{2}{\delta} \right\} \sqrt{T} + \frac{B^2}{2k^2},
\]

where $C$ has the order $O(1)$ when $\varepsilon$ is small. Then, substitute $T \geq \frac{T}{2} \max \left\{ \log^{2} \frac{1}{\varepsilon}, \log^{3} \frac{2}{\delta}, \log^{3} \frac{2}{\delta} \right\}$ on the right hand side gives (24). Thus, with probability at least $1 - \delta$,
\[
\frac{1}{T} \sum_{t=1}^{T} z_0[t] \leq z^{opt} + O(\varepsilon).
\]

2) We then show the constraint violation. By queue updating rule (4), for any $t$ and any $l \in \{1, 2, \ldots, L\}$, one has
\[
Q_l[t+1] \geq Q_l[t] + z_l[t].
\]

Thus, summing over $t = 1, 2, \ldots, T$,
\[
Q_l[T+1] \geq Q_l[1] + \sum_{t=1}^{T} z_l[t].
\]

Since $Q_l[1] = 0$,
\[
\frac{1}{T} \sum_{t=1}^{T} z_l[t] \leq \frac{Q_l[T+1]}{T}. \quad (25)
\]

Recall from Corollary [7] that we have
\[
\text{Pr} (||Q[T+1]|| > c_1) \leq D e^{-r c_1}.
\]

Let $D e^{-r c_1} = \delta$ and substituting the definition of $D$ in Corollary [7] give
\[
c_1 = \frac{1}{r} \log \frac{D}{\delta} = \frac{1}{r} \log \frac{1}{\delta} + C_0 V.
\]

Thus,
\[
\text{Pr} (||Q[T+1]|| > \frac{1}{r} \log \frac{1}{\delta} + C_0 V) < \delta.
\]

This implies with probability at least $1 - \delta$, for any $l \in \{1, 2, \ldots, L\}$,
\[
\frac{1}{T} Q_l[T+1] \leq \frac{1}{r T} \log \frac{1}{\delta} + \frac{C_0 V}{T}.
\]
Substitute $T \geq \frac{1}{\varepsilon}$ max \( \{ \log^2 \frac{1}{3}, \log^3 \frac{3}{2} \} \) and $V = 1/\varepsilon$ on the right hand side gives

\[
\frac{1}{T} Q_i[T+1] \leq O(\varepsilon).
\]

By \((25)\), we have with probability at least $1 - \delta$,

\[
\frac{1}{T} \sum_{t=1}^{T} z_i[t] \leq O(\varepsilon).
\]

Since both \((17)\) and \((18)\) hold individually with probability at least $1 - \delta$, by union bound, with probability at least $1 - 2\delta$, we have the two conditions hold simultaneously.

\[
\frac{C \max \{ \log T \log^{1/2} \frac{2}{3}, \log^{3/2} \frac{3}{2} \}}{\sqrt{T}} \leq \frac{C \max \{ \left( 2 \log \frac{1}{\varepsilon} + \log \max \{ \log \frac{1}{\varepsilon} \log^{1/2} \frac{2}{3}, \log^{3/2} \frac{3}{2} \} \right) \log^2 \frac{2}{3}, \log^2 \frac{3}{2} \}}{\sqrt{T}} \
\leq \frac{C \left( 3 \log^2 \frac{2}{3} + \log^3 \frac{2}{3} \right)}{\sqrt{T}} \leq 6C \varepsilon.
\]

where the first inequality follows from $Q_t[t] \cap C_0 V = C_0 V$ from $n_j + 1$ to $n_j + \tau_j - 1$ and triangle inequality, the second inequality follows from $\tau_j = 1$ case and the last inequality follows from triangle inequality again. Now we try to bound the two terms in the last inequality separately.

- $\frac{1}{2} \left( Q_1[n_j + \tau_j]^2 - Q_1[n_j]^2 \right) - Q_1[n_j + 1]^2 \leq 2B^2$.

Since $V \geq B/C_0$ and $Q_i[t] > C_0 V$ for any $t \in \{ n_j + 1, \ldots, n_j + \tau_j - 1 \}$, according to the queue updating rule, $Q_i[t + 1] = Q_i[t] + z_i[t]$, $\forall t \in \{ n_j, \ldots, n_j + \tau_j - 1 \}$. This gives $Q_1[n_j + \tau_j] = Q_1[n_j + 1] + \sum_{t=n_j+1}^{n_j+\tau_j-1} z_1[t]$.

Thus,

\[
\frac{1}{2} \left( Q_1[n_j + \tau_j]^2 - Q_1[n_j]^2 \right) - Q_1[n_j + 1]^2 \
\leq \frac{1}{2} \left( Q_1[n_j + 1]^2 - Q_1[n_j + 1]^2 \right) - C_0 V \sum_{t=n_j+1}^{n_j+\tau_j-1} z_1[t] \
+ \frac{1}{2} \left( Q_1[n_j + 1]^2 - Q_1[n_j]^2 \right) - Q_1[n_j] z_1[n_j] \
\leq \frac{1}{2} \left( Q_1[n_j + \tau_j]^2 - Q_1[n_j + 1]^2 \right) - C_0 V \sum_{t=n_j+1}^{n_j+\tau_j-1} z_1[t] \
+ B^2/2 \
\leq \frac{1}{2} \left( Q_1[n_j + \tau_j]^2 - Q_1[n_j + 1]^2 \right) - Q_1[n_j + 1] \
\cdot \sum_{t=n_j+1}^{n_j+\tau_j-1} z_1[t] + \left( Q_1[n_j + 1] - C_0 V \right) \sum_{t=n_j+1}^{n_j+\tau_j-1} z_1[t] \
+ B^2/2
\]

Notice that $C_0 V \geq Q_1[n_j + \tau_j] \geq Q_1[n_j + \tau_j - 1] - B \geq C_0 V - B$, $C_0 V \leq Q_1[n_j + 1] \leq Q_1[n_j] + B \leq C_0 V + B$, thus, $\sum_{t=n_j+1}^{n_j+\tau_j-1} z_1[t] \leq (\tau_j - 1) B^2$.

Thus, the desired bound follows from $|z_1[t]| \leq B$. Above all, we get for $\tau_j > 1$,

\[
\left| \frac{1}{2} \left( Q_1[n_j + \tau_j]^2 - Q_1[n_j]^2 \right) - \sum_{t=n_j}^{n_j+\tau_j-1} (Q_1[t] \cap C_0 V) z_1[t] \right| \
\leq 2B^2 + (\tau_j - 1) B^2 + B^2/2 = \left( \tau_j + \frac{3}{2} \right) B^2.
\]

Thus, for any $\tau_j$,

\[
\left| \frac{1}{2} \left( Q_1[n_j + \tau_j]^2 - Q_1[n_j]^2 \right) - \sum_{t=n_j}^{n_j+\tau_j-1} (Q_1[t] \cap C_0 V) z_1[t] \right| \
\leq \left( \tau_j + \frac{3}{2} \right) B^2.
\]
Take the sums of $j$ from 0 to $J - 1$ from both sides gives

\[
\sum_{j=0}^{J-1} \sum_{t=n_j}^{n_j+\tau_j-1} (Q_1[t] \wedge C_0 V)z_1[t] - \frac{1}{2} (Q_1[n_j + \tau_j]^2 - Q_1[n_j]^2) \leq J-1 \sum_{j=0}^{J-1} (\tau_j + \frac{3}{2}) B^2.
\]

By triangle inequality,

\[
\left| \sum_{j=0}^{J-1} (Q_1[t] \wedge C_0 V)z_1[t] - \frac{1}{2} Q_1[n_j]^2 \right| \leq J-1 \sum_{j=0}^{J-1} \left( \tau_j + \frac{3}{2} \right) B^2 \leq \frac{5}{2} B^2 (n_j - 1),
\]

where the last inequality follows from the fact that $\sum_{j=0}^{J-1} \tau_j = n_j - 1$ and $J \leq n_j - 1$.

**APPENDIX E**

**PROOF OF THEOREM 3**

First of all, substitute the bound of $\sum_{t=1}^{T} (Q_1[t] \wedge C_0 V)z_1[t]$ derived in Lemma 10 into Lemma 11 gives, with probability at least $1 - \delta$,

\[
\frac{1}{T} \sum_{t=1}^{T} V(z_0[t] - z^{opt}) \leq 2C_2 V \frac{\log(1/\delta)}{\sqrt{T}} + \frac{5}{2} B^2.
\]

Divide $V$ from both sides gives

\[
\frac{1}{T} \sum_{t=1}^{T} (z_0[t] - z^{opt}) \leq 2C_2 \frac{\log(1/\delta)}{\sqrt{T}} + \frac{5}{2} B^2 \varepsilon.
\]

Substitute $V = 1/\varepsilon$ and $T = \frac{1}{2} \log \frac{2}{\delta}$ into the right hand side of the above inequality gives

\[
\frac{1}{T} \sum_{t=1}^{T} (z_0[t] - z^{opt}) \leq 2C_2 \frac{\log(1/\delta)}{\sqrt{T}} + \frac{5}{2} B^2 \varepsilon = O(\varepsilon). \quad (26)
\]

Then, we do the constraint violation. By queue updating rule 4, for any $t$, one has

\[
Q_1[t+1] \geq Q_1[t] + z_1[t].
\]

Thus, summing over $t = 1, 2, \ldots, T$,

\[
Q_1[T+1] \geq Q_1[1] + \sum_{t=1}^{T} z_1[t].
\]

Since $Q_1[1] = 0$,

\[
\frac{1}{T} \sum_{t=1}^{T} z_1[t] \leq \frac{Q_1[T+1]}{T}. \quad (27)
\]

Recall from Corollary 1 that we have

\[
Pr(Q_1[T+1] > c_1) \leq D e^{-rc_1}.
\]

Let $D e^{-rc_1} = \delta$ and substituting the definition of $D$ in Corollary 1 give

\[
c_1 = \frac{1}{r} \log \frac{D}{\delta} = \frac{1}{r} \log \frac{1}{\delta} + C_0 V.
\]

Thus,

\[
Pr(Q_1[T+1] > c_1) \leq D e^{-rc_1} = \delta.
\]

This implies with probability at least $1 - \delta$,

\[
\frac{1}{T} Q_1[T+1] \leq \frac{1}{T} \log \frac{1}{\delta} + C_0 V.
\]

Substitute $V = 1/\varepsilon$ and $T = \frac{1}{2} \log \frac{2}{\delta}$ into the right hand side of the above inequality gives

\[
\frac{1}{T} Q_1[T+1] \leq O(\varepsilon).
\]

By (27), we have with probability at least $1 - \delta$,

\[
\frac{1}{T} \sum_{t=1}^{T} z_1[t] \leq O(\varepsilon).
\]

Since both (21) and (22) hold individually with probability at least $1 - \delta$, by union bound, with probability at least $1 - 2\delta$, we have the two conditions hold simultaneously.
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