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ABSTRACT

Motivated by the search for rational points in moduli spaces of two-dimensional conformal field theories, we investigate how points with enhanced symmetry algebras are distributed there. We first study the bosonic sigma-model with $S^1$ target space in detail and uncover hitherto unknown features. We find for instance that the vanishing of the twist gap, though true for the $S^1$ example, does not automatically follow from enhanced symmetry points being dense in the moduli space. We then explore the supersymmetric sigma-model on K3 by perturbing away from the torus orbifold locus. Though we do not reach a definite conclusion on the distribution of enhanced symmetry points in the K3 moduli space, we make several observations on how chiral currents can emerge and disappear under conformal perturbation theory.
1 Introduction

In the study of conformal field theories (CFTs) in two dimensions, particular attention has been paid to a non-generic class of theories with a finite number of primary operators under the maximum chiral algebra of the theory. These special theories, called rational conformal field theories (RCFTs), have many interesting and simplifying properties that generic irrational CFTs do not have. In particular, they can in principle be solved by algebraic means. Often one is interested not just in a single CFT, but rather an entire moduli space of CFTs, which are connected by deforming with exactly marginal operators. One interesting question in this case is how RCFTs are distributed in the moduli space. For example, [2] proposed conditions on rational points in the moduli space of Calabi-Yau sigma-models. Relatedly, symmetry enhancement for RCFTs is also considered relevant for understanding Mathieu Moonshine [3].

Two classes of 2d CFTs with moduli spaces are known in the literature:

1. CFTs with a $u(1)$ global symmetry, where the exactly marginal operator is the $J\bar{J}$ operator.
2. CFTs with at least $\mathcal{N} = (2, 2)$ supersymmetry, where the exactly marginal operators are descendants of BPS states whose dimensions are protected by supersymmetry $^45$. In fact, it is believed that those are the only classes with moduli spaces. The reason for this belief is that even if there are marginal fields, they will receive corrections to their weights and thus cannot serve as moduli, unless higher order contributions cancel exactly, which is not expected to happen unless the theory is either free or has enough supersymmetry $^69$. We will discuss both cases above in this paper.

Instead of probing rational points in the moduli space directly, we will study a simpler question: What is the distribution of enhanced symmetry points where additional chiral fields with $\bar{h} = 0$ (or $h = 0$) emerge? In general, enhanced symmetry is necessary but not sufficient for rationality. To characterize symmetry enhanced points, it is useful to define the twist $t$ of a primary field as

$$t = 2 \min(h, \bar{h}), \quad (1.1)$$

such that chiral fields have twist $t = 0$. If such a chiral field appears, we say that the symmetry of the theory is enhanced at that point in the moduli space. In this paper, we investigate the question whether such enhanced symmetry points are dense in the moduli space $\mathcal{M}$.

Let us be slightly more specific. We will assume that we know the chiral algebra $\mathcal{W}_0$ that holds everywhere on $\mathcal{M}$. Enhanced symmetry points, where the chiral algebra becomes greater than $\mathcal{W}_0$, then form a set of submanifolds of $\mathcal{M}$. Some of these submanifolds may be of non-zero dimension. For example, in the moduli space of the Calabi-Yau sigma-model, symmetries are enhanced for toroidal orbifolds, which come with their own moduli parameters in general. One obvious situation where enhanced symmetry points are dense is when an enhanced symmetry submanifold is of the same dimensions as that of $\mathcal{M}$. However, this is not an interesting case since we would have simply defined the enhanced symmetry as the overall chiral algebra. Thus, we assume that there is always at least one exactly marginal perturbation from a symmetry enhanced point where the extra symmetry is lifted.

In this article we investigate the density of enhanced symmetry points in two specific examples. First, in section 2 as a warm-up we consider the free boson on $S^1$ with radius $R$. Here, the entire moduli space is completely understood, and the spectrum of the theory is known explicitly in closed form: in particular the global chiral algebra is a copy of the Heisenberg algebra $u(1)$, and the theory is rational (and thus has an enhanced symmetry) if $R^2$ is rational. More generally, for toroidal CFTs $T^d$, rational CFTs can be identified in a similar way. For $d = 2$, this was worked out in $^{10}$ and $^{11}$, and for $d > 2$, it was worked out in $^{12}$.

Even though this is the simplest example of the class $^1$ above and is exactly solvable, we will see that already here certain subtleties arise. Suppose that RCFTs are dense along a line of exactly marginal perturbation parametrized by $\lambda$, but the point at $\lambda = 0$ is not rational. Then, for any small $\epsilon > 0$, we should be able to find a non-chiral operator $\varphi^{(0)}$ with weight $\bar{h}^{(0)} > 0$ at $\lambda = 0$ such that the weight $\bar{h}(\lambda)$ of the corresponding operator
\( \varphi \) vanishes at some \( \lambda \) where \( |\lambda| < \epsilon \). This is a striking requirement. Since \( \bar{h}(\lambda) \) has the perturbative expansion,

\[
\bar{h}(\lambda) = \bar{h}^{(0)} + \bar{h}^{(1)} \lambda + \bar{h}^{(2)} \lambda^2 + \ldots,
\]

in order to achieve \( \bar{h}(\lambda) = 0 \) for some \( |\lambda| < \epsilon \), we need \( \bar{h}^{(0)} \) to be canceled by the rest of terms in the series, which are seemingly suppressed by positive powers of \( \lambda \). Since \( \bar{h}(\lambda) \) has the perturbative expansion,

\[
\bar{h}(\lambda) = \bar{h}^{(0)} + \bar{h}^{(1)} \lambda + \bar{h}^{(2)} \lambda^2 + \ldots,
\]

we will find that there is a series of primary fields where coefficients \( \bar{h}^{(2)} \) diverge as \( 1/\epsilon^2 \) for the free boson on \( S^1 \).

Another interesting observation we make is about the twist gap \( t_{\text{gap}} \) defined as the infimum of (1.1). It is often assumed that, if RCFTs are dense in the moduli space, the twist gap should vanish over the entire moduli space. In fact it vanishes for the free boson on \( S^1 \). Moreover, it was shown in [13] that any CFT in the class [1] has a vanishing twist gap with respect to the \( \mathfrak{u}(1) \times \text{Virasoro} \) algebra. However, we find that the vanishing of the twist gap does not automatically follow from RCFTs being dense – there is a logical gap in the standard argument where the twist gap \( t_{\text{gap}} \) is assumed to be a continuous function over \( \mathcal{M} \).

Our second example is the non-linear \( \sigma \)-model on K3, where it has been conjectured that rational points are dense [2]. Here the global chiral algebra is the \( c = 6, \mathcal{N} = (4,4) \) superconformal algebra, and the exactly marginal operators are members of the \((c,c)\) and \((a,c)\) rings with appropriate conformal weights. We will start from the Kummer locus of the moduli space of K3, that is torus orbifold CFTs \( T^4/\mathbb{Z}_2 \). Extending the work of [14], we will explore the neighborhood of the orbifold locus using second order conformal perturbation theory.

After some preliminary remarks on perturbation theory in section 3, we perturb \( T^4/\mathbb{Z}_2 \) away from the orbifold point to second order in section 4 using a mix of numerical and analytical methods. As expected, we indeed find that all enhanced symmetry currents are lifted. More importantly, for arbitrarily small \( \lambda \) we find that there is a series of primary fields such that \( \bar{h}^{(2)}_i \) diverges as \( 1/\epsilon^2 \), providing some evidence that the mechanism described around (1.2) could indeed apply, and that enhanced symmetry points are indeed dense. This is of course a necessary, but not sufficient, condition for RCFTs to be dense in moduli space. Though we do not reach a definite conclusion whether rational points are dense in the K3 moduli space, we hope that techniques developed and observations made in this paper will be useful in addressing this question in future.

2 Warm-up: \( S^1 \)

2.1 Spectrum

As a warm-up we will first consider the \( c = 1 \) free boson theory. The \( c = 1 \) free boson is of course exactly solvable, and we can write down the spectrum at all points in the
moduli space. We will use a convention where \( R = 1 \) corresponds to the self-dual point (the \( SU(2)_1 \) WZW model), \( d^2 z \) is normalized so that the integral over the worldsheet torus gives \( \tau_2 \), and the free boson \( \phi \) is periodic as \( \phi \equiv \phi + 2\pi \). With these conventions, the action is given by

\[
S = \frac{R^2}{\pi} \int d^2 z \partial \phi \bar{\partial} \phi .
\]  

(2.1)

The partition function can then be computed as \[15\]

\[
Z(\tau, \bar{\tau}) = \frac{1}{\eta(q) \eta(\bar{q})} \left( \sum_{n,m \in \mathbb{Z}} q^{\frac{1}{4}(n^2 + m^2 R^2)} \bar{q}^{\frac{1}{4}(n^2 - m^2 R^2)} \right) .
\]  

(2.2)

Under the \( u(1) \times \text{Virasoro} \) algebra, the primary operators in (2.2) have \( h_{n,m} = \frac{1}{4} \left( \frac{n}{R} + m R \right)^2 \), \( \bar{h}_{n,m} = \frac{1}{4} \left( \frac{n}{R} - m R \right)^2 \).

(2.3)

Let us assume without loss of generality that \( mn \geq 0 \), so \( h \geq \bar{h} \). Then we label the operator by its twist and spin:

\[
j_{R}^{n,m} = mn \, , \quad \frac{t_{R}^{n,m}}{2} = \bar{h}_{R}^{n,m} = \frac{1}{4} \left( \frac{n}{R} - m R \right)^2 .
\]  

(2.4)

Let us now consider how the twist changes when perturbing by the exactly marginal operator \( \partial \phi \bar{\partial} \phi \),

\[
S(\lambda) = S + \lambda \int d^2 z \partial \phi \bar{\partial} \phi .
\]  

(2.5)

From (2.1) we see that this perturbation simply corresponds to a change of radius \( \delta R \). Namely, if the initial radius is \( R_0 \) and we deform to \( R := R_0 + \delta R \), then we have

\[
\pi \lambda = 2R_0 \delta R + (\delta R)^2 .
\]  

(2.6)

The twist, being quantized (and \( R \)-independent), does not change under this deformation. The twist changes by

\[
\bar{h}_{R}^{n,m} = \left( \frac{m R_0}{2} - \frac{n}{2R_0} \right)^2 + \left( \frac{m^2 R_0}{2} - \frac{n^2}{2R_0^3} \right) \delta R + \left( \frac{m^2}{4} + \frac{3n^2}{4R_0^3} \right) (\delta R)^2 + \sum_{i=3}^{\infty} (-1)^i \frac{(-1)^i n^2}{4R_0^{2i+2}} (\delta R)^i .
\]  

(2.7)

Note that the higher order terms are independent of \( m \) for \( i \geq 3 \). The sum in (2.7) converges if and only if \( \delta R < R_0 \). Rewriting this in terms of \( \lambda \) using (2.6), we get

\[
\bar{h}_{R}^{n,m} = \left( \frac{m R_0}{2} - \frac{n}{2R_0} \right)^2 + \frac{\pi}{4} \left( m^2 - \frac{n^2}{R_0^3} \right) \lambda + \sum_{i=2}^{\infty} \frac{(-1)^i \pi^i n^2}{4R_0^{2i+2}} \lambda^i .
\]  

(2.8)

For the free boson on \( S^1 \), we thus have a closed form expression for the perturbation series, which we can use as a toy model for questions about the density of rational points.
2.2 Density of rational points

Using this closed form expression, let us now investigate density of rational points from a perturbative point of view. We start at a radius \( R_0 \), which may or may not correspond to a rational point. Given \( \epsilon > 0 \), we want to identify a rational point within an \( \epsilon \)-neighborhood of \( R_0 \). Moreover, we also want to identify a field \( \varphi \) that becomes chiral at that rational point. In view of the discussion in the introduction, we want \( \varphi \) to have \( \bar{h} > 0 \) at the point \( R_0 \). To find a rational point near \( R_0 \), we simply approximate by \( n/m \) such that

\[
R_0^2 + \pi \lambda = \frac{n}{m} \tag{2.9}
\]

in such a way that \( |\pi \lambda| < \epsilon \). We can then choose \( \varphi \) to have winding and momentum \((m,n)\). From (2.3) we of course immediately see that \( \varphi \) becomes chiral at the rational point \( R_0 \).

How would we see this from perturbation theory though? To answer this, let us analyze the perturbative expansion (2.8) in more detail. Let us first point out that the terms \( \bar{h}^{(0)} \), \( \bar{h}^{(1)} \) and \( \bar{h}^{(2)} \) are special, whereas all the remaining terms satisfy

\[
\bar{h}^{(i+1)} = -\bar{h}^{(i)} \frac{\pi}{R_0^2} , \quad i \geq 2 . \tag{2.10}
\]

As long as we choose \( R_0 \) of order 1, that means that starting with the third order term, each higher order contribution \( \bar{h}^{(i)} \lambda^i \) is suppressed by a factor of \( \lambda \). To achieve \( \bar{h}(\lambda) = 0 \), this means that we need

\[
\bar{h}^{(0)} \simeq -\bar{h}^{(1)} \lambda \quad \text{or} \quad \bar{h}^{(0)} \simeq -\bar{h}^{(2)} \lambda^2 . \tag{2.11}
\]

That is, the first or the second perturbation coefficient \( \bar{h}^{(1)} \) or \( \bar{h}^{(2)} \) has to be parametrically larger than \( \bar{h}^{(0)} \).

To illustrate this in an example, let us take

\[
R_0 = \sqrt{e} , \quad n = 271828 , \quad m = 100000 . \tag{2.12}
\]

This gives \( \lambda = -5.82017 \cdot 10^{-7} \) and

\[
\bar{h}^{(0)} = 0.0031 , \quad \bar{h}^{(1)} = 10566 , \quad \bar{h}^{(2)} = 9.077 \cdot 10^9 . \tag{2.13}
\]

Figure 1 illustrates the growth of the coefficients and their contributions to \( \bar{h}(\lambda) \).

2.3 Twist gap

Let us now see if we can diagnose the density of rational points without needing the explicit expression for \( h_{n,m}(R) \). Using our convention in eq. (2.3), the spin is given by \( j = nm \). Next we define the twist gap \( t_{\text{gap}} \) as

\[
t_{\text{gap}}(R) := 2 \inf_{n,m} (\bar{h}_{R,n,m}^{n,m}) . \tag{2.14}
\]
If $R$ is rational, we clearly have $t_{\text{gap}}(R) = 0$. For irrational $R$, we can use Dirichlet’s approximation theorem, which says that for any $\alpha$ and any $N$ we can find integers $m$ and $n$ with $1 \leq n \leq N$ such that
\[ |n\alpha - m| < \frac{1}{N}. \tag{2.15} \]
Picking $\alpha = R^2$, this tells us that $\bar{h}$ can always be found smaller than $1/N$, which implies that $t_{\text{gap}}(R) = 0$ also for irrational $R$. It follows that $t_{\text{gap}}(R) = 0$ for all $R \in \mathbb{R}_{>0}$.

It is tempting to take the twist gap as a good diagnostics tool for determining if rational CFTs are dense in a moduli space: for instance, one could conjecture that RCFTs are dense if and only if $t_{\text{gap}}$ vanishes everywhere on the moduli space. However, the relationship between $t_{\text{gap}}$ and density of rational CFTs is quite subtle, and already for the simple example of the free boson, surprising things can happen.
To see this, let us generalize the twist gap $t_{\text{gap}}(R)$ to a spin-twist gap which we define as
\[ \tilde{t}_{\text{gap}}(R, w) := 2 \inf \left( \bar{h}^w \right) = \inf_{n,m} \left( \frac{1}{2} \left( \frac{n}{R} - mR \right)^2 n^w m^w \right), \]
where $w$ is some real parameter. Obviously, for any $w$, $\tilde{t}_{\text{gap}}(R, w) = 0$ at any rational point. Moreover, $\tilde{t}_{\text{gap}}$ is also continuous at rational points: At a rational point, take $m, n$ such that $\bar{h}_{m,n}(R) = 0$. Now for these fixed $m, n$, (2.3) is clearly a continuous function of $R$, meaning for any $\epsilon > 0$ we can find a $\delta$ such that for all $R'$ within $\delta$ of $R$, (2.3) at radius $R'$ is less than $\epsilon$. (Note that crucially $\bar{h}_{m,n}$ is not uniformly continuous over $m$ and $n$: that is, the bigger $m$ and $n$ are, the smaller we have to choose $\delta$ to make this work.) However, $\bar{h}_{m,n}(R) j^w_{m,n}$ is an upper bound for $\tilde{t}_{\text{gap}}(R, w)$, which implies that $\tilde{t}_{\text{gap}}(R, w)$ itself is also continuous.

At irrational points however, the situation is quite different. The Liouville-Roth constant $\mu(R^2)$ for $R^2$ is defined as the maximum value of $\mu$ such that
\[ \left| R^2 - \frac{n}{m} \right| < \frac{1}{m^\mu} \]
has infinitely many integer solutions $n, m$. Any such $n, m$ will satisfy
\[ \tilde{t}_{\text{gap}}(R, w) \leq \frac{1}{2} \left( \frac{n}{R} - mR \right)^2 n^w m^w < \frac{1}{2} R^{-2} m^{-2+2+w} n^w \sim \frac{1}{2} m^{2(1+w-\mu)} R^{2w-2}. \]
Now if $w < \mu(R^2) - 1$, it follows that there will be an arbitrarily big $m$ satisfying (2.18), implying that $\tilde{t}_{\text{gap}}(R, w) = 0$. Conversely if $w \geq \mu(R^2) - 1$, then all but finitely pairs $n, m$ will have $\tilde{t}_{\text{gap}}(R, w) \sim \frac{1}{2} R^{2w-2}$, which means that (as long as $R^2$ is not rational) $\tilde{t}_{\text{gap}}(R, w) > 0$. In summary, we have
\[ \tilde{t}_{\text{gap}}(R, w) = \begin{cases} 0 & : R^2 \in \mathbb{Q} \text{ or } w < \mu(R^2) - 1 \\ > 0 & : \text{else} \end{cases}. \]
Let us work out what that means. For $R^2$ rational we have $\mu(R^2) = 1$, and by the remarks above $\tilde{t}_{\text{gap}}$ vanishes and is continuous. The same also holds for certain transcendental irrational numbers called Liouville numbers [16], which have $\mu(R^2) = \infty$. These Liouville numbers are dense, but have measure zero. The spin-twist vanishes and is continuous for any $w$ at rational values of $R^2$ as well as Liouville numbers. For irrational $R^2$, Dirichlet’s theorem implies $\mu(R^2) \geq 2$. A very nontrivial theorem, proved by K. Roth in 1955, states that for irrational algebraic numbers, we have $\mu(R^2) = 2$ [17]. In fact it can be shown that almost all (meaning all but a set of measure zero) real numbers have $\mu(R^2) = 2$. For an introduction to aspects of this see for instance [18].

The upshot is thus this: Even though $\tilde{t}_{\text{gap}}(R, w)$ vanishes and is continuous at all rational and Liouville points, for $w \geq 1$ it is nonzero at all algebraic irrational points (and indeed more generally nonzero at almost all transcendental numbers), and therefore does not vanish everywhere.

We end this subsection to emphasize again the purpose of introducing the spin-twist gap of the free boson. The spin-twist gap for $w \geq 1$ is an example of a CFT quantity
that: (1) is well-defined at all points in moduli space, (2) vanishes for all RCFTs, which form a dense set of points in moduli space, and (3) does not vanish everywhere in moduli space. In principle we do not see why this phenomena could not happen for the twist gap. It therefore is logically possible for a CFT moduli space to have rational points be dense, but for the twist gap to *not* vanish everywhere in moduli space (although this situation does not occur for the free boson).

### 2.4 Twist gap from perturbation theory

Although above we gave a general argument why for a free boson on $S^1$ the twist gap $t(R)$ vanishes also at irrational points, let us give an example of how this works explicitly in perturbation theory. Suppose we start at a rational radius squared, say $R_0 = 1$, and we perturb by some irrational, small $\delta R$. The resulting theory should have an accumulation point at zero twist: for all $\epsilon > 0$, there exists an operator $O$ with the twist $\bar{h} < \epsilon$. In the limit

$$\epsilon \ll \delta R \ll 1,$$

how can we see this operator in the perturbative expansion \[(2.7)\]?

Since this theory at the perturbed value $R$ is exactly solvable, we can explicitly see what the smallest momentum and winding modes $n, m$ are needed to get an operator with twist $\bar{h} < \epsilon$. To calculate this we simply use the *continued fraction* representations of $R^2$:

$$R^2 = a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \ldots}}.$$  \[(2.21)\]

Truncating \[(2.21)\] gives a very good rational approximation for $R^2$. This will give an approximation of $R^2$ as a fraction, and we simply use the numerator and denominator for $n, m$. In general, the momenta and winding numbers will scale as

$$n, m \sim \frac{1}{\sqrt{\epsilon}}.$$  \[(2.22)\]

This is because for generic $R^2$, the Liouville-Roth constant is 2, which means that the best rational approximation for $R^2$ (given by the continued fraction) will be

$$R^2 \sim \frac{n}{m} + \frac{1}{m^2}.$$  \[(2.23)\]

from \[(2.17)\], which leads to an operator of twist scaling as $\frac{1}{m^2}$, or equivalently \[(2.22)\]. We pause to emphasize that it is important that we chose the rational approximation to $R^2$ “wisely” using the continued fraction approximation. If we chose a sequence of operators with momentum and winding number $n, m$ such that the quantity $|R^2 - \frac{n}{m}|$ scaled as $\frac{1}{m}$ (instead of the optimal $\frac{1}{m^2}$), then this sequence would not converge to zero twist.

Similarly to \[(2.22)\], the *unperturbed* twist scales as

$$j_{n,m} \sim \frac{1}{\epsilon}, \quad \bar{h}^{(0)}_{n,m;R_0} \sim \frac{\lambda^2}{\epsilon}, \quad \frac{\bar{h}^{(0)}_{n,m;R_0}}{j_{n,m}} \sim \lambda^2,$$  \[(2.24)\]

which leads to
where \( \lambda \) is given in (2.6). This \( \epsilon \) scaling of \( \bar{h}^{(0)}_{n,m;R_0} \) comes from (2.22); the \( \lambda \) scaling comes from (2.9) and taking \( \epsilon \ll \lambda \ll 1 \). Notice that the unperturbed twist is extremely large in this limit. However, each term in the perturbative expansion (2.8) will lower it by an additional factor of \( \lambda \) until the final answer is less than \( \epsilon \).

\[
\begin{align*}
\bar{h}^{(0)}_{n,m;R_0} &\sim \frac{\lambda^2}{\epsilon} , \\
\bar{h}^{(0)}_{n,m;R_0} + \bar{h}^{(1)}_{n,m;R_0} \lambda &\sim -\frac{\lambda^2}{\epsilon} , \\
\sum_{i=0}^{N} \bar{h}^{(i)}_{n,m;R_0} \lambda^i &\sim \frac{(-1)^N (\pi \lambda)^{N+1}}{\epsilon} , & 2 \leq N < \frac{2 \log \epsilon}{\log \lambda} , \\
\sum_{i=0}^{N} \bar{h}^{(i)}_{n,m;R_0} \lambda^i &\sim \epsilon , & N > \frac{2 \log \epsilon}{\log \lambda} .
\end{align*}
\] (2.25)

As an explicit example, we do this for the following values:

\[
R_0 = 1 , \quad \delta R = \frac{e}{10^4} \sim 2.7 \times 10^{-4} , \quad \epsilon = 10^{-35} .
\] (2.26)

These values give \( \lambda \sim 1.7 \times 10^{-4} \) from (2.6). For the example we considered above, it turns out we need to keep up to \( a_{29} \) in the continued fraction to get a precision within \( 10^{-35} \). This gives

\[
n = 451804615502004031 , \quad m = 451559089162740294 .
\] (2.27)

In Figure 2, we plot \( \sum_{i=0}^{N} \bar{h}^{(i)}_{n,m;R_0} \lambda^i \) as a function of \( N \). The total twist after \( N \) orders in perturbation theory decreases until it reaches the value below the \( \epsilon \) we have chosen, when it plateaus.

![Figure 2: A logarithmic plot of \( \sum_{i=0}^{N} \bar{h}^{(i)}_{n,m;R_0} \lambda^i \) as a function of \( N \). Red indicates negative and blue positive. With each subsequent term in the perturbation theory, we lower the total twist by a factor of \( \lambda \), until we reach twist less than \( \epsilon \).](image)
3 Basics of perturbation theory

3.1 Perturbation theory in quantum mechanics

It will turn out that conformal perturbation theory actually has many features that already appear in perturbation theory in ordinary quantum mechanics. Let us therefore quickly review the salient points of second order perturbation theory in quantum mechanics. We take the perturbed Hamiltonian to be \( H = H_0 + \lambda V \). Let \(|n\rangle\) be the eigenstates of \( H_0 \) with \( H_0 |n\rangle = E_n |n\rangle \). We will assume that

\[
\langle n|V|n\rangle = 0 \quad \forall n.
\] (3.1)

If there are no degeneracies, then perturbation theory gives

\[
E_n(\lambda) = E_n + \lambda^2 \sum_{m \neq n} \frac{|\langle n|V|m\rangle|^2}{E_n - E_m} + O(\lambda^3).
\] (3.2)

We see that there is no first order correction. The second order correction tends to push \( E_n \) away from energy levels close to it, and becomes more and more important as \( E_n \) comes closer and closer to some other energy level \( E_m \). This immediately shows us that the situation must be treated differently if there are degeneracies in the spectrum, since then the denominator diverges.

To deal with degeneracies, let us assume for concreteness that \( E_n = E_m \). We then take the first order matrix

\[
\begin{pmatrix}
0 & \langle n|V|m\rangle \\
\langle n|V|m\rangle & 0
\end{pmatrix}.
\] (3.3)

and choose as a basis for the degenerate subspace the orthonormal eigenvectors \(|\pm\rangle\) of this matrix with eigenvalues \( \pm \lambda \langle n|V|m\rangle \). Using this basis, we can write the full second order expression

\[
E_{\pm}(\lambda) = E_{\pm} \pm \lambda \langle n|V|m\rangle + \lambda^2 \sum_{k \in \{+, -\}} \frac{|\langle \pm|V|k\rangle|^2}{E_{\pm} - E_k} + O(\lambda^3).
\] (3.4)

The potentially divergent term has disappeared since the \(|\pm\rangle\) are orthogonal eigenvectors of \( V \), such that \( \langle \pm|V|\mp\rangle = 0 \). We have thus eliminated any singular behavior at the cost of introducing a first order correction. We will see below that the same thing happens in conformal perturbation theory near so-called resonances.

3.2 Conformal perturbation theory: shift of conformal dimension

Let us now return to conformal perturbation theory \([6,14,19,20]\). We are interested in the shift of the conformal weight of primary fields. To this end we expand the two point function

\[
\langle \varphi(z_1)\varphi(z_2)\rangle_\lambda = \langle \varphi(z_1)\varphi(z_2) e^{\lambda \int d^2 w \Phi(w)} \rangle = \frac{1}{(z_1 - z_2)^{2h(\lambda)}(\bar{z}_1 - \bar{z}_2)^{2\bar{h}(\lambda)}}
\] (3.5)
in powers of the coupling \( \lambda \). Here \( \Phi \) is an exactly marginal field. From the correlator (3.5) we can read off the shift in the conformal dimensions \((h, \bar{h})\) of \( \varphi \). To be more precise, we are looking to compute the coefficients \( h^{(n)} \) in the expansion
\[
h(\lambda) = \sum_{n=0}^{\infty} h^{(n)} \lambda^n,
\]
(3.6)
where \( h^{(0)} \) is the dimension of the field in the unperturbed theory. Since the spin is integral and therefore constant under perturbations, the exact same expression (except for the \( \bar{h}^{(0)} \) term) must hold for \( \bar{h}(\lambda) \). We compute the \( n \)th term in the expansion of the left-hand side of (3.5),
\[
\frac{\lambda^n}{n!} \int d^2 w_1 \ldots d^2 w_n \langle \varphi(z_1) \varphi(z_2) \Phi(w_1) \ldots \Phi(w_n) \rangle.
\]
(3.7)
This integral is divergent due to the singularities that arise when a modulus \( \Phi \) approaches another field. We can regularize it for instance by cutting out little discs of radius \( \varepsilon \) around all fields. To find the coefficients in (3.6), we write the right-hand side of (3.5) as
\[
\frac{1}{(z_1 - z_2)^{2h^{(0)}}} \prod_{n=1}^{\infty} \exp(-2 \log(z_1 - z_2) h^{(n)} \lambda^n).
\]
(3.8)
For a given order in (3.6), the leading term in the expansion of the exponential in (3.8) is given by
\[
-2 \log(z_1 - z_2) h^{(n)} \lambda^n.
\]
(3.9)
Higher terms in the expansion of the exponential in (3.8) lead to higher powers of \( \log(z_1 - z_2) \). A shift in \( h \) thus occurs if the integral (3.7) produces logarithmic terms \( \log |z_1 - z_2| \). Because of dimensional analysis, such terms will always be accompanied by logarithmic terms in the regularization parameter \( \varepsilon \), so it is often a convenient shortcut so simply identify terms of the form \( \log \varepsilon \).

3.3 Perturbation theory up to second order
Let us work this out for perturbation theory up to second order. At first order, eq. (3.7) is of the form
\[
\lambda \int d^2 w_1 \langle \varphi(z_1) \varphi(z_2) \Phi(w_1) \rangle = \lambda 2\pi C_{\varphi \varphi \Phi} \log \left( \frac{|z_{12}|}{\varepsilon^2} \right) \frac{z_{12}^{-2h_{\varphi}} \bar{z}_{12}^{-2\bar{h}_{\varphi}}}{\varepsilon^2}.
\]
(3.10)
We remove the \( \varepsilon \) dependence by subtracting the counterterms. Re-inserting the appropriate \( z_{12} \) and comparing to (3.8), we recover the well known result
\[
h^{(1)} = -\pi C_{\varphi \varphi \Phi}.
\]
(3.11)
If there are multiple fields $\varphi_i$ with the same conformal dimension, then we have to perform degenerate perturbation theory to take into account operator mixing: $h^{(1)}$ becomes now the matrix

$$H^{(1)}_{ij} = -\pi C_{\varphi_i \varphi_j} \Phi$$

where $(h_{\varphi_i}, \bar{h}_{\varphi_i}) = (h_{\varphi_j}, \bar{h}_{\varphi_j})$. We can then simply choose a new orthonormal basis for the fields $\varphi_i$ such that $H^{(1)}$ becomes diagonal.

We next work out the second order term. For the moment we move $z_1$ and $z_2$ to 0 and $\infty$, respectively, and insert an orthonormal basis of states into (3.7) to obtain

$$\lambda^2 \pi^2 C_{\varphi \varphi \Phi} \left( \log \varepsilon - \frac{2}{\varepsilon^2} \right)^2 = \pi \lambda^2 (h^{(1)} \log \varepsilon - \frac{2}{\varepsilon^2}).$$

(3.14)

Once we reintroduce the $z_1$ and $z_2$ dependence, we immediately find that this is exactly the quadratic term of the expansion of the exponential of the first order shift in (3.8). To get the linear term $h^{(2)}$ in the expansion of the exponential of the second order shift, we thus need to subtract the contribution of the external fields $\varphi$ in the internal channel from the correlation function. This gives a reduced correlation function that we will denote by $\langle \cdot \rangle'$.  

To compute the second order shift, we perform a Möbius transformation

$$f(z) := \frac{(z - z_2)(w_1 - z_1)}{(z - z_1)(w_1 - z_2)}$$

(3.15)

which sends $w_2$ to the cross ratio $x := f(w_2)$. The second order integral then reads

$$\frac{\lambda^2}{2} \int d^2 w_1 z_{12}^{-2h_\varphi} \bar{z}_{12}^{-2\bar{h}_\varphi} \left| \frac{z_1 - z_2}{(z_1 - w_1)(w_1 - z_2)} \right|^2 \int d^2 x \langle \varphi(\infty) \Phi(1) \Phi(x) \varphi(0) \rangle'. \quad (3.16)$$

As pointed out in [21], the $x$ integral depends on $w_1$ due to the regulator, namely the small disk cut out at the insertion point $x$. After performing the conformal map (3.15), the radius of the disks is

$$\frac{w_1 - z_1}{w_1 - z_2} \varepsilon e^{i\theta} + \ldots.$$  

(3.17)

We are, however, only interested in the constant part of the $x$ integral, as it gives the coefficient of the log term, namely the shift in conformal dimensions. The answer in this case is simply given by — see [21, section 2.3]:

$$\frac{\lambda^2}{2} \int d^2 w_1 z_{12}^{-2h_\varphi} \bar{z}_{12}^{-2\bar{h}_\varphi} \left| \frac{z_1 - z_2}{(z_1 - w_1)(w_1 - z_2)} \right|^2 \int d^2 x \langle \varphi(\infty) \Phi(1) \Phi(x) \varphi(0) \rangle' = \pi \lambda^2 \log \left( \frac{|z_{12}|^2}{\varepsilon^2} \right) \int d^2 x \langle \varphi(\infty) \Phi(1) \Phi(x) \varphi(0) \rangle'. \quad (3.18)$$
This is then the ‘proper’ contribution to the perturbation integral at second order. Reference [21] argued that if power divergences in \( \varepsilon \) appear, they will be removed by regularizing the integral and hence, will not contribute to \( h^{(2)} \).

In total, we thus obtain

\[
h(\lambda) = h^{(0)} - \pi C_{\varphi \Phi} \lambda - \frac{\pi}{2} M \lambda^2 + O(\lambda^3)
\]

where

\[
M = \int_\mathcal{C} d^2 x \ G^{\text{reg}}(x)
\]

and \( G^{\text{reg}} \) the integral of the suitably regulated four-point function in eq. (3.18), or more precisely, its constant part [22]. Note that we have been somewhat cavalier in choosing our regularization scheme. In general, we would have to be more careful. However, in the cases we are interested, the first order term actually vanishes. It is then believed that the second order term is scheme independent [7,8].

Computation of the higher order terms in conformal perturbation theory in eq. (3.7) entails evaluating multi-integrals of higher point functions and is beyond the scope of the present work. We, however, sketch the idea in appendix A and in particular, briefly discuss its connection to perturbation theory in quantum mechanics.

### 3.4 Weight shift near resonances

We shall now discuss how conformal perturbation theory expression (3.19) resembles quantum mechanics perturbation theory result (3.2) at second order. Suppose we are interested in the shift of the weight of a field \( \varphi_1 \). To compute the integrated four-point function (3.20), clearly the important quantity to consider is the operator product expansion (OPE) of \( \varphi_1 \) with the modulus \( \Phi \). Following [7], we say a field \( \varphi_2 \) appearing in this OPE is a resonance if it satisfies

\[
h_1 + h_\Phi - h_2 = 1 \quad \text{and} \quad \bar{h}_1 + \bar{h}_\Phi - \bar{h}_2 = 1 \,.
\]

We note that in our case, since \( h_\Phi = \bar{h}_\Phi = 1 \), a resonance occurs if \( h_1 = h_2 \) and \( \bar{h}_1 = \bar{h}_2 \). In particular, this means that resonances will always lead to operator mixing at first order, which means that we will actually need to perform degenerate perturbation theory at first order. However, instead of actual resonances, we will mostly be interested in near resonances, that is fields which violate the resonance condition by a parametrically small amount \( \varepsilon \). As we will see, such near resonances give the dominant contribution to the integral, just like states with \( E_n \) near \( E_m \) gave the dominant contribution in (3.2).

To evaluate the integral (3.20), we introduce the regularized correlation function

\[
G^{\text{reg}}(x) = G(x) - G_0(x) - G_1(x) - G_\infty(x)
\]

where

\[
G(x) = \langle \varphi_1(\infty) \Phi(1) \Phi(x) \varphi_1(0) \rangle \,.
\]
and the regulators $G_{x_i}(x), x_i = \{0, 1, \infty\}$ are chosen such that the non-integrable singularities of $G(x)$ are cancelled. Because $\Phi$ is exactly marginal, the regulator at $x = 1$ contains a term of the form
\[ G_1(x) \sim \frac{1}{|1-x|^4} \] (3.24)
coming from the vacuum, and possibly others. The singularity at $x = 1$ will however not usually give a dominant contribution, so that we will neglect it for the moment. To obtain the regulator at $x = 0$, we need to determine the OPE
\[ \Phi(x) \varphi_1(0) = \frac{C_{\varphi_1 \varphi_2}}{x^{\bar{h}_1+1-h_2} x^{\bar{h}_1+1-h_2}} \varphi_2(0) + \ldots . \] (3.25)
Assuming that the $\varphi_2$ are orthonormal, we see that for any field $\varphi_2$ with $h_1 - h_2 = \bar{h}_1 - \bar{h}_2 \geq 0$, we need to introduce a regulator term
\[ G_0(x) = \frac{C_{\varphi_1 \varphi_2}^2}{x^{h_1+1-h_2} x^{h_1+1-h_2}}. \] (3.26)
Similarly, we find
\[ G_\infty(x) = \frac{C_{\varphi_1 \varphi_2}^2}{x^{-h_1+1-h_2} x^{-h_1+1-h_2}}. \] (3.27)
Let us now assume that $\varphi_2$ is a near resonance. For $h_2 - h_1 = \bar{h}_2 - \bar{h}_1 = \epsilon > 0$, the field $\varphi_2$ then does not require a regulator term. Nonetheless, it will make a finite but large contribution to the integral around zero, given by
\[ \int d^2x \frac{C_{\varphi_1 \varphi_2}^2}{|x|^{2-2\epsilon}} \sim \pi \frac{C_{\varphi_1 \varphi_2}^2}{h_2 - h_1}. \] (3.28)
Likewise, $\varphi_2$ gives the same contribution to the integral around $x = \infty$. If $\epsilon$ is indeed small, we see that this contribution is large and will dominate over all other contributions. Physically, it is clear why this happens: once $h_2$ reaches $h_1$, we know that the integral becomes divergent — after all, this is why we needed to introduce regulator terms in the first place!

Next, consider the case where the near resonance has $h_1 - h_2 = \bar{h}_1 - \bar{h}_2 = \epsilon > 0$. In this case, we need to regulate the integral by introducing $G_0(x)$ and $G_\infty(x)$. Note that now there is no major contribution of $G(x) - G_0(x)$ around 0, since $G_0(x)$ was chosen in exactly such a way to cancel out the leading contribution. However, at $x = 0$ we now get a large contribution from the the regulator term $-G_\infty(x)$:
\[ - \int d^2x \frac{C_{\varphi_1 \varphi_2}^2}{|x|^{2-2(h_1-h_2)}} \sim \pi \frac{C_{\varphi_1 \varphi_2}^2}{h_2 - h_1}. \] (3.29)
We see that as the weight of $\varphi_1$ moves from just below the near resonance $\varphi_2$ to just above it, we first get a positive contribution to the integral, which diverges as it approaches the resonance. It then flips sign and becomes a negative contribution. Note however that the
actual divergence at the exact resonance \( h_1 = h_2 \) is an artifact of considering second order perturbation theory: as pointed out above, in that case there is operator mixing between \( \phi_1 \) and \( \phi_2 \), which already gives a contribution at first order — see [3.4] for the analogous phenomenon in quantum mechanics.

Note that so far we have only considered half of the picture: if the weight of \( \phi_1 \) gets shifted, then so does the weight of \( \phi_2 \). The computation of the shift is exactly the same, since if \( \phi_2 \) is a near resonance of \( \phi_1 \), then \( \phi_1 \) is also a near resonance of \( \phi_2 \). The result is thus exactly the same, except for a change of sign due to the exchange of \( h_1 \) and \( h_2 \) in eq. (3.29). Thus, the second order shift for \( \phi_2 \) reads

\[
\sim -\frac{\pi C_{\phi_1 \phi_2}^2}{h_2 - h_1}.
\] (3.30)

In summary, if there is a field \( \phi_2 \) at near resonance to \( \phi_1 \), then the integral for \( \phi_1 \) has a dominant contribution

\[
M \sim \frac{\pi C_{\phi_1 \phi_2}^2}{h_2 - h_1},
\] (3.31)
giving a shift:

\[
h_1^{(2)} \sim -\frac{\pi^2}{2} \frac{C_{\phi_1 \phi_2}^2}{h_2 - h_1}.
\] (3.32)

Similarly, \( \phi_2 \) is shifted by the same amount, but in the opposite direction,

\[
h_2^{(2)} \sim -\frac{\pi^2}{2} \frac{\pi C_{\phi_1 \phi_2}^2}{h_1 - h_2}.
\] (3.33)

Therefore, just as in quantum mechanics, the two operators \( \phi_1 \) and \( \phi_2 \) repel each other symmetrically.

4 Perturbation theory for \( T^4/\mathbb{Z}_2 \)

4.1 Four-point function

Let us now discuss second order perturbation theory for \( \sigma \) models with target space \( T^4/\mathbb{Z}_2 \). These orbifold CFTs appear at the Kummer locus in the moduli space of \( K3 \). We want to perturb such theories by a modulus \( \Phi \) in a direction perpendicular to the Kummer locus. As such, the modulus is a blow up mode in the twisted sector of the \( \mathbb{Z}_2 \) orbifold.

We compute the shift of a winding-momentum primary field with \( (h, \bar{h}) = (\frac{p^2}{2}, \frac{p^2}{2}) \). Since this field is in the untwisted sector and the modulus is in the twisted sector, the three-point function that determines the first order term vanishes, and the first non-trivial term appears at second order. This computation was discussed from a purely numerical point of view for scalar fields with small values of momentum \( p \) in [14]. Here we extend the computation beyond scalar fields and discuss their weight shift in the framework that we established above.
The four-point function \( G(x) \) in (3.23) with \( \varphi \) a winding-momentum field of weight \((h, \bar{h})\) and \( \Phi \) a twist-2 modulus was computed in [14, section 2] and is given by

\[
G(x) = V_1^h(x)V_1^{\bar{h}}(\bar{x}) + V_2^h(x)V_2^{\bar{h}}(\bar{x}) ,
\]

where

\[
V_1^h(x) = \frac{4^{-2h}x^{-h}}{(1-x)^2} \left( 1 + \sqrt{x} \right)^{4h} \left( 2(2h - 1) - \frac{2h(1 + x)}{\sqrt{x}} \right) ,
\]

\[
V_2^h(x) = \frac{4^{-2h}x^{-h}}{(1-x)^2} \left( 1 - \sqrt{x} \right)^{4h} \left( 2(2h - 1) + \frac{2h(1 + x)}{\sqrt{x}} \right) ,
\]

and similarly for the anti-holomorphic counterparts. Note that we have

\[
G\left( \frac{1}{x} \right) = |x|^4 G(x) ,
\]

just as we expect from crossing symmetry.

Let us now discuss the singularities of \( G(x) \) and their regularization. To regularize the singularity at \( x = 1 \), following [14] we always need to subtract the regularization term

\[
G_1(x) = \frac{4}{|1-x|^4} .
\]

If \( h + \bar{h} \leq 1/2 \), then we also need to subtract the term

\[
G_1(x) = \frac{4 (4h - 1) (4\bar{h} - 1)}{16^{2h+2\bar{h}}(1-x)^2 - 4h(1-x)^2} .
\]

Note that this regulator term breaks crossing symmetry (4.4). To find the regulator at \( x = 0 \), we need to analyze the singularity at \( x = 0 \). We rewrite \( V_1^h \) and \( V_2^h \) as

\[
V_1^h(x) = -2 \cdot 4^{-2h}x^{-h} \left( \left( 1 + \sqrt{x} \right)^{4h-2} + \frac{h(1 + \sqrt{x})^{4h-2}}{\sqrt{x}} \right) ,
\]

\[
V_2^h(x) = -2 \cdot 4^{-2h}x^{-h} \left( \left( 1 - \sqrt{x} \right)^{4h-2} - \frac{h(1 - \sqrt{x})^{4h-2}}{\sqrt{x}} \right) ,
\]

which can be expanded as

\[
V_1^h(x) = x^{-h} \sum_{n=-1}^{\infty} b_n(h)x^n , \quad V_2^h(x) = x^{-h} \sum_{n=-1}^{\infty} (-1)^n b_n(h)x^n ,
\]

The two-point function of the twisted sector ground states is normalized to 1. The exactly marginal operator is constructed by acting with left and right-moving supercharges on the ground state and their two-point function is then normalized to 4, as in eq. (4.5).
where
\[ b_n(h) = -2^{1-4h} \left( h \left( \frac{4h - 2}{n + 1} \right) + (n + 1) F_1(2 - 4h, -n; -1 - n; -1) \right). \] (4.10)

This then gives the expansion of the four-point function (4.1) around \( x = 0 \):
\[ G(x) = x^{-h} \bar{x}^{-\bar{h}} \sum_{n,m=-1}^{\infty} (1 + (-1)^{m+n}) b_n(h) b_m(\bar{h}) x^n \bar{x}^m. \] (4.11)

The leading singularity is of the form
\[ G(x) = \frac{8h\bar{h}}{16^{h+\bar{h}}} \frac{1}{x^{h+\bar{h}}+\frac{1}{2}} + \ldots. \] (4.12)

To interpret this singularity, we note that terms of the form \( x^{-h_1-h_2+h_p} \) come from fields of weight \( h_p \) in the internal channel. We have \( h_1 = h \) colliding with the modulus with \( h_2 = 1 \), which gives \( h_p = \frac{1}{2} \). As expected, the leading term in the expansion thus comes from the \( \mathbb{Z}_2 \) ground state twist field \( \sigma \) which has dimensions \( (\frac{1}{2}, \frac{1}{2}) \). The next to leading term in the expansion of \( G(x) \) at 0 is
\[ \frac{8}{16^{h+\bar{h}}} (4h^2 - 2h + 1) (4\bar{h}^2 - 2\bar{h} + 1) \frac{1}{x^{h+\bar{h}}}. \] (4.13)

This singularity comes from the field \( \partial X_{-\frac{1}{2}} \bar{\partial} X_{-\frac{1}{2}} \sigma \) with dimensions \( (1, 1) \). This field has two (left and right-moving) bosonic descendants in the twisted sector of the orbifold. Note that terms of the form \( x^{-h_1-\frac{1}{2}h} \) and \( x^{-\frac{1}{2}h-\frac{1}{2}h} \) are absent in the expansion. This is because the angular integral in eq. (3.20) vanishes for such terms due to rotation symmetry. More generally, we note that all fields in the OPE of \( \varphi_1 \) and \( \Phi \) are in the twisted sector. Since there are no momentum modes in the twisted sector, this implies that resonances only occur at integer or half-integer values of \( h \) and \( \bar{h} \).

### 4.2 Weight shift of scalar fields

Let us first discuss how the weights of scalar fields are shifted. We take \( h = \bar{h} = \frac{p^2}{2} \). At \( x = 0 \), the leading singularity is given by
\[ G(x) = 2 \left( \frac{4-2p^2}{|x|^{p^2+1}} \right) + \ldots. \] (4.14)

We see that if \( p^2 < 1 \), this singularity is integrable and thus does not need to be regularized. By crossing symmetry (4.4), the leading singularity at \( x = \infty \) is given by
\[ G(x) = 2 \left( \frac{4-2p^2}{|x|^{3-p^2}} \right) + \ldots, \] (4.15)

which is again integrable. The singularity at \( x = 1 \) is regularized by (4.5).
Let us first consider $p^2 = 1 - \epsilon$ and examine the behavior of $G(x)$ in this limit. As discussed in section 3.4, in this case the singularities at $x = 0$ and $\infty$ do not need to be regularized — see below eq. (3.27). The contribution of the leading term (4.14) near $x = 0$ is given by

$$\sim \frac{2\pi}{16(1 - p^2)}.$$ (4.16)

By crossing symmetry, there will be the same contribution coming from the leading term at $x = \infty$. That is, the shift diverges to $+\infty$ as $p^2 \to 1^−$. The divergence we encounter comes from the resonance $\sigma$, that is the twist sector ground state with dimensions ($\frac{1}{2}, \frac{1}{2}$).

We next consider the case $p^2 = 1 + \epsilon$. The singularities at $x = 0$ and $x = \infty$ are now no longer integrable and must therefore be regularized — see the discussion above eq. (3.29). We therefore introduce the regulators

$$G_0(x) = 2^{4-2p^2}p^4 \frac{1}{|x|^{p^2+1}}, \quad G_\infty(x) = 2^{4-2p^2}p^4 \frac{1}{|x|^{3-p^2}}.$$ (4.17)

We now compute the contribution of $G^{reg}(x)$ (3.22) around $x = 0$. By construction, the integrand only has an integrable singularity, since (4.14) gets precisely canceled by $G_0(x)$. There is therefore no contribution of the form (4.16). However, there is an important contribution coming from the regulator $G_\infty(x)$ — see eq. (3.29). We namely have

$$\sim \frac{2\pi}{16(1 - p^2)}.$$ (4.18)

From crossing symmetry, we expect the same contribution at $x = \infty$. This explains why the shift diverges to $-\infty$ even as $p^2 \to 1^+$. As we increase $p^2$, we expect the same to happen at all integer values. For instance, (4.13) shows that there will be a resonance at $h = \bar{h} = 1$, coming from the field $\partial X_{-\frac{1}{2}} \bar{\partial} X_{-\frac{1}{2}} \sigma$.

The above analysis is indeed borne out when we compute the second order shift $M$ (3.20) by evaluating the integral numerically. To do this we find it useful to cut out small disks around 0, 1 and $\infty$. We then perform the integral numerically outside of those disks, avoiding numerical instabilities coming from the cancellations between $G(x)$ and the regulators. To obtain the contributions from those discs, we perform a series expansion of the regulated correlation function and then integrate the first few terms. We have plotted the outcome in figure 3. We note that our results agree with [14] for the values of $p^2$ that were computed there.

### 4.3 Weight shift of spin 1 fields

We next consider fields with spin 1. Note that the leading term in the expansion of the four-point function (4.11) only contributes to the integral if $h = \bar{h}$, since otherwise the angular integral vanishes — see the comment below eq (4.13). As such, the leading term in eq. (4.11) does not contribute to the weight shifting of non-scalar fields. The first term in the expansion contributing to the shift of spin 1 fields is

$$\frac{8h\bar{h}}{16h+\bar{h}} (7 - 10h + 8h^2) \frac{1}{x^{h+\frac{1}{2}}x^{\bar{h}-\frac{1}{2}}}.$$ (4.19)
Figure 3: Second order shift $h^{(2)}$ as function of momentum $p^2$ for scalar fields. The first resonance occurs at $h = \bar{h} = \frac{1}{2}$.

as well as a similar term with $x \leftrightarrow \bar{x}$. Eq. (4.19) corresponds to the contribution from an internal field of the form $\bar{\partial} X_{1/2} \bar{\partial} X_{1/2} \sigma$ or $\bar{\psi} \psi \sigma$. This means that for a spin 1 field, the first resonance will occur at $h = \frac{1}{2}, \bar{h} = \frac{3}{2}$. This is again borne out when we compute the second order shift $M$ (3.20) numerically, as can be seen in figure 4.

Figure 4: Second order shift $h^{(2)}$ as function of $p^2$ for spin 1 fields with $(h, \bar{h}) = (\frac{p^2}{2}, \frac{p^2}{2} + 1)$ or $(\frac{p^2}{2} + 1, \frac{p^2}{2})$. The first singularity occurs at $p^2 = 1$.

### 4.4 Lifting chiral fields

Finally let us discuss the lifting of chiral fields with dimensions $\tilde{h} = 0, h \in \mathbb{Z}_{\geq 0}$. What we want to check here is that indeed none of the extra currents at the $\mathbb{Z}_2$ orbifold point survive perturbation. This is closely related to the results found in [21, 23]. From eqs. (4.1) and (4.2) we have

$$G(x) = \frac{-2}{(1 - \bar{x})^2} (V_1^h(x) + V_2^h(x)) = \frac{-2}{(1 - \bar{x})^2} \sum_{n=0}^{\infty} 2b_{2n}(h)x^n .$$

(4.20)

Since $G(x)$ has such a simple $\bar{x}$ dependence, we can evaluate the integral analytically. Rather than subtracting divergences, we will instead use the original regularization scheme
of cutting out $\varepsilon$-discs around $0, 1, \infty$. We use Stokes’ theorem to perform the $\bar{x}$ integral. Namely we have

$$\int_{\partial U} Fdz + Gd\bar{z} = \int_U (\partial_\bar{z} G - \partial_z F) dz d\bar{z}$$

(4.21)

where the complex integration measure is

$$dx \wedge dy = \frac{i}{2} dz \wedge d\bar{z}.$$  

(4.22)

The integral of $G(x)$ over the complex plane then gives contour integral

$$M_h = -i \oint_{0,1,\infty} dx \frac{1}{(1-x)} (V_1^h(x) + V_2^h(x)) .$$

(4.23)

Note that the contours around 0 and 1 are counterclockwise now, which has led to an additional minus sign. As expected, we do not get a contribution from 1, the location of the other modulus. More precisely, we do get a term $\varepsilon^{-2}$, which is regularized away, but no constant term. The integral around $x = 0$ gets a contribution from the $n = h - 1$ term only, and evaluates to

$$4\pi b_{2h-2}(h) .$$

(4.24)

The integral around $x = \infty$ gives the same contribution, so that in total we get

$$M_h = 8\pi b_{2h-2}(h) = -\frac{4\sqrt{\pi} \Gamma(2h + \frac{1}{2})}{\Gamma(2h)} .$$

(4.25)

For the first few values of $h$, the values for the second order lifting $h^{(2)} = -\frac{\pi}{2} M_h$ is given in table

| $h$  | 0  | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  |
|------|----|----|----|----|----|----|----|----|----|
| $h^{(2)}$ | $\frac{3\pi^2}{2}$ | $35\pi^2$ | $693\pi^2$ | $6435\pi^2$ | $230945\pi^2$ | $2028117\pi^2$ | $35102025\pi^2$ | $300540195\pi^2$ |

Table 1: Second order lifting $h^{(2)}$ for chiral fields with dimension $(h,0)$.

For $h > 0$ the lifting is always strictly positive, which then shows that all chiral fields get lifted. We have plotted lifting of chiral fields in figure. We see that they grow in absolute value with increasing $h$. In fact, we have

$$h^{(2)} = (2\pi)^{3/2} \sqrt{h} + O(h^{-1/2}).$$

(4.26)

This agrees with our general hypothesis that perturbation theory converges worse with increasing dimension.
Figure 5: Second order lifting $h^{(2)} = -\frac{\pi}{2} M$ for chiral fields as function of $h$ — see eq. (4.25).

4.5 General resonances

We now discuss shifting of general winding-momentum primaries of the $T^4/\mathbb{Z}_2$ orbifold theory and examine whether we can identify candidates that at least in principle could become new chiral fields. This then signals the possibility of the existence of a rational point infinitesimally close to the Kummer surface and perpendicular to it in the K3 moduli space. We start out with a non-rational torus. This means that we can find an arbitrarily small $\epsilon > 0$ such that there exists a field $\varphi$ with dimensions $(h, \bar{h}) = (j + \frac{1}{2} - \epsilon, \frac{1}{2} - \epsilon)$. (4.27)

From eq. (4.11) we see that $\varphi$ is close to the resonance for $n = 2j - 1$ and $m = -1$, and contributes to the four-point function as

$$2b_{2j-1}(h)b_{-1}(\bar{h}) \frac{1}{x^{1+\epsilon} \bar{x}^{1+\epsilon}}.$$ (4.28)

For $h \approx j + \frac{1}{2}$ and $\bar{h} \approx \frac{1}{2}$ we have

$$b_{-1}(\frac{1}{2}) = -\frac{1}{4}, \quad b_{2h-2}(h) = -\frac{\Gamma(2h + \frac{1}{2})}{2\sqrt{\pi} \Gamma(2h)} = -\frac{\sqrt{h}}{\sqrt{2\pi}} + \ldots.$$ (4.29)

In total, we thus get

$$\bar{h}^{(2)} \lambda^2 \sim -\frac{\lambda^2}{\epsilon} \frac{1}{2} \sqrt{\frac{\pi}{2}} \sqrt{j + \frac{1}{2}}.$$ (4.30)

This means that no matter how small we choose $\lambda$, we can always find a field $\varphi$ with $\bar{h} \approx \frac{1}{2}$ and $j$ large such that $\bar{h}^{(2)} \lambda^2$ is negative and of order 1, meaning

$$\bar{h}^{(2)} \lambda^2 \sim -\bar{h}^{(0)}.$$ (4.31)

The second order correction thus has a chance of shifting $\bar{h}$ close to zero, which make this field a natural candidate for a new chiral field. Eq. (4.31) of course does not guarantee
that: since the second order term is of order 1, it tells us that we need to go to higher order perturbation theory. Still, it is encouraging to find that such candidate fields always exist.

Note that even if we are at a rational point, where all fields have weight at least \( \epsilon \) removed from half-integers, we can still find a field for which (4.31) holds simply by choosing \( j \) large. Also note that the same argument works for \( \epsilon < 0 \). In that case the weight of \( \varphi \) increases. However, by the remarks at the end of section 3.4, the weight of the resonance then shifts downwards by the same amount. This simply means that in this case the candidate field is not \( \varphi \), but rather the resonance in the twisted sector.
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A ‘Connected’ perturbation theory

In this appendix we briefly discuss the contribution of higher order terms in conformal perturbation theory which were introduced in eq. (3.7). We discuss some ideas of how reduced correlation functions contribute at higher orders. The situation seems to be very similar to the Feynman diagram expansion in standard perturbation theory in QFT. In that case we have the relation for the quantum partition function

\[
\log Z[J] = iW[J].
\]  

(A.1)

Here \( Z[J] \) is the standard partition function, which is generated by all diagrams. \( W[J] \) on the other hand is generated only by connected diagrams. Our analysis above suggests that the analogue of connected diagrams in conformal perturbation theory are reduced correlation functions, that is correlation functions for which the contribution of the external field \( \varphi \) has been removed from all channels. To give an idea how this works in a non-rigorous manner, first let us bring (3.7) to the form

\[
I_n := \frac{\lambda^n}{n!} \int d^2 w_1 \ldots d^2 w_n \langle \varphi | \Phi(w_1) \ldots \Phi(w_n) | \varphi \rangle.
\]  

(A.2)
We have dropped all prefactors coming from the coordinate transformation. Formally (A.2) looks completely independent of $z_{12}$. However, in the process we roughly rescaled $\varepsilon \rightarrow \varepsilon/|z_{12}|$. The advantage of this is that we only need to look for $\log \varepsilon$ divergences, which are then guaranteed to come with the correct $\log |z_{12}|$ contributions. Next we insert a complete set of states $\phi$ between each $\Phi$.

\[
\frac{\lambda^n}{n!} \sum_{\phi_i} \int d^2w_1 \ldots d^2w_n \langle \Psi(\phi_1)\Phi(w_1)\phi(\phi_2)\Phi(w_2)\phi_2 \ldots \phi_n\Phi(w_n)\phi_1 \rangle.
\]

(A.3)

Note that we can ignore radial ordering of the $\Phi(w_i)$ here, since in the end the factors of course permute. We then pick out the contribution of the term with $\phi_i = \varphi$. For the term where all $\phi_i = \varphi$, we find

\[
\frac{\lambda^n}{n!} I^n_1 = \frac{\lambda^n}{n!} (2\pi C_{\varphi\varphi}\log \varepsilon^{-2})^n.
\]

(A.4)

Again, this term corresponds to the $n^{th}$ term in the expansion of $\exp(-2\log(z_1-z_2)h^{(1)})$ in (3.8). This explains how the higher order terms of the $h^{(1)}$ come about in higher order perturbation theory. It seems likely that a similar pattern also appears in the expansion of the terms of higher $h^{(n)}$.
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