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Abstract

Assume that the vertices of a graph $G$ are always operational, but the edges of $G$ are operational independently with probability $p \in [0,1]$. For fixed vertices $s$ and $t$, the two-terminal reliability of $G$ is the probability that the operational subgraph contains an $(s, t)$-path, while the all-terminal reliability of $G$ is the probability that the operational subgraph contains a spanning tree. Both reliabilities are polynomials in $p$, and have very similar behaviour in many respects. However, unlike all-terminal reliability, little is known about the roots of two-reliability polynomials. In a variety of ways, we shall show that the nature and location of the roots of two-terminal reliability polynomials have significantly different properties than those held by roots of the all-terminal reliability.

1 Introduction

There are a variety of probabilistic models of network robustness, but the two most common in the literature are all-terminal reliability and two-terminal reliability. Suppose that $G$ is a finite, undirected graph on vertex set $V$ (we shall assume, unless otherwise noted, all graphs under discussion are connected). Suppose further that each edge is independently operational (or “up”) with probability $p \in [0,1]$. The all-terminal reliability of $G$, $\text{Rel}(G; p)$, is the probability that in the spanning subgraph of operational edges, all vertices can communicate (this is equivalent to the spanning subgraph of operational edges containing a spanning tree of $G$). If $s$ and $t$ are
vertices of $G$, then the two-terminal reliability of $G$ (or more precisely, of $(G, s, t)$), $\text{Rel}_{s,t}(G; p)$, is the probability that in the spanning subgraph of operational edges, $s$ and $t$ can communicate (this is equivalent to the spanning subgraph of operational edges containing an $s$-$t$ path). Both all-terminal and two-terminal reliabilities on graphs are instances of a more general $K$-terminal reliability of a graph, where a set of $K$ vertices are chosen and one is interested in the probability that all of those vertices can communicate with one another; the all-terminal and two-terminal reliabilities are the two extremes of the problem (where $K$ is either all the vertices or just two of them).

The research into all-terminal reliability and two-terminal reliability is vast (see, for example, [6]), and what is striking is how many results for one has a similar analogue for the other. Both are well known to be polynomial functions with the same general shape in the interval:

- They are increasing on the interval $[0, 1]$.
- They cross the line $y = p$ at most once as long as the function is different from $p$.
- The functions are, in general, $S$-shaped, that is they are less than $p$ in some neighborhood of 0, greater than $p$ in some neighborhood of 1, and there is exactly one fixed point (this holds for all-terminal reliability whenever the graph is connected, has at least two vertices and is not an edge, while for two-terminal reliability, this holds provided either (i) there is an edge between $s$ and $t$ and $G - st$ contains an $s$-$t$ path, or (ii) there is no edge between $s$ and $t$ and there is no edge whose removal separates $s$ and $t$).

Both all-terminal and two-terminal reliabilities have underlying coherent systems, that is, collections of subsets of a set (namely the operational edge sets of the graph) that are closed upwards under containment.

The research for both all-terminal and two-terminal reliabilities have followed parallel tracks. Both can be calculated via Factor theorems, which are a recursion based on Bayes’ Theorem:

$$\text{Rel}(G; p) = p \cdot \text{Rel}(G \cdot e; p) + (1 - p) \cdot \text{Rel}(G - e; p)$$

$$\text{Rel}_{s,t}(G; p) = p \cdot \text{Rel}_{s,t}(G \cdot e; p) + (1 - p) \cdot \text{Rel}_{s,t}(G - e; p)$$
(Here $\bullet$ and $-$ denote the contraction and deletion of the edge $e$ in $G$, respectively.) Classes of graphs (complete graphs, series-parallel graphs, and so on) for which formulas are known for one of the two are almost always known for the other, with similar formulas. The problems of determining all-terminal and two-terminal reliabilities exactly are both known to be intractable ($\#P$-complete), and many of the same techniques (such as Sperner and Kruskal-Katona bounds) have been utilized to produce efficient algorithms to estimate the functions.

Given that all-terminal reliability is always a polynomial, one could naturally ask questions about the nature and location of the roots, and there have been a number of papers along these lines over the past three decades [2, 3, 5, 9, 15]. The all-terminal roots (the roots of all-terminal reliability polynomials) have shown considerable structure, especially with respect to the unit disk $D_1(1) \equiv \{ z \in \mathbb{C} : |z - 1| \leq 1 \}$, where they were conjectured in 1992 to be (and only disproved by the smallest of margins in [9]).

- The real all-terminal roots are in $\{0\} \cup (1, 2]$. [2]
- The closure of the all-terminal roots includes the disk $D_1(1)$. [2] (While there are some roots outside the disk [9], it is not known whether the closure of the all-terminal roots contain any set of positive measure outside the disk. Currently [5], the root of furthest away from $z = 1$ has distance approximately 1.13.)
- Every (connected) graph has a subdivision whose roots are all real. [3]
- Every (connected) graph has a subdivision whose roots lie in the disk $D_1(1)$. [3]

Surprisingly, very little is known about two-terminal roots, the roots of two-terminal reliability polynomials. Tungay [11, 14] provided a few families of two-terminal reliabilities, with all of the roots lying in the box

$$\{ z \in \mathbb{C} : -0.8 < \Re(z) < 1.6, -0.65 < \Im(z) < 0.65 \}.$$ 

In light of how much all-terminal and two reliabilities have in common, one might expect that their roots share similar features. However, a plot of the roots of two-terminal reliabilities for simple graphs of small order (see Figure 2) show much different structure than that for all-terminal reliability.
Figure 1: Plot of all-terminal roots of graphs of order 8 (that is, with 8 vertices).
Figure 2: Plot of two-terminal roots of graphs of order 7
(see Figure 1), and in this paper we will delve into some of the ways in which they do indeed differ significantly.

We remark that our graphs allow for multiple edges, but not loops (as loops do not affect either the all-terminal or two-terminal reliability). The order and size of a graph denote the cardinality of the set of vertices and edges, respectively.

2 Real Two-Terminal Roots

One of the fundamental results on all-terminal roots is that every graph has a subdivision whose all-terminal roots are all real. Such is not the case for two-terminal reliability. For example, note that every subdivision of a cycle is again a cycle, so it suffices to consider the real roots of cycles. Note that if \( s \) and \( t \) are two vertices of the cycle \( C_n \) at distance \( k \), then
\[
\text{Rel}_{s,t}(C_n; p) = p^k + p^{n-k} - p^n,
\]

as \( s \) and \( t \) can communicate if and only if at least one of the two paths (of lengths \( k \) and \( n - k \)) are operational. The well-known Descartes’ Rule of Signs states that for a real polynomial, the number of positive roots (counting multiplicities) is at most the number of sign changes in the coefficients. As \( \text{Rel}_{s,t}(C_n; p) \) has exactly one sign change, it has at most one positive root. By considering \( \text{Rel}_{s,t}(C_n; -p) \), one can see that \( \text{Rel}_{s,t}(C_n; p) \) has at most 2 negative roots. It follows that \( \text{Rel}_{s,t}(C_n; p) \) has at most \( k + 1 + 2 = k + 3 \) real roots. As \( k \leq n/2 \), we see that no matter what choice of \( s \) and \( t \) we make, it follows that no subdivision of a cycle of order at least 7 has all real two-terminal roots (in fact, by direct calculations, one can replace 7 by 5, and even \( C_4 \), with adjacent terminals, has no subdivision for which the two-terminal roots are all real).

As noted earlier, the real all-terminal roots all lie in the set \( \{0\} \cup (1, 2] \). However, from Figure 2, it appears that there are negative two-terminal roots. Indeed this is the case. Consider the theta graph \( \Theta_{l[k]} \), consisting of two vertices, \( s \) and \( t \), joined by \( k \) internally disjoint paths, each of length \( l \). Its two-terminal reliability is given by
\[
\text{Rel}_{s,t}(\Theta_{l[k]}; p) = 1 - (1 - p^l)^k, \tag{1}
\]
as \( s \) and \( t \) can communicate if and only if at least one of the \( k \) paths of length \( l \) is operational. If \( l \) is even, we have \( \text{Rel}_{s,t}(\Theta_{l[k]}; -1) = 1 > 0 \). Now,
for \( \varepsilon > 0 \), what is the sign of \( \text{Rel}_{s,t}(\Theta_{[k]}; -1 - \varepsilon) \)? Let us choose \( l \) even and large enough so that \( \varepsilon > 2^{1/l} - 1 \). Then

\[
1 - (-1 - \varepsilon)^l = 1 - (1 + \varepsilon)^l < -1.
\]

Then for any even \( k \), \( \text{Rel}_{s,t}(\Theta_{[k]}; -1 - \varepsilon) < 0 \), and so by the Intermediate Value Theorem, there must be a real root in the interval \((-1 - \varepsilon, -1)\).

There can be roots even further to the left of \(-1\). For example, for the four-cycle \( C_4 \) with nonadjacent terminals \( s \) and \( t \),

\[
\text{Rel}_{s,t}(C_4; p) = 2p^2 - p^4 = p^2(2 - p^2).
\]

This places a two-terminal root at \(-\sqrt{2} \approx -1.41 \) (and at \( \sqrt{2} \)).

We can even move the roots further out to the left, but to do so, we’ll need to introduce a general type of graph operation (see [5,7]). Suppose that \( H \) is a graph with two distinct distinguished vertices \( u \) and \( v \) (we’ll refer to \((H, u, v)\) as a gadget). Then for any graph \( G \), an edge substitution of \( H(u, v) \) into \( G \), denoted by \( G[H(u, v)] \), is any graph formed by replacing each edge \( \{x, y\} \in E(G) \) by a copy \( H_{\{x, y\}} \) of \( H \), identifying vertices \( u \) with \( x \) and \( v \) with \( y \) (we assume that \( G \) and all of the copies of \( H \) are disjoint). We also call \( G[H(u, v)] \) a gadget replacement of \( G \) with \( H \). An example is illustrated in Figure 3.

It can be shown [5,7] that

\[
\text{Rel}(G[H(u, v)]; q) = (\text{Rel}(H; q) + \text{spRel}(H, u, v; p))^{m} \cdot \text{Rel}
\left(G; \frac{\text{Rel}(H; q)}{\text{Rel}(H; q) + \text{spRel}(H, u, v; p)}\right),
\]

However, the gadget replacement formula for two-terminal reliability is much simpler.

**Theorem 2.1.** Let \( H \) be a graph with two distinct distinguished vertices \( u \) and \( v \). Then for any graph \( G \) with terminals \( s \) and \( t \),

\[
\text{Rel}_{s,t}(G[H(u, v)]; p) = \text{Rel}_{s,t}(G; \text{Rel}_{u,v}(H; p))
\]

**Proof.** If \( F \) is a graph with edge set \( E(F) \), and \( S \subseteq E(F) \), \( F(S) \) will denote the spanning subgraph of \( F \) with edge set \( S \). Let \( \mathcal{S}_G \) be the collection of subsets of edges \( S \) of \( G \) such that \( s \) and \( t \) can communicate in \( G(S) \). For a spanning subgraph \( S \) of \( G[H(u, v)] \), let \( \hat{S} \) be the set of edges \( e \) of \( G \) such
(a) Initial graph $C_4$ with antipodal terminals $s$ and $t$.

(b) First iteration of the gadget replacement, $C_4[C_4(s, t)]$

c) Second iteration of the gadget replacement.

Figure 3: Example of a sequence of gadget replacements $G[H]$ with $G$ and $H$ both copies of $C_4$. 
that the endpoints of $e$, $u_e$ and $v_e$, can communicate in $H_{u_e,v_e}$. Then it is straightforward to see that $s$ and $t$ can communicate in $G[H(u,v)](S)$ if and only if they can communicate in $G(\hat{S})$, so it follows that

$$\text{Rel}_{s,t}(G[H(u,v)]; p) = \sum_{S \in \mathcal{S}_G} (\text{Rel}_{u,v}(H; p))^i (1 - \text{Rel}_{u,v}(H; p))^m$$

We can use Theorem 2.1 to find two-terminal roots even further to the left. Suppose we take $G = G_0 = C_4$, with $s$ and $t$ being a pair of nonadjacent vertices, and consider the graph $G_{i+1} = G_i[G(s,t)]$, with terminals $s$ and $t$. From formula (2), we see that the two-terminal roots of $G_{i+1}$ are the solutions to the equation

$$2p^2 - p^4 = r,$$  \hspace{1cm} (3)

where $r$ is a two-terminal root of $G_i$. The solutions to (3) are

$$p = \pm \sqrt{1 \pm r}.$$  

Thus, setting $f(r) = -\sqrt{1 - r}$, we find that the negative of the golden ratio,

$$-\varphi = -\frac{1 + \sqrt{5}}{2} \approx -1.618034$$

is an attractive fixed point of $f$ (as $f(-\varphi) = -\varphi$ and $f'(-\varphi) = 0$), and hence there are two-terminal roots approaching $-\varphi$.

The disk for which the all-terminal roots were originally conjectured to be in was $|z - 1| \leq 1$, and the furthest an all terminal root has been located from $z = 1$ is approximately 1.13. In the two-terminal case, we have already seen the existence of roots much further away from 1 (with distance approaching $1 + \varphi \approx 2.618034$).

### 3 Density of Two-Terminal Roots

With regards to the all-terminal reliability, while not every root is in the closed unit disk centered at $z = 1$, the closure of the all-terminal roots is
known to contain the closed unit disk, and is not known to contain any set of positive measure outside the disk. What is true of two-terminal reliability roots? Might it be the case that there is no set of positive measure outside the unit disk at $z = 1$? The answer is emphatically no.

**Theorem 3.1.** The closure of two-terminal reliability roots contain the closed unit disks centred at 0 and at 1.

**Proof.** Let us consider again the two-terminal reliability polynomial of $\Theta^{[k]}_l$, the generalized theta graph with $k$ paths of length $l$ joining $s$ and $t$:

$$\text{Rel}_{s,t}(\Theta^{[k]}_l; p) = 1 - (1 - p^l)^k.$$  

The two-terminal roots of these graphs can be computed as follows:

$$\text{Rel}_{s,t}(\Theta^{[k]}_l; p) = 0 
\iff (1 - p^l)^k = 1 
\iff 1 - p^l = \omega \text{ (for } \omega \text{ some } k^{th} \text{ root of unity)} 
\iff p^l = 1 - \omega 
\iff p = \nu \text{ (for } \nu \text{ some } l^{th} \text{ root of } 1 - \omega)$$

Let $r$ and $\theta$ satisfy $0 < r < 1$ and $0 < \theta < 2\pi$, and let $\epsilon > 0$. Without loss of generality, $0 < r - \epsilon, r + \epsilon < 1, 0 < \theta - \epsilon, \theta + \epsilon < 2\pi$. We will show that there is a value $\omega$, a $k^{th}$ root of unity, so that some $\nu$, an $l^{th}$ root of $1 - \omega$, is in the small pie-shaped piece \{$Re^{i\gamma}|r - \epsilon < R < r + \epsilon \text{ and } \theta - \epsilon < \gamma < \theta + \epsilon$}; this will show that the closure of the two-terminal roots of the generalized theta graphs contains the unit disk centered at the origin.

First, as the $l$ arguments of the $l^{th}$ roots of unity of a number are equally spaced out, for all sufficiently large $l \geq L$, we can ensure that the argument $\gamma$ of some $l^{th}$ root of any nonzero number is in $[\theta - \epsilon, \theta + \epsilon]$.

Second, the $k^{th}$ roots of 1, running over all $k$, fill up the boundary of the unit circle centered at $z = 0$. So, if we consider one minus these values, the resulting complex numbers take on values whose moduli are close to every number in $[0, 2]$. We can therefore choose a $k^{th}$ root of unity $\omega$ such that $(r - \epsilon)^L < |1 - \omega| < (r + \epsilon)^L$. Then there is an $L^{th}$ root, say $\nu$, of $1 - \omega$ such that $r - \epsilon < |\nu| < r + \epsilon$, and the argument $\gamma$ of $\nu$ lies in $[\theta - \epsilon, \theta + \epsilon]$. As noted earlier, this implies that the closure of the two-terminal reliabilities of $\Theta^{[k]}_l$ contain the closed unit disk centered at 0.
What about for the closed unit disk centred at 1? For any graph $G$ with terminals $s$ and $t$, replace every edge in $G$ by a bundle $B_m$ of size $m$ (denote the vertices of $H$ by $u$ and $v$). Then by Theorem 2.1 we find that

$$\text{Rel}_{x,y}(G[B_m(u,v)];p) = \text{Rel}_{x,y}(G;1-(1-p)^m).$$

Thus the two-terminal roots of $(G[B_m(u,v)];s,t)$ are one minus the $m$–th roots of $1 - r$, where $r$ is any two-terminal root of $(G,s,t)$. By a similar argument to the one above, the closure of the set

$$\{ z \in \mathbb{C} : z^m = 1 - r \text{ for some } r \text{ a root of } \text{Rel}_{s,t}([\Theta^k];p) \}$$

contains the unit disk centered at 0, and hence the two-terminal roots of $\text{Rel}_{s,t}([\Theta^k][B_m(u,v)];p)$, as $l$, $k$ and $m$ range over all positive integers, contains the unit disk centered at 1 as well.

One final related problem. It was shown in [2] that every graph has a subdivision whose roots lie in the unit disk centered at 1 – might this still be true for two-terminal reliability, even though the roots are certainly not contained in the disk? Again, the answer is no. For example, consider the cycle once again. Let the order of the cycle be $n \geq 3$ and choose terminals $s$ and $t$ at distance $k$ ($1 \leq k \leq n/2$). As previously noted,

$$\text{Rel}_{u,v}(C_n;p) = p^k + p^{n-k} - p^n = -p^k(p^{n-k} - p^{n-2k} - 1).$$

We will show that the polynomial $g(p) = p^{n-k} - p^{n-2k} - 1$ has a root in the open left-half plane, and hence no subdivision of $C_n$ for $n \geq 3$ has all its two-terminal roots in the disk $|z-1| \leq 1$.

The Hermite-Biehler Theorem (see, for example [15]) states that a real polynomial

$$f(x) = \sum_{i=0}^{d} a_ix^i$$

with positive leading coefficient is weakly stable, that is, has all its roots in the closed left-half plane, if and only if $f_{\text{even}} = \sum a_{2i}x^i$ and $f_{\text{odd}} = \sum a_{2i+1}x^i$ both have positive leading coefficient (or are identically 0), both have all nonpositive real roots, and the roots of $f_{\text{odd}}$ interlace those of $f_{\text{even}}$ (that is, if $s_1 \leq s_2 \leq \cdots \leq s_l$ and $r_1 \leq r_2 \leq \cdots \leq r_m$ are the roots of $f_{\text{odd}}$ and $f_{\text{even}}$ respectively, then $l \leq m$ and $s_1 \leq r_1 \leq s_2 \leq r_2 \leq \cdots$). The upshot is that we can show that $g$ has a root in the open left-half plane if

$$f(p) = (-1)^{n-k}g(-p) = p^{n-k} + (-1)^{k+1}p^{n-2k} + (-1)^{n-k+1}.$$
has a root in the right-half plane, i.e. $f$ is not weakly stable.

To show this, we consider four cases, based on the parities of $n$ and $k$:

- $n$ and $k$ both even: Here $f_{\text{even}} = p^{(n-k)/2} - p^{(n-2k)/2} - 1$, which has a positive root (as $n > k$). By the Hermite-Biehler Theorem, $f$ is not weakly stable.

- $n$ is even and $k$ is odd: Here $f_{\text{even}} = p^{(n-2k)/2} + 1$, which has non-real roots unless $n = 2k$, in which case it has no roots. However, in this case, $f_{\text{odd}} = p^{(n-k-1)/2}$, and the exponent is positive (as $k \geq 3$). By the Hermite-Biehler Theorem, $f$ is not weakly stable, since if it were, $f_{\text{even}}$ must be at least as many roots as $f_{\text{odd}}$ does.

- $n$ is odd and $k$ is even: Here $f_{\text{even}} = 1$, which has no roots, while $f_{\text{odd}} = p^{(n-k-1)/2} + p^{(n-2k-1)/2} = p^{(n-2k-1)/2} (p^{k/2} + 1)$, which has at least two roots. As in the previous case, $f$ is not weakly stable.

- $n$ and $k$ both odd: Here $f_{\text{even}} = p^{(n-k)/2} - 1$, which has a positive root (as $n > k$). Again, by the Hermite-Biehler Theorem, $f$ is not weakly stable.

Thus every cycle of length at least 3 has a root in the left-half plane, outside the unit disk centered at 0, and hence every subdivision of any such a graph has a root outside the disk.

### 4 Two-Terminal Fractals

We are going to make even more use out of Theorem 2.1 and gadgets. We know that for graphs $G$ and $H$ with terminals $s$ and $t$ and $u$ and $v$, respectively,

$$\text{Rel}_{s,t}(G[H(u, v)]; p) = \text{Rel}_{s,t}(G; \text{Rel}_{u,v}(H; p)).$$

It would be natural to choose $(H, u, v) = (G, s, t)$, and ask what happens to the roots, here and under repeated iterations (see, for example, Figure 3). For example, let’s take the graph $G = C_4$ with $s$ and $t$ two adjacent vertices. The roots of the third and sixth iteration are shown in Figure 4.

If $G$ is a graph with (distinct) terminals $s$ and $t$, we set $G_1 = G$, and $G_i = G[G_{i-1}(s, t)]$ for $i \geq 2$. It follows immediately that if $f = \text{Rel}_{s,t}(G; p)$,
then $\text{Rel}_{s,t}(G_i; p) = f^{\circ k}$ (the $k$-th composition of $f$ with itself). Moreover, the set of roots $\mathcal{T}_i$ of $\text{Rel}_{s,t}(G_i; p)$ are nested, i.e. $\mathcal{T}_1 \subseteq \mathcal{T}_2 \subseteq \mathcal{T}_3 \cdots$ as $0$ is a root of $f = \text{Rel}_{s,t}(G_i; p)$.

We define the **two-terminal attractor** of $(G, s, t)$ as

$$\mathcal{T}(G, s, t) = \bigcup_{k \geq 1} \{ z \in \mathbb{C} : z \text{ is a two-terminal root of } G_k \} = \bigcup_{k \geq 1} f^{-\circ k}(\{0\}),$$

the closure of the **inverse orbit** of $0$ under $f$ (the inverse here denotes the set inverse: $f^{-1}(S) = \{ z : f(z) \in S \}$).

It is not hard to see that for any nonzero real polynomial $g$, the roots $g^{\circ k}$ are bounded. (The argument follows along the lines of Lemma 3.2.12 in [8]:

We can assume that $g = c_d x^d + c_{d-1} x^{d-1} + \cdots + c_1 x + c_0$ has degree $d \geq 2$. If $C = \max\{|c_i| : 0 \leq i \leq d - 1\}$ and $R = \max\{(2/|c_d|)^{1/n-1}, C/|c_d| + 1\}$, then elementary inequalities show that $|z| > R$ imply that $|g(z)| > R$, from
which we deduce that all roots of \(g^\circ k\) are bounded by \(R\)). It follows that for any graph \(G\) and terminals \(s\) and \(t\), the two-terminal attractor is bounded.

What is striking is the iterated gadget replacement operation seems to produce a fractal. As the following shows, this is not a coincidence. (In contrast, there is no known way to produce fractals for all-terminal reliability.) We refer the reader to [1] for terminology and basic results concerning Julia and Fatou sets of rational functions. Our approach is modelled on that for independence fractals described in [4,8].

**Theorem 4.1.** Let \(G\) be a (connected) graph of order \(n\) and size \(m\), both at least 2, with terminals \(s\) and \(t\), where we assume that every edge of \(G\) is on some path between \(s\) and \(t\) (any edge not on an \(s\)-\(t\) path can be removed without affecting the two-terminal reliability). Assume further that \(G\) is not an \(s\)-\(t\) path. Set \(G_0 = G\), and \(G_i = G[\{G_{i-1}(s,t)\}]\) for \(i \geq 1\). Then

i. if \(s\) and \(t\) are nonadjacent, then the two-terminal attractor \(T(G,s,t)\) is the **Julia set** of \(\text{Rel}_{s,t}(G; p)\), and

ii. if \(s\) and \(t\) are adjacent, then \(T(G,s,t)\) can be partitioned into the inverse orbits of 0 under \(\text{Rel}_{s,t}(G; p)\) and the Julia set of \(\text{Rel}_{s,t}(G; p)\).

**Proof.** Set \(T = \text{Rel}_{s,t}(G; p)\) and \(T_i = \text{Rel}_{s,t}(G_{i}; p)\), so \(T_i = T_{i-1}\). Now

\[
T = \text{Rel}_{s,t}(G; p) = \sum_{S \subseteq V} p^{|S|} (1 - p)^{|E(G)| - |S|} = \sum_{i \geq 1} N_i p^i (1 - p)^{m-i} = a_1 p + a_2 p^2 + \cdots,
\]

where \(m\) is the number of edges in \(G\) and \(a_1 = N_1\) is the number of edges between \(s\) and \(t\).

We begin assuming, for part (i), that \(s\) and \(t\) are adjacent, so \(a_1 \geq 1\) (\(G\) may contain multiple edges, so \(a_i\) may be greater than 1). Clearly 0 is a fixed point of \(T = \text{Rel}_{s,t}(G; p)\). Moreover, as \(T^i(0) = a_i\), it is either a **repelling** fixed point if \(a_i > 1\) or a **rationally indifferent** fixed point if \(a_i = 1\), but in either case, it follows (see Theorems 6.4.1 and 6.5.1 of [1]) that \(z = 0\) is in the Julia set of \(T\).
Note that the coefficient of $p$ in $T$ is $N_1$, so that if $T$ had degree 1, then $T = N_1p$, so by the linear independence of the basis $\{ p^i(1 - p)^{m-i-1} : i = 0, 1, \ldots, m - 1 \}$ for the space of real polynomials of degree at most $m$, we must have $N_i = 0$ for all $i \neq 1$, a contradiction as $m \geq 2$ implies that $T = N_1p(1 - p)^{m-1}$ has degree $m \geq 2$. Thus we know that $T$ has degree at least 2. Furthermore, as 0 is in the Julia set of $T$, by Theorem 4.2.7(ii) of [1], the closure of

$$\bigcup_{k \geq 1} T^{-k}(0) = \bigcup_{k \geq 1} \{ z \in \mathbb{C} : z \text{ is a two-terminal root of } G_k \}$$

is the Julia set $J(T)$ of $T$. This completes the proof of (i).

We move onto part (ii), by assuming now that $s$ and $t$ are not adjacent, so that $a_1 = 0$. Let $R = \text{Roots}(T)$ be the roots of $T$. Here we find that 0 is a (super)attracting fixed point of $T = \text{Rel}_{s,t}(G; p)$, as $\text{Rel}_{s,t}(G; p)$ and its derivative are 0 when $p = 0$. It follows (see [1, pg. 104]) that 0 is not in the Julia set (but in the Fatou set) of $T$, and therefore the entire inverse orbit of 0 is outside the Julia set of $T$. Let $k$ be the length of a shortest $s$-$t$ path (so $k \geq 2$); it should be clear that $T' = T/p^k$ is a polynomial with the same nonzero roots as $T$. From the fact that $G$ is not an $s$-$t$ path, it follows that $\text{Rel}_{s,t}(G; p)$ is not a power of $p$, and hence the set $R' = R - \{ 0 \}$, is nonempty (and is the roots of $T'$). Now for all $r \in R'$, $r$ is not in a periodic point, as $T(r) = 0$ and $T(0) = 0$. Moreover, for the same reason, the forward orbit of $r$, $\{ T^k(r) : k \geq 1 \}$, is not dense on any curve, and from Theorem 3.2.10 of [8], it follows that, in the Hausdorff metric,

$$\lim_{k \to \infty} T^{-k}(R') = J(T),$$

the Julia set of $T$. Finally, Julia sets are always perfect, that is equal to its accumulation points (c.f. Theorem 4.2.4. of [1]), so finally we conclude that the Julia set of $T$ is equal to the accumulation points of $\cup \text{Roots}(T_i)$. None of the points of $\cup \text{Roots}(T_i)$ lie in the Julia set (as the Julia set is closed under backward and forward orbits), so we conclude that $\mathcal{T}(G, s, t)$ can be partitioned into the inverse orbits of 0 under $\text{Rel}_{s,t}(G; p)$ and the Julia set of $\text{Rel}_{s,t}(G; p)$.

(We left out the case when the graph $G$ is an $s$-$t$ path, but in this case, the two-terminal reliability is a power of $p$, and the two-terminal attractor is just $\{ 0 \}$).
So we see that while the Julia set of the two-terminal reliability shows up precisely when the terminals are adjacent, it is embedded in the attractor when the terminals are nonadjacent, as the accumulation points. Figure 5 shows (an approximation of) the two-terminal attractor for $C_4$ with nonadjacent terminals. (It is interesting to compare Figures 4 and 5 and see how much a different choice of terminals makes to the two-terminal attractor!)

In either case, it is worthwhile to investigate the Julia sets of two-terminal reliabilities (in most cases, Julia sets are fractals, exhibiting self-similarity). One natural question to ask is whether the Julia set is connected – as a topological space (which is different from asking whether the underlying graph is connected!). Here the problem appears in general to be difficult. It seems from Figures 4(b) and 5 that the Julia sets for $C_4$, whether the terminals are adjacent or not, are connected (although the resulting Julia sets are quite different!). A well known result (see, for example, [1]) is that if $f$ is a polynomial of degree at least 2, then $J(f)$ is connected if and only if the forward orbit of each of $f$’s critical points is bounded.

The first nontrivial graph to consider is $C_3$, with, of course, two adjacent terminals, $s$ and $t$. An approximation to its two terminal attractor is shown in Figure 6.

It seems unclear whether the two-terminal attractor (which is a Julia set) is connected or not – does it connect up to the root at $z = 0$? We can

---

Figure 5: Plot of the union of two-terminal roots of repeated gadget replacement on $C_4$ with two nonadjacent terminals.
use the conditions mentioned earlier to analyze the connectivity. The two-terminal reliability here is obviously $f = p + p^2 - p^3$. Its critical points are the solutions to $f' = 1 + 2p - 3p^2 = 0$. The latter has roots at $p = 1$ and $-1/3$. Clearly $f(1) = 1$, so the forward orbit of 1 under the two-terminal reliability function is bounded. What about the forward orbit of $-1/3$? It is easy to check that $f$ has a local minimum of $-5/27$ at $p = 1/3$, and that $f([-1, 1]) = [-5/27, 1] \subset [-1, 1]$. It follows that the forward orbit of $-1/3$ is also bounded, and we conclude that the two-terminal attractor is connected.

The argument for $C_4$ with adjacent terminals is a bit more involved (and it is less certain from Figure 4 whether it is connected or not). The two-terminal reliability of $C_4$ with adjacent terminals is $f = p + p^3 - p^4$, which has critical points 1, $r_1 = -1 + \sqrt{15}i/8$ and $r_2 = -1 + \sqrt{15}i/8$. Clearly the forward orbit of 1 is bounded (it is a fixed point of $f$). To determine whether the forward orbits of the others are bounded, a simple calculation determines that $f^2(r_1)$ (and $f^2(r_2)$) both have modulus $\sqrt{388912639}/65536 < 0.31$. Moreover, if we substitute $p = re^{i\theta}$ into $f$, we find that for $r \leq 1/3$,

$$|f(re^{i\theta})| = r^2 (-8 \cos^2 \theta \cdot r^3 + 4 \cos^2 \theta \cdot r^2 + \cos \theta \cdot (-2r^5 + 6r^3) + r^6 + r^4 - 2r^2 + 1) \leq r^2 (8r^3 + 4r^2 + (-2r^5 + 6r^3) + r^6 + r^4 + 2r^2 + 1) = (r^6 - 2r^5 + r^4 + 14r^3 + 6r^2 + 1) r^2$$

(4)
The function of $r$ in (4) is increasing on $[0, 1/3]$, with a maximum less than $1/3$, so it follows that the forward orbit of any point with modulus at most $1/3$ (which includes $f^2(r_1)$ and $f^2(r_2)$) is bounded, and hence the forward orbits of the critical points $r_1$ and $r_2$ are bounded, and the fractal is connected.

One more example – let’s consider the Julia set for the two-terminal reliability of even cycles $C_{2k}$ with antipodal terminals $s$ and $t$ (i.e. points at maximum distance). The two terminal reliability is $f = 2p^k - p^2k$. As

$$f' = 2kp^{k-1} - 2kp^{2k-1} = 2kp^{k-1}(1 - p^k),$$

the critical points are 0 and the $k$-th roots of unity. Clearly the forward orbit of 0 is bounded as it is a fixed point. However, if $\omega$ is any $k$-th root of unity, then

$$f(\omega) = 2\omega^k - \omega^{2k} = 2 - 1 = 1,$$

and as 1 is a fixed point, the orbits of any such critical point $\omega$ is bounded. Thus the Julia set for the associated two-terminal reliability polynomial is connected (see Figure 7).

One might wonder if the Julia set of every two-terminal reliability polynomial is connected, but the answer is no – a plot of an approximation to the two-terminal attractor of $K_{2,3}$ (the complete bipartite with cells of cardinality 2 and 3), with adjacent terminals $s$ and $t$, is shown in Figure 7. Here $f = \text{Rel}_{s,t}(K_{2,3}; p) = p^6 - p^5 - 2p^4 + 2p^3 + p$. The critical points include $r \approx -1.157582493$, and $f^3(r) \approx 1.4 \cdot 10^{14}$. It is not hard to check that $|f(z)| > |z|^6 - |z|^5 - 2|z|^4 - 2|z|^3 - |z| \geq |z|^2$ for $|z| > 2.4$, and $|f(r)| > 3.3$, so it follows that the iterates of $f$ at $r$ are unbounded, and hence the associated Julia set (which is the two-terminal attractor of $K_{2,3}$) is disconnected (see Figure 8).

5 Conclusion

We have seen that, while all-terminal and two-terminal reliabilities have many similarities, their roots behave remarkably differently. We leave with a few easily stated (but intriguing!) open problems.

**Problem** 5.1. What is the closure of the real roots of two terminal reliability polynomials?

We know that in the all-terminal case, the closure of the real roots is precisely $\{0\} \cup [1, 2]$ (see [2]). However, what can be said about two-terminal roots? Unfortunately, we are unable to answer the question.
Problem 5.2. Are two-terminal roots bounded?

The two-terminal roots are not as closely related to the disk $|z - 1| \leq 1$ as all-terminal roots seem to be, but we do not have any two-terminal roots of large modulus yet. Can some be located, or is there a large enough disk that contains all two-terminal roots?

Problem 5.3. When is the two-terminal attractor (or Julia set of the two-terminal reliability, if the terminals are nonadjacent) connected?

Many of the two-terminal attractors/Julia sets we found were indeed connected, but not all. Are most connected? The problem is likely to be quite difficult, as one needs not only to find the critical points but determine if their forward orbits are bounded. We remark that if one can find a two-terminal reliability polynomial all of whose critical points have unbounded orbits, then the associated Julia set will indeed be totally disconnected (that is, it will contain nontrivial connected subsets). This seems unlikely,
Figure 8: Plot of the two-terminal roots of the fourth repeated gadget replacement of $K_{2,3}$ with two adjacent terminals.

as for most graphs, the two-terminal reliability is flat at $p = 1$, which means that 1 will be a bounded critical point.
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