We show that these problems are computationally hard and provide several parameterized complexity results.
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1 INTRODUCTION
Weighted Voting Games (WVG) form a simple scheme to model situations in which voters must make a yes/no decision about accepting a given proposal [11]. Each voter has a corresponding weight and the proposal is accepted if the sum of weights of agents supporting the proposal exceeds a fixed threshold called the quota. In a WVG, weights of voters can represent an amount of resource and the quota represents the quantity of this resource which should be gathered for this class of game. Then, we study a bribery problem, in which one tries to maximize/minimize the voting power/weight of a given agent by changing the support structure under a budget constraint. We show that these problems are computationally hard and provide several parameterized complexity results.

Figure 1: Two political parties II and II’ with two different inner structures.

One possible limitation of WVGs is that they consider each agent as an indivisible entity and may not be able to represent agents who are composed of a complex structure. However, if agents are corporations or political parties, then they do have some inner structure which may have an impact on their relative strength.

Example 1. Let us consider two political parties II and II’ represented in Figure 1. Each party has a political leader (agents A and A’ respectively) and different inner political trends with subleaders (agents B, C, D, E in II and agents B’, C’, and D’ in II’). Each leader and subleader have their own supporters who provide them some voting weights, written next to each agent in Figure 1. In each party, the different agents form a directed tree structure of support, where each arc represents the fact that an agent supports another agent. For instance, in party II, agent D endorses agent B which herself endorses agent A. In this way, agent D implicitly supports agent A and puts at her disposal her voting weight. Note however that it may not be possible for agent D to directly endorse agent A. Indeed, if agent D represents the most left-wing sensibility of the party whereas agent A represents a more consensual political trend, it may be difficult for agent D to publicly support agent A without losing credibility in the eyes of her supporters. By delegating to A through B, agent D indicates that her support to A is conditioned to the presence of agent B.

The total weight accumulated by voters A and A’ are respectively worth 12 and 11. Hence, the total weight gathered by A is greater than the one of A’. Could this indicate that agent A is at least as powerful as agent A’? The inner structures of parties II and II’ suggest otherwise. Indeed, agent A receives a greater total weight and is endorsed (directly and indirectly) by more agents. However, agent A’ receives direct support from all other subleaders of her party which is not the case of agent A. As a result, if agent B decides to secede and create her own party, then agent A would lose the support of agents D and E conceding a total weight lose of 5. Conversely, the most important weight lose that agent A’ can suffer from the secession of another agent is worth 3. Hence, the inner structure of party II’ which supports candidate A’ seems more robust than the one of candidate A.
Example 1 suggests to study a more complex model than the one of WVGs where agents are backed up by an internal support structure with transitive supports. Studying this kind of model has been recently initiated by Zhang and Grossi [35]. Indeed, the authors investigate how to measure the relative importance of voters in the framework of Liquid Democracy (LD) [6, 18]. LD is a collective decision paradigm in which agents can vote themselves or delegate their vote to another agent. One important feature, is that an agent who receives delegations can in turn delegate her vote and the ones that she has received to another agent which is exactly the kind of transitive support discussed in Example 1. In their work, Zhang and Grossi [35] define Delegative Simple Games (DSG), a variant of WVGs in which the capacity of a subset of agents to reach the quota does not only depend on their voting weights but also on their delegations. DSGs make it possible to take into account the support (delegation) structure underlying the game and to favor agents who receive more direct supports, compared to agents receiving more distant chains of support. The authors notably study axiomatically the Banzhaf measure of voting power applied to this kind of game which they term the delegative Banzhaf measure of voting power.¹

Our contribution. We obtain several results related to DSGs. We first study several properties, notably computational properties, of the delegative Banzhaf and Shapley-Shubik measures of power. For instance, while the computation of these measures is computationally hard, we show that they can be calculated by a pseudopolynomial dynamic programming algorithm similar to the one for Banzhaf and Shapley-Shubik measures in WVGs. We then investigate a bribery problem where, given a delegation graph, the goal is to maximize/minimize the voting power/weight of an agent by changing at most a fixed number of delegations. We show that the problems related to bribing voting power are hard, and that the maximization problems are hard to approximate even when the social network is a tree. We then move to the conceptually simple bribery problems related to voting weight. On these problems, we obtain both hardness and tractability results by investigating the approximation and the parameterized complexity viewpoints. All missing or incomplete proofs can be found in a long version of the paper [13].

3 RELATED WORK

WVGs originated in the domain of cooperative game theory [10, 11] and are used to study the a-priori voting power of voters in an election [17]. Two well-known solutions to measure the importance of an agent in a WVG are the Shapley-Shubik index and the Banzhaf index. Two well-known solutions to measure the importance of an agent in a WVG are the Shapley-Shubik index and the Banzhaf index. We then investigate the Banzhaf and Shapley-Shubik measures in WVGs. We then investigate the bribery problem where, given a delegation graph, the goal is to maximize/minimize the voting power/weight of an agent by changing at most a fixed number of delegations. We show that the problems related to bribing voting power are hard, and that the maximization problems are hard to approximate even when the social network is a tree. We then move to the conceptually simple bribery problems related to voting weight. On these problems, we obtain both hardness and tractability results by investigating the approximation and the parameterized complexity viewpoints. All missing or incomplete proofs can be found in a long version of the paper [13].

3 PRELIMINARIES

3.1 Weighted voting games

A simple game is a tuple \( G = (V, v) \), where \( V = [n] \) is a set of \( n \) agents and \( v: 2^n \to \{0, 1\} \) is a characteristic function which only takes values 0 and 1. The notation \( [i] \) and \( [i]_1 \) denote the sets \( \{1, \ldots, i\} \) and \( \{0, 1, \ldots, i\} \) respectively. A subset \( C \subseteq V \) will also be called a coalition. For any coalition \( C \subseteq V \), \( C \) is said to be a winning (resp. losing) coalition if \( v(C) = 1 \) (resp. 0). An agent \( i \) is said to be a swing agent for coalition \( C \) if \( \delta_i(C) = v(C \cup \{i\}) - v(C) \) equals 1.

In WVGs, there exists a quota \( q \) and each agent (also called voter) \( i \) is associated with a weight \( w_i \). The characteristic function \( v \) is then defined by \( v(C) = 1 \) if \( \sum_{i \in C} w_i \geq q \). Stated otherwise, a coalition is winning if the sum of weights of agents in the coalition exceeds the quota. Several ways of measuring the importance of an agent in WVGs have been studied. We recall two of the most well-known:

Definition 1. The Banzhaf measure \( B_i(G) \) and Shapley-Shubik index \( Sh_i(G) \) of a voter \( i \) in a simple game \( G \) are defined as

\[
B_i(G) := \sum_{C \subseteq V \setminus \{i\}} \frac{1}{2^{n-1}} \delta_i(C),
\]

\[
Sh_i(G) := \sum_{C \subseteq V \setminus \{i\}} \frac{1}{n} \frac{(n - |C| - 1)! |C|!}{(n - 1)!} \delta_i(C).
\]

¹This measure was in fact termed, the delegative Banzhaf index. However, following Felsenthal and Machover [17], we reserve the term index for measures whose values sum up to one when considering all agents.
Hence, the Banzhaf measure and the Shapley-Shubik index provide two ways to measure the importance of a voter by quantifying her ability to be a swing agent. While both measures are worth investigating, they are quite different in nature as explained by Felsenthal and Machover [17]. Indeed, while the Shapley-Shubik index is better explained as the expected share that an agent should earn from the election, seen as a game, the Banzhaf measure computes (based on a probabilistic model) the extent to which an agent is able to control the outcome of the election. Note that the first (resp. second) kind of measure is referred to as a notion of P-Power (resp. I-Power), where P stands for Prize (resp. I stands for Influence). As both measure have been extensively studied, we will study both in this paper.

3.2 A model of liquid democracy
In the sequel, while our introduction suggests that DSGs can be used in a broader setting, we will follow the LD paradigm which showcases an interesting application where transitive support structures play a key role. This will notably be convenient to use the notations from Zhang and Grossi [35].

A liquid democracy election. A finite set of agents \( V = [n] \) will vote on a proposal. There is a weight function \( \omega : V \rightarrow \mathbb{N}_{>0} \), assigning a positive weight \( \omega(i) = w_i \) to each voter \( i \). A special case of interest is the one where all voters have weight one. The rule used is a super-majority rule with quota \( q \in (\sum_{i \in V} w_i \cdot \sum_{i \in V} w_i) \cap \mathbb{N}_{>0}. \) Stated otherwise, the proposal is accepted if the total voting weight in favor of it is at least \( q \).

We assume the election to follow the LD paradigm. Notably, voters are vertices of a Social Network (SN) modeled as a directed graph \( D = (V, A) \). Each node in the SN corresponds to a voter \( i \in V \) and a directed edge \((i, j) \in A \) corresponds to a social relation between \( i \) and \( j \): it specifies that agent \( i \) would accept to delegate her vote to \( j \) or more generally speaking to endorse \( j \). The set of out-neighbors of voter \( i \) is denoted by \( NB_{out}(i) = \{ j \in V \mid (i, j) \in A \} \). Each agent \( i \) has two possible choices: either she can vote directly, or she can delegate her vote to one of her neighbors in \( NB_{out}(i) \). The information about delegation choices is formalized by a delegation function \( d \), where \( d(i) = j \) if voter \( i \) delegates to voter \( j \in NB_{out}(i) \), and \( d(i) = i \) if voter \( i \) votes directly.

The delegation digraph \( H_D = (V, E) \) resulting from \( d \) is the subgraph of \( D \), where \((i, j) \in E \) iff \( i \neq j \) and \( d(i) = j \). We assume that this digraph is acyclic. More precisely, we assume \( H_D \) is a spanning forest of in-trees where all vertices have out-degree 1 except the roots which have out-degree 0. For any digraph \( D, \Delta(D) \) denotes the set of all acyclic delegation graphs \( H_D \) that can be induced by delegation functions \( d \) on \( D \). In \( H_D \), we denote by \( c_q(i,j) \) the delegation chain which starts with \( i \) and ends with voter \( j \). Put another way, \( c_q(i,j) \) is a sequence \((i_1, i_2, \ldots , i_k) \) of arcs such that \( i_1 = i, i_k = j \) and \( \forall l \in [k - 1], d(i_l) = i_{l+1} \). By abuse of notation, we may also use this notation to denote the set \( \{v_1, \ldots, v_k\} \) of voters in the chain of delegations from \( i \) to \( j \). Moreover, we denote by \( T_D(i) \) the directed subtree rooted in \( i \) in delegation graph \( H_D \), where \( i \) has out-degree 0 and all other vertices have out-degree 1.

Delegations are transitive, meaning that if voter \( i \) delegates to voter \( j \), and voter \( j \) delegates to voter \( k \), then voter \( i \) indirectly delegates to voter \( k \). If an agent votes, she is called the guru of the people she represents and has an accumulated voting weight equal to the total weight of people who directly or indirectly delegated to her. We denote by \( d^*_i \) the guru of voter \( i \) and by \( G_U = \{ i \in V | d(i) = i \} \) the set of gurus induced by \( d \), i.e., the roots of the in-trees in \( H_D \). If an agent delegates, she is called a follower and has an accumulated voting weight \( \omega(i) \). Hence, the delegation function \( d \) induces an accumulated weight function \( \sigma_d \), such that \( \sigma_d(i) = \sum_{j \in T_D(i)} w_j \) if \( i \in G_U \) and \( 0 \) otherwise.

To define DSGs, Zhang and Grossi defined another weight function. Given a set \( C \subseteq V \), let us denote by \( T_d(i,C) \) the directed subtree rooted in \( i \) in the delegation graph \( H_D(C) \). The subtree \( T_d(i,C) \) contains each voter \( h \) such that \( d^*_h = i \) and \( c_q(h,i) \) only contains elements from \( C \). Given a set \( C \subseteq V \), we define the weight function \( \gamma_d(C) \), such that \( \gamma_d(C) = \sum_{j \in T_d(i,C)} w_j \) if \( i \in G_U \) and \( 0 \) otherwise. Moreover, we denote by \( \gamma_d(C) = \sum_{i \in V} \gamma_d(i) \). The value \( \gamma_d(C) \) represents the sum of weights of voters that have a guru in \( C \) and such that the chain of delegations leading to this guru is contained in \( C \).

3.3 Delegative Simple Games
We call a Liquid Democracy Election (LDE) a tuple \( \mathcal{E} = (D, \omega, d, q) \) or \( \mathcal{E} = (D, \omega, H_d, q) \) (we may use \( H_d \) in place of \( d \) when convenient). DSGs are motivated by LDEs. In the DSG \( \mathcal{G}_C \) induced by an LDE \( \mathcal{E} = (D, \omega, d, q) \), \( v_G(C) = 1 \) iff \( \gamma_d(C) \geq q \), i.e., a coalition \( C \) is winning whenever the sum of weights accumulated by gurus in \( C \) from agents in \( C \) meets the quota. This defines a new class of simple games which have a compact structure but different from the one of WVGs. In our case, the weights are not given in advance, but rather derived from a graph structure. The different power indices defined for simple games can of course be applied to this new class. It is worth noticing that in DSGs the power of each voter \( i \) does not only depend on the amount of delegations she receives through delegations, but also on the structure of the subtree rooted in her in the delegation graph. Notably, the more direct the supports of \( i \), the more important she is in the delegation graph (see Property 3 for a formal statement).

Definition 2 (Active Agent). Consider a delegation function \( d \) and a coalition \( C \subseteq V \). We say that voter \( i \in C \) is active in \( C \) if \( d^*(i) \in C \) and \( c_q(i, d^*(i)) \subseteq C; \) otherwise, \( i \) is called an inactive agent.

Notice that according to the definition of DSGs, an active (resp. inactive) agent \( i \in C \) contributes weight \( w_i \) (resp. 0) to the coalition \( C \) (see Example 2). Given a DSG \( \mathcal{G}_C \), let \( DB(C) \) and \( DS(C) \) denote the delegative Banzhaf and Shapley-Shubik values of voter \( i \) in \( \mathcal{G}_C \), respectively. When speaking about these indices, we drop parameter \( E \) (or \( \mathcal{G}_C \)) when it is clear from the context. Let us give an illustrative example to understand all aspects of our model.

Example 2. Consider an LDE \( \mathcal{E} = (D = (V, A), \omega, d, q) \), where \( V = [8] \) is a set of 8 voters delegating through a SN with \( d(1) = d(2) = d(3) = 3, d(4) = d(6) = 7, d(5) = 6 \) and \( d(7) = d(8) = 8 \) as illustrated in Fig. 2. Each voter \( i \) has weight \( \omega(i) = 1."

---

1In this work, we restrict the values of weights \( w_i \) and \( q \) to \( \mathbb{N}_{>0}. \) This restriction can be motivated by a result by Muroga [30].
The set of gurus is $G_{sd} = \{3, 8\}$, so $\sigma_{sd}(3) = \sum_{j \in T_d(3)} w_j = 3$, $\sigma_{sd}(8) = \sum_{j \in T_d(8)} w_j = 5$, and for any $i \in V \setminus \{3, 8\}$, $\sigma_{sd}(i) = 0$. Consider the set $C = \{3, 5, 7, 8\}$. $T_d(8) \cap \{3\}$ (resp. $T_d(3) \cap \{3\}$) is the subtree rooted in $8$ (resp. $3$) and composed of voters $\{7, 8\}$ (resp. $\{3\}$). Thus, $y_{dC}(3) = \sum_{j \in T_d(3) \cap \{3\}} w_j = 1$, $y_{dC}(8) = \sum_{j \in T_d(8) \cap \{3\}} w_j = 2$ and $y_{dC}(i) = 0$ for $i \in \{5, 7\}$, and then $y_{dC}(C) = \sum_{j \in C} y_{dC}(i) = 3$. Also, the set of active agents is $\{3, 7, 8\}$. Note that $5$ is an inactive agent in $C$ as $c_3(5, 8) \not\subseteq C$. Now we intend to compute $DB_8$ and $DB_6$.

We first compute $DB_8$ by counting the coalitions $C \subseteq V \setminus \{8\}$ for which $8$ is a swing agent. Note that if $1, 2, 3 \subseteq C$, then $8$ cannot be a swing agent for $C$. Second, if $\{1, 2, 3\} \cap C \in \{(1, 3), (2, 3)\}$, then $8$ will always be a swing agent for $C$. There are $32$ such coalitions. Third, if $\{1, 2, 3\} \in C$, then $8$ will be a swing agent for $C$ iff $7 \in C$. There are $8$ such coalitions. Last, if $3 \not\subseteq \{1, 2, 3\} \cap C$, then $8$ will be a swing agent for $C$ iff $|C \cap \{4, 6, 7\}| \geq 2$. There are $24$ such coalitions. Hence $DB_8(V) = \frac{1}{2} \times 64 = \frac{32}{2}$. Now we compute $DB_6$. Note that in order for $6$ to be a swing agent in any coalition $C$, it is necessary that $\{7, 8\} \subseteq C$. Hence, the coalitions $C$ for which $6$ is a swing agent are of the form $C = \{7, 8\} \cup S$ where $S \subseteq \{1, 2, 5\}$. The number of such coalitions is $8$. Hence, $DB_6 = \frac{1}{2} \times 8 = \frac{8}{2}$.

**Figure 2**: The delegation graph $H_d$ (dotted arcs are the other arcs of $D = (V, A)$) with the set of gurus $G_{sd} = \{3, 8\}$.

## 4 PROPERTIES OF DB AND DS

This section investigates properties of the delegative Banzhaf measure and the delegative Shapley-Shubik index. First we investigate if, these values can be computed efficiently.

Evaluating the "standard" Banzhaf and Shapley-Shubik measures in WVGs is $\text{p}$-complete [14, 32] and several decision problems related to their computation are NP-complete or coNP-complete [10, 28, 32]. As DSGs include WVGs as a subcase (consider the restriction when each voter votes herself), these hardness results also hold for DSGs. However, these measures can be computed by a pseudo-polynomial algorithm [28] in WVGs, that is an algorithm running in time $poly(n, w_{\text{max}})$, where $w_{\text{max}} = \max_{i \in V} \omega(i)$ is the maximal weight of an agent. We can extend this dynamic programming approach to compute the delegative Banzhaf measure and the delegative Shapley-Shubik index in pseudo-polynomial time.

**Theorem 1.** Given a delegative simple game $G_{sd}$ induced by an LDE $E = \langle D = (V, A), \omega, d, q \rangle$ and a voter $i \in V$, $DS_i$ and $DB_i$ can be computed in $O(n^2 w_{\text{max}}^2)$ and $O(n^2 w_{\text{max}}^2)$, respectively.

The description of the algorithm is similar to the one used in WVGs but it carefully takes into account the delegation graph provided in the input.

We now investigate how these measures evolve when the delegation structure of the LDE is slightly modified. The purpose for studying these properties is that they are notably relevant when studying bribery problems where one tries to modify the structure of the instance to increase (or decrease) the relative importance of a given agent, as will be done in Section 5. Possible modifications of the delegation structure can consist in adding a direct or indirect delegation from one agent to another.

We now present three properties. Let $v_E$ be the characteristic function of a DSG $G_E$ induced by an LDE $E = \langle D = (V, A), \omega, d, q \rangle$. In the following $f$ denotes a generic delegative power measure and $f_i$ is the delegative power measure value of agent $i$.

The following property states that if some voters delegate to a voter $i$ directly, $i$ should get more powerful.

**Property 1 (Monotonicity w.r.t. Direct Delegations (MDD)).** Consider two LDEs $E = \langle D = (V, A), \omega, d, q \rangle$ and $E' = \langle D = (V, A), \omega, d', q \rangle$ and three agents $i, j, k \in V$ s.t. $j \notin c_d(i, d'_{j})$, $d'(j) = i$ and $d(l) = d'(l)$ for $l \neq j$. Then, $f_i(E') \geq f_i(E)$.

Next, we introduce another property which says that if a voter receives some delegation (directly or indirectly), she should become more powerful.

**Property 2 (Monotonicity w.r.t. Delegations (MD)).** Consider two LDEs $E = \langle D = (V, A), \omega, d, q \rangle$ and $E' = \langle D = (V, A), \omega, d', q \rangle$ and three agents $i, j, k \in V$ such that $k \in c_d(j, d'_{j}) \cup c_d(i, d'_{j})$, $i \notin c_d(k, d'_{j})$, $d'(j) = k$ and $d(l) = d'(l)$ for $l \neq j$. Then, $f_i(E') \geq f_i(E)$.

Consider a delegation graph $H_d$ and two voters $i, j \in V$ such that $i \in c_d(j, d'_{j})$. We now introduce the last property stating that in a new delegation graph $d'$ obtained from $d$ in which all voters have the same delegation strategies as $d$ except that $j$ delegates to a voter $l \in c_d(j, d'_{j}) \setminus c_d(i, d'_{j})$, $i$ gets more powerful. In other words, this property says that if the voters who support a specific voter $i$ through some intermediaries, support $i$ through a smaller set of intermediaries, $i$ gets more powerful.

**Property 3 (Monotonicity w.r.t. Intermediaries (MI)).** Consider two LDEs $E = \langle D = (V, A), \omega, d, q \rangle$ and $E' = \langle D = (V, A), \omega, d', q \rangle$ and three agents $i, j, k \in V$ such that $k \in c_d(j, d'_{j}) \cup c_d(i, d'_{j})$, $i \notin c_d(k, d'_{j})$, $d'(j) = k$ and $d(l) = d'(l)$ for $l \neq j$. Then, $f_i(E') \geq f_i(E)$.

We now investigate which of these three properties are satisfied by the delegative Banzhaf and Shapley-Shubik measures. Counter-intuitively, we first show that while these indices satisfy properties MDD and MI, it is not the case for property MD.

**Proposition 1.** The delegative Banzhaf measure and the delegative Shapley-Shubik index satisfy property MDD.

**Proof.** Consider two LDEs $E = \langle D = (V, A), \omega, d, q \rangle$ and $E' = \langle D = (V, A), \omega, d', q \rangle$ and two agents $i, j \in V$ such that $j \notin c_d(i, d'_{j})$, $D = D'$, $\omega = \omega'$, $q = q'$, $d'(j) = i$ and $d(l) = d'(l)$ for $l \neq j$. Let us consider a coalition $C \subseteq V \setminus \{l\}$ such that $v_{E}(C \cup \{l\}) - v_{E}(C) = 1$. This implies that $c_d(i, d'_{j}) \subseteq C \cup \{l\}$. From $v_{E}(C \cup \{l\}) = 1$, it is straightforward that $v_{E}(C \cup \{l\}) = 1$ as $d(l) = d'(l)$ for $l \neq j$, $d'(j) = i$ and $c_d(i, d'_{j}) \subseteq C \cup \{l\}$. Moreover, from $v_{E}(C) = 0$, it is also easy to see that $v_{E}(C) = 0$ as $d(l) = d'(l)$ for $l \neq j$, $d'(j) = i$ and $l \notin C$. Because this reasoning holds for any coalition for which $i$ is a swing agent, we obtain that $DS_i(E') \geq DS_i(E)$ and $DB_i(E') \geq DB_i(E)$.

**Proposition 2.** The delegative Banzhaf measure and the delegative Shapley-Shubik index do not satisfy property MD.
Proof. Consider an LDE \( E = (D = (V, A), \omega, d, q) \), where \( V = \{1, 2, 3\} \) is a set of 3 agents delegating through a complete SN \( D \) (A contain all possible arcs) with delegations \( d(2) = d(1) = 1 \) and \( d(3) = 3 \), all weights equal to one, and \( q = 2 \). In \( E \) voter 1 is a swing agent for sets in \( \{\{2\}, \{3\}\} \). Now consider the LDE \( E' \) which is identical to \( E \) except that \( d(3) = 2 \). In \( E' \) voter 1 is a swing agent for sets in \( \{\{2\}, \{3\}\} \). Hence, \( DS_1(E') < DS_1(E) \) and \( DB_1(E') < DB_1(E) \).

Hence, Proposition 2 highlights a paradox for measures \( DB \) and \( DS \): a voter who receives more voting power can become less powerful because of the delegation structure underlying the DSG. Hence, if one studies a bribery problem in which she wants to change some delegations to make an agent \( i^* \) more powerful, then she is on the safe side if she decides to add direct delegations to \( i^* \) but adding indirect delegations may be counterproductive.

Proposition 3. The delegative Banzhaf measure and the delegative Shapley-Shubik index satisfy property MI.

Proof. One may use the same argument as that of Proposition 1 to prove the proposition.

5 BRIBERY BY DELEGATION

5.1 Power index modification by bribery

The support structure in DSGs induces the following natural question: which voters should one influence under a budget constraint to maximize/minimize the voting power of a given voter? This question leads to the following computational bribery problems.

**Problems:** BMinP, SMinP, BMaxP and SMaxP

**Input:** An LDE \( E = (D = (V, A), \omega, d, q) \), a voter \( \sigma^* \in V \), a budget \( k \in \mathbb{N} \), and a threshold \( \tau \in \mathbb{Q}_+ \).

**Feasible solution:** A delegation function \( d' \in \Delta(D) \) s.t. \( |\{i \in V : d(i) \neq d'(i)\}| \leq k \) leading to an LDE \( E' = (D, \omega, d', q) \).

**Question:** Can we find a feasible solution \( d' \) such that:

- BMinP: \( DB_{d'}(E') \leq \tau \)
- BMaxP: \( DB_{d'}(E') \geq \tau \)
- SMinP: \( DS_{d'}(E') \leq \tau \)
- SMaxP: \( DS_{d'}(E') \geq \tau \)

Stated otherwise, in the Banzhaf Minimization (resp. Maximization) Problem, BMinP (resp. BMaxP) for short, we wish to determine if we can make the Banzhaf measure of voter \( \sigma^* \) lower (resp. greater) than or equal to a given threshold, by only modifying \( k \) delegations. This cardinality constraint can be justified by the fact that influencing each voter is costly. SMinP and SMaxP are similar problems corresponding to the Shapley-Shubik index. While BMaxP and SMaxP correspond to the constructive variant of the bribery problem, BMinP and SMinP correspond to its destructive variant. These bribery problems are natural in the setting of LD, where one voter could for instance try to get the delegations of several other voters to increase her influence on the election. Moreover, we believe these bribery problems are also relevant in more traditional elections where several politicians or political parties could seek which alliances to foster as to increase their centrality or to make an opponent powerless.

We first show several hardness and hardness of approximation results on these four problems.

**Theorem 2.** The restriction of BMinP and SMinP to the case where all voters have weight 1, i.e., when \( \forall i \in V, \omega(i) = 1 \), is NP-complete. Moreover, under the same restriction, the minimization versions of problems BMinP and SMinP cannot be approximated within any factor in polynomial time if \( P \neq \text{NP} \).

**Sketch of proof.** We use a reduction from the NP-complete Hamiltonian path problem [19] where the goal is to determine if there exists a path in an undirected graph that visits each vertex exactly once. From an instance of the Hamiltonian path problem with \( n \) vertices we create an instance of BMinP (or SMinP). The quota of this BMinP (or SMinP) instance is set such that a specific voter will have power index value 0 if it is at the end of a delegation path of length \( n \). The idea is that such a path necessarily consists in a Hamiltonian path in the original instance. Hence, in the BMinP (or SMinP) instance a successful solution for the briber will consist in creating a delegation path along a Hamiltonian path (if one exists). The hardness of approximation result is then obtained from the fact that a polynomial-time algorithm with some multiplicative approximation guarantee would be able to distinguish between instances where we can make the agent dummy and the ones where we cannot.

**Theorem 3.** Problems BMinP and SMinP are coNP-hard even if the SN is a tree.

We move to problems BMaxP and SMaxP.

**Theorem 4.** Problems BMaxP and SMaxP with voters’ weights and the quota given in unary are NP-complete.

**Theorem 5.** The maximization versions of problems BMaxP and SMaxP cannot be approximated within any factor in polynomial time if \( P \neq \text{NP} \) even if the SN is a tree.

Proof. Consider the subset sum problem with positive integers. An instance \( J \) of this problem is composed of a set of positive integers \( S = \{a_1, \ldots, a_n\} \) and a target sum \( M : J = (S, M) \) is a Yes-instance iff there exists a subset \( L \subseteq S \) such that \( \sum_{i \in L} a_i = M \). We transform an instance \( J = (S, M) \) of the subset sum problem to an instance \( I = (E = (D = (V, A), \omega, d, q), v, k, \tau) \) of BMaxP (resp. SMaxP). We create a tree \( D \) where:

- \( V = V_1 \cup \{v, v', \sigma^*\} \) with \( V_1 = \{u_i : a_i \in S\} \).
- \( A = \{(u_i, v) : u_i \in V \setminus \{v\}\} \).

Let \( R = \sum_{a_i \in S} a_i \) and \( q = R + 2M + 3 \). The weight function \( \omega \) is set as follows: \( \omega(\sigma^*) = R + M + 2, \omega(v') = 1, \omega(v) = M + 1 \) and for any \( u_i \in V_1, \omega(u_i) = a_i \). The initial delegation function \( d \) is set as follows: \( d(\sigma^*) = v', d(v') = \sigma^*, d(v) = v \) and for any \( u_i \in V_1, d(u_i) = v \). As \( v' \) is not swing in any coalition for \( E, DB_{d}(E) = 0 \) (resp. \( DS_{d}(E) = 0 \)). First notice that all successful coalitions should contain voter \( v' \) and that \( v' \) cannot be a swing agent in a coalition that contains both \( v \) and \( v' \). In fact, to make \( v' \) a swing for some coalition, one should select a subset \( U \) of voters from \( V_1 \) such that \( \sum_{a_i \in S} \omega(a_i) = M \) and remove their delegations from \( v \). Indeed, \( v' \) is then a swing agent for the coalition \( U \cup \{v'\} \).

Now, assume, for a contradiction, that there is a (not-necessarily constant) factor \( \beta (0 < \beta \leq 1) \) polynomial time approximation
algorithm, $\mathcal{A}$, for $\text{BMaxP}$ and $\text{SMaxP}$. Imagine using $\mathcal{A}$ several times with $k = 1$ to $k = n$, where $n = |S|$ in the subset sum instance. Thus, if $\mathcal{F}$ is a Yes-instance, then there exists a set $L \subseteq S$ such that $\sum_{i \in L} a_i = M$. Consider, one of minimal size $k_{\text{min}}$. Then, for $k = k_{\text{min}}$, $\mathcal{A}$ will necessarily output a delegation function to $\text{BMaxP}$ (resp. $\text{SMaxP}$) for which $\text{DB}_v(E') > 0$ (resp. $\text{DS}_v(E') > 0$), and in which the set of delegations changed affects the voters $\{u_i : i \in L\}$. By investigating the solution, one can check in polynomial time if it indeed corresponds to a valid certificate for the subset sum problem. This concludes the proof.

More positively, when the input is a complete graph, we can provide more positive results on the approximation viewpoint. We detail an algorithm, called GAMW, standing for Greedy Algorithm with Maximum Weight, which works as follows.

If $v^*$ is a guru. It iteratively picks a guru $g$ (different from $v^*$) with maximum accumulated weight (if there are several gurus with the same accumulated weight, it selects one arbitrarily), set $d(g) = v^*$ and $k = k - 1$. This process continues until $k = 0$ or no guru remains to delegate to $v^*$.

If $v^*$ is a follower. Let $\text{Del}_d(j) = c_d(j, d'(j)) \setminus \{j\}$ be the set of voters to which $j$ delegates to directly or indirectly. GAMW distinguishes two subcases: i) $k \geq 2$, it assumes that $v^*$ is a guru and sets $d(v^*) = v^*$ and $k = k - 1$. Then it proceeds as when $v^*$ is a guru, ii) $k = 1$, GAMW checks if $q - \sum_{i \in \text{Del}_d(i)} o(i) > 0$ (i.e., otherwise she is a dummy player.), then it finds a voter among the gurus $g \neq v^*$, and the voters who delegate directly to $\text{Del}_d(i)$ with the highest accumulated weight and make her delegate to $v^*$, otherwise (i.e., $q - \sum_{i \in \text{Del}_d(i)} o(i) \leq 0$) it sets $d(v^*) = v^*$.

**Theorem 6.** GAMW is a factor $\frac{1}{2n^2}$ (resp. $\frac{1}{n^2}$) approximation algorithm for $\text{BMaxP}$ (resp. $\text{SMaxP}$) on complete graphs.

**Sketch of Proof.** The intuition is that, as GAMW assigns a set of subtrees with the highest weight to $v^*$ among all algorithms respecting the budget constraint, if there is no coalition $C'$ for which $v^*$ is swing in after applying GAMW, no algorithm can result in a better solution. In particular, suppose that we are given a delegation graph $H_d$ and a guru $g_{\text{max}} \in G_u$ with the highest accumulated weight. Consider any losing coalition $C \subseteq V \setminus T_d(g_{\text{max}})$ in $H_d$. If the coalition $C' = C \cup T_d(g_{\text{max}})$ is not a winning coalition, then no guru $g \in G_u$ can make $C$ a winning coalition as $a_d(g_{\text{max}}) \geq a_d(g)$. In case $k = 1$ and $v^*$ is a follower, we consider any losing coalition $C \setminus T_d(v^*)$, where $\text{Del}_d(j) \subseteq C$ and use a similar argument.

To conclude this subsection, we note that, as shown by Theorems 2, 3, 4, and 5, problems $\text{BMinP}$, $\text{SMinP}$, $\text{BMaxP}$ and $\text{SMaxP}$ are hard. We also believe that these problems are complex in the sense that the power measures they rely on can be hard to grasp for people not used to solution concepts from cooperative game theory. In the next subsection, instead of maximizing a power measure, we study a problem with a conceptually simpler objective as surrogate.

### 5.2 Voting weight modification by bribery

In this subsection, we investigate if we can modify at most $k$ delegation choices to make the accumulated weight of a given voter $i'$ greater than or equal to a given threshold $\tau$. We term this optimization problem $\text{WMaxP}$ for Weight Maximization Problem.

It is clear that problem $\text{WMaxP}$ is related to problems $\text{BMaxP}$ and $\text{SMaxP}$ in the sense that a greater voting weight may result in a greater power measure value. However, it is well known from the literature on WVGs that this relation is limited as voters with sensibly different weights may have the same relative importance in the election. Less intuitively, it is even possible that if the given voter receives too much weight, we may end up in a situation where the voter’s delegative power gets decreased (see Proposition 2).

We now formally introduce $\text{WMaxP}$. As this problem does not require to know the quota, we define a Partial LDE (PLDE) as a tuple $E = (D = (V, A), \omega, d)$, i.e., an LDE without a quota value.

**Problems: $\text{WMaxP}$**

**Input:** A PLDE $E = (D = (V, A), \omega, d)$, a voter $i' \in V$, a budget $k \in \mathbb{N}$, and a threshold $\tau \in \mathbb{N}$.

**Feasible Solution:** A delegation function $d' \in \Lambda(D)$ s.t. $|\{i \in V : d(i) \neq d'(i)\}| \leq k$ leading to a PLDE $E' = (D, \omega, d')$.

**Question:** Can we find a solution $d'$ such that $a_{d'}(i') \geq \tau$.

We first provide a hardness result for $\text{WMaxP}$ and an inapproximability result for the optimization variant of $\text{WMaxP}$, denoted by $\text{OWMaxP}$.

**Theorem 7.** $\text{WMaxP}$ is NP-complete and $\text{OWMaxP}$ cannot be approximated with an approximation ratio better than $1 - 1/e$ if $P \neq NP$, even when all voters have weight one.

To obtain more positive results, we consider both the approximation and the parameterized complexity viewpoints.

An approximation algorithm point of view. Interestingly, a variant of $\text{OWMaxP}$, called $\text{DTO}$ (Directed Tree Orienteeering), has been investigated by Ghuge and Nagarajan [20]. In DTO, we are given a directed graph $D = (V, A)$ with edge costs $c : A \rightarrow \mathbb{Z}^+$, a root vertex $r^* \in V$, a budget $B \in \mathbb{Z}^+$, and a weight function $p : V \rightarrow \mathbb{Z}^+$. For any subgraph $G'$ of a given (directed or undirected) graph $G$, let $V(G')$ and $E(G')$ represent the set of nodes and edges in $G'$. The goal is to find an out-directed arborescence $T^*$ rooted at $r^*$ maximizing $p(V(T^*)) = \sum_{v \in V(T^*)} p(v)$ such that $\sum_{v \in E(T^*)} c(v) \leq B$. Ghuge and Nagarajan [20] provided a quasi-polynomial time $O((\log n)^{\log \log n})$-approximation algorithm, where $n$ is the number of vertices in an optimal solution. The authors mentioned that this factor is tight for DTO in quasi-polynomial time. It is worth mentioning that Paul et al. [31] proposed a 2-approximation algorithm for the undirected version of DTO.

Here we show that any approximation algorithm for a variant of DTO can also be used with $\text{OWMaxP}$, preserving the approximation factor. In particular, consider instances $I' = (D' = (V', A'), r', c, p, B)$, where $D' = (V', A')$ is a directed graph with edge costs $c : A' \rightarrow \{0, 1\}$, a root vertex $r' \in V'$, a budget $B \in \mathbb{Z}^+$, and a weight function $p : V' \rightarrow \mathbb{Z}^+$. For any node $v \in V'$, there exists at most one incoming edge $e$ of cost $c(e) = 0$. More importantly, there is no cycle $C$ in $D'$ with the total cost $\sum_{e \in E(C)} c(e) = 0$, i.e., there exists at least one edge $e \in C$ with $c(e) = 1$. We call DTO this variant. Note that DTO is not a special case of DTO investigated by Ghuge and Nagarajan [20] as in their case the costs on edges are at least one. DTO coincides with DTO when each edge costs 1 in both problems.
Theorem 8. Consider a parameter $\beta$, where $0 < \beta < 1$ (not-necessarily constant). The following statements are equivalent:

(i) There is a $\beta$-approximation algorithm for RDTO.
(ii) There is a $\beta$-approximation algorithm for OWMaxP.

Proof. To prove that (i) implies (ii), we proceed as follows. Let $I = (D = (V, A), \omega, d, i^*, k)$ be an instance of OWMaxP. We suppose that $d_i^* = i^*$; otherwise we define a new delegation graph $d'$ such that $d'(i') = i^*$, $d'(i) = d(i)$ for any $i \in V \setminus \{i^*\}$ and $k = k - 1$. Indeed, $i^*$ should be a guru to have a non-zero accumulated weight. Let $I' = (D' = (V', A'), r^*, c, p, B)$ be an instance of RDTO obtained from $I$ as follows. We set $V' = V$, $r^* = i^*$ and $A' = \{(i, j): (i, i) \in A\}$, i.e., we reverse the edges. For any $e = (i, j) \in A'$ in $I'$, if $d(j) = i$ in $I$, $c(e) = 0$; $c(e) = 1$ otherwise. Lastly, $B = k$ and $p(o) = \omega(o)$ for any $o \in V$. Consider a solution $T^*$ to RDTO on $I'$. We can simply reverse the edges in $T^*$ and obtain a subtree of $D$ rooted in $i^*$ with cost $c(T^*) \leq k$ that induces a delegation graph $d'$. We conclude by noticing that any edge $e = (i, j) \in E(T^*)$ either costs 0 if $d(i) = i$ or 1 otherwise and $\alpha_p(i^*) = p(V(T^*))$. This concludes the first direction.

Now we show that (ii) implies (i). Let $I' = (D' = (V', A'), r^*, c, p, B)$ be an instance of RDTO. Let $I = (D = (V, A), \omega, d, i^*, k)$ be an instance of OWMaxP obtained from $I'$ as follows. We set $V' = V$, $r^* = i^*$ and $A = \{(i, j): (i, i) \in A\}$, i.e., reversing edges. For any vertex $i \in V \setminus \{i^*\}$ if there exists an incoming edge $e = (i, j) \in A'$ with cost $c(e) = 0$, we set $d(i) = i$, $d(i) = i$ otherwise. We set $d'(i) = i^*$. For any $e \in V$, $\omega(o) = p(o)$. Lastly, we set $k = B$. As there exists no cycle $C \in D'$ with $\sum_{e \in C} c(e) = 0$ and for any $i \in V'$ there is at most one incoming edge $e$ with cost $c(e) = 0$, the resulting delegation graph $H_d$ is feasible. Now consider another delegation graph $H_d'$ such that $|\{i \in V' : d(i) \neq d'(i)\}| \leq k$. By reversing the edges in subtree rooted at $i^*$ in $H_d'$ we get an arborescence $T^*$ in $D'$ that is rooted at $r^*$ with $p(V(T^*)) = \alpha_p(i^*)$. □

We now present a polynomial-time approximation algorithm for OWMaxP to achieve a trade-off between the violation of budget constraint and the approximation factor. Given an undirected graph $G = (V(G), E(G))$, a distinguished vertex $r \in V(G)$ and a budget $B$, where each vertex $v \in V(G)$ is assigned with a prize $p(v)$ and a cost $c'(v)$. A graph $G$ is called $B$-proper for the vertex $r$ if the cost of reaching any vertex from $r$ is at most $B$. Consider a subtree $T = (V(T), E(T))$ of $G$, where $V(T) \subseteq V(G)$ and $E(T) \subseteq E(G)$. Let $c'(T) = \sum_{e \in V(T)} c'(e)$ and $p'(T) = \sum_{e \in V(T)} p'(e)$. Let $\gamma = \frac{p'(T)}{c'(T)}$ be the prize-to-cost ratio of $T$. Bateni, Hajiaghayi and Liaghat [5] proposed a trimming process that leads to the following.

Lemma 3 in [5]. Let $T$ be a subtree rooted at $r$ with the prize-to-cost ratio $\gamma$. Suppose the underlying graph is $B$-proper for $r$ and for $e \in (0, 1)$ the cost of the tree is at least $\frac{B}{e}$. One can find a tree $T^*$ containing $r$ with the prize-to-cost ratio at least $\frac{eB}{(1+e)\gamma}$ such that $\gamma B^2 / 2 \leq c(T^*) \leq (1+e)\gamma$.

We show that Lemma 1 can be applied to our case. Given an instance $I = (D = (V, A), \omega, d, i^*, k)$ of OWMaxP. We create an edge-cost directed graph $D_d = (V_d, A_d)$ respecting the delegation function $d$ as follows: $V_d = V_A, A_d = A$, each vertex $v \in V_d$ is associated with a weight $\omega(v)$ and each edge $e = (i, j) \in A_d$ is associated with a cost $c(e) = 0$ if $d(i) = j$, $c(e) = 1$ otherwise. $D_d$ is called the $d$-edge-cost graph of $D$. Let $V'$ be all vertices in $V_d$ such that the cost of reaching from any node $i' \in V'$ to $i^*$ is at most $k$.

We call subgraph $D' = (V', A')$ of $D_d$ $k$-appropriate for $i^*$ if $A' = V' \times V' \cap A_d$ (we make this definition to avoid confusions between the undirected and directed cases). Consider a subtree $T$ of $D'$. Let $\omega(T) = \sum_{e \in V(T)} \omega(e)$ and $c(T) = \sum_{e \in V(T)} c(e)$. Let $\gamma = \frac{\omega(T)}{c(T)}$ be the weight-to-cost ratio of $T$.

Lemma 2. Given an instance $I = (D = (V, A), \omega, d, i^*, k)$ of OWMaxP. Consider the $d$-edge-cost graph $D_d$ which is $k$-appropriate for $i^*$. Let $T$ be a subtree of $D_d$ rooted at $i^*$ with the weight-to-cost ratio $\gamma$. Suppose that for $\epsilon \in (0, 1]$ $c(T) \geq \frac{B}{e}$. One can find a tree $T^*$ containing $i^*$ with the weight-to-cost ratio at least $\frac{eB}{(1+e)\gamma}$ such that $\epsilon B / 2 \leq c(T^*) \leq (1+e)\gamma$.

Proof. Let $V(T)$ and $A(T)$ be the set of vertices and edges of $T$. Now we create another subtree $T' = (V(T'), A'(T'))$ as follows:

- $V(T') = V(T) \cup V_1$ with $V_1 = \{v_e : e \in A(T)\}$.
- $A(T') = \{(i, v_e) , (v_e , j) : (i, j) \in A(T)\}$.

Each vertex $v \in V(T') \cap V(T)$ (resp. $v_e \in V(T') \cap V_1$) is assigned with a prize $p'(v) = \omega(v)$ (resp. $p'(v_e) = 0$) and a cost $c'(v) = 0$ (resp. $c'(v_e) = c(e)$). Lemma 1 can be applied to the subtree $T' = (V(T'), A'(T'))$, as the trimming process by Bateni, Hajiaghayi and Liaghat [5] only removes some subtrees of $T'$ to reach the guarantees mentioned in Lemma 1. This completes the proof. □

Now we are ready to prove our approximation algorithm for OWMaxP, called VBAMW. Given an instance of OWMaxP $I = (D = (V, A), \omega, d, i^*, k)$, VBAMW first creates the $d$-edge-cost graph $D_d = (V_d, A_d)$ which is also maximal inclusion-wise $k$-appropriate graph for $i^*$. Now VBAMW finds a spanning arborescence $T = (V(T), A(T))$ of $D_d$ with minimum cost $c(T)$, using Edmonds’ algorithm [15]. If $c(T) \leq (1+e)k$, we are done. Suppose it is not the case. Let $\gamma = \frac{\omega(T)}{c(T)}$ be the weight-to-cost ratio of tree $T$. By Lemma 2, from tree $T$, VBAMW finds another subtree $T^* \subseteq T$ of the cost at most $(1+e)k$ and the weight-to-cost ratio $\frac{eB}{(1+e)\gamma}$.

Theorem 9. VBAMW is a $\frac{eB}{(1+e)\gamma}$ approximation algorithm with the cost at most $(1+e)k$ for OWMaxP.

Proof. Let $T$ be the spanning arborescence returned by Edmonds’ algorithm [15] with weight-to-cost ratio $\gamma$. It is clear that $\omega(T) \geq OPT$, where $OPT$ is the optimum weight to OWMaxP. By Lemma 2, VBAMW will find another subtree $T^*$ of cost $ek/2 \leq c(T^*) \leq (1+e)k$ and weight-to-cost ratio:

\[
\frac{w(T^*)}{c(T^*)} \geq \frac{\epsilon}{4} \geq \frac{\epsilon \omega(T)}{4c(T)} \geq \frac{\epsilon}{4\gamma OPT} \geq \frac{\epsilon}{4\gamma OPT}.
\]

As $c(T^*) \geq ek/2$, we have $\omega(T^*) \geq \frac{ek}{4\gamma OPT}$, concluding the proof. □

A parameterized complexity point of view. We now define the two following parameters:

- We denote by $r \equiv \sum_{i \in V} \omega(i) - \tau$ the amount of voting weight that $i^*$ does not need to reach the threshold $\tau$.
- We denote by $\gamma \equiv \tau - \alpha_p(i^*)$ the amount of additional voting weight that $i^*$ needs to reach the threshold $\tau$.
We study the parameterized complexity of WMaxP w.r.t. these two parameters. It can indeed be expected that the problem becomes easier if one of them is small. If \( r \geq \tau \) is small, then the combinations of voters that may not delegate to \( i^* \) in a solution \( d \), such that \( a_d(i^*) \geq \tau \), are probably limited. Conversely, if \( r \) is small, then the number of voters that \( i^* \) needs an additional support of to reach \( r \) is small. These intuitions indeed yield positive results (Theorems 10 and 12). These two parameters seem to be opposite from one another. Indeed a small value for parameter \( r \) (resp. \( \tau \)) indicates that reaching the threshold \( r \) is probably hard (resp. easy). Parameter \( r \) could for instance be small if \( r = q \) and the election is conservative (i.e., \( q \) is close to \( \sum_{v \in V} \omega(v) \)). Meanwhile, parameter \( \tau \) can be small if \( \tau \) has already a large voting power.

We start with parameter \( r \).

**Theorem 10.** WMaxP is in XP with respect to parameter \( r \).

To prove this theorem, we need the following.

**Lemma 3.** WMaxP can be solved in polynomial time if \( r = 0 \).

Using Lemma 3, we prove Theorem 10.

**Proof of Theorem 10.** As voters’ weights are positive integers, the maximum number of voters that \( i^* \) does not necessarily need the support of to reach the threshold is bounded by \( r \). One can hence guess the set \( C \) of voters that are not required with \( |C| \leq r \). Indeed, the number of possible guesses is bounded by \( \frac{|V|^{|r+1|}-|V|}{|V|-1} \). Let \( X \subseteq V \) be one such guess. Once these voters are removed from the instance, we obtain another instance of WMaxP in which (if the guess is correct) \( i^* \) should obtain the support of all other voters. This amounts to solving an instance of WMaxP where \( r = 0 \). Hence, it can be solved in polynomial time by Lemma 3.

Hence, interestingly WMaxP can be solved in polynomial time if \( r \) is bounded by a constant. Unfortunately, WMaxP is \( W[1] \)-hard w.r.t. \( r \) and hence is unlikely to be FPT for this parameter.

**Theorem 11.** WMaxP is \( W[1] \)-hard with respect to \( r \), even when all voters have weight one.

**Proof.** We design a parameterized reduction from the independent set problem. In the independent set problem, we are given a graph \( G = (V, E) \) and an integer \( k \) and we are asked if there exists an independent set of size \( k \). The independent set problem is \( W[1] \)-hard parameterized by \( k \). From an instance \( I = (G = (V, E), k) \) of the independence set problem, we create the following WMaxP instance.

We create a digraph \( D = (V, A) \) where:

- \( V = U \cup W \cup \{i^*\} \) with \( U = \{u_0 : u \in V\} \) and \( W = \{w_e : e \in E\} \).
- \( A = \{(u_0, i^*) : u \in V\} \cup \{(w_e, u_0) : e \in E, u \in V, \omega(e) \geq \omega(i^*)\} \cup \{(w_e, w_{e'}) : e \in E\} \).

All voters have weight one. The initial delegation function is such that \( d(x) = x \) for \( x \in U \cup \{i^*\} \cup \{w_e : e \in E\} \) and \( d(w^*_e) = w_e \) for each \( j \in [k] \) and \( e \in E \). The budget \( k = |E| + |V| - k \) and \( \tau \) is set to \( (k + 1)|E| + |V| - k + 1 \). Hence, \( r = k \). We show that the instance of the independent set problem is a yes instance iff the instance of the WMaxP problem is a yes instance. To reach the threshold of \( r \), \( i^* \) necessarily needs the delegations of all voters \( w_e \). This requires spending a budget of \( |E| \) to make all voters \( w_e \) delegate to some voters in \( U \) (which should then delegate to \( i^* \)). Then, there only remains a budget \( |V| - k \) to make these voters in \( U \) delegate to \( i^* \). Hence, we can reach the threshold \( r \) if we can make all voters in \( \{w_e : e \in E\} \) delegate to less than \( |V| - k \) voters in \( U \). This is possible iff \( I \) is a yes instance.

Interestingly, WMaxP is FPT with respect to \( r \).

**Theorem 12.** WMaxP is FPT with respect to \( r \).

**Proof Sketch.** Let \( I = ((D = (V, A), \omega, d), i^*, k, \tau) \) be an instance of WMaxP. As voters’ weights are positive integers, the maximum number of additional voters that \( i^* \) needs the support of to reach the threshold is bounded by \( r \). We first note that one can collapse the tree \( T_d(i^*) \) in one vertex with weight \( a_d(i^*) \). Let us consider a delegation function \( d' \) such that \(|\{i : d(i) \neq d'(i)\}| \leq k \), and \( a_d(i^*) \geq \tau \) (assuming such a solution exists). A subtree of \( T_d(i^*) \) rooted in \( i^* \) with at most \( r + 1 \) voters accumulates a voting weight greater than or equal to \( \tau \). Our FPT algorithm guesses the shape of this tree and then looks for this tree in \( D \) by adapting the color coding technique [1]. The idea is to color the graph randomly with \( r + 1 \) colors. If the tree that we are looking for is present in graph \( D \), it will be colored with \( r + 1 \) colors (i.e., one color per vertex) with some probability only dependent of \( r \). We say that such a tree is colorful. One can then resort to dynamic programming to find the best colorful tree rooted in \( i^* \) in \( D \) and which contains at most \( k \) arcs not in \( H_d \). This algorithm can then be derandomized using families of perfect hash functions [1, 33].

**6 CONCLUSION**

Following a recent work by Zhang and Grossi [35], we investigated delegative simple games, a variant of weighted voting games in which agents’ weights are derived from a transitive support structure. We proposed a pseudo-polynomial time algorithm to compute the Banzhaf and Shapley-Shubik measures for this class of cooperative games and investigated several of their properties highlighting that they could lead to manipulations, e.g., by changing the delegation structure underlying the game. From this observation, we investigated a bribery problem in which we aim to maximize/minimize the power/weight of a given voter. We showed that these problems are NP-hard to solve and provided some more positive results (from the algorithmic viewpoint) by resorting to approximation algorithms and parameterized complexity.

Several directions of future work are conceivable. First, for both destructive and constructive bribery problems, designing some algorithms with tighter approximation guarantees under some conditions is one direction. Second, it would be interesting to study bribery problems related to alternative, maybe finer power measures. For instance, it is known that the Banzhaf index can be decomposed into two parts (the Coleman measures), one that measures the ability to initiate action, and one other to prevent it [17].
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