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Abstract

For a fixed bounded domain \( D \subset \mathbb{R}^N \) we investigate the asymptotic behaviour for large times of solutions to the \( p \)-Laplacian diffusion equation posed in a tubular domain

\[
\partial_t u = \Delta_p u \quad \text{in} \quad D \times \mathbb{R}, \quad t > 0
\]

with \( p > 2 \), i.e., the slow diffusion case, and homogeneous Dirichlet boundary conditions on the tube boundary. Passing to suitable re-scaled variables, we show the existence of a travelling wave solution in logarithmic time that connects the level \( u = 0 \) and the unique nonnegative steady state associated to the re-scaled problem posed in a lower dimension, i.e. in \( D \subset \mathbb{R}^N \).

We then employ this special wave to show that a wide class of solutions converge to the universal stationary profile in the middle of the tube and at the same time they spread in both axial tube directions, miming the behaviour of the travelling wave (and its reflection) for large times.

The first main feature of our analysis is that wave fronts are constructed through a (nonstandard) combination of diffusion and absorbing boundary conditions, which gives rise to a sort of Fisher-KPP long-time behaviour. The second one is that the nonlinear diffusion term plays a crucial role in our analysis. Actually, in the linear diffusion framework \( p = 2 \) solutions behave quite differently.

1 Introduction

We study the long-time behaviour of nonnegative solutions \( u(x,t) \) to the initial value problem with \( p \)-Laplacian diffusion

\[
\begin{aligned}
\partial_t u &= \Delta_p u \quad \text{in} \quad \Omega \times (0, \infty) \\
u &= 0 \quad \text{in} \quad \partial \Omega \times (0, \infty) \\
u(x,0) &= u_0(x) \quad \text{in} \quad \Omega,
\end{aligned}
\]

posed in a tubular domain \( \Omega \subset \mathbb{R}^{N+1} \) of the form

\[
\Omega = D \times \mathbb{R},
\]

where \( D \subset \mathbb{R}^N \) is a bounded domain with smooth boundary. Here, \( \Delta_p u \) denotes the usual \( p \)-Laplace operator, see motivations and details below, and we take \( p > 2 \) (slow diffusion case). We apply
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homogeneous Dirichlet boundary conditions. Such type of conditions are important for the type of results we obtain. The initial data are assumed to satisfy

\[ u_0 \geq 0 \quad \text{in } \Omega, \quad u_0 \in C_c(\Omega). \]

We will use the notation \( x = (y, z) \) with \( y \in \mathbb{R} \) and \( z \in D \) for points \( x \in \Omega \).

**Travelling waves in tubes.** The main novelty of this paper lies in the peculiar form of the spatial domain \( \Omega \), i.e., a tube. In the past years significant effort has been devoted to the study of evolution equations (linear and not) posed in bounded domains or in the whole space and the problem of describing the asymptotic behaviour of nonnegative solutions for large times is pretty well understood (see for instance \([1, 3, 31, 37, 42, 43]\)). What we will describe below is in sharp contrast with what happens for solutions to \((1.1)\) when \( \Omega \subset \mathbb{R}^N \) is bounded and/or when \( \Omega = \mathbb{R}^N \). In the first case, nonnegative solutions converge to the unique nonnegative solution in separate variables form (cf. with \([37, \text{Theorem 2.1}]\)) while, in the second, they converge to a uniquely defined nonnegative solution in self-similar form (cf. with \([31, \text{Theorem 2}]\)).

The present setting is less studied and it shows interesting differences both from the physical (combustion theory, fluid dynamics and so on \([12, 30, 33]\)) and the mathematical viewpoint: we will show that nonnegative solutions to \((1.1)\) behave as a *travelling wave* (TW for short) for large times, when computed at the correct re-scaled variables (cf. with Theorem \(3.1\)). In particular, the new time scale is logarithmic. Let us point out that our investigation was motivated by the study of tubular propagation for the Porous Medium Equation done by Vázquez in \([43, 44]\). We prove that the \(p\)-Laplacian setting also produces the logarithmic-time TW behaviour in tubes.

We recall that wave fronts are very common phenomena in reaction-diffusion equations and systems (see for instance the books \([28, 36, 45]\), the classical papers \([2, 25, 26, 32]\), while \([13, 14, 22]\) for the nonlinear diffusion framework). In previous works \([4, 5, 6]\), the authors have studied the existence/non-existence of travelling fronts for reaction-diffusion equations with doubly nonlinear diffusion (slow and fast diffusion) and the asymptotic behaviour of more general solutions. Doubly nonlinear diffusion models include both porous medium and \(p\)-Laplacian models. Such results motivated us to investigate the existence/non-existence of TWs for similar nonlinear equations in different contexts.

In the present problem setting, the asymptotic behaviour for large times is in fact a sort of combination of two modes: a first mode has the separate variables form, and the second is a TW propagation. All solutions to \((1.1)\) (with nonnegative and compactly supported initial data) approach the special solution in separate variables form (corresponding to the domain \( D \subset \mathbb{R}^N \)) on each compact sets of \( \Omega \), while they show a travelling wave behaviour at both ends of the tube. The reason the TWs appear also in the study of a purely diffusive initial-value problem like \((1.1)\) is due to the shape of the domain. When \( \Omega \subset \mathbb{R}^{N+1} \) is a tube, the solutions spread along the longitudinal variable and the combination of the original diffusion with the reaction term (appearing in the re-scaled problem due to the change of variables), plus the loss of mass through the absorbing boundary \( \partial \Omega \) gives rise to a travelling wave behaviour.

**The \(p\)-Laplacian.** We recall that the standard \(p\)-Laplacian operator is defined by the formula

\[ \Delta_p u := \nabla \cdot (|\nabla u|^{p-2} \nabla u), \]
for smooth functions $u$. Here $\nabla$ and $\nabla \cdot$ denote the gradient and divergence operators (respectively) w.r.t. to the variable $x = (z,y) \in D \times \mathbb{R}$. In some cases, we will use the symbols $\nabla_z$, $\nabla_z \cdot$ for the gradient and the divergence w.r.t. $z \in D$. The $p$-Laplacian has been widely studied as a standard model for elliptic and parabolic equations with degenerate-singular diffusion, and appears in a wide number of physical applications (see for instance [12, 16, 18, 30, 31, 33, 34, 40, 41] and huge number of references therein). In the present work we will take $p > 2$, corresponding to the degenerate diffusion range (cf. with [41, Chapter 11]). The range $p < 2$ (singular diffusion) presents substantial differences and will not be studied here. We limit ourselves to present some general considerations at the end of the paper.

**Free boundaries.** We finally recall that when $p > 2$ solutions $u = u(x,t)$ to (1.1) (with compactly supported initial data) exhibit a *free boundary*, i.e. the nonnegativity set of $u$ is a compact set of $\Omega$ for any $t > 0$. One of the main problems is thus to understand how it moves and which is its geometry, at least for large times. As a consequence of our main theorem, we will prove that the *free boundary* of general solutions for large times is made of two finite sets described by two functions $y = s_{\pm}(z,t)$ that move towards both ends of the tube with logarithmic law:

$$s_{\pm}(z,t) \sim \pm c_* \ln t, \quad \text{uniformly in } z \in D, \quad \text{for } t \sim +\infty,$$

where $c_* = c_*(p,D) > 0$ is the speed of a critical travelling wave solution to problem (3.2) (cf. Lemma 5.1). As claimed above, we thus obtain a nonstandard wave propagation behaviour, which strongly differs from both the case $\Omega \subset \mathbb{R}^N$ and $\Omega = \mathbb{R}^N$.

**Structure of the paper.** The paper is divided in sections as follows. The first three are introductory sections. In this section we have informally presented our work, motivating its interest and relating it with the existing literature. In Section 2 we recall some known results concerning problem (1.1) posed in bounded domains and two a priori estimates. In Section 3 we introduce an equivalent transformed problem and we state our main result.

In Section 4 we show two preliminary results concerning the asymptotic behaviour of solutions on compact sets of $\Omega$ and the existence of a family of wave solutions to

$$\partial_{\tau} v = \Delta_p v + \frac{v}{p - 2} \quad \text{in } \Omega \times (0, \infty), \quad \text{(1.3)}$$

having zero Neumann derivative on the boundary $\partial \Omega$. Both of them play a fundamental role in the construction of a special travelling wave solution to problem (1.1) and in the proof of Theorem 3.1.

Section 5 is the principal part of the work. We prove the existence (and we give information about the uniqueness) of a wave solution to (3.2) connecting the solution $\Phi = \Phi(z)$ to (2.3) at $y = -\infty$ to the level 0 at $y = +\infty$. This special solution will be employed as comparison tool in the proof of Theorem 3.1.

In Section 6 we present the proof of our main result. It is based on suitable comparison techniques with the wave solution constructed in Section 5.

Finally, in Section 7 we present some open problems and future directions. The linear case $p = 2$ is also briefly discussed. Open directions are mentioned.
2 Preliminaries

We recall needed facts on the behaviour of solutions in bounded domains as a basic preliminary of what follows. We introduce weak solutions, and we prove basic a priori estimates.

Some properties on bounded domains. As we have said above, we recall now a crucial result concerning the long time behaviour of solutions to (1.1) in the case in which the spatial domain is a bounded subset of $\mathbb{R}^N$. So, let $D \subset \mathbb{R}^N$ be a bounded domain with smooth boundary and consider the problem

$$\begin{cases}
\partial_t u = \Delta_p u & \text{in } D \times (0, \infty) \\
u = 0 & \text{in } \partial D \times (0, \infty) \\
u(x, 0) = u_0(x) & \text{in } D,
\end{cases}$$

where $0 \leq u_0 \in L^1(D)$ is a nontrivial initial datum. In [37], Stan and Vázquez proved the following remarkable asymptotic behaviour theorem that we report here adapting it to our notations (note that they worked in the quite more general context of the “doubly nonlinear diffusion”). For Porous Medium diffusion we quote the work of Aronson and Peletier [3].

**Theorem 2.1** ([37, Theorem 2.1]) Let $u = u(z,t)$ be a nonnegative weak solution to problem (2.1). Then

$$\lim_{t \to \infty} t^{1 \over p-2} \|u(\cdot,t) - U(\cdot,t)\|_{L^\infty(D)} = 0,$$

where $U = U(z,t)$ is the unique solution to

$$\begin{cases}
\partial_t U = \Delta_p U & \text{in } D \times (0, \infty) \\
U = 0 & \text{in } \partial D \times (0, \infty),
\end{cases}$$

in separate variables form

$$U(z,t) = t^{1 \over p-2} \Phi(z),$$

where $\Phi = \Phi(z)$ is the unique nonnegative and nontrivial weak solution to the stationary problem

$$\begin{cases}
-(p - 2) \Delta_p \Phi = \Phi & \text{in } D \\
\Phi = 0 & \text{in } \partial D.
\end{cases}$$

The proof of the above theorem is based on a clever change of variables, together with some monotonicity results and a priori estimates (we will employ some of these methods later).

Weak solutions and two fundamental a priori estimates. This paragraph is devoted to the introduction of the basic concepts and ideas of paper. We report below the definition of weak solutions to problem (1.1). Weak solutions exist and are unique (see for instance [19]). Note that thanks to well-known regularity results ([16, 17, 18, 40]), we can assume that solutions to (1.1) are $C^{1,\alpha}(\Omega \times [s, \infty))$ for all $s > 0$ and some $\alpha \in (0, 1)$, and furthermore, the equation is satisfied for a.e. $(x,t) \in \Omega \times (0, \infty)$.

**Definition 2.2** A nonnegative weak solution to problem (1.1) is a nonnegative function $u = u(x,t)$ satisfying the following properties:
\( u \in C([0, \infty) : L^1_{\text{loc}}(\Omega)) \) and \( u(t) \to u_0 \) in \( L^1(\Omega) \) as \( t \to 0 \).

\( u \in L^1_{\text{loc}}(0, \infty : W^{1,p}_{\text{loc}}(\Omega)) \).

The identity
\[
\int_0^\infty \int_\Omega \{ |\nabla u|^{p-2} \nabla u \cdot \nabla \eta - u \partial_t \eta \} \, dx \, dt = 0
\]
holds for every \( \eta \in C^\infty_c(\Omega \times (0, \infty)) \).

The work relies on the validity two important \textit{a priori} estimates. The first one, is the so called “universal estimate”:
\[
0 \leq u(x, t) \leq Ct^{-\frac{1}{p-2}} \quad \text{in} \quad \Omega \times (0, \infty),
\]
where \( C = C(N, p) > 0 \), while the second is the well-known Bénilan-Crandall type estimate
\[
\partial_t u \geq -\frac{u}{(p-2)t} \quad \text{in} \quad \Omega \times (0, \infty),
\]
(2.5)
satisfied by nonnegative weak solutions \( u = u(x, t) \) to (1.1) in the sense of distributions. Note that (2.5) implies that the function \( t \to t^{1/(p-2)}u(x, t) \) is nondecreasing. Let us shortly review their proofs.

To prove (2.4) we proceed in two steps. First of all, we compare the solution \( u = u(x, t) \) to (1.1) with the solution \( \tilde{u} = \tilde{u}(x, t) \) to the Cauchy problem posed in the all space
\[
\begin{align*}
\partial_t \tilde{u} &= \Delta_p \tilde{u} \quad \text{in} \quad \mathbb{R}^{N+1} \times (0, \infty) \\
\tilde{u}(x, 0) &= \tilde{u}_0(x) \quad \text{in} \quad \mathbb{R}^{N+1},
\end{align*}
\]
where \( \tilde{u}_0 = u_0 \) in \( \Omega \), while \( \tilde{u}_0 = 0 \) in \( \mathbb{R}^{N+1} \setminus \Omega \). Since \( \Omega \subset \mathbb{R}^{N+1} \), it turns out
\[
0 \leq u(x, t) \leq \tilde{u}(x, t) \leq C\|\tilde{u}_0\|_{L^1_\text{loc}(\mathbb{R}^{N+1})} t^{-\alpha}, \quad \alpha = \frac{N+1}{(N+1)(p-2)+p},
\]
for some constant \( C = C(N, p) \). Note that the second inequality of the above chain is justified by the comparison principle for “domain variations” (cf. with Proposition 6.9 of \[12\] for the Porous Medium setting), while the third one, by the “smoothing effect” estimate (cf. with Theorem 11.3 of \[11\]). In particular, it follows that \( u(\cdot, t) \) is bounded for all \( t > 0 \). In the second step, we improve the above estimate by comparing the solution \( u = u(x, t) \) (1.1) with the solution \( \widehat{u} = \widehat{u}(z, t) \) to problem (2.1) (starting at \( \varepsilon \)):
\[
\begin{align*}
\partial_t \widehat{u} &= \Delta_p \widehat{u} \quad \text{in} \quad D \times (\varepsilon, \infty) \\
\widehat{u} &= 0 \quad \text{in} \quad \partial D \times (\varepsilon, \infty) \\
\widehat{u}(z, \varepsilon) &= \widehat{u}_\varepsilon \quad \text{in} \quad D,
\end{align*}
\]
where \( \widehat{u}_\varepsilon \equiv \|u(\cdot, \varepsilon)\|_{L^\infty(\Omega)} \), for some \( \varepsilon > 0 \) fixed (note that we are crucially exploiting the fact the \( u = u(x, t) \) is bounded for any \( t > 0 \)). Consequently, since \( \widehat{u} = \widehat{u}(z, y, t) \) can be seen as a solution to (1.1) which is constant w.r.t. \( y \in \mathbb{R} \) and \( u(z, y, \varepsilon) \leq \widehat{u}_\varepsilon \), it follows by comparison \( u(z, y, t+\varepsilon) \leq \widehat{u}(z, y, t+\varepsilon) \) for all \( t \geq 0 \). Consequently, taking \( t = 0 \) and using the arbitrariness of \( \varepsilon > 0 \), we get
\[
u(x, t) \leq \widehat{u}(x, t) \leq \Phi(z) t^{-\frac{1}{p-2}} \leq Ct^{-\frac{1}{p-2}}, \quad \text{in} \quad \Omega \times (0, \infty),
\]
where the function $\Phi = \Phi(z)$ in the second inequality is defined in Theorem 2.1 (cf. with [37] and Chapter 5 of [42] for the Porous Medium setting). This concludes the proof of (2.4).

For what concerns (2.5), we give a nice proof based on scaling, valid for a smooth solution $u = u(x,t)$ to problem (1.1) (the proof for weak solutions can be done with a suitable approximation technique). Let us consider the family of functions $u_\lambda(x,t) = \lambda u(x,\lambda^{p-2}t)$, for any value of the parameter $\lambda \geq 1$. It is easily seen that $u_\lambda = u_\lambda(x,t)$ is still a solution to problem (1.1) with $u_\lambda(x,0) = \lambda u(x,0) \geq u(x,0)$, since $\lambda \geq 1$. We thus obtain by comparison $u(x,t) \leq u_\lambda(x,t)$ in $\Omega \times (0,\infty)$, for all $\lambda \geq 1$. Hence,

$$0 \leq \frac{\partial u_\lambda}{\partial \lambda} \big|_{\lambda=1} = u + t(p-2)\partial_t u \quad \text{in } \Omega \times (0,\infty),$$

from which we immediately deduce (2.5).

3 Transformed problem and main results

New Problem. We now introduce one of the main ideas of the work. It is based on the change of variables (that we refer as scaling of re-normalization)

$$v(x,\tau) = t^{\frac{1}{p-2}}u(x,t), \quad \tau = \ln t,$$

(3.1)

which transforms problem (1.1) into the reaction-diffusion problem with homogeneous Dirichlet boundary conditions

$$\begin{cases}
\partial_\tau v = \Delta_p v + \frac{v}{p-2} & \text{in } \Omega \times \mathbb{R} \\
v = 0 & \text{in } \partial \Omega \times \mathbb{R},
\end{cases}$$

(3.2)

in the sense that $v \in L^p_\text{loc}(\Omega : W^{1,p}_0(\Omega))$ and, furthermore, the identity

$$\int_{-\infty}^{\infty} \int_{\Omega} \left\{ |\nabla v|^{p-2} \nabla v \cdot \nabla \eta - v \left( \frac{\eta}{p-2} + \partial_\tau \eta \right) \right\} \, dx \, d\tau = 0,$$

holds for every $\eta \in C^\infty_c(\Omega \times \mathbb{R})$. It thus follows that the equations in (1.1) and (3.2) (together with the homogeneous Dirichlet boundary conditions) are completely equivalent and linked by relation (3.1). Nevertheless, we have to stress that the function $v = v(x,\tau)$ is an eternal solution (i.e. defined for any time $\tau \in \mathbb{R}$), making impossible a precise formulation of the initial condition. This inconvenient can be easily overcome by noting that we can modify transformation (3.1) to

$$v(x,\tau) = (t+1)^{\frac{1}{p-2}}u(x,t), \quad \tau = \ln(t+1),$$

(3.3)

to have $\tau \in [0,\infty)$ and $v(x,0) = u_0(x)$ (i.e. $v \in C([0,\infty) : L^1_\text{loc}(\Omega))$ and $v(\tau) \to u_0$ in $L^1(\Omega)$ as $\tau \to 0$). Since we are only concerned with the asymptotic behaviour for $t \to +\infty$ (i.e. $\tau \to +\infty$), we have chosen to work with the transformation in (3.1) which has the advantage to keep the notations as simpler as possible.
As a first important byproduct, it turns out that both universal and Bénilan-Crandall estimates \((2.4)\) and \((2.5)\) are transformed into
\[
0 \leq v \leq C \quad \text{in } \Omega \times \mathbb{R},
\]
where \(C = C(N,p) > 0\) is a new constant, and
\[
\partial_\tau v \geq 0 \quad \text{in } \Omega \times \mathbb{R},
\]
respectively. This new way of looking at \((2.4)\) and \((2.5)\) is crucial in the asymptotic behaviour analysis. Indeed, from \((3.4)\) and \((3.5)\) we immediately deduce the existence of a bounded point-wise limit \(\Phi = \Phi(x)\):
\[
v(\cdot, \tau) \to \Phi(\cdot) \quad \text{in } \Omega \quad \text{as } \tau \to +\infty.
\]
The above convergence is the first step in our long time behaviour analysis and completely motivates the re-normalization \((3.1)\). We will thus prevalently work with the transformed solution \(v = v(x, \tau)\) and then recover the information on \(u = u(z,y,t)\) through \((3.1)-(3.3)\).

**Main result.** We have reported above some known facts and ideas which are fundamental ingredients of this work. We now state our main theorem which describes in a precise and quantified way the long time behaviour of solutions \(u = u(z,y,t)\) to problem \((1.1)\). For clarity we state it for solutions \(v = v(z,y,\tau)\) to problem \((3.2)\), obtaining the information on \(u = u(z,y,t)\) through the change of variables \((3.1)\).

**Theorem 3.1** There exists a unique number \(c_* = c_*(p,D) > 0\) such that problem \((3.2)\) admits a continuous nonnegative weak solution with wave form
\[
v(z,y,\tau) = \varphi(z,y-c_\tau),
\]
which is unique (in the sense of Lemma\([5.5]\)) up to shifts along the longitudinal variable, non-increasing w.r.t. \(y \in \mathbb{R}\) and satisfies
\[
\lim_{\xi \to -\infty} \varphi(z,\xi) = \Phi(z), \quad \lim_{\xi \to +\infty} \varphi(z,\xi) = 0, \quad z \in D,
\]
where \(\Phi = \Phi(z)\) is the unique nonnegative weak solution to problem \((2.3)\) (cf. with Theorem\([2.1]\)).

Furthermore, any solution \(v = v(z,y,\tau)\) to \((3.2)\) with nontrivial and nonnegative compactly supported initial datum \(v_0\) satisfies the following assertions:

(i) For all \(0 < c < c_*\),
\[
\limsup_{\tau \to +\infty} \sup_{z \in D, \, |y| \leq c\tau} |v(z,y,\tau) - \Phi(z)| = 0.
\]

(ii) For all \(c > c_*\), there exists a time \(\tau_c > 1\) such that
\[
v(z,y,\tau) = 0 \quad \text{in } \{z \in D\} \times \{|y| \geq c\tau\}, \quad \text{for all } \tau \geq \tau_c.
\]

Finally, there exists a waiting time \(T > 0\) (depending only on the data and \(D\)) such that for all \(\tau > T\), the free boundary of \(v = v(z,y,\tau)\) is made by two disjoint sets
\[
S_v^\pm(\tau) := \{(z, S_v^\pm(z, \tau)) : z \in D\},
\]
where
\[ S^+_v(z,\tau) := \inf\{ y > 0 : v(z,y,\tau) = 0 \}, \quad S^-_v(z,\tau) := \sup\{ y < 0 : v(z,y,\tau) = 0 \} \]
are locally smooth functions for any \( z \in D, \tau > T \) and
\[
\lim_{\tau \to +\infty} \frac{S^+_v(z,\tau)}{\tau} = -\lim_{\tau \to +\infty} \frac{S^-_v(z,\tau)}{\tau} = c^*.
\]

The above statement needs some comments. First of all, we notice that, passing to the initial variables, we have proven the existence of a special solution to (1.1) which is a re-scaled and re-normalized TW:
\[
u(z,y,t) = t^{-\frac{1}{p-2}} \varphi(z, y - c^* \ln t),
\]
and \( \varphi = \varphi(z, \xi) \) satisfies (3.6). Similar, part (i) and (ii) can be reformulated as
\[
\limsup_{t \to +\infty} t^{-\frac{1}{p-2}} \sup_{z \in D, |y| \leq \ln t} |\nu(z,y,t) - U(z,t)| = 0,
\]
for any fixed \( 0 < c < c^* \), where \( U = U(z,t) \) is the unique nonnegative solution to (2.2) in separate variables form (cf. with Theorem 2.1), and
\[
\nu(z,y,t) = 0 \quad \text{in} \quad \{ z \in D \} \times \{|y| \geq c \ln t \}, \quad \text{for all} \ t \geq t_c,
\]
for any fixed \( c > c^* \) and some \( t_c > 0 \) large enough (depending on \( c \)). Some simulations of such behaviour are displayed in Figure 1 below.

Figure 1: Three stages of the formation of the double travelling wave behaviour. The exponent is \( p = 4 \), the space dimension is \( 1 + 1 \), the initial data were taken to be nearly constant in two disjoint circles and zero outside, and time is logarithmic (simulation software: COMSOL).

We have thus stated in a precise way, what was anticipated in the introduction. First, the solution in separate variables form \( U = U(z,t) \) (cf. with Theorem 2.1) is stable and is the uniform limit for
large times of solutions \( u = u(z, y, t) \) to (1.1) if we restrict ourselves to compact sets of \( \Omega \). Quoting Vázquez [44]: “the intermediate asymptotic behaviour of our problem in a tube forgets the longitudinal variable and decays in first approximation like the transversal problem in one dimension less”. On the other hand, there is a propagation phenomenon. Part (i) explains that the convergence to the special solution \( U = U(z, t) \) takes place not only on compact sets of \( \Omega \), but also in all subsets of the type
\[
D \times \{ |y| \leq c \ln t \}
\]
for large times, where \( c \) is arbitrarily fixed between 0 and \( c_\ast \). Part (ii) assures that the front of the solution (and its free boundary) cannot move faster than \( c \ln t \) when \( t \) is large and \( c > c_\ast \) is fixed. As a consequence of part (i) and (ii) we obtain the description of the wave behaviour of solutions to (1.1) for large times.

As we have anticipated in the introduction, we can give an interesting interpretation to Theorem 3.1, based on a comparison with some results on reaction-diffusion equations we have recently obtained. In a recent paper [5] (see also [4]) we constructed a family of TWs \( v(x, \tau) = \varphi(n \cdot x - c\tau) \) to the Fisher-KPP equation
\[
\partial_\tau v + \Delta_p v = f(v) \quad \text{in } \mathbb{R}^N \times (0, \infty),
\]
where \( p > 2, c > 0, n \) is a unit vector and \( f \) is modeled on the logistic reaction term \( f(v) = v(1 - v) \), and we employ them to study the long-time behaviour of solutions with initial data \( 0 \leq v_0 \leq 1 \), with compact support. We showed the existence of a minimal speed of propagation \( c_\ast > 0 \) (and a corresponding TW with free boundary) such that any general solution satisfies
\[
\limsup_{\tau \to +\infty} \sup_{|x| \leq c\tau} |v(x, \tau) - 1| = 0,
\]
for any fixed \( 0 < c < c_\ast \), while
\[
v(x, \tau) = 0 \quad \text{in } \{|x| \geq c\tau\}, \quad \text{for all } \tau \geq \tau_c,
\]
for any \( c > c_\ast \) and some \( \tau_c > 0 \) (cf. with [5, Theorem 2.6] ). This means that general solutions to (3.7) (with compactly supported initial data \( 0 \leq v_0 \leq 1 \)) spread through the space with constant speed of propagation \( c_\ast > 0 \) for large times, converging to the (stable) steady state \( v = 1 \). Something similar happens in the present framework, where general solutions \( v = v(z, y, \tau) \) to (3.2) converge to the unique nonnegative weak solution \( \Phi = \Phi(z) \) to problem (2.3) with rate \( c_\ast = c_\ast(p, D) > 0 \). The main fact here is that the wave behaviour is generated in a different way: in the reaction-diffusion equations framework it is the byproduct of the combination of diffusion and reaction, while in this setting it comes from the interaction between diffusion, reaction and absorbing boundary. Indeed, we notice that the reaction term \( v \) in the r.h.s. of (3.2) is nothing more than the linear part of \( f(v) = v(1 - v) \) and the role played by the term \(-v^2\) in the Fisher-KPP setting is now played by the homogeneous Dirichlet conditions at the lateral boundary. Let us finally stress that the existence of this TW solution is due to the presence of slow nonlinear diffusion. Actually, the paper shows that in this setting the influence of the Dirichlet boundary conditions is much stronger than in the case of linear diffusion (an interesting case which is briefly discussed in Section 7).

4 Two preliminary results

As explained above, we begin our investigation with two preliminary results. The first one is a PDE lemma concerning the asymptotic behaviour of solutions to (1.1) on compact sets of \( \Omega \), while the second focuses on the description of a class of wave solutions to (1.3) with Neumann boundary conditions.
I. Convergence in compact sets of \( \Omega \). The following lemma states that the long-time behaviour of nonnegative weak solutions to problem (1.1) is independent of the \( y \) variable, if we restrict our analysis to compact sets of \( \Omega = D \times \mathbb{R} \). Nonnegative weak solutions converge to the special solution in separate variables form of the Cauchy-Dirichlet problem posed in the bounded domain \( D \subset \mathbb{R}^N \).

**Lemma 4.1** Let \( u = u(z,y,t) \) be a nonnegative weak solution to problem (1.1) with nontrivial and nonnegative initial data \( u_0 \in L^1(\Omega) \). Then

\[
\lim_{t \to \infty} t^{\frac{1}{p-2}}\|u(z,y,t) - U(z,t)\|_{L^\infty(K)} = 0,
\]

for any compact set \( K \subset \Omega = D \times \mathbb{R} \), where \( U = U(z,t) \) is the unique solution to (2.2) in self-similar form

\[
U(z,t) = t^{-\frac{1}{p-2}} \Phi(z),
\]

where \( \Phi = \Phi(z) \) is the unique nonnegative weak solution to the stationary problem (2.3) (cf. with Theorem 2.1).

**Proof.** Let us fix a compact set \( K \subset \Omega \). Following the proof of the Porous Medium case (see Theorem 3.2 of [43]), we proceed in some few steps.

**Step 1: Comparison from below.** We compare the solution \( u = u(x,t) \) to problem (1.1) with a sequence of functions \( u_j = u_j(x,t) \) being weak solutions to

\[
\begin{aligned}
\partial_t u_j &= \Delta_p u_j & \text{in } \Omega_j \times (0,\infty) \\
u_j &= 0 & \text{in } \partial \Omega_j \times (0,\infty) \\
u_j(x,0) &= u_{0,j}(x) & \text{in } \Omega_j,
\end{aligned}
\]

where \( u_{0,j} = u_0 \) in \( \Omega_j \) and zero outside, whilst

\[
\Omega_j := D \times (-j,j) = \{(z,y) : z \in D, |y| < j \},
\]

for any integer \( j \geq 1 \). By comparison it follows that \( u_j = u_j(x,t) \) is a nondecreasing sequence in \( j \) with

\[
u_j(x,t) \leq u(x,t) \quad \text{in } \Omega_j \times (0,\infty),
\]

for all \( j \geq 1 \) and, furthermore, by Theorem 2.1 it follows

\[
\lim_{t \to \infty} \|t^{\frac{1}{p-2}} v_j(\cdot,t) - \Phi_j(\cdot)\|_{L^\infty(\Omega_j)} = 0,
\]

for any fixed \( j \geq 1 \), where \( \Phi_j = \Phi_j(x) \) is the unique nonnegative weak solution to the stationary problem (2.3):

\[
\begin{aligned}
-(p-2) \Delta_p \Phi_j &= \Phi_j & \text{in } \Omega_j \\
\Phi_j &= 0 & \text{in } \partial \Omega_j,
\end{aligned}
\]

i.e., \( \Phi_j \in W^{1,p}_0(\Omega_j) \) and the identity

\[
(p-2) \int_{\Omega_j} |\nabla \Phi_j|^{p-2} \nabla \Phi_j \cdot \nabla \phi \, dx \equiv \int_{\Omega_j} \Phi_j \phi \, dx
\]

(4.2)
holds for every \( \phi \in C_c^\infty(\Omega_j) \). We notice that the above convergence is both uniform and monotone, and each \( \Phi_j \in C^{1,\alpha}(\Omega_j) \) from standard regularity theory (cf. for instance with [15, 38, 39]).

**Step 2: Re-scaled orbit and convergence.** Now, through the change of variables \((3.1)\), we consider the re-normalized version of the solution \( v = v(x, \tau) \), which, in view of \((2.4)\) and \((2.5)\), satisfies (cf. with the introduction)

\[
v(\cdot, \tau) \to \Phi(\cdot) \quad \text{in} \quad \Omega,
\]

with point-wise monotone convergence as \( \tau \to +\infty \). The nondecreasing monotonicity implies that the limit \( \Phi = \Phi(x) \) is not trivial and, secondly, that the convergence \((4.3)\) takes place in all \( L^p(\Omega) \), for \( 1 \leq p < \infty \) (it sufficient to apply Beppo Levi monotone convergence theorem). Finally, note that from Step 1 and the proof of \((2.4)\), we get also

\[
\Phi_j(x) \leq \Phi(x) \leq \Phi(z) \quad \text{in} \quad \Omega_j,
\]

for all \( j \geq 1 \).

**Step 3: Identification of the limit.** Since the sequence \( u_j = u_j(x, t) \) (introduced in Step 1) is monotone nondecreasing in \( j \) by construction and \( t^{1/(p-2)} u_j(x, t) \) is nondecreasing in \( t \) by \((2.5)\), we have that the sequence \( \Phi_j = \Phi_j(x) \) is monotone nondecreasing in \( j \) and, in view of \((4.4)\), it follows

\[
\Phi_j \to \Phi \quad \text{in} \quad \Omega
\]
as \( j \to +\infty \) with point-wise convergence, for some limit function \( \Phi = \Phi(x) \) satisfying

\[
\Phi(x) \leq \Phi(x) \leq \Phi(z) \quad \text{in} \quad \Omega.
\]

The monotonicity of \( j \to \Phi_j \) implies that the above convergence holds in \( L^p(\Omega) \), \( 1 \leq p < \infty \), and thus for any \( \phi \in C_c^\infty(\Omega) \),

\[
\int_{\Omega_j} \Phi_j \phi \, dx \to \int_{\Omega} \Phi \phi \, dx, \quad \text{as} \quad j \to +\infty.
\]

Furthermore, \( \{\Phi_j\}_{j \in \mathbb{N}} \) is uniformly bounded in \( L^\infty(\Omega) \) (this easily follows from \((4.4)\)) and so, from [15] (Theorem 1, Theorem 2), the sequence \( \{\Phi_j\}_{j \in \mathbb{N}} \) is uniformly bounded in \( C^{1,\alpha}(\Omega') \) where \( \Omega' \) is a any fixed compactly embedded subset of \( \Omega \). Consequently, by the Ascoli-Arzelà theorem, we conclude that, up to passing to a suitable subsequence, \( \nabla \Phi_j \to \nabla \Phi \) uniformly in \( \Omega' \) as \( j \to +\infty \). Hence, for any \( \phi \in C_c^\infty(\Omega) \)

\[
\int_{\Omega} |\nabla \Phi_j|^{p-2} \nabla \Phi_j \cdot \nabla \phi \, dx \to \int_{\Omega} |\nabla \Phi|^{p-2} \nabla \Phi \cdot \nabla \phi \, dx, \quad \text{as} \quad j \to +\infty,
\]

which shows that \( \Phi = \Phi(x) \) is a weak solution to problem \((2.3)\), i.e., it satisfies \((4.2)\) for any \( \phi \in C_c^\infty(\Omega) \). We are left to show that \( \Phi = \Phi(x) \) does not depend on \( y \in \mathbb{R} \). If we do so, the thesis follows by using the uniqueness of \( \Phi = \Phi(z) \), inequality \((4.5)\), and the fact that the set \( K \subset \Omega \) is bounded (note that here we strongly use the regularity w.r.t. \( x \in \mathbb{R}^{N+1} \) of the sequence \( \Phi_j = \Phi_j(x) \)). So, for any \( a > 0 \), let us consider the sequence \( \Phi_j^a = \Phi_j^a(x) \) of the unique nonnegative weak solutions to the stationary problem \((2.3)\):

\[
\begin{align*}
- (p - 2) \Delta_p \Phi_j^a &= \Phi_j^a \quad \text{in} \quad \Omega_j^a \\
\Phi_j^a &= 0 \quad \text{in} \quad \partial \Omega_j^a,
\end{align*}
\]

where, we have defined:

\[
\Omega_j^a = D \times (-j + a, j + a),
\]
for any integer \( j \geq 1 \), and the sequence \( \Phi_{j+a} = \Phi_{j+a}(x) \) of the unique nonnegative weak solutions to the same problem posed in 
\[
\Omega_{j+a} = D \times (-j - a, j + a),
\]
for any integer \( j \geq 1 \). Note that by uniqueness it immediately follows \( \Phi^a_j(z, y) = \Phi_j(z, y - a) \) and, since 
\((-j + a, j + a) \subset (-j - a, j + a)\), we have \( \Omega^a_j \subset \Omega_{j+a} \), so that 
\[
\Phi^a_j \leq \Phi_{j+a} \quad \text{in} \, \Omega^a_j,
\]
by comparison. Consequently, passing to the limit as \( j \to +\infty \) in the above inequality, we obtain 
\[
\Phi(z, y - a) \leq \Phi(z, y) \quad \text{in} \, \Omega,
\]
for any \( a > 0 \). Finally, repeating this procedure for \( a < 0 \), we get that above relation is indeed an equality and we conclude the proof by the arbitrariness of \( a > 0 \). □

II. A special class of wave profiles. We now prove a second preliminary result. As we have done above, we pass to the transformed solutions (3.1) and, more precisely, we consider wave solutions to (1.3) which are independent of the variable \( z \in D \), i.e. solutions in the form 
\[
v(z, y, \tau) = \phi(\xi), \quad \xi = y - c\tau,
\]
where \( c > 0 \) is the wave speed. We notice that this kind of travelling waves satisfy problem (5.2) replacing the homogeneous Dirichlet conditions with the Neumann ones: \( \partial_\nu \phi = 0 \) in \( \partial \Omega \).
In this case, their analysis can be taken back to an ODEs problem in a nonstandard phase-plane. Indeed, plugging the above ansatz into (3.2), we are led to the study of the degenerate second-order ODE:
\[
c\phi' + (|\phi'|^{p-2}\phi')' + \frac{\phi}{p-2} = 0, \quad \xi \in \mathbb{R},
\]
with the convention \( \phi' = d\phi/d\xi \).

Lemma 4.2 For any \( c > 0 \), there exists a unique solution \( \phi_c = \phi_c(\xi) \) to (4.6) such that 
\[
\phi_c(\xi) = 0 \quad \text{for all} \, \xi \geq \xi_0,
\]
for some \( \xi_0 \in \mathbb{R} \) (depending on \( c > 0 \)). Uniqueness is understood up to horizontal shifts. Moreover, the function 
\[
c \rightarrow M_c := \max_{\xi \in \mathbb{R}} \phi_c(\xi)
\]
is well-defined in \((0, +\infty)\), monotone nondecreasing, with \( M_c \to +\infty \) as \( c \to +\infty \).

Proof. Assuming \( \phi \geq 0 \) and following [14] and [4, 5], we introduce the new variables 
\[
X = \phi \quad \text{and} \quad Z = -\left(\frac{p-1}{p-2} \phi^{\frac{p-2}{p-1}}\right)' = -X^{-\frac{1}{p-1}} X',
\]
which stand for the density and the derivative of the pressure profile (cf. [23]). We thus obtain the first-order ODE system
\[
\begin{align*}
-\frac{dX}{d\xi} &= X\frac{1}{p-1} Z, \\
-(p-1)X^{\frac{p-2}{p-1}} |Z|^{p-2} \frac{dZ}{d\xi} &= cZ - |Z|^p - \frac{X^{\frac{p-2}{p-1}}}{p-2},
\end{align*}
\]
(4.7)
which, after re-parametrization \(d\xi = -(p-1)X^{\frac{p-2}{p-1}}|Z|^{p-2}ds\), takes the nonsingular form
\[
\frac{dX}{ds} = (p-1)X|Z|^{p-2}Z, \quad \frac{dZ}{ds} = cZ - |Z|^p - \frac{X^{\frac{p-2}{p-1}}}{p-2}.
\]

Of course, the two systems are equivalent outside their critical points \(O(0,0)\) and \(R_c(0,c^{1/(p-1)})\). The equation of the trajectories is
\[
\frac{dZ}{dX} = \frac{(p-2)(cZ - |Z|^p) - X^{\frac{p-2}{p-1}}}{(p-1)(p-2)X|Z|^{p-2}Z} := H(X, Z; c),
\]
(4.8)

obtained by eliminating the time variable. As first observation, we note that \(H(X, Z; c) > 0\) if \(X > 0\) and \(Z < 0\), for any \(c \geq 0\). This fact, combined with the uniqueness of solutions at regular points, implies that any trajectory \(Z = Z(X)\) defined for \(X > 0\) satisfies \(Z(X) \sim -\infty\) for \(X \sim 0^+\). Consequently, from (4.8), it must be
\[
(p-1)\frac{dZ}{dX} \sim -\frac{Z}{X} \quad \text{for} \quad X \sim 0^+ \quad \text{i.e.} \quad Z(X) \sim -X^{-\frac{1}{p-1}} \quad \text{for} \quad X \sim 0^+.
\]
(4.9)

Now, moving to the subset of the phase plane where \(X, Z > 0\), it is not hard to see that the null isoclines are composed by a unique branch (belonging to the first quadrant), linking the points \(O, R_c\), and recalling a horizontal parabola with vertex in
\[
(X_c, Z_c) = \left(\left[(p-1)(p-2)\right]^\frac{p-1}{p-2} \left(\frac{c}{p}\right)^{\frac{p}{p-2}}, (p-1)\left(\frac{c}{p}\right)^{\frac{p}{p-1}}\right).
\]
(4.10)

The shape of the null-isoclines and the study of the sign of (4.8) show that for any \(c > 0\) there are two classes of special trajectories:

(i) There is exactly one trajectory \(T_c = T_c(X)\) coming from the saddle-type point \(R_c(0,c^{1/(p-1)})\) which is monotone decreasing when \(Z > 0\) and intersect the axis \(Z = 0\) in a point \(X := M_c > 0\) (cfr. with [4, 5]). It satisfies the Darcy’s law in its free boundary point \(\xi_0 \in \mathbb{R}\):
\[
\phi(\xi_0)^{-\frac{1}{p-1}}\phi'(\xi_0) = -c^{-\frac{1}{p-1}} \quad \text{i.e.} \quad \phi^{\frac{p-2}{p-1}}(\xi) \sim \frac{p-2}{p-1}c^{\frac{1}{p-1}}(\xi_0 - \xi), \quad \text{for} \quad \xi \sim \xi_0.
\]

This fact can be easily verified by noting that \(T_c(X) \sim c^{\frac{1}{p-1}}\) for \(X \sim 0^+\), so that the first equation in (4.7) satisfies \(-X' \sim (cX)^{1/(p-1)}\) for \(X \sim 0^+\). This kind of wave profiles are known in literature as \textit{fast} or \textit{finite} orbits, and they satisfies \(\phi(\xi) = 0\) for any \(\xi \geq \xi_0\). Note that the value \(M_c > 0\) is nothing more than the maximum value assumed by \(\phi = \phi(\xi)\) in the all \(\mathbb{R}\) (this easily follows from the fact that \(dZ/dX > 0\) for \(X > 0\) and \(Z < 0\)) and, furthermore, the following bound holds (cfr. with (4.10)):
\[
M_c \geq X_c := \left[(p-1)(p-2)\right]^\frac{p-1}{p-2} \left(\frac{c}{p}\right)^{\frac{p}{p-2}} \quad \text{for all} \quad c > 0.
\]
(4.11)

Consequently, \(M_c \to +\infty\) as \(c \to +\infty\). Finally, note that plugging (4.9) into the first equation in (4.7), we obtain \(\phi' \sim 1\) for \(X \sim 0\), \(Z \sim -\infty\), which proves that the profile \(\phi = \phi(\xi)\) changes sign in finite time.
(ii) There are infinitely many trajectories $Z = Z(X)$ from the (unstable) node type point $O(0,0)$ above the null-isocline branch, given by the curve $\tilde{Z}(X) = 1/[c(p-2)]X^{(p-2)/(p-1)}$ for $X \sim 0^+$. Their asymptotic behaviour near the point $O(0,0)$ has not an immediate analytic expression, but, as the fast one have a unique maximum point and change sign in finite time. We do not insist on these orbits since they will not be important in the following.

Monotonicity of $T_c = T_c(X)$ w.r.t. $c > 0$. We are left to show that the function $c \rightarrow M_c$ is monotone nondecreasing. We will prove that if $T_c = T_c(X)$ denotes the fast orbit from $R_c$, then

$$\frac{\partial H}{\partial c}(X, Z; c) = \frac{1}{(p-1)|Z|^{p-2}} > 0, \quad \text{for all } X, Z > 0, \ c > 0, \quad (4.12)$$

which implies $H(X, Z; c_1) < H(X, Z; c_2)$ for any $c_1 < c_2$. Now, assume by contradiction that $T_{c_1}$ and $T_{c_2}$ touch in a point $(X_0, T_{c_1}(X_0) = T_{c_2}(X_0))$, with $0 < X_0 < M_{c_1}$. Up to take a smaller contact point, we can assume $T_{c_2} > T_{c_1}$ for any $0 \leq X < X_0$. Consequently, for $h > 0$ small enough, it must be

$$\frac{T_{c_2}(X_0) - T_{c_2}(X_0 - h)}{h} \leq \frac{T_{c_1}(X_0) - T_{c_1}(X_0 - h)}{h}$$

and taking the limit as $h \rightarrow 0$, we get $dT_{c_2}(X_0)/dX \leq dT_{c_1}(X_0)/dX$, which is in contradiction with (4.12). This ends the proof of the lemma. □

Remark. We notice that we could have looked for wave solutions with the form

$$v(z, y, \tau) = \phi(\xi), \quad \xi = y + c\tau,$$

where $c > 0$ and moving towards the left. The equation of the profile is

$$-c\phi' + (|\phi'|^{p-2}\phi')' + \frac{\phi}{p-2} = 0, \quad \xi \in \mathbb{R},$$
and differs from (4.6) just for the minus sign in front of $c\phi'$. The change of variables

$$
X = \phi \quad \text{and} \quad Z = \left( \frac{p-1}{p-2} \frac{p-2}{p-1} \right) ^{'} ,
$$

and the re-parametrization $d\xi = (p-1)X^{\frac{p-2}{p-1}} |Z|^{p-2} ds$ leads us to the same equation of the trajectories (4.8). Consequently, the statement of Lemma 4.2 holds for this different kind of waves, but this time the profiles satisfy $\phi_c(\xi) = 0$ for all $\xi \leq \xi_0$ and moves towards the left.

## 5 Existence, uniqueness and regularity of a special wave solution

In our long-time behaviour analysis of solutions to the transformed problem (3.2), we will employ barriers built-up by using suitable wave solutions. More precisely, we will need solutions to problem (3.2) in the form

$$
v(z, y, \tau) = \varphi(z, y - c\tau) \quad (z, y) \in \Omega, \ \tau > 0,
$$

which travel along the tube $\Omega$ with constant speed of propagation $c > 0$. This means that the wave profile must satisfy the stationary Dirichlet problem

$$
\begin{cases}
\Delta_p \varphi + c \partial_\xi \varphi + \frac{\varphi}{p-2} = 0 & \text{in } \Omega \\
\varphi = 0 & \text{in } \partial \Omega,
\end{cases}
$$

where $\xi = y - c\tau$ is the moving coordinate. One of the main goals of this paper is to prove that such travelling wave profiles exist for some speed $c > 0$ and, at same time, connect the special solution $\Phi = \Phi(z)$ to (2.3) (at $\xi = -\infty$) to the level $v = 0$ (at $\xi = +\infty$), namely

$$
\lim_{\xi \to -\infty} \varphi(z, \xi) = \Phi(z), \quad \lim_{\xi \to +\infty} \varphi(z, \xi) = 0, \quad z \in D,
$$

which are nothing more than (3.6). We first prove the existence of such solutions together with some their qualitative properties and then we discuss the problem of uniqueness, which turns out to be less difficult problem.

### Existence and regularity

This first part is devoted to prove the existence of a wave solution to problem (5.2)-(5.3). Furthermore, we show some regularity properties of its profile and the finiteness of its free boundary. In more precise words, we prove the following lemma.

**Lemma 5.1** There exists a speed $c_* > 0$ for which problem (5.2)-(5.3) has a weak solution $\varphi = \varphi(z, \xi)$ which is continuous and monotone non-increasing w.r.t. the longitudinal variable $\xi$.

Furthermore, $\varphi = \varphi(z, \xi)$ has a free boundary which is a bounded, connected and locally smooth subset of $\Omega$ with Hausdorff codimension one (in $\mathbb{R}^{N+1}$), which can be locally parametrized by a locally smooth function.

**Proof.** We notice that, once the existence of a TW with free boundary is proven, its properties and the ones of its free boundary will follow by the well-known regularity theory and parabolic $p$-Laplacian equations. Now, we fix $c > 0$ and we construct our special solution through the following approximation procedure.
Step 1: Approximating sequence. To approximate solutions to problem (5.2)-(5.3), we write \( v = v(z, y, \tau) \) w.r.t. the moving coordinate system, i.e., we consider the change of variable

\[
v(z, y, \tau) = w(z, \xi, \tau), \quad \xi = y - c\tau,
\]

so that the equation in (3.2) is transformed into

\[
\partial_\tau w = \Delta_p w + c\partial_\xi w + \frac{w}{p-2} \quad \text{in } \Omega \times (0, \infty).
\]

More precisely, we consider a sequence of weak solutions \( w_j = w_j(z, y, \tau) \) to the problems

\[
\begin{cases}
\partial_\tau w_j = \Delta_p w_j + c\partial_\xi w_j + \frac{w_j}{p-2} & \text{in } \Omega_j \times (0, \infty) \\
w_j = b_j & \text{in } \partial \Omega_j \times (0, \infty) \\
w_j(\cdot, \cdot, 0) = 0 & \text{in } \Omega_j,
\end{cases}
\]

where \( \Omega_j = D \times (-j, j) \),

\[
b_j := \begin{cases} 
\Phi & \text{in } D \times \{ y = -j \} \\
0 & \text{in } \partial \Omega_j \setminus (D \times \{ y = -j \}).
\end{cases}
\]

and \( \Phi = \Phi(z) \) is the unique nonnegative weak solution to the stationary problem (2.3). Solutions to problem (5.2)-(5.3) will be obtained as double limit \( \tau \to +\infty \) and \( j \to +\infty \) of the approximating sequence \( w_j = w_j(z, y, \tau) \).

As a first observation, note that the combined use of the maximum principle and the positivity of the stationary super-solution \( \Phi = \Phi(z) \), immediately implies that

\[
0 < w_j(z, \xi, \tau) \leq \Phi(z), \quad \text{in } \Omega_j \times (0, \infty),
\]

for any \( j \in \mathbb{N} \). We notice that from the above inequality we deduce that solutions to (5.4) exist for any time \( \tau > 0 \). Moreover, they are monotone non-increasing w.r.t. to the longitudinal variable and non-decreasing w.r.t. time variations:

\[
\partial_\xi w_j \leq 0 \quad \text{in } \Omega_j \times (0, \infty), \quad \partial_\tau w_j \geq 0 \quad \text{in } \Omega_j \times (0, \infty).
\]

Both inequalities can be proved through comparison techniques. To show the first one, for any \( h > 0 \), we introduce the translated \( w_j^h(z, \xi, \tau) := w_j(z, \xi + h, \tau) \), and we note that it satisfies the problem

\[
\begin{cases}
\partial_\tau w_j^h = \Delta_p w_j^h + c\partial_\xi w_j^h + \frac{w_j^h}{p-2} & \text{in } \Omega_j^h \times (0, \infty) \\
w_j^h \leq w_j & \text{in } \partial \Omega_j^h \times (0, \infty) \\
w_j^h(\cdot, \cdot, 0) = 0 & \text{in } \Omega_j^h,
\end{cases}
\]

where \( \Omega_j^h := D \times (-j, j - h) \). The inequality on the boundary holds since \( w_j^h(z, j - h, \tau) = 0 \) and \( w_j^h(z, \xi, \tau) \leq \Phi(z) \) for any \( z \in D \). Consequently, we get \( w_j^h \leq w_j \) in \( \Omega_j^h \times (0, \infty) \) which gives the desired inequality thanks to the arbitrariness of \( h > 0 \). For what concerns the second one, it is enough to note that, since \( w_j \geq 0 \), then translation \( w_j^s(z, \xi, \tau) := w_j(z, \xi, \tau + s) \) \( (s > 0) \) is a super-solution to problem (5.4) and so, using the arbitrariness of \( s > 0 \) we conclude the proof of the above claim.
Step 2: Limit as $\tau \to +\infty$. The time-monotonicity and uniform upper-bound $0 \leq w_j = w_j(z, \xi, \tau) \leq \Phi(z)$ imply that for any $j \in \mathbb{N}$:

$$w_j(\cdot, \cdot, \tau) \to \varphi_j(\cdot, \cdot) \quad \text{in} \quad \Omega_j,$$

as $\tau \to +\infty$ point-wise, for some nontrivial and nonnegative limit function $\varphi_j = \varphi_j(z, \xi)$, satisfying also

$$0 \leq \varphi_j(z, \xi) \leq \Phi(z), \quad \partial_j \varphi_j \leq 0 \quad \text{in} \quad \Omega_j,$$

for any $j \in \mathbb{N}$. Since the above convergence is monotone non-decreasing in $\tau > 0$, it must be $\partial_\tau w_j(z, \xi, \tau) \to 0$ point-wise in $\Omega_j$ as $\tau \to +\infty$ (this easily follows by showing that $\partial_\tau w_j(z, \xi, \tau)$ is bounded for any $(z, \xi) \in \Omega_j$ as $\tau \to +\infty$). Consequently, using again the regularity theory for $p$-Laplace equations [15] [Theorem 1, Theorem 2], we get that the limit $\varphi_j = \varphi_j(z, \xi)$ is a (bounded and $C^{1,\alpha}(\Omega_j)$) weak solution to

$$\begin{aligned}
\Delta_p \varphi_j + c \partial_\xi \varphi_j + \frac{\varphi_j}{p_j^2} &= 0 & \text{in} \Omega_j \\
\varphi_j &= b_j & \text{in} \partial \Omega_j,
\end{aligned} \tag{5.5}$$

it is strictly positive, and $\varphi_j < \Phi$ in $\Omega_j$ thanks to the strong maximum principle. Actually, we can show it is the unique weak solution to \ref{5.5} through the sliding method as follows. Assume there is another solution $\psi_j = \psi_j(z, \xi)$ and take $h > 0$ large enough such that

$$\psi_j(z, \xi) \leq \varphi_j(z, \xi - h) \quad \text{in} \quad D \times (-j + h, j).$$

The validity of the above inequality comes from the regularity of our solutions and their values at the boundary of $D \times (-j + h, j)$ (once $h > 0$ is suitably chosen). Now, sliding back to the left, we pick $\underline{h} > 0$ defined as

$$\underline{h} := \min \{h \geq 0 : \psi_j(z, \xi) \leq \varphi_j(z, \xi - h), \quad (z, \xi) \in D \times (-j + h, j)\} > 0.$$

Now, since both $\varphi_j$ and $\psi_j$ are strictly positive in $\Omega_j$ we obtain that $\psi_j(z, \xi) \leq \varphi_j(z, \xi - \underline{h})$ and touch at a point belonging to $D \times (-j + \underline{h}, j)$, which is in contradiction with the strong maximum principle.

Step 3: Monotonicity and continuity w.r.t. $c > 0$. Since $\partial_\xi \varphi \leq 0$, an easy comparison procedure shows that if $\varphi_{j,c} = \varphi_{j,c}(z, \xi)$ denotes the unique solution to \ref{5.5}, then the function $c \to \varphi_{j,c}$ is monotone non-increasing, in the sense that if $c_1 \leq c_2$, then $\varphi_{j,c_1} \geq \varphi_{j,c_2}$ in $\Omega_j$. Hence, for any $j \in \mathbb{N}$ and $c_0 > 0$, we know that the point-wise limit

$$\bar{\varphi}_j := \lim_{c \to c_0} \varphi_{j,c} \quad \text{in} \quad \Omega_j$$

exists (it follows by the monotonicity above and the bound on $\varphi_{j,c}$). Moreover, using the regularity of $\varphi_{j,c}$ and its limit, we get that $\bar{\varphi}_j = \bar{\varphi}_j(z, \xi)$ is a weak-solution to \ref{5.5} with $c = c_0$ and so, by uniqueness, it must be $\bar{\varphi}_j = \varphi_{j,c_0}$, i.e. the function $c \to \varphi_{j,c}$ is continuous (for any $j \in \mathbb{N}$).

Step 4: Passage to the limit as $j \to +\infty$. The next step is to pass to the limit as $j \to +\infty$ in our approximating sequence. The main problem here is to show that $\varphi_j \not\to 0$ or $\varphi_j \not\to \Phi$ uniformly as $j \to +\infty$. These facts will be proved by properly choosing $c = c_j$ for large $j \in \mathbb{N}$.

CLAIM: For any $j \in \mathbb{N}$ large, there is a speed $c_{j,*} > 0$ such that

$$\varphi_{j,c_{j,*}}(0, 0) = \frac{1}{2} \Phi(0). \tag{5.6}$$

Furthermore, there are two constants $0 < \zeta < \tau$ such that $\zeta < c_{j,*} < \tau$, for any $j \in \mathbb{N}$ large enough.
To prove the claim we proceed in some steps as follows.

(i) First of all, we note that if \( c = 0 \), we have \( \phi_{j,0}(z, \xi) \rightarrow \Phi(z) \) uniformly on compact sets of \( \Omega \). This follows by comparing \( \phi_{j,0} = \phi_{j,0}(z, \xi) \) with the sequence of solutions \( \Phi_j = \Phi_j(z, \xi) \) to problem (4.1) (cfr. with the proof of Lemma 4.1) and recalling that \( \phi_{j,0}(z, \xi) \leq \Phi(z) \) for any \( j \in \mathbb{N} \) by construction. Therefore, there is \( j_1 \in \mathbb{N} \) large enough such that \( \phi_{j,0}(0,0) \geq \Phi(0)/2 \) for any \( j \geq j_1 \), and so, by the continuity of the map \( c \rightarrow \phi_{j,c} \), we get

\[
\phi_{j,c}(0,0) > \frac{1}{2} \Phi(0) \quad \text{for any } 0 < c < c_0,
\]

for some suitable \( c_0 \) (depending on \( j \in \mathbb{N} \)). Secondly, we show that there exist \( j_2 \in \mathbb{N} \) and \( \tau_0 > 0 \), such that

\[
\phi_{j,c}(0,0) < \frac{1}{2} \Phi(0) \quad \text{for any } c > \tau_0, \ j \geq j_2. \tag{5.7}
\]

This is crucial. Note indeed that once it is proved, (5.6) follows by the monotonicity and the continuity of the function \( c \rightarrow \phi_{j,c} \), once we take \( j \geq \max\{j_1, j_2\} \). The proof of (5.7) is not trivial and we devote to it a separate step.

(ii) The idea is to compare solutions \( w_{j,c} = w_{j,c}(z, \xi, \tau) \) to (5.4) with the dynamic version of fast TWs \( \phi_c = \phi_c(\xi) \) found in Lemma 4.2. We recall that each \( \phi_c \) has a maximum \( M_c \rightarrow +\infty \) as \( c \rightarrow +\infty \) and bounded support to its right.

Now, let us fix \( \tau_0 > 0 \) such that \( \phi_{\tau_0}(0) = M_{\tau_0} \geq \Phi(z) \) for any \( z \in D \), and take \( c > \tau_0 \) (this is possible since \( \Phi = \Phi(z) \) is bounded in \( D \)). Furthermore, if \( \phi_{\tau_0} = \phi_{\tau_0}(s) \) denotes the fast TW with speed of propagation \( \tau_0 > 0 \) (and \( s := y - \tau_0 \tau \) ), we set \( \tau_0 := c - \tau_0 > 0 \) and we define

\[
\psi^l(z, \xi, \tau) := \phi_{\tau_0}(\xi + c_0 \tau - l), \quad \text{where } \xi = y - c \tau,
\]

and \( l \in [-j, j] \). Note that (up to a shift) we can assume \( \phi_{\tau_0}(0) = M_{\tau_0} \) and, since \( c_0 > 0 \), the profile of \( \psi^l = \psi^l(z, \xi, \tau) \) travels towards the left. We want to employ it as super-solution to \( w_{j,c} = w_{j,c}(z, \xi, \tau) \).

To do so, we introduce the following comparison domain:

\[
Q_{j,l} := \{(z, \xi, \tau) \in \Omega_j \times (0, \infty) : \xi + c_0 \tau \geq l, \ 0 \leq \tau < \tau_{j,l}\}, \quad \text{where } \tau_{j,l} := \frac{l + j}{c_0}.
\]

The choice of the sub-domain \( Q_{j,l} \) allows us to compare \( w_{j,c} \) and \( \psi^l \) on the boundary. Indeed, we have

\[
w_{j,c}(z, \xi, \tau) \leq \Phi(z) \leq \phi_{\tau_0}(0) \equiv \psi^l(z, \xi, \tau) \quad \text{in } \{(z, \xi, \tau) \in \overline{Q}_{j,l} : \xi + c_0 \tau = l, \ 0 \leq \tau \leq \tau_{j,l}\},
\]

up to take \( \tau_0 > 0 \) larger (this is possible since \( M_c \rightarrow +\infty \) as \( c \rightarrow +\infty \)). In the other part of the boundary, the comparison is trivial since \( w_{j,c} \equiv 0 \), while \( \psi^l \geq 0 \). Similar for the comparison at the initial time \( \tau = 0 \). We thus have \( w_{j,c}(z, \xi, \tau) \leq \psi^l(z, \xi, \tau) \) in \( Q_{j,l} \) and, in particular,

\[
w_{j,c}(z, \xi, \tau_{j,l}) \leq \psi^l(z, \xi, \tau_{j,l}) = \phi_{\tau_0}(\xi + j) \quad \text{in } \Omega_j.
\]

Consequently, since \( l \in [-j, j] \) is arbitrary we can take \( \tau_{j,l} \in [0, 2j/c_0] \), and so

\[
w_{j,c}(z, \xi, \tau) \leq \psi^l(z, \xi, \tau) = \phi_{\tau_0}(\xi + j) \quad \text{in } \Omega_j \times [0, 2j/c_0],
\]

which implies

\[
w_{j,c}(0, 0, \tau) \leq \phi_{\tau_0}(j) \quad \text{for any } 0 \leq \tau \leq 2j/c_0, \ j \in \mathbb{N}.
\]
Consequently, there is \( j_2 > 0 \) large enough (depending on \( \tau_0 > 0 \)) such that \( \phi_{\tilde{c}_0}(j) = 0 \) for any \( R \ni j \geq j_2 \) and so
\[
w_{j,c}(0,0,\tau) = 0 \quad \text{for any } 0 \leq \tau \leq 2j/c_0, \ j \geq j_2.
\]
This complete the proof of (5.7) since \( w_{j,c}(0,0,\tau) \to \varphi_{j,c}(0,0) \) as \( \tau \to +\infty \) (taking eventually \( j_2 \in \mathbb{N} \) larger).

**Step 5: Construction of the TW.** Now, let \( j \in \mathbb{N} \) be large and \( 0 < c < c_j := c_{\ast j} < c \) such that (5.6) holds. Up to passing to a subsequence, we can assume
\[
c_j \to c_{\ast} \quad \text{as } j \to +\infty, \quad \text{with } c_{\ast} \leq c_{\ast} \leq c.
\]
Moreover, up to passing to another subsequence, we have (using the usual regularity estimates)
\[
\varphi_{j,c_j} \to \varphi \in C^{1,\alpha}(\Omega'),
\]
for any compact set \( \Omega' \subset \Omega \) and for some continuous function \( \varphi = \varphi(z,\xi) \) satisfying problem (5.2) with \( c = c_{\ast} \) in the weak sense, together with the properties
\[
0 \leq \varphi(z,\xi) \leq \Phi(z) \quad \text{and } \partial_\xi \varphi(z,\xi) \leq 0 \quad \text{in } \Omega.
\]
Note that thanks to (5.6) we can assume both \( \varphi \neq 0 \) and \( \varphi \neq \Phi \). Finally, note that \( \varphi(z,\xi) \to \Phi(z) \) as \( \xi \to -\infty \) for any \( z \in D \). Indeed, the point-wise limit
\[
\Phi(z) := \lim_{\xi \to -\infty} \varphi(z,\xi),
\]
exists by monotonicity (w.r.t. \( \xi \in \mathbb{R} \)) with \( 0 < \Phi \leq \Phi \) and satisfies problem (2.3). So, it must be \( \Phi = \Phi \) by uniqueness (of \( \Phi = \Phi(z) \)) and the proof of the first limit of (5.3) is completed. At the same time, it must be
\[
\lim_{\xi \to +\infty} \varphi(z,\xi) = 0, \quad \text{for all } z \in D.
\]

If not, the limit function turns out to be \( \Phi = \Phi(z) \) by the argument above. However, this is in contradiction with the fact that \( \varphi \neq \Phi \) and \( \varphi(\cdot,\xi) \to \Phi(\cdot) \) as \( \xi \to -\infty \).

**Step 6: Bounds for the TW's free boundary.** If \( \varphi = \varphi(z,\xi) \) denotes the TW just constructed, we define its free boundary by
\[
S := \{(z,S(z)) : z \in D\} \quad \text{where } \ S(z) := \inf\{\xi \in \mathbb{R} : \varphi(z,\xi) = 0\}, \quad z \in D. \quad (5.8)
\]
Note that the above definition is well-posed thanks to the monotonicity w.r.t. \( \xi \in \mathbb{R} \) and, a priori, the set \( S \) could be unbounded. The main goal of this fifth step is to show that this situation cannot happen. More precisely, we show that the wave's support is bounded to the right while the free boundary function \( \xi = S(z) \) is bounded both below (left) and above (right). Recall that from the step above, we know that \( \varphi \) has speed of propagation \( c_{\ast} > 0 \) and \( \varphi(z,\xi) \to 0 \) as \( \xi \to +\infty \), uniformly in \( z \in D \) (this easily follows by construction). Moreover, up to a shift (w.r.t to the variable \( \xi \)), we can assume \( \varphi(0,0) = \Phi(0)/2 \).

The idea is to proceed similar to Step 4 comparing the approximating sequence \( w_{j,c_j} = w_{j,c_j}(z,\xi,\tau) \) with the fast TWs constructed in the ODEs analysis. We have \( c_j \to c_{\ast} \) as \( j \to +\infty \) and we define
\[
\psi_j(z,\xi,\tau) := \phi_{c_{\ast}}(\xi - l),
\]
where $\phi_{c_*}$ is the fast TW with speed $c_* > 0$, and $l > 0$ is chosen so that

$$\max_{z \in D} \varphi(z, l) \leq \phi_{c_*}(0),$$

for any $j \in \mathbb{N}$ large enough (note that this is possible since $c_j \to c_*$ and thanks the continuity of the map $c \to \phi_c$). Now, we consider a new comparison domain

$$Q_l := \{(z, \xi, \tau) \in \Omega \times (0, \infty) : \xi > l\},$$

and we note that by the monotonicity properties proved in the above steps, we have

$$w_{j,c_j}(z, l, \tau) \leq \varphi_{j,c_j}(z, l) \leq \varphi(z, l) \leq \phi_{c_*}(0), \quad \text{for any } z \in D, \, \tau > 0,$$

and $j \in \mathbb{N}$ large enough, where we recall that $c_j := c_{sj}$. Furthermore, since as always $w_{j,c_j} = 0$ in $\partial \Omega \times (0, \infty)$, it follows

$$w_{j,c_j}(z, \xi, \tau) \leq \phi_{c_*}(\xi - l) \quad \text{in } Q_l,$$

and so, passing to the limit as $\tau \to +\infty$ and then as $j \to +\infty$, we easily get

$$\varphi(z, \xi) \leq \phi_{c_*}(\xi - l) \quad \text{in } Q_l,$$

and since $\phi_{c_*}(\cdot)$ has bounded support to the right, $\varphi(\cdot)$ as bounded support to the right, too.

We are left to show that the free boundary $\xi = S(z)$ is bounded below (left). Assume by contradiction that there is $z_0 \in D$ such that $S(z_0) = -\infty$. Consequently, from the fact that $\partial_\xi \varphi \leq 0$, it must be $\varphi(z_0, \xi) = 0$ for any $\xi \in \mathbb{R}$. However, using the fact that $\varphi_j(z_0, \xi) \to \varphi(z_0, \xi)$ for any $\xi \in \mathbb{R}$ and $\varphi_j(z_0, -j) = \Phi(z_0) > 0$, we obtain the desired contradiction taking $j \in \mathbb{N}$ large enough.

Finally, the properties of the free boundary follow by the standard regularity theory of solutions to equations with $p$-Laplacian diffusion. □

**Important remarks.** We complete this subsection with some crucial remarks. First of all, in what follows, we will need to employ a strengthened version of the limit $\Phi(z) = \lim_{\xi \to -\infty} \varphi(z, \xi)$ proved in Step 5 of the above proof. Indeed, we have that $\varphi(\cdot, \xi)$ converges in relative error to $\Phi(\cdot)$, i.e.

$$\lim_{\xi \to -\infty} \frac{\varphi(\cdot, \xi)}{\Phi(\cdot)} = 1 \quad \text{uniformly in } D. \quad (5.9)$$

Since both $\Phi = \Phi(z)$ and $\varphi = \varphi(z, \xi)$ are positive for any $z \in D$ and $\xi \sim -\infty$, the above limit is easily obtained if we restrict the convergence to any compact subset of $D$. To verify the validity of (5.9) near the boundary $\partial D$, we use a barrier argument based on the validity of the Hopf lemma for elliptic $p$-Laplacian type equations. The main fact (cfr. for instance with [35, 37]) is that both $\Phi = \Phi(z)$ and $\varphi = \varphi(z, \xi)$ behave like

$$\Phi(z) \asymp \text{dist}(z, \partial D), \quad \varphi(z, \xi) \asymp \text{dist}(z, \partial D), \quad \text{for } z \sim \partial D,$$

as a consequence of Hopf principle. Consequently, $\Phi = \Phi(z)$ and $\varphi = \varphi(z, \xi)$ are comparable near the boundary of $\Omega$ and the bound $\varphi(z, \xi) \geq (1 - \varepsilon)\Phi(z)$ holds for each $z \in D$ and $\xi \ll 0$ negative enough.

Finally, we point out that the above proof gives the existence of another TW $\psi = \psi(z, \xi)$ satisfying problem (5.2) with symmetric conditions at the ends of the tube

$$\lim_{\xi \to -\infty} \psi(z, \xi) = 0, \quad \lim_{\xi \to +\infty} \psi(z, \xi) = \Phi(z), \quad z \in D. \quad (5.10)$$

To see this it is enough to repeat the proof above by changing longitudinal variable $\xi \to -\xi$. Of course, this time, $\psi = \psi(z, \xi)$ is monotone non-decreasing w.r.t. to $\xi$. 


5.1 Uniqueness

Lemma 5.2 Let $D_1 \subset D_2$ be two domains and $\varphi_1 = \varphi_1(z, \xi)$ and $\varphi_2(z, \xi)$ be two proper TW solutions with speeds $c_{1*}$ and $c_{2*}$. If $\varphi_1$ is a finite TW, then $c_{1*} \leq c_{2*}$.

Remark. A TW profile $\varphi = \varphi(z, \xi)$ is said to be proper, if it is a continuous weak solution to (5.2)-(5.3), it is monotone non-increasing w.r.t. the longitudinal variable $\xi$, and satisfies $0 \leq \varphi < \Phi$ in $\Omega$.

Proof. Let us define $\Omega_i := D_i \times (0, \infty)$ and $v_i(z, y, \tau) := \varphi_i(z, y - c_{1*}t, \tau)$ in $\Omega_i \times (0, \infty)$, for $i = 1, 2$. Coming back to the real time variable and so, to solutions to (1.1), we consider

$$u_i(z, y, t) := t^{-\frac{1}{p-2}} \varphi_i(z, y - c_{1*} \ln t),$$

(5.11)

for $i = 1, 2$, and we introduce the functions $u_{1h}(z, y, t) = u_1(z, y + h, t)$ and $u_{2}(z, y, t) = u_2(z, y, t - \theta)$ for any $0 < \theta < 1$ fixed and suitable $h > 0$.

We want to compare $u_{1h}$ and $u_{2}$ in $\Omega_1 \times (1, \infty)$. At the initial time $\tau = 0$, i.e. $t = 1$, we have

$$(1 - \theta) \frac{1}{p-2} \varphi_2(z, y - c_{2*} \ln(1 - \theta)) \geq \varphi_1(z, y + h),$$

(5.12)

for some $h > 0$ large enough. Indeed, we recall that $\varphi_2(z, -\infty) = \Phi_2(z) > \Phi_1(z) \geq \varphi_1(z, y + h)$ for any $(z, y) \in \Omega_1$ (cfr. with the end of the statement of Theorem 2.1 and the proof of Theorem 5.1). Consequently, taking $h > 0$ large enough and using the monotonicity of $\varphi_i = \varphi_i(z, \xi)$ w.r.t. $\xi \in \mathbb{R}$, together with the fact that $\varphi_1 = 0$ for $\xi$ large enough, we see that the above inequality is satisfied for any $0 < \theta < 1$. The comparison at the boundary is trivial. Hence by comparison we deduce $u_{2}^0(z, y, t) \geq u_{1h}(z, y, t)$ in $\Omega_1 \times (1, \infty)$, which means

$$(t - \theta) \frac{1}{p-2} \varphi_2(z, y - c_{2*} \ln(t - \theta)) \geq t^{-\frac{1}{p-2}} \varphi_1(z, y + h - c_{1*} \ln t)$$

and, taking the limit as $t \to +\infty$ in the above inequality, we thus deduce that $c_{1*}$ cannot exceed $c_{2*}$. However, note that this procedure does not imply $c_{1*} < c_{2*}$, which, by the way, is not true (even if $D_1 \subset D_2$ with strict inequality), due to the fact that TWs are given up to a shift along the $\xi$ direction. □

Lemma 5.3 Let $D \subset \mathbb{R}^N$ be a bounded domain and $D_1 \subset D_2 \subset \ldots \subset D$ a sequence of subsets such that

$$D = \bigcup_{j \in \mathbb{N}} D_j.$$

Then there exists a sequence $\varphi_j = \varphi_j(z, \xi)$ of solutions to problem (5.2)-(5.3) posed in $\Omega_j = D_j \times \mathbb{R}$ which converge to a solution $\varphi = \varphi(z, \xi)$ to problem (5.2)-(5.3) posed in $\Omega = D \times \mathbb{R}$ as $j \to +\infty$, with speed of propagation $c_\ast$. It depends only on $p$ and $D$ and it is the minimal speed w.r.t. all finite TW solutions to problem (5.2)-(5.3).
Proof. Following the ideas of the proof of Theorem 5.1 (cfr. with Step 4), we normalize the sequence \( \varphi_j = \varphi_j(z, \xi) \) (of solutions to problem \([5.2]-(5.3)\) posed in \( \Omega_j = D_j \times \mathbb{R} \)) by setting \( \varphi_j(0, 0) = \Phi_{D_j}/2(0) \) for any \( j \in \mathbb{N} \) (here \( \Phi_{D_j} = \Phi_{D_j}(z) \) denotes the unique nonnegative weak solution to \([2.3] \) posed in \( D_j \)).

So, if \( c_j \) is the sequence of speeds corresponding to \( \varphi_j \), it is nondecreasing by Lemma 5.2 and bounded by Step 4 of 5.1. We thus deduce the existence of a speed \( c_\ast > 0 \) such that \( c_j \rightarrow c_\ast \) as \( j \rightarrow +\infty \), to which corresponds a TW \( \varphi = \varphi(z, \xi) \) in \( \Omega \). From Lemma 5.2, we get that \( c_\ast \) is minimal. Indeed, if \( D'_1 \subset D'_2 \subset \ldots \subset D \) is another sequence of subsets approximating \( D \) and \( \varphi'_j = \varphi'_j(z, \xi) \) is the corresponding approximating sequence with speeds \( c'_j \), we can build a new sequence of sets \( E_1 \subset E_2 \subset \ldots \subset D \) with \( E_j \in \{D_j\}_{j \in \mathbb{N}} \cup \{D'_1\}_{j \in \mathbb{N}} \) and apply Lemma 5.2 to \( \{E_j\}_{j \in \mathbb{N}} \), obtaining that \( c_\ast \) does not depend on the approximating sequence. This concludes the proof of the lemma. □

Corollary 5.4 Let \( D \subset \mathbb{R}^N \) be a bounded domain and \( D_1 \supset D_2 \supset \ldots \supset D \) a sequence of subsets such that \( D = \bigcap_{j \in \mathbb{N}} D_j \). Then there exists a sequence \( \varphi_j = \varphi_j(z, \xi) \) of solutions to problem \([5.2]-(5.3)\) posed in \( \Omega_j = D_j \times \mathbb{R} \) which converge to a solution \( \varphi = \varphi(z, \xi) \) to problem \([5.2]-(5.3)\) posed in \( \Omega = D \times \mathbb{R} \) as \( j \rightarrow +\infty \), with speed of propagation \( c_\ast \). It depends only on \( p \) and \( D \) and it is the maximal speed w.r.t. all finite TW solutions to problem \([5.2]-(5.3)\).

Proof. The proof is similar to the above one.

Lemma 5.5 The speed of any finite TW solution to problem \([5.2]-(5.3)\) is unique. Furthermore, for any couple of finite TWs \( \varphi_1 = \varphi_1(z, \xi) \) and \( \varphi_2 = \varphi_2(z, \xi) \), there exist \( l_1, l_2 \in \mathbb{R} \) such that

\[
\varphi_1(z, \xi + l_2) \leq \varphi_2(z, \xi) \leq \varphi_1(z, \xi + l_1), \quad \text{for any } (z, \xi) \in \Omega. \tag{5.13}
\]

Proof. We follow the proof of Lemma 5.2 in the case in which both \( \varphi_1(\cdot) \) and \( \varphi_2(\cdot) \) are finite. So, we consider again the functions \( u_i = u_i(z, y, t) \) defined in \([5.11]\) and their perturbations \( u_{ih}(z, y, t) = u_1(z, y + h, t) \) and \( u_{ih}(z, y, t) = u_2(z, y, t - \theta) \) for \( 0 < \theta < 1 \) and suitable \( h > 0 \). To show \( c_{1*} \leq c_{2*} \), it is enough to establish the validity of inequality \([5.12]\).

W.r.t. the previous case, we now have \( D_1 = D_2 = D \), and thus, even if the comparison at the boundary is trivial, the comparison a \( y = -\infty \) is not. To do it, we crucially employ \([5.9]\), which, in particular, tells us that for any \( \varepsilon > 0 \), \( \varphi(z, \xi) \geq (1 - \varepsilon)\Phi(z) \) for any \( z \in D \) and \( \xi \leq \xi_\varepsilon \) (and any (finite) TW to \([5.2]-(5.3)\)). Consequently, we get

\[
(1 - \theta)^{-\frac{1}{p-2}} \varphi_2(z, y - c_{2*} \ln(1 - \theta)) \geq \frac{1 - \varepsilon}{(1 - \theta)^{1/(p-2)}} \Phi(z) \geq \Phi(z) \geq \varphi_1(z, y + h),
\]

for any \( \varepsilon \leq 1 - (1 - \theta)^{-\frac{1}{p-2}} \) and any \( y \leq -y_\varepsilon \) for some \( y_\varepsilon > 0 \) large enough. Finally, taking \( h > 0 \) large enough we see that \([5.12]\) is satisfied and we conclude \( c_{1*} \leq c_{2*} \) as before. Note that since both waves are finite, we can change the role of \( \varphi_1(\cdot) \) and \( \varphi_2(\cdot) \) to obtain the reverse inequality and conclude the proof (note that inequality \([5.13]\) easily follows by comparison in the limit \( t \rightarrow +\infty \), we the effect of \( 0 < \theta < 1 \) becomes negligible). □
6 Long time behaviour for general solutions to (1.1)

Let us consider a solution $u = u(y, z, t)$ to (1.1) with nonnegative and nontrivial initial datum $u_0 \in C_c(\Omega)$, and its re-normalized version $v = v(y, z, \tau)$ defined in (3.3), with $v(x, 0) = u_0(x)$ for all $x \in \Omega$.

Then, from standard results about $p$-Laplacian diffusion, the solution $v = v(y, z, \tau)$ has an expanding-in-time support that, after a waiting time $T = T(\Omega, p, N, u_0) \geq 0$, touches the fixed boundary $\partial \Omega$.

From that moment, the free boundary is composed by two disjoint sets

$$S^+_v(\tau) := \{(z, S^+_v(z, \tau)) : z \in D\}, \quad \tau > T$$

where

$$S^+_v(z, \tau) := \inf\{y > 0 : v(z, y, \tau) = 0\}, \quad S^-_v(z, \tau) := \sup\{y < 0 : v(z, y, \tau) = 0\},$$

defined for any $z \in D$ and $\tau > T$, and the following property holds:

$$v(z, y, \tau) > 0 \iff S^-_v(z, \tau) < y < S^+_v(z, \tau), \quad \text{for any } z \in D, \ \tau > T.$$

We are ready to prove our main theorem.

Proof. Let $u_0 \in C_c(\Omega)$ be nonnegative and nontrivial, and $v = v(z, y, \tau)$ the corresponding solution to (3.2). The proof of the theorem is based on suitable comparison techniques which employ the TW solution to (5.2)-(5.3) in three different ways.

Step 1: Proof of part (i). Let us fix $0 < c < c^*$. For any number $0 < \varepsilon < 1$ we define $D_\varepsilon := \delta_\varepsilon D$, with $\delta_\varepsilon := (1 - \varepsilon)^{-\frac{2}{p-2}} > 1$, which implies $D \subset D_\varepsilon$. Out of clarity, we postpone the choice of $0 < \varepsilon < 1$ which, for the moment, can be thought as a fixed parameter in $(0, 1)$.

We want to compare the two nonnegative weak solutions to (2.3) posed in $D$ and $D_\varepsilon$, namely $\Phi = \Phi(z)$ and $\Phi_\varepsilon = \Phi_\varepsilon(z)$, respectively. To do that, we define

$$\Phi(z) := A_\varepsilon \Phi_\varepsilon(\delta_\varepsilon z), \quad z \in D.$$

Now, straightforward computations show that $\Phi = \Phi(z)$ is a sub-solution to problem (2.3) posed in $D$ (note that the comparison at the boundary $\partial D$ is trivial since $\Phi_\varepsilon = 0$ in $\partial D_\varepsilon$) if and only if $0 \leq A_\varepsilon \leq 1 - \varepsilon$. Consequently, the elliptic comparison principle gives us

$$\Phi(z) \geq A_\varepsilon \Phi_\varepsilon(\delta_\varepsilon z), \quad z \in D.$$

Thus, taking $A_\varepsilon = 1 - \varepsilon$, we write

$$1 - \varepsilon = \frac{1 - a_\varepsilon}{1 - b_\varepsilon},$$

for some $a_\varepsilon, b_\varepsilon \in (0, 1)$ with $a_\varepsilon, b_\varepsilon \sim 0$ for $\varepsilon \sim 0$ (for instance $a_\varepsilon = \varepsilon(3 - \varepsilon)/2$ and $b_\varepsilon = \varepsilon/2$), so that we get the first fundamental inequality

$$(1 - b_\varepsilon) \Phi(z) \geq (1 - a_\varepsilon) \Phi_\varepsilon(\delta_\varepsilon z), \quad z \in D.$$ (6.1)

Note that from the definition of $a_\varepsilon$ and $b_\varepsilon$, it automatically follows $\varepsilon < a_\varepsilon < 1$ and $0 < b_\varepsilon < a_\varepsilon$. We recall that, from Lemma 4.1, there is $\tau_\varepsilon > 0$ which gives us the second main inequality:

$$v(z, y, \tau + \tau_\varepsilon) \geq (1 - b_\varepsilon) \Phi(z), \quad z \in D, \ 0 \leq y \leq 1, \ \tau \geq 0.$$ (6.2)
Now, let us consider the function
\[
\varphi(z, y, \tau) := (1 - a_\varepsilon) \varphi_\varepsilon(\delta_\varepsilon z, \delta_\varepsilon y - c_\varepsilon \tau + l), \quad z \in D, \; y, \tau \geq 0, \; l \geq 0,
\]
where \(\varphi_\varepsilon = \varphi_\varepsilon(z, \xi)\) is the wave solution to \((5.2)-(5.3)\) posed in \(\Omega_\varepsilon := D_\varepsilon \times (0, \infty)\) and its speed is defined by
\[
c_\varepsilon := c_\ast \left( \frac{1 - a_\varepsilon}{1 - \varepsilon} \right)^{p-2}.
\]
Note that \(c_\varepsilon < c_\ast\) since \(\varepsilon < a_\varepsilon\), and \(c_\varepsilon \to c_\ast\) as \(\varepsilon \to 0\) (this follows from Corollary 5.4). The last formula allows us to choose \(0 < \varepsilon < 1\). Since \(a_\varepsilon \to 0\) as \(\varepsilon \to 0\), we can fix \(\varepsilon\) small enough such that \(c < c_\varepsilon < c_\ast\).

Now, the main fact is that \(\varphi = \varphi_\varepsilon(z, y, \tau)\) is a sub-solution to problem \((3.2)\). Indeed, writing \(c_\ast = c_\ast - \varepsilon\), where \(c_\ast > c_\ast\) is the speed of the unique wave solution \(\varphi_\varepsilon\) to \((5.2)-(5.3)\) posed in \(\Omega_\varepsilon\) (the fact that \(c_\ast > c_\ast\) follows by Lemma 5.2), we have
\[
\partial_\tau \varphi = -c_\ast \left( \frac{1 - a_\varepsilon}{1 - \varepsilon} \right)^{p-1} \partial_\xi \varphi_\varepsilon = -c_\ast \left( \frac{1 - a_\varepsilon}{1 - \varepsilon} \right)^{p-1} \partial_\xi \varphi_\varepsilon + o_\varepsilon \left( \frac{1 - a_\varepsilon}{1 - \varepsilon} \right)^{p-1} \partial_\xi \varphi_\varepsilon
\leq -c_\ast \left( \frac{1 - a_\varepsilon}{1 - \varepsilon} \right)^{p-1} \partial_\xi \varphi_\varepsilon = \left( \frac{1 - a_\varepsilon}{1 - \varepsilon} \right)^{p-1} \Delta_p \varphi_\varepsilon + \frac{1 - a_\varepsilon}{1 - \varepsilon} \varphi_\varepsilon
\leq \Delta_p \varphi + \frac{1 - a_\varepsilon}{1 - \varepsilon} \varphi,
\]
where we used the nonnegativity of \(\varphi_\varepsilon = \varphi_\varepsilon(z, \xi)\), the fact that \(\partial_\xi \varphi_\varepsilon \leq 0\), and the scaling of the \(p\)-Laplacian, together with our choice of the parameter \(\varepsilon < a_\varepsilon < 1\). On the other hand, we have by construction
\[
(1 - a_\varepsilon) \Phi_\varepsilon(\delta_\varepsilon z) \geq \varphi(z, y, \tau), \quad z \in D, \; y, \tau \geq 0, \; l \geq 0, (6.3)
\]
which is our third fundamental inequality. Consequently, thanks to fact that \(\varphi_\varepsilon = \varphi_\varepsilon(z, \xi)\) has bounded support to the right, we can combine inequalities \((6.1)-(6.2)\) and \((6.3)\), and properly choose \(l = l_\varepsilon \geq 0\) such that
\[
\varphi(z, y, \tau_\varepsilon) \geq \varphi(z, y, 0), \quad z \in D, \; y \geq 0.
\]
Moreover, from the same inequalities we easily get \(\varphi(z, 0, \tau_\varepsilon) \geq \varphi(z, 0, \tau)\) for any \(z \in D, \; \tau \geq 0\) and, from the fact that
\[
\varphi(z, y, \tau + \tau_\varepsilon) = 0 = \varphi(z, y, \tau), \quad z \in \partial D, \; y, \tau \geq 0,
\]
we deduce by comparison
\[
\varphi(z, y, \tau + \tau_\varepsilon) \geq (1 - a_\varepsilon) \varphi_\varepsilon(\delta_\varepsilon z, \delta_\varepsilon y - c_\varepsilon \tau + l_\varepsilon), \quad z \in D, \; y, \tau \geq 0.
\]
Since \(a_\varepsilon \sim 0\) for \(\varepsilon \sim 0\), the thesis follows by taking the limit as \(\tau \to +\infty\) and recalling that \(0 < c < c_\varepsilon < c_\ast\), together with \(\lim_{z \to \infty} \varphi_\varepsilon(z, \xi) = \Phi_\varepsilon(z) \geq \Phi(z)\) for any \(z \in D\).

**Step 2: Proof of part (ii).** In this case we can easily get a bound from above which uses the finite wave \(\overline{\varphi}(z, y, \tau) = \varphi(z, y - c_\ast \tau - l)\). Indeed, thanks to the universal estimate \((2.4)\), we can assume \(u_0(\cdot)\) smaller, for instance \(u_0(z, y) \leq \Phi(z)/2\). This allows us to choose \(l \geq 0\) so that \(\overline{\varphi}(z, y, 0) = \varphi(z, y - l) \geq u_0(z, y)\) for any \((z, y) \in \Omega\), and so \(\overline{\varphi}(z, y, \tau) = \varphi(z, y - c_\ast \tau - l) \geq \varphi(z, y, \tau)\) for any \((z, y) \in \Omega\) and \(\tau > 0\) (note
that the comparison at the boundary \( \partial \Omega \) is trivial). Thus we get the assertion (ii), since each point of the free boundary of \( \varphi = \varphi(z, \xi) \) moves with speed \( c_s > 0 \).

We conclude the proof by pointing out that in both part (i) and (ii), we have focused on points belonging to the half-line \( y \geq 0 \). The same methods apply to the set \( y \leq 0 \) by reflection \( y \rightarrow -y \). □

7 Comments and open problems

We end the paper with some comments and open problems.

The linear case \( p = 2 \). Let us briefly discuss the simpler linear framework, since it presents interesting differences from the nonlinear one \( p > 2 \) treated here. In the linear case we should look for re-scaled or re-normalized TWs to the problem

\[
\begin{align*}
\partial_t u &= \Delta u \quad \text{in } \Omega \times (0, \infty), \\
u &= 0 \quad \text{in } \partial \Omega \times (0, \infty),
\end{align*}
\]

where as before \( \Omega = D \times \mathbb{R} \). However, as already observed in [44], we are left without a precise scale of re-normalization, due to the lack of a “universal estimate” like (2.4), so that it is not clear if a re-scaled version of (3.2) is available or not. We find two interesting particular cases.

- A natural ansatz is

\[
u(z, y, t) = e^{-\lambda_1 t} \Phi(z) w(y, t),
\]

where \( \lambda_1 > 0 \) is the first eigenvalue of the Dirichlet Laplacian on \( D \), \( \Phi = \Phi(z) \) the corresponding eigenfunction and \( w = w(y, t) \) satisfies the one-dimensional Heat Equation posed in the whole line

\[
\partial_t w = \partial_{yy} w \quad \text{in } \mathbb{R} \times (0, \infty).
\]

Travelling wave solutions to such equation exist and have the form

\[
w(y, t) = Ae^{c(t-y)} + B,
\]

where \( A, B \in \mathbb{R} \) are two free parameters and \( c \geq 0 \) is the wave speed (note that each speed is admissible). We thus obtain

\[
u(z, y, t) = e^{-\lambda_1 t} \Phi(z) \left[ Ae^{c(t-y)} + B \right],
\]

which is stationary for \( c^2 = \lambda_1 \) and \( B = 0 \), but \( u \) is always unbounded in the \( y \) variable. Thus, TW solutions for the “tubular Heat Equation” exist, but come from an infinity of the l.h.s end of the tube which is not admissible in our problem setting.

- Another possibility, that is closer to our work for \( p > 2 \), is taking

\[
w(y, t) = \frac{1}{\sqrt{4\pi t}} e^{-\frac{y^2}{4t}},
\]

which gives the re-scaled solution

\[
v(z, y, t) := e^{\lambda_1 t} u(z, y, t) = \frac{\Phi(z)}{\sqrt{4\pi t}} e^{-\frac{y^2}{4t}}.
\]
This solution decays as $O(t^{-1/2})$ and does not have a long time behaviour of TW type, but a self-similar one instead. Eliminating the $t^{1/2}$ factor, the level sets move with law $y \sim \sqrt{t}$, which is in sharp contrast with the logarithmic one, $y \sim c_* \ln t$, of the $p$-Laplacian and Porous Medium slow diffusion ones. As mentioned in the introduction, this interesting difference is due to the fact that in the slow diffusion setting the homogeneous Dirichlet conditions play a stronger role in the loss of mass through the lateral boundary.

**One-sided propagation.** Through all the paper we have focused on solutions $u = u(z,y,t)$ with nonnegative initial data $u_0 \in C_c(\Omega)$. Here we show that for a class of initial data which are positive on the left and compactly supported on the right a stronger bound on the corresponding solution holds and the asymptotic behaviour is much different. As always, we state our result for solutions to the more natural problem (3.2), whose proof follows from an easy comparison.

**Theorem 7.1 (One-sided propagation)** Let $v_0 = v_0(z,y)$ be a nonnegative and continuous function satisfying
\[
\varphi(z,y + l_1) \leq v_0(z,y) \leq \varphi(z,y + l_2),
\]
for some $l_1, l_2 \in \mathbb{R}$, where $\varphi = \varphi(z,\xi)$ is the TW found in Theorem 3.1. Then the solution $v = v(z,y,\tau)$ to (3.2) with initial data $v_0$ satisfies
\[
\varphi(z, y - c_* \tau + l_1) \leq v(z,y,\tau) \leq \varphi(z, y - c_* \tau + l_2),
\]
where $c_* > 0$ is the critical speed corresponding to $\varphi = \varphi(z,\xi)$.

**The fast diffusion range.** Problem (1.1) can be posed in the fast diffusion range $1 < p < 2$, i.e., in the singular diffusion framework. It is well-known (cfr. for instance with [41]) that in this range the behaviour of solutions strongly differs from the case $p > 2$. One of the main facts is that solutions spread through the space with infinite speed of propagation and, consequently, they do not have a free boundary. In a recent work [6], we studied the Fisher-KPP problem with $p$-Laplacian diffusion in the “good range” of fast diffusion $2N/(N+1) < p < 2$ and we proved that there are not TW solutions, but general solutions propagate exponentially fast for large times, while if $1 < p < 2N/(N+1)$ solutions vanish in finite time (whether the initial datum is nonnegative and compactly supported). When $\Omega = D \times \mathbb{R}$ is a tube, things seem to work in a quite different way and solutions may extinguish in finite time for any $1 < p < 2$. This peculiar feature comes from the fact that problem (2.1) admits solutions with extinction in finite time: $u(.,t) \to 0$ uniformly as $t \to T$, for some finite time $T > 0$ (cfr. with [8, 10] for the fast Porous Medium framework and [9] for the fast $p$-Laplacian one) that could be employed as super-solutions to (1.1), obtaining that also solutions defined in tubes extinguish in finite time. Clearly, in this case the study of propagation of solutions has a very different nature.

**Sharp asymptotics.** Theorem 3.1 shows that solutions to problem (3.2) propagate along the tube with constant speed of propagation $c_* = c_*(p,D) > 0$ for large times. However, it does not contain any precise information on the limit (if it exists) of general solutions apart from the level set information. In other words, given a solution $v = v(z,y,\tau)$ to (3.2) with nonnegative initial data $v_0 = v_0(z,y)$, it is not clear if there is a limit profile $v_\infty = v_\infty(z,y,\tau)$ such that $v \to v_\infty$ as $\tau \to +\infty$, where the convergence is intended in some suitable sense.
A reasonable guess is that the limit exists and \( v_\infty(z, y, \tau) = \varphi(z, y - c_\star \tau + l) \), where \( \varphi = \varphi(z, \xi) \) is the wave solution corresponding to \( c_\star \) and \( l \in \mathbb{R} \) is a suitable shift depending on the data. This problem is much studied in the context of reaction-diffusion equations and the existence of a limit and its properties strongly depend on the initial data (cfr. for instance with [11, 25, 29] for the linear diffusion framework). In the nonlinear setting much less has been done (we quote the work [21] for the Fisher-KPP setting and Porous Medium diffusion and [27] for the bistable counterpart). The \( p \)-Laplacian case is completely open. Furthermore, we stress that the problem posed in tubular domains could be of particular interest since it intrinsically possesses features of both 1-dimensional and \( N \)-dimensional problems. As showed in [21], the asymptotic behaviour of solutions to the Fisher-KPP problem with Porous Medium diffusion strongly depends on the dimension of the space on which such solutions are defined. When the problem is posed in tubes it is thus not clear what to expect, and the study of the existence of a limit seems to be an interesting open problem.

The problem of a free boundary sliding on a wall. A number of degenerate diffusion equations exhibit the property of Finite Propagation whereby solutions with initial data localized in a region may expand the support in time, but only to a finite distance of the original support for every finite time. This happens in the present situation, since the nonnegative solutions of the \( p \)-Laplacian equation in the tube \( \Omega = D \times \mathbb{R} \), with \( p > 2 \) and, say, bounded and compactly supported initial data, evolve in time so that the support spreads to eventually reach every point of the domain. Moreover, the support reaches the lateral boundary \( \partial \Omega = \partial D \times \mathbb{R} \) in finite time, and then spreads along the tube. This situation reminds of a main problem in fluid mechanics which concerns the way fluids slide along confining walls.

Since we have constructed a special solution (of the logarithmic-time travelling wave type), and this solution exhibits a finite free boundary, the problem is then to determine the geometry and regularity of this free boundary and, more precisely, the way it makes contact with the lateral boundary \( \partial \Omega \). Numerical and formal calculations show that in the case of zero Dirichlet boundary conditions such a contact must be tangential, thus eliminating the existence of a contact angle. We need to rigorously prove that conjecture and to understand the typical behaviour at the contact points. This is a difficult open problem.

The mentioned problem of the flow front sliding along a wall is equally posed for other equations and systems. A main example is the Porous Medium Equation, \( u_t = \Delta u^m \) with \( m > 1 \), where the same open problem was posed in [43]. It has not been solved.
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