We theoretically study the phenomenon of self-propulsion through Casimir forces in thermal non-equilibrium. Using fluctuational electrodynamics, we derive a formula for the self-propulsion force for an arbitrary small object in two scenarios, i) for the object being isolated, and ii) for the object being close to a planar surface. In the latter case, the self-propulsion force (i.e., the force parallel to the surface) increases with decreasing distance, i.e., it couples to the near-field. We numerically calculate the lateral force acting on a hot spheroid near a surface and show that it can be as large as the gravitational force, thus being potentially measurable in fly-by experiments.

Generally, in thermal non-equilibrium, forces can be repulsive \[22\], exhibit different power laws \[37\], show stable points \[38, 39\] or levitation \[20\]. For two spheres with different temperatures, points of self-propelled pairs have been observed \[38\], where the two identical spheres feel equal forces in the same direction for a specific choice of parameters.

The subject of self-propulsion has become a very popular topic also in fluid systems, where small particles are propelled through different means \[40–42\].

In this paper, we study the Casimir force for anisotropic objects in thermal non-equilibrium focusing first on self-propulsion, employing methods of fluctuational electrodynamics and classical scattering theory. In Sec. \[II\] we review the force formulas for two objects in thermal non-equilibrium from Ref. \[20\]. In Sec. \[III\] we give a compact expression for the self-propulsion force for a particle in isolation, also providing a simplified version valid for a small particle. As an example, we explicitly calculate the force for an almost transparent janus particle. In Sec. \[IV\] we add a smooth plate to our set-up and ask for the lateral Casimir force alongside the plate. In particular, we examine the case where the separation \(d\) between particle and plate is much smaller than the thermal wavelength \(\lambda_T\) (roughly 8 \(\mu\)m at room temperature), i.e., in the so-called near field limit. Following the derivat-
tion of the lateral Casimir force, we explicitly calculate the case of a spheroid in Sec. V. Finally, in Sec. VI we discuss our results from the viewpoint of linear response theory, arguing for an additional term in the friction for an anisotropic particle moving parallel to the surface. Appendices provide technical details and definitions.

II. NON-EQUILIBRIUM FORCE FOR TWO OBJECTS

In this section, in order to keep this article self-contained, we briefly review the formulae and relations for the non-equilibrium Casimir force, closely sticking to Ref. [20]. Readers interested only in the new results of this article may skip this section.

Let us consider the situation of two arbitrary (in terms of shape and material properties) objects at different temperatures $T_1$ and $T_2$ embedded in vacuum in an environment at temperature $T_{env}$ as illustrated in Fig. 1. In such a non-equilibrium situation the total (Casimir) force acting on object 1 can be written as a sum consisting of all thermal and quantum contributions [20]

$$F^{(1)}(T_1,T_2,T_{env}) = \sum_{\alpha=1,2} F^{(1)}_{\alpha}(T_ao) + F^{(1)}_{env}(T_{env}) + F^{(1)}_{0}(T_{env}).$$

The terms in the sum, $F^{(1)}_{\alpha}(T_1)$ and $F^{(1)}_{\alpha}(T_2)$ account for the force contributions due to the thermal sources in objects 1 and 2, respectively. $F^{(1)}_{env}(T_{env})$ is the contribution due to thermal fluctuations of the environment. The last term $F^{(1)}_{0}(T_{env})$ incorporates the contribution from zero point fluctuations, i.e., it is the usual zero-temperature Casimir force. By introducing the equilibrium Casimir force $F^{(1,eq)}$ at finite temperature, we can get rid of the environment contribution and are able to rewrite the total force as [33]

$$F^{(1)}(T_1,T_2,T_{env}) = F^{(1,eq)}(T_{env}) + \sum_{\alpha=1,2} [F^{(1)}_{\alpha}(T_ao) - F^{(1)}_{\alpha}(T_{env})].$$

This remarkable result states that the force contribution due to sources in the environment does not have to be computed. In the following, we give the different contributions in a basis-independent representation in terms of two well-known quantities: The dyadic free Green’s function $G_0$ and the classical scattering operator $T$ for the objects in isolation, both $G_0$ and $T$ being $3 \times 3$ spacial matrices depending on two position vectors $r$ and $r'$. The precise definitions of these two quantities are given in Appendix A and B, respectively. The first contribution to the force on object 1, $F^{(1)}_1(T_1)$ originates from thermal charge and current fluctuations within object 1 itself (which we then refer to as self-force). In operator notation this term reads [20]

$$F^{(1)}_1 = \frac{2\hbar}{\pi} \int_0^{\infty} d\omega \frac{1}{e^{\frac{k_B T_1}{\hbar \omega}} - 1} \times \Re \text{Tr} \left\{ \nabla (1 + G_0 T_2) \frac{1}{1 - G_0 T_1 G_0 T_2} G_0 \times \left[ \text{Im}[T_1] - T_1 \text{Im}[G_0] T_1^\ast \right] \right\}.$$

Note that each operator product in Eq. (4) contains a matrix multiplication as well as a spacial integral over a common coordinate. The trace in Eq (4) finally is meant over both the $3 \times 3$ matrix as well as the positions $r$ and $r'$ of the resulting operator. This operator trace can be converted into a more familiar trace over matrix elements in a partial wave representation, yielding closed form equations for specific geometries. For the second contribution to the total force on object 1 evoked by the fluctuations within object 2 (the interaction force) one writes [20]

$$F^{(1)}_2 = \frac{2\hbar}{\pi} \int_0^{\infty} d\omega \frac{1}{e^{\frac{k_B T_2}{\hbar \omega}} - 1} \times \Re \text{Tr} \left\{ \nabla (1 + G_0 T_1) \frac{1}{1 - G_0 T_2 G_0 T_1} G_0 \times \left[ \text{Im}[T_2] - T_2 \text{Im}[G_0] T_2^\ast \right] \right\}.$$ 

Finally, for completeness, we provide also the more familiar expression for the equilibrium force acting on object 1 at thermal equilibrium at temperature $T$, given by (see, e.g., [20] [44])

$$F^{(1,eq)} = \frac{2\hbar}{\pi} \int_0^{\infty} d\omega \left[ \frac{1}{e^{\frac{k_B T}{\hbar \omega}} - 1} + \frac{1}{2} \right] \times \Im \text{Tr} \left\{ \nabla G_0 T_2 \frac{1}{1 - G_0 T_1 G_0 T_2} G_0 T_1 \right\}.$$ 

We note, that in contrast to the non-equilibrium force in Eqs. 4 and 5 the equilibrium force does not exhibit $G_0$ being sandwiched by $T$ operators of the same object [44]. Besides, the equilibrium force satisfies $F^{(1,eq)} = -F^{(2,eq)}$ as expected, while the forces in non-equilibrium are not equal and opposite in general [33]. Finally, we recall that
Eqs. [4] and [5] cannot obviously be integrated to obtain an energy, also in contrast to Eq. [6].

In the following section, Sec. III, we will analyze equation [4] for the case of one object in isolation, being at a different temperature than the environment (this force is then denoted the self-propulsion force). In Sec. IV, a planar surface is added as object 2, and the force in Eq. [4] parallel to the surface is studied (i.e., the change of self-propulsion due to the presence of the surface).

III. SELF-PROPULSION FOR ONE OBJECT IN ISOLATION

A. General expression

In order to obtain the total Casimir force for an object in isolation (which we call the self-propulsion force), we start by removing the second object from Eq. [4], i.e., we set $T_2 = 0$, and obtain

$$F_1^{(1)} = \frac{2\hbar}{\pi} \int_0^\infty d\omega \frac{1}{e^{\frac{\hbar \omega}{2 T_1}} - 1} \text{Re} \text{Tr}\{\nabla G_0 [\text{Im}[T_1] - T_1 \text{Im}[G_0[T_1]]}\}.$$  (7)

Due to the facts that $G_0$ is translationally invariant, $G_0 = G_0(r - r')$, and $T_1$ is a symmetric operator, a partial integration of the first term shows that it is identically zero. It can thus be exactly rewritten to

$$F_1^{(1)} = -\frac{2\hbar}{\pi} \int_0^\infty d\omega \frac{1}{e^{\frac{\hbar \omega}{2 T_1}} - 1} \text{Re} \text{Tr}\{\nabla G_0[T_1 \text{Im}[G_0[T_1]]]\}.$$  (8)

This is the force acting on an isolated arbitrary object at temperature $T_1$ in an environment at zero temperature. In order to obtain the force for a finite $T_{\text{env}}$, the same expression, evaluated at $T_{\text{env}}$, must be subtracted (see Eq. [3] and recall that the force is zero in equilibrium). We thus have the exact expression for the force on the object, i.e., the self-propulsion force

$$F_{sp}(T_1, T_{\text{env}}) = -\frac{2\hbar}{\pi} \int_0^\infty d\omega \left[\frac{1}{e^{\frac{\hbar \omega}{2 T_1}} - 1} - \frac{1}{e^{\frac{\hbar \omega}{2 T_{\text{env}}}} - 1}\right] \times \text{Re} \text{Tr}\{\nabla G_0[T_1 \text{Im}[G_0][T_1]]\}.  \quad (9)$$

In the following subsections, we will analyze this term for special cases, thereby for brevity of notation dropping the subscript 1 and setting $T_{\text{env}} = 0$.

B. Exact force in the spherical basis

By using the techniques presented in detail in Ref. [20], we expand the force formulae of the previous section in the spherical wave basis (see Appendix C for details). Applying this procedure to Eq. [8], we obtain

$$\mathbf{F}_{sp}(T, 0) = \frac{2\hbar}{\pi} \int_0^\infty d\omega \frac{1}{e^{\frac{\hbar \omega}{2 T}} - 1} \text{Im} \text{Tr}\{\mathbf{p}T^T\}. \quad (10)$$

In this equation $T \equiv T^{P_1P_2'}_{l_1l_2'm_1m_2'}$ comprises the discrete matrix of the classical scattering operator $T$ for waves with quantum numbers $l$ and $m$ and polarization $P$, see Appendix [E]. Primed indices denote incoming waves, while unprimed denote scattered ones. $\mathbf{p}$ is the infinitesimal translation operator which plays the role of a spatial derivative [20], it is given explicitly in Eq. [12] below. Finally, the representation of the self-propulsion force in the equation above implies matrix multiplications over the given indices $\{P, l, m\}$. The properties of the spherical basis are introduced in Appendix [C]. For the ith component of the self-propulsion force the trace in Eq. [10] turns into (using the Einstein summation convention)

$$\text{Tr}\{\mathbf{p}T^T\}_i = p_i \sum_{P_1P_2'} \sum_{l_1l_2'm_1m_2'} T^{P_1P_2'}_{l_1l_2'm_1m_2'} T^{P_1P_2'}_{l_1l_2'm_1m_2'}, \quad (11)$$

where, regarding without loss of generality– the $z$-component of the force, one has

$$p_z \sum_{P_1P_2'} \sum_{l_1l_2'm_1m_2'} \delta_{l_1l_2'} \delta_{m_1m_2'} \left[-b(l, m) \delta_{l_1l_2'} + b(l', m) \delta_{l_1l_2'} \right] \delta_{m_1m_2'}, \quad (12)$$

with

$$a(l, m) = \frac{m}{l(l + 1)}, \quad (13)$$

$$b(l, m) = \frac{1}{l + 1} \sqrt{\frac{l(l + 2)(l - m + 1)(l + m + 1)}{(2l + 1)(2l + 3)}}. \quad (14)$$

The self-propulsion force is expected to vanish for isotropic objects, as can be easily seen for the case of a homogeneous sphere, where the matrix $T$ is diagonal (see e.g. Eq. [E2] below). As the $\mathbf{p}$ matrix has only off-diagonal terms, Eq. [10] is zero for that case. This observation corresponds to our physical expectation, since an object can only be self-propelled if there is a preferred direction of radiation.

C. Force for a small object

Eq. [10] is valid for an object of any size and shape. In this subsection, we aim to collect the leading terms (leading matrix elements) contributing to the self-propulsion force for a small object. Such leading terms will be dominant if the size of the object (denoting $R$ as the largest dimension of the anisotropic object) is the smallest scale involved, i.e., if $R$ is small compared to the thermal wavelength $\lambda_T = h c / k_B T$ (which is roughly $8 \mu m$ at room temperature), as well as the material skin depth. In lowest order in $R$, we find that the off-diagonal elements...
the classical scattering operator $T_{1m,1m'}$ and $T_{2m,1m'}$ contribute, and more specifically, for the $z$-component of the force,

$$F_{sp,z} = \frac{4\hbar}{\pi c^3} \int_0^\infty d\omega \frac{\omega e^{\frac{i\omega r}{2}}}{e^{i\omega r} - 1} \sum_{|m|<l, |m'|<l'} (a(1, m) \text{Re}[T_{1m,1m'}^M N_{1m,1m'}^N] \\
- b(1, m) \text{Im}[T_{2m,1m'}^N N_{1m,1m'}^M]) + \mathcal{O}(R^4).$$  

As $T_{1m,1m'}^M N_{1m,1m'}^N$ and $T_{2m,1m'}^N N_{1m,1m'}^M$ are of order $\mathcal{O}(R^4)$ and $T_{1m,1m'}^N N_{1m,1m'}^M \propto R^3$, the self-propulsion force is found to be of order $R^7$ for small $R$.

D. Force for a dilute object

In order to demonstrate the power of our derived formulae, we explicitly evaluate the self-propulsion force for a janus particle of radius $R$ at temperature $T$, which is almost transparent, i.e., $\epsilon - 1 \ll 1$, see Fig. 2. In this limit, the classical scattering operator $T = \mathcal{V}_{\text{local}} \approx \mathcal{V}$, where

$$\mathcal{V} = \frac{\omega^2}{4\pi c} (\epsilon - 1) + \nabla \times (\frac{1}{c} \nabla \times \mathbf{v})$$

is the potential introduced by the objects \[41\]. Taking $\epsilon$ local and isotropic, the electric response of the janus particle reduces to the scalar $\epsilon = [\epsilon_1(\Theta(-z)) + \epsilon_2(\Theta(z))]\Theta(R - r)$, where $\Theta$ is the unit step function and $r$ is the radial distance measured from the center of the sphere. By additionally assuming our particle to be non-magnetic, we can easily calculate the $T$ matrix elements defined in Appendix A. In leading order, we arrive at

$$F_{sp,z} = \frac{2\hbar}{\pi c^3} \int_0^\infty d\omega \frac{\omega^{10}}{e^{\frac{i\omega r}{2}} - 1} \left[ \frac{1}{2700} R^9 (\text{Re}[\epsilon_2] - \text{Re}[\epsilon_1]) - 1 \right] - \text{Im}[\epsilon_1] (\text{Re}[\epsilon_2] - 1) + \mathcal{O}(|\epsilon - 1|^3).$$

This result holds up to order $(\epsilon - 1)^3$ and $R^{11}$. By setting $\epsilon_1 = \epsilon_2$ we can verify again that the force vanishes for a homogeneous sphere to the given order.

IV. LATERAL FORCE ON AN ARBITRARILY SHAPED OBJECT IN FRONT OF A PLATE IN NEAR FIELD LIMIT

A. Introduction

In a process of miniaturization, manufacturers of technical devices try to decrease the dimension of their products. These compact technical solutions use components with a size of several micrometers or even nanotechnology. On these scales, Casimir forces have to be considered in order to avoid unintended effects such as “stiction”, meaning components sticking together and disturbing the functionality of the device \[45\]. For instance, micro-electromechanical systems (MEMS) are hugely influenced in their behavior by Casimir physics. These devices are made up of components between 1 to 100 $\mu$m in size being located in close proximity. Regarding situations out of equilibrium, it has been found that the forces between a sphere and a plate can show properties very different from equilibrium counterparts, including e.g. levitation \[20\] \[46\]. In Ref. \[20\], the force normal to the surface was investigated. In this section, we want to focus on the other component, i.e., pointing along-side the plate: The lateral Casimir force, which again, we denote the self-propulsion force, as it propels the object parallel to the surface, i.e., in a direction where the system is translationally invariant, see Fig. 3.

![Diagram of an anisotropic particle in front of a plate](image)

FIG. 3: The system of an anisotropic particle in front of a plate in thermal non-equilibrium. We compute the lateral Casimir force $F_x$, which due to translational invariance vanishes identically in equilibrium.

In thermal equilibrium, a lateral force cannot be observed for any kind of object due to the mentioned translation invariance of the arrangement. However, in a non-equilibrium situation we cannot invoke such arguments, and, depending on the symmetries of the object, we will indeed observe a lateral force below.
We start again from the exact expression for the self-force in Eq. (4), which, written in the spherical basis reads \[ F_{1,x}^{(1)} = \frac{2\hbar}{\pi} \int_0^\infty dw \frac{1}{e^{\frac{R\omega}{k_B T}} - 1} \text{Im} \text{Tr}\left\{[p_xU\mathcal{T}_p U + p_x] \times \right. \\
(1 + \mathcal{T}U\mathcal{T} U)^{-1} \left[\frac{\mathcal{T} + \mathcal{T}^\dagger}{2} + \mathcal{T}^\dagger \mathcal{T} \right] (1 + \mathcal{U}^\dagger \mathcal{U} U^\dagger U^{-1}). \]
(17)

We aim to analyze this equation for the case of a small object (with scattering matrix \( \mathcal{T} \)) in front of a planar surface (with scattering matrix \( \mathcal{T}_p \)), hence expanding in powers of \( \mathcal{T} \) (see App. \( \text{F} \) for details on the plane wave basis, and App. \( \text{E} \) for details on the conversion matrices \( \mathcal{U} \)). Furthermore, we aim at the behavior of the force at small distance \( d \), i.e., in the near-field regime with \( d \ll \lambda_T \) (the size \( R \) of the object is nevertheless assumed small compared to \( d \)). Interestingly, the leading term, which is linear in both \( \mathcal{T}_p \) and \( \mathcal{T} \) (the "one-reflection approximation") is identically zero due to the translational invariance of the planar surface along \( x \). The leading term in the near-field (see Eq. (19) below) is hence quadratic in both \( \mathcal{T}_p \) and \( \mathcal{T} \), resulting from two "reflections".

\( \mathcal{T}_p \) of the plate turns into the Fresnel coefficients (see Appendix \( \text{E} \) for details). In the considered limit of \( d \ll \lambda_T \), only the Fresnel coefficient for electric polarization contributes, and only its limit for infinite wave vector (where \( \varepsilon_p \) is the dielectric function of the plate),

\[ r^N(\omega) = \frac{\varepsilon_p(\omega) - 1}{\varepsilon_p(\omega) + 1} + \mathcal{O}\left(\frac{1}{k_T^2}\right). \]
(18)

We arrive at the following expression for the force, valid for \( R \ll d \ll \lambda_T \), (here, the terms with \( l = 1 \) and \( P = N \) dominate, and for brevity, we have omitted the index \( l \) and superscript \( P \) at \( \mathcal{T} \) and give only the indices \( m \) and \( m' \), e.g., \( \mathcal{T}_{m',m} = \mathcal{T}_{N,m}^{N,N} \sim e^{\frac{R\omega}{k_B T}} - 1 \omega^6 \times \] \\
\text{Im} \left[\frac{\varepsilon_p - 1}{\varepsilon_p + 1}\right]^2 \sum_{m} A_m \text{Re}[\mathcal{T}_{0,m} \mathcal{T}_{m}^* - \mathcal{T}_{1,m} \mathcal{T}_{0,m}^*]. \]
(19)

where \( A_m \) takes the values \( A_m = 1 \) for \( m = \{-1,1\} \) and \( A_m = 2 \) for \( m = 0 \). Eq. (19) allows the computation of the lateral Casimir force in the near-field limit for an arbitrary object in front of a plate in thermal non-equilibrium and constitutes one of our main results. The leading order term is of order \( O(R^6) \) and behaves like \( d^{-7} \) in the given limit \( \lambda_T \gg d \gg R \). It is striking that only the imaginary part of the reflection coefficient contributes to the lateral force in the given limit. The lateral Casimir force in the near-field is an effect due to evanescent wave contribution. We note that the term in Eq. (19) vanishes in the limit where the plate approaches a perfect reflector (\( \varepsilon_p \rightarrow \infty \)).

We also computed the force on the object due to the fluctuations in the plate, i.e., the interaction force \( F_1^{(1)} \) in Eq. (5). We found that it exactly equals Eq. (19) in the given limit, i.e.,

\[ \lim_{R \ll d \ll \lambda_T} F_{1,x}(T) = -F_{2,x}(T). \]
(20)

In the near field limit, the temperature of the environment is expected to be negligible; furthermore, as any equilibrium contribution in Eq. (3) vanishes for the considered components, Eq. (20) was expected, and its direct confirmation is a consistency check for our computations.

Hence, in the given limit, the total lateral Casimir force can now be computed for any combinations of the temperature \( T \) of the object and the temperature \( T_p \) of the plate,

\[ \lim_{R \ll d \ll \lambda_T} F_{x}(T, T_p) = F_{1,x}(T) - F_{1,x}(T_p). \]
(21)

This relation remains true for the forces found in Eqs. (17), (19), (22) and (24) below.

C. Force in terms of polarizabilites

Often the polarizability tensor \([47–49]\) of small objects (nanoparticles) is better known than the \( \mathcal{T} \) matrix elements in Eq. (19), and we also convert Eq. (19) into a form containing these explicitly (see Appendix \( \text{G} \) for details). We find

\[ \lim_{\lambda_T \gg d \gg R} F_{1,x}^{(1)} = \frac{3}{32\pi} \frac{\hbar}{d^2} \int_0^\infty dw \frac{1}{e^{\frac{R\omega}{k_B T}} - 1} \times \] \\
\text{Im} \left[\frac{\varepsilon_p - 1}{\varepsilon_p + 1}\right]^2 \sum_{m} A_m \text{Re}[\mathcal{T}_{0,m} \mathcal{T}_{m}^* - \mathcal{T}_{1,m} \mathcal{T}_{0,m}^*]. \]
(22)

Here, \( \alpha_{ij} \) is the \( ij \) component of the \( 3 \times 3 \) dimensional polarizability tensor \([47]\). The strong dependence of the force on the spatial orientation of the object becomes apparent from Eq. (22). In the case of a sphere, the off-diagonal components of the polarizability tensor are identically zero and we confirm once more that the lateral force vanishes in that case.

We finally note that the self-propulsion force for a small object near a surface scales as \( R^6 \) for small \( R \), while it scales as \( R^7 \) for a free particle, compare Eq. (15). We also note that the force for an isolated particle cannot be described by a polarizability tensor (higher asymmetries are necessary) in contrast to Eq. (22). Finally, a computation for a dilute jamus particle, compare Eq. (16), yields in the presence of a surface a force of order \( R^7 \), so that forces in the presence of a plate are generally much stronger than for isolated particles.
V. EXPLICIT APPLICATION: A SPHEROID IN FRONT OF A PLATE

A. Formula

Spheroids, i.e., ellipsoids with an axis of rotational symmetry, are suitable candidates in order to observe lateral Casimir forces in front of a plate in thermal non-equilibrium as they exhibit an explicit anisotropy [equilibrium forces involving ellipsoids have been studied in detail \[50--52\], which are however irrelevant for our discussion]. In this section, we focus on the case of a prolate (cigar-shaped) spheroid, for which \( R\parallel > R\perp \), where \( R\parallel \) and \( R\perp \) denote the radius parallel and perpendicular to the axis of symmetry. The orientation of the spheroid with respect to the surface is described by the two angles \( \theta \) and \( \phi \), see Fig. 4. The spheroid’s polarizability can then be expressed by the two components,

\[
\alpha_\parallel \equiv \mathbf{e}_\parallel^T \cdot \hat{\alpha} \cdot \mathbf{e}_\parallel, \quad \alpha_\perp \equiv \mathbf{e}_\perp^T \cdot \hat{\alpha} \cdot \mathbf{e}_\perp,
\]

where \( \mathbf{e}_\parallel \) and \( \mathbf{e}_\perp \) are unit vectors pointing along the axis of rotational symmetry and perpendicular to it, respectively (and the superscript \( T \) denotes the transpose of the vector). Eq. (22) is then directly rewritten to

\[
\lim_{\lambda T \gg d \gg R} F_{1,\infty}^{(x)} = \frac{3 h}{64 \pi^3} \sin(2\theta) \cos(\phi) \int_0^\infty d\omega \frac{1}{e^{\omega T} - 1} \operatorname{Im} \left[ \frac{\varepsilon - 1}{\varepsilon + 1} \right] \operatorname{Im} \left[ \alpha_\parallel \alpha_\perp^* \right].
\]

(24)

In this equation \( T \) is the temperature of the spheroid and the temperature of the plate can be added according to Eq. (21). The rotation angles \( \theta \) and \( \phi \) appear as they translate the local coordinate system into the global frame as described in Appendix C. The force in \( x \)-direction is maximal for \( \phi = \theta = \pi/4 \).

B. Numerical evaluation

In order to evaluate Eq. (24) numerically, we resort to the polarizabilities for spheroids given in Refs. [47--49],

\[
\alpha_\parallel(\omega) = \frac{1}{3} \frac{R\parallel^2 R\perp(\varepsilon(\omega) - 1)}{(\varepsilon(\omega) - 1) n_\parallel(\omega) + 1},
\]

with the dielectric permittivity \( \varepsilon(\omega) \) and the geometrical factors \( n_\parallel(\omega) \) for prolate spheroids,

\[
n_\parallel(\omega) = \frac{1 - \eta^2}{2 \eta^3} \left( \log \left( \frac{1 + \eta}{1 - \eta} \right) - 2 \eta \right),
\]

\[
n_\perp(\omega) = \frac{1}{2} (1 - n_\parallel(\eta)).
\]

(26)

(27)

Here, \( \eta \) is the eccentricity of the spheroid. For a prolate spheroid \( R_\parallel > R_\perp \), \( \eta^2 = 1 - \frac{R_\parallel^2}{R_\perp^2} \). The dielectric responses of the materials, making up the plate and the spheroid, are modeled by the simple form

\[
\varepsilon_\alpha = 1 + \frac{C_\alpha \omega^2}{\omega^2 - \omega^2 - i \gamma_\alpha \omega},
\]

(28)

The parameters are given in Table I and resemble realistic values [53].

In order to understand the behavior of the force as a function of the involved parameters, we first investigate the factor \( \operatorname{Im}[\alpha_\parallel^* \alpha_\perp] \) in Eq. (24) as a function of frequency \( \omega \) for different values of \( R_\parallel/R_\perp \), see Fig. 5 (we keep the spheroid’s volume fixed). By rewriting the imaginary part,

\[
\operatorname{Im}[\alpha_\parallel^* \alpha_\perp] = \operatorname{Re}[\alpha_\parallel^* \alpha_\perp] - \operatorname{Re}[\alpha_\parallel] \operatorname{Im}[\alpha_\perp],
\]

(29)

we note that this term yields two contributions being responsible for the two peaks seen in Fig. 5. For small ratios, \( R_\perp/R_\parallel \approx 0 \), these two peaks are far away from each other on the frequency axis (since the resonances in \( \alpha_\perp \) and \( \alpha_\parallel \) are far away from each other) and also rather small (since the products \( \operatorname{Re}[\alpha_\perp] \operatorname{Im}[\alpha_\parallel] \) are small for the same reason), cf. blue curve. For higher ratios of \( R_\perp/R_\parallel \) the two contributions become larger and larger (cf. green curve) as now the overlap between \( \alpha_\perp \) and
\( \alpha \parallel \) increases. Ultimately, for \( R_\perp/R_\parallel \rightarrow 1 \), where the spheroid approaches a sphere, the peaks decrease to zero, as \( \text{Im} \left[ \alpha_\parallel \alpha_\perp^* \right] \rightarrow 0 \) for \( \alpha_\parallel \rightarrow \alpha_\perp \).

\[ R_\perp/R_\parallel \approx 0 \]
\[ R_\perp/R_\parallel = 0.25 \]
\[ R_\perp/R_\parallel = 0.90 \]

\[ \text{Im} \left[ \alpha_\parallel \alpha_\perp^* \right] \]
\[ \omega/c \text{ [rad/\mu m]} \]

\[ \text{FIG. 5: Imaginary part of } \alpha_\parallel \alpha_\perp^* \text{ for different ratios of } R_\perp/R_\parallel \text{ upon constant volume over the rescaled frequency axis } \omega/c \text{ in rad/\mu m. The curves are normalized by the maximal value shown in the graph.} \]

Having analyzed \( \text{Im}[\alpha_\parallel \alpha_\perp^*] \), it is evident, that the factor \( \text{Im}[\epsilon_{\parallel}^{-1}/\epsilon_{\perp}+1]^2 \) in Eq. (24), being peaked as a function of \( \omega \) as well, strongly influences the expected force, too. Fig. 6 shows the lateral force (the self-propulsion force) for the peak in \( \text{Im}[\epsilon_{\parallel}^{-1}/\epsilon_{\perp}+1]^2 \) located at \( \omega/c = 0.037 \) rad/\mu m, corresponding to the second row in Table I. We show the force for \( T = 550 \) K and \( T_p = 300 \) K, and the angles \( \theta = \pi/4 \) and \( \phi = 0 \) are chosen to maximize Eq. (24). In order to give the force in useful units, we show its ratio to the corresponding gravitational force acting on the object, with a mass density of 3.21 g cm\(^{-3}\). We see that in Fig. 6, the force is maximal for \( R_\perp/R_\parallel \approx 0.25 \), where the left peak of the red curve in Fig. 6 overlaps with the peak of \( \text{Im}[\epsilon_{\parallel}^{-1}/\epsilon_{\perp}+1]^2 \). The force is in the range of permills of the gravitational force.

In Fig. 6, we show the force for the same parameters, but now \( \text{Im}[\epsilon_{\parallel}^{-1}/\epsilon_{\perp}+1]^2 \) has a peak at \( \omega/c = 0.046 \) rad/\mu m, corresponding to the third row in Table I. The force is now maximal for \( R_\perp/R_\parallel \approx 0.9 \), where the left peak of the green curve in Fig. 6 overlaps with the peak of \( \text{Im}[\epsilon_{\parallel}^{-1}/\epsilon_{\perp}+1]^2 \). Notably, it is of the order of the gravitational force, hence being well in the detectable regime, e.g. using fly-by experiments, where the changes in particle trajectory can be detected. Imagining a spheroid rotating around the \( y \)-axis while flying parallel to a surface, the periodic accelerations should be visible.

\[ \text{FIG. 6: Lateral Casimir force for a prolate spheroid (temperature 550 K) of fixed radius } R_\parallel = 40 \text{ nm in front of a plate (temperature 300 K) as a function of } R_\perp/R_\parallel \text{. The force is normalized by the gravitation force } |F_G|. \text{ The distance between spheroid and plate was set at } d = 400 \text{ nm. The perpendicular radius } R_\perp \text{ was varied from } 0 \text{ nm to } 40 \text{ nm.} \]

\[ \text{FIG. 7: Lateral Casimir force for a prolate spheroid of fixed radius } R_\parallel = 40 \text{ nm in front of a plate as a function of } R_\perp/R_\parallel \text{ with the same set-up parameters as in Fig. 6, but with a different material of the plate (cf. Table I).} \]

**VI. LINEAR RESPONSE THEORY AND CASIMIR FRICTION**

In this section, we would like to connect our findings for the self-propulsion force to other experimentally measurable quantities. In subsection VI A, we exploit the Onsager Theorem in order to predict the heating of the particle when flying parallel to a planar surface with a given velocity \( v_x \). In subsection VI B, we discuss a subtle additional contribution to the Casimir friction force felt by the particle.
A. Onsager theorem

The Onsager Theorem (proven explicitly for fluctuational electrodynamics in Ref. [21]), relates two distinct (experimental) set-ups, where the global equilibrium is disturbed by different means. In set-up i), starting from equilibrium, one perturbs the temperature of one of the objects, and asks for the change of the Casimir force due to that. In set-up ii), again starting from equilibrium, one perturbs the system by driving one of the objects with a constant velocity, and asks for the change of its temperature (more precisely the change in its total heat absorption $H$). The Onsager Theorem then states,

$$\frac{d\langle H^{(\alpha)} \rangle}{dv_{\beta}} \bigg|_{v_{\beta}=0} = -T \frac{d\langle F^{(\beta)} \rangle}{dT_{\alpha}} \bigg|_{\{T_{\alpha}\}=T_{\text{env}}=T}. \tag{30}$$

In this equation $\alpha$ and $\beta$ can be either of the two objects $(\alpha, \beta) = 1, 2$.

Specifically exploiting this relation for the set-up considered in the previous sections, we can predict the heating of the anisotropic particle, when it is driven parallel to the surface at constant velocity $v_x$. It follows directly from Eq. (19) (which we also have to expand in temperature differences in order to make linear response theory valid),

$$\lim_{\lambda x \gg d \gg R} \frac{d\langle H \rangle}{dv_x} \bigg|_{v_x=0} = \frac{27}{128\sqrt{2\pi}} \int_0^\infty d\omega \frac{\hbar \omega e^{\pi\hbar \omega}}{\left(e^{\pi\hbar \omega} - 1\right)^2} \frac{\hbar \omega}{k_B T} \times \frac{e^\delta}{\omega^6} \text{Im} \left[ \frac{(\varepsilon_p-1)^2}{\varepsilon_p+1} \sum_{m} A_m \text{Re} \left[ T_{-1,m} T_{0,m}^* - T_{0,m} T_{1,m}^* \right] \right]. \tag{31}$$

We note that the same manipulations performed for the force in the previous sections can also be performed here, such that Eqs. (22) and (24) are as well linked to the heating of the polarizable object.

We also note that $\frac{d\langle H \rangle}{dv_x} \big|_{v_x=0}$ can be positive or negative, depending on the direction of driving with respect to the orientation of the particle, so that the anisotropic particle is heated or cooled. Last, for an isotropic object, this expression is identicaly zero as is the self-propulsion force, and $\frac{d\langle H \rangle}{dv_x} \big|_{v_x=0} = 0$, such that the heating of the particle will be of higher order in $v_x$.

B. Additional Casimir friction

Imagine the anisotropic particle moving parallel to the surface with constant velocity $v_x$. Due to this motion and Eq. (31), the temperature of the particle will change, with $\Delta T$ linear in $v_x$. According to our computations in the main text, this change in temperature will result in a lateral Casimir force, which constitutes an additional contribution to the particle’s friction force. This friction force is linear in $v_x$, and hence additional to the standard approaches for computation of friction, as e.g. in Refs. [21] [55] [56]. It appears for anisotropic particles, and regardless of the particle heating up or cooling down, always increases the friction. From Eq. (30), this additional friction force seems to vanish for $T \to 0$.

C. Time scales of force fluctuations

Another well-known relation in linear response relates the above mentioned friction coefficient $\gamma$ to the fluctuations of forces $F(t)$ in equilibrium (the so-called Kirkwood formula [57] [59])

$$\gamma(t) = \frac{1}{k_B T} \int_0^t dt' \langle F(t') F(0) \rangle_{\text{eq}}, \tag{32}$$

where $\delta F(t) = F(t) - \langle F(t) \rangle_{\text{eq}}$ represents the force fluctuations. Eq. (32) gives the time dependent friction coefficient, if, for $t < 0$, the particle was at rest, and for $t \geq 0$, the particle moves with constant velocity $v$.

We can now discuss two distinct time scales of that friction, following our discussion in the previous subsection. First, there is a quick adjustment of the friction due to the reaction rate $k$ which we expect on the time scale related to typical frequencies appearing in Casimir integrals, i.e. of the order of $\tau_k = 10^{-14}$s. Second, as discussed above, the particle –if anisotropic– will change its temperature, giving rise to the additional friction contribution. The time scale for it is much longer, related to the time necessary to change the particle’s temperature.

Interestingly, with Eq. (32), this time scale should also visible in the fluctuations of $F(t)$, more specifically, in its time dependent autocorrelator. This is physical, as now, the force depends on the particles temperature, and therefore $\langle F(t') F(0) \rangle_{\text{eq}}$ is influenced by temperature fluctuations of the object (or more precisely, by fluctuations of its internal energy $\mathcal{E}$). Following arguments of Ref. [21], the time scale of fluctuations of $\mathcal{E}(t)$ is estimated to be $\tau_k = C/k$, where $C$ is the object’s heat capacity and $k$ is the heat transfer coefficient, connecting the object to its environment (including the plate). This time scale is typically in the micro- to millisecond regime [20] [21] and hence much larger then the ‘electronic’ $\tau_k$. This discussion is sketched in Fig. 8.

VII. SUMMARY

Using fluctuational electrodynamics, we have studied the phenomenon of self-propulsion through Casimir forces in thermal non-equilibrium in two scenarios. For an isolated object the self-propulsion force is found to be of order $O(R^7)$ for small $R$ (denoting $R$ as the largest dimension of the object). As expected, the self-propulsion force vanishes for isotropic objects. We then add a planar
surface to our set-up focusing on the self-propulsion of the object alongside the surface, i.e., the lateral Casimir force. In the near-field, where the separation \( d \) between particle and plate is much smaller than the thermal wavelength \( \lambda_T = h c / k_B T \) (which is roughly \( 8 \mu m \) at room temperature), the leading order term for small and anisotropic particles is of order \( O(R^0) \) and diverges like \( d^{-7} \). Rewriting the force formula in terms of polarizabilities, we expose the strong dependence of the lateral force on the spatial orientation of the object. For the case of a spheroid we show that the force can be as large as the gravitational force, thus being potentially measurable in experiments.

Finally, we link our results to relations of linear response theory in fluctuational electrodynamics. Exploiting the Onsager theorem we can predict the heating or cooling of the anisotropic particle, when it is driven parallel to the surface at constant velocity \( v_x \). This change in temperature leads to a lateral Casimir force, which constitutes an additional contribution to the particle’s friction force linear in \( v_x \) compared to the standard approaches for computation of friction. We close by specifying the time scales \( \tau_1 \) and \( \tau_2 \) of the two contributions to the friction, where the time scale of the standard approach is assumed to be of the order of \( \tau_1 = 10^{-14} \) s and the time scale of the correction term is typically in the micro- to millisecond regime.

FIG. 8: Principle behavior of the time-dependent friction coefficient as proposed by standard approaches for computation of friction. The details for \( t \to 0 \) are omitted due to unknown behavior in this regime.
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Appendix A: Green’s function

In classical electrodynamics the electric field obeys the Helmholtz equation [60]

\[
[H_0 - \nabla \times \nabla] E(\omega, r) = 0 , \tag{A1}
\]

where \( H_0 = \nabla \times \nabla \) describes free space, and

\[
\nabla = \frac{\omega^2}{c^2} (\varepsilon - I) + \nabla \times \left( I - \frac{1}{\mu} \right) \nabla \times \tag{A2}
\]

is the potential introduced by the objects. Thus, the dyadic free Green’s function is defined by [44, 60]

\[
[H_0 - \nabla \times \nabla] G(r, r') = \delta^{(3)}(r - r') . \tag{A3}
\]

Accordingly, the free Green’s function \( G_0 \) solves the wave equation for \( \nabla \) = 0.

Appendix B: Classical scattering operator \( T \)

The classical scattering operator \( T \) is a convenient way of rewriting the Helmholtz equation as a Lippmann-Schwinger equation [61]. The Lippmann-Schwinger equation

\[
E^{sc} = E + G_0 \nabla E^{sc} \tag{B1}
\]

is the general solution to the Helmholtz equation \( \boxed{A1} \). Here \( G_0 \) is the free Green’s function as discussed in Appendix A and the homogeneous solution \( E \) obeys the free Helmholtz equation \( [H_0 - \frac{\omega^2}{c^2}] E = 0 \). The iterative substitution for \( E \) yields the following formal expression in terms of the \( T \) operator:

\[
E^{sc} = E + G_0 T E . \tag{B2}
\]

Solving for \( T \), we obtain

\[
T = \nabla \left( \frac{1}{I - G_0 \nabla} \right) . \tag{B3}
\]

The \( T \) operator contains all the geometric information of our objects. To the lowest order of expansion it equals the potential \( \nabla \), as in the Born approximation.
Appendix C: Spherical Basis

The spherical wave basis offers the most concise representation of partial waves as it does not contain evanescent modes. Here, we adopt the wave expansion given in Ref. [20], where the waves, depending on spherical coordinates of partial waves as it does not contain evanescent waves. The vector eigenfunctions are applicable to problems involving thick slabs (with negligible transmission coefficient) and makes use of elementary functions. The partial wave indices are defined as

\[ M_{\ell m} = \frac{\sqrt{-1}^m \omega}{c} \frac{1}{\sqrt{l(l+1)}} j_l \left( \frac{\omega r}{c} \right) \nabla \times r Y_{\ell m}^m(\theta, \phi), \]

\[ E_{\ell m} = \frac{\sqrt{-1}^m \omega}{c} \frac{1}{\sqrt{l(l+1)}} h_l \left( \frac{\omega r}{c} \right) \nabla \times r Y_{\ell m}^m(\theta, \phi), \]

\[ E_{\ell m}^\text{reg} = \frac{c}{\omega} \nabla \times E_{\ell m}^\text{reg}, \]

\[ E_{\ell m}^\text{out} = \frac{c}{\omega} \nabla \times E_{\ell m}^\text{out}. \]

The function \( j_l \) denotes the spherical Bessel function of order \( l \) and \( h_l \) represents the spherical Hankel function of the first kind of order \( l \). \( Y_{\ell m}^m(\theta, \phi) \) are the spherical harmonics, where the standard definition according to Ref. [60] has to be applied. The partial wave indices in the spherical basis are given by \( \mu = \{ P, l, m \} \), containing the polarization \( P \) (magnetic \( M \) or electric \( E \)), the spherical multipole order \( l \), as well as the multipole index \( m \). Sums over partial wave indices \( \Sigma_{\mu} \) turn into \( \sum_p \sum_{l=1}^{\infty} \sum_{m=-l}^{l} \) in the spherical basis.

Appendix D: Plane wave basis

The plane wave basis is a convenient way to describe planar bodies such as a (infinite) plate. We determine the \( z \)-direction as our symmetry axis for planar objects lying in the \( xy \)-plane. In the following, we consider two sets of eigenfunctions of the wave equation. The first one is applicable to problems involving thick slabs (with negligible transmission coefficient) and makes use of elementary left- and right-moving waves. The vector eigenfunctions in this basis for the two polarizations are defined according to Ref. [20] as

\[ M_{k_\perp}^\pm (x_\perp, z) = \frac{i}{2 \sqrt{k_\perp |k_\perp|}} (\hat{x} k_y - \hat{y} k_z) e^{i k_\perp r}, \]

\[ N_{k_\perp}^\pm (x_\perp, z) = \frac{\omega}{2 \sqrt{k_\perp |k_\perp|}} (\pm \hat{x} k_y z \pm \hat{y} k_y z + \hat{z} k_z^2) e^{i k_\perp r}. \]

In these equations \( x_\perp \) and \( k_\perp \) are the spatial coordinate and the wave vector perpendicular to the symmetry axis. For the wave vector we can hence write \( k = (k_\perp, k_z)^T \), with \( k_z = \sqrt{k^2 - k_\perp^2} \). The waves are denoted by partial wave indices \( \mu = (j, P, k_\perp) \) and \( \sigma(\mu) = (\bar{j}, P, -k_\perp) \), where \( \bar{L} = R \) and \( \bar{R} = L \). In terms of these eigenfunctions, regular and outgoing waves read as

\[ E_{\mu}^\text{reg}(r) = P_{k_\perp}^-(x_\perp, z), \]

\[ E_{\mu}^\text{reg}(r) = P_{k_\perp}^+(x_\perp, z), \]

\[ E_{\mu}^\text{out}(r) = \begin{cases} 2 E_{\mu}^\text{reg}(r), & z \geq 0 \\ 0, & z < 0 \end{cases}, \]

\[ E_{\mu}^\text{out}(r) = \begin{cases} 0, & z \geq 0 \\ 2 E_{\mu}^\text{reg}(r), & z < 0 \end{cases}. \]

The second set of eigenfunctions employs waves of definite parity that are convenient in problems involving slabs of finite thickness whose transmission coefficient cannot be neglected. These waves have a definite parity (carrying the index \( s = \pm \)) under reflections at the \( z = 0 \) plane and consist of a superposition of left- and right-moving waves:

\[ E_{s, P, k_\perp}^\text{reg}(r) = \frac{i^{1-s}}{\sqrt{2}} \left[ E_{R, P, k_\perp}^\text{reg}(r) + s E_{L, P, k_\perp}^\text{reg}(r) \right], \]

\[ E_{s, P, k_\perp}^\text{out}(r) = \frac{i^{1-s}}{\sqrt{2}} \left[ E_{R, P, k_\perp}^\text{out}(r) + s E_{L, P, k_\perp}^\text{out}(r) \right]. \]

The waves carry the partial wave indices \( \mu = (s, P, k_\perp) \) and \( \sigma(\mu) = (s, P, -k_\perp) \). The transition between the two sets of outgoing waves can be written in terms of the unitary transformation

\[ E_{s, P, k_\perp}^\text{out} = \sum_{j=L,R} E_{j, P, k_\perp}^\text{out} O_{js}. \]

The transformation matrix immediately follows from Eq. [D8] and is given by

\[ O_{js} = \frac{1}{\sqrt{2}} (\delta_{s, +} \delta_{j, R} + \delta_{s, +} \delta_{j, L} + i \delta_{s, -} \delta_{j, R} - i \delta_{s, -} \delta_{j, L}). \]

Appendix E: \( \mathcal{T} \) matrix

1. General definition

The matrix elements of the classical scattering operator \( \mathcal{T} \) are readily evaluated as [20]

\[ \mathcal{T}_{\mu \mu'} = i \int d^3r \int d^3r' E_{\mu}^{\text{reg}}(r) \mathcal{T}(r, r') E_{\mu'}^{\text{reg}}(r'). \]

The function \( \sigma(\mu) \) is a permutation among the partial wave indices, which fulfills \( \sigma(\mu) = \mu \). In the spherical basis \( \sigma(\mu) \) changes the multipole index \( m \) to \(-m\), i.e. \( \sigma(\mu) = \{P, l, -m\} \). Note that the matrix elements satisfy the condition \( \mathcal{T}_{\mu \mu'} = \mathcal{T}_{\sigma(\mu') \sigma(\mu)} \) because of the symmetry of \( \mathcal{T} \).
2. \( T \) matrix of a sphere

The scattering of electromagnetic waves by a sphere of radius \( R \) and permittivity \( \varepsilon \) is often referred to as Mie scattering. In this specific case the boundary value problem can be solved analytically and one obtains the matrix elements of \( T \) in closed form, the so-called Mie coefficients. These coefficients are well-known quantities and thoroughly defined in Ref. [38]. Assuming isotropic and local \( \varepsilon \) and \( \mu \) the \( T \) matrix is diagonal in all indices and most notably independent of \( m \), \( T_{ll'm'}^{m} = T_{l}^{P} \delta_{PP'} \delta_{\mu \mu'} \delta_{mm'} \). Introducing the abbreviations \( R^* = R\omega/c \) and \( \hat{R}^* = \sqrt{\varepsilon \mu} R \omega/c \), the matrix element \( T_{l}^{P} \) can be written as [38]

\[
T_{l}^{M} = -\frac{\mu j_l(\hat{R}^*)}{4\pi R^*} \frac{d}{dR^*} [R^* j_l(\hat{R}^*)] - j_l(\hat{R}^*) \frac{d}{dR^*} [\hat{R}^* j_l(\hat{R}^*)] - \frac{\mu j_l(\hat{R}^*)}{4\pi R^*} \frac{d}{dR^*} [R^* h_l(\hat{R}^*)] - h_l(\hat{R}^*) \frac{d}{dR^*} [\hat{R}^* j_l(\hat{R}^*)].
\]

(E2)

\( T_{l}^{N} \) is obtained from \( T_{l}^{M} \) by interchanging \( \mu \) and \( \varepsilon \).

3. \( T \) matrix of a plate

The \( T \) matrix of a plane-parallel dielectric slab of finite thickness in the region \(-l \leq z \leq 0\) is closely related to the Fresnel reflection and transmission coefficients \( r^{(R)}_P \) and \( t^{(R)}_P \) for outgoing waves on the right of the slab by [20]

\[
T_{R,k_\perp,R,k'_\perp}^{P,P'} = \delta_{PP'} (2\pi)^2 \delta^{(2)} (k_{\perp} - k'_{\perp}) \frac{t^{(R)}_P - 1}{2},
\]

(E3)

\[
T_{R,k_\perp,L,k'_\perp}^{P,P'} = \delta_{PP'} (2\pi)^2 \delta^{(2)} (k_{\perp} - k'_{\perp}) \frac{r^{(R)}_P}{2}.
\]

(E4)

By substituting \( L \) for \( R \) we obtain the equivalent matrix elements for outgoing waves on the left side of the slab. Here, we provide a slightly different variant of the scattering matrix, the transformed matrix \( \hat{T} \), which is linked to the original \( T \) matrix by application of the unitary transformation \( O \) defined in Eq. (D10) reading as \( \hat{T} = OTO^\dagger \). The Fresnel coefficients both depend on the thickness \( l \) of the slab (c.f. Ref. [49], p.299). Considering an infinitely thick plate (\( l \to \infty \)), the transmission vanishes and \( r^{(R)}_P \) approaches the relation given in Ref. [60]:

\[
r^{N}(k_{\perp},\omega) = \frac{\varepsilon \sqrt{\omega^2 - k_{\perp}^2} - \sqrt{\varepsilon \mu \omega^2 - k_{\perp}^2}}{\varepsilon \sqrt{\omega^2 - k_{\perp}^2} + \sqrt{\varepsilon \mu \omega^2 - k_{\perp}^2}}.
\]

(E5)

The Fresnel reflection coefficient for magnetic polarization \( r^{M} \) is obtained from \( r^{N} \) by interchanging \( \varepsilon \) and \( \mu \).

Appendix F: Conversion matrices

1. Plane waves to spherical waves

The outgoing plane wave eigenfunctions in Eq. (D5) are expanded in regular spherical waves by means of the conversion matrix \( D \):

\[
E^{out}_{R,P,k_{\perp}}(x_{\perp},z) = \sum_{P',l,m} D_{lmPP',k_{\perp}}^{\text{reg}} E_{P',l,m}. \tag{F1}
\]

The matrix elements of \( D \) are given according to Ref. [20] by

\[
D_{lmPP',k_{\perp}}^{\text{reg}} = \frac{-i^{l+1}}{\sqrt{(1-m)} \omega} \frac{4\pi(2l+1)(l-m)!}{l(l+1)(l+m)!} \times \sqrt{\frac{c}{\omega}} \frac{k_{\perp}}{R} P_l^{m} \left( \frac{c}{\omega} \sqrt{\frac{\omega^2}{c^2} - k_{\perp}^2} \right) e^{-i m \Phi_{k_{\perp}}}, \tag{F2a}
\]

\[
D_{lmPP',k_{\perp}}^{\text{reg}} = \frac{m^{l+1}}{(1-m)} R R_{l}^{m} \left( \frac{c}{\omega} \sqrt{\frac{\omega^2}{c^2} - k_{\perp}^2} \right) e^{-i m \Phi_{k_{\perp}}}, \tag{F2b}
\]

\[
D_{lmPP',k_{\perp}}^{\text{reg}} = D_{lmNP',k_{\perp}}^{\text{reg}}, \tag{F2c}
\]

\[
D_{lmPP',k_{\perp}}^{\text{reg}} = D_{lmNP',k_{\perp}}^{\text{reg}}, \tag{F2d}
\]

where \( \Phi_{k_{\perp}} \) is the angle of \( k_{\perp} \) with respect to the \( x \) axis.

2. Spherical waves to spherical waves

Outgoing spherical waves can be expanded into regular spherical waves with respect to a different origin by application of the translation matrix \( U \). The expansion of outgoing waves of object 1 in the coordinate system of object 2 can be written as

\[
E^{out}_{P',l,m}(r) = \sum_{P,l,m'} U_{P',P,l,m,m'}^{\text{reg}}(d) E_{P',l,m}(r + d\hat{z}). \tag{F3}
\]

The translation matrix \( U^{11} \) implies a shift of waves along the \( z \) axis by length \( d \), where \( d\hat{z} = \hat{O}_1 - \hat{O}_2 \) is the connection vector between the origins of the coordinate systems of object 1 and 2. The matrix elements of \( U \) are readily calculated according to Ref. [22]:

\[
U_{P',P,l,m,m'}^{\text{reg}} = \sum_{\nu} \left[ \frac{l(l+1) + \nu(l'+1) - \nu(l+1)}{2} \right] \delta_{PP'}
- \frac{im d}{c} \left[ \frac{1}{1 - \delta_{PP'}} \right] A_{l'lm'}(d) \delta_{mm'}. \tag{F4}
\]

The function \( A_{l'lm'}(d) \) is defined as

\[
A_{l'lm'}(d) = (-1)^m l^{l'-l+\nu} (2\nu + 1) \frac{(2l+1)(2l'+1)}{l(l+1)(l'+1)} \times
\]
by replacing $h_{l
u}$ with the spherical Hankel function of the first kind. By replacing $h_{l
u}$ with $j_{l
u}$, the spherical Bessel function of the first kind, we obtain the regular part of the translation matrix that is linked to the infinitesimal translation operator $\mathbf{p}$ by

$$
\mathbf{p}_{\mu\nu'} = -\nabla_a V_{\mu\nu'}(\mathbf{a})|_{\mathbf{a}=\mathbf{0}}.
$$

(G1)

Appendix G: Polarizability tensor $\hat{\alpha}$

In the dipole limit $l = 1$ for electrical polarization $P = N$, the $T$ matrix elements for objects featuring a rotational axis of symmetry can be rewritten in terms of the (anisotropic) polarizability tensor $\hat{\alpha}$ as

$$
T_{1m,1m'}^{N,N} = i\frac{\omega^2}{c^2} \int d\Omega \mathbf{F}_{N,1,-m}(r = 0) \hat{\alpha} \mathbf{F}_{N,1,m'}(r = 0),
$$

where we have to perform an integration over the solid angle $\Omega$. The polarizability tensor contains information about the electrical properties of the object as well as the orientation of the object. It can be assumed diagonal in a properly chosen coordinate system. By transformation of this diagonal tensor,

$$
\hat{\alpha}_0 = 
\begin{pmatrix}
\alpha_x & 0 & 0 \\
0 & \alpha_y & 0 \\
0 & 0 & \alpha_z
\end{pmatrix},
$$

(G2)

we obtain the polarizability tensor in the global frame by a passive rotation of the coordinate system around the $y$- and $z$-axis, respectively, as

$$
\hat{\alpha} \equiv 
\begin{pmatrix}
\alpha_{xx} & \alpha_{xy} & \alpha_{xz} \\
\alpha_{yx} & \alpha_{yy} & \alpha_{yz} \\
\alpha_{zx} & \alpha_{zy} & \alpha_{zz}
\end{pmatrix} = \hat{O}_y^T(\hat{O}_y \hat{\alpha}_0 \hat{O}_y) \hat{O}_z.
$$

(G3)

The rotation matrices $O_{\{y,z\}}$ are given for example in Ref. [63]. The polarizability tensor $\hat{\alpha}$ is a convenient way to calculate the $T$ matrix elements used in this limit, as the computation of the $T$ operator in Eq. (51) is fairly difficult for arbitrary shape of the object. Note that the dipole limit is applicable only if the size of the object (denoting $R$ as the largest dimension of the anisotropic object) is the smallest scale involved, i.e., if $R$ is small compared to the thermal wavelength (which is roughly $8\mu m$ at room temperature), as well as the material skin depth. In this case, the $T_{1m,1m'}^{N,N}$ elements as defined in Eq. (G1) are the dominant ones.
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