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Abstract — Building a chatbot cannot be separated from the knowledge base. The knowledge base can be obtained from data that has been labeled by the developer, documents that have been converted into pre-processing data, or information taken from social media. In this case, the data used as knowledge is the chat history. In the chat history, there are certainly many variations of answers and allowing a question to give rise to many answers. The ranking system was made to overcome these multi-responses. The response provided for the user will be more desirable by utilizing the existence of ranking. The challenge in making the ranking is how to get the essence of a question and to find pairs of question-and-answer from the data. This can be solved by using a sequence-to-sequence model. However, the problem that will arise is the consistency of the answers. The existence of a lot of chat history certainly raises many explanations, even though the question's essence is the same. For this reason, the CNN algorithm will be used as a solution to the problem. This research uses convolutional sequence-to-sequence, which will be applied for ranking responses. The efficiency of the model is also compared. By making comparisons, this model shows an accuracy of 86.7%.
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I. INTRODUCTION

Chatbot is a program derived from artificial intelligence for simulating interactive conversations with users (humans) through text, voice, or visuals. In recognizing and responding naturally to human speech, chatbot uses the Natural Language Processing (NLP) approach. The challenges in implementing NLP include the ambiguity of natural language, knowledge representation, levels of information, and various applications for language technology [1].

Various approaches and models are proposed to increase the efficiency and accuracy in recognizing conversation patterns and in providing answers quickly from the knowledge base of human and machine conversation. One of these approaches is the encoding of text pairs using lexical, syntactic, and semantic features, which then the similarity degree between representations in a sentence are being calculated [2].

To respond conversation naturally like how human response, chatbot relies on a knowledge base that has been arranged or input from the developer. The problem is that it might need a lot of knowledge. To improve the accuracy, further labeling process on each sentence pattern will be performed. It might be a tiring job if the data size is medium-sized, but it might become impractical if the data size is in industrial level [3].

Another approach is to use a sequence-to-sequence framework or the context of the conversation context. This method is implemented when using data derived from group conversations or specific chat history [4]. Of course, there will be many different answers in a chat group conversation depending on the person
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answering. The existence of a sequence will help to find proper answers from the same questions. But this sequencing method has a weakness in response consistency. The response given depends on the order at a time updated so that with the same question at a different time, different responses might be given [5].

The problem of consistency can be resolved by ranking the response using the CNN algorithm [3]. Another feature related to content approach is added to increase the relevance in accordance with user requests [6]. The content approach takes user profiles, both from the user information that has been inputted to the system and from the social media accounts related to the user's profile. User profiles that are linked to posted contents, responses, and personal information are used as consideration for the user's perspective so that the responses will be chosen more precisely for certain people.

The number of previous studies and the many references regarding ranking chatbot responses used the CNN algorithm with several models. However, from most prior studies, it can be understood that these studies use the dataset from a broader conversation and from the discussion that was not yet specific [7]. Therefore, this study uses the sequence-to-sequence approach model and the CNN algorithm with the data knowledge based on chat history in creating the ranking of conversation response [8].

II. RESEARCH METHOD

A. Type of Research

A chatbot is not a new thing in machine learning nowadays; it has been implemented in many online service industries. Lots of research tries to emulate a conversation system that acts like a natural human conversation. There is research with various models and approaches that can retrieve information from the knowledge base provided within the chatbot system and have taken information from the outside of the system even taking personal profiles from users' social media accounts embedded in the chatbot system. In this case, this research was conducted by applying the model to chatbot responses ranking using chat history as the chatbot's knowledge base.

B. Nature of Research

This research has causality nature, where the model applied gives the results of how this approach works. The accuracy of the model used in the study also is demonstrated [9].

C. Research Approach

In the learning systems, many methods can be used depending on the problem. Let's start with Natural Language Processing and Deep Learning. These two techniques can be mapped as solution branches of chatbots problem, as shown in Fig. 1.

Fig. 1. Conceptual Map of Topics

There are many methods of reading the information in a chatbot, as shown in Fig. 1. Still, this research will be devoted to the use of the sequence-to-sequence and Convolutional Neural Network methods. The sequence-to-sequence method will be used to process the order of a sentence and the CNN algorithm will be used its hidden layer to count or to rank sentences as the most relevant response candidate [10].

The first step taken to rank responses to a conversation system is to break up a sentence based on word order. The next step is to filter them using the CNN algorithm with several hidden layers to see or to find the most relevant words to the knowledge base, in this case, the chat history, as shown in Fig. 2.
D. Data Collection Method

In researching ranking the responses, various supporting components are needed for the smooth running of research. One of the supporting components that cannot be separated is data as test material. One of the trials used in this study was a chat history dataset from online ticket sales services at a startup company in Yogyakarta [8].

There are more than 10000 conversations for airline ticket sales services. The chat history data consists of 10 customer service chat history from 2018.

E. Data Analysis Method

Let a dataset with N data components \( x^{(i)}, t^{(i)} \) consists of source text represented as \( x^{(i)} \) and target keywords \( M_i \) or key sentences symbolized as \( t^{(i)} = (t^{(i)}_1, t^{(i)}_2, ..., t^{(i)}_m) \).

For the input sequence \( x=(x_1, x_m) \), we first state it as a low dimensional vector \( u=(u_1, ..., u_m) \), where \( u \in R^d \). As for position embeddings, we first obtain a vector to record the absolute position of an element in a sequence. Then we use the embedding layer to transform these rare and discrete representations into continuous embeddings as \( p=(p_1, ..., p_m) \) where \( p \in R^d \), so it is possible to know which part of the sequence is being processed. \( d \) is the dimension of the embeddings position and the input sequence element embeddings.

We use a combination of both embeddings to form input \( e=(u_1+p_1, ..., u_m+p_m) \) element embeddings. We also add the embeddings position to the decoder output element embeddings, and then return to the decoder.

For the Convolutional Sequence-to-Sequence Model, we divide the convolutional layer architecture to the encoder and decoder, which will calculate the intermediary status through the input element. We represent the output of the 1st layer as \( Z_1=(Z_{11}, ..., Z_{1m}) \) for the encoder and for the decoder. Each layer consists of one-dimensional convolution and \( h^{(i)}=(h^{(i)}_1, ..., h^{(i)}_m) \) non-linearity. If the decoder has one layer with the width of the kernel being \( k \), then the output \( h \) will compress the input element information \( k \). To increase the length of input elements, we stack blocks with each other, for example, stacking six blocks with \( k = 5 \) can represent 25 input elements. If needed, non-linearity allows our model to handle the entire sequence of inputs or only a few elements. The computational advantage of our model is that it performs parallel computing, which is far more efficient than traditional RNN models that are computed one element by one element. As mentioned in Part 1, to represent sequences in words, CNN only requires operations \( O(n/k) \), whereas RNN requires operations. However, this hierarchical CNN model is not as efficient as traditional CNN models because our model has to stack layers of CNN to represent a more expressive sequence. In contrast, traditional CNN models only require one layer to explore the whole sequence.

F. Research Flow

The research stages are shown in the following Fig. 4. The first stage is to take references from books, journals, papers, and existing research as literature studies. After getting the references from the literature study, the researchers then collected the dataset. The collected dataset itself came from the downloaded chat log data in e-mail. The dataset is then preprocessed for a conversation test. The conversation log is then merged, and the results are stored in a database. The data stored in the database is then carried out to separate between questions and answer pairs using the sequence-to-sequence and the CNN. The results of the separation process are compared between the sequence-to-sequence and the CNN to get the accuracy results.

Seyvern et al. conducted a study of the CNN architecture to compile short text pairs and its similarity functions to note the words that form the basis of knowledge based on the available training data. The method used can improve the previous state-of-art system, which is 3% absolute points in Mean Average Precision (MAP) and Mean Reciprocal Rank (MRR). This research also answers the challenges of the TREC question and answer forum [11].

Wu, et al also conducted research using the Sequential Matching Network (SVM) approach. This study matches the response with each context in a statement from the user and filters relevant matches as vectors with collection operations. The vector is accumulated in a sequence through the Convolutional Neural Network (RNN), which models the relationship between speech [5].

Yin et al conducted a study combining convolutional layers by understanding semantic cues in conversation based on effective representations for each sentence. In this case, the researcher also added a GRU-based layer to build the candidate ranking model so that it took sentence modeling using CNN and RNN as sequence modeling. This model gets an accuracy of 78.6% [12].

The related research also implements the question-and-answer technique in e-commerce. In a question-and-answer conversation, the problem that arises is to
match the source of knowledge with natural language processing. For this reason, researchers propose a new framework that can effectively and efficiently adjust the knowledge shared from domains rich in knowledge sources to domains lacking in knowledge sources. As a result, the performance of e-commerce services increased with F1 = 0.681, with a time of 80.7 per query [13].

To merge the conversation texts, the authors use python language for making the code scripts. After the merging process, the data format can be seen in Fig. 6.

**Fig. 6. Chat that has been Combined**

### B. Dataset

To produce word vectors, we use the classic approach of the Word2Vec model. The basic idea is that the model creates word vectors by looking at the context with words that appear in sentences. Words with the same context will be placed close together in vector space.

### C. Sequence-to-sequence Model

After pre-processing the data, it enters the implementation by identifying questions raised by chatbot users. For example, users ask questions like "Does the price include baggage?"

In this process the question will be converted that can be seen in Table 1 as follows.

| Does | The | Price | Include | Luggage |
|------|-----|-------|---------|---------|
| h1   | h2  | h3    | h4      | h5      |
|      |     |       |         | <EOS>   |

Then by using the formula described in the data analysis method, the question will be used as an encoder. And then the machine will find the pairs of question-and-answer. The answer is formed on the decoder format that can be seen in Table 2.

| Does | The | Price | Include | Luggage |
|------|-----|-------|---------|---------|
| h1   | h2  | h3    | h4      | h5      |
|      |     |       |         | <EOS>   |

| ?    | Citilink | Has | Include | Luggage |
|------|----------|-----|---------|---------|
| <EOS> | y1       | y2  | y3      | y4      |

### IV. DISCUSSION

After checking the pair of question-and-answer, the candidate responses will be ranked. However, in the ranking process, the questions will be filtered again using the CNN algorithm.

In this stage, all sentences, both questions and candidate answers, are converted into vectors and padding to equalize sentence lengths. This process will get a word representation taken from the embedding layer; if the vocabulary is not included in the embedding, a value of 0 will be assigned. As explained previously in the word embedding stage, the length of the sentence is obtained from the longest sentence in the dataset. The longest sentence in the dataset is 31. So, the sentence matrix will have a form of 31x31 for all
questions and candidate answers. The changes in the embedding layer can be shown in Table 3.

Table 3. Matrix Question

| Index | Word | \(p_0^k\) | \(p_1^k\) | \(p_2^k\) | \(p_3^k\) | \(p_4^k\) |
|-------|------|----------|----------|----------|----------|----------|
| 0     | If   | 0.09     | 0.04     | 0.03     | 0.09     | 0.01     |
| 1     | I    | 0.08     | 0.03     | 0.01     | 0.01     | 0.08     |
| 2     | want | 0.13     | 0.02     | 0.01     | 0.01     | 0.08     |
| 3     | refund | 0.07   | 0.09     | 0.07     | 0.05     | 0.05     |
| 4     | can  | 0.07     | 0.01     | 0.01     | 0.01     | 0.03     |
| 5     | it   | 0.01     | 0.06     | 0.03     | 0.01     | 0.01     |
| ...   | ...  | ...      | ...      | ...      | ...      | ...      |
| 30    | <pad>| 0.05     | 0.06     | 0.04     | 0.01     | 0.08     |

Then the sentence is converted into a matrix. It will be introduced with the convolution feature maps, which use parameter filter 3 with stride 1. The filter used is a random number from -1 to 1. The matrix can be seen in Table 4.

Table 4. 3x30 Kernel Matrix

| k_0 | k_1 | k_2 | k_3 | ... | k_30 |
|-----|-----|-----|-----|-----|------|
| -0.04 | -0.23 | -0.79 | 0.81 | ... | 0.60 |
| 0.01  | -0.09 | 0.41  | 0.83 | ... | -0.9 |
| 0.47  | 0.59  | 0.52  | 0.73 | ... | 0.52 |

The results of multiplying with the kernel are shown in Table 5.

Table 5. Convolution Feature Question

| Feature | Value |
|---------|-------|
| 0       | -0.013|
| 1       | -0.078|
| 2       | -0.014|
| 3       | -0.14 |
| 4       | 0.012 |
| ...     | ...   |
| 28      | -0.08 |

The matrix takes a 2-columns format. For example, in Table 5, the column with a grey background is compared between index 0 and index 1. The highest value between the two numbers will then be taken. Thus, the first max-pooling result is obtained. The same calculation will be continued until index 28, which will produce a 1x14 matrix.

Table 6. Max Polling Question

| Feature | Value |
|---------|-------|
| 0       | -0.013|
| 1       | 0.120 |
| 3       | 0.014 |
| 4       | 0.040 |

The last stage is the Fully Connected Layer, which is to calculate the join layer matrix, which will be used as a ranking value. At this stage, the join layer matrix will be multiplied by the initialized weight. Table 7 shows the calculation results of the join layer to the output for the first candidate.

Table 7. Full Connected Layer

| Matrix | Weight  | Hidden layer | Bias | ReLU |
|--------|---------|--------------|------|------|
| 0.013  | -0.49   | 0.63         | 0.06 | 0.063|
| 0.120  | -0.23   | 0.29         | 0.02 | 0.029|
| 0.014  | -0.79   | 1.00         | 0.10 | 0.100|
| 0.040  | 0.81    | -1.0         | -0.1 | 0    |
| -0.020 | -0.26   | 0.34         | 0.03 | 0.034|

For the evaluation, the test data used contains 1000 question-and-answer pairs. Each question consists of two answers, one right, and the other wrong. In this case, the rating involves customer service to choose the right answer. Table 8 is a test data used to measure accuracy.

Table 8. Chatbot Test Result

| No    | Dataset | Result |
|-------|---------|--------|
| 1     | R1: If you switch airlines, you cannot Q: Can there be additional costs for the booking code? have bought a flight ticket from Makassar to Yogyakarta on April 8 with the Sriwijaya Air ticket. Can the ticket be replaced with Lion Air with the same emotion Sokusix how? I Thia want to reschedule my Citilink ticket so it can be morning hours to CGK  |
| 2     | R1: If you switch airlines, you cannot Q: Can there be additional costs for the booking code? have bought a flight ticket from Makassar to Yogyakarta on April 8 with the Sriwijaya Air ticket. Can the ticket be replaced with Lion Air with the same emotion Sokusix how? I Thia want to reschedule my Citilink ticket so it can be morning hours to CGK  |
| 3     | R1: Good night Mrs. Thia, you can help with the booking code R0: For the same date, only hours so it can be morning hours to CGK  |
| 1000  | R1: Good night Mrs. Thia, you can help with the booking code R0: For the same date, only hours  |
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Accuracy = \frac{\text{\# of correctly recognized labels}}{\text{total \# of label}} [14]

Using a dataset from the conversation history, the proposed model improves the accuracy of the system. If the system solely relies on the sequence-to-sequence, the accuracy becomes lower because of the many different candidate answers. By adding the CNN technique, the system achieves higher accuracy in response ranking, as shown in Table 9.

Table 9. Test Model

| Model               | Accuracy |
|---------------------|----------|
| Sequence-to-sequence| 68.20%   |
| CNN                 | 84.10%   |
| Conv-sequence-to-sequence | 86.7%   |

V. CONCLUSION

By combining the two models, the sequence-to-sequence and the CNN based on chat history, the accuracy can be improved by 86.7%. It is possible to get repeated answers according to the research if the system solely relies on the sequence-to-sequence technique.
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