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Abstract

The crime forecasting is an important problem as it greatly contributes to urban safety. Typically, the goal of the problem is to predict different types of crimes for each geographical region (like a neighborhood or census tract) in the near future. Since nearby regions usually have similar socioeconomic characteristics which indicate similar crime patterns, recent state-of-the-art solutions constructed a distance-based region graph and utilized Graph Neural Network (GNN) techniques for crime forecasting, because the GNN techniques could effectively exploit the latent relationships between neighboring region nodes in the graph if the edges reveal high dependency or correlation. However, this distance-based predefined graph cannot fully capture crime correlation between regions that are far from each other but share similar crime patterns. Hence, to make an accurate crime prediction, the main challenge is to learn a better graph that reveals the dependencies between regions in crime occurrences and meanwhile captures the temporal patterns from historical crime records. To address these challenges, we propose an end-to-end graph convolutional recurrent network called HAGEN with several novel designs for crime prediction. Specifically, our framework could jointly capture the crime correlation between regions and the temporal crime dynamics by combining an adaptive region graph learning module with the Diffusion Convolution Gated Recurrent Unit (DCGRU). Based on the homophily assumption of GNN (i.e., graph convolution works better where neighboring nodes share the same label), we propose a homophily-aware constraint to regularize the optimization of the region graph so that neighboring region nodes on the learned graph share similar crime patterns, thus fitting the mechanism of diffusion convolution. It also incorporates crime embedding to model the interdependencies between regions and crime categories. Empirical experiments and comprehensive analysis on two real-world datasets showcase the effectiveness of HAGEN.

1 Introduction

Accurate crime forecasting can better guide the police deployment and allocation of infrastructure, resulting in great benefits for urban safety. Previous studies have designed several spatiotemporal deep learning frameworks for crime forecasting, including MiST (Huang et al. 2019) and Deep-Crime (Huang et al. 2018). However, they assume a grid-based partitioning of the underlying geographic region to utilize CNN-based models which ignore the geographical extents of neighborhoods. Based on the intuition that nearby regions (i.e., geographical neighborhoods which collect criminal records within a period of time) have similar crime patterns, Sun et al. (2021) leveraged a distance-based region graph to explore the connection between spatial and temporal crime patterns, and utilized a graph neural network (GNN) technique to model the spatial dependencies between regions. In this setting, the crime forecasting problem is equivalent to learning a mapping function to predict the future graph signals (i.e., crime occurrences) given the historical graph signals (i.e., historical crime records) over a distance-based region graph.

However, the geographical distance does not always reveal the real correlation of crime patterns because other shared socioeconomic factors between (possibly far apart) regions may result in similar crime patterns in the regions. As illustrated in Figure 1, we observe that even though the distance between regions a and b is much farther than that of regions a and c, region a shares similar crime patterns with c but totally different from b. One may build another graph on which the edges are defined by the similarity of POIs between regions (Xu et al. 2020), nevertheless, the mismatching phenomenon still remains. In fact, the local government deploys heavy policing for the university in the region a, thus a has a different crime pattern from c despite both of them being urban regions. Obviously, one can construct customized graphs for each and every case, but it is hard to predefine a graph that adapts to all cases.

Towards this end, we propose to learn an adaptive graph that could dynamically capture the crime-specific correlations among regions from real-world data. In particular, we utilize a graph learning layer that learns the graph structure adaptively and jointly with the training process of crime forecasting. Nevertheless, the adaptive learning of such graph structure is non-trivial and usually requires some heuristics to regularize the graph to avoid overfitting. For example, in the traffic forecasting domain, Graph WaveNet (Wu et al. 2019) uses the node similarity to construct the graph, and MTGNN (Wu et al. 2020) is the state-
In this work, we introduce HAGEN, a Homophily-Aware Graph convolutional Recurrent Network with several novel designs for crime forecasting. Specifically, we model the intra-region and inter-region dependencies of crime patterns by introducing an adaptive graph learning layer with region and crime embedding layer. By observing that the homophily ratio is highly correlated with the model performance, we propose a homophily-aware constraint to boost the ability of region graph learning. Subsequently, we utilize a weighted graph diffusion layer to simulate crime diffusion and capture the crime-specific dependencies between regions. Finally, we integrate the Gated Recurrent Network in the graph diffusion layer to capture the temporal crime dynamics. Empirical results and analysis on two real-world datasets showcase the effectiveness of HAGEN. Case studies have revealed some insights for both the research community and urban planners. The source code and data will be published for future use by the research community.

2 Problem Definition

In this paper, we focus on the task of crime forecasting given previous crime records. Our setting is the same as Crime-Forecaster’s (Sun et al. 2021).

**Definition 1 Crime Record.** For the inputs of forecasting model, we consider the crimes occurring in the past sequence of non-overlapping and consequent time slots $T = (t_1, \ldots, t_K)$, where $K$ is the time sequence length. For each region $r_i$, we use $Y_i = (y_{i,1}^1, \ldots, y_{i,1}^k, \ldots, y_{i,T}^K) \in \mathbb{R}^{C \times K}$ to denote all $C$ types of crimes that occurred during the past $K$ slots’ observations. Following the general settings of previous crime forecasting works (Huang et al. 2018, 2019; Sun et al. 2021), we set each element $y_{i,t}^p$ to 1 if crime type $p$ happens at region $i$ in time slot $t$, and 0 otherwise.

To utilize the advanced graph neural network on crime forecasting, we define a region graph with a weight matrix describing the relationships between region nodes. Also, we introduce Homophily Ratio (Zhu et al. 2020) of a graph with node labels which is related to our model design.

**Definition 2 Region Graph.** A region graph is formulated as $G = (V, E, \mathcal{A}_r)$, where $V$ is a set of region nodes with $|V| = N$ where $N$ is the number of region nodes in the graph, and $E$ is a set of directional edges between region nodes, $\mathcal{A}_r$ is the weight matrix in Definition 3.

**Definition 3 Weight Matrix.** Weight matrix is a representation of a directed graph, denoted as $\mathcal{A}_r \in \mathbb{R}^{N \times N}$ with $\mathcal{A}_r(i,j) = w > 0$ if $(v_i, v_j) \in \mathcal{E}$ and $\mathcal{A}_r(i,j) = 0$ if $(v_i, v_j) \notin \mathcal{E}$. The $\mathcal{A}_r(i,j)$ reflects the strength of influence from region $i$ to region $j$.

**Definition 4 Homophily Ratio.** For a given graph $G = (V, E, A)$ with node label $\mathcal{Y}$, Zhu et al. (2020) defines the graph’s homophily ratio $\mathcal{H}(G, \mathcal{Y})$ to represent the probability that neighboring nodes share the same label as follows:

\[
\mathcal{H}(G, \mathcal{Y}) = \frac{1}{|V|} \sum_{v \in V} \left| \left\{ u : u \in N_v \land y_u = y_v \right\} \right| / |N_v|
\]

where $N_v$ denotes the neighboring nodes of region node $v$ and $y_v$ is the label of node $v$.

**HAGEN Goal.** Given the historical crime records across all regions from time slot $t_1$ to $t_K$: $\{Y^1, Y^2, \ldots, Y^K\}$, and the predefined region graph $G$, we aim to learn a function $p(\cdot)$ which can learn the adaptive region graph structure $G$ and finally forecast the crime occurrences $Y^{K+1}$ of all crime categories for all regions at time $t_{K+1}$, which can be formulated as follow:

$\{Y^1, Y^2, \ldots, Y^K, \hat{G}\} \xrightarrow{p(\cdot)} Y^{K+1}, G$,

where $Y^k \in \mathbb{R}^{N \times C}$ denotes the crime records across all $N$ regions and $C$ crime categories in time slot $t_k$. 

Figure 1: The width of lines represents the geographical distance or POI based similarity (the wider, the closer). As elaborated in Section 1, there exists mismatch between crime patterns and geographical distances or POI based similarity (e.g. University Park and Downtown are close to each other, while they have different crime patterns; on the other hand, although Chatsworth Reservoir and University Park are far away geographically, they have similar crime patterns), which motivates our model design.
3 HAGEN Model

3.1 Framework Overview

We first explain the general framework of our model. As illustrated in Figure 2, HAGEN at its highest level consists of the homophily-aware graph learning layer, the diffusion graph convolution module, GRU-based temporal module, and the MLP-based decoder module. To discover hidden associations among region nodes, a graph learning layer with homophily-aware constraint learns a weight matrix, which is used as an input to the diffusion convolution modules. Diffusion convolution modules are interwoven with GRU networks to capture temporal dependencies. To obtain final predictions, the MLP-based decoder module projects the hidden features to the desired output dimension. Each core component of our model is discussed in turn as follows.

3.2 Region Graph Learning

A well-defined graph structure that is suitable for crime forecasting is essential for graph-based methods. As illustrated in Figure 1, a pre-defined graph cannot fully capture the real connectivity in terms of crime patterns, thus affecting the final performance of crime forecasting. Therefore, we aim to learn the graph adaptively instead of using a fixed graph to reflect the crime patterns shared by regions.

Besides, with crime forecasting, we often assume that the change of a region’s security condition indicates the change of another region’s security condition (Morenoff and Sapon 1997), which can be dubbed as crime flow. Hence, we suppose the connections between region nodes in our crime-specific graph are uni-directional (i.e., if \( A_r(i, j) > 0 \), \( A_r(j, i) \) must be zero), which leads to better model performance in practice. Rather than refining the graph structure directly during the training process, we achieve the learning of the graph by updating the node embeddings adaptively and then change the graph structure accordingly. Similar to (Wu et al. 2020), we design the graph learning layer based on two region embeddings: source region embedding \( E_s \in \mathbb{R}^{N \times D} \) and target region embedding \( E_t \in \mathbb{R}^{N \times D} \), where \( N \) is the number of regions and \( D \) is the dimension of the embedding space. We leverage pairwise region node similarity to compute the uni-directional adaptive weight matrix \( A_r \) as follows:

\[
Z_u = \tanh(\alpha E_u \Theta_1) \quad (1)
\]

\[
Z_t = \tanh(\alpha E_t \Theta_2) \quad (2)
\]

\[
A_r = \text{ReLU}(\tanh(\alpha(Z_u Z_t^T - Z_t Z_u^T))) \quad (3)
\]

where \( \alpha \) is the hyper-parameter to control the saturation rate of the hyperbolic tangent function and \( \Theta_1 \) and \( \Theta_2 \) denote linear transformation weights. The ReLU activation function leads to the asymmetric property of matrix \( A_r \). To ensure graph sparsity, we connect each node with the top \( k \) nodes with the largest similarity. The weights between disconnected nodes are set to be zero.

To incorporate the geographical proximity between regions and have meaningful initial graph for faster convergence, we learn the embeddings of region nodes via a non-linear transformation from their pre-trained embeddings on graphs defined by geospatial and POI proximity. Particularly, we utilize Node2Vec (Grover and Leskovec 2016) (a classical graph embedding method) to pre-train the region embedding \( E_{pre} \) based on the distance-based graph and the POI similarity-based graph respectively and concatenate them together with a Multilayer Perceptron (MLP).

3.3 Homophily-aware Constraint

The remaining question is that what factors we should consider to learn a good region graph in addition to preserving node similarity and controlling sparsity (Wu et al. 2020; 2019). Following the basic homophily assumption of graph neural network (Zhu et al. 2020), we aim at learning a region graph where neighboring region nodes share similar crime patterns. Therefore, we propose a homophily constraint to the learning process for explicit heterophily reduction (i.e., reduce the probability that neighboring region nodes share totally different crime patterns).

Since the original definition of homophily ratio (see Def. 4) is defined on static graphs for node classification under the semi-supervised setting, we need to extend it to fit our case. For our crime forecasting problem, historical crime observations in region \( r \) at time slot \( t_k \) across different crime categories \( y_{r,l}^{1}, \ldots, y_{r,l}^{K} \) have the additional temporal dimension \( k \) and the edges are defined by the weight matrix \( A_r \) with element \( A_r(u, v) \in [0, 1] \) representing the edge weight between region \( u \) and region \( v \). Therefore, given time slot \( t_k \) and crime category \( l \), we extend the definition of homophily ratio \( H(A_r, y_{l}^{k}, t_k) \) as:

\[
H(A_r, y_{l}^{k}, t_k) = \frac{1}{|V|} \sum_{u \in V} \sum_{v \in N(u),: y_{u,l}^{k} = y_{v,l}^{k}} A_r(u, v) \quad (4)
\]

The extended homophily ratio is the sum of edge weight where connected region nodes share the same crime label divided by the sum of the edge weight considering whole neighbor nodes. Intuitively, the extended homophily ratio measures the probability that neighbor region nodes share similar crime patterns, thus optimizing the homophily ratio to 1 (the maximum of homophily ratio) of our graph would boost the effectiveness of information propagation of graph convolution in Section 3.4 and finally contribute to crime forecasting. Therefore, with definition of the extended homophily ratio, we formally define loss \( L_{homo} \) to regularize homophily of the learnt graph from time \( t_1 \) to \( t_K \) as follows:

\[
L_{homo} = \Sigma_{k=1}^{K} \Sigma_{l=1}^{C} \left[ H(A_r, y_{l}^{k}, t_k) - 1 \right]^2 \quad (5)
\]

where \( C \) denotes the number of crime categories and \( y_{l}^{k} \) is the records of crime category \( l \) at time slot \( t_k \).

3.4 Graph Diffusion Convolution

In the graph diffusion convolution module, we propose a direction-aware diffusion convolution layer to simulate real-life crime diffusion and capture crime dependencies between regions. We concern the propagation of crime patterns between regions as a diffusion process from one region’s first order neighbors to its \( M \)-th order neighbors or in the reversed way. To learn such diffusion pattern, similar to [Li]
et al. 2018), we characterize graph diffusion on $G$ with the $m$-th order transition matrices $S^O_m, S^I_m$ on out-degree and in-degree basis respectively:

$$S^O_m = (D^{-1}_O A_r)^m$$

(6)

$$S^I_m = (D^{-1}_I A^T)^m$$

(7)

where $D_O$ and $D_I$ are diagonal matrices of nodes out-degree and in-degree respectively. Different from (Li et al. 2018), the weight matrix $A_r$ is calculated with unidirectional constraints. Thus the diffusion matrices $S^O_m, S^I_m$ will be sparse and also follow the unidirectional constraint during the $m$-step diffusion.

Given the above transition matrices, we then define a direction-aware diffusion convolution function that transform the input $X \in \mathbb{R}^{N \times H}$ from all nodes into (hidden) outputs via the diffusion process. Here if $X$ is the input, $H$ equals to number of crime categories $C$, otherwise it is the dimension of the hidden states. Specifically, the direction-aware diffusion convolution function $f_s(X; G, \Theta, D_W)$ aggregates the input $X$ on graph $G(V, E, A_r)$ with parameters $\Theta$ and $D_W$ in the following way:

$$f_s(X; G, \Theta, D_W) = \sum_{m=0}^{M} (S^O_m X \Theta \cdots m_1 + D_W S^I_m X \Theta \cdots m_2)$$

(8)

where $M$ is the total diffusion step, $\Theta \in \mathbb{R}^{H \times H \times (M+1) \times 2}$ ($H'$ is the output dimension) is the filter parameter. $D_W$ is a diagonal matrix designed for measuring the direction preference of each node. Specifically, the $t$-th diagonal value of $D_W$ denotes the the preference of region $t$ on in-going diffusion. A high value means the region prefers in-going diffusion to out-going diffusion, i.e., the region is more likely to be affected by other regions than to affect other regions. Via this direction-aware diffusion convolution function, each node (region) would learn its own way to perform the aggregation of crime patterns from neighboring nodes and produce meaningful (hidden) outputs for further computation.

### 3.5 Temporal Module

For temporal crime dynamics, we use RNN with DCGRU (Diffusion Convolutional Gated Recurrent) units (Li et al. 2018) in HAGEN to capture the complex crime connectivity across historical time slots (from $t_1$ to $t_K$). In DCGRU, the original linear transformation in GRU is replaced by the direction-aware diffusion convolution in Equation 8, which can incorporate global information from the whole graph and enable the learning process of a node to be based on not only its previous state but also its neighbors’ previous state with similar crime patterns. We formulate the updating functions for hidden state $h^t$ at $t$-th time step of input signal sequence in our DCGRU-revised RNN encoder as follows:

$$r^t = \sigma(f_s([x^t, h^{t-1}]; G, \Theta_r, D_W) + b_r)$$

$$u^t = \sigma(f_s([x^t, h^{t-1}]; G, \Theta_u, D_W) + b_u)$$

$$c^t = tanh(f_s([x^t, r^t \odot h^{t-1}]; G, \Theta_c, D_W) + b_c)$$

$$h^t = u^t \odot h^{t-1} + (1 - u^t) \odot c^t$$

(9)

where $x^t, h^t$ are the input and output of the DCGRU cell at time $t$, and $r^t, u^t, c^t$ are the reset gate, update gate and cell state respectively. The parameters $\Theta_r, \Theta_u$ and $\Theta_c$ are filter parameters of diffusion convolution and $b_r, b_u$ and $b_c$ are the bias terms. All gates share the same direction weight $D_W$, indicating the proportional intensity of reverse diffusion is consistent for the same region. The parameter $\sigma$ denotes the sigmoid function and $\odot$ denotes the Hadamard Product. From the encoder-decoder perspective, as shown in Figure 2, HAGEN’s encoder consists of multiple stacked layers of RNNs with DCGRU units, which capture temporal transitions across regions and time. The encoder’s outputs, i.e., the final hidden states, are delivered to the decoder for future crime forecasting.

### 3.6 Region-crime Dependency Encoder

As depicted in the left part of Figure 2, in order to capture the underlying dependencies between regions and crime categories, we introduce the crime embedding $E_r \in \mathbb{R}^{C \times D}$ for all $C$ crime categories and compute the inter region-crime
3.7 Crime Forecasting and Model Inference

In general, we employ the Encoder-Decoder architecture (Cho et al. 2014) for the crime forecasting. After encoding the temporal crime dynamics by the encoder, HAGEN utilizes a Multilayer Perceptron (MLP) based decoder to map the encoded hidden states to the outputs for crime forecasting in a non-linear way. We formulate the decoder (i.e., MLP with diffusion convolutional layers) as follows:

\[
\psi_1 = \text{ReLU}(f_s(h; \Theta, W_1, D_W) + b_1) \\
... \\
\psi_p = f_s(\psi_{p-1}; \Theta, W_p, D_W) + b_p) \\
y = \sigma(f_s(\psi_p; \Theta, W', D_W) + b')
\]

where \( h \) is the input of the decoder and is retrieved from the output of temporal module, i.e., \( h' \). The output \( y \) is a matrix denoting the crime occurrence probabilities of all regions for all categories at the prediction time \( t_{K+1} \). During the training process, we use binary cross entropy as the major learning objective:

\[
\mathcal{L}_{\text{crime}} = - \sum_{i \in \{1, ..., R\}, l \in \{1, ..., C\}} y_{i,l} \log \hat{y}_{i,l} + (1 - y_{i,l}) \log(1 - \hat{y}_{i,l})
\]

where \( y_{i,l} \) and \( \hat{y}_{i,l} \) represent the empirical and estimated probability of the \( l \)-th crime category happening at region \( i \) at the time \( t_{K+1} \), respectively.

As mentioned in Section 3.3, we propose a homphily-aware constraint loss during the graph learning process to conform to the homophily assumption of GNN. A natural approach is to optimize linear combination of the corresponding loss functions, which is formulated as follows:

\[
\mathcal{L}_{\text{total}} = \alpha \mathcal{L}_{\text{crime}} + \lambda \alpha \mathcal{L}_{\text{homo}}.
\]

where \( \lambda \) is the trade-off parameter. We minimize the joint loss function by using the Adam optimizer (Kingma and Ba 2014) with learning rate decay strategy to learn the parameters of HAGEN.

4 Experiments

We conduct our experiments on two real-world datasets and elaborate the following points in this section. First, we explore HAGEN’s performance as compared to the state-of-the-art spatial and temporal graph neural networks and crime forecasting models, the performance in different crime categories, and how the key components affect HAGEN’s performance in the joint framework in Section 4.2. Then, we focus on model explainability to gain meaningful insights from the learned region graph in Section 4.3.
model, which is an end-to-end framework to model the dependencies between regions by geographical neighborhoods instead of grid partitions and captures both spatial and temporal dependencies using diffusion convolution layer and Gated Recurrent Network.

4.2 Performance Evaluation

Overall Performance Table 1 shows the crime forecasting accuracy in both Chicago and Los Angeles dataset. We evaluate the performance of crime forecasting in terms of Macro-F1 and Micro-F1 for all methods. We summarize the following key observations from Table 1:

**Advantage of graph-based model.** For the three types of baseline models stated in Section 4.1, graph-based methods generally outperform non-graph-based ones. We share the same conclusion with CrimeForcaster that graphs can better capture spatial relation between regions, compared with both grid-based models (i.e., MiST) and traditional methods.

**Advantage of graph learning with the homophily-aware constraint.** HAGEN consistently outperforms the state-of-the-art CrimeForecaster in 5 testing months on both datasets in Micro-F1 and Macro-F1, which showcases the effectiveness of our adaptively-learned graph. In addition, HAGEN outperforms other models with adaptive graph but without homophily-aware constraint (i.e., MTGNN and Graph WaveNet), verifying the importance of incorporating the homophily-aware constraint when learning the region graph.

![Figure 3: Relative Macro-F1 gain of models over ARIMA on LA dataset.](image)

HAGEN performs significantly better than all other learning models. In particular, the most notable advancement occurs in crime forecasting of Los Angeles in October, November, and December. HAGEN reaches a 5.50% relative improvement over the state-of-the-art (i.e., CrimeForecaster) in terms of Micro-F1 and an 8.25% relative improvement in terms of Macro-F1 in October. We take ARIMA as the base model and display the relative gain of competitive models over it in Figure 3. The improvement of CrimeForecaster as compared to the previous state-of-the-art, MiST, is less than that of HAGEN over CrimeForecaster.

**Performance Comparison Across Crime Categories**

We also evaluate HAGEN’s performance across different crime categories with those of a selected competitive baselines (i.e., CrimeForecaster, MTGNN, and Graph WaveNet) on the Chicago dataset. As shown in Figure 4, HAGEN achieves almost consistent performance gain in Micro-F1 score across various crime categories compared to the competitors, showing the effectiveness of our model.

![Figure 4: Micro-F1 for individual crime categories on Chicago dataset.](image)

**Ablation Study** We evaluate how each key component contributes to our framework. We consider three degrade variants: HAGEN-h, HAGEN-c, HAGEN-g, which removes the homophily-aware constraint, region-crime dependency and graph learning layer from HAGEN respectively. We compare the complete HAGEN with variants in Figure 5(a) and 5(b). We observe that taking out each component in HAGEN will lead to a performance drop, which indicates the importance of each component and justifies our model design. Specifically, HAGEN-g incurs the worst performance, suggesting the graph learning layer to be the most impactful component of HAGEN.

![Figure 5: Evaluation on the ablated variants of HAGEN.](image)

4.3 Model Explainability

To have a better understanding of what HAGEN acquired in the graph learning process, we analyze the hidden relationship revealed by the learned weight matrix by comparing the neighboring nodes of some popular regions in the predefined graph and in the learned graph. We take the “University Park” region of Los Angeles as an example in Figure 6 to illustrate the pattern. If we consider the graph defined by geographical distance, University Park is closely connected with regions next to it like Downtown. However, a major university resides in University Park, which deploys strong police force, and hence it should have a very different pattern from its adjacent neighbors in term of crime events.

In contrast, the adaptive region graph is more successful in capturing the crime-related proximity as depicted in the new “neighbors” of University Park in the graph adaptively learned by HAGEN in Figure 6. These learned neighbors can
be categorized into two classes: remote and less-populated regions like Chatsworth Reservoir and Harbor City (framed in blue) and more secure regions like Hancock Park (framed in yellow). These neighborhoods better resemble University Park with respect to crime occurrence.

Figure 6: Visualization of adaptively learned neighbors of University Park.

5 Related Works

5.1 Forecasting Model for Crime Forecasting

As a prediction problem of the sequential data, it is natural to utilize models like ARIMA and LSTM [Mei and Li 2019, Safat, Asghar, and Gillani 2021] in crime forecasting. To further capture the spatial dependency of crime events as well as temporal dependency, Huang et al. partition the region into synthetic units and combined CNN-based models and RNN-based models in DeepCrime (Huang et al. 2018) and MiST (Huang et al. 2019). The state-of-the-art Crime-Forester (Sun et al. 2021) shows that distance-based region graph structure can better capture crime correlations. However, pre-defined graph like distance based weight matrix is hard to take each case into account, unavoidably leading to cases where neighboring nodes do not share similar crime pattern, which limits the performance of GNN-based models. To handle this problem, we propose an adaptive graph structure by introducing graph learning layer into HAGEN that continuously updates during training.

5.2 Spatial-temporal Graph Neural Network

In traffic forecasting domain, many spatial-temporal graph neural network models are proposed such as DCRNN (Li et al. 2018), STGCN (Yu, Yin, and Zhu 2017), Graph-WaveNet (Wu et al. 2019) and GMAN (Zheng et al. 2020) to model both spatial correlations and temporal dependencies. Adaptive graph learning is utilized by AGCRN (Bai et al. 2020), SLCNN (Zhang et al. 2020) and MTGNN (Wu et al. 2020) recently, and MTGNN is the state-of-the-art approach in previous papers. However, the current approaches of graph construction are heuristic with consideration of barely node similarity, graph sparsity and symmetry. Homophily, which is one of the fundamental assumptions for GNNs, is not taken into account. We proposed a homophily-aware graph convolutional recurrent network framework by explicitly introducing homophily constraint into our model to regularize the process of graph learning.

6 Conclusion

We present HAGEN, an end-to-end graph convolutional recurrent network with a novel homophily-aware graph learning module for crime forecasting. In particular, HAGEN uses an adaptive graph structure to capture the dependency of crime patterns between regions and incorporates direction-aware diffusion convolution layer with Gated Recurrent Network to learn spatiotemporal dynamics. The graph structure is constrained by a designed homophily-aware loss to enhance the performance of the graph neural network. We evaluate HAGEN on two real-world benchmarks. HAGEN consistently outperforms state-of-the-art crime forecasting model and spatiotemporal graph neural networks. In future work,
we will improve our model and evaluate benchmarks for traffic forecasting to prove HAGEN’s generality for multivariate time series forecasting. Furthermore, we will explore the theoretical foundation of adaptive graph construction and how it promotes multivariate time series forecasting.
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