Asymptotic behavior of Ext for pairs of modules of large complexity over graded complete intersections

David A. Jorgensen · Liana M. ¸Sega · Peder Thompson

Received: 28 December 2020 / Accepted: 2 August 2022 / Published online: 2 September 2022
© The Author(s), under exclusive licence to Springer-Verlag GmbH Germany, part of Springer Nature 2022

Abstract
Let $M$ and $N$ be finitely generated graded modules over a graded complete intersection $R$ such that $\text{Ext}^i_R(M, N)$ has finite length for all $i \gg 0$. We show that the even and odd Hilbert polynomials, which give the lengths of $\text{Ext}^i_R(M, N)$ for all large even $i$ and all large odd $i$, have the same degree and leading coefficient whenever the highest degree of these polynomials is at least the dimension of $M$ or $N$. Refinements of this result are given when $R$ is regular in small codimensions.
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1 Introduction

Let $Q$ be a regular local ring with maximal ideal $n$ and $f = f_1, \ldots, f_c$ be a $Q$-regular sequence contained in $n^2$. Set $R = Q/(f)$ and let $M$ and $N$ be finitely generated $R$-modules. In this case $R$ is called a complete intersection and Gulliksen [15] has shown
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that \( \text{Ext}_R(M, N) \) has the structure of a finitely generated graded module over the polynomial ring \( R[x_1, \ldots, x_c] \), where \( \deg x_i = 2 \) for \( 1 \leq i \leq c \). Consequently, \( \text{Ext}_R(M, N) \) decomposes as a direct sum of two graded submodules, one consisting of the \( \text{Ext}_R^{i+1}(M, N) \) for \( i \) even, and the other of the \( \text{Ext}_R^i(M, N) \) for \( i \) odd.

Further assume that \( \text{Ext}_R^i(M, N) \) has finite length for all \( i \gg 0 \). The tails of the even and odd \( \text{Ext} \) modules are thus finitely generated over the polynomial ring \( R/n^n[x_1, \ldots, x_c] \) for some integer \( n \geq 1 \). Standard commutative algebra then tells us that there exist polynomials \( \text{P}_{\text{even}}^{M,N}(t) \) and \( \text{P}_{\text{odd}}^{M,N}(t) \) with rational coefficients, which we call the even and odd Hilbert polynomials of \( \text{Ext}_R(M, N) \), such that \( \text{P}_{\text{even}}^{M,N}(i) = \lambda(\text{Ext}_R^i(M, N)) \) for all even \( i \geq 0 \) and \( \text{P}_{\text{odd}}^{M,N}(i) = \lambda(\text{Ext}_R^i(M, N)) \) for all odd \( i \gg 0 \), where \( \lambda(-) \) denotes length.

A natural question to ask is whether \( \text{P}_{\text{even}}^{M,N} \) and \( \text{P}_{\text{odd}}^{M,N} \) have the same degree and, if so, the same leading coefficient. There are easy and well-known examples showing that this is not always the case. For example, consider the ring \( R = k[x_1, x_2]/(x_1x_2) \) and the \( R \)-modules \( M = R/(x_1) \) and \( N = R/(x_2) \). With these choices, \( \text{P}_{\text{odd}}^{M,N} = 1 \) and \( \text{P}_{\text{even}}^{M,N} = 0 \). However, for \( N = k \), where \( k = Q/n \) (so that the integers \( \lambda(\text{Ext}_R^i(M, N)) \) are the Betti numbers of \( M \)), the polynomials \( \text{P}_{\text{even}}^{M,N} \) and \( \text{P}_{\text{odd}}^{M,N} \) do have the same degree and leading coefficient, for example by the proof of Avramov’s [1, Theorem 9.2.1(1)]; see also Celikbas and Dao [10, Proposition 3.2].

The above statements translate—as is standard—to the graded setting, and in this paper we establish equality of degree and leading coefficient of the Hilbert polynomials \( \text{P}_{\text{even}}^{M,N} \) and \( \text{P}_{\text{odd}}^{M,N} \) for a broad contingent of pairs of finitely generated graded modules over a graded complete intersection. The maximum degree of \( \text{P}_{\text{even}}^{M,N} \) and \( \text{P}_{\text{odd}}^{M,N} \) is one fewer than the complexity of the pair \((M, N)\), denoted \( \text{cx}_R(M, N) \), and we formulate our results in terms of this established invariant; see Sect. 2. The complexity \( \text{cx}_R(M, N) \) is also the dimension of the support variety of \( M \) and \( N \); see Avramov and Buchweitz [2]. The following is part of Theorem 5.3 below.

**Theorem 1** Let \( R \) be a graded complete intersection and let \( M \) and \( N \) be finitely generated graded \( R \)-modules with \( \lambda(\text{Ext}_R^i(M, N)) < \infty \) for all \( i \gg 0 \). If

\[
\text{cx}_R(M, N) > \max\{\dim R/(\text{ann} M + \text{ann} N), \dim M + \dim N - \dim R\}
\]

then \( \text{P}_{\text{even}}^{M,N} \) and \( \text{P}_{\text{odd}}^{M,N} \) have the same degree and leading coefficient.

In particular, the conclusion holds when \( \text{cx}_R(M, N) > \min\{\dim M, \dim N\} \). It also holds for possibly smaller values of \( \text{cx}_R(M, N) \), provided \( R_p \) is regular for all homogeneous prime ideals \( p \) of small codimension, see Theorem 5.3(3) and Theorem 5.2 below.

Before describing the paper further, we comment that its results complement those of several recent articles on certain homological invariants for pairs of modules over hypersurfaces and, more generally, over complete intersections. The Herbrand difference introduced by Buchweitz [9] for hypersurfaces, and generalized to complete intersections of higher codimension in [10], is one such invariant; see (2.3.1) below for the definition of the \( j \)th Herbrand difference \( h_j^R(M, N) \).

For the remainder of the introduction, unless otherwise specified, \( R \) is a graded complete intersection of codimension \( c \), and \( M \) and \( N \) are finitely generated graded \( R \)-modules with \( \lambda(\text{Ext}_R^i(M, N)) < \infty \) for all \( i \gg 0 \). Set \( r = \text{cx}_R(M, N) \). As is pointed out by Moore et al. [20], when \( r > 0 \) one has that \( \text{P}_{\text{even}}^{M,N} \) and \( \text{P}_{\text{odd}}^{M,N} \) have the same degree and leading coefficient if and only if \( h_j^R(M, N) = 0 \). Several recent papers establish the vanishing of \( h_j^R(M, N) \) under certain conditions on the ring and (or) on the modules, see [7, 11–13, 19, 20, 23, 24]. Most of these results are formulated in terms of vanishing of higher codimension versions of...
of Hochster’s theta pairing, such as Dao’s eta-invariant $\eta^R(M, N)$ in [11]; these invariants are defined similarly, only using Tor instead of Ext. When $R$ is an isolated singularity, the vanishing of $h^R(-, -)$ for all pairs of finitely generated $R$-modules is equivalent to the vanishing of $h^R_c(-, -)$ for all pairs of finitely generated $R$-modules, due to a result of Dao [23, Lemma 5.9].

The origin of these invariants goes back to Serre and his work on intersection multiplicities [22]. Hochster defined his theta invariant in order to extend Serre’s work to hypersurfaces. He showed in [16] that his theta invariant for a pair of finitely generated modules $M$ and $N$ satisfying $\lambda(M \otimes_R N) < \infty$ over a so-called admissible hypersurface vanishes if and only if $\dim M + \dim N \leq \dim R$. Theorem 1 above provides a cohomological extension of Hochster’s result to graded complete intersections of arbitrary codimension.

**Corollary** Let $R$ be a graded complete intersection and let $M$ and $N$ be finitely generated graded $R$-modules with $cx_R(M, N) > \dim R/(\text{ann } M + \text{ann } N)$ and such that $\lambda(\text{Ext}^i_R(M, N)) < \infty$ for all $i \gg 0$. Then $P^{M,N}_{\text{even}}$ and $P^{M,N}_{\text{odd}}$ have the same degree and leading coefficient if and only if $\dim M + \dim N - \dim R < cx_R(M, N)$.

This is Corollary 5.4 below. If $\lambda(M \otimes_R N) < \infty$, then $\dim R/(\text{ann } M + \text{ann } N) = 0$ and $\lambda(\text{Ext}^i_R(M, N)) < \infty$ for all $i \geq 0$; see Remark 2.6. Thus the hypothesis of Hochster’s result implies the hypothesis of the corollary when $cx_R(M, N) = 1$, and in this case the conclusion of the corollary gives the conclusion of a cohomological version of Hochster’s result; Remark 5.5 shows that a cohomological version of Hochster’s result also holds in the case $cx_R(M, N) = 0$.

From [2, Theorem 5.6(1),(2)] and [10, Proposition 2.2] we have the inequality $r \leq c$, where $c$ is the codimension of $R$ and $r = cx_R(M, N)$ as above. Furthermore, pairs of finitely generated graded $R$-modules $(M, N)$, neither of which is $k$, can be chosen so that $r$ takes any given value between 1 and $c$ (or $-\infty$), see Proposition 6.1. Since the results in the recent literature only establish the vanishing of $h^R(M, N)$ when $r = c$, such results have no bearing on the question of whether the degree and leading coefficients of $P^{M,N}_{\text{even}}$ and $P^{M,N}_{\text{odd}}$ are equal when $r < c$. One of the major ingredients used in the proofs of the existing results is that, when $R$ is an isolated singularity, the pairings $h^R(-, -)$ and $\eta^R(-, -)$ are biadditive on short exact sequences of finitely generated $R$-modules, and this allows for work in Grothendieck groups. On the other hand, if $1 \leq r < c$, the pairing $h^R(-, -)$ is only biadditive on certain short exact sequences, see [10, Theorem 3.4(2)].

The main ingredient in our work consists of uncovering a connection between $P^{M,N}_{\text{even}}$ and $P^{M,N}_{\text{odd}}$ having the same degree and leading coefficient and certain invariants in work of Avramov, Buchweitz, and Sally [3]. Let $H(M, t)$ be the Hilbert series of $M$ and for each $j \geq 0$ let $\rho^j_R(M, N)(t)$ denote the following rational function:

$$\rho^j_R(M, N)(t) = \sum_{i=0}^{j} (-1)^i H(\text{Ext}^i_R(M, N), t) - \frac{H(M, t^{-1})H(N, t)}{H(R, t^{-1})}.$$ 

Further, let $o(\rho^j_R(M, N))$ denote the order of the Laurent series expansion around $t = 1$ of $\rho^j_R(M, N)(t)$, see Sect. 2 for details. The following is Theorem 5.1 below.

**Theorem 2** Let $R$ be a graded complete intersection and let $M$ and $N$ be finitely generated graded $R$-modules. Set $\ell = \inf \{i \mid \lambda(\text{Ext}^i_R(M, N)) < \infty \text{ for all } j \geq i \}$ and $r = cx_R(M, N)$. If $\ell < \infty$ and $r \geq 1$, then the following hold:

1. $o(\rho^j_R(M, N)) \geq -r$, and
The polynomials $P_{even}^{M,N}$ and $P_{odd}^{M,N}$ have the same degree and leading coefficient if and only if $o(\rho_R^i(M,N)) > -r$.

The inequality in (1) of Theorem 2 can be interpreted in terms of relations between the Laurent coefficients of the Laurent series expansions around $t = 1$ of $H(\text{Ext}_R^i(M,N), t)$ for $i = 1, \ldots, \ell$, and those of $H(M,t)$, $H(N,t)$, and $H(R,t)$, as in [3, Theorem 7]. Part (2) of Theorem 2 provides the main ingredient in proving our results about the odd and even Hilbert polynomials of $\text{Ext}_R(M,N)$ and it leads directly to the proof of Theorem 1. In addition, the proofs of Theorem 5.3(3) and Theorem 5.2 use several results from [3].

The structure of the paper is as follows. Section 2 introduces notation and records properties of Laurent coefficients, and Sect. 3 further investigates such properties under the additional condition that $R_p$ is regular for homogeneous prime ideals $p$ of certain codimensions. Section 4 presents a construction, which is possible when the base field is infinite, of a module $K$ such that the maximum degree of the even and odd Hilbert polynomials of the pair $(K,N)$ is one less than that of the pair $(M,N)$, and the even and odd Hilbert polynomials of the pair $(M,N)$ have the same degree and leading coefficient if and only if the same is true for the pair $(K,N)$; this is a standard construction of superficial elements that exploits the finite generation of $\text{Ext}_R(M,N)$ over the ring $R[x_1, \ldots, x_c]$ of cohomology operators. Section 5 gives a proof of Theorem 2, using computations with Hilbert series, Laurent expansions, and a repeated application of the construction from Sect. 4, which then also yields a proof of Theorem 1. Section 6 contains examples of pairs of modules having arbitrary complexity, and shows that the regularity hypotheses in Theorem 5.2 are necessary for pairs of modules of smaller complexity.

2 Notation and properties of Laurent series

2.1 Setting

Let $Q = k[x_1, \ldots, x_v]$ be a polynomial ring over a field $k$, with variables $x_i$ of positive degree, and $R = Q/I$ be a graded ring, with $I$ a homogeneous ideal such that $I \subseteq (x_1, \ldots, x_v)^2$. Let $M$ and $N$ be finitely generated graded $R$-modules.

We denote length by $\lambda(-)$ and we set
\[
f_R(M,N) = \inf \{ n \in \mathbb{Z} \mid \lambda_R(\text{Ext}_R^i(M,N)) < \infty \text{ for all } i > n \} \quad \text{and} \quad \beta^R_i(M,N) = \lambda_R(\text{Ext}_R^i(M,N)), \quad \text{for each } i > f_R(M,N).
\]

We say $R$ is a graded complete intersection (of codimension $c$) if $R$ is as in 2.1, with $I = (f_1, \ldots, f_c)$ for a homogeneous $Q$-regular sequence $f_1, \ldots, f_c$. Definitions and results for local complete intersections translate to the graded setting in a standard manner. In particular, if $R$ is a graded complete intersection with $f_R(M,N) < \infty$ then there exist polynomials $P_{even}^{M,N}$ and $P_{odd}^{M,N}$ with rational coefficients such that
\[
P_{even}^{M,N}(2i) = \beta_{2i}^R(M,N) \quad \text{and} \quad P_{odd}^{M,N}(2i + 1) = \beta_{2i+1}^R(M,N) \quad \text{for all } i \gg 0.
\]

See [1, proof of Theorem 9.2.1(1)] and [10, Proposition 3.2].

Assume $f_R(M,N) < \infty$. The complexity of a pair $(M,N)$ of finitely generated graded $R$-modules is defined as
\[
cx_R(M,N) = \inf \left\{ b \in \mathbb{N} \mid \beta^R_n(M,N) \leq an^{b-1} \text{ for some real number } a \text{ and for all } n \gg 0 \right\}.
\]
This definition of complexity agrees, by [10, Proposition 2.2], with the more general one given by Avramov and Buchweitz [2]. As noted in the introduction,

\[ cx_R(M, N) = 1 + \max \left\{ \deg P_{even}^{M,N}, \deg P_{odd}^{M,N} \right\}. \]

Indeed, if \( b = cx_R(M, N) \), then from the inequalities

\[ P_{even}^{M,N}(2i) = \beta_{2i}^R(M, N) \leq a(2i)^{b-1}, \]

\[ P_{odd}^{M,N}(2i + 1) = \beta_{2i+1}^R(M, N) \leq a(2i + 1)^{b-1} \]

due for all \( i \gg 0 \), it follows that \( b - 1 \) must be the larger of \( \deg P_{even}^{M,N} \) and \( \deg P_{odd}^{M,N} \).

We next define an invariant that measures when \( P_{even}^{M,N} \) and \( P_{odd}^{M,N} \) have the same degree and leading coefficient.

**Definition 2.2** Assume \( R \) is a graded complete intersection. Let \( M \) and \( N \) be finitely generated graded \( R \)-modules such that \( f_R(M, N) < \infty \) and set \( r = cx_R(M, N) \). Since \( r < \infty \), when \( r > 0 \) we may write

\[ P_{even}^{M,N}(t) = a_{r-1}t^{r-1} + \cdots + a_1t + a_0, \]

\[ P_{odd}^{M,N}(t) = b_{r-1}t^{r-1} + \cdots + b_1t + b_0, \]

where at least one of \( a_{r-1} \) and \( b_{r-1} \) is nonzero. If \( r > 0 \), we define

\[ h_R(M, N) := a_{r-1} - b_{r-1}. \]

If \( r = 0 \), we set \( h_R(M, N) = 0 \).

**Remark 2.3** The invariant \( h_R(M, N) \) equals the classical Herbrand difference from [9] when \( c = r = 1 \).

For any non-negative integer \( j \), the \( j \)th (generalized) Herbrand difference of \( M \) and \( N \) is defined in [10] as

\[ h_j^R(M, N) = \lim_{n \to \infty} \frac{\sum_{i=f_R(M,N)+1}^{n} (-1)^i \beta_i^R(M, N)}{n^j}. \]  

\[ (2.3.1) \]

**Proposition 2.4** Assume \( R \) is a graded complete intersection. Let \( M \) and \( N \) be finitely generated graded \( R \)-modules with \( f_R(M, N) < \infty \) and set \( r = cx_R(M, N) \). One has \( h_R(M, N) = 2rh_R^L(M, N) \), and consequently if \( r > 0 \), then the invariants \( h_R(M, N) \) and \( h_R^L(M, N) \) vanish simultaneously.

**Proof** If \( r = 0 \), there is nothing to show, so we may assume \( r > 0 \). By [10, Proposition 3.2(2,3)], there are rational numbers \( u \) and \( v \), a nonnegative integer \( s \), and polynomials \( q_0(t), q_1(t) \in \mathbb{Q}[t] \) of degree at most \( r - 2 \) such that for \( i \gg 0 \),

\[ \beta_i^R(M, N) = uit^{r-1} + (-1)^i v t^{s-1} + q_i \mod 2(i), \]

where \( r \geq s \). Choose \( h > f_R(M, N) \) such that \( \beta_i^R(M, N) \) is given by the previous display for \( i \geq h \). It follows, for example from [17] and Faulhaber’s formula, that \( \sum_{i=h}^{n} (-1)^i ut^{r-1} \) and \( \sum_{i=h}^{n} q_i \mod 2(i) \) are polynomials in \( n \) of degree at most \( r - 1 \), hence

\[ h_r^R(M, N) = \lim_{n \to \infty} \frac{\sum_{i=h}^{n} v t^{s-1}}{n^r} = \frac{v}{s} \lim_{n \to \infty} n^{s-r}. \]  

\[ (2.4.1) \]
If \( s < r \), then \( a_{r-1} = u = b_{r-1} \), and it is clear that \( h^R_r(M, N) = 0 = h_R(M, N) \). On the other hand, if \( s = r \), then

\[
h_R(M, N) = a_{r-1} - b_{r-1} = (u + v) - (u - v) = 2v.
\]

Thus by (2.4.1), one obtains \( h_R(M, N) = 2rh^R_r(M, N) \).

\[\square\]

**Remark 2.5** The condition \( f_R(M, N) < \infty \) holds for any pair of finitely generated graded \( R \)-modules if \( R \) is an isolated singularity. Unlike most results in the recent literature, we do not require that \( R \) is an isolated singularity.

**Remark 2.6** It is standard that if \( \lambda(M \otimes_R N) < \infty \), then \( \lambda(\Ext^i_R(M, N)) < \infty \) for all \( i \geq 0 \). For convenience, we give a short proof. First recall, for example from [18, Section 6], that a nonzero \( R \)-module has finite length if and only if it is finitely generated with support consisting only of maximal ideals. For every non-maximal prime \( p \), the condition \( \lambda(M \otimes_R N) < \infty \) implies that \( M_p \otimes_R N_p = 0 \), hence \( M_p = 0 \) or \( N_p = 0 \). Thus \( \Ext^i_R(M, N)_p \cong \Ext^i_R(M_p, N_p) = 0 \), and so \( \lambda(\Ext^i_R(M, N)) < \infty \) for \( i \geq 0 \).

For the remainder of this section we do not need to assume that \( R \) is a complete intersection. Next we introduce invariants defined in terms of the coefficients of the Laurent series expansions around \( t = 1 \) of certain rational functions involving the Hilbert series of the modules \( M \) and \( N \) and their \( \Ext \) modules, and discuss their properties. We begin by discussing Laurent series expansions of rational functions in general.

Let \( \varphi(t) \in \mathbb{R}(t) \) be a rational function.

### 2.7 Laurent series

Let

\[
\sum_{n=-\infty}^{\infty} a_n (t - 1)^n
\]

be the Laurent series expansion of \( \varphi(t) \) around \( t = 1 \). The *order* of this Laurent series is denoted \( o(\varphi) \) and is defined as

\[
o(\varphi) = \inf\{n \in \mathbb{Z} \mid a_n \neq 0\}.
\]

When \( \varphi = 0 \), the order \( o(\varphi) \) is defined to be \( \infty \). For each integer \( n \) we set

\[
g^n(\varphi) = (-1)^n a_{-n}.
\]

With this notation, we have

\[
o(\varphi) = -\sup\{n \in \mathbb{Z} \mid g^n(\varphi) \neq 0\}
\]

and the Laurent series of \( \varphi(t) \) can be rewritten as

\[
\sum_{n \leq -o(\varphi)} \frac{g^n(\varphi)}{(1-t)^n}.
\]
2.8 Poles and orders

Since \( \varphi \) is a rational function, we have \( o(\varphi) > -\infty \). We say that \( \varphi \) has a pole at \( t = 1 \) if 1 is a zero of the denominator of \( \varphi \) when \( \varphi \) is written in reduced form. If \( \varphi \) has a pole at \( t = 1 \), we say that the pole has order \( m \) if

\[
\varphi(t) = \frac{Q(t)}{(1 - t)^m}
\]

for some rational function \( Q(t) \) with no pole at \( t = 1 \) and \( Q(1) \neq 0 \).

If \( \varphi \) does not have a pole at \( t = 1 \) then \( o(\varphi) \geq 0 \). Otherwise, we see that \( \varphi \) has a pole of order \( m > 0 \) at \( t = 1 \) if and only if \( o(\varphi) = -m \). In this case, we have \( g^m(\varphi) = Q(1) \) and \( g^a(\varphi) = 0 \) for all \( a > m \), where \( Q(t) \) is as above.

Note that \( o(\varphi) = 0 \) if and only if \( \varphi \) does not have a pole at \( t = 1 \) and \( \varphi(1) \neq 0 \). Also, \( o(\varphi) \geq 1 \) if and only if \( \varphi \) does not have a pole at \( t = 1 \) and \( \varphi(1) = 0 \).

2.9 Sums and products

Let \( \psi \) be another rational function. Set \( m = -o(\varphi) \) and \( n = -o(\psi) \). When adding Laurent series, one simply adds the coefficients, and we have

\[
o(\varphi + \psi) \geq \min\{o(\varphi), o(\psi)\},
\]

with strict inequality if and only if \( m = n \) and \( g^m(\varphi) + g^m(\psi) = 0 \).

In general, Laurent series cannot be multiplied because computing the coefficients of a product leads to infinite sums. However, the problem is avoided when the series have order different than \(-\infty\), as is the case for rational functions:

\[
o(\varphi \psi) = o(\varphi) + o(\psi) \quad \text{and} \quad o\left(\frac{\varphi}{\psi}\right) = o(\varphi) - o(\psi) \quad \text{when} \ \psi \neq 0.
\]

The coefficients of the Laurent series of \( \varphi \psi \) can be computed using the formula

\[
g^a(\varphi \psi) = \sum_{i=a-n}^{m} g^i(\varphi) g^{a-i}(\psi).
\]

In particular, we have

\[
g^{m+n}(\varphi \psi) = g^m(\varphi) g^n(\psi), \quad \text{and}
\]

\[
g^{m-n}(\frac{\varphi}{\psi}) = \frac{g^m(\varphi)}{g^n(\psi)} \quad \text{when} \ \psi \neq 0.
\]

2.10 Hilbert series

The Hilbert series of a graded \( R \)-module \( M = \oplus_{i \geq b} M_i \), where \( b \in \mathbb{Z} \), is

\[
H(M, t) = \sum_{i \geq b} \dim_k(M_i) t^i \in \mathbb{Z}[t][t^{-1}].
\]

Let \( a \) be an integer and let \( M(a) \) denote the graded \( R \)-module with \( M(a)_i = M_{a+i} \). Note that

\[
H(M(a), t) = t^{-a} H(M, t).
\]
The following is a standard result in dimension theory, for example see [8, Proposition 4.4.1]: If \( \dim M = m \), then there exist positive integers \( s_1, \ldots, s_m \) and \( h(t) \in \mathbb{Z}[t, t^{-1}] \) where \( h(1) \neq 0 \) such that

\[
H(M, t) = \frac{h(t)}{\prod_{i=1}^{m} (1 - t^{s_i})}.
\]

In particular, the Hilbert series \( H(M, t) \) is a rational function that can be further written as \( H(M, t) = \frac{Q_M(t)}{(1 - t)^m} \), where \( Q_M(t) \) is a rational function with no pole at \( t = 1 \) and \( Q_M(1) \neq 0 \). To simplify notation, we set for each integer \( i \)

\[
g^i(M) = g^i(H(M, t)) \quad \text{and} \quad o(M) = o(H(M, t)).
\]

We have:

\[
o(M) = - \dim M \quad \text{and} \quad g^{\dim M}(M) = Q_M(1)
\]

and the Laurent series expansion of \( H(M, t) \) around \( t = 1 \) is

\[
\sum_{n \leq \dim M} \frac{g^n(M)}{(1 - t)^n}.
\]

In particular, note that

\[
g^n(M) = 0 \quad \text{for all} \quad n > \dim M.
\]

When \( R \) is standard graded, meaning that \( R \) is generated as a \( k \)-algebra by \( R_1 \), we have \( Q_M(t) \in \mathbb{Z}[t, t^{-1}] \), and \( Q_M(1) \) is equal to the multiplicity of \( M \). The next formula is well-known in this case, and the same proof works when \( R \) is not necessarily standard graded, see [3, Lemma 9]:

\[
g^m(M) = \sum_{\substack{p \in \text{Proj}(R), \dim R/p = m \atop p \in \text{Proj}(R)}} \lambda_{R_p}(M_p)g^m(R/p).
\]

Here, \( m = \dim M \) and \( \text{Proj}(R) \) is the set of homogeneous prime ideals of \( R \).

### 2.11 New invariants

Let \( j \geq 0 \) be an integer. We introduce notation for the following rational functions:

\[
\phi_R(M, N)(t) = \frac{H(M, t^{-1})H(N, t)}{H(R, t^{-1})};
\]

\[
\omega^i_R(M, N)(t) = \sum_{i=0}^{j} (-1)^i H(\text{Ext}^i_R(M, N), t);
\]

\[
\rho^i_R(M, N)(t) = \omega^i_R(M, N)(t) - \phi_R(M, N)(t).
\]

Note that \( \phi_R(-, -) \) is biadditive on short exact sequences.

Let \( n \) be an integer. We are interested in the Laurent coefficient

\[
g^n(\rho^i_R(M, N)) = \sum_{i=0}^{j} (-1)^i g^n(\text{Ext}^i_R(M, N)) - g^n(\phi_R(M, N)).
\]
Assume \( g^n(\Ext^i_R(M, N)) = 0 \) for all \( i \gg 0 \) and set

\[
\ell_n = \inf \{ j \in \mathbb{Z} \mid g^n(\Ext^j_R(M, N)) = 0 \text{ for all } i > j \}. \tag{2.11.1}
\]

Further, define

\[
\gamma^n_R(M, N) = g^n(\rho^n_R(M, N)), \tag{2.11.2}
\]

and note that

\[
\gamma^n_R(M, N) = g^n(\rho^n_R(M, N)) \text{ for all } j \geq \ell_n. \tag{2.11.3}
\]

In particular, if \( \ell = f_R(M, N) < \infty \), then \( \dim_R \Ext^i_R(M, N) = 0 \) for all \( i > \ell \). Thus, if \( n > 0 \), then \( g^n(\Ext^i_R(M, N)) = 0 \) for all \( i > \ell \), and hence \( \ell_n \leq \ell \). Hence

\[
\gamma^n_R(M, N) = g^n(\rho^n_R(M, N)) \text{ for all } n > 0 \text{ and } j \geq \ell. \tag{2.11.4}
\]

We see from the above that, if \( r \geq 0 \) is an integer, \( \ell = f_R(M, N) < \infty \) and \( j \geq \ell \), then the following are equivalent:

1. \( \gamma^n_R(M, N) = 0 \) for all \( n > r \);
2. \( o(\rho^n_R(M, N)) \geq -r \);
3. \( o(\rho^n_R(M, N)) \geq -r \).

### 2.12 Shifts

For all integers \( a, b \) and all \( j \geq 0 \) we have:

\[
\phi_R(M(a), N(b))(t) = t^{a-b} \phi_R(M, N)(t);
\]

\[
\omega^j_R(M(a), N(b))(t) = t^{a-b} \omega^j_R(M, N)(t);
\]

\[
\rho^j_R(M(a), N(b))(t) = t^{a-b} \rho^j_R(M, N)(t).
\]

In view of (2.9.2), the rational functions \( \rho^j_R(M(a), N(b))(t) \) and \( \rho^j_R(M, N)(t) \) have the same order for any integers \( a \) and \( b \), since \( o(t^{a-b}) = 0 \) per 2.8.

### 2.13 Vanishing of Ext

If \( \Ext^i_R(M, N) = 0 \) for all \( i > j \), then \( \phi_R(M, N) = \omega^j_R(M, N) \) by [3, Theorem 1], and hence \( \rho^j_R(M, N) = 0 \). In particular, if \( M \) is free then \( \rho^j_R(M, N) = 0 \) for all \( j \geq 1 \) and \( H(\Hom_R(M, N), t) = \phi_R(M, N)(t) \). Also, if \( R \) is Gorenstein and \( N \) is free, then \( \rho^j_R(M, N) = 0 \) for all \( j \geq \dim R \).

### 2.14 Bounds on orders

We have \( \dim_R \Ext^i_R(M, N) \leq \dim R/(\ann M + \ann N) \) for all \( i \), since \( \ann N \) and \( \ann M \) both annihilate \( \Ext^i_R(M, N) \). Thus by (2.9.1) and (2.10.1), it follows that

\[
o(\omega^j_R(M, N)) \geq -\dim R/(\ann M + \ann N) \text{ for all } j \geq 0. \tag{2.14.1}
\]

Using (2.9.2) and (2.10.1), we see

\[
o(\phi_R(M, N)) = -(\dim M + \dim N - \dim R). \tag{2.14.2}
\]
Further, for \( u = \dim M + \dim N - \dim R \), one has
\[
g^n(\phi_R(M, N)) = (-1)^{\dim M - \dim R} \cdot \frac{g^{\dim M}(M)g^{\dim N}(N)}{g^{\dim R}(R)}. \tag{2.14.3}
\]
The sign in (2.14.3) is a consequence of the fact that, if we write \( H(M, t) = \frac{Q_M(t)}{(1 - t)^m} \) for \( m = \dim M \) as in 2.10, then
\[
H(M, t^{-1}) = \frac{Q_M(t^{-1})}{(1 - t^{-1})^m} = \frac{(-1)^m t^m Q_M(t^{-1})}{(1 - t)^m}.
\]
It follows from (2.9.1), (2.14.1), and (2.14.2) that
\[
o(\rho_R^j(M, N)) \geq -\max\{\dim R/(\text{ann } M + \text{ann } N), \dim M + \dim N - \dim R\} \tag{2.14.4}
\]
for all \( j \). In particular, as \( \dim R/(\text{ann } M + \text{ann } N) \) and \( \dim M + \dim N - \dim R \) are both at most \( \min\{\dim M, \dim N\} \), we obtain
\[
o(\rho_R^j(M, N)) \geq -\min\{\dim M, \dim N\} \geq -\dim R \quad \text{for all} \quad j. \tag{2.14.5}
\]
Since we understand when equality holds in (2.9.1), we also obtain
\[
o(\rho_R^j(M, N)) = -(\dim M + \dim N - \dim R) \tag{2.14.6}
\]
whenever \( \dim M + \dim N - \dim R > \dim R/(\text{ann } M + \text{ann } N) \).

3 Consequences of regularity conditions

We keep the notation of Sect. 2. For a prime ideal \( p \) of \( R \), the codimension of \( p \) is \( \text{codim } p = \dim R - \dim R/p \). If \( u \) is an integer, saying that \( R \) is regular in codimension \( u \) means that \( R_p \) is regular for all \( p \in \text{Proj}(R) \) with \( \text{codim } p \leq u \). In this section we continue exploring the Laurent series introduced earlier, with our primary focus on bounds for the order of the series \( \rho_R^j(M, N) \) for certain values of \( j \), under additional regularity hypotheses. Propositions 3.5 and 3.6 are the main results in this section; they will be used to prove parts of Theorems 5.2 and 5.3.

3.1 A formula for \( \gamma^u_R(M, N) \)

Let \( u \) be an integer with \( u < \dim R \) and assume \( R \) is regular in codimension \( u \). Recall that the notation \( \gamma^u_R(M, N) \) was introduced in (2.11.2). We show here a formula for computing this invariant using the regularity condition. We first claim:
\[
g^n(\text{Ext}_R^i(M, N)) = 0 \quad \text{for all} \quad n, i \quad \text{with} \quad n \geq \dim R - u \quad \text{and} \quad i > \dim R - n. \tag{3.1.1}
\]
The proof of this statement can be read off the statement of [3, Lemma 10]. Since this proof is rather short, we give it here for the convenience of the reader: We set \( L = \text{Ext}_R^i(M, N) \) and let \( n, i \) be as in (3.1.1). To show \( g^n(L) = 0 \), we need to show \( \dim L < n \). Since \( n \geq \dim R - u \), it suffices to assume \( \dim L \geq \dim R - u \). We have \( \dim L = \dim R/p \) for some homogeneous prime ideal \( p \in \text{Supp } L \) and \( \text{codim } p = \dim R - \dim L \leq u \), so we know that \( R_p \) is regular. Since \( 0 \neq L_p = \text{Ext}_R^i(M_p, N_p) \), we see that \( i \leq \text{depth } R_p \leq \text{codim } p = \dim R - \dim L \). Since \( i > \dim R - n \), we conclude \( \dim L < n \). This finishes the proof of (3.1.1).
In view of (3.1.1), if \( n \geq \dim R - u \), then the integer \( \ell_n \) defined by (2.11.1) satisfies \( \ell_n \leq \dim R - n \). Using (2.11.2) and (2.11.3) we obtain:

\[
\gamma^j_R(M, N) = g^n(\rho^n_R(M, N)) = g^n(\rho^n_j(M, N))
\]

(3.1.2)

for all \( n, j \) with \( n \geq \dim R - u \) and \( j \geq \dim R - n \) and in particular for all \( j \geq u \).

### 3.2 Terminology interpretation

In [3], an invariant \( \varepsilon^j_R(M, N) \) was defined for every \( j \). Using our notation, this invariant can be defined by the formula

\[
\varepsilon^j_R(M, N) = g^{\dim R - j}(\omega^j_R(M, N)) = \sum_{i=0}^{j} (-1)^i g^{\dim R - j}(\text{Ext}^i_R(M, N)).
\]

If \( R \) is regular in codimension \( u < \dim R \), then, in view of (3.1.2) we have

\[
\gamma^u_R(M, N) = g^{\dim R - u}(\rho^u_R(M, N)) = \varepsilon^u_R(M, N) - g^{\dim R - u}(\phi_R(M, N)).
\]

(3.2.1)

We now interpret the terminology introduced after [3, Proposition 6] using our notation. Set \( d = \dim R \) and let \( u \) be an integer. In loc. cit. the sequence of coefficients of the Laurent series expansion of \( \phi_R(M, N) \) around \( t = 1 \) and the sequence \( \{\varepsilon^j_R(M, N)\}_j \) are said to agree up to level \( u \) if

\[
\phi_R(M, N)(t) = \sum_{j=0}^{u} \varepsilon^j_R(M, N) \frac{1}{(1 - t)^{d - j}} + O\left(\frac{1}{(1 - t)^{d - u - 1}}\right).
\]

(3.2.2)

Set

\[
\varphi(t) = \phi_R(M, N) - \sum_{j=0}^{u} \varepsilon^j_R(M, N) \frac{1}{(1 - t)^{d - j}} = \phi_R(M, N) - \sum_{n=d-u}^{d} \frac{\varepsilon^{d-n}_R(M, N)}{(1 - t)^n}.
\]

(3.2.3)

The Eq. (3.2.2) holds if and only if \( o(\varphi) = -(d - u) \). Since \( o(\phi_R(M, N)) \geq -d \), this is equivalent to \( g^n(\varphi) = 0 \) for all \( n \) with \( d - u \leq n \leq d \). Note that

\[
g^n(\varphi) = g^n(\phi_R(M, N)) - \varepsilon^{d-n}_R(M, N)
\]

\[
= g^n(\phi_R(M, N)) - g^n(\omega^{d-n}_R(M, N))
\]

\[
= g^n(\rho^{d-n}_R(M, N)).
\]

Consequently, the sequence of coefficients of the Laurent expansion of \( \phi_R(M, N) \) around \( t = 1 \) and the sequence \( \{\varepsilon^j_R(M, N)\}_j \) agree up to level \( u \) if and only if

\[
g^n(\rho^{d-n}_R(M, N)) = 0 \quad \text{for all } n \text{ with } d - u \leq n \leq d.
\]

### 3.3 Equivalent conditions for bounds on orders

Assume now that \( R \) is regular in codimension \( u < \dim R \). In view of (3.1.2), the following statements are equivalent:
The sequence of coefficients of the Laurent series expansion of \( \phi_R(M, N) \) around \( t = 1 \) and the sequence \( \{ \varepsilon_R^j(M, N) \} \) agree up to level \( u \);

(2) \( \gamma_R^0(M, N) = 0 \) for all \( n \geq \dim R - u \);

(3) \( o(\rho_R^u(M, N)) > (\dim R - u) \);

(4) \( o(\rho_R^j(M, N)) > (\dim R - u) \) for all \( j \geq u \).

If \( \ell = 1 \) then \( o(M, N) < \infty \), use (2.11.4) to see that these conditions are also equivalent to

(5) \( o(\rho_R^j(M, N)) > (\dim R - u) \).

### 3.4 Biadditivity

If \( R \) is regular in codimension \( u < \dim R \), then \( \varepsilon_R^u(\cdot, \cdot) \) is biadditive on short exact sequences, see [3, Lemma 11]. Since \( g^{\dim R - u}(\phi_R(\cdot, \cdot)) \) is also biadditive, we conclude from (3.2.1) that \( \gamma_R^{\dim R - u}(\cdot, \cdot) \) is biadditive on short exact sequences.

In view of the interpretation in 3.3, further translation of [3, Theorem 7] yields:

**Proposition 3.5** Let \( R \) be a graded ring as in 2.1 and let \( M \) and \( N \) be finitely generated graded \( R \)-modules. The following hold:

(1) If \( R \) has a unique prime \( \mathfrak{p} \) of codimension 0 and \( R_\mathfrak{p} \) is a field, then

\[
o(\rho_R^0(M, N)) > -\dim R.
\]

(2) If \( R \) is an integral domain that is regular in codimension 1, then

\[
o(\rho_R^1(M, N)) > -(\dim R - 1).
\]

(3) If \( R \) is a unique factorization domain that is regular in codimension 2, then

\[
o(\rho_R^2(M, N)) > -(\dim R - 2).
\]

\[\Box\]

The next result is inspired by results of [3] recorded above, and improves on the first inequality in (2.14.5), under additional hypotheses. Let \( K \) be the total ring of fractions of \( R \). We say an \( R \)-module \( M \) has rank \( r \) if \( M \otimes_R K \) is a free \( K \)-module of rank \( r \). We say \( M \) has a rank if there is an integer \( r \) such that \( M \) has rank \( r \).

**Proposition 3.6** Let \( R \) be a graded ring as in 2.1, and assume it is Gorenstein. Let \( M \) and \( N \) be finitely generated graded \( R \)-modules. Set \( v = \min(\dim M, \dim N) \) and assume \( v > 0 \), \( R \) is regular in codimension \( \dim R - v \) and, if \( v = \dim R \), then \( M \) or \( N \) has a rank.

Then \( o(\rho_R^{\dim R - v}(M, N)) > -v \).

**Proof** Set \( d = \dim R \) and \( u = d - v \). Since \( v > 0 \), we have \( u < d \).

By (2.14.5), we know \( o(\rho_R^u(M, N)) \geq -v \), and hence \( g^n(\rho_R^u(M, N)) = 0 \) for all \( n > v \). The inequality \( o(\rho_R^u(M, N)) > -v \) is thus equivalent to \( g^v(\rho_R^u(M, N)) = 0 \). Recall that \( \gamma_R^v(M, N) = g^v(\rho_R^u(M, N)) \) by (3.1.2). Since \( R \) is regular in codimension \( u \), we know that \( \gamma_R^v(\cdot, \cdot) \) is biadditive on short exact sequences by 3.4.

**Case 1** Assume \( \dim N = v \) and if \( v = d \) (that is, \( u = 0 \)) then \( M \) has a rank.

If \( u > 0 \), then, since \( R \) is regular in codimension \( u \), it is regular in codimension 1, hence it is a (normal) domain, cf. [8, Theorem 2.2.22], and thus \( M \) has a rank in this case as well.
If \( M \) is free, then \( \rho^u_R(M, N) = 0 \) by 2.13, hence \( \gamma^u_R(M, N) = 0 \). In general, we observe that it suffices to assume that \( M \) is maximal Cohen–Macaulay, by replacing \( M \) with a high enough syzygy. Indeed, this follows from the fact that the biadditivity of \( \gamma^u_R(-, -) \) on short exact sequences gives that if \( M' \) is a syzygy of \( M \), then \( \gamma^u_R(M, N) = 0 \) if and only if \( \gamma^u_R(M', N) = 0 \). The hypothesis that \( M \) has a rank is preserved when replacing \( M \) with a syzygy.

Thus we may assume that \( M \) is maximal Cohen–Macaulay and has rank \( a \). Since \( R \) is regular in codimension \( u \), we see that \( M_p \) is free for all homogeneous prime ideals with codim \( p \leq u \) and hence \( (\text{Ext}^i_R(M, N))_p = 0 \) for all \( i > 0 \) for all such \( p \). This implies \( \dim_R \text{Ext}^i_R(M, N) < v \) for all \( i > 0 \), and hence

\[
g_j^i(\text{Ext}^i_R(M, N)) = 0 \quad \text{for all } j \geq v \text{ and all } i > 0.
\]

by (2.10.2). We conclude \( \gamma^u_R(M, N) = g^v(\rho^0_R(M, N)) \), see (2.11.2) and (2.11.3). It suffices thus to show that \( g^v(\text{Hom}_R(M, N)) = g^v(\phi_R(M, N)) \).

Since \( M \) has rank \( a \) and \( M_p \) is free for all \( p \) with codim \( p \leq u \), we conclude \( M_p \cong (R_p)^a \) for all \( p \) with codim \( p = 0 \). Further, since \( \dim M = d \), we use formula (2.10.3) to obtain:

\[
g^d(M) = \sum_{p \in \text{Proj}(R), \text{codim } p = 0} \lambda_{R_p}(M_p)g^d(R/p)
\]

\[
= \sum_{p \in \text{Proj}(R), \text{codim } p = 0} a \lambda_{R_p}(R_p)g^d(R/p)
\]

\[
= ag^d(R) .
\]

Using then (2.14.3), we have

\[
g^v(\phi_R(M, N)) = \frac{g^d(M)g^v(N)}{g^d(R)} = ag^v(N) .
\]

As \( \dim N = v \), we can choose \( p \in \text{Supp}_R N \) with codim \( p = u \). We have \( M_p \cong (R_p)^a \), hence \( \text{Hom}_{R_p}(M_p, N_p) \cong (N_p)^a \neq 0 \), so \( p \) is in \( \text{Supp}_R(\text{Hom}_R(M, N)) \). It follows that \( \dim_R(\text{Hom}_R(M, N)) \geq v \). We conclude \( \dim_R(\text{Hom}_R(M, N)) = v \), since the reverse inequality also holds. We use then (2.10.3) again as follows:

\[
g^v(\text{Hom}_R(M, N)) = \sum_{p \in \text{Proj}(R), \text{codim } p = u} \lambda_{R_p}(\text{Hom}_{R_p}(M_p, N_p))g^v(R/p)
\]

\[
= \sum_{p \in \text{Proj}(R), \text{codim } p = u} a \lambda_{R_p}(N_p))g^v(R/p)
\]

\[
= ag^v(N) .
\]

We conclude \( g^v(\text{Hom}_R(M, N)) = g^v(\phi_R(M, N)) \), and hence \( \gamma^v_R(M, N) = 0 \).

**Case 2** Assume \( \dim M = v \) and if \( v = d \) (so \( u = 0 \)) then \( N \) has a rank.

As in Case 1, we see that \( N \) has a rank when \( v < d \) as well, since \( R \) is a domain in this case.

If \( N \) is free, then we have \( \rho^j_R(M, N) = 0 \) for all \( j > \dim R \) by 2.13, since \( R \) is Gorenstein. Since \( \gamma^v_R(M, N) = g^v(\rho^j_R(M, N)) \) for all \( j \geq u \) by (3.1.2), we see that \( \gamma^v_R(M, N) = 0 \) in this case. In general, we observe that it suffices to assume that \( N \) is maximal Cohen–Macaulay, by
replacing $N$ with a high enough syzygy. Indeed, this follows from the fact that the biadditivity of $\gamma^v_R(-, -)$ on short exact sequences gives that if $N'$ is a syzygy of $N$, then $\gamma^v_R(M, N') = 0$ if and only if $\gamma^v_R(M, N) = 0$. The hypothesis that $N$ has a rank is preserved when replacing $N$ with a syzygy.

Thus we may assume that $N$ is maximal Cohen–Macaulay and has rank $b$. Since $\dim M = v$, we can find a sequence $x$ of length $u$ in $\Ann M$ that is regular on $N$. In particular, it follows that $\Ext^i_R(M, N) = 0$ for all $i < u$. To show $\gamma^v_R(M, N) = 0$, it suffices thus to show that $(-1)^u g^v(\Ext^u_R(M, N)) = g^v(\phi_R(M, N))$.

The module $M$ admits a finite filtration with subquotients of the form $R/q(i)$ with $q \in \Proj(R)$ and codim $q \geq u$. Since $\gamma^v_R(-, -)$ is biadditive on short exact sequences, it suffices to prove $\gamma^v_R(R/q(i), N) = 0$ for all $i$ and all $q \in \Proj(R)$ with codim $q \geq u$. If codim $q > u$, then dim $R/q(i) < v$, hence (2.14.5) gives:

$$o(\rho^j(R/q(i), N)) \geq -\min[\dim R/q(i), \dim R] = -\dim R/q(i) \geq -(v - 1)$$

for all $j$, and hence $\gamma^v_R(R/q(i), N) = 0$, cf. the equivalence (2)$\iff$(3) in 3.3. We may assume thus codim $q = u$, so that dim $R/q(i) = v$, and $M = R/q(i)$.

By 2.12, we have $o(\rho^u_R(R/q(i), N)) = o(\rho^u_R(R/q, N))$. It suffices thus to assume $M = R/q$ with codim $q = u$.

Since $N$ is maximal Cohen–Macaulay and $R$ is regular in codimension $u$, we know that $N_p$ is free for all $p$ with codim $p \leq u$. Since $N$ has rank $b$, we have then $N_p = (R_p)^b$ for all $p$ with codim $p \leq u$. Note that $(\Ext^u_R(R/q, N))_q = \Ext^u_{R_q}(k(q), (R_q)^b) \cong k(q)^b \neq 0$, hence $q$ belongs to $\Supp(\Ext^u_R(R/q, N))$. Since we have dim $R(\Ext^u_R(R/q, N)) \leq v$, we conclude dim $R(\Ext^u_R(R/q, N)) = v$.

We have:

$$g^v(\Ext^u_R(R/q, N)) = \sum_{p \in \Proj(R), \text{ codim } p = u} \lambda_{R_p} \left(\Ext^u_{R_p}((R/q)_p, N_p)\right) g^u(R/p)$$

$$= b\lambda_{R_q} \left(\Ext^u_{R_q}(k(q), R_q)\right) g^v(R/q)$$

$$= bg^v(R/q).$$

On the other hand, $g^d(N) = bg^d(R)$ by an argument similar to that in (3.6.1). Using further (2.14.3), we have

$$g^v(\phi_R(R/q, N)) = (-1)^u g^v(\phi_R(R/q)) g^d(N) = (-1)^u b g^u_R(R/q)$$

and this implies $\gamma^v_R(R/q, N) = 0$, completing the proof of Case 2.

Finally, note there are no remaining cases: if $v = d$ then dim $M = \dim N = d$, and so if either $M$ or $N$ has a rank, then one of the above cases apply.

\[\square\]

### 4 Reducing complexity

As indicated by the title, the purpose of this section is to establish results which will later allow us to craft induction arguments by reducing the complexity of a pair of modules.

We maintain the setting in Sect. 2, and assume that $R$ is a graded complete intersection and that $M$ and $N$ are finitely generated graded $R$-modules. In particular, $R = Q/(f_1, \ldots, f_c)$.
where \( Q = k[x_1, \ldots, x_r] \) is a polynomial ring over a field \( k \) with variables \( x_i \) of positive degree and \( f_1, \ldots, f_c \) is a homogeneous \( Q \)-regular sequence. Let \( e_i = \deg(f_i) \) for each \( i \).

### 4.1 Graded Eisenbud operators

Let \((F, \partial)\) be a minimal graded free resolution of \( M \) over the ring \( R \):

\[
(F, \partial) = 0 \rightarrow F_1 \rightarrow F_0 \rightarrow \cdots \rightarrow F_{i-1} \rightarrow F_i \rightarrow \cdots
\]

and for each \( i \geq 0 \) set \( \Omega^R_i M = \text{Coker}(\partial_{i+1}) \), the \( i \)th syzygy of \( M \). There are exact sequences

\[
0 \rightarrow \Omega^R_i M \rightarrow F_{i-1} \rightarrow \Omega^R_{i-1} M \rightarrow 0.
\]

We consider the Eisenbud operators \( \tau^1, \ldots, \tau^c \), as constructed in Eisenbud’s [14], see also [1, Construction 9.1.5]. In our graded setting, each operator \( \tau^n \) is a chain map on \( F \) of bidegree \((-2, -e_n)\):

\[
\tau^i_j : F_{j+2} \rightarrow F_j(-e_n).
\]

These are constructed as follows: Let \((\tilde{F}, \tilde{\partial})\) be a lifting of \( F \) to \( Q \), so that \((F, \partial) = (\tilde{F} \otimes_Q R, \tilde{\partial} \otimes_Q R)\). The relation \( \partial^2 = 0 \) yields \( \tilde{\partial}^2(\tilde{F}) \subseteq (f_1, \ldots, f_c)\tilde{F} \), hence we can choose homological degree \(-2\) graded endomorphisms \( \tilde{\tau}^n : \tilde{F} \rightarrow (\tilde{F})(-e_n) \) such that \( \tilde{\partial}^2 = \sum_{n=1}^c f_n \tilde{\tau}^n \). Set \( \tau^n = \tilde{\tau}^n \otimes_Q R \).

The Eisenbud operators determine maps of graded \( R \)-modules

\[
\chi^i_J : \text{Ext}^i_R(M, N)(e_n) \rightarrow \text{Ext}^{i+2}_R(M, N).
\]

These maps turn \( \bigoplus_{i,j} \text{Ext}^j_R(M, N)_i \) into a bigraded module over a bigraded polynomial ring \( R[\chi_1, \ldots, \chi_c] \) with variables \( \chi_n \) of bidegree \((2, -e_n)\). Furthermore, \( \bigoplus_{i,j} \text{Ext}^j_R(M, N)_i \) is a finitely generated \( R[\chi_1, \ldots, \chi_c] \)-module, as proved by Gulliksen [15], see also [1, Theorem 9.1.4].

The following lemma is a standard argument on the existence of superficial elements. We spell out a proof in order to properly address the fact that, in our context, such elements can be chosen bihomogeneous.

**Lemma 4.2** Assume that \( k \) is infinite. There exist then an integer \( e \geq 0 \), a bihomogeneous element \( \chi \in R[\chi_1, \ldots, \chi_c] \) of bidegree \((2, -e)\) and an integer \( s \geq 0 \) such that \( \chi \) is a non-zerodivisor on \( \text{Ext}^s_R(M, N) \).

**Proof** Set \( X = \bigoplus_{i,j} \text{Ext}^j_R(M, N)_i \) and \( \mathcal{R} = R[\chi_1, \ldots, \chi_c] \). By the previous comments, \( X \) is a bigraded finitely generated \( \mathcal{R} \)-module. We use here a primary decomposition argument. Since \( \mathcal{R} \) is bigraded by the monoid \( \mathbb{N} \times -\mathbb{N} \), all ideals in this proof are bihomogeneous. We refer to Northcott [21, Section 2.13] for a treatment of primary decomposition in a bigraded setting. Choose a primary decomposition

\[
0 = q_1' \cap \cdots \cap q_m' \cap q_1 \cap \cdots \cap q_n
\]

of the zero submodule of \( X \), where the associated primes \( p_i' \) of \( q_i' \) do not contain \( \mathcal{R}_{2,\ast} \) and the associated primes \( p_i \) of \( q_i \) contain \( \mathcal{R}_{2,\ast} \). Set \( S_i = p_i' \cap \mathcal{R}_{2,\ast} \). Since each \( S_i \) is properly contained in \( \mathcal{R}_{2,\ast} \), Nakayama’s Lemma shows that \( (S_i + m\mathcal{R}_{2,\ast})/m\mathcal{R}_{2,\ast} \) is a proper subspace of \( \mathcal{R}_{2,\ast}/m\mathcal{R}_{2,\ast} \). Since \( k \) is infinite, we have \( \bigcup_{i=1}^n (S_i + m\mathcal{R}_{2,\ast})/m\mathcal{R}_{2,\ast} \neq \mathcal{R}_{2,\ast}/m\mathcal{R}_{2,\ast} \). There exists thus an integer \( e \geq 0 \) and an element \( \chi \) of bidegree \((2, -e)\) such that \( \chi \notin S_i \) for all \( i \).
hence $\chi \notin p'_i$ for all $i$. Since $q'_i$ is primary to $p'_i$ for each $i$, it follows that $(0 : X \chi) \subseteq q'_i$ for each $i$.

Since each $p_i$ is finitely generated and $p_i = \sqrt{\text{ann}(X/q_i)}$, there exists $a_i$ such that $p_{ai} \subseteq \text{ann}(X/q_i)$. As $\mathcal{R}_{2, *} \subseteq p_i$, we have $(\mathcal{R}_{2, *})^{a_i} \subseteq \text{ann}(X/q_i)$ for each $i$. Choose $a$ large enough such that

$$(\mathcal{R}_{2, *})^{a} \subseteq \text{ann}(X/q_1) \cap \cdots \cap \text{ann}(X/q_n)$$

and hence

$$(\mathcal{R}_{2, *})^{a} X \subseteq q_1 \cap \cdots \cap q_n.$$  

Since $X$ is finitely generated and the generators $\chi_i$ of $\mathcal{R}_+$ have bidegree $(2, -e_i)$, for $j \gg 0$ we have $X^{j, *} \subseteq (\mathcal{R}_{2, *})^{a} X$ for $j$ sufficiently large. Thus

$$(0 : X \chi) \cap X^{j, *} \subseteq (0 : X \chi) \cap (\mathcal{R}_{2, *})^{a} X \subseteq q'_1 \cap \cdots \cap q'_m \cap q_1 \cap \cdots \cap q_n = 0$$

for $j \gg 0$. \hfill \qed

### 4.3 Convention for the case when $\text{cx}_R(M, N) = 1$

Assume $\text{cx}_R(M, N) < \infty$. If $\text{cx}_R(M, N) = 1$, then there exists an integer $t$ such that $\lambda(\text{Ext}_R^i(M, N)) = \lambda(\text{Ext}_R^{i+2}(M, N))$ for all $i \geq t$; see [2, Theorem 5.6(4)]. Assume also that $k$ is infinite. In this case, we make the convention that the integer $s$ in Lemma 4.2 is chosen so that $s \geq t$. This ensures that the element $\chi$ coming from the lemma induces an isomorphism $\text{Ext}_R^i(M, N)(e) \to \text{Ext}_R^{i+2}(M, N)$ for all $i \geq s$.

### 4.4 Construction

Assume $\text{cx}_R(M, N) > 0$ and $k$ is infinite. Let $\chi$ and $s$ be as in Lemma 4.2. Let $n > s$. Since $\chi$ has cohomological degree 2, it is a linear combination of the elements $\chi_i$, and it comes thus from a chain map $\tau$ on $F$ with

$$\tau_j : F_{j+2} \to F_j(-e)$$

for all $j \geq 0$. As in the proof of [5, Proposition 2.2(i)], with the added observation that all maps involved are maps of graded $R$-modules, this chain map induces a map $\Omega_{n+2} R M \to \Omega_{n+1} R M(-e)$ and a commutative pushout diagram with exact rows

$$\begin{array}{cccc}
0 & \to & \Omega_{n+2} R M & \to & F_{n+1} & \to & \Omega_{n+1} R M & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & \uparrow & \downarrow & & \downarrow \\
0 & \to & \Omega_{n} R M(-e) & \to & K & \to & \Omega_{n+1} R M & \to & 0 \\
\end{array}$$

(4.4.1)
such that the connecting homomorphisms in the long exact sequence in homology induced by the bottom row are given by multiplication by $\chi$:

$$\Ext^{i-1}_R(\Omega^R_n M(-e), N) \xrightarrow{\chi} \Ext^{i}_R(\Omega^R_{n+1} M, N)$$

for all $i > 1$. Since $n \geq s + 1$, these maps are injective for all $i > 1$.

Therefore, for each $n > s$ there exists a graded $R$-module $K$ (depending on $n$) such that we have exact sequences

$$0 \rightarrow \Hom_R(\Omega^R_{n+1} M, N) \rightarrow \Hom_R(K, N) \rightarrow \Hom_R(\Omega^R_n M, N)(e) \rightarrow \Ext^2_R(M, N) \rightarrow \Ext^1_R(K, N) \rightarrow 0 \quad (4.4.2)$$

and, for all $i > 1$,

$$0 \rightarrow \Ext^{i+n-1}_R(M, N)(e) \rightarrow \Ext^{i+n}_R(M, N) \rightarrow \Ext^i_R(K, N) \rightarrow 0 \quad (4.4.3)$$

When $f_R(M, N) < \infty$ and $cx_R(M, N) = 1$, with the convention in 4.3 in place, we get

$$\Ext^i_R(K, N) = 0 \quad \text{and} \quad \Ext^{i+n-1}_R(M, N) \cong \Ext^{i+n}_R(M, N) \quad (4.4.4)$$

for all $i > 1$.

### 4.5 Reducing complexity

Assume $\ell = f_R(M, N) < \infty$ and $k$ is infinite. Choose $s$ as in Lemma 4.2 and also 4.3, and let $n > \max\{s, \ell\}$. Let $K$ be the $R$-module (depending on $n$) constructed in 4.4. Additionally, assume $cx_R(M, N) > 0$.

A length count in the exact sequence (4.4.3) gives $f_R(K, N) \leq 1$ and

$$\beta^R_i(K, N) = \beta^R_{i+n+1}(M, N) - \beta^R_{i+n-1}(M, N) \quad (4.5.1)$$

for all $i > 1$, yielding equalities

$$cx_R(K, N) = cx_R(M, N) - 1 \quad (4.5.2)$$

$$h_R(K, N) = 2(-1)^{n+1}(cx_R(M, N) - 1)h_R(M, N). \quad (4.5.3)$$

We note that (4.5.2) follows directly from the definition of complexity. We give below an explanation for (4.5.3). Indeed, set $r = cx_R(M, N)$. As described in Sect. 2, there exists an integer $i_0$ such that

$$\beta^R_{2i}(M, N) = a_{r-1}(2i)^{r-1} + \cdots + a_1(2i) + a_0$$

$$\beta^R_{2i+1}(M, N) = b_{r-1}(2i + 1)^{r-1} + \cdots + b_1(2i + 1) + b_0$$

$\square$ Springer
for all $i \geq i_0$, and $h_R(M, N) = a_{r-1} - b_{r-1}$. If $n$ is even, then using (4.5.1), we have for all $j > i_0$:

$$
\beta_{2j}^R(K, N) = b_{r-1} \left( (2j + n + 1)^{r-1} - (2j + n - 1)^{r-1} \right) + \cdots \\
= 2(r-1)b_{r-1}(2j)^{r-2} + \cdots , \quad \text{and} \\
\beta_{2j+1}^R(K, N) = a_{r-1} \left( (2j + n + 2)^{r-1} - (2j + n)^{r-1} \right) + \cdots \\
= 2(r-1)a_{r-1}(2j + 1)^{r-2} + \cdots .
$$

These equalities show

$$
h_R(K, N) = 2(r-1)(b_{r-1} - a_{r-1}) = -2(r-1)h_R(M, N).
$$

If $n$ is odd, we similarly obtain

$$
h_R(K, N) = 2(r-1)(a_{r-1} - b_{r-1}) = 2(r-1)h_R(M, N).
$$

We now set the stage for the proof of Theorem 2 in the introduction.

**Proposition 4.6** Adopt the setting in 4.5. The following holds:

$$
\rho^1_R(K, N)(t) = (-1)^n(t^{-e} - 1)\rho^n_R(M, N)(t) + H(\Ext^{n+1}_R(M, N), t) \\
\quad \quad \quad \quad - H(\Ext^{n+2}_R(M, N), t).
$$

**Proof** Identifying $\Ext^1_R(\Omega^R_{i-1} M, N)$ with $\Ext^i_R(M, N)$, the short exact sequence (4.1.1) gives an exact sequence

$$
0 \to \Hom_R(\Omega^R_{i-1} M, N) \to \Hom_R(F_i, N) \to \Hom_R(\Omega^R_i M, N) \to \Ext^i_R(M, N) \to 0.
$$

Recall we have an equality $H(\Hom_R(F_i, N), t) = \phi_R(F_i, N)(t)$, see 2.13. In view of this equality, a Hilbert series count on this exact sequence gives

$$
H(\Hom_R(\Omega^R_i M, N), t) = -H(\Hom_R(\Omega^R_{i-1} M, N), t) + H(\Ext^i_R(M, N), t) \\
\quad \quad \quad \quad + \phi_R(F_i, N)(t).
$$

As $\phi_R(-, -)$ is biadditive on short exact sequences, (4.1.1) gives

$$
\phi_R(\Omega^R_i M, N)(t) + \phi_R(\Omega^R_{i-1} M, N)(t) = \phi_R(F_i, N)(t).
$$

Combining (4.6.1) and (4.6.2), we have:

$$
H(\Hom_R(\Omega^R_i M, N), t) - \phi_R(\Omega^R_i M, N)(t) \\
= - \left( H(\Hom_R(\Omega^R_{i-1} M, N), t) - \phi_R(\Omega^R_{i-1} M, N)(t) \right) + H(\Ext^i_R(M, N), t).
$$

Applying this repeatedly, starting with $i = n$ and ending with $i = 1$, we obtain:

$$
H(\Hom_R(\Omega^R_n M, N), t) - \phi_R(\Omega^R_n M, N)(t) = (-1)^n\rho^n_R(M, N)(t).
$$

The exact sequence (4.4.2) gives

$$
H(\Hom_R(K, N), t) - H(\Ext^1_R(K, N), t) \\
= H(\Hom_R(\Omega^R_{n+1} M, N), t) + t^{-e}H(\Hom_R(\Omega^R_n M, N), t) - H(\Ext^{n+2}_R(M, N), t).
$$

In addition, the bottom short exact sequence in the diagram (4.4.1) gives

$$
\phi_R(K, N)(t) = \phi_R(\Omega^R_{n+1} M, N)(t) + t^{-e}\phi_R(\Omega^R_n M, N)(t).
$$
Combining (4.6.5) and (4.6.6), we have
\[ H(\text{Hom}_R(K, N), t) - H(\text{Ext}^1_R(K, N), t) - \phi_R(K, N)(t) \]
\[ = H(\text{Hom}_R(\Sigma_{n+1} M, N), t) - \phi_R(\Sigma_{n+1} M, N)(t) \]
\[ + t^{-e} \left( H(\text{Hom}_R(\Omega^2_{n} M, N), t) - \phi_R(\Omega^2_{n} M, N)(t) \right) \]
\[ - H(\text{Ext}^{n+2}_R(M, N), t). \]

The left-hand side of this equation is \( \rho^1_R(K, N) \). Using also (4.6.3), this yields
\[ \rho^1_R(K, N) = (t^{-e} - 1) \left( H(\text{Hom}_R(\Omega^2_{n} M, N), t) - \phi_R(\Omega^2_{n} M, N)(t) \right) \]
\[ + H(\text{Ext}^{n+1}_R(M, N), t) - H(\text{Ext}^{n+2}_R(M, N), t). \]

Finally, using (4.6.4) to rewrite the right-hand side of this expression produces the sought after equality.

We end the section by pointing out that the assumption that \( k \) is infinite is not essential to the arguments elsewhere in this paper.

**Remark 4.7** If \( k \) is not infinite, we may consider a faithfully flat ring extension \( R \to R' \), where \( R' = k'[x_1, \ldots, x_r]/(f_1, \ldots, f_c) \) for an infinite field extension \( k' \) of \( k \). Let \( M' = R' \otimes_R M \) and \( N' = R' \otimes_R N \). Length is invariant under faithfully flat ring extensions, so that \( \text{Ext}^i_R(M, N) = \text{Ext}^i_{R'}(M', N') \) and \( \rho^i_R(M, N) = \rho^i_{R'}(M', N') \) for all \( i \geq f_R(M, N) \). Thus \( \text{cx}_R(M, N) = \text{cx}_{R'}(M', N') \) and \( h_R(M, N) = h_{R'}(M', N') \). Furthermore, the Hilbert series of a given \( R' \)-module is the same as its Hilbert series when considered as an \( R \)-module, so in particular, \( \rho^j_{R'}(M', N') = \rho^j_R(M, N) \) for any integer \( j \geq 0 \).

## 5 Vanishing of \( h_R(M, N) \)

In this section we prove the theorems announced in the introduction.

**Theorem 5.1** Let \( R \) be a graded complete intersection and let \( M \) and \( N \) be finitely generated graded \( R \)-modules with \( f_R(M, N) < \infty \) and \( \text{cx}_R(M, N) \geq 1 \). Set \( r = \text{cx}_R(M, N) \) and \( \ell = f_R(M, N) \).

The following hold:

1. \( o(\rho^\ell_R(M, N)) \geq -r \), and
2. \( h_R(M, N) = 0 \) if and only if \( o(\rho^\ell_R(M, N)) > -r \).

**Proof** In view of Remark 4.7, we may assume that the underlying field is infinite, so that the results of Section 4 apply. We choose the integers \( n, s \) and the \( R \)-module \( K \) as in 4.5.

The equivalence \((2) \iff (3)\) in 3.3 shows that the inequality \( o(\rho^\ell_R(M, N)) \geq -r \) is equivalent to \( o(\rho^n_R(M, N)) \geq -r \) and also, since \( r \geq 1 \), that the inequality \( o(\rho^\ell_R(M, N)) > -r \) is equivalent to \( o(\rho^n_R(M, N)) > -r \).

The proof relies on using the formula in Proposition 4.6. Set
\[ A(t) = H(\text{Ext}^{n+1}_R(M, N), t) - H(\text{Ext}^{n+2}_R(M, N), t). \]

With this notation, the formula becomes:
\[ \rho^1_R(K, N)(t) = (-1)^n(t^{-e} - 1)\rho^n_R(M, N)(t) + A(t). \] (5.1.1)
Note that \(o(t^{-\varepsilon} - 1) = 1\). Since \(n > \ell\), we have \(A(t) \in \mathbb{Z}[t, t^{-1}]\), so \(o(A) \geq 0\), and \(o(A) \geq 1\) if and only if \(A(1) = 0\), cf. 2.8.

We prove both statements by induction on \(r\).

First assume \(r = 1\). We have then \(\rho_R^1(K, N) = 0\) by 2.13 and (4.4.4), hence formula (5.1.1) becomes

\[
(-1)^{n}(t^{-\varepsilon} - 1)\rho_R^n(M, N)(t) = -A(t).
\]

Since \(o(t^{-\varepsilon} - 1) = 1\) and \(o(A) \geq 0\), we see from this that \(o(\rho_R^n(M, N)) \geq -1\). This proves the base case of (1). For (2), note that \(o(\rho_R^n(M, N)) \geq 0\) if and only if \(o(A) \geq 1\), and that \(o(A) \geq 1\) if and only if \(A(1) = 0\). Thus (2) holds for \(r = 1\) if and only if \(\beta_R^n(M, N) \geq \beta_R^n(M, N)\). In view of the isomorphisms in (4.4.4), this equality is equivalent to \(\beta_R^n(M, N) = \beta_R^n(M, N)\) for all \(j \geq 0\), or equivalently, \(h_R(M, N) = 0\). Thus the base case of (2) also holds.

Next assume \(r > 1\) and that the statements hold for pairs of modules of complexity \(r - 1\). By 4.5, we know \(c_X(K, N) = r - 1\) and \(\ell' = f_R(K, N) \leq 1\). The induction hypothesis gives that \(o(\rho_R^n(K, N)) \geq -r + 1\), and \(o(\rho_R^n(K, N)) > -r + 1\) if and only if \(h_R(K, N) = 0\). Using the equivalence (2) \(\iff\) (3) in 3.3 as in the beginning of the proof, we can replace \(o(\rho_R^n(K, N))\) by \(o(\rho_R^1(K, N))\) in these statements.

Using then (2.9.2), (2.9.1) and (5.1.1), and the fact that \(o(A) \geq 0\) and \(o(t^{-\varepsilon} - 1) = 1\), we have:

\[
1 + o(\rho_R^n(M, N)) = o((-1)^{n}(t^{-\varepsilon} - 1)\rho_R^n(M, N)) = o(\rho_R^1(K, N)) - A(t)
\]

and hence \(o(\rho_R^n(M, N)) \geq -r\). Similar arguments show that \(o(\rho_R^n(K, N)) > -r + 1\) if and only if \(o(\rho_R^n(M, N)) > -r\). Since \(h_R(M, N) = 0\) if and only if \(h_R(K, N) = 0\) by (4.5.3), this completes the proof of (2).

We now prove our main results on the vanishing of \(h_R(M, N)\) for pairs of modules with large complexity relative to dimension; the first gives bounds that depend on \(\dim R\), while the bounds in Theorem 5.3 depend on \(\dim M\) and \(\dim N\) as well.

**Theorem 5.2** Let \(R\) be a graded complete intersection and let \(M\) and \(N\) be finitely generated graded \(R\)-modules such that \(f_R(M, N) < \infty\) and \(c_X(R, M, N) \geq 1\).

The equality \(h_R(M, N) = 0\) holds under any of the following conditions:

1. \(c_X(R, M, N) > \dim R\).
2. \(c_X(R, M, N) = \dim R\) and \(R\) has a unique prime ideal \(p\) of codimension 0 and \(R_p\) is a field.
3. \(c_X(R, M, N) = \dim R - 1\) and the ring \(R\) is regular in codimension 1.
4. \(c_X(R, M, N) = \dim R - 2\) and \(R\) is a unique factorization domain which is regular in codimension 2.

**Proof** Set \(r = c_X(R, M, N)\) and \(\ell = f_R(M, N)\). By Theorem 5.1, it is sufficient to show \(o(\rho_R^1(M, N)) > -r\).

The inequality \(o(\rho_R^1(M, N)) > -r\) follows from (2.14.5) under the hypothesis on complexity in (1). The remaining parts (2), (3), and (4) follow from [3], as interpreted in Proposition 3.5 in view of 3.3.

Finally, a proof of Theorem 1 from the introduction is contained in following:
Theorem 5.3 Let $R$ be a graded complete intersection and let $M$ and $N$ be finitely generated graded $R$-modules such that $f_R(M, N) < \infty$ and $cx_R(M, N) \geq 1$.

The equality $h_R(M, N) = 0$ holds under any of the following conditions:

1. $cx_R(M, N) > \max\{\dim R/(\ann M + \ann N), \dim M + \dim N - \dim R\}$.
2. $cx_R(M, N) > \min\{\dim M, \dim N\}$.
3. $cx_R(M, N) = \min\{\dim M, \dim N\}$, the ring $R$ is regular in codimension $\dim R - cx_R(M, N)$, and, if $\dim R = cx_R(M, N)$, then $M$ or $N$ has a rank.

**Proof** Set $r = cx_R(M, N)$ and $\ell = f_R(M, N)$. By Theorem 5.1, it is sufficient to show $o(\rho^\ell_R(M, N)) > -r$. Under the hypotheses in (1) and (2), this follows from (2.14.4) and (2.14.5). Under the assumptions in (3), it follows from Proposition 3.6 that $o(\rho^{\dim R - r}_R(M, N)) > -r$, and the conclusion follows from the equivalence (3) $\Leftrightarrow$ (5) in 3.3, with $u = \dim R - r$.

The following corollary gives a cohomological extension, in the graded setting, of Hochster’s result for hypersurfaces mentioned in the introduction.

Corollary 5.4 Let $R$ be a graded complete intersection and let $M$ and $N$ be finitely generated graded $R$-modules with $cx_R(M, N) > \dim R/(\ann M + \ann N)$ and $f_R(M, N) < \infty$. The following are then equivalent:

1. $h_R(M, N) = 0$;
2. $\dim M + \dim N - \dim R < cx_R(M, N)$.

**Proof** (2) $\implies$ (1) follows directly from Theorem 5.3 (1).

Assume now $h_R(M, N) = 0$ and $\dim M + \dim N - \dim R \geq cx_R(M, N)$. The hypothesis implies $\dim M + \dim N - \dim R > \dim R/(\ann M + \ann N)$. In view of (2.14.6), we have

$$o(\rho^j_R(M, N)) = -(\dim M + \dim N - \dim R)$$

for all $j \geq 0$.

and Theorem 5.1 (2) gives

$$-(\dim M + \dim N - \dim R) > -cx_R(M, N)$$

which is a contradiction with our assumption. Hence (2) must hold.

**Remark 5.5** In the case $cx_R(M, N) = 0$, then $h_R(M, N) = 0$ automatically holds, and moreover, $\dim M + \dim N - \dim R \leq \dim R/(\ann M + \ann N)$ also holds. Indeed, if $\dim M + \dim N - \dim R > \dim R/(\ann M + \ann N)$, then in view of (2.14.6), we have $o(\rho^j_R(M, N)) = -(\dim M + \dim N - \dim R)$ for all $j \geq 0$, contradicting 2.13.

6 Pairs of modules with arbitrary complexity

Given a local complete intersection $R$ of codimension $c$ and with residue field $k$, it is known that for any integer $r$ between 1 and $c$ there exists an $R$-module $M$ of complexity $r$, see Avramov et al. [4, (5.7)]. Consequently, one has $cx_R(M, k) = cx_R(M) = r$. One can in fact construct pairs of modules of any given complexity without having to assume that one of the modules is the residue field. We present below a more general construction that makes this point, and also give an example that shows the additional hypotheses in Theorem 5.3(3) are necessary.
Proposition 6.1 Let $Q$ be a ring, let $f_1, \ldots, f_c$ be a $Q$-regular sequence, and set $R = Q/(f_1, \ldots, f_c)$. Assume that one of the following holds:

1. $Q$ is a regular local ring with maximal ideal $n$ and residue field $k$, and $f_1, \ldots, f_c \in n^2$.
2. $Q$ is a polynomial ring over a field $k$ with homogeneous maximal ideal $n$, and $f_1, \ldots, f_c$ is a homogeneous sequence in $n^2$.

Set $R_1 = Q/(f_1, \ldots, f_i)$ and $R_2 = Q/(f_j, \ldots, f_c)$ with $1 \leq i, j \leq c$ and consider the syzygy modules $\tilde{M} = \Omega_{\dim R_1}^R k$ and $\tilde{N} = \Omega_{\dim R_2}^R k$.

The $R$-modules $M = \tilde{M}/(f_{i+1}, \ldots, f_c)\tilde{M}$ and $N = \tilde{N}/(f_1, \ldots, f_{j-1})\tilde{N}$ satisfy $f_R(M, N) < \infty$. If $j \leq i$, then $\text{cx}_R(M, N) = i - j + 1$, otherwise $\text{cx}_R(M, N) = 0$.

**Proof** Assume first that $(Q, n, k)$ is a regular local ring and $f_1, \ldots, f_c \in n^2$ is a $Q$-regular sequence. Since $\tilde{M}$ is a syzygy of the residue field of $R_1$, it has maximal complexity over $R_1$, namely $i$. Moreover, as $\tilde{M}$ is a dim $R_1$th syzygy over $R_1$, a standard depth lemma shows that $\tilde{M}$ is maximal Cohen–Macaulay as an $R_1$-module, and so $f_{i+1}, \ldots, f_c$ is regular on $\tilde{M}$. Similarly, $\tilde{N}$ is an $R_2$-module of complexity $c - j + 1$ such that $f_1, \ldots, f_{j-1}$ is regular on $\tilde{N}$.

Since $f_{i+1}, \ldots, f_c$ is regular on $\tilde{M}$ and annihilates $N$, we have the standard isomorphisms $\text{Ext}_k^n(M, N) \cong \text{Ext}_{R_2}^n(\tilde{M}, N)$ for all $n \geq 0$, see for example [18, Lemma 2, p. 140]. As $\tilde{M}$ is a syzygy of the residue field of $R_1$, for any non-maximal prime $p$ of $R_1$ we have that $\tilde{M}_p$ is a free $(R_1)_p$-module. Thus for any non-maximal prime $p$ of $R$ we obtain $\text{Ext}_R^n(M, N)_p = \text{Ext}_{(R_1)_p}^n(\tilde{M}_p, N_p) = 0$ for all $n > 0$, and so $f_R(M, N) = 0$.

The remainder of the proof uses results and notation found in [6]. In particular, $V_R(M, N)$ is the support variety of the pair $(M, N)$ over $R$, and $V_R(M) = V_R(M, k)$ is that of $M$. Recall from [2] that the dimension of the support variety $V_R(M, N)$ is the complexity (as defined in [2]) of the pair $(M, N)$. Set $I = (f_1, \ldots, f_c)$, $J_1 = (f_1, \ldots, f_i)$, and $J_2 = (f_j, \ldots, f_c)$, and let $\varphi_{J_1} : J_1/nJ_1 \to I/nI$ and $\varphi_{J_2} : J_2/nJ_2 \to I/nI$ denote the natural maps.

By assumption we have $V_{R_1}(\tilde{M}) = J_1/nJ_1$ and $V_{R_2}(\tilde{N}) = J_2/nJ_2$. By [6, Corollary 5.2] we therefore have $V_R(M) = \varphi_{J_1}(J_1/nJ_1)$ and $V_R(N) = \varphi_{J_2}(J_2/nJ_2)$. Putting this together with [2, Theorem 5.6(8)] we find that

$$V_R(M, N) = V_R(M) \cap V_R(N)$$

$$= \varphi_{J_1}(J_1/nJ_1) \cap \varphi_{J_2}(J_2/nJ_2)$$

is a linear subspace of dimension $i - j + 1$ if $j \leq i$, and zero otherwise. This is the complexity of the pair $(M, N)$ as defined in [2]. As these two notions of complexity agree [10, Proposition 2.2], we obtain the desired result in the local case.

Finally, assume instead that $Q$ is a polynomial ring over a field $k$, with homogeneous maximal ideal $n$, and that $f_1, \ldots, f_c$ is a homogeneous sequence in $n^2$. The local ring $R_n$ contains its residue field $k$. The finite length modules $\text{Ext}_{R_n}^n(M_n, N_n)$ are finite dimensional $k$-vector spaces; the same is true of the modules $\text{Ext}_R^n(M, N)$, and $\dim_k \text{Ext}_R^n(M, N) = \dim_k \text{Ext}_{R_n}^n(M_n, N_n)$. Now the local result applies to show the proposition is true in the graded case. \hfill $\Box$

The next example gives modules with $\text{cx}_R(M, N) = \min\{\dim M, \dim N\} \neq 0$. This shows that the additional conditions in part 3 of Theorem 5.3 are necessary.

**Example 6.2** Consider the ring $R = k[x_1, \ldots, x_{2d}]/(x_1x_{d+1}, \ldots, x_dx_{2d})$, for a field $k$, and the $R$-modules $M = R/(\overline{x}_1, \ldots, \overline{x}_r)$, $N = R/(\overline{x}_{r+1}, \ldots, \overline{x}_{2d})$, where $1 \leq r \leq d$. We have then:
(1) \( \dim M = d = \dim R \) and \( \dim N = r; \)
(2) \( c x_R(M, N) = r; \)
(3) \( h_R(M, N) \neq 0; \)
(4) \( R \) is regular in codimension 0, but it does not have a unique minimal prime, and hence it is not regular in codimension 1.

\textbf{Proof} That \( \dim R = d \) follows since \( \dim k[x_1, \ldots, x_{2d}] = 2d \), and \( x_1x_{d+1}, \ldots, x_dx_{2d} \) is a regular sequence of length \( d \). Now one has that the module
\[
M \cong k[x_{r+1}, \ldots, x_{2d}] / (x_{r+1}x_{r+1+d}, \ldots, x_dx_{2d})
\]
has dimension \( d \) since \( k[x_r, \ldots, x_{2d}] \) has dimension \( 2d - r \), and the sequence \( x_{r+1}x_{r+1+d}, \ldots, x_dx_{2d} \) is a regular sequence of length \( d - r \). Also, the dimension of \( N \cong k[x_1, \ldots, x_r] \) is evidently \( r \).

For \( 0 \leq j \leq r \), define \( N_j = N / (x_{j+1}, \ldots, x_r)N \). For \( 1 \leq j \leq r \), there are exact sequences
\[
0 \to N_j \xrightarrow{x_j} N_j \xrightarrow{x_{j-1}} N_j - 1 \to 0.
\]
Since \( x_j \) annihilates \( \text{Ext}_R^i(M, N_j) \) for all \( i \), the resulting long exact sequence in cohomology breaks into short exact sequences
\[
0 \to \text{Ext}_R^i(M, N_j) \to \text{Ext}_R^i(M, N_{j-1}) \to \text{Ext}_R^{i+1}(M, N_j) \to 0.
\]
Set \( E_j(t) = \sum_{i=0}^{\infty} \dim_k \text{Ext}_k^i(M, N_j)t^i \). One has \( E_{j-1}(t) = E_j(t) + \frac{1}{t} E_j(t) \). Since \( N_0 \cong k \), we have \( E_0(t) = P^R_M(t) \), and so we need to compute this Poincaré series. This can be done along the lines of [1, 9.3.7], but we include a different approach here.

The module \( M_1 = k[x_1, x_{d+1}] / (x_1) \) has a very simple free resolution \( F_1 \) over the ring \( R_1 = k[x_1, x_{d+1}] / (x_1x_{d+1}) \); it is a periodic resolution comprised of rank one free modules where the maps alternate between multiplication by \( x_1 \) and multiplication by \( x_{d+1} \). The same is true of the free resolutions \( F_n \) of \( M_n = k[x_n, x_{d+n}] / (x_n) \) over \( R_n = k[x_n, x_{d+n}] / (x_nx_{d+n}) \), for \( 1 < n \leq r \). Now we observe that
\[
F_1 \otimes_k \cdots \otimes_k F_r \otimes_k \frac{k[x_{r+1}, \ldots, x_d, x_{d+r+1}, \ldots, x_{2d}]}{(x_{r+1}x_{r+1+d}, \ldots, x_dx_{2d})}
\]
is a free resolution of
\[
M = M_1 \otimes_k \cdots \otimes_k M_r \otimes_k \frac{k[x_{r+1}, \ldots, x_d, x_{d+r+1}, \ldots, x_{2d}]}{(x_{r+1}x_{r+1+d}, \ldots, x_dx_{2d})}
\]
over
\[
R = R_1 \otimes_k \cdots \otimes_k R_r \otimes_k \frac{k[x_{r+1}, \ldots, x_d, x_{d+r+1}, \ldots, x_{2d}]}{(x_{r+1}x_{r+1+d}, \ldots, x_dx_{2d})}.
\]
It follows that \( \text{P}^R_M(t) = \prod_{n=1}^{r} \text{P}^R_{M_n}(t) = 1/(1 - t)^r \). Therefore
\[
E_r(t) = \frac{t^r E_0(t)}{(1 + t)^r} = \frac{t^r}{(1 - t^2)^r}
\]
This shows that \( c x_R(M, N) = r \).

From the expression for \( E_r(t) \) one checks directly that \( \text{Ext}_R^i(M, N) \) is zero for all large even \( i \) and non-zero for all large odd \( i \) if \( r \) is odd, and vice versa if \( r \) is even. This shows that \( h_R(M, N) \neq 0 \).

Property (4) is an easy exercise, having noted that the minimal primes of \( R \) are of the form \( (x_i, \ldots, x_j) \) where \( i_j \in \{j, d + j\} \).
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