ON GOOD-$\lambda$ INEQUALITIES FOR COUPLES OF MEASURABLE FUNCTIONS

GRIGORI A. KARAGULYAN

Abstract. We give a domination condition implying good-$\lambda$ and exponential inequalities for couples of measurable functions. Those inequalities recover several classical and new estimations involving some operators in Harmonic Analysis. Among other corollaries we prove a new exponential estimate for Carleson operators. The main results of the paper are considered in a general setting, namely, on abstract measure spaces equipped with a ball-basis.

1. Introduction

A classical problem in the theory of singular operators is the control of a given operator by a maximal type operator. A typical result in this study is the Coifman-Fefferman [4] well-known estimate of a Calderón-Zygmund operator by the Hardy-Littlewood maximal function.

Theorem A (Coifman-Fefferman, [4]). Let $T$ be a Calderón-Zygmund operator on $\mathbb{R}^n$ and $M$ be the maximal operator. Then for any weight $w$ satisfying the Mackenhaupt $A_\infty$ condition it holds the inequality

$$
\|T^*f\|_{L^p(w)} \leq c\|Mf\|_{L^p(w)},
$$

where $0 < p < \infty$ and $c > 0$ is a constant depending on $n$, $p$ and $w$.

The original proof of this inequality is based on a special technique developed in the papers of Burkholder-Gundy [2] and Coifman [5]. Namely, (1.1) can be easily deduced from the inequality

$$
w\{x \in \mathbb{R}^n : |T^*f| > 2\lambda, \quad |Mf| < \gamma \lambda\} \leq c\gamma^\delta w\{|T^*f| > \lambda\}, \quad \lambda > 0,
$$

where $\gamma > 0$ is a sufficiently small number, $c$ and $\delta$ are constants. This kind of bounds are known as good-$\lambda$ inequalities and those play significant role in the study of norm estimates of singular operators. Similar estimations of the Hardy-Littlewood maximal function by the sharp maximal function was proved by Fefferman and Stein in [6] (see also [17], ch. 4).
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In the present paper we give a general approach to good-\(\lambda\) inequalities. We provide domination conditions, which imply good-\(\lambda\) and exponential inequalities for couples of measurable functions. We shall work in abstract measure spaces equipped with a ball-basis. The concept of ball-basis was introduced in [11].

**Definition 1.1.** Let \((X, \mathcal{M}, \mu)\) be a measure space. A family of sets \(\mathcal{B} \subset \mathcal{M}\) is said to be a ball-basis if it satisfies the following conditions:

B1) \(0 < \mu(B) < \infty\) for any ball \(B \in \mathcal{B}\).
B2) For any points \(x, y \in X\) there exists a ball \(B \ni x, y\).
B3) If \(E \in \mathcal{M}\), then for any \(\varepsilon > 0\) there exists a finite or infinite sequence of balls \(B_k\), \(k = 1, 2, \ldots\), such that \(\mu(E \triangle \cup_k B_k) < \varepsilon\).
B4) For any \(B \in \mathcal{B}\) there is a ball \(B^* \in \mathcal{B}\) (called hull of \(B\)) satisfying the conditions

\[
\bigcup_{A \in \mathcal{B}: \mu(A) \leq 2\mu(B), A \cap B \neq \emptyset} A \subset B^*, \\
\mu(B^*) \leq K\mu(B),
\]

where \(K\) is a positive constant.

One can check that the Euclidean balls (or cubes) in \(\mathbb{R}^n\) form a ball-basis. Moreover, it was proved in [11] that if the family of metric balls in spaces of homogeneous type satisfies the density condition, then it is a ball-basis too. Other examples of ball-basis are the family of dyadic cubes in \(\mathbb{R}^n\) and its martingale extensions (see [11] for other details).

Let \((X, \mathcal{M}, \mu)\) be a measure space with a ball-basis \(\mathcal{B}\). Given measurable function \(f\) and ball \(B \in \mathcal{B}\) we denote

\[
\text{OSC}_{B, \alpha}(f) = \inf_{E \subset B: \mu(E) \geq \alpha \mu(B)} \text{OSC}_E(f), \\
\text{INF}_{B, \alpha}(f) = \inf_{E \subset B: \mu(E) \geq \alpha \mu(B)} \|f\|_{L^\infty(E)}, \\
\text{INF}_B(f) = \text{essinf}_{y \in B} |f(y)|,
\]

where \(0 < \alpha < 1\) and

\[
\text{OSC}_E(f) = \sup_{x, x' \in E} |f(x) - f(x')|.
\]

**Definition 1.2.** Let \(f\) and \(g\) be measurable functions. The function \(f\) is said to be weakly dominated by \(g\) if for any \(0 < \alpha < 1\) there exists a number \(\beta = c(\alpha) > 0\) such that the inequality

\[
(1.2) \quad \text{OSC}_{B, \alpha}(f) < \beta \cdot \text{INF}_{B, 1-\alpha}(g),
\]

holds for every ball \(B \in \mathcal{B}\). If we have

\[
(1.3) \quad \text{OSC}_{B, \alpha}(f) < \beta \cdot \text{INF}_B(g)
\]

instead of (1.2), then we say \(f\) is strongly dominated by \(g\).
Clearly relation (1.3) yields (1.2). We will see below that if the ball-basis \( \mathcal{B} \) is doubling, then condition (1.2) yields a good-\( \lambda \) inequality for couples of measurable functions \( f \) and \( g \).

**Definition 1.3.** We say that a ball-basis \( \mathcal{B} \) in a measure space \((X, \mathcal{M}, \mu)\) is doubling if there is a constant \( \eta > 2 \) such that for any ball \( A \in \mathcal{B}, \mu(A) < \mu(X)/2, \) one can find a ball \( B \supset A \) satisfying

\[
2\mu(A) \leq \mu(B) \leq \eta \cdot \mu(A).
\]

Recall the definition of Muckenhoupt's \( A_\infty \)-condition in the setting of general ball-bases.

**Definition 1.4.** Let \((X, \mathcal{M}, \mu)\) be a measure space equipped with a ball-basis \( \mathcal{B} \). We say a positive measure \( w \) defined on the \( \sigma \)-algebra \( \mathcal{M} \) satisfies \( A_\infty \)-condition if there are constants \( \delta, c \) such that

\[
\frac{w(E)}{w(B)} \leq \gamma \cdot \left( \frac{\mu(E)}{\mu(B)} \right) \delta
\]

for every choice of a ball \( B \in \mathcal{B} \) and a measurable set \( E \subset B \).

In the sequel constants depending only on parameters \( K \) and \( \eta \) (if the ball-basis is doubling) will be called admissible constants. The relation \( a \lesssim b \) \((a \gtrsim b)\) will stand for the inequality \( a \leq c \cdot b \) \((a \geq c \cdot b)\), where \( c > 0 \) is an admissible constant. The following statement is one of the main result of the present paper.

**Theorem 1.1.** Let \((X, \mathcal{M}, \mu)\) be a measure space with a doubling ball-basis \( \mathcal{B} \) such that \( \mu(X) = \infty \) and let \( w \) be an \( A_\infty \) measure. If \( 0 < \alpha < 1, \beta > 0 \) and measurable functions \( f, g \) satisfy (1.2), then we have the inequality

\[
\mu \{ x \in X : |f(x)| > 2\lambda, |g(x)| \leq \lambda/\beta \} \lesssim \gamma(1 - \alpha)^{\delta} \mu \{ x \in X : |f(x)| > \lambda \}, \lambda > 0,
\]

where \( \gamma \) and \( \delta \) are the constants form (1.4).

Applying a standard argument, well-known in classical situation, one can deduce from (1.5) the following.

**Corollary 1.1.** If a function \( f \) is weakly dominated by \( g \), then for any measure \( w \) satisfying (1.4) we have the inequality

\[
\|f\|_{L^p(w)} \leq c(\alpha, \gamma, \delta)\|g\|_{L^p(w)}, \quad 0 < p < \infty,
\]

where \( c(\alpha, \gamma, \delta) > 0 \) is a constant depending on \( p \) and the parameters \( \gamma, \delta \) from (1.4).

The functional \( \text{OSC}_{\mathcal{B},\alpha}(f) \) based on the classical Euclidean ball-basis in \( \mathbb{R}^n \) was used in the definition of the local sharp maximal function given by Jawerth and Torchinsky in [10]. The original definition of this functional is slight different, but it is equivalent to the above definition. It didn’t address the function oscillation directly as we do. Recall the...
definition of median from [10]. A median \( m_f(B) \) of a measurable function \( f \) over a ball \( B \) is a real number (possibly not unique) satisfying

\[
\mu\{x \in B : f(x) > m_f(B)\} \leq \mu(B)/2,
\]

\[
\mu\{x \in B : f(x) < m_f(B)\} \leq \mu(B)/2.
\]

Under the strong domination condition in addition to (1.5) we also prove the following exponential estimate.

**Theorem 1.2.** If the ball-basis \( B \) in a measure space is doubling and measurable functions \( f \) and \( g \) satisfy strong domination condition (1.3), then for any ball \( B \in B \) we have

\[
\mu\{x \in B : |f(x) - m_f(B)| > \lambda|g(x)|\} \lesssim \exp(-c \cdot \lambda)\mu(B), \quad \lambda > 0,
\]

where \( c > 0 \) is an admissible constant.

The inequality (1.7) in \( \mathbb{R}^n \) can be deduced from a sparse domination theorem due to Lerner [14]. A basic idea applied in [14] (dyadic partition of cube) is not applicable in the case of general ball-basis. Our proof of Theorem 1.2 uses the technique of an exponential estimate for the Calderón-Zygmund operators proved in [12]. A bunch of estimates of exponential type, involving different operators of harmonic analysis was proved by Ortiz-Caraballo, Pérez and Rela [15]. However, paper [15] still makes use the dyadic partition technique along with the sparse domination theorem of Lerner [14].

Inequalities (1.5) and (1.7) have number of interesting applications in singular operators. Let \( U \) and \( V \) be operators on \( L^r(X) \). We will say that the operator \( U \) is (strongly) dominated by \( V \) if \( Uf \) is (strongly) dominated by \( Vf \) for every \( f \in L^r \). In Sections 4 and 5 we will discuss different examples of operators \( U \) and \( V \) satisfying the strong domination property. In view of Theorems 1.1 and 1.2, we will derive good-\( \lambda \) and exponential inequalities for those couples of operators. Among other corollaries we prove a new exponential estimate for Carleson operators.

## 2. Some properties of ball-bases

We will often use property B4) of a ball-basis as follows. If for two balls \( A, B \in B \) we have \( A \cap B \neq \emptyset \) and \( \mu(A) \leq 2\mu(B) \), then \( A \subset B^* \). The following Besicovitch type covering lemma was proved in [11].

**Lemma 2.1** ([11], Lemma 3.1). Let \( (X, \mathcal{M}, \mu) \) be a measure space with an arbitrary ball-basis \( B \). If \( E \subset X \) is a bounded measurable set (i.e. \( E \subset B \) for some ball \( B \)) and \( G \) is a family of balls so that \( E \subset \bigcup_{G \in G} G \), then there exists a finite or infinite sequence of pairwise disjoint balls \( G_k \in G \) such that \( E \subset \bigcup_k G_k^* \).

**Definition 2.1.** For a measurable set \( E \subset X \) a point \( x \in E \) is said to be a density point if for any \( 0 < \gamma < 1 \) there exists a ball \( B \) such that \( \mu(B \cap E) > \gamma \mu(B) \).

**Lemma 2.2** ([11], Lemma 3.4). Almost all points of a measurable set \( E \subset X \) are density points.
Lemma 2.3. Let \((X, \mathcal{M}, \mu)\) be a measure space equipped with a ball-basis. Then there exists a sequence of balls \(G_1 \subset G_2 \subset \ldots \subset G_n \subset \ldots\) such that \(X = \bigcup_k G_k\).

Proof. Fix a point \(x_0 \in X\) and let \(\mathcal{A}\) be the family of balls containing \(x_0\). Take a sequence \(\eta_n \uparrow \eta = \sup_{A \in \mathcal{A}} \mu(A)\), where \(\eta\) can also be infinity. Let us see by induction that there is an increasing sequence of balls \(A_n \in \mathcal{A}\) such that \(\mu(A_n) > \eta_n\). The base of induction is obvious. Suppose we have already chosen the first elements \(A_k, k = 1, 2, \ldots, l\). There is a ball \(B_0 \in \mathcal{A}\) so that \(\mu(B_0) > \eta_{l+1}\). Let \(C\) be the biggest among two balls \(B_0\) and \(A_l\) and define \(A_{l+1} = C^\ast\). According to property B4 we have \(B_0 \cup A_l \subset C^\ast = A_{l+1}\), which implies \(\mu(A_{l+1}) \geq \mu(B_0) > \eta_{l+1}\) and \(A_{l+1} \supset A_l\). Once we have determined \(A_n\), as a desired sequence of balls can be taken \(G_n = A_n^\ast\). Indeed, let \(x \in X\) be arbitrary. By B2) property there is a ball \(B\) containing both \(x_0\) and \(x\). In addition, for some \(n\) we have \(\mu(B) \leq 2\mu(A_n)\) and so by property B4), \(x \in B \subset A_n^\ast = G_n\). \(\square\)

Lemma 2.4. Let \((X, \mathcal{M}, \mu)\) be a measure space equipped with a ball-basis \(\mathcal{B}\). If \(\mu(X) < \infty\), then \(X \in \mathcal{B}\).

Proof. Applying Lemma 2.3, one can find a ball \(B\) such that \(\mu(B) > \mu(X)/2\). Consider the family of balls \(\mathcal{A} = \{A \in \mathcal{B} : A \cap B \neq \emptyset\}\). Focusing on B2) and B4), one can see that \(X = \bigcup_{A \in \mathcal{A}} A \subset B^\ast\). So we get \(X = B^\ast\). \(\square\)

Lemma 2.5. Let \(\mathcal{B}\) be a doubling ball basis in \((X, \mathcal{M}, \mu)\). If \(\mu(F) < \mu(X)/4\), then for any density point \(x \in F\) there exists a ball \(B \ni x\) such that

\[
\begin{align*}
(2.1) & \quad (2\eta K)^{-1} \mu(B^\ast) \leq \mu(B^\ast \cap F) \leq \mu(B^\ast)/2, \\
(2.2) & \quad (2\eta)^{-1} \mu(B) \leq \mu(B \cap F) \leq \mu(B)/2.
\end{align*}
\]

Proof. Suppose we are given a measurable set \(F\) and a density point \(x \in F\). Consider the family of balls

\(\mathcal{A} = \{A \in \mathcal{B} : x \in A, \mu(A \cap F) \geq \mu(A)/2\}\).

Since \(x\) is a density point, \(\mathcal{A}\) is nonempty. Besides, we have

\(r = \sup_{A \in \mathcal{A}} \mu(A) \leq 2\mu(F) < \mu(X)/2\).

Chose an arbitrary \(A_0 \in \mathcal{A}\) such that \(\mu(A_0) > r/2\). According to the doubling property there is a ball \(B \supset A_0\) such that \(2\mu(A_0) \leq \mu(B) \leq \eta \mu(A_0)\). Since we get \(\mu(B) > r\), neither \(B\) nor \(B^\ast\) are in \(\mathcal{A}\) so the right hand sides of inequalities (2.1) and (2.2) hold. On the other hand we have

\[
\mu(B^\ast \cap F) \geq \mu(A_0 \cap F) \geq \mu(A_0)/2 \geq \mu(B)/(2\eta) \geq (2\eta K)^{-1} \mu(B^\ast).
\]

Similarly, one can also show the left hand inequality in (2.2) so we are done. \(\square\)

We say a ball \(B\) is well balanced with respect to a measurable set \(F\) if they satisfy (2.1) and (2.2). In the sequel the notation \(A \subset B\) a.e. for two measurable sets \(A, B \subset X\) will stand for the relation \(\mu(B \setminus A) = 0\). The following balanced covering lemma is an extension of Lemma 2 from [12] to abstract setting.
Lemma 2.6. Let $\mathcal{B}$ be a doubling ball-basis in a measure space $(X, \mathcal{M}, \mu)$. If $\mu(F) < \mu(X)/4$ and a measurable set $F' \subset F$ is bounded, then there exists a sequence of balls $B_k$ such that

\begin{align}
F' &\subset \bigcup_k B_k \text{ a.e., } F' \cap B_k \neq \emptyset, \tag{2.3} \\
\sum_k \mu(B_k) &\leq 2\eta K \mu(F), \tag{2.4} \\
\mu(B_k \cap F) &\leq \mu(B_k)/2. \tag{2.5}
\end{align}

Proof. Let $D \subset F$ be the density points set of $F$. According to Lemma 2.5, for any $x \in D$ there is a ball $G_x \ni x$, which is well balanced with respect to $F$. So from the right side of inequality (2.2) we obtain

$$\mu(G_x^* \cap F) \leq K \mu(G_x \cap F). \tag{2.6}$$

Applying Lemma 2.1 to the set $D \cap F'$ and its covering $\mathcal{G} = \{G_x : x \in D \cap F'\}$, we find a sequence of pairwise disjoint balls $G_k$ such that $D \cap F' \subset \bigcup_k G_k^*$. By Lemma 2.2 we have $\mu(F \setminus D) = 0$ and so the sequence $B_k = G_k^*$ satisfies (2.3). Inequality (2.5) follows from the first balance condition (2.1). Finally, using (2.6), the second balance condition (2.2) for $G_k$ and the disjointedness of the balls $G_k$, we get

$$\sum_k \mu(B_k) = \sum_k \mu(G_k^*) \leq K \sum_k \mu(G_k) \leq 2\eta K \sum_k \mu(G_k \cap F) \leq 2\eta K \mu(F),$$

which gives (2.4). \qed

3. PROOFS OF THE MAIN RESULTS

Proof of Theorem 1.1. We can suppose that $1/2 < \alpha < 1$, since for the smaller numbers $0 < \alpha \leq 1/2$ inequality (1.5) trivially holds with a constant 2 on the right. Denote

$$F_\lambda = \{x \in X : |f(x)| > \lambda\}, \quad \lambda > 0. \tag{3.1}$$

We can suppose that $\mu(F_\lambda) < \infty$, since otherwise (1.5) is trivial. So we have $\mu(F_\lambda) < \mu(X)/4 = \infty$. Let $G$ be an arbitrary ball. Apply Lemma 2.6 with $F = F_\lambda$ and $F' = G \cap F_\lambda$. We find a sequence of balls $B_k$ satisfying conditions (2.3), (2.4) and (2.5). We claim that

$$\mu\{x \in B_k : |f(x)| > 2\lambda, \quad |g(x)| \leq \lambda/\beta\} \leq (1 - \alpha) \mu(B_k) \tag{3.2}$$

for any $k = 1, 2, \ldots$. We can only focus on the balls $B_k$ satisfying

$$\mu\{x \in B_k : |g(x)| \leq \lambda/\beta\} \geq (1 - \alpha) \mu(B_k), \tag{3.3}$$
since otherwise inequality (3.2) is obvious. Applying (1.2) and (3.3), one can find a set 
\(E_k \subset B_k\) so that

\[
(3.4) \quad \mu(E_k) \geq \alpha \mu(B_k) > \mu(B_k)/2,
\]

\[
(3.5) \quad \text{OSC}_{E_k}(f) < \beta \cdot \text{INF}_{B_k} \cdot (1 - \alpha)(f) = \beta \inf_{E \subset B_k: \mu(E) > (1 - \alpha) \mu(B_k)} \|g\|_{L^\infty(E)}
\]

\[
\leq \beta \sup_{x \in B_k: |g(x)| \leq \lambda/\beta} |g(x)| \leq \lambda.
\]

From (2.5) it follows that \(\mu(B_k \setminus F_{\lambda}) \geq \mu(B_k)/2\). Combining it with (3.4), we obtain 
\(E_k \setminus F_{\lambda} \neq \emptyset\) so there is a point \(x_k \in E_k \setminus F_{\lambda}\). From (3.1) and (3.5) we conclude

\[
|f(x_k)| \leq \lambda, \quad |f(x) - f(x_k)| \leq \text{OSC}_{E_k}(f) < \lambda, \quad x \in E_k.
\]

This implies \(|f(x)| \leq 2\lambda\) for all \(x \in E_k\) and, once again using (3.4), we obtain

\[
\mu\{x \in B_k : |f(x)| > 2\lambda, \ |g(x)| \leq \lambda/\beta\} \leq \mu(B_k \setminus E_k) \leq (1 - \alpha) \mu(B_k).
\]

Once the validity of (3.2) is established, from \(A_\infty\) condition of \(w\) we immediately get

\[
w\{x \in B_k : |f(x)| > 2\lambda, \ |g(x)| \leq \lambda/\beta\} \leq \gamma \cdot (1 - \alpha)^{\delta} w(B_k)
\]

then, using also (2.3), (2.4), we obtain the inequality

\[
w\{x \in B : |f(x)| > 2\lambda, \ |g(x)| \leq \lambda/\beta\}
\]

\[
\leq \sum_k w\{x \in B_k : |f(x)| > 2\lambda, \ |g(x)| \leq \lambda/\beta\}
\]

\[
\leq \gamma(1 - \alpha)^{\delta} w(B_k)
\]

\[
\leq \gamma(1 - \alpha)^{\delta} w(F_{\lambda}),
\]

which holds for arbitrary ball \(G\). Choosing \(G\) to be one of the balls \(G_n\) from Lemma 2.6, 
and letting \(n\) go to infinity, we will get (1.5). \(\Box\)

To prove Theorem 1.2 we need the following simple lemma.

**Lemma 3.1.** Let \(B\) be a ball and let a measurable set \(E \subset B\) satisfy \(\mu(E) > \mu(B)/2\). 
Then for any measurable function \(f\) on \(B\) we have

\[
\text{INF}_E(f) \leq m_f(B) \leq \text{SUP}_E(f).
\]

**Proof.** Suppose to the contrary we have \(m_f(B) < \text{INF}_E(f)\). Then by the definition of 
\(m_f(B)\) (see (1.6)) we get

\[
\mu(E) \leq \mu\{x \in B : \text{INF}_E(f) \leq f(x) \leq \text{SUP}_E(f)\}
\]

\[
\leq \mu\{x \in B : f(x) \geq m_f(B)\} \leq \mu(B)/2,
\]

that is a contradiction. The case of \(m_f(B) > \text{SUP}_E(f)\) may be excluded similarly. \(\Box\)

**Proof of Theorem 1.2.** Given a ball \(A\) and a number \(3/4 < \alpha < 1\) describe the following
Procedure. We first fix a "good" set $E_A \subset A^*$ such that

$$\mu(E_A) \geq \alpha \mu(A^*), \quad \text{OSC}_{E_A}(f) \leq 2 \text{OSC}_{A^*}(f).$$

For the "bad" set $F = A^* \setminus E_A$ we have $\mu(F) < \mu(X)/4$. Thus, applying Lemma 2.6 to $F$ and its subset $F' = A \setminus E_A$, we find a countable family of balls $\text{ch}(A)$ (children of $A$) such that

$$\mu(F) < \frac{\mu(X)}{4}.$$ 

For the "bad" set $F = A^* \setminus E_A$ we have

$$\mu(F) < \frac{\mu(X)}{4}.$$ 

Thus, applying Lemma 2.6 to $F$ and its subset $F' = A \setminus E_A$, we find a countable family of balls $\text{ch}(A)$ (children of $A$) such that

$$\mu(F) < \frac{\mu(X)}{4}.$$ 

We first apply the procedure to the original ball $B$. We get $E_B$ and child balls collection $U_1$. Then we do the same with each ball $A \in U_1$ getting the second generation of $B$ denoted by $U_2$. Continuing this procedure to infinity we will get a ball families $U_k$ ($k$th generations of $B$) such that for any ball $A \in U = \bigcup_{k \geq 0} U_k$ one has an attached set $E_A \subset A^*$, satisfying the relations (3.6)-(3.9) (where $U_0 = \{B\}$). For an admissible $\alpha$ closer to 1 the collection $U$ has two crucial properties. First,

$$\sum_{G \in \text{ch}(A)} \mu(G) \leq \mu(A)/(4K), \quad G \in \text{ch}(A).$$

that immediately follows from (3.8). Second,

$$E_A \cap E_G \neq \emptyset, \quad A \in U, \quad G \in \text{ch}(A).$$

To show (3.11) observe that (3.10) implies $\mu(G) \leq \mu(A)$, and so by (3.7) we have $G \subset A^*$. Hence inequality (3.9) can be written in the form

$$\mu(G \cap E_A) \geq \mu(G)/2.$$ 

Thus, using (3.6) and (3.12), we get

$$\mu(E_A \cap E_G) \geq \mu((E_A \cap G) \cap (E_G \cap G))$$

$$= \mu(E_A \cap G) + \mu(E_G \cap G) - \mu((E_A \cap G) \cup (E_G \cap G))$$

$$\geq \mu(G)/2 + \mu(G) - \mu(G^* \setminus E_G) - \mu(G)$$

$$\geq \mu(G)/2 - (1 - \alpha) \mu(G^*)$$

$$\geq \mu(G)(1/2 - K(1 - \alpha)) > 0,$$

and so (3.11) follows. Denote

$$\Delta_k = \bigcup_{G \in U_{j \geq k} \text{ch}(A)}, \quad k = 0, 1, \ldots.$$
Observe that \( \{\Delta_k\} \) forms a decreasing sequence of measurable sets. Moreover, form (3.10) and from the structure of \( \mathcal{U} \) it follows that
\[
(3.13) \quad \mu(\Delta_k) \lesssim 4^{-k} \cdot \mu(B), \quad k = 1, 2, \ldots, \quad B \subset \bigcup_{k \geq 0} \Delta_k \text{ a.e.}
\]
Thus for almost all \( x \in B \) we have \( x \in \Delta_{n-1} \setminus \Delta_n \) for some \( n \geq 1 \). So one can find a chain of balls \( B_0 = B, B_1, \ldots, B_{n-1} \) such that \( B_j \in \text{ch}(B_{j-1}) \) and \( x \in E_{B_n} \). According to (3.11) there are \( \xi_j \in E_{B_{j-1}} \cap E_{B_j}, \ j = 1, 2, \ldots, n - 1 \). Set also \( \xi_n = x \). Since \( \xi_j, \xi_{j+1} \in E_{B_j} \), we have
\[
(3.14) \quad |f(\xi_j) - f(\xi_{j+1})| \leq 2\text{OSC}_{B^*_j,\alpha}(f), \quad j = 1, 2, \ldots, n - 1.
\]
In addition, we have \( \mu(E_{B_0}) \geq \alpha \mu(B_0) \geq \mu(B)/2 \) and \( \xi_1 \in E_{B_0} \), and so by Lemma 3.1 we get
\[
(3.15) \quad |f(\xi_1) - m_f(B_0)| \leq \text{OSC}_{E_0}(f) \leq 2\text{OSC}_{B^*_0,\alpha}(f).
\]
Observe that \( B^*_{k+1} \subset B^*_k \), since according to (3.10) we have
\[
\mu(B^*_{k+1}) \leq K \mu(B_{k+1}) \leq \mu(B_k)/4 \leq \mu(B_k).
\]
Hence, applying Lemma ?? along with (1.3), (3.14) and (3.15), we obtain
\[
|f(x) - m_f(B)| = |f(\xi_n) - m_f(B_0)|
= |f(\xi_1) - m_f(B_0)| + \sum_{j=1}^{n-1} |f(\xi_j) - f(\xi_{j+1})|
\leq 2 \sum_{j=0}^{n-1} \text{OSC}_{B^*_j,\alpha}(f)
\leq 2n\beta(\alpha) \cdot |g(x)|.
\]
Finally, using (3.13), we get
\[
\mu\{x \in B : |f(x) - m_f(B)| > 2n\beta(\alpha)|g(x)|\} \leq \mu(\Delta_n) \lesssim 4^{-n}\mu(B),
\]
that completes the proof of theorem. \( \square \)

4. Estimates of sharp maximal operators

Let \( 1 \leq r < \infty \) be fixed. For any function \( f \in L^r(X) \) and a ball \( B \in \mathfrak{B} \) we set
\[
\langle f \rangle_B = \left( \frac{1}{\mu(B)} \int_B |f|^r \right)^{1/r}, \quad \langle f \rangle^*_B = \sup_{A \in \mathfrak{B} : A \supseteq B} \langle f \rangle_A.
\]
We will consider also the \#-analogues of this quantities defined by
\[
(4.1) \quad \langle f \rangle^*_{\#B} = \left( \frac{1}{\mu(B)} \int_B |f - f_B|^r \right)^{1/r}, \quad \langle f \rangle^*_{\#B} = \sup_{A \in \mathfrak{B} : A \supseteq B} \langle f \rangle^*_{\#A},
\]
where \( f_B = \frac{1}{\mu(B)} \int_B f \). Recall the definitions of maximal and \((\#)\)-maximal functions

\[
(4.2) \quad \mathcal{M} f(x) = \sup_{B \in \mathcal{B}} \langle f \rangle_B, \quad \mathcal{M}_\# f(x) = \sup_{B \in \mathcal{B} : \exists x} \langle f \rangle_{\#,B}.
\]

Observe the following standard properties of quantities \((4.1)\). If \( f \in L^r(X) \) and \( B \) is an arbitrary ball, then

\[
(4.3) \quad \langle f \rangle_{\#,B} \leq \langle f - c \rangle_B + |f_B - c| \leq 2\langle f - c \rangle_B, \quad c \in \mathbb{R},
\]

\[
(4.4) \quad \langle f \rangle_{\#,B} \leq 2\langle f - f_{B^*} \rangle_B \leq 2\left( \frac{1}{\mu(B)} \int_{B^*} |f - f_{B^*}|^r \right)^{1/r} \lesssim \langle f \rangle_{\#,B^*},
\]

\[
(4.5) \quad |f_B - f_{B^*}| \leq \langle f - f_{B^*} \rangle_B \lesssim \langle f \rangle_{\#,B^*}.
\]

One can also check that \( \mathcal{M}_\# f(x) \leq 2\mathcal{M} f(x) \). The following theorem shows that this bound is somewhat convertible.

**Theorem 4.1.** If \((X, \mathcal{M}, \mu)\) is a measure space with an arbitrary ball-basis \( \mathcal{B} \), then for any \( 1 \leq r < \infty \) the maximal operator \( \mathcal{M} \) is strongly dominated by the operator \( \mathcal{M}_\# \). Moreover, we have a bound

\[
(4.6) \quad \text{OSC}_{B,\alpha}(\mathcal{M} f) \lesssim (1 - \alpha)^{-1/r} (\langle f \rangle_{\#,B}^*)^{1-r}, \quad B \in \mathcal{B},
\]

valid for any \( 0 < \alpha < 1 \).

The following proposition shows that on the right side of \((4.6)\) we can equivalently use the quantity \( \text{INF}_B(\mathcal{M}_\#(f)) \).

**Proposition 4.1.** Let \( \mathcal{B} \) be a ball-basis in a measure space \((X, \mathcal{M}, \mu)\). For any ball \( B \in \mathcal{B} \) and a function \( f \in L^r(X) \) it holds the inequality

\[
(4.7) \quad \langle f \rangle_{\#,B} \leq \text{INF}_B(\mathcal{M}_\#(f)) \lesssim \langle f \rangle_{\#,B}^*.
\]

**Proof.** The proof of the left hand side of the inequality is straightforward. Let us prove the right hand side. For any \( x \in B \) there exists a ball \( B(x) \ni x \) such that

\[
(4.8) \quad \langle f \rangle_{\#,B(x)} > \text{INF}_B(\mathcal{M}_\#(f))/2 = \lambda.
\]

Applying Lemma 2.1, we find a sequence of pairwise disjoint balls \( \{B_k\} \subset \{B(x) : x \in B\} \) such that \( \bigcup_k B_k \supset B \). If some \( B_k \) satisfies \( \mu(B_k) > \mu(B) \), then we have \( B \subset B_k^* \) and, using \((4.4)\), we get

\[
\langle f \rangle_{\#,B} \geq \langle f \rangle_{\#,B_k^*} \gtrsim \langle f \rangle_{\#,B_k} > \lambda/2.
\]
If $\mu(B_k) \leq \mu(B)$ for every $k$, then $\bigcup_k B_k \subset B^*$. Therefore by (4.3), (4.8) and the pairwise disjointness of $B_k$ we obtain

\[
\langle f \rangle^*_{\#B_k} \geq \langle f \rangle_{\#B^*} \geq \left( \frac{1}{\mu(B^*)} \sum_k \int_{B_k} \left| f - f_{B^*} \right|^r \right)^{1/r} \\
\geq \frac{1}{2} \left( \frac{1}{\mu(B^*)} \sum_k \int_{B_k} \left| f - f_{B_k} \right|^r \right)^{1/r} \\
= \frac{1}{2} \left( \frac{1}{\mu(B^*)} \sum_k \mu(B_k) \langle (f)_{\#B_k} \rangle^r \right)^{1/r} \\
\geq \frac{\lambda}{2} \left( \frac{1}{\mu(B^*)} \sum_k \mu(B_k) \right)^{1/r} \\
\geq \lambda \left( \frac{1}{\mu(B^*)} \sum_k \mu(B_k^*) \right)^{1/r} \geq \lambda.
\]

\[\square\]

Proof of Theorem 4.1. Let $f \in L^r(X)$ be a nontrivial function and $B$ be an arbitrary ball. Set $g = (f - f_B) \cdot I_{B^*}$ and $E_{B, \lambda} = \{y \in B : \mathcal{M} g(y) \leq \lambda\}$. According to the weak-$L^r$ bound of the maximal function $\mathcal{M}$ (see [11]) we have

\[
\mu(B \setminus E_{B, \lambda}) = \mu \{y \in B : \mathcal{M} g(y) > \lambda\} \leq \frac{1}{\lambda^r} \cdot \int_{B^*} |g|^r.
\]

So for an appropriate number $\lambda \sim (1 - \alpha)^{-1/r} \langle g \rangle_{B^*}$, we have $\mu(B \setminus E_{B, \lambda}) < (1 - \alpha)\mu(B)$ and therefore, $\mu(E_{B, \lambda}) > \alpha \mu(B)$. Hence, applying (4.5), for the set $E = E_{B, \lambda} \subset B$ we get the relations

(4.9) \hspace{1cm} \mu(E) > \alpha \mu(B),

(4.10) \hspace{1cm} \mathcal{M} g(y) \lesssim (1 - \alpha)^{-1/r} \langle g \rangle_{B^*} = (1 - \alpha)^{-1/r} \langle f - f_B \rangle_{B^*} \\
\leq (1 - \alpha)^{-1/r} \langle (f)_{\#B^*} + |f_B - f_{B^*}| \rangle \\
\lesssim (1 - \alpha)^{-1/r} \langle (f)_{\#B^*} \rangle, \hspace{1cm} y \in E.

Take arbitrary points $x, x' \in E$. Without loss of generality we can suppose that $\mathcal{M} f(x) \geq \mathcal{M} f(x')$. For any $\delta > 0$ there is a ball $A \ni x$ such that

\[
\mathcal{M} f(x) \leq \langle f \rangle_A + \delta.
\]
If \( \mu(A) > \mu(B) \), then \( x' \in B \subset A^* \) and we have
\[
\mathcal{M}f(x) - \mathcal{M}f(x') \leq \langle f \rangle_A - \langle f \rangle_{A^*} + \delta
\leq \langle f - f_{A^*} \rangle_A + |f_{A^*}| + \langle f - f_{A^*} \rangle_{A^*} - |f_{A^*}| + \delta
\leq \langle f - f_{A^*} \rangle_{A^*} + \langle f - f_{A^*} \rangle_{A^*} + \delta
\leq \langle f \rangle_{\#, B} + \delta.
\]

If \( \mu(A) \leq \mu(B) \), then \( A \subset B^* \). Thus, using (4.10), we obtain
\[
\mathcal{M}f(x) - \mathcal{M}f(x') \leq \langle f \rangle_A - \langle f \rangle_B + \delta
\leq \langle f - f_B \rangle_A + |f_B| + \langle f - f_B \rangle_B - |f_B| + \delta
= \langle g \rangle_A + \langle f - f_B \rangle_B + \delta
\leq \mathcal{M}g(x) + \langle f \rangle_{\#, B} + \delta
\leq (1 - \alpha)^{-1/r} \langle f \rangle_{\#, B} + \langle f \rangle_{\#, B} + \delta
\leq (1 - \alpha)^{-1/r} \langle f \rangle_{\#, B} + \delta.
\]

Since \( \delta \) can be arbitrary small, from (4.11) and (4.12) we conclude
\[
|\mathcal{M}f(x) - \mathcal{M}f(x')| \lesssim (1 - \alpha)^{-1/r} \langle f \rangle_{\#, B}, \quad x, x' \in E.
\]
This implies
\[
\text{OSC}_E(Mf) \lesssim (1 - \alpha)^{-1/r} \langle f \rangle_{\#, B}.
\]
Combining (4.9) and (4.13) we deduce (4.6) so the theorem is proved.

**Corollary 4.1.** Let \((X, \mathcal{M}, \mu)\) be a measure space with a doubling ball-basis \(\mathcal{B}\) and \(\mu(X) = \infty\). Then for any functions \(f \in L^r(X), 1 \leq r < \infty, \text{and } \varepsilon > 0\) we have
\[
\mu\{x \in X: \mathcal{M}f(x) > 2\lambda, \mathcal{M}_#f(x) \leq \varepsilon \lambda\} \lesssim \varepsilon^r \mu\{x \in X: \mathcal{M}f(x) > \lambda\}, \lambda > 0.
\]

**Proof.** From (4.6) and (4.7) it follows that
\[
\text{OSC}_{B, \alpha}(\mathcal{M}f) \lesssim (1 - \alpha)^{-1/r} \cdot \inf_B(\mathcal{M}_#(f))
\leq (1 - \alpha)^{-1/r} \cdot \inf_{B, 1 - \alpha}(\mathcal{M}_#(f))
\]
and so we can apply Theorem 1.1 with \(\beta \sim (1 - \alpha)^{-1/r}\). Then the notation \(\varepsilon = 1/\beta\) will give us the inequality (4.14). □

Combining Theorem 1.2 and Theorem 4.1, we can prove the following.

**Corollary 4.2.** Let \((X, \mathcal{M}, \mu)\) be a measure space with a doubling ball-basis. For any \(f \in L^r(X)\) and a ball \(B\) it holds the inequality
\[
\mu\{x \in B: |\mathcal{M}f(x) - c_{B,f}| > t|\mathcal{M}_#f(x)|\} \lesssim \exp(-c \cdot t) \cdot \mu(B), \quad t > 0,
\]
where \(c_{B,f}\) is a median of function \(\mathcal{M}f\) over \(B\).
Along with operators (4.2) we will consider another maximal operator that was introduced by Jawerth and Torchinsky [10]. That is the local maximal sharp function operator

\[ \mathcal{M}_{\#,\alpha}f(x) = \sup_{B \in \mathcal{B}, B \ni x} \text{OSC}_{B,\alpha}(f), \quad 0 < \alpha < 1. \]

The obvious inequality

\[ \text{OSC}_{B,\alpha}(f) \leq \text{INF}_B (\mathcal{M}_{\#,\alpha}(f)) \]

yields a strong domination of any function \( f \in L^r(X) \) by \( \mathcal{M}_{\#,\alpha}(f) \). So, applying Theorem 1.2, we immediately get the following exponential estimate, which is an extension of John-Nirenberg’s inequality.

**Corollary 4.3.** Let \( (X, \mathcal{M}, \mu) \) be a measure space with a doubling ball-basis. For any \( f \in L^r(X) \) and a ball \( B \) it holds the inequality

\[ (4.16) \quad \mu \{ x \in B : |f(x) - m_f(B)| > t \cdot \mathcal{M}_{\#,\alpha}(f) \} \lesssim \exp(-c \cdot t) \cdot \mu(B), \quad t > 0. \]

This inequality is the extension of analogous inequalities of papers [15], [12] to general ball-bases. Namely, Ortiz-Caraballo, Pérez and Rela [15] proved the same inequality (4.16) in \( \mathbb{R}^n \) equipped with Euclidean balls. Observe that

\[ \alpha \cdot \mathcal{M}_{\#,\alpha}(f) \leq \mathcal{M}_f(x) \leq 2 \mathcal{M}_f(x), \quad |f(x)| \leq \mathcal{M}_f(x) \text{ a.e.}, \]

where the last inequality follows from the density property. Focusing on these bounds one can see a difference between inequalities (4.15) and (4.16).

### 5. Bounded oscillation operators

Let \( 1 \leq r < \infty, (X, \mathcal{M}, \mu) \) be a measure space and \( L^0(X) \) be the linear space of real functions on \( X \). An operator \( T : L^r(X) \to L^0(X) \) is said to be subadditive if

\[
|T(\lambda \cdot f)(x)| = |\lambda| \cdot |Tf(x)|, \quad \lambda \in \mathbb{R},
\]

\[
|T(f + g)(x)| \leq |Tf(x)| + |Tg(x)|.
\]

Recall the definition of bounded oscillation (BO) operators from [11].

**Definition 5.1.** Let \( (X, \mathcal{M}, \mu) \) be a measure space with a doubling ball-basis \( \mathcal{B} \). We say that a subadditive operator \( T : L^r(X) \to L^0(X) \) is a bounded oscillation operator with respect to \( \mathcal{B} \) if we have the bound

\[ (5.1) \quad \sup_{f \in L^r(X), B \in \mathcal{B}} \frac{\text{OSC}_B(T(f \cdot \mathbb{I}_{X \setminus B^*}))}{\langle f \rangle_B^*} = \mathcal{L}(T) < \infty \]

called localization property. The family of all bounded oscillation operators with respect to a ball-basis \( \mathcal{B} \) will be denoted by \( \text{BO}_\mathcal{B} \) or simply \( \text{BO} \).
In fact, the paper [11] gives the definition of BO operators in the setting of general ball-bases without the doubling condition. In such a general definition along with (5.1) so called the connectivity property was assumed. It was proved in [11] that if a ball-basis is doubling, then the localization property implies the connectivity. It was also established that the class of BO operators involves the Calderón-Zygmund operators on general homogeneous spaces and their truncations, the maximal function, martingale transforms (nondoubling case) as well as the Carleson type operators. The paper recovers many standard estimates of classical operators for general BO operators. Those include some sharp weighted norm estimates that were recently investigated in series of papers.

**Proposition 5.1.** Let $\mathcal{B}$ be a ball-basis satisfying the doubling property. If a BO$_{\mathcal{B}}$ operator $T$ satisfies the weak-$L^r$ inequality, then

$$\text{osc}_{B,\alpha}(|Tf|) \lesssim c \cdot \langle f \rangle_B^*, \tag{5.2}$$

where $c = L(T) + (1 - \alpha)^{-1/r} \cdot \|T\|_{L^r \to L^{r,\infty}}$.

**Proof.** Let $T$ be a BO operator. Given function $f \in L^r(X)$ and ball $B$ denote

$$E_{B,\lambda} = \{ x \in B : |T(f \cdot \mathbb{1}_{B^*})(x)| \leq \lambda \}.$$ 

The weak-$L^r$ inequality of $T$ implies

$$\mu(B \setminus E_{B,\lambda}) \leq \frac{\|T\|_{L^r \to L^{r,\infty}}}{\lambda^r} \cdot \int_{B^*} |f|^r.$$ 

Thus, for an appropriate number

$$\lambda \sim (1 - \alpha)^{-1/r} \cdot \|T\|_{L^r \to L^{r,\infty}} \cdot \langle f \rangle_B^*$$

and for $E = E_{B,\lambda}$, we have $\mu(E) > \alpha \mu(B)$ and

$$|T(f \cdot \mathbb{1}_{B^*})(y)| \lesssim (1 - \alpha)^{-1/r} \cdot \|T\|_{L^r \to L^{r,\infty}} \cdot \langle f \rangle_B^*, \ y \in E.$$ 

Take $x, x' \in E \subset B$ and suppose that $|Tf(x)| \geq |Tf(x')|$. By the definition of BO operators we have

$$|Tf(x) - Tf(x')| \leq |T(f \cdot \mathbb{1}_{X \setminus B^*})(x)| + |T(f \cdot \mathbb{1}_{B^*})(x)| - |T(f \cdot \mathbb{1}_{X \setminus B^*})(x')| + |T(f \cdot \mathbb{1}_{B^*})(x')| \lesssim |T(f \cdot \mathbb{1}_{X \setminus B^*})(x) - T(f \cdot \mathbb{1}_{X \setminus B^*})(x')| + (1 - \alpha)^{-1/r} \cdot \|T\|_{L^r \to L^{r,\infty}} \cdot \langle f \rangle_{B^*} \leq L(T) \langle f \rangle_B^* + (1 - \alpha)^{-1/r} \cdot \|T\|_{L^r \to L^{r,\infty}} \cdot \langle f \rangle_{B^*} \leq (L(T) + (1 - \alpha)^{-1/r} \cdot \|T\|_{L^r \to L^{r,\infty}}) \langle f \rangle_B^*.$$ 

Clearly all this imply (5.2). $\square$

**Proposition 5.2.** Let $\mathcal{B}$ be a ball-basis in a measure space $(X, \mathcal{M}, \mu)$. For any ball $B \in \mathcal{B}$ and a function $f \in L^r(X)$ it holds the inequality

$$\langle f \rangle_B^* \leq \inf_{B \in \mathcal{B}} \mathcal{M}(f) \lesssim \langle f \rangle_B^*.$$ 

$$\langle f \rangle_B^* \leq \inf_{B \in \mathcal{B}} \mathcal{M}(f) \lesssim \langle f \rangle_B^*.$$
Proof. The left hand side of (5.3) is clear. To prove the right hand inequality we denote 
\( \lambda = \inf_{y \in B} Mf(y)/2 \). For any \( x \in B \) there exists a ball \( B(x) \ni x \) such that \( \langle f \rangle_{B(x)} > \lambda \). Applying Lemma 2.1, we find sequence of pairwise disjoint balls \( \{ B_k \} \subset \{ B(x) : x \in B \} \) such that \( \cup_k B_k \supset B \). If some ball \( B_k \) satisfies \( \mu(B_k) > \mu(B) \), then we have \( B \subset B_k \) and then

\[ \langle f \rangle_B^* \geq \langle f \rangle_{B_k^*} \gtrsim \langle f \rangle_{B_k} > \lambda. \]

That implies (5.3). Hence we can suppose that \( \mu(B_k) \leq \mu(B) \) and so \( B_k \subset B^* \) for any \( k \). Therefore,

\[ \langle f \rangle_B^* \geq \langle f \rangle_{B^*} \geq \left( \frac{1}{\mu(B^*)} \sum_k \int_{B_k} |f|^r \right)^{1/r} \geq \lambda \left( \frac{1}{\mu(B^*)} \sum_k \mu(B_k) \right)^{1/r} \gtrsim \lambda \left( \frac{1}{\mu(B^*)} \sum_k \mu(B_k^*) \right)^{1/r} \geq \lambda. \]

\[ \square \]

Corollary 5.1. Let \((X, \mathcal{M}, \mu)\) be a measure space equipped with a doubling ball-basis and let \( T \) be a BO operator on \( X \) satisfying the weak-\( L^r \) bound, \( 1 \leq r < \infty \). Then for any function \( f \in L^r(X) \) and ball \( B \) such that \( \text{supp\,} f \subset B \), we have

\[ \mu \{ x \in B : |Tf(x)| > t \cdot Mf(x) \} \lesssim c_T \cdot \exp(-c \cdot t) \mu(B), \quad t > 0, \]

where \( c_T > 0 \) is a constant depending on \( T \).

Proof. Applying Theorem 1.2 along with (5.2) and (5.3), we will get a slight different inequality

\[ \mu \{ x \in B : |Tf(x) - m_{T(f)}(B)| > t \cdot Mf(x) \} \lesssim \exp(-c \cdot t) \mu(B), \quad t > 0. \]

Then we denote

\[ E = \{ x \in B : |Tf(x)| \leq \lambda \cdot \langle f \rangle_B \}, \quad \lambda = 2 \| T \|_{L^r \rightarrow L^{r \infty}}. \]

From weak-\( L^r \) estimate we get \( \mu(E) > \mu(B)/2 \). By Lemma 3.1 we have

\[ \inf_E (T(f)) \leq m_{T(f)}(B) \leq \sup_E (T(f)), \]

which implies

\[ m_{T(f)}(B) \leq \lambda \cdot \langle f \rangle_B \leq 2 \| T \|_{L^r \rightarrow L^{r \infty}} \cdot Mf(x), \quad x \in B. \]

From (5.5) and (5.6) one can easily obtain (5.4). \[ \square \]

Corollary 5.1 implies the following good-\( \lambda \) inequality.
Corollary 5.2. Let \((X, \mathcal{M}, \mu)\) be a measure space with a doubling ball-basis \(\mathcal{B}\) and let \(T\) be a BO operator on \(X\). Then, for any function \(f \in L^r(X), 1 \leq r < \infty\), and for any \(0 < \varepsilon < \varepsilon_T\) we have

\[
\mu\{x \in X : |Tf(x)| > \lambda, \mathcal{M}f(x) \leq \varepsilon \lambda\} 
\lesssim c_T \exp(-c/\varepsilon) \cdot \mu\{x \in X : |Tf(x)| > \lambda\}, \lambda > 0,
\]

where \(\varepsilon_T\) is a number depending on the operator \(T\).

Proof. We can suppose that the set

\[
F_\lambda = \{x \in X : |Tf(x)| > \lambda\}, \quad \lambda > 0.
\]

has a finite measure. We have either \(\mu(F_\lambda) \geq \mu(X)/4\) or \(\mu(F_\lambda) < \mu(X)/4\). In the first case we get \(\mu(X) < \infty\) and so by Lemma 2.4 we have \(X \in \mathcal{B}\). Applying Corollary 5.1 with \(B = X\), we obtain

\[
\mu\{x \in X : |Tf(x)| > 2\lambda, \mathcal{M}f(x) \leq \varepsilon \lambda\}
\leq \mu\{x \in X : |Tf(x)| > \mathcal{M}f(x)/\varepsilon\}
\lesssim c_T \exp(-c/\varepsilon) \mu(X)
\lesssim c_T \exp(-c/\varepsilon) \cdot \mu\{x \in X : |Tf(x)| > \lambda\}.
\]

Now let us suppose that \(\mu(F_\lambda) < \mu(X)/4\) and let \(G\) be an arbitrary ball. Apply Lemma 2.6 to \(F = F_\lambda\) and \(F' = G \cap F_\lambda\). We find balls \(B_k\) satisfying conditions (2.3), (2.4) and (2.5). We claim that

\[
\mu\{x \in B_k : |Tf_k(x)| > 2\lambda, \mathcal{M}f_k(x) \leq \varepsilon \lambda\} \leq c_T \exp(-c/\varepsilon) \cdot \mu(B_k).
\]

We can suppose that \(\mathcal{M}f(\xi_k) \leq \varepsilon \lambda\) for some \(\xi_k \in B_k\), since otherwise (5.8) is trivial. This implies \((f)_{B_k}^* \leq \lambda \varepsilon\). Given ball \(B_k\) consider the functions

\[
f_k = f \cdot 1_{B_k^*}, \quad g_k = f - f_k = f \cdot 1_{X \setminus B_k^*}.
\]

From Corollary 5.1 it follows that

\[
\mu\{x \in B_k : |Tf_k(x)| > \lambda/3, \mathcal{M}f_k(x) \leq \varepsilon \lambda\}
\leq \mu\{x \in B_k^* : |Tf_k(x)| > \lambda/3, \mathcal{M}f_k(x) \leq \varepsilon \lambda\}
\leq \mu\{x \in B_k^* : |Tf_k(x)| > \mathcal{M}f_k(x)/\varepsilon\} \lesssim c_T \exp(-c/\varepsilon) \cdot \mu(B_k).
\]

Since \(T\) is a BO operator, for \(0 < \varepsilon < \mathcal{L}(T)/3\) we have

\[
\text{OSC}_{B_k}(T(g_k)) \leq \mathcal{L}(T) \cdot (f)_{B_k}^* \leq \lambda \varepsilon \mathcal{L}(T) < \lambda/3.
\]
Applying weak-$L^r$ inequality with $t = 3\lambda \|T\|_{L^r \to L^{r,\infty}}$ we have
\[
\mu\{x \in B_k : |Tf_k(x)| > t\} \leq \frac{\|T\|_{L^r \to L^{r,\infty}}}{t} \int_{B_k^*} |f|
\leq \frac{\|T\|_{L^r \to L^{r,\infty}}}{t} (f)_{B_k^*} \cdot \mu(B_k^*)
\leq \frac{\lambda \|T\|_{L^r \to L^{r,\infty}}}{t} \cdot \mu(B_k^*) < \frac{\mu(B_k)}{2}.
\]
Combining this bound with (2.5), we find a point $\eta_k \in B_k \setminus F_\lambda$ such that $|Tf_k(\eta_k)| \leq t$ and $|Tf(\eta_k)| < \lambda$. Hence, by the additivity of $T$ for $0 < \varepsilon < (9\|T\|_{L^r \to L^{r,\infty}})^{-1}$ we get
\[
Tg_k(\eta_k) \leq |Tf_k(\eta_k)| + |Tf(\eta_k)| \leq t + \lambda < 4\lambda/3.
\]
Thus, applying (5.10), we get
\[
|Tg_k(x)| \leq |Tg_k(x) - Tg_k(\eta_k)| + |Tg_k(\eta_k)| \leq 5\lambda/3 \text{ for all } x \in B_k
\]
and so by (5.9) we conclude
\[
\mu\{x \in B_k : |Tf(x)| > 2\lambda, \mathcal{M}f(x) \leq \varepsilon \lambda\}
\leq \mu\{x \in B_k : |Tf_k(x)| > \lambda/3, \mathcal{M}f(x) \leq \varepsilon \lambda\}
\leq c_T \exp(-c/\varepsilon) \cdot \mu(B_k).
\]
Once we have (5.8), applying (2.3) and (2.4), we obtain the bound
\[
\mu\{x \in G : |Tf(x)| > 2\lambda, \mathcal{M}f(x) \leq \varepsilon \lambda\}
\leq \sum_k \mu\{x \in B_k : |Tf(x)| > 2\lambda, \mathcal{M}f(x) \leq \varepsilon \lambda\}
\leq c_T \exp(-c/\varepsilon) \cdot \sum_k \mu(B_k)
\leq c_T \exp(-c/\varepsilon) \cdot \mu(F_\lambda),
\]
valid for an arbitrary ball $G$. Choosing $G$ to be one of the balls $G_n$ in Lemma 2.6, and letting $n$ go to infinity, we will get (5.7). \hfill \Box

Note that exponential inequality (5.4) for the classical Calderón-Zygmund operators on $\mathbb{R}^n$ was proved in [12]. For the partial sums operators in Walsh and rearranged Haar systems was established in [13]. The Calderón-Zygmund operator version of inequality (5.7) was proved by Buckley [1]. The Hilbert transform case of this inequality goes back to the work of Hunt [8].

Now suppose that we are given a family functions $\Phi = \{\phi_a \in L^\infty(\mathbb{R}^n) : \|\phi_a\|_{L^\infty} \leq 1\}_{a \in A}$ and a Calderón-Zygmund operator $T$ acting from $L^r(\mathbb{R}^n)$ to $L^{r,\infty}(\mathbb{R}^n)$. Let us consider the Carleson type maximal modulated singular operator defined by
\[
(5.11) \quad T^\Phi f(x) = \sup_{a \in A} |T(\phi_a \cdot f)(x)|.
\]
It was proved in [12] that $T^\Phi$ is a BO operator. Thus, form Corollary 5.1 we obtain the following.

**Corollary 5.3.** Let $T^\Phi$ be an operator of the form (5.11) acting from $L^r(\mathbb{R}^n)$ into $L^{r,\infty}(\mathbb{R}^n)$ and let $M$ be the maximal function on $\mathbb{R}^n$. Then for any function $f \in L^r(\mathbb{R}^n)$ and ball $B$ there hold the inequalities

\begin{align*}
(5.12) \quad & \mu\{x \in B : |T^\Phi f(x)| > \lambda \cdot M f(x)\} \leq c_T \cdot \exp(-c \cdot \lambda) \mu(B), \quad \lambda > 0, \\
& \text{and} \\
(5.13) \quad & \mu\{x \in X : |T^\Phi f(x)| > \lambda, M f(x) \leq \varepsilon \lambda\} \\
& \lesssim c_T \exp(-c/\varepsilon) \cdot \mu\{x \in X : |T^\Phi f(x)| > \lambda\}, \quad \lambda > 0,
\end{align*}

where $c_T > 0$ is a constant depending on $T$.

As we saw above (5.12) implies (5.13). Note that inequality (5.13) with a rate of decay $\varepsilon^{c_T}$ instead of $\exp(-c/\varepsilon)$ was proved by Grafakos, Martell and Soria in [7]. The classical example of maximal modulated singular operators is the Carleson operator

$$C f(x) = \sup_{a \in \mathbb{R}} \left| \text{p.v.} \int_{\mathbb{T}} \frac{e^{2\pi i a t}}{2 \tan(x - t)/2} f(t) \, dt \right|.$$ 

It is well known that $C$ is bounded on $L^r$ for all $1 < r < \infty$ ([3], [9]). So the inequalities (5.12) and (5.13) hold also for the Carleson operator. Namely,

**Corollary 5.4.** If $C$ is the Carleson operator and $M$ is the maximal function on unit circle $\mathbb{T}$, then for any function $f \in L^r(\mathbb{T})$ we have

\begin{align*}
(5.14) \quad & \mu\{x \in \mathbb{T} : |C f(x)| > \lambda \cdot M f(x)\} \leq c_r \cdot \exp(-c \cdot \lambda), \quad \lambda > 0, \\
& \text{and} \\
(5.15) \quad & \mu\{x \in \mathbb{T} : |C f(x)| > \lambda, M f(x) \leq \varepsilon \lambda\} \\
& \leq c_r \exp(-c/\varepsilon) \cdot \mu\{x \in \mathbb{T} : |T f(x)| > \lambda\}, \quad \lambda > 0.
\end{align*}

In the particular case of $f \in L^\infty(\mathbb{T})$ we will have the inequality

$$\mu\{x \in \mathbb{T} : |C f(x)| > t\} \lesssim \exp(-c \cdot t/\|f\|_{\infty}), \quad t > 0,$$

due to Sjölin [16]. Estimates analogous to (5.14), (5.15) are also valid for the Walsh-Carleson operator.
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