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Abstract

The fatigue of running sportswear is reflected in the fatigue caused by the tightness of the tights on the skin surface of the limbs, trunk, and other parts during long-term running sports. However, the current research on the fatigue of running sportswear is not deep enough. Therefore, the purpose of this study is to study the mechanism of the fatigue of running sportswear based on BP neural network. This article first takes sportswear as the starting point and uses the surface myoelectricity index as a physiological quantity as a means to combine clothing with sports medicine and sports physiology, breaking the traditional shackles of subjective assessment of fatigue, and giving play to the advantages of interdisciplinary to expand the new direction of the apparel industry and, secondly, use muscle fatigue evaluation method to analyze the muscles of the lower leg under the pressure of sportswear to analyze the strength of the EMG signal and the number of participating sports units and the frequency of discharge synchronization. Experimental data shows that the AUC is 0.756 when wearing sports tights, the sensitivity and specificity are 72% and 19%, and the accuracy is 65%. The experimental results show that clothing pressure affects the fatigue of running sportswear based on BP neural network.
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1 Introduction

1.1 Background and significance

With the development in recent years, the BP neural network model architecture has matured. The feature dimension of the data set determines the number of input layer neurons of the BP neural network, and the initial weight and threshold determine the classification accuracy rate. Therefore, the improvement work for BP neural network is mainly focused on the selection of data features, and the optimization of the weights and thresholds of the network, which is also in line with the current situation of the increasing size of the data and the characteristics of the initialization weights and thresholds of the network are uncertain. Due to the different participation in sports, the muscle fibers and exercise intensity will be different. In addition, the test equipment...
tests the difference the indexes make; there is no unified evaluation index and evaluation method for the evaluation of dress fatigue.

BP neural network and its variant models have been widely used in agricultural production, image recognition classification, and engineering control, including medical and health fields, and become a widely used algorithm in artificial neural networks [1, 2]. At the same time, the training suit aims to provide athletes with a scientific basis to improve their ability to resist muscle fatigue and improve competition performance and to promote the development of sports in China. It also provides new ideas for the design and development of special functional training suits and the development of tight-fitting sports equipment [3, 4].

1.2 Related work
At present, the research on the fatigue of running sportswear is not deep enough, but many scholars have done relevant research. Giandolini M’s scientific experiments on running mainly consider the fatigue caused by horizontal running. However, the degree and cause of fatigue depend on the exercise considered, especially the main contraction types, which vary between horizontal exercise, uphill exercise, and downhill exercise. The purpose of this review is to comprehensively summarize the neurophysiological and biomechanical changes caused by fatigue during graded running. When comparing a long hill run (i.e., a combination of uphill and downhill running) with horizontal running, he found that the general shape of the neuromuscular fatigue-exercise duration curve and the flexors of the knee extensor and plantar fatigue are similar. The biomechanical results are also relatively comparable, suggesting that duration, rather than changes in altitude, will affect neuromuscular function and mode of operation. However, his research direction is too broad and does not involve the relevant factors of dress fatigue and he does not particularly focus on data analysis [5]. Based on the secondary development of the FLUKE 411D laser ranging module, Wu B proposed a general implementation method for laser ranging of micro UAVs. The micro UAV DJI Phantom1 completed the airborne dynamic laser ranging experiment. Through data processing based on the method based on least squares and BP neural network, the measurement error obtained based on the method based on BP neural network is 4.35%, much lower than 6.69% based on least squares. This means that the method based on BP neural network can significantly improve the measurement accuracy. Therefore, the airborne laser ranging error compensation method based on BP neural network is effectively verified [6]. Jidong Wang’s research on wind power forecasting mainly focuses on point forecasting, which makes it difficult to predict its uncertainty, resulting in less application in practice. A wind power range prediction model based on BP neural network multi-output characteristics is established, and an optimization criterion based on prediction interval information is proposed. The simulation results of the example show that the proposed wind power range prediction model can effectively predict the output power interval and provide the basis for decision-making for grid dispatchers [7]. Tongle X has developed and demonstrated a new method to deal with the difficulties of spectroscopic analysis in prompt gamma neutron activation analysis (PGNAA). It includes the use of BP neural network to perform PGNAA energy spectrum analysis based on Monte Carlo (MC) simulation. The main work is as follows:
(1) complete the MC simulation of PGNAA spectral library and set the mass fraction of Si, Ca, and Fe element content range from 0.00 to 0.45, the step size is 0.05, and MCNP is used to simulate each sample. (2) The BP model of adaptive quantitative analysis of PGNAA energy spectrum was established. We calculated the peak areas of 8 characteristic gamma rays, which corresponded to 8 elements in 1000 samples and standard samples, respectively. (3) The feasibility of the quantitative analysis of the adaptive algorithm using 68 samples continuously is verified. The results show that the accuracy of using neural network to calculate the content of each element is significantly higher than MCLLS [8].

1.3 Innovation in this article
The main innovative work of this article includes the following aspects: (1) the various physiological indicators are expressed in a visual and quantitative way through tables, images, etc. At the same time, it is safe and non-invasive and can reflect the human body’s nerves objectively to the greatest extent characteristics of muscle activity. (2) For the first time, a genetic algorithm based on BP neural network unconstrained optimization problem is proposed; algorithm steps and block diagram are given.

2 Fatigue method of running sportswear based on BP neural network
2.1 Evaluation method of muscle fatigue in running
The measurement method of bioelectrical signal sEMG (surface myoelectricity) is a comprehensive superposition of the electrical signals emitted by the relevant motor units during muscle contraction at the electrode in time and space, which can objectively and quantitatively reflect neuromuscular activities to a certain extent. sEMG’s evaluation of muscle fatigue is mainly divided into two methods: time domain analysis and frequency domain analysis [9, 10].

(1) Time domain evaluation method. Time domain analysis refers to the characteristics of the amplitude changes of the EMG signal in the time dimension. Its indicators include RMS (root mean square amplitude), iEMG (integrated EMG), and other indicators such as MA (average amplitude) [11, 12]. RMS can reflect the average change characteristic of EMG signal in a period of time. A large number of studies believe that it is related to the recruitment of motor units and the synchronization of excitable rhythms [13, 14]. Its definition is:

\[ \text{RMS} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} x_i^2} \]  (1)

This represents the time series of EMG signal of length \( N \). The change of EMG signal amplitude is affected by many factors, such as the number of sports potential recruitment, sports potential release frequency, action potential transmission speed, and the distance between muscle fiber and sensor; the strength of the muscle will also affect the RMS; the greater the muscle strength, the larger the RMS; these factors will affect the accuracy of the RMS [15, 16]. iEMG is the sum of the area of the muscle electrical signal in the unit time after rectification and filtering [17]. It can characterize the strength and weakness of the myoelectric signal over time. It is important for fatigue evaluation. It is one of the means [18, 19]. Its definition is:
Within a certain period of time, the more the unit's motor potential and the discharge amount of each sports unit, the larger the iEMG value, and the response to muscle fatigue is very specific. MA is commonly used to characterize the discharge level of muscles within a certain period of time, reflecting that the strength of EMG signal is related to the number of motor units involved and the degree of synchronization of discharge frequency [20, 21].

(2) Frequency domain evaluation method. Frequency analysis refers to the analysis of EMG signals from the frequency of signal changes. It has better stability than the time domain indicators of EMG signals. The frequency domain indicators are obtained by FFT (fast Fourier transform) [22]. The indexes of frequency domain analysis mainly include MF (median frequency) and MPF (average power frequency) [23].

MF refers to the intermediate value of the muscle contraction discharge frequency, which is mainly affected by the composition ratio of the fast muscle and the slow muscle of the muscle tissue. When the fast muscle is excited, the signal spectrum moves to a high frequency, and when the slow muscle is excited, the signal spectrum moves at a low frequency. Its definition is:

\[
MF = \frac{1}{2M} \sum_{j=1}^{M} P_j
\]

The changes in the EMG signal spectrum during fatigue are related to factors such as muscle fiber conduction velocity and the duration of the motor unit potential waveform. As the degree of fatigue increases, the EMG signal spectrum will shift and the MF value will gradually decrease. MF is stable, has strong anti-interference ability, and has a wide range of load levels. It is widely used in the monitoring and analysis of surface EMG signals. MPF represents the frequency of the center of gravity of the power spectrum curve and is also a commonly used method in frequency domain analysis, but the response to time series changes is less consistent with MF. Therefore, only MF is selected as an indicator of frequency domain analysis.

2.2 BP neural network training and testing
A successful BP neural network model is not only reflected in the rationality of the neural network layer setting, but also in the practicality of solving the problem. Only the trained and tested network can meet the actual application requirements.

The structure of the BP neural network determines the nature and performance of the BP neural network. Its structure refers to the number of layers and the number of neurons in the BP neural network. The number of input layer and output layer neurons in the neural network is determined according to the actual problem itself, and the number of hidden layer neurons is variable. The determination of the structure of the BP neural network must first determine the input layer of the BP neural network according to the actual problem and the number of neurons in the output layer, and then determine the number of hidden layers and the number of hidden layer neurons. As long as the BP neural network contains enough hidden layers and hidden layer
neurons, the BP neural network can approximate almost any function, but it may affect
the performance of the BP neural network. With the increase of the number of hidden
layers and neurons, the ability of the neural network to process information will be en-
hanced, but the transmission speed of the input signal from the input layer to the out-
put layer will be slower, and the correction of the weights and thresholds will become
more because of complexity; the speed of backpropagation becomes slower. It can be
explained using the Occam’s razor principle, that is, as long as there is a simpler net-
work that works, do not use a more complicated network.

By collecting data from similar projects in the early stage for training, the weights are
constantly adjusted to meet the error requirements of the BP neural network. Com-
bined with the approximate degree of the test data results to verify the feasibility of the
network, a more mature BP neural network is finally obtained. The flow of BP network
work is shown in Fig. 1.

2.3 Fatigue feature value extraction
As the two main biological electrical signals of the human body, surface myoelectric
signals and electrocardiographic signals contain a large amount of useful physiological
information of the human body. The important task of fatigue detection technology is
to extract effective and reliable characteristic indexes from the collected physiological
signals for fatigue detection. The quality of feature extraction directly determines the
accuracy of multi-class recognition. Therefore, it is necessary to select a feature index
that represents the essence of fatigue and changes in feature differences. ECG signals
are electrical signals that reflect heart activity, and can objectively reflect different
physiological states of the human body. The human body is an organism with a com-
plex structure and function. To evaluate the physiological state of the human body, a
comprehensive analysis of multiple information parameters is required to realize the
feature extraction evaluation method of multi-signal acquisition.

First, the time domain analysis method is used to extract the characteristics of the
ECG signal and the EMG signal, and the ECG signal extracts the time domain indica-
tors such as heart rate and heart rate variability. EMG signals are extracted from time-

![Fig. 1 BP network work flow chart](attachment:bp-network-flow-chart.png)
domain indicators such as root mean square (RMS), reshaping average (ARV), and integrated EMG (IEMG). The frequency domain analysis method is to convert the information in the time domain to the information in the frequency dimension through Fourier transform. The ECG signal extracts high-frequency power (HF, 0.15-0.4 Hz), low-frequency power (HF, 0.04-0.15 Hz), Frequency domain indicators such as the ratio of low frequency power to high frequency power (LF/HF), EMG signals are extracted from frequency domain indicators such as mean power frequency (Mean Power Frequency: MPF) and median frequency (Median Frequency: MF). Frequency domain analysis can reflect the frequency spectrum, power spectrum and other information of the signal in the frequency dimension.

This paper separately extracts features from the time domain and frequency domain, analyzes the changing trends of different characteristics of ECG and EMG signals under different fatigue states of the human body, and selects through experiments to change the features with large differences, good classification effect, and can reflect the movement state. Substantial features are input as multiple classifiers. Using the multi-level structure and learning ability of Long-Short-Term Memory Neural Network (LSTM), these features are learned to find the inherent relationship between these features and the state of movement to find indicators with large differences for exercise fatigue judgment.

2.4 BP neural network principle algorithm

BP neural network (backpropagation neural network) is an artificial neural network based on BP algorithm, which uses BP algorithm to adjust the weight and threshold. In the 1980s, several different scholars developed backpropagation algorithms for training multilayer perceptrons. The backpropagation algorithms proposed by David Rumelhart and James McClelland are the most influential. It contains the two main processes of BP, namely the forward propagation of the working signal and the backward propagation of the error signal. The backward propagation of the error signal is to modify the weights and thresholds layer by layer from back to front, in order to make the actual output closer to the expected output.

Input p learning samples, which are represented by \(x_1, x_2, \ldots, x_p\). After inputting the \(p\)th sample to the network, the output \(y_j^p (j = 1, 2, \ldots, m)\) is obtained. Using the squared error function, the error \(E_p^p\) of the \(p\)th sample is obtained.

\[
E_p = \frac{1}{2} \sum_{j=1}^{m} (f_j^p - y_j^p)^2
\] (4)

Use the cumulative error BP algorithm to adjust \(w_{jk}\) to make the global error \(E\) smaller, that is

\[
\Delta w_{jk} = -n \frac{\partial E}{\partial w_{jk}} = -n \frac{\partial}{\partial w_{jk}} \left( \sum_{p=1}^{p} E_p^p \right) = \sum_{p=1}^{p} \left( -n \frac{\partial E_p^p}{\partial w_{jk}} \right)
\] (5)

In the test, \(n\) represents the learning rate. Define the error signal as:
\[ \delta_{y_j} = -\frac{\partial E_p}{\partial S_j} = -\frac{\partial E_p}{\partial y_j} \cdot \frac{\partial y_j}{\partial S_j} \]  \hfill (6) 

The first of them:

\[ \frac{\partial E_p}{\partial y_j} = \frac{\partial}{\partial y_j} \left[ \frac{1}{2} \sum_{j=1}^{m} \left( t^p_j - y^p_j \right)^2 \right] = -\sum_{j=1}^{m} \left( t^p_j - y^p_j \right) \]  \hfill (7) 

Second section:

\[ \frac{\partial y_j}{\partial S_j} = f'_2(S_j) \]  \hfill (8) 

The partial differential of the transfer function of the output layer, so:

\[ \delta_{y_j} = \sum_{j=1}^{m} \left( t^p_j - y^p_j \right) f'_2(S_j) \]  \hfill (9) 

From the chain theorem:

\[ \frac{\partial E_p}{\partial w_{jk}} = \frac{\partial E_p}{\partial S_j} \cdot \frac{\partial S_j}{\partial w_{jk}} = -\delta_{y_j} z_k \]  \hfill (10) 

\[ -\delta_{y_j} z_k = -\sum_{j=1}^{m} \left( t^p_j - y^p_j \right) f'_2(S_j) \cdot z_k \]  \hfill (11) 

Therefore, the weight adjustment formula of each neuron in the output layer is:

\[ \Delta w_{jk} = \sum_{p=1}^{P} \sum_{j=1}^{m} n \left( t^p_j - y^p_j \right) f'_2(S_j) z_k \]  \hfill (12)

(1) The working signal is propagated forward. The input signal enters from the input layer, enters the hidden layer neurons through synapses, and is transferred to the output layer after the transfer function calculation, and the output signal is calculated and output at the output layer. When the working signal is propagated in the forward direction, the weights and thresholds are fixed, and the state of each layer in the neural network is only related to the net output, weights, and thresholds of the previous layer. If the forward propagation obtains the desired output at the output layer, the learning ends, and the current weights and thresholds are retained.

(2) The error signal propagates in reverse. If the expected output is not obtained after the working signal is propagated in the forward direction, the error signal is calculated for backward propagation, and the difference between the actual output of the BP neural network and the expected output is calculated as the error signal. The output layer propagates layer by layer to the input layer. In this process, the weights and thresholds of this layer are modified every time a layer is propagated forward, thereby propagating forward to the input layer. This process is to make the result of the neural network closer to the expected result. After the forward propagation and the backward propagation, if the error still cannot meet the
requirements, the process continues until the error meets the accuracy or meets other set end conditions such as the number of iterations.

3 Running fatigue experiment based on BP neural network

3.1 Experimental data collection

Twenty-five young healthy women with a height of 155–165 cm and a weight of 44–54 kg who love running are randomly selected from college students, and the body shape data is collected using the US non-contact 3D body scanner, as shown in Table 1. Fifteen women with lower body shape data (waist circumference, front waist height, back waist height, left waist height, right waist height, hip circumference) were selected as the test objects to ensure the accuracy of the leg dressing experiment. All subjects were required of the following: no abnormalities in cardiopulmonary function, familiar with experimental procedures and operating procedures, and, before the experiment, maintain good work and rest habits and a happy mood.

3.2 Experimental samples

According to market research, the seamless knitted sports shorts have become more popular for sports enthusiasts due to the special seamless knitting process, which makes the clothing more suitable for the human body and have better elasticity. At the same time, this topic is to find out the effect of clothing pressure on the fatigue of clothing and then to find the threshold of clothing fatigue. In order to simplify and minimize the interference of unnecessary factors, this experiment chose seamless sports shorts woven by Zhejiang Bangjie Knitting Digital Co., Ltd.

3.3 Experimental process

1) This experiment was conducted in a constant temperature and humidity climate room with a room temperature of (22 ± 2) °C and a relative humidity of (65 ± 2)%, in order to ensure the accuracy of the experimental results. After entering the laboratory, the formal experiment began 30 min later.

2) Participants wore seamless knitted tight sports shorts with three specifications of 155/64A, 160/68A, and 165/72A in turn and performed a 30-s running in situ exercise. In order to better match the real running process, the first after accelerating, the motion mode of uniform speed and then deceleration, and the duration of

| Table 1 Descriptive statistics of test subject data |
|-----------------------------------------------|
|                                | N  | Minimum | Maximum | Mean  | Standard deviation | Variance |
|-----------------------------------------------|
| Height                                       | 15 | 155.2   | 164.3   | 160.4 | 1.88               | 3.62     |
| Body weight                                  | 15 | 44.52   | 53.6    | 50.2  | 2.14               | 4.56     |
| Waistline                                    | 15 | 66.28   | 74.65   | 71.24 | 2.42               | 5.5      |
| Front waist high                             | 15 | 88.75   | 89.34   | 94.25 | 2.66               | 6.44     |
| Waist height                                 | 15 | 89.63   | 95.28   | 92.34 | 2.92               | 7.38     |
| Left waist high                              | 15 | 85.24   | 88.95   | 91.27 | 2.18               | 5.32     |
| Right waist high                             | 15 | 85.24   | 88.95   | 91.27 | 3.44               | 3.26     |
| Hips                                         | 15 | 87.14   | 98.62   | 93.24 | 3.75               | 4.21     |
acceleration, uniform speed, and deceleration process are 6 s, 18 s, and 6 s in sequence.

3) The same test subject has a 10-min interval between two tests. The pliance multi-purpose sensor system produced by the German company Novel is used to measure the clothing pressure value of the five leg test points during the test run. The front-end sensor sheet is attached to the test point, and then the clothing is put on to cover it. The thickness of the induction zone is only 0.2 mm, the diameter is 9.52 mm, and the force range can reach up to 60 kpa. Because the pressure value of the clothing is small, the pressure test range is set to 0~24kpa. The planceX test software that comes with the system has Window operation function.

4) The dynamic pressure data collected on the pressure sensor can be transmitted to the computer in real time through the dongle and wireless transmitter, the experimental data can be output, and the average value of the pressure value of each test point is taken as the clothing pressure value of each part.

4 Influencing factors of running sportswear fatigue based on BP neural network

4.1 Running fatigue analysis based on BP neural network

In the frequency domain analysis of surface EMG signals, fast Fourier transform (FFT) is performed on the EMG signals in the time domain to obtain power spectrum and spectrum change information in the frequency dimension of the surface EMG signals. Through the exercise fatigue exhaustion experiment, the surface myoelectric signals of the leg muscles, rectus femoris and medial femoral muscles, were collected during the experiment, the original EMG signals were filtered, and the time and frequency domain feature indicators were extracted: shaping. The average value (ARV), integrated myoelectric value (IEMG), root mean square value (RMS), and average power frequency (MPF: frequency power mean, median frequency (MF: frequency media)) for sports fatigue correlation analysis are used. The indicators of average power frequency (MPF: frequency power mean) and median frequency (MF: frequency media) describe the characteristics of EMG signals in the frequency domain. The results are shown in Table 2. To facilitate image representation, the data size is normalized to less than 100.

According to the data in Table 2 and Table 3, the histograms of different muscle indicators under various exercise states are obtained, as can be seen in Figs. 2 and 3. Under different levels of sports fatigue, the surface EMG signals of the two muscles have various characteristic indicators. There are certain changes. The time domain indexes RMS, ARV, and IEMG deepen with increasing exercise time, and the

| Muscle name      | Index | Movement state          |
|------------------|-------|-------------------------|
|                  | Very relaxed | A bit tired | Very tired |
| Rectus femoris  | ARV   | 4.85 ± 0.34            | 6.21 ± 0.37 | 7.32 ± 0.16 |
|                  | IEMG  | 13.84 ± 0.73           | 15.78 ± 0.85 | 19.74 ± 1.47 |
|                  | RMS   | 16.67 ± 2.35           | 23.76 ± 2.16 | 34.37 ± 2.12 |
|                  | MPF   | 65.21 ± 2.54           | 56.42 ± 2.42 | 56.23 ± 2.37 |
|                  | MF    | 42.48 ± 1.74           | 39.75 ± 1.52 | 37.68 ± 1.27 |
characteristic index values gradually increase. The characteristic index RMS with the greatest degree of change is used as the time domain index for judging muscle fatigue. The frequency domain feature indexes MPF and MF gradually decrease with the deepening of sports fatigue. The feature index MPF has better variation difference and stability compared to MF. The feature index MPF is used as the frequency domain index for human sports fatigue assessment. Analysis of the measured index of the EMG signals on the surface of the two muscles of the leg shows that the characteristic values of the EMG signals of different muscles in different degrees of fatigue will change accordingly, and the change trend of each characteristic value is the same, indicating that the measured EMG signals of the rectus peroneus and medial femoris muscles can objectively reflect the changes of human sports fatigue. The frequency and time domain index values of the lateral femoral muscle are large and the difference is significant, and it is more difficult to objectively reflect human sports fatigue. Therefore, in this paper, the frequency domain index MPF and the time domain index RMS of the lower extremity lateral femoral muscle are finally used for the exercise fatigue classification experiment.

4.2 Comparison of dress fatigue assessment results based on BP neural network prediction model

The BP neural network trained the overall training data of the running people. The AUC reached 0.942, the sensitivity and specificity were 69% and 86%, and the accuracy

| Muscle name          | Index | Movement state          |
|----------------------|-------|-------------------------|
|                      |       | Very relaxed | A bit tired | Very tired |
| Medial femoral muscle| ARV   | 16.84 ± 0.34 | 17.39 ± 0.29 | 21.62 ± 0.79 |
|                      | IEMG  | 18.66 ± 1.36 | 23.16 ± 1.41 | 35.17 ± 2.51 |
|                      | RMS   | 18.29 ± 2.92 | 36.53 ± 3.41 | 58.16 ± 3.52 |
|                      | MPF   | 58.24 ± 4.13 | 57.35 ± 4.57 | 54.79 ± 3.64 |
|                      | MF    | 36.24 ± 1.38 | 27.68 ± 1.42 | 26.39 ± 1.49 |

Fig. 2 Straight femoral electromyography indicators of different exercise states
reached 100%. It is far higher than the prediction results of OSTA in the middle-aged and elderly ($P < 0.05$); the sensitivity, specificity, and accuracy are 86%, 20%, and 90% respectively. Use the trained model to predict the verification group. The AUC of the verification group is 0.6, the sensitivity and specificity are 60% and 73%, and the accuracy is 68.5%. The verification result is significantly lower than the training group results, and the difference between the prediction results and the OSTA in the verification group is not statistically significant ($P = 0.562$). The performance of OSTA in the verification group is even better, with an AUC of 0.756, sensitivity and specificity of 72% and 19%, and accuracy of 65%, as shown in the Table 4 and Fig. 4.

### 4.3 Analysis of the effect of running sportswear fatigue on blood circulation system

When wearing tight-fitting sports pants for vertical jumping, the muscles wrapped in the lower extremities are significantly reduced in both lateral and vertical muscle vibrations. Another study pointed out that in running sports, muscle vibration decreases and muscle displacement decreases when wearing tight sports pants. The reduction of muscle vibration can not only prevent muscle or tendon damage but also save unnecessary muscle coordination and reduce energy consumption. The main role of blood circulation in muscle activity is to supply blood to provide oxygen and nutrients and, at the same time, transport waste gas (CO$_2$) and other products generated in the metabolic process to the corresponding organs to be discharged from the body. When the human body is in motion, stronger blood circulation is needed to meet the strong metabolic needs. Appropriate tight compression will have a certain promoting effect on the body’s blood circulation function, as shown in Fig. 5.

| Table 4 | ROC curve comparison between OSTA and BP neural network models |
|---------|---------------------------------------------------------------|
| ROC index comparison | AUC | SE | SP | ACC | Z value | $P$ |
| Training group | OSTA | 0.586 | 89.4 | 18.4 | 43.9 | 9.63 | < 0.002 |
| | BP neural network | 0.942 | 69.4 | 86.5 | 93.4 |
| Verification group | OSTA | 0.756 | 93.8 | 19.5 | 48 | 1.63 | 0.562 |
| | BP neural network | 0.679 | 59.6 | 72 | 65.3 |
The data in Fig. 5 indicate that applying a gradually decreasing gradient pressure from the ankle to the lower limb can promote venous return. In clinical medicine, doctors wear a gradient compression stocking to prevent and treat lower limb venous thrombosis, varicose veins, and edema. In the field of sports, some professional sports pantyhose began to adopt this gradient pressure design to help athletes accelerate the pulse flow of the lower limbs during training or competition.

4.4 Discussion

The research value of this topic lies in the following: revealing the influence mechanism of dress fatigue from the fields of motor neurology, ergonomics, physiology, and clothing engineering and providing some theoretical and technical references for manufacturers of women’s running shorts. When designing and developing sports shorts, apparel companies can control the clothing pressure generated by different parts to minimize wear fatigue and open up a new way for the textile industry to better weave high-performance tight-fitting sportswear that relieves wear fatigue. Of course, there are some shortcomings, as follows:
1) The experimental samples only carried out three specifications of seamless knitted tight-fitting sports shorts and did not use more types of samples and exercise intensity for experiments. The research may not be comprehensive enough, and further discussion is needed. In future research, it can be extended to different fabrics, organizational structures, and interweaving ratios, so that the conclusions are more scientific and comprehensive, and the coverage rate is wider.

2) For the collection of physiological data, this topic only uses a limited number of test indicators and only measures the impact of the athlete's blood circulatory system. In future research, more compact instruments can be used while continuing to expand the test indicators.

3) The object of this research is young female college students in school, who are good in all aspects of physical fitness. In future research, research can be carried out for women of different ages.

4) Part of the test site of the female lower limbs was selected for the test site of this experiment, and the calf and upper limbs were not discussed. In future research, the test site can be continued to be expanded to make a more comprehensive and in-depth study of the mechanism of clothing fatigue and research and develop more high-performance sportswear.

5 Results
This article is based on the BP neural network. The wearing of tight sports pants has a positive effect on muscle activity. The tight sports pants (GCT) produce compression which can reduce muscle vibration, thereby reducing energy consumption, making myoelectric amplitude and average electromyography (aEMG) smaller than when wearing loose track pants; compression can also promote sympathetic nerve activity and increase nerve excitability, thus changing the way muscle fibers are recruited; at the same time, tight compression can also enhance the proprioception of muscles and joints.

In this paper, the BP neural network is used to distribute the weights of a single model autonomously, and the prediction results of the SVR and ELM single models are nonlinearly combined. At the same time, the influencing factors of the heat load are also taken into account. The prediction accuracy of the combined method is improved compared with the single method of PSO-SVR and ELM. It can be proved that the combined method can combine the advantages of a single prediction model and improve the prediction accuracy.

In this study, running sports apparel evaluation tools were used to screen the research objects. Given appropriate cutoff values, commonly used tools have high sensitivity, but low specificity and accuracy. Through training, the BP neural network balances sensitivity and specificity, improves accuracy, and has the same screening ability as common running exercise evaluation tools.
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