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ABSTRACT
The accuracy of human emotional detection is crucial in the industry to ensure effective conversations and messages delivery. The process involved in identifying emotions must be carried out properly and using a method that guarantees high level of emotional recognition. Energy feature is said to be a prosodic information encoder and there are still studies on energy use in speech prosody and it motivate us to run an experiment on energy features. We have conducted two sets of studies: 1) whether local or global features that contribute most to emotional recognition and 2) the effect of the end-part segment length towards emotion recognition accuracy using 2 types of segmentation approach. This paper discussed about Absolute Time Intervals at Relative Positions (ATIR) segmentation approach and global ATIR (GATIR) using end-part segmented global energy feature extracted from Berlin Emotional Speech Database (EMO-DB). We observed that global feature contribute more to the emotional recognition and global features that are derived from longer segments give higher recognition accuracy than global feature derived from short segments. The addition of utterance-based feature (GTI) to ATIR segmentation somewhat contributes to increase the accuracy by 5% up to 8% and conclude that GATIR outperformed ATIR segmentation approached in term of its higher recognition rate. The results of this study where almost all the sub-tests provide an increased result proving that global feature derived from longer segment lengths acquire more emotional information and enhance the system performance.
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1. INTRODUCTION
In natural human conversation, the information conveyed through speech along with speaker’s emotion. It is significant to concentrate on how the information is relayed to acquire natural conversation between humans [1]. Emotional intelligence (EI) is the ability to recognize our own and a person’s emotional states that we communicate with to guide our thought and actions [2]. Human-computer interaction requires the presence of emotional intelligence to establish effective interaction between the human and machine.

The growth of today’s high-tech system involves big data focusing on dimensionality and sample size and managing large data in an effective and efficient manner is a major challenge in today’s industry. To ensure the efficiency of this high-tech system, feature selection is one of the most important phases that contribute most to the performance of the emotional recognition system. Human speech consists of a combination of sentences, words syllables and phonemes. Emotions can be presented by human in various ways and sometimes they display more than one emotion at a time [3]. Since there is more than one...
perceived emotion in one speech, it is difficult to find the dominant emotions because it is not a simple task to determine the boundaries of emotional changes in an utterance. Segmentation approach can contribute in solving this issue where speech can be segmented according to its time interval to determine the dominant emotion.

The search for emotional feature representative set in optimum emotional extraction time scale is an issue that still needs to cater in the Speech Emotion Recognition (SER) field. The appropriate time-scale selection is crucial to produce a high performance SER system. Emotional features can be categorized into two types of time scale: 1) Low Level Descriptor (LLDs) known as local features and 2) Statistical function, known as global feature [4]. Local features define the temporal dynamics in the prosody while statistic value such as minimum, maximum, mean, standard deviation, and slope of the contours highlights the global features [5]. The High-level Statistical Functions (HSF) is used to provide a brief description of temporal variations and contours of the different LLDs during speech [6]. This statistic aggregation function (global) is applied to each of the LLDs (local) for the whole utterance, resulting in a long feature vector.

Until now, the researcher has been still unclear about the feature that brings the biggest emotional information. A commonly used approach is to extract a statistical feature at the utterance level resulting in a series of feature vector, dimension reduction method will be performed on a large dimension of feature vector to compress large data and finally classification algorithm will be performed [7-8].

Automatic segmentation has advantages over manual segmentation where it is possible to obtain high repeatability segments [9]. This occurs when the same method is applied to identify the boundary between two standard segments in different locations for the entire signal. There is several segmentation approaches used since the past decade. Segmentation approach refers to the method of decomposing the speech signal into the fraction of basic phonetic units [10]. Speech signal can be segmented on different level: phonemic, sub phonemic, syllabic, word level, syntagmatic level depending on the segmentation algorithm used. Speech feature can be extracted in both local and global from the utterance-based and segment-based approach.

2. RELATED WORK

Global features have advantages over local features as the feature vector series is smaller. The use of global features in the application of cross-validation and feature selection algorithms makes execution of the process faster and efficient [11]. But then is the global feature extracted from the utterance level the right choice for modelling emotion? This issue became the focus of many current researchers because of the difficulties to use this utterance-wise statistic without being affected by the content of the speech. Zhang et al. [12], state that most current studies often consider utterances (short sentences) as fundamental units and are recognized based on global utterance-wise of the derived local segment, resulting in a single feature vector for each utterance. A lot of information will be neglected if using an utterance-wise feature solely compared to the segment-wise feature that captures information from each segmented utterance. Motivated by those findings, they cultivate a novel approach that used purely segment-level features and completely abandoned the utterance level feature based on Absolute Time Intervals at Relative Positions (ATIR) segmentation approach with the advantages of smaller and fixed number of segments. The result shows significant improvements of more than 20% in the average level of accuracy.

Tzinis and Potamianos [4] run a study on both local and global features and evaluate the performance at various time-scales (frame, phoneme, word or utterance). The result shows that, global statistical feature extracted from speech segment that correspond to the duration of few words yield optimal accuracy using Recurrent Neural Networks (RNNs). On the other hand, Rao et al. [5] run a study involving the initial, middle and final positions of each word and syllable to determine whether the speech position affects emotional identification. They claimed that the final position of word in sentences and the final position of syllables in words carried more emotional information than other positions by using local prosodic features.

In this paper, we examine the use of local and global features and the effect of the segments size from the end-part of the speech utterance towards emotion recognition rate using ATIR and GATIR segmentation approach. We have selected the ATIR approach, but with a slight adjustment: we take more segments at the end-part of the speech utterance, inspired from the finding by Rao et al [5]. We observed that global feature contribute more to the emotional recognition as it slightly increase the result by the average 1.7% in ATIR approach and 4.0% in GATIR approach. Apart from that, we found that global features that are derived from longer segments give higher recognition accuracy than global feature derived from short segments as it slightly increase the result by the average 8.5% in ATIR approach and 3.5% in GATIR approach. The results of this study where almost all the sub-tests provide an increased result proving that global feature derived from longer segment lengths acquire more emotional information and enhance the
system performance. The rest of this paper is organized as follows: Section II contains the explanation about emotional speech features and its categories. Segmentation approach is discussed in Section III. Section IV describes about features selection. Section V discusses about the experimental result and analysis followed by the conclusion in the section VI.

3. EMOTIONAL SPEECH FEATURES

Emotion expresses the psychological state of the human. They experience different types of emotional state when dealing with the surrounding events and environment. Cultural differences or human personality cause different emotion [13] and speech production is substantially affected by the different emotional states of the human [14]. The presence of different emotions in human speech can be determined by several parameters in speech signal features such as pitch (fundamental frequency), energy, formant, duration, zero crossing rates, and spectral features like Mel Frequency Coefficient, wavelet and voice quality. The prosody is associated with a speech feature that covers the entire sentence and is used to describe the intonation, rhythm, loudness and stress in the speech structure [15].

Feature extraction is another important issue in speech emotion recognition. Some of the researchers believe that prosodic features carry the emotion information and describe the emotion effectively. This is supported by the review from Koolagudi and Rao [16] where they stated that pitch (also known as fundamental frequency), energy, duration and their derivatives are mainly used as the acoustic correlates of prosodic features. Vocal aspect of speech such as pitch, energy, speaking rate, fundamental frequency has been used in existing emotion recognition systems [17]. In an utterance, pitch represents tonal and rhythmic while energy (intensity) define the pause and accent of the speech signal [18]. Energy is said to be a prosodic information encoder and there is still a study on energy use in speech prosody and it motivate us to run an experiment on energy features.

In this study, the term local feature refers to the energy value for each energy contour while the term global feature referring to the statistical value derived from the local energy feature. The energy of a signal \( x \) in a certain window of \( N \) samples is given by:

\[
E_n = \sum_{n=1}^{N} x(n) \cdot x^*(n)
\]

We focus only on the energy feature for this preliminary study to identify the contribution of position and segment length on the emotional recognition accuracy. In future research, we will integrate other potential prosodic features such as pitch and zero crossing rates.

4. SEGMENTATION APPROACH

Automatic speech segmentation is the process of dividing continuous speech into non-overlapping discrete units [19]. Segmentation of the non-stationary signal require an automatic signal boundaries detection, where the boundaries depends on the statistical characteristic like amplitude and frequency [20]. Basically, the segmentation algorithm can be categorized into those who use phonetic content information (supervised) and those who ignore the phonetic contents information (unsupervised) [21]. Speech signal can be segmented on different level: phonemic, sub phonemic, syllabic, word level, syntagmatic level [9] depending on the segmentation algorithm used. We are motivated by the existing automatic segmentation approach by Schuller and Rigoll [22] for running this study, where their automatic segmentation concept is as follows:

Numbers shown refer to segment-index. GTI: global time intervals (utterance-based feature); ATI: absolute time-intervals (segment-based feature); RTI: relative time intervals (segment-based feature); GRTI: combination of GTI and RTI; ATIR: absolute time intervals at relative positions (segment-based feature); GATIR: combination of GTI and ATIR as shown in Figure 1.
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5. FEATURES SELECTION

Feature selection is an approach in selecting the relevant subset features, and the optimal feature selection methods that enhance the emotion recognition performance is still being studied [23]. Features that are extracted from a speech signal were transformed to a feature vector using the feature selection methods to reduce large sets of features before performing classification. In this paper, we focused on local energy feature and sets of global statistical features derived from it: min, max, mode, median, mean, standard
deviation, variation, skewness, and kurtosis from each segment using ATIR segmentation and compare the result with GATIR. To conduct this study, we use both local and global features to represent the feature vector using ATIR and GATIR segmentation approach. We are investigating the emotion recognition rate based on the three methods:

a) **Method 1**: 10 numbers of local energy feature (per segment)
b) **Method 2**: 9 numbers of global energy feature derived from 10 local features (per segment)
c) **Method 3**: 9 numbers of global energy feature derived from 20 local features (per segment).

All of these methods use one segment at the initial position of utterance, one segment in the middle position of utterance, and the increasing segment number at the final position of utterance as illustrated in Figure 3 below:

```
| initial | middle | final1 |
|---------|--------|--------|
|         |        |        |
```

**Figure 3.** Increasing segment number in end-part of utterance

We have run two sets of tests from three methods above. As for both tests a) and b), we make comparisons between the local and global features, whichever one contributes most to the emotional recognition accuracy. As for both tests b) and c), we investigate about the end-part segment length whether it improves emotional recognition.

6. **RESULT AND ANALYSIS**

SVM is shown to overtake other classifier technique because of the excellent data-dependent generalization bounds and the global optimal of training algorithm [11]. In situations where the training data should be limited, support vector machine (SVM) can be used because of its good performance of classification compared to other classifier [24]. SVM is one of the most robust and effective as it provide less processing time. SVM provides an easy machine learning algorithm that is well-organized and has been widely used in classification tasks [24-25]. We have chosen Sequential Minimal Optimization SMO algorithm for training a support vector classifier with 10-fold cross-validation, built in Waikato Environment for Knowledge Analysis (WEKA) to run and evaluate this study. We have selected 10-fold cross-validation as a benchmark for comparison with previous researchers as it is widely used for validating general models.

The software we are using for this study is MATLAB and WEKA for the features extraction and classification accordingly. We have collected the empirical data, and the results are analyzed to identify the selected features which most contributed to the enhanced performance of emotional speech recognition system. We are using EMO-DB database as it contains seven emotions: happiness, neutral, sadness, boredom, anger, fear and disgust. Confusion matrix was generated and the summary of the recognition rate presented in Table 1 below:

| Approach Segment Feature # Method 1 | Method 2 | Method 3 |
|-------------------------------------|----------|----------|
| ATIR 2+1                            | 27       | 27.8     | 29.1     | 40.3     |
| ATIR 2+3                            | 45       | 34.1     | 35.5     | 39.7     |
| ATIR 2+5                            | 63       | 33.4     | 34.4     | 44.1     |
| ATIR 2+7                            | 81       | 29.7     | 32.8     | 41.9     |
| GATIR 1+2+1                         | 36       | 33.1     | 34.1     | 41.9     |
| GATIR 1+2+3                         | 54       | 38.1     | 47.5     | 43.8     |
| GATIR 1+2+5                         | 72       | 37.8     | 43.8     | 47.2     |
| GATIR 1+2+7                         | 90       | 38.1     | 37.8     | 44.4     |

Table 1. Comparison of Emotion Recognition Accuracy between ATIR and GATIR Approach using Different End-Part Local and Global Segmented Speech Feature.
Table 1 classifies the results between three methods mentioned earlier applied to existing segmentation approaches ATIR and GATIR. Segment number 2+1 represents the two segments from initial and middle position + 1 segment from final position. The increasing numbers of segments represent the increasing segment in final position.

ATIR segmentation approach uses the minimum segment by relative position where a lot of emotion information may be omitted. Global statistical features that have been extracted from the whole utterance are considered as one segment. The addition of utterance-based feature (GTI) to ATIR segmentation somewhat contributes to increase the accuracy of recognition rate by 5% up to 8% as it retrieves more potential emotional information. Refer Figure 4 and 5 for the comparison of the result.

We have run two tests to investigate the result for the contribution of local, global features and segment length towards emotional recognition accuracy. From the first test, we observed that global feature contribute more to the emotional recognition as it slightly increase the result by the average 1.7% in ATIR approach and 4.0% in GATIR approach. The highest result is 47.5% for GATIR with 2 initial and middle segments + 3 final segments, using the global feature. The result shows that the global feature in end-part features did contribute to the performance of the system. This outcome indicates that, the recognition accuracy using global energy features is performed better compared to the accuracy of local energy features.

On the other hand, from the second test, we make comparisons between the end-part segment lengths to determine the highest emotional result. We find that global features that are derived from longer segments give higher recognition accuracy than global feature derived from short segments as it slightly increase the result by the average 8.5% in ATIR approach and 3.5% in GATIR approach. As stated in the result in Table 1, GATIR segmentation approach provides a relatively low average result compared to ATIR approach in the second test. This happens because there is a slight decrease in accuracy in segment 1+2+3.
(47.5% to 43.8%). The reason may be that there are some overlapping data as the segment used in method three is longer. The highest result obtained from second test is 47.2% for GATIR approach with 2 initial and middle segments and 5 final segments, using global feature derived from 20 local energy features. The results of this study where almost all the sub-tests provide an increased result proving that global feature derived from longer segment lengths acquire more emotional information and enhance the system performance.

7. CONCLUSION

From the result above, we observed that global feature contribute more to the emotional recognition as it slightly increase the result by the average 1.7% in ATIR approach and 4.0% in GATIR approach. Apart from that, we found that global features that are derived from longer segments give higher recognition accuracy than global feature derived from short segments hence, GATIR was outperformed ATIR segmentation approached in term of its higher accuracy. We believe that no speech information should be truncated as the whole speech data hold the specific emotional characteristic including the unvoiced, silent and pause’s signal. Since GATIR used the global feature from the whole utterance, more emotional information has been obtained. Additionally, our idea in getting more features at the end-part features did contribute to the performance of the system. Although large number of segments in the end-part also can enhance system performance, it does not guarantee high accuracy as it possibly will contain redundancy of data. In this work, we only use energy features to see the effect of having more features at the end-part of the speech to see the emotion classification improvement. For future work, additional feature will be taken into account as it is expected to provide improvements in emotional recognition accuracy. We will investigate the integration among prosodic feature categories and study the efficiency of the system performance.
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