Abstract—In this paper, we analyze the impact of different encoding schemes on the age of information (AoI) performance in a point-to-point system, where a source generates packets based on the status updates collected from multiple sensors and transmits the packets to a destination. In this system, we consider two encoding schemes, namely, the joint encoding scheme and the distributed encoding scheme. In the joint encoding scheme, the status updates from all the sensors are jointly encoded into a packet for transmission. In the distributed encoding scheme, the status update from each sensor is encoded individually and the sensors’ packets are transmitted following the round robin policy. To ensure the freshness of packets, the zero-wait policy is adopted in both schemes, where a new packet is immediately generated once the source finishes the transmission of the current packet. We derive closed-form expressions for the average AoI achieved by these two encoding schemes and compare their performances. Simulation results show that the distributed encoding scheme is more appropriate for systems with a relatively large number of sensors, compared with the joint encoding scheme.
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I. INTRODUCTION

In recent years, real-time applications, such as intelligent transport systems and factory automation, have attracted a wide range of interests. In these applications, timely status updates are critical for accurate monitoring and control [1, 2]. To reduce transmission latency in real-time applications, short packet communications was considered, due to its unique benefits in delay reduction [3–7]. Moreover, in order to fully characterize the freshness of delivered status information, the concept of age of information (AoI) was introduced as a new and effective performance metric [8]. Specifically, AoI is defined as the elapsed time since the last successfully received status was generated by the transmitter, which is a time metric capturing both latency and freshness of transmitted status information.

Since being introduced in [8], the concept of AoI has reaped a wide range of attention and interests. The authors of [9] studied the average AoI in a first-come-first-served (FCFS) system. Different from [9], [10] proposed a last-come-first-served (LCFS) system, which was shown to achieve a lower average AoI than the FCFS system. Moreover, [10] introduced two different packet management policies for the LCFS system, namely, the preemption policy and the non-preemption policy. In the preemption policy, when a new packet is generated at the source, it is allowed to replace the current packet in service. In contrast, for the non-preemption policy, the newly generated packet has to wait for the current packet in service to finish. In [11], the average AoI was analyzed in a multi-user system under the FCFS queuing policy. By considering the impact of unreliable channels on the status transmission loss, [12] introduced a feedback mechanism to improve the timeliness of the delivered status information. By considering sporadic packet generation rates of users, [13] proposed a random access based transmission scheme in a multi-user system to improve the average AoI performance. In addition, [14] proposed a Whittle index based scheduling policy to minimize the average AoI, where both a stochastic packet generation model and an unreliable link were considered.

Motivated by the benefits of short packet communications on latency reduction, the AoI performance of short packet communications was analyzed in [15–18] to evaluate the impact of short packets on the freshness of transmitted information. Specifically, [15] investigated the impact of the packet blocklength on the delay and the peak AoI in a point-to-point communication system. Considering the same system, [16] extended [15] to analyze the probability that the peak-age violation exceeds a desired threshold. Focusing on a decode-and-forward relaying system, [17] estimated the impact of the packet generation rate, the packet blocklength, and the blocklength allocation factor on the average AoI. Furthermore, [18] studied the optimal packet blocklength of non-preemption and preemption policies for minimizing the average AoI. Although the aforementioned studies have investigated the impact of the packet blocklength on the AoI performance of short packet communication systems, the impact of different encoding schemes on the AoI performance has not been touched.

In this paper, we analytically assess the impact of two encoding schemes on the AoI performance of a short packet communication system. In this system, a source transmits status updates received from multiple sensors to a destination, where such status updates can be jointly encoded into a packet for transmission, referred to as the joint encoding scheme, or encoded into separate packets individually, referred to as the distributed encoding scheme. In these two encoding schemes, the packet generation follows the zero-wait policy, where the
source generates a new packet immediately after finishing the transmission of the current packet. We derive new closed-form expressions for the average AoI achieved by both encoding schemes. Moreover, we theoretically determine the condition when one encoding scheme has a better AoI performance than the other. Using simulations, we demonstrate the accuracy of our analytical results and discuss the appropriate choice of the encoding scheme to decrease the average AoI based on the information redundancy and the number of sensors.

II. SYSTEM MODEL AND AVERAGE AOI

A. System Description

We consider a point-to-point wireless communication system as depicted in Fig. 1, where a source transmits packets to a destination. In this system, the source collects status updates from \( N \) sensors and generates packets based on these collected status updates. We denote the \( n \)-th sensor by \( S_n \), where \( n = 1, 2, \cdots, N \). To ensure the freshness of packets, the zero-wait policy is adopted, where a new packet is immediately generated once the source finishes the transmission of the current packet. In this system, we introduce two encoding schemes, namely, the joint encoding scheme and the distributed encoding scheme.

In the joint encoding scheme, we assume that the joint status update from \( N \) sensors at the source contains a fixed number of bits, denoted by \( L \). Once the source collects the status update, the source encodes this \( L \) bits status update into a packet with the blocklength as \( M \) channel use (c.u.) and transmits this packet to the destination. In the distributed encoding scheme, the source collects the status update from sensors and follows a round-robin policy. In each time, the source collects the status update from the sensor \( S_n \), then encodes the \( L_n \) bits status update into a packet with \( M_n \) c.u. Hence, we assume that the \( N \) sensors are homogeneous sensors, where they have the same length of status updates and blocklength of packets, i.e., \( L_n = L \), \( M_n = M \), \( \forall n \). After packet generation, the source transmits the packet to the destination. For the transmission, we define the coding rate, \( R \), as the ratio between the number of bits in the status update and the blocklength of the transmitted packet, i.e., \( R = \frac{L}{M} \) in the joint encoding scheme and \( R = \frac{L}{M} \) in the distributed encoding scheme.

We clarify that the information for the total \( N \) sensors are \( L \) bits in the joint encoding scheme and \( NL_h \) bits in the distributed encoding scheme. According to [19], the joint information is less than or equal to the sum of the individual information, i.e., \( L \leq NL_h \). Thus, we denote the information redundancy over all the sensors by \( \alpha \), i.e., \( \alpha = NL_h - L \).

As in [18], we assume an additive white Gaussian noise (AWGN) channel between the source and the destination. According to [20], the block error rate for the AWGN channel using finite block length coding can be approximated as

\[
\epsilon(l, m, \gamma) = Q \left( \frac{1}{2} \log_2 (1 + \gamma) - \frac{L}{m} \right) \left( \log_2(e) \sqrt{\frac{1}{2m}} \left( 1 - \frac{3}{(1+\gamma)^2} \right) \right),
\]

where \( l \) is the number of bits in the status update, \( m \) is the blocklength of the transmitted packet, \( \gamma \) is the received signal-to-noise (SNR) ratio at the destination, and \( Q(x) = \int_{x}^{\infty} \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{t^2}{2} \right) dt \) is the Q-function. The expression for the block error rate in (1) is very tight for short packet communications when \( m \geq 100 \) [20] and is close to 0 for a significantly large \( m \). For the packet transmission in our considered system, we denote \( T_u \) as the transmission time for each c.u.. Hence, the system can be considered as a time-slotted system where the time duration of each time slot is \( T_u \).

B. AoI Formulation

In this subsection, we formulate the expression for the average AoI of the considered time-slotted system where \( T_u \) is treated as the unit time.

We denote \( \Delta_n(t) \) as the AoI of \( S_n \) at time slot \( t \). Fig. 2 plots a sample variation \( \Delta_n(t) \) as a function of \( t \). We assume that the observation begins at \( t = 0 \) with the AoI of \( \Delta_n(0) \). From Fig. 2, we express the AoI at time \( t \) as

\[
\Delta_n(t) = t - \tau_n(t),
\]

where \( \tau_n(t) \) is the generation time of the most recently received status update at destination \( S_n \) at time \( t \). Based on the zero-wait policy, we note that the generation time of the most recently received packet is the time that the source finishes its transmission. We then denote \( \Delta(t) \) as the overall AoI of the system at time \( t \). Based on (2), \( \Delta(t) \) is defined as

\[
\Delta(t) = \max\{\Delta_n(t)\},
\]
which is the maximum AoI of all the sensors at time $t$. Then, the average AoI over the observation window of $T$ time slots is calculated as

$$\Delta = \frac{1}{T} \sum_{t=0}^{T-1} \Delta(t).$$  (4)

We next discuss the AoI expressions for the joint encoding scheme and the distributed encoding scheme separately, due to the fundamental differences in these two schemes.

1) In the joint encoding scheme, since the source collects the joint status update from all the sensors, the AoI of different sensors at any time is the same, i.e.,

$$\Delta(t) = \Delta_{n_1}(t) = \Delta_{n_2}(t),$$  (5)

where $n_1$ and $n_2 \in \{1, 2, \ldots, N\}$. For the convenience of the following analysis, we consider that $T$ time slots are grouped into $K$ frames, and each frame has $M$ time slots, i.e., $T = KM$. By averaging $\Delta(t)$ over a sufficiently long observation window with $T \to \infty$, we obtain the average AoI as

$$\Delta_J = \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \Delta(t)$$

$$= \lim_{K \to \infty} \frac{1}{M} \sum_{m=0}^{M-1} \frac{1}{K} \sum_{k=0}^{K-1} \Delta(kM + m).$$  (6)

Since $\Delta(kM + m) = \Delta(kM) + m$, we simplify (6) as

$$\Delta_J = \lim_{K \to \infty} \frac{1}{M} \sum_{m=0}^{M-1} \frac{1}{K} \sum_{k=0}^{K-1} \Delta(kM + m)$$

$$= \text{AoI}_0 + \frac{1}{M} \sum_{m=0}^{M-1} m$$

$$= \text{AoI}_0 + \frac{M - 1}{2},$$  (7)

where $\text{AoI}_0 = \lim_{K \to \infty} \frac{1}{K} \sum_{k=0}^{K-1} \Delta(kM)$.

2) In the distributed encoding scheme, we consider $T$ time slots grouped into $K$ frames and each frame has $NM_h$ time slots, i.e., $T = KNM_h$. Then, the average AoI is calculated as

$$\Delta_D = \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \Delta(t)$$

$$= \lim_{K \to \infty} \frac{1}{NM_h} \sum_{m=0}^{NM_h-1} \frac{1}{K} \sum_{k=0}^{K-1} \Delta(kNM_h + m)$$

$$= \lim_{K \to \infty} \frac{1}{Mh} \sum_{m=0}^{Mh-1} \frac{1}{N} \sum_{n=1}^{N} \frac{1}{K} \sum_{k=0}^{K-1} \Delta(knM_h + m)$$

$$= \frac{1}{Mh} \sum_{m=0}^{Mh-1} \frac{1}{N} \sum_{n=1}^{N} \text{AoI}_{n,m},$$  (8)

where $\text{AoI}_{n,m} = \lim_{K \to \infty} \frac{1}{K} \sum_{k=0}^{K-1} \Delta(knM_h + m)$. Due to the same length of status updates and blocklength of packets for $N$ sensors, we note that

$$\text{AoI}_{n_1,m} = \text{AoI}_{n_2,m},$$  (9)

for any $n_1$, $n_2 \in \{1, 2, \ldots, N\}$. Combining (9) with $\Delta(knM_h + m) = \Delta(knM_h) + m$, we simplify (8) as

$$\Delta_D = \frac{1}{Mh} \sum_{m=0}^{Mh-1} \text{AoI}_{n,m} = \text{AoI}_{N,0} + \frac{Mh - 1}{2}. $$  (10)

### III. Closed-Form Analysis of Average AoI

In this section, we derive the closed-form expressions for the average AoI achieved by the two encoding schemes. We first focus on the joint encoding scheme and present its average AoI in the following theorem.

**Theorem 1:** In the joint encoding scheme with the received SNR, $\gamma$, the closed-form expression for the average AoI is derived as

$$\Delta_J = \frac{M}{1 - \epsilon_J} + \frac{M - 1}{2},$$  (11)

where $\epsilon_J = \epsilon(L, M, \gamma)$ and $\epsilon(\cdot, \cdot, \cdot)$ is given in (1).

**Proof:** In this scheme, based on (7), we need to derive $\text{AoI}_0$ to obtain the average AoI. Note that the AoI expression is periodic with the period $M$, which is given by

$$\Delta((k+1)M) = \begin{cases} M, & \text{if } (k+1)M \leq C_k, \\ \Delta(kM) + M, & \text{otherwise}, \end{cases}$$  (12)

where $C_k$ is the event that the packet generated at $t = kM$ is successfully received by the destination. By exploiting the probability of the occurrence of $C_k$, denoted by $\Pr(C_k)$, we obtain

$$\mathbb{E}[\Delta((k+1)M)] = \Pr(C_k)M + (1 - \Pr(C_k))\mathbb{E}[\Delta(kM) + M],$$  (13)

where $\Pr(C_k) = 1 - \epsilon_J$. According to [21], we obtain

$$\text{AoI}_0 = \mathbb{E}[\Delta(kM)] = \mathbb{E}[\Delta((k+1)M)].$$  (14)

Combining (14) with (13), we derive $\text{AoI}_0$ as

$$\text{AoI}_0 = \frac{M}{1 - \epsilon_J}.$$  (15)

By substituting (15) into (6), we obtain (11).

We then derive and present the closed-form expression for the average AoI achieved by the distributed encoding scheme in the following theorem.

**Theorem 2:** In the distributed encoding scheme with the received SNR, $\gamma$, the closed-form expression for the average AoI is derived as

$$\Delta = \sigma NM_h + \beta M_h + \frac{Mh - 1}{2},$$  (16)

where

$$\sigma = \sum_{n=0}^{N} \frac{(N - n) \epsilon_D^n}{(1 - \epsilon_D)^n},$$  (17)
We note that according to the PMF of AoI, we obtain

\[ \Delta_n(nMh) = f_n NMh + (N - n + 1)Mh, \]  \tag{19} 

where \( f_n \) is the number of consecutive transmission failures for packets from \( S_n \). We find that \( f_n \) follows a geometric distribution, whose probability mass function (PMF) is given by

\[ \Pr(f_n = f) = \epsilon_D f (1 - \epsilon_D). \]  \tag{20} 

Based on [21], we obtain

\[ \mathbb{E} [\Delta_n(nMh)] = \mathbb{E} [\Delta_n((k + 1)NMh)]. \]  \tag{21} 

According to (3), (9), and (19), we obtain \( \text{AoI}_{N,0} \) in (10) as

\[
\text{AoI}_{N,0} = \max_n \mathbb{E} [\Delta_n(kNMh)] = \max_n \mathbb{E} [f_n NMh + (N - n + 1)Mh] = \mathbb{E} [f_{max} NMh] + \mathbb{E} [(N - n^* + 1)Mh],
\]  \tag{22} 

where \( f_{max} = \max\{f_n\} \) and \( n^* = \min \{\text{arg max } f_{max}\} \). It shows that the system AoI is dominated by the largest number of consecutive transmission failures in this scheme. Accordingly, the cumulative distribution function (CDF) of \( f_{max} \) is given as

\[ F_{f_{max}}(f) = \Pr(f_{max} < f) = (1 - \epsilon_D f)^N. \]  \tag{23} 

Based on the CDF of \( f_{max} \), we obtain the PMF of \( f_{max} \) as

\[ \Pr(f_{max} = f) = \left(1 - \epsilon_D f + 1\right)^N - \left(1 - \epsilon_D f\right)^N. \]  \tag{24} 

According to the PMF of \( f_{max} \) given in (24), the first item in (22) is calculated as

\[ \mathbb{E} [f_{max} NMh] = \sum_{f=0}^{\infty} f NMh \Pr(f_{max} = f) = NMh \sum_{f=0}^{\infty} f \left(\left(1 - \epsilon_D f + 1\right)^N - \left(1 - \epsilon_D f\right)^N\right). \]  \tag{25} 

We note that

\[
\sum_{f=0}^{\infty} f \left(\left(1 - \epsilon_D f + 1\right)^N - \left(1 - \epsilon_D f\right)^N\right) = \sum_{f=0}^{\infty} f \sum_{n=0}^{N} \binom{N}{n} \left((-\epsilon_D f + 1)^n - (-\epsilon_D f)^n\right) = \sigma.
\]  \tag{26} 

Hence, we obtain

\[ \mathbb{E} [f_{max} NMh] = \sigma NMh. \]  \tag{27} 

We then calculate the second item in (22). We first note that the number of consecutive transmission failures of the packets from \( S_{n^*} \) is the largest number of consecutive transmission failures of the packets from all the sensors, i.e., \( f_{n^*} = f_{max} \). We also note that the number of consecutive transmission failures of the packets from \( S_{n^*} \) is greater than the number of consecutive transmission failures of the packets from \( S_k \), \( \forall k < n^* \), i.e., \( f_{n^*} > f_k \). Thus, we obtain

\[ \Pr(f_{n^*} = n) = \sum_{f=0}^{\infty} \prod_{k=1}^{N} \Pr(f_k < f) \times \prod_{k=n+1}^{\infty} \Pr(f_k \leq f) \Pr(f_n = f). \]  \tag{28} 

According to \( \Pr(f_k < f) = 1 - \epsilon_D f \), \( \Pr(f_k \leq f) = 1 - \epsilon_D f + 1 \), and (20), we obtain

\[ \Pr(f_{n^*} = n) = \sum_{f=0}^{\infty} \left(1 - \epsilon_D f\right)^{n-1} \left(1 - \epsilon_D f + 1\right)^{N-n} \epsilon_D f (1 - \epsilon_D). \]  \tag{29} 

Thus, the second item in (22) is calculated as

\[ \mathbb{E} [(N - n^* + 1)Mh] = \sum_{n=1}^{N} \Pr(f_{n^*} = n) (N - n + 1)Mh = \beta Mh. \]  \tag{30} 

By substituting (27) and (30) into (22), we obtain the expression for \( \text{AoI}_{N,0} \) as given in (22). In addition, by substituting the expression for \( \text{AoI}_{N,0} \) into (10), we obtain the final result for the distributed encoding scheme.

Based on Theorem 1 and Theorem 2, we obtain the expressions for the average AoI achieved by the joint encoding scheme and the distributed encoding scheme, respectively. Since the block error rate is the function of the blocklength of a packet, there would exist the optimal blocklength of a packet to minimize their average AoI for both encoding schemes. Due to the complexity of the block error rate given in (1), it is hard to derive closed-form expressions for the optimal blocklength for the proposed encoding schemes. Thus, we resort to numerical methods to find the optimal blocklength, which are the solutions to the equation \( \frac{d\text{AoI}}{d\text{blocklength}} = 0 \) in the joint encoding scheme and the equation \( \frac{d\text{AoI}}{d\text{blocklength}} = 0 \) in the distributed encoding scheme.

We then compare the average AoI performance achieved by both encoding schemes by considering the information redundancy \( \alpha \). Here, we consider the same coding rate, \( R \), in the joint encoding scheme and the distributed encoding scheme, i.e., \( R = \frac{\alpha}{\text{blocklength}} = \frac{\alpha}{\text{blocklength}} \). We assume that the coding rate leads to a low block error rate in both encoding schemes, which is due to the fact that high reliable communication technologies are typically adopted in practice. Theorem 3
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Theorem 3: In the system under the assumption of the same coding rate, $R$, and low block error rate for both encoding schemes, the joint encoding scheme has a better AoI performance than the distributed encoding scheme, if $\alpha \geq \alpha_0$, and the distributed encoding scheme has a better AoI performance than the joint encoding scheme, if $\alpha < \alpha_0$. Specifically, $\alpha_0$ is obtained as

$$ \alpha_0 = \frac{(3 - 2\sigma)N - 2\beta - 1}{3} L_h. \quad (31) $$

Proof: According to [22], the block error rate in the joint encoding scheme can be approximated as $\epsilon_J \approx \epsilon_D^N$. Once $\epsilon_D$ is low, the block error rate $\epsilon_J$ in the joint encoding scheme is negligible. Hence, the average AoI difference between the joint encoding scheme and the distributed encoding scheme is approximated as

$$ \Delta_{\text{Diff}} = \Delta_J - \Delta_D $$

$$ \approx \left( \frac{3}{2} \left( N - \frac{\alpha}{L_h} \right) - \left( N\sigma + \frac{1}{2} + \beta \right) \right) M_h. \quad (32) $$

Based on (32), we obtain $\Delta_{\text{Diff}} \leq 0$ when $\alpha \geq \alpha_0$, and $\Delta_{\text{Diff}} > 0$ when $\alpha < \alpha_0$.

Theorem 3 reveals that the joint encoding scheme is better when we can compress much information into a joint packet, but the distributed encoding scheme is better when there is low correlation among the information from different sensors.

IV. NUMERICAL RESULTS

In this section, we present numerical results and evaluate the impact of various parameters, including the coding rate, the number of bits in a status update, the number of sensors, and the information redundancy on the average AoI achieved by the two encoding schemes in our considered system.

Fig. 3 plots the average AoI of the considered system versus the coding rate, $R$. We first observe that the analytical average AoI precisely matches the simulation results, which demonstrates the correctness of our analytical results in Theorem 1 and Theorem 2. We then observe that for both encoding schemes, the average AoI first decreases and then increases when $R$ increases. This observation is due to the fact that the increase in $R$ has a two-fold effect on the average AoI via the blocklength of a packet and the block error rate. When $R$ is small, its increase leads to a smaller blocklength of packets, which decreases the average AoI of the considered system. When $R$ exceeds a certain threshold, its increase leads to the significant increase in the block error rate, thereby degrading the AoI performance. We further observe that the optimal coding rate, which minimizes the average AoI, increases when the number of sensors increases in both encoding schemes. This is because that the increase in the number of bits in a status update increases in both encoding schemes. When the number of bits in a status update is high, the increase in the transmission time dominantly and positively affects the average AoI. When the number of bits in a status update is high, the increase in the transmission time dominantly and positively affects the average AoI. When the number of bits in a status update is high, the increase in the transmission time dominantly and positively affects the average AoI.

Fig. 4 plots the average AoI of the considered system versus the number of sensors, $N$. We first observe that when $N$ increases, the average AoI achieved by both encoding schemes increases monotonically. This is because that the increase in $N$ results in the longer transmission time of status updates from all the sensors, which increases the average AoI of the system. We then observe that the joint encoding scheme achieves a lower average AoI than the distributed encoding scheme for a high coding rate, but a larger average AoI for a low coding rate. This is because that the block error rate increases when the coding rate increases. This block error rate has a more pronounced impact on the average AoI for the distributed encoding scheme than the joint encoding scheme.

Fig. 5 plots the average AoI of the considered system versus the information redundancy, $\alpha$. We first observe that the analytical $\alpha_0$ tightly matches the simulation result, which
the average AoI decreases when \( \alpha \) increases for the joint encoding scheme for different \( N \). This is because that the increase in \( \alpha \) leads to the small number of bits in status updates for the transmission in the joint encoding scheme. Hence, the blocklength of a packet for the transmission decreases, which decreases the average AoI of the system. We further observe that \( \alpha_0 \) increases as the number of sensors increases. This observation is due to the fact that when \( N \) is large, the distributed encoding scheme significantly increases the update frequency of the states received at the destination, compared with the joint encoding scheme, which decreases the average AoI. This observation also implies that it is better to select the joint encoding scheme when the number of sensors is small, but select the distributed encoding scheme when the number of sensors is large.

V. CONCLUSION

This paper considered a point-to-point system where a source generates packets and transmits them to a destination under an unreliable channel. We analyzed the average AoI achieved by two encoding schemes, i.e., the joint encoding scheme and the distributed encoding scheme, under a finite packet block length model. By using simulation results, we demonstrated the accuracy of our analysis and showed that the block error rate has a more significant impact on the average AoI for the distributed encoding scheme than the joint encoding scheme. In addition, we found that the distributed encoding scheme has a better AoI performance than the joint encoding scheme in a highly reliable communication system with a large number of sensors.
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