Fast optimization of weighted sparse decision trees for use in optimal treatment regimes and optimal policy design
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Abstract
Sparse decision trees are one of the most common forms of interpretable models. While recent advances have produced algorithms that fully optimize sparse decision trees for prediction, that work does not address policy design, because the algorithms cannot handle weighted data samples. Specifically, they rely on the discreteness of the loss function, which means real-valued weights cannot be directly used. For example, none of the existing techniques produce policies that incorporate inverse propensity weighting on individual data points. We present three algorithms for efficient sparse weighted decision tree optimization. The first approach directly optimizes the weighted loss function but is computationally inefficient. Our second approach scales better by transforming weights to integer values and using data duplication to transform the weighted decision tree optimization problem into an unweighted, but larger, counterpart. Our third algorithm, which scales to much larger datasets, uses a randomized procedure that samples each data point with a probability proportional to its weight. We present theoretical bounds on the error of the two fast methods and show experimentally that these methods can be two orders of magnitude faster than the direct optimization of the weighted loss, without losing significant accuracy.
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1. Introduction
Sparse decision trees are a leading class of interpretable machine learning models that are commonly used for policy decisions [e.g., 1, 2, 3]. Historically, decision tree optimization has involved greedy tree induction, where trees are built from the top down [4, 5, 6], but more recently there have been several approaches that fully optimize sparse trees to yield the best combination of performance and interpretability [7, 8, 9, 10]. Optimization of sparse optimal trees is NP-hard, and recent work has leveraged the fact that the loss takes on a discrete number of values to provide a computational advantage [11, 12, 13, 14]. However, if one were to try to create a policy tree or estimate causal effects using one of these algorithms, it would become immediately apparent that such algorithms are not able to handle weighted data, because the weights do not come in a small number of discrete values. This means that common weighting schemes, such as inverse propensity weighting or simply weighting some samples more than others [15, 16], are not directly possible with these algorithms.

For example, consider developing a decision tree for describing medical treatment regimes. Here, the cost for misclassification of patients in different stages of the disease could be different. To create an optimal policy, we weight the loss from each patient and minimize the sum of the weighted losses. While it is possible to construct a model using CART’s suboptimal greedy splitting procedure [5], the current fastest optimal decision tree method, GOSDT [14], does not support this approach.

We extend the framework of GOSDT-with-Guesses [13] to support weighted samples. GOSDT-with-Guesses produces sparse decision trees with closeness-to-optimality guarantees in seconds or minutes for most datasets; we refer to this algorithm as GOSDTwG. Our work introduces three approaches to allow weighted samples.

A key contributor to GOSDTwG’s performance is its use of bitvectors to compute the loss function. However, introducing weights requires multiplying the weights by this bitvector representation, which introduces a runtime penalty of one to two orders of magnitude. We demonstrate this effect in our first approach. Our second approach introduces a normalization and data duplication technique to mitigate the slowdown due to real-valued weights. Here, we transform the weights to small integer values and then duplicate each sample by its transformed weight. Our third approach, which scales to much larger sample sizes, uses a stochastic procedure, where we sample each data point with a probability proportional to its weight. Our experimental results show that: (1) the second and third techniques decrease run time by up to two orders of magnitude relative to that achieved by the direct approach, (2) we can bound the accuracy loss that data duplication introduces; and (3) the weighted optimal
decision tree technique can outperform natural baselines in terms of running time, sparsity, and accuracy.

2. Related Work

Decision trees are one of the most popular forms of interpretable models [17]. While full decision tree optimization is NP-hard [18], it is possible to make assumptions, e.g., feature independence, that simplify the hard optimization to cases where greedy methods suffice [19]. However, these assumptions are unrealistic in practice. Other approaches [20, 21] assume that the data can be perfectly separated with zero error and use SAT solvers to find optimal decision trees; however, real data are generally not separable.

Recent work has addressed optimizing accuracy with soft or hard sparsity constraints on the tree size. Such decision tree optimization problems can be formulated using mixed integer programming (MIP) [9, 10, 12, 22, 23, 24], but MIP solvers tend to be slow. Several new algorithms use customized dynamic programming algorithms with branch-and-bound techniques to improve decision tree optimization scalability. In particular, analytical bounds combined with bitvector-based computation efficiently reduce the search space and improve runtime [25, 26, 27]. Lin et al. [14] extend this approach to use dynamic programming, which leads to even better scalability. Demirović et al. [28] introduce constraints on both depth and the number of nodes to improve scalability. Recently, McTavish et al. [13] proposed smart guessing strategies, based on knowledge gleaned from black-box models, that can be applied to any optimal branch-and-bound-based decision tree algorithm to reduce the run time by multiple orders of magnitude. While these studies focus on improving runtime and accuracy, they handle only uniform sample importance and do not consider weighted data points. Our work neatly fills this gap; our weighted objective function, data duplication method, and sampling approach enable us to find near-optimal decision trees quickly.

Several studies focus on learning tree- and list-based treatment regimes from data [29, 30, 31, 32, 33, 34, 35]. However, none of these methods fully optimize the policy, because the techniques used for optimization were not known when the work was done.

3. Methodology

Let \( \{(x_i, y_i, w_i)\}_{i=1}^N \) represent our training dataset, where \( x_i \) are \( M \)-vectors of features, \( y_i \in \{0, 1, \ldots, K\} \) are labels, \( w_i \in \mathbb{R}^{\geq 0} \) is the weight associated with data \( x_i \), and \( N \) is the size of the dataset. Also, let \( x \) be the \( N \times M \) covariate matrix, \( w \) be the \( N \)-vector of weights, and \( y \) be the \( N \)-vector of labels, and let \( x_{ij} \) denote the \( j \)-th feature of \( x_i \). To handle continuous features, we binarize them either by using all possible split points to create dummy variables [25] or by using a subset of these splits as done by McTavish et al. [13]. We let \( \hat{x} \), the binarized covariate matrix, be notated as \( x_{ij} \in \{0, 1\} \).

3.1. Objective

Let \( T \) be a decision tree that gives predictions \( \{\hat{y}_i^T\}_{i=1}^N \). The weighted loss of \( T \) on the is:

\[
\mathcal{L}_w(T, \hat{x}, y) = \frac{1}{\sum_{i=1}^N w_i} \sum_{i=1}^N \sum_{d=1}^K \left[ y_{i,d} - \hat{y}_{i,d}^T \right] \times w_i. \quad (1)
\]

To achieve interpretability and prevent overfitting, we provide the option to use either soft sparsity regularization on the number of leaves, hard regularization on the tree depth, or both [see [13]]:

\[
\min_{T} \mathcal{L}_w(T, \hat{x}, y) + \lambda H_T \quad \text{s.t.} \text{depth}(T) \leq d, \quad (2)
\]

where \( H_T \) is the number of leaves in \( T \) and \( \lambda \) is a per-leaf regularization parameter. We define \( R_w(T, \hat{x}, y) = \mathcal{L}_w(T, \hat{x}, y) + \lambda H_T \). We refer to \( 1[y_{i,d} \neq \hat{y}_{i,d}^T] \) as \( I_d(T) \), for simplicity. While in practice, depth constraints between 2 and 5 are usually sufficient, McTavish et al. [13] provide theoretically-proven guidance to select a depth constraint so that a single tree has the same expressive power (VC dimension) as an ensemble of smaller trees (e.g., a random forest or a boosted decision tree). The parameter \( \lambda \) trades off between the weighted training loss and the number of leaves in the tree.

3.2. Learning Weighted Trees

We present three approaches for handling sample weights. The first is the direct approach, where we calculate the weighted loss directly. Implementing this approach requires multiplying each misclassification by its corresponding weight, which is computationally expensive in any algorithm that uses bitvectors to optimize loss computation. This overhead is due to replacing fast bitvector operations with slower vector multiplications. The direct approach slows GOSDTwG down by two or more orders of magnitude. To avoid this computational penalty, our second approach, data-duplication, transforms the weights; specifically, we normalize, scale, and round the weights to small integer values. We then duplicate samples, where the number of duplicates is the value of the rounded weights, and use this larger unweighted dataset to learn the tree. This method avoids costly vector multiplications and does not substantially increase run time compared to the unweighted GOSDTwG. Finally, to scale to even larger datasets, we present a randomized procedure, called weighted sampling, where we sample each
we need to adapt the third guessing technique to have weighted samples. Given a reference model $\lambda$ this process introduces variance (not bias) and scales to the data handled by a given subtree of $T$. It is straightforward to see that the first two techniques apply directly to our weighted loss function. However, we need to adapt the third guessing technique to have an effective and tight lower bound for the weighted loss function. Let $\hat{g}_T^i$ be the predictions of a potentially complex reference model (e.g., a boosted decision tree model) on training observation $i$. The reference model is used as an upper bound on the performance of the sparse decision tree we are optimizing. Let $s_a$ be the subset of training observations that satisfy a boolean assertion $\alpha$:

$$s_a := \{ i : a(x_i) = \text{True}, i \in \{1, ..., N\} \}$$

$$\tilde{x}(s_a) := \{ \tilde{x}_i : i \in s_a \}, y(s_a) := \{ y_i : i \in s_a \}$$

Motivated by McTavish et al. [13], we define our guessed lower bound on the achievable loss on subset $s_a$ as:

$$lb_{guess}(s_a) := \frac{1}{\sum_{i=1}^{N} w_i} \sum_{i \in s_a} [y_i \neq \hat{g}_T^i] \cdot w_i + \lambda H_{s_a}.$$  \hspace{1cm} (3)

Eq. 3 is a lower bound guess for $R_w(t, \tilde{x}(s_a), y(s_a))$, because we assume that the (possibly black box) reference model $T$ has a loss less than or equal to that of tree $t$ on data $s_a$, and we know that any tree has at least one node (hence the regularization term’s lower bound of $\lambda \times 1$).

Accordingly, in the branch-and-bound algorithm, to optimize the weighted loss function introduced in Equation 2, we consider a subproblem to be solved if we find a subtree that achieves an objective less than or equal to its $lb_{guess}$. If we find such a subtree, our training performance will be at least as good as that of the reference model. For a subset of observations $s_a$, we let $t_a$ be the subtree used to classify points in $s_a$, and $H_{s_a}$ be the number of leaves in that subtree. We can define the subset’s contribution to the objective as:

$$R_w(s_a)(t_a, \tilde{x}(s_a), y(s_a))$$

$$= \frac{1}{\sum_{i=1}^{N} w_i} \sum_{i \in s_a} [y_i \neq \hat{g}_T^i] \cdot w_i + \lambda H_{s_a}.$$  \hspace{1cm} (3)

For any dataset partition $A$, where $a \in A$ corresponds to the data handled by a given subtree of $t$:

$$R_w(t, \tilde{x}, y) = \sum_{a \in A} R_w(s_a)(t_a, \tilde{x}(s_a), y(s_a)).$$

By introducing the above-mentioned lower bound guess, we can now replace the lower bound of McTavish et al. [13] with our lower bound and proceed with branch-and-bound. Their approach is provably close to optimal when the reference model makes errors similar to those made in the optimal tree. Our approach using the weighted lower bound is also close to optimal. Let $R_{T, \text{incorrect}}$ be the set of observations incorrectly classified by the reference model $T$, i.e., $R_{T, \text{incorrect}} = \{ i | y_i \neq \hat{g}_T^i \}$, and $t_0$ be a tree returned from our lower-bound guessing algorithm.

Theorem 1. (Performance Guarantee). Let $R(t_0, \tilde{x}, y)$ denote the objective of $t_0$ on the full binarized dataset $(\tilde{x}, y)$ for some per-leaf penalty $\lambda$. Then for any decision tree $t$ that satisfies the same depth constraint $d$, we have:

$$R(t_0, \tilde{x}, y) \leq \frac{1}{\sum_{i=1}^{N} w_i} \left( \sum_{i \in R_{T, \text{incorrect}}} w_i + \sum_{i \in R_{T, \text{correct}}} \mathbb{I}[y_i \neq \hat{g}_T^i] \cdot w_i \right) + \lambda H_t.$$  \hspace{1cm} (3)

That is, the objective of the guessing model $t_0$ is no worse than the union of errors of the reference model and tree $t$.

Hence, the model $t_0$ achieves a weighted objective that is as good as the error of the reference model (which should be small) plus (something smaller than) the error of the best possible tree of the same depth. The proof appears in our supplementary material [36].

Motivation for Data Duplication. Surprisingly, increasing the dataset size by replicating data is substantially faster than using the direct approach. Decision tree optimization requires repeatedly evaluating the objective. Small improvements in that computation lead to a large improvement (possibly orders of magnitude) in execution time. In the direct approach, computing the objective (2) requires computing the inner product $w \cdot \tilde{x}$, where $Z_i = \mathbb{I}[y_i \neq \hat{g}_T^i]$. In the unweighted case, as all weights are 1, this computation can be performed using bitvectors, which is extremely fast. In the weighted case, we resort to standard inner products, which are two orders of magnitude slower (see Section 4). The data-duplication approach allows us to use bitvectors as in the unweighted case, preserving fast computation.

Data-duplication Algorithm. The data-duplication algorithm is shown in Algorithm 1. We first normalize all weights and scale them to $(0, 1]$. Given an integer, $p > 0$, we then multiply each normalized weight by $p$ and round to integers. We then duplicate each sample, $x_i$, by its corresponding integer weight, $\hat{w}_i$. Once the data are duplicated, we can use any optimal decision tree technique. Our experiments show that if we choose the value of $p$ appropriately, this method improves training runtime.
Theorem 2. Let $\mathcal{T}$ be a minimizer of the objective as $t^* \in \arg \min_t R(t)$, and $\tilde{T}$ be a minimizer of the approximate loss function as $T \in \arg \min_t \tilde{R}(t)$, if $\|w - \tilde{w}\|_\infty \leq \epsilon$, $|R(t^*) - \tilde{R}(\tilde{T})| \leq \max \left\{ \frac{\zeta - 1}{\psi + 1}, \frac{(\eta - 1)\psi + 1}{\eta} \right\}$, where $\eta = \max_{1 \leq i \leq N} \left\{ \frac{w_i}{\tilde{w}_i} \right\}$, $\zeta = \max_{1 \leq i \leq N} \left\{ \frac{\tilde{w}_i}{w_i} \right\}$, and $\psi = \max_{1 \leq i \leq N} \left\{ \frac{w_i}{\tilde{w}_i} \right\}$.

In other words, the rounded solution provably will not lose substantial performance, as long as both the additive and multiplicative changes in weights due to rounding are small. The value of $\eta$ and $\zeta$ are usually small and near 1, if the original weights do not have extreme imbalances. If the value of $\psi$ is large, then the direct approach is more efficient, so we should duplicate data. When we use data duplication, the value of $\psi$ should also be small. The proof is in our supplementary material [36].

Weighted Sampling. When the ratio between the biggest and smallest weights is large, data duplication might be inefficient if it requires creating many samples. To address this issue, we present a stochastic sampling process based on weights. Given an arbitrary amplification number $r$, we sample $S = r \times N$ data points such that the probability of choosing $x_i$ is $\frac{1}{\sum_{i=1}^{N} w_i}$. After this step, we can use any unweighted optimal decision tree algorithm on the sampled dataset.

Quality Guarantee of Weighted Sampling. Let $\tilde{\mathcal{L}}(.)$ be the loss function on the sampled dataset, it is not hard to see that $\mathbb{E}[\mathcal{L}] = \mathcal{L}_w$, where $\mathcal{L}_w$ is the value of the misclassification (Eq. 1) on the weighted dataset. Based on this fact, we have the following theorem:

**Theorem 3.** Given a weighted dataset $D = \{(x_i, y_i, w_i)\}_{i=1}^N$, an arbitrary positive real number $r > 0$, an arbitrary positive real number $\epsilon > 0$, and a tree $T$, if we sample $S = r \times N$ data points from $D$, $D = \{(\tilde{x}_i, \tilde{y}_i)\}_{i=1}^S$, we have:

$$\mathbb{P} \left( |\mathcal{L}(T, \tilde{x}, \tilde{y}) - \mathcal{L}_w(T, x, y)| \geq \epsilon \right) \leq 2 \exp \left( \frac{-2\epsilon^2}{S} \right)$$

### 4. Experiments

Our evaluation addresses the following questions: (1) When is the direct approach more efficient than data duplication and weighted sampling? (2) In practice, how well do the second and third proposed methods perform relative to the direct approach? (3) How sparse and fast are our weighted models relative to state-of-the-art optimal decision trees? (4) How can our approach be used for policy making? We use sparsity as a proxy for interpretability, because it can be quantified, thus providing an objective means of comparison [17].

### 4.1. Datasets

We use seven publicly available real-world datasets; Table 1 shows sizes of these datasets: The Lalonde dataset [37, 38], Broward [39], the coupon dataset, which was collected on Amazon Mechanical Turk via a survey [40], Diabetes [41], which is a health care related dataset, the

| Dataset     | samples | features | binary features |
|-------------|---------|----------|----------------|
| Lalonde     | 723     | 7        | 447            |
| Broward     | 1554    | 36       | 588            |
| Compas      | 2851    | 21       | 87             |
| Diabetes    | 5900    | 44       | 532            |
| COMPAS      | 6900    | 7        | 334            |
| PICO        | 10473   | 23       | 9317           |
| Netherlands | 20000   | 9        | 51899          |
We compared our methods with the following baseline. As DL8.5 does not support weighted datasets, we use their default weighted implementation as the baselines. This comparison. These results suggest a trade-off between accuracy and running time. Weighted sampling is the fastest approach, but it has the worst accuracy, because it uses only subsets of the data. Data duplication, while slower than weighted sampling, is faster than the direct method, without losing much accuracy.

**Sparsity vs. accuracy.** The dotted line and round and diamond shapes in Figures 2 and 3(a) illustrate the accuracy-sparsity tradeoff for different decision tree models (the black line represents accuracy for GBDT). GOSDTwG produces excellent training and test accuracy with a small number of leaves, and, compared to other decision tree models, achieves higher accuracy for every level of sparsity. Results of other datasets can be found in [36].

**Training time vs. test accuracy.** Figures 3(b) and 3(c) show the training time and accuracy for different methods. While the training times of GOSDTwG and CART are almost the same, GOSDTwG achieves the highest training and test accuracy in almost all cases. As DL8.5 timed out at one hour on all datasets except Lalonde, it did not reach optimality and was outperformed by both CART and GOSDTwG. Results of other datasets can be found in our supplement [36].

**Lalonde Case Study.** The Lalonde dataset is from the National Supported Work Demonstration [38, 37], a labour market experiment in which participants were randomized between treatment (9-12 month on-the-job training) and control groups. Each unit $U_i$ has a pre-treatment covariate vector $X_i$ and observed assigned treatment $Z_i$. Let $Y_i^1$ be the outcome if unit $U_i$ received the treatment and $Y_i^2$ be the outcome if it was not treated. When a unit is treated, we do not observe the outcome had it not been treated and vice versa. We use the MALTS model [48] to estimate these missing values by matching, producing an estimate of the conditional average treatment effect. We classify participants into three groups—"should be treated," "should be treated if budget allows," and "should not be treated"—based on their conditional average treatment effect estimate. Then we labelled the data points as 2, 1, and 0 if the estimated treatment effect is larger than 2000, between −5000 and 2000, and less than −5000, respectively. We define the penalty for each misclassification as (i) cost = 0 if correctly classified, (ii) cost = 200 + 3 × age if label = 0 and misclassified, (iii) cost = 100 + 3 × age if label = 1 and misclassified, and (iv) cost = 300 if label = 2 and misclassified. We linearly scale the above costs to the range from 1 to 100, and in the case of data-duplication, we round them to integers and treat them as weights of the dataset. Figure 4 shows the tree produced by GOSDTwG with a depth limit of 3; trees with other depth limits appear in [36].

**4.2. Baselines**

We compared our methods with the following baseline models: (1) CART [5], (2) DL8.5 [45], and (3) Gradient Boosted Decision Trees (GBDT) [46, 47]. CART and GBDT can both handle weighted datasets, so we use their default implementation as the baselines. As DL8.5 does not support weighted datasets, we use the data-duplication approach with it.

**4.3. Results**

**Data duplication.** We begin by demonstrating how much the direct approach penalizes runtime relative to data-duplication. We use the unweighted FICO dataset and randomly pick $q\%$ of the original $S$ data points. We assign each selected point weight = 2 by duplicating it, producing a dataset of size $(1 + \frac{q\%}{100}) \times N$, where $N$ is the size of the original data set, $|S|$. We then compare runtimes for this data-duplicated dataset and the original dataset in which we assign weight = 2 to the selected samples and weight = 1 to the remaining samples. We run this experiment on two machines, with two different processors and amounts of memory, to show the consistency of the results on different machines. The full machine descriptions appear in our supplementary material [36]. Figure 1 shows that when the size of the duplicated dataset is less than 100 times the original dataset, the data-duplication approach is always faster.

**Comparison of our approaches.** We next compare the relative accuracy achieved using all three approaches. The star-shaped points in Figures 2 and 3 show the result of this comparison. These results suggest a trade-off between accuracy and running time. Weighted sampling is the fastest approach, but it has the worst accuracy,
efficiency, we present a stochastic process in which we approach, which rounds all weights to integers and then improve efficiency, we present the data-duplication approach, which rounds all weights to integers and then duplicates each sample by its weight. To further improve efficiency, we present a stochastic process in which we sample an unweighted dataset from our weighted dataset. Our results suggest a trade-off of accuracy and runtime among these approaches.
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Figure 2: Sparsity vs. training accuracy: All methods but CART and GBDT use guessed thresholds. DL8.5 frequently times out, so there are fewer markers for it. GOSDTwG achieves the highest accuracy for every level of sparsity.

Figure 3: GOSDTwG achieves the highest test accuracy for almost every level of sparsity. While CART is the fastest algorithm, GOSDTwG uses its additional runtime to produce models with higher accuracy and that generalize better.

Figure 4: The tree generated by GOSDTwG (depth limit 3) on the Lalonde dataset.

\begin{align*}
\text{education} \leq 11.5 \\
\text{age} \leq 31.5 \\
\text{race} \leq 21497.509 \\
\text{age} \leq 18.5 \\
\text{race} \leq 21497.509
\end{align*}
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