Multiple positive solutions for the fractional Schrödinger-Poisson systems involving critical nonlinearities with potential
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Abstract

In this paper, we study the existence of multiple positive solutions for a class of fractional Schrödinger-Poisson systems involving sign-changing potential and critical nonlinearities on an unbounded domain. With the help of Nehari manifold and Ljusternik-Schnirelmann category, we investigate how the coefficient \( g(x) \) of the critical nonlinearity affects the number of positive solutions. Moreover, we present a novel relationship between the number of positive solutions and the category of the global maximum set of \( g(x) \).
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1 Introduction

In this paper, our main interest is devoted to multiple positive solutions of the fractional Schrödinger-Poisson-type system:

\[
\begin{cases}
(-\Delta)^\alpha u + u + l(x)\phi u = f_\lambda(x)|u|^{q-2}u + g(x)|u|^{2^*_\alpha-2}u, & \text{in } \mathbb{R}^N, \\
(-\Delta)^s \phi = \gamma_s l(x)u^2, & \text{in } \mathbb{R}^N,
\end{cases}
\]

where \( \alpha \in (0, 1) \), \( q \in (1, 2) \) or \( q \in (4, 2^*_\alpha) \), \( s \in (0, N) \), \( 2\alpha < N \leq 4\alpha \), \( \gamma_s = \frac{\pi^{N/2}\Gamma(s/2)}{\Gamma((N-s)/2)} \) is a constant, \( 2^*_\alpha = \frac{2N}{N-2\alpha} \) is the fractional critical Sobolev exponent, and \( \Gamma \) is the Gamma function. The operator \( (-\Delta)^\alpha \) is the so-called fractional Laplacian defined by the Fourier transform:

\[ (-\Delta)^\alpha u(\xi) = |\xi|^{2\alpha} \hat{u}, \]

where \( \hat{u} \) denotes the Fourier transform of \( u \), and \( u : \mathbb{R}^N \to \mathbb{R} \) belongs to the Schwartz class \( S(\mathbb{R}^N) \). For the sake of using the variational methods conveniently, \( (-\Delta)^\alpha \) is equivalently defined by [15]:

\[ (-\Delta)^\alpha u(x) = -\frac{C(s)}{2} \int_{\mathbb{R}^N} \frac{u(x+y) + u(x-y) - 2u(x)}{|y|^{N+2\alpha}} dy, \quad x \in \mathbb{R}^N, \]

where

\[ C(s) = \left( \int_{\mathbb{R}^N} \frac{1 - \cos \xi_1}{|\xi|^{N+2\alpha}} d\xi \right)^{-1}, \quad \xi = (\xi_1, \xi_2, ..., \xi_N). \]

Here, \( l, f_\lambda \) and \( g \) are continuous functions on \( \mathbb{R}^N \). The function \( f_\lambda(x) \) is defined by \( f_\lambda(x) = \lambda f_+ + f_- \), where \( \lambda > 0 \) is a small parameter and \( f_\pm = \pm \max\{\pm f(x), 0\} \).
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The classical Schrödinger–Poisson type system takes the form:

\[
\begin{aligned}
-\Delta u + V(x)u + l(x)\phi u &= f(x, u), \\
-\Delta \phi &= l(x)u^2,
\end{aligned}
\]  

(1.2)

which arises in quantum mechanics and semiconductor theory introduced by Benci and Fortunato [8], where the unknowns \( u \) and \( \phi \) represent the wave functions associated with the particle and electric potential, and the functions \( V(x) \) and \( l(x) \) stand for an external potential and a nonnegative density charge, respectively. The Schrödinger equation coupled with a Poisson equation is usually used to interpret the phenomenon that a quantum particle interacts with an electromagnetic field. For more details about the physical background of system (1.2), we refer the readers to [8, 11, 28, 30] and the references therein.

System (1.2) was extensively investigated in both bounded and unbounded domains under various assumptions on potentials and nonlinearities. Some profound results on the existence of solutions of system (1.2) have been obtained [2, 4, 5, 34, 36]. When system (1.2) does not contain the electrostatic potential \( \phi \), it reduces to the classical nonlinear Schrödinger equation:

\[-\Delta u + V(x)u = f(x, u), \quad x \in \mathbb{R}^N,\]

(1.3)

where \( V(x) \) represents an external potential. Solutions of equation (1.3) can be used to study standing wave solutions \( \psi(x, t) = u(x)e^{-iEt} \) of the equation:

\[
i \frac{\partial \psi}{\partial t} + \Delta \psi - V(x)\psi = -f(x, u), \quad x \in \mathbb{R}^N.
\]

(1.4)

It is well-known that the existence and multiplicity of positive solutions of (1.3) is influenced by its external potentials. Since Cingolani and Lazzo [12] found the relationship between the number of positive solutions and the category of the set of minima of \( V(x) \) under certain assumptions, we have seen quite many results established based on [12]. For example, He-Li-Peng obtained a similar result for a Kirchhoff type problem [20]. Figueiredo and Junior [19] generalized the same result to the Schrödinger-Kirchhoff-type problems. When the domain is bounded and \( g \) is convex, it was presented in [20]. Zhang et al. [39] considered the fractional Schrödinger equation, it was presented in [14]. Zhang et al. [39] considered the fractional Schrödinger equation,

\[
\begin{aligned}
(-\Delta)^s u &= \lambda \phi u, \quad \text{in } \mathbb{R}^3, \\
(-\Delta)^t \phi &= \lambda u^2, \quad \text{in } \mathbb{R}^3,
\end{aligned}
\]

(1.5)
where $\lambda > 0$. When $g(u)$ satisfies subcritical or critical growth conditions, they proved the existence of positive solutions by using a perturbation approach as well as asymptotic behaviors of solutions as $\lambda \to 0^+$. Teng [37] considered the fractional nonlinear Schrödinger-Poisson system:

$$
\begin{cases}
(-\Delta)^s u + V(x)u + \phi u = \mu|u|^{q-1}u + |u|^{2^*_s - 2}u, & \text{in } \mathbb{R}^3, \\
(-\Delta)^s \phi = u^2, & \text{in } \mathbb{R}^3,
\end{cases}
$$

(1.6)

where $\mu > 0$, $0 < q < 2^*_s - 1 = \frac{3+2\alpha}{3-2\alpha}$, $s, t \in (0, 1)$ and $2s + 2t > 3$. The existence of a nontrivial ground state solution was proved by using variational methods. Murcia and Siciliano [33] investigated the problem:

$$
\begin{cases}
\varepsilon^{2\alpha}(-\Delta)^\alpha u + V(x)u + \phi u = f(u), & \text{in } \mathbb{R}^N, \\
\varepsilon^\theta(-\Delta)^s \phi = \gamma_su^2, & \text{in } \mathbb{R}^N,
\end{cases}
$$

(1.7)

where $\varepsilon > 0$, $\alpha \in (0, 1)$, $s \in (0, N)$, $\theta \in (0, s)$, $N \in (2\alpha, 2\alpha + s)$, $\gamma_s = \frac{2^s\mu}{1(2^s-2)}$ is a constant, $V(x)$ is a weight potential, and $f$ satisfies the classic $(A-R)$ condition:

$$(A-R): \text{There is } \mu \in (4, 2^\alpha_s) \text{ such that } 0 < \mu F(t) := \mu \int_0^t f(\tau)d\tau \leq tf(t) \text{ for all } t > 0.$$ 

By using the Ljusternik-Schnirelmann theory and the Nehari manifold method, they found a relationship between the number of positive solutions and the category of the set of minima of $V(x)$. Recently, Luo and Tang [29] studied the problem with critical Sobolev exponent:

$$
\begin{cases}
\varepsilon^{2\alpha}(-\Delta)^\alpha u + V(x)u + \phi u = |u|^{2^*_s - 2}u + f(u), & \text{in } \mathbb{R}^N, \\
\varepsilon^\theta(-\Delta)^s \phi = \gamma_su^2, & \text{in } \mathbb{R}^N,
\end{cases}
$$

(1.8)

where $\varepsilon > 0$, $\alpha \in (\frac{1}{2}, 1)$, $N \in (2\alpha, 4\alpha)$, $s \in (N-2\alpha, N)$, $\theta \in (0, s)$, $V$ satisfies a local condition and $f$ satisfies:

$(f):$ The function $t \mapsto \frac{f(t)}{t^\theta}$ is non-decreasing in $(0, \infty)$.

By means of the penalization techniques and the Ljusternik-Schnirelmann theory, they obtained a relationship between the number of positive solutions and the category of the set of minima of $V(x)$. However, if $f(u) = |u|^{q-2}u$, the assumptions $(A-R)$ and $(f)$ are both imply that $q > 4$, which is the essential point of the obtained results in [29,33].

The above results focus on the existence of solutions of fractional Schrödinger-Poisson system with the influence of potential $V(x)$ and the relationship between the number of positive solutions and the category of the set of minima of potential $V(x)$. However, it is not clear if the weight potential appear in nonlinear term does the same thing. So if we consider the problem (1.1), it is seems natural to ask whether it is possible to relate the number of positive solutions to the category of the set of the maximum of $g(x)$. The purpose of the present paper is to give an affirmative answer to such a question for the case $1 < q < 2$ and $4 < q < 2^*_s$. For the case $2 \leq q \leq 4$, the primary difficulty is that we can not obtain the boundedness of the $(PS)$ sequence for system (1.1) don’t like in the cases $1 < q < 2$ or $4 < q < 2^*_s$. Some researchers used the Pohozaev-Nehari manifold to overcome this difficulty and to obtain the existence of ground states for a similar problem under assumptions that $f_\lambda(x)$ and $g(x)$ are constants, see [25]. That is because if $f_\lambda(x)$ and $g(x)$ are not constants, the terms involving the gradient of $f_\lambda(x)$ and $g(x)$ will appear in the Pohozaev-Nehari manifold and so the boundedness of the $(PS)$ sequence still can not be obtained. It seems that a cut-off technique is needed for this case and we shall study it in a forthcoming paper.

Before stating our main results, we introduce some conditions on $l(x)$, $f_\lambda(x)$ and $g(x)$:

$(H_1)$ $l(x) \to 0$ as $x \to \infty$ and $l(x) \geq 0$ for all $x \in \mathbb{R}^N$.

$(H_2)$ $f_\lambda(x) \in L^{q^*}(\mathbb{R}^N)$, where $q^* = \frac{2^*_s}{2^*_s - q}$. 

3
There exist positive constants $C$ at least $\text{cat}$ uniformly in $(\mathcal{H})$ and (H)

Thus if we replace conditions (1.1), there exists $\lambda > 0$ such that if $\lambda \in (0, \lambda_0)$, the problem (1.1) has at least $\text{cat}_{M_0}(M) + 1$ distinct positive solutions, where $\text{cat}$ means the Ljusternik-Schnirelmann category.

Remark 1.1. Let $M_r = \{ x \in \mathbb{R}^N; \text{dist}(x, M) < r \}$ for $r > 0$. Then by conditions (H) - (H)$_5$, there exist positive constants $C_0$, $r_0 > 0$ such that

$$f_\lambda(x) > 0, \text{ for } x \in M_{r_0}, \; M_{r_0} \subset \mathbb{R}^N$$

and

$$g(z) - g(x) \leq C_0|x - z|^\rho \text{ for } x \in B_{r_0}(z)$$

uniformly in $z \in M$, where $B_{r_0}(z) = \{ x \in \mathbb{R}^N; |x - z| < r_0 \}$. Moreover, in view of conditions $(H_3) - (H_4)$, it is easy to see that $g_\infty < 1$.

**Theorem 1.1.** Assume that $1 < q < 2$ and conditions (H)$_1$ - (H)$_5$ hold. Then for each $0 < \delta < r_0$, there exists $\lambda_\delta > 0$ such that if $\lambda \in (0, \lambda_\delta)$, the problem (1.1) has at least $\text{cat}_{M_\delta}(M) + 1$ distinct positive solutions, where $\text{cat}$ means the Ljusternik-Schnirelmann category.

For the case of $\max \{ 4, \frac{N}{N-2\alpha} \} < q < 2^*_\alpha$, we impose the following conditions on $l(x)$ and $f_\lambda(x)$ instead of conditions (H)$_1$ - (H)$_2$:

(A$_1$) $l(x) \in L^\infty(\mathbb{R}^N)$ and $l(x) \geq 0$ for all $x \in \mathbb{R}^N$.

(A$_2$) $f_\lambda(x) \equiv \lambda f(x)$ and $\lim_{|x| \to \infty} f(x) = f_\infty, \; f_\infty \in (0, +\infty)$ and $f(x) \geq f_\infty$ for $x \in \mathbb{R}^N$.

**Theorem 1.2.** Assume that conditions (H)$_3$ - (H)$_4$ and (A$_1$) - (A$_2$) hold, when $\max \{ 4, \frac{N}{N-2\alpha} \} < q < 2^*_\alpha$. Then for each $0 < \delta < r_0$, there exists $\lambda_\delta > 0$ such that if $\lambda \in (0, \lambda_\delta)$, the problem (1.1) has at least $\text{cat}_{M_\delta}(M)$ distinct positive solutions.

**Remark 1.2.** It is easy to see that conditions (A$_1$) - (A$_2$) are weaker than conditions (H)$_1$ - (H)$_2$. Thus if we replace conditions (H)$_1$ - (H)$_2$ with (A$_1$) - (A$_2$), the conclusion of this Theorem is certainly true.

The innovations to prove theorems 1.1 and 1.2 are summarized as follows:

1. As in [12, 16, 17, 19, 21, 26, 27], the Nehari manifold and the Ljusternik-Schnirelmann theory are the key tools in the proof of Theorem 1.1 and Theorem 1.2. For the proof of Theorem 1.1 one of the major difficulties is to find the energy of the associated energy functional constrained on the Nehari manifold, this is because the variational methods used in the literature, see [12, 16, 17, 19, 21, 26, 27, 29, 33], cannot be used in the case of the growth order of $1 < q < 2$. To overcome this obstacle, we introduce a new version of Young’s inequality for weak $L^{p,w}(\mathbb{R}^N)$ spaces (see Lemma 3.3) and give an accurate estimate for the poisson term in the associated energy functional.

2. Another difficulty for proving Theorem 1.1 lies in the fact that there is no concentration-compactness result on the fractional Schrödinger equations. In this study we introduce a scale operation (see Lemma 4.1) and establish a global compactness result (see Lemma 4.2).

3. Since we use conditions $(A_1) - (A_2)$ instead of $(H_1) - (H_2)$, the resultant difficulty in the proof of Theorem 1.2 becomes harder to obtain the compactness of the $(PS)$ sequence for the associated energy functional. To this end, we propose a new analytical technique to derive a precise estimate for the $(PS)$ sequence (see Lemma 5.3).
The remainder of the paper is organized as follows. In Section 2, we recall some related preliminary results on fractional Sobolev spaces, and present the variational setting of the problem and properties of the corresponding Nehari manifold. In Section 3, we introduce the weak \( L^{r,w}(\mathbb{R}^N) \) spaces and derive useful estimates which play a crucial role in the proof of Theorem 1.1. In Section 4, we construct the barycenter map and prove Theorem 1.1 by means of the Ljusternik-Schnirelmann category theory. Section 5 is dedicated to the proof of Theorem 1.2.

2 Preliminary Results

In this section, we present some related preliminary results on fractional Sobolev spaces [15]. For the sake of simplicity, we denote by \( \rightarrow \) (resp. \( \rightharpoonup \)) the strong (resp. weak) convergence. We will use \( C, C_0, C_1, C_2, \ldots \) to denote various positive constants, and use \( L^r(\mathbb{R}^N) \), \( 1 < r < \infty \) to represent the usual Lebesgue space of vector-valued functions with the usual \( L^r \) norm in \( \mathbb{R}^N \) denoted by \( | \cdot |_r \).

The fractional Sobolev space \( H^s(\mathbb{R}^N) \) is defined as the completion of \( C_0^\infty(\mathbb{R}^N) \) under the norm:

\[
\|u\|_{H^s} := \left( \int_{\mathbb{R}^N} |(-\Delta)^{s/2} u|^2 \, dx + \int_{\mathbb{R}^N} |u|^2 \, dx \right)^{\frac{1}{2}}.
\]

It is well-known that \( H^s(\mathbb{R}^N) \to L^r(\mathbb{R}^N) \), \( r \in [2, 2^*_s] \) and the embedding is continuous. Moreover, the embedding is compact if \( \Omega \subset \mathbb{R}^N \) is bounded and \( r 
eq 2^*_s \). Set \( \dot{H}^s(\mathbb{R}^N) \) as the completion of \( C_0^\infty(\mathbb{R}^N) \) under the norm:

\[
\|u\|_{\dot{H}^s} := \left( \int_{\mathbb{R}^N} |(-\Delta)^{s/2} u|^2 \, dx \right)^{\frac{1}{2}}.
\]

It is easy to see that \( \dot{H}^s \hookrightarrow L^{2^*_s}(\mathbb{R}^N) \), where \( 2^*_s = \frac{2N}{N-s} \).

To consider the second equation in system (1.1), we fix a function \( u \in H^s(\mathbb{R}^N) \) and start with the problem:

\[
\begin{cases}
(-\Delta)^{s/2} \phi = \gamma_s l(x) u^2, & \text{in } \mathbb{R}^N, \\
\phi \in \dot{H}^s(\mathbb{R}^N),
\end{cases}
\]

(2.1)

whose weak solution is a solution \( \phi \in \dot{H}^s(\mathbb{R}^N) \) satisfying

\[
\int_{\mathbb{R}^N} (-\Delta)^{s/2} \phi (-\Delta)^{s/2} v dx = \gamma_s \int_{\mathbb{R}^N} l(x) u^2 v dx
\]

for any \( v \in \dot{H}^s(\mathbb{R}^N) \).

Note that

\[
\left| \int_{\mathbb{R}^N} l(x) u^2 v dx \right| \leq \|u\|_{H^s}^{2\frac{2}{N}} \|v\|_{2^*_s} \leq C\|u\|_{H^s}^2 \|v\|_{\dot{H}^s}.
\]

(2.2)

So the map

\[
L_u : v \in \dot{H}^s(\mathbb{R}^N) \mapsto \int_{\mathbb{R}^N} l(x) u^2 v dx
\]

is linear and continuous. It follows [10] that there exists a unique solution \( \phi_u \in \dot{H}^s(\mathbb{R}^N) \) to system (2.1) and

\[
\phi_u = \frac{1}{| \cdot |_{N-s}} * u^2,
\]

(2.3)

where \( * \) means convolution. Moreover, we have

\[
\|\phi_u\|_{\dot{H}^s} = \|L_u\|_{\mathcal{L}(\dot{H}^s(\mathbb{R}^N); \mathbb{R})} \leq C\|u\|_{H^s}^{2\frac{2}{N}} \leq C\|u\|_{H^s}^2,
\]

(2.4)

where \( \mathcal{L}(\dot{H}^s(\mathbb{R}^N); \mathbb{R}) \) represents the set of bounded linear operators from \( \dot{H}^s(\mathbb{R}^N) \) to \( \mathbb{R} \). If we define the map:

\[
A : u \in H^s(\mathbb{R}^N) \mapsto \int_{\mathbb{R}^N} l(x) \phi_u u^2 dx,
\]
then we have

\[ |A(u)| \leq C|\phi_u|_2^2 |u|^{2\alpha} |X|_{\alpha}^2 \leq C\|\phi_u\|_{H^\alpha}^2 |u|^{2\alpha} |X|_{\alpha}^2 \leq C\|u\|_{H^\alpha}^4. \quad (2.5) \]

Some of the related properties of \( \phi_u \) and \( A \) are listed below.

**Lemma 2.1.** \([23]\)** The following statements are true.

(i) For each \( u \in H^\alpha(\mathbb{R}^N) \), \( \phi_u \geq 0 \).

(ii) For each \( u \in H^\alpha(\mathbb{R}^N) \) and \( t \in \mathbb{R} \), \( \phi_{tu} = t^2 \phi_u \).

(iii) If \( u_n \rightharpoonup u \) in \( H^\alpha(\mathbb{R}^N) \), then \( \phi_{u_n} \rightharpoonup \phi_u \) in \( H^\frac{\alpha}{2}(\mathbb{R}^N) \).

(iv) If \( A \) is of class \( C^2 \) and for every \( u, v \in H^\alpha(\mathbb{R}^N) \), then \( A'(u)v = 4 \int \phi_u u v dx \).

(v) Assume that \( u_n \rightarrow u \) in \( L^r(\mathbb{R}^N) \) with \( 1 < r < 2^*_\alpha \). Then \( A(u_n) \rightarrow A(u) \).

(vi) If \( u_n \rightharpoonup u \) in \( H^\alpha(\mathbb{R}^N) \), then \( A(u_n - u) = A(u_n) - A(u) + o(1) \).

Substituting (2.3) into (1.1) yields an equivalent equation:

\[
(-\Delta)^\alpha u + u + l(x)\phi_u u = f_\lambda(x)|u|^{q-2}u + g(x)|u|^{2^*_\alpha - 2}u, \quad \text{in} \ \mathbb{R}^N.
\]

To treat the nonlocal problem \((2.6)\), with the help of the harmonic extension method \([10]\), we consider a corresponding extension problem, also a local problem, that allows us to use the classical nonlinear variational methods.

Given a function \( u \in \dot{H}^\alpha(\mathbb{R}^N) \), the solution \( \omega \in \dot{X}^\alpha(\mathbb{R}^{N+1}_+) \) of

\[
\begin{cases}
\text{div}(y^{1-2\alpha}\nabla \omega) = 0, & \text{in} \ \mathbb{R}^{N+1}_+, \\
\omega = u, & \text{on} \ \mathbb{R}^N \times \{0\},
\end{cases}
\]

is called \( \alpha \)-harmonic extension \( \omega = E_\alpha(u) \) of \( u \), where \( \dot{X}^\alpha(\mathbb{R}^{N+1}_+) \) is defined as the completion of \( C_0^\infty(\mathbb{R}^{N+1}_+) \) under the norm:

\[ \|\omega\|_{\dot{X}^\alpha} = \left( \int_{\mathbb{R}^{N+1}_+} k_\alpha y^{1-2\alpha} |\nabla \omega|^2 dy dx \right)^{\frac{1}{2}} \]

and \( k_\alpha \) is a normalization constant. We know that \( E_\alpha(\cdot) \) is an isometry between \( \dot{H}^\alpha(\mathbb{R}^N) \) and \( \dot{X}^\alpha(\mathbb{R}^{N+1}_+) \), and

\[ \|\omega\|_{\dot{X}^\alpha} = \sqrt{k_\alpha} \|u\|_{\dot{H}^\alpha}, \quad u \in \dot{X}^\alpha(\mathbb{R}^N). \]

We can further define \( X^\alpha(\mathbb{R}^{N+1}_+) \) by the completion of \( C_0^\infty(\mathbb{R}^{N+1}_+) \) under the norm:

\[ \|\omega\|_{X^\alpha} = \left( \int_{\mathbb{R}^{N+1}_+} k_\alpha y^{1-2\alpha} |\nabla \omega|^2 dy dx + \int_{\mathbb{R}^N} k_\alpha |\omega(x, 0)|^2 dx \right)^{\frac{1}{2}}. \]

It is easy to see that \( E_\alpha(\cdot) \) is an isometry between \( H^\alpha(\mathbb{R}^N) \) and \( X^\alpha(\mathbb{R}^{N+1}_+) \).

Re-formulate \((2.6)\) as follows:

\[
\begin{cases}
\text{div}(y^{1-2\alpha}\nabla \omega) = 0, \\
-k_\alpha \frac{\partial \omega}{\partial v} = -\omega - \phi_\alpha \omega + f_\lambda(x)|\omega|^{q-2} \omega + g(x)|\omega|^{2^*_\alpha - 2} \omega, \quad \text{in} \ \mathbb{R}^{N+1}_+, \\
\end{cases}
\]

where

\[ -k_\alpha \frac{\partial \omega}{\partial v} = -k_\alpha \lim_{y \to 0^+} y^{1-2\alpha} \frac{\partial \omega}{\partial y}(x, y) = (-\Delta)^\alpha u(x). \]

For simplicity, we set \( k_\alpha = 1 \). If \( \omega \) is a weak solution of system \((2.7)\), then \( u = \text{tr}(\omega) = \omega(x, 0) \). The trace of \( \omega \) is a weak solution of equation \((2.6)\). The converse is also true.

Now we introduce some basic results on the spaces \( X^\alpha(\mathbb{R}^{N+1}_+) \) and \( L^r(\mathbb{R}^N) \).
Lemma 2.2. \[29\] The embedding \( X^{\alpha}(\mathbb{R}^{N+1}_+) \hookrightarrow L^r(\mathbb{R}^N) \) is continuous for \( r \in [2, 2\alpha] \) and locally compact for any \( r \in [2, 2\alpha] \).

Lemma 2.3. \[29\] For each \( \omega \in x(\mathbb{R}^{N+1}_+) \), there holds
\[
S \left( \int_{\mathbb{R}^N} |u(x)|^\frac{2N}{N-2\alpha} \, dx \right)^\frac{N-2\alpha}{N} \leq \int_{\mathbb{R}^{N+1}_+} y^{1-2\alpha} |\nabla \omega|^2 \, dxdy,
\]
where \( u = \text{tr}(\omega) \). The best constant is given by
\[
S = \frac{2\pi^\alpha \Gamma\left(\frac{2-2\alpha}{2}\right) \Gamma\left(\frac{N+2\alpha}{2}\right) \Gamma\left(\frac{N}{2}\right)}{\Gamma\left(\frac{N-2\alpha}{2}\right) \Gamma\left(\frac{N}{2}\right)},
\]
and it is attained when \( u = \omega(x, 0) \) takes the form
\[
u_\varepsilon(x) = \frac{C \varepsilon^{\frac{N-2\alpha}{2}}}{(\varepsilon^2 + |x|^2)^{\frac{N-2\alpha}{2}}}
\]
for \( \varepsilon > 0 \), and \( \omega_\varepsilon = E_\alpha(u_\varepsilon) \) and \( \|\omega_\varepsilon\|_{X^\alpha}^2 = \int_{\mathbb{R}^N} |\omega_\varepsilon(x, 0)|^\frac{2N}{N-2\alpha} \, dx = S^\frac{N}{2\alpha} \).

Lemma 2.4. \[29\] The following two statements are true:

(i) Let \( R > 0 \) and \( T \) be a subset of \( X^\alpha(\mathbb{R}^{N+1}_+) \) such that
\[
\sup_{\omega \in T} \int_{\mathbb{R}^{N+1}_+} y^{1-2\alpha} |\nabla \omega|^2 \, dxdy < \infty.
\]
Then \( T \) is pre-compact in \( L^2(B^+_R, y^{1-2\alpha}) \), where \( B^+_R := \{(x, y) \in \mathbb{R}^N \times \mathbb{R}_+; |(x, y)| < R\} \) and the weight Lebesgue space \( L^2(B^+_R, y^{1-2\alpha}) \) is equipped with the norm:
\[
\|\omega\|_{L^2(B^+_R, y^{1-2\alpha})} = \left( \int_{B^+_R} y^{1-2\alpha} |\omega|^2 \, dxdy \right)^{1/2}.
\]

(ii) For \( \omega \in X^\alpha(\mathbb{R}^{N+1}_+) \), there holds
\[
\left( \int_{R^{N+1}_+} y^{1-2\alpha} |\omega|^2 \, dxdy \right)^{\frac{1}{2\gamma}} \leq C_0 \left( \int_{R^{N+1}_+} y^{1-2\alpha} |\nabla \omega|^2 \, dxdy \right)^{\frac{1}{2}},
\]
where \( \gamma = 1 + \frac{2}{N-2\alpha} \) and \( C_0 \) is a positive constant independent of the choice of \( \omega \in X^\alpha(\mathbb{R}^{N+1}_+) \).

Define the energy functional associated with system \[2.7\] by
\[
I_\lambda(\omega) = \frac{1}{2} \|\omega\|_{X^\alpha}^2 + \frac{1}{q} \int_{\mathbb{R}^N} l(x) \phi_{\omega(x, 0)} |\omega(x, 0)|^q \, dx - \frac{1}{q} \int_{\mathbb{R}^N} f_\lambda(x) |\omega(x, 0)|^q \, dx
\]
\[- \frac{1}{2\alpha} \int_{\mathbb{R}^N} g(x) |\omega(x, 0)|^2 \, dx,
\]
where \( \omega \in X^\alpha(\mathbb{R}^{N+1}_+) \). On account of \( I_\lambda \) being not bounded from below on \( X^\alpha(\mathbb{R}^{N+1}_+) \), we consider the behaviors of \( I_\lambda \) on the Nehari manifold:
\[
N_\lambda := \{ \omega \in X^\alpha(\mathbb{R}^{N+1}_+) \backslash \{0\}; I'_\lambda(\omega) = 0 \}.
\]
Then \( \omega \in N_\lambda \) if and only if
\[
\|\omega\|_{X^\alpha}^2 + \int_{\mathbb{R}^N} l(x) \phi_{\omega(x,0)} |\omega(x,0)|^2 \, dx - \int_{\mathbb{R}^N} f_\lambda(x) |\omega(x,0)|^q \, dx - \int_{\mathbb{R}^N} g(x) |\omega(x,0)|^{2^*_\alpha} \, dx = 0. \tag{2.10}
\]

Set
\[
\Psi_\lambda(\omega) := \|\omega\|_{X^\alpha}^2 + \int_{\mathbb{R}^N} l(x) \phi_{\omega(x,0)} |\omega(x,0)|^2 \, dx - \int_{\mathbb{R}^N} f_\lambda(x) |\omega(x,0)|^q \, dx - \int_{\mathbb{R}^N} g(x) |\omega(x,0)|^{2^*_\alpha} \, dx. \tag{2.11}
\]

Then for \( \omega \in N_\lambda \) we have
\[
\Psi_\lambda(\omega) \omega
= 2\|\omega\|_{X^\alpha}^2 + 4 \int_{\mathbb{R}^N} l(x) \phi_{\omega(x,0)} |\omega(x,0)|^2 \, dx - q \int_{\mathbb{R}^N} f_\lambda(x) |\omega(x,0)|^q \, dx
- 2^*_\alpha \int_{\mathbb{R}^N} g(x) |\omega(x,0)|^{2^*_\alpha} \, dx
= -2\|\omega\|_{X^\alpha}^2 + (4 - q) \int_{\mathbb{R}^N} f_\lambda(x) |\omega(x,0)|^q \, dx - (2^*_\alpha - 4) \int_{\mathbb{R}^N} g(x) |\omega(x,0)|^{2^*_\alpha} \, dx
= (2 - q)\|\omega\|_{X^\alpha}^2 + (4 - q) \int_{\mathbb{R}^N} l(x) \phi_{\omega(x,0)} |\omega(x,0)|^2 \, dx + (q - 2^*_\alpha) \int_{\mathbb{R}^N} g(x) |\omega(x,0)|^{2^*_\alpha} \, dx. \tag{2.12}
\]

We split \( N_\lambda \) into the following three parts:
\[
N_\lambda^+ = \{ \omega \in N_\lambda ; \Psi_\lambda'(\omega) \omega > 0 \},
N_\lambda^0 = \{ u \in N_\lambda ; \Psi_\lambda'(\omega) \omega = 0 \},
N_\lambda^- = \{ u \in N_\lambda ; \Psi_\lambda'(\omega) \omega < 0 \}.
\]

**Lemma 2.5.** \( I_\lambda \) is coercive and bounded from below on \( N_\lambda \).

**Proof.** For \( \omega \in N_\lambda \), by Hölder’s and Young’s inequalities, it follows Lemma 2.2 and (2.10) that
\[
I_\lambda(\omega) = I_\lambda(\omega) - \frac{1}{4} \Psi_\lambda'(\omega) \omega
= \frac{1}{4} \|\omega\|_{X^\alpha}^2 + \left( 1 - \frac{1}{2^*_\alpha} \right) \int_{\mathbb{R}^N} g(x) |\omega(x,0)|^{2^*_\alpha} \, dx - \left( \frac{1}{q} - \frac{1}{4} \right) \int_{\mathbb{R}^N} f_\lambda(x) |\omega(x,0)|^q \, dx
\geq \frac{1}{4} \|\omega\|_{X^\alpha}^2 - \lambda \left( \frac{1}{q} - \frac{1}{4} \right) C |f_+|_{q^*} S^\frac{2}{q} \|\omega\|_{X^\alpha}^q
\geq \frac{1}{4} \|\omega\|_{X^\alpha}^2 - \frac{1}{4} \|\omega\|_{X^\alpha}^2 - C \lambda \frac{2}{2^*_\alpha} = -C \lambda \frac{2}{2^*_\alpha}, \tag{2.13}
\]
where \( C \) is a positive constant independent of the choice of \( \omega \in X^\alpha(\mathbb{R}^{N+1}) \) and \( \lambda > 0 \). \( \Box \)

**Lemma 2.6.** Suppose that \( \omega_0 \) is a local minimizer for \( I_\lambda \) on \( N_\lambda \) and \( \omega_0 \notin N_\lambda^0 \). Then we have \( I_\lambda'(\omega_0) = 0 \).

The proof is closely similar to [18] Lemma 4.3 and we omit it.

**Lemma 2.7.** There exists \( \Lambda_1 > 0 \) such that \( N_\lambda^0 = \emptyset \) for \( \lambda \in (0, \Lambda_1) \).
Proof. Suppose that \( \omega \in N^0_\lambda \), it follows (2.12), (2.13) and Lemma 2.2 that
\[
2\|\omega\|^2\chi_\alpha \leq \lambda \int_{\mathbb{R}^N} f_\lambda(x) |\omega(x,0)|^q dx \leq \lambda |f_+|_{q^*} S^{-\frac{q}{2}} \|\omega\|^2\chi_\alpha
\]
and
\[
(2 - q)\|\omega\|^2\chi_\alpha \leq (2_\alpha^*- q) \int_{\mathbb{R}^N} g(x) |\omega(x,0)|^{2_\alpha} dx \leq (2_\alpha^*- q) S^{-\frac{2_\alpha^*}{2}} \|\omega\|^2\chi_\alpha.
\]
So we have
\[
C_1 \leq \|\omega\|_{\chi_\alpha} \leq \lambda^{\frac{1}{2-2}\lambda} C_2,
\]
where \( C_1, C_2 > 0 \) are independent of the choice of \( \omega \in X^\alpha(\mathbb{R}^{N+1}_+) \) and \( \lambda > 0 \). When \( \lambda \) is sufficiently small, it yields a contradiction.

By Lemma 2.7 we get \( N_\lambda = N_\lambda^+ \cup N_\lambda^- \). Set
\[
\alpha_\lambda^+ = \inf_{\omega \in N_\lambda^+} I_\lambda(\omega) \text{ and } \alpha_\lambda^- = \inf_{\omega \in N_\lambda^-} I_\lambda(\omega).
\]

**Lemma 2.8.** The following two statements are true.

(i) \( \alpha_\lambda^+ < 0 \).

(ii) There exists \( \Lambda_2 \in (0, \Lambda_1) \) such that \( \alpha_\lambda^- > d_0 \) for some \( d_0 > 0 \) and \( \lambda \in (0, \Lambda_2) \).

In particular, \( \alpha_\lambda^+ = \inf_{u \in N_\lambda^+} I_\lambda(u) \) for \( \lambda \in (0, \Lambda_2) \).

Proof. (i). For any \( \omega \in N_\lambda^+ \), it follows (2.12) that
\[
(2 - q)\|\omega\|^2\chi_\alpha + (4 - q) \int_{\mathbb{R}^N} l(x) \phi_{\omega_0(x,0)} |\omega(x,0)|^2 dx > (2_\alpha^*- q) \int_{\mathbb{R}^N} g(x) |\omega(x,0)|^{2_\alpha} dx.
\]
Then we have
\[
I_\lambda(\omega) = I_\lambda(\omega) - \frac{1}{q} I_\lambda'(\omega)\omega
= \left( \frac{2}{2} - \frac{1}{q} \right) \|\omega\|^2\chi_\alpha + \left( \frac{2}{4} - \frac{1}{q} \right) \int_{\mathbb{R}^N} l(x) \phi_{\omega_0(x,0)} |\omega(x,0)|^2 dx
+ \left( \frac{2}{q} - \frac{1}{2_\alpha^*} \right) \int_{\mathbb{R}^N} g(x) |\omega(x,0)|^{2_\alpha} dx
\leq q \frac{q}{4} \|\omega\|^2\chi_\alpha + \frac{q}{4} \int_{\mathbb{R}^N} l(x) \phi_{\omega_0(x,0)} |\omega(x,0)|^2 dx + \frac{2_\alpha^*- q}{2_\alpha^*} \int_{\mathbb{R}^N} g(x) |\omega(x,0)|^{2_\alpha} dx
\leq \frac{(2_\alpha^*- q)(2_\alpha^*- q)}{4q 2_\alpha^*} \int_{\mathbb{R}^N} g(x) |\omega(x,0)|^{2_\alpha} dx
< 0,
\]
and thus
\[
\alpha_\lambda^+ < 0.
\]

(ii). For any \( \omega \in N_\lambda^- \), it follows (2.12) that
\[
(2 - q)\|\omega\|^2\chi_\alpha < (2_\alpha^*- q) \int_{\mathbb{R}^N} g(x) |\omega(x,0)|^{2_\alpha} dx \leq (2_\alpha^*- q) S^{-\frac{2_\alpha^*}{2}} \|\omega\|^2\chi_\alpha,
\]
and
\[
\|\omega\|_{\chi_\alpha} \geq \left( \frac{2 - q}{2_\alpha^*- q} S^\frac{2_\alpha^*}{2} \right) \frac{1}{\chi_\alpha^{\frac{1}{2_\alpha^*}}}. \tag{2.14}
\]
Using (2.13) and (2.14), we have

$$I_\lambda(\omega) \geq \|\omega\|_{X_\alpha}^q \left( \frac{1}{4} \|\omega\|_{X_\alpha}^{q-4} - \lambda \left( \frac{1}{q} - \frac{1}{4} \right) |f_+|_{q^*} S^{\frac{q}{2}} \right) \geq d_0 > 0,$$

for small \(\lambda > 0\) and some constant \(d_0 > 0\) independent of the choice of \(\omega \in N_\lambda\). \(\square\)

For each \(\omega \in X^\alpha(\mathbb{R}^{N+}_+)^{\{0\}}\), we set

$$s(t) = t^{2-q} \|\omega\|_{X_\alpha}^2 + t^{4-q} \int_{\mathbb{R}^N} l(x) \phi_{\omega(x,0)} |\omega(x,0)|^{2^*_\alpha} dx - t^{2^*_\alpha-q} \int_{\mathbb{R}^N} g(x) |\omega(x,0)|^{2^*_\alpha} dx,$$

for \(t \geq 0\). Then \(s(0) = 0\), \(s(t) > 0\) for small \(t > 0\) small, and \(s(t) \to -\infty\) as \(t \to \infty\). There exists \(t_{\text{max}} > 0\) such that

$$s(t_{\text{max}}) = \sup_{t \geq 0} s(t) > 0.$$

It is also easy to see that \(s(t)\) is increasing on \((0, t_{\text{max}}]\) and decreasing on \((t_{\text{max}}, \infty)\).

**Lemma 2.9.** For each \(\omega \in X^\alpha(\mathbb{R}^{N+}_+)^{\{0\}}\), there exists \(\Lambda_3 \in (0, \Lambda_2]\) such that if \(\lambda \in (0, \Lambda_3]\), the following two statements are true.

(i) If \(\int_{\mathbb{R}^N} f_\lambda(x)|\omega(x,0)|^q dx \leq 0\), then there is a unique \(t^- = t^-(\omega) > t_{\text{max}}\) such that \(t^- \omega \in N_\lambda^+\) and \(I_\lambda(t\omega)\) is increasing on \((0, t^-)\) and decreasing on \((t^-, \infty)\). Moreover, \(I_\lambda(t^-) = \sup_{t \geq 0} I_\lambda(t\omega)\).

(ii) If \(\int_{\mathbb{R}^N} f_\lambda(x)|\omega(x,0)|^q dx > 0\), then there is a unique \(0 < t^+ = t^+(\omega) < t_{\text{max}}\) such that \(t^- \omega \in N_\lambda^-, t^+ \omega \in N_\lambda^+\), \(I_\lambda(t\omega)\) is decreasing on \((0, t^+)\), increasing on \((t^+, t^-)\) and decreasing on \((t^-, \infty)\). Moreover, \(I_\lambda(t^+) = \inf_{0 \leq t \leq t_{\text{max}}} I_\lambda(t\omega); I_\lambda(t^-) = \sup_{t \geq t^+} I_\lambda(t\omega)\).

**Proof.** For each \(\omega \in X^\alpha(\mathbb{R}^{N+}_+)^{\{0\}}\), we get

\[
s(t_{\text{max}}) \geq \max_{t \geq 0} \left( t^{2-q} \|\omega\|_{X_\alpha}^2 - t^{2^*_\alpha-q} \int_{\mathbb{R}^N} g(x) |\omega(x,0)|^{2^*_\alpha} dx \right) = \left( \frac{2-q}{2^*_\alpha-q} \int_{\mathbb{R}^N} g(x) |\omega(x,0)|^{2^*_\alpha} dx \right)^{\frac{2^*_\alpha-q}{2^*_\alpha-2}} \|\omega\|_{X_\alpha}^{2\alpha}.
\]

\[
\leq \left( \frac{2-q}{2^*_\alpha-q} \int_{\mathbb{R}^N} g(x) |\omega(x,0)|^{2^*_\alpha} dx \right)^{\frac{2^*_\alpha-q}{2^*_\alpha-2}} \left( \frac{2-q}{2^*_\alpha-q} \int_{\mathbb{R}^N} g(x) |\omega(x,0)|^{2^*_\alpha} dx \right)^{\frac{2^*_\alpha-q}{2^*_\alpha-2}} \|\omega\|_{X_\alpha}^{2\alpha}.
\]

where \(C(S) > 0\) is a constant dependent on \(S\).

We need to consider two cases.
Indeed, for any $\omega$ and $\{\lambda_n\}_{n \in \mathbb{N}}$, it follows that for small $t > 0$, which implies $t - \omega \in N_\lambda^-$. Moreover, $I_\lambda(t\omega)$ is increasing on $(0,t^-)$ and decreasing on $(t^-,\infty)$. So we have

$$I_\lambda(t^-u) = \sup_{t \geq 0} I_\lambda(tu).$$

Case 2: $\int_{\mathbb{R}^N} f_\lambda(x)|\omega(x,0)|^q dx > 0$. It follows (2.15) that

$$s(0) = \int_{\mathbb{R}^N} f_\lambda(x)|\omega(x,0)|^q dx \leq \lambda|f_+|^q S^{-\frac{q}{2}} \|\omega\|^q_{X_\alpha}$$

$$\leq s(t_{max})$$

for small $\lambda > 0$. There are a unique $t^+$ and a unique $t^-$ such that $0 < t^+ < t_{max} < t^-$. Then

$$s(t^+) = \int_{\mathbb{R}^N} f_\lambda(x)|\omega(x,0)|^q dx = s(t^-)$$

and

$$s'(t^+) > 0 > s'(t^-),$$

which implies that $t^+ \omega \in N_\lambda^+$, $t^- \omega \in N_\lambda^-$, and $I_\lambda(t^- \omega) \geq I_\lambda(t \omega) \geq I_\lambda(t^+ \omega)$ for each $t \in [t^-,t^+]$. We further can get $I_\lambda(t^+ \omega) \leq I_\lambda(t \omega)$ for $t \in [0,t^+]$. In other words, $I_\lambda(t \omega)$ is decreasing on $(0,t^+)$, increasing on $(t^+,t^-)$ and decreasing on $(t^-,\infty)$. Consequently, we obtain

$$I_\lambda(t^+ \omega) = \inf_{0 \leq t \leq t_{max}} I_\lambda(t \omega) \text{ and } I_\lambda(t^- \omega) = \sup_{t \geq t^+} I_\lambda(t \omega).$$

Lemma 2.10. $I_\lambda$ satisfies the $(PS)_c$-condition for $c \in \left(-\infty, \alpha_\lambda^+ + \frac{qN}{q-2}S^\frac{q}{2}\right)$.

Proof. Let $\{\omega_n\} \subset X^\alpha(\mathbb{R}^{N+1}_+)$ be a $(PS)_c$ sequence for $I_\lambda$ with $c \in \left(-\infty, \alpha_\lambda^+ + \frac{qN}{q-2}S^\frac{q}{2}\right)$. Note that

$$c + 1 + \|\omega_n\|_{X_\alpha}$$

$$\geq I_\lambda(\omega_n) - \frac{1}{4} I'_\lambda(\omega_n)\omega_n$$

$$= \frac{1}{4}\|\omega_n\|^2_{X_\alpha} + \left(1 - \frac{1}{2}\right) \int_{\mathbb{R}^N} g(x)|\omega_n(x,0)|^{2^*_\alpha} dx - \left(1 - \frac{1}{4}\right) \int_{\mathbb{R}^N} f_\lambda(x)|\omega_n(x,0)|^q dx$$

$$\geq \frac{1}{4}\|\omega_n\|^2_{X_\alpha} - \lambda C |f_+|^q S^{-\frac{q}{2}} \|\omega_n\|^q_{X_\alpha},$$

It follows that $\{\omega_n\}$ is bounded in $X^\alpha(\mathbb{R}^{N+1}_+)$. So there exists a subsequence, still denoted by $\{\omega_n\}$ and $\omega \in X^\alpha(\mathbb{R}^{N+1}_+)$, such that $\omega_n \rightharpoonup \omega$ in $X^\alpha(\mathbb{R}^{N+1}_+)$. We claim that

$$\int_{\mathbb{R}^N} f_\lambda(x)|\omega_n(x,0)|^q dx \to \int_{\mathbb{R}^N} f_\lambda(x)|\omega(x,0)|^q dx, \text{ as } n \to \infty. \quad (2.16)$$

Indeed, for any $\varepsilon > 0$, it follows $(H_2)$ that there exists $R > 0$ such that

$$\left(\int_{\mathbb{R}^N \setminus B_R} |f_\lambda(x)|^q dx \right)^{\frac{1}{q}} < \varepsilon,$$
\[ \left| \int_{\mathbb{R}^N \setminus B_R} f_\lambda(x)|\omega_n(x,0)|^q \, dx \right| \leq \left( \int_{\mathbb{R}^N \setminus B_R} |f_\lambda(x)|^{q^*} \, dx \right)^{1 \over q^*} \left( \int_{\mathbb{R}^N} |\omega_n(x,0)|^{2^*_\alpha} \, dx \right)^{1 \over 2^*_\alpha} \]
\[ \leq C \left( \int_{\mathbb{R}^N \setminus B_R} |f_\lambda(x)|^{q^*} \, dx \right)^{1 \over q^*} \|\omega_n\|^q_{X^\alpha} \]
\[ \leq C\varepsilon \]  (2.17)

and thus
\[ \left| \int_{\mathbb{R}^N \setminus B_R} f_\lambda(x)|\omega(x,0)|^q \, dx \right| \leq \left( \int_{\mathbb{R}^N \setminus B_R} |f_\lambda(x)|^{q^*} \, dx \right)^{1 \over q^*} \left( \int_{\mathbb{R}^N} |\omega(x,0)|^{2^*_\alpha} \, dx \right)^{1 \over 2^*_\alpha} \]
\[ \leq C \left( \int_{\mathbb{R}^N \setminus B_R} |f_\lambda(x)|^{q^*} \, dx \right)^{1 \over q^*} \|\omega\|^q_{X^\alpha} \]
\[ \leq C\varepsilon. \]  (2.18)

It follows Hölder’s inequality and Lemma 2.2 that
\[
\left| \int_{B_R} f_\lambda(x)|\omega_n(x,0)|^q \, dx - \int_{B_R} f_\lambda(x)|\omega(x,0)|^q \, dx \right| 
\leq |f_\lambda|_\infty \int_{B_R} |\omega_n(x,0) - \omega(x,0)|^q \, dx 
\leq C|f_\lambda|_\infty \left( \int_{B_R} |\omega_n(x,0) - \omega(x,0)|^r \, dx \right)^{q \over r} \to 0, \text{ as } n \to \infty. \]  (2.19)

where \( 2 < r < 2^*_\alpha \) and \( C > 0 \).

In view of (2.17)-(2.19), we arrive at (2.16).

We now prove that
\[ \int_{\mathbb{R}^N} l(x)\phi_{\omega_n(x,0)}|\omega_n(x,0)|^2 \, dx \to \int_{\mathbb{R}^N} l(x)\phi_{\omega(x,0)}|\omega(x,0)|^2 \, dx, \text{ as } n \to \infty. \]  (2.20)

For any \( \varepsilon > 0 \), it follows \((H_1)\) that there exists \( R > 0 \) such that
\[ |l(x)| < \varepsilon, \text{ for } |x| \geq R. \]

From (2.5), we deduce that
\[ \int_{\mathbb{R}^N \setminus B_R} l(x)\phi_{\omega_n(x,0)}|\omega_n(x,0)|^2 \, dx \leq \varepsilon \int_{\mathbb{R}^N} \phi_{\omega_n(x,0)}|\omega_n(x,0)|^2 \, dx \]
\[ \leq C\varepsilon |\omega_n(x,0)|^{4 \over N+\alpha} \]
\[ \leq C\varepsilon \|\omega_n\|^{4 \over 4^*_\alpha} \]
\[ \leq C\varepsilon \]  (2.21)

and
\[ \int_{\mathbb{R}^N \setminus B_R} l(x)\phi_{\omega(x,0)}|\omega(x,0)|^2 \, dx \leq \varepsilon \int_{\mathbb{R}^N} \phi_{\omega(x,0)}|\omega(x,0)|^2 \, dx \]
\[ \leq C\varepsilon |\omega(x,0)|^{4 \over N+\alpha} \]
\[ \leq C\varepsilon \|\omega\|^{4 \over 4^*_\alpha} \]
\[ \leq C\varepsilon. \]  (2.22)
By Hölder’s inequality and (2.5), it follows Lemmas 2.1 (vi) and 2.2 that
\[
\left| \int_{B_R} l(x)|\phi_{\omega_n(x,0)}|\omega_n(x,0)|^2 \, dx - \int_{B_R} l(x)|\phi_{\omega(x,0)}|\omega(x,0)|^2 \, dx \right|
\leq |l|_\infty \int_{B_R} |\phi_{\omega_n(x,0)} - \phi_{\omega(x,0)}| \omega_n(x,0) - \omega(x,0)|^2 \, dx
\leq C|\omega_n(x,0) - \omega(x,0)|^2_{N^{+}} \to 0, \text{ as } n \to \infty.
\tag{2.23}
\]

Using (2.21)-(2.23) leads to (2.20).

Setting \( \Psi_n = \omega_n - \omega \) and applying the Brézis-Lieb Lemma [38], we obtain

- \( \|\Psi_n\|_{X^\alpha}^2 = \|\omega_n\|_{X^\alpha}^2 - \|\omega\|_{X^\alpha}^2 + o_n(1) \);
- \( \int_{\mathbb{R}^N} g(x)|\Psi_n(x,0)|^{2^*_\alpha} \, dx = \int_{\mathbb{R}^N} g(x)|\omega_n(x,0)|^{2^*_\alpha} \, dx - \int_{\mathbb{R}^N} g(x)|\omega(x,0)|^{2^*_\alpha} \, dx + o_n(1) \).

By virtue of Lemmas 2.1 (iii) and 2.2 it is easy to obtain that \( I_\lambda'(\omega) = 0 \), and
\[
\frac{1}{2}\|\Psi_n\|_{X^\alpha}^2 - \frac{1}{2^{*}_\alpha} \int_{\mathbb{R}^N} g(x)|\Psi_n(x,0)|^{2^*_\alpha} \, dx = c - I_\lambda(\omega) + o_n(1) \tag{2.24}
\]
and
\[
o_n(1) = I_\lambda'(\omega_n)\Psi_n = (I_\lambda'(\omega_n) - I_\lambda'(\omega))\Psi_n = \|\Psi_n\|_{X^\alpha}^2 - \int_{\mathbb{R}^N} g(x)|\Psi_n(x,0)|^{2^*_\alpha} \, dx, \tag{2.25}
\]
as \( n \to \infty \). We may suppose that
\[
\|\Psi_n\|_{X^\alpha} \to l \text{ and } \int_{\mathbb{R}^N} g(x)|\Psi_n(x,0)|^{2^*_\alpha} \, dx \to l, \text{ as } n \to \infty,
\]
for some \( l \in [0, +\infty) \). If \( l \neq 0 \), we know that \( l \geq Sl^{2^*_\alpha} \) from Lemma 2.3 and derive from (2.24)-(2.25) and \( \omega \in N_\lambda \) that
\[
c = I_\lambda(\omega) + \frac{l}{2} - \frac{1}{2^{*}_\alpha}l \geq \alpha^+_\lambda + \left( \frac{1}{2} - \frac{1}{2^{*}_\alpha} \right)l \geq \alpha^+_\lambda + \frac{\alpha}{N^{\frac{\alpha}{2}}}. \]

This yields a contradicting with the definition of \( c \). Consequently, \( l = 0 \), i.e. \( \omega_n \to \omega \) in \( X^\alpha(\mathbb{R}^{N+}_+) \). \( \square \)

Finally, we shall show that a local minimum of \( I_\lambda \) is achieved in \( N^+_\lambda \), and that the minimizer is actually a positive solution of system (2.7).

**Theorem 2.1.** For each \( \lambda \in (0, \Lambda_3) \), \( \Lambda_3 \) is the same as given in Lemma 2.9 and \( I_\lambda \) has a minimizer \( \omega^+_\lambda \) in \( N^+_\lambda \) which satisfies:

(i) \( \omega^+_\lambda \) is a positive solution of system (2.7).

(ii) \( I_\lambda(\omega^+_\lambda) = \alpha^+_\lambda \).

(iii) \( I_\lambda(\omega^+_\lambda) \to 0 \) as \( \lambda \to 0 \).

(iv) \( \|\omega^+_\lambda\|_{X^\alpha} \to 0 \) as \( \lambda \to 0 \).

**Proof.** Following [18] Lemma 4.7, we can obtain a \((PS)_{\alpha^+_\lambda}\)-sequence for \( I_\lambda \) defined by \( \{\omega_n\} \subset N_\lambda \).

By Lemma 2.10, there exists a subsequence (still denoted by \( \{\omega_n\} \)) and \( \omega^+_\lambda \in X^\alpha(\mathbb{R}^{N+}_+) \) such that \( \omega_n \to \omega^+_\lambda \) in \( X^\alpha(\mathbb{R}^{N+}_+) \) as \( n \to \infty \). Since \( N^0_\lambda = 0 \), we deduce that \( \omega^+_\lambda \in N^+_\lambda \) and \( I_\lambda(\omega^+_\lambda) = \alpha^+_\lambda < 0 \). It follows Lemma 2.6 that \( \omega^+_\lambda \) is a solution of system (2.7). Using an analogous argument as the proof
of [29, Theorem 5.3], we can show that \( \omega^+ \) is a positive solution of system (2.7). That is, the desired results (i) and (ii) are arrived.

From the proof of Lemma 2.8 we have

\[
0 > I_\lambda(\omega^+) \geq -C\lambda^{-\frac{2}{2q}}.
\]

This implies \( I_\lambda(\omega^+) \to 0 \) as \( \lambda \to 0^+ \), i.e. Part (iii) holds.

In view of \( \omega^+ \in N_\lambda^+ \) and (2.12), we know that

\[
||\omega^+||_{X_\alpha}^2 \leq \frac{4 - q}{2} \int_{\mathbb{R}^N} f_\lambda|\omega(x, 0)|^q dx \leq \lambda C|f_\lambda|q^{-\frac{q}{2}}||\omega^+||_{X_\alpha}^q.
\] (2.26)

Since \( I_\lambda \) is coercive and bounded from below on \( N_\lambda \), \( \{\omega^+\} \) is bounded in \( X^\alpha(\mathbb{R}^{N+1}) \). It follows (2.26) that

\[
||\omega^+||_{X_\alpha}^{2 - q} \leq C\lambda^{\frac{1}{2q}},
\]

which implies \( ||\omega^+||_{X_\alpha} \to 0 \) as \( \lambda \to 0^+ \), i.e. Part (iv) holds.

\[ \square \]

3 Results on estimates

In this section, we shall give some useful estimates which will be used in the proof of Theorem 1.1. For \( b > 0 \), we set

\[
I^b_\infty(u) = \frac{1}{2}||\omega||_{X_\alpha}^2 - \frac{b}{2\alpha}\int_{\mathbb{R}^N} g(x)|\omega(x, 0)|^{2\alpha} dx
\]

and

\[
N^b_\infty = \left\{ u \in X^\alpha(\mathbb{R}^{N+1}) \setminus \{0\}; (I^b_\infty)'(\omega) = 0 \right\}.
\]

Lemma 3.1. For each \( \omega \in N_\lambda^- \), we have that

(i) There is a unique \( t^b_\omega \) such that \( t^b_\omega \omega \in N^b_\infty \) and

\[
\max_{t \geq 0} I^b_\infty(t\omega) = I^b_\infty(t^b_\omega \omega) = \frac{\alpha}{N} b^{\frac{N - 2\alpha}{2\alpha}} \left( \frac{\|\omega\|_{X_\alpha}^{2\alpha}}{\int_{\mathbb{R}^N} g(x)|\omega(x, 0)|^{2\alpha} dx} \right)^{\frac{N - 2\alpha}{2\alpha}}.
\]

(ii) For \( \mu \in (0, 1) \), there is a unique \( t^1_\omega \) such that \( t^1_\omega \omega \in N^1_\infty \), and

\[
I^1_\infty(t^1_\omega \omega) \leq (1 - \mu)^{-\frac{N}{2\alpha}} \left( I_\lambda(\omega) + \frac{2 - q}{2q} \mu^{-\frac{q}{2}} \lambda^2 C \right).
\]

Proof. (i) For each \( \omega \in N_\lambda^- \), we define

\[
h(t) = I^b_\infty(t\omega) = \frac{t^2}{2}||\omega||_{X_\alpha}^2 - \frac{t^{2\alpha}}{2\alpha}\int_{\mathbb{R}^N} bg(x)|\omega(x, 0)|^{2\alpha} dx.
\]

Then \( h(t) \to -\infty \) as \( t \to \infty \), and

\[
h'(t) = t||\omega||_{X_\alpha}^2 - t^{2\alpha - 1}\int_{\mathbb{R}^N} bg(x)|\omega(x, 0)|^{2\alpha} dx
\]

and

\[
h''(t) = ||\omega||_{X_\alpha}^2 - (2\alpha - 1)t^{2\alpha - 2}\int_{\mathbb{R}^N} bg(x)|\omega(x, 0)|^{2\alpha} dx.
\]
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Define
\[
t^b_\omega = \left(\frac{\|\omega\|^2_{X^\alpha}}{\int_{\mathbb{R}^N} b g(x)|\omega(x,0)|^{2^*} \, dx}\right)^{-\frac{1}{2^* - 2}} > 0.
\]

It is easy to see that \(h'(t^b_\omega) = 0\) and \(h''(t^b_\omega) = -(2^*_\alpha - 2)\|\omega\|^2_{X^\alpha} < 0\). Thus there exists a unique \(t^b_\omega > 0\) such that \(t^b_\omega \omega \in N^b_{\omega}\) and
\[
\max_{t \geq 0} t^b_\infty(t_\omega) = t^b_\infty(t^b_\omega) = \frac{\alpha}{N} b^{-\frac{2^*_\alpha}{2^* - 2}} \left(\frac{\|\omega\|^2_{X^\alpha}}{\int_{\mathbb{R}^N} g(x)|\omega(x,0)|^{2^*} \, dx}\right)^{\frac{2^*_\alpha}{2^* - 2}}.
\]

(ii) For \(\mu \in (0, 1)\), it follows \((H_2)\) and Lemma 2.2 that
\[
\int_{\mathbb{R}^N} \lambda f_+|t^b_\omega\omega|^q dx \leq \lambda f_+|t^b_\omega\omega|^q_{X^\alpha}
\leq \frac{2 - q}{2} \left(\lambda C \mu^{-\frac{q}{2^*-q}}\right)^{\frac{2^*_\alpha}{2^*-q}} + \frac{q}{2} \left(\mu^2 \|t^b_\omega\omega\|^q_{X^\alpha}\right)^{\frac{2^*_\alpha}{2}}
= \frac{2 - q}{2} \mu^{\frac{q}{2^*-q}} C \lambda^{\frac{2}{2^*-q}} + \frac{q}{2} \mu^2 \|t^b_\omega\omega\|^2_{X^\alpha}.
\]

Combining with Part (i) with \(b = \frac{1}{1-\mu}\) leads to
\[
I_\lambda(\omega) = \max_{t \geq 0} I_\lambda(t_\omega)
\geq I_\lambda(t^b_\omega) \omega
\geq \frac{1 - \mu}{2} \|t^b_\omega\omega\|^2_{X^\alpha} + \frac{1}{4} (t^b_\omega)\|t^b_\omega\|^4 \int_{\mathbb{R}^N} t(x) \phi_{\omega(x,0)}|\omega(x,0)|^2 dx
- \frac{1}{2^*} (t^b_\omega)\|t^b_\omega\|^2_{X^\alpha} \int_{\mathbb{R}^N} g(x)|\omega(x,0)|^{2^*} \, dx - \frac{2 - q}{2q} \mu^{\frac{q}{2^*-q}} C \lambda^{\frac{2}{2^*-q}}
\geq (1 - \mu) I^b_\infty(t^b_\omega \omega) - \frac{2 - q}{2q} \mu^{\frac{q}{2^*-q}} C \lambda^{\frac{2}{2^*-q}}
= (1 - \mu) \frac{\alpha}{N} \left(\frac{\|\omega\|^2_{X^\alpha}}{\int_{\mathbb{R}^N} g(x)|\omega(x,0)|^{2^*} \, dx}\right)^{\frac{2^*_\alpha}{2^* - 2}} - \frac{2 - q}{2q} \mu^{\frac{q}{2^*-q}} C \lambda^{\frac{2}{2^*-q}}.
\]

Set \(\omega_\varepsilon = E_\alpha(u_\varepsilon)\), where \(u_\varepsilon\) is defined in (2.9). Let \(\eta(x, y) \in C^\infty(\mathbb{R}^N \times \mathbb{R})\) such that \(0 \leq \eta \leq 1\), \(|\nabla \eta| \leq C\) and
\[
\eta(x, y) := \begin{cases} 
1, & (x, y) \in B^+_{\varepsilon/2} := \{(x, y) \in \mathbb{R}^N_{+1} : \sqrt{|x_1|^2 + |x_2|^2 + \cdots + |x_N|^2 + |y|^2} < \frac{\varepsilon}{2}, \ y > 0\}, \\
0, & (x, y) \notin B^+_{\varepsilon/2} := \{(x, y) \in \mathbb{R}^N_{+1} : \sqrt{|x_1|^2 + |x_2|^2 + \cdots + |x_N|^2 + |y|^2} < r_0, \ y > 0\},
\end{cases}
\]

where \(r_0\) is defined in Remark 1.1.
Set
\[ v_{\varepsilon,z} = \eta(x-z,y)\omega_{\varepsilon}(x-z,y), \quad \varepsilon \in \mathbb{M}. \] (3.1)

We can deduce from [22, Theorem 3.6] or [32, Lemma 2.4] that
\[ \|v_{\varepsilon,z}\|_{L^0} = \|\omega_{\varepsilon}\|_{L^0} + O(\varepsilon^{N-2\alpha}), \] (3.2)
\[ \int_{\mathbb{R}^N} |v_{\varepsilon,z}(x,0)|^q dx = \begin{cases} O(\varepsilon^{2N-(N-2\alpha)q}), & \text{if } q > \frac{N}{N-2\alpha}, \\ O(\varepsilon^{\frac{N}{2}}), & \text{if } q \leq \frac{N}{N-2\alpha}, \end{cases} \] (3.3)
and
\[ \int_{\mathbb{R}^N} |v_{\varepsilon,z}(x,0)|^{2\alpha} dx = \begin{cases} O(\varepsilon^{2\alpha}), & \text{if } N = 4\alpha, \\ O(\varepsilon^{N-2\alpha}), & \text{if } N < 4\alpha. \end{cases} \] (3.4)

Lemma 3.2. There holds
\[ \int_{\mathbb{R}^N} \frac{g(x)}{\varepsilon r} v_{\varepsilon,z}(x,0) \frac{1}{r} dx = \int_{\mathbb{R}^N} \frac{\omega_{\varepsilon}(x,0)}{r} dx + \frac{C}{\varepsilon}, \] \[ \text{for } z \in \mathbb{M}. \]

Proof. By Remark 1.1 and the definition of \( v_{\varepsilon,z} \), a straightforward calculation gives
\[ 0 \leq \frac{1}{\varepsilon^r} \left[ \int_{\mathbb{R}^N} g(x) v_{\varepsilon,z}(x,0)^{2\alpha} dx - \int_{\mathbb{R}^N} g(x) v_{\varepsilon,z}(x,0)^{2\alpha} dx \right] \] 
\[ = \int_{\mathbb{R}^N} g(x) v_{\varepsilon,z}(x,0)^{2\alpha} dx + \int_{\mathbb{R}^N} g(x) v_{\varepsilon,z}(x,0)^{2\alpha} dx \] 
\[ \leq \int_{\mathbb{R}^N} \frac{2}{|x|^{2N}} dx + \int_0^{\frac{\varepsilon^r}{4}} \frac{|x|^{\rho}}{(\varepsilon^2 + |x|^2)^N} dx \] 
\[ \leq C, \] for \( z \in \mathbb{M}. \)

Now, we introduce the definition of weak \( L^r(\mathbb{R}^N) \) spaces.

Definition 3.1. Let \( u \) be a measurable function on \( \mathbb{R}^N \). We say the function \( \mu_u \) defined by
\[ \mu_u(\lambda) = |\{ x \in \mathbb{R}^N; |u(x)| > \lambda \}|, \] the distribution function of \( u \) (associated with the Lebesgue measure).

Definition 3.2. For \( 1 \leq r < \infty \), the weak \( L^r(\mathbb{R}^N) \) space is defined as the set of all measurable functions \( u \) such that
\[ |u|_{r,w} := \inf \left\{ \nu > 0; \mu_u(\lambda) \leq \frac{\nu^r}{\lambda^r} \text{ for all } \lambda > 0 \right\} \] 
\[ = \sup \left\{ \lambda \mu_u(\lambda)^{\frac{1}{r}}, \lambda > 0 \right\} \] is finite.

We denote the weak \( L^r(\mathbb{R}^N) \) spaces by \( L^{r,w}(\mathbb{R}^N) \). As a consequence of
\[ \lambda^r \mu_u(\lambda) \leq \int_{\{x \in \mathbb{R}^N; |u(x)| > \lambda \}} |u|^r dx \leq \int_{\mathbb{R}^N} |u|^r dx, \] we have \( L^r(\Omega) \subset L^{r,w}(\mathbb{R}^N) \). It is easy to verify that \( \frac{1}{|x|^r} \in L^{N-r,w}(\mathbb{R}^N) \).

Next, we introduce a version of Young’s inequality for \( L^{r,w}(\mathbb{R}^N) \) spaces.
Lemma 3.3. Let $1 < p, q, r < \infty$ satisfy $\frac{1}{r} + 1 = \frac{1}{p} + \frac{1}{q}$. Then there exists a constant $C > 0$ such that

$$|u * v|_r \leq C|u|_{p,w}|v|_q$$

holds for $u \in L^{p,w}(\mathbb{R}^N)$ and $v \in L^{q}(\mathbb{R}^N)$.

Lemma 3.4. There exists $\varepsilon_0 > 0$ small enough such that for $\varepsilon \in (0, \varepsilon_0)$, there holds

$$\sup_{t \geq 0} I_{\lambda}(\omega_{\lambda}^+ + tv_{\varepsilon,z}) < \alpha_{\lambda}^+ + \frac{\alpha}{N} S^{\frac{N}{2}} - \sigma(\varepsilon_0)$$

uniformly in $z \in M$. Furthermore, there exists $t_{z}^- > 0$ such that

$$\omega_{\lambda}^+ + t_{z}^- v_{\varepsilon,z} \in N_{\lambda}^{-}$$

for $z \in M$.

Proof. Since

$$\lim_{t \to 0} I_{\lambda}(\omega_{\lambda}^+ + tv_{\varepsilon,z}) = \alpha_{\lambda}^+ < 0$$

and

$$\lim_{t \to \infty} I_{\lambda}(\omega_{\lambda}^+ + tv_{\varepsilon,z}) = -\infty,$$

for small $\varepsilon > 0$, there exist a small $t_0 > 0$ and a large $t_1 > 0$ such that

$$I_{\lambda}(\omega_{\lambda}^+ + tv_{\varepsilon,z}) < \alpha_{\lambda}^+ + \frac{\alpha}{N} S^{\frac{N}{2}}, \quad t \in (0, t_0] \cup [t_1, +\infty). \quad (3.5)$$

We only need to prove that

$$I_{\lambda}(\omega_{\lambda}^+ + tv_{\varepsilon,z}) < \alpha_{\lambda}^+ + \frac{\alpha}{N} S^{\frac{N}{2}}, \quad t \in [t_0, t_1].$$
Note that \( \omega^+(\lambda) \) is a positive solution of system (2.7). It follows Theorem 2.1 that

\[
I_\lambda(\omega^+(\lambda) + tv_{\varepsilon, z})
= I_\lambda(\omega^+(\lambda)) + \frac{t^2}{2} \|v_{\varepsilon, z}\|_\lambda^2 + t \int_{\mathbb{R}^{N+1}} y^{1-2\alpha} \nabla \omega^+(\lambda) \nabla v_{\varepsilon, z} \, dx \, dy
+ t \int_{\mathbb{R}^N} \left[ l(x) \phi_{\omega^+(\lambda), x}(0) \omega^+(\lambda)(x, 0)v_{\varepsilon, z}(x, 0) - g(x)|\omega^+(\lambda)(x, 0)|^{2\alpha - 1}v_{\varepsilon, z}(x, 0) \right]
\]

\[
- f_\lambda(x)|\omega^+(\lambda)(x, 0)|^{q-1}v_{\varepsilon, z}(x, 0) \, dx
+ \frac{1}{4} \int_{\mathbb{R}^N} l(x) \left[ \phi_{\omega^+(\lambda), x}(0) + tv_{\varepsilon, z}(x, 0) \right]^2 - \phi_{\omega^+(\lambda), x}(0) \omega^+(\lambda)(x, 0)^2
\]

\[
- 4\phi_{\omega^+(\lambda), x}(0) \omega^+(\lambda)(x, 0)(tv_{\varepsilon, z}(x, 0)) \, dx
- \frac{1}{2\alpha} \int_{\mathbb{R}^N} g(x)(\omega^+(\lambda)(x, 0) + tv_{\varepsilon, z}(x, 0))^{2\alpha} - (\omega^+(\lambda)(x, 0))^{2\alpha}
\]

\[
- 2\alpha (\omega^+(\lambda)(x, 0))^{2\alpha - 1}tv_{\varepsilon, z}(x, 0) \, dx
\]

\[
\leq \alpha^+ \lambda + \frac{t^2}{2} \|v_{\varepsilon, z}\|_\lambda^2 - \frac{t^{2\alpha}}{2\alpha} \int_{\mathbb{R}^N} g(x)|v_{\varepsilon, z}(x, 0)|^{2\alpha} \, dx - t^{2\alpha - 1} \int_{\mathbb{R}^N} g(x)|v_{\varepsilon, z}(x, 0)|^{2\alpha - 1} \omega^+(\lambda)(x, 0) \, dx
+ \frac{1}{4} \int_{\mathbb{R}^N} l(x) \left[ \phi_{\omega^+(\lambda), x}(0) + tv_{\varepsilon, z}(x, 0) \right]^2 \, dx
\]

\[
- \frac{1}{4} \int_{\mathbb{R}^N} l(x) \phi_{\omega^+(\lambda), x}(0) \omega^+(\lambda)(x, 0)^2 + 4\phi_{\omega^+(\lambda), x}(0) \omega^+(\lambda)(x, 0)(tv_{\varepsilon, z}(x, 0)) \, dx
\]

\[
- \frac{1}{q} \int_{\mathbb{R}^N} f_\lambda(x)(\omega^+(\lambda)(x, 0) + tv_{\varepsilon, z}(x, 0))^q - (\omega^+(\lambda)(x, 0))^q - q(\omega^+(\lambda)(x, 0))^q - 1tv_{\varepsilon, z}(x, 0) \, dx
\]

\[
+ o\left( \varepsilon^{\frac{N-2\alpha}{2}} \right)
\]

\[
\leq \alpha^+ \lambda + i(t) + j(t) - k(t) + o\left( \varepsilon^{\frac{N-2\alpha}{2}} \right), \tag{3.6}
\]

for \( z \in M \), where

\[
i(t) := \frac{t^2}{2} \|v_{\varepsilon, z}\|_\lambda^2 - \frac{t^{2\alpha}}{2\alpha} \int_{\mathbb{R}^N} g(x)|v_{\varepsilon, z}(x, 0)|^{2\alpha} \, dx - t^{2\alpha - 1} \int_{\mathbb{R}^N} g(x)|v_{\varepsilon, z}(x, 0)|^{2\alpha - 1} \omega^+(\lambda)(x, 0) \, dx,
\]

\[
j(t) := \frac{1}{4} \int_{\mathbb{R}^N} l(x) \phi_{\omega^+(\lambda), x}(0) + tv_{\varepsilon, z}(x, 0))^2 \, dx
\]

\[
- \frac{1}{4} \int_{\mathbb{R}^N} l(x) \phi_{\omega^+(\lambda), x}(0) \omega^+(\lambda)(x, 0)^2 + 4\phi_{\omega^+(\lambda), x}(0) \omega^+(\lambda)(x, 0)(tv_{\varepsilon, z}(x, 0)) \, dx,
\]

\[
k(t) := \frac{1}{q} \int_{\mathbb{R}^N} f_\lambda(x)(\omega^+(\lambda)(x, 0) + tv_{\varepsilon, z}(x, 0))^q - (\omega^+(\lambda)(x, 0))^q - q(\omega^+(\lambda)(x, 0))^q - 1tv_{\varepsilon, z}(x, 0) \, dx.
\]
Since
\[\int_{\mathbb{R}^N} g(x)|v_{e,z}(x,0)|^{2^*_\alpha - 1} \omega_\lambda^+(x,0)dx\]
\[= \int_{\mathbb{R}^N} g(x+z) \eta^{2^*_\alpha - 1}(x,0)|v_{e}(x)|^{2^*_\alpha - 1} \omega_\lambda^+(x+z,0)dx\]
\[\geq C\varepsilon^{\frac{N-2\alpha}{2}} \int_{B_{\frac{1}{2}}} \frac{1}{(1 + |x|^2)^{\frac{N+2\alpha}{2}}} dx\]
\[\geq C\varepsilon^{\frac{N-2\alpha}{2}}\]

for \(z \in M \) and \(C > 0\), it follows Lemma 3.2 and (3.2)-(3.4) that

\[i(t) \leq \frac{t^2}{2} \|v_{e,z}\|_{X_\alpha}^2 - \frac{t^{2^*_\alpha}}{2^*_\alpha} \int_{\mathbb{R}^N} g(x)|v_{e,z}(x,0)|^{2^*_\alpha} dx - C\varepsilon^{\frac{N-2\alpha}{2}}\]
\[\leq \frac{\alpha}{N} \left( \frac{\|v_{e,z}\|_{X_\alpha}^2}{\left( \int_{\mathbb{R}^N} g(x)|v_{e,z}(x,0)|^{2^*_\alpha} dx \right)^{\frac{1}{2^*_\alpha}}} \right)^{\frac{N}{N-2\alpha}} - C\varepsilon^{\frac{N-2\alpha}{2}}\]
\[\leq \frac{\alpha}{N} \left( \frac{\|\omega_\lambda\|^2_{X_\alpha} + O(\varepsilon^{N-2\alpha})}{\left( \int_{\mathbb{R}^N} |\omega_\lambda(x,0)|^{2^*_\alpha} dx + O(\varepsilon^N) \right)^{\frac{1}{2^*_\alpha}}} \right)^{\frac{N}{N-2\alpha}} - C\varepsilon^{\frac{N-2\alpha}{2}}\]
\[\leq \frac{\alpha}{N} S \frac{N}{N-2\alpha} - C\varepsilon^{\frac{N-2\alpha}{2}}\]  (3.7)

for \(z \in M \) and \(t \in [t_0, t_1] \). A direct calculation gives

\[j(t) := \frac{1}{4} \int_{\mathbb{R}^N} l(x)[\phi_{\omega_\lambda^+(x,0) + tv_{e,z}(x,0)}(\omega_\lambda^+(x,0) + tv_{e,z}(x,0))]dx\]
\[- \frac{1}{4} \int_{\mathbb{R}^N} l(x)[\phi_{\omega_\lambda^+(x,0)}(\omega_\lambda^+(x,0))]^2 + 4\phi_{\omega_\lambda^+(x,0)}(t v_{e,z}(x,0)) dx\]
\[= t \int_{\mathbb{R}^N} l(x)\omega_\lambda^+(x,0)\phi_{tv_{e,z}(x,0)} v_{e,z}(x,0) dx + \frac{t^2}{2} \int_{\mathbb{R}^N} l(x)\phi_{\omega_\lambda^+(x,0)}|v_{e,z}(x,0)|^2 dx\]
\[\quad + t^2 \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{1}{|x-y|^{N-s}} l(y)\omega_\lambda^+(y,0)v_{e,z}(y,0)l(x)\omega_\lambda^+(x,0)v_{e,z}(x,0) dx dy.\]  (3.8)

For \(t \in [t_0, t_1] \), by Hölder’s inequality and (3.3)-(3.4), we get

\[\int_{\mathbb{R}^N} l(x)\phi_{tv_{e,z}(x,0)} v_{e,z}(x,0) dx \leq C |\phi_{tv_{e,z}(x,0)}|^2 \frac{4^N}{N+s} v_{e,z}(x,0) \frac{2^N}{N+s}\]
\[\leq C |v_{e,z}(x,0)|^2 \frac{4^N}{N+s} v_{e,z}(x,0) \frac{2^N}{N+s},\]  (3.9)
\[\int_{\mathbb{R}^N} l(x)\phi_{\omega_\lambda^+(x,0)}|v_{e,z}(x,0)|^2 dx \leq C \int_{\mathbb{R}^N} |v_{e,z}(x,0)|^2 dx,\]  (3.10)
\[\int_{\mathbb{R}^N} l(x)\phi_{tv_{e,z}(x,0)}|v_{e,z}(x,0)|^2 dx \leq C |\phi_{tv_{e,z}(x,0)}|^2 \frac{4^N}{N+s} v_{e,z}(x,0) \frac{2^N}{N+s} \leq C |v_{e,z}(x,0)|^4 \frac{4^N}{N+s}.\]  (3.11)
It follows Hölder’s inequality and Lemma 3.3 that
\[
\int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{1}{|x-y|^{N-s}} l(y) \omega_X^+(y,0)v_{\varepsilon,z}(y,0)l(x)\omega_X^+(x,0)v_{\varepsilon,z}(x,0)dx \, dy
\]
\[
= \int_{\mathbb{R}^N} l(x)\omega_X^+(x,0)v_{\varepsilon,z}(x,0) \left( \int_{\mathbb{R}^N} \frac{1}{|x-y|^{N-s}} l(y)\omega_X^+(y,0)v_{\varepsilon,z}(y,0)dy \right) dx
\]
\[
\leq C|v_{\varepsilon,z}(x,0)|^{2N}_{N+s} \left| \frac{1}{|x|^{N-s}} \right|_{N-s,s} \left| \omega_X^+ v_{\varepsilon,z}(x,0) \right|_{2N}^{2N}
\]
\[
\leq C \frac{1}{|x|^{N-s}} \left| v_{\varepsilon,z}(x,0) \right|^{2N} \frac{1}{N+s}
\]
\[
\leq C |v_{\varepsilon,z}(x,0)|^{2N}_{N+s}. \tag{3.12}
\]

Using the fact \( \frac{2N}{N+s} < \frac{N}{N-2\alpha} \) and (3.3), we get
\[
|v_{\varepsilon,z}(x,0)|^{2N}_{N+s} = o \left( \epsilon^{\frac{N-2\alpha}{2}} \right). \tag{3.13}
\]

Since \( 2\alpha > \frac{N-2\alpha}{2} \) and \( N-2\alpha > \frac{N-2\alpha}{2} \), from (3.3) we have
\[
\int_{\mathbb{R}^N} |v_{\varepsilon,z}(x,0)|^2 dx = o \left( \epsilon^{\frac{N-2\alpha}{2}} \right). \tag{3.14}
\]

If \( \frac{4N}{N+s} \leq \frac{N}{N-2\alpha} \), from (3.3) we have
\[
|v_{\varepsilon,z}(x,0)|^{4N}_{4+s} = O \left( \epsilon^{2(N-2\alpha)} \right) = o \left( \epsilon^{\frac{N-2\alpha}{2}} \right). \tag{3.15}
\]

If \( \frac{4N}{N+s} > \frac{N}{N-2\alpha} \), then \( 4 \left( \frac{2N-(N-2\alpha)q}{2q} \right) > N-2\alpha \) for \( q = \frac{4N}{N+s} \). Using (3.3) again gives
\[
|v_{\varepsilon,z}(x,0)|^{4N}_{N+s} = o \left( \epsilon^{\frac{N-2\alpha}{2}} \right). \tag{3.16}
\]

Using (3.3)- (3.16) implies that
\[
j(t) = o \left( \epsilon^{\frac{N-2\alpha}{2}} \right), \tag{3.17}
\]

for \( z \in M \) and \( t \in [t_0, t_1] \).

In view of the definition of \( v_{\varepsilon,z} \), we know that
\[
\int_{\mathbb{R}^N} f_-(x)[(\omega_X^+(x,0) + tv_{\varepsilon,z}(x,0))^q - (\omega_X^+(x,0))^q - q(\omega_X^+(x,0))^{q-1}tv_{\varepsilon,z}(x,0)]dx = 0.
\]

Then we have
\[
k(t) = \lambda \frac{1}{q} \int_{\mathbb{R}^N} f_+(x)[(\omega_X^+(x,0) + tv_{\varepsilon,z}(x,0))^q - (\omega_X^+(x,0))^q - q(\omega_X^+(x,0))^{q-1}tv_{\varepsilon,z}(x,0)]dx
\]
\[
= \lambda \int_{\mathbb{R}^N} f_+(x) \left[ \int_0^{tv_{\varepsilon,z}(x,0)} ((\omega_X^+(x,0) + s)^{q-1} - (\omega_X^+(x,0))^{q-1})ds \right] dx
\]
\[
\geq 0 \tag{3.18}
\]

for \( z \in M \) and \( t \in [t_0, t_1] \).

Substituting (3.7) and (3.17)-(3.18) into (3.6) yields
\[
I_\lambda(\omega_X^+ + tv_{\varepsilon,z}) < \alpha_X^+ + \alpha \frac{N}{N} S_{2\beta}^N - C \varepsilon^{\frac{N-2\alpha}{2}} + o \left( \epsilon^{\frac{N-2\alpha}{2}} \right), \tag{3.19}
\]
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for \( z \in M \) and \( t \in [t_0, t_1] \). It follows (3.5) and (3.19) that there exists small \( \varepsilon_0 > 0 \) such that for \( \varepsilon \in (0, \varepsilon_0) \), we have

\[
\sup_{t \geq 0} I_\lambda(\omega^+_\lambda + tv_{\varepsilon, z}) < \alpha^+_\lambda + \frac{\alpha}{N} S^N_{\varepsilon^2}
\]

for \( z \in M \).

Similar to the proof of [20, Lemma 4.4], there exists \( t^-_\varepsilon > 0 \) such that

\[
\omega^+_\lambda + t^-_\varepsilon v_{\varepsilon, z} \in N^-_\lambda
\]

for \( z \in M \).

\textbf{Lemma 3.5.} There holds

\[
\inf_{\omega \in N_{\lambda_0}} I_1^\infty(\omega) = \inf_{\omega \in N_0} I_\infty(\omega) = \frac{\alpha}{N} S^N_{\varepsilon^2},
\]

where \( I_\infty(\omega) = \frac{1}{2} \|\omega\|_{X^\alpha}^2 - \frac{1}{2\alpha} \int_{\mathbb{R}^N} |\omega(x, 0)|^{2\alpha} \, dx \) and \( N_\infty = \{ \omega \in X^\alpha(\mathbb{R}^{N+1}_+ \setminus \{0\}); (I_\infty)'(\omega) \omega = 0 \} \).

\textbf{Proof.} Observe that

\[
\max_{t \geq 0} \left( \frac{a}{2} t^2 - \frac{b}{2\alpha} t^{2\alpha} \right) = \frac{\alpha}{N} \left( \frac{a^2}{b^2 \alpha} \right)^{2\alpha - 2} \quad \text{for } a > 0 \text{ and } b > 0,
\]

We deduce from Lemma 2.3 that

\[
\inf_{\omega \in N_\infty} I_\infty(\omega) = \inf_{\omega \in X^\alpha(\mathbb{R}^{N+1}_+ \setminus \{0\})} \sup_{t \geq 0} I_\infty(t \omega)
\]

\[
\geq \frac{\alpha}{N} S^N_{\varepsilon^2}. \tag{3.20}
\]

It follows from (3.2) and Lemma 3.2 that

\[
\sup_{t \geq 0} I_1^\infty(t v_{\varepsilon, z}) = \frac{\alpha}{N} \left( \frac{\|v_{\varepsilon, z}\|_{X^\alpha}^2}{\left( \int_{\mathbb{R}^N} |g(x)| v_{\varepsilon, z}(x, 0)|^{2\alpha} \, dx \right)^{2\alpha - 2}} \right)^{\frac{N}{2\alpha}}
\]

\[
= \frac{\alpha}{N} S^N_{\varepsilon^2} + O \left( \varepsilon^{N-2\alpha} \log \frac{1}{\varepsilon} \right).
\]

Thus we have

\[
\inf_{\omega \in N_{\lambda_0}} I_1^\infty(\omega) \leq \frac{\alpha}{N} S^N_{\varepsilon^2}, \quad \text{as } \varepsilon \to 0^+ \tag{3.21}
\]

Since \( g(x) \leq 1 \), from (3.20) and (3.21) we have

\[
\frac{\alpha}{N} S^N_{\varepsilon^2} \leq \inf_{\omega \in N_\infty} I_\infty(\omega)
\]

\[
= \inf_{\omega \in X^\alpha(\mathbb{R}^{N+1}_+ \setminus \{0\})} \sup_{t \geq 0} I_\infty(t \omega)
\]

\[
\leq \inf_{\omega \in X^\alpha(\mathbb{R}^{N+1}_+ \setminus \{0\})} \sup_{t \geq 0} I_1^\infty(t \omega)
\]

\[
= \inf_{\omega \in N_{\lambda_0}} I_1^\infty(\omega)
\]

\[
\leq \frac{\alpha}{N} S^N_{\varepsilon^2}.
\]
4 Proof of Theorem 1.1

In this section, we use the category theory to discuss multiple positive solutions of system (2.7) and prove Theorem 1.1.

Proposition 4.1. [13] Let $\mathcal{M}$ be a $C^{1,1}$ complete Riemannian manifold (modelled on a Hilbert space) and assume that $F \in C^{1}(\mathbb{R}, \mathbb{R})$ bounded from below. Let $-\infty < \inf_{\mathcal{M}} F < a < b < +\infty$. Suppose that $F$ satisfies the (PS) condition on the sublevel $\{u \in \mathcal{M}; F(u) \leq b\}$ and that $a$ is not a critical level for $F$. Then

$$\#\{u \in F^a; \nabla F(u) = 0\} \geq \text{cat}_{F^a}(F^a),$$

where $F^a \equiv \{u \in \mathcal{M}; F(u) \leq a\}$.

Proposition 4.2. [13] Let $Q, \Omega^+$ and $\Omega^-$ be closed sets with $\Omega^- \subset \Omega^+$, and $\phi : Q \to \Omega^+$, $\varphi : \Omega^- \to Q$ be two continuous maps such that $\phi \circ \varphi$ is homotopically equivalent to the embedding $j : \Omega^- \to \Omega^+$. Then $\text{cat}_Q(Q) \geq \text{cat}_{\Omega^+}(\Omega^-)$.

We will apply Propositions 4.1 and 4.2 to study the existence of multiple positive solutions of system (2.7). Here is a scale operation on fractional Sobolev spaces.

Lemma 4.1. For any $\omega \in X^\alpha(\mathbb{R}^{N+1}_+)$, given $\sigma > 0$ and $x_0 \in \mathbb{R}^N$, we consider the following scaled function

$$\rho(\omega) = \omega_{\sigma} : (x, y) \mapsto \sigma^{\alpha-2N/\sigma} \omega(\sigma(x - x_0), \sigma y). \quad (4.1)$$

Then this scaling operation $\rho$ keeps constant norms $\|\omega_{\sigma}\|_{X^\alpha}$ and $|\omega_{\sigma}(x, 0)|_{2\alpha}^2$ and is determined by the “center” or “concentration” point $x_0$ and the “modulus” $\sigma$.

Proof. We only need to prove that $\|\omega_{\sigma}\|_{X^\alpha} = \|\omega\|_{X^\alpha}$ and $|\omega_{\sigma}(x, 0)|_{2\alpha}^2 = |\omega(x, 0)|_{2\alpha}^2$ as required. Indeed, let $z = \sigma(x - x_0)$ and $t = \sigma y$. Then $dz = \sigma^N dx$ and $dt = \sigma dy$. Thus, we get

$$\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} y^{1-2\alpha} |\nabla \omega_{\sigma}|^2 dxdy = \int_{\mathbb{R}^{N+1}} t^{1-2\alpha} |\nabla \omega|^2 dt dz.$$ 

In an analogous manner, we can get $|\omega_{\sigma}(x, 0)|_{2\alpha}^2 = |\omega(x, 0)|_{2\alpha}^2$ too. \qed

Based on Lemmas 2.3 and 4.1 and [6] Theorem 2.5, we can derive the following global compactness result immediately.

Lemma 4.2. Let $\{\omega_n\} \subset X^\alpha(\mathbb{R}^{N+1}_+) \subset \hat{X}^\alpha(\mathbb{R}^{N+1}_+)$ be a (PS) sequence for $I^\infty$, where $I^\infty$ is given in Lemma 3.4. Then there exist a number $k \in \mathbb{N}_0$, $k$ sequences of points $\{x_n^j\} \subset \mathbb{R}^N$ ($1 \leq j \leq k$), and $k + 1$ sequences of functions $\{\omega^j_n\} \subset X^\alpha(\mathbb{R}^{N+1}_+)$ ($0 \leq j \leq k$) such that for some sequences, still denoted by $\{\omega_n\}$, there holds

$$\omega_n(x, y) = \omega_n^0(x, y) + \sum_{j=1}^k \frac{1}{\sigma_n^j} \omega_n^j \left( \frac{x - x_n^j}{\sigma_n^j}, \frac{y}{\sigma_n} \right)$$

and

$$\omega_n^j \to \omega^j \text{ in } \hat{X}^\alpha(\mathbb{R}^{N+1}_+), \quad 0 \leq j \leq k,$$

where $\omega^0$ is a solution of

$$\begin{cases}
\text{div}(y^{1-2\alpha} \nabla \omega) = 0, & \text{in } \mathbb{R}^{N+1}_+,
-rac{\partial \omega}{\partial y} = -\omega + |\omega|^{2\alpha-2}\omega, & \text{on } \mathbb{R}^N \times \{0\},
\end{cases}$$

where $\omega^0$ is a solution of
and \( \omega^j \) \((1 \leq j \leq k)\) are solutions of

\[
\begin{cases}
\text{div}(y^{1-2\alpha} \nabla \omega) = 0, & \text{in } \mathbb{R}^{N+1}_+, \\
- \frac{\partial \omega}{\partial \nu} = |\omega|^{2\alpha-2} \omega, & \text{on } \mathbb{R}^N \times \{0\}.
\end{cases}
\]

Moreover, we have

- If \( x_n^j \to x^j \), then either \( \sigma_n^j \to +\infty \) or \( \sigma_n^j \to 0 \).
- If \( |x_n| \to +\infty \), then
  \[
  \begin{cases}
  \sigma_n^j \to +\infty, \text{ or } \\
  \sigma_n^j \to 0, \text{ or } \\
  \sigma_n^j \to \sigma^j, \ 0 < \sigma^j < +\infty.
  \end{cases}
  \]

We further have

\[
\|\omega_n\|_{X^\alpha} \to \Sigma_{j=0}^{k} \|\omega^j\|_{X^\alpha}^2
\]

and

\[
I^\infty(\omega_n) \to I^\infty(\omega^0) + \Sigma_{j=1}^{k} I^\infty(\omega^j), \text{ as } n \to \infty,
\]

where \( I^\infty(\omega^j) = \frac{1}{2} \|\omega^j\|_{X^\alpha}^2 - \frac{1}{\alpha} \int_{\mathbb{R}^N} |\omega^j(x,0)|^{2\alpha} \, dx \) for \( 1 \leq j \leq k \).

**Corollary 4.1.** Let \( \{\omega_n\} \subset X^\alpha(\mathbb{R}^{N+1}_+) \) be a nonnegative function sequence with \( |\omega_n(x,0)|_{2\alpha} = 1 \) and \( \|\omega_n\|_{X^\alpha} \to S \). Then there exists a sequence \((x_n, \varepsilon_n) \in \mathbb{R}^N \times \mathbb{R}^+\) such that

\[
\omega_n(x, y) := \frac{1}{S^{\alpha N / 4\alpha}} E_a(u_{\varepsilon_n}(x - x_n)) + o(1)
\]

in \( \dot{X}^\alpha(\mathbb{R}^{N+1}_+) \), where \( u_{\varepsilon} \) is defined in (2.3). Moreover, if \( x_n \to \bar{x} \) then \( \varepsilon_n \to 0 \) or it is unbounded.

We define a continuous map \( \Phi : X^\alpha(\mathbb{R}^{N+1}_+) \setminus G \to \mathbb{R}^N \) by

\[
X^\alpha(\mathbb{R}^{N+1}_+) \ni w \mapsto \Phi(w) = \left\{ \frac{\int_{\mathbb{R}^N} x |\omega(x,0) - \omega^+_\lambda(x,0)|^{2\alpha} \, dx}{\int_{\mathbb{R}^N} |\omega(x,0) - \omega^+_\lambda(x,0)|^{2\alpha} \, dx} \right\},
\]

where \( G = \left\{ u \in X^\alpha(\mathbb{R}^{N+1}_+) ; \int_{\mathbb{R}^N} |\omega(x,0) - \omega^+_\lambda(x,0)|^{2\alpha} \, dx = 0 \right\} \).

**Lemma 4.3.** For each \( 0 < \delta < r_0 \), there exist \( \Lambda_{\delta}, \delta_0 > 0 \) such that if \( \omega \in N_{\infty}^1 \), \( I_{\infty}^1(\omega) < \frac{\alpha}{N} S^{\frac{\alpha N}{2\alpha}} + \delta_0 \) and \( \lambda \in (0, \Lambda_{\delta}) \), then \( \Phi(\omega) \in M_{\delta} \), where \( M_{\delta} \) is defined in Remark 1.1.

**Proof.** Suppose the contrary. Then there exists a sequence \( \{\omega_n\} \subset N_{\infty}^1 \) such that \( I_{\infty}^1(\omega_n) < \frac{\alpha}{N} S^{\frac{\alpha N}{2\alpha}} + o_n(1) \), while \( \lambda \to 0^+ \), and

\[
\Phi(\omega_n) \notin M_{\delta} \text{ for } n \in \mathbb{N}.
\]

Since

\[
1 + \frac{\alpha}{N} S^{\frac{\alpha N}{2\alpha}} > I_{\infty}^1(\omega_n)
\]

\[
= I_{\infty}^1(\omega_n) - \frac{1}{2\alpha} (I_{\infty}^1)'(\omega_n) \omega_n
\]

\[
= \left( \frac{1}{2} - \frac{1}{2\alpha} \right) \|\omega_n\|_{X^\alpha}^2,
\]
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we see that \( \{\omega_n\} \) is bounded in \( X^\alpha(\mathbb{R}^{N+1}) \). According to Lemma 3.5, there is a sequence \( \{t_n\} \subset \mathbb{R}^+ \) such that \( \{t_n\omega_n\} \in N^\infty \) and
\[
\frac{\alpha}{N} S_{\mathbb{R}^N}^{\infty} \leq I_\infty(t_n\omega_n) \leq I_1(t_n\omega_n) = \frac{\alpha}{N} t_n^2 \|\omega_n\|_{X^\alpha}^2 \leq I_\infty(\omega_n) = \frac{\alpha}{N} \|\omega_n\|_{X^\alpha}^2 \leq \frac{\alpha}{N} S_{\mathbb{R}^N}^{\infty} + o_n(1).
\]
Consequently, we have \( t_n = 1 + o_n(1) \) as \( n \to \infty \) and
\[
\lim_{n \to \infty} I_\infty(\omega_n) = \lim_{n \to \infty} \frac{\alpha}{N} \|\omega_n\|_{X^\alpha}^2.
\]
Set
\[
U_n = \frac{\omega_n}{\left( \int_{\mathbb{R}^N} |\omega_n(x,0)|^{2_\alpha} \, dx \right)^{\frac{1}{2_\alpha}}},
\]
Then
\[
\int_{\mathbb{R}^N} |U_n(x,0)|^{2_\alpha} \, dx = 1.
\]
From (4.3) we deduce that
\[
\lim_{n \to \infty} \|U_n\|_{X^\alpha}^2 = S,
\]
which, together with (4.3) and Corollary 4.1, implies that there exists a sequence \( \{(x_n, \varepsilon_n)\} \subset \mathbb{R}^N \times \mathbb{R}^+ \) such that
\[
U_n(x,y) := \frac{1}{S^{\frac{\alpha}{N}}} E_\alpha(u_{\varepsilon_n}(x-x_n)) + o_n(1).
\]
Moreover, when \( n \to \infty \), \( \{x_n\} \to \pi \) or go to \( \infty \). So we consider two cases here.

Case 1. Suppose that \( \{x_n\} \to \infty \) as \( n \to \infty \). From (4.3) and (4.4) we deduce that
\[
1 = \int_{\mathbb{R}^N} g(x)|\omega_n(x,0)|^{2_\alpha} \, dx
\]
\[
= \frac{\int_{\mathbb{R}^N} g(x)|U_n(x,0)|^{2_\alpha} \, dx}{\frac{S^{\frac{\alpha}{N}}}{\int_{\mathbb{R}^N} |\omega_n(x,0)|^{2_\alpha} \, dx}} + o_n(1)
\]
\[
= \int_{\mathbb{R}^N} g(x)|U_n(x,0)|^{2_\alpha} \, dx + o_n(1)
\]
\[
= S^{-\frac{\alpha}{N}} \int_{\mathbb{R}^N} g(x)|u_{\varepsilon_n}(x-x_n)|^{2_\alpha} \, dx + o_n(1)
\]
\[
= S^{-\frac{\alpha}{N}} \int_{\mathbb{R}^N} g(x+x_n)|u_{\varepsilon_n}(x)|^{2_\alpha} \, dx + o_n(1)
\]
\[
= g_\infty,
\]
which contradicts the definition of \( g_\infty \).

Case 2. Suppose that \( \{x_n\} \to \pi \) as \( n \to \infty \). We deduce from Corollary 4.1 that \( \varepsilon_n \to 0 \) as \( n \to \infty \).
It follows (4.3) and (4.4) that
\[
1 = \int_{\mathbb{R}^N} g(x)|\omega_n(x,0)|^{2s} \, dx \\
\quad \quad - \int_{\mathbb{R}^N} |\omega_n(x,0)|^{2s} \, dx + o_n(1) \\
= \int_{\mathbb{R}^N} g(x)|U_n(x,0)|^{2s} \, dx + o_n(1) \\
= S^{-\frac{2s}{N}} \int_{\mathbb{R}^N} g(\sqrt{\varepsilon_n} x + x_n)|u_1(x)|^{2s} \, dx + o_n(1) \\
= g(\pi), \tag{4.5}
\]
where \( u_1(x) = u_\varepsilon(x) \) for \( \varepsilon = 1 \). (4.5) implies that \( \pi \in M \). Moreover, we have
\[
\Phi(\omega_n) = \frac{\int_{\mathbb{R}^N} x|\omega_n(x,0) - \omega_\lambda^+(x,0)|^{2s} \, dx}{\int_{\mathbb{R}^N} |\omega_n(x,0) - \omega_\lambda^+(x,0)|^{2s} \, dx} \\
= \frac{\int_{\mathbb{R}^N} x|\omega_n(x,0)|^{2s} \, dx}{\int_{\mathbb{R}^N} |\omega_n(x,0)|^{2s} \, dx} + o_\lambda(1), \text{ as } \lambda \to 0 \\
= \frac{\int_{\mathbb{R}^N} x|U_n(x,0)|^{2s} \, dx}{\int_{\mathbb{R}^N} |U_n(x,0)|^{2s} \, dx} + o_\lambda(1) \\
= \frac{\int_{\mathbb{R}^N} x|u_\varepsilon(x - x_n)|^{2s} \, dx}{\int_{\mathbb{R}^N} |u_\varepsilon(x - x_n)|^{2s} \, dx} + o_\lambda(1) \\
= \frac{\int_{\mathbb{R}^N} (x_n + \sqrt{\varepsilon_n} x)|u_1(x)|^{2s} \, dx}{\int_{\mathbb{R}^N} |u_1(x)|^{2s} \, dx} + o_\lambda(1) \\
\to \pi \in M \text{ as } n \to \infty,
\]
which is a contradiction with (4.2). \( \square \)

**Lemma 4.4.** There exists \( \lambda_\delta > 0 \) small enough such that if \( \lambda \in (0, \lambda_\delta) \) and \( \omega \in N_\lambda^- \) with \( I_\lambda(\omega) < \frac{\alpha}{N} S^{\frac{2s}{N}} + \frac{\delta_0}{2} \) (\( \delta_0 \) is given in Lemma 4.3), then we have \( \Phi(\omega) \in M_\delta \).

**Proof.** For \( \omega \in N_\lambda^- \) with \( I_\lambda(\omega) < \frac{\alpha}{N} S^{\frac{2s}{N}} + \frac{\delta_0}{2} \), we deduce from Lemma 3.1 (ii) that there exists a unique \( t_\omega^1 \) such that \( t_\omega^1 \omega \in N_\infty^1 \) and
\[
I_\infty^1(t_\omega^1 \omega) \leq (1 - \mu) \frac{2}{2q} \left( I_\lambda(\omega) + \frac{2 - q}{2q} \mu^{\frac{2}{2-q}} \lambda^{\frac{2}{2-q}} C \right)
\]
for any \( \mu \in (0,1) \). Thus there exists small \( \lambda_\delta > 0 \) such that if \( \lambda \in (0, \lambda_\delta) \), we have
\[
I_\infty^1(t_\omega^1 \omega) \leq \frac{\alpha}{N} S^{\frac{2s}{N}} + \delta_0. \tag{4.6}
\]
By (4.6) and Lemma 4.3, we arrived at the desired result. \( \square \)
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Set \( c_\lambda := \alpha_\lambda^+ + \frac{\theta}{\alpha_\lambda} \xi_0^\pm - \sigma(\varepsilon_0) \) and

\[ N^-_\lambda(c_\lambda) := \{ \omega \in N^-_\lambda ; I_\lambda(\omega) \leq c_\lambda \}. \]

**Lemma 4.5.** If \( \omega \) is a critical point of \( I_\lambda \) restricted on \( N^-_\lambda \), then it is a critical point of \( I_\lambda \) in \( X^\alpha(\mathbb{R}^{N+1}) \).

**Proof.** Let \( \omega \) be a critical point of \( I_\lambda \) on \( N^-_\lambda \), we have

\[ I'_\lambda(\omega) = \tau \Psi'_\lambda(\omega) \]

for some \( \tau \in \mathbb{R} \), where \( \Psi_\lambda \) is defined in (2.11). Since \( \omega \in N^-_\lambda \), we get

\[ 0 = I'_\lambda(\omega) = \tau \Psi'_\lambda(\omega) \omega \text{ and } \Psi'_\lambda(\omega) \omega < 0, \]

which implies that \( \tau = 0 \), i.e. \( I'_\lambda(u) = 0. \)

Denote by \( I_{N^-_\lambda} \) the restriction of \( I_\lambda \) on \( N^-_\lambda \).

**Lemma 4.6.** \( I_{N^-_\lambda} \) satisfies the (PS) condition on \( N^-_\lambda(c_\lambda) \).

**Proof.** Let \( \{ \omega_n \} \subset N^-_\lambda(c_\lambda) \) be a (PS) sequence. There exists a sequence \( \{ \theta_n \} \subset \mathbb{R} \) such that

\[ I'_\lambda(\omega_n) = \theta_n \Psi'_\lambda(\omega_n) + o(1). \]

Since \( \omega_n \in N^-_\lambda \), we have

\[ \Psi'_\lambda(\omega_n) \omega_n < 0. \]

There exists a subsequence (still denoted by \( \{ \omega_n \} \)) such that

\[ \Psi'_\lambda(\omega_n) \omega_n \to l, \ l \leq 0, \text{ as } n \to \infty. \]

If \( l = 0 \), we deduce from (2.10) and (2.12) that

\[
I_\lambda(\omega_n) = I_\lambda(\omega_n) - \frac{1}{q} I'_\lambda(\omega_n) \omega_n
= \left( \frac{1}{2} - \frac{1}{q} \right) \| \omega_n \|_{X^\alpha}^2 + \left( \frac{1}{4} - \frac{1}{q} \right) \int_{\mathbb{R}^N} l(x) \phi_{\omega_n(x,0)} |\omega_n(x,0)|^2 \, dx
- \left( \frac{1}{q} - \frac{1}{2_\alpha} \right) \int_{\mathbb{R}^N} g(x) |\omega_n(x,0)|^{2_\alpha} \, dx
= \frac{q-2}{2q} \| \omega_n \|_{X^\alpha}^2 + \frac{q-4}{4q} \int_{\mathbb{R}^N} l(x) \phi_{\omega_n(x,0)} |\omega_n(x,0)|^2 \, dx
- \frac{2_\alpha - q}{2_\alpha q} \int_{\mathbb{R}^N} g(x) |\omega_n(x,0)|^{2_\alpha} \, dx
= \frac{(q-2)}{4q} \| \omega_n \|_{X^\alpha}^2 + \frac{(q-2_\alpha^*) (2_\alpha^* - 4)}{4q 2_\alpha^*} \int_{\mathbb{R}^N} g(x) |\omega_n(x,0)|^{2_\alpha^*} + o_n(1).
\]

This yields a contradiction with \( \alpha_\lambda^* > 0 \) (Lemma 4.8 (ii)). Then \( l < 0 \). Due to \( I'_\lambda(\omega_n) \omega_n = 0 \), we conclude that \( \{ \theta_n \} \to 0 \) and

\[ I'_\lambda(\omega_n) \to 0, \text{ as } n \to \infty. \]

By virtue of Lemma 4.10, we arrive at the desired result. \( \square \)

We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. Let \( \delta, \lambda_\delta > 0 \) be given as in Lemmas 4.3 and 4.4. To show that \( I_\lambda \) has at least \( \text{cat}_{M_\delta}(M) \) critical points in \( N_\lambda^-(c_\lambda) \) for \( \lambda \in (0, \lambda_\delta) \), for \( z \in M \), by Lemma 3.4 we define

\[
F(z) = \omega_\lambda^+ + t_z^- v_{(1-\theta)z} \in N_\lambda^-(c_\lambda).
\]

It follows Lemma 4.4 that \( \Phi(N_\lambda^-(c_\lambda)) \subset M_\delta \) for \( \lambda < \lambda_\delta \). Define \( \xi : [0, 1] \times M \to M_\delta \) by

\[
[0, 1] \times M \ni (\theta, z) \mapsto \Phi \left( \omega_\lambda^+ + t_z^- v_{(1-\theta)z} \right),
\]

where \( \Phi(\omega_\lambda^+ + t_z^- v_{(1-\theta)z}) \in N_\lambda^-(c_\lambda) \). By a straightforward calculation, we have \( \xi(0, z) = \Phi \circ F(z) \) and \( \lim_{\theta \to 1^-} \xi(\theta, z) = z \). Hence, \( \Phi \circ F \) is homotopic to \( j : M \to M_\delta \). By virtue of Lemma 4.6 and Propositions 4.1 and 4.2, we obtain that \( I_{N_\lambda^-(c_\lambda)} \) has at least \( \text{cat}_{M_\delta}(M) \) critical points in \( N_\lambda^-(c_\lambda) \). According to Lemma 4.5, we know that \( I_\lambda \) has at least \( \text{cat}_{M_\delta}(M) \) critical points in \( N_\lambda^-(c_\lambda) \). By an analogous argument as the proof of [18, Theorem 5.3], we can see that system (2.7) admits at least \( \text{cat}_{M_\delta}(M) \) positive solutions in \( N_\lambda^-(c_\lambda) \). In view of Theorem 2.1 and \( N_\lambda^+ \cap N_\lambda^- = \emptyset \), we arrive at the desired result.

5 Proof of Theorem 1.2

Define the energy functional associated with system (2.7) by

\[
I_{\lambda,g}(\omega) = \frac{1}{2} \|\omega\|^2_{X^\alpha} + \frac{1}{4} \int_{\mathbb{R}^N} l(x) \phi_{\omega(x,0)} |\omega(x,0)|^2 dx - \frac{\lambda}{q} \int_{\mathbb{R}^N} f(x)|\omega(x,0)|^q dx
- \frac{1}{2^*_\alpha} \int_{\mathbb{R}^N} g(x)|\omega(x,0)|^{2^*_\alpha} dx,
\]

(5.1)

where \( \omega \in X^\alpha(\mathbb{R}^{N+1}_+) \).

Set

\[
N_{\lambda,g} := \left\{ \omega \in X^\alpha(\mathbb{R}^{N+1}_+) \setminus \{0\}; I'_{\lambda,g}(\omega) = 0 \right\}.
\]

Then \( \omega \in N_{\lambda,g} \) if and only if

\[
\|\omega\|^2_{X^\alpha} + \int_{\mathbb{R}^N} l(x) \phi_{\omega(x,0)} |\omega(x,0)|^2 dx - \lambda \int_{\mathbb{R}^N} f(x)|\omega(x,0)|^q dx - \int_{\mathbb{R}^N} g(x)|\omega(x,0)|^{2^*_\alpha} dx = 0.
\]

(5.2)

For any \( \omega \in N_{\lambda,g} \), we have

\[
I_{\lambda,g}(\omega) = I_{\lambda,g}(\omega) - \frac{1}{q} I'_{\lambda,g}(\omega) \omega
= \left( \frac{1}{2} - \frac{1}{q} \right) \|\omega\|^2_{X^\alpha} + \left( \frac{1}{4} - \frac{1}{q} \right) \int_{\mathbb{R}^N} l(x) \phi_{\omega(x,0)} |\omega(x,0)|^2 dx
+ \left( \frac{1}{q} - \frac{1}{2^*_\alpha} \right) \int_{\mathbb{R}^N} g(x)|\omega(x,0)|^{2^*_\alpha} dx
\geq \left( \frac{1}{2} - \frac{1}{q} \right) \|\omega\|^2_{X^\alpha}
> 0,
\]

(5.3)

which implies that \( I_{\lambda,g} \) is coercive and bounded from below on \( N_{\lambda,g} \).

Let

\[
\Psi_{\lambda,g}(\omega) := \|\omega\|^2_{X^\alpha} + \int_{\mathbb{R}^N} l(x) \phi_{\omega(x,0)} |\omega(x,0)|^2 dx - \lambda \int_{\mathbb{R}^N} f(x)|\omega(x,0)|^q dx
- \int_{\mathbb{R}^N} g(x)|\omega(x,0)|^{2^*_\alpha} dx.
\]

(5.4)
For \( \omega \in N_{\lambda,g} \), we have
\[
\Psi'_{\lambda,g}(\omega) = 2\|\omega\|_{X^\alpha}^2 + 4 \int_{\mathbb{R}^N} l(x) \phi_{\omega(x,0)}|\omega(x,0)|^2 \, dx - q \lambda \int_{\mathbb{R}^N} f(x)|\omega(x,0)|^q \, dx \\
- 2^* \alpha \int_{\mathbb{R}^N} g(x)|\omega(x,0)|^{2^*} \, dx \\
= -2\|\omega\|_{X^\alpha}^2 + (4 - q) \int_{\mathbb{R}^N} f(x)|\omega(x,0)|^q \, dx - (2^* - 4) \int_{\mathbb{R}^N} g(x)|\omega(x,0)|^{2^*} \, dx \\
< 0. \tag{5.5}
\]
Define
\[
\alpha_{\lambda,g} := \inf_{\omega \in N_{\lambda,g}} I_{\lambda,g}(\omega) \geq 0.
\]
Then we have

**Lemma 5.1.** There holds
\[
\alpha_{\lambda,g} \geq d_0 > 0
\]
for some \( d_0 > 0 \).

**Proof.** From Lemma 2.2 and (5.5), we have
\[
2\|\omega\|_{X^\alpha}^2 \leq q \lambda \int_{\mathbb{R}^N} f(x)|\omega(x,0)|^q \, dx + 2^* \alpha \int_{\mathbb{R}^N} g(x)|\omega(x,0)|^{2^*} \, dx \\
\leq \lambda C \|\omega\|_{X^\alpha}^q + C \|\omega\|_{X^\alpha}^{2^*}, \tag{5.6}
\]
and thus
\[
C \leq \lambda \|\omega\|_{X^\alpha}^{q-2} + \|\omega\|_{X^\alpha}^{2^*-2}
\]
for some \( C > 0 \) independent of the choice of \( \omega \in N_{\lambda,g} \). Using (5.3) implies the desired result. \( \square \)

Since \( 2 < 4 < 2^* \), we can directly obtain the following results.

**Lemma 5.2.** For each \( \omega \in X^\alpha(\mathbb{R}^{N+1}_+) \setminus \{0\} \), there exists a unique \( t_\omega > 0 \) such that \( t_\omega \omega \in N_{\lambda,g} \) and
\[
I_{\lambda,g}(t_\omega \omega) = \max_{t \geq 0} I_{\lambda,g}(t_\omega).
\]

**Remark 5.1.** By Lemma 5.2, it is obvious that
\[
\alpha_{\lambda,g} = \inf_{\omega \in X^\alpha(\mathbb{R}^{N+1}_+) \setminus \{0\}} \max_{t \geq 0} I_{\lambda,g}(t_\omega).
\]
Furthermore, we have
\[
0 < \alpha_{\lambda_1,g} \leq \alpha_{\lambda_2,g} \leq \alpha_{0,g}
\]
for \( \lambda_1 \geq \lambda_2 \geq 0 \).

Consider an autonomous problem:
\[
\begin{cases}
(-\Delta)^\alpha u + u = \lambda f_\infty |u|^{q-2} u + g_\infty |u|^{2^* - 2} u, & \text{in } \mathbb{R}^N, \\
u \in H^\alpha(\mathbb{R}^N). & 
\end{cases} \tag{5.7}
\]

The harmonic extension of the problem (5.7) is:
\[
\begin{cases}
\text{div}(y^{1-2\alpha} \nabla \omega) = 0, & \text{in } \mathbb{R}^{N+1}, \\
-\frac{\partial \omega}{\partial v} = -\omega + \lambda f_\infty |\omega|^{q-2} \omega + g_\infty |\omega|^{2^* - 2} \omega, & \text{in } \mathbb{R}^N \times \{0\}. & 
\end{cases} \tag{5.8}
\]
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The solutions of system \( \text{(5.8)} \) are precisely critical points of the energy functional defined by

\[
I_{\lambda,\infty}(\omega) = \frac{1}{2} \|\omega\|_{X^\alpha}^2 - \frac{\lambda}{q} \int_{\mathbb{R}^N} f_\infty |\omega(x,0)|^q dx - \frac{1}{2\alpha} \int_{\mathbb{R}^N} g_{\infty} |\omega(x,0)|^{2\alpha} dx,
\]

where \( \omega \in X^\alpha(\mathbb{R}^{N+1}_+) \).

Define

\[
N_{\lambda,\infty} := \{ \omega \in X^\alpha(\mathbb{R}^{N+1}_+) \setminus \{0\}; I_{\lambda,\infty}'(\omega) = 0 \}
\]

and

\[
\alpha_{\lambda,\infty} := \inf_{\omega \in N_{\lambda,\infty}} I_{\lambda,\infty}(\omega).
\]

In order to give a precise description for the \((PS)\) condition of \(I_{\lambda,g}\), we recall the well-known concentration-compactness principle [38].

**Proposition 5.1.** Let \( \rho_n(x) \in L^1(\mathbb{R}^N) \) be a non-negative sequence satisfying

\[
\lim_{n \to \infty} \int_{\mathbb{R}^3} \rho_n(x) dx = l, \ l > 0.
\]

Then there exists a subsequence, still denoted by \( \{\rho_n(x)\} \), such that one of the following cases occurs.

(I) (Compactness) There exists \( y_n \in \mathbb{R}^N \) such that for any \( \varepsilon > 0 \) there exists \( R > 0 \) such that

\[
\int_{B_R(y_n)} \rho_n(x) dx \geq l - \varepsilon, \ \ n = 1, 2, \ldots
\]

(II) (Vanishing) For any fixed \( R > 0 \), there holds

\[
\lim_{n \to \infty} \sup_{y \in \mathbb{R}^N} \int_{B_R(y)} \rho_n(x) dx = 0.
\]

(III) (Dichotomy) There exists \( \alpha \in (0, 1) \) such that for any \( \varepsilon > 0 \), there exists \( n_0 \geq 1 \) and \( \rho_n^{(1)}(x), \rho_n^{(2)}(x) \in L^1(\mathbb{R}^N) \), for \( n \geq n_0 \) there holds

\[
|\rho_n - (\rho_n^{(1)} + \rho_n^{(2)})|_1 < \varepsilon, \ \left| \int_{\mathbb{R}^3} \rho_n^{(1)}(x) dx - \alpha \right| < \varepsilon, \ \left| \int_{\mathbb{R}^3} \rho_n^{(2)}(x) dx - (l - \alpha) \right| < \varepsilon
\]

and

\[
\text{dist}(\text{supp}\rho_n^{(1)}, \text{supp}\rho_n^{(2)}) \to \infty, \ \text{as} \ n \to \infty.
\]

**Lemma 5.3.** \( I_{\lambda,g} \) satisfies the \((PS)_c\) condition for \( c \in \left(0, \min \left\{ \alpha_{\lambda,\infty}, \frac{\alpha}{N} S^{\frac{N}{2\alpha}} \right\} \right) \).

**Proof.** Let \( \{\omega_n\} \subset X^\alpha(\mathbb{R}^{N+1}_+) \) be a \((PS)_c\) sequence for \( I_{\lambda,g} \) with \( c \in \left(0, \min \left\{ \alpha_{\lambda,\infty}, \frac{\alpha}{N} S^{\frac{N}{2\alpha}} \right\} \right) \). From \( \text{[5.3]} \), \( \{\omega_n\} \) is bounded in \( X^\alpha(\mathbb{R}^{N+1}_+) \).

Set

\[
\rho_n(x) = |\omega_n(x,0)|^2 + \phi_{\omega_n(x,0)} |\omega_n(x,0)|^2 + \lambda f(x) |\omega_n(x,0)|^q + g(x) |\omega_n(x,0)|^{2\alpha},
\]

which belongs to \( L^1(\mathbb{R}^N) \). We may assume that

\[
|\rho_n(x)|_1 \to l, \ \ l \geq 0, \ \text{as} \ n \to \infty.
\]

Then we claim \( l > 0 \). Otherwise, we get \( \|\omega_n\|_{X^\alpha} \to 0 \) as \( n \to \infty \), and then

\[
I_{\lambda,g}(\omega_n) \to 0 \text{ as } n \to \infty.
\]
This obviously contradicts the hypothesis of \( c > 0 \).

Suppose that \( \{\rho_n\} \) vanishes. There is an \( R > 0 \) such that

\[
\lim_{n \to \infty} \sup_{z \in \mathbb{R}^N} \int_{B_R(z)} |\omega_n(x,0)|^2 \, dx = 0.
\]

By [22, Lemma 3.3], we have \( \omega_n(x,0) \to 0 \) in \( L^r(\mathbb{R}^N) \) for \( 2 < r < 2\alpha \). Then

\[
\int_{\mathbb{R}^N} f(x) |\omega_n(x,0)|^q \, dx \to 0, \quad \text{as } n \to \infty.
\]

In view of \( 2 < \frac{4N}{N+s} < 2\alpha \), we deduce from (2.5) that

\[
\left| \int_{\mathbb{R}^N} l(x) \phi_{\omega_n(x,0)} |\omega_n(x,0)|^2 \, dx \right| \leq C |\omega_n(x,0)|^{\frac{4N}{N+s}} \to 0, \quad \text{as } n \to \infty.
\]

Then we have

\[
\|\omega_n\|_{X_\alpha}^2 - \int_{\mathbb{R}^N} g(x) |\omega_n(x,0)|^{2\alpha} \, dx \to 0, \quad \text{as } n \to \infty.
\]

Suppose that

\[
\|\omega_n\|_{X_\alpha} \to l_1 \quad \text{and} \quad \int_{\mathbb{R}^N} g(x) |\omega_n(x,0)|^{2\alpha} \, dx \to l_1, \quad \text{as } n \to \infty
\]

for some \( l_1 > 0 \). With the help of Lemma 2.3 we get

\[
l_1 \geq Sl_1^{\frac{1}{\alpha}} \quad \text{or} \quad l_1 \geq S^{\frac{N}{2\alpha}}.
\]

Consequently,

\[
e = I_{\lambda,g}(\omega_n) + o(1)
\]

\[
= \frac{1}{2} \|\omega_n\|_{X_\alpha}^2 - \frac{1}{2\alpha} \int_{\mathbb{R}^N} g(x) |\omega_n(x,0)|^{2\alpha} \, dx + o(1)
\]

\[
= \alpha \frac{N}{l_1}
\]

\[
\geq \alpha \frac{N}{S^{\frac{N}{2\alpha}}},
\]

which yields another contradiction with the definition of \( c \).

Secondly, we suppose that the dichotomy occurs. It follows from Proposition 5.1 that for any \( \varepsilon > 0 \), there exist \( \alpha \in (0,1) \), \( \{x_n\} \subset \mathbb{R}^N \) and \( R_\varepsilon > 0 \) such that for any \( R > R_\varepsilon \) and \( \overline{R} > R_\varepsilon \) we have

\[
\liminf_{n \to \infty} \int_{B_R(x_n)} \rho_n(x) \, dx \geq \alpha - \varepsilon \quad \text{and} \quad \liminf_{n \to \infty} \int_{\mathbb{R}^N \setminus B_R(x_n)} \rho_n(x) \, dx \geq (1 - \alpha) - \varepsilon.
\]

So there exist \( \varepsilon_n \to 0 \), \( R_n \to +\infty \) and \( \overline{R_n} = 4R_n \) such that

\[
\int_{B_{R_n}(x_n)} \rho_n(x) \, dx \geq \alpha - \varepsilon_n \quad \text{and} \quad \int_{\mathbb{R}^N \setminus B_{\overline{R_n}}(x_n)} \rho_n(x) \, dx \geq (1 - \alpha) - \varepsilon_n.
\]

That is,

\[
\int_{B_{4R_n}(x_n) \setminus B_{2R_n}(x_n)} \rho_n(x) \, dx \leq 2\varepsilon_n.
\]

Set \( \eta_0(s) \in C^\infty(\mathbb{R}_+) \) and

\[
\eta_0(s) = \begin{cases} 0, & \text{if } s \leq 1 \text{ or } s \geq 4, \\ 1, & \text{if } 2 \leq s \leq 3, \end{cases}
\]
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and $|\eta'_0(s)| \leq 2$. Let $\eta_n(x, y) = \eta_0 \left( \frac{|(x - x_n, y)|}{R_n} \right)$. It follows Lemma (2.4) (ii) that

$$\int_{\mathbb{R}^{N+1}_+} y^{1-2\alpha} |\nabla \eta_n|^2 |\omega_n(x, 0)|^2 \, dx \, dy \leq \frac{4}{R_n^2} \int_{B_{4R_n}(x_n,0) \setminus B_{R_n}(x_n,0)} y^{1-2\alpha} |\omega_n(x, 0)|^2 \, dx \, dy \leq \frac{C}{R_n^2} \left( \int_{B_{4R_n}(x_n,0)} y^{1-2\alpha} \, dx \, dy \right)^{\frac{1}{1-2\alpha}} \left( \frac{\int_{B_{4R_n}(x_n,0)} y^{1-2\alpha} \, dx \, dy}{\int_{B_{4R_n}(x_n,0)}} \right)^{\frac{1}{1-2\alpha}} \leq CR_n^{-\frac{2}{N-2\alpha}} \leq C \quad (5.11)$$

for some $C > 0$, where $\gamma = 1 + \frac{2}{N-2\alpha}$. Thus, $\{\eta_n, \omega_n\}$ is bounded in $X^\alpha(\mathbb{R}^{N+1}_+)$, and

$$I'_{\lambda, g}(\omega_n)(\eta_n \omega_n) \to 0, \quad \text{as } n \to \infty.$$

We further have

$$\begin{align*}
\int_{\mathbb{R}^{N+1}_+} & y^{1-2\alpha} \nabla \omega_n \nabla (\eta_n \omega_n) \, dx \, dy + \int_{\mathbb{R}^N} l(x) \phi_{\omega_n(x,0)} |\omega_n(x,0)|^2 \eta_n(x,0) \, dx \\
& + \int_{\mathbb{R}^N} |\omega_n(x,0)|^2 \eta_n(x,0) \, dx \\
& = \lambda \int_{\mathbb{R}^N} f(x) |\omega_n(x,0)|^q \eta_n(x,0) \, dx + \int_{\mathbb{R}^N} g(x)|\omega_n(x,0)|^{2\alpha} \eta_n(x,0) \, dx + o_n(1). \quad (5.12)
\end{align*}$$

On the other hand, it follows (5.10) that

$$\begin{align*}
\int_{\mathbb{R}^N} g(x)|\omega_n(x,0)|^{2\alpha} \eta_n(x,0) \, dx & \leq \int_{B_{4R_n}(x_n) \setminus B_{R_n}(x_n)} g(x)|\omega_n(x,0)|^{2\alpha} \, dx = o_n(1), \quad (5.13) \\
\int_{\mathbb{R}^N} f(x)|\omega_n(x,0)|^q \eta_n(x,0) \, dx & \leq \int_{B_{4R_n}(x_n) \setminus B_{R_n}(x_n)} f(x)|\omega_n(x,0)|^q \, dx = o_n(1), \quad (5.14) \\
\int_{\mathbb{R}^N} l(x) \phi_{\omega_n(x,0)} |\omega_n(x,0)|^2 \eta_n(x,0) \, dx & \leq \int_{B_{4R_n}(x_n) \setminus B_{R_n}(x_n)} l(x) \phi_{\omega_n(x,0)} |\omega_n(x,0)|^2 \, dx = o_n(1), \quad (5.15)
\end{align*}$$

and

$$\int_{\mathbb{R}^N} |\omega_n(x,0)|^2 \eta_n(x,0) \, dx \leq \int_{B_{4R_n}(x_n) \setminus B_{R_n}(x_n)} |\omega_n(x,0)|^2 \, dx = o_n(1). \quad (5.16)$$

It is not difficult to see that (5.12)-(5.16) imply that

$$\int_{\mathbb{R}^{N+1}_+} y^{1-2\alpha} \nabla \omega_n \nabla (\eta_n \omega_n) \, dx \, dy = o_n(1). \quad (5.17)$$
In view of Lemma 2.4 (i) and $R_n \to \infty$ as $n \to \infty$, we have

\[
\left| \int_{\mathbb{R}_+^{N+1}} y^{1-2\alpha} \omega_n \nabla \omega_n \nabla \eta_n \, dx \, dy \right| \\
\leq \frac{C}{R_n} \int_{B_{4R_n}^+(x_n,0) \setminus B_{R_n}^+(x_n,0)} y^{1-2\alpha} |\omega_n \nabla \omega_n| \, dx \, dy \\
\leq \frac{1}{R_n} \left( \int_{B_{4R_n}^+(x_n,0) \setminus B_{R_n}^+(x_n,0)} y^{1-2\alpha} |\omega_n|^2 \, dx \, dy \right)^{\frac{1}{2}} \left( \int_{B_{4R_n}^+(x_n,0)} y^{1-2\alpha} |\nabla \omega_n|^2 \, dx \, dy \right)^{\frac{1}{2}} \\
= o_n(1). \quad (5.18)
\]

We can derive from (5.17) and (5.18) that

\[
\int_{\mathbb{R}_+^{N+1}} y^{1-2\alpha} \nabla \omega_n (\eta_n \omega_n) \, dx \, dy = \int_{\mathbb{R}_+^{N+1}} y^{1-2\alpha} |\nabla \omega_n|^2 \eta_n \, dx \, dy = o_n(1). \quad (5.19)
\]

Set $\varphi_0(s) \in C^\infty(\mathbb{R}_+)$ and

\[
\varphi_0(s) = \begin{cases} \\
0, & \text{if } s \leq 2, \\
1, & \text{if } s \geq 3,
\end{cases}
\]

and $|\varphi_0'(s)| \leq 2$. Let $\varphi_n(x, y) = \varphi_0 \left( \frac{|x-y_n(0)|}{R_n} \right)$ and

\[
U_n(x, y) = \varphi_n(x, y) \omega_n(x, y) \quad \text{and} \quad V_n(x, y) = (1 - \varphi_n(x, y)) \omega_n(x, y).
\]

From (5.9) we have

\[
\int_{\mathbb{R}^N} \left( |U_n(x, 0)|^2 + g(x)|U_n(x, 0)|^{2^*} \lambda_f(x) |U_n(x, 0)|^2 + l(x) \phi_{\omega_n(x, 0)} |U_n(x, 0)|^2 \right) \, dx \geq \alpha - \epsilon_n \quad (5.20)
\]

and

\[
\int_{\mathbb{R}^N} \left( |V_n(x, 0)|^2 + g(x)|V_n(x, 0)|^{2^*} + l(x) \phi_{\omega_n(x, 0)} |V_n(x, 0)|^2 \right) \, dx \geq (l - \alpha) - \epsilon_n. \quad (5.21)
\]

Using (5.18) and (5.19) leads to

\[
\left| \int_{\mathbb{R}_+^{N+1}} y^{1-2\alpha} \nabla U_n \nabla V_n \, dx \, dy \right| \\
\leq \int_{B_{4R_n}^+(x_n,0) \setminus B_{R_n}^+(x_n,0)} y^{1-2\alpha} |\nabla \omega_n|^2 \varphi_n (1 - \varphi_n) \, dx \, dy \\
+ \frac{1}{R_n} \int_{B_{4R_n}^+(x_n,0) \setminus B_{R_n}^+(x_n,0)} y^{1-2\alpha} \omega_n \nabla \omega_n \nabla \varphi_n (1 - 2\varphi_n) \, dx \, dy \\
+ \frac{1}{R_n^2} \int_{B_{4R_n}^+(x_n,0) \setminus B_{R_n}^+(x_n,0)} y^{1-2\alpha} |\nabla \varphi_n|^2 |\omega_n|^2 \, dx \, dy \\
\leq o_n(1) + \frac{C}{R_n^2} \int_{\mathbb{R}_+^{N+1}} y^{1-2\alpha} |\omega_n|^2 \, dx \, dy \\
= o_n(1). \quad (5.22)
\]

This implies that

\[
\int_{\mathbb{R}_+^{N+1}} y^{1-2\alpha} |\nabla \omega_n|^2 \, dx \, dy = \int_{\mathbb{R}_+^{N+1}} y^{1-2\alpha} |\nabla U_n|^2 \, dx \, dy + \int_{\mathbb{R}_+^{N+1}} y^{1-2\alpha} |\nabla V_n|^2 \, dx \, dy + o_n(1). \quad (5.23)
\]
Similarly, by (5.10) and (5.25) we get
\[ \int_{\mathbb{R}^N} |U_n(x, 0)V_n(x, 0)| dx \leq \int_{B_{3R_n}(x_n) \setminus B_{2R_n}(x_n)} |\omega_n(x, 0)|^2 dx = o_n(1), \]
and then
\[ \int_{\mathbb{R}^N} |\omega_n(x, 0)|^2 dx = \int_{\mathbb{R}^N} |U_n(x, 0)|^2 dx + \int_{\mathbb{R}^N} |V_n(x, 0)|^2 dx + o_n(1). \quad (5.24) \]

Here we need to consider two cases.

Case 1. If \( \{x_n\} \) is bounded, it follows from conditions \((A_2)\) and \((H_3)\) that
\[
\int_{\mathbb{R}^N} (f(x) - f_\infty)|V_n(x, 0)|^q dx \leq \sup_{|x-x_n| \geq 2R_n} |f(x) - f_\infty| C \|\omega_n\|_{X^q}^q
\leq C \sup_{|x-x_n| \geq 2R_n} |f(x) - f_\infty|
= o_n(1),
\]
and
\[
\int_{\mathbb{R}^N} (g(x) - g_\infty)|V_n(x, 0)|^{2\alpha} dx \leq \sup_{|x-x_n| \geq 2R_n} |g(x) - g_\infty| C \|\omega_n\|_{X^{2\alpha}}^{2\alpha}
\leq C \sup_{|x-x_n| \geq 2R_n} |g(x) - g_\infty|
= o_n(1). \quad (5.25)
\]

From (5.10) and (5.24) we have
\[
\left| \int_{\mathbb{R}^N} g(x)|\omega_n(x, 0)|^{2\alpha - 1} V_n(x, 0) dx - \int_{\mathbb{R}^N} g_\infty|V_n(x, 0)|^{2\alpha} dx \right|
\leq \int_{\mathbb{R}^N} |g(x) - g_\infty||V_n(x, 0)|^{2\alpha} dx
+ \int_{\mathbb{R}^N} g(x)|V_n(x, 0)|^{2\alpha} [1 - (1 - \varphi_n(x, 0))^{2\alpha - 1}] dx
\leq \int_{\mathbb{R}^N} |g(x) - g_\infty||V_n(x, 0)|^{2\alpha} dx + \int_{B_{3R_n}(x_n) \setminus B_{2R_n}(x_n)} |\omega_n(x, 0)|^{2\alpha} dx
= o_n(1). \quad (5.27)
\]

Similarly, by (5.10) and (5.25) we get
\[
\left| \int_{\mathbb{R}^N} f(x)|\omega_n(x, 0)|^{q-1} V_n(x, 0) dx - \int_{\mathbb{R}^N} f_\infty|V_n(x, 0)|^q dx \right| = o_n(1). \quad (5.28)
\]

Using (5.10) and (5.22), we deduce that
\[
\left| \int_{\mathbb{R}^{N+1}} y^{1-2\alpha} (\nabla \omega_n \nabla V_n - |\nabla V_n|^2) dx dy \right| \leq \left| \int_{\mathbb{R}^{N+1}} y^{1-2\alpha} \nabla U_n \nabla V_n dx dy \right| = o_n(1), \quad (5.29)
\]
and
\[
\left| \int_{\mathbb{R}^N} (\omega_n(x, 0)V_n(x, 0) - |V_n(x, 0)|^2) dx \right| \leq \int_{\mathbb{R}^N} U_n(x, 0)V_n(x, 0) dx
\leq \int_{B_{3R_n}(x_n) \setminus B_{2R_n}(x_n)} |\omega_n(x, 0)|^2 dx
= o_n(1), \quad (5.30)
\]
\[33\]
and
\[
\int_{\mathbb{R}^N} l(x) \phi_{\omega_n(x,0)} \omega_n(x,0) V_n(x,0) dx - \int_{\mathbb{R}^N} l(x) \phi_{V_n(x,0)} |V_n(x,0)|^2 dx
\]
\[
= \int_{\mathbb{R}^N} l(x) \phi_{\omega_n(x,0)} |V_n(x,0)|^2 dx + \int_{\mathbb{R}^N} l(x) \phi_{\omega_n(x,0)} U_n(x,0) V_n(x,0) dx
\]
\[
\leq \int_{\mathbb{R}^N} l(x)(\phi_{\omega_n(x,0)} - \phi_{V_n(x,0)}) |V_n(x,0)|^2 dx + \int_{\mathbb{R}^N} l(x) \phi_{\omega_n(x,0)} U_n(x,0) V_n(x,0) dx
\]
\[
\leq \int_{B_{2R_n}(x_n) \setminus B_{R_n}(x_n)} l(x) \phi_{V_n(x,0)} |V_n(x,0)|^2 dx
\] 
\[
+ \int_{B_{3R_n}(x_n) \setminus B_{2R_n}(x_n)} l(x) \phi_{\omega_n(x,0)} |V_n(x,0)|^2 dx
\]
\[
+ \int_{B_{3R_n}(x_n)} l(x) \phi_{\omega_n(x,0)} U_n(x,0) V_n(x,0) dx
\]
\[
\leq C \int_{B_{3R_n}(x_n) \setminus B_{2R_n}(x_n)} l(x) \phi_{\omega_n(x,0)} |\omega_n(x,0)|^2 dx
\]
\[
= o_n(1). \quad (5.31)
\]
It follows (5.27)-(5.31) that
\[
I'_\infty(V_n) V_n = I'_\lambda, q(\omega_n) V_n = o(1), \quad (5.32)
\]
where
\[
I_\infty(V_n) = \frac{1}{2} ||V_n||_{X^\alpha}^2 + \frac{1}{4} \int_{\mathbb{R}^N} l(x) \phi_{V_n(x,0)} |V_n(x,0)|^2 dx - \frac{\lambda}{q} \int_{\mathbb{R}^N} f_{\infty} |V_n(x,0)|^q dx
\]
\[
- \frac{1}{2^\alpha} \int_{\mathbb{R}^N} g_{\infty} |V_n(x,0)|^{2^\alpha} dx.
\]
Combining (5.20)-(5.21) and (5.23)-(5.24), we know that $||V_n||_{X^\alpha}^2 < ||\omega_n||_{X^\alpha}^2$. Hence, there exists
\[ t_n < 1 \text{ such that } t_n V_n \in N_\infty \text{ and} \]
\[ \alpha_{\lambda,\infty} \leq \alpha_\infty \leq I_\infty(t_n V_n) \]
\[ = I_\infty(t_n V_n) - \frac{1}{q} I'_{\infty}(t_n V_n)(t_n V_n) \]
\[ = \left( \frac{1}{2} - \frac{1}{q} \right) \| t_n V_n \|_{X_\alpha}^2 + \left( \frac{1}{4} - \frac{1}{q} \right) \int_{\mathbb{R}^N} l(x) \phi_{t_n V_n(x,0)}|t_n V_n(x,0)|^2 \, dx \]
\[ + \left( \frac{1}{q} - \frac{1}{2\alpha} \right) \int_{\mathbb{R}^N} g_n |t_n V_n(x,0)|^{2\alpha} \, dx \]
\[ < \left( \frac{1}{2} - \frac{1}{q} \right) \| V_n \|_{X_\alpha}^2 + \left( \frac{1}{4} - \frac{1}{q} \right) \int_{\mathbb{R}^N} l(x) \phi_{V_n(x,0)}|V_n(x,0)|^2 \, dx \]
\[ + \left( \frac{1}{q} - \frac{1}{2\alpha} \right) \int_{\mathbb{R}^N} g_n |V_n(x,0)|^{2\alpha} \, dx \]
\[ < \left( \frac{1}{2} - \frac{1}{q} \right) \| \omega_n \|_{X_\alpha}^2 + \left( \frac{1}{4} - \frac{1}{q} \right) \int_{\mathbb{R}^N} l(x) \phi_{\omega_n(x,0)}|\omega_n(x,0)|^2 \, dx \]
\[ + \left( \frac{1}{q} - \frac{1}{2\alpha} \right) \int_{\mathbb{R}^N} g(x) |\omega_n(x,0)|^{2\alpha} \, dx \]
\[ = I_{\lambda,\infty}(\omega_n) - \frac{1}{q} I'_{\lambda,\infty}(\omega_n)(\omega_n) \]
\[ = c + o_n(1) \]
\[ < \alpha_{\lambda,\infty}, \]

where \( N_\infty := \{ \omega \in X^\alpha(\mathbb{R}^{N+1}) \setminus \{0\}; I'_{\infty}(\omega) \omega = 0 \} \) and \( \alpha_\infty := \inf_{\omega \in N_\infty} I_\infty(\omega) \). This yields a contradiction.

Case 2. If \( \{x_n\} \) is unbounded, we assume that \( |x_n| \to +\infty \) as \( n \to \infty \). According to condition \((H_3)\), for any \( \varepsilon > 0 \) there exists an \( R' > 0 \) such that

\[ |g(x) - g_\infty| < \varepsilon, \text{ for all } |x| \geq R'. \]

Set \( 3R_n = |x_n| - R' \). Then \( R_n \to +\infty \) and \( B_{3R_n}(x_n) \subset \mathbb{R}^N \setminus B_{R'}(0) \) as \( n \to \infty \). So we have

\[ \int_{\mathbb{R}^N} (g(x) - g_\infty)|U_n(x,0)|^{2\alpha} \, dx \]
\[ = \int_{B_{3R_n}(x_n)} (g(x) - g_\infty)|\varphi_n(x,0)\omega_n(x,0)|^{2\alpha} \, dx \]
\[ \leq \int_{\mathbb{R}^N \setminus B_{R'}(0)} (g(x) - g_\infty)|\omega_n(x,0)|^{2\alpha} \, dx \]
\[ \leq C\varepsilon. \]

Similarly, from condition \((A_1)\) we have

\[ \left| \int_{\mathbb{R}^N} (f(x) - f_\infty)|U_n(x,0)|^q \, dx \right| \leq C\varepsilon. \]

Similar to the proof of (5.32), we obtain

\[ I'_{\infty}(U_n)U_n = (I'_{\lambda,\infty}(\omega_n)U_n + o(1) = o(1). \] (5.33)
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Since \( \|U_n\|_{X^\alpha}^2 < \|\omega\|_{X^\alpha}^2 \), there exists \( t_n < 1 \) such that \( t_n U_n \in N_{\infty} \) and
\[
\alpha_{\lambda,\infty} \leq \alpha_{\infty} \leq I_{\infty}(t_n U_n)
\]
\[
= I_{\infty}(t_n V_n) - \frac{1}{q} I'_{\infty}(t_n U_n)(t_n U_n)
\]
\[
= \left( \frac{1}{2} - \frac{1}{q} \right) \|t_n U_n\|_{X^\alpha}^2 + \left( \frac{1}{4} - \frac{1}{q} \right) \int_{\mathbb{R}^N} l(x) \phi_{t_n U_n(x,0)} |t_n U_n(x,0)|^2 \, dx
\]
\[
+ \left( \frac{1}{q} - \frac{1}{2\alpha} \right) \int_{\mathbb{R}^N} g_{\infty} |t_n V_n(x,0)|^2 \, dx
\]
\[
< \left( \frac{1}{2} - \frac{1}{q} \right) \|V_n\|_{X^\alpha}^2 + \left( \frac{1}{4} - \frac{1}{q} \right) \int_{\mathbb{R}^N} l(x) \phi_{U_n(x,0)} |U_n(x,0)|^2 \, dx
\]
\[
+ \left( \frac{1}{q} - \frac{1}{2\alpha} \right) \int_{\mathbb{R}^N} g_{\infty} |U_n(x,0)|^2 \, dx
\]
\[
< \left( \frac{1}{2} - \frac{1}{q} \right) \|\omega\|_{X^\alpha}^2 + \left( \frac{1}{4} - \frac{1}{q} \right) \int_{\mathbb{R}^N} l(x) \phi_{\omega_n(x,0)} |\omega_n(x,0)|^2 \, dx
\]
\[
+ \left( \frac{1}{q} - \frac{1}{2\alpha} \right) \int_{\mathbb{R}^N} g(x) |\omega_n(x,0)|^2 \, dx
\]
\[
= I_{\lambda,\delta}(\omega_n) - \frac{1}{q} I'_{\lambda,\delta}(\omega_n)(\omega_n)
\]
\[
= c + o(1)
\]
\[
< \alpha_{\lambda,\infty}.
\]
This obviously is a contradiction.

Hence, dichotomy can not happen and \( \{\rho_n(x)\} \) is compact, i.e., there exists \( \{x_n\} \subset \mathbb{R}^N \) such that for any \( \varepsilon > 0 \) there is an \( R > 0 \) such that
\[
\int_{B_R^c(x_n)} \rho_n(x) \, dx < \varepsilon,
\]
(5.34)
where \( B_R^c(x_n) = \mathbb{R}^N \setminus B_R(x_n) \).

We claim that \( \{x_n\} \) is bounded. Otherwise, we assume that \( |x_n| \to +\infty \) as \( n \to \infty \). Let \( |x_n| \geq R + R' \) for large \( n \). Then we have
\[
\int_{\mathbb{R}^N} (g(x) - g_{\infty})|\omega_n(x,0)|^{2\alpha} \, dx
\]
\[
= \int_{B_R^c(x_n)} (g(x) - g_{\infty})|\omega_n(x,0)|^{2\alpha} \, dx + \int_{B_R^c(x_n)} (g(x) - g_{\infty})|\omega_n(x,0)|^{2\alpha} \, dx
\]
\[
\leq C\varepsilon + \int_{B_{R'}^c(0)} (g(x) - g_{\infty})|\omega_n(x,0)|^{2\alpha} \, dx
\]
\[
\leq C\varepsilon.
\]
Similarly, we get
\[
\int_{\mathbb{R}^N} (f(x) - f_{\infty})|\omega_n(x,0)|^{\alpha} \, dx \leq C\varepsilon
\]
and
\[
I_{\lambda,\delta}(\omega_n) = I_{\infty}(\omega_n) + o(1) \quad \text{and} \quad I'_{\infty}(\omega_n) \omega_n = o(1).
\]
Furthermore, there exists \( \{t_n\} \to 1 \) such that \( t_n \omega_n \in N_{\infty} \) and
\[
c = I_{\lambda,\delta}(\omega_n) + o(1) = I_{\infty}(t_n \omega_n) \geq \alpha_{\infty} \geq \alpha_{\lambda,\infty},
\]
which contradicts the definition of \( c \).
Note that \( \{\omega_n\} \) is bounded in \( X^\alpha(\mathbb{R}^{N+1}_+) \). There exists \( \omega \in X^\alpha(\mathbb{R}^{N+1}_+) \) such that \( \omega_n \rightharpoonup \omega \) in \( X^\alpha(\mathbb{R}^{N+1}_+) \). It follows Lemma 2.2 and (5.34) that
\[
\int_{\mathbb{R}^N} f(x)|\omega_n(x,0)|^q dx \to \int_{\mathbb{R}^N} f(x)|\omega(x,0)|^q dx, \text{ as } n \to \infty.
\]
Applying Hölder’s inequality, Lemma 2.1 (vi), Lemmas 2.2 and (2.6) as well as (5.34), we obtain
\[
\left| \int_{\mathbb{R}^N} l(x)\phi_n(x,0)|\omega_n(x,0)|^2 dx - \int_{\mathbb{R}^N} l(x)\phi_n(x,0)|\omega(x,0)|^2 dx \right|
\leq |l|_\infty \int_{B_R} \phi_n(x,0) - \omega(x,0)|\omega_n(x,0) - \omega(x,0)|^2 dx + c\varepsilon
\leq C|\omega_n(x,0) - \omega(x,0)|^4 \alpha \to 0, \text{ as } n \to \infty.
\]

Setting \( \Psi_n = \omega_n - \omega \) and using the Brézis-Lieb Lemma, we know that
\begin{itemize}
  \item \( \|\Psi_n\|_{X^\alpha}^2 = \|\omega_n\|_{X^\alpha}^2 - \|\omega\|_{X^\alpha}^2 + o_n(1) \),
  \item \( \int_{\mathbb{R}^N} g(x)|\Psi_n(x,0)|^{2^*_\alpha} dx = \int_{\mathbb{R}^N} g(x)|\omega_n(x,0)|^{2^*_\alpha} dx - \int_{\mathbb{R}^N} g(x)|\omega(x,0)|^{2^*_\alpha} dx + o_n(1) \).
\end{itemize}

According to Lemma 2.1 (iii), it is easy to see that \( I'_{\lambda,g}(\omega) = 0 \). Thus we have
\[
\frac{1}{2}\|\Psi_n\|_{X^\alpha}^2 - \frac{1}{2^*_\alpha} \int_{\mathbb{R}^N} g(x)|\Psi_n(x,0)|^{2^*_\alpha} dx = c - I_{\lambda,g}(\omega) + o_n(1)
\] (5.35)
and
\[
o(1) = I'_{\lambda,g}(\omega_n)\Psi_n = (I'_{\lambda,g}(\omega_n) - I'_{\lambda,g}(\omega))\Psi_n = \|\Psi_n\|_{X^\alpha}^2 - \int_{\mathbb{R}^N} g(x)|\Psi_n(x,0)|^{2^*_\alpha} dx,
\] (5.36)
as \( n \to \infty \).

We may suppose that
\[
\|\Psi_n\|_{X^\alpha}^2 \to l_2 \text{ and } \int_{\mathbb{R}^N} g(x)|\Psi_n(x,0)|^{2^*_\alpha} dx \to l_2, \text{ as } n \to \infty
\]
for some \( l_2 \in [0, +\infty) \). If \( l_2 = 0 \), we obtain that \( \omega_n \rightharpoonup \omega \) in \( X^\alpha(\mathbb{R}^{N+1}_+) \) directly. If \( l_2 \neq 0 \), since \( l_2 \geq SL^2_\alpha \), using Lemma 2.3 and (5.35)-(5.36), for \( \omega \in N_{\lambda,g} \) we have
\[
c = I_{\lambda,g}(\omega) + \frac{1}{2}l_2 - \frac{1}{2^*_\alpha}l_2 \geq \left( \frac{1}{2} - \frac{1}{2^*_\alpha} \right)l_2 \geq \frac{\alpha}{N}S^\frac{\alpha}{2^*_\alpha},
\]
which contradicts the definition of \( c \). Consequently, the only choice is \( l_2 = 0 \), i.e. \( \omega_n \rightharpoonup \omega \) in \( X^\alpha(\mathbb{R}^{N+1}_+) \).

In the following, we shall give some estimates which are crucially used in the proof of Theorem 1.22

**Lemma 5.4.** There exists \( \lambda_0 > 0 \) such that if \( \lambda \in (0, \lambda_0) \), then
\[
\frac{\alpha}{N}S^\frac{\alpha}{2^*_\alpha} < \alpha_{\lambda, \infty}.
\]
Proof. By way of contradiction, otherwise there exists a sequence \( \{ \lambda_n \} \to 0 \) such that
\[
\alpha_{\lambda_n, \infty} \leq \frac{\alpha}{N} S^N_{\frac{N}{2\alpha}}, \text{ as } n \to \infty.
\]
For each \( \lambda_n > 0 \), it follows [22, Theorem 3.6] that there exists \( \omega_n \in X^\alpha(\mathbb{R}^{N+1}_+) \) such that
\[
I_{\lambda_n, \infty}(\omega_n) = \alpha_{\lambda_n, \infty} \text{ and } I'_{\lambda_n, \infty}(\omega_n)\omega_n = 0.
\]
(5.37)
So we have
\[
\frac{\alpha}{N} S^N_{\frac{N}{2\alpha}} \geq \alpha_{\lambda_n, \infty}
\]
\[
= I_{\lambda_n, \infty}(\omega_n) - \frac{1}{q} I'_{\lambda_n, \infty}(\omega_n)\omega_n
\]
\[
= \left( \frac{1}{2} - \frac{1}{q} \right) \| \omega_n \|^2_{X^\alpha} + \left( \frac{1}{q} - \frac{1}{2\alpha} \right) \int_{\mathbb{R}^N} g_\infty |\omega_n(x,0)|^{2\alpha} \, dx
\]
\[
\geq \left( \frac{1}{2} - \frac{1}{q} \right) \| \omega_n \|^2_{X^\alpha},
\]
which implies that \( \{ \omega_n \} \) is bounded in \( X^\alpha(\mathbb{R}^{N+1}_+) \). Using Lemma [22] gives
\[
\int_{\mathbb{R}^N} \lambda_n f_\infty |\omega_n(x,0)|^q \, dx \leq \lambda_n C \| \omega_n \|_\infty^q \to 0, \text{ as } n \to \infty.
\]
(5.38)
Based on (5.37) and (5.38), we assume that
\[
\| \omega_n \|_{X^\alpha} \to l_3 \text{ and } \int_{\mathbb{R}^N} g_\infty |\omega_n(x,0)|^{2\alpha} \, dx \to l_3, \text{ as } n \to \infty
\]
for some \( l_3 \in [0, +\infty) \). If \( l_3 = 0 \), then we get
\[
\alpha_{0, \infty} = 0.
\]
This is impossible since \( I_{0, \infty} \) has a mountain pass geometry. If \( l_3 \neq 0 \), in view of \( l_3 \geq S \left( \frac{1}{g_\infty} \right) \frac{2\alpha}{N} \) and \( g_\infty < 1 \) by Remark [1.1], we have
\[
\frac{\alpha}{N} S^N_{\frac{N}{2\alpha}} \geq \alpha_{\lambda_n, \infty}
\]
\[
= I_{\lambda_n, \infty}(\omega_n) - \frac{1}{2\alpha} I'_{\lambda_n, \infty}(\omega_n)\omega_n + o_n(1)
\]
\[
= \frac{\alpha}{N} \| \omega_n \|^2_{X^\alpha} + o(1)
\]
\[
= \frac{\alpha}{N} S^N_{\frac{N}{2\alpha}} g_\infty \frac{N_{2\alpha}^{\frac{2\alpha}{N}}} {S^N_{\frac{N}{2\alpha}}}
\]
\[
> \frac{\alpha}{N} S^N_{\frac{N}{2\alpha}}.
\]
This is a contradiction.

Lemma 5.5. There exist small \( \varepsilon_0 > 0 \) and \( \sigma(\varepsilon_0) > 0 \) such that for \( \varepsilon \in (0, \varepsilon_0) \) we have
\[
\sup_{t \geq 0} I_{\lambda, g}(tv_{\varepsilon, z}) < \frac{\alpha}{N} S^N_{\frac{N}{2\alpha}} - \sigma(\varepsilon_0) \text{ uniformly with } z \in M,
\]
where \( v_{\varepsilon, z} \) is defined in (3.31). Furthermore, there exists \( t_z > 0 \) such that
\[
t_z v_{\varepsilon, z} \in N_{\lambda, g} \text{ for each } z \in M.
\]
Proof. Since

\[
\lim_{t \to 0} I_{\lambda,g}(tv_{z,t}) = \alpha_+^2 < 0 \quad \text{and} \quad \lim_{t \to \infty} I_{\lambda,g}(tv_{z,t}) = -\infty
\]

for \( z \in M \) and small \( \varepsilon > 0 \), there exist small \( t_0 > 0 \) and large \( t_1 > 0 \) such that

\[
I_{\lambda,g}(tv_{z,t}) < \frac{\alpha}{N} S^{\frac{2N}{N+2}}, \quad \text{for } t \in (0, t_0] \cup [t_1, +\infty).
\] (5.39)

We only need to show that

\[
I_{\lambda,g}(tv_{z,t}) < \frac{\alpha}{N} S^{\frac{2N}{N+2}}
\]

for \( z \in M \) and \( t \in [t_0, t_1] \). By (2.5) and (3.2), it follows Lemma 3.2 and Theorem 2.1 that

\[
I_{\lambda,g}(tv_{z,t}) \leq \frac{t^2}{2} \|v_{z,t}\|_{X^\alpha}^2 - \lambda C \int_{\mathbb{R}^N} f(x) |v_{z,t}(x,0)|^q dx - \frac{t^{2\alpha}}{2\alpha} \int_{\mathbb{R}^N} g(x) |v_{z,t}(x,0)|^{2\alpha} dx + C |v_{z,t}(x,0)|^2 + C |v_{z,t}(x,0)|^\frac{4}{N+2}
\]

for \( z \in M \) and \( t \in [t_0, t_1] \).

We need to consider the following two cases.

Case 1. If \( \frac{AN}{N+2} > \frac{N}{N-2\alpha} \), it follows (3.2), (3.3), and (5.40) that

\[
I_{\lambda,g}(tv_{z,t}) \leq \frac{\alpha}{N} S^{\frac{2N}{N+2}} + O(\varepsilon^{N-2\alpha}) + O(\varepsilon^{N-2\alpha}) - \lambda C \varepsilon^{2N-(N-2\alpha)q}
\]

for \( z \in M \) and small \( \varepsilon > 0 \).

Case 2. If \( \frac{AN}{N+2} < \frac{N}{N-2\alpha} \), it follows (3.2), (3.3), and (5.40) that

\[
I_{\lambda,g}(tv_{z,t}) \leq \frac{\alpha}{N} S^{\frac{2N}{N+2}} + O(\varepsilon^{N-2\alpha}) + O(\varepsilon^{N-2\alpha}) - \lambda C \varepsilon^{2N-(N-2\alpha)q}
\]

for \( z \in M \) and small \( \varepsilon > 0 \).

In either case, there exists small \( \varepsilon_0 > 0 \) such that for \( \varepsilon \in (0, \varepsilon_0) \) we have

\[
\sup_{t \geq 0} I_{\lambda,g}(tv_{z,t}) < \frac{\alpha}{N} S^{\frac{2N}{N+2}} - \sigma(\varepsilon_0)
\]

for \( z \in M \). Moreover, it follows Lemma 5.2 that there exists \( t^-_z > 0 \) such that \( t^-_z v_{z,t} \in N^-_\lambda \) for each \( z \in M \). \(\blacksquare\)
Define a continuous map $\Psi : X^\alpha(\mathbb{R}_+^{N+1}) \setminus \{0\} \to \mathbb{R}^N$ by

$$X^\alpha(\mathbb{R}_+^{N+1}) \ni w \mapsto \Psi(\omega) := \frac{\int_{\mathbb{R}_+^N} x|\omega(x,0)|^{2\alpha} \, dx}{\int_{\mathbb{R}_+^N} |\omega(x,0)|^{2\alpha} \, dx}.$$ 

Similar to the proof of Lemma 4.3, we can obtain the following Lemma.

**Lemma 5.6.** For each $0 < \delta < r_0$, there exists $\tilde{\delta}_0 > 0$ such that if $\omega \in N_{\infty}^1$ and $I_{\delta}^1(\omega) < \frac{\alpha}{N} S_{\omega}^\infty + \tilde{\delta}_0$, then $\Psi(\omega) \in M_\delta$.

**Lemma 5.7.** There exists small $\lambda_\delta > 0$ such that if $\lambda \in (0, \lambda_\delta)$ and $\omega \in N_{\lambda,g}$ with $I_{\lambda,g}(\omega) < \frac{\alpha}{N} S_{\omega}^\infty + \frac{\alpha}{2} \delta$ is given in Lemma 5.6, then $\Phi(\omega) \in M_\delta$.

**Proof.** For $\omega \in N_{\lambda,g}$ with $I_{\lambda,g}(\omega) < \frac{\alpha}{N} S_{\omega}^\infty + \frac{\alpha}{2} \delta$, it follows (5.3) and Lemma 5.1 that

$$0 < ||\omega||_{X^\alpha} \leq C. \quad (5.41)$$

Then there exists $t_\omega > 0$ such that $t_\omega \omega \in N_{\lambda,g}^1$. Now we can conclude that $t_\omega \leq C$ for some $C > 0$ independent of $\omega$. Otherwise, there exists a sequence $\{t_{\omega_n}\} \to \infty$ as $n \to \infty$ such that

$$\int_{\mathbb{R}_+^N} g(x)|\omega_n(x,0)|^2 \, dx = I_{\omega_n}^2 \to 0, \text{ as } n \to \infty. \quad (5.42)$$

Since $\omega_n \in N_{\lambda,g}$, from (5.41) and (5.42) we have

$$||\omega_n||_{X^\alpha} = \lambda \int_{\mathbb{R}_+^N} f(x)|\omega_n(x,0)|^q \, dx + \int_{\mathbb{R}_+^N} g(x)|\omega_n(x,0)|^{2\alpha} \, dx$$

$$\leq \lambda C ||\omega_n||_{X^\alpha}^q + \int_{\mathbb{R}_+^N} g(x)|\omega_n(x,0)|^{2\alpha} \, dx \to 0, \text{ as } n \to \infty \text{ and } \lambda \to 0.$$

This yields a contradiction with Lemma 5.1. Note that

$$\frac{\alpha}{N} S_{\omega}^\infty + \frac{\tilde{\delta}_0}{2} \geq I_{\lambda,g}(\omega) = \sup_{t \geq 0} I_{\lambda,g}(t\omega)$$

$$\geq I_{\lambda,g}(t_\omega \omega)$$

$$\geq I_{\delta}^1(t_\omega \omega) - \frac{\lambda}{q} \int_{\mathbb{R}_+^N} f(x)|\omega_n(x,0)|^q \, dx$$

$$\geq I_{\delta}^1(t_\omega \omega) - \lambda C ||\omega_n||_{X^\alpha}^q. \quad (5.43)$$

Then

$$I_{\delta}^1(t_\omega \omega) \leq \frac{\alpha}{N} S_{\omega}^\infty + \frac{\tilde{\delta}_0}{2} + \lambda C ||\omega_n||_{X^\alpha}^q. \quad (5.44)$$

From (5.41) and (5.44), there exists $\lambda_\delta > 0$ such that for $\lambda \in (0, \lambda_\delta)$ we have

$$I_{\delta}^1(t_\omega \omega) \leq \frac{\alpha}{N} S_{\omega}^\infty + \tilde{\delta}_0.$$

By virtue of Lemma 5.6 we obtain that $\Psi(t_\omega \omega) \in M_\delta$ or $\Psi(\omega) \in M_\delta$. 

Let $\overline{\lambda}_{\delta} := \frac{\alpha}{N} S_{\omega}^\infty - \sigma(\varepsilon_0)$ and

$$N_{\lambda,g}^1(\overline{\lambda}_{\delta}) := \{ \omega \in N_{\lambda,g}; I_{\lambda,g}(\omega) \leq \overline{\lambda}_{\delta}\}.$$

Similar to the proof of Lemma 4.3 we have
Lemma 5.8. If $\omega$ is a critical point of $I_{\lambda,g}$ restricted on $N_{\lambda,g}$, then it is a critical point of $I_{\lambda,g}$ in $X^\alpha(\mathbb{R}^{N+1}_+)$.

Lemma 5.9. $I_{N_{\lambda,g}}$ satisfies the $(PS)$-condition on $N_{\lambda,g}(\overline{\alpha})$, where $I_{N_{\lambda,g}}$ denotes the restriction of $I_{\lambda,g}$ on $N_{\lambda,g}$.

Proof. Let $\{\omega_n\} \subset N_{\lambda,g}(\overline{\alpha})$ be a $(PS)$ sequence. Then there exists a sequence $\{\theta_n\} \subset \mathbb{R}$ such that $I'_{\lambda,g}(\omega_n) = \theta_n \Psi'_{\lambda,g}(\omega_n) + o_n(1)$.

It follows (5.5) that $\Psi'_{\lambda,g}(\omega_n)\omega_n < 0$.

So there exists a subsequence, still denoted by $\{\omega_n\}$, such that $\Psi'_{\lambda,g}(\omega_n)\omega_n \to a$ ($a \leq 0$), as $n \to \infty$.

If $a = 0$, from (5.5) we get

$$0 \leftarrow \Psi'_{\lambda,g}(\omega_n)\omega_n = -2\|\omega_n\|^2_{X^\alpha} + (4 - q)\lambda \int_{\mathbb{R}^N} f(x)|\omega_n(x,0)|^q dx$$

$$- (2^*_a - 4) \int_{\mathbb{R}^N} g(x)|\omega_n(x,0)|^{2^*_a} dx$$

$$\leq -2\|\omega_n\|^2_{X^\alpha} \leq 0.$$

Then

$$\|\omega_n\|_{X^\alpha} \to 0,$$

which yields a contradiction with Lemma 5.1. Thus, $a < 0$. Due to $I'_{\lambda,g}(\omega_n)\omega_n = 0$, we deduce that $\theta_n \to 0$ and $I'_{\lambda,g}(\omega_n) \to 0$, as $n \to \infty$.

By virtue of Lemma 5.3 we arrive at the desired result.

We are left to prove Theorem 1.2.

Proof of Theorem 1.2. Let $\delta, \bar{\lambda}_\delta > 0$ be given as in Lemmas 5.6 and 5.7. For each $z \in M$, let $\bar{F}(z) = t_z v_{\epsilon,z}$. By Lemma 5.5 it belongs to $N_{\lambda,g}(\overline{\alpha})$. It follows Lemma 5.7 that $\Phi(N_{\lambda,g}(\overline{\alpha})) \subset M_\delta$ for $\lambda < \bar{\lambda}_\delta$.

Define $\xi : [0, 1] \times M \to M_\delta$ by

$$[0, 1] \times M \ni (\theta, z) \mapsto \xi(\theta, z) = \Phi(t_z v_{(1-\theta)\epsilon,z}) \in N_{\lambda,g}(\overline{\alpha}).$$

The straightforward calculations provide that $\bar{\xi}(0, z) = \Phi \circ \bar{F}(z)$ and $\lim_{\theta \to 1^-} \bar{\xi}(\theta, z) = z$. Hence $\Psi \circ \bar{F}$ is homotopic to $j : M \to M_\delta$. By virtue of Lemma 5.9 with Propositions 3.1 and 4.2 we obtain that $I_{N_{\lambda,g}(\overline{\alpha})}$ has at least $\text{cat}_{M_\delta}(M)$ critical points in $N_{\lambda,g}(\overline{\alpha})$. Based on Lemma 5.8 we know that $I_{\lambda,g}$ has at least $\text{cat}_{M_\delta}(M)$ critical points in $N_{\lambda,g}(\overline{\alpha})$. Analogous to the proof of [29] Theorem 5.3, we can obtain that system (2.7) admits at least $\text{cat}_{M_\delta}(M)$ positive solutions in $X^\alpha(\mathbb{R}^{N+1}_+)$.  
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