Axis Learning for Orientated Objects Detection in Aerial Images
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Abstract: Orientated object detection in aerial images is still a challenging task due to the bird’s eye view and the various scales and arbitrary angles of objects in aerial images. Most current methods for orientated object detection are anchor-based, which require considerable pre-defined anchors and are time consuming. In this article, we propose a new one-stage anchor-free method to detect orientated objects in per-pixel prediction fashion with less computational complexity. Arbitrary orientated objects are detected by predicting the axis of the object, which is the line connecting the head and tail of the object, and the width of the object is vertical to the axis. By predicting objects at the pixel level of feature maps directly, the method avoids setting a number of hyperparameters related to anchor and is computationally efficient. Besides, a new aspect-ratio-aware orientation centerness method is proposed to better weigh positive pixel points, in order to guide the network to learn discriminative features from a complex background, which brings improvements for large aspect ratio object detection. The method is tested on two common aerial image datasets, achieving better performance compared with most one-stage orientated methods and many two-stage anchor-based methods with a simpler procedure and lower computational complexity.
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1. Introduction

Great performance has been achieved in object detection (Faster-RCNN [1], SSD [2], YOLO [3], RetinaNet [4], etc.) in natural images, and object detection in aerial images has attracted more attention recently given the advances in remote sensing. Object detection in aerial images aims to locate objects of interest (e.g., vehicles and ships) on the ground, and recognize their types. In the object detection of natural scenes, objects are generally observed from the horizontal view angle and labeled as horizontal bounding boxes. Aerial images are typically taken from a bird’s eye view, such as DOTA [5] as shown in Figure 1 and HRSC2016 [6], which means that the objects are often small in size and arbitrary oriented.

Specifically, the challenges in object detection in aerial images are analyzed with respect to the following:

Scale variations. Due to the spatial resolutions of sensors, the size of objects in aerial images is often small. Furthermore, there are shape variations within the objects of the same category, which causes scale variations problems in detection.

Dense targets. It is typical that some targets in aerial images are densely arranged, such as ships in a harbor or vehicles in a parking lot. Dense scenes require methods to extract distinguishing features to identify each target.
Arbitrary orientations. Objects in natural scenes are generally oriented upward, while objects in aerial images are often oriented arbitrarily.

In addition, some real-time detection scenarios illustrate difficulties in aerial images. For example, detection of embedded devices on UAVs (Unmanned Aerial Vehicles) or satellites brings about challenges in that computational complexity must be taken into consideration, so that calculations are less time-consuming.

In general, methods for object detection can be divided into two categories, namely two-stage methods and one-stage methods, which are usually judged by whether they regress objects directly or refine the detection results step by step.

Figure 1. Small-vehicles, large-vehicles, planes, harbors, ships, and part of their labels visualizations on the DOTA dataset. Yellow boxes represent orientated labels. Blue points are the start points of labeled boxes and denote the coordinates of the object’s top left corner. Yellow dot lines are the axes of the object’s labeled box. Red points are intersections of axes and boxes. On the bottom left, harbors and ships are visualized separately for brevity.

Benefiting from the work of R-CNN [7], some studies propose outstanding two-stage oriented object detectors (RRPN [8], TextBoxes++ [9], RoITrans [10], SCRDet [11] FOTS [12], etc.), which have achieved great performances with aerial images such as the DOTA dataset or on natural scene-text detection such as MSRA-TD500.

However, their higher computational complexity may not allow for the required efficiency of real applications. Hence, some one-stage detectors [2,4,13,14] have been put forward to exploit the strength of fully convolutional layers (FCN) and feature pyramid networks (FPN) [15]. TextBoxes++ [9]
effectively utilizes multi-layer features to detect orientated scene text. However, there still exists the feature misalignment question between the receptive field and objects.

To approach the questions of anchor-based methods outlined above, some one-stage anchor-free methods (CornerNet [16], ExtremeNet [17], CenterNet [18], FCOS [19], FoveaBox [20], etc.) have been shown to detect horizontal objects by key points detection or per-pixel prediction and have achieved extremely promising performance. Some studies have managed to detect orientated objects in such an anchor-free fashion. By the power of the deep neural network, these anchor-free methods have shown potential in the trade-off between computational complexity and performance.

In this paper, we propose a new one-stage anchor-free orientated objects detector for aerial images. The method works in a per-pixel prediction fashion to predict the axis of objects, which is the line that connects the head and tail of the objects, while their width is vertical to the axis. In addition, a new aspect-ratio-aware orientation centerness (OriCenterness) method is proposed to better weigh the importance of positive pixel points so as to guide the network to distinguish foreground objects from a complex background. The proposed method was evaluated on the public aerial images datasets DOTA [5] and HRSC2016 [6], achieving better performance compared to most other one-stage methods and many two-stage anchor-based detectors. It shows potential to be applied in real-time detection situations with less computational complexity compared with anchor-based methods. Our contributions are as follows:

- We propose a new one-stage anchor-free detector for orientated objects, which locates objects by predicting their axis and width. This detector not only simplifies the format of detection but also avoids elaborating hyperparameters, and reduces the computational complexity compared with anchor-based methods.
- We design a new aspect-ratio-aware orientation centerness method to better weigh the importance of positive pixel points in different scale and aspect ratio labeled boxes, thus the method is able to learn discriminative features to distinguish foreground objects from a complex background.

2. Materials and Methods

2.1. Data

- DOTA [5] is a large dataset for both horizontal and orientated object detection in aerial images. The dataset contains 2806 aerial images with different sensors, resolutions, and perspectives. Image size ranges from around 800 × 800 to 4000 × 4000 pixels. The dataset consists of 15 categories of objects and 188,282 instances total, including Plane, Ship, Bridge, Harbor, Baseball Diamond (BD), Ground Track Field (GTF), Small Vehicle (SV), Large Vehicle (LV), Tennis Court (TC), Basketball Court (BC), Storage Tank (ST), Soccer Ball Field (SBF), Roundabout (RA), Swimming Pool (SP), and Helicopter (HC). Each instance’s location is annotated by a quadrilateral bounding box, which can be denoted as four vertices \((x_1, y_1, x_2, y_2, x_3, y_3, x_4, y_4)\), and the vertices are arranged in a clockwise order. The dataset consists of training, validation and testing sets. We used both the training and validation sets for training, with 1869 images totally. We divided the images into subimages with 800 × 800 sliding windows and 200 pixel overlaps, and no data augmentation is undertaken. Finally, we tested on the testing set by submitting detection results to the DOTA evaluation server.
- HRSC2016 [6]. The dataset was collected from Google Earth, and contains 1061 images with 26 categories of ships with large varieties of scale, position, rotation, shape, and appearance. The image size ranges from 300 × 300 to 1500 × 900, and most of them are greater than 1000 × 600. Following Liu et al. [21], we excluded submarines, hovercrafts, and those annotated with a “difficult” label. Then, the training, validation, and testing datasets contain 431, 175, and 444 images, respectively, and the images are resized to 800 × 800 with no data augmentation. The detection tasks in HRSC2016 include three levels, namely the L1, L2 and L3 tasks, and, for fair
comparison, following Liu et al. [6] and Ding et al. [10], we evaluated the proposed method on the L1 task.

Description of DOTA and HRSC2016 datasets is shown as Table 1.

Table 1. Description of DOTA and HRSC2016 datasets.

| Dataset       | Images | Categories | Size          | Crop Size | Resize Size | Training Images | Instances |
|---------------|--------|------------|---------------|-----------|-------------|----------------|-----------|
| DOTA [5]      | 2806   | 16         | 800 × 800 to 4000 × 4000 | 800 × 800 | -           | 18,920         | 261,170   |
| HRSC2016 [6]  | 1061   | 26         | 300 × 300 to 1500 × 900 | -         | 800 × 800   | 617            | 1652      |

2.2. Related Work

2.2.1. Anchor-Based Detector

Faster R-CNN [1] first introduces the concept of the anchor, which is a series of predefined boxes to enumerate the possible locations and shapes of objects. For horizontal anchor-based object detection, every pixel point in one feature map will have several anchors with different sizes, shapes, and ratios. An anchor box locating in a pixel point can be defined as \((a_x, a_y, a_w, a_h)\) in the input image scale, where \((a_x, a_y)\) denotes the coordinate of the anchor’s center and \((a_w, a_h)\) denotes the anchor’s width and height. A target box is defined as \((t_x, t_y, t_w, t_h)\) in the input image scale, where \((t_x, t_y)\) is the target box’s center and \((t_w, t_h)\) is the target’s width and height. If there is an intersection between the target and the anchor box, and the intersection-over-union (IOU) is greater than a predefined threshold, such as 0.5, the anchor will be positive and responsible for fitting the target. Then, the target values that the network needs to learn are converted from absolute values \((t_x, t_y, t_w, t_h)\) to relative values \((\Delta x, \Delta y, \Delta w, \Delta h)\), which are generalization offsets between the target and the anchor [1,4,13]. Hence, the network can be optimized stably by this relative prediction. In general, anchor-based detectors can be divided into two categories, namely two-stage and one-stage methods, usually judged by whether they regress objects directly or refine the detection result step by step.

Two-stage detectors [1,7,22–24] usually use RPN to generated regional proposals coarsely based on anchors in the first stage, and then extract features within the region proposal by the ROI pooling layer. Finally, they locate and classify objects precisely by applying fully convolutional layers to the features extracted. To utilize the strength of RPN architecture for orientated object detection, RRPN [8] proposes the Rotated Region Proposal (R-RoI) adding angle information to a conventional RPN, and it also proposes a rotated ROI Pooling layer to extract orientated features. They enumerate considerable anchors with different shapes, scales, and orientations to fit a variety of orientated objects, which represents significant computation complexity during the training stage. RoITrans [10] builds a learnable module that can transform horizontal ROIs to rotated ROIs, which avoids designing a lot of rotated anchors for oriented object detection and speeds up the training stage. Considering the importance of multi-layer features and the spatial context around objects for detection in aerial images, SCRDet [11] and CAD-Net [25] integrate multi-layer features and utilize global and local contexts of objects to guide the network to focus on more informative regions and features.

One-stage detectors are different from two-stage detectors. The methods in [2,4,13,26] regress objects from anchors to results directly. In a way, one-stage detectors can be considered as an RPN architecture without ROI pooling layers. With the same principle as RPN, they predict an object’s center, width, and height by regressing the residual between anchors and objects. Some one-stage detectors [9,27] have been put forward to predict orientated boxes. TextBoxes++ [9] proposes a new method to effectively utilize multi-layers features based on SSD, which detects orientated scene text by predicting the offset between an anchor box’s vertices to an object’s quadrilateral. Noticing that there is feature misalignment between anchors and objects, R3Det [27] designs a feature refinement module based on RetinaNet [4] to improve the detection performance by extracting more accurate features. Although these anchor-based detectors have achieved great performance in orientated detection, they need elaborate hyperparameters related to considerable predefined anchors, and take a lot of
computing time during the training stage. Therefore, we propose a one-stage anchor-free detector for orientated objects, which locates objects by predicting the axis and width of them in per-pixel prediction fashion with less computational complexity.

2.2.2. Anchor-Free Detector

Recently, some anchor-free detectors [16–20,28] have managed to make the most of the fully convolutional network (FCN) to detect objects. Anchor-free methods detect objects without the process of anchor matching and computation of RPN architecture. They detect objects directly in a per-pixel fashion, which predicts whether a pixel point is positive and the offset values to the object’s box, or predict which pixel point is a key point such as the corner point, center point, and extreme point. In general, anchor-free methods can be divided into two categories: key points detectors and per-pixel fashion detectors.

Key points detectors for horizontal objects, such as cornerNet [16], ExtremeNet [17], and CenterNet [18], share a common solution: locating horizontal objects by detecting associated key points, such as the corner points, extreme points, or center points of objects. CornerNet [16] detects an object bounding box by predicting whether the top-left corner and the bottom-right corner are a pair of key points, and introduces corner pooling, a new type of pooling layer that helps the network better localize corners. It calculates embeddings for each corner, and groups two corresponding corners into a box if the embedding of them is similar. ExtremeNet [17] detects four extreme points (top-most, left-most, bottom-most, and right-most) and one center point of objects using a key point estimation network. It groups the five key points into a valid bounding box if the predicting score of the box’s center is greater than a threshold. CenterNet [18] models an object as the center point of its bounding box. The method uses key point detection to detect center points and regresses other object properties, such as size, 3D location, orientation, and even pose. Inspired by CenterNet [18], O2-DNet [29] proposes a novel form to detect orientated objects called the oriented objects detection network. The method detects orientated objects by predicting a pair of middle lines inside each target, and uses key point detection to locate the intersection point of each pair of median lines.

Per-pixel fashion detectors for horizontal objects, such as FCOS [19] and FoveaBox [20] detect the box, classes, and corresponding confidence for each pixel point. If the confidence for a pixel point is greater than a threshold, then the prediction is positive. FCOS [19] detects an object’s box by predicting distances of pixel points to four sides of the horizontal box, and the method also introduces a novel weighting method, centerness, to weigh the importance of the positive pixel points, in order to guide the network to learn discriminative features to distinguish foreground objects from a complex background. FoveaBox [20] locates the bounding box by predicting the top-left coordinate and the bottom-right coordinate of the box directly, and learns the object existence possibility. To choose a positive pixel point, the method shrinks the original bounding box to a shrunk box, and, if a pixel point is inside such a shrunk box, it is considered to be positive. These anchor-free methods have shown extreme potential in the trade-off between computational complexity and performance. Some studies have implemented orientated object detection in such an anchor-free fashion. EAST [30] proposes an anchor-free orientated scene text detector at an early stage, which generates positive samples by a shrunk area related to the original labeled box. The method locates the orientated box by predicting four distances of each pixel point to the orientated box boundaries and the angle information. IENet [31] proposes a concise detection head for aerial image orientated objects. This method obtains an orientated box by learning two shift values from a horizontal box prediction.

2.3. Method

Our proposed detector is a one-stage anchor-free detector in the per-pixel prediction fashion. As shown in Figure 2, ResNet [32] with the Feature Pyramid Network (FPN) [15] is adopted as the backbone network. There are three subnetworks for OriCenterness, classification, and location
prediction in the detection head of each feature map. Then, arbitrary orientated objects are detected by predicting the axis and width of objects.

**Figure 2.** The overall pipeline of our network. (1) ResNet with the FPN architecture is adopted as backbone. For each detection head, there are three subnetworks for OriCenterness, classification, and location prediction. (2) For axis predicting, red dot line denotes the axis of the object, and two yellow points \(A_1, A_2\) are intersections of the axes and boxes. Red point \((x^*, y^*)\) is a positive pixel point mapped from the feature level. Our method locates orientated objects by predicting \((\Delta x_1, \Delta y_1, \Delta x_2, \Delta y_2, w)\) for each responsible pixel point. The first four variables are relative distance from the pixel point to two yellow points. \(w\) is the length of the orientated box’s side which is vertical to the axis.

### 2.3.1. Network Architecture

We adopt ResNet [32] with Feature Pyramid Network (FPN) [15] as the backbone network to learn deep features and scale variations for orientated objects in aerial images. In Figure 2, \(\{C_l\}\) are feature maps generated from ResNet, where \(l = 3, 4, 5\) denotes the feature level, and \(C_l\) has a stride of \(2^l\) and is \(1/2^l\) resolution of the input image size \(W \times H\). Then, FPN constructs a top-down architecture with lateral connections, which builds an in-network feature pyramid from a single scale input image [20]. Therefore, the features at all scales have rich semantic information, and each of them can be used for detecting objects. Five levels of feature maps \(\{F_l\}\) are used to detect objects, where \(l = 3, 4, 7\) denotes the number of feature levels, as shown in Figure 2. The feature map \(F_l\) has a stride of \(2^l\) and is \(1/2^l\) resolution of the input image size \(W \times H\). Then, three subnetworks are applied for each feature map generated from FPN. The location subnetwork is responsible for the rotated bounding box localization. The number of output channels is five, namely \((\Delta x_1, \Delta y_1, \Delta x_2, \Delta y_2, w)\), and contain the information of the axis and width. The classification subnetwork is used for performing classification of the corresponding position in the location subnet, and the output channel is \(C\), which is equal to the number of classes. The third subnetwork predicts the confidence of the location and classification generated from the above subnets. The number of output channels is 1. Each subnetwork shares parameter weights among all feature levels, and the network can better learn scale variations [19].

### 2.3.2. Axis Predicting

For an aerial image, the ground-truths of targets are defined as \(\{B_k\}\), where \(B_k = (x_0, y_0, x_1, y_1, x_2, y_2, x_3, y_3, c)\), and \((x_0, y_0), \ldots, (x_3, y_3)\) denote the four vertices of the \(k\)th target, as shown in Figure 1. They are arranged in a clockwise order, and \((x_0, y_0)\) is the start point which denotes the top left corner of the oriented box. \(c\) is the classification of the target and \(C\) is the number of classes.
Therefore, the axis for \( k \)th target can be determined by the two yellow points, as shown in Figure 2, defined as \( A_1 = (A_{x1}, A_{y1}) \), \( A_2 = (A_{x2}, A_{y2}) \), such as the front-end of the car, and it can be formulated as Equation (1).

\[
\begin{align*}
   A_{x1} &= \frac{x_1 + x_2}{2} \\
   A_{y1} &= \frac{y_1 + y_2}{2} \\
   A_{x2} &= \frac{x_3 + x_4}{2} \\
   A_{y2} &= \frac{y_3 + y_4}{2}
\end{align*}
\]

(1)

Here, the pair \( A_1, A_2 \) can determine the length and tilt direction of the axis, namely the object’s length and orientation. Then, \( w \) is defined as the object’s width, which is equal to the length of the object’s side whose direction is vertical to the axis. Hence, an arbitrarily orientated object can be determined by the axis and width ((\( A_{x1}, A_{y1} \), \( (A_{x2}, A_{y2}), w \))

This anchor-free method predicts objects in the pixel-level of feature maps directly. Therefore, a pixel point at location \((x, y)\) on feature map \( F_l \) can be defined as \( P_{xy}^l = (x, y) \), where \( x = 0, 1, ..., W/2^l - 1 \) and \( y = 0, 1, ..., H/2^l - 1 \) stand for the column and row location on the feature map, respectively. Using \( P_{xy}^l = (x^*, y^*) \) as the pixel point on the input image scale mapped from \( P_{xy}^l \), the map function is:

\[
\begin{align*}
   x^* &= 2^l(x + 0.5) \\
   y^* &= 2^l(y + 0.5)
\end{align*}
\]

(2)

For the pixel point \((x, y)\) on \( F_l \), if its mapped point \((x^*, y^*)\) is inside the \( k \)th object, its coordinate distances \((\Delta_{x1}, \Delta_{y1}, \Delta_{x2}, \Delta_{y2})\) to end points \( A_1, A_2 \), as shown in Figure 2, can be calculated as follows:

\[
\begin{align*}
   \Delta_{x1} &= A_{x1} - x^* \\
   \Delta_{y1} &= A_{y1} - y^* \\
   \Delta_{x2} &= A_{x2} - x^* \\
   \Delta_{y2} &= A_{y2} - y^*
\end{align*}
\]

(3)

2.3.3. Pixel Point Assignment

Analogous to the anchor-based method that needs to decide whether an anchor box is positive or negative for training, which is usually judged by an IOU threshold, a principle is also needed to decide whether the pixel point \( P_{xy}^l \) is positive, negative, or should be ignored during the training stage. We approach this problem by setting regression limits for pixel points on each feature level.

We first calculate the straight-line distances \( d_1, d_2 \) of \( P_{xy}^l \) to the \( k \)th target’s axis end points \( A_1, A_2 \), if the \( P_{xy}^l \) is in the target. Distances calculation is according to Equation (4).

\[
\begin{align*}
   d_1 &= \sqrt{\Delta_{x1}^2 + \Delta_{y1}^2} \\
   d_2 &= \sqrt{\Delta_{x2}^2 + \Delta_{y2}^2}
\end{align*}
\]

(4)

Then, a valid range \([v_1, v_2]\) is set for each feature level, and the value of \( v_1 \) and \( v_2 \) is constructed as [20]. Hence, if \( P_{xy}^l \) is inside \( B_k \) and \( \max(d_1, d_2) \) of \( P_{xy}^l \) is inside range \([v_1, v_2]\), this pixel point is positive; otherwise, it is negative during the training stage. The principle can be formulated as follows:

\[
P_{xy}^l \text{ is } \begin{cases} 
   \text{positive}^+ & v_1 \leq \max(d_1, d_2) \leq v_2, \text{ and } P_{xy}^l \text{ is inside target.} \\
   \text{negative}^- & \text{others.}
\end{cases}
\]

(5)

In addition, the ambiguous question of overlap conditions must be taken into consideration for such per-pixel prediction, as a pixel point may be inside two orientated objects at the same time, as shown in the bottom left of Figure 1. Those ships are inside the harbor, thus pixel points inside
some ships fall into the harbor too. Our approach is that a pixel point in several objects will only be responsible for the object with the smallest area.

For a positive pixel point, its classification target is $b_c$ and its localization targets are $(\Delta_1, \Delta_2, \Delta_3, \Delta_4, \Delta_w)$, which are normalized values and can be calculated with Equation (6).

$$
\begin{align*}
\Delta_1 &= \sqrt[3]{\frac{\Delta x_1}{z}} \\
\Delta_2 &= \sqrt[3]{\frac{\Delta y_1}{z}} \\
\Delta_3 &= \sqrt[3]{\frac{\Delta x_2}{z}} \\
\Delta_4 &= \sqrt[3]{\frac{\Delta y_2}{z}} \\
\Delta_w &= \sqrt[3]{\frac{w}{z}}
\end{align*}
$$

(6)

Here, $z = 2^{l+1}$ denotes the normalization factor and can project the target value from the source space to the target space centered around 1, and the targets are regularized with the cube root function, which makes it easier and more stable to optimize the training loss.

2.3.4. Aspect-Ratio-Aware Orientation Centerness

Compared with anchor-based detectors, which acquire appropriate anchors by filtering with IOU, the proposed method may propose many positive but low-quality pixel points. In general, a pixel point located on the edge of the object box is considered less significant than a point in the box’s center during the training stage [19,20]. FCOS [19] deals with this question by introducing the centerness weighting method for natural scene image detection. However, there are many large aspect ratio objects in aerial images, and the centerness in such objects drops sharply from the object’s center to edge. Hence, we propose aspect-ratio-aware orientated centerness (OriCenterness) as Equation (7) to weigh the importance of positive pixels in orientated objects as shown in Figure 3. OriCenterness is the product of a pixel point’s offset degree from the object’s center with the aspect ratio factor. The former can weigh the pixel point from the biggest value 1 to the smallest value 0 according to its distance to the four sides of the orientated box. The aspect ratio factor $R_k$ can mitigate the above question. OriCenterness can be calculated by Equation (7).

$$
OriCenterness = R_k \times \sqrt{\frac{\min(l, b) \times \min(l, r)}{\max(l, b) \times \max(l, r)}}
$$

(7)

where $R_k = \sqrt[3]{\frac{\max(w, h)}{\min(w, h)}}$ is the kth object aspect ratio’s cube root, and it’s value is greater than or equal to 1, and the cube root function is adopted to mitigate the zoom effect. Then, we limit the OriCenterness value between 0 and 1. In the training stage, classification loss and regression loss will multiply the true OriCenterness, and the centerness subnet will regress the true value and filter out objects with high confidence during inference stage.

In the inference stage, detection heads on each feature level generate the location, classification, and OriCenterness prediction for each pixel point. We find positive predictions considering both classification and OriCenterness by a multiplication of them and then filtering by a threshold of 0.05 to get positive proposals, which indicates a background prediction or a positive prediction. Then, an NMS with rotated IOU [8] calculation is applied to these orientated proposals to filter out the best result. Finally, we can get the true box transformed from the prediction according to Equation (6).
Figure 3. (a) We propose a new OriCenterness to better weigh the importance of positive pixels. Locations near the center of the target will be assigned with a higher weight colored by red, which is close to 1. The weight of pixel points far away from the object’s center will be set close to 0. (b) The aspect ratio of bridge is usually large, and the centerness without aspect ratio aware factor in such objects drop sharply from center to edge, which may cause insufficient learning for network due to low weight. (c) OriCenterness with aspect ratio aware factor ratio_k assign a larger weight for large aspect ratio objects, which could alleviate the above problems.

2.3.5. Loss

Our loss function consists of three parts: regression loss, classification loss, and centerness loss. Regression loss and centerness loss are calculated for positive pixel points. Classification loss is calculated over all locations on feature maps. Training loss can be formulated as follows:

$$\mathcal{L} = \frac{1}{N_{\text{pos}}} \mathbb{1} \left\{ \text{positive} \right\} \text{OriCenterness} \cdot \mathcal{L}_{\text{reg}} + \frac{\lambda}{N_{\text{pos}}} \text{OriCenterness} \cdot \mathcal{L}_{\text{cls}}$$

$$+ \frac{\mu}{N_{\text{pos}}} \mathbb{1} \left\{ \text{positive} \right\} \cdot \mathcal{L}_{\text{center}}$$

(8)

$N_{\text{pos}}$ indicates the number of positive target in the ground truth. $\lambda, \mu$ are the balance factors for $\mathcal{L}_{\text{cls}}$ and $\mathcal{L}_{\text{center}}$. $\mathbb{1} \left\{ \text{positive} \right\}$ is the indicator function: if the pixel point is positive, then $\mathbb{1} \left\{ \text{positive} \right\} = 1$ and its regression and centerness losses will be calculated as in Section 2.3.3.

Here, $\mathcal{L}_{\text{reg}}$ denotes the coordinate regression loss, and Smooth-L1 loss [33] is adopted as the loss function as Equation (9), where $\Delta_i, i = 1, 2, 3, 4, w$ are regression targets and $\Delta_i^{\text{pred}}, i = 1, 2, 3, 4, w$ are predicted values. $\beta$ is the hyperparameter of the Smooth-L1 loss function.

$$\mathcal{L}_{\text{reg}} = \begin{cases} 0.5 \times (\Delta_i - \Delta_i^{\text{pred}})^2 & |\Delta_i - \Delta_i^{\text{pred}}| \leq \beta, \ i = 1, 2, 3, 4, w \\ |\Delta_i - \Delta_i^{\text{pred}}| - 0.5 \times \beta & \text{others}. \end{cases}$$

(9)

$L_{\text{cls}}$ denotes classification loss, and focal loss [4] for multi-class is adopted as the loss function as Equation (10), where $\text{cls}$ is the number of classes, $p_c$ is the predicted class value after the sigmoid function and if the ground truth’s label is equal to $c$ then $\mathbb{1} \left\{ \text{label} = c \right\} = 1$. $\alpha$ and $\gamma$ are hyperparameters of focal loss.

$$\mathcal{L}_{\text{cls}} = \sum_{c=0}^{\text{cls}-1} \mathbb{1} \left\{ \text{label} = c \right\} \star (\frac{\alpha}{1 - \text{sigmoid}(p_c)} \star \log(p_c)) + (1 - \mathbb{1} \left\{ \text{label} = c \right\}) \star (\frac{-\alpha \times p_c^\gamma \star \log(1 - p_c)})$$

(10)
$L_{\text{center}}$ denotes centerness loss, and Binary Cross Entropy (BCE) is adopted as the loss function. $y$ is the target centerness and $p$ is the predicted centerness.

$$L_{\text{center}} = -y \log(p) - (1 - y) \log(1 - p)$$

(11)

2.3.6. Implementation Details

The code of the proposed method was implemented with PyTorch [34] and based on FCOS [19] and RRPN [8] project. We adopted ResNet-101 [32] as the backbone network with initialization of the pretrained model, and trained the network on two Nvidia TITAN Xp GPUs with 12G memory, a batchsize of six, and three images per GPU. Stochastic gradient descent (SGD) was used to train the network for 80 k iterations on DOTA and 30 k on HRSC2016. Weight decay and momentum were 0.001 and 0.9, respectively. The learning rate was initialized at 0.001, and reduced by a factor of 10 at the 60 K and 70 k learning rate decay steps for DOTA and 10 k and 20 k for HRSC2016. $\alpha$, $\gamma$, $\beta$, $\lambda$, and $\mu$ in Section 2.3.5 were set as 0.5, 2.0, 1./9, 2, and, respectively. $\gamma$ were set as the default values, and $\alpha$, $\lambda$, and $\mu$ were set at empirical values to balance different kinds of loss. In the inference stage, the confidence threshold was 0.05, and a prediction was positive if the multiplication of classification and orientated centerness was greater than the threshold. Then, a rotated non-maximum suppression (NMS) with a threshold of 0.05 was applied to the results for post processing. Mean Average-Precision (mAP) was adopted to evaluate the performance of the orientated object detectors.

3. Results

In this section, we first compare the proposed method with several published one-stage and two-stage orientated detectors separately, as shown in Tables 2 and 3. The results in Table 2 show that our method performs better than those one-stage anchor-based orientated detectors based on SSD [2], YOLO [35], or RetinaNet-R [4]. When compared with the one-stage anchor-free detector IENet, our method outperforms the method by 8.84% according to mAP. The best performance was achieved on Ground Tracked (GTF), Small Vehicle (SV), Ship, Storage Tank (ST), Roundabout (RA), and Swimming Pool (SP) by our method. Visualization of detection results on DOTA are given in Figure 4.

We also compared the proposed method with several two-stage orientated detectors, as shown in Table 3. The results in Table 3 show that our method performs better than many two-stage anchor-based methods such as FR-O [5], R-DFPN [36], R2CNN [37], and RRPN [8] according to mAP. Although the method cannot achieve as good performance as some two-stage anchor-based detectors such as ICN [38] and RoI Transformer [10], it still performs better in 6 of 15 categories (Baseball Diamond (BD), Small Vehicle (SV), Large Vehicle (LV), Ship, Storage Tank (ST), and Swimming Pool (SP)) than ICN and 4 of 15 categories (Basketball Court (BC), Storage Tank (ST), Roundabout (RA), and Swimming Pool (SP)) than RoI Transformer.

We also evaluated the proposed method on the HRSC2016 dataset, and compared it with several two-stage anchor-based and one-stage anchor-free orientation detectors, as shown in Table 4. The method without OriCenterness could achieve 73.91% according to mAP and 78.15% after adding OriCenterness, and comparisons show that our method performs better than some two-stage anchor-based methods such as BL2 [21] and R2CNN [37]. When compared with a one-stage anchor-free detector such as IENet, our method outperforms the method by 3.14% according to mAP. In addition, there is a 4.24% increase in performance after using OriCenterness, as shown in Table 4. Visualization of the detection results on HRSC2016 are given in Figure 5.
### Table 2. Comparison of our method with one-stage detectors performance (mAP) on DOTA.

| One-Stage Methods | Backbone | Anchor-Free | Plane | BD | Bridge | GTF | SV | LV | Ship | TC | BC | ST | SBF | RA | Harbor | SP | HC | mAP  |
|-------------------|----------|-------------|-------|----|--------|-----|----|----|------|----|----|----|-----|----|--------|----|----|------|
| SSD [2]           | SSD      | ×           | 39.83 | 9.09 | 0.64  | 13.18 | 0.26 | 0.39 | 1.11 | 16.24 | 27.57 | 9.23 | 27.16 | 9.09 | 3.03  | 1.05 | 1.01 | 10.59 |
| YOLOv2 [35]      | DarkNet-19 | ×       | 39.57 | 20.29 | 36.58 | 23.42 | 8.85 | 2.09 | 4.82 | 44.34 | 38.35 | 34.65 | 16.02 | 37.62 | 47.23 | 25.5 | 7.45 | 21.39 |
| RetinaNet-R [4]  | ResNet-50-FPN | ×     | 88.92 | 67.67 | 33.55 | 56.83 | 66.11 | 73.28 | 75.24 | 90.87 | 73.95 | 75.07 | 43.77 | 56.72 | 51.05 | 55.86 | 21.46 | 62.02 |
| IENet [31]       | ResNet-101-FPN | ✓    | 57.14 | 80.20 | 64.54 | 39.82 | 32.07 | 49.71 | 65.01 | 52.58 | 81.45 | 44.66 | 78.51 | 46.54 | 56.73 | 64.40 | 64.24 | 57.14 |
| Ours             | ResNet-101-FPN | ✓    | 79.53 | 77.15 | 38.59 | 61.15 | 67.53 | 70.49 | 76.30 | 89.66 | 79.07 | 83.53 | 47.27 | 61.01 | 56.28 | 66.06 | 36.05 | 65.98 |

### Table 3. Comparison of our method with two-stage anchor-based detectors performance (mAP) on DOTA.

| Two-stage methods | backbone | Plane | BD | Bridge | GTF | SV | LV | Ship | TC | BC | ST | SBF | RA | Harbor | SP | HC | mAP  |
|-------------------|----------|-------|----|--------|-----|----|----|------|----|----|----|-----|----|--------|----|----|------|
| FR-O [5]          | ResNet-101 | 79.09 | 69.12 | 17.17 | 63.49 | 34.20 | 37.16 | 36.20 | 89.19 | 69.60 | 58.96 | 49.4 | 52.52 | 46.69 | 44.80 | 46.30 | 52.93 |
| R-DFPN [36]       | ResNet-101-DFPN | 80.92 | 65.82 | 33.77 | 58.94 | 55.77 | 50.94 | 54.78 | 90.33 | 66.34 | 68.66 | 48.73 | 51.76 | 55.10 | 51.32 | 35.88 | 57.94 |
| R²CNN [37]        | VGG16    | 80.94 | 65.67 | 35.34 | 67.44 | 59.92 | 50.91 | 55.81 | 90.67 | 66.92 | 72.39 | 55.06 | 52.23 | 55.14 | 53.35 | 48.22 | 60.67 |
| RPRN [8]          | VGG16    | 88.52 | 71.20 | 31.66 | 59.30 | 51.85 | 56.19 | 57.25 | 90.81 | 72.84 | 67.38 | 56.69 | 52.84 | 53.08 | 51.94 | 53.58 | 61.01 |
| ICN [38]          | Cascade ResNet-101 | 81.40 | 74.30 | 47.70 | 70.30 | 64.90 | 67.80 | 70.00 | 90.80 | 79.10 | 78.20 | 53.60 | 62.90 | 67.00 | 64.20 | 50.20 | 68.20 |
| Rol-Transformer [10] | ResNet101-FPN | 88.64 | 78.52 | 43.44 | 75.92 | 68.81 | 73.68 | 83.39 | 90.74 | 77.27 | 81.46 | 58.39 | 53.54 | 62.83 | 58.93 | 47.67 | 69.56 |
| Ours              | ResNet-101-FPN | 79.53 | 77.15 | 38.59 | 61.15 | 67.53 | 70.49 | 76.30 | 89.66 | 79.07 | 83.53 | 47.27 | 61.01 | 56.28 | 66.06 | 36.05 | 65.98 |
Figure 4. Detection results of our method on DOTA. Red points stand the mapping points from feature maps, which predict the axis and width. Pink lines stand the axes detection.
**Figure 5.** Detection results of our method on HRSC2016. Red points stand the mapping points from feature maps, which predict the axis and width. Pink lines stand the axes detection.
Table 4. mAP comparisons with several two-stage and one-stage methods on HRSC2016.

| Methods          | Backbone  | Anchor-free | mAP   | Resolution        |
|------------------|-----------|-------------|-------|-------------------|
| Two-stage methods |           |             |       |                   |
| BL2 [21]         | ResNet101 | ×           | 69.60 | half of original size |
| R²CNN [37]       | VGG16     | ×           | 73.07 | 800 × 800          |
| RoI Tran [10]    | ResNet101 | ×           | 86.20 | 512 × 800          |
| One-stage methods |           |             |       |                   |
| IENet [31]       | ResNet101 | ✓           | 75.01 | 1024 × 1024        |
| Ours wo OriCenterness | ResNet101 | ✓           | 73.91 | 800 × 800          |
| Ours with OriCenterness | ResNet101 | ✓           | 78.15 | 800 × 800          |

4. Discussion

4.1. Effectiveness of OriCenterness

As discussed in Section 2.3.4, OriCenterness is able to alleviate the problem where original centerness drops sharply from the target’s center to the edge for large aspect ratio objects, and OriCenterness can better weigh the importance of positive pixel points to guide the network to learn discriminative features. We conducted an ablation study on DOTA to prove the effectiveness of OriCenterness. As shown in Table 5, the checkmark in the OriCenterness column denotes we adopted OriCenterness, and the short dash denotes that we adopted the transformation of original centerness as [19], which is adapted to orientated objects. The results show that there is a 3.76% increase in mAP after using OriCenterness for the ResNet50 backbone. When the backbone is ResNet101, there is a 0.48% increase in mAP after using OriCenterness. For the objects such as bridge, harbor, and some ships, whose aspect ratios are usually large, there is a substantial increase in performance.

Furthermore, we visualize the prediction of OriCenterness and original centerness on test set of DOTA in Figure 6. The first column is images of bridge, harbor, and storage tank from the testing data with their ground truth. The second column is visualization of original centerness adapted for orientated objects. The third column is our proposed OriCenterness visualization. Prediction results are both taken from F3 in ResNet-101 FPN architecture with a resolution of 100 × 100, and the value is from 0 to 1. The higher is the value, the closer it is to red. The result in figure shows that our network with OriCenterness is able to learn more explicit significance for pixel points to distinguish the foreground and background compared with original centerness adapted for orientated objects. Not only objects with large aspect ratio such as bridge and harbor can obtain a more significant prediction, but also the centerness prediction for some square objects such as the storage tank is more significant.

4.2. Speed–Accuracy Trade-Off

Speed–accuracy trade-off results for our method on DOTA are shown in Table 6. The results show that the proposed method could achieve a 2% improvement after substituting Resnet50 with the Resnet101 backbone network, while there is almost no additional computation consumption during the inference stage. Results of other methods tested on different devices are also listed in Table 6. For the two-stage anchor-based detector R3Det, its inference speed is 4 fps on 2080Ti gpu, while the proposed method is 14 fps on Titan Xp whose performance is inferior to 2080Ti. For one-stage anchor-free detector IENet, although there are advantages for the method according to inference speed, our method outperforms the method by 8.8% according to mAP.
Table 5. Ablative study (AP for each category and overall mAP) of OriCenterness in our proposed method on the DOTA dataset.

| Backbone   | OriCenterness | mAP  | Plane | Bd    | Bridge | GTF   | SV    | LV    | Ship   | TC    | BC    | ST    | SBF   | RA    | Harbor | SP    | HC    |
|------------|---------------|------|-------|-------|--------|-------|-------|-------|--------|-------|-------|-------|-------|-------|-------|-------|-------|
| ResNet50   |               |      |       |       |        |       |       |       |        |       |       |       |       |       |       |       |       |
| -          | 60.28         | 78.63| 73.87 | 35.14 | 55.13  | 61.91 | 63.49 | 67.33 | 90.62  | 70.29 | 81.89 | 34.92 | 60.80 | 47.45 | 62.22 | 20.56 |
| ✓          | 64.04         | 79.68| 73.86 | 37.37 | 57.95  | 62.93 | 65.10 | 67.16 | 90.68  | 76.41 | 82.90 | 45.70 | 58.61 | 53.87 | 60.22 | 48.14 |
| ResNet101  |               |      |       |       |        |       |       |       |        |       |       |       |       |       |       |       |       |
| -          | 65.50         | 79.78| 75.47 | 36.09 | 59.68  | 68.51 | 69.80 | 74.23 | 90.41  | 78.27 | 83.38 | 44.51 | 59.41 | 55.80 | 66.03 | 41.15 |
| ✓          | 65.98         | 79.53| 77.15 | 38.59 | 61.15  | 67.53 | 70.49 | 76.30 | 89.66  | 79.07 | 83.53 | 47.27 | 61.01 | 56.28 | 66.06 | 36.05 |
Figure 6. (a) Images of the bridge, harbor, and storage tank from test data with their ground truth; (b) visualizations of original centerness adapted for orientated objects; and (c) visualizations of the proposed aspect-ratio-aware orientation centerness method. The prediction results are both taken from F3 in FPN architecture with a resolution of 100 × 100, and value is from 0 to 1. The higher is the value, the closer it is to red.
Table 6. Speed-accuracy trade-off results and comparison with other methods on DOTA.

| Methods     | Backbone | Anchor-Free | mAP  | Tr-Time (s) | Inf-Time (s) | Resolution | Device   |
|-------------|----------|-------------|------|-------------|--------------|------------|----------|
| Two-stage methods                                   |          |             |      |             |              |            |          |
| FR-O [5]    | VGG-16   | ×           | 54.13| 0.221       | 0.102        | 1024 × 1024| Titan x  |
| RoI Tran [10] | ResNet101| ×           | 67.74| 0.236       | 0.084        | 1024 × 1024| Titan x  |
| R3Det [27]  | ResNet101| ×           | 71.69| -           | 0.250        | 800 × 800  | 2080 Ti  |
| One-stage methods                                   |          |             |      |             |              |            |          |
| IENet [31]  | ResNet101| ✓           | 57.14| 0.111       | 0.059        | 1024 × 1024| 1080 Ti  |
| Ours        | ResNet50 | ✓           | 64.04| 0.051       | 0.067        | 800 × 800  | Titan Xp |
| Ours        | ResNet101| ✓           | 65.98| 0.091       | 0.071        | 800 × 800  | Titan Xp |

4.3. Advantages and Limitations

For anchor-based orientated detectors such as RetinaNet-R, hyperparameters relevant to anchors include the anchor base size, ratio, scales per feature level, angle, and foreground and background IOU thresholds. To fit as many different orientated objects as possible, the number of predefined anchors ranges from 45 (3 scales × 3 ratios × 5 angle) to 105 (3 scales × 5 ratios × 7 angle) on each pixel point of one feature level, and there are about 600,000 to 1,400,000 anchors total for an 800 × 800 input image resolution. Then, the IOU between each anchor with each target will be calculated during the training stage. Some exploratory experiments on the RetinaNet-R method for the DOTA dataset indicated that these hyperparameters of anchors are sensitive to the detection performance. For example, minor changes in the anchor base size and number of scales could bring about a 7% improvement according to mAP.

In contrast, the proposed anchor-free detector does not need to set such elaborate anchors. The results in Tables 2–4 show that this anchor-free method could achieve a competitive performance according to mAP compared with anchor-based methods, on the DOTA and HRSC2016 datasets. When the proposed method is compared with other methods, it was found that a better performance can be achieved on Storage Tank (ST), Roundabout (RA), and Swimming Pool (SP). The similarity of these categories is their shapes are circle or square, and this is likely to cause the boundary discontinuity of the rotation angle, such that the angle may change from 0° to 90° abruptly for anchor-based methods. This may cause unstable optimization during the training stage [11]. We solved this question by predicting the axis, which is determined by label information specifically, and we avoided predicting the target angle explicitly.

There are also some limitations of this method. Firstly, the axis learning relies on high quality label data, which requires labeled vertices of oriented boxes are arranged in a clockwise order, with the first labeled point being the top left corner of the box. However, there is no guarantee that all images will be well labeled, and in fact, there are some noise labels within the DOTA dataset, whose top left corners are not the first point. We have added some data calibration in the data preprocess stage, and found that it could bring about 3% improvement according to mAP. On the one hand, additional information such as the center coordinate or angle of the label could be considered to be introduced to calibrate the noise data. On the other hand, we are going to apply the method to natural scene object detection. Further, there are deficiencies of the proposed method according to mAP compared with other state-of-the-art orientated detectors. We will aim to be less dependent on high quality label data and continue to improve the method in future.

5. Conclusions

In this paper, we propose an effective one-stage anchor-free detector for aerial images. We conducted several experiments on the DOTA and HRSC datasets to prove the effectiveness of one-stage anchor-free detection. The results show that our method achieves a better performance according to mAP compared with most of other one-stage orientated detectors, as well as many
two-stage anchor-based orientated detectors, with fewer hyperparameters. The speed-accuracy trade-off results show that the proposed method is more computationally efficient compared with some anchor-based methods, which shows the potential of the method to be applied in real-time detection, such as real-time inference on the embedded devices of UAVs or satellites. Further, we propose a new OriCenterness to better weigh positive pixel points to guide the network to learn discriminative features from a complex background, which brings improvements for objects with a large aspect ratio according to mAP. While the method simplifies orientated object detection there are some limitations, such as requirements for high quality label data and deficiencies compared with other state-of-the-art orientated detectors according to mAP. In future work, we will seek to continue to improve the method, and explore the potential of the method in real-time detection applications.
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