Abstract—The performance of a zero-shot sketch-based image retrieval (ZS-SBIR) task is primarily affected by two challenges. The substantial domain gap between image and sketch features needs to be bridged, while at the same time the side information has to be chosen tactfully. Existing literature has shown that varying the semantic side information greatly affects the performance of ZS-SBIR. To this end, we propose a novel graph transformer based zero-shot sketch-based image retrieval (GTZSR) framework for solving ZS-SBIR tasks which uses a novel graph transformer to preserve the topology of the classes in the semantic space and propagates the context-graph of the classes within the embedding features of the visual space. To bridge the domain gap between the visual features, we propose minimizing the Wasserstein distance between images and sketches in a learned domain-shared space. We also propose a novel compatibility loss that further aligns the visual domains by bridging the domain gap of one class with respect to the domain gap of all other classes in the training set. Experimental results obtained on the extended Sketchy, TU-Berlin, and QuickDraw datasets exhibit sharp improvements over the existing state-of-the-art methods in both ZS-SBIR and generalized ZS-SBIR.

I. INTRODUCTION

Image retrieval methods are widely used and tasks like face sketch-photo synthesis play critical role in many applications such as the digital entertainment and law enforcement. Sketch Based Image Retrieval systems are those where we use sketch as input for retrieving the images. A lot of fields such as search engines, digital library, medical diagnosis, geographical information, sensing remote systems, photo sharing sites and crime prevention are the examples where sketch based image retrieval techniques can be effective. We use graph neural networks to be able to better utilise the side information and consider both the visual information and semantic information simultaneously to narrow the domain gap between sketch and image modalities in the zero shot setting when the categories of query sketches have never been seen during training.

In traditional sketch-based image retrieval (SBIR) [1] task, a model is trained on a number of classes and at the inference stage, the model is capable of retrieving only those trained class images. However in practical applications, it is quite possible that the trained model may encounter unseen class query samples during inference for many retrieval applications. A zero-shot learning (ZSL) [2]–[8] experimental protocol helps to bridge this challenge by exploiting a semantic information to aid the training process and better align the seen and the unseen classes of sketch and images. Further, if the test set comprises of both the seen as well as unseen class images, we call it a generalized ZSL (G-ZSL) framework. While there has been many successful attempts to solve for the SBIR task, integration of ZSL with SBIR task (ZS-SBIR) is still a problem which needs improved solutions. In this work, we aim to solve (G)ZS-SBIR task with improved performance by looking into some of the major short-comings in the existing models.

A key challenge in solving ZS-SBIR is to align the sketch, image, and semantic text modalities in contrast to only the image and semantic text modalities usually considered for alignment in ZSL. While the sketch and images are two completely different representations of the same underlying object, there is a substantial within-category variance in the representation of each object in the sketch domain as they are drawn by various amateur artists. It has been observed from the previously proposed models such as [9], [10] that the final performance of the proposed model relies greatly on the chosen semantic space. Another important challenge is that given the non-linear nature of the mapping between visual and semantic space, the latent space may diverge from the original semantic space thus limiting the GZS-SBIR performance. It is desirable to ensure that the latent space shares equivalent characteristics as of the original semantic space.

A major research gap in the existing models that solves for ZS-SBIR tasks is that there is no common evaluative measure for all the papers. Some papers report their performances on precision@100 values, while some on precision@200 values, whichever gives better set of results. This makes the results incomparable with each other. In order to remove the inconsistencies, we prefer to put a complete set of results that should help in better comparison with all the state-of-the-art models.

Further, it is crucial to see how the proposed ZS-SBIR model performs on real-world application scenario by considering amateur artists sketches from all around the world. To this end, besides reporting the performance on the widely used and photo-realistic TU-Berlin and Sketchy datasets, we feel it is necessary to note the performance of the model on the large-scale QuickDraw dataset as well. The ZS-SBIR literature primarily tries to solve this as a domain adaptation problem. It comprises of both generative and discriminative deep-learning based models. The generative models such as [9], [11]–[15] tries to align the visual sketch and the photo images onto a
latent semantic space using adversarial training. In ZSIH [11], the authors propose a generative hashing mechanism to reconstruct the semantic embeddings of each class names. The SEM-PCYC also adopted a similar approach while exploiting a cyclic-GAN framework. Style transfer [14] seeks to bridge the domain gap between sketch and photo images to solve the problem of ZS-SBIR. It utilizes the sketch query image to generate fake image samples using image specific styles. On the other hand, some of the notable discriminative models involve [10], [16]–[19], to name a few. The Doodle2search [10] uses a triplet architecture and uses gradient reversal layers to enforce learning domain agnostic features from image and sketches. On the other hand, [18] pointed out that the fall in the performance attributed to the imbalance in the class-wise samples can be tackled by using a novel adaptive margin regularizer. While the above-mentioned frameworks try to improve on the accuracy of the model by synthesizing a real-valued feature space, models such as [9], [17], [20], [21] propose a hashed feature space which makes the retrieval a highly efficient process. While most of the existing frameworks demonstrate their results on ZS-SBIR, only a few report their performance on the more realistic task of GZS-SBIR [9], [13], [22].

The utility of semantic space has been validated in various previously proposed frameworks, such as [9], [10], [20], [23], to name a few. The visual space is aligned with the semantic space to aid the training process and learn from the topology of the semantic space. However, while [9], [10], [20] used the semantic space, they made the semantic space latent and learnable causing the network to eventually lose the class-wise topology information as the network is trained for more number of epochs. To preserve the original topology of the semantic space, [23], [24] proposed using a graph convolution network (GCN) [25]. While in [24] the authors use a GCN directly on the semantic graph, in [23] the authors create a fully-connected graph whose edge weights correspond to the semantic distances and the node features comprise of class-wise visual features.

In this work, to get a better semantic model we propose a graph transformer based zero-shot sketch-based image retrieval (GTZSR) framework. Graph transformers [26] use multi-headed attention mechanism which takes a single instance of data and encodes its context, which in this case is the semantic graph. Hence, it captures the overall topology of each word with respect to its context graph. By using a graph transformer, we enforce the embedding feature space to retain the semantic topology information, which otherwise would have been lost by using just a conventional convolutional neural network. In addition, for an improved domain alignment, we propose a novel compatibility loss function, whose primary task is to further align the sketch and image modalities.

Further, to bridge the domain gap between the two modalities of visual data, we propose to use the Wasserstein distance [27] to transform one distribution into another, by solving for the optimal transport problem. Wasserstein distance measures the distance between the probability distributions of sketches and photos. We used the Wasserstein distance in the visual domain because it is well-suited to this domain where an underlying similarity in the sketch and image features is more important than exactly matching the likelihoods and narrows the domain gap in between the sketch and the image features.

In this paper, we solve a ZS-SBIR problem and extend it for a GZS-SBIR setup. Our primary contributions are:

- We propose a novel compatibility loss measure to bridge the domain gap between the two visual modalities of image and sketches.
- A novel graph transformer network to preserve the context graph of the semantic space and exploit this knowledge to align the visual space.
- To help further align the image and sketch modalities, we propose minimizing the Wasserstein distance between the visual modalities so as to transform the distribution of images to sketches.
- Perform extensive experiments on the standard benchmarked datasets of the extended Sketchy [28], TU-Berlin [1], and QuickDraw [10] and outperform the existing state-of-the-art on all the evaluation metrics by 10–20%.

In the following section we brief about the overall proposed methodology.

II. METHODOLOGY

A. Problem Formulation

Let us denote the sketches as $y_i$, images as $x_i$, and the category labels as $l_i$ for a dataset $P = \{(x_i, y_i, l_i) \mid l_i \in L, x_i \in \mathcal{X}, y_i \in \mathcal{Y}\}$. Here, $i$ denotes the $i^{th}$ instance of the dataset with total $N$ instances. We consider the semantic embeddings of the class-names as the side information and represent it by $z_i \in \mathcal{Z}$. We then divide the dataset into a training set $D_{train}$ and a testing set $D_{test}$, comprising of the seen and the unseen classes, respectively.

The model is trained on the seen classes, i.e., data instances from $(l_i \in L^s)$. Once trained, the model is then tested on the unseen classes, sharing the labels from $(l_i \in L^u)$. The seen and the unseen classes are complimentary set of each other, such that $L^s \cap L^u = \emptyset$. We define the set of seen and unseen photos as $\mathcal{X}^s = \{x_i; l_x (x_i) \in L^s\}_{i=1}^N$ and $\mathcal{X}^u = \mathcal{X}\setminus \mathcal{X}^s$ and the set of seen and unseen sketches as $\mathcal{Y}^s$ and $\mathcal{Y}^u$. In the ZS-SBIR setup, a sketch query is used to mine image samples from $D_{test}$, which comprises samples from $\mathcal{Y}^u$ and $\mathcal{Y}^s$. The main task for our model is to bridge the domain gap between sketches and images during the training phase, while aligning both the visual data modalities with the semantic space. This is achieved by minimizing the Wasserstein distance and the novel compatibility loss between the visual modalities. A novel graph transformer has been used to preserve the context graph of the semantic space. The idea is to train the model on the seen classes and aligning the visual and semantic space in such a way that the model performs very well on the unseen classes at the inference phase. Fig. 1 illustrates the overall pipeline of the proposed framework.
B. Overall GTZSR Architecture

To realize the overall ZS-SBIR network, we primarily have two encoding networks for the visual data domains, i.e., for images and sketches. We also have a semantic encoding network that preserves the overall semantic topology of the classes. Using these feature encoders we train the network to realize the embedding feature space by minimizing an overall objective function.

1) Visual Encoding Networks: The encoding framework learns two embedding functions \( \phi: \mathcal{X} \rightarrow \mathbb{R}^D \) and \( \psi: \mathcal{Y} \rightarrow \mathbb{R}^D \) which respectively map the photo and sketch domain into a common embedding space and later, these functions are used in the retrieval task during the test phase. We feed the model with an anchor sketch \( y_a \in \mathcal{Y} \) and two photo exemplars \( x_p, x_a \in \mathcal{X} \) where \( x_p \) and \( y_a \) belong to the same class and \( x_a \) and \( y_a \) belong to the different class. Here, the embeddings should fulfill the following condition: \( d(\phi(x_p), \psi(y_a)) < d(\phi(x_a), \psi(y_a)) \), when \( l_2(x_p) = l_2(y_a) \) and \( l_2(x_a) \neq l_2(y_a) \), where \( d(\cdot, \cdot) \) is a distance function which we set as \( \ell_2 \) distance.

Since the sketches and images are from different modalities, the two encoding functions do not share the weights during training. They are guided to learn a modality-agnostic representation to narrow the domain gap. We use a soft-attention network on these visual features to learn an attention mask which assigns different weights to different regions of an image. We apply \( 1 \times 1 \) convolution layers on the visual feature map to compute the attention mask.

2) Semantic Encoding Network: The main goal of this network is to generate meaningful representation for the side information. Here, we aim transfer the semantic topology to the visual space to be able to generalize the knowledge obtained from the seen categories to the unseen categories. Graph convolution networks (GCN) [25] have shown great results to transfer the knowledge between categories, hence, we use GCN to capture the semantic space. The relations among all the categories are implied by the semantic embeddings and each element \( a^{i,j} \) in the adjacency matrix \( A \) is decided by the semantic embeddings from \( Z \), which is computed by the cosine distance between semantic features and \( a^{i,j} \) indicates the similarity between the node \( h_i \) and the node \( h_j \). The semantic relations of the nodes are obtained by the model by their similarity on the semantic space.

Graph Transformer Layer: We add a graph transformer network (GTN) [26] layer that identifies multi-hop connections and useful meta-paths (i.e., paths connected with edges) to learn new graph structures for effectively learning node representation on graphs. GTNs try to use multiple candidate adjacency matrices to seek new graph structures and learn more powerful node representations for improved graph convolution. We define a \( l \)-length meta-path \( P \) with vertices connected as \( v_1 \xrightarrow{e_1} v_2 \xrightarrow{e_2} \ldots \xrightarrow{e_l} v_{l+1} \) and the path’s \( l \)-th edge is denoted by \( e_l \). Here a composite relation is defined between the vertices \( v_l \) and \( v_{l+1} \) as \( R = e_1 \circ e_2 \circ \ldots \circ e_l \). Once we have the composite relation, we can obtain the meta-path \( P \)’s adjacency matrix \( A_P \) by multiplying the adjacency matrices using the sequence of edge types \( (e_1, e_2, \ldots, e_l) \) as

\[
A_P = A_{e_1} \ldots A_{e_l}
\]

The attention score at the \( l \)th GT layer is obtained by the mechanism as illustrated in Fig 2. It is denoted by \( \alpha^{(l)}_{e_l} \) for edge type \( e_l \) and the product \( \prod_{i=0}^{l} \alpha^{(l)}_{e_i} \) provides us the contribution.
of the meta-path $e_t, e_{t-1}, \ldots, e_0$ and its importance for the prediction task using the attention score as the weight of the path. Hence, GTN learns the similarities between the sketches in the images in the semantic space using the meta path and thus adapts an attention mechanism for better prediction.

C. Learning Objectives

We used a combination of the following learning objectives for our overall loss function.

- **Wasserstein Distance** [27] - It measures the distance between two probability distributions. Wasserstein metric ($\mathcal{L}_w$) between cumulative distribution functions $\mathcal{F}$ and $\mathcal{G}$ for the sketch and photo embedding $\psi(y_a)$ and $\phi(x_p)$, respectively, is given as:

$$\mathcal{L}_w(\mathcal{F}, \mathcal{G}) = \inf_{\gamma \in \Pi(\mathcal{F}, \mathcal{G})} \mathbb{E}_{(\psi(y_a), \phi(x_p)) \sim \gamma}[[\|\psi(y_a) - \phi(x_p)\|]],$$

where we denote the set of all joint distributions $\gamma(\psi(y_a), \phi(x_p))$ by $\Pi(\mathcal{F}, \mathcal{G})$ whose marginals are $\mathcal{F}$ and $\mathcal{G}$, respectively. Intuitively, wasserstein distance measures the cost of optimal transport that must be done from $\psi(y_a)$ to $\phi(x_p)$ for the transformation of the distribution $\mathcal{F}$ to the distribution $\mathcal{G}$ and the mass of this transfer is indicated by $\gamma(\psi(y_a), \phi(x_p))$. We used the wasserstein distance in the visual domain as the underlying similarity between sketch and image features are more important than exactly matching their likelihoods. Unlike other distance metrics like KL-divergence, this metric is a true probability metric and considers both the probability distribution and the distance between various feature spaces. Hence, it bridges the domain gap in the features of the visual space more effectively.

- **Compatibility Loss** - We propose a novel compatibility loss. It further aligns the two visual domains by bridging their domain gap between the feature embeddings of one class (from one modality) with respect to the feature embeddings of all other classes (from the other modality) in the training set. It is calculated by computing the exponential of the euclidean distance $d(\cdot)$ between the feature embedding of an anchor sketch and a positive class image and normalising it by the sum of this distance metric for all the classes. It is given as:

$$\mathcal{L}_\text{comp} = \frac{1}{N} \sum_{i=1}^{N} e^{d(\psi(y_a), \phi(x_p))}$$

(2)

- **Domain Loss** - To enforce the mapping of sketch and image samples to a common space we obtain a domain-agnostic embedding using domain loss. We make use of a fully-connected layer as a binary domain classifier $l(\cdot)$. For a given embeddings $\phi(\cdot)$ and $\psi(\cdot)$ for image and sketch, respectively, we want to predict their domain. We set a hard decision boundaries for the domain classifier ($t$ and $1-t$) in the min-max optimisation, where $t \in (0, 1)$. Hence, the domain loss is defined as:

$$\mathcal{L}_\text{dom} = \frac{1}{N} \sum_{i=1}^{N} ((1-t) \psi(y_a) + t \phi(x_p) + t \phi(x_n))$$

(3)

- **Classification Loss** - In addition to bridging the domain gaps, we also want to make the feature embeddings class-wise discernible. The standard cross-entropy loss is used for this as the classification loss and a linear classifier is connected to the shared embedding features. This ensures that the output features preserve the discriminate characters within each training category. Let $l_i$ represent the ground truth labels. This is given by,

$$\mathcal{L}_\text{cls} = -\frac{1}{N} \sum_{i=1}^{N} \log P(l_i | \psi(y_a)) - \log P(l_i | \phi(x_p))$$

(4)

- **Semantic Loss** - This loss forces the encoding of the semantic information in the obtained embedding by making use of a decoder network that reconstructs the semantic information of the corresponding category from the generated embedding by minimizing the cosine distance with the semantic representation of the category and the reconstructed feature vector. Let $c \in 3^n$ be the corresponding category of the anchor $y_a$. We obtained the semantics of this category by the word2vec [29] embedding trained on part of Google News dataset (~ 100 billion words), GloVe [30] and fastText [31]. Let $h : \mathbb{R}^D \rightarrow \mathbb{R}^{500}$ be the semantic reconstruction network and $s = \text{embedding}(c) \in \mathbb{R}^{500}$ be the semantics of the given category. We denote the cosine loss as $l_c(\cdot)$ and the semantic loss is defined as:

$$\mathcal{L}_\text{sem} = \frac{1}{N} \sum_{i=1}^{N} (l_c(\psi(x_a), s_i) + l_c(\phi(x_p), s_i) + l_c(\phi(x_n), s_i))$$

(5)

The overall loss function is the sum of all the above mentioned learning objectives is given by $\mathcal{L} = \lambda_1 \mathcal{L}_\text{comp} + \lambda_2 \mathcal{L}_\text{dom} + \lambda_3 \mathcal{L}_\text{cls} + \lambda_4 \mathcal{L}_\text{sem} + \lambda_5 \mathcal{L}_w$. Here, $\lambda_1, \lambda_2, \lambda_3, \lambda_4$, and $\lambda_5$ are the hyper-parameters of the network. We use an Adam optimizer to train the network using the mini-batch stochastic gradient descent approach.

III. EXPERIMENTS

Datasets. We use the standard benchmarked Sketchy-extended [28], TU-Berlin-extended [1] and Quickdraw-extended [10] datasets for our experiments. Sketchy consists of 125 categories out of which we used the 104:21 train:test split as mentioned in [12], which ensures that the testing categories do not previously appear in the ImageNet dataset during the pretraining stage. The TU-Berlin-Extended [1] consists of 250 categories of images and sketches out of which we randomly choose 30 classes for testing. The Quickdraw-extended dataset [10] consists of 330,000 sketches and 204,000 photos in total spanning across 110 categories, where we used 80 categories for training and 30 for testing.

Implementation Details. We created the adjacency matrix for the semantic features for the Sketchy, TUB, and Quickdraw dataset by using the cosine distance as the weight of the edges.
TABLE I
A PERFORMANCE COMPARISON OF OUR GTZSR MODEL WITH SOTA ON ZS-SBIR (TOP) AND GZS-SBIR (BOTTOM) ON THE EXTENDED SKETCHY, TU Berlin, AND QUICKDRAW DATASETS. THE ‘-’ REPRESENTS THE EVALUATION METRICS WHICH WERE NOT REPORTED IN THE PUBLISHED PAPERS.

| Model | Sketchy-ext | TU Berlin-ext | Quickdraw-ext |
|-------|-------------|---------------|---------------|
|       | mAP P@100   | mAP@200       | mAP P@100     | mAP@200 |
| Siamese CNN [32] | 13.2       | 17.5        | -            | -       |
| SaN [33] | 11.5       | 12.5        | -            | -       |
| GN Triplet [28] | 20.4       | 29.6        | -            | -       |
| 3D shape [34] | 6.7        | 7.3         | -            | -       |
| DSH [17]  | 17.1       | 23.1        | -            | -       |
| GDH [35]  | 18.7       | 25.9        | -            | -       |
| ZSIH [11] | 25.4       | 34.0        | -            | -       |
| ZS-SBIR [36] | 28.9       | 35.8        | -            | -       |
| SEM-PCY [9] | 34.9       | 46.3        | -            | -       |
| Doodle2Search [10] | 36.9       | 37.0        | 46.1         | 10.9    |
| SketchGCN [23] | 38.2       | 53.8        | 48.7         | 56.8    |
| StyleGuide [15] | 37.5       | 48.4        | -            | -       |
| S/AKE [20] | -          | 59.8        | 49.7         | 74.5    |
| S/TRAD (Double) [37] | -          | 50.2        | 37.9         | -       |
| S/BTKNet [38] | -          | 59.6        | 50.2         | 48.0    |
| SEM-PCY+AMDReg [18] | 39.7   | 49.4        | -            | -       |
| StyleGuide+AMDReg [18] | 41.0      | 51.2        | -            | -       |
| S/AKE+AMDReg [18] | 55.1       | 71.5        | -            | -       |
| PC/SN [39] | 52.3       | 61.6        | -            | -       |
| OCEAN [40] | -          | 54.9        | 57.9         | 39.8    |
| BDA-SketRet [19] | 43.5       | 51.2        | 45.8         | 55.6    |
| GTZSR (Ours) | 68.6       | 72.5        | 72.6         | 69.4    |

ZSIH [11] | 21.9       | 29.6        | -            | -       |
| ZS-SBIR [12] | 14.6       | 19.0        | -            | -       |
| SEM-PCY [9] | 30.7       | 36.4        | -            | -       |
| SEM-PCY+AMDReg [18] | 32.0      | 39.8        | -            | -       |
| StyleGuide+AE ND [15] | 33.0   | 38.1        | -            | -       |
| OCEAN [40] | -          | 44.3        | 54.7         | -       |
| BDA-SketRet [19] | 22.7       | 25.1        | 22.6         | 33.7    |
| GTZSR (Ours) | 61.7       | 64.0        | 65.1         | 62.5    |

We used VGG-16 [41] pre-trained to model the encoding networks. This encoding network tries to embed the images and the sketches into a common semantic space. Then we use the semantic preserving network, which takes the features embedded using the encoding network as input and utilizes the side information to force the sketch and images to maintain their category level relations. The 300-D word embeddings were created using word2vec for each class name and were used as the side information. Side information is essential since we have a ZSL task, where not all the classes are present in the training set. We build a graph convolutional network to effectively preserve the semantic topology of the classes. We used three fully-connected layers with dimensions 256, followed by ReLU activation. To train the model, we used a batch size of 4, learning rate of $10^{-4}$, momentum value of 0.9, and a decay value of 0.0005 and trained it for 75 epochs. We assigned a weight ($\lambda$ values) of 0.25 each to the semantic loss, classification loss, domain loss and compatibility loss by tuning the hyper-parameters using grid search.

**Training and Evaluation Protocol.** To train the network, a random sketch anchor was chosen from the training set and a corresponding class positive exemplar of image and a negative class exemplar of image were chosen as the triplets for training. The negative exemplars were hard-mined samples, whose feature embedding lied nearest to that of the positive class. To adjust for the class-imbalance of samples in the datasets, we considered similar number of anchor sketches from each training class. The model was evaluated using the mean average precision (mAP) and precision at X (P@X) values. We report the performance of the model with mAP, mAP@200, P@100, and P@200 values. The P@K is equal to the percentage of relevant images in the top K ranked retrieved images. We calculate the AP values of each query using P@K as $AP@K = \frac{\sum_{i=1}^{K} P@i \times \gamma(i)}{N}$, where $N$ is total number of relevant images and $\gamma(i)$ is 1 if the ith ranked image is from the same class as the input sketch, otherwise 0. mAP@K is the mean AP@K of all queries.

IV. RESULTS AND DISCUSSIONS

We compare the performance of the proposed model with some of the existing state-of-the-art frameworks of [9]–[12], [14], [18], [19], [23], [36]. We also lay down the performances of some of the notable works in SBIR that uses the same datasets to show how the proposed model solves a more challenging ZS-SBIR problem achieves comparable performance. The train test split has also been made as random as possible to avoid any bias induced due to the training process. We report the ZS-SBIR and the GZS-SBIR performance of our model on all the four evaluation metrics on the three different datasets in Table I.
From Table I is can be seen that the proposed framework not only beats the existing state-of-the-art ZS-SBIR models, it also outperforms the existing literature in the challenging GZS-SBIR problem. Further, it shows comparable performance with the much simpler SBIR problem. Fig. 3 illustrates the top-8 retrieved samples given a sketch query from the unseen class. The green check marks denote correctly retrieved samples while red crosses denote incorrectly retrieved samples.

A. Ablation Studies

In this section, we carefully study the contribution of each of the loss functions and the model components and validate their significance by experimenting on the TU-Berlin dataset. Table II reports the performance of various ablation studies that have been conducted.

We first perform the ablation of loss terms by removing one loss function at a time from the overall objective function. First, we train the model using the full objective function minus the $L_{comp}$. A further fall is observed in the overall mAP value, validating its role in bridging the domain gap between the two visual modalities. The Wasserstein distance was minimized between the image and sketch modalities to further align them well in the embedding space and to bridge their domain gap. When we remove the Wasserstein distance from the overall learning objective, a marginal fall in the performance is observed, resulting with a mAP value of 62.1. Then, we train the entire network by removing $L_{dom}$. A fall of $\approx 4\%$ is observed in the mAP value. This validates the significance of $L_{dom}$ in making the clusters of the two modalities class-wise discernible. Finally, we train the model without using the $L_{comp}$ that helps to align the sketch and image modalities by bridging the domain gap of their embedding feature space. A clear downfall in all the evaluation metrics validate its functionality in the proposed model.

Next, we go on to study the significance of each of the network components of the proposed model. When the model is trained without the attention networks for the images and sketches, a marginal fall in the overall performance is observed. Removal of the proposed novel graph transformer layer greatly affects the performance and results in a fall of $\approx 22\%$ in the mAP value. While on the other hand, retaining just the GCN with triplet loss as similar to the architecture of [10] also results into a fall in the performance by a great margin. Hence, together the GCN layer along with the graph transformer on the semantic space effectively helps in preserving the semantic topology, capturing the class-wise context graph. The full model with all the learning objectives and network components outperforms the remaining network configuration.

V. CONCLUSION & FUTURE DIRECTIONS

We propose a novel GTZSR framework for solving (G)ZS-SBIR tasks. It comprises of convolutional networks for encoding the visual space and graph transformer network to preserve the semantic space. We use the wasserstein distance metric to bridge the domain gap between sketch and image features and instead of reducing the domain gap between individual data instances, we bring the probability distributions of both these domains closer to each other. We also propose a novel compatibility loss which brings the embeddings of one class (from one modality) with respect to the feature embeddings of all other classes (from the other modality) in the training set. Together with wasserstein loss, we are able to bridge the domain gap problem successfully. We see that our method outperforms the existing state-of-the-art models on both the (G)ZS-SBIR tasks by quite a large margin on three large-scale benchmarked datasets. In future, the sketch based image retrieval task can also be extended to a multi-labeled setup, like the presence of a car and a dog in the same image. The task then changes to multi-class zero-shot sketch-based image retrieval. In such case, a modified cross-triplet loss [42] or a quadruplet loss [43] could be found to be useful, as it can handle multi-class classification in better way by sampling more negative images for the classes.
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