Survey on cloud model based similarity measure of uncertain concepts
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Abstract: It is a basic task to measure the similarity between two uncertain concepts in many real-life artificial intelligence applications, such as image retrieval, collaborative filtering, public opinion guidance, and so on. As an important cognitive computing model, cloud model has been used in many fields of artificial intelligence. It can realise the bidirectional cognitive transformation between qualitative concept and quantitative data based on the theory of probability and fuzzy set. The similarity measure of two uncertain concepts is a fundamental issue in cloud model theory. Popular similarity measure methods of cloud model are surveyed in this study. Their limitations are analysed in detail. Some related future research topics are proposed.

1 Introduction

With the huge growth of available data, many artificial intelligence algorithms have surpassed human beings in some domains (e.g. image processing, natural language processing). However, the mechanism of processing information of human brain needs to be further studied. Cognitive science, which aims to reveal this mechanism, is the key issue of artificial intelligence. As the basic ability of cognition, to measure the similarity of concepts has become an important component in many applications. For example, it plays a crucial role in semantic information retrieval systems [1–3], sense disambiguation [1, 4], and information extraction [3, 5]. The present similarity measure of concepts can be roughly classified into two classes: (i) the methods based on structure use ontology hierarchy structure to compute the semantic similarity between concepts [2, 6–8], (ii) the methods based on information content use the information derived from concepts to measure the similarity. It is well known that uncertainty is an important property of semantic concept. Therefore, processing uncertain information of concepts is the inherent ability of human cognition. Researchers have devised many cognitive models to process uncertain concepts: probability models for randomness [9], fuzzy set models for vagueness [10], and rough set models for incompleteness and incompleteness [11], but the reality is often more complex. On the one hand, a cognitive process often includes different forms of uncertainty simultaneously. On the other hand, different people have various cognitive results for an identical concept. Uncertainty is a challenge for artificial intelligence, because it is difficult to be defined precisely. However, it does not affect people’s communication [12–16]. Human cognition is more sensitive to qualitative concept than quantitative data. For example, people have no exact concept about 40℃ water, but they can feel whether the water is hot or not. It means that data make no sense without special semantic. In human cognitive process, people can receive, store, and deal with plentiful uncertain information for identification, reasoning, decision making, as well as abstracting. Hence, it requires to study the uncertainty of human cognition in order to make that the artificial intelligence algorithms equip understanding and judgment like human, especially, the formal representation of knowledge [17–20].

Although some performances of artificial intelligence methods are excellent, the mechanism of these methods remains unclear entirely, which is considered as a challenge in the interpretability of some artificial intelligence methods. For implementing human cognitive process, cloud model (CM) [18] proposed by Li and Du describes the uncertainty of concept in human language, and reflects the unity of subjective cognition and objective world in human cognitive mechanism. There is a big gap between human cognitive mechanism and computer processing information mechanism. Computer merely processes information from samples, but human cognitive mechanism employs bidirectional cognition between knowledge and data. Human can abstract the uncertain knowledge from complex information under various backgrounds; also can generate new instances according to this knowledge. By utilising forward cloud transformation (FCT) and backward cloud transformation (BCT), CM realises transformation between qualitative knowledge and quantitative data, and implements bidirectional cognition between extension and intension of a concept, which simulates human cognitive process. CM reflects the uncertainty of qualitative concept itself. Meanwhile, it reveals the objective relationship between probability and fuzzy in uncertain concept. Furthermore, CM can be used to represent different cognitive results among various people for an identical concept. These differences are resulted by uncertainty of cognitive process and various experience of different people. Generally speaking, different people will have similar cognitive results which are not identical for the same concept. In [21], CM is naturally used to simulate the uncertain concept drift after diffusing among various people.

Since the above advantages of CM, it is an active study in various fields of artificial intelligence. For instance, in image process, after frequency of grey-scale values of pixels are transformed by BCT, image will be segmented into many parts induced by distance of CM [22–25]. In collaborative filtering, the system will calculate a score from the several nearest users according to similarity measure of CM [26–28]. In system performance evaluation, after local results conveniently transform to CM, aggregation of several close CM will form a global assessment [29–33]. Since similarity measure of CM plays a critical role in many fields, it has become a key issue for present research. Currently, many researchers devise various similarity measures for special problems, and have excellent performances [21, 26, 34–40]. Unfortunately, there is no uniform framework of similarity measure of CM, hence its criterions are absent in practice. Generally speaking, a suitable similarity measure of CM requires to distinguish the difference between two concepts and assures correct similarity conclusion.
under the background. Besides, it should be stable and high efficient, and have good interpretability in many situations. Current similarity measures defined by subjective methods dissatisfy the criterions above more or less. This paper surveys the popular similarity measures of CM and systematically analyses their distinctions and limitations. Therefore, to resolve current deficiencies, the relative solutions and future work directions are suggested.

The remainder is organised as follows. The relative definitions of CM and algorithms of FCT/BCT are introduced in Section 2. There are elaborate surveys and systematical analyses about similarity measure of CM in Section 3. Section 4 points out problems of current similarity measures of CM. Future perspectives and relative research topics are discussed in Section 5. Finally, we have some conclusions in Section 6.

2 Basic concepts of CM

In this section, we introduce the relative definitions of CM and algorithms of FCT/BCT.

Since the universality of Gaussian distribution and its wide applications, Gaussian CM (GCM) is a crucial model in diverse CMs, and its relative properties are merely discussed in this paper. GCM introduces three numerical characteristics including \( \text{Ex} \), \( \text{En} \), and \( \text{He} \) which denote mathematical expectation, entropy, and hyper-entropy, and just accords with human thought [18–20, 32, 33, 41, 42]. It depicts a unified framework of randomness and vagueness in human cognitive process, wherein the expectation represents the basic determinate domain of qualitative concept, the entropy represents the uncertainty for qualitative concept, and the hyper-entropy represents uncertainty for entropy.

**Definition 1:** [18]: Let \( U \) be a non-empty infinite set, and there is a number \( x \in U \), which is a random realisation of the concept \( C \) and satisfies \( x \sim R_{\alpha}(\text{Ex}, \text{He}) \), where \( y \sim R_{\alpha}(\text{En}, \text{He}) \) and the certainty degree of \( x \) on \( U \) is \( \mu(x) = \exp\left[-\frac{(x - \text{Ex})^2}{2\text{En}}\right] \), then the distribution of \( x \) on \( U \) is a Gaussian cloud or normal cloud, and each \( x \) is defined as a Gaussian cloud drop.

Drops from various regions make different contributions to the CM. Due to distribution property of Gaussian distribution, 99.7% of cloud drops fall into interval [\( \text{Ex} - 3\text{En}, \text{Ex} + 3\text{En} \)]. It means that we can neglect the drops out of this interval which is called core region of CM. This is the ‘\( \alpha \)’ principle of the Gaussian cloud. In the same way, 99.7% certainty degree value \( \mu(x) \) range from \( \text{y}_1 = \exp\left[-\frac{(x - \text{Ex})^2}{2(2\text{En} - 3\text{He})}\right] \), which is called the inner envelope, to \( \text{y}_2 = \exp\left[-\frac{(x - \text{Ex})^2}{2(2\text{En} + 3\text{He})}\right] \), which is called the outer envelope. We also call curve \( y = \exp\left[-\frac{(x - \text{Ex})^2}{2\text{En}}\right] \) expectation curve. Fig. 1 shows the shape and the characteristic curves of \( C(20, 6, 1) \). If \( 0 < \text{He} < \frac{\text{En}}{2} \), drops aggregate to an explicit CM, otherwise, CM is atomised, and drops are scattered. Fig. 2 shows atomisation of \( C(20, 6, 4) \). GCM is closely related to Gaussian distribution [43]. Two Gaussian kernel, inner envelope and outer envelope, form boundaries of GCM, GCM degrade into Gaussian kernel when \( \text{He} = 0 \). In other words, Gaussian kernel is an extreme situation of GCM.

Transformation from conceptual extension to intension is more complex than FCT (Algorithm 1 in Fig. 3). There are many algorithms, which are called BCT algorithms [18, 43], to realise this transformation in different situations, such as BCT-1stM, BCT-4thM, MBCT-SR. BCT requires calculability and low complexity, and minimises the computational error. The popular BCT is introduced as follows (Algorithm 2 in Fig. 4).

![Fig. 1 Characteristic curves of C(20, 6, 1)](Image)

![Fig. 2 Atomisation of C(20, 6, 4)](Image)

![Fig. 3 Algorithm 1 [18]: FCT algorithm](Image)

![Fig. 4 Algorithm 2 [18]: BCT based on the first-order absolute central moment (BCT-1stM)](Image)
3 Similarity measure of CM

It is a great challenge to deal with uncertain problems in big data era. Although information transmission and storage technology have developed to promote the ability of big data processing, it is impossible to acquire the complete and consistent knowledge from huge amount data generated every second. Besides, since human cognition is an uncertain process, it is a problem to design reasonable and objective method to quantify uncertainty in various tasks. Different people have similar (but not the same) cognitive results for an identical concept, owing to uncertainty of bidirectional cognition between extension and intension. In the multi-granularity cognitive computing, it is a key issue to merge similar knowledge from low granularity level into a high granularity knowledge. This process is called inter-transformation of granularity layers in multi-granularity space. Hence, a reasonable similarity measure of concepts should be required in many artificial intelligence fields. Since CM simultaneously describes vagueness and randomness, and conveniently transforms between extension and intension in human cognition. Researchers have proposed many similarity measures of CM under various backgrounds.

Currently, similarity measure of CM is primarily described in three aspects: conceptual extension, numerical characteristics, and characteristic curves, respectively. In extension aspect, Zhang et al. [44] first proposes calculating average distance of the extension to judge whether two CMs are similar. Many researchers define similarity based on numerical characteristics of CM. Likeness comparing method based on CM (LICM) [26] employs included angle cosine of vectors which are composed by numerical characteristics to calculate the similarity. Compared with numerical characteristics, characteristic curves include richer connotation than numerical characteristics. Thus, many researchers study the similarity of CM by characteristic curves. Li et al. [36] proposes expectation based on CM (ECM) and max boundary based on CM (MCM), which define similarity measure by overlapping area of characteristic curves. Inspired by the relationship between Gaussian distribution and GCM, researchers utilise distance of probability distributions, i.e. Kullback–Leibler divergence (KLD) [23], earth movers distance (EMD) [40], square root of the Jensen-Shannon divergence [45], to describe the concept drift which is reflected by distance between two CMs. In this section, we introduce primary similarity measures of CM, and analyse their merits and demerits.

3.1 Similarity measure based on concept extension

CM is composed by abundant drops and their certainty degree. Although a single drop is insignificant in CM, abundant drops can express a concept due to stable some statistical characteristics. Distribution of drops is non-uniform. They focus on the map of cloud, while are sparse on the bottom. These statistical characteristics are used to define the similarity measure of CM. Calculating distance of cloud drops is intuitonistic to understand and implement. It is crucial step to calculate the Distance(\(j\)) from step 2 to step 3 in Algorithm 3 (Fig. 5). The algorithm prefers judging whether two CMs are similar rather than similarity value itself, because that Distance(\(j\)) is affected by min, sample size \(n\) and other random factors. Meanwhile, the threshold \(\delta\) is subjective value. Various thresholds will lead to different results of similarity measure. Furthermore, \(C_{n1}^{(1)}\) is a very huge number even if \(n_1\) and \(n_2\) are small. For instance, \(C_{998}^{(1)} = 497503\) for \(n_1 = 996\) and \(n_2 = 998\), complexity of the algorithm is very high. Cai et al. [39] introduces fuzzy cut to reduce the drop scale, and then decreases the complexity of algorithm. But it still cannot overcome the defect of instability. In addition, similarity measures of CM based on drops distance is equal to 1 of two identical concepts, because drops are generated with random. It violates human cognition. To address these defects, it is necessary to study stable similarity measure of CM which conforms to human cognition.

3.2 Similarity measure based on numerical characteristics

Uncertain information is involved in conceptual extension and is expressed by numerical characteristics of CM. In collaborative filtering, LICM denotes CM by a 3D-vector which is composed by numerical characteristics. Similarity measure is defined by included angle cosine of these vectors.

Definition 2: [26]: Let \(v_1\) and \(v_2\) be two 3D-vectors composed by numerical characteristics with respect to two CMs \(C_1(Ex_1, En_1, He_1)\) and \(C_2(Ex_2, En_2, He_2)\). The similarity measure of them is defined by included angle cosine, i.e.

\[
\text{sim}(C_1, C_2) = \cos v_1 \cdot v_2 = \frac{v_1 \cdot v_2}{\|v_1\|\|v_2\|},
\]

where \(v_1 = (Ex_1, En_1, He_1)\), \(v_2 = (Ex_2, En_2, He_2)\), and \(|\cdot|\) is 2-norm.

The value of similarity ranges from 0 to 1. When two CMs are identical, the similarity value equals to 1. It is more stable and has higher efficiency than Algorithm 3. However, it does not reflect the relationships among numerical characteristics. It will violate human cognition in some situations. For example, \(\text{sim}(C_1, C_2) = 1\) where \(C_1(3, 1, 0.3)\) and \(C_2(6, 2, 0.6)\), it is obvious that two CMs are not identical.

3.3 Similarity measure based on characteristic curves

Conceptual intension also can be denoted by characteristic curves which illustrate the variation range of the certainty degree of cloud drops. The area under the characteristic curve indicates the uncertain information of a concept. It is obvious that larger overlapping area under characteristic curves of two CMs indicates higher similarity between them. Similarity measure based on characteristic curves, ECM and MCM, are intuitively introduced in [36], and are systematically analysed from properties and algorithm complexity. Since they include inter-connections among numerical characteristics, they obtain higher classifying precision than LICM. It is verified in [36] by classification of time series.

\[\text{Input:}\] Two cloud models \(C_1\) and \(C_2\), the sample size \(n\), the threshold value of similarity \(\delta\)

\[\text{Output:}\] whether are similar between \(C_1\) and \(C_2\)

\[\text{Step 1:}\] Generate \(n\) drops of \(C_1\) and \(C_2\) respectively based on Algorithm 1.

\[\text{Step 2:}\] Sort \(n\) drops of \(C_1\) and \(C_2\) respectively from small to large.

\[\text{Step 3:}\] Delete drops being out of core regions. Remain \(n_1\) drops of \(C_1\) and \(n_2\) drops of \(C_2\).

\[\text{Step 4:}\] If \(n_1 \leq n_2\), there are \(C_{n_1}^{(n_2)}\) combinations drawing \(n_1\) drops from \(C_2\). Calculate difference square of different parts between two clouds for each combination, denoted by \(e(j)\) (\(j = 1, 2, \ldots, C_{n_2}^{(n_1)}\)). Deal with \(n_1 \geq n_2\) analogously.

\[\text{Step 5:}\] Calculate similarity = \(\frac{\sum \text{Distance}(j)}{n}\)

\[\text{Step 6:}\] If \(\text{similarity} < \delta\), two cloud models are similar, otherwise are not.

\[\text{Fig. 5}\] Algorithm 3: concept extension based similarity measure (CS) [44]
For two CMs $C_1(E_{x_1}, E_{n_1}, H_{e_1})$ and $C_2(E_{x_2}, E_{n_2}, H_{e_2})$, ECM is defined as follows:

$$ECM(C_1, C_2) = \frac{2S}{\sqrt{2\pi}(E_{n_1} + E_{n_2})}$$  \hspace{1cm} (1)

where $S$ (blue area in Fig. 6) is overlapping area under expectation curves. The value of this similarity measure also ranges from 0 to 1, since $\sqrt{2\pi}E_{n_1}$ and $\sqrt{2\pi}E_{n_2}$ equal to the area of region under expectation curve of $C_1$ and $C_2$, respectively. It equals to 1 with two identical CMs and equals to 0 if no intersection in core region of $C_1$ and $C_2$. Following algorithm is ECM, and MCM can be calculated analogously by replacing expectation curves with outer envelopes.

Algorithm 4 (Fig. 7) is efficient, stable, and explicable. It depicts similarity on geometrical perspective that reflects the relationship between mathematical expectation and entropy, but it neglects hyper-entropy. Although hyper-entropy is considered in MCM, it will fail when hyper-entropy is very large. Based on this work, researchers propose improved methods to Algorithm 4. Restricted hyper-entropy expectation method-based CM (RHECM) \[46\] utilises an area ratio of ‘soft conjunction’ to ‘soft disjunction’. The ratio is determined by combination of entropy and hyper-entropy. Similarity is defined by overlapping area under characteristic curves, whether ECM, MCM or RHECM tend to 0 when a concept is clear due to their small area under characteristic curves. For two concepts $C_1(15, 0.01, 0.001)$ and $C_2(15, 5, 1)$, it is obvious that $C_1$ is more accurate than $C_2$. It violates human cognition that their similarity is approximately 0 by ECM. To solve this problem, concept skipping indirect approach of CM \[47\], which is inspired by concept skipping in multi-granularity space, uses area ratio of basic concepts to a synthetical concept to define the similarity indirectly. Mutual membership degree based similarity measurement between CMs \[48\] calculate proportion of mutual overlapping area under expectation curve and average the proportion to determine similarity.

Wang et al. \[43\] indicate that there is close relationship between Gaussian distribution and GCM. Many researchers use distance of probability distributions to define the dissimilarity. Concept drift means the distance of two concepts in knowledge space, and smaller distance indicates higher similarity of them. Xu and Wang \[21\] initially employ KLD of outer envelope of CM to calculate the drift. With EMD applied to describe distance of multi-granular knowledge space \[49, 50\] successfully, Yang et al. \[40\] propose the multi-granularity similarity measure. These methods are stable, efficient, explicable but have low discriminability. For example, $\text{sim}(C_1, C_2) = 1$ where $C_1(5, 9, 1)$ and $C_2(5, 6, 2)$ in \[51\], it is obvious they are not identical.

Table 1 shows the comparisons among similarity measures mentioned above on discriminability, efficiency, stability, and interpretability perspectives. Discriminability means that the similarity measure can distinguish the difference between two concepts if they are not identical. Efficiency means the time complexity of computing similarity between two concepts. Stability means that the value of similarity is invariant in multiple computation. Interpretability means that the computing process of similarity measure is interpretable. As analysed above, CS can distinguish any two concepts if they are not identical, but it has high time complexity. Although it is very intuitionistic to compute similarity by conceptual extension, the results are different every time for two invariant concepts. LICM has high efficiency and stability, but it does not distinguish the difference between two concepts which have the same proportion of numerical characteristics. Besides, considering numerical characteristics as a vector does not reflect the relationships among the numerical characteristics, which lacks interpretability of computing process. MCM, ECM, KLCM, EMDCM are all similarity measures based on characteristic curves. They have high efficiency and stability like LICM, but they do not find the difference between two different concepts in some special situations due to neglecting the variation of hyper-entropy. Moreover, they only have partial interpretability due to the absence of relationship between entropy and hyper-entropy.

Fig. 8 shows properties on similarity measures of the three categories. There are four colours to represent different properties. If a kind of similarity measure lacks some properties, then these properties are denoted as light colour and are separated from entirety. In summary, similarity measures based on extension have the highest discriminability and interpretability, but they are unattainable in practice due to their lowest efficiency and instability. Although methods based on

**Table 1** List of similarity measures of CM

|                | CS    | LICM  | MCM  | ECM  | KLCM | EMDCM |
|----------------|-------|-------|------|------|------|-------|
| discriminability | high  | low   | low  | low  | low  | low   |
| efficiency      | low   | high  | high | high | high | high  |
| stability       | low   | high  | high | medium | high | high  |
| interpretability| high  | low   | medium | medium | medium | medium |
Fig. 8  Properties of similarity measures based on three aspects

4 Problems of current similarity measures

4.1 Absence of domain-specific

Similarity measure of CM is studied based on extension (cloud drops, uncertainty degree) and intension (numerical characteristics, characteristic curves), but domain-specific is barely noticed, which leads to incorrect results in certain situations sometimes. Extension reflects similarity of CM directly, but it is incapable for applications due to the complexity of algorithm from analyses above. Although three numerical characteristics indicate stable tendency of cloud drops, their meanings are different. Hence, they should be computed by a reasonable method in various situations. In fact, similarity measure is used to evaluate similarity extent of CM, it deserves to study that the same value of similarity measure expresses different similarity extent under various backgrounds. In other words, different concepts have different sensitivity to the value of similarity measure.

Example 1: In the task of time series anomaly detection, similarity is major impacted by distribution of data and variation of tendency. Two-dimensional normal cloud representation has been proposed to dimensionality reduction for time series [52–54]. On the raw date-time, expectation \( E_t \) equals to mean of raw date, which is related to the statistics of time series in the time window \( t \). Entropy \( E_t \) and hyper-entropy \( H_t \) reflect the range of variation, which are small changes in different time windows. The changing of tendency over time is focused on the residual time. Expectation \( E_t \) reflects macro-tendency of variation, and entropy \( E_t \), hyper-entropy \( H_t \) describe uncertainty of the tendency. Tendency changes little in different time windows, so similarity residual time should be more sensitive to value of similarity measure than it on raw time. For example, for \( C_1(14, 2, 4, 8, 1, 2) \) and \( C_2(10, 6, 2) \) on raw time, although there is a gap between expectations, the difference of variation is little. They are regarded as distribution of same time series in different time windows. However, they are considered as an anomalous time series on residual time owing to the gap of expectations, even though the same value of similarity measure is regarded as normal on raw time.

4.2 Absence of unified evaluation criterion

Current similarity measures lack reliable theoretical basis from analyses of previous section. It absorbs stability based on extension and interpretability base on intension. Various meanings of three numerical characteristics are a universal objective fact. As the most representative and typical sample of the qualitative concept, mathematical expectation \( E_t \) is most significant for similarity measure of CM. However, when similarity measure is only related with data distribution rather than other attributes, the value of expectation is unimportant. For example, in image processing, similarity measure is only related with its distributions, but irrelevant with its position. Similarity is not simple combination among numerical characteristics but should equip with the clear physical meaning or reliable theoretical supporting.

Example 2: In shooting training, athletes A, B, C are evaluated by ten shooting results. Scores of them are transformed to CM \( C_1(7.9, 0.1, 0.03), C_2(8.0, 1.0, 0.08), C_3(7.5, 0.1, 0.01) \) by BCT. A has stable performance fluctuating around 7.9, and scores are more concentrated. Mean scores of B fluctuates around 8.0 is higher than A, but his performance is unstable due to sharp variance. While, C shows the most stable, but has lowest mean scores. Now we try to evaluate their similarity of shooting abilities. There are three different results: from shooting accuracy, similarity(A, B) > similarity(B, C) > similarity(A, C); on psychological quality perspective, similarity(A, C) > similarity(A, B) > similarity(B, C); in comprehensive assessment, similarity(A, C) > similarity(B, C) > similarity(A, B). However, a unified evaluation criterion is absent in similarity. Hence, three numerical characteristics should be given different weights to measure similarity in various situations.

4.3 Absence of suitable similarity measure for extensive situations

From analyses above, we know that a suitable similarity measure of CM should be equipped with stability, efficiency, discriminability and interpretability. Section 3 shows that current methods dissatisfy some criterions above. It is hard to establish a suitable similarity measure on theory perspective. This will cause inconformity in some applications.

Example 3: For CMs \( C_1(10, 5, 1), C_2(5, 2.5, 0.5), C_3(10, 5, 0.4), \) and \( C_4(10, 2, 2) \). Table 2 shows their similarity values of LICM, ECM, and MCM. Fig. 9 shows the shapes of \( C_1, C_2, C_3, \) and \( C_4 \). They are four CMs to represent different concepts by Definition 1. Based on LICM, similarity of \( C_1 \) and \( C_2 \) is equal to 1. They have same proportion of numerical characteristics. Due to significant differences between expectations of them, similarities of \( C_1 \) and \( C_2 \) are equal to 0.48 and 0.57 calculated by ECM and MCM, respectively. ECM-based similarity of \( C_1 \) and \( C_3 \) equals to 1 because they have same outer envelopes, but there are tremendous differences between them. From Fig. 9, it is easy to find that \( C_1 \) is an explicit concept, but \( C_4 \) is a chaotic concept.
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Table 2 illustrates that the discriminability of ECM and MCM surpass LICM. However, ECM and MCM are useless to distinguish concepts in extreme situations, e.g. $C_1, C_3$ and $C_1, C_4$. In a word, since these similarity measures have low discriminability, similarity values of two CMs are various by different methods. These similarity measures will cause inconformity results in applications. In other words, there is an absent suitable similarity measure to extensive situations.

5 Future perspectives

Based on semantic relationship, similarity measure of concepts is a key issue on knowledge acquisition. It is important to reveal the complex relationship of aggregated multi-granularity concepts from data in high-dimensional space. Similarity measure of CM deserves research, because the semantic interpretation of uncertainty of knowledge is described by CM on probability and fuzziness perspectives. By analysing problems of current similarity measures in Section 4, due to complex uncertainty of concepts, current methods reflect similarity on partial uncertain information. For example, characteristic curves based similarity measures only consider uncertainty of entropy $E_h$ and hyper-entropy $H_e$ in image segmentation. It tolerates more generalised similar pixels clustering. So, similarity measures of high discriminability are unnecessary in this task. (ii) In some classifying or clustering task, we require high discriminability to distinguish two concepts. Similarity measures of CM mentioned above are no longer inapplicable. A method with high discriminability should be study in the future.

In current works, similarity measures in specific situations are widely studied in various domains. We only discuss the second problem. It is obvious that neglecting the uncertain information causes low discriminability in similarity measures. Next, we try to propose the formalised definition of similarity measure of CM, then discuss the uncertainty based similarity of CM.

5.1 Similarity measure of CM based on axiomatisation

Although there are plenty of similarity measures of CM, a unified framework is required to interpret the similarity on theory perspective. Based on the distinction of elements, researchers have defined distance between two sets. Distance of fuzzy sets can be defined by this way, merely replacing membership relation by they are indistinguishable in ECM. From Section 4, there are two aspects of research in the future. (i) We study similarity measures in specific situations. These situations only consider partial uncertain information, e.g. to aggregate the similar parts of image, we only consider uncertainty of entropy $E_h$ and hyper-entropy $H_e$ in image segmentation. It tolerates more generalised similar pixels clustering. So, similarity measures of high discriminability are unnecessary in this task. (ii) In some classifying or clustering task, we require high discriminability to distinguish two concepts. Similarity measures of CM mentioned above are no longer inapplicable. A method with high discriminability should be study in the future.

In current works, similarity measures in specific situations are widely studied in various domains. We only discuss the second problem. It is obvious that neglecting the uncertain information causes low discriminability in similarity measures. Next, we try to propose the formalised definition of similarity measure of CM, then discuss the uncertainty based similarity of CM.

Table 2 | Similarity values of LICM, ECM and MCM
| LICM | ECM | MCM |
|-----|-----|-----|
| $C_1$ | $C_2$ | $C_3$ | $C_4$ | $C_1$ | $C_2$ | $C_3$ | $C_4$ | $C_1$ | $C_2$ | $C_3$ | $C_4$ |
| 1.00 | 1.00 | 0.99 | 0.96 | 1.00 | 0.48 | 1.00 | 0.57 | 1.00 | 0.60 | 0.87 | 1.00 |
| — | 1.00 | 0.99 | 0.96 | — | 1.00 | 0.48 | 0.26 | — | 1.00 | 0.61 | 0.60 |
| — | — | 1.00 | 0.95 | — | — | 1.00 | 0.57 | — | — | 1.00 | 0.87 |
| — | — | — | 1.00 | — | — | — | 1.00 | — | — | — | 1.00 |

Fig. 9 Shapes of different CMs in Example 3
membership function [55–57]. Although random and fuzzy are entirely different in essence, uncertainty measures and distances have unified forms. For example, information entropy originated from coding theory is used to measure uncertainty of fuzzy sets. KLD originated from the similarity measure between two random variables, which is also used to measure the distance between two fuzzy sets. Axiomatisation of similarity of fuzzy sets is given as follows.

Definition 3: Let $X$ be the universal set, and $\mathcal{F}(X)$ be the class of all fuzzy sets of $X$: $\mathcal{F}(X) \times \mathcal{F}(X) \rightarrow \mathbb{R} ^ +$ is a similarity measure on $\mathcal{F}(X)$ if it satisfies the axioms as follows:

(S1) $s(A, B) = s(B, A)$, $\forall A, B \in \mathcal{F}(X)$ (Symmetric),
(S2) $s(A, B) = 1$ if $A = B$ (Reflexivity),
(S3) If $A \subset B \subset C$, then $s(A, B) \geq s(A, C)$ and $s(B, C) \geq s(A, C)$, $\forall A, B, C \in \mathcal{F}(X)$ (Transitivity).

Related to the similarity, distance of CM is a measure that indicates dissimilarity between CM. It is obvious that the similarity and distance are two dual measures. Formalised definition of distance of fuzzy sets is defined as follows:

Definition 4: Let $X$ be the universal set, and $\mathcal{F}(X)$ be the class of all fuzzy sets of $X$: $d: \mathcal{F}(X) \times \mathcal{F}(X) \rightarrow \mathbb{R} ^ +$ is a similarity measure on $\mathcal{F}(X)$ if it satisfies the axioms as follows:

(D1) $d(A, B) = d(B, A)$, $\forall A, B \in \mathcal{F}(X)$ (Symmetric),
(D2) $d(A, B) = 0$ if $A = B$ (Reflexivity),
(D3) If $A \subset B \subset C$, then $d(A, B) \leq d(A, C)$ and $d(B, C) \leq d(A, C)$, $\forall A, B, C \in \mathcal{F}(X)$ (Transitivity).

Inspired by similarity measure and distance of fuzzy sets, it deserves to research the similarity measure of CM satisfying the axiomatisation based on the distinction of common elements in future.

5.2 Similarity measure of CM based on uncertainty

From analyses in Section 4, we require a rational criterion to measure similarity. As an important feature of concept, uncertainty reflects essential difference between human cognition and computer processing. A suitable similarity measure of CM should reflect the similarity based on uncertainty. Unlike probability and fuzzy set, it is intractable that CM includes more complex uncertainty. To deal with complex uncertain problems, many extended fuzzy models, which approximate to the crisp degree of membership by an interval, such as interval-value fuzzy sets [58], intuitionistic fuzzy sets [59] and vague sets [60], have been proposed. Both type-2 fuzzy sets [61] and CM employ more complex uncertain degree membership to characterise qualitative concepts. There are many different between type-2 fuzzy sets and CM [62–64]. Type-2 fuzzy sets study the fuzziness of membership value, which is considered as second-order fuzziness, and CM studies the uncertainty of membership value, which is considered as fuzziness, randomness, and the connection of them. The membership degree of type-2 fuzzy sets can be represented by a certain function or clear boundary on interval $[0, 1]$. But based on probability measure space, membership of CM is generated by random process (FCT).

Hence, its membership degree has neither certainty nor boundary, but has a stabilisation tendency. Furthermore, type-2 fuzzy sets always have consecutive uncertain region (Fig. 10a), nevertheless the uncertain region of CM composed of discrete points which is generated by a random process (Fig. 10b). In other words, the different uncertain regions are formed by FCT for an identical cloud concept every time. Although many differences of them are mentioned above, this approach to quantify similarity can be introduced in CM. As they involve two-order uncertainties. It will improve present quantified methods of uncertainty, which only consider relationship between expectation and entropy. Inspired by this, it is valuable to research similarity measure of CM based on two-order uncertainties.

6 Conclusion

The theory of CM is a useful tool to describe uncertain problems and has been gradually matured. CM also plays a significant role in uncertain artificial intelligence due to its strong ability for describing fuzziness, randomness and their connection. It realizes the bidirectional cognition between data and knowledge by using FCT and BCT. As an important method, similarity measure of CM has been widely applied in many domains. In this paper, we have divided present similarity measures of CM into three categories: conceptual extension based similarity, numerical characteristics based similarity, and characteristic curves based similarity. Moreover, we have analysed their merits and deficiencies in four aspects, i.e. discriminability, efficiency, stability, and interpretability. Then, we discuss some problems of current similarity measures in applications. Finally, we propose some future perspectives which can help us to address the problems of similarity measures in theory and application. This work will provide some valuable references for researchers in the future and will promote the studies on CM in artificial intelligence.
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