Non-strategic detection of identity-threatening information: Epistemic validation and identity defense may share a common cognitive basis
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Abstract

Readers use prior knowledge to evaluate the validity of statements and detect false information without effort and strategic control. The present study expands this research by exploring whether people also non-strategically detect information that threatens their social identity. Participants (N = 77) completed a task in which they had to respond to a “True” or “False” probe after reading true, false, identity-threatening, or non-threatening sentences. Replicating previous studies, participants reacted more slowly to a positive probe (“True”) after reading false (vs. true) sentences. Notably, participants also reacted more slowly to a positive probe after reading identity-threatening (vs. non-threatening) sentences. These results provide first evidence that identity-threatening information, just as false information, is detected at a very early stage of information processing and lends support to the notion of a routine, non-strategic identity-defense mechanism.

Introduction

“Nothing is easier than self-deceit. For what each man wishes, that he also believes to be true.”

Demosthenes (349 B.C. [1])

As Demosthenes already observed more than two thousand years ago, humans possess a host of strategies that help them maintain a positive self-concept. Psychological research on motivated reasoning [2] demonstrated that humans are prone to ignore [3], devalue [4], or simply forget [5] information that explicitly or implicitly threatens their identity. Generally, threat detection is assumed to be based on detecting an “is-ought discrepancy” [p. 194, 6]—that is, a discrepancy between a given or anticipated outcome and a preferred outcome. Discrepancy detection therefore constitutes the starting point of most models of psychological threat [7]. The present research looks at the cognitive processes underlying the detection of an identity-
related discrepancy (i.e., identity threat). More precisely, we investigate at which stage of information processing identity-threatening information is detected—parallel to comprehension or successively after comprehension. Knowing when identity-threatening information is detected and whether this is an active, deliberate or rather a passive, automatic process is particularly important for all theories concerned about the understanding of how humans cope with and react to threatening information [7–10]. If threatening information is detected non-strategically, downstream psychological reactions may also be triggered non-consciously. On the contrary, if detecting threatening information requires effort and resources, humans may have deliberate control about their defense reactions.

Epistemic reactions to identity threatening information

Humans tend to reject identity-threatening information regardless of its validity [2]. Countless studies have found that people question the validity of an information (or the credibility of its source) when that information is inconsistent with their prior beliefs, their ideological values, or their self-concept. In their seminal study, Lord, Ross, and Lepper found that proponents (opponents) of the death penalty perceived information questioning (confirming) the deterrent effect of the death penalty as inaccurate and flawed [4]. This research result was further replicated and extended with the finding that individuals reject belief-inconsistent information because it is threatening for their self-concept [11]. Recent research additionally suggests that individuals also reject information as flawed when it implies a threat to their social identity [12, 13]. The rejection of identity-threatening information has been documented in many other research contexts [14–16], all indicating that humans are prone to perceive identity-threatening information as false information. This line of research suggests for example in the field of political decision making [16] that humans have a tendency to more readily accept the validity of information that they want to believe—a phenomenon that has been referred to as motivated reasoning [2]. One intriguing question in this regard is whether identity-threatening information is actually detected as “false” in very early stages of cognitive processes or, by contrast, if labeling identity-threatening information as “false” is a strategic and, thus, more effortful coping response to the identity threat implied by that information. If our cognitive system treats identity-threatening information as false information, an identity threat should be detected at the same level and in an equally non-strategic way as any other false information (similar to the more general confirmation bias, [17]).

Theoretically, two possibilities of the time course of analyzing the validity of information are plausible and can be found in the literature [18]. We will refer to these two possibilities as the “serial model” and the “parallel model” and elaborate on those next.

Serial model

The “serial model” proposes that individuals should detect a psychological threat only in a second stage of processing, after elaborating on the consequences of the threatening information for the self. Hence, according to the serial model, our cognitive system has first to decode and comprehend the content of a message before false information is internally tagged as “false” [19]. This model is derived from the dual-stage model of language comprehension and information evaluation [20]. This model assumes that while comprehending an assertion, individuals initially accept all incoming information as being true. Evaluating the validity of the information (validation) occurs at a later stage when initially accepted information can be actively rejected. The validation process occurring at the successive stage is assumed to be cognitively demanding, implying that individuals need to have the capacity to engage in validation. Importantly, it is also strategic and optional, implying that individuals engage in such
processes only if they are motivated to do so. Hence, the serial model implies an effortful, strategic, and optional stage of evaluating information after initially accepting all incoming information as true. The model stems from empirical evidence demonstrating an affirmation bias in learning statements about fictitious facts that were either denoted as true or false (e.g., “A suffia is a cloud”; [19]). When participants were put under cognitive load or time pressure during learning these statements, they incorrectly remembered “false” statements as true. Thus, according to the dual-stage model, the evaluation of information as identity-threatening is detected only at an optional and strategic second stage of information processing. Given that the evaluative processes at this stage are cognitively costly, individuals can only be expected to engage in these processes if they pursue a specific goal that necessitates the rejection of threatening information.

It is important to point out that one crucial difference between fictitious and identity-threatening information is the amount of background knowledge individuals have available for an evaluation of the statements. For fictitious statements, such as those used by Gilbert and colleagues [19], it is unlikely that individuals had relevant background knowledge to validate the statements. For identity-threatening information, such background knowledge is very likely to exist.

Parallel model

In contrast to the serial model, the parallel model proposes that identity-threatening information is already detected during encoding. In the psychology of language, it is now widely accepted that language processing proceeds incrementally, with different types of information processed and integrated in parallel when they become available. This view is corroborated by many studies that support the assumption of parallel rather than serial processing for a wide range of psycholinguistic phenomena, from word recognition to perspective taking in discourse [21–23]. In much the same vein, recent research indicates that comprehension and validation (i.e., evaluating information with regard to its validity) of linguistic information are closely intertwined and occur in parallel rather than in successive steps [18, 24, 25]. If this was true, identity-threatening information should already be detected early, that is, parallel to encoding a message. In other words, the parallel model assumes that false information is detected parallel to comprehending the information, leading immediately to false information being flagged as “false.” This model is based on research showing that the validation of incoming information can occur automatically during comprehension, that is, independent of an effortful and strategic successive processing stage [25]. For instance, Richter, Schroeder, and Wöhmann [26] demonstrated that individuals reject false assertions (such as “Soft soap is edible”) as efficiently as they verified true assertions (such as “Perfume contains scents”), even under additional cognitive load. Richter and colleagues argued that an automatic validation process protects mental representations from being contaminated by false or inaccurate information, thereby enabling an efficient rejection of factually false assertions.

Isberner and Richter [27, 28] provided further evidence that validation is a routine and non-strategic process concerning factual knowledge. In the Stroop-like paradigm used, participants were provided with either a false or true assertion (e.g., assertion: “Soft soap is edible”). However, participants’ task was unrelated to the validity of the assertion. Rather, participants worked on a non-evaluative simple probe task in which they had to react as quickly as possible to a “True”/“False” probe stimulus by pressing one of two different keys (i.e., the key “k” if the word “True” appeared on the screen). Hence, this experimental task does not require or encourage validation, since the reaction (positive [“True”] or negative [“False”] response) is independent of the presented assertion (see also [29]). Isberner and Richter predicted that if
validation occurs routinely (i.e., automatically) during comprehension, a negative response
tendency should occur for false assertions. This means that it should be harder to provide a
positive response (i.e., pressing “k” for “True”) after reading false information because the vali-
dation process interferes with the positive responses in the task and thus, slows down response
times. Supporting their reasoning, task-irrelevant validity of the statements differentially
affected response latencies, resulting in a significant interaction of validity and required
response. After reading invalid assertions, positive responses were much slower compared to
reading valid assertions. In the meantime, similar epistemic Stroop effects have been demon-
strated for different types of information, including audio-visual information [30] and opinion
statements that were consistent or inconsistent with participants beliefs [31]. This research
suggests that false, implausible, or belief-inconsistent information elicit a negative response
tendency interfering with any kind of positive response.

Theoretical accounts of validation and its relationship to language and text comprehen-
sion emphasize that validation serves the function to detect false, implausible, or belief-inconsistent
information, allowing individuals to reject such information and construe a mental model that
is internally consistent and fits with their knowledge and beliefs [32, 33]. In that sense, valida-
tion may be construed as a basic (although not perfect) mechanism of epistemic vigilance [34,
35]. In the present context, it is important to note that the emphasis on the rejection of false or
implausible information implies that the processing of such information should interfere with
positive responses, but not so much that the processing of true or plausible information inter-
feres with negative responses. In line with these assumptions, most studies based on the episte-
mic Stroop paradigm found interference effects for positive responses in the presence of false,
implausible, or belief-inconsistent information, but not for negative responses in the presence
of true, plausible, or belief-consistent information (for overviews, see [34, 36]). In the light of
the available theory and research, we restrict our hypotheses to interference effects that occur
in identity-threatening information combined with positive responses.

**The present research**

Similar to easily accessible general world knowledge, individuals already possess all the relevant
information to evaluate identity-threatening information. As a result, and in line with the parallel
model, we argue that the detection of identity threatening information and its consequential rejec-
tion occurs already parallel to the encoding of the information in a passive validation process. Put
differently, we postulate an automatic, non-strategic identity protection process that enables the
effortless validation of identity-threatening information. Thus, we expect the automatic detection
of identity-threatening information to be similar to the automatic detection of false information.
To test this assumption, we adopted the paradigm by Isberner and Richter [28] and extended this
design such that participants had to react to the probe (“True” vs. “False”) after being presented
with (a) false, (b) true, (c) identity-threatening, and (d) identity-non-threatening statements. Rep-
licating Isberner and Richter [28], we expected that, when a reaction to the probe “True” is
required, participants react more slowly after false than after true statements. In addition, we
expected that participants react more slowly after identity-threatening than after non-threatening
statements when a positive response is required. More precisely, the difference in reaction times
between true and false statements should be similar to the difference in reaction times between
identity-threatening and non-threatening statements.

**Method**

Data files and analysis scripts for all analyses reported here and the full experimental materials
are available on the OSF (https://doi.org/10.17605/OSF.IO/589W).
Participants
Seventy-nine native German speaking psychology students participated in the study. Data from two participants, who afterwards admitted that they had not followed the instructions properly, were excluded from the analysis. Therefore, the final sample consisted of 77 participants (79% women, age: \( M = 23.89; \ SD = 3.91 \) years). Participants provided informed consent at the beginning of the experiment and were reimbursed with 6 € or course credit.

Material
The stimuli were true, false, threatening, and non-threatening sentences of the structure "[Psychologists] [verb] [. . .]," for example, "Psychologists are sometimes hungry" (the actual stimuli were in German; e.g., "Psycholog(inn)en sind manchmal hungrig"). A norming study (\( N = 10 \) psychology students) was conducted to select sentences that were threatening vs. non-threatening and true vs. false. Participants in that norming study read 160 sentences and rated whether the sentences were true or false, how certain they were in this judgment (7-point scale ranging from 1 = very uncertain to 7 = very certain), and to what extent the assertions were threatening to their identity as a psychologist (on a 4-point scale ranging from 1 = not threatening at all to 4 = very threatening). Certainty ratings were included as a meta-judgmental indicator of belief strength [37]. This norming study allowed for categorizing sentences into threatening (high threat, moderate subjective trueness, and moderate judgment certainty), non-threatening (low threat, moderate subjective trueness, and moderate judgment certainty), true (low threat, high subjective trueness, and high judgment certainty), and false (low threat, low subjective trueness, and high judgment certainty) assertions (for a similar procedure, see [26]).

Based on the results of the norming study, 16 true (e.g., "Psychologists often live in cities") and 16 false assertions (e.g., "Psychologists do not like coffee") were selected. On average, the proportion of true-judgments differed significantly between true sentences (93%) and false sentences (2%); \( t(15) = 42.37, p < .001 \), \( d = 28.33 \). In contrast, certainty ratings (true sentences: \( M = 5.40, \ SD = 0.99 \); false sentences: \( M = 5.32, \ SD = 0.67 \); \( t(15) = 0.23, p = .81, \ d = 0.10 \) and threat ratings (true sentences: \( M = 1.51, \ SD = 0.35 \); false sentences: \( M = 1.49, \ SD = 0.15 \); \( t(15) = 0.21, p = .84, \ d = 0.08 \) did not differ significantly between the respective types of sentences. In addition, 16 identity-threatening (e.g., "Psychologists are very unpopular") and 16 non-threatening sentences (e.g., "Psychologists are often altruistic") were selected. On average, threat judgments differed significantly between threatening sentences (\( M = 2.79, \ SD = 0.48 \)) and non-threatening sentences (\( M = 1.20, \ SD = 0.25 \); \( t(15) = 13.67, p < .001, \ d = 3.21 \). In contrast, neither the proportion of true judgments (threatening sentences: 44%; non-threatening sentences: 46%; \( t(15) = 0.45, p = .66, \ d = 0.15 \)) nor average certainty judgments (threatening sentences: \( M = 4.15, \ SD = 0.35 \); non-threatening sentences: \( M = 3.99, \ SD = 0.51 \); \( t(15) = 1.06, p = .31, d = 0.37 \)) differed between the respective types of sentences. Furthermore, 64 items from the remaining sentences were chosen as filler items. In 48 of these trials "psychologists" was replaced by "physicians."

Procedure
The procedure closely followed Isberner and Richter [27]. Participants were tested in groups of up to five individuals in a cubicle lab, where they worked individually on computers. After informed consent was obtained (see below), participants were made familiar with the computerized task. They were asked to rest the index fingers of their left and right hand on the two response keys throughout the experiment and to respond as fast and as accurately as possible. All stimuli were presented in an individually randomized order. After every 40 trials,
participants were allowed to take a short break. The first eight were practice trials, after which participants had the opportunity to ask questions before starting the actual experiment. Response latencies of the practice trials were not included in the analyses. All stimuli were presented word-by-word on a computer screen using Rapid Serial Visual Presentation with a fixed rate of 300 ms per word; all words were presented in black font (Arial, approximate height 1 cm) against a white background. Every trial was followed by a blank screen presented for 1,000 ms (see Fig 1).

**Experimental trials.** In the 64 experimental trials, the probe “**Richtig**” (“True”) or “**Falsch**” (“False”) appeared after the final word of the stimulus sentence, prompting participants to respond with the corresponding key (“k” for the “True” probe, “d” for the “False” probe). Half of the trials were presented with the “True” probe and the other half with the “False” probe. The probe was presented orthogonally to the condition of the sentence; that is, it was independent of truth and threat of each sentence. Importantly, participants were only required to identify the probe word and press the corresponding key, regardless of proposition of the sentence. The probe remained on the screen until the participant provided a response.

**Filler trials.** In the 64 filler trials, the probe appeared after the second to fifth word (16 trials each) of the sentence to make the appearance of the probe less predictable. Half of the filler trials were presented with the “True” probe, whereas the other half were presented with the “False” probe.

**Comprehension questions.** On half of 64 filler trials, a comprehension question was presented immediately after the sentence, which required comprehension but not validation of
the sentence. Specifically, participants were asked to indicate whether the sentence described an action. Participants were informed before the experiment that they would be asked comprehension questions and were instructed to process the content of the sentences to be able to answer these questions. To make sure that participants understood the importance of reading for comprehension before starting the actual experiment, half of the practice trials included comprehension questions.

**Ethics statement.** Before starting the study, informed consent was obtained. Participants read detailed information regarding ethical guidelines (i.e., that the data would be fully anonymized, that participation was voluntary, that they had the right to withdraw their consent to participate at any time, etc.). Only participants who gave their consent could start the study. The study was conducted as part of a research project for which no ethics approval was required, neither from the funding agency nor from the department. According to German laws and ethical regulations for psychological research (see [https://www.dgps.de/die-dgps/aufgaben-und-ziele/berufsethische-richtlinien/#c53](https://www.dgps.de/die-dgps/aufgaben-und-ziele/berufsethische-richtlinien/#c53)), gathering IRB approval is not necessary if (i) the data are fully anonymized, (ii) the study does not involve deception, (iii) participants' rights (e.g., voluntary participation, the right to withdraw their data, etc.) are fully preserved, and (iv) participating in the study is unlikely to cause harm, stress, or negative affect. The present study met all of these criteria; therefore, no IRB approval had to be obtained. All collected information that could have made identification of participants possible were deleted before analysis (i.e., e-mail addresses collected for the raffles).

**Design**

The design was a full 4 (condition: threat, no-threat, false, true) × 2 (probe: positive [“True”] vs. negative [“False”]) within-subjects design. The order in which probes (“True” vs. “False”) were combined with a sentence was counterbalanced across participants. Response latencies were recorded as dependent variables. Before the experiment, participants’ social identification with psychology students was measured with an established self-report measure (ranging from 1 to 6; \( M = 3.97, SD = 0.55, [38] \)). An exploratory analysis including participants’ social identification as a covariate did not alter the effects reported here, nor did identification moderate these effects. We therefore refrain from reporting these analyses here.

**Results**

**Data analysis**

Response latencies were analyzed with a linear mixed model (LMM) with participants and items included as random factors, which implies that participants’ mean reaction times (i.e., individual differences in responsivity) as well as items’ mean reaction times (i.e., difficulty differences between items) were allowed to vary. This type of analysis accounts for the fact that both participants and items represent samples of larger populations. LMM allows for a stringent test of the hypothesized effects of the independent variables in one single model by crossing random effects for participants and items [39]. Probe (true = 1, false = -1) and condition were contrast-coded (contrast 1 “threat validation”: threatening = 1, non-threatening = -1, false = 0, true = 0; contrast 2 “truth validation”: threatening = 0, non-threatening = 0, false = 1, true = -1; contrast 3 “threat vs. truth”: threatening = 1, non-threatening = 1, false = -1, true = -1) and included as fixed effects into the model, complemented by the respective interaction terms. We expected the contrast 1 “threat validation” × probe and the contrast 2 “truth validation” × probe interaction terms to be similar in size and direction: when a positive reaction is required, non-threatening and true assertions should lead to faster responses compared to threatening and false assertions. In addition, the presentation position of each sentence (1 to
128) and the sentence length (4 to 10 words) were included as covariates to control for position and length effects.

The LMM analysis was conducted with the lmer command of the lme4 package for R [40] and t-values and degrees of freedom were calculated using lmerTest (which implements Satterthwaite’s approximation; [41]). For the sake of conciseness, only significance tests for the independent variables are reported in the text as these are directly relevant for the hypotheses.

Response latencies were calculated for correct responses (97% of the responses in experimental trials) and latencies deviating more than three standard deviations from either the subject or item mean (6.60% of all correct latencies) were treated as outliers and removed from the data set [27]. Fig 2 displays the mean correct response latencies as a function of condition and probe and Table 1 shows the results of the LMM for the fixed effects. According to the parallel model false and threatening assertions should delay positive (but not negative) responses whereas the serial model does not assume an interfering effect of threatening and false assertion on positive responses.

Participants reacted quicker to a positive probe ($M = 633, SD = 192$) than to a negative probe ($M = 653, SD = 193$), $t(4466) = 5.02, p < .001$. However, this effect was qualified by the

![Fig 2. Mean response latency by condition and probe. The figure was computed with the R-package ggstatsplot [42]. Error bars correspond to ±1 standard error of the mean computed for within-subjects designs [43].](https://doi.org/10.1371/journal.pone.0261535.g002)

Table 1. Results for the fixed effects of the LMM.

|                          | Estimate | SE  | Df  | t-value | p     |
|--------------------------|----------|-----|-----|---------|-------|
| (Intercept)              | 647.85   | 15.02 | 88  | 43.12   | < .001|
| Item position            | -33.85   | 2.15 | 4477| 15.77   | < .001|
| Sentence length          | -15.12   | 4.76 | 59  | 3.18    | 0.002 |
| Contrast 1 “threat validation” (threatening vs. non-threatening) | 21.57 | 13.37 | 59  | 1.61    | 0.112 |
| Contrast 2 “truth validation” (true vs. false)              | 14.52    | 13.19 | 58  | 1.10    | 0.275 |
| Contrast 3 “threat vs. truth” (threatening & non-threatening vs. true & false) | 17.67 | 18.75 | 59  | 0.94    | 0.350 |
| Probe                    | 21.17    | 4.21 | 4466| 5.02    | < .001|
| Contrast 1 “threat validation” × probe                    | -25.12   | 11.93 | 4467| 2.11    | 0.035 |
| Contrast 2 “truth validation” × probe                      | -23.73   | 11.90 | 4466| 1.99    | 0.046 |
| Contrast 3 “threat vs. truth” × probe                      | -11.70   | 16.85 | 4466| 0.69    | 0.488 |

N$_{participants} = 77$, N$_{items} = 64$.

https://doi.org/10.1371/journal.pone.0261535.t001
interactions terms contrast 1 “threat validation” × probe, \( t(4467) = 2.11, p = .035 \), and contrast 2 “truth validation” × probe, \( t(4466) = 1.99, p = .046 \). Simple main effects analysis revealed, in line with the predictions of the parallel model, that positive responses were faster after non-threatening sentences (\( M = 623, SD = 177 \)) than after threatening sentences (\( M = 653, SD = 205 \)), \( t(76) = 2.86, p = .005, d = 0.32, 95\% CI [0.09, 0.55] \). Similarly, and replicating Isberner and Richter [28], positive responses were faster after true sentences (\( M = 615, SD = 190 \)) than after false sentences (\( M = 639, SD = 192 \)), \( t(76) = 2.71, p = .008, d = 0.31, 95\% CI [0.08, 0.53] \). Additionally, we tested whether these simple effects differ in size by testing the difference of the threatening minus the non-threatening sentences of positive responses (\( M = 29, SD = 90 \)) against the difference of the false minus the true sentences of positive responses (\( M = 24, SD = 78 \)). In line with the parallel model, these effects did not differ significantly, \( t(76) = 0.42, p = .67, d = 0.05, 95\% CI [-0.18, 0.27] \). Reacting time differences between false and threatening information were neither significant for positive responses \( (t(76) = 0.32, p = .75) \) nor for negative responses \( (t(76) = 0.24, p = .81) \).

**Discussion**

This experiment tested whether identity-threatening information is detected at the earliest possible stage of information processing, namely parallel to the comprehension of the respective information. The results demonstrate that—similar to false information and in line with the parallel model—identity-threatening information is subject to a very early processing interference. This interference indicates that people non-strategically flag identity-threatening information similar to false information while encoding the information. These results favor the parallel model over the serial model proposing that identity-relevant information is validated parallel to, rather than after, comprehension. These findings contribute to the current literature on threat detection and its psychological consequences by emphasizing the non-strategic nature of cognitive reactions to identity threats [7].

One reasonable interpretation of these results is that, at an early stage of information processing, our cognitive system does not differentiate between identity-threatening and false information and tags threatening information as “false” during comprehension. This interpretation is supported by the fact that the caused interference of identity-threatening information was of similar magnitude as the interference caused by false information. It also resonates with Richter’s proposal that one key task of language validation is to maintain coherent mental representations in general [18]. The present result may have been caused by such a coherence maintenance mechanism that encompasses identity-related constructs. This interpretation is in line with theories assuming a general conflict monitoring mechanism [44] and a general pattern by which individuals detect and react to various kinds of threat [7]. Based on the results reported here, one could speculate that language validation processes detect any discrepancies between new information and individuals’ existing mental representations—regardless of whether the information is knowledge- or identity-related. Such a general validation process may be the cognitive basis for the discrepancy detection mechanism proposed by Jonas and colleagues [7] and the general conflict monitoring mechanism proposed by Proulx and colleagues (at least concerning linguistic information) [44]. In that sense, the rejection of identity-threatening information might be viewed as an instance of the more general confirmation bias, that is, the tendency to process information in a way that preserves one’s prior beliefs [17].

However, a valid alternative interpretation is that, even though the interference is similar, the underlying mechanism may be different. Following this interpretation, one system would be responsible for validating factual information and the other for validating identity-relevant
information (i.e., threat detection). Both systems would evaluate incoming information with regard to their validity. Future research could investigate whether the observed interferences are caused by one general or two distinct mechanisms.

In sum, our results indicate that when humans are confronted with identity-threatening information, our mental system detects the identity threat at the earliest level of information processing, that is, parallel to encoding the information. Returning to Demosthenes’ observation, it seems that we not only consciously want to believe in information we wish to be true, but that our mental system initially handles undesirable information like false information, immediately dragging us down the road of self-defense.

Acknowledgments
We thank Theo Schäfer for his help in conducting the study.

Author Contributions
Conceptualization: Johanna Abendroth, Peter Nauroth, Tobias Richter, Mario Gollwitzer.
Data curation: Peter Nauroth.
Formal analysis: Johanna Abendroth, Peter Nauroth.
Funding acquisition: Tobias Richter, Mario Gollwitzer.
Investigation: Peter Nauroth.
Methodology: Peter Nauroth.
Project administration: Mario Gollwitzer.
Supervision: Tobias Richter, Mario Gollwitzer.
Validation: Johanna Abendroth, Peter Nauroth.
Visualization: Peter Nauroth.
Writing – original draft: Johanna Abendroth, Peter Nauroth.
Writing – review & editing: Johanna Abendroth, Tobias Richter, Mario Gollwitzer.

References
1. Demosthenes. The Olynthiac, and other public orations of Demosthenes. Tr., with notes, etc. by Charles Rann Kennedy; 1980. Original work published ca. 349 B.C.
2. Kunda Z. The case for motivated reasoning. Psychol Bull. 1990; 108:480–498. https://doi.org/10.1037/0033-2909.108.3.480 PMID: 2270237
3. Shepherd S, Kay AC. On the perpetuation of ignorance: System dependence, system justification, and the motivated avoidance of sociopolitical information. J Pers Soc Psychol. 2012; 102:264–280. https://doi.org/10.1037/a0026272 PMID: 22059846
4. Lord CG, Ross L, Lepper MR. Biased assimilation and attitude polarization: The effects of prior theories on subsequently considered evidence. J Pers Soc Psychol. 1979; 37(11):2098–2109. https://doi.org/10.1037/0022-3514.37.11.2098
5. Dalton AN, Huang L. Motivated forgetting in response to social identity threat. J Consum Res. 2014; 40:1017–1038. https://doi.org/10.1086/674198
6. Greve W, Strobl R. Social and individual coping with threats: Outlines of an interdisciplinary approach. Rev Gen Psychol. 2004; 8:194–207. https://doi.org/10.1037/1089-2680.8.3.194
7. Jonas E, McGregor I, Klackl J, Agroskin D, Fritsche I, Holbrook C, et al. Threat and defense: From anxiety to approach. In: Oslon JM, Zanna MP, editors. Advances in Experimental Social Psychology; 2014. pp. 219–286.
8. Branscombe NR, Ellemers N, Spears R, Doosje B. The context and content of social identity threat. In: Ellemers N, Spears R, Doosje B, editors. Social identity: Context, commitment, content; 1999. pp. 35–58.

9. Steele CM. The psychology of self-affirmation: Sustaining the integrity of the self. In: Berkowitz L, editor. Advances in experimental social psychology; 1988. pp. 261–302.

10. Stephan WG, Stephan CW. An integrated threat theory of prejudice. In: Oskamp S, editor. Reducing prejudice and discrimination; 2000. pp. 23–45.

11. Cohen GL, Aronson J, Steele CM. When beliefs yield to evidence: Reducing biased evaluation by affirming the self. Pers Soc Psychol Bull. 2000; 26(9):1151–1164. https://doi.org/10.1177/0146167200261101

12. Nauroth P, Gollwitzer M, Bender J, Rothmund T. Social identity threat motivates science-discrediting online comments. PLoS ONE. 2015; 10(2):e0117476. https://doi.org/10.1371/journal.pone.0117476 PMID:25646725

13. Nauroth P, Gollwitzer M, Kozuchowski H, Bender J, Rothmund T. The effects of social identity threat and social identity affirmation on laypersons’ perception of scientists. Public Underst Sci. 2017; 26(7):754–770. https://doi.org/10.1177/0963662516631289 PMID:26902257

14. Ditto PH, Scepan sky JA, Munro GD, Apanovich AM, Lockhart LK. Motivated sensitivity to preference-inconsistent information. J Pers Soc Psychol. 1998; 75(1):53–69. https://doi.org/10.1037/0022-3514.75.1.53

15. Lodge M, Taber C. Three steps toward a theory of motivated political reasoning. In: Lupia A, McCubbins M, Popkins S, editors. Elements of reason: Cognition, choice, and the bounds of rationality; 2000. pp. 183–213.

16. Redlawsk DP. Hot cognition or cool consideration? Testing the effects of motivated reasoning on political decision making. J Polit. 2002; 64:1021–1044. https://doi.org/10.1111/1468-2980.00161

17. Nickerson RS. Confirmation bias: A ubiquitous phenomenon in many guises. Rev Gen Psychol. 1998; 2(2):175–220. https://doi.org/10.1037/1089-2680.2.2.175

18. Richter T. Validation and comprehension of text information: Two sides of the same coin. Discourse Process. 2015; 52:337–352. https://doi.org/10.1080/0163853X.2015.1025665

19. Gilbert DT, Krull DS, Malone PS. Unbelieving the unbelievable: Some problems in the rejection of false information. J Pers Soc Psychol. 1990; 59:601–613. https://doi.org/10.1037/0022-3514.59.4.601

20. Gilbert DT. How mental systems believe. Am Psychol. 1991; 46(2):107–119. https://doi.org/10.1037/0003-066X.46.2.107

21. Brown-Schmidt S, Hanna JE. Talking in another person’s shoes: Incremental perspective-taking in language processing. Dialogue & Discourse. 2011; 2(1):11–33. https://doi.org/10.1080/19401611.2011.584494

22. Rayner K, Clifton C Jr. Language processing in reading and speech perception is fast and incremental: Implications for event-related potential research. Biol Psychol. 2009; 80(1):4–9. https://doi.org/10.1016/j.biopsycho.2008.05.002 PMID:18565638

23. Tanenhaus MK, Spivey-Knowlton MJ, Eberhard KM, Sedivy JC. Using eye movements to study spoken language comprehension: Evidence for visually mediated incremental interpretation. In: Inui T, McClelland JL, editors. Attention and performance 16: Information integration in perception and communication; 1996. pp. 457–478.

24. Cook AE, O’Brien EJ. Knowledge activation, integration, and validation during narrative text comprehension. Discourse Process. 2014; 51(1–2):26–49. https://doi.org/10.1080/0163853X.2013.855107

25. Singer M. Validation in reading comprehension. Curr Dir Psychol Sci. 2013; 22:361–366 https://doi.org/10.1177/0963721413495236

26. Richter T, Schroeder S, Wöhrmann B. You don’t have to believe everything you read: Background knowledge permits fast and efficient validation of information. J Pers Soc Psychol. 2009; 96:538–558. https://doi.org/10.1037/a0014038 PMID:19254102

27. Isbommer M-B, Richter T. Can readers ignore implausibility? Evidence for nonstrategic monitoring of event-based plausibility in language comprehension. Acta Psychol (Amst). 2013; 142:15–22. https://doi.org/10.1016/j.actpsy.2012.10.003 PMID:23165201

28. Isbommer M-B, Richter T. Does validation during language comprehension depend on an evaluative mindset? Discourse Process. 2014; 51:7–25. https://doi.org/10.1080/0163853X.2013.855867

29. Wiswede D, Koranyi N, Muller F, Langner O, Rothermund K. Validating the truth of propositions: Behavioral and ERP indicators of truth evaluation processes. Soc Cogn Affect Neurosci. 2013; 8:647–653. https://doi.org/10.1093/scan/nss042 PMID:22461436
30. Piest BA, Isberner M-B, Richter T. Don't believe everything you hear: Routine validation of audiovisual information in children and adults. Mem Cognit. 2018; 46: 849–863. https://doi.org/10.3758/s13421-018-0807-7 PMID: 29623534
31. Gilead M, Sela M, Maril A. That’s my truth: Evidence for involuntary opinion confirmation. Soc Psychol Personal Sci. 2018; 10(3):393–401. https://doi.org/10.1177/1948550618762300
32. Schroeder S, Richter T, Hoever I. Getting a picture that is both accurate and stable: Situation models and epistemic validation. J Mem Lang. 2008; 59(3):237–255. https://doi.org/10.1016/j.jml.2008.05.001
33. Richter T, Maier J. Comprehension of multiple documents with conflicting information: A Two-step Model of Validation. Educ Psychol. 2017; 52:148–166. https://doi.org/10.1080/00461520.2017.1322968
34. Isberner M-B, Richter T. Comprehension and validation: Separable stages of information processing? A case for epistemic monitoring in language comprehension. In: Rapp DN, Braasch J, editors. Processing inaccurate information: Theoretical and applied perspectives from cognitive science and the educational sciences; 2014, pp. 245–276.
35. Sperber D, Clément F, Heintz C, Mascaro O, Mercier H, Origgi G, et al. Epistemic vigilance. Mind & language. 2010; 25(4):359–393. https://doi.org/10.1111/j.1468-0017.2010.01394.x
36. Richter T, Maier J. The role of validation in multiple source use. In: Braasch J, Bråten I, McCrudden M, editors. Handbook of multiple source use; 2018. pp. 151–167.
37. Gross SR, Holtz R, Miller N. Attitude certainty. In: Petty RE, Krosnick JA, editors. Attitude strength: Antecedents and consequences; 1995. pp. 215–246.
38. Leach CW, van Zomeren M, Zebel S, Vliek MLW, Doosje B, et al. Group-level self-definition and self-investment: A hierarchical (multicomponent) model of in-group identification. J Pers Soc Psychol. 2008; 95:144–165. https://doi.org/10.1037/0022-3514.95.1.144 PMID: 18605857
39. Baayen RH, Davidson DJ, Bates DM. Mixed-effects modeling with crossed random effects for subjects and items. J Mem Lang. 2008; 59:390–412. https://doi.org/10.1016/j.jml.2007.12.005
40. Bates D, Mächler M, Bolker B, Walker S. Fitting linear mixed-effects models using lme4. arXiv Preprint. 2014;arXiv:1406.5823. Available from: http://arxiv.org/abs/1406.5823.
41. Kuznetsova A, Brockhoff PB, Christensen RHB. ImerTest: Tests in linear mixed effects models; 2014. Available from http://CRAN.R-project.org/package=ImerTest.
42. Patil I. Visualizations with statistical details: The ‘ggstatsplot’ approach. J Open Source Softw. 2021; 6 (61):3167, https://doi.org/10.21105/joss.03167
43. Morey RD. Confidence intervals from normalized data: A correction to Cousineau (2005). Tutorial in Quantitative Methods for Psychology. 2008; 4:61–64. https://doi.org/10.20982/tqmp.04.2.p061
44. Proulx T, Inzlicht M, Harmon-Jones E. Understanding all inconsistency compensation as a palliative response to violated expectations. Trends Cogn Sci. 2012; 16:285–291. https://doi.org/10.1016/j.tics.2012.04.002 PMID: 22516239