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Abstract: Extremal dependence or independence may occur among the components of univariate or bivariate random vectors. Assessing which asymptotic regime occurs and also its extent are crucial tasks when such vectors are used as statistical models for risk assessment in the field of Climatology under climate change conditions. Motivated by the poor resolution of current global climate models in North Atlantic Small Islands, the extremal dependence between a North Atlantic Oscillation index (NAOI) and rainfall was considered at multi-year dominance of negative and positive NAOI, i.e., −NAOI and +NAOI dominance subperiods, respectively. The datasets used (from 1948–2017) were daily NAOI, and three daily weighted regionalised rainfall series computed based on factor analysis and the Voronoi polygons method from 40 rain gauges in the small island of Madeira (∼740 km²), Portugal. The extremogram technique was applied for measuring the extremal dependence within the NAOI univariate series. The cross-extremogram determined the dependence between the upper tail of the weighted regionalised rainfalls, and the upper and lower tails of daily NAOI. Throughout the 70-year period, the results suggest systematic evidence of statistical dependence over Madeira between exceptionally −NAOI records and extreme rainfalls, which is stronger in the −NAOI dominance subperiods. The extremal dependence for +NAOI records is only significant in recent years, however, with a still unclear +NAOI dominance.
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1. Introduction

In the framework of climate research, problems related to the teleconnection between extreme rainfall and extreme phases of climatic drivers are still debatable issues [1]. Such challenges are even more pronounced in small island environments particularly those with orographic complexity which are often more vulnerable to extreme events [2]. So, adequate knowledge of the extremal dependence of rainfall and of oscillation prominent modes in the climate system—such as the North Atlantic Oscillation (NAO)—is necessary. This is of great concern given the impacts of the more frequent and intense occurrence of extreme rainfall in recent years [3–6], and, at the same time, the increased interannual variability of the winter NAO [7].
In this context, the present work describes and discusses a historical overview of the extreme rainfall changes in a North Atlantic small island and their probable dependence on the NAO positive and negative phases based on concepts of extremal dependence. In this regard, quantitative tools for measuring different kinds of dependence were used, i.e., the extremogram and its extension the cross-extremogram developed by [8].

Extreme events are natural phenomena with very rare frequencies associated with disasters or events that result in damage—e.g., floods, heat and cold waves, wildfires, earthquakes, and tsunamis [9]. Modelling and prediction of extreme events have been the focus of research in disaster prevention and mitigation efforts. Rainfall is one of the most frequent factors related to widespread severe weather hazards when its intensity far exceeds the average value, i.e., when extreme rainfall occurs. There are some studies on extreme rainfall for mainland Portugal such as [10–12]. For Madeira—a Portuguese small island situated in the North Atlantic Ocean, southwest of Portugal—researchers have focused on other meteorological aspects (e.g., fog precipitation) or on isolated case studies of extreme rainfall events such as in [13–17]. Particularly for Madeira Island, any of these relatively few studies have measured the possible time dependencies of extreme regionalised rainfall events and extreme phases of climatic drivers.

The concepts of extremal dependence are defined by requiring that all the components of a random vector have a similar behaviour. The word extremal refers to dependence structures leading to extremal values under certain criteria—e.g., extreme quantiles and probabilities of rare events, peaks over threshold (POT) method, generalised Pareto distribution and maximum likelihood estimation approaches, among others [18–20]. Extremal dependence can be interpreted as the ordinary perception of an extreme or rare natural event whereby the higher the magnitude, the higher the damage for all the individuals involved can be. Analogously, in a small island all rainfalls, especially the extreme ones, might be influenced by a weather phenomenon, or a combination of phenomena, and react similarly [21]. Weather phenomena (e.g., the NAO, frontal structures, and low-pressure systems) can be defined as natural events that occur as a result of one or a combination of the water cycle and pressure systems effects.

The Autocorrelation Function (ACF) is commonly used to measure dependencies in Gaussian time series and linear models [22]. Nevertheless, the estimation of the extreme values’ ACF—such as of extreme daily rainfalls—can be rather imprecise and even misleading since the asymptotic confidence bands are typically larger than the estimated autocorrelation [8]. Due to the tail-heaviness of daily rainfall time series, as well as of other climate time series, the normal distribution is inadequate for modelling the marginal distribution of extreme events. This tail-heaviness is normally characterised by excess kurtosis, i.e., the higher the kurtosis coefficient is above the normal level (greater than 3), the more likely that future daily rainfall will be extremely large. To overcome the limitations of the ACF and to capture the extremal dependence in time series data, ref. [8] introduced the extremogram. The extremogram is an alternative to the ACF to measure dependencies between events in the upper tail or in the lower tail of a single time series, or of a univariate random vector, that comply with an adopted threshold. The cross-extremogram which is analogous to the Cross-correlation Function (CCF), allows for measuring the extremal dependence—in the upper tails, the lower tails or a combination of both tails—for a bivariate random vector. The presentation of extremograms as well of cross-extremograms in the form of graphs can provide information about the time trend dependency patterns for extreme events.

NAO is a weather phenomenon defined as fluctuations in the difference of atmospheric pressure at sea level (SLP) between two points over a specified period of time across the North Atlantic. The mathematical description of the NAO phase, i.e., the NAO index (NAOI) is traditionally defined by the Icelandic Low and the Azores High, although there are other definitions which consider the pressure observations of the Lisbon High, or the Gibraltar High instead as described in [23,24]. This phenomenon is a major mode of climate variability that influence the likelihood of extreme rainfall of the North Atlantic. Therefore, different NAO phases—positive and negative which sometimes correspond to the upper tail and lower tails in the NAOI time series, respectively—can be can be associated with increases or decreases in natural disaster risk [25].
Climate variability in continental Europe is highly controlled by variability in the atmospheric circulation [26]. Different studies have provided a clear framework of the strong influence of the NAO on the continental European rainfall. [27] have shown that the NAO signal in winter has a controlling influence not only on continental European extreme rainfall anomaly in winter, but also in a delayed way on the extreme rainfall events in the following seasons. For central Portugal, ref. [28] have assessed the impact of the NAO on the winter rainfall and the timing of associated landslide events due to extreme rainfall. However, there is less recognition of the role of the atmospheric circulation variability in the form of the NAO in Madeira Island extreme rainfall.

Generally, investigations into the possible effects of the NAO on extreme rainfall have been performed using indices at monthly or seasonal scale—e.g., the winter, from December through March, station-based NAOI as defined by [23]. Besides this, the rarely detailed presence of small islands in global climate models is very common making this research relevant. Here, a more detailed study is conducted using time series, from 1 January 1948 to 30 September 2017, of the daily NAOI—constructed by projecting the daily anomalies over the Northern Hemisphere onto the loading pattern of the NAO [29]—and of the regionalised daily rainfall records from a dense network of ground-based rain gauges over Madeira Island.

The main objectives are (i) “clustering” of the daily rainfall series at 40 rain gauges based on regionalisation techniques (Figure 1 and Table 1), (ii) identifying subperiods of sustained phases of the NAOI attributable to its extreme daily events, i.e., negative (−NAOI) and positive (+NAOI) dominance subperiods, and (iii) exploring the extremal dependence between regionalised rainfall in Madeira and the NAOI during the dominance subperiods. Throughout this work, the term “extreme” for rainfall refers to values in the upper tail whereas for the NAOI to both lower and upper tails. The probable dependence in the univariate and bivariate time series are ascertained via the extremogram and the cross-extremogram, respectively. This work focuses on the application of extremal dependence methods firstly, to a univariate climatic driver dataset, and secondly to the bivariate case (the regionalised rainfall and climatic driver), rather than on statistical methods for extremal dependence.

2. Study Area

Located in European Macaronesia, Madeira is the largest island of the Madeira Archipelago with an area of ∼740 km², a maximum width of 22.5 km and a length of 57.3 km. Based on its size and topography, Madeira can be categorised as a mountainous small island [30]. Centred at N 32°44′30″ and W 16°57′58″, and about 610 km northwest of the Western African coast, the island has a very complex orography and is completely formed by volcanic materials (Figure 1), consisting of a central mountainous system EW oriented (close to ST12 rain gauge, Pico Ruivo with 1862.0 m.a.s.l.; near ST01 rain gauge, Pico do Areeiro, with 1818.0 m.a.s.l.; and in the vicinity of ST02 rain gauge the region of Paúl da Serra which lies above 1400.0 m.a.s.l.) cut by deep valleys. The differences between the winter and summer temperatures are generally small.

According to the Koppen’s classification, the island’s climate is predominantly temperate with dry and warm to hot summers as approaching the coastal lowland zones of Madeira [31]. The distribution of rainfall presents an evident seasonal pattern, thoroughly different between the rainy season, that extends from November to March (or sometimes to mid-April), and the dry season, with insignificant rainfall amounts during July and August. The rainfall in the island has a wide variation determined by the elevation with higher amounts in the north (∼1500 mm year⁻¹) and central highlands (∼2300 mm year⁻¹) than in the south (∼600 mm year⁻¹), as previously characterised [32].
Figure 1. Location (WGS84 coordinates) and relief of Madeira Island. Spatial distribution of the forty rain gauges considered in this study depicted by bullets and their respective identification codes from ST01–ST40.

Table 1. The forty rain gauges utilised. Identification (code and name), coordinates (WGS84), elevation, areal influence according to the Voronoi polygons method, and the region to which they belong from the factor analysis.

| Code  | Name                          | Coordinate     | Elevation (m.a.s.l.) | Areal Influence (km²) | Factor-Region |
|-------|-------------------------------|----------------|----------------------|------------------------|---------------|
| ST01  | Areiro                        | 32°43’11″N     | 16°55’01″W           | 1610.1                 | 13.67         | F2-CEN        |
| ST02  | Bica da Cana                  | 32°45’22″N     | 17°03’19″W           | 1560.2                 | 22.05         | F2-CEN        |
| ST03  | Bom Sucesso                   | 32°39’43″N     | 16°53’45″W           | 292.0                  | 6.98          | F1-SOU        |
| ST04  | Cabeço do Meio-Nogueira       | 32°44’08″N     | 16°53’55″W           | 995.3                  | 4.07          | F2-CEN        |
| ST05  | Camacha-Valparaiso            | 32°40’34″N     | 16°50’31″W           | 675.2                  | 26.57         | F1-SOU        |
| ST06  | Canhas                        | 32°41’39″N     | 17°06’35″W           | 400.4                  | 25.19         | F1-SOU        |
| ST07  | Canical                       | 32°44’14″N     | 16°44’19″W           | 16.2                   | 11.34         | F3-NOR        |
| ST08  | Caramujo                      | 32°46’09″N     | 17°03’30″W           | 1214.5                 | 30.41         | F2-CEN        |
| ST09  | Cascalho                      | 32°49’44″N     | 16°55’30″W           | 430.4                  | 1.83          | F3-NOR        |
| ST10  | Chão dos Louros Encumeadas    | 32°45’25″N     | 17°01’04″W           | 895.2                  | 9.54          | F3-NOR        |
| ST11  | Covão ETA                     | 32°40’29″N     | 16°57’46″W           | 510.1                  | 22.45         | F1-SOU        |
| ST12  | Curral das Freiras            | 32°44’44″N     | 16°57’35″W           | 787.4                  | 20.08         | F2-CEN        |
| ST13  | Encumeada de São Vicente      | 32°45’01″N     | 17°01’00″W           | 900.2                  | 1.12          | F2-CEN        |
| ST14  | Encumeadas Casa EEM           | 32°45’14″N     | 17°01’15″W           | 1010.5                 | 2.32          | F2-CEN        |
| ST15  | ETA São Jorge                 | 32°48’57″N     | 16°55’33″W           | 500.5                  | 10.42         | F3-NOR        |
| ST16  | Fajã Penedo                   | 32°47’31″N     | 16°57’36″W           | 620.5                  | 23.83         | F3-NOR        |
| ST17  | Funchal Observatório          | 32°38’51″N     | 16°53’32″W           | 58.2                   | 7.08          | F1-SOU        |
| ST18  | Lapa Branca-Curral das Freiras| 32°43’08″N     | 16°55’53″W           | 610.2                  | 22.45         | F2-CEN        |
| ST19  | Lido-Cais do Carvão           | 32°38’11″N     | 16°56’11″W           | 20.5                   | 4.98          | F1-SOU        |
| ST20  | Lombro Furão                  | 32°44’56″N     | 16°54’39″W           | 994.5                  | 13.61         | F2-CEN        |
| ST21  | Loural                        | 32°46’21″N     | 17°01’45″W           | 368.1                  | 19.37         | F2-CEN        |
| ST22  | Lugar de Baixo                | 32°40’44″N     | 17°04’59″W           | 15.1                   | 10.94         | F1-SOU        |
| ST23  | Meia Serra                    | 32°42’07″N     | 16°52’12″W           | 115.3                  | 12.47         | F2-CEN        |
| ST24  | Montado do Pereiro            | 32°42’06″N     | 16°53’02″W           | 1261.0                 | 6.53          | F2-CEN        |
| ST25  | Poiso-Posto Florestal         | 32°42’46″N     | 16°53’13″W           | 1360.2                 | 4.60          | F2-CEN        |
| ST26  | Ponta de São Jorge            | 32°50’01″N     | 16°54’24″W           | 266.5                  | 6.15          | F3-NOR        |
| ST27  | Ponta Delgada                 | 32°49’16″N     | 16°59’31″W           | 123.3                  | 17.26         | F3-NOR        |
| ST28  | Porto do Moniz                | 32°50’52″N     | 17°00’46″W           | 64.3                   | 80.65         | F3-NOR        |
| ST29  | Queimadas                     | 32°46’59″N     | 16°54’07″W           | 881.4                  | 34.66         | F3-NOR        |
| ST30  | Rabaçã                        | 32°45’30″N     | 17°07’51″W           | 1233.4                 | 101.10        | F2-CEN        |
| ST31  | Ribeira Brava                 | 32°40’26″N     | 17°03’46″W           | 25.4                   | 24.13         | F1-SOU        |
| ST32  | Ribeiro Frio                  | 32°43’51″N     | 16°52’58″W           | 1167.1                 | 19.07         | F2-CEN        |
| ST33  | Sanatório                     | 32°40’07″N     | 16°54’02″W           | 384.1                  | 11.75         | F1-SOU        |
| ST34  | Santa Catarina                | 32°41’36″N     | 16°46’23″W           | 49.2                   | 7.74          | F1-SOU        |
| ST35  | Santa Quitéria ETA            | 32°39’59″N     | 16°57’03″W           | 321.0                  | 9.20          | F1-SOU        |
| ST36  | Santana                       | 32°43’19″N     | 16°46’27″W           | 80.4                   | 16.46         | F3-NOR        |
| ST37  | Santo António                 | 32°40’36″N     | 16°56’45″W           | 525.3                  | 10.82         | F1-SOU        |
| ST38  | Santo da Serra                | 32°43’33″N     | 16°49’01″W           | 660.2                  | 36.08         | F3-NOR        |
| ST39  | Serra de Água                 | 32°44’31″N     | 17°01’11″W           | 573.2                  | 24.34         | F2-CEN        |
| ST40  | Vale da Lapa                  | 32°49’37″N     | 16°55’40″W           | 347.0                  | 5.31          | F3-NOR        |
3. Rainfall and NAO Data

3.1. Daily Rainfall Data

The hydrological data used in the present study were daily rainfalls during almost 70 years, from 1 January 1948 to 30 September 2017, at forty rain gauges evenly spaced over Madeira, except for the most western part of the island which is much less monitored (Figure 1). The rainfall data was obtained via the procedure implemented by [32] to the daily records made available by the competent authority, the Portuguese Institute for Sea and Atmosphere, IPMA (available online on https://www.ipma.pt, accessed on 8 May 2012) which is one of the main sources of hydrometeorological data for Portugal.

3.2. North Atlantic Oscillation Index (NAOI) Daily Data

The NAOI represents a pattern of low-frequency tropospheric height variability. This pressure difference measure is based on centres-of-action of 500 millibars constant pressure (mb) height patterns. Note that these height fields are spectrally truncated to total wavenumber 10 in order to emphasise large-scale aspects of the teleconnections. The calculation of this teleconnection index utilises the ESRL/PSD Global Ensemble Forecasting System Reforecast2 (GEFS/R) ensemble forecasts from the averaged region N 55°–70°; W 70°–10° which in turn is subtracted from N 35°–45°; W 70°–10°, retrieved from the NOAA Physical Sciences Laboratory, NOAA PSL portal [33]. The daily NAOI dataset which does not present missing data was utilised for the same period as in the case of daily rainfall (from 1948 through 2017).

4. Methods

4.1. Regionalisation of the Daily Rainfall Series

Notwithstanding Madeira is a small island, it exhibits some significant microclimatic or localised features [31]. Therefore, when analysing the rainfall, it is necessary to identify homogeneous regions or regions with similar regimes and put them together in space [34]. In order to achieve this, a two-steps process was implemented based, firstly, on the principal components analysis (PCA), specifically the principal factors analysis (PFA) to group the rain gauges, followed by the Voronoi polygons method, also known as Thiessen, to spatial average the forty daily rainfall series for the nearly 70-year reference period. The former analysis has been widely used for reducing the number of dimensions or variables by finding uncorrelated linear combinations of the original data, and documenting the homogeneity or detecting structures in the relationship among climatic variables (e.g., [35–38]). Such analysis has been also applied to rainfall (e.g., [39–43]). The Thiessen intends to assign areal significance [44] to analyse spatially distributed data (e.g., rainfall measurements) and to estimate regionalised rainfall values.

In this work, the factor analysis, taking into account both PCA and PFA, consisted of computing both the covariance and correlation matrices of the daily rainfalls (1948-2017) at the forty rain gauges of Table 1, i.e., the forty variables for the 40-dimension problem with their corresponding eigenvalues and principal factor loadings after varimax rotation [45]. The selection of a possible correct number of principal components or principal factors to retain was determined based on the “elbow” of the scree plot [46] and on the Kaiser’s criterion (K1 rule), according to which the factors whose eigenvalues overweight 1.0 are the ones to be retained [46,47]. The final step of the regionalisation process corresponded to the Voronoi method applied to the daily rainfall at the rain gauges located in each homogeneous region to spatially average the daily series. The homogeneous regions were delimited based on the rotated factor loadings of rain gauges with correlations higher than +0.60 [32,36]. The number of regionalised rainfall series depended on the number of the retained factors (i.e., of homogeneous regions) in accordance with the previously specified criteria.
4.2. Dominant Negative and Positive NAO Phases

The influence of the NAO mode on the continental European climatic conditions has been widely studied and well-recognised from a number of studies’ findings, such as those by [24,28], with generalised wet conditions in southern Europe, and increased precipitation affecting northern Europe during the NAO negative phases—contrary circumstances occur during the NAO positive phases. However, such anomalies influence on the extreme rainfall over Madeira has not been addressed in detail, as previously mentioned.

In order to obtain relevant information from the extreme NAOI events and to ascertain how the dominant negative and positive NAO phases throughout the fairly large reference period affect Madeira extreme rainfall at daily scale, a LOWESS (locally weighted regression) was applied to the NAOI series with a typical smoothing parameter value of $f = 3$ [48]. This was done to build up a function that describes point by point the deterministic part of the variation in the extreme NAOI data (lower and upper tails), and to obtain adequate $-\text{NAOI}$ or $+\text{NAOI}$ dominance subperiods.

For the established NAOI dominance subperiods, both the NAOI and rainfall data were analysed from an extremal dependence perspective by applying firstly the extremogram solely to the daily NAOI, and secondly the cross-extremogram to the bivariate series of daily NAOI and rainfall. Such methods (implemented in R Available online: https://cran.r-project.org/ (accessed on 8 May 2012).), as well as some necessary concepts, are mathematically described in the following subsections.

4.3. Strictly Stationary and Regularly Varying

A time series $\{X_t\}_{t=1,2,\ldots}$ is said to be strictly stationary [49] if for all $k$, all $\tau$, all $t_1, \ldots, t_k$

$$F_X(x_{t_1+\tau}, \ldots, x_{t_k+\tau}) \overset{d}{=} F_X(x_{t_1}, \ldots, x_{t_k})$$

(1)

where $d$ denotes equality in distribution. Considering a $d$-dimensional process, i.e., $(X_t)$ and defining $Y_h := (X_1, \ldots, X_1)$, the process $(X_t)$ is said to be regularly varying with tail index $\alpha$ if:

$$P(x^{-1}Y_h \in \cdot) \overset{\nu}{\rightarrow} \nu_{Y_h}(\cdot), \quad x \rightarrow \infty$$

(2)

for some non-null Radon measure $\mu_h$ on the Borel $\sigma$-field $\mathfrak{M}_{0}^{ld}$ of $\mathfrak{R}_{0}^{ld} = \mathfrak{R}_{0}^{ld} \setminus \{0\}$ (that is an extended $ld$-dimensional real number bounded away from zero) with the property:

$$\mu_h(tC) = t^{-\alpha} \mu_h(C), \quad t > 0 \text{ for any Borel set } C \subset \mathfrak{R}_{0}^{ld}$$

(3)

In Expression (2), $\| \cdot \|$ is any norm in $\mathfrak{R}_{0}^{ld}$ and $\overset{\nu}{\rightarrow}$ refers to vague convergence on $\mathfrak{M}_{0}^{ld}$, $x \in \mathfrak{R}_{0}^{ld}$. If the process is $(X_t)$ regularly varying, then there exists a sequence such that:

$$nP(a_m^{-1}Y_h \in \cdot) \overset{\nu}{\rightarrow} \nu_{Y_h}(\cdot)$$

(4)

where $\nu_{Y_h}$ is another measure. Also, $\nu_{Y_h}$ and $\mu_h$ are only differed by a non-zero proportional constant, $c_h$ say (i.e., $\nu_{Y_h} = c_h \mu_h$, $c_h > 0$).

4.4. Tail-Dependence

The concepts of tail-dependence are standard tools to describe the amount of extremal dependence between random variables. A tail-dependence coefficient (TDC) roughly measures the probability of occurring extreme values, i.e., exceeding an upper or lower threshold, for one random variable given that another assumes an extreme value as well [49]. The upper TDC is defined for a two-dimensional random variable $(X_0, X_h)$ as the limit, provided it does exist, of
\[ \lambda_U = \lim_{x \to \infty} P(X_h > x | X_0 > x) \] (5)

where \( X_h \) and \( X_0 \) are one-dimensional strictly stationary series. Given the limit exists, Equation (5) can be rearranged into the following expression:

\[ \lambda_U = \lim_{x \to \infty} P(x^{-1}X_h \in (1, \infty) | x^{-1}X_0 \in (1, \infty)) \] (6)

The lower TDC is defined analogously as:

\[ \lambda_L = \lim_{x \to \infty} P(X_h \leq x | X_0 \leq x) \] (7)

4.5. Extremogram

Davis and Mikosch [8] developed the extremogram using the upper TDC from \((1, \infty)\) in Equation (6) to a general Borel sets, and from one-dimensional vector \( X_t \) in Equation (6) to a \( d \)-dimensional vector \( X_t \). The extremogram is defined as follows:

\[ \rho_{AB}(h) = P(a_m^{-1}X_h \in B | a_m^{-1}X_0 \in A), \quad h \in \mathbb{Z} \]

\[ = \frac{P(a_m^{-1}X_0 \in A, a_m^{-1}X_h \in B)}{P(a_m^{-1}X_0 \in A)} \] (9)

where \( A \) and \( B \) are Borel sets, \( a_m \) is a sequence \( \rightarrow \infty \) such that \( P(|X_t| > a_m \sim n^{-1}) \). Since \( A \) and \( B \) are bounded away from zero, the events \( \{a_m^{-1}X_0 \in A\} \) and \( \{a_m^{-1}X_h \in B\} \) are becoming extreme in the sense their probabilities are converging to zero, \( h \) is the value of the time lag.

The extremogram—applied to the univariate daily time series \( X \) (NAOI)—is estimated by:

\[ \mathbb{E}\rho_{AB}(h) = \frac{\sum_{t=1}^{n-h} I_{\{a_m^{-1}X_t \in A, a_m^{-1}X_{t+h} \in B\}}}{\sum_{t=1}^{n} I_{\{a_m^{-1}X_t \in A\}}} \] (10)

The numerator in Equation (10) can be expressed as follows:

\[ \sum_{t=1}^{n-h} I_{\{a_m^{-1}X_t \in (1, \infty), a_m^{-1}X_{t+h} \in (1, \infty)\}} = \sum_{t=1}^{n-h} I_{\{X_t \in (a_m, \infty), X_{t+h} \in (a_m, \infty)\}} \] (11)

which counts the total number of pairs \( (X_t, X_{t+h}) \) when both values are greater or lower than \( a_m \) (normally a chosen percentile rank). It represents the total number of pairs of extreme values which are \( h \)-lags apart. Analogously, the denominator in Equation (10) can be expressed as:

\[ \sum_{t=1}^{n} I_{\{a_m^{-1}X_t \in (1, \infty)\}} = \sum_{t=1}^{n} I_{\{X_t \in (a_m, \infty)\}} \] (12)

which counts the total number of realisations of the random variables \( \{X_t\} \) whose values are greater than the adopted \( a_m \) regarded as extreme values. The extremogram can be interpreted as the conditional probability of occurrence of extreme event in time \( (t+h) \) given that there is an exceedance at time \( t \).

4.6. Cross-Extremogram

The cross-extremogram is the right method to measure the extremal dependence of bivariate time series the—in this case, the bivariate daily time series \( X \) (NAOI) and \( Y \) (rainfall)—and to see how far another time series may affect the series that is being analysed. The cross extremogram is defined as:

\[ \rho_{AB}(h) = P(a_m^{-1}Y_h \in B | a_m^{-1}X_0 \in A), \quad h \in \mathbb{Z} \] (13)
and it is calculated as follows:

\[ \mathbb{E} \rho_{AB}(h) = \frac{\sum_{t=1}^{n-h} \mathbb{I}\{a_m^{-1}Y_{t+h} \in B, a_m^{-1}X_t \in A\}}{\sum_{t=1}^{n} \mathbb{I}\{a_m^{-1}X_t \in A\}} \] (14)

where \( a_m \) is \((1 - 1/m)\)-quantile that indicates extreme events in time series \( X_t \) and \( Y_t \). Please refer to [8] for the proofs of Equations (10) and (14).

In this application, daily rainfalls above the 99th empirical percentile rank, i.e., an empirical quantile value relative to 100 [50], in the computed weighted regionalised series have been considered as extreme wet days or extreme rainfall events (upper tail) on the basis of the recommendation by the Expert Team on Climate Change Detection, Monitoring and Indices (ETCCDMI) [51]. In a similar way, extreme events for the daily NAOI series have been identified for both, below 1st and above 99th percentiles’ ranks, i.e., the lower tail and upper tail, respectively.

5. Results

5.1. Weighted Regionalised Daily Rainfall Series

Based on the “elbow” of the curve in the scree plot from Figure 2 coupled with the K1 rule, the first three principal factors were retained. Varimax rotation was computed to maximise the variances of each individual record for the various retained factors [45] and to optimise the interpretation of the derived variables found by factor analysis, especially the loadings or correlations. Collectively, the three retained factors explain about 82% of the total variance—F1 30%, F2 28%, and F3 24%.

Figure 2. Scree plot from the sample covariance matrix obtained via the factor analysis based on the daily rainfall from 1 January 1948 to 30 September 2017 at the 40 rain gauges (the unrotated solution of the 40-dimensions problem). Horizontal dashed line shows the 1.0 eigenvalue.

Since the loadings mapping, or correlation mapping, has been considered as one the most effective representation for climatological pattern classification [52], the principal factor loadings (after rotation) from the correlation matrix were used as the main tool for regionalisation. The rotated correlations were interpolated by applying the inverse distance weighting (IDW) interpolation method with an exponent of 2 [53] and then plotted altogether superimposing the three retained factors (Figure 3), although only highlighting those regions higher than the threshold set at +0.60 [36].

On this basis, the spatial distribution of the principal factor loadings is displayed in Figure 3 (see also Factor-Region column of Table 1). Rotation enabled the rainfall field to be divided into coherent homogeneous regions that do not overlap, although the Madeira western part is not fully included in any of the factors due to the lack of rain gauges located there. Even so, this clearly discriminates the island from south to north into three distinctive homogeneous regions: the southern slope (F1-SOU with 12 rain gauges), the central region (F2-CEN with 17 rain gauges), and the northern slope (F3-NOR with 11 rain gauges). Through the factor analysis, it was possible to establish a mature climatic regionalisation in terms of daily rainfalls that encompassed all the rain gauges. This step served only to group the rain gauges and, thus, to spatially average the original daily rainfall series by applying the Voronoi polygons.
To facilitate the calculations of the spatially weighted rainfall data required by the extremal dependence analysis, every rain gauge was assigned to a homogeneous region. This was based on the proximity of the Voronoi polygons’ sides and the limits of the homogeneous regions of Figure 3—columns identified in Table 1 by Areal influence and Factor-Region.

Figure 4 presents the temporal evolution of daily rainfall series resulting from the Voronoi method, for the period of 1948–2017 in the representative F1-SOU (169.82 km$^2$), F2-CEN (326.80 km$^2$), and F3-NOR (243.98 km$^2$) homogeneous regions. The coastal southern slope F1-SOU, located at lower elevations (Figure 1), is the driest region with weighted mean daily rainfall of 2.40 mm. The equivalent value for F2-CEN, located inland on the central highlands and plateau (Paúl da Serra, close to ST02 rain gauge), is 5.98 mm, which makes it the wettest region, whereas the coastal northern slope F3-NOR has intermediate characteristics, both regarding the weighted mean daily rainfall (4.37 mm) and elevation.

The occurrence of rainfall events identified as extremes is particularly pronounced in the island for the analysed 70-year reference period. Those events occurred during the rainy season from end of October to mid-April, although with a very reduced number of extremes happening in June and September. Though the rainfall seasonal distribution among regions is very much alike, the extreme rainfall quantities are quite contrasting. For instance, the upper tail 99th percentile ranges from
37.2–135.5 mm for F1-SOU, from 75.5–174.2 mm for F2-CEN, and from 46.4–163.5 mm for F3-NOR. Moreover, the temporal occurrence of extremes shows some important differences depending on the region.

As an example, the rainfalls pointed out in Figure 4 by circles correspond to daily values exceeding 81.4, 128.2, 94.8 mm for F1-SOU, F2-CEN, F3-NOR, respectively, i.e., exceeding the 90% quantile of the upper tail 99th percentile in each time series. For F1-SOU, the five highest extremes occurred on 21 January 1952, 8 April 2008, 22nd October and 26 November 2010, and 26 January 2011; additionally, the figure clearly shows that such events are more concentrated in recent years, expressly after the year 2001. In fact, this is the only region with a very recent circled extreme (22 April 2016). F2-CEN and F3-NOR differ from the extremal occurrence pattern in F1-SOU. Considering the temporal distribution of the circled extremes, the central and northern regions seem to have similar distribution, both with a dense agglomeration of circled extremes between the years 1964 and 1990—in addition, F2-CEN has a second-high concentration of extremes from 2004 to 2012. A number of temporal dissimilarities between F2-CEN and F3-NOR arise when comparing their respective highest events. The five highest extremes for F2-CEN are pinpointed on 8 November 1963, 21 June 1964, 26 March 1970, 21 February 2010, and 26 January 2011; whereas for F3-NOR on 19 November 1952, 23 January 1987, 5 March 2001, 6 March 2001, and 2 February 2010.

Despite the temporal distribution differences, the worst rainfall extremes in the three regions took place throughout the hydrological years of 2009/10 and 2010/11 (starting on 1 October). Actually, it has been well-documented that numerous intense rainfall events, resulting in debris flow and flash floods, occurred in Madeira Island in those years such as the events that happened on 2 February 2010 and 20 February which in some areas triggered a sudden rise of the river flows causing debris flows, and thus 47 casualties [54]. Although those documented extremes are mostly based on single rain gauges’ data, their importance coincide with the ones identified in the computed regionalised daily rainfall series, which reinforces the practical use of the latter.

5.2. Dominant Extremal NAOI Subperiods and Their Extremograms

Figure 5 was obtained based on the 26,280 NAOI records from the NOAA PSL—spectrally truncated as mentioned in Section 3.2—for the period 1948 to 2017 (with a sample daily mean of −4.90). In the figure, the records below the 1st and above the 99th empirical percentiles’ ranks are represented by triangles. The dominance subperiods are denoted by solid vertical bars overlapping the original daily data, however not related to extreme events. About 45 years were pinpointed as having −NAOI dominance, and 25 years as having +NAOI dominance. According to the fitted LOWESS curve in Figure 5, the series started markedly with a −NAOI dominance, reaching the negative peak around the year 1963. The negative NAO throughout the winter 1962/63 is also mentioned by [55]. Thereafter, the observations became less negative apparently with an upward trend, which led the signal to switch to a +NAOI dominance in 1980. The first positive dominance with its peak around the year 1990, and also the highest record in the entire period, lasted for almost 19 years. Then, a −NAOI dominated subperiod occurred for 12 years with a close succession or high concentration of very extreme NAOI events in the lower tail during the end of December and the months of January and February 2010. From the year 2012 to the very end of the time series, the signal was positively dominated, although with a seemingly unfinished dominance. It should be noted that the most negative NAOI observations have been registered from November through March, and the highest positive observations from December through April.

In this perspective, the 70-year reference period was divided into NAOI dominance subperiods, namely: the first, from 1 January 1948 to 31 December 1979; the second, from 1 January 1980 to 31 December 1999; the third, from 1 January 2000 to 31 December 2011; and the fourth, from 1 January 2012 to 30 September 2017. This subdivision was done to determine possible temporal changes in the influence of the extremal NAOI on extreme rainfalls during the NAOI dominance (the −NAOI and +NAOI dominance) based on the adopted techniques for extremal dependence, i.e., the extremogram
and its extension the cross-extremogram. The NAOI series in Figure 5 has the property that is heavy-tailed, i.e., the extreme negative and positive values are rather pronounced and occur in clustered days (e.g., the clustered blue triangles in January 2010). It is expected that the NAOI lower and upper tails would exhibit different dependence subject to each dominance subperiod. Thus, the extremogram was applied to the univariate daily NAOI series to quantify its conditional extremal serial dependence—that is, to measure the persistence of extremal daily NAOI with rare event probabilities at future instants of time (i.e., future days) for the upper and lower tails which in this cases refer to +NAOI and −NAOI, respectively. This in turn, supported the decision made to subdivide the reference period into subperiods to be further analysed. The extremograms for the lower and upper tails of the daily NAOI, assessed by Equation (10), are shown in Figure 6 providing a non-parametric estimate at large of extremal dependence as a function of time-lag in days.

Figure 5. Daily records of NAOI from 1 January 1948 to 30 September 2017. The lower and and upper tails’ daily observations are identified by blue and red triangles, respectively; and fitted into a LOWESS curve: the −NAOI dominance subperiods from January 1947 to December 1979, and from January 2000 to December 2011 (blue vertical and horizontal bars); and the +NAOI ones from January 1980 to December 1999, and from 2012 on (red vertical and horizontal bars).

Figure 6. Extremograms of the univariate daily time series $X$ (NAOI) for (a) the upper tail, and (b) the lower tail, for the dominance subperiods: 1st one (1948–1979), 2nd one (1980–1999), 3rd one (2000–2011), and 4th one (2012–2017). Horizontal red dashed lines indicate the upper 97.5% empirical confidence bands (for an $\alpha$ of 5%) for independent data, obtained via $m = 10,000$ permutations.

In the first subperiod (−NAOI dominated), it is evident from the faster decay of the vertical lines for the upper tail in the top graph of Figure 6 that these extremes lack of clustering while the slower decay and somewhat periodicity shown for the lower tail (bottom graph) indicate the opposite—extremal clustering. Nevertheless, it is virtually impossible to make any inferences whether
dependence or independence may occur among the extremal components of the daily NAOI series without a sense for the asymptotic distribution [56]. Under the assumption of no serial dependence ($H_0$, extremes are independent), empirical confidence bands for an $a$ of 5% were computed by using $m = 10,000$ random permutations of the data for testing significant serial extremal dependence, although only the upper 97.5% confidence bands are shown in the figure.

Clearly, the extremogram for the lower tail in the first subperiod (Figure 6 bottom graph) is significantly greater than the upper limit of the confidence band (dashed line) in most of its realisations with enough evidence to reject $H_0$ compared with the upper tail extremogram which tails off after lag 4 and obviously fails to reject the null hypothesis of serial dependence. This behaviour is mirrored in the following subperiod, i.e., in the +NAOI dominated subperiod from 1980–1999 in which the extremal positive NAOI events (upper tail) seem to denote serial dependence ($H_1$, extremes are dependent) whereas for the extremal negative NAOI events, this is not the case. Conversely, the third subperiod (−NAOI dominated) displays a strong structure in the plot for the lower tail values themselves, similar to that of the first subperiod, with high probabilities (e.g., higher than 0.2) of given an extreme event at time $t$ to observe another in the next 2 to 4, 6 to 7, and 13 to 20 days. This alternating character of the lower and upper tails throughout each NAOI dominance subperiod is not consistent with that of the most recent period from 2012–2017 which is +NAOI dominated and with higher extremogram values for the lower tail events. This behaviour may be due to the incompleteness of the dominance, as mentioned and shown in the last section of the fitted LOWESS curve of Figure 5.

5.3. Extremal Dependence of the Regionalised Rainfall and NAOI via the Cross-Extremogram

The multivariate extension of the extremogram—that is, the cross-extremogram—was used in this case for teleconnection, to the bivariate daily time series $X$ (NAOI) and $Y$ (rainfall) at the four NAOI dominance subperiods, whether −NAOI or +NAOI, as previously mentioned. The cross-extremogram application provided insightful information about the conditional dependence between the daily NAOI and regionalised rainfall (F1-SOU, F2-CEN, F3-NOR) firstly, in their upper tails, and secondly, in the rainfall upper tail and NAOI lower tail, i.e., $P(Y > y, X > x)$ and $P(Y > y, X < x)$, respectively. Equation (14) was utilised in order to determine the degree of influence of daily NAOI over rainfall. Simply put, it allowed to estimate the dependence and probability of occurrence of rainfall extreme events at lagged time, expressed in days, $(t + h)$ provided that a NAOI extreme event occurs in day $t$. The cross-extremograms for values above the rainfall and NAOI thresholds $a_{m(upper)}Y$, $a_{m(upper)}X$ (99th percentiles’ ranks); and below the NAOI threshold $a_{m(lower)}X$ (1st percentile rank) with confidence bands (for $m = 10,000$ permutations) for lag 1 to 30 days (horizontal axis) and the probabilities of the extremal dependence (vertical axis) are shown in Figures 7–10, respectively, for the four NAOI dominance subperiods.

The cross-extremograms in the longest subperiod from the year 1948–1979 (−NAOI dominated) are illustrated in Figure 7. A spike in the figure can be regarded as the probability of obtaining a rainfall extreme in the region given that there was a NAOI extreme event (either positive or negative) in $t$ days before. It is worth noting that after lag 30, there are no significant spikes in any of the generated extremaograms and cross-extremaograms (here not shown). For this 32-year subperiod as well as the other subperiods, the NAOI lower tail events $(X < x)$ are highly negative NAOI records, whereas those of the NAOI upper tail $(X > x)$ are highly positive records (as illustrated in Figure 5 by blue and red triangles, respectively). For the upper tails (top graphs), the cross-extremograms give little significance of dependence between the NAOI and rainfall extremes. Specifically, in southern slope (F1-SOU series), there are some signs of extremal dependence of the NAOI at some lags (e.g., at lags 12, 13, and 15 days), however, their probabilities are very low and marginally above the permutation generated confidence band. In the F2-CEN series (central region), the cross-extremogram exhibits a similar pattern as seen in the F1-SOU series with a few extremal dependence indications. Although the cross-extremogram for the F3-NOR series has also a very alike development, any of the clustered events surpasses the correspondent dashed line, meaning that there is not enough evidence to reject $H_0$. In contrast with
the upper tails results, the cross-extremograms between $Y$ upper tail and $X$ lower tail point at some general strong and significant extremal dependence with a slow decay from lag 1 through 10 days for the three identified regions, as shown in the bottom graphs of Figure 7. This somehow shows that given the −NAOI dominance for this subperiod, there are apparently stronger effects of the NAOI lower tail on rainfall extremes than those of the NAOI upper tail.

Figure 7. Cross-extremograms for the 1st subperiod (1948–1979, −NAOI) of the bivariate daily time series $X$ (NAOI) and $Y$ (rainfall) for (a) $X$ and $Y$ upper tails, and for (b) the lower tail in $X$ and the upper tail in $Y$ (vertical axes cut off at 0.60). Horizontal red dashed lines indicate the upper 97.5% empirical confidence bands ($\alpha$ of 5%).

Figure 8. Cross-extremograms for the 2nd subperiod (1980–1999, +NAOI) of the bivariate daily time series $X$ (NAOI) and $Y$ (rainfall) for (a) $X$ and $Y$ upper tails, and for (b) the lower tail in $X$ and the upper tail in $Y$ (vertical axes cut off at 0.60). Horizontal red dashed lines indicate the upper 97.5% empirical confidence bands ($\alpha$ of 5%).

Figure 8 shows the cross-extremograms corresponding to the second subperiod from 1980–1999 with a +NAOI dominance. There is again little structure in the $P(Y > y, X > x)$ plots (top graphs) for the three regions—only a few spikes in the F3-NOR cross-extremogram are slightly exceeding the confidence band. On the other hand, the $P(Y > y, X < x)$ plots (bottom graphs) have almost identical development with a higher clustering of extremes and significant extremal dependence during three lags around lag 1 to 7, 11 to 15, and 23 to 25 days. However, the degree of dependence is dissimilar at some extent among regions. As an example, the dependence of extremes is greater during the first lags in F2-CEN than in the other regions, whilst F3-NOR denotes a much more delayed response based on its smoother high and low levels. In comparison to the results for the first subperiod, the ones for the
second subperiod did not meet the expectations of having stronger effects of the NAOI upper tail on rainfall extremes than those of the NAOI lower tail given the +NAOI dominance.

Figure 9. Cross-extremograms for the 3rd subperiod (2000–2011, -NAOI) of the bivariate daily time series X (NAOI) and Y (rainfall) for (a) X and Y upper tails, and for (b) the lower tail in X and the upper tail in Y (vertical axes cut off at 0.60). Horizontal red dashed lines indicate the upper 97.5% empirical confidence bands (α of 5%).

Figure 10. Cross-extremograms for the 4th subperiod (2012–2017, +NAOI) of the bivariate daily time series X (NAOI) and Y (rainfall) for (a) X and Y upper tails, and for (b) the lower tail in X and the upper tail in Y (vertical axes cut off at 0.60). Horizontal red dashed lines indicate the upper 97.5% empirical confidence bands (α of 5%).

The recognised cross-extremogram pattern in the two previous dominance subperiods coincides with that shown in Figure 9 from 2000–2011 (-NAOI dominated). Despite this, the \( P(Y > y, X < x) \) plots for the third subperiod (bottom graphs) denote fuzzier decay with significantly greater probabilities of extremal dependence and an increased number of clustered events overweighting the band for independence, and therefore, accepting \( H_1 \)—extremes are dependent.

Following the negligible dependence for the bivariate daily series’ upper tails in the third subperiod, the most recent 6-year (2012–2017) subperiod—with an unfinished NAOI dominance as was mentioned—presents a distinct pattern. It is clear from Figure 10 that the upper tails (top graphs) show more significantly dependent events in this subperiod than in the previous ones. Nevertheless, the \( P(Y > y, X < x) \) plots (bottom graphs) have large spikes and dependence from lag 1–15 days.

Overall, these results suggest a sustained influence all over Madeira Island—at different levels—of extremely negative daily NAOI observations throughout the 70-year reference period.
than the extremely positive daily NAOI on the localised extreme daily rainfall events. This deserves further discussion.

5.4. Discussion and Conclusions

For Madeira Island, the extremal dependence between local climate and large-scale forcings—such as the North Atlantic Oscillation—was established by incorporating the concepts of rainfall “clustering” by means of regionalisation and the tails dependencies, i.e., the extremogram and cross-extremogram. In understanding the relationship between the large-scale circulation and rainfall extremes, which is increasingly essential in vulnerability and impact assessment studies due to climate change, rainfall regionalisation is useful. The daily rainfall regionalisation of the forty rain gauges’ complete series from 1 January 1948 to 30 September 2017 has been realistically aimed at not only setting up the most ideal of climatic regions of Madeira, but as well at producing an acceptable categorisation scheme based on rainfall variability, and not just on rainfall quantities, for further studies such as for climate change impact analyses. The methodology applied in this work firstly integrated the use of both principal factors based classification of rain gauges’ time series and the Voronoi polygons method applied to those time series.

Climatic regionalisation is not a seamless process that removes all elements of discrepancies. Uncertainty of this process has been the focus for a long time of discussion and debate among classic some other modern classifications—e.g., [57–59]. Such examples reflect the long history of discussing changes in regionalisation, some of them, also as a result of climate change. In this paper, the aim was not obtaining factor scores [60] based on the daily rainfalls series but rather computing factor loadings to use them, after rotation, to group the rain gauges into different regions. Therefore, the factor analysis approach in this work was purposely made simpler using rainfall as single variable of the 40 rain gauges with a common period of complete data. Rotation is more usually used in factor analysis than in PCA, and its importance depends much more on the interest of the analysis. The unrotated solution has not been spatially presented but the scree plot (Figure 2) since most of its explained variability is concentrated in the first factor with 71% which would mean that a single region could be acceptable. As an attempt to clarify the relationship among factors or regions, varimax rotation was applied as was performed in climatic regionalisation, but using a different climatic variable [32,36]. Principal factors obtained with other rotation techniques like quartimax, equimax, direct-oblimini, and promax [61] were also tested (here not shown) denoting almost the same results as those obtained via the varimax application, i.e., three factors retained explaining about 82% of the variability. Hence variability and, in some cases, the number of retained factors vary from technique to technique. Moreover, the factor loadings obtained using different rotated factors indicate that retaining three factors do not compromise prime information (explained cumulative variabilities higher than 80%).

Although the correlations mapping using different rotation techniques recognises almost the same regions (southern slope, central region, and northern region), the results of the homogeneous regions differ slightly for some rain gauges within the limits of the spatial distribution of factors (F1, F2, and F3). For instance, ST30 rain gauge is included in F2-CEN homogeneous region (Figure 3) with a correlation of 0.57 for F1, 0.62 for F2, and 0.35 for F3. However, quartimax results are 0.63, 0.56, and 0.33, respectively, making this rain gauge part of F1-SOU instead. Though factor analysis, including both PCA and PFA, is a robust mathematical procedure, its application climatic regionalisation requires subjective decisions to some extent such as the choice of the correlation or covariance matrices, the optimal number of retained factors, and the rotation method [45,46].

The here achieved regionalisation based on daily rainfall data—southern slope, central region, and northern slope—is consistent with previous spatial drought characterisations [32,36], but using monthly data and PFA transformed into Standard Precipitation Index (SPI) and factor scores instead. The small differences among the limits of the homogeneous regions in these characterisations are due to the fact that the regionalised variables are different—though the drought indices SPI were also derived from the rainfall data. Although climatic regionalisation is somewhat a subjective process
which does not produce a definitive arrangement and that there are several approaches in the literature (e.g., [62–64]), the regionalisation obtained in this work succeeded in explaining the daily rainfall climatology of Madeira Island with strong spatiotemporal variations.

In evaluating whether the computed regionalised rainfall series (after applying the Voronoi method) have been able to capture the seasonality, long-term fluctuation, and particularly daily rainfall extreme events, the extremes and the mean annual rainfall per region (from October to September) were compared to documented individual station’s records and to the official reports, respectively. As mentioned at the end of Section 5.3, there is a fairly good correspondence between the occurrence of rainfall extremes from the regionalised and single rain gauges’ series (e.g., the extreme events that occurred between the years 2009/10 and 2010/11). Overall, the value of 1669 mm for the weighted mean annual rainfall over Madeira is quite close to the one from the river basin management plan of Madeira, of 1628 mm year$^{-1}$ [65,66], although referred to different periods—in the present study 69 years, from October 1948 to September 2017, and 50 years, from October 1941 to September 1991, in [65,66]. The mean annual rainfall of 873 mm year$^{-1}$ now obtained for F1-SOU is remarkably below average, for F2-CEN is notably above with 2414 mm year$^{-1}$, and for F3-NOR is marginally below with 1590 mm year$^{-1}$, which are as well in accordance to the spatial pattern shown in [65].

The rainfall in Madeira is seen to be affected by the local topography coupled with the large-scale forcing interactions. F2-CEN and F3-NOR generally receive more rainfall than F1-SOU. This is due to the influence of the prevailing NE trade winds, from the northeast to southwest, on the climate of the small island [67]. This results in an increasing gradient in rainfall between southern and northern slopes. Due to the elevation differences (Figure 1), the windward-facing regions, namely, F2-CEN and F3-NOR experience orographic rainfall [13], as a result of adiabatic air expansion [30]. This increases the rainfall, particularly in F2-CEN which is one of the most favourable regions out of the three in terms of higher rainfall and water resources availability both surface and groundwater such as the Paúl da Serra plateau [68], ST02 in Figure 1. In contrast, F1-SOU lies in the leeward rain shadow and at lowest elevations which results in a much drier region. This indicates the ability of the rainfall regionalisation to recognise the unique characteristics and contribution of each homogeneous region to total rainfall in the small island. The regionalised daily rainfall series were crucial for the extremal dependence analysis between heavy rainfall events and the large-scale forcing of the NAO with regard to extremely positive and negative NAOI values.

Despite the winter NAO from December through March (the so-called NAOI DJFM in terms of index) shows the strongest influence of the NAO on the surface climate—as stated by [24,69,70]—all-year-long daily NAOI records (from 1948–2017) from the NOAA PSL have been considered. Either way, the lower and upper tails’ NAOI events (blue and red triangles in Figure 5) were pointed out almost entirely during the first half of the hydrological year (from October through March) neglecting equally important extremes out of this period. Different approaches have been used to define an NAOI such as the station-based method [29] given by the normalised SLP between high pressure, i.e., a southern station located in Iberian Peninsula or the Azores (C and B in Figure 11, respectively) and a northern station (low pressure), usually making use of a southwest Icelandic station (F in Figure 11). As an alternative, NAOI can be obtained from gridded climate datasets utilising orthogonal analysis or PCA. Similar methods like ensembles of simulations from a general circulation model can produce climatic datasets as the one here analysed which extends a daily NAOI back to the year 1948 and consistently updated by the NOAA PSL (Section 3.2). Because all indices from shorter to longer time scales show similar temporal evolutions and are highly correlated at interannual and interdecadal time scales, an exact NAOI definition is of less importance. However, the same time scale and length of both rainfall and NAOI have been reckoned with as determining factors in this study.

The results of the negative ($-$NAOI) and positive ($+$NAOI) dominance of NAOI (Figure 5) demonstrate the interannual, but more importantly, the multi-year and interdecadal variability of daily NAOI extreme events. Beyond the generalised spatiotemporal variations of the NAO influencing rainfall throughout the North Atlantic Ocean and over some continental regions (e.g., the Azores,
the eastern Canada, U.S., Europe) this work highlights the relevant influence of $-\text{NAOI}$ and $+\text{NAOI}$ dominance on the extreme rainfall for Madeira Island (A in Figure 11) during the four multi-year subperiods. Thus, the fitted LOWESS curve of Figure 5 was compared to an earlier characterisation from the year 1870–2090 by [23] of a filtered NAOI DJFM single realisation obtained from ensembles means of four greenhouse gases (G5a) experiments. Only the patterns were the focus due to the resolution differences and also because absolute spectrally truncated daily NAOI and NAOI DJFM values are not comparable. Although not shown, the comparison stresses that both signals’ patterns exhibit a prevalence of negative NAOI dominance from the 1950s to 1980s, followed by a reduction of the total NAOI, or integrated area above or under the signal, of alternating sign anomalies, namely, $+\text{NAOI}$, $-\text{NAOI}$, and $+\text{NAOI}$. It is also apparent, that in some recent years there is an increase of more consecutive and more extremes negative NAOI observations (e.g., daily NAOI values from 2009/10 to 2011/12). Additionally, the apparent upward trend in the LOWESS curve from 1960s to 1990s is also in accordance with that based on real data by [23], and also linked to quickly climatic variables changes (e.g., the rapidly temperatures rise) in the North Atlantic Ocean region [71]. These remarks and some others through the extremogram application to the univariate daily NAOI series as mentioned in Section 5.2, strengthen the justification to follow through the extremal dependence analysis adopting subperiods, i.e., from 1948–1979 (1st subperiod), 1980–1999 (2nd subperiod), 2000–2011 (3rd subperiod), and 2012–2017 (4th subperiod).

Figure 11. Location of: (A) Madeira Archipelago, (B) The Azores, (C) Iberian Peninsula (mostly formed by continental Portugal and Spain), (D) Newfoundland and Labrador (the easternmost province of Canada), (E) The British Isles, and (F) Iceland. Projection: Geographic Latitude-Longitude; datum: WGS84; planar unit: arc degrees.

The statistics of the three weighted regionalised rainfall series indicate that the response of maximum daily rainfall to the NAOI dominance has an alternating structure. For instance, the maximum daily rainfalls for F2-CEN are 162.9 mm for 1st subperiod ($-\text{NAOI}$ dominance), 142.0 mm for 2nd subperiod ($+\text{NAOI}$ dominance), 174.2 mm for 3rd subperiod ($-\text{NAOI}$ dominance), and 128.0 mm for 4th subperiod ($+\text{NAOI}$ dominance). In the same way, for F1-SOU the values are 107.1 mm, 104.1 mm, 135.5 mm, and 101.5 mm; and for F3-NOR 156.1 mm, 133.0 mm, 163.5 mm, and 110.3 mm. These figures show that the higher maximum rainfall occurred in the $-\text{NAOI}$ dominance periods. The fact that this alternating behaviour is found in the three regions in Madeira is indicative of the important effect of the NAOI lower tail (regarded as $-\text{NAOI}$) rather than the NAOI upper tail ($+\text{NAOI}$) on extreme rainfall events. Additionally, the same cross-extremogram approach was applied for teleconnection between extreme rainfall and extreme NAOI, although considering the complete 70-year reference period instead of the subperiods as done for Figures 7–10. The plots of Figure 12 are virtually identical, but with lower spikes smoother than those displayed in Figures 7–9, i.e., with a significant extremal dependence between the rainfall extremes and extremely negative
NAOI, and an almost non-existent dependence as for the upper tails. This suggests that particularly attention should be given to the negative NAOI and its effects on the extreme rainfall development in Madeira.

Figure 12. Cross-extremograms for the reference period from 1948 to 2017 of the bivariate daily time series $X$ (NAOI) and $Y$ (rainfall) for (a) $X$ and $Y$ upper tails, and for (b) the lower tail in $X$ and the upper tail in $Y$ (vertical axes cut off at 0.60). Horizontal red dashed lines indicate the upper 97.5% empirical confidence bands ($\alpha$ of 5%).

To support the aforementioned findings, a simplified analysis (adopting the same rainfall threshold as for the extremogram analysis, i.e., the 99th percentile rank) between the dimensionless number of exceedances of daily rainfalls and NAOI DJFM, as defined by [24], was carried out for the 69 hydrological years, from October 1948 to September 2017. Figure 13 depicts, for each homogeneous region, the number of rainfalls above $a_{\text{m}(\text{upper})}Y$, in each hydrological year divided by their corresponding mean annual number (dimensionless number of exceedances in the horizontal axis) plotted against NAOI DJFM in the same year (vertical axis). The station-based winter NAOI DJFM data was retrieved from National Center for Atmospheric Research, NCAR [72], for the stations located in Lisbon and Stykkisholmur (C and F, respectively, in Figure 11). Boxplots were constructed to represent the NAOI DJFM samples dispersion for three exceedances categories, (i) values lower than the mean, (ii) between one and two times the mean, and (iii) higher than two times the mean. Figure 13 evidences that regardless the region, most of the “weaker” extreme rainfall years, with below average number of occurrences, are associated to positive NAOI DJFM values, and the “very extreme” rainfall years, with more than twice the average number of occurrences, to negative NAOI DJFM. This is in agreement with the detected alternating character of the maximum daily rainfalls for each NAOI dominance subperiod.

Besides the statistical interpretation of (i) the $-\text{NAOI}$ and $+\text{NAOI}$ dominance subperiods here identified, (ii) the alternating daily maximum structure in the multi-year subperiods, (iii) the teleconnection insights from the extremal dependence analysis (via the extremogram and cross-extremogram), and (iv) the straightforward rainfall exceedances results; an explanation can be drawn from a meteorological perspective. For instance, $+\text{NAOI}$ values are associated with stronger westerlies (prevailing anti-trade winds from the west headed for the east) over latitudes N 30°–60° (Figure 11), and with milder weather over western mainland Europe [24]. Generally, extreme or heavy and frequent rainfall are due to long-distance air streams whose origin may be as NE trade winds [73].

On top of the NE trade winds, Madeira’s climate is influenced as well by the Azores anticyclone [74] mostly bringing drier conditions. This anticyclone is stronger-than-average during the high $+\text{NAOI}$. Conversely, very low $-\text{NAOI}$ indicates weakening of the Azores anticyclone [75] as occurred in the 2009/10, a year characterised by record persistence of the negative phase of the NAO [76], and with the lowest daily $-\text{NAOI}$ ever registered as already shown in Figure 5. Furthermore,
− NAOI strengthens the NE trade winds allowing cold air to build up over the small island and may result in wetter conditions [77] favourable for the extreme rainfall occurrence.

Figure 13. Dimensionless yearly number of exceedances (horizontal axis) in each hydrological year, from 1948/49 to 2016/17, for each of the weighted regionalised daily rainfall series (F1-SOU, blue circles; F2-CEN, red squares; F3-NOR, green triangles) and their corresponding NAOI DJFM (vertical axis). Boxplots constructed based on the NAOI DJFM on an annual basis for three exceedances categories: less than one exceedance per year, from one to two exceedances per year, and more than two exceedances per year.

The association of disturbances of the atmosphere or storms, usually accompanied by rainfall or snow, with the NAO activity is well known for continental areas and large islands, as has been mentioned, except for some small islands. [78] developed an algorithm to realistically track storms via the NAO activity in winter. According to the authors − NAOI has less storms in Iceland, more in a band stretching from the British Isles to Newfoundland and Labrador, and even more notably over Iberian Peninsula (F, E, D, C, in Figure 11 respectively). This suggests that the −NAOI effect may shift south-eastwards from Iberian Peninsula with increased storms characterised by substantial heavy rainfalls in Madeira Island, with a somewhat symmetrical +NAOI effect but to a lesser degree. These claims are supported by the statistically significant evidence found and discussed in this extremal serial dependence analysis between the weighted regionalised rainfalls and daily NAOI compared with previous studies though focused on single rain gauges’ and on monthly and seasonal NAOI data.

It is important to point out that a NAOI definition only indicates the most probable set-up over a period of time, which in turn can give strong clues as to the types of storms and their related intensity. Recent studies have shown that weather models have very good performance at predicting winter NAOI [79] and daily NAOI [80]. Such capability coupled with the results here shown gives the possibility of forecasting extreme rainfalls and consequently implementing anticipatory risk reduction measures. Thus, modelling extremal dependence between rainfall and predictable major climatic drivers may play a crucial role in water resources and risk management in Madeira but also in other North Atlantic small islands, namely under a changing climate.
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