Data-driven Identification and Prediction of Power System Dynamics Using Linear Operators
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Abstract—In this paper, we propose linear operator theoretic framework involving Koopman operator for the data-driven identification of power system dynamics. We explicitly account for noise in the time series measurement data and propose robust approach for data-driven approximation of Koopman operator for the identification of nonlinear power system dynamics. The identified model is used for the prediction of state trajectories in the power system. The application of the framework is illustrated using an IEEE nine bus test system.

I. INTRODUCTION

The advent of synchrophasor measurements in power system has contributed towards high temporal and spatial granularity in Wide Area Measurement Systems (WAMS). PMUs provide wide-area visualization, state estimation and voltage monitoring for monitoring power system operation. Due to the high granularity of PMU data, challenges related to system dynamics such as oscillation detection, stability analysis and control can also be addressed [1]–[3]. Various data-driven methods for dynamic behavior identification have been developed using synchrophasor measurements, methods based on subspace identification and prony analysis have also been developed [4]–[7].

While being able to address key aspects of dynamic identification, these methods have dependency on knowledge of system model and more importantly, assume a linear dynamic system. In this context, linear operator based method stands out as it provide a way to capture the nonlinear dynamics in a model free scenario [8]–[10]. In particular, Koopman operator based dynamic mode decomposition (DMD) method has been developed for modal identification [11], [12]. These methods find applications in identifying inter-area oscillation [13], partitioning power network [14], identifying model parameters [15] and stability analysis [16]. These linear operator based techniques provide a great insight in system behavior in a model free scenario. However, these methodologies are highly sensitive to the data quality.

As given in IEEE standards on synchrophasors [17], the upper bound on signal to noise ratio (SNR) for PMU measurements is 20dB for steady state (Smaller the SNR, higher is the error) . Although, there are no such standards for noise in measurements when system is undergoing dynamics. However, practical studies suggest that dynamic measurements often have SNR in the range of 30-20dB [18], [19]. Thus it is important for any data driven technique to take into account the ambient noise present in measurements. Furthermore, an imperfect communication infrastructure for WAMS can lead to missing data and bad data in measurements.

In the previous work of the second author [20], we have shown that existing DMD methods fail to capture true system dynamics in presence of measurement and process noises. As previously stated, linear operator method provides a model-free framework for system identification which means there is no external way to justify the accuracy of data under consideration. Thus it becomes important to have a framework for system identification that is robust to various process and measurement noises present in the real world scenario and can identify underlying dynamic system accurately.

Our objective is to provide a robust framework for model free data-driven identification of system dynamics. The novelty of our method lies in the robustness of our algorithm, which takes into account noise, missing data and outliers. In a realistic scenario it is important to account for various noises associated with wide area measurements, that can affect the identification and prediction capability of any algorithm.

For a data driven model-free technique it is important to identify underlying dynamic system accurately. One validation of any data driven method is how accurately can it predict the future evolution of given measurements. Similar to system identification, various techniques for dynamic state estimation have been developed using Kalman filter and extended Kalman filter states [21]. Similar to existing method of dynamic system identification these methods have dependency of model information and holds good for linear dynamics. Recent work has used Koopman operator based Kalman filter for trajectory prediction, that address the issue of model dependency and nonlinear [22]. However, as pointed out earlier these methods are susceptible to data quality. Thus one of the key objective of this work is to provide a robust framework for model free data driven trajectory prediction for nonlinear dynamic system.

To this end we have developed a robust approximation of Koopman operator that addresses the challenges associated with existing data driven system identification techniques, as highlighted above [23].

Thus the overall objective of our work is to provide a robust framework for dynamic system identification and prediction in a realistic power system scenario. The main contributions of the paper are the following: We propose robust approach
for the approximation of the Koopman operator that explicitly accounts for the noise in the measurement data. The robust approximation procedure is used for the robust identification of nonlinear power system dynamics using noisy data set. The robust predictor is used for the estimation of power system dynamics. Impact of training data length used in the approximation of Koopman operator on the prediction error is also analyzed.

The rest of the paper is organized as follows. In section II we discuss our methodology for robust computation of Koopman operator and trajectory prediction. Section III illustrates the details of power system test case under consideration and system properties. Section IV presents detailed simulation studies for the given test system for various realistic scenarios of power system measurement. The conclusion and contribution of our work is illustrated in section V along with future implications of this work.

II. PROPOSED METHOD

A. Transfer operator for stochastic system

For a random dynamic system of form:

\[ x_{t+1} = T(x_t, \xi_t) \]  

(1)

where \( T : X \subset W \rightarrow X \) with \( X \subset \mathbb{R}^N \) is assumed to be invertible with respect to \( x \) for each fixed value of \( \xi \). \( \xi_t \in W \) is an independent variable \( \theta \) i.e.,

\[ \text{Prob}(\xi_t \in B) = \theta(B) \]

for every set \( B \subset W \) and all \( t \). For such a discrete dynamical system we can define Koopman linear operator, as follows:

**Definition 1 (Koopman Operator):** Given any \( h \in \mathcal{F} \), \( \mathcal{U} : \mathcal{F} \rightarrow \mathcal{F} \) is defined by

\[ [\mathcal{U}h](x) = \mathbb{E}_\xi[h(T(x, \xi))] = \int_W h(T(x, v))d\theta(v) \]

B. Robust approximation of Koopman operator

In this section, the robust approximation algorithm of Koopman operator will be combined with the power system settings, which is proposed in the earlier work [23].

Consider snapshots of state variables data set for power system in form of equation (1)

\[ X = [x_0, x_2, \ldots, x_M] \]

(2)

where \( x_i \in X \subset \mathbb{R}^n \). The data-set \( \{x_k\} \) is state trajectory subjected to various processes and measurement noises.

In particular, we consider norm bounded uncertainty in the data set. Since the trajectory \( \{x_k\} \) is one particular realization of the RDS, the other random realization can be assumed to be obtained by perturbing \( \{x_k\} \). We assume that the data points \( x_k \) are perturbed by norm bounded deterministic perturbation of the form

\[ \delta x_k = x_k + \delta, \quad \delta \in \Delta. \]

We define \( \mathcal{D} = \{\psi_1, \psi_2, \ldots, \psi_K\} \) as the observables on \( x_k \). These observables belong to \( \psi_i \in L_2(X, \mathcal{B}, \mu) = \mathcal{G} \), where \( \mu \) is some positive measure. Let \( \mathcal{G}_D \) denote the span of \( \mathcal{D} \) such that \( \mathcal{G}_D \subset \mathcal{G} \). The chosen observables should be rich enough to approximate the leading eigenfunctions of Koopman operator. Define vector valued function \( \Psi : X \rightarrow \mathbb{C}^K \) as

\[ \Psi(x) := [\psi_1(x), \psi_2(x), \ldots, \psi_K(x)] \]

(3)

Here, \( \Psi \) lift the system from state space to feature space. Any function \( \phi, \hat{\phi} \in \mathcal{G}_D \) can be written as

\[ \phi = \sum_{k=1}^{K} a_k \psi_k = \Psi a, \quad \hat{\phi} = \sum_{k=1}^{K} \hat{a}_k \psi_k = \Psi \hat{a} \]

(4)

for some set of coefficients \( a, \hat{a} \in \mathbb{C}^K \). Let

\[ \check{\phi}(x) = [U\phi](x) + r = E_k[\phi(T(x, \xi))] + r. \]

(5)

Different realization of the system will be of form \( \{x_k + \delta\} \) with \( \delta \in \Delta \) to write (5) as follows:

\[ \hat{\phi}(x_m + \delta x_m) = \phi(x_{m+1}) + r, \quad k = 1, \ldots, M - 1. \]

(6)

Here the objective is to minimize this residue for all possible pair of data points of the form \( \{x_m + \delta, x_{m+1}\} \). Using (4) we write the above as follows:

\[ \Psi(x_k + \delta x_k)\hat{a} = \Psi(x_{k+1})a + r. \]

Our aim is to find \( K \), finite approximation of Koopman operator that maps \( a \) to \( \hat{a} \), i.e., \( K a = \hat{a} \), and minimize the the residue term, \( r \). Multiplying by \( \Psi^\top(x_m) \) on both the sides of above expression and summing over \( m \) we obtain

\[ \frac{1}{M} \sum_{m=1}^{M} [\Psi^\top(x_m)\Psi(x_m + \delta x_m) - \Psi^\top(x_m)\Psi(x_{m+1})] a. \]

For robust approximation, uncertainty penalizes the estimation. Thus, robust optimization can be written as a min – max convex optimization problem, as follow:

\[ \min_{K} \max_{\delta \in \Delta} ||(G + \delta G)K - A||_F \]

(7)

where \( K, G, A \in \mathbb{C}^{K \times K} \) and \( \delta G \in \mathbb{R}^{K \times K} \) is the new perturbation term characterized by uncertainty set \( \Delta \) which lies in the feature space of dictionary function and the matrix \( G = \frac{1}{M} \sum_{m=1}^{M} \Psi(x_m)\Psi(x_m) \). \( \Delta \) is the new uncertainty set defined in the feature space and will inherit the structure from set \( \Delta \) in the data space.

The equivalence between the robust optimization problem (7) and \( \ell_1 \) Lasso regularization can be established as follows.

**Theorem 2:** Defining

\[ \tilde{\Delta} := \{\delta G = (\delta G_1, \ldots, \delta G_K) \in \mathbb{R}^{K \times K} : ||\delta G_i||_{2 \leq c}\}. \]

Following two optimization problems are equivalent

\[ \min_{K} \max_{\delta \in \Delta} ||(G + \delta G)K - A||_F \]

(8)

\[ \min_{K} ||GK - A||_F + c \sum_{k=1}^{K} ||K_k||_1 \]

(9)

where \( K_k \) is the \( k^{th} \) column of matrix \( K \).

The complete boundedness proof and equivalence proof can be found in [20], [24].
C. Design of robust predictor in power system

Based on the robust optimization formulation (7) and the Lasso type regularization term in (9), it provides a systematic way of tuning the regularization parameter. The conception of the optimization problem finds a parallelism in the machine learning area as well, involving the over-fitting and under-fitting problem. Here regularization term implies that the operator framework can fit into data driven predictor design. We first approximate the transfer operator using training data. Let \( \{x_0, \ldots, x_M\} \) be the training data-set and \( K \) be the finite-dimensional approximation of the robust Koopman operator (7). Let \( \bar{x}_0 \) be the starting point for trajectory prediction.

The initial condition from state space is mapped to the feature space, i.e.,

\[ \bar{x}_0 \Rightarrow \Psi(\bar{x}_0)^\top =: z \in \mathbb{R}^K. \]

Using Koopman operator system propagates as

\[ z_n = K^n z. \]

From this we can obtain the trajectory in state space, as

\[ x_n = Cz_n \]

where matrix \( C \) is obtained as the solution of the following least square problem

\[ \min_C \sum_{i=1}^M \| x_i - C\Psi(x_i) \|^2 \tag{10} \]

This notion of robust approximation of Koopman operator and trajectory prediction will be used for power system dynamic identification and prediction.

III. POWER SYSTEM TEST CASE

In order to understand the implications of developed robust prediction and identification algorithm for power system, we consider IEEE 9 bus test case. For the given 9 bus system, synthetic data is generated using detailed modeling of generator, exciter and governor dynamics at the generator buses.

For the given system a 5\( ^{th} \) order generator dynamic model is considered, details of the model can be found in [25]. Each generator has an IEEE type-I exciter with 4\( ^{th} \) order dynamic model along with a 4\( ^{th} \) order governor control. The detailed discussion on the DAE model under consideration is presented in [26] and omitted from this paper. In brief, the system can be described as follow:

- **Generator Model**: A 5\( ^{th} \) order generator dynamic model is considered with generator states \( \delta, \omega_g, E_d, E_q \).
- **Exciter Model**: IEEE Type I exciter is considered for each generator consisting of a 4\( ^{th} \) order dynamic model.
- **Governor Model**: A type II governor model is considered for each generator with first order dynamics.

Thus the dynamic model as represented in (1) has \( x \in \mathbb{C}^{30} \), here these state variables are measured as a response to a phase fault at a load bus. For a given fault, system oscillates and settles at the equilibrium point, as shown in figure 2(a) in terms of generator angular speed (\( \omega \)). Here angular speed is calculated as follows.

\[ \omega = 2\pi \cdot (60) \ast \omega_g \text{ (p.u.)} \]

![Fig. 2. Post fault frequency measurement (a) Purely deterministic measurement (b) Measurement corrupted with ambient noise of 20 dB](image-url)

For the given system, synthetic data is generated using PSAT toolbox [27] for MATLAB. State measurements are recorded for multiple fault scenarios, load variation and system perturbation with sampling frequency of 0.01sec which is in accordance with PMU measurements. Further, measurement noise in form of white Gaussian noise is introduced in the generated data, as shown in figure 2(b). At a given operating point we can obtain a linearized dynamic model around which system oscillates, the modes of this linearized system are compared with the identified dynamic system. The first test of our method is to identify the dominant modes of the underlying dynamic system using these measurements. Here we recorded measurements for all states of the dynamic system, as they evolve after the fault. In addition to this our robust predictor is used for trajectory prediction for the given measurements.

IV. SIMULATION STUDIES

A. Identification and prediction under ideal condition

Robust EDMD method performs as good as existing EDMD method for a deterministic system without any noise. Measurements recorded for a deterministic system as shown in figure 2(a), system modes are identified using EDMD and Robust EDMD algorithm, as shown in figure 3.
It is important to highlight that, data driven system mode identification can be as good as the data itself. That is, if the dynamic system is not excited enough then it is impossible to identify all the modes from the given data. This persistence of excitation is critical in all data driven identification methods; interested readers are referred to [28] for a detailed discussion. Therefore, to check the accuracy of further analysis with noise and variable data length, system identification in ideal condition is considered as a reference.

B. Effect of measurement noise

State measurements corrupted with noise are considered for system identification, as shown in figure [2](b). For such measurements, robust linear operator identifies dominant modes with great accuracy. As shown in figure [4](a) two scenarios with noise level 20dB and 17 dB are considered. Robust EDMD identifies dominant modes closer to $j\omega$ axis, where existing method of dynamic mode decomposition fails to identify the system.

C. Trajectory Prediction

As illustrated in section II-C robust predictor can be designed to predict the evolution of dynamic measurements. To this end we take a rolling window of 4 seconds to predict system evolution for next 2 seconds. Though it is intuitive that the prediction accuracy will increase with increase in data sample. However in this case, as power system quickly settles down after clearing the fault, it is important to predict the transient behavior of system states, immediately after the fault.

As shown in figure [5] generator angle are recorded for first 4 seconds and their evolution for next two seconds is predicted. Here the robust predictor is trained over the noisy data (blue dotted line) without any knowledge of system model. The solid blue line in the figure corresponds to simulated data without any noise. We observe that the predicted trajectory (red curve) can estimate the underlying system states from the noisy measurement. Similarly, as shown in figure [6] robust estimator can predict controller and governor states of the system with high accuracy.
D. Effect of measurement window size

For the given test system, we further predict all state trajectories using robust predictor. It is important to understand the role of length of training data for nonlinear system prediction. For all training samples, next 1 second trajectory is predicted for the noisy measurements. Further error is computed with respect to simulated trajectory of deterministic case. As this is the case of post fault oscillations which settles down in seconds, one second prediction is sufficient for dynamic analysis. As shown in figure 7 mean error in prediction is computed against the length of training data. It is quiet intuitive that for small data size, prediction will have large error. As visible in figure 7 the prediction error is within 5% of mean value for sample size greater than 4 seconds. Thus for realistic power system scenarios, robust predictor can estimate state trajectories well within 5 seconds of any perturbation.

V. CONCLUSION

In this work, we proposed a robust algorithm for approximation of Koopman operator for the identification of nonlinear power system dynamics. This robust approximation approach gives us the ability to identify system dynamics from a noisy stochastic measurements. Further, theory of robust predictor is also proposed, which enable us to predict true system trajectories in midst of noisy measurements. IEEE 9 bus system is considered to illustrate the application of robust estimation for power system. With realistic noise level of 30-17 dB, robust EDMD was able to identify system dominant mode with great accuracy as oppose to existing methods of linear operator computation. Further, we have shown that robust predictor can estimate nonlinear state trajectories for power system from corrupted measurements. Thus, we can capture the underlying dynamic system for a noisy measurement. We have also tested the accuracy of robust predictor with respect to size of measurement data. Robust predictor is able to estimate system states within a bound of 5% just with a sample size of four seconds. Thus, this robust predictor can be used to identify various dynamic events associated with power system.
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