The mass of the black hole in RE J1034+396
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ABSTRACT

Context. The black hole mass measurement in active galaxies is a challenge, particularly in sources where the reverberation method cannot be applied.

Aims. We aim to determine the black hole mass in a very special object, RE J1034+396, one of the two active galactic nuclei (AGN) with quasi-periodic oscillations detected in X-rays, and a single bright AGN with optical band totally dominated by starlight.

Methods. We fit the stellar content using the code STARLIGHT, and the broad band disk contribution to optical/UV/X-ray emission is modeled with OPTXAGNF. Based on STARLIGHT, we develop our own code OPTGAL for simultaneous fitting of the stellar, Fe II, and BC content in the optical/UV/X-ray data. We also determine the black hole mass using several other independent methods.

Results. Various methods give contradictory results. Most measurements of the black hole mass are in the range 10^6—10^7 M_☉, and the measurements based on dynamics give higher values than measurements based on Hβ and Mg II emission lines.
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1. Introduction

The measurement of the black hole mass in centers of active galaxies is extremely important for a number of reasons. The studies of individual objects benefit greatly from a black hole mass determination since it is widely accepted that the ratio of the luminosity to the Eddington luminosity is a key parameter that determines the properties of the type-I unobscured active galactic nuclei (AGN). Eddington ratio is considered to be the leading parameter in the Eigenvector 1, which is determined on the basis of the principal component analysis of the optical spectra and broadband spectral shape (Boroson & Green 1992; Sulentic et al. 2000; Marziani et al. 2001; Kuraszkiewicz et al. 2009; Shen & Ho 2014). Tests of this hypothesis rely on determining the black hole mass. In cosmology, determining the black hole mass range as a function of redshift puts strong constraints on the galaxy evolution (e.g. Peng et al. 2006; Shankar 2009; Dubois et al. 2014, Aversa et al. 2015).

Several methods of black hole mass measurements in radio-quiet AGN have been developed (for a review, see e.g. Czerny & Nikolajuk 2010):

- reverberation measurement of the broad line region (BLR);
- single spectrum BLR measurement;
- stellar dispersion;
- narrow line region (NLR) line width;
- bulge luminosity;
- broadband continuum fitting;
- high-frequency break of the X-ray power spectrum;
- X-ray excess variance;
- quasi-periodic oscillations (QPO) in X-ray band.

We have skipped methods like water maser or binary black hole, since they apply to a few known special sources, and cannot apply to RE J1034+396.

The best established method is based on reverberation studies in the optical band. The measurement of the time delay between the variable continuum emitted by central parts of an accretion disk surrounding a black hole and the response of the broad emission lines originating in the BLR enables to measure the distance, and the line spectral shape gives the estimate of the orbital velocities of the BLR clouds (e.g. Peterson 1993). This method has been directly applied to over 50 objects so far (Wandel et al. 1999; Kaspi et al. 2000; Peterson et al. 2004, 2014; Bentz et al. 2009, 2010; Denney & Peterson 2010; Grier et al. 2012; Rafier et al. 2013; Du et al. 2014, 2015; Hu et al. 2015, Edelson et al. 2015), and some campaigns are under way (King et al. 2015; De Rosa et al. 2015, Shen et al. 2015, Modzelewska et al. 2014; Hryniewicz et al. 2014; Valenti et al. 2015). The method is, however, very demanding in terms of telescope time.

The second method requires measuring just a single spectrum with an emission line. Observationally discovered scaling between the BLR size and monochromatic luminosity (see Bentz et al. 2009, for the most recent parameters) enabled us to replace the reverberation measured delay with a measurement of the monochromatic luminosity. This enabled us to extend the method to thousands of AGN (e.g. Vestergaard & Peterson 2006; Kollmeier et al. 2006; Woo et al. 2008; Shen et al. 2011).
One drawback of both methods is that the accurate mass measurement requires an independent determination of the proportionality constant, which implicitly contains the geometry of the BLR and its kinematics (Collin et al. 2006). This scaling is usually done using the stellar dispersion method for selected sources and varies among the papers (see for example, Sect. 5 in Bentz et al. 2014).

The line emission from the gas can also be used for the black hole mass measurement. The simplest variant is to use the width of [O III] line from the NLR as a proxy for the stellar velocity dispersion in the bulge (e.g. Gaskell 2009). However, the emission of the NLR does not have to coincide with the bulge. In the case of the Seyfert galaxy NGC 5548, the variability revealed that most of the [O III] emission comes from the inner 1–3 pc (Peterson et al. 2013).

The stellar dispersion method is the oldest one, but in the context of non-active galaxies, Magorrian et al. (1998) discovered the correlation between the bulge mass and the black hole mass, later followed by an even more tight correlation between the black hole mass and the stellar velocity dispersion (Ferrarese & Merritt 2000). It was later shown that the same relation applies to AGN, although the stellar velocity dispersion in AGN is not easy to measure (Onken et al. 2004; Grier et al. 2013). If there is no measurement of any of the quantities mentioned above it is possible to use the bulge luminosity for a proxy of the stellar dispersion, and the recent scaling between the black hole mass and the bulge luminosity is given in Bentz et al. (2009).

In general, the mass determination method, based on gas and stellar dynamics, is safe to use either when the nucleus is resolved and we measure the dynamics within the sphere of the black hole influence, or when the measured quantities represent the entire bulge well. This second possibility can be easily met for elliptical galaxies but, in the case of spiral galaxies, the measurement contains both the bulge and the disk contribution and any scaling laws may be misleading.

The continuum fitting method is occasionally used for AGN, but it is not simple because of the problems with accretion disk models and with the data gap between the far-UV and X-rays. Some objects can be well fitted by a standard disk (e.g. Czerny et al. 2011; Capellupo et al. 2015) using only optical/UV spectra. Broadband fits, including X-rays, require a separate description of the X-ray emission as well. The X-ray continuum cannot be well described by the emission of the standard optically thick accretion disk, and the presence of an additional X-ray emitting Comptonizing coronal region is necessary (e.g. Czerny et al. 2003; Done et al. 2012, and the references therein).

A different family of black hole mass determination methods is based on the X-ray variability. Since we do not have a full understanding of the geometry and the dynamics of the X-ray emitting region (e.g. Edelson et al. 2015; Fabian et al. 2015) this is again a phenomenological approach, justified by studies of sources with known masses. The general shape of the X-ray power spectrum density (PSD) of AGN and galactic sources is, overall, similar, apart from the scaling, showing a steep high frequency tail, a high frequency break and, occasionally, a quasi-periodic oscillation (QPO). The second (low frequency) break is hard to measure in AGN and may not always be present. One black hole mass measurement method uses the dependence of the high frequency break on the black hole mass and the Eddington ratio (McHardy et al. 2006), another one used the normalization of the high frequency tail (Hayashida et al. 1998; Czerny et al. 2001). The dependence of the QPO on the black hole mass was given by Remillard & McClintock (2006) for the galactic sources.

The reverberation method, however, is general, the most reliable and should be used whenever possible. However, the reverberation method does not always apply since it means that we must measure well one of the important BLR lines (Hβ, Mg II or CTI) and the variable monochromatic continuum. In some cases this is not possible, most frequently because of too high obscuration of the nucleus. Another possible reason is the lack of the observed variability of the optical continuum caused by strong contamination by the stellar emission, and RE J1034+396 is one such example. The value of the black hole mass in this source is extremely important because this is the first, and the best, example of the QPO discovered in an AGN in the X-ray band (Gierlinski et al. 2008a; Alston et al. 2014).

RE J1034+396 (z = 0.042443, after NED¹) is an exceptional active galaxy in many aspects. The source has been already contained in the catalog of galaxies and of clusters of galaxies prepared by Zwicky & Herzog (1966). Initially described as a compact galaxy (Zwicky & Herzog 1966), it is currently classified as a Narrow Line Seyfert 1 galaxy. It is EUV-bright, and the Big Blue Bump of this Seyfert galaxy has an exceptionally high temperature so the high energy turnover is observed in the soft X-rays (Puchnarewicz et al. 1995). This unique Big Blue Bump has been subsequently studied in a number of papers (Puchnarewicz et al. 1998; Mason et al. 1996; Wang & Netzer 2003; Czerny et al. 2006; Casebeer et al. 2006; Done et al. 2012). It is also the first source that unquestionably shows the QPO in the X-ray emission with the period of 2.7 × 10^{-4} Hz (Gierlinski et al. 2008a; Middleton et al. 2011; Alston et al. 2014). The warm absorber in this source is not strong, and varies with the QPO phase (Maitra & Miller 2010).

RE J1034+396 shows well-developed BLR lines (Puchnarewicz et al. 1995) but the nature of the optical continuum is unclear, and this continuum does not vary (Puchnarewicz et al. 1998). The possibility that the optical/UV continuum comes from a strongly irradiated accretion disk was discussed by Soria & Puchnarewicz (2002) and Loska et al. (2004). On the other hand, Bian & Huang (2010) argue that most of the emission is simply due to the starlight. In modeling, they allowed for the presence of an additional power law but the derived slope (F_α ~ λ^{-0.5}) was not consistent with the tail of an accretion disk. Therefore the source is not a good candidate for reverberation monitoring, and the mean-spectrum approach is also difficult since it requires the accretion disk contribution to the continuum to be precisely determined. The soft X-ray emission dominated by the Comptonized disk emission is also mostly constant, and the observed QPO is connected with the variable hard X-ray power-law tail (Middleton et al. 2009).

The black hole mass in this galaxy has been estimated by a number of authors using different methods, but the results span a broad range of values (e.g. (2–10) × 10^6 M_⊙, Puchnarewicz et al. 2001, (0.6–3) × 10^6 M_⊙, Soria & Puchnarewicz 2002, and 6.3 × 10^6 M_⊙, Loska et al. 2004) from broadband continuum models; (1–4) × 10^6 M_⊙ from stellar velocity dispersion and Hβ line profile, Bian & Huang 2010; 6.3 × 10^6, 3.6 × 10^6, and 1.3 × 10^6 M_⊙ from Hβ line width, [O III] line width, and soft X-ray luminosity, correspondingly (Bian & Zhao 2004). The observed QPO period of 2.7 × 10^{-4} Hz (Gierlinski et al. 2008a), if identified with the LF QPO dives the black hole mass below 4 × 10^6 M_⊙, corresponding to the Eddington ratio above 10 for the observed bolometric luminosity of 5 × 10^{44} erg s^{-1}. Identification of the QPO with high frequency oscillations led to values

¹ NASA/IPAC Extragalactic Database.
of \(6.9 \times 10^6\) or \(1.0 \times 10^7\) \(M_\odot\), depending on the choice of the higher or lower value of the resonance frequency.

In this paper, we use the available optical/UV and X-ray data and attempt to determine the black hole mass in this object using several of the complementary methods listed above: single spectrum BLR method based on two low ionization lines (LIL) H\(\beta\) and Mg II, NLR method, stellar dispersion, broadband fitting of the entire optical/UV/X-ray continuum, with particular attention to the starlight and a QPO method.

### 2. Observations

We collected the archival data from several instruments with the aim to model the broadband spectral energy distribution (SED) covering IR-optical-X-ray band and to apply several independent methods to determine the masses of the black holes.

In the optical/UV band we use both the Sloan Digital Sky Survey (SDSS) data and the *Hubble* Space Telescope (HST) data obtained with faint object spectrograph (FOS). The SDSS spectrum was taken on 29 December 2003 and HST/FOS data were collected on 31 January 1997. The SDSS data was retrieved through SDSS SkyServer Explorer tool\(^2\) from the DR9 archive. We use data product that has been reduced and calibrated through the standard SDSS automatic pipelines. The HST/FOS data was obtained with the use of the MAST service\(^3\).

The calibrated data product was chosen, which contains the final spectrum processed through the standard pipeline. We combined the two data sets, but we allow for a gray shift between the two data sets if some weak variability is actually present in the source variability in the far-UV and X-ray band. We illustrate the flux changes with the OM-XMM monitoring (see Fig. 1). The dimensionless flux dispersion at 2952 Å is 8.8%. The X-ray data come from the period when the source was exceptionally bright in UV (first point in Fig. 1), and the ratio of the minimum flux to this value is 0.79. The variability in the HST can be higher since the aperture of the OM-XMM contains more starlight than HST. This can be seen from the fact that the flux measured by OM-XMM is almost higher by a factor 2 than the SDSS flux at \(~3000\) Å, and the OM-XMM spectral slope is significantly redder than the SDSS slope, so starlight from a greater distance is also included in OM-XMM.

The integrated optical/UV/X-ray luminosity implies the bolometric luminosity of the source \(1.3 \times 10^{44}\) erg s\(^{-1}\) cm\(^{-2}\) for isotropic emission, and can be, by a factor up to 2, lower if we see the source at low inclination.

### 3. Models of the broadband continuum

The broadband spectrum of a Narrow Line Seyfert galaxy is expected to consist of the accretion disk contribution to the continuum, host galaxy emission (particularly the circumnuclear stellar cluster), and possibly some dust emission in the red and near-IR. The disk emission is additionally Comptonized in the accretion disk corona responsible for the power-law tail of the spectrum in the X-ray band (Done et al. 2007; Cao 2009; You et al. 2012). These broad components are supplemented by important localized spectral features connected with AGN activity: BLR lines, Fe II pseudo-continuum, and Balmer continuum. We do not model the BLR lines, but instead we mask the strong emission line regions in the spectrum. However, we model all the remaining spectral components since they are essential for the correct decomposition of the spectrum.

#### 3.1. Starlight contribution

As it was shown by Bian & Huang (2010), the optical spectrum of RE J1034 is mostly dominated by the starlight. However, the traces of the accretion disk contribution are also visible and in Bian & Huang (2010) they were modeled by a power law of an arbitrary slope. The best-fit slope \((F_\lambda \propto \lambda^{-0.58}, F_\lambda \propto \lambda^{-1-1.4})\) however, is clearly inconsistent with the expectations of the accretion disk theory (Shakura & Sunyaev 1973) \((F_\lambda \propto \lambda^{-7/3})\).
Therefore, we repeat the starlight analysis of Bian & Huang (2010), first using the same publicly available STARLIGHT code (Cid Fernandes et al. 2005, 2009), and then preparing our own fitting code, OPTGAL, which can be used for fitting both optical/UV and X-ray data sets simultaneously. The basic scientific content is the same as that of STARLIGHT. We use the same 45 templates of Bruzual & Charlot (2003). We allow for the intrinsic reddening of the stellar cluster which is described with the Cardelli et al. (1989) curve. We also include the option of a relative velocity shift of the stellar component with respect to the systemic redshift, and we include the stellar velocity dispersion. More technical details are provided in Sect. 4.

3.2. Fe II pseudo-continuum

The contribution of the Fe II emission is seen both in the optical and in the UV range. Modeling quasars (Hryniewicz et al. 2014; Modzelewski et al. 2014), we found that the theoretical models of the Fe II emission smeared owing to the velocity dispersion of an order of ~900 km s$^{-1}$ are actually better than observational templates, particularly in the region of Mg II 2796. Each of their templates is calculated for a different value of the density, turbulent velocity, and ionization parameter. As a reference, we use the best-fit template for CTS C30.10 (Modzelewski et al. 2014), corresponding to a local density ($n = 10^{12}$ cm$^{-3}$, turbulent velocity of 20 km s$^{-1}$ and ionization parameter $\Phi = 10^{20.5}$ cm$^{-2}$ s$^{-1}$). However, these templates do not cover the shortest wavelengths below 2000 Å. In this region, observational templates are better since they also contain other Fe contributions. We thus use the models of Bruhweiler & Verner (2008) above 2250 Å and those of Vestergaard & Wilkes (2001) below 2250 Å, in the Fe UVtemplates_B version. The theoretical templates were broadened with a Gaussian profile, assuming 900 km s$^{-1}$.

3.3. Balmer continuum

To model the Balmer continuum (BC), we repeat the procedure described in Dietrich et al. (2002) and the references therein. Blueward of the Balmer edge ($\lambda \approx 3675$ Å), this feature is described by the Planck function $B_\nu(T_e)$ (Grandi 1982) with constant electron temperature of 15 000 K. The optical depth is not assumed to be constant, but its change with wavelength is computed using a simple formula:

$$\tau_\nu = \tau_{BE} \left(\frac{\nu}{\nu_{BE}}\right)^{-3},$$

where $\tau_{BE}$ is the optical depth at the Balmer edge radiation frequency ($\nu_{BE}$). Redward of the Balmer edge blend of hydrogen emission lines is generated. This was performed using atomic data provided by Storey & Hummer (1995) with the recombination line intensities for case B (opaque nebula), $T_e = 15 000$ K, $n_e = 10^8$–$10^{10}$ cm$^{-3}$. The accounted Balmer emission lines covered excitation top level for the transitions in the range $10 \leq n \leq 50$.

3.4. Accretion disk model of the broadband spectrum

The X-ray data of RE J1034+396 explored in the next section was collected by XMM-Newton on 2007-05-31 and 2007-06-01, with total observing time ~94 ks. The extensive spectral analysis of this observation was performed by Middleton et al. (2009).

They considered a number of models as possible interpretations of the observed continuum: (1) low-temperature Comptonization of the disk emission for the soft excess and power law for high energy tail; (2) the steep power-law illuminating spectrum and the smeared reflection spectra from double reflectors in different ionization states; (3) the smeared absorption of a steep power-law spectrum by double partially-ionized winds; (4) the absorption but by the clumpy partially-ionized winds. The viable model is determined to simultaneously fit both the X-ray continuum and the rapid variability dominated by the QPO. The detailed explorations are described in Sect. 4 of Middleton et al. (2009). The conclusion is that the observed overall spectrum at 0.3–10 keV should be decomposed into the low-temperature Comptonization of the disk emission in the low energy, and the power-law continuum from the high-temperature Comptonization. It does not uniquely sets the geometrical arrangement of the system.

For the description of the accretion disk emission, we thus use the model OPTXAGNF developed by Done et al. (2012) for the purpose of modeling NL5.1, and implemented in XSPEC (Arnaud 1996). This phenomenological model represents the complexity of the disk emission well. Bare disk in this model is seen for radii larger than $R_{\text{cor}}$, and the inner disk region is covered by the disk corona. The local disk emission is color-corrected using the approximations given in Done et al. (2012). Inside $R_{\text{cor}}$, part of the energy is dissipated in the corona. Two thermal Comptonization media are necessary. Low-temperature Comptonization is necessary to model the soft X-ray excess. This soft Comptonization is described by the electron temperature, $T_e$, and the optical depth, $\tau$, and implemented in XSPEC as COMPTT (Titarchuk 1994). The second Comptonization has to reproduce the power-law emission which dominates above 2 keV. This high-temperature component is described by NTHCOMP (Zdziarski et al. 1996), and parameterized by the hard X-ray slope, $\Gamma$, and the fraction of energy, $f_{\text{pl}}$, dissipated in the hard X-ray emitting corona, while the temperature of the hot coronal phase is fixed at 100 keV. The soft part of the corona may physically correspond to an optically thick skin on the top of the disk, and it is likely strongly magnetized (Różańska et al. 2015). This model is basically consistent with the lack of relativistically smeared KeV line but with the reprocessing in a region of the size of ~150 s, as measured from the time delays between X-ray bands (Zoghbi & Fabian 2011), as well as with the existence of the Shakura-Sunyaev disk in AGN at larger radii (e.g. Edelson et al. 2015).

Input parameters of the model are the black hole mass, $M_{\text{BH}}$, black hole spin, $a$, bolometric Eddington ratio, $L/L_{\text{Edd}}$, $R_{\text{cor}}$, $T_e$, $\tau$, $\Gamma$, $f_{\text{pl}}$, the comoving (proper) distance of the source, and redshift. To demonstrate the influence of the mass on the overall spectra, we plot the model spectra of OPTXAGNF for the cases of three different black hole masses $\log M_{\text{BH}} = 5.6, 6.8$ and 7.1 (see Fig. 2), while the rest of the parameters are not changed. On the one hand, it can be easily understood that the overall luminosity (the disk, soft Comptonization, and hard Comptonization emission) increases with the mass, as the flux of the seed photons from the disk is set by the combination of $M_{\text{BH}} M \propto M_{\text{BH}} L/L_{\text{Edd}}$ (e.g Davis & Laor 2011). On the other hand, according to the standard accretion disk theory, the disk temperature at a given radius decreases with $M_{\text{BH}}$, which will reduce the energy of the seed photons of blackbody radiation. Therefore, the disk, soft Comptonization, and hard Comptonization spectra will accordingly be shifted to low energy band. There is no significant variation in the shapes of the three overall spectra, because other model parameters, $L/L_{\text{Edd}}$, $R_{\text{cor}}$, $T_e$, $\tau$, $\Gamma$, $f_{\text{pl}}$ are identical, respectively.
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of the stellar components of corresponding ages and metallicity, normalization of the BC, Fe II components (4), the stellar component shift, stellar component dispersion, local star cluster extinction, source redshift, and overall normalization.

To represent the broadband optical/UV/X-ray disk component, we use the model OPTXAGNF developed by Done et al. (2011) and found by Middleton et al. (2011) to best represent the XMM data set we use. The final XSPEC model used to fit the broad band data is thus OPTGAL + TBABS\textsuperscript{\#}OPTXAGNF.

The optical and UV data are expressed in units of keV cm\textsuperscript{-2}s\textsuperscript{-1} to combine with the X-ray data. The data regions of strong emission lines are masked in exactly the same way as in the STARLIGHT code, and the relative shift between the SDSS and HST data is allowed since they do not come from the same epoch. The search for a best fit solution is done by XSPEC by minimizing the $\chi^2$.

5. Results of the continuum fitting

Following the procedure described in Sect. 4 we present here the results of the fitting of all components: starlight, BC, Fe II, and accretion disk to the broadband optical/UV/X-ray data. We emphasise that here we adopt the fitting of all components, starlight, BC, Fe II, and our solution was quite close to the solution found by Bian & Huang (2010), $\chi^2$/d.o.f. $= 1.25$. The stellar systematic velocity is 133 km s\textsuperscript{-1}, corresponding to a spectral shift by 2.2 Å to the red. If interpreted as a redshift inaccuracy, it would imply a shift by 0.0004. Determination of the redshift from [O III] 5007 Å seems more accurate, so this shift is likely real. The derived velocity dispersion is consistent with zero, i.e. the broadening of the features intrinsic to the models is high enough to match the data and the intrinsic dispersion is not measurable. Since the average instrumental resolution of HST/FOS data for this object is 56 km s\textsuperscript{-1}, the SDSS resolution is 60 km s\textsuperscript{-1} (Greene & Ho 2005), and the resolution of the templates is 86 km s\textsuperscript{-1} (Cid Fernandes et al. 2005). Using Eq. (3) of Bian & Huang (2010), we thus have an upper limit for the stellar velocity dispersion of 65 km s\textsuperscript{-1}. In this case the stellar cluster does not require significant reddening ($A_V = 0.0004$). The stellar population results are similar to Bian & Huang (2010) results, strong contribution from the young stars of $\sim 5 \times 10^6$ yr is very important. The disk modeled by the power law contributes 63\% of the light at 4020 Å.

---

4. Continuum fitting methods

The model contains numerous free parameters, 45 of these are just normalizations of different starlight components in the STARLIGHT code, and the X-ray data model adopted after Middleton et al. (2011) also has its complexity. We divided the fitting procedure into two parts.

We first model the optical/UV part alone, in the rest frame. This approach also has the advantage of giving results directly comparable to Bian & Huang (2010). The optical/UV data were thus corrected for the Galactic extinction, moved to the rest frame, and rebinned to the 1 Å bins as requested by the STARLIGHT code.

In that part we (temporarily) replace the disk component with the power law, as in Bian & Huang (2010). We subtract Fe II emission and Balmer continuum from the data, using a dense grid of the normalizations of these components, and then we run the STARLIGHT code with a pre-set power-law slope to get the starlight shape given by 45 normalizations of the components, the systematic stellar velocity, stellar velocity dispersion, and the reddening. The resulting $\chi^2$ is used to select the best-fit solution. Regions of strong BLR emissions are masked and do not contribute to the fit quality. The gap between the SDSS and HST data is masked as well, and the shift in the HST data is allowed.

Next we perform the global fit of the combined optical/UV/X-ray data. This is performed in the observed frame using the original optical and UV data without rebinning, but with dereddening, and the X-ray data from XMM. For this purpose, we created a unique new XSPEC model, which is based on the conceptual content of STARLIGHT, but without their fitting procedure. It also includes the pseudo-continua needed to fit the data (Fe II and BC). The new model, OPTGAL, as a subroutine of XSPEC, written in Fortran, provides the combined emission of all stellar components, Fe II, and BC for assumed model parameters. It thus describes the optical/UV spectrum of an AGN up to 1500 Å but with the aim of using it together with the X-ray data within the XSPEC. Our model contains 56 parameters and we believe it is one of the largest X-spec models created. The parameters are: 45 normalizations

---

**Fig. 2.** Model spectra of OPTXAGNF for $\log M_{\text{BH}}/M_\odot = 6.5$ (blue), 6.8 (green), and 7.1 (red). Other parameter values were fixed as in the best fit of Middleton et al. (2011). The dashed, dash-dotted and dotted lines represent the disk blackbody, soft Compton, and hard Compton components, respectively. The total spectra are plotted with the solid lines.
Table 1. STARLIGHT fitting results for a disk contribution described as a power law with a fixed slope (upper part).

| Slope | Fe II [10^{-8}] | BC | f_{HST/SDSS} | A_{V} | v_{d}/d.o.f. | \chi^{2}/d.o.f. |
|-------|----------------|----|--------------|------|--------------|---------------|
| 1     | 2              | 3  | 4            | 5    | 6            | 7             |
| -0.5  | 1.9            | -  | -            | 0.04 | 0.05         | 1.25          |
| -7/3  | 2.8            | -  | -            | 0.60 | 72           | 1.55          |
| -7/3  | 1.9            | 0.6| -            | 0.60 | 73           | 1.51          |
| -7/3  | 1.6            | 1.2| 0.78         | 0.38 | 124          | 1.40          |

Notes. First column shows the assumed fixed power-law component representing the disk emission; second column is the normalization of the Fe II pseudo-continuum; third column is the normalization of the Balmer continuum; Col. 4 gives the scaling factor between the HST and SDSS data; Col. 5 gives the intrinsic extinction for the stellar cluster; Col. 6 contains the stellar velocity dispersion and the last column gives the reduced \( \chi^2 \) for one degree of freedom. The normalizations of BC and Fe II components do not have the direct physical meaning, they normalize the corresponding templates.

Table 2. Selected fits of OPTGAL + TBABS*OPTXAGNF to broad band continuum of RE J1034+396 for two values of black hole spin.

| log \( \frac{M_{BH}}{M_{\odot}} \) | log (\( \frac{L}{L_{Edd}} \)) | a | r_{cor} | f_{Fe II} [%] | Fe II | BC | A_{V} | f_{HST/SDSS} | \chi^{2}/d.o.f. (\chi_{\nu}^2) |
|-----------------|--------------------------|----|---------|--------------|-------|----|------|--------------|------------------|
| 7.39 \pm 0.03   | -1.03 \pm 0.05           | 0.998 | 7.3 \pm 1.0 | 10.2 \pm 1.8 | 2.67 \pm 0.25 | 0.092 \pm 0.005 | 0.79 \pm 0.004 | 0.690 \pm 0.009 | 9549.82/6278 (1.52) |
| 6.55 \pm 0.03   | -0.14 \pm 0.09           | 0.0  | 54.8 \pm 0.0 | 9.9 \pm 0.0 | 2.61 \pm 0.09 | 0.092 \pm 0.006 | 0.81 \pm 0.004 | 0.689 \pm 0.010 | 9559.12/6278 (1.52) |
| 7.0  | -0.41 \pm 0.2 | 0.998 | 34.1 \pm 5.8 | 2.34 \pm 0.05 | 0.115 \pm 0.008 | 0.75 \pm 0.004 | 0.710 \pm 0.012 | 0.596/6279 (1.54) |
| 6.8  | -0.217 \pm 0.1 | 0.998 | 49.2 \pm 5.4 | 2.17 \pm 0.13 | 0.128 \pm 0.004 | 0.72 \pm 0.004 | 0.726 \pm 0.012 | 0.598/6279 (1.57) |
| 5.6  | 0.538 \pm 0.023 | 0.998 | 100  | 10.9 \pm 0.4 | 2.56 \pm 0.09 | 0.170 \pm 0.03 | 0.30 \pm 0.02 | 0.707 \pm 0.05 | 0.596/6279 (1.69) |

Notes. The best-fitting spectral parameters. All errors are quoted at the 90% confidence level (\( \chi^2 = 2.706 \)). \( M_{BH} \) is in units of \( M_{\odot} \), \( r_{cor} \) is in units of \( r_g = GM_{BH}/c^2 \), and log \( (\frac{L}{L_{Edd}}) \) (in the same units) is fixed at 5.0. The two upper lines give the black hole mass obtained from the fitting, the three lower lines are fits with the black hole mass fixed at values suggested by QPO (Gierlinski et al. 2008a). Other model parameters were frozen at the values favored by Middleton et al. (2011): \( kT_{e} = 0.195 \text{keV}, \tau = 14.1, \Gamma = 2.33 \). The normalization of Fe II is in units of \( 10^{-6} \), as in Table 1. Value of \( f_{HST/SDSS} \) is fitted as a constant, accounting for the SDSS and HST data sets coming from different epochs.

However, the best-fit slope derived in the course of fitting is inconsistent with the disk contribution. Therefore, we also consider a case where the power-law slope is frozen at \( a = -7/3 \), as in Shakura-Sunyaev disk. This type of fit is formally worse. The best fit has \( \chi^{2}/d.o.f. = 1.55 \). The stellar cluster systematic velocity is similar to the previous case (134 km s\(^{-1}\)) but the velocity dispersion required by the model is higher, 73 km s\(^{-1}\). The intrinsic velocity obtained from the steep power-law solution is much higher, 95 km s\(^{-1}\). The power-law contribution in the outer radius of the disk \( 3 \leq \log r_{out} < 7 \) is fitted as a constant, accounting for the SDSS and HST data sets coming from different epochs.

Bian & Huang (2010) analyzed the stellar content of the circumnuclear stellar cluster in great detail. Our first solution was very similar to theirs. The second solution is not much different. There are clearly two populations of stars: old, metal poor stars (Z = 0.004), ages of 5–10 Gyr, and young high metallicity stars (Z = 0.02–0.05), with ages in the range of 3–100 Myr. The dominating stars are somewhat older than in the previous case, with age \(~10^7\) yr.

5.2. Broadband fitting to optical/UV/X-ray data

We now combine the optical/UV spectrum from SDSS and HST in the observed frame with the long XMM observation and perform the global fitting using our new XSPEC model OPTGAL that models the starlight and the pseudo-continua Fe II and BC, and OPTXAGNF from XSPEC package (Arnaud 1996). The disk model OPTXAGNF is described in detail in Sect. 3.4. Our base model to fit the broadband continuum reads OPTGAL + TBABS*OPTXAGNF, in which the Galactic value \( N_{H} \) of TBABS is 1.47\times10^{20} \text{cm}^{-2} \) (from the \( n_{H} \) tool in High Energy Astrophysics Archive Research Center (HEASARC)\(^6\), consistently with Middleton et al. 2011). The input parameters of the OPTXAGNF model for the disk components are the black hole mass, \( 1 \leq M_{BH} \leq 10^{9} \, M_{\odot} \), black hole spin, \( 0.0 \leq a \leq 0.998 \), bolometric Eddington ratio, \( -10 \leq \log (\frac{L}{L_{Edd}}) \leq 2 \) (formal limits), coronal radius \( 1 \leq r_{cor} \leq 100 \) in units of \( r_g = GM_{BH}/c^2 \), the outer radius of the disk \( 3 \leq \log r_{out} \leq 7 \). The inclination angle in the OPTXAGNF model is fixed with 60°, although the inclination angle could change the normalization by a factor \(~2\). Moreover, both the soft and hard Comptonization, i.e. electron temperature \( T_{e0} \), optical depth of the soft Comptonization component \( \tau \), and spectral index of the hard Comptonization component \( \Gamma \) are fixed with the values derived from the X-ray spectrum fitting alone by Middleton et al. (2011), except that the input parameter, \( 0 \leq \phi_{Pl} \leq 1 \) is a free parameter in our fitting, which represents the fraction of the energy emitted in the hard Comptonization component. Altogether, our combined model has 72 parameters representing the normalizations of the stellar components and all other elements as described in Sect. 3, as well as the parameters built into the disk/corona model, which best fits the XMM-Newton data alone. We allow for a variable

\(^6\) http://heasarc.gsfc.nasa.gov/cgi-bin/Tools/w3nh/w3nh.pl
factor scale between the SDSS and HST data, but we do not introduce any scaling between SDSS and XMM-Newton in our basic fits. We address this point later.

The search for a global minimum with such a complex model is difficult and cannot be done fully automatically. We performed the search for the best solution using a constant step grid for parameters of interests (the steppar option in XSPEC), in particular for the black hole mass, and the errors were derived assuming that the small (close to zero) parameters in the starlight components are fixed at zero level in the contour error search.

We cannot fit all the parameters uniquely, so we consider in detail two solutions for a fixed black hole spin: \( a = 0 \) and \( a = 0.998 \). The results are summarized in Table 2 and plotted in Fig. 3.

Better fit was obtained in the case of the maximally rotating black hole. The black hole mass obtained is relatively large, \( M_{bh} = (2.47 \pm 0.15) \times 10^7 M_\odot \), the Eddington ratio is rather low, and the corona covers only a relatively small part of the disk \( (r_{cor} = 7.3 r_\text{g}) \). Still, the effect of Comptonization is strong, i.e. the fraction of the energy emitted by the hot corona is 67%. This is because the emissivity in a Novikov-Thorne disk (Novikov & Thorne 1973) around a fast rotating black hole is strongly concentrated towards the black hole. The OPTXAGNF model used to describe the disk/corona emission follows the dissipation profile of the standard accretion disk to control the accretion energetics well.

Fit for the case of a non-rotating black hole is formally worse but the difference in \( \chi^2 \) is only by 10, for 6278 d.o.f. (degrees of freedom). Taking into account the model complexity, we cannot favor any of the two solutions. The black hole mass in this solution is much lower, \( M_{bh} = 3.54^{+0.22}_{-0.26} \times 10^6 M_\odot \), the Eddington ratio is higher, close to 1, and the corona is very extended \( (r_{cor} = 54.8 r_\text{g}) \). The solutions look very similar because the maximum of the disk emission is mostly determined by the temperature of the corona, fixed to be the same in both cases. The fraction of the energy dissipated in the corona is again 67%, the same within the uncertainty as in the previous case, despite much larger corona size since the Novikov-Thorne disk emissivity for a non-rotating black hole peaks at a much larger distance. The similarity of these two solutions is simply required by the data points that strongly constrain the fit both at low and at high energies. Also the stellar parameters derived from those two solutions are very similar, including stellar dispersion and extinction.

Fits are not perfect since the optical/UV spectrum is rich in details that are not fully modeled by the available starlight and Fe II templates. Also some of the fainter emission lines are not properly masked. Taking this into account, we consider the fit’s quality as basically satisfactory.

These two extreme mass values give the range where the broadband continuum model can be well fit to the available data. For every value of the spin, we expect to find a corresponding value of the black hole mass. We did not make these computations since the fitting is very time-consuming, and it would not provide a unique solution that fixes both the black hole mass and the spin.

We also performed fits for the three black hole masses given by Gierlinski et al. (2008a), but in the case of a fixed maximally rotating black hole. The results are given in Table 2. Fits are worse than before. In the case of the first two black hole mass values, a better solution may be found if the spin is treated as a free parameter, and lower spin would be clearly favored. On the other hand, the solutions are again quite similar, and together they form a sequence of increasing black hole mass and decreasing the Eddington ratio. The optical luminosity \( N \sim (M_{bh}/M_\odot)^{2/3} \approx (M_{bh} \cdot 10^7 M_\odot)^{2/3} \approx \left(\frac{L_{bol}}{L_{Edd}}\right)^{2/3} \) (Davis & Lau 2011), where \( L_{bol} = 1.26 \times 10^{38} M_{bh}/M_\odot \text{ erg/s} \), the efficiency \( \eta \) can be derived as a function of the spin (Novikov & Thorne 1973; You et al. 2016). The smallest value of the mass cannot be fitted properly even if we assume a non-rotating black hole. This black hole mass is lower than the mass obtained with assumed \( a = 0 \). The implied Eddington ratio is larger than 1 but it is not enough to model the continuum level accurately in the optical/UV band. This is partially compensated for by the decrease in the extinction in the starlight contribution and a relative enhancement in the number of younger stars by a factor of 2. However, this additional starlight contribution does not represent the overall shape of the spectrum in the UV part as the solutions with a stronger contribution from the disk, characteristic for cases with larger masses.

The shift between HST and SDSS data does not depend on the black hole mass. Roughly the same value was requested by a power law fit to the optical/UV data alone. Otherwise, Balmer Continuum is not required by the data, while its presence is...
usually expected. The fits improves when the shift between the HST and SDSS data are both allowed. The value (~0.69) is somewhat lower than the measured extreme ratio in the OM-XMM data (0.79; see Fig. 1), but as we argued in Sect. 2, the expected amplitude is higher in HST than in OM-XM, because of lower starlight contamination in HST.

Since the X-ray emission also shows the variability, we consider the two cases separately: X-ray emission higher by a factor of 2 and X-ray emission lower by a factor of 2 than in the data set used by us. Solutions with intermediate black hole mass, $6.9 \times 10^6 M_\odot$, give $\chi^2$/d.o.f. 1.54, and 1.61. In the second case, the fit is worse since, as before, starlight alone is not a good representation of the UV data. We obtain a fit with the normalization of the XMM-Newton to SDSS data as a free parameter owing to the problems with model convergence. Non-linear coupling and degeneracy between the data normalization, extinction, and the fractions of younger stars in the population prevent a successful automatic solution within XSPEC.

We did not calculate the full contour errors for the other parameters of the model apart from those given in Table 2, and for the stellar vellocity dispersion that is later used for the mass determination. However, comparing the values obtained from the two solutions for $a = 0$ and $a = 0.998$, we can clearly see how accurately they can be determined, independently from other parameters. In both cases, the dominant contribution to the starlight comes from the same types of stars. The ratio of the stars older than $10^9$ yrs to the stars younger than $10^9$ yrs is 0.89 and 0.92, correspondingly. The systemic shift between the AGN reference frame based on [O III] line ($z = 0.0433$) and the starlight is $-126.3 \text{ km s}^{-1}$ and $-127.7 \text{ km s}^{-1}$ in the two cases. The contribution of the starlight to the optical emission at 4020 Å is 61% and 62%, correspondingly. Some of those values, however, depend on the description of the disk contribution, as it can be seen from a comparison of Tables 1 and 2.

### 5.3. Spectral decomposition in optical/UV from optical/UV/X-ray fitting

We chose the solution for the non-rotating black hole (black hole mass $M = 3.54 \times 10^6 M_\odot$) for a detailed discussion in this section. The corresponding results of model fitting are plotted in Fig. 3. The solution for $a = 0.998$ and for the two other large mass cases from Table 2 give very similar results for the starlight properties.

The shape of the disk component resulting from broadband fit is clearly different from a power law. This affects the decomposition in the optical/UV band. The solution in $F_\lambda$ space is shown in Fig. 4. The fit seem satisfactory in the optical band. In the UV part, the Fe II template probably does not account for the spectral features well. The same result, but in $v F_\nu$ space is shown in Fig. 5. Here we also conveniently plot the observationally determined disk contribution.

The disk contribution to the total flux is at the level of 61% at 4020 Å, and at the level of still only 88% at 2000 Å. This is consistent with Bian & Huang (2010), where the disk (a power law)
The properties of the stellar populations from our final fit for $a = 0$ are shown in Fig. 6. We compare it to the results obtained directly from the STARLIGHT code, with a steep power-law model for the disk contribution (see Sect. 5.1. Our XSPEC model provided a similar solution, with a somewhat broader distribution of the stellar ages. The new fit still provides qualitatively similar results to the original paper of Bian & Huang (2010), but not identical. We confirm that two populations of stars are characteristic for the nucleus of RE J1034+396. In our solution, most of the light actually comes from the young stellar population, with ages 10–100 million years, and solar metallicity of 0.02. The stars are thus older than implied by the Bian & Huang fit to the optical data alone. In our case, HST data provides strong constraints on the youngest stellar population. The stars are hidden in the highly obscuring medium, as implied by $A_V = 0.62$.

5.5. Black hole mass from the stellar dispersion

The stellar dispersion obtained from the XSPEC code in both cases of $a = 0$ and $a = 0.998$ is $63^{+14}_{-11}$ km s$^{-1}$ (90% confidence level). This reduces to true stellar velocity dispersion of $88^{+11}_{-12}$ km s$^{-1}$ when corrected for the spectral resolution of the data and instrumental effects (see Eq. (3) of Bian & Huang 2010). This value implies the black hole mass $8.5 \times 10^6 M_\odot$ if we use the formula (3) of Kormendy & Ho (2013). The error of the mass measurement is determined by the error of the stellar dispersion, which is not measured accurately for our spectra, so the implied mass is in the range $(4.5 \times 10^6 - 1.4 \times 10^7) M_\odot$. It is higher than the value obtained by Bian & Huang (2010), $(1-4) \times 10^6 M_\odot$, since our measured velocity dispersion in the final models are higher.
Fig. 7. Ca II K, CN, Gband and Mg I absorption features: the observed spectrum (black line), and best fit power-law solution (green line) and the AGN disk solution $a = 0$ from Table 2 (red line).

## 5.6. Black hole mass from Hβ and other emission lines

The black hole mass can be measured using the emission lines present in the spectrum. Our data set covers two broad lines frequently used for that purpose, Hβ, and Mg II, as well as the narrow line [O III]. New decomposition of the optical spectrum enables us to revisit the determination of the black hole mass from the Hβ line. The line seems somewhat narrower, full width at the half maximum (FWHM) is 680 km s$^{-1}$, and the line shape is quite well represented just by a single Lorentzian shape (see Fig. 8). The line position coincides well with the vacuum line position (4862.721 Å), which also supports our choice of redshift. The Mg II line is somewhat broader, FWHM = 750 km s$^{-1}$, with traces of the doublet structure clearly visible.

We determine the black hole mass from the formula

$$\log M_{BH} = A + B \log \lambda_{\lambda} + 2 \log(FWHM),$$

(2)

where $M_{BH}$ is in units of $M_\odot$, $\lambda_{\lambda}$ is in units of 10$^{44}$ erg s$^{-1}$, FWHM in 1000 km s$^{-1}$. The coefficients $A$ and $B$ are 6.91 and 0.5 for Hβ (Vestergaard & Osmer 2009), with the continuum measured at 5100 Å, and for Mg II they are 6.86 and 0.47, respectively (Vestergaard & Peterson 2006), and the continuum is measured at 3000 Å. These values were successfully used in a recent paper by Sun et al. (2015) for a sample of objects.

The bolometric luminosity of RE J1034+369 is 44.43 or 44.33, depending on the solution, and the monochromatic luminosity at 5100 Å is 42.70. We note that the bolometric correction for this source is exceptionally large, much larger than the factor of 9–10 that is usually adopted. With this value of a monochromatic flux, the formula above gives $\log M_{BH} = 5.9$ from Hβ, and $\log M_{BH} = 6.15$ from Mg II.

We also try the formula of Collin et al. (2006), their Eq. (7). This formula implies the $\log f$ factor of 1.83 for Hβ, and the corresponding value of the black hole mass $\log M_{BH} = 6.08$. All these values are consistent with each other.

[O III] line is highly asymmetric. When all other spectral components are subtracted, the red part of the line is consistent with a single Gaussian shape, but the blue part shows strong shoulder. If we use the red part of the line, we obtain the velocity dispersion of 138 km s$^{-1}$. If we correct this value for the instrumental broadening of SDSS data (60 km s$^{-1}$), we obtain 124 km s$^{-1}$. Bian & Huang (2010) made a proper decomposition of the line and obtained the stellar dispersion from the narrow component of 124 km s$^{-1}$. If this value is treated as an indicator of the stellar dispersion, the black hole mass implied is $2 \times 10^7 M_\odot$. We also checked that other forbidden lines, for example the [O II] $\lambda 3727$ Å, is well visible and has similar kinematic width so the use of [O III] seems appropriate.

## 6. Black hole mass from the X-ray variability

The timescales of the X-ray variability are expected to scale with the size of the region and therefore with the black hole mass. However, the Eddington ratio and other parameters can in principle affect the frequencies and the amplitudes of the variability. Since we do not have a firm model of the dynamics of the X-ray emitting region, the proposed scalings have a phenomenological character. The power spectrum of the X-ray emission in an accreting black hole has a broadband character, most frequently modeled as a broken power law, occasionally with some narrow features (i.e. QPO), classified as Low Frequency QPOs (LF QPO) and High Frequency QPO (HF QPO). HF QPO seen in a number of galactic black holes come in pairs, which correspond to a 2:3 resonance, but both components of a pair are not always observed.
6.1. X-ray excess variance

6.1.1. Method

The black hole mass can be conveniently determined from the high frequency tail of the X-ray power spectrum density (e.g., Hayashida et al. 1998, Czerny et al. 2001). The method was inspired by the fact that the PSD in Cyg X-1 extends down to ~25 Hz with almost the same normalization both in the hard and in the soft states, although a strong evolution with a spectral state takes place at lower frequencies (e.g., Revnivtsev et al. 2000; Gilfanov et al. 2000; Axelsson 2008). Later, it was seen that X-ray PSD of AGN have a similar shape (e.g., Markowith et al. 2003; Gonzales-Martin & Vaughan 2012) but the timescales are much longer, likely because of the size of the emission region, which is proportional to the black hole mass. So far, there is no strict theory behind the X-ray variability but it’s character seems to be universal, and the most plausible mechanism is the picture of propagating perturbations in the accretion disk (Lyubarskii 1997).

The general dependence of the X-ray PSD on mass and accretion rate allows to use either the frequency break or the normalization of the high frequency tail. In the case of AGN, determination of the frequency break requires long monitoring since the corresponding timescale is of order of a month. The break position depends both on mass and accretion rate, as shown by McHardy et al. (2002).

The tail is easier to determine in AGN, and the tail is also not affected by the Eddington ratio (see Gierlinski et al. 2008b study of galactic sources in various luminosity states), unlike the position of the break (McHardy et al. 2006). The dependence on mass seems universal for most sources, but some NLS1 seemed to be considerable outliers from the predicted normalization. For these few objects the mass determination from the X-ray variability and from the other methods were mismatched up to the factor 20 (Nikolajuk et al. 2009), with the most notable outlier being PG 1211+143. Therefore, for some NLS1, the mass from the standard X-ray variability formula can be too small by a factor of up to 20. Hints of the problem were already seen in Czerny et al. (2001). We thus take this into consideration when analysing RE J1034+396. Instead of computing the whole power spectrum, it is more convenient to use the excess variance directly calculated from the data (Nikolajuk et al. 2004).

We used the 28 lightcurves from the XMM satellite in the 2–10 keV band (see Sect. 2). The duration of the individual exposures varied from 1300 s to 1.07 day, with the median value of about 40 ks. We determined the dimensionless X-ray variance, $\sigma_{exc}$, normalized by the average flux, for each of the curves separately, and we calculated the individual values of the black hole mass from each lightcurve using the empirical formula

$$M_{bh} = \frac{CT}{\sigma_{exc}},$$

where $T$ is the duration of the exposure. The constant $C$ is determined from the analysis of the variability of a binary system Cyg X-1 and the determination of its black hole mass. Since the most recent value for Cyg X-1 black hole mass is 14.8 ± 1.0 $M_\odot$ (Orosz et al. 2011a), here we use the value $C = 1.48 M_\odot s^{-1}$, smaller than in Nikolajuk et al. (2006) but higher than in Nikolajuk et al. (2009). The value of the coefficient C given above is appropriate for Seyfert 1 galaxies, but it may need to be additionally rescaled by a factor of 20 for typical Narrow Line Seyfert 1 galaxies with soft X-ray spectra. Since RE J1034+396 is a typical NLS1 case, we can also use $C = 0.0148 M_\odot s^{-1}$.

![Fig. 9. Summary of determinations of the black hole mass in RE J1034+396: from LF or HF higher or lower resonance interpretation of the X-ray QPO, from the broadband fitting of the optical/UV/X-ray spectra with starlight and disk/corona model, from line stellar absorption feature width, from emission lines from NLR ([OIII]) and BLR (Hβ and Mg II), and from the X-ray excess variance method.](image)

We obtain the final value of the black hole mass by averaging the $1/M_{bh}$ individual measurements, which roughly corresponds to averaging the variance. The lowest values of the variance are usually determined with the largest error, and they are sometimes negative, formally giving very large negative values of the black hole mass. The way of averaging, described above (used also by Nikolajuk et al. 2009), gives less weight to such measurements. The error of the mass is determined from the dispersion of the individual measurements.

6.1.2. Results

The value of the black hole mass obtained from the X-ray excess variance is $(4.4 \pm 0.6) \times 10^6 M_\odot$, if the correction by a factor of 20 is adopted, and the value of $(8.8 \pm 1.3) \times 10^6 M_\odot$, if no additional correction is applied. Since RE J1034+396 is a Narrow Line Seyfert 1, the first determination should be more appropriate. On the other hand, we can say, more conservatively, that the true mass from X-ray variability should be between these two values.

6.2. QPO

The phenomenon analogous to the LF QPO have been claimed in several BL Lacs (see King et al. 2013 and the references therein), and the timescale is of the order of a year. QPO at timescales of hours have been conclusively discovered only in two AGN so far: RE J1034+396 (Gierlinski et al. 2008a; see also Alston et al. 2014) and MS 2254.9-3712 (Alston et al. 2015), although there were some other claims in the literature. In galactic sources, QPO are frequently discovered but their duty cycle is also not high, they are seen only in a small fraction of the data sets for a given source. The frequency of the low-frequency component in a given source depends greatly on the source luminosity (see, for example, Homan et al. 2015). The HF QPO have two peaks (see...
Remillard & McClintock 2006 for a review), and their 2:3 ratio implies the resonant character of the phenomenon (Abramowicz & Kluzniak 2001) and the likely scaling with properties of the orbital motion makes them a promising tool for measuring black hole mass and spin (Abramowicz & Kluzniak 2001; Pechacke et al. 2013).

6.2.1. Method

If we assume that the QPO observed in RE J1034+396 is one of the HF QPO, we can use the formula connecting the fundamental frequency with the mass (Remillard & McClintock 2006)

\[ v_0 = 931 \left( \frac{M}{M_\odot} \right)^{-1} \text{[Hz]}, \tag{4} \]

based on the three galactic sources, XTE J1550-564, GRO J1655-40, and GRS 1915+105, which show a pair of HF QPO in 2:3 resonance. Then, if only a single QPO frequency is measured, as here, we have to choose whether we see the frequency corresponding to 2v_0 or to 3v_0.

If we assume that the observed frequencies correspond to the LF QPO, we can refer to the scaling with GRS 1915+105, which is the best studied source showing QPO. The study by Yan et al. (2013) shows the LF QPO range in this source between 1 Hz and 8 Hz, depending on the source state. Assuming the value of the black hole mass 14.0 ± 0.4 M_\odot in this source (Greiner et al. 2001; Harlaftis & Greiner 2004), we obtain a minimum and a maximum mass value

\[ M_{\text{min}} = \frac{14.0}{v_0 \text{ Hz}} M_\odot; \quad M_{\text{max}} = \frac{112}{v_0 \text{ Hz}} M_\odot, \tag{5} \]

for a source displaying a frequency v_0.

6.2.2. Results

Gierlinski et al. (2008a) report the detection of the QPO frequency of 2.7×10^{-4} Hz, and later observations of RE J1034+396 show a period of 2.6×10^{-4} Hz (Alston et al. 2014).

Thus, assuming that the observed QPO corresponds to the higher or lower of the 3:2 resonance pair we obtain two mass values: 6.9 × 10^{3} M_\odot or 1.0 × 10^{3} M_\odot. Adopting the LF QPO interpretation, we obtain the mass range from 5.2 × 10^{3} M_\odot to 4.2 × 10^{3} M_\odot.

7. Discussion

In this paper, we modeled the broad optical/UV/X-ray band of the spectrum of an exceptional Narrow Line Seyfert 1 galaxy RE J1034+396. The optical/UV part of the spectrum is strongly contaminated by starlight emission. This is nicely consistent with no polarization detected in the optical band by Breeveld & Puchnarewicz (1998). Two separate stellar populations are clearly seen, as obtained before by Bian & Huang (2010) on the basis of the optical data analysis alone. However, the additional use of HST and X-ray data changes the fit quantitatively.

7.1. Black hole mass

We used several methods to determine the black hole mass in this source. The summary of the results is shown in Fig. 9. The lines show acceptable ranges, where additional parameters are strongly involved, and the points show individual measurements.

Some of the methods give a broad range of acceptable values. The broadband fitting of the optical/UV/X-ray spectrum (OPTXAGNF fit) is not unique since the data provides two most stringent constraints: normalization of the disk contribution in optical/UV and the bolometric luminosity, while three essential parameters are needed to model the disk: black hole mass, accretion rate, and spin. We find satisfactory solutions for maximally rotating and non-rotating black hole, which differ in mass by a factor of 7. The size the corona and the stellar contribution adjusts in such way that the spectra look almost identical. The Eddington ratio and the accretion disk corona size change greatly along the sequence, but the starlight properties barely change. The method of the X-ray excess variance also give a range of black hole mass values if we allow for uncertainty of 20 in the correction factor owing to the AGN type. Clearly, not all these methods give results which can be accommodated in a single most favorable result.

Interpretation of the QPO as LF QPO is inconsistent with other measurements. The frequency range of LF QPO in galactic sources is similar in independent measurements (1−8 Hz in Yan et al. 2013; 0.5−10 Hz in Zhang et al. 2015, in GRS 1915+105). This seems to rule out LF QPO interpretation for the observed QPO phenomenon in this source (Gierlinski et al. 2008a; Alston et al. 2014).

The remaining measurements group around two values: 10^{6} M_\odot or 10^{7} M_\odot. Higher value is consistent with broadband fitting, stellar dispersion measurement, measurement based on [O III], high-frequency interpretation of QPO oscillations, and with X-ray variability, if no correction factor is applied for an AGN type.

Lower values are obtained from FWHM of Hβ and Mg II, and from the X-ray variability if the additional scaling factor owing to AGN type is applied. Such small masses imply super-Eddington luminosities since the bolometric luminosity of the source corresponds to the value of the black hole mass ~1×10^{6} M_\odot. The measured quantities are certainly affected by some systematic measurement error but it is unlikely that this can be easily reconciled.

The measurement of the stellar dispersion with the SDSS data is not, in our opinion, highly reliable since the dispersion requested by the fitting greatly changes with the disk description. The measured velocity dispersion, here given as 88 km s^{-1} in final broadband fits, provides the black hole mass value consistent with the value derived from the fit itself. However, the stellar dispersion measured differs considerably for a different description of the optical/UV continuum. On the other hand, the measurement based on [O III] should be quite precise. This value implies much higher bulge mass than the value expected from the standard relation between the bulge and the central black hole. RE J1034+396 belongs to the NLS1 class, and there is an ongoing discussion whether NLS1 galaxies follow the standard relation or lag behind in their evolution, since they are still at the stage of rapid black hole growth (see e.g. Mathur et al. 2001; Woo et al. 2015). The mass determination also depends on the formula for the relation between the stellar dispersion and black hole mass. In Fig. 9, we used the relation by Kormendy & Ho (2013). However, if we use the relation of McConnell & Ma (2013), or of Graham & Scott (2013), for barred galaxies, as appropriate for RE J1034+396 (Nair & Abraham 2010), we get the value of the black hole mass 5.5 × 10^{3} M_\odot and 4.2 × 10^{3} M_\odot, correspondingly, and the uncertainty is large due to the large error of the dispersion measurement. The issue is additionally complicated by the rotational contamination of the stellar features (Woo et al. 2015). Since the black hole mass is small, and the bulge of the
galaxy is also small, the measured starlight contains significant light from the disk in this spiral galaxy; this may cause significant systematic error.

With the HF QPO interpretation, both values are then quite precise, and consistent with broad band fitting. The formal fit is somewhat better for lower value, corresponding to twice the fundamental frequency. It is difficult to assess at present the flexibility in the mass values given by Gierlinski et al. (2008a). These values come directly from the relation for the fundamental frequency $f_0 = 931(M/M_0)^{-1}$ Hz (Remillard & McClintock 2006) coming from three sources XTE J1550-564, GRO J1655-40, and GRS 1915+105. All of them are microquasars, with black hole spin covering a broad range (XTE J1550-564, $a \sim 0.5$, Steiner et al. 2011; GRS 1915+105, $a \sim 0.95$ (Fragos & McClintock 2015, You et al. 2016); GRO J1655-40, $a \sim 0.3$, Motta et al. 2014). The masses of these sources are also determined with some errors, affecting the scaling. The mass of XTE J1550-564 has been revised by a factor of 2 after the work of Remillard & McClintock (2006) was completed (Orosz et al. 2011b). However, it is rather unlikely that the error is by an order of magnitude. It is interesting to note that, in both cases, the black hole spin must be high, close to the maximally rotating solution. The object does not have a radio detection, and does not show any other imprints of the presence of a jet. On the other hand, there is no firm theory of QPO (see, for example, Czerny et al. 2010; Czerny & Das 2011; Hu et al. 2014; Alston et al. 2015 and the references therein). If we try to connect the QPO just to the Keplerian frequency at the innermost stable circular orbit (see e.g. Lei et al. 2015), we obtain a broad range of possible mass, $6.64 \leq \log M_{BH} \leq 7.69$ values, since the black hole spin in our fitting is unconstrained. However, the discrepancy with the $\text{H}\beta$ and Mg II mass measurement remains overall, the sources with confirmed HF QPO align well with the Remillard & McClintock (2006) relation, with RE J1034+396 being a single outlier (Zhou et al. 2015).

This discussion shows that, despite many efforts, the black hole mass determination in extreme sources remains a challenge. The problem is less severe for typical sources, although Shankar et al. (2016) mention that the mass measurement errors may be partially responsible for the lack of observed correlation between the masses and the AGN spectral shapes, contrary to the theoretical expectations.

7.2. Dust component

The too shallow slope of the power law found by Bian & Huang (2010) may be related to the presence of the hot dust emission in the near-IR. The presence of the hot dust in this source has also been postulated by Breeveld & Puchnarewicz (1998) on the basis of detection of highly ionized iron, e.g. [Fe XI] 7892. The studies of AGN in polarized and unpolarized light in the near-IR indeed show that, in the studied quasars, the contribution of the hot dust is important (Kishimoto et al. 2008). However, we did not include this component in our fitting since the model is already quite complex.

7.3. Starlight

In this source the properties of starlight are exceptionally well measured owing to the very low contribution of the disk to optical/UV band. It is interesting to note the presence of two populations, although the details depend on the disk model, so the young population in Bian & Huang (2010) is much younger (~10 Myr) than in our solution (~100 Myr). RE J1034+396 is not a starburst galaxy so this kind of a starlight can be treated as a characteristic for all AGN, including quasars. Frequently, the stellar contamination is modeled using only an older stellar population, but this may overestimate the disk contribution at shorter wavelengths. This is particularly important in extremely blue sources, like a quasar PG1426+015 (Watson et al. 2008).

8. Conclusions

We used several black hole mass determination methods for a single source, RE J1034+396. This required broadband spectral modeling in the whole optical/UV/X-ray band, and the detailed analysis of the stellar contribution to the optical/UV spectra.

- The methods give contradictory results.
- The methods based on [O III] and stellar dispersion are likely biased.
- Broadband fits of the disk/corona model can accommodate a range of masses.
- There is a clear and strong contradiction between the most popular $\text{H}\beta$ method and the HF QPO method; both have formally negligible measurement errors but the results differ by an order of magnitude.
- The integrated bolometric luminosity implies the black hole mass of $1.0 \times 10^7 M_0$, if the source radiates at the Eddington luminosity.
- Starlight in AGN should be modeled as a two component mixture of older and younger stellar population.
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