Statistical model for describing heart rate variability in normal rhythm and atrial fibrillation
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\textbf{Abstract}—Heart rate variability (HRV) indices describe properties of interbeat intervals in electrocardiogram (ECG). Usually HRV is measured exclusively in normal sinus rhythm (NSR) excluding any form of paroxysmal rhythm. Atrial fibrillation (AF) is the most widespread cardiac arrhythmia in human population. Usually such abnormal rhythm is not analyzed and assumed to be chaotic and unpredictable. Nonetheless, ranges of HRV indices differ between patients with AF, yet physiological characteristics which influence them are poorly understood. In this study, we propose a statistical model that describes relationship between HRV indices in NSR and AF. The model is based on Mahalanobis distance, the k-Nearest neighbour approach and multivariate normal distribution framework. Verification of the method was performed using 10 min intervals of NSR and AF that were extracted from long-term Holter ECGs. For validation we used Bhattacharyya distance and Kolmogorov-Smirnov 2-sample test in a k-fold procedure. The model is able to predict at least 7 HRV indices with high precision.

\textbf{Index Terms}—heart rate variability, atrial fibrillation, machine learning, statistical model

\section{I. INTRODUCTION}

Atrial fibrillation (AF) is one of the most widespread in population heart disease. AF drastically impacts health condition of suffering patients. Also, this disease generates significant financial burden to national healthcare systems.

Heart rate variability (HRV) in paroxysmal or persistent AF is not well studied, and some studies describe HRV in AF as chaotic and unpredictable [1]–[3]. However, without any doubts, ECG of atrial fibrillation is unique for each patient, and HRV of the normal rhythms depends on age, sex, activity of sympathetic and parasympathetic nervous systems [4], [5]. The same physiological characteristics influence cardiac rhythm in AF, but these relationships are poorly studied.

In this preliminary study, we propose a statistical model that connects HRV indices measured in normal cardiac rhythm and HRV indices measured in paroxysms of AF. The model is based on an assumption that HRV indices calculated in consecutive 10-minute ECG recordings of a single patient follow multivariate normal distribution (MND). The study describes the statistical model and method of its training on real data. Validation of the method and model performed using k-fold method on 30 cases.

\section{II. METHODS}

\subsection{A. Mathematical framework}

The main assumption of our work is heart rate variability indices follow MND rules. Probability density function of MND is formulated as follows:

\begin{equation}
 f(x) = (2\pi)^{-\frac{p}{2}} |\Sigma|^{-\frac{1}{2}} \exp(-(x - \mu)^T \Sigma^{-1}(x - \mu)/2).
\end{equation}

Thus, MND $\mathcal{N}(\mu, \Sigma)$ is defined by a mean vector $\mu = (\mu_1, \mu_2, \ldots, \mu_n)^T$ and covariance matrix $\Sigma$, where $n$ is dimension of the vector space. Mahalanobis distance is a measure of distance defined between distribution $L \sim \mathcal{N}(\mu, \Sigma)$ and a vector $z = (z_1, z_2, \ldots, z_n)^T$:

\begin{equation}
 D_M(L, z) = \sqrt{(z - \mu)^T \Sigma (z - \mu)}.
\end{equation}

$X_p$ is a data matrix that presents sampling from a random vector $X_p$:

\begin{equation}
 X_p = \begin{pmatrix}
 x_{p,1,1} & x_{p,1,2} & \cdots & x_{p,1,I} \\
 x_{p,2,1} & x_{p,2,2} & \cdots & x_{p,2,I} \\
 \vdots & \vdots & \ddots & \vdots \\
 x_{p,P,1} & x_{p,P,2} & \cdots & x_{p,P,I}
 \end{pmatrix}.
\end{equation}

Here, variable $x_{p,s,i}$ is a value of HRV coefficient with number $i \in [1, 2, \ldots, I]$ measured in a short ECG signal $s \in [1, 2, \ldots, S_p]$; $p \in [1, 2, \ldots, P]$ is an index of a patient $\{X_p\}_{p=1}^P$. Note, the number of samples $S_p$ depends on a patient and is not fixed.

The method proposed in our work is based on assumption that HRV indices follow normal distribution rules: $\forall p, X_p \sim$
$\mathcal{N}(\mu_p, \Sigma_p)$ where $\mu_p$ is a centroid and $\Sigma_p$ is a covariance matrix.

Training dataset consists of pairs $(X_p, Y_p)^{p=1}$, where $X_p \sim \mathcal{N}(\mu_p, \Sigma_p)$ and $Y_p \sim \mathcal{N}(\xi_p, \Psi_p)$. Series of data matrices $X_p$ present data for normal sinus rhythm. Series of data matrices $Y_p$ present data for atrial fibrillation. Trained algorithm processes signals of a new patient $\{X_{\tilde{p}}, Y_{\tilde{p}}\}^{\tilde{p}=1}$ that was not used on the training.

Model training is a construction of linear transformations $\hat{Y}_p = A_p(X_p)$ for pairs of observations $(X_p, Y_p)^{p=1}$. The transformation optimizes a statistical distance $D(Y_p, \hat{Y}_p) \rightarrow \min$ between sampling of $Y_p \sim \mathcal{N}(\xi_p, \Psi_p)$ and the predicted one $\hat{Y}_p \sim \mathcal{N}(\tilde{\xi}_p, \tilde{\Psi}_p)$. This minimization problem is defined independently for each patient:

$$
\| E(Y_p) - E(\hat{Y}_p) \|_2 \rightarrow \min,
\| \text{cov}(Y_p) - \text{cov}(\hat{Y}_p) \|_F \rightarrow \min,
$$

where $\| \cdot \|_2$ is Euclidean norm, $\| \cdot \|_F$ is Frobenius matrix norm, $E(\cdot)$ is a mean vector, and $\text{cov}(\cdot)$ is a covariance matrix.

We define $A_p(X)$ as a combination of shift, rotation and scaling operators. The shift operation is defined as subtraction of the mean vectors for original and the target sampling set. Rotation operator is required to transform the original sampling set to a form where its covariance matrix is diagonal. We obtain it as an inverse of a matrix of eigenvectors of $\text{cov}(X_p)$ which align principal directions of the sampling set to linear space basis [6]. Diagonal covariance matrix indicates no pairwise correlations between variables which means they can be freely scaled. Following the general rule $\text{cov}(\alpha X_p) = \alpha^2 \text{cov}(X_p)$ we can scale the intermediate distribution so values of its diagonal covariance matrix equal to eigenvalues of $\Psi_p$. Thus, the scaling operator is a diagonal matrix $\Lambda_p = \text{diag}(\sqrt{\lambda_1^X \cdot \lambda_1^Y}, \ldots, \sqrt{\lambda_1^X \cdot \lambda_1^Y})$, where $\{\lambda_1^X\}_{i=1}^P$ and $\{\lambda_1^Y\}_{j=1}^P$ are eigenvalues of $\text{cov}(X_p)$ and $\text{cov}(Y_p)$ respectively [6]. The last step involves another general rotation to align the distribution with principal directions of $\mathcal{N}(\xi_p, \Psi_p)$, using a matrix of eigenvectors of $\text{cov}(Y_p)$ as operator.

The transformation $A_p(\theta) : \mathbb{R}^{n \times i} \rightarrow \mathbb{R}^{n \times i}$ can be formulated as follows:

$$
A_p(X) = (X^T - E(X_p)) \cdot V(X_p)^{-1} \cdot \Lambda_p \cdot V(Y_p) + E(Y_p).
$$

Here $V(\cdot)$ is a rotation matrix where rows are eigenvectors of respective covariance matrix. Fig. 1 showcases each step of the transformation in case of arbitrary bi-variate normal distribution samples.

Several transformations obtained from the training dataset are joined together using the k-Nearest Neighbour approach. The method uses Mahalanobis distance and the closest neighbours. The shortest distance defined using the softmax function. The joined transformation take vector of indices for the one sample of NSR HRV vector $x$, and returns a single sample of AF HRV vector $\hat{y}$:

$$
w_p = D_M(X_p, \hat{x}),
\hat{y} = \sum_{p=1}^{P} \frac{\exp(w_p)}{\sum_{p=1}^{P} \exp(w_p)} A_p(\hat{x}).$$

**B. Model verification**

Training and verification of the statistical model were performed on two databases from the open databank of physiological signals PhysioNet [7]. Long Term Fibrillation Database (LTAFDB) [8] consists of data from 84 patients with 84 ECG recordings of duration between 24 and 25 hours. Atrial Fibrillation Database (AFDB) [9] is made up of 23 patients, each represented as 10-hour ECG recording. Both databases are supplied with annotation markers for NSR and AF rhythms as well as premature ectopic beats.

Each recording from both databases was divided into 10-minute segments with 5-minute window overlaps. Segments were labeled as NSR and AF according to annotations. In the case an ECG segment included both NSR and AF episodes it was excluded from analysis. Likewise recordings with less than 15 segments ($S = 15$) per rhythm type were withdrawn entirely ensuring that each analyzed recording included at least
A feature vector of HRV indices \((X_{p,s})\) was calculated for each ECG segment \(s\) using interbeat intervals with excluded ectopic beats (according to database annotations). Each segment was represented by 6 time-domain indices (RMSSD, MeanNN, SDNN, IQRNN, pNN50, pNN20) \([5]\), 2 geometric indices (TINN, HTI) \([10]\), 3 frequency domain indices (LF, HF, VHF) \([5]\), 2 nonlinear indices (SD1, SD2) \([5]\), 2 indices of heart rate fragmentation (PIP, PAS) \([11]\), 2 indices of rhythm asymmetry (AI, PI) \([12]\) and entropy index ApEn \([5]\). Thus each HRV feature vector included 18 values \((I = 18)\) and each ECG recording was represented by a pair of HRV matrices of NSR and AF rhythms. We assume them to be samples of 18-dimensional multivariate normal distribution \((n = 18)\). Thus, our whole population data can be represented as a set of matrix pairs \((X_p, Y_p)\) \({}_{10}\) with \(P = 24\), and the test dataset as \((\bar{X}_p, \bar{Y}_p)\) \({}_{10}\) with \(\bar{P} = 6\).

The minimization problem converges down to zero. However, predicted values of the method output are far from the expected values in some folds or indices. For this reason, we applied two methods which compare distributions of the predicted values.

With the assumption that predicted data follows normal distribution rules we use Bhattacharyya distance \([14]\) to measure the similarity between expected sample set \(\bar{Y} \sim \mathcal{N}(\bar{\mu}_i, \bar{\Sigma}_i)\) and predicted sample set \(\hat{Y} \sim \mathcal{N}(\hat{\mu}_i, \hat{\Sigma}_i)\).

\[
D_B = \frac{1}{8} \left( \mu - \bar{\mu} \right)^T \bar{\Sigma}^{-1} \left( \mu - \bar{\mu} \right) + \frac{1}{2} \ln \left( \frac{\det \bar{\Sigma}}{\det \hat{\Sigma}} \right),
\]

\[
\hat{\Sigma} = \frac{\Sigma + \bar{\Sigma}}{2}.
\]

Additionally, distribution of the each predicted HRV index \(\hat{y}_{p,s,i}\) were compared with expected \(y_{p,s,i}\) using two-sample Kolmogorov–Smirnov test \([15]\):

\[
D_{n,m} = \sup_x |F_{1,n}(x) - F_{2,m}(x)|,
\]

\[
D_{n,m} \geq c(\alpha) \sqrt{\frac{n + m}{n \cdot m}},
\]

\[
c(\alpha) = \sqrt{-\ln \left( \frac{\alpha}{2} \right)} \cdot \frac{1}{2},
\]

where \(n\) and \(m\) are the sizes of first and second sample respectively, \(\alpha\) is level of statistical significance, \(c(\alpha)\) is Kolmogorov–Smirnov statistics, and \(F_{1,n}\) and \(F_{2,m}\) are the empirical distribution functions of the first and the second samples respectively.

III. RESULTS

We consider a statistical model that predicts a sample of HRV indices in AF using HRV samples measured in 10-minute NSR ECG segments. The model uses population data from patients with paroxysmal AF.

To verify the model we represented 30 ECG recordings with long episodes of paroxysmal atrial fibrillation as point distributions of NSR and AF HRV indices. A 5-fold validation was utilized for model verification so 25 and 5 recordings made up training and testing population for each of 5 splits. Table \([II]\) presents similarity measurements with Bhattacharyya distance between predicted and test AF HRV point distributions for each split. Table \([II]\) presents goodness of fit results for each individual index measured with Kolmogorov-Smirnov 2-sample test.

The number of indices that pass goodness of fit test (the highest \(p\)-value \(< 0.5\)) correlates with the mean Bhattacharyya distance for each split. The best split with 7.89 mean distance shows reliable prediction for 14 indices out of 18, but the worst split with 14.83 mean distance indicates reliable prediction for only 8 indices out of 18. Certain HRV metrics are predicted regardless of the data split. MeanNN (mean of interbeat intervals), pNN50 / pNN20 (percent of adjacent RR-intervals that differ by 50/20 ms) pass goodness
of fit test in each split. Indices LF (low frequency power), HF (high frequency power), AI (poincare plot area index) and ApEn (approximate entropy) pass the test for 4 splits out of 5. Some of these indices consistently show the clearest distinction between NSR and AF rhythms which may explain reliability of the fit.

IV. DISCUSSION AND CONCLUSION

This study presents the statistical model and includes the method of its training on the real data. The model uses data of HRV indices calculated on normal rhythm and predicts HRV indices calculated on paroxysmal rhythm.

Validation of the model was performed on the set of ECG intervals obtained from 30 patients. Validation results show that HRV in AF is not entirely chaotic, and may be partially explained by HRV in NSR. There are seven HRV indices (MeanNN, pNN50, pNN20, LF, HF, ApEn, AI) that may be reliably predicted in AF using HRV indices of the normal rhythm.

We suppose that our model is the first step towards new class of methods for HRV processing. The future development of the presented method may help in prediction of HRV attributes of long-term ECG records (12-24 hours) using HRV measured on short on short ECG recording. Likewise, the mathematical framework applied for the model construction is suitable for further studies of HRV in anomalous types of cardiac rhythm.
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