This paper proposes a classification framework with a rejection option to mitigate the performance deterioration caused by adversarial examples. While recent machine learning algorithms achieve high prediction performance, they are empirically vulnerable to adversarial examples, which are slightly perturbed data samples that are wrongly classified. In real-world applications, adversarial attacks using such adversarial examples could cause serious problems. To this end, various methods are proposed to obtain a classifier that is robust against adversarial examples. Adversarial training is one of them, which trains a classifier to minimize the worst-case loss under adversarial attacks. In this paper, in order to acquire a more reliable classifier against adversarial attacks, we propose the method of Adversarial Training with a Rejection Option (ATRO). Applying the adversarial training objective to both a classifier and a rejection function simultaneously, classifiers trained by ATRO can choose to abstain from classification when it has insufficient confidence to classify a test data point. We examine the feasibility of the framework using the surrogate maximum hinge loss and establish a generalization bound for linear models. Furthermore, we empirically confirmed the effectiveness of ATRO using various models and real-world datasets.

1 Introduction

Recently developed machine learning algorithms show extraordinary performance on classification tasks. However, they can be mislead to make wrong predictions with high confidence by slightly perturbed data. Adding small perturbations to data to deteriorate the performance of an algorithm is called an adversarial attack, and data with such small perturbations are called adversarial examples (Goodfellow et al., 2015a). Several previous studies have succeeded in generating adversarial examples by adding small perturbations that are imperceptible to human (Goodfellow et al., 2015a; Gu & Rigazio, 2014; Huang et al., 2015; Carlini & Wagner, 2017a).

Training a robust classifier against such adversarial examples is an important task and one method to increase the classifier robustness is adversarial training (Szegedy et al., 2013; Goodfellow et al., 2015a; Shaham et al., 2015; Carlini & Wagner, 2016; Papernot et al., 2016; Xu et al., 2017; Madry et al., 2018; Buckman et al., 2018; Kannan et al., 2018; Pang et al., 2018; Wong & Kolter, 2018; Tramèr et al., 2018; Zhang et al., 2019a; Balunovic & Vechev, 2020). However, as reported in existing work, most of the defense methods, including adversarial training, fail to avoid misclassification under adversarial attacks. For example, Carlini & Wagner (2017a) defeat representative methods for the detection of adversarial examples. Athalye et al. (2018b) report that several defense algorithms fail in a white-box setting when the attacker uses a carefully designed gradient-based method. Moreover, Shafahi et al. (2019) and Gilmer et al. (2019) show that adversarial examples are inevitable in some cases. Thus, we are playing a cat-and-mouse game between algorithms for adversarial attack and defense.

In order to conduct a highly robust decision making against adversarial examples, this paper incorporates a rejection option into the standard adversarial training framework. The method of learning with a rejection option tries to avoid incorrect predictions by abstaining on some uncertain data (Chow, 1957; 1970; Cortes et al., 2016a; b).
An approach to learning with a rejection option is to abstain when a sample has a low confidence score. Cortes et al. (2016a) generalize this approach and propose a new algorithm that trains both a classifier and a rejection function, which decides whether to reject a sample. Geifman & El-Yaniv (2017) and Geifman & El-Yaniv (2019) formulate learning with a rejection option in another way. By extending these methods to adversarial training, our method can abstain from decision making when the classifier does not have sufficient confidence, especially on adversarial samples. We refer to the proposed method as adversarial training with a rejection option (ATRO).

This paper has two main contributions. First, we show a novel method for robust classification, which incorporates a rejection option into the adversarial training framework. We further justify it by establishing a generalization error bound. Next, we investigate the performances of the proposed method on benchmark datasets using both linear-in-parameter models and deep neural networks.

Several previous studies are related to ATRO. Since the seminal work of Szegedy et al. (2014b), many defense methods have been proposed to mitigate the classifier vulnerability against adversarial examples. These defense methods include adversarial training (Szegedy et al. 2014b; Goodfellow et al. 2015b; Madry et al. 2018), the Bayesian method (Ye & Zhu 2018), detecting adversarial examples (Xu et al. 2018; Lu et al. 2017), pixel defense (Song et al. 2018), generative model-based defense (Jalal et al. 2017; Sun et al. 2019), regularization-based defense (Jakubovitz & Giryes 2018; Qian & Wegman 2019), tradeoff-based TRADES (Zhang et al. 2019b), feature denoising (Xie et al. 2019), and the method based on the ordinary differential equation viewpoint (Zhang et al. 2019c). However, most of these defense methods have been shown to be ineffective against sophisticated adversarial attacks which focus on breaking specific defense methods (Carlini & Wagner 2017; Athalye et al. 2018a), leaving the problem of defending against adversarial examples still open.

2 Problem Setting

In this paper, we consider the binary classification setting for simplicity. The proposed method can be extended to the multi-class classification setting, as explained in Remark 3.

Let \( X \subset \mathbb{R}^d \) denote the input space, where \( d \) is the data dimension. Same as the standard supervised learning setting, we assume both the training and the test data points are i.i.d. samples drawn from an unknown distribution \( D \) over \( X \times Y \), where \( Y := \{ -1, +1 \} \) as we consider the binary classification setting. Let \( \mathcal{F} := \{ f : X \to \mathbb{R} \} \) denote a hypothesis set. Our goal is to obtain the optimal classifier \( f^* := \arg\min_{f \in \mathcal{F}} R(f) \), where \( R(f) := E_D[\mathcal{L}_{0-1}(f; x, y)] \) denotes the population risk and \( \mathcal{L}_{0-1}(f; x, y) := 1_{yf(x) \leq 0} \) denotes the zero-one loss function.

2.1 Adversarial Attack

From the viewpoint of threat models, adversarial attacks can be classified into two kinds: white-box and black-box (Yuan et al. 2017). In this paper, we only consider white-box attacks, which means that the attacker knows the classification model parameters. For a given classifier \( f : X \to \mathcal{Y} \) and a data point \( (x, y) \), we define the adversarial perturbation as the minimal perturbation \( \delta \in \mathbb{R}^d \) which satisfies \( \text{sgn}(f(x + \delta)) \neq y \) and \( d(x + \delta, x) \leq \varepsilon \) for some \( \varepsilon > 0 \), where \( d \) is a metric.

When using a linear-in-parameter model, we can calculate adversarial examples analytically (Yin et al. 2019). However, when using neural networks, obtaining adversarial examples is known to be NP-hard (Awasthi et al. 2019). Therefore, we usually resort to heuristic methods, such as the fast gradient sign method (FGSM) (Goodfellow et al. 2015a) and the projected gradient descent method (PGD) (Madry et al. 2018), to generate adversarial examples.

FGSM is one of the simplest methods for generating adversarial examples. It defines a fast single-step attack that maximizes the loss function in the linear approximation. The perturbation under FGSM is calculated as \( \delta_{\text{FGSM}} = \varepsilon \cdot \text{sgn}(\nabla_x \mathcal{L}(f; x, y)) \), where \( \mathcal{L} \) denotes a loss function, e.g., the cross-entropy loss function.

PGD is a standard first-order optimization method, which executes iterative optimizations to find the adversarial perturbation \( \delta \). The perturbation under PGD at a time step \( n + 1 \) is calculated as \( \delta^{(n+1)}_{\text{PGD}} = P_\varepsilon(\delta^{(n)}_{\text{PGD}} + \alpha \cdot \text{sgn}(\nabla_x \mathcal{L}(f; x + \delta^{(n)}_{\text{PGD}}; y))) \), where \( \alpha \) denotes the step size and \( P_\varepsilon \) denotes the projection onto the \( \ell_p \)-ball of radius \( \varepsilon \).

2.2 Adversarial Training

Adversarial training was first proposed as a method for learning adversarially robust models by injecting adversarial examples into training data (Szegedy et al. 2014b; Goodfellow et al. 2015b). Following Madry et al. (2018), this paper adopts the min-max formulation of adversarial training. Instead of the standard training process, adversarial...
training defines an $\varepsilon$-ball $\mathbb{B}(\varepsilon)$ around each training data point and solves the following min-max optimization:

$$
\min_{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \max_{x' \in \mathbb{B}_{\varepsilon}(\varepsilon)} \mathcal{L}(f; x', y).
$$

### 3 Adversarial Training with a Rejection Option

In this section, we introduce a novel framework of adversarial training that has a rejection option. First, we explain our motivation for incorporating the rejection option. Then, we propose our algorithm and establish its corresponding generalization error bound. However, as shown in Yin et al. (2019), the exact generalization error bound can be derived only for the linear-in-parameter models. For neural networks, we need to restrict the model structure to derive the exact generalization error bounds (Yin et al., 2019). Therefore, we derive the detailed generalization error bound only for linear-in-parameter models.

#### 3.1 Motivation of Rejection

The adversarial training minimizing the worst-case loss is proposed to construct a robust classifier against adversarial examples. However, when the model is flexible, it is difficult to train a robust classifier against all possible adversarial examples. For example, Fawzi et al. (2018) proved there exist adversarial perturbations for any classifier, and it is difficult to construct a robust classifier against all adversarial examples. Therefore, we consider a strategy to abstain from classifying severe adversarial examples. The idea of classification with abstention has been formulated as learning with a rejection option (Chow, 1957; Cortes et al., 2016a; Geifman & El-Yaniv, 2017). We extend this framework to adversarial training with a rejection option.

#### 3.2 Learning with a Rejection Option

Let $\mathcal{R}$ denote the rejection symbol. For any given data point $x \in \mathcal{X}$, the classifier has the option of returning the symbol $\mathcal{R}$, or assigning a label $\hat{y} \in \{-1, +1\}$. If the classifier rejects on the instance, it incurs a modest cost of $c \in (0, 1/2)$. If it assigns an incorrect label, it incurs a cost of one. Otherwise, it incurs no loss. Thus, we formulate the classifier as a pair of functions $(f, r)$, where $f : \mathcal{X} \to \mathbb{R}$ is the function for predicting the label using $\text{sgn}(f)$ and $r : \mathcal{X} \to \mathbb{R}$ is the function for rejecting the data point when $r(x) \leq 0$. Cortes et al. (2016a) defined the loss function as

$$
\mathcal{L}_{0-1-c}(r, f; x, y) := \mathbb{I}_{y, f(x) \leq 0} \mathbb{I}_{r(x) > 0} + c \mathbb{I}_{r(x) \leq 0}
$$

for any pair of functions $(f, r)$ and a labeled sample $(x, y) \in \mathcal{X} \times \{-1, +1\}$. We assume $c \in (0, 1/2)$. If $c \geq 1/2$, there is no incentive for rejection. For $c = 0$, we can reject all data.

Let $\mathcal{F}$ and $\mathcal{R}$ denote two function families mapping $\mathcal{X}$ to $\mathbb{R}$. The learning problem consists of using a labeled sample $S = ((x_1, y_1), \ldots, (x_n, y_n))$ drawn i.i.d. from $D^n$ to determine a pair $(r, f) \in \mathcal{R} \times \mathcal{F}$ with a small expected rejection loss $R(r, f)$ defined as $R(r, f) := \mathbb{E}_{(x, y) \sim D} \left[ \mathbb{I}_{y, f(x) \leq 0} \mathbb{I}_{r(x) > 0} + c \mathbb{I}_{r(x) \leq 0} \right]$.

#### 3.3 Adversarial Loss with a Rejection Option

Following the standard formulation of adversarial training of Eq. (1), we define the following adversarial loss for $(x, y) \in S$:

$$
\tilde{\mathcal{L}}_{0-1-c}(r, f; x, y) := \max_{x' \in \mathbb{B}_{\varepsilon}(\varepsilon)} \mathcal{L}_{0-1-c}(r, f; x', y).
$$

Our goal is to minimize the adversarial population risk $\tilde{R}_{0-1-c}(r, f)$ := $\mathbb{E}$ $[\tilde{\mathcal{L}}_{0-1-c}(r, f; x, y)]$. To this end, we empirically approximate the above adversarial risk as $\tilde{R}_{0-1-c,S}(r, f)$ := $1/n \sum_{i=1}^{n} \tilde{\mathcal{L}}_{0-1-c}(r, f; x_i, y_i)$, and solve

$$
\min_{(r, f) \in \mathcal{R} \times \mathcal{F}} \tilde{R}_{0-1-c,S}(r, f).
$$

We refer to this method as **Adversarial Training with a Rejection Option (ATRO)**.

**Remark 1** (Separation-based Approach and Confidence-based Approach). In this paper, we formulate learning with a rejection option following the separation-based approach, which is a generalization of the confidence-based approach. In the confidence-based approach, we can only obtain a rejection function with limited function space. As Cortes et al. (2016a,b) illustrated, a rejection function learned by the separation-based approach can reject samples that a rejection function learned by the confidence-based approach cannot reject.

**Remark 2** (Attack only the Classifier). We can also consider the case where an attacker only attacks the classifier, not the rejection function. In this case, the adversarial attack is weaker than our main setting. This formulation is also practical and can be obtained easily from our formulation of attack to both classifiers and rejection functions.
3.4 Convex Surrogate Loss for ATRO

Following Cortes et al. (2016a,b), we consider substituting the zero-one loss with a convex surrogate loss function. Let \( u \mapsto \Phi(-u) \) and \( u \mapsto \Psi(-u) \) be monotonically increasing \( L \)-Lipschitz and convex functions upper-bounding \( 1_{u \leq 0} \). Because \( \max(a, b) = \frac{a+b+|b-a|}{2} \geq \frac{a+b}{2} \) holds for any \( a, b \in \mathbb{R} \), the following inequality holds for \( \alpha > 0 \) and \( \beta > 0 \):

\[
\max(a, b) \geq \frac{a+b}{2}.
\]

(Cortes et al., 2016a):

\[
\mathcal{L}_{0.1-c}(r, f; x, y) \leq \Phi \left( \frac{\alpha}{2} (r(x) - y, f(x)) \right) + c \Psi (-\beta r(x)).
\]

As \( \Phi \) and \( \Psi \) are convex functions, their composition with an affine function of \( h \) and \( r \) is also a convex function of \( r \) and \( f \). Thus, the right-hand side of Eq. (3) is a convex function of \( r \) and \( f \). We consider minimizing the following adversarial loss:

\[
\max_{x' \in \mathbb{B}_{\epsilon}^x} \mathcal{L}_{0.1-c}(r, f; x', y)
\leq \max_{x' \in \mathbb{B}_{\epsilon}^x} \left\{ \Phi \left( \frac{\alpha}{2} (r(x') - y, f(x')) \right) + c \Psi (-\beta r(x')) \right\}
\leq \max_{x' \in \mathbb{B}_{\epsilon}^x} \left\{ \Phi \left( \frac{\alpha}{2} (r(x') - y, f(x')) \right) \right\}
+ c \max_{x' \in \mathbb{B}_{\epsilon}^x} \left\{ \Psi (-\beta r(x')) \right\}.
\]

As we assume that \( \Phi \) and \( \Psi \) are monotonically increasing functions, we can rewrite Eq. (4) as

\[
\tilde{\mathcal{L}}_{\text{conv}}(r, f; x, y) = \Phi \left( \frac{\alpha}{2} \max_{x' \in \mathbb{B}_{\epsilon}^x} (r(x') - y, f(x')) \right)
+ c \Psi \left( \max_{x' \in \mathbb{B}_{\epsilon}^x} (-\beta r(x')) \right).
\]

This expression simplifies the algorithm for training ATRO. Here, we define the adversarial convex surrogate loss as

\[
\tilde{R}_{\text{conv}}(r, f, x, y) = \Phi \left( \frac{\alpha}{2} \max_{x' \in \mathbb{B}_{\epsilon}^x} (r(x') - y, f(x')) \right)
+ c \Psi \left( \max_{x' \in \mathbb{B}_{\epsilon}^x} (-\beta r(x')) \right),
\]

and the risk with the adversarial convex surrogate loss as \( \tilde{R}_{\text{conv}}(r, f) \). We denote the sample approximation of \( \tilde{R}_{\text{conv}}(r, f) \) as \( \tilde{R}_{\text{conv}}(r, f) \).

3.5 Classifiers and Rejection Functions of Linear-in-parameter Models

By assuming linear-in-parameter models for classifiers and rejection functions, we can calculate the adversarial loss explicitly. Specifically, assume \( r(x) = \langle x, \theta \rangle \), \( f(x) = \langle x, \gamma \rangle \). By defining \( \zeta(y) = \theta / y - \gamma \), we can derive \( r(x) - yf(x) = \langle x, \theta / y - \gamma \rangle = \langle x, \zeta(y) \rangle \). To calculate Eq. (5), we apply the method of Yin et al., 2019 and use the following relationships:

\[
\max_{x' \in \mathbb{B}_{\epsilon}^x} y \langle x', \zeta(y) \rangle = y \langle x, \zeta(y) \rangle + \epsilon \| \zeta(y) \|_1,
\max_{x' \in \mathbb{B}_{\epsilon}^x} -\beta r(x') = -\beta (\langle x, \gamma \rangle - \epsilon \| \gamma \|_1).
\]

Then, the target risk of ATRO can be written as:

\[
\tilde{R}_{\text{conv}}(r, f) := \mathbb{E} \left[ \Phi \left( \frac{\alpha}{2} (y \langle x, \zeta(y) \rangle + \epsilon \| \zeta(y) \|_1) \right)
+ c \Psi \left( -\beta (\langle x, \gamma(y) \rangle - \epsilon \| \gamma(y) \|_1) \right) \right].
\]

The derivation of Eq. (6) is shown in Appendix A.
3.6 Generalization Error Bounds for Linear-in-parameter Classifiers and Rejection Functions

Before introducing the algorithm using the surrogate loss Eq. (7), we first derive the generalization error bounds between \( \hat{R}_{\text{conv}}(r, f) \) and \( \hat{R}_{\text{conv}}^*(r, f) \), which is the sample approximation of Eq. (7). We use the Rademacher complexity, which is a classic complexity measure used for establishing generalization errors. For any function class \( \mathcal{H} \subseteq \mathbb{R}^Z \), given a sample \( \mathcal{S} = \{b_1, b_2, \ldots, b_n\} \) of size \( n \), the empirical Rademacher complexity is defined as \( \hat{\mathcal{R}}_{\mathcal{S}}(\mathcal{H}) := \frac{1}{n} \mathbb{E}[\sup_{h \in \mathcal{H}} \sum_{i=1}^{n} \sigma_i h(b_i)] \), where \( \sigma_1, \ldots, \sigma_n \) are i.i.d. Rademacher random variables with \( \mathbb{P}(\sigma_i = 1) = \mathbb{P}(\sigma_i = -1) = \frac{1}{2} \). Let us denote the set of training data points as \( \mathcal{S} := \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\} \), the function class of the classifier as \( \ell_x = \{x \mapsto f(x) : f \in \mathcal{F}\} \), and the function class of the rejection function as \( \ell_R = \{x \mapsto r(x) : r \in \mathcal{R}\} \). Using the Rademacher complexity, we establish the generalization error bounds of the above risk by the following theorem.

**Theorem 1.** Let \( \mathcal{R} \) and \( \mathcal{F} \) be families of functions mapping \( X \) to \( \mathbb{R} \). Then, for any \( \delta > 0 \) and \( \varepsilon > 0 \), with probability at least \( 1 - \delta \) over the draw of a sample \( \mathcal{S} \) of size \( n \), the following holds for all \( (r, f) \in \mathcal{R} \times \mathcal{F} \):

\[
\begin{align*}
\hat{R}_{\text{conv}}(r, f) &\leq \hat{R}_{\text{conv}}^*(r, f) + \frac{\alpha L}{2} \hat{\mathcal{R}}_{\mathcal{S}}(\{x \zeta(y) : \|\zeta(y)\|_p \leq W\}) \\
&\quad + \beta \varepsilon W d^{1/q} \sqrt{n} + \sqrt{\frac{\log \frac{1}{\delta}}{2n}}.
\end{align*}
\]

The proof is shown in Appendix B.

3.7 Generalization Error Bounds for Neural Networks

As [Yin et al. 2019] discussed, it is difficult to derive the generalization error bounds for neural networks because we cannot calculate the exact adversarial example that maximizes the loss. In order to establish the generalization error bounds, we need to adopt a specific method, which assures a theoretical guarantee, but lacks practical feasibility. Therefore, we do not establish the generalization error bound for neural networks in our framework because we cannot derive them without model assumptions.

4 Algorithm with Maximum Hinge Loss

[Cortes et al. 2016a] used the following maximum hinge (MH) loss for both \( u \mapsto \Phi(-u) \) and \( u \mapsto \Psi(-u) \), which is an upper bound of Eq. (3):

\[
\mathcal{L}_{\text{MH}}(r, f; x, y) = \max \left( 1 + \frac{\alpha}{2}(r(x) - y(h(x))), c(1 - \beta r(x)), 0 \right).
\]

We replace the zero-one loss in Eq. (2) with Eq. (8). Then, we train a classifier and a rejection function by minimizing

\[
\begin{align*}
\hat{R}_{\text{MH}, \mathcal{S}}^*(r, f) := \frac{1}{n} \sum_{i=1}^{n} \max_{x_i \in \mathbb{R}_+^p(c)} \mathcal{L}_{\text{MH}}(r, f; x_i, y_i) \\
&= \frac{1}{n} \sum_{i=1}^{n} \hat{L}_{\text{MH}}(r, f; x_i, y_i),
\end{align*}
\]

where \( \hat{L}_{\text{MH}}(r, f; x_i, y_i) = \max_{x_i \in \mathbb{R}_+^p(c)} \mathcal{L}_{\text{MH}}(r, f; x_i, y_i) \).

**Remark 3.** For implementing multi-class classification problem with a rejection option, we need to add some heuristics on the basic formulation of binary classification problem shown in this paper because it is difficult to set a rejection function while maintaining the classification-calibration property [Ni et al. 2019a]. As a practical implementation, [Geifman & El-Yaniv 2017] and [Geifman & El-Yaniv 2019] proposed selective loss and SelectiveNet (SN). We show the details of SN in Remark 4 [Kato et al. 2020] also proposed learning with a rejection option under an adversarial setting using the confidence-based approach. Thus, based on these existing studies, we can extend the proposed method to multi-class classification. However, because there are various ways to do this, we only show an algorithm for the binary classification that can be the basis of an algorithm for multi-class classification and do not explicitly describe an algorithm for multi-class classification.
4.1 Training Linear-in-parameter Models

First, we consider using linear-in-parameter models for \( r(x) \) and \( f(x) \). We name the algorithm minimizing the MH loss \( \text{ATRO-MH} \). Here, we use the same linear-in-parameter model as shown in Section 3.6. Then, the loss function can be derived as

\[
\tilde{L}_{\text{MH}}(r, f; x_i, y_i) = \max_{x_i' \in \mathbb{B}^{\infty}_{x_i}(\epsilon)} \max \left(1 + \frac{\alpha}{2} y_i \langle x_i, \zeta(y_i) \rangle, c(1 - \beta x_i \gamma), 0\right)
\]

where

\[
\tilde{A} = 1 + \frac{\alpha}{2} (y_i \langle x_i, \zeta(y_i) \rangle + \epsilon \|\zeta(y_i)\|_1),
\]

\[
\tilde{B} = c (1 - \beta (x_i \gamma - \epsilon \|\gamma\|_1)).
\]

We use the result shown in Section 3.6 to derive \( \tilde{A} \) and \( \tilde{B} \). Therefore, we can train \( r(x) \) and \( f(x) \) by solving the following optimization problem:

\[
\min_{\theta, \gamma, \xi} \frac{\lambda}{2} \|\theta\|^2 + \frac{\lambda'}{2} \|\gamma\|^2 + \sum_{i=1}^{n} \xi_i
\]

s.t. \( \xi_i \geq c(1 - \beta (x_i \gamma - \epsilon \|\gamma\|_1)) \),

\[
\xi_i \geq 1 + \frac{\alpha}{2} (y_i \langle x_i, \zeta(y_i) \rangle - \epsilon \|\zeta(y_i)\|_1)
\]

\[
\zeta(y_i) = \theta / y_i - \gamma, \quad \xi_i \geq 0,
\]

where \( \lambda \) and \( \lambda' \) are regularization parameters.

4.2 Training Neural Networks

In this section, we consider using neural networks for modeling \( r(x) \) and \( f(x) \). The deep linear SVM (Tang, 2013) is a model structure of deep neural networks with a linear SVM as a top layer instead of a softmax layer. Adopting this structure, we can train the model by minimizing \( \max (1 - y_i f(x_i), 0)^2 + \frac{\lambda}{2} \|w\|_2^2 \), where \( w \) is the weight of the final layer of \( f(x) \) and \( \lambda \) is a regularization parameter. To adapt the ATRO framework, we substitute the squared hinge loss with the MH loss. Then, we train the models by minimizing the following adversarial loss:

\[
\max_{x_i' \in \mathbb{B}^{\infty}_{x_i}(\epsilon)} \left\{ \max \left(1 + \frac{\alpha}{2} r(x_i) - y_i f(x_i), c(1 - \beta r(x_i)), 0\right)^2 + \frac{\lambda}{2} \|w\|_2^2 \right\},
\]

where \( \alpha, \beta \) and \( c \) are the same as in Section 3.4. Note that we cannot solve \( \max_{x_i' \in \mathbb{B}^{\infty}_{x_i}(\epsilon)} \cdot \) efficiently in many cases because the optimization is known to be NP hard (Awasthi et al., 2019). Therefore, instead of solving the maximization problem directly, we solve the inner optimization problem by using existing heuristic algorithms such as FGSM (Goodfellow et al., 2015b) and PGD (Madry et al., 2018).

In experiments, we set \( \lambda = 1 \) and adopted the VGG-16-based architecture (Simonyan & Zisserman, 2014). The differences from the original VGG-16 architecture are two-fold: (i) there is only one fully connected layer with 512 neurons and (ii) batch normalization (Ioffe & Szegedy, 2015) and dropout (Srivastava et al., 2014) are applied.

**Remark 4 (SelectiveNet).** As introduced in Remark 3 as a different formulation, we can also implement ATRO using the SelectiveNet (SN) (Geifman & El-Yaniv, 2019), which is a different method for learning with a rejection option. SN is a method for end-to-end training of both a classifier and rejection function using neural networks. Although there is no detailed theoretical guarantee unlike MH based method, SN is reported to show a preferable performance extended to multi-class classification problem. In the neural network structure of the SN, the input \( x \) is firstly processed by the body block \( h \), which can be assembled using any types of architecture. Then, \( h(x) \) is fed into three outputs, a classifier \( f_h \), rejection function \( r_h \), and auxiliary prediction \( g_h \). Auxiliary prediction \( g_h \) is only used for training.
Table 1: Results with linear-in-parameter models. We show the error (Err) and rejection rate (Rej) with their average (Mean) and standard deviations (SD). The lowest Err results are in bold.

| Dataset | Method | Attack Cost | ε = 0 | ε = 0.001 | ε = 0.01 | ε = 0.1 |
|---------|--------|-------------|-------|-----------|----------|---------|
|         |        | Mean Std    | Mean Std | Mean Std | Mean Std | Mean Std |
| australian | SVM    | 0.199 0.014 | 0.416 0.022 | 0.527 0.023 | 0.553 0.0 | -        |
|         | AT     | 0.195 0.005 | 0.192 0.005 | 0.237 0.033 | 0.553 0.0 | -        |
|         | MH     | 0.142 0.013 | 0.209 0.028 | 0.492 0.032 | 0.553 0.0 | 0.0 0.0 |
|         | ATRO   | 0.173 0.006 | 0.229 0.028 | 0.494 0.021 | 0.553 0.0 | 0.0 0.0 |
|         |        | 0.191 0.011 | 0.246 0.032 | 0.515 0.021 | 0.553 0.0 | 0.0 0.0 |
|         |        | 0.131 0.002 | 0.130 0.002 | 0.131 0.008 | 0.553 0.0 | 0.0 0.0 |
|         |        | 0.149 0.005 | 0.150 0.006 | 0.169 0.008 | -        | 0.0 0.0 |
|         |        | 0.171 0.006 | 0.173 0.007 | 0.183 0.017 | 0.553 0.0 | 0.0 0.0 |

| Dataset | Method | Attack Cost | ε = 0 | ε = 0.001 | ε = 0.01 | ε = 0.1 |
|---------|--------|-------------|-------|-----------|----------|---------|
|         |        | Mean Std    | Mean Std | Mean Std | Mean Std | Mean Std |
| diabetes | SVM    | 0.279 0.009 | 0.285 0.005 | 0.307 0.006 | 0.4 0.0 | -        |
|         | AT     | 0.279 0.009 | 0.285 0.005 | 0.307 0.006 | 0.4 0.0 | -        |
|         | MH     | 0.207 0.003 | 0.267 0.086 | 0.400 0.000 | 0.4 0.0 | 0.0 0.0 |
|         | ATRO   | 0.277 0.017 | 0.331 0.018 | 0.400 0.000 | 0.4 0.0 | 0.0 0.0 |
|         |        | 0.174 0.003 | 0.73 0.001 | 0.168 0.006 | 0.4 0.0 | 0.0 0.0 |
|         |        | 0.228 0.006 | 0.231 0.004 | 0.253 0.008 | 0.4 0.0 | 0.0 0.0 |
|         |        | 0.279 0.009 | 0.283 0.006 | 0.308 0.006 | 0.4 0.0 | 0.0 0.0 |

| Dataset | Method | Attack Cost | ε = 0 | ε = 0.001 | ε = 0.01 | ε = 0.1 |
|---------|--------|-------------|-------|-----------|----------|---------|
|         |        | Mean Std    | Mean Std | Mean Std | Mean Std | Mean Std |
| cod-rna  | SVM    | 0.109 0.133 | 0.197 0.277 | 0.289 0.354 | 0.288 0.353 | -        |
|         | AT     | 0.113 0.139 | 0.113 0.139 | 0.155 0.224 | 0.288 0.353 | -        |
|         | MH     | 0.079 0.097 | 0.079 0.097 | 0.288 0.353 | 0.288 0.353 | 0.0 0.0 |
|         | ATRO   | 0.112 0.138 | 0.215 0.279 | 0.279 0.342 | 0.288 0.353 | 0.0 0.0 |
|         |        | 0.079 0.097 | 0.227 0.298 | 0.288 0.353 | 0.288 0.353 | 0.0 0.0 |
|         |        | 0.115 0.141 | 0.112 0.137 | 0.153 0.212 | 0.288 0.353 | 0.0 0.0 |
|         |        | 0.115 0.141 | 0.116 0.142 | 0.115 0.142 | 0.288 0.353 | 0.0 0.0 |

| Dataset | Method | Attack Cost | ε = 0 | ε = 0.001 | ε = 0.01 | ε = 0.1 |
|---------|--------|-------------|-------|-----------|----------|---------|
|         |        | Mean Std    | Mean Std | Mean Std | Mean Std | Mean Std |
| skin    | SVM    | 0.008 0.003 | 0.005 0.003 | 0.09 0.115 | 0.799 0.066 | -        |
|         | AT     | 0.004 0.003 | 0.010 0.006 | 0.216 0.327 | 0.747 0.116 | 0.0 0.0 |
|         | MH     | 0.008 0.004 | 0.009 0.007 | 0.319 0.388 | 0.751 0.116 | 0.0 0.0 |
|         | ATRO   | 0.008 0.005 | 0.011 0.012 | 0.234 0.35 | 0.727 0.134 | 0.0 0.0 |
|         |        | 0.007 0.003 | 0.007 0.003 | 0.402 0.075 | 0.749 0.094 | 0.0 0.0 |
|         |        | 0.004 0.003 | 0.004 0.003 | 0.089 0.117 | 0.729 0.106 | 0.0 0.0 |
|         |        | 0.002 0.003 | 0.003 0.003 | 0.059 0.114 | 0.792 0.045 | 0.0 0.0 |

to prevent overfitting and enforce the construction of relevant features in the body block \(h\). Let us introduce a brief formulation as follows. For the details about SN, see the original paper (Geifman & El-Yaniv, 2019). For a given target coverage \(0 < c \leq 1\), the target risk is defined as \(R \in (f_h, y_h) = \sum_{i=1}^n L_{ce}(f_h(x_i), y_i)R_{\text{err}}(f_h(x_i)) + \lambda \max(0, -\hat{\phi}(r_h(x_i)))\), where \(L_{ce}\) is the standard cross-entropy loss and \(\hat{\phi}(r_h(x_i)) = \frac{1}{n} \sum_{i=1}^n r_h(x_i)\) is empirical coverage and \(\lambda\) is a regularization parameter. Then, the total objective is defined as \(R_{\text{err}}(f_h, y_h) = \eta R_{\text{tsel}}(f_h, y_h) + (1 - \eta) R_{\text{ce}}(y_h)\), where \(0 \leq \eta \leq 1\) is a convex combination weight and \(R_{\text{ce}}\) is the empirical risk of cross-entropy. Next, we consider adding adversarial training to the original SN. By applying adversarial training, we train a classifier and rejection function as
the minimizer of
\[
\max_{x'(i) \in \mathbb{R}^n} \left\{ \eta \left( \frac{1}{n} \sum_{i=1}^{n} \mathcal{L}_{ce}(f_h(x_i); y_i) \phi(r_h; x_i) \right) + \lambda \max(0, c - \phi(r_h; x_i)) \right\}.
\]

Table 2: Results of deep linear SVM with a rejection option (SVM) and deep linear SVM with ATRO (ATRO). We show the error (Err), rejection rate (Rej), and precision of rejection (PR).

| Training | Adversarial Examples | CIFAR-10 | | SVHN |
|---------|---------------------|----------|--------|--------|
|         |                     | Metric   |        |        |
|         |                     | Err      | Rej    | PR     | Err    | Rej    | PR     |
| SVM     | no attack           | 3.80±0.16| 1.10±0.09| 28.4±4.21 | 1.00±0.13| 0.20±0.03| 12.1±2.91 |
|         | \(\ell_\infty\) bounded by 4/255 | 26.7±1.59| 4.20±0.46| 33.1±3.89 | 11.7±1.68| 1.50±0.43| 38.5±4.25 |
|         | \(\ell_\infty\) bounded by 8/255 | 32.7±3.79| 4.10±0.79| 32.5±5.44 | 14.6±3.45| 1.60±0.63| 38.6±4.21 |
| ATRO    | no attack           | 4.00±0.26| 1.60±0.11| 46.9±4.85 | 0.90±0.03| 0.40±0.04| 21.9±3.78 |
|         | \(\ell_\infty\) bounded by 4/255 | 11.3±0.40| 2.60±0.40| 48.9±3.63 | 4.10±0.06| 1.40±0.28| 42.2±1.03 |
|         | \(\ell_\infty\) bounded by 8/255 | 16.7±0.32| 3.80±0.32| 48.3±5.84 | 7.50±0.41| 2.20±0.51| 44.2±4.34 |
|         | \(\ell_2\) bounded by 80 | 8.90±0.75| 2.60±0.39| 47.4±3.14 | 3.50±0.11| 1.20±0.25| 40.2±3.47 |
|         | \(\ell_2\) bounded by 160 | 12.4±0.61| 2.70±0.31| 44.3±2.41 | 6.70±0.38| 2.00±0.39| 43.8±3.17 |

5 Experiments

In this section, we report the experimental results of ATRO.

5.1 Benchmark Test using Linear Models

First, we investigated the performance of ATRO with a linear-in-parameter model. Following [Cortes et al. (2016a)], we used the australian, pima, skin, and cod datasets. For a linear-in-parameter model, we used a Gaussian kernel. We compared the proposed method ATRO with the standard SVM, learning with rejection under MH loss, and the standard adversarial training with SVM. We used \(\varepsilon = 0\), 0.001, 0.01, 0.1 to train a classifier with AT (adversarial training without rejection) and ATRO. The adversarial attack \(\delta\) was chosen from 0, 0.001, 0.01, and 0.1. The costs of MH and ATRO were chosen from 0.2, 0.3, and 0.4. For each experiment, we trained a classifier with 10 trials and 500 samples. For the error (Err) and the percentage of rejected samples over all 500 samples (Rej), we calculated their means (Mean) and standard deviations (Std). Let true accept (TA) be an outcome where the rejection function correctly accepts data such that a sample \(x\) does not belong to the defense target class, i.e., \(h(x) \neq t\). Let true reject (TR) be an outcome where the rejection function correctly rejects data such that a sample \(x\) belongs to the defense target class, i.e., \(h(x) = t\). FA and FR can be defined similarly [Ni et al., 2019b]. Then, the rejection rate is defined as \(\frac{\text{TR}+\text{TA}+\text{FR}+\text{FA}}{\text{TR}+\text{FR}}\).

In Table[1] we show the results with australian and pima datasets under adversarial attacks such that \(|\delta|_\infty = 0.0001, 0.001, 0.01, 0.1\) while using an adversarial training parameter \(\varepsilon = 0.001\). Other results are shown in Appendix[C].

In most cases, the ATRO shows the better performance by appropriately abstaining from the classification. Moreover, the ATRO shows robustness against the adversarial attack \(\delta = 0.01\) larger than the parameter in training \(\varepsilon = 0.001\). We show additional experimental results using \(\varepsilon = 0.1, 0.01\) for adversarial training and without adversarial training in Appendix[C].

5.2 Benchmark Test using Neural Networks

We compare the ATRO using a deep linear SVM with a plain deep linear SVM with a rejection option without adversarial training. We train the classifier using the loss described in [2]. As benchmark data, we use the CIFAR-10[2].

---

2. [https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/](https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/)
3. [https://www.cs.toronto.edu/~kriz/cifar.html](https://www.cs.toronto.edu/~kriz/cifar.html)
The existence of adversarial examples is a notorious problem in machine learning. In this paper, we propose an idea of allowing a classifier to reject suspicious samples and a method called adversarial training with a rejection option (ATRO). The motivation is to avoid classification decision making when we do not have sufficient confidence to determine the class under adversarial attacks. We describe the implementation of ATRO for both linear-in-parameter models and neural network models. In experiments, the method successfully decreased the error by rejecting uncertain samples.

Remark 5 (Experimental Results with SN). We also report the result of ATRO with SN. In the experiments, we adopted the VGG-16-based architecture as the body block of SN, which is same approach taken in the original paper (Geifman & El-Yaniv, 2019), and we set the values $\eta = 0.5$ and $\lambda = 32$. The experimental results are shown in Table 3.

6 Conclusion

The experimental results suggest the effectiveness of neural network extensions of ATRO. In particular, ATRO with a deep linear SVM successfully reduces the error on the adversarial examples by about half, without deterioration of the error on the standard samples. We also note that the decreased error for different types of attack used at the training stage indicates that extended ATRO is not strongly dependent on the method used to generate adversarial examples.
Ethics Statement

The vulnerability against adversarial attacks is a serious issue for many machine learning algorithms from the security aspect. Especially, the misclassification caused by adversarial attack leads to serious consequences in some real-world applications, e.g., autonomous driving. The theoretical analysis and proposed method in this paper have the potential to alleviate this concern. Specifically, our approach allows to reduce serious misclassification by rejecting all possible adversarial examples. Therefore, this paper has a broad impact on improving the robustness of machine learning applications. On the other hand, while the proposed method improves adversarial robustness, it does not ensure to reject all attacks. In addition, a proposed method also has the potential risk of encouraging unfair decision making by abstaining prediction about a particular group of people.
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A Derivation of Equation (6)

We follow the derivation by Yin et al. (2019). After defining \( \tilde{g}_{\zeta(y_i)}(x_i, y_i) := \max_{x'_i \in \mathbb{R}^n} y_i \langle x_i, \zeta(y_i) \rangle \), we have

\[
\tilde{g}_{\zeta(y_i)}(x_i, y_i) = \begin{cases} 
\max_{x'_i \in \mathbb{R}^n} \langle x_i, \zeta(y_i) \rangle & y = +1, \\
-\min_{x'_i \in \mathbb{R}^n} \langle x_i, \zeta(y_i) \rangle & y = -1.
\end{cases}
\]

When \( y = +1 \), we have

\[
\tilde{g}_{\zeta(y_i)}(x_i, y_i) = \tilde{g}_{\zeta(y_i)}(x_i, 1) = \max_{x'_i \in \mathbb{R}^n} \langle x_i, \zeta(y_i) \rangle
\]

\[
= \sum_{d=1}^{D} \left[ \mathbb{I}(\zeta(y_i)_d \geq 0)(x_d + \varepsilon) + \mathbb{I}(\zeta(y_i)_d < 0)(x_d - \varepsilon) \right]
\]

\[
= \sum_{d=1}^{D} \zeta(y_i)_d (x_d + \text{sgn}(\zeta(y_i)_d)\varepsilon)
\]

\[
= \langle x_i, \zeta(y_i) \rangle + \varepsilon \|\zeta(y_i)\|_1.
\]

Similarly, when \( y = -1 \), we have

\[
\tilde{g}_{\zeta(y_i)}(x_i, y_i) = \tilde{g}_{\zeta(y_i)}(x_i, -1) = -\min_{x'_i \in \mathbb{R}^n} \langle x_i, \zeta(y_i) \rangle
\]

\[
= -\sum_{d=1}^{D} \left[ \mathbb{I}(\zeta(y_i)_d \geq 0)(x_d - \varepsilon) + \mathbb{I}(\zeta(y_i)_d < 0)(x_d + \varepsilon) \right]
\]

\[
= -\sum_{d=1}^{D} \zeta(y_i)_d (x_d - \text{sgn}(\zeta(y_i)_d)\varepsilon)
\]

\[
= -\langle x_i, \zeta(y_i) \rangle + \varepsilon \|\zeta(y_i)\|_1.
\]

Thus, we conclude that

\[
\tilde{g}_{\zeta(y_i)}(x_i, y_i) := \max_{x'_i \in \mathbb{R}^n} y_i \langle x_i, \zeta(y_i) \rangle.
\]

B Proof of Theorem 1

To derive generalization bounds for the risk with the adversarial convex loss, we need to know the upper bound of the Rademacher complexity of \( \mathcal{F} := \{ \min_{x'_i \in \mathbb{R}^n} y_i \langle x'_i, w \rangle : \|w\|_p \leq W \} \), where \( w \) is the parameter of the linear-in-parameter model. Yin et al. (2019) derived the following result for the upper bound of the Rademacher complexity.

Proposition 1 (Yin et al. (2019), Theorem 2.). Let \( \mathcal{F} := \{ f_w(x_i) : \|w\|_p \leq W \} \) and \( \tilde{\mathcal{F}} := \{ \min_{x'_i \in \mathbb{R}^n} y_i \langle x'_i, w \rangle : \|w\|_p \leq W \} \). Suppose that \( \frac{1}{p} + \frac{1}{q} = 1 \). Then, there exists a universal constant \( c \in (0, 1) \) such that

\[
\max \left\{ \mathcal{R}_c(\mathcal{F}), \varepsilon \mathbb{E} \frac{d^\frac{1}{q}}{\mathbf{v}^n} \right\} \leq \mathcal{R}_c(\tilde{\mathcal{F}}) \leq \mathcal{R}_c(\mathcal{F}) + \varepsilon \mathbb{E} \frac{d^\frac{1}{q}}{\mathbf{v}^n}.
\]

We apply the same technique used by Yin et al. (2019) to bound \( \mathcal{R}_c(\{ x_i \zeta(y_i) : \|\zeta(y_i)\|_p \leq W \}) \) and \( \mathcal{R}_c(\{ x_i \gamma : \|\gamma\|_p \leq W \}) \).

Lemma 1. Suppose that \( \frac{1}{p} + \frac{1}{q} = 1 \). Then,

\[
\mathcal{R}_c \left( \left\{ \max_{x'_i \in \mathbb{R}^n} y_i x_i \zeta(y_i) : \|\zeta(y_i)\|_p \leq W \right\} \right) \leq \mathcal{R}_c (\{ x_i \zeta(y_i) : \|\zeta(y_i)\|_p \leq W \}) + \varepsilon \mathbb{E} W d^{\frac{1}{q}} \mathbf{v}^n,
\]

\[
\mathcal{R}_c \left( \left\{ \min_{x'_i \in \mathbb{R}^n} x_i \gamma : \|\gamma\|_p \leq W \right\} \right) \leq \mathcal{R}_c (\{ x_i \gamma : \|\gamma\|_p \leq W \}) + \varepsilon \mathbb{E} W d^{\frac{1}{q}} \mathbf{v}^n.
\]
Then, the Rademacher complexity of $\tilde{\mathcal{R}}$ is
defined as

$$
\mathcal{R}(\tilde{\mathcal{R}}) \left( \left\{ \max_{x_i \in B_{\mathcal{F}}(\epsilon)} y_i x_i \zeta(y_i) : \|\zeta(y_i)\|_p \leq W \right\} \right) = \mathcal{R}(\{ y_i (x_i, \zeta(y_i)) - \epsilon \|\zeta\|_1 : \|\zeta(y_i)\|_p \leq W \}) = \frac{1}{n} \mathbb{E}_{\sigma} \left[ \sup_{\|\zeta(y_i)\|_p \leq W} \sum_{i=1}^{n} \sigma_i (y_i (x_i, \zeta(y_i)) - \epsilon \|\zeta\|_1) \right]. 
$$

Then, using the same technique in the proof of Proposition 1, we bound (10) as follows:

$$
\mathcal{R}(\tilde{\mathcal{R}}) \left( \left\{ \max_{x_i \in B_{\mathcal{F}}(\epsilon)} y_i x_i \zeta(y_i) : \|\zeta(y_i)\|_p \leq W \right\} \right) \leq \mathcal{R}(\{ x_i \zeta(y_i) : \|\zeta(y_i)\|_p \leq W \}) + \epsilon W^{d'/q} \sqrt{n}.
$$

Similarly, we bound $\mathcal{R}(\tilde{\mathcal{R}}) \left( \left\{ \min_{x_i \in B_{\mathcal{F}}(\epsilon)} x_i \gamma : \|\gamma\|_p \leq W \right\} \right)$ as follows:

$$
\mathcal{R}(\tilde{\mathcal{R}}) \left( \left\{ \min_{x_i \in B_{\mathcal{F}}(\epsilon)} x_i \gamma : \|\gamma\|_p \leq W \right\} \right) = \frac{1}{n} \mathbb{E}_{\sigma} \left[ \sup_{\|\gamma\|_p \leq W} \sum_{i=1}^{n} \sigma_i (\langle x_i, \gamma \rangle) - \epsilon \sum_{i=1}^{n} \|\gamma\|_1 \right] 
\leq \frac{1}{n} \mathbb{E}_{\sigma} \left[ \sup_{\|\gamma\|_p \leq W} \langle u, \gamma \rangle - \nu \langle \gamma, \text{sgn}(u) \rangle \right] 
\leq \frac{1}{n} \mathbb{E}_{\sigma} \left[ \sup_{\|\gamma\|_p \leq W} \langle \gamma, u - \nu \text{sgn}(u) \rangle \right] 
\leq \frac{W}{n} \mathbb{E}_{\sigma} \left[ \sum_{i=1}^{n} \|\gamma\|_p \leq W \right] + \frac{\epsilon W^{d'/q}}{\sqrt{n}},
$$

where $\nu := \frac{\epsilon}{n} \sum_{i=1}^{n} \sigma_i$.

Next, we show the proof of Theorem 1.

Proof of Theorem 1 Let $\tilde{\ell}_{\mathcal{F}}(\mathcal{H}, \mathcal{R})$ be the family of functions defined by

$$
\tilde{\ell}_{\mathcal{F}}(\mathcal{H}, \mathcal{R}) = \{(x_i, y_i) \mapsto \min \tilde{\ell}_{\mathcal{F}}(r, f; x_i, y_i), r \in \mathcal{R}, f \in \mathcal{F} \}. 
$$

Then, the Rademacher complexity of $\tilde{\ell}_{\mathcal{F}}(\mathcal{H}, \mathcal{R})$ can be written as follows:

$$
\mathcal{R}(\tilde{\ell}_{\mathcal{F}}(\mathcal{H}, \mathcal{R})) = \mathbb{E} \left[ \sup_{h, r, f \in \mathcal{H} \times \mathcal{R}} \frac{1}{n} \sum_{i=1}^{n} \sigma_i \tilde{\ell}_{\mathcal{F}}(r, f; x_i, y_i) \right] 
\leq \mathbb{E} \left[ \sup_{h, r, f \in \mathcal{H} \times \mathcal{R}} \frac{1}{n} \sum_{i=1}^{n} \sigma_i \tilde{\ell}_{\mathcal{F}}( \max_{x_i \in B_{\mathcal{F}}(\epsilon)} \left\{ \alpha \gamma x_i \zeta(y_i) \right\} ) \right] + \mathbb{E} \left[ \sup_{h, r, f \in \mathcal{H} \times \mathcal{R}} \frac{1}{n} \sum_{i=1}^{n} \sigma_i \Phi \left( \max_{x_i \in B_{\mathcal{F}}(\epsilon)} \left( \frac{\alpha}{2} y_i x_i \zeta(y_i) \right) \right) \right].
$$
Because $\Phi$ and $\Psi$ are $L$-Lipschitz functions, by Talagrand’s contraction lemma (Ledoux & Talagrand, 1991),

$$\mathcal{R}_S(\tilde{\ell}_{\mathrm{MH}, \mathcal{H}, \mathcal{R}}) \leq \frac{\alpha L}{2} \mathcal{R}_S \left( \max_{x_i \in \mathbb{B}_{\mathcal{H}}(\varepsilon)} y_i, x_i, \zeta(y_i) : \|\zeta(y_i)\|_p \leq W \right) + \beta c L \mathcal{R}_S \left( \min_{x_i \in \mathbb{B}_{\mathcal{H}}(\varepsilon)} x_i, \gamma : \|\gamma\|_p \leq W \right).$$

From Lemma 1, we have the result of Theorem 1.

C Additional Experiments with Linear-in-parameter Models

We also investigated the performance of ATRO with linear-in-parameter models. In Section 5, we show the results with an adversarial training parameter $\varepsilon = 0.001$. In this section, we additionally show the results with an adversarial training parameter $\varepsilon = 0$ in Table 4, $\varepsilon = 0.01$ in Table 5, and $\varepsilon = 0.1$ in Table 6, respectively. Other settings are identical to that of Section 5.

In the case when the adversarial training parameter $\varepsilon = 0$, there is no difference between the SVM and AT; there is also no difference between the MH and ATRO. The results of Table 4 reflects the fact. As increasing the adversarial training parameter value, although ATRO becomes robust to adversarial attacks, the performance against the lower adversarial attacks decreased. This tendency is common in adversarial training. However, ATRO showed better performance than ATRO in many cases.
Table 4: Results with linear-in-parameter models with an adversarial training parameter ε = 0. We show the error (Err) and rejection rate (Rej) with their average (Mean) and standard deviations (SD). The lowest Err results are in bold.

| Dataset | Attack Method | Cost | Attack ε = 0 | Attack ε = 0.001 | Attack ε = 0.01 | Attack ε = 0.1 |
|---------|---------------|------|--------------|------------------|-----------------|----------------|
|         |               |      | Err Mean Std | Rej Mean Std     | Err Mean Std     | Rej Mean Std   |
|         |               |      |              |                  |                 |                |
| australian | SVM            | -    | 0.024 0.017  | - -              | 0.335 0.025     | - -            | 0.526 0.026    | 0.053 0.001 |
|         | AT             | -    | 0.292 0.011  | - -              | 0.367 0.017     | - -            | 0.4 0.0        | 0.0 0.0 |
|         | MH             | 0.2  | 0.173 0.004  | 0.751 0.012     | 0.238 0.082     | 0.370 0.250    | 0.4 0.0        | 0.0 0.0 |
|         | ATRO           | 0.2  | 0.170 0.008  | 0.086 0.017     | 0.232 0.024     | 0.017 0.014    | 0.505 0.013    | 0.0 0.0 |
|         |                | 0.4  | 0.492 0.025  | 0.058 0.023     | 0.492 0.025     | 0.058 0.023    | 0.553 0.0      | 0.0 0.0 |
|         |                |      |              |                  |                 |                |                |        |
| diabetes | SVM            | -    | 0.079 0.097  | 0.397 0.486     | 0.078 0.096     | 0.392 0.480    | 0.288 0.353    | 0.0 0.0 |
|         | AT             | -    | 0.113 0.139  | - -              | 0.115 0.141     | - -            | 0.243 0.320    | 0.288 0.353 |
|         | MH             | 0.2  | 0.119 0.146  | 0.357 0.451     | 0.149 0.201     | 0.294 0.448    | 0.281 0.345    | 0.0 0.0 |
|         | ATRO           | 0.2  | 0.079 0.097  | 0.393 0.481     | 0.079 0.097     | 0.389 0.477    | 0.287 0.352    | 0.0 0.0 |
|         |                | 0.3  | 0.111 0.137  | 0.218 0.347     | 0.172 0.231     | 0.097 0.290    | 0.280 0.343    | 0.0 0.0 |
|         |                | 0.4  | 0.104 0.128  | 0.003 0.008     | 0.268 0.330     | 0.003 0.008    | 0.288 0.353    | 0.0 0.0 |
|         |                |      |              |                  |                 |                |                |        |
| cod-rna  | SVM            | -    | 0.007 0.006  | 0.0 0.0         | 0.011 0.007     | 0.0 0.0        | 0.387 0.371    | 0.761 0.073 |
|         | AT             | -    | 0.006 0.002  | 0.0 0.0         | 0.007 0.005     | 0.0 0.0        | 0.203 0.308    | 0.761 0.073 |
|         | MH             | 0.2  | 0.005 0.004  | 0.0 0.0         | 0.008 0.006     | 0.0 0.0        | 0.321 0.326    | 0.740 0.149 |
|         | ATRO           | 0.3  | 0.005 0.004  | 0.0 0.0         | 0.012 0.009     | 0.0 0.0        | 0.237 0.357    | 0.737 0.113 |
|         |                | 0.4  | 0.006 0.005  | 0.0 0.0         | 0.005 0.004     | 0.0 0.0        | 0.006 0.004    | 0.707 0.113 |
|         |                |      |              |                  |                 |                |                |        |
| skin     | SVM            | -    | 0.009 0.004  | - -              | 0.010 0.004     | - -            | 0.203 0.308    | 0.761 0.073 |
|         | AT             | -    | 0.009 0.004  | - -              | 0.010 0.004     | - -            | 0.203 0.308    | 0.761 0.073 |
|         | MH             | 0.3  | 0.005 0.004  | 0.0 0.0         | 0.006 0.005     | 0.0 0.0        | 0.201 0.288    | 0.666 0.138 |
|         | ATRO           | 0.4  | 0.005 0.004  | 0.0 0.0         | 0.008 0.006     | 0.0 0.0        | 0.321 0.326    | 0.740 0.149 |
|         |                | 0.3  | 0.007 0.003  | 0.0 0.0         | 0.012 0.009     | 0.0 0.0        | 0.237 0.357    | 0.737 0.113 |
|         |                | 0.4  | 0.006 0.005  | 0.0 0.0         | 0.005 0.004     | 0.0 0.0        | 0.006 0.004    | 0.707 0.113 |
Table 5: Results with linear-in-parameter models with an adversarial training parameter \( \varepsilon = 0.01 \). We show the error (Err) and rejection rate (Rej) with their average (Mean) and standard deviations (SD). The lowest Err results are in bold.

| Dataset | Attack | Method | Cost | Mean | Std | Mean | Std | Mean | Std | Mean | Std | Mean | Std |
|---------|--------|--------|------|------|-----|------|-----|------|-----|------|-----|------|-----|
|         | Attack \( \varepsilon = 0 \) | Attack \( \varepsilon = 0.001 \) | Attack \( \varepsilon = 0.01 \) | Attack \( \varepsilon = 0.1 \) |
| Australian | | | | | | | | | | | | |
| SVM | - | 0.197 | 0.010 | 0.311 | 0.024 | 0.533 | 0.018 | 0.553 | 0.000 |
| AT | - | 0.180 | 0.000 | 0.180 | 0.000 | 0.180 | 0.000 | 0.517 | 0.019 |
| MH | 0.2 | 0.147 | 0.010 | 0.202 | 0.016 | 0.508 | 0.024 | 0.553 | 0.000 |
| | 0.3 | 0.168 | 0.009 | 0.225 | 0.029 | 0.499 | 0.029 | 0.553 | 0.000 |
| | 0.4 | 0.186 | 0.012 | 0.237 | 0.023 | 0.509 | 0.028 | 0.553 | 0.000 |
| ATRO | 0.2 | 0.128 | 0.000 | 0.128 | 0.000 | 0.128 | 0.000 | 0.542 | 0.007 |
| | 0.3 | 0.145 | 0.000 | 0.145 | 0.000 | 0.145 | 0.000 | 0.437 | 0.051 |
| | 0.4 | 0.175 | 0.004 | 0.176 | 0.004 | 0.178 | 0.003 | 0.464 | 0.028 |

| Dataset | Attack | Method | Cost | Mean | Std | Mean | Std | Mean | Std | Mean | Std | Mean | Std |
|---------|--------|--------|------|------|-----|------|-----|------|-----|------|-----|------|-----|
|         | Attack \( \varepsilon = 0 \) | Attack \( \varepsilon = 0.001 \) | Attack \( \varepsilon = 0.01 \) | Attack \( \varepsilon = 0.1 \) |
| Diabetes | | | | | | | | | | | | |
| SVM | - | 0.298 | 0.013 | 0.369 | 0.022 | 0.400 | 0.000 | 0.400 | 0.000 |
| AT | - | 0.309 | 0.015 | 0.312 | 0.017 | 0.324 | 0.014 | 0.399 | 0.002 |
| MH | 0.2 | 0.171 | 0.002 | 0.285 | 0.069 | 0.400 | 0.000 | 0.400 | 0.000 |
| | 0.3 | 0.223 | 0.007 | 0.313 | 0.023 | 0.400 | 0.000 | 0.400 | 0.000 |
| | 0.4 | 0.269 | 0.020 | 0.331 | 0.015 | 0.400 | 0.000 | 0.400 | 0.000 |
| ATRO | 0.2 | 0.191 | 0.006 | 0.191 | 0.006 | 0.191 | 0.006 | 0.190 | 0.007 |
| | 0.3 | 0.244 | 0.003 | 0.224 | 0.004 | 0.234 | 0.006 | 0.376 | 0.013 |
| | 0.4 | 0.337 | 0.007 | 0.335 | 0.007 | 0.319 | 0.010 | 0.384 | 0.016 |

| Dataset | Attack | Method | Cost | Mean | Std | Mean | Std | Mean | Std | Mean | Std | Mean | Std |
|---------|--------|--------|------|------|-----|------|-----|------|-----|------|-----|------|-----|
|         | Attack \( \varepsilon = 0 \) | Attack \( \varepsilon = 0.001 \) | Attack \( \varepsilon = 0.01 \) | Attack \( \varepsilon = 0.1 \) |
| Cod-ma | | | | | | | | | | | | |
| SVM | - | 0.114 | 0.141 | 0.147 | 0.213 | 0.243 | 0.321 | 0.288 | 0.353 |
| AT | - | 0.112 | 0.137 | 0.112 | 0.137 | 0.112 | 0.137 | 0.112 | 0.137 |
| MH | 0.2 | 0.078 | 0.096 | 0.078 | 0.095 | 0.288 | 0.353 | 0.288 | 0.353 |
| | 0.3 | 0.112 | 0.138 | 0.144 | 0.190 | 0.281 | 0.344 | 0.288 | 0.353 |
| | 0.4 | 0.083 | 0.126 | 0.083 | 0.126 | 0.172 | 0.286 | 0.216 | 0.330 |
| ATRO | 0.2 | 0.080 | 0.098 | 0.080 | 0.098 | 0.080 | 0.098 | 0.080 | 0.098 |
| | 0.3 | 0.120 | 0.147 | 0.120 | 0.147 | 0.120 | 0.147 | 0.120 | 0.147 |
| | 0.4 | 0.084 | 0.128 | 0.084 | 0.128 | 0.084 | 0.128 | 0.084 | 0.128 |

| Dataset | Attack | Method | Cost | Mean | Std | Mean | Std | Mean | Std | Mean | Std | Mean | Std |
|---------|--------|--------|------|------|-----|------|-----|------|-----|------|-----|------|-----|
|         | Attack \( \varepsilon = 0 \) | Attack \( \varepsilon = 0.001 \) | Attack \( \varepsilon = 0.01 \) | Attack \( \varepsilon = 0.1 \) |
| Skin | | | | | | | | | | | | |
| SVM | - | 0.007 | 0.003 | 0.012 | 0.009 | 0.287 | 0.323 | 0.770 | 0.083 |
| AT | - | 0.034 | 0.038 | 0.034 | 0.036 | 0.029 | 0.038 | 0.775 | 0.065 |
| MH | 0.2 | 0.007 | 0.004 | 0.010 | 0.005 | 0.534 | 0.350 | 0.574 | 0.004 |
| | 0.3 | 0.008 | 0.003 | 0.007 | 0.006 | 0.081 | 0.207 | 0.747 | 0.086 |
| | 0.4 | 0.006 | 0.004 | 0.009 | 0.006 | 0.149 | 0.287 | 0.814 | 0.018 |
| ATRO | 0.2 | 0.007 | 0.003 | 0.006 | 0.004 | 0.005 | 0.005 | 0.799 | 0.042 |
| | 0.3 | 0.007 | 0.004 | 0.006 | 0.004 | 0.003 | 0.004 | 0.809 | 0.030 |
| | 0.4 | 0.007 | 0.004 | 0.007 | 0.004 | 0.004 | 0.005 | 0.809 | 0.030 |
Table 6: Results with linear-in-parameter models with an adversarial training parameter $\varepsilon = 0.1$. We show the error (Err) and rejection rate (Rej) with their average (Mean) and standard deviations (SD). The lowest Err results are in bold.

| Dataset | Attack | Method | Cost | $\varepsilon = 0$ | $\varepsilon = 0.001$ | $\varepsilon = 0.01$ | $\varepsilon = 0.1$ |
|---------|--------|--------|------|------------------|------------------|------------------|------------------|
|         |        |        | Err  | Rej | Err  | Rej | Err  | Rej |
|         |        |        | Mean | Std  | Mean | Std  | Mean | Std  |
|         |        |        |      |      |      |      |      |      |
| Australian |      |        |      |      |      |      |      |      |
| SVM     | -      | 0.199  | 0.008 | -    | 0.513 | 0.012 | -    | 0.529 | 0.025 |
| AT      | -      | 0.202  | 0.026 | -    | 0.201 | 0.025 | -    | 0.226 | 0.089 |
| MH      | 0.2    | **0.149** | 0.010 | 0.188 | 0.013 | 0.201 | 0.012 | 0.060 | 0.013 |
|         | 0.3    | 0.175  | 0.008 | 0.093 | 0.029 | 0.249 | 0.033 | 0.008 | 0.011 |
|         | 0.4    | 0.191  | 0.010 | 0.050 | 0.040 | 0.251 | 0.021 | 0.001 | 0.002 |
| ATRO    | 0.2    | 0.200  | 0.000 | 1.000 | 0.000 | **0.200** | 0.000 | 1.000 | 0.000 |
|         | 0.3    | 0.300  | 0.000 | 1.000 | 0.000 | 0.300 | 0.000 | 1.000 | 0.000 |
|         | 0.4    | 0.396  | 0.013 | 0.979 | 0.062 | 0.396 | 0.013 | 0.979 | 0.062 |
| Diabetes |      |        |      |      |      |      |      |      |
| SVM     | -      | 0.292  | 0.010 | -    | 0.369 | 0.017 | -    | 0.400 | 0.000 |
| AT      | -      | 0.400  | 0.000 | -    | 0.400 | 0.000 | -    | 0.400 | 0.000 |
| MH      | 0.2    | **0.171** | 0.002 | 0.749 | 0.012 | 0.297 | 0.080 | 0.177 | 0.254 |
|         | 0.3    | 0.227  | 0.011 | 0.472 | 0.072 | 0.312 | 0.033 | 0.001 | 0.002 |
|         | 0.4    | 0.271  | 0.016 | 0.130 | 0.064 | 0.331 | 0.020 | 0.000 | 0.000 |
| ATRO    | 0.2    | 0.200  | 0.000 | 1.000 | 0.000 | **0.200** | 0.000 | 1.000 | 0.000 |
|         | 0.3    | 0.310  | 0.030 | 0.899 | 0.300 | 0.310 | 0.030 | 0.899 | 0.300 |
|         | 0.4    | 0.347  | 0.030 | 0.353 | 0.320 | 0.354 | 0.034 | 0.311 | 0.305 |
| cod-ra  |      |        |      |      |      |      |      |      |
| SVM     | -      | 0.081  | 0.123 | -    | 0.121 | 0.214 | -    | 0.213 | 0.328 |
| AT      | -      | 0.084  | 0.128 | -    | 0.084 | 0.128 | -    | 0.128 | 0.226 |
| MH      | 0.2    | 0.059  | 0.090 | 0.296 | 0.452 | 0.059 | 0.090 | 0.293 | 0.448 |
|         | 0.3    | 0.085  | 0.131 | 0.078 | 0.209 | 0.120 | 0.204 | 0.069 | 0.206 |
|         | 0.4    | 0.084  | 0.128 | 0.000 | 0.000 | 0.084 | 0.128 | 0.000 | 0.000 |
| ATRO    | 0.2    | **0.060** | 0.092 | 0.300 | 0.458 | **0.060** | 0.092 | 0.300 | 0.458 |
|         | 0.3    | 0.090  | 0.137 | 0.300 | 0.458 | 0.090 | 0.137 | 0.300 | 0.458 |
|         | 0.4    | 0.108  | 0.168 | 0.200 | 0.400 | 0.108 | 0.168 | 0.200 | 0.400 |
| skin    |      |        |      |      |      |      |      |      |
| SVM     | -      | 0.008  | 0.004 | -    | 0.015 | 0.015 | -    | 0.321 | 0.395 |
| AT      | -      | 0.030  | 0.088 | 0.097 | 0.098 | 0.111 | 0.008 | 0.000 | 0.000 |
| MH      | 0.2    | **0.008** | 0.004 | 0.001 | 0.002 | 0.011 | 0.008 | 0.000 | 0.000 |
|         | 0.3    | 0.012  | 0.003 | 0.001 | 0.002 | 0.014 | 0.005 | 0.001 | 0.002 |
|         | 0.4    | 0.009  | 0.006 | 0.000 | 0.000 | 0.012 | 0.006 | 0.000 | 0.000 |
| ATRO    | 0.2    | 0.145  | 0.030 | 0.725 | 0.150 | 0.142 | 0.031 | 0.712 | 0.153 |
|         | 0.3    | 0.161  | 0.076 | 0.365 | 0.357 | 0.162 | 0.076 | 0.360 | 0.355 |
|         | 0.4    | 0.224  | 0.073 | 0.279 | 0.290 | 0.219 | 0.070 | 0.269 | 0.279 |

ATRO: Adversarial Training with a Rejection Option