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Abstract
This paper is a part of a series of articles on unified nonparametric methods in dynamic systems theory. Here the authors propose a new method for dynamic system sensor fault real-time detection and localization based only on some past measurements of monitored system input-output signals. The described nonparametric method needs no any priori information on system or sensor model parameters and does not require functional redundancy, identification, prediction, training or statistical calculations. An example of nonparametric detection and localization of aircraft multiple sensor faults is presented.
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1. Introduction
There are a large number of methods for dynamic system sensor fault detection and localization [1–20]. All of them can be divided into two broad groups: parametric (model-based) [8–14] and nonparametric (model-free, data-driven, data-based, signal-based, history-based, etc.) [15–20].

Parametric (model-based) methods are the best known and are considered classical. They directly or indirectly use the parameters of mathematical models of real systems, the values of which are given a priori or evaluated during identification. Two approaches to sensor fault monitoring by model-based methods in the parameter and signal spaces are known.

In the first case, the current values of some system parameters, which are compared with their nominal values, are estimated using parametric identification methods. The main limitation of this approach in aircraft sensor monitoring is the impossibility of identifying the open-loop model parameters of an aircraft under closed-loop control [21]. To ensure the aircraft model identifiability in such cases, it is necessary to apply active identification algorithms with feeding the high-excited signals directly to the control actuators. This can significantly reduce the aircraft flight safety, especially in the events of sensor fault.

The signal space model-based methods are focused on generating and analyzing some residual between the output signals of a real system and its mathematical model. The most common way to generate such a residual is to restore and predict the system state vector with the subsequent determination of its measurement vector. However, to solve these problems it is also necessary to know the exact and actual values of system model parameters, that can be difficult in practice [22–24]. The inevitable model errors lead to an increase in the monitoring criteria threshold values, which, in turn, leads to an increase in the faults detection time and to a decrease in localization reliability.

Nonparametric (model-free) methods, unlike traditional ones, do not require information about the parameters of monitored system models and are based only on the analysis of measurements of their input and output signals. Such methods consider the monitored system in the form of a “black box” and allow monitoring problem solving under complete parametric uncertainty. The well-known nonparametric methods require either their preliminary training or long-time tuning for a specific system (neural...
network, genetic, fuzzy logic, etc.), or based on statistical (probabilistic) algorithms. All statistical algorithms require a sufficiently large data sample for the estimation of the statistical properties of the analyzed variables, which inevitably leads to an increase in the fault detection and localization time. In flight, the application of such approaches may require a time exceeding the control system critical response time, and the aircraft may go into an unrecoverable state.

This paper extends application area of a series of previously developed unified nonparametric methods in dynamic systems theory on sensor fault detection and localization problems [25–30]. The proposed method is based on the measurements of the aircraft controls and states only. It doesn’t require a priori information of the aircraft model parameters, statistical calculations, long time tuning or training. It has a very simple form and is based on algebraic solvability condition for the aircraft model identification equation. The scope of the paper is limited to deterministic stationary discrete-state linear completely observable models.

2. Nonparametric discrete aircraft sensor fault detection and localization problem

Let the models of aircraft dynamics with non-faulted and faulted sensors are represented in the state space as

\[ x_{i+1} = Ax_{i} + Bu_{i}, \quad y_{i} = Cx_{i}, \quad (1) \]

\[ x_{i+1} = Ax_{i} + Bu_{i}, \quad y_{i} = FCx_{i}, \quad (2) \]

where \( A, B, C \) — the eigen-dynamics, control efficiency and measurement matrices; \( x, u, y \) — the state, control and measurement vectors of length \( n_{x}, n_{u}, n_{y} \); \( i = 0,1,...,l-1; j = l,l+1,... \) — the discrete times before and after the occurrence of sensor fault; \( l \) — the instant a fault occurs; \( F = \text{diag}[f(1) \ldots f(k) \ldots f(n_{y})] \) — the sensor fault (calibration error) matrix, \( f(\ast) \neq 1 \) for a non-faulted sensors, \( 0 < f(\ast) < 1 \) for faulted sensors.

It is necessary, without any priori information on the aircraft model parameters \( A, B, C, \) based on the controls \( u \) and measurements \( y \) only, to detect the time of fault and to localize the faulted aircraft sensors.

Suppose that we have some series of the measurements. Then the aircraft models (1), (2) can be written in matrix forms

\[ X_{i+1} = AX_{i} + BU_{i}, \quad Y_{i} = CX_{i}, \quad (3) \]

\[ X_{i+1} = AX_{i} + BU_{i}, \quad Y_{i} = FCX_{i}, \quad (4) \]

where \( h, h' \) — the numbers of measurements in non-faulted and faulted cases, \( X_{i} = [x_{i}, x_{i+2} \ldots x_{i+h}]^{T}, \]

\[ X_{i} = [x_{i}, x_{i+1} \ldots x_{i+h'}]. U_{i} = [u_{i}, u_{i+1} \ldots u_{i+h'}]. Y_{i} = [y_{i}, y_{i+1} \ldots y_{i+h'}]. \]

For completely observable model \( (C^{-1}CaI) \) the state matrices can be recovered by the expressions

\[ X_{i} = C^{-1}Y_{i}, \quad (5) \]

\[ X_{i} = C^{-1}F^{-1}Y_{i}. \quad (6) \]

Then, substituting (5), (6) to (3), (4) gives us the equivalent measurement-space models

\[ Y_{n,i} = CAC^{-1}Y_{i} + CBU_{i}, \]

\[ Y_{n,i} = FCA^{-1}F^{-1}Y_{i} + FCBU_{i}, \]

which can be represented in the form of the matrix equations

\[ [CAC^{-1} CB] [Y_{i}] = Y_{n,i}, \quad (7) \]

\[ [FCA^{-1}F^{-1} FCB] [Y_{i}] = Y_{n,i}. \quad (8) \]

It is known, that any linear matrix equation of the form \( ZQ = W \) with known matrices \( Q, W \) is solvable if and only if the necessary and sufficient solvability condition is satisfied [25]

\[ WQ_{r} = 0, \quad (9) \]

where \( Q_{r} \) — the right-hand full rank zero divisor, such that \( QQ_{r} = 0. \)

According to (9) the equations (7), (8) are solvable if and only if the following conditions are satisfied

\[ Y_{n,i} [Y_{n,i}] = 0, \quad Y_{n,i} [Y_{n,i}] = 0, \quad (10) \]

where

\[ [Y_{1}, \ldots Y_{n}] [Y_{1}, \ldots Y_{n}] = 0, \quad [Y_{1}, \ldots Y_{n}] [Y_{1}, \ldots Y_{n}] = 0. \quad (11) \]

But when the sample window includes both non-faulted and faulted measurements there is no any linear model corresponding with measured signals

\[ Y_{n,i} \neq [Y_{1}, \ldots Y_{n}] + \tilde{R} [U_{i}, \ldots U_{i}], \]

and the solvability condition does not hold

\[ Y_{n,i} [Y_{n,i}] = \tilde{R} [Y_{1}, \ldots Y_{n}] = 0. \quad (12) \]

Having viewed (12) line by line, it can be seen that for the non-faulted measurement channels the solvability conditions are still satisfied, because they are generated by original non-faulted linear model. This allows us to use the row norms of (12) for the \( k \) of \( n_{x} \) measurement channels

\[ Y_{n,i} = [y_{i}^{(1)} \ldots y_{i}^{(k)} \ldots y_{i}^{(n_{x})}]^{T} \]

\[ \sigma_{(k)} = \left\| y_{i}^{(1)} \ldots y_{i}^{(k)} \right\| [U_{i}, U_{i}]^{T} \neq 0 \quad (13) \]

as nonparametric criteria for aircraft sensor fault detection and localization.
3. Nonparametric aircraft sensor fault detection and localization example

To verify the proposed method a midrange passenger aircraft dynamics was simulated by the discrete state-space model (1), where [25]:

\[
A = \begin{bmatrix} A_1 & 0 \\ 0 & A_2 \end{bmatrix}, \quad B = \begin{bmatrix} B_{11} \\ B_{12} \end{bmatrix}, \quad C = I ,
\]

\[
A_1 = \begin{bmatrix} 0.9998 & -0.1021 & -0.9981 & 0.0000 \\ -0.0001 & 0.9907 & 0.0000 & 0.0100 \\ 0.0001 & 0.0093 & 0.9999 & 0.0000 \\ 0.0000 & -0.0079 & 0.0000 & 0.9973 \end{bmatrix}, \quad B_{11} = \begin{bmatrix} 1.0003 \\ -0.0344 \\ -0.0199 \\ 0.0000 \end{bmatrix}, \quad B_{12} = \begin{bmatrix} 0.0111 \\ 0.9650 \\ 0.020 \\ 0.1000 \end{bmatrix},
\]

\[
A_2 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0.00018 & 0.00008 & 0 & 0 \\ 0 & 0 & 0 & -0.00338 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad B_{21} = \begin{bmatrix} 0 \\ -0.00338 \\ 0.00009 \\ 0.00009 \end{bmatrix}, \quad B_{22} = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}
\]

\[
x = [\Delta V \Delta \alpha \Delta \beta \Delta \omega_\alpha \Delta \omega_\beta \Delta \gamma]T \quad \text{— the state vector of flying speed (km/h), angles of attack, pitch, slip, and roll (deg);}
\]

\[
u = [u_{a,i} \ u_{a,j} \ u_{a} \ u_{n} \ u_{\alpha,i} \ u_{\alpha,j} \ u_{\beta}]T \quad \text{— the control vector of right and left elevators, stabilizer, rudder, right and left ailerons, right and left interceptors deflection angles (deg)}.
\]

Fig. 1 shows the modelled aircraft controls of the form \( \sin(wt) \) with periodic deflection of the rudder \( (w=0.1 \text{ rad/sec}) \), in-phase deflection of elevators \( (w=0.05 \text{ rad/sec}) \) and differential deflection of ailerons \( (w=0.007 \text{ rad/sec}) \). The stabilizer and interceptors were set in zero positions.

The single faults \( f(*)=0.9999 \) were sequentially injected every 5 seconds in every sensor and the multiply fault with the same calibration errors in all rotational speed sensors was injected at 45 second.

Fig. 2 shows the state measurements for non-faulted and faulted cases. As one can see, such kind of faults are visually undetectable at this scale because the graphs in non-faulted and faulted cases are fully coincide.

Fig. 3, 4 show the values of detecting and localizing criteria (13) for sample width \( h=17 \) in different time scales. As one can see, they are close to zero within the accuracy to computational errors when the aircraft model parameters remain constant. All sensor faults result in the clearly visible pulses with amplitudes of 4–6 orders and widths equal to \( h+1 \). These results confirm the high sensitivity of proposed method concerning sensor calibration error in fourth decimal place only.

From fig. 4 it is obvious that the algorithm can detect and localize sensor fault immediately after the first faulted measurement becomes available and has a very short tune time. For this example with sample rate \( \Delta t = 0.01 \text{ seconds} \) and the nonparametric algorithm has tune time \( t_{\text{tun}} = \Delta t(h+1) = 0.18 \text{ seconds} \) only. This is due to the fact that in the current situation for the existence of the right-hand zero divisors (11) it is sufficient to accumulate \( n_{s}+n_{s}+1=17 \) columns of past states and controls to detect their linear dependences.

4. Conclusion

As a result the new nonparametric method for aircraft sensor fault real-time detection and localization, based only on control and state measurements, is developed.

The main advantage of the method is its independence from the aircraft model parameters, that completely eliminates modelling errors and guarantees its efficiency in a full parametric uncertainty even in the case of aircraft model unidentifiability. It does not require sensor functional redundancy, test control signals, or state observing, model identification and aircraft dynamic prediction problems solution.

Unlike wide known nonparametric methods it has a very simple form and need no a priori training, long time tuning or statistical calculations. This makes it possible to significantly increase the reliability and speed of aircraft sensor fault real-time detection and localization problem solution.
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Figure 1. Aircraft controls.

Figure 2. Aircraft state measurements.
Figure 3. Sensor fault detection and localization criteria.

Figure 4. Sensor fault detection and localization scaled-up criteria.
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