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Abstract. Sampling-based inference techniques are central to modern cosmological data analysis; these methods, however, scale poorly with dimensionality and typically require approximate or intractable likelihoods. In this paper we describe how Truncated Marginal Neural Ratio Estimation (Tmnre) (a new approach in so-called simulation-based inference) naturally evades these issues, improving the (i) efficiency, (ii) scalability, and (iii) trustworthiness of the inference. Using measurements of the Cosmic Microwave Background (CMB), we show that Tmnre can achieve converged posteriors using orders of magnitude fewer simulator calls than conventional Markov Chain Monte Carlo (MCMC) methods. Remarkably, in these examples the required number of samples is effectively independent of the number of nuisance parameters. In addition, a property called local amortization allows the performance of rigorous statistical consistency checks that are not accessible to sampling-based methods. Tmnre promises to become a powerful tool for cosmological data analysis, particularly in the context of extended cosmologies, where the timescale required for conventional sampling-based inference methods to converge can greatly exceed that of simple cosmological models such as $\Lambda$CDM. To perform these computations, we use an implementation of Tmnre via the open-source code swyft.‡

‡swyft is available at https://github.com/undark-lab/swyft. Demonstration on cosmological simulators used in this paper is available at https://github.com/a-e-cole/swyft-CMB.
1 Introduction

An impending flood of high-quality data from cosmological surveys promises to revolutionize our understanding of the universe (see e.g. [1] for a review of upcoming surveys). The collection of this data alone, however, is not sufficient to perform fundamental science; in order to extract cosmological information one must also “solve the inverse problem,” i.e. given a set of observations, one must deduce the set of cosmological models that may have produced them.

Inferring model parameters from complex observational data is one of the grand challenges of modern cosmology. Part of the difficulty arises from the fact that classical methods rely on evaluating the likelihood of data given model parameters. Often only an approximation of this likelihood, representing a fraction of the data’s information content (e.g. rather than the entire spatial distribution of galaxies, only the power spectrum of this distribution at large scales), is theoretically understood. In addition, these approaches require sampling the full joint posterior, so that time required to achieve convergence scales poorly with the dimensionality of the parameter space. This latter point is particularly troublesome for problems with large numbers of nuisance parameters, and arises independently of whether the likelihood is known.

Novel approaches in the field of simulation-based inference (SBI)\(^1\) are starting to overcome these obstacles (see [5] for a recent review). SBI exploits the fact that data generated by a stochastic simulator can be regarded as sampling an exact (implicit) likelihood, even

---

\(^1\) SBI is closely connected to Approximate Bayesian Computation [2, 3], which refers to a class of computational methods used to estimate posterior distributions, and has been developed since the 1980s [4].
when this function is not explicitly known. The field has recently seen accelerated progress thanks to deep learning methods [5–9], and has been applied to a wide array of problems in cosmology and astrophysics, from cosmological density fields to gravitational waves [10–15]. In order to improve the scalability with the dimensionality of the parameter space, it is important to note that in many cases the full joint posterior is overly informative. Typically, one is only interested in a subset of 1- and 2-dimensional marginal posteriors; for example, in cosmology, one may be interested in the cosmological parameters but not the large associated list of nuisance parameters parameterizing e.g. foregrounds and instrumental systematics. By directly targeting low-dimensional posteriors we can alleviate sampling problems associated with high dimensionality, and thus an arbitrarily large number of nuisance parameters can be included without additional computational overhead.\footnote{Note that if all parameters contribute equal variance to the data, the implicit data distribution becomes exceedingly noisy. When we refer to scaling to arbitrary number of parameters, the data variance is implicitly held fixed. This limit remains a challenge for sampling-based methods, but is tractable in our proposal.}

In this paper, we describe and apply a new algorithm in simulation-based inference called \textit{Truncated Marginal Neural Ratio Estimation} (TMNRE) [16, 17]. TMNRE uses neural networks to directly learn marginal likelihood-to-evidence ratios in a sequence of rounds. After each round, evaluations of the network are used to truncate the prior, so that the parameter region of interest is targeted. In other words, simulations are evaluated in regions of parameter space where the posterior for a given observation is expected to have support. As presented in [16, 17], TMNRE has a number of major advantages over classical sampling-based inference techniques (as well as some other SBI algorithms); these advantages can be broadly categorized as

1. \textbf{Efficiency:} Learning 1- and 2-dimensional marginal posteriors is far simpler than trying to sample the full joint posterior. As such, TMNRE naturally outperforms conventional sampling methods like MCMC, typically requiring orders of magnitude fewer simulator calls. In addition, one can store and reuse simulations should one wish to change the priors, the observations, or the inference network. For example, we show in Sec. 3.2 that after having trained a network to infer the posteriors of cosmological parameters using the CMB, one can include BAOs (baryonic acoustic oscillations) to learn corresponding posteriors at no additional simulation cost.

2. \textbf{Scalability:} As previously mentioned, sampling-based inference approaches scale poorly with the dimensionality of the parameter space. In most problems of interest, the dimensionality can be greatly augmented due to a large list of nuisance parameters, the posteriors of which are typically not of interest. TMNRE offers the possibility of learning the posteriors only for the parameter subset of interest, and thus is easily scalable to high dimensional problems. We demonstrate the excellent scaling behavior of TMNRE on a “realistic” Planck simulator in Sec. 3.3.

3. \textbf{Testability:} Novel approaches to inference, in particular those rooted in machine learning, are often met with a level of skepticism. While in some cases caution is justified, the reliability of many SBI algorithms (including TMNRE) can be explicitly tested, which is not easily possible for likelihood-based methods. In the context of TMNRE, thanks to so-called local amortization (see Sec. 2.3), the trained network has learned not only the marginal posteriors for our observed data, but also the marginal posteriors for any data drawn from the (truncated) prior. This enables us to efficiently inspect the statistical
rigor of our results, and assess fundamental statistical properties like expected coverage [18]. These sorts of tests are not feasible for results generated via sampling-based methods, since for each new observation a new chain is needed.

In this paper we use TMMRE to accelerate cosmological inference using simulators for the CMB power spectra. As first glance this might appear a somewhat peculiar application – in this case the likelihood is known, and obtaining convergent MCMC results using a ΛCDM cosmology is not computationally difficult. We have chosen to nevertheless apply TMMRE in this context for three important reasons: (i) the CMB serves as the gold standard for cosmological inference, and novel statistical tools need to be proven as robust in this context before being applied elsewhere, (ii) SBI trivially includes explicit likelihoods, strong advantages even in these cases, and (iii) because obtaining convergent MCMC results in extended cosmological scenarios can be computationally prohibitive. This latter point is particularly important, as it tends to cause cosmologists to introduce unnecessary simplifications in their cosmological simulators (e.g. by assuming massless neutrinos, simplified phase space distributions, or approximate collision terms in the Boltzmann equations). The current precision of the CMB is already sufficient in many cases to be sensitive to such approximation schemes, and thus TMMRE offers a practical tool for cosmologists to robustly assess the validity of their favorite models without compromise.

The structure of this paper is as follows. In Sec. 2 we briefly review SBI focusing specifically on TMMRE and comparing to the alternative deep learning-based approach of DELFI [19, 20]. In Sec. 3 we apply this framework to different cosmological examples, using the open-source implementation of TMMRE via swyft. Each example demonstrates a unique attractive feature of our approach (or occasionally SBI in general). In Sec. 3.1 we explain at length how CMB likelihoods may be reformulated as stochastic simulators (defining a “CMB forecasting simulator”), showing that TMMRE requires orders of magnitude fewer simulations than MCMC to infer ΛCDM parameter constraints. In Sec. 3.2 we show how reusing simulations allows us to perform inferences for new combinations of experiments with zero additional calls to the simulator. In Sec. 3.3 we infer cosmological constraints for a simulator corresponding to the Planck hILLPoP likelihood, demonstrating that the inclusion of 13 nuisance parameters does not increase the simulator cost of TMMRE, while the cost of MCMC increases by several orders of magnitude. In Sec. 3.4 we show that the performance of TMMRE is not impeded when posteriors are significantly non-Gaussian, demonstrating on neutrino mass upper bounds. In Sec. 3.5 we show how local amortization allows us to inspect the statistical consistency of our results. Finally, in Sec. 3.6 we demonstrate that the performance gain demonstrated by TMMRE is robust even when adopting excessively wide priors. We conclude in Sec. 4.

2 Simulation-based inference methodology

The primary concern of this paper is to determine a probability distribution over model parameters \(\theta\) given an observation \(x\). This probability distribution, called the posterior, is given by Bayes’ rule as

\[
p(\theta \mid x) = \frac{p(x \mid \theta) p(\theta)}{p(x)}.
\]  

The likelihood of the data \(x\) given parameters \(\theta\) is denoted \(p(x \mid \theta)\), \(p(\theta)\) are our prior beliefs about the parameters, and \(p(x)\) represents the evidence of the data.

---

\(^3\)https://github.com/undark-lab/swyft
The posterior is extremely challenging to compute for most interesting physical systems, making approximation techniques commonplace. Traditional approaches are distinguished by whether point-wise evaluation of the likelihood function is needed. When the likelihood can be computed, methods such as Markov-chain Monte Carlo (MCMC) [21–23] and nested sampling [24–28] produce samples from the posterior distribution. Nested sampling can even estimate the evidence, which can be a valuable ingredient in model comparison. Alternatively, when the likelihood function is intractable one can use Approximate Bayesian computation (ABC) [4, 29–31], which produces samples from an approximate posterior. However, on a practical level ABC requires introducing summary statistics, a choice which can strongly influence the approximation quality and the computational cost.

Beyond these traditional approaches, recent years have seen significant progress in techniques that avoid explicitly calculating the likelihood function – these methods fall under the umbrella of what is known as Simulation-Based Inference (SBI) [5]. This taxonomy includes ABC, along with e.g. various deep learning algorithms that train neural networks to approximate the posterior. The fundamental input in SBI is a stochastic simulator that maps from model parameters \( \theta \) to data \( x \); notice that this mapping is equivalent to sampling from the distribution \( x \sim p(x | \theta) \) (i.e. the likelihood). When likelihood evaluation is not tractable, we call the distribution an implicit likelihood function. Using this stochastic simulator, SBI methods generate a set of \( N \) sample-parameter pairs \( \{(x^{(1)}, \theta^{(1)}), (x^{(2)}, \theta^{(2)}), \ldots, (x^{(N)}, \theta^{(N)})\} \), which can then be used as training data for a neural network that estimates either the posterior, the likelihood, or the likelihood-to-evidence ratio. We follow [32] and call these methods Neural Posterior Estimation (NPE) [8, 33–36], Neural Likelihood Estimation (NLE) [7], and Neural Ratio Estimation (NRE) [6, 35], respectively. Both NPE and NLE estimate a normalized probability density, and are therefore restricted to architectures like mixture density networks [37] or normalizing flows [38, 39]. On the other hand, as we describe in Sec. 2.1, NRE requires only a parameterizable classifier, and is therefore highly flexible in its network architecture. NPE, NLE, and NRE all produce an amortized estimate of the posterior, which means that once the relevant network is trained, it can sample from the posterior \( p(\theta | x) \) for any data \( x \) without retraining. Used appropriately, SBI enables a significant reduction in computational cost when compared with sampling-based methods like MCMC. These properties have led to the application of SBI in various astrophysical contexts [9, 14, 15, 19].

In paper we apply a new technique in SBI called Truncated Marginal Neural Ratio Estimation (TMNRE) [16, 17]. The rest of this section is organized as follows. In Sec. 2.1, we outline TMNRE, describing how it extends and improves upon the standard NRE approach. In Sec. 2.2 we describe how TMNRE’s automatic marginalization leads to a large gain in simulation efficiency. In Sec. 2.3 we define coverage tests that can quickly assess the statistical consistency of results generated by TMNRE. In Sec. 2.4 we explain how TMNRE allows the re-use of simulations across inferences. We review related applications of SBI to cosmology problems (comparing in particular to pydelfi [9, 19]) in Sec. 2.5.

### 2.1 Truncated Marginal Neural Ratio Estimation

Here we explain the TMNRE algorithm. We begin by introducing NRE and theory behind likelihood-to-evidence ratio estimation. We then describe how to extend NRE by directly targeting marginal posteriors and estimating a truncated prior over several rounds.

#### Neural Ratio Estimation

The target of NRE is the likelihood-to-evidence ratio \( r(x, \theta) \equiv \frac{p(x | \theta)}{p(x)} = \frac{p(\theta | x)}{p(\theta)} = \frac{p(x, \theta)}{p(x)p(\theta)} \). Note that this is equal to the ratio of the probability densities
of jointly drawn sample-parameter pairs, \(x, \theta \sim p(x, \theta)\), to marginally drawn pairs, \(x, \theta \sim p(x)p(\theta)\). We introduce a binary random variable \(y\) corresponding to whether a pair was drawn jointly or marginally, and let each outcome of \(y\) be equally probable (in other words, we enforce that the population sizes are equal). To avoid notation clash, we use \(\tilde{p}(x, \theta, y)\) to denote the joint distribution including \(y\) and associated quantities. Given \(y\), we have

\[
\tilde{p}(x, \theta \mid y) = \begin{cases} p(x, \theta) & \text{if } y = 1 \\ p(x) p(\theta) & \text{if } y = 0. \end{cases}
\]  

(2.2)

Then \(r(x, \theta)\) may be expressed using a classifier \(\tilde{p}(y = 1 \mid x, \theta)\), which distinguishes sample-parameter pairs drawn jointly from those drawn marginally:

\[
\frac{p(x, \theta)}{p(x)p(\theta)} = \frac{\tilde{p}(x, \theta \mid y = 1)}{\tilde{p}(x, \theta \mid y = 0)} = \frac{\tilde{p}(y = 1 \mid x, \theta)}{\tilde{p}(y = 0 \mid x, \theta)} = \frac{\tilde{p}(y = 1 \mid x, \theta)}{1 - \tilde{p}(y = 1 \mid x, \theta)}.
\]  

(2.3)

This is the so-called Likelihood Ratio Trick [40], which allows one to estimate \(\frac{p(x, \theta)}{p(x)p(\theta)}\) by estimating \(\tilde{p}(y = 1 \mid x, \theta)\). Rewriting this expression, we have

\[
\tilde{p}(y = 1 \mid x, \theta) = \sigma \left( \ln r(x, \theta) \right),
\]  

(2.4)

where we have introduced the logistic sigmoid function \(\sigma(a) \equiv \frac{1}{1 + \exp(-a)}\). We train a neural network parameterized by weights \(\phi\) to estimate \(\tilde{p}(y = 1 \mid x, \theta)\), in other words

\[
\hat{\tilde{p}}_{\phi}(y = 1 \mid x, \theta) = \sigma \left( \ln \hat{r}_{\phi}(x, \theta) \right).
\]  

(2.5)

For numerical stability we do not directly train \(\hat{r}_{\phi}\) but rather its logarithm, extracting \(\hat{r}_{\phi}\) at the end when performing Bayesian inference.

The estimator \(\hat{p}_{\phi}(y \mid x, \theta)\) is trained by maximizing its value on the observed data. Maximizing this joint probability (over multiple data points) is equivalent to maximizing the sum of log probabilities. In other words, we seek to minimize

\[
E_{\tilde{p}(y, x, \theta)} \left[ -\ln \tilde{p}_{\phi}(y \mid x, \theta) \right] = -E_{p(x, \theta)} \left[ \ln \hat{\tilde{p}}_{\phi}(y = 1 \mid x, \theta) \right] - E_{p(x)p(\theta)} \left[ \ln \left( 1 - \hat{\tilde{p}}_{\phi}(y = 1 \mid x, \theta) \right) \right],
\]  

(2.6)

which, for our problem, means finding the parameters \(\phi\) that satisfy \(\arg\min_{\phi} \ell(\hat{r}_{\phi})\), where

\[
\ell(\hat{r}_{\phi}) = -\int dx \, d\theta \, \{ p(x, \theta) \ln \sigma (\ln \hat{r}_{\phi}(x \mid \theta)) + p(x) p(\theta) \ln (1 - \sigma (\ln \hat{r}_{\phi}(x \mid \theta))) \}.
\]  

(2.7)

This final expression is also known as the binary cross-entropy [37, 41]. In practice, one draws samples from the joint distribution and trains the classifier using a sample-based approximation to the above loss function. This optimization is standard practice in deep learning and accomplished by so-called stochastic gradient descent. Once the algorithm converges, the parameterized ratio estimator \(\hat{r}_{\phi}\) allows for fast point-wise evaluation of the approximate likelihood-to-evidence ratio, enabling rejection sampling and MCMC sampling from the approximate posterior.
\textbf{Data compression} In practice, we find it beneficial to split the network structure of the ratio estimator $\hat{r}_\phi(x, \theta)$ into two distinct components, as

$$\hat{r}_\phi(x, \theta) = D_\phi(s = C_\phi(x), \theta) .$$

(2.8)

The first component is a data compression network, $C_\phi(x)$, which learns to compress the potentially high-dimensional data into a low-dimensional feature or summary statistics $s$. The structure of this network is heavily dictated by the specific properties of the data. For example, for image data, convolutional neural networks are often appropriate. The second component, $D_\phi(s, \theta)$ performs the actual ratio estimation, learning to discriminate between marginally and jointly drawn feature vectors $s$ and model parameters $\theta$. This binary classification network is typically a simple dense network with a few layers. In this work, we use a multi-layer perceptron (MLP) with three hidden layers, each of width 256, see Fig. 1 for an illustration.

Both networks are trained simultaneously, minimizing the loss function Eq. (2.7) as described above. \textit{Importantly, this means that both inference and data compression happens concurrently, in contrast to other algorithms in the literature} (see discussion in Sec. 2.5).

It is of interest to examine how optimization selects features $s$ if the compression network has limited bandwidth. Assuming that for a given compression network $C_\phi(x)$ the ratio estimator $r_\phi$ is fully converged, in the sense that it equals to very good approximation the posterior-to-prior ratio $r_\phi(x, \theta) \simeq p(\theta|s = C_\phi(x))/p(\theta)$. Note that the posterior is here conditioned on the summary statistics $s$, since it is this summary statistics that appears in the classifier in Eq. (2.8). The loss function Eq. (2.7) can then be written as

$$\ell[r_\phi] = 2 \ln 2 - 2 \mathbb{E}_{p(x)} [D_{JS} (p(\theta|s = C_\phi(x)) \parallel p(\theta))] .$$

(2.10)

Up to a constant, this is two times the negative data-averaged Jensen-Shannon divergence (JSD) between the posterior (given compressed data $s$) and prior. The JSD is given by

$$D_{JS}(P||Q) = \frac{1}{2} D_{KL}(P \parallel M) + \frac{1}{2} D_{KL}(Q \parallel M) ,$$

(2.11)

where $M = (P + Q)/2$, where $D_{KL}$ denotes the Kullback-Leibler divergence

$$D_{KL}(P||Q) = \int dx P(x) \log \left( \frac{P(x)}{Q(x)} \right) .$$

(2.12)

In other words, data summaries $s$ are learned such that they maximize the difference between posteriors and priors in terms of the JSD. Note that by definition the JSD is bound $0 \leq D_{JS} \leq \ln 2$.

---

This follows directly from the definition of the JSD. In fact,

$$-2 \mathbb{E}_{p(x)} [D_{JS} (p(\theta|s(x)) \parallel p(\theta))]$$

$$= -\mathbb{E}_{p(x)} \left[ D_{KL} \left( p(\theta|s(x)) \parallel \frac{1}{2} (p(\theta|s(x)) + p(\theta)) \right) + D_{KL} \left( p(\theta) \parallel \frac{1}{2} (p(\theta|s(x)) + p(\theta)) \right) \right]$$

$$= -\int dx d\theta \left( p(x)p(\theta|s(x)) \right) \ln \frac{p(\theta|s(x))}{\frac{1}{2} (p(\theta|s(x)) + p(\theta))} + p(x)p(\theta) \ln \frac{p(\theta)}{\frac{1}{2} (p(\theta|s(x)) + p(\theta))}$$

$$= \ell[r_\phi] - 2 \ln 2 .$$

(2.9)

The substitution in the third line is valid because the log depends on data $x$ only through the summary $s(x) = C_\phi(x)$. 

---

---

---

---

---

---
Figure 1: Illustration of the network architecture, including the “embedding” network $C_{\phi}(x)$ and the discrimination network (“MLP”). Input data $x$ and parameters $\theta$ are internally mapped to the marginal parameter combinations of interest, for which individual ratio estimators with a shared compression network are trained. The outputs are estimated ratios for the marginal posteriors of interest.

**Marginalization** Scientific insight is often based on a low-dimensional marginalization of the posterior with nuisance parameters removed. NRE estimates the full joint posterior $p(\theta | x)$ over all parameters, but the marginal posterior $p(\vartheta | x)$ is sufficient for our purposes. Here we use $\vartheta$ to denote the parameters of interest, which are in general a low-dimensional subset of the full set of parameters $\vartheta \subset \theta = (\vartheta, \eta)$. We propose estimating $r(\vartheta | x) \equiv \frac{p(x | \vartheta)}{p(x)}$ directly by Marginal Neural Ratio Estimation (MNRE) [6, 17], a straightforward modification of NRE. The simulation procedure for MNRE is exactly the same as it is for NRE. In MNRE we train $\hat{r}_{\phi}(x | \vartheta)$, instead of the full likelihood-to-evidence ratio, by optimizing (2.7) using a classifier restricted to only the parameters of interest $\vartheta$. Evaluating the marginal posterior $p(\vartheta | x)$ requires access to the marginalized prior $p(\vartheta)$, but this is easy to sample and evaluate.

From a practical perspective, a given inference involves training several classifiers (corresponding to marginal ratio estimators) in parallel. For complex data, it is generally useful to compress the data before it is input into the inference network. In this paper, we use a shared compression network as input to all of the classification networks. The compression and inference are performed simultaneously, as described above. The structure is illustrated in Fig. 1.

**Truncation** Given observed data $x_o$, the corresponding posterior may have (significantly) narrower approximate support (in the sense that $p(\theta | x_o) > \tilde{c}$ for small $\tilde{c}$, which we denote $\text{supp}_c p(\theta | x_o)$) than the prior. Therefore, although in NRE we draw samples from the full joint distribution $p(x, \theta) = p(x | \theta)p(\theta)$, we can learn the same ratio estimator in a local region of parameter space by drawing instead from a truncated joint distribution $p(x | \theta)p_T(\theta)$, where the support of $p_T(\theta)$ is smaller than the support of $p(\theta)$. Symbolically, given $x_o$ we denote the plausible subset of parameters lying above the posterior isocontour $\tilde{c}$ as

$$\Gamma \equiv \{ \theta \in \text{supp} p(\theta) | p(\theta | x_o) > \tilde{c} \}, \quad (2.13)$$

---

*Directly targeting marginal posteriors in the context of density estimation appears in [9, 36]. Another technique which aims to learn all marginals simultaneously, using likelihood-to-evidence ratios, appears in [42].*
where supp returns the support of its argument. We then avoid simulation of parameters outside $\Gamma$ by replacing our prior $p(\theta)$ with a truncated prior

$$p_T(\theta) \equiv V^{-1}1_{\Gamma}(\theta)p(\theta),$$

(2.14)

where $1_{\Gamma}(\theta)$ is an indicator function that is unity on $\Gamma \subseteq \text{supp } p(\theta)$ and zero otherwise, and $V^{-1}$ is a normalizing constant (which can be interpreted as the fractional volume of the truncated prior).

Using a truncated prior $p_T(\theta)$ focuses the simulation of parameters that feasibly lie within the highest density regions of the posterior. Truncated Marginal Neural Ratio Estimation (TMNRE) [16, 17] implements this truncation in the context of MNRE. In particular, we perform a round of MNRE, giving a set of estimated marginal posteriors $\hat{p}(\vartheta \mid x_o)$. These estimators are then used in an expression analogous to eqn. (2.13) to approximate $f_{\Gamma}(\vartheta) \subset \pi(1)$. An illustration of this process is shown in Fig. 2.

To be more precise, we must discuss $\Gamma$. How we choose to approximate $\Gamma$ is informed by how we suspect the approximate support of the posterior factorizes. Note that since we will use MNRE to determine our approximation, we must necessarily deal with a product of low-dimensional projections of $\Gamma$, with each projection determined by a marginal posterior for $\vartheta$. In the simplest case, we might have an approximation that factorizes over each parameter individually, in other words $\vartheta = \theta_1 \times \cdots \times \theta_D$. Here we have introduced $\pi$ to denote a collection of projections we use to describe the approximated relevant region $\Gamma_\pi$, i.e. $\pi = \{p(\vartheta_1 \mid x_o), \ldots, p(\vartheta_D \mid x_o)\}$. Note that $\Gamma_\pi \supset \Gamma$. Alternatively, it may be that significant correlations are expected in the 2-dimensional marginal posterior for e.g. $\theta_1$ and $\theta_2$. In that case a more efficient approximation is given by $\Gamma_\pi = \text{supp } p(\vartheta = (\theta_1, \theta_2) \mid x_o)\times \cdots \times \text{supp } p(\vartheta_{D-1} \mid x)$. For notational convenience we assume the former in the rest of this section.

We estimate $1_{\Gamma_\pi}$ by a sequence of nested indicator functions $1_{\Gamma_\pi^{(m)}}$ whose regions have the property $\text{supp } p(\theta_1) \times \cdots \times \text{supp } p(\theta_D) = \Gamma_\pi^{(1)} \supset \cdots \supset \Gamma_\pi^{(M)} \supset \Gamma_\pi$. The sequence iteratively approximates the indicator function $1_{\Gamma_\pi}$ in $M$ rounds and is generated via the following steps:

- Initialize $\Gamma_\pi^{(1)} = \text{supp } p(\theta_1) \times \cdots \times \text{supp } p(\theta_D)$, i.e. we start with the unconstrained prior.
- In each round $1 \leq m \leq M$, we train $D$, one dimensional ratio estimators $\hat{r}_{d,\Gamma_\pi^{(m)}}(x \mid \theta_d)$ using data from within the constrained region, $\theta \in \Gamma_\pi^{(m)}$. The estimated marginal posterior is $\hat{p}_{\Gamma_\pi^{(m)}}(\theta_d \mid x) = \hat{r}_{d,\Gamma_\pi^{(m)}}(x \mid \theta_d)p_{\Gamma_\pi^{(m)}}(\theta_d)$. To this end, we perform MNRE, setting $\vartheta = \theta_d, \ d \in \{1,2,\ldots,D\}$ using the constrained prior $p_{\Gamma_\pi^{(m)}}(\theta)$ with $N^{(m)}$ training samples per round.

---

Figure 2: An illustration of truncation in one dimension. Between rounds, the prior is truncated to the region where the posterior estimator exceeds a predetermined threshold.
• For each round \( m < M \), we estimate the indicator function for the next round using the approximated posteriors, the analogy of eqn. (2.13) being

\[
\Gamma_{\pi}^{(m+1)} = \left\{ \theta \in \Gamma_{\pi}^{(m)} \left| \forall d: \frac{\hat{p}_{\Gamma_{\pi}^{(m)}}(\theta_d | x_o)}{\max_{\theta_d} \hat{p}_{\Gamma_{\pi}^{(m)}}(\theta_d | x_o)} > \epsilon \right\} \right. .
\]  

(2.15)

• The last round is determined either when \( m = M \) or when a stopping criterion is reached. The stopping criterion is defined by the ratio of consecutive truncated prior masses. It is satisfied when the sequence of truncated priors have the property

\[
\int_\Gamma^\prime \mathbf{1}_{\Gamma_{\pi}^{(m)}}(\theta)p(\theta)d\theta / \int_\Gamma^\prime \mathbf{1}_{\Gamma_{\pi}^{(m-1)}}(\theta)p(\theta)d\theta > \beta.
\]

We often set \( \beta = 0.8 \).

• Using the data from this final constrained region, we can approximate any marginal posterior of interest \( p(\theta | x) \). We emphasize that the data already generated during the truncation phase can be reused to learn arbitrary marginals of interest. When higher accuracy likelihood-to-evidence ratio estimates are needed, the user can simulate from the truncated region.

For considerations of the geometry of truncation in more than 1 dimension, see [43]. In most of the examples in Sec. 3 we perform \( \text{MNRE} \) (i.e. a single round) rather than \( \text{TMNRE} \). We demonstrate \( \text{TMNRE} \) (i.e. multiple rounds) in Sec. 3.6. An illustration of the truncation in that example is shown in Fig. 13.

With the details of \( \text{TMNRE} \) in hand, we now address how our algorithm fared in comparison to alternative sampling-based inference methods, specifically highlighting the benefits offered by \( \text{TMNRE} \) in terms of efficiency, scalability, and testability.

2.2 “Cutting to the chase” by estimating marginal posteriors

As we have mentioned, scientific conclusions about the measured value of a parameter of interest, say the cold dark matter energy density \( \omega_{\text{cdm}} \), are based on marginal posteriors

\[
p(\omega_{\text{cdm}} | x_o).
\]

As illustrated in Fig. 3, SBI methods such as \( \text{TMNRE} \) allow us to directly estimate marginal posteriors of interest, whereas likelihood-based methods must always first estimate the joint posterior for all model parameters. More specifically, the marginal posterior is related to the joint posterior, \( p(\omega_{\text{cdm}}, \eta_1, \ldots, \eta_N | x_o) \), via integration,

\[
p(\omega_{\text{cdm}} | x) = \int d\eta p(\omega_{\text{cdm}}, \eta_1, \ldots, \eta_N | x).
\]  

(2.16)

Likelihood-based inference techniques do not directly generate samples from the one-dimensional or two-dimensional posteriors of interest, but instead always generate first samples from the full high-dimensional joint posterior. Those can then be marginalized (i.e. projected onto \( \omega_{\text{cdm}} \) direction) to generate samples from the marginal posterior \( p(\omega_{\text{cdm}} | x) \).

Estimating low-dimensional marginals of interest with simulation-based techniques can therefore be significantly more computationally efficient than estimating the joint posterior with likelihood-based methods, especially when the number of parameters and/or modes is high. In fact, the numbers of samples required for convergence of likelihood-based methods increases very quickly (typically cubically [27] or even exponentially [26], in the case of nested
Figure 3: TtMNRE can handle complex models and directly estimate any marginal posterior of interest, which typically requires far fewer simulation runs than estimating the full joint posterior.

sampling) as the number of model parameters grows.\textsuperscript{6} In contrast, the required number of simulations for simulation-based techniques can be nearly independent of the number of parameters involved if only low-dimensional marginals are of interest.

As a result, likelihood-free inference methods, like TtMNRE, enable the estimation of any marginal posteriors of interest with orders of magnitude fewer simulations runs than likelihood-based methods. We demonstrate this in the context of CMB data throughout Sec. 3.

Note that we are not claiming that the end goal of cosmological data analysis is to produce 6 one-dimensional posteriors corresponding to each \( \Lambda \)CDM parameter. Indeed, it is often of interest to assess higher-dimensional structure. For example, if several experiments give high-dimensional posteriors that are in tension with each other, this can be obscured by a low-dimensional projection.\textsuperscript{7} Additionally, it is generally of interest to assess degeneracies between constraints on different parameters (hence the typical “triangle plot”). Finally, although we are using a language in which it is useful to “ignore” nuisance parameters (i.e. learn a low-dimensional distribution), note that in general we propose learning low-dimensional posteriors for the nuisance parameters and using them in the truncation process. Therefore at the end posteriors for nuisance parameters may be inspected to assess consistency and extract information about e.g. foregrounds, systematics, and astrophysics. Indeed, from the perspective of assessing the \( S_8 \) tension by examining the \((\sigma_8, \Omega_m)\) the other \( \Lambda \)CDM parameters are ignored, and these are clearly relevant to cosmology!

\textsuperscript{6}For a pedagogical introduction to Markov Chain Monte Carlos see Ref. \cite{44}.

\textsuperscript{7}If one is interested in quantifying a tension between two datasets, this is in fact possible in the framework of neural ratio estimation without examining marginal posteriors. Instead, one can consider the contrastive problem of distinguishing between \((x_1, x_2) \sim p(x_1, x_2)\) and \((x_1, x_2) \sim p(x_1)p(x_2)\) (where \(x_i\) denotes the data from a particular experiment), which proceeds in the full (high-dimensional) parameter space. We leave this avenue for future work.
2.3 “Getting it right” through coverage tests for simulation-based inference

Figure 4: Testability: Many SBI methods, including TMNRE do not estimate just a single posterior, but all of them simultaneously (“amortization”). This enables the user to test the reliability of the inference results.

Although the internal workings of the trained network are usually hard to understand without detailed inspection, the enormous evaluation speed of trained neural networks enables important consistency tests that we introduce below. These tests are generally infeasible for likelihood-based methods, where the estimate of one single posterior is already very costly (illustrated in the left panel of Fig. 4). For that reason, the expected statistical properties of Bayesian inference results (like biases, credibility) are usually not directly tested but are instead inferred based on convergence criteria [45, 46] and asymptotic properties of stationary Markov Chains. On the other hand, trained inference networks (like the ratio estimators in TMNRE), constitute essentially ultra-fast black-box data analysis pipelines. They take as input any observed data \( x \sim p(x) \), and very quickly generate the corresponding posteriors \( p(\theta | x) \). This is illustrated in the right panel of Fig. 4.

Let us denote with \( \Theta_{p(\vartheta|x)}(1-\alpha) \) the \( 1-\alpha \) highest posterior density region. For example, a 95% highest posterior density region would have an expected error rate of \( \alpha = 0.05 \). In other words, when randomly drawing observations \( x, \vartheta \sim p(x | \vartheta) p(\vartheta) \), we expect the true parameters \( \vartheta \) to fall outside of the 95% region in 5% of the cases. Following Ref. [18], the expected coverage probability of the \( 1-\alpha \) highest posterior density region (HPDR) of some estimated posterior \( \hat{p}(\vartheta|x) \) is given by

\[
1 - \hat{\alpha} = \mathbb{E}_{p(\vartheta,x)} \left[ \mathbbm{1} \left[ \vartheta \in \Theta_{\hat{p}(\vartheta|x)}(1-\alpha) \right] \right]
\]

This quantity can be interpreted as both expected Bayesian credibility as well as expected Frequentist coverage probability of \( \hat{p}(\vartheta|x) \) [18]. It enables us to estimate the actual error rate \( \hat{\alpha} \) of a \( 1-\alpha \) highest posterior density region of some estimated posterior \( \hat{p}(\vartheta|x) \).

Coverage figure construction. In the case where \( \hat{p}(\vartheta|x) = p(\vartheta|x) \), it follows that \( \hat{\alpha}(\alpha) = \alpha \). We can hence use \( \hat{\alpha} \) as function of \( \alpha \) as quality measure for posteriors estimated with TMNRE. Since small values of \( \alpha \) are of particular interest, corresponding to posterior regions
with high mass, we find it convenient to reparameterize $\alpha$ in terms of a new variable $z$. We define $z$ as the $1 - \frac{1}{2}\alpha$ quantile of the standard normal distribution, for instance $\alpha = 0.05$ corresponds to $z = 1.96$. The commonly quoted “$1\sigma$”, “$2\sigma$” and “$3\sigma$” regions, correspond to $z = 1, 2, 3$ and hence have $1 - \alpha = 0.6827, 0.9545, 0.9997$.

Figure 5: Illustration of a coverage test for a one-dimensional interval. The “ground truth” parameter values $z_t$ for a range of test simulations are drawn from the prior, $z_t \sim p(z)$. The credible intervals are derived from the corresponding simultaneously generated mock observations, $x \sim p(x|z_t)$. One then obtains the number of times the ground truth is contained in, say, the 68.27% interval (66 times in our 100 examples), or the 95.45% interval (95 times).

We estimate empirically the actual error rate $\hat{\alpha}$ (and the corresponding $\hat{z}$) for nominal $1 - \alpha$ regions as follows (see Fig. 5 for an illustrative example). We generate $n$ samples from the joint model $x, \vartheta \sim p(x, \vartheta)$, and count how often a $1 - \alpha$ highest posterior density region predicted by the trained network does not contain the true parameter $\vartheta$. We denote this number by $k$, which follows a binomial distribution with fractional probability $\hat{\alpha}$ and total number of draws $n$. The mean is then simply given by $\hat{\alpha} = k/n$. We propose to estimate uncertainties of this quantity using the so-called Jeffreys interval, which is effectively the Bayesian credible interval obtained from a non-informative Jeffreys prior for a binomial distribution [47].

We summarize the results of such a test in Fig. 6. The empirical coverage $\hat{z}$ is shown as a function of the confidence levels $z$ for 1000 test simulations. We also show the error band based on Jeffreys interval, with the widths determined by the number of test simulations used. We furthermore indicate the empirical coverage in terms of $1 - \hat{\alpha}$ (horizontal numbers) for typical values of the confidence level $1 - \alpha$ (vertical numbers). In this particular example, the 68.27% (95.45%) highest posterior density region contains the ground truth value in 70.50% (96.00%) of the cases, and is hence slightly conservative, or equivalently the confidence intervals slightly over-cover (and are thus conservative). In the case of perfect coverage, one would expect the $8^\text{More specifically, the interval is obtained from the 68.27% central interval of a Beta distribution with parameters $(n - k + \frac{1}{2}, k + \frac{1}{2})$. One of the advantages of the Jeffreys interval is that it is approximately equally tailed, with intervals evenly distributed above and below the true value. This convenient property is preserved even when reparametrizing the inferred parameter in terms of $\hat{z}$.}
Figure 6: Empirical coverage as function of the confidence level, as function of the significance level \( z \) (see text). In cases where \( \hat{z} > z \), estimated credible contours are conservative and contain the true value with a frequency higher than nominally expected. The nominal probabilities \( 1 - \alpha \) are shown in the figure as vertical text, the empirical estimates \( 1 - \hat{\alpha} \) are shown as horizontal text. **Left panel:** Converged network with good coverage. **Right panel:** Conservative coverage, as typically shown by networks during training before convergence.

black line and the green dashed line in Fig. 6 to perfectly overlap. Should the black line lie above the green line, the confidence intervals over-cover (and are thus conservative; see the right panel of Fig. 6), while if the black line lies below the confidence intervals under-cover (i.e. are over-confident).

Figures like Fig. 6 can be used to test and validate the correct statistical behavior of an inference network, which is particularly useful when one does not have a ground-truth against which to compare the results (e.g. in the examples given below, our ground truth is taken to be a converged MCMC). For over-conservative or overconfident networks, those figures can be also used to provide corrections to quoted credible levels. In Sec. 3.5, we use empirical coverage plots in order to double-check and confirm the convergence of our posterior estimators for CMB data. Note that similar tests and plots have appear in the literature in [14, 18, 48]. Additionally, while what we propose is a necessary condition for the calibration of our approximate posteriors, it is not sufficient. Moreover, we only test the consistency of our approximation of the posterior given the simulation model and prior choice. Developing more tests in order to trust results generated by SBI is worthwhile and ongoing work.

2.4 Zero-cost inference through simulation re-use

Simulation runs in likelihood-based methods are commonly difficult to re-use, because the generation of proposal points for simulations is directly intertwined with the inference process for a specific observation. In contrast, the generation of training data through simulation runs and the training of inference networks are distinct steps in the context of TMNRE.\(^9\) This makes

\[^9\text{Note that this is also a feature of other variational SBI methods.}\]
the re-use of previous simulations almost trivial: the same training data, sampled from the generative model, can be used train multiple networks, it can be combined with other training data, or it can sub-sampled to change priors or reduce training data.

In the context of TMNRE, and for the purpose of this paper, we will adopt a simple sample cache model (for a more the general case, see Ref. [16]). Let us assume we generated training $S_1$ data consisting of $N$ samples from the truncated prior $p_{\Gamma_1}(\theta)$. Now we are interested in generating $M$ samples from the truncated prior $p_{\Gamma_2}(\theta)$, where we assume that $\Gamma_2 \subseteq \Gamma_1$. We can now simply re-use all samples in $S_1$ that are inside $\Gamma_2$ (let us assume there are $N' \leq N$ of those), and then add to those $M - N'$ samples from $p_{\Gamma_2}(\theta)$. In cases where the truncation region does not change, we can re-use all previous samples and hence simulations.

In Sec. 3.2 we re-use simulations to efficiently compare distinct experimental configurations. We demonstrate in Sec. 3.6 that this scheme allows us to quickly zoom from wide initial priors into the parameter region relevant for a given observation, while keeping the number of required simulations low.

2.5 Comparison with other methods

Although our focus in this work is a deep learning-based method for SBI, progress continues to be made in existing approaches as well. For example, ABC continues to be successfully applied to astrophysics, with public codes incorporating importance sampling via e.g. Population Monte Carlo [49, 50] or Sequential Monte Carlo [51]. Similarly, approaches that leverage Gaussian approximations of likelihoods have been used and combined with Gaussian processes [52, 53]. Gaussian process regression has also been used to enable Bayesian optimization [54–56]. Along the lines of Gaussian approximations, including perturbations around Gaussian likelihoods has also been pursued [57, 58].

On the deep learning side, applications to cosmology have appeared on several fronts [10–13]. Most applications have employed density estimation methods (DELF1) [9, 19]. In the rest of this section, we review DELFI, specifying to its implementation via PYDELFI, and describe how it relates to TMNRE.

DELF1 constitutes Neural Likelihood Estimation (NLE) or Neural Posterior Estimation (NPE). For notational simplicity, we refer to DELFI in NLE mode. NLE learns the sampling distribution $x \sim p(x|\theta)$ of data $x$ as a function of model parameters $\theta$. NLE becomes increasingly difficult when the dimension of the data is large, or the data distribution is highly complex [39]. This problem can be alleviated by compressing the data to some simple low-dimensional summary statistics before performing inference with NLE. In PYDELFI this is often done by introducing a compression network such as an Information Maximizing Neural Network, which maximizes the Fisher information of the compression variables [59]. This compression network is typically trained upfront before inference, generally at additional simulation costs. The network architecture used for the subsequent NLE inference step is restricted to density estimation networks such as mixture density networks [37] or normalizing flows [38, 39] (while simpler network structures such as multi-layer perceptron (MLP) are not an option). With compressed data summaries in hand, PYDELFI uses one of two approaches to draw new training data relevant for a given observation (sometimes coined “active learning”). In the first approach, PYDELFI uses Sequential NLE (SNLE) [7], in which the parameters for each batch of simulations are drawn from a proposal density based on the current posterior estimator, and the neural density estimators are re-trained after each simulation batch. Commonly the proposal density is the current posterior estimator itself. In the second approach, each new batch of simulations is given by a deterministic acquisition function that seeks to maximize
both relevance (*i.e.*, large posterior density) and uncertainty (usually quantified by comparing the estimates of multiple networks).

**PYDELFI** and **TMNRE** are similar in several respects:

- **Amortization**: in non-active learning mode (*i.e.*, NLE or MNRE), networks are manifestly amortized throughout the full prior. In active learning mode, TMNRE is manifestly amortized throughout the truncated prior, and the network trained by *e.g.* SNLE can still be evaluated throughout the prior. Both approaches learn quantities that are independent of the proposal distribution. While the proposal distribution means that SNLE is expected to be less accurate away from the observation of interest, the empirical tests afforded by amortization may still be carried out. This amortization is a unique aspect of methods that train variational approximations of Bayesian quantities that can be rapidly evaluated or sampled.

- **Sampling**: after training, both approaches use *e.g.* MCMC to sample from the (marginal) neural posterior. This evaluation is generally very fast thanks to the massive evaluation speed and parallelization afforded by neural networks, see *e.g.* [60]. This neural posterior sampling can also be combined with sampling from additional explicit likelihoods as needed.

- **Compression**: for complex data, it is advantageous for both methods to employ a compression network. The training of the compression network is slightly different in the two cases, see below.

- **Marginalization**: both approaches can directly target marginal posteriors [16, 17, 20, 36]. In the context of **PYDELFI**, this marginalization can be integrated into the compression step by constructing “nuisance-hardened” summary statistics [20]. **PYDELFI** has been shown to outperform MCMC even when targeting the full joint posterior [19]. The ability to directly target marginal posteriors is only possible for variational methods.

- **Active learning**: both approaches preferentially simulate with model parameters belonging to some region of interest. In TMNRE this is done via truncation. In **PYDELFI** this is done either via SNLE or optimization of a deterministic acquisition function. As mentioned previously, Bayesian optimization is also relevant to non-neural SBI [54–56].

We therefore emphasize that many of the attractive features of TMNRE we demonstrate via examples in Sec. 3 also have analogues using **PYDELFI** or other variational SBI approaches. There are two main differences between TMNRE and **PYDELFI**:

- **Ratio vs. density estimation**: ratios (as learned by TMNRE) can be estimated with simple battle-tested classification networks, which are often easier to train than density estimation models (as used by **PYDELFI**) [39]. However, especially in the case where the functional shape of posteriors are sufficiently simple and Gaussian, the inductive bias of density estimation models can increase the simulation efficiency of density-estimation based approaches [17]. Moreover, density estimation learns a cheap and reusable generative model for the sampling distribution of the data, which is not true for NRE parameterized via *e.g.* an MLP. One option, which we leave to future work, is to parameterize ratio estimation using a flow-based model, in which case these benefits are shared.
The difference between density and ratio estimation affects how the compression network is trained. In pydelfi, the compression network is trained before the inference network, while in tmnre the compressed representation is learned simultaneously with the inference network.

- **Interplay between marginalization and active learning dynamics:** In tmnre, active learning is accomplished through truncation, while in pydelfi, it is accomplished via e.g. sequential methods. These approaches are especially different when targeting marginal posteriors. Note first that when a joint likelihood-to-evidence ratio or likelihood is estimated, the proposal distribution for model parameters \( \theta \) drops out. On the other hand, when targeting marginals so that \( \theta = (\vartheta, \eta) \), the proposal distribution for \( \eta \) is important. For example, the marginal likelihood is defined by \( p(x | \vartheta) = \int d\eta \ p(x | \vartheta, \eta)p(\eta) \). The nuisance parameters \( \eta \) must be sampled according to the correct distribution. In truncation, the marginal posteriors of the nuisance parameters are learned and used to define a truncated prior including the nuisance parameters. This strategy is successful even when the priors for nuisance parameters are very wide, see [61] for an example. On the other hand, when pydelfi uses sequential methods for marginals, the nuisance parameters are sampled from the full prior distribution. In practice the user aims to reduce the dependence of the summary statistics on the nuisance parameters via nuisance-hardening. In the optimally nuisance-hardened case there is no dependence of the summary statistics on the nuisance parameters, but this may be difficult to achieve in extreme cases.

More research is needed to compare in detail the performance of nre, nle, and npe approaches in various settings. We expect that further progress can be made by combining insights from approaches that are regarded as distinct within the current taxonomy.

## 3 Cosmological applications

In this section we apply tmnre to several cosmological examples. Each example is designed to showcase a particular attractive feature of the algorithm:

1. **Directly estimating marginals is much more efficient than estimating the joint and then marginalizing.** In Sec. 3.1 we describe at length how to define a simulator for CMB forecasting, and show that by learning marginal rather than joint posteriors, tmnre converges much more quickly than mcmc.

2. **Rerunning the analysis with different experimental configurations does not require new simulations.** In Sec. 3.2 we demonstrate simulation reuse in the context of comparing CMB inferences with and without BAO measurements.

3. **Increasing the number of nuisance parameters does not increase the number of required simulations.** In Sec. 3.3 we perform inference for a realistic Planck simulator, showing that the 13 varying nuisance parameters do not impact the simulator cost for tmnre.

---

\(^{10}\) For nre, this is only approximately true, since the evidence \( p(x) = \int d\theta \ p(x | \theta)p(\theta) \) depends on \( p(\theta) \); however, this is a constant for fixed \( x \).
4. **Non-Gaussian posteriors are a non-issue.** In Sec. 3.4 we show that TMNRE accurately and cheaply infers an upper bound for the sum of neutrino masses, the marginal posterior of which is highly non-Gaussian.

5. **Amortization allows cheap consistency checks.** In Sec. 3.5 we demonstrate the rigorous statistical testing of TMNRE results, which can be performed even when the ground truth posteriors are unknown.

6. **Wide priors are not a problem.** In Sec. 3.6 we take a wide prior and show that TMNRE’s truncation efficiently identifies the relevant region of parameter space, so that simulations are not wasted on irrelevant parameters.

### 3.1 A CMB forecasting simulator

To use SBI, we require a simulator. In this section we define very explicitly a simulator with the same statistical content as CMB likelihoods commonly used for forecasting. We couple this simulator to TMNRE to show that:

**Directly estimating marginal posteriors is much more efficient than estimating the joint posterior and then marginalizing.**

We now describe the simulator at some length. Implementations of the corresponding likelihood are available via MontePython, in the `Likelihood_mock_cmb` class [62]. Our notation follows the discussion in [63]. In particular, the multipole coefficients $a_{\ell m}$ of CMB maps receive contributions from the CMB signal $s_{\ell m}$ and experimental noise $n_{\ell m}$

$$ a_{\ell m}^P = s_{\ell m}^P + n_{\ell m}^P \quad (3.1) $$

where the index $P$ runs over temperature, polarization, and weak lensing degrees of freedom. For simplicity, we restrict to $P = T, E$ in our analysis, but the extension is straightforward.

In the full sky limit, the two-point correlation of $a_{\ell m}$ is given by

$$ \langle a_{\ell m}^P a_{\ell' m'}^{P'} \rangle = (C_{\ell}^{PP'} + N_{\ell}^{PP'}) \delta_{\ell\ell'} \delta_{mm'} \equiv C_{\ell}^{PP'} \delta_{\ell\ell'} \delta_{mm'} \quad (3.2) $$

where $\langle \cdots \rangle$ denotes an ensemble average. For specified cosmological parameters, the power spectra $C_{\ell}^{PP'}$ can be computed via a Boltzmann code such as CLASS [64]. The effects of spatially uniform Gaussian white noise and a Gaussian beam give rise to a noise contribution

$$ N_{\ell}^{PP'} \equiv \langle n_{\ell m}^P n_{\ell m'}^{P'} \rangle = \delta_{PP'} \theta_{\text{fwhm}}^2 \sigma_P^2 \exp \left( \ell (\ell + 1) + \frac{\theta_{\text{fwhm}}^2}{8 \ln 2} \right) \quad (3.3) $$

where $\theta_{\text{fwhm}}$ is the full width at half maximum of the beam and $\sigma_P$ is the root-mean-square of the instrumental noise. In this section we will use values for $N_{\ell}^{PP'}$ compatible with the Planck experiment (accessible within MontePython as `fake_planck_realistic`) [65].

Given $C_{\ell}(\theta)^{PP'}$ (making explicit the dependence on underlying cosmology parameters, collectively denoted $\theta$), the $a_{\ell m}$ are distributed according to the likelihood

$$ p(a | \theta) \propto \frac{1}{||C(\theta)||^{1/2}} \exp \left( -\frac{1}{2} a^T [C(\theta)^{-1}] a \right) \quad (3.4) $$
where \( \mathbf{a} = \{ a^T_{\ell m}, a^E_{\ell m} \} \) and \( \hat{\mathcal{C}}(\theta)^{-1} \) denotes matrix inversion. In general, one may sample from this using the Cholesky decomposition of the covariance matrix. For fixed \( \ell \) and \( m \), one has

\[
\begin{pmatrix}
a^T_{\ell m} \\
a^E_{\ell m}
\end{pmatrix} = L \begin{pmatrix} n_1 \\ n_2 \end{pmatrix}
\]  

where \( n_i \) are sampled from normal distributions with unit variance \( n_i \sim \mathcal{N}(0,1) \) and \( L \) is a matrix satisfying \( LL^T = \begin{pmatrix} \mathcal{C}^{TT}_{\ell} & \mathcal{C}^{TE}_{\ell} \\ \mathcal{C}^{TE}_{\ell} & \mathcal{C}^{EE}_{\ell} \end{pmatrix} \). For each \( \ell \) there are \( 2\ell + 1 \) modes. Therefore for a single realization of the universe, \( \hat{\mathcal{C}}_{\ell} \) can only be determined to finite precision. Given a realization of \( a^P_{\ell m} \), the maximum likelihood estimator for \( \hat{\mathcal{C}}_{\ell} \), which we denote \( \hat{\mathcal{C}}^{PP'}_{\ell} \), is given by

\[
\hat{\mathcal{C}}^{PP'}_{\ell} = \frac{1}{2\ell + 1} \sum_{m=-\ell}^{\ell} a^P_{\ell m} a^P_{\ell m} = \frac{1}{2\ell + 1} \left( a^P_{00} a^P_{00} + 2 \sum_{m=1}^{\ell} a^P_{\ell m} a^P_{\ell m} \right)
\]

Therefore the map \( \theta \rightarrow \hat{\mathcal{C}}(\theta) \rightarrow \hat{\mathcal{C}} \) is stochastic in the last step. For fixed \( \mathcal{C}_{\ell} \), the Gaussian distribution of \( a^P_{\ell m} \) propagates to a Wishart distribution for \( \hat{\mathcal{C}}_{\ell} \) [66]. Explicitly, given \( \mathcal{C}_{P'}^{PP'} \), the likelihood for \( \hat{\mathcal{C}}(\theta) \) is given by

\[
-2 \ln p \left( \hat{\mathcal{C}}(\theta) \mid \mathcal{C} \right) = \chi^2_{\text{eff}} = \sum_{\ell} (2\ell + 1) \left[ D \frac{\mathcal{C}}{\hat{\mathcal{C}}} + \ln \left( \frac{|\mathcal{C}|}{|\hat{\mathcal{C}}|} \right) - 2 \right]
\]

where \( D = \mathcal{C}^{TT}_{\ell} \hat{\mathcal{C}}^{EE}_{\ell} + \hat{\mathcal{C}}^{TT}_{\ell} \mathcal{C}^{EE}_{\ell} - 2 \mathcal{C}^{TE}_{\ell} \hat{\mathcal{C}}^{TE}_{\ell} \) and we have used our freedom in shifting the log-likelihood by a constant so that \( \ln p \left( \hat{\mathcal{C}}(\theta) = \mathcal{C} \mid \mathcal{C} \right) = 0 \). The Wishart distribution is significantly non-Gaussian at low \( \ell \), which is necessary to reflect the fact that the autocorrelations \( \hat{\mathcal{C}}_{\ell}^{PP} \) are positive. At large \( \ell \), the Wishart distribution can be approximated as a Gaussian distribution with

\[
\text{Cov}_{\mathcal{C}_{\ell}} = \frac{2}{2\ell + 1} \begin{pmatrix} \mathcal{C}^{TT}_{\ell} & \mathcal{C}^{TE}_{\ell} \\ \mathcal{C}^{TE}_{\ell} & \mathcal{C}^{EE}_{\ell} \end{pmatrix}^2 
\]

where \( \mathcal{C}^{TT}_{\ell} = \mathcal{C}^{TT}_{\ell} \hat{\mathcal{C}}^{TT}_{\ell} - D \mathcal{C}^{TT}_{\ell} \mathcal{C}^{EE}_{\ell} \) and \( \mathcal{C}^{TE}_{\ell} = \mathcal{C}^{TE}_{\ell} \hat{\mathcal{C}}^{TE}_{\ell} - 2 \mathcal{C}^{TE}_{\ell} \hat{\mathcal{C}}^{EE}_{\ell} \). Sampling from this distribution is more efficient than sampling from the full Wishart distribution, especially at large \( \ell \) where the approximation is valid. We will take the Gaussian approximation starting at \( \ell = 52 \).

Finally, we account for partial sky coverage by modifying the effective degrees of freedom at each \( \ell \). We rescale the covariance matrix \( (3.8) \) by \( 2\ell + 1 \rightarrow f_{\text{sky}} (2\ell + 1) \) at high \( \ell \). At low \( \ell \), we round \( f_{\text{sky}}(2\ell + 1) \) to the nearest integer and sample this many \( a^P_{\ell m} \), subsequently using the maximum likelihood estimator to determine \( \hat{\mathcal{C}}^{PP'}_{\ell} \). (We show a power spectrum analysis with explicit mask in App. A.)

In other words, a simulator that is equivalent to the likelihood \( (3.7) \) is defined by the following steps:

1. Given cosmological parameters, compute \( \mathcal{C}^{PP'}_{\ell} \) via a Boltzmann code.

2. Add experimental noise: \( \mathcal{C}^{PP'}_{\ell} = \mathcal{C}^{PP'}_{\ell} + N^{PP'}_{\ell} \)
Figure 7: Samples drawn from the CMB forecasting simulator. Here “without noise” denotes the output of CLASS (i.e. $C_{\ell}^{PP'}$) and “with noise” includes both experimental noise and cosmic variance (i.e. $\hat{C}_{\ell}^{PP'}$).

3. From $C_{\ell}^{PP'}$, compute $\hat{C}_{\ell}^{PP'}$ by sampling $a_{\ell m}$ and the maximum likelihood estimator at low $\ell$ (equivalently, sampling the Wishart distribution). At large $\ell$, use $\hat{C}_{\ell}^{PP'} = C_{\ell}^{PP'} + n_{\ell}^{PP'}$, where $n_{\ell}^{PP'}$ is sampled from the multivariate normal distribution (3.8).

Finally, in likelihood-based approaches uncertainties are incorporated in the form of the likelihood and therefore not sampled explicitly (for forecasting, sometimes even for the fiducial observation) [63]. Note that in SBI we must sample from the noise model. Samples from this simulator are shown in Fig. 7. We now proceed to perform inference with this simulator.

3.1.1 Inference setup and results

Using this simulator, we perform inference for a $\Lambda$CDM cosmology with $\ell_{\text{max}} = 2500$. We use noise $N_{\ell}^{PP'}$ given by fake_planck_realistic [65]. In the context of forecasting, we are free to fix the fiducial cosmology. We choose a fiducial cosmology

$$\theta^0 = (\omega_b, \omega_{\text{cdm}}, 100\theta_s, \ln (10^{10} A_s), n_s, \tau) = (0.0224, 0.12, 1.0411, 3.0753, 0.965, 0.054)$$

A Gaussian approximation to the likelihood can be computed using the Fisher information matrix

$$F_{ij} \equiv -\frac{\partial^2 \ln \mathcal{L}}{\partial \theta_i \partial \theta_j} \bigg|_{\theta^0}$$

In this approximation, the formal error on the parameter $\theta_i$ is given by

$$\sigma_i^F = \sqrt{(F^{-1})_{ii}}$$

For this simulator with known likelihood, the Fisher matrix can be computed:

$$F_{ij} = \sum_{\ell=2}^{\ell_{\text{max}}} \sum_{PP',QQ'} \frac{\partial C_{\ell}^{PP'}}{\partial \theta_i} \left( \text{Cov}_{\ell}^{-1} \right) \frac{\partial C_{\ell}^{QQ'}}{\partial \theta_j}$$

11For this experiment, we use Asimov data, i.e. $\hat{C}_{\ell}^{PP'} = C_{\ell}^{PP'}$, as is customary for forecasting. Since the likelihood for $C_{\ell}^{PP}$ is non-Gaussian at low multipole, we rescale these modes accordingly for the fiducial data. This is mainly to show that the typical forecasting workflow is possible. In later sections the fiducial data includes non-trivial noise contributions.
where Cov is given by (3.8) (including a factor of $f_{\text{sky}}$). We compute the Fisher matrix using a two-sided numerical approximation for the derivatives $\partial_\theta C_\ell^{PP'}$. We use the resulting $\sigma^F_i$ to define a uniform prior on each cosmological parameter $\theta_i$

$$\theta_i \sim \mathcal{U} \left( \left[ \theta_i^0 - 5\sigma^F_i, \theta_i^0 + 5\sigma^F_i \right] \right)$$  

(3.13)

The final ingredient to our setup is a compression network. Since there are only 6 varying parameters in our model, it is reasonable to expect that the data can be optimally compressed into 6 features. When the likelihood is known, the “score function” $\mathbf{t} = \nabla_{\theta} \ln \mathcal{L}(\hat{C}(\theta)|\theta)$ compresses the data into one summary per parameter, such that the Fisher information is preserved [19, 67]. In the case of a Gaussian likelihood, score compression is equivalent to MOPED [68] (if $\theta$ determines the mean) or the optimal quadratic estimator [69] (if $\theta$ determines the covariance). If a likelihood is not known, neural compression schemes can be trained to find reduced representations of the data that maximize information content [59].

We choose to remain agnostic about the compression, apart from noting that within our prior, the power spectra $C_\ell^{PP'}$ are well-described by a linear approximation in the cosmological parameters. We therefore use as a compression network a linear map from 7497 to 15 features. We use 15 features since this allows more capacity for the network without significantly increasing computational cost.

We use Tmnre to train every 1- and 2-dimensional marginal posterior using $N_{\text{sim}} \leq 5000$ simulations. Training all of the relevant posteriors in parallel takes about 10 minutes on our GPU. Additionally, we note that the same 5000 simulations are used to train every posterior. These results are shown in Fig. 8, as well as posteriors derived via MCMC for $N_{\text{sim}} \leq 10^5$ simulator calls. The MCMC chain had an acceptance rate of $\sim 0.3$, so that $10^5$ simulator calls were required to produce $\sim 3 \times 10^4$ samples. MCMC, which samples the joint (6-dimensional) posterior, requires this many samples in order to produce converged 2$\sigma$ contours, while Tmnre, which learns the marginal posteriors, produces results in excellent agreement at significantly reduced simulator cost. Moreover, the number of simulations given to Tmnre can be decreased without significantly impacting the quality of the posteriors; we found that at $N_{\text{sim}} = 3000$ simulations, Tmnre produces 1-dimensional marginal posteriors whose central values and 1$\sigma$ credible regions were accurate to within 0.05$\sigma$ of the ground truth.

### 3.2 Comparing experimental configurations

It is often of interest to study how constraints on parameters (or from a forecasting perspective, expected sensitivities) change when different combinations of experiments are considered. Given the large number of upcoming cosmological experiments at any given time, the number of relevant experimental configurations can be daunting (e.g. 30 configurations of CMB and LSS experiments for forecasting constraints on neutrino masses in [62]). In the context of

---

12 This is not strictly necessary for using a linear compression, since the subsequent classifier can learn non-linearities of the posteriors. Tmnre accurately reproduces non-Gaussian (i.e. non-linear) features in the posterior of this simulator.

13 A common criterion for the convergence of MCMC results is that the Gelman-Rubin statistic $\hat{R} - 1$ is sufficiently small [70], for example $< 0.01$. We employ this as a necessary condition for converged results. In addition, we require that 1- and 2-$\sigma$ credible regions are visually converged when the kernel smoothing used to produce plots is fixed. Note that this sometimes means running our chains beyond $\hat{R} - 1 < 0.01$ (in particular for high-dimensional examples). We use the same kernel smoothing to produce plots for both MCMC and Tmnre; the advantage to Tmnre is that once trained (on a potentially small number of simulations), a very large number of samples may be drawn from the variational posterior.
Figure 8: Left: convergence of marginal posteriors for Tmnre vs. MCMC for the CMB forecasting simulator. Since MCMC must sample the full joint posterior, it is slow to converge. On the other hand, Tmnre directly learns the marginal posteriors, and begins to converge quickly. Right: comparison of Tmnre at $5 \times 10^3$ simulation to ground-truth MCMC with $10^5$ simulations. Tmnre agrees with the ground-truth to excellent precision and at significantly reduced simulator cost. Note that tick mark values are the same for all plots.

MCMC, each experimental configuration must be treated with its own chain(s) in order to preserve Markov properties. The situation, however, is significantly improved for Tmnre.

Re-using simulations allows for additional inferences at zero simulator cost.

This opens the opportunity to perform massive global scans with significantly reduced simulator cost. As demonstrated in the previous section, for a single inference Tmnre can be orders of magnitude more simulator-efficient than MCMC. By reusing simulations across inferences, Tmnre can gain another order of magnitude of simulator-efficiency relative to sampling methods.

More explicitly, for MCMC, the simulator cost for generating posteriors for $N_{\text{config}}$ experimental configurations scales as $N_{\text{config}} N_{\text{sim,MCMC}}$, where $N_{\text{sim,MCMC}}$ is the typical number of simulator calls for MCMC to converge for an individual experimental configuration. In the case where simulations can be reused, the computational cost for Tmnre scales as $N_{\text{sim,Tmnre}} \ll N_{\text{sim,MCMC}}$.

There are two alternative approaches for reusing simulations in the standard framework. One is the reweighting of MCMC chains via an alternative likelihood. One drawback of this approach is that deviations beyond 1- or 2-$\sigma$ can not be addressed. Moreover, reweighting requires either recomputing the data (in which case one might as well run a new chain) or having these data saved. As we have seen, MCMC requires orders of magnitude more simulator calls than Tmnre, so storing these simulations quickly becomes a burden.

A second approach is to use simulations to train emulators, enabling ultra-fast likelihood evaluations [55, 60, 71–73]. Alternatively, one may pair expensive and cheap simulations or
models to construct approximate likelihoods in a simulation-efficient way [74, 75]. While these approaches are also attractive, there are a few drawbacks. In particular, these approaches are generally possible only for restricted summary statistics such as power spectra. Even when neural networks are trained to output e.g. full boxes of galaxy surveys [76–78], these methods are typically validated on low-order or otherwise restricted information; the degree to which higher-order information can be trusted (and used as input for inference) is more limited. Even in the case of a power spectrum analysis, when a new cosmological model is developed, it is more efficient to do inference with TMNRE before training an entire emulator.

We demonstrate the principle of simulation reuse across different experimental configurations in Fig. 9. We first use TMNRE to compute posteriors for the CMB forecasting simulator with \( N_{\text{sim}} = 10^4 \) simulations. Then we use the same simulation bank to train TMNRE for an alternative experimental configuration corresponding to the combination of CMB and BAO data. To generate the BAO data, when performing simulations for the first inference, we include a simulator component corresponding to BAO measurements at \( z = 0.106, 0.32, 0.57, 0.15 \), with sensitivities proportional to the 6dF Galaxy Survey [79], Sloan Digital Sky Survey (SDSS-III) Baryon Oscillation Spectroscopic Survey (BOSS) data release 11 and CMASS data [80], and SDSS Main Galaxy Sample [81] respectively. The simulator corresponding to these measurements takes the BAO value derived by CLASS and adds Gaussian noise inferred from experimental sensitivities. It should be clear from the previous section that likelihood approaches to LSS that use more information from the power spectra (e.g. the full shape of the galaxy power spectrum [82, 83]) can also be phrased as simulators.

We perform inference using the same settings as in Sec. 3.1, including a linear compression network that maps from 7497 (7501 for CMB+BAO) to 15 features. As in the previous section, for each inference MCMC requires \( N_{\text{sim, MCMC}} = \mathcal{O}(10^5) \) simulator calls for converged 2\( \sigma \) contours, so that for \( N_{\text{config}} = 2 \) experimental configurations, the total cost is \( 2 \times 10^5 \). On the other hand, after the first inference, TMNRE requires zero new simulator calls, so that the total simulator cost saturates at the single-inference value, in this case \( \mathcal{O}(10^4) \). This logic clearly extends to the case of more experimental configurations, the number of which often exceeds an order of magnitude for realistic cosmological inferences.

### 3.3 Realistic Planck simulator

Classical inference becomes more difficult as the instrument model becomes more realistic. This is because realistic instrument models involve extra parameters related to the calibration of the instrument, foreground residuals, etc. These quantities, which are not interesting to the scientific problem at hand, are called nuisance parameters. Sampling cost for the joint posterior scales poorly with the addition of extra parameters. On the other hand, TMNRE is not significantly affected by nuisance parameters.

Directly learning marginal posteriors alleviates sampling problems associated with the curse of dimensionality.

---

\(^{14}\)We shrink the noise uncertainties by a factor of two for the sake of visualization.

\(^{15}\)The same logic applies to considering an upgraded CMB experiment. In this case, we may simply change the simulator’s noise model. Note that it is efficient to save the “noise-free” simulations and only add noise later, when performing the inference. Often this second step is much quicker than the initial simulation.
Figure 9: Demonstration of simulation reuse with TMNRE. We infer posteriors corresponding to the forecasting CMB simulator of Sec. 3.1 with $N_{\text{sim}} = 10^4$ simulations. We subsequently use the same simulations to infer posteriors for the combination of CMB and BAO data.

We now turn to HiLLiPoP\textsuperscript{16} [84], which is a multifrequency CMB likelihood for Planck data. In particular, HiLLiPoP treats high-$\ell$ modes within a Gaussian approximation, including cross-correlation between Planck’s 100, 143, and 217 Ghz split-frequency maps. The model covers multipoles from $\ell = 30$ to $\ell = 2500$, and includes contributions from galactic dust, the cosmic infrared background, thermal and kinetic Sunyaev-Zeldovich emission, and point sources.

Since the likelihood is Gaussian, it can be naturally rephrased in simulator language, as in Sec. 3.1. Namely, HiLLiPoP computes the likelihood using a $\chi^2$

$$\chi^2 = (d - \mu)^T C^{-1} (d - \mu)$$

(3.14)

where $d$ is computed by binning, adding foregrounds, etc. to a spectrum computed from a Boltzmann code and $\mu$ is the observed data. We therefore peel off $d$ from the likelihood and use this as the output of our simulator, drawing noise from the covariance matrix $C$ as needed.

We use the temperature autocorrelation part of the simulator, which has 10816 bins and 13 varying nuisance parameters in addition to 6 cosmological parameters. We choose this likelihood because (i) it has many nuisance parameters (ii) it has a native Python implementation.\textsuperscript{17}

\textsuperscript{16}https://github.com/planck-npipe/hillipop

\textsuperscript{17}Among other Planck likelihoods, plik [85] has a similar number of nuisance parameters but no native Python implementation. The nuisance-marginalized version of this likelihood is available in Python as plik_lite via Cobaya [86] or [87]. We have checked that inference for the simulator corresponding to this likelihood is as roughly as easy with TMNRE as the CMB forecasting simulator of Sec. 3.1.
The model takes 6 cosmological parameters and 13 varying nuisance parameters. For priors on the cosmological parameters, we use uniform distributions with ±5σ from Planck 2018 [88]. Since this is a high-multipole simulator, we impose a Gaussian prior on the optical depth, \( \tau = 0.0544 \pm 0.0073 \), corresponding to Planck low-multipole constraints.\(^{18}\) For priors on the nuisance parameters, we use the recommendations shipped with HiLLiPoP: Gaussian priors for all 6 varying calibration parameters (with \( \sigma = 0.0025 \) for \( A_{\text{Planck}} \) and \( \sigma = 0.002 \) for varying \( A_{ZX} \)) and Gaussian priors (with \( \sigma = 0.2 \)) for all foreground amplitudes other than \( A_{\text{kSZ}} \) and \( A_{\text{SZxCIB}} \), which are both uniformly drawn from the interval [0, 10].\(^{19}\)

In order to have control over our setup, we infer posteriors for a fiducial spectrum generated by our simulator rather than Planck data. For all parameters with Gaussian priors except \( \tau \) and \( A_{\text{radio}} \), we displace the fiducial parameter by \(-0.5\sigma\) from the mode. For parameters with uniform priors in the interval \([l, h]\), we set the parameter equal to \( l + \frac{3(h-l)}{10} \). For \( \tau \) and \( A_{\text{radio}} \) (where the difference between the prior and posterior is most dramatic in [84]), we displace the fiducial parameter from the mode of the prior by \(+2\sigma\).

With this prior, we draw \( N_{\text{sim}} = 3000 \) simulations and infer posteriors for 6 cosmological parameters using a linear compression network from 10816 to 10 features. We show posteriors for the cosmological parameters in Fig. 10. With only \( N_{\text{sim}} = 3000 \) simulations, \texttt{Tmnre} learns accurate 1- and 2-dimensional marginal posteriors, while \texttt{Mcmc} requires \( O(5 \times 10^6) \) simulator calls for converged 1- and 2-σ contours (cf. footnote 13). While the simulator cost for \texttt{Mcmc} is significantly larger due to the addition of nuisance parameters, \texttt{Tmnre} directly learns marginal posteriors of interest and is not afflicted by the curse of dimensionality.

### 3.4 Neutrino masses

As a final application, we turn to neutrino masses, which provide a cosmologically-relevant instance of significantly non-Gaussian posteriors. We use this example to show that for \texttt{Tmnre}:

\textit{Non-Gaussian posteriors are a non-problem.}

The existence of a cosmological background of relic neutrinos is a standard prediction of the \( \Lambda \)CDM cosmology. Observations of neutrino oscillations require at least two of the three neutrinos to be massive (with the sum of the three masses \( \sum m_\nu \gtrsim 0.06 \text{ eV} \)) [90–92] – as such, a majority of the energy density stored today in the cosmic neutrino background (CNB) is expected to be in the form of non-relativistic neutrinos. The transition from relativistic to non-relativistic neutrinos modifies the characteristic free-streaming length, the physical effect of which is to damp the growth of small scale perturbations. From an observational perspective, the presence of neutrino masses appears as a suppression of the matter power spectrum on scales \( k \gtrsim k_{nr} \), where \( k_{nr} \sim 0.018 \Omega_m \sqrt{m/1\text{ eV}} \text{ h Mpc}^{-1} \) is related to the comoving scale at which the transition occurs (see e.g. [93–96]).

At first order, cosmology is only sensitive to the net sum of neutrino masses, placing constraints today at the level of \( \sum m_\nu \lesssim 0.12 \text{ eV} \) [88] (to be compared with terrestrial experiments, which currently have constrained \( \sum m_\nu \lesssim 0.9 \text{ eV} \) [97]). Terrestrial experiments\(^{20}\) on the other hand, are typically most sensitive to the relative differences in neutrino masses.

\(^{18}\)For progress towards simulation-based inference for low-\( \ell \) modes, see [89].

\(^{19}\)See https://github.com/planck-npipe/hillipop/blob/master/examples/hillipop_example.yaml for the full list of priors.

\(^{20}\)The best terrestrial sensitivity to the sum of neutrino masses comes from tritium beta decay experiments such as KATRIN [98].
Figure 10: 1- and 2-dimensional posteriors inferred by TMNRE trained on $N_{\text{sim}} = 3000$ realistic simulations, corresponding to the Planck HiLLiPoP likelihood. In addition to the 6 cosmological parameters shown, there are 13 varying nuisance parameters. While TMNRE ignores irrelevant parameters when learning posteriors, MCMC must sample each parameter. Converged 2σ-contours for MCMC require $\mathcal{O}(5 \times 10^6)$ simulations.

Their mixings, and possible CP violating phases [90–92]; this implies that cosmological probes of the small scale structure of the universe offer a highly complementary route to testing the properties of neutrinos. Moreover, it seems likely that cosmology will become sensitive to the lower mass limit (i.e. $\sum m_\nu \sim 0.06$ eV) long before their terrestrial counterpart [94] (although it is worth emphasizing that the cosmological measurements are sensitive to exotic physics, particularly those that can modify the neutrino phase space distribution). Given the importance of a cosmological neutrino mass measurement, we investigate a final application of the methods outlined here by forecasting the sensitivity of future experiments. This in particular demonstrates TMNRE’s ability to estimate non-Gaussian posteriors. (For the demonstration of this algorithm on more exotic posteriors, see [16, 17].)

Here we consider the simulator of Sec. 3.1, with the cosmology extended to include massive neutrinos. We include three neutrinos degenerate in mass, each with mass $m_\nu = M_{\text{tot}}/3$. Results from the inference are shown in Fig. 11.

In particular, we show the 1- and 2-σ upper bounds for $M_{\text{tot}}$ as computed by TMNRE with various simulator budget. As our fiducial cosmology we use the same parameters as in Sec. 3.1 and $M_{\text{tot}} = 0.06$ eV. For TMNRE we use $N_{\text{sim}} \leq 10^4$ simulations drawn from a prior determined, as in Sec. 3.1 using a Fisher matrix formalism and a uniform distribution over $\pm 5\sigma$ ranges. It is well-known (see e.g. [63]) that the Fisher matrix gives a conservative (i.e. too wide) estimate of the posteriors in this case. Regardless, TMNRE produces accurate posteriors with orders of magnitude fewer simulator calls than the ground-truth MCMC, which requires $\mathcal{O}(10^5)$ simulations for convergence (cf. footnote 13). Already at $N_{\text{sim}} = 5000$, the
2\sigma upper bound computed by TMNRE agrees with the long-run MCMC result to within 3%.

![Figure 11](image)

**Figure 11:** Upper bounds on $M_{\text{tot}}$ as estimated by TMNRE for various simulator cost. We see that already at $N_{\text{sim}} = 5000$, TMNRE accurately approximates the long-run ($10^5$ simulations) MCMC result. TMNRE directly learns the marginal posterior for $M_{\text{tot}}$ and thus circumvents the sampling cost associated with ΛCDM parameters.

### 3.5 Testing statistical consistency

So far we have demonstrated the accuracy of TMNRE results by comparing against long-run MCMC chains. Since one of our points is that TMNRE avoids the simulator cost associated with MCMC, we would like a way to test the consistency of TMNRE results without referring to MCMC. This is especially important for inferring parameters when a likelihood is not available and the ground-truth is unknown. We now show how consistency checks that are inaccessible to sampling-based methods are possible with TMNRE.

**Statistical under/overconfidence can be cheaply assessed using local amortization.**

In particular, we perform the test defined in Sec. 2.3 for the marginal posteriors trained in Sec. 3.1. We show the results in Fig. 12. We see that the empirical coverage and confidence level generally match to excellent precision. Even if they did not match, this information could be used to modify reported constraints compared to network predictions. This test makes no reference to the true parameter values of the observed data or long-run MCMC results, and therefore will prove very important in the inference of observational data with unknown true parameters and implicit likelihood.

### 3.6 Wide priors

In the previous sections we have dealt with reasonably narrow priors, estimated either via a Fisher matrix formalism or related observational constraints. However, there are some situations in which the prior is much wider than the support of the posterior, for example in the context of bias parameters in large-scale structure [99]. In this section we demonstrate how wide priors can be accommodated by using multiple rounds of training and truncation with TMNRE:

**Truncation efficiently identifies the parameter region of interest.**
Figure 12: Local amortization allows for cheap consistency checks. Here we show the results of our coverage test applied to all 1- and 2-dimensional posteriors for the network trained in Sec. 3.1, for which the posteriors are shown in Fig. 8.

Examples outside the cosmological context can be found in [16, 17]. As a concrete test, we consider the CMB forecasting simulator from Sec. 3.1. This time, each cosmological parameter is drawn from a uniform prior with $\theta_i \in [\theta_i^0 - 25\sigma_i^F, \theta_i^0 + 25\sigma_i^F]$ with $\sigma_F$ the Fisher estimate, except for $\tau$, for which $\pm 8\sigma_F$ is used to stay within the physical range. The volume of this prior is 5000 times larger than that in Sec. 3.1. We perform multiple rounds of training with the same settings as in Sec. 3.1. When truncating, we take into account correlations for the parameter pairs $(\omega_{cdm}, n_s)$ and $(\ln(10^{10} A_s), \tau)$ respectively, with no correlations considered for $\omega_b$ and $100\theta_s$. Starting from 2000 simulations in the first round, the amount of training data was increased every time the volume of the truncated prior shrunk by a factor.
of less than 5. Over 9 rounds, 20,000 simulations are used, a factor of 4 increase from the inference with “reasonable” prior in Sec. 3.1. Some simulations are reused between rounds.\textsuperscript{21} The evolution of the training data as well as posteriors from the first and last rounds are shown in Fig. 13. After the sixth round of training (with $10^4$ simulations seen by the network), the volume of the truncated prior has shrunk by a factor of 5000. In other words, truncation efficiently identifies the parameter region of interest.

4 Conclusions and outlook

In this work we have illustrated how a novel technique in simulation-based inference (SBI) called Truncated Marginal Neural Ratio Estimation (TMNRE, as implemented in the open-source code \texttt{swyft}\textsuperscript{22}) can be used to improve cosmological parameter inference. In particular,\textsuperscript{21}

\textsuperscript{21}We ran this experiment with 10,000 simulations in the initial round, and convergence was also achieved at a total simulation cost of roughly 20,000, in this case distributed over three rounds of training.

\textsuperscript{22}https://github.com/undark-lab/swyft
we have argued that TMNRE has several advantages over conventional sampling-based approaches such as MCMC, including:

- **Efficiency.** TMNRE generically requires significantly fewer simulator calls than traditional sampling-based methods simply because it targets the 1- and 2-dimensional marginal posteriors rather than the full joint posterior. In addition, one can alter the priors, the observables, or the inference network without having to re-run the simulator from scratch; in Sec. 3.2, we illustrated that adding BAO data to the network that was generated using data from a Planck-like simulator required zero additional calls to the simulator.

- **Scalability.** Nuisance parameters are commonplace in cosmology, and tend to significantly impede the convergence timescale of MCMC. TMNRE is designed in part to soften this scaling with respect to the number of nuisance parameters introduced; we present here several examples where parameters “ignored” by the network do not increase the number of simulator calls required for accurate and converged posteriors. This is one of the major advantages offered by TMNRE over other SBI approaches.

- **Trustability.** One of the most attractive features of TMNRE is that the reliability of the network can be directly tested via local amortization, which effectively amounts to a rigorous check of the coverage of the Bayesian credible interval. This type of test is crucial for establishing that TMNRE is trustable, offering a major advantage over MCMC and some other forms of SBI.

We have illustrated the power of this method using the CMB power spectra and BAO, showing TMNRE generates perfect Bayesian confidence intervals for the ΛCDM parameters with orders of magnitude less computation time than traditional algorithms. Despite the fact that TMNRE (and more generally SBI) provide their biggest improvements when the likelihood is unknown and simulations are computationally expensive, we have shown that these methods can be powerful even when in circumstances that are more favorable for conventional methods. In particular, we believe that TMNRE offers cosmologists a novel computational tool that mitigates the need for approximation schemes in extended cosmologies (such as those involving massive neutrinos, interacting species, and non-standard distribution functions).

These aspects bode well for extracting cosmological information from future surveys. While in this paper we have worked with simulators for CMB summary statistics, recent work has shown that density-based SBI performs well when presented with field-level data [11–13] (and see [100] for a comparison with field-level likelihood methods). We note that neural ratio estimation, which scales favorably compared to density estimation, has not yet been applied to field-level analysis. There is no theoretical obstruction to using SBI for full high-resolution simulations; such an approach will likely be crucial to using future data to understand our universe.

To make contact with observational data, it is therefore of high importance for future cosmology experiments to release simulators (which incorporate e.g. systematic effects) which are capable of reproducing their mock data. Importantly, this does not necessitate a major philosophical shift, since most experiments already release their likelihoods. Moreover, experimental collaborations have already done the hard work of calibrating and validating their simulators. Moving to realistic simulators will not only allow for significant progress in the field of SBI, but it will also improve the extent to which we can extract cosmological information and build cosmological models.
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A Explicit sky mask

In Sec. 3.1 we incorporated partial sky coverage by modifying the effective number of degrees of freedom with $f_{\text{sky}}$. In this appendix, we incorporate an explicit sky mask, which generally makes a likelihood-based analysis significantly more complicated, since different modes are coupled (see e.g. [85]). On the other hand, in the context of SBI incorporating an explicit sky mask is straightforward: we may simply replace masked pixels with some fixed value and compute the corresponding maximum likelihood power spectrum. Here we set masked pixels to 0. Note that in this context the power spectrum is no longer a sufficient statistic. However, treating CMB analysis at the pixel level at sufficiently high-resolutions will require technical progress beyond the scope of this work.

As a toy example, we infer cosmology using the $TT$ power spectrum mimicking a single frequency channel with WMAP systematics. Namely, we compute the power spectrum up to $\ell_{\text{max}} = 1024$, employ a Gaussian beam with $\text{FWHM} = 0.008$ radians and white noise with $\sigma_T = 35 \, \mu\text{K}$. We mask the data using the WMAP 7-year temperature mask\footnote{http://lambda.gsfc.nasa.gov/data/map/dr4/ancillary/masks/wmap_temperature_analysis_mask_r9_7yr_v4.fits}, setting these pixel values to 0, and compute the corresponding maximum likelihood power spectrum. Here we set masked pixels to 0. Note that in this context the power spectrum is no longer a sufficient statistic. However, treating CMB analysis at the pixel level at sufficiently high-resolutions will require technical progress beyond the scope of this work.

For this simulator, we infer $\Lambda$CDM parameters with $\tau = 0.054$ fixed. We take as our prior for the remaining parameters

\[
\begin{align*}
\omega_b &\sim U[0.0116, 0.0332] \\
\omega_{\text{cdm}} &\sim U[0.0206, 0.2193] \\
100\theta_s &\sim U[1.017, 1.065] \\
\ln (10^{10} A_s) &\sim U[2.469, 3.681] \\
n_s &\sim U[0.687, 1.243]
\end{align*}
\]

which is wide for all parameters except for $100\theta_s$. Fiducial parameters are the same as those in Sec. 3.1. We draw 20,000 simulations from this prior and train the 1- and 2-dimensional posteriors, employing a linear embedding layer that compresses the data from 1024 to 10 features. The results are shown in Fig. 14.
Figure 14: One- and two-dimensional posteriors for the power spectrum of an explicitly masked sky.
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