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Abstract—In this paper, we generally formulate the dynamics prediction problem of various network systems (e.g., the prediction of mobility, traffic and topology) as the temporal link prediction task. Different from conventional techniques of temporal link prediction that ignore the potential non-linear characteristics and the informative link weights in the dynamic network, we introduce a novel non-linear model GCN-GAN to tackle the challenging temporal link prediction task of weighted dynamic networks. The proposed model leverages the benefits of the graph convolutional network (GCN), long short-term memory (LSTM) as well as the generative adversarial network (GAN). Thus, the dynamics, topology structure and evolutionary patterns of weighted dynamic networks can be fully exploited to improve the temporal link prediction performance. Concretely, we first utilize GCN to explore the local topological characteristics of each single snapshot and then employ LSTM to characterize the evolving features of the dynamic networks. Moreover, GAN is used to enhance the ability of the model to generate the next weighted network snapshot, which can effectively tackle the sparsity and the wide-value-range problem of edge weights in real-life dynamic networks. To verify the model’s effectiveness, we conduct extensive experiments on four datasets of different network systems and application scenarios. The experimental results demonstrate that our model achieves impressive results compared to the state-of-the-art competitors.

Index Terms—Temporal Link Prediction, Weighted Dynamic Networks, Generative Adversarial Networks, Graph Convolutional Networks

I. INTRODUCTION

Dynamics is a significant factor that hinders the performance of most network systems. The prediction of mobility, traffic and topology has been considered as an effective technique to cope with the problem. For instance, the dynamics of communication links in ad hoc networks makes the design of routing protocol a challenging problem, where the prediction of the dynamic topology plays an important role to achieve a more efficient and reliable communication [1]. In data center networks, traffic prediction technique could be utilized to effectively schedule the highly parallel network flows while avoiding the performance degradation due to resource shortages [2]. For cellular networks, the prediction of users’ locations can help to reduce the resource consumption (e.g., bandwidth) and achieve better Quality of Services (QoS) [3]. In a word, if the dynamics of the network system can be accurately predicted, the key resources can be effectively pre-allocated to ensure the system’s high performance.

Although numerous studies have been developed to deal with the dynamics of network systems [4]–[5], most of them only focus on a specific application scenario (e.g., flow prediction in data center networks), failing to be generalized to other different scenarios.

In fact, the dynamics prediction problem of various network systems can be generally formulated as the temporal link prediction task, where the system’s behavior is described by an abstracted dynamic graph. For example, one can model each host in a data center as a node (entity), and the dynamic traffic between a pair of hosts can be regarded as the changed weighted link (relation) between the corresponding entity pair. Given the graph snapshots of previous time slices, the temporal link prediction task tries to construct the graph topology in the next time slice [6].

Several recent techniques have been proposed to predict the temporal links in dynamic graphs from different perspectives [2]–[5]. Despite their effectiveness, we argue that temporal link prediction remains a challenging task for two primary reasons.

First, to the best of our knowledge, most of the existing approaches merely consider the link prediction in unweighted networks, determining the existence and absence of a link between a certain node pair. However, the link weights are essential in real networks, which bring significant information about the network’s behavior. For example, the link weights may contain some useful information about delay, flow, signal strength or distance of the network systems. Under such circumstance, the temporal link prediction technique should not only determine the existence of links but also consider the corresponding weights, which is a more challenging problem that most of the conventional methods cannot tackle.

Second, non-linear transformations over time are commonly observed in dynamic networks since the formation process of most networks is complicated and highly non-linear [7]. However, conventional methods are almost based on typical linear models (e.g., non-negative matrix factorization (NMF) [8]), ignoring the potential non-linear characteristics of dynamic networks. These linear models may have limited performances for some network inference tasks, including the temporal
link prediction, because the linear data representation cannot capture the different latent factors of variation behind the network. To that end, it would be highly desirable to exploit the composition of multiple non-linear transformations of networks to improve the link prediction performance.

To alleviate the aforementioned limitations, we propose a novel deep learning based model for the temporal link prediction of weighted dynamic networks. Our model combines the strengths of the deep neural networks (i.e., graph convolutional network (GCN) [9] and long short-term memory (LSTM) network [10]) as well as generative adversarial network (GAN) [11] to strengthen the representation learning of the network data and generate the high-quality graph snapshot in next time slice. Concretely, we first utilize the GCN to capture the characteristics of topological structure hidden in each single graph snapshot. Then, the learned network representations are fed into an LSTM network to capture the evolving patterns of the weighted dynamic network with multiple successive time slices. Moreover, GAN is applied to generate high-quality and plausible graph snapshot with adversarial training. In the adversarial process, we train a generative model $G$ to predict the weighted links in the next time slice based on the historical data sequentially. A discriminative model $D$ is also trained to distinguish the generated list of links from the real records. $G$ and $D$ are jointly optimized with a minimax two-player game, enabling the model to generate high-quality weighted links.

We summarize our main contributions as follow:

- We formulate the dynamics prediction of various network systems as the temporal link prediction problem and discuss the challenges for the prediction of weighted dynamic networks.
- We employ deep neural networks (i.e., GCN and LSTM) to explore the non-linear characteristics of topological structure and evolving patterns hidden in the network.
- To the best of our knowledge, we are the first to utilize GAN to tackle the temporal link prediction of weighted dynamic networks, by generating high-quality next weighted links based on the historical snapshots.
- Besides the standard mean square error (MSE) metric, we introduce two additional metrics (i.e., edge-wise KL-divergence and the mismatch rate) to investigate the sparsity of the relations among entities in network systems and the wide-value-range property of edge weights.
- To verify the effectiveness of our model, we conduct extensive experiments on four datasets of various network systems, where our model consistently outperforms other competitors for the temporal link prediction task of weighted dynamic networks.

The rest of this paper is organized as follows. In Section II, we briefly introduce the related work. A formal definition of the temporal link prediction problem is given in Section III. Section IV presents the proposed GCN-GAN model in details. In Section V, we describe the experiments, including the performance evaluation on four datasets of network systems and a case study of the proposed model’s refining effect. Section VI concludes this paper and indicates our future work.

II. RELATED WORK

The dynamics of real network systems has received considerable attention in recent years. Several techniques have been developed to tackle the performance degradation caused by the system’s dynamics. In [2], the authors introduced a convolutional neural network framework, which can forecast the short-term traffic load in data center networks. In [3], a hidden Markov model was constructed to predict users’ locations in mobile cellular networks. To improve the quality of service (QoS) for users in wireless mesh backbone networks, [4] proposed a network traffic prediction model by integrating the deep belief neural network and spatiotemporal compressive sensing method. For the traffic matrix estimation problem, a novel approach with multiple low-rank matrices was advocated in [5], achieving a better performance compared to the conventional gravity model. However, most of the dynamics prediction techniques of network systems (including the above methods) only utilize the unique patterns or characteristics of a specific application scenario (e.g., data center network), lacking the significant ability to be generalized to other different scenarios.

On the other hand, the dynamics prediction problem of network systems can be generally modeled as the temporal link prediction task, and a brief overview about the task can be found in [12] and [13].

Conventional temporal link prediction methods are almost based on the collapsed network model [14, 15]. In the model, the network snapshots of multiple successive time slices are linearly combined to construct a single comprehensive snapshot named as the collapsed network. The characteristics of the dynamic network are extracted by conducting a certain matrix decomposition process on the collapsed snapshot. Nevertheless, such conventional models may ignore the critical information hidden in the dynamic network with multiple network snapshots resulting in limited prediction performance.

To avoid collapsing the temporal networks, authors of [16] represented the dynamic network as a third-order tensor, and the temporal information was explored by conducting a tensor factorization process. In [6], a model based on the non-negative matrix factorization (NMF) framework [8] was developed, where the dynamic information of historical snapshots was incorporated by utilizing the graph regularization technique. As discussed in [17], each network snapshot in the dynamic network could be described as a corresponding NMF component. A unified model was proposed based on the combination of multiple NMF components, where a novel adaptive parameter was introduced to consider the intrinsic correlation between single snapshot and the dynamic network.

However, the aforementioned approaches still have limited room for the improvement of prediction accuracy, because they are almost based on the traditional linear model, ignoring the potential non-linear characteristic of the dynamic network. Although several non-linear methods based on the restricted Boltzmann machine (RBM) [18] and graph embedding [19]
are proposed, most of them can only be applied to the prediction of unweighted networks but cannot deal with the challenging case of weighted networks.

III. PROBLEM DEFINITION

A dynamic network can be defined as a sequence of graph snapshots $G = \{G_1, G_2, \cdots, G_T\}$, in which $G_t = (V_t, E_t, W_t)$ is the snapshot at a certain time slice $t (t \in \{1, 2, \cdots, T\})$ with a node set $V$, an edge set $E_t$ and a weight set $W_t$ (we use the subscript $\tau$ to represent current time slice). In this study, we only consider the case of undirected weighted networks with all the graph snapshots sharing the same node set $V$.

For the snapshot of time slice $t$, we use an adjacency matrix $A_t \in \mathbb{R}^{V \times V}$ to describe the corresponding static topological structure. Specially, when there is an edge between node $i$ and $j$ ($(i, j) \in E_t$) with weight $W_t(i, j)$, we let $(A_t)_{ij} = W_t(i, j)$, and $(A_t)_{ij} = (A_t)_{ji} = 0$ otherwise. Given the adjacency matrices of previous $l$ time slices and current time slice $\{A_{\tau-l}, A_{\tau-l+1}, \cdots, A_{\tau}\}$ (with $l + 1$ network snapshots in total), the goal of the temporal link prediction task is to predict the topology of the next time slice $(\tau + 1)$, which can be formally described below:

$$\hat{A}_{\tau+1} = f(A_{\tau-l}, A_{\tau-l+1}, \cdots, A_{\tau}),$$  

(1)

where $f(\cdot)$ is the model that we need to construct in this paper while $\hat{A}_{\tau+1}$ represent the prediction result. For the convenience of discussion, we utilize the simplified notation $A_{\tau-l}^\tau$ to represent the sequence $\{A_{\tau-l}, \cdots, A_{\tau}\}$.

IV. METHODOLOGY

A. The Model Architecture

In this study, we introduce a novel non-linear model GCN-GAN for the temporal link prediction of weighted dynamic networks. The proposed model, depicted in Fig. 1, consists of three main components: (i) Graph Convolutional Network (GCN) [9], (ii) Long Short-Term Memory (LSTM) [10] and (iii) Generative Adversarial Nets (GAN) [11].

First, we utilize the GCN to explore the local topology characteristics of each single graph snapshot. Then, the comprehensive representations given by the GCN are fed into an LSTM network to capture the evolving patterns of the dynamic graph. Moreover, we apply the GAN to generate high-quality predicted graph snapshot with an adversarial process, where we use the GCN as well as the LSTM to construct a generative network $G$ (bottom side of Fig. 1) and introduce another full-connected discriminative network $D$ (top side of Fig. 1). In the adversarial process, $G$ is trained to predict the next snapshot based on the dynamic graph’s historical topology, while $D$ is trained to distinguish the generated weighted links from the real records. By applying this minimax two-player game, the adversarial process eventually adjusts $G$ to generate plausible and high-quality prediction result.

In the rest of this section, we elaborate on the three main components of GCN-GAN in detail.

![Fig. 1. The architecture of the GCN-GAN temporal link prediction model with a generative network $G$ (bottom side) and a discriminative network $D$ (top side). The generative network consists of a GCN hidden layer, an LSTM hidden layer and a full-connected output layer, while the discriminative network takes the form of full-connected feedforward network.](image-url)
input of $Z$ and $A_{τ−1}^r = \{A_{τ−1}, \cdots, A_τ\}$, the GCN layer of the generative network outputs a sequence of representations notated as $X_{τ−1}^r = \{X_{τ−1}, \cdots, X_τ\}$.

C. The LSTM Hidden Layer

In the GCN-GAN model, the learned comprehensive network representations $X_{τ−1}^r$ are fed into an LSTM layer, which has a powerful capacity to learn the long-term dependencies of sequential data, to capture the evolving patterns of the weighted dynamic networks. The standard LSTM architecture can be described as an encapsulated cell with several multiplicative gate units. For a certain time step $t$, the LSTM cell takes current input vector $x_t$ as well as the state vector of last time step $h_{t−1}$ as the input, and then output the state vector in current time step $h_t$:

$$i_t = \sigma(W^i_x x_t + W^i_h h_{t−1} + b^i)$$  \hspace{1cm} (3)

$$f_t = \sigma(W^f_x x_t + W^f_h h_{t−1} + b^f)$$  \hspace{1cm} (4)

$$o_t = \sigma(W^o_x x_t + W^o_h h_{t−1} + b^o)$$  \hspace{1cm} (5)

$$s_t = f_t \odot s_{t−1} + i_t \odot \tanh(s_t)$$  \hspace{1cm} (6)

$$h_t = o_t \odot \tanh(s_t)$$  \hspace{1cm} (7)

$$z_t = \sigma(W^z_x x_t + W^z_h h_{t−1} + b^z)$$  \hspace{1cm} (8)

where $i_t$, $f_t$, $o_t$, and $s_t$ represent the input gate, forget gate, output gate and memory cell, respectively; \(\{W_x, W_h, b\}\) are the parameters of the corresponding unit; \(\sigma(\cdot)\) is the sigmoid activation function; \(\odot\) denotes the element-wise multiplication.

Eventually, we treat the last hidden state $h_{τ+1}$ as the distributed representation of the historical snapshots and feed it into a fully-connected layer to generate the prediction result $\hat{A}_{τ+1}$.

Due to the capacity of learning temporal information of sequential data, one can directly use the LSTM framework (with multiple inputs and single output) to tackle the temporal link prediction task. However, there remain some limitations for the prediction of the weighted dynamic networks. Specifically, to learn the temporal information of the dynamic network, LSTM is usually trained by using the Mean Square Error (MSE) loss function. However, the MSE loss cannot reflect the sparsity and wide-value-range of the link weights in the real network systems, which is empirically demonstrated in Section V.

D. The Generative Adversarial Network

To cope with the sparsity and wide-value-range problem of the dynamic network’s edge weights, we utilize the GAN framework to enhance the generative capacity of LSTM.

Typically, GAN consists of a generative model $G$ and a discriminative model $D$ that compete in a minimax game with two players. First, $D$ tries to distinguish real data in the training set from the data generated by $G$. On the other hand, $G$ tries to fool $D$ and generate high-quality samples (data). Formally, such process can be described as follow (with two alternative optimization steps):

$$\min_G \max_D \left( \frac{E_{x \sim p_{data}(x)}}{E_{z \sim p(z)}} \left[ \log D(x) \right] + \log (1 - D(G(z))) \right)$$  \hspace{1cm} (9)

where $x$ is the input data from the training set, and $z$ represents the noise generated via a certain probability distribution $p(z)$ (e.g., the uniform distribution).

Like the above standard GAN framework, our model also optimizes two neural networks (i.e., the generative network $G$ and the discriminative network $D$) with a minimax two-player game. In the model, $D$ tries to distinguish the real graph snapshot in the training data from the snapshot generated by $G$, while $G$ maximizes the probability of $D$ to make a mistake. Hopefully, this adversarial process can eventually adjust $G$ to generate plausible and high-quality weighted links. We further elaborate such two neural networks below.

a) The Discriminative Network $D$: As depicted in Fig. 1 (top side), we implement the discriminative model $D$ via a fully-connected feedforward neural network with one hidden layer and one output layer. In the training process, $D$ alternatively takes $G$’s output $\hat{A}_{τ+1}$ or the ground-truth $A_{τ+1}$ as the input. Since each input data of the full-connected neural network is usually represented as a vector (but not in the form of matrix), we reshape the matrix input (i.e., $\hat{A}_{τ+1}$ or $A_{τ+1}$) into a corresponding row-wise long vector when feeding it into $D$. Moreover, as we adopt the Wasserstein GAN (WGAN) framework \cite{20, 21} to train the model (which is discussed later in this section), we set the output layer to be a linear layer, which directly generates the output without a non-linear activation function. Briefly, the details of the discriminative network $D$ can be formulated as follow:

$$D(A') = \left( \sigma(a'W^D_h + b'^D)W^D_o + b'^D \right), \hspace{1cm} (10)$$

where $A' \in \{A_{τ+1}, \hat{A}_{τ+1}\}$ with $a'$ as the corresponding reshaped row-wise long vector; \(\{W^D_h, b'^D\}\) and \(\{W^D_o, b'^D\}\) are respectively the parameters of the hidden layer and the output layer; \(\sigma(\cdot)\) represents the sigmoid activation function of the hidden layer.

Since the edge weights of a given network snapshot may have a large value range (e.g., $[0, 2,000]$), we normalize the element value of $A_{τ+1}$ into the range of $[0, 1]$ when selecting $A_{τ+1}$ as the input of $D$. The original prediction result $\hat{A}_{τ+1}$ given by $G$ is defined within the range $[0, 1]$, so it can be directly utilized as the input of $D$.

b) The Generative Network $G$: As depicted in Fig. 1 (bottom side), the generative model $G$ consists of a GCN layer, an LSTM layer and a full-connected output layer. The GCN layer takes the graph snapshots sequence $A_{τ−1}^r$ as well as the noise $Z$ as the input, and outputs the representations sequence $X_{τ−1}^r$ which is later fed into the LSTM layer. Note that each adjacency matrix input $A_t$ (\(t \in \{τ−l, \cdots, τ\}\)) should be normalized into the range of $[0, 1]$ before being fed into the GCN layer. Moreover, we adopt sigmoid as the activation function of all the GCN units and let the noise input $Z$ follow a uniform distribution within $[0, 1]$ (notated as $Z \sim U(0, 1)$).

The LSTM layer takes the representations sequence $X_{τ−l}^r$ given by the GCN layer as the input, and outputs the hidden states $h_{τ{l−1}}^r = \{h_{τ{l−1}}, \cdots, h_τ\}$. Note that each matrix input $X_t$ (\(t \in \{τ−l, \cdots, τ\}\)) should be reshaped into a row-
wise vector $x_t$ when being fed into the LSTM, since each LSTM cell treats the input data as a vector. Finally, the last hidden state $h_{τ}$ is fed into the output layer to generate the graph snapshot $\tilde{A}_{τ+1}$ (with the corresponding row-wise vector form) of the next time slice. In particular, the elements of a certain generated result are within the range of $[0, 1]$. The final predicted snapshot $\tilde{A}_{τ+1}$ with the correct value range of the dynamic network can be obtained by conducting the inverse process of normalization.

In the rest of this paper, we utilize the following simplified notation to represent the generative network $G$ (with noise $Z$ and network snapshot sequence $A_{τ-1}^*$ as the input):

$$\tilde{A}_{τ+1} = G (Z; A_{τ-1}^*) .$$  

(11)

### E. Model Optimization

Since the network’s topology dynamically changes over time, the GCN-GAN model should constantly update its parameters to adapt to the network’s evolution. Moreover, it’s usually assumed that the network snapshot close to the next time slice ($τ+1$) can be considered to have more similar characteristics to the ground-truth compared to those far from it [6]. Based on such reasonable assumption, we utilize the following optimization strategy. When it comes to a new time slice $τ$, the model first conducts the training process by utilizing the previous network graph sequence $A_{τ-1}^*$ as the input and current snapshot $A_τ$ as the ground-truth. After training the model for current time slice $τ$, we conduct the prediction process to generate the next graph snapshot $\tilde{A}_{τ+1}$ with sequence $A_{τ-1}^*$ as the input. The details of the training and predicting process are elaborated in the rest of the section.

For the temporal link prediction task, directly utilizing the standard adversarial training process is inappropriate, because $G$ may generate a plausible network snapshot that can successfully fool $D$ but it is not consistent with the next graph snapshot. In fact, we expect that the prediction result should be as close as possible to the ground-truth $A_{τ+1}$. In order to tackle such a possible problem, we introduce another pre-training process for $G$ with the following loss function:

$$\min_{θ_G} h_G (θ_G; Z, A_{τ-1}^*, A_τ) = \| A_τ - G (Z, A_{τ-1}^*) \|_F^2 + \frac{λ}{2} \| θ_G \|_2^2 ,$$  

(12)

where $θ_G$ represents the parameters of $G$ and $λ$ is the parameter to control the effect of the $L_2$-regularization term. In (12), $G$ tries to reconstruct current graph snapshot $A_τ$ given by the snapshot sequence $A_{τ-1}^*$ and noise $Z$. Such process can help $G$ to fully capture the latest temporal information of the dynamic network, which is considered as the most similar characteristics to the real snapshot of $A_{τ+1}$.

After the pre-training procedure, $G$ has the initial ability to generate the prediction result. The adversarial training process can be further developed to enhance $G$’s generative capacity to cope with the sparsity and wide-value-range problem of weighted dynamic networks. Especially, we utilize the Wasserstein GAN (WGAN) framework [20], [21], which has been proved to have a more reliable performance than the standard GAN, to achieve a relatively stable training process.

In such procedure, we first utilize the gradient descent method to update $D$’s parameters (notated as $θ_D$) with $G$’s parameters fixed via the following loss function:

$$\min_{θ_D} h_D (θ_D; Z, A_{τ-1}^*, A_τ) = E [D (A_τ)] - E [D (G (Z, A_{τ-1}^*)]) .$$  

(13)

After updating the parameters of $D$, their values should be further clipped into a pre-defined range of $[-c, c]$. Then, we update the parameters of $G$ (denoted as $θ_G$) with $D$’s parameters fixed by using the following loss function:

$$\min_{θ_G} h_G (θ_G; Z, A_{τ-1}^*) = -E [D (G (Z, A_{τ-1}^*)]) .$$  

(14)

In the experiment, we adopted the RMSProp algorithm to alternatively update the parameters of $θ_D$ and $θ_G$ until converge.

After finishing the training process, $G$ can be utilized to generate the prediction result $\tilde{A}_{τ+1}$ with $A_{τ-1}^*$ and $Z$ as the input. Note that the original $A_{τ+1}$’s elements are within the range of $[0, 1]$, and another renormalization process is needed to recover its values to the real range of the network’s edge weights. Furthermore, some tricks can be used to further refine the prediction result, which are formulated as follow:

$$\tilde{A}_{τ+1} ← (\tilde{A}_{τ+1} + A_{τ+1}^T) / 2 ,$$  

(15)

$$\tilde{A}_{τ+1}^{ii} ← 0 \text{ for } i \in \{1, 2, \cdots, |V|\} ,$$  

(16)

$$\tilde{A}_{τ+1}^{ij} ← 0 \text{ if } \tilde{A}_{τ+1}^{ij} < ε .$$  

(17)

First, we use (15) to make $\tilde{A}_{τ+1}$ symmetric, as we only consider the case of undirected networks. Then, by using (16), we set the diagonal elements of $\tilde{A}_{τ+1}$ to be 0 to remove the effect of self-connected edges. Finally, the elements whose values are less than a small threshold $ε$ can be set to 0 to reflect the sparsity of edge weights.

We summarize the overall training and predicting procedures of the GCN-GAN model (when the network system comes to a new time slice $τ$) in Table I.

### V. Experimental Evaluation

#### A. Datasets

In order to evaluate the effectiveness of our model, we conduct experiments on three real datasets and one simulation dataset of different network systems. The detailed statistics of these four datasets are presented in Table II, where $N$, $T$, and $Max$ denote the number of nodes, the number of time slices and the maximum edge weight value for a certain dataset after necessary pre-processing.

UCSD [22] is a link quality dataset of a wireless mesh network; NumFabric [23] is a simulation flow dataset of data

1https://crawdad.org/ucsb/meshnet/20070201/

2The data can be generated by running the simulation code released in https://knagaraj@bitbucket.org/knagaraj/numfabric.git
TABLE I
THE GCN-GAN TEMPORAL LINK PREDICTION ALGORITHM

| The GAN-CAN Algorithm |
|------------------------|
| Input: \{\{A_{r-i-1}, \cdots, A_{r-i}, A_r\}\}; \{\alpha_0, \alpha_D, \alpha_G\}; \{n_0, n\}, c. |
| Output: \{A_{r+1}\}, \{A_{r-i+1}\}; \text{the network snapshot sequence; if used to train the model and predict the next network snapshot;}
| \{\alpha_0, \alpha_D, \alpha_G\}; \text{learning rate for pre-training and formal training;}
| \{n_0, n\}; \text{number of iterations for pre-training and formal training;}
| c; \text{clipping bound; } \{A_{r+1}\}; \text{prediction result.} |
| Train the GAN-GAN model |
| with \{A_{r-i+1}\} = \{A_{r-i-1}, \cdots, A_{r-i}, A_r\}; \text{as the input} |
| after normalization of \{A_{r-i-1}, \cdots, A_{r-i}, A_r\} into [0, 1] |
| for i from 1 to n; //Pre-train G |
| generate the noise input \(Z \sim U[0, 1]\) |
| \(\theta_{G} \leftarrow \nabla_{\theta_G} \mathbb{E} \left[ \theta_G; Z, A_{r-1} \right] \) |
| \(\theta_{G} \leftarrow \theta_{G} - \alpha \cdot \text{RMSProp} \left( \theta_G, \theta_{G} \right) \) |
| for i from 1 to n; //Formally train the model |
| generate the noise input \(Z \sim U[0, 1]\) |
| \(\theta_{D} \leftarrow \nabla_{\theta_D} \mathbb{E} \left[ \theta_D; Z, A_{r-1} \right] \) |
| \(\theta_{D} \leftarrow \theta_{D} - \alpha \cdot \text{RMSProp} \left( \theta_D, \theta_{D} \right) \) |
| clip the element value of \(\theta_D\) into \([-c, c]\) |
| run \(\theta_D \leftarrow \nabla_{\theta_D} \mathbb{E} \left[ \theta_D; Z, A_{r-1} \right] \) |
| \(\theta_{G} \leftarrow \theta_{G} - \alpha \cdot \text{RMSProp} \left( \theta_G, \theta_{G} \right) \) |
| Generate the prediction result \(\hat{A}_{r+1} = \{A_{r+1-i}, \cdots, A_{r+i}\}\) |
| with \{A_{r-i+1}\} = \{A_{r-i}, \cdots, A_r\}; \text{as the input} |
| generate the noise input \(Z \sim U[0, 1]\) |
| \(\hat{A}_{r+1} \leftarrow \mathbb{E} \left[ \mathbb{E} \left[ \theta_D; Z, A_{r-1} \right] \right] \) |
| renormalize \(\hat{A}_{r+1}\) into \([0, 1]\) |
| refine \(\hat{A}_{r+1}\) via (15), (16) and (17) |

TABLE II
DETAILS OF THE DATASETS

| Datasets  | N  | T    | Max | Description                  |
|-----------|----|------|-----|------------------------------|
| UCSB      | 38 | 1,000| 2,000| Wireless mesh net link quality |
| KAIST     | 92 | 500  | 250 | Human mobility position data  |
| BJ-Taxi   | 256| 500  | 2,000| Vehicle mobility position data |
| NumFabric | 128| 350  | 20,000| Simulation data center flow   |

Center; KAIST and BJ-Taxi are the position datasets of a human mobility network and a vehicle mobility network, respectively. (Both KAIST and BJ-Taxi are the subsets of the original datasets.) For each dataset, we pre-process the dynamic network into multiple successive graph snapshots.

With regard to UCSB and NumFabric, the hosts in the network systems can be described as the nodes in the dynamic networks. Moreover, the link quality or flow in a certain time slice can be directly represented as the link weight between the corresponding pair of hosts in the specific snapshot.

For the position datasets KAIST and BJ-Taxi, we treated each user (person or vehicle) as a node in the abstracted dynamic network and calculated the distance between each pair of nodes for all the time slices. Particularly, we constructed a distance matrix \(D_t\) for a specific time slice \(t\), where the link weight to be 0 if the corresponding distance was larger than a pre-set threshold \(\delta\). Particularly, \(\delta\) is the maximum edge weight for a certain network (with \(\delta = 250\) for KAIST and \(\delta = 2,000\) for BJ-Taxi in our experiments).

Furthermore, we also statistically analyze the sparsity and distribution of the link weights for the above four networks.

The sparsity of link weights. According to our observation, most of the graph snapshots are relatively sparse, which means there is a non-ignorable portion of zeros in the adjacency matrix of a certain time slice. For example, the average portions of zero elements in all the adjacency matrices for UCSB, KAIST, BJ-Taxi and NumFabric are 0.52, 0.92, 0.94 and 0.50, respectively. Although the sparsity degree of different network systems may be significantly different, such statistical result can still reveal the fact that there are usually non-ignorable pairs of entities in the network system that may not have the defined relation (e.g., the relation of data transmission in the data center).

For the weighted temporal link prediction task, \((A_{t})_{ij} = 0\) means there is no edge between node \(i\) and \(j\). On the other hand, \((A_{t})_{ij}\) with small value means there is still an edge between this pair of nodes but the weight is small. Such two circumstances are entirely different, but to distinguish them remains a challenging problem for most of the conventional temporal link prediction methods.

The distribution of edge weights. The wide value range of link weights (e.g., from 0 to 20,000) is another significant property we have observed. To ensure the learning ability of the model, most link prediction approaches normalize the link weights input into a certain small range (e.g. [0, 1]). However, when recovering the value of the predicted snapshot, the very slight errors (between 0 and 1) may still result in large errors in the final results with the mean square error evaluation metric.

In this study, we also investigate the distribution of edge weights for the four datasets. The statistic of UCSB is
We formulate snapshot represent the normalized values of the ground-truth graph. We consider the magnitude difference of link weights. The case results in larger MSE error. To alleviate the mentioned difference between 2,000 and 1,990, even though the latter difference between 2 and 1 should be much larger than the is important for small weights. For instance, the magnitude edges are with relatively small weights. Nevertheless, the MSE value range (e.g., \([0, 2,000]\)), in which the majority of the networks, the edge weights of a snapshot may have a wide edge-wise KL-divergence and the mismatch rate).

B. Evaluation Metrics

To quantitatively evaluate our temporal link prediction model, we follow previous work \([6, 12]\) to use the Mean Square Error (MSE) metric scores for comparison, which is defined as:

\[
MSE = \frac{\sum_{i,j=1}^{N} (A_{ij} - \tilde{A}_{ij})^2}{|V| 	imes |V|}.
\]

(19)

Moreover, in order to further evaluate the capacity of our model to cope with the sparsity and wide-value-range problem discussed above, we introduce two additional metrics (i.e., the edge-wise KL-divergence and the mismatch rate).

a) The Edge-wise KL-Divergence: For some dynamic networks, the edge weights of a snapshot may have a wide value range (e.g., \([0, 2,000]\)), in which the majority of the edges are with relatively small weights. Nevertheless, the MSE score may be sensitive to the large edge weights only and suffers from distinguishing the difference of magnitude that is important for small weights. For instance, the magnitude difference between 2 and 1 should be much larger than the difference between 2,000 and 1,990, even though the latter case results in larger MSE error. To alleviate the mentioned issue, we introduce the edge-wise KL-divergence to further consider the magnitude difference of link weights.

Firstly, we derive two auxiliary matrices \(P\) and \(Q\) to represent the normalized values of the ground-truth graph snapshot \(A_{\tau+1}\) and the prediction result \(\tilde{A}_{\tau+1}\), respectively. We formulate \(P\) and \(Q\) as follows:

\[
P_{ij} = \frac{(A_{\tau+1})_{ij}}{\sum_{i,j=1}^{N} (A_{\tau+1})_{ij}}, \quad Q_{ij} = \frac{(\tilde{A}_{\tau+1})_{ij}}{\sum_{i,j=1}^{N} (\tilde{A}_{\tau+1})_{ij}}.
\]

(20)

Then, the edge-wise KL-divergence is defined as:

\[
KL(P || Q) = \sum_{i,j=1}^{N} f(P_{ij}, Q_{ij}),
\]

(21)

where \(f(P_{ij}, Q_{ij}) = P_{ij} \log \frac{P_{ij}}{Q_{ij}}\) (with the standard form of the KL-divergence) if \(P_{ij} > 0\) and \(Q_{ij} > 0\); otherwise \(f(P_{ij}, Q_{ij}) = 0\). Note that when \(P_{ij} = 0\) or \(Q_{ij} = 0\), we simply set their KL-divergence to 0 since the zero value may cause the NaN or Inf exception, and we consider such special cases in the definition of the mismatch rate below.

b) The Mismatch Rate: According to our observation on the datasets, the sparsity issue of the edge weights in the weighted dynamic network is also significant, which need to be specially discussed. We consider the following two cases:

a) \((A_{\tau+1})_{ij} = 0\) but \((\tilde{A}_{\tau+1})_{ij} > 0\);

b) \((A_{\tau+1})_{ij} > 0\) but \((\tilde{A}_{\tau+1})_{ij} = 0\).

Particularly, such two cases mean the prediction results improperly determine the existence of the edge \((i,j)\), which should be considered as serious mistakes for the temporal link prediction of weighted dynamic networks. Hence, we use the mismatch rate, which represents the proportion of such mismatched edges in a certain graph snapshot, as an additional evaluation metric.

C. Performance Evaluation

We evaluate the effectiveness of our model by comparing it with six baseline methods on the four datasets, including ED \([12]\), SVD \([12]\), NMF \([8]\), GrNMF \([6]\), AM-NMF \([17]\) and LSTM \([10]\). Among the baselines, ED, SVD and NMF are conventional approaches based on the collapsed network \([14, 15]\), while GrNMF and AM-NMF are state-of-the-art matrix factorization-based methods without collapsing the dynamic network. LSTM represents the non-linear model that directly utilize LSTM \([10]\) to perform the temporal link prediction.

In the experiment, we uniformly set \(l = 10\) for all the methods to be evaluated. For the matrix factorization-based methods (i.e., ED, SVD, NMF, GrNMF and AM-NMF), we set the hidden space size to be 16, 64, 128 and 64 for UCSB, KAIST, BJ-Taxi and NumFabric, respectively. For ED, SVD as well as NMF, we select the parameters with the best performance, while we utilize the recommended parameter settings for GrNMF and AM-NMF.

With regard to the non-linear methods (i.e., LSTM and GCN-GAN), we use the Xavier approach \([26]\) to initialize the parameters. For a dataset with \(N\) nodes, we set the noise input \(Z\) and the adjacency matrix input \(A_t\) of the GCN-GAN model to have the same size of \(N \times N\). Note that the input of a GCN unit is in the form of matrix, and its output should be reshaped into a row-wise vector before being fed into the LSTM layer. The layer configurations of the four datasets with the format of \(m_t \times m_h \times m_o\) are illustrated in Table III, where \(m_t\) is the size of the input in each time step, \(m_h\) represents the hidden size of LSTM and \(m_o\) is the size of the output. Especially, we use \(N \times N\) to represent the matrix input (with the size of \(N \times N\)) and utilize \(N^2\) to represent the size of a (row-wise) long vector which can be reshaped into an \(N \times N\) matrix.
The parameter settings of the four datasets are shown in Table IV, where λ is the parameter controls the effect of the $L_2$-regularization term in (12); $\varepsilon$ is the threshold used to refine the prediction result in (17); $\alpha_0$ is the learning rate of the pre-training process; $\alpha_D$ and $\alpha_G$ are the learning rate for training $D$ and $G$; $c$ is the clipping bound for $D$’s parameters $\theta_D$.

For each dataset, we use the first $(l + 2)$ graph snapshots as the original training data to conduct the initial training process. Then, we continuously slide the window with size $(l + 1)$ for the rest snapshots, in which we alternatively conduct the training and predicting process. For each evaluation metric, we record the average performance value of all the predicted snapshots. The evaluation results in terms of MSE, edge-wise KL-divergence and mismatch rate are shown in Table V, Table VI and Table VII respectively, where the best performance value is in **bold** and the second-best is with *underline*.

Note that the precision differences of the evaluation metrics among the comparative methods in different datasets are different, since different network systems may have diverse edge weight ranges and temporal characteristics. In Table V, the non-linear models (i.e., LSTM and GCN-GAN) achieve much better MSE scores than the linear approaches, indicating the powerful feature learning ability of the non-linear deep neural network. Particularly, our method has the best MSE scores on three datasets (i.e., UCSB, KAIST and NumFabric) and still obtains the competitive second-best MSE with the best performer (i.e., LSTM) in BJ-Taxi. For edge-wise KL-divergence and mismatch rate, the proposed method outperforms all the baselines on the four datasets, which further verifies that GCN-GAN is able to alleviate the sparsity and wide-value-range problem of weighted dynamic networks.

### D. Case Study

We use an exemplary case, which is selected from the prediction results of UCSB, to demonstrate our model’s capacity to generate high-quality weighted links. For a certain graph snapshot, we compare the adjacency matrices generated by different methods with the ground-truth. Heat maps are used to visualize the results. Typically, in an adjacency matrix, the zero elements and those with small values have entirely different physical meanings, thus we specially set all the zero values in the matrix (note that we set values of all the zero elements to be $0$).

As illustrated in Fig. 3, both GCN-GAN and LSTM fit the large edge weight (with color close to white) well. Moreover, the color depth indicates the weights of the edges, in which the color close to dark red indicates relatively small edge weight while that close to white means large value.

As illustrated in Fig. 3, both GCN-GAN and LSTM can fit the large edge weight (with color close to white) well. However, the LSTM fails to distinguish the zero values (with color close to black) and small edge weights (with color close to dark red). On the other hand, our GCN-GAN model can effectively cope with such challenging problem, reflecting the sparsity of edge weights of the network snapshot.
The performance evaluation results demonstrated that the value-range properties of the edge weights in real-life network systems and specially analyzed the sparsity as well as the wide-work networks (i.e., GCN and LSTM) in learning the comprehensive prediction task of weighted dynamic networks, problem in network systems (e.g., the prediction of mobility).

In our future work, we will consider the concrete deployment scenario of real network systems and use the measures of communication networks to evaluate the performance improvement for different systems. More importantly, how to cope with the challenging temporal link prediction problem with an unfixed node set is also our next research focus.

VI. CONCLUSION

In this paper, we proposed a novel temporal link prediction model GCN-GAN to generally tackle the dynamics prediction problem in network systems (e.g., the prediction of mobility, traffic and topology). Our model can effectively deal with challenging prediction task of weighted dynamic networks, because it combined the strengths of the deep neural networks (i.e., GCN and LSTM) in learning the comprehensive distributed representations of networks as well as GAN in generating high-quality weighted links. In addition, we applied the proposed model to four datasets of different network systems and specially analyzed the sparsity as well as the wide-value-range properties of the edge weights in real-life network systems. The performance evaluation results demonstrated that the proposed model outperformed other six competitors while having the powerful capacity to tackle the sparsity and wide-value-range problem of weighted dynamic networks.

In our future work, we will consider the concrete deployment scenario of real network systems and use the measures of communication networks to evaluate the performance improvement for different systems. More importantly, how to cope with the challenging temporal link prediction problem with an unfixed node set is also our next research focus.
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