Area confined position control of molecular aggregates
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Abstract

We report an experimental approach to control the position of molecular aggregates on surfaces by vacuum deposition. The control is accomplished by regulating the molecular density on the surface in a confined area. The diffusing molecules are concentrated at the centre of the confined area, producing a stable cluster when reaching the critical density for nucleation. Mechanistic aspects of that control are obtained from kinetic Monte Carlo simulations. The dimensions of the position can further be controlled by varying the beam flux and the substrate temperature.

Physical vapor deposition (PVD) describes a technique to condense materials onto a surface. Typically the materials are vaporized to generate atomic and molecular beams, and directed onto a substrate in vacuum [1]. The method allows for novel architectures with atomic precision control like artificial heterostructures [2]. Driven by the intensive applications in organic electronics, functional small molecules have attracted much attention over the last three decades [3, 4]. Owing to the superior device performances over other techniques like spin-coating, the PVD is widely used for functional small molecule film preparation in both academic researches and industrial productions [5, 6].

The basic growth process of molecules by PVD involves absorption, diffusion, desorption and nucleation of molecules on the surface. The nucleation contains the gathering of molecules at specific sites over a critical size and evolving to dynamically stable clusters [7]. In analogy to inorganic atoms, the organic molecules are found preferably to nucleate at defects, step edges, and aggregate together when a sufficient number of molecules is close together [8–11]. In order to generate regular-spaced nanostructures with this general approach, e.g., train-relief patterns [12] or hydrogen-bonded surface networks [13] can be used. Recent examples to generate position control, colour tuning with two dyes and improved carrier mobility for the organic field effect transistors can be found in [14–17]. Whereas the position control itself is quite insensitive to the chosen molecules, the specific properties of the individual aggregates naturally reflect the details of the individual molecular interactions; see, e.g., [18, 19].

Whereas the methods to obtain position control, used so far, rely on the presence of surface-supplied nucleation centres, we present a method which works without specific nucleation centres. Furthermore, it can generate regular structures on the micrometer scale. Due to the randomness of the trajectories of the molecules this may seem to be very difficult [20]. The key idea is to generate an initial inhomogeneous density profile of the molecules. Via combination with kinetic Monte Carlo simulations we also succeed to obtain a mechanistic understanding of the experimentally observed effects. Since the proposed concept does not depend on any molecular details, the simulations are performed for a minimum representation of the system.

Previously, vicinal surfaces were applied to create molecule density distribution, which the step edges act as the sinks for adatoms [21, 22]. However, the methods are limited to specific substrates such as single crystals and...
lead to no ordering of the aggregates owing to random presence of step edges on the surface. In our case, we experimentally patterned the SiO₂ with Au grids by standard electron beam lithography [14]. The Au grid consists of two orthogonal line arrays with a width of 1 μm. The spacing varies from 1.6 to 5.0 μm. For the functional molecule, we choose N, N’-bis(1-naphthyl)- N, N’-diphenyl-1,1’-biphenyl’-4,4’-diamine (NPB, a molecule widely used for organic light emitting diodes) [23]. Figure 1(a) shows scanning electron microscope (SEM) images of NPB deposited on a bare SiO₂ surface. In contrast, in figures 1(b)–(d) an Au grid with a spacing of 4.0 μm, 2.2 μm, and 1.8 μm have been employed, respectively. The molecules were deposited at a substrate temperature of 200 °C to ensure the diffusion of molecules over the surface and at a deposition rate of 0.2 nm min⁻¹ for 20 min. The SEM images were taken in second electron mode with an inlens detector, using 3 kV accelerating voltage to avoid damage of the organics. After the deposition, the sample was cooled down to room temperature and characterized ex situ by SEM to view the position of the NPB aggregates (dark points in the images).

As expected and observed extensively, without the Au grid the NPB islands are distributed in a random fashion [24]. In contrast, for the 4.0 μm Au grid, several molecular islands are present in the centre of the grid. Notably the number of islands is quite uniform ranging from 9 to 11 in each cell. The largest islands tend to be positioned closer to the four edges of the Au square. The number of the islands in the cells decreases with the size. When the grid size further decreases down to 1.8 μm, only one island is present in the centre of the cell, leading to the number and position control of the molecule aggregation. With optimization of growth conditions, most remarkably, more than 95% of all cells contain exactly one island. This corresponds to a high-quality growth control. As the grid size further decreases down to 1.8 μm, shown in figure 1(d), all molecules can diffuse to the Au, resulting in a highly ordered growth of organic molecules [24]. The volume of molecules on SiO₂ with different grid sizes was calculated, as shown in figure S2. The volume on SiO₂ increase with the grid size, showing the continuous lost of control of the patterns.

Quantitatively, we analyzed the position of each island on the samples shown in figures 1(a)–(c). The analysis was performed by dividing each grid cell into a 20 by 20 mesh which generates an X–Y coordinate system. For comparison, a virtual grid in size of 2.2 μm is artificially added to the sample of the unpatterned SiO₂. By mapping the centre of mass grid cell to the mesh, we get the position of each island. In total we measured and counted 235 virtual grid cells with around 4000 islands for bare SiO₂, 300 with 3100 islands for the grid size of 4.0 μm, and 1800 with 1716 islands for the grid size of 2.2 μm. The island position distribution is shown in figures 2(a)–(c).

Naturally, the molecular islands on bare SiO₂ surface display a uniform distribution in the virtual grid, reflecting a random location of the aggregates (figure 2(a)). For the grid with the size of 4.0 μm, the island distribution also displays the square symmetry, but is shrunk to a smaller size (figure 2(b)). As the grid size further decreased to 2.2 μm, the island position distribution shrinks to a point, located in the centre. Thus, also the position control is excellent (figure 2(c)).
To obtain information about the mechanism of position and number control, we performed kinetic Monte Carlo simulations with the same surface setup as in the experiment. We used a three-dimensional discrete model, similar to model described in [25]. One quadratic simulation box represents one cell with periodic boundary conditions in x- and y- direction. We used cell sizes (gap between gold stripes) of $L = 46a$, $L = 80a$ and $L = 146a$ to analyze the scaling behavior of island formation in the centre of the cell. The variable $a$ is the distance between two lattice points. The width of the gold array for all cells is $20a$. The system contains three particle types, the substrate particle $s$, the gold particle $g$ and the deposited particle $p$. Each particle type can occupy one lattice site. The gold particles are fixed during the simulation and are incorporated in the lowest substrate plane to avoid step edge barriers. The interaction energies (relative to $k_B T$) $\varepsilon_{sp} = 0.3$, $\varepsilon_{gp} = 1.3$ and $\varepsilon_{pp} = 1.0$ have been chosen to mimic the situation in the experiment. Specifically, it has been shown that the growth of NPB on single gold stripes can be reproduced very well [25]. Nonetheless the absolute values of the interaction parameters are not decisive for the phenomena, crucial is only the condition $\varepsilon_{sp} < \varepsilon_{gp}$. The

**Figure 2.** Histogram of NPB islands position distribution in (a) 2.2 μm grid artificially added on bare SiO₂, for comparison, (b) 4.0 μm Au grid and (c) 2.2 μm Au grid.
simulation starts with no particles on the substrate. Per Monte Carlo step, every particle on the substrate makes a Monte Carlo move according to the Metropolis criterion [26] and finally $n$ particles are added to the system. $n$ is Poisson distributed with the mean value $\bar{n}$, which is related to the average flux by $F = \bar{n}/(A\Delta t)$. Here $A$ is the surface size and $\Delta t$ the corresponding Monte Carlo time step. Particles are put directly on the surface, but cannot detach from it during the simulation. The simulation finishes, as in the experiment, when two monolayers (ML number of particles per full surface coverage) are deposited on the surface. The presented data were obtained from 2000 independent simulations with an average flux of $5.8 \times 10^{-6}/(a^2\Delta t)$.

We start by reporting the average projected cluster size distribution for the cell sizes of 80$a$ and 146$a$, where we get on average one and eight clusters, respectively; compare figures 1(b) and (c). Thus, these cell sizes thus can be approximately related to the 2.2 and 4.0 $\mu$m cells in the experiment. We used the projection of the three-dimensional deposited particle distribution onto the surface $xy$-plane $P(x_i, y_j)$, with $x_i$ and $y_j$ as the discrete lattice position in the cell. If the position $(x_i, y_j)$ is occupied by a deposited particle we choose $P(x_i, y_j) = 1$, otherwise $P(x_i, y_j) = 0$. The projected field was used to determine the two-dimensional size and the centre of mass of each cluster. Only if more than $b = 4$ particles in $P(x_i, y_j)$ stick together, they are considered to be a cluster. The choice of $b$ reflects the critical nucleus size as estimated in analogy to [27]. The result, however, is insensitive to the specific value of $b$, because the typical size of clusters is by far larger so that the identification of a cluster is insensitive to this choice. To get the averaged distribution, we divided the centre of mass coordinates into a $20a \times 20a$ mesh and calculated the average of the cluster sizes for each mesh cell. This colour coded plot is included to figures 1(b) and (c). In the case of lattice size of 80$a$ the biggest islands are in centre of the cell, whereas for the lattice size of 146$a$ they are near the corners of the cell. Both observations fully agree with the experiment.

The key advantage of simulations is to get information about the time evolution. For this purpose, we analyzed the particle density distribution $\rho(x_i, y_j)$ of the cells as given by the ensemble average of $P(x_i, y_j)$ of the cells as a function of time. To elucidate the molecular density before the nucleation event we explicitly identified at each time step those simulation runs without prior cluster formation. Of course, in this cluster-free subensemble the number of contributing simulations decreases with time. Specifically, $\rho^*$ denotes the molecular density in the cluster-free subensemble in the centre of the cell. To increase the statistics of $\rho^*$ we averaged over same lattice points in the centre of the cell.

For an analytical treatment one can calculate the time dependent particle density distribution from the partial differential equation (PDE)

$$\frac{d\rho(x, y, t)}{dt} = D\Delta\rho(x, y, t) + F$$

(1)

with absorbing boundary conditions [28]

$$\rho(x = 0, L, y, t) = \rho(x = 0, y, t) = 0.$$  

(2)

This ansatz is based on the Burton–Cabrera–Frank theory [29]. Later we compare the simulations with the stationary long-time solution of this PDE which can be written as

$$\rho_{\text{stat}}(x, y) = \sum_{\text{m,n,odd}} A_{m,n} \frac{FL^2}{D} \sin\left(\frac{m\pi x}{L}\right) \sin\left(\frac{n\pi y}{L}\right)$$

(3)

with the numerical values $A_{m,n} = 16/\pi^4 mn(m^2 + n^2)$ and $D$ the diffusion constant for the random walk. Thus, $\rho_{\text{stat}}(x, y)$ is dominated by the single term $m = n = 1$. In what follows the maximum of $\rho_{\text{stat}}(x, y)$ i.e. $\rho_{\text{stat}}(x = L/2, y = L/2)$ is correspondingly denoted as $\rho_{\text{stat}}^*$. We checked that for $L = 46a$, for which no cluster-formation is observed, the numerically and analytically determined stationary density agree very well, compare figures 3 and 4(a) [28, 30]. In particular (see figure 3), one finds $\rho_{\text{stat}}^* \approx \rho^*$. The minor deviations may be related to the fact that the effective value of the system $L$ is reduced due to the finite size of the adsorbed layer of molecules at the gold stripes. However, for bigger $L$ this effect decreases.

To better understand the mechanisms of cluster formation we start with the discussion of $L = 80a$. In figure 4(b) we show the time-dependent along diagonals averaged density $\rho(x_i, x_j)$ denoted $\rho(x_{\text{dia}})$. For short times (coverage of 0.01 ML where no relevant (<1%) cluster formation has occurred, the stationary state is not yet reached. In the opposite limit of long times (2 ML, formation of clusters in 94.6% of all realizations) the density $\rho(x_{\text{dia}})$ strongly increases in the centre of the system. This reflects the presence of clusters in that region. In order to learn about the mechanism of cluster formation we also study the case of intermediate times (coverage of 0.20 ML) where in 35% of all realizations clusters have grown. In figure 4(b) we show $\rho(x_{\text{dia}})$ in the cluster-free ensemble. Studying this ensemble has the advantage that one is at the same time sensitive to the past (no cluster growth in that subensemble) and the future (conditions for possible future cluster growth). The numerical data agree very well with the analytical solution $\rho_{\text{stat}}(x, x)$ as shown in figures 3 and 4(b).
nucleation process preferentially takes place in the centre of the cell, where the particle density is the highest. It is denoted as $\rho_{\text{form}} \approx 0.016$.

Based on this observation we formulate the hypothesis that cluster growth is basically occurring for $\rho(x, y) \approx \rho_{\text{form}}^*$. To check this hypothesis we analyze the case $L = 146a$ for which $\rho_{\text{stat}} > \rho_{\text{form}}^*$; see figure 3. Before the actual density distribution $\rho(x, y)$ reaches the stationary distribution, the density has to cross $\rho_{\text{form}}^*$. Exactly in this time regime nucleation sets in. E.g., for $\rho^* = \rho_{\text{form}}^*$, the nucleation probability is 40.5% and approaches 88.0% for $\rho^* \approx 1.4\rho_{\text{form}}^*$ (see figure 3). This reflects the strong dependence of nucleation rate on density [31]. Furthermore, in this time regime there is a large area for which $\rho(x, y) \geq \rho_{\text{form}}^*$. As a consequence many nuclei can growth precisely in this area (see figure 4(c)). Thus, only for

$$\rho_{\text{stat}}(\propto L^2 F) \approx \rho_{\text{form}}^*$$

$\rho(x, y)$ neither reaches values around $\rho_{\text{form}}^*$ for a large area nor is it everywhere smaller than $\rho_{\text{form}}^*$. Thus, equation (4) is the condition for single-cluster growth, going along with good position control. Interestingly, the long-time density $\rho(x, y)$ for $L = 146a$, reflecting the nature of the formed clusters, does not display a maximum in the middle of the cell but rather two maxima close to the boundaries of the spatial region where cluster-formation can occur. This effect may be explained by the fact that clusters close to these boundaries can attach the large number of freely diffusing particles between that boundary and the gold stripe. This also rationalizes the increased cluster size close to these boundaries, as reported also for the experimental systems. The increased cluster size also leads to a large island size for the 4.0 $\mu$m grid than for the 2.0 $\mu$m grid or on bare SiO$_2$.

Finally, we show experimentally that by either varying the deposition flux or the temperature, one can reach a single-cluster growth for different cell sizes; see figure 5. For a given substrate temperature of 200 °C, the grid size can be changed from 4.8 to 1.6 $\mu$m varying with $F$ from 0.04 to 0.37 nm min$^{-1}$, as shown in the double logarithmic plot in figure 5(a). Based on equation (4) one has $L \propto (\rho_{\text{form}}^* / F)^{1/2}$. Assuming that $\rho_{\text{form}}^*$ is independent from $F$ one gets the scaling $L \propto F^{-\frac{1}{2}}$. This seems to be the case in our experimental system, compare figure 5(a). There we added a straight line with the slope 1/2. This clearly reveals a key effect of the inverse dependence of cell size and flux to obtain single-cluster growth; see also [32]. To obtain the complete flux dependence one also has to take into account the precise flux dependence of $\rho_{\text{form}}^*$, which is, however, beyond the scope of this work. Nonetheless the results from the step growth on vicinal surfaces [21] suggest the scaling $L \propto (1/F)^{\chi}$ with $\chi = \frac{\tilde{r}}{\tilde{r}^2 + 2}$ and $\tilde{r}$ as the critical nucleus size. This result coincides with experimental data for a large critical nucleus size.

In figure 5(b) the beam flux is fixed at 0.12 nm min$^{-1}$, the grid size varies from 2.2 to 4.0 $\mu$m, giving a linear plot of grid size $L$ versus $1/F$. With decreasing temperature the cluster formation becomes more efficient so that $\rho_{\text{form}}^*$ and, according to equation (4), $L$ decrease with increasing $1/F$. For a detailed discussion of the temperature scaling the analyzed temperature range is too small. For general reasons, an Arrhenius scaling is very likely to hold [21].

In summary, we present a concept to control the position of molecular aggregates by regular patterning of the substrate with gold. The experimentally observed and with simulations reproduced single-cluster formation

**Figure 3.** Time dependence of $\rho^*$ for the three different system sizes $L = 46a$, $L = 80a$, $L = 146a$ and the corresponding analytical stationary value of $\rho_{\text{stat}}^*$ (broken lines).
is determined by position control as well as the growth control, which leads to the excellent short- and long-range order of the pattern. This can be understood via equation (4) as derived from analysis of the numerical data. Its physical background involves the strong sensitivity of the nucleation rate on density, and the emergence of sin-type stationary density profiles, displaying a well-defined maximum. The single-cluster growth can be obtained for a large range of experimental parameters. Since, furthermore, the mechanism is very general, it is not restricted to NPB, rather the nature of the molecule in our model is only reflected by the specific value of $D$ and $\rho^k_{\text{form}}$, so it can be directly applied to different molecules.

Figure 4. (a) Time evolution of the density distribution for $L = 46a$. Specifically, two times are displayed, corresponding to the depositions of 0.20 and 2.0 ML. Thus, no stable clusters are present and the results can be directly compared with the analytical result. Included is the theoretical stationary distribution (first three dominant terms from equation (3)). (b) Similar plot for $L = 80a$ with $\langle N \rangle = 1$. The distributions for the two early time steps belong to the left scale, $\rho(x_{\text{dia}})$ to the right scale (r). The data for 0.20 ML is shown for the cluster-free ensemble (CF). (c) Same for $L = 146a$ as in (b), using the three coverages 0.01, 0.03 (averaged), and 2.0 ML.
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Figure 5. Dependence of Au grid size of one NPB island in the cell on (a) double logarithmic plot of beam flux at substrate temperature of 200 °C with straight line of the slope 1/2 and (b) substrate temperature at beam flux of 0.12 nm min⁻¹.