On the Boundedness of the Support of Optimal Input Measures for Rayleigh Fading Channels
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Abstract—We consider transmission over a wireless multiple antenna communication system operating in a Rayleigh flat fading environment with no channel state information at the receiver and the transmitter with coherence time \( T = 1 \). We show that, subject to the average power constraint, the support of the capacity achieving input distribution is bounded. Moreover, we show by a simple example concerning the identity theorem (or uniqueness theorem) from the complex analysis in several variables that some of the existing results in the field are not rigorous.

I. INTRODUCTION

We show in this paper by elementary means that the support of the capacity achieving input measure for multiple-input multiple-output (MIMO) Rayleigh fading channels subject to average power constraint with coherence time \( T = 1 \) is bounded. A generalization of the result to coherence intervals of size \( T > 1 \) seems to be highly non-trivial and will probably require a substantial extension of the techniques used here supplemented by some results and methods from the “hard analysis”.

Previous fundamental achievements, e.g. \[1\], \[3\], \[5\], \[6\], follow the same procedure which can be traced back to the classic paper \[8\] by Smith. The basic tools are the Karush-Kuhn-Tucker (KKT) conditions from the theory of convex optimization supported by an application of the identity theorem (also known as the uniqueness theorem) from complex analysis. Our approach is based on the KKT conditions too but avoids the usage of the identity theorem.

In \[1\] Abou-Faycal, Trott, and Shamai proved, using these techniques, that for a one-dimensional Rayleigh fading channel the optimal input measure subjected to an average power constraint to be discrete with a finite number of mass points. In \[3\] Chan, Hranilovic, and Kschischang showed for a MIMO Rayleigh block-fading channel with i.i.d. channel matrix coefficients that the optimum input distribution subjected to peak and average power constraint contains a finite number of mass points with respect to a specific norm. In addition Fozunbal, McLaughlin, and Schafer argued in \[5\] that a bounded support of the capacity maximizer implies its singularity with respect to the Borel-Lebesgue measure. The approach in \[5\], \[3\] is based on the identity theorem for holomorphic functions in several complex variables and use the assumption that an open set in \( \mathbb{R}^n \) fulfills the hypothesis of the identity theorem in \( \mathbb{C}^n \). We show in section \[IV\] by a simple example that the conclusion of the identity theorem fails in this setting. Consequently, these results are not rigorous. Since, in contrast to the complex analysis in one variable, it is still an open difficult problem to characterize the families of sets for which the identity theorem for holomorphic functions in several complex variables holds we cannot hope to understand the properties of the capacity maximizers in the present setting by an reduction to uniqueness properties of holomorphic functions in higher dimensions. Therefore, it is likely that we will be forced to develop or apply “real-analytic” tools for tackling this important communication-theoretic problem.

The paper is organized as follows: Section \[II\] provides some basic definitions and is followed by Section \[III\] which contains the main result of this paper. As mentioned above, in Section \[IV\] we give an elementary example that shows that the application of the identity theorem in higher dimensions is, in general, not admissible if we want to understand the properties of capacity maximizers of Rayleigh fading channels.

Notation. Throughout the paper we will denote the set of complex \( N\)-by-1 matrices by \( \mathbb{M}(N \times 1, \mathbb{C}) \) and will freely identify this set with \( \mathbb{C}^N \). \( \ln \) stands for the logarithm to the base \( e \). Capital letters \( X, Y, H \) are reserved for random variables.

II. RAYLEIGH FADING CHANNEL

We consider a Rayleigh fading channel with the coherence time \( T = 1 \) which is described by

\[
Y_m = \sum_{n=1}^{N} H_{mn} X_n + Z_m
\]

with coefficient matrices \( Y, Z \in \mathbb{M}(M \times 1, \mathbb{C}), X \in \mathbb{M}(N \times 1, \mathbb{C}) \) and \( H \in \mathbb{M}(M \times N, \mathbb{C}) \), where the the channel \( \mathbf{H} \) is assumed to be complex circularly symmetric.
Gaussian with zero mean and with covariance matrix $\Sigma$ and complex additive noise coefficients $Z_m$ are assumed to be i.i.d. complex circularly symmetric Gaussian with $\mathbb{C}\mathcal{N}(0,\sigma^2_Z)$. Let $\mathcal{P}(X)$ be the set of probability measures on $(\mathbb{M}(N \times 1, \mathbb{C}), \Sigma_{\text{Borel}}(\mathbb{M}(N \times 1, \mathbb{C})))$. Then the set

$$
\mu_{g,a}(X) = \{ \mu \in \mathcal{P} \mid \int (g(x) - a) d\mu(x) \leq 0 \}
$$

with the average power constraint of the transmitted signal

$$
\int (g(x) - a) d\mu(x) = \frac{1}{N} \sum_{n=1}^{N} |x_n|^2 d\mu(x) - a \leq 0
$$

is weak* compact as it was shown in [5] and [4]. If $\mathcal{P}(Y)$ is the set of conditional probability measures on $(\mathbb{M}(M \times 1, \mathbb{C}), \Sigma_{\text{Borel}}(\mathbb{M}(M \times 1, \mathbb{C})))$ we can determine the channel by a set $\{W(\cdot|x) \in \mathcal{P}(Y)| x \in \mathbb{M}(N \times 1, \mathbb{C})\}$, where $W(\cdot|x)$ is absolutely continuous with respect to Borel-Lebesgue measure. For the Rayleigh fading channel the conditional probability density of the received signals $y$ conditioned on the input symbol $x$ is given by

$$p(y|x) = \frac{e^{-\|y\|^2/2}}{\pi^M \det(\sigma^2_Z 1_M + (1_M \otimes x^H) \Sigma (1_M \otimes x))} \tag{4}$$

with covariance matrix $\Sigma$ of $H$

$$\Sigma = E(H \otimes H^*) \tag{5}$$

Let $\mu \in \mu_{g,a}(X)$ be a probability measure and define

$$f_\mu(y) := \int p(y|x) d\mu(dx) \tag{6}$$

Then the mutual information of the channel with no CSI at the receiver is given by

$$I(\mu; W) = \int p(y|x) \log \frac{p(y|x)}{f_\mu(y)} dy d\mu(x). \tag{7}$$

The mutual Information is a weak* continuous functional on the weak* compact and convex set $\mu_{g,a}(X)$ (see [6]). Thus the functional $I(\mu; W)$ achieves its maximum on $\mu_{g,a}(X)$ by the following

**Theorem 2.1 (Cf. [1]):** Let $f$ be a weak* continuous real-valued functional on a weak* compact subset $S$ of $X^*$. Then $f$ is bounded on $S$ and achieves its maximum on $S$.

The mutual information is strictly concave functional on $\mu_{g,a}(X)$ up to equivalence of measures. Hereby, two measures $\mu, \nu \in \mu_{g,a}(X)$ are called equivalent if $f_\mu(y) = f_\nu(y)$. So its maximum on $\mu_{g,a}(X)$ is achieved by a unique input distribution up to equivalence defined above [6]. Hence, with

$$C(a) = \sup_{\mu \in \mu_{g,a}(X)} I(\mu; W) \tag{8}$$

there exists a measure $\mu_0 \in \mu_{g,a}(X)$ that achieves the capacity of the channel and is unique up to equivalence of measures. The aim of this paper is to show that subjected to an average power constraint the capacity achieving distribution of the channel has a bounded support.

### III. Bounded Support of Optimal Input Distribution

The purpose of this section is to show that the support of the capacity achieving input measure for the channel given in [4] with coherence time $T = 1$, is bounded. For $r_1, r_2 \in \mathbb{R}$ with $0 \leq r_1 < r_2$ we set

$$B(r_1, r_2) := \{ x \in \mathbb{M}(N \times 1, \mathbb{C}) : r_1 \leq \text{tr}(xx^H) \leq r_2 \}, \tag{9}$$

with $(x, x) := \|x\|^2$.

**Lemma 3.1:** Let $r_1, r_2 \in \mathbb{R}$ with $0 \leq r_1 < r_2$ and $\mu(B(r_1, r_2)) > 0$ with $\mu \in \mu_{g,a}(X)$ be given. Then

$$\int p(y|x) \log f_\mu(y) dy \geq \log \frac{\mu(B(r_1, r_2))}{\pi^M \Pi} - \frac{M (\sigma^2_Z + \lambda_{\text{max}} x^H x)}{(\sigma^2_Z + \lambda_{\text{max}} r_1)} \tag{10}$$

with $\Pi := \max_{x \in B(r_1, r_2)} \text{det}(\sigma^2_Z 1_M + (1_M \otimes x^H) \Sigma (1_M \otimes x))$ and $\lambda_{\text{min}} > 0$ and $\lambda_{\text{max}} > 0$ are the minimum and maximum eigenvalues of the covariance matrix $\Sigma$.

**Proof:** By the defining relation [6] we have

$$f_\mu(y) := \int p(y|x) d\mu(dx) \geq \int_{B(r_1, r_2)} p(y|x) \mu(dx) \tag{11}$$

Next we define

$$\Pi := \max_{x \in B(r_1, r_2)} \text{det}(\sigma^2_Z 1_M + (1_M \otimes x^H) \Sigma (1_M \otimes x)), \tag{12}$$

whereas the maximum of the function is achieved on $B(r_1, r_2)$ because of the compactness of $B(r_1, r_2)$. Hence, for $x \in B(r_1, r_2)$ we obtain

$$p(y|x) \geq \frac{e^{-\|y\|^2/2}}{\pi^M \Pi} \tag{13}$$

For every $x \in \mathbb{M}(M \times 1, \mathbb{C})$ we have

$$(\sigma^2_Z + \lambda_{\text{min}} x^H x) 1_M \leq (\sigma^2_Z 1_M + (1_M \otimes x^H) \Sigma (1_M \otimes x)) \leq (\sigma^2_Z + \lambda_{\text{max}} x^H x) 1_M \tag{14}$$

where $\lambda_{\text{min}} > 0$ and $\lambda_{\text{max}} > 0$ are the minimum and maximum eigenvalues of the hermitian and strictly positive covariance matrix $\Sigma$. By the definition of $B(r_1, r_2)$ we have

$$r_1 \leq \text{tr}(xx^H) = x^H x = \|x\|^2 \quad (x \in B(r_1, r_2)) \tag{15}$$

Hence, it follows that

$$\sigma^2_Z + \lambda_{\text{min}} x^H x \geq \sigma^2_Z + \lambda_{\text{min}} r_1. \tag{16}$$

For two operators $A, B \in \mathbb{M}(N, \mathbb{C})$ with $A \leq B$ and a positive operator $R \in \mathbb{M}(N, \mathbb{C})$ we have

$$\text{tr}(AR) \leq \text{tr}(BR). \tag{17}$$

Due to the fact that the operators in [14] are hermitian and positive and the same holds for $yy^H$ and because the function
\[ f(A) = -A^{-1} \text{ is operator monotone for all positive operators} \]

\[ f(A) = -A^{-1} \text{ is operator monotone for all positive operators} \]

\[ \text{[13]} \text{ it follows that for } x \in B(r_1, r_2) \]

\[ p(y|x) \geq e^{-\mu[(\sigma_Z^2 + \lambda_{\min r_1})1_{M})^{-1}yy^H]} \]

\[ \text{[19]} \]

\[ \text{[20]} \]

\[ \text{[21]} \]

\[ \text{[22]} \]

\[ \text{[23]} \]

\[ \text{[24]} \]

\[ \text{[25]} \]

\[ \text{[26]} \]

\[ \text{[27]} \]

\[ \text{[28]} \]
But this last inequality with our assumption that \( \text{supp}(\mu) \) is not bounded, (26), and the fact that
\[
\|x\|^2(\frac{1}{N} \gamma - \frac{M\lambda_{\text{max}}}{\sigma_x^2 + \lambda_{\min}r_i}) \to \infty \quad \text{as} \quad x \to \infty
\]
and
\[
\log \det(\sigma_x^2 1_M + (1_M \otimes x^H)\Sigma(1_M \otimes x)) \to \infty \quad \text{as} \quad x \to \infty
\]
implies that \( 0 \geq \infty \), which is the desired contradiction.

In view of Lemma 3.2 our remaining goal is to show that \( \gamma(a) > 0 \) for each \( a \in \mathbb{R}^+ \).

**Lemma 3.3:** For the channel given in (34) we have \( \gamma(a) > 0 \) for each \( a \in \mathbb{R}^+ \).

**Proof:** As mentioned above the proof is an extension of the argument given in [1]. The capacity functional \( C(\cdot) \) is a non-decreasing and concave function of the argument \( a \in \mathbb{R}^+ \). It was observed in [1] using global Karush-Kuhn-Tucker conditions that \( \gamma(a) \) is the slope of the tangent line to \( C(\cdot) \) at \( a \) (cf. [1], Section III.B and Appendix II.A). Thus, since \( C(a) \) is non-decreasing and concave, it can be shown that \( \gamma(a) = 0 \) implies \( C(a') = C(a) \) for all \( a' \geq a \). Consequently, we can rule out the possibility that \( \gamma(a) = 0 \) by showing the existence of a sequence of input measures such that the corresponding sequence of mutual informations approaches \( \infty \).

We will be done if there is \( \lambda > 0 \) such that for each \( n \in \mathbb{N} \) we can find distinct \( x_1 = x_1(n), \ldots, x_n = x_n(n) \in \mathbb{C}^N \) and disjoint measurable sets \( B_1 = B_1(n), \ldots, B_n = B_n(n) \subset \mathbb{C}^M \) such that
\[
\int_{B_i} p(y|x_i)dy \geq \lambda \log n - 1
\]
for all \( i = 1, \ldots, n \). Because a simple application of Fano’s inequality with block length 1 shows then that for the input measures \( \mu_n := \frac{1}{n} \sum_{i=1}^{n} \delta_{x_i} \) (\( \delta_{x_i} \) is the point measure concentrated on \( x_i \)) we have
\[
I(\mu_n, W) \geq \lambda \log n - 1.
\]

Now we define
\[
\lambda := \frac{1}{2} \frac{\omega_2M}{2\pi^2M\lambda_{\text{max}}} e^{-\frac{\gamma^2}{\lambda_{\min}}} > 0
\]
where \( \omega_2M \) denotes the surface area of the unit sphere in \( \mathbb{C}^M \approx \mathbb{R}^{2M} \) and \( \lambda_{\min}, \lambda_{\text{max}} \) are the smallest and the largest eigenvalues of \( \Sigma \) and let \( n \in \mathbb{N} \) be given.

We will now present the construction of the vectors \( x_1 = x_1(n), \ldots, x_n = x_n(n) \in \mathbb{C}^N \) and the decoding sets \( B_1 = B_1(n), \ldots, B_n = B_n(n) \). Let \( x \in \mathbb{C}^N \) with \( ||x|| = 1 \) be fixed and consider a large positive real number \( K = K(n) \geq 1 \) that will be specified later. Set \( x_i := K_ix \) for \( i = 1, \ldots, n \) where \( K_i := K_i^{\gamma} \).

Let \( \lambda_{\text{min}} \) denote the smallest eigenvalue of \( \Sigma \). For \( i = 1, \ldots, n \) we set
\[
r_i = r_i(K) := \sqrt{\sigma_x^2 + \lambda_{\text{min}}K_i}
\]
and \( B_i := D(r_i, r_{i+1}) \) where
\[
D(r_i, r_{i+1}) = \{ y \in \mathbb{C}^M : r_i \leq \text{tr}(yy^H) = (y, y) < r_{i+1} \}.
\]

As shown in the proof of Lemma 3.1 we have
\[
p(y|x) \geq \frac{\omega_2M}{\pi^2M(\sigma_x^2 + \lambda_{\text{max}}K_i^2)} \int_{r_{i+1}}^{r_i} e^{-\frac{\gamma^2}{\lambda_{\min}}} \, dt - \frac{1}{2\pi^2M\lambda_{\text{max}}} e^{-\frac{\gamma^2}{\lambda_{\min}}} \rightarrow \infty \quad \text{as} \quad x \to \infty
\]
Using (30) and transforming to spherical coordinates in \( \mathbb{C}^M \) we obtain
\[
\int_{B_i} p(y|x_i)dy \geq \frac{\omega_2M}{\pi^2M(\sigma_x^2 + \lambda_{\text{max}}K_i^2)} \int_{r_{i+1}}^{r_i} e^{-\frac{\gamma^2}{\lambda_{\min}}} \, dt - \frac{1}{2\pi^2M\lambda_{\text{max}}} e^{-\frac{\gamma^2}{\lambda_{\min}}} \rightarrow \infty \quad \text{as} \quad x \to \infty
\]
for all \(i = 1, \ldots, n\). Moreover it is clear that the sequence of second moments of the measures \(\mu_n = \frac{1}{n} \sum_{i=1}^{n} \delta_{x_i}\) can be made arbitrarily large for large \(K(n)\). This concludes our proof by the remarks given at the beginning of the argument.

Now, we can summarize our results obtained so far in the following fashion:

**Theorem 3.4:** We consider the channel defined by \(\xi\). Then the support of the capacity achieving input measure is bounded.

**Proof:** Simply apply Lemma 3.3 and Lemma 3.2.

IV. DISCUSSION

With the embedding function \(\xi : C^N \rightarrow R^{2N} \subset C^{2N}\) with \(z_i = \text{Re}(x_i)\) and \(z_{i+1} = \text{Im}(x_i)\) and the transformed channel we get an extension of the function \(KKT(x) : M(2N \times 1, C) \rightarrow R\) to \(KKT(z) : M(2N \times 1, C) \rightarrow C\) where
\[
KKT(z) := \gamma(\frac{1}{N} z^T z - a) + C(a) - \int \frac{\hat{\rho}(\gamma | z)}{\mu(\gamma)} d\gamma.
\]
\(\hat{\rho}\) and \(\hat{\mu}\) are obtained by changing the channel matrix and the channel output according the transformation of the input under \(\xi\) (in [3] p. 2081, [5]). Moreover it is easily seen using Fubini’s theorem from measure theory and Morera’s theorem from the complex analysis in several variables (cf. [9]) that this extension of the function \(KKT\) is holomorphic.

In what follows we identify techniques needed should be “real-analytic” in spirit.