Virtual Reality and Augmented Reality in Plastic Surgery: A Review
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Recently, virtual reality (VR) and augmented reality (AR) have received increasing attention, with the development of VR/AR devices such as head-mounted displays, haptic devices, and AR glasses. Medicine is considered to be one of the most effective applications of VR/AR. In this article, we describe a systematic literature review conducted to investigate the state-of-the-art VR/AR technology relevant to plastic surgery. The 35 studies that were ultimately selected were categorized into 3 representative topics: VR/AR-based preoperative planning, navigation, and training. In addition, future trends of VR/AR technology associated with plastic surgery and related fields are discussed.
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INTRODUCTION

The term virtual reality (VR) was coined by Jaron Lanier in 1986 to refer to the following collection of technological devices: a computer capable of interactive 3-dimensional (3D) visualization, a head-mounted display (HMDs), and controllers equipped with 1 or more position trackers [1]. The first application of VR in healthcare took place in the early 1990s, with the use of VR to visualize complex medical data during surgery and to preoperatively plan surgical procedures [2]. Currently, many scientists define VR as a simulation of the real world based on computer graphics and a 3D world where communities of real people interact; create content, items, and services; and produce real economic value through e-commerce [3]. Sometimes, haptic technology is added to VR to provide more immersive simulation by generating a virtual tactile feeling with force-feedback haptic devices [4]. Haptic technology recreates the sense of touch by applying forces, vibrations, or motions to the user.

In real surgery, it is important to have a thorough, accurate, and detailed knowledge of the anatomical structure of the surgical target. This aspect is especially important in plastic surgery, where most of the surgical outcomes are directly connected to the patient’s external appearance. With the development of computer graphics and sensors, VR and augmented reality (AR) have become technologies that can bring new opportunities for development of the diagnostic and operative techniques used in reconstructive plastic surgery and aesthetic surgery. As we already know, compared with 2-dimensional methods, 3D com-
puter simulation enables more accurate, realistic, and intuitive
diagnosis and surgical analysis. Although VR/AR technology
cannot fully simulate humans' 5 senses of reality, many obstacles
will be solved in the near future, considering the pace at which
VR/AR techniques and sensors are being developed.

In this paper, we introduce the state-of-the-art VR/AR tech-
nology relevant to plastic surgery by discussing recent articles
and products. Due to the lack of studies and products relating
specifically to plastic surgery, we included research about some
other surgical specialties, such as orthopedic surgery and neuro-
surgery. We will also discuss the future trends of VR technology
associated with plastic surgery and related fields.

METHODS

A systematic review examining the current status of VR technol-
gy in surgery and its applications was conducted using
PubMed and Google Scholar. The date range was between 2005
and 2017. We used a combination of search terms including
“virtual reality,” “plastic surgery,” “maxillofacial,” “surgery,” “jaw
surgery,” “simulation,” “training,” “head mounted display,” and
“haptic.” We focused on the use of VR devices such as HMDs,
3D eyewear, and haptic devices in maxillofacial surgery. AR-
based technologies were also considered. A total of 35 publica-
tions and products from 78 studies and 15 commercial systems
were included in this review, and the number of publications
that dealt with maxillofacial surgery was 14.

RESULTS

A total of 78 publications from the search results were filtered by
title and abstract screening, and 45 were selected for a full-text
review. An additional 15 systems were considered during the
manual search. Finally, 31 papers and 4 products were selected
for this review, chosen by the degree to which the surgical target
was related to plastic surgery. Table 1 shows the categorized
search results relating to the surgical applications of VR/AR [5-
39]. Considering the main concerns and interests in VR/AR-
based surgery, we classified the selected studies and products
into 3 groups according to the clinical application: surgical plan-
ning (patient-specific simulations), surgical navigation, and sur-
gical training. Subcategories for each clinical application were
developed in terms of the surgical domain and device.

Surgical planning

This section covers 13 publications and a commercial product
that is related to patient-specific simulation during the preopera-
tive phase using 3D mesh models of the patients. The models
were reconstructed from medical image data such as computed
tomography (CT) and magnetic resonance imaging (MRI) vol-
umes. VR/AR devices were used for orthopedic operations that
deal with bones with complicated shapes, such as cranio-maxil-

| Clinical application/Surgical domain | Devices |
|-------------------------------------|---------|
| Surgical planning                   |         |
| Orthognathic surgery                | Motion tracking dental cast model (mixed reality) [5] |
| Facial contouring                   | Haptic device [6, 7] |
| Cranio-maxillofacial reconstruction | Haptic device [8], 3D eyewear [8], immersive workbench [8] |
| Cleft lip repair                    | Haptic device [9] |
| Cranio-maxillofacial fracture reduc-| Haptic device [10, 11], immersive workbench [10], 3D eyewear [10] |
| tion                               | Orthopedic fracture reduction | Haptic device [12-14], 3D display [12, 13], 3D eyewear [13], AR device [15] |
| Orthopedic drilling                | Haptic device [16] |
| Neurosurgery                       | Haptic device [17, 18], 3D eyewear [17, 18], immersive workbench [17, 18] |
| Surgical navigation                |         |
| Orthognathic surgery               | AR device [19-21] |
| Facial contouring                  | AR device [22] |
| Other maxillofacial surgery        | AR device [23] |
| Bone tumor resection               | AR device [24] |
| Neurosurgery                       | AR device [25] |
| Surgical training                  |         |
| Orthognathic surgery               | Haptic device [26, 27], immersive workbench [26, 27] |
| Orthopedic fracture reduction      | AR device [28-30], bone model (mixed reality) [28] |
| Other orthopedic surgery           | HMD [31], hand-held controller [31] |
| Orthopedic drilling, burring       | Haptic device [32-34], 3D eyewear [33] |
| Neurosurgery                       | Haptic device [18, 35-39], AR device [36], 3D eyewear [18, 35, 36], stereoscopic microscope view [39], immersive workbench [18, 35, 36, 39] |

VR, virtual reality; AR, augmented reality; 3D, 3-dimensional; HMD, head-mounted display.
lofacial bones and the hip bone. Research has been conducted into VR-based surgical planning in neurosurgery. Most such studies used a haptic device to translate and rotate 3D mesh models, and to give a tactile sense in bone cutting, drilling, and burring simulation.

For maxillofacial surgery, Fushima and Kobayashi [5] suggested a mixed reality-based system using a dental cast model and a 3D maxillofacial mesh model. The system synchronized the movement of the dental cast model in the real world and the 3D patient model in the virtual world. By making a 3D model move, following the transformation of the dental cast model, they performed orthognathic planning.

In facial contouring surgery, T sai et al. [6] used a haptic device for surgical simulation to reduce a protruded zygoma and to insert an implant into a chin. Mandibular angle reduction simulation has also been conducted using a VR-based system [7]. For mandibular reconstructive surgery, Woo et al. [40] performed 3D virtual planning using computer simulation. Olsson et al. [8] targeted cranio-maxillofacial reconstructive surgery, using an installation with an immersive workbench and 3D eyewear. The workbench consisted of a semi-transparent mirror, a display monitor, and a haptic device to improve the surgeon’s immersion during surgical planning. The developed system was designed by following real surgical procedures, enabling the surgeon to simulate mandibulectomy and fibular transplant to the mandibular defect site using 3D patient mesh models. It also allowed the surgeons to test and find configurations of vessels and skin paddles (Figs. 1, 2) [8]. Schendel et al. [9] simulated cleft lip repair surgery for surgical planning, using a haptic device to make incisions and to close the cleft in 3D patient skin models.

Research has been conducted into virtual surgery for cranio-maxillofacial complex fracture reduction with 3D patient bone mesh models (Fig. 3) [10,11]. Both such studies used a haptic device to manipulate bone fragments, but an immersive workbench and a piece of 3D eyewear were also used for simulation in the study of Olsson et al. [10].

Not only cranio-maxillofacial fracture surgery, but also hip

---

**Fig. 1. VR-based workbench system for mandibular reconstruction surgery**

VR-based workbench system as seen from above (A) and from the side (B). The monitor (a) displays the anatomical 3D model, which is reflected on the half-transparent mirror (b). The surgeon manipulates the 3D model with the haptic device (c) under the mirror. The infrared cameras (d) track the markers on the stereo glasses (e) for user look-around. VR, virtual reality; 3D, 3-dimensional. Adapted from Olsson et al. Plast Reconstr Surg Glob Open 2015;3:e479 [8], with permission of Wolters Kluwer Health Inc. via Copyright Clearance Center.

---

**Fig. 2. Reconstruction planning workflow**

(A) Load segmented bone and vessels from computed tomography angiogram data and resect bone to prepare the recipient site for reconstruction. (B) Define the positions, orientations, and angulations of fibula segments; test pedicle reach to anastomosis sites on the recipient vessels; and test possible skin paddle configurations. (C) Resulting plan. The user iterates within the Design and Test stage to find a suitable configuration for the fibula, vessels, and skin paddle. Adapted from Olsson et al. Plast Reconstr Surg Glob Open 2015;3:e479 [8], with permission of Wolters Kluwer Health Inc. via Copyright Clearance Center.
fracture reduction surgery was dealt with in a study by Kovler et al. [12]. A haptic device and a piece of 3D eyewear were used. Femur fracture reduction surgery planning using a haptic device was presented [14], as well as further elaboration of the system with the incorporation of an immersive screen and a user tracking system [13]. For orthopedic fracture reduction surgery, a surgical plate pre-bending system was proposed in a study by Shen et al. [15]. They used an AR system that consisted of a camera, a marker, and a display device. It allowed the surgeon to locate a real implant based on a designed 3D implant model that was presented on the display, and to bend it to fit the planned shape. In a study of orthopedic burring simulation, with proposed applications in various orthopedic procedures, a haptic device was actually used for burring in 3D patient bone mesh models [16]. Luciano et al. [17] focused on spinal fixation simulation and used ImmersiveTouch [18], an impressive workbench-based simulation system specialized for neurosurgery, including a haptic device and 3D eyewear.

**Surgical navigation**
This section covers 7 publications describing systems that display patient anatomical information, surgical plans, the position of surgical tools, and so on for use in surgeon support. AR-based technologies have been used for orthognathic surgery, face contouring, bone tumor resection, and neurosurgery. Most publications in this section dealt with 3D patient mesh models that were reconstructed from CT or MRI data. The systems overlay these models onto real-time streaming video images to provide surgeons with preoperative planning and anatomical information.

AR-based navigation systems have been introduced for orthognathic surgery, providing overlaid images of real surgical

---

**Fig. 3. Virtual reconstruction of mandible**

Each individual bone fragment is given a unique color (A). When the haptic cursor is held close to a bone fragment, it is highlighted (B) and the user can then grasp and manipulate it with the 6-DOF haptic handle (C). Contact forces guide the user during manipulation. DOF, degree of freedom. Adapted from Olsson et al. Int J Comput Assist Radiol Surg 2013;8:887-94 [10], on the basis of Open Access.

**Fig. 4. Wearable AR system for maxillofacial surgery**

The two external cameras acquire real video frames. The software application merges the virtual 3D model derived during surgical planning with real data from the camera frames and sends the result to the two internal monitors. Alignment between real and virtual information is obtained by calculating the positions of colored markers relative to camera data, with respect to their known positions (recorded during planning), using detailed preoperative CT images). AR, augmented reality; 3D, 3-dimensional; CT, computed tomography. Adapted from Badiali et al. J Craniomaxillofac Surg 2014;42:1970-6 [19], with permission of Elsevier via Copyright Clearance Center.
views and virtual surgical plans for guidance [19-21]. Badiali et al. [19] used an HMD to display overlaid images to allow surgeons to follow virtual surgical plans when repositioning patient bones after maxillofacial osteotomies (Fig. 4). Zinser et al. [20] and Mischkowski et al. [21] used interactive portable displays with a camera to handle this system easily during surgery and displayed overlaid images on it (Fig. 5).

In facial contouring surgery, AR technology has also been used. Lin et al. [22] developed an AR-based system for mandibular angle osteotomy to overlay a 3D patient mandible model and a virtual planned 3D surgical guide model on a real surgical view via an HMD. This system helped surgeons to utilize a surgical guide of the planned position and to perform cutting procedures accurately.

Wang et al. [23] proposed markerless AR-based technology to widely support oral and maxillofacial surgery (Figs. 6, 7). It matched a 3D patient teeth model to a real patient’s teeth in a real-time video image to track the patient’s position. It also overlaid other 3D anatomical models such as the maxillofacial bone, nerves, and vessels.

Choi et al. [24] developed an AR-based surgical navigation system using a tablet PC with an embedded camera for bone tumor resection in the pelvic region. They overlaid and provided a 3D patient tumor model and planned resection margin information on the real surgical view. In AR-based display images, it was found to be hard for the user to recognize depth informa-
tion. Choi et al. [25] tried to overcome this difficulty by switching AR and VR display images and providing the closest distance information about a real surgical tool and a 3D patient mesh model. In addition, they applied it to spine surgery.

Surgical training
This section covers 11 publications and 3 commercial systems that aim for surgical skill training or deal with non-patient-specific data for surgical simulation. Haptic devices have mostly been used for training in skills such as bone drilling, burring, and cutting. The training devices discussed here include training for orthognathic maxillofacial surgery, orthopedic fracture reduction, and neurosurgery.

An immersive workbench system with a haptic device to train for procedures of orthognathic maxillofacial surgery was developed by Wu et al. [26] and Lin et al. [27] (Fig. 8). These 2 studies specifically focused on LeFort 1 procedures. To allow surgeons to train for surgical procedures, the system was designed to provide functions of bone sawing, drilling, and plate fixation with haptic force feedback.

For orthopedic fracture reduction surgery, there are wire training simulators using VR. Seah et al. [28] used the haptic device and the 3D bone mesh model for training in positioning Kirschner wires in distal radius fracture reduction surgery. Moreover, Thomas et al. [29] proposed a mixed reality-based wire navigation simulator that was composed of a real drill, plastic bone model, and a 3D bone model. This may be used for interochanteric fractures. TraumaVision [30] is a commercial product used to simulate orthopedic trauma surgery using a haptic device. In addition, it provides a virtual fluoroscopic image and a 3D mesh model to establish a sort of training for fracture reduction and implant placement. OssoVR [31] is a virtual reality-based simulation platform that can be used to train for surgical procedures immersively using an HMD and tracked hand-held controllers (Fig. 9). The surgeon interacts with the virtual world naturally using his or her hands. In orthopedic surgery, most VR-based training studies to improve surgical skills such as bone drilling and burring have used a haptic device for the surgeon’s tactile experience [32-34]. The system developed by Wong et al. [33] additionally included 3D eyewear to facili-
In the field of neurosurgery, Lemole et al. [35] and Alaraj et al. [36] utilized ImmersiveTouch [18] in neurosurgical education (Fig. 10). Sutherland et al. [37] presented an AR-based haptic training simulator for spinal needle insertion. Tsai and Hsieh [38] also developed a system for spinal surgery using a haptic device, but their simulator was specialized for burring. NeuroVR [39] is an immersive workbench system with a haptic device. It does not contain 3D eyewear, but it provides a 3D view through a stereoscopic microscope view fixed on the workbench. The surgeon can simulate scenarios ranging from a cranial opening to endoscopic brain surgery.

**DISCUSSION**

As discussed in the introduction, VR/AR is a collection of technologies that involve a computer, software, display device, and tracking sensors. However, it is essential to consider how to express the procedural and technological knowledge involved in surgery in terms of computer processing [41]. Currently, VR is still lacking realism, but it is clear that this will be possible in the near future.

From the results of our literature survey, VR/AR technologies applied to plastic surgery can be categorized into 3 areas: surgical planning, navigation, and training. VR-based surgical planning utilizes VR technology and a patient-specific model for optimal preoperative planning. VR-based surgical navigation often combines AR technology to guide the operation with more useful information (the patient’s anatomical features and/or preoperative planning). VR-based virtual training has also been extensively investigated, and many commercial products are already available for educational purposes in medicine. The results of surveying the state-of-the-art technologies in each category were reported in the Results section. Herein, we would like to highlight the main advantages of VR/AR in plastic surgery, which are as follows:

- VR/AR allows the presentation of virtual objects to all human senses in a way identical to their natural counterparts.
- As a diagnostic tool, the simulated 3D reconstruction of organs based on radiological data can provide a more naturalistic view of a patient’s appearance and anatomy.
- Preoperative surgical planning can provide a more realistic prediction of the outcome, especially in craniofacial and aesthetic surgery.
- Computerized 3D atlases of human anatomy, physiology, and pathology can provide better learning and training systems for plastic and reconstructive surgery.
- Intraoperative navigation reduces the possibility of major complications and increases the possibility of the best surgical results.
- VR/AR technology can play an important role in telemedicine, from remote diagnosis to complex teleinterventions.

In the future, VR/AR will evolve to implement more realistic, immersive, and interactive simulations. Further development in the aforementioned 3 areas—surgical planning, navigation, and training—will make it possible to be widely used in clinical settings including plastic surgery. Other new VR/AR-related techniques will draw people’s interest as technology evolves. One example is holographic interaction. Worldwide, many researchers are investigating holographic displays and tactile feedback in 3D worlds [42,43]. Once the current technical problems of holographic interaction are solved, surgical applications using holographic interaction will open new horizons. Yet another interesting topic in VR/AR-based surgery is telepresence surgery. Using master and slave robots, a surgeon will be able to remotely carry out a procedure with the aid of advanced VR/AR technology.

Although VR/AR technology has not been widely used in plastic surgery, it has a great potential in the fields of surgical planning, navigation, and training. Considering the speed of development of VR/AR in terms of software and hardware, many successful applications in plastic surgery will surely assist surgeons in achieving better surgical outcomes with high efficiency in the near future. To address this possibility, it is essential to have an active attitude towards clinical applications based on the beneficial aspects of VR/AR from the perspectives of both the surgeon and the engineer.
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