Source separation in ecoacoustics: A roadmap towards versatile soundscape information retrieval
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Abstract
A comprehensive assessment of ecosystem dynamics requires the monitoring of biological, physical and social changes. Changes that cannot be observed visually may be trackable acoustically through soundscape analysis. Soundscape dynamics vary greatly depending on geophysical events, biodiversity and human activities. However, retrieving source-specific information from geophony, biophony and anthropophony remains a challenging task, due to interference by simultaneous sound sources. Audio source separation is a technique that aims to recover individual sound sources when only mixtures are accessible. Here, we review techniques of monoaural audio source separation with the fundamental theories and assumptions behind them. Depending on the availability of prior information about the source signals, the task can be approached as a blind source separation or a model-based source separation. Most blind source separation techniques depend on assumptions about the behaviour of the source signals, and their performance may deteriorate when the assumptions fail. Model-based techniques generally do not require specific assumptions, and the models are directly learned from labelled data. With the recent advances of deep learning, the model-based techniques can yield state-of-the-art separation performance, accordingly facilitate content-based audio information retrieval. Source separation techniques have been adopted in several ecoacoustic applications to evaluate the contributions from biodiversity and anthropogenic disturbance to soundscape dynamics. They can also be employed as nonlinear filters to improve the recognition of bioacoustic signals. To effectively retrieve ecological information from soundscape recordings, source separation is a crucial tool. We believe that the future integration of deep learning and ecological hypotheses can realize a high-performance source separation for ecoacoustics, and accordingly improve soundscape-based ecosystem monitoring. Therefore, we outline a roadmap for applying source separation to assist in soundscape information retrieval and hope to promote cross-disciplinary collaboration.

Introduction
Remote sensing techniques are widely employed to identify biophysical characteristics of habitats, as well as to track natural and human-caused impacts on biodiversity (Kerr and Ostrovsky 2003). Visual information alone is unable to address all aspects of ecosystem dynamics. Ecoacoustics is an emerging field that investigates the relationships among sounds of living organisms (biophony), their habitats (geophony) and human development (anthropophony) (Dumyahn and Pijanowski 2011; Pijanowski et al. 2011; Sueur and Farina 2015; Krause and Farina 2016). By listening to biotic sounds, the composition of soniferous animals can be characterized and applied to assess wildlife biodiversity (Andrè et al. 2011; Saito et al. 2015; Lin et al. 2017a; Ross et al. 2018). On the other hand, abiotic sounds can be used to evaluate the ecosystem dynamics associated with
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geophysical activities and human interference (Guan et al. 2015; Coquereau et al. 2017; Menze et al. 2017). Thus, a soundscape might contain valuable ecological information.

Effectively retrieving information from a soundscape can be very challenging. Sound pressure levels and power spectral densities are commonly used to search sound sources of interest (Guan et al. 2015; Monczak et al. 2019). Regardless of which band of frequencies is chosen to be representative of a particular source, other sound sources will inevitably interfere. To summarize the contributions of biological activities to acoustic variation, many ecoacoustic indices, such as Acoustic Diversity Index, Acoustic Complexity Index, Normalized Difference Soundscape Index, have been developed in terrestrial sound analysis projects (Sueur et al. 2008, 2014; Pieretti et al. 2011; Villanueva-Rivera et al. 2011; Kasten et al. 2012). Many of these indices measure spectral-temporal heterogeneity from a combination of frequencies, and the results are employed to assess biodiversity. However, some indices may be sensitive to changes in the calling rate of a single species, weather conditions or correlated with anthropogenic activities (Fairbrass et al. 2017; Bohnenstiehl et al. 2018). Thus, the utility of these indices as ecological indicators may be limited without removing unwanted sounds.

The difficulty of retrieving source-specific information from geophony, biophony and anthropophony is primarily due to interference by simultaneous sound sources. Sounds rarely occur in isolation, and spectral masking or signal distortion may result in biased measurements, which in turn affect ecological interpretations (Lin et al. 2018). Extensive works have been carried out in recognition of biological sounds by extracting a set of audio features (Lin et al. 2013; Xie et al. 2015; Stowell 2018). Some features are reliable for investigating activity patterns of one or a few species, but there is no guarantee that they can be applied for non-target species or abiotic sounds.

In recent years, speech and musical source separation (SS) have achieved significant advances, but those techniques have not widely applied in ecoacoustics. We noticed that efforts had been dedicated to applying microphone and hydrophone arrays in passive acoustic monitoring of wildlife (Gillespie et al. 2009; Suzuki et al. 2017). With a multi-sensor system to spatially and synchronously record sounds, many techniques, such as beam forming and source localization, are available for the discrimination of species, behaviour and individual identity (Blumstein et al. 2011). However, multi-sensor systems generally demand higher hardware requirements, and their applicability is often restricted to situations where the primary target and interference sources are spatially separated (Wang and Chen 2017). To our knowledge, most soundscape research projects conducted in underwater environments only collect single-channel audio at one recording site, and those techniques for multi-channel audio SS are not usable. Therefore, techniques of monaural audio SS are essential in the information retrieval of soundscapes.

In this study, we describe a roadmap for applying SS in ecoacoustics. First, we review modern techniques of monaural audio SS, including blind source separation (BSS) and model-based SS. Then, we investigate how SS can solve problems encountered in ecoacoustics due to interference by simultaneous sound sources. Two functional scales are discussed: the evaluation of soundscape dynamics, and the automated recognition of biological sounds. Finally, we outline items that need to be considered during soundscape separation and future directions for the development of separation tools to facilitate soundscape information retrieval.

**Monoaural audio source separation**

Monoaural audio SS refers to the technique of extracting one or more source signals of interest from a single-channel mixture of signals. Unlike audio classification, which aims to retrieve categorical labels from source signals (Fu et al. 2011), SS aims to model the temporal variations of source signals in a mixture $x_i$ with:

$$x_i = \sum_{j=1}^{N} a_{ij} s_j$$

where $x_i$ represents the totality of received signals at time $i$, $s_j$ represents the signal of source $j$, and $a_{ij}$ represents the amplitude factor at time $i$ of the signal from source $j$.

Monoaural audio SS is an underdetermined system because a single channel is used to record multiple sources. If the signals of the sources ($s$) are unknown, then the problem is called BSS, which performs SS in an unsupervised learning manner. If the source signals are (partially) known, then the amplitude factors ($a$) can be estimated using source-specific models.

**Blind source separation**

BSS is a technique of decomposing a received mixture of signals without pre-existing labels. Although it is possible to perform monaural BSS in the time (waveform) domain, more methods operate BSS in the spectral-temporal domain. Namely, the audio waveforms are transformed into time-frequency representations via short-time Fourier transform. The time-frequency representations are subsequently decomposed into a set of components or basis functions, which are used to project the
received mixture onto a multi-dimensional feature space. Often, the number of components is chosen as $N$, according to the number of sources believed to be active. Thus, the mixture can be separated by finding disjoint basis sets for different sources (Fig. 1A). This concept has been applied in methods based on principal component analysis (PCA), independent component analysis (ICA) and non-negative matrix factorization (NMF). Although pre-existing labels are not required, appropriate assumptions regarding the number of sound sources of interest are required (Fig. 1A).

PCA represents the most conventional technique for noise/signal separation. It uses an orthogonal projection to convert a set of correlated features into a set of linearly uncorrelated components. The objective is to identify a sequence of components that accounts for as much data variability as possible. By assuming stationary noise, the components which explain the largest variance are retained to enhance the signals, and noisy components corresponding to the smallest variance are discarded (Vaseghii 2008). Huang et al. (2012) modelled the problem of music/voice separation based on the idea that repetition is a core principle in music. The music background was assumed to display strong repetitiveness, while the singing voice was assumed to exhibit more substantial variation, including moments of relative silence. Their results showed that Robust PCA, a modified PCA which deals with the problem of grossly corrupted observations, could separate the music background and the singing voice by decomposing a mixture spectrogram into a structural low-rank matrix and a sparse matrix.

The assumption of stationary noise may not be reliable in many applications. Unlike PCA, ICA is a method for separating a mixture into a set of statistically independent components by maximizing the non-Gaussianity as the objective function (Comon 1994). ICA-based BSS generally takes multi-channel recordings. Despite that, Virtanen (2006) propose to replace multi-channel inputs as frequency bands derived from fast Fourier transform, or components obtained from PCA to separate signals of different musical instruments from single-channel audio.

NMF is another widely employed machine-learning model in monoaural BSS. With NMF, a non-negative matrix can be decomposed into a set of basis functions.

**Figure 1.** Comparison of (A) blind source separation, (B) model-based source separation and (C) deep learning-based source separation. Dashed arrows represent the items that need to be considered in monoaural audio source separation.
and associated encoding values by minimizing the reconstruction error. Unlike ICA, NMF does not assume signals to be statistically independent. Instead, NMF requires only that the input be non-negative (Lee and Seung 1999). The non-negative constraint reflects the additive nature of sounds, thus ensuring that the spectral features and temporal strength of source signals are learned in basis functions and encoding values respectively (Smaragdis et al. 2014). The modelling of NMF may incorporate a sparsity constraint, a commonly used attribute for constraining the probability distribution of zero-valued elements, to improve the likelihood of obtaining independent basis functions (Hoyer 2004). On the other hand, a convolutive NMF, which learns temporally modulated basis functions, may be beneficial for learning source signals with time-varying spectral features (O’Grady and Pearlmutter 2006).

In monoaural BSS, prior information about the number of sources is a critical attribute for learning source-specific basis functions. When such prior information is inaccurate, unsupervised learning of basis functions and associated amplitude factors may not perform well. For example, ICA attempts to maximize the independence of the basis functions, but it does not guarantee complete independence when a complicated mixture is analysed. If prior information about the number of sources is not available or ambiguous, ICA or NMF can be employed to learn an overcomplete dictionary, and then to subsequently use clustering to derive specific sets of basis functions and source-specific independent subspaces (Molla et al. 2008).

Successful applications of clustering-based BSS requires an appropriate assumption about the behaviour of source signals, such as timbre and temporal characteristics. For example, Kameoka et al. (2018) assumed that different sources display their specific timbre patterns, and successfully use Mel-frequency cepstral coefficients to separate basis clusters obtained with NMF for various musical instruments. Iinami and Kasai (2012) separated background and event sounds by using time-variant features obtained with NMF. Lin et al. (2017b) assumed that biotic and abiotic sounds display source-specific diurnal patterns, and integrated this concept in the periodicity-coded NMF. Their results showed that a second NMF layer could act as a clustering tool to identify basis clusters of biotic and abiotic sounds, thus enhance biological choruses from terrestrial and marine soundscapes. These examples suggest that the integration of domain knowledge or hypotheses in the clustering of source-specific basis functions is a practical approach for monoaural BSS.

Clustering-based BSS has also been tested to separate source signals with similar frequency ranges but distinct spectral modulation patterns. Deep learning frameworks, such as deep neural networks or deep NMF, can produce an embedding for each time–frequency element in a spectrogram (Hinton and Salakhutdinov 2006). By performing clustering on the embeddings, the voices of multiple speakers could be separated (Hershey et al. 2016; Isik et al. 2016). Deep clustering is a relatively new technique, but it shows promise as a method for performing advanced BSS without assumptions about the behaviour of source signals.

Model-based source separation

In general, audio SS can achieve better performance in a supervised learning manner, where pre-existing labels are available for source signals of interest. With source-specific training data, prior information on the source signals (s in Eq. S1) can be obtained and subsequently assist in the estimation of amplitude factors (a in Eq. S1) from a recorded mixture.

Both ICA and NMF-based SS can be performed in a supervised learning manner (Jang and Lee 2003; Fan et al. 2014; Lin et al. 2017b). Using NMF-based SS as a representative method, there are four integral steps. The first step applies NMF to learn time-domain or spectral-domain basis functions from a training set. The second step is to repeat the learning procedure for different sound sources and concatenate the results, thus producing a dictionary containing basis functions corresponding to each of the source types analysed. The third step iteratively estimates amplitude factors in a received mixture by fixing the parameters of the concatenated basis functions. Finally, the individual sources are recovered using the source-specific basis functions and the corresponding amplitude factors. The first two steps are usually referred to as the offline phase, while the latter two are called the online phase (Fig. 1B).

In model-based SS, the modelling of basis functions according to source-specific training data in the offline phase represents the most critical step. However, source-specific basis functions may contain unwanted components if a training set contains noise. Discriminative basis functions can be obtained by jointly training on a corpus of sound sources (Wang and Sha 2014; Weninger et al. 2014). In addition to discriminative ability, another issue that may affect the separation performance is the precision of annotating labels in the training data. Due to the expensive and time-consuming process to prepare annotated labels, it is common to prepare only coarse labels determining the presence or absence of target signals. One way to learn from such weakly labelled data is to introduce a binary mask on the activation matrix during joint training so that the model can learn to construct
discriminative basis functions for the labels of presence and absence (Sobiera et al. 2017).

In addition to elevating the discriminative ability in the offline phase, we can consider adaptive approaches in the online phase. Conventionally, amplitude factors are learned by fixing the basis functions. Adaptive methods allow for the update of basis functions according to testing data obtained during the online phase (Wu and Lerch 2015). Thus, the separation can be improved when signals of interest slightly vary among recordings.

Interference due to unknown sources is another common issue in the online phase. A semi-supervised learning approach can solve this issue by adding new basis functions with random initialization to the pool of sourcespecific basis functions (Bryan and Mysore 2013). Components of unknown sources can be learned through the iterative updates of newly added basis functions if their spectral features are distinct from the trained sources. To ensure the minimal spectral similarity between the basis functions of the known sources and the unknown sources, applying a sparsity constraint in the time domain is a practical approach (Smaragdis et al. 2007).

More recently, the advancement of deep learning has achieved considerable improvements in speech signal processing (Wang and Chen 2017). Deep learning is a technique that maps input data to corresponding output by minimizing an error function through multiple layers of processing units (LeCun et al. 2015). For speech enhancement, a noisy spectrogram is used as the input, and a clean spectrogram is used as the output to train a deep learning model (Lu et al. 2013; Xu et al. 2015). Figure 1C shows the framework to separate two sources by training a model to map a spectrogram of the mixture to clean spectrograms of the two sources (Du et al. 2014; Tu et al. 2014). Furthermore, convolutional neural networks (CNN) has allowed end-to-end mapping without first transforming the waveform to time–frequency representations (Fu et al. 2017, 2018; Stoller et al. 2018a). Another alternative approach is to derive a masking function, such as a binary spectrogram that denotes whether the target signal dominates a time–frequency unit (Wang and Chen 2017). By learning from such time–frequency relationships, deep learning models, including fully connected networks (Wang and Wang 2013), recurrent neural network (Erdogan et al. 2015; Huang et al. 2015), and bidirectional long short-term memory (Chen et al. 2015; Uhlich et al. 2015), and CNN (Hui et al. 2015; Nugraha et al. 2016), are the current state of the art in the separation of speech and music (Stöter et al. 2018).

Although deep learning in a supervised learning manner has made significant achievement, the primary disadvantage of most deep learning-based SS is the need to prepare pairs of mixed and pure source sounds. The most common approach to solve this issue is to synthesize a large number of mixtures based on a database of pure source sounds. Solutions to reduce the dependence on pure source sounds have been proposed by using weakly labelled data to guide the representation learning to induce structure (Stowell and Turner 2015; Ewert and Sandler 2017). Variational autoencoder (VAE) is a deep learning framework for building probabilistic generative models by training an encoder together with a decoder which reconstructs the input data (Kingma and Welling 2014). By forcing the entire encoder–decoder model to learn to reconstruct the input, the encoder can generate embeddings that are associated with the structure of the input data. A non-negative form of VAE can learn class information about the sources without supervised training on pure source sounds (Karamatli et al. 2018). This idea has not been widely tested, so the performance in other environments remains unclear. Despite that, developing SS models with reduced dependence on pure source sounds is an interesting and challenging problem, which is worth further exploration.

Applications of source separation in soundscapes-based ecosystem monitoring

The capability to deliver digital information that could identify various geophysical, biological and anthropogenic events from autonomous recorders represents the primary driver for the recent increase in ecoacoustic applications. To facilitate decision making in conservation management, analyses of soundscapes generally focus on the evaluation of soundscapes dynamics, and the automatic recognition of biological sounds.

Soundscape dynamics can generate information relevant to the quality of the acoustic habitat and the community of soniferous animals (Farina 2018). Previous studies have employed PCA to statistically distinguish between acoustic variation related mainly to biological activities or anthropogenic disturbances across temporal and geographical gradients (Kuehne et al. 2013; Guan et al. 2015). On the other hand, Eldridge et al. (2016) introduced BSS based on the probabilistic latent component analysis (closely related to NMF) in the analysis of acoustic diversity contributed by animal vocalizations. This approach has relevance to the analysis of acoustic diversity based on the clustering of sound types (Phillips et al. 2018; Ulloa et al. 2018). Lin et al. (2017a) applied the periodicity-coded NMF to separate biotic and abiotic sounds from long-term spectrograms, and subsequently employed clustering to model seasonal changes in bioacoustic diversity in three forests with different altitudes. Although only relatively few ecoacoustics studies had
applied monoaural audio SS, the preliminary progress suggests a great potential to assist in the evaluation of ecosystem dynamics.

In the evaluation of soundscape dynamics, a library of pure source sounds to guide the training of source-specific models is generally lacking. Even though weakly labelled data may be obtainable, the ambiguity of the labelling may be high due to source interferences. Moreover, new classes of sound outside the training set are often encountered in long-duration recordings or when a project focuses on a new study area. Therefore, the application of model-based SS may be challenging. The integration of ecological assumptions, such as diurnal or seasonal periodicities, in BSS techniques, serves as a promising solution. For Figure 2 as an example, the periodicity-coded NMF (Lin et al. 2017a) can be used to decompose a spectrogram of long-duration recordings into biological choruses with a strong diurnal pattern (source 1) and other sound sources without a prominent periodical pattern (source 2). Although not all biotic sounds exhibit the same temporal pattern, SS can still help us identify the sound sources which meet specific ecological assumptions.

Another application of SS is to facilitate the extraction of audio features, detection and classification of biological sounds. Bioacoustic studies have applied statistics-based noise reduction, such as spectral subtraction and Wiener filter, to enhance transient vocalizations (Bardeli et al. 2010; Lin et al. 2013; Xie et al. 2015; Lostanlen et al. 2019). However, statistics-based noise reduction does not handle non-stationary noise well. SS models can act as nonlinear filters, thus improving the precision of acoustic measurements. Using Figure 3 as an example, the presence or absence of different sound sources were manually annotated. By learning from such weakly labelled data, a deep NMF model (Le Roux et al. 2015) can accurately recognize the spectral characteristics for bird and insect calls recorded in a forest. Even when pre-existing labels are not available, studies had demonstrated the feasibility of using BSS to detect cetacean vocalizations, fish choruses and shipping noise from estuarine and deep-sea soundscapes (Lin and Tsao 2018; Lin et al. 2019).

There are other potential ecological applications of SS not addressed here. For example, although new and useful acoustic features have been introduced in bioacoustics and ecoacoustics (Bellisario and Pijanowski 2019; Bellisario et al. 2019a), can we learn biologically meaningful features from the data itself? This is entirely in line with the active research field of unsupervised feature learning in informatics (Längkvist et al. 2014). Another example, given...
the prior information on the composition of soniferous animals, how can we obtain a model to predict spatiotemporal changes in the community (Bellisario et al. 2019b)? Besides, SS may be employed to test ecocoustics hypotheses, including the Acoustic Niche Hypothesis (Krause 1993), Acoustic Adaptation Hypothesis (Ey and Fischer 2009) and Acoustic Habitat Hypothesis (Mullet et al. 2017).

**A roadmap to effective retrieval of soundscape information**

Many audio applications, including speech, music and soundscape, rely on the ability to search audio content (Wold et al. 1996; Bellisario and Pijanowski 2019; Cano et al. 2019). A soundscape contains multiple dimensions of ecological information, and SS is expected to play a crucial part in assisting information retrieval. Particularly in areas where geophony and anthropophony significantly interfere with soundscapes, SS will be necessary for improving the acoustic assessment of biodiversity.

We reviewed the available techniques of BSS and model-based SS for monaural audio SS, along with their assumptions and limitations. It is necessary to evaluate the availability of prior information on the sound sources of interest. If labelled data are available, it is possible to train source-specific models. Although model-based SS is powerful, it requires the identification of all sound sources of interest in advance and preparation of sufficient training data for each of them. In many ecosystems, such as tropical forests and deep sea, many biotic and abiotic sounds are yet to be identified. Therefore, a semi-supervised approach may be useful for unknown sound sources. Joint training or adaptation of basis functions can also be carried out to improve the learning of discriminative features.

When labelled data are limited or unavailable, we recommend applying weakly supervised learning or BSS to identify different acoustic events and construct source-specific models, as we demonstrated in Figures 2 and 3. Operators can manually revise the model parameters (or

---

**Figure 3.** An example of applying model-based SS in the analysis of a forest recording. The input data are a spectrogram generated from a field recording collected in Fonghuanggu Bird and Ecology Park, a broad-leaved evergreen forest located in central Taiwan. The spectrogram was whitened using the 10th percentile of power spectral densities at each frequency band. We manually annotated the presence (black circles) of three types of animal vocalizations and environmental sounds to train a deep NMF model, which has four layers of convolutive NMF. The result shows that the deep NMF model accurately captures the spectral modulation of bird songs (source 1) and two types of insect calls (source 2 and 3).
the results) and subsequently apply supervised training to improve the separation performance. Many wildlife produce calls with time-varying frequency modulation. A convolutive form of machine learning, for example, CNN or convolutive NMF, will be an effective solution to capture source characteristics accurately. We can also enforce a sparsity constraint according to source behaviour, such as calling rate, to increase the opportunity of learning independent sources. However, satisfactory performance will only be achieved when assumptions of the source behaviour are appropriate.

Even though the current technology of SS has many challenges, SS can still be used to improve conventional approaches, such as ecoacoustic indices, clustering, detection and classification, to achieve a versatile soundscape information retrieval (Fig. 4). Future developments of SS can consider integrating ecological hypotheses into the learning procedure. For example, the Acoustic Niche Hypothesis predicts that sounds of species sharing the same acoustic space have evolved such that the acoustic competition in both frequency and time is minimized (Ruppé et al. 2015). Thus, the hypothesis can be integrated with BSS to facilitate the assessment of the diversity of soniferous animals. In model-based SS, labelled data may be applied in multi-task learning to derive better representations that capture invariant properties, and improve the semantic classification of soundscapes (Maurer et al. 2016). Generative adversarial networks, which have been shown to perform well in many generation tasks, may also be a potential direction for audio source separation (Subakan and Smaragdis 2018; Stoller et al. 2018b; Fu et al. 2019).

We have addressed applications of monoaural audio SS techniques; however, many separation techniques are available for microphone and hydrophone arrays. SS in an overdetermined system will also improve the monitoring of soundscape dynamics. While more acoustic sensors are deployed for longer durations to investigate global and regional soundscape changes, soundscape-based ecosystem monitoring nevertheless runs into a problem of scalability (Stowell 2018). As the volume of data grows, with the expectation of real-time processing, in conservation management, the development of efficient frameworks of SS will be critical. Therefore, we offer this study as the first step towards versatile soundscape information retrieval, and we wish to extend an invitation of cross-disciplinary collaboration to researchers in ecoacoustics and informatics.
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