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Abstract
This paper is devoted to studying some systems of quadratic differential and integral equations with Hadamard-type fractional order integral operators. We concentrate on general growth conditions for functions generating right-hand side of considered systems, which leads to the study of Hadamard-type fractional operators on Orlicz spaces. Thus we need to prove some properties of such type of operators. In contrast to the case of Caputo or Riemann–Liouville type of fractional operators, it is not a convolution-type operator, so we need to study some of their new properties. Some more general problems than systems of quadratic integral equations are also studied, and the results are new even in the context of a single integral equation with the Hadamard fractional operator. The paper concludes with illustrative examples.
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1 Introduction
The study of quadratic differential and integral equations has a long history. They have been investigated by many authors. Initial studies were started by Chandrasekhar (see, e.g., [4, 13, 19, 28] and the references therein), and a beginning for this theory was mainly made by astrophysicists. Then research was conducted by mathematicians. They found some interesting open questions in this theory as well as many applications, for instance, in the theory of radiative transfer, kinetic theory of gases, and in the traffic theory.

However, over the last years, the theory of quadratic integral equations with nonsingular kernels has received a lot of attention (see, e.g., [17, 18, 21, 28, 29] and the references therein). In most of the above-mentioned literature, the main results are realized with the help of the technique associated with the measures of noncompactness and a fixed point theorem of Darbo type. In this paper we study a singular problem, and we clarify that earlier approach seems to be too restrictive in our case.

On the other hand, different equations containing fractional derivatives or integrals also form a growing branch of mathematics and applied mathematics. In this paper we study...
some systems of quadratic fractional integral equations with fractional integrals taken in the Hadamard sense. The counterpart of our results with fractional Riemann–Liouville or Caputo was studied. We consider a more interesting case of the Hadamard fractional integral, which is not of a convolution type, and such kind of operators should be investigated independently of Riemann–Liouville operators. We wish to consider the most general case, i.e., when Hadamard fractional integral operators are acting on Orlicz spaces (instead of Lebesgue spaces), and we apply the obtained results for the study of systems of quadratic equations of fractional order.

Note that the aim of this paper is two-fold. On the one hand, we discuss the properties of Hadamard-type fractional integral operators acting on Orlicz spaces, which seems to be interesting in itself. On the other hand, we apply those results in order to ensure the existence of positive continuous solutions for the following coupled system of singular quadratic integral equations of fractional type:

$$\begin{align*}
    x_1(t) &= H_1(t, \bar{x}(t)) + x_2(t) \mathcal{J}^{\alpha_1} f_1(t, \bar{x}(t)) \frac{\psi_1(t)}{\zeta_1(t)}, \quad t \in [1, e], \alpha_1 > 0, \\
    x_2(t) &= H_2(t, \bar{x}(t)) + x_1(t) \mathcal{J}^{\alpha_2} f_2(t, \bar{x}(t)) \frac{\psi_2(t)}{\zeta_2(t)}, \quad t \in [1, e], \alpha_2 > 0.
\end{align*}$$

(1)

Here, $\mathcal{J}^{\alpha}$ stands the Hadamard fractional integral operator, where $\bar{x} = (x_1, x_2)$, $f_i$ is in an appropriate Orlicz space. By “singularity” we mean the possibility that $\zeta_i(0, 0) = 0$ and the possibility that $\eta_i(0, 0)$ being undefined are permitted. In fact, in our investigations, we assume that $\eta_i : [0, +\infty)^2 \to [0, +\infty)$ and $\zeta_i : [0, +\infty) \to [0, +\infty)$, $i = 1, 2$, are nonlinear, continuous, and nondecreasing functions. By placing appropriate conditions on $H_i$ and $f_i$, we use a fixed point theorem to prove the existence of a continuous solution $\bar{x}$ to problem (1). The obtained results are new in the context of singularity of the system of quadratic equations and of the Hadamard fractional operators with general growth conditions on Orlicz spaces.

We emphasize that much work on fractional differential and integral problems involves either Riemann–Liouville or Caputo type fractional differential equations. Another kind of fractional derivatives that appears side by side to Riemann–Liouville and Caputo derivatives in the literature is the fractional derivative due to Hadamard introduced in 1892 [23], which differs from the preceding ones in the sense that the kernel of the integral (in the definition of Hadamard derivative) contains logarithmic function of arbitrary exponent, i.e., being natural extension for the Hadamard formula

$$\int_a^x \frac{dt_1}{t_1} \int_a^{t_1} \frac{dt_2}{t_2} \cdots \int_a^{t_{n-1}} \frac{dt_n}{t_n} = \frac{1}{\Gamma(n)} \int_a^x \left( \log \frac{x}{t} \right)^{n-1} f(t) \frac{dt}{t},$$

with $n \in \mathbb{N}$ replaced by $\alpha \in \mathbb{R}^+$. One of its important advantages is that it is invariant with respect to dilatation on the whole axis, but surprisingly this kind of fractional calculus is still studied less than that of Riemann–Liouville.

It is worthwhile also to remark that the considered problem (1) has provoked some interest in earlier papers such as [30] and [31], but for fractional operators taken in the sense of Riemann–Liouville. However, the results of [30] and [31] cannot be applied in the case investigated here (cf. the miscellaneous examples introduced at the end of this paper). In our investigation, unlike, e.g., [17, 18, 21, 28, 29], no assumptions in terms of the measure of noncompactness were imposed on the nonlinearity of the given functions. For this
reason, instead of the use of the technique associated with Darbo’s fixed point theorem, we proceed in a different way by making use of the technique associated with Krasnoselskii’s fixed point theorem for mappings with expanded cones. As the operator is not a contraction, we are unable to use the approach taken from [14].

Let us stress that our results are new even in the context of single quadratic fractional integral equations, in particular with the Hadamard fractional integrals. For an approach allowing to generalize growth conditions with the use of Orlicz spaces, see [14, Theorem 4.16] or [15, Remark 2], or [13, Theorem 5.1], but only for the case of quadratic integral equations with Riemann–Liouville integrals, or [16] for basics about Hadamard integral operators on Orlicz spaces.

2 Preliminaries
Throughout this paper by \( C[a,b] \) we denote the space of continuous functions on the interval \([a,b]\), while \( \mathcal{H}^\lambda[a,b] \) denotes the space of Hölder continuous functions of order \( \lambda > 0 \). By \( L_p[a,b] \), \( 1 \leq p \leq \infty \), we denote the Lebesgue space of real-valued measurable functions \( f \) defined over \([a,b]\) such that \( \int_a^b |f(s)|^p \, ds < \infty \), and by \( L_\infty[a,b] \) we denote the Banach space of real-valued essentially bounded and measurable functions defined on \([a,b]\). We say that the pair \( p, q \in [1,\infty] \) is of “conjugate exponents” if \( p, q \) are connected by the relation \( 1/p + 1/q = 1 \) for \( 1 < p < \infty \) with the convention that \( 1/\infty = 0 \). Some additional function spaces, such as Orlicz spaces, will be defined elsewhere.

Let us recall now some basics about cones and about our main tool, i.e., Krasnoselskii’s fixed point theorem. The space \( C := C[a,b] \times C[a,b] \) equipped with the norm \( \|x\|_{\mathcal{R}_2} := \max\{\|x_1\|,\|x_2\|\} \) forms a Banach space. As it is a topological product of Banach spaces, by the Tychonoff theorem we are able to adapt the compactness criteria for \( C \) taken from \( C([a,b]) \).

Recall that a cone \( Q \) is a proper subset of \( C \) such that if \( u, v \in Q \) and \( \lambda \in \mathbb{R}^+ \), then \( u + v, \lambda u \in Q \). Throughout this paper we consider closed convex \( Q \) and its interior \( Q^\circ \). This cone induces an order on \( C \) defined by

1. \( u \leq v \) if \( v - u \in Q \),
2. \( u < v \) if \( v - u \in Q^\circ \).

A cone induces a partial order “\( \geq \)" in \( C \) by \( x \geq y \) if \( x - y \in Q \). In addition, we say that a function \( \theta \) is nondecreasing on \( Q \) if \( \theta(x) \geq \theta(y) \) for all \( x, y \in Q \) with \( x \geq y \). A complete theory of fixed point theorems in ordered Banach spaces can be found in [10].

The following fixed point theorem on a cone expansion is due to Krasnoselskii (1960).

**Theorem 1** ([37, Theorem 2.13]) Let \( Q \) be a cone and \((C,Q)\) be an ordered Banach space. Let \( Q_1 \) and \( Q_2 \) be open subsets of \( C \) with \( \theta \in Q_1 \) and \( \tilde{Q}_1 \subset Q_2 \).

Suppose that the operator \( T : Q \cap (Q_2 \setminus Q_1) \rightarrow Q \) is continuous and compact. Further, suppose that it is a cone compression or expansion, i.e., either

1. \( \|T(x)\| \leq \|x\| \) for \( x \in Q \cap \partial Q_1 \) and \( \|T(x)\| \geq \|x\| \) for \( x \in Q \cap \partial Q_2 \), or
2. \( \|T(x)\| \geq \|x\| \) for \( x \in Q \cap \partial Q_1 \) and \( \|T(x)\| \leq \|x\| \) for \( x \in Q \cap \partial Q_2 \).

Then \( T \) has a fixed point in \( Q \cap (\tilde{Q}_2 \setminus Q_1) \).

Let us mention here that if \( Q_1 \) and \( Q_2 \) denote the balls with radii \( r_1 \) and \( r_2 \) (say \( r_1 < r_2 \)), respectively, then the above condition reads as follows:

\[ 1^0 \|T(x)\| \leq \|x\| \text{ for } \|x\| = r_1 \text{ and } \|T(x)\| \geq \|x\| \text{ for } \|x\| = r_2, \]
20 \| T(x) \| \geq \| x \| \text{ for } \| x \| = r_1 \text{ and } \| T(x) \| \leq \| x \| \text{ for } \| x \| = r_2.

In such a case the fixed point $x$ of $T$ exists with $r_1 < \| x \| < r_2$. For our goals, this version is sufficient. For a detailed theory of fixed points on abstract cones, see [22].

2.1 Hadamard-type operators

Now, we are in a position to introduce the definition of the Hadamard-type fractional integral operator.

**Definition 1** The Hadamard-type fractional integral of a given function $f$ of order $\alpha > 0$ with left-hand point $a$ is defined by

$$J_\alpha^a f(t) := \frac{1}{\Gamma(\alpha)} \int_a^t \left( \log \frac{t}{s} \right)^{\alpha - 1} \frac{f(s)}{s} ds,$$

provided that this integral exists. For complementation, we define $J_\alpha^a f(a) := 0$. If it does not cause misunderstanding, then let us simplify and write $J_\alpha^a = J_\alpha^x$.

If not stated otherwise, we will assume that $\alpha \in (0, 1)$. However, the above definition and some other results are presented with the most general assumption about $\alpha$.

One of the goals of the paper is to prove some useful properties of such operators. To do this, let us first recall some motivations for the study of such kind of operators and their known properties. Next, some new properties will be proved.

At least for the last 30 years, many authors have been carrying out research in development of the field of Riemann–Liouville fractional calculus (see [2, 3, 20, 26, 29, 35] and the references therein). However, as we mentioned earlier, it is not the only fractional calculus. Some basic properties of Hadamard fractional derivative and integral can be found in [7, 8, 27] for instance. Although the Hadamard-type fractional calculus is an old topic, this type of fractional calculus has not yet been well studied and there is still much to explore.

Let us only note some recent results in this direction ([1, 7, 8, 25, 36] or [24]). Related work on such operators in abstract spaces can be found in [32]. For more results about the fractional calculus in abstract spaces, we refer to [16, 34] and the references therein.

It is well known (see, e.g., [26, 35]) that the operator $J_\alpha^a$ is defined on the space $L_p[a, b]$, $p \in [1, \infty]$. As a consequence of Hölder’s inequality, it can be easily shown that the operator $J_\alpha^a$ maps $L_p[a, b]$ continuously into $L_p[a, b]$ for each $p \in [1, \infty]$.

Let us now investigate this operator on a larger class of spaces, namely on Orlicz spaces. We need to recall some necessary notions.

A function $M : [0, +\infty) \to [0, +\infty)$ is called a Young function if it has the form

$$M(u) = \int_0^u a(s) \, ds \quad \text{for } u \geq 0,$$

where $a : [0, +\infty) \to [0, +\infty)$ is an increasing, left-continuous function which is neither identically zero nor identically infinite on $[0, +\infty)$. In particular, if $M$ is finite-valued, where $\lim_{u \to 0} \frac{M(u)}{u} = 0$, $\lim_{u \to +\infty} \frac{M(u)}{u} = +\infty$, and $M(u) > 0$ if $x > 0$ ($M(u) = 0 \iff u = 0$), then $M$ is called an $N$-function.

The functions $M$ and $N$ are called complementary Young functions if

$$N(x) = \sup_{y \geq 0} \{ xy - M(x) \}.$$
The Orlicz class, denoted by $O_p$, consists of measurable functions $x : I \to \mathbb{R}$ for which

$$\rho(x; M) = \int_I M(x(t)) \, dt < \infty.$$  

We shall denote by $L_M(I)$ the Orlicz space of all measurable functions $x : I \to \mathbb{R}$ for which

$$\|x\|_M = \inf_{\lambda > 0} \left\{ \int_I M\left(\frac{x(s)}{\lambda}\right) \, ds \leq 1 \right\}.$$  

As the Young function $M(u) = \frac{|u|^p}{p}$, $1 < p < \infty$, leads to the classical Lebesgue space $L^p[a, b]$ with the norm mentioned before, we can treat an approach via Orlicz spaces as more general than the previous ones. Moreover, we should mention that for Young functions $M$ and $P$ the inclusion $L_M \subset L_P$ holds if and only if there exist positive constants $u_0$ and $a$ such that $P(u) \leq aM(u)$ for $u \geq u_0$. The last comment indicates that, in contrast to the case of Lebesgue spaces, we have no linearity of inclusions of spaces with respect to generating functions, and we should be very careful by investigating the set of values of operators.

We need to recall a deep result extending the known case of Lebesgue spaces, which is the main tool in carrying out our investigations.

**Lemma 1** ([16, Theorem 2]) If $\alpha \in (0,1)$, for any Young function $\psi$ with its complementary function $\tilde{\psi}$ such that

$$\int_0^t \tilde{\psi}\left(s^{\alpha-1}\right) \, ds < \infty, \quad t \in [1, e],$$

the operator $\mathcal{J}^\alpha$ is continuous from the Orlicz space $L_\psi([1, e])$ into $C[1, e]$.

Examples of such Young functions satisfying (3) are natural and can be found in [16, Remark 1, Example 1]. In particular, under such conditions $\mathcal{J}^\alpha : C[1, e] \to C[1, e]$, let us present an auxiliary important proposition.

**Proposition 1** ([16, 33]) Let $t > 0$, $\alpha \in (0,1)$. For any Young function $\psi$, the function $\Psi : [0, \infty) \to [0, \infty)$ defined by

$$\Psi(t) := \left\{ k > 0 : \int_0^t k^{\frac{1}{1-\alpha}} \psi\left(s^{\alpha-1}\right) \, ds \leq k^{\frac{1}{1-\alpha}} \right\}$$

is increasing and continuous with $\Psi(0) = 0$.

Now a comment about quadratic operators. Let $H$ be a quadratic-type fractional operator of the form $H = F \cdot \mathcal{J}^\alpha$ with the pointwise product of operators.

**Lemma 2** If $F : C[1, e] \to C[1, e]$ is continuous and a Young function $\psi$ satisfies (3) and if $F : C \to C$ is continuous, then the operator $H = F \cdot \mathcal{J}^\alpha$ maps $C[1, e]$ into itself and is continuous.
Proof. In view of Lemma 1 we get the continuity of $\mathcal{J}^\alpha$ when it acts between $L_\psi[1,e]$ and C[1,e], so it is true also for $\mathcal{J}^\alpha : C[1,e] \to C[1,e]$ as this space is a Banach algebra with the pointwise product and $\|H\|_\infty \leq \|F\|_\infty \cdot \|\mathcal{J}^\alpha\|_\infty$ and we are done.

It is a general result, parallel to that for weakly singular operators investigated in [14], so it can be interesting in itself. Usually, the most interesting case is when $F$ is the Nemytskii superposition operator (see classical quadratic equations). Another interesting case is when both operators are of fractional type. We will apply it (see Theorem 2 for instance) for a special case $F(x) = x$.

We should note that a special case covered by the above lemma is the case of power operators (cf. [9, Theorem 3.2, Remark 3] or [5]). Such operators decrease the norm for a small argument and increase for a sufficiently big one, so they do not complicate too much the idea of the proof for quadratic problems. For instance, such operators do not destroy assumptions of Theorem 1 when we multiply them by fractional integral operators, as $|\frac{1}{\gamma^\alpha} \cdot x^n| \geq |x|$ for $x \geq \gamma > 0$ and $|\frac{1}{\gamma^\alpha} \cdot x^n| \leq |x|$ whenever $x \leq \gamma$ (see [9] for more examples). We propose to study such “generalized quadratic” problems as corollaries of the above lemmas together with quadratic ones.

More generally, for the case of integral equations, we should not investigate differentiability properties of solutions, so they are expected outside of the space of continuous functions (in $L_\psi$ or $L_\psi$ spaces for instance). However, in the case of quadratic problems it causes problems. The key point is to ensure that the pointwise product is in the expected space of solutions (see [12, 13, 15] for instance). Thus, by studying quadratic fractional Hadamard-type integral equations in function spaces, we will need the following.

The most general result which is based on Lemma 1 can be formulated as follows.

Lemma 3 Let $\psi$ be a Young function satisfying (3). Assume that a function space $X \subset L_\psi([1,e])$ is such that its space of pointwise multipliers $M_\psi(X)$ contains the space C[1,e] and that $F : X \to X$ is continuous. Then the operator $H = F \cdot \mathcal{J}^\alpha$ maps $X$ into itself and is continuous.

The proof is straightforward, it suffices to apply the following multipliers property: $\|H\|_X \leq \|F\|_X \cdot \|\mathcal{J}^\alpha\|_\infty$ (cf. [14]) and follow the lines of the proof of Lemma 1. Despite the fact that the assumption seems to be not really restrictive and many function spaces satisfy it, not every function space has the expected property (even for Banach algebras, cf. the space of functions with bounded variation $BV([1,e])$ for instance). We will show how useful this version is, too.

Let $\psi$ be a Young function with a complementary function $\check{\psi}$ satisfying (3). Let us fix the following set of assumptions on $f$ for the remaining part of the paper:

1. $f : [1,e] \times \mathbb{R}^2 \to \mathbb{R}$ is a Carathéodory function on $[1,e] \times \mathbb{R}^2$, i.e., for any $\tilde{x} \in \mathbb{R}^2$, the function $f(\cdot,\tilde{x})$ is measurable on $[1,e]$, and for almost every $t \in [1,e], f(t,\cdot)$ is continuous on $\mathbb{R}^2$,

2. For any $\gamma > 0$, there exists $M_\gamma \in L_\psi([1,e])$ with positive values such that $|f(t,\tilde{x})| \leq M_\gamma(t)$, $t \in [1,e]$ and $\|\tilde{x}\| \leq \gamma$.

It means that we are ready to investigate our quadratic problem under general growth conditions on $f$. In fact, it allows us to investigate the Nemytskii superposition operator generated by $f$ as acting on $C[1,e]$ with values in $L_\psi([1,e])$ and, in view of the above results,
the Hadamard fractional integral operator should have its values again in \(C[1,e]\). It helps us to study the problem under more general assumptions than in the earlier mentioned papers. Let us state some immediate consequences of our assumptions.

**Lemma 4** If \(f : [1,e] \times \mathbb{R} \to \mathbb{R}\) satisfies assumptions (1)–(2), then

1. The function \(M_{\eta}(t)\) satisfies \(M_{\eta}(t) \geq \max_{i \leq 2} \lvert f(t, \bar{x}) \rvert\), \(\gamma > 0\), \(t \in [1,e]\);
2. For any \(\bar{x} \in [1,e]\), \(f(\cdot, \bar{x}()) \in L_{\psi}([1,e])\);
3. The following inequality holds true: \(\|f(\cdot, \bar{x}())\|_{\psi} \leq \|M_{\eta}\|_{\psi}\).

**Proof** The first claim is immediate. For the second and third, let us observe that under assumption (1) for any \(\bar{x} \in C[1,e]\) the superposition \(N_{\eta}(\bar{x}) = f(\cdot, \bar{x}())\) is measurable and for any fixed \(\gamma > 0\) by (2) \(\|N_{\eta}(\bar{x})\|_{\psi} \leq \|M_{\eta}\|_{\psi}\), so we are done. \(\square\)

### 3 System of Hadamard-type fractional integral equations

In this section, we employ some consequences of Lemma 1 in order to assure the existence of positive continuous solutions for system (1). Recall that the singularity of equations is allowed, so both \(\eta_{i}(0,0)\) can be undefined and the possibility that \(\zeta(0,0) = 0\) is allowed.

To facilitate our discussion, let us fix the following assumptions:

1. Assume that, for \(i = 1,2\), functions \(f_{i} : [1,e] \times [0,\infty)^{2} \to (0,\infty)\) satisfy assumptions (1)–(2).

2. For \(i = 1,2\), functions \(\eta_{i} : (0,\infty)^{2} \to [0,\infty)\) are continuous and nondecreasing with respect to the ordering in \(\mathbb{R}^{2}\), that is, \(\eta_{i}(x_{1},x_{2}) \leq \eta_{i}(y_{1},y_{2})\) whenever \(x_{i} < y_{j}, j = 1,2\).

3. For \(i = 1,2\), functions \(\zeta_{i} : [0,\infty)^{2} \to [0,\infty)\) are continuous and nondecreasing with respect to the ordering in \(\mathbb{R}^{2}\) such that \(\zeta_{i}(x_{1},x_{2}) > 0\) for all \((x_{1},x_{2}) \neq (0,0)\).

4. For \(i = 1,2\), functions \(H_{i} : [1,e] \times [0,\infty)^{2} \to (0,\infty)\) are continuous and satisfy the following conditions:
   
   (a) \(0 < \mu_{i} < \gamma_{i}, i = 1,2\), exist so that
   
   \[
   \begin{align*}
   &\text{for any } t \in [1,e], \mu_{i} \leq H_{i}(t, \bar{x}) \text{ holds for every } \bar{x} \leq \bar{\mu} \text{ and } \gamma_{i} \geq 2 \max_{t \in [1,e]} H_{i}(t, \bar{\mu}),
   
   \end{align*}
   \]

   where \(\bar{x} = (x_{1},x_{2})\) and \(\bar{\mu} = (\mu_{1},\mu_{2})\).

   (b) For \(i = 1,2\), there exist a function \(b \in C[1,e]\) and nondecreasing functions \(c_{i} : [\mu_{i}, \infty) \to \mathbb{R}^{+}, i = 1,2\), such that
   
   \[
   \begin{align*}
   &\lvert H_{i}(t, \bar{x}) - H_{i}(s, \bar{y}) \rvert \leq c_{i1}(\gamma_{i}) \lvert b(t) - b(s) \rvert + c_{i2}(\gamma_{i}) \lVert \bar{x} - \bar{y} \rVert_{\mathbb{R}^{2}}
   
   \end{align*}
   \]

   for all \(\bar{x}, \bar{y} \in \mathbb{R}^{2}, x_{i}, y_{i} \in [\mu_{i}, \gamma_{i}]\), and \(t,s \in [1,e]\).

Now, we are prepared to formulate and prove the existence result of our quadratic problem in the space of continuous functions. The next theorem deals with some conditions ensuring the existence of positive continuous bounded solutions for system (1).

**Theorem 2** Let \(\alpha_{1}, \alpha_{2} \in (0,1]\). Assume that \(M_{i} \in L_{\psi}([1,e],(0,\infty)), i = 1,2\), where \(\psi\) is an appropriate Young function with its complementary function \(\psi\) satisfying

\[
\int_{0}^{1} \psi \left( s^{\alpha_{i}} \right) ds < \infty, \quad t \in [1,e], \text{where}\ \alpha := \max_{i} \alpha_{i}.
\]
If assumptions (1.)–(4.) hold true along with

$$
\left( C_2(\gamma) + \frac{2\hat{\Psi}(1) \max_i \|M_i\|_{\Psi}}{\Gamma'(\alpha)} \max_i \left( \frac{\eta_i(\bar{\gamma})}{\zeta_i(\bar{\mu})} \right) \right) \leq \frac{1}{2},
$$

(7)

where $\gamma' = \max(\gamma_1, \gamma_2)$, $\beta = \min(\alpha_1, \alpha_2)$, and $C_2(\gamma) = \max(c_{21}(\gamma_1), c_{22}(\gamma_2))$, then system (1) possesses at least one solution $\bar{x} \in C$ such that $\bar{\mu} \leq \bar{x}(t) \leq \bar{\gamma}$, $t \in [1, e]$.

**Proof** To solve system (1), it is sufficient to find a fixed point of the operator $T : C \rightarrow C$ defined by

$$
T\bar{x}(t) := \left\{ T_1(\bar{x}(t), T_2(\bar{x})(t) \right\}, \quad T_i : C[1, e], i = 1, 2,
$$

(8)

where

$$
T_1(\bar{x})(t) := H_1(t, \bar{x}(t)) + \frac{x_2(t)}{\Gamma'(\alpha_1)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha_1-1} f_1(s, \bar{x}(s)) \frac{\eta^*_1(\bar{x}(s))}{\zeta_1(\bar{x}(s))} ds, \quad t \in [1, e],
$$

(9)

and

$$
T_2(\bar{x})(t) := H_2(t, \bar{x}(t)) + \frac{x_1(t)}{\Gamma'(\alpha_2)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha_2-1} f_2(s, \bar{x}(s)) \frac{\eta^*_2(\bar{x}(s))}{\zeta_2(\bar{x}(s))} ds, \quad t \in [1, e].
$$

(10)

Here, $\eta^*_i : \mathbb{R}^2 \rightarrow [\eta_i(\bar{\mu}), \eta_i(\bar{\gamma})]$ and $\zeta^*_i : \mathbb{R}^2 \rightarrow [\zeta_i(\bar{\mu}), \zeta_i(\bar{\gamma})]$ $(i = 1, 2)$ are defined by

$$
\eta^*_i(\bar{x}) := \begin{cases} 
\eta_i(\bar{\gamma}) & \bar{x} \geq \bar{\gamma}, \\
\eta_i(\bar{x}) & \bar{\mu} \leq \bar{x} \leq \bar{\gamma}, \\
\eta_i(\bar{\mu}) & \bar{x} \leq \bar{\mu},
\end{cases}
$$

and

$$
\zeta^*_i(\bar{x}) := \begin{cases} 
\zeta_i(\bar{\gamma}) & \bar{x} \geq \bar{\gamma}, \\
\zeta_i(\bar{x}) & \bar{\mu} \leq \bar{x} \leq \bar{\gamma}, \\
\zeta_i(\bar{\mu}) & \bar{x} \leq \bar{\mu},
\end{cases}
$$

First we need to recall that $T$ is well defined on $C$. Observe that, for each $\bar{x} \in C$, functions $\frac{\eta^*_i(\bar{x})}{\zeta^*_i(\bar{x})}$, $i = 1, 2$, are continuous on $[1, e]$ and for any $\bar{x} \in C, f_i(\cdot, \bar{x}(\cdot)) = f_i(x_1(\cdot), x_2(\cdot)) \in L_\psi([1, e])$.

Since $f_i(\cdot, \bar{x}(\cdot)) \frac{\eta^*_i(\bar{x})}{\zeta^*_i(\bar{x})} \in L_\psi([1, e])$, by applying [16, Proposition 1] condition (6) holds true for both $\alpha_1$, $\alpha_2$, and in view of Lemma 1 it follows that the operator $T : C \rightarrow C$ is well defined.

Next, let us define the following subsets of the space $C$ (as required in Krasnosel’skii’s fixed point theorem):

$$
Q_1 := \left\{ \bar{x} \in C : \|\bar{x}\|_{\mathbb{R}^2} < \mu := \min(\mu_1, \mu_2) \right\} \quad \text{and}
$$

$$
Q_2 := \left\{ \bar{x} \in C : \|\bar{x}\|_{\mathbb{R}^2} < \gamma := \max(\gamma_1, \gamma_2) \right\},
$$

$$
Q := \left\{ \bar{x} \in C : x_i(t) \geq 0, \|\bar{x}(t) - \bar{x}(s)\|_{\mathbb{R}^2} \leq \left[ \frac{B(t, s) + K\hat{\Psi}(t-s)}{1-K^*} \right], t, s \in [1, e] \right\},
$$

where

$$
B(t, s) := C_1(\gamma) |b(t) - b(s)| \quad \text{with} \quad C_1(\gamma) := \max \left\{ c_{11}(\gamma_1), c_{21}(\gamma_2) \right\},
$$

and

$$
K := \frac{4\gamma \max_i \|M_i\|_{\Psi}}{\Gamma'(\alpha)} \max_i \left( \frac{\eta_i(\bar{\gamma})}{\zeta_i(\bar{\mu})} \right).
$$
and

\[ K^* := \left( C_2(\gamma) + \frac{2\hat{\psi}(1)\max_i\|M_i\|_\psi}{\Gamma(\alpha)} \cdot \max_i \left\{ \eta_i(\tilde{\psi}) \right\} \right) \leq \frac{1}{2}. \]

We divide our proof into five steps by proving some of important properties of \( T \):

(Step 1): \( T : Q \cap (\bar{Q}_2 \setminus Q_1) \to Q \) is well defined.

(Step 2): \( T : Q \cap (\bar{Q}_2 \setminus Q_1) \to Q \) is continuous.

(Step 3): \( T : Q \cap (\bar{Q}_2 \setminus Q_1) \to Q \) is compact.

(Step 4): \( T \) satisfies a Krasnosel’skii cone expansion/compression condition.

(Step 5): Every fixed point of \( T \) solves system (1).

To prove the assertion of (Step 1), let \( \tilde{x} \in \overline{Q}_2 \setminus Q_1 \) and \( t_1, t_2 \in [a, b] \). With no loss of generality, we may assume that \( t_1 \leq t_2 \) and then, keeping our assumption in mind, we have the following estimates:

\[
\begin{align*}
|T_1(\tilde{x})(t_2) - T_1(\tilde{x})(t_1)| &\leq |H_1(t_2, \tilde{x}(t_2)) - H_1(t_1, \tilde{x}(t_1))| \\
&+ |x_2(t_2) - x_2(t_1)| \int_1^{t_2} \left( \log \frac{t_2}{s} \right)^{a_1-1} f_1(s, \tilde{x}(s)) \frac{\eta_1(\tilde{x}(s))}{\xi_1(\tilde{x}(s))} \frac{ds}{s} \\
&- |x_2(t_1)| \int_1^{t_2} \left( \log \frac{t_2}{s} \right)^{a_1-1} f_1(s, \tilde{x}(s)) \frac{\eta_1(\tilde{x}(s))}{\xi_1(\tilde{x}(s))} \frac{ds}{s} \\
&+ |x_2(t_2) - x_2(t_1)| \int_1^{t_1} \left( \log \frac{t_2}{s} \right)^{a_1-1} f_1(s, \tilde{x}(s)) \frac{\eta_1(\tilde{x}(s))}{\xi_1(\tilde{x}(s))} \frac{ds}{s} \\
&- |x_2(t_1)| \int_1^{t_1} \left( \log \frac{t_2}{s} \right)^{a_1-1} f_1(s, \tilde{x}(s)) \frac{\eta_1(\tilde{x}(s))}{\xi_1(\tilde{x}(s))} \frac{ds}{s} \\
&\leq c_{11}(\gamma) |b(t_2) - b(t_1)| + c_{12}(\gamma) \|\tilde{x}(t_2) - \tilde{x}(t_1)\|_{\mathbb{R}^2} \\
&+ |x_2(t_2) - x_2(t_1)| \int_1^{t_2} \left( \log \frac{t_2}{s} \right)^{a_1-1} f_1(s, \tilde{x}(s)) \frac{ds}{s} \\
&+ |x_2(t_1)| \int_1^{t_2} \left( \log \frac{t_2}{s} \right)^{a_1-1} f_1(s, \tilde{x}(s)) \frac{ds}{s} \\
&+ |x_2(t_2) - x_2(t_1)| \int_1^{t_1} \left( \log \frac{t_2}{s} \right)^{a_1-1} f_1(s, \tilde{x}(s)) \frac{ds}{s} \\
&+ |x_2(t_1)| \int_1^{t_1} \left( \log \frac{t_2}{s} \right)^{a_1-1} f_1(s, \tilde{x}(s)) \frac{ds}{s} \\
&\leq c_{11}(\gamma) |b(t_2) - b(t_1)| + c_{12}(\gamma) \|\tilde{x}(t_2) - \tilde{x}(t_1)\|_{\mathbb{R}^2} \\
&+ |x_2(t_2) - x_2(t_1)| \left( \eta_1(\tilde{x}) \xi_1(\tilde{x}) \right) \int_1^{t_2} a_1(s) M_1(s) \frac{ds}{s} \\
&+ |x_2(t_1)| \left( \eta_1(\tilde{x}) \xi_1(\tilde{x}) \right) \int_1^{t_1} \left[ a_2(s) + a_3(s) \right] M_1(s) \frac{ds}{s},
\end{align*}
\]
Thus we conclude that

\[ a_1(s) := \begin{cases} \frac{\log s^{1/2}}{s} \log s^{1/2}, & s \in [1, t_2], \\ 0 & \text{otherwise} \end{cases} \]
and

\[ a_2(s) := \begin{cases} \frac{\log s^{1/2}}{s} \log s^{1/2}, & s \in [t_1, t_2], \\ 0 & \text{otherwise}, \end{cases} \]

and

\[ a_3(s) := \begin{cases} \frac{\log s^{1/2}}{s} \log s^{1/2}, & s \in [1, t_1], \\ 0 & \text{otherwise}. \end{cases} \]

Arguing as in the proof of [16, Theorem 1], we ensure that \( a_i \in L_\psi \) \((i = 1, 2, 3)\). Let us omit the details as they are similar to argumentations in the proof of [16, Theorem 2] with (small) necessary changes. In view of the Hölder inequality in Orlicz spaces, we conclude that

\[
\| T_1(\bar{x}(t_2) - T_1(\bar{x}(t_1)) \|_{\mathbb{R}^2} \leq c_{11}(y) |b(t_2) - b(t_1)| + c_{12}(y) \| \bar{x}(t_2) - \bar{x}(t_1) \|_{\mathbb{R}^2}
\]

\[
+ \frac{|x_2(t_2) - x_2(t_1)|}{\Gamma'(\alpha)} \left( \frac{\eta_1(\bar{y})}{\zeta_1(\tilde{\mu})} \right) \cdot 2 \| a_1 \|_{\psi} \| M_1 \|_{\psi}
\]

\[
+ \frac{|x_2(t_1)|}{\Gamma'(\alpha)} \left( \frac{f_1(\bar{y})}{g_1(\bar{y})} \right) \cdot 2 \left( \| a_2 \|_{\psi} + \| a_3 \|_{\psi} \right) \| M_1 \|_{\psi}
\]

\[
\leq c_{11}(y) |b(t_2) - b(t_1)| + c_{12}(y) \| \bar{x}(t_2) - \bar{x}(t_1) \|_{\mathbb{R}^2}
\]

\[
+ \frac{|x_2(t_2) - x_2(t_1)|}{\Gamma'(\alpha)} \left( \frac{\eta_1(\bar{y})}{\zeta_1(\tilde{\mu})} \right) \cdot 2 \bar{\psi} (\log t_2) \| M_1 \|_{\psi}
\]

\[
+ \frac{|x_2(t_1)|}{\Gamma'(\alpha)} \left( \frac{\eta_1(\bar{y})}{\zeta_1(\tilde{\mu})} \right) \cdot 4 \bar{\psi} (t_2 - t_1) \| M_1 \|_{\psi}
\]

\[
\leq C_1(y) |b(t_2) - b(t_1)| + C_2(y) \| \bar{x}(t_2) - \bar{x}(t_1) \|_{\mathbb{R}^2}
\]

\[
+ \frac{\| \bar{x}(t_2) - \bar{x}(t_1) \|_{\mathbb{R}^2}}{\Gamma'(\alpha)} \max_i \left( \frac{\eta_1(\bar{y})}{\zeta_1(\tilde{\mu})} \right) \cdot 2 \bar{\psi} (1 \max_i \| M_i \|_{\psi})
\]

\[
+ \frac{4\gamma}{\Gamma'(\alpha)} \max_i \left( \frac{\eta_1(\bar{y})}{\zeta_1(\tilde{\mu})} \right) \cdot \bar{\psi} (t_2 - t_1) \max_i \| M_i \|_{\psi},
\]

Thus we conclude that \( T_1(\bar{x}) \in C[1,e] \):

\[
\| T_1(\bar{x}(t_2) - T_1(\bar{x}(t_1)) \|_{\mathbb{R}^2} \leq B(t_1, t_2) + K^* \| \bar{x}(t_2) - \bar{x}(t_1) \|_{\mathbb{R}^2} + K \bar{\psi} (t_2 - t_1).
\]

Similarly, the continuity for \( T_2(\bar{x}) \) on \([1,e]\) can be shown:

\[
\| T_2(\bar{x}(t_2) - T_2(\bar{x}(t_1)) \|_{\mathbb{R}^2} \leq B(t_1, t_2) + K^* \| \bar{x}(t_2) - \bar{x}(t_1) \|_{\mathbb{R}^2} + K \bar{\psi} (t_2 - t_1)\).
\]

Using the definition of \( Q \), we get also the following estimation:

\[
\| T_i(\bar{x})(t_2) - T_i(\bar{x})(t_1) \|_{\mathbb{R}^2} \leq B(t_1, t_2) + K^* \left[ \frac{B(t,s) + K \bar{\psi} (|t-s|)}{1 - K^*} \right] + K \bar{\psi} (|t_2 - t_1|).
\]

\[
\leq \frac{1}{1 - K^*} \left[ B(t_1, t_2) + K \bar{\psi} (|t_2 - t_1|) \right],
\]

which holds for every \( i \in \{1,2\} \). Therefore, we conclude that \( T(\bar{x}) \in Q \).
As our assumptions imply that the values of $T_1, T_2$ are positive, i.e., $T_j(\bar{x})(t) > 0, i = 1, 2, t \in [1, e]$, it follows that $T(\bar{x}) \in Q$ for every $\bar{x} \in Q \cap (Q_2 \setminus Q_1)$, which implies that $T: Q \cap (Q_2 \setminus Q_1) \to Q$ and is well defined.

Next, we proceed to proving the assertion of (Step 2). To achieve this goal, we let $\tilde{x}_n \to \tilde{x}$ in $Q \cap (Q_2 \setminus Q_1)$, then $\tilde{x}_n(t) = (x_{1,n}(t), x_{2,n}(t)) \to \tilde{x}(t) = (x_1(t), x_2(t))$ uniformly in $C$. In this case, with some further efforts one can get

$$
\left| T_1(\tilde{x}_n(t)) - T_1(\tilde{x}(t)) \right| \\
\leq |H_1(t, \tilde{x}_n(t)) - H_1(t, \tilde{x}(t))| \\
+ \left| \frac{x_{2,n}(t)}{\Gamma(\alpha_1)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha_1 - 1} f_1(s, \tilde{x}_n(s)) \frac{\eta_1^*(\tilde{x}_n(s))}{\xi_1^*(\tilde{x}_n(s))} \frac{ds}{s} \right| \\
- \left| \frac{x_2(t)}{\Gamma(\alpha_1)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha_1 - 1} f_1(s, \tilde{x}(s)) \frac{\eta_1^*(\tilde{x}(s))}{\xi_1^*(\tilde{x}(s))} \frac{ds}{s} \right| \\
\leq c_{12}(\gamma) \| \tilde{x}_n(t) - \tilde{x}(t) \|_{L^2} \\
+ \left| \frac{x_{2,n}(t)}{\Gamma(\alpha_1)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha_1 - 1} f_1(s, \tilde{x}_n(s)) \frac{\eta_1^*(\tilde{x}_n(s))}{\xi_1^*(\tilde{x}_n(s))} \frac{ds}{s} \right| \\
- \left| \frac{x_2(t)}{\Gamma(\alpha_1)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha_1 - 1} f_1(s, \tilde{x}(s)) \frac{\eta_1^*(\tilde{x}(s))}{\xi_1^*(\tilde{x}(s))} \frac{ds}{s} \right| \\
\leq c_{12}(\gamma) \| \tilde{x}_n(t) - \tilde{x}(t) \|_{L^2} \\
+ \left| \frac{x_{2,n}(t) - x_2(t)}{\Gamma(\alpha_1)} \eta_1(\tilde{y}) \left( \max_{\tilde{t} \in [1, e]} \int_1^\tilde{t} \left( \log \frac{t}{s} \right)^{\alpha_1 - 1} M_1(s) \frac{ds}{s} \right) \right| \\
+ \left| \frac{x_2(t)}{\Gamma(\alpha_1)} \frac{\eta_1(\tilde{y})}{\xi_1(\tilde{y})} \left( \max_{\tilde{t} \in [1, e]} \int_1^\tilde{t} \left( \log \frac{t}{s} \right)^{\alpha_1 - 1} M_1(s) \frac{ds}{s} \right) \right| \\
+ \left| \frac{x_2(t)}{\Gamma(\alpha_1)} \max_{\tilde{t} \in [1, e]} \left| \frac{\eta_1^*(\tilde{x}_n(t))}{\xi_1^*(\tilde{x}_n(t))} - \frac{\eta_1^*(\tilde{x}(t))}{\xi_1^*(\tilde{x}(t))} \right| \left( \max_{\tilde{t} \in [1, e]} \int_1^\tilde{t} \left( \log \frac{t}{s} \right)^{\alpha_1 - 1} M_1(s) \frac{ds}{s} \right) \right|
$$

Again by applying the Hölder inequality, we obtain

$$
\left| T_1(\tilde{x}_n(t)) - T_1(\tilde{x}(t)) \right| \\
\leq c_{12}(\gamma) \| \tilde{x}_n(t) - \tilde{x}(t) \|_{L^2} \\
+ \frac{2\tilde{\Psi}(1)}{\Gamma(\alpha_1)} \frac{\eta_1(\tilde{y})}{\xi_1(\tilde{y})} \| \tilde{x}_n(t) - \tilde{x}(t) \|_{L^2}
$$
that, for any operator $\tilde{T}$, it implies, in view of the continuity of $\tilde{T}$. Similarly,

\[
\|T_2(\tilde{x}_n(t)) - T_2(\tilde{x}(t))\| \leq \|\tilde{x}_n(t) - \tilde{x}(t)\|_{\ell^2} \left( C_2(\gamma) + \frac{2\tilde{\Psi}(1) \max_i \|M_i\|_\psi \max_{i \in [1, 2]} \left| \eta_i(\tilde{x}_n(t)) \right|}{\Gamma(\alpha)} \right) \cdot \max_i \left\{ \eta_i(\tilde{x}(t)) \right\}
\]

It is equivalent to the following estimate:

\[
\|T(\tilde{x}_n) - T(\tilde{x})\|_{\ell^2} = \max_i \left\{ \max_{i \in [1, 2]} |T_i(\tilde{x}_n(t)) - T_i(\tilde{x}(t))| \right\}
\]

\[
\leq \frac{1}{2} \|\tilde{x}_n(t) - \tilde{x}(t)\|_{\ell^2} \left( C_2(\gamma) + \frac{2\tilde{\Psi}(1) \max_i \|M_i\|_\psi \max_{i \in [1, 2]} \left| \eta_i(\tilde{x}_n(t)) \right|}{\Gamma(\alpha)} \right) \cdot \max_i \left\{ \eta_i(\tilde{x}(t)) \right\}
\]

It implies, in view of the continuity of $\frac{\eta_i(t)}{\zeta_i(t)}$, $i = 1, 2$, and $f_i(t, \cdot)$, $t \in [1, e]$, $i = 1, 2$, that the operator $T : Q \cap (\bar{Q}_2 \setminus Q_1) \to Q$ is continuous. The second claim is established.

Now we need to prove the assertion of (Step 3). Let $M \subset Q \cap (\bar{Q}_2 \setminus Q_1)$ be bounded. Note that, for any $\tilde{x} \in M$, we have

\[
|T_1(\tilde{x})(t)| \leq |H_1(t, \tilde{x}(t))| + \frac{|\tilde{x}_1(t)|}{\tilde{\gamma}(t)} \left( \frac{\eta_1(\tilde{x}(t))}{\tilde{\zeta}_1(\tilde{x}(t))} \right) \left( \max_{i \in [1, 2]} \int_1^t \left| \eta_i(\tilde{x}_n(s)) \right| ds \right)
\]

\[
\leq |H_1(t, \tilde{x}(t)) - H_1(t, \tilde{\mu})| + \left| H_1(t, \tilde{\mu}) \right|
\]

\[
\leq |H_1(t, \tilde{x}(t)) - H_1(t, \tilde{\mu})| + \left| H_1(t, \tilde{\mu}) \right|
\]

\[
+ \frac{|\tilde{x}_2(t)| \tilde{\Psi}(1) \max_i \|M_i\|_\psi \max_{i \in [1, 2]} \left| \eta_i(\tilde{x}_n(t)) \right|}{\Gamma(\alpha)} \left( \frac{\eta_i(\tilde{x}(t))}{\tilde{\zeta}_i(\tilde{x}(t))} \right)
\]
\[ \leq C_2(\gamma)\|\bar{x}(t) - \bar{\mu}\|_{\mathbb{R}_+^2} + \|H_1(\cdot, \bar{\mu})\| \]

\[ + \gamma\frac{2\hat{\psi}(1)\max_i \|M_i\|_\psi}{\Gamma(\alpha)} \max_i \left( \eta_i(\gamma^* \hat{\psi}(\cdot)) \right). \]

As we have a simple estimation

\[ \|\bar{x}(t) - \bar{\mu}\|_{\mathbb{R}_+^2} = \max \left\{ \max_{t \in [a,b]} |x_1(t) - \mu_2|, \max_{t \in [a,b]} |x_2(t) - \mu_1| \right\} \leq \|\gamma - \mu\| \leq \gamma, \]

then in view of inequality (7), we get

\[ |T_1(\bar{x})(t)| \leq \|H_1(\cdot, \bar{\mu})\| + \frac{\gamma}{2} \leq \frac{\gamma_1}{2} + \frac{\gamma_2}{2}. \]

Similarly,

\[ |T_2(\bar{x})(t)| \leq \frac{\gamma_2}{2} + \frac{\gamma}{2}. \]

Since \( \gamma = \max\{\gamma_1, \gamma_2\} \), we conclude that \( \|T(\bar{x})\|_{\mathbb{R}_+^2} = \max_{t \in [1,\bar{\mu}]} \|T_1(\bar{x})(t)\|, \|T_2(\bar{x})(t)\| < \gamma. \)

It implies the boundedness of the image \( T(M) \). Moreover, from (13), we conclude the equicontinuity of the set \( T(M) \).

Finally, the continuous operator \( T \) maps bounded subsets of \( Q \cap (\bar{Q}_2 \setminus Q_1) \) into bounded equicontinuous subsets of \( Q \). In view of Tychonoff and Arzelà–Ascoli theorems, we obtain compactness of the continuous operator \( T \), as expected in the assertion of (Step 3).

To verify (Step 4), we need to evaluate the norm of \( T(x) \) on boundaries of \( \partial Q_1 \) and \( \partial Q_2 \).

As we already proved that for \( \bar{x} \in Q \cap \partial Q_2 \), we have \( \|T(\bar{x})\|_{\mathbb{R}_+^2} < \gamma = \|\bar{x}\|_{\mathbb{R}_+^2} \), we will verify the remaining part of assumption [2-1] in Theorem 1.

To do this, let us observe that \( 0 < x_i(t) \leq \mu_1, t \in [1,\bar{\mu}] \), for any \( \bar{x} = (x_1, x_2) \in Q \cap \partial Q_1 \). In this case, by applying the monotonicity properties of \( \eta_i \) and \( \zeta_i \) \((i = 1,2)\), we have

\[ T_1(\bar{x})(t) \geq H_1(t, \bar{x}(t)) + \frac{x_2(t)}{\Gamma(\alpha)} \left( \eta_1(0) \right) \left( \int_a^t \left( \log \frac{t}{s} \right)^{\alpha_1-1} f_1(s, \bar{x}(s)) \frac{ds}{s} \right) \]

for all \( t \in [1,\bar{\mu}] \).

In view of assumption (4.)(a), for chosen \( \bar{x} \), we get \( H_1(t, \bar{x}(t)) \geq \mu_1. \) Moreover, assumptions (2.) and (3.) imply that \( \frac{\eta_i(0)}{\Gamma(\alpha)} > 0 \), and as the operator \( \eta_i(0) \) has nonnegative values, we get \( \|T_1(\bar{x})\| > H_1(t, \bar{x}(t)) \geq \mu_1. \) Similarly, \( \|T_2(\bar{x})\| \geq \mu_2. \) Consequently, \( \|T\bar{x}\|_{\mathbb{R}_+^2} \geq \min\{\mu_1, \mu_2\} = \mu \geq \|ar{x}\|_{\mathbb{R}_+^2}. \)

All the hypotheses of Krasnoselskii’s fixed point theorem are fulfilled. Therefore, we can conclude that the operator \( T : Q \cap (\bar{Q}_2 \setminus Q_1) \rightarrow Q \) has at least one fixed point \( \bar{x} = (x_1, x_2) \in Q \cap (\bar{Q}_2 \setminus Q_1) \), being continuous on \([1,\bar{\mu}]\), being continuous on \([1,\bar{\mu}]\), meaning that there would exist \( x_i \in C[1,\bar{\mu}], i = 1,2 \), with the property that \( x_i(t) \in (0, \gamma], \forall t \in [1,\bar{\mu}], i = 1,2, \) for which we have

\[ \begin{cases} x_1(t) = H_1(t, \bar{x}(t)) + \frac{x_2(t)}{\Gamma(\alpha)} \left( \log \frac{t}{s} \right)^{\alpha_1-1} f_1(s, \bar{x}(s)) \frac{d\bar{x}(s)}{ds}, & t \in [1,\bar{\mu}], \\ x_2(t) = H_2(t, \bar{x}(t)) + \frac{x_1(t)}{\Gamma(\alpha)} \left( \log \frac{t}{s} \right)^{\alpha_2-1} f_2(s, \bar{x}(s)) \frac{d\bar{x}(s)}{ds}, & t \in [1,\bar{\mu}]. \end{cases} \]

Finally, for (Step 5), looking at system (14), observe that

\[ x_i(t) \geq H_i(t, \bar{x}(t)) \]

hold for all \( t \in [1,\bar{\mu}], i = 1,2. \)
We conclude that $\tilde{x}(t) \geq (\mu, \mu), \forall t \in [1, e]$. Otherwise, in view of our assumptions imposed on $H_1, H_2$, we obtain that

$$\mu_i \geq \mu > x_i(t) \geq H_i(t, \tilde{x}(t)) \geq \mu_i, \quad t \in [1, e] \quad (i = 1, 2),$$

which, of course, would lead to contradiction. Consequently, since $\tilde{y} \geq \tilde{x}(t) \geq \tilde{\mu}, \quad t \in [a, b]$, it follows in view of (14) and by the definitions of $\eta_i^*$ and $\zeta_i^*$ that $\tilde{x} \in Q \cap (\tilde{Q}_2 \setminus Q_1)$ solves system (1), which completes the proof. □

**Remark 1** Now let us show an immediate consequence of the above theorem if we replace Lemma 1 by more general Lemma 3. In particular, this extension is useful when we study $F(x_1, x_2) = (x_1^2, x_2^2)$, i.e., cubic equations (see [5] for instance) or $F(x_1, x_2) = (x_1^{\alpha - 1}, x_2^{\alpha - 1})$, i.e., $\alpha$th order ([9]) (both proved by a contraction method), but we are not restricted only to those cases. Note that in earlier papers only the approach via contraction mappings was used. It should be also stressed that the case of Hadamard fractional operators is more complicated than that of the convolution-type operators.

Consider the following generalized system of Hadamard-type fractional integral equations:

$$
\begin{align*}
\begin{cases}
x_1(t) = H_1(t, \tilde{x}(t)) + F_1(x_2(t)) \cdot \tilde{\gamma}^\alpha f_1(t, \tilde{x}(t)) \frac{\eta(t)}{(1(t))_{\alpha-1}}, & t \in [1, e], \alpha_1 > 0, \\
x_2(t) = H_2(t, \tilde{x}(t)) + F_2(x_1(t)) \cdot \tilde{\gamma}^\alpha f_2(t, \tilde{x}(t)) \frac{\eta(t)}{(1(t))_{\alpha-1}}, & t \in [1, e], \alpha_2 > 0.
\end{cases}
\end{align*}
$$

(15)

For $(x, \rho) \in C[1, e] \times (0, \infty)$, we denote by $\omega(x, \rho)$ the modulus of continuity of $x \in C[1, e]$, i.e.,

$$
\omega(x, \rho) = \sup \{ \| x(t_1) - x(t_2) \| : (t_1, t_2) \in [1, e] \times [1, e], |t_1 - t_2| \leq \rho \}.
$$

Further on, for any subset $M$ of $C[1, e]$, let us define (cf. [6])

$$
\omega(M, \rho) = \sup \{ \omega(x, \rho) : x \in M \}
$$

and

$$
\omega(M) = \lim_{\rho \to 0} \omega(M, \rho).
$$

So, a function $x$ admits $\omega$ as a modulus of continuity if and only if $\| x(t) - x(s) \| \leq \omega(x, |t - s|)$. Moreover, for any continuous function $X$, this modulus is continuous at zero: $\omega(x, r) \to 0$ as $r \to 0$.

Recall that, as we consider continuous functions on compact interval, they are uniformly continuous. A function turns out to be uniformly continuous if and only if it admits a modulus of continuity. For the case of quadratic problems, it is worthwhile to note that if $x$ and $y$ are bounded real-valued functions with moduli respectively $\omega_1$ and $\omega_2$, then the pointwise product $x \cdot y$ has the modulus of continuity $\| y \|_\infty \cdot \omega_1 + \| x \|_\infty \cdot \omega_2$. We are ready to prove an extension for Theorem 2, which will be then illustrated in Example 3.1.
Proposition 2 Let $\alpha_1, \alpha_2 \in (0, 1]$. Assume that $M_i \in L^\psi([1, e], (0, \infty)), i = 1, 2$, where $\psi$ is an appropriate Young function with its complementary function $\tilde{\psi}$ satisfying

$$
\int_0^t \tilde{\psi}(s^{\alpha-1}) \, ds < \infty, \quad t \in [1, e], \text{where } \alpha := \max_i \{\alpha_i\}. \tag{16}
$$

Assume that, for bounded and continuous mapping $F(x_1, x_2) = (F_1(x_2), F_2(x_1)) : C \to C$, there exists a constant $M_L$ such that for any subset $M$ in $B_r$ and any $r > 0$, we have

$$
\max \left\{ \omega(F_1(M), r), \omega(F_2(M), r) \right\} \leq M_L \cdot \omega(M, r). \tag{17}
$$

If assumptions (1.)–(4.) hold true along with

$$
\left( C_2(\gamma') + \frac{2 \cdot \tilde{\Psi}(1) \max_i \|M_i\|_\varphi}{\Gamma(\alpha)} \max_i \left\{ \frac{\eta_i(\tilde{\gamma})}{\zeta_i(\mu_i)} \right\} \right) \leq \frac{1}{2 \cdot M_L}, \tag{18}
$$

where $\gamma' := \max\{\gamma_1, \gamma_2\}, \beta := \min\{\alpha_1, \alpha_2\}$, and $C_2(\gamma') = \max\{c_{12}(\gamma_1, \gamma_2), c_{22}(\gamma_2)\}$, then system (1) possesses at least one solution $\tilde{x} \in C$ such that $\tilde{\mu} \leq \tilde{x}(t) \leq \tilde{\gamma}, \ t \in [1, e]$.

Proof The proof follows the lines of the preceding theorem with some necessary changes. It will be rewritten in such a way to facilitate possible future extensions. Namely, in this case let us briefly describe some necessary changes. Fix any $\tilde{x} = (x_1, x_2) \in C$. Operator $T$ is defined as follows:

$$
T_1(\tilde{x})(t) := H_1(t, \tilde{x}(t)) + \frac{F_1(x_2)(t)}{\Gamma(\alpha_1)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha_1-1} f_1(s, \tilde{x}(s)) \frac{\eta_1^*(\tilde{x}(s))}{\zeta_1^*(\tilde{x}(s))} \, ds, \quad t \in [1, e], \tag{19}
$$

and

$$
T_2(\tilde{x})(t) := H_2(t, \tilde{x}(t)) + \frac{F_2(x_1)(t)}{\Gamma(\alpha_2)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha_2-1} f_2(s, \tilde{x}(s)) \frac{\eta_2^*(\tilde{x}(s))}{\zeta_2^*(\tilde{x}(s))} \, ds, \quad t \in [1, e], \tag{20}
$$

so we define the set $Q$ as a subset of $C[1, e]$ consisting of positive functions having, for any $r > 0$, the following modulus of equicontinuity estimated by

$$
\omega(Q, r) = C_2(\gamma') \cdot \omega(b, r) + \frac{\tilde{\Psi}(|t-s|)}{1 - K^*},
$$

but where a constant $K^*$ is defined as

$$
K^* := \left( C_2(\gamma') \cdot M_L + \frac{2 \cdot M_L \cdot \tilde{\Psi}(1) \max_i \|M_i\|_\varphi}{\Gamma(\alpha)} \max_i \left\{ \frac{\eta_i(\tilde{\gamma})}{\zeta_i(\mu_i)} \right\} \right) \leq \frac{1}{2}.
$$

Let us recall that in the proof of Theorem 2 we had $\omega(Q, |t-s|) = \frac{B(t, s) + K^*|t-s|}{1 - K^*}$.

To show that $T : Q \to Q$, we need to infer that the modulus of continuity $\omega(Q)$ is preserved by $T$. Recall that if $x$ and $y$ are functions with moduli respectively $\omega_1$ and $\omega_2$, then any linear combination $ax + by$ has the modulus of continuity $|a|\omega_1 + |b|\omega_2$. Then, with no
essential changes in (Step 1), by applying Proposition 2, for any $i = 1, 2$, we get an estima-
tion:

$$
|T_i(x_i)(t_2) - T_i(x_i)(t_1)| \leq C_1(\gamma)|b(t_2) - b(t_1)| + C_2(\gamma) \cdot M_L \cdot \omega(Q, |t_2 - t_1|)
$$

+ $\frac{M_L \cdot \omega(Q, |t_2 - t_1|)}{\Gamma(\alpha)} \max_i \left( \frac{\eta_i(\bar{\gamma})}{\zeta_i(\bar{\mu})} \right) \cdot \max_i \|M_i\|_{\psi}

+ \frac{4\gamma}{\Gamma(\alpha)} \max_i \left( \frac{\eta_i(\bar{\gamma})}{\zeta_i(\bar{\mu})} \right) \cdot \bar{\Psi}(t_2 - t_1) \max_i \|M_i\|_{\psi},
$$

and then

$$
|T_i(x_i)(t_2) - T_i(x_i)(t_1)| \leq \omega(Q, |t_2 - t_1|),
$$

so $T : Q \to Q$.

In (Step 2) we follow the lines of the proof of Theorem 2, with only minor changes, together with Proposition 2. For any sequence $\bar{x}_n \to \bar{x}$ in $Q \cap (Q_2 \setminus Q_1)$, i.e., $\bar{x}_n(t) = (x_{1,n}(t), x_{2,n}(t)) \to \bar{x}(t) = (x_1(t), x_2(t))$ uniformly in $C$, we get

$$
|T_i(\bar{x}_n)(t) - T_i(\bar{x})(t)| \leq C_2(\gamma) \cdot \|\bar{x}_n(t) - \bar{x}(t)\|_{B^2}
$$

+ $\left( \frac{2\bar{\Psi}(1) \max_i \|M_i\|_{\psi} \cdot \max_i \left( \frac{\eta_i(\bar{\gamma})}{\zeta_i(\bar{\mu})} \right) }{\Gamma(\alpha)} \right) \max_i \left( \eta_i(\bar{\gamma}) \right)

+ \frac{\gamma}{\Gamma(\alpha)} \max_i \left( \frac{\eta_i(\bar{\gamma})}{\zeta_i(\bar{\mu})} \right) \int_1^t \left( \log \frac{t}{s} \right)^{\alpha - 1} \left| f_i(s, \bar{x}_n(s)) - f_i(s, \bar{x}(s)) \right| \frac{ds}{s}

+ \left( \frac{2\gamma \bar{\Psi}(1) \max_i \|M_i\|_{\psi} \cdot \max_i \left( \frac{\eta_i(\bar{\gamma})}{\zeta_i(\bar{\mu})} \right) }{\Gamma(\alpha)} \right) \max_i \left( \eta_i(\bar{\gamma}) \right)

Thus we obtain the continuity of $T$ (some changes are results of the presence of constant $M_L$, so please let us omit the details).

We should note that in (Step 3) of Theorem 2 we proved two facts that $T$ maps bounded and equicontinuous sets into the same family of sets with $T : Q \to Q$. Thus we need to prove the same property here (see the new definition of $Q$). The boundedness of $T(Q)$ is proved in the same manner. Note that the last steps of the proof need not be modified. □

We need to mention that the case of Lipschitz mappings forms the simplest case in which (17) holds true.

Remark 2 Let us indicate one more version of our result, which can be useful for some spaces other than $C[1,e]$, i.e., with discontinuous solutions. A typical one is the space of regulated functions $X = G([1,e])$, i.e., the Banach space of functions having finite one-side limits at every point (but possibly discontinuous) equipped with the sup-norm or the space of left (or: right) continuous functions (see [11] for more details about this space and some quadratic problems in this space). For example, it means that our results could be used for impulsive or other problems having discontinuous solutions, too.

**Proposition 3** Let $\psi$ be a Young function satisfying (3). Assume that a function space $X \subset L_{\psi}([1,e])$ is such that its space of pointwise multipliers $M_{\psi}(X)$ contains the space
C[1, e] and that \( F(x_1, x_2) = (F_1(x_2), F_2(x_1)) : X \times X \to X \times X \) with the norm \( \| (x_1, x_2) \|_C = \max \{ \| x_1 \|_X, \| x_2 \|_X \} \) is bounded and continuous. If the space \( X \) is equipped with the sup-norm \( \| x \|_X = \sup_{t \in [1, e]} |x(t)| \), then under the assumptions of Theorem 2, system (1) possesses at least one solution \( \tilde{x} \in X \) such that \( \bar{\mu} \leq \tilde{x}(t) \leq \bar{\gamma} \), \( t \in [1, e] \).

As \( X \subset L_\psi([1, e]) \), then applying Lemma 1 in its generality, we ensure that the fractional operator is well defined on \( X \). The remaining part of the proof runs as in the main theorem. Clearly, in this case instead of continuity of \( H \), it suffices to assume that \( H(\cdot, \tilde{x}(\cdot)) \in X \).

**Corollary 1** Under the assumptions of Theorem 2 with \( C[1, e] \) respectively replaced by \( G([1, e]) \), system (1) possesses at least one regulated positive solution \( \bar{x} \in G([1, e]) \times G([1, e]) \) such that \( \bar{\mu} \leq \bar{x}(t) \leq \bar{\gamma} \), \( t \in [1, e] \).

We close this section by introducing the following examples, which illustrate the results proved in Theorem 2 and Proposition 3 (cf. also [9]). We start with the following one.

**Example 3.1** Consider the singular system of cubic equations of type (15), i.e., for Proposition 2:

\[
\begin{align*}
x_1(t) &= \frac{1 + t}{20} + \log t \frac{x_2^2(t)}{8} + \frac{x_2^2(t)}{t^{1/2}} \int_1^t \left( \log \frac{s}{t} \right)^{-1/2} \left[ \frac{(x_1(s) + x_2(s))^{1/2} + x_2(s)}{e^{20(x_1(s) + x_2(s))} - 1} \right] \log(s - 1 + |x_2(s)|) \, ds, \\
x_2(t) &= \frac{t}{10} + (t - 1) \frac{(x_1(t) + x_2(t))}{15} + \frac{x_2^2(t)}{6t^{1/2}} \int_1^t \left( \log \frac{s}{t} \right)^{-1/2} \left[ \frac{\log(0.1 + x_1(s) + x_2(s))}{\sqrt{x_1(s) + x_2(s)}} \right] \log \left( \frac{e - 1}{e - s} \right) e^{\frac{\eta_1}{s}} \, ds,
\end{align*}
\]

(21)

Observe that (21) is a special case of (15) if we put \( \alpha_1 = \alpha_2 = \frac{1}{2}, F(x_1, x_2) = (x_1^2, x_1^2) \) and

\[
\begin{align*}
H_1(t, \tilde{x}) &= \frac{1 + t}{20} + \frac{x_2^2}{8} \log t, \\
f_1(t, \tilde{x}) &= \log(t - 1 + |x_1|), \\
\eta_1(\tilde{x}) &= \frac{(x_1 + x_2)^{1/2} + x_2}{e^{20(x_1 + x_2)} - 1}, \\
\zeta_1(\tilde{x}) &= e^{20(x_1 + x_2)} - 1, \\
H_2(t, \tilde{x}) &= \frac{t}{10} + \frac{(x_1 + x_2)(t - 1)}{15}, \\
f_2(t, \tilde{x}) &= e^{\frac{\eta_2}{s}} \log \left( \frac{e - 1}{e - t} \right), \\
\eta_2(\tilde{x}) &= \log(0.1 + x_1 + x_2), \\
\zeta_2(\tilde{x}) &= 6\sqrt{x_1 + x_2}.
\end{align*}
\]

In what follows, we show that the functions involved in system (21) satisfy inequality (18) from Theorem 2. To do this, choose \( \bar{\mu} = (0.1, 0.1) \) and \( \bar{\gamma} = (0.4, 0.6) \). Then, for every \( \tilde{x} \leq (0.1, 0.1) \) and every \( t \in [1, e] \), we have

\[
H_1(t, \tilde{x}) > 0.1, \quad H_2(t, \tilde{x}) > 0.1 \quad \text{and} \quad 2H_1(t, 0.1) < 0.4, \quad 2H_2(t, 0.1) < 0.6.
\]

On the other hand, for every \( t, s \in [1, e] \) and \( \tilde{x}, \tilde{y} \in \mathbb{R}^2 \), we have

\[
|H_1(t, \tilde{x}) - H_1(s, \tilde{y})| \leq \frac{1}{20} |t - s| + \frac{\log t}{8} |x_2^2 - y_2^2| + \frac{\log t - \log s}{8} |x_2^2 - y_2^2|.
\]
By using the classical mean value theorem, we have
\[
|H_1(t, \bar{x}) - H_1(s, \bar{y})| \leq \frac{1}{20}|t - s| + \frac{\log t |x_2 + y_2|}{8} |x_2 - y_2| + \frac{\gamma_2^2}{8\zeta} |t - s| \\
\leq \left( \frac{1}{20} + \frac{\gamma_2^2}{8} \right) |t - s| + \frac{2\gamma_2}{8} \|\bar{x} - \bar{y}\|_{\mathbb{R}^2}, \quad \zeta \in (1, e).
\]

Obviously, $H_1$ satisfies modified assumption (4.) from Proposition 2 with $\mu_1 = 0.1$, $\gamma_1 = 0.4$, $b(t) = t$, $t \in [1, e]$, $c_{12}(\gamma) = 0.15$, $\eta_1(\bar{y}) = (\gamma_1 + \gamma_2)^{1/2} = 1$, $\eta_1(\bar{u}) = e^{20(\mu_1 + \mu_2) - 1} = e^4 - 1$, and $f_1(t, \bar{x}) = \log(t - 1 + |x_2|)$.

Note that, for any $r > 0$, we have $\omega(F(\bar{x}), r) = \omega(\bar{\omega}, r) = 2\|\bar{x}\|_{\mathbb{R}^2} \cdot \omega(\bar{x}, r) \leq 2\gamma \omega(\bar{x}, r)$. Thus $\omega(F(B_r)) \leq 2\gamma \omega(B_r)$. It implies that $T$ maps equicontinuous subsets of $Q \cap (\bar{Q}_2 \setminus Q_1)$ into the sets with the same property, so the assertion of (Step 3) in the proof of both Theorem 2 and Proposition 2 is satisfied (assumption (17) holds true with $M_L = 2\gamma$).

Put $\psi(u) = e^{[u]} - |u| - 1$. Let us recall, as claimed in [16, Example 1], that it is an example of Young functions satisfying (3) for any $\alpha \in (0, 1)$.

Hence $M_1(t) = \max\{|\log(t - 1 + \gamma_2) - \log(t - 1)|\}$ and $\|M_1\|_{\psi} \leq 2.2$. Owing to this, the definition of $\bar{\psi}(t) = 3$ holds for any $\alpha \in (0, 1)$. Similarly, we have
\[
|H_2(t, \bar{x}) - H_2(s, \bar{y})| \leq \frac{1}{10} |t - s| + \frac{(t - 1)}{15} \|\bar{x} - \bar{y}\|_{\mathbb{R}^2} + \frac{\gamma_1 + \gamma_2}{15} |t - s| \\
\leq \left( \frac{1}{10} + \frac{\gamma_1 + \gamma_2}{15} \right) |t - s| + \frac{e - 1}{15} \|\bar{x} - \bar{y}\|_{\mathbb{R}^2}.
\]

Thus $H_2$ satisfies assumption (4.) with $\mu_2 = 0.1$, $\gamma_2 = 0.6$, $b(t) = t$, $t \in [1, e]$, $c_{22}(\gamma) = 0.11$, $\eta_2(\bar{y}) = \log(0.1 + \gamma_1 + \gamma_2) = \log 1.1$ and $\eta_2(\bar{u}) = 6\sqrt{\mu_1 + \mu_2} = 6\sqrt{0.2}$ and $f_2(t, \bar{x}) = e^{(\gamma_1 + (\gamma_2) \log(e^{1/zo}) (\text{hence } M_2(t) = e^{\gamma_1 \log(e^{1/zo})).}

By [16, Example 1], we get $\|M_2\|_{\psi} \leq 2\text{e}^{\gamma_1}$. Therefore,
\[
2\left( C_2(\gamma) + \frac{\cdot \gamma \cdot \bar{\psi}(t)\|M_1\|_{\psi} \log 1.1}{\Gamma(1/2)} \right) \leq 1.
\]

Thus, the hypotheses of Theorem 2 and Proposition 2 are satisfied, hence we conclude that problem (21) has at least one continuous solution $\bar{x}$ such that $0.1 \leq \|\bar{x}\|_{\mathbb{R}^2} \leq 0.6$, $t \in [1, e]$.

We give an example showing that inequality (18) is necessary for the proof of Theorem 2. In other words, the following example is useful in proving that the hypothesis involved in inequality (18) is really essential for the existence of continuous solutions and cannot be eliminated.

**Example 3.2** Consider the system
\[
x_1(t) = 1 + \frac{x_2(t)}{\Gamma(0.5)} \int_1^t \left( \log \frac{t}{s} \right)^{-0.5} \frac{ds}{s}, \quad t \in [1, e], \\
x_2(t) = 1 + \frac{x_1(t)}{\Gamma(0.5)} \int_1^t \left( \log \frac{t}{s} \right)^{-0.5} \frac{ds}{s}, \quad t \in [1, e].
\]

Observe that system (22) is a particular case of (1) if we put $[a, b] = [1, e]$, $\alpha_1 = \alpha_2 = \frac{1}{2}$, and $f_i(t, \bar{x}) = H_i(t, \bar{x}) = \eta_i(\bar{x}) = \xi_i(\bar{x}) = 1$, $i = 1, 2$. In this case, we deduce that $C_2(\gamma) = 0$ and...
\[ \|M_i\| \psi_3 = \sqrt[3]{\frac{e - 1}{3}} \text{, where } \psi_3 = \frac{w_0^3}{3}, \text{ (by the definition of } \psi \text{, we get } \tilde{\psi}(1) \approx 1.9). \]

In what follows, we show that our choice of the functions involved in system (22) does not satisfy inequality (18). Meanwhile, we will show that system (22) admits no positive continuous solutions on \([1, e]\). Evidently, on the one hand, we have

\[ \frac{2\tilde{\psi}(1)}{\Gamma'(\alpha)} \max_i \left( \frac{\eta_i(\tilde{\rho})}{\zeta_i(\tilde{\mu})} \right) \approx \frac{3.8}{\sqrt{\pi}} \sqrt[3]{\frac{e - 1}{3}} > \frac{1}{2}. \]

From which, it can be easily seen that there are no positive constants \(\tilde{\mu} \leq (1, 1)\) and \(\tilde{\rho} \geq (2, 2)\) such that inequality (18) holds.

On the other hand, system (22) has no positive continuous solutions on \([1, e]\). To see this, we note that (22) is equivalent to the following estimate:

\[
\begin{align*}
x_1(t) &= 1 + \frac{x_2(t)}{\Gamma(1.5)} (\log t)^{0.5}, \\
x_2(t) &= 1 + \frac{x_1(t)}{\Gamma(1.5)} (\log t)^{0.5}, \quad t \in [1, e].
\end{align*}
\]

Thus, the unique solution of (22) would be given by

\[
\begin{align*}
x_i(t) &= \frac{1}{1 - \left( \frac{1}{\log t^{0.5}} \right)^{0.5}} < 0, \quad \forall t > e^{\frac{1}{2}}, i = 1, 2,
\end{align*}
\]

which is not positive on \([1, e]\). It is precisely what one would expect. It points out the fact that the assertion of Theorem 2 is no longer true if we remove the hypothesis involved in inequality (18).

4 An application to integral equations

We need to show that the singularity of system (1) allows us to investigate the problem of the existence of a continuous solution for some nonlinear Hadamard fractional integral equations. It will be done after proving a preliminary proposition.

In what follows, we let \(\phi : (0, \infty) \rightarrow \mathbb{R}^+\) be a continuous function such that the map

\[(x, y) \rightarrow y^p \phi(x/y) \text{ is nondecreasing with respect to the ordering in } \mathbb{R}^2.\]  

Let us present a simple sufficient condition for (23) as follows.

**Proposition 4** Let \(p > 0\). If the function \(\phi\) is continuous nondecreasing on \((0, \infty)\) with the property that \(z \rightarrow z^{-p} \phi(z)\) is nonincreasing on \(\mathbb{R}^+\), then (23) holds true.

**Proof** Obviously (23) is equivalent to the assertion that the map (23) is nondecreasing with respect to each variable separately. In other words, it is necessary and sufficient that \(f_c(z) := \phi(cz)\) and \(g_c(z) := z^p \phi(c/z)\) are both nondecreasing on \(\mathbb{R}^+\) for every \(c > 0\).

Of course, a simpler equivalent condition is that \(z \rightarrow \phi(z)\) and \(z \rightarrow z^p \phi(1/z)\) are both nondecreasing \(\mathbb{R}^+\). Noting that \((\cdot)^p \phi(1/\cdot)\) is nondecreasing if and only if \(z \rightarrow z^{-p} \phi(z)\) is nonincreasing on \(\mathbb{R}^+\), one can reformulate our condition now equivalently as follows: \(\phi : \mathbb{R}^+ \rightarrow \mathbb{R}^+\) is any nondecreasing function with the property that \(z \rightarrow z^{-p} \phi(z)\) is nonincreasing \(\mathbb{R}^+\), which is our expected thesis. \(\square\)
Remark 3

1. For $z > 1$, there must hold $z^{-p} \phi(z) \leq \phi(1)$ and then $\phi(z) \leq Mz^p$, i.e., $\phi$ cannot grow faster than constant times $z^p$.

2. For any $p > 0$, there are a lot of functions $\phi$ with the required property, because the factor $z \to z^{-p}$ is strictly decreasing. For instance, let $\phi(z) := 1 + z^2$, $p \geq 2$.

Moreover, one can define $\phi$ piecewise on $(0, a]$ and $[a, \infty)$ by choosing $\phi$ on the first interval such that the monotonicity conditions are satisfied on this first interval and then extending $\phi$ (without changing $\phi(a)$) such that the monotonicity conditions are satisfied on the second interval (e.g., constant or some other polynomial). Of course, one could also choose more than two intervals.

The simplest example is to define $\phi$ piecewise polynomials: choose some numbers $r_1, r_2, \ldots, r_{\infty} \in (0, p)$ (a finite or countable set) and a corresponding partition $0 = s_0 < s_1 < s_2 < \cdots < s_{\infty} = \infty$ of $[0, \infty)$ and put

$$\phi(z) = \phi_i(z) + c_i, \quad \text{for } z \in [s_{i-1}, s_i), (i = 1, 2, \ldots, \infty),$$

where $\phi_i(z) = z^{r_i}$, $c_0$ is arbitrary and $c_{i+1} = c_i + \phi_i(s_i)$.

We can generalize this construction for functions which are not even “piecewise” power functions $\phi_i$.

For instance, for $r \in (0, p]$, $w > 0$, and real $a > 0$, the function

$$h(z) := t^r (\log(z - a + e))^w$$

is nondecreasing on $(a, \infty)$ with the property that $H(t) = z^{-p} h(z)$ satisfies

$$H'(z) = z^{-p-1} G(z),$$

where

$$G(z) := (r - p)(\log(z - a + e))^w + w(\log(z - a + e))^{w-1}/(z - a + e).$$

Since $r - p < 0$, the first summand of $G$ is negative and the second is convergent to 0 as $z \to \infty$. Therefore, there is a constant $C$ (depending on $p$, $r$, $w$, $a$) such that $G(z) \leq 0$ for $t \geq C$ (we can choose $C$ large enough). As $C \geq a$, this assertion makes sense.

So, if $s_i \geq s_{i-1} \geq C$, we can also choose $\phi_i(z) = h(z) - h(s_{i-1})$. Of course, different values for the constants $r$, $a$, $w$ are possible on different intervals. Moreover, instead of $h$ we can start with a lot of different functions. However, the class of continuous functions, which satisfies the required growth conditions, is really huge.

Example 4.1 We give one more direct example of a function $\phi$ satisfying (23). Let $p = 2$ and define the continuous nondecreasing function $\phi : (0, \infty] \to [0, \infty)$ by $\phi(z) := z \log(1 + z)$. Obviously, the function $\phi(z) := z^{-2}\phi(z)$ satisfies $\phi'(z) = z^{-2}G(z)$, where

$$G(z) = \frac{z}{1 + z} - \log(1 + z).$$

The mean value theorem on $G$ on the interval $[0, z]$ yields $G(z) < G(0) = 0$ for every $z > 0$. Thus the map $z \to z^{-2}\phi(z)$ is decreasing, and so $\phi$ satisfies (23) as required.
Clearly, when studying nonquadratic problems, it is sufficient to follow some ideas from Theorem 2. Let us present now the following version for nonquadratic singular system of fractional integral equations with Hadamard integrals.

**Theorem 3** Let \( h_1, h_2 \in C([a, b], (0, \infty)) \) and \( \phi_i : (0, \infty) \to \mathbb{R}^+ \) \((i = 1, 2)\) be continuous functions satisfying \((23)\) with \( p_i > 0 \) \((i = 1, 2)\). Suppose that there is \( 0 < \mu_i < \gamma_i \) \((i = 1, 2)\) such that, for any \( t \in [a, b] \), \( \bar{\mu} \leq (h_1(t)x_2, h_2(t)x_1) \) holds true for every \( \bar{x} \leq \bar{\mu} \) and \( \bar{\gamma} \geq (2\|h_1\|\mu_2, 2\|h_2\|\mu_1) \). If

\[
\left( \max_i \|h_i\| + \frac{2\tilde{\psi}(1) \max_i \|M_i\| \phi_i(\frac{\bar{x}}{\gamma})^{\max_i[p_i]} \Gamma(\alpha)}{\Gamma(\alpha)} \max_i \left\{ \phi_1 \left( \frac{\gamma_i}{\gamma_1} \right), \phi_2 \left( \frac{\gamma_i}{\gamma_2} \right) \right\} \right) \leq \frac{1}{2},
\]

then the following singular system of Hadamard fractional integral equations

\[
\begin{align*}
\gamma_1(t) &= h_1(t) + \tilde{\gamma}_1 M_1(t) \frac{\phi_1(y_2(t))}{(y_2(t))^{p_2}}, \\
\gamma_2(t) &= h_2(t) + \tilde{\gamma}_2 M_2(t) \frac{\phi_1(y_1(t))}{(y_1(t))^{p_2}},
\end{align*}
\]

admits at least one solution \( \bar{\gamma} = (\gamma_1, \gamma_2) \in \mathbb{C} \) such that \((\frac{\bar{x}}{\gamma}, \frac{\gamma}{\gamma}) \leq \bar{\gamma}(t) \leq (\frac{\bar{x}}{\gamma}, \frac{\gamma}{\gamma}), \) \( t \in [1, e] \) and that \( \gamma_1(\cdot)\gamma_2(\cdot) = 1. \)

**Proof** Consider system \((1)\) with the following parameter functions:

\[
\begin{align*}
H_1(t, \bar{x}) &= h_1(t)x_2, \\
f_1(t, \bar{x}) &= M_1(t)x_1, \\
\eta_1(x_1, x_2) &= x_1^{p_1-1} \phi_1(x_2/x_1), \\
\xi_1(\bar{x}) &= x_2^{p_1},
\end{align*}
\]

and

\[
\begin{align*}
H_2(t, \bar{x}) &= h_2(t)x_1, \\
f_2(t, \bar{x}) &= M_2(t)x_2, \\
\eta_2(\bar{x}) &= x_2^{p_2-1} \phi_1(x_1/x_2), \\
\xi_2(\bar{x}) &= x_2^{p_2}.
\end{align*}
\]

In this case, in view of \((24)\), one can verify that the assumptions of Theorem 2 are satisfied. Therefore, the system

\[
\begin{align*}
x_1(t) &= h_1(t)x_2(t) + x_2(t)\tilde{\gamma}_1 M_1(t) \frac{(x_1(t))^{p_1} \phi_1(x_2(t)/x_1(t))}{(x_2(t))^{p_2}}, \\
x_2(t) &= h_2(t)x_1(t) + x_1(t)\tilde{\gamma}_2 M_2(t) \frac{(x_2(t))^{p_2} \phi_2(x_1(t)/x_2(t))}{(x_1(t))^{p_1}},
\end{align*}
\]

has at least one solution \( \bar{x} \in \mathbb{C} \) such that \((\mu, \mu) \leq \bar{x}(t) \leq (\gamma, \gamma), \) \( t \in [1, e] \). Since \( \bar{x} \not\equiv 0, 0 \), it can be proved that system \((26)\) is equivalent to the following one:

\[
\begin{align*}
x_1(t) &= h_1(t) + \tilde{\gamma}_1 M_1(t) \frac{(x_1(t))^{p_1} \phi_1(x_2(t)/x_1(t))}{(x_2(t))^{p_2}}, \\
x_2(t) &= h_2(t) + \tilde{\gamma}_2 M_2(t) \frac{(x_2(t))^{p_2} \phi_2(x_1(t)/x_2(t))}{(x_1(t))^{p_1}}.
\end{align*}
\]

Now, put \( y_1 = x_1/x_2 \) and \( y_2 = x_2/x_1 \), it follows that system \((25)\) has at least one solution \( \bar{\gamma} = (y_1, y_2) \in \mathbb{C} \) such that \((\frac{\bar{x}}{\gamma}, \frac{\gamma}{\gamma}) \leq \bar{\gamma}(t) \leq (\frac{\bar{x}}{\gamma}, \frac{\gamma}{\gamma}), \) \( t \in [1, e] \) and that \( y_1(\cdot)y_2(\cdot) = 1. \)

Finally, we present an example to show the applicability of the preceding result.
Example 4.2 Consider the following singular system of fractional order integral equations:

\[
\begin{align*}
y_1(t) &= \frac{1}{10} + 3^{0.5} \frac{1 + y_2^2(t)}{15y_2^2(t)}, \quad t \in [1, e], \\
y_2(t) &= \frac{1}{10} + 3^{0.5} \frac{\log(1 + y_1(t))}{5y_1(t)}, \quad t \in [1, e].
\end{align*}
\]  

(27)

Observe that the above system is a special case of system (25). Namely, if we put \(M_i(t) = 1\) (with \(M_i(t) \in L_{\psi_3}[1, e]\) and \(\psi(u) = \frac{|u|^{1/2}}{3}\), \(\tilde{\Psi}(1) < 2\), \(\|M_i\|_{\psi_3} = 3^{1/2}\sqrt{\frac{e-1}{3}}\) and

\[
\phi_1(z) = \frac{1 + z^2}{15}, \quad \phi_2(z) = \frac{z}{5} \log(1 + z), p_i = 2, \quad z \in \mathbb{R}^+.
\]

It is already seen that (cf. Example 4.1) the functions involved in (27) satisfy the assumptions of Theorem 3 with \(\alpha_1 = \alpha_2 = 0.5\).

Evidently, if we choose \(\mu_1 = \mu_2 = \mu \leq \frac{1}{10}\) and \(\gamma_1 = \gamma_2 = \gamma = \frac{11}{10} \mu\), one can get

\[
\max_i \|h_i\| + 2\tilde{\Psi}(1) \max_i \|M_i\|_{\psi_3} \left(\frac{\sum_{i=1}^{p_i} \phi_2(y_i)}{\Gamma(\alpha)}\right) \max\{\phi_1(y_2), \phi_2(y_1)\} \
\leq \left(\frac{1}{10} + \frac{11}{100}\right) \frac{4}{\sqrt{\pi}} \left(3^{1/2}\sqrt{\frac{e-1}{3}}\right) \max\{\phi_1(1), \phi_2(1)\} < 1/2.
\]

Thus, inequality (24) holds true. Consequently, in view of Theorem 3, system (27) has at least one solution \(\bar{y} \in C\) such that \((\frac{10}{11}, \frac{10}{11}) \leq \bar{y}(t) \leq (\frac{11}{10}, \frac{11}{10})\), \(t \in [1, e]\) and that \(y_1(\cdot)y_2(\cdot) = 1\).
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