The effect of the energy functional on the pasta-phase properties of catalysed neutron stars
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Abstract Nuclear pasta, that is an inhomogeneous distribution of nuclear matter characterised by non-spherical clustered structures, is expected to occur in a narrow spatial region at the bottom of the inner crust of neutron stars, but the width of the pasta layer is strongly model dependent. In the framework of a compressible liquid-drop model, we use Bayesian inference to analyse the constraints on the sub-saturation energy functional and surface tension imposed by both ab-initio chiral perturbation theory calculations and experimental measurements of nuclear masses. The posterior models are used to obtain general predictions for the crust-pasta and pasta-core transition with controlled uncertainties. A correlation study allows extracting the most influential parameters for the calculation of the pasta phases. The important role of high-order empirical parameters and the surface tension is underlined.
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1 Introduction

Born hot from core-collapse supernova explosions, neutron stars (NSs) are generally assumed to cool down until the ground state at zero temperature is eventually reached. We will consider here NSs under this so-called “cold catalysed matter” hypothesis, meaning that full (thermodynamic, nuclear, and beta) equilibrium holds and that the temperature is low enough that thermal effects can be neglected for the equation of state and composition. At least three regions can be identified in such NSs: the outer crust, made of ions arranged in a regular lattice, embedded in an electron gas, the inner crust, where the neutron-proton clusters, neutralised by the electron gas, also coexist with a neutron gas, and a core, starting from about half the saturation density ($n_{\text{sat}} \approx 0.15 \text{ fm}^{-3}$), where nuclear clusters have dissolved into homogeneous matter [1, 2]. At the lower densities in the crust, the internal ion structure is not influenced by neighbouring ions and their geometry is thus expected to be spherical. However, in the innermost layers of the inner crust, the energetically favoured configuration might rather be that of a spatially periodic distribution of inhomogeneities with non-spherical symmetry, collectively known as “pasta” phases.

From the observational point of view, so far there is no direct evidence of the existence of pasta phases. However, their presence may have a considerable impact on different NS phenomena related to the NS crust size, such as magnetic, thermal, and rotational evolution of NSs [3, 4], NS cooling [5–7], transport properties (see, e.g., [8] for a review), crust oscillations [9, 10], and NS ellipticity that can be potentially measured by gravitational-wave observations [9].

From the theoretical point of view, while the existence of these exotic structures has been predicted in the NS inner crust since the ’80s [11–13], their actual presence and properties still remain model dependent. Several investigations on the nuclear pasta have been performed so far, within different theoretical frameworks. These latter include compressible liquid-drop (CLD) models (e.g., [14–19] for recent works), (extended) Thomas-Fermi method (e.g., [17, 18, 20–24]), nuclear energy density functional theory (e.g., [25–27]), and molecular dynamics calculations (e.g. [5, 6, 28, 29]); for a review, see also refs. [1, 30–33] and references therein. In particular, some of these works found that a sizeable amount
of the crust could be made up by pasta [14, 15, 19]. Specifically, in the recent work by Balliet et al. [19], where a Bayesian analysis has been employed to calculate the distributions of pasta observables, it was found that the pasta contributes for more than 50% of the crust by mass and 15% by thickness.

Very recently, we have extended the CLD model of Carreau et al. [34, 35] to account for non-spherical pasta structures in the inner crust [36]. Our outcomes also show that the presence of pasta phases is robustly predicted in an important fraction of the inner crust. Moreover, we have highlighted the importance of a consistent calculation of the nuclear functional, both the bulk and finite-size contributions, and found that the surface and curvature parameters are influential for the description of the pasta observables. In this work, we pursue the study of ref. [36] on the properties of the pasta phases in cold catalysed nonaccreting NSs, with a particular focus on the nuclear functional. Specifically, we use Bayesian inference to extract the distribution of the nuclear matter empirical parameters and of the isospin-dependent surface and curvature energy. The posterior parameter distributions obtained from the constraint of nuclear mass measurements, and chiral perturbation theory calculation of the low-density equation of state, are used to pin down the most influential nuclear parameters for the calculation of the pasta phase, and to obtain general predictions for the transition between the solid inner crust and the amorphous pasta layer, and the transition from the pasta to the homogeneous liquid core.

We recall the formalism in Sect. 2 and present the numerical results in Sect. 3. In particular, the general prediction of the crust-pasta and pasta-core transition, as obtained from the different theoretical and experimental constraints, is shown in Sect. 3.1. We discuss the posterior distribution of the bulk and surface empirical parameters in Sect. 3.2 and Sect. 3.3 respectively, while in Sect. 3.4 we examine the influence of the different parameters on the pasta transitions through a correlation study. Finally, we present our conclusions in Sect. 4.

2 Theoretical framework

We model the pasta phase at the bottom of the inner crust as described in [36]. We recall here the main points and assumptions.

We consider the inner crust of a catalysed NS composed of a periodic lattice consisting of Wigner-Seitz cells of volume $V_{WS}$ containing a clustered structure (“pasta”) with $Z$ protons of mass $m_p$ and $A - Z$ neutrons of mass $m_n$, $A$ being the cluster total mass number. The surrounding uniform gas of neutrons and electrons has densities $n_n$ and $n_e$, respectively. If inhomogeneities are clusters (holes) of volume $V$, the density distribution in the Wigner-Seitz cell is $n_i (n_g)$ if $l < r_N$, and $n_g$ ($n_i$) otherwise, $r_N$ being the linear dimension of the pasta structure and $l$ the linear coordinate of the cell. The density of the denser phase is $n_i = A/V$ in the case of cluster ($n_i = A/(V_{WS} - V)$ in the case of holes) and its proton fraction is given by $y_p = Z/A = n_p/n_i$. The volume fraction occupied by the cluster (of density $n_i$) or hole (of density $n_g$), $u = V/V_{WS}$, is thus given as

$$u = \begin{cases} \frac{(n_B - n_g)}{(n_i - n_g)} & \text{for clusters,} \\ \frac{(n_i - n_B)}{(n_i - n_g)} & \text{for holes.} \end{cases}$$ (1)

Since we assume that matter be at zero temperature, the NS crust is in its absolute ground state. Therefore, its equilibrium configuration is obtained variationally, by minimising the energy density of the Wigner-Seitz cell under the constraint of a given baryon density $n_B = n_n + n_p$, $n_p$ ($n_n$) being the proton (neutron) density, respectively (see, e.g., the seminal work by Baym et al. [37]). Since charge neutrality holds, the electron and proton densities are equal, i.e. $n_e = n_p$. In this work, we employ a CLD model approach, along the lines of refs. [34, 35, 38]. The thermodynamic potential per unit volume of the cell can thus be written as:

$$\Omega = n_n m_n c^2 + n_p m_p c^2 + \epsilon_B(n_i, 1 - 2y_p) f(u) + \epsilon_B(n_g, 1 - f(u)) + \epsilon_{\text{Coul}} + \epsilon_{\text{surf+curv}} + \epsilon - \mu_B n_B,$$ (2)

where $\epsilon_B(n, \delta)$ is the energy density of uniform nuclear matter at density $n$ and isospin asymmetry $\delta = (n_n - n_p)/n$, $\epsilon_e$ is the energy density of a pure uniform electron gas, $\mu_B$ is the baryonic chemical potential (including the rest mass), and the finite-size terms $\epsilon_{\text{surf+curv}}$ and $\epsilon_{\text{Coul}}$ account for the interface tension between the cluster and the neutron gas, and the electrostatic energy density, respectively. The function $f(u)$ appearing in Eq. (2) reads

$$f(u) = \begin{cases} u & \text{for clusters,} \\ 1 - u & \text{for holes.} \end{cases}$$ (3)

One has then to choose a nuclear model, i.e. the energy functional $\epsilon \Omega(n, \delta)$, supplemented with the interface energy density, $\epsilon_{\text{surf+curv}}$, that we discuss in the next sections.

2.1 The nuclear functional

For the nuclear functional, we employ the meta-modelling approach of refs. [39, 40]. To this aim, we introduce a
Taylor expansion in $x = (n - n_{\text{sat}})/3n_{\text{sat}}$ up to order $N$ around the saturation point $(n = n_{\text{sat}}, \delta = 0)$, where the parameters of the expansion correspond to the so-called equation-of-state empirical parameters [41]:

$$
\epsilon_B(n, \delta) \approx n \sum_{k=0}^{N} \frac{1}{k!} \left( \frac{d^k \epsilon_{\text{sat}}}{dx^k} \right)_{x=0} + \frac{d^k \epsilon_{\text{sym}}}{dx^k} \left. \right|_{x=0} \delta^k.
$$

In Eq. (4), $\epsilon_{\text{sat}} = \epsilon_B(n, 0)/n$ is the energy per baryon of symmetric matter and $\epsilon_{\text{sym}} = (\epsilon_B(n, 1) - \epsilon_B(n, 0))/n$ is the symmetry energy per baryon, which is defined here as the difference between the energy of pure neutron matter and that of symmetric matter. In ref. [39], it has been shown that it is possible to explore the different behaviours of the functional truncating the expansion at order $N = 4$, provided that: (i) the dominant Fermi gas $n^{5/3}$ term and the associated correction to the parabolic approximation with a $\delta^{5/3}$ term is added, (ii) different values for the coefficients of order 3 and 4 are used in the sub-saturation and supra-saturation regime, (iii) an exponential correction is introduced ensuring the correct limiting behaviour at zero density. This yields the following final expression for the energy density in the meta-modelling approach (see Eq. (17) in ref. [34]):

$$
\epsilon_B(n, \delta) = \frac{3h^2}{20m} \left( \frac{3\pi^2 n}{2} \right)^{2/3} \left[ 1 + K_{\text{sat}} n/n_{\text{sat}} \right] f_1 + K_{\text{sym}} n/n_{\text{sat}} f_2 + n \sum_{k=0}^{N=4} \frac{1}{k!} \left( X_{\text{sat}}^{(k)} + X_{\text{sym}}^{(k)} \delta^2 \right) x^k - (a_N^s + a_N^c \delta^2) x^{N+1} \exp \left( -\frac{n}{n_{\text{sat}}} \right),
$$

with $m$ the nucleon mass, the parameters $a_N^s$ and $a_N^c$, being entirely fixed by the condition at zero density in symmetric matter and neutron matter, and

$$
f_1(\delta) = (1 + \delta)^{5/3} + (1 - \delta)^{5/3}
$$

$$
f_2(\delta) = \delta \left[ (1 + \delta)^{5/3} - (1 - \delta)^{5/3} \right].
$$

Following the common notation in the literature, we denote $E_{\text{sat(sym)}} = \epsilon_{\text{sat(sym)}}(n = n_{\text{sat}}) = X_{\text{sat(sym)}}^{(0)}$, while the other parameters $X_q^{(k)}$ corresponding to the successive derivatives of $\epsilon_q$, with $q = \text{sat,sym}$, are called $L_q, K_q, Q_q, Z_q$. The bulk parameters \{\epsilon_q, L_q, K_q, Q_q, Z_q; q = \text{sat,sym}\} are complemented with the saturation density parameter $n_{\text{sat}}$, the two parameters related to the isoscalar effective mass at symmetric matter saturation $K_{\text{sat}} = m/m_{a_{\text{sat}}}^s - 1$ and effective mass splitting $K_{\text{sym}} = (m/m_{a_{\text{sat}}}^c + m/m_{a_{\text{sat}}}^c)/2$, and the $b$ parameter governing the functional behaviour close to the zero-density limit (see Sect. 2.2 in ref. [34] for details). The complete parameter set describing the sub-saturation equation of state thus has 13 parameters and will be noted in a compact form as $\bar{X} \equiv \{n_{\text{sat}}, b, (E_q, L_q, K_q, Q_q, Z_q, K_q, q = \text{sat,sym})\}$. Different nuclear models will then correspond to different sets of $\bar{X}$ parameters.

### 2.2 The finite-size contributions

To model the inhomogeneities in the inner crust, the bulk term in the energy density has to be supplemented with the finite-size contributions, namely the interface and Coulomb energy density, $\epsilon_{\text{surf+curv}}$ and $\epsilon_{\text{Coul}}$ in Eq. (2). An advantage of such a decomposition in Eq. (2) is that the geometry of the pasta structures only enters in the finite-size terms (see, e.g., the pioneer works of refs. [11, 13]), which in turn can be expressed as a function of the structure dimensionality $d$ ($d = 1$ for slabs, $d = 2$ for cylinders, $d = 3$ for spheres).

For the interface energy density, we employ the same expression as in refs. [15, 42]:

$$
\epsilon_{\text{surf+curv}} = \frac{ud}{r_N} \left( \sigma_s + \frac{(d - 1)\sigma_c}{r_N} \right),
$$

where $\sigma_s$ is the surface tension and $\sigma_c$ is the curvature tension, both independent of the dimensionality. We adopt here the expressions of $\sigma_s$ and $\sigma_c$ as originally proposed in ref. [13], based on Thomas-Fermi calculations at extreme isospin asymmetries:

$$
\sigma_s = \frac{2p+1 + b_s}{y_{p,p} + b_s + (1 - y_{p,p})^{-p}},
$$

$$
\sigma_c = 5.5 \sigma_s \frac{\sigma_{0,c}}{\sigma_0} (\beta - y_{p,p}),
$$

where the parameters $(\sigma_0, \sigma_{0,c}, b_s, \beta, p)$ must be optimised on theoretical calculations or experimental data.

The Coulomb energy density reads:

$$
\epsilon_{\text{Coul}} = 2\pi (\epsilon y p n r_N)^2 u \eta_d,
$$

where $\epsilon$ is the elementary charge and the function $\eta_d(u)$ is given by

$$
\eta_1 = \frac{1}{3} \left[ u - 2 \left( 1 - \frac{1}{2u} \right) \right],
$$

$$
\eta_2 = \frac{1}{4} [u - \ln u - 1],
$$

$$
\eta_3 = \frac{1}{5} \left[ u + 2 \left( 1 - \frac{3}{2} u^{1/3} \right) \right].
$$

In the vacuum, the nuclear mass of a spherical fully ionised atom of charge $Z$ and mass number $A$ can be
deduced using Eqs. (2), (8), and (11) as:

\[ M(A, Z)c^2 = m_p c^2 Z + m_n c^2 (A - Z) + \frac{A}{n_0} \epsilon_B(n_0, I) + 4 \pi r_N^2 \left( \sigma_s + \frac{2 \sigma_c}{r_N} \right) + \frac{3 \epsilon^2 Z^2}{5r_N}, \]  

(15)

where \( I = 1 - 2Z/A \), the (spherical) nuclear radius is \( r_N = (3/4\pi n_0)^{1/3} A^{1/3} \), and the bulk density \( n_0 \) is given by the equilibrium density of nuclear matter at isospin asymmetry \( I \), defined by \( \partial \epsilon_B / \partial n|_{I,n_0} = 0 \).

In previous applications of Eq. (8) on the NS crust and supernova modelling within the CLD approximation [14, 15, 18, 19, 43–45] the surface parameters were fixed on Thomas-Fermi or Hartree-Fock calculations, independently of the bulk functional. However, both bulk and surface terms must be specified to variationally obtain the matter composition, and they are clearly correlated notably by the constraint of reproducing the nuclear mass, which is experimentally known for a large panel of nuclei in the vacuum. For this reason, in this work we include the uncertainty on the surface energy by adding \((\sigma_0, \sigma_0, \sigma_c, b_s, \beta, p)\) to our parameter space. Following refs. [34, 35], for each choice of the parameter set \( \vec{X} \), the associated surface parameters are determined by a \( \chi^2 \)-fit of Eq. (15) to the experimental Atomic Mass Evaluation (AME) 2016 [46]. Well defined minima are found for all surface parameters but \( p \), which governs the behaviour of the surface tension at extreme isospin values. This latter is added as an extra independent parameter to our set \( \vec{X} \).

With the choice for the energy functional \( \epsilon_B(n, \delta) \), described in Sect. 3.2, and for a set of values for the parameters \( \{ \vec{X}, p \} \), the nuclear model is thus specified. The pasta structure and composition at a given baryonic density \( n_B \) in the crust are then determined by a two-steps process: (i) a geometry (with dimensionality \( d \)) and a shape (clusters or holes) are considered, and (ii) the thermodynamical potential Eq. (2) is minimised with respect to the variational parameters \( (n_I, I = 1 - 2y_p, A, n_p, n_g) \). This allows to identify the baryonic chemical potential \( \mu = \mu_{B}^{\text{tot}} - m_n c^2 \) with the chemical potential of the neutron gas,

\[ \mu = \frac{d \epsilon_B(n_g, 1)}{dn_g}, \]  

(16)

and to find the optimal value of the thermodynamic potential for each geometry, i.e. \( \Omega = \Omega_{\text{opt}} \). The equilibrium configuration thus corresponds to the geometry (or, equivalently, the dimensionality \( d \)) and the shape (cluster or hole) for which the minimum value of \( \Omega_{\text{opt}} \) is obtained.

3 Pasta-phase properties

Employing the model described in Sect. 2, we have calculated the properties of the pasta phase which is predicted to appear at the bottom of the inner crust. We start the discussion by showing in Fig. 1 the sequence of the equilibrium configurations obtained with different nuclear meta-models, i.e. with different parameter sets \( \vec{X} \) corresponding to the non-relativistic functionals BSk24 and BSk25 [47], SLy4 [48] and RATP [49], and the relativistic functionals DD-ME2 [50], DD-ME5 [51], NL3 [52], PKDD [53], and TW99 [54]. For these calculations, the \( p \) parameter has been optimised to provide a good reproduction of the crust-core transition density of the different functionals, whenever available, or fixed to \( p = 3 \) otherwise (see Table 2 in ref. [36] and refs. [34, 35] for a discussion). The different colours represent the density ranges where spheres, rods, slabs, tubes, and eventually bubbles dominate. We can see that, while the transition densities are model dependent, the sequence still remains the same for the different models, although not all functionals predict the existence of bubbles. As already noticed in ref. [36], these results are in good agreement with those available in the literature for the transition densities from sphere to cylinders (rods), for the functionals BSk24 [22], SLy4 [17, 20, 38], NL3, DD-ME2, and DD-ME5 [55]. Note that we adopt a different fitting protocol for the finite-size parameters with respect to the aforementioned works; therefore, the agreement can be considered very satisfactory.

In Fig. 2 we show the proton fraction of the clustered (pasta) structure, \( y_p = Z/A \), as a function of the
baryon density for some selected models, namely the non-relativistic (meta-)models BSk24 [47] (panel (a)) and SLy4 [48] (panel (c)), and the relativistic (meta-)models DD-MEδ [51] (panel (b)) and NL3 [52] (panel (d)), as illustrative examples. We can see that the values of \( y_p \) for the considered models do not exceed 0.25, and in the high-density regime corresponding to the pasta phase the typical proton fraction of the clustered structure varies between 0.05 and 0.1. This underlines the importance of determining the surface tension at extreme isospin values. We can also observe that the proton fraction for non-spherical configurations is systematically lower than that of the spheres, which follows the general trend of the geometry dependence of the global proton fraction in the Wigner-Seitz cell (see Fig. 2 in ref. [36]).

From Figs. 1 and 2 we can observe that the predictions for the pasta properties clearly exhibit some model dependence. In order to quantitatively address this issue and determine the influence of the choice of the functionals on the uncertainties on the pasta observables, we have performed a Bayesian analysis, which is discussed in the next section.

### Table 1 Minimum and maximum values of the parameter set \( \vec{X} \).

| Parameter | Min | Max |
|-----------|-----|-----|
| \( E_{\text{sat}} \) [MeV] | -17 | -15 |
| \( n_{\text{sat}} \) [fm\(^{-3}\)] | 0.15 | 0.17 |
| \( K_{\text{sat}} \) [MeV] | 190 | 270 |
| \( Q_{\text{sat}} \) [MeV] | -1000 | 1000 |
| \( Z_{\text{sat}} \) [MeV] | -3000 | 3000 |
| \( E_{\text{sym}} \) [MeV] | 26 | 38 |
| \( L_{\text{sym}} \) [MeV] | 10 | 80 |
| \( K_{\text{sym}} \) [MeV] | -400 | 200 |
| \( Q_{\text{sym}} \) [MeV] | -2000 | 2000 |
| \( Z_{\text{sym}} \) [MeV] | -5000 | 5000 |
| \( m^{*}_{\text{sat}}/m \) | 0.6 | 0.8 |
| \( \Delta m^{*}_{\text{sat}}/m \) | 0.0 | 0.2 |
| \( p \) | 1 | 6 |

### 3.1 Statistical analysis

Starting from flat non-informative priors obtained by largely varying the model parameters \( \vec{X} \), we apply

---

1In this section and the following ones, the surface parameter \( p \) is systematically included in the \( \vec{X} \) parameter set as an additional independent parameter, with a flat prior distribution as given in Table 1.
both low-density (LD) constraints accounting for our present knowledge of nuclear physics and high-density (HD) constraints coming from general and NS physics. Both strict filters ($w_{\text{LD(HD)}}$), and likelihood expressions ($w_{\text{mass}}$) are applied to the prior distribution to generate the posterior distribution

$$p_{\text{post}}(\vec{X}) = \mathcal{N} w_{\text{LD}}(\vec{X}) w_{\text{HD}}(\vec{X}) w_{\text{mass}}(\vec{X}) p_{\text{prior}}(\vec{X}),$$

where $\mathcal{N}$ is the normalization. The $w_{\text{LD}}$ filter is given by the uncertainty band of the chiral N$^\text{3}$LO effective field theory (EFT) calculations of the energy per particle of symmetric and pure neutron matter by Drischler et al. [56], which is interpreted as a 90% confidence interval. Since the EFT energy band becomes very small at low density, in ref. [34] the $w_{\text{LD}}$ filter was applied from $\approx 0.1$ fm$^{-3}$, while in ref. [36] we have extended this constraint to lower densities, namely in the range $[0.02 - 0.2]$ fm$^{-3}$. We further investigate the effect of such a choice in Sect. 3.2.

The $w_{\text{HD}}$ filter is defined by imposing (i) stability, i.e. the derivative of the pressure with respect to the mass-energy density must be positive, $dP/d\rho \geq 0$, (ii) causality, i.e. the speed of sound must be positive and smaller than the speed of light, (iii) a positive symmetry energy at all densities, and (iv) the resulting equation of state to support $M_{\text{max}} > 1.97M_{\odot}$, where $M_{\text{max}}$ is the maximum NS mass at equilibrium determined from the solution of the Tolmann-Oppenheimer-Volkoff (TOV) equations [2] ($M_{\odot}$ being the solar mass). Finally, $w_{\text{mass}}$ quantifies the quality of experimental nuclear mass reproduction of each $\vec{X}$ set,

$$w_{\text{mass}}(\vec{X}) = \exp \left[ -\frac{\sum_n (M(A_n,Z_n) - M_{\exp}(A_n,Z_n))^2}{2s^2} \right],$$

where the sum runs over the AME2016 nuclear mass table [46]. $M$ is calculated from Eq. (15) for each model, $s$ corresponds to the average systematic theoretical error, and the parameters $(\sigma_0, \sigma_{0,c}, b_1, \beta)$ are the ones that maximise Eq. (18) for the model set $\vec{X}$ under study. Moreover, an additional constraint is given by the con-
dition that the minimisation of the thermodynamic potential Eq. (2) leads to physically meaningful results for the crust, namely positive values for the gas and cluster densities. The equation of state thus obtained was shown to be compatible with the measurement of the tidal polarizability extracted from the gravitational-wave event GW170817 [57] (see refs. [36, 58] for details).

We have generated 10⁸ models to numerically sample the prior parameter distribution; of those, 7008 models are retained when the low-density EFT filter is applied from 0.02 fm⁻³. In order to have comparable statistics, 2 × 10⁶ models are generated, of which 7714 are retained, when the EFT filter is applied from 0.1 fm⁻³. From the marginalized posteriors, the average value of the different observables Y is thus obtained as

\[
\langle Y \rangle = \prod_{k=1}^{14} \int_{X_k^{\text{min}}}^{X_k^{\text{max}}} dX_k Y(\vec{X})p_{\text{post}}(\vec{X}),
\]

where \(p_{\text{post}}(\vec{X})\) is the posterior distribution, \(Y(\vec{X})\) is the value of the Y parameter variable as obtained with the \(\vec{X}\) parameter set, \(X_k^{\text{min(min)}}\) is the minimum (maximum) value in the prior distribution of parameter \(X_k\). The latter values for the different \(\vec{X}\) parameters are given in Table 1 (see also refs. [39, 59] for details). Moreover, to speed up the computation in the Bayesian analysis, the composition of the different phases are fixed to those found for the spheres. Indeed, we have verified that this choice has a negligible impact on the sphere-pasta transition point.

The posterior distribution of the pressure and density at the crust-pasta interface is displayed in Fig. 3, while Fig. 4 shows the distributions of the same quantities at the interface between the pasta and the core. To highlight the importance of a correct treatment of the very low-density region, in both figures the chiral EFT filter on symmetric and pure neutron matter is applied in two density intervals namely [0.02 – 0.2] fm⁻³ (lower panels) and [0.1 – 0.2] fm⁻³ (upper panels). It can be clearly seen that the application of the constraint from lower density reduces the uncertainties on the crust-core and sphere-pasta transitions, disfavouring the lower and higher values of the transition densities and pressures. In particular, as already observed in ref. [36], when the EFT constraint is applied from 0.1 fm⁻³, a considerable fraction of the models predicts low values for both the crust-core and the sphere-pasta transition points. On the other hand, when the constraint is adopted from 0.02 fm⁻³, most of the models predicting a crust-core transition below 0.05 fm⁻³ and very small or even null pasta contribution are excluded from the posterior distribution.

The results of Figs. 3 and 4 clearly show that, as far as the crustal properties are concerned, the treatment of the very low-density region has a sizeable impact. It is interesting to observe that very recently, the authors of ref. [60] conducted a systematic investigation of the composition of the NS inner crust and also underlined the importance of constraining the pure neutron-matter equation of state at subnuclear densities for a reliable description of NS crusts.

The important effect of the behaviour of the functional at densities below 0.1 fm⁻³ shown by Figs. 3 and 4 suggests that, beyond the influence of the \(L_{\text{sym}}\) parameter that has been advanced by numerous studies [61, 62], the high-order parameters might also play a role in the determination of the pasta phase. We therefore turn to examine the effect of the chiral EFT filter on the empirical parameters, and the correlation between the transition densities and the behaviour of the energy functional at low density.

3.2 Low-density equation of state and empirical parameters

In this section, we discuss the connection between the transition densities and pressures and the behaviour of the low-density energy functional.

Fig. 5 shows the distributions of the energy per baryon (upper panels) and pressure (lower panels) of the different models, for symmetric (\(\delta = 0\)) and pure neutron matter (\(\delta = 1\)). The uncertainty bands from ref. [56] are plotted as black dash-dotted lines, while the violin shapes represent the distributions for the models for which EFT constraints are applied from (i) \(n \geq 0.02 \text{ fm}^{-3}\) (coral shapes on the left part of the density axes in all panels, labelled as \(\text{n} \geq 0.02 \text{ fm}^{-3}\)); (ii) \(n \geq 0.1 \text{ fm}^{-3}\) but not satisfying the constraints in the density range [0.02 – 0.1] fm⁻³ (green shapes on the right part of the density axes in panels (a) and (c), labelled as \(\text{n} \geq 0.1 \text{ fm}^{-3}\) only); (iii) \(n \geq 0.1 \text{ fm}^{-3}\) but predicting a crust-core transition lower than 0.05 fm⁻³ (light blue shapes on the right part of the density axes in panels (b) and (d), labelled as \(\text{n}_{\text{CC}} < 0.05 \text{ fm}^{-3}\)).

Comparing panels (a) and (b) of Fig. 5, we can notice that models can violate the EFT constraint both because of a too soft or a too stiff energy behaviour of pure neutron matter at subsaturation densities, but it is the excessive stiffness (corresponding to a too low neutron energy) that leads to abnormally low transition densities. In the symmetric matter sector, the mass filter is more constraining than the EFT calculation around saturation and the filter is not effective in that region. Going well below saturation, where the mass constraint becomes ineffective, we can observe that the low transition densities are associated to an overbinding of symmetric matter. Looking at the lower panels,
we can see that the low transition densities are globally associated to higher pressures in the sub-saturation region. However, a non trivial effect is observed at extremely low densities. Indeed we can see that in this regime (right inset in panel (c)) the effect of the filter is to narrow the distribution of the pressure, without sensibly modifying its shape. As a result, going to even lower densities (left inset in panel (c)) the pressure is systematically underestimated, showing that the zero-density limit is not correctly reached. This underlines the fact that the zero-density limit as imposed by ab-initio considerations is not correctly modelled by phenomenological functionals [63, 64]. From panel (d) we can see that the violation of the EFT predictions is particularly important in the functionals leading to abnormally low transition densities. These observations lead us to expect that further improvement in the predictions of the pasta properties might be obtained if the low-density behaviour will be enforced in the functional through the Yang-Lee expansion following refs. [63, 64].

![Figure 5](image-url)

**Fig. 5** Bands of the energy per baryon (top panels) and pressure (bottom panels) of symmetric ($\delta = 0$) and pure neutron matter ($\delta = 1$) as a function of density representing the chiral EFT constraint from [56]. The probability distributions of models from which EFT constraints are applied from $n \geq 0.02$ fm$^{-3}$ and $n \geq 0.1$ fm$^{-3}$ (right inset in panel (c)) are represented as a violin-shape on the left (right) panels. The insets in panels (c) and (d) show a zoom of the low-density part. See text for details.

We now examine the impact of this low-density filter on the bulk parameters, whose distributions are plotted in Figs. 6 and 7 for the isoscalar and isovector parameters, respectively. We can see that no strong impact is observed on the $E_{\text{sat}}$ and $n_{\text{sat}}$ isoscalar parameter distributions (see panels (a) and (b) in Fig. 6), nor on the isovector parameter ones (see Fig. 7), except a slight shift of the distributions towards higher values of $K_{\text{sym}}$ and $Q_{\text{sym}}$ for models filtered from $n \geq 0.02$ fm$^{-3}$. On the other hand, the low-density filter has a sizeable effect on the higher-order isoscalar parameters $K_{\text{sat}}$ and $Q_{\text{sat}}$ (see panels (c) and (d) in Fig. 6). Indeed, models filtered from $n \geq 0.02$ fm$^{-3}$ (red solid lines) have a more peaked distributions on higher (lower) $K_{\text{sat}}$ ($Q_{\text{sat}}$) with respect to models predicting $n_{\text{CC}} < 0.05$ fm$^{-3}$ (dot-dashed blue lines). This behaviour can also explain why models yielding low crust-core transition also have lower energy per baryon and higher pressure at sub-saturation density (see Fig. 5). Indeed, considering only
Fig. 6 Posterior distribution of the isoscalar bulk parameters for models for which the chiral EFT constraint from ref. [56] are applied from $n \geq 0.02 \text{ fm}^{-3}$ (red solid line), $n \geq 0.1 \text{ fm}^{-3}$ (green dashed lines), and from $n \geq 0.1 \text{ fm}^{-3}$ but predicting a crust-core transition $n_{CC} < 0.05 \text{ fm}^{-3}$ (dash-dotted blue line). See text for details.

Fig. 7 Same as in Fig. 6 but for the isovector bulk parameters. See text for details.
the lower-order terms in the expansion, Eq. (5), gives
\[ e(n, \delta) \approx E_{\text{sat}} + \frac{1}{2} K_{\text{sat}} x^2 + \frac{1}{6} Q_{\text{sat}} x^3 \]
\[ + \delta^2 \left( E_{\text{sym}} + L_{\text{sym}} x + \frac{1}{2} K_{\text{sym}} x^2 + \frac{1}{6} Q_{\text{sym}} x^3 \right) \]
and, for the pressure,
\[ P(n, \delta) \approx \frac{n_{\text{sat}}}{3} (1 + 3 x)^2 \left[ K_{\text{sat}} x + \frac{1}{2} Q_{\text{sat}} x^2 \right. \\
\[ + \left. \delta^2 \left( L_{\text{sym}} + K_{\text{sym}} x + \frac{1}{2} Q_{\text{sym}} x^2 \right) \right]. \] (21)

Therefore, roughly speaking, lower average values of \( K_{\text{sat}} \) and higher values of \( Q_{\text{sat}} \) result in lower energy per baryon and higher pressure for \( x < 0 \).

From these results, we can infer that the low-energy part of the functional, and particularly the higher-order isoscalar parameters, have a non-negligible impact on a correct estimation of the transition densities.

3.3 Surface tension

We now examine the effect of the finite-size part to the functional, particularly the surface contribution. In ref. [36], we have shown that the surface parameters are more influential than the bulk ones in the determination of the pasta-phase observables, specifically the fractional pasta radius and moment of inertia with respect to the total radius and moment of inertia of the whole crust. Moreover, we have underlined the importance of a consistent calculation of the surface and bulk parameters for a reliable evaluation of the uncertainties of the pasta properties.

In our study, the properties of the bulk functional are essentially constrained by the EFT calculation, while independent surface parameters are introduced, correlated to the bulk properties via the constraint on the reproduction of the nuclear masses. As a consequence, the uncertainties in the bulk parameters induce an uncertainty in the surface properties. This is consistent with the parameter fitting protocol of Skyrme interactions, for which surface properties are governed by extra gradient terms, with respect to the ones associated to the bulk behaviour. In the case of relativistic functionals, however, surface properties emerge naturally from the field equations and cannot be independently varied with respect to the bulk. One may then wonder if the 5-parameter expressions, Eqs. (9)-(10), are general enough to account for the different possible behaviours of the surface tension. The quality and flexibility of this parametrization was partially verified by Newton et al. [15], who showed that the seminal crust composition of ref. [37] can be indeed reproduced with

Fig. 8 1σ and 2σ bands of the surface (top panel) and curvature (lower panel) tensions for the prior (blue bands) and posterior (yellow band) distribution as a function of \( y_p = Z/A \). The dashed and dash-dotted lines represent the results from Figs. 3 and 5 of ref. [66]. See text for details.

Fig. 9 1σ and 2σ bands of the total surface tensions for the prior (blue bands) and posterior (yellow band) distribution as a function of \( y_p = Z/A \). The solid, dashed, and dash-dotted lines represent the results from Fig. 2 of ref. [55] for different models. See text for details.
and pairing effects. The absolute uncertainty in the surface tension decreases with decreasing proton fraction, due to the constraint that the surface tension should vanish in pure neutron matter. However, this is not the same for the relative uncertainty, that is of the order of \( \gtrsim 20\% \) at the typical proton fraction of the clusters in the inner crust, \( y_p \lesssim 0.25 \) (see Fig. 2), and even \( \gtrsim 60\% \) for very low proton fractions \( y_p \lesssim 0.1 \), much higher than the uncertainty on stable \( y_p = 0.4 - 0.5 \) nuclei that can be accessed in the laboratory.

Figures 8 and 9 also indicate that the choice of the surface and curvature tensions employed here is flexible enough to encompass the results of both CLD model calculations of Douchin et al. [66] with the SLy4 functional (see Fig. 8), and the Thomas-Fermi results from Grill et al. [55] obtained with different relativistic mean-field models (see Fig. 9). In particular, the bottom panel of Fig. 8 shows that, for both choices of the reference surface for the curvature tension in ref. [66], namely the neutron or proton radius (labelled “\( R_n \)” and “\( R_p \)” in the figure, respectively), the results of Douchin et al. [66] are within our 1\( \sigma \) prior distributions.

Despite the flexibility of the expression for the surface tension, model dependence still remains, as it can be seen from Fig. 10, where we display a zoom of the surface tensions for values of \( y_p \) of main interest for this study (see Fig. 2). In the top panel, we plot the surface (red lines) and curvature (black lines) tensions for the meta-model SLy4 (solid lines) and from the CLD calculations of Douchin et al. [66]. For the curvature tension, two reference surfaces are considered in ref. [66], namely the neutron radius \( R_n \) and the proton radius \( R_p \), while in our case the surface is given by the radius \( r_N \), see Eq. (8). In the bottom panel, we draw the total surface tension for the meta-models NL3, DD-ME2, and DD-ME6 (solid green, black, and red lines, respectively), in comparison with the results from the Thomas-Fermi calculations by Grill et al. [55] (dash-dotted, dotted, and dashed lines). Difference up to about a factor of 4 can be seen between our predictions and those in the literature; this can be essentially attributed to the different protocols to fix the surface parameters.

**Fig. 10** Top panel: surface (red lines) and curvature (black lines) tensions as a function of \( y_p = Z/A \) calculated for the meta-model SLy4 (solid lines) and from the CLD calculations by Grill et al. [55] obtained with different relativistic mean-field models (see Fig. 9). In particular, the bottom panel of Fig. 8 shows that, for both choices of the reference surface for the curvature tension in ref. [66], namely the neutron or proton radius (labelled “\( R_n \)” and “\( R_p \)” in the figure, respectively), the results of Douchin et al. [66] are within our 1\( \sigma \) prior distributions. As for the relativistic mean-field models explored in ref. [55], for which only a comparison of the total surface tension is possible, we can notice that only the NL3 functional is not in agreement with our prior distribution at 1\( \sigma \), and is marginally compatible with the 2\( \sigma \) distribution. Incidentally, the latter functional was also shown to be in disagreement with microscopic calculations of pure neutron matter and with constraints inferred from nuclear-physics experiments on symmetric matter (see Fig. 16 in ref. [67] and Fig. 6.5 in ref. [68]).
This discussion shows that, even within a specific bulk functional, the determination of the surface properties is far from being straightforward. For this reason, we estimate that it is very important to take into account the uncertainties in the surface properties within a complete Bayesian analysis, if we want to get realistic error bars in the prediction of crustal properties.

3.4 Correlations

In the previous sections we have analysed the distributions of the different nuclear parameters that enter in the modelling of the nuclear crust. To assess their relative importance in the determination of the pasta properties, we turn to examine the Pearson linear correlation coefficients between the transition observables and the bulk and surface parameters.

In particular, we show in Fig. 11 the correlation coefficient for the crust-core transition density and pressure, $n_{CC}$ and $P_{CC}$, and the density and pressure of the transition between spherical and non-spherical configurations, $n_p$ and $P_p$. For each quantity, we display the correlations for the prior, as well as for the posterior distributions when both low-density (LD) and high-density (HD) filters are accounted for. Lines labelled as $n \geq 0.02$ fm$^{-3}$ ($n \geq 0.1$ fm$^{-3}$) refer to posteriors for which models have been constrained by EFT calculations in the range $[0.02 - 0.2]$ fm$^{-3}$ ($[0.1 - 0.2]$ fm$^{-3}$). As for the crust-core transition, we can see that when no constraints are considered (“prior”), a correlation of the crust-core transition density (pressure) with $L_{\text{sym}}$ ($K_{\text{sym}}$ and $Q_{\text{sym}}$) is noticed, as already pointed out in refs. [34, 62]. A (slight) correlation with the second and third derivatives of the symmetry energy, $K_{\text{sym}}$ and $Q_{\text{sym}}$, is also observed in the prior for the pasta transition. However, only when the physical constraints are applied, further interesting correlations start to appear, particularly with respect to the surface parameters when the models are filtered from $n \geq 0.02$ fm$^{-3}$. Also, a light correlation with $Q_{\text{sat}}$ emerges for models filtered from $n \geq 0.1$ fm$^{-3}$, while the correlation with the symmetry parameters is preserved. As for the pasta transition density and pressure, we can see that only when the EFT constraint is applied from very low density, more significant correlations emerge. Indeed, otherwise, compensations among the different terms in the functional can occur, thus blurring the correlations. The most relevant bulk parameters seem to be the energy at saturation, $E_{\text{sat}}$, and to a less extent the higher-order derivatives of the symmetry energy $K_{\text{sym}}$ and $Q_{\text{sym}}$. From Fig. 11, we can also observe that both the crust-core transition density and pressure and the transition between spherical and pasta configuration are correlated with the surface parameters, particularly when the low-density EFT constraint is enforced from $n \geq 0.02$ fm$^{-3}$. In particular, the strong correlation of the crust-pasta transition with $E_{\text{sat}}$ might be understood from the important correlation imposed by the mass constraint between $E_{\text{sat}}$ and the parameters governing the surface tension at moderate isospin ($\sigma_0$, $\sigma_0$, $\beta$). As for the crust-core transition, we can see that it is mainly correlated with the surface parameters, namely $b_s$ and $p$. Such correlation was already pointed out by Carreau et al. [34], who observed that, when the low-density filter was considered and the $p$ parameter was allowed to vary, the transition point was correlated to the surface properties and the isovector surface tension was the dominant parameter determining the crust-core transition. It is encouraging to observe that the fully unconstrained parameter $p$ is not influential at all in the determination of the pasta transition point (see the last two panels in Fig. 11). As far as this latter is concerned, the most important parameters are instead the curvature parameters, namely $\sigma_0$, $\beta$, together with $\sigma_0$, that are at least in principle more accessible from experiments, if a more refined model of nuclear mass is employed in the future.

4 Conclusions

In this work, we have studied the properties of the pasta phases in cold catalysed NSs, within a CLD with parameters adjusted on experimental masses or theoretical calculations. We have employed different nuclear (meta-)models to study the model dependence of the results, as well as a statistical analysis to quantitatively estimate the uncertainties in the predictions. All the considered models predict the existence of pasta phases (spheres, rods, slabs, tubes, and eventually bubbles), but the transition densities among the geometries are strongly model dependent.

To understand the origin of the model dependence and pin down the most relevant parameters, we have performed a full Bayesian analysis by largely exploring the bulk and surface parameter space, and imposing constraints both from nuclear physics and astrophysics, the most important ones coming from ab-initio nuclear theory, and from the experimental knowledge of nuclear mass. The chiral EFT calculations are seen to considerably constrain the low-order empirical parameters, but important uncertainties persist in the high-order ones, particularly $Q_{\text{sym}}$ and $Q_{\text{sat}}$. This is seen in Table 2 that summarises the average values and standard deviation of the parameters for our posterior distributions when the EFT filter is applied in the range $[0.02 - 0.2]$ fm$^{-3}$ (first line) and $[0.1 - 0.2]$ fm$^{-3}$ (second line). Even if the
**Fig. 11** Pearson correlations between the crust-core and sphere-cylinder transition density and pressure and the bulk, surface, and curvature parameters. Two different density intervals for the application of the chiral EFT constraint are considered. See text for details.

**Table 2** Average values and standard deviations of bulk parameters obtained when the EFT constraint is applied in the range [0.02 – 0.2] fm\(^-3\) and [0.1 – 0.2] fm\(^-3\).

| Filter | \(E_{\text{sat}}\) [MeV] | \(n_{\text{sat}}\) [fm\(^-3\)] | \(K_{\text{sat}}\) [MeV] | \(Q_{\text{sat}}\) [MeV] | \(Z_{\text{sat}}\) [MeV] | \(E_{\text{sym}}\) [MeV] | \(L_{\text{sym}}\) [MeV] | \(K_{\text{sym}}\) [MeV] | \(Q_{\text{sym}}\) [MeV] | \(Z_{\text{sym}}\) [MeV] |
|--------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| **Prior** | | | | | | | | | | |
| LD+HD \((n \geq 0.02 \text{ fm}^{-3})\) | 0.04 \(-0.07\) \(0.11\) \(-0.05\) \(-0.02\) \(0.30\) \(-0.57\) \(0.15\) \(0.45\) \(-0.15\) \(0.05\) \(0.52\) \(-0.15\) \(-0.04\) \(0.51\) | \(n_{CC}\) |
| LD+HD \((n \geq 0.1 \text{ fm}^{-3})\) | 0.06 \(-0.06\) \(0.33\) \(-0.46\) \(0.17\) \(-0.15\) \(-0.29\) \(-0.10\) \(0.39\) \(-0.16\) \(0.06\) \(0.34\) \(-0.11\) \(-0.08\) \(0.33\) |

\(n \geq 0.02 \text{ fm}^{-3}\) -15.80 \(\pm 0.44\) 0.162 \(\pm 0.006\) 243 \(\pm 20\) 46 \(\pm 308\) 1034 \(\pm 1192\) 30.83 \(\pm\) 1.26 47.3 \(\pm\) 9.2 -62 \(\pm 77\) 1186 \(\pm\) 521 309 \(\pm 2730\) \(n \geq 0.1 \text{ fm}^{-3}\) -15.81 \(\pm 0.41\) 0.161 \(\pm 0.006\) 236 \(\pm 23\) 265 \(\pm 472\) 801 \(\pm 1399\) 30.78 \(\pm\) 1.23 46.5 \(\pm\) 9.7 -55 \(\pm 98\) 1012 \(\pm\) 654 517 \(\pm 2738\)

**Table 3** Same as in Table 2 but for the surface parameters.

| Filter | \(\sigma_0\) [MeV fm\(^2\)] | \(b_p\) | \(\sigma_{0,c}\) [MeV fm\(^{-1}\)] | \(\beta\) | \(p\) |
|--------|-----------------|-----------------|-----------------|-----------------|-----------------|
| **Prior** | | | | | |
| LD+HD \((n \geq 0.02 \text{ fm}^{-3})\) | 0.90268 \(\pm 0.23105\) 32.37735 \(\pm 30.54776\) 0.15956 \(\pm 0.03050\) 0.83368 \(\pm 0.25541\) 3.00 \(\pm 0.58\) | \(\sigma_0\) |
| LD+HD \((n \geq 0.1 \text{ fm}^{-3})\) | 0.90822 \(\pm 0.21394\) 34.26680 \(\pm 31.19063\) 0.15554 \(\pm 0.02904\) 0.82919 \(\pm 0.24080\) 3.03 \(\pm 0.57\) | \(\sigma_{0,c}\) |
relative uncertainty in the low-order parameters is relatively small, their important correlation with the surface parameters imposed by the nuclear mass constraint induces an important dispersion in the estimation of the surface tension (see Table 3), that in turn is highly influential in the determination of the pasta properties. This uncertainty might contribute to explain the important model dependence observed in the pasta modelling in the literature.

A correlation study reveals that the density and pressure of the crust-pasta and pasta-core transition are strongly correlated both to surface and to bulk parameters. Concerning the crust-core transition, we confirm that the most influential bulk parameters are $L_{\text{sym}}$, $K_{\text{sym}}$ and $Q_{\text{sym}}$. As already stressed in ref. [34], the isospin dependence of the surface tension, that is not strongly constrained by nuclear masses, also plays an important role. Concerning the location of the core-pasta transition, once the bulk functional is optimised within the results of chiral EFT for homogeneous neutron matter, the surface tension at moderate isospin turns out to be the dominant ingredient. This quantity is in principle accessible from the measurement of nuclear mass, but a more sophisticated mass model must be introduced to reduce the present uncertainties.

The modelling of the NS crust presented here is suitable for applications in astrophysical simulations and/or data analyses. The NS equation of state and composition obtained with such models, provided with their nuclear parameters and relative error bars, could be tabulated and included in open-access databases such as the CompOSE [69] database for direct use in astrophysical applications to obtain predictions of NS observables with controlled uncertainties.
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