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Abstract—This article presents an innovative efficient safety-critical control scheme for nonlinear systems by combining techniques of control barrier function (CBF) and online time-varying optimization. The idea lies in that when directly calling the complete optimization solvers used in the CBF method, such as CBF-based quadratic programming (CBF-QP), is computationally inefficient for complex tasks, the suboptimal solutions obtained from online learning techniques can be an alternatively reliable choice for ensuring both efficiency and control performance. By using the barrier-based interior point method, the original optimization problem with CBF constraints is reduced to an unconstrained one with approximate optimality. Then, Newton- and gradient-based continuous dynamics are introduced to generate alternative cheap solutions while ensuring safety. By further considering the lag effect of online tracking, a prediction term is added to the dynamics. In this way, the online cheap solutions are proven to exponentially converge to the time-varying suboptimal solutions of the interior point method. Furthermore, the safety criteria are established, and the robustness of the designed algorithms is analyzed theoretically. Finally, the effectiveness is illustrated by conducting two experiments on obstacle avoidance and anti-swing tasks.

Index Terms—Control barrier functions (CBFs), online convex optimization, safety-critical control, time-varying optimization.

I. INTRODUCTION

CONTROL of autonomous systems attracts more interest from researchers in recent years. The study on optimization of the control performance, such as linear quadratic regulator (LQR) optimal control and model predictive control (MPC), has been successfully developed and practically applied in industry [1], [2], [3], [4], [5], [6], [7], [8]. When integrating constraints in the control process, designing and optimizing a valid controller become harder, especially in online control scenarios. As simple cases, the state constraints and input saturation constraints are studied in [1], [2], [3], [4], and [6], where the constraints are commonly assumed fixed. This assumption does not apply to cases with safety constraints that are naturally varying, and dependent on the system states and external inputs. To cope with this, long-term optimization methods, such as MPC, may suffer a heavy computational burden. Instead, some myopic optimization methods can better balance the constraint satisfaction and computation complexity for safe control tasks.

A key challenge in safe control tasks is to quantify the safety measure in an easy-to-handle way [9]. The control barrier function (CBF) method quantifies safety as CBF-based constraints which are linear in control input. The idea comes from the invariant set, inside which any state starting will keep inside it forever [10]. This is a promising way to effectively keep systems safe during the control process [11]. CBF method is tractable since the constraints are linear and the objective functions can be manually designed convex, such as quadratic programming (QP). As a myopic method, CBF method only computes the safe control input for each step, resulting in quite an efficient scheme for online implementation. In applications, the CBF method has been used for obstacle avoidance, bipedal walking, and robotic grasping [12], [13], [14]. Developing CBF for uncertain disturbances and systems with a higher degree of freedom (DOF) has been investigated in [15], [16], and [17]. By introducing the control Lyapunov function (CLF), a synthetic CBF–CLF method is presented as an effective safe autonomous control framework [11]. As model uncertainty will badly affect the performance of the CBF–CLF method, safe learning, adaptive control, and the reduction of conservativeness toward the existence of uncertainty are further studied in [18], [19], and [20].

The CBF method needs to solve a convex-constrained problem at each control step. Therefore, for continuous systems, the selected solver should be highly efficient to generate almost continuous-time control input without breaking the safety constraints [21]. The interest in the computational
The cost of the CBF method is twofold in this article. On the one hand, the CBF-based QP (CBF-QP) cannot be integrated with warm-started techniques, such as the active set method [22], [23], due to the varying property of safety constraints. Therefore, the computation must start over at every step. However, since most safe solutions are locally continuous, the computational efficiency can be improved by exploiting the historical information of the former steps. On the other hand, CBF method does not consider the evolution of system dynamics, bringing inevitable lag or delay in control effect. The CBF method always provides suboptimal solutions due to varying systems, varying constraints, and even varying objectives. Since the system models have been utilized in the CBF method, more exploitation for predicting the evolution can be useful to compensate for the delayed and suboptimal effect. CBF-QP can be viewed as an instance of the time-varying-constrained online convex optimization problems [24], [25], where the gradient flow, prediction, and feedback bandit have been introduced for better solving these problems in [26] and [27]. A slightly strong requirement of CBF-QP is, the solutions should always stay in the admissible region, such that the safety constraints will not be violated during the optimization process. As is well known, the interior point method seeks to optimize the current solutions from the interior area of the feasible set, making it possible to solve the CBF-QP [28]. In [29], a modified interior point method is proposed to track the continuous solutions of the time-varying optimization problem, where the exponential convergence result is obtained by additionally considering the Newton-based prediction term. Since the Newton method needs to compute the Hessian and its inverse, in [30], a Hessian-free method is proposed by introducing a projection operation. It is noted that this method only applies to cases where projection operation is more efficient than the computation of inverse. In this article, the ideas of the interior point method and online convex optimization are leveraged to solve the CBF-QP problem for better efficiency, therefore potentially scalable to high-dimensional systems.

From the above observations, in this article, a safe controller is designed by the CBF method with improved efficiency using time-varying convex optimization techniques. The same idea is followed to deal with the CLF-based stabilizing control problem [31]. Differently, safety is more difficult to be guaranteed compared to stability considered in [31]. The main contributions are listed as follows.

1) The interior point method is adopted to generate the suboptimal solutions for the CBF method continuously. By using the prediction-correction method [29], two descent-based algorithms are given with theoretical support that both can exponentially converge to the suboptimal solutions of the original CBF method.

2) The safety criteria for continuous systems steered by the generated solutions from the two algorithms are established. In addition, the robustness against unknown bounded disturbances is analyzed. Safety and input-to-state tracking stability of the two algorithms toward disturbances are theoretically ensured.

3) The online implementation of the algorithms is presented. Experiments on obstacle avoidance and anti-swing control are conducted to illustrate the effectiveness. The efficiency of the proposed algorithms is highlighted in comparison to the original CBF method.

**Notations:** For vector $x$ and matrix $A$, $\|x\|$ and $\|A\|$ are the Euclidean norm and induced matrix norm, respectively. For vector $x \in \mathbb{R}^n$ and a differentiable scalar function $h(x)$, the Lie derivative of a vector field $f(x) : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is represented by $L_f(x) = (\partial h / \partial x)f(x)$. The $n$-dimensional identity matrix is denoted by $I_n$, and the $m$-dimensional vector with all elements zero is $\mathbf{0}_m$. The gradient of function $f(x, y)$ with respect to $x$ is denoted by $\nabla_x f(x, y)$, while the partial gradient of $\nabla_y f(x, y)$ with respect to $y$ is denoted by $\nabla_y f(x, y)$.

**II. PROBLEM FORMULATION**

The nonlinear control affine systems considered in this article take the form as follows:

$$\dot{x}(t) = f(x(t)) + g(x(t))u, \quad t \geq t_0$$

where $x(t) \in \mathbb{R}^n$ is the system state, $u \in \mathbb{R}^m$ is the control input, nonlinear functions $f : \mathbb{R}^n \rightarrow \mathbb{R}^n$ and $g : \mathbb{R}^n \rightarrow \mathbb{R}^{n \times m}$ represent the locally Lipschitz continuous drift and input dynamics, respectively. In the safety-critical environment, define the safe region of both state and control input as $X \subseteq \mathbb{R}^n$ and $U \subseteq \mathbb{R}^m$. The safety requirement is to ensure $x(t) \in X$ and $u \in U$ throughout starting from $t_0$. The controller must be carefully designed to achieve the control objective without breaking the safety constraints. For the sake of brevity, systems (1) should be of one DOF. Concretely, for the state $x'$ limited in a safe region, $x'$ should be linear to $u$. Note that $x'$ can be a subvector of $x$. The detailed examples and extensions can be found in [16]. As a slight abuse, $x$ is used as a short version of $x(t)$ in the following content.

This article focuses on presenting an easy-to-implement algorithm to efficiently design the controller under safety-critical environments. In what follows, the CBF–CLF method and an efficient online convex optimization method are reviewed.

**A. CBF–CLF Method**

A CBF $h(x)$ can give a sufficient condition for a predefined set to be forward invariant, known as the safe set. The specific definition of $h(x)$ is given below.

**Definition 1 (CBF and Safe Set [11]):** For a closed convex set $C$ and systems (1), a zeroing CBF is defined by a continuously differentiable function $h(x) : \mathbb{R}^n \rightarrow \mathbb{R}$. Let $C \triangleq \{x | h(x) > 0\}$, then a valid CBF should satisfy that $\forall x \in C$, $\alpha > 0$, and

$$\sup_{u \in U} \left[ \frac{\partial h}{\partial x}(x)(f(x) + g(x)u) \right] + \alpha h(x) \geq 0.$$  

(2)

If there exists any local Lipschitz continuous controller rendering (2), then $C$ is the forward invariant and systems (1) are safe in $X \subseteq C$.

In the original definition of CBF, $\alpha$ in (2) denotes the extended class $K$ function. It is noted that $h(x)$ is simplified
to be a class $K$ function considered in this article. Similarly, the CLF constraint is derived to manipulate a valid Lyapunov function $V$ decreasing at an exponential rate. Concretely, $\dot{V} \leq -\beta V$ should be satisfied, where $\beta > 0$ represents the convergence rate. Hence, a Lyapunov function $V \geq 0$ can be constructed such that the control target is achieved when $V = 0$. The explicit expression of a CLF is given by

$$\inf_{u \in \mathcal{U}} \left[ \frac{\partial V}{\partial x}(x)(f(x) + g(x)u) \right] + \beta V(x) \leq 0.$$ 

The CBF and CLF constraints are put together in convex-constrained problems to ensure both stable control and safety. Since safety is the most critical principle, the CLF condition can be slackled if the two kinds of constraints conflict. In all, the general CBF–CLF programming problem is formulated as

$$u^*(x(t), t) = \arg \min_{(u, \delta) \in \mathbb{R}^{n+1}} f_0(u, \delta, \vartheta(x(t), t))$$

subject to

$$L_fh(x) + L_g(x)u + rh(x) \geq 0$$

s.t.

$$L_fh(x) + L_g(x)u + \beta V(x) \leq \delta$$

$$u_{\min} \leq u \leq u_{\max}$$

where $u^*$ is the optimal time-varying solution, $f_0$ represents the user-defined objective function, $\vartheta(x(t), t)$ implies that $f_0$ can also depend on external input $\vartheta$, and $\delta$ is the slack variable for feasibility when conflict happens. The external input can be state dependent and time varying. Furthermore, the control input is bounded by $u_{\min}$ and $u_{\max}$.

Without losing generality, let $y = [u, \delta]$ and $f_0(y, \vartheta)$. As a typical form of the CBF–CLF methods, one can choose $f_0 = \|u-u_{\text{ref}}\|^2 + \lambda \delta^2$, in which $u_{\text{ref}}$ is the nominal control input and $\lambda > 0$. Then, problem (3) can be reformulated in a compact form as

$$y^*(x(t)) = \arg \min_{y \in \mathbb{R}^n} y^T Q y - 2H^T(x(t)) y$$

subject to

$$F(y, x(t)) \leq 0$$

where $F(y, x(t)) = H^T(x(t))y - B(x(t))$, and

$$Q = \begin{bmatrix} I_m & 0 \\ 0_m & \lambda \end{bmatrix}, \quad H(x(t)) = \begin{bmatrix} -2u_{\text{ref}}(x(t)) \\ 0 \end{bmatrix}$$

$$A(x(t)) = \begin{bmatrix} L_g(x) - L_{gh}(x) & I_m \\ -1 & 0 \end{bmatrix}, \quad B(x(t)) = \begin{bmatrix} L_fh(x) + \beta V(x) \\ u_{\max} \\ u_{\min} \end{bmatrix}.$$

Denote the feasible domain of the above CBF–CLF-QP problems as $\Omega_{\text{f}}(x(t), \varphi)$ where $\varphi$ represents some related constants and predefined parameters. The structured CBF–CLF-QP problems are solved repeatedly at each time step. As a result, the control input $u_{\text{ref}}$ is filtered by $u^*$ to ensure safety.

Remark 1: The inefficiency of the CBF–CLF method is revealed in two aspects. On the one hand, the control input, filtered by the sufficiently smooth objective function $f_0$ and continuous time-varying constraints, should be continuous as well. However, CBF–CLF problems (3) and (4) are solved as new problems without considering continuity. The lack of utilizing the historical results brings more computational burden for solving independent CBF-QP problems, especially for high-dimensional systems with many constraints. On the other hand, the CBF–CLF-QP problems (4) contain myopic objective functions, while the optimization problem, such as tracking a nominal controller, is time varying, leading to undesirable lag or delay effects. As the nominal dynamics of the systems (1) have been used in CLF and CBF constraints, further exploitation of this information may help reduce or dismiss these bad effects.

B. Barrier-Based Interior Point Method and Prediction

Assumption 1 (Convexity and Feasibility): For all $t \geq 0$, the linear constraints $F(y, x(t))$ are convex, and the objective function $f_0$ is uniformly strongly convex such that $\nabla^2 f_0 \geq \gamma I$, where $\gamma$ is the dimension of $y$. The CBF–CLF-QP problems are always feasible, namely $\Omega_{\text{f}}(x(t), \varphi) \neq \emptyset$.

By introducing the indicator function to punish the infeasible solutions, a constrained problem can be transformed into an unconstrained one with the same optimal solutions [28]. To ensure safety, the barrier method, as a type of interior point method, can be used, which always obtains feasible solutions for optimization. A logarithmic barrier function $L_{\text{b}}(\varphi) = -\frac{1}{2}(c_{\text{b}} \log(-\varphi))$ is introduced to approximate the indicator function $L_{\text{c}}(\varphi) = c_{\text{b}} \log(-\varphi)$, in which $c_{\text{b}} > 0$. The logarithmic barrier function is an appropriation of the original constrained problem, as $\lim_{c_{\text{b}} \to +\infty} L_{\text{b}}(\varphi) = L_{\text{c}}(\varphi)$.

The following statements show the suboptimality and quantify the approximation bound of this transformation.

Let $F(y, x(t)) = \{ f_1, \ldots, f_p \}$, where $p$ is the dimension of $F(y, x(t))$, and $\phi(y, x(t)) = \sum_{i=1}^{p} \frac{1}{c_{\text{b}}} \log(-f_i)$. The constrained problems (3) are converted to unconstrained ones

$$y^* = \min_{y \in \mathbb{R}^n} f_0(y, \vartheta) \triangleq f_0(y, \vartheta) + \phi(y, x).$$

Lemma 1 (Suboptimality [28]): As $c_{\text{b}} \to \infty$, the barrier-based unconstrained problems (5) are the same as the original problems (3). More precisely, problems (5) are $p/c$-suboptimal as $|f_0(y^*, \vartheta) - f_0(y, \vartheta)| \leq p/c$.

Noticing that the optimal solutions are varying according to $x(t)$ and external input $\varphi$ and $\vartheta$, it is rational to include the dynamics of these states into the design of the optimizer. The stationary condition of the optimal solutions hold as $\nabla^2 f_0(y^*, \vartheta) \equiv 0$ whose derivative with respect to $t$ is

$$\dot{y}^* = \nabla^2 f_0(y^*, \vartheta) \dot{y} + \nabla_{y} f_0(y^*, \vartheta) \dot{\varphi} + \nabla_{\vartheta} f_0(y^*, \vartheta) \dot{\vartheta}.$$ 

The optimal state of $y^*$ and $\dot{y}^*$ cannot be obtained. Instead, $y$ can be measured with residual error $r \triangleq \nabla_{y} f_0(y, \vartheta)$. As a compromise, the prediction effect is trying to keep the residual error $r$ unchanged according to the evolution of the optimization problem [26]. Then, the first-order expansion of
the gradient $\nabla yf_u(y, x, \theta)$ is
\[
r = \nabla yf_u(y + \delta y, x + \delta x, \theta + \delta \theta) \approx r + \nabla yf_u(y, x, \theta)\delta y + \nabla x f_u(y, x, \theta)\delta x + \nabla \gamma f_u(y, x, \theta)\delta \theta
\]
where $\delta a$ stands for the infinitesimal of scalar or vector variables $a$. Subtracting $r$ in both sides, the evolution of $y$ as the optimizer is given by
\[
y = -\nabla^{-1} y f_u(y, x, \theta)\left(\nabla y f_u(y, x, \theta)\dot{x} + \nabla \gamma f_u(y, x, \theta)\dot{\theta}\right), \quad (6)
\]

Remark 2: The dynamics of $x$ and $\theta$ are used for predicting both the evolution of the system state and the control objective. In practice, it is preferred but not necessary to know the gradient of the external input. If the gradient is unknown a priori, the external signal is assumed constant in each step.

III. MAIN RESULTS

A. Prediction–Correction Safe Controller Design

In this section, two gradient-based methods are designed to efficiently correct the safe controllers, whilst the prediction enhancement is considered by combining (6). First, the gradient-based descent law with prediction is designed as
\[
y = -\nabla^{-1} y f_u(y, x, \theta)\left(\nabla y f_u(y, x, \theta)\dot{x} + \nabla \gamma f_u(y, x, \theta)\dot{\theta}\right), \quad (7)
\]
where $\gamma > 0$ is the learning rate. The basic idea of this correction is to directly decrease the objective function $f_u$ by its negative gradient, assuming that $f_u$ is nonincreasing all the time. Since the gradient-based method will converge to the optimizer for time-invariant problems, it is expected that (7) can find the optimal time-varying solutions by gradient-based correction and Hessian-based prediction.

Notice that the inverse of Hessian $\nabla^{-1} y f_u(y, x, \theta)$ is already computed for prediction, the Newton method can be used for accelerating the convergence process of the approximate solution $y$ to $y^*$ [29]. The Newton-based prediction–correction dynamics of the approximate optimal solution is given as
\[
y = -\nabla^{-1} y f_u(y, x, \theta)\left(\gamma \nabla y f_u(y, x, \theta)\dot{x} + \nabla \gamma f_u(y, x, \theta)\dot{\theta}\right)
\]
(8)
Intuitively, the prediction term keeps the residual error $r$ independent of the evolution of system state $x(t)$ and time-varying immediate objective $f_u$, whilst the gradient method or the Newton method tends to reduce this error $r$. The convergence results of both methods are presented as follows, where all proofs of the results are given in the Appendix.

Theorem 1: Suppose that Assumption 1 holds, the prediction–correction solutions in (7) and (8) will converge to the time-varying optimal solutions $y^*$ of unconstrained problems (5) as
\[
\|y - y^*\| \leq \frac{\sigma(t_0)}{q_c} e^{-\gamma(t-t_0)} \quad (9)
\]
where $\sigma(t_0) = \|\nabla y f_u(y(t_0), x(t_0), \theta(x(t_0), t_0))\|$ and $\gamma = q_c\gamma$ for gradient law (7) or $\gamma = \gamma$ for Newton law (8).

It is shown in Theorem 1 that both gradient-based and Newton-based laws can track the optimal solution exponentially, however at different rates. Note that Newton’s law is not necessarily faster than the gradient law in a continuous setting for the prediction–correction method.

Remark 3 (Choosing Barrier Parameter): In the interior point method, the optimal solutions of constrained problems (3) are reached by increasingly tuning the barrier parameter $c$ in $\phi(y, x)$ [28]. This operation is explicitly contained in the online time-varying optimization methods in [29] where $c$ is exponentially increasing such that the evolution of $y$ will converge to the optimal solution $y^*$ of (3) exponentially fast. In practice, $c$ should be designed carefully to enhance the robustness [32]. The tuning of the barrier parameter $c$ is implicitly contained in $\nabla \gamma \dot{\theta}$ in (7) and (8) as a kind of external input in case of complex notations.

B. Safety and Robustness Analysis

While the dynamic controller approximates the time-varying optimal solutions of problems (5) at an exponential rate, it is not sufficient to guarantee the safety of the systems yet. An illustrative experiment on how an exponential tracking controller may break the safety constraints can be found in [33]. Besides, the ubiquitous disturbances and modeling errors require the algorithms to be robust. In what follows, the safety and robustness of the two prediction–correction methods are studied. For the sake of simplicity, only CBF-QP is considered, such that $y = u \in \mathbb{R}^m$. It is noted that the extension from CBF-QP to CBF–CLF-QP is trivial.

Assumption 2 (Bounded Gradient of CBF [33]): The gradient of the CBF function $h(x)$ defined in Definition 1 is finite such that $\forall x \in C, \nabla h(x) \leq b_h$ where $b_h > 0$.

Theorem 2: Let Assumptions 1 and 2 hold and $c \to \infty$, which means the optimal solutions of (5) are the same as the optimal solutions of (3). Denote these optimal solutions as $u^*$ uniformly. Then, both the gradient-based and the Newton-based methods ensure the safety of the systems provided that $\dot{y} > \alpha, \alpha^* \triangleq q_c(\dot{y} - \alpha)/b_h$ and $(x(t_0), y(t_0)) \in C_N$, where $C_N \triangleq \{(x, y) | h_N(x, y) \geq 0\}$ and
\[
h_N(x, y) = -\|\nabla y f_u(x, x, \theta)\| + \alpha'h(x) \quad (10)
\]
From the results in Theorem 1, safety can be ensured when the convergence rate of the approximate solution $u$ to the optimal $u^*$ is higher than the predefined allowable rate of change in CBF constraints. This is consistent with the conditions of a safe tracking controller in [33]. The following statement presents the safety criteria for bounded $c$ and the biased approximate solutions.

Corollary 1: Let Assumptions 1 and 2 hold and $c$ be constant or time-varying but bounded. Define the approximate optimal solutions of problem (5) as $\bar{u}^*$. Both the gradient-based and the Newton-based methods ensure the safety of the systems provided that $\dot{y} > \alpha, \alpha^* \triangleq q_c(\dot{y} - \alpha)/b_h$ and $(x(t_0), y(t_0)) \in C_N$ with $C_N$ defined in Theorem 2. The proof of Corollary 1 is the same as that of Theorem 2 with the fact that the estimated solutions are always in the interior of the feasible set thanks to the idea of interior point
optimization. Therefore, the CBF constraints (3a) can always be met by the approximate optimal solutions \( \hat{u}^* \). The proof is omitted for brevity.

So far, gradient-based and Newton-based dynamics can both perform well in an ideal environment where no disturbance or inaccuracy exists in the learning progress, such that the models are perfectly known, and all computations are accurate. To analyze the robustness of the methods, the disturbances in the derivatives of prediction parts, including the model uncertainty and random noises, are considered. The term of prediction in both (7) and (8) needs the information of dynamics as \( \dot{x} \) and \( \dot{\vartheta} \). It is assumed that disturbances exist in obtaining this information, as described below

\[
\| \nabla \tilde{y} f_u(y, x, \vartheta) - \nabla \tilde{y} f_u(y, x, \vartheta) \| \leq \sup_{t > t_0} \| q(t) \| \quad (11)
\]

where \( q(t) \in \mathbb{R}^{m_u} \) represents the estimation error, and \( \nabla \tilde{y} f_u(y, x, \vartheta) \) denotes the utilized estimation of the information of origin dynamics \( \nabla \tilde{y} f_u(y, x, \vartheta) = \nabla \tilde{y} f_u(y, x, \vartheta) \dot{x} + \nabla \tilde{y} f_u(y, x, \vartheta) \dot{\vartheta} \). The bound (11) means that the estimation is in an admissible compact set of accurate dynamics.

**Theorem 3:** Suppose that Assumption 1 holds, the prediction–correction systems (7) and (8) are both input-to-state stable (ISS) and the approximate error is ultimately bounded as

\[
\lim_{t \to \infty} \| y - y^* \| \leq \frac{\sup_{t > t_0} \| q(t) \|}{\xi q_c} \quad (12)
\]

for \( \xi \in (0, 1) \), and the convergence rate reduces to \( \hat{y}(1 - \xi) \).

Theorem 3 has demonstrated the robustness of the prediction–correction systems. In CBF-based safety-critical control, the evolution of the approximate errors should be also important to ensure robust safety, as \( (d/dt) \| \nabla \tilde{y} f_u \| \) in Theorem 2 and Corollary 1. The evolution can be quantitatively described in virtue of the modified Lyapunov function \( V_M(\sigma(t), t) = \sqrt{2V(\sigma(t), t)} \), whose derivative is \( \dot{V}(\sigma(t), t)/\sqrt{2V(\sigma(t), t)} \). Following (28), one has

\[
\dot{V}_M(\sigma(t), t) \leq -\hat{y} \dot{V}_M(\sigma(t), t) + \sup \| q(t) \|. \quad (13)
\]

Notice that \( V_M(\sigma(t), t) = \| \nabla f_u(y, x, \vartheta) \| \), the evolution \( (d/dt) \| \nabla f_u \| \) can be described by (13). To ensure safety, a robust CBF condition is addressed to include the worst-case disturbances \( \sup \| L_{\varphi} h(x) \| \) as

\[
L_f h(x) + L_{\varphi} h(x) u + \alpha \dot{h}(x) + \sup \| L_{\varphi} \dot{h}(x) \| \geq 0 \quad (14)
\]

replacing (3a) in the original problems (3). An enlarged invariant set is defined by \( \tilde{C} = \{ x | \tilde{h}(x) \geq 0 \} \). The following statements give the safety criteria of the synthetical controllers.

**Corollary 2:** Let Assumptions 1 and 2 hold. Define the approximate optimal solutions of problems (5) as \( \hat{u}^* \). The gradient- and Newton-based methods ensure the safety if \( (x(t_0), y(t_0)) \in \tilde{C}, \dot{\tilde{C}} \). The conditions for Lipschitz continuity of the optimal controller \( u^* \) are analyzed in [11] which is a critical assumption to guarantee the feasibility of the proposed methods. When the relative degrees of barrier function \( h(x) \) is higher than 1, the exponential CBFs are effective to ensure safety as described in [16], which will be utilized in the simulations part of this article. It is always hard to determine the appropriate CBFs for the control invariant set, which can significantly affect the performance of the CBF methods as well as the prediction–correction methods as shown in [34], where a backup policy is introduced to tackle this issue. Besides, the Hamilton-based computation for reachability may help to improve the CBF methods [35, 36].

**Remark 5 (Comparison of Two Methods):** Although it is shown in Theorem 1 that the minimum convergence rates of both dynamics are almost the same, the convergence rate of the gradient-based method in (26) can be much larger than that of Newton-based method in (27) when \( c \) is initialized small or the solutions approach to the constraint boundaries, namely, when \( \sum_{i=1}^{p} A_i(x)/c \) is large. It can also increase the robustness as seen in (28) when considering the term \( \nabla y \phi(x, y) \). Note that Newton-based descent law is appropriate for the originally unconstrained problems, while the barrier-based unconstrained problem (5) with ill-conditioned Hessian of \( f_u(y, x, \vartheta) \), which is needed in the prediction terms, would not benefit the control process. The exploration of the Hessian of \( f_0(y, \vartheta) \) to accelerate the control process can be a promising task for efficient-constrained optimization [32]. In addition, the gradient-based law can work well without prediction term if the evolution of system dynamics and external input is slow, then \( \nabla y \sigma(t) \dot{x} + \nabla \vartheta \sigma(t) \dot{\vartheta} \) can be viewed as disturbances.

**C. Online Implementation**

The continuous prediction–correction dynamics (7) and (8) work perfectly under high and fast computing power, which can hardly achieve in practice. In addition to the continuity, the inverse calculation takes time to ensure accuracy, and the predictive evolution needs more prior information about the systems as well as the external input. Therefore, the discrete versions with less prior information are preferred, given as

**Gradient:**

\[
y_{k+1} = y_k - h \gamma G_k - h H_k^{-1} \nabla y f_k \quad (15)
\]

**Newton:**

\[
y_{k+1} = y_k - h H_k^{-1} (\nabla G_k + \nabla y f_k) \quad (16)
\]

where \( h \) is the sampling step, \( k \) represents the sampling series, \( G_k = \nabla y f_k(y_k, x_k, \vartheta_k), H_k = \nabla y f_k^{-1}(y_k, x_k, \vartheta_k) \) and \( \nabla y f_k \) is the estimation of \( \nabla y f_k(y_k, x_k, \vartheta_k) \) in the prediction terms satisfying (11). The controller is implemented by zero-order hold (ZOH). A promising structure of \( \nabla y f_k \) can be designed by \( (G_k - G_{k-1})/h \). Let \( a_i(x) \in \mathbb{R}^{m_u} \) be the ith column of \( A(x) \) and \( b_i(x) \) be the ith element in \( B(x) \) in (4a), \( i = 1, \ldots, p \). The compact forms of the derivative and Hessian of \( f_u(y, x, \vartheta) \) are given as

\[
\nabla y f_u(y, x, c) = \nabla y f_0(y, x) + \sum_{i=1}^{p} \frac{1}{c_{fi}} a_i(x)
\]

\[
= 2Q y - 2H(x) + c^{-1} A(x) d(y, x)
\]

\[
\nabla y f_u(y, x, c) = \nabla y f_0(y, x) + \sum_{i=1}^{p} \frac{1}{c_{fi}} a_i(x) a_i(x)^T
\]

\[
= 2Q + c^{-1} A(x) D(y, x) A^T(x)
\]
where $d(y, x) = [d_1(y, x), \ldots, d_p(y, x)]^T$ and $D(y, x) = \text{diag}(d_1^2(y, x), \ldots, d_p^2(y, x))$ with $d_i(y, x) = f_i^{-1}(y, x), i = 1, \ldots, p$. Therefore, the explicit expressions of $G_k$ and $H_k$ in (15) and (16) are

$$G_k = 2Qy_k - 2H(x_k) + c^{-1}A(x_k)d(y_k, x_k)$$
$$H_k = 2Q + c^{-1}A(x_k)D(y_k, x_k)A^T(x_k).$$

The stability of the gradient-free discrete dynamics for unconstrained time-varying convex optimization has been studied in [26], in which the principles of choosing the learning rate $\gamma$ to adapt the sampling period $h$ were designed for bounded approximate errors. However, for the barrier-function-based unconstrained problem (5), the assumption on the boundedness of the derivatives of sufficiently smooth objective functions $f_i$ in [26] is not satisfied because the derivative of the logarithmic barrier function can tend to infinity as $y$ approach to the surface of $\alpha_i(x(t), \varphi)$, such that $f_i \to 0$. It is even harder to set $c \to \infty$ for pursuing the optimal solutions as designed in [29]. More important thing is, the discrete version can lead to the break of safety restrictions easier when $c$ gets larger.

It becomes tractable when the expectation of the optimal solution is reduced, such that $c$ is bounded rather than tending to infinity. In this situation, the approximate errors are given in Lemma 1. A good property of this suboptimality is that the global principles of the boundedness can be reduced to local ones which is quiet easy to achieve since $f_i = 0$ will not occur through the interior point optimization.

More specifically, the optimal solutions of the unconstrained problem (5) with bounded $c$ satisfying $\nabla_y \phi(y^\ast) = -\nabla_y f_0(y^\ast)$ while $\nabla_y \phi(y^\ast) \to -\infty$ if $f_i \to 0$. Therefore, the optimal solutions lie in a compact subset of $\mathcal{C}$ and the derivatives of $f_0(y, x, \vartheta)$ satisfy the bounded assumptions in [26], which legalizes the conditioned discretization.

Remark 6 (Relaxation on Inverse of Hessian): The calculation of the inverse of Hessian brings undesirable computational costs when using the presented methods. This can be avoided when a computation affordable projection operation is admissible. The sampled-data-based first-order prediction method relying on only the Hessian of the original objective function has been proposed in [30] with a projection operator to ensure feasibility. More effort can be made to exploit the structure of CBF–CLF–QP, where a fast computation law of the inverse Hessian matrix can be created. For instance, one can rewrite (18) as

$$H_k = 2Q + c^{-1}A(x_k)D^2(x_k)A^T(x_k) = K_Q + L_c^T L_c.$$

where $K_Q = 2Q$ and $L_c = A(x_k)D^{(1/2)}/\sqrt{c}$. When $L_c$ is sparse, which is common when a system is underactuated or of higher DOF, the calculation of the inverse matrix can be greatly saved as studied in [37].

Remark 7 (Certificate the Feasibility): In the discrete version of prediction–correction methods, the control input or approximate solutions may leave the invariant set for big step size or large barrier parameter $c$. An economical way to avoid it is to check the feasibility of the solutions before each update. If there is any broken constraint, the step is rejected and a new, shorter trial step is used for another iteration, such as line search and trust-region method [28], [32].

IV. SIMULATIONS

Example 1: Consider a two-dimensional (2-D) integrator system as $\dot{x} = v$ with $x = [x_1, x_2]^T$ and $v = [v_1, v_2]^T$ the position and velocity, respectively. The control goal is to move the position $x$ to the desired position $x_d$ by designing the velocity input, whilst the position should stay away from some unsafe areas. In this example, the unsafe region is described by circles with uniform radius $r$ and different center points $x_c$. As discussed in [33], the CBF function can be defined as

$$h(x) = \|x - x_c\| - r.$$

Note that $h(x) > 0$ implies that the position $x$ is not in the unsafe region. To further simplify the problem, the nominal velocity steering system state to $x_c$ is designed by a feedback law $v_d = -k_d(x - x_d)$ with $k_d > 0$. Then, a CBF–QP can be constructed to filter the nominal velocity input to a safe one as follows:

$$v^\ast = \min_{v \in \mathbb{R}^2} v^T v - 2v^T v_d$$
$$\text{s.t. } -\nabla_x h(x)v - \alpha(h(x)) \leq 0$$

where $v^\ast$ is the filtered safe input. The gradient of $h(x)$ can be calculated as $(x - x_c)/\|x - x_c\| \triangleq n_c$. Based on the Karush–Kuhn–Tucker (KKT) conditions, the explicit optimal solution of (21) takes the following form:

$$v = v_d + \max\{-n_c^Tv_d - \alpha(h(x)), 0\} n_c.$$

The initial system position is $[0.0, 0.5]^T$, and the target position is $[2.5, 3.0]^T$. To move the position approaching the target, the feedback coefficient is set as $k_d = 1.1$. The single unsafe region is determined by $x_c = [1.0, 1.0]^T$ and $r = 0.8$. Notice that the feedback input will force the system state into the unsafe region. To avoid this, the velocity input is filtered by (22) where $\alpha = 4.0$. Alternatively, the gradient- or Newton-based dynamical laws (7) and (8) can be utilized to approximate the optimal safe input policy. The parameters in the approximation laws are set as $\gamma = 15.5$, $c = 1.1e^{0.9t}$, discrete step $dt = 0.001$. The barrier parameter is set monotonically increasing to reduce the error bound as explained in the interior point method. It is noted that the bound of increasing rate is related to the step-size $dt$. The control input between each sampling time is kept by ZOH and all the gradients and Hessian matrices are known, which are given in Appendix A–A.

Initially, the velocity is zero and the system state is in the forward invariant set $\{x|h(x) > 0\}$. The dynamical position generated by the gradient-based method (7) is shown in Fig. 1, as which the omitted Newton-based result is roughly the same. It is shown that the unsafe region is avoided when moving to the target position. The comparison of the original, optimal, and approximate optimal velocity inputs are shown in Fig. 2, where the optimal input is generated at each step based on the current position and the explicit solution (22). The results reveal that the descent-based approximate optimal safe control laws can not only track the optimal policy but can also...
ensure safety during the tracking process. Note that the tracking errors converge to zero because the barrier parameter $c$ is exponentially increasing during the process. It is shown that the gradient-based method has a faster transient response when the tracking error is large, while the Newton-based method performs better when the tracking error is smaller, owing to the discrete sampling and finite barrier parameter $c$. It can be improved when the sampling period is smaller.

The safe tracking effectiveness with multiple obstacles is tested in simulations as well. Unlike [33], which only took the nearest obstacle into account, the CBF constraints of different obstacles are all considered in the descent-based methods. The result using the Newton-based method (8) is given in Fig. 1(b), which is roughly the same as the gradient-based method as well. Other parameters remain the same as those with a single obstacle. Five different initial positions and four obstacles are considered, where the initial points are $[0.0, 2k]^T$ and $[3.0, 6.0]^T$, $k = 0, 1, 2, 3$, and the center points of obstacles are $[1 + m, 4]^T$ and $[1.5 + m, 1]^T$, $m = 0, 3$. It is shown that the tracking control is successfully filtered to force the system to stay in the safe region and ultimately reach the control target. Furthermore, the average computing time of the two methods is 0.25 ms for single obstacle and 0.92 ms for multiple obstacles, implying that the calculation burden is low for obtaining the approximate optimal solutions.

Example 2: In this example, an anti-swing control task for a cart–pole system is simulated to show the effectiveness from a more practical perspective. As shown in Fig. 3, the dynamics of the cart–pole system is given as

\[
\mathbf{q} = \begin{bmatrix}
x \\
v \\
\theta \\
\omega 
\end{bmatrix} = \begin{bmatrix}
\dot{x} \\
\dot{v} \\
\dot{\theta} \\
\dot{\omega}
\end{bmatrix} = \begin{bmatrix}
0 \\
f_v(\theta, \omega) \\
f_\omega(\theta, \omega) \\
g_v(\theta, \omega)
\end{bmatrix} + \begin{bmatrix}
0 \\
g_v(\theta, \omega)
\end{bmatrix} u 
\]

where $m_c$ and $m_p$ are the mass of the cart and the mass of the pole, respectively, $x$ is the horizontal position of the cart, $u$ is the external force input, $\theta$ and $\omega$ are the angle and length of the pendulum (assume the mass of the pendulum is small enough), $v$ and $\omega$ are the horizontal and angular velocities, and $f_v$, $f_\omega$, $g_v$, and $g_\omega$ are given in Appendix A-B. The control task is trying to follow the given input signal $u_d$ regulating this system as much as possible without sharply swinging, in other words, keeping the angle $\theta$ in the admissible range. Let the admissible range be $[-r, r]$, $r > 0$. Then, the candidate CBF can be chosen as $h = r^2 - \theta^2$, whose derivative is $\dot{h} = 2r\theta\omega$.

Notice that the cart–pole system is the one with more than one DOF. It will show that the presented methods apply to these systems as well. In the spirit of exponential CBF in [16], define the following function as an alternative CBF: $h_e =
Fig. 4. Trajectories of the swing angle and control input of different settings. The barrier parameter $c$ is different in three columns, from (left) 0.5, (middle) 1.0, to (right) 2.0. In the first row, the gray dotted, red dotted, and blue lines represent the angles controlled by original input $u_d$, optimal safe input $u^*$, and gradient-based safe input $u$. The horizontal dotted lines represent the maximum and minimum admissible swing angles. In the second row, the gray dotted, red dotted, and blue lines are generated by the original given input $u_d$, the safe input $u^*$ filtered by CBF-QP and the safe input $u$ filtered by gradient-based algorithm (7). The horizontal dotted lines represent the maximum and minimum admissible control inputs.

Initially, system state $x$, $\theta$, $v$, and $\omega$ are all set zero. The given input signal is manually designed as $u_d(t) = 4 \sin t \cos t$ which does not break the saturation constraints. However, forced by $u_d$, the swing angle denoted by $\dot{\theta}_d$ may become large and exceed the admissible range, shown as the gray dotted line in the first row of Fig. 4. Therefore, the safe filter is necessary for the anti-swing control task. The optimal safe solutions $u^*$ in the sense of the CBF method can be obtained at each step by repeatedly calling the QP solver. Such solutions replace $u_d$ as the input to the cart–pole system (23). The control result is shown as the red dotted line in Fig. 4, which implies that the swing angle $\dot{\theta}^*$ is always in the safe range and will contact the safe boundary periodically. Then, the suboptimal solutions are obtained by the discrete gradient-based prediction–correction method, where the result is shown as the blue line in Fig. 4. Similarly, the swing angle is in the safe range, but without touching the boundaries. This is because the finite barrier function $c$ makes the solutions suboptimal. Since the stability and safety of the suboptimal methods have been analyzed, one advantage of the presented methods is the robustness compared to exact CBF-QP methods in the presence of uncertainty.

The filter-based control input is given in the second row of Fig. 4. It is seen that all three control inputs satisfy the saturation constraints. The optimal safe controller filtered by the CBF-QP method has some impulsive discontinuous points, requiring the actuator to be sensitive enough to track the safe input signals. However, since the boundary is touched under the CBF-QP method, it is likely to break the safety constraints when the actuator cannot switch its output. When considering the suboptimal solutions, a more smooth trajectory is obtained.
In future research, the presented scheme can be improved in several ways. A significant improvement will be finding an alternative way to simplify or replace the inverse operation to reduce the computational complexity. However, theoretical analysis, such as safety and stability, is equally important when proposing an improved algorithm. More complicated settings, such as a more general CBF method [16], uncertainty estimation [18], and verification on complex systems [23], are also worth studying in the future.

### Appendix A

**Detailed Formulation in Simulations**

**A. Derivation of Example 1**

Consider a single obstacle labeled as 1. The CBF-QP can be written into the following form:

\[
\min_{v \in \mathbb{R}^2} v^T v - 2v_d^T v \quad \text{s.t.} \quad a_i^T (x)v - b_i(x) \leq 0
\]

where \(a_i(x) = -(x - x_c)/\|x - x_c\|\) and \(b_i(x) = \alpha (\|x - x_c\| - r)\). Then, the unconstrained cost function based on interior point barrier method is

\[
f_v = v^T v - 2v_d^T v - \frac{1}{c} \log(-a_i^T (x)v + b_i(x)).
\]

The derivative with respect to variable \(v\) is formulated as

\[
\nabla_v f_v = 2(v - v_d(x)) + \frac{a_i(x)}{c(b_i(x) - a_i^T (x)v)}.
\]

The Hessian matrix and partial derivatives with respect to \(x\) are

\[
\nabla^2_{xx} f_v = 2I_2 + \frac{a_i(x) a_i^T (x)}{c(b_i(x) - a_i^T (x)v)^2}
\]

\[
\nabla_v f_v = 2K_d + \frac{\nabla^2_{xx} a_i(x)}{c(b_i(x) - a_i^T (x)v)}
\]

\[
- \frac{a_i(x)(\nabla_v b_i(x) - \nabla^3_{xx} a_i(x) v)^T}{c(b_i(x) - a_i^T (x)v)^2}
\]

where

\[
\nabla_v b_i(x) = -\frac{I_2}{\|x - x_c\|^2} + \frac{(x - x_c)(x - x_c)^T}{\|x - x_c\|^3}
\]

\[
\nabla_{xx} b_i(x) = \alpha \frac{x - x_c}{\|x - x_c\|}.
\]

**B. Formulation in Example 2**

The functions in the cart–pole system (23) are

\[
f_v(\theta, \omega) = \frac{m_p \sin \theta (l \dot{\theta}^2 + g \cos \theta)}{m_c + m_p \sin^2 \theta}
\]

\[
f_\omega(\theta, \omega) = -\frac{m_p l \dot{\theta}^2 \cos \theta \sin \theta + (m_c + m_p) g \sin \theta}{l(m_c + m_p) \sin^2 \theta}
\]

\[
g_v(\theta, \omega) = \frac{1}{m_c + m_p \sin^2 \theta}
\]

\[
g_\omega(\theta, \omega) = -\frac{1}{l(m_c + m_p) \sin^2 \theta}.
\]
The compact form of linear constraints in CBF-QP is given by $A^T(q)u \leq B(q)$, where

$$A(q) = \begin{bmatrix} 2\theta g_{\omega}(\theta, \omega) & 1 - 1 \end{bmatrix}, \quad B(q) = \begin{bmatrix} -2\theta f_{\omega}(\theta, \omega) - 2\alpha^2 - 2\theta \omega + \alpha(2\theta \omega + \mu(\beta^2 - \beta^2)) \end{bmatrix}.$$ 

Appendix B

Proofs of Main Results

A. Proof of Theorem 1

To prove the theorem, two lemmas are introduced below.

**Lemma 2:** For any vector $\tilde{a} \in \mathbb{R}^m$, the matrix $\tilde{A} \triangleq \tilde{a}^T \tilde{a}$ is positive semi definite with eigenvalues $\lambda_i(\tilde{A}) = \tilde{a}^T \tilde{a} \geq 0$ and $\lambda_i(\tilde{A}) = 0, i = 2, \ldots, m$. 

**Proof:** Observe that $\tilde{A} \tilde{a} = \tilde{a} \cdot (\tilde{a}^T \tilde{a}) = \lambda_i(\tilde{A}) \tilde{a}$. Constructing span($\tilde{a}_1, \ldots, \tilde{a}_m$) as the orthogonal space of $\tilde{a}$ with $\tilde{a}^T \tilde{a}_1 = 0$ and $\tilde{a}^T \tilde{a}_j = 0$, there is $\tilde{A} \tilde{a} = \tilde{a}^T \tilde{a} \geq 0, i, j = 1, \ldots, m, i \neq j$.

**Lemma 3:** The unconstrained problem (5) is convex for all $x$ and $y$. The inverse of the Hessian $\nabla^2 f_u(x, y, \theta)$ exists and is uniformly bounded.

**Proof:** Notice that the constraints $F(x(t), y)$ in CBF–CLF problem (3) and (4) are linear in $y$. Splitting $A(x) = \{a_1(x), \ldots, a_p(x)\}$, where $a_i \in \mathbb{R}^m, i = 1, \ldots, p$, the Hessian of the logarithmic barrier function $\phi(y)$ with respect to $y$ is calculated by $\nabla_{yy} \phi(y) = \sum_{i=1}^p (1/\gamma)^{2} \alpha_i(y) a_i(y)^T \alpha_i(y)^T$. Denote $\phi_i(x) = a_i(x) f_{\omega}$ and $A_i(x) = \alpha_i(x) a_i(x)^T$, one has $\nabla_{yy} \phi(y, x) = -\gamma^2 \sum_{i=1}^p A_i(x)$. Since $\gamma > 0$, according to Lemma 2, $\nabla_{yy} \phi(y, x)$ is positive semi definite for all $x$ and $y$. Therefore, the Hessian of $f_u(y, x, \theta) = \nabla_{yy} f_u + \nabla_{yy} \phi(y, x)$ is positive definite and $\nabla^2 f_u(x, y, \theta)$ exists. From Assumption 1, it is obtained that $\nabla_{yy} f_u(x, y, \theta) \geq q_c \mathbf{I}_m$, which implies $\nabla^2 f_u(x, y, \theta)$ is uniformly bounded for all $y, x$ and $\theta$.

**Proof of Theorem 1:** The convergence of both methods can be proved by the Lyapunov method. Since problem (5) is strongly convex for all $x, y, \theta$, the optimal solution is obtained as long as the gradient $\nabla f_u(x, y, \theta)$ is 0. Therefore, construct the Lyapunov function as

$$V(\sigma(t), t) = \frac{1}{2} \sigma^T(t) \sigma(t)$$

in which $\sigma(t) \triangleq \nabla f_u(y(t), x(t), \theta(x(t), t))$. Note that this abbreviation is to emphasize that $V$ is time varying. Calculating the time derivative of $V$ yields

$$\dot{V}(\sigma(t), t) = \sigma^T(t) (\dot{\nabla} V(\sigma(t), t) + \nabla V(\sigma(t), t)) \nabla f_u(y(t), x(t), \theta)$$

with $\dot{V}(\sigma(t), t) = 0$.

Substituting (7) into (25) and following Assumption 1 and Lemma 3, one has:

$$\dot{V}(\sigma(t), t) = -\gamma \sigma^T(t) \nabla^2 f_u(y(t), x(t), \theta) \sigma(t)$$

$$= -\gamma \sigma^T(t) \left( \nabla_{yy} f_u(y(t), x(t), \theta) + \sum_{i=1}^p A_i(x) \right) \sigma(t)$$

$$\leq -\gamma \sigma^T(t) \nabla_{yy} f_u(y(t), x(t), \theta) \sigma(t)$$

$$\leq -\gamma \sigma^T(t) \nabla^2 f_u(x, y, \theta) \sigma(t)$$

$$\leq -\gamma \sigma^T(t) \sigma(t)$$

Solving the inequality above using comparison principle, there is $V(\sigma(t), t) \leq V(\sigma(t), t_0) e^{-\gamma(t-t_0)}$. According to [10], one has $|\sigma(t)| \leq \|\sigma(0)\| e^{-\gamma(t-t_0)}$. Since $\nabla f_u(x, y, \theta)$ is uniformly bounded as proven in Lemma 3, there is

$$\|\sigma(0)\| e^{-\gamma(t-t_0)}$$

where the first line is derived from the mean-value theorem with the fact that $\nabla f(x) = \nabla_x f(x)(x-x^*)$ in $x^*$. Now, consider the Newton-based dynamics (8) with the same Lyapunov function (24) whose derivative becomes

$$\dot{V}(\sigma(t), t) = -\gamma \sigma^T(t) \sigma(t) - 2\gamma V(\sigma(t), t)$$

indicating $V(\sigma(t), t) = V(\sigma(t_0), t_0) e^{-2\gamma(t-t_0)}$, $\|\sigma(t)\| \leq \|\sigma(t_0)\| e^{-\gamma(t-t_0)}$. The proof is complete.

B. Proof of Theorem 2

**Proof:** Noticing that $h_N(x) > 0$ indicates $h(x) > 0$ since $\|u - u^*\| \geq 0$ hold all the time, it is sufficient to prove $h_N(x) > 0$ to reveal the safety of systems. In other words, it only needs to prove that $\mathcal{C}_N$ is forward invariant. Following the same process as the original CBF method, the derivative of $h_N(x)$ is:

$$\dot{h}_N(x) = -\frac{d}{dt} \|\nabla f_u(y, x, \theta)\|^2 + \alpha^T \nabla h(x) \dot{x}$$

$$\geq \gamma \|\nabla f_u(y, x, \theta)\|^2 + \alpha^T (L_f h(x) + L_p h(x)(u^* + u - u^*))$$

$$\geq q_c \|u - u^*\|^2 - \alpha^T \alpha h(x) + \alpha^T L_p h(x)(u - u^*)$$

$$\geq q_c (\gamma - \alpha)\|u - u^*\|^2 - \alpha^T \alpha h_N(x) - \alpha^T \alpha h_N(x)$$

Note the second line utilizes the results in Theorem 1. Since $\gamma' = q_c (\gamma - \alpha)/b_h$, the above formula reduces to $\dot{h}_N(x) \geq -\alpha h_N(x)$, which implies that the set $\mathcal{C}_N$ is forward invariant according to Definition 1. The proof is complete.

C. Proof of Theorem 3

**Proof:** The gradient-based dynamics is considered first. Following the same study in Theorem 1, the derivative of the Lyapunov function is:

$$\dot{V}(\sigma(t), t) = -\gamma \sigma^T(t) \nabla f_u(y, x, \theta) \sigma(t)$$

$$+ \sigma^T(t) \left( \nabla_{yy} f_u(y, x, \theta) - \nabla_{yy} f_u(y, x, \theta) \right)$$

$$\leq -q_c \gamma \sigma^T(t) \sigma(t)$$

$$\leq -q_c \gamma (1 - \xi) \sigma^T(t) \sigma(t)$$

implying that $|\sigma(t)|$ is ultimately bounded by sup $\|\sigma(t)\|/\xi$. Therefore, by $\|y - y^*\|^2 \leq (1/q_c) |\sigma(t)|$, the approximate error...
is ultimately bounded by sup ∥θ(t)∥(ξ_q). It is easy for extension to prove the ISS property and ultimate boundedness of the systems (8). The repeated proof is omitted here.

D. Proof of Corollary 2

Proof: Using the results in Theorem 3 together with (13) and (14), one has

\[ \dot{h}_N(x) \geq q_1 \parallel u - u^* \parallel - \sup \parallel \theta(t) \parallel + \alpha \parallel (L_f^\top \dot{h}) + L_f^\top (u + u^* - u) \parallel + L_f^\top h(x) \]
\[ \geq q_1 \parallel u - u^* \parallel - \sup \parallel \theta(t) \parallel + \alpha \parallel L_f^\top (u - u) \parallel \]
\[ \geq q_1 (\gamma - \alpha) \parallel u - u^* \parallel - \alpha h_N(x) - \alpha b_0 \parallel u - u^* \parallel \]
\[ \geq \alpha h_N(x). \]

Therefore, the set \( \mathcal{N}_N \) is forward invariant, such that the safety of systems is ensured as long as \((x(t_0), y(t_0)) \in \mathcal{N}_N\).
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