Abstract. We propose an algorithmic approach for synthesizing linear hybrid automata from time-series data. Unlike existing approaches, our approach provides a whole family of models with the same discrete structure but different dynamics. Each model in the family is guaranteed to capture the input data up to a precision error $\varepsilon$, in the following sense: For each time series, the model contains an execution that is $\varepsilon$-close to the data points. Our construction allows to effectively choose a model from this family with minimal precision error $\varepsilon$. We demonstrate the algorithm’s efficiency and its ability to find precise models in two case studies.
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1 Introduction

Mathematical models are ubiquitous across all sciences [11], from systems biology [25] to epidemiology [43] to cyber-physical systems [25]. The construction of such models is a central challenge in science [38]. One main benefit of mathematical models is the clearly defined semantics, which make these models amenable to automatic analysis (such as simulation [9,22] and verification [6,34,1]). Another main benefit that is usually desired is interpretability for high-level reasoning.

Hybrid automata [2,17] are a prominent class of interpretable models with mixed continuous and discrete behavior. They are particularly suitable in biological domains [39,27], where systems typically evolve continuously but are subject to internal and external events, and in cyber-physical domains [21], where physical entities interact with digital devices. In a nutshell, the evolution of a hybrid automaton follows a differential equation associated with one of several locations (or modes), until a discrete event leads to a different location.

In this paper we address the problem of synthesizing a linear hybrid automaton (LHA) [2] from a set of time series. The informal goal of model synthesis is
that the model captures the data well. What it means to “capture well” is difficult to formalize. Here we adopt the recent notion of $\varepsilon$-capturing from García et al. \cite{Garcia2013,Garcia2012}, which requires that, for each time series in the input data, the LHA must expose an execution that stays $\varepsilon$-close to all data points (see Fig. 2 for an illustration). In \cite{Garcia2013,Garcia2012}, the value of $\varepsilon$ is fixed in the problem input. Here we consider $\varepsilon$ a parameter, which we associate with a family of parametric models: LHA whose continuous dynamics are not fixed yet. Each possible fixation of the continuous dynamics corresponds to an instantiated LHA. All instantiated LHA associated with a concrete value of $\varepsilon$ have the property that they $\varepsilon$-capture the data. We can then effectively search for an $\varepsilon$-capturing LHA with the minimal value of $\varepsilon$, whose behavior intuitively best resembles the data.

Our algorithm consists of two phases. In the first phase we synthesize the discrete structure of the LHA by fixing the set of locations and mapping data points in the time series to the locations. We propose an algorithm to obtain this mapping based on clustering. In the second phase we construct the parameter space, which is a polyhedron that associates $\varepsilon$ to all possible instantiated LHA (i.e., fixations of continuous dynamics) that $\varepsilon$-capture the data. We select a concrete LHA by minimizing the value of $\varepsilon$, for which we solve a linear program.

We evaluate the algorithm in two case studies. In the first case study we investigate the scalability in terms of the different input parameters; we can synthesize a seven-dimensional model with 15 locations from 12,000 data points in 15 minutes, which shows that the algorithm is applicable in practice. In the second case study we use the algorithm to synthesize a model for a biological system (regulation of a cell cycle) in less than half a minute.

Related work. Synthesizing models is known to different communities as system identification, process mining, or model learning. Models that are akin to hybrid automata have been studied extensively in control theory; while the main aim in control theory is to find a controller for a system, which is outside the scope of the present paper, there is still a large body of works on system identification \cite{Sontag1995,Blanchini2008}. Many of these approaches focus on input-output models, such as autoregressive exogenous (ARX) models and in particular the switched (SARX) \cite{Zhang2010,Zhang2010b} and piecewise (PWARX) \cite{Antonicelli2007,Antonicelli2007b,Antonicelli2007c} versions, and focus on single-input single-output (SISO) systems, but there are also works on multiple-input multiple-output (MIMO) systems \cite{Antonicelli2007,Antonicelli2007b,Antonicelli2007c}. SARX and PWARX models can be seen as restricted linear hybrid automata where the locations form a state-space partition and the switching behavior is deterministic. This allows to reduce the synthesis problem to a parameter-optimization problem. The second phase of our algorithm also uses a reduction to parameter optimization, but the parameter space is different and our model class is more general.

In computer science, several approaches learn hybrid automata from input-output traces or time series. Similar to our approach, the works in \cite{Wolshon2009,Trivedi2010} first use clustering to learn the discrete structure, but they employ different techniques, such as Angluin’s algorithm for learning a finite automaton, and do not provide minimality guarantees for the result. Other approaches construct automata whose discrete structure is acyclic \cite{Liang2010} respectively cyclic \cite{Liang2010}, or a deterministic
model with urgent transitions [24]. The work in [10] exhaustively constructs all possible models for optimizing a cost function, while in our approach the enumeration is only symbolic and we choose a model by solving a linear program, which scales favorably. A recent work shows that timed automata can be effectively learned from traces with a genetic algorithm [11], learning timed automata has orthogonal challenges: they form a subclass of LHA where all variables are clocks with constant rate 1 and hence no continuous dynamics need to be learned, but the discrete dynamics are more complex than in this work. The work in [44] provides a framework for identifying deterministic models with affine dynamics from input-output traces, while we identify nondeterministic models. Our works in [13][12] proposed the notion of ε-capturing that we adopt here; those works synthesize a model from single traces online, but the algorithms are not scalable for offline usage of realistic dimension and size.

Outline. In Section 2 we fix the terminology. In Section 3 we formalize the synthesis problem and describe our solution on a high level. The low-level descriptions of the two phases of the algorithm follow in Section 4 and Section 5. We evaluate the algorithm in Section 6 and conclude in Section 7.

2 Terminology

Euclidean sets. We write \( x \) for points \((x_1, \ldots, x_n)\) in \( \mathbb{R}^n \) and consider the infinity norm \( \|x\| = \max_{i \in [n]} |x_i| \). The ball of radius \( \varepsilon \) in \( \mathbb{R}_{\geq 0}^n \) around a point \( x \in \mathbb{R}^n \) is \( B_\varepsilon(x) = \{ y \in \mathbb{R}^n : \|x - y\| \leq \varepsilon \} \). The \( \varepsilon \)-bloating of \( X \subseteq \mathbb{R}^n \) is \( X \oplus B_\varepsilon(0) = \{ x + y : x \in X, \|y\| \leq \varepsilon \} \). A polyhedron over \( \mathbb{R}^n \) is a finite intersection of constraints \( a^T x \leq b \) where \( a \in \mathbb{R}^n \) and \( b \in \mathbb{R} \). Let \( \mathbb{P}_n \) be the set of all \( n \)-dimensional polyhedra. An interval is written \([a, b] = \{ x : a \leq x \leq b \} \subseteq \mathbb{R} \).

Functions. Given a function \( f : A \to B \), let \( \text{dom}(f) \subseteq A \) denote its domain. Let \( f|_D \) denote the restriction of \( f \) to set \( D \subseteq \text{dom}(f) \). A continuous function \( f : [0, T] \to \mathbb{R}^n \) is a piecewise-linear (PWL) function with \( k \) pieces if there exists a triple \((I, M, x_0)\) where \( I \) is a \( k \)-tuple of consecutive time intervals \([t_0, t_1], [t_1, t_2], \ldots, [t_{k-1}, t_k]\) with \([0, T] = \bigcup_{1 \leq i \leq k} [t_{i-1}, t_i]\), \( M \) is a \( k \)-tuple of slope vectors \( m_i \in \mathbb{R}^n \), and \( x_0 \in \mathbb{R}^n \) is the initial state \( f(t_0) = x_0 \), such that each \( f|_{[t_{i-1}, t_i]} \) is a solution of the differential equation \( \dot{x}(t) = m_i \), for all \( i = 1, \ldots, k \). We refer to the line segments \( f|_{[t_{i-1}, t_i]} \) as the pieces of \( f \). A time-series \( s : D \to \mathbb{R}^n \) maps time points \( t \) from a finite set \( D \subseteq \mathbb{R}_{\geq 0} \) to data points \( s(t) \). There is a one-to-one correspondence between PWL functions and time series: A PWL function \( f \) over \( I = ([t_0, t_1], [t_1, t_2], \ldots, [t_{k-1}, t_k]) \) induces a time series as the restriction \( s = f|_I \) to time points \( D = \{t_0, t_1, \ldots, t_k\} \), and \( s \) induces \( f \) as the piecewise-linear interpolation of the data points. Thus we may refer to, e.g., the pieces of a time series. The distance between a PWL function \( f \) and a time series \( s \) with \( \text{dom}(f|_{\text{dom}(s)}) = \text{dom}(s) \) is \( d(f, s) = \max_{t \in \text{dom}(s)} \|f(t) - s(t)\| \).
Linear hybrid automata. An \textit{n-dimensional linear hybrid automaton} (LHA) \cite{2,17} is a tuple $H = (\text{Loc, E, Flow, Inv, Grd})$, where 1) \text{Loc} is the finite set of locations, 2) $E \subseteq \text{Loc} \times \text{Loc}$ is the transition relation, 3) \text{Flow} : \text{Loc} \to \mathbb{R}^n$ is the flow function, 4) \text{Inv} : \text{Loc} \to \mathbb{P}_n$ is the invariant function, and 5) \text{Grd} : E \to \mathbb{P}_n$ is the guard function. Our LHA model does not have assignments along the transitions and is also called switched linear system \cite{26}. We also consider partially defined hybrid automata without flows, invariants, or guards assigned. This \textit{discrete structure} $H_d = (\text{Loc, E})$ only consists of locations and transitions.

The semantics of LHA are described by the set of executions. A \textit{state} of an LHA is a pair $(\ell, x)$ of a location $\ell \in \text{Loc}$ and a point $x \in \text{Inv}(\ell)$ in the invariant. An \textit{execution} $\sigma$ of an LHA evolves continuously according to the flow function in each location. The execution starts in some state $(\ell_1, x_1)$ and the continuous evolution follows the constant differential equation $\dot{x} = \text{Flow}(\ell_1)$ while satisfying the invariant $\text{Inv}(\ell_1)$ for some dwell time $\delta \in \mathbb{R} \geq 0$. The execution can instantaneously switch locations, from a state $(\ell_1, x_2)$ to another state $(\ell_2, x_2)$, if there is a transition $(\ell_1, \ell_2) \in E$ and the guard $\text{Grd}(\ell_1, \ell_2)$ contains $x_2$. The projection of an execution $\sigma$ to the second component is a PWL function, which we denote by $\sigma_\pi$. We use the following compact notation for executions, where $\delta_i \in \mathbb{R} \geq 0$ (for $i \geq 1$) denotes the duration of a dwell action and $\text{jmp}$ denotes a switch:

$$\sigma \equiv (\ell_1, x_1) \xrightarrow{\delta_1} (\ell_1, x_2) \xrightarrow{\text{jmp}} (\ell_2, x_2) \xrightarrow{\delta_2} (\ell_2, x_3) \xrightarrow{\text{jmp}} (\ell_3, x_3) \cdots$$

3 Synthesis of $\varepsilon$-close linear hybrid automata

In this section we formalize the synthesis problem that we address in this paper and give a high-level overview of our approach to solve it. Given a time series, we want to construct an LHA that captures the data up to a given precision. We first formalize the notion of capturing.

\textbf{Definition 1 ($\varepsilon$-capturing \cite{13}).} Given a time series $s$ and a value $\varepsilon \in \mathbb{R} \geq 0$, we say that an LHA $H$ $\varepsilon$-captures $s$ if there exists an execution $\sigma$ of $H$ such that $d(\sigma_\pi, s) \leq \varepsilon$. We also say that $s$ and $\sigma_\pi$ (resp. $s$ and $\sigma$) are $\varepsilon$-close.

Our goal is to construct an LHA that $\varepsilon$-captures several time series.

\textbf{Problem 1 ($\varepsilon$-close synthesis \cite{13}).} Given a finite set of time series $S$ and a value $\varepsilon \in \mathbb{R} \geq 0$, construct an LHA $H$ that $\varepsilon$-captures each $s$ in $S$.

As we observed in \cite{13}, it is straightforward to find a solution to the problem even for $\varepsilon = 0$ by simply introducing a fresh location for each piece of the time series. Such a model does not aggregate nor generalize the information in the data and is hence of little use. To obtain a reasonable model, one needs to add another bound to the problem, e.g., by fixing the discrete structure.

We address this observation in a two-phase algorithm. In the first phase we fix the discrete structure $H_d$ of the LHA, where we try to reuse the locations for multiple time series (or pieces therein). In the second phase we instantiate the model for the smallest possible value of $\varepsilon$ under the given discrete structure.
Thus in this paper we consider a synthesis problem where we do not fix the value of $\varepsilon$ and rather find a sufficiently small value for $\varepsilon$ automatically.

**Problem 2 ($\varepsilon$-minimal synthesis).** Given a finite set of time series $S$ and a discrete structure $H_d$, find the minimal value $\varepsilon \in \mathbb{R}_{\geq 0}$ and an instantiation $H$ of $H_d$ such that $H$ $\varepsilon$-captures each $s$ in $S$.

### 3.1 Synthesis algorithm

In the next two sections we describe our algorithm to solve the above synthesis problem, but first we give a high-level overview of the algorithm. Our algorithm computes a parametric family of LHA that all $\varepsilon$-capture the given data. The LHA share the same discrete structure but differ in the continuous dynamics. Since $\varepsilon$ itself is a parameter of that construction, we can then choose an LHA with a minimal value for $\varepsilon$ (which is not necessarily unique) from that family.

Our goal is that the final LHA has an $\varepsilon$-close execution for each time series. To simplify the theoretical presentation, we will use the following conceptual view on our algorithm. Instead of synthesizing an LHA directly, we synthesize $\varepsilon$-close executions. These executions then induce an LHA.

As mentioned, our algorithm proceeds in two phases. In the first phase we fix the discrete structure of the executions (and thus of the resulting LHA). In the second phase we construct the space of continuous dynamics to be assigned to the locations, depending on the value $\varepsilon$. For LHA, this space is a polyhedron, which we call the flow polyhedron. We then choose concrete continuous dynamics from the flow polyhedron to instantiate concrete executions (and thus an LHA). We explain each step of the algorithm using the following running example.

**Example 1 (running example).** We consider two time series in one dimension:

- $t_1 = (0.00, 0.76, 1.59, 2.32, 3.15, 3.79, 5.00)$
- $d_1 = (68.91, 72.41, 75.00, 70.44, 66.90, 65.00, 71.81)$
- $t_2 = (0.0, 0.75, 1.61, 2.33, 3.16, 3.76, 5.00)$
- $d_2 = (68.16, 71.85, 74.70, 70.22, 66.75, 65.00, 71.92)$

We obtained the time series from two random trajectories of a hybrid automaton modeling a simple thermostat controller, all given in Fig. 1. Note that the original continuous dynamics are described by an affine differential equation, which cannot be expressed with an LHA. (We round all numbers to two digits, which explains small inconsistencies over the course of this running example.)
4 Synthesis algorithm, Phase 1: Discrete structure

In this section we describe Phase 1 of the synthesis algorithm. The input is a finite set of time series. The output is a mapping from each piece of the time series (resp. the induced PWL functions) to a symbolic location (i.e., a location label). Together with the order of the pieces in the time series, as we explain below, this mapping already fixes the discrete structure $H_d$ of the LHA.

4.1 Simplification of the time series

In the first step of our algorithm, we preprocess the time series by removing some data points for better stability of the second step (we explain this connection later). Note that for Phase 2 we again use the original time series, so correctness is not affected. The goal is to merge consecutive pieces in the time series with similar slopes, i.e., such that the linear interpolation is a good approximation.

In our implementation we use a variant of the Ramer-Douglas-Peucker algorithm [36,7] where we consider time as another dimension. We shortly recall this algorithm but refer to the literature for details. Following a divide-and-conquer scheme, the algorithm starts with only the first and last point of the time series, connects them with a line segment, finds the point $x$ with the largest distance from the line segment, and, unless this distance is small enough, repeats the process recursively for the corresponding two parts before and after $x$.

4.2 Assignment of symbolic locations

The goal of the first phase is to determine the discrete structure $H_d$ of the resulting LHA. For each time series with $p$ pieces we synthesize a corresponding symbolic execution of the prospective LHA. These are executions that do not yet contain information about the continuous state, but the discrete state is already determined, i.e., we fix the sequence of visited locations $\ell_1, \ldots, \ell_p$ together with the points in time when the execution switches to a new location. (Here we restrict ourselves to switching in synchrony with the time series.) Thus each symbolic execution consists of a (timed) sequence of symbolic locations. It is easy to see that, by ignoring time, these sequences induce the discrete structure $H_d$ of an LHA: the set of locations is the union of all locations occurring in the sequences, and there is a transition for each consecutive pair of locations. Formally, for a symbolic execution associated with a time series with $p$ pieces, the discrete structure $H_d = (\text{Loc}, E)$ is given by $\text{Loc} = \{\ell_1, \ldots, \ell_p\}$ and $E = \{(\ell_i, \ell_{i+1}) : i = 1, \ldots, p-1\}$, and the generalization to sets of symbolic executions consists of the union of these locations and transitions.

Given a time series with $p$ pieces and a set of symbolic locations $\{\ell_1, \ldots, \ell_\lambda\}$, a symbolic execution as described above is merely a mapping from the pieces to location labels, which we call $\mathcal{M} : \{1, \ldots, p\} \to \{1, \ldots, \lambda\}$. Our algorithm is parametric in the concrete way to obtain this mapping. Typically we are interested in finding an LHA with a small number of locations. Thus the implicit requirement for the mapping is to share locations for multiple pieces.
Algorithm 1 Assignment of a symbolic location to each piece of a set of time series. Line 1 is optional and can be implemented with the identity. Line 2 can be implemented with $k$-means, which can also provide a good value for $\lambda$ ($= k$) if not specified in the input (as described in Sect. 4.2).

**Input:** A set of time series $S = \{s_1, \ldots, s_r\}$ and optionally a number of locations $\lambda$

**Output:** A mapping from the pieces to symbolic locations and a number of locations

1: $S' := \text{simplify}(S)$ \{see Sect. 4.1\}
2: $\mathcal{M}, \lambda := \text{assign\_location\_labels\_to\_pieces}(S', \lambda)$ \{see Sect. 4.2\}
3: return $\mathcal{M}, \lambda$

In our implementation we obtain the mapping using a variant of the $k$-means clustering algorithm [28]. The input to the clustering algorithm are the slopes of the PWL functions induced by the time series. The $k$-means algorithm requires to specify upfront the number of clusters $k$, which corresponds to the number of locations in our setting. If the intended number of locations is already known in advance, this algorithm can be used directly. Otherwise, to find a good value of $k$ automatically, we use a common refinement loop by starting with some value for $k$ (e.g., $k = 1$) and then increasing $k$ until the clustering error (which is defined as the sum of the squared Euclidean distance of each point to its associated cluster center) does not decrease substantially anymore.

The $k$-means algorithm is sensitive to the initial choice of the cluster centers. The preprocessing step proposed in Sect. 4.1 increases the stability in this regard. As initial candidates for the cluster centers we choose the first $k$ slopes induced by the simplified time series. This choice results in candidates that are sufficiently different in practice and thus $k$-means yields more robust clusters.

We summarize the main steps of Phase 1 in Algorithm 1.

Example 2 (cont’d). The input to the clustering algorithm are the slope values of the two time series. In the table below we list the clustering cost for different numbers of clusters $k$, together with the relative improvement compared to $k-1$:

| clusters ($k$) | 1    | 2    | 3    | 4    | 5    | 6    | 7    | 8    |
|---------------|------|------|------|------|------|------|------|------|
| cost          | 259.76 | 17.07 | 11.80 | 2.46 | 0.78 | 0.09 | 0.04 | 0.01 |
| rel. [%]      | –    | 0.93 | 0.31 | 0.79 | 0.68 | 0.89 | 0.60 | 0.61 |

The table suggests that good values for $k$ are 2, 4, or 6. To obtain a small model, here we settle for $k = 2$ locations. The associated (one-dimensional) cluster centers (representing slopes) are 4.53 and −4.46. For both time series, the assigned clusters are $(1, 1, 2, 2, 2, 1)$, corresponding to the symbolic location $\ell_1$ for the pieces 1, 2, 6 and symbolic location $\ell_2$ for the other three pieces.

5 Synthesis algorithm, Phase 2: Continuous dynamics

In this section we describe Phase 2 of the synthesis algorithm. The input is a finite set of time series together with a discrete structure $\mathcal{H}_d$ obtained in Phase 1,
which is represented by the mapping $\mathcal{M}$ assigning a symbolic location to each piece of the time series. The output is an LHA $\mathcal{H}$ and a value for $\varepsilon$ such that $\mathcal{H}$ $\varepsilon$-captures the time series. As mentioned before, we describe how to obtain an $\varepsilon$-close corresponding execution for each time series.

5.1 Construction of the flow polyhedron

In the first step, we construct the flow polyhedron $P$, which represents the set of all possible continuous dynamics such that the corresponding executions are $\varepsilon$-close to the time series. Here $\varepsilon$ itself is a dimension of $P$. For technical reasons, we construct a new flow polyhedron for each time series.

Assume that we have $n$-dimensional data in the form of $r$ time series and we want to synthesize an LHA with $\lambda$ locations. Say that we consider a time series with $p$ pieces. Then $P$ is a polyhedron with $\lambda n + r n + 1$ dimensions. The first $\lambda n$ dimensions represent the location slopes. The next $r n$ dimensions represent the coordinates of the initial states $x_0^{(j)}$ of the $j$-th execution. (These $x_0^{(j)}$ are auxiliary dimensions which we are not interested in.) The last dimension is $\varepsilon$.

Next we describe the constraints of $P$. These constraints express that the distance between the time series and the execution is less than $\varepsilon$ (and thus the execution $\varepsilon$-captures the time series). We need to express the symbolic value of the execution, $x_k$, at each time point $t_k$ of the time series. Let $q_k$ be the $k$-th data point of the time series, starting at $k = 0$. For each data point we have $2 n$ constraints (i.e., $2 n(p + 1)$ constraints in total) to express the requirement $x_k \in B_\varepsilon(q_k)$. In $n = 1$ dimension, for each $k$ we express the requirement with the two constraints $x_k - \varepsilon \leq q_k$ and $x_k + \varepsilon \geq q_k$. In $n > 1$ dimensions we have such constraints in each dimension.

It remains to explain how to express the term $x_k$. For $k = 0$ we represent $x_0$ with the dedicated variables $x_0^{(1)}$. For $k > 0$ we rewrite $x_k$ using the following identity: $x_k = x_0 + \sum_{j=1}^{k} (t_j - t_{j-1}) m^{(j)}$. The time points $t_j$ are known constants and the $m^{(j)}$ are the slope variables for the $j$-th piece (recall that we have associated the pieces with locations in advance).

Below we formalize the flow polyhedron for $r = 1$ time series.

**Definition 2.** Given a time series $s$ with $p$ pieces and an associated mapping $\mathcal{M} : \{1, \ldots, p\} \rightarrow \{1, \ldots, \lambda\}$, the flow polyhedron $P_s$ is defined as

$$\{(m_1, \ldots, m_\lambda, x_0, \varepsilon) \in \mathbb{R}^{\lambda n + n} \times \mathbb{R}_{\geq 0} | x_0 \in B_\varepsilon(s(t_0)), x_0 + (t_1 - t_0) m_{\mathcal{M}(1)} \in B_\varepsilon(s(t_1)), x_0 + (t_1 - t_0) m_{\mathcal{M}(1)} + (t_2 - t_1) m_{\mathcal{M}(2)} \in B_\varepsilon(s(t_2)), \ldots, x_0 + (t_1 - t_0) m_{\mathcal{M}(1)} + \ldots + (t_p - t_{p-1}) m_{\mathcal{M}(p)} \in B_\varepsilon(s(t_p))\}.$$

**Example 3 (cont’d).** Our example has $n = 1$ dimension, $\lambda = 2$ locations, and $r = 2$ time series. The flow polyhedron consists of five variables $(m_1, m_2, x_0^{(1)}, x_0^{(2)}, \varepsilon)$. 
Here $m_1$ and $m_2$ represent the slopes of the two locations, $x_0^{(1)}$ and $x_0^{(2)}$ represent the initial state of the first resp. second execution, and $\varepsilon$ represents the allowed distance between the time series and the executions. Below we show the 14 constraints for the first execution:

\begin{align*}
  x_0^{(1)} - \varepsilon &\leq 68.91 & x_0^{(1)} - \varepsilon &\leq -68.91 \\
  0.76m_1 + x_0^{(1)} - \varepsilon &\leq 72.41 & -0.76m_1 - x_0^{(1)} - \varepsilon &\leq -72.41 \\
  1.59m_1 + x_0^{(1)} - \varepsilon &\leq 75.00 & -1.59m_1 - x_0^{(1)} - \varepsilon &\leq -75.00 \\
  1.59m_1 + 0.72m_2 + x_0^{(1)} - \varepsilon &\leq 70.44 & -1.59m_1 - 0.72m_2 - x_0^{(1)} - \varepsilon &\leq -70.44 \\
  1.59m_1 + 1.55m_2 + x_0^{(1)} - \varepsilon &\leq 66.90 & -1.59m_1 - 1.55m_2 - x_0^{(1)} - \varepsilon &\leq -66.90 \\
  1.59m_1 + 2.20m_2 + x_0^{(1)} - \varepsilon &\leq 65.00 & -1.59m_1 - 2.20m_2 - x_0^{(1)} - \varepsilon &\leq -65.00 \\
  2.80m_1 + 2.20m_2 + x_0^{(1)} - \varepsilon &\leq 71.81 & -2.80m_1 - 2.20m_2 - x_0^{(1)} - \varepsilon &\leq -71.81 <
\end{align*}

Note that, for multiple time series, each flow polyhedron only constrains $n$ dimensions of the $m+n$ dimensions reserved for the initial states $x_0^{(t)}$. The need for the separate dimensions will become clear when we aggregate the different flow polyhedra in the next step. Any feasible point inside the polyhedron $P$ represents a concrete execution in an LHA that $\varepsilon$-captures the time series. We formalize this statement after defining the corresponding LHA in the next step.

### 5.2 The common solution space

In the first phase we implicitly fixed the discrete evolution of the executions, which also induced the discrete structure of the LHA we want to synthesize. In the previous step we obtained the flow polyhedra $P_s$, one for each time series $s$. In the next steps we combine these results to obtain concrete executions by assigning the continuous states. The concrete executions also induce the final LHA, i.e., we assign continuous dynamics, invariants, and guards.

Since we want to obtain one LHA to $\varepsilon$-capture all time series, we need to find compatible values for the dynamics and $\varepsilon$. For that purpose we can just intersect all flow polyhedra. Let $P_H = \bigcap_{s \in S} P_s$ be the polyhedron resulting from this intersection. Note that, since we used disjoint dimensions for the $x_0^{(t)}$ for different executions, the initial states are not shared in $P_H$. (We note that intersecting polyhedra in constraint representation is a constant-time operation.)

### 5.3 Choice of minimizing parameters

Now we have to choose any feasible point $p$ in $P_H$. We argue that the most interesting points are those that minimize $\varepsilon$, since they correspond to executions that are closest to the original data. (In applications where further constraints should be considered, other choices are possible.) Minimizing a polyhedron in the dimension of $\varepsilon$ means to solve the corresponding linear program with objective function $\varepsilon$, which is efficient in practice. We remark that $P_H$ is bounded in the dimension of $\varepsilon$ from below by 0, so this minimization always returns a proper solution $p = (m_1, \ldots, m_3, x_0^{(1)}, \ldots, x_0^{(r)}, \varepsilon)$. The point $p$ contains a number for
Algorithm 2 Synthesis algorithm.

Input: A set of time series $S = \{s_1, \ldots, s_r\}$, a number of locations $\lambda$, and a mapping from the pieces of each time series to symbolic locations $M$

Output: An LHA $H$ and a minimal value $\varepsilon$ such that $H_{\varepsilon}$-captures all elements of $S$

for $s \in S$ do

1: $P_s := \text{flow-polyhedron}(s, M, \lambda)$ \{see Sect. 5.1\}

2: \end for

3: $P_H := \bigcap_{s \in S} P_s$ \{see Sect. 5.2\}

4: slopes, $\varepsilon := \text{choose minimizing point}(P_H)$ \{see Sect. 5.3\}

5: $H := \text{construct automaton}(S, M, \text{slopes}, \varepsilon)$ \{see Sect. 5.4\}

6: return $H, \varepsilon$

each dimension. The first $\lambda n$ numbers are the slope values for the locations, in the order they have been specified. The next $rn$ numbers are the values of $x^{(i)}_0$ for the different executions (note again that we do not need these numbers). The last number is the corresponding value for $\varepsilon$.

5.4 Construction of the final LHA

Next we describe, for a given time series $s_i$ over time instants $t_0, t_1, \ldots, t_p$, the execution that is induced by the above point $p$. Let $m_1, \ldots, m_\lambda$ be the slopes taken from the point and $M$ be the mapping from the pieces of $s_i$ to the associated location (e.g., $\ell_{M(1)}$ is the location for the first piece, with slope $m_{M(1)}$) obtained in Algorithm 1. The execution is a PWL function whose pieces have the same duration as the pieces of $s_i$. As defined before, the execution starts at $x_0 = x^{(i)}_0$ and the end point of the $k$-th piece is $x_k = x_0 + \sum_{j=1}^{p} (t_j - t_{j-1}) m_{M(j)}$.

$$
(\ell_{M(1)}, x_0) \xrightarrow{t_1 - t_0} (\ell_{M(1)}, x_0 + (t_1 - t_0) m_{M(1)})
\xrightarrow{\text{jmp}} (\ell_{M(2)}, x_0 + (t_1 - t_0) m_{M(1)})
\xrightarrow{t_2 - t_1} (\ell_{M(2)}, x_0 + (t_1 - t_0) m_{M(1)} + (t_2 - t_1) m_{M(2)})
\vdots
\xrightarrow{t_p - t_{p-1}} (\ell_{M(p)}, x_0 + \sum_{j=1}^{p} (t_j - t_{j-1}) m_{M(j)})
$$

We have not yet described the invariants and guards of the resulting LHA. We say that a data point in the time series is associated with a location if the preceding or the succeeding piece in the time series is assigned that location in the mapping from Algorithm 1. Similarly, a data point is associated with the transition $(\ell_i, \ell_j)$ if the preceding piece is associated with $\ell_i$ and the succeeding piece is associated with $\ell_j$. A sufficient condition for our construction to be correct is: define the invariant of each location as the $\varepsilon$-bloated convex hull around all data points associated with it, and define the guard of each transition as the $\varepsilon$-bloated union around all data points associated with it. In our implementation
we use the $\varepsilon$-bloated interval hull in both cases. That is, we take the smallest box around all data points as defined above and then extend the box in each direction by $\varepsilon$. We summarize the main steps of Phase 2 in Algorithm 2.

Example 4 (cont’d). We intersect the two flow polyhedra and minimize the resulting polyhedron in the dimension of $\varepsilon$ to receive the following point: $m_1 = 4.31, m_2 = -4.27, x_0^{(1)} = 67.90, x_0^{(2)} = 67.63, \varepsilon = 1.24$. Thus we have synthesized the following execution for the first time series: $(l_1, 67.90) \xrightarrow{0.76} (l_1, 71.18) \xrightarrow{jmp} (l_1, 74.80) \xrightarrow{0.84} (l_2, 71.18) \xrightarrow{jmp} (l_2, 74.80) \xrightarrow{0.72} (l_2, 71.72) \xrightarrow{jmp} (l_2, 65.44) \xrightarrow{1.21} (l_1, 70.66)$. The execution and the final LHA are depicted in Fig. 2.

5.5 Correctness

We show that the algorithm produces an LHA that $\varepsilon$-captures the given data.

Lemma 1. For every time series $s$ that is input to Algorithm 2, the induced execution $\varepsilon$-captures $s$, where $\varepsilon$ is obtained in Line 5.

Proof. The constraints of the flow polyhedron $P_s$ corresponding to $s$ enforce that the induced execution is $\varepsilon$-close to all data points of $s$. This even holds for any point in $P_s$. Since the concrete choice of the point in Line 5 is taken from $P_H$, which is a subset of $P_s$, the claim follows.

Theorem 1. The LHA $H$ synthesized in Algorithm 2 $\varepsilon$-captures all time series, where $\varepsilon$ is obtained in Line 5. Furthermore, Algorithm 2 solves Problem 2 in polynomial time.

Proof. Lemma 1 ensures that the induced executions $\varepsilon$-capture the time series. It remains to show that these induced executions belong to $H$. This holds by construction of $H$: we only sketch the main arguments. Each execution follows the slopes of the associated locations. For each location switch there exists a transition in $H$. The executions always stay in $\varepsilon$-proximity to the data points, and hence they stay inside the invariants at all times. Similarly, since the executions change the location at time points of the data, the guards are satisfied. The solution to Problem 2 follows from the minimization of $\varepsilon$ in Line 5. For the polynomial complexity, observe that the flow polyhedron’s size is polynomial in the input and that the minimization can be implemented polynomially [20].
We remark that the number of locations $\lambda$ and the sequence of locations obtained from Algorithm 1 influence the quality of the LHA resp. the size of $\varepsilon$ but not the validity of the theorem (correctness of Algorithm 2). If these inputs are unsuitably chosen, the algorithm just returns a larger value for $\varepsilon$.

Example 5 (cont’d). Fig. 3 shows the synthesized executions and corresponding values of $\varepsilon$ for the first time series with $\lambda = 4$ and $\lambda = 6$ locations. ✤

6 Evaluation

In this section we describe our implementation and present experimental results. Our implementation in the Julia programming language is available at [https://github.com/HySynth/HySynthParametric](https://github.com/HySynth/HySynthParametric). To generate time series, we implemented a simulator of hybrid automata based on the ODE toolbox Differential-Equations.jl [35]. For polyhedral computations we use LazySets.jl [10].

We evaluate our algorithm in two case studies. In the first case study we investigate the scalability. In the second case study we synthesize an LHA model on data obtained from a model of a biological system. We note that all experiments are fully automatic with no human involved in the annotation or modeling.

Scalability. In the first case study we measure the scalability of the algorithm in four different input dimensions: the data dimension $n$, the number of time series $r$, the number of data points per time series $p$, and the number of locations in the final automaton $\lambda$. Here we do not use the preprocessing from Section 4.1 for better comparability between different runs. The majority (> 90%) of the run time is spent in solving the linear program (Line 5 in Algorithm 2).

To obtain the time series, we instantiate a parametric version of the thermostat model (our running example) with $n$ independent thermostats running in parallel. We obtain $r$ random simulations of time duration $T = 40$, which are represented as time series, and then choose the first $p$ data points from them. Since we fix $\lambda$, we pass it to Algorithm 1 which then skips the refinement procedure for $k$-means clustering in Line 2 and directly uses $\lambda$ clusters.

We consider the following combination of parameters: $n \in \{1, 3, 5, 7\}$, $r \in \{1, 20, 40, 60\}$, $p \in \{50, 100, 150, 200\}$, and $\lambda \in \{1, 5, 10, 15\}$. To examine the
scalability in these four dimensions, we fix three parameters and plot the run time for varying only one of the parameters in Figure 4.

From the results we observe that the input parameters $n$ and $r$ have the main influence on the complexity of the problem (the corresponding graphs have the steepest growth). The parameter $p$ is less influential, and the parameter $\lambda$ has almost no influence (the corresponding graphs barely grow and are not even monotonic). While $\lambda$ influences the dimension of the flow polyhedron $P$, the different constraints are weakly coupled in these additional dimensions and thus the linear program is not substantially harder to solve.

In practice, when the data comes from experiments, the problem dimension $n$ is fixed, and so is $p$ if the data points are obtained from periodic measurements of fixed duration. Increasing $r$ corresponds to additional experimental runs. The parameter $\lambda$ can be freely chosen, but since a major benefit of hybrid automata is that they are interpretable models, we argue that $\lambda$ should not be too large. Hence we believe that the algorithm is efficient enough to be used for real applications. We substantiate this claim in the next case study.

**Regulation of a cell cycle.** We consider the hybrid-automaton model of the regulation of a mammalian cell cycle from [39]. The cell cycle is modeled in nine phases. The model has one location for each phase, affine differential equations ($\dot{x} = Ax + b$), and assignments associated with some transitions. There are three main dimensions (CycA, CycB, and CycE), one secondary dimension for the mass of the cell, and time as auxiliary dimension for time-triggered transitions.

We run our synthesis algorithm on 20 time series obtained from random simulations of the model proposed in [39]. In total these time series consist of 3,557 data points. Before passing them to the algorithm, we project out the time vari-
able. Hence our model cannot reason about time-dependent behavior. We used the refinement process for choosing the number of locations ($\lambda$) automatically. After 26 seconds we obtain an LHA with nine locations and a precision value $\varepsilon = 3.15$. In Figure 5 we show the $\varepsilon$-tube around the first time series together with three random simulations of the synthesized LHA. The $\varepsilon$-tube looks reasonably tight for the CycA dimension but wider for the CycB dimension, which is because the value of $\varepsilon$ is the same in all dimensions, but the plot scales differ.

7 Conclusion

We have presented a synthesis algorithm to obtain a linear hybrid automaton from a set of time series. The algorithm uses two independent phases. In the first phase it constructs the discrete structure of the automaton. In the second phase it constructs the parameter space of all possible solutions and then selects an automaton by solving a linear program. The automaton is guaranteed to contain executions that are $\varepsilon$-close to the time series, where $\varepsilon$ is minimal for the discrete structure chosen in the first phase. The algorithm is polynomial and scales to thousands of data points, but it also works with scarce data.

We see several directions for future work. The choice of the discrete structure in the first phase is important. We have proposed a heuristic implementation based on clustering that does not take the number of transitions into account. Reducing that number can remove unwanted behavior in the resulting model.

By minimizing $\varepsilon$ we only minimize the maximum deviation of the executions from the data points. One can encourage the solver to find executions that stay close to the data points (the middle of the $\varepsilon$-tube in the plots). This can be encoded in the linear program by associating a cost to the sum of the deviation.

A more challenging extension is to use other classes of dynamics such as affine differential equations. The (exponential) solutions for such systems still have a closed form. Thus, instead of a linear program, we can solve a general optimization problem as in [12]. The difficult part is how to select the appropriate symbolic dynamics for the different parts of the time series.

Finally, in this paper we have only considered the automatic aspects of the algorithm. However, we believe that truly useful modeling ultimately requires interaction with a human in the loop. The separation of concerns – first finding
a suitable discrete structure and formulating a parametric solution for finding suitable continuous dynamics – allows scientists to incorporate domain knowledge, e.g., by adding further modeling constraints beyond ε-capturing. A key question is how to refine the model if the results are not accepted.
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