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Abstract—We argue that object detectors in the safety critical domain should prioritize detection of objects that are most likely to interfere with the actions of the autonomous actor. Especially, this applies to objects that can impact the actor’s safety and reliability. In the context of autonomous driving, we propose new object detection metrics that reward the correct identification of objects that are most likely to interact with the subject vehicle (i.e., the actor), and that may affect its driving decision. To achieve this, we build a criticality model to reward the detection of the objects based on proximity, orientation, and relative velocity with respect to the subject vehicle. Then, we apply our model on the recent autonomous driving dataset nuScenes, and we compare eight different object detectors. Results show that, in several settings, object detectors that perform best according to the nuScenes ranking are not the preferable ones when the focus is shifted on safety and reliability.
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I. INTRODUCTION

The goal of object detection is to perceive and locate instances of semantic objects of a certain class [1]. It is one of the most relevant branches of computer vision, and it has been widely applied in many different applications and domains. A multitude of solutions have been proposed for 2D and 3D object detection, based on data sensed through different sensors, like visual cameras and lidars [2], [3].

Object detection is fundamental in emerging safety-critical applications, and in particular it is a major pillar of present and future autonomous driving applications [4]. To study object detection in the autonomous driving domain, new datasets are continuously proposed, for example KITTI [5], VOC [6], CityScapes [7], and more recently Waymo [8], nuScenes [9], and Level5 Lyft [10]. The best-performing object detectors are evaluated on these datasets using widely acknowledged metrics [11], [12] and evaluation routines provided by the datasets’ owners, allowing a fair comparison. In particular, the Average Precision metric (first presented in [13]) has emerged in recent years as a summary of the precision-recall curve, and it is currently deemed the most suitable metric to summarize and rank the performance of object detectors.

However, we argue that current metrics for object detection do not match the demands and peculiarities of a safety-critical system. The evaluations based on Average Precision typically focus on judging how well the object detectors detect objects, without any attention to the current behavior of these objects or to their possibility to interfere with the vehicle; in other words, their relevance for the driving task is not considered. To clarify, let us consider the typical pipeline for autonomous driving [14]: the subject vehicle is sensing the surroundings to perform object detection, and the detection output is used for path planning. Let us now consider other two vehicles in the sensed scenario, one directed straight towards the autonomous vehicle, in a colliding trajectory, and one headed away from the autonomous vehicle. Clearly, for the safety of the driving task, it is critical to detect the first one, while detection of the second vehicle is not relevant at all. Unfortunately, this is not captured by the metrics currently used in object detectors, which would consider both objects equally relevant.

In this paper we propose novel metrics for object detection in the safety-critical domain, with specific contextualization to the domain of autonomous driving. We propose evaluation metrics that reward object detectors based on their ability to correctly detect objects that may interfere with the subject vehicle, and whose presence requires proper response. To this end, we build an object criticality model that performs a rating of the objects, based on the distance from the vehicles, the possible colliding trajectory, and the expected time to collision (based on relative velocities). The model revises the usual metrics to include such rating, and to consider the concepts of safety and reliability.

We then exercise our approach on the autonomous driving dataset nuScenes. We apply eight 3D-object detectors: seven of them use lidars, while one relies on the visual camera. We compute our metrics for all the eight detectors, and we also show that under various settings the ranking we obtain differs from the one achieved using the nuScenes evaluation library, which relies on traditional metrics.

The rest of the paper is organized as follows. Section II presents basic notions and the related works. Section III illustrates the metrics we are introducing, including the model that is required for their computation. Section IV describes the application of the metrics to nuScenes. Section V illustrates the results, in which object detectors are ranked according to our metrics and to the traditional metrics, showing differences. Section VI concludes the paper.

II. BACKGROUND AND RELATED WORKS
A. Object detection with Deep Neural Networks (DNNs)

Object detection deals with detecting instances of visual objects of a certain class (such as humans, animals, or cars) in digital data [15], [1], for example in camera’s RGB images and videos, or in lidar’s pointclouds.

The spatial location and extent of an object are typically defined coarsely using a bounding box, i.e., an axis-aligned rectangle tightly bounding the object, although other less common approaches exist, for example pixelwise segmentation masks [16], [2]. For simplicity, in the rest of this paper we only consider bounding boxes. Object detectors compute bounding boxes with an assigned confidence score. Then, a detection threshold is applied as a configuration parameter: all bounding boxes with confidence score above the detection threshold are maintained (i.e., these are the predictions of the object detector), while those below the detection threshold are discarded by the object detector itself.

Most recent object detectors exploit Deep Neural Networks (DNNs), which notably outperform other machine learners in image-based applications [17], [13]. Especially when lidars’ pointclouds are involved, such detectors are organized in a backbone that performs feature extraction from the input, an optional neck that further elaborates features, and an head that finally produces the predictions [19].

B. Identifying correct and incorrect detections

The predictions of an object detector are usually classified starting from the computation of: i) true positives (TPs), which are correct detections of ground truth bounding boxes; ii) false positives (FPs), which are incorrect detections of nonexistent objects or misplaced detections of existing objects; and iii) false negatives (FNs), which are undetected ground truth bounding boxes [12]. It is important to observe that true negatives (TNs) are not taken into account, because there are infinite bounding boxes that should not be detected within any given image [12].

To decide on TPs, FPs, and FNs, a comparison between the predicted bounding boxes and the ground truth bounding boxes is performed. Typically, this comparison is based on a measure of distance between bounding boxes, for example the distance between their center points [20]. Briefly, a detected object is a TP if the ground truth bounding box and the detected bounding box are closer than a distance limit. If there is no predicted bounding box that matches this criterion, then the object is not detected and it counts as an FN. Predicted bounding boxes that are farther than the distance limit from all ground truth bounding boxes are considered FPs.

C. Metrics for performance evaluation

The conventional approach to the evaluation of object detectors consists of a set of metrics that are derived from the TP, FP, and FN reviewed above. Such metrics form the basis for our safety-oriented metrics defined later, and they are reviewed below [11], [12], [21].

Precision ($P$) is the number of true positives (TP) over the number of true positives plus the number of false positives i.e., $P = TP / (TP + FP)$. Precision indicates how many of the selected items are relevant. If some non-relevant items are selected, this reduces precision. Precision is 1 if all the detected objects exist, and 0 in the opposite case.

Still, there could be some real objects that are not detected: this is not captured by precision, because it does not include FNs, and it is addressed by the recall. Recall ($R$) is the number of true positives (TP) over the number of true positives plus the number of false negatives (FN) i.e., $R = TP / (TP + FN)$. Recall indicates how many of the existing items are selected. If a detector has recall 1, it means it detected everything without any detection miss; in the opposite case, recall is 0.

An object detector with high recall but low precision outputs many predictions, but most of them are incorrect. An object detector with high precision but low recall is just the opposite: it returns very few predictions, but most of them are correct. This is captured very well by the Precision-Recall Curve, which shows the tradeoff between precision and recall for different detection thresholds.

Since recent years, the most frequently used summarizing metric is Average Precision (AP) [15]. Average precision summarizes the precision-recall curve as the weighted mean of precision scores achieved at different detection thresholds, with the increase in recall from the previous detection threshold used as the weight. More precisely [12], [21]:

$$ AP = \sum_{n} (R_n - R_{n-1}) P_n $$  \hspace{1cm} (1)

where $P_n$ and $R_n$ are the precision and recall at the $n$-th detection threshold. In this paper, in agreement with [9], we calculate AP by applying Equation 1, but only for recall and precision above or equal to 0.1. Cases in which recall or precision is less than 0.1 are removed in order to minimize the impact of noise commonly seen in regions with low precision or low recall [9].

D. Related works on object detection in critical systems

The adoption of artificial intelligence, including object detection tasks, in critical systems comes with a relevant set of renown challenges, because of the many distinguishing aspects of the problem, its complexity, and also the variety of applications [22], [23], [24]. For safety-critical systems, some incorrect predictions may lead to catastrophic losses, and therefore have the maximum relevance [25], while others may have minimal impact. However, when we consider the metrics to evaluate the performance of object detectors, safety or other system-level dependability attributes are generally not considered, and metrics from Section II-C are being used. This also applies to the wide domain of autonomous driving. Evidence is easily achieved considering the metrics used in object detection challenges for autonomous driving. For example, these challenges are continuously proposed by the owners of the most-known datasets, like KITTI [5], [26], CityScapes [7], [27], Waymo [8], [28], or nuScenes [9], [20], and the selected metrics revolve around average precision and the concepts of Section II-C.
Up to now, very few or no approaches have attempted to define safety or reliability metrics for object detectors; the works that are closer to such goal are reviewed below. Noteworthy, all such works appeared in recent years, which underlines a recent understanding of the relevance of the subject.

The work in [29] introduces the distinction of a critical area, which is the area nearby the vehicle where failed detection of an object may lead to immediate safety risks. The work acknowledges that the design of a driving application is focused on both i) guaranteeing safety on such critical area, and ii) guaranteeing high detection accuracy on the non-critical area (in order to have a smooth driving). This observation leads the author to build different DNNs for the detection of objects in the two areas.

Some works address the problem of model uncertainty in autonomous driving, where the term uncertainty should be interpreted in the broad sense of how certain a model is about its predictions [30]. The work in [30] argues that object detectors should also include prediction confidence, and it presents various methods to capture uncertainties in object detection for autonomous driving. Otherwise, object detectors can only tell the human drivers what they have seen, but not how certain they are about it. The work in [31] builds a model that includes information on uncertainty sources (e.g., sensor noise), the work in [32] includes uncertainty when computing the bounding box regression loss, and the work in [33] captures in the model both the noise inherent to the observations and the uncertainty that can be explained away given enough data. Last, despite not focusing on object detection, the work in [25] defines safety-oriented metrics by proposing that predictions with a confidence score close to the detection threshold should be treated differently and more suspiciously.

Still, the reviewed works weight all the detected objects the same, i.e., when assessing the object detector, the usual binary (i.e., yes/no) counting of TPs, FPs, and FNs is performed. Instead, in this work we claim that i) object detectors should be evaluated depending on the ability to detect those objects that are most likely to affect the driving task, i.e., impact on safety and reliability, and ii) this can be realized by weighting the objects based on their criticality, and by building specific metrics that consider such weights.

We conclude reporting that standardization initiatives to regulate the usage of machine learning in safety-critical systems are being proposed [34], [35], [36], [37], [38], which also describe means to assess applications that exploit machine learning. However, at present these initiatives do not include ad-hoc metrics like we are proposing in this paper.

### III. Object Criticality Model

Our model is based on assigning a criticality value to each object that is in the scene, and then computing object detection metrics that consider this criticality. The description of the model is independent of the sensors used to capture the scene (e.g., cameras or lidars) and of the objects in the scene.

#### A. Requirements and assumptions

The application of the model requires i) a roving vehicle (named ego afterwards) that captures the scene with sensors as cameras and lidars, and ii) objects (other vehicles, pedestrians, etc.) that are within line-of-sight to ego and that are consequently captured by the sensors. This is the very typical situation of an autonomous vehicle which performs object detection.

We assume that the following ground truth values are available: i) 3D bounding boxes describing the size of the objects; ii) coordinates of ego and the objects; iii) velocity of ego and the objects. This means that, to apply our model, we need autonomous driving datasets equipped with such information. The most recent automotive datasets have very rich meta-data, typically including the above information; for example in Section IV and Section V we will use nuScenes [9], which satisfies our assumptions.

Further, we assume that the object detector outputs i) the computed 3D bounding boxes, ii) the estimated distance of detected objects from ego, and iii) an estimate of the velocity of objects. There are several 3D object detectors that include the estimates above in their output; noteworthy, these estimates are required in the object detection challenges of the nuScenes community [20].

For simplicity of the discussion, when computing coordinates of the objects and their relative distance from ego, we consider only the \((x, y)\) coordinates i.e., we ignore the vertical position of the objects and of ego. For the nuScenes dataset we use in this paper, this is not an issue, because data was collected on flat lands. Extending the model to consider the relative elevation is definitely possible, only at the cost of slightly more complex geometric computations.

#### B. Structure of the model

We call ego the roving vehicle that mounts the sensors and collects data from the environment, and we call object \(B\) any other object. We do not restrict the type of objects, for example \(B\) can be a car, a pedestrian, a bike, etc. Note that for ego we only have ground truth values i.e., the object detector does not predict its own velocity or position.

The construction of our model is organized in 3 steps, which are repeated for all the objects \(B\) within the line of sight of ego, and for both the ground truth values and the predicted values of \(B\).

The first step is the analysis of the collision scenario involving \(B\) and ego. In this step we calculate indicators that will be later used to define the criticality of \(B\). In particular, we calculate i) the initial distance \(d\) between ego and \(B\), ii) the closest distance \(r\) that ego and \(B\) would reach, and iii) the time \(\Delta t\) that ego and \(B\) require to reach such distance. These values are input to the following step, together with other information as the current position and velocity of ego and \(B\). The analysis of the collision scenario is explored in Section III-C.

The second step is the calculation of criticality weights that are assigned to each object \(B\). These are \(\kappa_d(B), \kappa_r(B),\) and
\( \kappa_l(B) \): \( \kappa_d(B) \) is based on the distance between ego and \( B \); \( \kappa_r(B) \) is based on the distance between ego and the potential collision point with \( B \); and \( \kappa_t(B) \) is based on the estimated time for ego and \( B \) to reach the collision point. The calculation of these values is explained in Section III-D.

These weights are assigned depending on the relevance of \( B \) for the driving task of ego, i.e., weights are higher if \( B \) may affect the behavior of ego. These weights are used either as rewards or penalties depending, respectively, on whether the object has been detected (true positive, TP) or missed (false negative, FN). Further, the weights also apply to false positives (FP), i.e., object falsely detected with nothing actually on the scene in the predicted position.

The third step exploits the assigned criticality to construct safety and reliability metrics that allows understanding the safety and reliability of the object detector. The computation of the criticality is described in Section III-E.

C. Analysis of the collision scenario

We define ego = (ego\(_x\), ego\(_y\)) the position of ego, and \( B = (B_x, B_y) \) the position of the object \( B \) in the captured scene. Further, we define, in vector form, \( v_{ego} = (v_{ego_x}, v_{ego_y}) \) the velocity of ego, and \( v_B = (v_{B_x}, v_{B_y}) \) the velocity of \( B \).

We compute the relative velocity of \( B \) with respect to ego, as \( v_{rel} = (v_{rel_x}, v_{rel_y}) = (v_{B_x} - v_{ego_x}, v_{B_y} - v_{ego_y}) \), that is, the vectorial difference of the velocity of ego and the velocity of \( B \). This allows us simplifying the subsequent calculations: we can consider ego as stationary, while \( B \) is moving with the velocity resulting from the sum of the two velocity vectors \( v_{ego} \) and \( v_B \).

Then, we identify the shortest distance from ego at which object \( B \) will pass if both continue moving with the same velocity (i.e., vectorial speed). This is the distance between ego and point \( C = (C_x, C_y) \), with \( C \) being the point closest to ego on the trajectory of \( B \). Point \( C \) can also be thought as the tangent point between the line representing the trajectory of \( B \) and a circle centered on ego (see Figure 1).

We describe the computation of \( C = (C_x, C_y) \) using basic Euclidean geometry. The line defining the direction of the relative movement of \( B \) is obtained from the general equation of a line, i.e., \( y - y_0 = m(x - x_0) \). We are looking for the line passing from point \((B_x, B_y)\) and whose angular coefficient (i.e., orientation with respect to the \( x \) axis) is given by the ratio between the \( y \) and \( x \) components of the velocity vector of \( B \) (refer again to Figure 1). That is:

\[
\begin{align*}
y - B_y = m(x - B_x), \quad & \text{with} \quad m = \frac{v_{rel_y}}{v_{rel_x}}. \\
\end{align*}
\]

The shortest distance between a line \( l \) and a point \( p \) is given by the line perpendicular to \( l \) passing from \( p \). By definition, a line perpendicular to one having coefficient \( m \) has coefficient \( m' = -1/m \). To find the line that passes from the position of ego is thus \( y - ego_y = m'(x - ego_x) \) with \( m' = -\frac{1}{m} \), that is:

\[
\begin{align*}
y = -\frac{v_{rel}}{v_{rel_y}} (x - ego_x) + ego_y. \\
\end{align*}
\]

Point \((C_x, C_y)\) is then the point at which the lines intersect. We omit computations for brevity, but the point is obtained by solving Equation 4.

\[
\begin{align*}
\begin{cases}
C_y = \frac{v_{rel_x}}{v_{rel_y}} (C_x - B_x) + B_y \\
C_y = \frac{v_{rel_x}}{v_{rel_y}} (C_x - ego_x) + ego_y
\end{cases}
\end{align*}
\]

Applying the Euclidean distance, we can easily compute (Figure 1): i) the distance \( d_{egoB} \) between ego and \( B \), ii) the distance \( d_{egoC} \) between ego and \( C \), and iii) the distance \( d_{BC} \) between \( B \) and \( C \).

Assuming that both ego and \( B \) continue moving with the same speed, the time \( \Delta t \) that \( B \) needs to reach the collision point \( C \) is then computed as the distance divided by the scalar speed of \( B \), i.e., \( \Delta t = d_{BC}/|v| \), where \(|v| = \sqrt{v_{x}^2 + v_{y}^2} \). Note that ego is considered to be stationary, while \( B \) moves with a relative velocity obtained as the difference of the velocities of the two objects.

The model above does not consider some corner cases, for which the result would be undefined. We treat these cases by skipping the model calculation and setting the criticality values to fixed fallback values. Corner cases are discussed in Section III-D.

D. Computation of criticality weights

In the definition of our criticality weights, we are inspired by reliability analysis [39], in which metrics like reliability (or safety) are defined in the interval \([0,1]\). Note, however, that we do not propose probability values.

Each object \( B \) identified by the object detector (being either a TP, a FP, or a FN) is assigned a criticality weight \( \kappa(B) \). This weight is obtained combining the three criticality values \( \kappa_d(B), \kappa_r(B), \) and \( \kappa_t(B) \), as explained below. Note that for a given object \( B \), its criticality \( \kappa(B) \) may be different if calculated with its predicted properties (e.g., position and velocity) or the ground truth ones. Furthermore, for some objects we may have ground truth values only (FNs) or...
predicted values only (FPs). When needed, we indicate with \( \kappa'(B) \) the criticality value computed with predicted properties of object \( B \), as opposed to \( \kappa(B) \) that is calculated based on the ground truth.

1) Distance Criticality: \( \kappa_d(B) \) is a criticality score based on the distance \( d_{egoB} \) between ego and the object. This score does not depend on velocity, but only on the position of objects in the scene. We want the score to be maximum when the distance to the object is zero, and then decrease to zero when reaching a maximum distance \( D_{max} > 0 \).

We compute the weight \( \kappa_d(B) \) as a second-degree equation (downward parabola) passing from points \((0, 1)\) and \((D_{max}, 0)\):

\[
\kappa_d(B) = -\frac{1}{D_{max}^2} d_{egoB}^2 + 1. \tag{5}
\]

This means that the maximum value is 1.0 when \( d_{egoB} = 0 \) and it decreases until 0.0 when \( d_{ego} = D_{max} \). The parabola shape allows the criticality to decrease non-linearly with respect to distance: the decrease is slow for values near to zero (i.e., close to the vehicle), and it gets faster when approaching \( D_{max} \) (i.e., far from the vehicle).

We also need to enforce that \( \kappa_d(B) \) is always in the interval \([0, 1]\), and therefore the final equation is:

\[
\kappa_d(B) = \max \left( 0, -\frac{1}{D_{max}^2} d_{egoB}^2 + 1 \right). \tag{6}
\]

2) Collision Distance Criticality: \( \kappa_r(B) \) is a criticality score based on the distance between ego and the potential collision point \( C \). It is an indicator of how close the object is likely to pass to the subject (i.e., the autonomous vehicle).

The weight \( \kappa_r(B) \) is calculated following the same rationale of \( \kappa_d(B) \), but with a different parameter \( R_{max} > 0 \). If the potential collision point is farther than \( R_{max} \), the corresponding criticality is zero. The corresponding formula is then:

\[
\kappa_r(B) = \max \left( 0, -\frac{1}{R_{max}^2} d_{egoC}^2 + 1 \right). \tag{7}
\]

3) Collision Time Criticality: The third score, \( \kappa_t(B) \), is based on the time \( \Delta t \) for \( B \) to reach the potential collision point. All the other things unchanged, this score depends on the (relative) velocity of the object \( B \) with respect to ego.

Similarly, we set a parameter \( T_{max} \), beyond which we consider that the collision time is not critical. The score is again calculated as a second-degree equation passing from \((0, 1)\) and \((T_{max}, 0)\), so that the maximum value is 1.0 when \( \Delta t = 0 \) and it decreases until 0.0 when \( \Delta t = T_{max} \). Again, the result should be in the interval \([0, 1]\), thus:

\[
\kappa_t(B) = \max \left( 0, -\frac{1}{T_{max}^2} \Delta t^2 + 1 \right). \tag{8}
\]

4) Criticality of Object: The final criticality \( \kappa(B) \) is obtained by combination of the three criticality values \( \kappa_d(B) \), \( \kappa_r(B) \), \( \kappa_t(B) \). The resulting metric is defined following three requirements: i) it should range in the interval \([0, 1]\); ii) it should be 0 if all values are zero; iii) it should be 1 if at least one of the values is 1; and iv) it should increase if any of the three values increases.

Inspired by classic reliability analysis [39], we observe that the failure probability of a three-components series system has exactly the same properties. Its formula is given by:

\[
R_{series} = R_A \cdot R_B \cdot R_C \quad 1 - F_{series} = (1 - F_A) \cdot (1 - F_B) \cdot (1 - F_C), \tag{9}
\]

where \( R_a = 1 - F_a \) is the reliability of component \( a \). Our final criticality weight is then computed as:

\[
1 - \kappa = (1 - \kappa_d) \cdot (1 - \kappa_r) \cdot (1 - \kappa_t) = 1 - (1 - \kappa_d) \cdot (1 - \kappa_r) \cdot (1 - \kappa_t), \tag{10}
\]

where \( \kappa(B) \), \( \kappa_d(B) \), \( \kappa_r(B) \), and \( \kappa_t(B) \) have been abbreviated for simplicity as \( \kappa \), \( \kappa_d \), \( \kappa_r \), and \( \kappa_t \). The final criticality \( \kappa(B) \) is therefore a measure of: how much the object is close, how much it is likely to pass close in the near future, and how much time is available to react.

5) Corner Cases: The following corner cases are considered:

- When ego and \( B \) are moving at the exact same velocity (in both dimensions), the resulting relative velocity is zero, and \( \Delta t \) cannot be computed. We solve this case by setting \( \kappa_r \) and \( \kappa_t \) to zero.
- The case in which only one component of the relative velocity is zero does not need to be treated differently. The resolution of Equation 3 yields a form in which the denominator is the sum of squares of the two components of the velocity. The denominator is thus zero only when both components of the velocity are zero, which is already treated in the previous case.
- In the calculation of \( \Delta t \) we need to verify if the object \( B \) is actually moving towards point \( C \), and not on the same line but in the opposite direction. In case \( B \) is moving in the opposite direction, \( \kappa_r \) and \( \kappa_t \) are again set to zero.
- In rare cases, where the collision point is particularly far away or the speed is particularly low, the calculation of \( \Delta t \) may generate an overflow or a not-a-number (NaN) value: in this case \( \kappa_t \) is set to 0.1. The rationale is to set it to a low value, but still greater than zero.
- The dataset may contain invalid values, or the detector may not be able to provide estimates. In particular, when we are not able to obtain the velocity of the object, we set \( \kappa_r \) and \( \kappa_t \) to 1 (their maximum value).

E. Proposed summarizing metrics

For each object \( B \), we compute \( \kappa_d(B) \), \( \kappa_r(B) \), \( \kappa_t(B) \), and ultimately \( \kappa(B) \), for both the ground truth values and the predicted values. We base on these values to propose metrics that can rank object detectors according to principles of safety and reliability of the driving task. We want to upgrade the traditional recall and precision metrics, such that they also measure the safety and the reliability offered by object detectors.
1) Reliability: We start from reliability, i.e., continuity of correct service [40], first explaining the rationale of our approach, and then discussing the metric. For a reliable driving task, a good object detector should not predict false positives that correspond to dangerous situations, because they could lead to an interruption of the driving task, for example to an unnecessary brake. Our approach is based on the consideration that the detection of false objects could disrupt the continuity of service, and thus system reliability. In other words, visualizing objects that are actually not present could lead to useless safety braking or alternative response strategies. Instead, to guarantee continuity of the driving mission, some risks of collision may be unavoidable. This clearly conflicts with safety, but it is widely accepted that safety and reliability have different goals [40].

For this reason, the metric we choose for object detection reliability is based on a revised definition of precision. The idea is that false positives are penalizing the continuity of the driving process, with a greater impact the closer they are, or are likely to be, to the ego vehicle.

We revise the precision metric such that TPs and FPs are weighted according to the criticality $\kappa(B)$ of the associated object $B$. In other words, considering the formula of precision, $P = \frac{TP}{TP + FP}$, in case an object $B$ is detected, we do not add 1 to the count of TPs, but we add its criticality $\kappa(B)$, and analogously for FPs.

To compute the weight for a single object, we could use the $\kappa$ value computed either using the ground truth or the predicted values. We use ground truth values at the numerator, and predicted values at the denominator. The idea is that the detector might detect a greater criticality (denominator) than what is actually present (numerator), thus reducing reliability. Also, clearly we do not have ground truth values for FP, because they are non-existent objects.

Denoting with $\kappa(B)$ the criticality of object $B$, calculated with the methods discussed above, we can calculate the reliability-weighted precision as:

$$P_R = \frac{\sum_{B \in TP^*} \kappa'(B)}{\sum_{B \in TP^*} \kappa'(B) + \sum_{B \in FP^*} \kappa(B)},$$  \hspace{1cm} (11)

where $TP^*$ is the set of true positive objects (detected and existing), and $FP^*$ is the set of false positive objects (detected, but not existing). Note that the $P_R$ may in principle raise above 1, in case the detected criticality is consistently lower than the ground truth. To be consistent with the classic definitions of precision, we limit the maximum value of $P_R$ to 1.

2) Safety: In the case of safety, it is requested that the object detector predicts the dangerous objects. We define the safety-weighted recall, $R_S$, computed starting from the usual recall $R = TP/(TP + FN)$. We use the ground truth values at the denominator, and the detected values at the numerator. In fact, the metric should reflect how much of the existing criticality (denominator) has been detected by the object detector (numerator). Also, we clearly do not have predicted values for FN, which are objects that have been missed.

We can calculate the safety-weighted recall as:

$$R_S = \frac{\sum_{B \in TP^*} \kappa'(B)}{\sum_{B \in TP^*} \kappa'(B) + \sum_{B \in FN^*} \kappa(B)},$$  \hspace{1cm} (12)

where $TP^*$ is the set of true positive objects (detected and existing), and $FN^*$ is the set of false negative objects (not detected, but existing). Also for $R_S$ we limit its maximum value to 1.

3) Safety-Reliability Tradeoff and Average Precision: The proposed criticality values depend on three parameters, namely $D_{max}$, $R_{max}$, and $T_{max}$. We can compute $P_R$ and $R_S$ for different values of these parameters, to understand their evolution when different subset of objects are considered. In analogy to the precision-recall curve (see Section II-C), this allows computing several $P_R$-$R_S$ curves, one for each combination of values ($D_{max}$, $R_{max}$, $T_{max}$); consequently, the AP (Average Precision) can be computed from each of the $P_R$-$R_S$ curves. In the following, we call $AP_{crit}$ the AP computed based on our definitions of $P_R$ and $R_S$.

Depending on the driving scenario and the specific application of the object detector, different values of $D_{max}$, $R_{max}$, and $T_{max}$ may be favored. For example, an object detector which is very good on $P_R$ could be safely used in a highway under low traffic conditions; however, if it is not good on $R_S$ it should not be used in an urban scenario, where cars may approach from different directions at essentially any angle.

Last, we remark that our metrics model should not replace other metrics, but should be complementary to them to provide a complete understanding of the object detection performance. Further, it is easy to note that our metrics can be reduced to the traditional ones, by simply setting all the weights ($\kappa$ values) to 1.

IV. CASE STUDY ON THE nuSCENES DATASET

To exercise our model, we choose the nuScenes dataset for the following reasons: i) it is very recent and extensive, forged with the latest technology for autonomous driving sensors; ii) very recent object detectors are available; iii) it includes all the information we need to apply the model in Section III.

A. The nuScenes Dataset

NuScenes [9], [20] is a recent large-scale dataset for autonomous driving that reports scenes collected from a vehicle equipped with 6 cameras, 5 radars and 1 lidar, all with full 360 degrees field of view. In addition, GPS coordinates and movement dynamics from an Inertial Measurement Unit (IMU) sensor are reported. The dataset comprises 1000 scenes, each being 20 seconds long and fully annotated with 3D bounding boxes. Keyframes (image, lidar, radar) are sampled at 2Hz (every 0.5 seconds); in each keyframe there are on average 7 pedestrians and 20 vehicles. Five intermediate frames are collected between keyframes. Driving routes capture a diverse set of locations (urban, residential, nature, and industrial), times (day and night), and weather conditions (sun, rain, and clouds).
B. 3D object detection in nuScenes

Following common practices in datasets of this kind [5], nuScenes defines an object detection task and proposes related metrics to officially rank object detectors on its website [20]. The detection task in nuScenes consists in predicting the objects at time $t$, using sensors data collected between $(t - 0.5, t]$ seconds. The scene collected at time $t$ is called keyframe, and for the purpose of detection five intermediate frames collected in $(t - 0.5, t]$ are used. Detectable objects are all objects within 50 meters from ego and with line of sight. For each object, ground truth 3D bounding boxes, attributes (e.g., orientation), and velocities are provided. Detectable objects are organized in 10 classes: barrier, traffic cone, bicycle, motorcycle, pedestrian, car, bus, construction vehicle, trailer, and truck: in this paper we consider only the car class for brevity. A detection is successful if the distance between the centers of the predicted and ground-truth bounding boxes is less than a distance limit $l$; four different values of $l$ are considered, which are $\{0.5, 1, 2, 4\}$ meters.

The main metrics nuScenes proposes to summarize results are precision, recall, precision-recall curve, and the Average Precision. These metrics are computed for each individual class and for each distance limit $l$.

C. Object detection algorithms

We select eight 3D object detectors from the “model zoo” of mmdetection3d [42], an open-source object detection toolbox based on PyTorch for 3D detection which also provides downloadable weights of the trained models. We review the object detectors below. Noteworthy, mmdetection3d models are listed in the nuScenes rankings of object detectors [20], where models are evaluated using the nuScenes evaluation libraries at [43].

We present the object detectors together with an acronym to easily distinguish them in the rest of the paper. For each detector we distinguish the backbone, the neck, and the head.

FCOS [19] uses only the visual cameras. It is a monocular 3D object detector adapted from the 2D detector at [44]. The backbone is a pretrained ResNet101 [45] with deformable convolutions [46]. The neck is the Feature Pyramid Network (FPN, [47]), which generates a pyramid of feature maps, and it is an effective recognition system for detecting objects at different scales [47]. The head that produces final predictions (deciding on object class, location, etc.) is performed using an approach similar to RetinaNet [48], which applies shared heads to operate detection of multiple targets.

The other seven object detectors rely on the lidar’s point-cloud and they are based on the Pointpillars [49] network. Pointpillars is well-known both for its speed and its accuracy. It exploits an encoder that learns features on pillars (vertical columns) of the point cloud to predict 3D oriented bounding boxes for objects. The Pointpillars network consists of three main stages: i) a feature encoder network that converts a point cloud to a structured representation, namely a sparse pseudoimage; ii) a 2D convolutional backbone to process the pseudo-image into high-level representation, extracting the features map upon which the rest of the network is used; and iii) a detection head that detects and regresses 3D bounding boxes. We consider seven alternatives based on Pointpillars; essentially, they use the pillar-based method from [49] to convert the point cloud in a sparse pseudoimage, and differentiate from [49] by applying different backbones, and optionally changing the necks and heads.

FPN. The backbone used in this case is the Feature pyramid networks FPN [47] already described.

REG400. The backbone is the REGNETX-400MF model from [50]. This model is achieved from a methodology to design network design spaces, where a design space is a parametrized set of possible model architectures. With this approach, the resulting network model is elaborated automatically, starting from an initial, unconstrained design space which is progressively simplified. The RegNet400 under consideration uses a training regime of 400 MF (Million Flops, where flops mean multiply-adds [50]).

REG400SEC. With respect to REG400, it includes the neck SECOND [51]: the SECOND network allows reduced angle loss regression to improve the orientation estimation performance.

REG1.6. It uses the backbone REGNETX-1.6GF model from [50]. Its rationale is the same as REG400, but it considers a training regime of 1.6GF (Giga Flops) instead of 400 MF.

SEC. It uses the FPN [47] backbone, and the SECOND [51] neck, both already described.

SSN. In addition to the FPN backbone and the SECOND neck, it includes the shape-aware grouping heads from SSN [52], which explore the shape information from point clouds. This head consists of multiple branches for objects with similar shape and scale (objects with similar shape and scale share the same head e.g., buses and trucks).

SSNREG. With respect to the SSN case above, it uses the backbone REGNETX-400MF model from [50], previously discussed.

We ran all the models on the nuScenes validation set identified in [42], which consists of 150 frame sequences of 20 seconds each, and achieved the exact same results of their authors reported at [42]. This confirms that our setup of mmdetection3d is successful. The Average Precision for the detection of cars, which will be our reference in the rest of the paper, is reported in [table]. We can easily observe that, despite we use state of the art object detectors, the detection capability is still very far from perfect, especially when $l = 0.5$. However, it is well-known that object detection in complex scenarios is still prone to several misdetections.

D. Implementation of the criticality model in nuScenes

The implementation of our criticality model exploits the library nuScenes-dev [43], written in Python and available with open-source license. This library is the development kit of nuScenes, and it includes the source code to evaluate object detectors. For example, the ranking of object detectors available at the nuScenes website [20] is computed using the...
TABLE I: Average Precision (AP) for the detection of cars. Values are ordered according to the $l = 0.5$ column.

| Detector | $t = 0.5$ | $t = 1$ | $t = 2$ | $t = 4$ |
|----------|----------|----------|----------|----------|
| FCOS     | 0.118    | 0.372    | 0.655    | 0.804    |
| SEC      | 0.677    | 0.796    | 0.833    | 0.852    |
| FPN      | 0.682    | 0.814    | 0.857    | 0.872    |
| REG400   | 0.690    | 0.827    | 0.870    | 0.884    |
| SSN      | 0.696    | 0.818    | 0.860    | 0.876    |
| REG400SEC| 0.713    | 0.825    | 0.863    | 0.875    |
| SSNREG   | 0.717    | 0.835    | 0.872    | 0.886    |
| REG1.6   | 0.722    | 0.837    | 0.874    | 0.889    |

code of this library (but on a different test set, whose ground truth information is not released to the public).

We extended the nuScenes-dev library, so that the metrics from our model are computed in addition to the usual metrics from nuScenes. The resulting library is available at [53]. Its usage is straightforward: it is sufficient to have a working installation of nuScenes-dev, and replace with the files in [53] the corresponding files of the nuScenes-dev installation. Then, the set of results will appear enriched with our metrics. Therefore, any object detector whose output is compatible with nuScenes-dev can be also evaluated using our library. The release at [53] includes a usage example, which allows repeating our experiments from the execution of the object detectors from mmdetection3d to the computation of results.

V. EXPERIMENTS AND RESULTS

We execute the eight object detectors on the validation set previously described. In addition to $AP$, $P$, $R$, we compute $AP_{crit}$, $P_R$ and $R_S$ for different values of $D_{max}$, $R_{max}$, $T_{max}$. More specifically, we consider several configurations $(D_{max}, R_{max}, T_{max})$, with $D_{max} \in \{5, 10, \ldots, 50\}$ meters, $R_{max} \in \{5, 10, \ldots, 50\}$ meters, and $T_{max} \in \{2, 4, \ldots, 30\}$ seconds. Since distance is measured starting from the center of ego, a distance of 5 meters only includes vehicles that are very close to ego; also, we remind that 50 meters is the maximum distance from ego that is considered in the nuScenes object detection challenge, where objects farther than 50 meters from ego are ignored. Overall, this leads to 1500 configurations $(D_{max}, R_{max}, T_{max})$, repeated for the 8 object detectors. The entire computation was performed on a Dell Tower 7810, and lasted approximately one week.

A. Research goals

We present results by formulating and discussing the following three research goals.

G1: Investigate the ranking of the 8 object detectors when $AP_{crit}$ is used. We will show that, depending on the triple $(D_{max}, R_{max}, T_{max})$, the ranking changes with respect to the one obtained with plain $AP$. This means that, when selecting the most suited object detector according to our considerations on safety and reliability, the choice may be different than just considering the $AP$ ranking in Table I.

G2: Investigate $AP_{crit}$ for different values of $D_{max}$, $R_{max}$, and $T_{max}$. This allows understanding possible trends from our set of configurations. We will observe that low values of $R_{max}$ and $T_{max}$ lead to the highest $AP_{crit}$, while the contribution of $D_{max}$ is less relevant. Also, we will observe that the image-based object detector FCOS, which has an $AP$ value much lower than the lidar-based object detectors, exhibits an $AP_{crit}$ that is competitive for certain $(D_{max}, R_{max}, T_{max})$ configurations.

G3: Investigate the value of $P_R$ at given $R_S$ levels. Intuitively, this matches the question: “given a safety target on the detection, what is the possibility of driving the car with good mission reliability, i.e., without being forced to interrupt the driving continuously because of false positives?”.

First, we will observe that the plain $AP$ metrics from Table I are inadequate to depict such situation. Then, we will show that the introduction of $P_R$ and $R_S$ opens to new, different conclusions, under specified restrictions defined by the triples $(D_{max}, R_{max}, T_{max})$. We will show that, under specific configurations, object detectors are much more suited for detecting relevant objects that may interfere with the ego vehicle than initially expected.

B. G1: Ranking of object detectors

We calculate the rankings of detectors based on $AP_{crit}$ for all the 1500 configurations $(D_{max}, R_{max}, T_{max})$. Many of them produced a different ranking with respect to the one based on $AP$ (i.e., the one in Table I). Table II reports the number of configurations in which the ranking according to $AP_{crit}$ differs from the one with $AP$. Table II also reports the number of positions that changed, and the maximum changes in position for a single object detector. For example, with $l = 0.5$ we have that 567 out of 1500 rankings do not match the $AP$ ranking. For each of these 567 rankings, the difference with respect to Table I is 2 or 4 positions, and the positions that change are from the first one to the seventh one. Last, the maximum change is of 1 position: this means that, with $l = 0.5$, we have at most the inversion of object detectors that are adjacent in Table I. For higher values of $l$, the number of rankings inverted, the number of position changed, and the number of changes raise significantly. In general, the whole set of object detectors may change position with respect to Table I with the except of the detector in the 8th position which is always FCOS.

C. G2: on $AP_{crit}$ and $(D_{max}, R_{max}, T_{max})$ configurations

We argue that higher values of $AP_{crit}$ are achieved with low values of $R_{max}$ and $T_{max}$. Intuitively, low $R_{max}$ and $T_{max}$ reduce the number of vehicles to be considered in our analysis: only those that are really relevant for the detection are included. To confirm this, we analyze the maximum $AP_{crit}$.
for the eight object detectors and the different $l$ values, with the help of Table III.

First, we observe how FCOS reduces its distance to the other detectors with respect to Table I especially with $l = 2.0$ and $l = 4.0$. This is a relevant result, because FCOS, which exploits the camera instead of the lidar, was considered by far less performing than the other detectors in Table I while it can be considered almost on par with the other detectors in this case.

Next, we observe that the maximum $AP_{crit}$ values of Table III are obtained with the triple $(D_{max}, R_{max}, T_{max}) = (25, 5, 2)$, with just some exceptions: the two occurrences in bold, which are obtained with $(30, 5, 2)$, and the two underlined occurrences, which are obtained with $(20, 5, 2)$. This does not mean that the configuration $(25, 5, 2)$ is the “best” one: in fact, this configuration sets strong constraints on the objects that are interesting for detection. We believe the entire set of configurations needs to be studied, and the choice of the best suited configuration should be based on considerations on the $AP_{crit}$ measured at $(D_{max}, R_{max}, T_{max})$, the target system, and its expected usage.

To explore trends of $AP_{crit}$ we select a representative example: we pick the object detector ranked first in Table III which is REG1.6 with $l = 4.0$. In Figure 2 we show the $AP_{crit}$ values of REG1.6 when $D_{max} = 25$, and for different $R_{max}$, $T_{max}$: in the lower part of the $z$ axis, the corresponding $AP = 0.889$ is plotted for reference; it is not affected by $D_{max}$, $R_{max}$ and $T_{max}$, so it is represented as a horizontal surface. The figure shows that the $AP_{crit}$ is higher than $AP$ under the considered configurations. In fact, setting $D_{max} = 25$ reduces the impact of objects farther than 25 meters, which possibly are a significant contribution to misdetections.

In Figure 3 instead we show the $AP_{crit}$ when $R_{max} = 20$; the figure clearly shows how the highest $AP_{crit}$ values are achieved when $D_{max}$ is set in the range $[20, 30]$. This is possibly due to the fact that setting $D_{max}$ very low excludes a lot of “easy” (i.e., close) objects from the relevant ones, thus deteriorating $AP_{crit}$. Conversely, when $D_{max}$ becomes much greater than $R_{max}$, a lot of distant but not relevant objects are included, which are unlikely to reach a collision point closer than $R_{max}$. For the other object detectors the trends are similar.

We now confirm that $AP_{crit}$ is in general higher than $AP$. In rare cases, $AP$ is slightly above $AP_{crit}$: in our experiments it is at worst $\max(AP – AP_{crit}) = 0.015$ greater than $AP$, using SSN, $l = 2$, and $(D_{max}, R_{max}, T_{max}) = (5, 50, 30)$. This is expected, because the $AP_{crit}$ gives less weight to many vehicles that are harder to detect, e.g., those at a farther distance from ego. In fact: i) $D_{max} = 5$ rewards only the detection of vehicles that are exceedingly close, and ignore the others, and ii) $R_{max} = 50$, $T_{max} = 30$ exclude the peculiarities of this model, because they are large values that introduce small or no $AP_{crit}$ penalizations on most of the vehicle with respect to the $AP$ case.

To provide a summarizing view, in Figure 4 we show a 4D plot of SSNREG with $l = 1$: configurations $(D_{max}, R_{max}, T_{max})$ producing higher values of $AP_{crit}$ are represented with larger and darker dots. Figure 4 confirms the previous consideration on the evolution of $AP_{crit}$ values: the

\begin{table}[h]
\centering
\caption{Maximum $AP_{crit}$, for all configurations $(D_{max}, R_{max}, T_{max})$, ordered by the $l = 0.5$ column.}
\begin{tabular}{lccccc}
\hline
          & $l = 0.5$ & $l = 1.0$ & $l = 2.0$ & $l = 4.0$ \\
\hline
FCOS      & 0.335     & 0.661     & 0.851     & 0.911     \\
SEC       & 0.844     & 0.918     & 0.933     & 0.942     \\
FPN       & 0.847     & 0.924     & 0.943     & 0.948     \\
REG400    & 0.852     & 0.930     & 0.947     & 0.952     \\
REG400SEC & 0.860     & 0.927     & 0.940     & 0.949     \\
SSN       & 0.862     & 0.927     & 0.945     & 0.950     \\
SSNREG    & 0.871     & 0.932     & 0.944     & 0.953     \\
REG1.6    & 0.875     & 0.937     & 0.950     & 0.957     \\
\hline
\end{tabular}
\end{table}

Fig. 2: $AP_{crit}$ measured on REG1.6 with $l = 4.0$ and $D_{max} = 25$, for the different $R_{max}$ and $T_{max}$.

Fig. 3: $AP_{crit}$ measured on REG1.6 with $l = 4.0$ and $R_{max} = 20$, for the different $D_{max}$ and $T_{max}$.
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We notice that the higher the l, the higher the value of
P
R
given a target RS. This can be observed comparing the
difference between [Figure 5a] and [Figure 5b] and it is clearly
visible for FCOS. This is expected, because with a higher
l value, the number of bounding boxes that are considered
correct detections is increased.

We carefully investigate the relations between P
R
and RS
for high values of RS (safety-weighted recall), which are of
particular interest in the reference domain of this work. This
way we can study the P
R
that we achieve when safety is
enforced thanks to a high RS. This allows answering the
question defined for G3 in [Section V-A] on the ability of
safely driving the car while maintaining acceptable mission
reliability. For example, the safest condition is RS = 1, but
P
R
is typically 0 in such cases. Still, a very high RS is
necessary to enforce safety of the detection. We elaborate
this with the aid of [Figure 6a] where we use SSNREG with
l ∈ {0.5, 1, 2, 4}. We compute RS and R at steps of 0.01,
starting from 0.85. Red crosses represent precision-recall pairs
(P, R) from the traditional precision-recall curve. The black
dots represent pairs (P
R
, RS); these are computed for each
configuration (D
max
, R
max
, T
max
) and l values, and match the
configuration leading to the highest AP
crit
, which is (25, 5, 2).

For traditional metrics, we can observe that increasing the
recall R, the precision P quickly drops to 0, and it is always
zero in the case of [Figure 6b] where l = 0.5. This means that
SSNREG can offer a high recall i.e., high ability of detecting
all the objects, only at the cost of many false positives: this is
clearly of little or no use in practice. Instead, if we restrict the
scope of the object detector thanks to our model, we reach
different conclusions. For example, consider again the case
l = 0.5 (Figure 6a). Even with RS ≥ 0.9, there are some
configurations in which P
R
> 0.8, which is clearly a much
more comforting result, showing confidence in the detection
at least to some extent. In other words, our conclusion on
SSNREG can be very different from those we achieve using
P and R, when we reduce the bounding boxes to be examined
(both the predicted and ground truth ones) to match the criteria
of RS and P
R
.

Clearly, this analysis is not meant to prove that the evaluated
object detectors are safe and reliable. Rather, it shows how our
model allow establishing sound parameters that can be used
to build, assess and tune object detectors for their application
in safety critical domains, in a way much more useful than the widely used precision and recall. We remark that object detection in complex scenarios is still an open research topic that makes improvements every year [54], with new detectors that are proposed continuously; however, defining new object detectors is beyond the scope of this paper.

VI. CONCLUSIONS AND FUTURE WORKS
We argued that metrics for object detection do not match the demands and peculiarities of a safety-critical system. Within the autonomous driving domain, we show that the state-of-the-art evaluation of object detectors do not consider the possible role of the objects in a specific scene, and in particular with respect to the driving task of the vehicle performing the detection. In other words, the metrics typically used to rate object detectors describe how good an object detector is at detecting all the objects on the scene, while instead, for the purpose of an autonomous driving system, we are interested in detecting all the objects that will likely interfere with the vehicle, and whose presence requires proper response from the autonomous vehicle.

The model is exercised on eight object detectors. Amongst the main results, we show that our judgement on the performance of object detectors may be very different when we consider the detection of i) everything on the scene (as it is usually done), or ii) only the relevant items. Depending on which of the two cases is of interest, we may end up choosing different object detectors. Further, we also show that object detectors that have bad performance under case i) can instead turn competitive in case ii) under specific configurations.

Future works will focus on considering alternatives to the metric model in Section III. Although the model in this paper is fully applicable, it is also obvious that more complex models could be elaborated, for example to represent the likelihood that cars will steer or change speed. With the data available on nuScenes, this is doable because trajectories of all vehicles are traced, and they can be introduced in the model only at the cost of a more complicated formulation to compute the intersection points. Further, we ignored possible vertical offsets of objects, given the characteristics of the dataset available; in our future works, we plan to also address these in the model so that it can be used for datasets with vehicles on road slopes.
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