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Abstract

Machine learning techniques applied to the Natural Language Processing (NLP) component of conversational agent development show promising results for improved accuracy and quality of feedback that a conversational agent can provide. The effort required to develop an educational scenario specific conversational agent is time consuming as it requires domain experts to label and annotate noisy data sources such as classroom videos. Previous approaches to modeling annotations have relied on labeling thousands of examples and calculating inter-annotator agreement and majority votes in order to model the necessary scenarios. This method, while proven successful, ignores individual annotator strengths in labeling a data point and under-utilizes examples that do not have a majority vote for labeling. We propose using a multi-task weak supervision method combined with active learning to address these concerns. This approach requires less labeling than traditional methods and shows significant improvements in precision, efficiency, and time-requirements than the majority vote method (Ratner et al. 2019). We demonstrate the validity of this method on the Google Jigsaw data set and then propose a scenario to apply this method using the Instructional Quality Assessment (IQA) to define the categories for labeling. We propose using probabilistic modeling of annotator labeling to generate active learning examples to further label the data. Active learning is able to iteratively improve the training performance and accuracy of the original classification model. This approach combines state-of-the art labeling techniques of weak supervision and active learning to optimize results in the educational domain and could be further used to lessen the data requirements for expanded scenarios within the education domain through transfer learning.
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Introduction

Research demonstrates that a key element of teacher education is giving preservice teachers the ability to rehearse high-leverage or evidence-based teaching practices (Grossman, Hammerness, and McDonald 2009) Training and practice of high-impact teaching practices have been shown to increase teacher effectiveness, confidence, and retention while increasing student achievement (Kilgo, Sheets, and Pascarella 2015). However, development of these skills requires extensive practice and feedback. Teachers need more intentional, focused, and effective opportunities to build essential skills before and after they enter the classroom, yet for a variety of reasons these kinds of experiences are limited for most teacher education programs.

Virtual human based simulations (Datta et al. 2016) have the potential to provide meaningful, deliberate practice for learning a wide range of teaching skills during pre-service teacher training and extended practice for advanced skills during in-service. Specifically, data-driven machine learning models have the potential to support rich, content-specific, classroom interactions and dialogue necessary for realistic and robust interactive classroom simulation in teacher training. These data-driven models coupled with the advancement in natural language processing offers the potential for meaningful teacher-to-virtual-student interactions that are scalable across a variety of technology platforms and across a teacher-education curriculum. With such a system, pedagogical moves and practices, such as teacher questioning, are automatically categorized and can be given back to the user to support reflection upon performance as well as to provide teacher educators with important data to guide their instruction.

However, the development of these kinds of conversational agents are time consuming, require domain expertise as well as hundreds or thousands of hours to generate data, develop the conversational agent interface and to develop the Natural Language Processing (NLP) interface. A foundational element of a conversational agent is the ability to classify input from the user, this classification can be used as part of the response generation as well as a metric of assessment to provide feedback.

In order to develop a model to accurately classify inputs, a significant amount of labeled data using the assessment of choice is required. These labels would need to be generated by experts with domain knowledge and as of now it is not only difficult to find any such data set but it is also very time consuming to create. Based on the data generated...
for this research effort, it took labelers on average between 20 seconds to over 2 minutes to label a single data point depending on the labeler. While the exact amount of data needed will depend on many factors (error tolerance, quality of data, model complexity), a reference survey of the amount of training data required for different conversational agents shows between 3,000 data points to over 2 million. If the average time to label a point remains at 20 seconds then that results in 1,000 domain expert hours required just to generate a single scenario data set for a conversational agent.

Artificial intelligence methods such as weak supervision, active learning, and transfer learning can significantly decrease the amount of labeled data points, thereby lessening the resources required to develop an accurate categorization mechanism. This mechanism, foundational to the quality of the assessment and feedback of a conversational agent, could then be improved and leveraged across a variety of scenarios in the education domain to further lessen the manual labels required through transfer learning. Weak supervision and additional methods discussed in this paper show promising results to not only these efficiencies in time and resources but also in improving the accuracies of predicted labeling leading to a more robust and realistic feedback and assessment tool. Improvements in labeling are a foundational element of most if not all Natural Language Processing tasks which could also be applied to other areas within the Education domain such as development of educational tools for children or conversational agents that act as tutors or provide teaching assistance. The goal of this research is proposing an improved method to support teacher-to-virtual-student dialogue using a conversational agent. We combine transfer learning, active learning, and weak supervision to bring efficiencies and improved outcome within this aspect of the education domain. The work focused specifically on the effectiveness of these methods in developing a context-specific classroom training scenario in mathematics education.

The research discussed in this paper centers on the improvement of classification used in this initial data generation step as well as the classifier implemented in the conversational agent itself. Several questions this research addresses are:

1. How can weak supervision be used effectively to develop data strategies in the education domain?

   (a) How much data is required and how many annotators are needed for the development of a conversational agent for a specific task?

   (b) What is the scalability of applying weak supervision methods for labeling data?

   (c) What is the value of additional examples labeled by annotators?

2. How can domain knowledge be leveraged effectively to transfer knowledge to another part of the education domain?

   Related Work

Conversational Agents in Education

Conversational agents and assistants have been used for decades to facilitate learning. There are many examples of conversational agents used for educational and training purposes in K-12 and higher education, healthcare, military, and private industry settings. The most common forms of conversational agents in education are teaching agents who directly teach and support learning, peer agents who serve as knowledgeable learning companions to guide learners in the learning process, and teachable agents who function as a novice or less-knowledgeable student guided and taught by the learner who learns by teaching. Teaching and peer agents provide content, hints, prompts, advice, and feedback to the learner to inform, reinforce, correct, and scaffold the learner’s knowledge and skills that may be accomplished through a range of simplistic methods such as systematic prompts, decision trees, or more robust intelligent methods. Conversely, teachable agents must receive and interpret content, prompts, questions, and feedback. Teachable agents require AI-based approaches to understand, integrate, and assimilate information that the learner provides within and across lessons, units, and curricula. Research indicates that few conversational agents in education use AI but instead rely on simple decision trees. This reinforces the need for more research and development on the use of AI-based methods to support content-specific conversations with learners.

The current research addresses this need by investigating the effectiveness of weak supervision to reduce the need for hours of human-labeled data to facilitate natural language dialogue in the development of a teachable agent to facilitate teacher-to-virtual-student teaching dialogue.

Education Assessment Metric

Many assessment tools have been developed for use in education, one such tool is the Instructional Quality Assessment (IQA). This assessment is a tool developed by the Learning Research and Developmental Center at the University of Pittsburgh since 2002. The categories promoted in IQA have been validated by the initial developers of the method as well as additional research since its creation. More recent developments suggest using IQA more than as an assessment tool but also as a feedback tool to help teachers improve their methods.

The questions that teachers ask are essential for promoting students’ meaningful mathematical discourse. For example, the Academic Rigor component of the Instructional Quality Assessment, which builds on earlier classifications of teacher questions (e.g., Boston and Candela 2012), distinguishes between probing or exploration questions that ask students to clarify their ideas or the connections between them, and procedural or factual questions that elicit facts or yes/no responses. The IQA instrument is intended to be used in contexts where cognitively demanding mathematical tasks are implemented,
and is well suited for fine-grained teacher professional development such as that which focuses on teacher questioning (Boston et al. 2015).

**Data Collection**

The recent advances in machine learning in speech, text, and images mainly stem from large datasets. These datasets are often curated either by recording live data streams and then manually annotated in case of videos or collecting large text corpora and then manually annotated. There are dedicated platforms to do such annotations like Amazon Mechanical Turk, ScaleAI, Labelbox, etc. These platforms enable a wide range of support for creating a labeled dataset. For instance, the Labelbox platform enables both model assisted labeling and real-time human in the loop labeling (Active learning). In model-assisted labeling, annotators can quickly rely on annotations already generated by the machine. This approach has two benefits. One, it speeds up the annotation process (Masubuchi et al. 2020), and secondly, human annotators can correct the incorrect predictions of the model.

In any Machine Learning problem, data availability is a key to success and often obtaining enough data is a bottleneck in the process. In fact, it has been shown that often collecting larger samples of data addresses the issues of complex models. While significant amount of research in Machine Learning still centers around different model architectures effective data labeling strategies and data collection approaches can overcome significant hurdles.

**Weak Supervision**

As we increase the amount of training data collected for a task, the accuracy of the model improves monotonically (Wang, Khabsa, and Ma 2020). Collecting datasets at the scale of tasks like Semantic Entailment (Bowman et al. 2015) is extremely challenging for new tasks like establishing a classifier for categories in IQA. Multiple studies have shown that when more data is collected, the model’s accuracy increases without almost any change in the modeling architecture (Wang, Khabsa, and Ma 2020). The authors show that simple LSTM models have performed within 1% of the state of art accuracy models like BERT (Devlin et al. 2018) when the data set size has been continuously increased. So if the data pipeline is a critical component, then it is essential to figure out improved ways of labeling data and adding more signals to machine learning models.

Weak supervision is a machine learning paradigm that trains models by incorporating data labeled or generated through machine learning models and crowdsourced workers effectively. (Dawid and Skene 1979; Ratner et al. 2016; Karger, Oh, and Shah 2011; Bunesu and Mooney 2007). Noisy labels used in weak supervision are often cost-effective to acquire. Weak supervision has been applied successfully for knowledge based completion (Hoffmann et al. 2011), sentiment analysis (Severyn and Moschitti 2015) and in the biomedical domain (Wallace et al. 2016; Sorin et al. 2020). The scalability of this approach with regards to the number of annotators and number of examples required for weak supervision strategies to be effective has only been demonstrated in a theoretical context. Our research demonstrates the validity using an external dataset, Google Jigsaw Toxicity dataset (Wulczyn, Thain, and Dixon 2017). We also do ablation studies for the number of examples required and the number of annotators required for a given accuracy.

**Active Learning**

In active learning the goal is to reduce the number of labeled examples required by querying the users for labels of the most uncertain examples or the most informative examples (settles 2009). In this setting, from a limited number of labeled examples, and a pool of unlabeled examples different algorithmic approaches can be adapted to select examples for labeling. These examples can be to increase the diversity of examples, (also known as diversity sampling) or examples about which the model is least confident (uncertainty sampling). In our scenario, we select examples for active learning by randomly selecting from one of the strategies below:

- Examples that have most number of conflicting labels from our rule based labeling functions.
- Examples that have the least number of labels from labeling functions. For instance if most labeling functions have abstained from labeling a data point then we select the least labeled point.

**Transfer learning in NLP**

Developments in the modeling approach in Natural Language Processing (NLP) have centered around popular benchmarks like Glue (Wang et al. 2018) and SuperGlue (Wang et al. 2019) tasks that evaluate the performance of a model across a whole range of NLP tasks. These tasks are generic like Semantic Entailment (Bowman et al. 2015), or CoLA (Warstadt, Singh, and Bowman 2018) and require large labeled datasets that are often collected through crowdsourced platforms. This approach helps create standard benchmarks and evaluation protocols, but Natural Language Benchmarks do not necessarily evaluate the task properly (Gururangan et al. 2018). Solutions like (Gardner et al. 2020) and (Kaushik, Hovy, and Lipton 2020) have been proposed but both lack sufficient theoretical grounding as was shown by (Anonymous et al., 20XX). (Nie et al. 2019) seem to address this but are still limited to specific tasks and datasets. Creating datasets for new tasks, like those using the IQA, remains a challenge especially for tasks requiring the collection and labeling of larger datasets.

Another approach to improve the efficiencies in conversational agent development is transfer learning. In transfer learning, a model is trained on a generic task like unsupervised language modeling and subsequently fine-tuned on a downstream task like semantic entailment (Bowman et al. 2015). Pre-training data sets for images involves training on the large-scale Imagenet data sets (Russakovsky et al. 2015) with thousands of labels, but pre-training is unsupervised for language. Fine-tuning on downstream tasks (Devlin et al. 2018), (Howard and Ruder 2018) still requires task specific labeled datasets and the quality of the down-
The need for labeled datasets is still a bottleneck, and higher quality labeled datasets determine a task’s success and a benchmark.

One alternative to fine-tuning is to rely on features generated from BERT and directly use the resulting model for downstream tasks (Wang, Khabsa, and Ma 2020). This approach is scalable and significantly faster than fine-tuning an entire network.

**Methodology**

Our approach is to use aspects of weak learning to improve the efficiency and accuracy of data labeling. We then use these improved labels to train a classification model and combine this model with active learning methods to improve the resulting classification model. This process can then be used in transfer learning to be applied to the NLP portion for additional scenario development of conversational agents assuming the same assessment metric is desired. This process is depicted in Figure 1.

**Implementation in Education Domain**

**Assessment Metric**  IQA is the chosen assessment rubric that is used to create the categories to be predicted by the model. The categories guidelines are expanded on below.

- **Probing and Exploring**: Clarifies student thinking, enables students to elaborate their own thinking for their own benefit and the class. Points to underlying mathematical relationships and meanings and makes links among mathematical ideas. (e.g. Explain to me how you got that expression?)
- **Procedural or Factual**: Elicits a mathematical fact or procedure; Requires a yes/no or single response answer; Requires the recall of a memorized fact or procedure (e.g. What is the square root of 4?)
- **Other Mathematical**: Related to teaching and learning mathematics but do not require mathematical procedures or factual knowledge; probe students’ thinking, press for explanations. (e.g. Which problem was the most difficult?)
- **Non-Mathematical**: Does not relate to teaching and learning mathematics (e.g. Why didn’t you use graph paper?)

Of note is while initial labeling occurred, an additional “Expository” category to account for rhetorical utterances and instructional statements in question form. This category was excluded from analysis for the results published in this paper.

**Data**  The education data was collected by audio recording the teacher-student conversations that took place in a high-school Geometry session while students were engaging with a project aimed at helping them understand the relationship of scale factor on the dimensions, surface area, and volume of rectangular prisms.

The project involved students interacting with visualizations of a rectangular prism, using a data table to record observations from the visualization, and explaining the impact of scale factor. The teacher-student conversations related to the explanations that students were writing or revising.

Audio recordings were trimmed to only include periods of the class where one-to-one teacher-student conversations about the impact of scale factor occurred. The 270 minutes of trimmed classroom audio was then transcribed using the Rev.com translation service. The transcript was reviewed by a member of the research team, and transcription errors were corrected, names of students and teachers replaced with personal pronouns to anonymize the transcript, and sections of text that did not related to the project (such as conversations about using the bathroom, tardiness, laptop charging, room temperature) were removed.

Using these transcripts, each utterance or sentence spoken by the teacher was separated as a data point to be labeled. This method resulted in 867 sentences that are spoken by the teacher in the conversations. We took a random subset of twenty percent of these (174) to be labeled and this is the data used for our initial experiments.

Three certified educators with backgrounds in teacher education were trained to rate instances of teacher dialogue into one of the four categories defined for the IQA. Before the rating of the data set, raters met and reviewed the criteria for each level of the IQA with an associated range of examples. Then raters labeled a common evaluation set of approximately 50 teacher questions. After all rating of the common evaluation set was complete, raters met to review and resolve variations in ratings and interpretations of IQA categories before moving onto the the larger data set.

In order to address domain specific tasks we use transfer learning strategies. In fact repeated iterations are often necessary to come up with clearer rubric for what constitutes different categories of questions and their corresponding descriptions.

**Weak Supervision and Active Learning**  For the initial scenario development, we relied on expert labels in a visual platform that enabled the annotators to select a specific category for the question. For the first iteration of the data collection, the annotation coverage over the data set was nearly 100%. In other words, all data points were labeled by all the annotators. The small number of data points serves multiple purposes: Revising annotation guidelines and selecting the complexity of tasks and labels for specific subcategories. We randomly selected out the 250 examples and specifically computed the accuracy for each of the subcategories of tasks. If the annotation agreement was low for one subtask, like “probing questions”, we could specifically query for annotators to label more probing questions than any other category. This process can be iteratively run as many times until the desired accuracy is obtained. Simple ML models that rely on very little labeled data can be used for model-assisted labeling to improve data quality. In model assisted labeling a machine learning model already provides the prediction and the annotator either accepts the prediction or changes it. It has been shown that model assisted labeling speeds up annotation time required per annotation (Masubuchi et al. 2020), and significant disagreements between annotators and models found through model assisted labeling
are good candidates for active learning.

**Model Description and Labeling functions**  The text sentences were converted to features using the state of the art BERT model’s feature outputs for a sentence. We did not fine-tune the model, but instead used these as input features and performed a logistic regression. The labels for the generative models were used to train the logistic regression model. We performed five sets of experiments for hyperparameter tuning of the logistic regression model for this education scenario, and the best model was chosen based on validation set accuracy. This validation set label was generated through noisy labels of the weak supervision task.

The amount of data within the education scenario is limited. In order to illustrate the validity and scalability of our approach with the number of examples and number of annotators we relied on the Google toxicity dataset (Wulczyn, Thain, and Dixon 2017) and used weak supervision approaches on it. We were able to illustrate the strengths of the discussed weak supervision methods in terms of the number of annotators and the number of examples labeled by them.

**Quantifying relationship of annotators and number of examples**

The toxicity dataset (Wulczyn, Thain, and Dixon 2017) is a large scale dataset of 100k high quality human labeled comments. Using the noisy labels generated in the toxicity data set, we use a method developed by (Ratner et al. 2016) which explicitly models this as a generative process by learning the accuracy of the labeling functions and the corresponding dependencies between them. A discriminative model that relies on the labels generated through this process is trained for downstream tasks like classification. One approach to developing labeling functions is to rely on rules like (Neeraj 2020) but in our experiments we only model annotators as labeling functions. The toxicity challenge has a highly unbalanced dataset, with only 10% of the comments as toxic. In order to address this, we created stratified sampling for the test set. Since the test set was large, we selected a more balanced distribution of positive and negative classes for the evaluation. For fairness, the above accuracy numbers in the two Figures 3 and 4 exactly half toxic and half non-toxic comments, were selected. This prevents a skewed baseline and helps conduct ablation studies in measuring the actual performance of annotators and the number of examples. The experiment set up is as follows:

**Number of annotators selected based on high coverage**

In Figure 5, the toxicity dataset, we scale up the number of annotators progressively and the number of examples they are annotating. So we select the top N annotators with the highest number of examples annotated, representing the x-axis. Since this data has already been collected, we simulate the experiments by the most annotated examples from the dataset. This increases the coverage and increases the likelihood of selecting examples that were annotated by the annotators. Given high coverage, it is clear that as we scale up the number of annotators, the model’s accuracy increases. Keeping the number of annotators constant, if annotators label more examples each, the accuracy increases. The slight dip for 200 and 500 examples each above 50 annotators is likely because the coverage drops sharply when we increase the number of annotators. However, the performance consistently improves when we increase the number of examples annotated by each annotator, and there is no significant gain between annotating 1000, 2000, and 4000 examples when we increase the number of annotators. This approach can lead to significant cost savings by either increasing the coverage through several examples annotated without increasing the number of annotators for tasks.

**Number of examples annotated vs number of annotators**

In the second ablation study, we measure the performance of the minimum number of examples required vs. accuracy. Figure 4, the experiment set up is as follows. Given a certain number of annotators we measure the minimum number of examples required for annotation to achieve different accuracy levels. The baseline is 0.5 since it is a binary classification task. The accuracy achieved increases as we increase the number of annotators make a significant difference up to 8 annotators. But with 16 annotators, the gain is minimal by scaling the number of examples highlighting the importance of the annotators’ coverage of the labeling data. Note that with 16 annotators, labeling 1300 examples...
Figure 2: The sampling strategy to label data at each stage is selected through a combination of task specific metrics and examples which had conflicting outputs from model assisted labeling. Since data is also programatically labeled with updated labeling functions in each stage, this process is significantly faster than traditional active learning strategy. This also gives an opportunity to revise rule based labeling functions. If the coverage of the new labeling function is low or the empirical accuracy in the validation set is low, the labeling function is discarded and data labeled by the labeling function is added back to the pool.

gives superior performance compared to 8 annotators labeling ten times that many examples. The number of annotators makes a much more significant difference than just scaling the number of annotated examples. Also, notice the minimal gain achieved by increasing both the number of annotators and the number of examples beyond a certain point. (16 annotators labeling 4000 examples each). In this dataset, there is no benefit to increasing the number of annotators or examples to achieve accuracy higher than 95%.

Results

Data labeling through weak supervision using the IQA defined categories has enabled us to collect data more rapidly than traditional methods. The inter-annotator agreement for the initial labeling tasks was 49.4 (Cohen’s Kappa), and it subsequently improved to 79.4 in the second iteration of data labeling. The labeling functions were designed using multi-task methods of weak supervision. These functions were then used to generate a labeled data set that outperformed majority vote labeling and were used to create a classification model using BERT. Active learning was then used with this classification model to label examples that did not have a majority vote in either iteration. The test set for evaluation of the model were examples collected through the second round of data collection. This was an optimal way to improve the annotators time since the annotators in our case were expert educators. Since a new category was added in the subsequent iteration of data collection, we report individual class level accuracy for examples that had at least 50 samples per category.

Labeling functions were iteratively developed by using coverage and accuracy on the test set as an attribute. Since conversation from videos often had ‘pauses’ and incomplete sentences, iterative labeling function development was necessary to increase the accuracy on the test set. Our approach efficiently combines multiple methods (weak supervision, active learning and transfer learning) to address the goal of developing educational training scenarios quickly as well as developing an improved classification and thereby feedback tool that can be used in a conversational agent within the education domain.

| Category               | Accuracy |
|------------------------|----------|
| Non-math               | 0.742    |
| Procedural             | 0.815    |
| Probing or Exploring   | 0.695    |

By relying on active learning using the conflict strategy
work described here is generic we believe this can be applied to any training scenario. We also did an ablation study of the impact of the number of workers and number of examples with accuracy on a large publicly available dataset to highlight the empirical evidence at scale. This approach will be used in future studies in developing other mathematical scenarios like Fractions and Algebra. Effective usage of noisy annotators will also help balance the cost of training annotators and using noisy labels. The above described labeling functions also enables us to use transfer learning for some categories and rely in domain specific labeling functions for others. We will also open source our entire code and implementation on the publicly available dataset for replicating the key graphs.
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