Abstract—The extraction of color features plays an important role in image recognition and image retrieval. In the past, feature extraction mainly depends on manual or supervised learning, which limits the automation of the whole recognition or retrieval process. In order to solve the above problems, an automatic color extraction algorithm based on artificial intelligence is proposed. According to the characteristics of BMP image, the paper makes use of the conversion between image color space and realizes it in the visual C++6.0 environment. The experimental results show that the algorithm realizes the basic operation of image preprocessing, and realizes the automatic extraction of image color features by proper data clustering algorithm.
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I. INTRODUCTION

The characteristics of graphic design image mainly include color, form and texture. For color images, color is the most important and intuitive image feature. Color feature extraction plays an important role in image processing, recognition and retrieval. In the past, feature extraction was mainly realized by manual or supervised learning, which limited the automation of the whole recognition or retrieval process.

Color is one of the important factors to describe the emotion of a picture and painting. Different colors produce different emotional effects. Art and design often use color psychology to affect people’s sensory experience. At present, there are two types of color extraction methods: color quantization algorithm and clustering algorithm. Color quantization algorithm mainly includes octree algorithm and median segmentation method, Clustering algorithm, taking clustering algorithm as an example, feature extraction is one of the key problems of pattern recognition [1], and data clustering does not need the information of known classes. This method is an unsupervised learning method, which has been applied to image feature extraction [2]. Visual C++ is one of the most popular software development tools today. The graphic design of AI combines the technical essence of Microsoft. In particular, its advantages in compiler optimization technology make it more suitable for the development of image processing software [3]. However, these algorithms are based on the RGB color space of pictures. For pictures with color illusion, the extracted color value is significantly different from the color observed by human eyes, which is not in line with people’s intuitive feeling.

In real life, the color in color images is mainly described by semantics. In digital devices such as computers, the representation of image color is based on data domain. Color image provides people with rich and colorful information, and the regions of interest in the image can be extracted through the regional characteristics of gray, texture and color. Therefore, this paper skillfully uses the transformation of image color space to propose an automatic color extraction algorithm of graphic design image based on artificial intelligence.

II. AUTOMATIC COLOR EXTRACTION ALGORITHM FOR SURFACE DESIGN IMAGE

The conversion between color space and various color spaces is a very important problem before color feature extraction of graphic design images. In the color feature representation of color image, there are many color spaces to choose, and the choice of color space has an impact on the final result of image retrieval. In this paper, HSI space is selected for feature extraction, and on this basis, the color feature set of graphic design image is constructed. Finally, the automatic image color extraction is realized by artificial intelligence algorithm.

A. Color space characteristics of graphic design image

In order to make all kinds of colors can be arranged in a certain order and contained in a space, the three-dimensional coordinate axis is corresponding to the three independent parameters of color, so that each color has a corresponding
space position. Conversely, any point in the space represents a specific color, and this space is called color space. The quantitative representation of image color information is completed in color space (color coordinate system). Color space is three-dimensional [4]. As the three-dimensional coordinates of color space, the three independent parameters can be the three psychological attributes of color: hue, saturation and intensity. They can also be the other three parameters, such as RGB, lab or CMY. As long as the three parameters describing color are independent of each other, they can be used as the three-dimensional coordinates of color space. CMYK color space, YCC color space, CIE color space, RGB color space and HSI color space are commonly used [5]. The RGB color coordinate method takes red R, green G and blue B as the primary colors, and the other colors are weighted and mixed by these three primary colors. RGB color space is a common color space, because most digital images are expressed in this color space. However, the main disadvantage of RGB space is that it is not intuitive. It is difficult to know the perceptual attribute of the color described by the RGB value. Secondly, RGB color space is one of the most uneven color spaces, and the difference between two colors cannot be expressed as the distance between two points in the corresponding color space. If the RGB value is converted into hue, color saturation and brightness, the problem is solved [6]. Therefore, some other color spaces which are more in line with visual perception are proposed. HSI is more commonly used, and its three components represent hue, saturation and brightness respectively. In HSI model, H component is the most similar to human vision in describing color. In many applications, when the color image is transformed from RGB space to HSI space for retrieval, only H component can be considered to simplify the operation and improve the processing speed. As is shown in Figure 1.

Figure 1. Two color space coordinate systems

RGB color space is the most common color space. RGB color space is based on the color space of color adding model of color science [7]. The so-called color adding model is relative to the color reduction model. In addition to the original color, the color in the color adding model can be mixed by proportion of the original color, while the subtraction model considers that any color is obtained by subtracting a certain proportion of the original color components from the pure white [8]. There is no contradiction between color adding and color reducing models, which reflects the understanding of color composition. The most common color reduction space is CMYK space. For RGB space, the primary colors are red (wavelength 700 nm), green (wavelength 546.1 nm) and blue (wavelength 435.8 nm). The color space is constructed by using three-dimensional coordinate system [9]. The three axes of coordinate system are R, G, B components, each component has the strength of 0 to 255, and the zero intensity of all primary colors is black, and the strongest brightness of all primary colors becomes white. A set of (R, G, B) coordinates can be used to define any color in the space [10]. RGB color space is the most common color format to store images in digital imaging. The data pictures processed are RGB pictures. Conversion formula from RGB format to HSI format:

\[ H = \arctan \left( \frac{1}{\sqrt{6}} (2R - G - B) \right) \frac{1}{\sqrt{2}} (G - B) \]  
\[ S = \sqrt{\left(4R^2 + 4G^2 + 4B^2 - 2RG - 2RB - 2GB\right) / 6} \]  
\[ I = \frac{1}{\sqrt{3}} (R + G + B) \]

The model calculation based on image structure similarity is successful, considering the large number of distortion types that can damage the image structure information, and the human visual approach is highly sensitive to the structure [11]. The SSIM extracts the brightness, contrast, and structural features, calculates the SSIM index based on...
the reference and distortion images, and then summarizes the fusion features to obtain the mass score. SSIM expression:

\[
SSIM(x, y) = \frac{2\mu_x\mu_y + c_1}{\mu_x^2 + \mu_y^2 + c_1} \frac{2\sigma_{xy} + c_2}{\sigma_x^2 + \sigma_y^2 + c_2}
\]

(4)

Where \(\mu\) is contrast and structural similarity, \(\sigma\) and \(\sigma\) are two pictures, \(\sigma\) is a constant. Gradient feature is also an important feature for image structure and sensitive to human eyes. Based on this, FSIM model first extracts the phase consistency and gradient amplitude of the image, and then combines them into the following formula to define a structural similarity parameter:

\[
s(x, y) = \frac{2f_x f_y + a}{SSIM(x, y)(f_x^2 + f_y^2) + a}
\]

(5)

Where \(a\) represents the phase consistency or gradient amplitude characteristics, and \(a\) is a stability factor [12]. The image acquisition module is mainly composed of FPGA controller, image sensor, memory SDRAM and Serial UART. FPGA controller is an important part of image acquisition module. The overall structure of the module is shown in the Figure 2.

![Figure 2. Overall structure of image acquisition module](image)

In addition to the study of the structure and signal characteristics of the image, the image aesthetic quality evaluation needs to study the image composition, color, exposure, content and other high-level information [13]. Considering the factors of color, texture, shape, size, depth of field, three-way rule and regional contrast, a picture quality classifier is trained. The features of picture simplicity, clarity, color, contrast and average brightness (exposure) are extracted to classify professional and amateur photos [14]. The color harmony model is introduced into the study. The deep neural network is used to solve this problem. The quality classification of images is done by hand extracting features and a machine learning algorithm. Because of the many aspects of image aesthetics and complex problems, the current algorithm effect is far from meeting the application requirements [15]. The image information is extracted by the image acquisition module and transmitted to the image color enhancement module. The image color enhancement module uses the color image enhancement algorithm based on visual characteristics to adjust the overall brightness of the image and enhance the local contrast, and completes the color enhancement output of the plane vision image to the artificial intelligence interface to the user.

### B. Color feature collection of graphic design image

After the image information is collected by the image acquisition module, the information is transmitted to the image color enhancement module. When the collected image is full of a row of effective pixels in the SDRAM memory, the image data of this row is migrated to the image acquisition storage area of the external memory DDR [16]. When the image data in this storage area is larger than 1 frame, the image color enhancement module uses the color image enhancement algorithm based on visual characteristics to adjust the overall brightness of the image and enhance the local contrast. The processed image data is copied to the DDR image revisit storage area, and then the image data in this area is transferred to the FIFO of image output [17]. The standard image is displayed by DE90CF383 coding, and the plane vision image color enhancement processing of AI interface is completed. The image color enhancement module is shown in the Figure 3.
The traditional image color enhancement module uses the color image enhancement algorithm based on visual characteristics to adjust the overall brightness of the image. At the same time, the overall brightness adjustment of the plane visual image to enhance the local contrast is mainly based on the nonlinear adaptive pull-up of the histogram to realize the enhancement of the dark area in the interface [18]. CMYK color model is a color model composed of complementary colors of red, green, and blue, cyan, magenta, and yellow. Different from the display, it is a combination of subtractive colors by printing the reflected light of color ink and color paint. The color model composed of cyan, red, and yellow is equivalent to subtracting a certain color from white, so it is also called the subtraction method. In Cartesian coordinate system, the appearance of CMY color model is similar to that of RGB color model, but the origin and vertex are just opposite [19]. The origin of CMY model is white, and the corresponding vertex is black. The simple conversion from CMY to RGB is as follows:

\[
\begin{align*}
R & = 1 - C \\
G & = 1 - M \\
B & = 1 - Y
\end{align*}
\]  
(6)

HIS color space and RGB color space are different representations of the same physical quantity. For any three RGB values normalized to [0, 1], they can be converted to HIS model. The H, S, I components of this model can be calculated by the following formula:

\[
\begin{align*}
H & = \arctan(\sqrt{3} \cdot \frac{G - B}{(R - G) + (R - B)}) \\
I & = \frac{R + G + B}{3} \\
S & = 1 - \min(R, G, B) / I
\end{align*}
\]  
(7)

In the formula, the R, G, and B components of the pixel \((i, j)\) in the RGB space are represented by \(R_i, G_i, B_i\) respectively. The length and width of the image are set as \(m, n\), and the threshold is \(\omega\). The number of pixels in \(\text{MaxRGB}(i, j)\) exceeds the threshold \(\omega\). The number is described by \(m\), and the threshold is 0 \(\omega\) by:

\[
\omega = \text{uint8} \left( \frac{\text{Long} \times W \times 100}{256} \right) \text{MaxRGB}(i, j)
\]  
(11)

The length and width of the image are set as \(\omega\), width, 256 as the number of gray values, and 100 as the amount of threshold. The gray values of pixels not larger than the threshold need not be sorted out to reduce the interference of a small number of gray values on the mapping:

\[
\text{TraRGB}(i, j) = 255((n - 1)/(m - 1))g + \omega
\]  
(12)

Where: \(n\) and \(m\) are constants, and the value range is [0, \(\omega\)); \(\text{TraRGB}(i, j)\) is the gray value after mapping, and the best gray value \(g\) of image pixel is:

\[
g = 0.0439 \cdot (\ln(\text{ValueMean}))^2 - 0.1163 \ln(\text{ValueMean}) + 0.5733 \text{TraRGB}(i, j)
\]  
(13)

After the overall brightness adjustment, the details of the
overall low illumination area of the image can be enhanced. Next, we need to enhance the local contrast of the image brightness through the correlation between the gray values of the local area pixels to make the image details more significant [21]. The calculation window size is $9 \times 9$ median filter can store the edge details of the image completely. So median filter is used to calculate the mean value of brightness in this range:

$$\text{MedRGB}(i, j) = g_2 \cdot \text{median}(\text{TraRGB}(i, j))$$  \hspace{1cm} (14)

After obtaining the average brightness by formula, the local contrast of image color is enhanced by formula:

$$\text{ResRGB}(i, j) = g_2 \cdot (\text{TraRGB}(i, j) - \text{MedRGB}(i, j)) + \text{TraRGB}(x, y)$$  \hspace{1cm} (15)

Where: $g_2 = 2$; $\text{TraRGB}(i, j)$ is the gray value of the pixel after the overall brightness processing; $\text{TraRGB}(i, j)$ is the average value of regional brightness; $\text{ResRGB}(i, j)$ is the gray value of local contrast enhancement. After repeated experiments, the following parameters were found to quantify the difference, including correlation coefficient:

$$d(H_k, H_D) = \frac{\sum (H_k(I) - \bar{H}_k)(H_D(I) - \bar{H}_D)}{\sqrt{\sum (H_k(I) - \bar{H}_k)^2 \sum (H_D(I) - \bar{H}_D)^2}}$$  \hspace{1cm} (16)

Contrast plays an important role in image perception. Based on the recently discovered free energy principle, the free energy theory is effective in quality evaluation, especially in the image analysis of contrast change. Therefore, the information $d_i$ theory is introduced as the consideration of image contrast:

$$E(x) = -\sum_{i=0}^{255} P_i(x) \log P_i(x)$$  \hspace{1cm} (17)

Where $P_i$ the probability and the base of log is 2. The difference between the two graphs is the characteristic:

$$d_x = d(H_k, H_D)/E_x - E_D E(x)$$  \hspace{1cm} (18)

In addition to the above features, hue number has been proved to be a useful feature in the study of image authenticity prediction [22]. Image softness, that is, the average gradient of image, is also often mentioned in photo professional prediction. In addition, as a classic and efficient quality evaluation index, PSNR is also used in this paper. As is shown in Table 1.

| Category               | Feature name | Characteristic meaning                        |
|------------------------|--------------|-----------------------------------------------|
| Basic color features   | $V_L$        | Luminance variance                            |
|                        | $V_S$        | Saturation variance                           |
|                        | $V$          | Average brightness                            |
|                        | $V_H$        | Hue variance                                  |
|                        | $H$          | Average hue                                   |
|                        | $S$          | Average saturation                            |
| Color edge features    | $D^L(R,D)$   | Edge difference of channel L                  |
|                        | $D^B(R,D)$   | Edge difference of channel B                  |
| HSV Spatial distribution characteristics | C           | Correlation coefficient of HSV histogram       |
| Other features         | G            | Image softness is the average gradient of the image |

![Diagram](https://via.placeholder.com/150)
According to the extracted features shown in Table 1, the quality of image color change is evaluated by using characteristic elements such as brightness, saturation, hue, channel edge difference and image softness. Through the above analysis, it can be seen that in order to better extract the color of graphic design image, more image color feature information is required. Therefore, this paper attempts to extract a large number of features related to color change to form a feature library, and then use various machine learning regression algorithms to train the model and establish a subjective database data suitable for image color change. In order to get the best model algorithm, the training adopts the methods of feature normalization, cross validation and grid search. Then the correlation analysis of each feature is carried out, and the meaningful features are selected to prove the significance of color correlation features in color change image quality evaluation. The research path is shown in the Figure 4.

The creation of image database has clear relevant standards and industry practices that can be followed, which is generally divided into four steps: image collection, image processing, subjective evaluation and analysis, as shown in the Figure 5.

### C. Realization of automatic extraction of image color

Image segmentation is an important problem in image processing and computer vision. Its purpose is to divide an image into different regions with different characteristics, and provide necessary information for further analysis, recognition, cognition and compression of images. For color image segmentation, two problems are mainly solved, one is the appropriate color space selection, and the other is the segmentation method. Color space has been through a long time since it was proposed. Most of them are made locally or specially used in a certain field. RGB, HSV, HIS, CMYK and so on are commonly used. The appropriate color space can be selected according to different requirements. For segmentation methods, so far, a lot of color image segmentation algorithms have been proposed. Most of the algorithms are gray image segmentation methods directly applied to color space. These image segmentation methods are mainly based on feature information and spatial information. In feature-based methods, image segmentation is considered as an application of pattern recognition, which can be further divided into supervised classification and unsupervised classification. Because of the fuzziness and inhomogeneity of the image itself, the fuzzy theory has the ability to describe the fuzzy problem of image, and the segmentation result should conform to the human sensory and visual characteristics. So it is necessary and reasonable to use fuzzy theory to process information technology and apply it to image processing. Image semantics is an abstract expression of human understanding of image content, and is essentially a representation of knowledge. As mentioned above, the content of the images is very rich. Because of the existence of individual differences, people must have subjectivity in understanding images. Therefore, the understanding of an image is different from different cognitive subjects and different perspectives. How to effectively express the semantic information of an image is an important aspect of image semantic research. The content or information contained in the image is very rich. The semantic description of the image is analyzed based on different semantic levels. The scope or granularity of the semantic description at different levels is different. The classification of semantic level of image is closely related to the classification of image feature structure. In the early stage of image research, according to the physical characteristics of images, images are only regarded as the collection of underlying visual features. And the classification of semantic level is also developing with the deepening of image understanding. As is shown in Figure 6.

Color feature extraction based on semantics is a method of color feature extraction using fuzzy clustering algorithm. The main process of extraction is as follows: firstly, the color image is read in, which is automatically converted into 8-bit RGB format according to different image formats, and the image is scaled to the appropriate size at the same time; Then, the color features of the image to be segmented are identified, and the color features to be segmented are extracted, and compared with the semantic color samples in the database, and the corresponding semantic color is found; Then, according to the selected target color as the clustering center of image segmentation, fuzzy clustering algorithm is used for clustering analysis to intercept the appropriate color partition; Finally, the results of extraction and segmentation.
are analyzed. The process of color feature extraction can be simply illustrated by the following block diagram. The extraction process of semantic color features of an image is mainly composed of several modules, such as image data reading, pixel matrix establishment, data processing, clustering, feature extraction and selection, as shown in the Figure 7.

![Figure 6. Semantic hierarchy model of image](image)

![Figure 7. Image data feature extraction and selection module](image)

Based on the three-layer structure of image, the simplest level division is to divide the image semantics into three structural levels. The first layer is the feature semantic layer, which describes the underlying physical features of the image, such as color, texture, shape, edge and so on, which is the basis of content-based image analysis. The second layer involves the high-level features and their semantic description derived from the reasoning and analysis of low-level visual features; the third layer is the higher-level semantics, including scene semantics, behavior semantics and emotion semantics, obtained by further reasoning of objects and spatial relations. In essence, the feature layer does not correspond to the real image semantics, because it is based on the physical characteristics of the image, and does not add human understanding and abstraction. In the past, the analysis and processing of images mostly focused on this level. Using text information to describe image or image region is a popular way. Although text-based semantic description is intuitive and easy to deal with abstract objects, it needs a lot of manual annotation, cannot
automatically obtain the text description of image content, and has limited ability to express the complex relationship between concepts. In recent years, through the introduction of computer linguistics and other information processing methods, the semantic representation method based on text expression has better fuzzy matching ability, and the expression ability has been enhanced. The reason why color harmony models are contradictory and cannot be integrated is that the existing color harmony models are designed based on rules. The essence of the color harmony model is to study the relationship between color and color. Based on this idea, it can be assumed that between any two colors in nature there is a value representing their subjective feelings, which becomes a harmonious relationship. The color harmony model is to fit the whole harmonious relationship. Due to the complexity of human visual methods and the subjectivity of personal views, the rule design is naturally immature, so the effect of traditional artificial design model is poor. For this problem, we adopt the modern concept of data learning to solve. Although there are differences in each person’s views, a large number of people can get opinions that can represent the mainstream views. The color harmony relationship is the same. The color harmony model can be obtained by learning and training a large number of data. When the amount of data is large enough and the method is reasonable, the universal color harmony relationship can be obtained. The knowledge based on data is more convincing than the traditional model based on rules. The specific method is to assume that the color quality score of an image is determined by the relationship between its main colors. Then, to extract the main color of a picture and establish a numerical relationship between the image quality score and the harmonious relationship between the main color pairs, the color harmonious relationship can be acquired according to the image subjective quality score, and the image quality score can also be predicted according to the existing color harmonious relationship. The relationship between the image quality score and color harmony is that the spatial characteristics of the image must be considered, that is, the position and importance of color in the image. Therefore, this paper introduces the image saliency calculation technology. Learning the knowledge of color harmony from a large amount of image data can solve the problem that the traditional color harmony model is contradictory and cannot be combined. Moreover, the traditional color harmony model is not suitable for complex colors and cannot perform regression calculation. For example, in order to fully reproduce on various display devices, such as monitors, printers and handheld devices, Color images should be processed according to the color gamut of the target device. This process follows the gamut mapping mechanism. When an image is transmitted from one device to another, it will convert each color outside the gamut into the closest reproduction color in the image data. However, in this process, the color outside the color gamut is usually mapped to the boundary point of the target color gamut. Often, different color points are mapped to the same boundary point of the target color gamut. Often, different color points are mapped to the same boundary point of the target color gamut, resulting in the loss of a large amount of color information in the original image, resulting in blur and halo noise in the reproduced color image. The above phenomena will lead to large deviation of the regression model. Therefore, the knowledge of image saliency is introduced to consider the spatial distribution of color. The technical path is shown in the Figure 8.

Figure 8. Flow chart of image quality evaluation method based on color harmony relationship learning

The framework is divided into two parts: training and prediction. In the training part, the information of color
harmony is extracted through image processing, that is, the numerical relationship between the theme colors of each image, which is persistent to the database. As the knowledge of color harmony, in the process of a large amount of data training, the database will be constantly updated and improved. In the prediction phase, for an input image, color block segmentation and saliency calculation are performed respectively. As one of the important characteristics that determine the quality of color image, color harmony has attracted the attention of a large number of researchers. For a simple color distribution, its harmony can be judged by calculating the relative differences of hue, saturation and brightness between the two colors. In this paper, the main color of the local area of the image block is used to represent the color harmony of the image by calculating the relative differences between the hue, saturation and brightness of the local image block and the main color. Firstly, the local image block is converted from RGB color space to Munsell color space, the main color of the image block is calculated according to the hue value, then the hue value of each pixel in the image block is subtracted from the main color to obtain the absolute value, and then their frequency distribution histogram is calculated. Finally, the color harmonic library is queried according to the color block segmentation results, The harmony score between color blocks is obtained, so as to obtain higher quality graphic design image color extraction results.

III. ANALYSIS OF EXPERIMENTAL RESULTS

In order to verify the effectiveness of this method, this paper compares the color enhancement effect of plane vision image based on design artificial intelligence interface with the original image, and implements it with Visual C + + 6.0 programming language. In order to test the efficiency of the algorithm for content-based image retrieval database, 500 color images are selected and color features are extracted from the images, under the same test conditions (i.e. select the same case image and the same similarity), check the time of the returned result and the accuracy of the returned image. The results compared with the sequential retrieval algorithm are shown in the Table 2.

| Name        | Number of reference pictures | Total number of pictures | Number of distortion types | Types of color dependent distortion |
|-------------|------------------------------|--------------------------|---------------------------|-------------------------------------|
| TID2019     | 25                           | 1700                     | 17                        | Color additive noise                |
| LIVE        | 29                           | 779                      | 5                         | Nothing                             |
| CSIQ        | 30                           | 866                      | 6                         | Nothing                             |
| TID2020     | 25                           | 3000                     | 24                        | Saturation change                   |
| MICT        | 14                           | 168                      | 2                         | Nothing                             |
| A57         | 3                            | 54                       | 6                         | Nothing                             |

According to the analysis of the image, the original RGB gray value is relatively concentrated, and the details in the side reflection of the original image are fuzzy, the contrast is not high, and the contour significance is low. In addition to the above image database for general quality evaluation, there are also other databases related to color changes.

Figure 9. Original RGB histogram

Figure 10. Histogram of enhanced RGB image
However, due to different research focuses, none of them can meet the needs of the market. A database containing 5000 original images and 5 different color versions of each image has been released. As shown in Table 3.

After using this method, the gray value distribution is more uniform, which shows that the enhanced image has significant details, clear edges and better plane vision than the original image. This method can improve the clarity of image color. In the experiment, the average gray value and contrast enhancement index (R) of octree algorithm, clustering algorithm and this algorithm mentioned in the introduction are calculated, and compared with the two evaluation indexes of overall brightness and local contrast. The performance results of these three methods are shown in Table 4.

### Table 4 Enhancement effect of three algorithms

| Index    | Octree algorithm | Clustering algorithm | The paper method |
|----------|------------------|----------------------|------------------|
| Over all brightness | 3.23 | 100.32 | 1.12 | 95.23 | 174.2 |
| Local contrast   | 1.11 | 3.21 | 4.32 | 4.65 |
| Mean value of gray value | 3 | 3 | 3 |

By analyzing the data in Table 4 and analyzing the gray value mean data from the two aspects of overall brightness and local contrast, it can be seen that the gray value mean of this method is 174.23110.23, which is greater than that of the other two methods. The R values of this method are 4.32 and 4.65, which are also larger than the other two methods. Experimental results show that this method can effectively improve the overall brightness and contrast of the image, and the enhancement effect is better than octree algorithm and clustering algorithm.

### IV. DISCUSSION

Color images affect human life style in many ways. For example, people share color pictures with family and friends through various mobile phone clients, which makes the original simple text or gray-scale picture communication no longer boring. However, when a color image is transmitted to the human eye, it has gone through many intermediate stages, including image acquisition, processing, compression, storage, transmission and reproduction. Because color images are stored digitally, the change of any one or a group of pixels will greatly change the visual characteristics and quality perception of the image. At the same time, the probability of color image distortion is very high, so it is very important to design quality evaluation algorithm for color image. The quality evaluation of color image can not only detect the integrity of the image, but also optimize the image parameters to produce the best visual feeling. Therefore, this paper is committed to designing a color image quality evaluation algorithm with high consistency with human perception by extracting color features that can effectively represent color distortion from the perspective of color frequency domain features, redefinition of color space and color visual characteristics.

### V. CONCLUSIONS

Color is one of the most direct and important features of human recognition of objects. Human beings can naturally recognize colors in different situations, but computer extracted colors lack the recognition of situations. They are easily affected by physical surface texture, illumination and shadow. They can not accurately recognize the same color in different environments, so they can only simply extract its RGB spatial value, However, RBG values cannot be mapped to the corresponding color category, and it is not understood that two different RGB values belong to the same color category.

The color feature extraction algorithm skillfully uses the transformation of color space to realize the basic operation of image preprocessing, and realizes the automatic extraction of color features through appropriate data clustering algorithm. Finally, an example is given to verify the effectiveness of the method and the practicability of the software. Compared with the color extraction method based on RGB color space, this method has the following advantages: (1) It is closer to people’s intuitive visual experience; (2) The complex RGB color values are classified according to the Chinese color naming rules; (3) It solves the problem that a small number of color illusion pictures cannot extract color by traditional methods. Thus, it lays a foundation for the automation of the whole method and the next research.
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