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Aircraft detection for remote sensing images, as one of the fields of computer vision, is one of the significant tasks of image processing based on deep learning. Recently, many high-performance algorithms for aircraft detection have been developed and applied in different scenarios. However, the proposed algorithms still have a series of problems; for instance, the algorithms will miss some small-scale aircrafts when applied to the remote sensing image. There are two main reasons for the problem; one reason is that the aircrafts in the remote sensing image are usually small in size, leading to detecting difficulty. The other reason is that the background of the remote sensing image is usually complex, so the algorithms applied to the scenario are easy to be affected by the background. To address the problem of small size, this paper proposes the Multiscale Detection Network (MSDN) which introduces a multiscale detection architecture to detect small-scale aircrafts. With the intention to resist the background noise, this paper proposes the Deeper and Wider Module (DAWM) which increases the perceptual field of the network to alleviate the affection. Besides, to address the two problems simultaneously, this paper introduces the DAWM into the MSDN and names the novel network structure as Multiscale Refined Detection Network (MSRDN). The experimental results show that the MSRDN method has detected the small-scale aircrafts that other algorithms missed and the performance indicators have higher performance than other algorithms.

1. Introduction

On the one hand, with the advent of economic globalization, aircrafts play a significant part in the aviation domain, so it has considerable guiding significance for the object detection of aircrafts. On the other hand, the difficulty of object detection for remote sensing image is closely related to the background environment in which the object is located. With the airport as the background, there are serious differences between the detected target and the background. The background and the detection target are imbalanced. What is worse, it is more difficult to locate the object with small-scale.

Along with the swift advance of deep learning, deep learning algorithms for object detection have gradually become the mainstream. Deep learning algorithms for object detection can be broadly categorized into two branches generally, including the one-stage object detection method which is seen as a problem of regression and classification and the two-stage object detection method which is built on the regional candidate proposals. The two-stage method will firstly produce a mass of regional candidate proposals according to the predesigned algorithm and then locates and classifies the target object through the backbone according to the generated regional candidate proposals. This series of algorithms mainly include R-CNN [1], SPP-NET [2], Fast R-CNN [3], Faster R-CNN [4], and Mask R-CNN [5]. Unlike the two-stage method, the one-stage method regards the object detection as a classification and regression problem to deal with, which means that the method does not need to produce a mass of regional candidate proposals to lead the method and can be directly put into convolution neural
networks to target object localization and classification. This series of algorithms mainly include YOLO [6], SSD [7], DSSD [8], FSSD [9], and RetinaNet [10]. In comparison, the two-stage method has higher location accuracy, but the training time is too long, leading to slow detection speed, while the one-stage method has fast detection speed, yet with lower location accuracy, and especially for small targets, there are a series of missed detection problems.

Various methods have been developed based on the deep learning for aircraft detection. Yan [11] aimed at the problem that there is still a lack of an effective method to detect aircraft precisely in remote sensing images, especially in some complicated conditions; a novel method was designed to detect aircraft precisely, named aircraft detection using Centre-based Proposal regions and Invariant Features (CPIF), which could handle some difficult image deformations, especially rotations. Lin and Chen [12] aimed at the problem whether directly employing a large number of instances with great variation would lead to a good performance; a you-only-look-once-v3-based detection process was proposed for automatic aircraft detection. Wang et al. [13] aimed at the problem that spaceborne optical remote sensing images were costly and difficult to obtain; an aircraft detection algorithm was proposed to detect aircraft objects with small samples, which could effectively detect aircraft objects and improve early warning capabilities. Shi et al. [14] aimed at the problem of complex background and multiscale characteristics. A two-stage aircraft detection method based on deep neural networks was proposed, which integrated Deconvolution operation with Position Attention mechanism (DPANet). Ji et al. [15] aimed at the problem that the target detection methods based on convolutional neural networks (CNNs) lacked sufficient extraction of remote sensing image information and the postprocessing of detection results. A target detection model based on Faster R-CNN was proposed, which could detect aircraft effectively, obtaining better performance than mature target detection networks. Li et al. [16] aimed at the problem of recognizing aircraft in remote sensing images that contained multiple objects and background; a human-computer fusion framework that combined the advantages of human and computer was proposed. Wu et al. [17] aimed at the problem that aircraft targets were usually small and the cost of manual annotation was very high; a simple yet efficient aircraft detection algorithm called Weakly Supervised Learning in AlexNet (AlexNet-WSL) was proposed to know detectors with only image-level annotations. Xu et al. [18] aimed at the problem that the aircraft to be detected was very small in optical remote sensing images and the interference of objects to the aircraft had a great impact on the aircraft characteristics in remote sensing images; a multiscale fusion prediction network (MFPN) was proposed to perform feature fusion from multiple angles to achieve a rich combination of gradients. Wu et al. [19] aimed to enhance the detection effect in the high-resolution remote sensing images which contained the dense targets and complex background; an improved Mask R-CNN model, called SCMask R-CNN, was proposed. Tahir et al. [20] aimed at the problem that object detection in satellite images was mostly complex because objects had many variations, types, poses, sizes, and complex and dense backgrounds; a method based on YOLO deep learning framework for aircraft detection was proposed. Wei et al. [21] aimed at the problem that aircraft detection via a type of bottom-up method could have better performances in the era of deep learning; a novel bottom-up detector named X-LineNet was proposed, which formulated the aircraft detection task as prediction and clustering of paired intersecting line segments inside each target. Although lots of superior methods for aircraft detection have been proposed, there are still some questions regarding when the methods are applied to the remote sensing image, for instance, the missed small-size aircrafts and the background noise’s affection. To alleviate the problems, a novel method for the aircraft detection of the remote sensing image is needed.

In this paper, we propose the MSDN network structure, which imports the multiscale detection model, by adding a smaller detection scale to the backbone of Darknet-53 to detect the aircrafts in small size. By referring to the Inception-ResNet [22] method, the DAWM module is proposed to alleviate the background noise. By incorporating convolution of different sizes into the network, it not only expands the perception field of the network, but also augments the nonlinear ability while improving the generalization capacity. Besides, we introduce the DAWM module into the MSDN network and name the novel network structure as MSRDN to address the problems of small-size and background noise. The main contributions of this paper are as follows:

1. To address the problem of missed small-size aircrafts, we propose the MSDN network structure, which imports the multiscale detection model. By adding a smaller detection scale to the backbone of Darknet-53, the grid cells can be divided into smaller ones and the possibility of small-size aircrafts falling into the grids can be increased. Thereby the possibility of detecting the small-size aircrafts can be increased.

2. To address the problem of background noise, we propose the DAWM module by referring to the Inception-ResNet. By incorporating convolution of different sizes into the network, the DAWM module can expand the perception field of the network and improve the generalization capacity. So that the network can face the changes of different environment and resist the background noise.

3. To address the two problems mentioned above simultaneously, we introduce the DAWM module into the MSDN network structure and name the novel network structure as MSRDN. With the intention to acquire better results, we put the DAWM module to the different positions of MSDN. Thereby, we get the MSRDN-F, MSRDN-M, and MSRDN-B.

2. Related Work

2.1. YOLOv3 Network Structure. YOLOv3 [23] is a popular method for object detection which is based on the fundamental of YOLOv1 and YOLOv2 [24]. In order to achieve
better detection effect, YOLOv3 uses a more complex backbone, which is named Darknet-53. Table 1 demonstrates the backbone of Darknet-53 without the full-connection layer. YOLOv3 uses convolutional layers instead of pooling layers to avoid the negative effects of pooling. By means of making a convolutional layer in use, which consists of a stride of 2, the edge length of the input image can be decreased to 1/2 of its primary scale, which means that the area of the input image can be decreased to 1/4 of its primary scale. At the same time, YOLOv3 adopts the ideology of ResNet [25] and adds the residual structure to the backbone network of Darknet-53. By using the way of jumping connection, it enhances the effect of feature transmission and reduces the problem that the gradient will vanish when the network’s layers is profound, thus enabling the network to develop to a deeper level. When the input image passes through the backbone network of YOLOv3, the input image needs to be subsampled five times, decreasing to 1/32 of its former scale. For instance, if the former scale of the image is about $416 \times 416$, after five times of subsampling operation, the size of the output image is $13 \times 13$, and that is the reason why the former image’s scale generally needs to be 32 times. The subsampling operation will lead to the reduction of the extracted map. The extracted map obtained in the direction of decreasing is usually called the high-level extracted map, while the extracted map obtained in the direction of increasing is usually called the low-level extracted map. Low-level extracted map still contains more details due to a few times of subsampling operation, while high-level extracted map contains more connotation due to multiple times of subsampling operation, but most details have been lost. In general, low-level feature diagrams pay more attention to local features, which is detail information, while high-level feature diagrams pay more attention to global features, which is semantic information. With the intention of detecting small targets efficiently, YOLOv3 makes the ideology of the feature fusion of FPN [26] in use. Combining the low-level characteristics and the high-level characteristics by the way of feature fusion, the high-level characteristics will have more details, while the low-level characteristics will have more connotations.

Figure 1 shows the network architecture of YOLOv3. For each input image trained by YOLOv3 backbone network, YOLOv3 will output three detection scales of different sizes for prediction, which are respectively 1/32, 1/16, and 1/8 of the former image scale. If the former image scale is about $416 \times 416$, respectively corresponding to the three detection scales of $13 \times 13$, $26 \times 26$, and $52 \times 52$, three different kinds of detection scales are respectively responsible for the detection of different scales. The detection scale of $13 \times 13$ is responsible for the object of large size, the detection scale of $26 \times 26$ is responsible for the object of medium size, and the detection scale of $52 \times 52$ is for the small size.

Table 1: The backbone of Darknet-53.

| Type          | Filters | Size/stride |
|---------------|---------|-------------|
| Convolutional | 32      | 3 × 3/1     |
| Convolutional | 64      | 3 × 3/2     |
| Convolutional | 32      | 1 × 1/1     |
| Convolutional | 64      |             |
| Residual      |         |             |
| Convolutional | 128     | 3 × 3/2     |
| Convolutional | 64      | 1 × 1/1     |
| Convolutional | 128     | 3 × 3/1     |
| Residual      |         |             |
| Convolutional | 256     | 3 × 3/2     |
| Convolutional | 128     | 1 × 1/1     |
| Convolutional | 256     | 3 × 3/1     |
| Residual      |         |             |
| Convolutional | 512     | 3 × 3/2     |
| Convolutional | 256     | 1 × 1/1     |
| Convolutional | 512     | 3 × 3/1     |
| Residual      |         |             |
| Convolutional | 1024    | 3 × 3/2     |
| Convolutional | 512     | 1 × 1/1     |
| Convolutional | 1024    | 3 × 3/1     |
| Residual      |         |             |

Take the detection scale of $13 \times 13$ as an instance; the former image will be separated into $13 \times 13$ grids after being processed by the backbone network, and each grid is responsible for the prediction of 3 frames. During the process of training, if the center of a real frame falls in the grid that the former image is separated, the grid is responsible for predicting the object. YOLOv3 generates the anchor box by clustering, and the generated anchor box guides the generation of the prediction box. Figure 2 is the border prediction graph, and the coordinates, width and height of the border prediction, are respectively shown in

\[
b_x = \sigma(t_x) + c_x,
\]

\[
b_y = \sigma(t_y) + c_y,
\]

\[
b_w = p_w e^{t_w},
\]

\[
b_h = p_h e^{t_h},
\]

where $c_x$ and $c_y$ respectively stand for the upper left corner's coordinates of the region in which the center point is located. $t_x$ and $t_y$ respectively represent the coordinate offset values by the prediction of network, which is separately scaled by the Sigmoid function, mapped to the range from 0 to 1, and then adds with $c_x$ and $c_y$ to get the center coordinate of the prediction box. $t_w$ and $t_h$ respectively represent the offset values of width and height. $p_w$ and $p_h$ respectively represent the width and the height of the predesigned anchor box. The width and height of the anchor box can be multiplied by the width and height after indexation to adjust the width and height of the anchor box. Finally, we get the four values of the border by the prediction of the network, which are separately $b_x$, $b_y$, $b_w$, and $b_h$. The anchor box generated based on the clustering algorithm can predict the position of the border, which can make the predicted border closer to the real box.

For the detection scale of $13 \times 13$, there are a total of $13 \times 13 \times 13 = 507$ predictions, for the detection scale of $26 \times 26$, there are a total of $26 \times 26 \times 3 = 2028$ predictions, and for the detection scale of $52 \times 52$, there are $52 \times 52 \times 3 = 8112$ predictions. Each frame contains 4 frame coordinates,
1 frame confidence, and 1 probability of the target object category. The frame confidence is shown in

\[
\text{confidence} = \Pr(\text{object}) \cdot \text{IOU}_{\text{truth}}^{\text{predict}}
\]  

(5)

where object is the target object and \( \Pr(\text{object}) \) is the probability of the target object that the prediction box contains. If the prediction box contains the target object, then the value of \( \Pr(\text{object}) \) is 1 or otherwise is 0. \( \text{IOU}_{\text{truth}}^{\text{predict}} \) is the interaction ratio of the real box and the prediction box, and if the value of \( \text{IOU}_{\text{truth}}^{\text{predict}} \) is larger, the greater the overlap between the real box and the prediction box, the better the prediction, and the confidence of the prediction category of the boundary box is shown in
\[
\text{Pr} \left( \text{scores} \right) = \text{Pr} \left( \text{class}_i, \text{object} \right) \ast \text{Pr} \left( \text{object} \right) \ast \text{IOU}_\text{truth}^\text{predict},
\]

(6)

where class\(_i\) is the category of predict object, \(i = 1, 2, 3, \ldots, n\), and \(n\) stands for the total number of the category of predict object. For different datasets, the value of \(n\) is different. Because this paper is aimed at a single class of ship object detection, so the number of \(n\) is 1. Therefore, the size of the convolution kernel of the last convolution layer should be \(3 \times (4 + 1 + 1) = 18\).

The loss function of YOLOv3 consists of three parts: the bounding box loss, the target confidence loss, and the category loss. The bounding box loss, target confidence loss, and the category loss are respectively shown in

\[
\text{box loss} = \lambda_\text{coord} \sum_{i=0}^{S^2} \sum_{j=0}^{B} l_{i,j}^{\text{obj}} \left( 2 - w_i \ast h_i \right) \left[ (x_i - \bar{x}_i)^2 + (y_i - \bar{y}_i)^2 + (w_i - \bar{w}_i)^2 + (h_i - \bar{h}_i)^2 \right],
\]

(7)

\[
\text{obj loss} = \lambda_\text{noobj} \sum_{i=0}^{S^2} \sum_{j=0}^{B} l_{i,j}^{\text{noobj}} (c_i - \bar{c}_i)^2 + \lambda_\text{obj} \sum_{i=0}^{S^2} \sum_{j=0}^{B} l_{i,j}^{\text{obj}} (c_i - \bar{c}_i)^2,
\]

(8)

\[
\text{class loss} = \lambda_\text{class} \sum_{i=0}^{S^2} \sum_{j=0}^{B} l_{i,j}^{\text{obj}} \sum_{c \in \text{classes}} p_i(c) \log \left( \hat{p}_i(c) \right),
\]

(9)

where \(S^2\) stands for the number of grids and \(B\) stands for the number of bounding boxes. \(l_{i,j}^{\text{obj}}\) stands for whether there is a target object in the bounding box at the \(j\) position of \(i\) grid; if there is a target object, then the value is 1 or otherwise is 0. \(l_{i,j}^{\text{noobj}}\) stands for whether there is no target object in the bounding box at the \(j\) position of \(i\) grid; if there is no target object, then the value is 1 or otherwise is 0. \(\hat{p}_i\) represents the category probability of category \(c\) in the \(i\) grid, and \(\bar{c}_i\) stands for the confidence of the bounding box at the \(j\) position of \(i\) grid.

2.2. Inception Module. Since the rapid development of neural network, there have been many different network architectures. The main improvement method of the mainstream network architecture is with the intention of augmenting the network’s depth, that is, the network’s layers, and the network’s width, that is, the network’s neurons. However, simply augmenting the backbone’s depth and width will take the backbone with a mass of problems; that is, too many layers of the network may lead to the disappearance of the gradient, and it is difficult to optimize the architecture of the backbone. What is worse, the complex network structure leads to too many network parameters and too much computation.

For addressing the problem of increasing the backbone’s width and depth while reducing the parameters down, the Inception module is proposed for decreasing the computation effort. The Inception-v1 [27] module is shown in Figure 3. The Inception module increases the adaptability of the network to different scales while broadening the backbone’s width by using the stack of three different convolution scales of \(1 \times 1, 3 \times 3\), and \(5 \times 5\). The convolution sizes of \(3 \times 3\) and \(5 \times 5\), relative to the convolution sizes of \(1 \times 1\), augment the complexity and increase the parameters of the backbone. In order to reduce the computational load of the network, a convolution size of \(1 \times 1\) is added before the convolution sizes of \(3 \times 3\) and \(5 \times 5\) to decrease the backbone’s parameters. The convolution size of \(1 \times 1\) can primarily make the feature graph’s dimension down and then send it to the \(3 \times 3\) and \(5 \times 5\) size convolution kernels. Since the number of channels is decreased, the backbone’s parameters are also greatly reduced. While it is important to note, however, that the \(1 \times 1\) convolution is after the maximum pooling layer, not before it, the Inception-v1 module for reducing the parameters is shown in Figure 4.

The Inception-v2 [28] module is shown in Figure 5. Considering that the calculation amount of the Inception-v1 module is too large and the perceptual field of the convolution scale of \(5 \times 5\) is the same to two convolution scales of \(3 \times 3\), the convolution scale of \(5 \times 5\) can be replaced by two convolution scales of \(3 \times 3\), thus reducing the calculation amount of \(5 \times 5 \div (3 \times 3 + 3 \times 3) = 1.38\) and thus augmenting the velocity of the network. The Inception-ResNet module, as shown in Figure 6, introduces residuals into the Inception module, letting the shallow feature be added to the high feature by another branch to achieve feature reuse and feature fusion, so as to facilitate rapid convergence of the architecture and to decrease the gradient disappearance problem that occurs when the network level is too deep. It is important to note, however, that the dimensions of the two channels must be the same before the residual connections can be added.

3. The Proposed Method

For addressing the problems of missed small-size aircrafts and the background noise’s affection, the new architecture proposed mainly aims at two aspects. On the one hand, to address the problem that small-size aircrafts are always missed, this paper puts forward the MSDN network structure, which proposes the multiscale detection model, respectively, corresponding to \(13 \times 13\), \(26 \times 26\), \(52 \times 52\), \(104 \times 104\) detection scale. It can divide input image into...
differentsizes of the grid, increasing the possibility that the aircrafts drop into the divided grids responsible for detecting the aircrafts, augmenting the possibility of predicting small-size aircrafts. On the other hand, to resist the background noise, this paper proposes the DAWM module; it can increase the backbone’s width and depth, strengthening the backbone’s receptive field, and augment the backbone’s generalization ability. So that the network can face the changes of different environment and alleviate the affection of background noise. Besides, we introduce the DAWM module into the MSDN network structure and name the novel network structure as MSRDN to address the problems mentioned simultaneously.

3.1. MSDN Network Structure. Figure 7 demonstrates the MSDN architecture. The input image is compressed to a certain extent after several layers of convolution of the backbone network. With the continuous convolution operation, the detail information of the extracted image becomes less and less, while the semantic information of the extracted image becomes more and more. After the feature fusion between the low-level features and the high-level features, the fused features are input into the detection scales of different sizes for target prediction. Predict 1, Predict 2, Predict 3, and Predict 4 correspond to four different detection scales separately. Predict 1 stands for the detection scale of $13 \times 13$ and is in charge of predicting the large targets in the image. Predict 2 stands for the detection scale of $26 \times 26$ and is in charge of predicting the medium targets in the image. Predict 3 stands for the detection scale of $52 \times 52$ and is in charge of predicting the small targets in the image. As for Predict 4, it stands for the detection scale of $104 \times 104$, being in charge of predicting the ultra-small targets in the image. By adding the detection scale of $104 \times 104$ to predict the small-size aircrafts, the problem of missed small-size aircrafts can be reduced to a certain extent.

3.2. MSRDN Network Structure. Through the research of Inception module, DAWM module is proposed on the basis of Inception-ResNet module. The DAWM module unoptimized is shown in Figure 8. While retaining the residual structure, DAWM module introduces the different sizes of convolution scales of $1 \times 1$, $3 \times 3$, $5 \times 5$, and $7 \times 7$. As we all know, the receptive field of a $5 \times 5$ convolution scale is the same as the receptive field of two $3 \times 3$ convolution scales, and the receptive field of a $7 \times 7$ convolution scale is the same as the receptive field of three $3 \times 3$ convolution scales. So as to decrease the amount of computation, the convolution scale of $5 \times 5$ is replaced by two convolution scales of $3 \times 3$, and the convolution scale of $7 \times 7$ is replaced by three convolution scales of $3 \times 3$. The DAWM module optimized is shown in Figure 9. The convolution scale of $1 \times 1$ has two kinds of roles in this module. On the one hand, the convolution scale of $1 \times 1$ is to decrease the channels, and on the other hand, it is to adjust the dimension to the same between the multiple branches and the previous layer, in order that the residual connection can perform smoothly. While deepening the backbone’s depth and width, the calculation amount of the backbone’s parameters is decreased, augmenting the backbone’s training speed.

This paper names the MSDN network structure which proposes DAWM module MSRDN. With the intention to check out the consequence of the DAWM module, this paper adopts to place the DAWM module in different
positions of the MSDN network structure to obtain better effect, corresponding to three network structures respectively: MSRDN-F, MSRDN-M, and MSRDN-B. The network structure corresponding to MSRDN-F, as shown in Figure 10, is to place the DAWM module in front of the convolutional layer of CBL $\times$ 5. The network structure corresponding to MSRDN-M, as shown in Figure 11, is to place the DAWM module in the middle of the convolution layer of CBL $\times$ 5. The network structure corresponding to MSRDN-B, as shown in Figure 12, places the DAWM module behind the convolutional layer of CBL $\times$ 5.

4. Results and Discussion

4.1. Experimental Environment. The operating system used in this paper is Ubuntu16.4.0, the processor is Intel(R) Xeon(R) Silver 4114 CPU @ 2.20 GHz, and the graphics card is two pieces of Quadro P4000. By comparing with the YOLOv3 object detection method, this article proposes the new network structure MSDN and makes improvements on the new network structure. The network architecture chooses the Darknet-53 network as the basic network architecture. In terms of dataset selection, the currently popular RSOD-Dataset [29, 30] is selected, which is specifically used for remote sensing images. As shown in Figure 13, the samples of the dataset are shown. The dataset consists of four kinds of objects, which is the aircraft, the oil tank, the overpass, and the playground separately. According to the dataset, the number of aircrafts is 4,993, the number of playgrounds is 191, the number of overpasses is 180, and the number of oil tanks is 1,586. There are 446 pictures of aircrafts in the dataset, and the training set and testing set are divided in a ratio of 4 to 1, among which the
training set contains 356 pictures and the testing set 90 pictures. In the experiment, learning rate attenuation is adopted to adjust the learning rate. The initial learning rate is 0.001, momentum is 0.9, weight attenuation is 0.0005, and the number of iterations is 40200. As the iterations reach the 32000 generation and 36000 generation, respectively, the learning rate is adjusted to 0.1 and 0.01 of the initial learning rate, respectively. In this way, the convergence speed of loss can be adjusted.

4.2. Experimental Results. As one of the performance indicators of object detection algorithm, generally speaking, the loss curve converges faster, which means that the training difficulty of the network model corresponding to the loss curve is lower and the effect of the trained network model will be better. As demonstrated in Figure 14, when model training is in generation 0–5000, loss curves corresponding to different network models converge rapidly. After 5000 generations, the loss curve flats out gradually, and in a small range of ups and downs, back and forth between 35000 and 40200 generation, it can be seen in five different network models, YOLOv3 network model corresponding to the convergence speed of the slowest loss curve, then the corresponding MSDN, MSRDN-F, MSRDN-B, and MSRDN-M. And it can be seen that MSRDN-M is at the lowest in the loss curves, showing that MSRDN-M corresponds to the network model of the best training effect.

Precision-recall curve is one of the performance metrics to evaluate the object detection algorithm. The vertical axis stands for precision, and the horizontal axis stands for recall. Usually, we call the correct classification of positive cases TP, the wrong classification of positive cases FP, the correct classification of negative cases TN, and the wrong classification of negative cases FN. For remote sensing image plane object detection, the positive cases are the plane, and the negative examples are other objects except the aircraft and the image background. Usually we set the confidence level to 0.5. For the target object with confidence greater than 0.5, we call it the positive example. For the target object with
confidence less than 0.5, we call it the negative example. Among them, the calculations of precision and recall are shown in

\[
\text{precision} = \frac{TP}{TP + FP} \times 100\%, \quad (10)
\]

\[
\text{recall} = \frac{TP}{TP + FN} \times 100\%. \quad (11)
\]

For the precision-recall curve, the larger the area surrounded by the precision-recall curve corresponding to the architecture, the better the result of the architecture. As demonstrated in Figure 15, the area surrounded by the precision-recall curves corresponding to different models is different, among which YOLOv3 is the smallest, followed by the MSDN model, the MSRDN-F model, the MSRDN-B model, and the MSRDN-M model. The MSRDN-M model has the largest area surrounded by the precision-recall curve corresponding to it, indicating that the MSRDN-M model has the best effect.

In addition to precision and recall, F1-Score, IOU, AP, and FPS can be also utilized to assess the effectiveness of object detection algorithms. The calculation of F1-Score is shown in

\[
F1 - \text{score} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \times 100\%. \quad (12)
\]

The calculation of IOU is shown in

\[
\text{IOU} = \frac{\text{predict} \cap \text{ground truth}}{\text{predict} \cup \text{ground truth}}. \quad (13)
\]

The calculation of AP is shown in

\[
\text{AP} = \int_0^1 P(R) dR. \quad (14)
\]

$P$ corresponds to precision and $R$ corresponds to recall. For the dataset used in this article, there are 90 validation sets used for effectiveness testing, including 1052 aircrafts. As shown in Table 2, for the model of YOLOv3, $TP = 936$, $FP = 99$, and $FN = 116$, for the model of MSDN, $TP = 1000$, $FP = 30$, and $FN = 52$, for the model of MSRDN-F, $TP = 998$, and for the model of MSRDN-M, $TP = 996$, $FP = 100$, and $FN = 102$.
Figure 10: MSRDN-F network structure.

Figure 11: MSRDN-M network structure.

Figure 12: MSRDN-B network structure.

Figure 13: The samples of the dataset. (a1, a2) Aircraft targets; (b1, b2) oil tank targets; (c1, c2) playground targets; (d1, d2) overpass targets.

Figure 14: The comparison of loss curves.
Table 2: The comparison of performance indicators for the aircraft.

|       | TP  | FP  | FN  | Precision (%) | Recall (%) | F1-score (%) | IOU (%) | AP (%) | FPS |
|-------|-----|-----|-----|---------------|------------|--------------|---------|--------|-----|
| YOLOv3| 936 | 99  | 116 | 90.43         | 88.97      | 89.70        | 67.42   | 89.24  | 30  |
| MSDN  | 1000| 30  | 52  | 97.09         | 95.06      | 96.06        | 75.76   | 90.64  | 28  |
| MSRDN-F| 998 | 18  | 54  | 98.23         | 94.87      | 96.52        | 78.91   | 90.67  | 25  |
| MSRDN-M| 1002| 18  | 50  | 98.24         | 95.25      | 96.72        | 79.06   | 90.66  | 25  |
| MSRDN-B| 995 | 25  | 57  | 97.55         | 94.58      | 96.04        | 78.35   | 90.66  | 25  |

Figure 15: The comparison of precision-recall curves.

Figure 16: The comparison of performance indicators.
Table 3: The comparison of multiple algorithms on AP for the aircraft.

| Method                  | Backbone     | AP (%) | FPS |
|-------------------------|--------------|--------|-----|
| DConvNet [31]           | ResNet-101   | 71.8   | 6.7 |
| DSSD [32]               | ResNet-101   | 72.12  | 6.1 |
| FFSSD [33]              | VGG-16       | 72.95  |     |
| ESSD [34]               | VGG-16       | 73.08  | 37.3|
| DC-SPP-YOLO [35]        | Figure 5 in [35] | 73.16  | 33.5|
| UAV-YOLO [36]           | Figure 1 in [36] | 74.68  | 30.12|
| RFN [37]                | ResNet-101   | 79.1   | 6.5 |
| SigNMS [38]             | VGG-16       | 80.6   | 6.7 |
| Improved-YOLOv3 [39]    | Figure 4 in [39] | 86.42  | 25.8|
| MRFF-YOLO [40]          | Figure 5 in [40] | 87.16  | 25.1|
| MSRDN-M(Ours)           | Figure 11    | 90.66  | 25  |

![Figure 17: The comparison detection results of YOLOv3 and MSRDN-M for the aircraft. (a1–a10) The detection results of YOLOv3. (b1–b10) The detection results of MSRDN-M for the aircraft.](image-url)
Table 4: The comparison of multiple algorithms on AP for the other three classes.

| Method                  | Backbone          | Oil tank (%) | Overpass (%) | Playground (%) | FPS  |
|-------------------------|-------------------|--------------|--------------|----------------|------|
| DConvNet [31]           | ResNet-101        | 90.30        | 89.50        | 99.80          | 6.7  |
| DSSD [32]               | ResNet-101        | 72.49        | 72.10        | 83.56          | 6.1  |
| FFSSD [33]              | VGG-16            | 73.24        | 73.17        | 84.08          | 38.2 |
| ESSD [34]               | VGG-16            | 72.94        | 73.61        | 84.27          | 37.3 |
| DC-SPP-YOLO [35]        | Figure 5 in [35]  | 73.52        | 74.82        | 84.82          | 33.5 |
| UAV-YOLO [36]           | Figure 1 in [36]  | 74.20        | 76.32        | 85.96          | 30.12|
| RFN [37]                | ResNet-101        | 90.50        | 100.00       | 99.70          | 6.5  |
| SigNMS [38]             | VGG-16            | 90.60        | 87.40        | 99.10          | 6.7  |
| Improved-YOLOv3 [39]    | Figure 4 in [39]  | 87.57        | 89.37        | 91.56          | 25.8 |
| MRFF-YOLO [40]          | Figure 5 in [40]  | 86.56        | 87.56        | 92.05          | 25.1 |
| MSRDN-M (Ours)          | Figure 11         | **90.68**    | **84.12**    | **100.00**     | **25**|

Figure 18: The comparison detection results of YOLOv3 and MSRDN-M for the other three classes. (a1–a10) The detection results of YOLOv3. (b1–b10) The detection results of MSRDN-M for the aircraft.

FP = 18, and FN = 54, for the model of MSRDN-M, TP = 1002, FP = 18, FN = 50, and for the model of MSRDN-B, TP = 995, FP = 25, and FN = 57. Besides, the comparison of performance metrics, such as Precision, Recall, F1-Score, and AP is presented visually, as demonstrated in Figure 16. We can clearly see that YOLOv3 has poor indicators, followed by the corresponding MSDN model. For the three models, MSRDN-F, MSRDN-M, and MSRDN-B, both MSRDN-F and MSRDN-M are better than MSRDN-B. Except for the AP performance index, the MSRDN-M model...
is better than the MSRDN-F model in other performance indexes, so the network model corresponding to MSRDN-M has the best effect.

As presented in Table 3, we compare our method with the high performance algorithms in AP and FPS. The results show that the AP of MSRDN-M for the aircraft is 90.66%, which increases by 18.86%, 18.54, 17.71%, 17.58%, 15.98%, 11.56%, 10.06%, 4.24%, and 3.5% compared with DConvNet, DSSD, FFSSD, ESSD, DC-SPP-YOLO, UAV-YOLO, RPN, SignMS, Improved-YOLOv3, and MRFF-YOLO, respectively. Besides, although the FPS of MSRDN-M for the aircraft is not very high compared with other algorithms, the detection speed can reach the basic demand for aircraft detection.

As showed in Figure 17, there are 20 images for comparing the detection result of YOLOv3 with MSRDN-M. From the images, we can clearly see that the aircrafts in the images are mostly in small size and medium size and the images are under different environments. Among these images, the 1st column and the 2nd column are the detection result of YOLOv3, and the 3rd column and the 4th column are the detection result of MSRDN-M. From Figure 17, we can clearly see that the aircrafts missed by YOLOv3 and the missed aircrafts are mostly in small size, while MSRDN-M has detected the aircrafts missed by YOLOv3. The comparison experimental results show that our method, MSRDN-M, can detect the small aircrafts in complex conditions for remote sensing image than YOLOv3.

4.3. Extended Experiments. With the intention to demonstrate the generalization of the method we proposed, except for the aircraft, we also make experiments on the other three classes of RSO-D-Dataset, which includes the oil tank, the playground, and the overpass. The training parameters of the extend experiments are the same to the aircraft mentioned above. As presented in Table 4, we compare our method with other algorithms on the AP for the other three classes and the results show that MSRDN-M has higher AP than others for the oil tank and playground, while the AP for the overpass and the FPS are not superior to others.

As showed in Figure 18, there are 20 images for comparing the detection result of YOLOv3 with MSRDN-M. Among these images, the 1st column and the 2nd column are the detection result of YOLOv3, and the 3rd column and the 4th column are the detection result of MSRDN-M. We can clearly see that YOLOv3 misses the objects when detecting the oil tank and the overpass from (a1)-(a8) and YOLOv3 mistakenly identifies the background objects as the target objects from (a9)-(a10), while for the MSRDN-M, the missed target objects are detected and the misidentified objects are correctly identified. The results show that our method has superior performance to YOLOv3.

5. Conclusions

Aiming at the problem that many superior algorithms for aircraft detection will miss some small-scale aircrafts when applied to the remote sensing image, a series of methods are proposed. The problem mentioned above can be divided into two small problems, which are the aircrafts in small size and the complex background for remote sensing image. In order to address the problem of the aircrafts in small size, the MSDN network structure is adopted to detect small-scale aircrafts by dividing the input images into smaller grids for detection. Posteriorly, we propose the DAWM module to resist the background noise’s affection caused by the complex background by increasing the perceptual field of the network. In addition, in order to address the two problems simultaneously, we introduce the DAWM module into the MSDN network structure and name the novel network structure as MSRDN. We can see from the experimental results that MSRDN is superior to other high-performance algorithms in aircraft detection for remote sensing image. The increase in detection effect comes with the decrease in detection speed, yet it is acceptable to some extent. Generally speaking, our method is more suitable for aircraft detection in remote sensing image and capable of application to detect other objects. In future work, how to improve the detection speed will be researched.
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