Deciphering the projected changes in CMIP-6 based precipitation simulations over the Krishna River Basin
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ABSTRACT

The impact of climate change on the Krishna River Basin (KRB) is significant due to the semi-arid nature of the basin. Herein, 21 global climate models (GCMs) of Coupled Model Intercomparison Project Phase 6 (CMIP6) were examined to simulate the historical monthly precipitation over the 1951–2014 period in the KRB. The symmetrical uncertainty (SU) method and the multi-criteria decision method (MCDM) were employed to select the suitable GCMs for projecting possible changes in precipitation over the KRB. The biases in the climate projections were removed by using the empirical quantile mapping method. The reliability ensemble averaging (REA) method was used to generate the multi-model ensemble (MME) mean of projections and to analyse the spatio-temporal changes of precipitation under different shared socioeconomic pathways (SSPs). BCC-CSM2-MR, IPSL-CM6A-LR, MIROC6, INM-CM5-0, and MPI-ESM1-2-HR were found to be the most suitable GCMs for the KRB. The MME mean of the chosen GCMs showed significant changes in precipitation projection that occurs for a far future period (2071–2100) over the KRB. The projection changes of precipitation range from −36.72 to 83.05% and −37.68 to 95.75% for the annual and monsoon periods, respectively, for various SSPs. Monsoon climate projections show higher changes compared with the annual climate projections, which reveals that precipitation concentration is more during the monsoon period over the KRB.
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HIGHLIGHTS

- The impact of climate change on the KRB is significant due to its semi-arid nature.
- Climate change impact assessment using recently launched CMIP6 climate models over the KRB is not performed.
- The most popular concept of symmetric uncertainty is used to find suitable GCMs over the KRB.
- The selected GCMs agree with those of past studies, which can be used for further hydrological studies, and these results are helpful to policymakers.
INTRODUCTION

Climate change is a multidimensional complex global phenomenon leading to hydro-climatological extreme events, thereby motivating the research community to study it since the past few decades (Sheffield & Wood 2008; Cameron 2011; Ahmed et al. 2019a). The changes in precipitation can affect many sectors, including agriculture, hydrological cycle, environment, health, and power (Ahmed et al. 2018; Mohsenipour et al. 2018; Shiru et al. 2018). Generally, the atmospheric conditions of semi-arid regions are sensitive to the variability of regional climate, especially for precipitation (Ye & Chen 1992; Gong et al. 2004; Xing & Wang 2017). Sometimes, even a slight deficit in rainfall can cause heavy drought, affecting agricultural plants specifically during summertime.

Since the past few decades, the potential impact of precipitation due to climate changes is being assessed by using various climate models for future prediction of climate. Global climate models (GCMs) are numerical models that represent the various physical systems of the earth’s climate with respect to the surface of the land, oceans, atmosphere, and cryosphere, and these are employed to provide likely changes in future climate projections (Gouda et al. 2018; Reshmidevi et al. 2018). These future climate projections play a crucial role in understanding the possible climate change impacts and in taking various mitigation steps and making recommendations to policymakers (Nashwan & Shahid 2020). However, the estimation of climate change on a regional scale is encumbered due to the various uncertainties that are involved in obtaining GCM outputs. However, the performance of the climate model varies between the regions and within the models due to the uncertainties associated with the model parameterisation, calibration, boundary conditions, structure, etc. (IPCC 2013; Tiwari et al. 2014; McSweeney et al. 2015). Apart from these uncertainties, reference datasets and performance evaluation metrics also influence the performance of GCMs (Anil et al. 2021) used. Due to all these uncertainties associated with GCMs, the selection of GCMs is becoming a challenge in terms of ranking them using the simulation of the current climate (Raju et al. 2017; Kamworapan & Surussavadee 2019). A number of works have been attempted to rank GCMs in Indian river basins using CMIP5 (Raju et al. 2017; Das et al. 2018) and CMIP3 (Rajeevan & Nanjundiah 2009; Raju & Nagesh Kumar 2014; Anandhi & Nanjundiah 2015) phase models. Recently, the Coupled Model Intergovernmental Panel on Climate Change Phase 6-based climate model data was made available for the evaluation of climate change studies (Eyring et al. 2016), but very meagre studies have been conducted based on Coupled Model Intercomparison Project Phase 6 (CMIP6; Anil et al. 2021) climate models in India. The CMIP6 climate data differ in terms of carbon emissions and forcing scenarios compared with CMIP5 and CMIP3 phases. These CMIP6 projects provided nine shared socioeconomic pathway (SSP) scenarios based on the future concentration of greenhouse gas. From the total of nine scenarios, high-prioritised five SSPs are comprised...
in which four are grouped in ‘Tier 1 (SSP1-2.6, SSP2-4.5, SSP3-7.0, and SSP5-8.5)’ mentioned in ScenarioMIP (O’Neill et al. 2016; Meinshausen et al. 2019) along with SSP1-1.9 as per Assessment Report 6 (AR6).

Generally, a set of suitable GCMs will be preferred from the large pool of GCMs for the area of interest for performing climate change impact studies by excluding those that have a greater degree of uncertainty (Lutz et al. 2016; Khan et al. 2018). The selected GCMs are employed to develop the multi-model ensemble (MME) mean, which can strengthen the prediction reliability by using information from the variable of interest (Knutti et al. 2010). The performance of the MME depends upon the performance of GCM ensembles in mimicking past climates (Pour et al. 2018). Various approaches involved in GCM performance evaluation, ranking, and development of the MME for different geographical locations have been discussed and segregated very clearly, which helps in the easy understanding of GCM selection for a region (Raju & Nagesh Kumar 2020). However, this selection of GCMs is becoming challenging for developing future climate projections (Salman et al. 2018; Noor et al. 2019). GCM selection can be done in four ways. (i) By considering the latest phase of GCMs, (ii) By considering the finer spatial resolution of GCMs, (iii) By validity, where GCM performance is considered, and (iv) By representativeness and climate variability of interest, where a wide range of future GCM projections are made available (Mendlik & Gobiet 2016). In the present study, a hybrid approach is followed by considering the latest CMIP6 based models with different spatial resolutions, covering four SSPs of future precipitation projections and evaluating the performance of GCMs.

From the development of GCMs, continuous efforts are being reported for assessing GCM performance (Phillips 1956; Xu 1999) using various filters, including the weighted skill score (Perkins et al. 2007; Maxino et al. 2008; Anandhi & Nanjundiah 2015), Brier score (Fu et al. 2013; Ruan et al. 2018; Jia et al. 2019), clustering analysis (Yokoi et al. 2011; Knutti et al. 2013; Raju & Nagesh Kumar 2016), information entropy (Shukla et al. 2006), and Bayesian weightage (Min & Hense 2006). Apart from these metrics, a composite metric is also used by collecting the metrics in evaluating climate models (Taylor 2001; Murphy et al. 2004; Gleckler et al. 2008; Reichler & Kim 2008; Fu et al. 2013; Raju & Nagesh kumar 2014; Ahmadalipour et al. 2017; Raju et al. 2017). All these performance metrics are purely dependent on time mean state of climate, which is a major drawback of these indicators (Reichler & Kim 2008; Rathinasamy et al. 2014). Most of the time-domain metrics are very sensitive to outliers and extreme events. Therefore, most of them cannot capture the frequencies of climate extremes in terms of temporal variability, which are also essential in model performance evaluation.

In recent years, symmetrical uncertainty (SU) has become very popular in selecting a variable (Khan et al. 2018; Salman et al. 2018; Shiru et al. 2019a). SU is a filter-based tool that tracks the dissimilarity and similarity between the dependent variable and the independent variable such as observed variables and GCMs in terms of information entropy throughout the time series and selects the most relevant GCMs in an unbiased manner. The advantage of SU is that it will provide a general measure of alliance among the observed and the model variables irrespective of underlying distributions and various conditional dependences of data (Wu & Zhang 2004a, 2004b). The high dissimilarity in the time series of model and observed datasets can be reduced by information gain in SU, thereby ranking GCMs based on the capability to replicate reference data time series; by this way, multiple statistical metrics can be avoided.

The Krishna River Basin (KRB) is one of the most important river basins in the Indian subcontinent and the fifth largest in the subcontinent. The KRB is highly sensitive to climate variability, especially in terms of precipitation, due to its semi-arid nature and due to its fast-approaching physical water scarcity (WWAP 2012). The KRB is expected to experience regular and seasonal water-stressed conditions due to the reduction in precipitation in the future (Gosain et al. 2006). In contrast to this statement, a few studies have concluded that an increasing trend in precipitation levels is being seen in the basin, resulting in more water yield in the future (Kulkarni et al. 2014; Mishra & Lilhare 2016), and these studies have used different SRES and RCP scenarios, respectively. Therefore, it is necessary to understand the spatio-temporal variation of precipitation using CMIP6 GCM projections for performing further climate impact studies over the KRB for the purpose of regional sustainability. The prime objectives of the current study are (i) using SU to choose the most skilful GCMs from CMIP6 GCMs for precipitation over the KRB and (ii) developing the MME mean of precipitation using the reliability ensemble average (REA) method for climate impact studies. An analysis of spatio-temporal variation in projections of precipitation over semi-arid regions like the KRB is essential to policymakers in formulating various planning and management strategies.

**Study area**

The KRB is the most important and the fifth-largest river basin in the Indian peninsula and lies between 73°20’ and 81°E longitude and 13°5’–19°24’N latitude covering a geographical area of 2, 58,948 km², which is almost 8% of the total geography of
the country. A large part of the basin is covered by agricultural land (75.86%), and only 4% of the basin is occupied by water bodies (NRAA 2011). Most of the basin is flat terrain and has a semi-arid nature (according to Koppen Classification), dominated by the southwest monsoon rainfall (nearly 90%). The entire KRB is classified into three major climate zones as tropical monsoon climate (Am), tropical savanna climate (Aw), and hot (semi-arid) steppe climate (BSh) as per the Koppen–Geiger climate classification system (Kottek et al. 2006; Chen & Chen 2013). The whole KRB is divided into three major elevation zones such as low (−8 to 356.7 m), medium (356.8–609.7 m), and high (609.8–1,890 m) using ArcMap classification for easy analysis of results. Figure 1 represents the location map of the KRB with Koppen climate classification.

Four different seasons can be observed in the catchment: cold weather is from December to February (DJF), pre-monsoon is from March to May (MAM), monsoon from June to September (JJAS), and finally, post-monsoon from October to November (ON). A spatially distributed map of precipitation over the catchment for pre-monsoon, monsoon, and annual periods using IMD data from 1985 to 2014 is presented in Figure 2. The annual precipitation of the basin varies from 403 mm South-East to 3,108 mm South-West.

Data

Gridded precipitation data

Precipitation data with 0.25°×0.25° spatial resolution are available from the Indian Meteorological Department (IMD), which are taken as a reference dataset for the current study. The major advantage of this precipitation dataset is that it is compiled from 6,955 rain gauge stations (Pai et al. 2014) and has no missing value, and the data can be accessed from https://www.imdpune.gov.in/. The monthly precipitation data covering the duration from 1951 to 2014 at 348 grid locations that cover the full catchment were used to evaluate the CMIP6 climate models.

CMIP6 GCM datasets

The CMIP6 GCM datasets were obtained from the Earth System Grid Federation (ESGF) (https://esgf-node.llnl.gov/search/cmip6/) portal. A total of 21 GCMs were selected for the KRB, which had long-term projections under different SSP scenarios. In order to rank the performance of earlier studies, GCM outputs were spatially re-gridded to a common grid resolution of 2°×2° (Ahmed et al. 2019b; Noor et al. 2019), 2.5°×2.5° (Johnson & Sharma 2009; Eghdamirad et al. 2017; Raju et al. 2017; Jiang et al. 2019), and 3°×3° (Woldemeskel et al. 2014). Due to the fact that some researchers preferred to re-grid the GCM data into a resolution of the observed gridded dataset (Tiwari et al. 2014; Pour et al. 2018; Hassan et al. 2020; Homsi et al. 2020; Anil et al. 2021), the collected GCM outputs were spatially re-gridded to 0.25°×0.25°.
However, the GCM outputs were bias-corrected using the empirical quantile mapping method after re-gridding the raw GCM outputs to the spatial resolution of 0.25° × 0.25° to remove the inherent biases. The name, their developing centres, countries, and the resolutions of different GCMs used for the evaluation are listed in Table 1.

**METHODOLOGY**

The goal of the current study is to select the most suitable GCMs from the CMIP6 phase and to project the precipitation over the KRB using the MME. This is because precipitation is a key climate variable that can influence the characteristics of catchments like floods and droughts. Therefore, the selected GCMs can be applied for further analysis of climate studies over the basin. The procedure involving the selection of GCMs and spatio-temporal projections of the precipitation changes is outlined below:

1. Precipitation simulations of 21 GCMs were re-gridded to a reference dataset of IMD spatial resolution at 0.25° × 0.25° using the bilinear interpolation technique and bias-corrected using the quantile mapping method.
2. The performance of the 21 GCMs was evaluated against IMD as reference data by applying SU at 348 grid points covering the KRB, for the period of 1951–2014.
3. GCM rankings were estimated based on the aggregated score at all grids obtained using the pattern of ranking scores using MCDA over the KRB.
4. The top five GCMs were selected based on the aggregated score, and future precipitation simulations for different SSPs were bias-corrected using the same quantile method.
5. Development of the MME of the top five GCMs using the REA method to reduce the uncertainty in projections.
6. Evaluation of spatio-temporal changes of precipitation over the KRB during 2015–2040, 2041–2070, and 2071–2100.
7. The procedure used for the selection of GCMs using SU is given below.

**Selection of GCM ensemble**

Nowadays, the selection of relevant GCMs for climate studies is becoming a major challenge in projecting the climate. SU is an information entropy theoretical filter-based method that computes the similarity between the observed and the simulated time series in terms of mutual information (MI) entropies (Witten & Frank 2005). If \( P(O) \) and \( P(S) \) denote the probability density functions (PDF) of observed and simulated variables, the joint PDF will be \( P(A,B) \), and then the MI between \( A \) and \( B \) can be quantified as follows:

\[
\text{MI}(O; S) = \sum P(O, S) \log \frac{P(O, S)}{P(O) \cdot P(S)}
\]  

(1)
From the properties of MI, it can be written as differences in the sum of individual entropies and joint entropy:

\[
\text{MI}(O; S) = H(O) + H(S) - H(O, S) = \frac{H(O) + H(S)}{C_0}
\]

where \(H(O)\), \(H(S)\), and \(H(O, S)\) represent the entropies of \(O\), \(S\), and joint entropy of \(O\) and \(S\), respectively.

The SU can overcome the drawback of the MI which is biased to a higher number of values by normalising the MI with the entropies of individual variables, as given in Equation (3). Therefore, SU is an unbiased estimation of similarity between two time series with a range of 0 and 1. The advantage of SU is that it will provide a general measure of alliance among the observed and the model variables irrespective of underlying distribution shapes and various conditional dependences of data (Wu & Zhang 2004a, 2004b). The high dissimilarity of the time series of the data can be reduced by MI in SU, thereby ranking the GCMs based on the capability to replicate reference data time series; by this way, multiple conventional statistical metrics can be avoided. SU is also effective for feature selection in large datasets (Press et al. 1996; Wu & Zhang 2004b; Pour et al. 2018; Salman et al. 2018; Homsi et al. 2020):

\[
\text{SU} = 2 \times \frac{\text{MI}(O; S)}{H(O) + H(S)}
\]
If the SU between two variables is 0, it means there is no agreement between two random variables, and this occurs if and only if the two variables are statistically independent. If the SU value is 1, it means there is perfect agreement between two variables (Shreem et al. 2016).

GCMS ranking using MCDM

The aggregation of information from different sources using MCDM is effective for ranking and selecting the variables (Raju et al. 2017; Salman et al. 2019). At a single grid point, ranking of GCM can be assessed easily. When multiple grids are involved, it is difficult to select GCMs, because various results will be given by GCMs at different grid locations. MCDM techniques will be effectively employed to overcome this complexity and used for GCM ranking for the KRB. The following steps are involved in the MCDM technique:

(i) GCMs are ranked 1st, 2nd, 3rd, etc., at each grid point using a score obtained by using SU.
(ii) Specified weight \( w_i \) is given to each GCM in such a way that inverse weight is applied to the ranking of GCMs.
(iii) The frequency \( F_i \) of each GCM for each rank is calculated. Also, the total ranking weight (TRW) of each GCM is calculated using MCDM, which is given in the following equation:

\[
TRW = \sum_{i=1}^{5} F_i \times w_i
\]  

(iv) The GCM final ranking is determined by sorting the TRW from the highest to the lowest (descending) order. In the present study, GCM rankings only up to the 5th position in each grid are considered and the remaining are ignored because it is assumed that they cannot simulate the precipitation well at that grid point.

Quantile mapping bias correction

However, GCMs are extracted and re-gridded to the spatial resolution of the observed dataset of 0.25° x 0.25°, and there will be bias in the extreme events. Hence, this bias should be corrected before GCM performance assessment for better matching of simulations with the observed dataset. In the present study, a non-parametric quantile mapping (QM) method (Gudmundsson et al. 2012; Cannon et al. 2015; Cannon 2016) is employed to remove the bias in each month of GCMs. The QM technique adopts the cumulative distribution function (CDF) of simulated data to that of observed data. The transformed function for correcting the bias in simulated data is shown in the following equation:

\[
R_o = F_o^{-1}(F_m(R_m))
\]  

where \( R_m \) and \( R_o \) are the modelled and observed rainfall, \( F_m \) denotes the CDF of \( R_m \), and \( F_o^{-1} \) denotes the inverse CDF (quantile function) corresponding to \( R_o \). The empirical CDF of the simulated and observed data is estimated and is applied for simulated GCM data.

Ensemble projection of precipitation

With more GCMs, the projections will vary from one GCM to other because of structural differences (Sachindra et al. 2014). The MME mean will reduce the uncertainty involved in the individual GCM and can enhance the accuracy of projections (Tebaldi & Knutti 2007; Pour et al. 2018; Iqbal et al. 2020). MME approaches are categorised into two types: (i) simple ensemble average (SEM) and (ii) weighted ensemble method (WEM). Equal weightage is allotted to each GCM in SEM, whereas in WEM, the weights are allocated based on the historical association between observations and GCMs (Sanchez-Gomez et al. 2009). Even though both approaches have pro and cons, the WEM was found to be better than SEM (Sachindra et al. 2014; Crawford et al. 2019). The reliability ensemble averaging (REA) method is used to find the weights of the selected five GCMs and projections of different SSP scenarios. REA can be used to quantify the uncertainty of multiple GCMs prior to hydrological modelling, which reduces the vagueness of using projections of multimodels (Chandra et al. 2015). The REA method incorporates two reliability directives for assigning weights to GCMs, and these are ‘model performance’, where the capability of the model lies in capturing the observed data series, and ‘model convergence’, where the model simulation is converging to a specified forcing scenario. The procedure involved in the REA method to get the weighted GCM projection time series is as follows:
1. The RMSE is estimated by considering CDF deviations for the observed precipitation and all GCM simulations for the
control time period. The inverse of the RMSE values is treated as weight proportionality, and the weighted sum across
all the GCMs is equal to 1. The higher weights are assigned to the best-performing GCMs.
2. Weights that are obtained through criteria called model performance are treated as initial weights, which can be used for
performing respective GCM model convergences.
3. The weighted mean CDF (CDF\textsubscript{FM}) for a future scenario is estimated by multiplying the respective initial weight (W\textsubscript{i}) with
the CDF of the future simulation of \textit{i}th GCM (CDF\textsubscript{Fi}):
\[
CDF_{FM} = \sum_{i=1}^{n} W_i \times CDF_i
\]
4. Now, the RMSE will be computed between the CDF of individual GCM projections and the future weighted mean CDF.
5. Next, the mean of the RMSE inverse estimated using steps 1 and 4 is averaged; therefore, the new weights allocated to the
GCMs are proportionally used, such that the sum of new weights will become 1 for all GCMs.
6. Steps 2–5 can be repeated until the previous weight and new weight are the same so that it completes the criteria of model
convergence.

The REA method is applied at 348 grid points over the KRB for determining the variable precipitation, and the
final weights obtained are multiplied by the corresponding scenarios at a grid; therefore, the summation of weighted scenario values will be
considered as an ensemble average to that specified grid location.

The spatio-temporal variation of precipitation of the KRB was evaluated from the MME precipitation projections for the
near future 2015–2040, against the historical period 1989–2014, mid-future (2041–2070), and end future (2071–2100) against
1985–2014.

RESULTS
Selection of GCM ensemble
The concept SU is applied to rank the GCMs at 348 grid points over the entire KRB. The spatial distribution of the 1st-, 2nd-, and
3rd-ranked GCMs in the KRB is shown in Figure 3. Distinct colour ramps are used for representing the top-ranked
GCMs. From the figure of the 1st-ranked GCMs, it is revealed from the BSh climate zone that most of the grid points of
higher and medium elevations BCC-CSM2-MR, MIROC6, and INM-CM5-0 are the best-ranked GCMs, followed by IPSL-
CM6A-LR in lower elevation. From the Aw climate zone, it is found that IPSL-CM6A-LR and BCC-CSM2-MR are performing
well in lower elevations and higher elevations, respectively, and at the higher elevation zone of the southern part at some grid
points, GFDL-CM4 is performing well. It is found that BCC-CSM2-MR is the best GCM in the Am climate zone (consisting of
only 10 grid points). From the 2nd-ranking positions, it can be observed that in most of the grid points in the BSh climate
zone, the 1st-ranked GCMs, MIROC6, INM-CM5-0, and BCC-CSM2-MR are dominating. INM-CM5-0, MIROC6, and
MPI-ESM1-2-LR are performing well in the lower elevation of the Aw climate zone, and at higher elevations, MPI-ESM1-2-HR and MIROC6 are the best-performing GCMs. From 3rd-ranking positions, it can be observed that INM-CM5-0, MPI-
ESM1-2-HR, BCC-CSM2-MR, IPSL-CM6A-LR, and MIROC6 are the best GCMs, performing well at most of the grids in
different elevations of climate zones of the study area.

Finally, it is very clear that BCC-CSM2-MR, IPSL-CM6A-LR, MIROC6, INM-CM5-0, and MPI-ESM1-2-HR are the most
dominating GCMs in three ranking positions. These GCMs were chosen as the top five GCMs over the entire study area
after applying the MCDM technique as discussed in the methodology. Figure 4 shows the TRW using the MCDM technique
and ranks obtained from different GCMs for precipitation.

Multi-model ensemble generation
The MME average of bias-corrected precipitation at each grid was developed by using the REA method for the selected top
five GCMs, for estimating the future possible variations in precipitation over the KRB. The selection of GCMs for developing
the MME is clearly discussed for different geographical locations (Raju & Nagesh Kumar 2020). Some of the studies reported
that full uncertainty can be better addressed only by considering all GCMs (Venkataraman et al. 2016; Bannister et al. 2017;
Saeed & Athar 2018; Ongoma et al. 2019). Some studies suggest taking 50% of GCMs in developing the MME (Ahmed et al.
However, many of the previous studies suggest that omitting of GCMs is necessary for the preparation of the MME as they influence the skill of the MME by making it biased (Perkins et al. 2007). As there is no rule to select the number of GCMs, the top GCMs were selected to develop the MME (Tian et al. 2016; Wang et al. 2016; Khan et al. 2018; Latif et al. 2018; Ahmed et al. 2019a, 2019b; Noor et al. 2019; Shiru et al. 2019b; Homsi et al. 2020; Iqbal et al. 2020). As part of preliminary analysis, we have obtained the weights of all GCMs in a historical scenario. It was found that most of the weights of the top five GCMs account for more than 80% of uncertainty (the cumulative weight of the top five GCMs is greater than 0.8) in 236 out of 348 grids. This result made us to choose the top five GCMs for preparing the MME.

The ability of the REA method to develop the MME was correlated by the scatter plots of observed spatially averaged monthly rainfall, with individual and MME of GCMs for the period 1985–2014 shown in Figure 5. The scatter plots show that the individual GCMs and the MME average of GCMs are in satisfactory alignment with the 45° line, and compared with individual GCMs, the MME mean shows better alignment with the correlation coefficient and is found to be 0.6055, which means that the accuracy of the MME mean for precipitation projections can be improved by reducing the uncertainty associated in the individual GCMs.

As the correlation coefficient alone cannot decide the performance of the MME, the efficiency of the REA-based MME mean was evaluated against the observed precipitation during 1985–2014. Three statistical parameters, namely index of agreement (MD), percentage bias (Pbias), and normalised root mean square error (NRMSE), were computed over all the grid locations, and the obtained results were represented in boxplots shown in Figure 6. The box plot represents the range of interquartile and median of precipitation. It is revealed from the box plots that the median of the MME shows satisfactory improvement with the interquartile range compared with selected individual GCMs for all the statistics.
Changes in annual rainfall

The changes of annual precipitation (%) over the KRB for three future periods, namely near future (2015–2040), mid-future (2041–2070), and far future (2071–2100), were assessed using the MME against the observed precipitation of 1989–2014 for near future 1985–2014 for the rest of the period for four SSPs. The projected precipitation for three future periods at all grid locations of climate zones was averaged to find out the rainfall changes in the region. Significant changes occurred in the projected precipitation in future periods for all SSPs in most regions of the KRB. The future changes in precipitation and uncertainty levels were computed using the mean of the MME and the 95% confidence interval band, as shown in Figure 7.

It is found that the precipitation variation changes from period to period and zone to zone under all SSPs. More changes occur in the end period (2071–2100) under SSP5-8.5, followed by all other SSPs. The highest uncertainty levels are noticed in the Am climate zone, which covers only 10 grids in the entire study area under all SSP scenarios. The higher uncertainty level band is more than zero and the lower band is lower than zero for different SSPs. This indicates that there is an increase and decrease in precipitation of the KRB for different SSPs at a 95% level of confidence.

For a clear understanding of the possible annual precipitation changes, the spatial distribution plots were drawn, as shown in Figure 8. The changes in annual rainfall are in the range of $-36.72$ to $38.97\%$ during the near future (2015–2040), $-51.61$ to $45.24\%$ during the mid-future (2041–2070), and $-30.63$ to $83.05\%$ in the far future (2071–2100) for different SSPs. The map shows that the highest precipitation decreases and increases are in the ranges of $-23.97$ to $-36.72\%$ and $29.03$ to $83.05\%$, respectively, for three future periods under different SSPs. Significant changes occur under the SSP5-8.5 scenario. The maximum increase in the precipitation is found to be $83.05\%$, in the far future at the higher elevation part of the BSh and Aw climate zones, and a higher decrease of $-36.7\%$ is found to be in the near future at the higher elevation of the Aw and Am climate zones under SSP5-8.5, respectively. It can be observed from the figure that the near-future and mid-future precipitation projections show similar results under SSP 2-4.5, 3-7.0, and 5-8.5. In some of the grid points in the central part of the BSh zone and along the southeast regions of the Aw and BSh climate zones, the change in projections ranges from $-20$ to $0\%$ during the near and mid-futures for all SSPs, which indicates the probability of drought in those regions. But in SSP1-2.6 at most grids, the change in projection is in the range of $-20$ to $60\%$ during the near period. The major changes in the projections are found in the far future. There is a greater decrease ($-31$ to $0\%$) in most of the grid points for all climate zones,
indicating the expected droughts in the far future under the SSP1-2.6 scenario. In SSP2-4.5 and SSP3-7.0, the lower elevations of the BSh and Aw regions may experience drought in the future, but the remaining portions of the basin will experience an increasing trend in precipitation. Finally, it can be found from the figure that there will be an increasing trend in precipitation projections (from 0 to 83%) for the far future under the SSP5-8.5 scenario.

**Changes in seasonal rainfall**

The monthly precipitation projections for all grid locations of the climate zone were averaged for assessing the changes in the projection of seasonal precipitation, as given in Figure 9. From the figure, it can be clearly understood that the monsoon period (June–October) is more influential than the other months, and future precipitation is underestimating the observed
precipitation under all SSPs. As the monsoon period is dominating for the occurrence of precipitation (90%) over the study area, only future changes in the monsoon period are discussed. The spatial distribution of precipitation changes for the monsoon period under different SSPs is shown in Figure 10. There is a similar trend in the results that were found in monsoon precipitation projections compared with annual change. But the increasing percentage rate of precipitation projections is more than the decreasing rate under all SSPs for all future periods. The BSh climate zone is the most influencing zone in the monsoon period. It is found from the figure that most of the grids are experiencing increasing precipitation trends, and only in a few grid locations, the projections are reduced to less than zero in all climate zones. The projected precipitation
changes in the monsoon period are in the range of −37.68 to 64.56% during the near future, −36.72 to 70.73% during the mid-future, and −37.42 to 95.75% during the far future. The results show that the higher increase of 95.75% and decrease of 37.66% in projected rainfall occur at the higher elevation zones of BSh and Aw under SSP5-8.5 and SSP2-4.5, respectively. The major increases occur in the far future under SSP5-8.5 compared with the near and mid-futures and all other SSPs. SSP2-4.5 and SSP1-2.6 show more influence in the future projections as there is an increment of up to 80% in most of the grids, except in the far future. There is a similar increment of up to 80% for the near future under three future scenarios, except for SSP5-8.5.

DISCUSSIONS
The study over the KRB is most significant due to its semi-arid nature and vulnerability to climate change, owing to an uneven distribution of precipitation. The amount of precipitation has an imperative role in the availability of water in the KRB. Therefore, it is very important to assess the variation of precipitation due to changes in climate over the KRB. Generally, GCMs are developed to project climate variables at global scales, so they show huge uncertainty for climate simulations over various regions (Raju et al. 2017; Xu et al. 2019). In previous studies, researchers recommended that the selection of suitable GCMs can reduce the uncertainty in projections of climate change (Raju & Nagesh Kumar 2014). In the present study, GCMs were selected using SU, which has been found to be the most robust method for overcoming the disadvantage of using multiple conventional statistical performance matrices for selecting GCMs in recent years (Pour et al. 2018; Salman et al. 2018; Shiru et al. 2019).

The GCMs that are selected as the most suitable for this study can be compared with those in previous studies. Raju & Nagesh Kumar (2015) used the TOPSIS method for ranking GCMs all over India and in the KRB. From their results, it
can be found that they ranked MIROC3 and BCCR as the top-ranked GCMs in the KRB. Similar results were found in this study, as testified by the fact that GCMs belonging to the same family were in the top five. Babar et al. (2015) found that MIROC5 was the best GCM for annual precipitation projection in India. MIROC5 was found to be the best GCM to project precipitation in India, which has also been found in the list of top five GCMs in the present study. Sarthi et al. (2016) used conventional statistical metrics, skill scores, and Taylor diagrams, which found BCCCSM1.1(m) as the most preferable GCM among 34 GCMs for India in projecting precipitation. The same family group GCM, BCC-CSM2-MR, is the top GCM in the present study.

The projection of the MME shows that there is an uneven distribution of precipitation throughout the basin under four SSP scenarios for future slices. The results of MME mean projections can be compared with those of the previous studies. From Figures 9 and 10, the future projections revealed that there is a probability of water scarcity and drought in the future at some of the grid locations of the semi-arid BSh climate zone under four SSPs, except the SSP5-8.5 scenario for the far future. This is due to a reduction of precipitation, which agrees with the results of the previous study (Gosain et al. 2006). According to Kulkarni et al. (2014) who considered only one SRES scenario, the annual precipitation for the mid-future (2041–2070) follows an increasing trend, which is true for some grids in the present study. But for the SSP5-8.5 scenario, an increasing trend in the far period can be found, which agrees with that of past studies (Mishra & Lilhare 2016).

CONCLUSION

In this study, a multi-model ensemble of CMIP-6-based precipitation projections for different scenarios was generated to assess the variability of precipitation over the KRB. The ability of GCMs to reproduce the observed precipitation is ranked using the concept of SU BCC-CSM2-MR, IPSL-CM6A-LR, MIROC6, INM-CM5-0, and MPI-ESM1-2-HR, which were the most preferable GCMs for projecting the precipitation in the KRB. The REA method was used to develop the MME for the projection of precipitation. A weighted average ensemble of selected GCM precipitation simulation using the REA
method showed satisfactory performance in mimicking observed precipitation. This confirms the fidelity of the selected GCMs to project precipitation. Based on these results, the following are the conclusions made in the present study. The increases in annual projection are higher in the far future, except SSP1-2.6, compared with the near and mid-futures. The results revealed that there is an increase in annual precipitation in almost the entire study area (except 11 grid points) in the far future under the SSP5-8.5 scenario, which is true from previous study results (Mishra & Lilhare 2016). However, in the near future, the projections at almost 81% of grids in the study area show a negative trend under the SSP5-8.5 scenario. The declination in precipitation projections in the near future can be observed in the range of 56% (192 grid points) to 81% (283 grid points) in the KRB, especially in the BSh climate zone under different SSP scenarios. This result suggests the vulnerability of the study area to droughts in the near future in those locations due to the reduction in the precipitation projections, which was found to be true in previous studies (Gosain et al. 2006). The MME of the seasonal precipitation changes also follows an increasing trend in the far future in the entire KRB under all scenarios. SSP5-8.5 shows an increase in precipitation over most of the grids in the basin in the far future. In contrast to the annual precipitation trends projected by the MME, the seasonal precipitation increases in the near future, showing that the precipitation patterns will get intensified in the future over the KRB. Therefore, from this study, the selected GCMs can be used for further climate impact studies over the KRB. In light of this, this study is expected to assist policymakers in devising various water resource management strategies and planning applications over the KRB.
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