Improving the approximation ability of Volterra series identified with a cross-correlation method
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Abstract This paper proposes an improvement in cross-correlation methods derived from the Lee–Schetzen method, in order to obtain a lower mean square error in the output for a wider range of the input variances. In particular, each Wiener kernel is identified with a different input variance and new formulas for conversion from Wiener to Volterra representation are presented.
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1 Introduction

Volterra series is a polynomial functional series for nonlinear system representation and identification. In [4], Fréchet showed that a sum of a finite number of terms of Volterra series can approximate continuous real-valued mappings, defined on compact aggregates, e.g., on functions defined over intervals. This is an important limitation when forcing signals are defined over an infinite (or semi-infinite) time interval (i.e., periodic stimuli). A useful property of real systems, which overcomes this limit, is fading-memory. Introduced in the 1930s by Volterra himself [18] can be defined by his own words: “A first extremely natural postulate is to suppose that the influence of the heredity corresponding to states a long time before the given moment gradually fades out; …This postulate represents the principle of the dissipation of hereditary action.” After half a century, it was formalized by Boyd and Chua [1] and Sandberg [15], with slightly different names and definitions. Using this property, the approximation can be extended to continuous operators with input functions defined in an unlimited time interval. Fading-memory or approximately finite memory allows us to approximate arbitrary well a system with truncated Volterra series of finite memory, particularly suitable for discrete time, digital implementations, such as those achievable in practice.

The identification of Volterra series can be carried out by searching the minimum of the mean square error (MMSE) between the outputs of the series and the target system. If the input is taken from an independent identically distributed (i.i.d.) sequence, it is well known that the cross-correlation method due to Lee–Schetzen [16] gives the optimal solution in the MMSE sense. This method needs the output to be expressed as a sum of orthogonal functional as those proposed by Wiener [19], since Volterra functional are not orthogonal to each other.

To overcome the difficulties with gaussian inputs and the high number of free parameters, a common
approach to kernel identification is to expand the kernel with a set of basis functions. In [2], a wavelet-basis expansion approach is proposed to identify Volterra kernels. The kernels are estimated by expanding them with four-order B-spline wavelets. In [2], a good review on expansion methods can also be found.

Compared to expansion methods, the Lee–Schetzen method has the possibility of identifying a kernel value independently of the other values. This allows for possibility of testing the memory extent of a kernel without having the need to identify the whole kernel.

The main drawback of this method is the great inaccuracy in the identification of the elements of kernels with at least two equal indices, called diagonal elements. Effective solutions that overcome this problem have been proposed in literature, for series up to the third order in [5], and for a generic order in [14], where a comparison between the two methods can also be found. Using cumulants instead of input moments in [7], Koukoulas at alii proposed a proof of the nth-order case valid also for non-i.i.d. inputs. In the white Gaussian input case, the general formulas in [7] can be shown to reduce to the method proposed in [5].

Another orthogonal method, which does not require the input be an i.i.d. sequence, has been a result of M. Korenberg’s: the Fast Orthogonal Algorithm (FOA) [6]. A comparison between the FOA and Lee–Schetzen methods can be found in [13]. Other identification methods and a survey of possible applications of Volterra series ranging from signal processing to identification methods and a survey of possible applications of Volterra series can be found in [9,10,17].

A potential disadvantages of the Volterra theory, as explicitly stated in [17], includes input amplitude limitations related to convergence issues and the need for higher-order kernels. The effect of input amplitude on convergence was investigated in [12], where it has been shown that identification input non-idealities makes the output MSE a function of the input variance.

This work proposes a change in Lee–Schetzen’s method, taking the formulas presented in [14] as the reference for the method, with the aim to improve the approximation capabilities of Volterra series versus errors due to input non-idealities and model truncation. In particular, the proposed method will ensure a lower error for a wider range of input variances and will make it easier to identify high-order kernels.

Section 2 introduces orthogonal methods based on cross-correlation, and in Sect. 3, the new algorithm is proposed, while in Sect. 4, a comparison between the new algorithm and the reference is made.

2 Orthogonal methods for discrete time Volterra series identification

It is common practice to use the discrete time version of the Volterra series. The output of the discrete time Volterra series can be defined by means of the Volterra series operator

\[ y(n) = (Vx(n)) = h_0 + \sum_{i=1}^{P} (H_i x(n)) \]

\[ (H_i x(n)) = \sum_{\tau_1=0}^{M} \cdots \sum_{\tau_i=0}^{M} h_i(\tau_1, \ldots, \tau_i) \prod_{j=1}^{i} x(n - \tau_j) \]

where \( M \in \mathbb{Z} \cup \{+\infty\} \) and \( P \in \mathbb{N} \cup \{+\infty\} \). In (2), the summations start from zero because we are considering causal systems. \( h_i(\tau_1, \ldots, \tau_i), h_0 \) are called Volterra kernels.

In practical implementation, we always consider \( M \) and \( P \) as finite and, without loss of generality, the kernels \( h_i(\tau_1, \ldots, \tau_i) \) as symmetrical. In fact, for the commutativity of the multiplication, it is always possible to symmetrize \( h_i(\tau_1, \ldots, \tau_i) \) without changing \( (H_i x(n)) \).

As such, we can indicate a finite \( P \)th order Volterra series as \((V^P x(n))\) and the corresponding \( i \)th order operators, with \( i = 1, \ldots, P \) as

\[ (H_i x(n)) = \sum_{\tau_1=0}^{M} \sum_{\tau_2=\tau_1}^{M} \cdots \sum_{\tau_i=\tau_{i-1}}^{M} h_i(\tau_1, \ldots, \tau_i) \prod_{j=1}^{i} x(n - \tau_j) \]

Once established that a particular class of systems can be approximated arbitrarily well with truncated Volterra series, the problem of estimating it comes up. To this aim, we will use Wiener’s orthogonal representation [19] and its estimation by means of the cross-correlation method by Lee and Schetzen [8].

2.1 Orthogonalization

In order to allow identification by a cross-correlation method, the Volterra series must be rearranged in terms of orthogonal operators:

\[ y(n) = \sum_{i} (H_i x(n)) \equiv \sum_{i} (G_i x(n)) \]
These operators, commonly known as Wiener G–functionals, are orthogonal to each other and also to Volterra operators of lower orders if the input \( x(n) \) is a stationary white noise with zero mean and variance \( \sigma^2 \). By means of the Gram-Schmidt orthogonalization method, the following expressions for the Wiener G–functional can be obtained:

\[
(G_0x)(n) = k_0
\]
\[
(G_1x)(n) = \sum_{\tau_1} k_1(\tau_1)x(n-\tau_1)
\]
\[
(G_2x)(n) = \sum_{\tau_1,\tau_2} k_2(\tau_1, \tau_2)x(n-\tau_1)x(n-\tau_2) - A \sum_{\tau_1} k_2(\tau_1, \tau_1)
\]
\[
(G_3x)(n) = \sum_{\tau_1,\tau_2,\tau_3} k_3(\tau_1, \tau_2, \tau_3)x(n-\tau_1)x(n-\tau_2)x(n-\tau_3) + 3A \sum_{\tau_1,\tau_2} k_3(\tau_1, \tau_2, \tau_2)x(n-\tau_1).
\]

As can be seen, the Wiener G–functional are non-homogeneous operators.

The Volterra kernels of a truncated series can be derived from the Wiener kernel by means of simple equivalence formulas. In the following, we have reported the Wiener–Volterra formulas valid in the case of a fifth-order Volterra system:

\[
h_5 = k_5
\]
\[
h_4 = k_4
\]
\[
h_3 = k_3 - 10A \sum_{\tau_4} k_5(\tau_1, \tau_2, \tau_3, \tau_4, \tau_4)
\]
\[
h_2 = k_2 - 6A \sum_{\tau_3} k_4(\tau_1, \tau_2, \tau_3, \tau_3)
\]
\[
h_1 = k_1 - 3A \sum_{\tau_2} k_3(\tau_1, \tau_2, \tau_2) + 15A^2 \sum_{\tau_2,\tau_3} k_5(\tau_1, \tau_2, \tau_2, \tau_3, \tau_3)
\]
\[
h_0 = k_0 - A \sum_{\tau_1} k_2(\tau_1, \tau_1) + 3A^2 \sum_{\tau_1,\tau_2} k_4(\tau_1, \tau_1, \tau_2, \tau_2)
\]

These formulas, although well known in literature, are presented for comparison with those proposed later in the paper.

2.2 Cross-correlation

In [14], authors proposed a formula for an efficient implementation of the Lee–Schetzen method for the estimation of Wiener series of any order. The formula simplifies to the classic Lee–Schetzen one if non-diagonal terms of the Wiener kernel are identified.

In the case of diagonal kernel terms identification, the sum-product operator adds, to classic Lee–Schetzen terms, proper values taken from lower-order kernels:

\[
k_p(\tau_1, \ldots, \tau_p) = \frac{1}{p!A^p} \left\{ E \left[ y(n) \prod_{i=1}^p x(n-\tau_i) \right] + \sum_{h=1}^{\lfloor p/2 \rfloor} (p - 2h)!A^{p-2h} \sum_{1 \leq i_1 \ldots \leq i_p} k_{p-2h}(\tau_{i_1}, \ldots, \tau_{i_{p-2h}}) \right\}
\]

where \( \lfloor . \rfloor \) denotes the integer part and \( P \) is a set of \( p \) integers. The new operator \( \sum_{P} \) is defined as

\[
\sum_{P} k_q(\tau_1, \ldots, \tau_P) = \sum_{i=1}^{P} \sum_{Q \subseteq P} k_q(\tau_{Q_i}) A^{-q} E \left\{ \prod_{i=1}^r x(n-\tau_{j_i}) \right\}
\]

where \( Q_i \subseteq P \) are all the subsets generated by the combinations of \( q \) elements chosen from \( P \), the \( \tau_j \) belongs to the complementary set of \( Q_i \) with respect to \( P \), so \( q + r = p \), and \( \tau_{Q_i} = (\tau_{i_1}, \ldots, \tau_{i_q}) \).

In [12], the same authors show how input non-idealities can affect kernel estimation. In particular, explicit expression of residuals up to the sixth order are given. These residuals occur when there is a difference between the moments of an ideal input and those produced by a pseudo-random finite length input.

The residual causes an error in system identification even if the target system itself is a Volterra series of the same order of the model. Tables 1 and 2 show, respectively, the mean values and standard deviation estimate of moments of different orders. The mean value of odd order moments should be zero while that of even order rises exponentially. Table 2 shows how for higher-order moments the standard deviation has acceptable values only for very long inputs. However, also for maximum input length presented in the Tables, an error of 1% in input moments estimation, as present in the highest order, can cause relevant error in kernel estimation.

Another important source of error is the truncation errors. That arise if the order of the Volterra series is lower than that of the system to be identified. Computational errors need to be added also.
Table 1 Mean of $10^4$ estimate of Moments of different orders, defined as $m_P = \frac{1}{N} \sum_i^N x(i)^P$.

| P/N | $10^3$ | $10^4$ | $10^5$ | $10^6$ |
|-----|--------|--------|--------|--------|
| 2   | 1.000e+00 | 1.000e+00 | 1.000e+00 | 1.000e+00 |
| 3   | -1.441e-03 | 3.554e-04 | -5.871e-05 | 6.6354e-05 |
| 4   | 3.003e+00 | 3.000e+00 | 3.000e+00 | 2.999e+00 |
| 5   | -4.672e-03 | 1.727e-03 | -1.161e-03 | 4.627e-04 |
| 6   | 1.504e+01 | 1.500e+01 | 1.500e+01 | 1.4999e+01 |
| 7   | 2.261e-02 | 1.642e-02 | -1.903e-02 | 0.00259 |
| 8   | 1.056e+02 | 1.050e+02 | 1.050e+02 | 105.02624 |

Table 2 Standard deviation of $10^4$ estimate of moments of different orders, defined as $m_P = \frac{1}{N} \sum_i^N x(i)^P$.

| P/N | $10^3$ | $10^4$ | $10^5$ | $10^6$ |
|-----|--------|--------|--------|--------|
| 2   | 4.492e-02 | 1.418e-02 | 4.456e-03 | 0.0014216 |
| 3   | 1.227e-01 | 3.864e-02 | 1.220e-02 | 0.0039071 |
| 4   | 3.103e-01 | 9.708e-02 | 3.115e-02 | 0.0097507 |
| 5   | 9.818e-01 | 3.063e-01 | 9.688e-02 | 0.0305327 |
| 6   | 3.188e+00 | 9.955e-01 | 3.227e-01 | 0.1002482 |
| 7   | 1.168e+01 | 3.661e+00 | 1.164e+00 | 0.36568 |
| 8   | 4.418e+01 | 1.396e+01 | 4.544e+00 | 1.44116 |

For all these reasons, we expect that the MSE of a Volterra series, expressed as a function of the input variance, will have a minimum at the variance used in the identification process and will rise elsewhere, giving rise to a phenomenon that we can call model locality.

2.3 Locality of truncated Volterra series

In order to test the previous statement, we identified a nonlinear system of infinite order with a second-order Volterra series, using (10) and a LMS identification algorithm, in the implementation reported in [3]. Due to the difficulties in implementing high-order kernel identification with LMS, in this section, we will show locality of Volterra series only with second-order series, while in the next section, we will show implementation of our algorithm until the fifth order.

The nonlinear system chosen as test is a Wiener model and its diagram is shown in Fig. 1. It is formed of a cascade of a linear filter with a static nonlinearity. The nonlinearity is given by the following function

$$g(x) = \frac{4.5}{1 + 2e^{-x}} - \frac{4.5}{3}.$$  

(11)

$\square$ Springer
Fig. 3  
(a) Impulsive response of linear filter used in Fig. 1, b magnitude of spectrum of the linear filter ($|H(j\omega)|$)

With this expansion, it is easy to generate Volterra systems of finite order with known kernels.

The linear part of the test system is a low-pass filter given by the scaling function of the Daubechies Wavelet of order ten (D10). Figure 3 shows the impulse response and the magnitude of the spectrum of the filter.

Once the test system was established, we used (10) to estimate four second-order Volterra systems that approximates it, each estimated with an input of different variance. These Gaussian inputs had standard deviations $\hat{\sigma}_x$ from the set {0.3, 0.6, 1.2, 2.4} and a length of $10^6$ samples.

In the LMS algorithm implementation, $10^4$ iterations are repeated for one hundred different input signals, each $10^4$ samples long for a total of $10^6$ weight updating. For stability problems, with higher input variances, the updating coefficient needed to be reduced.

In order to test the identified Volterra series, inputs with standard deviation $\sigma_x$ in the interval $[0.3/4, \ldots, 2.4 \cdot 4]$ and length of $5 \cdot 10^5$ samples were used. The relative root mean square errors (RRMSE) between the outputs of the test system and of the Volterra series were calculated, according to the following formula

$$\text{RRMSE} = \sqrt{\frac{\sum_{i=1}^{N} (y(n) - (V^P(n))^2)}{\sum_{i=1}^{N} y(n)^2}}$$  \hspace{1cm} (13)

where $y(n)$ is the output of the test system, $(V^P(n))$ the output of a $P$th Volterra series and $N = 5 \cdot 10^5$. The results are shown in Fig. 4.

As expected, each Volterra system has a minimum of the error correspondingly to the standard deviation used in identification. Elsewhere, the error grows rapidly. This makes the Volterra model optimum only locally, independently from the algorithm chosen for the identification. Furthermore, the value of the error corresponding to the minimum increases as the variance of the input used in identification increases. This behavior is due to the cause of errors that we have previously summarized: input non-ideality and order truncation.

3 Proposed algorithm

The aim of the proposed algorithm is to lower the MSE of Volterra series when signals with variances different than that used in the identification are in input to the system. To do this, we use an input with a different variance for each Wiener kernel to be identified.

In the traditional orthogonal algorithm, using high $\sigma_x$ inputs has the advantage of stimulating high-order nonlinearity, so as to achieve more accurate high-order kernel identification. As a drawback, the use of high $\sigma_x$ values causes high identification error in lower-order kernels, as can be seen in (4–9) where high-order...
With the new Wiener to Volterra formulas:

\[ h_5 = k_5^{(5)} \]  \hspace{2cm} (15)

\[ h_4 = k_4^{(4)} \]  \hspace{2cm} (16)

\[ h_3 = k_3^{(3)} - 10A_3 \sum_{\tau_4} k_5^{(5)}(\tau_1, \tau_2, \tau_3, \tau_4, \tau_4) \]  \hspace{2cm} (17)

\[ h_2 = k_2^{(2)} - 6A_2 \sum_{\tau_3} k_4^{(4)}(\tau_1, \tau_2, \tau_3, \tau_3) \]  \hspace{2cm} (18)

\[ h_1 = k_1^{(1)} - 3A_1 \sum_{\tau_2} k_3^{(3)}(\tau_1, \tau_2, \tau_2) \]
\[ + 15A_1^2 \sum_{\tau_3} \sum_{\tau_3} k_5^{(5)}(\tau_1, \tau_2, \tau_3, \tau_3, \tau_3) \]  \hspace{2cm} (19)

\[ h_0 = k_0^{(0)} - A_0 \sum_{\tau_1} k_2^{(2)}(\tau_1, \tau_1) \]
\[ + 3A_0^2 \sum_{\tau_2} \sum_{\tau_2} k_4^{(4)}(\tau_1, \tau_1, \tau_2, \tau_2) \]  \hspace{2cm} (20)

These formulas are valid for a fifth-order Volterra series. By comparing them with (4–9), we note that in each Volterra kernel, the diagonal Wiener kernel of higher order are multiplied with the variance corresponding to the order of the Volterra kernel instead of the Wiener kernel.

4 Experimental results

As previously discussed, the main causes of error in the identification of Volterra series are order truncation and input non-ideality. The following experiments were arranged in order to highlight the effect of the new algorithm on each cause separately.

In the first experiments, the truncation error was excluded by choosing, as test systems, Volterra systems of finite order that can ideally approximated with no error with Volterra series of the same order. These Volterra test systems were obtained by truncating the Taylor expansion of \( g(\cdot) \), presented in (12), at the desired order. In this way, we obtained Volterra systems with known kernels. Clearly, \( h_1(\tau_1) \) will be the impulse response of the filter \( h(n) \), represented in Fig. 3a, while the higher-order kernels can be easily obtained by using \( h(n) \) and the Taylor expansion coefficient reported in (12).

Figure 5 shows a section of the third-order Volterra kernel, \( h_3(8, \tau_2, \tau_3) \). Taylor expansion of \( g(\cdot) \), trun-
cated at the $p$-order, will be referred to in the following as $\tilde{g}_p (s)$.

To obtain Fig. 6, four third-order Volterra series ($V^3$) were used to identify the test system obtained cascading $h(n)$ with $g_3 (s)$. Four Volterra series were identified with the classic algorithm (10), using the standard deviations $\tilde{\sigma}_x$ in the set $\{0.2, 0.4, 0.8, 1.6\}$. One series ($V^{3}_{\text{NEW}}$) was estimated with the proposed algorithm (14) using each $\tilde{\sigma}_x$ in the same set for each different order kernel. Figure 6 shows the RRMSE between the Volterra series and the test system, calculated accordingly to (13) and obtained with a different input sequence with respect to that used for the identification. Figure 6 shows that the proposed algorithm extends the input region in which the error has acceptable values, dramatically.

The same experiment was carried out with Volterra series of fourth order and a test system obtained cascading $h(n)$ and $g_4 (s)$. Figure 7 shows the obtained results. Also with the fourth order, the proposed algorithm obtains a considerable extension of the input region in which the error is acceptable. In the same input region, the other Volterra series present errors three order of magnitude greater. It can be noticed that increasing the order of the system the errors obtained with the classic algorithm increase further. This is better shown by Fig. 8, where the results obtained with fifth-order systems have been reported. This Figure shows that, while the relative error obtained with the new algorithm goes slightly above 0.1, the RRMSE obtained with the classic algorithm goes above $10^3$.

So far, the Volterra series was used to identify a nonlinear system of the same polynomial order. Now, the Volterra series will be used to identify the nonlinear system of infinite order, represented in Fig. 1 with the
So the region with acceptable values are narrower near their minimum for the classical algorithm. The same thing does not happen for the new algorithm, as can be clearly seen in Figs. 9, 10 and 11.

Figure 10 shows the error of fourth-order Volterra models, while Fig. 11 report result for the fifth order. The errors decrease when higher-order models are used. Also in these Figures, we can see that the Volterra series identified with the classic algorithm behave well only with inputs whose variance is near to that used in the identification, while the proposed algorithm approaches the envelope of the minimum errors.

The envelope of the minima is the ideal goal for the algorithm, and the Fig. 11 shows that for Volterra series of higher order, the proposed algorithm approaches such a goal.

5 Conclusion

An improvement in the Lee–Schetzen method is proposed. Each Wiener kernel is identified with a different variance. The new formulas needed for the Wiener to Volterra transformation are presented. The proposed method allows us to obtain acceptable errors for a wider range of input variances. The comparison with the classical method shows a reduction for both the main source of error in the identification of Volterra series: input non-ideality and order truncation. The code used to implement this new algorithm is available at [11] as MATLAB® compatible source code.
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