A local density functional for the short-range part of the electron-electron interaction
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Motivated by recent suggestions—to split the electron-electron interaction into a short-range part, to be treated within the density functional theory, and a long-range part, to be handled by other techniques—we compute, with a diffusion Monte Carlo method, the ground-state energy of a uniform electron gas with a modified, short-range-only electron-electron interaction \( v_{ee}(\mu r)/r \), for different values of the cutoff parameter \( \mu \) and of the electron density. After deriving some exact limits, we propose an analytic representation of the correlation energy which accurately fits our Monte Carlo data and also includes, by construction, these exact limits, thus providing a reliable “short-range local-density functional”.

I. INTRODUCTION AND SUMMARY OF RESULTS

Density functional theory\(^1,2,3\) (DFT) is nowadays the most widely used method for electronic structure calculations, in both condensed matter physics and quantum chemistry, thanks to the combination of low computational cost and remarkable accuracy for a wide variety of chemical bonds and solid-state systems. There are, however, notable exceptions to such an accuracy. For example, even the best available approximations of the exchange-correlation functional, the key ingredient of the DFT, fail to recover long-range van der Waals interactions,\(^4,5,6\) are not completely safe for the description of the hydrogen bond,\(^7\) and have intrinsic problems with situations of near degeneracy (when two sets of orbitals happen to have very close energies).\(^8,9\) More generally, the “chemical accuracy” (the accuracy needed to predict the rates of chemical reactions) has not yet been reached. For all these reasons the search for new approximate functionals, or even new ways of exploiting the basic ideas and advantages of the DFT, is very active.\(^2,4,5,6,7,9\)

In this context several authors\(^8,9,10,11\) have suggested to split the electron-electron interaction into a short-range part, to be treated within the DFT, and a long-range part, to be handled by other techniques. The motivation behind these “mixed schemes” is that the DFT, even in the simplest local-density approximation (LDA), provides an accurate description of the short-range electron-electron repulsion,\(^12\) while other techniques which give a poor description of short-range properties, like the configuration interaction (CI) method or the random-phase approximation (RPA),\(^13,14\) can, instead, accurately capture long-range correlation effects.

Of course there is no unique way to split the Coulomb potential \( 1/r \) into a short-range (SR) part and a long-range (LR) part. The error function and its complement

\[
\begin{align*}
\varepsilon_{ee}(r) &= \frac{1}{r} = v_{SR}(r) + v_{LR}(r), \\
v_{SR}(r) &= \frac{\text{erfc}(\mu r)}{r}, \\
v_{LR}(r) &= \frac{\text{erf}(\mu r)}{r},
\end{align*}
\]

have been already used for this purpose\(^8,9,11\) (see Fig. 1), and we stick to this choice, which yields analytic matrix elements for both gaussians and plane waves, i.e., the most common basis functions in quantum chemistry and solid-state physics, respectively. This form still leaves room for some arbitrariness: the choice of the most convenient cutoff parameter \( \mu \), which may be different for different “mixed schemes”.

The combination of a short-range DFT calculation and a different treatment of the long-range part of the electron-electron interaction can be founded on a rigorous basis through the adiabatic connection formalism.\(^8,9,15\) Depending on the specific problem addressed (van der Waals forces, near-degeneracy,...), and thus on the particular approach to the long-range part of the electron-electron interaction, different “mixed schemes” have been proposed.\(^12,16\) But in all of them, as in standard DFT,
a crucial role is played by the exchange-correlation functional, which now must be built for a modified electron-electron interaction. The schemes of Refs. [10,11] need a pure short-range functional, \( E_{xc}^{SR} [n] \), whose LDA version is given by

\[
E_{xc}^{LDA} [n] = \int n(\mathbf{r}) \epsilon_{xc}(n(\mathbf{r}), \mu) \, d\mathbf{r},
\]

where \( \epsilon_{xc}(n, \mu) \) is the exchange-correlation energy per electron of a uniform gas of density \( n \) interacting with a short-range potential like Eq. (1). The value of \( \mu \) in Eq. (3) can be either a constant, or, possibly, a convenient function of the density, \( \mu = \mu(n) \). The local functional \( \epsilon_{xc}(n, \mu) \) is the quantity which we provide in this paper. We start from a jellium-like hamiltonian (in Hartree atomic units used throughout this work)

\[
H = -\frac{1}{2} \sum_{i=1}^{N} \nabla_{\mathbf{r}_{i}}^{2} + V_{uc}^{SR} + V_{eb}^{SR} + V_{bb}^{SR},
\]

where \( V_{uc}^{SR} \) is the modified electron-electron interaction

\[
V_{uc}^{SR} = \frac{1}{2} \sum_{i \neq j = 1}^{N} \text{erfc}(\mu|\mathbf{r}_{i} - \mathbf{r}_{j}|),
\]

\( V_{eb}^{SR} \) is, accordingly, the interaction between the electrons and a rigid, positive, uniform background of density \( n = (4\pi r_{s}^{3}/3)^{-1} \)

\[
V_{eb}^{SR} = -n \sum_{i=1}^{N} \int d\mathbf{x} \frac{\text{erfc}(\mu|\mathbf{r}_{i} - \mathbf{x}|)}{|\mathbf{r}_{i} - \mathbf{x}|},
\]

and \( V_{bb}^{SR} \) is the corresponding background-background interaction

\[
V_{bb}^{SR} = \frac{n^{2}}{2} \int d\mathbf{x} \int d\mathbf{x}' \frac{\text{erfc}(\mu|\mathbf{x} - \mathbf{x}'|)}{|\mathbf{x} - \mathbf{x}'|}.
\]

First we calculate the ground-state energy per electron of this model hamiltonian, as a function of the density parameter \( r_{s} \) and of the parameter \( \mu \), with a diffusion Monte Carlo method (Sec. II). Then we derive the asymptotic behaviors of the correlation energy \( \epsilon_{c}(r_{s}, \mu) \) (Sec. III). On these grounds we finally (Sec. IV) present a convenient analytic parametrization of the correlation energy, thus following in the footsteps from quantum simulations of the regular jellium model to the best available LDA functionals [17,18,19,20].

## II. DMC CALCULATION OF THE GROUND-STATE ENERGY

A local density functional for the short-range potential of Eqs. (4)-(7) should recover the Ceperley-Alder (CA) correlation energy for \( \mu \rightarrow 0 \). In this Section we outline the implications of this condition on the technical aspects of our calculation, which is in all respects a standard application of the diffusion Monte Carlo method in the Fixed Node approximation (FN–DMC) [21].

The FN–DMC method gives the energy \( E_{FN} \) of the lowest-lying Fermionic eigenstate of the Hamiltonian which has the same nodes as the chosen trial function \( \Psi_{T} \). The error in \( E_{FN} \) is variational, and it vanishes as the nodal structure of \( \Psi_{T} \) approaches the (unknown) nodal structure of the exact ground state. The simplest choice for the trial function of a homogeneous fluid [22] is the Jastrow–Slater form, \( \Psi_{J}(\mathbf{R}) = J(\mathbf{R})D(\mathbf{R}) \), where the symmetric Jastrow factor \( J(\mathbf{R}) = \exp[-\sum_{i<j}u(r_{ij})] \) describes pair correlations, and \( D \) is the product of one Slater determinant of plane waves (PW) for each spin component (\( \mathbf{R} \) denotes the coordinates of all the particles). A better nodal structure is provided by the so-called backflow (BF) wave function [23].

The method used in Ref. [17] is in principle exact: it starts from the FN solution and then it performs a "nodal relaxation", whereby the energy converges to the exact ground-state result. However, this second process is accompanied by an increasing statistical noise, which may hinder full convergence of the results. In practice, the results of Ref. [17] are between the FN energies recently calculated with PW and BF nodes [22], and actually somewhat closer to the former. Since, on one hand, BF calculations are considerably more demanding, and, on the other, the most widely used local-density functionals are constructed to fit the quantum Monte Carlo results of Ref. [17], we choose to stick to the simple trial function with Slater determinants of plane waves. In this way our "short-range local-density functional" will continuously merge into the Ceperley-Alder–based local-density functionals as \( \mu \rightarrow 0 \).

All the other errors in the simulation can be controlled and eliminated. It is easy to ensure that the biases due to a finite time step and a finite population of walkers [21] are much smaller than the statistical uncertainty of the CA results, which we set as our target precision. The number extrapolation is more delicate. We simulate the results of Ref. [17] are between the FN energies recently calculated with PW and BF nodes [22], and actually somewhat closer to the former. Since, on one hand, BF calculations are considerably more demanding, and, on the other, the most widely used local-density functionals are constructed to fit the quantum Monte Carlo results of Ref. [17], we choose to stick to the simple trial function with Slater determinants of plane waves. In this way our "short-range local-density functional" will continuously merge into the Ceperley-Alder–based local-density functionals as \( \mu \rightarrow 0 \).
A. Finite $r_s$, and $\mu \to 0$

Since for small $\mu$

$$\frac{\text{erfc}(\mu x)}{x} = 1 - \frac{2\mu}{\sqrt{\pi}} + \frac{2x^2}{3\sqrt{\pi}}\mu^3 + O(\mu^5), \quad (9)$$

if we fix the density and let the parameter $\mu$ approach zero, we can write

$$H = H_{\text{Coul}} + \mu H^{(1)} + \mu^3 H^{(3)} + O(\mu^5), \quad \text{(10)}$$

where

$$H^{(1)} = \frac{N}{\sqrt{\pi}} \quad \text{(11)}$$

$$H^{(3)} = \frac{2}{3\sqrt{\pi}} \sum_{ij} \frac{|r_i - r_j|^2}{2} \int dx \frac{1}{x - x'} \frac{n^2}{2} \int dx' |x - x'|^2 \quad \text{(12)}$$

In Eq. (10), and in the rest of this paper, the suffix “Coul” indicates quantities of the standard uniform electron gas (jellium), with Coulomb interaction $1/r$. Thus, for small $\mu$ we are perturbing the jellium model,

$$E(\mu) = E_{\text{Coul}} + \mu E^{(1)} + \mu^2 E^{(2)} + \ldots \quad \text{(13)}$$

$$\Psi(\mu) = \Psi_{\text{Coul}} + \mu \Psi^{(1)} + \mu^2 \Psi^{(2)} + \ldots \quad \text{(14)}$$

Since $H^{(1)}$ is a constant, we immediately find $E^{(1)} = H^{(1)} = N/\sqrt{\pi}$ and $\Psi^{(1)} = 0$, which, combined with $H^{(2)} = 0$, also gives $\Psi^{(2)} = 0$ and $E^{(2)} = 0$. Then $E^{(3)}$ is simply

$$E^{(3)} = \langle \Psi_{\text{Coul}} | H^{(3)} | \Psi_{\text{Coul}} \rangle \quad \text{(15)}$$

and can be easily evaluated, since it is related to the plasma oscillation $\omega_p$.

$$E^{(3)} = -\frac{N}{\sqrt{\pi} \omega_p} = -N \frac{r_s^{3/2}}{\sqrt{3\pi}} \quad \text{(16)}$$

Eqs. (13)–(15) hold because the expectation values of $H^{(1)}$ and $H^{(3)}$ on $\Psi_{\text{Coul}}$ exist, as it will be more explicitly shown in Eqs. (18)–(21).

Taking the energy per particle $\epsilon = E/N$, and dividing it into the non-interacting kinetic part $t_s = \frac{3}{10}k_F^2$, and the exchange-correlation contribution $\epsilon_{xc}$, we then have the small-$\mu$ expansion

$$\epsilon_{xc}(r_s, \mu \to 0) = \epsilon_{xc}^{\text{Coul}}(r_s) + \frac{\mu}{\sqrt{\pi}} - \frac{3}{\sqrt{3\pi}} r_s^{3/2} + O(\mu^4). \quad \text{(17)}$$

The same result can be obtained by differentiation of $E(\mu)$ with respect to $\mu$ and by using the Helmann-Feynman theorem, which leads to the exact expression (see also Ref. 25):

$$\frac{\partial \epsilon_{xc}}{\partial \mu} = -\frac{3}{\sqrt{\pi}} \int_0^\infty ds \int_0^\infty ds' e^{-r_s^2 s^2} [g_{xc}(s, r_s, \mu) - 1], \quad \text{(18)}$$
where \( s = r/r_s \), and \( g_{xc}(s, r_s, \mu) \) is the pair-distribution function \(^{26,27,28}\) corresponding to the Hamiltonian of Eq. (14). The evaluation of Eq. (18) at \( \mu = 0 \), immediately gives the first-order result, \( 1/\sqrt{\pi} \). Higher-order derivatives of \( \epsilon_{xc} \) at \( \mu = 0 \) can be obtained by further differentiating Eq. (18), or, equivalently, by going further with the integrals, \( \epsilon \)

\[
\epsilon \propto s^{n} [g_{xc}^{\text{Con}}(s, r_s) - 1]
\]

with \( n = 4 \) and \( n = 6 \) exist. This is the case, since \( g_{xc}^{\text{Con}}(s, r_s) - 1 \) is a well-behaved function whose oscillation-averaged part \(^{29}\) goes to zero as \( 1/s^{4} \) when \( s \to \infty \). When \( s \to \infty \), \( \epsilon \)

\[
\frac{\partial^{2} \epsilon_{xc}}{\partial \mu^{2}} |_{\mu=0} = 0
\]

\[
\frac{\partial^{3} \epsilon_{xc}}{\partial \mu^{3}} |_{\mu=0} = \frac{6}{\sqrt{\pi}} s \int_{0}^{\infty} ds \, s^{3/2} [g_{xc}^{\text{Con}}(s, r_s) - 1] = \frac{6}{\sqrt{\pi}} s \int_{0}^{\infty} ds \, s^{3/2} \left( \frac{1}{r_{\omega \mu}^{2}} \right) = -\frac{6}{\sqrt{\pi}} s^{3/2},
\]

in agreement with Eq. (17). We see that since \( g_{xc}^{\text{Con}}(s \to \infty, r_s) - 1 \propto 1/s^{4} \), no further information can be obtained from Eq. (18), or, equivalently, by going further with the expansion of Eq. (10).

One can divide \( \epsilon_{xc} \) into its exchange and correlation parts, \( \epsilon_{xc} = \epsilon_{x} + \epsilon_{c} \). The exchange energy \( \epsilon_{x} \) has been calculated by Savin and is reported in Appendix A. Its small-\( \mu \) expansion is

\[
\epsilon_{x}(r_s, \mu \to 0) = \epsilon_{x}^{\text{Con}}(r_s) + \frac{\mu}{\sqrt{\pi}} \frac{3 \alpha r_s}{2 \pi} \mu^{2} + O(\mu^{4}),
\]

where \( \alpha = (4/9\pi)^{1/3} \). The \( \mu \to 0 \) behavior of \( \epsilon_{c} = \epsilon_{xc} - \epsilon_{x} \), is then

\[
\epsilon_{c}(r_s, \mu \to 0) = \epsilon_{c}^{\text{Con}}(r_s) + \frac{3 \alpha r_s}{2 \pi} \mu^{2} - \frac{\mu^{3/2}}{\sqrt{3\pi}} \mu^{3} + O(\mu^{4}).
\]

Notice that if we divide the pair-distribution function \( g_{xc} \) into its exchange and correlation parts, \( g_{xc}(s, r_s, \mu) = g_{x}(s) + g_{c}(s, r_s, \mu) \), we have

\[
\frac{\partial \epsilon_{x}}{\partial \mu} = -\frac{3}{\sqrt{\pi}} \int_{0}^{\infty} ds \, s^{3/2} e^{-\mu^{2} r_{s}^{2}} g_{x}(s) - 1,
\]

\[
\frac{\partial \epsilon_{c}}{\partial \mu} = -\frac{3}{\sqrt{\pi}} \int_{0}^{\infty} ds \, s^{3/2} e^{-\mu^{2} r_{s}^{2}} g_{c}(s, r_s, \mu).
\]

(This follows directly from the Hellmann-Feynman theorem and from the fact that \( g_{x} \) corresponds to the non-interacting gas and thus \( \epsilon_{x} \) does not depend on \( \mu \).) If we take the limit \( \mu \to 0 \) of Eqs. (24) and (25) we recover the first-order result in Eqs. (22) and (23). However, higher-order derivatives at \( \mu = 0 \) of \( \epsilon_{x} \) and \( \epsilon_{c} \) cannot be obtained by differentiating Eqs. (24) and (25). This is due to the long-range tail of \( g_{x}(s -1) \) and \( g_{c}^{\text{Con}}(s, r_s) \); when \( s \to \infty \) they both approach zero as \( 1/s^{4} \). Thus, integrals of the kind \( \int_{0}^{\infty} s^{4} [g_{x} - 1] \) and \( \int_{0}^{\infty} s^{4} g_{c}^{\text{Con}} \) diverge. The long-range tails of \( g_{x}(s -1) \) and \( g_{c}^{\text{Con}}(s, r_s) \) exactly cancel \( 26,27,28 \) in \( g_{xc}^{\text{Con}}(s, r_s) - 1 \). This is why, at small \( \mu \), both \( \epsilon_{x} \) and \( \epsilon_{c} \) have terms \( \propto \mu^{2} \) which cancel out in \( \epsilon_{xc} \).

### B. Finite \( \mu \), and \( r_s \to 0 \)

If we use the relevant scaled units \( s = r/r_s \) and we let \( r_s \) approach zero, the potential has the expansion

\[
1 \mathop{\text{erfc}}(\mu r_s) g_{SR} \to 1 - \frac{1}{s} \left( 1 - \frac{2}{\sqrt{\pi}} r_s + \frac{2}{3} \frac{\mu^{3/2}}{\sqrt{3\pi}} r_s^{3/2} + \ldots \right),
\]

which has the Coulomb interaction as leading term. We are thus approaching again the jellium model, so that Eq. (29) is also valid for finite \( \mu \) and \( r_s \to 0 \).

In Eq. (29) the relevant scaled variable is \( \mu \sqrt{r_s} \). The Coulomb gas presents screening effects at lengths \( r > 1/q_{\text{TF}} \propto \sqrt{r_s} \), where \( q_{\text{TF}} \) is the Thomas-Fermi wave vector. Since the erfc function amounts to some sort of artificial screening at lengths \( r > \mu^{-1} \), the Thomas-Fermi screening appears, exactly as in the Coulomb gas, when \( \sqrt{r_s} \ll \mu^{-1} \).

### C. \( \mu r_s \gg 1 \)

When \( \mu \to \infty \), the potential terms of Eqs. (5) rapidly vanish (\( V^{\text{SR}} \sim e^{-\mu^{2} r^{2}} \)). In this regime we can treat the whole potential as a perturbation to the non-interacting Fermi gas.

The first-order (in the potential) correction to the non-interacting energy \( t_{s} \) gives \( \epsilon_{s} \) of Appendix A. The second-order term can be computed by standard Rayleigh-Schrödinger perturbation theory

\[
\epsilon^{(2)} = -\frac{1}{N} \sum_{n \neq 0} \frac{(\langle 0|V^{\text{SR}}|n\rangle \langle n|V^{\text{SR}}|0\rangle)}{E_{n} - E_{0}}.
\]

As in the case of jellium, \( \epsilon^{(2)} \) is the sum of a direct term and of a second-order exchange term \(^{29}\) which in Fourier space read


\[ \epsilon^{(2)}_{\text{dir}} = -\frac{3}{16\pi^2} \int dq \left( 1 - e^{-q^2k_F^2/4\mu^2} \right)^2 \int_{|k+q|>1} dk \int_{|p+q|>1} dp \frac{\theta(1-k)\theta(1-p)}{q^2 + q \cdot (k+p)} \]

\[ \epsilon^{(2)}_{\text{ex}} = \frac{3}{32\pi^2} \int dq \left( 1 - e^{-q^2k_F^2/4\mu^2} \right) \int_{|k+q|>1} dk \int_{|p+q|>1} dp \frac{1 - e^{-|q+k+p|^2k_F^2/4\mu^2}}{|q+k+p|^2} \cdot \frac{\theta(1-k)\theta(1-p)}{q^2 + q \cdot (k+p)} \]

(27)

(28)

Here all the momenta are expressed in units of \( k_F = (\alpha r_s)^{-1} \), and \( \theta(x) \) is the Heaviside step function. Now, consider the case \( \mu r_s \to \infty \) and divide the integral over \( q \) in Eqs. (27) and (28) into two parts:

\[ \int_0^\infty dq = \int_0^{q_1} dq + \int_{q_1}^\infty dq, \quad \text{with} \quad 1 \ll q_1 \ll \mu r_s. \]

In the first part, when \( q \in [0,q_1] \), we can write

\[ 1 - e^{-q^2k_F^2/4\mu^2} \approx \frac{q^2k_F^2}{4\mu^2}, \]

\[ 1 - e^{-|q+k+p|^2k_F^2/4\mu^2} \approx \frac{|q+k+p|^2k_F^2}{4\mu^2} \]

(since \( q_1 \ll \mu r_s \), and the integrals of Eqs. (27) and (28) are restricted to the domain \(|k| \leq 1, |p| \leq 1\)). Equations (27) and (28) then reduce to integrals of the same kind, which can be summed to yield

\[ \epsilon^{(2)}_{|q|\leq q_1} = \frac{3}{32\pi^2} \left( \frac{k_F^2}{4\mu^2} \right)^2 \int_{|q|\leq q_1} dq \int_{|k+q|>1} dk \int_{|p+q|>1} dp \frac{\theta(1-k)\theta(1-p)}{q^2 + q \cdot (k+p)}, \]

i.e., they give a term which vanishes as \((\mu r_s)^{-4}\). In the second part, \( q \in [q_1, \infty] \), having chosen \( q_1 \gg 1 \), we can write

\[ |q+k+p|^2 \approx q^2, \]

\[ \int_{|k+q|>1} dk \int_{|p+q|>1} dp \frac{\theta(1-k)\theta(1-p)}{q^2 + q \cdot (k+p)} \approx \left( \frac{4\pi}{3} \right)^2 \frac{1}{q^5}. \]

Equations (27) and (28) again reduce to integrals of the same kind, which can be summed to yield

\[ \epsilon^{(2)}_{|q|\geq q_1} = -\frac{2}{3\pi^2} \int_{q_1}^\infty dq \left( 1 - e^{-q^2k_F^2/4\mu^2} \right)^2. \]

(29)

The right-hand side of Eq. (29) can be evaluated analytically and then expanded for \( \mu r_s \to \infty \). Its leading term is (correctly) independent of \( q_1 \) and equals \(-\frac{\sqrt{2\pi}}{4}\) \((\mu r_s)^{-3}\). We thus have

\[ \epsilon_c(r_s, \mu) \bigg|_{\mu r_s \gg 1} = \frac{A}{(\mu r_s)^3} + \frac{B}{(\mu r_s)^4} + \ldots \]

(30)

with \( A \approx \frac{\sqrt{\pi}}{4} \approx 0.0584 \) Hartree.

Since the perturbation series expansion whose second-order term corresponds to Eq. (20) is done with respect to the whole potential \( V_{\text{SR}} \) and not with respect to the parameter \( \mu \), higher-order terms could also contribute to the value of \( A \). For this reason, in our parametrization of \( \epsilon_c(r_s, \zeta) \) \( A \) is left as a free parameter, to be optimized with a fit on the DMC data. We expect to find a value of \( A \) of the same order of the one estimated with Eq. (20), since the potential \( V_{\text{SR}} \) vanishes very rapidly as \( \mu \to \infty \), so that the higher-order-term contribution to \( A \) should be small.

### IV. ANALYTIC REPRESENTATION OF THE CORRELATION ENERGY

An accurate and simple analytic representation of the correlation energy \( \epsilon_c(r_s, \mu) \) can be obtained by a Padé form which interpolates between the limiting behaviors given by our Eqs. (29) and (30) and contains some free parameters to fit our DMC data. We write

\[ \epsilon_c(r_s, \mu) = \frac{\epsilon_{\text{Coul}}(r_s)[1 + b_1(r_s)\mu]}{1 + b_1(r_s)\mu + b_2(r_s)\mu^2 + b_3(r_s)\mu^3 + b_4(r_s)\mu^4}, \]

(31)
where

\[ b_1 = \left( b_3 - \frac{r_s^{3/2}}{\sqrt{3\pi}} \frac{1}{\varepsilon_{c\text{Coul}}} \right) \frac{1}{b_2} \]  

(32)

\[ b_2 = -\frac{3}{2\pi} \alpha(r_s) \varepsilon_{c\text{Coul}} \]  

(33)

\[ b_4 = -b_1 \varepsilon_{c\text{Coul}} \frac{r_s^3}{A} \]  

(34)

and \( \varepsilon_{c\text{Coul}}(r_s) \) is one of the standard parametrizations\(^{18,19,20}\) of the correlation energy of the unpolarized jellium. Here we used the parametrization of Perdew and Wang\(^{22}\) The two parameters \( b_3(r_s) \) and \( A \) are fixed by a two-dimensional \((r_s, \mu)\) best fit to our DMC data. We find:

\[ b_3(r_s) = 1.27 r_s^{7/2} \]  

(35)

\[ A = 0.03579. \]  

(36)

This fit yields a reduced \( \chi^2 \) of 2.7. In Fig. 4, we show our DMC data together with the fitting function for different values of \( r_s \). Notice that our analytic \( \varepsilon_c(r_s, \mu) \) does not break down at high \((r_s \to 0)\) or low \((r_s \to \infty)\) densities, being constrained by exact behaviors.

\section*{V. CONCLUSIONS AND PERSPECTIVES}

We have presented a comprehensive numerical and analytic study of the ground-state energy of a (spin unpolarized) uniform electron gas with modified, short-range-only electron-electron interaction \( \text{erfc}(\mu r)/r \), as a function of the cutoff parameter \( \mu \) and of the electronic density. Our chief goal has been the publication, in a convenient form for application, of a reliable local density functional for the correlation energy of this model system, which (i) fits the results of our quantum Monte Carlo simulations and (ii) automatically incorporates exact limits. Such a functional is a crucial ingredient for some recently proposed “mixed schemes”, which exploit the DFT only for the short-range part of the electron-electron interaction. In this context the natural extension of this study will be the generalization of our functional to the spin-polarized case.

What we obtained in this paper is not the only possible short-range local-density functional of interest to “mixed schemes”. In some of them\(^{30}\) the DFT treatment of the short-range part is handled through another functional \( E_{xc}^{\text{SR}}[n] \), defined as the difference between the standard exchange-correlation energy functional (corresponding to the Coulomb interaction) and a long-range-only functional

\[ E_{xc}^{\text{SR}}[n] = E_{xc}[n] - E_{xc}^{\text{LR}}[n]. \]  

(37)

Another direction of future work will thus be the study of the uniform electron gas with a long-range-only interaction of the form of Eq. (2), and, possibly, other modified interactions proposed in the same spirit.\(^{30}\)
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\section*{APPENDIX A: EXCHANGE ENERGY}

The exchange energy corresponding to the Hamiltonian\(^{11}\) has been calculated by Savin in Ref.\(^{8}\) and is equal to

\[ \epsilon_x(r_s, \mu) = -\frac{2}{\pi} k_F \left\{ \frac{3}{8} - a \left[ \sqrt{\pi} \text{erf} \left( \frac{1}{2a} \right) - 3a + 4a^3 \right] + \left( 2a - 4a^3 \right) e^{-1/4a^2} \right\}, \]  

(A1)

with \( a = \mu/(2k_F) \). The exchange energy thus satisfies

\[ \epsilon_x(r_s, \mu) = r_s^{-1} f(\mu r_s). \]
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