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Abstract
We approach the Torelli problem of reconstructing a curve from its Jacobian from a computational point of view. Following Dubrovin, we design a machinery to solve this problem effectively, which builds on methods in numerical algebraic geometry. We verify this methods via numerical experiments with curves up to genus 7.

1 Introduction

The Torelli theorem is a classical and foundational result in algebraic geometry, stating that a Riemann surface, or smooth algebraic curve, $C$ is uniquely determined by its Jacobian variety $J(C)$. More concretely, the theorem says that a Riemann surface of genus $g$ can be recovered from one Riemann matrix $\tau$ that represents its Jacobian, together with the theta function

$$\theta : \mathbb{C}^g \times \mathbb{H}_g \rightarrow \mathbb{C}, \quad \theta(z, \tau) := \sum_{n \in \mathbb{Z}^g} \exp \left( \pi i n^t \tau n + 2\pi i n^t z \right)$$

where $\mathbb{H}_g$ is the Siegel upper-half space of $g \times g$ symmetric complex matrices with positive definite imaginary part. There are various proofs of Torelli’s theorem, which can be even made concrete in computational terms. Most proofs rely on the geometry of the theta divisor. This is the locus inside the Jacobian variety $J(C) = \mathbb{C}^g / \mathbb{Z}^g + \tau \mathbb{Z}^g$ which is cut out by the theta function:

$$\Theta = \{ z \in J(C) \mid \theta(z, \tau) = 0 \}.$$  

For example, suppose that the Riemann surface $C$ is not hyperelliptic, so that we can identify $C$ with a canonical model $C \subseteq \mathbb{P}^{g-1}$. Then for any singular point $z \in \Theta_{\text{sing}}$ of the theta divisor, the corresponding Hessian matrix $(\frac{\partial^2 \theta}{\partial z_i \partial z_j}(z, \tau))$ defines a quadric in the projective space space $\mathbb{P}^{g-1}$. By a result of Green [11], such quadrics span the space of quadrics in the ideal of the curve. Hence, if the curve is not trigonal, or a smooth plane quintic, these quadrics generate the whole canonical ideal. This result has been extended by Kempf and Schreyer, which gave a way to recover the curve from a single singular point [13]. In particular, this gives a powerful effective reconstruction of the curve, provided that we are able to solve the system

$$\theta(z, \tau) = \frac{\partial \theta}{\partial z_1}(z, \tau) = \cdots = \frac{\partial \theta}{\partial z_g}(z, \tau) = 0.$$  

(2)
This has been implemented numerically for curves of genus 4 in [7], but it is a rather hard task in general, since the theta function is inherently transcendental. Moreover, this problem is also quite sensitive to the precision of the data: for example, if we move \( \tau \) a bit, the corresponding theta divisor will not have singular points. There are various other proofs of the Torelli theorem, but many involve solving system of equations such as (2).

Hence, we look for different, more algebraic methods. Such a strategy was proposed by Dubrovin [8], building on Krichever’s work [14] on algebraic curves and the Kadomtsev-Petviashvili (KP) equation:

\[
\frac{\partial}{\partial x} (4u_t - 6uu_x - u_{xxx}) = 3u_{yy}.
\]

(3)

More precisely, for each Riemann surface \( C \) of genus \( g \) there exists a threefold \( D_C \) in a weighted projective space \( \mathbb{P}^{3g-1} \) parametrizing triples \((U, V, W)\) such that the function

\[
u(x, y, t) = 2\frac{\partial^2}{\partial x^2} \log \tau(x, y, t) + c, \quad \tau(x, y, z) := \theta(Ux + Vy + Wz + D, \tau)\]

(4)

is a solution to the KP equation (3) for any \( D \in \mathbb{C}^g \) and some \( c \in \mathbb{C} \). This threefold was called the Dubrovin threefold in [3] and it was studied there from a computational point of view. The important properties of this object for our point of view are two: first, \( D_C \) is cut out by some explicit equations whose coefficient are derivatives of theta functions (with characteristic) evaluated at zero. These can be computed explicitly with a software for the evaluation of the theta functions, such as \texttt{Theta.jl} in Julia [1]. Second, the projection of \( D_C \) onto the projective space \( \mathbb{P}^{g-1}_U \) of the coordinates \( u_1, \ldots, u_g \) consists exactly of the canonical model for the curve \( C \subseteq \mathbb{P}^{g-1}_U \). Hence, equations for the canonical model of \( C \) can be obtained by eliminating the variables \( V, W \) from the equations of the Dubrovin threefold \( D_C \), a purely algebraic process. In conclusion, this allows to recover the curve from the Riemann matrix \( \tau \) without having to solve a transcendental system such as (2).

In this note, we explain how to implement this strategy effectively, using the methods of numerical algebraic geometry. In Section 2, we explain the background behind the Dubrovin threefold and we state the key Lemma 2.1, which explains how to recover equations for the curve. In particular, this allows to recover quartics equations, but we discuss also the case of quadrics and cubics. Furthermore, we also comment on applications of these methods to the classical Schottky problem. In Section 3 we state the algorithm and we analyze its complexity. Moreover, even if our focus is on methods that avoid finding singular points, this can be very useful when we are able to solve the transcendental system (2), and we comment on this in Section 3.1. We conclude by presenting numerical experiments with curves from genera from 3 to 7, which we carried out with the packages \texttt{RiemannSurfaces} in Sage and \texttt{Theta.jl} and \texttt{Homotopycontinuation.jl} in Julia.

## 2 The Dubrovin Threefold

We start by recalling some background on the Dubrovin threefold, following [3] [8]. Let \( C \) be a smooth projective algebraic curve, or compact Riemann surface, of genus \( g \). We fix
a symplectic basis $a_1, b_1, \ldots, a_g, b_g$ for the first homology group $H_1(C, \mathbb{Z})$ and we choose a normalized basis $\omega_1, \omega_2, \ldots, \omega_g$ of holomorphic differentials, meaning that
\[ \int_{a_i} \omega_j = \delta_{ij}, \]  
(5)

The corresponding Riemann matrix $\tau \in \mathbb{H}_g$ is defined as
\[ \tau = \left( \int_{b_i} \omega_j \right)_{1 \leq i, j \leq g}. \]  
(6)

One can see that the function \( \theta \) is a solution to the KP equation \( \mathcal{K} \) for all values of \( \epsilon, \delta \) can be obtained via the theta functions with characteristic \( \epsilon, \delta \). We use the software for evaluating theta functions and their derivatives. We use the \texttt{Julia} package that is introduced in \cite{1}.

This yields an infinite number of equations for the Dubrovin threefold. A finite number can be obtained via the theta functions with characteristic \( \epsilon, \delta \in \{0, 1\}^g \):
\[ \theta \left[ \begin{smallmatrix} \epsilon \\ \delta \end{smallmatrix} \right] (\mathbf{z} \mid \tau) = \sum_{n \in \mathbb{Z}^g} \exp \left( \pi i \left( n + \frac{\epsilon}{2} \right)^T \tau \left( n + \frac{\epsilon}{2} \right) + \left( n + \frac{\epsilon}{2} \right)^T \left( z + \frac{\delta}{2} \right) \right). \]  
(9)

This coincides with the Riemann theta function \( \theta \) for \( \epsilon = \delta = 0 \) and in general it differs from it by an exponential factor. We consider the following function
\[ \hat{\theta}[\epsilon](\mathbf{z}) := \theta \left[ \begin{smallmatrix} \epsilon \\ 0 \end{smallmatrix} \right] (\mathbf{z} \mid 2\tau). \]  
(10)
For fixed $\tau$, these complex numbers $\hat{\theta}[\varepsilon](0)$ at $z = 0$ are called theta constants. We use the term theta constant also for evaluations at $z = 0$ of derivatives of $[10]$. With these conventions, we define the Dubrovin quartic in $(U, V, W, c, d)$ associated to the half-characteristic $\varepsilon$ as:

$$F[\varepsilon](U, V, W, c, d) := \partial^4_U \hat{\theta}[\varepsilon](0) - \partial_U \partial_W \hat{\theta}[\varepsilon](0) + \frac{3}{2} \varepsilon \partial_U^2 \hat{\theta}[\varepsilon](0) + \frac{3}{4} \partial_U^2 \hat{\theta}[\varepsilon](0) + 3d \hat{\theta}[\varepsilon](0).$$

(11)

The Dubrovin and the Hirota quartics span the same vector subspace of $C[U, V, W, c, d]_4$ as shown in [3, Proposition 4.3], hence they also provide defining equations for $D_C^{\text{big}}$.

We come to the crucial point: the projection of the big Dubrovin threefold onto the projective space $P^{g-1} = P_{U}^{g-1}$ coincides exactly with the canonical model of the curve $C$ induced by the basis of holomorphic differentials of (5):

$$C \longrightarrow P^{g-1}, \quad p \mapsto [\omega_1(p), \omega_2(p), \ldots, \omega_g(p)]$$

(12)

in particular, if the curve $C$ is not hyperelliptic, the canonical model is isomorphic to the curve $C$ itself. In algebraic terms, this means that the canonical model of (12) can be recovered by eliminating the variables $V, W, c, d$ from the equations of the big Dubrovin threefold. This is reduced to a problem of linear algebra as follows: for any half-characteristic $\varepsilon \in \{0, 1\}^g$ write $Q[\varepsilon]$ for the Hessian matrix of the function $\hat{\theta}(z)$, then, combining [3, Lemma 4.6] and [3, Proposition 4.7] we have:

**Lemma 2.1.** Let us denote by $V_\tau \subseteq C[u_1, \ldots, u_g]$ the vector space of linear combinations

$$\sum_{\varepsilon \in \{0, 1\}^g} \lambda_\varepsilon \cdot \partial_U^4 \hat{\theta}[\varepsilon],$$

(13)

where the $2^g$ complex scalars $\lambda_\varepsilon$ satisfy the linear equations

$$\sum_{\varepsilon} \lambda_\varepsilon \cdot Q[\varepsilon] = 0 \quad \text{and} \quad \sum_{\varepsilon} \lambda_\varepsilon \cdot \hat{\theta}[\varepsilon] = 0.$$

(14)

Then a linear combination of the Dubrovin quartics is independent of $c, d$ if and only if it belongs to $V_\tau$. Furthermore, $V_\tau$ has dimension $2^g - \frac{g(g+1)}{2} - 1$ and the corresponding quartics (13) cut out the canonical model (12) of the curve $C$.

Hence, if the curve $C$ is not hyperelliptic, this Lemma gives a way to recover the curve from the Riemann matrix $\tau$, which depends only on the evaluation of the theta function and its derivatives.

### 2.1 Recovering quadrics and cubics

Lemma 2.1 allows us to recover a linear space of quartics that cut out a canonical model of $C$. However, it is also possible to recover quadratic equations. We start with the following basic observation: if in the space $V_\tau$ we can find a quartic of the form $Q(U)^2$, then $Q$ is a quadric containing the curve $C$. We can actually find such special quartics inside $V_\tau$: indeed,
suppose that $z_0 \in \mathbb{C}^g$ is a singular point of the theta divisor $\Theta$. Then the Hirota quartic $H_{z_0}$ becomes:

$$H_{z_0} = 3 \left( \partial^2 U_{\theta}(z_0) \right)^2$$

(15)

and since this is independent of $c, d$, Lemma 2.1 tells us that $(\partial^2 U_{\theta}(z_0))^2 \in V_{\tau}$. Furthermore, we know by Green’s result mentioned in the introduction, that the quadrics $\partial^2 U_{\theta}(z_0)$ appearing in (15) span the whole vector space of quadrics in the ideal of the canonical curve. Hence, if $C$ is not hyperelliptic, trigonal, or a smooth plane quintic, such quadrics generate the canonical ideal of the curve. We again point out that, at least in principle, such quadrics can be computed by algebraic and not transcendental methods. Indeed, this corresponds to intersecting the space $V_{\tau}$ with the subvariety in $\mathbb{C}[U]_4$ given by quartics of the form $Q^2$, so it amounts to solving a polynomial system of equations in the space $V_{\tau}$.

We discuss briefly also the case of cubics, which can appear if the curve is trigonal or a smooth plane quintic. In general, if $z_0 \in \Theta$ is a singular point in the theta divisor, the cubic equation $\partial^3 U_{\theta}(z_0)$ belongs to the canonical ideal of the curve [13]. If we apply the operator $\partial_U$ to the Hirota quartic $H_z$ and we evaluate it at $z = z_0$, we obtain the quintic equation

$$\partial_U H_{z|z=z_0} = 2(\partial^2 U_{\theta}(z_0))(\partial^3 U_{\theta}(z_0))$$

(16)

The quintic (16) is a linear combination of the quintics $u_i \cdot F[\varepsilon]$, for $i = 1, \ldots, g$ and $\varepsilon \in \{0, 1\}^g$, so in principle we could try to proceed as for quadrics, and look for reducible quintics of the form $Q(U) \cdot T(U)$, where $\deg Q(U) = 2$ and $\deg T(U) = 3$. However, this can be quite complicated, and it can be worth trying and computing directly a singular point of the theta divisor. Since this can be useful in general, we discuss this in Section 3.1.

2.2 Applications to the Schottky problem

Up to now we have discussed the Torelli problem of reconstructing a smooth curve $C$ from a Riemann matrix $\tau$ of its Jacobian $J(C)$. Another fundamental question in this area is the Schottky problem [12], which asks, given a matrix $\tau \in \mathbb{H}_g$, whether this represents the Jacobian of a curve. This can be formulated in different ways with different possible solutions: see for example [9] for a very recent one. In particular, one of these was given by Krichever [14] and Shiota [15] via the KP equation. This solution can be formulated in terms of the Dubrovin threefold [8 Section IV.4] by saying that $\tau \in \mathbb{H}_g$ represents a Jacobian if and only if the Dubrovin quartics (11) cut out a threefold.

In particular, we can check that a matrix $\tau \in \mathbb{H}_g$ does not represent a Jacobian, by computing the quartics of Lemma 2.1 and then checking that they do not define a curve in $\mathbb{P}^{g-1}$. We verified this experimentally in Example 3.6.

3 Numerical recovery

We can sum up the discussion of the previous section in the following algorithm. We have implemented it in Julia, which can be found at [https://turkuozlum.wixsite.com/tocj].
Algorithm 1: Recovery through the Dubrovin threefold

**Input:** A matrix $\tau \in H_g$ representing the Jacobian of a non-hyperelliptic curve.

**Output:** Quartics that cut out the canonical model of the algebraic curve $C$ whose Riemann matrix is $\tau$.

**Step 1:** Set up the linear system in (14) by computing the theta constants via the Julia package Theta.jl.

**Step 2:** Solve the linear system in (14).

**Step 3:** Write the quartics (13) and return them.

The algorithm is straightforward and we can easily analyze its complexity in terms of the genus $g$. In Step 1, we need to evaluate $2^g \cdot (g(g+1)/2 + 1)$ theta constants, coming from the matrices $Q[\varepsilon]$ and the scalars $\hat{\theta}[\varepsilon]$. Then, in Step 2, we need to solve a $(g(g + 1)/2 + 1) \times 2^g$ linear system of maximal rank. Finally, in Step 3, we need to compute the quartics (13), which involves the evaluation of $2^g \cdot (g+3)(g+2)(g+1)/24$ theta constants. In our experiments, we considered examples, taken from the literature, up to genus 7, so that the linear system of Step 2 is of relatively small size and it can be solved very quickly in Julia. What takes most of the time is the evaluation of the theta constants: the following table presents the approximated times to compute the theta constants in the examples below, with 12 digits of precision. In the table, $\partial^i$ indicates the order of the partial derivative of $\theta$ that we compute. The last column denotes the time needed to run the entire algorithm.

| genus | $\partial^0$ | $\partial^2$ | $\partial^4$ | total |
|-------|--------------|--------------|--------------|-------|
| 3     | 0.0009 sec   | 0.001 sec    | 0.002 sec    | 5 sec |
| 4     | 0.008 sec    | 0.015 sec    | 0.02 sec     | 11 sec|
| 5     | 0.07 sec     | 0.15 sec     | 0.23 sec     | 9 min |
| 6     | 2.1 sec      | 4.2 sec      | 6.9 sec      | 12 h  |
| 7     | 6 sec        | 8 sec        | 10 sec       | 60 h  |

### 3.1 Computing the Singular Points

As we explained before, one of the advantages of the Dubrovin threefold is that it allows to recover the curve without computing a singular point of the theta divisor. However, this is also a very useful method, if we manage to solve the transcendental system (2). A Sage code that computes a singular point of the theta divisor in genus 4 is presented in the article [7]. The basic idea is to solve system (2) by numerical optimization, starting from a random input $z = a + \tau b$, where $a, b$ are real vectors with entries between 0 and 1. In our implementation, we use the function `optimize.root` from the SciPy package. We call this function with the method `lm`, based on the Levenberg-Marquardt algorithm, which speeds up the computation substantially in comparison with the `hybr` method. The function `optimize.root` evaluates the partial derivatives (2) of the given function via estimating the limits of the function. Instead, we used the partial derivatives that is implemented in the Sage package `abelfunctions` [6], which gave more accurate results. In our experiments, it took about 30 minutes for one singular point to be computed in the case of genus 4 and about 1.5 hours in the case of genus 5.
Remark 3.1. Before presenting our experiments, we observe that it is often convenient to work with an arbitrary basis of differentials instead of a normalized one as in (5). For such an arbitrary basis \( \tilde{\omega}_1, \ldots, \tilde{\omega}_g \), we consider the corresponding \( g \times g \) period matrices

\[
\Pi_a = \left( \int_{a_j} \tilde{\omega}_i \right)_{ij} \quad \text{and} \quad \Pi_b = \left( \int_{b_j} \tilde{\omega}_i \right)_{ij}.
\] (17)

Then we obtain a normalized basis of differentials as in (5) and the corresponding Riemann matrix by taking

\[
(\omega_1, \omega_2, \ldots, \omega_g)^T = \Pi_a^{-1} (\tilde{\omega}_1, \tilde{\omega}_2, \ldots, \tilde{\omega}_g)^T.
\] (18)

\[
\tau = \Pi_a^{-1} \Pi_b.
\] (19)

3.2 Numerical experiments

Finally, we present some examples illustrating our algorithm.

In our experiments, we start with an explicit plane affine model for a non-hyperelliptic curve and possibly also its canonical model \( C \subseteq \mathbb{P}^{g-1} \), and then we use the package RiemannSurface of Sage [5] to compute a Riemann matrix \( \tau \) on which we run the Algorithm 1. We then verify that the resulting quartics cut out the canonical curve we started with. We can do this explicitly in genus 3, when the curve itself is a smooth plane quartic. In higher genera, we first verify that the quartics belong to the ideal of the curve by running the polynomial division algorithm, which return a remainder of zero, up to a certain numerical approximation. Furthermore, to verify that the quartics cut out the curve set-theoretically, we compute the intersection with an hyperplane in \( \mathbb{P}^{g-1} \) by adding a random linear form and solving the resulting polynomial system via homotopy continuation. This is the primary computational method in numerical algebraic geometry, and we used the Julia implementation of HomotopyContinuation.jl [4]. This computation returns \( 2g - 2 \) solutions, confirming that the quartics cut out a curve of degree \( 2g - 2 \).

We also tried to recover the quadrics vanishing on the curve using the method of Section 2.1. We set up the problem of finding elements of the form \( Q(U)^2 \) in the space of quartics returned by Algorithm 1 and solved it again via HomotopyContinuation.jl. We could do this in genus 4.

In genera 4 and 5, we could also compute singular points of the theta divisor, using the methods of Section 3.1. With these singular points, we could compute quadric and cubic equations for the curve, as described in Section 2.1.

Example 3.2 (Genus three). The Trott curve is a smooth plane quartic with affine model \( C = \{ f(x, y) = 0 \} \), where

\[
f(x, y) = 12^2(x^4 + y^4) - 15^2(x^2 + y^2) + 350x^2y^2 + 81.
\]

In particular, this is already the canonical model, and the curve is of genus 3 and not hyperelliptic. We compute a Riemann matrix using RiemannSurface in Sage [5]: in particular,
the package uses the basis of differentials:

\[ \tilde{\omega}_1 = \frac{1}{f_y} \, dx, \quad \tilde{\omega}_2 = \frac{x}{f_y} \, dx, \quad \tilde{\omega}_3 = \frac{y}{f_y} \, dx, \]

where \( f_y \) denotes the derivative \( \frac{\partial f}{\partial y} \), and then it computes the period matrices \( \Pi_a \) and \( \Pi_b \) as in (17). The corresponding normalized Riemann matrix \( \tau \) is

\[
\begin{pmatrix}
1.068438684711799 + 0.723452987614272i & -0.305886633614305 + 0.123618182818371i & -0.160517941389541 - 0.206682546926854i \\
-0.305886633614305 + 0.123618182818371i & 0.776839918461210 + 1.25292663517205i & -0.626922516933387 - 0.289746911570334i \\
-0.160517941389541 - 0.206682546926854i & 0.776839918461210 + 1.25292663517205i & 0.376235753801471 + 0.484440302728071i
\end{pmatrix}.
\]

With this matrix, we set the linear system (14) by computing the theta constants appearing in the expressions of the system (11). As expected, this has an unique solution, up to a scalar multiplication, and we compute the corresponding quartic polynomial (13):

\[
(0.44055383215737327 - 0.1171251895532213i)u_1^3 + (2.09488287195226 + 7.87966490410854)u_2^2 \\
- (5.3164851738645 - 1.143430001695646i)u_3^2 + (61.49338091033442 - 16.345857891807355i)u_4^2 \\
+ (27.509923929039046 + 105.6412469122926i)u_1^2 u_2 - (43.67750279380181 - 12.658628276584892i)u_1^2 u_3 \\
- (0.2061170990045473 + 0.775286306524854i)u_1^2 u_4 + (142.13757271911 + 22.77783502115772i)u_2 u_3^2 \\
+ (101.16095240593528 + 146.628999549485i)u_2 u_4^2 - (28.21445865117336 - 92.58785350789056)u_3 u_4^2 \\
- (0.0619271764994459 - 0.01733209103481038i)u_1 u_2^3 - (0.01685400506870983 + 0.825603082721883i)u_1 u_3^3 \\
+ (64.665534707472735 + 38.49587006148285i)u_1^2 u_2^2 + (94.88987578016996 + 81.1819440047546i)u_2 u_3^3 \\
+ (33.08420780163195 + 41.521570514217885i)u_3^2.
\]

At a first glance, this might not look like the Trott curve. However, this equation is for the canonical model of \( C \) with respect to a basis of normalized differentials \( \omega_1, \omega_2, \omega_3 \). If we go back to the differentials \( \tilde{\omega}_1, \tilde{\omega}_2, \tilde{\omega}_3 \) via the change of coordinates in (18), we obtain the following quartic, after scaling the coefficients.

\[
81u_1^4 + (1.2226397321414586 \cdot 10^{-13} - 9.4548380532456 \cdot 10^{-14})u_1^3 u_2 \\
+(2.9214976279639876 \cdot 10^{-13} + 1.126828317947478i \cdot 10^{-13})u_1^2 u_3 \\
+(3.66976553538813 \cdot 10^{-13} - 3.0123693690509 \cdot 10^{-13})u_1^2 u_4 \\
-(4.137103331328177 - 3.5465373271644895 \cdot 10^{-13} - 3.83282913614384 \cdot 10^{-13} + 9.97678497125283i \cdot 10^{-13})u_1 u_2 u_3 \\
+(7.7258451929981 \cdot 10^{-13} - 2.4442827509395 \cdot 10^{-13} + 8.23910496206657 \cdot 10^{-13} + 2.6625125861265 \cdot 10^{-13} - 1.9376387161366i \cdot 10^{-13})u_1 u_2 u_4 \\
+(14.399999999999 \cdot 7.607569271465399 \cdot 10^{-13} - 1.07723434121598 \cdot 10^{-13} - 8.30464428951876 \cdot 10^{-13} - 1.53710529212563i \cdot 10^{-13})u_1 u_3 u_4 \\
+(350.00000000000026 + 1.275071469442792i \cdot 10^{-13} + 1.3400119435300388 \cdot 10^{-13} - 5.996042934502804i \cdot 10^{-13} + 1.439999999999 \cdot 5.375443148919295 \cdot 10^{-13})u_2 u_3 u_4.
\]

This is nothing but the quartic defining the Trott curve, up to an error of \( 10^{-12} \). In particular, we can recover the exact equation if we round up the coefficients to the nearest integer. We emphasize that this example is treated slightly different than as it has been in [3] Example 4.8.

Inspired by this example, we repeated the same experiments with 20 plane quartics with integer coefficients. The coefficients were bounded in absolute value by 100. We computed the period and the Riemann matrix with 53 bits of precision, we computed the theta constants with 12 digits of precision, and at the end we could recover the exact equation of the curve by rounding up the coefficients to the closest integer. Each experiment took approximately 4 seconds.

**Example 3.3 (Genus four).** Moving on to the case of genus 4, we consider the canonical curve

\[ C = \{ u_1 u_4 - u_2 u_3 = 0, \quad u_1^3 - u_2^3 - u_3^3 - u_4^3 = 0 \}. \]
This has an affine plane model given by \( \{ f(x, y) = 0 \} \), where \( f(x, y) = 1 - x^3 - y^3 - x^3y^3 \).

We can recover the previous canonical model via the basis of differentials

\[
\begin{align*}
\widetilde{\omega}_1 &= -\frac{1}{f_y}dx, & \widetilde{\omega}_2 &= -\frac{x}{f_y}dx, & \widetilde{\omega}_3 &= -\frac{y}{f_y}dx, & \widetilde{\omega}_4 &= -\frac{xy}{f_y}dx.
\end{align*}
\]

We can compute the \( 4 \times 4 \) Riemann matrix \( \tau \) via the plane model of the curve with the Sage package \([5]\). This takes approximately 677 milliseconds for 53 bits, or about 16 digits, of precision.

To reconstruct the canonical model of the curve back from \( \tau \), we compute the 5 quartics in \([13]\) by solving the linear system in \([13]\).

By Lemma \([2,1]\) these 5 quartics cut out the canonical curve \([20]\) after the basis change \([18]\). We can first verify that the transformed quartics belong to the ideal of \( C \) by the polynomial division algorithm. We did it in Sage, working over the complex field with 200 digits of precision. The coefficients of the division algorithm were all of size \( 10^{-15} \).

Then, to verify that these quartic equations cut out the curve, we use the Julia package HomotopyContinuation.jl \([4]\). We add a random linear form to the polynomial system of our 5 quartics and then HomotopyContinuation.jl returns 6 solutions, which is what we expect from a curve of degree 6 in \( \mathbb{P}^3 \). Moreover, again via homotopy continuation methods, we can find a quadratic polynomial \( Q(U) \) such that \( Q(U)^2 \) is in the linear space generated by the 5 quartics, as in Section \([2,1]\). After applying the change of basis in \([5]\) and rescaling we get the following expression for the quartic:

\[
\begin{align*}
&u_1u_4 = (1.482935074889031 \times 10^{-15} - 1.668284790465378 \times 10^{-15})u_{12} \\
&- (3.542530966018567 \times 10^{-15} - 6.403641609468521 \times 10^{-16})u_{123} \\
&+ (1.843236313640465 \times 10^{-15} - 3.126531272092112 \times 10^{-15})u_{1234} \\
&- (1.799143822171687 \times 10^{-15} - 2.778912191360744 \times 10^{-15})u_{12345} \\
&+ (3.794916492002825 \times 10^{-15} - 6.001818720453835 \times 10^{-15})u_{123456}.
\end{align*}
\]

In genus four, we can also compute numerically a singular point of the theta divisor. We do it in Sage, as described in Section \([3,1]\) and we find the point:

\[
z_0 = (0.75 + 0.54819629i, 0.75 - 0.54819629i, 0.5 + 0.33618324i, 0.75 + 0.2120130i).
\]

The theta function and its derivatives vanish at this point up to 13 digits. With this, we can compute the quadric \( \partial^2_{t} \theta(z_0) \) and the cubic \( \partial^3_{t} \theta(z_0) \). After the usual change of coordinates \([18]\), the quadric becomes

\[
\begin{align*}
&u_1u_4 + (9.77112210552615 \times 10^{-8} - 6.93929950175681 \times 10^{-8})u_{12}^2 + (6.7449346713264 \times 10^{-8} - 2.3021247380555947 \times 10^{-15})u_{123} \\
&- (2.37447196884800 \times 10^{-8} + 5.0373927072488 \times 10^{-8})u_{1234} \\
&+ (0.9999999999999997 \times 8.92609748496884 \times 10^{-8} + 2.374465793326793 \times 10^{-8} - 5.0373901393536 \times 10^{-15})u_{12345} \\
&+ (3.9887820808350887 \times 10^{-8} + 2.7942580923737634 \times 10^{-8})u_{123456} + (1.3142269019139757 \times 10^{-7} - 6.865574771844027 \times 10^{-15})u_{1234567} \\
&+ (3.988781716962241 \times 10^{-8} - 2.7942586271411155 \times 10^{-8})u_{12345678}.
\end{align*}
\]

which coincides with the quadric \( u_1u_4 - u_1u_3 \) of \([20]\), up to about 10 digits of precision. Instead, the cubic equation that we obtain is:

\[
\begin{align*}
&u_1^2 - (1.0000000000244762 + 4.8426070737375934 \times 10^{-11})u_{12}^3 \\
&+ (4.585167064228973 \times 10^{-11} - 3.88439414267029 \times 10^{-11})u_{123} \\
&- (4.56287578424926 \times 10^{-11} + 1.072385555929077 \times 10^{-10})u_{1234} \\
&- (2.405153783721284 \times 10^{-11} - 3.821774264257014 \times 10^{-11})u_{12345} \\
&- (3.407561387837107 \times 10^{-11} - 7.066441318212762 \times 10^{-11})u_{123456} \\
&+ (4.54197256411825 \times 10^{-12} - 2.3060825678797767 \times 10^{-11})u_{1234567} \\
&- (0.86177520939743 \times 1.4926384376919832 \times 10^{-12} + 0.86177520939743 \times 10^{-12}u_{12345678} \\
&+ (0.86177520939743 \times 1.4926384376919832 \times 10^{-12}u_{12345678} \\
&- (2.3060825678797767 \times 2.7944084728155111 \times 10^{-12}u_{12345678} \\
&+ (2.3060825678797767 \times 2.7944084728155111 \times 10^{-12}u_{12345678}.
\end{align*}
\]
And we see that, with an approximation of 9 digits, this is the cubic \( u_1^3 - u_2^3 - u_3^3 - u_4^3 \) of (20), plus with a linear combination of \( u_i(u_1u_4 - u_2u_3) \), for \( i = 1, 2, 3, 4 \).

**Example 3.4.** Let \( C \) be the genus 5 curve with an affine plane equation given by the polynomial \( f(x, y) = x^2y^4 + x^4 + x + 3 \). The differentials \( \frac{1}{f_y}dx, \frac{2}{f_x}dx, \frac{2y}{f_y}dx, \frac{2x}{f_x}dx, \frac{x^2}{f_y}dx \) form a basis of the space of holomorphic differentials. The corresponding canonical model is given by the complete intersection of the three quadrics:

\[
\begin{align*}
&u_2^4 + u_2u_1 + 3u_1^1, \quad u_3^2 - u_2u_4, \quad u_2^2 - u_5u_1.
\end{align*}
\]

We compute the sixteen Dubrovin quartics (13) and we check that, after the change of coordinates (18), they belong to the ideal of \( C \). We do this by polynomial division in Sage, over the complex field with 200 digits of precision as in Example 3.3. The coefficients of the remainder are of size \( 10^{-10} \).

We also check whether the quartics define a curve by adding a random linear form and solving the corresponding system via HomotopyContinuation.jl. We obtain 8 solutions, which is nothing but the degree of our canonical genus 5 curve. Here, one needs to increase the precision of about 15 digits while computing the Riemann matrix, which is required for computing the Dubrovin quartics.

In this example, we could compute also singular points of the theta divisor as explained in Section 3.1. We computed three points \( z_1, z_2, z_3 \) where the theta function and all its derivative vanish up to an error of \( 10^{-10} \). Then we obtain three quadrics \( \partial_2^2 \theta(z_1), \partial_2^2 \theta(z_2), \partial_2^2 \theta(z_3) \), which, after the usual change of variables (18), can be expressed as three independent linear combinations of the quadrics in (3.4), again up to an error of \( 10^{-10} \).

In the following examples, we push experimenting our methods to higher genera.

**Example 3.5 (genus 6 and 7).** Here we choose the curves of genus 6 and 7 as Wiman’s sextic [16] and the butterfly curve [10]. Their respective plane affine equations are:

\[
\begin{align*}
x^6 + y^6 + 1 + (x^2 + y^2 + 1)(x^4 + y^4 + 1) &= 12x^2y^2, \\
x^6 + y^6 &= x^2.
\end{align*}
\]

We first compute their Riemann matrices numerically in Sage. Then, we estimate the corresponding 42 and 99 quartics (13) in \( \mathbb{P}^5 \) and \( \mathbb{P}^6 \) respectively. Using the homotopy continuation method in Julia, we could verify that they define curves of degree 10 and 12 as expected. We point out that in these cases we needed to increase the precision in the Riemann matrix computation: 200 bits of precision in genus 6 and 500 bits in genus 7 were enough for the homotopy continuation computation to terminate.

**Example 3.6.** Finally, we discuss some numerical experiments related to the Schottky problem, as in Section 2.2. We choose 100 random Riemann matrices in genus 4, we computed the corresponding quartics as in Lemma 2.1, we added a random linear form and we solved numerically the resulting system via HomotopyContinuation.jl. As expected, we found no solutions, confirming the fact that the quartics do not cut out a curve in \( \mathbb{P}^3 \). We expect that this circle of ideas would lead to an effective numerical solution to the Schottky problem, and we will investigate this in future work.
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