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Abstract. In this paper we consider the (ray) representations of the group Aut of biholomorphisms of the Siegel upper half-space $U$ defined by $U_s(\phi) f = (f \circ \phi^{-1})(J\phi^{-1})^{s/2}$, $s \in \mathbb{R}$, and characterize the semi-Hilbert spaces $H$ of holomorphic functions on $U$ satisfying the following assumptions:
(a) $H$ is strongly decent;
(b) $U_s$ induces a bounded ray representation of the group Aff of affine automorphisms of $U$ in $H$.

We use this description to improve the known characterization of the semi-Hilbert spaces of holomorphic functions on $U$ satisfying (a) and (b) with Aff replaced by Aut.

In addition, we characterize the mean-periodic holomorphic functions on $U$ under the representation $U_0$ of Aff.

1. Introduction

Let $D$ be the unit disc in $\mathbb{C}$, and consider the (Möbius) group of its biholomorphisms, namely
$$\text{Aut}(D) := \left\{ z \mapsto \alpha \frac{z - b}{1 - zb} : \alpha \in \mathbb{T}, |b| < 1 \right\}.$$ (1)

Many classical spaces of holomorphic functions on $D$ enjoy the property of being preserved by composition with elements of $\text{Aut}(D)$. Notable examples include the space $H^\infty(D)$ of bounded holomorphic functions on $D$, the Bloch space
$$\mathcal{B}(D) = \left\{ f \in \text{Hol}(D) : \sup_{z \in D} (1 - |z|^2)|f'(z)| < \infty \right\},$$
and the Dirichlet space
$$\mathcal{D}(D) = \left\{ f \in \text{Hol}(D) : \int_D |f'(z)|^2 \, dz < \infty \right\}.$$ In these examples, not only the considered space is invariant under composition by the elements of $\text{Aut}(D)$, but also their natural seminorms are: namely, the sup-norm for $H^\infty(D)$, the seminorm
$$f \mapsto \sup_{z \in D} (1 - |z|^2)|f'(z)|$$
for the Bloch space $\mathcal{B}(D)$, and the seminorm
$$f \mapsto \int_D |f'(z)|^2 \, dz$$
for the Dirichlet space $\mathcal{D}(D)$. These spaces are usually said to be Möbius-invariant in the literature, even though there seems to be no general agreement about which axioms a Möbius-invariant space should satisfy.

For example, in $[6, 9, 31]$ a semi-Banach space $X$ of holomorphic functions on $D$ is said to be Möbius-invariant if the following hold:
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1 A vector space endowed with a seminorm with respect to which it is complete.
(1) $X$ embeds continuously in $B(D)$ (endowed with the non-Hausdorff topology defined above);
(2) there is a constant $C \geq 1$ such that for every $f \in X$ and for every $\varphi \in \text{Aut}(D)$, the function $f \circ \varphi$ belongs to $X$, and $\|f \circ \varphi\|_X \leq C \|f\|_X$;
(3) for every $f \in X$, the mapping $\text{Aut}(D) \ni \varphi \mapsto f \circ \varphi \in X$ is continuous.

Condition (2) is what properly states that $X$ is Möbius-invariant, while condition (1) is imposed to prevent pathological spaces, and condition (3) is only needed to simplifying some arguments, but may be weakened without compromising the resulting theory. In fact, condition (3) is superfluous when the Banach space $X$ is Hausdorff and $X/\mathbb{C}$ otherwise is reflexive (cf. [21, Corollary 4.4]); moreover it prevents from considering some natural spaces, such as $H^\infty(D)$ and $B(D)$. Furthermore, no condition is imposed to ensure that the constant functions belong to $X$, if $X \neq \{0\}$, even though this fact is tacitly assumed in [6, 9, 31]. We shall discuss this and other related issues in Section 3.

Conditions (2) and (3) may then be rephrased saying that the mapping

$$U_0: \text{Aut}(D) \ni \varphi \mapsto [f \mapsto f \circ \varphi^{-1}] \in \mathcal{L}(\text{Hol}(D))$$

induces a continuous bounded representation of $\text{Aut}(D)$ in $X$.

We also remark that [33] shows that, assuming condition (2) to hold, condition (1) is equivalent to assuming that either $X = \{0\}$ or $X$ admits a decent continuous linear functional, that is, a continuous linear functional which is continuous for the topology of compact convergence on $D$ (or, equivalently, which extends to a continuous linear functional on $\text{Hol}(D)$). Thus, this condition may be seen as a rather natural replacement for the condition that $X$ should embed continuously in $\text{Hol}(D)$, which nonetheless is only available when $X$ is Hausdorff. These conditions were later developed in [8, 3] in order to deal with more general contexts, but remain essentially analogous.

More recently, in [1] a different notion of Möbius invariant spaces was introduced (actually, [1] deals with some suitable weighted action of $\text{Aut}(D)$ on $\text{Hol}(D)$ which we shall describe below, but we shall translate their definitions in our context for the sake of simplicity). First of all, because of the slightly different context considered in [1], only Banach spaces are considered. Then, a ‘conformally invariant space of index 0’, according to [1], is a Banach space $X$ of holomorphic functions such that the following hold:

(1') $X$ embeds continuously in $\text{Hol}(D)$;
(2') there is a constant $C \geq 1$ such that for every $f \in X$ and for every $\varphi \in \text{Aut}(D)$, the function $f \circ \varphi$ belongs to $X$, and $\|f \circ \varphi\|_X \leq C \|f\|_X$;
(3') for every $R > 1$, $\text{Hol}(RD) \subseteq X$.

We observe explicitly that (1') is the natural replacement of (1) for Banach spaces. Notice that, in the context actually considered in [1], this requirement is perfectly natural: reasonably extending the above definition to semi-Banach spaces would not provide any further examples as a consequence of Remark 6.3. As for what concerns condition (3'), it is essentially weaker than condition (3): if condition (3) holds, then $f(R \cdot) \in X$ for every $f \in X$ and for every $R \in (0, 1)$ (see the proof of [8, Proposition 1] or [21, Proposition 4.3]). In addition, if $X$ contains both non-trivial constant and non-constant functions, then $X$ is dense in $\text{Hol}(D)$, so that we are not too far away from the requirement $\text{Hol}(RD) \subseteq X$ for every $R > 1$.

In this paper, we shall follow a somewhat different strategy. Indeed, we shall drop both conditions (3) and (3'), as the former will be automatically satisfied (cf. Proposition 2.14), while the latter will not always be satisfied, and does not seem to be of any use for our purposes. Since we shall also consider some weaker versions of (2), which we will discuss later on, we shall replace (1) with the requirement that $X$ should be strongly decent. This condition means that the space of continuous linear functionals on $X$ which extend to continuous linear functionals on $\text{Hol}(D)$ is dense in the weak dual topology of the dual $X'$ of $X$. Assuming $X$ to be a semi-Banach space, this assumption is equivalent to the existence of a closed vector subspace $V$ of $\text{Hol}(D)$ such that $X \cap V$ is the closure of $\{0\}$ in $X$, and such that the canonical mapping $X \to \text{Hol}(D)/V$ is continuous.

Proceeding further into this matter, we observe that there are several other Banach spaces of holomorphic functions on $D$ on which $\text{Aut}(D)$ has a natural isometric ‘weighted action’. For example, set, for every $s \in \mathbb{R}$
and for every $\varphi \in \text{Aut}(D)$,
\[ \hat{U}_s(\varphi)f = (f \circ \varphi^{-1})(J\varphi^{-1})^{s/2} \]
for every $f \in \text{Hol}(D)$, where $J\varphi^{-1}$ denotes the complex Jacobian of $\varphi^{-1}$. Observe that, since $D$ is convex, the power $(J\varphi^{-1})^{s/2}$ may be defined as a holomorphic function on $D$. Nonetheless, unless $s \in 2\mathbb{Z}$, this power is only defined up to the multiplication by suitable unimodular constants, so that we only define $\hat{U}_s(\varphi)$ as an element of $\mathcal{L}(\text{Hol}(D))/T$. In other words, $\hat{U}_s$ becomes a ray representation (cf. [15]) of $\text{Aut}(D)$ in $\text{Hol}(D)$ instead of an ordinary one. It then makes sense to say that $\hat{U}_s$ induces a bounded or isometric ray representation in any semi-Banach space of holomorphic functions on $D$, but one cannot define integral operators of the form $\hat{U}_s(f)$ for $f \in L^1(\text{Aut}(D))$, even if the ray representation is continuous. In order to circumvent this difficulty, one may lift $\hat{U}_s$ to a continuous ordinary representation $\hat{U}_s$ of the universal covering group $\widetilde{\text{Aut}}(D)$ in $\text{Hol}(D)$, as we shall do in the sequel.

Then, for every $p \in [1, \infty)$ and for every $s > 2/p$, the weighted Bergman space
\[ A^p_s(D) := \left\{ f \in \text{Hol}(D) : \int_D |f(z)|^p (1 - |z|^2)^{ps/2 - 2} \, dz \right\} \]
are invariant under the action of $\hat{U}_s$ with their norms (cf. Proposition 2.11). Notable examples arise when $p = 2$, in which case $A^2_s(D)$ is a reproducing kernel Hilbert space (RKHS for short) of holomorphic functions on $D$, that is, a Hilbert space which embeds continuously in $\text{Hol}(D)$. More precisely, its reproducing kernel is
\[ K_s : (z, z') \mapsto c_s (1 - \overline{z}z')^{-s} \]
for a suitable $c_s > 0$; this means that $K_s(\cdot, z) \in A^2_s(D)$ and that
\[ f(z) = \langle f | K_s(\cdot, z) \rangle_{A^2_s(D)} \]
for every $f \in A^2_s(D)$ and for every $z \in D$.

From the viewpoint of the representation theory of the simple Lie group $\text{Aut}(D)$ (and of its covering group $\widetilde{\text{Aut}}(D)$), the representations $\hat{U}_s$ of $\widetilde{\text{Aut}}(D)$ in $A^2_s(D)$, for $s > 1$, are of particular importance, as they may be identified with the discrete series representations of $\widetilde{\text{Aut}}(D)$ (cf. [37]). In other words, every irreducible subrepresentation of the left regular representation of $\text{Aut}(D)$ in $L^2(\text{Aut}(D))$ is unitarily equivalent to one of the representations $\hat{U}_s$ in $A^2_s(D)$, $s > 1$.

Now, observe that saying that $A^2_s(D)$ is $\hat{U}_s$-invariant with its norm is equivalent to saying that $[\hat{U}_s(\varphi) \otimes \hat{U}_s(\varphi)] K_s = K_s$ for every $\varphi \in \widetilde{\text{Aut}}(D)$. In particular, the sesquiholomorphic function
\[ K^s : (z, z') \mapsto (1 - \overline{z}z')^{-s} \]
satisfies $[\hat{U}_s(\varphi) \otimes \hat{U}_s(\varphi)] K^s = K^s$ for every $s \in \mathbb{R}$ and for every $\varphi \in \widetilde{\text{Aut}}(D)$. As a consequence, if $K^s$ is the reproducing kernel of some RKHS $A_s$, then $A_s$ is $\hat{U}_s$-invariant with its norm. This is the case if and only if $K^s$ satisfies a suitable positivity condition, namely
\[ \sum_{j,k=1}^N \alpha_j \overline{\alpha_k} K^s(z_j, z_k) \geq 0 \]
for every $N \in \mathbb{N}$, for every $z_1, \ldots, z_N \in D$, and for every $\alpha_1, \ldots, \alpha_N \in \mathbb{C}$, and this happens exactly when $s \geq 0$ (cf. [37]). In this case, $A_s$ is the completion of the vector subspace of $\text{Hol}(D)$ generated by the $K^s(\cdot, z)$, as $z$ runs through $D$, endowed with the unique scalar product such that
\[ \langle K^s(\cdot, z) | K^s(\cdot, z') \rangle_{A_s} = K^s(z, z') \]

\[ \text{We remark explicitly that this parametrization of the weighted Bergman spaces is different from the one we shall use in the sequel.} \]
for every \( z, z' \in D \). Observe that \( A_s \) embeds canonically and continuously into \( \text{Hol}(D) \), so that we may consider it as a vector subspace of \( \text{Hol}(D) \), endowed with a finer topology. For example, \( A_1 \) is the Hardy space

\[
H^2(D) = \left\{ f \in \text{Hol}(D) : \sup_{r \in (0, 1)} \int_T |f(rz)|^2 \, dz < \infty \right\},
\]

endowed with a proportional norm, while \( A_0 \) is simply the space of constant functions. It is interesting to observe that also a converse result holds: namely, if \( H \) is a non-trivial RKHS of holomorphic functions on \( D \) and \( H \) is \( \tilde{U}_s \)-invariant with its norm, then \( s > 0 \) and \( H = A_s \) with a proportional norm (cf. \cite{7}). If we momentarily ignore the problem of providing simpler descriptions for the spaces \( A_s, s \in (0, 1) \), these results solve the problem of classifying \( \tilde{U}_s \)-invariant RKHS of holomorphic functions on \( D \). In particular, this tells us that the Dirichlet space \( D(D) \), which is \( \tilde{U}_0 \)-invariant with its natural seminorm, may not be endowed with any finer \( \tilde{U}_0 \)-invariant norm for which \( D(D) \) embeds continuously in \( \text{Hol}(D) \). This naturally leads to the problem of finding and describing semi-Hilbert spaces of holomorphic functions on \( D \) which are \( \tilde{U}_s \)-invariant with their seminorms, and satisfy some additional assumptions such as (1) above (for \( s = 0 \)) or the strong decency condition we described earlier. To this end, we first observe that, if \( s \in -\mathbb{N} \), then the \((1-s)\)-th order derivative intertwines \( \tilde{U}_s \) and \( \tilde{U}_{2-s} \), that is,

\[
(\tilde{U}_s(\varphi)f)^{(1-s)} = \tilde{U}_{2-s}(\varphi)f^{(1-s)}
\]

for every \( f \in \text{Hol}(D) \) and for every \( \varphi \in \text{Aut}(D) \) (cf. \cite{4} Theorem 6.4). Consequently, the semi-Hilbert space

\[
H_s = \left\{ f \in \text{Hol}(D) : f^{(1-s)} \in A_{2-s} \right\}
\]

is \( \tilde{U}_s \)-invariant with its seminorm \( f \mapsto \|f^{(1-s)}\|_{A_{2-s}} \) for every \( s \in -\mathbb{N} \). Conversely, if \( H \) is a non-Hausdorff non-trivial decent semi-Hilbert space of holomorphic functions which is \( \tilde{U}_s \)-invariant with its seminorm, then \( s \in -\mathbb{N} \) and \( H \) embeds as a dense subspace of \( H_s \), with a proportional seminorm (cf. \cite{6, 8, 4} and Theorem 4.3). Notice that, since \( H_s \) is not Hausdorff, it admits non-closed complete dense vector subspaces, which are precisely the vector subspaces \( V \) such that \( V + \overline{\{0\}}^H = H_s \), where \( \overline{\{0\}}^H \) denotes the closure of \( \{0\} \) in \( H_s \). We observe explicitly that we do not know whether \( H_s \) contains proper complete dense \( \tilde{U}_s \)-invariant vector subspaces.

These problems have been investigated also in different contexts and generality. On the one hand, one may consider invariant Banach (or semi-Banach) spaces of holomorphic functions instead of simply Hilbert (or semi-Hilbert) spaces. As one may expect, in this case one cannot find a complete classification, but one may still find minimal and maximal spaces and study some general properties of invariant spaces. Cf. \cite{5, 9, 39, 31, 13, 1, 21} for more on this problem. On the other hand, one may replace the unit disc \( D \) with more general domains, such as the unit ball in \( C^n \) (cf. \cite{8, 39, 31, 3}), or more general irreducible symmetric domains (cf. \cite{25, 8, 2, 11, 10, 38, 12, 20, 21}).

In this paper we consider a related problem. Our first aim was to provide a reasonable description of invariant semi-Hilbert spaces on the unbounded realizations of irreducible symmetric domains as Siegel domains of type II. For example, the natural Siegel domain associated with the unit disc \( D \) is the upper half plane \( \mathbb{C}_+ = \mathbb{R} + i \mathbb{R}_+^* \). Since we noticed that many of these spaces could be essentially characterized requiring only the invariance under the action of the group of affine biholomorphisms, we decided to perform a more detailed study of affine invariant semi-Hilbert spaces of holomorphic functions on symmetric Siegel domains. In this paper we shall consider only rank 1 spaces, namely the Siegel upper half-spaces

\[
U_{n+1} := \left\{ (\zeta, z) \in C^{n+1} : \text{Im } z > |\zeta|^2 \right\},
\]

so that \( U_{n+1} \) is biholomorphic to the unit ball in \( C^{n+1} \). Notice that this domain reduces to the upper half-plane when \( n = 0 \). The first author will deal with more general domains in a forthcoming paper \cite{20}.
Notice that the group \( \text{Aff}(\mathcal{U}_{n+1}) \) of affine biholomorphisms of \( \mathcal{U}_{n+1} \) is particularly simple to describe (cf. Lemma 2.1). In addition, the representation \( \tilde{U}_s \) essentially induces the representation \( U_s \) of \( \text{Aff}(\mathcal{U}_{n+1}) \) defined by

\[
U_s(\varphi)f = (f \circ \varphi^{-1})(|J\varphi^{-1}(0, i)|^{s/(n+2)},
\]

in the sense that \( U_s(\varphi) \) differs from the various \( \tilde{U}_s(\psi) \), for \( \psi \in \hat{\text{Aut}}(\mathcal{U}_{n+1}) \) acting as \( \varphi \) on \( \mathcal{U}_{n+1} \), by a unimodular constant.

As it turns out, the decency assumption, which was essentially (though not completely) sufficient in order to deal with \( \tilde{U}_s \)-invariant spaces, no longer seems to be sufficient for the study of \( U_s \)-invariant spaces. This is the reason that brought us to develop the notion of strongly decent spaces.

We shall therefore consider the following problem: ‘provide a description of the strongly decent semi-Hilbert spaces in which \( U_s \) induces a bounded representation of \( \text{Aff}(\mathcal{U}_{n+1}) \)’. In fact, we are able to provide a reasonably complete classification of these spaces, see Theorem 4.3 for the case \( n = 0 \) and Theorem 5.2 for the case \( n \geq 1 \). Explicitly, when \( n = 0 \), we shall prove the following result.

**Theorem.** Take \( s \in \mathbb{R} \) and a strongly decent semi-Hilbert space \( H \) of holomorphic functions on \( C_+ \). Assume that \( U_s \) induces a bounded (resp. isometric) representation of \( \text{Aff}(C_+) \) in \( H \). Then, there is \( k \in \mathbb{N} \) such that \( s + 2k \geq 0 \) and such that \( H \) embeds as a dense subspace of

\[
\left\{ f \in \text{Hol}(C_+): f^{(k)} \in \mathcal{A}_{s+2k}(C_+) \right\}
\]

with an equivalent (resp. proportional) seminorm.

Here, \( \mathcal{A}_{s+2k}(C_+) \) denotes the RKHS of holomorphic functions on \( C_+ \) whose reproducing kernel is \( (z, z') \mapsto [(z - z')/(2i)]^{s-2k} \). Notice that \( \mathcal{A}_{s+2k}(C_+) \) is \( U_s\)-invariant with its norm, so that it is canonically isomorphic to the space \( \mathcal{A}_{s+2k} \) described before. The case of semi-Hilbert spaces of holomorphic functions on \( \mathcal{U}_{n+1} \) is similar, but somewhat more complicated.

We shall then use the classification of \( U_s \)-invariant spaces to reobtain and slightly improve the classification of \( U_s \)-invariant spaces.

Our techniques essentially rely on two ingredients: (1) a complete description of the closed \( U_s \)-invariant (or, equivalently, \( U_0 \)-invariant) vector subspaces of \( \text{Hol}(\mathcal{U}_{n+1}) \); (2) the intertwining properties of the derivatives \( \partial_s^k \) between the representations \( U_s \) and \( U_{s+2k} \).

Concerning (1), we shall first show that every closed \( U_0 \)-invariant vector subspace \( V \) of \( \text{Hol}(\mathcal{U}_{n+1}) \) is the closure of the set of polynomials contained in \( V \) (cf. Proposition 7.1). This result may be considered as a complete description of mean-periodic functions in \( \text{Hol}(\mathcal{U}_{n+1}) \) (with respect to the action of \( \text{Aff}(\mathcal{U}_{n+1}) \) induced by \( U_0 \)). We shall then provide a description of the \( U_0 \)-invariant vector spaces of holomorphic polynomials on \( \text{Hol}(\mathcal{U}_{n+1}) \). This description, combined with the strong decency condition on \( H \), will show that \( H \) is determined by \( \partial_s^k H \) for some \( k \in \mathbb{N} \), in the sense that \( \partial_s^k H \) is a reproducing kernel Hilbert space of holomorphic functions on \( \mathcal{U}_{n+1} \) and \( H \cap \ker \partial_s^k \) is the closure of \( \{ 0 \} \) in \( H \). Notice that this is rigorously so when \( n = 0 \), while in the general case the situation is slightly more complicated. Then, (2) will imply that \( \partial_s^k H \) is actually \( U_{s+2k} \)-invariant, so that by a simple comparison between the reproducing kernels of \( \partial_s^k H \) and \( \mathcal{A}_{s+2k}(C_+) \) (when \( s + 2k \leq 0 \)), using the fact that \( \text{Aff}(\mathcal{U}_{n+1}) \) is amenable and acts transitively on \( \mathcal{U}_{n+1} \), we see that \( \partial_s^k H = \mathcal{A}_{s+2k}(C_+) \). When \( n = 0 \), this provides the desired description of the possible \( H \), whereas in the general case some further arguments are necessary.

Here is a plan of the paper. In Section 2 we shall review some basic facts on the group \( \text{Aut}(\mathcal{U}_{n+1}) \) of biholomorphisms of \( \mathcal{U}_{n+1} \) and some of its notable subgroups. We shall then review some weighted Bergman and related spaces, and prove their \( \tilde{U}_s \)-invariance. Finally, we shall discuss some properties of (strongly) decent (and saturated) spaces in a general framework.

\[\text{We shall comment on the exponent } s/(n+2) \text{ later on.}\]
2. Groups of Automorphisms

In Section 3 we shall characterize the $U_s$-invariant reproducing kernel Hilbert spaces of holomorphic functions on $U_{n+1}$ (cf. Theorem 3.3), and discuss the unitary equivalences between the associated unitary representations of $\text{Aff}(U_{n+1})$ (and $\text{Aut}(U_{n+1})$, whenever possible), cf. Remark 3.4.

In Section 4 we shall characterize the strongly decent $U_s$-invariant semi-Hilbert spaces of holomorphic functions on $U_0 = C_+$ (cf. Theorem 4.3), and discuss the unitary equivalences between the associated unitary representations of $\text{Aff}(U_{n+1})$ (and $\text{Aut}(U_{n+1})$, whenever possible), cf. Remark 4.4. In Section 5 we shall perform a similar study in the general case (cf. Theorems 5.2 and 5.3 and Remark 5.4).

In Section 6 we shall transfer the preceding results to the bounded setting, thus studying spaces of holomorphic functions on the unit ball $B_{n+1}$ of $C^{n+1}$ (cf. Proposition 6.4), as well as compare our strong decency (and saturation) conditions with the ones appearing in the literature (cf. Proposition 6.2). Even though the results on $\tilde{U}_s$-invariant semi-Hilbert spaces of holomorphic functions on $B_{n+1}$ available in the literature are fairly complete, the characterization of the $\tilde{U}_s$-invariant semi-Hilbert spaces $H$ of holomorphic functions on $B_{n+1}$ for $s < 0$ and $n > 0$ under the sole assumption that $\tilde{U}_s$ induces a bounded (and not necessarily isometric) representation in $H$ which stems from Theorem 5.3 seems to be new.

Finally, in Section 7 we shall prove some general results on the closed $\text{Aff}(U_{n+1})$-$U_0$-invariant vector subspaces of $U_{n+1}$. Since these facts are of independent interest and may be proved for general Siegel domains (of type II) with no additional effort, we shall consider the general case instead of confining ourselves to the domains $U_{n+1}$.

2. Preliminaries

We denote by $B_{n+1}$ the unit ball in $C^n \times C$, and by $U_{n+1}$ the Siegel upper half-space

$$U_{n+1} := \{ (\zeta, z) \in C^n \times C : \text{Im } z > |\zeta|^2 \}.$$

Notice that, when $n = 0$, $B_1$ is the unit disc in $C$ and $U_1$ is the upper half-plane $C_+$. Then, the Cayley transform

$$C : \mathbb{U}_{n+1} \ni (\zeta, z) \mapsto \left( \frac{\zeta}{1 - z}, \frac{1 + z}{1 - z} \right) \in U_{n+1},$$

with inverse

$$C^{-1} : U_{n+1} \ni (\zeta, z) \mapsto \left( 2i \frac{\zeta}{z + i}, \frac{z - i}{z + i} \right) \in B_{n+1},$$

induces a biholomorphism between $B_{n+1}$ and $U_{n+1}$.

2.1. Groups of Automorphisms. Given a domain $D$, we denote by $\text{Aut}(D)$ the group of biholomorphisms of $D$, by $\text{Aff}(D)$ the group of affine biholomorphisms of $D$, and by $GL(D)$ the group of linear biholomorphisms of $D$.

It is known that the group $\text{Aut}(B_{n+1})$ is connected, and that it consists of fractional linear transformations (cf., e.g., [28 Section 2.1] or [34 Chapter 2]). In particular, the stabilizer of 0 in $\text{Aut}(B_{n+1})$ is the unitary group $U(n+1)$, and is a maximal compact subgroup of $\text{Aut}(B_{n+1})$. When $n = 0$, $\text{Aut}(B_1)$ is given in (1). The group of biholomorphisms $\text{Aut}(U_1)$ of $U_1$ consists of fractional linear transformations, and may be described as

$$\text{Aut}(U_1) = \left\{ z \mapsto \frac{az + b}{cz + d} : a, b, c, d \in \mathbb{R}, ad - bc = 1 \right\}.$$
for every \((\zeta, x) \in \mathbb{H}\) and for every \((\zeta', z') \in \mathbb{C}^n \times \mathbb{C}\), where \((\cdot, \cdot)\) denotes the (hermitian) scalar product on \(\mathbb{C}^n\). With a slight abuse of notation, we denote by \(\mathbb{H}_0\) the group \(\mathbb{R}\) of horizontal translations on \(\mathbb{C}_+ = \mathbb{U}_1\). Then, for all \(n \geq 0\) we identify \(\mathbb{H}_n\) with a subgroup of \(\text{Aut}(\mathbb{U}_{n+1})\) by means of its action on \(\mathbb{U}_{n+1}\).

**Lemma 2.1.** The following properties hold:

(i) (the group of linear automorphisms of \(\mathbb{U}_{n+1}\))

\[
GL(\mathbb{U}_{n+1}) = \{ (\zeta, z) \mapsto (RU\zeta, R^2z) : R > 0, U \in U(n) \};
\]

(ii) (the group of affine automorphisms of \(\mathbb{U}_{n+1}\))

\[
\text{Aff}(\mathbb{U}_{n+1}) = \mathbb{H}_n \times GL(\mathbb{U}_{n+1});
\]

(iii) the group \(G_T := \mathbb{H}_n \times \{ (\zeta, z) \mapsto (R\zeta, R^2z) : R > 0 \}\) is solvable and acts simply transitively on \(\mathbb{U}_{n+1}\).

**Proof.** Assertion (ii) follows from [29, Proposition 2.1]. It is then clear that \(G_T\) is the semi-direct product of \(\mathbb{H}_n\) and the (abelian) group \(G_\delta := \{ (\zeta, z) \mapsto (R\zeta, R^2z) : R > 0 \}\) of dilations of \(\mathbb{U}_{n+1}\), so that it is solvable. Since \(\mathbb{H}_n\) acts simply transitively on the translates of \(\partial \mathbb{U}_{n+1}\) and \(G_\delta\) acts simply transitively on \(\{ (0, i\hbar) : \hbar > 0 \}\), (ii) follows.

Finally, observe that [29, Proposition 2.2] shows that \(GL(\mathbb{U}_{n+1})\) consists of the linear automorphisms of \(\mathbb{C}^n \times \mathbb{C}\) of the form \(A \times B\mathbb{C}\) with \(A \in GL(\mathbb{C}^n)\) and \(B \in GL(\mathbb{R})\) such that \(BR_+ \subseteq R_+\) and \(\|A\|^2 = ||\zeta||^2\) for every \(\zeta \in \mathbb{C}^n\). Then, there is \(R > 0\) such that \(Bx = R^2x\) for every \(x \in \mathbb{R}\), and \(A = RU\) for some \(U \in U(n)\), whence (ii).

**Proposition 2.2.** The group \(\text{Aut}(\mathbb{U}_{n+1})\) is generated by \(\text{Aff}(\mathbb{U}_{n+1})\) and the inversion

\[
\iota : \mathbb{U}_{n+1} \ni (\zeta, z) \mapsto \left(\frac{-\bar{\zeta}}{\bar{z}}, \frac{1}{z}\right) \in \mathbb{U}_{n+1}.
\]

In addition, \(\text{Aff}(\mathbb{U}_{n+1})\) is amenable.

Recall that a group \(H\) is amenable if it admits a right-invariant mean, that is, a linear functional \(m : \ell^\infty(H) \to \mathbb{C}\) such that \(m(\chi_H) = 1\) and \(m(f \cdot h)) = m(f)\) for every \(f \in \ell^\infty(H)\) and for every \(h \in H\). See [32] for several characterizations of amenability and a thorough treatment of this subject.

For future reference, let us also note that the complex Jacobian \(J\iota\) of \(\iota\) is

\[
(J\iota)(\zeta, z) = \frac{1}{i^n} z^{n+2}
\]

for every \((\zeta, z) \in D\).

**Proof.** The first assertion follows, for example, from [14, Lemma 2.1], or [24, Theorem 6.1]. Concerning the second assertion, observe that (i) and (ii) of Lemma 2.1 show that \(\text{Aff}(\mathbb{U}_{n+1})\) is the semi-direct product of the nilpotent Lie group \(\mathbb{H}_n\) and the group \(GL(\mathbb{U}_{n+1})\), which in turn is the direct product of an abelian group (the group of the dilations) and the compact group \(U(n)\). The assertion then follows from [32, Propositions 12.1 and 13.4, and Corollary 13.5].

**Definition 2.3.** We denote by \(\widetilde{\text{Aut}}(\mathbb{U}_{n+1})\), or simply \(\widetilde{\text{Aut}}\) if there is no fear of confusion, the universal covering of \(\text{Aut}(\mathbb{U}_{n+1})\). We endow \(\widetilde{\text{Aut}}(\mathbb{U}_{n+1})\) with the action on \(\mathbb{U}_{n+1}\) induced by the natural action of \(\text{Aut}(\mathbb{U}_{n+1})\) on \(\mathbb{U}_{n+1}\). For every \(s \in \mathbb{R}\), consider the continuous representation \(\widetilde{U}_s\) of \(\widetilde{\text{Aut}}(\mathbb{U}_{n+1})\) in \(\text{Hol}(\mathbb{U}_{n+1})\) defined by

\[
\widetilde{U}_s(\varphi)(\zeta, z) := f(\varphi^{-1}(\zeta, z))(J\varphi^{-1})^{s/(n+2)}(\zeta, z),
\]

where \((\varphi, (\zeta, z)) \mapsto (J\varphi^{-1})^{s/(n+2)}(\zeta, z)\) may be (unambiguously) defined as a continuous function on the simply connected manifold \(\text{Aut}(\mathbb{U}_{n+1}) \times \mathbb{U}_{n+1}\), in such a way that \((JJ^{-1})^{s/(n+2)}(0, i) = 1\), where \(I\) denotes
the identity in $\widetilde{\text{Aut}}(U_{n+1})$.\footnote{The exponent $s/(n+2)$ may seem peculiar at first, but may be justified observing that $\widetilde{U}_s(\delta_R) f = (f \circ \delta_R^{-1}) R^{-s}$ for every $R > 0$ and for every $s \in \mathbb{R}$, identifying the (simply connected) group of the dilations $\delta_R: (z, t) \mapsto (Rz, R^2 t)$ with a subgroup of $\text{Aut}(U_{n+1})$. Besides that, this definition is quite common in the literature since $n + 2$ may be interpreted as the ‘genus’ of $U_{n+1}$ as a symmetric domain.} In particular, $(J \varphi^{-1})^{s/(n+2)}$ is holomorphic on $U_{n+1}$ for every $\varphi \in \widetilde{\text{Aut}}(U_{n+1})$ and for every $s \in \mathbb{R}$.

Notice that the subgroup $G_T$ defined in Lemma 2.4 (iii) is simply connected, so that it may be identified with a subgroup of $\text{Aut}(U_{n+1})$. Then, $\widetilde{U}_s$ induces a representation $U_s$ of $G_T$. Observe that

$$U_s(\varphi) f(\zeta, z) = f((J \varphi)^{-1}(\zeta, z)) \, (J \varphi^{-1})^{s/(n+2)}(0, i)$$

for every $\varphi \in G_T$, for every $f \in \text{Hol}(U_{n+1})$, and for every $(\zeta, z) \in U_{n+1}$, and that the same expression may be employed to define a continuous representation $U_s$ of $\text{Aff}(U_{n+1})$ in $\text{Hol}(U_{n+1}).$\footnote{Notice that, as long as $\varphi \in G_T$, $J \varphi^{-1}$ is positive on $U_{n+1}$, so that the absolute value is redundant. If we extend $U_s$ to $\text{Aff}(U_{n+1})$, however, the absolute value is necessary to make sure that $U_s$ is well defined when $\text{Aff}(U_{n+1}) \neq G_T$, that is, when $n > 0$.}

2.2. Bergman Spaces.

**Definition 2.4.** For every $p \in [1, \infty]$ and for every $s \in \mathbb{R}$, we define

$$L^p_s(U_{n+1}) := \left\{ f \text{ measurable: } \int_{U_{n+1}} |f(\zeta, z)|^p (\text{Im } z - |\zeta|^2)^{p-1} \, d(\zeta, z) < \infty \right\},$$

with the obvious modification when $p = \infty$, that is,

$$L^\infty_s(U_{n+1}) := \left\{ f \text{ measurable: } (\zeta, z) \mapsto (\text{Im } z - |\zeta|^2)^s f(\zeta, z) \in L^\infty \right\},$$

and $A^p_s(U_{n+1}) := L^p_s(U_{n+1}) \cap \text{Hol}(U_{n+1})$.

Then, $A^p_s(U_{n+1})$ is a Banach space, and embeds continuously into $\text{Hol}(U_{n+1})$. It is a Hilbert space when $p = 2$. In addition, $A^p_s(U_{n+1}) \neq \{0\}$ if and only if $s > 0$ or $p = \infty$ and $s \geq 0$.

The reproducing kernel of $A^p_s(U_{n+1})$, $s > 0$, (the ‘weighted Bergman kernel’) is

$$K_s: U_{n+1} \times U_{n+1} \ni ((\zeta, z), (\zeta', z')) \mapsto c_s \left( \frac{z - z'}{2i} - \langle \zeta, \zeta' \rangle \right)^{-(n+1+2s)},$$

where $c_s = \frac{(2s+n)-(2s)}{4n+1}$. Notice that the power is well defined since $\text{Re} \left( \frac{z - z'}{2i} - \langle \zeta, \zeta' \rangle \right) > 0$ for every $(\zeta, z), (\zeta', z') \in U_{n+1}$. For simplicity of notation, we also write

$$\rho(\zeta, z) = \text{Im } z - |\zeta|^2$$

so that $K_s((\zeta, z), (\zeta, z)) = c_s \rho(\zeta, z)^{-(n+1+2s)}$.

We denote by $P_s$ the corresponding projector (the ‘weighted Bergman projector’), so that

$$P_s f(\zeta, z) = \int_{U_{n+1}} f(\zeta', z') K_s((\zeta, z), (\zeta', z'))(\text{Im } z' - |\zeta'|^2)^{2s-1} \, d(\zeta', z')$$

for every $f \in C_c(U_{n+1})$ (say).

We shall now describe the spaces $P_s(L^p_s(U_{n+1}))$ for suitable values of $s, s'$. In order to do that, we shall need to construct some Besov spaces of analytic type on $\mathbb{H}_n$ and an associated extension operator.

**Definition 2.5.** For every compact subset $K$ of $\mathbb{R}^*_+$, we define $S_{R^*_+}(\mathbb{H}_n, K)$ as the image of the mapping

$$\mathcal{G}: C^\infty_c(K) \ni \varphi \mapsto \left[ (\zeta, x) \mapsto \int_0^{+\infty} \varphi(\lambda) e^{-(ix - |\zeta|^2)/\lambda} \, d\lambda \right] \in \mathcal{S}(\mathbb{H}_n),$$

with the induced topology. We then define $S_{R^*_+}(\mathbb{H}_n)$ and $S_{R^*_+L}(\mathbb{H}_n)$ as the inductive limits of the spaces $S_{R^*_+}(\mathbb{H}_n, K)$ and $\mathcal{S}(\mathbb{H}_n) \ast S_{R^*_+}(\mathbb{H}_n, K)$, respectively, as $K$ runs through the set of compact subsets of $\mathbb{R}^*_+$.\footnote{The exponent $s/(n+2)$ may seem peculiar at first, but may be justified observing that $\widetilde{U}_s(\delta_R) f = (f \circ \delta_R^{-1}) R^{-s}$ for every $R > 0$ and for every $s \in \mathbb{R}$, identifying the (simply connected) group of the dilations $\delta_R: (z, t) \mapsto (Rz, R^2 t)$ with a subgroup of $\text{Aut}(U_{n+1})$. Besides that, this definition is quite common in the literature since $n + 2$ may be interpreted as the ‘genus’ of $U_{n+1}$ as a symmetric domain.}
We define $S^*_p(L)(H_n)$ as the dual of the conjugate of $S_{R^+_p}(L)(H_n)$.

Observe that $S_{R^+_p}(L)(R) = S_{R^+_p}(L)(R) = F^{-1}(C_c(\mathbb{R}^+_p))$ when $n = 0$. In this case, $\mathcal{G}$ is essentially the inverse Fourier transform. Also in the general case one may interpret $\mathcal{G}$ (essentially) as the inverse Fourier transform, cf. [22, Chapter 4] for more details.

In order to better explain the meaning of all these constructions, let us observe that $H_n$, identified with the boundary of $U_{n+1}$, inherits the structure of a CR manifold. In other words, the complex tangent spaces (that is, the largest complex vector subspaces of the real tangent spaces) of $\partial U_{n+1}$ have all the same complex dimension (namely, $n$). This is related to the fact that the left translations of $H_n$ act on $\partial U_{n+1}$ by affine biholomorphisms. This CR structure then allows to define CR functions on $H_n$, that is, functions which satisfy the tangential Cauchy–Riemann equations. Then, the space $S_{R^+_p}(L)(H_n)$ may be equivalently characterized as the space of CR Schwartz functions on $H_n$ whose ‘spectrum’ is contained in $R^+_s$, where the spectrum of a CR $f \in S(H_n)$ may be defined as $\bigcup_{\zeta \in \mathbb{C}^n} \text{Supp}(\mathcal{F}(f(\zeta, \cdot)))$, where $\mathcal{F}$ denotes the (Euclidean) Fourier transform in the second variable. It turns out that the elements of $S_{R^+_p}(L)(H_n)$ may also be characterized as the restrictions to $H_n \cong \partial U_{n+1}$ of a class of entire functions on $\mathbb{C}^{n+1}$ which satisfy suitable growth and decay conditions (in a Paley–Wiener–Schwartz fashion). The elements of $S_{R^+_p}(H_n)$ then correspond to the entire functions which depend only on the last variable. Cf. [15] for a more detailed discussion of this topic.

We denote by $(\cdot | \cdot)$ the sesquilinear pairing between $S_{R^+_p}(L)(H_n)$ and $S_{R^+_p}(L)(H_n)$, as well as the conjugate of the pairing between $S_{R^+_p}(L)(H_n)$ and $S^*_p(L)(H_n)$.

**Definition 2.6.** Take $p \in [1, \infty]$ and $s \in \mathbb{R}$. We define $B^p_p(H_n, R^+_s)$ as the space of $u \in S_{R^+_p}(L)(H_n)$ such that

$$\sum_{j \in \mathbb{Z}} 2^{ps}\|u * \mathcal{G}(\varphi_j)\|_{L^p(H_n)} < \infty,$$

endowed with the corresponding norm (with the obvious modification when $p = \infty$), where $(\varphi_j)$ is a family of elements of $C_c(\mathbb{R}^+_s)$ such that the $\varphi_j(2^{-j} \cdot)$ stay in a bounded subset of $C_c(\mathbb{R}^+_s)$ and $\sum_j \varphi_j \geq 1$ on $\mathbb{R}^+_s$.

We remark that this definition does not depend on the choice of $(\varphi_j)$ (cf. [22, Lemma 4.14]). In addition, $B^p_p(H_n, R^+_s)$ may be interpreted as a suitable closed subspace of a natural Besov space on $H_n$, cf. [19] Sections 7 and 8 for more details. Notice that, if $p < \infty$, then $S_{R^+_p}(L)(H_n)$ is dense in $B^p_p(H_n, R^+_s)$, and the sesquilinear pairing between $S_{R^+_p}(L)(H_n)$ and $S_{R^+_p}(L)(H_n)$ induces a canonical sesquilinear pairing between $B^p_p(H_n, R^+_s)$ and $B^p_p(H_n, R^+_s)$ which identifies $B^p_p(H_n, R^+_s)$ with the dual of $B^p_p(H_n, R^+_s)$ (cf. [22, Theorem 4.29]). We may then consider a canonical sesquilinear form between $B^p_p(H_n, R^+_s)$ and $B^p_p(H_n, R^+_s)$ for every $p \in [1, \infty]$ and for every $s \in \mathbb{R}$.

**Definition 2.7.** Take $p \in [1, \infty]$ and $s > -\frac{n+1}{p}$. Then, $S_{(\zeta, z)}: (\zeta', x') \mapsto \frac{n!}{4\pi^{n+1}} \left(\frac{|x'|^2 - |\zeta|^2}{2i} - \langle \zeta | \zeta \rangle \right)^{-n-1}$ belongs to $B^p_p(H_n, R^+_s)$ for every $(\zeta, z) \in U_{n+1}$ and the linear mapping

$$\mathcal{E}: B^{-s}_p(H_n, R^+_s) \ni u \mapsto [(\zeta, z) \mapsto \langle u | S_{(\zeta, z)} \rangle] \in A^\infty_n(U_{n+1})$$

is well defined and continuous. We define $A^s_p(U_{n+1})$ as its image, endowed with the corresponding topology.

Notice that $S_{(\zeta, z)}$ is the boundary value of the Cauchy–Szegő kernel on $U_{n+1}$, that is, the reproducing kernel of the Hardy space $H^2(U_{n+1})$. Thus, integrating the boundary values of an element $f$ of $H^2(U_{n+1})$ against $S_{(\zeta, z)}$ gives $f(\zeta, z)$, so that the extension operator $\mathcal{E}$ is naturally defined.

We endow $U_{n+1}$ with an $\text{Aut}(U_{n+1})$-invariant Riemannian metric (e.g., the Bergman metric) and the associated distance. For every $\delta > 0$, we say that a family $(\zeta_j, z_j)$ of elements of $U_{n+1}$ is a $\delta$-lattice if it is maximal for the property that $d((\zeta_j, z_j), (\zeta_{j'}, z_{j'})) \geq 2\delta$ for every $j \neq j'$. We may then state the following result.
Proposition 2.8. Take $p \in [1, \infty]$ and $s > -\frac{n+1}{p}$. Then, the following hold:

(i) $P_\nu$ induces a continuous linear mapping of $L^p_s(\mathcal{U}_{n+1})$ onto $\widetilde{A}^p_s(\mathcal{U}_{n+1})$ for every $s' > \frac{s}{2}$;

(ii) $A^p_s(\mathcal{U}_{n+1}) = \widetilde{A}^p_s(\mathcal{U}_{n+1})$ for every $s > 0$;

(iii) for every $s' > \frac{s}{2}$ and for every $\delta > 0$, and for every $\delta$-lattice $(\zeta_j, z_j)$ on $\mathcal{U}_{n+1}$, the mapping

$$\mathcal{E}^p(J) \ni \lambda \mapsto \sum_j \lambda_j K_{s'}(\cdot, (\zeta_j, z_j)) \rho(\zeta_j, z_j)^{(n+1)/p' + 2s' - s} \in \widetilde{A}^p_s(\mathcal{U}_{n+1})$$

is well-defined and continuous, with locally uniform convergence of the sum when $p = \infty$, and onto when $\delta$ is sufficiently small;

(iv) the mapping $\widetilde{A}^p_s(\mathcal{U}_{n+1}) \ni f \mapsto \partial_{\zeta} f \in \widetilde{A}^p_{s+k}(\mathcal{U}_{n+1})$ is an isomorphism for every $k \in \mathbb{N}$;

(v) if $p < \infty$, then

$$\widetilde{A}^p_s(\mathcal{U}_{n+1}) = \left\{ f \in A^\infty_{s+(n+1)/p}(\mathcal{U}_{n+1}) : \partial_\zeta f \in A^p_{s+k}(\mathcal{U}_{n+1}) \right\}$$

for every $k \in \mathbb{N}$ such that $s+k > 0$, where $A^\infty_{s+(n+1)/p}(\mathcal{U}_{n+1}) := \left\{ f \in \text{Hol}(\mathcal{U}_{n+1}) : \rho^s f \in C_0(D) \right\}$, endowed with the norm of $A^\infty_{s+(n+1)/p}(\mathcal{U}_{n+1})$, for every $s' > 0$.

Here, and throughout the paper, we set

$$\partial_\zeta f(\zeta, z) = \frac{d}{dz} f(\zeta, z)$$

for every $f \in \text{Hol}(\mathcal{U}_{n+1})$ and for every $(\zeta, z) \in \mathcal{U}_{n+1}$. Notice that, when $n = 0$, this leads to an abuse of notation, as it is more natural to consider $\mathbb{C}^n \times \mathbb{C}$ as $\mathbb{C}$ (so that there is no ‘second’ variable), than $\{0\} \times \mathbb{C}$.

Proof. (i) This follows from [23, Theorem 4.5] and [22, Corollary 5.11].

(ii) This follows from [22, Corollary 5.11].

(iii) This follows from [23, Theorem 4.5] and [22, Corollary 5.11].

(iv) This follows from [22, Proposition 5.13].

(v) Observe that $\widetilde{A}^p_s(\mathcal{U}_{n+1}) \cap A^2_{1/2}(\mathcal{U}_{n+1})$ is dense in $\widetilde{A}^p_s(\mathcal{U}_{n+1})$ and contained in $A^\infty_{s+(n+1)/p,0}(\mathcal{U}_{n+1})$ (cf. [22, Theorem 4.23 and Propositions 5.4 and 3.9]), so that $\widetilde{A}^p_s(\mathcal{U}_{n+1})$ embeds continuously into $A^\infty_{s+(n+1)/p,0}(\mathcal{U}_{n+1})$. Thus, the assertion follows by means of (ii) and (iv), applied to $\widetilde{A}^p_s(\mathcal{U}_{n+1})$ and $A^\infty_{s+(n+1)/p}(\mathcal{U}_{n+1})$.

For future reference we state the following elementary lemma.

Lemma 2.9. Take $p \in [1, \infty]$ and $s > s' > -\frac{n+1}{p}$. Then, for every $h > 0$, the mapping

$$\widetilde{A}^p_s(\mathcal{U}_{n+1}) \ni f \mapsto f(\cdot + (0, ih)) \in \widetilde{A}^p_{s'}(\mathcal{U}_{n+1})$$

is well defined and continuous.

Proof. Observe first that the case $s = s'$ follows from [22, Theorem 5.2], so that we may assume that $s > s'$, that is, $s - s' > 0$. Then, observe that $S_{(0, ih)} \in B^{1-s'}_p(\mathbb{H}, \mathbb{R}_+)$ by [22, Lemma 5.1], so that [19, Theorem 4.3 and the remarks following its statement] show that the mapping

$$B^{-s}_p(\mathbb{H}, \mathbb{R}_+) \ni u \mapsto u * S_{(0, ih)} \in B_{p'}^{-s'}(\mathbb{H}, \mathbb{R}_+)$$

is well defined and continuous. The assertion follows since

$$(\mathcal{E} u)(\cdot + (0, ih)) = \mathcal{E}(u * S_{(0, ih)}),$$

as one readily verifies (cf., e.g., the proof of [22, Theorem 5.2]).

We now begin our analysis of invariant function spaces. We recall that $\widetilde{U}_s$ is defined in [3] and $\rho(\zeta, z)$ in [5]. The following lemma is well known, but we state it explicitly for the reader’s convenience.
Lemma 2.10. For every $s > n + 1$ and every $\varphi \in \text{Aut}(\mathcal{U}_{n+1})$,

$$(\tilde{U}_{n+1+2s}(\varphi) \otimes \tilde{U}_{n+1+2s}(\varphi))K_s = K_s.$$  \hspace{1cm} (6)

Proof. It suffices to observe that if $s = 1/2$ this is just the standard transformation rule of the unweighted Bergman kernel. The general case follows at once. \hfill \square

Proposition 2.11. Take $p \in [1, \infty]$ and $s \in \mathbb{R}$. Then, the following hold:

(i) $\bar{A}_s^p(\mathcal{U}_{n+1})$ is $\tilde{U}_2(s+1/p)\text{-}$invariant with its norm;

(ii) if $s > \frac{n+1}{p}$, then $\bar{A}_s^p(\mathcal{U}_{n+1})$ is $\tilde{U}_2(s+1/p)\text{-}$invariant and the $\tilde{U}_2(s+1/p)(\varphi)$, as $\varphi$ runs through $\text{Aut}$, are uniformly bounded on $\bar{A}_s^p(\mathcal{U}_{n+1})$.

Proof. (i) Observe first that, applying Lemma 2.10 with $u$, unimodular function, we see that

$$\rho(\varphi(\zeta, z))^{-1/2} |J\varphi(\zeta, z)| = \rho(\zeta, z)^{-1/2}$$

for every $(\zeta, z) \in \mathcal{U}_{n+1}$. Then, if $p \in [1, \infty)$ and $f \in \bar{A}_s^p(\mathcal{U}_{n+1})$,

$$\int_{\mathcal{U}_{n+1}} |\tilde{U}_{2(s+1/p)}(\varphi)f(\zeta, z)|^p \rho(\zeta, z)^{ps-1} d(\zeta, z)$$

$$= \int_{\mathcal{U}_{n+1}} |f(\varphi^{-1}(\zeta, z))|^p |(J\varphi^{-1})(\zeta, z)|^{2+2(ps-1)/(n+2)} \rho(\zeta, z)^{ps-1} d(\zeta, z)$$

$$= \int_{\mathcal{U}_{n+1}} |f(\zeta, z)|^p \rho(\zeta, z)^{-ps+1} d(\zeta, z).$$

The case $p = \infty$ is similar.

(ii) Observe that, by (ii)P of Proposition 2.8, $\bar{A}_s^\infty(\mathcal{U}_{n+1}) = A^\infty_s(\mathcal{U}_{n+1})$, where $s_0 = s - (n + 1)/p > 0$, so that and part (i) shows that $\bar{A}_s^\infty(\mathcal{U}_{n+1})$ is $\tilde{U}_2s^{\lim}\text{-}$invariant. Now, [13] Proposition 6.2] shows that

$$\bar{A}_s^p \cong (\bar{A}_s^{s_0}, \bar{A}_s^\infty)[1/p]$$

(complex interpolation), where $s_0 = s - (n + 1)/p' > -(n + 1)$. Thus, it suffices to prove that $\bar{A}_s^p(\mathcal{U}_{n+1})$ is $G\text{-}\tilde{U}_2s^{\lim}\text{-}$invariant whenever $s > -(n + 1)$.

To this aim, observe that, if $(\zeta_j, z_j)$ is a $\delta$-lattice on $\mathcal{U}_{n+1}$ with $\delta$ sufficiently small, then (iii) of Proposition 2.8 shows that the mapping

$$\Psi_{(\zeta_j, z_j)} : \ell^1(J) \ni \lambda \mapsto \sum_j \lambda_j K_{\varphi^{s'}}(\cdot , (\zeta_j, z_j))\rho(\zeta_j, z_j)^{2s' - s} \in \bar{A}_s^p(\mathcal{U}_{n+1})$$

is continuous and onto, where $s' := s + (n + 1)/2 > s/2$. Then, using the relations

$$\tilde{U}_{2(s+n+1)}(\varphi)K_{s'}(\cdot , (\zeta_j, z_j)) = K_{s'}(\cdot , \varphi(\zeta_j, z_j))J\varphi(\zeta_j, z_j)^{2(s+n+1)/(n+2)}$$

and

$$\rho(\zeta_j, z_j)^{2s' - s} = \rho(\varphi(\zeta_j, z_j))^{2s' - s} |J\varphi(\zeta_j, z_j)|^{2(s-2s')/(n+2)}$$

for every $\varphi \in \text{Aut}(\mathcal{U}_{n+1})$ and for every $j \in J$, which follow from Lemma 2.10 we see that there is a unimodular function $u_\varphi : J \to \mathbb{C}$ such that

$$\tilde{U}_{2(s+n+1)}(\varphi)\Psi_{(\zeta_j, z_j)}(\lambda) = \Psi_{(\varphi(\zeta_j, z_j))}(u_\varphi(\lambda))$$

for every $\varphi \in \text{Aut}(\mathcal{U}_{n+1})$ and for every $\lambda$ with finite support, hence for every $\lambda \in \ell^1(J)$. The assertion follows from the fact that there is $C > 1$ such that, fixing a norm on $\bar{A}_s^p(\mathcal{U}_{n+1})$,

$$\frac{1}{C}||\lambda||_{\ell^1(J)/\ker \Psi_{(\varphi(\zeta_j, z_j))}} \leq ||\Psi_{(\varphi(\zeta_j, z_j))}(\lambda)||_{\bar{A}_s^p(\mathcal{U}_{n+1})} \leq C||\lambda||_{\ell^1(J)/\ker \Psi_{(\varphi(\zeta_j, z_j))}}$$

for every $\lambda \in \ell^1(J)$ and for every $\varphi \in G$, as the proof of Proposition 2.8 shows (cf. [22] Theorem 3.23)]. \hfill \square
2.3. Decent and Strongly Decent Spaces.

**Definition 2.12.** Let $X,Y$ be two locally convex spaces such that $X \subseteq Y$ set-theoretically. Then, we say that $X$ is $Y$-decent if there is a continuous linear functional on $Y$ which induces a non-zero continuous linear functional on $X$.

We say that $X$ is strongly $Y$-decent if the set of continuous linear functionals on $X$ which extend to continuous linear functionals on $Y$ is dense in the weak dual topology of $X'$.

We say that $X$ is $Y$-saturated if it contains the intersection of the kernels in $Y$ of the continuous linear functionals on $Y$ which induce continuous linear functionals on $X$.

In the sequel, $Y$ will always be the space $\text{Hol}(D)$ and $X$ a semi-Banach space of $Y$, so that we shall simply say that $X$ (or its seminorm) is (strongly) decent or saturated if it is (strongly) $\text{Hol}(D)$-decent or $\text{Hol}(D)$-saturated, respectively, for simplicity. We shall nonetheless state the results of this Subsection in a somewhat more general context.

Notice that if $X$ is strongly $Y$-decent, then it is $Y$-decent if and only if it is non-trivial (as a topological vector space, that is, it has a non-trivial topology).

**Proposition 2.13.** Let $X$ be a complete seminormed space and $Y$ a Fréchet space such that $X \subseteq Y$. Let $G$ be a group of automorphisms of $Y$ which induce automorphisms of $X$. Then, the following hold:

(i) $X$ is $Y$-decent if and only if there is a closed $G$-invariant vector subspace $V$ of $Y$ such that the canonical mapping $X \to Y/V$ is continuous and non-trivial;

(ii) $X$ is strongly $Y$-decent if and only if there is a closed $G$-invariant vector subspace $V$ of $Y$ such that $X \cap V$ is the closure of $\{0\}$ in $X$ and the canonical mapping $X \to Y/V$ is continuous;

(iii) $X$ is strongly $Y$-decent and $Y$-saturated if and only if the $(G$-invariant) closure $V$ of $\{0\}$ in $X$ is closed in $Y$, and the canonical mapping $X \to Y/V$ is continuous.

Notice that, if $X$ is strongly $Y$-decent and $V$ is as in (ii), then $X + V$, endowed with the seminorm which is 0 on $V$ and induces the given seminorm on $X$, is strongly $Y$-decent, $Y$-saturated, and $G$-invariant. In other words, every strongly $Y$-decent space has a ‘saturation’.

Notice that, taking $G = \{I\}$, we get a characterization of (strongly) $Y$-decent spaces.

*Proof.* Assume that $X$ is (strongly) $Y$-decent, and let $W$ be the space of continuous linear functionals on $Y$ which induce continuous linear functionals on $X$. Observe that $W$ is $G$-invariant since $G$ induces automorphisms of both $X$ and $Y$. In addition, if $V = \bigcap_{L \in W} \ker L$, then $V$ is a closed $G$-invariant subspace and $X \not\subseteq V$ (resp. $X \cap V$ is the closure of $\{0\}$ in $X$, since the canonical image of $W$ in $X'$ is dense in the weak dual topology). Let us prove that the mapping $X \to Y/V$ is continuous. Notice that it will suffice to prove that the canonical mapping $X/(X \cap V) \to Y/V$ is continuous. Since both $X/(X \cap V)$ and $Y/V$ are Fréchet spaces, we may use the closed graph theorem. Then, let $(x_j)$ be a sequence in $X$ and take $x \in X$ and $y \in Y$ so that $x_j + X \cap V$ converges to $x + X \cap V$ in $X/(X \cap V)$, while $x_j + V$ converges to $y + V$ in $Y/V$. Then, $\langle L, x_j \rangle$ converges both to $\langle L, x \rangle$ and to $\langle L, y \rangle$ for every $L \in W$, so that $x - y \in V$. Then, the canonical image of $x + X \cap V$ in $Y/V$ is $y + V$, whence our claim.

Conversely, assume that there is a closed vector subspace $V$ of $Y$ such that the canonical mapping $X \to Y/V$ is continuous and non-trivial. Then, there is $L \in (Y/V)'$ which does not vanish on $\pi(X)$, where $\pi : Y \to Y/V$ is the canonical mapping. Then, $L \circ \pi$ induces a non-zero continuous linear functional on both $X$ and $Y$, so that $X$ is $Y$-decent. This completes the proof of (i).

Then, assume that there is a closed vector subspace $V$ of $Y$ such that $X \cap V$ is the closure of $\{0\}$ in $X$ and the canonical mapping $X \to Y/V$ is continuous. Then, each element of the polar $W$ of $V$ in $Y'$ induces a continuous linear functional on $X$, and the canonical image of $W$ in $X'$ is dense in the weak dual topology (as $X \cap V$ is the closure of $\{0\}$ in $X$). Thus, $X$ is strongly $Y$-decent.

The proof of (iii) follows from that of (ii) and the definition of $Y$-saturated spaces.
Proposition 2.14. Let $X$ be a semi-Banach space and $Y$ a separable Fréchet space such that $X \subseteq Y$. Assume that $X$ is strongly $Y$-decent and $Y$-saturated, and denote by $V$ the closure of $\{0\}$ in $X$. Assume that the Hausdorff space associated with $X$ (namely, $X/V$) is reflexive. Then, $X$ is separable.

In addition, let $G$ be a locally compact group and $\pi$ be a continuous representation of $G$ in $Y$ such that $\pi(g)$ induces a continuous automorphism of $X$ for every $g \in G$. Then, $\pi$ induces a continuous representation of $G$ in $X$ (or, equivalently, in $X/V$).

Notice that the assumptions are satisfied if $Y = \text{Hol}(D)$ and $X$ is a semi-Hilbert space.

Proof. By Proposition 2.13 there is a closed subspace $V$ of $Y$ such that $X \cap V$ is the closure of $\{0\}$ in $X$ and the canonical mapping $L: X \to Y/V$ is continuous. By [16] Corollary 1 to Proposition 6 of Chapter III, § 3, No. 4], the weak dual topology of $(Y/V)'$ is separable. Since $L$ is continuous with dense image for the weak dual topologies, this proves that $X'$ is separable in the weak dual topology. Since $X$ is reflexive, this proves that $X'$ is separable in the strong dual topology, so that also $X$ is separable.

Next, observe that the mapping $G \ni g \mapsto (L, \pi(g)x)$ is continuous for every $x \in X$ and for every $L \in V^\circ$. Since the canonical image of $V^\circ$ is dense in the weak topology of $X'$, hence in the strong topology of $X'$, thanks to Proposition 2.13 [17] Corollary 2 to Proposition 18 of Chapter VIII, § 4, No. 6] shows that $\pi$ induces a continuous representation of $G$ in $X/V$, whence the result. \[\square\]

3. Invariant Reproducing Kernel Hilbert Spaces

We define, for every $s \in \mathbb{C}$,

$$B^s_{(\zeta, z)}(\zeta, z') := \left( \frac{\zeta - \zeta'}{2i} - \langle \zeta | \zeta' \rangle \right)^s$$

for every $(\zeta, z), (\zeta', z') \in U_{n+1}$, so that $K_s((\zeta, z), (\zeta', z')) = c_s B^{-n-1-2s}_{(\zeta, z')} \zeta, z$ for $s > 0$, cf. [11].

Observe that, by the results in [37], $B^s$ is a positive kernel, that is, is the reproducing kernel of some RKHS contained in $\text{Hol}(U_{n+1})$ if and only if $s \geq 0$.

Definition 3.1. Take $s \geq 0$. Then, we define $A_s$ as the RKHS associated with $B^{-s}$. In other words, $A_s$ is the completion of the space of finite linear combinations of the $B^{-s}_{(\zeta, z)}$, $(\zeta, z) \in U_{n+1}$, endowed with the scalar product defined by

$$\langle B^{-s}_{(\zeta, z)} | B^{-s}_{(\zeta', z')} \rangle_{A_s} := B^{-s}_{(\zeta', z')} \zeta, z$$

for every $(\zeta, z), (\zeta', z') \in D$.

Proposition 3.2. If $s > 0$, then $A_s = \tilde{A}_s^{2(s-n-1)/2}(U_{n+1})$ (with equivalent norms). In addition, $A_0$ is the space of constant functions.

Notice that [14] provides yet another description of $A_s$, for $s > 0$, which is somewhat analogous to the one which may be obtained by the means of (v) of Proposition 2.8.

Proof. Observe that $B^{-s} = c_{s-n-1/2}^s K_{(s-n-1)/2}$ for $s > n + 1$ (cf. [11]), and that $K_{(s-n-1)/2}$ is the reproducing kernel of $A^{2}_{(s-n-1)/2}(U_{n+1}) = \tilde{A}^{2}_{(s-n-1)/2}(U_{n+1})$ (cf. Proposition 2.8), so that the assertion is clear in this case. Next, take $s > 0$, and take $k \in \mathbb{N}$ so large that $s + 2k > n + 1$. Observe that

$$(\partial^k_2 \otimes \partial^k_2) B^{-s} = (2i)^{-2k} (s - 2) \cdots (s - 2k) B^{-s-2k},$$

so that $\partial^k_2$ induces a continuous linear mapping of $A_s$ onto $A_{s+2k}$. In addition, $B^{-s}_{(\zeta, z)} \in \tilde{A}^{2}_{(s-n-1)/2}(U_{n+1})$ for every $(\zeta, z) \in U_{n+1}$, thanks to [22] Lemma 5.15 and Example 2.12, and $\partial^k_2$ induces an isomorphism of $\tilde{A}^{2}_{(s-n-1)/2}(U_{n+1})$ onto $\tilde{A}^{2}_{(s+2k-n-1)/2}(U_{n+1}) = A_{s+2k}$ by Proposition 2.8. It then follows that $A_s = \tilde{A}^{2}_{(s-n-1)/2}(U_{n+1})$.

Finally, it is clear that $A_0$ is the space of constant functions. \[\square\]

\[\text{Recall that } \partial^k_2 f(\zeta, z) = \frac{\partial^k f(\zeta, z)}{\partial \zeta^k} \zeta.\]
Theorem 3.3. Take $s \in \mathbb{R}$. If $s > 0$, then $A_s$ is $\widetilde{\text{Aut}}-\widetilde{U}_s$-invariant with its norm.

Conversely, let $H$ be a non-trivial Hilbert space continuously embedded in $\text{Hol}(U_{n+1})$ such that $U_s$ induces a bounded (resp. isometric) representation of $G_T$ in $H$. Then, $s \geq 0$ and $H = A_s$ with equivalent (resp. proportional) norms.

In comparison with [4] Theorem 5.1, we observe that our invariance condition is considerably weaker, since we require invariance only on $G_T$ and not on $\text{Aut}(U_{n+1})$. The proof is essentially the same, though. We point out that we replace the ‘weak integrability’ condition considered in [4, Theorem 5.1] with the definition of $s$-invariance, since we require invariance only on $\text{Aut}(U_{n+1})$. The latter fact is clear for $s > n + 1$, thanks to Lemma 2.10, and then extends to general $s$ by taking powers.

Step I. Let us prove that, if $s > 0$, then $A_s$ and its norm are $\widetilde{U}_s$-invariant. Notice that, by the definition of $A_s$, this is equivalent to the relation

$$(\widetilde{U}_s(\varphi) \otimes \widetilde{U}_s(\varphi)) B^{-s} = B^{-s}$$

for every $\varphi \in \widetilde{\text{Aut}}$. This latter fact is clear for $s > n + 1$, thanks to Lemma 2.10, and then extends to general $s$ by taking powers.

Step II. Take $H$ as in the statement, and define

$$C := \sup_{\varphi \in G_T} \| U_s(\varphi) \|_{\mathcal{X}(H)},$$

so that $C$ is finite (resp. 1). Take a right-invariant mean $m$ on $\ell^\infty(G_T)$ (cf. Proposition 2.2). Define

$$\langle f | g \rangle_H' := m(\varphi \mapsto \langle U_s(\varphi)f | U_s(\varphi)g \rangle_H)$$

for every $f, g \in H$, so that $\langle \cdot | \cdot \rangle_H'$ is a well-defined $U_s$-invariant scalar product on $H$. In addition,

$$\frac{1}{C} \| f \|_H \leq \| f \|_H' \leq C \| f \|_H$$

for every $f \in H$. Let $K$ be the reproducing kernel of $H$, with respect to the scalar product $\langle \cdot | \cdot \rangle_H'$, and observe that $K$ is $(U_s \otimes \widetilde{U}_s)$-invariant. Hence, the mapping

$$\left( (\zeta, z), (\zeta', z') \right) \mapsto K((\zeta, z), (\zeta', z')) B_{s, z}^{s, z'}(\zeta, z)$$

is invariant under composition by the elements of $G_T$, thanks to Step I. Since $G_T$ acts transitively on $U_{n+1}$, it then follows that there is a constant $C' > 0$ such that

$$K((\zeta, z), (\zeta, z)) = C' B_{s, z}^{-s}(\zeta, z)$$

for every $(\zeta, z) \in U_{n+1}$. Since the function

$$U_{n+1} \times c(U_{n+1}) \ni ((\zeta, z), (\zeta', z')) \mapsto K((\zeta, z), c(\zeta', z')) B_{c(\zeta', z')}^{s, z'}(\zeta, z) \in \mathbb{C}$$

is holomorphic (where $c$: $(\zeta, z) \mapsto (\zeta, z)$), we see that

$$K((\zeta, z), (\zeta', z')) = C' B_{s, z'}^{-s}(\zeta, z)$$

for every $(\zeta, z), (\zeta', z') \in U_{n+1}$. In particular, $B^{-s}$ is a positive kernel, so that $s \geq 0$ (cf. the remarks at the beginning of Section 3). It follows that $H = A_s$ and

$$\| f \|_H' = C'^{-1/2} \| f \|_{A_s}$$

for every $f \in H$.  \[\square\]
Remark 3.4. Take \( s, s' > 0 \). Then, the unitary representations \( U_s \) and \( U_{s'} \) of \( \text{Aff}(\mathbb{U}_{n+1}) \) into \( \mathcal{A}_s \) and \( \mathcal{A}_{s'} \), respectively, are unitary equivalent. An intertwining operator is given by the Riemann–Liouville operator \( f \mapsto f \ast I^{(s-s')/2} \), where \( I^{(s-s')/2} \) is the tempered distribution supported on \( \mathbb{R}_+ \) whose Laplace transform is \((t)^{(s-s')/2} \) on \( \mathbb{R}_+^2 \).

The unitary representations \( \widetilde{U}_s \) and \( \widetilde{U}_{s'} \) of \( \text{Aut}(\mathbb{U}_{n+1}) \) into \( \mathcal{A}_s \) and \( \mathcal{A}_{s'} \), respectively, are unitarily equivalent if and only if \( s = s' \).

Proof. The first assertion follows from Propositions 2.8 and 3.2 and from the homogeneity of the distribution \( I^{(s-s')/2} \).

For what concerns the second assertion, observe that, since \( U_s \) and \( U_{s'} \), restricted to \( G_T \), may be considered as irreducible subrepresentations of \( \widetilde{U}_s \) and \( \widetilde{U}_{s'} \), respectively (cf. Theorem 5.3), if \( \widetilde{U}_s \) and \( \widetilde{U}_{s'} \) are (unitarily) equivalent, then \( f \mapsto f \ast I^{(s-s')/2} \) must be an intertwining operator by Schur’s lemma (cf. [30, Theorem 2 of § 21, No. 3]). In addition, if \( \widetilde{K} \) is the stabilizer of \((0, i)\) in \( \text{Aut}(\mathbb{U}_{n+1}) \), then the \( \widetilde{K}\cdot U_s\)-orbit of \( B_{s,i}^{(0)} \) in \( \mathcal{A}_s \) is one-dimensional by Lemma 2.10. On the contrary, \( B_{s,i}^{(0)} \ast I^{(s-s')/2} = c_{s,s'}B_{s,i}^{(s+s')/2} \) for some non-zero \( c_{s,s'} \) (cf. the proof of [22, Lemma 5.15]), and the \( \widetilde{K}\cdot U_{s'}\)-orbit of \( B_{s,i}^{(0)} \) is not one-dimensional unless \( s = s' \) (either use the proof of Theorem 5.3 to show that \( \widetilde{U}_{s'}(i)B_{s,i}^{(0)} \) is not a scalar multiple of \( B_{s,i}^{(0)} \), or use Proposition 6.2 transferring the problem to the bounded realization of \( D \)).

We conclude this section with some related remarks that will prove useful in the following sections.

Definition 3.5. For every \( s \in \mathbb{R} \) and for every \( k \in \mathbb{N} \) such that \( s + 2k \geq 0 \), we define

\[
\mathcal{A}_{s,k} := \{ f \in \text{Hol}(\mathbb{U}_{n+1}) : \partial_2^k f \in \mathcal{A}_s \}
\]

endowed with the corresponding prehilbertian seminorm.

We define \( \mathcal{A}_{s,k} \) as the Hausdorff space associated with \( \mathcal{A}_{s,k} \), that is, \( \mathcal{A}_{s,k} / \ker \partial_2^k \).

We remark that, using [13] Theorem 5.5 it is easy to check that \( \mathcal{A}_{0,1} \) is canonically isomorphic to the classical Dirichlet space, for all \( n \geq 0 \).

Corollary 3.6. Take \( s \in \mathbb{R} \) and \( k \in \mathbb{N} \). If \( s + 2k \geq 0 \), then \( \mathcal{A}_{s,k} \) is a semi-Hilbert space and is \( \text{Aff}(\mathbb{U}_{n+1})\)-\( U_s \)-invariant with its seminorm.

Conversely, let \( H \) be a semi-Hilbert space of holomorphic functions. Assume that the following hold:

- the canonical mapping \( H \rightarrow \text{Hol}(\mathbb{U}_{n+1})/\ker \partial_2^k \) is continuous and non-trivial;
- \( U_s \) induces a bounded (resp. isometric) representation of \( G_T \) in \( H \).

Then, \( s + 2k \geq 0 \), \( H \subseteq \mathcal{A}_{s,k} \) continuously, and the canonical mapping \( H/(H \cap \ker \partial_2^k) \rightarrow \mathcal{A}_{s,k} \) is an isomorphism (resp. a multiple of an isometry).

We first need the following lemma.

Lemma 3.7. Take \( s \in \mathbb{R} \) and \( k \in \mathbb{N} \). Then, for every \( f \in \text{Hol}(\mathbb{U}_{n+1}) \) and for every \( \varphi \in \text{Aff}(\mathbb{U}_{n+1}) \),

\[
(U_{s+2k}(\varphi))\partial_2^k f = \partial_2^k(U_s(\varphi)f).
\]

Proof. The assertion is clear if \( \varphi \in \mathbb{H}_s \) and also if \( \varphi \in U(n) \) (acting on the first variable). Then, assume that \( \varphi : (\zeta, z) \mapsto (R\zeta, R^2z) \) for some \( R > 0 \). Then,

\[
\partial_2^k(f \circ \varphi^{-1}) = R^{-2k}(\partial_2^k f) \circ \varphi^{-1}
\]

so that the assertion follows, since \( R^{-2k} = |(J\varphi^{-1})^{2k/(n+2)}(0, i)| \).

\( \square \)

\( \square \)Recall that \( \partial_2 f(\zeta, z) = \frac{1}{2\sqrt{i}} f(\zeta, z). \)
Proof of Corollary 3.6. Observe that the mapping \( \partial_k^2 : \text{Hol}(U_{n+1})/\ker \partial_k^1 \to \text{Hol}(U_{n+1}) \) is an isomorphism (onto), thanks to [36, Theorem 9.4]. On the one hand, this implies that \( \partial_k^2 \) maps \( \mathcal{A}_{s,k} \) onto \( \mathcal{A}_{s+2k} \), so that \( \mathcal{A}_{s,k} \) is complete. The invariance of \( \mathcal{A}_{s,k} \) then follows from Theorem 3.3 and Lemma 3.7.

On the other hand, this implies that the canonical mapping \( H \to \text{Hol}(U_{n+1})/\ker \partial_k^2 \) is continuous and non-trivial if and only if the linear mapping \( \partial_k^2 : H \to \text{Hol}(U_{n+1}) \) is continuous and non-trivial. Therefore, using Lemma 3.7, we see that \( \partial_k^2(H) \) is a Hilbert space which embeds continuously into \( \text{Hol}(U_{n+1}) \) and in which \( U_{s+2k} \) induces a bounded (resp. unitary) representation of \( G_T \). Then, Theorem 3.3 implies that \( \partial_k^2(H) = \mathcal{A}_{s+2k} \) with an equivalent (resp. proportional) norm, whence the result. \( \square \)

4. Invariant Spaces for \( n = 0 \)

In this section, we assume that \( n = 0 \), and we characterize \( U_s \)- and \( \tilde{U}_s \)-invariant strongly decent complete prehilbertian spaces on \( \mathcal{U}_1 = \mathbb{C}_+ \).

We begin by describing the closed \( \text{Aff}(\mathbb{C}_+) \)- and \( \tilde{U}_s \)-invariant subspaces of \( \text{Hol}(\mathbb{C}_+) \). We denote by \( \mathcal{P}^k(\mathbb{C}) \), or simply \( \mathcal{P}^k \), the space of holomorphic polynomials on \( \mathbb{C} \) of degree \( k \).

Observe that a vector subspace of \( \text{Hol}(\mathbb{C}_+) \) is \( \text{Aff}(\mathbb{C}_+) \)- and \( \tilde{U}_s \)-invariant if and only if it is \( \text{Aff}(\mathbb{C}_+) \)-\( U_0 \)-invariant, so that we shall simply say \( \text{Aff}(\mathbb{C}_+) \)-invariant in this case.

We observe explicitly that here and in Section 6 we shall first characterize the closed \( \text{Aff} \)- and \( \tilde{U}_s \)-invariant vector subspaces of \( \text{Hol} \). This classification will be fundamental in the characterization of \( U_s \)-invariant semi-Hilbert spaces of holomorphic functions, and may actually be interpreted as a description of certain mean-periodic functions in \( \text{Hol} \). Since the proof in the case \( n > 0 \) is not simpler to the one needed for general Siegel domains (of type II), we shall defer the proof of these results until Section 7, where the general case is handled for future reference. Here and in Proposition 5.1 we shall limit ourselves to specializing the general results in this context, as well as providing a more precise description of the resulting spaces.

**Proposition 4.1.** Let \( V \) be a proper closed subspace of \( \text{Hol}(\mathbb{C}_+) \) and take \( s \in \mathbb{R} \). Then, \( V \) is \( \text{Aff}(\mathbb{C}_+) \)-invariant if and only if \( V = \mathcal{P}^k \) for some \( k \in \mathbb{N} \).

In addition, \( V \) is \( \text{Aut}-\tilde{U}_s \)-invariant if and only if \( V = \{0\} \) or \( s \in -\mathbb{N} \) and \( V = \mathcal{P}^{1-s} \).

**Proof.** By Proposition 2.1 if \( V \) is \( \text{Aff}(\mathbb{C}_+) \)-invariant, then \( V \cap \mathcal{P} \) is dense in \( V \), where \( \mathcal{P} \) denotes the space of holomorphic polynomials on \( \mathbb{C} \). Since the \( \text{Aff}(\mathbb{C}_+) \)-invariant proper subspaces of \( \mathcal{P} \) are clearly the \( \mathcal{P}^k \), \( k \in \mathbb{N} \), the first assertion follows.

Now, take \( k \in \mathbb{N} \) and observe that, by Proposition 2.2, \( \mathcal{P}^k \) is \( \text{Aut}-\tilde{U}_s \)-invariant if and only if \( \tilde{U}_s(i)\mathcal{P}^k = \mathcal{P}^k \), where \( i : z \mapsto -1/z \).

Now, observe that, for every \( h = 0, \ldots, k-1 \),

\[
\tilde{U}_s(i)(\cdot)^h = (-1)^h (\cdot)^{-k-s}
\]

thanks to (2), possibly up to a unimodular constant. Therefore, in order that \( \mathcal{P}^k \) be \( \text{Aut}-\tilde{U}_s \)-invariant, it is necessary and sufficient that \( \{0, \ldots, k-1\} = \{-s, \ldots, -(k-1)-s\} \), that is, \( k = 1-s \). The proof is complete. \( \square \)

Now, we shall indicate an intertwining formula between \( \tilde{U}_s \) and \( \tilde{U}_{2-s} \) when \( s \in -\mathbb{N} \).

**Proposition 4.2.** Take \( s \in -\mathbb{N} \). Then,

\[
[\tilde{U}_s(\varphi)f]^{(1-s)} = \tilde{U}_{2-s}(\varphi)f^{(1-s)}
\]

for every \( \varphi \in \tilde{\text{Aut}} \) and for every \( f \in \text{Hol}(\mathbb{C}_+) \).

When \( s = 0 \), this is a particular case of [27, Theorem 3.1]. See [4, Theorem 6.4] for the case of the unit disc (and more general symmetric domains).

---

8Notice that this action does not determine \( i \) in \( \tilde{\text{Aut}} \), but determines its image in \( G \), which is sufficient to determine \( \tilde{U}_s(i) \) up to a unimodular constant.
Proof. Notice first that Lemma 3.7 implies that
\[ \tilde{U}_{s}(\varphi)f^{(1-s)} = \tilde{U}_{2-s}(\varphi)f^{(1-s)} \]
for every \( \varphi \in G_{T} \) (identified with a subgroup of \( \hat{\text{Aut}} \)), and for every \( f \in \text{Hol}(C_{+}) \). The same then holds for every \( \varphi \in \hat{\text{Aut}} \) whose canonical image in \( \text{Aut}(C_{+}) \) belongs to \( G_{T} \). Then, take \( \iota \in \text{Aut} \) such that \( \iota : z \mapsto -1/z \), and observe that there is \( \varepsilon \in \{ \pm 1 \} \) such that
\[ \tilde{U}_{s}(\iota)f(z) = (\varepsilon z)^{-s}f(-1/z) \]
for every \( f \in \text{Hol}(C_{+}) \), for every \( s' \in -\mathbb{Z}, \) and for every \( z \in C_{+} \). Then, for every \( h \in \mathbb{N}, \)
\[ [\tilde{U}_{s}(\iota)(\cdot)^{h}]^{(1-s)}(z) = \varepsilon^{-s}(-1)^{h}(-h-s)(-h-s-1)\cdots(-h)z^{-h-1} \]
and
\[ \tilde{U}_{2-s}((\cdot)^{h})^{(1-s)}(z) = \varepsilon^{s-2}(-1)^{h-1+s}h(h-1)\cdots(h+s)z^{-h-1} \]
for every \( z \in C_{+} \), whence the asserted equality in this case. Since the space of polynomials is dense in \( \text{Hol}(C_{+}) \), the assertion follows thanks to Proposition 2.2. \( \square \)

Theorem 4.3. Take \( s \in \mathbb{R} \). If \( k \in \mathbb{N} \) and \( s + 2k \geq 0 \), then \( A_{s,k} \) is strongly decent, saturated, and \( \text{Aff}(C_{+})\)-\( \tilde{U}_{s} \)-invariant with its seminorm. If, in addition, \( s \geq 0 \) and \( k = 0 \), or \( s \in \mathbb{N} \) and \( k = 1 - s \), then \( A_{s,k} \) is \( \hat{\text{Aut}}\)-\( \tilde{U}_{s} \)-invariant with its seminorm.

Conversely, let \( H \) be decent semi-Hilbert space of holomorphic functions such that \( U_{s} \) induces a bounded (resp. isometric) representation of \( \text{Aff}(C_{+}) \) in \( H \). Assume that one of the following conditions hold:

(a) \( H \) is strongly decent;

(b) \( \|(\cdot)^{-s/2}\|_{H} = 0 \) if \( s \in -2\mathbb{N} \) and \( (\cdot)^{-s/2} \in H \).

Then, there is \( k \in \mathbb{N} \) such that \( s + 2k \geq 0 \) and \( H \) embeds as a dense subspace of \( A_{s,k} \) with the induced topology (resp. and proportional seminorms). If, in addition, \( \tilde{U}_{s}(\iota) \) induces a continuous automorphism of \( H \) for some \( \iota \in \hat{\text{Aut}} \) such that \( \iota : z \mapsto -1/z \), then either \( k = 0 \) or \( s \in \mathbb{N} \) and \( k = 1 - s \).

Notice that saying that \( H \) embeds as a dense subspace in \( A_{s,k} \) (with the induced topology) means that \( H \) is a subspace of \( A_{s,k} \) such that \( H + \ker(\cdot)^{(k)} = H + \mathcal{P}^{k} = A_{s,k} \), thanks to the completeness of \( H \).

We observe explicitly that we could remove assumptions (a) and (b) and show that \( H = A_{s,k} \), if we knew that the only dense \( \text{Aff}(C_{+}) \)-invariant vector subspaces of \( A_{s,k} \), for \( s + 2k > 0 \), are precisely the \( A_{s,k'} \) for \( s + 2k' > 0 \). Nonetheless, we do not even known if the space \( \mathcal{P}^{k} \) admits an \( \text{Aff}(C_{+}) \)-invariant algebraic complement \( H' \) in \( A_{s,k} \) when \( s + 2k > 0 \). Notice, though, that if such a space \( H' \) exists, then \( H' \) is a Hilbert space, but does not embed continuously into \( \text{Hol}(C_{+}) \). Therefore, such spaces, if existing, must be somewhat pathological.

We point out that the statements of [6] Theorems 1 and 2 (which deal with the case \( s = 0 \)) seem to be erroneous: on the one hand, the null space and the space of constant functions satisfy all the assumptions of the cited results, but are not the Dirichlet space; on the other hand, the fact that a Möbius-invariant space \( H \) is contained in the Dirichlet space and has the induced topology (or even the induced seminorm) does not immediately imply that it is the whole Dirichlet space, as there might exist Möbius-invariant algebraic complements of the space of constant functions in the Dirichlet space (and this possibility is not ruled out in the proof) [6].

We also point out, in this connection, that [6] Remark seems to be erroneous: on the one hand, one must assume that \( H \) contains non-constant functions in order to be sure that the given arguments produce non-zero polynomials in \( H \); on the other hand, unless one assumes that \( H \) contains the constant functions, it is only possible to deduce that the non-constant monomials belong to \( H \), and this does not seem to be sufficient to conclude that \( H \) cannot be an algebraic complement of the space of constant functions in the Dirichlet space. The subsequent proof then builds on the erroneous claim that, if \( f(z) = \sum_{k}a_{k}z^{k} \) (Taylor

\[ ^{9} \text{We point out, though, as we remarked earlier, that we do not know whether such pathological spaces do exist or not.} \]
development about 0) and $f \in H$, then $f = \sum k a_k (\cdot)^k$ (orthogonal sum in $H$): despite the fact that the $(\cdot)^k$, $k \in \mathbb{N}$, are pairwise orthogonal in $H$ (where $N$ is the set of $k \in \mathbb{N}$ such that $(\cdot)^k \in H$, so that $N$ is either $\mathbb{N}$ or $1 + \mathbb{N}$), one may not claim that the Taylor development of the orthogonal sum $\sum k \in N a_k (\cdot)^k$ must be $\sum k \in N a_k z^k$ – unless the sequence $(a_k)$ has finite support – since $H$ does not necessarily embed continuously in $\text{Hol}(C_+)$ (but only in $\text{Hol}(C_+)$ modulo constant functions).

Proof. The first assertion follows from Corollary 3.6 and Proposition 1.2. Then, take $H$ as in the statement. By Proposition 4.13 there is an $\text{Aff}(C_+)$-invariant closed vector subspace $V$ of $\text{Hol}((U_{n+1})/V$ is continuous and non-trivial. Observe that Proposition 4.1 implies that there are $h, k \in \mathbb{N}$, $h \leq k$, such that $V = P^k$ and $P^h$ is the ($\text{Aff}(C_+)$-invariant) closure of $\{ 0 \}$ in $H$. Therefore, Corollary 3.6 implies that $H \subseteq A_{s,k}$ continuously, and that the continuous linear mapping $H/(P^k \cap H) \to A_{s,k}/P^k$ is an isomorphism. In order to complete the proof of the first assertion, it then suffices to show that $P^k \cap H = P^h$. If condition (a) holds, that is, if $H$ is strongly decent, then Proposition 4.13 ensures that we may take $k$ so that this is the case.

Then, assume that condition (b) holds, that is, that $||\cdot||_s^{\pm s/2} = 0$ (i.e., $-s < s < 0$) when $s \in -2N$ and $(\cdot)^{\pm s/2} \subseteq H$. Observe first that $P^k \cap H$ is finite-dimensional and $\text{Aff}(C_+)$-invariant, so that it equals $P^\ell$ for some $\ell \in \{ h, \ldots, k \}$, thanks to Proposition 4.1, again. In particular, $U_s$ induces a bounded representation in $P^\ell/\mathbb{P}^h$, so that $U_s (R \cdot) ((\cdot)^{\ell}) = R^{-s/2} (\cdot)^{\ell}$ must stay bounded as $R \in C^*$, for every $j = h, \ldots, \ell - 1$. Therefore, either $\ell = h$ or $\ell - 1 = h = -s/2$. Now, if $\ell - 1 = h = -s/2$, then $(\cdot)^{\ell} \subseteq H$, so that $-s/2 < h$ by (b); contradiction. Thus, $\ell = h$, as we wished to prove.

Finally, assume that $U_s(i)$ induces a continuous endomorphism of $H$ for some $i \in \text{Aut}$ such that $\iota : z \mapsto -1/z$. Observe that, in this case, $P^h$ and $P^h$ must be $\text{Aut}-U_s$-invariant (cf. Proposition 2.2), so that Proposition 4.1 implies that either $k = h = 0$, or $s \in -N$ and $k = 1 - s$ (and $h \in \{ 0, 1 - s \}$). The proof is therefore complete.

Remark 4.4. If $s, s' \in \mathbb{R}$ and $k, k' \in \mathbb{N}$ are such that $s + 2k, s' + 2k' > 0$, then $U_s$ and $U_{s'}$, as unitary representations of $\text{Aff}(C_+)$ into $A_{s,k}$ and $A_{s',k'}$, respectively, are unitarily equivalent.

If $(s, k), (s', k') \in (R^*_+ \times \{ 0 \}) \cup \{ (-h, h - 1): h \in \mathbb{N} \}$, then the unitary representations $U_s$ and $U_{s'}$ of $\text{Aut}(C_+)$ into $A_{s,k}$ and $A_{s',k'}$, respectively, are unitarily equivalent if and only if $s = s'$, $s' = s + 2k$, or $s = s' + 2k'$.

The first assertion obviously extends to the case $n > 0$. The second assertion does not, as we shall see in Remark 5.4.

Proof. The first assertion follows from Remark 3.4. If $s, s' > 0$ or $s, s' \in -\mathbb{N}$, then also the second assertion follows from Remark 4.4. The remaining cases follow from Proposition 4.2 and Remark 3.4. □

5. Invariant Spaces for $n > 0$

In this section, we assume that $n > 0$, and we characterize $U_s$- and $\tilde{U}_s$-invariant strongly decent semi-Hilbert spaces of holomorphic functions on $U_{n+1}$. For simplicity of notation, we write $U$ in place of $U_{n+1}$.

As in Section 4, we shall simply say that a vector subspace of $\text{Hol}(U)$ is $\text{Aff}(U)$-invariant if it is $\text{Aff}(U)$-$U_s$-invariant for some $s \in \mathbb{R}$.

We begin by describing the closed $\text{Aff}(U)$- and $\tilde{U}_s$-invariant subspaces of $\text{Hol}(U)$. Recall that $P^k$ denotes the space of holomorphic polynomials of degree $< k$. We denote by $P^k$ the space of homogeneous holomorphic polynomials of degree $k$.

Proposition 5.1. Let $V$ be a proper closed subspace of $\text{Hol}(U)$, and take $s \in \mathbb{R}$. Then, $V$ is $\text{Aff}(U)$-invariant if and only if $V$ is the closure of $\bigoplus k \in N [P_k(C^n) \otimes P^{h_k}(C)]$ in $\text{Hol}(U)$, where $h_0 \in \mathbb{N}$ and $h_{k+1} \in \{ k, (h_k - 1) \}$ for every $k \in \mathbb{N}$.

In addition, $V$ is $\text{Aut}(U)_s$-invariant if and only if $V = \{ 0 \}$ or $s \in -\mathbb{N}$ and $V = P^{1-s}(C^{n+1})$. □
Proof. Step I. By Proposition 7.1, we may reduce to describing \( V \cap \mathcal{P} \), where \( \mathcal{P} \) is the space of holomorphic polynomials on \( \mathcal{U} \).

Observe that, if \( \mu \) is a (Radon) measure with compact support on \( \text{Aff}(\mathcal{U}) \), then we may define
\[
U_s(\mu) := \int_{\text{Aff}(\mathcal{U})} U_s(\varphi) \, d\mu(\varphi)
\]
as a weak integral in \( \mathcal{L}(\text{Hol}(\mathcal{U})) \), endowed with the topology of pointwise convergence. Note that this operator is independent of \( s \) if \( \mu \) is supported in \( NU(n) \). Now, fix \( k \in \mathbb{N} \) and define a measure \( \mu_k \) on \( \text{Aff}(\mathcal{U}) \) as follows. Consider the canonical homomorphism \( \pi : \mathbb{T} \ni \alpha \mapsto [(\zeta, z) \mapsto (\alpha\zeta, z)] \in \text{Aff}(\mathcal{U}) \), and define
\[
\langle \mu_k, f \rangle := \int_{\mathbb{T}} \alpha^k f(\pi(\alpha)) \, d\alpha
\]
for every \( f \in C_\infty(G_{\text{Aff}}) \). Then, consider the operator
\[
\pi_k := U_s(\mu_k),
\]
and observe that
\[
\pi_k(f)(\zeta, z) = \frac{1}{k!} \frac{\partial^k}{\partial z^k} f(0, z) \cdot \zeta^k
\]
for every \( f \in \text{Hol}(\mathcal{U}) \) and for every \( (\zeta, z) \in \mathcal{U} \). It is then clear that \( \pi_k \) maps \( \text{Hol}(\mathcal{U}) \) continuously onto the space \( \mathcal{P}_k(\mathbb{C}^n) \otimes \text{Hol}(\mathbb{C}_+) \), canonically identified with a subspace of \( \text{Hol}(\mathcal{U}) \). Furthermore, [24 Theorem 2.1] implies that \( U_s \) induces an irreducible representation of the unitary group \( U(n) \) in \( \mathcal{P}_k(\mathbb{C}^n) \), for every \( k \in \mathbb{N} \), and that these representations are pairwise inequivalent. Let us prove that, for every \( j \in \{1, \ldots, h\} \) and \( \mu_j \in \mathcal{M}(U(n)) \) such that \( U_k(\mu_j) \neq 0 \) for every \( j \), there is a basis \( \{p_1, \ldots, p_h\} \) of \( \mathcal{P}_k(\mathbb{C}^n) \) such that \( f = \sum_j p_j \otimes f_j \). Then, for every \( j \in \{1, \ldots, h\} \) and \( \mu_j \in \mathcal{M}(U(n)) \) such that \( U_k(\mu_j) \neq 0 \), it follows that \( \pi_k(V \cap \{\xi \neq k\} \ker \pi_k) \) is closed in \( \text{Hol}(\mathcal{U}) \), so that \( \mathcal{P}_k \) is closed in \( \text{Hol}(\mathbb{C}_+) \). In addition, it is clear that
\[
U_s(\varphi)(p \otimes f) = p \otimes U_s(\varphi') f
\]
for every \( p \in \mathcal{P}_k(\mathbb{C}^n) \), for every \( f \in \text{Hol}(\mathbb{C}_+) \), for every \( \varphi \in \text{Aff}(\mathcal{U}) \), and for every \( \varphi' \in \text{Aff}(\mathbb{C}_+) \) such that \( \varphi : (\zeta, z) \mapsto (\zeta, z+x) \) and \( \varphi' : z \mapsto z+x \) for some \( x \in \mathbb{R} \), or \( \varphi : (\zeta, z) \mapsto (R^{1/2}\zeta, Rz) \) and \( \varphi' : z \mapsto Rz \) for some \( R > 0 \). It then follows that \( \mathcal{P}_k \) is \( \text{Aff}(\mathbb{C}_+) \)-invariant, so that it equals \( \mathcal{P}^h(\mathbb{C}_+) \) for some \( k \in \mathbb{N} \setminus \{\infty\} \), interpreting \( \mathcal{P}^\infty(\mathbb{C}) \) as the space of holomorphic polynomials on \( \mathbb{C} \), thanks to Proposition 1.1. Thus, \( V \cap \mathcal{P} = \bigoplus_k [\mathcal{P}_k(\mathbb{C}^n) \otimes \mathcal{P}^h(\mathbb{C})] \).

Step II. Take \( k, h \in \mathbb{N} \), and let us prove that the \( \text{Aff}(\mathcal{U}) \)-invariant vector subspace \( \mathcal{P}_{k,h} \) of \( \mathcal{P} \) generated by \( \mathcal{P}_k(\mathbb{C}^n) \otimes \mathcal{P}^h(\mathbb{C}) \) is
\[
\mathcal{P}_{k,h} := \bigoplus_{k' \leq k, h_1 + h_2 = h} [\mathcal{P}_{k'+h_2}(\mathbb{C}^n) \otimes \mathcal{P}^{h_2}(\mathbb{C})] = \bigoplus_{\ell=0}^{h+k-1} [\mathcal{P}_{\ell}(\mathbb{C}^n) \otimes \mathcal{P}_{h-(\ell-k)+}(\mathbb{C})].
\]

Here we are interested in showing that \( \pi_k(V \cap \mathcal{P}_k(\mathbb{C}^n)) \) with some closed vector subspace of \( \text{Hol}(\mathbb{C}_+) \), with reference to the canonical embedding of \( \mathcal{P}_k(\mathbb{C}^n) \otimes \text{Hol}(\mathbb{C}_+) \) into \( \text{Hol}(\mathcal{U}) \), and not simply the tensor product of \( \mathcal{P}_k(\mathbb{C}^n) \) with some abstract vector space (as the general theory of representation shows).
Observe that, since $\text{Aff} (\mathcal{U})$ is the semi-direct product of $GL(\mathcal{U})$ and $H_n$ (cf. Subsection 2.1), and since $\mathcal{P}_h(C^n) \otimes \mathcal{P}_h(C)$ is clearly $GL(\mathcal{U})$-invariant, it will suffice to consider the action of $H_n$. Then, take $p \in \mathcal{P}_k(C^n)$ and $k' < h$. Observe that, for every $(\zeta', z') \in H_n$,\]
\begin{align*}
U_s(\zeta, x)(p \otimes (\cdot)^{k'})(\zeta', z') &= p(\zeta' - \zeta)(z' - x + i |z'|^2 - 2i\langle \zeta' | \zeta \rangle)^{k'} \\
&= \sum_{k'=0}^{\min(k, \ell)} \sum_{h_1 + h_2 = h'} \frac{h_1! \cdot h_1!}{h_1! h_2! (k')!} (\zeta')^k (\zeta)^{k'} (-2i\langle \zeta' | \zeta \rangle)^{h_1} (z' - x + i |z'|^2)^{h_2}
\end{align*}
for every $(\zeta', z') \in \mathcal{U}$, so that $U_s(\zeta, x)(p \otimes (\cdot)^{k'}) \in \mathcal{P}_k h$. Conversely, choose $p = (\cdot | \cdot)^k$ in the above computations, and observe that\]
\begin{align*}
U_s(\zeta, x)(p \otimes (\cdot)^{k'})(\zeta', z') &= \sum_{k'=0}^{\min(k, \ell)} \sum_{h_1 + h_2 = h'} (-2i)^{k-k'} \frac{h_1! h_2!}{h_1! h_2! (k')! (k - k')!} (\zeta')^k (\zeta')^{k'} (-\langle \zeta' | \zeta \rangle)^{k} (z' - x + i |z'|^2)^{h_2}
\end{align*}
for every $(\zeta', z') \in \mathcal{U}$. Therefore, for every $\ell \leq h + k$, $\pi_\ell(U_s(\zeta, x)(p \otimes (\cdot)^{k'}))(\zeta', z')$ equals\]
\begin{align*}
\langle \zeta' | \zeta \rangle^\ell e^{(k-k')\frac{h_1! h_2!}{(\ell - k')! (k - k')! (k - k')!}} (\langle \zeta' | \zeta \rangle)^{\ell - \ell + k+k'}
\end{align*}
Since the highest power (in $z'$) in the above sum occurs only once (for $k' = \min(k, \ell)$) and with a non-zero coefficient, by the arbitrariness of $x$ it is clear that $(\zeta', z') \mapsto \langle \zeta' | \zeta \rangle^\ell z^{h_2}$ belongs to $V_{k, h}$ for every $h_2 \leq \ell - (k - k)_+$. Thus, $V_{k, h} = \mathcal{P}_{k, h}$.

**Step III.** By Step I, we know that $V \cap \mathcal{P} = \bigoplus_{k \in \mathbb{N}} [\mathcal{P}_k (C^n) \otimes \mathcal{P}_h (C)]$. By Step II, we know that $\mathcal{P}_{k'} (C^n) \otimes \mathcal{P}_{h_2} (C) \subseteq V$ for every $k' \leq k$, so that $h_{k'} \geq h$ and $(h_{k})$ is decreasing, and that $\mathcal{P}_{h_2 + \ell} (C^n) \otimes \mathcal{P}_{h_2 - \ell} (C) \subseteq V$ for every $k$ and for every $\ell < h_{k}$, so that $h_{k+\ell} \geq h_{k} - \ell$. Consequently, $h_0 \in \mathbb{N}$ and $h_{k+1} \in \{ h_k, (h_k - 1)_+ \}$ for every $k \in \mathbb{N}$. Conversely, given a sequence $(h_{k})$ with the preceding properties, the space $\bigoplus_{k} [\mathcal{P}_k (C^n) \otimes \mathcal{P}_h (C)]$ is $\text{Aff}(\mathcal{U})$-invariant, since it confines $\mathcal{P}_{k, h}$ for every $k \in \mathbb{N}$, with the notation of Step II. This completes the proof of the first assertion.

**Step IV.** Now, take $V$ as the closure of $\bigoplus_{k} [\mathcal{P}_k (C^n) \otimes \mathcal{P}_h (C)]$ in $\text{Hol}(\mathcal{U})$, where $h_0 \in \mathbb{N}$ and $h_{k+1} \in \{ h_k, (h_k - 1)_+ \}$ for every $k \in \mathbb{N}$. Observe that we may take $\iota \in \widetilde{\text{Aut}}$ so that $\iota : (\zeta, z) \mapsto (-i \zeta / z, -1 / z)$ and so that\]
\begin{align*}
\widetilde{U}_s(\iota) f(z, \zeta) = i^{-ns/(n+2)} f(\iota (\zeta, z)) z^{-s}
\end{align*}
for every $f \in \text{Hol}(\mathcal{U})$ and for every $(\zeta, z) \in \mathcal{U}$, thanks to Proposition 2.2 and [2]. In addition, $V$ is $\widetilde{\text{Aut}} - \widetilde{U}_s$-invariant if and only if $U_s(\iota) V \subseteq V$, thanks to Proposition 2.2 again. Then take $p \in \mathcal{P}_k (C^n)$ and $f \in \text{Hol}(C_+)$, and observe that\]
\begin{align*}
\widetilde{U}_s(\iota)(p \otimes f) = i^{-ns/(n+2)} (-i)^k p \otimes \widetilde{U}_{s+k}(\iota) f
\end{align*}
where $\iota_0$ is a suitable element of $\widetilde{\text{Aut}}(C_+)$ such that $\iota_0 : z \mapsto -1 / z$. Taking [11] into account, this proves that $V$ is $\widetilde{\text{Aut}} - \widetilde{U}_s$-invariant if and only if $\mathcal{P}_{h_2} (C) = \widetilde{\text{Aut}}(C_+) - \widetilde{\text{U}}_{s+k}$-invariant for every $k \in \mathbb{N}$. If $V$ is $\widetilde{\text{Aut}} - \widetilde{U}_s$-invariant, then Proposition 4.4 implies that either $h_k = 0$ for every $k \in \mathbb{N}$, or $s \in \mathbb{N}$ and $h_k = (1 - s - k)_+$ for every $k \in \mathbb{N}$. Conversely, [11] and Step III show that $\mathcal{P}^{1-s} (C^{n-1}) = \bigoplus_{k} [\mathcal{P}_k (C^n) \otimes \mathcal{P}^{1-s-k} (C)]$ is $\widetilde{\text{Aut}} - \widetilde{U}_s$-invariant.

**Theorem 5.2.** Take $s \in \mathbb{R}$ and let $H$ be a non-trivial strongly decent semi-Hilbert space of holomorphic functions on $\mathcal{U}$ such that $U_s$ induces a bounded (resp. isometric) representation of $\text{Aff}(\mathcal{U})$ in $H$. Then, either one of the following conditions hold:

- there is $k \in \mathbb{N}$ such that $s + 2k > 0$ and $H$ is a dense subspace of $A_{k, k}$ with an equivalent (resp. proportional) seminorm;
\[ \begin{align*} & \text{\bullet } s \in -\mathbb{N} \text{ and there is a non-empty subset } J \text{ of } \mathbb{N} \cap (-s - 2\mathbb{N}) \text{ such that } H \text{ contains } \bigoplus_{j \in J} [ P_j(\mathbb{C}^n) \otimes \mathcal{P}^{-(s+j)/2}(\mathbb{C}) ] \text{ as a dense vector subspace, and therefore its seminorm is equivalent (resp. equal) to the seminorm} \\
& \quad \left\| \sum_{j \in J} (p_j \otimes (\cdot))^{-(s+j)/2} \right\|^2 = \sum_{j \in J} \|p_j\|_j^2, \\
& \text{for every } \sum_{j \in J} (p_j \otimes (\cdot))^{-(s+j)/2} \in \bigoplus_{j \in J} [ P_j(\mathbb{C}^n) \otimes \mathcal{P}^{-(s+j)/2}(\mathbb{C}) ], \text{ where } \| \cdot \|_j \text{ is a suitable rotation-invariant Hilbert norm on the space } P_j(\mathbb{C}^n). \\
\end{align*} \]

Notice that Corollary [3.6] shows that \( A_{s,k} \) is \( \text{Aff}(\mathcal{U})-U_s \)-invariant whenever \( s + 2k \geq 0 \). The fact that the remaining spaces (of polynomials) described above are actually \( \text{GL}(\mathcal{U})-U_s \)-invariant (hence generate finite-dimensional \( \text{Aff}(\mathcal{U})-U_s \)-invariant spaces of polynomials) is a simple verification left to the reader. We do not describe all the resulting invariant spaces, but we observe that all non-empty subsets \( J \) of \( \mathbb{N} \cap (-s - 2\mathbb{N}) \) may occur, as one may see by means of Proposition [5.1].

Notice that the closure of \( \{ 0 \} \) in \( H \) may be determined by means of Proposition [5.1] at least when \( H \) is saturated.

\textbf{Proof.} Fix a \( U(n) \)-invariant Hilbert norm on \( P_k(\mathbb{C}^n) \) for every \( k \in \mathbb{N} \).

By Proposition [2.13] and the remark following its statement, we may assume that \( H \) is saturated, so that the closure \( V \) of \( \{ 0 \} \) in \( H \) is closed in \( \text{Hol}(\mathcal{U}) \), and that the canonical linear mapping \( H \to \text{Hol}(\mathcal{U})/V \) is continuous. In addition, Proposition [2.14] shows that \( H \) is separable and that \( U_s \) induces a continuous representation of \( \text{Aff}(\mathcal{U}) \) in \( H \). Consequently, if \( \mu \) is a (Radon) measure with compact support on \( \text{Aff}(\mathcal{U}) \), then we may define \( U_s(\mu) \) as in [7] both as an endomorphism \( U_1 \) of \( \text{Hol}(\mathcal{U}) \) and as an endomorphism \( U_2 \) of \( H/V \). By the continuity of the mapping \( H \to \text{Hol}(\mathcal{U})/V \), it is clear that \( U_1 \) induces \( U_2 \).

Further, observe that we may assume that the seminorm of \( H \) is \( U(n) \)-invariant, up to replace it with the seminorm induced by the equivalent scalar product \( \langle f, g \rangle \to \int_{\varphi \in U(n)} \langle U_s(\varphi)f, U_s(\varphi)g \rangle_H \, d\varphi \).

Then, define \( \pi_k \) as in [3] and observe that, by our additional assumption, the \( \pi_k(H) \) are pairwise orthogonal subspaces of \( H \), and \( \pi_k(H) \cap \pi_k(H') = V \) for every \( k \neq k' \). In addition, arguing as in the proof of Proposition [5.1] we see that for every \( k \in \mathbb{N} \) there is a vector subspace \( H_k \) of \( \text{Hol}(\mathbb{C}_+^n) \) such that \( \pi_k(H) = P_k(\mathbb{C}^n) \otimes H_k \). In addition, by Proposition [5.1] there is a sequence \( (h_k) \) such that \( h_0 \in \mathbb{N} \) and \( h_{k+1} \in \{ h_k, (h_k - 1)_+ \} \) for every \( k \in \mathbb{N} \), and such that \( V \) is the closure of \( \bigoplus_{k} [ P_k(\mathbb{C}^n) \otimes \mathcal{P}^{h_k}(\mathbb{C}) ] \) in \( \text{Hol}(\mathcal{U}) \).

Now, for every \( f \in H_k \setminus \mathcal{P}^{h_k}(\mathbb{C}) \), it is clear that \( P_k(\mathbb{C}^n) \otimes C f \) is a \( (n)-U_s \)-irreducible subspace of \( \pi_k(H) \).

In addition, for every vector subspace \( H' \) of \( H_k \), the orthogonal complement of \( P_k(E) \otimes H' \) in \( \pi_k(H) \) is of the form \( P_k(\mathbb{C}^n) \otimes H'' \), for some vector subspace \( H'' \) of \( H_k \) (containing \( \mathcal{P}^{h_k}(\mathbb{C}) \)). Consequently, we may find a (possibly empty) sequence \( (f_j) \) of elements of \( H_k \setminus \mathcal{P}^{h_k}(\mathbb{C}) \) such that \( \pi_k(H) \) is the orthogonal direct sum of \( P_k(\mathbb{C}^n) \otimes \mathcal{P}^{h_k}(\mathbb{C}) \) and the \( \pi_k(\mathbb{C}^n) \otimes C f_j \). If we choose the \( f_j \) so that \( \| p \otimes f_j \|_H = 1 \) for every unit vector \( p \) in \( \pi_k(H) \) (this is possible since the seminorm of \( H \) is \( U(n) \)-invariant), and we define a prehilbertian seminorm on \( H_k \) so that its null space is \( \mathcal{P}^{h_k}(\mathbb{C}) \) and \( (f_j + \mathcal{P}^{h_k}(\mathbb{C}) \) is an orthonormal basis of \( H_k/\mathcal{P}^{h_k}(\mathbb{C}) \), then clearly \( H_k \) is complete and \( \pi_k(H) = P_k(\mathbb{C}^n) \otimes H_k \).

Let us then prove that \( H_k \) is strongly dense and saturated, that is, that the linear mapping \( H_k \to \text{Hol}(\mathbb{C}_+^n)/\mathcal{P}^{h_k}(\mathbb{C}) \) is continuous. Observe that the mapping \( \pi_k(\mathbb{C}^n) \otimes H_k \to \pi_k(\mathbb{C}^n) \otimes (\text{Hol}(\mathbb{C}_+^n))/\mathcal{P}^{h_k}(\mathbb{C}) \) is continuous. Since the bilinear mapping \( (p, f) \to f \) induces continuous linear mappings \( p \otimes f \to f \).

12Here, we denote by \( P_k(\mathbb{C}^n) \otimes H_k \) the tensor product of the semi-Hilbert spaces \( P_k(\mathbb{C}^n) \) and \( H_k \), endowed with the scalar product defined by \( \langle p \otimes q, g \otimes h \rangle := \langle p(q), f(g) \rangle \) for every \( p, q \in P_k(\mathbb{C}^n) \) and for every \( f, g \in H_k \).

13If \( (f_j) \) is a sequence in \( P_k(\mathbb{C}^n) \otimes H_k \) converging to \( f \), then \( (f_j) \) converges to \( f \) in \( H \), so that \( (f_j + V) \) converges to \( f + V \) in \( \text{Hol}(\mathcal{U})/V \). Applying \( \pi_k \), we then see that \( (f_j + \mathcal{P}_k(\mathbb{C}^n) \otimes \mathcal{P}^{h_k}(\mathbb{C}) \) converges to \( f + \mathcal{P}_k(\mathbb{C}^n) \otimes \mathcal{P}^{h_k}(\mathbb{C}) \) in \( \pi_k(E) \otimes (\text{Hol}(\mathbb{C}_+^n))/\mathcal{P}^{h_k}(\mathbb{C}) \).
of \( \mathcal{P}_k(C^n) \otimes_2 H_k \) onto \( H_k \) and of \( \mathcal{P}_k(C^n) \otimes \text{Hol}(C_+) \) onto \( \text{Hol}(C_+) \), our claim follows by means of the open mapping theorem.

Now, observe that \( \pi \) shows that \( H_k \) is \( \text{Aff}(C_+) \)-invariant, and that the \( U_{s+k}(\varphi) \), as \( \varphi \) runs through \( \text{Aff}(C_+) \), are equicontinuous endomorphisms of \( H_k \) (resp. isometries). Consequently, Theorem 4.3 implies that either one of the following hold:

- \( H_k = \mathcal{P}^{h_k}(C) \):
- \( \lambda + k \in -2\mathbb{N}, h_k = -(s+k)/2, \) and \( H_k = \mathcal{P}^{-(s+k)/2+1}(C) \), with a norm equivalent (resp. proportional) to the following one:
  \[
  \left\| \frac{(s+k)}{2} \right\| \sum_{j=0}^{\left\lfloor \frac{(s+k)}{2} \right\rfloor} a_j(\cdot)^j = |a_{-(s+k)/2}|;
  \]

- \( s + k + 2h_k > 0 \) and \( H_k = \mathcal{A}_{s+k,h_k}(C_+) \) with an equivalent (resp. proportional) semi-norm.

Denote by \( K_1, K_2, K_3 \) the sets of \( k \in \mathbb{N} \) for which the first, the second, or the third case occurs.

Assume first that \( K_3 \neq \emptyset \). If \( \overline{\mathcal{P}} \) denotes the (\( \text{Aff}(\mathcal{U}) \)-invariant) closure of \( H \) in \( \text{Hol}(\mathcal{U}) \), then \( \pi_k(\overline{\mathcal{P}}) = \mathcal{P}_k(C^n) \otimes \text{Hol}(C_+) \) for every \( k \in K_3 \), so that Proposition 5.1 implies that \( \mathcal{T} = \text{Hol}(\mathcal{U}) \). Consequently, \( K_1 = K_2 = 0 \) (since \( \pi_k(\overline{\mathcal{P}}) \) is finite-dimensional for \( k \in K_1 \cup K_2 \)).

Then, \( V \subseteq \ker \partial_{\mathcal{U}}^{h_0} \), and \( H \neq H \cap \ker \partial_{\mathcal{U}}^{h_0} \), so that Corollary 3.4 implies that \( H \subseteq \mathcal{A}_{s,h_0} \) continuously, and that the canonical mapping \( H/V \to \tilde{\mathcal{A}}_{s,h_0} \) is an isomorphism onto its image. In addition,

\[
H \cap \ker \partial_{\mathcal{U}}^{h_0} = \bigoplus_k [\mathcal{P}_k(C^n) \otimes \mathcal{P}^{h_0}(C)],
\]

and

\[
H_k \cap \mathcal{P}^{h_0}(C) = \mathcal{A}_{s+k,h_k}(C_+) \cap \mathcal{P}^{h_0}(C) = \mathcal{P}^{h_k}(C),
\]

since \( h_k \leq h_0 \), \( D^{h_k} : \mathcal{A}_{s+k,h_k}(C_+) \to \mathcal{A}_{s+k+2h_k}(C_+) \) is onto, and \( D^{h_0-h_k} : \mathcal{A}_{s+k+2h_k}(C_+) \to \mathcal{A}_{s+k+2h_0}(C_+) \) is an isomorphism, thanks to Propositions 2.8 and 3.2. Thus, \( H \cap \ker \partial_{\mathcal{U}}^{h_0} = V \), so that \( H \subseteq \mathcal{A}_{s,h_0}(\mathcal{U}) \) with an equivalent (resp. proportional) semi-norm.

It then remains to consider the case in which \( K_1 = \emptyset \). Since \( H \) is not trivial, \( K_2 \) must be non-empty, so that \( s \in -\mathbb{N} \). In addition, the preceding discussion shows that \( H \) contains the orthogonal direct sum \( \bigoplus_{k \in K_3} [\mathcal{P}_k(E) \otimes_2 H_k] \), and that this subspace is complete and dense (but not \( \text{Aff}(\mathcal{U}) \)-invariant, in general).

The proof is therefore complete. \( \square \)

**Theorem 5.3.** Take \( s \in \mathbb{R} \). If \( s \in -\mathbb{N} \), then define

\[
\tilde{\mathcal{A}}_{s,1-s} := \{ f \in \mathcal{A}_{s,1-s} : \forall k \in \mathbb{N} \, \pi_k f \in \mathcal{P}_k(C^n) \otimes \mathcal{A}_{s+k,1-s-k}(C_+) \},
\]

where \( (\pi_k f)(\varsigma, z) = \frac{1}{2} \partial_{\mathcal{U}} f(0, z)^k \) for every \( f \in \text{Hol}(\mathcal{U}) \), for every \( (\varsigma, z) \in \mathcal{U} \), and for every \( k \in \mathbb{N} \). Then, \( \tilde{\mathcal{A}}_{s,1-s} \) is \( \text{Aut} \)-\( \tilde{\mathcal{U}}_s \)-invariant with its semi-norm.

Conversely, let \( H \) be a non-trivial strongly decent and saturated semi-Hilbert space of holomorphic functions such that \( \tilde{\mathcal{U}}_s \) induces a bounded (resp. isometric) representation of \( \text{Aut} \) in \( H \). Then, either \( s \geq 0 \) and \( H = \mathcal{A}_s \), or \( s < -\mathbb{N} \) and \( H = \tilde{\mathcal{A}}_{s,1-s} \) with an equivalent (resp. proportional) semi-norm.

See [14], Theorem 5.5 for a different description of \( \tilde{\mathcal{A}}_{0,1} \).

**Proof.** Step I. By the description of \( \text{GL}(\mathcal{U}) \) provided in Subsection 2.1, it is clear that \( \tilde{\mathcal{A}}_{s,1-s} \) is \( \text{GL}(\mathcal{U})-U_s \)-invariant with its semi-norm. Since \( \text{Aff}(\mathcal{U}) \) is the semi-direct product of \( \mathbb{H}_n \) and \( \text{GL}(\mathcal{U}) \) (cf. Subsection 2.1), it will then suffice to prove that \( \tilde{\mathcal{A}}_{s,1-s} \) is \( \mathbb{H}_n \)-invariant (the semi-norm is then necessarily \( \mathbb{H}_n \)-invariant) and also \( \tilde{U}_\lambda(i) \)-invariant with its semi-norm, where \( \lambda \in \tilde{\mathbb{U}}_\lambda \) is such that

\[
i : \mathcal{U} \ni (\varsigma, z) \mapsto \left( -\frac{i\varsigma}{z}, -\frac{1}{z} \right) \in \mathcal{U}.
\]
Observe first that the proof of Theorem 5.2 shows that \( \pi_k(\mathcal{A}_{s,1-s}) = \mathcal{P}_k(\mathbb{C}^n) \otimes_2 \mathcal{A}_{s+k,1-s}(\mathbb{C}_+^n) \) with proportional seminorms, so that \( \mathcal{P}_k(\mathbb{C}^n) \otimes_2 \mathcal{A}_{s+k,1-s}(\mathbb{C}_+^n) \) is a subspace of \( \mathcal{A}_{s,1-s} \), and carries a proportional seminorm. In addition, observe that, in order to prove \( \mathbb{H}_n \)-invariance, it will suffice to prove that \( U_s(\mathbb{H}_n) \pi_k(\tilde{\mathcal{A}}_{s,1-s}) \subseteq \tilde{\mathcal{A}}_{s,1-s} \) for every \( k \in \mathbb{N} \). Therefore, it will suffice to prove that \( U_s(\mathbb{H}_n)(p \otimes f) \in \tilde{\mathcal{A}}_{s,1-s} \) for every \( p \in \mathcal{P}_k(\mathbb{C}^n) \) and for every \( f \in \mathcal{A}_{s+k,1-s+k}(\mathbb{C}_+^n) \). Then, take \( (\zeta, x) \in \mathbb{H}_n \) with \( \zeta \neq 0 \), and observe that

\[
\pi_h(U_s(\zeta, x)(p \otimes f))(\zeta', x') = \sum_{h'=h(h-k)_+} \frac{1}{h'!([h-h']!)} (2i(\zeta'|\zeta))^{h'} \partial^{h'-h'} \pi(\zeta) f^{(k)}(\zeta' + x + i|\zeta|^2)
\]

for every \( h \in \mathbb{N} \) and for every \((\zeta', x') \in \mathcal{U} \), so that it will suffice to prove that \( f^{(h)}(\cdot + x + i|\zeta|^2) \in \mathcal{A}_{s+h,1-s-h}(\mathbb{C}_+^n) \) for every \( h \in \mathbb{N} \) and for every \( h' = (h-k)_+ \), \( \ldots \), \( k \). Since \( h' + (1-s-h)_+ \geq (1-s-k)_+ \) and \( s + k + 2[h' + (1-s-h)_+] \geq s + 2(1-s-k)_+ \), the assertion follows from Lemma 2.9. The case \( \zeta = 0 \) is clear.

Then, using (10) and Proposition 4.2, we see that \( \tilde{\mathcal{A}}_{s,1-s} \) is \( \widetilde{U}_s(i) \)-invariant with its seminorm. Thus, \( \tilde{\mathcal{A}}_{s,1-s} \) is \( \text{Aut}(\tilde{\mathcal{U}}_s) \)-invariant with its seminorm.

**Step II.** Take \( H \) as in the statement. Denote by \( V \) the closure of \( \{0\} \) in \( \text{Hol}(\mathcal{U}) \) and the canonical mapping \( H \to \text{Hol}(\mathcal{U})/V \) is continuous (and non-trivial). If \( V = \{0\} \), then Theorem 5.3 shows that \( s \geq 0 \) and that \( H = \mathcal{A}_s \). If, otherwise, \( V \neq \{0\} \), then Proposition 5.1 shows that \( s \in \mathbb{N} \) and that \( V = \mathcal{P}^{1-s}(\mathbb{C}^{n+1}) = \bigoplus \mathcal{P}_k(\mathbb{C}^n) \otimes_2 \mathcal{P}^{1-s-k}(\mathbb{C}) \). In addition, Proposition 5.1 again implies that \( H \) is dense in \( \text{Hol}(\mathcal{U}) \). Therefore, arguing as in the proof of Theorem 5.2, we see that \( \pi_k(H) = \mathcal{P}_k(\mathbb{C}^n) \otimes_2 \mathcal{A}_{s+k,1-s+k}(\mathbb{C}_+^n) \) for every \( k \in \mathbb{N} \). In particular, \( H \cap ker \partial^2_s = V \), so that Corollary 3.6 implies that \( H \subseteq \mathcal{A}_{s,1-s} \) with an equivalent (resp. proportional) seminorm. It then follows that \( H = \mathcal{A}_{s,1-s} \).

**Remark 5.4.** Take \( s \in \mathbb{N} \) and \( s' > 0 \), and assume that \( n > 0 \). Then, the unitary representations \( \tilde{U}_s \) and \( \tilde{U}_{s'} \) of \( \text{Aut}(\mathcal{U}) \) in \( \tilde{\mathcal{A}}_{s,1-s} \), identified with the Hausdorff space associated with \( \mathcal{A}_{s,1-s} \), and in \( \mathcal{A}^{s'} \), respectively, are not (unitarily) equivalent.

Notice that this contradicts [20, Theorem 5.4] when \( n > 0 \).

**Proof.** It suffices to observe that, if \( \tilde{K} \) denotes the stabilizer of \((0,i)\) in \( \text{Aut}(\mathcal{U}) \), then \( \mathcal{A}^{s'} \) contains a one-dimensional \( \tilde{K} \)-\( \text{U}^{s'} \)-invariant subspace (namely, the one generated by \( B^{s'}_{(0,i)} \)), cf. Lemma 2.10, whereas the Hausdorff space associated with \( \tilde{\mathcal{A}}_{s,1-s} \) does not (cf. Propositions 6.2 and 6.4).

**6. INVARIANT SPACES ON \( B_{n+1} \)**

We now indicate how the preceding results may be transferred to the bounded realization of \( \mathcal{U}_{n+1} \), namely the unit ball \( B_{n+1} \) in \( \mathbb{C}^{n+1} \). Recall that the Cayley transform

\[
\mathcal{C}: B_{n+1} \ni (\zeta, z) \mapsto \left( \frac{\zeta}{1-z}, \frac{1+z}{1-z} \right) \in \mathbb{U}_{n+1},
\]

with inverse

\[
\mathcal{C}^{-1}: \mathbb{U}_{n+1} \ni (\zeta, z) \mapsto \left( \frac{\zeta}{z+i}, \frac{z-i}{z+i} \right) \in B_{n+1},
\]

induces a birational biholomorphism of \( B_{n+1} \) onto \( \mathbb{U}_{n+1} \). Then, \( \text{Aut}(B_{n+1}) = \mathcal{C}^{-1} \text{Aut}(\mathbb{U}_{n+1}) \mathcal{C} \) is the group of biholomorphisms of \( B_{n+1} \), and \( \mathcal{C}^{-1} \text{Aff}(\mathcal{U}) \mathcal{C} \) is the stabilizer of \((0,1)\) in \( \text{Aut}(B_{n+1}) \). Since this latter group does not seem to be of particular significance in this context, we shall consider only \( \text{Aut}(B_{n+1}) \). Observe that, by an abuse of notation, we may then identify \( \text{Aut}(B_{n+1}) \) with \( \mathcal{C}^{-1} \text{Aut}(\mathbb{U}_{n+1}) \mathcal{C} \).

In addition, observe that the complex Jacobian of \( \mathcal{C} \) and \( \mathcal{C}^{-1} \) are

\[
(\mathcal{J}\mathcal{C})(\zeta, z) = \frac{2i}{(1-z)^{n+2}} \quad \text{and} \quad (\mathcal{J}\mathcal{C}^{-1})(\zeta, z) = \frac{(2i)^{n+1}}{(z+i)^{n+2}}.
\]
Then, we define, for every $s \in \mathbb{R}$,
\[
(C_s f)(\zeta, z) := f(C(\zeta, z)) \frac{(2i)^s/(n+2)}{(1 - z)^s}
\]
for every $f \in \text{Hol}(U_{n+1})$ and for every $(\zeta, z) \in B_{n+1}$, so that
\[
(C_s^{-1} f)(\zeta, z) = f(C^{-1}(\zeta, z)) \frac{(2i)^{s(n+1)/(n+2)}}{(z + i)^s},
\]
for every $f \in \text{Hol}(B_{n+1})$ and for every $(\zeta, z) \in U_{n+1}$, where $(2i)^s := 2^s e^{s \pi i/2}$ for every $s \in \mathbb{R}$. If we define
\[
\hat{\mathcal{U}}_s(\varphi) := C_s \tilde{U}_s(C\varphi C^{-1})C_s^{-1}
\]
for every $\varphi \in \widetilde{\text{Aut}}(B_{n+1})$ (with the above abuse of notation), then
\[
\hat{\mathcal{U}}_s(\varphi) f = (f \circ \varphi^{-1})(J\varphi)^{s/(n+2)}
\]
for every $\varphi \in \widetilde{\text{Aut}}(B_{n+1})$ and for every $f \in \text{Hol}(B_{n+1})$, for a suitable definition of $(J\varphi)^{s/(n+2)}$.

Thus, the $C_s A_s$, for $s \geq 0$, are the Aut$(B_{n+1})\cdot \mathcal{U}_s$-invariant RKHS in Hol$(B_{n+1})$. Their reproducing kernel are given by
\[
[(C_s \otimes \overline{C_s}) B^{-s}](w, w') = 2^{2s/(n+2)}(1 - |w| |w'|)^{-s}
\]
for every $w, w' \in B_{n+1}$.

**Proposition 6.1.** If $s > n + 1$, then
\[
C_s A_s = \left\{ f \in \text{Hol}(B_{n+1}) : c'_s \int_{B_{n+1}} |f(w)|^2 (1 - |w|^2)^{s-n-2} dw < \infty \right\},
\]
endowed with the corresponding norm, where $c'_s := 2^{-2s/(n+2)} \frac{(s-1)(s-2)\cdots(s-n-1)}{\pi^{n+1}}$.

The proof is a tedious but simple computation which is left to the reader.

In order to provide a description of the remaining spaces, we shall consider the stabilizer $K$ of 0 in Aut$(B_{n+1})$, which corresponds to the stabilizer $K$ of $(0, i)$ in Aut$(U_{n+1})$ by means of the Cayley transform. It is well known that $K$ is the unitary group $U(n+1)$ on $\mathbb{C}^{n+1}$ (cf., e.g., [28, Section 2.1]). Observe that, if we define
\[
\mathcal{U}(\varphi) f := f \circ \varphi^{-1}
\]
for every $\varphi \in K$ and for every $f \in \text{Hol}(B_{n+1})$, then $\mathcal{U}$ is a continuous representation of $K$ in Hol$(B_{n+1})$. If we denote by $\tilde{K}$ the pre-image of $K$ in Aut$(B_{n+1})$, then there is a character $\chi_\nu$ on $\tilde{K}$ (namely, $\varphi \mapsto (J\varphi)^{-s/(n+2)}(0)$) such that $\chi_\nu \mathcal{U}_s$ is the representation of $K$ in Hol$(B_{n+1})$ induced by $\mathcal{U}$. Consequently, a vector subspace of Hol$(B_{n+1})$ is $K$-invariant if and only if it is $\tilde{K}$-$\mathcal{U}_s$-invariant for every $s \in \mathbb{R}$. Analogously, $f \in \text{Hol}(U_{n+1})$ is a finite $K$-$\mathcal{U}$-vector, that is, generates a finite-dimensional $K$-$\mathcal{U}$-invariant vector subspace, if and only if it is a finite $\tilde{K}$-$\mathcal{U}_s$-vector for every $s \in \mathbb{R}$.

**Proposition 6.2.** The following hold:

1. the space $\mathcal{P}$ of holomorphic polynomials is the space of finite $K$-$\mathcal{U}$-vectors (or, equivalently, finite $T$-$\mathcal{U}$-vectors) in Hol$(B_{n+1})$;
2. for every $k \in \mathbb{N}$, the space $\mathcal{P}_k$ of homogeneous holomorphic polynomials of degree $k$ is $K$-$\mathcal{U}$-invariant and irreducible;
3. if $X$ is a $T$-$\mathcal{U}$-invariant vector subspace of Hol$(B_{n+1})$ such that $\mathcal{U}(f)X \subseteq X$ for every $f \in L^1(T)$\footnote{This happens, for example, if $\mathcal{U}$ induces a continuous representation of $T$ in $X$.}, then $\mathcal{P} \cap X = \mathcal{P} \cap X$, where $\overline{X}$ denotes the closure of $X$ in Hol$(B_{n+1})$;
4. if $X$ is a strongly decent and saturated semi-Banach space of holomorphic functions on $B_{n+1}$ such that $\mathcal{U}$ induces a continuous representation of $T$ in $X$, then $X \cap \mathcal{P}$ is dense in $X$.\footnote{This happens, for example, if $\mathcal{U}$ induces a continuous representation of $T$ in $X$.}
(5) if $X$ is a semi-Banach space of holomorphic functions on $B_{n+1}$ such that $T$ induces a continuous representation of $T$ in $X$ and such that $\mathcal{U}(\varphi)$ induces a continuous automorphism of $X$ for every $\varphi \in \text{Aut}(B_{n+1})$, then $X$ is strongly decent and saturated if and only if for every $f \in L^1(T)$, defining $\mathcal{U}(f)$ as an endomorphism of $\text{Hol}(B_{n+1})$, one has $\mathcal{U}(f)X \subseteq X$ and $\langle x', \mathcal{U}(f)x \rangle = \int_T f(\alpha)\langle x', \mathcal{U}(\alpha)x \rangle \, d\alpha$ for every $x \in X$ and for every $x' \in X'$.

Note that (1) and (2) are well known, whereas (3) and (4) are essentially based on [8, Proposition 1]. In (5) we essentially compare our strong decency (and saturation) conditions with the weak integrability conditions considered, for example, in [4, Theorems 5.1, 5.2, and 5.3]. Notice that, for symmetric domains of higher rank, the proper closed invariant subspaces of the space of holomorphic functions need not be finite-dimensional, so that it does not seem possible to establish a precise equivalence between these two notions.

Before passing to the proof, we translate Proposition 5.1 in this context. The proof is a simple verification and is omitted.

Remark 6.3. Let $V$ be a proper closed vector subspace of $\text{Hol}(B_{n+1})$, and take $s \in \mathbb{R}$. Then, $V$ is $\text{Aut}(B_{n+1})$-invariant if and only if $V = \{0\}$ or $s \in -\mathbb{N}$ and $V$ is the space $P^{1-s}$ of holomorphic polynomials of degree $< 1 - s$ on $\mathbb{C}^{n+1}$.

Proof of Proposition 6.2 (1) It is clear that every $p \in P$ is a finite $\mathcal{K}$-vector. Conversely, if $f$ is a finite $T$-vector in $\text{Hol}(B_{n+1})$, then

$$\pi_k f := \frac{1}{k!} f^{(k)}(0)(\cdot)^k = \int_T \alpha^k \mathcal{U}(\alpha)f \, d\alpha$$

belongs to the (finite-dimensional, hence closed) $T$-vector subspace of $\text{Hol}(B_{n+1})$ generated by $f$ for every $k \in \mathbb{N}$. Hence, only finitely many of the $\pi_k f$ may be non-zero, so that $f$ is a polynomial.

(2) This is a consequence of [23, Theorem 2.1].

(3) Define $\pi_k$ as in (1), and observe that $\pi_k(X) \subseteq X$ by the assumption, so that $\pi_k(X) = P_k \cap X$. Then, take $f \in X$, and let $(f_j)$ be a sequence in $X$ which converges to $f$ in $\text{Hol}(B_{n+1})$. Then, $\pi_k(f_j)$ converges to $\pi_k(f)$ in $\text{Hol}(B_{n+1})$. Since the $\pi_k(f_j)$ belong to the (finite-dimensional, hence) closed vector subspace $\pi_k(X)$ of $\text{Hol}(B_{n+1})$, this proves that $\pi_k(f) \in \pi_k(X)$. Thus, $\pi_k(X) = \pi_k(X)$, that is, $X \cap P_k = X \cap P_k$, for every $k \in \mathbb{N}$. Thus, $X \cap P = X \cap P$.

(4) By Proposition 2.13 if $V$ is the closure of $\{0\}$ in $X$, then $V$ is closed in $\text{Hol}(B_{n+1})$ and the canonical mapping $X \to \text{Hol}(B_{n+1})/V$ is continuous. For every $k \in \mathbb{N}$, define $\pi_k' := \int_T \alpha^k \mathcal{U}(\alpha)f \, d\alpha$ as a continuous linear mapping $X \to \text{Hol}(B_{n+1})/V$,

$$\pi_k(f) \in \pi_k'(f)$$

for every $f \in X$, where $\pi_k$ is defined as in (1). In particular, $\pi_k'(X) \subseteq (X \cap P + V)/V$. Then, observe that the properties of the Fejér kernel show that

$$\sum_{k=0}^m \left(1 - \frac{k}{m+1}\right) \pi_k'(f) = \int_T \mathcal{U}(\alpha)f \sum_{k=-m}^m \left(1 - \frac{|k|}{m+1}\right) \alpha^k \, d\alpha$$

converges to $f$ in the Banach space $X/V$, whence the result.

(5) Assume that $\mathcal{U}$ induces a continuous representation of $T$ in $X$ and that $\mathcal{U}(f)X \subseteq X$ and

$$\langle x', \mathcal{U}(f)x \rangle = \int_T f(\alpha)\langle x', \mathcal{U}(\alpha)x \rangle \, d\alpha$$

15Notice that, in the cited references, there is no mention to the continuity of the representation of $T$ in $X$ induced by $\mathcal{U}$. Nonetheless, the fundamental [8, Proposition 1] requires this assumption (at least, its proof does), so that this omission should be considered as a minor mistake. In addition, if one assumes that $X$ is a separable semi-Hilbert space, then the continuity follows from the measurability conditions which are needed to define the above integrals, thanks to [17] Corollary 2 to Proposition 18 of Chapter VIII, § 4, No. 6].
for every \( f \in L^1(\mathbb{T}) \). In particular, \( \mathcal{U}(f) \) induces a continuous automorphism of \( X \) for every \( f \in L^1(\mathbb{T}) \).

Observe that the closure \( V \) of \( \{0\} \) in \( \mathcal{H}(B_{n+1}) \) is \( \mathcal{H}(B_{n+1}) \)-invariant, so that Remark 6.4 implies that either \( V = \{0\} \), or \( s = -N \) and \( V = P^{1-s} \), or \( V \) is dense in \( \mathcal{H}(B_{n+1}) \). Define \( \pi_k \), for every \( k \in \mathbb{N} \), as in (1), so that \( \pi_k \) induces a continuous endomorphism of \( X \) by the previous remarks. Observe that (3) implies that \( P \cap V = P \cap \overline{V} \), where \( \overline{V} \) denotes the closure of \( V \) in \( \mathcal{H}(B_{n+1}) \). In addition, arguing as in the proof of (4), we see that \( P \cap X \) is dense in \( X \). Since \( X \neq V \), this proves that \( V \) is not dense in \( \mathcal{H}(B_{n+1}) \).

If \( V = \{0\} \), then the continuity of \( \pi_0 \) on \( X \) implies that the mapping \( f \mapsto f(0) \) is continuous on \( X \). Since \( \mathcal{H}(\varphi) \) is continuous on \( X \) for every \( \varphi \in \mathcal{H}(B_{n+1}) \) and since \( \mathcal{H}(B_{n+1}) \) acts transitively on \( B_{n+1} \), this implies that the mapping \( L_w f \mapsto f(w) \) is continuous on \( X \) for every \( w \in B_{n+1} \). Since the common kernel of the \( L_w \) in \( \mathcal{H}(B_{n+1}) \) is \( \{0\} = V \), it is clear that \( X \) is strongly decent and saturated.

If, otherwise, \( s \in -\mathbb{N} \) and \( V = V^{1-s} \), then the mapping

\[
L_{0,v} : X \ni f \mapsto \partial_v^{1-s} f(0) = \partial_v^{1-s}(\pi_{1-s} f)(0) \in \mathbb{C}
\]

is continuous for every \( v \in \mathbb{C}^{n+1} \). Arguing as before, this implies that the mapping \( L_{w,v} : X \ni f \mapsto \partial_v^{1-s} f(w) \in \mathbb{C} \) is continuous for every \( w \in B_{n+1} \) and for every \( v \in \mathbb{C}^{n+1} \). Since the common kernel of these mappings is \( P^{1-s} = V \), \( X \) is strongly decent and saturated also in this case.

The converse implication follows from the continuity of the canonical mapping \( X \to \mathcal{H}(\mathcal{U}_{n+1})/V \). \( \square \)

We may now describe the spaces \( C_s A_s \), for \( s \geq 0 \), and \( C_s \bar{A}_{s,1-s} \), for \( s \in -\mathbb{N} \), in more precise, though quite abstract, way. We refer the reader to \([31, 38]\) for other descriptions in terms of integro-differential seminorms. We endow \( P \) with the Fisher inner product

\[
\langle p|q \rangle_P := p(\nabla)q^*,
\]

where \( q^* : w \mapsto q(\overline{w}) \), for every \( p, q \in P \). Equivalently (cf. \([26\) Proposition XI.1.1]),

\[
\langle p|q \rangle_P = \frac{1}{\pi^{n+1}} \int_{\mathbb{C}^{n+1}} p(w) q(\overline{w}) e^{-|w|^2} \, dw
\]

for every \( p, q \in P \).

**Proposition 6.4.** Take \( s \geq 0 \). Then, \( C_s A_s \) is the space of \( f = \sum_k f_k \in \mathcal{H}(B_{n+1}) \), where \( f_k \) is the homogeneous component of degree \( k \) of \( f \), such that

\[
\|f\|^2_{C_s A_s} = 2^{-2s/(n+2)} \sum_{k \in \mathbb{N}} \frac{1}{(s)^k} \|f_k\|^2_P < \infty,
\]

where \( (s)^k = s(s+1) \cdots (s + k - 1) \) for every \( k \in \mathbb{N} \).

Take \( s \in -\mathbb{N} \). Then, \( C_s \bar{A}_{s,1-s} \) is the space of \( f = \sum_k f_k \in \mathcal{H}(B_{n+1}) \) such that

\[
\|f\|^2_{C_s \bar{A}_{s,1-s}} = 2^{-2s/(n+2)} \sum_{k \in \mathbb{N}} \frac{1}{(-s)^{(k + s - 1)}!} \|f_k\|^2_P < \infty.
\]

**Proof.** For the first assertion, one may either compute the transferred norm, or use \([25\) Corollary 3.7]. For the second assertion, it is sufficient to compute the transferred seminorm of \( z^k \), \( k \in \mathbb{N} \), using a suitable generalization of \([24\) Remark 4.5], whose proof is analogous to that of Proposition 4.2. \( \square \)

---

\[16\] In general, one obtains that the mapping \( X \ni f \mapsto Y_{\varphi,v} f \in C \) is continuous, where \( Y_{\varphi,v} : f \mapsto \partial_v^{1-s}(\overline{\varphi}(\varphi^{-1} f))(0) \), with \( \varphi \in \mathcal{H}(B_{n+1}) \) and \( v \in \mathbb{C}^{n+1} \). It is clear that \( Y_{\varphi,v} \) is a differential operator at \( w \), and that its highest order term is \( (J_{\varphi^{-1}})^{(1-s)/2}(0) ) \partial_v^{1-s}(\overline{\varphi}(\varphi^{-1} f))(0) \). Since \( Y_{\varphi,v} \) induces a continuous linear functional on \( X \), it must vanish on \( P^{1-s} \), so that it cannot have lower order terms.

\[17\] When \( s = 0 \), this means that \( f_k = 0 \) for every \( k \geq 1 \).
7. Appendix: Mean-Periodic Functions

In this appendix, for future reference, we let $D$ be a general Siegel domain, so that

\[ D = \{ (\zeta, z) \in \mathbb{C}^n \times \mathbb{C}^m : \text{Im} z - \Phi(\zeta) \in \Omega \}, \]

where $\Omega \subset \mathbb{R}^m$ is an open convex cone not containing affine lines ($\mathbb{R}^*_+$ in the cases considered in this paper) and $\Phi: \mathbb{C}^n \to \mathbb{C}^m$ is a non-degenerate hermitian quadratic form such that $\Phi(\zeta) \in \mathbb{R}$ for every $\zeta \in \mathbb{C}^n$ (the scalar product on $\mathbb{C}^n$ in the cases considered in this paper). In this case, we then set $\rho(\zeta, z) = \text{Im} z - \Phi(\zeta)$ for every $(\zeta, z) \in D$. We shall define $\mathcal{N} := \mathbb{C}^n \times \mathbb{R}^m$, endowed with the group structure given by

\[ (\zeta, x)(\zeta', x') = (\zeta + \zeta', x + x' + 2\text{Im} \Phi(\zeta, \zeta')) \]

for every $(\zeta, x), (\zeta', x') \in \mathcal{N}$. If we endow $\mathbb{C}^n \times \mathbb{C}^m$ with the product

\[ (\zeta, z) \cdot (\zeta', z') = (\zeta + \zeta', z + z' + 2i\Phi(\zeta', \zeta)) \]

for every $(\zeta, z), (\zeta', z') \in \mathbb{C}^n \times \mathbb{C}^m$, then $D$ is a semigroup of $\mathbb{C}^n \times \mathbb{C}^m$ and $\mathcal{N}$ may be identified with the subgroup $\rho^{-1}(0)$ of $\mathbb{C}^n \times \mathbb{C}^m$ by means of the isomorphism $(\zeta, x) \mapsto (\zeta, x + i\Phi(\zeta))$. Then, $\mathcal{N}$ acts on $D$ by affine biholomorphisms. We shall denote by $G_\delta$ the group of affine automorphisms of $D$ which is the semi-direct product of $\mathcal{N}$ and the group of the dilations $R \cdot (\zeta, z) = (R\zeta, R^2z)$.

We now present some results which may be interpreted in the spirit of the study of mean-periodic functions (cf., e.g., [35]). We shall actually give a reasonable description of all mean-periodic functions in $\text{Hol}(D)$ with respect to the group $G_\delta$, acting by composition.

**Proposition 7.1.** Let $V$ be a closed $G_\delta$-invariant subspace of $\text{Hol}(D)$. Then, $V = \overline{\mathcal{P} \cap V}$, where $\mathcal{P}$ denotes the space of (holomorphic) polynomials on $D$ and $\overline{\mathcal{P} \cap V}$ denotes the closure of $\mathcal{P} \cap V$ in $\text{Hol}(D)$.

**Proof.** Consider the duality between $\text{Hol}(D)$ and the space $\mathcal{E}_0(D)$ of compactly supported Radon measures on $D$, induced by the natural inclusion of $\text{Hol}(D)$ in the space $C(D)$ of continuous functions on $D$ and the natural duality between $C(D)$ and $\mathcal{E}_0(D)$. Observe that a vector subspace of $\text{Hol}(D)$ is closed if and only if it is weakly closed with respect to this duality, so that, in particular, $V = \text{Hol}(D)$, where $V^\circ = \{ \mu \in \mathcal{E}_0(D) : \forall f \in V \langle \mu, f \rangle = 0 \}$ denotes the polar of $V$, and $V^\circ$ its bipolar. Then, take $\mu \in V^\circ$, and consider, for every $f \in V$, the function

\[ F_{f,\mu} : D - (0, iv) \ni (\zeta, z) \mapsto \int_{\text{Supp}(\mu)} f((\zeta, z) \cdot (\zeta', z')) d\mu(\zeta', z'), \]

where $v \in \Omega$ is such that $\text{Supp}(\mu) \subset (0, iv) + D$. Observe that clearly $F_{f,\mu}$ is well defined and holomorphic in the second variable. It is actually real analytic, but we shall not need this fact.

Then, observe that $F_{f,\mu}(\zeta, x + iv\Phi(\zeta)) = 0$ for every $(\zeta, x) \in \mathcal{N}$, so that, by the holomorphy in the second variable, $F_{f,\mu}(\zeta, z) = 0$ for every $(\zeta, z) \in D - (0, iv)$. Consequently, the arbitrariness of $\mu$ implies that $f((\zeta, z) \cdot ) \in V$ for every $(\zeta, z) \in D$.

Now, observe that

\[ \frac{d^k}{dR^k} f((\zeta, z) \cdot [R \cdot (\zeta', z')]) = \sum_{k_1 + 2k_2 = k} \frac{k!}{k_1!k_2!} f^{k_1}(\zeta, z)[R \cdot (\zeta', z')] \cdot (\zeta', 2Rz')^{k_2} \cdot (0, z')^{k_2} \]

for every $k \in \mathbb{N}$, for every $R > 0$, and for every $(\zeta, z), (\zeta', z') \in D$, so that passing to the limit for $R \to 0^+$, we see that the polynomial mapping

\[ P_{f, k, (\zeta, z)} : (\zeta', z') \mapsto \sum_{k_1 + 2k_2 = k} \frac{1}{k_1!k_2!} f^{k_1+k_2}(\zeta, z) \cdot (\zeta', 0)^{k_1} \cdot (0, z')^{k_2} = \sum_{k_1 + 2k_2 = k} \frac{1}{k_1!k_2!} \partial^{k_1}_{(\zeta, 0)} \partial_{(0, z')}^{k_2} f(\zeta, z) \]

belongs to $V$ for every $k \in \mathbb{N}$ and for every $(\zeta, z) \in D$. Observe that, at least formally,

\[ \sum_k P_{f, k, (\zeta, z)} = \sum_k \sum_{k_1 + k_2 = k} \frac{1}{k_1!k_2!} f^{k_1}(\zeta, z) \cdot (\zeta', 0)^{k_1} \cdot (0, z')^{k_2} = \sum_k \frac{1}{k!} f^{(k)}(\zeta, z) \cdot (\zeta', z')^k, \]
so that \( f = \sum_k P_{f,k,(\zeta,z)} \) on every open set where the sum converges absolutely; in particular, on every open ball centred at \((\zeta, z)\) whose closure is contained in \(D\). In a similar way, by translation one sees that the same holds on \((\zeta, z) \cdot B\), where \(B\) is an open Euclidean ball centred at \((0,0)\) such that the closure of \((\zeta, z) \cdot B\) is contained in \(D\).

Now, take \( f \in V \) and \( \mu \in (\mathcal{P} \cap \mathcal{V})^o \). In addition, take \( R > 0 \) so that \( \text{Supp}(\mu) \) is contained in the Euclidean ball \( B_{E \times F}(0,0), R) \) of centre \((0,0)\) and radius \( R\), and observe that, if \( z \in D \) and \( \rho(\zeta, z) \) is sufficiently large, then (the closure of) \((\zeta, z) \cdot B_{E \times F}(0,0), R) \) is contained in \(D\). Observe that \( \int P_{f,k,(\zeta,z)} \, d\mu = 0 \) for every \( k \in \mathbb{N} \) and for every \((\zeta, z) \in D\), thanks to the preceding remarks. Since \( P_{f,k,(\zeta,z)} = P_{f((\zeta,z) \cdot),k,(0,0)} \) and the series \( \sum_k P_{f((\zeta,z) \cdot),k,(0,0)} \) converges uniformly to \( f((\zeta,z) \cdot) \) on \((\zeta, z) \cdot B_{E \times F}(0,0), R)\) (if \( \rho(\zeta, z) \) is sufficiently large) by the preceding remarks, we conclude that \( F_{f,\mu}(\zeta, z) = 0 \) if \( \rho(\zeta, z) \) is sufficiently large. Since \( F_{f,\mu} \) is holomorphic in the second variable, this is sufficient to conclude that \( F_{f,\mu} = 0 \). In particular, \( F_{f,\mu}(0,0) = 0 \), that is, \( \int f \, d\mu = 0 \). Therefore, the arbitrariness of \( \mu \) implies that \( f \in \mathcal{P} \cap \mathcal{V} \). The arbitrariness of \( f \) then shows that \( V = \mathcal{P} \cap \mathcal{V} \).

\[ \text{Corollary 7.2.} \] The space \( \mathcal{P} \) of holomorphic polynomials on \( D \) is dense in \( \text{Hol}(D) \).

\[ \text{Corollary 7.3.} \] Let \( V \) be a closed \( G_\lambda \)-invariant subspace of \( \text{Hol}(D) \). Then, there is a set \( \mathcal{I} \) of homogeneous distributions on \( \mathcal{N} \) supported in \((0,0)\) such that

\[ V = \{ f \in \text{Hol}(D) : f * \mathcal{I} = 0 \} .\]

\[ \text{Proof.} \] Observe that, if \( \mathcal{I} \) is a set of homogeneous distributions on \( \mathcal{N} \), supported in \((0,0)\), then \( V_\mathcal{I} := \{ f \in \text{Hol}(D) : f * \mathcal{I} = 0 \} \) is a closed \( G_\lambda \)-invariant subspace of \( \text{Hol}(D) \). By Proposition 7.1, we only need to show that \( \mathcal{P} \cap V = \mathcal{P} \cap V_\mathcal{I} \) for a suitable \( \mathcal{I} \).

For every \( k \in \mathbb{N} \), denote by \( \mathcal{P}_k \) the space of holomorphic polynomials on \( E \times F_c \) which are homogeneous of degree \( k \) with respect to the dilations \( R \cdot (\zeta, z) = (R\zeta, R^2z) \), and observe that \( \mathcal{P} \cap V = \bigoplus_k \mathcal{P}_k \cap V \) since \( \mathcal{P} \cap V \) is dilation-invariant. Observe that, if \( I_k \) denotes the space of homogeneous distributions on \( \mathcal{N} \) of degree \( k \) supported in \((0,0)\), then \( \langle I_k, \mathcal{P}_k' \rangle = 0 \) if \( k \neq k' \), by homogeneity, and that the canonical pairing between \( \mathcal{P}_k \) and \( I_k \) induces an isomorphism of \( \mathcal{P}_k' \) with a quotient of \( I_k \) (with \( I_k \), if \( n = 0 \)). Consequently, for every \( k \in \mathbb{N} \), we may find a subset \( I'_k \) of \( I_k \) such that \( \mathcal{P}_k \cap V = \mathcal{P}_k \cap I'_k \). Hence, \( \mathcal{P} \cap V = \bigcup_{k \in \mathbb{N}} I'_k = (\bigcup_{k \in \mathbb{N}} I'_k)^o \).

Then, set \( \mathcal{I} := \bigcup_{k \in \mathbb{N}} I'_k \), where \( \cdot^{-1} \) denotes the action of the inversion \((\zeta, x) \mapsto (-\zeta, -x)\), and let us prove that \( \mathcal{P} \cap V = \mathcal{P} \cap V_\mathcal{I} \). Take \( P \in \mathcal{P} \cap V \), and observe that, since \( \mathcal{P} \cap V \) is invariant under the action of \( \mathcal{N} \), also \( P((\zeta, z) \cdot) \in \mathcal{P} \cap V \) for every \((\zeta, z) \in E \times F_c \), with the notation of the proof of Proposition 7.1 (cf. the proof of Proposition 7.1 or argue directly using Taylor’s formula), so that

\[ (P * I)((\zeta, z)) = \langle I, P((\zeta, z) \cdot) \rangle = 0 \]

for every \( I \in \mathcal{I} \), so that \( P \in V_\mathcal{I} \) by the arbitrariness of \((\zeta, z) \in D \) and \( I \in \mathcal{I} \). Conversely, take \( P \in V_\mathcal{I} \). Then, for every \( I \in \mathcal{I} \),

\[ \langle I, P \rangle = (P * I)(0,0) = 0 \]

by continuity (or holomorphy), so that \( P \in \mathcal{P} \cap V \).
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