Structural equations of supermanifolds immersed in the superspace $\mathcal{M}^{(3|2)}(c)$ with a prescribed curvature
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Abstract

The aim of this paper is to construct the structural equations of supermanifolds immersed in Euclidean, hyperbolic and spherical superspaces parametrised with two bosonic and two fermionic variables. To perform this analysis, for each type of immersion, we split the supermanifold into its Grassmannian components and study separately each manifold generated. Even though we consider four variables in the Euclidean case, we obtain that the structural equations of each manifold are linked with the Gauss–Codazzi equations of a surface immersed in a Euclidean or spherical space. In the hyperbolic and spherical superspaces, we find that the body manifolds are linked with the classical Gauss–Codazzi equations for a surface immersed in hyperbolic and spherical spaces, respectively. For some soul manifolds, we show that the immersion of the manifolds must be in a hyperbolic space and that the structural equations split into two cases. In one case, the structural equations reduce to the Liouville equation, which can be completely solved. In the other case, we can express the geometric quantities solely in terms of the metric coefficients, which provide a geometric characterization of the structural equations in terms of functions linked with the Hopf differential, the mean curvature and a new function which does not appear in the characterization of a classical (not super) surface.

Keywords: supersymmetric model, supermanifold, spherical and hyperbolic immersion, structural equations of surface
1. Introduction

The fundamental ideas of the Enneper and Weierstrass formula for an immersion of minimal surfaces in three-dimensional Euclidean space [6, 28] have been intensively developed with the purpose of extending this construction for obtaining more general types of immersions of surfaces. A review of these efforts can be found in many books, e.g. [1, 2, 15, 21, 24]. An interesting link between the theory of surfaces defined by a moving frame and that of integrable systems (soliton theory) was pursued, leading to numerous applications [7–10, 13, 14, 17, 26, 27]. Surfaces immersed in Lie groups, Lie algebras and homogeneous spaces appear in many areas of physics, chemistry and biology (see e.g. [4, 11, 16, 18–20, 22, 23, 25] and references therein). The algebraic approach to the structural equations of these surfaces proved to be fruitful from the point of view of constructing surfaces in closed form. Therefore, it seems to be worthwhile to try to extend this method and check its effectiveness for the case of supermanifolds immersed in Euclidean, spherical and hyperbolic superspaces. This is in short the aim of the paper.

Techniques for obtaining a representation of integrable equations in the zero-curvature form associated with the Gauss–Weingarten equations (which are linear differential equations) are much better understood in the classical case than for their supersymmetric extensions. This is particularly true, for instance, in the case of the inverse scattering transformation and for classical integration techniques using moving frames on surfaces which lie in the Lie algebras/groups [8]. For partial differential equations (PDEs) with two independent variables written in the zero-curvature form

\[ U_y - V_x + [U, V] = 0, \]

the matrices \( U \) and \( V \) are considered to be integrable in the sense that these matrices can be extended in a non-trivial way to a one-parameter family \( U(x, y, \lambda), V(x, y, \lambda) \) satisfying (1.1), such that the integrable set of PDEs is preserved. In soliton theory, these matrices are usually rational functions of the spectral parameter \( \lambda \). However for equations coming from differential geometry, this parameter \( \lambda \) does not appear in the Gauss–Weingarten equations,

\[ \Phi_x = U(x, y)\Phi, \quad \Phi_y = V(x, y)\Phi. \]

This fact makes integrable equations an interesting subject of study and are related to special classes of surfaces [1]. In this context, the problem of constructing and investigating (by analytical methods) the structural equations of supermanifolds immersed in superspaces with constant prescribed curvature is closely related to the study of supergroup properties of differential equations. The fact that integrable equations occur in surface theory with \( \lambda \) deformations makes it possible to construct a regular algorithm for finding certain classes of surfaces within \( \lambda \)-described deformations without invoking any additional considerations but proceeding only from the frame on the surface and their compatibility conditions (i.e. the Gauss–Codazzi equations).

The objective of this paper is to investigate the structural equations of Riemannian supermanifolds immersed in a Euclidean superspace, in a hyperbolic superspace and in a spherical superspace, all denoted by \( \mathcal{M}^{(3|2)}(c) \), with two bosonic independent variables and two fermionic independent variables. To perform this analysis, we define that the superspace is equipped with an inner product of the form

\[ \langle A | B \rangle = \langle A_0, B_0 \rangle + \langle A_3, B_3 \rangle \xi_1 \xi_2 + \langle A_2, B_2 \rangle \xi_1 \xi_3 + \langle A_1, B_1 \rangle \xi_2 \xi_3, \]

where the \( \xi_k, k = 1, 2, 3, \) are Grassmann numbers,
\[ A = A_0 + A_3 \xi_1 \xi_2 + A_2 \xi_1 \xi_3 + A_1 \xi_2 \xi_3, \]
\[ B = B_0 + B_3 \xi_1 \xi_2 + B_2 \xi_1 \xi_3 + B_1 \xi_2 \xi_3, \]
\[ A_i, B_i \in \mathbb{R}^N \text{ (or } \mathbb{C}^N), \quad i = 0, 1, 2, 3 \]

and the bilinear product \( \langle \cdot, \cdot \rangle \) is either the usual Euclidean inner product

\[ \langle A_i, B_i \rangle = \sum_{j=1}^{N_i} A_{ij} B_{ij} \]  
(1.4)

for the Euclidean superspace or the usual hyperbolic/spherical inner product

\[ \langle A_i, B_i \rangle = \text{sgn}(c_i)A_0 B_{0i} + \sum_{j=1}^{N_i} A_{ij} B_{ij}, \]
\[ \langle A_i, A_j \rangle = \langle B_i, B_j \rangle = c_i \in \mathbb{R} \]  
(1.5)

for the hyperbolic/spherical superspace. This form of inner product allows us to split the supermanifolds into manifolds for each coefficient of the Grassmann numbers. For each type of manifold, we investigate its structural equations through a moving frame formalism, which are unique up to Euclidean motions in the Euclidean/hyperbolic/spherical space. The resulting set of PDEs are to be solved or are to be reduced to a lower number of PDEs using solely derivatives with respect to the bosonic independent variables.

The paper is organized as follow. In section 2, we consider a supermanifold immersed in a Euclidean superspace, which can be decomposed into three types of manifold. In section 2.1, we consider a manifold immersed in a Euclidean space involving only the bosonic independent variables. In section 2.2, we consider the manifolds immersed in a Euclidean space involving two bosonic and one fermionic independent variables. In section 2.3, we consider the manifolds immersed in a Euclidean space involving all four independent variables. In section 3, we consider supermanifolds immersed in a hyperbolic superspace or in a spherical superspace, which are decomposed into three types of manifold immersed in a hyperbolic space or in a spherical space, respectively. In section 3.1, we consider the manifolds immersed in a hyperbolic/spherical superspace involving only the bosonic independent variables. In section 3.2, we consider the manifolds immersed in a hyperbolic/spherical space involving two bosonic and one fermionic independent variables. In section 3.3, we consider the manifolds immersed in a hyperbolic/spherical space involving all four independent variables. In section 4, we provide conclusions and some future perspectives.

### 2. Structural equations of a supermanifold in a Euclidean superspace

Let \( \mathcal{S} \) be a bosonic-valued Riemannian supermanifold parametrised through two bosonic independent variables \( x_+ \) and \( x_- \) together with two fermionic independent variables \( \theta^+ \) and \( \theta^- \). In this paper, we consider three\(^4\) (fermionic) Grassmann numbers \( \{\xi_1, \xi_2, \xi_3\} \). We assume that the variables \( x_+ \) and \( x_- \) possess a non-zero body component and that \( \theta^+ \) can be expressed as the product of the Grassmann generator \( \xi_1 \) with a bosonic variable \( \theta_+ \) and analogously for \( \theta^- \) with \( \xi_2 \), i.e.

\[ \theta^+ = \xi_1 \theta_+, \quad \theta^- = \xi_2 \theta_-, \]  
(2.1)

where \( \theta_+ \) and \( \theta_- \) possess a non-zero body part.

\(^4\)It would be straightforward to consider additional Grassmann numbers (as described later).
In order to investigate the structural equations of the supermanifold $S$ and its geometric properties, we split the supermanifold $S$ into a power series of Grassmann numbers for which each coefficient represents a manifold with new real (or complex) variables, e.g.

$$S_F = F_0(x_1, x_2) + \xi_1\xi_2 F_3(x_1, x_2, \theta_3, \theta_4) + \xi_1\xi_3 F_2(x_1, x_2, \theta_3) + \xi_2\xi_3 F_1(x_1, x_2, \theta_4),$$

where the new variables $x_1, x_2, \theta_3$ and $\theta_4$ are associated with $x_1, x_2, \theta_3$ and $\theta_4$, respectively. Throughout this paper, we use the abbreviated notation for the partial derivatives,

$$\partial_t = \frac{\partial}{\partial x_1}, \quad \partial_2 = \frac{\partial}{\partial x_2}, \quad \partial_1 = \frac{\partial}{\partial \theta_3}, \quad \partial_4 = \frac{\partial}{\partial \theta_4}. \quad (2.3)$$

Each manifold $F_i, i = 0, 1, 2, 3$, must satisfy the relations

$$\partial_i^2 F_i = \partial_0^2 F_i = 0 \quad (2.4)$$
due to the properties of the fermionic variables $\theta^+$ and $\theta^-$. We assume throughout this paper that all manifolds are orientable and sufficiently smooth.

We define the inner product $\langle \cdot | \cdot \rangle$ on the supermanifold $S_F$ to be the sum of the inner products $\langle \cdot , \cdot \rangle$ on each manifold $F_i, i = 0, 1, 2, 3$, times their corresponding polynomial combinations of Grassmann numbers, i.e.

$$\langle S_F | S_F \rangle = \langle F_0, F_0 \rangle + \langle F_3, F_3 \rangle \xi_1 \xi_2 + \langle F_2, F_2 \rangle \xi_1 \xi_3 + \langle F_1, F_1 \rangle \xi_2 \xi_3, \quad (2.5)$$

where the inner product $\langle \cdot , \cdot \rangle$ on each manifold $F_i, i = 0, 1, 2, 3$, is the classical scalar product, e.g. for two vectors $A, B \in \mathbb{C}^3$

$$A = (A_1, A_2, A_3)^T, \quad B = (B_1, B_2, B_3)^T, \quad (2.6)$$

where $(\cdot)^T$ stands for the transpose of the vector. Hence, the metric is represented by the $4 \times 4$ symmetric matrix

$$g = \begin{bmatrix} \langle \partial_0 S_F | \partial_0 S_F \rangle \\ \langle \partial_j F_0, \partial_k F_0 \rangle + \langle \partial_j F_1, \partial_k F_3 \rangle \xi_1 \xi_2 + \langle \partial_j F_2, \partial_k F_2 \rangle \xi_1 \xi_3 + \langle \partial_j F_3, \partial_k F_1 \rangle \xi_2 \xi_3 \end{bmatrix} \quad (2.7)$$

where $\partial_0 S_F$ represent the tangent vectors to the supermanifold $S_F$ and $\partial_j F_i, i = 0, 1, 2, 3$, represent the tangent vectors to the manifolds $F_i$. We assume that there exists a normal vector $N$ of the form

$$N = N_0 + N_1 \xi_1 \xi_2 + N_2 \xi_1 \xi_3 + N_1 \xi_2 \xi_3, \quad (2.8)$$

which satisfies the properties

$$\langle N|N \rangle = 1 + \xi_1 \xi_2 + \xi_1 \xi_3 + \xi_2 \xi_3, \quad \langle \partial_j S_F | N \rangle = 0, \quad j = 1, 2, 3, 4, \quad (2.9)$$

e. such that all $N_i, i = 0, 1, 2, 3$, are unitary in their respective spaces.

As a result, we find that the supermanifold $S_F$ consists of copies of three types of manifold ($F_1$ being a copy of $F_2$). At this point, it is clear that adding more Grassmann numbers $\xi_i, i > 3$, would only add more copies of manifold with similar structural equations to those of $F_0$, $F_2$ or $F_3$. Therefore, we consider only the three types of manifolds $F_0, F_2$ and $F_3$. Moreover, this method can be applied for a fermionic supermanifold, but we still get similar structural equations as for $F_0, F_2$ and $F_3$. Hence, there is no need to explicitly present the fermionic version. One should note that for all three types of manifold, we consider the same conformal parametrisation $(x_1 = \bar{x}_2, \theta_3 = \bar{\theta}_3)$ and we drop all unnecessary quantities related to the dependency in $\theta_3$ and $\theta_4$ or to the derivatives with respect to $\theta_3$ and $\theta_4$. In addition, to simplify
the notation, in the three following subsections we will not keep the indices of the quantities which specify to which manifold \((F_0, F_2 \text{ or } F_3)\) they belong.

2.1. Structural equations for a manifold of type \(F_0\) in a Euclidean space

For the surface associated with \(F_0\), renamed \(F\) in this subsection, the metric takes the form

\[
g = [g_{ij}] = \begin{pmatrix} 0 & \frac{1}{2}e^u \\ \frac{1}{2}e^u & 0 \end{pmatrix}, \quad g_{ij} = \langle \partial_i F, \partial_j F \rangle, \quad i, j = 1, 2,
\]

where \(u\) is a real function of \(x_1\) and \(x_2\). We obtain the well-known geometry of a conformally parametrized surface immersed in a 3-dimensional Euclidean space. The moving frame on the surface is given by

\[
\Omega = (\partial_1 F, \partial_2 F, N)^T.
\]

Assuming that we can write the second derivatives of the immersion function \(F\) and the first derivatives of the normal unit vector \(N\) as a linear combination of the elements of the moving frame \(\Omega\), i.e.

\[
\partial_i \partial_j F = \sum_{k=1}^{2} \Gamma^k_{ij} \partial_k F + b_{ij} N, \quad i, j = 1, 2,
\]

\[
\partial_i N = \sum_{j=1}^{2} -b_j^i \partial_j F + \omega_j N, \quad i = 1, 2,
\]

we can construct the Gauss–Weingarten equations in the form

\[
\partial_i \Omega = U_i \Omega, \quad i = 1, 2,
\]

where

\[
U_i = \begin{pmatrix} \Gamma^1_{i1} & \Gamma^1_{i2} & b_{1i} \\ \Gamma^2_{i1} & \Gamma^2_{i2} & b_{2i} \\ -b^1_i & -b^2_i & \omega_i \end{pmatrix}.
\]

The coefficients \(\Gamma^k_{ij}\) are the Christoffel symbols of second kind and the coefficients \(b_{ij}\) are the coefficients of the second fundamental form. In addition, the Gauss–Codazzi equations are obtained through the compatibility condition of the Gauss–Weingarten equations (2.14), i.e.

\[
\partial_1 U_2 - \partial_2 U_1 + [U_2, U_1] = 0.
\]

Explicitly, the Gauss–Weingarten equations are given by the matrices

\[
U_1 = \begin{pmatrix} \partial_1 u & 0 & Q \\ 0 & \frac{1}{2}He^u & 0 \\ -H & -2e^{-u}Q & 0 \end{pmatrix}, \quad U_2 = \begin{pmatrix} 0 & 0 & \frac{1}{2}He^u \\ 0 & \partial_2 u & Q \\ -2e^{-u}Q & -H & 0 \end{pmatrix},
\]

and the Gauss–Codazzi equations are

\[
\partial_1 \partial_2 u + \frac{1}{2}e^H H^2 - 2e^{-u}|Q|^2 = 0,
\]

\[
(2.18)
\]
\[ \partial_2 Q - \frac{1}{2} e^\phi \partial_1 H = 0, \quad \partial_1 Q - \frac{1}{2} e^\phi \partial_2 H = 0, \quad (2.19) \]

where \( Q = Q(x_1, x_2) = \langle \partial_1^2 F, N \rangle \in \mathbb{C} \) is associated with the Hopf differential and \( H = H(x_1, x_2) = 2 e^{-u} (\partial_1 \partial_2 F, N) \in \mathbb{R} \) is the mean curvature of the surface.

### 2.2. Structural equations for a manifold of type \( F_2 \) in a Euclidean space

For the manifold associated with \( F_2 \), renamed \( F \) in this subsection, the metric takes the form

\[ g = [g_{ij}] = \begin{pmatrix} 0 & \frac{1}{2} e^\phi & 0 \\ \frac{1}{2} e^\phi & 0 & 0 \\ 0 & 0 & e^\psi \end{pmatrix}, \quad g_{ij} = \langle \partial_i F, \partial_j F \rangle, \quad i, j = 1, 2, 3, \quad (2.20) \]

where \( \psi \) is a real function of \( x_1 \) and \( x_2 \) and \( \phi \) is a real function of \( x_1, x_2 \) and \( \theta_3 \) satisfying \( \partial_3 e^\phi = 0 \). One should note that \( \theta_3 \) has a zero imaginary part. The moving frame on the manifold is given by

\[ \Omega = (\partial_1 F, \quad \partial_2 F, \quad \partial_3 F, \quad N)^T. \quad (2.21) \]

The second derivatives of the immersion function \( F \) and the first derivatives of the normal unit vector \( N \) can be written as a linear combination of the elements of the moving frame \( \Omega \), i.e.

\[ \partial_i \partial_j F = \sum_{k=1}^{3} \Gamma^k_i \partial_k F + b_{ij} N, \quad i, j = 1, 2, 3, \quad (2.22) \]

\[ \partial_i N = \sum_{j=1}^{3} -b^j_i \partial_j F + \omega_i N, \quad i = 1, 2, 3, \quad (2.23) \]

from where we can construct the Gauss–Weingarten equations in the form

\[ \partial_i \Omega = U_i \Omega, \quad i = 1, 2, 3, \quad (2.24) \]

where

\[ U_i = \begin{pmatrix} \Gamma^1_i & \Gamma^2_i & \Gamma^3_i & b_{1i} \\ \Gamma^1_i & \Gamma^2_i & \Gamma^3_i & b_{2i} \\ \Gamma^1_i & \Gamma^2_i & \Gamma^3_i & b_{3i} \\ -b^{1i} & -b^{2i} & -b^{3i} & \omega_i \end{pmatrix}. \quad (2.25) \]

In addition, the Gauss–Codazzi equations are obtained through the compatibility condition of the Gauss–Weingarten equations (2.24), i.e.

\[ \partial_i U_j - \partial_j U_i + [U_j, U_i] = 0, \quad i, j = 1, 2, 3. \quad (2.26) \]

As a result, we get the set of PDEs

\[ \partial_1 \partial_2 \phi + \frac{1}{2} e^\phi \left( H^2 + \frac{(\partial_3 \phi)^2}{4k^2} \right) - 2 e^{-\phi} |Q|^2 = 0, \quad (2.27) \]

\[ \partial_1 \partial_3 \phi = \partial_2 \partial_3 \phi = 0, \quad \partial_3^3 e^\phi = 0, \quad (2.28) \]

\[ \partial_2 Q - \frac{1}{2} e^\phi \partial_1 H = 0, \quad \partial_1 \bar{Q} - \frac{1}{2} e^\phi \partial_2 H = 0, \quad (2.29) \]
\[ \partial_3 Q - \frac{1}{2} Q \partial_3 \phi = 0, \quad \partial_3 \bar{Q} - \frac{1}{2} \bar{Q} \partial_3 \phi = 0, \]  
\[ 2 \partial_3^2 \phi + (\partial_3 \phi)^2 = 0, \quad \partial_3 \mathcal{H} + \frac{1}{2} \mathcal{H} \partial_3 \phi = 0. \]  
\[ (2.30) \]

By solving these equations, we find that the metric takes the form
\[ g = \begin{pmatrix} \frac{1}{2} e^u (a \theta_3 + b)^2 & 0 & 0 \\ 0 & 0 & \frac{1}{k^2} \\ 0 & \frac{1}{k^2} & 0 \end{pmatrix}, \quad u = u(x_1, x_2) \in \mathbb{R}, \quad a, b, k \in \mathbb{R}. \]  
\[ (2.32) \]

The Gauss–Weingarten equations (2.24) are given in terms of the matrices
\[ U_1 = \begin{pmatrix} \partial_1 u & 0 & 0 & q(a \theta_3 + b) \\ 0 & 0 & -ae^u(a \theta_3 + b)/2k^2 & \frac{1}{2} e^uh(a \theta_3 + b) \\ a/(a \theta_3 + b) & 0 & 0 & 0 \\ -h/(a \theta_3 + b) & -2e^{-u}q/(a \theta_3 + b) & 0 & 0 \end{pmatrix}, \]  
\[ (2.33) \]

\[ U_2 = \begin{pmatrix} 0 & 0 & -ae^u(a \theta_3 + b)/2k^2 & \frac{1}{2} e^uh(a \theta_3 + b) \\ 0 & 0 & a/(a \theta_3 + b) & q(a \theta_3 + b) \\ -2e^{-u}q/(a \theta_3 + b) & -h/(a \theta_3 + b) & 0 & 0 \end{pmatrix}, \]  
\[ (2.34) \]

\[ U_3 = \begin{pmatrix} a/(a \theta_3 + b) & 0 & 0 & 0 \\ 0 & a/(a \theta_3 + b) & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \]  
\[ (2.35) \]

and the remaining compatibility conditions are the following Gauss–Codazzi equations:
\[ \partial_1 \partial_2 u + \frac{1}{2} e^u \left( h^2 + \frac{a^2}{k^2} \right) - 2e^{-u}|q|^2 = 0, \]  
\[ (2.36) \]

\[ \partial_2 q - \frac{1}{2} e^u \partial_1 h = 0, \quad \partial_1 \bar{q} - \frac{1}{2} e^u \partial_2 h = 0, \]  
\[ (2.37) \]

where
\[ \langle \partial_1^2 F, N \rangle = Q = q(x_1, x_2)(a \theta_3 + b) \in \mathbb{C}, \]  
\[ (2.38) \]

\[ \langle \partial_2^2 F, N \rangle = \bar{Q} = \bar{q}(x_1, x_2)(a \theta_3 + b) \in \mathbb{C}, \]  
\[ (2.39) \]

\[ \langle \partial_1 \partial_2 F, N \rangle = \frac{1}{2} e^u \mathcal{H} = \frac{1}{2} e^u h(x_1, x_2)(a \theta_3 + b), \]  
\[ (2.40) \]

\[ \mathcal{H} = h(x_1, x_2)/(a \theta_3 + b) \in \mathbb{R}. \]  
\[ (2.41) \]

Hence, the structural equations of the manifold \( F_2 \) are linked with the immersion of a surface in a spherical space \( S^3(k^2/a^2) \).
2.3. Structural equations for a manifold of type $F_3$ in a Euclidean space

For the manifold associated with $F_3$, renamed $F$ in this subsection, the metric takes the form

$$g = [g_{ij}] = \begin{pmatrix} 0 & \frac{1}{2}e^\phi & 0 & 0 \\ \frac{1}{2}e^\phi & 0 & 0 & 0 \\ 0 & 0 & 0 & \frac{1}{2}e^\psi \\ 0 & 0 & \frac{1}{2}e^\psi & 0 \end{pmatrix}, \quad g_{ij} = \langle \partial_i F, \partial_j F \rangle, \quad i, j = 1, 2, 3, 4,$$

(2.42)

where $\psi$ and $\phi$ are real functions of $x_1, x_2, \theta_3$ and $\theta_4$ satisfying $\partial_3^2 e^\phi = \partial_4^2 e^\phi = 0$ and $\partial_3^2 e^\psi = \partial_4^2 e^\psi = 0$. The moving frame on the manifold is given by

$$\Omega = \left( \partial_1 F, \quad \partial_2 F, \quad \partial_3 F, \quad \partial_4 F, \quad N \right)^T.$$

(2.43)

Assuming that we can write the second derivatives of the immersion function $F$ and the first derivatives of the normal unit vector $N$ as a linear combination of the elements of the moving frame $\Omega$, i.e.

$$\partial_i \partial_j F = \sum_{k=1}^4 \Gamma^i_{jk} \partial_k F + b_{ij} N, \quad i, j = 1, 2, 3, 4,$$

(2.44)

$$\partial_i N = \sum_{j=1}^4 -b_{ij}^\prime \partial_j F + \omega_i N, \quad i = 1, 2, 3, 4,$$

(2.45)

we can construct the Gauss–Weingarten equations in the form

$$\partial_i \Omega = U_i \Omega, \quad i = 1, 2, 3, 4,$$

(2.46)

where

$$U_i = \begin{pmatrix} \Gamma^1_{i1} & \Gamma^1_{i2} & \Gamma^1_{i3} & \Gamma^1_{i4} & b_{i1} \\ \Gamma^2_{i1} & \Gamma^2_{i2} & \Gamma^2_{i3} & \Gamma^2_{i4} & b_{i2} \\ \Gamma^3_{i1} & \Gamma^3_{i2} & \Gamma^3_{i3} & \Gamma^3_{i4} & b_{i3} \\ \Gamma^4_{i1} & \Gamma^4_{i2} & \Gamma^4_{i3} & \Gamma^4_{i4} & b_{i4} \\ -b_{i1}^\prime & -b_{i2}^\prime & -b_{i3}^\prime & -b_{i4}^\prime & \omega_i \end{pmatrix}.$$

(2.47)

In addition, the Gauss–Codazzi equations are obtained through the compatibility condition of the Gauss–Weingarten equations (2.46), i.e.

$$\partial_i U_j - \partial_j U_i + [U_i, U_j] = 0, \quad i, j = 1, 2, 3, 4.$$

(2.48)

As a result, we obtain a set of PDEs which splits into two cases:

(2.a) $\partial_3 \psi = \partial_4 \psi = 0$,  
(2.b) $\partial_3 \phi = \partial_4 \phi = 0$.

The explicit set of PDEs can be found in appendix A.

2.3.1 The case (2.a), when $\partial_3 \psi = \partial_4 \psi = 0$. As a result for the case (2.a), the metric takes the form

$$g = \begin{pmatrix} 0 & \frac{1}{2}e^\omega u^2 & 0 & 0 \\ \frac{1}{2}e^\omega u^2 & 0 & 0 & 0 \\ 0 & 0 & 0 & \frac{1}{2}k^2 \\ 0 & 0 & \frac{1}{2}k^2 & 0 \end{pmatrix}, \quad u = u(x_1, x_2) \in \mathbb{R}, \quad \omega = \alpha \theta_3 + \alpha \theta_4 + \gamma, \quad \gamma, k \in \mathbb{R}, \quad \alpha \in \mathbb{C}.$$

(2.49)
The Gauss–Weingarten equations (2.46) are given in terms of the matrices

\[ U_1 = \begin{pmatrix} \partial_1 u & 0 & 0 & 0 & q \omega \\ 0 & 0 & -\bar{\alpha}\omega/k^2 & -\alpha\omega/k^2 & e^u\omega h/2 \\ \alpha/\omega & 0 & 0 & 0 & 0 \\ -h/\omega & -2e^{-u}q/\omega & 0 & 0 & 0 \end{pmatrix}, \]  

(2.50)

\[ U_2 = \begin{pmatrix} 0 & 0 & -\bar{\alpha}\omega/k^2 & -\alpha\omega/k^2 & e^u\omega h/2 \\ 0 & \partial_2 u & 0 & 0 & \bar{q}\omega \\ 0 & \alpha/\omega & 0 & 0 & 0 \\ -2e^{-u}\bar{q}/\omega & -h/\omega & 0 & 0 & 0 \end{pmatrix}, \]  

(2.51)

\[ U_3 = \begin{pmatrix} \alpha/\omega & 0 & 0 & 0 & 0 \\ 0 & \alpha/\omega & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \]  

(2.52)

\[ U_4 = \begin{pmatrix} \bar{\alpha}/\omega & 0 & 0 & 0 & 0 \\ 0 & \bar{\alpha}/\omega & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \]  

(2.53)

and the remaining Gauss–Codazzi equations are

\[ \partial_1\partial_2 u + \frac{1}{2} e^u \left( h^2 + \frac{4|\alpha|^2}{k^2} \right) - 2e^{-u}|q|^2 = 0, \]  

(2.54)

\[ \partial_2 q - \frac{1}{2} e^u \partial_1 h = 0, \quad \partial_1 \bar{q} - \frac{1}{2} e^u \partial_2 h = 0, \]  

(2.55)

where

\[ \langle \partial_1^2 F, N \rangle = Q = q(x_1, x_2)\omega \in \mathbb{C}, \]  

(2.56)

\[ \langle \partial_2^2 F, N \rangle = \bar{Q} = \bar{q}(x_1, x_2)\omega \in \mathbb{C}, \]  

(2.57)

\[ \langle \partial_1 \partial_2 F, N \rangle = \frac{1}{2} e^u H = \frac{1}{2} e^u h\omega, \]  

(2.58)

\[ H = h(x_1, x_2)/\omega \in \mathbb{R}. \]  

(2.59)

Hence, the structural equations of case (2.a) of the manifold \( F_3 \) are linked with the immersion of a surface in a spherical space \( S^3(k^2/4|\alpha|^2) \).
2.3.2. **The case (2.b), when \( \partial_3 \phi = \partial_4 \phi = 0 \).** As a result for the case (2.b), the metric takes the form

\[
g = \begin{pmatrix}
0 & \frac{1}{2}e^u & 0 & 0 \\
\frac{1}{2}e^u & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{2}\omega \\
0 & 0 & \frac{1}{2}\omega & 0
\end{pmatrix},
\]

\[
u = u(x_1, x_2) \in \mathbb{R},
\]
\[
\omega = \alpha^2 \theta_3 \theta_4 + |\beta \theta_3 + \beta \theta_4| + \gamma^2,
\]
\[
\alpha, \gamma \in \mathbb{R}, \quad \beta \in \mathbb{C}.
\]

(2.60)

The Gauss–Weingarten equations (2.46) are given in terms of the matrices

\[
U_1 = \begin{pmatrix}
\partial_1 u & 0 & 0 & 0 & Q \\
0 & 0 & 0 & 0 & e^u H / 2 \\
0 & 0 & 0 & 0 & 0 \\
-\frac{1}{2}e^u - \frac{1}{2}e^{-u} Q & 0 & 0 & 0
\end{pmatrix},
\]

(2.61)

\[
U_2 = \begin{pmatrix}
0 & 0 & 0 & 0 & e^u H / 2 \\
0 & 0 & 0 & 0 & \bar{Q} \\
0 & 0 & 0 & 0 & 0 \\
-\frac{1}{2}e^{-u} \bar{Q} & -\frac{1}{2}e^u - \frac{1}{2}e^{-u} H & 0 & 0 & 0
\end{pmatrix},
\]

(2.62)

\[
U_3 = U_4 = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix},
\]

(2.63)

and the remaining Gauss–Codazzi equations are

\[
\partial_1 \partial_2 u + \frac{1}{2}e^u H^2 - 2e^{-u}|Q|^2 = 0,
\]

(2.64)

\[
\partial_2 \bar{Q} - \frac{1}{2}e^u \partial_1 H = 0, \quad \partial_1 \bar{Q} - \frac{1}{2}e^u \partial_2 H = 0,
\]

(2.65)

where

\[
\langle \partial_1^2 F, N \rangle = Q = Q(x_1, x_2) \in \mathbb{C},
\]

(2.66)

\[
\langle \partial_2^2 F, N \rangle = \bar{Q} = \bar{Q}(x_1, x_2) \in \mathbb{C},
\]

(2.67)

\[
\langle \partial_1 \partial_2 F, N \rangle = \frac{1}{2}e^u H,
\]

(2.68)

\[
H = H(x_1, x_2) \in \mathbb{R}.
\]

(2.69)

Hence, the structural equations of case (2.b) of the manifold \( F_3 \) are linked with the immersion of a surface in a Euclidean space \( \mathbb{R}^3 \).
3. Structural equations of a supermanifold in a spherical/hyperbolic superspace

In this section, we consider the same supermanifold $S_F$, as described in section 2, but immersed in a superspace $M(c)$ with a prescribed non-zero curvature such that

$$\langle F|F \rangle = c = c_0 + c_1 \xi_1 \xi_2 + c_2 \xi_1 \xi_3 + c_3 \xi_2 \xi_3, \quad \mathbb{R} \ni c_i \neq 0, \quad i = 0, 1, 2, 3. \quad (3.1)$$

The inner product is changed accordingly in such a way that the scalar product on each manifold $F_i$, $i = 0, 1, 2, 3$, is now the spherical ($c_i > 0$) or the hyperbolic ($c_i < 0$) scalar product, e.g. for a 3-dimensional space $M^3(c_i)$ with a non-zero prescribed curvature, the scalar product is

$$\langle A, B \rangle = \text{sgn}(c_i) A_0 B_0 + A_1 B_1 + A_2 B_2 + A_3 B_3, \quad A, B \in M^3(c_i) = \{ F \in C^4 | \langle F, F \rangle = c_i \}, \quad \mathbb{R} \ni c_i \neq 0. \quad (3.2)$$

If we consider the case where some $c_i$, $i = 0, 1, 2, 3$, are zero, then the associated structural equations of the manifolds can be obtained as in section 2. By construction, the supermanifold $S_F$ satisfies the properties

$$\langle \partial_j S_F, S_F \rangle = 0, \quad j = 1, 2, 3, 4. \quad (3.3)$$

We assume that there exists a normal vector $N$ of the form

$$N = N_0 + N_3 \xi_1 \xi_2 + N_2 \xi_1 \xi_3 + N_1 \xi_2 \xi_3, \quad (3.4)$$

which satisfies the properties

$$\langle N|N \rangle = 1 + \xi_1 \xi_2 + \xi_1 \xi_3 + \xi_2 \xi_3, \quad \langle S_F|N \rangle = \langle \partial_j S_F|N \rangle = 0, \quad j = 1, 2, 3, 4, \quad (3.5)$$

i.e. such that all $N_i$, $i = 0, 1, 2, 3$, are unitary in their respective space.

Once again, we investigate each type of manifold separately, where each manifold is immersed in a hyperbolic or spherical space. One should note that for all three types of manifold, we consider the same conformal parametrisation and we drop all unnecessary quantities related to the dependency in $\theta_3$ and $\theta_4$ or to the derivatives with respect to $\theta_3$ and $\theta_4$. In addition, in the three following subsections, we will not keep the indices of the quantities which specify to which manifold ($F_0$, $F_2$ or $F_3$) they belong.

3.1. Structural equations for a manifold of type $F_0$ in a spherical/hyperbolic space

For the surface associated with $F_0$, renamed $F$ in this subsection, the metric takes the form

$$g = [g_{ij}] = \begin{pmatrix} 0 & \frac{1}{2} e^u & 0 \\ \frac{1}{2} e^u & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad g_{ij} = \langle \partial_i F, \partial_j F \rangle, \quad i, j = 1, 2, \quad \langle F, F \rangle = c, \quad (3.6)$$

where $u$ is a real function of $x_1$ and $x_2$. We obtain the well-known geometry of a conformally parametrised surface immersed in a 3-dimensional hyperbolic or spherical space. The moving frame on the surface is given by

$$\Omega = (\partial_1 F, \partial_2 F, N, F)^T. \quad (3.7)$$

Assuming that we can write the second derivatives of the immersion function $F$ and the first derivatives of the normal unit vector $N$ as a linear combination of the elements of the moving frame $\Omega$, i.e.
\[
\partial_i \partial_j F = \sum_{k=1}^{2} \Gamma^k_{ij} \partial_k F + b_{ij} N + \kappa_{ij}, \quad i, j = 1, 2, \tag{3.8}
\]

\[
\partial_i N = \sum_{j=1}^{2} -b^j_i \partial_j F + \omega_i N + \mu_i, \quad i = 1, 2, \tag{3.9}
\]

we can construct the Gauss–Weingarten equations in the form

\[
\partial_i \Omega = U_i \Omega, \quad i = 1, 2, \tag{3.10}
\]

where

\[
U_i = \begin{pmatrix}
\Gamma^1_{i1} & \Gamma^2_{i1} & b_{i1} & \kappa_{i1} \\
\Gamma^1_{i2} & \Gamma^2_{i2} & b_{i2} & \kappa_{i2} \\
-\delta^i_1 & -\delta^i_2 & \omega_i & \mu_i \\
\delta^i_1 & 0 & 0 & 0
\end{pmatrix}, \tag{3.11}
\]

and \(\delta_{ij}, i, j = 1, 2,\) is the Kronecker delta function. In addition, the Gauss–Codazzi equations are obtained through the compatibility condition of the Gauss–Weingarten equations (3.10), i.e.

\[
\partial_1 U_2 - \partial_2 U_1 + [U_2, U_1] = 0. \tag{3.12}
\]

Explicitly, the Gauss–Weingarten equations (3.10) are given in terms of the matrices

\[
U_1 = \begin{pmatrix}
\partial_1 u & 0 & Q & 0 \\
0 & 0 & \frac{1}{2} e^\phi H & -e^\phi/2c \\
-H & -2e^{-u}Q & 0 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix}, \tag{3.13}
\]

\[
U_2 = \begin{pmatrix}
0 & 0 & \frac{1}{2} e^\phi H & -e^\phi/2c \\
0 & \partial_2 u & Q & 0 \\
-2e^{-u}Q & -H & 0 & 0 \\
0 & 1 & 0 & 0
\end{pmatrix}, \tag{3.14}
\]

and the Gauss–Codazzi equations are

\[
\partial_1 \partial_2 u + \frac{1}{2} e^\phi \left(H^2 + \frac{1}{e}\right) - 2e^{-u}|Q|^2 = 0, \tag{3.15}
\]

\[
\partial_2 Q - \frac{1}{2} e^\phi \partial_1 H = 0, \quad \partial_1 \bar{Q} - \frac{1}{2} e^\phi \partial_2 H = 0, \tag{3.16}
\]

where \(Q = Q(x_1, x_2) = \langle \partial_2^2 F, N \rangle \in \mathbb{C}\) is associated with the Hopf differential and \(H = H(x_1, x_2) = 2e^{-u}\langle \partial_1 \partial_2 F, N \rangle \in \mathbb{R}\) is the mean curvature of the surface.

### 3.2. Structural equations for a manifold of type \(F_2\) in a spherical/hyperbolic space

For the manifold associated with \(F_2\), renamed \(F\) in this subsection, the metric tensor takes the form

\[
g = [g_{ij}] = \begin{pmatrix}
0 & \frac{1}{2} e^\phi & 0 & 0 \\
\frac{1}{2} e^\phi & 0 & 0 & 0 \\
0 & 0 & e^\psi & 0
\end{pmatrix}, \quad g_{ij} = \langle \partial_i F, \partial_j F \rangle, \quad i, j = 1, 2, \tag{3.17}
\]

\[
\langle F, F \rangle = c.
\]
where $\psi$ is a real function of $x_1$ and $x_2$ and $\phi$ is a real function of $x_1$, $x_2$ and $\theta_3$ satisfying $\partial_3^2 e^\phi = 0$. The moving frame on the manifold is given by

$$\Omega = \left( \partial_1 F, \; \partial_2 F, \; \partial_3 F, \; N, \; F \right)^T.$$  \hfill (3.18)

Assuming that we can write the second derivatives of the immersion function $F$ and the first derivatives of the normal unit vector $N$ as a linear combination of the elements of the moving frame $\Omega$, i.e.

$$\partial_i \partial_j F = \sum_{k=1}^3 \Gamma^k_{ij} \partial_k F + b_{ij} N + \kappa_{ij} F, \quad i, j = 1, 2, 3,$$  \hfill (3.19)

$$\partial_i N = \sum_{j=1}^3 -b_i^j \partial_j F + \omega_i N + \mu_i F, \quad i = 1, 2, 3,$$  \hfill (3.20)

we obtain that the manifold $F$ does not depend on $\theta_3$. Hence, the structural equations of the manifold $F$ immersed in a spherical/hyperbolic space are a copy of the structural equations of the surface $F_0$ immersed in a spherical/hyperbolic space.

### 3.3. Structural equations for a manifold of type $F_3$ in a spherical/hyperbolic space

For the manifold associated with $F_3$, renamed $F$ in this subsection, the metric takes the form

$$g = [g_{ij}] = \begin{pmatrix} 0 & \frac{1}{2} e^\phi & 0 & 0 \\ \frac{1}{2} e^\phi & 0 & 0 & 0 \\ 0 & 0 & 0 & \frac{1}{2} e^\psi \\ 0 & 0 & \frac{1}{2} e^\psi & 0 \end{pmatrix}, \quad g_{ij} = \langle \partial_i F, \partial_j F \rangle, \quad i, j = 1, 2,$$  \hfill (3.21)

\[ \langle F, F \rangle = c, \]

where $\psi$ and $\phi$ are real functions of $x_1$, $x_2$, $\theta_3$ and $\theta_4$ satisfying $\partial_3^2 e^\phi = \partial_4^2 e^\phi = 0$ and $\partial_2^2 e^\psi = \partial_3^2 e^\psi = 0$. The moving frame on the manifold is given by

$$\Omega = \left( \partial_1 F, \; \partial_2 F, \; \partial_3 F, \; \partial_4 F, \; N, \; F \right)^T.$$  \hfill (3.22)

Assuming that we can write the second derivatives of the immersion function $F$ and the first derivatives of the normal unit vector $N$ as a linear combination of the elements of the moving frame $\Omega$, i.e.

$$\partial_i \partial_j F = \sum_{k=1}^4 \Gamma^k_{ij} \partial_k F + b_{ij} N + \kappa_{ij} F, \quad i, j = 1, 2, 3, 4,$$  \hfill (3.23)

$$\partial_i N = \sum_{j=1}^4 -b_i^j \partial_j F + \omega_i N + \mu_i F, \quad i = 1, 2, 3, 4,$$  \hfill (3.24)

we can construct the Gauss–Weingarten equations in the form

$$\partial_i \Omega = U_i \Omega, \quad i = 1, 2, 3, 4,$$  \hfill (3.25)
where
\[
U_i = \begin{pmatrix}
\Gamma_{1i}^1 & \Gamma_{1i}^2 & \Gamma_{1i}^3 & \Gamma_{1i}^4 & b_1i & \kappa_1i \\
\Gamma_{2i}^1 & \Gamma_{2i}^2 & \Gamma_{2i}^3 & \Gamma_{2i}^4 & b_2i & \kappa_2i \\
\Gamma_{3i}^1 & \Gamma_{3i}^2 & \Gamma_{3i}^3 & \Gamma_{3i}^4 & b_3i & \kappa_3i \\
\Gamma_{4i}^1 & \Gamma_{4i}^2 & \Gamma_{4i}^3 & \Gamma_{4i}^4 & b_4i & \kappa_4i \\
-\delta_1i & -\delta_2i & -\delta_3i & -\delta_4i & \omega_i & \mu_i \\
\end{pmatrix}
\] (3.26)
and \(\delta_{ij}\) is the Kronecker delta function. In addition, the Gauss–Codazzi equations are obtained through the compatibility condition of the Gauss–Weingarten equations (3.25), i.e.
\[
\partial_i U_j - \partial_j U_i + [U_i, U_j] = 0, \quad i, j = 1, 2, 3, 4.
\] (3.27)
As a result, we get a set of PDEs from which we get that the constant \(c\) must be negative \((c < 0)\) and that the solutions split into two cases, namely:
\begin{align*}
(3.a) & \quad \partial_1 \psi = \partial_2 \psi = 0, \\
(3.b) & \quad \partial_3 \phi = \partial_4 \phi = 0.
\end{align*}
The explicit set of PDEs can be found in appendix B.

### 3.3.1. The case (3.a), when \(\partial_1 \psi = \partial_2 \psi = 0\).
As a result for the case (3.a), the metric takes the form
\[
g = \begin{pmatrix}
0 & \frac{1}{2} e^\omega \omega^2 & 0 & 0 \\
\frac{1}{2} e^\omega \omega^2 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{2} k^2 \\
0 & 0 & \frac{1}{2} k^2 & 0 \\
\end{pmatrix}, \quad u = u(x_1, x_2) \in \mathbb{R}, \quad \omega = \alpha \theta_3 + \beta \theta_3 + \gamma, \quad k, \alpha, \gamma \in \mathbb{R}, \quad \beta \in \mathbb{C}.
\] (3.28)
The Gauss–Weingarten equations (3.25) are given by the matrices
\[
U_1 = \begin{pmatrix}
\partial_1 u & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -e^\omega \partial_1 \omega / k^2 & -e^\omega \partial_1 \omega / k^2 & \frac{1}{2} e^\omega H \omega^2 & -e^\omega \omega^2 / 2c \\
0 & 0 & 0 & 0 & 0 & 0 \\
-\partial_3 \omega / \omega & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}, \quad (3.29)
\]
\[
U_2 = \begin{pmatrix}
0 & 0 & -e^\omega \partial_3 \omega / k^2 & -e^\omega \partial_3 \omega / k^2 & \frac{1}{2} e^\omega H \omega^2 & -e^\omega \omega^2 / 2c \\
0 & \partial_2 u & 0 & 0 & 0 & 0 \\
0 & 0 & \partial_3 \omega / \omega & 0 & 0 & 0 \\
0 & 0 & 0 & \partial_4 \omega / \omega & 0 & 0 \\
0 & -\partial_3 \omega / \omega & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}. \quad (3.30)
\]
where the solution is

\[ U_3 = \begin{pmatrix} \frac{\partial_3 \omega}{\omega} & 0 & 0 & 0 & 0 \\ 0 & \frac{\partial_3 \omega}{\omega} & 0 & 0 & 0 \\ 0 & 0 & \frac{\partial_3 \omega}{\omega} & 0 & 0 \\ 0 & 0 & 0 & G/2k^2 & -1/2ck^2 \\ 0 & 0 & -G & 0 & 0 \end{pmatrix}, \tag{3.31} \]

\[ U_4 = \begin{pmatrix} \frac{\partial_4 \omega}{\omega} & 0 & 0 & 0 & 0 \\ 0 & \frac{\partial_4 \omega}{\omega} & 0 & 0 & 0 \\ 0 & 0 & \frac{\partial_4 \omega}{\omega} & 0 & 0 \\ 0 & 0 & 0 & G/2k^2 & -1/2ck^2 \\ 0 & 0 & 0 & -G & 0 \end{pmatrix}, \tag{3.32} \]

The geometric quantities (i.e. the functions \( H, G, \phi \) and \( \psi \)) are determined.

3.3.2. The case (3.b), \( \partial_3 \phi = \partial_4 \phi = 0 \). As a result for the case (3.b), the metric takes the form

\[ g = \begin{pmatrix} 0 & \frac{1}{2}e^\phi & 0 & 0 \\ \frac{1}{2}e^\phi & 0 & 0 & 0 \\ 0 & 0 & \frac{1}{2}e^\psi & 0 \\ 0 & 0 & 0 & \frac{1}{2}e^\psi \end{pmatrix}, \quad \phi = \phi(x_1, x_2) \in \mathbb{R}, \quad \psi = \psi(x_1, x_2) \in \mathbb{R}. \tag{3.37} \]

The Gauss–Weingarten equations (3.25) are given by the matrices

\[ U_1 = \begin{pmatrix} \frac{\partial_1 \phi}{\omega} & 0 & 0 & 0 & Q \\ 0 & 0 & 0 & 0 & \frac{1}{2}e^\phi H - e^\phi / 2c \\ 0 & 0 & \frac{\partial_1 \psi}{2} & 0 & 0 \\ 0 & 0 & 0 & \frac{\partial_1 \psi}{2} & 0 \\ -H & -2e^{-\phi} Q & 0 & 0 & 0 \end{pmatrix}. \tag{3.38} \]
$$U_2 = \begin{pmatrix}
0 & 0 & 0 & 0 & \frac{1}{2}e^\phi H & -e^\phi / 2c \\
0 & \partial_2\phi & 0 & 0 & Q & 0 \\
0 & 0 & \partial_2\psi / 2 & 0 & 0 & 0 \\
0 & 0 & 0 & \partial_2\psi / 2 & 0 & 0 \\
-2e^{-\phi}Q & -H & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0
\end{pmatrix},$$

(3.39)

$$U_3 = \begin{pmatrix}
0 & 0 & \partial_1\psi / 2 & 0 & 0 & 0 \\
0 & 0 & \partial_2\psi / 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & -e^{-\phi}\partial_2\psi / 2 & -e^{-\phi}\partial_1\psi / 2 & 0 & 0 & \frac{1}{2}e^\psi G & -e^\psi / 2c \\
0 & 0 & -G & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0
\end{pmatrix},$$

(3.40)

$$U_4 = \begin{pmatrix}
0 & 0 & 0 & \partial_1\psi / 2 & 0 & 0 \\
0 & 0 & 0 & \partial_2\psi / 2 & 0 & 0 \\
0 & -e^{-\phi}\partial_2\psi / 2 & -e^{-\phi}\partial_1\psi / 2 & 0 & 0 & \frac{1}{2}e^\psi G & -e^\psi / 2c \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -G & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0
\end{pmatrix},$$

(3.41)

and the remaining Gauss–Codazzi equations are reduced to one equation

$$\partial_1\partial_2 = 2e^{-\phi}|Q|^2 - \frac{1}{2}e^\phi \left(H^2 + \frac{1}{c}\right)$$

(3.42)

$$= \frac{e^\phi}{c} + \frac{\partial_1\partial_2}{1 + ce^{-\phi}\partial_1\partial_2} + \frac{ce^{-\phi}/2}{1 + ce^{-\phi}\partial_1\partial_2} \left(\partial_1\partial_2 + \frac{\partial_1\partial_2}{2}\right)^2$$

$$+ (2\partial_1\phi\partial_1\psi - \partial_1^2\psi - (\partial_1\psi)^2)(2\partial_2\phi\partial_2\psi - 2\partial_2^2\psi - (\partial_2\psi)^2))$$

subject to the constraint

$$\partial_1\psi\partial_2\psi < -\frac{e^\phi}{c}.$$  

(3.43)

The functions $Q, \bar{Q}, H$ and $G$ can be written explicitly in terms of $\phi$ and $\psi$, i.e.

$$\langle \partial_1^2 F, N \rangle = Q = Q(x_1, x_2) \in \mathbb{C},$$

(3.45)

$$\langle \partial_2^2 F, N \rangle = \bar{Q} = \bar{Q}(x_1, x_2) \in \mathbb{C},$$

(3.46)

$$\langle \partial_1\partial_2 F, N \rangle = \frac{1}{2}e^\phi H \in \mathbb{R},$$

(3.47)
\[ \langle \partial_3 \partial_4 F, N \rangle = \frac{1}{2} e^{\psi} G \in \mathbb{R}, \quad (3.48) \]
\[ Q = \epsilon \frac{\partial_1 \phi \partial_1 \psi - \partial_2^2 \psi - \frac{1}{2}(\partial_2 \psi)^2}{\sqrt{-c^{-1} - e^{-\phi} \partial_1 \psi \partial_2 \psi}}, \quad e^2 = 1, \quad (3.49) \]
\[ \bar{Q} = \epsilon \frac{\partial_2 \phi \partial_2 \psi - \partial_2^2 \psi - \frac{1}{2}(\partial_1 \psi)^2}{\sqrt{-c^{-1} - e^{-\phi} \partial_1 \psi \partial_2 \psi}}, \quad (3.50) \]
\[ H = -\epsilon \frac{c^{-1} + e^{-\phi} (\partial_1 \partial_2 \psi + \frac{1}{2} \partial_1 \psi \partial_2 \psi)}{\sqrt{-c^{-1} - e^{-\phi} \partial_1 \psi \partial_2 \psi}}, \quad (3.51) \]
\[ G = \epsilon \sqrt{\frac{-1}{c} - e^{-\phi} \partial_1 \psi \partial_2 \psi}. \quad (3.52) \]

4. Conclusions

In this paper, we have investigated the structural equations of supermanifolds with two bosonic and two fermionic independent variables through a moving frame formalism. We considered supermanifolds immersed in a Euclidean superspace, in a hyperbolic superspace and in a spherical superspace. By splitting the supermanifold into manifolds for each Grassmann number component, we obtained that the supermanifold can be expressed as copies of three different types of manifold in the Euclidean case and copies of two different types of manifold in the spherical and hyperbolical cases.

For the Euclidean superspace, considering the body-like type of manifold \( F_0 \), we obtain the same structural equations as for a surface immersed in a Euclidean space, i.e. the classical Gauss–Weingarten and the Gauss–Codazzi equations. This result ensures that, when we take the limit where all fermionic quantities vanish, we obtain the classical (non-super) differential geometry. For the manifold type called \( F_2 \) in a Euclidean space, we obtain that the structural equations are linked with the structural equations of a surface immersed in a spherical space (not Euclidean). For the manifold type called \( F_3 \) immersed in a Euclidean space, the solutions to the structural equations split into two non-trivial cases. For the case (2.a), where the metric coefficient in the direction of the bosonic variables (i.e. \( g_{12} \)) depends on the bosonic and fermionic variables and the metric coefficient in the direction of the fermionic variables (i.e. \( g_{34} \)) is constant, we obtain once again that the solution of the structural equations is linked with those of a surface immersed in a spherical space. For the case (2.b), where the metric coefficient in the direction of the bosonic variables (i.e. \( g_{12} \)) depends only on the bosonic variables and the metric coefficient in the direction of the fermionic variables (i.e. \( g_{34} \)) depends only on the fermionic variables, we obtain that the solution of the structural equations is linked to those of a surface immersed in a Euclidean space.

In the hyperbolic and the spherical cases, we obtain that the manifold called \( F_3 \) does not depend on the fermionic variables. Hence, it is a copy of the body-like manifold (called \( F_0 \)). The body-like manifold \( F_0 \) is equivalent to a surface immersed in a hyperbolic or spherical space. This result ensures that, when we take the limit where all fermionic quantities vanish,
we obtain the classical (non-super) differential geometry. For the manifold type called $F_3$, we obtain that the immersion can only exist in a hyperbolic space. In addition, a new function (called $G$) is needed to construct the structural equations. Once again, these structural equations split into two non-trivial cases. For the case (3.a), where the metric coefficient in the direction of the bosonic variables (i.e. $g_{12}$) depends on all independent variables and the metric coefficient in the direction of the fermionic variables (i.e. $g_{34}$) is constant, we were able to completely solve the structural equations. Also, it should be noted that the quantity $G$ is constant and the metric is linked with the Liouville equation, which is related to the supersymmetric minimal surface equations [12]. In the classical case, this development leads to a new analytic and geometric approach for minimal surfaces via orthogonal polynomials [5].

The question arises as to whether such relations can also be established in the supersymmetric case. For the case (3.b), where the metric does not depend on the fermionic variables, we were able to express all geometric quantities (associated with the Hopf differential $Q$, $\bar{Q}$, the mean curvature $H$ and the new quantity $G$) in terms of the metric coefficients. There remains a non-trivial link between the two metric coefficients provided by a non-linear PDE and a differential inequality. The immersion into a spherical and hyperbolic superspace is more restrictive than in a Euclidean superspace due to the fact that the geometric quantities are completely defined in the first case for non-body-like manifolds compared to the addition of a parameter in the Euclidean superspace.

This investigation can be extended in many directions. It would be interesting to investigate the immersion of supermanifolds in other types of superspaces to check if the structural equations allow more or less freedom than for the Euclidean superspace. It would also be interesting to consider a higher number of fermionic variables to check if one gets the same three or two types of manifolds or if one gets new types of manifolds. Since we obtained a new function $G$ in the structural equations for immersions in a hyperbolic superspace, it would be interesting to investigate the geometric meaning of this function and whether such a geometric characterization is complete up to certain affine transformations. A classification of the supermanifold could also be undertaken. It would be interesting to investigate the properties of the supermanifold if we consider solutions linked with minimal surfaces, especially since we obtained the Liouville equation in one of the cases of the hyperbolic superspace. In the classical (non-super) geometry of surfaces, Bonnet surfaces are known for their solutions linked with the Painlevé P6 equation (see e.g. [3] and references therein). It would be interesting to investigate if similar properties appear in a Bonnet-like supermanifold.
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**Appendix A**

The (previously unsolved) structural equations of section 2.3 are
\[ \partial_1 \partial_2 \psi + \frac{1}{2} e^\phi H^2 - 2 e^{-\phi} |Q|^2 + \frac{1}{2} e^{\phi - \psi} \partial_3 \phi \partial_4 \phi = 0, \]
\[ \partial_2 Q - \frac{1}{2} e^\phi \partial_3 H = 0, \quad \partial_1 \bar{Q} - \frac{1}{2} e^\phi \partial_3 H = 0, \]
\[ \partial_1 \partial_3 \phi = \partial_1 \partial_4 \phi = \partial_2 \partial_3 \phi = \partial_2 \partial_4 \phi = 0, \]
\[ \partial_1 \psi \partial_2 \psi = \partial_3 \phi \partial_3 \psi = \partial_3 \phi \partial_4 \psi = \partial_4 \phi \partial_3 \psi = \partial_4 \phi \partial_4 \psi = 0, \]
\[ 2 \partial_2 \psi + (\partial_3 \phi)^2 = 0, \quad 2 \partial_2 \phi + (\partial_4 \phi)^2 = 0, \]
\[ 2 \partial_3 \partial_4 \phi + \partial_1 \partial_2 \phi = 0, \]
\[ \partial_3 Q - \frac{1}{2} Q \partial_3 \phi = 0, \quad \partial_4 Q - \frac{1}{2} Q \partial_4 \phi = 0, \]
\[ \partial_3 H + \frac{1}{2} H \partial_3 \phi = 0, \quad \partial_4 H + \frac{1}{2} H \partial_4 \phi = 0, \]
\[ \partial_3 \bar{Q} - \frac{1}{2} Q \partial_3 \phi = 0, \quad \partial_4 \bar{Q} - \frac{1}{2} Q \partial_4 \phi = 0, \]
\[ \partial_3 \partial_3 \phi = \partial_4 \partial_4 \phi = 0, \quad \partial_3 ^2 \psi = \partial_4 ^2 \psi = 0. \]

**Appendix B**

The (previously unsolved) structural equations of section 3.3 are
\[ \partial_1 \partial_2 \phi + \frac{1}{2} \left( H^2 + \frac{1}{c} \right) - 2 e^{-\phi} |Q|^2 + \frac{1}{2} e^{\phi - \psi} \partial_3 \phi \partial_4 \phi = 0, \]
\[ \partial_2 Q - \frac{1}{2} e^\phi \partial_3 H = 0, \quad \partial_1 \bar{Q} - \frac{1}{2} e^\phi \partial_3 H = 0, \]
\[ \partial_3 Q - \frac{1}{2} Q \partial_3 \phi = 0, \quad \partial_3 H + \frac{1}{2} (H - G) \partial_3 \phi = 0, \quad \partial_3 \bar{Q} - \frac{1}{2} Q \partial_3 \phi = 0, \]
\[ \partial_4 Q - \frac{1}{2} Q \partial_4 \phi = 0, \quad \partial_4 H + \frac{1}{2} (H - G) \partial_4 \phi = 0, \quad \partial_4 \bar{Q} - \frac{1}{2} Q \partial_4 \phi = 0, \]
\[ \partial_1 G + \frac{1}{2} (G - H) \partial_1 \psi - e^{-\phi} Q \partial_2 \psi = 0, \quad \partial_2 G + \frac{1}{2} (G - H) \partial_2 \psi - e^{-\phi} \bar{Q} \partial_1 \psi = 0, \]
\[ \frac{1}{c} + G^2 + e^{-\phi} \partial_1 \phi \partial_2 \psi = 0, \quad \partial_1 \psi = \partial_4 \psi = 0, \quad \partial_3 G = \partial_4 G = 0, \]
\[ \frac{1}{c} + \frac{G H + e^{-\psi} \left( \partial_1 \partial_3 \phi + \frac{1}{2} \partial_1 \partial_4 \phi \right) + e^{-\phi} \left( \partial_1 \partial_2 \psi + \frac{1}{2} \partial_1 \partial_2 \psi \right) = 0, \]
\[ \partial_1 \psi \partial_3 \phi = \partial_1 \psi \partial_4 \phi = \partial_2 \psi \partial_4 \phi = \partial_2 \psi \partial_3 \phi = \partial_2 \psi \partial_3 \phi = \partial_2 \psi \partial_4 \phi = 0, \]
\[ \partial_1 \partial_3 \phi = \partial_1 \partial_4 \phi = \partial_2 \partial_3 \phi = \partial_2 \partial_4 \phi = 0, \]
\[ 2 \partial_2 \psi + (\partial_1 \psi)^2 - 2 \partial_1 \phi \partial_2 \psi + 4 G Q = 0, \quad 2 \partial_2 \psi + (\partial_1 \psi)^2 - 2 \partial_2 \phi \partial_2 \psi + 4 \bar{Q} Q = 0, \]
\[ 2 \partial_2 \phi + (\partial_1 \phi)^2 = 0, \quad 2 \partial_1 \phi + (\partial_1 \phi)^2 = 0, \quad \partial_3 ^2 e^\phi = \partial_4 ^2 e^\phi = 0. \]
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