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Abstract—Most existing graph neural networks (GNNs) learn node embeddings using the framework of message passing and aggregation. Such GNNs are incapable of learning relative positions between graph nodes within a graph. To empower GNNs with the awareness of node positions, some nodes are set as anchors. Then, using the distances from a node to the anchors, GNNs can infer relative positions between nodes. However, position-aware GNNs (P-GNNs) arbitrarily select anchors, leading to compromising position awareness and feature extraction. To eliminate this compromise, we demonstrate that selecting evenly distributed and asymmetric anchors is essential. On the other hand, we show that choosing anchors that can aggregate embeddings of all the nodes within a graph is NP-complete. Therefore, devising efficient optimal algorithms in a deterministic approach is practically not feasible. To ensure position awareness and bypass NP-completeness, we propose position-sensing GNNs (PSGNNs), learning how to choose anchors in a backpropagatable fashion. Experiments verify the effectiveness of PSGNNs against state-of-the-art GNNs, substantially improving performance on various synthetic and real-world graph datasets while enjoying stable scalability. Specifically, PSGNNs on average boost area under the curve (AUC) more than 14% for pairwise node classification and 18% for link prediction over the existing state-of-the-art position-aware methods. Our source code is publicly available at: https://github.com/ZhenyueQin/PSGNN.

Index Terms—Graph neural networks (GNNs), position-aware.

I. INTRODUCTION

A recent new trend of current studies on neural networks is to design graph neural networks (GNNs) for learning network structured data, such as molecules, biological, and social networks [1], [2]. To extract meaningful node representations, GNNs commonly follow a recursive neighborhood aggregation pattern. Specifically, each node aggregates its own and neighbors’ feature vectors, followed by a nonlinear transformation. As the iteration continues, a node steadily aggregates information of increasingly distant neighbors. We refer to this pattern as the approach of message passing and aggregating. This learning paradigm has been demonstrated to be effective on many tasks, such as classification for nodes and graphs, link prediction, and graph generation.

Despite the effectiveness of learning node representations with the approach of message passing and aggregating, it cannot extract relative positions between nodes within a graph [3]. However, knowing relative positions is essential for a variety of tasks [4], [5]. For example, nodes are more likely to have connections and locate in the same community with other nodes that have smaller distances between them [6]. Thus, discovering relative distances between nodes can benefit tasks of link prediction and community detection.

In this brief, we focus on the graphs whose node features are all identical. This setting has applications in the real world where the node properties are hard or sensitive to obtain. Under this scenario, we solely rely on the network’s topological structure to conduct various downstream tasks such as community detection and link prediction. Information of pairwise distances between two nodes then becomes the indispensable only cue. Hence, we require the GNNs that are capable of position awareness for nodes.

To empower GNNs with being position-aware, recently, You et al. [3] proposed position-aware GNNs (P-GNNs) by setting some nodes within the graph as anchors. Thereby, other nodes can know their relative distances by comparing their distances to anchors [3]. However, P-GNNs select anchors in a random fashion [3]. When the anchors are ill-selected, two issues arise: 1) Anchors are not evenly distributed within the graph. In P-GNNs, nodes learn their feature vectors via aggregating...
the representations of different anchors, and anchors extract features via aggregating information of their neighbors. Thus, if the anchors concentrate in a small subgraph (see the left of Fig. 1), anchors cannot extract comprehensive information of a graph, leading to the poor representations of nodes far away from the anchors.

2) Anchors are located on symmetric nodes. Given the condition that all the nodes have the same features, two nodes are of symmetry if their learned representations are the same via message passing and aggregating, that is, the two subgraphs around the two nodes are isomorphic. If two anchors are symmetric, the distances from two symmetric nodes to the two anchors will be the same, causing position unawareness.

To address the drawbacks due to random anchor selection mentioned above, we propose position-sensing GNNs (PSGNNs). Instead of selecting anchors arbitrarily, the PSGNN contains a learnable anchor selection component, enabling the network to choose anchors in a backpropagatable approach. Theoretically, we show selecting a case of the smallest set of anchors is NP-complete. This reflects the hardship of selecting anchors, leading to the impracticability of choosing optimal anchors with an efficient deterministic algorithm. Thus, selecting anchors through heuristic approaches like learning is inevitable. Practically, PSGNNs exhibit substantial improvement over a range of existing competitive GNNs on many graph datasets. Subsequent analysis discovers that PSGNNs select well-distributed and asymmetric anchors (see the right one in Fig. 1). Furthermore, the performance of the PSGNN steadily grows as the graph size enlarges, reflecting its desirable scalability.

We summarize our contributions as follows.

1) We show a case of selecting the minimum number of anchors is NP-complete.
2) We propose PSGNNs that can learn to select ideal anchors in a backpropagatable fashion, outperforming various existing state-of-the-art models.
3) PSGNNs also reveal desirable scalability, learning relative positions between nodes well on giant graphs.

II. RELATED WORK

Sperduti et al. [7] first utilized neural networks to directed acyclic graphs, which motivated pioneering research on GNNs. Then, a series of work on recurrent GNNs (RecGNNs) emerged, such as [8].

Encouraged by CNNs’ success on computer vision, researchers start applying convolutional operations to graphs. These approaches are under the umbrella of convolutional GNNs, such as [9] and [10]. Spectrum-based graph convolutional networks are a subclass of convolutional GNNs [11]. Spectrum-based GNNs map input graphs to spectrum representations, indicating the degree of diffusion [12]. Original spectrum-based GNNs directly utilize Laplacian transformation [13] and the convolution theorem [14] to conduct convolutional operations on graphs [15]. To reduce the computational cost of Laplacian transformation, the Chebyshev approximation has been applied to address the high computational-cost operations [16]. Using the first two terms of the Chebyshev polynomials, Kipf and Welling [17] proposed graph convolutional networks. Following [17], various other GNNs have been conceived, including both the spectral-based approaches and the spatial-based approaches, such as graph attention networks (GATs) [18], graph sampling and aggregate (GraphSAGE) [19], and graph isomorphism networks (GINs) [20]. On the other hand, a range of network embeddings methods have also been presented, such as DeepWalk [21], LINE [22], and node2vec [23]. In a recent advancement, Peng et al. [24] proposed a reverse graph learning approach for GNNs, addressing the initial graph’s imperfections and extending GNN applications to out-of-sample data points.

All the mentioned approaches follow the message passing and aggregating paradigm. GATs assign different weights to the messages received from distinct neighbors [18]. For GraphSAGE, a node receives messages from a sampled set of neighbors [19], instead of collecting embeddings from all the neighbors, and GINs are inspired by the graph isomorphism problem to build GNNs that have the equivalent capability with the Weisfeiler–Lehman (WL) test [20].

Despite the improved performance, GNNs based on message passing and aggregating suffer from the oversmoothing problem [25], i.e., as the number of network layers increases, the performance of GNNs decreases. To address oversmoothing, Li et al. [26] proposed deep graph convolutional networks using residual connections to improve the efficiency of backpropagation.

To study the theoretical power of GNNs, Xu et al. [20] state that the capability of existing GNNs in differentiating two isomorphic graphs does not exceed the 1-Weisfeiler–Lehman (1-WL) test [27]. In other words, without assigning different nodes with distinct features, many existing GNNs, e.g., GCNs [17] and GraphSage [19], embed nodes in symmetric locations into the same embeddings.

Hence, although the above GNNs demonstrate excellent performance in some tasks such as node classification, the node embeddings learned by these GNNs do not contain relative positions for two nodes in symmetric locations. To enable position awareness in GNNs, You et al. [3] presented P-GNNs and are the most relevant model to our proposed model. P-GNNs set some nodes within the graph as anchors so that other nodes can know their relative distances from the designated anchors. Building on the framework of [3], Huo et al. [28] and Tiezzi et al. [29] further explore GNNs in trust evaluation and graph drawing, respectively, demonstrating the versatility and impact of P-GNNs.

You et al. [3] also introduced the identity-aware GNN (ID-GNN) that can extend the expressing capability of GNNs beyond the 1-WL test. However, the work focuses on empowering different nodes with distinct representations instead of making GNNs position-aware, that is, the embeddings of two nodes learned by ID-GNNs do not preserve their distance information, whereas this information is retained with low distortion by P-GNNs.

Regardless of the possibility of learning relative distances between graph nodes, P-GNNs select anchors randomly. This brief shows that the random selection of anchors leads to performance compromise and position unawareness. Moreover, we present a solution model: PSGNNs, to address the problems of random anchor selection.

III. PRELIMINARIES

A. Graph Neural Networks

GNNs are able to learn the lower dimensional embeddings of nodes or graphs [1]. In general, GNNs apply a neighborhood aggregation strategy [1] iteratively. The strategy consists of two steps

\[ a^{(l)}_v = \text{Aggregate}^{(l)}(\{h^{(l-1)}_u | u \in \text{Neighbor}(v)\}) \]

\[ h^{(l)}_v = \text{Combine}^{(l)}(h^{(l-1)}_v, a_v) \]

In the above equations, Aggregate(·) is the function to aggregate all the information of the neighbor nodes around node \( v \). Moreover, \( h^{(l)}_v \) stands for the embedding of node \( v \) at layer \( l \). The iterations continue for \( l \) steps. The number \( l \) is the layer number. To reduce verbosity, we refer to the GNNs following the mentioned pattern of aggregating and combining simply as standard GNNs.

IV. RELATIVE POSITIONS LEARNING

To reiterate, P-GNNs [3] aim to enable position awareness during GNNs learning embeddings via message passing and aggregating. For example, as shown in Fig. 2, the two symmetric nodes will
be assigned with the same embeddings by a standard GNN, but their distances to the anchors are different [3]. Therefore, using the distances from every node to the anchors, P-GNNs will know the relative positions among nodes.

Although P-GNNs have been equipped with position awareness of nodes, P-GNNs select anchor sets in a random fashion. Such randomness leads to two problems.

First, the neighbors of randomly selected anchors may not cover all the nodes within a graph. Here, we say that if a node is a $d$-hop neighbor of an anchor, where $d$ is the number of layers for a GNN to learn anchor embeddings, we then say the anchor covers the node. We consider that anchors are better if they can cover every node within the graph because we assume that such anchors together contain more knowledge about the features and structures of the graph than anchors covering only a subset of graph nodes. For example, Fig. 3 exhibits the anchors’ cases covering more and fewer nodes. We consider the coverage of anchors being nonoverlapping is better than being overlapped since the mutually nonoverlapping anchor coverage leads to different anchors containing information of distinct nodes. Thus, the features of two anchors are more likely to be orthogonal.

Second, as Liu et al. [30] have also pointed out, if anchors are located on symmetric nodes, symmetric nodes will have the same distances to the anchors. Consequently, P-GNNs become position-unaware for some graph nodes. For example, as shown in Fig. 3(a), two anchors (the red nodes) are located on symmetric nodes. As a result, the two symmetric nodes will then have the same embeddings learned from a P-GNN since the two distances to the two anchors from the two nodes are the same. The symmetric anchors then cause the embeddings of the two nodes not to be differentiable, making P-GNNs fail to capture the relative positions between them.

Our proposed approach is motivated by these two limitations. In sum, both problems root in flawed anchor selection. One intuitive idea can be to devise deterministic algorithms for choosing anchors. However, in the following, we show that selecting anchors is not a trivial problem. Concretely, we define the set of anchors of a graph $g = (\mathcal{V}, \mathcal{E})$ as a set of nodes $A \subseteq \mathcal{V}$. We define that anchor $a$ covers node $v$ if the distance between them is less than or equal to $d$, where $d$ is a parameter to be set beforehand. We see that when $d = 1$, selecting the smallest set of anchors that cover the entire graph is equivalent to the smallest dominant set problem. The latter one is NP-complete, reflecting the hardship of the anchor selection problem. Fig. 4 provides an visual overview of the training process.

V. OUR APPROACHES

A. Problem Formulation

We aim to create a neural network that learns to pick the representative anchors in order to conduct various downstream tasks, where anchors are previously defined as a set of nodes $A \subseteq \mathcal{V}$. Features of these anchors comprise information of the entire graph. Mathematically, we can express model $s_\phi$ for selecting anchors as

$$s_\phi : (\mathcal{V}, \mathcal{E}) \rightarrow \{v_i\}_{i=1}^K$$

where $\phi$ denotes the parameters of model $s$, $\{\mathcal{V}, \mathcal{E}\}_{i=1}^N$ is a set of graphs, $\mathcal{V}$ and $\mathcal{E}$ correspond to vertices and edges, respectively, and $\{v_i\}_{i=1}^K$ is the picked $K$ anchors. Again, we define a set of anchors to be a subset of vertices within a graph. We consider a set of anchors to be optimum if, for every vertex, its distance to the nearest anchor within the anchor set is smaller than $D$, where $D$ is a hyperparameter to be set. Formally, given a predefined value $D$, anchor set $A$ is optimum if

$$\forall v \in \mathcal{V}, \exists a \in A : d(a, v) \leq D$$

where function $d$ evaluates the distance between two nodes within a graph.

B. Position-Sensing GNN

We desire to devise a learning model that can achieve the anchor selection process of (1) in a backpropagatable manner, followed by certain downstream tasks. To this end, we design the PSGNN. It comprises two components: 1) the anchor selection component and 2) the positional feature learning component. In the following, we describe the two components in detail.

C. Anchor Selection Component

The anchor selection component is a composition of a feature aggregator $\mathcal{F}_\phi$ and an anchor picker $\mathcal{P}_\phi$, returning a vector $o$, expressed as

$$\mathcal{P}_\phi \circ \mathcal{F}_\phi(\mathcal{V}, \mathcal{E}) = o.$$ (3)

The algorithmic procedure is outlined in the first part of Algorithm 1. In the following, we concretely describe feature aggregator $\mathcal{F}_\phi$ and anchor picker $\mathcal{P}_\phi$.

1) Feature Aggregator: The feature aggregator component $\mathcal{F}_\phi$ can be an arbitrary GNN model such as GCN [17], GAT [18], and GIN [20]. For each layer’s operation, these models can be formulated as

$$x_i^{(l)} = y_\phi \left( x_i^{(l-1)} \square_{j \in N(i)} (x_j^{(l-1)}, e_{ij}) \right)$$

where $\square$ stands for the operation of passing messages and aggregating information of neighboring nodes, $l$ represents the layer, $e_{ij}$ denotes the feature of the edge between nodes $j$ and $i$,$^1$ $N(i)$ stands for the set of neighbors of node $i$, and $y_\phi$ is a function for updating the node’s feature based on its own embedding and the aggregated neighboring information.

$^1$We include the notion of edge features here for completeness. In our implementation, no edge feature is utilized.
2) Anchor Picker: The key idea for anchor picker $\mathcal{P}_\phi$ is to transform each node’s embedding to a scalar, indicating the likelihood of the node being selected as an anchor. The anchor picker comprises four steps to achieve this end.

   a) Transforming features: First, we apply an affine layer to transform the node embeddings to be scalar values, followed by a normalization layer. In our implementation, the normalization is $\ell_2$-norm. Other normalization layers can also be used. We denote this process as $f_\phi^{(i)}(\mathbf{x}^{(i)}), \text{ where } \mathbf{x}^{(i)} \text{ stands for the node embeddings from feature aggregator } \mathcal{F}_\phi$.

   b) Adding noise: Next, we need to trade off between exploration and exploitation of selecting anchors. Exploration is to select the anchors that have not been selected before, and exploitation is to stick using the previously selected anchors that lead to low-loss values. To this end, we add a randomly generated noise $\epsilon \sim \mathcal{N}(0, I) \in \mathbb{R}^N$ to the likelihood vector $\mathbf{o}$

   $$\mathbf{o} + \alpha \cdot \epsilon$$

   where $\alpha$ is a hyperparameter controlling the tradeoff. Larger $\alpha$ indicates more randomness, that is, it is to improve the searching space. We set $\alpha$ based on the performance evaluated on the validation set.

   c) Creating the Boolean mask: Up to here, every node has a value indicating its likelihood of being selected as an anchor. We use $\mathbf{o} \in \mathbb{R}^N = (o_1, \ldots, o_N)$ to denote these values, where each entry corresponds to a node’s likelihood. We then desire to select embeddings of $K$ nodes whose likelihoods are the top-$K$ largest. We implement this desirability as follows to enable differentiability. First, we perform ARGSOFT on these $N$ values, where the larger values result in smaller indices. Then, we create a Boolean mask $\mathbf{m}$ such that the indices larger than $K$ will have mask value 0 and the others have mask value 1, that is, the nodes that are the top-$K$ most likely to be anchors will have the mask value 1.

   d) Selecting anchors: Finally, using the above Boolean mask, we select embeddings of the nodes corresponding to the top-$K$ largest likelihoods. They form the anchor tensor where each row corresponds to an anchor’s embedding, denoted as $\mathcal{A} \in \mathbb{R}^{K \times \#}$.

To illustrate, if we are to choose $K = 2$ anchors, then given the assumption where after adding noise $\epsilon$, the 2nd and 4th dimensions are of the top-2 maximum within the output vector $\mathbf{o}$ of the anchor selection component, and the nodes with IDs 2 and 4 will be selected as the anchors. Then, we extract their embeddings as the anchor tensor for the subsequent feature learning.

D. Positional Feature Learning Component

Once we have determined the anchors, we then launch the positional feature learning component to extract the position-aware node embeddings. The detailed algorithmic steps are outlined in the second part of Algorithm 1. To be more specific, for each node $v$, we iterate every anchor $\mathcal{A}_i$ within the anchor tensor $\mathcal{A}$ to assign an anchor for node $v$, where $i$ stands for an index of the tensor. We initialize a tensor $\mathbf{M}_v$, where each dimension records the representation of an anchor over node $v$. For example, $\mathbf{M}_v[i]$ stands for the information of anchor $i$ on node $v$. This information is obtained with the following steps.

1) For each anchor $\mathcal{A}_i$ within the anchor tensor $\mathcal{A}$, we calculate its distance to the node $v$ and map the distance to an embedding: $d^{}(v, \mathcal{A}_i)$.

2) We increase the dimension of the distance’s representations as $\mathbf{h}_A$ with an MLP: $f_{\phi}^{(2)}(\mathbf{h}_A)$.

3) We concatenate the representations of the distance with the node’s embedding, recorded in $\mathbf{M}_v[i]$: $\mathbf{M}_v[i] \leftarrow \text{CAT}(\mathbf{h}_A, \mathbf{h}_v)$.

4) We apply an MLP on the concatenated feature: $\mathbf{M}_v[i] \leftarrow f_{\phi}^{(3)}(\mathbf{M}_v[i])$.

5) Once we have obtained a feature of every anchor for node $v$, we apply an aggregating operator on these $K$ features: $\mathbf{h}_v = \text{AGG}((\mathbf{M}_v[i], \forall i \in [1, K]))$. Concretely, we map every row’s representation to a scalar, followed by a reshape operator. Then, every node’s representation will be of dimension $K$, where each entry corresponds to an anchor.

The most consuming component of the proposed algorithm lies on calculating the complexity of pairwise note distances. For example, the time complexity is $O(|V|^3)$ and the space complexity is $O(|V|^2)$ if using the Floyd–Warshall algorithm. Nonetheless, calculating pairwise node distances can happen in a preprocessing step before the neural network operates. If we can access these distances in $O(1)$, the time and space complexities of the proposed PSGNN for one layer are $O(K \cdot |V|)$ and $O(1)$, respectively.

E. Working Mechanisms

Our PSGNN learns to select anchors in a trial-and-error approach. With backpropagation, it can choose increasingly more appropriate anchors for downstream tasks. We show the intuitive working mechanisms here.

Suppose that there is only one anchor, and the node with ID 3 (denoted as node 3 for brevity) is the ideal anchor. However, the anchor selection component wrongly chooses node 4 as the anchor, that is, the likelihood in the 4th entry of output vector $\mathbf{o}$ is larger than that of the 3rd entry, i.e., $o_4 > o_3$. Since PSGNN contains randomness in selecting anchors, given enough times of sampling, node 3 will be selected as an anchor at some time. As node 3 is more appropriate to be an anchor than node 4, the loss value is likely to be smaller. As a result, backpropagation will increase $o_4$. Next time, $o_4$ will have a higher chance in selecting node 3.

2In practical implementation, calculating the shortest distances can be performed as a preprocessing step. We can then store these pre-calculated distances for future access to reduce computational complexity.
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Algorithm 1 Procedures of the PSGNN for an Epoch

Input: Graph $G = (V, E)$; Node input features $\{x^{(0)}_v\}$
Output: Position-Aware Node embeddings

// (1) anchor selection component.
for $l = 1, \ldots, D$ do
    // synthesizing features for selecting anchors.
    for $v \in V$ do
        // collect neighbor features.
        $x_v^{(l)} = \gamma_l(x_v^{(l-1)}, \{x_u \mid u \neq v, u \in N(v)\}, c_{ij})$;
    end
// add noise for exploration.
$o = n(f_\phi(x^{(0)})) + \alpha \cdot \epsilon \sim N(0, 1)$;
// select $K$ anchors, obtain their embeddings.
$\zeta = \text{ARGSORT}(o_1, \ldots, o_N)$;
$m = \text{BOOLEAN}(|\zeta| \leq K)$;
$A = \text{SELECT}(x^{(0)}, m) \in \mathbb{R}^{K \times K}$;

// (2) positional feature learning component.
for $l = 1, \ldots, L$ do
    for $v \in V$ do
        $M_v = 0 \in \mathbb{R}^{K \times K}$;
        for $i = 1, \ldots, K$ do
            // calculate the distance between node $v$ and anchor $A_i$.
            $d = d(v, A_i)$;
            // transform the distance to an embedding.
            $h_b = f_\phi^b(d)$;
            // concatenate the distance embedding with the node embedding.
            $M_v[i] \leftarrow \text{CAT}(h_b, h_v)$;
            // applying an MLP on the concatenated representations.
            $M_v[i] \leftarrow f_\phi^o(M_v[i])$;
        end
    // aggregate representations of every anchor in tensor $A$ over node $v$.
    $h_v = \text{AGG}(M_v[i], \forall i \in [1, K])$;
end

VI. EXPERIMENT

A. Datasets and Tasks

We conduct experiments on both synthetic and real-world graph datasets. We employ the following three datasets for the link prediction task.

1) Communities: A synthetic connected caveman graph with 20 communities, each community consisting of 20 nodes. Every pair of communities is mutually isomorphic.

2) Grid: A synthetic 2-D grid graph of size 20 \times 20 (400 nodes) is with all the nodes having the same feature.

3) Bio-Modules: An artificial gene regulatory network produced by simulated evolutionary processes [31]. A link reflects two genes that have mutual effects. Each node contains a 2-D one-hot vector, indicating that the corresponding gene is either in activation or repression.

4) Cora, CiteSeer, and PubMed: Three real-world citation networks consist of 2708, 3327, and 19 717 nodes, with each node representing an artificial intelligence article [18]. Every dimension of the node’s feature vector is a binary value, indicating the existence of a word.

We also perform the pairwise node classification task on the following three datasets. In pairwise node classification, every two nodes are associated with a label. We are predicting the labels of a group of unseen node pairs.

1) Communities: The structure is the same as described above. Each node’s label corresponds to the community it is belonging.

2) E-Mails: Seven real-world e-mail communication networks from SNAP [32]. Each graph comprises six communities. Every node has a label indicating the community to which it belongs. Each node represents a person. A link between person $u$ and person $v$ indicates that person $u$ has sent at least one e-mail to person $v$.

3) Protein: The 1113 real-world protein graphs from [33]. Each node contains a 29-D feature vector and is labeled with a functional role of the protein.

B. Experimental Setup

1) Networks: We employ the generalized graph convolution network [34] as the network of the anchor selection component. The embedding size of both an anchor and a vertex is set to be the same. In our implementation, this number is 32. This setting is consistent throughout all the evaluated models.

2) Train/Valid/Test Split: We follow the setting from [3] and use 80% existing links and the same number of nonexisting ones for training, as well as the remaining two sets of 10% links for validating and testing. We report the performance on the test set using the model, which achieves the highest accuracy on the validation set. For a task on a specific dataset, we independently train ten models with different random seeds and train/validation splits and report the average performance and the standard deviation. As for the choice of hyperparameters, we follow the same setting as in [3]. We have also evaluated the models with various combinations of hyperparameters. The performance did not show a significant difference with the models using the hyperparameters of [3].

3) Loss Functions: Binary cross entropy is employed as the loss function to train the PSGNN.

4) Baselines: We compare the PSGNN against existing popular GNN models. To ensure the reliability and reproducibility of the experimental results, we carefully selected and adjusted the hyperparameters for each model.

5) Hyperparameters: For each model, we conducted a grid search on the validation set to tailor the optimal hyperparameters specifically for the pairwise node classification on the communities dataset and the link prediction on the communities dataset. We present these hyperparameters in Table I. For other datasets in the pairwise node classification, we applied the hyperparameters optimized for the communities dataset. Similarly, for other datasets in the link prediction, we utilized the hyperparameters fine-tuned for the communities dataset. Next, we will provide the detailed explanations of some hyperparameters based on experiments conducted on the pairwise node classification and link prediction tasks using the communities dataset.
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TABLE I
OPTIMAL HYPERPARAMETER IDENTIFIED THROUGH HYPERPARAMETER TUNING. (a) OPTIMAL HYPERPARAMETER ON PAIRWISE NODE CLASSIFICATION. (b) OPTIMAL HYPERPARAMETER ON LINK PREDICTION

(a)

| Methods      | Number of Training Epochs | Learning Rate | Dropout Rate | Number of Anchors | Dimension of Node Embedding | The Number of Heads | Number of Layers | Batch Normalization |
|--------------|---------------------------|--------------|--------------|-------------------|-----------------------------|-------------------|-----------------|--------------------|
| GCN [16]     | 2000                      | 0.008        | 0.5          | NA                | 64                          | NA                | 3               | Used               |
| GraphSAGE [18]| 2000                      | 0.002        | 0.5          | NA                | 64                          | NA                | 3               | Used               |
| GAT [17]     | 2000                      | 0.004        | 0.5          | NA                | 64                          | 2                 | 4               | Used               |
| GIN [19]     | 2000                      | 0.004        | 0.6          | NA                | 32                          | NA                | 3               | Used               |

Position-Aware Methods

| Methods      | Number of Training Epochs | Learning Rate | Dropout Rate | Number of Anchors | Dimension of Node Embedding | The Number of Heads | Number of Layers | Batch Normalization |
|--------------|---------------------------|--------------|--------------|-------------------|-----------------------------|-------------------|-----------------|--------------------|
| P-GNN [3]    | 2000                      | 0.001        | 0.4          | log N             | 128                         | NA                | 4               | Unused             |
| A-GNN [29]   | 2000                      | 0.001        | 0.2          | log N             | 64                          | NA                | 3               | Used               |
| PSGNN        | 2000                      | 0.001        | 0.3          | log N             | 128                         | NA                | 4               | Unused             |

(b)

| Methods      | Number of Training Epochs | Learning Rate | Dropout Rate | Number of Anchors | Dimension of Node Embedding | The Number of Heads | Number of Layers | Batch Normalization |
|--------------|---------------------------|--------------|--------------|-------------------|-----------------------------|-------------------|-----------------|--------------------|
| GCN [16]     | 2000                      | 0.008        | 0.4          | NA                | 64                          | NA                | 3               | Used               |
| GraphSAGE [18]| 2000                      | 0.002        | 0.6          | NA                | 64                          | NA                | 3               | Used               |
| GAT [17]     | 2000                      | 0.004        | 0.5          | NA                | 64                          | 2                 | 4               | Used               |
| GIN [19]     | 2000                      | 0.004        | 0.6          | NA                | 32                          | NA                | 3               | Used               |

Position-Aware Methods

| Methods      | Number of Training Epochs | Learning Rate | Dropout Rate | Number of Anchors | Dimension of Node Embedding | The Number of Heads | Number of Layers | Batch Normalization |
|--------------|---------------------------|--------------|--------------|-------------------|-----------------------------|-------------------|-----------------|--------------------|
| P-GNN [3]    | 2000                      | 0.001        | 0.3          | log N             | 128                         | NA                | 4               | Unused             |
| A-GNN [29]   | 2000                      | 0.001        | 0.4          | log N             | 128                         | NA                | 3               | Used               |
| PSGNN        | 2000                      | 0.001        | 0.3          | log N             | 128                         | NA                | 4               | Unused             |

TABLE II
AUC SCORES AND TRAINING TIME OF PSGNN MODEL ACROSS TASK PAIRWISE NODE CLASSIFICATION AND LINK PREDICTION ON VARIOUS DATABASES: IMPACT OF NUMBER OF ANCHORS ON AUC AND TRAINING TIME (SECONDS), USING TWO NVIDIA 2080-Ti GPUs

We uniformly set the number of training epochs to 2000 for all models. Through experimentation, we have determined that 2000 epochs are sufficient for all the models under consideration to reach convergence. To avoid overfitting, we adopt an early stopping strategy and select the model with the best performance on the validation set.

We utilize the Adam [35] optimizer for training all the models. Adam is well-suited for this task as it leverages both the moving averages of the gradients and the element-wise square of the gradients to dynamically adjust the learning rates during the training process. This adaptive learning rate mechanism can compensate for suboptimal choices of the initial learning rate. Through our experiments, we have established that, between Adam and SGD [36], Adam is the better choice.

Next, I will show the search ranges for different hyperparameters used in the grid search.

1) Learning Rate: We searched starting from 0.0005 and doubling it each time (i.e., 0.0005, 0.001, and 0.002), continuing this process up to 0.064. Because we found that the area under the curve (AUC) score did not improve with the increase in learning rate, we stopped when we searched for 0.064.

2) Dropout Rate: We searched starting from 0.0 and incrementing by 0.1 each time (i.e., 0.0, 0.1, and 0.2), continuing this up to 0.9.

3) The Number of Heads for GAT: We searched starting from 1 and incrementing by 1 each time (i.e., 1, 2, and 3), continuing this up to 5. Because we found that the AUC score did not
improve with the increase in the number of heads for GAT, we stopped when we searched for 5.

4) The Number of Layers: We searched starting from 2 and incrementing by 1 each time (i.e., 2, 3, and 4), continuing this up to 5. Layers include an input layer, an output layer, and hidden layers. Because we found that the AUC score did not improve with the increase in the number of layers, we stopped when we searched for 5.

5) The Dimension of Node Embedding: We searched starting from 1 and doubling it each time (i.e., 1, 2, and 4), continuing this process up to 512. Because we found that the AUC score did not improve with the increase in the dimension of node embedding, we stopped when we searched for 512.

6) Batch Normalization: We searched using both using and not using it.

Furthermore, we set the number of anchors to be log \( N \), where \( N \) is the number of nodes within a graph. These settings follow [3]. Drawing from the Bourgain theorem presented in [3], we understand that choosing \( \log^2 N \) anchors can guarantee low distortion embedding. However, our experiments have revealed that opting for \( \log N \) anchors also yields similar performance while reducing computational cost. To show it, we conducted a series of experiments, the results of which are showcased in Table II.

\( \alpha \) in (5) is set to be 0.5. All the GNN models contain three layers. The implementation is based on the PyTorch framework trained with two NVIDIA 2080-Ti GPUs.

C. Comparison Against State-of-the-Art

Table III demonstrates comparing the performance of PSGNNs with existing competitive GNN models on the above datasets for pairwise node classification and link prediction. We discover that since the GCN [17] and its variants cannot be aware of node positions, they reveal nearly random performance on both tasks' datasets. Other position-unaware models show negligible improvements over GNNs. In contrast, P-GNNs exhibit breakthrough improvements on some datasets. Moreover, our PSGNNs further substantially enhance the performance over P-GNNs, achieving the best AUC scores on all the datasets of both tasks. In particular, the average increase on the e-mail and grid datasets reaches more than 27%, and the AUC scores for all the synthetic datasets surpass 0.9. These performances indicate the effectiveness of our PSGNNs.

On the other hand, PGNNs first select different anchor sets, and then, within each anchor set, a node chooses the anchor as the one having the minimum distance to the node within the set. In contrast, instead of selecting anchors from the pre-selected anchor sets as P-GNNs, PSGNNs directly select anchors, leading to a lower computational complexity than that of P-GNNs.

D. Analysis on Scalability

We also study the scalability of PSGNNs and other GNNs, that is, how the performance changes as the graph size increases. The results are reported in Table IV. We discover that for the GNNs to be position-unaware, their performances are similar to randomness, as their AUC scores are negligible on both tasks' datasets. Other position-aware methods show increasing AUC scores as the graph size increases. The performances indicate the effectiveness of our PSGNNs.

The complexity of selecting an anchor with rule-based heuristics and learning methods, as well as their AUC results on communities for pairwise node classification (pairwise cls) and on grids for link prediction (link pred), is just for determining the anchors (the anchor selection component). The best results are highlighted in bold face with the red color.

| Methods | Complexity | Tasks | Fair Node Cls | Link Pred |
|---------|------------|-------|----------------|-----------|
| Degree | \( O(\sqrt{V}) \) | 0.930 ± 0.012 | 0.830 ± 0.023 |
| Betweenness | \( O(\sqrt{V}) \) | 0.944 ± 0.007 | 0.756 ± 0.031 |
| Harmonic | \( O(\sqrt{V}) \) | 0.958 ± 0.018 | 0.733 ± 0.032 |
| Closeness | \( O(\sqrt{V}) \) | 0.978 ± 0.007 | 0.765 ± 0.012 |
| Load | \( O(\sqrt{V}) \) | 0.974 ± 0.012 | 0.778 ± 0.031 |
| P-GNN [3] | \( O(\sqrt{V} + \log(V)) \) | 0.892 ± 0.093 | 0.565 ± 0.040 |
| PSGNN | \( O(\sqrt{V}) \) | 0.997 ± 0.007 | 0.963 ± 0.007 |

1Complexity of PSGNN does not consider calculating pairwise node distances happening in the preprocessing stage.
Besides, PSGNNs demonstrate better performance for all the graph sizes over PGNNs and better stability. Moreover, the PSGNNs’ performance steadily grows, whereas the trend of PGNNs depicts fluctuations. On the other hand, for link prediction on grids, the PGNNs’ scalability is limited, revealing a decreasing tendency with the increasing graph size. On the contrary, PSGNNs still maintain a positive correlation between AUC and the graph sizes, indicating their general flexibility on different datasets and tasks.

E. Necessity of Learning Anchors

We have described before that selecting proper anchors is of NP-completeness. Although it is impractical to discover an optimal solution toward an NP-complete problem, rule-based heuristic algorithms can lead to suboptimal approaches. For example, Liu et al. [30] propose to select the nodes with the most significant degrees as anchors. Nonetheless, although these rule-based heuristic methods have lower computational complexity than the exponential level, the run time is still higher than the linear cost of our anchor-learning component (see Table V for the comparison in detail). Specifically, PSGNN uses a standard GNN to assign the likelihoods of anchors learning component (see Table V for the comparison in detail). Thus, the rule-based approaches have more insufficient scalability than PSGNNs. Furthermore, we also compare the performance of learning anchors against rule-based selections on both pairwise node classification and link prediction tasks. The datasets for the two tasks are a connected cavern graph with 64 communities, each having 64 nodes, and a 48 × 48 grid network. We observe that the PSGNN consistently outperforms the rule-based heuristic methods, while it enjoys a lower computational complexity.

VII. LIMITATIONS

We describe limitations as follows.

Complexity: Although happening in the preprocessing stage, it still requires \( O(\sqrt{V}) \) time complexity to calculate the pairwise node distances. Hence, it requires further investigation on the scalability of the proposed approach over very giant graphs.

VIII. CONCLUSION

Despite increasing attention in GNNs, relatively little work focuses on predicting the pairwise relationships among graph nodes. Our proposed PSGNNs can extract relative positional information among graph nodes, substantially improving pairwise node classification and link prediction over a variety of baseline GNNs. Our PSGNN also exhibits great scalability. Apart from practical contributions, theoretically, this brief brings NP-completeness theory in analyzing the complexity of GNN algorithms.
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