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\textbf{A B S T R A C T}

Anomaly detection in sequence data is becoming more and more important in a wide variety of application domains such as credit card fraud detection, health care in medical field, and intrusion detection in cyber security. In the existing anomaly detection approaches, Markov chain techniques are widely accepted for their simple realization and few parameters. However, the short memory property of a classical Markov model ignores the interaction among data, and the long memory property of a higher order Markov model clouds the relationship between the previous data and current test data, and reduces the reliability of the model. Besides, both of these models cannot successfully describe the sequences changing with a tendency. In this paper, we propose an anomaly detection approach based on a dynamic Markov model. This approach segments sequence data by a sliding window. In the sliding window, we define the states of data according to the value of the data and establish a higher order Markov model with a proper order consequently, to balance the length of the memory property and keep up with the trend of sequences. In addition, an anomaly substitution strategy is proposed to prevent the detected anomalies from impacting the building of the models and keep anomaly detection continuously. The experimental results using simulated datasets and real-world datasets have demonstrated that the proposed approach improves the adaptability and stability of anomaly detection in sequence data.

© 2017 Elsevier Inc. All rights reserved.

1. Introduction

Anomaly detection, as an important problem in data mining, has been studied in a variety of research fields and applications such as intrusion detection in cyber security [23,33], fraud detection of credit cards [33] and safety systems [27], insurance [19], and health care [15]. As far as anomaly is concerned, there is still no uniformly acceptable definition. One commonly used definition in statistics is that the data, which do not obey sequence distributions and position far away from other objects, are regarded as abnormal [10,14]. Sequence data can be found in extensive application domains such as networks, information biology, weather forecast, and system management [3]. Usually, most of them exhibit two important characteristics: dynamics and trends [36], and as such are hard to detect [11]. Anomaly detection in those sequence data is a challenging task, and one has to refer to the usage of sequential properties of data in order to detect anomalies [23,40,41].
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Anomaly detection in sequence data is a focus of a deluge of studies. Quite commonly, most of the existing techniques are classified into the following three categories [6,8,28]: distance-based anomaly detection; clustering-based anomaly detection; and prediction-based anomaly detection.

The distance-based anomaly detection techniques focus on calculating the distance among the data points in the data space by accepting a certain distance function [13]. When a data object exhibits a large distance with other objects, it is regarded as abnormal. For example, Chandola et al. [4,20] propose a kNN-based (k-nearest neighbor) technique in which the k-nearest neighbor distances of all objects are calculated and treated as the anomaly scores of objects. Two disadvantages of distance-based anomaly techniques are found, i.e., the choice of the distance measure directly determines their performance and the time complexity is up to $O(n^2)$ when computing the distance among $n$ points [7,25].

The clustering-based anomaly detection techniques directly or indirectly utilize a clustering approach (e.g., Density-Based Spatial Clustering of Applications with Noise (DBSCAN) and K-means) [12,16,21] to cluster data. The data points that cannot be easily clustered will be considered as abnormal. This methodology is simple and can make use of a large number of existing research results. However, there is a big difference between cluster analysis and anomaly detection. The purpose of the former is to seek for the category of clusters; and the latter is to find the abnormal data. Anomaly detection is just an “ancillary products” of clustering [17,24]. The fact that general approaches are not particularly optimized for anomaly detection leads to low detection efficiency. Besides, in most cases, the definitions of anomaly and detection criteria are implicit and cannot be clearly reflected in the process of clustering.

In the prediction-based anomaly detection techniques, many studies use mathematical models (e.g., Bayesian networks, Markov models, neural networks, and support vector machines) [18,19,26,31] to formally decide the unknown quality of sequence data, and then build the prediction models. Finally the anomaly will be found according to the deviation between the predicted value and the actual value at each time. These methods have better performance on the sequence of lower dimensionality. However, Bayesian networks have an assumption that attributes are independent of each other, which is usually not true in practical applications [18]. Neural networks require a large number of parameters, such as network topology, weights and threshold values. Besides, the learning time is too long, and may even fail to achieve the purpose of learning [19]. Support vector machines are difficult to implement large scale training samples. It will consume a lot of memory and computing time [30].

A Markov model is a powerful finite state machine, which is widely used in sequence modeling. The main advantage of the Markov techniques is that each event can be analyzed. Therefore, the techniques are able to detect anomalies even if they are located in a long sequence [35]. In this paper, we concentrate on the anomaly detection based on Markov models. Ozkan and Kozat [22] propose an online anomaly detection under Markov statistics with controllable false alarm rate for fast streaming temporal data. This algorithm learns the nominal attributes under possibly varying Markov statistics. Then, an anomaly is declared at a time instant, if the observations are statistically sufficiently deviant. Sha et al. [29] present a multi-order Markov chain based scheme for anomaly detection in server systems. This approach takes a higher order Markov chain and multivariate sequences into account to produce several indicators of anomalies.

In Markov chain approaches, classical Markov chain techniques mostly utilize the short memory property (a single step) of classical Markov models. The short memory property essentially comes with the two basic assumptions [34]: (1) The state probability distribution of time $t$ is only related to the state of time $t−1$. (2) The transformation from the state of time $t−1$ to the state of time $t$ is time independent. In practical applications, however, these two basic assumptions cannot be strictly satisfied. The state probability distribution of time $t$ is usually not only related to the state of time $t−1$, but also related to the states of a period of time before time $t−1$. Therefore, the short memory property of classical Markov models is not applicable to real-world data [1].

A higher order Markov model [5,32] is presented with its long memory property by taking the interaction among states into account, such that the model can better describe the characteristics of sequence data than classical Markov models. In theory, the memory time can be infinitely long by increasing the order of the Markov model. Besides, in Markov chain approaches, once the Markov models are established in training phase, the order of Markov models is fixed to detect anomaly in testing phase. However, the fact, that the fixed Markov models (n-order) force each state of a sequence to be conditioned on the fixed previous $n$ states, may not be sufficient to provide a reliable estimate of the detecting state. With the decrease of the correlation between old and new data, the fixed Markov models are no longer applicable to the entire sequence. At the same time, both models mentioned above cannot completely describe the characteristics of whole sequence with a trend yet. They will be invalid, when the value of a sequence data exceeds the area covered by the training data.

In cognitive science, as is known to all that the reliability and accuracy of memory will be lower and lower over time. Thus an appropriate length of memory time is useful to cognize current events. Besides, as time goes by, the events in cognitive memory are constantly updated to keep up with the changing of the current events. Motivated by this theory, a dynamic Markov model is proposed in this paper to balance the length of the memory property of Markov models and keep the strong correlation between the memory (or the Markov model) and current test data. This dynamic model first makes use of a sliding window to segment a sequence data. Then the correlation analysis of data in the sliding window is used to find out a proper order of a Markov model. And the order of the Markov model is continuously updated with the sliding window sliding to keep the relationship between the Markov model and current test data. Besides, when the current test data exceed the scope of the previously defined states, the states of data in the sliding window will be redefined, and the model will be retrained to follow the changes of the sequence. At the same time, in order to detect anomalies continuously and prevent anomaly points detected from infection to the building of the models, an anomaly substitution strategy is
proposed. Therefore this research presents a robust anomaly detection approach based on a dynamic Markov model. In addition, this paper focuses on the sequences type on the data with dynamics and trend, such as electrocardiograms (ECGs) data in medical, seasonal data, and quarterly data.

The paper is organized as follows: Section 2 reviews classical Markov models and higher order Markov models. In Section 3, we develop an anomaly detection approach based on a dynamic Markov model. Section 4 focuses on the comparison results due to the proposed approaches. Finally, the conclusions of this paper are drawn in Section 5.

2. Classical Markov models and higher Markov models

In order to better understand the proposed dynamic Markov model, we introduce classical Markov models and higher order Markov models in this section.

2.1. Classical Markov models

For a sequence \( X(T) = \{x_1, x_2, x_3, \ldots, x_t, \ldots, x_T\} \), where \( x_t \) is the data present at time \( t \), the complete parameter set of a classical Markov model can be represented by, as shown in \([18,22,29,32]\):

\[
\lambda = \{S, Q, P\}
\]  

(1)

where:

1. \( \lambda \) represents the classical Markov model.
2. \( S \), the state space of the sequence \( X(T) \), includes all of the possible states of each data, i.e., \( S \) can be represented by \( S = \{1, 2, 3, \ldots, N\} \), where \( N \) is the number of the states present in the sequence. Note that we use \( s_1 \) (\( s_i \in S \)) to denote that the data \( x_t \) is in the state \( s_1 \) at time \( t \).
3. \( Q = \{q_1, q_2, \ldots, q_i, \ldots, q_N\} \) is an initial probability distribution set of the sequence \( X(T) \), where \( q_i \) is the initial probability of the state \( i \) (\( i \in S \)) with \( \sum_{i=1}^{N} q_i = 1 \). \( q_i \) can be calculated as follows:

\[
q_i = \frac{M_i}{T}
\]  

(2)

where \( M_i \) is the number of the data in the state \( i \) in the sequence \( X(T) \), and \( T \) is the number of data in the sequence \( X(T) \).
4. \( P \), a state transition probability matrix, can be expressed in the form \( P = [p_{s_i \rightarrow s_k}]_{N \times N} \), where \( p_{s_i \rightarrow s_k} \) is the state transition probability from the state \( s_{i-1} \) to \( s_k \) after a single step. For example, if the states at time \( t-1 \) and \( t \) are \( s_{i-1} = 1 \) and \( s_i = 3 \), the state transition probability between these two states is \( p_{13} \). For a state \( s_{i-1} \), we have \( \sum_{k=1}^{N} p_{s_{i-1} \rightarrow s_k} = 1 \).

\[
p_{s_i \rightarrow s_k} = \frac{M_{s_{i-1} \rightarrow s_k}}{\sum_{k=1}^{N} M_{s_{i-1} \rightarrow s_k}}
\]  

(3)

\[
P = \begin{bmatrix}
p_{11} & p_{12} & \cdots & p_{1N} \\
p_{21} & p_{22} & \cdots & p_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
p_{N1} & p_{N2} & \cdots & p_{NN}
\end{bmatrix}
\]  

(4)

where \( M_{s_{i-1} \rightarrow s_k} \) is the number of state transition from the states \( s_{i-1} \) to \( s_k \) after a single step.

Classical Markov models, mostly utilizing the short memory property, can record the states of data in the short term. However, it is well known that short memory time cannot effectively support the cognition of current events, since the real-world sequence data are often correlated with each other.

2.2. Higher order Markov models

For the sequence \( X(T) = \{x_1, x_2, x_3, \ldots, x_t, \ldots, x_T\} \), a higher order Markov model \((n\text{-order})\) can be expressed as \([1,5,34,38]\):

\[
\lambda(n) = \{S, Q, P^{(1)}, P^{(2)}, \ldots, P^{(n)}\}
\]  

(5)

where:

1. \( \lambda(n) \) represents a higher order Markov model.
2. \( S \) and \( Q \) have the same meaning as in the classical Markov model \( \lambda \).
(3) \( P^{(n)} \), an \( n \)-order state transition probability matrix, can be expressed as \( P^{(n)} = [P^{(n)}_{s_t \rightarrow s_{t-n}}]_{N \times N} \), where \( N \) is the number of states, and \( P^{(n)}_{s_t \rightarrow s_{t-n}} \) is the state transition probability from states \( s_{t-n} \) to \( s_t \) after \( n \) steps. It can be calculated as follows:

\[
\begin{align*}
\frac{P^{(n)}_{s_t \rightarrow s_{t-n}}}{P^{(n)}_{s_t \rightarrow s_{t-n}}} &= \frac{M^{(n)}_{n, s_t}}{N} \\
where M^{(n)}_{n, s_t} &= \text{the number of state transitions from the states } s_{t-n} \text{ to } s_t \text{ after } n \text{ step. In particular, when } n = 1, \text{ the higher order Markov model is the same as the classical Markov model.}
\end{align*}
\]

From the process of building the \( n \)-order Markov model, it can be found that a higher order Markov model can record state characteristics in arbitrarily long time by increasing the order of the Markov model in theory. This feature is described as the long memory property of higher order Markov models. However, with the increase of the order, the reliability of old data will be getting lower and lower. This paper tries to address this issue by allowing the order \( n \) to be adjusted in the dynamic Markov model.

### 3. Anomaly detection approach based on a dynamic Markov model

This section develops the anomaly detection approach based on a dynamic Markov model. The main phases of the proposed approach are shown as follows: (1) a sliding window \( W(l) \) is used to segment the sequence data, where \( l \) is the length of the sliding window. Then the states of data in the sliding window are defined by an equal width interval segmentation method; (2) an \( n \)-order Markov model is established in the sliding window, where \( n \) is determined by the Pearson correlation analysis approach [31,37]; (3) the current test data are evaluated whether they exceed the scope of the defined states and detected by the \( n \)-order Markov model; (4) an anomaly substitution strategy is used to keep the detection continuously and prevent the detected anomalies from infecting the building of the models.

#### 3.1. State definition

The nature of the Markov model requires that there should be a clear state definition. In this phase, for a sequence \( X(T) = \{x_1, x_2, x_3, \ldots, x_t, \ldots, x_T\} \), a sliding window \( W_l(l) \) is used to segment this sequence data. For example, a sliding window is \( W_l(l) = \{x_{l-1}, x_{l-1+1}, x_{l-1+2}, \ldots, x_{l-1+t}\} \), where \( t = l + 1, l + 2, \ldots, T \), and \( l \) is the length of sliding window \( W_l(l) \). Then we apply an equal width interval segmentation method that segments the value range of the sliding window into \( N \) intervals with the identical size as the states of the data. The width of each state interval is calculated as follows:

\[
\omega = \frac{\text{max}(W_l(l)) - \text{min}(W_l(l))}{N}
\]

where \( N \) is the number of states, which remains unchanged. \( \text{max}(W_l(l)) \) and \( \text{min}(W_l(l)) \) are the maximum and minimum values of points in the sliding window \( W_l(l) \), respectively. There are \( N \) states 1, 2, 3, \ldots, and \( N \). Each data point in this sliding window has its state tag.

#### 3.2. Establishment of an \( n \)-order Markov model

In order to balance the length of the memory property and maintain the reliability of the established model, an \( n \)-order Markov model whose order depends on the data in the sliding window \( W_l(l) \) is built. Owing to the fact that the memory property of higher order Markov models utilizes the correlation among data, a stronger correlation means a longer effective memory time and a higher order of the Markov model. The order of the Markov model can be determined by the correlation among data in the sliding window to ensure an effective length of the memory property and a reliability model.

In the developed approach, Pearson correlation [31,37] is used to determine the order of higher Markov models in the sliding window. For example, for a sliding window \( W_l(l) = \{x_{l-1}, x_{l-1+1}, x_{l-1+2}, \ldots, x_{l-1+t}\} \), the Pearson correlation coefficient \( r(n) \) between the two sliding windows \( W_l(l) \) and \( W_{l+n}(l) \), can be calculated as follows [31,37]:

\[
r(n) = \frac{\frac{1}{t} \sum_{i=1}^{l} x_{t+i} x_{t+i+n-1} - \left( \frac{1}{t} \sum_{i=1}^{l} x_{t+i} \right) \left( \frac{1}{t} \sum_{i=1}^{l} x_{t+i+n-1} \right)}{\sqrt{\frac{1}{t} \sum_{i=1}^{l} x_{t+i}^2 - \left( \frac{1}{t} \sum_{i=1}^{l} x_{t+i} \right)^2} \sqrt{\frac{1}{t} \sum_{i=1}^{l} x_{t+i+n-1}^2 - \left( \frac{1}{t} \sum_{i=1}^{l} x_{t+i+n-1} \right)^2}}
\]

where \( 1 \leq n \leq T - t + 1 \). Generally, there is a consensus that the two vectors with \( n \) dimensions have strong correlation when their Pearson correlation coefficient \( r(n) \geq 0.8 \) [31]. If there is a strong correlation \( r(n) \geq 0.8 \) between the two sliding windows data with as large \( n \) as possible, an \( n \)-order Markov model will be built with the most effective long memory property. Then an \( n \)-step transition probability matrix \( P^{(n)} \) of the normal sequence data will be calculated by Eq. (6).

Concretely, an \( n \)-order Markov model can be established in the sliding window as follows:
(1) Segment the sequence $X(T)$ using a sliding window $W_l(l)$, and then define the states of data in the sliding window with the number of states $N$.

(2) Use the Pearson correlation analysis approach to determine the order of the higher order Markov model $n$ in the sliding window.

(3) Establish an $n$-order Markov model $\lambda(n) = \{S, Q, P^{(1)}, P^{(2)}, \ldots, P^{(n)}\}$ in the sliding window as done in Section 2.2.

3.3. Detection and retraining phase

Once an $n$-order Markov model $\lambda(n)$ has been established in the sliding window $W_l(l)$, for example, in the sliding window $W_l(l) = \{x_{t-n}, x_{t-n+1}, \ldots, x_{t-1}\}$, a support probability of current test data point $x_t$ can be calculated by using the following formula:

$$P(x_t|\lambda(n)) = q_{x_t} \prod_{i=1}^{n} p_{x_{t-n+i}, x_t} \neq 0$$  \hfill (9)

where $t > 1$ and $1 \leq n \leq l$. If (9) does not hold, there is at least one impossible case in all transition from the states of data points $x_{t-n}, x_{t-n+1}, \ldots, x_{t-1}$ to $x_t$. In other words, the state of current test data point $x_t$ cannot be obtained through the transition probability matrices $P^{(1)}, P^{(2)}, \ldots$, and $P^{(n)}$. Therefore, the data point $x_t$ is regarded as an anomaly.

In addition, it is necessary to take into account the situation that the state of the current test data point $x_t$ cannot be found in the defined states in the sliding window $W_l(l)$, owing to the value of $x_t$ not belonging to the collection $[\max(W_l(l)) - \min(W_l(l))]$ (e.g., the tendency sequence data). Thus the states of data and the model in this sliding window should be redefined and retrained as done in Sections 3.1 and 3.2 to catch up with the changes of the sequence data. Besides, it can be seen from (9) that there is an assumption that the $l$ data points which are used to train the $n$-order Markov model in the sliding window before current test data $x_t$ should be normal at least. If there are some anomalies in the $n$ data points, it is very likely for the data $x_t$ to be infected and detected as an anomaly.

3.4. Anomaly substitution strategy

In order to ensure that the detected anomalies cannot infect the detection results of the rest data points in the future, an anomaly substitution strategy is used to prevent the rest data from the infection of detected anomalies. For example, data point $x_t$ is detected as an anomaly, and then one point $x_t'$ selected from the sliding window whose $n$-step support probability $P(x_t'|\lambda(n))$ is the largest will be adopted to substitute the point $x_t$. The largest support probability means that data point $x_t'$ has the largest probability to appear in the location of anomaly $x_t$ through the $n$-order Markov model $\lambda(n)$. The $n$-step support probability can be calculated as follows:

$$P(x_t'|\lambda(n)) = \max_{j=1}^{N} \left( \sum_{j=1}^{n} p_{x_{t-n+j}, x_t'} \right), \quad (s' = 1, 2, 3, \ldots, N)$$  \hfill (10)

Thus, the detection can be carried out dynamically and continuously by substituting the detected anomalous points and sliding the window step by step.

4. Experiments and analysis of results

In this section, we conduct experiments on both synthetic and real-world data to exhibit the performance of the proposed approach. In addition, the true positive rate (TP) and the false alarm rate (FA) are used to evaluate the performance of the anomaly detection approaches. They can be calculated as follows:

$$TP = \frac{DO}{AO}$$  \hfill (11)

$$FA = \frac{FDO}{ADO}$$  \hfill (12)

where $DO$, $AO$, $FDO$, and $ADO$ denote the numbers of detected real anomalies, all real anomalies, falsely detected anomalies, and all detected anomalies, respectively.

4.1. Experiment and analysis of synthetic data

In this part, we first use synthetic sequence data to evaluate the proposed anomaly detection approach based on higher order Markov models. The data are periodic, composed of a sine signal (cycle $T = 40$) with amplitude equal to one and a zero mean normal noise with the variance of 0.1. At $t = 170$ and $t = 200$ two impulses are added with the amplitude of -1 and 1 that could be regarded as two anomalies. In addition at $t = 220–240$, the amplitude of the sine signal is 0.2, which also can be regarded as anomaly [32].
First, the effect of the anomaly substitution strategy is discussed in this experiment. The experimental results obtained on synthetic data by using and not using the anomaly substitution strategy are shown in Fig. 1.

It can be seen that the majority of anomalies at $t = 170, 200, 220–240$ can be detected in these two cases. However, in Fig. 1(b), since there is no a timely replacement of anomalies, the subsequent detection is infected (i.e. the points at $t = 171–174, 201–202, 241–247$), and a high false alarm rate ($TP = 94.6\%$ with $FA = 53.1\%$) is obtained. In Fig. 1(c), the anomaly substitution strategy reduces the false alarm rate by $48.4\%$ ($TP = 95.2\%$ with $FA = 4.7\%$). This experience indicates that the anomaly substitution strategy does prevent the rest data from the infection of anomaly detection and effectively restrain the false alarm rate.

In Fig. 2, the performance impact of the number of states $N$ is discussed in this experiment. The $TP$ and $FA$ values of the experimental results are shown in Table 1. From Fig. 2(a) only the anomalous points at $t = 170$ and 200 can be detected.
In Fig. 2(b) it can be seen that the number of states $N = 5$ leads to the best detection result ($\text{TP} = 95.2\%$ and $\text{FA} = 4.7\%$). For the number of states $N = 6$ and 7, the anomalies at $t = 170, 200, 220–240$ are detected, but the false alarm rate ($\text{FA} = 52.1\%$ and $86.7\%$) becomes too high. The choice of the number of states $N$ has certain influence on the detection results. By running a large number of simulation experiments, it has been determined that the number of states $N$ is generally in the range 5–11.

In many cases, a sequence data has a tendency. For example, the global temperature sequence data is increased in the past few decades. For this issue, an increasing trend is added to the synthetic data. The order of the higher order Markov model $n$ in the proposed approach is also discussed by using the synthetic data. These experimental results are shown in Fig. 3 and Table 1. In Fig. 3 and Table 1, we can observe that the proposed approach (i.e., constantly update $n$ with $N = 8$) has the best detection result with lower false alarm rate ($\text{TP} = 95.7\%$ and $\text{FA} = 8.3\%$). From Fig. 3(f), the order $n$ changes in 1–3 with the sliding window sliding. In Fig. 3(b), the anomaly points at $t = 220–240$ cannot be detected. The reason is that when the order $n = 1$, the transfer of only two adjacent points will be considered, which ignores the relationship.

| $n$           | TP(%) | FA(%) |
|--------------|-------|-------|
| 1            | 8.6   | 81.8  |
| 2            | 65.2  | 46.1  |
| 3            | 62.1  | 53.9  |
| Constantly update $n$ (the proposed approach) | 95.7  | 8.3   |

Fig. 3. Experimental results for different orders $n$. 

In Fig. 3 and Table 1, we can observe that the proposed approach (i.e., constantly update $n$ with $N = 8$) has the best detection result with lower false alarm rate ($\text{TP} = 95.7\%$ and $\text{FA} = 8.3\%$). From Fig. 3(f), the order $n$ changes in 1–3 with the sliding window sliding. In Fig. 3(b), the anomaly points at $t = 220–240$ cannot be detected. The reason is that when the order $n = 1$, the transfer of only two adjacent points will be considered, which ignores the relationship.
among data. In Figs. 3(c) and (d), a part of the anomaly points at \( t = 220–240 \) can be detected by increasing the order \( n \). However, the fixed order \( n \) also causes a high false positive rate for a strict judgment standard by considering the transfer of three and four adjacent points, respectively. Thus this experience indicates that the method of constantly updating \( n \) in the proposed approach does improve the detection accuracy by keeping proper relationship with the previous data.

In the proposed approach, a sliding window \( W(l) \) is used to segment a sequence data to provide adequate data for modeling. Thus in the next experiment, the effect of the length \( l \) of the sliding window is discussed by using the synthetic data with a trend. The experimental results are shown in Fig. 4.

Fig. 4 shows the variation curves of \( TP \) and \( FA \) for the values of length \( l \). It can be seen that when \( l = 60 \), the experimental result is the best with \( TP = 95.7\% \) and \( FA = 8.3\% \). The value of \( TP \) reaches 100\% when \( l < 10 \) or \( l > 100 \), but that \( FA \) is too high (greater than 80\%) to be acceptable. The reason is that according to Eq. (7), in the case of a certain number of states, a too small or too large length \( l \) leads to the state definition too strict or too loose, respectively. Thus it is necessary to select a suitable value \( l \). In the light of a large number of simulation experiments, it has been determined that a suitable value of \( l \) is generally between \( T – 2T \) (\( T \) is the periodic or quasi periodic of sequence data).

4.2. Experiment and analysis of real-world data

Applications of the developed adaptive anomaly detection approach based on a Markov model are tested on real-world datasets. These datasets include the passenger traffic data from an airport in Shanghai from January 1995 to January 2004 (http://robjhyndman.com/tsdl/data/data/fancy.dat) representing non-stationary sequence data, the video surveillance dataset and the Electrocardiograms (ECGs) datasets from UCR Time Series Data Mining Archive (http://www.cs.ucr.edu/%7Eeamonn/descards/) representing dynamic sequence data [5,9]. In addition, In order to make the experiment more convincing, a classical anomaly detection method, the local outlier factor (LOF) [39], is used to compare with the proposed method with the classical Markov chain techniques and the higher order Markov chain.

First, the classical Markov chain techniques, the higher order Markov chain, the LOF method and the proposed approach are analyzed and compared in detail using the passenger traffic data. The anomalies in the passenger traffic data are located in January 2003 (data points 101–103 in Fig. 4), due to the outbreak of SARS (Severe Acute Respiratory Syndrome) in China and then a sharp drop in airport passenger traffic. These experimental results are shown in Fig. 5 and Table 2.

Fig. 5(a) is the passenger traffic data and the first 60 data points are used as training data. In Fig. 5(b), the classical Markov chain techniques cannot normally detect data points from 64 to 108 because of the amplitude of the data points after 63 beyond the value range of training data, where no corresponding states in the classical model are found. Therefore, all of these data points are regarded as anomalies. In Fig. 5(c) the higher order Markov model \((n = 5)\) is used to replace the classical Markov model, where the order of the Markov model is \( n = 5 \). Similar to the result in Fig. 5(b), the higher order Markov model can neither normally detect the data points from 61 to 108. Besides, in Fig. 5(d), the LOF method only detect the data points 101 and 102 with \( TP = 66.7\% \) and \( FA = 66.7\% \), where \( k = 6 \) (\( k \) indicates the \( k \)-distance neighborhood). However, in Fig. 5(e), the result indicates that the approach proposed in this paper is well able to detect all the abnormal data points 100–103, where the length of sliding window is \( l = 24 \), the number of states is \( N = 5 \), and the dynamic order of Markov model \( n \) is shown in Fig. 5(f). According to Eq. (9), the support probability of the data points 100–103 are 0, and then these points are determined as abnormal data points. All of these experiments results show that the proposed approach has better adaptability in anomaly detection especially for tendency sequence data.

### Table 2

| Detection methods                  | Passenger traffic data | Ann gun CentroidA | Chfdb chf13 45590.3 |
|-----------------------------------|------------------------|-------------------|----------------------|
|                                   | TP(%) | FA(%) | TP(%) | FA(%) | TP(%) | FA(%) |
| The LOF approach                  | 66.7% | 66.7% | 62.8% | 16.3% | 58.3% | 10.5% |
| The classical Markov chain techniques | 100%  | 90.5% | 54.3% | 3.7%  | 62.5% | 43.3% |
| The higher order Markov chain     | 50.0% | 94.7% | 89.0% | 32.0% | 64.7% | 0.0%  |
| The proposed approach             | 100%  | 25.0% | 93.2% | 2.4%  | 94.8% | 6.7%  |
In addition, the video surveillance dataset ann.gun.CentroidA extracted from a video of an actor performing various actions with and without a replica gun is detected using the four approaches mentioned above. According to the description of the data source, the anomalies in the sequence are data points 1340–1792. The results of this experiment in which the first 1000 data points are regarded as training data are depicted in Fig. 6 and Table 2.

In Fig. 6(b), we can observe that the classical Markov chain techniques can only detect a small part of anomalies, which is impossible to accept in many cases. In Fig. 6(c), the higher order Markov chain techniques \( (n = 5) \) can successfully detect all of the anomalies. However, there are too much false alarms \( (FA = 32.0\%) \). In Fig. 6(d), the LOF method also only detected part of anomalies with \( TP = 62.8\% \) and \( FA = 16.3\% \). In comparison, the approach proposed \( (N = 7, l = 220) \) in this paper detects almost the anomalies (data points 1378–1769) with almost no false alarms \( (FA = 2.4\%) \). It shows that the proposed approach has better detection performance.

In the next experiments, the ECG dataset chfdb_chf13_45590.3 coming from UCR Time Series Data Mining Archive is used for anomaly detection using the four approaches mentioned above. It is known that the anomalies in the sequence data are data points 676–733 and 1119–1190. Besides, the first 600 data points are regarded as training data. The results are shown in Fig. 7 and Table 2.

In Fig. 7, the classical Markov chain techniques and the higher order Markov chain techniques \( (n = 4) \) can successfully detect parts of anomalies. However, for the classical Markov chain techniques specially, there also are some false alarms \( (FA = 43.3\%) \). In Fig. 7(f), the LOF method detect fewer anomalies than the above two methods with \( TP = 58.3\% \). In Fig. 7(e), the approach proposed in this paper \( (N = 10, l = 200) \) detects almost the anomalies (data points 676–733 and 1119–1177) with fewer false alarms (data points 843–845 and 991–993, \( FA = 6.7\%) \). Thus comparing with other two approaches, the
proposed one greatly improves the detection accuracy. The results of other experiments on eight ECG datasets representing the dynamic sequence data are shown in Table 3.

In Table 3, the proposed approach achieves highest true positive rate and lowest false alarm rate on all of the eight ECG datasets and outperforms the other three benchmark approaches. For the classical Markov chain techniques, the average true positive rate $TP$ is 63.7% with the average false alarm rate $FA$ of 26.6%. For the higher order Markov chain techniques ($n = 5$), the average $TP$ is 75.3% and the average $FA$ is 15.8%. For the LOF method, the average $TP$ and $FA$ are 79.3% and 13.9%. For the proposed approach, the average $TP$ is 89.1% and the average $FA$ is 6.5%. The best performance for the proposed approach appears on the lstdb_20321_240_2 dataset with the true positive rate of 92.5% and the false alarm rate of 6.4%, which is better than the classical Markov chain techniques ($TP = 62.1\%$ and $FA = 23.8\%$), the higher order Markov chain techniques ($TP = 68.2\%$ and $FA = 10.9\%$), and the LOF method ($TP = 72.8\%$ and $FA = 10.9\%$). The worst performance of the proposed approach appears on the stdb_308_0_2 dataset ($TP = 85.4\%$ and $FA = 4.8\%$) and is still better than the other three approaches. The obtained results indicate that the proposed approach, constantly updating the order $n$ of the higher order Markov model to keep the reliability of the model with the change of the sequences, has better performance than other two established approaches and the classical LOF method with higher true positive rate and lower false alarm rate. The true positive rate is increased by 13.8%, 25.4%, and 9.8% than the higher order Markov chain technique, classical Markov chain technique, and LOF method, respectively. At the same time, the false alarm rate is reduced by 9.3%, 20.1%, and 7.4% than the three techniques, respectively.

![Fig. 6. Comparison of the experimental results of the four approaches.](image_url)
Table 3
The results of anomaly detection on eight ECG datasets using the four approaches.

| ECG datasets       | datasets length | Classical Markov chain techniques | Higher order Markov chain techniques (n = 5) | Proposed approach | LOF method |
|--------------------|-----------------|-----------------------------------|--------------------------------------------|-------------------|------------|
|                    |                 | N  | TPR(%) | FPR(%) | N  | TPR(%) | FPR(%) | N  | TPR(%) | FPR(%) | k  | TPR(%) | FPR(%) |
| stdb_308_0_1       | 2000            | 8  | 70.8   | 30.0   | 9  | 80.0   | 13.3   | 8  | 87.4   | 4.8    | 200| 82.7   | 18.5   |
| stdb_308_0_2       | 2000            | 7  | 52.6   | 37.4   | 10 | 84.9   | 16.7   | 7  | 85.6   | 5.8    | 200| 78.3   | 13.3   |
| lstdb_20321_240_1  | 2500            | 10 | 56.9   | 33.7   | 6  | 67.6   | 21.7   | 10 | 88.5   | 8.3    | 250| 80.5   | 14.7   |
| lstdb_20321_240_2  | 2500            | 10 | 62.1   | 23.8   | 9  | 68.2   | 10.9   | 10 | 92.5   | 6.4    | 250| 72.8   | 10.9   |
| chfdb_chf13_45590_1| 3000            | 5  | 64.4   | 25.4   | 8  | 78.9   | 19.2   | 5  | 87.9   | 5.2    | 280| 85.4   | 13.8   |
| chfdb_chf13_45590_2| 3000            | 7  | 60.6   | 23.3   | 9  | 67.1   | 14.8   | 7  | 89.6   | 8.8    | 280| 79.3   | 9.4    |
| chfdb_chf01_275_1  | 3500            | 9  | 69.2   | 18.7   | 10 | 73.5   | 12.6   | 9  | 91.3   | 5.4    | 300| 81.5   | 20.8   |
| chfdb_chf01_275_2  | 3500            | 6  | 72.8   | 20.6   | 8  | 82.5   | 17.3   | 6  | 90.7   | 7.5    | 300| 74.1   | 10.3   |
| Average            |                 | 63.7| 26.6  | 75.3   | 15.8| 89.1   | 6.5    | 79.3| 13.9   |         |    |         |         |
Conclusions

This paper presents an anomaly detection approach based on a dynamic Markov model. The short memory property of a classical Markov model and the long memory property of a higher order Markov model are analyzed. The proposed approach balances the length of the memory property by repeatedly utilizing the Pearson correlation analysis approach to find a proper order of the Markov model in a sliding window. Moreover, the proposed approach maintains the established model reliable and successfully detects the tendency sequences by dynamically defining the states of data and training the models in the sliding window. For keeping detection continuously, a substitution strategy of anomalies is reported to protect the building of models from the infection of detected anomalies. The comparison of the proposed approach with other benchmark approaches shows that the proposed approach performs better in terms of the true positive rate and the false alarm rate for all of dynamic and tendency sequence data. Another interesting topic will use Petri nets [42,43] to model the anomaly detection process.
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