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Abstract: This paper proposes a three dimensional pulse coupled neural network (3DPCNN) image segmentation method based on a hybrid seagull optimization algorithm (HSOA) to solve the oil pollution image. The image of oil pollution is taken by the unmanned aerial vehicle (UAV) in the oil field area. The UAV is good at shooting the ground area, but its ability to identify the oil pollution area is poor. In order to solve this problem, a 3DPCNN-HSOA algorithm is proposed to segment the oil pollution image, and the oil pollution area is segmented to identify the dirty oil area and improve the inspection of environmental pollution. The 3DPCNN image segmentation method has simple structure and good segmentation effect, but it has many parameters and poor segmentation effect for complex oil images. Therefore, we apply HSOA algorithm to optimize the parameters of 3DPCNN algorithm, so as to improve the segmentation accuracy and solve the segmentation of oil pollution images. The experimental results show that the 3DPCNN-HSOA model can separate the oil pollution area from the complex background.
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1. Introduction

The pollution of oil pollution to the environment is becoming more and more serious, the Nereids project aims to strengthen civil protection and marine pollution preparedness and cooperation among Greece and Cyprus [1,2]. This project has a good effect on protecting the environment. Fingas, Merv reviewed the remote-sensing of oil spills [3]. This paper analyzed the camera, laser fluorescence sensor, radar detection and other detection means to detect oil spills. T. M. Alves combined the oil spill model with bathymetric, meteorological, oceanographic, and geomorphic data to model a series of oil spills in the eastern Mediterranean [4]. Alves Tiago M. proposed new mathematical and geological models to mitigate potential oil spills in the eastern Mediterranean [5]. Oil spills are serious on the environment, so the monitoring of oil spills are important [6,7]. Now people use video detection [8], UAV [9] and satellites [10] to detect the ground area. The UAV is widely used because of their low cost and flexibility. However, the application of UAV can only record the area or detect it by human observation screen, and the identical effect of the oil pollution area is poor. In order to solve this problem, researchers use image segmentation method to segment the detected image to obtain the oil pollution area and better detect the environment [11,12]. Color image segmentation has always been the focus of many scholars, because color images have rich color space, which brings great challenges to the image segmentation algorithm. There are primarily four types of segmentation methods: thresholding [13–15], boundary-based [16–18], region-based [19,20], and hybrid techniques [21,22].
With the development of artificial neural network, more and more attention has been paid to PCNN model. It has the characteristics of global cooling and synchronous pulse, which makes it widely use in the field of image processing. PCNN, originated from Eckhorn et al. [23] who focus on the study of the synchronous oscillation phenomenon in the visual cortex of cats, has been applied in a variety of applications in image processing [24].

PCNN has broad applications in many aspects for image segmentation [25]. Xiang R proposed a simplified pulse-coupled neural network, which developed based on the comentropy gradient for segmentation of tomato plant images captured at night [26]. The proposed algorithm exhibited the optimal segmentation performance, with the best rate of 91.67%. Chen Y proposed method performs color image segmentation by a simplified pulse-coupled neural network (SPCNN) for the object model image and test image, and then conducted a region-based matching between them [27]. SPCNN could well solve the problem of image segmentation, but due to the large number of parameters in the PCNN model, it was unable to adapt to the segmentation of different images. In order to solve the problem of PCNN with improper parameter selection and determination of circulation iterations which leded to the image owe-segmentation or over-segmentation, Li H used an Iterative Self-organizing Data Clustering (ISODC) to resolve the problems of the PCNN parameter selection. Experimental results show that the proposed method improves the segmentation speed and achieves good segmentation results [28]. He presented an improved PCNN model that integrated the simplified framework and spectral residual to alleviate the fairly complex determination of parameter problem [29]. The method has high precision of the infrared pedestrian image. Lian J proposed a parameter-adaptive pulse-coupled neural network, which has a low computational complexity for different kinds of medical images and has a high segmentation precision [30]. So, parameter selection of PCNN model plays an important role in image segmentation accuracy.

In order to solve the difficulty of parameter value assignment increases with higher performance, most researchers study how to use an optimization algorithm to solve PCNN parameters. Gao H Y proposed Quantum Geese Swarm Optimization (QGSO) evolve parameters of PCNN, experiment results show that the proposed method can obtain better segmented images and has an excellent performance [31]. Bai W proposed a method of dividing the insulator image based on the simplified model of PCNN is proposed to extract the number of insulator sheds of a string. The method used the PSO algorithm to select the optimal PCNN parameter to realize the binary segmentation of the insulator image [32]. Due to the differences in actual engineering problems that various meta-heuristics adapt to solve, the traditional optimization methods are often not satisfactory in computational accuracy. Therefore, the selection of optimization algorithm becomes particularly important for PCNN model parameters. There are many kinds of optimization algorithms, and each algorithm has its own advantages [33,34]. Yang X proposed bat algorithm, was introduced for solving engineering optimization tasks [35,36]. The method was based on the echolocation behavior of bats. Cheng MY proposed an algorithm called Symbiotic Organisms Search (SOS) to numerical optimization and engineering design problems [37,38]. SOS simulated the symbiotic interaction strategies adopted by organisms to survive and propagate in the ecosystem. Mirjalili S proposed a novel nature-inspired meta-heuristic optimization algorithm, called Whale Optimization Algorithm (WOA), which mimicked the social behavior of humpback whales [39,40]. In 2017, Mirjalili S proposed an optimization algorithm called Grasshopper Optimization Algorithm (GOA) and applied it to challenge problems in structural optimization [41–43]. Wolpert, D H introduced a new optimization algorithm based on Newton’s law of cooling, as called the thermal exchange algorithm (TEO) [44]. The algorithm mainly described that each agent was considered as a cooling object and by associating another agent as environment, a heat transferring and thermal exchange happened between them. Gaurav Dhiman presented a novel bio-inspired algorithm called a seagull optimization algorithm (SOA) for solving computationally expensive problems [45]. The proposed algorithm is able to provide better results as compared to the other well-known metaheuristic algorithms. The algorithm has strong capability in the global search and local optimization.
The improved optimization algorithm is mainly divided into two types: one is to improve the core formula of the optimization algorithm by using the strategy method; the other is to combine the two optimization algorithms. The strategies commonly used by scholars are as follows: opposition-based learning [46], Levy-flight [47], Gaussian mutation [48], and so on. Opposition-based learning (OBL) as a new scheme for machine intelligence was introduced by Tizhoosh H R [49]. The foundation of this new approach were estimates and counter-estimates, weights and opposite weights, and actions versus contraction. Trivedi I N used Levy flight to improve the Moth-Flame optimization (MFO) [50]. Results showed that applying MFO-LF yielded better facility locations compared to other existing algorithms. Chenhua X U proposed an improved gray wolf optimization algorithm applied to solve the function optimization problem. The Gaussian disturbance based on the rules of survival of the fittest was given to the global optimum of each generation, thus the algorithm could effectively jump out of local minima [51]. The strategy method can effectively improve part of the ability of the algorithm, while the hybrid algorithm can combine the advantages of two or even more methods, so as to better improve the optimization ability of the algorithm [52,53]. Hybrid optimization algorithms are mainly divided into two types. One is to use a mechanism to select one of the two optimization algorithms for optimization, and use the two algorithms alternately in the iterative process for optimization. The other algorithm used the core formula of one algorithm to improve the other algorithm, and the optimizing ability obtained by different improved positions was also different. Guangqian, D. proposed a hybrid harmony search-simulated annealing method that combines the advantages of each one of the above-mentioned metaheuristic algorithms [54]. The algorithm integrated the position updating formulas of the two optimization algorithms, and selected different position updating formulas for optimization with a certain mechanism, so as to apply to the hybrid wind/photovoltaic/biodiesel/battery system. Alsaeedan proposed hybrid algorithms for WSD that consist of a self-adaptive genetic algorithm (SAGA) and variants of ant colony optimization (ACO) algorithms: max-minant system (MMAS) and ant colony system (ACS) [55]. Aziz M A E examined the ability of two nature inspired algorithms namely: whale optimization algorithm (WOA) and moth-flame optimization (MFO) to determine the optimal multilevel thresholding for image segmentation [56]. The algorithm randomly selected an algorithm for optimization to solve the problem of multi-threshold image segmentation. Karishma Singh proposed a congestion control algorithm based on the multi-objective optimization algorithm named PSOGSA for route optimization and regulating the arrival rate of data from every child node to the parent node [57]. Daniel E proposed an optimum Laplacian wavelet mask (OLWM) based fusion using hybrid cuckoo search-gray wolf optimization (HCS-GWO) for multimodal medical image fusion [58]. This algorithm fully integrated the advantages of the two optimization algorithms, so as to solve the multi-objective problem. Orhan E proposed an effective new hybrid ant colony algorithm based on crossover and mutation mechanism for no-wait flow shop scheduling with the criterion to minimize the maximum completion time [59]. Garg presented a hybrid technique named as a PSO-GA for solving the constrained optimization problems [60]. This algorithm combined the advantages of the two optimization algorithms and proposed a new iterative updating formula. According to the above analysis, hybrid optimization algorithm can better use the advantages of different optimization algorithms to solve the various optimization problems.

In this paper, a 3DPCNN image segmentation algorithm based on HSOA is proposed to solve the complex problem of oil pollution image segmentation. Since the traditional 3DPCNN model has a general effect on oil pollution image segmentation, we use the optimization algorithm to optimize 3DPCNN parameters and improve the segmentation accuracy of the 3DPCNN model, so as to better obtain the oil polluted area in the image. We choose a hybrid optimization algorithm to achieve a balance between exploitation and exploration by taking advantage of SOA and TEO algorithm. In the HSOA algorithm, we improve the TEO algorithm’s heat exchange formula to the seagull attack formula in the SOA algorithm, so as to increase the exploitation of the SOA algorithm.
2. Materials and Methods

2.1. Standard 3DPCNN

The PCNN simplified model is a feedback neural network model proposed by simulating the signal processing mechanism of cat visual cortex [61]. In the simplified model, the partial simplification of the parameters makes the generality of the model well guaranteed. However, there is a great difference in the response of the visual system to the different feature regions in the image. In the PCNN model, this difference is mainly reflected in the setting of the parameters, and the flexible changes in the parameters still affect the final fusion results [62]. Therefore, this paper uses the most commonly discrete mathematical iterative models. The simplified model is shown in Figure 1.

![Figure 1. Model of 3DPCNN neuron.](image)

The mathematical expression of the PCNN simplified model can be expressed by

\[ F_{ijk}(n) = I_{ijk} \]  
(1)

\[ L_{ijk}(n) = \exp(-\alpha_L)I_{ijk}(n-1) + V_L \sum W_{ijklmn}Y_{ijmn}(n-1) \]  
(2)

\[ U_{ijk}(n) = F_{ijk}(1 + \beta L_{ijk}(n)) \]  
(3)

\[ Y_{ijk}(n) = \begin{cases} 1, & U_{ijk}(n) > \theta_{ijk}(n-1) \\ 0, & U_{ijk}(n) \leq \theta_{ijk}(n-1) \end{cases} \]  
(4)

\[ E_{ijk}(n) = e^{-\alpha_E}E_{ijk}(n-1) + V_EY_{ij}(n) \]  
(5)

where \( n \) is the number of iterations; \( I_{ijk} \) is the external input; \( Y_{ijk}(n) \) is the output of neuron; \( U_{ijk} \) is the internal behavior of neurons; \( F_{ijk}(n) \) is feedback, input excitation; \( L_{ijk}(n) \) is the input of neuron’s link; \( W_{ijklmn} \) is the weight coefficient of the connection between neurons; \( \beta \) is the link strength coefficient; \( \theta_{ijk} \) is the output of variable threshold function; \( V_L \) and \( \alpha_L \) are, respectively, the signal amplification factor and attenuation time constant of neuron’s link; \( V_E \) and \( \alpha_E \) are, respectively, the signal amplification factor and decay time constant of variable threshold function.

2.2. 3D Linked Weight \( W \)

Weights \( W_{ijklmn} \) are used to connect the neighbouring neurons in the feeding and linking channels, which are responsible for transmitting some information from neighbours. In order to reflect the information of color images, 26 neighborhood linked matrices are adopted to expand the information in the 3D space acceptable to neurons, which can make better use of the information in color images and improve the precision of segmentation. As shown in Figure 2, it shows the 26 neighborhood linked matrices. The intermediate neurons can transmit information to 26 neurons in 3D through the ignition. The figure is divided into three channels, which correspond to the feedback output of the three color components of R, G, and B in the color image. The linked matrix is convolved with the color image.
The fluctuation caused by ignition of each pixel can cause the fluctuation of other pixel points, and the ignition information of each pixel in the color space can be observed. Thus, information utilization in the color image can be realized and image segmentation can be realized.

In the segmentation of color images by 3DPCNN, the color images are viewed as the data matrix. The data matrix is convolved by the linked matrix, and binary pulse sequences Y generated through the pulse generation region. The 3D integral segmentation method processes the whole information of the color image, breaks the spatial information limitation of the 2D segmentation method and reduces the computational complexity.

2.3. Fitness Function

In order to solve the problem of high parameter complexity, long operation time and low segmentation precision of the 3D-PCNN image segmentation algorithm, HSOA optimizes the searching process of model parameters. For better solutions, the selection of fitness functions is very important. In this paper, application and product cross entropy as the fitness function of HSOA, by calculating the minimum cross entropy to search the parameter optimal solution. The minimum cross entropy is to represent the differences between the different probability distributions using the cross entropy represented by the following convex function, and there is always a threshold to reduce the amount of information on the front and back of the image, and the minimum cross entropy can be used to evaluate the image segmentation result by calculating the entropy of this threshold [39,40]. Cross entropy describes information differences between probability distributions $P = \{P_1, P_2, \cdots, P_N\}$ and $Q = \{Q_1, Q_2, \cdots, Q_N\}$. It can be expressed by

$$D(P : Q) = \sum_{i=1}^{N} p_i \ln \frac{p_i}{q_i} + \sum_{i=1}^{N} q_i \ln \frac{q_i}{p_i}$$

(6)

In image segmentation, P is the original image and Q is the segmented image. Equation (6) is taken as the fitness function of HSOA, and the parameters E and $\beta_1$ of the 3D-PCNN model are optimized at the same time. When D is the minimum, the optimal solution obtained is input into the 3D-PCNN model, and the segmentation result graph is output.

2.4. Seagull Optimization Algorithm

Seagulls, scientific named as Laridae, are sea birds which can be found all over the planet. There is a wide range of seagull species with different masses and lengths. Seagulls are omnivorous and eat insects, fish, reptiles, amphibians, earthworms, and so on. Body of most seagulls is covered with white plumage. Seagulls are very intelligent birds. They use bread crumbs to attract fish and produce
rain-like sound with their feet to attract earthworms hidden under the ground. Seagulls can drink both fresh and salt water [45], that can be seen in Figure 3.

The mathematical models of migration and attacking the prey are discussed. During migration, the algorithm simulates how the group of seagulls moves towards one position to another. A seagull should satisfy the conditions:

To avoid the collision between neighbors, an additional variable A is employed for the calculation of new search agent position.

\[ C_s = A \cdot P_s \]  \hspace{1cm} (7)

where \( C_s \) represents the position of search agent which does not collide with other search agent, \( P_s \) represents the current position of search agent, \( x \) indicates the current iteration, and \( A \) represents the movement behavior of search agent in a given search space.

\[ A = f_c - (x \cdot (f_c/\text{Max iteration})) \]  \hspace{1cm} (8)

where \( f_c \) is introduced to control the frequency of employing variable A which is linearly decreased from \( f_c \) to 0.

After avoiding the collision between neighbors, the search agents are move towards the direction of best neighbor.

\[ M_s = B \cdot (P_{bs}(x) - P_s(x)) \]  \hspace{1cm} (9)

where, \( M_s \) represents the positions of search agent \( P_{bs} \) towards the best fit search agent \( P_{bs} \). The behavior of B is randomized, which is responsible for balancing between exploration and exploitation properly. B is calculated as:

\[ B = 2 \cdot A^2 \cdot rd \]  \hspace{1cm} (10)

where, rd is a random number lies in the range of [0,1].

Lastly, the search agent can update its position with respect to best search agent by:

\[ D_s = |C_s + M_s| \]  \hspace{1cm} (11)

where, \( D_s \) represents the distance between the search agent and best fit search agent.

The exploitation intends to exploit the history and experience of the search process. While attacking the prey, the spiral movement behavior occurs in the air. This behavior in x, y, and z planes is described as follows.

\[ x' = r \cdot \cos(k) \]  \hspace{1cm} (12)
\[ y' = r \cdot \sin(k) \]  \hspace{1cm} (13)
\[ z' = r \cdot k \]  \hspace{1cm} (14)
where \( r \) is the radius of each turn of the spiral, \( k \) is a random number in range \([0 \leq k \leq 2\pi]\). \( u \) and \( v \) are constants to define the spiral shape, and \( e \) is the base of the natural logarithm. The updated position of search agent is calculated using (13)–(16).

\[
P_s(x) = (D_s \cdot x' \cdot y' \cdot z') + P_{bs}(x)
\]

where, \( P_s \) saves the best solution and updates the position of other search agents.

### 2.5. Thermal Exchange Optimization

The TEO is a new optimization algorithm based on Newton’s law of cooling, which the rate of heat loss of a body is proportional to the difference in temperatures between the body and its surroundings [44]. Transferring heat to the surrounding environment of hot iron objects is shown in Figure 4.

![Figure 4. Hot iron objects, transferring heat to the surrounding environment.](image)

In TEO algorithm, some agents are defined as the cooling objects and the remaining agents are supposed to represent the environment. Updating the temperature formula between objects can be defined as:

\[
T_{env}^i = (1 - (c_1 + c_2 \cdot (1 - t)) \cdot \text{random}) \cdot T_{env}^i
\]

\[
t = \frac{l}{L}
\]

where \( c_1, c_2 \) are the controlling variables, \( T_{env}^i \) is the previous temperature of the object, which is modified to \( T_{env}^i \). \( t \) is the current iteration number, \( L \) is the max iteration number.

According to the previous steps and Equation (19), new temperature of each object is updated by

\[
T_{new}^i = T_{env}^i + (T_{old}^i - T_{env}^i) \exp(-\beta t)
\]

\[
\beta = \frac{\text{Cost(object)}}{\text{Cost(\text{worst object})}}
\]

where, the nature when an object has lower \( \beta \), it exchanges the temperature slightly. The value of \( \beta \) for each object is evaluated according Equation (20).
To prevent the temperature of object from falling into local optimum, we can adjust the parameter Pro. It is specified whether a component of each cooling object must be changed or not. If rand < Pro, one dimension of the i th agent is selected randomly and its value is regenerated as follows:

\[ T_{i,j} = T_{i,min} + \text{rand} \cdot (T_{j,max} - T_{j,min}) \]  

(21)

where, \( T_{i,j} \) is the j th variable of the ith agent. \( T_{j,max} \) and \( T_{j,min} \) are the lower and upper bounds of the j th variable.

3. Proposed Method

3.1. Hybrid Seagull Optimization Algorithm (HSOA)

In this subsection, the Hybrid SOA describes in detail. The SOA algorithm simulates the mathematical model established by the feeding habits of seagulls, and the mathematical formula such as Equation (9) when prey attacks. It can be seen from the formula that B is responsible for balancing between exploration and exploitation properly, as shown in Equation (10), and its moving speed is slow, which makes the aggressiveness of seagulls not strong and the ability to seek for the best work. In order to solve this problem, we apply the idea of thermal exchange in TEO algorithm to enhance the local optimization ability of seagulls. In the Equation (19), \( \beta \) exchanges the temperature slightly between objects so as to get close to the target object quickly. In this paper, \( \beta \) is improved Equation (9) so that seagulls can better move towards prey. Its mathematical formula is as follows:

\[ M_s = B \cdot (P_{bs}(x) - P_s(x)) \cdot \exp(-\beta t) \]  

(22)

3.2. Proposed Multi-Segmentation Method

In resolution of color image segmentation, that parameters in the 3D-PCNN model need to rely on the prior knowledge, determination, the exponential decay results in increased operation time and slow partition calculation, and the 3D-PCNN model based on HSOA is proposed in this paper. The exponential decay value function in the model is reduced to the threshold function E and \( \beta \) as compared to the 3D-PCNN model. It uses that HSOA to find the optimal solution of the threshold value E and the connecting intensity constant. It can be seen from Figure 5.

![Figure 5. 3DPCNN-HSOA model.](image-url)
The mathematical expression of the 3DPCNN-HSOA simplified model can be expressed by

\[
\begin{align*}
F_{ijk}(n) &= I_{ijk} \\
L_{ijk}(n) &= \exp(-\alpha L_{ij}(n-1)) + V_L \sum W_{ijklmn} Y_{ijmn}(n-1) \\
U_{ijk}(n) &= F_{ijk}(1 + \beta L_{ijk}(n)) \\
Y_{ijk} &= \begin{cases} 
1 & U_{ijk}(n) > E \\
0 & \text{otherwise}
\end{cases}
\end{align*}
\]

(23)

where, \( P_{x}^{Levy} \) is the location of individual particles that the HSOA needs to optimize, \( E \) and \( \beta_1 \) are two independent particles in the proposed optimization algorithm. The optimal fitness function \( F_j \) is optimized by the HSOA. And then, the optimization algorithm finds the best particles \( E \) and \( \beta_1 \), and input particles into the model to get a binary color image. The flowchart of the HSOA can be seen from Figure 6.

Figure 6. The flowchart of the HSOA.

The computational complexity of the proposed method 3DPCNN-HSOA depends on the number of each combination \( (L) \), the number of generations \( (g) \), the number of population \( (n) \) and the parameter dimensions \( (d) \). So, 3DPCNN’s computational complexity of L combination is \( O(L) \). The computational complexity of the seagull population location update is \( O(n \times d) \). The calculation of fitness function values of all seagull populations is \( O(n \times L) \). Therefore, the final computational complexity of the proposed method is:

\[
O(3DPCNN, HSOA) \approx O(g \times (n \times d + n \times L))
\]

(24)
4. Satellite Images Experiments and Results

In this chapter, HSOA algorithm is applied to optimize the MCE function of 3DPCNN algorithm. In order to better verify the image segmentation ability of 3DPCNN-HSOA algorithm, it is compared with the optimized 3DPCNN algorithm of WOA, PSO, FPA and BA. The color image has three color channels. In this paper, the images of the three channels are segmented, and then the three resulting images are fused to obtain the final segmentation result graph. Firstly, the segmentation effect and precision of 3DPCNN-HSOA algorithm are analyzed. Then the segmentation ability, statistical analysis and stability analysis of the proposed HSOA algorithm and other optimization algorithms in 3DPCNN image segmentation are analyzed. Finally, the Berkeley image library is tested and analyzed. All parameters of the comparison optimization algorithm are shown in Table 1.

| Algorithm | Parameters | Value |
|-----------|------------|-------|
| SOA       | u          | 0.1   |
|           | v          | 0.001 |
| WOA [63]  | b          | 0.2   |
|           | l          | [−1,1]|
| FPA [64]  | P          | 0.5   |
| PSO [65]  | Swam size  | 200   |
|           | Cognitive, social acceleration | 2.2   |
|           | Inertial weight | 0.95–0.4 |
| BA [66]   | β          | (0,1) |

The test images [67] in this paper are as follows Figure 7. Color image segmentation requires a higher threshold level, so it is more complex to use optimization technology to solve the problem. Therefore, the optimization algorithm has the characteristics of randomness. So, all image segmentation experiments are run separately for 30 times. The parameters for the 3D-PCNN model are given as follows. In the 3D-PCNN model, $F_{ijk} = 0.1, \alpha_L = 0.7, V_L = 1.0, V_T = 2000$. $V_T$ must be large enough to ensure that every neuron of the 3D-PCNN is permitted to fire only once. The above parameters are manually set by experiments.

![Figure 7. The color test images.](image-url)
4.1. Comparison with WOA, FPA, PSO, and BA Algorithm based 3DPCNN

In this experiment, to show the merits of proposed 3DPCNN-HSOA technique, the results are compared with WOA, FPA, PSO, and BA use same objective function (3DPCNN). The evaluation indexes of segmentation result images include Peak Signal-to-Noise Ratio (PSNR) [68] and feature similarity (FSIM) [69]. From Table 2, it can be observed that the result of the PSNR and FSIM for all the test images, HSOA is better and more reliable than WOA, FPA, PSO, and BA, because of its precise search capability. Performance of WOA and BA has closely followed HSOA. The solution update strategy for FPA and PSO may have led to poor results. The good results based on the HSOA algorithm are shown in Table 2, and the 3DPCNN-HSOA algorithm performs best in color images such as satellite images.

Table 2. The PSNR and FSIM of each algorithm under 3DPCNN.

| T              | WOA   | FPA   | PSO   | BA   | HSOA  |
|----------------|-------|-------|-------|------|-------|
| PSNR           | FSIM  | PSNR  | FSIM  | PSNR | FSIM  | PSNR  | FSIM  | PSNR  | FSIM  |
| Satellite image1 | 17.9744 | 0.8654 | 17.5541 | 0.7738 | 16.9008 | 0.7734 | 17.8235 | 0.8679 | 23.3737 | 0.94884 |
| Satellite image2 | 22.3392 | 0.8277 | 22.3470 | 0.8280 | 22.3044 | 0.8380 | 19.9078 | 0.7768 | 26.2123 | 0.93556 |
| Satellite image3 | 20.9181 | 0.7749 | 20.9579 | 0.7750 | 20.5956 | 0.6997 | 20.9783 | 0.7750 | 26.4849 | 0.93772 |
| Satellite image4 | 18.9191 | 0.7835 | 18.3870 | 0.7677 | 19.1694 | 0.7289 | 15.6841 | 0.6772 | 26.2893 | 0.9152 |
| Satellite image5 | 18.1830 | 0.7560 | 18.1572 | 0.7571 | 17.3974 | 0.3912 | 18.2168 | 0.7569 | 21.1809 | 0.91668 |
| Satellite image6 | 22.4419 | 0.8542 | 21.1909 | 0.8160 | 21.0133 | 0.7716 | 22.5738 | 0.8542 | 22.9081 | 0.85038 |
| Satellite image7 | 17.2417 | 0.7913 | 16.8802 | 0.8247 | 16.9702 | 0.7810 | 16.8993 | 0.7749 | 23.4707 | 0.92476 |
| Satellite image8 | 17.1414 | 0.7444 | 16.4690 | 0.7612 | 17.8660 | 0.8831 | 17.2795 | 0.8600 | 27.0487 | 0.89289 |

For visual qualitative analysis, the performance of this method is shown in Figures 8–15. The performance of the FPA is the worst, can be seen from the Figure 10b, Figure 12b, and Figure 14b. Figures 14c and 15c have the under-segmentation, so the PSO algorithm has a bad visual qualitative. It can be seen from Figures 8 and 9 that the performance of the WOA and BA have a good visual qualitative. The HSOA algorithm can achieve a satisfactory segmentation effect with good edge preservation from all test images. Therefore, the visual results show that 3DPCNN-HSOA achieves a good segmentation effect by accurately identifying the complex target and background in satellite image segmentation.

Figure 8. The segmented results of Satellite image1. (a) WOA; (b) FPA; (c) PSO; (d) BA; and (e) HSOA.
The visual results show that BA have a good visual qualitative. The HSOA algorithm can achieve a satisfactory segmentation. However, as shown in Figure 10 (b), figure 12 (b), and Figure 14 (c) and Figure 15 (c), there is under-segmentation, so the PSO algorithm has a bad performance. 

The segmented results of Satellite image2. (a) WOA; (b) FPA; (c) PSO; (d) BA; and (e) HSOA.

The segmented results of Satellite image3. (a) WOA; (b) FPA; (c) PSO; (d) BA; and (e) HSOA.

The segmented results of Satellite image4. (a) WOA; (b) FPA; (c) PSO; (d) BA; and (e) HSOA.

The segmented results of Satellite image5. (a) WOA; (b) FPA; (c) PSO; (d) BA; and (e) HSOA.

The segmented results of Satellite image6. (a) WOA; (b) FPA; (c) PSO; (d) BA; and (e) HSOA.

The segmented results of Satellite image7. (a) WOA; (b) FPA; (c) PSO; (d) BA; and (e) HSOA.
The calculated p-values from the Wilcoxon test for the 3DPCNN-HSOA versus other optimizers.

Table 4. The calculated p-values from the Wilcoxon test for the 3DPCNN-HSOA versus other optimizers.

4.2. Stability and Statistical Analysis

Based on the natural optimization algorithm, the results of each run are not the same. Therefore, in order to analyze the stability of the proposed algorithm based on 3DPCNN-HSOA, we use the value of standard deviation (STD). The STD can be intuitive to the operational stability of the algorithm, and the lower the value of the algorithm, the stronger the robustness of the algorithm. Table 3 shows the STD values of each algorithm after 30 runs. It can be seen from the table that the stability of HSOA algorithm is the strongest, especially when dealing with the segmentation of satellite images, its stability is obviously better than other comparison algorithms, indicating that 3DPCNN-HSOA algorithm has a good segmentation ability, and can find the optimal threshold of the image better, more accurate, and more stable.

Table 3. Comparison of standard deviation (STD) of FSIM computed by WOA, FPA, PSO, BA, and HSOA using 3DPCNN as an objective function.

| Test Images  | WOA       | FPA       | PSO       | BA        | HSOA      |
|--------------|-----------|-----------|-----------|-----------|-----------|
| Satellite image1 | 9.6048E-08 | 1.0350E-07 | 5.4459E-08 | 2.3562E-08 | 9.4807E-16 |
| Satellite image2 | 9.2569E-08 | 9.3650E-08 | 1.0614E-07 | 6.3755E-08 | 4.0982E-15 |
| Satellite image3 | 3.9561E-08 | 3.9770E-08 | 2.6169E-08 | 7.3730E-08 | 3.5838E-10 |
| Satellite image4 | 2.6712E-08 | 6.4477E-08 | 5.5228E-02 | 1.8992E-08 | 4.5094E-12 |
| Satellite image5 | 1.0176E-07 | 6.1097E-08 | 2.0845E-08 | 8.6422E-08 | 2.2787E-15 |
| Satellite image6 | 5.0916E-08 | 6.2483E-08 | 1.0282E-07 | 1.0859E-07 | 3.4058E-12 |
| Satellite image7 | 1.0878E-07 | 1.0263E-07 | 1.8820E-05 | 2.9401E-08 | 2.1315E-11 |
| Satellite image8 | 7.4459E-08 | 6.4278E-08 | 1.8820E-05 | 2.9401E-08 | 2.1315E-11 |

We statistically analyze the experimental results to better observe the differences between algorithms. We use Wilcoxon rank sum test [70], a nonparametric statistical test that checks whether one of two independent samples is larger than the other. We calculate the p-value of FSIM of HSOA algorithm and WOA, FPA, PSO, and BA algorithm. The experimental statistical results are shown in Table 4. If the p-value of the two algorithms is greater than 0.05, there is no significant difference between the two algorithms. On the other hand, a p-value less than 0.05 means that there is a significant difference between the two algorithms at the significance level of 5%. It can be seen from Table 4 that 3DPCNN-HSOA algorithm is obviously better than the comparison algorithm in the statistical sense.
Table 4. The calculated p-values from the Wilcoxon test for the 3DPCNN-HSOA versus other optimizers.

| Test Images       | WOA   | FPA   | PSO   | BA    |
|-------------------|-------|-------|-------|-------|
| Satellite image1  | P < 0.05 | P < 0.05 | P < 0.05 | P < 0.05 |
| Satellite image2  | P < 0.05 | P < 0.05 | P < 0.05 | P < 0.05 |
| Satellite image3  | P < 0.05 | P < 0.05 | P < 0.05 | P < 0.05 |
| Satellite image4  | P < 0.05 | P < 0.05 | P < 0.05 | P < 0.05 |
| Satellite image5  | P < 0.05 | P < 0.05 | P < 0.05 | P < 0.05 |
| Satellite image6  | P < 0.05 | P < 0.05 | P < 0.05 | P < 0.05 |
| Satellite image7  | P < 0.05 | P < 0.05 | P < 0.05 | P < 0.05 |
| Satellite image8  | P < 0.05 | P < 0.05 | P < 0.05 | P < 0.05 |

4.3. Compared with the Latest Satellite Image Method

In order to better test the segmentation capability of the 3DPCNN-HSOA model for satellite images, we compare it with the new segmentation method for satellite images, such as Fully Convolutional Networks (FCN) [71], An Image-Segmentation-Based Framework (ISBF) [72], and SOM-PCNN [73]. We experimented with eight satellite images. The PSNR value, FSIM value, and CPU time of the segmentation result are calculated, as shown in Table 5. The table records the mean and variance values of eight satellite images.

Table 5. The result of the compared satellite image segmentation method.

| T                | PSNR   | FSIM   | CPU TIME |
|------------------|--------|--------|----------|
|                  | MEAN   | STD.   | MEAN     | STD.   | MEAN   | STD.   |
| FCN              | 22.3470| 7.39E-08| 0.8980   | 6.97E-03| 13.2145| 3.21E-05|
| ISBF             | 22.3392| 7.40E-08| 0.8880   | 5.14E-08| 4.2146 | 4.21E-04|
| SOM-PCNN         | 23.9181| 6.97E-03| 0.9080   | 3.21E-05| 15.2142| 5.21E-07|
| 3DPCNN-HSOA      | 24.6211| 5.21E-09| 0.9153   | 4.84E-11| 2.0145 | 6.65E-06|

As can be seen from Table 5, the results of 3DPCNN-HSOA model are better than other comparison algorithms. The results of SOM-PCNN and FCN perform better, but their operation time is longer. Although the ISBF algorithm has low accuracy, its running time is better than SOM-PCNN and FCN. The 3DPCNN-HSOA model not only ensures the accuracy, but also reduces the computation time, which indicates that the HSOA algorithm has a strong optimization ability and finds the best parameters of the 3DPCNN-HSOA model quickly and accurately, and finally obtains the best segmentation result of the image.

5. Oil Pollution Images Experiments and Results

In this experiment, for further showing the merits of 3DPCNN-HSOA method, the comparison is performed with other classical image segmentation algorithms, such as A Level Set Approach (LSA) [74], multilevel thresholding (MS) [75] and the optimal Color Image Multilevel Thresholding Technique (GLCM) [76]. The images of the experiment are taken by a drone in the field, such as the Figure 16. As can be seen from Figure 16, (a) and (b) show that the oil pollution area is relatively obvious, while the oil pollution area of (c) and (d) has large interference, which brings great difficulties to the segmentation algorithm and can better verify the segmentation ability of the algorithm. This section uses an extensive comparative study on oil pollution by using performance metrics like Probability Rand Index (PRI), Variation of Information (VoI), Global Consistency Error (GCE), and Boundary Displacement Error (BDE) [77,78]. Table 6 shows the average results of PRI, BDE, GCE, and VoI of the oil pollution images.
Figure 16. The segmentation results of oil pollution images. (a) oil pollution1; (b) oil pollution2; (c) oil pollution3; and (d) oil pollution4.

Table 6. The comparison results for the 3DPCNN-HSOA versus other optimizers.

| ALGORITHM     | BDE    | PRI    | GCE    | VOI    | TIME |
|---------------|--------|--------|--------|--------|------|
| 3DPCNN-HSOA   | 8.3161 | 0.7774 | 0.2586 | 3.2826 | 1.8415 |
| LSA           | 10.2151| 0.7255 | 0.2954 | 3.6661 | 5.2141 |
| MS            | 8.9881 | 0.7125 | 0.2865 | 3.5841 | 3.5147 |
| GLCM          | 8.8541 | 0.7188 | 0.3011 | 3.8414 | 10.3214 |

Figures 17–20 shows the image segmentation results of each algorithm. Since there is no clear index for the oil pollution area actually photographed, we use Photoshop (PS) to segment the oil pollution area in the original image and take the segmentation result as the ground truth for comparison, and the subsequent indexes will be calculated according to the ground truth figure. As can be seen from the figure, 3DPCNN-HSOA can effectively segment the oil pollution area from the complex background. The LSA algorithm has a better effect on the oil pollution image with a simple background, as shown in Figures 17b and 18b, but Figure 17b has an over-segmentation phenomenon, and the redundant area is divided. When the LSA algorithm is used to segment complex images, the oil pollution area cannot be obtained and the segmentation effect is the worst, as shown in Figures 19b and 20b. The segmentation results of MS and GLCM algorithm are similar, but it can be seen from Figures 19 and 20 that the segmentation results of GLCM are better than that of MS, and the oil pollution area is more obvious. At the same time, the oil pollution boundary of MS is relatively fuzzy.
Figure 17. The segmentation results of oil pollution1 image. (a) 3DPCNN-HSOA; (b) LSA; (c) MS; (d) GLCM; and (e) Ground truth.

Figure 18. Cont.
Figure 18. The segmentation results of oil pollution2 image. (a) 3DPCNN-HSOA; (b) LSA; (c) MS; (d) GLCM; and (e) Ground truth.

Figure 19. Cont.
Figure 19. The segmentation results of oil pollution3 image. (a) 3DPCNN-HSOA; (b) LSA; (c) MS; (d) GLCM; and (e) Ground truth.

Figure 20. The segmentation results of oil pollution4 image. (a) 3DPCNN-HSOA; (b) LSA; (c) MS; (d) GLCM; and (e) Ground truth.
From the visual analysis and data results of the image segmentation results of oil pollution, it can be seen that the 3DPCNN-HSOA algorithm has a good ability for the image segmentation of oil pollution, and its time is relatively short.

The results displayed in Table 6, that the proposed technique outperforms all other compared image segmentation algorithms. It can be seen from the table that the numerical value of 3DPCNN-HSOA algorithm is the best, indicating that the segmentation effect is the best. And the MS model segmentation effect is the most check. LSA and GLCM segmentation effect is not much different. The CPU running time of 3DPCNN-HSOA algorithm is the shortest, followed by GLCM and MS, and the running time of LSA algorithm is the slowest. According to the comparison between the results of image segmentation algorithms, the segmentation accuracy of 3DPCNN-HSOA algorithm is higher and its stability is better than other comparison algorithms. Therefore, the algorithm proposed in this paper has strong robustness, can complete the complex image segmentation task in a relatively short CPU time, and obtain good segmentation results with excellent segmentation accuracy.

6. Discussion

Oil pollution brings great damage to the environment. Oil leakage includes Oil spill and oil and gas drilling. The offshore oil spill has a large area of pollution and a long time of damage, and some damages are irreversible. Oil and gas drilling is widespread, oil is used in major equipment, the area of its contaminated continent is not easy to find, and the underground pipeline is complex, the damage caused by oil leakage should not be underestimated.

In this paper, unmanned aerial vehicles are used to take pictures of oil leakage in oil and gas drilling and ground pipelines. As the situation on the ground is relatively complex, and some buildings and number of buildings are shaded, the segmentation of the collected images poses a great challenge. The fast detection of oil spill method (FD) [79] can detect offshore oil spills and identify vessels that have dumped oil. On the surface of the sea, the background is single and the oil target is obvious. The f-divergence minimization (FDM) [80] can recognize oil spill images with different shapes. This method effectively reduces a large number of labeled data for neural network training. The one dot fuzzy initialization method (ODFI) [81] that the fuzzy connecting between any initial point and the remaining pixels leads to a physically uniform region which is consistent with the minimization of the initial energy. This method can obtain relatively complete oil spill area. The above methods have a good effect on the segmentation of oil spill images, but they also have different disadvantages. FDM and ODFI require training data sets, and only by completing the training of neural network can the segmentation and identification of oil spill be realized. The FD algorithm is simple and easy to implement, but its ability to deal with complex background image segmentation is weak.

Figure 21 is the result of the PRI, BDE, GCE, VoI, and CPU time of each comparison algorithm. As can be seen from the figure, 3DPCNN-HSOA algorithm has the shortest running time and the highest segmentation accuracy. The FD has poor accuracy, but short operation time, the FDM and ODFI have a good segmentation accuracy, but long operation time. Therefore, 3DPCNN-HSOA algorithm has a good segmentation effect and excellent ability to solve the problem of oil and gas drilling oil leakage and pipeline oil leakage.

Because the ground background is complex and there are many buildings and trees, the algorithm is easy to divide the background of the building into oil pollution areas. The algorithm proposed in this paper has a good ability to segment simple background, as shown in the oil pollution image in Figure 16d, with few tree shadows. The 3DPCNN-HSOA model can best obtain the oil pollution area. However, when the shadow area of trees is large, it is easy to divide the shadow into the dirty oil area. In the future research, we will focus on this problem to improve the segmentation ability of the algorithm and enhance the optimizing ability of the optimization algorithm. At the same time, we will study infrared and satellite image segmentation, to better solve the over-segmentation phenomenon.
7. Conclusions

In this paper, HSOA algorithm is adopted to optimize the parameter of the 3DPCNN model, and the ICE is used as the fitness function. We combine the SOA algorithm and the TEO algorithm to improve SOA algorithm, increase the random step size of the algorithm, and improve the optimization ability of the algorithm. This algorithm is compared with other optimization algorithms to jointly optimize 3DPCNN model in satellite image segmentation experiments. As can be seen from PSNR and FSIM values, the 3DPCNN-HSOA model has the highest segmentation accuracy. Finally, we compare the 3DPCNN-HSOA method with the novel image segmentation algorithm, and conduct segmentation experiments on oil pollution images. It can be seen from PRI, VoI, GCE, BDE and CPU time indexes that HSOA’s optimization ability to 3DPCNN model is better than the other image segmentation algorithm. Therefore, the 3DPCNN-HSOA algorithm proposed in this paper has better image segmentation accuracy and less CPU time. It has excellent ability to solve the problem of oil pollution image segmentation and can obtain the complete oil pollution area.
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