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Abstract

The Kolmogorov equation associated to a stochastic 2D Euler equations with transport type noise and random initial conditions is studied by a direct approach, based on Fourier analysis, Galerkin approximation and Wiener chaos methods. The method allows us to generalize previous results and to understand the role of the regularity of the noise, in relation to a limiting value of roughness.
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1 Introduction

Stochastic 2D Euler equations with transport type noise and random Gaussian initial conditions seem to us a rich subject for theoretical investigations and, with due idealization, a potentially interesting model for stationary inverse cascade turbulence. The topic was initiated by S. Albeverio and collaborators in a series of works and since then it received much attention; see for instance [1, 3, 11], the review [2] and references in [13]. The case with transport noise is more recent; we have initiated its investigation in [13], where we have constructed solutions to the stochastic 2D Euler equations and have proved that their laws satisfy a certain Fokker–Planck equation and suitable gradient estimates. The present paper complements [13] with an entirely different approach: we study directly the associated Kolmogorov equation and prove existence and some regularity of solutions. The techniques are very different, based in [13] on point vortex approximation, here on Fourier analysis, Galerkin approximation and Wiener chaos methods. This approach allows us to extend the results of [13] and to prove a special property of the limit case $\gamma = 2$, see below. We would like to mention that Kolmogorov equations in infinite dimensional spaces have been widely studied in the past, see e.g. [15, 12, 9, 5, 17, 18, 6]; however, the equation treated in this paper is not covered by those ones, and it requires some special techniques.

Consider the vorticity formulation of the 2D stochastic Euler equation on $\mathbb{T}^2 = \mathbb{R}^2 / \mathbb{Z}^2$:

$$d\omega_t + u_t \cdot \nabla \omega_t + \sum_{k \in \mathbb{Z}_d^2} \sigma_k \cdot \nabla \omega_t \circ dW_t^k = 0, \quad (1.1)$$
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where \( Z_0^2 = Z^2 \setminus \{0\} \), \( \{W^k\}_{k \in Z_0^2} \) is a family of independent standard Brownian motions, and
\[
\sigma_k(x) = \left( \frac{1}{|k|^{\gamma}} \right) \begin{cases} 
\cos(2\pi k \cdot x), & k \in Z_+^2, \\
\sin(2\pi k \cdot x), & k \in Z_0^2, \\
\sin(2\pi k \cdot x), & k \in Z_-^2, 
\end{cases} \quad x \in \mathbb{T}^2, \quad \gamma \geq 2, \tag{1.2}
\]
with \( k^\perp = (k_2, -k_1) \), \( Z_+^2 = \{ k \in Z_0^2 : (k_1 > 0) \text{ or } (k_1 = 0, k_2 > 0) \} \) and \( Z_-^2 = -Z_+^2 \). The generator of \( \omega_t \) is
\[
\mathcal{L}F(\omega) = \frac{1}{2} \sum_{k \in Z_0^2} \langle \sigma_k \cdot \nabla \omega, D\langle \sigma_k \cdot \nabla \omega, DF \rangle \rangle - \langle u(\omega) \cdot \nabla \omega, DF \rangle, \quad F \in \mathcal{FC}_P, \tag{1.3}
\]
where \( \mathcal{FC}_P \) is the space of cylinder functionals on \( H^{-1}(-\mathbb{T}^2) \) (see [1.8] below). Here, for \( s \in \mathbb{R} \), we denote by \( H^s(\mathbb{T}^2) \) the usual Sobolev spaces on \( \mathbb{T}^2 \) and \( H^{-1}(-\mathbb{T}^2) = \cap_{s > 0} H^{-1-s}(\mathbb{T}^2) \). Recall the Biot–Savart law:
\[
\mu(\omega)(x) = \langle \omega, K(x - \cdot) \rangle = \int_{\mathbb{T}^2} K(x - y) \omega(dy), \tag{1.4}
\]
where the Biot–Savart kernel \( K \) has the expression
\[
K(x) = 2\pi i \sum_{k \in Z_0^2} \frac{k_\perp}{|k|^2} e^{2\pi ik \cdot x} = -2\pi \sum_{k \in Z_0^2} \frac{k_\perp}{|k|^2} \sin(2\pi k \cdot x). \tag{1.5}
\]
Note that for all \( p \in [1, 2) \), \( K \in L^p(\mathbb{T}^2, dx) \), thus by [14] p. 217, Theorem 3.5.7], the above series converge to \( K \) in \( L^p(\mathbb{T}^2, dx) \).

Let \( \mu \) be the law of the white noise on \( \mathbb{T}^2 \), which is also called the enstrophy measure and supported by \( H^{-1}(-\mathbb{T}^2) \). In the recent paper [13], we proved that if \( \gamma > 2 \) in (1.2), then for any \( \rho_0 \in C_b(\mathbb{H}^{-1}(-\mathbb{T}^2), \mathbb{R}_+) \) with \( \int \rho_0 \, d\mu = 1 \), the equation (1.1) admits a white noise solution which is a stochastic process taking values in \( H^{-1}(-\mathbb{T}^2) \), and the distribution at any time \( t \in [0, T] \) has a density \( \rho_t \) w.r.t. to \( \mu \). Moreover, \( \rho_t \) satisfies the forward Kolmogorov equation (or Fokker–Planck equation)
\[
\partial_t \rho_t = \mathcal{L}^* \rho_t, \quad \rho|_{t=0} = \rho_0 \tag{1.6}
\]
associated to the operator \( \mathcal{L} \) in (1.3), and the following gradient estimate holds:
\[
\sum_{k \in Z_0^2} \int_0^T \int_{H^{-1}(-\mathbb{T}^2)} \langle \sigma_k \cdot \nabla \omega, D\rho_t \rangle^2 \, d\mu \, dt \leq \| \rho_0 \|_{\infty}^2. \]
The method in [13] is based on the idea that the enstrophy measure \( \mu \) can be approximated by point vortices when the number of points goes to infinity.

The purpose of the current work is to solve the forward Kolmogorov equation (1.6), by using the method of Galerkin approximation. We can prove the same results as in [13] for the case \( \gamma > 2 \) (see Theorem 1.11 below), provided that \( \rho_0 \in L^2(\mathbb{H}^{-1}(-\mathbb{T}^2), \mu) \) instead of \( \rho_0 \in C_b(\mathbb{H}^{-1}(-\mathbb{T}^2)) \). However, when \( \gamma = 2 \), it turns out that any weak limit of the Galerkin approximation is trivial. We remark that, since \( \sigma_k \cdot \nabla \omega (\forall k \in Z_0^2) \) and \( u(\omega) \cdot \nabla \omega \) can be viewed as divergence free fields w.r.t. the white noise measure \( \mu \) on \( H^{-1}(-\mathbb{T}^2) \), the operators \( \mathcal{L} \) and \( \mathcal{L}^* \) differ from each other only by a sign of the drift parts. Therefore the approach of this paper works also for the backward Kolmogorov equation with little change. In order to state precisely our main results, we introduce some notations.
First, we use $\langle \cdot , \cdot \rangle$ to denote the dual pairing between the space $C^\infty (\mathbb{T}^2)'$ of distributions and the test functions $C^\infty (\mathbb{T}^2)$. Let $\{ e_k : k \in \mathbb{Z}_0^2 \}$ be the usual orthonormal basis of $L^2(\mathbb{T}^2, \mathbb{R})$ consisting of zero-average functions:

$$e_k(x) = \sqrt{2} \begin{cases} \cos(2\pi k \cdot x), & k \in \mathbb{Z}_+^2, \\ \sin(2\pi k \cdot x), & k \in \mathbb{Z}_-^2. \end{cases} \quad (1.7)$$

By $\Lambda \Subset \mathbb{Z}_0^2$ we mean that $\Lambda$ is a finite subset of $\mathbb{Z}_0^2$, and $\mathbb{R}^\Lambda$ is the $(\# \Lambda)$-dimensional Euclidean space. We introduce the family of cylindrical functions on $H^{-1;-}$:

$$FC_P := \{ F(\omega) = f(\langle \omega, e_l \rangle ; l \in \Lambda) \text{ for some } \Lambda \Subset \mathbb{Z}_0^2 \text{ and } f \in C^\infty_0 (\mathbb{R}^\Lambda) \}, \quad (1.8)$$

where $C^\infty_0 (\mathbb{R}^\Lambda)$ is the collection of smooth functions on $\mathbb{R}^\Lambda$ having polynomial growth together with all the derivatives. To simplify notations, we shall write $F(\omega) = f \circ \Pi_\Lambda (\omega)$, see Section 2.1 for details. For a cylindrical function $F = f \circ \Pi_\Lambda$, we define

$$DF = DF(\omega) = \sum_{j \in \Lambda} (\langle \partial_j f \rangle \circ \Pi_\Lambda) e_j,$$

where $\partial_j f = \partial_{\xi_j} f$ is the partial derivative.

We regard $\sigma_k \cdot \nabla \omega$ as a distribution which is understood as follows: for any $\phi \in C^\infty (\mathbb{T}^2)$,

$$\langle \sigma_k \cdot \nabla \omega, \phi \rangle = -\langle \omega, \sigma_k \cdot \nabla \phi \rangle,$$

since $\sigma_k$ is smooth and divergence free on $\mathbb{T}^2$. Then for any cylindrical function $F = f \circ \Pi_\Lambda$, we have

$$\langle \sigma_k \cdot \nabla \omega, DF \rangle = \sum_{j \in \Lambda} (\langle \partial_j f \rangle \circ \Pi_\Lambda) \langle \sigma_k \cdot \nabla \omega, e_j \rangle.$$

Not that $\langle \sigma_k \cdot \nabla \omega, DF \rangle$ is also a cylindrical function.\footnote{This is the reason why we require that, in the definition of cylindrical functions, $f \in C^\infty_0 (\mathbb{R}^\Lambda)$ instead of $f \in C^\infty (\mathbb{R}^\Lambda)$, since $\langle \sigma_k \cdot \nabla \omega, e_j \rangle$ is unbounded.} It can be shown that $\operatorname{div}_\mu (\sigma_k \cdot \nabla \omega) = 0$ in the distributional sense (see [13, Lemma 4.5]), i.e., for any cylindrical function $F$,

$$\int \langle \sigma_k \cdot \nabla \omega, DF \rangle \, d\mu = 0.$$

The meaning of the drift part $\langle u(\omega) \cdot \nabla \omega, DF \rangle$ in [13] is more delicate, and the reader is referred to Section 5 of this paper (see also [4]).

Given $G \in L^2(\mathbb{H}^{-1;-}, \mu)$, we say that $\langle \sigma_k \cdot \nabla \omega, DG \rangle$ exists in the distributional sense if there exists some $\varphi \in L^2(\mathbb{H}^{-1;-})$ such that, for any cylindrical function $F$, it holds

$$\int \langle \sigma_k \cdot \nabla \omega, DF \rangle G \, d\mu = -\int F \varphi \, d\mu.$$

In this case we shall write $\langle \sigma_k \cdot \nabla \omega, DG \rangle = \varphi$. We can give a similar definition when $G$ is time-dependent.

Using the method of Galerkin approximation (see Section 2), we can prove

**Theorem 1.1.** Assume $\rho_0 \in L^2(\mathbb{H}^{-1;-}, \mu)$ and $\gamma \geq 2$ in (1.2). There exists a measurable function $\rho \in L^\infty (0, T; L^2(\mathbb{H}^{-1;-}, \mu))$ such that

(i) for every $k \in \mathbb{Z}_0^2$, $\langle \sigma_k \cdot \nabla \omega, D\rho_k \rangle$ exists in the distributional sense;

(ii) $\rho_0 \in L^2(\mathbb{H}^{-1;-}, \mu)$.

\[ \int \langle \sigma_k \cdot \nabla \omega, DF \rangle G \, d\mu = -\int F \varphi \, d\mu. \]
(ii) the gradient estimate holds:

\[
\sum_{k \in \mathbb{Z}^2_0} \int_0^T \int \langle \sigma_k \cdot \nabla \omega, D\rho_t \rangle^2 \, d\mu \, dt \leq \|\rho_0\|_{L^2(\mu)}^2; \tag{1.9}
\]

(iii) if \( \gamma > 2 \), then for any cylindrical function \( F \) and \( \alpha \in C^1([0,T], \mathbb{R}) \) satisfying \( \alpha(T) = 0 \), one has

\[
0 = \alpha(0) \int F \rho_0 \, d\mu + \int_0^T \int \rho_t \left( \alpha'(t) F - \alpha(t) \langle u(\omega) \cdot \nabla \omega, DF \rangle \right) \, d\mu \, dt - \frac{1}{2} \sum_{k \in \mathbb{Z}^2_0} \int_0^T \alpha(t) \langle \sigma_k \cdot \nabla \omega, DF \rangle \langle \sigma_k \cdot \nabla \omega, D\rho_t \rangle \, d\mu \, dt. \tag{1.10}
\]

Remark 1.2. Any solution \( \rho_t \) to the equation (1.10) is weakly continuous in \( t \), namely, for any cylindrical function \( F \), \( t \to \int \rho_t F \, d\mu \) is continuous on \([0,T] \). Indeed, we deduce from (1.10) that, in the distributional sense,

\[
\frac{d}{dt} \int \rho_t F \, d\mu = \int \rho_t \langle u(\omega) \cdot \nabla \omega, DF \rangle \, d\mu - \frac{1}{2} \sum_{k \in \mathbb{Z}^2_0} \int_0^T \langle \sigma_k \cdot \nabla \omega, DF \rangle \langle \sigma_k \cdot \nabla \omega, D\rho_t \rangle \, d\mu.
\]

Since the r.h.s. is integrable on \([0,T] \), we conclude that \( t \to \int \rho_t F \, d\mu \) is absolutely continuous. In particular, taking \( F \equiv 1 \), we obtain \( \int \rho_t \, d\mu = \int \rho_0 \, d\mu \) for all \( t \in [0,T] \).

The case \( \gamma = 2 \) is quite tricky and we are unable to show that the limit satisfies some equation. Indeed, by Proposition 3.5 below, for any nonconstant cylindrical function \( F \),

\[
\sum_{k \in \mathbb{Z}^2_0} \int \langle \sigma_k \cdot \nabla \omega, DF \rangle^2 \, d\mu < +\infty
\]

if and only if \( \gamma > 2 \) in (1.2). This result suggests that, when \( \gamma = 2 \), the diffusion part of \( LF(\omega) \) in (1.3) might be divergent. We can prove this claim by decomposing the partial sum of the diffusion part into two terms: the first one is convergent in any \( L^p(H^{-1}, \mu) \), while the second one explodes at a logarithmic rate (see Proposition 4.2). Based on this decomposition, for a slightly modified approximation scheme (see (4.1) for details), we can show that the projections of the limit \( \rho_t \) on any nonconstant Hermite polynomials vanish.

Theorem 1.3. Assume \( \gamma = 2 \). Then any limit points of the modified Galerkin approximation is trivial, i.e., for all \( t \in (0,T] \), \( \rho_t = \int \rho_0 \, d\mu \) a.e.

This paper is organised as follows. In Section 2, we make some preparations concerning the Galerkin approximation for the equations (1.1) and (1.6), and recall some basic facts of the Hermite polynomials on \( H^{-1}(\mathbb{T}^2) \). Based on these results, we prove the three assertions of Theorem 1.1 in Section 3. Theorem 1.3 will be proved in Section 4, thanks to a decomposition of the approximation operator. In the appendices, we show the convergence of the Galerkin approximation for the nonlinear part in (1.3), as well as the convergence of one part in the decomposition of the approximation operator, which is similar to a renormalization argument.
2 Some preparations

2.1 The finite dimensional approximation of $L$

Let $\Lambda \subset \mathbb{Z}_0^2$ be a finite subset. We denote by $H_\Lambda = \text{span}\{e_k : k \in \Lambda\} \subset L^2(\mathbb{T}^2, dx)$ and define the projection operator $\Pi_\Lambda : L^2(\mathbb{T}^2, dx) \to H_\Lambda$ as

$$\Pi_\Lambda f = \sum_{k \in \Lambda} \langle f, e_k \rangle e_k, \quad f \in L^2(\mathbb{T}^2, dx),$$

where $\langle \cdot, \cdot \rangle$ is the inner product of $L^2(\mathbb{T}^2, dx)$. $H_\Lambda$ is isomorphic to the Euclidean space $\mathbb{R}^\Lambda$, and $\Pi_\Lambda$ can be extended to the whole $H^{-1}(\mathbb{T}^2)$:

$$\Pi_\Lambda \omega = \sum_{k \in \Lambda} \langle \omega, e_k \rangle e_k, \quad \omega \in H^{-1}(\mathbb{T}^2),$$

(2.1)

in which $\langle \cdot, \cdot \rangle$ is now the duality between distributions and smooth functions. Let $\Lambda_N = \{k \in \mathbb{Z}_0^2 : |k_1| \vee |k_2| \leq N\}$ for some $N \in \mathbb{N}$, we simply write $H_N = H_{\Lambda_N}$ and $\Pi_N = \Pi_{\Lambda_N}$. Using these notations, we can rewrite the cylindrical functions [18] as

$$\mathcal{FC}_\rho := \{F : H^{-1}_0 \to \mathbb{R} \mid \exists \Lambda \subset \mathbb{Z}_0^2 \text{ and } f \in C^\infty_P(H_\Lambda) \text{ s.t. } F = f \circ \Pi_\Lambda\}. \quad (2.2)$$

Although we work in the framework of real-valued functions, it is sometimes easier to do computations by using the complex basis below:

$$\tilde{e}_k(x) = e^{2\pi ik \cdot x}, \quad x \in \mathbb{T}^2, \; k \in \mathbb{Z}_0^2.$$

The family $\{\tilde{e}_k : k \in \mathbb{Z}_0^2\}$ is a complete orthonormal system of $H^C = L^2_0(\mathbb{T}^2, \mathbb{C})$, the space of square integrable functions with zero average. The following identities are very useful:

$$\tilde{e}_k(x)\tilde{e}_l(x) = \tilde{e}_{k+l}(x), \quad \overline{\tilde{e}_k(x)} = \tilde{e}_{-k}(x), \quad (\tilde{e}_k * \tilde{e}_l)(x) = \delta_{k,l} \tilde{e}_k(x),$$

(2.3)

where $*$ means the convolution. Moreover, we have the well known relations below:

$$e_k(x) = \begin{cases} \sqrt{\frac{2}{\pi}} (\tilde{e}_k(x) + \tilde{e}_{-k}(x)), & k \in \mathbb{Z}_0^2, \\ \sqrt{\frac{2}{\pi}} (\tilde{e}_k(x) - \tilde{e}_{-k}(x)), & k \in \mathbb{Z}_0^2. \end{cases} \quad (2.4)$$

For $N \in \mathbb{N}$, set

$$H^C_N = \text{span}\{\tilde{e}_k : k \in \Lambda_N\},$$

which is a subspace of $H^C$. The space $H_N$ defined above is the subspace of $H^C_N$ consisting of real-valued elements: $\xi = \sum_{k \in \Lambda_N} \xi_k \tilde{e}_k \in H_N$ if and only if $\overline{\xi_k} = \xi_{-k}$ for all $k \in \Lambda_N$. Note that

$$\overline{\langle \omega, e_k \rangle} = \langle \omega, \overline{e_k} \rangle = \langle \omega, \overline{\tilde{e}_{-k}} \rangle,$$

(2.5)

thus it is not difficult to show that the projection $\Pi_N = \Pi_{\Lambda_N}$ can also be written as

$$\Pi_N \omega = \sum_{k \in \Lambda_N} \langle \omega, \tilde{e}_k \rangle \tilde{e}_k.$$

(2.6)

Now we project the drift term $u(\omega) \cdot \nabla \omega$ in [14] as follows:

$$b_N(\omega) := \Pi_N (u(\Pi_N \omega) \cdot \nabla (\Pi_N \omega)), \quad \omega \in H^{-1},$$

\[5\]
where $u(\Pi_N\omega)$ is obtained by replacing $\omega$ in (1.2) with $\Pi_N\omega$. We shall consider $b_N$ as a vector field on $H_N$ whose generic element is denoted by $\xi = \sum_{k\in\Lambda_N} \xi_k \hat{e}_k$. Thus

$$b_N(\xi) = \Pi_N (u(\xi) \cdot \nabla \xi), \quad \xi \in H_N.$$  

Analogously, we define the projection of the diffusion coefficient $\sigma_k \cdot \nabla \omega$ in (1.1):

$$G^k_N(\xi) = \Pi_N (\sigma_k \cdot \nabla \xi), \quad \xi \in H_N.$$  

In order to compute the expression of $b_N$ and $G^k_N$, we need the simple fact

$$\hat{e}_k \ast K = 2\pi i \frac{k^\perp}{|k|^2} \hat{e}_k,$$  

(2.7)

where $K$ is the Biot–Savart kernel. Indeed, let $K_N = 2\pi i \sum_{k\in\Lambda_N} \frac{k^\perp}{|k|^2} \hat{e}_k$ be the approximation of $K$. Since $K$ is integrable, by [14, Page 217, Theorem 3.5.7], its Fourier series converge to itself in $L^1(T^2, dx)$. Hence by the last equality in (2.3),

$$\hat{e}_k \ast K = \lim_{N \to \infty} \hat{e}_k \ast K_N = 2\pi i \frac{k^\perp}{|k|^2} \hat{e}_k.$$  

Recall that for $\xi = \sum_{k\in\Lambda_N} \xi_k \hat{e}_k \in H_N$, one has $\xi_k = \xi_{-k}$ for all $k \in \Lambda_N$. First, by the Biot–Savart law (1.2) and (2.7),

$$u(\xi)(x) = \int_{T^2} K(x - y) \left( \sum_{l\in\Lambda_N} \xi_l \hat{e}_l(y) \right) dy = 2\pi i \sum_{l\in\Lambda_N} \xi_l \frac{l^\perp}{|l|^2} \hat{e}_l(x).$$  

(2.8)

Next,

$$\nabla \xi(x) = \sum_{k\in\Lambda_N} \xi_k \nabla \hat{e}_k(x) = 2\pi i \sum_{k\in\Lambda_N} \xi_k \hat{e}_k(x) k.$$  

(2.9)

Combining the above two identities yields

$$\left( u(\xi) \cdot \nabla \xi \right)(x) = -4\pi^2 \sum_{k,l\in\Lambda_N} \xi_k \xi_l \frac{k \cdot l^\perp}{|l|^2} \hat{e}_{k+l}(x).$$  

It is easy to check that $\left( u(\xi) \cdot \nabla \xi \right)(x)$ is real-valued. Moreover,

$$b_N(\xi) = -4\pi^2 \sum_{k,l\in\Lambda_N} \mathbf{1}_{\Lambda_N}(k + l) \xi_k \xi_l \frac{k \cdot l^\perp}{|l|^2} \hat{e}_{k+l}$$

$$= -4\pi^2 \sum_{j\in\Lambda_N} \left[ \sum_{l\in\Lambda_N} \mathbf{1}_{\Lambda_N}(j - l) \xi_l \xi_{j-l} \frac{j \cdot l^\perp}{|l|^2} \right] \hat{e}_j,$$  

(2.10)

where $\mathbf{1}_{\Lambda_N}$ is the indicator function. For $j \in \Lambda_N$, the $j$-th component of $b_N(\xi)$ is

$$(b_N(\xi))_j = -4\pi^2 \sum_{l\in\Lambda_N} \mathbf{1}_{\Lambda_N}(j - l) \xi_l \xi_{j-l} \frac{j \cdot l^\perp}{|l|^2}.$$  

(2.11)

We turn to the diffusion coefficients $G^k_N$. By (1.2) and (2.3), we have, for $k \in \mathbb{Z}_+^2$,

$$\sigma_k(x) = \frac{k^\perp}{\sqrt{2}|k|^3} (\hat{e}_k(x) + \hat{e}_{-k}(x)), \quad x \in T^2.$$  

(2.12)
Combining this with (2.9) leads to
\[
(\sigma_k \cdot \nabla \xi)(x) = \sqrt{2\pi i} \sum_{\ell \in \Lambda_N} \xi_i \frac{k^+ \cdot \ell}{|k|^\gamma} \left( \tilde{e}_{k+i}(x) + \tilde{e}_{-k+i}(x) \right).
\]
Therefore, for \( k \in \mathbb{Z}^2_+ \),
\[
G_N^k(\xi) = \sqrt{2\pi i} \sum_{\ell \in \Lambda_N} \xi_i \frac{k^+ \cdot \ell}{|k|^\gamma} \left[ 1_{\Lambda_N}(k + \ell) \tilde{e}_{k+i} + 1_{\Lambda_N}(-k + \ell) \tilde{e}_{-k+i} \right]
= \sqrt{2\pi i} \sum_{j \in \Lambda_N} \frac{k^+ \cdot j}{|k|^\gamma} \left[ 1_{\Lambda_N}(j - k) \xi_{j-k} + 1_{\Lambda_N}(j + k) \xi_{j+k} \right] \tilde{e}_j.
\]
(2.13)

Similarly, for \( k \in \mathbb{Z}^2_- \),
\[
G_N^k(\xi) = \sqrt{2\pi i} \sum_{\ell \in \Lambda_N} \xi_i \frac{k^+ \cdot \ell}{|k|^\gamma} \left[ 1_{\Lambda_N}(k + \ell) \tilde{e}_{k+i} - 1_{\Lambda_N}(-k + \ell) \tilde{e}_{-k+i} \right]
= \sqrt{2\pi i} \sum_{j \in \Lambda_N} \frac{k^+ \cdot j}{|k|^\gamma} \left[ 1_{\Lambda_N}(j - k) \xi_{j-k} - 1_{\Lambda_N}(j + k) \xi_{j+k} \right] \tilde{e}_j.
\]
(2.14)

From the above two equalities we see that \( G_N^k(\xi) \) is linear in \( \xi \).

Before concluding this part, we introduce the finite dimensional approximation \( \mathcal{L}_N \) of the operator \( \mathcal{L} \) given in (1.3):
\[
\mathcal{L}_N \phi(\xi) = \frac{1}{2} \sum_{|k| \leq N} \left\langle G_N^k, \nabla_N \left\langle G_N^k, \nabla_N \phi \right\rangle_{H_N} \right\rangle_{H_N} (\xi) - \left\langle b_N, \nabla_N \phi \right\rangle_{H_N}(\xi),
\]
(2.15)
where \( \nabla_N \) is the gradient operator on \( H_N \), and the inner product \( \langle \cdot, \cdot \rangle_{H_N} \) is induced from \( L^2(\mathbb{T}^2, dx) \).

### 2.2 The stochastic flow on \( H_N \)

Let \( \{ (W_t^k)_{t \geq 0} : k \in \mathbb{Z}_0^2 \} \) be a family of independent standard Brownian motions defined on some filtered probability space \( (\Theta, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P}) \). We consider the following SDE on \( H_N \):
\[
d\omega_t^N = b_N(\omega_t^N) \, dt + \sum_{|k| \leq N} G_N^k(\omega_t^N) \circ dW_t^k, \quad \omega_0^N = \xi \in H_N.
\]
(2.16)

Note that the generator of \( \omega_t^N \) is the formal adjoint operator of \( \mathcal{L}_N \) defined in (2.15) (since \( b_N \) is divergence free, cf. Proposition (2.4) below). All the results in this section remain valid if we replace \( b_N \) by \( -b_N \) in the equation (2.16). Here we consider this form for the sake of application in the next subsection.

Since the vector fields \( b_N \) and \( G_N^k \) are smooth (see their expressions (2.10) and (2.13)), the equation (2.10) has a unique strong solution up to some life time \( \zeta \). We will show that the solution is non-explosive. To this end, we first prove

**Lemma 2.1.** It holds that
\[
\left\langle b_N(\xi), \xi \right\rangle_{H_N} = \left\langle G_N^k(\xi), \xi \right\rangle_{H_N} = 0 \quad \text{for all } \xi \in H_N, \ k \in \Lambda_N.
\]
By (2.20), this definition is consistent and it gives us the desired flow of diffeomorphisms. Therefore, we redefine the stochastic flow $\Phi^N_t$. Letting $R > 0$, we have

$$\langle b_N(\xi), \xi \rangle_{H_N} = \langle \Pi_N(u(\xi) \cdot \nabla \xi), \xi \rangle_{H_N} = \langle u(\xi) \cdot \nabla \xi, \xi \rangle_{H_N} = -\langle \xi, u(\xi) \cdot \nabla \xi \rangle_{H_N},$$

where the last step is due to integration by parts. This implies $\langle b_N(\xi), \xi \rangle_{H_N} = 0$. Similarly we obtain the second assertion since $\sigma_k$ is divergence free.

The next result shows that the trajectories of $\omega^N_t$ stay on the sphere centered at the origin.

**Lemma 2.2.** A.s., for all $t > 0$,

$$|\omega^N_t|_{H_N} = |\xi|_{H_N}. \quad (2.17)$$

**Proof.** By Lemma 2.1, it is clear that

$$\mathcal{L}_N^*(|\cdot|_{H_N}^2)(\xi) = 0 \quad \text{for all } \xi \in H_N.$$  

Let $R > 0$ be fixed; define the stopping time $\tau_R = \inf \{ t > 0 : |\omega^N_t|_{H_N} > R \}$. The Itô formula and Lemma 2.1 lead to

$$d(|\omega^N_{t\wedge \tau_R}|^2_{H_N}) = \sum_{|k| \leq N} (G^k_N, \nabla_N (\cdot |_{H_N}^2)) (\omega^N_{t\wedge \tau_R}) \, dW^k_t + \mathcal{L}_N^*(|\cdot|_{H_N}^2)(\omega^N_{t\wedge \tau_R}) \, dt = 0.$$

Therefore, for any $t > 0$ and $R > 0$,

$$|\omega^N_{t\wedge \tau_R}|_{H_N}^2 = |\xi|_{H_N}^2 \quad \text{a.s.}$$

Letting $R \to \infty$ yields that, for any $t > 0$,

$$|\omega^N_t|_{H_N} = |\xi|_{H_N} \quad \text{a.s.}$$

Since $\omega^N_t$ has continuous trajectories, we obtain the desired assertion. \hfill \square

**Proposition 2.3.** The SDE (2.16) generates a stochastic flow $(\Phi^N_t)_{t \geq 0}$ of diffeomorphisms which preserve the norm of $H_N$.

**Proof.** By Lemma 2.2, for any $\xi \in H_N$, (2.16) has a unique strong solution $\omega^N_t$ which stays on the sphere $\{ \eta \in H_N : |\eta|_{H_N} = |\xi|_{H_N} \}$. We denote it by $\Phi^N_t(\xi)$.

For any $n \in \mathbb{N}$, we take $b^{(n)}_N, G^{k(n)}_N \in C^\infty_0(H_N, H_N)$ such that

$$b^{(n)}_N(\xi) = b_N(\xi), \quad G^{k(n)}_N(\xi) = G^k_N(\xi), \quad \xi \in B_n(H_N), \quad (2.18)$$

where $B_n(H_N)$ is the ball in $H_N$ with radius $n$ and centered at the origin. Consider the SDE

$$dr^{(n)}_t = b^{(n)}_N(\eta^{(n)}_t) \, dt + \sum_{|k| \leq N} G^{k(n)}_N(\eta^{(n)}_t) \circ dW^k_t, \quad \eta^{(n)}_0 = \xi \in H_N. \quad (2.19)$$

It is well known that the above equation generates a stochastic flow of diffeomorphisms $\Phi^{(n)}_t$ on $H_N$. That is, there exists a measurable set $\Theta_n \subset \Theta$ of probability 1, such that for all $\theta \in \Theta_n$, $\Phi^{(n)}_t(\cdot, \theta)$ is a diffeomorphism on $H_N$ for all $t > 0$. We denote by $\Theta_\infty = \cap_{n \geq 1} \Theta_n$ which is again a full measure set.

By the pathwise uniqueness of (2.16), for all $\xi \in B_n(H_N)$, and for all $m > n$,

$$\Phi^N_t(\xi) = \Phi^{(m)}_t(\xi) \quad \text{a.s. for all } t > 0. \quad (2.20)$$

Therefore, we redefine the stochastic flow $\Phi^N_t$ as follows: for all $\theta \in \Theta_\infty$ and $n \geq 1$,

$$\Phi^N_t(\cdot, \theta)_{|B_n(H_N)} = \Phi^{(n)}_t(\cdot, \theta)_{|B_n(H_N)}, \quad t > 0.$$

By (2.20), this definition is consistent and it gives us the desired flow of diffeomorphisms. \hfill \square
Recall that $\mu$ is the enstrophy measure which is supported by $H^{-1}(\mathbb{T}^2)$. Denote by $\mu_N = (\Pi_N)^\# \mu = \mu \circ \Pi_N^{-1}$ the induced standard Gaussian measure on $H_N$.

**Proposition 2.4.** A.s., for all $t > 0$, the standard Gaussian measure $\mu_N$ is invariant under the stochastic flow $\Phi_t^N$ of diffeomorphisms on $H_N$.

**Proof.** By (2.18) (with a truncation argument as in (2.13)), it is sufficient to show that

$$\text{div}_{\mu_N}(b_N) = \text{div}_{\mu_N}(G_N^k) = 0,$$

where $\text{div}_{\mu_N}$ is the divergence operator on $H_N$ w.r.t. the Gaussian measure $\mu_N$. Note that

$$\text{div}_{\mu_N}(b_N)(\xi) = \langle b_N(\xi), \xi \rangle_{H_N} - \text{div}(b_N)(\xi),$$

where $\text{div}$ is the ordinary divergence operator on $H_N$. By Lemma 2.1, it is sufficient to prove that $\text{div}(b_N)(\xi) = 0$ for all $\xi \in H_N$. The latter is obvious from the expression (2.11) of $(b_N(\xi))_j$, which does not contain $\xi_j$. Similarly, we have $\text{div}_{\mu_N}(G_N^k)(\xi) = 0$. \qed

### 2.3 Forward Kolmogorov equation on $H_N$

We consider the Kolmogorov equation on $H_N$:

$$\partial_t \rho_t^N = \mathcal{L}_N^* \rho_t^N, \quad \rho_t^N |_{t=0} = \rho_0^N \in C_P^\infty(H_N),$$

where $\mathcal{L}_N^*$ is the formal adjoint operator of that defined in (2.13), and it is the generator associated to the SDE (2.16). Recall that $C_P^\infty(H_N)$ is the collection of smooth functions having polynomial growth together with all the derivatives. We have the following simple result.

**Lemma 2.5.** The equation (2.22) has a smooth solution $(\rho_t^N)_{0 \leq t \leq T}$ with the probabilistic representation

$$\rho_t^N(\xi) = \mathbb{E}[\rho_0^N(\omega_t^N)] = \mathbb{E}[\rho_0^N(\Phi_t^N(\xi))], \quad \xi \in H_N.$$  

**Proof.** For any $n \geq 1$, consider the cut-off functions as in (2.18). Moreover, let $\rho_0^{N,(n)} \in C_b^\infty(H_N, \mathbb{R})$ such that

$$\rho_0^{N,(n)}(\xi) = \rho_0^N(\xi) \quad \text{for all } \xi \in B_n(H_N).$$

Define the new operator

$$\mathcal{L}_N^{(n)} \phi(\xi) = \frac{1}{2} \sum_{|k| \leq N} \left\langle G_N^{(k,n)}(\xi), \nabla_N \langle G_N^{(k,n)}(\xi), \nabla_N \phi \rangle_{H_N} \right\rangle_{H_N} - \langle b_N^{(n)}(\xi), \nabla_N \phi \rangle_{H_N},$$

and consider the equation

$$\partial_t \rho_t^{N,(n)} = (\mathcal{L}_N^{(n)})^* \rho_t^{N,(n)}, \quad \rho_t^{N,(n)}|_{t=0} = \rho_0^{N,(n)}.$$  

It is well known that this equation has a smooth solution $(\rho_t^{N,(n)})_{0 \leq t \leq T}$. Recall the solution $\eta_t^{(n)} = \Phi_t^{(n)}(\xi)$ to the cut-off equation (2.19). By the Itô formula, it is easy to show that

$$\rho_t^{N,(n)}(\xi) = \mathbb{E}[\rho_0^{N,(n)}(\Phi_t^{(n)}(\xi))], \quad (t, \xi) \in [0, T] \times H_N.$$

Fix any $n \in \mathbb{N}$. By (2.22), for all $\xi \in B_n(H_N)$ and $m \geq n$,

$$\rho_t^{N,(m)}(\xi) = \mathbb{E}[\rho_0^{N,(m)}(\Phi_t^{(m)}(\xi))] = \mathbb{E}[\rho_0^N(\Phi_t^N(\xi))],$$

which is independent on $m$. Therefore, by (2.24), the function $\rho_t^N(\xi) = \mathbb{E}[\rho_0^N(\Phi_t^N(\xi))]$ verifies

$$\partial_t \rho_t^N = (\mathcal{L}_N^*)^* \rho_t^N + \mathcal{L}_N^* \rho_t^N \quad \text{on } (t, \xi) \in [0, T] \times B_n(H_N).$$

Since $n$ is arbitrary, we conclude the result. \qed
We shall establish some estimates on the solution \( \rho^N_t \) by using the above representation formula and the equation \((2.22)\).

**Lemma 2.6.** For any \( p \geq 1 \),
\[
\|\rho^N_t\|_{L^\infty([0,T],L^p(\mu_N))} \leq \|\rho^N_0\|_{L^p(\mu_N)}.
\]

Moreover,
\[
\|\rho^N_t\|^2_{L^2(H_N^*)} + \sum_{|k| \leq N} \int_0^T \int_{H_N} \langle G^{k}_N, \nabla_N \rho^N_t \rangle^2 \, d\mu_N \, ds = \|\rho^N_0\|^2_{L^2(H_N^*)}, \quad t \in [0,T].
\] \hspace{1cm}(2.25)

**Proof.** By \((2.22)\), for any \( t \in [0,T] \),
\[
\int_{H_N} |\rho^N_t(\xi)|^p \, \mu_N(d\xi) \leq \int_{H_N} \mathbb{E} |\rho^N_0(\Phi^N_t(\xi))|^p \, \mu_N(d\xi) = \int_{H_N} |\rho^N_0(\xi)|^p \, \mu_N(d\xi),
\]
where the last step follows from the fact that \( \Phi^N_t \) preserves the Gaussian measure \( \mu_N \).

Next, by \((2.22)\), we have
\[
\frac{d}{dt}\|\rho^N_t\|^2_{L^2(H_N^*)} = 2 \int_{H_N} \rho^N_t \partial_t \rho^N_t \, d\mu_N = 2 \int_{H_N} \rho^N_t \mathcal{L}_N \rho^N_t \, d\mu_N.
\]

Using the expression \((2.15)\) and integrating by parts yield
\[
\frac{d}{dt}\|\rho^N_t\|^2_{L^2(H_N^*)} = \sum_{|k| \leq N} \int_{H_N} \rho^N_t \langle G^{k}_N, \nabla_N \left( G^{k}_N, \nabla_N \rho^N_t \right) \rangle \, d\mu_N + 2 \int_{H_N} \rho^N_t \langle b_N, \nabla_N \rho^N_t \rangle \, d\mu_N
\]
\[
- \sum_{|k| \leq N} \int_{H_N} \langle G^{k}_N, \nabla_N \rho^N_t \rangle^2 \, d\mu_N.
\]

Therefore, integrating from 0 to \( t \) gives us \((2.23)\). \( \square \)

### 2.4 Hermite polynomials on \( H^{-1}(\mathbb{T}^2) \)

In this part we give a short introduction of the Hermite polynomials on \( H^{-1}(\mathbb{T}^2) \), see the recent book \([16]\) Chap. 5 for more details. Recall the one dimensional Hermite polynomials \( h_n(t) \), \( n \geq 0 \) which is characterized by
\[
\int_{\mathbb{R}} f^{(n)}(t) \, d\nu_1(t) = \int_{\mathbb{R}} f(t) h_n(t) \, d\nu_1(t), \quad \forall f \in C^\infty_b(\mathbb{R}).
\]

Here \( \nu_1 \) is the standard normal distribution on \( \mathbb{R} \). \( h_n \) has the expression
\[
h_n(t) = (-1)^n e^{t^2/2} \frac{d^n}{dt^n}(e^{-t^2/2}),
\]
and it holds that
\[
h_n(t) = th_{n-1}(t) - h'_{n-1}(t).
\]

It is well known that Hermite polynomials are eigenfunctions of the one dimensional Ornstein–Uhlenbeck operator:
\[
Af(t) = f''(t) - tf'(t), \quad f \in C^\infty_F(\mathbb{R}).
\]
Indeed,
\[ Ah_n = -nh_n, \quad n \geq 0. \]

Now we shall construct Hermite polynomials on \( H^{-1}(-T^2) \). Introduce the notations
\[ n = (n_k)_{k \in \mathbb{Z}_0^2} \in (\mathbb{N} \cup \{0\})^{\mathbb{Z}_0^2}, \quad |n| = \sum_{k \in \mathbb{Z}_0^2} n_k. \]

Define the index set by
\[ N = \{ n \in (\mathbb{N} \cup \{0\})^{\mathbb{Z}_0^2} : |n| < +\infty \}. \]

For \( n \in N \), there are only finitely many nonzero coordinates. Define
\[ H_n(\omega) = \prod_{k \in \mathbb{Z}_0^2} h_{n_k}(\omega, e_k), \quad \omega \in H^{-1}(-T^2). \]

Since \( h_0 \equiv 1 \), this is indeed a finite product and \( H_n \in FC_p \). Note that \( FC_p \) is dense in \( L^2(H^{-1}, \mu) \), one can prove that

**Lemma 2.7.** The family \( \{H_n : n \in N\} \) is an orthogonal basis of \( L^2(H^{-1}, \mu) \).

Finally, we recall that the \( n \)-th Wiener chaos is defined as
\[ C_n = \text{span}\{H_n : |n| = n\}^{L^2(\mu)}. \]

\section{Forward Kolmogorov equation on \( H^{-1}(-T^2) \)}

This section is devoted to the proof of Theorem 1 and consists of two parts. In Section 3.1, we prove the first two claims of Theorem 1. The last assertion is proved in Section 3.2.

\subsection{Existence of limit points and basic properties}

Now suppose that \( \rho_0 \in L^2(H^{-1}, \mu) \). Then there exists a sequence \( \{\rho_0^N\}_{N \in \mathbb{N}} \) such that \( \rho_0^N \in C_P(\mathcal{H}_N) \) and
\[ \lim_{N \to \infty} \|\rho_0^N \circ \Pi_N - \rho_0\|_{L^2(\mu)} = 0. \quad (3.1) \]

Let \( \rho_t^N \) be the solution to (2.22) with the initial condition \( \rho_0^N \). Then the energy identity (2.25) holds. By a slight abuse of notations, we shall write
\[ \rho_t^N (\omega) = \rho_t^N (\Pi_N \omega), \quad (t, \omega) \in [0, T] \times H^{-1}. \]

Then \( D\rho_t^N (\omega) = (\nabla_N \rho_t^N(\Pi_N \omega)) \in H_N \) for all \( (t, \omega) \in [0, T] \times H^{-1} \). Hence,
\[ \langle \sigma_k \cdot \nabla (\Pi_N \omega), D\rho_t^N (\omega) \rangle_{L^2(\mathbb{T}^2)} = \langle \Pi_N (\sigma_k \cdot \nabla (\Pi_N \omega)), (\nabla_N \rho_t^N(\Pi_N \omega))_{H_N} \rangle = \langle G_N^k, \nabla_N \rho_t^N \rangle_{H_N} (\Pi_N \omega). \quad (3.2) \]

Combining these facts with (2.25) yields that
\[ \|\rho_t^N\|_{L^2(\mu)}^2 + \sum_{|k| \leq N} \int_0^t \int_{H^{-1}} \langle \sigma_k \cdot \nabla (\Pi_N \omega), D\rho_s^N \rangle_{L^2(\mathbb{T}^2)}^2 \, ds = \|\rho_0^N\|_{L^2(\mu)}^2, \quad t \in [0, T]. \quad (3.3) \]

For \( k \in \mathbb{Z}_0^2 \) with \( |k| > N \), we set \( \langle \sigma_k \cdot \nabla (\Pi_N \omega), D\rho_s^N \rangle \equiv 0 \). Combining (3.1) and (3.3), we have proved
Proposition 3.1. (1) \( \{\rho^N\}_{N \in \mathbb{N}} \) is a bounded sequence in \( L^\infty([0, T], L^2(H^{-1}, \mu)) \);

(2) the family

\[
\{ \langle \sigma_k \cdot \nabla \Pi_{N_i} \omega, D\rho_{t_i}^N \rangle_{L^2(T^2)} : (k, t, \omega) \in \mathbb{Z}_0^2 \times [0, T] \times H^{-1} \}_{N \in \mathbb{N}}
\]

is bounded in the Hilbert space \( L^2(\mathbb{Z}_0^2 \times [0, T] \times H^{-1}, \# \otimes dt \otimes \mu) \), where \# is the counting measure on \( \mathbb{Z}_0^2 \).

As a consequence, we obtain the following result which proves the first two assertions of Theorem 1.1.

Theorem 3.2. Assume \( \rho_0 \in L^2(H^{-1}, \mu) \) and \( \gamma \geq 2 \) in \([1, 2]\). There exists a measurable function \( \rho \in L^\infty([0, T], L^2(H^{-1}, \mu)) \) such that

(i) for every \( k \in \mathbb{Z}_0^2 \), \( \langle \sigma_k \cdot \nabla \omega, D\rho_t \rangle \) exists in the distributional sense;

(ii) the gradient estimate holds:

\[
\sum_{k \in \mathbb{Z}_0^2} \int_0^T \int \langle \sigma_k \cdot \nabla \omega, D\rho_t \rangle^2 \, d\mu \, dt \leq \|\rho_0\|^2_{L^2(\mu)}. \tag{3.4}
\]

Proof. By Proposition 3.1, there exists a subsequence \( \{N_i\}_{i \in \mathbb{N}} \) such that

(a) \( \rho^{N_i} \) converges weakly-* to some \( \rho \) in \( L^\infty([0, T], L^2(H^{-1}, \mu)) \);

(b) \( \langle \sigma_k \cdot \nabla \Pi_{N_i} \omega, D\rho_{t_i}^{N_i} \rangle_{L^2(T^2)} \) converges weakly to some \( \varphi \in L^2(\mathbb{Z}_0^2 \times [0, T] \times H^{-1}, \# \otimes dt \otimes \mu) \).

Let \( \alpha \in C([0, T], \mathbb{R}) \) and \( \beta \in L^2(\mathbb{Z}_0^2 \times H^{-1}, \# \otimes \mu) \) such that \( \beta_k \in \mathcal{F}_P \) for all \( k \in \mathbb{Z}_0^2 \). By the assertion (b),

\[
\lim_{i \to \infty} \sum_{k \in \mathbb{Z}_0^2} \int_0^T \int \langle \sigma_k \cdot \nabla \Pi_{N_i} \omega, D\rho_{t_i}^{N_i} \rangle_{L^2(T^2)} \alpha(t) \beta_k \, d\mu \, dt = \sum_{k \in \mathbb{Z}_0^2} \int_0^T \int \varphi_k(t) \alpha(t) \beta_k(t) \, d\mu \, dt.
\]

Fix some \( k \in \mathbb{Z}_0^2 \), we assume that \( \beta_j \equiv 0 \) for all \( j \neq k \) and \( \beta_k = \beta_k \circ \Pi_{\Lambda} \) for some \( \Lambda \subset \mathbb{Z}_0^2 \). Then the above limit reduces to

\[
\lim_{i \to \infty} \int_0^T \int \langle \sigma_k \cdot \nabla \Pi_{N_i} \omega, D\rho_{t_i}^{N_i} \rangle_{L^2(T^2)} \alpha(t) \beta_k(t) \, d\mu \, dt = \int_0^T \int \varphi_k(t) \alpha(t) \beta_k(t) \, d\mu \, dt. \tag{3.5}
\]

For \( N_i \) big enough, we have by (3.2) and (2.21) that

\[
\int_0^T \int \langle \sigma_k \cdot \nabla \Pi_{N_i} \omega, D\rho_{t_i}^{N_i} \rangle_{L^2(T^2)} \alpha(t) \beta_k(\omega) \, d\mu \, dt = \int_0^T \int_{H_{N_i}} \langle G_{N_i}^k, \nabla_{N_i} \rho_{t_i}^{N_i} \rangle_{H_{N_i}}(\xi) \alpha(t) \beta_k(\xi) \, d\mu_{N_i} \, dt
\]

\[= - \int_0^T \int_{H_{N_i}} \rho_{t_i}^{N_i}(\xi) \alpha(t) \langle G_{N_i}^k, \nabla_{N_i} \beta_k \rangle_{H_{N_i}}(\xi) \, d\mu_{N_i} \, dt \]

\[= - \int_0^T \int \rho_{t_i}^{N_i}(\omega) \alpha(t) \langle \sigma_k \cdot \nabla \Pi_{N_i} \omega, D\beta_k \rangle_{L^2(T^2)} \, d\mu \, dt.
\]
Lemma 3.3 below implies
\[ \int_0^T \int \langle \sigma_k \cdot \nabla (\Pi_N \omega), D\rho_t^{\Pi_N} \rangle_{L^2(\mathbb{T}^2)} \alpha(t) \beta_k \, d\mu dt = - \int_0^T \rho_t^{\Pi_N} \alpha(t) \langle \sigma_k \cdot \nabla \omega, D\beta_k \rangle \, d\mu dt \]
\[ \rightarrow - \int_0^T \rho_t \alpha(t) \langle \sigma_k \cdot \nabla \omega, D\beta_k \rangle \, d\mu dt, \]
where the last step is due to (a). Combining this limit with (3.5) yields
\[ \int_0^T \int \varphi_k(t) \alpha(t) \beta_k \, d\mu dt = - \int_0^T \rho_t \alpha(t) \langle \sigma_k \cdot \nabla \omega, D\beta_k \rangle \, d\mu dt. \]

By the arbitrariness of \( \alpha \in C([0,T]) \) and \( \beta_k \in \mathcal{F}\mathcal{C}_P \), we see that, in the distributional sense,
\[ \varphi_k(t) = \langle \sigma_k \cdot \nabla \omega, D\rho_t \rangle. \tag{3.6} \]

We obtain the assertion (i). The second assertion follows from Lemma 3.3 and the fact (b). □

Lemma 3.3. Let \( k \in \mathbb{Z}_0^2 \) and \( G \in \mathcal{F}\mathcal{C}_P \) be fixed. For all \( N \) big enough,
\[ \langle \sigma_k \cdot \nabla (\Pi_N \omega), DG \rangle = \langle \sigma_k \cdot \nabla \omega, DG \rangle. \]

Proof. Assume \( G = g \circ \Pi_A \) for some finite set \( A \subset \mathbb{Z}^2 \). Note that
\[ \langle \sigma_k \cdot \nabla \omega, DG \rangle = - \sum_{j \in A} (\partial_j g)(\Pi_A \omega) \langle \omega, \sigma_k \cdot \nabla e_j \rangle = - \sum_{j \in A} (\partial_j g)(\Pi_A \omega) \langle \Pi_N \omega, \sigma_k \cdot \nabla e_j \rangle \]
for all large \( N \). Hence
\[ \langle \sigma_k \cdot \nabla \omega, DG \rangle = \sum_{j \in A} (\partial_j g)(\Pi_A \omega) \langle \sigma_k \cdot \nabla (\Pi_N \omega), e_j \rangle = \langle \sigma_k \cdot \nabla (\Pi_N \omega), DG \rangle. \] □

3.2 The case \( \gamma > 2 \)

Our purpose is to prove the assertion (iii) of Theorem 1.1. Before proceeding further, we need some technical preparations. For \( k, l \in \mathbb{Z}_0^2 \), set
\[ C_{k,l}(\gamma) = \frac{k^\perp \cdot l}{|k|^\gamma}. \tag{3.7} \]

We shall omit the parameter \( \gamma \) in \( C_{k,l}(\gamma) \) to save space.

Lemma 3.4. For any \( l \in \mathbb{Z}_0^2 \),
\[ \nabla e_l = 2\pi l_{e_l}. \]
As a result, for any \( k, l \in \mathbb{Z}_0^2 \),
\[ \sigma_k \cdot \nabla e_l = \sqrt{2\pi} C_{k,l} e_k e_{l}. \]
Moreover,
\[ \sum_{|k| \leq N} C_{k,l}^2 = \frac{1}{2} a_N |l|^2 \quad \text{with} \quad a_N = \sum_{|k| \leq N} \frac{1}{|k|^{2(\gamma-1)}}. \tag{3.8} \]
Proof. If \( l \in \mathbb{Z}_+^2 \), then
\[
\nabla e_l(x) = \sqrt{2} \nabla \cos(2\pi l \cdot x) = -\sqrt{2} \sin(2\pi l \cdot x) 2\pi l = 2\pi l \sqrt{2} \sin(2\pi (-l) \cdot x) = 2\pi l e_{-l}(x).
\]

If \( k \in \mathbb{Z}_-^2 \), then
\[
\nabla e_l(x) = \sqrt{2} \nabla \sin(2\pi l \cdot x) = \sqrt{2} \cos(2\pi l \cdot x) 2\pi l = 2\pi l \sqrt{2} \cos(2\pi (-l) \cdot x) = 2\pi l e_{-l}(x).
\]
Therefore,
\[
\sigma_k(x) \cdot \nabla e_l(x) = \left( \frac{1}{\sqrt{2}} \frac{k^\perp}{|k|^\gamma} e_k(x) \right) \cdot (2\pi l e_{-l}(x)) = \sqrt{2} \pi C_{k,l} e_k(x) e_{-l}(x).
\]

It remains to prove the last result. Denoting by \( D_{k,l} = \frac{k}{|k|^\gamma} \), then
\[
C_{k,l}^2 + D_{k,l}^2 = \frac{(k^\perp \cdot l)^2}{|k|^{2\gamma}} + \frac{(k \cdot l)^2}{|k|^{2\gamma}} = \frac{1}{|k|^{2(\gamma-1)}} \left[ \left( \frac{k^\perp}{|k|^\gamma} \right) \cdot l \right]^2 + \left( \frac{k}{|k|^\gamma} \cdot l \right)^2 = \frac{|l|^2}{|k|^{2(\gamma-1)}}.
\]
The transformation \( k \to k^\perp \) is 1-1 on the set \( \{ k \in \mathbb{Z}_+^2 : |k| \leq N \} \), and preserves the norm \(| \cdot |\).
As a result,
\[
\sum_{|k| \leq N} C_{k,l}^2 = \sum_{|k| \leq N} \frac{(k^\perp \cdot l)^2}{|k|^{2\gamma}} = \sum_{|k| \leq N} \frac{(k^\perp \cdot l)^2}{|k|^{2\gamma}} = \sum_{|k| \leq N} \frac{(k \cdot l)^2}{|k|^{2\gamma}} = \sum_{|k| \leq N} D_{k,l}^2.
\]
Combining the above two equalities, we obtain
\[
\sum_{|k| \leq N} C_{k,l}^2 = \frac{1}{2} \sum_{|k| \leq N} \left( C_{k,l}^2 + D_{k,l}^2 \right) = \frac{1}{2} |l|^2 \sum_{|k| \leq N} \frac{1}{|k|^{2(\gamma-1)}} = \frac{1}{2} a_{\gamma} |l|^2.
\]
Now we can prove the next result which characterizes the integrability of directional derivatives for cylindrical functionals.

**Proposition 3.5.** For any cylindrical function \( F \),
\[
\sum_{k \in \mathbb{Z}_+^2} \int \langle \sigma_k \cdot \nabla \omega, DF \rangle^2 \, d\mu < +\infty
\]
if and only if \( \gamma > 2 \) in \([1,2]\).

**Proof.** Assume that \( F \) is of the form \( F = f \circ \Pi_{\Lambda} \) for some \( \Lambda \in \mathbb{Z}^2 \) and \( f \in C^\infty(H_{\Lambda}) \). By Lemma 3.4,
\[
\langle \sigma_k \cdot \nabla \omega, DF \rangle = -\sum_{l \in \Lambda} \langle \partial_l f(\Pi_{\Lambda} \omega)(\omega, \sigma_k \cdot \nabla e_l) = -\sqrt{2} \pi \sum_{l \in \Lambda} C_{k,l} (\partial_l f)(\Pi_{\Lambda} \omega)(\omega, e_k e_{-l}),
\]
which implies
\[
\langle \sigma_k \cdot \nabla \omega, DF \rangle^2 = 2\pi^2 \sum_{l,m \in \Lambda} C_{k,l} C_{k,m} (\partial_l f)(\Pi_{\Lambda} \omega)(\partial_m f)(\Pi_{\Lambda} \omega) \langle \omega, e_k e_{-l} \rangle \langle \omega, e_k e_{-m} \rangle, \quad (3.9)
\]
Assume \( k, l \in \mathbb{Z}_+^2 \); we have \( -l \in \mathbb{Z}_-^2 \) and
\[
e_k(x)e_{-l}(x) = -2 \cos(2\pi k \cdot x) \sin(2\pi l \cdot x) = \sin(2\pi (k - l) \cdot x) - \sin(2\pi (k + l) \cdot x).
\]
Note that \( k + l \in \mathbb{Z}_+^2 \), thus \(-\sin(2\pi(k+l) \cdot x) = \frac{1}{\sqrt{2}} e_{k-l}(x)\). Next,
\[
\sin(2\pi(k-l) \cdot x) = \frac{1}{\sqrt{2}} \begin{cases} 
-e_{k+l}(x), & \text{if } k-l \in \mathbb{Z}_+^2; \\
e_{k-l}(x), & \text{if } k-l \in \mathbb{Z}_-^2. 
\end{cases}
\]
Similarly, we can get the expression of \( e_k e_{-l} \) for \( k \in \mathbb{Z}_+^2 \) or \( l \in \mathbb{Z}_-^2 \). Since \( \Lambda \) is fixed and \( l \in \Lambda \), we see that \( \pm k \pm l \notin \Lambda \) when \( |k| \) is big enough, which implies that \( (\partial_m f)(\Pi f \omega) \) and \( \langle \omega, e_k e_{-l} \rangle \) are independent as r.v.s on \( H^{-1/2} \). Hence, by (3.9), for all \( k \in \mathbb{Z}_+^2 \) with \( |k| \) big enough,
\[
\int \langle \sigma_k \cdot \nabla \omega, DF \rangle^2 \, d\mu = 2\pi^2 \sum_{l,m \in \Lambda} C_{k,l} C_{k,m} \int (\partial_l f)(\Pi f \omega)(\partial_m f)(\Pi f \omega) \, d\mu \\
\times \int \langle \omega, e_k e_{-l} \rangle \langle \omega, e_k e_{-m} \rangle \, d\mu.
\]
Note that
\[
\int \langle \omega, e_k e_{-l} \rangle \langle \omega, e_k e_{-m} \rangle \, d\mu = \int_{\mathbb{T}^2} e_k^2 e_{-l} e_{-m} \, dx,
\]
thus, for any \( M, N \in \mathbb{N}, M > N \gg 1 \),
\[
\sum_{N < |k| \leq M} \int \langle \sigma_k \cdot \nabla \omega, DF \rangle^2 \, d\mu = 2\pi^2 \sum_{l,m \in \Lambda} \int (\partial_l f)(\Pi f \omega)(\partial_m f)(\Pi f \omega) \, d\mu \\
\times \sum_{N < |k| \leq M} C_{k,l} C_{k,m} \int_{\mathbb{T}^2} e_k^2 e_{-l} e_{-m} \, dx. \tag{3.10}
\]
Since \( C_{-k,l} = -C_{k,l} \) and \( e_k^2 + e_{-k}^2 \equiv 2 \), we have
\[
\sum_{N < |k| \leq M} C_{k,l} C_{k,m} e_k^2 = \sum_{N < |k| \leq M, k \in \mathbb{Z}_+^2} (C_{k,l} C_{k,m} e_k^2 + C_{-k,l} C_{-k,m} e_{-k}^2) \\
= \sum_{N < |k| \leq M, k \in \mathbb{Z}_+^2} 2C_{k,l} C_{k,m} = \sum_{N < |k| \leq M} C_{k,l} C_{k,m}.
\]
Therefore, by (3.8),
\[
\sum_{N < |k| \leq M} C_{k,l} C_{k,m} \int_{\mathbb{T}^2} e_k^2 e_{-l} e_{-m} \, dx = \delta_{l,m} \sum_{N < |k| \leq M} C_{k,l}^2 = \frac{1}{2} \delta_{l,m} (a_M - a_N) |l|^2. \tag{3.11}
\]
Substituting this result into (3.10) leads to
\[
\sum_{N < |k| < M} \int \langle \sigma_k \cdot \nabla \omega, DF \rangle^2 \, d\mu = \pi^2 (a_M - a_N) \sum_{l \in \Lambda} |l|^2 \int [(\partial_m f)(\Pi f \omega)]^2 \, d\mu.
\]
The definition of \( a_N \) immediately implies the desired assertion. \( \square \)

Finally we can prove in the case \( \gamma > 2 \) the existence of equations to the forward Kolmogorov equation (3.9). The proof relies on the convergence result of the drift part proved in Section 3, see Theorem 3.4.
Proof of Theorem 1.1(iii). Fix a test functional $F \in \mathcal{FC}_P$ which can also be considered as a function on $H_N$ for all $N$ such that $\Lambda_N \supset \Lambda$. Let $\alpha \in C^1([0,T])$ with $\alpha(T) = 0$. Multiplying both sides of (2.22) by $\alpha F$ and integrating by parts on $[0,T] \times H_N$ yields

$$0 = \alpha(0) \int_{H_N} F \rho_0^N \, d\mu_N + \int_0^T \int_{H_N} \rho_s^N \left( \alpha'(s) F - \alpha(s) \langle b_N, \nabla N F \rangle \right) \, d\mu_N ds$$

$$- \frac{1}{2} \sum_{|k| \leq N_0} \int_0^T \int_{H_N} \alpha(s) \langle G^k_N, \nabla N F \rangle_{H_N} \langle G^k_N, \nabla N \rho_s^N \rangle_{H_N} \, d\mu_N ds.$$

Changing $N$ to $N_i$ obtained in the proof of Theorem 3.2, this is equivalent to

$$0 = \alpha(0) \int_{H_N} F \rho_0^N \, d\mu + \int_0^T \int_{H_N} \rho_s^{N_i} \left( \alpha'(s) F - \alpha(s) \langle u(\Pi N_i \omega), \nabla (\Pi N_i \omega), DF \rangle \right) \, d\mu ds$$

$$- \frac{1}{2} \sum_{|k| \leq N_i} \int_0^T \int_{H_N} \alpha(s) \langle \sigma_k \cdot \nabla (\Pi N_i \omega), DF \rangle \langle \sigma_k \cdot \nabla (\Pi N_i \omega), D \rho_s^{N_i} \rangle \, d\mu ds. \tag{3.12}$$

We want to show that all the terms on the r.h.s. converge to the corresponding ones. The assertion (a) in the proof of Theorem 3.2 enables us to let $i \to \infty$ in the first two terms. For the third one involving the drift part, we have

$$\int_0^T \int_{H_N} \rho_s^{N_i} \alpha(s) \langle u(\Pi N_i \omega) \cdot \nabla (\Pi N_i \omega), DF \rangle \, d\mu ds - \int_0^T \int_{H_N} \rho_s \alpha(s) \langle u(\omega) \cdot \nabla \omega, DF \rangle \, d\mu ds$$

$$= \int_0^T \int_{H_N} \rho_s^{N_i} \alpha(s) \left( \langle u(\Pi N_i \omega) \cdot \nabla (\Pi N_i \omega), DF \rangle - \langle u(\omega) \cdot \nabla \omega, DF \rangle \right) \, d\mu ds$$

$$+ \int_0^T \int_{H_N} \left( \rho_s^{N_i} - \rho_s \right) \alpha(s) \langle u(\omega) \cdot \nabla \omega, DF \rangle \, d\mu ds$$

$$=: I_1^N + I_2^N.$$

Under our assumption on $F$, we deduce from Theorem 5.4 that $I_1^N$ tends to 0 as $i \to \infty$, since $\{\rho^{N_i}\}_{i \in \mathbb{N}}$ is bounded in $L^\infty([0,T], L^2(H^{-1-}, \mu))$. Still by Theorem 5.4, we have $\langle u(\omega) \cdot \nabla \omega, DF \rangle \in L^2(H^{-1-}, \mu)$, hence the second term also converges to 0 as $i \to \infty$, thanks to (a) in the proof of Theorem 3.2. Therefore, we obtain the convergence of the third integral in (3.12).

Finally, we deal with the last integral in (3.12). Fix any $n \in \mathbb{N}$, we denote by

$$J_1^N = \sum_{k \in \Lambda_n} \int_0^T \int_{H_N} \alpha(s) \langle \sigma_k \cdot \nabla (\Pi N_i \omega), DF \rangle \langle \sigma_k \cdot \nabla (\Pi N_i \omega), D \rho_s^{N_i} \rangle \, d\mu ds$$

$$- \sum_{k \in \Lambda_n} \int_0^T \int_{H_N} \alpha(s) \langle \sigma_k \cdot \nabla \omega, DF \rangle \langle \sigma_k \cdot \nabla \omega, D \rho_s \rangle \, d\mu ds$$

and

$$J_2^N = \sum_{k \in \Lambda_{n_0}, \Lambda_n} \int_0^T \int_{H_N} \alpha(s) \langle \sigma_k \cdot \nabla (\Pi N_i \omega), DF \rangle \langle \sigma_k \cdot \nabla (\Pi N_i \omega), D \rho_s^{N_i} \rangle \, d\mu ds$$

$$- \sum_{k \in \Lambda_n} \int_0^T \int_{H_N} \alpha(s) \langle \sigma_k \cdot \nabla \omega, DF \rangle \langle \sigma_k \cdot \nabla \omega, D \rho_s \rangle \, d\mu ds,$$

where $\Lambda_n = \mathbb{Z}^2 \setminus \Lambda_n$. Since $n$ is fixed and $k \in \Lambda_n$, Lemma 3.3 implies that, for all $i$ big enough,

$$\langle \sigma_k \cdot \nabla (\Pi N_i \omega), DF \rangle = \langle \sigma_k \cdot \nabla \omega, DF \rangle \in \mathcal{FC}_P.$$
Therefore,

\[ J_1^N = \sum_{k \in \Lambda} \int_0^T \alpha(s) \langle \sigma_k \cdot \nabla \omega, DF \rangle \left( \langle \sigma_k \cdot \nabla (\Pi_N \omega), D\rho^N \rangle - \langle \sigma_k \cdot \nabla \omega, D\rho_N \rangle \right) \, d\mu ds, \]

which tends to 0 by (b) in the proof of Theorem 3.2 and (3.6). Regarding the term \( J_2^N \), by Cauchy's inequality, (3.1) and the estimates (3.3), (3.4), we have

\[ |J_2^N| \leq (1 + \|\rho_0\|_{L^2(\mu)})T\|\alpha\|_{\infty} \left[ \sum_{k \in \Lambda_N} \int \langle \sigma_k \cdot \nabla (\Pi_N \omega), DF \rangle^2 \, d\mu \right]^{1/2} + \|\rho_0\|_{L^2(\mu)}T\|\alpha\|_{\infty} \left[ \sum_{k \in \Lambda} \int \langle \sigma_k \cdot \nabla \omega, DF \rangle^2 \, d\mu \right]^{1/2}. \]

By the equality at the end of the proof of Proposition 3.5,

\[ \sum_{k \in \Lambda_n} \int \langle \sigma_k \cdot \nabla \omega, DF \rangle^2 \, d\mu \leq C \sum_{k \in \Lambda_n} \frac{1}{|k|^{2\gamma - 2}}. \]

Following the proof of Proposition 3.3 one can show that

\[ \sup_{i \geq 1} \sum_{k \in \Lambda_N \setminus \Lambda_n} \int \langle \sigma_k \cdot \nabla (\Pi_N \omega), DF \rangle^2 \, d\mu \leq C \sum_{k \in \Lambda_n} \frac{1}{|k|^{2\gamma - 2}}. \]

Therefore,

\[ \sup_{i \geq 1} |J_2^N| \leq 2(1 + \|\rho_0\|_{L^2(\mu)})T\|\alpha\|_{\infty} C \sum_{k \in \Lambda_n} \frac{1}{|k|^{2\gamma - 2}}, \]

which vanishes as \( n \to \infty \). Summarizing these arguments we conclude that the last term in (3.12) also converges to the corresponding quantity.

\[ \square \]

4 The case \( \gamma = 2 \)

Now we turn to prove Theorem 1.3 for which we need some preparations. We find that there is a small technical problem which prevents us from applying directly the approximation arguments in Section 2.3 and those results in Theorem 3.2. The reason is that we are unable to prove a decomposition formula, similar to that in Proposition 4.2, for the diffusion part of (2.15). Therefore, we slightly modify the approximating operator \( L_N \) defined in (2.15) as follows:

\[ \hat{L}_N \phi(\xi) = \frac{1}{2} \sum_{k \in \Gamma_N} \left( G^k_N \nabla_N \langle G^k_N, \nabla_N \phi \rangle_{H_N} \right)_{H_N}(\xi) - \langle b_N, \nabla_N \phi \rangle_{H_N}(\xi), \]

where

\[ \Gamma_N = \{ k \in \mathbb{Z}_0^2 : |k| \leq N/3 \}. \]

The idea for this modification will be clear in view of the beginning of the proof of Theorem 1.3 given below. Indeed, we can replace 1/3 by any constant \( \theta \in (0, 1/2) \).

Assume the condition (3.1). We consider the new finite dimensional Kolmogorov equations

\[ \partial_t \rho_t^N = \hat{L}_N \rho_t^N, \quad \rho_t^N|_{t=0} = \rho_0^N \in C_P^\infty(H_N), \]

(4.2)
and repeat the discussions in Sections 2.3 and 3.1. All the arguments hold true in this case with little change, and we obtain a measurable function \( \rho \in L^\infty([0,1], L^2(H^{-1})) \), satisfying the properties (i) and (ii) in Theorem 4.1. To show that \( \rho \) is in fact a trivial function, we need more preparations.

Recall the definition (4.7) of the real basis of \( L^2(\mathbb{T}^2) \). We have \( \sigma_k(x) = \frac{1}{\sqrt{2\pi}} e_k(x) \), \( k \in \mathbb{Z}_0^2 \). Recall also the definition of \( C_{k,l} \) in (3.7) and keep in mind that \( \gamma = 2 \). For a cylindrical function \( F(\omega) = f(\Pi_\Lambda \omega) \) with some \( \Lambda \in \mathbb{Z}_0^2 \), we define

\[
\mathcal{L}_N^k F(\omega) = \frac{1}{2} \sum_{k \in \Gamma_N} \langle \sigma_k \cdot \nabla \omega, D(\sigma_k \cdot \nabla \omega, DF) \rangle.
\]

Lemma 4.1. We have

\[
\mathcal{L}_N^k F(\omega) = \pi^2 \sum_{k \in \Gamma_N} \sum_{l,m \in \Lambda} C_{k,l} C_{k,m} f_{l,m}(\omega) \langle \omega, e_k e_{-l} \rangle \langle \omega, e_k e_{-m} \rangle
- \pi^2 \sum_{k \in \Gamma_N} \sum_{l \in \Lambda} C_{k,l}^2 f_l(\omega) \langle \omega, e_k^2 e_l \rangle,
\]

where we write \( f_l(\omega) = (\partial_l f)(\Pi_\Lambda \omega) \) and \( f_{l,m}(\omega) = (\partial_{l,m} f)(\Pi_\Lambda \omega) \) to simplify notations.

Proof. Note that \( DF(\omega) = \sum_{l \in \Lambda} (\partial_l f)(\Pi_\Lambda \omega) e_l = \sum_{l \in \Lambda} f_l(\omega) e_l \); therefore, by Lemma 3.4,

\[
\langle \sigma_k \cdot \nabla \omega, DF \rangle = \sum_{l \in \Lambda} f_l(\omega) \langle \sigma_k \cdot \nabla \omega, e_l \rangle = -\sum_{l \in \Lambda} f_l(\omega) \langle \omega, \sigma_k \cdot \nabla e_l \rangle
= -\sqrt{2\pi} \sum_{l \in \Lambda} C_{k,l} f_l(\omega) \langle \omega, e_k e_{-l} \rangle.
\]

Furthermore,

\[
D(\sigma_k \cdot \nabla \omega, DF) = -\sqrt{2\pi} \sum_{l \in \Lambda} C_{k,l} (\langle \omega, e_k e_{-l} \rangle D[f_l(\omega)] + f_l(\omega) e_k e_{-l})
= -\sqrt{2\pi} \sum_{l,m \in \Lambda} C_{k,l} \langle \omega, e_k e_{-l} \rangle f_{l,m}(\omega) e_m
- \sqrt{2\pi} \sum_{l \in \Lambda} \sum_{l \in \Lambda} C_{k,l} f_l(\omega) e_k e_{-l}.
\]

As a result,

\[
\langle \sigma_k \cdot \nabla \omega, D(\sigma_k \cdot \nabla \omega, DF) \rangle = -\sqrt{2\pi} \sum_{l,m \in \Lambda} C_{k,l} f_{l,m}(\omega) \langle \omega, e_k e_{-l} \rangle \langle \sigma_k \cdot \nabla \omega, e_m \rangle
- \sqrt{2\pi} \sum_{l \in \Lambda} C_{k,l} f_l(\omega) \langle \sigma_k \cdot \nabla \omega, e_k e_{-l} \rangle.
\]

By Lemma 3.4, we have \( \langle \sigma_k \cdot \nabla \omega, e_m \rangle = -\sqrt{2\pi} C_{k,m} \langle \omega, e_k e_{-m} \rangle \) and

\[
\langle \sigma_k \cdot \nabla \omega, e_k e_{-l} \rangle = -\langle \omega, \sigma_k \cdot \nabla (e_k e_{-l}) \rangle = -\sqrt{2\pi} C_{k,-l} \langle \omega, e_k^2 e_l \rangle = \sqrt{2\pi} C_{k,l} \langle \omega, e_k^2 e_l \rangle.
\]

Substituting these facts into (4.4) and summing over \( k \) yield the desired result.

We shall rewrite \( \mathcal{L}_N^k F(\omega) \) as the sum of two parts, in which one part is convergent while the other is in general divergent.
Proposition 4.2. It holds that
\[
\mathcal{L}_N^0 F(\omega) = \pi^2 \sum_{l,m \in \Lambda} f_{l,m}(\omega) \sum_{k \in \Gamma_N} C_{k,l} C_{k,m} \left(\langle \omega, e_{k e_{-l}} \rangle \langle \omega, e_{k e_{-m}} \rangle - \delta_{l,m} \right) \\
+ \frac{1}{2} \pi^2 b_N \sum_{l \in \Lambda} |l|^2 \left[ f_{l,l}(\omega) - f_{l}(\omega, e_l) \right],
\]
where
\[
b_N = \sum_{k \in \Gamma_N} \frac{1}{|k|^2}.
\]
Moreover, for any \( l, m \in \mathbb{Z}_0^2 \), the quantity
\[
R_{l,m}(N) = \sum_{k \in \Gamma_N} C_{k,l} C_{k,m} \left(\langle \omega, e_{k e_{-l}} \rangle \langle \omega, e_{k e_{-m}} \rangle - \delta_{l,m} \right)
\]
is a Cauchy sequence in \( L^p(H^{-1}, \mu) \) for any \( p > 1 \).

Proof. Here we only prove the equality \((4.5)\). The proof of the second assertion involves lots of detailed computations and is postponed to the appendix.

We have
\[
\sum_{k \in \Gamma_N} \sum_{l,m \in \Lambda} C_{k,l} C_{k,m} f_{l,m}(\omega) \langle \omega, e_{k e_{-l}} \rangle \langle \omega, e_{k e_{-m}} \rangle
\]
\[
= \sum_{l,m \in \Lambda} f_{l,m}(\omega) \sum_{k \in \Gamma_N} C_{k,l} C_{k,m} \left(\langle \omega, e_{k e_{-l}} \rangle \langle \omega, e_{k e_{-m}} \rangle - \delta_{l,m} \right) + \sum_{l \in \Lambda} f_{l,l}(\omega) \sum_{k \in \Gamma_N} C_{k,l}^2.
\]

Analogous to \((3.8)\), we have
\[
\sum_{k \in \Gamma_N} C_{k,l}^2 = \frac{1}{2} b_N |l|^2.
\]

Therefore,
\[
\sum_{k \in \Gamma_N} \sum_{l,m \in \Lambda} C_{k,l} C_{k,m} f_{l,m}(\omega) \langle \omega, e_{k e_{-l}} \rangle \langle \omega, e_{k e_{-m}} \rangle
\]
\[
= \sum_{l,m \in \Lambda} f_{l,m}(\omega) \sum_{k \in \Gamma_N} C_{k,l} C_{k,m} \left(\langle \omega, e_{k e_{-l}} \rangle \langle \omega, e_{k e_{-m}} \rangle - \delta_{l,m} \right) + \frac{1}{2} b_N \sum_{l \in \Lambda} |l|^2 f_{l,l}(\omega).
\]

Next, note that \( C_{-k,l} = -C_{k,l} \) and \( e_k^2 + e_{-k}^2 = 2 \) for all \( k \in \mathbb{Z}_0^2 \), we have
\[
\sum_{k \in \Gamma_N} C_{k,l}^2 \langle \omega, e_k^2 e_l \rangle = \sum_{k \in \Gamma_N, k \in \mathbb{Z}_0^2} \left[ C_{k,l}^2 \langle \omega, e_k^2 e_l \rangle + C_{-k,l} \langle \omega, e_{-k}^2 e_l \rangle \right]
\]
\[
= \sum_{k \in \Gamma_N, k \in \mathbb{Z}_0^2} 2C_{k,l}^2 \langle \omega, e_l \rangle = \frac{1}{2} b_N |l|^2 \langle \omega, e_l \rangle.
\]

Hence,
\[
\sum_{k \in \Gamma_N} \sum_{l \in \Lambda} C_{k,l}^2 f_{l}(\omega) \langle \omega, e_k^2 e_l \rangle = \frac{1}{2} b_N \sum_{l \in \Lambda} |l|^2 f_{l}(\omega) \langle \omega, e_l \rangle.
\]

Combining this equality with \((4.3)\) and \((4.7)\) leads to the desired identity \((4.5)\).

Applying Proposition 4.2 to Hermite polynomials yields
Proposition 4.3. For any fixed \( n \in \mathbb{N} \), we have the decomposition

\[
\mathcal{L}_N^0 H_n(\omega) = I_N(\omega) - C_n b_N H_n(\omega),
\]

where the sequence \( \{I_N\}_{N \geq 1} \) is convergent in \( L^2(H^{-1}, \mu) \) and \( C_n = \frac{1}{2} \pi^2 \sum_{l \in \mathbb{Z}_0^2} n_l |l|^2 < \infty \).

Proof. Let \( \Lambda = \{ l \in \mathbb{Z}_0^2 : n_l \geq 1 \} \) and \( f(x) = \prod_{l \in \Lambda} h_{n_l}(x_l) \), \( x \in \mathbb{R}^\Lambda \). Then \( H_n(\omega) = f \circ \Pi_{\Lambda}(\omega) \).

In view of the decomposition in (4.5), it is natural to set

\[
I_N(\omega) = \pi^2 \sum_{l,m \in \Lambda} f_{l,m}(\omega) R_{l,m}(N).
\]

Since \( f(x) \) is a polynomial on \( \mathbb{R}^\Lambda \), it is clear that \( f_{l,m}(\omega) = (\partial_{l,m} f)(\Pi_{\Lambda} \omega) \) is integrable of any order \( p > 1 \). Combining this with the last assertion of Proposition 4.2 yields the convergence property of \( I_N \).

To obtain the second part of the decomposition, we note that, for any \( l \in \Lambda \),

\[
\frac{\partial^2}{\partial x_l^2} f - x_l \frac{\partial}{\partial x_l} f = \left( \prod_{j \in \Lambda \setminus \{l\}} h_{n_j}(x_j) \right) \left( h''_{n_l}(x_l) - x_l h'_{n_l}(x_l) \right)
= \left( \prod_{j \in \Lambda \setminus \{l\}} h_{n_j}(x_j) \right) \left( - n_l h_{n_l}(x_l) \right) = - n_l f(x).
\]

This immediately gives us the desired result. \( \square \)

Finally we can present

Proof of Theorem 4.3 As mentioned at the beginning of this subsection, we can construct a sequence of functions \( \rho^N \), which solve (4.2) and contain a subsequence \( \rho^{N_i} \) converging weakly-* to some limit \( \rho \in L^\infty([0,T], L^2(H^{-1}, \mu)) \). We shall prove the projections of \( \rho \) on nontrivial Hermite polynomials vanish.

Let \( F = H_n \) for some \( n \in \mathbb{N} \) and \( \alpha \in C^1([0,T], \mathbb{R}) \) with \( \alpha(T) = 0 \). Similar to the proof of Theorem 4.1, we still have (4.3.2), with the only difference of summing over \( k \in \Gamma_{N_i} \). We integrate by parts the last integral in (4.3.2) and obtain

\[
0 = \alpha(0) \int H_n \rho_0^{N_i} \, d\mu + \int_0^T \int \rho^{N_i} \left( \alpha'(s) H_n - \alpha(s) \langle u(\Pi_{N_i} \omega) \cdot \nabla(\Pi_{N_i} \omega), DH_n \rangle \right) \, d\mu ds
+ \frac{1}{2} \sum_{k \in \Gamma_{N_i}} \int_0^T \int \alpha(s) \rho_k^{N_i} \left( \langle \sigma_k \cdot \nabla(\Pi_{N_i} \omega), D(\sigma_k \cdot \nabla(\Pi_{N_i} \omega), DH_n) \rangle \right) 
\]

For the given \( n \in \mathbb{N} \), let \( \Lambda = \{ l \in \mathbb{Z}_0^2 : n_l \geq 1 \} \). In this case, we say that \( H_n \) is \( H_{\Lambda} \)-measurable. Of course, \( H_n \) is also \( H_{\Lambda'} \)-measurable for any \( \Lambda' \supset \Lambda \). When \( i \) is big enough, we have \( \Lambda \subset \Gamma_{N_i} = \{ k \in \mathbb{Z}_0^2 : |k| \leq N_i/3 \} \). Then, similar to Lemma 4.3 for all \( k \in \Gamma_{N_i} \),

\[
\langle \sigma_k \cdot \nabla(\Pi_{N_i} \omega), DH_n \rangle = - \langle \Pi_{N_i} \omega, \sigma_k \cdot \nabla(DH_n) \rangle = - \langle \omega, \sigma_k \cdot \nabla(DH_n) \rangle = \langle \sigma_k \cdot \nabla \omega, DH_n \rangle.
\]

We see that \( \langle \sigma_k \cdot \nabla \omega, DH_n \rangle \) is \( H_{\Lambda_{2N_i/3}} \)-measurable. In the same way, we have

\[
\langle \sigma_k \cdot \nabla(\Pi_{N_i} \omega), D(\sigma_k \cdot \nabla(\Pi_{N_i} \omega), DH_n) \rangle = \langle \sigma_k \cdot \nabla(\Pi_{N_i} \omega), D(\sigma_k \cdot \nabla \omega, DH_n) \rangle
= \langle \sigma_k \cdot \nabla \omega, D(\sigma_k \cdot \nabla \omega, DH_n) \rangle.
\]
which is $H_{\Lambda N_i}$-measurable. Therefore,
\[
\frac{1}{2} \sum_{k \in \Gamma_{N_i}} \langle \sigma_k \cdot \nabla (\Pi_{N_i} \omega), D(\sigma_k \cdot \nabla (\Pi_{N_i} \omega), DH_n) \rangle = L^0_{N_i} H_n(\omega).
\]

By Proposition 4.3 we can rewrite (4.9) as
\[
0 = \alpha(0) \int H_n \rho^N_0 \, d\mu + \int_0^T \int \rho^N_s (\alpha'(s) H_n - \alpha(s) \langle u(\Pi_{N_i} \omega) \cdot \nabla (\Pi_{N_i} \omega), DH_n \rangle) \, d\mu \, ds \tag{4.10}
\]

Repeating the arguments in the proof Theorem 1.1(iii), we see that all the integrals in the first line of (4.10) are convergent to the corresponding terms. Moreover, since $I_{N_i}$ converges in $L^2(H^{-1-}, \mu)$, the first integral in the second line is also convergent. On the other hand, the weak-$\ast$ convergence of $\rho^N_s$ implies
\[
\lim_{i \to \infty} \int_0^T \int \alpha(s) \rho^N_s I_{N_i} \, d\mu \, ds - C_n b_{N_i} \int_0^T \int \alpha(s) \rho^N_s H_n \, d\mu \, ds.
\]

Since $b_{N_i}$ tends to infinity, the limit above must be 0. By the arbitrariness of $\alpha$ we deduce that, for any $n \in N$ with $n \neq 0$, it holds
\[
\int \rho_s H_n \, d\mu = 0 \quad \text{for a.e. } s \in (0, T).
\]

This shows that $\rho_s$ is constant for a.e. $s \in (0, T)$.

In order to show that the constant is the same for different $s$, replacing $H_n$ in (4.10) by $F \equiv 1$ leads to
\[
0 = \alpha(0) \int \rho^N_0 \, d\mu + \int_0^T \int \rho^N_s \alpha'(s) \, d\mu \, ds.
\]

Letting $i \to \infty$ and using the weak-$\ast$ convergence of $\rho^N_s$, we get
\[
0 = \alpha(0) \int \rho_0 \, d\mu + \int_0^T \int \rho_s \alpha'(s) \, d\mu \, ds.
\]

This implies that \( \frac{d}{ds} \int \rho_s \, d\mu = \frac{d}{ds} \rho_s = 0 \) on $(0, T)$ in the distributional sense. The proof is complete.

5 Appendix: convergence of the nonlinear term

To simplify notations denote by, for $N \in \mathbb{N}$,
\[
\omega_N(x) = \Pi_N \omega(x) = \sum_{k \in \Lambda_N} \langle \omega, \tilde{e}_k \rangle \tilde{e}_k(x), \quad x \in T^2,
\]

where the second equality is due to [240]. It follows from [240] that $\omega_N$ is a real-valued smooth function on $T^2$. According to the Biot–Savart law,
\[
u(\omega_N)(x) = \int K(x - y) \omega_N(y) \, dy = \pi i \sum_{k \in \Lambda_N \setminus \{0\}} \langle \omega, \tilde{e}_k \rangle \frac{k^+}{|k|^2} \tilde{e}_k(x),
\]
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which is a real, smooth divergence free vector field on $\mathbb{T}^2$. For any $\phi \in C^\infty(\mathbb{T}^2)$, by integration by parts,

$$\langle u(\omega_N) \cdot \nabla \omega_N, \phi \rangle = -\langle \omega_N, u(\omega_N) \cdot \nabla \phi \rangle = -\int \omega_N(x)(u(\omega_N) \cdot \nabla \phi)(x) \, dx$$

$$= -\int \int \omega_N(x)\omega_N(y)K(x-y) \cdot \nabla \phi(x) \, dxdy.$$ 

Using the property $K(x-y) = -K(y-x)$, the above equality can be rewritten as

$$\langle u(\omega_N) \cdot \nabla \omega_N, \phi \rangle = -\frac{1}{2} \int \int \omega_N(x)\omega_N(y)K(x-y) \cdot (\nabla \phi(x) - \nabla \phi(y)) \, dxdy.$$ 

Denoting by

$$H_\phi(x,y) = \frac{1}{2}K(x-y) \cdot (\nabla \phi(x) - \nabla \phi(y)), \quad (x,y) \in \mathbb{T}^2 \times \mathbb{T}^2,$$ (5.1)

we obtain

$$\langle u(\omega_N) \cdot \nabla \omega_N, \phi \rangle = -\int \int \omega_N(x)\omega_N(y)H_\phi(x,y) \, dxdy = -\langle \omega_N \otimes \omega_N, H_\phi \rangle.$$ (5.2)

Here $\omega_N \otimes \omega_N$ is a smooth function on $\mathbb{T}^2 \times \mathbb{T}^2$ with the expression

$$\langle \omega_N \otimes \omega_N \rangle(x,y) = \sum_{k,l \in \Lambda_N} \langle \omega, \tilde{e}_k \rangle \langle \omega, \tilde{e}_l \rangle \tilde{e}_k(x) \tilde{e}_l(y).$$ (5.3)

**Lemma 5.1.** Assume that $f \in L^2(\mathbb{T}^2 \times \mathbb{T}^2, \mathbb{R})$ is a symmetric function. Then

$$\{ \langle \omega_N \otimes \omega_N, f \rangle - \mathbb{E}_\mu(\omega_N \otimes \omega_N, f) \} \to \text{Cauchy sequence in } L^2(H^{-1}, \mu).$$

**Proof.** Denote by

$$I_N := \langle \omega_N \otimes \omega_N, f \rangle, \quad N \in \mathbb{N}.$$ 

For $M, N \in \mathbb{N}, M > N$, define $\Lambda_{M,N} = (\Lambda_M \times \Lambda_M) \setminus (\Lambda_N \times \Lambda_N)$ which is a symmetric subset in $\mathbb{Z}_0^2 \times \mathbb{Z}_0^2$. Then by (5.3),

$$\langle \omega_M \otimes \omega_M - \omega_N \otimes \omega_N \rangle(x,y) = \sum_{(k,l) \in \Lambda_{M,N}} \langle \omega, \tilde{e}_k \rangle \langle \omega, \tilde{e}_l \rangle \tilde{e}_k(x) \tilde{e}_l(y) =: \omega_{M,N}(x,y).$$ (5.4)

Note that $\omega_{M,N}(x,y)$ is real-valued. Now

$$(I_M - I_N)^2 = (\omega_M \otimes \omega_M - \omega_N \otimes \omega_N, f)^2 = (\omega_{M,N}, f)^2$$

$$= \left( \int \int \omega_{M,N}(x,y)f(x,y) \, dxdy \right)^2$$

$$= \int \int \int f(x_1,y_1)f(x_2,y_2) \omega_{M,N}(x_1,y_1) \omega_{M,N}(x_2,y_2) \, dx_1dy_1dx_2dy_2.$$ 

We have, by (5.4),

$$\omega_{M,N}(x_1,y_1) \omega_{M,N}(x_2,y_2) = \sum_{(k,l),(i,j) \in \Lambda_{M,N}} \langle \omega, \tilde{e}_k \rangle \langle \omega, \tilde{e}_l \rangle \langle \omega, \tilde{e}_i \rangle \langle \omega, \tilde{e}_j \rangle \tilde{e}_k(x_1) \tilde{e}_l(y_1) \tilde{e}_i(x_2) \tilde{e}_j(y_2),$$
hence, denoting by $E_\mu$ the expectation w.r.t. $\mu$ on $H^{-1}$,

$$E_\mu[(I_M - I_N)^2] = \sum_{(k,l),(j,l)\in \Lambda_{M,N}} E_\mu(\langle \omega, \tilde{e}_k \rangle \langle \omega, \tilde{e}_l \rangle \langle \omega, \tilde{e}_i \rangle \langle \omega, \tilde{e}_j \rangle)$$

$$\times \iiint f(x_1, y_1)f(x_2, y_2)\tilde{e}_k(x_1)\tilde{e}_i(y_1)\tilde{e}_i(x_2)\tilde{e}_j(y_2)\,dx_1dy_1dx_2dy_2. \quad (5.5)$$

Recall that

$$\langle \omega, \tilde{e}_p \rangle \langle \omega, \tilde{e}_q \rangle \,d\mu = \langle \omega, \tilde{e}_p \rangle \langle \omega, \tilde{e}_{-q} \rangle \,d\mu = \delta_{p,-q}, \quad p, q \in \mathbb{Z}^2. \quad (5.6)$$

By Isserlis–Wick theorem,

$$E_\mu(\langle \omega, \tilde{e}_k \rangle \langle \omega, \tilde{e}_l \rangle \langle \omega, \tilde{e}_i \rangle \langle \omega, \tilde{e}_j \rangle) = E_\mu(\langle \omega, \tilde{e}_k \rangle \langle \omega, \tilde{e}_i \rangle) E_\mu(\langle \omega, \tilde{e}_l \rangle \langle \omega, \tilde{e}_j \rangle)$$

$$+ E_\mu(\langle \omega, \tilde{e}_k \rangle \langle \omega, \tilde{e}_l \rangle) E_\mu(\langle \omega, \tilde{e}_i \rangle \langle \omega, \tilde{e}_j \rangle)$$

$$+ E_\mu(\langle \omega, \tilde{e}_k \rangle \langle \omega, \tilde{e}_j \rangle) E_\mu(\langle \omega, \tilde{e}_l \rangle \langle \omega, \tilde{e}_i \rangle)$$

$$= \delta_l \delta_{i,- j} + \delta_l \delta_{j,- i} + \delta_i \delta_{j,- i}.$$

Accordingly, the r.h.s. of (5.5) is divided into three terms $J_1$, $J_2$ and $J_3$.

First, $J_1$ involves those terms such that $(k, -k), (i, -i) \in (\Lambda_M \times \Lambda_M) \setminus (\Lambda_N \times \Lambda_N)$, which implies $k, i \in \Lambda_M \setminus \Lambda_N$. Thus

$$J_1 = \sum_{k,i \in \Lambda_M \setminus \Lambda_N} \iiint f(x_1, y_1)f(x_2, y_2)\tilde{e}_k(x_1)\tilde{e}_i(y_1)\tilde{e}_i(x_2)\tilde{e}_j(y_2)\,dx_1dy_1dx_2dy_2$$

$$= \sum_{k,i \in \Lambda_M \setminus \Lambda_N} \iiint f(x_1, y_1)\tilde{e}_k(x_1)\tilde{e}_i(y_1)\,dx_1dy_1 \int \int f(x_2, y_2)\tilde{e}_i(x_2)\tilde{e}_j(y_2)\,dx_2dy_2$$

$$= \left( \sum_{k \in \Lambda_M \setminus \Lambda_N} \int \int f(x, y)\tilde{e}_k(x)\tilde{e}_j(y)\,dx\,dy \right)^2. $$

Moreover, by (5.4) and (5.6),

$$E_\mu I_N = \sum_{k,l \in \Lambda_N} E_\mu(\langle \omega, \tilde{e}_k \rangle \langle \omega, \tilde{e}_l \rangle) \int \int f(x, y)\tilde{e}_k(x)\tilde{e}_l(y)\,dx\,dy$$

$$= \sum_{k \in \Lambda_N} \int \int f(x, y)\tilde{e}_k(x)\tilde{e}_j(y)\,dx\,dy. \quad (5.7)$$

Therefore, we arrive at

$$J_1 = [E_\mu(I_M - I_N)]^2. \quad (5.8)$$

Next, recall that $J_2$ corresponds to the case $k = -i$ and $l = -j$ in (5.5). Therefore,

$$J_2 = \sum_{(k,l)\in \Lambda_{M,N}} \iiint f(x_1, y_1)f(x_2, y_2)\tilde{e}_k(x_1)\tilde{e}_i(y_1)\tilde{e}_i(x_2)\tilde{e}_j(y_2)\,dx_1dy_1dx_2dy_2$$

$$= \sum_{(k,l)\in \Lambda_{M,N}} \left| \int \int f(x, y)\tilde{e}_k(x)\tilde{e}_l(y)\,dx\,dy \right|^2 = \sum_{(k,l)\in \Lambda_{M,N}} |\langle f, \tilde{e}_k \otimes \tilde{e}_l \rangle|^2. $$

In the same way, since $f$ is symmetric,

$$J_3 = \sum_{(k,l)\in \Lambda_{M,N}} \iiint f(x_1, y_1)f(x_2, y_2)\tilde{e}_k(x_1)\tilde{e}_i(y_1)\tilde{e}_j(x_2)\tilde{e}_i(y_2)\,dx_1dy_1dx_2dy_2$$

$$= \sum_{(k,l)\in \Lambda_{M,N}} \left| \int \int f(x, y)\tilde{e}_k(x)\tilde{e}_l(y)\,dx\,dy \right|^2 = \sum_{(k,l)\in \Lambda_{M,N}} |\langle f, \tilde{e}_k \otimes \tilde{e}_l \rangle|^2. $$
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Combining the above computations with (5.5) and (5.8), we obtain
\[ E_\mu [(I_M - I_N)^2] = [E_\mu (I_M - I_N)]^2 + 2 \sum_{(k,l) \in \Lambda_{M,N}} |\langle f, \tilde{e}_k \otimes \tilde{e}_l \rangle|^2. \]

This is equivalent to
\[ E_\mu [(I_M - E_\mu I_M) - (I_N - E_\mu I_N)]^2 = 2 \sum_{(k,l) \in \Lambda_{M,N}} |\langle f, \tilde{e}_k \otimes \tilde{e}_l \rangle|^2. \] (5.9)

Since \( f \in L^2(T^2 \times T^2) \), the proof is complete. \( \square \)

Using the Wiener chaos estimate (cf. [19, Theorem I.22] or [8, Theorem 4.3]), we can greatly strengthen the above result.

**Proposition 5.2.** Let \( f \in L^2(T^2 \times T^2, \mathbb{R}) \) be a symmetric function. Then
\[ \{ \langle \omega_N \otimes \omega_N, f \rangle - E_\mu \langle \omega_N \otimes \omega_N, f \rangle \}_{N \in \mathbb{N}} \]
is a Cauchy sequence in \( L^p(H^{-1}, \mu) \) for any \( p \geq 1 \).

**Proof.** The case \( 1 \leq p \leq 2 \) follows from Lemma 5.1. Assume \( p > 2 \) in the sequel. Note that
\[
I_N - E_\mu I_N = \sum_{k,l \in \Lambda_N; k \neq l} \langle \omega, \tilde{e}_k \rangle \langle \omega, \tilde{e}_l \rangle \int \int f(x,y) \tilde{e}_k(x) \tilde{e}_l(y) \, dx \, dy
+ \sum_{k \in \Lambda_N} \left( \langle \omega, \tilde{e}_k \rangle \langle \omega, \tilde{e}_{-k} \rangle - 1 \right) \int \int f(x,y) \tilde{e}_k(x) \tilde{e}_{-k}(y) \, dx \, dy.
\]

We observe that the quantity \( I_N - E_\mu I_N \) belongs to the second Wiener chaos for any \( N \geq 1 \). Therefore, applying [19, Theorem I.22] with \( m = 2 \) yields
\[
\| (I_M - E_\mu I_M) - (I_N - E_\mu I_N) \|_{L^p(\mu)} \leq (p - 1) \| (I_M - E_\mu I_M) - (I_N - E_\mu I_N) \|_{L^2(\mu)}.
\]
This gives us the desired result. \( \square \)

We need one more preparation.

**Lemma 5.3.** For any fixed \( l \in \mathbb{Z}_0^2 \), one has
\[ E_\mu \langle \omega_N \otimes \omega_N, H_{e_l} \rangle = 0 \quad \text{for all } N \in \mathbb{N}, \]
where \( e_l \) is defined in (1.7).

**Proof.** By (5.1) and Lemma 3.4, we have
\[ H_{e_l}(x,y) = \pi (e_{-l}(x) - e_{-l}(y)) l \cdot K(x-y), \quad (x,y) \in T^2 \times T^2. \]
The identity (5.7) leads to
\[ E_\mu \langle \omega_N \otimes \omega_N, H_{e_l} \rangle = \pi \sum_{k \in \Lambda_N} l \cdot \int \int \tilde{e}_k(x) \tilde{e}_{-k}(y) (e_{-l}(x) - e_{-l}(y)) K(x-y) \, dx \, dy. \] (5.10)
Assume \( l \in \mathbb{Z}_0^2 \), then \(-l \in \mathbb{Z}_0^2\), hence by (2.4) and (2.7),
\[
\int \int \tilde{e}_k(x)\tilde{e}_{-k}(y)e_{-l}(x)K(x-y)\,dx\,dy = \frac{1}{2\pi} \int \tilde{e}_k(x)(\tilde{e}_{-l}(x) - \tilde{e}_l(x))\,dx \int \tilde{e}_{-k}(y)K(x-y)\,dy
\]
\[
= -\pi \frac{k_l}{|k|^2} \int (\tilde{e}_{-l}(x) - \tilde{e}_l(x))\,dx = 0
\]
as \( l \neq 0 \in \mathbb{Z}_0^2 \). Similarly, this integral vanishes when \( l \in \mathbb{Z}_-^2 \). In the same way,
\[
\int \int \tilde{e}_k(x)\tilde{e}_{-k}(y)e_{-l}(y)K(x-y)\,dx\,dy = 0.
\]
Thus we obtain the desired result.

Now we can prove the main results of this part.

**Theorem 5.4.** Let \( G = g \circ \Pi_\Lambda \) be a cylindrical function for some \( \Lambda \in \mathbb{Z}^2 \) and \( g \in C_P^\infty(\mathbb{R}^\Lambda) \).
Then the series
\[
\left\{ \langle u(\omega_N) \cdot \nabla \omega_N, DG \rangle \right\}_{N \in \mathbb{N}}
\]
converges in \( L^p(H^{-1}, \mu) \) for any \( p \geq 1 \).

**Proof.** We have, by (5.2),
\[
D_N := \langle u(\omega_N) \cdot \nabla \omega_N, DG \rangle = -\sum_{l \in \Lambda} (\partial_{\xi_l}g)(\Pi_\Lambda \omega)\langle \omega_N \otimes \omega_N, H_{e_l} \rangle.
\]
Therefore, for \( M, N \in \mathbb{N}, M > N \),
\[
\mathbb{E}(|D_M - D_N|^p) = \mathbb{E}\left( \left| \sum_{l \in \Lambda} (\partial_{\xi_l}g)(\Pi_\Lambda \omega)\left[\langle \omega_M \otimes \omega_M, H_{e_l} \rangle - \langle \omega_N \otimes \omega_N, H_{e_l} \rangle \right] \right|^p \right)
\]
\[
\leq C_{p,\Lambda} \sum_{l \in \Lambda} \mathbb{E}\left( \left| (\partial_{\xi_l}g)(\Pi_\Lambda \omega) \right|^p \langle \omega_M \otimes \omega_M, H_{e_l} \rangle - \langle \omega_N \otimes \omega_N, H_{e_l} \rangle \right|^p \right]
\]
\[
\leq C_{p,\Lambda, g} \sum_{l \in \Lambda} \left[ \mathbb{E}\left( \left| \langle \omega_M \otimes \omega_M, H_{e_l} \rangle - \langle \omega_N \otimes \omega_N, H_{e_l} \rangle \right|^{2p} \right) \right]^{1/2},
\]
where in the last step we used Cauchy’s inequality and the fact that \( \partial_{\xi_l}g \) has polynomial growth for any \( l \in \Lambda \). Applying Proposition 5.2 and Lemma 5.3 yields the desired assertion.

6 Appendix: proof of the second assertion of Proposition 4.2

Recall the definition of \( R_{l,m}(N) \) in (4.6). Since \( l, m \in \Lambda \) is fixed, we shall simply write it as \( R_N \). Hence we consider
\[
R_N = \sum_{|k| \leq N} C_{k,l}C_{k,m} \langle \omega, e_k e_l \rangle \langle \omega, e_k e_m \rangle - \delta_{l,m}.
\]
Note that, for all \( N \geq 1 \), \( R_N \) belongs to the direct sum of the first two Wiener chaos, thus by [19 Theorem I.22], it suffices to prove \( R_N \) converges in \( L^2(H^{-1}, \mu) \).
6.1 Case 1: \( l \neq m \)

We have, for \( 0 < N < M \),

\[
R_M - R_N = \sum_{N < |k| \leq M} C_{k,l} C_{k,m} \langle \omega, e_k e_l \rangle \langle \omega, e_k e_m \rangle
\]

and

\[
\mathbb{E}_\mu [(R_M - R_N)^2] = \sum_{N < |k|, |k'| \leq M} C_{k,l} C_{k,m} C_{k',l} C_{k',m} \mathbb{E}_\mu [\langle \omega, e_k e_l \rangle \langle \omega, e_k e_m \rangle \langle \omega, e_{k'} e_l \rangle \langle \omega, e_{k'} e_m \rangle].
\]

By Isserlis-Wick theorem,

\[
\mathbb{E}_\mu [\langle \omega, e_k e_l \rangle \langle \omega, e_k e_m \rangle \langle \omega, e_{k'} e_l \rangle \langle \omega, e_{k'} e_m \rangle]
= \mathbb{E}_\mu [\langle \omega, e_k e_l \rangle \langle \omega, e_k e_m \rangle] \mathbb{E}_\mu [\langle \omega, e_{k'} e_l \rangle \langle \omega, e_{k'} e_m \rangle]
+ \mathbb{E}_\mu [\langle \omega, e_k e_l \rangle \langle \omega, e_{k'} e_l \rangle] \mathbb{E}_\mu [\langle \omega, e_k e_m \rangle \langle \omega, e_{k'} e_m \rangle]
+ \mathbb{E}_\mu [\langle \omega, e_k e_l \rangle \langle \omega, e_{k'} e_m \rangle] \mathbb{E}_\mu [\langle \omega, e_k e_m \rangle \langle \omega, e_{k'} e_l \rangle].
\]

Accordingly, we can write

\[
\mathbb{E}_\mu [(R_M - R_N)^2] = S_1 + S_2 + S_3.
\] \hfill (6.2)

6.1.1 The quantity \( S_1 \)

We have

\[
S_1 = \sum_{N < |k|, |k'| \leq M} C_{k,l} C_{k,m} C_{k',l} C_{k',m} \mathbb{E}_\mu [\langle \omega, e_k e_l \rangle \langle \omega, e_k e_m \rangle] \mathbb{E}_\mu [\langle \omega, e_{k'} e_l \rangle \langle \omega, e_{k'} e_m \rangle]
= \left( \sum_{N < |k| \leq M} C_{k,l} C_{k,m} \mathbb{E}_\mu [\langle \omega, e_k e_l \rangle \langle \omega, e_k e_m \rangle] \right)^2.
\]

Note that

\[
\mathbb{E}_\mu [\langle \omega, e_k e_l \rangle \langle \omega, e_k e_m \rangle] = \int_{T^2} e_k^2 e_l e_m \, dx.
\]

We deduce from (6.11) and the fact \( l \neq m \) that

\[
S_1 = 0.
\] \hfill (6.3)

6.1.2 The quantity \( S_2 \)

By Cauchy’s inequality,

\[
S_2 = \sum_{N < |k|, |k'| \leq M} C_{k,l} C_{k,m} C_{k',l} C_{k',m} \mathbb{E}_\mu [\langle \omega, e_k e_l \rangle \langle \omega, e_k e_m \rangle] \mathbb{E}_\mu [\langle \omega, e_{k'} e_l \rangle \langle \omega, e_{k'} e_m \rangle]
\leq \left[ \sum_{N < |k|, |k'| \leq M} C_{k,l}^2 C_{k',l}^2 \left( \mathbb{E}_\mu [\langle \omega, e_k e_l \rangle \langle \omega, e_k e_l \rangle] \right)^2 \right]^{1/2}
\times \left[ \sum_{N < |k|, |k'| \leq M} C_{k,m}^2 C_{k',m}^2 \left( \mathbb{E}_\mu [\langle \omega, e_k e_m \rangle \langle \omega, e_{k'} e_m \rangle] \right)^2 \right]^{1/2}.
\]
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We only consider the sum

$$J_{N,M} = \sum_{N<|k|,|k'| \leq M} C^2_{k,l} C^2_{k',l} \left( E_{\mu} [\langle \omega, e_k e_1 \rangle \langle \omega, e_k e_1 \rangle] \right)^2$$

(6.4)

Intuitively, this quantity tends to 0 as $M > N \to \infty$ due to the fact that the integral \( \int_{T^2} e_k e_k' e_l^2 \, dx \neq 0 \) imposes a constraint on $k$ and $k'$, e.g. $k = k'$ or $2l = k + k'$. Such constraint reduces the degree of freedom of $k$ and $k'$, and implies

$$J_{N,M} \leq C_1 \sum_{N<|k| \leq M} \frac{1}{|k|^4} \to 0 \quad \text{as} \quad M > N \to \infty.$$ 

Below we present a more rigorous proof. Assume $l \in \mathbb{Z}_+^2$ for simplicity. Note that

$$\int_{T^2} e_k e_k' e_l^2 \, dx = \int_{T^2} e_k e_k' (1 + \cos(4\pi l \cdot x)) \, dx = \delta_{k,k'} + \int_{T^2} e_k e_k' \cos(4\pi l \cdot x) \, dx.$$ 

(6.5)

If $k, k' \in \mathbb{Z}_+^2$, then

$$e_k e_{k'} = 2 \cos(2\pi k \cdot x) \cos(2\pi k' \cdot x) = \cos(2\pi (k + k') \cdot x) + \cos(2\pi (k - k') \cdot x).$$

Note that $k + k' \in \mathbb{Z}_+^2$ while $k - k'$ may belong to either $\mathbb{Z}_+^2$ or $\mathbb{Z}_-^2$, even vanishes. Hence

$$\int_{T^2} e_k e_{k'} \cos(4\pi l \cdot x) \, dx = \int_{T^2} \cos(2\pi (k + k') \cdot x) \cos(4\pi l \cdot x) \, dx + \int_{T^2} \cos(2\pi (k - k') \cdot x) \cos(4\pi l \cdot x) \, dx$$

$$= \frac{1}{2} (\delta_{2l,k+k'} + \delta_{2l,\pm(k-k')}).$$

Recall that $|k|, |k'| > N$, thus at most one of the norms $|k + k'|$ and $|k - k'|$ is less than $N$. Since $l \in \mathbb{Z}_+^2$ is fixed and $N \gg 1$, we conclude that at most one of the two quantities $\delta_{2l,k+k'}$ and $\delta_{2l,\pm(k-k')}$ is nonzero. To summarize, we have obtained

$$\int_{T^2} e_k e_k' e_l^2 \, dx = \delta_{k,k'} + \frac{1}{2} (\delta_{2l,k+k'} + \delta_{2l,\pm(k-k')}).$$

Therefore,

$$\left( \int_{T^2} e_k e_k' e_l^2 \, dx \right)^2 = \delta_{k,k'} + \frac{1}{4} (\delta_{2l,k+k'} + \delta_{2l,\pm(k-k')})$$

(6.6)

as all the cross products vanish.

If $k, k' \in \mathbb{Z}_-^2$, then

$$e_k e_{k'} = 2 \sin(2\pi k \cdot x) \sin(2\pi k' \cdot x) = - \cos(2\pi (k + k') \cdot x) + \cos(2\pi (k - k') \cdot x).$$

Thus we have

$$\int_{T^2} e_k e_{k'} \cos(4\pi l \cdot x) \, dx = \frac{1}{2} (-\delta_{2l,-(k+k')} + \delta_{2l,\pm(k-k')}).$$
Combining this with (6.5) leads to
$$
\int_{\mathbb{T}^2} e_k e_{k'} e_l^2 \ dx = \delta_{k,k'} + \frac{1}{2} \left( - \delta_{2l, -(k+k')} + \delta_{2l, \pm(k-k')} \right).
$$

As a result,
$$
\left( \int_{\mathbb{T}^2} e_k e_{k'} e_l^2 \ dx \right)^2 = \delta_{k,k'} + \frac{1}{4} \left( \delta_{2l, -(k+k')} + \delta_{2l, \pm(k-k')} \right). \tag{6.7}
$$

If \( k \in \mathbb{Z}_+^2, k' \in \mathbb{Z}_+^2 \), then
$$
e_k e_{k'} = 2 \cos(2\pi k \cdot x) \sin(2\pi k' \cdot x) = \sin(2\pi (k + k') \cdot x) - \sin(2\pi (k - k') \cdot x).
$$

It is clear that
$$
\int_{\mathbb{T}^2} e_k e_{k'} e_l^2 \ dx = \int_{\mathbb{T}^2} e_k e_{k'} (1 + \cos(4\pi l \cdot x)) \ dx = 0.
$$

Similar result holds if \( k \in \mathbb{Z}_+^2 \) and \( k' \in \mathbb{Z}_+^2 \).

Summarizing these arguments with (6.4), (6.6) and (6.7), we obtain
$$
J_{N,M} = \sum_{N<|k|,|k'|\leq M} C_{k,l}^2 C_{k',l}^2 \left[ \delta_{k,k'} + \frac{1}{4} \left( \delta_{2l, k+k'} + \delta_{2l, \pm(k-k')} \right) \right]
+ \sum_{N<|k|,|k'|\leq M} C_{k,l}^2 C_{k',l}^2 \left[ \delta_{k,k'} + \frac{1}{4} \left( \delta_{2l, -(k+k')} + \delta_{2l, \pm(k-k')} \right) \right]
$$

It is obvious that the terms involving \( \delta_{k,k'} \) tend to 0 as \( M > N \to \infty \). Regarding the convergence of the other terms, we take the one containing \( \delta_{2l, k+k'} \) as an example. We have
$$
\sum_{N<|k|,|k'|\leq M} C_{k,l}^2 C_{k',l}^2 \delta_{2l, k+k'} = \sum_{N<|k|\leq M} C_{k,l}^2 C_{2l-k,l}^2 \left[ \mathbf{1}_{N<2l-k \leq M} \right] \mathbf{1}_{2l-k \in \mathbb{Z}_+^2}
\leq \sum_{N<|k|\leq M} \frac{(2l-k)^2}{|k|^4} \frac{|2l-k|}{|k|^4}
\leq C_l \sum_{N<|k|\leq M} \frac{1}{|k|^4} \to 0 \quad \text{as} \quad M > N \to \infty.
$$

To summarize, we have proved
$$
\lim_{M > N \to \infty} S_2 = 0. \tag{6.8}
$$

### 6.1.3 The quantity \( S_3 \)

Recall that
$$
S_3 = \sum_{N<|k|,|k'|\leq M} C_{k,l} C_{k,m} C_{k',l} C_{k',m} \mathbb{E}_\mu \left[ \langle \omega, e_k e_l \rangle \langle \omega, e_k e_m \rangle \right] \mathbb{E}_\mu \left[ \langle \omega, e_k e_m \rangle \langle \omega, e_k e_l \rangle \right].
$$

We have
$$
\mathbb{E}_\mu \left[ \langle \omega, e_k e_l \rangle \langle \omega, e_k e_m \rangle \right] = \mathbb{E}_\mu \left[ \langle \omega, e_k e_m \rangle \langle \omega, e_k e_l \rangle \right] = \int_{\mathbb{T}^2} e_k e_l e_k e_m \ dx.
$$
Therefore, note that $l$ is here.

In this case, we have

$$\sum_{N < |k| \leq M} C_{k,l}^2 (\langle \omega, e_k e_l \rangle^2 - 1).$$

Therefore,

$$E_{\mu} [(R_M - R_N)^2] = \sum_{N < |k|, |k'| \leq M} C_{k,l}^2 C_{k',l}^2 \sum_{N < |k| \leq M} C_{k,l}^2 \int_{T^2} e_k^2(x) e_l^2(x) \, dx.$$ Note that

$$\sum_{N < |k|, |k'| \leq M} C_{k,l}^2 C_{k',l}^2 E_{\mu} [\langle \omega, e_k e_l \rangle^2] = \left( \sum_{N < |k'| \leq M} C_{k',l}^2 \right) \sum_{N < |k| \leq M} C_{k,l}^2 \int_{T^2} e_k^2(x) e_l^2(x) \, dx = c_{M,N}^2.$$

Thus,

$$\sum_{N < |k|, |k'| \leq M} C_{k,l}^2 C_{k',l}^2 E_{\mu} [\langle \omega, e_k e_l \rangle^2] = c_{M,N}^2 \int_{T^2} e_l^2(x) \, dx = c_{M,N}^2.$$ In the same way,

$$\sum_{N < |k|, |k'| \leq M} C_{k,l}^2 C_{k',l}^2 E_{\mu} [\langle \omega, e_{k'} e_l \rangle^2] = c_{M,N}^2.$$ Next we deal with the first term in the second line of (6.10). By the Isserlis–Wick theorem,

$$E_{\mu} [\langle \omega, e_k e_l \rangle^2] = E_{\mu} [\langle \omega, e_k e_l \rangle^2] E_{\mu} [\langle \omega, e_{k'} e_l \rangle^2] + 2 (E_{\mu} [\langle \omega, e_k e_l \rangle (\omega, e_{k'} e_l)])^2.$$ We have, using (6.11),

$$\sum_{N < |k|, |k'| \leq M} C_{k,l}^2 C_{k',l}^2 E_{\mu} [\langle \omega, e_k e_l \rangle^2] E_{\mu} [\langle \omega, e_{k'} e_l \rangle^2] = \left( \sum_{N < |k| \leq M} C_{k,l}^2 E_{\mu} [\langle \omega, e_k e_l \rangle^2] \right)^2 = c_{M,N}^2.$$
Combining (6.12)–(6.15) with (6.9) and (6.10), we obtain
\[
\mathbb{E}_\mu \left[ (R_M - R_N)^2 \right] = 2 \sum_{N < |k|, |k'| \leq M} C^2_{k,l_i} C^2_{k',l_j} (\mathbb{E}_\mu [\omega, e_k e_l])^2.
\]
Note that the r.h.s. is two times of \( J_{M,N} \) defined in (6.4). Thus, using the results in Section 6.1.2 we conclude that
\[
\mathbb{E}_\mu \left[ (R_M - R_N)^2 \right] \leq C_l \sum_{N < |k| \leq M} \frac{1}{|k|^4},
\]
which tends to 0 as \( N, M \to \infty \).

Acknowledgement. The second author is grateful to the financial supports of the National Natural Science Foundation of China (Nos. 11571347, 11688101), and the Special Talent Program of the Academy of Mathematics and Systems Science, Chinese Academy of Sciences.

References

[1] S. Albeverio, A. B. Cruzeiro, Global flows with invariant (Gibbs) measures for Euler and Navier–Stokes two-dimensional fluids. Comm. Math. Phys. 129 (1990), 431–444.

[2] S. Albeverio, B. Ferrario, Some Methods of Infinite Dimensional Analysis in Hydrodynamics: An Introduction. SPDE in hydrodynamic: recent progress and prospects, 1–50, Lecture Notes in Math., 1942, Springer, Berlin, 2008.

[3] S. Albeverio, R. Høegh-Krohn, Stochastic flows with stationary distribution for two-dimensional inviscid fluids. Stochastic Process. Appl. 31 (1989), no. 1, 1–31.

[4] S. Albeverio, M. Ribeiro de Faria, R. Høegh-Krohn, Stationary measures for the periodic Euler flow in two dimensions. J. Statist. Phys. 20 (1979), 585–595.

[5] V. Barbu, V. I. Bogachev, G. Da Prato, M. Röckner, Weak solutions to the stochastic porous media equation via Kolmogorov equations: the degenerate case. J. Funct. Anal. 237 (2006), no. 1, 54–75.

[6] V. I. Bogachev, N. V. Krylov, M. Röckner, S. V. Shaposhnikov, Fokker–Planck–Kolmogorov equations. Mathematical Surveys and Monographs, 207. American Mathematical Society, Providence, RI, 2015.

[7] G. Da Prato, F. Flandoli, M. Röckner, Continuity equation in LlogL for the 2D Euler equations under the enstrophy measure, arXiv:1711.

[8] G. Da Prato, L. Tubaro, Wick powers in stochastic PDEs: an introduction. Technical Report UTM, 2006, 39pp.

[9] G. Da Prato, J. Zabczyk, Second order partial differential equations in Hilbert spaces. London Mathematical Society Lecture Note Series, 293. Cambridge University Press, Cambridge, 2002.

[10] S. Fang, D. Luo, A. Thalmaier, Stochastic differential equations with coefficients in Sobolev spaces. J. Funct. Anal. 259 (2010), no. 5, 1129–1168.
[11] F. Flandoli, Weak vorticity formulation of 2D Euler equations with white noise initial condition. \texttt{arXiv:1707.08068v1}.

[12] F. Flandoli, F. Gozzi, Kolmogorov equation associated to a stochastic Navier-Stokes equation. \textit{J. Funct. Anal.} \textbf{160} (1998), no. 1, 312–336.

[13] F. Flandoli, D. Luo, $\rho$-white noise solution to 2D stochastic Euler equations, preprint.

[14] L. Grafakos, Classical Fourier Analysis, Second Edition, Graduate Texts in Mathematics, 249, Springer, 2008.

[15] N. V. Krylov, M. Röckner, J. Zabczyk, Stochastic PDE’s and Kolmogorov equations in infinite dimensions. Lectures given at the 2nd C.I.M.E. Session held in Cetraro, August 24-September 1, 1998. Edited by G. Da Prato. Lecture Notes in Mathematics, 1715. Fondazione CIME/CIME Foundation Subseries. \textit{Springer-Verlag, Berlin; Centro Internazionale Matematico Estivo (C.I.M.E.), Florence}, 1999.

[16] S. V. Lototsky, B. L. Rozovskv, Stochastic partial differential equations. Universitext. \textit{Springer, Cham}, 2017.

[17] M. Röckner, Z. Sobol, Kolmogorov equations in infinite dimensions: well-posedness and regularity of solutions, with applications to stochastic generalized Burgers equations. \textit{Ann. Probab.} \textbf{34} (2006), no. 2, 663–727.

[18] M. Sauer, Kolmogorov equations for randomly perturbed generalized Newtonian fluids. \textit{Math. Nachr.} \textbf{287} (2014), no. 17–18, 2102–2115.

[19] B. Simon, The $P(\phi)_2$ Euclidean (quantum) field theory. Princeton Series in Physics. \textit{Princeton University Press, Princeton, N.J.}, 1974.