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ABSTRACT This paper proposes a low-cost approximate dynamic ranged multiplier and describes its use during the training process on convolutional neural networks (CNNs). It has been noted that the approximate multiplier can be used in the convolution of CNN’s forward path. However, in CNN inference on a post-training quantization with a pre-trained model, erroneous convolution output from highly approximate multipliers significantly degrades performance. On the other hand, with the CNN model based on an approximate multiplier, the approximation-aware training process can optimize its learnable parameters, producing better classification results considering the approximate hardware. We analyze the error distribution of the approximate dynamic ranged multiplication and characterize it in order to find the most suitable approximate multiplier design. Considering the effects of normalizing the biased convolution outputs, a low standard deviation of relative errors with respect to the multiplication outputs leads to negligible accuracy drop. Based on these facts, the hardware costs of the proposed multiplier can be further reduced by adopting the partial products’ inaccurate compression, truncated input fraction, and reduced-width multiplication output. When the proposed approximate multiplier is applied to the residual convolutional neural networks for the CIFAR-100 and Tiny-ImageNet datasets, the accuracy drops of the approximation-aware training results are negligible compared to those using 32-bit floating-point CNNs.

INDEX TERMS Approximate computing, approximate multiplier, approximation-aware training, convolutional neural network, probabilistic multiplier.

I. INTRODUCTION

In the implementation of machine learning, deep neural networks are used in various fields. Notably, CNNs have attracted the attention of many researchers because they outperform the human classification ability in image recognition. Even though there have been significant advances in machine-based image classification, tremendous power consumption is necessary to perform the convolutions of CNNs. The conventional CNN training is based on the floating-point data format and operations, producing real-valued trained models. In post-training quantizations, after obtaining the real-valued trained models, low-cost CNNs are implemented based on the quantized data format and approximate hardware without fine-tuning or retraining steps [1]. Thanks to the error-resilience of CNNs, schemes with small error can provide the appropriate inference output. However, when the approximation increases, the performance is degraded because the approximate output can be significantly different from the pre-trained models’ optimized value.

A CNN contains a bundle of layers with learnable parameters. The training process automatically finds the optimal parameters for a model and its hardware implementation with
iterative steps. The quantization-aware training adopts the quantized data format and its operations in the forward path during training [1]. Similarly, when using approximate hardware units in the simulation of the forward path, the learnable model is optimized for achieving better classification results, which is denoted as the approximation-aware training. The approximate hardware in the forward pass produces errors as part of the training loss during training, which can simulate the erroneous behavior of the approximation. After training the approximation-aware model, a CNN inference can utilize the trained model that considers the quantized data format and approximate hardware.

CNNs using high precision quantized data formats such as the 32-bit fixed-point [2], 16-bit fixed-point [3], bfloat16 floating-point [4], and 8-bit floating-point [5] formats achieve equivalent classification performance compared with the model using 32-bit floating-point format. Even though the implementation of these CNNs can reduce hardware costs, these are not affordable yet for the low-power systems. CNNs using the 8-bit fixed-point format [6] binarized CNN [7], [8], and log-based CNN [9], [10] provide highly quantized models for low-cost CNN implementation. However, these models show significant accuracy drops in CNN inference.

Notably, for the fixed-point format, the dynamic ranged multiplier obtains its exponent and uses the significant bits starting at the position of the leading one [11]. Compared to the exact fixed-point multiplier, the dynamic ranged multiplier can significantly reduce hardware costs, maintaining the original dynamic range in the fixed-point format. Depending on the method of how to approximate the significand multiplication, the error distribution of the approximate dynamic ranged multiplier is determined. The approximate logarithmic multiplier replaced the significand multiplication by adding input fractions [12]–[17]. It was proved that the approximate logarithmic multiplier could achieve reasonable performances in CNN inference [14]–[17] with pre-trained models. Several existing works focused on the unbiased design of the approximate dynamic ranged multiplier and its digital signal processing (DSP) applications [11], [18]. However, there were no in-depth studies to adopt the approximate dynamic ranged multiplier when performing approximation-aware training on CNNs.

In this paper, we propose an approximate dynamic ranged multiplier for performing convolutions on CNNs and introduce an approximation-aware training method by simulating the approximation in the training stage. The proposed design has the following characteristics:

1) This design performs 16-bit signed multiplication with a fixed scaling factor, and 32-bit multiplication outputs are accumulated in the convolution.
2) In the significand multiplication, our round-off scheme truncates the input fractions, so that only two \( k \)-bit input significands are multiplied. Then, the output width of the \( k \)-bit significand multiplication is reduced to an \( l \)-bit output, being \( l < 2k \). To further reduce hardware costs, inaccurate compressors are used in the partial product reduction of the significand multiplication.
3) The convolution output using the truncation, reduced-width output, and inaccurate partial product reduction schemes can be biased. Because the multiplier’s average relative error is far from zero, the convolution output could also have a biased error.

When training a CNN with our approximate dynamic ranged multiplier, the biased average relative error of the approximate multiplier is not critical in the performance of trained models. Even though the proposed multiplication output is biased, the normalization can offset the biased convolution output, and the following learnable scaling layer adjusts the normalized output to minimize the training loss. Instead of the biased average relative error, the dispersion of the relative error distribution seems to be important in CNN training. This paper describes the CNN basic block structure to adopt the proposed multiplier. Compared to the regular 16-bit signed fixed-width multiplier, power consumption decreases by 81.9%. For the residual neural networks [19] on both the CIFAR-100 [20] and Tiny-ImageNet [21] datasets, our training results did not show accuracy drop with respect to the 32-bit floating-point based CNN. This paper is structured as follows: firstly, the preliminaries including the dynamic ranged multiplier and its approximation schemes will be reviewed. Then, the error-resilience of the CNN training with the approximate multiplier and its error analysis will be explained. The benefits of the proposed approximate multiplier will be analyzed in terms of hardware costs and power consumption. Finally, the experimental results in the CNN training will be shown.

II. PRELIMINARIES

The fixed-point format can be preferred for its hardware simplicity in CNN implementations [2], [3]. The fixed-point multiplication consists of the integer multiplication output and its scaling. When not mentioning other formats, integer multiplications with the fixed scaling factor are assumed in this paper. However, this does not mean that the proposed design is not limited to the operation with fixed-point data. The difference with the standardized or custom floating-point format is that the log-linear representation is provided in the floating-point format. The proposed design can approximate the significand multiplication output in the floating-point multiplication.

A. DYNAMIC RANGED MULTIPLIER

Whereas the exact multiplier provides accurate multiplication outputs on a given format, the approximate multiplier sacrifices its precision to reduce hardware costs and increase operating speed. The arithmetic-based approaches adopt logic blocks, making inaccurate output based on their arithmetic formulas. A signed integer \( A_{\text{sign}} \) can be represented into log-


Algorithm 1 Unsigned Dynamic Ranged Multiplier

1: procedure UDRM($A, B, n, k$)
2: \[ \exp_A \leftarrow LOD(A, n) \quad \triangleright \text{Leading one detection of } A \]
3: \[ \text{if } \exp_A > k - 1 \text{ then} \]
4: \[ A_k \leftarrow ROUND(A, \exp_A, k) \]
5: \[ \text{shift}_A \leftarrow \exp_A - (k - 1) \]
6: \[ \text{else} \]
7: \[ A_k \leftarrow A[k - 1 : 0] \]
8: \[ \text{shift}_A \leftarrow 0 \]
9: \[ \text{end if} \]
10: \[ \exp_B \leftarrow LOD(B, n) \quad \triangleright \text{Leading one detection of } B \]
11: \[ \text{if } \exp_B > k - 1 \text{ then} \]
12: \[ B_k \leftarrow ROUND(B, \exp_B, k) \]
13: \[ \text{shift}_B \leftarrow \exp_B - (k - 1) \]
14: \[ \text{else} \]
15: \[ B_k \leftarrow B[k - 1 : 0] \]
16: \[ \text{shift}_B \leftarrow 0 \]
17: \[ \text{end if} \]
18: \[ \text{sig}_{AB} \leftarrow A_k \times B_k \]
19: \[ \text{mul}_{AB} \leftarrow \text{sig}_{AB} \ll (\text{shift}_A + \text{shift}_B) \]
20: return \text{mul}_{AB}
21: end procedure

linear form as:

\[ \text{sig}_A = (-1)^{s_j}(1 + x_A)^2^{\exp_A}, \exp_A \in \mathbb{N}, s \in \{0, 1\}, 0 \leq x_A < k \]

(1)

where \( s \) is the sign bit. The term \( \exp_A \) is the exponent calculated with the location of the leading one, and \( x_A \) is the fraction part of \( A \). In (1), \((1 + x_A)\) denotes the significand.

The dynamic ranged multiplier converts two operands into the log-linear representation. Then, the significand multiplication output is shifted by the output of the exponent addition. Algorithm 1 explains the detailed process of \((n, k)\)-bit unsigned dynamic ranged multiplier, where \( n \) is the bit-width of the inputs and \( k \) is the bit-width for representing the rounded significands. The leading one detector denoted as \( LOD(A, n) \) produces \( \exp_A \) (line 2). When \( \exp_A > k - 1 \), \( k \) bits of the rounded significand, \( k_A \), are obtained using \( ROUND \) function (line 4). In Fig. 1, it is assumed that an unsigned integer \( A \) is multiplied in an \((n, k)\)-bit dynamic ranged multiplier. In Fig. 1 (a), when \( \exp_A > k - 1 \), \( k \)-bit rounded significand, \( k_A \), is adopted in the significand multiplication, and the \((\exp_A - k + 1)\) least significant bits (LSBs) of \( A \) are discarded. The most significant \( k \) bits, starting from the leading one, are adopted for the rounded significand. In addition to this, the round-off scheme can determine the LSB of the rounded significand in a solid box. On the other hand, when \( \exp_A \leq k - 1 \), \( k_A \) contains the \( k \) LSBs of \( A \) (line 7), which is illustrated in Fig. 1 (b).

The significand multiplication output \( \text{sig}_{AB} \) is produced by multiplying \( k_A \) with \( k_B \). The terms \( \text{shift}_A \) and \( \text{shift}_B \) determine how much \( \text{sig}_{AB} \) has been shifted. When \( \exp_A > k - 1 \), \( \text{shift}_A = \exp_A - (k - 1) \) (line 5); otherwise, \( \text{shift}_A = 0 \) (line 8). The same process is performed to produce \( \exp_B \), \( k_B \), and \( \text{shift}_B \) (lines 10–17). Finally, this multiplier shifts \( \text{sig}_{AB} \) to the left by \( \text{shift}_A + \text{shift}_B \), resulting in \( \text{mul}_{AB} \) (line 19). The multiplier described in Algorithm 1 can be extended into the signed multiplier using input and output sign conversions.

B. APPROXIMATION IN DYNAMIC RANGED MULTIPLIER

When the addition with exponents is not approximated, different approximate multipliers can be developed depending on the method of how to approximate the significand multiplication. Several major approximation methods are listed as: (1) partial product ignorance [13, 18]; (2) input significand round-off [11, 15, 16, 18]; (3) reduced-width output [22, 23]. When using the exact significand multiplication, all partial products are added to make the multiplication output. In the approximated multiplication, according to its underlying technique, several partial products are ignored. The round-off scheme for input significands reduces the number of bits multiplied. It determines the approximate value of the discarded low-order bits from each input significand. The reduced-width output scheme only utilizes several high-order bits from the significand multiplication output.

In the following, \( MUL_{\text{exact}} \) and \( MUL_{\text{appr}} \) shall be the exact and approximate multiplication outputs for the same input, respectively. In order to present the error characteristic of the signed approximate multiplier, the relative error (called RERR later) is formulated as:

\[ RERR = \frac{MUL_{\text{appr}} - MUL_{\text{exact}}}{\text{abs}(MUL_{\text{exact}})}. \]  

(2)

The biased approximate multiplication is defined as:

Definition 1 (biased): When the approximate multiplication is biased, (1) the average relative error (called \( RERR_{\text{avg}} \) later) of multiplication outputs for uniformly distributed inputs cannot be zero, or (2) \( RERRs \) are not normally distributed.

To make \( RERR_{\text{avg}} \) close to zero and obtain the normal distribution of \( RERRs \), the unbiased rounding is imple-
A \times (1 + x_A)) into the linear term truncation of extra bits [24]. As presentation, additional costs are required compared with the unbiased rounding consumes one bit in the significand replication, which requires an accurate log. \[ \log_2(1 + x_A) \] for \( A \) into the linear term. Because the significand multiplication is replaced by the addition of input fractions, these multipliers ignore several partial products and reduce their output width. The truncated Mitchell multiplier [15] denoted as Mitchell-\( w \) adds \( (w - 1) \)-bit truncated fractions for the approximate significand multiplication. The main drawback of these logarithmic approaches is the antilogarithm block, which requires an \( (n + w) \)-bit shifter as well as a \( w \)-bit right shifter. Furthermore, a zero-unit detector is required in order to achieve high-accuracy values. On the other hand, unlike the Mitchell-\( w \) multipliers, the dynamic ranged multiplier with \( k \) sums all partial products together using a \( k \)-bit significand multiplication and requires a \( 2k \)-bit left shifter in the final stage.

### TABLE 1: Truth Table of 4:2 Compressor in [25].

| \( i_1 \) | \( i_2 \) | \( i_3 \) | \( i_4 \) | \( carry \) | \( sum \) | \( err \) |
|---|---|---|---|---|---|---|
| 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 0 | 0 | 1 | 0 |
| 0 | 1 | 0 | 0 | 0 | 1 | 0 |
| 0 | 0 | 1 | 1 | 0 | 1 | -1 |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| 1 | 0 | 0 | 1 | 1 | -1 |
| 0 | 1 | 1 | 0 | 1 | 1 | +1 |
| 0 | 1 | 1 | 1 | 1 | 1 | 0 |
| 1 | 0 | 0 | 1 | 1 | 1 | +1 |
| 1 | 0 | 1 | 0 | 1 | 1 | +1 |
| 1 | 0 | 1 | 1 | 1 | 1 | 0 |
| 1 | 1 | 0 | 0 | 0 | 1 | -1 |
| 1 | 1 | 0 | 1 | 1 | 0 | 0 |
| 1 | 1 | 1 | 1 | 1 | 1 | -1 |

The probabilistic multiplier adopts inaccurate compressors when reducing the partial products. With the inaccurate compressors, the carry propagation with \( cout \) is not needed, which achieves the speedup and reduces hardware costs. Fig. 3 illustrates an example of the partial product reduction in a 4-bit probabilistic multiplier. In step 2, two inaccurate 4:2 compressors are adopted. In step 3, the 8-bit final output is obtained after adding the reduced products. This mixed version uses accurate compressors for the high-order output bits to keep the maximum error small, as shown in [26]. On the other hand, inaccurate compressors are adopted for the low-order output bits to produce pseudo-random outputs.

FIGURE 2: Schematics of 4:2 compressors: (a) exact compressor with 2 full adders (FA); (b) inaccurate compressor in [25].

FIGURE 3: Partial product reduction using both accurate and inaccurate compressors.
In general, a kernel consists of the \( w \) weights multiplied with the input features, where \( K_{i,j} \) denotes the kernel for the \( i \)-th input and \( j \)-th output channels. After accumulating the multiplication outputs with \( m \) input features and kernels \( K_{0,j}, K_{m-1,j} \), the output feature for the \( j \)-th output channel is obtained. Therefore, when using the \( w_{K} \times h_{K} \) kernel, the number of accumulated multiplication outputs can reach up to \( w_{K} \times h_{K} \times m \) for achieving an output feature. For example, the 9-th convolution layer in ResNet-34 [19] has \( 3 \times 3 \) kernel with 128 input channels, accumulating 1,152 multiplication outputs for an output feature in the convolution. It must be noted that the number of accumulated outputs for each output feature can be significant in the convolution.

In post-training quantization, after producing a pre-trained model with real-valued hardware, the trained model parameters are quantized [1]. CNNs perform their forward pass with the quantized values during inference. In a similar way, a low-cost CNN can adopt imprecise hardware units to approximate model parameters of the pre-trained model in the inference step. This post-training approximation does not consider the approximate hardware in the training stage.

Unlike the CNN inference using the approximate pre-trained models, the approximation-aware training process finds the optimized model under its given resource limitation such as data quantization, hardware approximation, etc. During training, the forward pass of CNNs adopts approximate hardware, producing additional training loss from erroneous operation results. This approximation-aware training simulates the erroneous behavior of approximate hardware implementations in the training stage. Therefore, the trained model obtained from approximation-aware training can consider the quantized data format and approximate hardware. Depending on model parameter initialization methods, a real-valued pre-trained model can be adopted. When fine-tuning a model, its real-valued pre-trained model is used to initialize its model parameters. Then, the model is retrained by adopting the approximate hardware in the forwarding path. On the other hand, a model can be trained from scratch without using the real-valued pre-trained model. If the model can be trained from scratch, the training process can be simplified without any need of pre-trained model parameters.

In most CNN structures, the batch normalization layer normalizes convolution outputs in a mini-batch [27]. The equation of the batch normalization is given as:

\[
\hat{x}_i = \frac{x_i - \mu_\beta}{\sqrt{\sigma_\beta^2 + \epsilon}},
\]

where \( \mu_\beta \) and \( \sigma \) are the mini-batch mean and variance for a channel. The terms \( \mu_\beta \) and \( \sigma \) are learned with the iterative mini-batch process. A convolution output denoted as \( x_i \) is one element in the channel. The term \( \epsilon \) is used to prevent the division by zero. The batch normalization layer reduces the change of the convolution output distribution [27]. After normalizing convolution outputs, learnable affine parameters scale the normalized convolution outputs.

In several CNN inferences using pre-trained models on realistic datasets, logarithmic multiplications can achieve affordable performance [15]–[17]. When the average relative error is adjusted in the convolution output by rounding errors [17] or implementing the unbiased rounding [15], [16], it is empirically proved that the approximate multiplications can be valid in the forward path. However, as the approximation increases up to a certain level, it shows significant performance drops.

After performing convolutions, the non-linearity in the activation layer can filter unnecessary information of convolution outputs, providing the error resilience. Various error sources help to enhance the performance of optimized models in CNN training. When features in a channel are normalized, the normalization adds correlated noise to the features. Data augmentation such as random erasing [28] and dropout technique [29] can insert intentional noise for achieving better trained models. It is known that this approximate noise provides the regularization for avoiding so-called overfitting. We expect that an acceptable error from the approximate multiplication will not be critical in obtaining good training results. Additionally, CNN’s error resilience and noise-friendly CNN training lead us believe that a sophisticated approximate multiplier with an acceptable error will not degrade the performance of the trained model.

III. PROPOSED MULTIPLIER DESIGN AND ITS USAGE IN CONVOLUTION LAYER

A. DESIGN MOTIVATIONS

Multiplication occupies the most considerable portion of the computations of the convolution layer. The 32-bit floating-point real-valued model has wide ranged input operands and multiplication outputs. However, their expensive computations could be redundant considering the error-resilience and noise-awareness of CNN training. On the other hand, several previous works indicate that the narrow range of input operands effectively reduces hardware costs implementing CNN models. In [5], [9], 5-bit exponent is used to represent the input operands. In [3], 16-bit fixed-point multiplications are adopted with the stochastic rounding of each operand.
In [6], 8-bit integer multiplications are used in the convolution layer, and each convolution layer needs its optimized scaling factor to access most of the input distribution.

The unbiased rounding in [11], [15], [16] and error compensation in [17] can make $RERR_{avg}$ close to zero and produce the normal distribution of $RERR$s in the multiplication outputs, assuming that input operands are randomly distributed. However, the unbiased rounding and error compensation require additional resources to implement the rounding scheme and scale convolution outputs. Because the zero $RERR_{avg}$ could be achieved based on the assumption that input values are evenly distributed, these methods do not consider the training process.

We have a question about whether this unbiased design and error compensation for the multiplication are necessary in CNN training. Notably, when the batch normalization is used in each channel [27], the convolution outputs are normalized and learnable affine parameters are applied in the following scaling layer in the channel. Unlike the inference on the pre-trained model, the batch normalization finds the mini-batch mean and variance in CNN training. This normalizing process motivates us to put away the existing unbiassing design and error compensation in the CNN training.

Spread errors in the normalized convolution outputs also depend on the errors from approximate multiplications. Empirically, we say that a multiplication design is suitable after evaluating the design in CNN training. However, since it depends on both its adopted CNN structure and dataset, it is not possible to predict which the multiplication design will be suitable in other models or datasets. In the error analysis of the next section, we explain which approximation methods could be more suitable in CNN training. In this section, it will be shown that the proposed approximate dynamic ranged multiplier can afford approximation methods such as the partial product ignorance, truncation, and reduced-width output scheme.

### B. PROPOSED APPROXIMATE DYNAMIC RANGED MULTIPLIER

Fig. 5 describes the hardware structure of the proposed approximate multiplier. For the convolution layer using 16-bit signed multipliers, the proposed design adopts $n = 16$.

The two Sign Converters produce unsigned integer operands $A$ and $B$ from $A_{sign}$ and $B_{sign}$, where 1's complement conversion is adopted like the idea in [15]. The process for producing several terms is also explained in Algorithm 1. The location of the leading one in $n$-bit $A$ is encoded into the $[\log_2 n]$-bit $exp_A$. In the Encoder, $shift_A$ is produced, which is used in the Mux&Decoder. It is noted that $shift_A = exp_A - (k - 1)$ for $exp_A > k - 1$ (line 5 in Algorithm 1). Otherwise, $shift_A = 0$ (line 8 of Algorithm 1). The Mux&Decoder generates the $k$-bit $k_A$ signal depending on $shift_A$.

The $ROUND$ function in Algorithm 1 is implemented in the Mux&Decoder to adopt the truncation scheme only by discarding $shift_A$ LSBs from $A$ when $shift_A > 0$ (line 4 of Algorithm 1). When $shift_A = 0$, $k_A$ is produced with the $k$-bit LSBs of $A$ (line 7 of Algorithm 1). The above process is also employed in order to obtain $k_B$ and $shift_B$.

In Fig. 5, $k_A$ and $k_B$ are multiplied by a $k$-bit probabilistic multiplier. In our design, partial product reductions for the high-order bits adopt the accurate compression for limiting errors. Fig. 3 describes the probabilistic multiplier for $k = 4$. On the other hand, for the low-order bits, the inaccurate compressor can produce the probabilistic error. Additionally, the significand multiplication has the reduced-width output. In step 3 of Fig. 3, the LSBs $O_L \sim O_{2k-1}$ are discarded, so that only the most significant $l$ bits of the output are transferred to $l$-bit Left Shifter.

There are several existing inaccurate compressors to implement the probabilistic multiplier. From the survey [26], several compressors have non-zero output even though input operands are zero [30], [31]. When applying the compressors with this non-zero output effect, the multiplication with zero input operands can produce non-zero output. Even though a zero detector can be used to overcome this problem, additional hardware costs and speed degradation are not avoidable. The proposed design adopts the compressor in [25] considering its balanced error distribution and hardware cost reduction. In Table 1, because the numbers of $+1$ and $-1$ error entries are 4 and 3, if it is assumed that inputs for a compressor are evenly distributed, the probability of having a positive error is slightly higher than that of having a negative error. On the other hand, the truncated input fraction and reduced-width output always cause a negative error. We expect these two different error distributions to be somewhat neutralized.
With \( shift_A + shift_B \) from the adder, the \( l \)-bit output from the probabilistic multiplier is internally shifted to the left by \( shift_A + shift_B + (2k - l) \), producing the \( 2n \)-bit output. The final signed output is obtained by performing the output sign conversion. The exclusive-OR gate uses the MSBs of signed input operands \( A_{sign} \) and \( B_{sign} \). When the signs of input operands are different from each other, the exclusive-OR gate outputs ‘1’. It is known that the performance drop of the CNN inference from 1’s complement conversion is negligible [15]. Whereas 2’s complement conversion requires a \( 2 \)-bit adder, only \( n \)-bit inverter is needed for the 1’s complement sign conversion. Therefore, our design adopts 1’s complement sign conversion for the signed multiplication output.

Fig. 6 describes an example of 16-bit multiplication when \( k = 4 \). When \( A = 174D_{16} \) and \( B = 17A1_{16} \), \( shift_A = 9 \) and \( shift_B = 5 \) with \( exp_A = 12 \) and \( exp_B = 8 \). Because \( exp_A > k - 1 \) and \( exp_B > k - 1 \), 4-bit \( k_A = A[12 : 9] = 1011_2 \) and \( k_B = B[8 : 5] = 1011_2 \) are 4 MSBs from the leading ones of \( A \) and \( B \), respectively. The significand multiplication on the left in Fig. 6 adopts \( k_A = 1011_2 \) and \( k_B = 1011_2 \) as input operands. With \( l = 4 \), the probabilistic multiplier outputs 1000_2, which means that the significand multiplication output is approximated into 10.02. In this case, a negative error is produced compared with the exact significand multiplication. Next, this output is shifted by \( shift_A + shift_B + (2k - l) = 18 \) with \( k = l = 4 \), so that this approximate dynamic ranged multiplier outputs 32-bit 200000_16. On the other hand, the exact multiplication output for \( A \times B \) is 2267B2_{16}, so that error and \( RERR \) is \(-267B2_{16} \) and \(-7.52\% \), respectively. Even though Fig. 6 describes the multiplication with two integers, this method can be applied to the fixed-point multiplication with a fixed-point scaling factor.

**FIGURE 6:** Example of the proposed multiplication.

**C. CONVOLUTION LAYER WITH PROPOSED MULTIPLIER**

Whereas a large number of accumulations exist in the convolution, the scaling and non-linear activation layers only perform the multiplication for each element without any accumulation. The multiplication error in these layers could be critical in the classification result. Because accumulation is not required, the number of multiplications is small compared to the convolution layer. Therefore, the proposed approximate multiplier is limited to the convolution in CNN models.

The customized convolution layer adopts the proposed multiplier in the convolution. Fig. 7 describes the details of the convolution and its following layers. We target 16-bit fixed-point activations and weights. In the terms \( FL, IL > \), \( IL \) is the number of bits for representing an exponent, while \( FL \in \mathbb{N} \) denotes the scaling factor \( 2^{-FL} \) for the fixed-point operation. The same fixed-point scaling factor is applied to all customized convolution layers.

In the batch normalization, each convolution output from the accumulated multiplication outputs is normalized from (3). The mini-batch mean \( (\mu) \) and variance \( (\sigma) \) for a channel are learned based on the convolution outputs using the approximate multiplier. After the normalization, the normalized value \( \hat{x}_i \) is scaled and shifted into \( y_i \), which can be equated as:

\[
y_i = \lambda \hat{x}_i + \beta, \tag{4}
\]

where parameters \( \lambda \) and \( \beta \) are learnable in CNN training. Next, an activation layer such as ReLU [32] is located. The clip layer is mandatory to limit the maximum output value from the activation layer. When \( FL = 10 \), the clip layer’s output is smaller than \( 2^5 \) for 16-bit fixed-point operation. The clip layer’s output is used as the input of the next convolution layer.

Whereas the forward path of a CNN model adopts this customized convolution layer in both CNN training and inference, the backward path does not adopt the proposed approximate multiplier. It is known that 16-bit fixed-point operations cannot provide convergence of CNN training in [2]. In [3], the stochastic rounding is required to apply the 16-bit fixed-width multiplier to the backward path. Although
approximate operations in the backward path can be used in the implementation of a low-cost training engine, this causes a noticeable accuracy drop in inference, and also long training time is needed. Accuracy drop in inference and long training time are needed. Instead, we aim for the trained model to have high inference accuracy when using an approximate hardware. Our approximation-aware training adopts 32-bit floating-point operations in the backward path. Therefore, real-valued weights are updated in the backward path and then approximated into 16-bit fixed-point values in the forward path during training. This paper focuses on the multiplication of the customized convolution layer in Fig. 7, so that the approximation of other hardware elements is not considered in the rest of this paper.

IV. ERROR AND HARDWARE COST ANALYSIS

A. ERROR ANALYSIS

This section will introduce how to configure suitable multipliers, following the structure shown in Fig. 5 in terms of error distribution. We cannot determine which approximate multiplier can be the best only with the final classification result on a specific dataset and CNN structure. Firstly, many different factors affect the final classification result. In addition to the multiplication method, the final classification result depends on other hyperparameters and CNN structure. Secondly, the software-based emulation of the multiplier hardware in CNN training requires very long evaluation time and tremendous computation resources. Therefore, several design points of the approximate multiplier should be considered from our error analysis.

The corner case analysis of RERR is as follows: The proposed design adopts 1’s complement and conversion for input operands and multiplication output. The minimum relative error, RERR_{min}, can be -100% for a specific case. When A_{sign} = -1 and B_{sign} = -1, A and B are all zeros after 1’s complement sign conversion, so that approximate A_{sign} × B_{sign} is also zero. Therefore, RERR can reach up to -100%. However, the number of these specific cases with large RERR is negligible. Additionally, its scaled error is only $-2^{-2F_L}$ in the fixed-point multiplication.

The maximum relative error RERR_{max} happens when one of the input operands is zero and the other is negative. For example, when A_{sign} = 0 and B_{sign} = -1, the proposed design approximates A × B into 0. Afterwards, the approximate multiplication output becomes -1 after 1’s complement sign conversion. Because exact A_{sign} × B_{sign} is zero, RERR can be infinite according to (2). However, its scaled error is $-2^{-2F_L}$, which is negligible.

We explain the effect of multiplier’s RERR distribution in the back normalization, so that (3) is rewritten as:

$$
\hat{x}_i \rightarrow \frac{(1 + e)x_{i\text{exact}} - (1 + \bar{c}_m)\mu_{\beta, \text{exact}}}{\sqrt{\frac{1}{m} \sum_{m} ((1 + e)x_{i\text{exact}} - (1 + \bar{c}_m)\mu_{\beta, \text{exact}})^2 + \epsilon}}.
$$

(5)

The terms $x_{i\text{exact}}$ and $x_i$ are the exact convolution output and erroneous convolution output using the proposed design in (3). The term $e$ denotes the relative error of the convolution output using an approximate multiplier, so $x_i = (1 + e)x_{i\text{exact}}$. The terms $\bar{c}_m$ and $\mu_{\beta, \text{exact}}$ are the mini-batch means of the relative errors and the exact convolution outputs, respectively. The mini-batch variance using these terms is shown in the denominator of (5).

If $e$ and $\bar{c}_m$ are close to zero, $\hat{x}_i \simeq x_{i\text{exact}}$. This condition can be met when the approximate multiplier has small RERRs and RERR_{avg} $\simeq$ 0 with well balanced RERR distribution. For example, DRUM-k can provide this case with the unbiased rounding. On the other hand, when $e$ and $\bar{c}_m$ are far from zero, if $e$ has a low standard deviation, $e$ is clustered around $\bar{c}_m$. Based on the approximation of $(1 + e) \approx (1 + \bar{c}_m)$, the terms can be cancelled in the numerator and denominator in (5), so $\hat{x}_i \simeq x_{i\text{exact}}$. When multiplications outputs have non-zero RERR_{avg}, the convolution output could produce non-zero $e$ and $\bar{c}_m$. Even though multiplication outputs have non-zero RERR_{avg}, if the outputs can produce a low standard deviation of RERRs, the normalized multiplication output can keep track of the normalized value using the exact multiplier.

In the dynamic ranged multiplier, whereas the approximate significand multiplication always multiplies positive significands, the sign of the final multiplication output depends on its sign conversion. Except for the specific corner cases, output signs of the exact and our approximate multipliers are always the same. Thus, it has a RERR distribution mirror-symmetric with respect to zero, producing a bimodal distribution.

Fig. 8 illustrates RERR distributions of the proposed design with $k = l = 4$ for every 5% interval. One million pairs of two 16-bit signed inputs were randomly selected in simulations. In [12], [13], [17], the error analysis is performed based on the absolute RERRs because it is guaranteed that RERR $\leq 0$ for MUL_{exact} $\geq 0$ and it has mirrored distribution with respect to RERR = 0. Because of the inaccurate compressor, the proposed multiplier can have the cases with RERR $> 0$ for MUL_{exact} $\geq 0$. We adopt a transformed RERR distribution by shifting the RERR distribution to make its unimodal distribution with respect to zero. The average absolute relative error, abs(RERR)_{avg}, is used to obtain the shifting value denoted as shift_{val}, which

![FIGURE 8: RERR distribution of proposed multiplication of k = l = 4: (a) RERR distribution; (b) adjusted RERR distribution with shift_{val}.](image-url)
is calculated as:

\[ shift_{val} = \frac{1}{1 - \text{abs}(\text{RERR})_{avg}} \]  

(6)

The multiplication outputs in Fig. 8 (a) are multiplied by the \( shift_{val} \) from (6). This design has 13.79% \( \text{abs}(\text{RERR})_{avg} \), so that the adjusted \( \text{RERR} \) distribution is obtained by multiplying \( \text{RERRs} \) with \( \frac{1}{1 - \text{abs}(\text{RERR})_{avg}} \) \( \approx 1.16 \), which produces an adjusted \( \text{RERR} \) distribution in Fig. 8 (b).

In our experiments, there was no significant accuracy drop when \( k = 4 \), so that Table 2 lists the standard deviation and the percentage of \( \text{RERR} \) on the specific conditions. The \textit{normalized mean error distance} denoted as \textit{NMED} in Table 2 is defined as:

\textbf{Definition 2 (NMED):} The NMED is the average of \( \frac{|M_{\text{upper}} - M_{\text{exact}}|}{\text{MaxOut}} \), where \( \text{MaxOut} = 2^{2n-2} \) for the \( n \)-bit signed multiplication.

Depending on the approximation methods mentioned in the previous section, DesignI, DesignII, DesignIII, and DesignIV have been analyzed. Notably, DesignIV adopted all methods of the proposed approximate dynamic ranged multiplier. We define that \( P(\text{cond}) \) is the percentage of \( \text{RERRs} \) on a specific condition. Except for DRUM-I and DesignII, the standard deviation and \( \text{NMED} \) were calculated from the transformed \( \text{RERR} \) distributions after applying the \( shift_{val} \). Considering \( P(\text{cond}) \) in Table 2, all \( \text{RERR} \) distributions were well balanced. Because DesignI adopted exact 4-bit significant multiplication, its standard deviation was the smallest. Compared to DesignIII, DesignIV slightly degraded \( \text{RERR} \) distribution due to the inaccurate compressor. Interestingly, designs using the unbiased rounding, DRUM-I and DesignII, had large standard deviations and \( \text{NMEDs} \). Compared to other designs, the unbiased rounding was not helpful for reducing the standard deviations and \( \text{NMEDs} \). When decreasing \( k \) or \( l \), the standard deviation and \( \text{NMED} \) increased, which spread \( \text{RERRs} \) widely. For example, when \( k = 4 \) and \( l = 3 \) in DesignIV, the standard deviation and \( \text{NMED} \) increased up to 10.570 and 2.64E-2 with \( P(\text{RERR} > 5\%) = 32.95\% \) and \( P(\text{RERR} < -5\%) = 33.16\% \). In Mitchell-3, the

### TABLE 2: Comparison with Error Distributions.

| design | NMED | stddev | \( \text{RERR} > 5\% \) | \( \text{RERR} < -5\% \) | \( \text{RERR} > 10\% \) | \( \text{RERR} < -10\% \) | \( \text{RERR} > 20\% \) | \( \text{RERR} < -20\% \) |
|--------|------|--------|----------------|----------------|----------------|----------------|----------------|----------------|
| DRUM-I | 1.41E-2 | 7.308 | 25.45\% | 25.49\% | 8.93\% | 8.94\% | 0.16\% | 0.16\% |
| Mitchell-I | 1.57E-2 | 7.848 | 27.33\% | 27.39\% | 10.81\% | 10.85\% | 0.25\% | 0.25\% |
| Mitchell-II | 9.72E-3 | 4.753 | 15.69\% | 15.73\% | 1.36\% | 1.36\% | 0.01\% | 0.00\% |
| DesignII | 7.47E-3 | 3.867 | 10.12\% | 10.13\% | 0.20\% | 0.19\% | 0.01\% | 0.01\% |
| DesignIII | 1.66E-2 | 8.782 | 28.59\% | 28.62\% | 12.16\% | 12.21\% | 1.27\% | 1.27\% |
| DesignIV | 1.16E-2 | 5.852 | 20.57\% | 20.67\% | 4.01\% | 4.03\% | 0.01\% | 0.01\% |
| DesignV | 1.28E-2 | 6.473 | 22.65\% | 22.79\% | 5.98\% | 6.00\% | 0.04\% | 0.04\% |

1 All designs multiply 16-bit signed input operands.
2 With exact \( k \)-bit significant multiplication when \( k = 4 \) and \( l = 2k = 8 \).
3 With \( k \)-bit significands multiplication adopting the inaccurate compressors and unbiased rounding when \( k = 4 \) and \( l = 5 \).
4 With exact \( k \)-bit significant multiplication when \( k = l = 4 \).
5 With proposed \( k \)-bit significant multiplication adopting the inaccurate compressors when \( k = l = 4 \).

![FIGURE 9: Standard deviations of RERR distributions.](image-url)

B. HARDWARE COST ANALYSIS

Several multipliers were implemented to evaluate costs in terms of circuit area and power consumption. We coded our designs as combinational multipliers using Verilog hardware description language (HDL), where internal hardware blocks were described using the dataflow modeling. A 16-bit exact fixed-point multiplier was described using the Verilog multiply operator to produce the intrinsic multiplier in the logic synthesis based on a target library. The descriptions of
TABLE 3: Comparison in terms of hardware costs.

| design | stddev | delay (ns) | circuit area (um²) | power (uW) |
|--------|--------|------------|--------------------|------------|
| Fixed  | -      | 4.0        | 2708.1             | 198.971    |
| DRUM-4 | 7.308  | 4.57       | 1269.7             | 53.444     |
| Mitchell-4 | 4.753  | 4.4        | 1315.3             | 53.996     |
| DesignII | 5.852  | 4.58       | 1213.1             | 38.308     |
| DesignIV | 6.473  | 4.4        | 1188.2             | 35.912     |

1 Exact k-bit significand multiplication when $k = l = 4$.
2 k-bit significand multiplication adopting the inaccurate compressors when $k = l = 4$.

DRUM- $k$ and Mitchell- $w$ were obtained from [33] and [34]. The error analysis indicates that the reduced-width significand multiplication output can be useful, and the unbiased rounding in the dynamic ranged multiplier was redundant for CNN training. Therefore, DesignI and DesignII were not considered in the hardware cost analysis.

These codes were synthesized using Synopsys Design Compiler on 32nm generic standard cell library from Synopsys. The adopted cells had the characteristic on the slow process (SS), 0.75 V power source, and 125°C temperature. The cells were used to find the critical path delay and circuit area reports. The target critical path delay was varied at 0.2 ns steps between 4 and 5 ns. Table 3 summarizes the comparison in terms of hardware costs and power consumptions. The intrinsic 16-bit exact fixed-point multiplier can be produced in 4.0 ns using the target library cells. It required more than twice the circuit area compared to other approximate multipliers in Table 3. Mitchell-4 and DesignIV can be synthesized at 4.4 ns with the zero slack. However, DRUM- $k$ and DesignIII showed the negative slacks, which indicate that the long critical paths were required in the significand multiplication. The inaccurate compressor and reduced-width significand multiplication output reduced the circuit area for implementing DesignIV compared to other implementation results. Mitchell- $w$ requires the antilogarithm module, which consists of a left and a right shift registers as well as several multiplexers. Furthermore, a zero detector unit is necessary in Mitchell- $w$ [17]. Therefore, even though the significand multiplication was approximated by adding the fractions, Mitchell-4 required additional circuit area.

Based on the possible 4.4 ns target delay, power reports were obtained from the library cells for estimating power consumptions. The adopted cells can produce power reports that characterized the typical process (TT), 1.05 V power source, and -40°C temperature. As shown in Table 3, the low power consumptions in DesignIII and DesignIV indicate that the reduced-width significand multiplication output was useful in reducing power consumption. Additionally, the inaccurate compressor was helpful for achieving lower power consumptions than other designs.

V. EXPERIMENTS WITH CNN TRAINING

This section explains the residual neural network’s structure and experimental environments. In many existing works, CNN models with highly stacked convolution layers and large-scaled datasets such as ImageNet [35] have been evaluated in CNN training. However, the emulation of an approximate multiplier consists of a bundle of operations, which requires tremendous computation resources. Instead, we adopted an affordable model (ResNet-18 [19]) and datasets (CIFAR-100 [20] and Tiny-ImageNet [21]) in CNN training.

A. TRAINING FRAMEWORKS

The Caffe deep learning framework [36] was adopted in our experiments. We coded functions in CUDA C++ [37] to emulate the internal hardware blocks used in the approximate dynamic ranged multiplier. The multiply operator (‘*’) was replaced by a CUDA C++ function. In the customized convolution layer, the general matrix multiplication (GEMM) called the function to emulate the proposed approximate multiplier in the forward path. For the backward path and weight updating, 32-bit floating-point GEMMs were used for the approximation-aware training. We can parameterize each convolution layer along with reusing the existing Caffe setup and prototxt files. The scaling for 16-bit fixed-point data was fixed as $10^{-10}$ in all customized convolution layers. The customized function can accept 16-bit signed input operands and generate 32-bit multiplication outputs.

B. MODEL STRUCTURE

Among existing CNN models, we adopted a residual neural network [19]. Reasons why experiments were done using ResNet are as follows: firstly, the skip connection or shortcut in the ResNet has been used in many prominent CNN models [38]–[41], providing fast training speed and reducing the impact of vanishing gradients. Secondly, more accurate CNN models can be easily constructed using a pyramid structure.

Fig. 10 describes the pyramid structure using eight basic blocks for the CIFAR dataset [20]. The $3 \times 3$ convolution layer is denoted as $3 \times 3$ Conv, where the number in the box means the number of output channels from the layer. The dotted box indicates a basic block containing two subblocks, where the shortcut skips two subblocks. The dotted arrow means the shortcut consisting of $1 \times 1$ convolution for the downsampling, where the number of output channels is twice that of input channels. Both $3 \times 3$ and $1 \times 1$ convolution layers adopted the approximate multipliers. Fig. 11 describes the
The CIFAR dataset contains 60,000 colour images, where 50,000 and 10,000 images are used in CNN training and test, respectively [20]. The CIFAR-100 dataset has 100 classes, providing 600 images to each class. Compared to 10 classes of the CIFAR-10 dataset, more sophisticated classification is needed on the CIFAR-100 dataset.

The experimental setup was as follows: For the data augmentation in CNN training, 40 \times 40 pixel colour images were generated by padding four zero-valued pixels on the edge of each image. Each image was randomly cropped into 32 \times 32 pixel colour images for the training process. The cropped images can be horizontally mirrored at random. Then, 128 was used as the mean of 8-bit pixel values, which was subtracted from each pixel value. In the accuracy test, the random mirroring was not performed, and the original size of each test image was maintained without the random crop. Finally, the data layer scaled each pixel values by \frac{1}{255}. The training was performed during 120 epochs (200 iterations per an epoch) with batch size=250, where the learning rate started at 0.1 and was decayed by multiplying 0.1 at (40, 70, 100) epochs. In other words, the learning rate was decayed at (8,000, 14,000, 20,000) iterations. This training adopted the Nesterov optimizer [42] with momentum=0.9 and weight decay=5e^{-4}.

Fig. 12 illustrates the classification result and training loss during the training for the CIFAR-100 dataset. As explained in the legend of Table 2, DesignIII \((k = l = 4)\) and DesignIV \((k = l = 4)\) were evaluated. The terms Log, FP32, and Fixed16 indicate the training results using 16-bit log, 32-bit floating-point, and 16-bit fixed-point formats and their multiplication. We define the Log format and its multiplication in these experiments as follows: When using the Log multiplication, the input fractions of two unsigned integers \(A\) and \(B\) were set as zeros, so that \(A \times B \approx 2^{\exp(A)} \times 2^{\exp(B)}\). Fig. 12 shows that the training using the Log multiplication failed to achieve suitable convergence. In the early iterations for the FP32 and Fixed16 CNNs, the increase in the test accuracy and decrease in the training loss were slightly steeper. However, the final accuracies of the designs above converged into about 74.5% in Fig. 12, which means that the proposed multiplier can provide an acceptable error distribution with \(k = l = 4\).

Fig. 13 illustrates Top-1 accuracies of the proposed DesignIV \((k = 4)\), which were compared with those using Mitchell-w, FP32, and Fixed16 CNNs. The final Top-1 accuracies shown in Fig. 13 were obtained by averaging five runs. DesignIV \((k = l = 4)\) achieved 74.66% Top-1 accuracy, which had negligible accuracy drops compared to the Top-1 accuracies of FP32 (74.8%) and Fixed16 (74.95%) CNNs. On the other hand, when \(l < 4\) and \(w < 4\), DesignIV \((k = 4)\) and Mitchell-w degraded classification accuracies in Fig. 13. Based on Figs. 12 and 13, we concluded that the proposed approximate multiplier with \(k = l = 4\) can achieve the acceptable RERR distribution and Top-1 accuracy in the CNN training.
The validation dataset can be used in the accuracy test. All images consist of 36,253 images and a validation dataset with 10,000 images. Tiny-ImageNet dataset [21] contains a training dataset with 100,000 images and a validation dataset. During about 36,000 iterations (about 90 epochs) with batch size=256. We adopted the policy, so that the learning rate \( lr \) was decayed by \( \text{base}_{lr} \times (1 - \frac{\text{iteration}}{\text{epoch}}) \). The term \( \text{base}_{lr} \) means the starting learning rate, which was initialized as 0.05. This training adopted the default SGD optimizer [44] for the Tiny-ImageNet dataset. Like Fig. 12, Fig. 14 shows the classification result and training loss for the Tiny-ImageNet dataset. In the error analysis, Log’s standard deviation of \( RERR \) distribution was 21.644 after applying \( \text{shift}_{\text{val}} \) in (6). Therefore, we can assure that the error of the Log format and its multiplier can exceed the threshold for achieving relevant training results.

Interestingly, the approximate dynamic ranged multipliers showed no accuracy drop compared to the result of FP32 CNN. In Fig. 14, the final Top-1 test accuracies with FP32, Mitchell-4, DesignIII \( (k = l = 4) \), and DesignIV \( (k = l = 4) \) CNNs were 59.59\%, 59.76\%, 59.77\%, and 59.72\%, respectively. The increase in the test accuracy of the FP32 multiplication was slightly steeper in the early iterations. However, the final Top-1 test accuracies of CNNs using the designs above were very close in Fig. 14. This evaluation result shows that the error distributions in Fig. 14 did not significantly degrade the performance of a trained ResNet-18 model with the Tiny-ImageNet dataset.

We evaluated the Top-1 accuracy drops by varying \( l \) when \( k = 4 \). The final Top-1 test accuracies for Mitchell-2, DesignIII \( (k = 4, l = 2) \), and DesignIV \( (k = 4, l = 2) \) were 59.32\%, 60.13\%, and 59.89\%, respectively. Therefore, we concluded that these approximate multipliers could provide the acceptable error distribution in this CNN training.

VI. CONCLUSION

This paper proposes an approximate dynamic ranged multiplier based on error and hardware cost analyses and its application to CNNs. Besides, we introduce the approximation-aware training using the proposed hardware design. The proposed approximate multiplier is evaluated by being adopted in the ResNet model. When a multiplier has a low standard deviation of \( RERR \) distribution, the normalized output can keep track of the normalized value using the exact multiplier. Based on these facts, we can determine which approximate design can have a good \( RERR \) distribution and achieve low-power consumption. In this paper, the detail of the fixed-point model structure and its application is described. Hardware costs can be further reduced using the partial products’ inaccurate compression, truncated input fraction, and reduced-width output. Furthermore, the proposed design integrates the 1’s complement approach to approximate sign handling. With the ResNet model on target datasets, the training results using the proposed approximate multiplier show negligible accuracy drop. Considering both the reduced hardware costs and the acceptable classification results, it is concluded that the proposed approximate dynamic ranged multiplier could be useful for providing high-performance, low-cost systems that perform neural network training and inference.
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