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Abstract. Since many problems have a large amount of data or uncertainty, the computer mathematics has become compulsory. To deal with such kinds of these problems, the concept of fuzzy parameterized fuzzy soft matrices (fpfs-matrices) has been defined by Enginoğlu. In this paper, we first give some of its basic definitions. We then configure some decision-making algorithms constructed by soft sets, fuzzy soft sets, fuzzy parameterized soft sets, fpfs-sets, and their matrix representations. We finally discuss later works.
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1. INTRODUCTION

Similar to fuzzy sets [1], the concept of soft sets [2] also has been proposed to cope with some problems containing uncertainties and has been applied to many fields. Right after, theoretical and applied studies about soft sets and fuzzy soft sets have been made [3-5]. Then, the soft set operations have been improved and applied to a decision-making problem [6-8]. Afterwards, fuzzy parameterized fuzzy soft sets (fpfs-sets) have been produced [9]. Thereafter, to take advantages of matrices, matrix representations of these sets have been constructed [10-12]. Then a wide variety of studies about these concepts have been conducted [13-23].

The presentation of the rest of this paper is organized as follows. In the next section, we give the concept of fpfs-matrices [12]. In Section 3, we configure some soft decision-making algorithms via fpfs-matrices. The configurations are first mentioned in the second author’s master’s thesis. In the final section, we present some concluding comments.
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2. PRELIMINARIES

In this section, we present some of the definitions related to \(f_{\mu}f_{\alpha}\)-matrices [12]. Throughout this paper, let \(E\) be a parameter set, \(F(E)\) be the set of all fuzzy sets over \(E\), and \(\mu \in F(E)\). Here, \(\mu := \{\mu(x) : x \in E\}\).

**Definition 1.** [9, 12] Let \(U\) be a universal set, \(\mu \in F(E)\), and \(\alpha\) be a function from \(\mu\) to \(F(U)\). Then the graphic of \(\alpha\), denoted by \(\gamma\), defined by

\[
\gamma := \{(\mu(x), \alpha(\mu(x))) : x \in E\}
\]

that is called fuzzy parameterized fuzzy soft set (\(f_{\mu}f_{\alpha}\)-set) parameterized via \(E\) over \(U\) (or briefly over \(U\)).

In the present paper, the set of all \(f_{\mu}f_{\alpha}\)-sets over \(U\) is denoted by \(FPFS_E(U)\).

**Example 1.** Let \(E = \{x_1, x_2, x_3, x_4\}\) and \(U = \{u_1, u_2, u_3, u_4, u_5\}\). Then \(\gamma = \{(0.7 x_1, \{0.8 u_1, 0.4 u_2\}), (0.1 x_2, \{0.2 u_2, 0.4 u_3\}), (0.3 x_3, \{0.6 u_1, 0.7 u_3, 0.5 u_4\}), (0.9 x_4, \{0.9 u_3, 0.5 u_2\})\}\) is an \(f_{\mu}f_{\alpha}\)-set over \(U\).

**Definition 2.** [12] Let \(\alpha \in FPFS_E(U)\). Then \([a_{ij}]\) is called the matrix representation of \(\alpha\) (or briefly \(f_{\mu}f_{\alpha}\)-matrix of \(\alpha\)) and defined by

\[
[a_{ij}] = \begin{bmatrix}
a_{01} & a_{02} & a_{03} & \ldots & a_{0n} & \ldots \\
a_{11} & a_{12} & a_{13} & \ldots & a_{1n} & \ldots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
a_{m1} & a_{m2} & a_{m3} & \ldots & a_{mn} & \ldots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots
\end{bmatrix}
\]

for \(i = \{0, 1, 2, \ldots\}\) and \(j = \{1, 2, \ldots\}\) such that

\[
a_{ij} = \begin{cases} 
\mu(x_j), & i = 0 \\
\alpha(\mu(x_j))u_i, & i \neq 0 
\end{cases}
\]

Here, if \(|U| = m - 1\) and \(|E| = n\) then \([a_{ij}]\) has order \(m \times n\).

From now on, the set of all \(f_{\mu}f_{\alpha}\)-matrices parameterized via \(E\) over \(U\) is denoted by \(FPFS_E[U]\).

**Example 2.** Let’s consider the \(f_{\mu}f_{\alpha}\)-set \(\alpha\) provided in Example 1. Then the \(f_{\mu}f_{\alpha}\)-matrix of \(\alpha\) is as follows:

\[
[a_{ij}] = \begin{bmatrix} 0.7 & 0.1 & 0 & 0.9 \\
0.8 & 0 & 0.6 & 0 \\
0 & 0.2 & 0 & 0 \\
0 & 0.4 & 0.7 & 0.9 \\
0.4 & 0 & 0.5 & 0 \\
0 & 0 & 0 & 0.8 \end{bmatrix}
\]
Definition 3. [12] Let \( [a_{ij}], [b_{ik}] \in \text{FPFS}_E[U] \) and \([c_{ip}] \in \text{FPFS}_{E^2}[U]\) such that \( p = n(j - 1) + k \). For all \( i \) and \( p \),

If \( c_{ip} = \min\{a_{ij}, b_{ik}\} \), then \([c_{ip}]\) is called and-product of \([a_{ij}]\) and \([b_{ik}]\), denoted by \([a_{ij}] \land [b_{ik}]\).

If \( c_{ip} = \max\{a_{ij}, b_{ik}\} \), then \([c_{ip}]\) is called or-product of \([a_{ij}]\) and \([b_{ik}]\), denoted by \([a_{ij}] \lor [b_{ik}]\).

If \( c_{ip} = \min\{a_{ij}, 1 - b_{ik}\} \), then \([c_{ip}]\) is called andnot-product of \([a_{ij}]\) and \([b_{ik}]\), denoted by \([a_{ij}] \land \lnot [b_{ik}]\).

If \( c_{ip} = \max\{a_{ij}, 1 - b_{ik}\} \), then \([c_{ip}]\) is called ornot-product of \([a_{ij}]\) and \([b_{ik}]\), denoted by \([a_{ij}] \lor \lnot [b_{ik}]\).

3. SOME SOFT DECISION-MAKING ALGORITHMS

In this section, we configure some soft decision-making algorithms constructed by soft sets \([4,6,14,17]\), fuzzy soft sets \([3,7,13,15,18]\), fuzzy parameterized soft sets \([8,16]\), fpfs-sets \([9,21]\), soft matrices \([10,20]\), and fuzzy soft matrices \([11,19]\) via fpfs-matrices \([12]\).

3.1 Algorithm 1 (MBR01) [3]

Step 1. Construct an fpfs-matrix \([a_{ij}]\)

Step 2. Obtain \([b_{ik}]\) defined by

\[
b_{ik} = \sum_{j=1}^{n} a_{ij} \chi(a_{ij}, a_{kj}), \quad i, k \in \{1, 2, \ldots, m - 1\}
\]

such that

\[
\chi(a_{ij}, a_{kj}) = \begin{cases} 1, & a_{ij} \geq a_{kj} \\ 0, & a_{ij} < a_{kj} \end{cases}
\]

Step 3. Obtain \([c_{it}]\) defined by

\[
c_{it} = \sum_{k=1}^{m - 1} b_{ik}, \quad i \in \{1, 2, \ldots, m - 1\}
\]

Step 4. Obtain \([d_{it}]\), defined by

\[
d_{it} = \sum_{k=1}^{m - 1} b_{ki}, \quad i \in \{1, 2, \ldots, m - 1\}
\]

Step 5. Obtain \([s_{it}]\) defined by

\[
s_{it} = c_{it} - d_{it}, \quad i \in \{1, 2, \ldots, m - 1\}
\]

Step 6. Obtain the set \(\{u_k \mid s_{it} = \max_{i} \{s_{it}\}\}\)

Preferably, the set \(\{\mu(u_k) \mid u_k \in U\}\) can be attained such that \(\mu(u_k) = \frac{s_{k1} + \min_{i} s_{it}}{\max_{i} s_{it} + \min_{i} s_{it}}\).

3.2 Algorithm 2 (MRB02) [4]

Step 1. Construct an fpfs-matrix \([a_{ij}]\)
Step 2. Obtain \([S_{i1}]\) defined by

\[ s_{i1} := \sum_{j=1}^{n} a_{0j}a_{ij}, \quad i \in \{1, 2, \ldots, m - 1\} \]

Step 3. Obtain the set \(\{u_k \mid s_{k1} = \max_i (s_{i1})\}\)

Preferably, the set \(\{\mu(u_k)u_k \mid u_k \in U\}\) can be attained such that \(\mu(u_k) = \frac{s_{k1}}{\max_i s_{i1}}\).

Note 1. The reduction steps in the original algorithm haven’t been considered because they lead to some errors [24,25].

3.3 Algorithm 3 (CE10) [6]

Step 1. Construct two \(fpfs\)-matrices \([a_{ij}]\) and \([b_{ij}]\)

Step 2. Find and-product/or-product \(fpfs\)-matrix \([c_{ip}]\) of \([a_{ij}]\) and \([b_{ij}]\)

Step 3. Obtain \([S_{i1}]\) denoted by \(\max\text{-}\min(c_{ip})\) defined by

\[ s_{i1} := \max\{\max_j \min_k(c_{ip}), \max_k \min_j(c_{ip})\} \]

such that \(i \in \{1, 2, \ldots, m - 1\}\), \(I_a := \{j \mid a_{0j} \neq 0\}\), \(I_b := \{k \mid b_{0k} \neq 0\}\), \(p = n(j - 1) + k\), and

\[ \max_j \min_k(c_{ip}) := \begin{cases} \max_{j \in I_a} \left\{ \min_{k \in I_b} (c_{op}c_{ip}) \right\}, & I_a \neq \emptyset \text{ and } I_b \neq \emptyset \\ 0, & \text{Otherwise} \end{cases} \]

\[ \max_k \min_j(c_{ip}) := \begin{cases} \max_{k \in I_b} \left\{ \min_{j \in I_a} (c_{op}c_{ip}) \right\}, & I_a \neq \emptyset \text{ and } I_b \neq \emptyset \\ 0, & \text{Otherwise} \end{cases} \]

Step 4. Obtain the set \(\{u_k \mid s_{k1} = \max_i (s_{i1})\}\)

Preferably, the set \(\{s_{i1}u_i \mid u_i \in U\}\) or \(\{\mu(u_k)u_k \mid u_k \in U\}\) can be attained such that \(\mu(u_k) = \frac{s_{k1}}{\max_i s_{i1}}\).

Note 2. It should be noted that different configurations of this method can be constructed for other products such as andnot-product/ornot-product.

3.4 Algorithm 4 (CCE11) [8]

Step 1. Construct an \(fpfs\)-matrix \([a_{ij}]\)

Step 2. Obtain \([S_{i1}]\) defined by

\[ s_{i1} := \frac{1}{\sum_{j=1}^{n} \text{sgn}(a_{0j})} \sum_{j=1}^{n} a_{0j}a_{ij}, \quad i \in \{1, 2, \ldots, m - 1\} \]

Step 3. The set \(\{u_k \mid s_{k1} = \max_i (s_{i1})\}\) is attained
Preferably, the set \( \{z_{i1}a_i | u_i \in U \} \) or \( \{\mu(u_k)u_k | u_k \in U \} \) can be attained such that \( \mu(u_k) = \frac{sk_1}{\text{max}_{i1}} \).

### 3.5 Algorithm 5 (CCE10) [9]

**Step 1.** Construct an \( fpfs \)-matrix \( [a_{ij}] \)

**Step 2.** Obtain \( [s_{i1}] \) defined by

\[
s_{i1} := \frac{1}{n} \sum_{j=1}^{n} a_{0j}a_{ij}, \quad i \in \{1,2,\ldots,m-1\}
\]

**Step 3.** Obtain the set \( \{u_k | s_{k1} = \text{max}_i(s_{i1})\} \)

Preferably, the set \( \{z_{i1}a_i | u_i \in U \} \) or \( \{\mu(u_k)u_k | u_k \in U \} \) can be attained such that \( \mu(u_k) = \frac{sk_1}{\text{max}_{i1}} \).

### 3.6 Algorithm 6 (CE10-2, CE12) [10,11]

**Step 1.** Construct two \( fpfs \)-matrices \( [a_{ij}] \) and \( [b_{ij}] \)

**Step 2.** Find and- product/ or- product \( fpfs \)-matrix \( [c_{ip}] \) of \( [a_{ij}] \) and \( [b_{ij}] \)

**Step 3.** Obtain \( [s_{i1}] \) defined by

\[
s_{i1} := \max_k \left\{ \min_{p \in I_k} (c_{op}c_{ip}), \quad I_k \neq \emptyset \right\}, \quad I_k = \emptyset, \quad I_k = \emptyset
\]

such that \( i \in \{1,2,\ldots,m-1\} \) and \( I_k := \{p | \exists i, c_{op}c_{ip} \neq 0, (k-1)n < p \leq kn\} \)

**Step 4.** Obtain the set \( \{u_k | s_{k1} = \text{max}_i(s_{i1})\} \)

Preferably, the set \( \{z_{i1}a_i | u_i \in U \} \) or \( \{\mu(u_k)u_k | u_k \in U \} \) can be attained such that \( \mu(u_k) = \frac{sk_1}{\text{max}_{i1}} \).

**Note 3.** It should be noted that different configurations of this method can be constructed for other products such as andnot-product/ornot-product.

### 3.7 Algorithm 7 (RM11, RM13) [13]

**Step 1.** Construct three \( fpfs \)-matrices \( [a_{ij}], [b_{ij}] \) and \( [c_{ij}] \) such that \( \sum_j a_{0j} = \sum_j b_{0j} = \sum_j c_{0j} = 1 \)

**Step 2.** Obtain \( [A_{ij}], [B_{ij}], \) and \( [C_{ij}] \) defined by \( A_{ij} := a_{0j}a_{ij}, B_{ij} := b_{0j}b_{ij}, \) and \( C_{ij} := c_{0j}c_{ij} \) such that \( i \in \{1,2,\ldots,m-1\} \) and \( j \in \{1,2,\ldots,n\} \)

**Step 3.** Obtain \( [d_{ip}] \) defined by \( d_{ip} := \min(A_{ij},B_{ik}) \) such that \( i \in \{1,2,\ldots,m-1\}, j,k \in \{1,2,\ldots,n\}, \) and \( p = n(j-1) + k \)

**Step 4.** Obtain \( [x_{ij}] \) defined by

\[
x_{ij} := \begin{cases} \min_{p \in I_k} (d_{ip}), & I_k \neq \emptyset \\ 0, & I_k = \emptyset \end{cases}
\]

such that \( i \in \{1,2,\ldots,m-1\}, j \in \{1,2,\ldots,n\}, \) and \( I_k := \{p | \exists i, d_{ip} \neq 0, (k-1)n < p \leq kn\} \)

**Step 5.** Obtain \( [e_{ip}] \) defined by \( e_{ip} := \min(x_{ij},C_{it}) \) such that \( i \in \{1,2,\ldots,m-1\}, j,t \in \{1,2,\ldots,n\}, \) and \( p = n(j-1) + t \)
Step 6. Obtain \( y_{ij} \) defined by
\[
y_{ij} = \begin{cases} 
\min \{e_{ip} \}, & 1 \neq 0 \\
0, & l_e = \emptyset 
\end{cases}
\]
such that \( i \in \{1, 2, ..., m - 1\}, j \in \{1, 2, ..., n\}, \) and \( l_e := \{p \mid \exists i, e_{ip} \neq 0 \land (t - 1)n < p \leq tn\} \)

Step 7. Obtain \( s_{it} \) defined by
\[
s_{it} := \max \{y_{ij} \}, \quad i \in \{1, 2, ..., m - 1\} \text{ and } j \in \{1, 2, ..., n\}
\]

Step 8. Obtain the set \( \{u_k \mid s_{k1} = \max_i (s_{it})\} \)

Preferably, the set \( \{s_{it}u_i | u_i \in U\} \) or \( \{\mu(u_k)u_k | u_k \in U\} \) can be attained such that \( \mu(u_k) = \frac{s_{k1}}{\max_i s_{it}} \).

3.8 Algorithm 8 (DB12) [15]

Step 1. Construct \( fpf \)-matrices \( [a_{ij}]^{(1)}, [a_{ij}]^{(2)}, ..., [a_{ij}]^{(t)} \) such that \( \sum_j a_{ij}^{(1)} \leq 1, \sum_j a_{ij}^{(2)} \leq 1, ..., \sum_j a_{ij}^{(t)} \leq 1 \)

Step 2. Obtain \( b_{ij} \) defined by
\[
b_{ij} = \frac{1}{t} \sum_{k=1}^{t} a_{ij}^{(k)}
\]

Step 3. Algorithm 1 is applied to the matrix \( [b_{ij}] \)

3.9 Algorithm 9 (CD12) [16]

Step 1. Construct \( fpf \)-matrices \( [a_{ij}]^{(1)}, [a_{ij}]^{(2)}, ..., [a_{ij}]^{(t)} \)

Step 2. Obtain \( b_{ij} \) defined by
\[
b_{0j} := \left( \frac{1}{t} \sum_{k=1}^{t} (a_{0j}^{(k)})^p \right)^{\frac{1}{p}} \text{ and } b_{ij} := \min\{a_{ij}^{(1)}, a_{ij}^{(2)}, ..., a_{ij}^{(t)}\}
\]
such that \( i \in \{1, 2, ..., m - 1\} \text{ and } j \in \{1, 2, ..., n\} \)

Step 3. Algorithm 5 is applied to the matrix \( [b_{ij}] \)

3.10 Algorithm 10 (CD12-2) [16]

Step 1. Construct \( fpf \)-matrices \( [a_{ij}]^{(1)}, [a_{ij}]^{(2)}, ..., [a_{ij}]^{(t)} \)

Step 2. Obtain \( b_{ij} \) defined by
\[
b_{0j} := \left( \frac{1}{t} \sum_{k=1}^{t} (a_{0j}^{(k)})^p \right)^{\frac{1}{p}} \text{ and } b_{ij} := \max\{a_{ij}^{(1)}, a_{ij}^{(2)}, ..., a_{ij}^{(t)}\}
\]
such that \( i \in \{1, 2, ..., m - 1\} \text{ and } j \in \{1, 2, ..., n\} \)

Step 4. Algorithm 5 is applied to the matrix \( [b_{ij}] \)
3.11 Algorithm 11 (E15) [17]

**Step 1.** Construct $fpfs$-matrices $[a_{ij}]^{(1)}, [a_{ij}]^{(2)}, ..., [a_{ij}]^{(t)}$

**Step 2.** Obtain $[b_{ip}]$ defined by $b_{ip} := a_{ij}^{(k)}$ such that $i \in \{0,1,2, ..., m-1\}, j \in \{1,2, ..., n\}, k \in \{1,2, ..., t\}, p \in \{1,2, ..., nt\}$, and $p = n(k - 1) + j$

**Step 3.** Obtain $[c_{ij}]$ defined by

$$c_{ij} := \sum_{k=1}^{t} b_{0p} b_{ip}, \quad i \in \{1,2, ..., m-1\}, j \in \{1,2, ..., n\}, \text{and } p \in \{1,2, ..., nt\}$$

such that $p = n(k - 1) + j$

**Step 4.** Obtain $[s_{i1}]$ defined by

$$s_{i1} := \sum_{j=1}^{n} c_{ij}, \quad i \in \{1,2, ..., m-1\}$$

**Step 5.** Obtain the set $\{u_k | s_{k1} = \max_i (s_{i1})\}$

Preferably, the set $\{\mu(u_k) | u_k \in U\}$ can be attained such that $\mu(u_k) = \frac{s_{k1}}{\max_{i} s_{i1}}$.

3.12 Algorithm 12 (EK15) [18]

**Step 1.** Construct $fpfs$-matrices $[a_{ij}]^{(1)}, [a_{ij}]^{(2)}, ..., [a_{ij}]^{(t)}$

**Step 2.** Obtain $[b_{ij}]$ defined by $b_{ij} := a_{ij}^{(i)}$ such that $i \in \{1,2, ..., t\}$ and $j \in \{1,2, ..., n\}$

**Step 3.** Obtain $[c_{ij}]$ defined by

$$c_{ij} := \frac{b_{ij}}{\sqrt{\sum_{k=1}^{t} b_{kj}^{2}}}$$

such that $i \in \{1,2, ..., m-1\}, j \in \{1,2, ..., n\}, \text{and } k \in \{1,2, ..., t\}$

**Step 4.** Obtain $[d_{i1}]$ defined by

$$d_{i1} := \frac{1}{t} \sum_{j=1}^{i} c_{ij}$$

**Step 5.** Obtain $[e_{i1}]$ defined by

$$e_{i1} := \frac{d_{i1}}{\sum_{k=1}^{n} d_{k1}}$$

**Step 6.** Obtain $[f_{ij}]$ defined by

$$f_{ij} := \frac{1}{t} \sum_{k=1}^{t} a_{ij}^{(k)}, \quad i \in \{1,2, ..., m-1\} \text{ and } j \in \{1,2, ..., n\}$$

**Step 7.** Obtain $[g_{ij}]$ defined by $g_{ij} := e_{j1} f_{ij}$ such that $i \in \{1,2, ..., m-1\} \text{ and } j \in \{1,2, ..., n\}$

**Step 8.** Obtain $[g_{ij}^+] \text{ and } [g_{ij}^-]$ defined by
\[ g_{ij}^+ = \begin{cases} \max_i \{g_{ij}\}, & e_{j1} \neq 0 \\ \min_i \{g_{ij}\}, & e_{j1} = 0 \end{cases} \quad \text{and} \quad g_{ij}^- = \begin{cases} \min_i \{g_{ij}\}, & e_{j1} \neq 0 \\ \max_i \{g_{ij}\}, & e_{j1} = 0 \end{cases} \]

such that \( i \in \{1,2,\ldots,m-1\} \) and \( j \in \{1,2,\ldots,n\} \)

**Step 9.** Obtain \([s_{i1}^+]\) and \([s_{i1}^-]\) defined by

\[ s_{i1}^+ = \sqrt{\sum_{j=1}^{n} (g_{ij} - g_{i1}^+)^2} \quad \text{and} \quad s_{i1}^- = \sqrt{\sum_{j=1}^{n} (g_{ij} - g_{i1}^-)^2} \]

such that \( i \in \{1,2,\ldots,m-1\} \) and \( j \in \{1,2,\ldots,n\} \)

**Step 10.** Obtain \([s_{i1}]\) defined by

\[ s_{i1} := \frac{s_{i1}^-}{s_{i1}^++s_{i1}^-}, \quad i \in \{1,2,\ldots,m-1\} \]

**Step 11.** Obtain the set \( \{u_k \mid s_{k1} = \max_i (s_{i1})\} \)

Preferably, the set \( \{\mu(u_k) \mid u_k \in U\} \) can be attained such that \( \mu(u_k) = \frac{s_{k1}}{\max_i s_{i1}} \).

3.13 Algorithm 13 (KKT13) [19]

**Step 1.** Construct an \( fpf's\)-matrix \([a_{ij}]_{(n+1)\times n}\)

**Step 2.** Obtain \([b_{ij}]\) defined by

\[ b_{i1} := \frac{1}{n} \sum_{j=1}^{n} a_{ij}, \quad i \in \{1,2,\ldots,n\} \]

**Step 3.** Obtain \([s_{i1}]\) defined by

\[ s_{i1} := a_{0i} b_{i1}, \quad i \in \{1,2,\ldots,n\} \]

**Step 4.** Obtain the set \( \{u_k \mid s_{k1} = \max_i (s_{i1})\} \)

Preferably, the set \( \{\mu(u_k) \mid u_k \in U\} \) can be attained such that \( \mu(u_k) = \frac{s_{k1}}{\max_i s_{i1}} \).

3.14 Algorithm 14 (VR13) [20]

**Step 1.** Construct two \( fpf's\)-matrices \([a_{ij}]\) and \([b_{ij}]\)

**Step 2.** Find and- product/ or- product \( fpf's\)-matrix \([c_{ip}]\) of \([a_{ij}]\) and \([b_{ij}]\)

**Step 3.** Obtain \([d_{ip}]\) defined by \( d_{ip} := \frac{a_{ij}+b_{ik}}{2} \) such that \( i \in \{1,2,\ldots,m-1\}, j, k \in \{1,2,\ldots,n\}, \) and \( p = n(j-1)+k \)

**Step 4.** Obtain \([e_{ip}]\) defined by \( e_{ip} := \min(c_{ip}, d_{ip}) \)

**Step 5.** Obtain \([f_{ip}]\) defined by

\[ f_{ip} := \begin{cases} 1, & e_{ip} \geq \max_k (e_{kp}) \\ 0, & e_{ip} < \max_k (e_{kp}) \end{cases} \quad \text{and} \quad f_{op} := e_{0p} \]
such that $i, k \in \{1,2,\ldots,m-1\}$ and $p \in \{1,2,\ldots,n^2\}$

**Step 6.** Obtain $[s_{i1}]$ defined by

$$s_{i1} := \sum_{p=1}^{n^2} f_{0p} f_{ip}$$

**Step 7.** Obtain the set $\{u_k \mid s_{k1} = \max_i(s_{i1})\}$

Preferably, the set $\{\mu(u_k)u_k \mid u_k \in U\}$ can be attained such that $\mu(u_k) = \frac{s_{k1}}{\max_i(s_{i1})}$.

### 3.15 Algorithm 15 (ZZ16) [21]

**Step 1.** Construct two $fpfs$-matrices $[a_{ij}]$ and $[b_{ij}]$

**Step 2.** Obtain $[c_{ij}]$ defined by

$$c_{0j} := \frac{a_{0j}b_{0j}}{2 - (a_{0j} + b_{0j} - a_{0j}b_{0j})} \quad \text{and} \quad c_{ij} := \min\{a_{ij}, b_{ij}\}$$

such that $i \in \{1,2,\ldots,m-1\}$ and $j \in \{1,2,\ldots,n\}$

**Step 3.** Obtain $[d_{ij}]$ defined by

$$d_{0j} := c_{0j} \quad \text{and} \quad d_{ij} := \begin{cases} c_{ij}, & c_{ij} \geq r \\ 0, & c_{ij} < r \end{cases}$$

such that $r \in [0,1]$, $i \in \{1,2,\ldots,m-1\}$, and $j \in \{1,2,\ldots,n\}$

**Step 4.** Algorithm 5 is applied to the matrix $[d_{ij}]$

### 3.16 Algorithm 16 (ZZ16-2) [21]

**Step 1.** Construct $fpfs$-matrices $[a_{ij}]$ and $[b_{ij}]$

**Step 2.** Obtain $[c_{ij}]$ defined by

$$c_{0j} := \frac{a_{0j} + b_{0j}}{1 + a_{0j}b_{0j}} \quad \text{and} \quad c_{ij} := \max\{a_{ij}, b_{ij}\}$$

such that $i \in \{1,2,\ldots,m-1\}$ and $j \in \{1,2,\ldots,n\}$

**Step 3.** Obtain $[d_{ij}]$ defined by

$$d_{ij} := \begin{cases} c_{ij}, & c_{ij} \geq r \\ 0, & c_{ij} < r \end{cases} \quad \text{and} \quad d_{0j} := c_{0j}$$

such that $r \in [0,1]$, $i \in \{1,2,\ldots,m-1\}$, and $j \in \{1,2,\ldots,n\}$

**Step 4.** Algorithm 5 is applied to the matrix $[d_{ij}]$
4. CONCLUSION

In this study, we have configured 18 soft decision-making algorithms faithfully to the original via $fpfs$-matrices. Of course, these algorithms are open to different generalizations needed to deal with the heavier types of uncertainty. Moreover, it is worth doing the study on their simplifications and their different configurations can be constructed. For example, Algorithm 3 and 6 can be configured via andnot-product/ornot-product. On the other hand, the reliability and validity tests of all these algorithms are still an open problem.

In the literature, there are more than 200 soft decision-making algorithms; however, their names are not available. This situation has caused some difficulties. To overcome this problem, we have suggested a notation for the algorithms, by using the first letters of their author’s names and the last two digits of their publication year. For example, the algorithm in [3] has been denoted by MBR01.
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