WHERE DID THE EXAMPLES OF ABEL’S CONTINUITY THEOREM GO?

SERGIO A. CARRILLO

Abstract. Abel’s continuity theorem for power series is a great tool to compute sums and prove properties of special functions. However, apart from two basic examples, this no longer occupies a place in Analysis courses. This note is an invitation to get acquainted with this theorem, its history, and many of its applications dispersed in the literature.

1. Introduction.

It is very likely while studying a first course on Real Analysis [23, Thm. 8.2] or Complex Function Theory [2, p. 41], you learned the main character of this note, namely, Theorem 1 (Abel). If the series of complex numbers \( \sum_{n=0}^{\infty} a_n \) converges to \( s \), then \( f(x) = \sum_{n=0}^{\infty} a_n x^n \) converges for \( -1 < x < 1 \) and \( \lim_{x \to 1^-} f(x) = s \).

Usually, it is taught in an extended form, due to O. Stolz, asserting we can take \( x \in \mathbb{C} \) with \( |x| < 1 \), and the limit holds if \( |1-x|/(1-|x|) \) remains bounded. Quickly after proving it, you find the converse is false: Grandi’s series \( 1-1+1-1+\cdots \) diverges, but \( 1-x+x^2-x^3+\cdots = \frac{1}{1+x} \) goes to \( 1/2 \) as \( x \to 1^- \). Enthusiastic teachers mention the series is Abel summable to \( 1/2 \). Later, it is certain that through the power series \( \log(1+x) = \sum_{n=0}^{\infty} \frac{(-1)^n}{n+1} x^{n+1} \) and \( \arctan(x) = \sum_{n=0}^{\infty} \frac{(-1)^n}{2n+1} x^{2n+1} \), convergent for \( |x| < 1 \), the first examples you meet are

\[
\begin{align*}
1 - \frac{1}{2} + \frac{1}{3} - \frac{1}{4} + \cdots &= \ln(2), \\
1 - \frac{1}{3} + \frac{1}{5} - \frac{1}{7} + \cdots &= \arctan(1) = \frac{\pi}{4}.
\end{align*}
\]

The latter is the Leibniz formula for \( \pi \) (1676), but first discovered by Madhava of the Indian Kerala school in the 14th century. Now, if you were discussing the Cauchy product of series, the second application is another result of Abel: if \( \sum_{n=0}^{\infty} a_n \), \( \sum_{n=0}^{\infty} b_n \) and \( \sum_{n=0}^{\infty} (\sum_{k=0}^{n} a_k b_{n-k}) \) converge to \( a, b \) and \( c \), respectively, then \( c = ab \) [23].

But, what about some other elementary examples? After all, it is always stressed Abel’s theorem is such a powerful tool. The answer will depend on your experience, but unfortunately the response from young students may not be very encouraging.

This note is aimed to contribute on this point by collecting an array of examples at a basic level, showing the reach of Theorem \( \text{[4]} \). The five examples in the first two sections go from Euler’s first contribution to Basel problem, to values of Dirichlet \( L \)-functions, and they can be read independently. Then, we address another one under the lenses of special functions, including a definite integral due to Gauss. This integral is based on Theorem \( \text{[4]} \) whose proof is sketched at the end as an invitation for the readers to roll up their sleeves and make some calculations!
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2. A bit of history. First examples

Theorem I was proved by N. Abel in his 1826 paper [1] (Lehrsatz VI, page 316), see [25, Ch.16] for a translation into English. His goal was to “fill a gap” in the proof of

\[(1 + x)^m = 1 + \sum_{n=1}^{\infty} \frac{m(m-1) \cdots (m-n+1)}{n!} x^n,\]

“for all real or imaginary values of \(x\) and \(m\) for which the binomial series is convergent”. The work was based on Cauchy’s rigorous Cours d’analyse de l’école polytechnique, who had only considered the problem for real \(m\). Nowadays, we learn from an early stage that if \(m\) is not a positive integer, this series converges for |\(x\)| < 1 (ratio test). Then, we find its sum solving the initial-value problem

\[(1 + x)y’(x) = m \cdot y(x), \quad y(0) = 1 \quad [23, p. 201].\]

What happens on the boundary |\(x\)| = 1? That was precisely the purpose with Theorem 1! as (2) will hold as long as the convergence is established.

The answer is: for \(x \neq -1\), the series converges for \(\text{Re}(m) > -1\). For \(x = -1\) the same is true for \(\text{Re}(m) > 0\), see [21, p.400–402] for an accessible proof.

Abel’s achievement was not only to have settled down the long-standing problem on giving a rigorous treatment of the binomial theorem [11]. It was also the starting point for further research on the theory of power series. For instance, Dirichlet provided another proof of Theorem I using the test that today bears his name[4]. On the other hand, it inspired a deeper study of continuity for series of functions. In fact, Abel detected an exception to Cauchy’s erroneous theorem that an infinite sum of continuous functions is itself continuous [24], that had to wait to be corrected after the notion of uniform convergence was given by Weierstrass [25, p. 524–527]. The reader may also find it instructive to read Hardy’s discussion on what Theorem 1 brought [15].

Let’s turn to examples now, starting with three basic ones to warm up: one comes from the Basel problem, the second one from rearrangements of conditional convergent series, and the last one is borrowed from Fourier series.

**Example 1.** The Basel problem consisted of finding the exact value of the sum \(\zeta(2) = \sum_{n=1}^{\infty} \frac{1}{n^2}\).

The great achievement \(\zeta(2) = \pi^2/6\) was obtained by L. Euler in 1734 who gave different proofs in the years to come [5, 27]. However, his first contribution occurred in 1731 with a numerical approximation. He showed that

\[(3) \quad \zeta(2) = \sum_{n=1}^{\infty} \frac{x^n}{n^2} + \sum_{n=1}^{\infty} \frac{(1-x)^n}{n^2} + \log(x) \log(1-x), \quad 0 < x < 1,\]

and setting \(x = 1/2\) he found \(\zeta(2) = (\ln 2)^2 + \sum_{n=1}^{\infty} \frac{1}{n^2} \frac{1}{2^n} \approx 1.644934\) correct to 6 decimal places. Nowadays, (3) is recognized as one of the functional equations of the *dilogarithm* \(\text{Li}_2(x) := \sum_{n=1}^{\infty} \frac{x^n}{n^2}, \quad |x| < 1 \quad [23 \text { Sec. 2.6}],\) which produces the special value

\[\text{Li}_2(1/2) = \frac{\pi^2}{12} - \frac{(\ln 2)^2}{2}.\]

Although Abel’s theorem was not used to solve Basel problem, it plays a part in the story as it provides a proof of (3). Indeed, its right hand side is constant as we may check by taking its
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1Dirichlet test: if \((a_n)\) is a monotonically decreasing sequence of real numbers such that \(a_n \to 0\) as \(n \to +\infty\), and \((b_n)\) a sequence of complex numbers with bounded partial sums, then \(\sum_{n=0}^{\infty} a_n b_n\) converges. The case \(b_n = (-1)^n\) is precisely Leibniz’s test.
known as the Euler-Mascheroni constant. However, Theorem 1 comes in handy for calculating some sums of rearrangements when used correctly. Let us illustrate this point with a simple example.

If we jump directly to consider its generating series, we end up with the function

\[
\gamma := \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \frac{1}{n} - \ln(N) = 0.577215\ldots,
\]

known as the Euler-Mascheroni constant. However, Theorem 1 comes in handy for calculating some sums of rearrangements when used correctly. Let us illustrate this point with

\[
\lim_{x \to 1^-} \sum_{n=1}^{\infty} \frac{x^n}{n^2} = 2 + \sum_{n=1}^{\infty} \frac{(1 - x)^n}{n^2} + \log(x) \log(1 - x) = \sum_{n=1}^{\infty} \frac{1}{n^2} = \zeta(2),
\]

as claimed, since \( \log(x) \log(1 - x) \to 0 \) as \( x \to 1^- \).

**Example 2.** Riemann’s rearrangement theorem asserts that a conditionally convergent series of real numbers can be rearranged to sum to any real value, including \( \pm \infty \) [23 Thm. 3.54]. Giving examples is not an easy task and usually they are confined to the alternating harmonic series \( \sum_{n=1}^{\infty} (-1)^n / n \). The common approach is based on the existence of the limit

\[
\gamma := \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \frac{1}{n} - \ln(N) = 0.577215\ldots,
\]

where \( q := q(q + 1) \cdots (q + n - 1) \), \( n > 0 \), stands for the Pochhammer symbol. Here \( a, b, c \) can be complex numbers only restricted to \( c \neq 0, 1, -2, \ldots \). The ratio test shows that \( |q| < 1 \), assuming \( a, b \neq 0, -1, -2, \ldots \), otherwise \( 2F_1 \) reduces to a polynomial. Now, noticing that \( (q + n) \cdot (q) = q \cdot (q + 1) \) and \( (1) = n! \), we find \( 2F_1 (a, 1; a + 1; z) = a \sum_{n=0}^{\infty} \frac{(a)_n z^n}{(c)_n n!} \). Therefore, \( 2F_1 \) is equal to

\[
2F_1 (1/4, 1/4; 1/4; x^4) + \frac{x}{3} 2F_1 (3/4, 1/4; 1/4; x^4) + \frac{\log(1 - x^3)}{2x},
\]

but letting \( x \to 1^- \) seems unlikely without further knowledge on these functions. However, we can place zeros adequately to find a more familiar generating series [10]. If we consider \( 1 + 0 + \frac{1}{4} + \frac{1}{8} + \frac{1}{12} + \frac{1}{4} + \frac{1}{12} + \frac{1}{4} + \frac{1}{8} + \cdots \), where the zeros are placed in the even positions which are not multiples of 4, we get

\[
x + \frac{x^3}{3} - \frac{x^4}{2} + \frac{x^5}{5} + \frac{x^7}{7} - \frac{x^8}{4} + \cdots = \sum_{n=0}^{\infty} \frac{x^{2n+1}}{2n+1} - \sum_{n=1}^{\infty} \frac{x^{4n}}{2n},
\]

valid for \( |x| < 1 \). Finally, letting \( x \to 1^- \) leads to the value \( \frac{1}{2} \ln(2) \). The same procedure works for rearrangements in which blocks of \( p \) positive terms alternate with blocks of \( q \) negative terms. The reader can verify that the function

\[
\frac{1}{2} [\log(1 + x^q) - \log(1 - x^q) + \log(1 - x^{2p})] = \frac{1}{2} \log \left( \frac{(1 + x^q) (1 - x^{2p})}{1 - x^q} \right)
\]

does the trick, and by taking \( x \to 1^- \), we get the value \( \ln(2) + \frac{1}{2} \ln(p/q) \).
Remark. Placing zeros in a convergent series doesn’t change convergence or the value of the sum. Indeed, simply notice the sequence of partial sums of the series with additional zeros repeats a finite number of times each member of the original sequence of partial sums. Additionally, if a series is absolutely convergent, we can rearrange or group its terms as we please. These facts will be used without further mention.

Example 3. The theory of Fourier series offers tools to compute sums such as Parseval’s identity. Humbly, Abel’s theorem contributes here as well. The classical example is \( \sum_{n=0}^{\infty} e^{i(n+1)\theta}/(n+1) \), for \( 0 < |\theta| < \pi \). The convergence follows from Dirichlet’s test: the partial sums \( \sum_{j=1}^{k} e^{ij\theta} \) are bounded because

\[
\sum_{j=1}^{k} e^{ij\theta} = \frac{e^{i(k+1)\theta} - 1}{e^{i\theta} - 1} e^{i\theta} = \frac{e^{ik\theta/2} - e^{-ik\theta/2}}{e^{i\theta/2} - e^{-i\theta/2}} e^{i\theta/2} = \frac{\sin(k\theta/2)}{\sin(\theta/2)} e^{i(k+1)\theta/2},
\]

and \( |\sum_{j=1}^{k} e^{ij\theta}| \leq 1/|\sin(\theta/2)| \). Then, Theorem 1 shows that

\[
\sum_{n=0}^{\infty} e^{i(n+1)\theta}/(n+1) = \lim_{x \to 1^{-}} \sum_{n=0}^{\infty} x^{n+1} e^{i(n+1)\theta}/n+1 = -\log(1 - e^{i\theta}),
\]

where now \( \log(z) = \ln|z| + i\arg(z) \) is the principal branch, i.e., \( |\arg(z)| < \pi \). The middle series can also be written as

\[
e^{i\theta} \sum_{n=0}^{\infty} \int_{0}^{x} e^{i\alpha t} e^{i\theta} dt = e^{i\theta} \cdot \int_{0}^{x} \frac{dt}{1 - e^{i\theta} t} = \int_{0}^{x} \frac{dt}{e^{-i\theta} t - 1},
\]

where term by term integration is allowed due to the uniform convergence of the geometric series for \( |t| \leq x < 1 \). Thus, taking \( x \to 1^{-} \) and changing \( \theta \) by \(-\theta\), proves

\[
\int_{0}^{1} \frac{dt}{t - e^{i\theta}} = \ln(2) + \ln \left( \sin \left( \frac{|\theta|}{2} \right) \right) + i \cdot \arg(1 - e^{-i\theta}) \rightarrow 0 < |\theta| < \pi,
\]

which will be useful later. On the other hand, equating real and imaginary parts in (3),

\[
\sum_{n=1}^{\infty} \frac{\cos(n\theta)}{n} = -\ln(2) - \ln \left( \sin \left( \frac{|\theta|}{2} \right) \right), \quad \sum_{n=1}^{\infty} \frac{\sin(n\theta)}{n} = -\arg(1 - e^{i\theta}).
\]

The values in (11) are the cases \( \theta = \pi \) and \( \theta = \pi/2 \), respectively. Here we used

\[
|1 - e^{i\theta}|^2 = (1 - \cos(\theta))^2 + \sin(\theta)^2 = 2(1 - \cos(\theta)) = 4 \sin(\theta/2)^2.
\]

This can also be justified using the law of sines in Figure 8 which in turn shows that

\[
\arg(1 - e^{i\theta}) = \frac{\theta - \pi}{2}, \quad \text{if } 0 < \theta < \pi, \quad \text{and equal to } \frac{\theta + \pi}{2}, \quad \text{if } -\pi < \theta < 0.
\]

We leave to the reader as exercise to check by the same method that

\[
\sum_{n=1}^{\infty} (-1)^{n+1} \frac{\cos(n\theta)}{n} = \ln \left( 2 \cos \left( \frac{\theta}{2} \right) \right), \quad \sum_{n=1}^{\infty} (-1)^{n+1} \frac{\sin(n\theta)}{n} = \frac{\theta}{2}, \quad |\theta| < \pi.
\]

Note that the second function breaks if \( \theta = \pi ! \) This was precisely Abel’s counterexample to Cauchy’s continuity assertion on series of functions. Furthermore, the attentive reader may recognize Abel’s example (2) for \( x = e^{i\theta} \) as the Fourier series

\[
\sum_{n=0}^{\infty} \left( \frac{\alpha}{n} \right) e^{in\theta} = (1 + e^{i\theta})^{\alpha} = \exp(\alpha \log(1 + e^{i\theta})) = [2 \cos(\theta/2)]^{\alpha} e^{i\alpha \theta/2},
\]

where \( \left( \frac{\alpha}{n} \right) = \frac{\alpha(\alpha-1)\cdots(\alpha-n+1)}{n!} \), for \( \text{Re}(\alpha) > -1 \) and \( |\theta| < \pi \), as mentioned in page 2.
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3. TWO EXAMPLES FROM DEFINITE INTEGRALS

Another source of examples are series as definite integrals, and we can gladly rely on classical books like Bromwich’s [17] p. 189-190] or Knopp’s [18, p.236, p.269] to bring them here. We have chosen two families of series, which were familiar to Euler and Gauss, and remarkably used by Dirichlet in Number Theory.

Example 4. The first collection comprises alternating series of the form

\[
1 - \frac{1}{4} + \frac{1}{7} - \frac{1}{10} + \cdots = \ln \frac{2}{3} + \frac{\pi}{3\sqrt{3}},
\]

\[
1 - \frac{1}{5} + \frac{1}{9} - \frac{1}{13} + \cdots = \frac{\pi}{3\sqrt{3}} - \frac{\ln 2}{3},
\]

\[
1 - \frac{1}{5} + \frac{1}{9} - \frac{1}{13} + \cdots = \frac{\pi}{4\sqrt{2}} + \frac{\ln(1 + \sqrt{2})}{2\sqrt{2}}.
\]

We can recognize them to have the form \( \sum_{n=0}^{\infty} (-1)^n \frac{p_n}{p_n + q} \), for integers \( p, q > 0 \). The fact these are definite integrals in disguise is a consequence of:

Proposition 2. If \( \lambda > 0 \), then \( I(\lambda) := \sum_{n=0}^{\infty} (-1)^n \frac{p_n}{p_n + 1} = \int_0^1 \frac{dt}{1 + t^\lambda} \).

Proof. Convergence follows from Leibniz’s test. Now, Theorem [1] shows \( I(\lambda) \) is

\[
\lim_{x \to 1^-} \sum_{n=0}^{\infty} (-1)^n \frac{p_n}{p_n + 1} x^n = \lim_{u \to 1^-} \sum_{n=0}^{\infty} (-1)^n u^{\lambda n+1} = \lim_{u \to 1^-} \sum_{n=0}^{\infty} (-1)^n \int_0^u t^{\lambda n} dt,
\]

where we changed variables \( x = u^\lambda \) in the first equality and add an extra \( u \). But the geometric series converges uniformly in closed intervals of \([0, 1)\), thus the interchange of sums and integrals is valid, leading to the result. \( \square \)

For rational values \( \lambda = p/q > 0 \), the change of variable \( s = t^q \) gives

\[
(12) \quad I(p/q) = \sum_{n=0}^{\infty} \frac{(-1)^n}{pm + q} = \frac{1}{q} \int_0^1 \frac{ds}{1 + s^{p/q}} = \int_0^1 \frac{t^{q-1}}{1 + t^p} dt = \int_0^1 \frac{t^{q-1} - t^{p+q-1}}{1 - t^{2p}} dt,
\]

and finding the sum is reduced to computing (12). Another fact on this integral is that \( I(0) = 1/2 \) now makes sense and recovers the Abel sum of Grandi’s series.
Example 5. The second family of series have the form
\[
1 + \frac{1}{2} - \frac{1}{4} - \frac{1}{5} + \frac{1}{7} + \frac{1}{8} + \cdots = \frac{2\pi}{3\sqrt{3}},
\]
\[
1 - \frac{1}{2} + \frac{1}{4} - \frac{1}{5} + \frac{1}{7} - \frac{1}{8} + \cdots = \frac{\pi}{3\sqrt{3}},
\]
and they appeared in Euler’s studies on integrals related with trigonometric functions. The latter two are particular cases, for \( s = 1 \), of \( L \)-functions \( L(s, \chi) := \sum_{n=1}^{\infty} \chi(n) n^s \), associated to characters \( \chi \). These were used by Dirichlet in his famous theorem on the infinitude of primes in arithmetic progressions \([4, 26]\). Briefly, a Dirichlet character is a function \( \chi : \mathbb{Z} \to \mathbb{C} \) which is \( p \)-periodic for some \( p > 0 \), completely multiplicative (\( \chi(mn) = \chi(m)\chi(n) \) for all integers \( m, n \)), and satisfying \( \chi(n) \neq 0 \) if and only if \( \text{g.c.d.}(n, p) = 1 \). In our case, the periods are \( p = 3 \) and 8, and \( \chi \) assumes the values \( (1, -1, 0) \) and \( (1, 0, 1, 0, -1, 0, -1, 0) \), respectively. But, the key point here is non-trivial characters \( \chi \), i.e., those not being identically 1, satisfy
\[
\chi(1) + \chi(2) + \cdots + \chi(p-1) = 0.
\]
Therefore, the step from series to integrals is a consequence of:

Proposition 3. Consider a polynomial \( P(x) = a_0 + a_1 x + \cdots + a_{p-1} x^{p-1} \in \mathbb{C}[x] \) such that \( P(1) = a_0 + a_1 + \cdots + a_{p-1} = 0 \), and the \( p \)-periodic sequence \( (a_n)_{n \geq 0} \), i.e., \( a_{n+p} = a_n \), for all \( n \in \mathbb{N} \). Then, the following series converges and
\[
\sum_{n=0}^{\infty} \frac{a_n}{n+1} = \lim_{x \to 1^-} \sum_{n=1}^{\infty} a_n \frac{x^{n+1}}{n+1} = \lim_{x \to 1^-} \sum_{j=0}^{p-1} a_j \sum_{n=0}^{\infty} \frac{x^{np+j+1}}{np+j+1}.
\]

Proof. Dirichlet’s test shows convergence, as the partial sums \( \sum_{k=0}^{n} a_k \) reduce to \( a_0, a_0 + a_1, \ldots, a_0 + a_1 + \cdots + a_{p-1} = 0 \). Then, in view of Theorem 4,
\[
\sum_{n=0}^{\infty} \frac{a_n}{n+1} = \lim_{x \to 1^-} \sum_{n=1}^{\infty} a_n \frac{x^{n+1}}{n+1} = \lim_{x \to 1^-} \sum_{j=0}^{p-1} a_j \sum_{n=0}^{\infty} \frac{x^{np+j+1}}{np+j+1}.
\]
The last equality holds because, for \( 0 < x < 1 \), this is an absolutely convergent series. Now, using the uniform convergence in closed intervals of \([0, 1)\), the sum above is
\[
\sum_{j=0}^{p-1} a_j \sum_{n=0}^{\infty} \int_{0}^{x} t^{np+j} dt = \sum_{j=0}^{p-1} a_j \int_{0}^{x} \frac{t^j}{1-t^p} dt = \int_{0}^{x} P(t) \frac{t^j}{1-t^p} dt.
\]
Since \( P(1) = 0 \), canceling \( t-1 \) from the numerator and denominator we find the integrand is continuous at 1. Thus, we can take \( x \to 1^- \), leading to the result. \( \square \)

To unravel the values in Example 4 (12) and 5 we have to face the integral (13). The calculation will be postponed to the last section, but we won’t make you wait until then! Awaiting for logarithms and expressions involving \( \pi \), we present:

Theorem 4. If \( P(x) = \sum_{i=0}^{p-1} a_i x^i \in \mathbb{C}[x] \) satisfies \( P(1) = 0 \), then
\[
\int_{0}^{1} \frac{P(t)}{1-t^p} dt = \sum_{i=1}^{p-1} \frac{a_{i-1}}{i} \left[ \ln(2p) + \frac{\pi}{2} \cot \left( \frac{\pi i}{p} \right) - 2 \sum_{j=1}^{\lfloor \frac{i-1}{2} \rfloor} \cos \left( \frac{2\pi j}{p} \right) \ln \left( \sin \left( \frac{\pi j}{p} \right) \right) \right],
\]
where \( [\cdot] \) denotes the floor function.

For now, let’s be content with some less intimidating consequences of it. We challenge the reader to follow the hints and complete the next proof.
Corollary 5. Let $0 < q < p$ be positive integers. Then, $I(p/q)$ is equal to

$$
(14) \quad \frac{q\pi/p}{2\sin(q\pi/p)} - \frac{2q}{p} \sum_{j=0}^{[p/2]-1} \cos \left( (2j + 1) \frac{q\pi}{p} \right) \ln \left( \sin \left( \frac{(2j + 1)\pi}{2p} \right) \right).
$$

Furthermore,

$$
(15) \quad \int_0^\infty \frac{t^q - q^{-q} - 1}{1 - tp} \, dt = \frac{\pi}{p} \cot(q\pi/p),
$$

$$
(16) \quad \int_0^\infty \frac{t^q - q^{-q} - 1}{1 + tp} \, dt = \int_0^{+\infty} \frac{t^{q-1}}{1+t} \, dt = \frac{\pi/p}{\sin(q\pi/p)}.
$$

Proof. For (14) use Theorem 4 in (12) for $2p$ and $t^{q-1} - t^{q-1}/t^{q-1}$. You may recall that $\cot(x) - \cot(\pi/2 + x) = \cot(x) + \tan(x) = 2/\sin(2x)$. For (16) note that $\int_0^{+\infty} \frac{t^{q-1}}{t^q} \, dt = \int_0^{+\infty} \frac{t^{q-1}}{1+t} \, dt$, and $\int_1^{+\infty} \frac{t^{q-1}}{t^q} \, dt = 1_{0}^{1} \frac{t^{q-1}}{1+t} \, ds$ under the change of variables $t = 1/s$. For the remaining apply again Theorem 4 and (14).

Equations (15) and (16) seem innocent, but Euler used them to find the partial fraction decomposition of the reciprocal of sine and the cotangent function! [27, p. 94-96].

4. The way ahead, delving into special functions

It is time for our last worked example related to Gauss’ work on the digamma function

$$
(17) \quad \psi(z) := -\gamma + \sum_{k=0}^{\infty} \frac{1}{k+1} - \frac{1}{z+k},
$$

where $\gamma$ is as in (4). Theorem 1 is back to prove an integral representation for $\psi$, which will show how this special function appeared hidden in Examples 3 and 5. All we need to know here is collected in:

Theorem 6 (Gauss’s Digamma Theorem). The map $\psi : \mathbb{C} \setminus \{0, -1, -2, \ldots \} \to \mathbb{C}$ is well-defined and it can be written as

$$
(18) \quad \psi(z) = -\gamma + \int_0^1 \frac{1 - t^{z-1}}{1-t} \, dt, \quad \text{for } \Re(z) > 0.
$$

Furthermore, for integers $0 < q < p$, it assumes the value

$$
(19) \quad \psi(q/p) + \gamma = -\ln(2p) - \frac{\pi}{2} \cot \left( \frac{\pi q}{p} \right) + 2 \sum_{j=1}^{[p/2]-1} \cos \left( \frac{2\pi j q}{p} \right) \ln \left( \sin \left( \frac{\pi j}{p} \right) \right).
$$

Proof. To start with, we check that (17) converges absolutely for any $z \neq 0, -1, -2, \ldots$: fixing an integer $N > 0$, if $|z| < N < k/2$, then $|z + k| \geq k - |z| > k - N > k/2$ and

$$
\left| \frac{1}{k+1} - \frac{1}{z+k} \right| = \left| \frac{z - 1}{(k+1)(z+k)} \right| < 2(N+1)/k^2,
$$

which is the general term of a convergent series independent of $z$. To prove (18) fix $0 < s < 1$.

Near $t = 0$, the integrand behaves as $1 - t^{z-1}$ and $\lim_{s \to 0^+} s \int_t^0 t^{z-1} \, dt = \lim_{s \to 0^+} s^z - c^z$ exists
only for Re(z) > 0, justifying this constraint. Now,
\[
\int_0^s \frac{1 - t^{z-1}}{1 - t} \, dt = \int_0^s \sum_{k=0}^\infty t^k - t^{z-1+k} \, ds = \sum_{k=0}^\infty \frac{s^{k+1} - s^{z+k}}{k + 1} = \sum_{k=0}^\infty \left( \frac{1}{k + 1} - \frac{1}{z + k} \right) s^{k+1} + (s - s^z) \sum_{k=0}^\infty \frac{s^k}{z + k}.
\]
The last equality is used to apply Theorem 4 since \(\psi\) before see also Kummer’s formula [3, Coro. 3.1.2]. Here \(\Gamma\) denotes the Gamma function, usually taught now, we show the second term goes to 0: as \(|s - s^z|\ln(1 - s) = \frac{1}{z - s^{z-1}}(1-s)\ln(1-s) \to 0\), as \((1-s)\ln(1-s) \to 0\) and \((1 - s^z)/(1 - s) \to d(s^z)/ds|_{s=1} = z - 1\) when \(s \to 1^\pm\), which is enough to conclude. Finally, (19) is a direct consequence of Theorem 4 since
\[
\psi(q/p) + \gamma = \int_0^1 \frac{1 - s^{q/p-1}}{1 - s} \, ds = \int_0^1 \frac{t^{p-1} - t^{q-1}}{1 - t^p} \, dt.
\]

**Remark.** Equation (19) is entry (75) in Gauss’ 1813 paper [13], 13 years before Abel wrote his result. Several proofs are available in the literature. The above, including Theorem 4 is close to [8, p. 35-38] although Theorem 1 is not even mentioned there, in contrast with Jensen’s [17, Thm. 1.2.7, 19, p. 95, p. 498]. Another alternative is Lehmer’s proof [20] who used a generalization of Euler-Mascheroni constant for arithmetical progressions and finite Fourier series, see also Appendix B in [6]. Finally, we must mention \(\psi(q/p) + \gamma\) is in fact transcendental! [22].

With this said, we have concluded our examples, hoping to have drawn the reader’s attention on how Abel’s theorem finds its home in the theory of special functions. This point can be strengthened by mentioning another result in the realm of hypergeometric functions: Gauss’ value for (6) at \(z = 1\) [13, 3 Thm. 2.2.2]:
\[
_2F_1(a, b; c; 1) = 1 + \sum_{n=1}^\infty \frac{(a)_n(b)_n}{(c)_n n!} = \frac{\Gamma(c)\Gamma(c - a - b)}{\Gamma(c - a)\Gamma(c - b)}, \quad \text{if } \text{Re}(c) > \text{Re}(a + b),
\]
see also Kummer’s formula [3 Coro. 3.1.2]. Here \(\Gamma\) denotes the Gamma function, usually taught before \(\psi\), and both related by \(\psi(z) = \Gamma'(z)/\Gamma(z)\) [17].

Now, let’s reap the harvest! In view of Theorems 3 and 6 we find
\[
\int_0^1 \frac{P(t)}{1 - t^p} \, dt = - \sum_{l=1}^{p-1} \frac{a_{l-1}}{p} (\gamma + \psi(l/p)) = \frac{\gamma}{p} a_{p-1} - \sum_{l=1}^{p-1} \frac{a_{l-1}}{p} \psi(l/p).
\]
This is particularly interesting if \(P(t) = \chi(1) + \chi(2)t + \cdots + \chi(p-1)t^{p-2}\), where \(\chi\) is a non-trivial \(p\)-periodic Dirichlet character, as it proves the formula
\[
L(1, \chi) = - \frac{1}{p} \sum_{j=1}^{p-1} \chi(j) \psi(j/p),
\]
(20)
familiar in Number Theory \[16\]. A second consequence, valid if \( q \) doesn’t divide \( k \), is
\[
\sum_{j=1}^{q-1} \psi(j/q)e^{2\pi i jk/q} = \gamma + q \ln(2 \sin(\pi k/q)) + i(2k-q)\pi/2,
\]
due to Gauss. In this case, \( P(t) = \omega_q^k(1 + \omega_q^k t + \omega_q^{2k} t^2 + \cdots + \omega_q^{(q-1)k} t^{q-1}) = \omega_q^k \frac{1 - t^q}{1 - \omega_q^k t} \), where \( \omega_q = e^{2\pi i/q} \).

Using the latter, we can prove this, by means of series or exploiting the integral representations. Using the latter, \( \lambda I(21) = \lambda(1/2 + 1/2\lambda) - \lambda(1/2\lambda) \).

We can prove this, by means of series or exploiting the integral representations. Using the latter, \( \psi \) takes the form \( \psi(1) = -\gamma \) and \( \psi(m) = -\gamma + 1 + \frac{1}{2} + \cdots + \frac{1}{m-1} \), for integers \( m \geq 2 \). In the same way, Corollary \[5\] gives the values of \( I \) for rational numbers greater than \( 1 \), and \[21\] recovers them all. But we can also use the functional equation \( (1-\lambda)I(\lambda) + I(\frac{1}{1-\lambda}) = 0 \). We trust the reader to check it, using the integral representation or equations \[21\] and \[22\].

A last word on the values of \( \psi \). Theorem \[6\] gives them at rational numbers in the interval \((0, 1)\). For the remaining, we can use the functional equation
\[
(22) \quad \psi(z+1) - \psi(z) = 1/z,
\]
which follows from \[14\] using a telescoping series. Examples are \( \psi(1) = -\gamma \) and \( \psi(m) = -\gamma + 1 + \frac{1}{2} + \cdots + \frac{1}{m-1} \), for integers \( m \geq 2 \). In the same way, Corollary \[5\] gives the values of \( I \) for rational numbers greater than \( 1 \), and \[21\] recovers them all. But we can also use the functional equation \( (1-\lambda)I(\lambda) + I(\frac{1}{1-\lambda}) = 0 \). We trust the reader to check it, using the integral representation or equations \[21\] and \[22\].

5. THEOREM \[4\] AND SOME CALCULATIONS

The idea of this proof goes back to Euler! \[27\, p. 96\]. It is simple, up to some trigonometric identities spinning around the different proofs of Gauss’ digamma theorem.

**Sketch of proof.** This is a guided exercise for the reader to fill in the gaps! and the goal is to show the definite integral is equal to the equivalent form
\[
(23) \quad -a_{p-1} \frac{\ln(2p)}{p} + \sum_{i=1}^{p-1} \frac{a_i}{p} \left[ \frac{\pi}{2} \cot \left( \frac{\pi l}{p} \right) - 2 \sum_{j=1}^{l-1} \cos \left( \frac{2\pi j l}{p} \right) \ln \left( \sin \left( \frac{\pi j}{p} \right) \right) \right].
\]

We fix \( \omega_p := e^{2\pi i/p} \). To start, it is enough to assume \( P \) has real coefficients (why?). We first take care of the case \( p = 2m \) from which the case for \( p = 2m+1 \) will follow.

**Step 1: Partial fractions.** In general, if \( R \) and \( Q \) are polynomials, \( \deg(R) < \deg(Q) = r \), and \( Q \) has distinct roots \( \lambda_1, \ldots, \lambda_r \), then
\[
R(t) \over Q(t) = \sum_{j=1}^{r} \frac{R(\lambda_j)}{Q'(\lambda_j)} \frac{1}{t - \lambda_j}.
\]

We can use this with \( R(t) = P(t)/(1-t) \) and \( Q(t) = 1 + t + \cdots + t^{p-1} \) (why?). Now, check \( Q \) has roots \(-1, \omega_p^\pm 1, \ldots, \omega_p^\pm (m-1)\), and
\[
\frac{P(\omega_p^j)}{(1-\omega_p^j) Q'(\omega_p^j)} = -\omega_p^j P(\omega_p^j)/p.
\]
Step 2: Integrating. First note, \(e^{i\theta}P(e^{i\theta})\int_0^1 \frac{dt}{1-t^p} = e^{-i\theta}P(e^{-i\theta})\int_0^1 \frac{dt}{1-e^{-m t}},\) where the bar denotes complex conjugate. Use this, joint with (24) and (9) to check that

\[
\begin{align*}
\int_0^1 \frac{P(t)}{1-t^p} dt = \frac{\ln(2)}{p} \left[ P(-1) - 2 \sum_{j=1}^{m-1} \Re(\omega_j^p P(\omega_j^p)) \right] \\
- \frac{2}{p} \sum_{j=1}^{m-1} \Re(\omega_j^p P(\omega_j^p)) \ln \left( \frac{\pi j}{p} \right) + \frac{\pi}{p^2} \sum_{j=1}^{m-1} \Im(\omega_j^p P(\omega_j^p))(p-2j).
\end{align*}
\]

Step 3: Simplifying I. Writing \(e^{i\theta}P(e^{i\theta}) = \sum_{l=1}^p a_{l-1}(\cos(l\theta) + i \sin(l\theta))\), check that the term multiplying \(\ln(2)/p\) above is equal to

\[
\sum_{l=1}^p a_{l-1} \left[ (-1)^{l-1} - \sum_{j=1}^{m-1} 2 \cos(2\pi jl/p) \right] = -pa_{p-1}.
\]

For this, consider when \(l\) is even or odd, and use the real part of equation (9), namely,

\[
\sum_{j=1}^k \cos(j\theta) = \frac{\sin((k+1)\theta/2)}{\sin(\theta/2)} \cos \left( \frac{(k+1)\theta}{2} \right).
\]

Finally, to deal with the last sum in (25), if \(\theta_0 = 2\pi l/p = \pi l/m\), then

\[
2 \sum_{j=1}^{m-1} (m-j) \sin(\theta_0 j) = 2 \sum_{j=1}^{m-1} j \sin(\theta_0 (m-j)) = 2(-1)^{l+1} \sum_{j=1}^{m-1} j \sin(\theta_0 j),
\]

since \(\sin(m\theta_0) = 0\) and \(\cos(m\theta_0) = (-1)^l\). Prove this sum is equal to \(m \cot(\theta_0/2)\) if \(l < p\), and 0 if \(l = p\). For instance, take the derivative w.r.t. \(\theta\) in (7), consider the imaginary part of the result, and run the computations for \(l\) even or odd.

Step 4: Simplifying II. Collecting the calculations so far, (25) should have reduced to (23), except for the term multiplying \(-a_{p-1}\) which is \(\ln(2) - 2 \frac{\pi}{p} \sum_{j=1}^{m-1} \ln \left( \frac{\pi j}{p} \right)\). To achieve the final result use the product

\[
\prod_{j=1}^{m-1} \sin \left( \frac{\pi j}{2m} \right) = \frac{\sqrt{m}}{2^{m-1}}.
\]

This formula is a consequence of the better known \(\prod_{j=1}^{N-1} \sin \left( \frac{\pi j}{N} \right) = \frac{N}{2^{N-1}}\). Indeed, if \(N = 2m\), write this product as \(\prod_{j=1}^{m-1} \sin \left( \frac{\pi j}{2m} \right) \cdot \prod_{j=1}^{m-1} \sin \left( \frac{\pi (m+j)}{2m} \right) = \frac{m}{2^{m-1}}\). Taking into account that \(\sin(\pi/2 + \theta) = \cos(\theta) = \sin(\pi/2 - \theta)\),

\[
\prod_{j=1}^{m-1} \sin \left( \frac{\pi (m+j)}{2m} \right) = \prod_{j=1}^{m-1} \sin \left( \frac{\pi (m-j)}{2m} \right) = \prod_{j=1}^{m-1} \sin \left( \frac{\pi j}{2m} \right),
\]

which is enough to conclude (27).

\[\overline{T(x)} = x^N - 1 = (x-1)(x-\omega_N) \cdots (x-\omega_N^{N-1})\] satisfies \((1-\omega_N) \cdots (1-\omega_N^{N-1}) = T'(1) = N\). The formula then follows by taking the modulus on both sides, as \(|1-\omega_N^j| = 2 \sin(\pi j/N)\), see (10).
Step 5: \( p = 2m + 1 \). Make the change of variables \( t = s^2 \), and apply the even case to find that
\[
\int_0^1 \frac{P(t)}{1-t^p} dt = 2 \int_0^1 \frac{s^P(s^2)}{1-s^{2p}} ds
\]
is equal to
\[
\sum_{l=1}^{p-1} \frac{a_{l-1}}{p} \left[ \ln(4p) + \frac{\pi}{2} \cot \left( \frac{\pi l}{p} \right) - 2 \sum_{j=1}^{p-1} \cos \left( \frac{2\pi lj}{p} \right) \ln \left( \sin \left( \frac{\pi j}{2p} \right) \right) \right].
\]

To correct the inner sum, put the terms indexed by \( j \) and \( 2m-(j-1)=p-j \) together, \( j = 1, \ldots, m \). Then, use \( \sin(\pi/2 - \theta) = \cos(\theta) \), \( \sin(2\theta) = 2\sin(\theta)\cos(\theta) \), and the sum \( 2 \sum_{j=1}^m \cos \left( \frac{2\pi lj}{2m+1} \right) = -1 \) justified using \([20]\), to show the inner sum is \( \ln(2)/2 + \sum_{j=1}^m \cos \left( \frac{2\pi lj}{p} \right) \ln \left( \sin \left( \frac{\pi j}{p} \right) \right) \), which leads to the final result.

\[\square\]

Theorem 4 and Corollary 5 can easily be applied to small values of \( p \). For instance,
\[
1 - \frac{1}{4} + \frac{1}{7} - \frac{1}{10} + \cdots = \int_0^1 \frac{dt}{1+t} = \frac{\pi/3}{2 \sin(\pi/3)} - \frac{2}{3} \cos \left( \frac{\pi/3}{\ln(\sin(\pi/6))} \right),
\]
which gives \( \ln(2)/3 + \sqrt{3}\pi/9 \). However, it is a different story for larger values of \( p \). Consider for instance \( p = 5 \), still manageable by hand, for which
\[
e^{2\pi i/5} = \frac{\sqrt{5} - 1}{4} + i \frac{\sqrt{5} + \sqrt{5}}{2\sqrt{2}}, \quad e^{i\pi/5} = \frac{5 + 1}{4} + i \frac{\sqrt{5} - \sqrt{5}}{2\sqrt{2}}.
\]
The trick is observing \( e^{2\pi i/5} \) satisfies \((z + 1/z)^2 + (z + 1/z) = 1\), which is solved using the quadratic formula twice. Paying attention to signs we get the correct root, and then \( e^{i\pi/5} \) is extracted from the double-angle formulas. After this, the values \( \psi(j/5) \), \( j = 1, 2, 3, 4 \) can be found \([17\), p. 147\] and results such as
\[
1 - \frac{1}{2} - \frac{1}{3} + \frac{1}{4} + \frac{1}{6} - \frac{1}{7} - \cdots = \int_0^1 \frac{1-t-t^2+t^3}{1-t^5} dt = \frac{2}{\sqrt{5}} \ln \left( \frac{1 + \sqrt{5}}{2} \right),
\]
are achieved. In general, these calculations are possible for \( p = 2^m p_1 \cdots p_l \), where \( p_l = 2^{(2m_l)} + 1 \) are distinct Fermat primes, because \( \omega_j^2 \) can be found explicitly using square roots. In fact, this is the condition for the regular polygon with \( p \) sides to be constructible with ruler and compass! Despite this, things can get out of hands... just recall Gauss’ formula for \( \cos(2\pi/17) \) in the construction of the heptadecagon \([9\).

Computations as in Theorem 4 were used by Dirichlet to find \( L(1, (\chi)) \), for the Legendre symbol \([4\), in his famous \textit{Vorlesungen über Zahlentheorie} published posthumously by Dedekind in 1863 \([12\ §103\)]. For instance, he found
\[
\sum_{n=1}^\infty \left( \frac{n}{p} \right) \frac{1}{n} = - \frac{j(p-1)^2/4}{\sqrt{p}} \sum_{j=1}^{p-1} \left( \frac{j}{p} \right) \ln \left( \sin \left( \frac{j\pi}{p} \right) \right) - \frac{\pi j}{p},
\]
valid for any odd, square free \( p > 1 \). If \( p = 7 \), we have \( (\frac{3}{7}) = (\frac{2}{7}) = (\frac{5}{7}) = (\frac{6}{7}) = 1 \), and \( (\frac{1}{7}) = (\frac{7}{7}) = (\frac{2}{7}) = -1 \). Therefore, since \( (\frac{2}{7}) \) is real,
\[
1 + \frac{1}{2} - \frac{1}{3} + \frac{1}{4} - \frac{1}{5} - \frac{1}{6} + \cdots = \frac{\pi}{\sqrt{7}},
\]
far from what Theorem 4 gives... To reconcile both answers we would need relations such as \( \cot(\pi/7) + \cot(2\pi/7) - \cot(3\pi/7) = \sqrt{7} \), see \([14\) for further discussion, and \([20\ p. 278–280\) for the use of finite Fourier series. The key here is Gauss’ sums unveiling these relations, but this is already part of another story.
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