Nickel-catalyzed aryl trifluoromethyl sulfides synthesis: A DFT study
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The Ni-catalyzed trifluoromethylthiolation of aryl halides with $[\text{NMe}_3][\text{SCF}_3]$ has been studied with DFT methodology to find out the mechanism governing the reaction. Two different cross-coupling pathways have been explored; the first one, involving the classical Ni(0)/Ni(II) catalytic cycle, does not provide a good explanation for the experimental outcomes. In contrast, an alternative Ni(II)/Ni(III) catalytic cycle affords a much better agreement with what is observed experimentally: a low reaction barrier that allows the reaction to work at room temperature for aryl iodides, and an interpretation of the reactivity for other aryl halides and substituted iodobenzenes. The active Ni(II) catalyst is generated through a two-step process consisting of a singlet to triplet transformation of the initial nickel species followed by a subsequent halogen atom transfer from the aryl halide.

Introduction

The SCF$_3$ group has become one of the most important motifs in the development of new agrochemical and pharmaceutical candidates. The large Hansch constant ($\pi = 1.44$) of this substituent enhances the ability of molecules to cross lipid membranes and thus increases the possibility of biological absorption. In fact, several bioactive compounds such as fungicide, herbicide, antimarial, antiatheritic, hypotensive and nervous anorexia treatment agents containing the SCF$_3$ group have been developed in recent years$^\text{a}$ (Scheme 1).

![Scheme 1. Bioactive compounds containing the trifluoromethylsulfide (SCF$_3$) group.](image)

A number of different methods have been applied to synthesize trifluoromethylthiolated molecules from convenient SCF$_3$ sources and a wide variety of precursors and catalysts have been developed.$^3$ However, many of these methodologies have problems when dealing with electron-rich arenes.$^4$ and often employ expensive starting materials such as in the palladium-catalyzed method developed by Buchwald.$^11.$ In recent times other methods to introduce the SCF$_3$ group have been developed; those include –but are not limited to– the usage of alkenes,$^12$–$14$ arenes,$^15$ alkyne$s,$$^16$–$18$ Grignard reagents$^19,$ and boronic acids$^{20,22}$ and diazonioum salts$^{23,26}$ as substrates combined with different transition metal catalysts e.g. Cu, Ni or Ag. In 2012 Vicić et al. reported one of the first procedures to prepare Ar–SCF$_3$ compounds in good yields from aryl iodides and bromides. This method employs a nickel catalyst along with the 4,4’-dimethoxybipyridine (dmbpy) ligand and the inexpensive $[\text{NMe}_3][\text{SCF}_3]$ salt at room temperature (Scheme 2).$^{27}$

![Scheme 2. Synthesis of Ar–SCF$_3$ compounds as reported by Vicić.](image)

This methodology works best for electron-rich arenes, although some electron-poor analogues have been reported to successfully engage in the reaction. The experimental procedure provides excellent yields for aryl iodides; however, the reaction slows down when using aryl bromides and stops at all for chlorobenzene. In the original publication there was not any mechanistic insight for this coupling reaction, probably because it was assumed that it will follow the usual Ni(0)/Ni(II) catalytic cycle. In a more recent publication,$^{28}$ a relevant piece...
of the mechanism of this reaction, including the study of a Ni(0)/Ni(II) mechanism, was computationally explored and it was proposed that the trifluoromethylthiolation had to proceed through a Ni(I)/Ni(III) pathway. Nevertheless, this study is incomplete and some key points i.e. the generation of the active nickel catalyst and the substrate scope were not computationally addressed. Herein a full mechanistic proposal for the trifluoromethylthiolation of iodobenzene under Vicic’s reaction conditions is presented. Once the mechanism has been established, the effect of replacing the substrate by electron-rich and electron-poor iodobenzene analogs, as well as by employing bromobenzene and chlorobenzene, will be evaluated.

Computational details

All the structures have been fully optimized in tetrahydrofuran using the Gaussian09 package with the B97D density functional. The standard 6-31G+(d) basis set was used for all H, C, N, F, O, S and Cl atoms; the Stuttgart-Dresden basis set (SDD), along with the associated electron core potentials, was employed for Ni, Br and I. Solvation free energies are computed with the (IEF-PCM) continuum dielectric solvation model using the radii and non-electrostatic terms of the SMD solvation model. In all cases, frequency calculations were carried out to ensure the nature of stationary points and transition states and to allow the calculation of the Gibbs energy for all the species involved in the catalytic cycles at 25°C. The computed reaction mechanisms were confirmed by calculating the intrinsic reaction coordinate (IRC) of all transition states, which connect the reactants and products of each reaction stage. In some cases, namely for ADTS and LDTs, the IRC procedure was not successful, and potential energy surface scans had to be carried out.

Single electron transfer (SET) barriers were calculated employing Marcus theory, with the equation:

$$\Delta G^+ = \frac{(\Delta G^+ + \lambda)^2}{4\lambda}$$

where $\Delta G^+$ is the free energy difference between reactants and products, and $\lambda$ is the reorganization energy of the nuclei involved in the electron transfer process, including the solvent molecules. The reorganization energy was computed independently for both the nuclear ($\lambda$, $\eta$) and the solvent ($\lambda$, $s$) components as reported elsewhere. The Minimum Energy Crossing Points (MECP) between potential energy surfaces with different spin states have been located with the method developed by Harvey and coworkers.

Additional single point calculations on the previously optimized geometries were employed to obtain improved solvated free energy values with larger basis sets. The 6-311+G* basis set was used for all H, C, N, F, O and S atoms while the aug-cc-pVTZ-PP basis set, including the associated electron core potential, was employed for Br and I. In the case of Cl and Ni atoms, the basis set was improved to aug-cc-pVTZ. The computed Gibbs energies have been corrected to use a standard state corresponding to species in solution with a standard concentration of 1 M. This was performed by adding an extra term to the Gaussian computed energy of each species; this correction is computed as RT ln($C^*/C_{1atm}$), where $C^*$ is the standard reference state concentration (1 M), and $C_{1atm}$ is the concentration of an ideal gas under the standard p = 1 atm conditions ($C_{1atm} = 1/V_m = P/RT = 0.030$ M for an ideal gas at 298.15 K and 1 atm). Numerically, this corrective term equals to 1.9 kcal mol$^{-1}$ per molecule at 298.15 K. Unless otherwise stated all the reported Gibbs energy values correspond to those obtained with the large basis set in THF at 25 °C.

Results and discussion

In this section the results obtained in different mechanistic scenarios for the trifluoromethylthiolation reaction reported by Vicic will be shown. Since the experiments were carried out at room temperature the proposed mechanisms should be expected to have relatively low activation barriers, typically lower than 30 kcal mol$^{-1}$; however, the available experimental data i.e. reaction conditions, reaction time and final yields indicate that the overall barriers should be around~ lower than ~25 kcal mol$^{-1}$. First, the classical Ni(0)/Ni(II) catalytic cycle, which has been usually reported in literature, has been studied (Scheme 3). The [Ni(COD)$_2$/dmbpy] ratio employed in the experiments was 1:2; thus, the expected starting nickel species should be [Ni(dmbpy)$_2$] (A1 in Scheme 3). Replacement of one of the dmbpy ligands with a iodobenzene generates the catalytic nickel(0) species (A2). There are two possible pathways for this substitution, either associative or dissociative. In practice, the latter implies the loss of one dmbpy ligand to yield [Ni(dmbpy)]. This dissociative process requires almost 38 kcal mol$^{-1}$ and thus it can be safely discarded. In the associative pathway the substrate approaches the catalyst to bind the nickel atom through a π-interaction. The pentacoordinate [Ni(Ph)][dmbpy], species was sought but not found, probably because iodobenzene is not able to coordinate onto the metal. Therefore, an associative displacement process, where the ligand dissociates as the substrate comes in, was taken into consideration as the way of getting PhI on the nickel atom. Indeed, the transition state for the ligand substitution (ADTS) has been found 13.0 kcal mol$^{-1}$ above the separated reactants, indicating this displacement process should be relatively easy. However, this ligand dissociation process is more complex than it seems and comprises more than one step; after ADTS one of the arm of dmbpy remains attached to the nickel center and a transient Ni(0) intermediate is formed, the Gibbs energy of which is 4.7 kcal mol$^{-1}$. From there the dmbpy ligand is expelled in a dissociation process that does not entail a thermodynamic barrier. This is found in a linear transit energy scan following the Ni–N ligand dissociation coordinate.
The dmbpy ligand decoordination produces the [Ni(dmbpy)(PhI)] species (A2), which is found to be 2.9 kcal mol$^{-1}$ higher than the starting materials, and constitutes the starting point of the catalytic cycle. Once A2 has been formed the reaction should proceed by the concerted oxidative addition through OA1 to yield the nickel(II) intermediate A3, which is more than 30 kcal mol$^{-1}$ lower in energy than the starting materials. The transition state for this process seems to be quite high, though, as it is found 23.3 kcal mol$^{-1}$ higher than A2. Moreover, the total activation energy at this point is 26.2 kcal mol$^{-1}$, a high enough energy barrier to significantly slow down the reaction at room temperature. Once A3 is formed the reaction should proceed by replacing the iodide with trifluoromethylsulfide (SCF$_3$). The newly formed [Ni(Ph)[SCF$_3$](dmbpy)] intermediate (A4) is slightly more stable than A3, and constitutes the lowest intermediate along this reaction pathway. The transition state governing the I/SCF$_3$ replacement was sought but it could not be found; nevertheless, additional calculations show that whenever an SCF$_3$ group is placed close enough to A3 the iodide atom is automatically released without overcoming an enthalpic energy barrier. This indicates that this replacement should have─if any─a very low energy barrier. Finally, the fluorinated product can be obtained through the reductive elimination transition state (RE1) to yield [Ni(PhSCF$_3$)(dmbpy)] (A5). This elimination process has a very high energy requirement of 31.8 kcal mol$^{-1}$, computed as the Gibbs energy difference between A4 and RE1.

This value confirms the rejection of the Ni(0)/Ni(II) pathway, although the overall Gibbs energy for the organic transformation is exergonic by 10.7 kcal mol$^{-1}$. These high reduction elimination barriers from Ni(II) species are very similar to those reported by Schoenebeck et al. for this same reaction, and have been reported previously for other similar Ni(0)/Ni(II) systems. Other reductive eliminations, carried out with an extra iodide or an incoming iodobenzene close to the metal center did not improve the energies obtained for this step. Additionally, intermediate A5 is found to be well above A4, which adds an extra reason to discard this catalytic cycle.

Since calculations seem to rule out the classical Ni(0)/Ni(II) pathway an alternative mechanism has to be found. Another possible mechanistic scenario would imply a Ni(I)/Ni(III) catalytic cycle; although not very usual, some catalytic processes are known to involve these species. Two different options, among all the existing possibilities, have been studied for getting a competent Ni(I) catalyst, namely [Ni(dmbpy)]$^-$, from the starting materials (Scheme 4). The first pathway to reach this complex starts with an outer-sphere single electron transfer (SET) between [Ni(dmbpy)$_3$] and PhI, which should produce the corresponding [Ni(dmbpy)$_3$]$^+$ (B1) and Ph$^-$ radical anion species. Although this process is not very energetically demanding in thermodynamic terms (1.3 kcal mol$^{-1}$), the computed energy barrier for the electron transfer (SET) seems, however, too high (26.3 kcal mol$^{-1}$) to permit this process at room temperature. The second mechanistic option to get to the functional Ni(I) catalyst involves the halogen atom transfer (HAT) between the starting materials but, in this case, this transfer could only be found through the triplet state of the starting nickel(0) species.

---

Scheme 3. Ni(0)/Ni(II) catalytic cycle including Gibbs energies in kcal mol$^{-1}$ (nickel oxidation state is given between brackets).

Scheme 4. Ni(I) catalyst generation from the starting materials (Gibbs energies in kcal mol$^{-1}$, nickel oxidation state is given between brackets).
[Ni(dmbpy)$_2$]. In first instance, the iodine atom transfer possibility was studied in the singlet energy surface i.e. between species A1 and Ph but the corresponding transition state could not be found. Hence, the next choice was carrying out the halogen atom transfer in the triplet state. To do so, and prior to the HAT step, the [Ni(dmbpy)$_2$] triplet species (A1$^\dagger$) and the minimum energy crossing point (MECP) connecting the singlet and triplet energy surfaces, i.e. A1 and A1$^\dagger$, have been computed. These 2 species are quite similar in geometry and energy; for instance, the average Ni–N increases from 1.96 to 2.01 Å when going from A1 to A1$^\dagger$, and the angle between both ligand planes remains practically unchanged (42° vs. 39°). On the other hand, the energy difference between both species is 1.4 kcal mol$^{-1}$ in favor of the closed-shell species. These small differences explain the low energy requirement to transform A1 into A1$^\dagger$ (3 kcal mol$^{-1}$) through MECP. This process is clearly facilitated by the bipyridine ligands, which allow the formation of the diradical species by accepting the excited electron from Ni(0) i.e. A1 should be seen as [Ni$^0$(dmbpy)$_2$] while A1$^\dagger$ should be [Ni$^1$(dmbpy)$_2$]). The population analysis in A1$^\dagger$ reveals that one of the d-orbitals of nickel is singly occupied while the highest energy alpha orbital, which belongs mostly to the p-system of the ligands, contains the other unpaired electron. This diradical electron distribution can be observed in the spin density representation, which spreads on the metal and all along the aromatic ensemble of the complex (Figure 1). Once A1$^\dagger$ is formed it could interact with iodobenzene to produce intermediate B1$^\dagger$, also in the triplet energy surface. In B1$^\dagger$ the iodide atom directly points to the nickel atom although the distance between them is still quite large (3.42 Å). Even so, the Gibbs energy change associated to this stage is negative by ca. 1 kcal mol$^{-1}$. Then the halogen atom transfer (HAT) should take place to deliver two radical species: [NiI(dmbpy)$_2$] (B2) plus a phenyl radical. The energy requirement for this process is as low as 3.3 kcal mol$^{-1}$, and the species formed are more stable than the previous ones. In B2, the Ni–I distance is quite long (ca. 3.7 Å) and indicates this species should better be seen as an ion pair. The approach of iodide to nickel and the release of one bipyridine ligand produces the Ni(I) active catalyst [Ni(dmbpy)] (B3). This process is not energetically favored and both the transition state (LDTS) and the final product (B3) are found above B2. Nevertheless, the energy barrier to obtain B3 is 14.5 kcal mol$^{-1}$, and thus this species could still be taken into consideration as a plausible catalyst for the studied reaction. The nature of LDTS is similar to that of ADTS described above; after the transition state the dmbpy ligand remains attached to Ni by one arm, forming a transient tetracoordinate complex with a relative Gibbs energy of 0.3 kcal mol$^{-1}$. The dmbpy ligand leaves afterwards, following a barrierless process that produces B3; again this is confirmed by a Ni–N reaction coordinate energy scan. Of course, there should be other plausible options to get to B3; for example, Ni(I) catalysts have been shown to arise by comproportionation of coexisting Ni(0) and Ni(II) species under catalytic conditions. However, this is not the case for the trifluoromethylthioliolation studied here.

Species B3 should be able to —potentially— dimerize and give rise to compounds with formula [LNi(I)]$_2$, which may be relevant into the catalysis manifold. Calculations on this kind of compounds show that the lowest-energy dimer (B3$_2$ in Scheme 5) corresponds to a ferromagnetic Ni(I) dinuclear complex with bridging iodide ligands. Nevertheless, the formation of such species has an energy requirement of 5 kcal mol$^{-1}$, indicating that the dimerization of B3 into B3$_2$ is not very likely to occur under the reaction conditions. As may be observed, this precatalytic cycle produces a phenyl radical, which could attack B2, B3 or B4 to form nickel(II) complexes, which have been demonstrated to be a dead end for the overall process. However, in B2 there are still two dmbpy ligands attached onto the metal center and those would probably protect the catalytic species from that side reaction. The relative orientation of the species in the HAT transition state suggests that the phenyl radical should diffuse into the reaction mixture and interact with the solvent molecules, rather than coming back onto the nickel center. In principle, the reaction of B3 or B4 with a phenyl radical should be possible and A3 or A4)

![Figure 1. Spin density distribution on complex A1$^\dagger$; color code: C = gray, N = blue, O = red, Ni = iceblue, H = white, alpha and beta spin densities (isovalue of $10^{-3}$ a.u.) are purple and yellow, respectively.](image-url)
could be formed, thus producing dead-end species that would slow down the overall reaction. Even so, the concentration of B3/B4 and Ph- should be low enough to infer they would not meet again in solution. In addition, experiments do not account for the formation of dead-end Ni(II) species such as A3 or A4. In any case, the fate of the phenyl radical is difficult to assess and, for the sake of brevity, has not been explored. Once the active Ni(I) species B3 has been obtained the reaction should proceed by following a Ni(I)/Ni(III) catalytic cycle that resembles the classical cross-coupling reactions (Scheme 5). The reaction goes on by replacing the iodide on B3 by a trifluoromethylsulfide group to form B4. This process is exergonic by more than 3 kcal mol⁻¹ and, since the nickel center is tricoordinate, we do not expect it to have a significant energy barrier. In addition trying to reach the tetracoordinate [Ni(SCF₃)(dmbpy)] is not possible since the approach of SCF₃ to the nickel center entails the automatic detachment of the iodide ligand. After this replacement, a PhI substrate molecule coordinates to the free position of the metal to form B5; the Gibbs energy computed for this species is 4.6 kcal mol⁻¹ higher than that found for the previous intermediate. Once the iodobenzene is coordinated the oxidative addition happens, through the corresponding concerted transition state (O2A), to yield the Ni(III) intermediate B6. Interestingly, the energy requirement for overcoming O2A is only 2 kcal mol⁻¹, indicating that the oxidative addition process leading to the nickel(III) species is practically barrierless. B6 adopts a square pyramid structure with the iodide occupying the axial position; this configuration leaves the trifluoromethylsulfide and the phenyl ring in a cis arrangement, which should be appropriate to produce the final product by reductive elimination. In fact, this elimination (RE2) readily happens with an energy requirement of only 9.9 kcal mol⁻¹. Other square pyramid and trigonal bipyramidal structures such as those reported in reference 28, which may be formed by isomerization of B6, have been computed and found to lie at higher energies. Alternatively, B6 could be accessed from B3 following a reverse reaction sequence, in which PhI is coordinated and activated by oxidative addition, and subsequently iodide is replaced by SCF₃. However, the oxidative addition transition state for this pathway is located at a relative Gibbs energy of 12.2 kcal mol⁻¹, higher than any other species along the Ni(I)/Ni(III) pathway, which makes this sequence less likely to happen. The final intermediate of the catalytic cycle (B7) is the recovered nickel(I) catalyst with the newly formed product coordinated through the phenyl ring; the release of PhSCF₃ takes the catalytic cycle back to the starting point (B3).

A close analysis of the Gibbs energy evolution throughout the catalytic cycle reveals that the barrier for the studied reaction corresponds to the reductive elimination process (from B6 to RE2) which accounts for 9.9 kcal mol⁻¹.⁶ This value is much lower than that obtained in the Ni(0)/Ni(II) catalytic cycle (31.8 kcal mol⁻¹) and indicates that the reaction should follow a Ni(I)/Ni(III) pathway. It has to be noted that the Gibbs energy required for the first turnover, i.e. including the generation of the Ni(I) catalyst, and computed as the energy difference between B2 and O2A, is 16.3 kcal mol⁻¹, slightly higher than that found in the Ni(I)/Ni(III) catalytic cycle shown in Scheme 5. These values seem to be relatively low and a reaction with such a barrier should be quite fast, although the lack of experimental kinetics measurements does not allow a direct comparison. Nevertheless, the calculations reported by Schoenebeck et al. on this system, ²⁸ although with slightly different computational settings, afford very similar Gibbs energy profiles for the Ni(I)/Ni(III) catalytic cycle. In any case, the analysis of the computational results should not be completely focused in the results —or just one number—obtained for this particular reaction; right below the results for other substrates will be analyzed and a larger, and more complete, picture of the reaction will be obtained. With that picture at hand it will be possible to ascertain that, although the computed barrier does not seem a perfect match, it is a good approximation to the overall reactivity described in the experimental report.

Once a plausible catalytic cycle for the reaction has been determined it should be possible to analyze the effects of replacing the substrate with bromobenzene and chlorobenzene. Experimentally, it was stated that PhBr slows down the reaction (yield drops to 65%) while PhCl does not work at all. Scheme 6 shows the Gibbs energy profiles computed for these different halobenzenes in the operative Ni(I)/Ni(III) catalytic cycle; Table S1 contains all the computed Gibbs energies including also the Ni(0)/Ni(II) cycle. The calculations show the reasons that make chlorobenzene a very poor substrate this trifluoromethylthiolation process; first of all, and most important, the Gibbs energy change for the overall transformation is positive (+4.0 kcal mol⁻¹) indicating this should be an endergonic reaction. And to make matters worse, the energy barriers found in the Ni(0)/Ni(II) and Ni(I)/Ni(III) catalytic cycles are 40.6 (from A3 to RE1) and 33.9 (from B1 to O2A) kcal mol⁻¹, respectively. These values, combined with the endergonicity of the overall process explain why chlorobenzene is unreactive under the experimental conditions employed. In the case of bromobenzene, the computed overall Gibbs energy indicates that the reaction is slightly exergonic (-0.8 kcal mol⁻¹). In line with the results found for PhI, the energy barriers found in the Ni(0)/Ni(II) catalytic cycle of PhBr seem to be too high to allow the reaction to proceed; the oxidative addition and reductive elimination barriers are 26.3 (from A2 to OA1) and 38.6 (from A3 to RE1) kcal mol⁻¹, respectively, which makes this reaction pathway not plausible. In contrast, the alternative Ni(I)/Ni(III) catalytic cycle seems to provide a reasonable answer to the reactivity shown by bromobenzene. The formation of the Ni(I) catalyst requires 11.3 kcal mol⁻¹ and correspond to the bromine atom transfer (HAT) between the initial catalyst and PhBr in the triplet energy surface. Exploration of the Ni(I)/Ni(III) cycle reveals that the highest energy structure is the oxidative addition of bromobenzene (O2A) and the overall in-cycle barrier is obtained as the energy difference between this species and PhBr plus [NiBr(dmbpy)] (B3), which has a value of 16 kcal mol⁻¹. This value seems to be too low for a reaction that was reported to be relatively slow at room
temperature. A plausible explanation for this could be related to the activation energy for the first turnover; in the case of PhI the energy required to generate the Ni(I) catalyst and afford the product is 16.3 kcal mol\(^{-1}\) while for PhBr this barrier (calculated as the energy difference between the starting materials and OA2) rises to 24.6 kcal mol\(^{-1}\). This value indicates that the first turnover for bromobenzene is in the operative limit for a reaction working at room temperature. Therefore, and as observed experimentally, PhBr should be expected to produce a slower reaction than PhI under the same experimental conditions, in which PhCl is completely unreactive.

Experimentally, it has been stated that the trifluoromethylthiolation reaction works slightly better for electron rich substrates; for instance, the yields obtained for 4-iodotoluene and ethyl 4-iodobenzoate are 90 and 45%, respectively.\(^{27}\) In order to rationalize these results most species have been recomputed for these two additional para-substituted iodobenzenes, although in the case of the latter the ethyl group has been replaced by a methyl to simplify the calculations. Scheme 7 shows the Gibbs energy profiles for these substrates in the Ni(I)/Ni(III) catalytic cycle. The computed Gibbs energy values for these modified substrates can be found in Table S2. The Ni(0)/Ni(II) catalytic cycle remains also shut down for these substituted iodobenzenes because the computed barriers are very close to 30 kcal mol\(^{-1}\) (Table S2). As may be observed, the behavior of 4-iodotoluene and methyl 4-iodobenzoate in the Ni(I)/Ni(III) catalytic cycle is very similar to that of iodobenzene. In both cases the first turnover barrier is computed as the energy difference between B2 and the oxidative addition transition state (OA2). The in-cycle barrier shows also the same pattern, and the barrier is computed as the energy difference between B6 and the reductive elimination transition state (RE2). In the case of 4-iodotoluene the first turnover and in-cycle Gibbs energy barriers are 18.3 and 10.2 kcal mol\(^{-1}\), respectively. On the other hand, the barriers for methyl 4-iodobenzoate are 19.0 and 10.3 kcal mol\(^{-1}\). Again, these values seem too low to quantitatively explain the experimental results. However, the small differences in the computed barriers could explain the relatively low yield variation; a 90% vs. 45% yield difference under the experimental conditions corresponds to an energy difference of ca. 0.3 kcal mol\(^{-1}\), well within the errors expected in DFT calculations. Overall, the first turnover and in-cycle barriers computed for iodobenzene (16.3 and 9.9 kcal mol\(^{-1}\)) are lower than those found for 4-iodotoluene and methyl 4-iodobenzoate, therefore explaining why the former is a bit faster to react and justifying the experimental yields of 96, 90 and 45%, respectively.

---

**Scheme 6.** Computed Gibbs energies (kcal mol\(^{-1}\)) in the Ni(I)/Ni(III) trifluoromethylthiolation of iodobenzene (black), bromobenzene (red) and chlorobenzene (green).
Conclusions

A plausible full mechanism has been proposed for the nickel-catalyzed synthesis of aryl trifluoromethyl sulfides developed by Vicic et al. At first, the reaction was expected to follow the usual Ni(0)/Ni(II) pathway but this was soon discarded due to the high barriers found, close to or over 30 kcal mol$^{-1}$, which are not suitable for a reaction working at room temperature. Instead, a catalytic cycle that follows a Ni(I)/Ni(III) sequence provided a better description of the reaction; the active catalyst is a Ni(I) tricordinate complex that allows a fast oxidative addition of PhI and an easy coordinate reductive elimination of the product. The barriers found for the reaction are quite low, in agreement with the reaction working at room temperature.

The proposed mechanism is also able to explain the behavior of other halobenzenes under the same reaction conditions. For PhBr the barriers found are higher than for PhI, including a barrier for the first turnover of 24.6 kcal mol$^{-1}$, which is close to the limit for a reaction working at room temperature. In the case of PhCl it has been found that the overall Gibbs energy for the reaction is endergonic, and the barriers computed in the catalytic cycle are also too large for allowing the reaction. The studied mechanisms allow also interpreting the relative reaction rates for the electron rich (4-iodotoluene) and poor (methyl 4-iodobenzoate) substrates. Both compounds follow the Ni(I)/Ni(III) pathway and the computed energy barriers are quite close, although the former has slightly lower energy requirements and thus produces a faster reaction.
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