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ABSTRACT
We consider the cubic-quintic nonlinear Schrödinger equation in two space dimensions. For this model, X. Cheng established scattering for $H^1$ data with mass strictly below that of the ground state for the cubic NLS. Subsequently, R. Carles and C. Sparber utilized the pseudocovformal energy estimate to obtain scattering at the sharp threshold for data belonging to a weighted Sobolev space. In this work, we remove the weighted assumption and establish scattering at the threshold for radial data in $H^1$.

1. Introduction
We consider the cubic-quintic nonlinear Schrödinger equation (NLS) in two space dimensions with radial $H^1$ data:

\[
\begin{aligned}
(i\partial_t + \Delta)u &= -|u|^2 u + |u|^4 u, & (t,x) \in \mathbb{R} \times \mathbb{R}^2, \\
|u|_{t=0} &= u_0 \in H^1_{\text{rad}}(\mathbb{R}^2).
\end{aligned}
\]  

(1.1)

For initial data in $H^1$, one obtains local solutions to (1.1) that conserve both the mass and energy, defined by

\[
M(u) = \int |u|^2 \, dx \quad \text{and} \quad E(u) = \int \frac{1}{2} |\nabla u|^2 - \frac{1}{4} |u|^4 + \frac{1}{6} |u|^6 \, dx,
\]

respectively. The questions of global well-posedness and long-time behavior for (1.1) have been studied previously in [1, 2] (see also [1, 3–7] for related results in other dimensions). In particular, the work [2] established scattering and $L^4_{t,x}$ spacetime bounds for initial data $u_0$ obeying the mass constraint

\[
M(u_0) < M(Q),
\]

(1.2)

where $Q$ is the ground state for the cubic NLS, that is, the unique nonnegative, radial, decaying solution to

\[
-Q + \Delta Q + Q^3 = 0.
\]

(1.3)

As pointed out in [1, 2], this coincides with the sharp scattering threshold for the 2d cubic NLS.
\((i\partial_t + \Delta)w = -|w|^2 w\) \hspace{1cm} (1.4)

(see [8, 9]); furthermore, this threshold is also sharp for (1.1), in the sense that there exist nonlinear ground states at any mass strictly larger than that of \(Q\) (cf. [1, Theorem 1.9]).

On the other hand, the authors of [1] succeeded in establishing scattering for solutions obeying \(M(u_0) = M(Q)\) under the additional assumption that \(xu_0 \in L^2\). With this assumption, one gains access to the pseudoconformal energy estimate, which has played an important role in the NLS scattering theory (see e.g. [10, 11]). Combining this estimate with rigidity results for the mass-critical NLS (as in [12]), the authors of [1] were able to obtain their result.

In this paper, we establish scattering at the sharp mass threshold for radial data in \(H^1\). In particular, we are able to remove the weighted \(L^2\) assumption appearing in [1]. Of course, the radial assumption also guarantees some degree of spatial localization, which continues to play an important role in this work. The extension to non-radial \(H^1\) data remains an interesting open problem and will be discussed briefly below.

Our main result is the following.

**Theorem 1.1** (Threshold scattering). Let \(u_0 \in H^1_{\text{rad}}(\mathbb{R}^2)\) satisfy
\[
M(u_0) = M(Q).
\] \hspace{1cm} (1.5)

Then the corresponding solution \(u\) to (1.1) is global in time and obeys
\[
\|u\|_{L^6_t H^1_x(\mathbb{R} \times \mathbb{R}^2)} + \|u\|_{L^4_t L^4_x(\mathbb{R} \times \mathbb{R}^2)} < \infty.
\] \hspace{1cm} (1.6)

Consequently, \(u\) scatters; that is, there exist \(u \pm \in H^1\) such that
\[
\lim_{t \to \pm \infty} \|u(t) - e^{it\Delta} u \pm \|_{H^1(\mathbb{R}^2)} = 0.
\]

The proof of Theorem 1.1 boils down to establishing the \(L^4_t, L^4_x\) estimate. To see this, we first observe that the sharp Gagliardo–Nirenberg inequality in two dimensions may be written as follows (cf. [13]):
\[
\|u\|^4_{L^4(\mathbb{R}^2)} \leq 2 \frac{M(u)}{M(Q)} \|\nabla u\|^2_{L^2(\mathbb{R}^2)}.
\]

Thus, for solutions obeying (1.5), we have
\[
E(u) \geq \frac{1}{6} \|u\|^6_{L^6} > 0.
\] \hspace{1cm} (1.7)

In particular, solutions obey uniform bounds in \(L^2\) and \(L^6\) and hence in \(L^4\). This in turn yields uniform bounds in \(H^1\) by the conservation of energy. Consequently, by the local theory for (1.1), any solution obeying (1.5) is global in time and uniformly bounded in \(H^1\). As standard arguments show that the bounds in (1.6) imply scattering (see e.g. [2, 6]), we see that the proof of Theorem 1.1 indeed reduces to establishing the \(L^4_t, L^4_x\) estimate in (1.6).

Along with its clear connection to the works [1, 2] and more generally to [3, 5], Theorem 1.1 may also be considered in the context of some recent works on threshold scattering for the 3d cubic NLS [14, 15]. In [14], the authors established a scattering result at the sharp threshold for the 3d focusing cubic NLS outside of a convex obstacle,
while [15] proved an analogous result in the presence of a repulsive external potential. In both cases, the scattering threshold (or, more precisely, the threshold for obtaining uniform space-time bounds) coincides with that of the underlying cubic NLS on $\mathbb{R}^3$. One finds that in the presence of a repulsive obstacle or potential, it is possible to obtain a scattering result even at the threshold. This is in contrast to the case of the standard NLS or the NLS with an attractive potential, for which other threshold behaviors are possible (see e.g. [16–18]). Our main result (as well as the scattering result of [1]) is therefore analogous to the results of [14, 15], with the defocusing quintic term having a similar effect as that of a repulsive potential.

In the remainder of the introduction, we will briefly discuss the strategy of the proof of Theorem 1.1, as well as the possibility of extending Theorem 1.1 to the non-radial setting. Without loss of generality, we consider scattering in the forward direction only.

Compactness for non-scattering solutions
In Section 3, we first show that if $u$ is a global, radial, $H^1$-bounded solution to (1.1) with infinite $L^4_{t,x}$-norm on $[0,\infty) \times \mathbb{R}^2$, then the orbit of $u$ must be pre-compact in $L^2$ modulo some scale function (see Proposition 3.1). This step follows the familiar concentration-compactness approach, with the sub-threshold scattering result of [2] guaranteeing that the solution cannot split into multiple profiles. As in the work of [2], this step also utilizes an approximation of (1.1) by (1.4) in the large scale limit. The role of the radial assumption is to remove the need for a moving spatial center in the parametrization of the solution.

Energy evacuation
In Section 4, we utilize a virial/Morawetz estimate (essentially the same one used in [19]) to prove an ‘energy evacuation’ property for radial, $H^1$-bounded solutions to (1.1) (see Proposition 4.1). This does not rely on compactness in the sense of the previous step; rather, one simply relies on the radial assumption to obtain tightness in $L^4$ and $L^6$ via the radial Sobolev embedding. This step shows that along some sequence of times $t_n \to \infty$, the solution must concentrate its energy in the kinetic energy component and increasingly far from the origin. (In works such as [19, 20], this type of condition is used directly to derive scattering; however, this approach breaks down in the present setting due to the presence of the mass-critical nonlinearity in (1.1).)

Energy localization
In Section 5, we prove a tightness property for the kinetic energy of compact solutions (see Proposition 5.1). This does not follow immediately Proposition 3.1, as the compactness there is obtained only in the $L^2$ topology. Here we follow the lead of [21, 22], which established similar localization results in the radial mass-critical setting. The main ingredients are a reduced Duhamel formula for compact solutions (Corollary 3.4) and an ‘in/out’ decomposition for radial functions in $L^2$ (as introduced in [9]), which together allow us to prove a quantitative frequency decay estimate (Lemma 5.5). This part of the argument leans heavily on the radial assumption, utilizing the in/out decomposition as well as the radial Sobolev embedding and a radial Strichartz estimate.

Conclusion
In Section 6, we put together the pieces and prove the main result as follows: The energy evacuation property (Proposition 4.1) shows that along a sequence $t_n \to \infty$, solutions have very little energy at bounded radii, while the energy localization property
(Proposition 5.1) shows that compact solutions have very little energy at large radii (uniformly in time). Combining these two properties and utilizing the conservation of energy, we can prove that compact solutions in fact have zero energy, which is incompatible with (1.7). Thus compact solutions cannot exist and so (by Proposition 3.1) Theorem 1.1 is proved.

To close the introduction, let us point out that in contrast to [1] (which also considered (1.1)) and to [14, 15] (which considered the 3d cubic NLS with repulsive obstacle/potential), it is not necessary in this work to incorporate any type of ‘modulation analysis’, that is, to obtain a precise description of the solution as it approaches the orbit of Q. We do, of course, rely on the sharp Gagliardo–Nirenberg inequality, but we do not need any refinements thereof. The need for such analysis is ultimately obviated by the fact that we can obtain kinetic energy localization solely by relying on the radial assumption. The reader will notice, for example, that this part of the argument is completely insensitive to the combination of signs in the nonlinearity. In the non-radial case, on the other hand, it is less clear how one might obtain compactness at the $\mathcal{H}^{1}$ level. It seems likely that some kind of modulation analysis may again play an important role.

2. Notation and preliminaries

We write $A \approx B$ to denote the inequality $A \leq CB$ for some $C > 0$. We utilize the standard Lebesgue and Sobolev spaces, as well as the $L^{q}_{t}L^{r}_{x}$ notation for mixed Lebesgue space-time norms. We denote the usual Littlewood–Paley frequency projections by $P_{N}$, $P_{\leq N}$, $P_{> N}$, and so on, and we denote the ‘fattened’ operators by $\tilde{P}_{N}$, so that (for example) $\tilde{P}_{N}P_{N} = P_{N}$. We also make use of the standard Bernstein estimates associated to these operators.

Throughout the paper, we use the following radial Sobolev embedding estimate, which may be proved by the fundamental theorem of calculus and Cauchy–Schwarz (see also [23]):

$$\|\langle x \rangle^{\frac{1}{2}} u \|_{L^{\infty}(\mathbb{R}^{2})} \lesssim \| u \|_{L^{2}(\mathbb{R}^{2})}^{\frac{1}{2}} \| u \|_{\mathcal{H}^{1}(\mathbb{R}^{2})}^{\frac{1}{2}} \quad \text{for} \quad u \in H^{1}_{\text{rad}}(\mathbb{R}^{2}).$$

Here and throughout we use the subscript $\text{rad}$ to emphasize the restriction to radial functions.

We use the notation $\chi_{R}$ to denote a smooth cutoff to the set $\{|x| \leq R\}$. To save space in formulas, we sometimes use the notation

$$\chi_{R}^{c}(x) := 1 - \chi_{R}(x),$$

where $c$ is meant to connote ‘complement’.

2.1. Local theory

In this section we briefly review the local theory for (1.1) (see e.g. [2] for more details).

The equation (1.1) admits local solutions for any initial data in $H^{1}$, and (as described in the introduction) we obtain global existence and $H^{1}$ bounds for solutions obeying $M(u) \leq M(Q)$. We may also construct solutions scattering to prescribed asymptotic
We record here a linear profile decomposition adapted to the $L^4_t L^2_x$ Strichartz estimate for $e^{it\Delta}$. Such a result was established originally in [24] for the two-dimensional case. We will need the following decomposition for radial, $H^1$-bounded sequences:

**Proposition 2.2 (Linear profile decomposition).** Let $u_n$ be a bounded sequence in $H^1_{rad}$. Then the following holds up to a subsequence:

There exist $J^* \in \{0, 1, 2, \ldots, \infty\}$, non-zero profiles $\{\phi_j^i\}_{j=1}^{J^*} \subset L^2_{rad}$, and parameters $(t_n^i, \lambda_n^i)$ satisfying the following:

- For each finite $0 \leq I \leq J^*$, we have
  $$u_n = \sum_{j=1}^{I} (\phi_j^i)^n + r_n^i, \quad \text{where} \quad \phi_j^i = e^{it_n\Delta} \left\{ \frac{1}{\lambda_n^i} \left( P_n^j \phi_j^i \right) \left( \frac{\cdot}{\lambda_n^i} \right) \right\},$$
- with $\lambda_n^i \equiv 1$ or $\lambda_n^i \to \infty$, $t_n^i \equiv 0$ or $(\lambda_n^i)^{-2} t_n^i \to \pm \infty$, and
  $$P_n^j := \begin{cases} P_{\leq \lambda_n^i} & \lambda_n^i \to \infty \\ \text{Id} & \lambda_n^i \equiv 1 \end{cases}$$

for some $\theta \in (0, 1)$. In addition, if $\lambda_n^i \equiv 1$ then $\phi_j^i \in H^1$.

For each finite $0 \leq I \leq J^*$, we have the following decoupling properties:

$$\lim_{n \to \infty} \left\{ \|u_n\|_{H^1}^2 - \sum_{j=1}^{I} \|\phi_j^i\|_{H^1}^2 - \|r_n^i\|_{H^1}^2 \right\} = 0, \quad s \in \{0, 1\},$$

$$\lim_{n \to \infty} \left\{ \|f_n\|_{L^p}^p - \sum_{j=1}^{I} \|\phi_j^i\|_{L^p}^p - \|r_n^i\|_{L^p}^p \right\} = 0, \quad p \in \{4, 6\}.$$
The remainder obeys
\[
\limsup_{J \to +\infty} \limsup_{n \to \infty} \| (\nabla)^{J/2} e^{itA} r_{n}^{J} \|_{L_{t,x}^{2}\left(\mathbb{R} \times \mathbb{R}^{2}\right)} = 0.
\]

Finally, the parameters \((t_{n}^{j}, \lambda_{n}^{j})\) are asymptotically orthogonal in the following sense: for any \(j \neq k\),
\[
\lim_{n \to \infty} \left\{ \left| \log \frac{\lambda_{n}^{j}}{\lambda_{n}^{k}} \right| + \frac{|t_{n}^{j} - t_{n}^{k}|}{(\lambda_{n}^{j})^{2}} \right\} = \infty.
\]

A similar result appears in [2, Theorem 4.2] without the radial assumption. In that setting, one must contend with a more complicated group of symmetries, including spatial translations \(x_{n}^{j}\) and boosts \(\xi_{n}^{j}\). In the radial setting, these parameters may be taken to be identically zero, and the profiles themselves may be taken to be radial functions (although this last point is less essential for our purposes). To see this, one may follow the arguments presented in [25, Section 7], particularly the proof of Theorem 7.3 therein.

3. Compactness for non-scattering solutions

In this section, we show that if \(u\) is a radial solution obeying \((1.5)\), but \(u\) fails to scatter, then \(u\) must exhibit some compactness in \(L^{2}\).

**Proposition 3.1 (Compactness).** Suppose \(u\) is a radial, forward-global solution to \((1.1)\) obeying \(M(u) = M(Q)\),
\[
\|u\|_{L_{t}^{\infty}H_{x}^{1}([0, \infty) \times \mathbb{R}^{2})} \leq 1, \quad \text{and} \quad \|u\|_{L_{t,x}^{2}([0, \infty) \times \mathbb{R}^{2})} = \infty.
\]

Then there exists \(\lambda: [0, \infty) \to [1, \infty)\) such that
\[
\{ \lambda(t)u(t, \lambda(t)x) : t \in [0, \infty) \} \quad \text{is pre-compact in} \quad L^{2}(\mathbb{R}^{2}). \tag{3.1}
\]

**Proof.** The argument follows the usual concentration-compactness approach and is similar in structure to the arguments appearing in [14, 15], borrowing some of the main ideas from [2], as well. Accordingly, we will give a fairly abbreviated presentation.

The essential point is to show that for any \(\tau_{n} \to \infty\), we may find a subsequence in \(n\) and parameters \(\lambda_{n} \geq 1\) so that \(\lambda_{n} u(\tau_{n}, \lambda_{n}x)\) converges strongly in \(L^{2}\); we will briefly discuss why this implies the existence of the scale function \(\lambda(t)\) below.

To begin, we apply the linear profile decomposition (Proposition 2.2) to obtain the following for any \(0 \leq J \leq J^{*}\):
\[
u_{n} := u(\tau_{n}) = \sum_{j=1}^{J} \phi_{n}^{j} + r_{n}^{J}, \quad \phi_{n}^{j} = e^{itA} \left\{ \frac{1}{\lambda_{n}^{j}} (P_{n}^{j}\phi) \left( \frac{\cdot}{\lambda_{n}^{j}} \right) \right\}
\]

We consider three possibilities: \(J^{*} = 0\) (vanishing), \(J^{1} = 1\) (compactness), or \(J^{*} \geq 2\) (dichotomy).
If \( J^* = 0 \), then we obtain
\[
\lim_{n \to \infty} \| e^{i\Delta t} u(t_n) \|_{L^4_{t,x}([0, \infty) \times \mathbb{R}^2)} = 0.
\]

Applying the stability result (Proposition 2.1), we find that
\[
\| u(t + \tau_n) \|_{L^4_{t,x}((0, \infty) \times \mathbb{R}^2)} = \| u(t) \|_{L^4_{t,x}((\tau_n, \infty) \times \mathbb{R}^2)} \leq 1
\]
for all large \( n \), which yields a contradiction. In particular, ‘vanishing’ does not occur.

We next suppose that \( J^* \geq 2 \) and again seek a contradiction. We will use the profiles \( \phi_j \) to build approximate solutions to (1.1). We observe that by the mass decoupling, each \( \phi_j \) satisfies the sub-threshold mass condition (1.2).

If \( \lambda_n^j = 1 \) and \( t_n^j = 0 \), we let \( v^j \) be the solution to (1.1) with initial data \( v^j(0) = \phi_j \). By the results of [2], this solution scatters and obeys \( L^4_{t,x} \) spacetime bounds. If \( \lambda_n^j = 1 \) and \( t_n^j \to \pm \infty \), we let \( v^j \) be the solution to (1.1) satisfying
\[
\lim_{t \to \pm \infty} \| v^j - e^{it\Delta} \phi_j \|_{H^1} = 0.
\]
In either case, we then take \( v^j_n(t, x) = v^j(t + t_n^j, x) \).

If instead \( \lambda_n^j \to \infty \), then we will construct a scattering solution \( v^j_n \) to (1.1) with \( v^j_n(0) = \phi_j \) by approximating with a solution to (1.4) (as in [2, Theorem 5.1]). For the sake of completeness (and because this step is less standard than the rest of the argument), we provide the proof here.

**Lemma 3.2** (Large scale approximation by (1.4)). Suppose that \( M(\phi) < M(Q) \), \( \lambda_n \to \infty \), and either \( t_n \equiv 0 \) or \( \lambda_n^{-2} t_n \to \pm \infty \). Write \( P_n = P_{\leq \theta_n^{1/3}} \) for some \( 0 < \theta < 1 \). Then for all \( n \) sufficiently large, there exists a global, scattering solution \( v_n \) to (1.1) satisfying
\[
v_n(0) = \phi_n := e^{it\Delta} \left\{ \frac{1}{\lambda_n}(P_n \phi) \left( \frac{x}{\lambda_n} \right) \right\}.
\]

**Proof.** If \( t_n \equiv 0 \), we let \( w_n \) be the solution to the cubic NLS (1.4) with \( w_n(0) = P_n \phi \). If instead \( \lambda_n^{-2} t_n \to \pm \infty \), we let \( w_n \) be the solution to (1.4) satisfying
\[
\| w_n - e^{it\Delta} P_n \phi \|_{L^2} \to 0 \quad \text{as} \quad t \to \pm \infty.
\]
We observe that by the main result of [8] and persistence of regularity for (1.4), we have
\[
\| w_n \|_{L^\infty_t L^4_x \cap L^4_{t,x}([\mathbb{R} \times \mathbb{R}^2)}) \leq 1 \quad \text{and} \quad \| \nabla |^4 w_n \|_{L^\infty_t L^2_x \cap L^4_{t,x}([\mathbb{R} \times \mathbb{R}^2)}) \leq \lambda_n^{0/3}
\]
for all \( n \) large and \( s \in [0, 1] \).

We now define approximate solutions to (1.1) via
\[
\tilde{v}_n(t, x) = \lambda_n^{-1} w_n(\lambda_n^{-2} t, \lambda_n^{-1} x),
\]
which solve
\[
(i\partial_t + \Delta) \tilde{v}_n + |\tilde{v}_n|^2 \tilde{v}_n - |\tilde{v}_n|^4 \tilde{v}_n = -\lambda_n^{-5}(|w_n|^4 w_n)(\lambda_n^{-2} t, \lambda_n^{-1} x)
\]
and obey
for all \( n \) large and \( s \in [0,1] \). Similarly, we may estimate the error on \( \mathbb{R} \times \mathbb{R}^2 \) as follows:

\[
\| \| \nabla \|^s \tilde{v}_n \|_{L^4_t L^s_x(\mathbb{R} \times \mathbb{R}^2)} \lesssim \lambda_n^{s(1-\theta)}
\]

for \( s \in \{0, \frac{1}{2}\} \), so that

\[
\| (\nabla)^s \{ \lambda_n^{-5} [w_n^4 w_n] (\lambda_n^{-2} t, \lambda_n^{-1} x) \} \|_{L^4_t L^s_x(\mathbb{R} \times \mathbb{R}^2)} \rightarrow 0 \quad \text{as} \quad n \rightarrow \infty.
\]

We next observe that the approximate solutions \( \tilde{v}_n \) agree with \( \phi_n \) in \( H^1 \) at time \( t = t_n \). Indeed, if \( t_n \equiv 0 \), we have \( \tilde{v}_n(t_n) = \phi_n \), and hence it suffices to consider the case \( \lambda_n^{-2} t_n \rightarrow \pm \infty \). In this case, we estimate

\[
\| \tilde{v}_n(t_n) - \lambda_n^{-1} \left\{ e^{it_n \Delta} (P_n \phi) \left( \frac{\cdot}{\lambda_n} \right) \right\} \|_{H^1} 
\]

\[
\lesssim \| w_n(t_n) - e^{it_n \Delta} P_n \phi \|_{L^2} + \| \nabla w_n \|_{L^\infty_t H^s_x} + \| P_n \phi \|_{H^s_x},
\]

which tends to zero as \( n \rightarrow \infty \).

Applying the stability result (Proposition 2.1), we therefore deduce that there exist true solutions to (1.1) with \( u_n(0) = \phi_n \) obeying

\[
\| u_n \|_{L^\infty_t H^s_x(\mathbb{R} \times \mathbb{R}^2)} \leq 1 \quad \text{and} \quad \| (\nabla)^s u_n \|_{L^4_t L^s_x(\mathbb{R} \times \mathbb{R}^2)} \leq 1
\]

for all \( n \) large. \( \square \)

Returning to the proof of Proposition 3.1, we now define approximate solutions \( u_n^l \) to (1.1) by

\[
u_n^l(t) = \sum_{j=1}^{l} v_n^j(t) + e^{it \Delta} r_n^l.
\]

Proceeding as in [2], we may now utilize the orthogonality of the parameters \((t_n^l, \lambda_n^l)\) and the vanishing of the \( L^4_t \)-norm of \( e^{it \Delta} r_n^l \) to verify that (i) \( u_n^l \) obey global space-time bounds; (ii) the \( u_n^l \) asymptotically agree with \( u_n = u(\tau_n) \) in \( H^1 \) a \( n, J \rightarrow \infty \) \( Z_n, J \rightarrow \infty \); and (iii) the \( u_n^l \) define good approximate solutions to (1.1) in the sense required by Proposition 2.1. Consequently, we deduce that

\[
\| u(t + \tau_n) \|_{L^3_{t,x}(0, \infty) \times \mathbb{R}^2} = \| u \|_{L^3_{t,x}(\tau_n, \infty) \times \mathbb{R}^2} \leq 1
\]

uniformly for all large \( n \), which yields a contradiction. We conclude that ‘dichotomy’ does not occur.

We are therefore left with the decomposition

\[
u_n = u(\tau_n) = e^{it_n \Delta} \left\{ \frac{1}{\lambda_n} (P_n \phi) \left( \frac{\cdot}{\lambda_n} \right) \right\} + r_n,
\]
with $r_n \to 0$ weakly in $L^2$. By the mass decoupling property, if $r_n$ were not to converge to zero strongly in $L^2$, then we could apply the same argument we used to preclude dichotomy to obtain a contradiction once again. We may also preclude the possibility that $\beta_n^{-2}t_n \to \pm \infty$, since in this case we would obtain

$$\|e^{it\Delta}u_n\|_{L^4_t L^2_x((-\infty,0) \times \mathbb{R}^2)} \to 0 \quad \text{or} \quad \|e^{it\Delta}u_n\|_{L^4_t L^2_x((0,\infty) \times \mathbb{R}^2)} \to 0,$$

respectively. Applying Proposition 2.1, we would therefore obtain bounds on either $(\tau_n, \infty)$ or $(-\infty, \tau_n)$ for large $n$, which yields a contradiction in either case. Noting that $P_n \to \text{Id}$ strongly in $L^2$, we finally deduce that

$$u(\tau_n) = \frac{1}{\beta_n} \phi \left( \frac{\cdot}{\beta_n} \right) + o(1) \quad \text{in} \quad L^2,$$

as desired.

To finish the proof, let us briefly discuss how to deduce the existence of a function $\lambda(t)$ so that (3.1) holds. To begin, we claim that there exist $C, c > 0$ so that

$$\sup_{\lambda_0 \geq 1} \int_{|x| \leq C} \lambda_0^2 |u(t, \lambda_0 x)|^2 \, dx \geq c > 0 \quad \text{for all} \quad t \geq 0.$$

If not, we may find $C_n \to \infty$ and $\{t_n\}$ such that this supremum tends to zero. However, writing

$$u(t_n) = \frac{1}{\beta_n} \phi \left( \frac{\cdot}{\beta_n} \right) + o(1) \quad \text{in} \quad L^2,$$

along a subsequence, we obtain

$$\int_{|x| \leq C_n} |\phi(t_n, x)|^2 \, dx = o(1) \quad \text{as} \quad n \to \infty,$$

yielding the contradiction $\phi = 0$.

We may therefore define $\lambda(t) \geq 1$ and find $C, c > 0$ so that

$$\int_{|x| \leq C} \lambda(t)^2 |u(t, \lambda(t) x)|^2 \, dx \geq c > 0 \quad \text{for all} \quad t \geq 0. \quad (3.2)$$

We claim that (3.1) holds for this choice of $\lambda(t)$. To see this, we take an arbitrary sequence $\{t_n\} \subset [0, \infty)$ and obtain

$$u(t_n) = \frac{1}{\beta_n} \phi \left( \frac{\cdot}{\beta_n} \right) + o(1), \quad \text{so that} \quad \lambda(t_n) u(t_n, \lambda(t_n)) = \frac{\lambda(t_n)}{\beta_n} \phi \left( \frac{\lambda(t_n) x}{\beta_n} \right) + o(1)$$

in $L^2$ along a subsequence. Finally, we observe that the sequence

$$\frac{\lambda(t_n)}{\beta_n} \phi \left( \frac{\lambda(t_n) x}{\beta_n} \right)$$

either converges strongly in $L^2$ or converges weakly to zero in $L^2$ along some further subsequence. As weak convergence to zero is incompatible with (3.2), we conclude the proof. \(\square\)
With Proposition 3.1, we turn to a few basic properties of ‘compact’ solutions to (1.1). We begin with the following upper bound for the scale function \( \hat{\lambda}(t) \). This bound is typical of almost periodic solutions to NLS (see e.g. [26, Corollary 5.19]), but requires a different proof in the present setting due to the broken scaling symmetry.

**Lemma 3.3.** Suppose \( u \) is a solution as in Proposition 3.1. Then there exists \( C > 0 \) and \( T_0 \geq 1 \) such that

\[
\lambda(t) \leq Ct^\delta \quad \text{for all } t > T_0.
\]

**Proof.** We argue by contradiction. If the lemma fails, then we may find \( t_n \to \infty \) and \( C_n \to \infty \) such that

\[
\hat{\lambda}_n := \hat{\lambda}(t_n) \geq C_n t_n^\delta.
\]

Passing to a subsequence, we obtain \( v_0 \in L^2 \) so that

\[
\hat{\lambda}_n u(t_n, \hat{\lambda}_n x) \to v_0 \quad \text{in } L^2.
\]

We now let \( w \) denote the maximal-lifespan solution to the standard cubic NLS (1.4) with initial data \( v_0 \). By the local theory for (1.4), we may find \( \delta = \delta(v_0) > 0 \) sufficiently small that

\[
\|w\|_{L^4_t([-\delta, 0] \times \mathbb{R}^2)} \leq 1.
\]

Similarly, we let \( w_n \) denote the maximal-lifespan solution to (1.4) with initial data

\[
w_n(0) = P_{\leq \delta^\theta} v_0
\]

for some \( \theta \in (0, 1) \). Observing that \( w_n(0) \to v_0 \) strongly in \( L^2 \) and that

\[
\|\langle \nabla \rangle^\delta w_n(0)\|_{L^2} \leq \ell_n^\delta \|v_0\|_{L^2},
\]

we have (by the stability theory and persistence of regularity for (1.4)) that

\[
\|\langle \nabla \rangle^\delta w_n\|_{L^4_t([-\delta, 0] \times \mathbb{R}^2)} + \|\langle \nabla \rangle^\delta w_n\|_{L^8_t L^8_x([-\delta, 0] \times \mathbb{R}^2)} \leq \ell_n^\delta
\]

for sufficiently large \( n \).

We now define approximate solutions to (1.1) by

\[
\tilde{u}_n(t, x) = \lambda_n^{-1} w_n(\lambda_n^{-2} t, \lambda_n^{-1} x),
\]

which satisfy

\[
(i\partial_t + \Delta)\tilde{u}_n + |\tilde{u}_n|^2 \tilde{u}_n - |\tilde{u}_n|^4 \tilde{u}_n = \lambda_n^{-5} \left[|w_n|^4 w_n\right](\lambda_n^{-2} t, \lambda_n^{-1} x)
\]

on the intervals

\[
I_n := [-\delta \lambda_n^2, 0] \supset [-t_n, 0] \quad \text{for sufficiently large } n.
\]

By construction, a change of variables, and dominated convergence, we have

\[
\|\tilde{u}_n(0) - u(t_n)\|_{L^2} = \|P_{\leq \delta^\theta} v_0(x) - \hat{\lambda}_n u(t_n, \hat{\lambda}_n x)\|_{L^2} \to 0 \quad \text{as } n \to \infty.
\]
On the other hand, by Bernstein’s inequality,
\[ \| u_n(0) - u(t_n) \|_{H^s(t)} \leq \| u_n(0) \|_{H^s(t)} + \| u \|_{L^\infty H^s_t} \leq \lambda_n^{-1 + \theta} + 1 \leq 1. \]
Thus, by interpolation we have
\[ \lim_{n \to \infty} \| \langle \nabla \rangle^{{\frac{1}{2}}} (u_n(0) - u(t_n)) \|_{L^2} = 0. \]

Next, we observe
\[ \| \langle \nabla \rangle^s \tilde{u}_n \|_{L^4_{t,x}(I_0 \times \mathbb{R}^2)} \leq \lambda_n^{-s} \| \langle \nabla \rangle^s w_n \|_{L^4_{t,x}([-\delta, 0] \times \mathbb{R}^2)} \leq \lambda_n^{-(1-s)} \]
for \( s \in (0, \frac{1}{2}) \), so that
\[ \| \langle \nabla \rangle^s \tilde{u}_n \|_{L^4_{t,x}(I_0 \times \mathbb{R}^2)} \leq 1 \quad \text{for large } n. \]

Similarly, we estimate the error by
\[
\| \langle \nabla \rangle^s \{ \tilde{\lambda}_n^{-5} [w_n^4 w_n] (\tilde{\lambda}_n^{-2} t, \tilde{\lambda}_n^{-1} x) \} \|_{L^4_{t,x}(I_0 \times \mathbb{R}^2)} \\
\leq \lambda_n^{-5} \| w_n \|_{L^4_{t,x}(I_0 \times \mathbb{R}^2)} \| \langle \nabla \rangle^s [w_n (\tilde{\lambda}_n^{-2} t, \tilde{\lambda}_n^{-1} x)] \|_{L^4_{t,x}(I_0 \times \mathbb{R}^2)} \\
\leq \lambda_n^{-2-s} \| w_n \|_{L^4_{t,x}([-\delta, 0] \times \mathbb{R}^2)} \| \langle \nabla \rangle^s w_n \|_{L^4_{t,x}([-\delta, 0] \times \mathbb{R}^2)} \leq \lambda_n^{-(2+s)(1-s)}
\]
for \( s \in (0, \frac{1}{2}) \), so that
\[ \| \langle \nabla \rangle^s \{ \tilde{\lambda}_n^{-5} [w_n^4 w_n] (\tilde{\lambda}_n^{-2} t, \tilde{\lambda}_n^{-1} x) \} \|_{L^4_{t,x}(I_0 \times \mathbb{R}^2)} \to 0 \quad \text{as } n \to \infty. \]

Thus, applying the stability result (Proposition 2.1), we deduce that
\[ \| u(t + t_n) \|_{L^4_{t,x}([-t_n, 0] \times \mathbb{R}^2)} = \| u \|_{L^4_{t,x}([0, t_n] \times \mathbb{R}^2)} \leq 1 \]
for all \( n \) large, which yields a contradiction. \( \square \)

With the bound for \( \lambda(t) \) in place, we can establish the following ‘reduced’ Duhamel formula for compact solutions to (1.1).

**Corollary 3.4** (Reduced Duhamel formula). Let \( u \) be a solution to (1.1) as in Proposition 3.1. For \( t \geq 0 \), the following holds as a weak limit in \( L^2 \):
\[
u(t) = \lim_{T \to \infty} i \int_t^T e^{i(t-s)\Delta} F(u(s)) \, ds,
\]
where \( F(u) = -|u|^2 u + |u|^4 u \).

**Proof.** We argue essentially as in the proof of [26, Proposition 5.23]. By the Duhamel formula and \( L^2 \)-boundedness, it suffices to show that
\[ \lim_{t \to \infty} \langle u(t), e^{it\Delta} \phi \rangle = 0 \quad \text{for all } \phi \in C_0^\infty(\mathbb{R}^2). \]
Fix $\phi \in C_c^\infty(\mathbb{R}^2)$ and $\varepsilon > 0$. We first choose $C_\varepsilon > 0$ large enough that
\[
\int_{|x| > C_\varepsilon(t)} |u(t,x)|^2 \, dx < \varepsilon \quad \text{for all} \quad t \in [0, \infty).
\]

Applying Cauchy–Schwarz, Lemma 3.3, and the dispersive estimate, we obtain
\[
\langle (u(t), e^{it\Delta}) \rangle^2 \leq \|u\|^2_{L^2_t L^4_x} \cdot \int_{|x| \leq C_\varepsilon(t)} |e^{it\Delta} \phi|^2 \, dx + \varepsilon \|\phi\|^2_{L^2_x}
\]
\[
\leq t^{-2} [C_\varepsilon(t)]^2 \|\phi\|^2_{L^1_x} + \varepsilon \equiv C_\varepsilon^2 t^{-1} + \varepsilon
\]
for all $t$ sufficiently large, which yields the result. □

4. Energy evacuation

In this section, we prove the ‘energy evacuation’ property as described in the introduction. The main ingredient is a virial/Morawetz estimate, which is essentially contained already in [19]. We remark that this estimate does not require any ‘compactness’ for the solution, beyond the tightness in $L^4$ and $L^6$ afforded by the radial assumption via the radial Sobolev embedding inequality. The precise result we prove is the following.

**Proposition 4.1.** Let $u$ be a radial, $H^1$-bounded solution to (1.1). Then for any $T, R \geq 1$ we have
\[
\int_0^T \int \left\{ \chi_R \left| \nabla u \right|^2 - \frac{1}{2} |u|^4 + \frac{2}{3} |u|^6 \right\} \, dx \, dt \leq R + R^{-1} T,
\]
where $\chi_R$ is a smooth cutoff to $\{|x| \leq R\}$. Consequently, for any $C > 0$, there exists $t_n \to \infty$ such that
\[
\limsup_{n \to \infty} \int_0^R \int [C_\varepsilon(t_n)] \left| \nabla u(t_n,x) \right|^2 - \frac{1}{4} |u(t_n,x)|^4 + \frac{2}{3} |u(t_n,x)|^6 \, dx \leq 0.
\]

**Proof.** We argue as in the proof of [19, Proposition 3.1]. We begin by letting $\phi$ be a smooth radial function satisfying
\[
\phi(x) = \begin{cases} 
1 & 0 \leq |x| \leq 1, \\
0 & |x| > 2,
\end{cases}
\]
and we denote $\phi = \phi(r)$, where $r = |x|$. We also use $'$ or $\partial_r$ to denote radial derivatives.

We next define
\[
\psi(x) = \frac{1}{|x|} \int_0^{|x|} \phi(\rho) \, d\rho,
\]
so that $\psi(r) = \phi(r)$ for $r \leq 1$ and
\[
|\psi(x)| \leq \min\{1, |x|^{-1}\} \quad \text{and} \quad r\phi'(r) = \phi(r) - \psi(r).
\]
In particular, we find $\psi'(r) = \phi'(r) = 0$ for $r \leq 1$, and
\[
|\psi'(x)|, |\psi'(x)|^{-2} \quad \text{for} \quad |x| > 1. \tag{4.4}
\]

We now define
\[
A(t) = \int \psi\left(\frac{x}{R}\right) x \cdot \text{Im}[\overline{\nu} \nabla u] \, dx,
\]
which obeys
\[
\|A(t)\|_{L^p_t([0, \infty))} \leq R\|u\|_{L^\infty_t H^1_x}\leq R.
\]

Next, we use the equation (1.1) to compute
\[
\frac{dA}{dt} = \text{Re} \int \psi\left(\frac{x}{R}\right) x_k [\bar{u} u_{jk} - \bar{u}_{jk} u_k] \, dx \tag{4.5}
\]
\[
\quad + \text{Re} \int \psi\left(\frac{x}{R}\right) x_k [\bar{u} \partial_k (|u|^2 u) - |u|^2 \bar{u} u_k] \, dx \tag{4.6}
\]
\[
- \text{Re} \int \psi\left(\frac{x}{R}\right) x_k [\bar{u} \partial_k (|u|^4 u) - |u|^4 \bar{u} u_k] \, dx. \tag{4.7}
\]

We first observe
\[
\text{Re}[\bar{u} u_{jk} - \bar{u}_{jk} u_k] = \frac{1}{2} \partial_{jk}|u|^2 - 2\text{Re}\partial_j[\bar{u} u_k].
\]

Using this together with (4.3), we obtain
\[
(4.5) = -\frac{1}{2} \int \Delta \left[ \psi\left(\frac{x}{R}\right) + \phi\left(\frac{x}{R}\right) \right] |u|^2 \, dx + 2 \int \psi\left(\frac{x}{R}\right) |\nabla u|^2 + \psi'\left(\frac{x}{R}\right) \frac{|x|}{R} |\partial_x u|^2 \, dx.
\]

Using
\[
\Delta \left[ \psi\left(\frac{x}{R}\right) + \phi\left(\frac{x}{R}\right) \right] = \frac{1}{R^2} \phi''\left(\frac{x}{R}\right) + \frac{1}{R|x|} \left[ 2\phi'\left(\frac{x}{R}\right) - \psi'\left(\frac{x}{R}\right) \right]
\]
and (4.3)–(4.4), we obtain
\[
(4.5) = 2 \int \phi\left(\frac{x}{R}\right) |\nabla u|^2 \, dx + O(R^{-2}||u||^2_{L^2}).
\]

We next observe the general identity
\[
\text{Re}\{\bar{u} \partial_k (|u|^p u) - |u|^p \bar{u} u_k\} = \frac{p}{p+2} \partial_k(|u|^{p+2}) \quad \text{for} \quad p > 0,
\]
which implies
\[
(4.6) + (4.7) = -\int \left[ \psi\left(\frac{x}{R}\right) + \phi\left(\frac{x}{R}\right) \right] \frac{1}{2} |u|^4 \, dx + \int \left[ \psi\left(\frac{x}{R}\right) + \phi\left(\frac{x}{R}\right) \right] \frac{2}{3} |u|^6 \, dx.
\]
We now use (4.4) and radial Sobolev embedding to obtain
\[
\int \left[ \psi \left( \frac{x}{R} \right) + \phi \left( \frac{x}{R} \right) \right] |u|^4 \, dx = 2 \int |u|^4 \, dx + O \left( \int_{|x| > R} |u|^4 \, dx \right)
\]
\[
= 2 \int |u|^4 \, dx + O \left( R^{-1} ||x^\frac{1}{4} u||_{L^\infty}^2 ||u||_{L^2}^2 \right)
\]
\[
= 2 \int |u|^4 \, dx + O[R^{-1}],
\]
and similarly
\[
\int \left[ \psi \left( \frac{x}{R} \right) + \phi \left( \frac{x}{R} \right) \right] |u|^6 \, dx = 2 \int |u|^6 \, dx + O[R^{-2}].
\]

We therefore deduce that
\[
\frac{dA}{dt} \geq 2 \int \phi \left( \frac{x}{R} \right) \left| \nabla u \right|^2 - \frac{1}{2} |u|^4 + \frac{2}{3} |u|^6 \, dx,
\]
and the estimate (4.1) now follows from the fundamental theorem of calculus.

We turn to (4.2) and let \( \tilde{C} > 0 \). We now choose a sequence \( T_n \to \infty \). In light of Lemma 3.3, we may find \( \tilde{C} > 0 \) large enough that
\[
C \lambda(t_n) \leq R_n := \tilde{C} T_n^\frac{1}{2} \text{ for all } t_n \in [0, T_n]. \quad (4.8)
\]

Applying (4.1), we find
\[
\frac{1}{T_n} \int_{\frac{1}{2} T_n}^{T_n} \int \chi_{R_n} \left( \frac{1}{2} |\nabla u|^2 - \frac{1}{4} |u|^4 + \frac{1}{6} |u|^6 \right) \, dx \, dt \leq T_n^\frac{1}{2}.
\]
Thus we may find \( t_n \in [\frac{1}{2} T_n, T_n] \) so that
\[
\limsup_{n \to \infty} \int \chi_{R_n} \left( \frac{1}{2} |\nabla u(t_n, x)|^2 - \frac{1}{4} |u(t_n, x)|^4 + \frac{1}{6} |u(t_n, x)|^6 \right) \, dx \leq 0.
\]
Recalling (4.8), we obtain (4.2).

5. Localization of kinetic energy

Throughout this section, we suppose that \( u : [0, \infty) \times \mathbb{R}^2 \to \mathbb{C} \) is a solution to (1.1) as in Proposition 3.1. In particular, \( u \) is parametrized by its scale function \( \lambda(t) \). We will denote the nonlinearity in (1.1) by
\[
F(u) = -|u|^2 u + |u|^4 u.
\]

The goal of this section is to prove the following:

Proposition 5.1 (Localization of kinetic energy). For any \( \eta > 0 \), there exists \( C(\eta) > 0 \) such that
To prove Proposition 5.1, we argue essentially as in [21, 22]. These works studied solutions the mass-critical NLS with mass equal to that of the ground state. In our setting, some simplifications arise due to the fact that $u$ is known to be bounded in $H^1$. The main ingredient in the proof is a frequency decay estimate (Lemma 5.5), which exhibits quantitative decay in frequency for the nonlinear part of the solution. This in turn relies on the reduced Duhamel formula for $u$ (Corollary 3.4), along with the ‘in/out’ decomposition for radial functions.

We begin by recording the following ‘mismatch estimates’ as in [21, 22], which will be used several times below.

**Lemma 5.2** (Mismatch estimates, [21, 22]).

- For any $R \geq 1$ and $N > 0$, we have
  \[
  \|Z_R^c \nabla P_{\leq N}Z_{R/2}\|_{L^2} \leq m(NR)^{-m}
  \]
  for any $m \geq 0$, with the same bound if we replace $P_{\leq N}$ by $P_N$.

- For any $R \geq 1$ and $N > 0$, we have
  \[
  \|P_{\leq N}Z_R^c P_{> 4N}\|_{L^2} \leq m(NR)^{-m}
  \]
  for any $m \geq 0$, with the same bound if we replace $P_{> 4N}$ by $P_{4N}$. We may also insert a gradient in front of $P_{4N}$ or $P_{> 4N}$, provided we change the bound to $N(NR)^{-m}$ and restrict to $m \geq 2$ for the $P_{> 4N}$ estimate.

**Proof.** These estimates may all be found in [21, 22] and are all based off of the principle non-stationary phase. For the sake of completeness, let us demonstrate how to obtain one estimate of each type, say

\[
\|Z_R^c P_{\leq N}Z_{R/2}\|_{L^2} \leq m(NR)^{-m}
\]

for $m \geq 0$, (5.1) and

\[
\|P_{\leq N}Z_R^c \nabla P_{> 4N}\|_{L^2} \leq m(NR)^{-m}
\]

for $m \geq 2$. (5.2)

For the first estimate, we observe that since the convolution kernel of $P_{\leq N}$ is a Schwartz function, we have the kernel bounds

\[
|Z_R^c P_{\leq N}Z_{R/2}(x,y)| \leq N_{d-\ell}|x-y|^{-\ell}1_{|x-y|>R/2}
\]

for any $\ell > 0$. Thus (5.1) follows from Young’s convolution inequality. We also observe that if $\nabla P_{\leq N}$ were present, then we could repeat the same argument, noting that the convolution kernel of $\nabla P_{\leq N}$ is a Schwartz function.

We will obtain the second estimate essentially from the first. We first claim that we may bound

\[
\|P_{\leq N}Z_R^c M P_M\|_{L^2} \leq m(M\rho)^{-m}
\]
for any $M \geq 4N$, where $\tilde{\chi}_\rho$ is a cutoff to $\rho \leq |x| \leq 2\rho$. Indeed, if we apply Plancherel’s theorem, then we are led to consider (the adjoint of) an operator of the same type we considered in (5.1). Summing over dyadic $\rho \geq R$ then yields

$$\|P_{\leq N} e^{i(t-x)t} \chi_P \|_{L^2 \to L^2} \leq M(MR)^{-m},$$

and summing again over dyadic $M \geq 4N$ yields (5.2) (provided $m \geq 2$, so that the total power of $M$ is negative).

We next recall a weighted radial Strichartz estimate (as in [9, 22]):

**Lemma 5.3** (Radial Strichartz estimate, [9]). For radial $F : I \times \mathbb{R}^2 \to \mathbb{C}$ and $t, t_0 \in I$, we have

$$\left\| \int_{t_0}^t e^{i(t-t')\Delta} F(t') \, dt' \right\|_{L^2(I \times \mathbb{R}^2)} \leq \| \mathcal{F}^{-1} F \|_{L^4_I L^4_{t,x}(I \times \mathbb{R}^2)}.$$  

We utilize the ‘incoming/outgoing’ decomposition for radial functions introduced in [9]. In particular, for a radial function $f : \mathbb{R}^2 \to \mathbb{C}$, we let

$$[P^\pm f](r) = \frac{1}{2} \left[ f(r) \pm \frac{i}{\pi} \int_0^\infty \frac{f(\rho)}{r^2 - \rho^2} \rho \, d\rho \right].$$

We call $P^+$ the projection onto outgoing spherical waves and $P^-$ the projection onto incoming spherical waves. For a dyadic number $N > 0$, we let $P^\pm_N$ denote the composition $P^\pm P_N$.

We record the essential facts we need concerning $P^\pm$ in the following lemma, which appears in [9].

**Lemma 5.4** (Properties of [INEQ-START]). The operators $P^\pm$ are bounded on $L^2(\mathbb{R}^2)$, with $P^+ + P^-$ giving the projection from $L^2$ onto $L^2_{\text{rad}}$. Furthermore, if

$$|x| \gtrsim N^{-1} \quad \text{and} \quad t \gtrsim N^{-2},$$

then we have the kernel estimate

$$|P^\pm_N e^{-it\Delta} \chi(x, y)| \lesssim \begin{cases} \frac{(|x| \, |y|)^{\frac{1}{2}} |t|^{-\frac{1}{2}}}{N^2} & |y| - |x| \sim Nt, \\ \frac{N^2}{\langle N|x| \rangle^{1/2} \langle N|y| \rangle^{1/2}} \langle N^2 t + N|x| - N|y| \rangle^{-100} & \text{otherwise.} \end{cases}$$

With the preliminaries in place, we can now establish the crucial frequency decay estimate. Before stating and proving the result, we remind the reader of the notation $\chi_R$, $\tilde{\chi}_R$, $\tilde{\chi}^\rho_R$ for spatial cutoffs introduced in Section 2.

**Lemma 5.5** (Frequency decay). For all $N \geq 1$ and $t \geq 0$,

$$\|\chi^t_{N} P_{N} u(t)\|_{L^2} \leq \|P_{N} u_0\|_{L^2} + N^{-\frac{\delta}{2}}. \quad (5.3)$$

**Proof.** We begin by writing

$$\chi^t_{N} P_{N} u(t) = \chi^t_{N} P_{N} u(t) + \chi^t_{N} P^+_N u(t)$$
and using the standard Duhamel formula for $P_N^+u(t)$ and the reduced Duhamel formula for $P_N^+u(t)$ (see Corollary 3.4). This and a change of variables leads to

$$
\chi_1^c P_N u(t) = \chi_1^c P_N^+ e^{it\Delta} u_0 - i \chi_1^c \int_0^t P_N^+ e^{i\tau \Delta} F(u(t - \tau)) \, d\tau
$$

(5.4)

$$
+ i \chi_1^c \int_0^{\infty} P_N^+ e^{-i\tau \Delta} F(u(t + \tau)) \, d\tau,
$$

(5.5)

where the final integral is interpreted as a weak $L^2$ limit. The linear evolution term is controlled by the first term on the right-hand side of (5.3), and hence it suffices to consider the integral terms. We focus on treating the term in (5.5), as the remaining term may be handled in the same fashion.

We begin by splitting

$$
(5.5) = i \chi_1^c \int_0^{N-1} P_N^+ e^{-i\tau \Delta} F(u(t + \tau)) \, d\tau
$$

(5.6)

$$
+ i \chi_1^c \int_{N-1}^{\infty} P_N^+ e^{-i\tau \Delta} \chi_{iN} F(u(t + \tau)) \, d\tau
$$

(5.7)

$$
+ i \chi_1^c \int_{N-1}^{\infty} P_N^+ e^{-i\tau \Delta} \chi_{2N} F(u(t + \tau)) \, d\tau.
$$

(5.8)

We first estimate using Strichartz, Hölder, Bernstein, the fractional chain rule, and Sobolev embedding to obtain

$$
\| (5.6) \|_{L^2} \leq \| P_N F(u) \|_{L^1_t L^2_x([t, t + N^{-1}] \times \mathbb{R}^2)}
$$

$$
\leq N^{-\frac{1}{2}} \| \| \| F(u) \|_{L^2_t L^2_x} \|
$$

$$
\leq N^{-\frac{1}{2}} \{ \| u \|_{L^\infty_t L^2_x} \| \| \| \| u \|_{L^\infty_t L^4_x} \| \| \| \| \| u \|_{L^\infty_t L^6_x} \| \| \| \| \| u \|_{L^\infty_t L^10_x} \| \}
$$

$$
\leq N^{-\frac{1}{2}} \{ \| u \|_{L^\infty_t H^1_x} + \| u \|_{L^\infty_t H^5_x} \} \leq N^{-\frac{1}{2}},
$$

which is acceptable.

We turn to (5.7). We claim that by the kernel estimates in Lemma 5.4, we have

$$
\left| \chi_1^c P_N^+ e^{-i\tau \Delta} \chi_{iN} \right| (x,y) \leq \frac{N^2}{(N^2 \tau)^{50} \langle N|x - y\rangle^{50}} \quad \text{for} \quad \tau \geq N^{-1}.
$$

Indeed, it suffices to observe that we have the bounds

$$
\langle N^2 \tau + N|x| - N|y| \rangle \geq \max\{N^2 \tau, \langle N|x - y\rangle \}
$$

in this regime. Thus by Young’s convolution inequality and Sobolev embedding, we obtain
which is acceptable.

Finally, we turn to (5.8). We begin by writing

\[
\chi_{\mathcal{N}_t}^\varepsilon F(u) = \chi_{\mathcal{N}_t}^\varepsilon F\left(\chi_{\mathcal{N}_t}^\varepsilon u\right)
\]

and then further decomposing in frequency, leading to

\[
(5.8) = i \int_{N-1}^{\infty} P_s^N e^{-it\Delta} \chi_{\mathcal{N}_t}^\varepsilon P > N \chi_{\mathcal{N}_t}^\varepsilon F(\chi_{\mathcal{N}_t}^\varepsilon u(t + \tau)) \, d\tau
\]

\[
+ i \int_{N-1}^{\infty} P_s^N e^{-it\Delta} \chi_{\mathcal{N}_t}^\varepsilon P > N \chi_{\mathcal{N}_t}^\varepsilon F(\chi_{\mathcal{N}_t}^\varepsilon u(t + \tau)) \, d\tau.
\]

To estimate (5.9), we utilize the mismatch estimates in Lemma 5.2. This yields

\[
\| (5.9) \|_{L^2} \leq \int_{N-1}^{\infty} (N^2 \tau)^{-50} \| F(u(t + \tau)) \|_{L^2} \, d\tau
\]

\[
\leq N^{-51} \{ \| u \|_{L^3_t L^3_x}^3 + \| u \|_{L^5_t L^5_x}^5 \} \leq N^{-51},
\]

which is acceptable.

Finally, we turn to (5.10). Observing that

\[
\| \chi_{\mathcal{N}_t}^\varepsilon u \|_{L^\infty_t H^1_x} \leq \| u \|_{L^{\infty}_t H^1_x} \leq 1,
\]

we use Lemma 5.3, Bernstein, the chain rule, radial Sobolev embedding to estimate

\[
\| (5.10) \|_{L^2} \| \leq \| |x|^{-\frac{1}{2}} \chi_{\mathcal{N}_t}^\varepsilon P > N \chi_{\mathcal{N}_t}^\varepsilon F(\chi_{\mathcal{N}_t}^\varepsilon u(\cdot + t)) \|_{L^\frac{4}{3}(\mathbb{R}^3 \times \mathbb{R}^3)}
\]

\[
\leq \| (N\tau)^{-\frac{1}{2}} \chi_{\mathcal{N}_t}^\varepsilon u(\cdot + t) \|_{L^\frac{4}{3}(\mathbb{R}^3 \times \mathbb{R}^3)}
\]

\[
\leq N^{-\frac{3}{2}} \| \chi_{\mathcal{N}_t}^\varepsilon u(\cdot + t) \|_{L^\frac{4}{3}(\mathbb{R}^3 \times \mathbb{R}^3)} \| \chi_{\mathcal{N}_t}^\varepsilon u(\cdot + t) \|_{L^\frac{4}{3}(\mathbb{R}^3 \times \mathbb{R}^3)}
\]

\[
\leq N^{-1} \| \chi_{\mathcal{N}_t}^\varepsilon u(\cdot + t) \|_{L^\frac{4}{3}(\mathbb{R}^3 \times \mathbb{R}^3)} \| u \|_{L^\infty_t H^1_x} \| u \|_{L^\infty_t L^5_x}^3 + \| u \|_{L^\infty_t H^1_x}^3
\]

\[
\leq N^{-\frac{3}{2}} \{ \| u \|_{L^\infty_t H^1_x}^3 + \| u \|_{L^\infty_t H^1_x}^5 \} \leq N^{-\frac{3}{2}}
\]

which is acceptable. □

Finally, we turn to the proof of Proposition 5.1. In fact, with Lemma 5.5 in place, we can follow rather closely the proof of [21, Theorem 1.11].

**Proof of Proposition 5.1.** Let \( \eta > 0 \). We then let \( N_0 > 0 \) be a large parameter and \( \eta_1 > 0 \) a small parameter to be chosen more precisely below. Using compactness in \( L^2 \), we may find \( C(\eta_1) \) sufficiently large so that
\[ \int_{|x| > C(\eta_1) \lambda(t)} |u(t,x)|^2 \, dx < \eta_1 \quad \text{for all} \quad t \in [0, \infty). \tag{5.11} \]

Setting
\[ R = 2C(\eta_1) \lambda(t), \]
we begin by estimating
\[ \| \mathcal{E}_R \nabla u(t) \|_{L^2} \leq \| P_{\leq N_0} \mathcal{E}_R \nabla u(t) \|_{L^2} + \| P_{> N_0} \mathcal{E}_R \nabla u(t) \|_{L^2}. \tag{5.12} \]

**Low frequencies**

We first estimate the low frequency term, beginning with
\[ \| P_{\leq N_0} \mathcal{E}_R \nabla u \|_{L^2} \leq \| P_{\leq 4N_0} \mathcal{E}_R \nabla [P_{\leq 4N_0} \mathcal{E}_R \nabla u] \|_{L^2} + \| \nabla P_{\leq 4N_0} \mathcal{E}_R \nabla u \|_{L^2} + \| P_{\leq N_0} \mathcal{E}_R \nabla P_{> 4N_0} u \|_{L^2}. \tag{5.13} \]

The first term on the right-hand side of (5.13) is estimated by the mismatch estimates in Lemma 5.2, yielding the bound
\[ \| \mathcal{E}_R \nabla P_{\leq 4N_0} \mathcal{E}_R \nabla u \|_{L^2} \leq R^{-2} N_0^{-1} \leq N_0^{-1}. \]

For the second term on the right-hand side of (5.13), we instead use (5.11) and obtain
\[ \| \nabla P_{\leq 4N_0} \mathcal{E}_R \nabla u \|_{L^2} \leq N_0 \eta_1. \]

Finally, for the third term on the right-hand side of (5.13) we use the mismatch estimates in Lemma 5.2 to obtain
\[ \| P_{\leq N_0} \mathcal{E}_R \nabla P_{> 4N_0} u \|_{L^2} \leq N_0 (N_0 R)^{-2} \leq N_0^{-1}. \]

Putting together the pieces, we obtain
\[ \| P_{\leq N_0} \mathcal{E}_R \nabla u \|_{L^2} \leq N_0^{-1} + \eta N_0. \]

**High frequencies**

For the high frequency term in (5.12), we begin by writing
\[ \| P_{> N_0} \mathcal{E}_R \nabla u \|_{L^2}^2 \leq \sum_{N > N_0} \| P_{N} \mathcal{E}_R \nabla \left[ P_{\leq N/4} + P_{> 4N} \right] u \|_{L^2}^2 + \sum_{N > N_0} \| \mathcal{E}_R \nabla P_{N/4} \leq 4N u \|_{L^2}^2. \tag{5.14} \]

The first term on the right-hand side of (5.14) can be estimated using the mismatch estimates of Lemma 5.2. This yields
\[ \sum_{N > N_0} \| P_{N} \mathcal{E}_R \nabla \left[ P_{\leq N/4} + P_{> 4N} \right] u \|_{L^2}^2 \leq N^{-2} R^{-4} \leq N_0^{-2}. \]

For the second term on the right-hand side of (5.14), we further decompose as
\[ \sum_{N > N_0} \| \mathcal{E}_R \nabla P_{N/4} \leq 4N u \|_{L^2}^2 \leq \sum_{N > N_0/4} \| \mathcal{E}_R \nabla P_{N/2} \leq 2N u \|_{L^2}^2 + \sum_{N > N_0/4} N^2 \| \mathcal{E}_R \nabla P_{N} u \|_{L^2}^2. \tag{5.15} \]

The first term on the right-hand side of (5.15) is amenable to the mismatch estimate in Lemma 5.2. In particular,
\[
\sum_{N> N_0/4} \| \mathcal{P}_N \nabla P_N u \|_{L^2} \leq N^{-2} R^{-4} \leq N_0^{-2}.
\]

Finally, for the second term on the right-hand side of (5.15), we appeal to the frequency decay estimate, Lemma 5.5 to obtain

\[
\sum_{N> N_0/4} N^2 \| \chi_{N/2}^c P_N u \|_{L^2} \leq \sum_{N> N_0/4} N^2 \| P_N u_0 \|_{L^2} + \sum_{N> N_0/4} N^{-2/5} \leq \| P_{> N_0/4} \nabla u_0 \|_{L^2} + N_0^{-2/5}.
\]

Putting together all the pieces (including the low frequencies), we obtain

\[
\| \chi_R^c \nabla u(t) \|_{L^2} \leq \| P_{> N_0/4} \nabla u_0 \|_{L^2} + N_0^{-1/5} + \eta_1 N_0.
\]

Thus, choosing \( N_0 = N_0(\eta, u_0) \) sufficiently large and \( \eta_1 = \eta_1(N_0, \eta) \) sufficiently small, we obtain the desired estimate

\[
\| \chi_R^c \nabla u(t) \|_{L^2} \leq \eta \quad \text{for all} \quad t \geq 0, \quad \text{where} \quad R = 2C(\eta_1) \lambda(t).
\]

\[
6. \textbf{Proof of the main result}
\]

Finally, we turn to the proof of Theorem 1.1.

\textbf{Proof of Theorem 1.1.} If Theorem 1.1 fails, then we may find a solution \( u \) as described in Proposition 3.1. In particular, \( u \) is pre-compact in \( L^2 \) modulo its scale function \( \lambda(t) \).

Now let \( \eta > 0 \). By Proposition 5.1, we may choose \( C = C(\eta) > 0 \) large enough that

\[
\sup_{t \in [0, \infty)} \left[ \frac{1}{2} \left| 1 - \chi_{C\lambda(t)} \right| \nabla u(t, x) \right|^2 dx < \eta.
\]

On the other hand, appealing to Proposition 4.1, we may find a sequence \( t_n \to \infty \) so that

\[
\limsup_{n \to \infty} \int \left[ \frac{1}{2} \chi_{C\lambda(t_n)} \left| \nabla u(t_n, x) \right|^2 - \frac{1}{4} |u(t_n, x)|^2 + \frac{1}{6} |u(t_n, x)|^6 \right] dx \leq 0.
\]

Combining the previous two displays and using the conservation of energy, we obtain

\[
E(u) = \limsup_{n \to \infty} E(u(t_n)) \leq \eta.
\]

As \( \eta > 0 \) was arbitrary, we conclude \( E(u) \leq 0 \). As this contradicts (1.7), we complete the proof of Theorem 1.1. \( \square \)
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