A deterministic code for transcription factor-DNA recognition through computation of binding interfaces
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ABSTRACT

The recognition code between transcription factor (TF) amino acids and DNA bases remains poorly understood. Here, the determinants of TF amino acid-DNA base binding selectivity were identified through the analysis of crystals of TF-DNA complexes. Selective, high-frequency interactions were identified for the vast majority of amino acid side chains (‘structural code’). DNA binding specificities were then independently assessed by meta-analysis of random-mutagenesis studies of Zn finger-target DNA sequences. Selective, high-frequency interactions were identified for the vast majority of amino acid side chains (‘mutagenesis code’). The structural code and the mutagenesis code were shown to match to a striking level of accuracy ($P = 3.1 \times 10^{-33}$), suggesting the identification of fundamental rules of TF binding to DNA bases. Additional insight was gained by showing a geometry-dictated choice among DNA-binding TF residues with overlapping specificity. These findings indicate the existence of a DNA recognition mode whereby the physical-chemical characteristics of the interacting residues play a deterministic role. The discovery of this DNA recognition code advances our knowledge on fundamental features of regulation of gene expression and is expected to pave the way for integration with higher-order complexity approaches.

INTRODUCTION

The basic determinants of the binding of transcription factor (TF) amino acid (AA) side chains to target DNA sequences remain poorly understood (1–7). Multiple mechanisms of DNA sequence recognition have been recognized, which include cooperative binding, cofactor recruitment, DNA kinking and bending, flanking DNA sequence recognition (8), DNA methylation (5), allosteric effects (1–7,9), binding synergy through repeat symmetry (10), indirect TF-DNA interactions (11), induced folding of intrinsically disordered regions, dynamic recognition of TF target DNA sequences (12) and higher order assembly of enhancer sequences (13).

Taken together, these findings have led to the concept that TF bind DNA through intricate, interactive contacts, which are not amenable to simple ruling (14–19). Discrepancies between TF AA-DNA base interaction models (1,20–23) and their weak predictive power (15,16,19,24,25) supported this skeptical point of view. Consistent, genome-wide analyses have rarely identified statistically over-represented motif syntax rules, questioning whether they indeed exist and whether they impose evolutionary constraints on regulatory elements function (13,26).

Never the less, pivotal studies, including chromatin immunoprecipitation coupled to sequencing (ChIP-seq), succeeded in identifying discrete elements of TF-DNA recognition processes (8,27). Single-base resolution was then achieved by in vitro TF-DNA arrays (28,29), SELEX (30) and SNP-SELEX-based approaches (27), suggesting shared underlying principles in TF recognition of target DNA sequences. Still, these remained incompletely understood, and the existence of a deterministic TF-DNA recognition code remained unclear (31,32).

In this work we challenged a model of deterministic binding between TF-AA and DNA bases. To explore such TF-DNA recognition code, we devised converging strategies for identifying determinants of TF AA-DNA base binding selectivity. The TF that uses an α-helix for major groove DNA recognition (for the sake of simplicity these will be called
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‘α-helix TF’) comprises the largest TF subset (21,25,33) and has been suggested to play a pivotal evolutionary role in the shaping of the genetic code (see (34) for structural and thermodynamic arguments in favor of this model). Several α-helix TF-DNA complex structures have been solved to high resolution (https://www.rcsb.org/), allowing to perform a broad analysis of crystals of TF-DNA complexes. Computation of the TF-DNA binding interfaces was thus utilized to identify protein-DNA non-bonded contacts (hydrogen bonds, Van der Waals interactions, hydrophobic bonds and salt bridges). Selective, high-frequency interactions were identified for the majority of AA side chains (‘structural code’). An entirely independent strategy was devised to challenge this TF-DNA interaction code, via meta-analysis of random-mutagenesis studies of Zn fingers and DNA target sequences. This led to identify TF-DNA interaction determinants in vitro, through the recognition of high-affinity-binding AA-DNA base pairs (‘mutagenesis code’). The structural code and the mutagenesis code were here shown to match to a striking level of accuracy. These findings indicated the existence of a DNA recognition mode whereby the physicochemical characteristics of the interacting residues play a key deterministic role. This TF AA-DNA base-binding alphabet was shown to possess a broad, TF class-independent validity, providing the fundamentals for defining the mechanisms of DNA recognition by TF.

MATERIALS AND METHODS

Protein-DNA crystal structures

Protein-DNA complexes of eukaryotic α-helix TF that had been crystallized and solved with a resolution of ≤3 Å (http://www.rcsb.org/) were analyzed (Figure 1 and Supplementary Table S1A). Duplicate structures were excluded. In the case of multimeric structures comprising identical cells, only a single cell was taken into account, to prevent bond-counting bias, i.e. repetitive counting of identical bonds occurring in identical structures. Subsets of higher resolution TF-DNA crystals were separately analyzed, using resolution thresholds of ≤2.5 Å or of ≤2 Å, respectively (Supporting Information, Supplementary Tables S2–S4). Co-crystal structures were displayed with Swiss-PdbViewer (https://spdbv.vital-it.ch/) or RasMol (http://rasmol.org/). RasMol and Raster3D (http://www.bmsc.washington.edu/raster3d/) (35) were utilized for computer graphics. Structure analysis was performed on a Silicon Graphics Octane r12000 workstation.

Identification of protein-DNA contacts

Non-bonded interactions in protein-DNA complexes were identified in TF-DNA interfaces (22) (http://www.rcsb.org/) (84 structures, training dataset). A validation dataset was utilized that contained independent PDB entries (44 structures) (Supplementary Table S1A).

The HBPLUS program (https://www.ebi.ac.uk/thornton-srv/software/HBPLUS/) (22,36) was used to locate specific proximal donor and acceptor atom pairs and to calculate theoretical parameters fitting distinct bond types.

Hydrogen-bond donor and acceptor atom pairs were identified as described (22). Donor-acceptor atoms angle values were accepted between 180°, which is the optimal hydrogen-bond geometry, and 90°, which is the minimal threshold for hydrogen-bond occurrence. Maximum-distance thresholds were adopted of 2.5 Å between hydrogen-acceptor atoms and of 3.25 Å for donor-acceptor atoms.

Van der Waals forces vary with the inverse of the sixth power of the distance between the interacting atoms. Following the procedures described in the Results section, Van der Waals contacts were defined as all contacts between atoms not involved in hydrogen bonds that were <4 Å apart (Supplementary Table S2A).

Electrostatic interactions vary inversely with the square of the distance, and are difficult to calculate at a whole-structure level. Juxtaposed opposite charges (e.g. Arg NH2(+) and (–)P groups) were identified as clear interactions of this type.

Hydrophobic interactions depend on the increase in entropy gained by the removal of a hydrophobic surface from ordered solvating water, and as such they are difficult to be explicitly computed (37). Clear hydrophobic interactions were identified as contacts between hydrophobic side chains and the methyl group of thymines.

HBPLUS generated *_nb2 files (non-bonded contacts) and *_hb2 files (hydrogen bonds). Graphical 2D representations of the HBPLUS *_hb2 and *_nb2 outputs were generated with NUCPLOT (36) (Supplementary Table S2). Bond length thresholds were implemented in the NUCPLOT analyses. NUCPLOT 2D graphics were generated for all TF AA-DNA co-crystals (https://github.com/marco-terrotola/TF-finder/branches).

Non-bonded contact assessment

Non-bonded contacts in each structure were quantified upon normalization, whereby each DNA-binding AA received a score of 1.00. If a single AA residue bound more than one structure, a fractional score was attributed to each interaction (e.g., if an AA bound one base, one sugar moiety and one phosphate group a score of 0.33 was assigned to each one of the three contacts). TF AA contacts to the target DNA bases in 5′, mid, 3′ positions were separately compiled. Contacts of ZnCoS AA in position 2 were compiled together with those in position 3 (38). A similar convention was used for HTH. Zipper-type TF interact with DNA over four turns of an α-helix versus the three of ZnCoS and HTH. For ease of comparison, the two middle DNA bases and the corresponding AA contacts in leucine zippers were grouped into the ‘mid’ position (Supplementary Tables S3 and S4).

Zn finger mutagenesis studies meta-analysis

A meta-analysis of the listed Zn finger mutagenesis studies (38–44) was performed (training dataset). The largest single study (45) was not included in the meta-analysis and was used as a test dataset. A normalized score system was devised that followed the same rationale as for the TF-DNA
Figure 1. Structure of the α-helix TF. Beta-beta-alpha Zn finger (1ubd; YY1 Zn finger domain) (top); HTH (1hdd; Engrailed homeodomain) (mid); leucine zipper (1nkp; Max BHLHZ region) (bottom). Full-length DNA-binding α-helices (in blue) are shown as ribbon diagrams. Side views of the DNA-binding α-helix are shown in the right panels. Straight-on views (left) demonstrate contacts to the DNA bases (red) and to the backbone (yellow). Orange sphere (top, left): coordinating Zn atom. Figures were generated with Raster 3D - Molscript.

structures. Each Zn finger mutant residue that bound (corresponded to) a single DNA base received a score of 1.00. If an AA bound more than one base, a fractional score was computed (e.g. if an AA bound three bases, each interaction received a score of 0.33). If a quantitative analysis was available, e.g. if the relative strength of binding to different residues was quantified, the score unit was subdivided accordingly (e.g. if an AA bound two different bases, one of them with a 4-fold higher affinity, this received a score of 0.8; 0.2 was attributed to the lower affinity contact). Matrices of TF AA-DNA base contacts were constructed for each independent mutagenesis study; all-inclusive matrices of position-specific and overall contacts were subsequently compiled (Supplementary Table S4).

DNA bases nearest-neighbor analysis

The observed distribution of bases in TF target sequences was described according to absolute occurrence and relative frequency of individual bases (Supplementary Tables S5 and S6). Expected distributions were computed as the product of observed frequencies of two neighboring bases, under the assumption of random association between pairs of adjacent bases. Comparative observed distributions of (unordered) pairs of bases in the TF target sequences are presented in Supplementary Table S6Di. Overall observed/expected distributions were computed by averaging Zn finger, HTH, leucine zipper frequencies, under the assumption of equal contribution by each TF-DNA structure datasets (Supplementary Table S6 Dii 'overall').
Statistical analysis

If contacts between individual AA and the four DNA bases were random, one would expect 25% of AA contacts to each DNA base. This was assumed as the null hypothesis in Fisher exact test analysis of TF AA-DNA base binding distributions in TF-DNA structures and in Zn finger mutants. The probability of distribution homogeneity was assessed by $\chi^2$ analysis. Normalized scores were rounded-up to full-digits for comparisons. The top-scoring contact pair frequencies in the different TF classes were compared using a one-tailed Fisher exact test. Combinatorial analysis was utilized to quantify the probabilities of random occurrence of series of top-scoring contact pairs across the different TF classes.

RESULTS AND DISCUSSION

Position weight matrix models of TF AA-DNA base contacts

DNA-binding motifs in TF are typically identified according to position weight matrix (PWM) models of over-represented sequence/position-matching AA (4). Whenever such PWM are utilized for TF-binding specificity description (46), analysts implicitly assume independent binding of individual AA to DNA bases, and additive effects on TF-DNA recognition (4).

We attempted this approach on TF-DNA structures for which co-crystals were available (Supplementary Table S1A). PWM allowed to identify distinct features, e.g. the well-known high frequency binding of Arg to G bases and the prevalence of DNA-binding sites at positions -1, +2-3, +6–7 of the DNA binding α-helix, together with degenerate binding to neighbouring bases (Supplementary Table S1B). However, limited additional information could be gathered, consistent with previous analyses (27).

Comparison with actual bonds, as obtained from the analysis of TF-DNA structures, revealed massive divergence of PWM from accurate descriptions. As an example, PWM analysis of the laay TF-DNA structure (Supplementary Table S1B) failed to reveal 9 instances of actual bonds (T156 to C3, F144 to T5, I128 to G6, R103 to G8, F118 to G8, E121 to C9, D120 to C53, D176 to C59, K179 to C57). Further, PWM predicted R180 to bind G2 but not G8, E121 to C9, D120 to C53, D176 to C59, K179 to C57. Corresponding findings were obtained for the other TF-DNA structures analyzed (Supplementary Table S1B). These findings indicated that co-crystal structure analysis provided much more powerful/higher resolution data than PWM modeling.

TF-DNA contacts in 3D structures of TF-DNA complexes

Consistent with previous findings (1,7,28,47–49), our results indicated reliable predictions of TF-DNA bonds using physico-chemical features of TF contacts with DNA. Hence, we went on to analyze the 3D structure of TF-DNA co-crystals for geometric parameters associated to non-covalent bonds (16,22,23,39–45,50–52).

Selection of protein-DNA co-crystals

Protein-DNA complexes of eukaryotic α-helix TF (2) (Figure 1 and Supplementary Movie S1), that were solved at a resolution of better than 3 Å, were selected (Protein Data Bank, https://www.rcsb.org/). To prevent statistical bias from inclusion of multiple identical structures, the study design required a minimum of one AA/DNA base contact-pair difference among TF-DNA complexes that were included in the analysis (Supplementary online material). Besides improving the robustness of cumulative binding data, by avoiding repetitive counting of identical bonds in identical structures, this ‘one-AA difference’ allowed to assess the existence of cooperative effects in DNA recognition by neighboring AA, e.g. via di-nucleotide alphabets (8,53) (see below).

Identification of DNA-protein contacts

TF-DNA bonds, such as hydrogen bonds, Van der Waals, electrostatic and hydrophobic interactions, were systematically identified in the selected TF-DNA co-crystal structures (22,36).

Hydrogen-bond donor and acceptor atom pairs were identified first, utilizing the set of parameters described in the Experimental Procedures. Distance thresholds were adopted of 2.5 Å between hydrogen-acceptor atoms and of 3.25 Å for donor-acceptor atoms. Donor-acceptor atom angle values were accepted when comprised between 90° and 180°.

Van der Waals forces, as dipole-dipole interactions, dipole-induced dipole interactions, induced dipole-induced dipole interactions, can act between any two molecules or atoms. This type of force is short-range and varies according to the inverse sixth power of the distance between interacting molecules. Van der Waals bond force has been re-defined by low-temperature atomic force microscopy (54). Such force was found to depend on the radius of interacting atoms and on their molecular context. Thus, for most rigorous parameter settings, we did set to identify Van der Waals bonded contacts over gradients of progressively wider distances between potential interacting atoms, under the expectation that the number of actual contacts would plateau above the highest-energy distance, which was expected to be $\approx 3.8$ Å (Supplementary Table S2A). This was verified across the entire TF-DNA dataset. We thus set to utilize an operational threshold of 4 Å for Van der Waals bond identification.

Electrostatic interactions are long-range forces (55), that follow the Coulomb’s law, whereby the potential bond energy varies inversely versus the distance between opposite charges. Hydrophobic interactions can occur between any residue depending on the increase in entropy gained by the removal of hydrophobic surface area from ordered solvating water. Both electrostatic and hydrophobic interactions are thus inadequately accounted-for by static analyses of TF-DNA crystals, and were restrictively identified as pairs of juxtaposed opposite charged (electrostatic bonds) and as contacts between hydrophobic side chains and thymine methyl groups (hydrophobic contacts) (22,36) (Figure 2).

TF-DNA contacts were searched for in 84 structures in the training dataset and in 44 structures in the test dataset (Supplementary Table S1A). Individual NUCPLOT analyses allowed to identify all non-bonded contacts that followed the ‘structural rules’ defined above, in each of
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Figure 2. Strategy for decoding TF-DNA binding rules. The structure of co-crystals of TF and target DNA was displayed in ribbons and spacefill diagrams using RasMol. The 1lat, glucocorticoid receptor; and 1ubd, YY1 Zn finger, were utilized to exemplify the different types of non-bonded contacts. Hydrogen bonds are in blue-gray. Target DNA bases are in CPK (Corey, Pauling, Kolton; cyan: N, red: O, gray: C; light gray: H). Zn atoms are in magenta. Red oval: parameter ranges for hydrogen bond identification.

the 128 crystal structures analyzed. Individual NUCPLOT graphic outputs (https://github.com/marco-trerotola/TF-finder/branches; an example is presented in Figure 3) were then parsed. TF AA contacts to target DNA bases (5′, 3′ and one/two mid positions) and to ribose and phosphate groups were listed. Each contact was counted as a unit. Fractional scores were attributed to cases of interactions with multiple moieties (bases, ribose, phosphate). A Perl-based software was developed (TF-finder.pl, Supporting Data) (https://github.com/marco-trerotola/TF-finder; Ocean code DOI: 10.24433/CO.6477754.v1) that listed individual bonds as identified in NUCPLOT and collected them in bond classes, according to AA type, target DNA base or ribose or phosphate, and position in the α-helix, for each TF class (Supplementary Tables S3A–C). This allowed to obtain a first comprehensive view of TF-DNA bonds in a large, high-resolution crystal structure dataset.

DNA contacts of Zn-coordinating structures

Zn-coordinating structures (ZnCoS) comprise beta-beta-alpha Zn fingers, hormone-nuclear receptors, loop-sheet-helix and GAL4-type TFs. ZnCoS are the most abundant subset of α-helix TF (21,25). The analysis of 29 high-resolution ZnCoS-DNA complexes demonstrated high TF AA-DNA base specificities. In spite of the different frequency of use of specific AA at different positions in the binding helix, no detectable variation in binding specificity according to position was recorded (Supplementary Table S3A). It should be noted that invariant AA-DNA base specificity was predicted in the case of deterministic recognition of DNA bases by TF AA. Correspondingly predicted was a differential use of specific AA, according to the geometry of the TF-DNA binding interface (see below). Hence, these findings provided a first, key support for the correctness of our model.

Validation of the ZnCoS binding rules in Helix-Turn-Helix (HTH) and leucine zippers

A fundamental issue was if and to what extent the ZnCoS binding rules were valid for other TF classes. Thus, ZnCoS binding specificities were compared with those of HTH and leucine zippers. The large number of analyzed structures that fell within our selection criteria for each TF class (Supplementary Table S1A) allowed to reach high statistical reliability throughout this work.

In spite of the different frequency of utilization of specific AA in DNA contacts across the different TF classes (Supplementary Tables S3A–C), a striking similarity of TF AA-DNA base-binding specificity was observed. Matched top-scoring TF AA-DNA base specificity was observed for 17 out of 19 base-binding AA. The combinatorial by-chance probability for this result was a low $2.1 \times 10^{-22}$.

In addition, in spite of the large number of variables at play ($n = 240$; 20AA*4bases*3 α-helix positions), the binding specificity was equally conserved across different positions in the DNA-binding helix, throughout TF classes (Supplementary Tables S3A–C). The combinatorial probability of a by-chance occurrence of this result was $3.4 \times 10^{-21}$, consistent with a model of deterministic recognition of DNA bases by specific TF AA.

Validation of the TF-DNA binding rules in a test structure dataset

The performance of the TF-DNA binding code was assessed on a test dataset of crystallized TF-DNA complexes. This dataset only included crystal structures that were solved subsequently to those analyzed in the training dataset (21) (Supplementary Tables S3 and S4). Strikingly, all evaluable ZnCoS AA demonstrated conserved binding specificity in the two independent datasets (Supplementary Table S4C), consistent with the identification of fundamental rules of interaction TF with DNA.
Figure 3. DNA-TF interaction diagrams. The example is provided of analysis of the Izaa zinc finger, the murine ZIF268 immediate early gene (KROX-24) TF-DNA co-crystal (2). Two-dimensional diagram schematics of non-bonded contacts at the contacting surfaces of TF-DNA complexes. The HBPLUS program (https://www.ebi.ac.uk/thornton-srv/software/HBPLUS/) (22,36) was used to locate specific proximal donor and acceptor atom pairs. Rendering of HBPLUS non-covalent surface bond analysis was generated with NUCPLOT 2D graphics (36). Chains A (bases 1–11) and B (bases 1–11): target DNA; Chain C (AA 3–87): Zn finger. Backbone sugar and base number, AA number and water molecule numbering are as indicated in the bottom inset.
High-resolution TF-DNA structure analysis

The resolution of TF-DNA crystals affects the accuracy with which residues at the TF-DNA interface are located in space, and this may in turn affect the accuracy of identification of non-bonded contacts (21). Thus, higher resolution structures (<2.5 Å or <2.0 Å) were separately analyzed (Supplementary Table S4A), to assess the performance of the recognition code draft.

The ‘all α-helix’ code performed remarkably well in the high-resolution dataset, with a correspondence of 17 of 18 top scores ($P \leq 5.8 \times 10^{-11}$) and of 7 of 8 ancillary specificities (Supplementary Table S4A), together with an even sharper binding specificity profile. The same trend was maintained in structures with a resolution <2 Å. In spite of the considerably smaller sample size, the binding mode of the latter was found to correspond to the ‘all α-helix’ code in 14 of 15 evaluable cases (top scores: $P \leq 1.5 \times 10^{-8}$) (Supplementary Table S4A), confirming the accuracy of the TF-DNA recognition rules we had identified.

Experimental validation—meta-analysis of Zn finger mutagenesis studies

A formal possibility existed that a systematic bias could be associated with the structure of physiologically relevant TF-DNA pairs. In other words, conserved TF AA-DNA base pairs could be more frequently identified, not because of intrinsic binding propensity, but rather because of selection for a conserved function of specific DNA and TF sequences. We thus devised a totally independent search strategy for assessing selectivity in TF-DNA contacts, through a meta-analysis of large-scale Zn finger mutagenesis studies (Figure 4). The rationale of this approach was that random mutagenesis of both specific DNA and TF sequences would have selected in vitro AA-DNA base matching pairs, that would not depend on the in vivo evolutionary history of the corresponding TF and target DNA. A clear-cut set of TF AA-DNA base contact preferences was expected from the global assessment of mutagenesis studies. This binding profile (‘Zn finger mutagenesis code’) had, then, to be used to validate the ‘TF AA-DNA base structural code’.

Mutagenized Zn finger binding preferences

Large-scale analysis of Zn finger-DNA binding specificities was conducted in several independent studies (16,23,38–45,50–52) (Figure 4). Inclusion criteria in our investigation were defined, according to those adopted in meta-analysis of clinical trial data (56). Main inclusion measures were (i) conduction of random mutagenesis of Zn finger DNA-binding AA, (ii) mutant selection by direct binding to randomized target DNA sequences and (iii) large numbers of selected mutants in each of the studies (≥100) (38–44) (Supplementary Table S5B). This strategy allowed to considerably extend previous attempts (Supplementary Table S5C–E), and to compile a comprehensive binding-specificity matrix of all available mutants ($n = 846$).

Sharp binding preferences of mutagenized residues were identified for 678 mutants (80.1%) (Supplementary Table S5B). This ‘Zn finger mutagenesis code’ was assessed by comparison with additional, independent mutagenesis studies, i.e. (i) a large single study of Zn finger mutagenesis (45) (Supplementary Table S5C) and (ii) a comprehensive dataset of smaller, additional mutagenesis investigations (Supplementary Table S5E). Notably, 13 of 14 evaluable binding specificities were found to correspond to those predicted by the global mutagenesis meta-analysis, thus robustly validating our analytical strategy.

Comparison of the ‘Zn-finger-mutagenesis’ and ‘crystal-structure’ rules

The ‘structure’ code and the ‘mutagenesis’ code were compared and overall fitness measures were computed. A first fitness measure was computed by contrasting the top binding preferences in the ‘structure’ versus ‘mutagenesis’ datasets. A second fitness measure was computed by a systematic comparison of observed versus expected binding profiles across the ‘structure’ and ‘mutagenesis’ datasets.

Remarkably, correspondence of top binding preferences between structure contacts datasets and mutagenized Zn finger data were observed for 14 of 16 evaluable AA ($P \leq 3.7 \times 10^{-7}$) (Table 1, highlighted; Supplementary Table S4C). The two apparent exceptions (Ile and Val) appeared of limited value, as Ile generated just 1.5 total contacts in the mutagenesis studies and the Val binding specificity in mutants corresponds to the second ranking one in α-helix structures. A comparison of binding specificities across subgroups of α-helix structures revealed that the binding preferences of Ser in HTH and leucine zipper structures better fitted those in mutagenized Zn fingers than those in ZnCoS structures (Table 1 and Supplementary Table S4C). As ZnCoS share the same structure as the Zn finger mutants, the better fit of the latter with the HTH and leucine zipper data was far from trivial. Corresponding findings were obtained for Ala, Gly, Leu and Val, indicating shared recognition modes across structures and a global robustness of the derived recognition code.

The ZnCoS ‘structure’ rules were then used to predict the frequency of occurrence of specific TF AA-DNA base pairs in Zn finger mutants (Supplementary Table S5A). Observed versus expected ratios (O/E) indicated the matching of predictions of the mutagenesis code versus those from the structural code, according to the contact distribution profiles in the two datasets. O/E were correctly predicted by the ZnCoS-DNA recognition code, with an average O/E across different AA of 78.1 ± 8.1%. A similar analysis was performed using the ‘all α-helix’ interaction rules. Average O/E of the ‘all α-helix’ code across all AA was 95.7 ± 7.5%, consistent with a better predictive power of the largest dataset-based recognition code (Supplementary Table S5B).

As predicted by a deterministic model of TF AA-DNA base recognition, the binding specificities of Zn finger mutants proved essentially invariant versus position in the α-helix (Supplementary Table S4B). The combinatorial probability of a by-chance occurrence of this match was 8.3 × 10^{-25}.

The binding specificities of the structural code and the mutagenesis code were then compared over the entire datasets. This showed matching of the binding preference profiles of the structural code and the mutagenesis code to a striking level of accuracy ($P = 3.1 \times 10^{-33}$), consistent
with correspondence to fundamental rules of TF binding to DNA bases.

A DNA recognition code

The conserved binding specificities observed across the co-crystallized TF-DNA structures and the contact residue mutagenesis datasets allowed the pooling of all of the corresponding binding data, for an additional refinement of the computed frequencies of TF AA-DNA base-binding pairs (Table 1 and Supplementary Table S4). This AA-DNA base recognition code is graphically presented in Figure 5.

Comparison between the presently derived code with previous seminal studies is presented in Supplementary Table S5C–E. We refer the reader to each instance of comparison for detailed analysis. Briefly, (i) frequent instances, such as G recognition by Arg and C recognition by acidic residues, were identified by essentially all codes; (ii) rare instances of DNA base-TF AA recognition appeared only identifiable in the largest of the datasets analyzed; (iii) binding preferences, i.e. quantitative analysis of ≥ 1 DNA base recognition, were only identifiable in the full, merged datasets of crystal structures and mutagenesis studies we had generated.

Fundamental features of TF binding to DNA

The TF-DNA recognition code we have identified is deterministic in nature. For the sake of clarity, it is worth remarking that recognition of four (4) DNA bases by twenty (20) AA implies that multiple AA can recognize individual DNA bases. Guanine is bound by positively charged Arg, His, Lys, Cytosine is selected for by aspartic and glutamic acid. Adenine is recognized by amide and phenolic groups. Thymine is selected for by multiple AA classes, main among them those of bulky hydrophobic AA, together with those the low-space occupancy (Ala, Gly) and of alcoholic side chains (Ser, Thr, Cys) AA (Supplementary Tables S4 and S5; Figure 5). The methyl group at carbon 5 (C5M) of Thymine plays a key role in AA binding, and 95% of Ala contacts to Thymine occur as hydrophobic contacts to C5M. Reciprocally, of the 51 bonded contacts to the Thymine C5M, two thirds were shown to occur versus hydrophobic AA; 94% of the latter were Val or Ile. The converse was also found to be true, as 100% of Ile and 79% of Val bound Thymine C5M.

A special case is that of Trp, which frequently contacts DNA in HTH. However, in 27 out of 28 instances Trp only contacts the DNA backbone (Supplementary Table S3B). Hence, it appears to have limited DNA base discrimination capacity, rather working as a non-base-specific enhancer of binding of HTH to DNA. Trp can exert contacts to DNA in the bacterial trp repressor/operator complex (57) and in TFIIIA (58). In both cases, Trp only contacts the DNA backbone.

Nearest-neighbor analysis of target DNA bases

Early findings indicated that the vast majority of interactions that occur between a TF and individual DNA bases were independent from each other, and generated additive binding (1,4). However, alternative models of di-nucleotide recognition were proposed (8,53). We thus performed a nearest-neighbor analysis to detect whether preferential association between adjacent DNA bases occurred at TF target sites (28,59).

The observed distribution of the 1110 computed single-base contacts was 239 (21.5%) for A, 301 (27.1%) for T, 339 for G (30.5%), 231 for C (20.8%) (Supplementary Table S6). Predicted occurrences were 25% contacts for each base. Hence, albeit observed values were rather close to the expected value, a larger utilization of purines is suggested to be of functional value.

Expected values of di-nucleotides in DNA target sequences were then estimated under the assumption of random pairwise association. Observed values of contacted
Table 1. DNA bases recognized by transcription factor residues

| Alk | E | A | T | C | sum | P values |
|-----|---|---|---|---|-----|----------|
| Zac | 1 | 1 | 0 | 0 | 9 | 0.00076 |
| Zac | 1 | 0 | 0 | 0 | 0 | 0 |
| HTH | 1 | 0 | 0 | 0 | 0 | 0 |
| HTH | 1 | 0 | 0 | 0 | 0 | 0 |
| Zac | 1 | 0 | 0 | 0 | 0 | 0 |
| Zac | 0 | 0 | 0 | 0 | 0 | 0 |
| HTH | 1 | 0 | 0 | 0 | 0 | 0 |
| HTH | 1 | 0 | 0 | 0 | 0 | 0 |
| Zac | 1 | 0 | 0 | 0 | 0 | 0 |
| Zac | 0 | 0 | 0 | 0 | 0 | 0 |
| HTH | 1 | 0 | 0 | 0 | 0 | 0 |
| HTH | 1 | 0 | 0 | 0 | 0 | 0 |

Table 1 reports the absolute numbers of TF AA-DNA base contacts identified in comprehensive analyses of TF-DNA crystals (lines 1-4), mutagenesis studies (line 5) and in the all-comprehensive meta-analysis (line 6).

a. ZnCos structures, HTH structures, Leu-zip: leucine zipper structures; α-helix: sum of ZnCoS, HTH and leucine zipper contacts; Mutant: mutagenized Zn fingers; All: sum of α-helix and mutagenized Zn finger AA-DNA base contacts.

b. Table 1 reports the absolute values of TF AA-DNA base contacts.

c. Top-scoring contacts across different TF classes are highlighted in yellow; light-yellow highlights indicate weaker correlations.

d. Probability of distribution homogeneity, χ² analysis.
Figure 5. TF-DNA binding code. Weblogo (http://weblogo.berkeley.edu) (60) of the binding frequencies of amino acids (bottom) to DNA bases (top, in color). The font size of the target DNA base is proportional to the corresponding binding frequency.

DNA di-nucleotides were subsequently assessed. The distribution of the 104 (unordered) pairs of contacted DNA bases observed in leucine zippers is shown in Supplementary Table S6A. Those for HTH and ZnCoS are presented in Supplementary Tables S6B and S6C, respectively.

Observed versus expected distributions of adjacent di-nucleotides are contrasted in Supplementary Table S6D. This indicated vast correspondence of observed versus expected di-nucleotides as predicted from single-base frequencies (Supplementary Table S6Dii, ‘Overall’). These findings strongly supported TF recognition of single-nucleotides, as independent target bases, rather than of di-nucleotides (8,53). However, we noticed a few instances of deviation from expected frequencies. The largest ones were shown by the adenine/cytosine pair of adjacent bases, which showed an increase in observed frequency by 27% versus the expected value, and by the Adenine/Guanine pair, which showed a 31% decrease versus the expected value (Supplementary Table S6Dii, ‘Overall’).

TF AA-DNA base binding geometry

The nearest-neighbor analysis supported a model of deterministic TF AA recognition of target DNA via a one-base alphabet. However, the few instances of deviation from expected frequencies suggested that additional factors were at work. As noted above, the binding specificity of TF AA did not vary according to position in the binding helix, whether in co-crystallized structures (Supplementary Table S4A) or in Zn finger mutants (Supplementary Table S4B). On the other hand, different AA recognizing the same base were used at vastly different frequency at different positions in the DNA-binding α-helix (Supplementary Tables S4A–C). As selection of a specific DNA base can be achieved by more than one AA, and individual AA present with distinct side chain length and volume, this suggested mechanisms of ‘choice’ between iso-binding AA. The broadest instance appeared that of recognition of Thymine, which is achieved by a large set of different AA. We thus hypothesized that Thymine could be recognized by best-fitting AA, as allowed by the geometry of the other residues in the DNA-binding triplet.

We assessed the predictive power of this model. Among Thymine-binding AA, Ala possesses the shortest side chain. Hence, Ala was expected to be preferentially placed in the center of TF DNA-binding triplets, and to be flanked by AA with longer side chains (Supplementary Table S7B). This was shown to be true in 9 of 12 evaluable cases (75%), versus the expected 33%, if Ala occurrence was dictated by chance alone.

Zn finger mutagenesis studies provided an unbiased test of the ‘geometry-driven’ model of ‘choice’ of specific AA at specific positions in the DNA-binding AA triplet. We thus screened Zn finger mutagenesis studies for DNA sequences, that were expected to require the binding of AA side chains of different length. A distinct experimental set was provided by recognition of target GXG DNA sequences. Analysis of GCG versus GTG DNA target sequences in mutagenized structures led to identify Arg-Glu-Arg for GCG and Arg-Ala-Ser for GTG contacts (45). Both sets of contacts fulfil the DNA binding code rules. However, the short side chain of Ala brings the TF much closer to Thymine in the GTG sequence and leads to recognition of the 3′ G by the shorter Ser side chain (Supplementary Table S7B), suggesting a wedge-like shape of the DNA-binding TF surface.

We went on to validate this model in co-crystals of GCG- or GTG-binding TF (Figure 6A) (60–62). A Zif 268 variant (1alg) and the interferon regulatory factor 2 (2irf) were identified, that bound GCG or GTG, respectively. In the case of the Zif 268 variant, the long side chain of the central Glu (Figure 6A) allows to host Arg both upstream and downstream, and to have the Arg side chains in extended conformation (Supplementary Table S7B). On the other hand, a central Ala residue in the IRF 2 HTH induces a much closer contact of the TF α-helix to the DNA (Figure 6B). This constrains the upstream Arg to a less extended conformation and obliges to the presence of a flexible down-
Figure 6. Steric constraints on TF binding to DNA. (A) Zn finger Zif 268 variant / target DNA complex (1a1g) (61). Magenta dotted line: hydrogen bond between Glu177 and C. Zn: coordinating Zn atom (magenta). (B) HTH Interferon regulatory factor 2 / target DNA complex (2irf) (62). Magenta dashed line: hydrophobic contact between Ala279 and T. Figures were generated with RasMol. TF are in Strands diagrams.

Hence, both the mutagenized TF and crystallized structure data support the notion that best-fitting side chain geometries of DNA binding-AA play a role in dictating preferences among ‘iso-binding’ AA.

CONCLUSIONS

Complex modes of DNA sequence recognition have been proposed, that include cooperative binding, flanking DNA sequence recognition (8,10), dependence on DNA structure (1–7,9), induced folding of TF domains and dynamic recognition of target DNA sequences (12). However, fundamental knowledge on the basic affinity of individual AA for target DNA bases remained missing.

Our findings fill-in this gap, through large-scale, unbiased analyses AA-DNA bases contacts in TF/DNA co-crystals, with orthogonal validation through meta-analysis of random mutagenesis studies of TF AA and target DNA sequences.

These findings provide novel insight into the fundamental rules of binding of individual TF AA and target DNA bases, and identify a deterministic code of TF-DNA recognition. The broad, TF class-independent validity of this TF AA-DNA base recognition code, supports the identification of fundamental mechanisms of DNA recognition by TF. Novel understanding of processes of regulation of gene expression may potentially be reached from using the fundamental rules we have identified, together with integration with higher-order complexity approaches for recognition of target DNA sequences.
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