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ABSTRACT

We study the statistical properties of an estimator derived by applying a gradient ascent method with multiple initializations to a multi-modal likelihood function. We derive the population quantity that is the target of this estimator and study the properties of confidence intervals (CIs) constructed from asymptotic normality and the bootstrap approach. In particular, we analyze the coverage deficiency due to finite number of random initializations. We also investigate the CIs by inverting the likelihood ratio test, the score test, and the Wald test, and we show that the resulting CIs may be very different. We propose a two-sample test procedure even when the maximum likelihood estimator is intractable. In addition, we analyze the performance of the EM algorithm under random initializations and derive the coverage of a CI with a finite number of initializations. Supplementary materials for this article are available online.

1. Introduction

Many statistical analyses involve finding the maximum of an objective function. The maximum likelihood estimator (MLE) is the maximum of the likelihood function. In variational inference (Blei, Kucukelbir, and McAuliffe 2017), the variational estimator is constructed by maximizing the evidence lower bound. In regression analysis, we estimate the parameter by minimizing the loss function, which is equivalent to maximizing the negative loss function. In nonparametric mode hunting (Parzen 1962; Romano 1988a, 1988b), the parameter of interest is the location of the density global mode; therefore, we are finding the point that maximizes the density function.

Each of the above analyses works well when the objective function is concave. However, when the objective function is nonconcave and has many local maxima, finding the (global) maximum can be challenging and even computationally intractable. Moreover, because the computed estimator may not be the actual MLE, the resulting confidence set may not have the nominal coverage.

In this paper, we focus on the analysis of the MLE of a multi-modal likelihood function. Our analysis can also be applied to the examples mentioned before and other types of M-estimators (Van der Vaart 1998). Maximizing a multi-modal likelihood function is a common scenario encountered while we fit a mixture model (Redner and Walker 1984; Titterington, Smith, and Makov 1985). Figure 1 plots the log-likelihood function of a 2-Gaussian mixture model to data generated from a 3-Gaussian mixture model, in which the orange color indicates the regions of parameter space with high likelihood values. There are two local maxima, denoted by the blue and green crosses. The blue maximum is the global maximum. To find the maximum of a multi-modal likelihood function, we often apply a gradient ascent method such as the EM algorithm (Redner and Walker 1984; Titterington, Smith, and Makov 1985) with an appropriate initial guess of the MLE. The right panel of Figure 1 shows the result of applying a gradient ascent algorithm to a few initial points. Each black dot is an initial guess of the MLE, and the corresponding black curve indicates the gradient ascent path starting from this initial point to a nearby local maximum. Although it is ensured that a gradient ascent method does not decrease the likelihood value (when the step size is sufficiently small), it may converge to a local maximum or a critical point rather than the global maximum. For instance, in the right panel of Figure 1, three initial point converges to the green cross, which is not the global maximum. To resolve this issue, we often randomly initialize the starting point (initial guess) many times and then choose the convergent point with the highest likelihood value as the final estimator (McLachlan and Peel 2004; Jin et al. 2016). However, as we have not explored the entire parameter space, it is hard to determine whether the final estimator is indeed the MLE. Although the theory of MLEs suggests that the MLE is a \( \sqrt{n} \)-consistent estimator of the population maximum (population MLE) under appropriate conditions (Titterington, Smith, and Makov 1985), our estimator may not be a \( \sqrt{n} \)-consistent estimator because it is generally not the MLE. \(^1\) The CI constructed from the estimator inherits the same problem; if our estimator is not the MLE, it is unclear what population quantity the resulting CI is covering.

The goal of this article is to analyze the statistical properties of this estimator. Note that we do not provide a solution to resolve the problem caused by multiple local maxima; instead, we attempt to analyze how the local maxima affect the performance

\(^1\) In fact, for a mixture model, the convergence rate could be slower than \( \sqrt{n} \) if the number of mixture \( k \) is not fixed; see, for example, Li and Barron (1999) and Genovese and Wasserman (2000).
of the estimator and the validity of a related statistical procedure. Although this estimator is not the MLE, it is commonly used in practice. To understand what population quantity this estimator is estimating, we study the behavior of estimators obtained from applying a gradient ascent algorithm to a likelihood function that has multiple local maxima. We investigate the underlying population quantity being estimated and analyze the properties of resulting CIs. Specifically, our main contributions are summarized as follows.

**Main Contributions.**

1. We derive the population quantity being estimated by the MLE when the likelihood function has multiple local maxima (Theorems 1 and 2).
2. We analyze the population quantity that a normal CI covers and study its coverage (Theorem 3).
3. We discuss how to use the bootstrap method to construct a meaningful CI and derive its coverage (Theorem 4).
4. We show that the CIs from inverting the likelihood ratio test, score test, and Wald test can be different (Section 3.3 and Figure 4).
5. We also discuss how to perform a two-sample test maintaining Type I error when the MLE is intractable (Section 3.4).
6. We analyze the probability that the EM algorithm recovers the actual MLE (Section 4) and study the coverage of its normal CI (Theorem 6).
7. We apply our developed framework to investigate the old faithful dataset (Section 5).

**Related Work.** The analysis of MLE under a multi-modal likelihood function has been analyzed for decades; see, for example, Redner (1981), Redner and Walker (1984), Sundberg (1974), and Titterington, Smith, and Makov (1985). In the multi-modal case, finding the MLE is often accomplished by applying a gradient ascent method such as the EM-algorithm (Dempster, Laird, and Rubin 1977; Wu 1983; Titterington, Smith, and Makov 1985) with random initializations. The analysis of initializations and convergence of the gradient ascent method can be found in Lee et al. (2016), Panageas and Piliouras (2017), Jin et al. (2016), and Balakrishnan, Wainwright, and Yu (2017). In our analysis, we use the Morse theory (Milnor 1963; Morse 1930; Banagly and Hurtubise 2013) to analyze the behavior of a gradient ascent algorithm. The analysis using the Morse theory is related to the work of Chazal et al. (2017), Mei, Bai, and Montanari (2018), and Chen et al. (2017).

**Outline.** We begin with providing the necessary background in Section 2. Then, we discuss how to perform statistical inference with local optima in Section 3. We extend our analysis to EM algorithm in Section 4. We provide data analysis in Section 5. Finally, we discuss issues and opportunities for further work in Section 6. In the supplementary material, we include a simulation study to investigate the effect of initialization (Section A) and a generalization to mode hunting problem (Section E) and all technical assumptions and proofs (Section G).

## 2. Background

In the first few sections, we will focus on an estimator that attempts to maximize the likelihood function. Let \( X_1, \ldots, X_n \sim P_\theta \) be a random sample. For simplicity, we assume that each \( X_i \) is continuous. In parametric estimation, we impose a model on the underlying population distribution function \( P(\cdot; \theta) \). This gives a parameterized probability density function \( p(\cdot; \theta) \). The MLE estimates the parameter using

\[
\hat{\theta}_{\text{MLE}} = \arg\max_{\theta} \hat{L}_n(\theta) = \arg\max_{\theta} \frac{1}{n} \sum_{i=1}^{n} \log p(X_i; \theta),
\]
which can be viewed as an estimator of the population MLE:
\[ \theta_{\text{MLE}} = \arg\max_{\theta} L(\theta) = \arg\max_{\theta} \mathbb{E}(\log p(X_1; \theta)). \]

When the likelihood function has multiple local modes (maxima), the MLE does not in general have a closed form; therefore, we need a numerical method to find it. A common approach is to apply a gradient ascent algorithm to the likelihood function with a randomly chosen initial point. To simplify our analysis, we study a continuous-time gradient ascent flow of the likelihood function (this is like conducting a gradient ascent with an infinitely small step size). When the likelihood function has multiple local maxima, the algorithm may converge to a local maximum rather than to the global maximum. As a result, we need to repeat the above procedure several times with different initial values and choose the convergent point with the highest likelihood value.

To study the behavior of a gradient ascent flow, we define the following quantities. Given an initial point \( \theta^1 \), let \( \vec{\gamma}_{\theta^1} : \Theta \rightarrow \Theta \) be a gradient flow such that
\[ \vec{\gamma}_{\theta^1}(0) = \theta^1, \quad \vec{\gamma}_{\theta^1}(t) = \nabla L(\theta^1(t)). \]

Namely, the flow \( \vec{\gamma}_{\theta^1} \) starts at \( \theta^1 \) and moves according to the gradient direction of \( \nabla L(\theta^1(t)) \). Different starting points lead to flows that may end at different points.

Because our initial points are chosen randomly, we view these initial points \( \theta^1, \ldots, \theta^M \) as iid draws from distribution \( \vec{\Pi}_n(\cdot) \) (see, e.g., McLachlan and Peel 2004, chap. 2.12.2) that may depend on the original data \( X_1, \ldots, X_n \). The number \( M \) denotes the number of the initializations. Later we will assume that \( \vec{\Pi}_n \) converges to a fixed distribution \( \Pi \) when the sample size increases to infinity. Note that different initialization methods lead to a different distribution of \( \vec{\Pi}_n \). As an example, in the Gaussian mixture model, we often draw random points from the observed data as the initial centers of each mixture component. In this case, \( \vec{\Pi}_n \) can be viewed as the empirical distribution function.

By applying the gradient ascent to each of the \( M \) initial parameters, we obtain a collection of stationary points \( \vec{\gamma}_{\theta^1}(\infty), \ldots, \vec{\gamma}_{\theta^M}(\infty) \). The estimator is the one that maximizes the likelihood function so it can be written as
\[ \hat{\theta}_{n,M} = \arg\max_{\theta} \int L_n \left( \vec{\gamma}_{\theta^1}(\infty) \right) \, d\theta. \]

In practice, we often treat \( \hat{\theta}_{n,M} \) as \( \hat{\theta}_{\text{MLE}} \) and use it to make inferences about the underlying population. However, unless the likelihood function is concave, there is no guarantee that \( \hat{\theta}_{n,M} = \hat{\theta}_{\text{MLE}} \). Thus, our inferences and conclusions, which were based on treating \( \hat{\theta}_{n,M} \) as the MLE, could be problematic.

### 2.1. Population-Level Analysis

To better understand the inferences we make when treating \( \hat{\theta}_{n,M} \) as \( \hat{\theta}_{\text{MLE}} \), we start with a population level analysis over \( \hat{\theta}_{n,M} \). The population version of the gradient flow \( \vec{\gamma}_{\theta^1}(t) \) starting at \( \theta^1 \) is a gradient flow \( \gamma_{\theta^1}(t) \) such that
\[ \gamma_{\theta^1}(0) = \theta^1, \quad \gamma_{\theta^1}(t) = \nabla L(\theta^1(t)). \]

**Algorithm 1** Gradient ascent with random initialization

1. Choose \( \theta^1 \) randomly from a distribution \( \vec{\Pi}_n \).
2. Starting with \( \theta^1 \), apply a gradient ascent algorithm to \( \vec{\gamma}_{\theta^1}(t) \) until it converges. Let \( \vec{\gamma}_{\theta^1}(\infty) \) be the stationary point.
3. Repeat the above two steps \( M \) times, leading to
   \[ \vec{\gamma}_{\theta^1}(\infty), \ldots, \vec{\gamma}_{\theta^M}(\infty). \]
4. Compute the corresponding log-likelihood value of each of them:
   \[ \vec{L}_n(\vec{\gamma}_{\theta^1}(\infty)), \ldots, \vec{L}_n(\vec{\gamma}_{\theta^M}(\infty)). \]
5. Choose the final estimator as
   \[ \hat{\theta}_{n,M} = \arg\max_{\theta} \vec{L}_n(\vec{\gamma}_{\theta^1}(\infty)) \quad : \ell = 1, \ldots, M. \]

The destination of this gradient flow, \( \gamma_{\theta^1}(\infty) = \lim_{t \rightarrow \infty} \gamma_{\theta^1}(t) \), is one of the critical points of \( L(\theta) \).

For a critical point \( m \) of \( L \), we define the basin of attraction of \( m \) as the collection of initial points where the gradient flow converges to \( m \):
\[ A(m) = \{ \theta \in \Theta : \gamma_{\theta^1}(\infty) = m \}. \]
Namely, \( A(m) \) is the region where the (population) gradient ascent flow converges to critical point \( m \).

Throughout this article, we assume that \( L \) is a Morse function and \( L \) has a continuous second derivatives. That is, critical points of \( L \) are nondegenerate (well-separated). By the stable manifold theorem (e.g., Theorem 4.15 of Banyaga and Hurtubise 2013), \( A(m) \) is a \( k \)-dimensional manifold, where \( k \) is the number of negative eigenvalues of \( H(m) \), the Hessian matrix of \( L(\cdot) \) evaluated at \( m \). Thus, the Lebesgue measure of \( A(m) \) is nonzero only when \( m \) is a local maximum. Because of this fact, we restrict our attention to local maxima and ignore other types of critical points; a randomly chosen initial point has probability zero of falling within the basin of attraction of a critical point that is not a local maximum when \( \vec{\Pi}_n \) is continuous. Note that a similar argument also appears in Lee et al. (2016) and Panageas and Piliouras (2017). Let \( C \) be the collection of local maxima with
\[ C = \{ m_1, \ldots, m_K \}, \quad L(m_1) \geq L(m_2) \geq \cdots \geq L(m_K), \]
where \( K \) is the number of local maxima. The population MLE is \( m_1 = \hat{\theta}_{\text{MLE}} \).

Figure 2 provides an illustration of the critical points and the basin of attraction. The left panel displays the contour plot of a log-likelihood function. The three solid black dots are the local maxima (\( m_1 \), \( m_2 \), and \( m_3 \)). The three crosses are the critical points, and the empty box indicates a local minimum. In the middle panel, we display gradient flows from some starting points. The right panel shows the corresponding basins of attraction (\( A(m_1) \), \( A(m_2) \), and \( A(m_3) \)). Each color patch is a basin of attraction of a local maximum.

For the \( \ell \)th local maximum, we define the probability
\[ q_{\ell}^T = \int_{\ell} d\Pi(\theta), \]

where \( \Pi(\cdot) \) is the probability distribution function.
where $\Pi$ is the population version of $\hat{\Pi}_n$ (i.e., $\hat{\Pi}_n$ converges to $\Pi$ in the sense of assumption (A4) in the Section D.1, supplementary material). $q^\pi_N$ is the probability that the initialization method chooses an initial point within the basin of attraction of $m_\ell$. Namely, $q^\pi_N$ is the chance that the gradient ascent flow converges to $m_\ell$ from a random initial point. Note that we add a superscript $\pi$ to $q^\pi_N$ to emphasize the fact that this quantity depends on how we choose the initialization approach. Varying the initialization method leads to different probabilities $q^\pi_N$.

We define a "cumulative" probability of the top $N$ local maxima as $Q^\pi_N = \sum_{\ell=1}^{\pi} q^\pi_N$, where $q^\pi_N$ is defined in Equation (2). The quantity $Q^\pi_N$ plays a key role in our analysis because it is the probability of seeing one of the top $N$ local maxima after applying the gradient ascent method with a single initialization. Note that $Q^\pi_1 = Q^\pi_N$ is the probability of selecting an initial parameter value within the basin of attraction of the MLE, which is also the probability of obtaining the MLE with only one initialization. Later we will give a bound on the number of initializations we need in order to obtain the MLE with a high probability (Proposition 1).

Because the estimator $\hat{\theta}_{n,M}$ is constructed by $M$ initializations, we introduce a population version of it. Let $\theta^1_M, \ldots, \theta^K_M \sim \Pi$ be the initial points and let $\gamma_{01}^\ell(\infty), \ldots, \gamma_{0K}^\ell(\infty)$ be the corresponding destinations. The quantity

$$\bar{\theta}_M = \arg\max_{y_{01}^\ell(\infty)} \left\{ L \left( y_{01}^\ell(\infty) \right) : \ell = 1, \ldots, M \right\}$$

is the population analog of $\hat{\theta}_{n,M}$.

Due to the fact that $\bar{\theta}_M$ is constructed by $M$ initializations, it may not be the population MLE $\theta_{MLE}$. However, it is still the best among all these $M$ candidates so it should be one of the top local maxima in terms of the likelihood value. Let $C_N = \{m_1, \ldots, m_N\}$ be the top $N$ local maxima, where $N \leq K$ and $L(m_1) \geq \cdots \geq L(m_N)$. By simple algebra, we have

$$P(\bar{\theta}_M \in C_N) = 1 - P(\bar{\theta}_M \notin C_N) = 1 - (1 - Q^\pi_N)^M.$$

Given any fixed number $N$, such a probability converges to 1 as $M \to \infty$ when $\Pi$ covers the basin of attraction of every local maximum. Therefore, we can pick $N = 1$ and choose $M$ sufficiently large to ensure that we obtain the MLE with an overwhelming probability. However, when $M$ is finite, the chance of obtaining the population MLE could be slim.

To acknowledge the effect from the initializing $M$ times, we introduce a new quantity called the *precision level*, denoted as $\delta > 0$. Given a precision level $\delta$, we define an integer

$$N_{M,\delta}^\pi = \min\{N : (1 - Q^\pi_N)^M \leq \delta\}$$

that can be interpreted as: with a probability of at least $1 - \delta$, $\bar{\theta}_M$ is among the top $N_{M,\delta}^\pi$ local maxima. We further define

$$C_{M,\delta}^\pi = C_{N_{M,\delta}^\pi},$$

which satisfies

$$P(\bar{\theta}_M \in C_{M,\delta}^\pi) \geq 1 - \delta.$$

Namely, with a probability of at least $1 - \delta$, $\bar{\theta}_M$ recovers one element of $C_{M,\delta}^\pi$. We often want $\delta$ to be small because later we will show that common CIs have an asymptotic coverage $1 - \alpha - \delta$ containing an element of $C_{M,\delta}^\pi$ (Section 3.1). If we want to control the Type I error to be, say 5%, we may want to choose $\alpha = 2.5\%$ and $\delta = 2.5\%$.

**Example 1 (Modal regression).** To illustrate the idea, consider a regression problem where we observe $(X_1, Y_1), \ldots, (X_n, Y_n)$ and the goal is to fit a linear model of the conditional mode of $Y$ given $X$. This problem is called linear modal regression (Yao and Li 2014; Chen 2018; Feng et al. 2020). Suppose that our data is generated by the following mixture model (intercept is 0):

$$Y = \theta X + \epsilon, \quad X \sim \text{Uni}[0, 1], \quad \epsilon \sim N(0, 0.05^2).$$

However, $\theta$ is also random such that $P(\theta = 0) = 0.6, P(\theta = 1) = 0.2, P(\theta = 2) = P(\theta = 3) = 0.1$. Namely, it is a mixture of four component regression problem and the left panel of Figure 3 shows a scatterplot of the data. It is known that (Chen 2018) if we are looking for the conditional (global) mode of $Y$ given $X$, we can maximize the following objective function:

$$E_n(\theta) = \frac{1}{nh} \sum_{i=1}^n K \left( \frac{Y_i - \theta X_i}{h} \right).$$
The right panel plots $L_n(\theta)$ when we choose $h = 0.1$ and $K$ to be the Gaussian kernel. The four local modes correspond to the four mixture components. The global mode is $\hat{\theta}_{\text{MLE}} = m_1 = 0$, which corresponds to the component with the highest proportion. There are three other local modes $m_2 = 1, m_3 = 2, m_4 = 3$. The three vertical lines in the right panel indicate the boundaries of basins of attraction of different modes; they correspond to $\theta = 0.62, 1.62, 2.55$. So the basin corresponding to the global mode is $A(m_1) = (-\infty, 0.62)$.

Suppose that we randomly initialize the starting point within $[-1, 4]$ (i.e., $\Pi \sim \text{Unif}[-1, 4]$), then $d_{0.1}^2 = \Pi((-\infty, 0.62)) = 1.62 \times 0.2 = 0.324$ and $d_2^2 = 0.2, d_3^2 = 0.186, d_4^2 = 0.29$. Therefore, we only have around 32% chance of getting the actual maximizer if we only initialize it once. Suppose that $\delta = 1\%$ and we randomly initialize the program four times, we obtain $N_{4,0.01}^2 = 3$ so $C_{4,0.01}^2 = \{m_1, m_2, m_3\}$. To ensure $C_{\pi M,0.01}^2 = \{m_1\}$, we need at least $M = 12$ random initializations (this corresponds to $(1 - 0.324)^{12} \approx 0.0091 < \delta = 0.01$).

The above example is a particularly simple case (one-dimensional so we can clearly see the landscape of the objective function), so we can work out the minimal number $M$ to guarantee a probability of at least $1 - \delta$ of finding the global mode (i.e., $C_{\pi M,\delta}^2 = \{\hat{\theta}_{\text{MLE}}\}$). In Section 3.5, we propose a practical rule of choosing $M$ based on our judgment of the problem. In what follows, we provide a theoretical upper bound of the minimal number using the curvature around the global mode. Let $\nabla_v$ denotes the directional derivative with respect to $v \in S_d$, where $S_d = \{v \in \mathbb{R}^d : ||v|| = 1\}$ is the collection of all unit vectors in $d$ dimensions. When either $M$ or $\delta$ increase, the set $C_{\pi M,\delta}^2$ may shrink. Under smoothness conditions of $L$, a sufficiently large $M$ ensures $C_{\pi M,\delta}^2 = \{\hat{\theta}_{\text{MLE}}\}$ as described in the following proposition.

**Proposition 1.** Assume that $\Theta$ is a compact parameter space. Assume all eigenvalues of $H(\hat{\theta}_{\text{MLE}}) = \nabla^2 L(\hat{\theta}_{\text{MLE}})$ are less than $-\lambda_0$ for some positive constant $\lambda_0$ and

$$\sup_{\theta \in \Theta} \sup_{v_1, v_2, v_3 \in S_d} |\nabla_{v_1} \nabla_{v_2} L(\theta)| < c_3.$$ 

Moreover, assume that $\hat{\theta}_{\text{MLE}}$ is unique within $\Theta$. Then for every $\delta > 0$, $P(C_{\pi M,\delta}^2 = \{\hat{\theta}_{\text{MLE}}\}) \geq 1 - \delta$ when $M \geq \frac{\log(1 - \delta)}{-\lambda_0}$. Where $B(\theta, r) = \{x \in \Theta : ||x - \theta||_2 \leq r\}$ is the ball centered at $\theta$ with a radius $r$.

**Proposition 1** describes a desirable scenario: when $M$ is sufficiently large, with a probability of at least $1 - \delta$ the set $C_{\pi M,\delta}^2$ contains only the MLE.

If the uniqueness assumption is violated, that is, there are multiple parameters attaining the maximum value of the likelihood function, then the set $C_{\pi M,\delta}^2$ converges to the collection of all these maxima in probability when $M \to \infty$. One common scenario in which we encounter this situation is in mixture models where permuting some parameters results in the same model (this is known as the label switching problem in Titterington, Smith, and Makov 1985).

### 2.2. Sample-Level Analysis

In this section, we show that $\hat{\theta}_{n,M}$ converges to an element of $C_{\pi M,\delta}^2$ with a probability at least $1 - \delta$. We first introduce some generic assumptions. We define the projection distance $d(x, A) = \inf_{y \in A} \|x - y\|$ for any point $x$ and any set $A$. For a set $A$ and a scalar $r$, define $A \oplus r = \{x : d(x, A) \leq r\}$.

We start with a useful lemma which states that with a high probability (a probability tending to 1 as the sample size increases), the local maxima of $\hat{L}_n$ and the local maxima of $L$ have a one-to-one correspondence. Denote the collection of local maxima of $\hat{L}_n$ as $\mathcal{C}_n = \{\hat{m}_1, \ldots, \hat{m}_K\}$ and $\mathcal{C}_\pi = \{m_1, \ldots, m_K\}$ such that $\hat{L}_n(\hat{m}_1) \geq \cdots \geq \hat{L}_n(\hat{m}_K)$, where $K$ is the number of local maxima of $\hat{L}_n$. Note that by definition, $\hat{m}_1 = \hat{\theta}_{\text{MLE}}$. Let

$$\epsilon_{1,n} = \sup_{\theta \in \Theta} \frac{\|\nabla \hat{L}_n(\theta) - \nabla L(\theta)\|_{\max}}{\lambda_0},$$

$$\epsilon_{2,n} = \sup_{\theta \in \Theta} \frac{\|\nabla^2 \hat{L}_n(\theta) - \nabla^2 L(\theta)\|_{\max}}{\lambda_0},$$

be the bounds on gradient and Hessian.
**Theorem 1.** Assume (A1) and (A3) in Section D.1, supplementary material. Then there exists a constant $C_0$ such that when $\epsilon_{1,n}, \epsilon_{2,n} \ll C_0$, $K = K$ and for every $\ell = 1, \ldots, K$,
\[
\|\hat{m}_\ell - m_\ell\| < \min \left\{ \min_{j \neq \ell} \|\hat{m}_\ell - m_j\|, \min_{j \neq \ell} \|\hat{m}_j - m_\ell\| \right\}.
\]

This result appears in many places in the literature so we will omit the proof in this exposition. Interested readers are encouraged to consult Chazal et al. (2017), Mei, Bai, and Montanari (2018), and Chen et al. (2017). Note that in most cases, we in fact have a stronger result than what Lemma 1 suggests—only is there a one-to-one correspondence between a pair of estimated and population local maxima, but also between pairs of other types of critical points.

The following theorem provides a bound on the distance from $\hat{\theta}_{n,M}$ to $C_{M,\beta}^\pi$.

**Theorem 1.** Assume (A1–A4) in Section D.1, supplementary material and let $\epsilon_{3,n}, \epsilon_{4,n}$ be the two bounds in Assumption (A4) in Section D.1, supplementary material. Let $C_0$ be the constant in Lemma 1 and
\[
\xi_n = P(\epsilon_{1,n} \geq C_0 \text{ or } \epsilon_{2,n} \geq C_0).
\]
When $\epsilon_{1,n}, \ldots, \epsilon_{4,n}$ are nonrandom, with a probability of at least $1 - \xi_n + O(\epsilon_{1,n} + \epsilon_{3,n} + \epsilon_{4,n}),$
\[
d(\hat{\theta}_{n,M}, C_{M,\beta}^\pi) = O(\epsilon_{1,n}).
\]
Moreover, when $\epsilon_{1,n}, \ldots, \epsilon_{4,n}$ are random and there exists $\eta_{n,j}(t)$ such that
\[
P(\epsilon_{j,n} > t) \leq \eta_{n,j}(t) \quad \text{for } j = 1, \ldots, 4,
\]
then for any sequence $t_n \to 0$, with a probability of at least $1 - \xi_n + O(t_n) - \sum_{j=1,3,4} \eta_{n,j}(t_n),$
\[
d(\hat{\theta}_{n,M}, C_{M,\beta}^\pi) = O_P(\epsilon_{1,n}).
\]

In the first claim ($\epsilon_{1,n}, \ldots, \epsilon_{4,n}$ are nonrandom), the probability comes from the randomness of initializations. In the second claim ($\epsilon_{1,n}, \ldots, \epsilon_{4,n}$ are random), the probability statement accounts for both the randomness of initializations and $\epsilon_{1,n}, \ldots, \epsilon_{4,n}.$

In many applications, the probability $\xi_n$ is very small because that statement is true when both $\epsilon_{1,n}, \epsilon_{2,n}$ are less than a fixed threshold (see Lemma 16 of Chazal et al. 2017). Further, the chance that these two quantities are less than a fixed number has a probability of $1 - e^{-C_{\alpha,n}}$ for some $a_n \to \infty$ as $n \to \infty$ and $C > 0$ so often $\xi_n$ can be ignored.

When we made further assumptions of the likelihood function to obtain a $\sqrt{n}$ rate (assumptions (A3L) and (A4L) in Section D.1, supplementary material), we have the following result on a concrete rate.

**Theorem 2.** Assume (A1), (A2) (A3L) and (A4L) in Section D.1, supplementary material. Then when $n \to \infty$, with a probability of at least $1 - O\left(\sqrt{\log \frac{n}{n}}\right),$
\[
d(\hat{\theta}_{n,M}, C_{M,\beta}^\pi) = O_P\left(\frac{1}{\sqrt{n}}\right).
\]

**Theorem 2** bounds the distance from the estimator to an element of $C_{M,\beta}^\pi$ when $M$ initializations are used. Note that if $M$ is sufficiently large (so Proposition 1 holds), then we can claim that $\|\hat{\theta}_{n,M} - \hat{\theta}_{MLE}\| = O_P\left(\frac{1}{\sqrt{n}}\right)$ with a probability around $1 - \delta$.

### 3. Statistical Inference

In this section we study the procedure of making inferences when the likelihood function has multiple maxima.

To simplify the problem of constructing CIs, we focus on constructing CIs of $\tau(\hat{\theta}_{MLE})$, where $\tau : \Theta \to \mathbb{R}$ is a known function. We estimate $\tau_{MLE}$ using $\hat{\tau}_{MLE} = \tau(\hat{\theta}_{n,M}).$ Recall that $C_{M,\beta}^\pi$ from Equation (3) is the top local modes that we can discover with a precision level $1 - \delta$ and $M$ initializations and $\Pi$ initialization method. Moreover, we define
\[
\tau(C_{M,\beta}^\pi) = \{\tau(\theta) : \theta \in C_{M,\beta}^\pi\}.
\]
The set $\tau(C_{M,\beta}^\pi)$ will be the population quantity that the CIs are covering.

#### 3.1. Normal Confidence Interval

A naive approach to constructing a CI is to estimate the variance of $\tau(\hat{\theta}_{n,M})$ and invert it into a CI. Such CIs are one-dimensional space and are based on the asymptotic normality of the MLE (Redner and Walker 1984):
\[
\sqrt{n}(\hat{\theta}_{MLE} - \theta_{MLE}) \overset{D}{\to} N(0, \sigma^2),
\]
for some $\sigma^2 > 0$. In practice, we only have access to $\hat{\theta}_{n,M}$, not $\theta_{MLE}$, so we replace $\theta_{MLE}$ by $\hat{\theta}_{n,M}$ and construct a CI using the normality. This is perhaps the most common approach to the construction of a CI and the representation of the error of estimation (see, McLachlan and Peel 2004, chap. 2.15 and 2.16 for examples of mixture models). However, we will show that when the likelihood function has multiple local maxima, this CI covers for $\tau_{MLE}$ and has $1 - \alpha - \delta$ coverage for an element in $\tau(C_{M,\beta}^\pi)$.

To fully describe the construction of this normal CI, we begin with an analysis of the asymptotic covariance of the MLE. Let $S(\theta) = \nabla L(\theta)$ be the score function and $H(\theta) \equiv \nabla^2 S(\theta)$ be the Hessian matrix of the log-likelihood function. Moreover, let $S(\theta|X_i) = \log p(X_i; \theta)$ and $H(\theta|X_i) = \nabla^2 S(\theta|X_i)$. The MLE $\hat{\theta}_{MLE}$ has an asymptotic covariance matrix
\[
\text{cov}(\hat{\theta}_{MLE}) = H(\theta_{MLE})^{-1}E(S(\theta_{MLE}|X_i)S(\theta_{MLE}|X_i)^T)
\]
\[= H(\theta_{MLE})^{-1} + o(1)\).

Note that under regularity conditions,
\[
H(\theta_{MLE}) = -E(S(\theta_{MLE}|X_i)S(\theta_{MLE}|X_i)^T) = -I(\theta_{MLE})
\]
is the Fisher's information matrix, which further implies $\text{cov}(\hat{\theta}_{MLE}) = I^{-1}(\theta_{MLE})$. However, when the model is misspecified, $H(\theta_{MLE}) \neq I(\theta_{MLE}) = E(S(\theta_{MLE}|X_i)S(\theta_{MLE}|X_i)^T),$ and in this case, we cannot use the information matrix to construct a normal CI.

Using the delta method (Van der Vaart 1998; Wasserman 2006), the variance of $\tau(\hat{\theta}_{MLE})$ is
\[
\text{var}(\tau(\hat{\theta}_{MLE})) = g_\tau^T(\theta_{MLE})\text{cov}(\hat{\theta}_{MLE}) g_\tau(\theta_{MLE}),
\]
where $g_\tau(\theta) = \nabla \tau(\theta).$
Thus, given an estimator \( \hat{\theta}_{n,M} \), we can estimate the covariance matrix using
\[
\tilde{\text{C}}_{\text{ov}}(\hat{\theta}_{n,M}) = \tilde{H}_n(\hat{\theta}_{n,M})^{-1} \left( \frac{1}{n} \sum_{i=1}^{n} s(\hat{\theta}_{n,M}) S(\hat{\theta}_{n,M})^T \right) \tilde{H}_n(\hat{\theta}_{n,M})^{-1},
\]
\[
\tilde{H}_n(\theta) = \frac{1}{n} \sum_{i=1}^{n} H(\theta|X_i).
\]

And the CI is
\[
C_{n,\alpha} = \left\{ t : \sqrt{n} \left| t - \tau(\hat{\theta}_{n,M}) \right| \leq z_{1-\alpha/2} \right\},
\]
where \( z_\alpha \) is the \( \alpha \) quantile of a standard normal distribution. Note that under suitable assumptions, one can also use Fisher’s information matrix or the empirical information matrix to replace \( \tilde{\text{C}}_{\text{ov}}(\hat{\theta}_{n,M}) \).

However, because \( \hat{\theta}_{n,M} \) never guaranteed to be the MLE, \( C_{n,\alpha} \) may not contain the population MLE with the right coverage. In what follows, we show that \( C_{n,\alpha} \) has an asymptotic \( 1 - \alpha - \delta \) coverage of covering an element of \( \tau(\tilde{C}_{\text{MLE}}) \) and \( 1 - \alpha - (1 - \hat{q}_1^\pi)^M \) coverage for covering the MLE, where \( \hat{q}_1^\pi = \Pi(A(\hat{\theta}_{\text{MLE}})) \) is defined in Equation (2).

**Theorem 3.** Assume (A1), (A2), (A3L), (A4L), (A5), and (T) in Sections D.1 and D.2, supplementary material. Then \( P(C_{n,\alpha} \cap \tau(\tilde{C}_{\text{MLE}}) \neq \emptyset) \geq 1 - \alpha - 0 \left( \frac{\log n}{n} \right) \). Thus, by choosing \( \delta = (1 - \hat{q}_1^\pi)^M \), we have
\[
P(\tau_{\text{MLE}} \in C_{n,\alpha}) \geq 1 - \alpha - (1 - \hat{q}_1^\pi)^M - 0 \left( \frac{\log n}{n} \right).
\]

The population quantity covered by the normal CI is given by the fact that \( C_{n,\alpha} \) has an asymptotic \( 1 - \alpha - \delta \) coverage for an element of \( \tau(\tilde{C}_{\text{MLE}}) \). The quantities \( \alpha \) and \( \delta \) play similar roles in terms of coverage but they have different meanings. The quantity \( \alpha \) is the conventional confidence level, which aims to control the fluctuation of the estimator. On the other hand, \( \delta \) is the precision level that corrects for the multiple local optima.

When \( M \) is sufficiently large (greater than the bound given in Proposition 1), Proposition 1 guarantees that we asymptotically have at least \( 1 - \alpha - \delta \) coverage of the population MLE. Equivalently, when \( \delta \) is sufficiently small \( \delta \leq (1 - \hat{q}_1^\pi)^M \Rightarrow C_{n,\alpha} = (\theta_{\text{MLE}}) \), the first assertion implies the second assertion: \( C_{n,\alpha} \) has a coverage of \( 1 - \alpha - (1 - \hat{q}_1^\pi)^M \) of containing \( \tau_{\text{MLE}} \).

**3.2. Bootstrap**

The bootstrap method (Efron 1982, 1979) is a common approach for constructing a CI. While there are many variants of bootstrap, we focus on the empirical bootstrap with the percentile approach.

When applying a bootstrap approach to an estimator that requires multiple initializations (such as our estimator or the estimator from an EM-algorithm), there is always a question: *How should we choose the initial point for each bootstrap sample?* Should we rerun the initialization several times to pick the highest value for each bootstrap sample?

Based on the following arguments, we recommend using the estimator of the original sample, \( \hat{\theta}_{n,M} \), as the initial point for every bootstrap sample. The purpose of using the bootstrap is to approximate the distribution of the estimator \( \hat{\theta}_{n,M} \). In the M-estimator theory (Van der Vaart 1998), we know that the variation of \( \hat{\theta}_{n,M} \) is caused by the randomness of the function \( L_n(\theta) \) around \( \hat{\theta}_{n,M} \). Thus, to make sure the bootstrap approximates such randomness, we need to ensure that the bootstrap estimator \( \hat{\theta}^*_{n,M} \) is around \( \hat{\theta}_{n,M} \) so the distribution of \( \hat{\theta}^*_{n,M} - \hat{\theta}_{n,M} \) approximates the distribution of \( \hat{\theta}_{n,M} - \theta^* \) for some \( \theta^* \in \mathcal{C} \). By Lemma 1, we know that there is a local maximum \( \hat{\theta}^* \) of the bootstrap log-likelihood function that is close to \( \hat{\theta}_{n,M} \). Therefore, we need that the initial point to which we apply the gradient ascent method in the bootstrap sample is within the basin of attraction of \( \hat{\theta}^* \) asymptotically (with a probability tending to 1 when the sample size \( n \to \infty \)). Because \( \hat{\theta}_{n,M} \) is close to \( \hat{\theta}^* \), \( \hat{\theta}_{n,M} \) will be within the basin of attraction of \( \hat{\theta}^* \) asymptotically; as a result, \( \hat{\theta}_{n,M} \) is a good initial point for the bootstrap sample.

Moreover, using the same initial point in every bootstrap sample avoids the problem of label switching (Redner and Walker 1984). Label switching occurs when the distribution function is the same after permuting some parameters. For instance, in a Gaussian mixture model with equal variance and proportion, permuting the location parameters leads to the same model. When we use the same initial point in every bootstrap sample, we alleviate this problem.

Now we describe the formal bootstrap procedure. Let \( X_1^*, ..., X_n^* \) be a bootstrap sample. We first calculate the bootstrap log-likelihood function \( L_n^* \). Next, we start a gradient ascent flow from the initial point \( \hat{\theta}_{n,M} \). The gradient ascent flow leads to a new local maximum, denoted as \( \hat{\theta}^*_{n,M} \). By evaluating the function \( \tau(\cdot) \) at this new local maximum, we obtain a bootstrap estimate of the parameter of interest, \( \tau(\hat{\theta}^*_{n,M}) \). We repeat the above procedure many times and construct a CI using the upper and lower \( \alpha/2 \) quantiles of the distribution of \( \tau(\hat{\theta}^*_{n,M}) \). Namely, let
\[
\hat{\theta}_{1-\alpha} = \hat{\theta}_{1-\alpha}^* = \hat{\theta}_{1-\alpha}^*(s) = P(\tau(\hat{\theta}^*_{n,M}) \leq s|X_1, ..., X_n).
\]
The CI is \( C_{n,\alpha}^* = [\hat{\theta}_{1-\alpha}/2, \hat{\theta}_{1-\alpha}/2] \). Algorithm 2 outlines the procedure of this bootstrap approach.

A benefit of this CI is that \( C_{n,\alpha}^* \) does not require any knowledge about the variance of \( \hat{\theta}_{n,M} \). When the variance is complicated or does not have a closed form, being able to construct a CI without knowledge of the variance makes this approach particularly appealing.

**Theorem 4.** Assume (A1), (A2), (A3L), (A4L), (A5), and (T) in Sections D.1 and D.2, supplementary material. Let \( C_{n,\alpha}^* \) be defined as the above. Then
\[
P(C_{n,\alpha}^* \cap \tau(\tilde{C}_{\text{MLE}}) \neq \emptyset) \geq 1 - \alpha - 0 \left( \frac{\log n}{n} \right).
\]
Therefore, by choosing \( \delta = (1 - \hat{q}_1^\pi)^M \), where \( \hat{q}_1^\pi \) is defined in Theorem 3, we conclude that
\[
P(\tau_{\text{MLE}} \in C_{n,\alpha}^*) \geq 1 - \alpha - (1 - \hat{q}_1^\pi)^M - 0 \left( \frac{\log n}{n} \right).
\]
Algorithm 2: Percentile bootstrap method

1. Let \( \hat{\theta}_{n,M} \) be the output from Algorithm 1.
2. Generate a bootstrap sample and let \( \hat{L}_n^* \) denote the bootstrap log-likelihood function.
3. Use \( \hat{\theta}_{n,M} \) as the initial point, apply the gradient ascent algorithm to \( \hat{L}_n^* \) until it converges. Let \( \hat{\theta}_{n,M}^{(1)} \) be the convergent.
4. Repeat Step 2 and 3 \( B \) times, leading to \( \hat{\theta}_{n,M}^{(1)}, \ldots, \hat{\theta}_{n,M}^{(B)} \). Let \( \tau(\hat{\theta}_{n,M}^{(1)}), \ldots, \tau(\hat{\theta}_{n,M}^{(B)}) \) be the corresponding value of the parameter of interest.
5. Compute the quantile
   \[
   \hat{\omega}_{1-\alpha} = \hat{G}_{\alpha}^{-1}(1-\alpha), \quad \hat{G}_{\alpha}(s) = \frac{1}{B} \sum_{\ell=1}^{B} I(\tau(\hat{\theta}_{n,M}^{(\ell)}) \leq s).
   \]
6. Form the CI as \( \hat{C}_{n,\alpha}^{*} = [\hat{\omega}_{\alpha/2}, \hat{\omega}_{1-\alpha/2}] \).

The conclusions of Theorem 4 are similar to those of Theorem 3: under appropriate conditions, with (a symmetric) coverage \( 1-\alpha - \delta \), the CI covers an element of \( \tau(C_{M,B}^n) \), and with a coverage \( 1-\alpha - (1-q_1^T)^M \), the CI covers \( \tau_{MLE} \).

**Remark 1.** There are many other variants of bootstrap approaches and Algorithm 2 describes only a simple one. A common alternative to the method so far presented is bootstrapping the pivotal quantity (also known as the studentized pivotal approach in Wasserman 2006 and the percentile-t approach in Hall 2013). In certain scenarios, bootstrapping a pivotal quantity leads to a CI with a higher order accuracy (namely, the coverage will be \( 1-\alpha - O(1/n) \)). However, we may not have such a property because the bottleneck of the coverage error \( O(\sqrt{\log n} / n) \) comes from the uncertainty of the basins of attraction. Such uncertainty may not be reduced when using the pivotal approach.

3.3. Confidence Intervals by Inverting a Test

In this section, we introduce three CIs of \( \tau_{MLE} \) created by inverting hypothesis tests. We consider three famous tests: the likelihood ratio test, the score test, and the Wald test. Although the three tests are asymptotically equivalent in a regular setting (when the likelihood function is concave and smooth), they lead to very different CIs when the likelihood function has multiple local maxima. Figure 4 provides an example illustrating these three CIs of a multi-modal likelihood function.

Because it is easier to invert a test for a CI of \( \hat{\theta}_{MLE} \), we focus on describing the procedure of constructing a CI of \( \hat{\theta}_{MLE} \) in this section. With a \( 1-\alpha \) CI of \( \hat{\theta}_{MLE} \), say \( \hat{\Theta}_{n,\alpha} \), one can easily invert it into a \( 1-\alpha \) CI of \( \tau_{MLE} \) by

\[
\hat{\Theta}_{n,\alpha} = \{ \tau(\theta) : \theta \in \hat{\Theta}_{n,\alpha} \}.
\]

3.3.1. Likelihood Ratio Test

One classical approach to inverting a test to a CI is to use the likelihood ratio test (Owen 1990). Such a CI is also called a likelihood region in Kim and Lindsay (2011).

Under appropriate conditions, the likelihood ratio test implies

\[
2n(\hat{L}_n(\hat{\theta}_{MLE}) - \hat{L}_n(\theta_{MLE})) \overset{d}{\to} \chi^2_d,
\]

where \( \chi^2_d \) is a \( \chi^2 \) distribution with \( k \) degrees of freedom and \( d \) is the dimension of the parameter. This motivates a \( 1-\alpha \) CI of \( \theta_{MLE} \) of the form

\[
\hat{\Theta}_{n,\alpha}^0 = \{ \theta : 2n(\hat{L}_n(\theta_{MLE}) - \hat{L}_n(\theta)) \leq \xi_{d,1-\alpha} \},
\]

where \( \xi_{d,1-\alpha} \) is the \( 1-\alpha \) quantile of \( \chi^2_d \).

In practice, we do not know the actual MLE \( \hat{\theta}_{MLE} \) and have only the estimator \( \hat{\theta}_{n,M} \). Therefore, we replace \( \theta_{MLE} \) by \( \hat{\theta}_{n,M} \), leading to a CI

\[
\hat{\Theta}_{n,\alpha} = \{ \theta : 2n(\hat{L}_n(\hat{\theta}_{n,M}) - \hat{L}_n(\theta)) \leq \xi_{d,1-\alpha} \}. \tag{7}
\]
The CI \( \hat{\Theta}_{n,\alpha} \) has asymptotic \( 1 - \alpha \) coverage for \( \theta_{\text{MLE}} \), regardless of whether or not \( \hat{\theta}_{n,M} \) equals to \( \hat{\theta}_{n,M} \) because \( L_n(\hat{\theta}_{n,M}) \leq L_n(\hat{\theta}_{n,\alpha}) \) implies \( \hat{\Theta}_{n,\alpha} \supset \Theta^0_{n,\alpha} \). Because the set \( \Theta^0_{n,\alpha} \) is a CI with asymptotic \( 1 - \alpha \) coverage of \( \theta_{\text{MLE}} \), \( \hat{\Theta}_{n,\alpha} \) also enjoys this property. Thus, even when we only have a small number of initializations, the CI in Equation (7) has the asymptotic (in terms of sample size) coverage.

The CI \( \hat{\Theta}_{n,\alpha} \) can be used to carry out a hypothesis test. Consider testing the null hypothesis

\[
H_0 : \tau_{\text{MLE}} = \tau_0 \subset \mathbb{R}.
\]  

(8)

We can simply check if the set \( \tau(\hat{\Theta}_{n,\alpha}) \) and \( \tau_0 \) intersects or not to decide if we can reject the null hypothesis. This controls the Type I error asymptotically.

Although \( \hat{\Theta}_{n,\alpha} \) is valid regardless of the number \( M \), it is often very conservative and computationally intractable. When \( \hat{\theta}_{n,M} \) is not \( \hat{\theta}_{\text{MLE}} \), the set \( \hat{\Theta}_{n,\alpha} \) is often nonconcave and composed of many disjoint regions, each of which corresponds to a local mode of \( L_n \) with a likelihood value greater than \( \hat{\theta}_{n,M} \). See the left panel of Figure 4 for an illustration. Moreover, we do not know the exact locations of other regions because they correspond to the local modes whose basins of attraction contain no initial points when we apply the gradient ascent method.

Remark 2. Although the number \( M \) does not affect the coverage of \( \hat{\Theta}_{n,\alpha} \), it does affect the size of \( \Theta_{n,\alpha} \). The higher log-likelihood value of the estimator \( \hat{\theta}_{n,M} \), the smaller \( \hat{\Theta}_{n,\alpha} \). This is because the CI includes all parameters whose likelihood values are greater than or equal to \( L_n(\hat{\theta}_{n,M}) - \frac{1}{n} \delta_{d,1}\alpha \). Thus, increasing \( M \) does improve the CI, but not in the sense of coverage. This is a distinct feature compared to the bootstrap or normal CIs.

### 3.3.2. Score Test

In addition to the likelihood ratio test, one may invert the score test (Rao 1948) to obtain a CI. The score test is based on the following observation: when \( \theta = \theta_{\text{MLE}} \) and the likelihood function is smooth,

\[
n \cdot \nabla L_n(\theta)^T \nabla L_n(\theta)^{-1} \nabla L_n(\theta) \overset{d}{\rightarrow} X^2_d,
\]

(9)

where \( T(\theta) = \frac{1}{n} \sum_{i=1}^n S(\theta) S(\theta | X_i)^T \) is the observed Fisher’s information matrix. Thus, we can construct a CI of \( \hat{\theta}_{\text{MLE}} \) via

\[
\{ \theta : n \cdot \nabla L_n(\theta)^T \nabla L_n(\theta)^{-1} \nabla L_n(\theta) \leq \delta_{d,1}\alpha \}
\]

and then use it to construct a CI of \( \tau_{\text{MLE}} \) as Equation (6).

Although this CI is an asymptotically valid \( 1 - \alpha \) CI, it tends to be very large because \( \hat{\theta}_{\text{MLE}} \) is not the only case in which Equation (9) holds—all critical points, including local minima and saddle points, of \( L(\cdot) \) satisfy this equation. Thus, this CI is the collection of regions around critical points, and as such it tends to be a complicated set of large total size. The middle panel of Figure 4 illustrates a CI from the score test. In terms of testing Equation (8), we can use this CI or use the score test because the CI has the right coverage asymptotically.

### 3.3.3. Wald Test

Another common approach to finding CIs is inverting the Wald test (Wald 1943). It relies on the following fact:

\[
n \cdot (\hat{\theta}_{\text{MLE}} - \theta_{\text{MLE}})^T \hat{\text{Cov}}(\hat{\theta}_{\text{MLE}})^{-1}(\hat{\theta}_{\text{MLE}} - \theta_{\text{MLE}}) \overset{d}{\rightarrow} \chi^2_d.
\]

(10)

By the above property, a CI of \( \theta_{\text{MLE}} \) is

\[
\{ \theta : n \cdot (\hat{\theta}_{\text{MLE}} - \theta_{\text{MLE}})^T \hat{\text{Cov}}(\hat{\theta}_{\text{MLE}})^{-1}(\hat{\theta}_{\text{MLE}} - \theta_{\text{MLE}}) \leq \zeta_{d,1}\alpha \}
\]

where \( \hat{\text{Cov}} \) is defined in Equation (4).

Because we do not have \( \theta_{\text{MLE}} \) but only \( \hat{\theta}_{n,M} \), we use

\[
\{ \theta : n \cdot (\hat{\theta}_{n,M} - \theta_{\text{MLE}})^T \hat{\text{Cov}}_n(\hat{\theta}_{n,M})^{-1}(\hat{\theta}_{n,M} - \theta_{\text{MLE}}) \leq \zeta_{d,1}\alpha \}
\]

as the CI. By construction, this CI is an ellipsoid; see the right panel of Figure 4 for an illustration.

The CI that results from this inversion will be asymptotically the same as the normal CI so it has the same coverage property. Namely, the CI has asymptotic \( 1 - \alpha - \delta \) coverage for covering one element of \( C_{\text{MLE}} \). and \( 1 - \alpha - (1 - q_1^2)M \) coverage for containing \( \theta_{\text{MLE}} \).

Note that unlike the two previous CIs constructed from inverting tests that can be applied to testing the null hypothesis in Equation (8), this CI may not control Type I error because it does not have the asymptotic coverage of \( \theta_{\text{MLE}} \). The same issue also occurs in the normal CI \( C_{n,\alpha} \) and the bootstrap CI \( C^*_{n,\alpha} \).

Compared to the other two tests, the Wald test leads to a CI that can be represented easily—it is an ellipsoid around \( \hat{\theta}_{n,M} \). If we make further use of Equation (6) to construct a CI of \( \tau_{\text{MLE}} \), the result is an interval centered at the estimator \( \tau(\hat{\theta}_{n,M}) \) so the CI can be succinctly expressed as the estimator plus and minus the standard error.

### 3.4. Two-Sample Test

We now explain how to do a two-sample test using a multi-modal likelihood function. In a two-sample test, we observe two sets of data \( X_1, \ldots, X_n \sim P_X \) and \( Y_1, \ldots, Y_m \sim P_Y \) and we would like to test if the two datasets are from the same distribution. That is, the null hypothesis being tested is

\[
H_0 : P_X = P_Y.
\]

(10)

A common way of testing (10) is to fit a parametric model \( P(\cdot; \theta) \) to both samples and then compare the fitted parameters. An advantage of this approach is that we can interpret the results based on the likelihood model. When rejecting \( H_0 \), we not only know that \( H_0 \) is not feasible, but also are able to describe the degree of difference between the two datasets by comparing their corresponding parameters.

Let \( L_X(\theta) = \mathbb{E} \log p(X_i; \theta) \) and \( L_Y(\theta) = \mathbb{E} \log p(Y_i; \theta) \) be the likelihood functions from the two populations. The null hypothesis in Equation (10) implies

\[
H_0 : L_X = L_Y.
\]

(11)

Because this equality is derived from Equation (10), rejecting the null hypothesis in Equation (11) implies that the null hypothesis in Equation (10) should be also rejected.

A naive idea of how to test Equation (11) is to compute the MLEs in both samples and then compare the MLEs to determine the significance. This method implicitly assumes that we can compute the actual MLEs. Indeed, the \( H_0 \) in Equation (11) implies that the two MLEs should be the same so we can directly test the locations of MLEs. However, when \( L_X \) or \( L_Y \) is multi-modal, our estimators could be local maxima rather than the
Algorithm 3 Two-sample test without the MLE

1. Pool both samples together, to form a joint sample \( \{X_1, \ldots, X_n, Y_1, \ldots, Y_m\} \).
2. Fit the log-likelihood model to this joint sample and apply the gradient ascent algorithm with a random initialization to find a local maximum.
3. Iterate the above procedure \( M \) times and then select from among the local maxima that has the highest log-likelihood value. Denoted this local maximum by \( \theta_{\text{opt}} \).
4. Now for each of the two samples, fit the likelihood function and apply the gradient ascent algorithm with initial point being \( \theta_{\text{opt}} \). Let \( \hat{\theta}_X \) and \( \hat{\theta}_Y \) denote the destination of each of the two samples, respectively.
5. Compare \( \hat{\theta}_X \) and \( \hat{\theta}_Y \) using conventional two-sample test techniques.

MLEs. Thus, the two estimators may be very different even if \( H_0 \) (in Equation (11)) is true because the estimators happen to be different local maxima.

To ensure that the two estimators converge to the same destination when the null hypothesis \( H_0 \) is true, the two estimators must be estimating the same local maximum. A simple way is to choose the same initial point in both samples. We therefore, recommend the procedure in Algorithm 3.

In the first step, we combine the data from the two samples because under \( H_0 \), combining them gives us the largest sample from the population. The second and the third steps are the same as the algorithm described in Algorithm 1 to the pooled sample. The resulting estimator should be an estimator with a high likelihood value by Theorem 2. Under \( H_0 \), this estimator should also have a high value in terms of \( L_X \) and \( L_Y \). Moreover, because \( \hat{\theta}_{\text{opt}} \) is a local maximum of the pooled likelihood function and \( H_0 \) implies that \( L_X \), \( L_Y \), and pooled likelihood function are all the same, \( \hat{\theta}_{\text{opt}} \) should be close to both the local maximum of \( L_X \) and the local maximum of \( L_Y \) that correspond to the same local maximum of the underlying population likelihood function. Thus, both \( \hat{\theta}_X \) and \( \hat{\theta}_Y \) are close to the same local maximum of the underlying population likelihood function, so a comparison between them would control the Type 1 error (asymptotically).

We do not specify how to compare \( \hat{\theta}_X \) and \( \hat{\theta}_Y \) because there are many ways to perform this comparison. For instance, we can compare them by constructing their CIs and determining if the two CIs intersect. Or we can do a permutation test where the test statistics are some particular distance between them, for example, \( T_1 = \| \hat{\theta}_X - \hat{\theta}_Y \| \).

3.5. A Practical Procedure of Choosing M

As is shown in the above analysis, the choice of \( M \) plays a key role in the coverage of a confidence set. Here we propose a practical procedure to choose \( M \) based on the analyst’s judgment about \( q^* \).

We first pick a the precision level \( \delta \). A simple rule is to choose \( \delta = 1\% \) when the significance level \( \alpha = 5\% \) or 10\%. Then we hypothesize a threshold \( q^* \) such that we believe that \( q^*_1 \geq q^* \).

Namely, we assume that the chance of initializing in the MLEs basin of attraction is no smaller than \( q^* \).

Under this threshold, to ensure the coverage deficiency is less than \( \delta \), we need

\[
(1 - q^*)^M \leq \delta \Rightarrow M \geq \frac{\log \delta}{\log(1 - q^*)} = M^*(\delta, q^*).
\]

When \( \delta \) and \( q^* \) are given, the number of initializations needed is \( M = M^*(\delta, q^*) \).

Under \( \delta = 0.01(1\%) \), the above threshold becomes

\[
M^*(0.01, q^*) \approx \frac{46.00}{\log(1 - q^*)}.
\]

In the extreme case where \( q^* \approx 0 \) (i.e., the chance of obtaining the actual MLE is very small), we further have \( | \log(1 - q^*) | \approx q^* \), so the above threshold becomes

\[
M^*(0.01, q^*) \approx \frac{4.6}{q^*}.
\]

The above threshold provides an easy-to-use reference rule of choosing \( M \). For instance, suppose we believe that the chance of getting the MLE is no smaller than \( 0.1\% (10^{-3}) \), then we need at least \( M \geq 4.6 \times 10^3 = 4600 \) initializations to ensure the coverage deficiency is less than 1\%. The choice of \( q^* \) should be determined by the analyst’s judgment about the problem.

In practice, when the dimension is large, \( q^* \) is often small (see Section A and Table 1 in supplementary material), so we need a large number of initializations to control this uncertainty. However, the threshold in Equation (12) is independent of the dimension as long as \( q^* \) is fixed. This implies that if we can design a method (such as using a strongly convex penalty) such that

\[
q^*_m = q^*_m \to q^*_0 \text{ when } d \to \infty \text{ and } q^*_0 \text{ is not a tiny number,}
\]

the bound \( M^*(\delta, q^*) \) can be small. For instance, if \( q^*_0 = 0.1 \) and \( \delta = 0.01 \), we only need about 46 initializations even if the dimension \( d \) is large.

While the above analysis assumes \( q^* \) to be fixed and nonrandom, this analysis can be applied to the case where \( q^* = q^*_n \) is random and its distribution depends on \( n \) as well. As long as we have a concentration bound such that

\[
P(q^*_n > q^*_n) > 1 - \delta/2
\]

for some fixed quantity \( q^*_n \), we can plug \( q^*_n \) into (12) and use the revised bound \( M^*(\delta/2, q^*_n) \) as the minimal number of initializations needed (we use \( \delta/2 \) to account for the randomness of \( q^*_n \)).

4. EM-Algorithm

In this section, we use the above framework to analyze estimators obtained from the EM-algorithm (Dempster, Laird, and Rubin 1977; McLachlan and Peel 2004; McLachlan and Krishnan 2007). For simplicity, we consider a latent variable model, assuming that our observations are iid random variables \( X_1, \ldots, X_n \) from some unknown distribution and each individual has a latent variable \( Z \). Namely, our dataset consists of pairs \( (X_1, Z_1), \ldots, (X_n, Z_n) \) that are iid from an unknown distribution function \( P_0 \) but the \( Z_1, \ldots, Z_n \) are unobserved.

With the latent variable, we assume that the density of \( (X, Z) \) forms a parametric model \( p_0(X, Z) \), where \( \theta \in \Theta \) is the underlying parameter. We define

\[
L(\theta|X) = \log p_\theta(X),
\]

\[
L(\theta|X) = \mathbb{E}(L(\theta|X, Z)|X),
\]

\[
L(\theta) = \mathbb{E}(L(\theta|X)) = \mathbb{E}(L(\theta|X, Z)).
\]
The function $L(\theta)$ is the population log-likelihood function and its sample estimator is $\hat{L}_n(\theta) = \frac{1}{n} \sum_{i=1}^{n} L(\theta|X_i)$. Under this model, the population MLE and sample MLE are

$$\theta_{\text{MLE}} = \arg\max_{\theta \in \Theta} L(\theta), \quad \hat{\theta}_{\text{MLE}} = \arg\max_{\theta \in \Theta} \hat{L}_n(\theta).$$

To describe the EM-algorithm, we follow the notations of Balakrishnan, Wainwright, and Yu (2017) and define $Q(\theta|\theta') = \mathbb{E}(Q(\theta|\theta', X))$ and $\hat{Q}_n(\theta|\theta') = \frac{1}{n} \sum_{i=1}^{n} Q(\theta|\theta', X_i)$, where

$$Q(\theta|\theta', X) = \int p_\theta(z|X) L(\theta|X,z) dz.$$

Given an initial parameter $\theta^{(0)}$, the population EM-algorithm updates it by

$$\theta^{(t+1)} = \arg\max_{\theta \in \Theta} Q(\theta|\theta^{(t)})$$

for $t = 0, 1, 2, 3, \ldots$. When applied to data, the sample EM-algorithm uses the following update

$$\hat{\theta}^{(t+1)} = \arg\max_{\theta \in \Theta} \hat{Q}_n(\theta|\theta^{(t)}).$$

It is known that under smoothness conditions and good initializations (Titterington, Smith, and Makov 1985; McLachlan and Peel 2004; McLachlan and Krishnan 2007), the stationary point (also called the destination) satisfying the following conditions:

$$\theta^{(\infty)} = \lim_{t \to \infty} \theta^{(t)} = \hat{\theta}_{\text{MLE}}, \quad \hat{\theta}^{(\infty)} = \lim_{t \to \infty} \hat{\theta}^{(t)} = \hat{\theta}_{\text{MLE}}.$$

Namely, the EM algorithm leads to the actual MLE.

If the initial point $\theta^{(0)}$ is not well-chosen, the EM-algorithm can converge to a local maximum or a saddle point instead of the MLE (Wu 1983). Therefore, the EM-algorithm is often applied to multiple initial points and the stationary point with the highest likelihood value is used as the final estimator. In this case, the estimator can be viewed as the one generated by the method described in Algorithm 1 with the gradient ascent method being replaced by the EM-algorithm. Let $\hat{\theta}^{\text{EM}}_{n,M}$ be the stationary point with the highest likelihood value after $M$ initializations from $\hat{\Pi}_n$. Note that we ignore the algorithmic error by assuming that for each initial point, we run the EM-algorithm until it converges (the algorithmic error of EM-algorithm has been studied in Balakrishnan, Wainwright, and Yu 2017). By viewing the initialization procedure as choosing the starting points from a distribution $\hat{\Pi}_n$, we fall into the same framework as described in Section 2. As a result, the set of top local modes with $1 - \delta$ precision level and $M$ initializations, $C^\pi_{M,\delta}$, is well-defined.

Although we can attest that $C^\pi_{M,\delta}$ is well-defined, it is unclear how to analyze the stability of the basin of attraction of the EM-algorithm, so we cannot develop a theoretical guarantee for inferring $C^\pi_{M,\delta}$ as we had in Theorem 2. However, we are at least able to determine that a ball centered at $\hat{\theta}_{\text{MLE}}$ with a sufficiently small radius will be within the basin of attraction of the MLE when the function $Q(\theta|\theta')$ is sufficiently smooth (Balakrishnan, Wainwright, and Yu 2017). We use this fact to bound the estimator $\hat{\theta}^{\text{EM}}_{n,M}$ and the population MLE $\hat{\theta}_{\text{MLE}}$.

Theorem 5. Assume (A3L) and (EM1–4) in Sections D.1 and D.3, supplementary material. Define

$$q_{\text{EM}} = \frac{1}{2} \cdot \mathbb{E} \left( \frac{\beta(\hat{\theta}_{\text{MLE}}, \rho_0)}{3} \right).$$

Then when $n \to \infty$, there exist positive numbers $c_1$ and $c_2$ such that

$$P \left( \hat{\theta}^{\text{EM}}_{n,M} = \hat{\theta}_{\text{MLE}} \in \mathcal{A}^{\text{EM}}(\theta_{\text{MLE}}) \right) \geq 1 - (1 - q_{\text{EM}})^M - \eta_n(q_{\text{EM}}) - c_1 e^{-c_2 n},$$

where $\eta_n(t)$ is a concentration bound in (EM4) that is often in the form of $\eta_n(t) = A_1 e^{-A_2 t^2}$ for some fixed constant $A_1, A_2 > 0$.

Theorem 5 shows that the EM-algorithm recovers the MLE with a probability of at least $1 - (1 - q_{\text{EM}})^M - \eta_n(q_{\text{EM}}) - c_1 e^{-c_2 n}$. Note that both $\eta_n(q_{\text{EM}})$ and $c_1 e^{-c_2 n}$ converge to 0 when $n \to \infty$. Thus, we have a bound on the number of initializations $M$ needed to ensure that we have a good chance of obtaining the MLE $\hat{\theta}_{\text{MLE}}$.

In addition, Theorem 5 allows us to bound the coverage of a normal CI (Section 3.1) with the estimator computed from the EM algorithm. Let $C^\pi_{n,\alpha}$ be the normal CI by replacing $\hat{\theta}_{n,M}$ by $\hat{\theta}^{\text{EM}}_{n,M}$ in Equation (5). Namely,

$$C^\pi_{n,\alpha} = \left\{ t : \sqrt{n} \left| \frac{t - \tau(\hat{\theta}^{\text{EM}}_{n,M})}{g_n(\hat{\theta}^{\text{EM}}_{n,M})} \right| \leq z_{1 - \alpha/2} \right\},$$

where $g_n(\theta) = \nabla \tau(\theta)$ and $\sigma_n^2(\theta)$ is the estimated covariance matrix from Equation (4) (see Section 3.1 for more details).

Theorem 6. Assume (EM1–5), (A3,5), and (T) in Sections D.1, D.2 and D.3, supplementary material. Let $q_{\text{EM}}$ be the quantity defined in Theorem 5. Then when $n \to \infty$,

$$P \left( \tau_{M,\alpha} \in C^\pi_{n,\alpha} \right) \geq 1 - \alpha - (1 - q_{\text{EM}})^M - \eta_n(q_{\text{EM}}) - O \left( \frac{\log n}{n} \right).$$

Theorem 6 can be proved using Theorems 3 and 5, so we omit the proof in this presentation.

Theorem 6 shows that while we can use the asymptotic normality to construct a CI, we may not have the nominal coverage. If one wants an asymptotic $1 - \alpha$ CI, we can use $C^\pi_{n,\alpha/2}$ with $M \geq \frac{\log(1/\alpha)}{\log(1/q_{\text{EM}})}$ because $M \geq \frac{\log(1/\alpha)}{\log(1/q_{\text{EM}})}$ also implies $1 - q_{\text{EM}}^M \leq \alpha/2$ so the coverage of $C^\pi_{n,\alpha/2}$ is at least $1 - \alpha/2 - \alpha/2 - O \left( \frac{\log n}{n} \right)$.

The CI from the bootstrap approach also works and the coverage is similar—the coverage is decreased by $(1 - q_{\text{EM}})^M$. One can also invert a testing procedure to a CI as described in Section 3.3; the behaviors of the three CIs are similar to the ones in Section 3.3—the likelihood ratio test gives a CI that is asymptotically valid regardless of $M$; the score test gives an asymptotically valid CI but tends to be very large; and the Wald test gives a CI whose asymptotic coverage is $1 - \alpha - (1 - q_{\text{EM}})^M$. 
Remark 3. The probability bound in Theorem 5 is a conservative lower bound because the basin of attraction $\mathcal{A}_{\text{EM}}(\hat{\theta}_{\text{MLE}})$ can be much larger than the ball $B(\hat{\theta}_{\text{MLE}}, r_0/3)$. To improve the bound on the coverage, we need to know the stability of this basin because the basin of attraction of the sample MLE, $\mathcal{A}_{\text{EM}}(\hat{\theta}_{\text{MLE}}) = \{\hat{\theta}(t) : \hat{\theta}(\infty) = \hat{\theta}_{\text{MLE}}\}$, can be different from $\mathcal{A}_{\text{EM}}(\hat{\theta}_{\text{MLE}})$ and the probability that the EM-algorithm recovers $\hat{\theta}_{\text{MLE}}$ is $\hat{\Pi}(\mathcal{A}_{\text{EM}}(\hat{\theta}_{\text{MLE}}))$, not $\hat{\Pi}(\hat{\theta}_{\text{MLE}})$). Therefore, we need to know the asymptotic behavior of $\hat{\Pi}(\mathcal{A}_{\text{EM}}(\hat{\theta}_{\text{MLE}}))$ to improve the results in Theorem 5. Intuitively, we expect that the set $\mathcal{A}_{\text{EM}}(\hat{\theta}_{\text{MLE}})$ converges to $\mathcal{A}(\hat{\theta}_{\text{MLE}})$ under some set metrics. However, to our knowledge, such convergence has not yet been established, so we cannot improve the bound in Theorem 5.

5. Real Data: Old Faithful Data

To illustrate the prevalence of the local modes in mixture models, we consider old faithful data that can be obtained by the object faithful in R. It is a dataset consisting of $n = 272$ observations of the eruption and waiting time of Old Faithful geyser in Yellowstone National Park. Here we consider two variables: the current waiting time and the next waiting time.

Left panel of Figure 5 shows the scatterplot of the data. We see that clearly there are three major bumps in the data. Thus, we fit a 3-Gaussian mixture model with the package mixtools and use the default method for initialization and draw $M = 1000$ initializations. While it seems that the 3-Gaussian mixture should be clear, it turns out that we have more than 20 local modes! This is caused by the outliers in the bottom-right corner of the left panel so the covariance matrices have multiple local modes. The right panel of Figure 5 shows the chance of obtaining one of the 8 local modes corresponding to the top likelihood values.

In this case, the chance of obtaining the MLE is 21%. Suppose we want to reach the precision level $\delta = 1\%$, the number of initialization $M$ has to satisfy $(1 - 0.21)^M \leq 0.01 \Rightarrow M \geq 19.53$. Thus, we need at least $M = 20$ initializations to achieve such precision. Note that the approximation method in Equation (12) leads to $M^* (0.01, 0.21) \approx 4.6/0.21 = 21.9$, which suggests that we need at least $M = 22$ initializations to control the precision level to be 1%.

From the analysis of Section 3.5, the number of initialization needed is $M^* (\delta, q^*) = \frac{\log \delta}{\log(1 - q^*)}$, which is logarithmic in the precision level $\delta$. Thus, we can improve the precision without drastically increasing $M$ as long as $q^*$ is not small. To see this, in the old faithful data, if we want to improve precision level from $\delta = 1\%$ to $\delta = 0.1\%$, we only need $M \geq \frac{\log 0.001}{\log 0.99} = 29.3$, so we only need $M = 30$ initializations. There is no much cost to improve the precision level in this case.

6. Discussion

In this article, we analyzed the performance of an estimator derived from applying a gradient ascent method with multiple initializations. We study the asymptotic theory of such estimator and investigate the properties of the corresponding CIs. In what follows, we discuss possible extensions and future directions.

6.1. Applications and Extensions

6.1.1. Reproducibility

Because the initializations are random, it is nontrivial to “reproduce” the result. Even we use the same dataset and the same estimating procedure, we may not obtain the same estimator. Both the number of initializations $M$ and the initialization method $\hat{\Pi}$ affect the realization of the estimator. We should provide details on how we initialized the starting points and how many times the initialization was applied to fully describe how we obtained our results. Unlike a conventional statistical analysis, the statistical model and data alone are not enough for reproducing the results.

Even when all the information above is provided, we still may not obtain an estimator with the same numerical value because of random initializations. A remedy is to report the distribution of the log-likelihood values corresponding to the local maxima discovered from every initialization. If the result is reproducible, other research teams would be able to recover a similar distribution when rerunning the same program. In this case, checking the reproducibility becomes a two-sample test problem as follows. Suppose that another research team obtains $N$ log-likelihood values. If the result is reproducible, then the

![Figure 5](image-url). The old faithful data. Left: the scatterplot of the current waiting time versus the next waiting time. Right: the result of applying EM algorithm to the old faithful data. There are more than 20 local modes and here we only display the results of eight local modes corresponding to the top likelihood values. The proportion indicates the chance of obtaining that local mode from a random initialization (default method in mixtools).
new $N$ values and the original $M$ values reported in the literature should be from the same distribution. Thus,

$$H_0 : \text{The result is reproducible} \iff H_0 : \text{The two samples are from the same distribution.}$$

We can then apply a two-sample test to see if the result is indeed reproducible.

6.1.2. Comparing Initialization Approaches

Our analysis provides two new ways of comparing different initialization approaches. As discussed in Section 3, supplementary material, when $M$ is fixed, the only way to reduce the size of $C^*_{M,\delta}$ or the coverage loss, $(1 - q_{1\alpha})^M$, is to choose a better initialization method ($\tilde{\Pi}$ and $\Pi$). Ideally, we would like to put as much probability mass in the basin of attraction of the actual MLE as possible so that we have a high chance of finding MLE with a small number of $M$. When $M$ and $\delta$ are both fixed, a better initialization approach would have either a smaller set $C^*_{M,\delta}$ or a higher value of $q_{1\alpha} = \Pi(\mathcal{A}(\hat{\theta}_{\text{MLE}}))$. The simulation study in Section A.1 is based on this idea in comparing three initialization methods.

Supplementary Materials

The online supplementary material contains additional simulations, technical assumptions, proofs of the theorems, and analysis on related topics.
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