Comparison and validation of per-pixel and object-based approaches for landslide susceptibility mapping
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ABSTRACT
Remote sensing and geographic information systems (GIS) are widely used for landslide susceptibility mapping (LSM) to support planning authorities to plan, prepare and mitigate the consequences of future hazards. In this study, we compared the traditional per-pixel models of data-driven frequency ratio (FR) and expert-based multi-criteria assessment, i.e. analytical hierarchical process (AHP), with an object-based model that uses homogenous regions (‘geon’). The geon approach allows for transforming continuous spatial information into discrete objects. We used ten landslide conditioning factors for the four models to produce landslide susceptibility maps: elevation, slope angle, slope aspect, rainfall, lithology, geology, land use, distance to roads, distance to drainage, and distance to faults. Existing national landslide inventory data were divided into training (70%) and validation data (30%). The spatial correlation between landslide locations and the conditioning factors were identified using GIS-based statistical models. Receiver operating characteristics (ROC) and the relative landslide density index (R-index) were used to validate the resulting susceptibility maps. The area under the curve (AUC) was used to obtain the following values from ROC for the per-pixel based FR approach (0.894) and the AHP (0.886) compared with the object-based geon FR approach (0.905) and the geon AHP (0.896). The object-based geon aggregation yielded a higher accuracy than both per-pixel based weightings (FR and AHP). We proved that the object-based geon approach creates meaningful regional units that are beneficial for regional planning and hazard mitigation.
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1. Introduction
Natural disasters are significant adverse events resulting from the natural processes of the earth. These can be floods, landslides, hurricanes, tornadoes, volcanic eruptions, earthquakes or tsunamis (Tien Bui et al. 2019). Natural disasters have a severe impact on local economies and communities, and it can take several years to recover from the repercussions (Guzzetti et al. 2012). Natural disasters that affect the human
population have been occurring at an alarming rate around the globe in recent years. The leading cause of the disaster depends on the vulnerability of the region to the hazard. Landslides are one of the most frequently occurring natural hazards around the globe that cause economic losses, destruction of infrastructure and environmental problems (Li and Wang 2019). Landslides are instances of land degradation that change the topographies of the landscape, causing soil erosion and infrastructure damage (Pourghasemi and Rahmati 2018). In recent decades, landslides have received considerable attention from the scientific community and policymakers (Gordo et al. 2019). Europe has witnessed a significant number of fatalities and economic losses due to landslides, which occur as the result of a combination of meteorological, geological, morphological, physical and anthropogenic factors (Haque et al. 2016). To reduce the impact of landslides and losses, it is necessary to study the landslide susceptibility of a place (Meena et al. 2019a). Landslide susceptibility is defined as the probability of a landslide occurrence in a given area due to the effects of various conditioning factors (Hong et al. 2015). Landslide susceptibility mapping (LSM) is the crucial step in the landslide management of a region. Researchers have used different methods to analyze landslide susceptibility (Sestras et al. 2019). LSM helps in effectively understanding the spatial distribution of probable landslide occurrences (Roodposhti et al. 2019).

The use of technologies like geographic information systems (GIS) and remote sensing can significantly help the responsible authorities in planning and mitigating the consequences of natural hazards. Remote sensing, along with GIS, has been one of the leading technologies for extracting and analyzing mass movements. In remote sensing and GIS, there are two main approaches for the classification and extraction of information from the images, namely per-pixel based and object-based and the per-pixel approach has been dominant, whereas object-based methods have become more widespread (Scaioni et al. 2014). Remote sensing using earth observation (EO) has been used for landslide susceptibility for inventory mapping, monitoring and rapid mapping (Casagli et al. 2016).

In this paper, the main aim is to compare per-pixel and object-based approaches for landslide susceptibility mapping and to gain insights about these two methodologies in regard to deriving susceptibility maps with higher accuracies for spatial planners and policymakers. We compare the traditional and straightforward per-pixel approaches of frequency ratio (FR) and a multi-criteria assessment approach building on analytical hierarchical process (AHP) weightings with an object-based aggregation method for landslide susceptibility analysis. For the per-pixel based approach, we selected FR as a data-driven model and the AHP multi-criteria assessment approach as an expert-based model. We used homogenous, spatial units – so-called geon - for the object-based analysis (Lang et al. 2014). The FR is a data-driven model based on the past landslide locations, causal factors and their spatial coverage (Wu et al. 2016). Many of the studies have used FR to generate susceptibility maps at regional scales, and there has been a strong correlation between the causal factors and the landslide locations in the area (Lee and Pradhan 2006). The AHP model based on expert knowledge in natural hazard susceptibility mapping is one of the most valued tools for susceptibility mapping (Feizizadeh and Blaschke 2014; Ghorbanzadeh et al. 2017;
Pirnazar et al. 2017). The geon concept was defined by Lang et al. (Lang et al. 2014), whereby geons are spatial units that are homogenous in terms of varying space-time phenomena under policy concern. Geons are specific types of regions, semi-automatically delineated with the incorporation of expert knowledge, scaled and of uniform response to an event under space-related policy concern. The initial methodology to model such ‘integrated geon’ was developed by Kienberger et al. (Kienberger et al. 2009). A main feature of the geon approach, is to identify homogenous regions without the restriction of administrative boundaries, thus reducing biases from the artificial borders such as administrative units (e.g. Modifiable Areal Unit Problem). There have been past studies assessing LSM for Austria where the focus has been on using only a few conditioning factors and an analysis based on statistical methods (Lima et al. 2017). There have also been studies explicitly focusing on lower Austria and assessing the quality of landslide susceptibility maps (Petschko et al. 2014). There are still challenges in landslide susceptibility mapping and the methods used (Glade et al. 2012). In a mountainous country like Austria, mass movements or landslides are a prevalent natural hazard, and mass movements often occur in areas that have been unstable in the past. The causes of mass movements are very diverse. The initiation of a mass movement can be influenced by several factors, such as precipitation, snow-melt, and earthquake vibration.

In this study, we compare simple yet widely used data-driven FR and expert-based AHP approaches for deriving the weights and introduce an object-based approach (geon) for identifying landslide susceptibility in Salzburg, Austria. Landslides constitute a significant hazard in Austria due to the alpine and mountainous areas. We used ten landslide conditioning factors, i.e. elevation, slope angle, slope aspect, rainfall, lithology, geology, land use, distance to roads, distance to drainage, and distance to faults, within four models to produce landslide susceptibility maps for Salzburg.

2. Study Area and Data

2.1. Study Area

Landslides are a prevalent natural hazard in the Province of Salzburg, Austria. Landslide occurrence in the study area is determined by several factors, namely lithology, tectonic structure, geomorphology (mainly slope angle and aspect) and land use. The geomorphological setting of Austria greatly contributes to the probability of landslide occurrence, as the Alps constitute 62% of the territory. Torrents and avalanches endanger around 75% of the communities in Austria (Höller 2009). The degradation of permafrost in the mountains due to the increase in temperatures can lead to slope instabilities and threatens settlements and transportation networks. In Austria, many human-made infrastructures, such as roads and buildings, are highly vulnerable to landslides caused by heavy rainstorms and long-lasting rain events.

The Province of Salzburg, the capital city of which is also called Salzburg, is one of the nine federal states in Austria (Figure 1). It has an area of 7,154.6 square kilometers and around 550,000 inhabitants. It stretches along its primary river, the Salzach, running from the central-eastern Alps in the south towards the north. The highest peak, the Großvenediger, reaches an altitude of 3657 meters above sea level.
The province is covered by approximately 370,000 hectares of forest, corresponding to 52% of its total area. These forests have a high economic value and are essential for protection against natural hazards. This study area has been selected because no landslide susceptibility maps exist for it yet, and because it is prone to different types of landslides (e.g. rockfalls, shallow landslides, debris flows) causing damage to infrastructure and the loss of lives.

2.2. Landslide Inventory Data

The landslide inventory point dataset used for this study was obtained from the Geological Survey of Austria (GBA) (Figure 2). Despite the significant number of landslides occurring in Austria, only a limited number of landslide locations is included in the database. The available inventory data has limitations regarding completeness and up-to-datedness. For model validation, landslide inventory data which is not used for the analysis or training is required, which is why it is necessary to divide the dataset into two parts. The first part is applied to train the models and is called the training dataset, and the rest is used to verify the model’s performance and is referred to as the validation dataset. There are no standard methodologies for the selection of training and validation samples (Guzzetti et al. 2012), but the most common ratio for training and validation samples is 70/30 (Tsangaratos and Ilia 2016). This approach has been used for various natural hazard studies (Umar et al. 2014). The landslide inventory dataset contained 560 landslide locations as of March 2019.
and these were divided randomly into two groups, with 70% (392) used for training and 30% (168) used for validating the results.

2.3. Landslide Conditioning Factors

There are no predefined criteria for selecting the conditioning factors for the landslide susceptibility mapping. Ideally, the selected conditioning factors are operative, quantifiable and non-uniform. Based on the geomorphological characteristics, literature and on expert feedback, ten landslide conditioning factors were selected for this study area. The ten landslide conditioning factors selected were, namely elevation, slope angle, slope aspect, distance to roads, distance to drainage, precipitation, land use, faults, geology, and lithology. A freely available digital elevation model (DEM) with 10 m spatial resolution of the federal state of Salzburg, downloaded from the Open Data Portal Austria (www.data.gv.at), was used to derive slope and aspect layers. The land use map was downloaded from the Land Information System Austria (LISA). The lithology, geology and fault data were obtained from the Geological Survey of Austria. The drainage and road networks were downloaded from the humanitarian open street map network (HOTOSM). Rainfall data was downloaded from ÖKS15 from the data center of the Climate Change Centre Austria (CCCA). All the data were processed and used to generate the landslide conditioning factors in ArcGIS software. See Figure 3 for all the input conditioning factors.
The slope is one of the most critical factors contributing to slope failure (Pham et al. 2018). Slope is directly linked to landslides and topographies with steeper slopes are usually more susceptible to failure. The slope angle was derived from the DEM and classified into five classes from 0° to >40° with intervals of 10°.

The aspect is also an essential factor for landslide susceptibility analysis (Ghorbanzadeh et al. 2018b). Aspect describes the direction of the slope. We classified the slope aspect into ten classes: north (0°–22.5°; 337.5°–360°), northeast (22.5°–67.5°), east (67.5°–112.5°), southeast (112.5°–157.5°), south (157.5°–202.5°), southwest (202.5°–247.5°), west (247.5°–292.5°), northwest (292.5°–337.5°), north (337.5°–360°) and flat (0°).

Figure 3. Map of the conditioning factors used in this study: (a) elevation, (b) slope, (c) aspect, (d) distance to roads, (e) geology, (f) lithology, (g) landuse, (h) distance to drainage, (i) distance to faults, (j) rainfall
The elevation influences the geomorphological and geological processes (Raja et al. 2017). It can affect the topographic attributes that lead to spatial variability of different landscape processes, and it can influence the vegetation distribution. Elevation was classified into five classes: 0–500 m, 500–1000 m, 1000–1500 m, 1500–2000 m and >2000 m above mean sea level.

Drainage is another important factor for landslide analysis as it delivers water that causes material saturation, resulting in landslides in the valleys (Lee and Pradhan 2006). The study area was classified into five classes reflecting the distance to drainage, namely 0–250 m, 250–500 m, 500–750 m, 750–1000 m and >1000 m.

The distance to roads is a further causal factor for landslide occurrence (Meena et al. 2019a). Roads are regarded as one of the most critical anthropogenic factors influencing the occurrence of landslides. The study area was classified into five different classes, which designated the influence of roads on landslide occurrence. The
buffer zone intervals were defined as 0–100 m, 100–200 m, 200–300 m, 300–400 m and >400 m. We chose these intervals as most of the landslides caused by road construction occur within 500 m of the road network.

Lithology is widely accepted as one of the most important factors in landslide susceptibility studies (Chen et al. 2017). Lithological units vary in terms of geological strength indices, susceptibility to failure and permeability (Yalcin and Bulut 2006). The variation of lithological units may lead to a variation in the strength and permeability of the rock stratum. Usually, the mass movements slide along a rock stratum with low strength and poor permeability. We have seventeen lithological units in our study area.

Geology is also one of the essential factors in landslide studies (Chen et al. 2017). We have six geological units in our study area such as austroalpine napes, Helvetic nappes, molasses zones, penninnc nappes, sub-penninic nappes and water.

Land use is another landslide-related factor in landslide susceptibility mapping, and it has been widely applied in previous research (Bartelletti et al. 2017; Persichillo et al. 2017). Variation in land use can explain the highly dissected zones within the region and provide insight into the landslide activity that is likely to occur. Land use and land cover data was downloaded from LISA and was classified into ten classes: built-up, flat sealed surfaces, permanent soil, bare rock and screees, water, snow and ice, trees, bushes and shrubs, herbaceous, and reeds.

Distance to faults is another factor determining the occurrence of landslides. Faults create a gap between two distinctive lithological units and generate fractures and joints within the lithological unit that can propagate landslide activity. Geological faults are responsible for triggering a large number of landslides because the tectonic breaks usually decrease the surrounding rock strength. The faults were derived from the geology layer obtained from the GBA. The distance to faults factor was classified into intervals of 0–1000 m, 1000–2000 m, 2000–3000 m, 3000–4000 m and >4000 m.

Rainfall is often considered as the main triggering factor for landslide initiation and also a key factor for landslide susceptibility analysis (Wu et al. 2016). Rainfall characteristics vary by weather conditions and topographical characteristics, causing considerable temporal and spatial differences in rainfall amount and intensity, which can trigger landslides both over large areas but also only in specific small areas. Annual precipitation data were obtained from ÖKS15 as annual average precipitation for Salzburg province and was classified into the following four classes: 0-1300 mm, 1300-1900 mm, 1900-2500 mm and >2500 mm.

### 3. Methods

The Landslide susceptibility analysis was carried out using two traditional weighting approaches commonly used in per-pixel models, namely the data-driven FR and multi-criteria assessment expert-based AHP. There are various approaches for landslide susceptibility mapping and the main reason for choosing the data-driven and expert-based approach for weighting was to understand the impact of aggregation using object-based geons on simple, established yet widely used approaches. We used geons, which is an object-based aggregation approach, where the weights are derived
from data-driven FR, and expert-based AHP approaches for aggregation and to produce landslide susceptibility maps.

3.1. Weighting Approaches

3.1.1. Frequency Ratio (FR)
The FR model is widely used in landslide susceptibility analysis. FR is a simple assessment tool that gives the probability of the distribution of occurrence and non-occurrence of landslides for each conditioning factor (Lee and Pradhan 2006; Wang and Li 2017). The FR is a variation of the probabilistic model and is based on the observed relationships between the distribution of landslides and the related factors of each landslide (Tay et al. 2014). Thus, the FR shows the correlation between landslide locations and the conditioning factors influencing the occurrence of landslides in the given area. Landslide conditioning factors can be weighted by considering the ratio of observed landslides to the area of the given study area. Correlation between factor classes can be found through FR, which is quite a useful geospatial assessment tool (Mahalingam et al. 2016; Meena et al. 2019b). FR weights can be computed using the ratios of landslide inventory points of all classes within each factor. The landslide inventory points are then overlaid with the conditioning factors to obtain the area ratio for each factor class to the total area. The FR weights are then obtained by dividing the landslide occurrence ratio in a class by the area in that class (Demir et al. 2012).

3.1.2. Analytical Hierarchical Process (AHP)
The multi-criteria assessment based AHP is a decision-making tool to deal with complex, unstructured and multi-attribute problems, and was first developed by Saaty (Saaty 1980). The AHP model has been widely applied in various fields, including landslide susceptibility analysis (Kayastha et al. 2013). The AHP model is based on multi-criteria and involves the participation of experts and their expert knowledge and judgement (Saaty and Vargas 1984). Based on the importance of each factor, a hierarchical order of factors and numerical values are established (Cabrera-Barona and Ghorbanzadeh 2018; Ghorbanzadeh et al. 2018c). These factors are then integrated, and each factor is weighted according to its importance (Sahnoun et al. 2011). The AHP model is used for creating the correlative pairwise comparison matrix, which is generated from the expert’s values based on their knowledge by comparing the importance of each factor to all the other factors. Each layer is assigned values based on the nine-point scale and added to the matrix. An underlying scale is proposed for pairwise comparisons in the AHP model, with values ranging from 1 to 9 (Table 1) (Saaty and Vargas 1991).

The expert assigns a value for each factor. The principle of transitivity is important in AHP for any given three factors (such as f1, f2 and f3), and is defined as follows; if f1 > f2 and f2 > f3, then f1 > f3. The principle of transitivity is a basis for conditioning factor weighing in AHP. Due to this principle, a consistent pairwise comparison matrix would require that if 2f1 > f2 (i.e., f1 is two times more preferable than f2) and 4f2 > f3, then 8f1 > f3 to account for the transitivity principle.
Inconsistency can be defined based on the observation that $\lambda_{\text{max}} > n$ for comparison matrices and $\lambda_{\text{max}} > n$, if $C$ is a consistent comparison. The consistency ratio (CR) is defined by Equation (1):

$$\text{CR} = \frac{\lambda_{\text{max}} - n}{RI(n-1)}$$

where RI is the random index of a randomly created pairwise comparison matrix for $n = 2, 3, 4, 5, 6, 7, 8, \text{and 9}$. If the consistency ratio is $<0.10$, it indicates an acceptable level of consistency, whereas a CR $> 0.10$ points to a degree of inconsistency (Saaty and Vargas 1984). Surveys were conducted to gather expert knowledge from the Province of Salzburg to calculate the criteria weights using the AHP model. We chose professionals with expertise in the field of geology, landslides, geography, ecology and geoinformatics to fill in the questionnaire.

### 3.2. Aggregation Approaches

#### 3.2.1. Per-pixel based aggregation

Spatial decision problems have given rise to multi-criteria decision analysis (MCDA). MCDA provides an assortment of techniques and procedures for organizing decision problems and designing decisions evaluation criteria (Malczewski 2006). There are two important multi-criteria evaluation methods in GIS: the Boolean overlay operations and weighted linear combinations, which are the most widespread within the ordered weighted average (Malczewski 1999).

In this study, we use the per-pixel based data-driven FR, and the expert-based AHP approaches to aggregate the weights. The FR approach uses the weighted sum approach, whereas the AHP uses the weighted overlay approach to produce the final susceptibility map.

The landslide susceptibility index (LSI) was calculated by the summation of each conditioning factor ratio value derived from the FR approach using the equation given below (Lee and Pradhan 2006). Equation (2):

$$\text{LSI} = \sum_{\text{FR}} (\text{slope} \times w) + (\text{aspect} \times w) + (\text{elevation} \times w) + (\text{distance to faults} \times w) + (\text{distance to road} \times w) + (\text{distance to drainage} \times w) + (\text{landuse} \times w) + (\text{lithology} \times w) + (\text{geology} \times w) + (\text{rainfall} \times w)$$

(1)

(2)
Where LSI is the landslide susceptibility index, and FR is the frequency ratio of each factor type or class and \( w \) is the weight of each conditioning factor. In the relationship analysis, an FR value of 1 means that the class has a density of landslides proportional to the size of the class on the map; therefore, a value of 1 is an average value. LSI values greater than 1 signify a higher correlation, whereas values of less than 1 mean a lower correlation. The greater the LSI value, the higher the susceptibility to landslide occurrence. In contrast, the lower the LSI value, the lower the susceptibility to landslide occurrence.

The assessed weights of the ten layers were calculated using the AHP model based on the resulting pairwise comparison matrices. The AHP weights are aggregated based on a pairwise comparison matrix using the weighted overlay method to derive the final susceptibility map.

3.2.2. Object-based aggregation

3.2.2.1. Geon. Geons are defined rather broadly as spatial units that are homogenous in terms of varying space-time phenomena under policy concern, and the term itself is defined by Lang et al. (Lang et al. 2014) as “geon (derived from Greek γεῖ (Γη) = land, earth and the suffix -on = something being) is a type of region, semi-automatically delineated with expert knowledge incorporated, scaled and of uniform response to a phenomenon under space-related policy concern”. A geon is a scale-specific spatial object with stability features such as minimized inner variance and gradients towards the outside through vector encoding (Hagenlocher et al. 2014; Lang et al. 2014). The geon approach works in a two-step process to accomplish domain-specific (i.e., expert-based) and semi-automated regionalisation. In general, the geon approach, which generates composite objects (Tiede et al. 2010), is applied to multispectral data in an analytical, taxonomic process followed by an advanced mapping scheme (Lang et al. 2014). A specific type of multicomponent regionalisation is the region-based image segmentation, where results are generated based on spatial continuity and specific homogeneity criteria.

Multi-resolution segmentation is a widely used algorithm in object-based image analysis (OBIA) (Blaschke 2010). It generates homogenous image segments in a nested hierarchy of scaled representations. Spectral information is aggregated in a scale-adaptive manner, while the loss of detail is minimized (Dragut et al. 2014). The aim of generating geon is to map policy-relevant spatial phenomena in an adaptive and expert-validated manner, comparable to the respective scale of intervention. This helps to visualize and comprehend the spatial distribution of such phenomena and thereby to better plan, locate and evaluate intervention measures (Kienberger et al. 2009).

All segmentation processes and parameterisations were carried out in eCognition software. Before the segmentation process, all the conditioning factor layers were converted to 8 bit with normalized values from 0-255 and in GeoTIFF format for geon computation in eCognition. The normalization was calculated based on Equation (3):

\[
V' = \frac{V - V_{\text{min}}}{V_{\text{max}} - V_{\text{min}}} * 255
\]

Where \( V' \) is the normalized value, \( V \) the causal factor value to be normalized, \( V_{\text{min}} \) the minimum value of the whole data range and \( V_{\text{max}} \) the maximum value of the data range for the particular layer. The most common algorithm in OBIA for segmenting an
image into image objects is the multi-resolution segmentation (MRS) (Baatz and Schäpe 2000). MRS starts at the pixel level and successively aggregates the pixels into objects of different shapes, sizes, and characteristics until it reaches a threshold of homogeneity set by the user. One of the main issues in MRS is the selection of parameters, especially the scale parameter (SP). The Estimation of Scale Parameter tool (ESP) allows detecting optimal scales based on a local variance graph, using a single layer (Dráguţ et al. 2010). This approach was extended into an automated tool (ESP2) for multiple layers (Dragut et al. 2014). The ESP2 tool is an entirely automated method for the selection of scale parameters that delivers three distinct scales using MRS, implemented in the eCognition Developer software. We used the ESP2 tool to get the optimal scale values, and the finest scale was used for generating the geon.

The aggregation based on the object-based geon approach was based on the weights from both the data-driven FR approach and the expert-based AHP approach. This enables us to compare the per-pixel approach against the object-based approach.

4. Results
4.1. Per-pixel
Landslide susceptibility maps were generated to identify the areas that are susceptible to landslides. The weights for the FR were derived from the data, and the AHP approach was based on the pairwise comparison matrix generated by the experts. The final weights for FR and AHP for each conditioning factor are given in Table 2. The weights for the FR were calculated in excel using the formula in ArcGIS software, and the AHP was calculated based on the expert’s weights using Matlab software. The values for the LSM maps were in the range of 0 to 100.

The weights for each class of the conditioning factors for FR and AHP are given in Table 3. These weights were used to derive the final weights for each of the conditioning factors, which were used to create the final landslide susceptibility map.

There is no standard method for classifying the values in the resulting susceptibility maps. All the results were normalized to values between 0 and 100 for consistency and comparison. The results were classified into the five classes for ‘very low’, ‘low’, ‘moderate’, ‘high’ and ‘very high’ susceptibility classes using the quantile classification method, which distributes the values into groups that contain an equal number of

| Table 2. Per-pixel based normalized weights for each factor from the data-driven FR and expert-based AHP approaches. |
|---------------------------------------------------------------|
| Factors          | FR weights | AHP weights |
|------------------|------------|-------------|
| DEM              | 5.26       | 5           |
| Slope            | 3.04       | 18          |
| Aspect           | 1.37       | 5           |
| Distance to roads| 1.82       | 5           |
| Rainfall         | 5.19       | 15          |
| Distance to drainage | 4.44   | 8           |
| Lithology        | 1.96       | 12          |
| Geology          | 5.24       | 12          |
| Distance to faults | 1        | 8           |
| Landcover        | 4.4        | 12          |
Table 3. Normalized weights for each factor and each of the classes based on the FR and AHP model.

| Factors weights         | Classes | Pixels per Class | % of Pixels | Landslide Pixels | % of Landslide Pixels | FR weights | AHP weights | Consistency Ratio (CR) |
|-------------------------|---------|------------------|-------------|------------------|-----------------------|------------|-------------|------------------------|
| **Distance to roads (m)** | 0–100   | 5339732          | 7.46        | 2500             | 6.38                  | 0.86       | 0.41        | 0.003                  |
|                         | 100–200 | 5304115          | 7.41        | 3300             | 8.42                  | 1.14       | 0.23        |                        |
|                         | 200–300 | 4991679          | 6.97        | 3900             | 9.95                  | 1.43       | 0.12        |                        |
|                         | 300–400 | 4595739          | 6.42        | 3600             | 9.18                  | 1.43       | 0.12        |                        |
|                         | >400    | 51359740         | 71.74       | 25900            | 66.07                 | 0.92       | 0.12        |                        |
| **Distance to drainage (m)** | <250    | 24233421         | 33.85       | 19400            | 49.49                 | 1.46       | 0.40        | 0.007                  |
|                         | 250–500 | 16105418         | 22.50       | 9100             | 23.21                 | 1.03       | 0.24        |                        |
|                         | 500–750 | 11083956         | 15.48       | 4700             | 11.99                 | 0.77       | 0.14        |                        |
|                         | 750–1000| 7381373          | 10.31       | 3400             | 8.67                  | 0.84       | 0.14        |                        |
|                         | >1000   | 12786837         | 17.86       | 2600             | 6.63                  | 0.37       | 0.08        |                        |
| **Distance to faults (m)** | 0–1000  | 23931781         | 33.43       | 14800            | 37.76                 | 1.13       | 0.36        | 0.016                  |
|                         | 1000–2000| 14544140           | 20.32       | 19400            | 49.49                 | 1.46       | 0.40        |                        |
|                         | 2000–3000| 9329060          | 13.03       | 5000             | 12.76                 | 0.98       | 0.22        |                        |
|                         | 3000–4000| 6411517          | 8.96        | 3300             | 8.42                  | 0.94       | 0.12        |                        |
|                         | >4000   | 17374507         | 24.27       | 19400            | 49.49                 | 1.46       | 0.40        |                        |
| **Slope (°)**          | 0–10    | 13754900         | 19.23       | 4700             | 11.99                 | 0.62       | 0.10        | 0.002                  |
|                         | 20–30   | 13544556         | 18.94       | 7200             | 18.37                 | 0.97       | 0.18        |                        |
|                         | 20–30   | 18498297         | 25.87       | 9900             | 25.26                 | 0.98       | 0.18        |                        |
|                         | 30–40   | 16739088         | 23.41       | 10100            | 25.77                 | 1.10       | 0.18        |                        |
|                         | >40     | 8977191          | 12.55       | 7300             | 18.62                 | 1.48       | 0.35        |                        |
| **Elevation (m)**      | 0–500   | 3119650          | 4.36        | 1400             | 3.57                  | 0.82       | 0.17        | 0.020                  |
|                         | 500–1000| 16946654         | 23.68       | 17300            | 44.13                 | 1.86       | 0.39        |                        |
|                         | 1000–1500| 21365633        | 29.85       | 11800            | 30.10                 | 1.01       | 0.23        |                        |
|                         | 1500–2000| 17868155        | 24.96       | 4800             | 12.24                 | 0.49       | 0.11        |                        |
|                         | >2000   | 12279629         | 17.16       | 3900             | 9.95                  | 0.58       | 0.11        |                        |
| **Aspect**             | Flat    | 8437454          | 11.80       | 3200             | 8.16                  | 0.69       | 0.06        | 0.011                  |
|                         | North   | 8549903          | 11.96       | 3800             | 9.69                  | 0.81       | 0.06        |                        |
|                         | Northeast| 7994468          | 11.18       | 4800             | 12.24                 | 1.10       | 0.12        |                        |
|                         | East    | 7337976          | 10.26       | 4400             | 11.22                 | 1.09       | 0.11        |                        |
|                         | Southeast| 7156275         | 10.01       | 5400             | 13.78                 | 1.38       | 0.21        |                        |
|                         | South   | 7022701          | 9.82        | 4800             | 12.24                 | 1.25       | 0.20        |                        |
|                         | Southwest| 7985544        | 11.17       | 4800             | 12.24                 | 1.10       | 0.12        |                        |
|                         | West    | 8374074          | 11.71       | 4400             | 11.22                 | 0.96       | 0.07        |                        |
|                         | Northwest| 8655637       | 12.10       | 3600             | 9.18                  | 0.76       | 0.05        |                        |

(continued)
| Factors weights | Classes                                      | Pixels per Class | % of Pixels | Landslide Pixels | % of Landslide Pixels | FR weights | AHP weights | Consistency Ratio (CR) |
|-----------------|---------------------------------------------|------------------|-------------|------------------|-----------------------|------------|-------------|------------------------|
| Landuse         | Built - up                                  | 773257           | 1.08        | 200              | 0.51                  | 0.47       | 0.04        | 0.015                  |
|                 | Flat sealed surfaces                        | 550481           | 0.77        | 600              | 1.53                  | 1.99       | 0.21        |                        |
|                 | Permanent soil                              | 441228           | 0.62        | 100              | 0.26                  | 0.41       | 0.04        |                        |
|                 | Bare rock and screes                        | 6501809          | 9.09        | 2500             | 6.39                  | 0.70       | 0.08        |                        |
|                 | Water                                       | 523557           | 0.73        | 0                | 0.00                  | 0.00       | 0.03        |                        |
|                 | Snow and ice                                | 174977           | 0.24        | 200              | 0.51                  | 2.09       | 0.23        |                        |
|                 | Trees                                       | 26758131         | 37.41       | 15000            | 38.36                 | 1.03       | 0.10        |                        |
|                 | Bushes and shrubs                           | 7783076          | 10.88       | 3700             | 9.46                  | 0.87       | 0.09        |                        |
|                 | Herbaceous                                  | 28013037         | 39.17       | 16800            | 42.97                 | 1.10       | 0.14        |                        |
|                 | Reeds                                       | 5672             | 0.01        | 0                | 0.00                  | 0.00       | 0.03        |                        |
| Lithology       | Water                                       | 338887           | 0.47        | 0                | 0.00                  | 0.00       | 0.01        | 0.010                  |
|                 | Limestone                                   | 20114817         | 28.13       | 9400             | 23.98                 | 0.85       | 0.05        |                        |
|                 | Coarse clastics, marl, shale, sandstone     | 764607           | 1.07        | 600              | 1.53                  | 1.43       | 0.09        |                        |
|                 | Intercalated sandstone and marlstone        | 3754579          | 5.25        | 1400             | 3.57                  | 0.68       | 0.04        |                        |
|                 | Phyllite                                    | 14754212         | 20.63       | 12400            | 31.63                 | 1.53       | 0.10        |                        |
|                 | Carbonate rock                              | 4092521          | 5.72        | 1200             | 3.06                  | 0.53       | 0.03        |                        |
|                 | Quartz phyllite                             | 1735326          | 2.43        | 600              | 1.53                  | 0.63       | 0.03        |                        |
|                 | Volcanic rock                               | 385675           | 0.54        | 100              | 0.26                  | 0.47       | 0.03        |                        |
|                 | Marl, sand, gravel, limestone               | 1990847          | 2.78        | 300              | 0.77                  | 0.27       | 0.02        |                        |
|                 | Mica schist (predominantly)                 | 2447252          | 3.42        | 1700             | 4.34                  | 1.27       | 0.09        |                        |
|                 | Marble                                      | 1156336          | 1.62        | 300              | 0.77                  | 0.47       | 0.03        |                        |
|                 | Metasediment, ophiolite                     | 3551132          | 4.97        | 2500             | 6.38                  | 1.28       | 0.09        |                        |
|                 | Paragneiss                                  | 4234756          | 5.92        | 2000             | 5.10                  | 0.86       | 0.05        |                        |
|                 | Ophiolite                                   | 1490701          | 2.08        | 1300             | 3.32                  | 1.59       | 0.12        |                        |
|                 | Clay slate, sandstone, conglomerate         | 221302           | 0.31        | 200              | 0.51                  | 1.65       | 0.13        |                        |
|                 | Granite, granodioritic, tonalitic gneiss     | 5603384          | 7.84        | 2600             | 6.63                  | 0.85       | 0.05        |                        |
|                 | Schist, quartzite, ophiolite                | 4875629          | 6.82        | 2600             | 6.63                  | 0.97       | 0.05        |                        |
| Geology         | Water                                       | 338887           | 0.47        | 0                | 0.00                  | 0.00       | 0.32        | 0.089                  |
|                 | Helvetic nappes, Ultra-Helvetic nappes      | 409412           | 0.57        | 300              | 0.77                  | 1.34       | 0.21        |                        |
|                 | Austroalpine nappes                         | 42091508         | 58.86       | 23900            | 60.97                 | 1.04       | 0.14        |                        |
|                 | Penninic nappes                             | 13672041         | 19.12       | 7800             | 19.90                 | 1.04       | 0.14        |                        |
|                 | Molasse Zone, intramontane basins           | 1990847          | 2.78        | 300              | 0.77                  | 0.27       | 0.06        |                        |
|                 | Sub-Penninic nappes                         | 13009268         | 18.19       | 6900             | 17.60                 | 0.97       | 0.13        |                        |
| Rainfall (mm)   | <1300                                       | 17539500         | 24.50       | 15900            | 40.66                 | 1.66       | 0.42        | 0.004                  |
|                 | 1300-1900                                   | 44101200         | 61.61       | 20300            | 51.92                 | 0.84       | 0.23        |                        |
|                 | 1900-2500                                   | 9417200          | 13.16       | 2600             | 6.65                  | 0.51       | 0.12        |                        |
|                 | >2500                                       | 523900           | 0.73        | 300              | 0.77                  | 1.05       | 0.23        |                        |
Figure 4. Landslide susceptibility maps derived using the per-pixel weighting approaches of FR and AHP.
values as shown in Figure 4. This is better as you would have better distribution of values in each classes than the commonly used natural breaks where some classes might have a limited or excessive number of values.

4.2. Object-based

Weights from the data-driven FR and expert-based AHP approaches were used for the aggregation based on the object-based geon. The weights were used for segmentation to produce the landslide susceptibility maps based on geon. The resulting Landslide Susceptibility maps for each weighting approach are shown in Figure 5. The resulting values in the maps were classified based on the same quantile classification method as described above.

It is essential to understand how the final landslide susceptibility maps were derived through each model and how each conditioning factor influences them. The final weightings influence the resulting map, but it is unclear how each location is affected by each conditioning factor. To demonstrate the impact of the conditioning factors, we chose four random locations in the resulting map derived using the geon approach (two locations for FR and two locations for AHP) and assessed the impact of each conditioning factor in these four random locations.

Figure 6 shows the two locations chosen for the geon where the weights are derived from FR.

Figure 7 shows the impact of the conditioning factors for location one (see Figure 6). It indicates that the distance to drainage has the highest influence, followed by lithology and geology. The distance to roads has the least impact at this location. Location one in the final susceptibility map is categorized as a high susceptibility area.

At location two (see Figure 6), geology has the most significant impact while distance to drainage, rainfall, distance to faults and elevation have the least impact on the final susceptibility map. Location two has been categorized as a very low susceptibility area. The effect of each conditioning factor at location two can be seen in Figure 8.

Location one in Figure 9, where the weights for the geon are derived from AHP has been categorized as a very high susceptible area in the final susceptibility map. The most significant impact is from rainfall followed by lithology and geology, whereas the least impact is from distance to roads followed by elevation. The impact of each conditioning factor for location one is shown in Figure 10.

Location two in Figure 9, where the weights for the geon are derived from AHP, has been categorized as being moderately susceptible in the final susceptibility map. The most significant maximum impact is from geology and distance to drainage, whereas the least impact is from elevation. The impact of each conditioning factor for location two is shown in Figure 11.

The geon model has an advantage over other models because it shows the impact of each conditioning factor on the final landslide susceptibility map for homogenous units instead of for single grids, which can help to better understand and interpret the results. The results of the grid-based approach, on the other hand, are more complex to show and communicate, which makes the geon a meaningful unit.
Figure 5. Landslide susceptibility maps derived using the object-based approach of geon using weights from FR and AHP.
Figure 6. Selected geon for the impact assessment of each conditioning factor on the final susceptibility map using the geon approach based on FR weights.

Figure 7. Impact of each conditioning factor at location one based on the geon approach using FR weights.
Figure 8. Impact of each conditioning factor at location two based on the geon approach using FR weights.

Figure 9. Selected geon for the impact assessment of each conditioning factor on the final susceptibility map using the geon approach based on AHP weights.
5. Validation

Validation is an integral part of landslide susceptibility mapping (Ghorbanzadeh et al. 2018a), in particular, to produce information which is of practical benefit for decision-makers. To determine the success of the applied landslide susceptibility models, we compared the resulting maps from each of the models with the existing landslide inventory data. To get an indication of the effectiveness of each model for LSM, analysis of the conformity between the inventory data and the resulting maps indicates whether the applied models can correctly predict the areas that are susceptible to landslides (Pourghasemi and Rahmati 2018). 30% of the point locations from the landslide inventory (i.e. 167 landslides) were used as reference data for validating the results.

Figure 10. Impact of each conditioning factor in location 1 based on the geon approach using AHP weights.

Figure 11. Impact of each conditioning factor at location two based on the geon approach using AHP weights.

5. Validation

Validation is an integral part of landslide susceptibility mapping (Ghorbanzadeh et al. 2018a), in particular, to produce information which is of practical benefit for decision-makers. To determine the success of the applied landslide susceptibility models, we compared the resulting maps from each of the models with the existing landslide inventory data. To get an indication of the effectiveness of each model for LSM, analysis of the conformity between the inventory data and the resulting maps indicates whether the applied models can correctly predict the areas that are susceptible to landslides (Pourghasemi and Rahmati 2018). 30% of the point locations from the landslide inventory (i.e. 167 landslides) were used as reference data for validating the results.
5.1. Receiver Operating Characteristics (ROC)

The receiver operating characteristics (ROC) curve was used to validate the four resulting landslide susceptibility maps made using the FR, AHP, geon AHP and geon FR using the validation data. The ROC approach enables a comparison of the true positive rate (TPR) and the false positive rate (FPR) in the landslide susceptibility maps (Linden 2006; Ghorbanzadeh et al. 2018d). ROC curves were calculated for all landslide susceptibility maps. Pixels that are correctly identified (high susceptibility) and thus match the landslide reference data are the TPRs, while the incorrectly labelled pixels are the FPRs. ROC curves are generated by plotting the TPRs versus FPRs. The area under the curve (AUC) is the degree that specifies the accuracy of the resulting landslide susceptibility maps. The AUC indicates the probability that more pixels were correctly labelled than incorrectly labelled. Greater AUC values indicate a higher accuracy and lower AUC values indicate lower accuracy of the susceptibility map. If the AUC values are close to unity, then this indicates a significant susceptibility map. A value of 0.5 shows an insignificant map because it means the map was generated by coincidence (Baird et al. 2013).

The AUC values obtained from the ROC approach for FR, AHP, Geon (FR) and Geon (AHP) were 0.89, 0.88, 0.90 and 0.89, respectively. According to the results, the geon approach indicates more accurate results compared to the per-pixel based FR and AHP. The results of AHP may vary as this method is based on the expert weightings and thus on the knowledge of the experts. Figure 12 represents the ROC quality method success rate curves for FR, AHP, Geon (FR) and Geon (AHP) using the validation landslide inventory data, and Figure 13 represents the ROC quality method success rate curves for FR, AHP, Geon (FR) and Geon (AHP) using the training landslide inventory data.

![Figure 12. The ROC representing the quality method success rate curves for the FR, AHP, geon (FR), and geon (AHP) approaches using the validation landslide data.](image-url)
5.2. Relative Landslide Density (R-index)

Additionally, the accuracy of the resulting LSMs was evaluated using the index of relative landslide density (R-index). The R-index can be calculated using Equation (4):

\[
R = \frac{\sum (n_i/N_i)}{\sum (n_i/N_i)} \times 100
\]  

(4)

where \(N_i\) is the percentage of landslides in each susceptibility class, and \(n_i\) is the percentage of the area that is susceptible to landslides in each susceptibility class. Table 4 shows the four approaches categorized into five susceptibility classes using the

![Figure 13. The ROC representing the quality method success rate curves for the FR, AHP, geon (FR), and geon (AHP) approaches using the training landslide data.](image)

Table 4. R-indexes for the landslide susceptibility mappings (LSMs) of FR, AHP, Geon (FR) and Geon (AHP).

| Validation methods | Susceptibility class | Number of pixels | Area (km²) | Area (%) (ni) | Number of landslides | Landslide (%) (Ni) | R-index |
|--------------------|----------------------|------------------|------------|--------------|----------------------|--------------------|---------|
| AHP                | Very Low             | 7200             | 2069.52    | 29.10        | 9                    | 5.39               | 2       |
|                    | Low                  | 29700            | 2259.21    | 31.77        | 33                   | 19.76              | 7       |
|                    | Moderate             | 41400            | 1640.52    | 23.07        | 47                   | 28.14              | 14      |
|                    | High                 | 43200            | 8424.08    | 11.85        | 48                   | 28.74              | 28      |
|                    | Very high            | 27000            | 3001.68    | 4.22         | 30                   | 17.96              | 49      |
| FR                 | Very Low             | 9900             | 1422.69    | 20.00        | 11                   | 6.59               | 7       |
|                    | Low                  | 9900             | 1422.32    | 20.00        | 12                   | 7.19               | 7       |
|                    | Moderate             | 13500            | 1422.29    | 20.00        | 15                   | 8.98               | 9       |
|                    | High                 | 32400            | 1422.56    | 20.00        | 37                   | 22.16              | 22      |
|                    | Very high            | 82800            | 1421.94    | 19.99        | 92                   | 55.09              | 55      |
| Geon (FR)          | Very Low             | 8100             | 1443.69    | 20.10        | 9                    | 5.39               | 5       |
|                    | Low                  | 12600            | 1435.06    | 19.98        | 12                   | 7.19               | 7       |
|                    | Moderate             | 16200            | 1435.68    | 19.99        | 16                   | 9.58               | 10      |
|                    | High                 | 32400            | 1436.61    | 20.00        | 34                   | 20.36              | 20      |
|                    | Very high            | 81000            | 1430.90    | 19.92        | 96                   | 57.49              | 58      |
| Geon (AHP)         | Very Low             | 7200             | 1439.59    | 20.03        | 8                    | 4.79               | 5       |
|                    | Low                  | 17100            | 1439.79    | 20.03        | 19                   | 11.38              | 11      |
|                    | Moderate             | 21600            | 1441.36    | 20.06        | 24                   | 14.37              | 14      |
|                    | High                 | 26100            | 1433.05    | 19.94        | 29                   | 17.37              | 17      |
|                    | Very high            | 78300            | 1432.77    | 19.94        | 87                   | 52.10              | 53      |
quantile classification method. Overall, the geon-based aggregation method shows a higher r-index for higher susceptibility classes compared to the FR and AHP methods. The R-index results show that the Geon (FR) has higher r-index value for the very high susceptibility class compared to the AHP method, which has the lowest r-index for the very high susceptibility class. The AHP method has a higher r-index value for the high susceptible class compared to the other three approaches. The AHP method also has the lowest r-index for the very low susceptibility class. The R-index values for the high susceptibility class in AHP, FR, Geon (FR) and Geon (AHP) are 49%, 55%, 58% and 53%, respectively.

The geon model achieved better results compared to the per-pixel FR and AHP models when considering the difference in the areas of the susceptibility classes and the subsequent R-index for each class.

Figure 14 shows the r-index for each susceptibility class categorized into five classes based on the quantile classification.

6. Discussion

The results reveal a range of possibilities for the use of the object-based aggregation concept of geon for landslide susceptibility mapping. The core idea of the geon approach is that the final susceptible entities are independent of administrative units. It can, therefore, reduce the biases from artificial borders in the landscape. Additionally, geons also facilitate the identification of place-specific implementation measures which are better for landslide susceptibility management that does not take into account the boundary restrictions. In general, geons allow transforming continuous spatial information into discrete objects in order to monitor changes according to various hazards in a specific area. This study may support spatial planners in decision-making and presents a strategic and regionalised susceptibility mapping method that determines homogeneous
Figure 15. Comparison of the resulting weights for each factor and the classes based on the FR and AHP model.
landscape units and does not adhere to administrative boundaries. The advantage of using the geons model is that it allows us to understand the impact of each conditioning factor used in the study area on the final susceptibility map. A proper understanding of the impact of the conditioning factors in each location is crucial for understanding the mechanism of landslide occurrences at a regional scale.

Geology is one of the most significant factors that affect landslides. It can be interpreted from Table 2 that among the weights derived from FR and AHP approaches for all the conditioning factors, geology is one of the most influencing factors derived from the landslide inventory in Salzburg. In the impact study of each conditioning factor in Figure 7 to Figure 11, geology plays an important role and has one of the highest values in the final susceptibility map in the four chosen location and influences the susceptibility classes. The geological conditions highly influence the occurrence of landslides along with the influence of human activities.

While the data-driven FR approach is a simple and easy to apply method, the multi-criteria based AHP is more complex and requires domain knowledge and expert judgement to assign weights to each conditioning factor. The FR approach permits the evaluation of relationships between a dependent variable and several independent variables in a discrete form. By contrast, the AHP allows evaluating the continuous independent variables in addition to distinct forms (Schicker and Moon 2012).

The overall results obtained from the ROC approach show that the geon (FR) model yielded a higher accuracy, followed by the FR model. The AHP model yielded the lowest accuracy compared to the geon and the FR model. The higher accuracy of the FR model compared to the AHP model shows that the data-driven methodology performs better than the expert-based AHP method, at least in the present study. However, the results might vary depending on the experts and the knowledge domain for assigning the criteria weights in that particular region. Many researchers combine the AHP method with other methodologies such as Dempster Shafer or fuzzy theory to improve the final landslide susceptibility maps. We used the conventional FR and AHP methods, as we wanted to compare the two traditional per-pixel weighting methods of FR and AHP with the object-based aggregation methodology of the geon approach. The resulting susceptibility map is based on the landslide point inventory, and the results might vary when using other polygon-based landslide inventories.

As presented in Figure 15, most of the weightings of the sub-criteria based on the AHP and FR models are different in absolute terms but show similarities in some classes. According to the results based on the AHP, for example, the elevation class of 500-1000 m is the most important in terms of landslide susceptibility with a weighting of 0.39. Similarly, based on the weighting of the FR model, the class of 500-1000 m is the most significant class with a weighting of 1.86. The weightings of the AHP and FR models for the criteria distance to roads and distance to drainage follow a very similar pattern but also show different weightings.

7. Conclusions

Landslide susceptibility mapping is for assessing landslide-prone areas. The results can help to better manage and plan risk mitigation measures. So far, no detailed
landslide susceptibility analysis has been carried out for the Province of Salzburg. In this study, we produced landslide susceptibility maps for the entire Province of Salzburg using FR, AHP and the geon method and compared a per-pixel weighting approach with an object-based aggregation approach. We used 560 landslide locations, of which 70% were used for training and 30% for validation. The accuracy and the degree of fit of the resulting landslide susceptibility maps were validated using two approaches, namely the ROC and R-index. The results of this validation show that all four methods can be applied for landslide susceptibility mapping, leading to similar AUC values: FR (0.89), AHP (0.88), Geon (FR) (0.90) and Geon (AHP) (0.89). However, the object-based geon model showed slightly higher accuracy results. The validation results demonstrate that object-based models are suited for landslide susceptibility and can even lead to higher accuracies compared to the pixel-based FR and AHP approaches. Geon represents meaningful units, and thus, are likely more suitable than per-pixel approaches for planning and mitigation.

We used a point-based landslide inventory for this study. A complementary study could employ a polygon-based landslide inventory dataset to check and compare the accuracy of the methodology and the effect of the input data. For future work, the geon approach could be compared with machine learning approaches and deep learning approaches.

This research introduces the use of geon as an object-based aggregation approach for landslide susceptibility mapping. This method may also be applied to analyze the susceptibility of other hazards. The resulting susceptibility maps can be useful for local administration and civil protection entities in cases of further events or continuous motion of landslides to evaluate potentially affected areas. This study illustrates that geon can be used to obtain meaningful susceptibility regions. The respective results can be beneficial for planners and disaster management to identify the regions prone to landslides and to mitigate the financial and economic damage from landslides in future.
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