Spatial bottom-up controls on fire likelihood vary across western North America
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Abstract. The unique nature of landscapes has challenged our ability to make generalizations about the effects of bottom-up controls on fire regimes. For four geographically distinct fire-prone landscapes in western North America, we used a consistent simulation approach to quantify the influence of three key bottom-up factors, ignitions, fuels, and topography, on spatial patterns of fire likelihood. We first developed working hypotheses predicting the influence of each factor based on its spatial structure (i.e., autocorrelation) in each of the four study areas. We then used a simulation model parameterized with extensive fire environment data to create high-resolution maps of fire likelihood, or burn probability (BP). To infer the influence of each bottom-up factor within and among study areas, these BP maps were compared to parallel sets of maps in which one of the three bottom-up factors was randomized. Results showed that ignition pattern had a relatively minor influence on the BP across all four study areas, whereas the influence of fuels was large. The influence of topography was the most equivocal among study areas; it had an insignificant influence in one study area and was the dominant control in another. We also found that the relationship between the influence of these factors and their spatial structure appeared nonlinear, which may have important implications for management activities aimed at attenuating the effect of fuels or ignitions on wildfire risk. This comparative study using landscapes with different biophysical and fire regime characteristics demonstrates the importance of employing consistent methodology to pinpoint the influence of bottom-up controls.
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INTRODUCTION

Across most of the globe’s landmass, complex environmental gradients induce a spectrum of fire regimes that, in turn, help shape biological communities (Bond and van Wilgen 1996, Krawchuk et al. 2009). Recent frameworks have attempted to characterize fire regimes according to the environmental factors limiting fire activity (Meyn et al. 2007, Krawchuk and Moritz 2011). At one end of the dichotomy are areas where fire is rare, such as in most rainforests, because of a lack of fire-conducive weather conditions (i.e., it is rarely hot, dry and windy). At the other extreme are areas where fire is rare because of a lack of available biomass or fuel, such as some of the world’s deserts. However, these examples represent the most extreme ecological cases; fire activity in most fire-prone ecosystems is limited not only by weather or available biomass, but also by other factors that vary across space and time, such as climate patterns (e.g., ENSO and
PDO), topography, and ignition patterns (Krawchuk et al. 2009, Bradstock et al. 2010).

In recent years, there has been considerable interest in assessing the top-down versus bottom-up controls on fire regimes (Heyerdahl et al. 2001, Mermoz et al. 2005). Weather is considered a ‘top-down’ control because it exerts its influence across large areas, whereas fuel is considered a ‘bottom-up’ control because its effect on fire is spatially more variable (Peters et al. 2004). The influence of top-down controls has been highlighted across relatively broad spatial scales (regional to global) (e.g., Gedalof et al. 2005, Balshi et al. 2009, Littell et al. 2009), but the study of bottom-up influences among a range of fire regimes has been challenging, in part because comparable information (i.e., data) has not been expansive enough to encompass areas of contrasting fire regimes (but see Rollins 2009).

Bottom-up controls on fire regimes can be thought of as a biophysical template upon which fire occurs. Notwithstanding anthropogenic effects, spatial patterns in fire activity are most often linked to three main bottom-up factors: ignitions, fuels and topography (Kennedy and McKenzie 2010, Parisien et al. 2010). Because bottom-up fire controls are intrinsically spatially heterogeneous, their arrangement in space will invariably shape fire patterns across a landscape (Turner 2005a). That is, the spatial configuration of a given bottom-up factor largely determines its relative influence on fire regimes among landscapes, whereby greater spatial variability in a given factor translates into more variable fire patterns. For example, topography will exert a greater influence on fire regimes in landscapes with rugged topography compared to landscapes with gentler relief (McKenzie et al. 2006).

Bottom-up fire controls have been elucidated for only a handful of landscapes (e.g., Rollins et al. 2002, Taylor and Skinner 2003, Gavin et al. 2006, Kellogg et al. 2008). Although these important studies have advanced our understanding of particular fire regimes, generalizing across the ecosystems that were studied is difficult due to different methods and spatial and temporal scales of analysis. A standard approach for comparing diverse ecosystems would enhance our understanding of bottom-up factors on fire regimes. The increasing availability of fire and fire environment data, as well as recent advances in fire simulation modeling (Miller et al. 2008), makes this comparison possible. Specifically, simulation models that produce spatially continuous estimates of fire likelihood (hereafter, burn probability [BP]) provide a platform for a systematic comparison of the influence of bottom-up controls (i.e., ignitions, fuels, and topography) among landscapes. BP models are parameterized using detailed fire, weather and landscape (fuels and topography) data whose purpose is to produce fire likelihood estimates for the current state of the landscape. These models do not simulate forest succession and therefore cannot be used to recreate past fire regimes; rather, their strength lies in their ability to conduct experiments and explore the sensitivities of different components of the fire environment.

In this study, we used parallel methods and data to investigate the influence of ignitions, fuels, and topography on BP in four fire-prone landscapes of western North America that differ substantially in their biophysical and fire environment. We developed working hypotheses of the influence of each of these factors on BP based on their spatial structures. These hypotheses were tested in a simulation study whereby the influence of each bottom-up factor on BP was evaluated by manipulating its spatial variability (cf. Cary et al. 2006, Parisien et al. 2011). This technique allowed us to directly compare the contribution of each bottom-up factor on BP among very different study areas, as well as assess the relative influence of these factors on BP within each study area.

**Methods**

We used a simulation modeling approach to evaluate the relative influence of the spatial configuration of ignitions, fuels, and topography on BP patterns. First, we developed working hypotheses of the relative influence of each of these factors on BP. Next, we produced a BP map parameterized with observed data for each study area (hereafter the ‘control’ BP maps). Then, we created a series of BP maps in which a single bottom-up control was randomized or homogenized (termed ‘treatments’). This approach uses a strategy similar to that of neutral models (Gardner et al. 1987), whereby we created
surfaces that were neutral to one bottom-up factor by removing the spatial structure of the factor while keeping all other factors unchanged. For example, in one treatment, topography was rendered completely flat, whereas all other modeling inputs remained unchanged. This treatment map was neutral to topography and comparing it with the control BP map revealed the influence of topography. Finally, we calculated the influence of each of these bottom-up factors in driving BP spatial variability.

Study areas
We selected four fire-prone landscapes of western North America that are characterized by vastly different climates, topography, dominant vegetation, and fire regimes: Gila/Aldo Leopold Wilderness complex (GALWC), Selway-Bitterroot Wilderness (SBW), southern Sierra (SS), and Wood Buffalo National Park, Canada (WBNP) (Fig. 1). The four landscapes also have several important features in common, which facilitates comparison. All are fairly large and have experienced significant fire activity in the last century that has been well documented. In all the study areas, ‘resource benefit’ fires (i.e., those that are allowed to burn for ecological reasons) are permitted, whereby lightning-caused fires can burn unencumbered by fire suppression activities. Although the degree to which this occurs varies among study areas, this type of management has contributed to a fairly in-depth understanding of their respective fire regimes and, accordingly, high-quality data.

Gila-Aldo Leopold Wilderness Complex (GALWC).—The GALWC (3190 km²) in New Mexico comprises both the Gila and Aldo Leopold wilderness areas. Elevations range from 1462 to 3314 m; the topography is diverse and includes broad valleys, steep canyons, extensive mesas, and rugged mountains. At the lowest elevations, the vegetation consists of desert scrub and grasslands and, as elevation increases, transitions to piñon-oak-Juniper woodland, then to ponderosa pine (Pinus ponderosa) woodland and forest. The highest elevations are composed of Douglas fir (Pseudotsuga menziesii), white fir (Abies concolor), subalpine fir (A. lasiocarpa), Englemann spruce (Picea engelmannii), southwestern white pine (P. strobiiformis), and aspen (Populus tremuloides). Although the fire season runs from April through September, mid-summer fires are relatively uncommon unless there is a prolonged drought (Rollins et al. 2002). Fires in GALWC are generally low-severity surface fires, but fire severity tends to increase with elevation (Swetnam and Dieterich 1985, 2002, McKenney et al. 2006).
Holden et al. 2009).

Selway-Bitterroot Wilderness (SBW).—The SBW (6550 km²) straddles the border of western Montana and north-central Idaho. The study area encompasses the entire Selway-Bitterroot wilderness and adjacent Forest Service lands that are managed for resource benefit fires. Ranging in elevation from 480 to 3091 m, SBW is rugged and dissected by numerous rivers and streams. Pacific maritime forests, composed of western hemlock (Tsuga heterophylla), western red cedar (Thuja plicata), western white pine (P. monticola) and Douglas-fir (P. menziesii) cover the west and northwest portion of the study area up to about 1500 m elevation (Rollins et al. 2002). As elevation increases, Douglas-fir and grand fir (A. grandis) are prominent on mesic sites and ponderosa pine (P. ponderosa), Douglas-fir, and western larch (Larix occidentalis) are common on drier sites. The subalpine forests of the higher elevations (>2500 m) are composed of a collection of Engelmann spruce (P. engelmannii), whitebark pine (P. albicaulis), lodgepole pine (P. contorta), subalpine fir (A. lasiocarpa), and alpine larch (L. lyallii). At the highest elevations, alpine environments (i.e., barren or snow/ice) are common. The fire regime is categorized as mixed: lower-severity surface fires are common in the lower elevations and patchy, stand-replacing fires become more common as elevation increases, although during extremely dry years, stand replacing fires can occur throughout the study area (Brown et al. 1994).

Southern Sierra (SS).—The SS study area (5720 km²) is located in the southern Sierra Nevada, California. Elevations extend from 212 to 4297 m; the main mountain range is north-south oriented and is dissected by large, steep canyons, numerous smaller canyons, and, at upper elevations, glacially-carved valleys. The vegetation at the lowest elevations is a mosaic of grassland, oak woodland, and chaparral shrubland. As elevation increases, the vegetation transitions into pure ponderosa pine (P. ponderosa) stands, then to mixed conifer forest (P. ponderosa, sugar pine [P. lambertiana], white fir [A. concolor], incense cedar [Calocedrus decurrens]), then to red fir (A. magnifica) and lodgepole pine (P. contorta). At upper elevations, the vegetation consists of open subalpine forests and alpine environments dominated by sparse low vegetation (i.e., alpine grassland and shrubland, stunted trees). Fires vary in severity throughout the study area depending on the vegetation. Grasslands and woodlands typically experience surface fires, chaparral experiences crown fires, and the conifer belt experiences a mixed-severity fire regime, where many fires are non-lethal surface fires, but under suitable weather and fuel conditions, lethal surface fires and stand-replacing crown fires occur.

Wood Buffalo National Park (WBNP).—WBNP (44,800 km²), a UNESCO world heritage site and Canada’s largest national park, straddles the border of northern Alberta and southern Northwest Territories. The park is relatively flat, ranging in elevation from 163-965 m; there are two low-relief mountain ranges, the Birch and Caribou Mountains. The vegetation of WBNP is representative of the mixedwood boreal forest and is a complex and patchy mosaic of wetlands (fens and bogs), forest, and open water (rivers and lakes). The uplands of WBNP are generally occupied by jack pine (P. banksiana) and trembling aspen (P. tremuloides). Poorly drained lacustrine deposits are dominated by black spruce (P. mariana) and tamarack (L. lariina), whereas alluvial flats are dominated by white spruce (P. glauca) and balsam poplar (P. balsamifera) (M. Heathcott, unpublished manuscript). Fires are generally stand-replacing. Although the numerous wetlands sometimes act as barriers to fire spread, they dry out during drought years and become conducive to fire ignition and spread. This ephemeral connectivity, in conjunction with suitable fire weather, results in some of the largest fires in North America.

Working hypotheses

Burn probability (BP) is a function of three main bottom-up controls: ignitions, fuels, and topography. Within a given landscape, the spatial configuration of these controls is a major contributor to spatial variability in fire patterns (Turner 2005a). That is, if every fire regime control—bottom-up or top-down—were uniform, there would be no spatial variability in BP. Therefore, we developed working hypotheses relating to the relative influence of ignitions, fuels, and topography on BP based on the spatial structure of each factor. To quantify spatial structure, we computed the spatial autocorrelation (Moran’s I) of each factor using
grids of the probability of ignition, potential spread rate of fuels, and elevation (see Simulation model: inputs—Spatial inputs for data descriptions) at multiple spatial scales, from 0 to 5000 m radii at 500 m increments (Fig. 2). We expected that the spatial pattern in BP would be most strongly influenced by the factor that exhibited the strongest spatial structure among study areas. That is, those factors with more area under the correlogram curve in Fig. 2 (compared to the spatial structure of each treatment) are expected to have a higher influence. Our hypotheses are thus presented as ‘rank orders’ among study areas of the influence of each factor (as shown in Fig. 2). These hypotheses merely serve as a starting point for analyzing and discussing the results.

Ignitions influence the likelihood of fire in that, if all other factors are constant, areas of high ignition density will equate to greater fire likelihood (Sturtevant and Cleland 2007). In this study, the spatial clustering of ignitions is most pronounced in the GALWC and SS and least pronounced in WBNP. Ignition density generally increases with elevation in the mountainous study areas (GALWC, SBW and SS).

The connectivity of fuels exerts a strong influence on fire spread (Miller and Urban 2000, Duncan and Schmalzer 2004, Viedma et al. 2009) and therefore BP patterns. Fuels that are conducive to fire spread dominate all four study areas, but the spatial arrangement of those fuels differs considerably (Fig. 2). Fuels are most highly autocorrelated in the SS study area, which is characterized by an extremely large, yet gradual, gradient of elevation that drives important changes in vegetation and fuel types (Vankat 1982). The fuels of WBNP are only slightly less autocorrelated than those of SS and the fuels in the GALWC and SBW are considerably less autocorrelated than in the other study areas, although differences in fire patterns among fuel types have been reported for these two study...
areas (Rollins et al. 2002).

When all other factors are held constant, topography influences spatial fire likelihood by accelerating the rate at which fire spreads up-hill and decreasing the spread rate down-hill, relative to a flat area. Slope thus affects fire size and shape, especially in areas exhibiting rugged relief (McKenzie et al. 2006, Moritz et al. 2011). As measured by the spatial autocorrelation in elevation, SBW is the most rugged study area, followed by the GALWC (Fig. 2). In both of these study areas, fire patterns have been shown to vary with topography (Rollins et al. 2002). Though elevation has been found to influence BP in SS (Parks et al. 2011), elevation varies more gradually in SS than it does in SBW or GALWC. WBNP has very low topographic variability; in fact, it has been shown using these data that topography has virtually no effect on BP in this area (Parisien et al. 2011).

**Simulation model: modeling processes**

To estimate BP of each point on a landscape, we used fire models that simulate the ignition and spread of thousands of individual wildfires. Because fire behavior prediction systems of the U.S. and Canada are fundamentally different, notably in how they characterize flammable vegetation (i.e., fuel types), we used two different BP models. For the three U.S. study areas, we used a customized version of the FlamMap model, called Randig (Finney 2006), and for WBNP we used the Burn-P3 model (Parisien et al. 2005). Conceptually, Randig and Burn-P3 are very similar (Miller et al. 2008) although some inputs and internal mechanisms may differ. Detailed descriptions of the modeling processes and inputs can be found in Parks et al. (2011) and Parisien et al. (2011).

In this study, vegetation is static and does not change from year to year. Rather, the BP approach attempts to capture all possible situations in which fires might burn the landscape under current vegetation conditions. It does so by probabilistically drawing from model inputs for each fire and for each day a fire burns. We simulated between 50,000 and 100,000 fires, depending on the size of the study area. The spatial resolution (i.e., pixel size) was 100 m for the three U.S. study areas and, because of its larger size, 200 m for WBNP. To avoid edge effects, each study area was buffered (10 km for the U.S. study areas and 50 km for WBNP) so that fires igniting outside the study area boundary could potentially burn into the study area and contribute to BP. The buffer was ultimately removed so that analyses were confined to within the study area boundaries.

Fire spread was simulated using the minimum travel time (MTT) algorithm within Randig (Finney 2002) and the Prometheus fire growth model within Burn-P3 (Tymstra et al. 2010). Given identical inputs, Finney (2002) showed that the MTT algorithm produces nearly identical fire perimeters as those produced with the FARSITE fire growth model (Finney 1998), which uses the same spread algorithm as Prometheus. Fire spread in Randig and Burn-P3 is deterministic given a particular set of inputs; however, variability was incorporated through a number of probabilistic inputs. First, the ignition location was drawn from a spatial grid of ignition likelihood (Fig. 3). Next, the length of the burning period for each fire (analogous to the ‘rain-free’ period) was sampled from a probability distribution of number of spread-event days (see Simulation model inputs—Weather inputs). Then, fire weather conditions were attached to each spread-event day by sampling from a probability distribution of wind speed coupled with wind direction (U.S. study areas); or from an extensive list of daily fire weather observations (WBNP). Finally, the number of fires occurring at each pixel was counted with the resulting BP value representing the proportion of times a given pixel burned relative to the total number of simulations.

**Simulation model: inputs**

All inputs for this study were based on relatively recent historical data (i.e., the last few decades) and thus represented the modern conditions under which fires ignite and burn in each study area. Historical fire atlas data were used to build the inputs for ignition locations and weather conditions. We used comprehensive databases of fires \( \geq 50 \) ha for the U.S. study areas and \( \geq 200 \) ha for WBNP (hereafter, ‘large fires’). Small fires were excluded from the parameterization process because, based on detailed fire atlases of each study area, these fires are responsible for only a small fraction of the total
area burned (≤~5%).

Spatial inputs.—Ignition probability density grids depict the spatial variability of ignition locations. For the U.S study areas, these grids were created using a classification and regression tree (CART) approach. The CART model related known ignition locations (Brown et al. 2002) (dependent variable) to elevation and generalized fuel type (Rollins 2009) (Fig. 3). In addition to observed ignition locations, CART also required information with respect to where ignitions did not occur; we therefore used randomly placed points in equal proportions to the number of ignitions (ranging from 76 to 261, depending on study area) to serve as pseudo absences. We used the resulting CART model to generate a generalized and spatially continuous grid of relative ignition probability (Fig. 3). In WBNP, because the park is relatively flat, we simply used the observed ignition density by fuel type. The resulting grids adequately described recent history and our knowledge of ignition patterns of the study areas (Rollins et al. 2000, Krawchuk et al. 2006, van Wagendonk and Cayan 2008).

Vegetation was represented as fire behavior fuel types (Fig. 3), which predict quantitative fire behavior for a given set of fire weather and topographic inputs. We used the standard fuel typing for the U.S. (Anderson 1982, Scott and Burgan 2005) and Canada (Forestry Canada Fire Danger Group 1992). Fuels data for the GALWC were developed by Keane et al. (2000), and slightly modified based on local expertise. LANDFIRE (Rollins 2009) fuels data were used for SBW and SS. The fuels data for WBNP was developed by Jensen and Sanchez-Azofeifa.
Elevation grids (Fig. 3) were obtained from the US Geological Survey and Natural Resources Canada.

Weather inputs.—Weather inputs to the BP models had two components: the duration of each fire, which corresponded to the ‘rain-free’ period, and the daily weather station observations that drive the fire spread. All weather parameters varied daily for fires in WBNP, but only wind speed and wind direction fluctuated daily for fires in the U.S. study areas.

Fires may burn for weeks to months, but only achieve significant spread during a few days of high to extreme fire weather (hereafter ‘spread-event days’) (Podur and Wotton 2011). We identified the dates of significant spread to inform other parameters in the BP models. First, the duration of each fire was drawn from a frequency distribution of the number of spread-event days (Fig. 4). This distribution was created from daily fire progressions of large fires (71 to 202, depending on study area) in or near each study area detected by the MODIS satellite fire data from 2001 to 2008 (USDA Forest Service 2008). We defined a spread-event day according to a minimum daily area burned threshold equivalent to 5 percent of the cumulative area burned to date:

$$\sum_{i=1}^{n} \sqrt{a_i} \geq 0.05$$

where $a_i$ represented the area burned for a given fire on the $i$th day and $n$ was the total number of days of burning. The square root transformation of area burned accounts for the nonlinear (power function) expansion of fire size with time. The 5% threshold was selected through trial-and-error and captures the major spread of fires we’ve analyzed. Applying this threshold resulted in a distribution of spread-event days with a decaying form, which we smoothed according to a logistic or linear function, depending on the study area (Fig. 4). This process also identified specific dates that experienced substantial fire growth, which were then used to select fuel moisture values and wind data for the U.S. study areas.

For days identified as spread-events for the U.S. study areas, fuel moisture values were calculated with the FireFamily Plus weather analysis software program (Bradshaw and McCormick 2000) using historical weather data from multiple weather stations in or near the study area. Daily fuel moisture values for spread-event days were then summarized across stations and the median value was used for the simulations. We also created frequency distributions of wind speed and wind direction for the dates identified as spread-event days from which Randig randomly drew values; wind speed and direction were coupled to avoid unrealistic combinations. For this purpose, we used a single weather station most representative of wind conditions in each study area based on input from local experts.

Daily weather conditions were modeled somewhat differently in WBNP. For each day of each simulated fire, weather conditions and their associated fuel moisture indexes were drawn from a large list of fire-conducive weather conditions. As in the U.S. study areas, only days of high to extreme fire weather were considered for the modeling. These days were defined as having an Initial Spread Index (ISI) $\geq 8.6$; ISI is an index describing ease of spread (Hirsch 1996). This list was built from daily observations from 13 weather stations from 1957 to 2006 (depending on data availability from each station). Daily conditions in this list were sequentially ordered by date and the weather conditions for the first day of fire growth for each fire were selected randomly; weather conditions for subsequent
spread-event days were selected sequentially thereafter for each fire (Parisien et al. 2011).

**Experimental treatments**

For each experimental treatment, we removed the spatial variability in one of three bottom-up factors: ignitions, fuels and topography. That is, we simulated BP using inputs identical to those of the control except for the factor of interest. The ignitions treatment randomized ignition locations. The fuel configuration treatment removed the patch structure (i.e., clustering) of fuel types by randomizing the pixels in the same proportion as the original fuels grid while retaining existing non-fuel areas. For the fuel configuration treatment, we averaged three BP maps generated from three different randomizations of fuel grids in an effort to avoid any effect of fortuitous spatial arrangements due to a single randomization. The topography treatment rendered each study area completely flat (slope = 0) to evaluate the direct effect of slope on fire spread and BP. This approach allowed us to determine the direct effects of each factor on BP but not the indirect effects. For example, although elevation also affects ignition pattern and fuel configuration, we considered these to be indirect effects of topography on BP and did not attempt to quantify them. This process resulted in four BP maps for each study area representing the control, randomized ignitions, randomized fuels and flat topography.

**Data analysis**

The BP values generated from our simulations are considered relative probabilities that are comparable only within a particular study area. For example, a pixel with a value of 0.02 represents twice the likelihood of burning as another pixel in the same study area with a value of 0.01. Because of the difficulty in comparing BP values among study areas, we scaled all BP grids—the treatment BP maps and the control BP maps—by dividing the value of each pixel by the mean value of the control BP map:

\[
\text{BP}_{\text{scaled}} = \frac{\text{BP}_i}{\text{BP}_{\text{control}}} \]

where \(\text{BP}_i\) represents the BP of the \(i^{th}\) pixel in the map being scaled, and \(\text{BP}_{\text{control}}\) represents the BP of the control averaged across all pixels in the study area. This equation created a scaled control BP map for each study area with a mean value of 1; that is, the scaled BP of the control averaged across all pixels in each study area equaled 1. Therefore, each treatment’s scaled BP values represented a deviation from the scaled control BP, on a pixel-by-pixel basis, which could then be compared among study areas. All analyses that follow were conducted using these scaled values.

To determine the influence of each bottom-up factor on BP patterns, we developed ratios between the treatment BP and the control BP (hereafter termed ‘treatment ratio’) whereby the magnitude of the treatment ratio was proportional to the departure in BP at each pixel, regardless of whether or not the treatment had a higher or lower value than that of the control. In addition, the sign of the ratio indicated whether the treatment BP was less than (negative) or greater than (positive) the control:

\[
\text{Treatment ratio} = \left \{ \begin{array}{ll}
- (\text{BP}_{\text{control}} : \text{BP}_{\text{trt}}) + 1, & \text{BP}_{\text{control}} > \text{BP}_{\text{trt}} \\
(\text{BP}_{\text{trt}} : \text{BP}_{\text{control}}) - 1, & \text{BP}_{\text{control}} < \text{BP}_{\text{trt}}
\end{array} \right.
\]

where \(\text{BP}_{\text{control}}\) represents the BP of the control at the \(i^{th}\) pixel and \(\text{BP}_{\text{trt}}\) is the BP of the treatment at the \(i^{th}\) pixel. For any pixel with a BP of zero (for the control or treatments), the treatment ratio was not calculated. The resulting ratios appropriately quantified the differences between each treatment and the control. For example, a pixel whose treatment value that was one half the value of the control had the same treatment ratio (−1.0), but a different sign, as a pixel whose treatment value was twice the value of the control (1.0). This equation was also applied directly to the BP maps for visualization purposes.

We evaluated the influence of ignitions, fuel configuration and topography using two metrics: the ‘absolute’ and ‘proportional’ contributions. The absolute contribution was simply the absolute value of the treatment ratio averaged across all pixels. For example, an absolute contribution of 1 implied that, on a pixel-wise basis, the average BP of the treatment was either half (50% less) or double (100% more) that of the control. The absolute contribution inherently includes some minor noise from stochastic variability among model simulations. To adjust for this,
we estimated the degree of noise by comparing the BP differences among multiple BP maps produced with identical inputs and subsequently subtracted it from the absolute contribution. The proportional contribution simply rescaled the absolute contribution of each factor so that the contribution of the three factors totaled 1.0; that is, the absolute contribution of all factors within each study area was summed, and the proportional contribution of each factor equaled the proportion of that summed value. The absolute contribution was used to compare the influence of factors among study areas, whereas the proportional contribution was used to evaluate influences within an individual study area.

To determine if spatial pattern in BP of each treatment was significantly different from the control, we calculated bootstrap 95% confidence intervals of 100 random samples of 250 pixels each. The confidence intervals of the treatment ratios of all 100 random samples were averaged, and those confidence intervals that overlapped with zero were considered not significantly different from the control. These calculations were conducted using the ‘boot’ package (Davidson and Hinkley 1997, Canty and Ripley 2011) in the R statistical program (R Development Core Team 2007).

RESULTS

The control BP maps (Fig. 5) show that BP patterns are highly heterogeneous within each study area. Visual comparison of these maps to the treatment BP maps reveals that some treatments result in qualitatively different spatial patterns from their control. Generally, the spatial patterns in the fuel configuration treatment are noticeably different from the control, whereas the topography and ignitions treatments have more subtle impacts on BP spatial patterns. The effect of the treatments on mean BP (i.e., BP averaged over all pixels) also varies (Fig. 5). The ignitions and fuel configuration treatments have a low-to-negligible effect on mean BP in all study areas, whereas the topography treatment has a large effect on mean BP in all study areas except WBNP (Fig. 5).

Although mean BP reveals broad landscape-scale effects, the treatment ratio maps highlight the fine-scale spatially variable effect of each treatment relative to the control and also illustrates the direction and magnitude of those effects (Fig. 6). For example, although the mean BP of the control and fuel configuration treatment in WBNP are nearly identical, the spatial differences are considerable, as illustrated by the patterns in the treatment ratio map. Some treatments result in very high and very low treatment ratios. With the exception of SBW, the highest and lowest ratios are seen in the fuel configuration treatment. The topography treatment almost universally has a lower BP than that of the control, as evidenced by a lower mean BP relative to the control (Fig. 5) and negative treatment ratios over broad swaths of each study area (except WBNP) (Fig. 6). Results from the bootstrap analysis indicate that all treatments are significantly (p ≤ 0.05) spatially different from the control except for the topography treatment in WBNP.

Scatterplots comparing the treatment BP values to the control BP values show the varying effects of the treatments both within and among study areas (Fig. 7). For example, the ignitions treatment in SS generally results in higher BP than the control, but the same treatment has a less uniform effect in GALWC and SBW. The tight relationship around the 1:1 line for the ignitions and topography treatments in GALWC suggests that neither ignition pattern nor topography has a strong influence on BP patterns in that study area. Conversely, the considerable scatter in the fuel configuration treatment suggests this factor plays a moderate-to-large role in all study areas, corroborating the information gleaned from the treatment ratio maps (Fig. 6).

Substantial differences among study areas can be seen in the absolute contribution of each bottom-up factor (Fig. 8). Ignitions contributed relatively little to BP in all study areas, especially in WBNP. In contrast, fuel configuration contributed the most in all study areas except SBW, where topography was more important. Topography contributed more in SBW and SS than in GALWC and WBNP. The proportional contribution of each factor to BP indicated the influence of each factor within a study area. In SBW, topography was dominant, accounting for more than half the proportional contribution to BP. In GALWC and SS, fuel configuration was about four times more important than ignitions and...
topography combined. In WBNP, fuel configuration was by far the dominant contributor to the spatial pattern of BP.

Finally, to evaluate our working hypotheses (Fig. 2), we show the relationship of the absolute and proportional contributions of each bottom-up factor (Fig. 8) to the spatial autocorrelation (averaged among radii) of each factor (Fig. 9). The rank order among study areas of the contributions (absolute and proportional) of fuel configuration and ignitions fulfilled our working hypotheses based on the spatial structure of these factors. Although the proportional contribution of topography followed the hypothesized rank
order among study areas, the absolute contribution did not.

**DISCUSSION**

Although a synthetic model of top-down and bottom-up controls on fire regimes exists (Meyn et al. 2007, Krawchuk and Moritz 2011), it is generally not known to what extent the bottom-up controls of ignitions, fuels, and topography promote (or limit) spatial variability in fire in different ecosystems. In this study, we used BP as a standard for comparison and a simulation experiment to evaluate and quantify the influence of bottom-up controls on four biophysically divergent fire-prone landscapes in western North America. BP models represent simplifications of real-world processes, but provide a robust way to measure the sensitivity of simulated BP to bottom-up controls. Our results suggest that the influence of bottom-up factors on fire regimes is highly dependent on ecosystem type, but also on the idiosyncrasies of the specific landscape. Furthermore, our results lend support to studies of detailed fire history (e.g., Rollins et al. 2002) by solidifying the ideas that fine-scale variability in fire likelihood is usually a function of not one but several bottom-up controls (Heyerdahl et al.

**Fig. 6.** The burn probability (BP) ratio maps created using Eq. 3. Positive (red) values indicate higher treatment BP than in the control; negative (blue) values indicate lower treatment BP in the control. The box-and-whisker plots represent the distribution of values in each map, as well as the median (thick black line) and mean (black dot).
We hypothesized that the spatial structure—specifically spatial autocorrelation—of bottom-up factors would largely account for their respective influence on fire likelihood. Our results support this hypothesis for at least two of the three factors: ignitions and fuels. Plotting the absolute contribution of ignitions and fuel configuration against a measure of autocorrelation (Moran’s I) (Fig. 9) reveals that the rank order of influence among study areas is exactly as hypothesized. For topography, the rank order of GALWC and SS was opposite to what we hypothesized. However, when the proportional
contribution (i.e., the within-study area measure of influence) of topography was plotted against autocorrelation, the ranking of study areas was consistent with our expectations. We therefore conclude that the hypothesis is at least partly accepted in the case of topography. Hence, we illustrate how the spatial structure of bottom-up factors is a key determinant of spatial fire likelihood, and can also act as a proximal metric for bottom-up contributions when in-depth analysis may not be possible or practical.

Although we have only four data points (Fig. 9), our results suggest a nonlinear relationship between the influence of a bottom-up factor on fire patterns and the spatial structure of that factor. This enhances our ecological understanding of spatial nonlinearities among fire and its environment (Turner 2005b). For example, the

Fig. 8. The proportional (pie charts) and absolute (dot plots) contributions of bottom-up factors for each treatment in each study area.

Fig. 9. The proportional and absolute contributions of bottom-up factors to BP as a function of spatial clustering. This is used as a semi-quantitative test of our working hypotheses. The spatial structure (x-axes) consists of the mean of all Moran’s I values shown in Fig. 2. Note that both the x and y axes vary among plots.
influence of fuels increases sharply as spatial autocorrelation increases. These findings and those of Ryu et al. (2007) could have important implications for fuels reduction treatments intended to reduce the probability of wildland fire. That is, in addition to ‘area treated’, spatial configuration of fuels may be an important consideration (Finney 2001). Other studies have also found nonlinearities relating to fire regimes (Peters et al. 2004), including the influence of both top-down (Hu et al. 2011) and bottom-up controls (Finney 2001, McKenzie et al. 2006).

The influence of landscape-level fuel connectivity on fire spread is well documented and has important implications for the dynamics of fire prone ecosystems (Turner and Romme 1994, Miller and Urban 2000). Our findings show that, similar to Viedma et al. (2009), landscapes with more heterogeneous fuels (i.e., low spatial autocorrelation) contribute less to the fire patterns than landscapes with more highly connected and spatially autocorrelated fuels. We found that randomizing the already highly heterogeneous fuels in SBW did not have as large of an influence as randomizing fuels in landscapes that are more strongly spatially structured (e.g., SS and WBNP) (Figs. 2 and 7). However, the degree of temporal stability in the importance of fuel configuration is, to some extent transient, as vegetation changes through disturbance and succession. In fact, the degree to which spatial patterns in fuels are reinforced or erased by fires (Miller and Urban 1999, Peterson 2002), or merely the result of the biophysical template, is an area ripe for further research (McKenzie et al. 2011).

In addition to spatial structure, the contribution of fuels on spatial fire likelihood depends on the magnitude of the potential spread rate among fuel types. For example, the fuels of SBW and GALWC have similarly low spatial autocorrelation, but the influence of fuel configuration was greater in GALWC. This is likely because the fuel types in GALWC promote faster fire spread than those of SBW: about two times faster under average weather conditions (potential spread rate of 9.3 m/min. vs. 4.6 m/min.). Similarly, the contribution of fuel configuration in SS far outweighs the contribution of the other two factors both within and among study areas. This is likely due to its fuels being highly clustered, as well as being fairly diverse across the entire study area in terms of the potential spread rate of fire, with about twice the standard deviation in potential spread rate compared to SBW and WBNP (std. dev. of 8.3 m/min. in SS, 4.1 m/min. in SBW and 5.1 m/min. in WBNP). The influence of a bottom-up factor on fire regimes is thus likely an interaction between the spatial structure, strength (or magnitude), and variability of that factor in a given landscape.

Compared to the influence of fuels, the spatial patterns of ignitions contributed relatively little to fire likelihood patterns in the four study areas. Because all four study areas are managed, to varying degrees, with a goal of restoring natural fire regimes, we modeled only lightning-caused ignitions and did not model fire suppression; therefore, the simulated fires were relatively large. In landscapes with a larger human impact, ignition patterns may contribute more to spatial fire patterns. Human-caused ignitions are substantially more clustered than lightning-caused ignitions (Veblen et al. 2000, Krawchuk et al. 2006, Syphard et al. 2009) and human-dominated landscapes are generally more fragmented and experience more fire suppression, leading to smaller fires (Sturtevant and Cleland 2007, Bar Massada et al. 2011). In other words, although the effect of ignition patterns on fire patterns is important where fires are relatively small (Yang et al. 2008, Carmel et al. 2009), it is diminished in landscapes that experience large fires (Bar Massada et al. 2011).

Fire patterns have been shown to vary with topography, especially in areas of steep and complex terrain (Heyerdahl et al. 2001, Taylor and Skinner 2003, Kellogg et al. 2008, Kennedy and McKenzie 2010). We were surprised at the low influence of topography in GALWC relative to SS, especially given the high degree of spatial autocorrelation in elevation and previously reported importance of topography on fire patterns in GALWC (Rollins et al. 2000). However, we do note that GALWC is not as steep as SS; the average slope in GALWC is $15.1^\circ$ compared to $18.7^\circ$ in SS, suggesting that spatial autocorrelation in elevation may not be the most appropriate measure of topographic variability as it relates to fire likelihood.

Although topography did substantially contribute to BP patterns in the mountainous study
areas, its contribution may be underestimated if one considers its indirect effect on patterns of ignitions and vegetation. For example, topography can sometimes be a strong driver of vegetation and ignition patterns in rugged landscapes, which also affect BP patterns. These indirect effects can be challenging to quantify because they are based on complex interactions. For example, Parks et al. (2011) showed through statistically isolating the “unique” and “shared” contributions of the environmental controls on BP, topography had an over-arching effect on the fire environment in the Southern Sierra. In light of their results, one could expect topography to exert a non-trivial effect on ignitions and fuels in any landscape with substantial relief. Although a detailed analysis of the indirect effect of the controls on fire likelihood, as undertaken by Parks et al. (2011), was beyond the scope of this study, it does provide an interesting arena for future research.

Simulation models represent a simplification of the real world and simulated fire behavior does not always reflect observed behavior (Cruz and Alexander 2010). The BP grids generated for this study are therefore synthetic measures of the spatial pattern in fire likelihood for the current state of the landscape, rather than a reconstruction of fire regimes. However, because fire atlas data are too sparse to reconstruct fire regimes, simulation modeling represents an attractive alternative for evaluating bottom-up controls for multiple landscapes. Furthermore, studies conducted over the past decade indicate that simulations can yield fairly realistic fire patterns, as long as relevant natural variability is incorporated (Lertzman et al. 1998, Parisien et al. 2010, Finney et al. 2011).

CONCLUSION

Clear-cut partitioning of bottom-up vs. top-down controls is difficult (Peters et al. 2004, Zinck and Grimm 2009), in part because bottom-up factors usually interact amongst themselves, as well as with top-down controls (Gavin et al. 2006, Parisien et al. 2010). Simulation modeling provided the means, through input manipulation, to isolate the effect of bottom-up environmental factors on spatial fire likelihood in four fire-prone landscapes of North America. Because fire–environment relationships can be idiosyncratic to a particular landscape and are known to vary at different spatial and temporal frames of study (Cyr et al. 2007, Parks et al. 2011), we provided a standard baseline for comparison among these study areas. The standard baseline using simulated burn probabilities allowed us to quantify the influence of ignitions, fuel configuration, and topography. The results obtained provided some new insights with respect to bottom-up controls of fire regimes that, to some degree, can be generalized to the sub-continental extent. However, because all four study areas have a ‘light’ human imprint, our results may not be representative of more human-influenced landscapes (Cardille and Lamboids 2010).

Existing frameworks of fire regime controls (Meyn et al. 2007, Krawchuk and Moritz 2011) have focused on global measures of fire activity (e.g., area burned). Furthermore, fire activity at the regional scale is often associated with climate variability (e.g., Westerling et al. 2006, Heyerdahl et al. 2008); such studies are focused on temporal variability of fire activity and climate. In this study, we focused on the spatial variability of fire activity and specific bottom-up factors. In doing so, we offer a different lens through which to view dominant controls on fire regimes. For example, we found that fuel configuration is the dominant control of spatial variability in fire activity in most study areas, and that the influence of topography varies dramatically, from insignificant to the largest driving factor, depending on the study area. This does not imply that top-down factors such as climate are unimportant—they are—but rather, studies with different temporal and spatial windows of analysis will not have consistent results. This comparative study therefore sheds further light on the factors most influencing variability in fire likelihood. In fact, we suggest that, through a greater appreciation of the tremendous spatial variability in fire likelihood, the results of this study could be used to extend synthetic frameworks of environmental controls on fire regimes.
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