Integrating cellular automata and discrete global grid systems: a case study into wildfire modelling
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Abstract. With new forms of digital spatial data driving new applications for monitoring and understanding environmental change, there are growing demands on traditional GIS tools for spatial data storage, management and processing. Discrete Global Grid System (DGGS) are methods to tessellate globe into multiresolution grids, which represent a global spatial fabric capable of storing heterogeneous spatial data, and improved performance in data access, retrieval, and analysis. While DGGS-based GIS may hold potential for next-generation big data GIS platforms, few of studies have tried to implement them as a framework for operational spatial analysis. Cellular Automata (CA) is a classic dynamic modeling framework which has been used with traditional raster data model for various environmental modeling such as wildfire modeling, urban expansion modeling and so on. The main objectives of this paper are to (i) investigate the possibility of using DGGS for running dynamic spatial analysis, (ii) evaluate CA as a generic data model for dynamic phenomena modeling within a DGGS data model and (iii) evaluate an in-database approach for CA modelling. To do so, a case study into wildfire spread modelling is developed. Results demonstrate that using a DGGS data model not only provides the ability to integrate different data sources, but also provides a framework to do spatial analysis without using geometry-based analysis. This results in a simplified architecture and common spatial fabric to support development of a wide array of spatial algorithms. While considerable work remains to be done, CA modelling within a DGGS-based GIS is a robust and flexible modelling framework for big-data GIS analysis in an environmental monitoring context.
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1 Introduction

With increasing sources of geographically referenced data such as growing satellite-based imaging archives, GPS tracking data, and transactional data stores; new challenges are emerging that relate to storing, accessing, analyzing, visualizing, and sharing big data as components of Geographical Information Systems (GIS) [1, 2].
One of the key challenges is the development of new data models capable of integrating data from different sources with varying levels of accuracy and uncertainty [3]. The term “Digital Earth” embodies a novel vision for managing and manipulating digital spatial information in the big data era [3–5]. Different architectures and data models have been proposed to realize a digital earth vision, including data cubes [6] and discrete global grid systems (DGGS) [7–9]. However, much work remains to be done to realize a digitally integrated ‘earth double’ system which can be used for understanding global and local change processes [10].

In most big spatial data architectures, data are assigned into discrete locations or cells in a grid system which is indexed and accessible to generic analytic algorithms. Each cell has a specific resolution based on the cell size which represents the spatial measurement uncertainty [3, 4]. DGGS implement this discrete conceptualization of space as a multiresolution representation of the earth, in which nested tessellations of the earth’s surface form a hierarchy of possible resolutions for storing geographic data [7]. A DGGS can be characterized by the tessellation geometry, the method of indexing cells, and the quantization strategy and associated mathematical functions [8]. In a DGGS, cells can have different shapes such as hexagons, squares, and rectangles. Hexagonal grid shapes have attracted more attention due to their compact division of the space, isotropic and equidistant neighbors and smaller average error in quantizing the plane [11–13]. Having a multiresolution data structure requires methods for identifying parent and child relations between resolutions. Each parent can be constructed from a set of child cells, the ratio of which is a key characteristic of DGGS known as its aperture [14]. In hexagonal grid systems, there are six types of apertures, with 1-to-3, 1-to-4 and 1-to-7 being the most common [14]. There are several studies addressing the different indexing methods used for DGGS such as two-dimensional grid addressing (e.g. hexagonal coordinate system developed by [11]) or space-filling curve-based indexing (e.g. Z space-filling curve indexing method developed by [15]). Fig. 1 shows different examples of characteristics of DGGS systems including cell shape and apertures.

Current studies in this field are largely focused on model development for handling spatial and temporal data (e.g., [3, 15] and [7]), or proposing different tessellation systems for DGGS (e.g., [16], [3]). In recent years practical applications based on DGGS data models have been proposed, such as one using the R healpix system [17], ohsomeHex which aimed to visually explorer the history of OSM data [18], PlanetRisk International DGGS [19], Fixed Rank Kriging (FRK) R package [20] and so on. However, most applications tend to focus on data storage, retrieval, and visualization over spatial analysis and modeling techniques. There remains significant work to evaluate the potential of using a DGGS-based data model for applying spatial and temporal analysis [10].
1.1 Background

2 Methodology

With the advent of big data, GIS has also entered into the big data GIS era [21]. Big geo-data handling can be broken down into data storage and organization methods, processing, analysis, as finally, insights and applications [1]. DGGS as a data model for big geo-data is able to store, manage and manipulate the large volume of heterogeneous data, including combining both vector and raster data into one spatial representation [8, 17].

In-Database Analysis was first proposed in the mid-1990s but did not get much attraction by mid-2000s [22]. In-database processing lets users blend and analyze large amounts of data without moving data out of the database to analytic applications. In a geospatial context, in-database approaches were developed separately for vector and raster data. With vector data, spatial databases evolved geometry data types which are now widely used to represent OGC/WKT spatial classes. Spatial database platforms such as PostGIS [23], Oracle Spatial [24] and ESRI Spatial Database Engine [25] have become integral parts of enterprise GIS infrastructure. In-database raster processing and analysis has also been developed.
though is less common for analysis. Typically, raster data are stored as image or binary data types, with variable degrees of analytical methods available. Xie et al. [26] describes an in-database implementation of map algebra for Oracle’s GeoRaster data type. An in-database DGGS data structure provides potential advantages over vector and raster approaches in that single data model can support a wide array of analytic algorithms with simple datatypes.

Cellular automate (CA) models, which have been used for dynamic modelling in GIS for decades, have not seen implementation within in-database systems. CA models with DGGS can provide a combination of space-time models in addition to providing the ability to generate complex spatial patterns using simple transition rules, resulting in advanced spatial modelling and simulation capabilities [27]. Classic examples of CA applications in GIS environments include wildfire modeling [28], land use change [29], and invasive species modelling [30]. Despite their wide use, conventional CA models have problems in defining simulation parameter values, transition rules and model structures [31]. Integration of CA models with big data and AI/machine learning models, has been proposed as a potential solution to these issues in recent studies such as neural network-based cellular automate by [31] or [32]. Developing data-mining models for extraction and evaluation of CA rules needs a platform to integrate data, and ability to handle heterogenous and multiresolution geometrical data. We propose here that combining a CA model and DGGS data model may enable the use of machine learning and other AI algorithms for rule set definition. In this paper, CA as a classic GIS modelling framework is implemented within a DGGS data model to examine the potential of using this data model for the analyzing large scale heterogeneous spatial data. This paper aims to couple a CA model with a DGGS data model in a distributed database system, to realize an in-database approach with associated computational advantages.

The main objectives of this paper are to: (i) investigate the possibility of using DGGS for running complex spatial analysis and environmental models rather than just storing and data integration, and to show the possibility of using none-geometric data types to address the spatial data related models, (ii) evaluate CA as a generic data model for dynamic phenomena modelling within DGGS data model and finally (iii) evaluate an in-database approach to CA modelling. For the purpose of creating and evaluating our in-database DGGS CA model, a recent wildfire in Canada was selected as a case study for wildfire spread prediction.

2.1 Cellular Automata

Cellular automata was first proposed by John Von Neumann and Stanislaw Uiam in early 1950s [33, 34]. CA are defined by a discrete dynamical system and a mathematical model, which consist of a very large number of simple elements, that operate in parallel and have a local interaction with neighboring elements [33]. The fundamental properties of a CA model are synchronicity which could be defined as the updating all the elements’ state at the same time, uniformity meaning using the same set of updating rules for all the elements, and locality meaning the effect of rules are based on the local neighbors of each element [34]. It worth noting that due to the
use of a hexagonal DGGS grid, the equations and definitions that follow are different from those of a square lattice system.

**Cells on a hexagonal grid.**

A cellular automaton consists of a set of discrete elements or cells. These cells could be arranged in a one, two or n-dimensional grid and different shapes and characteristics, but homogeneity is always assumed in grid [35]. In environmental applications homogeneity can be defined as a set of cells with equal area [36, 37], where each cell points to a specific location on the earth. A cell \((i, j)\) on a two-dimensional grid is a member of a finite grid of cells denoted as following:

\[
(i, j) \in \{(I, J)| 1 < I < I_{max} \text{ and } 1 < J < J_{max}\}
\]  

(1)

Where \(I_{max}\) and \(J_{max}\) are the maximum number of cells in grid and \((i, j)\) is a cell on that grid.

**Neighborhood.**

In a CA grid system, each cell is surrounded by a set of neighboring cells. Neighboring cells could be adjacent cells to the central cell or they can be specified by an offset distance of the central cell [38]. A cell in each grid has a different number of neighbors depending on the tessellation geometry. For instance, in hexagonal grids each cell has 6 touching neighboring cells, which are equal distance from the central cell. On a square grid, each cell has eight neighbors with different distances between the central cell and its orthogonal and diagonal neighbors. For the purpose of this paper an aperture 3 DGGS hexagonal grid is used. In such a grid system based on different class of the grid, each cell \((i, j)\) has six neighboring cells with the following indexes [19, 39]:

Class 1 neighboring cells for cell \((i, j)\)

\[
N_{(i,j)} \in \{(i-1, j+1), (i-2, j-1), (i-1, j-2), (i-1, j-1), (i+1, j-1), (i+2, j+1), (i+1, j+2)\}
\]  

(2)

And for the class 2 neighboring cells are as following:

\[
N_{(i,j)} \in \{(i, j+1), (i-1, j), (i-1, j-1), (i, j-1), (i+1, j), (i+2, j+1), (i+1, j+1)\}
\]  

(3)

Where \((i, j)\) is the cell coordinates, and \(N_{(i,j)}\) is a set of neighboring cells around each cell. The class of data could be defined based on the resolution of the input data and construction of the neighborhood lookup table can be done in one-time process at the input data process step which is explained in section **Model implementation in Database.**
State of each cell.

Each cell at each discrete time step has one and only one state [35]. This state can change based on the neighboring cells' state in next time step. The state of a cell \((i, j)\) at time \(t\) is a member of a set of states' \(S\) which can be finite or infinitive and can be defined as follows:

\[
S^t_{(i,j)} = \{ s \mid s \in S_1, S_2, \ldots, S_n \}
\]  

(4)

Where \(S_i\) is state of cell. In this work the state of cells is a finite set.

Local transformation rules.

In each time step, each cell updates its state based on the state transition function and a set of rules. The input of local transformation function is the state of the central and neighboring cells at time step \(t\), and its output is a new state for central cell at time step equal to \((t + 1)\). A local state transition function is denoted as \(f : S^t_{ij} \rightarrow S^{t+1}_{ij}\) (5), which depending on the neighboring cells could be defined as following for class 1 neighborhood:

\[
S^{t+1}_{(i,j)} = f \left( S^t_{(i-1,j+1)}, S^t_{(i-2,j-1)}, \ldots, S^t_{(i+1,j+2)} \right) = f (N_{(i,j)})
\]

(5)

And the same for class 2:

\[
S^{t+1}_{(i,j)} = f \left( S^t_{(i,j+1)}, S^t_{(i-2,j)}, \ldots, S^t_{(i+1,j+1)} \right) = f (N_{(i,j)})
\]

(6)

Where \(S^{t+1}_{(i,j)}\) is the state of the cell \((i, j)\) at time \((t+1)\), and \(N_{(i,j)}\) is set of neighbours.

The update process must be synchronous and the function is applied to all cells at the same time [35, 38]. These transformation rules are defined based on each model’s application and defining their form is the main scientific task of CA model-development.

Discrete time.

In CA model time is defined in a discrete manner. Time steps are integer clock ticks which starts from \(t=0\), which is reserved for the initial state of the cells and increases by one at each iteration. The state of the cells in a grid only changes at discrete moments in time [34, 38].

Model implementation in Database.

The CA model reported here was implemented using an in-database approach. To do so, a relational data model was developed to store data in DGGS structure. Each DGGS cell is stored as a 4-tuple data row including DGGID, key, value and time. DGGID is a unique identifier which is calculated based on a space-filling curve [19]. A key/value structure was used for attribute storage. Due to vectoral nature of some environmental data such as wind, a long table structure is used to store data with direction. As the nature of CA model is iterative, where each state is related to the
previous cell’s state, as well as its neighbors, it is necessary to store each iteration’s result in the database. The results of each iteration are stored as a long table with different key and time values based on each iteration.

**Data and Software Availability.**
To run the CA model several software packages were used; R [40]; Dplyr [41] and dggridR [42]. Table 1 also shows the different datasets, which were used for wildfire spread modelling. These data were converted into the DGGS data model and stored in the database table structure. A Netezza IBM database engine was used as big geo data storage platform, however any relational database system could be used. Currently, due to security-related issues it is not possible to share any connection to this database application. For this reason, a small portion of the data, which is used to run the model, is stored as CSV data format with a working script, which are accessible in the following GitHub repository: https://github.com/am2222/AGILECA

| Dataset                                   | Resolution (spatial/temporal) | Retrieved parameters                                           | Source/ License                                           |
|-------------------------------------------|-------------------------------|----------------------------------------------------------------|-----------------------------------------------------------|
| Nasa Active fire data (VNIIRS)            | approximate spatial resolution of 350m/ daily / 1 hour           | Active fire data used for starting fire points                  | DOI: 10.5067/FBMS/VIIRS/VNP14IMGT.NRT.001.                 |
| Copernicus Climate data                   | spatial resolution of these data is 0.1 degree / 1 hour          | climate data: wind speed and direction                         | DOI: 10.24381/cds.e2161bac                                 |
| Canada Dem                                | 0.0002-degree spatial resolution                                  | Elevation                                                     | https://open.canada.ca/data/en/dataset/7f245e4d-3c4-45d1d205133 |
| National land cover dataset Landsat 8     | 0.0002-degree spatial resolution                                  | Land Cover                                                     | https://open.canada.ca/data/en/dataset/7f245e4d-3c4-45d1d205133 |
| (2016/05/03-2016/05/05-2016/05/12)        | 30 meters / 16 days                                               | True color band composition to extract fire boundary           | Landsat-7 image courtesy of the U.S. Geological Survey     |

**Table 1.** The data sets used for case study on wildfire.

### 3 Case Study: CA model for wildfire spread modelling

#### 3.1 Case Study Overview

Wildfire modelling is an important information needed in many parts of the world due to its social, economic and environmental effects [43–45]. The history of wildfire spread modelling systems in Canada goes back to the models developed by J.G Wright in the 1920’s aimed to keep daily track of the forest fires [46]. Later the forest fire weather index (FWI) which was developed by [27] mainly used meteorological variables including wind speed and rainfall to measure the forest fire danger in Canada. FWI is one of the first wildfire spread prediction models, and is categorized
as empirical, which uses fuel combustion and surface weather variables aimed to predict the fire spread speed and size of the flames [47]. During the evolution of empirical models scientists started to use more parameters such as elevation (e.g. work done by [48]) and tried to simplify the combustion and heat transfer of wildfires [46, 49, 50], which resulted in using more details from fire, combustion chemistry, heat transfer and fluid dynamics [51]. Using these parameters in wildfire modelling is known as physical modelling of fire behaviour [47, 52]. The third generation of fire models includes a combination of physical, empirical and other models such as those that simulate interaction between fire and environment, which causes changes in fire behavior over time [47].

Fire spread models from a mathematical approach are classified into cellular automata (CA) and vector models [37, 38]. The latter assumes that the fire spread front follows the growth law [37]. Cellular automata models were developed by Von Neumann, and for fire spread modelling applications scientists try to model fire fronts based on the behavior of the fires on a grid. Some CA models used to predict wildfire spread, are based on probability models (e.g. works by [53] and [54]) and some are based on fractals and historical data for model optimizations [55].

**Study area.**
The Fort McMurray wildfire (approximate location of 56°42’N 111°23’W) was one of the largest wildfires in Canada, in recent years [Fig. 2 (a)]. This fire started May 1, 2016 from southwest of Fort McMurry, Alberta, Canada. On May 3rd the evacuation of the area started and the provincial state of emergency started from May 4th. The fire was fully extinguished on August 2, 2017. It is estimated that the fire destroyed approximately 590,000 hectares, with an estimated damage of C$9.9 billion, the most expensive natural disaster hazard in Canadian history of insurance providers [56].

**Fig. 2** (b) shows the fire evolution from May 1st to May 12th extracted from Landsat 8 data as well as the study area and the location of the fire. As this figure shows, the fire first spreads toward west and northwest of its source and then spreads toward the Clearwater river to the east and east [56].
Fig. 2. - (a) the study area, (b) the fire evolution during the first 12 days of Alberta wildfire. (Natural Color Composition, Landsat 7)

**CA model for wildfire spread modelling.**

Fire behavior is a result of interaction between fire, land cover, vegetation attributes, climate attributes, landscape and ignition patterns [57]. Different studies have shown that some of the multi-scale climate parameters such as wind, relative humidity, air temperature, solar radiation and soil moisture can limit wildfire growth. They also show that there is constant pattern in many wildfires limiting fire growth unless particular environmental thresholds are met [58, 59]. Governing environmental parameters for wildfires have a spatial-temporal impact on their growth and treating a wildfire with a single-scale does not show a complete picture of fire behavior [59, 60]. The main variables determining the course of a wildfire could be categorized into
climate attributes, fuel characteristics and topography [59]. The spatial pattern of the fire is affected by the spatial heterogeneity of flammable fuels within the burn perimeter, wind direction and speed, and terrain slope.

Fig. 3 shows the overall CA model structure used in this work. The state transition function is defined based on each cell’s characteristics and its neighbors. The fire spread speed is affected by the wind, slope and land cover. The spread speed for each cell is defined as follows:

\[ R = R_0 \times W \times S_l \]  

(7)

where \( R_0 \) is defined as the initial spread speed as equation 9:

\[ R_0 = LandCoverWeight \]  

(8)

and \( W, S_l \) and fuel are wind and slope related indices. In this section first \( W \) and \( S_l \) parameters are explained, and then the state transition function for the model is described.

Fig. 3. - CA Model flowchart. \( T \) is time of Wind data and \( t \) is the time of CA model.
Wind vectors affect the spatial-pattern of the fire, and are one of the most important parameters in wildfire spread modelling [61]. Wind has a vectoral nature which incorporates both direction and magnitude. In square grids wind vectors are always decomposed to 4 main directions and 4 sub-directions which are defined based on the distance between the central cell and its neighbors, and each direction has a specific weight based on its distance to the central cell. In a hexagonal DGGS grid there are two main differences. First of all, all the 6 neighbors have the same central distance, so it is not possible to utilize the same model as the square grids, and all the cells in a hexagonal grid are considered with equal weight. Another difference of a DGGS grid is wind decomposition into six directions. In a DGGS system each cell has a degree of rotation based on its position on the globe’s surface. Due to this rotation before decomposing each wind vector into 6 directions a rotation value is also applied to each cell. Let’s consider \( V \) as the vertices in each hexagon as the following:

\[
V_i = \{ v \mid v \in v_1, v_2, \ldots, v_6 \}
\]  

(9)

Where \( i \) is the number of vertices. In each DGGS cell, generated using the dggridR library, first two vertices \( (v_1, v_2) \) construct an edge which is labeled as direction 1, and the edge constructed by the \( (v_2, v_3) \) are considered as the direction 2 and so on until we label all six edges of each hexagon. With bearing in mind that the edge 1 has general direction in each DGGS quad, the bearing value of this edge and the North direction (V component of wind) determines rotation of the DGGS cell in its quad. This value is calculated using the \( v_1 \) and \( v_2 \) coordinates as follows,

\[
\theta = \arctan \left( \frac{\sin \Delta \lambda \cdot \cos \phi_2 \cdot \cos \phi_1 - \sin \phi_1 \cdot \cos \phi_2 \cdot \cos \Delta \lambda}{\cos \phi_1 \cdot \sin \phi_2 - \sin \phi_1 \cdot \cos \phi_2 \cdot \cos \Delta \lambda} \right)
\]

(10)

where \( \phi_1, \lambda_1 \) is the start point, \( \phi_2, \lambda_2 \) the end point (\( \Delta \lambda \) is the difference in longitude). Having \( \theta \) as each cell’s rotation value, it is possible to decompose wind \( v \) and \( u \) components into the six directions. **Fig. 4** shows the wind decompose method for each DGGS cell. The wind parameter in the final CA model is considered as \( W \) as follows:

\[
W_i = e^{C_w \times \tan (\text{wind}_i \_\text{magnitude})} \quad i = 1, 2, \ldots, 6
\]

(11)

Where \( C_w \) is a coefficient used to control the effect of the wind parameter on the entire model, and \( i \) is the wind direction. The method for storing wind decompositions in the database is explained in previous section.

**Fig. 4.** - Wind decomposition into six main directions for a DGG cell, \( \Theta \) is the bearing between wind north vector and first edge of each hexagon.
Slope.
Slope is one of the topographical parameters which impacts fire spread shape and direction. Fire shows a higher rate of spread uphill and a lower rate downhill [61]. To apply the topographic parameter on the CA model an elevation difference for each cell direction is calculated as follows:

\[
\Delta h = (h_n - h_c)
\]  

(12)

Where \( h_n \) is the elevation of a neighboring cell in a specific direction and \( h_c \) is the central cell’s elevation. The sign of \( \Delta h \) shows the uphill and downhill state in each direction. The slope parameter in the final CA model is considered as \( Sl \) as follows:

\[
Sl = e^{Cs \tan(\Delta h)}
\]  

(13)

Where \( C_s \) is defined as a coefficient. Many studies have used wind and slope as separate vectors with a different direction for each one, and the angle between two vectors is also considered in the calculations. In this work due to the basics of the grid, they are decomposed into six directions and the effect of the angle between slope and wind direction is considered as 0. Fire spread rate has a vectoral nature, which has direction. CA models consider a fire spread rate direction in each side of the central hexagon [62].

Land cover also has an effect on the fire spread speed and its spatial pattern. For example areas with urban development provide less flammable fuel than forests and as a result they are less flammable [63]. There are a number of studies that show the relation between different land covers and their impact on the fire spread speed. For instance, Vollmar [64] shows the highest correlation between fire spread speed and landcover is with shrub lands, then evergreen forests and the lowest correlation is with grass. In Table 2, the initial weights for each land cover is shown. This weight is used as initial parameter, which affects the fire spread speed inside a cell. In the current model the landcover effect is only considered in the initial fire spread speed, and does not change during the model. For urban areas and wetlands a weight equal to 0 is considered, and for the other land cover types a value between 0 and 1 is considered. A higher weight increases the spread speed within a cell in each iteration.

Table 2. Different initial weight for each land cover type adapted from [64]

| Land cover                                      | Weight |
|------------------------------------------------|--------|
| Urban area, Large Water bodies                  | 0      |
| Broadleaf evergreen forest                       | 0.75   |
| Broadleaf deciduous forest, Broadleaf deciduous forest, Mixed forest | 0.5    |
| Needleleaf forest, Grassland, Shrubland          | 0.5    |
| Others                                          | 1      |
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State transition function.

Each cell’s state is updated based on the following equation [53]:

\[
S_{i,j}^{t+\Delta t} = S_{i,j}^{t} + \frac{(R_{i-1,j-1}^t + \ldots + R_{i+1,j+1}^t)}{R_{\text{max}}} (R_{i,j}^t = 0)
\]  

(14)

where \((i,j)\) are indices of each cell in the DGGS grid, and \(R_{\text{max}}\) is the maximum spread speed in the current iteration. \(\Delta t\) is time step, and is defined as the time, which takes fire to spread one cell’s length by the speed of \(R\). \(\Delta t\) is always equal to the time that it takes for at least one cell fully burns.

During the fire spread process, 5 different states for each cell are defined. The first state is 0, which is defined for unburned cells, these cells have enough fuel to start to burn. The next state value is 1 and is defined for cells in their early stage of burning. These cells are not able to spread flames to their neighbors. The next state is 2 and is defined as a cell, which is fully burned, and is able to spread fire to its neighbors. After this stage, a cell’s state changes to 3, which means the cell is in its early stages of extinguishing. The next cell state is 4 meaning that the cell is fully extinguished and it is not able to be burned again [53].

Fig. 5 shows the state transition rules, and the model evolution during different time steps. The model starts with a set of points, which are defined as fire ignition cells. The state of these points is 1, and the other cells are 0. In the next time step \((t+1 = t + \Delta t)\) the value of \(S_{i,j}^{t+1}\) for each cell is calculated, and if it is higher than a threshold the cell state changes from 1 to 2, and it gains the ability to ignite its neighbours. This threshold is used to determine minimum percentage of each cell which is must be burned to consider that cell as a potential cell to transfer flames. In the next time step \((tt+1 = t + 2\Delta t)\) the state of the cells with state of 0 changes to 1 (early burning) if they have at least a neighbor with state higher than 1. The state equal to 1 is considered as a connection between the status of neighbors and the central cell. If a cell has neighbors with state of 1 this cell keeps burning until the state of all its neighbors changes to a number higher than 2. In the same time other cells’ state with the state of 2 changes to 3, and starts to extinguish. Transferring from the cell state 2 to the state of 3 is controlled by the number of burning cells around it. If a cell with the state of 2 has any early stage burning cells around it, with the state of 1, its state does not change until those cells fully burn (their state change to 2 and above). This controls the effect of burning cells in each neighborhood. At the next time step \((tt+1 = t + 3\Delta t)\) the cells which their state is equal to 3 changes to 4 and fully burn. This step is used to slow down the burning process. The entire process of the burning a cell from state 0 to 4 can finish in 4 steps.

For the non-combustible cells (e.g. urban areas, large water bodies and etc.) the land cover spread weight is set to 0, resulting in a value of \(S_{i,j}^{t+1}\) equal to 0, since this value is lower than the threshold so the state of cell always remains 0. The state of the cells at the beginning of the fire is retrieved from MODIS active fire data.
Fig. 5. - State transition rules and their change from one state to another. Red arrows are No state, Green arrows are Yes state and Purple arrows means moving to the next stage of the fire.

Mapping CA time interval to the actual fire’s time interval.

As mentioned earlier, the time in the CA model is relatively defined by the cell state changes. For ideal CA modelling having less discrepancy between observation and iteration intervals is necessary [65]. The climate data for fire modelling are based on data and time of the day, so in order to use these data in dynamic wildfire modelling there must be a mapping method to connect the CA time into climate data time. To do...
so, given the daily active fire points and the distance between the current CA model’s
boundary and existing active fires, the calculated distance is divided by the time
difference between the current climate data’s time and the active fire’s time. The
result is the temporal ratio for each CA iteration, which means after this number of
iterations the value of time must be increased by one unit. This method assumes that
in each iteration the fire boundary moves one cell toward the active fires in area.

Test Cases.
In order to analyze the sensitivity of the model a set of predefined test cases are
designed, and the model is applied on these test cases with different values for each
coefficient for each parameter. In each test case only one of the parameters is
changed and the rest of parameters are remained constant. In this section the results of
each test case are described:

Land cover (homogeneous and heterogeneous land covers).
For this test case other parameters such as wind and elevation are omitted. It is
assumed that the wind value for all directions are constant (no wind) and the elevation
does not change in the area. Then an area with two different land covers is used to run
model. As Fig. 6 (a) shows in the area with a homogeneous land cover (right side of
fire-starting point) the fire spread speed is constant and fire spreads as a hexagon, but
on a heterogeneous land cover the fire spread speed is affected by land cover type.

Wind.
In this test case a homogeneous land cover on a flat surface in addition to a wind in
only one of six directions is assumed. Fig. 6 (b) shows the model behavior for the
different number of iterations (50, 70 and 100). The Wind coefficient value is changed
between 0 and 1, and shows a wind coefficient equal to 0 the effect of the wind is
entirely cancelled, and the fire spreads in a hexagonal manner, while having a higher
value of wind coefficient results in a longer fire front.

Elevation.
Elevation change between two neighboring cells has a high impact on fire spread
speed. In this test case a homogenous land cover with no wind is assumed. The fire
moves faster up-hill and has a slower spread speed downhill. Fig. 6 (c) illustrates the
effect of different values of slope coefficient on 50 iterations on an up-hill area. As it
shows the fire spread speed in up-hills is faster than downhill and its speed and shape
is controlled by the relative coefficient.
Fig. 6. - The different test cases and their effect on the model. (a) homogeneous and heterogeneous land covers. (b) the effect of the wind coefficient on one directional wind in different iterations (50, 70, 100). (c) the effect of up and down hill on fire spread speed in 50 iterations.
Coefficient Optimizations.

In order to optimize the coefficients, which are described in section 3-1 for each specific fire, in each iteration a 0.5 space around each coefficient is considered, and 100 random samples are selected from this space. Then the CA model is applied on the next iteration for each of 100 samples and every time model accuracy is measured. Using this method, the value of each coefficient is optimized during next iterations. The charts in Fig. 7 show the optimization process of coefficients for wind and elevation in one of the iterations.

Model evaluation.

Fig. 8 shows the model result for first three days after starting the wildfire in Alberta, CA in 2016. In order to validate results, border of the fire is compared with the boundary extracted from Landsat images. In order to evaluate the model results, a confusion matrix is used. Two main classes of the burned area and unburned area are used to construct confusion matrix. For the reference data a boundary data extracted from the Landsat 8 imageries in conjunction with the fire boundaries, provided by the Alberta fire department is used. The confusion matrix generation is done in database using IBM Netezza analytic functions.
Fig. 8. CA model output for Alberta wildfire in 2016. (a) after 20 iterations, (b) after 30 iterations, (c) after 40 iterations, (d) after 50 iterations and (e) after 60 iterations.

4 Discussion

The DGGS framework provides the ability of using in-database approach for running dynamic models such as CA models for dynamic environmental phenomena. Using this approach, it is possible to perform complex modelling, sensitivity analysis and also apply optimization models inside a database without transferring data out of the database.

In traditional CA models which are used for environmental modelling the focus has always been on improving the ruleset definition. In recent years the focus of such models is moved from a regular CA model into use of AI and machine learning methods for ruleset definitions [31, 66]. Considering the ability of some database engines to run in-database analytic functions such as decision trees, regression models and so on, using a DGGS data model provides an ability to use such functions to train models and define the rulesets inside the database without the need of complex spatial algorithms.

In this work Alberta’s wildfire is used as a case study to show the possibility of coupling in-database CA models with a DGGS data model. For this case study some sources of uncertainty can be identified as following: (i) the resolution of the climate data is relative to the resolution of the wildfire, which can cause a high level of uncertainty in running the model due to the effect of wind on wildfire behavior. Having high resolution climate data not only can solve this issue, but also can overcome the effect of the microclimate, which is generated by the wildfire. Another source of uncertainty is the lack of accurate fire boundaries. This can directly affect the model accuracy assessment, and the parameter optimization process. The other source of uncertainty is the method which is used for the mapping of time. In this paper it is assumed that in each CA iteration fire moves one cell toward the active fire points. This assumption must be treated with caution and can cause mismatches in
input data’s time and CA time, resulting in inaccurate prediction of fire spread direction.

Regarding to the complexity of applying spatial functions on a DGGS grid, several issues that can be addressed. The first one is data quantization. In the process of data quantization, it is required to consider input data’s uncertainty level. This step can cause lose of data and accuracy based on the selected method for quantization or the nature of data itself. The second noticeable issue raises based on discrete nature of DGGS. Since DGGS grids are a collection discretized cells so there might be limitation in working with continues data and even representing such spaces like fuzzy space. The latest issue raises when performing spatial functions, all the recent spatial functions are optimized to work with coordinates and as a result dealing with discrete space requires to develop discrete spatial functions. As an example, an approach to apply buffer function is to consider buffer distance as discrete cells instead of a regular Euclidian distance.

Regarding to the second objective of this work as it is shown in this work using DGGS indexes it is possible to perform neighborhood relations for each cell and develop CA models based on these relations. However, it is required to have some lookup tables to store neighborhood relations in order to increase the model’s performance. Such lookup tables can get larger by increasing the resolution of DGGS grid, and generating them is a time-consuming process. In addition due to the nature of CA based geographical models and their functionality, they have always been used in the platforms other than database engines, by using DGGS data model it is possible to use these models in a database. A DGGS grid is capable to integrate different datasets required for CA models and provides a backbone for dynamic geographic models.

In addition to the benefits of an in-database approach for doing analysis, one of the main profits of using DGGS data in a database is to enable users to perform spatial analysis without requiring to support complex geometry objects by database system. It is obvious that the majority of big data platforms lack in supporting spatial objects and functions (such as the different contributions for adding support for spatial objects to Hadoop platform by [67]) or their performance for supported spatial models is not satisfying [68]. These limitations raise the importance of using such none-geometric approach to perform spatial analysis in a database. DGGS indexes are only integer values representing specific portion of space, and major number of database systems provide support for statistical analysis on integer values. This approach provides us the ability of using different platforms, which are specifically developed for big data analysis, but does not support spatial object or analysis. However, in term of running the analysis there are a certain complexity in utilizing this type of analysis in a database due to the nature of SQL queries like the number of internal functions. But it is necessary to keep in mind that the recent improvements in analytic packages for database systems (such as Netezza analytic package) aimed to help increase in-database analysis use by providing more statistical and analytical functions.
5 Conclusion

Discrete Global Grid Systems aim to provide a framework for digital earth for data integration and management. DGG systems are different gridding systems, which have an equal area and shapes. This feature can provide the potential of using DGG systems as a base of CA models. They provide a homogenous spatial domain, in addition to an ability to integrate heterogeneous data into one data model, with resultant advantages for parallel and distributed analysis, and implementation of models for different scenarios and with different data models [69]. In this work a CA model is used to predict wildfire behavior for 2016 Fort McMurray in Alberta, Canada. The model is implemented entirely using an in-database approach and shows the possibility of running spatial models in a non-spatial database using DGGS systems. Also, it is shown that the DGGS data model can be used to integrate large amounts of spatial data and use them in different models. However, there are some limitations such as algorithm complexities or the lack of configuration procedures for in-database analysis.
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