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Abstract

We study a general class of entropy-regularized multi-variate LQG mean field games (MFGs) in continuous time with $K$ distinct sub-population of agents. We extend the notion of control actions to control distributions (exploratory actions), and explicitly derive the optimal control distributions for individual agents in the limiting MFG. We demonstrate that the optimal set of control distributions yields an $\varepsilon$-Nash equilibrium for the finite-population entropy-regularized MFG. Furthermore, we compare the resulting solutions with those of classical LQG MFGs and establish the equivalence of their existence.
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1 Introduction

Mean Field Game (MFG) systems theory establishes the existence of approximate Nash equilibria and the corresponding individual strategies for stochastic dynamical systems in games involving a large number of agents. The equilibria are termed $\varepsilon$-Nash equilibria and are generated by the local, limited information control actions of each agent in the population. The control actions constitute the best response of each agent with respect to the behaviour of the mass of agents. Moreover, the approximation error, induced by using the MFG solution, converges to zero as the population size tends to infinity. The analysis of this set of problems originated in [33–35], and independently in [39–41] using forward-backward PDEs, known as the analytic approach in the literature. Several approaches have been developed in the past years, principally the probabilistic approach [10], and the master equation approach [8]. Moreover, many extensions and generalizations exist including but not limited to MFGs with a major agent [3, 7, 13, 31, 42, 47], partial observations [4, 15, 19], stopping and switching times [6, 21], and mean-field type problems [5].

MFGs have found numerous applications in engineering problems such as cellular network optimization [2] and coordination of loads in smart grids [38] (see [16] for a set of interesting applications), and in particular in mathematical finance and economics for characterizing equilibrium price and market equilibria (see [9, 18, 25, 49] and the references therein) – to name a few.

Entropy regularization has been used to develop iterative schemes for solving PDEs. [37] constructs a discrete-time iterative scheme whose solutions converge to that of a class of Fokker-Planck equations. This scheme, for which the time step is governed by the Wasserstein metric on probability measures, views the Fokker-Planck equation as a steepest descent of the negative entropy. [26] uses entropy regularization and a lifting to the space of control distributions to develop a discrete-time iterative scheme that approximates the viscosity solutions to the Hamilton-Jacobi-Bellman equation. In the same work, the connection between a similar iterative scheme and an entropy regularized version of the stationary Mather problem is established. It is shown that the unique minimizing measure can be explicitly given in terms of the fixed-point solution to the scheme. Moreover, this solution is related to the difference between the solutions to a backward and a forward fixed-point schemes. In a recent work [23] entropy regularization is used for designing an endogenous temperature process for Langevin algorithm in non-convex optimization problems.
Recently entropy regularized stochastic control problems [24, 43, 46, 52] and stochastic games [48], where an entropy term is included in the objective function and the space of actions is the space of measures, have received attention in the literature. This research direction aims to provide a theoretical basis for the policy search techniques used in the field of reinforcement learning (RL), where an agent learns about an unknown environment by trial and error using feedback from their own actions and experiences. The agent’s aim is to find a suitable action model that maximizes their total cumulative reward. When the agent takes random actions it is called exploration and, as it is usually costly, an agent faces the dilemma of exploring new states versus maximizing their reward given their current knowledge. This is referred to as the exploration versus exploitation trade-off. A recent trend in RL includes exploration in the objective function through entropy regularization in discrete time [22, 45, 58].

While most of the literature studies entropy regularization using Markov decision processes, a few studies on the continuous-time stochastic diffusion processes have emerged recently, in particular [51–53].

In this paper we study a general class of LQG MFGs which are regularized by Shannon entropy in continuous time. We also consider \(K\) distinct sub-populations of agents, where agents within a sub-population have the same dynamical and cost functional parameters. Each agent has a multivariate state and control action processes and only observes their own state at each time instant. Following a similar approach as in [52, 53] for single-agent systems, we extend the notion of actions to control distributions, and explicitly derive the optimal control distributions for individual agents in the limiting MFG. We demonstrate that the set of obtained distributions yields an \(\varepsilon\)-Nash equilibrium for the finite-population entropy-regularized MFG. We compare the obtained solutions with those of classical LQG MFGs and establish that the entropy regularized solution exists if and only if the classical version exists.

The optimal control distributions may be interpreted as the optimal policy for an RL agent that achieves the best balance of exploration versus exploitation. Interestingly, for the class of MFGs under consideration the optimal distributions are shown to be Gaussian with mean equal to the optimal control action for classical LQG MFGs. The variance of the distribution may be interpreted as a measure of the amount of exploration the agent should engage in, while the mean may be interpreted as the agent exploiting their knowledge.

In practice models may be nonlinear as in [49], where optimal behaviour and equilibrium pricing in renewable energy markets have been studied. LQG models, however, are of significant importance from the analytical point of view as their solutions may be explicitly characterised. This provides intuition and helps understanding the properties and the nature of the system. Moreover, from the application point of view, LQG models may be used to approximate nonlinear, and in some cases intractable, models. Due to these reasons, LQG models have received significant attention in the literature. Hence, we address LQG MFG models in this manuscript as a first step in exploratory MFG research.

Two works in the context of MFGs related to the current paper are (i) [1], where a class of discrete-time entropy-regularized mean field games are studied, while the explicit control distributions are not derived, a Q-learning algorithm is established to compute approximate equilibria; (ii) [30], where the solutions to a class of continuous-time LQG MFGs with entropy regularization in the infinite population limit is studied. The authors consider a scalar mean-reverting dynamics, where the diffusion coefficient is impacted by the control action together with a finite-horizon tracking objective function. Agents are assumed to be homogeneous with the same dynamical and cost functional parameters, and to observe their own state, the population state distribution and the population control distribution at each time instant. In addition to Shannon entropy, they also investigate a combination of Shannon entropy and the cross-entropy. They perform all the analysis in the infinite-population limit and obtain Nash equilibria. Finally they propose a policy-gradient algorithm to estimate the unknown parameters.

Our work distinguishes itself from [30] in several ways: we (i) consider \(K\) sub-populations of agents with a general multi-variate linear dynamics (although the diffusion coefficient is not impacted by the control action) and tracking cost functionals; (ii) consider a local information pattern for each agent which only includes its private state and the initial population state distribution; (iii) derive the mean field consistency equations as a set of differential and algebraic equations generating an infinite-population Nash equilibrium and subsequently establish the \(\varepsilon\)-Nash property for the finite-population case; and (iv) establish that the existence of the solutions to the classical and exploratory LQG MFG systems are equivalent.

Another related line of research including [12, 27, 28] establishes a dynamic programming principle for mean-field control problems (without regularization), where the problem is formulated as an MDP on the space of measures, and a Q-learning algorithm is designed for learning the optimal solution.

Although it is not the focus of the current paper, it is worth mentioning that there is a rapidly growing literature on RL in mean field games. Among them are Q-learning based algorithm for MFG control of coupled oscillators [57], model-free Q-learning and actor critic algorithms for mean-field games [44, 56], reinforcement learning in stationary mean field games [50], deep inverse reinforcement learning for discrete MFGs [55], MFG Q-learning algorithm with Boltzmann policy [29], and policy gradient methods for the continuous-time linear-quadratic mean-field controls and games [54].

Throughout this paper we use the terms entropy-regularized MFGs and exploratory MFGs interchangeably.
The organization of the remainder of the paper is as follows. We first briefly review the results of classical LQG MFGs in Section 2. Then we introduce entropy-regularized LQG MFGs and discuss their solutions in Section 3. The solutions of classical and entropy regularized LQG MFGs are compared in Section 4 whereas we also establish the equivalence of their existence. We then briefly discuss potential applications in learning MFGs in Section 5. Finally, we conclude the paper in Section 6 with some remarks on the potential applications of the developed framework.

2 Overview: Classical LQG MFGs

2.1 Finite Populations

We consider a system consisting of a large number $N$ of minor agents in $K$ types (or equivalently subpopulations) governed by the dynamics

\[
d x_i^t = (A_k x_i^t + F_k x_i^N + H_k u_i^N + B_k u_i^t + b_k(t)) dt + D_k dw_i^t, \tag{1}
\]

for $t \in \mathbb{T} := [0, \infty)$, $i \in \mathbb{N} := \{1, 2, ..., N\}$. The subscript $k \in \mathbb{R} := \{1, ..., K\}$ with $K \leq N$, denotes the type of a minor agent. Here $x_i^t \in \mathbb{R}^n$ is the state, $u_i^t \in \mathbb{R}^m$ is the control input, $w = \{w_i^t, t \geq 0, i \in \mathbb{N}\}$ denotes $N$ independent standard Wiener processes in $\mathbb{R}^n$, where $w$ is progressively measurable with respect to the filtration $\mathscr{F}^w := (\mathscr{F}_t^w)_{t \in \mathbb{T}}$. Moreover, $x_i^N := \frac{1}{N} \sum_{k \in \mathbb{N}} x_i^t$ and $u_i^N := \frac{1}{N} \sum_{k \in \mathbb{N}} u_i^t$ denote, respectively, the average state and the control of the minor agents. All matrices $(A_k, F_k, H_k, B_k, \text{and} D_k)$ in (1) are constant and of appropriate dimension; $b_k(t) : \mathbb{T} \to \mathbb{R}^m$ are deterministic functions of time.

**Assumption 1** The initial states $\{x_i^0, i \in \mathbb{N}\}$ defined on $(\Omega, \mathcal{F}, P)$ are normally distributed, mutually independent and also independent of $\mathcal{F}^w$, with $\mathbf{E}[x_i^0] = \bar{x}$ and $\sup_i \mathbf{E}[(x_i^0)^i] \leq c < \infty (c \text{ independent of } N)$.

**Agents types**

Minor agents are given in $K \leq N$ distinct types (or equivalently subpopulations), such that the agents in the same subpopulation share the same dynamical and cost functional parameters. We define the index set $\mathcal{K}$ as

\[
\mathcal{K} = \{ i : \theta_i = \theta^{(k)}, i \in \mathbb{N} \},
\]

for $k \in \mathbb{R} := \{1, ..., K\}$ and $\theta^{(k)} \in \Theta$, where $\Theta$ is the parameter set. The cardinality of $\mathcal{K}$ is denoted by $N_k = |\mathcal{K}|$. Then, $\pi^N = (\pi^N_k, ..., \pi^N_N)$, $\pi^N_k = \frac{N_k}{N}$, $k \in \mathbb{R}$, denotes the empirical distribution of the parameters $(\theta_1, ..., \theta_N)$ obtained by sampling independently of the initial conditions and the Wiener processes of all agents.

**Assumption 2** There exists $\pi$ such that $\lim_{N \to \infty} \pi^N = \pi$ a.s.

Each agent aims to minimize the cost functional

\[
J_k^i(u_i^t, u_i^{-i}) = \mathbf{E} \left[ \int_0^\infty e^{-pt} \left( \frac{1}{2} \|x_i^t - y_i\|^2_{Q_k} + \frac{1}{2} \|u_i^t\|^2_{R_k} \right) \right. + (x_i^t - y_i)^T S_k u_i^t + \eta_k^T (x_i^t - y_i) + n_k u_i^t dt \right]. \tag{2}
\]

where $y_i = \psi_k x_i^N$, $u_i^{-i} = (u_1, ..., u_i^{-1}, u_i^{i+1}, ..., u_N)$. $\|x_i^t - y_i\|^2_{Q_k} = (x_i^t - y_i)^T Q_k (x_i^t - y_i)$, $\|u_i^t\|^2_{R_k} = u_i^T R_k u_i$, $p > 0$ is a scalar discount factor, and all matrix and vector coefficients are of appropriate dimension.

**Assumption 3 (Convexity)** $R_k > 0$, and $Q_k - S_k R_k^{-1} S_k^T \geq 0$, for $k \in \mathbb{R}$.

From (1) and (2), each agent interacts with all agents through the average state $x_i^N$ and the average control action $u_i^N$. For applications of such systems we refer the reader to [11, 14, 18, 36] and the references therein.

**Control $\sigma$-Fields and Admissible Control Sets**

We denote the natural filtration generated by agent-$i$’s Wiener process $(w_i^t)_{t \in \mathbb{T}}$ and initial state $x_0^i$ by $\mathcal{F}_t := (\mathcal{F}_t^i)_{t \in \mathbb{T}}$, $i \in \mathbb{N}$.

**Assumption 4 (Admissible Control Set)** For each minor agent $i$, $i \in \mathbb{N}$, the set of control inputs $\mathcal{U}^i$ is defined to be the collection of control laws $u_i^t$ adapted to the filtration $\mathcal{F}_t := (\mathcal{F}_t^i)_{t \in \mathbb{T}}$, $\mathbb{T} = [0, \infty)$, such that

(i) $\mathbf{E} \left[ \int_0^\infty e^{-pt} u_i^T u_i^t dt \right] < \infty$,

(ii) $x_i^t$ satisfies the dynamics (1), and the cost functional (2) is finite.

2.2 Infinite Populations

In the mean field game methodology, the optimization problem (1)-(2) is solved in the infinite population limit where the number of agents $N$ goes to infinity. This results in a simpler stochastic optimal control problem for the generic agent-$i$ given by

\[
d x_i^t = (A_k x_i^t + F_k x_i^t + H_k u_i^t + B_k u_i^t + b_k(t)) dt + D_k dw_i^t, \tag{3}
\]

\[
J_k^i(u_i^t) = \mathbf{E} \left[ \int_0^\infty e^{-pt} \left( \frac{1}{2} \|x_i^t - y_i\|^2_{Q_k} + \frac{1}{2} \|u_i^t\|^2_{R_k} \right) \right. + (x_i^t - y_i)^T S_k u_i^t + \eta_k^T (x_i^t - y_i) + n_k u_i^t dt \right]. \tag{4}
\]

where $y_i = \psi_k x_i^\mathcal{L}$, $F_k := F_k \otimes \pi_1 \ldots \pi_K$, $H_k := H_k \otimes \pi_1 \ldots \pi_K$, $\psi_k := \psi_k \otimes \pi_1 \ldots \pi_K$. Moreover, $(\bar{x}_i)^T = (x_1^T, ..., (\bar{x}_K^T)^T)$, $(\bar{u}_i)^T = (u_1^T, ..., (\bar{u}_K^T)^T)$ with $\bar{x}_k :=$
\[ \lim_{N_k \to \infty} \frac{1}{N_k} \sum_{i \in A_k} x_i^{j,k} = \lim_{N_k \to \infty} \frac{1}{N_k} \sum_{i \in A_k} u_i^{j,k}, \]

given that the limits exist. From (3), all agents are connected through \( \bar{x}_i \) and \( \bar{u}_i \), which can be deterministically specified by a generic agent. The solutions to the limiting problem and their connection with the finite-population case are described in the next section.

2.3 Mean Field Consistency and \( \epsilon \)-Nash Equilibrium

We denote by \( \mathbf{e}_k \in \mathbb{R}^{n \times n K} \) the matrix which has the identity matrix \( I_n \) in the \( k \)th block and zero matrix \( 0_{n \times n} \) in the other \((K - 1)\) blocks, i.e., \( \mathbf{e}_k = [0_{n \times n}, \ldots, 0_{n \times n}, I_n, 0_{n \times n}, \ldots, 0_{n \times n}] \). We also define

\[
\bar{A} = \begin{bmatrix} A_1 \\ \vdots \\ A_K \end{bmatrix},
\]

where \( A_k, k \in \mathfrak{f} \) is given by (6c).

**Assumption 5** The parameters in (1)-(2) are such that

(i) the resulting set of mean field consistency equations (6) have a unique bounded solution \((\Pi_k, s_k, \bar{A}_k, \bar{m}_k)\), and

(ii) we have

\[
\Pi_k > 0, \quad \bar{A}_k - \frac{\rho}{2} I_n K < 0, \\
A_k - B_k R_k^{-1} S_k^T - B_k R_k^{-1} B_k^T \Pi_k - \frac{\rho}{2} I_n < 0.
\]

As we have an infinite-horizon problem, the second part of this assumption is necessary to ensure the cost functional is finite.

The following theorem encapsulates the classical results for a general case of LQG MFG systems which have been studied extensively in the literature. It characterizes a set of best-response control actions that forms a Nash-equilibrium and an \( \epsilon \)-Nash equilibrium for, respectively, the infinite-population and the finite-population LQG MFG system. The equilibrium is tied to the fixed-point solution to the mean-field consistency equations determining the values of the parameters used in the control actions.

**Theorem 1** (Classical LQG MFG Solutions) Subject to Assumptions 1-5, the system of equations (3)-(4) together with the consistency equations

\[
\rho \Pi_k = \Pi_k A_k + A_k^T \Pi_k - (\Pi_k B_k + S_k) R_k^{-1} (B_k^T \Pi_k + S_k^T) + Q_k, \\
\rho s_k(t) = \dot{s}_k(t) + (A_k^T - S_k R_k^{-1} B_k^T - \Pi_k B_k R_k^{-1} B_k^T) s_k(t) + \Pi_k ((F_k + B_k R_k^{-1} S_k^T \Psi) \bar{x}_k + H_k \bar{u}_k - B_k R_k^{-1} n_k + b_k(t)) + (S_k R_k^{-1} S_k^T - Q_k) \Psi \bar{x}_k + S_k R_k^{-1} n_k + \eta_k, \\
\bar{A}_k = (A_k - B_k R_k^{-1} (B_k^T \Pi_k + S_k^T)) \mathbf{e}_k + B_k R_k^{-1} S_k^T \Psi \bar{x}_k + F_k + H_k J, \\
m_k = -B_k R_k^{-1} (B_k^T s_k(t) + n_k) + \bar{R}_k L + b_k(t), \\
\dot{x}_i^k = (\bar{A}_k \bar{x}_k^i + \bar{m}_k) dt, \\
\bar{u}_k = J \bar{x}_k + L,
\]

generate a set of actions \( \mathcal{U}_{MF}^* = \{ u_i^*; i = 1, \ldots, \infty \} \) given by

\[
u_i^* = -R_k^{-1} \left[ (B_k^T \Pi_k + S_k^T) \dot{x}_i^k + (B_k^T s_k(t) - S_k^T \Psi \bar{x}_k + n_k) \right],
\]

such that

(i) The set of infinite population control laws \( \mathcal{U}_{MF}^* \) yields the infinite population Nash equilibrium, i.e.,

\[
J_0^\infty (u^*, u^{-i,*}) = \inf_{u_i \in \mathcal{U}_i} J_1^\infty (u^i, u^{-i,*}).
\]

(ii) The set of control laws \( \mathcal{U}_N^\infty := \{ u_i^*; i \in N \}, 1 \leq N < \infty \), forms an \( \epsilon \)-Nash equilibrium for all \( \epsilon \), i.e., for all \( \epsilon > 0 \), there exists \( N(\epsilon) \) such that for all \( N \geq N(\epsilon) \)

\[
J_1^N (u^*, u^{-i,*}) - \epsilon \leq \inf_{u_i \in \mathcal{U}_i} J_1^N (u^i, u^{-i,*}) \leq J_1^N (u^*, u^{-i,*}).
\]

**Proof.** Following the approach in [33], the results could be generalized to the systems given by (1)-(2). Moreover, the system (1)-(2) could be considered as a special case of the major-minor LQG MFGs studied in [20] (for a comparison of different approaches to major-minor LQG MFGs see [17, 32]).

**Remark 1** If Assumption 5 holds for \( \rho = 0 \), for agent governed by (3)-(4), we have \( \mathbb{E} \left[ \int_0^T (x_i^T x_i')^T \right] < \infty \) and \( \mathbb{E} \left[ \int_0^T (u_i^T u_i')^T \right] < \infty \) for each \( t \in \mathfrak{T} \).

3 Exploratory LQG MFGs with Entropy Regularization

Following the approach in [52], we extend the notion of action to distribution over actions. Consider \( n \) identical and independent rounds of experiments for agent \( i \), where at round \( j, j \in \{ 1, \ldots, n \} \), the action \( u_i^j \) is sampled with respect to the distribution \( \Phi(u) \) belonging to the space \( \mathcal{P}(\mathbb{R}^n) \) of probability measures on \( \mathbb{R}^n \), and is executed for the system (1)-(2). The corresponding states are denoted by \( x_i^j, j \in \{ 1, \ldots, n \} \).
The increments of the state over the interval \([r, t + \Delta t]\) are given by
\[
\Delta x^i_{t} = x^i_{t + \Delta t} - x^i_{t}.
\]
As \(n \to \infty\), by the law of large numbers we have
\[
\frac{1}{n} \sum_{j=1}^{n} \Delta x^i_{t} \to E \left[ \Delta x^i_{t} | \Phi \right], \quad a.s.
\]
\[
\frac{1}{n} \sum_{j=1}^{n} \Delta x^i_{t} \Delta t \to E \left[ \int_{R^n} a \Phi^i_{t}(u) du \right] \Delta t = E \left[ \mu^i_t | \Delta t \right], \quad a.s.
\]
where \(x^i_{t} \Phi \) denotes the resulting state when the agent-\(i\)'s actions are sampled from the distribution \(\Phi^i_t\), and \(\mu^i_t := \int_{R^n} u \Phi^i_{t}(u) du\). Moreover, for every term in the objective function \(r(x^i_{t}, u^i_{t})\), we can write
\[
\frac{1}{n} \sum_{j=1}^{n} r(x^i_{t}, u^i_{t}) \Delta t \to E \left[ \int_{R^n} r(x^i_{t}, u) \Phi^i_{t}(u) du \right] \Delta t, \quad a.s.
\]
We use the above exposition to derive the exploratory dynamics and cost functional for agent-\(i\), \(i \in N\).

### 3.1 Finite Populations

We introduce the exploratory dynamics for agent-\(i\) in the finite population as in
\[
dx^i_{t} \Phi^{N} = (A_k x^i_{t} \Phi^{N} + F_k x^i_{t} \Phi^{N} + H_k \mu^i_{t}^{N})
+ B_k \mu^i_{t}^{N} + b_k(t) dt + D_k dw^i_{t}, \quad (8)
\]
i \(\in N\), \(k \in R\), where \(x^i_{t} \Phi^{N} \in R^n\) denotes the resulting state when actions are sampled with respect to the distribution \(\Phi^i_{t}^{N} \in \Phi(R^n)\) and executed. Moreover, \(\mu^i_{t}^{N} = \int_{R^n} u \Phi^i_{t}^{N}(u) du\), \(x^i_{t} \Phi^{N} = \frac{1}{N} \sum_{i \in N} x^i_{t} \Phi^{N}\), and \(\mu^i_{t}^{N} = \frac{1}{N} \sum_{i \in N} \mu^i_{t}^{N}\).

The exploratory cost functional for agent-\(i\) is introduced as
\[
J_i(\Phi^i_{t}, \Phi^{-i}_{t}) = E \left[ \int_{0}^{\infty} e^{-pt} \left( \frac{1}{2} \| x^i_{t} \Phi^{N} - y^i_{t} \Phi^{N} \|^2 \right) \right.
+ \eta_k(x^i_{t} \Phi^{N} - y^i_{t} \Phi^{N}) + \phi_k \left( \int_{R^n} \Phi^i_{t}^{N}(u) du - 1 \right)
+ \int_{R^n} \left( (x^i_{t} \Phi^{N} - y^i_{t} \Phi^{N}) \right)^T S_k + \frac{1}{2} u^T R_k + n_k^T u \int_{R^n} \Phi^i_{t}^{N}(u) du dt \right] \quad (9)
\]
where
\[
y^i_{t} \Phi^{N} = \Psi_{t} x^i_{t} \Phi^{N} \quad \text{and} \quad \phi_k = \frac{1}{2} \beta_k \Phi^{N} + \phi_k \lambda_k.
\]
The third term in (9) is incorporated to enforce the integral constraint \(\int_{R^n} \Phi^i_{t}^{N}(u) du = 1, \forall t \in T\), as \(\phi_k \to \infty\), where \(\phi_k\) is a Lagrange multiplier. All other processes and the coefficients in (8)-(9) are as defined in (1)-(2).

To reward exploration we incorporate Shannon’s differential entropy given by
\[
\mathcal{H}(\Phi^i_{t}) = - \int_{R^n} \Phi^i_{t}(u) \ln \Phi^i_{t}(u) du,
\]
in the cost functional, which measures the level of exploration. Hence the exploratory entropy-regularized cost functional for agent-\(i\) is given by
\[
J_i(\Phi^i_{t}, \Phi^{-i}_{t}) = E \left[ \int_{0}^{\infty} e^{-pt} \left( \frac{1}{2} \| x^i_{t} \Phi^{N} - y^i_{t} \Phi^{N} \|^2 \right) \right.
+ \eta_k(x^i_{t} \Phi^{N} - y^i_{t} \Phi^{N}) + \phi_k \left( \int_{R^n} \Phi^i_{t}^{N}(u) du - 1 \right)
+ \int_{R^n} \left( (x^i_{t} \Phi^{N} - y^i_{t} \Phi^{N}) \right)^T S_k + \frac{1}{2} u^T R_k + n_k^T u \int_{R^n} \Phi^i_{t}^{N}(u) du dt \right] \quad (11)
\]
where \(\lambda_k\) represents the weight associated with exploration.

### Admissible Control Set

For the exploratory LQG MFGs, we define the set of admissible control distributions \(\mathcal{U}^{t, \text{exp}}\) to include \(\Phi^i_t \in \mathcal{P}(R^n)\) such that
- for each \(A \in \mathcal{P}(R^n)\), \(\{ \int_{R^n} \Phi^i_{t}(u) du, t \in T \}\) is \(\mathcal{F}^i_t\) measurable;
- \(E \left[ \int_{0}^{\infty} e^{-pt} \left( \frac{1}{2} \| x^i_{t} \Phi^{N} - y^i_{t} \Phi^{N} \|^2 \right) \right] < \infty\), where \(\mu^i_t := \int_{R^n} u \Phi^i_{t}(u) du\);
- for each \(t \in T\), \(x^i_{t} \Phi\) satisfies (8), and the cost functional (11) is finite.

### Observation 1

The only mean value \(\mu^i_{t}^{N}\) of the distribution \(\Phi^i_{t}^{N}\) appears in the dynamics (8). Intuitively, the dynamics (8) describe the average behavior of a single agent governed by the dynamics (1) who samples actions according to \(\Phi^i_{t}^{N}\) and applies them to (1). This is to be distinguished from the mass behavior of all agents which is described by the mean field distribution in the infinite-population case where the number of agents \(N\) goes to infinity.

We aim to find the optimal control distribution under which an agent samples and applies random control actions. The execution of random actions is usually used for learning purposes. In this case it could be used to learn unknown parameters of the dynamics. Finding the optimal control distribution, which provides optimally randomized control actions, helps reduce the number of interactions with the system and could expedite the learning process. However, it is very difficult to find the optimal control distribution in the finite-population case due to the coupling of the agents with...
each other through the terms $x^i_1, \Phi^i$ and $\mu^i_k$. Hence we first solve the problem in the infinite-population limit and then relate the resulting solutions to the finite-population case.

### 3.2 Infinite Populations

In the infinite population limit, where the number of agents goes to infinity ($N \to \infty$), the exploratory dynamics for agent-$i$ are given by

$$dx^i_t = \left( A_k x^i_{t} + F_k \tilde{x}^i_{t} + \bar{H}_k \tilde{\mu}_t + B_k \mu^i_{t} + b_k(t) \right) dt + D_k dw^i_t, \quad (12)$$

where $x^i_1 \in \mathbb{R}^n$ denotes the resulting state when actions are sampled with respect to the distribution $\Phi^i_t \in \mathcal{P}m$ and executed, $\mu^i_t = \int_{\mathbb{R}^m} u \Phi^i_t(du), (x^i_1) = \left( (\tilde{x}_1^i, \Phi^i_1), \ldots, (\tilde{x}_n^i, \Phi^i_n) \right)$, and $\tilde{\mu}^i_t = \left( (\tilde{\mu}^i_1)^\top, \ldots, (\tilde{\mu}^i_n)^\top \right)$, with $x^i_1 := \lim_{N \to \infty} \frac{1}{\sqrt{N}} \sum_{i \in \mathcal{E}} x^i_1$.

The entropy-regularized exploratory cost functional for agent-$i$ in the infinite-population limit is given by

$$J^i_{t}(\Phi^i) = \mathbb{E} \left[ \int_0^\infty e^{-\rho t} \left( \frac{1}{2} \| x^i_t - \tilde{\varphi}^i \|_{Q^i_t}^2 + \eta^i_k (x^i_t - \tilde{\varphi}^i) + \mu^i_t \Phi^i_t(u) du - 1 \right) \right] + \frac{1}{2} u^\top R_k + \eta^i_k \Phi^i_t(u) + \lambda_k + \Phi_k. \quad (15)$$

**Proof.** We define $\Phi^i_t(u) = e^{\epsilon \omega(t)}$, and rewrite the cost functional as

$$J^i_{t}(\Phi^i) = \mathbb{E} \left[ \int_0^\infty e^{-\rho t} \left( \frac{1}{2} \| x^i_t - \tilde{\varphi}^i \|_{Q^i_t}^2 + \eta^i_k (x^i_t - \tilde{\varphi}^i) \right) + \int_{\mathbb{R}^n} \left( ((x^i_t - \tilde{\varphi}^i)^\top S_k + \frac{1}{2} u^\top R_k + n^i_k) u + \lambda_k \Phi^i_t(u) du + \Phi_k \left( \int_{\mathbb{R}^m} e^{\epsilon \omega(t)}(du - 1) \right) \right) \right]. \quad (17)$$

SDE (12) may be re-written as

$$x^i_t = e^{A_k t} x^i_0 + \int_0^t e^{A_k(t-s)} (F_k \tilde{x}^i_s + \bar{H}_k \tilde{\mu}_s + b_k(s)) ds + \int_0^t e^{A_k(t-s)} B_k \mu^i_s ds + \int_0^t e^{A_k(t-s)} D_k dw^i_s. \quad (18)$$

We perturb $g^i_t(u)$ in an arbitrary direction $\omega^i_t$ such that $e^{\epsilon \omega^i_t + \epsilon^2}$, $\forall t \in \mathcal{U}$, as in

$$g^i_{t,e}(u) = g^i_t(u) + \epsilon \omega^i_t(u), \quad (19)$$

and use the Taylor expansion of $e^{\epsilon \omega^i_t}$ to write

$$\mu^i_{t,e} = \int_{\mathbb{R}^m} u e^{\epsilon \omega^i_t(u)}(du), \quad (20)$$

$$= \int_{\mathbb{R}^m} u e^{\epsilon \omega^i_t}(1 + \epsilon \omega_t(u) + O(\epsilon^2)) du, \quad (21)$$

$$= \mu^i_t + \epsilon \int_{\mathbb{R}^m} u e^{\epsilon \omega^i_t} \omega^i_t(u) du + O(\epsilon^2). \quad (22)$$

From (18), the corresponding perturbed state $x^i_{t,e}$ satisfies

$$x^i_{t,e} = x^i_{t,e} + \epsilon \tilde{\omega}^i_t + O(\epsilon^2), \quad (23)$$

$$\tilde{\omega}^i_t := \int_0^t e^{A_k(t-s)} B_k \int_{\mathbb{R}^m} u e^{\epsilon \omega^i_t(u)} \omega^i_t(u) du. \quad (24)$$

The perturbed cost functional can then be written as

$$J^i_{t}(\Phi^i_{t,e}) = J^i_{t}(\Phi^i) + \epsilon \mathbb{E} \left[ \int_0^\infty e^{-\rho t} \left( Q_k (x^i_t - \tilde{\varphi}^i) + \eta_k + S_k \mu^i_t \right)^\top \tilde{\omega}^i_t + \int_{\mathbb{R}^n} \left( ((x^i_t - \tilde{\varphi}^i)^\top S_k + \frac{1}{2} u^\top R_k + n^i_k) u + \lambda_k g^i_t(u) + \lambda_k + \Phi_k \right) e^{\epsilon \omega^i_t}(du) \right] + O(\epsilon^2). \quad (25)$$

By substituting (24) and changing the order of integration,
we have
\[
E \int_0^\infty e^{-\rho t} \left( Q_k(s_T^t, \Phi^t) + \eta_k + S_k \mu_t^i \right)^T \omega_i^t dt = E \int_0^\infty e^{-\rho t} \left( \int \int e^{-\rho(s-t)} \left( Q_k(s_T^{t'} \Phi^t) - \eta_k + S_k \mu_t^i \right)^T e^{A(s-t)} ds \right) B_k u e^{S(u)} \omega_i^t(u) du dt.
\]

(26)

Hence, (14) is proven.\[\square\]

Now we use (14) to compute the optimal control distribution for agent-i as stated below.

**Theorem 3 (Optimal Control Distribution)** Subject to Assumptions 1-5, the optimal control distribution for agent-i, with dynamics (12) and cost functional (13), is given by

\[
\Phi_i^{\ast}(u) = \frac{\exp \left[ -\frac{1}{2\rho_k} (u - \mu_i^{\ast \ast})^T R_k (u - \mu_i^{\ast \ast}) \right]}{\int_{\mathcal{R}^n} \exp \left[ -\frac{1}{2\rho_k} (u - \mu_i^{\ast \ast})^T R_k (u - \mu_i^{\ast \ast}) \right] du},
\]

(27)

where

\[
\mu_i^{\ast \ast} = -R_k^{-1} \left( B_k^T \Pi_k + S_k^T \right) s_k(t) - S_k^T \psi_k(t) + 
\]

\[
\mu_i^{\ast \ast} = \rho \Pi_k = \Pi_k \rho_k + A_k^T \rho_k - (\Pi_k B_k + S_k)
\]

\[
\times R_k^{-1} \left( B_k^T \Pi_k + S_k^T \right) + Q_k, \quad \rho_k \psi_k(t) = \rho_k \psi_k(t) + (A_k^T - S_k R_k^{-1} B_k^T - \Pi_k B_k R_k^{-1} B_k^T) s_k(t)
\]

\[
+ \Pi_k \left( (F_k + B_k R_k^{-1} S_k^T \psi_k) \Phi^t + H_k \mu_t - B_k R_k^{-1} (\eta_k + B_k^T s_k(t)) \right),
\]

\[
+ (S_k R_k^{-1} S_k^T \psi_k) - Q_k \psi_k \Phi^t + S_k R_k^{-1} (\eta_k + B_k^T s_k(t)) \right), \quad \rho_k s_k(t) = s_k(t) + (A_k^T - S_k R_k^{-1} B_k^T - \Pi_k B_k R_k^{-1} B_k^T) s_k(t) \]

\[
+ \Pi_k \left( (F_k + B_k R_k^{-1} S_k^T \psi_k) \Phi^t + H_k \mu_t - B_k R_k^{-1} (\eta_k + B_k^T s_k(t)) \right),
\]

\[
A_k = \left( A_k - B_k R_k^{-1} \left( B_k^T \Pi_k + S_k^T \right) \right) e_k
\]

\[
\bar{A}_k, B_k \bar{R}_k, \bar{S}_k = A_k - B_k R_k^{-1} \left( B_k^T \Pi_k + S_k^T \right) e_k
\]

\[
\bar{B}_k = B_k R_k^{-1} S_k^T \psi_k + F_k + H_k L_k,
\]

\[
\bar{M}_k = -B_k R_k^{-1} \left( B_k^T \Pi_k + S_k^T \right) + b_k + H_k L_k,
\]

\[
d s_k^t, \Phi^t = \left( \bar{A}_k s_k^t, \bar{M}_k \right) dt,
\]

\[
\bar{\mu}_t = \mu_t + L, \quad \bar{\phi}_t = \phi_t + L
\]

where J and L are given by (6g) and (6h).\[\square\]

**Proof.** We note that the cost functional (13) is strictly convex with respect to the distribution \( \Phi_i^t(u) \). Hence the necessary and sufficient condition for \( \Phi_i^{\ast}(u) \) to be the optimal distribution for agent-i is given by

\[
(\mathcal{P} \Phi_i^t(\Phi_i^{\ast}), \omega^t) = 0,
\]

for every \( \omega^t \) such that \( \Phi_i^{\ast}(\omega^t) = e^{\rho(t)} \Phi_i^{\ast}(\omega^t) \in \mathcal{P} \Phi_i^{\ast}(\omega^t) \). For the Gâteaux derivative (14) to be zero for every admissible process \( \omega_i^t \), we must have

\[
f(t, u, x_T^t, \Phi_i^{\ast}) = 0.
\]

(30)

This results in

\[
\Phi_i^{\ast}(u) = \frac{\exp \left[ -\frac{1}{2\rho_k} (u - \mu_i^{\ast \ast})^T R_k (u - \mu_i^{\ast \ast}) \right]}{\int_{\mathcal{R}^n} \exp \left[ -\frac{1}{2\rho_k} (u - \mu_i^{\ast \ast})^T R_k (u - \mu_i^{\ast \ast}) \right] du},
\]

(31)

where

\[
\mu_i^{\ast \ast} := -R_k^{-1} \left( B_k^T \rho_i^t + S_k^T (x_T^t - \tilde{y}_i^t) + \eta_k \right),
\]

(32)

\[
\rho_i^t := E \left[ \int_0^t e^{-\rho(s-t)} e^{A_k^t (s-t)} \psi_k^t dx(s-t) \psi_k^t ds \right],
\]

(33)

\[
\bar{\rho}_i^t := Q_k (x_T^t - \tilde{y}_i^t) + \eta_k + S_k \mu_i^{\ast \ast}, \quad \bar{\rho}_i^t := Q_k (x_T^t - \tilde{y}_i^t) + \eta_k + S_k \mu_i^{\ast \ast}.
\]

(34)

We write \( \rho_i^t \) in terms of the martingale \( M_i^t \) as in

\[
\rho_i^t = e^{\rho t} \left( M_i^t - \int_0^t e^{-\rho s} e^{A_k^s} \psi_k^s dx(s) \psi_k^s ds \right),
\]

(35)

\[
M_i^t := \int_0^t e^{-\rho s} e^{A_k^s} \psi_k^s dx(s) \psi_k^s ds \psi_k^t,
\]

(36)

Next we adopt an ansatz for \( \rho_i^t \) given by

\[
\rho_i^t = \Pi_k (s_t^t, \Phi^t) + s_t(t).
\]

(37)

Using the above ansatz, the mean value of \( \Phi_i^{\ast}(u) \) is given by

\[
\mu_i^{\ast \ast} = -R_k^{-1} \left( B_k^T \Pi_k (s_t^t) + S_k^T (x_T^t - \tilde{y}_i^t) + \eta_k \right).
\]

(38)

Now we verify that (31) belongs to the admissible control set specified in Section 3.1. By inspection, (31) and its integral over every \( A \in \mathcal{P}(\mathcal{R}^n) \) are \( \mathcal{F}_t \)-measurable for every \( t \in \mathcal{F} \).

Given Assumption 5, by using the triangle inequality we can easily show that under the control distribution (31), we have

\[
E \left[ \int_0^\infty e^{-\rho t} (x_T^t)^T (x_T^t) dt \right] < \infty \text{ and } E \left[ \int_0^\infty e^{-\rho t} (\mu_i^{\ast \ast})^T \mu_i^{\ast \ast} dt \right] < \infty.
\]

Moreover, we can show that

\[
E \left[ \int_0^\infty e^{-\rho t} \left( \lambda_k \int_{\mathcal{R}^n} (x_T^t)^T \Phi_i^{\ast}(u) \ln (\Phi_i^{\ast}(u) du) \right) dt \right] = \frac{\lambda_k}{2\rho} \ln (2\pi \lambda_k R_k^{-1}),
\]

(39)

and

\[
E \left[ \int_0^\infty e^{-\rho t} \int_{\mathcal{R}^n} \left( u^T R_k u \Phi_i^{\ast}(u) du \right) dt \right] \]

\[
= \int_0^\infty e^{-\rho t} \int_{\mathcal{R}^n} \left( u^T R_k (u - \mu_i^{\ast \ast}) \Phi_i^{\ast}(u) du \right) dt.
\]


Using Itō’s lemma and (12), the ansatz (37) satisfies the SDE

\[ dp^i_t = \left[ \left( \rho I_n - A^i_k + S_k R^i_k B^*_k \right) \Pi_k(t) - Q_k + S_k R^i_k S^i_t \right] x^i_t \Phi dt + \left( \rho I_n - A^i_k + S_k R^i_k B^*_k \right) s_k(t) dt + Q_k y_i^\Phi dt - \eta_k - S_k R^i_k S^i_t y_i^\Phi + S_k R^i_k n_k \big] dt + q_k(t) dw^i_t, \tag{45} \]

where \( I_n \) is the identity matrix of size \( n \). Finally we equate (44) with (45) to get

\[
\rho \Pi_k(t) = \Pi_k(t) + \Pi_k(t) A_k + A_k^\top \Pi_k(t) - (\Pi_k(t) B_k + S_k) R_k^{-1} (B_k^\top \Pi_k(t) + S^\top_k) + Q_k, \tag{46} \]

\[
\rho s_k(t) = \dot{s}_k(t) + (A_k^\top - S_k R_k^{-1} B_k^\top - \Pi_k B_k R_k^{-1} B_k^\top) s_k(t) + \Pi_k(t) \left( \tilde{F}_k x_i^\Phi + \tilde{H}_k \tilde{\mu} + B_k R_k^{-1} S^i_t y^\Phi - B_k R_k^{-1} n_k \right) + b_k(t) + (S_k R^i_k S^i_t - Q_k) \tilde{y}^\Phi - S_k R^i_k n_k + \eta_k, \tag{47} \]

where \( \tilde{y}^\Phi = \tilde{\psi}_k \tilde{\Phi} \), and \( \Pi_k(t) = 0 \) as agent-i has an infinite-horizon discounted cost functional and all parameters in (46) are time-invariant. It remains to specify the mean value \( \bar{x}^i_t, \Phi \) of the state mean field distribution for subpopulation \( k \). By definition we have

\[ \bar{x}^i_t, \Phi = \lim_{N_k \to \infty} \frac{1}{N_k} \sum_{i \in S_k} x^i_t, \Phi. \tag{48} \]

We first substitute (38) in the minor agent’s dynamics (12) to obtain the closed-loop dynamics for agent-i, \( i \in S_k \). We then take the average over subpopulation \( k \), and then the limit as \( N \to \infty \), to get

\[ dx^i_t, \Phi = (\bar{A}_k x^i_t, \Phi + \bar{m}_k) dt, \tag{49} \]

where

\[ \bar{A}_k = (A_k - B_k R_k^{-1} B_k^\top \Pi_k(t) + S^\top_k) e_k \]

\[ + B_k R_k^{-1} S^i_t \tilde{\psi}_k + \tilde{F}_k + \tilde{H}_k J, \tag{50} \]

\[ \bar{m}_k = -B_k R_k^{-1} (B_k^\top s_k(t) + n_k) + \tilde{H}_k L + b_k(t). \tag{51} \]

**Remark 2** The results of Theorem 3 also hold when the dynamics of agent-i given by (1) are driven by a general martingale process defined on the same probability space where \( w^i_t \) is defined.

**Remark 3** The results of Theorem 3 can be extended beyond the Shannon entropy case. For example, consider replacing the Shannon entropy by the relative entropy

\[ \int_{\mathbb{R}^n} \Phi^i(u) \ln \left( \frac{\Phi^i(u)}{\mu^i(u)} \right) du \] which reduces to negative of Shannon entropy when the prior \( \Pi_k(u) \) is uniform. With this
change, the optimal exploratory control distribution becomes $\Pi_i(u)\Phi_i^{s_\ast}(u)$, where $\Phi_i^{s_\ast}(u)$ is given by (27). In the interest of space, we skip the details of the computation. For a linear combination of Shannon entropy and cross entropy we refer the reader to [30].

Observation 2 We note that $\Phi_i^{s_\ast}$ is a Gaussian distribution with a stochastic mean value $\mu_i^{s_\ast}$ driven by the state sample path $x_i$ of the agent-$i$. From (28) and (7), $\mu_i^{s_\ast}$ coincides with the optimal control action $u_i^{s_\ast}$ of agent-$i$ in the classical setup (3)-(4). Sampling the actions with respect to $\Phi_i^{s_\ast}$ provides a randomization around the optimal control action of the agent-$i$ in the classical infinite-population limit setup.

Observation 3 In the infinite-population limit, the law of state and the law of the control process that appears in the dynamics of a generic agent of subpopulation $k$ determine, respectively, the state mean field and the control mean field distributions of subpopulation $k$. The mixture of these distributions weighted by the proportion of agents in each subpopulation gives the mean field distributions across all agents. In the exploratory setup (12)-(13), the law $\mathcal{L}(x_i^k)$ of the state of a representative agent in subpopulation $k$ is Gaussian. Hence, the state mean field distribution $\sum_{k\in\mathcal{R}}\pi_k\mathcal{L}(x_i^k)$ is Gaussian with the mean value $\sum_{k\in\mathcal{R}}\pi_k\bar{x}_i^k$, where $\bar{x}_i^k$ is given by (29e). Moreover, when a generic agent samples actions with respect to $\Phi_i^{s_\ast}$, according to the exploratory dynamics (12), on average the mean value $\mu_i^{s_\ast}$ of $\Phi_i^{s_\ast}$ affects its dynamics. Hence the control mean field distribution in the exploratory case is specified by $\sum_{k\in\mathcal{R}}\pi_k\mathcal{L}(\mu_i^{s_\ast})$, which, from (28), is Gaussian with the mean value $\sum_{k\in\mathcal{R}}\pi_k\bar{\mu}_i^{s_\ast}$, where $\bar{\mu}_i^{s_\ast}$ satisfies (29f). It is interesting to observe that both exploratory and classical QLG MFG systems share the same state and mean field distributions (this is formalized in Section 4).

Observation 4 The exploratory control distribution $\Phi_i^{s_\ast}(u)$ of the generic agent-$i$, $i\in\mathcal{I}_k$, is distinct from the control mean field distribution $\mathcal{L}(\mu_i^{k_\ast})$ of subpopulation $k$. The former is a Gaussian distribution with the stochastic mean value $\mu_i^{s_\ast}$, while the latter is a Gaussian distribution with the deterministic mean value $\bar{\mu}_i^{k_\ast}$.

The mean $\bar{\mu}_i^{k_\ast}$ of the exploratory control distribution $\Phi_i^{s_\ast}(u)$ is impacted by the mass effect of agents (i.e. the mean field) explicitly and through the offset term $s_i$ given by (29b). This offset term is a function of the mean value $\sum_{k\in\mathcal{R}}\pi_kx_i^k$ of the state mean field.

In the next section we relate the solutions to the infinite-population case to that of the finite-population case.

3.3 $\epsilon$-Nash Property

To show the $\epsilon$-Nash property for the set of obtained optimal control distributions $\{\Phi_i^{s_\ast}(u), i \in \mathcal{R}\}$, we first establish the relation between the infinite-population and finite-population state and cost functional for the generic agent-$i$.

Theorem 4 Suppose that there exists a sequence $\{\delta_n\}_{n=1}^\infty$ such that $\delta_n \to 0$ as $N \to \infty$, and $\frac{\delta_n}{N^3} - \pi_k = o(\delta_n)$, for all $k \in \mathcal{R}$. Given that all agents $j \in \mathcal{R}, j \neq i$, are using the optimal distributions with the corresponding mean values $\{\Phi_i^{s_\ast}, i \in \mathcal{R}, j \neq i\}$ given by (27)-(28), and agent-$i$ is using an arbitrary distribution $\Phi_i \in \mathcal{U}^1, \exp$ with the mean value $\mu_i$, we have

\[
(\text{i}) \quad \mathbb{E}\|x_i^{\Phi_N} - x_i^{\Phi}\|^2 \leq C(\mathcal{O}(\delta_n) + o(\delta_n)),
\]

\[
(\text{ii}) \quad |J_n^{\ast}(\Phi) - J_n^{\ast}(\Phi_i)| \leq C(\mathcal{O}(\delta_n) + o(\delta_n)),
\]

where $C$ is a constant independent of $N$.

Proof. We prove each part separately. Part (i). From (8) and (12), we have

\[
d(x_i^{\Phi_N} - x_i^{\Phi}) = (A_k(x_i^{\Phi_N} - x_i^{\Phi}) + (F_k \frac{1}{N} \sum_{j \neq i} x_j^{\Phi_N} - \bar{F}_k x_i^{\Phi})
\]

\[
+ (H_k \frac{1}{N} \sum_{j \neq i} \mu_j^{N - \bar{H}_k \bar{\mu}_i} + F_k \frac{1}{N} x_i^{\Phi_N} + H_k \frac{1}{N} \mu_i) dt.
\]

The above ODE may be written as

\[
x_i^{\Phi_N} - x_i^{\Phi} = \int_0^t e^{A_k(t - \tau)} (F_k \frac{1}{N} \sum_{j \neq i} x_j^{\Phi_N} - \bar{F}_k x_i^{\Phi}) d\tau
\]

\[
+ \int_0^t e^{A_k(t - \tau)} (H_k \frac{1}{N} \sum_{j \neq i} \mu_j^{N - \bar{H}_k \bar{\mu}_i} + F_k \frac{1}{N} x_i^{\Phi_N} + H_k \frac{1}{N} \mu_i) d\tau.
\]

Using $\|a + b + c\| \leq 3\|a\|^2 + 3\|b\|^2 + 3\|c\|^2$ for $a, b, c \in \mathbb{R}^n$, we get

\[
\mathbb{E}\|x_i^{\Phi_N} - x_i^{\Phi}\|^2 \leq 3\mathbb{E} \left( \int_0^t e^{A_k(t - \tau)} (F_k \frac{1}{N} \sum_{j \neq i} x_j^{\Phi_N} - \bar{F}_k x_i^{\Phi}) d\tau \right)^2
\]

\[
+ 3\mathbb{E} \left( \int_0^t e^{A_k(t - \tau)} (H_k \frac{1}{N} \sum_{j \neq i} \mu_j^{N - \bar{H}_k \bar{\mu}_i} + F_k \frac{1}{N} x_i^{\Phi_N} + H_k \frac{1}{N} \mu_i) d\tau \right)^2.
\]
Cauchy-Schwartz and Jensen’s inequalities further imply
\[
\mathbb{E}\|\phi_i^f - \phi_i^0\|^2 \leq 3 \int_0^\infty \mathbb{E}\|\phi_i^f(t)\|^2 \mathbb{E}\left\| \frac{1}{\sqrt{N}} \sum_{j \neq i} \phi_i^f - \phi_i^0 \right\|^2 d\tau
\]
\[
+ 3 \int_0^\infty \mathbb{E}\|\phi_i^f(t)\|^2 \mathbb{E}\left\| \frac{1}{\sqrt{N}} \sum_{j \neq i} \mu_j^f - \mu_i^0 \right\|^2 d\tau
\]
\[
+ 3 \int_0^\infty \mathbb{E}\|\phi_i^f(t)\|^2 \mathbb{E}\left\| \frac{1}{\sqrt{N}} \sum_{j \neq i} \mu_j^f - \mu_i^0 \right\|^2 d\tau. \tag{57}
\]

Next, we compute the rate of convergence for each of the terms in the above inequality. For the first term we write
\[
\mathbb{E}\left\| \frac{1}{\sqrt{N}} \sum_{j \neq i} \phi_i^f - \phi_i^0 \right\|^2 = \mathbb{E}\left\| \frac{1}{\sqrt{N}} \sum_{j \neq i} (\phi_i^f - \mathbb{E}\phi_i^f) + \mathbb{E}\phi_i^f - \phi_i^0 \right\|^2
\]
\[
+ \mathbb{E}\left\| \mathbb{E}\phi_i^f - \phi_i^0 \right\|^2 + \mathbb{E}\left\| \frac{1}{\sqrt{N}} \sum_{j \neq i} \mu_j^f - \mu_i^0 \right\|^2. \tag{58}
\]

Substituting (59) in (58), we have
\[
\mathbb{E}\left\| \frac{1}{\sqrt{N}} \sum_{j \neq i} \phi_i^f - \phi_i^0 \right\|^2 \leq 3 \mathbb{E}\left\| \frac{1}{\sqrt{N}} \sum_{j \neq i} (\phi_i^f - \mathbb{E}\phi_i^f) \right\|^2
\]
\[
+ 3 \mathbb{E}\left\| \frac{1}{\sqrt{N}} \sum_{j \neq i} \mu_j^f - \mu_i^0 \right\|^2 + 3 \mathbb{E}\left\| \mathbb{E}\phi_i^f - \phi_i^0 \right\|^2. \tag{60}
\]

Since for \( j \neq l \) the terms \((\phi_i^f - \mathbb{E}\phi_i^f)\) and \((\phi_l^f - \mathbb{E}\phi_l^f)\) are independent, we can write
\[
\mathbb{E}\left\| \frac{1}{\sqrt{N}} \sum_{j \neq i} (\phi_i^f - \mathbb{E}\phi_i^f) \right\|^2 \leq C_1 \frac{1}{N} \mathbb{E}\left\| \sum_{j \neq i} (\phi_i^f - \mathbb{E}\phi_i^f) \right\|^2. \tag{61}
\]

Hence
\[
\mathbb{E}\left\| \frac{1}{\sqrt{N}} \sum_{j \neq i} \phi_i^f - \phi_i^0 \right\|^2 \leq C(O(\frac{1}{N}) + O(\delta^2_N)). \tag{62}
\]

Similarly we can show that
\[
\mathbb{E}\left\| \frac{1}{\sqrt{N}} \sum_{j \neq i} \mu_j^f - \mathbb{E}\mu_i^0 \right\|^2 \leq C(O(\frac{1}{N}) + O(\delta^2_N)), \tag{63}
\]

and hence (52) follows.

\textbf{Part (ii).} For an arbitrary control distribution \( \Phi^j \) and the optimal control distributions \( \Phi^{j,\ast} \), \( j \neq i \), we have
\[
J_{i,N}(\Phi^j, \Phi^{j,\ast}) - J_{i,N}(\Phi^j) = \mathbb{E}\left[ \int_0^\infty e^{-\rho \tau} \left( \frac{1}{2} \|\phi_i^f(t) - \phi_i^0\|^2 - \frac{1}{2} \|\phi_i^f(t) - \phi_i^0\|^2 \right)_Q + \int_{\mathbb{R}_+} \left( (\phi_i^f(t) - \phi_i^0)^\top \right)_S u \Phi^j(u) du \right] dt.
\]

which reduces to
\[
J_{i,N}(\Phi^j, \Phi^{j,\ast}) - J_{i,N}(\Phi^j) = \mathbb{E}\left[ \int_0^\infty e^{-\rho \tau} \left( \frac{1}{2} \|\phi_i^f(t) - \phi_i^0\|^2 - \frac{1}{2} \|\phi_i^0\|^2 \right)_Q + \int_{\mathbb{R}_+} \left( (\phi_i^f(t) - \phi_i^0)\top \right)_S u \Phi^j(u) du \right] dt.
\]

The rate of convergence for \( D_1 \) is computed as
\[
\mathbb{E}[D_1] = \frac{1}{2} \mathbb{E} \left[ \| \phi_i^f - \phi_i^0 \|^2 \right] + \mathbb{E} \left[ (\phi_i^{f,\ast})^\top Q_k (\phi_i^{f,\ast} - \phi_i^0) \right]
\]
\[
\leq \mathbb{E} \left[ \| \phi_i^f - \phi_i^0 \|^2 \right] + C \mathbb{E} \left[ \| \phi_i^f \|^2 \right] \mathbb{E} \left[ \| \phi_i^f - \phi_i^0 \|^2 \right]^{\frac{1}{2}}
\]
\[
= o(\delta_N) + o(\frac{1}{\sqrt{N}}). \tag{66}
\]

Following the same approach and using (62), we have
\[
\mathbb{E}[D_2] = o(\delta_N) + o(\frac{1}{\sqrt{N}}). \tag{67}
\]

Moreover, from (52), we have
\[
\mathbb{E}[D_2] = \mathbb{E} \left[ (\phi_i^f - \phi_i^0)^\top (\eta_k + Q_k \phi_i^0) \right]
\]
\[
\leq C \mathbb{E} \left[ \| \phi_i^f - \phi_i^0 \|^2 \right] \mathbb{E} \left[ \| \phi_i^f \|^2 \right] \mathbb{E} \left[ \| \phi_i^f - \phi_i^0 \|^2 \right]^{\frac{1}{2}}
\]
\[
= o(\delta_N) + o(\frac{1}{\sqrt{N}}). \tag{68}
\]

Similarly we can show that
\[
\mathbb{E}[D_2] = \mathbb{E}[D_3] = \mathbb{E}[D_4] = o(\delta_N) + o(\frac{1}{\sqrt{N}}). \tag{69}
\]

Now we use the results of Theorem 4 to show the \( \epsilon \)-Nash property for the solutions to the limiting exploratory LQG MFG.
Proof. From Theorem 4, we have
\[
\begin{align*}
-o(\delta_N) - o(\frac{1}{\sqrt{N}}) &\leq J_i^N(\Phi_i, \Phi^{-i,*}) - J_i^w(\Phi_i) \\
&\leq o(\delta_N) + o(\frac{1}{\sqrt{N}}). \tag{69}
\end{align*}
\]
Since (69) holds for every $\Phi_i$, we can write
\[
\begin{align*}
J_i^N(\Phi_i^{i,*}, \Phi^{-i,*}) - o(\delta_N) - o(\frac{1}{\sqrt{N}}) &\leq J_i^w(\Phi_i^{i,*}) \tag{70} \\
-o(\delta_N) - o(\frac{1}{\sqrt{N}}) &\leq \inf_{\Phi_i} J_i^N(\Phi_i, \Phi^{-i,*}) - \inf_{\Phi_i} J_i^w(\Phi_i) \tag{71}
\end{align*}
\]
From (70) and (71), we have
\[
\begin{align*}
J_i^N(\Phi_i^{i,*}, \Phi^{-i,*}) - 2o(\delta_N) - 2o(\frac{1}{\sqrt{N}}) &\leq \inf_{\Phi_i} J_i^N(\Phi_i) \leq \inf_{\Phi_i} J_i^N(\Phi_i, \Phi^{-i,*}). \tag{72}
\end{align*}
\]

4 Classical versus Exploratory LQG MFGs

In this section we compare the solutions to the classical and exploratory LQG MFG systems in the infinite-population limit. First we establish the equivalence of the existence of solutions.

Theorem 6 (Existence Equivalence of Solutions to Classical & Exploratory LQG MFGs) There exists a solution to (3)-(4) if and only if there exists a solution to (12)-(13). □

Proof. The solutions to the classical and exploratory LQG MFG systems are given, respectively, by (6)-(7) and (27)-(29). Note that only the mean value $\mu_i^{i,*}$ (given by (28)) of (27) and its mean field limit $\bar{\mu}_i$ (given by (29f)) appear in (12) and these processes, respectively, coincide with $u_i^{i,*}$ (given by (7)) and $\bar{u}_i$ (given by (6f)) in (3). Moreover by inspection we have
\[
\begin{align*}
E[x_i^*] &= E[x_i^{i,*}], \tag{72} \\
E[(x_i^*)^T x_i^{i,*}] &= E[(x_i^{i,*})^T x_i^{i,*}], \tag{73}
\end{align*}
\]
for every $i \in \mathcal{I}$, where $x_i^{i,*}$ and $x_i^{i,*}$ are the optimal trajectories induced by $u_i^{i,*}$ and $\Phi_i^{i,*}$, respectively. Therefore $\Phi_i^{i,*} \in \mathcal{H}_i^{i,exp}$ if and only if $u_i^{i,*} \in \mathcal{U}_i^{i}$. □

Next, we establish that the classical and exploratory systems share the same state and control mean field distributions.

Theorem 7 (Equivalence of the mean field distributions) The state and the control mean field distributions for the classical and exploratory LQG MFGs governed by (3)-(4) and (12)-(13), respectively, are identical, given the same initial state distribution.

Proof. In the limiting MFG, the state and control mean field distributions of subpopulation $k$ coincide the distribution of the state and the control action of a generic agent in subpopulation $k$. Given the same initial state distribution in both the classical and the exploratory LQG MFGs, the processes $x_i^{i,*}$ and $x_i^{i,*}$, $i \in \mathcal{I}_k$, are identical as they satisfy the same SDE given by (3) and (12), where $u_i^{i,*}, \bar{u}_i$, and $\mu_i^{i,*}, \bar{\mu}_i$, are substituted, respectively. Hence the state mean field distribution is the same in both cases. We note that for the class of problems we are considering only the mean value $\bar{x}_i$ of the state mean field distribution enters in the dynamics and cost functionals. Moreover, for the classical case the control mean field distribution is given by the distribution of $u_i^{i,*}$ and for the exploratory case by the distribution of $\mu_i^{i,*}$ which again are the same processes. □

Next, we investigate the cost of exploration in the infinite-population limit. The cost of exploration is defined as the difference in the original cost (4) when the exploratory optimal control distribution (27) and the classical optimal control (7) are applied.

Theorem 8 (Cost of Exploration) Given the same initial state $x_0 \in \mathbb{R}^n$ for a generic agent in sub-population $k \in \mathcal{I}$ in both the classical and the exploratory cases, the cost of exploration $COE^{\omega-k}$ for the agent in the infinite-population limit is given by
\[
COE^{\omega-k}(x_0) = \frac{\lambda_k}{2\rho}. \tag{74}
\]

Proof. The cost of exploration is defined as in
\[
COE^{\omega-k}(x_0) = \left( J_i^w(\Phi_i^{i,*}) - \lambda_k \mathbb{E} \left[ \int_0^{\infty} e^{-\rho t} \right. \right. \\
\left. \times \left( \int_{\mathbb{R}^n} \Phi_i^{i,*}(u) \ln \Phi_i^{i,*}(u) du \right) dt \bigg| x_0 = x_0 \right) - J_i^w(u^{i,*}),
\]
where the first term on the right hand side represents the original cost subject to the optimal control distribution obtained in the exploratory version of the problem (it can be seen as the average cost when the applied actions are sampled from $\Phi_i^{i,*}$ (see [52])).

From (12), only the mean value $\mu_i^{i,*}$ of the optimal distribution $\Phi_i^{i,*}$ and its mean field limit $\bar{\mu}_i$ appear in the exploratory dynamics which happen to respectively coincide with $u_i^{i,*}$ and $\bar{u}_i$ in the classical dynamics (3). Hence, we
have \( x^t_i = x^t_i \Phi \), and
\[
\mathbb{E} \left[ \int_0^\infty e^{-\rho t} \int_{\mathbb{R}^n} (x^t_i \Phi^*)^\top S_k + n_k^i) u \Phi^*_i(u) du \right] dt \\
= \mathbb{E} \left[ \int_0^\infty e^{-\rho t} (x^t_i)^\top S_k + n_k^i) u^i \Phi^*_i dt \right]. \tag{75}
\]

Therefore, we have
\[
COE^{m,k}(x_0) = \mathbb{E} \left[ \int_0^\infty e^{-\rho t} \left( \int_{\mathbb{R}^n} \frac{1}{2} u^\top R_k u \Phi^*_i(u) du \right) dt \right] \\
= \mathbb{E} \left[ \int_0^\infty e^{-\rho t} \left( \int_{\mathbb{R}^n} \frac{1}{2} (u^i - u^*_i)^\top R_k (u - u^*_i) \Phi^*_i(u) du \right) dt \right] \\
= \frac{\lambda_k}{2\rho}. \tag{76}
\]

We note that the mean value \( \mu^i \) of the optimal Gaussian distribution \( \Phi^*_i \) coincides with the optimal action \( u^*_i \) for the classical LQG MFG problems where no exploration is involved. The mean value \( \mu^i \) is a function of the agent-\( i \)'s state, and is not impacted by the exploration weight \( \lambda_k \). The variance \( \lambda_k R_k^{-1} \) of \( \Phi^*_i \), in contrast, is directly impacted by \( \lambda_k \). In fact when there is no exploration, the distribution \( \Phi^*_i \) reduces to the Dirac delta probability mass. In the following theorem we formally show that the classical LQG MFG can be formulated as a special case of exploratory LQG MFG when the exploration weight \( \lambda_k \rightarrow 0 \), i.e. when there is no exploration.

**Theorem 9** Given an initial state \( x_0 \in \mathbb{R}^n \) for agent-\( i \), we have
\[(i) \lim_{\lambda_k \to 0} \Phi^*_i(u) = \delta(u - u^*_i), \tag{77a}\]
where \( \delta \) denotes the Dirac delta function, and
\[(ii) \lim_{\lambda_k \to 0} \left| V_i^{\exp}(x_0) - V_i^{\exp,\infty}(x_0) \right| = 0, \tag{77b}\]
where \( V_i^{\exp}(x_0) \) and \( V_i^{\exp,\infty}(x_0) \), respectively, denote the classical and exploratory value functions for agent-\( i \) in the infinite-population case.

**Proof.** We have
\[
\Phi^*_i = \mathcal{N} (\mu^i, \lambda_k R_k^{-1}) \tag{78}
\]
where \( \mu^i = u^*_i \) given by (28) is independent of \( \lambda_k \). Hence as \( \lambda_k \rightarrow 0 \), \( \Phi^*_i \) converges weekly to \( \delta(u - u^*_i) \).

Moreover, substituting \( \Phi^*_i \) in (13) results in
\[
V_i^{\exp}(x_0) = J_i^{\exp}(\Phi^*_i) \\
= \mathbb{E} \left[ \int_0^\infty e^{-\rho t} \left( \frac{1}{2} || x^t_i - \bar{y} ||_\Theta^2 + n_k^i (x^t_i - \bar{y}_i) \right) \right] \\
= \mathbb{E} \left[ \int_0^\infty e^{-\rho t} \left( \frac{1}{2} || x^t_i - \bar{y} ||_\Theta^2 + n_k^i (x^t_i - \bar{y}_i) \right) \\
+ \int_{\mathbb{R}^n} (x^t_i - \bar{y})^\top S_k x^t_i + n_k^i u^i dt \right] \\
\right] \left| x_0 = x_0 \right|. \tag{79}
\]

Subsequently
\[
V_i^{\exp}(x_0) - V_i^{\exp,\infty}(x_0) \\
= \mathbb{E} \left[ \int_0^\infty e^{-\rho t} \left( \frac{1}{2} u^\top R_k u \Phi^*_i(u) du \right) dt \right] \\
- \lambda_k \int_{\mathbb{R}^n} \Phi^*_i(u) \ln \Phi^*_i(u) du \\
\right] \left| x_0 = x_0 \right| \\
= \frac{\lambda_k}{2\rho} (\ln (2\pi \lambda_k R_k^{-1}) - 1).
\]

Finally we have \( \lim_{\lambda_k \to 0} \frac{\lambda_k}{2\rho} (\ln (2\pi \lambda_k R_k^{-1}) - 1) = 0. \tag{80a} \)

**5 Potential Applications in Learning MFGs**

The randomisation around the optimal control action generated through sampling according to the Gaussian distribution (27) could potentially be used for obtaining consistent estimation algorithms in the context of adaptive control. Moreover, the Gaussian distribution could be used as a policy approximation in model-based reinforcement learning (RL) in LQG MFG systems for learning the dynamical parameters or the value (reward) function directly (for an example of the latter in a single-agent mean-variance problem see [53]). Furthermore, the exploratory LQG MFGs can be used to approximate nonlinear MFGs which are not explicitly solvable in general. This allows to explore the states of nonlinear system which are not captured by the classical LQG MFG approximations and is expected to improve the performance of learning algorithms for such systems. Below we suggest a preliminary learning algorithm for the setup introduced in the paper in the context of optimal executions in electronic markets.

In electronic markets traders typically know their cost functional, but are unsure of the market model and their impact on the price. Consider the case where there are \( N \) high-frequency traders in the market. For trader \( i \in \mathbb{N} \), the trading dynamics is given by
\[
dF_i = \lambda \sum_{j=1}^N \nu_i^j dt + \sigma dw_i, \quad dQ_i^j = \nu_i^j dt, \tag{80a} \]
\[
S_i = F_i + \int_0^t \nu_i^j du, \quad dZ_i = -S_i dQ_i^j, \tag{80b} \]
where \( \nu_i^j, \nu_i^j, S_i, Z_i \) denote, respectively, the inventory, trading rate, execution price, and cash process for agent-\( i \) at time
t ∈ T. Moreover, F_t denotes the (fundamental) midprice and w_t denotes a Wiener process modeling the impact of noise (uninformed) traders on price. The unknown parameters to be learned in this model are the volatility \( \sigma > 0 \), the permanent price impact strength \( \lambda \geq 0 \), and the temporary price impact strength \( a \geq 0 \).

The cost functional for agent-\( i \) is given by

\[
J(v^i, v^{-i}) = \mathbb{E} \left[ \frac{N}{2} \sum_{t=0}^{T} (q_{it}^{u})^2 du - Z_T - q_T^i (F_T - \psi q_T^j) \right],
\]

where the running and terminal costs correspond, respectively, to an urgency penalty and terminal book value. The parameters \( \phi \geq 0 \) and \( \psi \geq 0 \) denote the urgency parameter and the terminal execution penalty parameter, respectively. The optimization problem (80)-(81) can be formulated as an LQG MFG problem [14, 18], and is indeed a special case of the general system described by (1)-(2). Hence the optimal control distribution is given by (27). Subsequently an algorithm for learning the dynamical parameters can be designed. The algorithm consists of four phases detailed below, mainly, initialization, learning, planning, and acting.

**RL Algorithm for Agent-\( i \)**

- **Initialization**: Run the base policy \( \Phi_{i}^{u} (u) \). This policy could be obtained using the optimal control distribution (27) with an arbitrary/initial choice of model parameters.
- **Model Learning**: Estimate the dynamical parameters using the new set of data collected (e.g. maximum likelihood could be used). This step involves estimating the parameters in the mean field equation.
- **Planning**: Update the policy \( \Phi_{i}^{u} (u) \) using the updated value of the parameters or the state in (27).
- **Acting**:
  1. Sample an action from the distribution \( \Phi_{i}^{u} (u) \).
  2. Execute the action. This involves applying the action to equation (3), where the current values of the parameters and the mean fields are used.
  3. Add the resulting data \( \{ (x'_t, u'_t) \} \) to the data set \( \mathcal{D} \).
- Repeat Planning and Acting steps \( n \) times.
- Go back to Model Learning.

6 Concluding Remarks

Theorem 9 shows that in the limit as \( \lambda \to 0 \), the solutions of exploratory LQG MFG converges to that of classical LQG MFGs (i.e., there is no exploration). Moreover, the mean value of the optimal exploratory distribution coincides with the classical optimal control (analogous to the single-agent case in [52]). This suggests that exploitation and exploration are, respectively, reflected by the mean value and the variance of the optimal distribution. Therefore, for exploration we do not need to consider all possible control distributions. The best distribution to balance exploration versus exploitation for the LQG MFG setup considered in this work is Gaussian according to Theorem 3. This could be considered as a refinement of the \( \epsilon \)-greedy policy which is a common approach to balance exploitation versus exploration, especially in multi-armed bandit problems, where a Bernoulli distribution is used such that the current best arm is selected with a probability \( 1 - \epsilon \) (exploit), and otherwise a random arm is selected with a probability \( \epsilon \) (explore).
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A. Notations

The important notations that are used in the paper are summarized below for the convenience of the reader.

- $\mathcal{H}_k = \{ i : \theta_i = \Theta^{(k)}, i \in \mathcal{N} \}$
- $||\alpha||_{\mathcal{H}} = a \mathcal{H} a \mathcal{H}$
- $u^{-i} = (u^{1}, \ldots, u^{i-1}, u^{i+1}, \ldots, u^{N})$
- $\pi^{N}_k = \frac{N}{k}, k \in \mathcal{H}_k$
- $\pi^N = (\pi^{1}, \ldots, \pi^{N})$
- $\pi^\kappa = \lim_{N \to \infty} \frac{N}{k}$
- $\pi^\kappa = (\pi^{1}, \ldots, \pi^{K})$
- $\tilde{F}_k : = F_k \otimes \pi^{1}, \ldots, \pi^{K}$
- $\tilde{H}_k : = H_k \otimes \pi^{1}, \ldots, \pi^{K}$
- $\tilde{\psi}_k : = \psi_k \otimes \pi^{1}, \ldots, \pi^{K}$

A.1 Finite-Population Processes

A.1.1 Classical Case

- $x^{i}_t$: state of agent-$i$ at time $t$
- $u^{i}_t$: control of agent-$i$ at time $t$
- $J^{N}(u^{i}, u^{-i})$: cost functional for agent $i$
- $x^{\mathcal{H}}^{(N)} : = \frac{1}{N} \sum_{i \in \mathcal{H}} x^{i}_t$
- $u^{\mathcal{H}}^{(N)} : = \frac{1}{N} \sum_{i \in \mathcal{H}} u^{i}_t$

A.1.2 Exploratory Case

- $\Phi^{i,N}$: control distribution of agent-$i$ at time $t$
- $J^{i,N}():$ cost functional for agent $i$
- $x^{i,N}_t$: state of agent-$i$ with actions sampled wrt $\Phi^{i,N}$
- $\mu^{i,N}_t : = \int_{\mathcal{H}} u \Phi^{i,N}_t (u) du$
- $\lambda^{x^{(N)}_t} = \frac{1}{N} \sum_{i \in \mathcal{H}} x^{i}_t$
- $\mu^{x^{(N)}_t} : = \frac{1}{N} \sum_{i \in \mathcal{H}} \mu^{i}_t$
- $\mu^{\mathcal{H}}^{(N)} : = \frac{1}{N} \sum_{i \in \mathcal{H}} \mu^{i,N}_t$
- $\lambda^{x^{(N)}_t} = \psi_k x^{(N)}_t$