Optimal Keywords Grouping in Sponsored Search Advertising under Uncertain Environments

Huiran Li and Yanwu Yang
School of Management, Huazhong University of Science and Technology

Abstract: In sponsored search advertising, advertisers need to make a series of keyword decisions. Among them, how to group these keywords to form several adgroups within a campaign is a challenging task, due to the highly uncertain environment of search advertising. This paper proposes a stochastic programming model for keywords grouping, taking click-through rate and conversion rate as random variables, with consideration of budget constraints and advertisers’ risk-tolerance. A branch-and-bound algorithm is developed to solve our model. Furthermore, we conduct computational experiments to evaluate the effectiveness of our model and solution, with two real-world datasets collected from reports and logs of search advertising campaigns. Experimental results illustrated that our keywords grouping approach outperforms five baselines, and it can approximately approach the optimum in a steady way. This research generates several interesting findings that illuminate critical managerial insights for advertisers in sponsored search advertising. First, keywords grouping does matter for advertisers, especially in the situation with a large number of keywords. Second, in keyword grouping decisions, the marginal profit does not necessarily show the marginal diminishing phenomenon as the budget increases. Such that, it’s a worthy try for advertisers to increase their budget in keywords grouping decisions, in order to obtain additional profit. Third, the optimal keywords grouping solution is a result of multifaceted trade-off among various advertising factors. In particular, assigning more keywords into adgroups or having more budget won’t certainly lead to higher profits. This suggests a warning for advertisers that it’s not wise to take the number of keywords as the criterion for keywords grouping decisions.
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1. Introduction

Sponsored search advertising has evolved into one of the most prominent online advertising channels [66]. Millions of advertisers choose search advertising to promote their products and services, taking advantage of precise targeting [9], low advertising costs [53] and high return on investment [28, 31]. Internet advertising revenues hit a record high of $107.5 billion in 2018, where search advertising accounts for 45.1% of that pie [25]. In sponsored search advertising, advertisers need to make a series of keyword related decisions. Indeed, keywords serve as a bridge linking advertisers, search users and search engines [65]. Different from other forms of online advertising, search advertisers have to organize keywords according to advertising structures defined by search engines. Well-organized keywords can secure more traffics and revenues through serving the right ads to the right customers [63]. Therefore, for search advertisers, how to effectively organize keywords of interest in their campaigns is a critical issue.

Throughout the entire lifecycle of search advertising campaigns, advertisers have to face a series of keyword related decisions, namely keyword generation, selection, grouping and adjustment [65]. Current research efforts along the line of keyword research mainly focus on keyword generation (e.g., [42, 43, 68]) and keyword selection (e.g., [29, 33]). From the operational perspective, there is yet to explore keyword decisions on how to organize keywords according to advertising structures defined by search engines.

Sponsored search advertising campaign development involves organizing keywords into adgroups, developing adcopies for adgroups [8]. In the search advertising structure employed by major search engines (e.g., Google, Bing), under an advertiser’s account, one or several campaigns run simultaneously to fulfill a certain promotional goal, where each campaign includes one or several adgroups, and each adgroup in turn contains one or more adcopies and a shared set of keywords. Naturally, adgroup is prevalent as the basic unit for daily advertising operations. First, Bing Ads (2019) [5] states that adgroups are the best way to organize advertising campaigns. In particular, adgroup allows advertisers to better track the effectiveness of their advertising efforts [19]. Second, an advertiser needs to build a keyword list for each adgroup from a predefined set of keywords of interest in order to precisely display her ads to the targeted consumers [20]. When a searcher’s query matches one or more keywords in an adgroup, its associated advertisement will be triggered to appear on the search engine results pages. Thus, organizing keywords with
adgroups allows advertisers to show their advertisements to customers searching for similar things. Contrarily, for an advertiser, if her adgroups aren’t set up right, she’ll hardly reach target population with her advertising campaigns. Third, instead of optimizing or predicting the performance for each individual keyword, it’s more convenient for advertisers to manage several adgroups [24]. Moreover, by aggregating keywords into groups, advertisers can refine strategies of allocating advertising spendings over long-tail keywords [47]. Last but not least, the result of keywords grouping decisions provides a basic foundation and sense of organization as advertisers move into the ad-writing phase of their campaigns. That is, well-organized keywords make advertisers easier to compose adcopies and provide what consumers needed during a search session [7], which ensures more relevant user experiences [35]. Therefore, keywords grouping is just as important as any of those other keyword decisions in sponsored search advertising [65, 21]. Hereafter, in this paper, we use “keywords grouping” to refer to the decision that organize keywords at the adgroup level within an advertising campaign.

Most of current keywords grouping practices operate on an aggregate level [46]. For example, adgroups are usually organized based on product (or service) lines that advertisers want to promote [18]. As reported in [2], advertisers might also categorize their keywords according to keyword characteristics (i.e., generic, branded or retailered) while creating adgroups. Such approaches typically consume a lot of manual efforts, and hardly obtain an optimal solution for keywords grouping because they are largely prone to subjective errors. We argue that a scientific solution for keywords grouping should be able to find an optimized strategy to segment a set of keywords into groups to fill a certain promotional goal (e.g., to maximize the expected profit), with consideration of related advertising factors (e.g., CPC and CTR) and budget constraints. From an operational perspective, keywords grouping is an overlooked part in the search advertising workflow [57]. In search advertising campaign management, the AB test is an experimental approach, through which advertisers isolate different factors to see which adcopy performs best [56]. However, it’s an impossible task to apply the AB test to figure out the optimal keywords grouping solution because the computational space exponentially increases with the number of keywords. Although there is an urgent and practical need for keywords grouping, to the best of our knowledge, the literature in this direction is sparse. This paper aims to bridge this critical gap.
There are many challenges associated with keywords grouping decisions. On one hand, the search advertising environment is highly uncertain [45, 60]. That is, advertisers have to make keywords grouping decisions before obtaining values of keyword performance indexes. As [36] stated, IT-based high-technology industries share common characteristics, which are featured by market uncertainty, technology uncertainty, and competitive volatility [59]. Likewise, search advertising also suffers from three types of uncertainties: disturbance coming from market noise (i.e., social hot news makes search volume and click amount of some keywords increase sharply), uncertainty stemming from technology evolutions (i.e., search engines improve their ranking algorithms for advertising display), and uncertainty originating from competitive volatility (i.e., advertisers can adjust their strategy arbitrarily). On the other hand, advertisers, especially those from small enterprises, usually face serious budget constraints [61, 62]. It implies that advertisers need to appropriately group keywords under a limited budget in order to maximize their advertising performance. The uncertainties of search advertising are reflected by several performance indexes. More specifically, click-through rate (CTR) and conversion rate (CVR) vary drastically over keywords and are often unknown in advance, which raises large uncertainties for keywords grouping decisions [16]. This motivates us to study the keywords grouping problem in a stochastic model. Our premise is that advertisers can obtain limited amount of information about the range of values taken by factors of interest (e.g., probability distributions) by analyzing historical reports from search advertising campaigns. The intended work is different from the above keywords grouping approaches in twofold. First, our approach considers uncertainties in search advertising markets and conducts risk management for advertisers with different risk preferences. Second, our approach based on the branch and bound algorithm can obtain the optimal solution by traversing the solution space of keywords grouping decisions.

In this work, we formulate a stochastic model for keywords grouping to maximize the expected profit from a search advertising campaign. In particular, our model takes CTR and CVR as random variables\(^1\). First, we use the concept of chance constraint to describe the probability of meeting the budget constraint within a certain degree. Second, the variance of profit over a unit of

\(^1\) Note that CTR and CVR might be, more or less, improved through keywords grouping strategies, however, which is not the ultimate goal, but intermediary performance indexes, for advertisers. Moreover, neither CTR nor CVR provides comprehensive clue for the ultimate advertising goal [26]. In this work, we distinguish the CTR (CVR) inherited in keywords themselves and the CTR (CVR) raised by adgroups, and use the product of them to represent the CTR (CVR) of a keyword assigned in an adgroup.
budget at the campaign level is used to measure an advertiser’s risk, in order to balance expected profit and risk exposures. Then we develop a branch-and-bound solution process to solve our keywords grouping model. Furthermore, we conduct computational experiments to evaluate the performance of our keywords grouping model with two real-world datasets collected from field reports and logs of search advertising campaigns, by comparing with five baselines. Among them, the first two are commonly used in practice, and the third and the fourth are derived from the extant literature, and the fifth is a deterministic approach derived from our approach. The first baseline represents the case that the advertiser puts all keywords into a single adgroup (i.e., BASE1-Nogrouping). The second baseline subdivides keywords according to the advertiser's products to be promoted to form adgroups (i.e., BASE2-Product). The third applies k-means clustering to segment keywords (i.e., BASE3-Kcluster). The fourth categorizes keywords according to a keyword hierarchy based on semantic relationships (i.e., BASE4-Hierarchy). The fifth baseline assigns keywords into adgroups according to their profits in a greedy manner, by following a deterministic model derived from our stochastic keywords grouping model developed in Section 4 (i.e., BASE5-Profit).

Experimental results show that a) our keywords grouping approach outperforms five baselines in terms of the profit and ROI, with relatively lower risks; b) compared to five baselines, our approach assigns more keywords and can approximately approach the optimum in a steady way; c) in the keywords grouping decisions, as the budget increases, the profit grows accordingly; however, the marginal profit does not necessarily show the marginal diminishing effect, i.e., it does not always decrease with the increase of the budget; d) assigning more keywords into adgroups won’t certainly lead to a higher profit. Essentially, the optimal keywords grouping solution is a result of multifaceted trade-off among various advertising factors.

These findings provide critical managerial insights for advertisers in sponsored search. First, keywords grouping is a critical advertising decision that cannot be overlooked, especially under this more complicated market environment with a large number of keywords. Second, increasing the budget in keywords grouping decisions can be a worthy try for advertisers to obtain additional profit. Third, this research suggests a warning for advertisers that it’s not wise to take the number of keywords as the criterion for keywords grouping decisions.

The key contributions of our study include the following. From the academic perspective, to our knowledge, this is the first study on keyword grouping decisions. In the extant literature, few
researches were reported to deal with keywords decisions following the search advertising structure that is differ from flat structure of traditional advertising. Our study explores the keyword grouping problem in sponsored search advertising, with consideration of the advertising structures defined by major search engines. Moreover, the outcome of our research sheds lights on keyword research in online advertising. This study shows that keyword grouping also matters for advertisers in sponsored search advertising. And it matters in some ways that have not been previously recognized in the extant literature. We also find that the marginal profit does not necessarily show the marginal diminishing effect with the increase of the budget. These findings facilitate a better understanding on keywords research and search advertising structures. From a substantive point of view, our findings offer concrete managerial insights for advertisers to make practical keyword decisions in sponsored search advertising. From the methodology perspective, we develop a stochastic model for keyword grouping decisions and correspondingly develop a branch and bound algorithm to solve our model. Moreover, our keywords grouping model and the corresponding branch-and-bound solution can be generalized to segmentation problems in keywords research and other similar decision scenarios of keyword-related advertising forms (e.g., Twitter Ads).

The reminder of this paper is structured as follows. First, we provide a brief literature review in Section 2. In Section 3, we build a stochastic keywords grouping model in search sponsored advertising. Section 4 presents a branch-and-bound algorithm to solve our model. We report experimental results and discuss related managerial implications in Section 5. Finally, we conclude this research in Section 6.

2. Related Work

In this section, we first focus on search advertising decisions, then narrow down to keyword related decisions, with special attention to keywords grouping decisions in the context of sponsored search advertising.

2.1. Search Advertising Decisions

Most current research efforts in the field of search engine advertising focus on three categories: search auction mechanism design and equilibrium analysis, empirical studies on different factors, and strategic advertising behaviors and decisions [64]. It is of great important significance for advertisers to develop optimal advertising strategies facilitating campaign manipulations [49]. A
majority of research on search advertising decisions has focused on bidding strategy [4, 10, 14, 50, 52, 67], budget allocation [62], and keyword decisions [1, 38, 44, 47, 65].

From the perspective of search engines, theoretical and empirical analyses in [15] suggested that strategic behaviors are widespread and costly, and a switch to a VCG-based mechanism might stabilize auction outcomes with neutral or even positive effects on revenues, at least relative to the old Overture mechanism that was based on the first-price auction. By considering bid dynamics and rankings of advertisers, [69] proposed a dynamic model and identified an equilibrium bidding strategy. Their empirical framework, based on a Markov switching regression model, suggested the existence of cyclical bidding strategies. Using a game-theoretic model, [4] examined the strategic role of keyword management costs aroused from advertisers’ decisions (e.g., the keywords they choose to bid on and their bidding prices) and of broad match which automates bidding on keywords, in sponsored search advertising. Their analysis showed that the search engine will increase broad match bid accuracy up to the point where advertisers choose broad match, but increasing the accuracy any further reduces the search engine’s profits. Through building a Hierarchical Bayesian model to address the endogeneity problem and using the Markov Chain Monte Carlo (MCMC) method to identify the parameters, [14] empirically explored how to manage ad campaigns when advertisers have to bid on multiple keywords. The results suggested that it is important to differentiate among the various bidding strategies for various keyword categories and match types. [69] modeled the budget-constrained bidding as a stochastic multiple-choice knapsack problem, and designed an algorithm that selects items online based on a threshold function which can be built based on historical data. Their algorithm achieved about 99% performance compared to the offline optimum when applied to a real bidding dataset. Another stream of search advertising decision research is budget allocation. Effectively allocating the limited advertising budget is a critical search advertising decision. With multiple search advertising markets and a finite time horizon, [62] developed a novel budget allocation optimization model. A customized advertising response function was proposed when considering distinctive features of sponsored search, including the quality score and the dynamic advertising effort. [37] explored how to distribute advertising budget over the keywords of their interest in order to maximize their return. The results showed that simple prefix strategies that invest on all cheap keywords up to some levels are either optimal or good approximations for many cases.
However, as a matter of fact, advertisers are not allowed to spread their budget across keywords directly in actual sponsored search advertising.

In the next section, we narrow down to keyword related decisions in sponsored search advertising.

### 2.2. Keyword Decisions

Keywords serve as an essential bridge linking advertisers, search users and search engines in sponsored search advertising. Advertisers have to deal with a series of keyword decisions throughout the entire lifecycle of search advertising campaigns, including keywords generation, selection, grouping and adjustment [65]. They developed an integrated multi-level computational framework for keyword optimization (MKOF) supporting a set of strategies across different levels of abstractions (e.g., domain, market, campaign, adgroup and keyword) throughout the lifecycle of sponsored search advertising campaigns. Moreover, advertisers have to monitor the realtime performance of advertising campaigns and adjust their keyword decisions accordingly. Existing research on keyword related decisions primarily focuses on the first two issues.

Keywords generation can be categorized into three streams, i.e., query log-based, proximity-based and meta-tag crawlers-based methods [1, 42]. In the branch of query log-based methods, keywords are mainly suggested by conducting association/co-occurrence analysis in search engine query logs [34, 68, 70]. Proximity-based keyword generation methods query search engines with the seed keyword and recommend keywords from the query results possessing high proximity to the seed keyword [1, 58]. In addition, some efforts calculate the proximity based on vocabulary dictionaries/corpus pre-constructed by domain experts [11], e.g., thesaurus dictionary, Wikipedia, etc. The meta-tag crawlers based methods focus on finding relevant keywords from meta-tags. They send the seed keyword to the search engine and extract meta-tag keywords from the top ranked web pages [42]. Some popular online tools like WordStream and Wordtracker use meta-tag crawlers to search meta-tag keywords and make suggestions of relevant keywords for advertisers.

Selecting the most appropriate keywords after keyword generation help prevent advertisers from targeting wrong groups of consumers and eventually wasting their advertising budget with poor returns [27]. [45] selected keywords by ranking them on their profit-to-cost ratio which guarantees the conversion of the average expected profit to a near-optimal solution. [29] proposed to optimize advertising keywords with feature selection techniques applied to the set of all possible
word combinations comprising past users’ queries. [17] proposed an automatic way of examining keyword ambiguity based on probabilistic topic models from machine learning and computational linguistics. The study can also help search engines design keyword planning tools to aid advertisers when choosing potential keywords. Keyword characteristics and related performance prediction are a prerequisite for keyword selections. [14] used a hierarchical Bayesian estimation framework to identify a system of simultaneous equations and derive results related to how keyword categories and keyword match types are associated with performance outcomes (e.g., such as CTR, CVR, CPC, and rank). [22] presented a relevance model that could accurately predict relevance for query-ad pairs, by incorporating implicit relevance feedback from sparse user clicks in search logs.

After a set of keywords of interest is obtained, advertisers need to group these keywords according to advertising structures to form ad groups. However, few prior studies have been carried out on this topic. A related research area to keywords grouping is keyword clustering. [44] used a hierarchical clustering of terms based on the partitioning of a keyword-advertiser matrix as a source of term relationships to predict click-through rate in sponsored search advertising. [39] applied a k-means clustering algorithm to categorize the referral keywords with similar characteristics of onsite customer behavior (e.g., click-through rate and revenue). They demonstrated how online businesses can leverage this segmentation clustering approach to provide a more tailored consumer experience and develop better business models to increase advertising conversion rates.

2.3. Stochastic Optimization in Search Advertising

Stochastic optimization models have been developed to deal with uncertainties in search advertising decisions. [37] formulated a stochastic optimization model to distribute the budget over keywords, based on natural probabilistic models of distribution over future queries. [40] developed an analytical auctions model centered on an advertiser facing multiple unknown opponents who submit random bids. Assuming that the probability of click comes from independent stochastic processes, they alluded that the actual CTR and its estimated weight is affected by the type of searchers. [12] considered the ad position as a random function influenced by bidding prices, and constructed a stochastic model for allocating the daily budget over a set of keywords, which use the beta density to represent the random ad position given a fixed bidding price.
In sponsored search advertising, keywords grouping decisions are influenced by many factors (e.g., CTR, CVR) that cannot be known precisely in advance. This motivates us to explore the keywords grouping problem in the stochastic setting with consideration of budget constraints of adgroups and advertisers’ risk-tolerances. In this work, we are intended to explore the problem of keywords grouping under uncertainty environment. To the best of our knowledge, this is the first research effort in this direction.

3. The Model

In this section, we build a stochastic model for keywords grouping to maximize the expected profit in sponsored search advertising, with consideration of budget constraints of adgroups and advertisers’ risk-tolerances. There might be other constraints for advertisers (e.g., geography and time), our research considers budget constraints and risk constraints that are commonly taken into account in prior work (e.g., [51, 60]). The keyword decision scenario under consideration by this research is: for an advertiser, given a set of campaign-specific keywords, how to group these keywords into several adgroups. The notations used in this paper are listed in Table 1.

3.1 The Objective

Let $d_i$ denote the total number of search demands of the $i^{th}$ keyword in a search market. The search demand of a keyword is defined as the total number of queries triggered from it. Let $c_{ij}$ denote the click-through rate (CTR) of the $i^{th}$ keyword in the $j^{th}$ adgroup. Given an advertising campaign with $m$ adgroups and a set of keywords (i.e., $n$), the decision variable $x_{ij}$, $j = 1, ..., m$, $i = 1, ..., n$, indicates whether the $i^{th}$ keyword is assigned to the $j^{th}$ adgroup or not, i.e.,

$$
x_{ij} = \begin{cases} 
1, & \text{if the } i^{th} \text{ keyword is assigned to the } j^{th} \text{ adgroup;} \\
0, & \text{otherwise.} 
\end{cases}
$$

Let $p_{ij}$ denote the cost-per-click (CPC) of the $i^{th}$ keyword in the $j^{th}$ adgroup. According to major search advertising structures, advertisers can set the max CPC on both the adgroup and keyword levels. In our research, for the keywords grouping problem, we use $p_{ij}$ on the keyword level. Then the cost for a campaign is $\sum_{j=1}^{m} \sum_{i=1}^{n} x_{ij} d_i c_{ij} p_{ij}$. Let $r_{ij}$ and $v_i$ denote the conversion rate (CVR) and value-per-sale, respectively. Thus, the profit of an advertising campaign can be represented as $z(x_{ij}) = \sum_{j=1}^{m} \sum_{i=1}^{n} x_{ij} d_i c_{ij} (r_{ij} v_i - p_{ij})$. In this research, we use CTR $c_{ij}$ and CVR $r_{ij}$ as random vectors to capture uncertainties in searchers’ behaviors, advertising market volatility,
etc. So $z(x_{ij})$ is also a random variable. Therefore, the objective of keywords grouping decisions is to maximize the profit expected in an ad campaign, given by $E[z(x_{ij})] = E[\sum_{j=1}^{m} \sum_{i=1}^{n} x_{ij}d_{ij}c_{ij}(r_{ij}v_{l} - p_{ij})]$.

3.2 The Budget Constraint

Advertisers usually have a limited budget for search advertising. We can naturally assume that the budget is less than a sufficient amount. Let $B_{j} > 0$ denote the advertising budget available to a given adgroup $j$, then we have $\sum_{i=1}^{n} x_{ij}d_{ij}c_{ij}p_{ij} \leq B_{j}$.

Due to the stochastic nature of $c_{ij}$, the budget constraint can be represented as a chance constraint, i.e., $P\{\sum_{i=1}^{n} x_{ij}d_{ij}c_{ij}p_{ij} \leq B_{j}\} \geq \alpha_{j}$, where the probability that the cost of adgroup $j$ is less than the allocated budget, is greater than or equal to a certain level $\alpha_{j}$ (i.e., an acceptable probability range). In order to simplify the expression, we also treat the cost of a keyword $s_{i} = \sum_{j=1}^{m} d_{ij}c_{ij}p_{ij}x_{ij}$ as a random variable. Then we have $P\{\sum_{i=1}^{n} x_{ij}s_{i} \leq B_{j}\} \geq \alpha_{j}$.

3.3 The Risk Constraint

Our keywords grouping model also considers different risk preferences from advertisers. A risk-averse advertiser prefers certainty to risk, and low risk to high risk, thus prefers a strategy within her risk tolerance; while a risk-loving advertiser would prefer the chance of getting more revenue at the cost of high risk; A risk neutral advertiser would not have any preference. [23] stated that the profit variance can be interpreted as a risk measure in advertising market. Following [60], in order to balance the expected profit and risk exposures, we take the variance of profit $z(x_{ij})$ over a unit of budget as the risk, given as

$$\frac{Var(z(x_{ij}))}{\sum_{j=1}^{m} B_{j}} = \frac{Var(\sum_{j=1}^{m} \sum_{i=1}^{n} x_{ij}d_{ij}c_{ij}(r_{ij}v_{l} - p_{ij}))}{\sum_{j=1}^{m} B_{j}} \leq \theta$$

where $\theta$ is the risk-tolerance of an advertiser.

3.4 The Stochastic Keywords grouping Model

In summary, the keywords grouping problem can be formulated as the following stochastic model:

$$\max \ E \left[ \sum_{j=1}^{m} \sum_{i=1}^{n} x_{ij}d_{ij}c_{ij}(r_{ij}v_{l} - p_{ij}) \right]$$
\[
\begin{align*}
\text{s.t.} \quad & P \left\{ \sum_{i=1}^{n} x_{ij}d_i c_{ij} p_{ij} \leq B_j \right\} \geq \alpha_j \\
& \text{Var} \left( \sum_{j=1}^{m} \sum_{i=1}^{n} x_{ij}d_i c_{ij} \left( \tau_i v_i - p_{ij} \right) \right) / \sum_{j=1}^{m} B_j \leq \theta \quad (1) \\
& \sum_{j=1}^{m} x_{ij} \leq 1 \\
& x_{ij} = 0/1, d_i \geq 0, v_i \geq 0, p_{ij} \geq 0 \\
& i = 1, ..., n, j = 1, ..., m
\end{align*}
\]

Model (1) is a stochastic 0-1 multiple knapsack programming problem where the decision variable \( x_{ij} \) is binary. In our keywords grouping model, the objective function aims to maximize the expected profit from all adgroups. The first constraint is a series of chance constraints of soft budgets for adgroups, the second constraint describes the risk-tolerance constraint, and the third constraint requires that a keyword can only belong to no more than one adgroup. In search advertising, advertisers might assign several identical keywords in two or more adgroups. However, in the case that multiple keywords match a same search term, search engines have a set of preferences determining which keyword is used to trigger an ad into an auction. As such, it’s not a good option to have identical keywords in different groups, because advertisers may lose track over which of their keywords works [55].

4. Solution

In this section, we provide a branch-and-bound algorithm solution process to solve our keywords grouping model (1). Branch and bound is an enumerative method that has been used successfully to solve a variety of combinatorial problems by reducing search and computational efforts necessary to find the optimum [13, 30]. In particular, given a certain fixed budget for each adgroup in a campaign and the advertiser’s risk-tolerance, an optimal solution should adaptively assign a set of keywords to several adgroups to maximize the expected profit. In order to simplify the computation, we reduce the dimensionality of the decision variable by taking the keyword-adgroup combination as the basic unit for decision variables. Then we have \( n \times m \) keyword-adgroup combinations. In the following we present details of our branch-and-bound algorithm solution
process for our keywords grouping model. For more details on branch-and-bound algorithm, refer to see [30].

First, we use a stochastic simulation to check whether the chance constraint of budget is satisfied for each adgroup, which is given in Algorithm SSCCAB (standing for stochastic simulation for chance constraints of advertising budget). When assigning a keyword into adgroup $j$, if and only if (iff) the total cost is less than the budget constraint within confidence interval for adgroup $j$, i.e., $P\{\sum_{i=1}^{n} x_{ij}s_i \leq B_j\} \geq \alpha_j$, then the indicative variable $\hat{x}_{ij} = 1$, otherwise 0.

| Algorithm (SSCCAB) |
|--------------------|
| **Input:** |
| $\{i| i = 1, 2, ..., n\}$ – a set of keywords of interest |
| $\{j| j = 1, 2, ..., m\}$ – a set of adgroups |
| $B_j$ – the soft budget constraint for the $j^{th}$ adgroup |
| $\alpha_j$ – the prescribed probability of budget constraints for the $j^{th}$ adgroup |
| $s_i \sim N(\mu, \sigma_i^2)$ – the distributions of the $i^{th}$ keyword cost |
| **Output:** $\hat{x}_{ij}$ – the binary variables indicated whether the chance constraints of budget are satisfied when assigning the $i^{th}$ keyword into the $j^{th}$ adgroup |
| **Procedure:** |
| 1. Let $t' = 0.$ |
| 2. Extract a set of values for the cost of keywords $s' = \{s'_1, s'_2, ..., s'_n\}$ from the corresponding distribution of $s_i \sim N(\mu, \sigma_i^2)$ as a sample. |
| 3. If $\sum_{i=1}^{n} x_{ij}s'_i \leq B_j$ then we have $t' + +.$ |
| 4. Repeat steps 2 and 3 for $t$ times. |
| 5. $\alpha'_j = t' / t.$ |
| 6. If $\alpha'_j \geq \alpha_j$ then $\hat{x}_{ij}=1$; else $\hat{x}_{ij}=0.$ |

Next, we calculate the upper bound for the branch and bound algorithm through continuous relaxation of model (1). Specifically, we relax $x_{ij}$ from a binary variable in $\{0, 1\}$ to a continuous variable in $[0, 1]$. Following [41], it is known that the set defined by constraint $P\{\sum_{i=1}^{n} x_{ij}s_i \leq B_j\} \geq \alpha_j$ is convex if function $\sum_{i=1}^{n} x_{ij}s_i$ is quasi-convex and $s_i$ has a log-concave density. The
first property can easily be proved as our function $\sum_{i=1}^{n} x_{ij} s_i$ is linear, thus it is quasi-convex. With regard to the second property, according to [12], the number of clicks per impression $c_{ij}$ (i.e., CTR), has dimensions [click/impr]. It is a Bernoulli random variable with parameter $p(x_{ij})$ representing the possibility of an advertisement associated with the $i^{th}$ keyword being clicked if it is assigned to the $j^{th}$ adgroup. Then the number of clicks of the $i^{th}$ keyword $C_i$ is a binomial random variable with parameters $(d_i, p(x_{ij}))$. The binomial can be accurately approximated by the normal provided that $d_i \cdot p(x_{ij}) \geq 10$ and $d_i \cdot [1 - p(x_{ij})] \geq 10$. Such that we naturally assume that the random variable $C_i$ (i.e., the number of clicks) is normal\(^2\). Thus, the cost $s_i$ of keyword $i$, i.e., the product of the number of clicks (the random variable) and the average cost per click (constant), is also independently normally distributed. The second property can be proved for normal distributions. This means that the chance constraint $P\{\sum_{i=1}^{n} x_{ij} s_i \leq B_j\} \geq \alpha_j$ defines a convex set in the special case of a relaxed keywords grouping problem with normally distributed costs.

Then we can solve the continuous chance-constraint keywords grouping model by reformulating it as an equivalent, deterministic second-order-cone-programming (SOCP) problem [32]. From search advertising logs and reports, we can get the mean $\mu_i$ and standard deviation $\sigma_i$ of $s_i$. As $B_j$ is a constant, $\text{Var}[B_j] = 0$, $E[B_j] = B_j$. Then we have

$$\frac{\sum_{i=1}^{n} x_{ij} s_i - B_j - (\sum_{i=1}^{n} x_{ij} E[s_i] - B_j)}{\sqrt{\sum_{i=1}^{n} x_{ij}^2 \text{Var}[s_i]}} \leq -\frac{\sum_{i=1}^{n} x_{ij} E[s_i] - B_j}{\sqrt{\sum_{i=1}^{n} x_{ij}^2 \text{Var}[s_i]}}$$

which represents a standard normal variant.

The inequality $\sum_{i=1}^{n} x_{ij} s_i \leq B_j$ is equivalent to

$$\frac{\sum_{i=1}^{n} x_{ij} s_i - B_j - (\sum_{i=1}^{n} x_{ij} E[s_i] - B_j)}{\sqrt{\sum_{i=1}^{n} x_{ij}^2 \text{Var}[s_i]}} \leq -\frac{\sum_{i=1}^{n} x_{ij} E[s_i] - B_j}{\sqrt{\sum_{i=1}^{n} x_{ij}^2 \text{Var}[s_i]}}$$

Then the chance constraint $P\{\sum_{i=1}^{n} x_{ij} s_i \leq B_j\} \geq \alpha_j$ is equivalent to

$$P\left\{ \eta \leq -\frac{\sum_{i=1}^{n} x_{ij} E[s_i] - B_j}{\sqrt{\sum_{i=1}^{n} x_{ij}^2 \text{Var}[s_i]}} \right\} \geq \alpha_j,$$

where $\eta$ obeys a standard normal distribution.

\(^2\) We implicitly assume that the parameter $d_i$ is reasonably large so that the two conditions given above are satisfied.
Therefore, chance constraints are established, if and only if the following condition is satisfied.

\[
\phi^{-1}(\alpha_j) \leq -\frac{\sum_{i=1}^{n} x_{ij}E[s_i] - B_j}{\sqrt{\sum_{i=1}^{n} x_{ij}^2 Var[s_i]}}
\]

\[
\Rightarrow \sum_{i=1}^{n} x_{ij}E[s_i] + \phi^{-1}(\alpha_j) \sqrt{\sum_{i=1}^{n} x_{ij}^2 Var[s_i]} \leq B_j
\]

\[
\Rightarrow \sum_{i=1}^{n} x_{ij}\mu_i + \phi^{-1}(\alpha_j) \sqrt{\sum_{i=1}^{n} x_{ij}^2 \sigma_i^2} \leq B_j
\]

We can construct a concave optimization model through relaxing \( x_{ij} \) to a continuous variable in \([0,1]\) and transforming the chance constraints of budget into a deterministic formulation. It is given as,

\[
\text{max } E \left[ \sum_{j=1}^{m} \sum_{i=1}^{n} x_{ij}d_ic_{ij}(r_{ij}v_i - p_{ij}) \right]
\]

\[
\text{s.t. } \sum_{i=1}^{n} x_{ij}\mu_i + \phi^{-1}(\alpha_j) \sqrt{\sum_{i=1}^{n} x_{ij}^2 \sigma_i^2} \leq B_j \tag{2}
\]

\[
\text{Var} \left( \sum_{j=1}^{m} \sum_{i=1}^{n} x_{ij}d_ic_{ij}(r_{ij}v_i - p_{ij}) \right) \leq \theta
\]

\[
\sum_{j=1}^{m} x_{ij} \leq 1
\]

\[
0 \leq x_{ij} \leq 1, d_i \geq 0, v_i \geq 0, p_{ij} \geq 0
\]

\[
i = 1, \ldots, n, j = 1, \ldots, m
\]

In the following, we employ the interior point method [54] to find the optimal solution for model (2). From this, we can get the upper bound, i.e., SUP. The overall framework of branch and bound algorithm to solve our keywords grouping model is given in Algorithm BBKG (standing for the branch and bound algorithm for keywords grouping).
### Algorithm (BBKG)

**Input:**
- \( \{i|i = 1,2, ..., n\} \) – a set of keywords of interest
- \( \{j|j = 1,2, ..., m\} \) – a set of adgroups
- \( B_j \) – the soft budget constraint for the \( j^{th} \) adgroup
- \( d_i \) – the search demand of the \( i^{th} \) keyword
- \( c_{ij} \) – the click-through rate (CTR) of the \( i^{th} \) keyword in the \( j^{th} \) adgroup
- \( r_{ij} \) – the conversion rate (CVR) of the \( i^{th} \) keyword in the \( j^{th} \) adgroup
- \( v_i \) – the value-per-sale (VPC) of the \( i^{th} \) keyword
- \( p_{ij} \) – the cost-per-click (CPC) of the \( i^{th} \) keyword in the \( j^{th} \) adgroup
- \( \theta \) – the risk-tolerance

**Output:** \( x_{ij} \) – the decision variable indicated whether the \( i^{th} \) keyword is assigned to the \( j^{th} \) adgroup.

**Procedure:**

1. Sort adgroups according to decreasing \( B_j \), sort keywords according to decreasing \( E[d_i c_{ij} (r_{ij} v_i - p_{ij})] \), and Keywords_Grouping_List = ∅.
2. **For** adgroup \( j \) from 1 to \( m \)
   
   **for** keyword \( i \) from 1 to \( n \)
   
   **if** \( \hat{x}_{ij} = 1 \), \( \text{Var}(\sum_{j=1}^{m} x_{ij} d_i c_{ij} (r_{ij} v_i - p_{ij}))/\sum_{j=1}^{m} B_j \leq \theta \) and \( \sum_{j=1}^{m} x_{ij} \leq 1 \) then \( x_{ij} = 1 \),
   
   INF = \text{max} \{the expected profit\}, add the feasible solution to Keywords_Grouping_List, and the upper bound SUP = \( \infty \).

   End for

   End for

3. **If** Keywords_Grouping_List = ∅ then go to step 7, **else** current_solution = solution in Keywords_Grouping_List with maximum expected profit, go to step 4.

4. **If** SUP > INF for current_solution then go to step 5, **else** delete the solution from the list then go back to step 3.

5. **If** there is no accepted keyword left in the selected solution that does not already have a plunged or rejected subset, then delete the solution from the list then go back to step 3, **else** following the ranking, choose the first accepted keyword that does not already have...
a plunged or rejected subset calculate SUP for the subset defined by rejecting this keyword, go to step 6.

6) If SUP ≤ INF then delete this subset go to step 5; else plunge the subtree as described in 2 and add the found branch together with the value SUP to the Keywords_Grouping_List.

If the expected profit of this solution > INF, then update INF, go to step 3.

7) Return the corresponding keywords grouping result $x$.

Algorithm BBKG searches the complete space of solutions for the optimal keywords grouping solution within budget chance-constraints and risk-tolerance. The keywords grouping solution is a $n \times m$ 0-1 matrix. At any point during the process, the status with respect to the search of the keywords grouping solution space is described by a pool of yet unexplored subsets of the space and the best keywords grouping solution found so far. Initially, only one subset exists, namely the complete solution space, and the best solution found so far is $\infty$. The unexplored subspaces are represented as nodes in a dynamically generated search tree, which initially only contains the root, and each iteration of a keywords grouping branch and bound algorithm processes one such node. The iteration has three main components: selection of the node to process, bound calculation, and branching. Our strategy for selecting the node to process is in descending order of expected keyword profit. The operation of an iteration after choosing the node is branching, i.e. subdivision of the solution space of the node into $m + 1$ subspaces (i.e., $m + 1$ represents the cases that the keyword is assigned into one of the $m$ adgroups or no adgroup) to be investigated in a subsequent iteration. For each of these, in descending order of the adgroups budget, the bounding function for the subspace is calculated and compared to the current best solution and then branch on the node if necessary. The bound is calculated through using interior point method to solve the continuously relaxed keywords grouping model. If it can be established that the subspace cannot contain the optimal solution, the whole subspace is discarded, else it is checked whether the subspace consists of a better solution compared to the current best keywords grouping solution keeping the best of these. The search terminates when there is no unexplored parts of the solution space left, and the optimal solution is then the one recorded as ”current best”. For details about the solution space of branch and bound algorithm, see [13].
5. Experimental Validation

We conduct a set of computational experiments to validate our keywords grouping model and solution, based on two real-world datasets. The purposes of our experiments are two-fold. First, we aim to evaluate the effectiveness of our keywords grouping approach by comparing it with five baseline approaches with respect to profit, ROI and the number of keywords assigned to adgroups. Second, we explore how the risk raised by our approach and the impact of advertiser’s different risk-tolerances on keywords grouping decisions.

5.1 Data Descriptions

The first dataset (Dataset-1) is collected from advertising campaigns provided by an e-commerce firm who promoted celebration commodity on Amazon during the period from June 2016 to March 2017. This firm focuses on cake toppers and happy birthday decorations. In Dataset-1, we choose one of its major advertising campaigns, i.e., for Celebration Commodity Series, as our experimental subject. The ad campaign is titled “Celebration Commodity Series”, and its setting is shown in Table A1 of Appendix. This campaign is divided into two adgroups by the advertiser originally, i.e., celebration banner (with keywords such as “happy birthday sign”, “you are loved sign”, “grand opening ribbon”, “bunting banner”, “pink happy birthday banner”, etc.) and cake decoration (with keywords such as “black cake stand”, “mickey cake topper”, “wedding cake topper”, “cake topper 1st birthday”, “gold cake topper”, etc.). The potential customers of the two adgroups have interests in celebration banners and cake decorating supplies, respectively. This ad campaign contains 90 keywords for two adgroups. The dataset contains records for keywords including keywords triggering the ad, the number of impressions, the number of clicks, CTR, CVR, average cost-per-click (CPC) and sales revenue. The mean and standard deviations of random factors (e.g., the keyword cost) can be estimated from historical reports and logs of advertising campaigns and the advertiser’s proprietary information. Summary statistics for Dataset-1 are shown in Table 2.

The second dataset (Dataset-2) records advertising campaigns on Google AdWords by a large firm selling sportswear, from January 2016 to September 2016. In Dataset-2, the chosen campaign is titled as “Sneakers Series”, and its setting is shown in Table A2 of Appendix. This ad campaign

\[ ROI = \frac{E\left[\sum_{j=1}^{\eta} \sum_{i=1}^{\mu} x_{ij} d_i c_{ij} (r_{ij} v_i - p_{ij})\right]}{E\left[\sum_{j=1}^{\eta} \sum_{i=1}^{\mu} x_{ij} d_i c_{ij} p_{ij}\right]} \]

The ROI is defined as the expected profit divided by the expected total cost.
is divided into three adgroups by the advertiser originally, i.e., basketball (with keywords such as “basketball shoes”, “cheap basketball shoes”, “kids basketball shoes”, “kobe basketball shoes”, “high top basketball sneakers”, etc.), running (with keywords such as “running shoes”, “mens runners”, “buy running shoes”, “running sneakers”, “running shoe online”, “running shoes for men”, etc.) and soccer (with keywords such as “soccer shoes”, “indoor soccer shoes”, “soccer cleats”, “soccer boots”, “kids soccer cleats”, etc.). The potential customers of the three adgroups have interests in shoes for different types of sports. This dataset contains 305 keywords for three adgroups. Dataset-2 contains records for keywords identical to Dataset-1, the mean and standard deviations of random factors can be obtained in a similar way. Summary statistics for Dataset-2 are shown in Table 3.

The two datasets are quite rich to investigate the effectiveness of keywords grouping model and solution. We assume that there is no significant difference in ad quality for keyword-ad pairs, as this is a well-developed search advertising effort over multiple years.

5.2 Experimental Setup

The following experiments are set up as follows. For the first dataset, the total cost of these keywords in the chosen ad campaign is 19,200. In experiments on Dataset-1, we increase the total campaign budget from 2,000 to 20,000 by a step of 2,000, which is allocated to the two adgroups at the ratio of 2:1. For the second dataset, the total cost of these keywords in target ad campaign is 66,786. In experiments on Dataset-2, we increase the total campaign budget from 10,000 to 70,000 by a step of 10,000, which is allocated to the three adgroups at the ratio of 3:2:1. In the following experiments, the probability of chance constraint (i.e., $\alpha_i$) is set as 0.95. At different levels of campaign budget, the risk-tolerance (i.e., $\theta$) for risk-loving advertisers is $\theta = \infty$, and for risk-averse advertisers, $\theta = 0.3$.

5.3 Comparisons

We compare our approach (BBKG) with five baselines with respect to profit, ROI and the number of keywords assigned to adgroups. As far as we knew, there is limited research on keywords grouping and no comparative approach reported in the state-of-the-art literature. For comparison purposes, we implement two baseline approaches commonly used in practice and two baselines derived from the literature on keyword clustering, and the fifth is a deterministic approach derived from our approach. The first baseline represents the case that the advertiser puts all keywords into
a single adgroup (i.e., BASE1-Nogrouping). The second subdivides the keywords according to products to be promoted by the advertiser (i.e., BASE2-Product). The third baseline approach (i.e., BASE3-Kcluster) is derived from a k-means clustering algorithm applied in [39] to understand the underlying intent of the query terms, which categorizes keywords with similar characteristics of onsite behaviors, such as pages per visit and click-through rate. In our context, the BASE3-Kcluster categorizes keywords with a set of characteristics associated with each referral keyword, including impressions, click-through rate, cost-per-click, conversion rate and value-per-sale. The fourth baseline approach (i.e., BASE4-Hierarchy) is derived from the keyword hierarchy [3]. Specifically, a domain-specific concept hierarchy is constructed on the basis of a high-quality Web directory such as Wikipedia, and then a keyword hierarchy is established by matching keywords with relevant concepts. Based on this keyword hierarchy, keywords can be grouped into several subsets related to different topics. The fifth baseline (i.e., BASE5-Profit) orderly assigns keywords into adgroups according to their profits obtained in a greedy manner following a deterministic model derived from our stochastic keywords grouping model developed in Section 4. In the following experiments, we assign keywords into adgroups using our solution proposed in Section 4 and five baselines independently. Note that our experiments are conducted based on the two realworld datasets about past advertising campaigns in laboratory.

Figure 1 show the profit and ROI obtained by our approach (BBKG) and five baselines at different levels of campaign budget on Dataset-1, respectively. Corresponding results on Dataset-2 are shown in Figure 2.

From Figures 1 and 2, we observe the following:

(1) On both Dataset-1 and Dataset-2, profits obtained by our approach and the five baselines increase with the total campaign budget. In general, with more budget available, more keywords are included to adgroups, and then more profit is generated.

(2) On both Dataset-1 and Dataset-2, our approach (BBKG) outperforms the five baselines in terms of the profit and ROI. This is because, on one hand, our approach can traverse more possibilities by considering uncertainties. On the other hand, there exist a few popular keywords that are of high profit but expensive. These baselines assign popular keywords to adgroups, instead of less-popular keywords with fair profit (or ROI). However, our approach based on the branch and bound algorithm can avoid such situation by traversing the solution space of keywords grouping decisions.
(3) On both Dataset-1 and Dataset-2, when the campaign budget is seriously limited, five baselines illustrate similar performance. This indicates that we can use the BASE1-Nogrouping to approximate other four baselines in the situation with a limited campaign budget; however, as the campaign budget increases, the other four baselines become superior to the BASE1-Nogrouping. In terms of ROI, BASE1-Nogrouping performs the worst. Undoubtedly, it suggests the necessity of keywords grouping decisions. As the campaign budget increases, more keywords are assigned. Under such complicated market environments, keywords grouping approaches show the strength to help advertisers obtain more profit.

(4) On Dataset-1, for our approach and the five baselines, with more campaign budget is allocated, while holding all others constant, will not certainly yield lower incremental per-unit returns, at some points; however, on Dataset-2, the marginal profit decreases with the campaign budget. In other words, the law of diminishing return in economics [48] does not necessarily work in keywords grouping problems. The possible explanation is that, high-profit keywords usually come with relatively high costs, which might be assigned as the campaign budget increases, rather than in low-budget situations. As such, the marginal profit of a keywords grouping solution may increase as the campaign budget increases in such situations. The difference in the marginal returns on the two datasets lies in the fact that experiments on Dataset-1 provide the limited campaign budget at the initial stage, while on Dataset-2, we initially allocate a relatively high campaign budget because the latter contains much more keywords than the former.

(5) On both Dataset-1 and Dataset-2, the ROI gap between our approach and five baselines are relatively large when the campaign budget is limited; while it declines as the campaign budget increases. This can be explained as follows. When the campaign budget becomes abundant, even if high-cost keywords are selected, there are still a lot of budgets left, so the negative influence on the profit due to the selection of high-cost keywords (by five baselines) is reduced. Thus, our approach and five baselines become closer as the campaign budget increases.

Figure 3 show the number of assigned keywords by our approach (BBKG) and five baselines on two datasets at different levels of campaign budget. From Figure 3, we observe the following phenomena.

(1) Overall, the number of assigned keywords increases with the campaign budget. At a given level of campaign budget, our approach (BBKG) assigns more keywords than the five baselines. The “long tail” phenomenon is of vital importance in search engine marketing [6]. Long-tail
keywords are referred as many less popular keywords employed by users to search the Internet. Our approach searches for the global optimum, which assigns many long-tail keywords into adgroups while skipping popular keywords.

(2) Similar to other four baselines, BASE5-Profit initially assigns fewer keywords than our approach, on both Dataset-1 and Dataset-2. However, the number of keywords assigned by BASE5-Profit increases more quickly than other baselines as the campaign budget increases, and gets close to our approach finally. This is because BASE5-Profit is a greedy strategy. It assigns the popular keywords into adgroups sequentially making the locally optimal choice. And high-profit keywords take up too much budget at the initial stage, which makes the BASE5-Profit only assign a limited number of keywords into adgroups when the campaign budget is very short. However, it solves the deterministic model derived from our approach. Thus, it can get similar assigned keyword number when the campaign budget is large enough.

From Figures 1-3, we can see that, on Dataset-1, although BASE2-Product assigns fewer keywords than BASE5-Profit, it obtains a similar profit; likewise, on Dataset-2, BASE3-Kcluster assigns fewer keywords than BASE2-Product, but it obtains a higher profit. We can learn that, for different approaches, it’s not always the case that more keywords assigned in adgroups will certainly lead to higher profits.

5.4 Risk-Tolerance

Different keywords grouping approaches have different levels of risk under different levels of campaign budget. In this section we investigate the risks of our approach (BBKG) and five baselines at different levels of campaign budget. Experimental results show that it indicates that BBKG is superior to the five baselines, in that it can obtain the highest profit with relatively lower risk. Moreover, we also examine the effect of risk-tolerance in keywords grouping decisions by comparing our approach with BASE5-Profit. For each approach, we consider two versions of the approach with respect to different attitudes to risks: RiskAverse and RiskLoving. It’s unsurprising to find that the higher risk-tolerance usually leads to more expected profits, which coincides with the rule of positive correlation between risk exposures and expected profits in financial economics [48]. In addition, our branch and bound algorithm for keywords grouping decisions can lead to an optimal solution. For details, refer to see Appendix A2.
6. Conclusions and Future Work

In this paper, we present a stochastic keywords grouping approach to maximize the expected profit, taking into account advertising budget constraints and risk-tolerance. Our model takes the CTR and CVR as random variables. Moreover, we developed a branch-and-bound algorithm solution for our keywords grouping model. Furthermore, experiments are conducted to validate the effectiveness of our model and solution, with two real-world datasets collected from reports and logs of historical search advertising campaigns. Experimental results showed that our keywords grouping approach outperforms five baselines with respect to the profit and ROI. As the campaign budget increases, our approach can approximately approach the optimum in a steady way, with relatively lower risks.

This research generates several interesting findings that illuminate critical managerial insights for advertisers in sponsored search. First, as the budget increases, our approach and the other four baselines become more superior to the BASE1-Nogrouping. This indicates that keywords grouping is a critical advertising decision that cannot be overlooked, especially under more complicated market environment with a large number of keywords.

Second, in keywords grouping decisions, as the budget increases, the profit grows accordingly; however, the marginal profit won’t necessarily keep the decreasing trend. In other words, the marginal profit does not show the marginal diminishing effect, i.e., it does not always decrease with the increase of the budget. More specifically, in the case with a sufficient budget, the marginal profit usually decreases with the budget; while in the case with a limited budget, the marginal profit fluctuates with the budget. Thus, increasing the budget in keywords grouping decisions can be considered as a worthy try for advertisers to obtain additional profit.

Third, the optimal keywords grouping solution is essentially the outcome of a multifaceted trade-off. Advertisers need to comprehensively consider various factors (e.g., the budget, the advertiser’s risk-tolerance, and keyword performance indexes) in order to get an optimal keywords grouping decision. Thus, assigning more keywords into adgroups or having more budget won’t certainly lead to higher profits. This suggests a serious warning for advertisers that it’s not wise to take the number of keywords as the criterion for keywords grouping decisions.

Lastly, as the budget increases, the risk fluctuates up and down continuously. Given that the budget is determined, the advertisers’ attitude towards risk influences the optimal solution for
keywords grouping decisions. Our optimal keywords grouping approach can help advertisers gain more profit with relatively lower risks in sponsored search advertising.

In an ongoing work, we attempt to develop more sophisticated keywords grouping approaches, by considering a set of interwoven effects among keywords. Moreover, taking into account dynamics in search advertising markets, we plan to study keywords adjustments by tracking the realtime performance of advertising campaigns. Another interesting issue is to take into account other relevant factors (e.g., semantic relationship, region) in keywords decisions. Furthermore, we will explore the role of uncertainties in the keyword-related operations in sponsored search advertising.
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Table 1. List of Notations

| Notation | Definition |
|----------|------------|
| $d_i$    | the search demand of the $i^{th}$ keyword |
| $c_{ij}$ | the click-through rate (CTR) of the $i^{th}$ keyword in the $j^{th}$ adgroup |
| $r_{ij}$ | the conversion rate (CVR) of the $i^{th}$ keyword in the $j^{th}$ adgroup |
| $v_i$    | the value-per-sale (VPC) of the $i^{th}$ keyword |
| $p_{ij}$ | the cost-per-click (CPC) of the $i^{th}$ keyword in the $j^{th}$ adgroup |
| $B_j$    | the budget constraint of the $j^{th}$ adgroup |
| $x_{ij}$ | the decision variable indicated whether the $i^{th}$ keyword is assigned to the $j^{th}$ adgroup |
| $n$      | the number of keywords |
| $m$      | the number of adgroups |
| $s_i$    | the cost of the $i^{th}$ keyword |
| $\alpha_j$ | the prescribed probability of budget constraint for the $j^{th}$ adgroup |
| $\varphi^{-1}(\alpha_j)$ | the Inverse Gaussian distribution density function of $\alpha_j$ |
| $\mu_i$ | the mean of $s_i$ |
| $\sigma_i$ | the standard deviation of $s_i$ |
| $\theta$ | the risk-tolerance of an advertiser |

Table 2. Summary Statistics of Dataset-1

| Variable          | Search demand ($d_i$) | CTR ($c_{ij}$) | CVR ($r_{ij}$) | VPC ($v_i$) | CPC ($p_{ij}$) | Keyword cost($s_i$) |
|-------------------|-----------------------|----------------|----------------|-------------|----------------|---------------------|
| Mean              | 1211.90               | 0.04           | 0.53           | 16.31       | 0.30           | 2.13                |
| SD                | 2296.07               | 0.15           | 0.37           | 14.64       | 0.08           | 3.67                |

Table 3. Summary Statistics of Dataset-2

| Variable          | Search demand ($d_i$) | CTR ($c_{ij}$) | CVR ($r_{ij}$) | VPC ($v_i$) | CPC ($p_{ij}$) | Keyword cost($s_i$) |
|-------------------|-----------------------|----------------|----------------|-------------|----------------|---------------------|
| Mean              | 289.57                | 0.17           | 0.35           | 21.90       | 1.15           | 8.95                |
| SD                | 2279.9                | 0.23           | 0.57           | 54.53       | 0.4            | 41.22               |
Figure 1. Profit and ROI Obtained by BBKG and Five Baselines on Dataset-1

Figure 2. Profit and ROI Obtained by BBKG and Five Baselines on Dataset-2
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Figure 3. The Number of Keywords Assigned by BBKG and Five Baselines
Appendix for “Optimal Keywords Grouping in Sponsored Search Advertising under Uncertain Environments”

A.1. Campaign Setting

Table A1. Campaign Setting of Dataset-1 (on Amazon Advertising)

| Setting         | Choice                        | Description                                                                 |
|-----------------|-------------------------------|-----------------------------------------------------------------------------|
| Campaign name   | Celebration Commodity Series  | The campaign name that the advertiser chooses will be seen in Campaign Manager. |
| Targeting type  | automatic targeting           | Targeting uses keywords and products to show advertiser’s ads on search and detail pages to relevant shoppers. For Sponsored Products campaigns, advertiser can create two types of targeting: automatic and manual. |
| Bidding strategy| dynamic bids - up and down    | Search advertising platform increases advertiser’s bids in realtime for keywords that may be more likely to convert to a sale, and reduces bids for keywords that are less likely to convert to a sale. |

Source: Amazon Advertising. *Create a Sponsored Products campaign*. Available at https://advertising.amazon.com/help#GJUCNANNV3GQVXJZ. Accessed on June 21, 2019.

Table A2. Campaign Setting of Dataset-2 (on Google AdWords)

| Setting        | Choice                      | Description                                                                 |
|----------------|-----------------------------|-----------------------------------------------------------------------------|
| Campaign name  | Sports Shoes Series         | A name for advertiser’s campaign.                                            |
| Campaign type  | search network campaign     | It tailors the campaign setup to show ads on Google.com to get more visitors to advertiser’s website. |
| Networks       | include search partners     | It indicates that advertiser want her ad to appear in a network of sites having special contracts with Google, to display Google search ads on their search results. |
| Delivery method| standard                    | It evenly distributes the budget over time.                                 |
| Dd scheduling  | all day                     | The start and end date of the campaign                                       |
| Bidding        | automated bid strategy      | It is offered by Google AdWords focusing on getting conversions              |

Source: Google AdWords. *About campaign settings*. Available at https://support.google.com/google-ads/answer/1704395?co=AWNCustomer%3Dfalse&hl=en. Accessed on June 21, 2019.
A.2. Risk-Tolerance

Figure A1 shows the risks of our approach (BBKG) and five baselines at different levels of campaign budget on the two datasets, respectively.

From Figure A1, we can observe that, on Dataset-1, our approach initially (i.e., in the case with the campaign budget as 20) shows a pretty high risk that is nearly same as BASE2-Product, but it quickly decreases and becomes lower than five baselines; while on Dataset-2, compared to five baselines, in most cases, our approach shows a relatively low risk. Combining with Figures 1 and 2, it indicates that BBKG is superior to the five baselines, in that it can obtain the highest profit with relatively lower risk.

Among five baselines, BASE5-Profit is the only one that considers the advertiser’s risk-tolerance. As a matter of fact, BASE5-Profit uses a deterministic model transformed from the stochastic keywords grouping model (i.e., Equation 1) proposed in this research. Thus, we examine the effect of risk-tolerance in keywords grouping decisions by comparing our approach with BASE5-Profit. For each approach, we consider two versions of the approach with respect to different attitudes to risks: RiskAverse and RiskLoving. The former is referred to the optimal solution of model (1), while the latter is a special case of the former with \( \theta = \infty \).

Figure A2 shows the profit and corresponding risk by our approach (BBKG), for risk-loving (with risk-tolerance \( \theta = \infty \)) and risk-averse advertisers (with risk-tolerance \( \theta = 0.3 \)), at different levels of campaign budget, on the two datasets, respectively.

Figure A3 shows the profit and corresponding risk by our approach (BBKG) and BASE5-Profit, for risk-averse advertisers (with risk-tolerance \( \theta = 0.3 \)) at different levels of campaign budget, on the two datasets, respectively.

From Figures A2 and A3, we observe the following:

(1) For a risk-loving advertiser, the Risk-Loving strategy apparently performs better than the Risk-Averse strategy in terms of the expected profit. The reason behind is that, the risk for the Risk-Averse strategy is below the advertiser’s risk-tolerance, which constraints the expected profit. The risk attitude plays an important role in keywords grouping decisions. Specifically, risk-tolerances influence the determination of the optimal solutions in keywords grouping decisions, and the higher risk-tolerance usually leads to more expected profits. It coincides with the rule of positive correlation between risk exposures and expected profits in financial economics.
(2) For a risk-averse advertiser, both our keywords grouping approach and the BASE5-Profit obtain acceptable performance. Moreover, our approach is relatively superior (i.e. the higher profit). It implies that our branch and bound algorithm for keywords grouping decisions can lead to an optimal solution, compared with the greedy algorithm employed in BASE5-Profit.
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**Figure A1. Risk over Campaign Budget by BBKG and Five Baselines**
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**Figure A2. Profit and Risk for Risk-Loving ($\theta = \infty$) and Risk-Averse Advertisers ($\theta = 0.3$) over Campaign Budget by BBKG**
Figure A3. Profit and Risk for Risk-Averse Advertisers ($\theta = 0.3$) over Campaign Budget by BBKG and BASE5-Profit