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ABSTRACT. In this paper, we study the water wave model with a nonlocal viscous term

\[ u_t + u_x + \beta u_{xxx} + \frac{1}{\sqrt{\pi}} \frac{\partial}{\partial t} \int_0^t \frac{u(s)}{\sqrt{t-s}} ds + uu_x = \nu u_{xx}, \]

where \[ \frac{1}{\sqrt{\pi}} \frac{\partial}{\partial t} \int_0^t \frac{u(s)}{\sqrt{t-s}} ds \] is the Riemann-Liouville half derivative. We prove the well-posedness of the equation and we investigate theoretically and numerically the asymptotical behavior of the solutions. Also, we compare our theoretical and numerical results with those given in [4] for a similar equation.

1. Introduction. The mathematical modeling and analysis of water wave propagation are challenging topics. Intensive works and progress have been done by a number of authors since L. Euler, J. Boussinesq and D. Korteweg and G. de-Vries for the derivation of the models. In their work, J. Bona et al. have derived a family of Boussinesq systems from the two-dimensional Euler equations for free-surface flow in [2]. Modeling the effects of viscosity on the propagation of long waves is an important challenge and has been investigated since the time of Stokes and has received a much of interest in the last decade. The exploratory work for this issue is due to T. Kakutani and K. Matsunami [14] who have examined the effect of viscosity on the propagation of nonlinear long gravity waves. Besides, P. Liu and T. Orfila [15], and D. Dutykh and F. Dias [8] have independently derived viscous asymptotic models for transient long-wave propagation including viscous effects. These effects appear as nonlocal terms in the form of convolution integrals. The derivation of this model holds in the linear 3D case. A one-dimensional nonlinear system is presented in [7]. Computing the decay rate for solutions to dispersive-diffusive equations is also a challenging issue. In their pioneering work [1], C. Amick et al. have studied the large-time behavior of solutions to the initial value problem for the Korteweg-de-Vries equation and for the regularized long-wave equation, with a dissipative
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term appended. More theoretical and numerical methods and details can be found in [3, 5, 6, 12, 13] for computing the decay rates for solutions to dissipative PDEs. In their recent work [4], M. Chen et al. investigated theoretically and numerically the decay rate for solutions to the following water wave model

$$u_t + u_x + \beta u_{xxx} + \frac{\sqrt{\nu}}{\sqrt{\pi}} \int_0^t \frac{u_t(s)}{\sqrt{t-s}} ds + uu_x = \alpha u_{xx},$$  \tag{1}$$

where $\frac{1}{\sqrt{\pi}} \int_0^t \frac{u_t(s)}{\sqrt{t-s}} ds$ represents the Caputo half-derivative in time. Here $u$ is the horizontal velocity of the fluid, $-\alpha u_{xx}$ is the usual diffusion, $\beta u_{xxx}$ is the geometric dispersion and $\frac{\sqrt{\nu}}{\sqrt{\pi}} \int_0^t \frac{u_t(s)}{\sqrt{t-s}} ds$ stands for the nonlocal diffusive-dispersive term.

We denote as $\beta, \nu$ and $\alpha$ the parameters dedicated to balance the effects of viscosity and dispersion against nonlinear effects. Particularly, the authors in [4] consider (1) with $\beta = 0$ supplemented with the initial condition $u_0 \in L^1(\mathbb{R}) \cap L^2(\mathbb{R})$. They proved that if $\|u_0\|_{L^1(\mathbb{R})}$ is small enough, then there exists a unique global solution $u \in C(\mathbb{R}^+; L^2(\mathbb{R})) \cap C^1(\mathbb{R}^+; H^{-2}(\mathbb{R}))$. In addition, $u$ satisfies

$$t^{1/4}\|u(t, \cdot)\|_{L^2_x(\mathbb{R})} + t^{1/2}\|u(t, \cdot)\|_{L^\infty_x(\mathbb{R})} < \infty.$$ \tag{2}$$

In this paper, we are interested in the model (1) where the fractional term is described by the Riemann-Liouville half derivative instead of that of Caputo, namely

$$u_t + u_x + \beta u_{xxx} + \frac{\sqrt{\nu}}{\sqrt{\pi}} \frac{\partial}{\partial t} \int_0^t \frac{u(s)}{\sqrt{t-s}} ds + uu_x = \alpha u_{xx}.$$ \tag{3}$$

We prove the local and global existence of solutions to problem (3) when $\beta = 0$ using a fixed point theorem. Also we study theoretically the decay rate of the solutions in this case. Moreover we perform numerical simulations on the decay rate of the solutions for different values of the parameters $\alpha, \nu$ and $\beta$. In addition, we are interested to compare our results with those given in [4].

The outline of this article is as follows: in Section 2 we give the main results and notations. In Section 3, we define the solution of an ordinary fractional equation with the Riemann-Liouville half derivative instead of that of Caputo, namely

$$v \ast w(t, x) = \int_0^t \int_{\mathbb{R}} v(t-s, x-y)w(s, y)dsdy.$$
we begin with the following initial value problem for the linear equation.

\[
K_{RL}(t, x) = \frac{1}{2\sqrt{\pi t}} e^{-\frac{x^2}{4t}} e^{-\frac{\alpha^2}{4t}} \left(1 - \frac{1}{2} \int_0^{+\infty} e^{-\frac{\mu^2}{4t}} - \frac{\mu x}{4t} d\mu\right), \tag{4}
\]

and

\[
N(t, x) = \frac{1}{4\sqrt{\pi t}} \partial_x \left( e^{-\frac{x^2}{4t}} e^{-\frac{\alpha^2}{4t}} \left(1 - \frac{1}{2} \int_0^{+\infty} e^{-\frac{\mu^2}{4t}} - \frac{\mu x}{4t} d\mu\right)\right). \tag{5}
\]

We begin with the following initial value problem for the linear equation.

\[
\begin{align*}
&u_t + u_x + \frac{1}{\sqrt{\pi t}} \frac{\partial}{\partial t} \int_0^t \frac{u(s)}{\sqrt{t-s}} ds = u_{xx}, \\
&u(0) = u_0,
\end{align*}
\tag{6}
\]

where the initial data \(u_0 \in L^2(\mathbb{R})\). We have the following result.

**Theorem 2.1.** For all \(u_0 \in L^2(\mathbb{R})\), there exists a unique solution \(u\) for the linear problem (6) in \(C(\mathbb{R}^+; L^2_0(\mathbb{R})) \cap C^{1/2}(\mathbb{R}^+; H^{-2}(\mathbb{R}))\) given by

\[
u(t, x) = [K_{RL}(t, \cdot) \ast u_0](x),
\tag{7}
\]

where \(K_{RL}\) is the convolution kernel given by (4). Besides, we have

\[
u \in C^1([0, +\infty[; H^{-2}(\mathbb{R})).
\]

Now we state a global well-posedness result for the following nonlinear equation

\[
u_t + \nu_x - u_{xx} + \frac{1}{\sqrt{\pi t}} \frac{\partial}{\partial t} \int_0^t \frac{u(s)}{\sqrt{t-s}} ds = -uu_x,
\tag{8}
\]

supplemented with a small initial data \(u_0\).

**Theorem 2.2.** Let \(u_0 \in L^2(\mathbb{R})\), then there exists a unique local solution \(u \in C([0, T); L^2_0(\mathbb{R}))\) of (8).

Moreover, for \(u_0 \in L^1(\mathbb{R}) \cap L^2(\mathbb{R})\), there exists a positive constant \(C_0 > 0\) that depends on \(u_0\) such that if \(\|u_0\|_{L^1(\mathbb{R})}\) is small enough, there exists a unique global solution \(u \in C(\mathbb{R}^+; L^2_0(\mathbb{R})) \cap C^{1/2}(\mathbb{R}^+; H^{-2}(\mathbb{R}))\) of (8) given by

\[
u(t, x) = [K_{RL}(t, \cdot) \ast u_0](x) - N \ast u^2(t, x),
\tag{9}
\]

where \(K_{RL}\) and \(N\) are given by (4) and (5), respectively. In addition, we have the following estimate

\[
\max\{t^{1/4}, t^{3/4}\} \|u(t, \cdot)\|_{L^2(\mathbb{R})} + \max\{t^{1/2}, t\} \|u(t, \cdot)\|_{L^\infty(\mathbb{R})} \leq C_0.
\tag{10}
\]

**Remark 1.** In other words (10) provides the decay estimate for solutions.

2.2. Notations and definitions. Let us introduce some notations that we will use in the sequel. A function \(f\) is of exponential order \(\alpha\) if there exists a constant \(M > 0\) and \(t_0 \geq 0\) such that

\[
|f(t)| \leq Me^{\alpha t} \quad \text{for } t \geq t_0.
\]

A function \(f\) is causal if \(f(t) = 0\) if \(t < 0\). Now let \(f\) be a piecewise continuous causal function of exponential order \(\alpha\). We define the Laplace transform of \(f\) by

\[
\mathcal{L}(f)(\tau) = \tilde{f}(\tau) = \int_0^{+\infty} f(t)e^{-\tau t} dt,
\]

for all \(\tau\) such that \(Re(\tau) > \alpha\).
The Fourier transform of a function \( f \in L^1(\mathbb{R}) \) is defined as follows
\[
\mathcal{F}(f)(\xi) = \hat{f}(\xi) = \int_{\mathbb{R}} f(x) e^{-ix\xi} dx.
\]
The Laplace-Fourier transform of a function \( f \in L^\infty(\mathbb{R}_+, L^1_2(\mathbb{R}) \cap L^2_2(\mathbb{R})) \) reads
\[
\hat{f}(\tau, \xi) = \mathcal{L}_{t} \mathcal{F}_{x}(f)(\tau, \xi) = \int_{0}^{+\infty} e^{-t\tau} \left( \int_{\mathbb{R}} e^{-ix\xi} f(t, x) dx \right) dt.
\]
We denote by \( L^p(\mathbb{R}) \) the usual Lebesgue space and by \( H^s(\mathbb{R}) \) with \( s \in \mathbb{R} \) the usual Sobolev space. Also we stand by \( C^{k+\alpha}(\mathbb{R}) \) the usual Hölder space with \( k \in \mathbb{N} \) and \( \alpha \in (0, 1) \).

3. Proof of Theorem 2.1. In this section, we introduce a fractional differential equation (FDE) where the fractional term is described by the Riemann-Liouville half derivative and we prove the well-posedness of the associated initial value problem. Then we investigate the linear homogeneous problem given by (3.2). Finally, we state results corresponding to the linear inhomogeneous problem. To begin with, we recall some preliminary results.

3.1. Auxiliary results. Let \( f : \mathbb{R}_+ \rightarrow \mathbb{R} \) be a locally integrable function and consider the following integro-differential equation
\[
v_t + \frac{1}{\sqrt{\pi}} \int_{0}^{t} \frac{v(s)}{\sqrt{t-s}} ds = f(t) \quad \forall t \in ]0, +\infty[, \tag{11}
\]
supplemented with the initial condition \( v(0) = v_0 \in \mathbb{R} \). We seek a solution for this equation. To this end, we integrate (11) between 0 and \( t \), so \( v \) satisfies the following integral equation
\[
v(t) + \frac{1}{\sqrt{\pi}} \int_{0}^{t} \frac{v(s)}{\sqrt{t-s}} ds = v_0 + \int_{0}^{t} f(s) ds. \tag{12}
\]
Conversely, let \( v \) be a solution of (12). Since the functions \( f \) and \( v \) are locally integrable on \( [0, +\infty[ \), so \( \int_{0}^{t} \frac{v(s)}{\sqrt{t-s}} ds \) and \( \int_{0}^{t} f(s) ds \) are differentiable a.e on \( [0, +\infty[ \) and thus \( v \) is a solution of (11) a.e.

Definition 3.1. Solutions of the integro-differential equation (11) are equivalent to a.e. differentiable solutions of (12) on \( [0, +\infty[ \).

Now we state the following proposition.

Proposition 1. Let \( f \) be a function in \( C(\mathbb{R}_+) \) and let \( v_0 \in \mathbb{R} \). The problem (11) supplemented with the initial condition \( v(0) = v_0 \) admits a unique solution \( v \in C^{1/2}(\mathbb{R}_+) \). Moreover, \( v \) is given by
\[
v(t) = N_0(t)v_0 + \int_{0}^{t} N_0(t-s)f(s) ds, \tag{13}
\]
where
\[
N_0(t) = \frac{1}{\sqrt{\pi}} e^{t} \int_{t}^{+\infty} \frac{e^{-s}}{\sqrt{s}} ds. \tag{14}
\]
Proof of Proposition 1. We begin with proving the existence of a solution to problem (13). To this end, we apply the Laplace transform to equation (11). Since
\[ L(v_t)(\tau) = -v(0) + \tau \tilde{v}(\tau), \]
and
\[ L \left( \frac{1}{\sqrt{\pi}} \frac{d}{dt} \int_0^t \frac{v(s)}{\sqrt{t-s}} ds \right)(\tau) = \sqrt{\tau} \tilde{v}, \]
it follows that
\[ -v(0) + \tau \tilde{v} + \sqrt{\tau} \tilde{v} = \tilde{f}. \]
This is equivalent to
\[ \tilde{v}(\tau) = \frac{v(0)}{\tau + \sqrt{\tau}} + \frac{1}{\tau + \sqrt{\tau}} \tilde{f}(\tau). \tag{15} \]
To continue the proof, we need the following lemma

Lemma 3.2. The Laplace transform of the function \( N_0 \) defined by (14) reads
\[ \forall \tau > 0 \quad \tilde{N}_0(\tau) = \frac{1}{\tau + \sqrt{\tau}}. \]

Proof of Lemma 3.2. Applying the Laplace transform to (14), we get
\[ \tilde{N}_0(\tau) = \int_0^{+\infty} N_0(t) e^{-\tau t} dt = \int_0^{+\infty} \left( \frac{1}{\sqrt{\pi}} e^t \int_t^{+\infty} \frac{e^{-s}}{\sqrt{s}} ds \right) e^{-\tau t} dt. \]
Using Fubini-Tonelli theorem, it follows
\[ \tilde{N}_0(\tau) = \frac{1}{\sqrt{\pi}} \int_0^{+\infty} e^{-s} \left( \int_0^{s} e^t e^{-\tau t} dt \right) ds. \]
Since \( \int_0^{s} e^t e^{-\tau t} dt = \frac{e^{(1-\tau)s} - 1}{1 - \tau} \), we obtain
\[ \tilde{N}_0(\tau) = \frac{1}{\sqrt{\pi}} \frac{1}{1 - \tau} \int_0^{+\infty} \frac{e^{-s} (e^{(1-\tau)s} - 1)}{\sqrt{s}} ds \]
\[ = \frac{1}{\sqrt{\pi}} \frac{1}{1 - \tau} \int_0^{+\infty} \frac{e^{-\tau s} - e^{-s}}{\sqrt{s}} ds. \]
Splitting the integrals and using a change of variables it follows
\[ \tilde{N}_0(\tau) = \frac{1}{\sqrt{\pi}} \frac{1}{1 - \tau} \left( \frac{1}{\sqrt{\tau}} \int_0^{+\infty} e^{-\sigma} d\sigma - \int_0^{+\infty} e^{-s} \frac{1}{\sqrt{s}} ds \right) \]
\[ = \frac{1}{\sqrt{\pi}} \frac{1}{1 - \tau} \left( \frac{1}{\sqrt{\tau}} - 1 \right) = \frac{1}{\tau + \sqrt{\tau}}. \]
\[ \square \]
Now using the properties of the Laplace transform, the identity (15) is equivalent to
\[ \mathcal{L} v(\tau) = L \left( v_0 N_0 + \int_0^t N_0(t-s) f(s) ds \right)(\tau). \]
By identification, we conclude that the solution $v$ of (11) is given by (13). Let $u$ and $\hat{u}$ be two solutions of (13) in $C(\mathbb{R}_+)$ supplemented with the same initial condition $u_0$. Let $w = u - \hat{u}$ so $w(0) = 0$ and $w$ satisfies the following equation

$$\forall t > 0 \quad w(t) + \frac{1}{\sqrt{\pi}} \int_0^t \frac{w(s)}{\sqrt{t-s}} ds = 0.$$  \hspace{1cm} (16)$$

To complete this part of the proof, we state the following proposition.

**Proposition 2.** Let $\lambda \in \mathbb{C}$ and $w$ a continuous function on $\mathbb{R}_+$ which is solution of the following integral equation

$$w(t) + \frac{1}{\sqrt{\pi}} \int_0^t \frac{w(s)}{\sqrt{t-s}} ds + \lambda \int_0^t w(s) ds = 0.$$ \hspace{1cm} (17)

where $w(0) = 0$. Hence, we have the following result

$$w(t) = 0 \text{ for all } t \in \mathbb{R}_+.$$  

**Proof of Proposition 2.** Let $w$ be a solution of (17), so we have the following inequality

$$|w(t)| \leq \frac{1}{\sqrt{\pi}} \int_0^t \frac{|w(s)|}{\sqrt{t-s}} ds + |\lambda| \int_0^t |w(s)| ds.$$  

We denote by $m(t) = \sup_{s \in [0,t]} |w(s)|$. Then for all $s \in [0,t]$ we get

$$|w(t)| \leq \frac{1}{\sqrt{\pi}} m(t) \int_0^t \frac{ds}{\sqrt{t-s}} + |\lambda| t \ m(t) \leq \left( \frac{2}{\sqrt{\pi}} \sqrt{t} + |\lambda|t \right) m(t).$$

It follows that

$$m(t) \leq \left( \frac{2}{\sqrt{\pi}} \sqrt{T} + |\lambda|T \right) m(t).$$

Let $T > 0$ be small enough such that $\frac{2}{\sqrt{\pi}} \sqrt{T} + |\lambda|T < 1$, then $m(t) = 0$ for all $t \in [0,T]$. This result may be extended for all $T \geq 0$ by proving recursively

$$m(kT) = 0 \text{ for all } k \in \mathbb{N} \text{ and } k \geq 2.$$  

Hence the Proposition 2 is proved.

Using Proposition 2 we conclude that the solution of equation (16) is identically 0 on $\mathbb{R}_+$ and thus the problem (12) admits a unique solution in $C(\mathbb{R}_+)$. In the following, we study the regularity of the solution $v$ of the equation (12). To this end, we rewrite the function $v$ in (13) as $v(t) = v_1(t) + v_2(t)$ where $v_1(t) = N_0(t)v_0$ and $v_2(t) = \int_0^t N_0(t-s)v(s) ds$. By an integration by parts, we see that $v_1 \in C^{1,2}(\mathbb{R}_+)$ since $t \mapsto \sqrt{t} \in C^{1,2}(\mathbb{R}_+)$. Also, we show that $v_2$ is in $C^{1}(\mathbb{R}_+)$. Hence, we conclude that $v \in C^{1,2}(\mathbb{R}_+)$. 

**Remark 2.** If $v_0 = 0$ then the solution $v$ of the equation (11) belongs to $C^{1}(\mathbb{R}_+)$. 

3.2. **The linear homogeneous problem.** In this subsection, our aim is to prove Theorem 2.1. To this end, we follow the method introduced by M. Chen et al. in [4]. This method consists on applying the so-called Laplace-Fourier transform to the integro-differential equation. Then we use the inverse Fourier transform and the inverse Laplace transform to get the solution in $(t, x)$ variables. We start by providing some estimates on the convolution kernel.
3.2.1. Estimates on the convolution kernel. First we recall the expression of the convolution kernel

$$K_{RL}(t, x) = \frac{1}{2\sqrt{\pi t}} e^{-\frac{x^2}{4t}} e^{-x^-} \left(1 - \frac{1}{2} \int_0^{+\infty} e^{-\frac{u^2}{4t}} e^{-\frac{|x| u}{t}} d\mu \right).$$

**Proposition 3.** The kernel $K_{RL}$ is non negative

$$\forall t > 0 \forall x \in \mathbb{R} \ K_{RL}(t, x) \geq 0.$$

**Proof.** In fact we observe that

$$\int_0^{+\infty} e^{-\frac{u^2}{4t}} - \frac{|x| u}{t} d\mu \leq \int_0^{+\infty} e^{-\frac{x^2}{4t}} d\mu = 2.$$

This implies that the kernel $K_{RL}$ is non negative. \qed

We have the following estimates on the kernel in $L^\infty$, $L^1$ and $L^2$ norms.

**Lemma 3.3.** There exists a constant $C > 0$ such that for all $t > 0$

$$\|K_{RL}(t, \cdot)\|_{L^\infty(\mathbb{R})} \leq C \min(\frac{1}{\sqrt{t}}, \frac{1}{t}),$$

$$\|K_{RL}(t, \cdot)\|_{L^1(\mathbb{R})} \leq C \min(1, \frac{1}{\sqrt{t}}),$$

$$\|K_{RL}(t, \cdot)\|_{L^2(\mathbb{R})} \leq C \min(\frac{1}{t^{1/4}}, \frac{1}{t^{3/4}}).$$

**Proof.** First, we present a general estimate on $K_{RL}$ for all positive time $t$. Then we give special estimates for large time $t > 1$. Hence, for all $t \geq 0$ we have

$$|K_{RL}(t, x)| \leq \frac{1}{2\sqrt{\pi t}} e^{-\frac{x^2}{4t}} (1 + \frac{1}{2} \int_0^{+\infty} e^{-\frac{x^2}{4t}} d\mu) \leq \frac{C}{\sqrt{t}} e^{-\frac{x^2}{4t}}.$$

We conclude that

$$\|K_{RL}(t, \cdot)\|_{L^\infty(\mathbb{R})} \leq \frac{C}{\sqrt{t}},$$

and that

$$\|K_{RL}(t, \cdot)\|_{L^1(\mathbb{R})} \leq \frac{C}{\sqrt{t}} \int_\mathbb{R} e^{-\frac{x^2}{4t}} dx \leq C.$$

Using Hölder inequality, we get

$$\|K_{RL}(t, \cdot)\|_{L^2(\mathbb{R})} \leq \|K_{RL}(t, \cdot)\|_{L^1(\mathbb{R})}^{1/2} \|K_{RL}(t, \cdot)\|_{L^\infty(\mathbb{R})}^{1/2} \leq \frac{C}{t^{1/4}}.$$  

These estimates are given for all time $t \geq 0$ and are valid if $0 \leq t \leq 1$. We note that these results are similar to those given in [4] for the estimates of the kernel with the Caputo half derivative. Now, consider $t > 1$ and rewriting $K_{RL}$ as follows

$$K_{RL}(t, x) = \frac{1}{4\sqrt{\pi t}} e^{-\frac{x^2}{4t}} e^{x^-} \int_0^{+\infty} \left(1 - e^{-\frac{x^2}{4t}} e^{-\frac{|x| u}{t}} \right) e^{-\frac{u^2}{4t}} d\mu.$$

Since we have $1 - e^{-s} \leq s$ for all $s \geq 0$, it follows

$$K_{RL}(t, x) \leq \frac{1}{4\sqrt{\pi t}} e^{-\frac{x^2}{4t}} \int_0^{+\infty} \left(\frac{\mu^2}{4t} + \frac{\mu|\mu x|}{2t} \right) e^{-\frac{u^2}{4t}} d\mu$$

$$\leq \frac{1}{4\sqrt{\pi t}} e^{-\frac{x^2}{4t}} \left( \int_0^{+\infty} \frac{\mu^2}{4t} e^{-\frac{u^2}{4t}} d\mu + \int_0^{+\infty} \frac{\mu|\mu x|}{2t} e^{-\frac{u^2}{4t}} d\mu \right)$$

$$\leq \frac{C}{\sqrt{t}} \left( \frac{1}{t} + \frac{|x|}{t} \right) e^{-\frac{x^2}{4t}}.$$
This implies that
\[ 0 \leq K_{RL}(t, x) \leq \frac{C}{t} \left( \frac{|x|}{\sqrt{t}} + 1 \right) e^{-\frac{x^2}{4t}} \leq \frac{C}{t} e^{-\frac{x^2}{4t}}. \]
Thus we conclude that
\[ \|K_{RL}(t, \cdot)\|_{L^\infty_x(R)} \leq \frac{C}{t}, \]
\[ \|K_{RL}(t, \cdot)\|_{L^1_x(R)} \leq \frac{C}{t} \int_{\mathbb{R}} e^{-\frac{x^2}{4t}} dx \leq \frac{C}{\sqrt{t}}. \]
Using Hölder inequality, we get
\[ \|K_{RL}(t, \cdot)\|_{L^2_x(R)} \leq \|K_{RL}(t, \cdot)\|^{1/2}_{L^1_x(R)} \|K_{RL}(t, \cdot)\|^{1/2}_{L^\infty_x(R)} \leq \frac{C}{\sqrt{t}}. \]
This completes the proof. \[ \square \]

### 3.2.2. Computing the solution.
We formally apply the Laplace-Fourier transform to (6), we get
\[ LF_x(u_t)(\tau, \xi) + LF_x(u_x)(\tau, \xi) + \frac{1}{\sqrt{\tau}} \int_0^t u(s, x) \frac{d}{ds} \left( \frac{1}{\sqrt{\tau - s}} \right) d\tau = LF_x(u_{xx})(\tau, \xi). \] (18)
We denote by \( \hat{u} \) the Laplace-Fourier transform of \( u \). For the state of simplicity, we also denote by \( \hat{u}_0 \) the usual Fourier transform of \( u_0 \). Hence, the above equation is equivalent to
\[ -\hat{u}_0(\xi) + \tau \hat{u}(\tau, \xi) + i\xi \hat{u}(\tau, \xi) + \sqrt{\tau} \hat{u}(\tau, \xi) = -\xi^2 \hat{u}(\tau, \xi). \]
This implies
\[ \hat{u}(\tau, \xi) = \hat{K}_{RL}(\tau, \xi) \hat{u}_0(\xi), \] (19)
with
\[ \hat{K}_{RL}(\tau, \xi) = \frac{1}{\tau + \sqrt{\tau} + \xi^2 + i\xi}. \] (20)

**Lemma 3.4.** The kernel \( \hat{K}_{RL} \) defined by (20) is the Laplace-Fourier transform of
\[ K_{RL}(t, x) = \frac{1}{2\sqrt{\pi t}} e^{-\frac{x^2}{4t}} e^{-x} \left( 1 - \frac{1}{2} \int_0^{+\infty} e^{-\frac{y^2}{4t} - \frac{|y|}{\sqrt{t}}} d\mu \right). \]

**Proof.** We note that \( \hat{K}_{RL} \) is the Fourier transform in space of
\[ \hat{K}_{RL}(t, x) = \frac{e^{-|x|\sqrt{t}} e^{-x}}{2\sqrt{\pi} + 1}. \]
In fact
\[ \int_{\mathbb{R}} e^{-ix\xi} e^{-|x|\sqrt{t}} e^{-x} dx = \int_{-\infty}^{0} e^{-ix\xi} e^{\sqrt{t} x^2} dx + \int_{0}^{+\infty} e^{-ix\xi} e^{-x\sqrt{t}} dx \]
\[ = \int_{0}^{+\infty} e^{-ix\xi} e^{-x(\sqrt{t} + 1)} dx + \int_{0}^{+\infty} e^{-ix\xi} e^{-x\sqrt{t}} dx \]
\[ = \frac{1}{\sqrt{t} + 1 - i\xi} + \frac{1}{\sqrt{t} + i\xi} \]
\[ = \frac{2\sqrt{\pi} + 1}{\tau + \sqrt{\tau} + i\xi + \xi^2}. \]
It follows that
\[ F_x(K_{RL})(\tau, \xi) = \frac{1}{\tau + \sqrt{\tau + i\xi + \xi^2}} = K_{RL}(\tau, \xi). \]

In the sequel, we need the following proposition

**Proposition 4.** If \( \hat{f}(\tau) \) is the Laplace transform of \( f \in L^\infty(\mathbb{R}_+, \mathbb{R}) \) then
\[ \hat{f}(\sqrt{\tau}) = \mathcal{L} \left( \int_0^\infty \frac{1}{\sqrt{\pi t}} \frac{\mu}{2t} e^{-\frac{\mu^2}{4t}} f(\mu) d\mu \right) (\tau). \]

See *e.g.* Formula 23, *Tables of Laplace transforms*, General Formulas in [9].

Hence, we begin with providing the inverse Laplace transform in time of the following function
\[ \tilde{f}(\sigma, x) = \frac{e^{-|x|\sigma}}{2\sigma + 1} e^{-x^2}. \]

We have
\[ \mathcal{L} \left( \frac{1}{2} e^{-t/2} \chi_{[t \geq |x|]} \right)(\sigma) = \int_0^\infty \frac{1}{2} e^{-t/2} \chi_{[t \geq |x|]}(t) e^{-\sigma t} dt = \frac{e^{-\sigma |x|} e^{-|x|/2}}{2(\sigma + 1/2)}, \quad (21) \]
where \( \chi \) is the characteristic function. Multiplying (21) by \( e^{\sigma t} e^{-x^2} \), and using the properties of the Laplace transform it follows
\[ f(t, x) = \frac{1}{2} e^{-|x| t} e^{-x^2} \chi_{[t \geq |x|]}. \]

Thus, we deduce from Proposition 4 that
\[ \hat{f}(\sqrt{\sigma}, x) = \mathcal{L} \left( \int_0^\infty \frac{1}{\sqrt{\pi t}} \frac{\mu}{2t} e^{-\frac{\mu^2}{4t}} e^{-\frac{|x|+\mu}{2t}} \chi_{[\mu \geq |x|]} d\mu \right) (\sigma) \]
\[ = \mathcal{L} \left( \int_{|x|}^\infty \frac{1}{2\sqrt{\pi t}} \frac{\mu}{2t} e^{-\frac{\mu^2}{4t}} e^{-\frac{|x|+\mu}{2t}} d\mu \right) (\sigma). \]

Hence
\[ K_{RL}(t, x) = \int_{|x|}^\infty \frac{1}{2\sqrt{\pi t}} \frac{\mu}{2t} e^{-\frac{\mu^2}{4t}} e^{-\frac{|x|+\mu}{2t}} d\mu \]
\[ = \frac{1}{2\sqrt{\pi t}} e^{-x^2} \int_{|x|}^\infty \frac{\mu}{2t} e^{-\frac{\mu^2}{4t}} e^{-\frac{|x|}{2t}} d\mu. \quad (22) \]

An integration by parts of the right hand side of (22) followed by a change of variables yields
\[ K_{RL}(t, x) = \frac{1}{2\sqrt{\pi t}} e^{-x^2} \left\{ e^{-\frac{\mu^2}{4t}} e^{-\frac{|x|}{2t}} - \frac{1}{2} \int_{|x|}^\infty e^{-\frac{\mu^2}{4t}} e^{-\frac{|x|}{2t}} d\mu \right\} \]
\[ = \frac{1}{2\sqrt{\pi t}} e^{-x^2} \left\{ e^{-\frac{\mu^2}{4t}} e^{-\frac{|x|}{2t}} \right\} \left\{ 1 - \frac{1}{2} \int_0^\infty e^{-\frac{\mu^2}{4t}} e^{-\frac{|x|}{2t}} d\mu \right\}. \]

Finally we deduce that the kernel is given by
\[ K_{RL}(t, x) = \frac{1}{2\sqrt{\pi t}} e^{-x^2} e^{-x^2} \left\{ 1 - \frac{1}{2} \int_0^\infty e^{-\frac{\mu^2}{4t}} e^{-\frac{|x|}{2t}} d\mu \right\}. \]

This completes the proof of the Lemma. \( \square \)
Recalling (19) and using the inverse Fourier transform we get
\[ \hat{u}(\tau, x) = \hat{K}_{RL}(\tau, x) \star u_0(x), \]
Hence by identification we conclude that
\[ u(t, x) = [K_{RL}(t, \cdot) \star u_0](x). \] (23)
This result is given for an initial data \( u_0 \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \). We can extend it straightforwardly for all \( u_0 \in L^2(\mathbb{R}) \) by a density argument.

3.2.3. Uniqueness of the solution. We assume that there exist two solutions \( u \) and \( \tilde{u} \) of (6) in \( C(\mathbb{R}^+, L^2_x(\mathbb{R})) \) such that \( u(0, x) = \tilde{u}(0, x) = u_0(x) \) where \( u_0 \in L^2(\mathbb{R}) \). Define \( w(t, x) = u(t, x) - \tilde{u}(t, x) \) for all \( t > 0 \) and \( x \in \mathbb{R} \), so \( w(0, x) = 0 \) and \( w \) satisfies the following integro-differential equation
\[ \dot{w}_t + w_x - w_{xx} + \frac{1}{\sqrt{\pi t}} \partial_x \int_0^t \frac{w(s)}{\sqrt{t-s}} ds = 0. \] (24)
Applying the Fourier transform in space to (24), it follows
\[ \hat{w}_t + \frac{1}{\sqrt{\pi t}} \partial_x \int_0^t \frac{\hat{w}(s)}{\sqrt{t-s}} ds + (\xi^2 + i\xi) \hat{w} = 0. \] (25)
with \( \hat{w}(0, \xi) = 0 \) for almost \( \xi \in \mathbb{R} \). Integrating (25) over \((0, t)\), we see that \( \hat{w} \) satisfies (17) with \( \lambda = \xi^2 + i\xi \). Hence using Proposition 2, we deduce that \( \hat{w}(t, \xi) = 0 \) for all \( t \in \mathbb{R}^+ \) and \( \xi \in \mathbb{R} \) which implies that \( w(t, x) = 0 \) for all \( t \in \mathbb{R}^+ \) and \( x \in \mathbb{R} \). This completes the proof.

3.2.4. Regularity of the solution. In this paragraph we first prove that the solution \( u \in C(\mathbb{R}^+; L^2_x(\mathbb{R})) \). Then we show that \( u \in C^{1/2}(\mathbb{R}^+; H^{-2}_x(\mathbb{R})) \). Finally we check that \( u \in C^1([0, +\infty[; H^{-2}_x(\mathbb{R})) \). Let \( t_0 > 0 \) and \( t \) such that \( t \to t_0 \). Using the properties of the convolution product in \( L_p \)-spaces we get
\[ \|u(t, \cdot) - u(t_0, \cdot)\|_{L^2_x(\mathbb{R})} = \|K_{RL}(t, \cdot) \star u_0(x) - K_{RL}(t_0, \cdot) \star u_0\|_{L^2_x(\mathbb{R})} \leq \|K_{RL}(t, \cdot) - K_{RL}(t_0, \cdot)\|_{L^1(\mathbb{R})} \|u_0\|_{L^2_x(\mathbb{R})}. \]
On the other hand the function \( t \mapsto K_{RL}(t, x) \) is continuous for all \( t > 0 \). Then using the Lebesgue dominated convergence theorem we conclude that for all \( t > 0 \) we have
\[ \lim_{t \to t_0^+} \|u(t, x) - u(t_0, \cdot)\|_{L^2_x(\mathbb{R})} = 0. \]
To prove the continuity on 0 of the solution, we rewrite the kernel \( K_{RL} \) as follows
\[ K_{RL}(t, x) = K_1(t, x) + R(t, x), \]
where
\[ K_1(t, x) = \frac{1}{2\sqrt{\pi t}} e^{-\frac{x^2}{4t}} e^{-x^2} \]
and
\[ R(t, x) = -\frac{1}{4\sqrt{\pi t}} e^{-\frac{x^2}{4t}} e^{-x^2} \int_0^{+\infty} e^{-\frac{u^2}{4t}} \frac{\hat{u}(\mu) - \hat{u}(0)}{\mu} d\mu. \]
The proof is based on the fact that \( K_1(t, \cdot) \) is an approximate of the identity in \( L^2_x(\mathbb{R}) \), which implies that
\[ \lim_{t \to 0^+} \|K_1(t, \cdot) \star u_0 - u_0\|_{L^2_x(\mathbb{R})} = 0. \]
Moreover using the Lebesgue dominated convergence theorem, we deduce that
\[
\lim_{t \to 0^+} \| R(t, \cdot) \|_{L_2^2(\mathbb{R})} = 0,
\]
which completes the first part of the proof.

In the sequel we prove that \( u \in C^{1/2}(\mathbb{R}_+; H_x^{-2}(\mathbb{R})) \). To this end, we apply the Fourier transform in space to (6) and let \( v(t) = \hat{u}(t, \xi) \) for all \( t \geq 0 \) then \( v \) satisfies the following differential equation
\[
v_t + \frac{1}{\sqrt{\pi}} \frac{\partial}{\partial t} \int_0^t \frac{v(s)}{\sqrt{t-s}} ds = \hat{g}(t, \xi), \tag{26}
\]
where \( \hat{g}(t, \xi) = -(\xi^2 + i \xi) \hat{u}(t, \xi) \). Hence using Proposition 1 it follows
\[
v(t) = N_0(t)v_0 + \int_0^t N_0(s)\hat{g}(t-s)ds. \tag{27}
\]
Rewrite \( v(t) = v_1(t) + v_2(t) \) with \( v_1(t) = N_0(t)v_0 \) and \( v_2(t) = \int_0^t N_0(t-s)\hat{g}(s)ds \).

Since \( N_0 \in C^{1/2}(\mathbb{R}_+) \) we deduce that \( v_1 \in C^{1/2}(\mathbb{R}_+, L_2^2(\mathbb{R})) \). Using an integration by parts and the Lebesgue dominated convergence theorem we can prove that \( v_2 \in C^1(\mathbb{R}_+, L_2^2((1+|\xi|^2)^{-2}d\xi)(\mathbb{R})) \). We conclude that the solution \( v \) given by (27) belongs to the space \( C^{1/2}(\mathbb{R}_+, L_2^2((1+|\xi|^2)^{-2}d\xi)(\mathbb{R})) \). Using Plancherel formula we deduce that the solution \( u \) of (6) is in \( C^{1/2}(\mathbb{R}_+, H_x^{-2}(\mathbb{R})) \).

In addition, since the function \( N_0 \in C([0,+\infty[) \) we deduce that \( v_1 \in C([0,+\infty[, L_2^2(\mathbb{R})) \) and subsequently \( v \in C^1([0,+\infty[, L_2^2((1+|\xi|^2)^{-2}d\xi)(\mathbb{R})) \). Hence we conclude that \( u \in C^1([0,+\infty[, H_x^{-2}(\mathbb{R})) \).

3.3. The linear inhomogeneous problem. This subsection is devoted to the following problem
\[
u_t + u_x - u_{xx} + \frac{1}{\sqrt{\pi}} \frac{\partial}{\partial t} \int_0^t \frac{u(s)}{\sqrt{t-s}} ds = \frac{1}{2} f_x, \tag{28}
\]
supplemented with the initial condition \( u(0, x) = 0 \) for all \( x \in \mathbb{R} \). It is worth to note that since \( u(0, x) = 0 \), the Riemann-Liouville half derivative is equal to the Caputo half derivative, namely
\[
\frac{\partial}{\partial t} \int_0^t \frac{u(s)}{\sqrt{t-s}} ds = \int_0^t \frac{u_x(s)}{\sqrt{t-s}} ds.
\]
Thus we recall the results given in [4], Subsection 2.3.

**Proposition 5.** Consider a function \( f \in C(\mathbb{R}_+; L_2^2(\mathbb{R})) \), then there exists a unique solution \( u \) to (28) given by
\[
u(t, x) = N \ast f(t, x),
\]
where \( N \) is given by (5). Moreover we have
\[
u \in C(\mathbb{R}_+; L_2^2(\mathbb{R})) \cap C^1(\mathbb{R}_+; H_x^{-2}(\mathbb{R}))
\]
\(\square\)
Lemma 3.5. There exists a constant $C > 0$ such that for all $t > 0$, we have the following estimates on the kernel
\[
\|N(t, \cdot)\|_{L^\infty} \leq \frac{C}{t},
\]
\[
\|N(t, \cdot)\|_{L^1} \leq \frac{C}{\sqrt{t}},
\]
\[
\|N(t, \cdot)\|_{L^2} \leq \frac{C}{t^{3/4}}.
\]

4. Proof of Theorem 2.2. Consider the nonlinear fractional PDE
\[
u_t + u_x - u_{xx} + \frac{1}{\sqrt{\pi}} \frac{\partial}{\partial t} \int_0^t \frac{u(s)}{\sqrt{t-s}} ds = -uu_x, \tag{29}
\]
supplemented with the initial condition
\[
u(0) = u_0 \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}). \tag{30}
\]
We can obtain, at least formally, that a solution of (29)-(30) is a solution of the following (mild) Duhamel formulation
\[
u(t, x) = [K_{RL}(t, \cdot) * u_0](x) - N * u^2(t, x). \tag{31}
\]
We solve (31) by applying a contraction principle using a Picard fixed point theorem to a functional $\Phi$ defined by
\[
\Phi(u)(t, x) = [K_{RL}(t, \cdot) * u_0](x) - N * u^2(t, x), \tag{32}
\]
in an appropriate metric space that we will define in the sequel.

4.1. Local existence. In this paragraph, we prove the existence of a local solution to (29) with an initial condition in $L^2(\mathbb{R})$. Let $T > 0$ and set
\[
X_T = C([0, T]; L^2(\mathbb{R})) = \{ u : [0, T] \rightarrow L^2(\mathbb{R}) \text{ continuous } \}
\]
$X_T$ is a Banach space when endowed with the norm $\|u\|_{X_T} := \sup_{t \in [0, T]} \|u(t)\|_{L^2(\mathbb{R})}$. In the following we give some properties satisfied by the functional $\Phi$ on $X_T$ with $u_0 \in L^2(\mathbb{R})$. Let $u \in X_T$; we have
\[
\|K_{RL}(t, \cdot) * u_0\|_{L^2(\mathbb{R})} \leq \|K_{RL}(t, \cdot)\|_{L^1(\mathbb{R})} \|u_0\|_{L^2(\mathbb{R})}.
\]
Using Lemma 3.3, we get
\[
\|K_{RL}(t, \cdot) * u_0\|_{L^2(\mathbb{R})} \leq C \min(1, \frac{1}{\sqrt{t}}) \|u_0\|_{L^2(\mathbb{R})}.
\]
This implies that
\[
\forall t \in [0, T], \quad \|K_{RL}(t, \cdot) * u_0\|_{L^2(\mathbb{R})} \leq C_1 \|u_0\|_{L^2(\mathbb{R})}. \tag{33}
\]
Moreover we have
\[
\|N * u^2(t, \cdot)\|_{L^2(\mathbb{R})} = \| \int_0^t N(t-s, \cdot) * u^2(s) ds \|_{L^2(\mathbb{R})} \leq \int_0^t \|N(t-s)\|_{L^2(\mathbb{R})} \|u^2(s)\|_{L^4(\mathbb{R})} ds.
\]
Hence with this choice we get

\[ \|N \otimes u^2(t, \cdot)\|_{L_x^2(\mathbb{R})} \leq \int_0^t \frac{C}{(t-s)^{3/4}} \|u(s)\|_{L_x^2(\mathbb{R})}^2 ds \]

\[ \leq \left( \int_0^t \frac{C}{(t-s)^{3/4}} ds \right) \|u\|_{X_T}^2. \]

Using the fact that for all \( t \geq 0 \) we have \( \int_0^t \frac{1}{(t-s)^{3/4}} ds = Ct^{1/4} \), it follows

\[ \forall t \in [0, T], \quad \|N \otimes u^2(t, \cdot)\|_{L_x^2(\mathbb{R})} \leq Ct^{1/4} \|u\|_{X_T}^2. \]

This implies that

\[ \|N \otimes u^2(t, \cdot)\|_{X_T} \leq C_2 T^{1/4} \|u\|_{X_T}^2. \] (34)

By (33) and (34) we deduce that for all \( u \in X_T \)

\[ \|\Phi(u)\|_{X_T} \leq C_1 \|u_0\|_{L^2(\mathbb{R})} + C_2 T^{1/4} \|u\|_{X_T}^2. \] (35)

Let \( u \) and \( v \) in \( X_T \) then for all \( t > 0 \) we have

\[ \|\Phi(u)(t, \cdot) - \Phi(v)(t, \cdot)\|_{L_x^2(\mathbb{R})} \leq \int_0^t N(t-s) \ast (u^2(s) - v^2(s))ds\|_{L_x^2(\mathbb{R})} \]

\[ \leq \int_0^t \|N(t-s)\|_{L_x^2(\mathbb{R})} \|u^2(s) - v^2(s)\|_{L_x^2(\mathbb{R})} ds. \]

Using Hölder inequality we get

\[ \|\Phi(u)(t, \cdot) - \Phi(v)(t, \cdot)\|_{L_x^2(\mathbb{R})} \]

\[ \leq \int_0^t \frac{C}{(t-s)^{3/4}} \|u(s) + v(s)\|_{L_x^2(\mathbb{R})} \|u(s) - v(s)\|_{L_x^2(\mathbb{R})} ds. \]

This implies that

\[ \|\Phi(u) - \Phi(v)\|_{X_T} \leq C_3 T^{1/4} \max(\|u\|_{X_T}, \|v\|_{X_T}) \|u - v\|_{X_T}. \] (36)

Also using Theorem 2.1 and Proposition 5, we show that if \( u_0 \in L^2(\mathbb{R}) \) then \( \Phi \) is well defined, i.e. for all \( t \geq 0 \) the map \( t \mapsto \Phi(u)(t) \) is continuous for all \( u \in X_T \). Next we define a set \( B_0 \) invariant under the action of \( \Phi \). Let \( u_0 \in L^2(\mathbb{R}) \) and take \( R_0 = 2C_1\|u_0\|_{L^2} \). Let \( B_0 \) be the closed ball in \( X_T \) of radius \( R_0 \) centered at the origin. Thanks to (35) and (36) we get

\[ \forall u \in B_0 \|\Phi(u)\|_{X_T} \leq C_1 \|u_0\|_{L^2(\mathbb{R})} + C_2 T^{1/4} R_0^2, \] (37)

and

\[ \forall u, v \in B_0 \|\Phi(u) - \Phi(v)\|_{X_T} \leq C_3 R_0 T^{1/4} \|u - v\|_{X_T}. \] (38)

In conclusion, we take \( T > 0 \) small such that \( C_3 R_0 = \max(C_2, C_3) R_0 T^{1/4} \leq \frac{1}{2} \).

Hence with this choice we get

\[ \Phi(B_0) \subset B_0, \]

and thus the map \( \Phi \) is a contraction on \( B_0 \). Using the fixed point theorem we deduce that there exists a unique fixed point \( u \) of the functional \( \Phi \) in the ball \( B_0 \).

In the sequel we prove the global existence of the solution.
4.2. Global existence. In the following, we assume that \( u_0 \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \). We define the Banach space

\[
X := \{ v \in C(\mathbb{R}^+; L^2_x(\mathbb{R})) \mid \sup_{t > 0} t^{1/4} \| v(t, \cdot) \|_{L^2_x(\mathbb{R})} < \infty \},
\]
dowered with the norm \( \| v \|_X = \sup_{t > 0} t^{1/4} \| v(t, \cdot) \|_{L^2_x(\mathbb{R})} \). Now we give some properties satisfied by \( \Phi \) on \( X \) when \( u_0 \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \). First we have for all \( t \geq 0 \)

\[
\| K_{RL}(t, \cdot) \ast u_0 \|_{L^2_x(\mathbb{R})} \leq \| K_{RL}(t, \cdot) \|_{L^2_x(\mathbb{R})} \| u_0 \|_{L^1(\mathbb{R})}.
\]

Using Lemma 3.3, we have

\[
\| K_{RL}(t, \cdot) \ast u_0 \|_{L^2_x(\mathbb{R})} \leq C \min\left( \frac{1}{t^{1/4}}, \frac{1}{t^{3/4}} \right) \| u_0 \|_{L^1(\mathbb{R})},
\]

which implies that for all \( t \geq 0 \)

\[
\| K_{RL}(t, \cdot) \ast u_0 \|_{L^2_x(\mathbb{R})} \leq \frac{C_1}{t^{1/4}} \| u_0 \|_{L^1(\mathbb{R})}.
\]

Using Lemma 3.5, we get

\[
\| N \ast u^2(t, \cdot) \|_{L^2_x(\mathbb{R})} \leq \int_0^t \frac{C}{(t-s)^{3/4}} \| u(s) \|_{L^2_x(\mathbb{R})}^2 ds
\]

\[
\leq \int_0^t \frac{C}{s^{1/2}(t-s)^{3/4}} \left( s^{1/4} \| u(s) \|_{L^2_x(\mathbb{R})} \right)^2 ds
\]

\[
\leq \left( \int_0^t \frac{C}{s^{1/2}(t-s)^{3/4}} ds \right) \| u \|_{X}^2.
\]

Taking into account that \( \int_0^t \frac{1}{s^{1/2}(t-s)^{3/4}} ds = \frac{C}{t^{1/4}} \), it follows

\[
\forall t > 0 \quad \| N \ast u^2(t, \cdot) \|_{L^2_x(\mathbb{R})} \leq \frac{C_2}{t^{1/4}} \| u \|_{X}^2.
\]

Hence, recalling (39) and (40), we get for all \( u \in X \)

\[
\| \Phi(u) \|_{X} \leq C_1 \| u_0 \|_{L^1(\mathbb{R})} + C_2 \| u \|_{X}^2.
\]

Let \( u \) and \( v \) be in \( B \) and \( t \geq 0 \), we have

\[
\| \Phi(u)(t, \cdot) - \Phi(v)(t, \cdot) \|_{L^2_x(\mathbb{R})} \leq \int_0^t \| N(t-s) \|_{L^2_x(\mathbb{R})} \| u^2(s) - v^2(s) \|_{L^2_x(\mathbb{R})} ds.
\]

This implies that

\[
\| \Phi(u)(t, \cdot) - \Phi(v)(t, \cdot) \|_{L^2_x(\mathbb{R})} \leq \frac{C}{t^{1/4}} \max(\| u \|_{X}, \| v \|_{X}) \| u - v \|_{X}.
\]

Hence it follows

\[
\| \Phi(u) - \Phi(v) \|_{X} \leq \frac{C_3}{t^{1/4}} \max(\| u \|_{X}, \| v \|_{X}) \| u - v \|_{X}.
\]

In addition using Theorem 2.1 and Proposition 5 we show that if \( u_0 \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \) and \( v \in X \) then \( \Phi(u) \in X \). Next let \( u_0 \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \) and take \( R = 2C_1 \| u_0 \|_{L^1(\mathbb{R})} \).
We denote by $B = \{ u \in X : \|u\|_X \leq R \}$ the closed ball of $X$ of radius $R$ centered at the origin. Recalling $(41)$ and $(42)$ we get
\[
\forall u \in B \quad \|\Phi(u)\|_X \leq C_1\|u_0\|_{L^2(\mathbb{R})} + C_2R^2,
\] (43)

and
\[
\forall u, v \in B \quad \|\Phi(u) - \Phi(v)\|_X \leq C_3R\|u - v\|_X.
\] (44)

In conclusion, we take $\|u_0\|_{L^1(\mathbb{R})}$ small enough such that $C_R = \max(C_2, C_3)R \leq \frac{1}{2}$.

Hence with this choice we get

$$\Phi(B) \subset B,$$

and thus the map $\Phi$ is a contraction on $B$. We deduce that $\Phi$ admits a unique fixed point in $B$ given by $(31)$.

For the regularity of the solution, we note that $u$ is a superposition of the solution of the linear homogeneous problem investigated in Subsection 3.2 and the solution of inhomogeneous problem investigated in Subsection 3.3; this implies that $u \in C(\mathbb{R}_+; L^2_x(\mathbb{R})) \cap C^{1/2, 1}_x(\mathbb{R}_+; H^{-2}_x(\mathbb{R}))$.

4.3. Decay estimates. In this subsection, we prove the decay rate of solutions for small initial data. To this end, we proceed in two steps.

**First step.** Let $\varepsilon > 0$ be sufficiently small and let $u_0 \in L^1(\mathbb{R}) \cap L^2(\mathbb{R})$ such that $\|u_0\|_{L^1(\mathbb{R})} \leq \varepsilon$. We have the general result for all $t \in \mathbb{R}_+$
\[
\|u(t, \cdot)\|_{L^2_x(\mathbb{R})} \leq \frac{2C\varepsilon}{t^{1/4}}.
\] (45)

We first consider the case $0 < t < 3$, we observe that
\[
\max(t^{1/4}, t^{3/4}) \leq \sqrt{3}t^{1/4}.
\]

Hence we conclude that for all $0 < t < 3$
\[
\max(t^{1/4}, t^{3/4})\|u(t, \cdot)\|_{L^2_x(\mathbb{R})} \leq C\varepsilon.
\] (46)

We now consider the case $t \geq 2$, we have
\[
\|u(t, \cdot)\|_{L^2_x(\mathbb{R})} \leq \|K_{RL}(t, \cdot) \ast u_0\|_{L^2_x(\mathbb{R})} + \|N \ast u^2(t, \cdot)\|_{L^2_x(\mathbb{R})}
\]
\[
\leq \frac{C\varepsilon}{t^{3/4}} + \int_0^1 \frac{C}{(t - s)^{3/4}} \|u(s, \cdot)\|^2_{L^2_x(\mathbb{R})} ds
\]
\[
+ \int_1^t \frac{C}{(t - s)^{3/4}} \|u(s, \cdot)\|^2_{L^2_x(\mathbb{R})} ds.
\]

It follows that
\[
\|u(t, \cdot)\|_{L^2_x(\mathbb{R})} \leq \frac{C\varepsilon}{t^{3/4}} + C \int_0^1 \frac{1}{s^{1/2}(t - s)^{3/4}} (s^{1/4}\|u(s, \cdot)\|_{L^2_x(\mathbb{R})})^2 ds
\]
\[
+ C \int_1^t \frac{1}{s^{3/2}(t - s)^{3/4}} (s^{3/4}\|u(s, \cdot)\|_{L^2_x(\mathbb{R})})^2 ds.
\]

For all $t$ and $s \in \mathbb{R}_+$, we define
\[
M_2(t) = \sup_{s \leq t} \max(s^{1/4}, s^{3/4})\|u(s, \cdot)\|_{L^2_x(\mathbb{R})}.
\] (47)
Hence, we get for all $t \geq 2$

$$
\|u(t, \cdot)\|_{L^2_t(\mathbb{R})} \leq \frac{C\varepsilon}{t^{3/4}} + CM_2^2(1) \int_0^1 \frac{ds}{s^{1/2}(t-s)^{3/4}} + CM_2^2(t) \int_1^t \frac{ds}{s^{3/2}(t-s)^{3/4}}.
$$

(48)

Using a change of variables on the integrals in the right hand side of (48), we obtain

$$
\|u(t, \cdot)\|_{L^2_t(\mathbb{R})} \leq \frac{C\varepsilon}{t^{3/4}} + CM_2^2(t) \left[ \int_0^{1/t} \frac{d\sigma}{\sigma^{1/2}(1-\sigma)^{3/4}} + \frac{1}{t^{1/4}} \int_{1/t}^1 \frac{d\sigma}{\sigma^{3/2}(1-\sigma)^{3/4}} \right].
$$

(49)

Thus there exists a constant $C > 0$ such that

$$
t^{1/2} \int_0^{1/t} \frac{d\sigma}{\sigma^{1/2}(1-\sigma)^{3/4}} \leq t^{1/2} 2^{3/4} \int_0^{1/t} \frac{d\sigma}{\sigma^{1/2}} \leq C.
$$

(50)

In addition,

$$
\int_{1/t}^1 \frac{d\sigma}{\sigma^{3/2}(1-\sigma)^{3/4}} = \int_{1/t}^{1/2} \frac{d\sigma}{\sigma^{3/2}(1-\sigma)^{3/4}} + \int_{1/2}^1 \frac{d\sigma}{\sigma^{3/2}(1-\sigma)^{3/4}}.
$$

Besides using the fact that $t \geq 2$ we obtain

$$
t^{-1/2} \int_{1/t}^{1/2} \frac{d\sigma}{\sigma^{3/2}(1-\sigma)^{3/4}} \leq 2^{3/4} t^{-1/2} \int_{1/t}^{1/2} \frac{d\sigma}{\sigma^{3/2}} \leq C,
$$

and

$$
t^{-1/2} \int_{1/2}^1 \frac{d\sigma}{\sigma^{3/2}(1-\sigma)^{3/4}} \leq \frac{1}{\sqrt{2}} \int_{1/2}^1 \frac{d\sigma}{\sigma^{3/2}(1-\sigma)^{3/4}} \leq C.
$$

Collecting these results we conclude that

$$
t^{-1/2} \int_{1/t}^1 \frac{d\sigma}{\sigma^{3/2}(1-\sigma)^{3/4}} \leq C.
$$

(51)

Recalling (50) and (51) we have

$$
M_2(t) = t^{3/4} \|u(t, \cdot)\|_{L^2_t(\mathbb{R})} \leq C\varepsilon + C' M_2^2(t).
$$

We define $f(X) = C'X^2 - X + C\varepsilon$. Hence $M_2$ satisfies the inequality $f(X) \geq 0$. We note that there exists two distinct positive roots of $f$, namely, $X_1 = 1 - \sqrt{1 - 4CC'\varepsilon}$ and $X_2 = 1 + \sqrt{1 - 4CC'\varepsilon}$. We note that $M_2(t) \in [0, X_1]$.

Hence given $C$ and $C'$ we can choose $\varepsilon > 0$ small enough such that $f(2C\varepsilon) = C\varepsilon(4C'C\varepsilon - 1) < 0$ which implies that $M_2(t) \leq 2C\varepsilon$. Hence for $t \geq 2$, we have

$$
\max(t^{1/4}, t^{3/4}) \|u(t, \cdot)\|_{L^2_t(\mathbb{R})} \leq C\varepsilon.
$$

(52)

This completes the proof of the upper bound in $L^2$ norm.

**Second step.** Let $\|u_0\|_{L^1(\mathbb{R})} \leq \varepsilon$ with $\varepsilon > 0$ small. Hence for all $t \in \mathbb{R}_+$ we have

$$
\|u(t, \cdot)\|_{L^\infty_t(\mathbb{R})} \leq \frac{C\varepsilon}{\sqrt{t}}.
$$

(53)

Let $0 < t < 3$, we observe that

$$
\max(\sqrt{t}, t) \leq \sqrt{3}\sqrt{t}.
$$

(54)
On the other hand

Hence we deduce that for all $0 < t < 3$

$$
\max(\sqrt{t}, t) \|u(t, \cdot)\|_{L^\infty_\mathbb{R}(\mathbb{R})} \leq C\varepsilon.
$$

Now let $t \geq 2$ then

$$
\|u(t, \cdot)\|_{L^\infty_\mathbb{R}(\mathbb{R})} \leq \|KRL(t, \cdot)\|_{L^\infty_\mathbb{R}(\mathbb{R})} \|u_0\|_{L^1_\mathbb{R}(\mathbb{R})} + \int_0^t \|N(t-s) \ast u^2(s, \cdot)\|_{L^\infty_\mathbb{R}(\mathbb{R})} ds.
$$

It follows that

$$
\|u(t, \cdot)\|_{L^\infty_\mathbb{R}(\mathbb{R})} \leq \frac{C\varepsilon}{t} + \int_0^1 \|N(t-s) \ast u^2(s, \cdot)\|_{L^\infty_\mathbb{R}(\mathbb{R})} ds
$$

$$
+ \int_{1}^t \|N(t-s) \ast u^2(s, \cdot)\|_{L^\infty_\mathbb{R}(\mathbb{R})} ds.
$$

(55)

We define for all $t \in \mathbb{R}_+$

$$
M_\infty(t) = \sup_{s \leq t} \max(s^{1/2}, s) \|u(s, \cdot)\|_{L^\infty_\mathbb{R}(\mathbb{R})}.
$$

(56)

On the one hand we have

$$
\int_0^1 \|N(t-s) \ast u^2(s, \cdot)\|_{L^\infty_\mathbb{R}(\mathbb{R})} ds \leq \int_0^1 \frac{C}{t-s} \|u(s, \cdot)\|^2_{L^2_\mathbb{R}(\mathbb{R})} ds
$$

$$
\leq CM^2_0(1) \int_0^1 \frac{ds}{s^{1/2}(t-s)}.
$$

Using (56) and the change of variables $\sigma = s/t$, it follows

$$
\int_0^1 \|N(t-s) \ast u^2(s, \cdot)\|_{L^\infty_\mathbb{R}(\mathbb{R})} ds \leq \frac{C}{t^{1/2}} M^2_0(t) \int_0^{1/2} \frac{d\sigma}{\sigma^{1/2}(1-\sigma)} \leq \frac{C}{t} M^2_0(t).
$$

(57)

On the other hand

$$
\int_{1}^t \|N(t-s) \ast u^2(s, \cdot)\|_{L^\infty_\mathbb{R}(\mathbb{R})} ds \leq \int_{1}^{t/2} \|N(t-s)\|_{L^\infty_\mathbb{R}(\mathbb{R})}\|u^2(s, \cdot)\|_{L^1_\mathbb{R}(\mathbb{R})} ds
$$

$$
+ \int_{t/2}^t \|N(t-s)\|_{L^2_\mathbb{R}(\mathbb{R})}\|u(s, \cdot)\|_{L^\infty_\mathbb{R}(\mathbb{R})}\|u(s, \cdot)\|_{L^2_\mathbb{R}(\mathbb{R})} ds.
$$

This implies that

$$
\int_{1}^t \|N(t-s) \ast u^2(s, \cdot)\|_{L^\infty_\mathbb{R}(\mathbb{R})} ds \leq CM_\infty(t) M_0(t)^2 \int_{1}^{t/2} \frac{1}{(t-s)s^{3/2}} ds
$$

$$
+ CM_\infty(t) M_0(t) \int_{t/2}^{t} \frac{1}{(t-s)^{3/4}s^{1/4}} ds.
$$

Using the change of variables $\sigma = s/t$ yields

$$
\int_{1}^t \|N(t-s) \ast u^2(s, \cdot)\|_{L^\infty_\mathbb{R}(\mathbb{R})} ds \leq \frac{C}{t^{3/2}} M_0(t)^2 \int_{2/t}^{1/2} \frac{d\sigma}{\sigma^{3/2}}
$$

$$
+ \frac{C}{t^{3/2}} M_\infty(t) M_0(t) \int_{1/2}^{1} \frac{d\sigma}{(1-\sigma)^{3/4}\sigma^{1/4}}.
$$

Hence we get

$$
\int_{1}^t \|N(t-s) \ast u^2(s, \cdot)\|_{L^\infty_\mathbb{R}(\mathbb{R})} ds \leq \frac{C}{t} M_0(t)^2 + \frac{C}{t^{3/2}} M_\infty(t) M_0(t).
$$

(58)
Recalling (55), (57) and (58), we deduce that for all $t \geq 2$

$$\|u(t, \cdot)\|_{L^2_\nu(\mathbb{R})} \leq \frac{C\varepsilon}{t} + \frac{C}{t} M_2(t)^2 + \frac{C}{t^{3/2}} M_\infty(t) M_2(t).$$  \hspace{1cm} (59)

Recalling (52), we conclude that $CM_2(t)^2 \leq C\varepsilon$ and $CM_2(t) M_\infty(t) \leq \frac{1}{2} M_\infty(t)$. Hence we get for all $t \geq 2$

$$M_\infty(t) = \max(\sqrt{t}, t) \|u(t, \cdot)\|_{L^2_\nu(\mathbb{R})} \leq C\varepsilon.$$ \hspace{1cm} (60)

5. **Numerical computation for the fractional PDE.** This section deals with the numerical solution of the nonlinear equation

$$u_t + u_x + \beta u_{xxx} + \frac{\sqrt{\nu}}{\sqrt{\pi}} \frac{\partial}{\partial t} \int_0^t \frac{u(s)}{\sqrt{t-s}} ds + \gamma uu_x = \alpha u_{xx},$$ \hspace{1cm} (61)

supplemented with the initial condition $u_0$. Here $\nu$ and $\alpha$ are non-negative parameters. In the following we use two methods to approximate the solution of (61). The first one is detailed in [4] and is based on the kernel representation of the solution. The second method is based on the approximation of the Riemann-Liouville half derivative using the Gear scheme [6, 11].

5.1. **The numerical schemes.** We reformulate the problem (61) as follows

$$u_t + \frac{\sqrt{\nu}}{\sqrt{\pi}} \frac{\partial}{\partial t} \int_0^t \frac{u(s)}{\sqrt{t-s}} ds = f,$$ \hspace{1cm} (62)

where $f = \alpha u_{xx} - u_x - \beta u_{xxx} - \gamma uu_x$. In the sequel, we take $x \in [0, A]$ and we work with periodic boundary conditions i.e $u_{x=0} = u_{x=A}$. The space approximation of the solutions is performed by standard Fourier methods. Since we ran the numerics with an initial data that provides us with a wave that moves from the left to the right, we expect our computations to be physically relevant until this wave reaches the right boundary.

Let us develop a first numerical scheme associated to equation (62). First we recall that the solution of (62) with initial condition $u_0$ is given by

$$u(t) = u_0 N_0(\nu t) + \int_0^t N_0(\nu(t-s)) f(s) ds = u_0 N_0(\nu t) + \int_0^t N_0(\nu s) f(t-s) ds,$$

where $N_0$ is given by (14). Let $\Delta t > 0$ be fixed time step and set $t_n = n \Delta t, \forall 0 \leq n \leq N$. Hence

$$u(t_{n+1}) - u(t_n) = u_0 (N_0(\nu t_{n+1}) - N_0(\nu t_n))$$

$$+ \int_0^{t_n} (N_0(\nu(t_{n+1} - s)) - N_0(\nu(t_n - s))) f(s) ds$$

$$+ \int_{t_n}^{t_{n+1}} N_0(\nu(t_{n+1} - s)) f(s) ds.$$ \hspace{1cm} (63)

We denote by $t_{k+\frac{1}{2}} = \frac{t_{k+1} + t_k}{2} = (k + \frac{1}{2})\Delta t$. Also let $f_{lin} = \alpha u_{xx} - u_x - \beta u_{xxx}$ the linear part of $f$ and $f_{nl} = -\gamma uu_x$ the nonlinear part of $f$. We define

$$I_n = \int_0^{t_n} (N_0(\nu(t_{n+1} - s)) - N_0(\nu(t_n - s))) f(s) ds.$$ \hspace{1cm} (64)

This is equivalent to

$$I_n = \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} (N_0(\nu(t_{n+1} - s)) - N_0(\nu(t_n - s))) f(s) ds.$$ \hspace{1cm} (65)
Subsequently we approximate the integrals in the right hand side of (65) using the following quadrature formula

\[ I_n \approx \frac{\Delta t}{2} \sum_{k=0}^{n-1} \left( N_0(\nu t_n - k + \frac{1}{2}) - N_0(\nu t_n - k - \frac{1}{2}) \right) (f(t_{k+1}) + f(t_k)). \]  

(66)

Straightforwardly, this approximation is of order 2 in time. In addition, we have

\[ \int_{t_n}^{t_{n+1}} N_0(\nu(t_{n+1} - s)) f(s) ds = \int_{t_n}^{t_{n+1}} N_0(\nu(t_{n+1} - s)) f_{\text{lin}}(s) ds + \int_{t_n}^{t_{n+1}} N_0(\nu(t_{n+1} - s)) f_{\text{ul}}(s) ds. \]

Hence it follows that

\[ \int_{t_n}^{t_{n+1}} N_0(\nu(t_{n+1} - s)) f(s) ds \approx \frac{\Delta t}{2} N_0(\frac{\nu \Delta t}{2}) (f_{\text{lin}}(t_{n+1}) + f_{\text{lin}}(t_n)) + \Delta t N_0(\frac{\nu \Delta t}{2}) f_{\text{ul}}(t_n). \]  

(67)

This approximation is of order 1 in time. We denote by \( u^n \) the approximate value of \( u(t^n) \). Recalling (63), (66) and (67) and then applying the Fourier transform in space to the solution yields

\[ \frac{\hat{u}^{n+1} - \hat{u}^n}{\Delta t} = \hat{\alpha} \left( N_0(\nu t_{n+1}) - N_0(\nu t_n) \right) \]

\[ + \frac{1}{2} \sum_{k=0}^{n-1} \left( N_0(\nu t_{n-k + \frac{1}{2}}) - N_0(\nu t_{n-k - \frac{1}{2}}) \right) (\hat{f}(t_{k+1}) + \hat{f}(t_k)) \]

\[ + N_0(\frac{\nu \Delta t}{2}) \left( \frac{1}{2} \hat{f}_{\text{lin}}(t_{n+1}) + \frac{1}{2} \hat{f}_{\text{lin}}(t_n) + \hat{f}_{\text{ul}}(t_n) \right). \]  

(68)

Hence the numerical scheme (68) is of order 1 in time due to the explicit approximation of the nonlinear term. Moreover, this scheme is semi-implicit. We note that, for a fixed initial condition \( u_0 \), we get a unique numerical solution which implies that the scheme (68) is well posed.

We propose now a second scheme based on the Gear operator. For that purpose, we follow the approach proposed in [6]. This method consists on approximating the Riemann-Liouville half derivative using the Gear operator. We give in the following an outline of the Gear scheme developed by A.-C Galucio et al. in [11]. Let \( G \) be the Gear operator defined by

\[ G = \frac{1}{\Delta t} \left[ \frac{3}{2} I - 2\delta^- + \frac{1}{2}(\delta^-)^2 \right], \]  

(69)

that approximates the first derivative of \( u \) with respect to time. Here \( \delta^- \) is a backward operator defined by \( (\delta^- u)^n = u^{n-1} \). We formally take the \( \alpha \)-derivative of (69)

\[ G^\alpha = \frac{1}{\Delta t^\alpha} \left( \frac{3}{2} \right)^\alpha \left[ I - \frac{4}{3} \delta^- + \frac{1}{3}(\delta^-)^2 \right]^\alpha. \]

Using Newton binomial formula we get

\[ G^\alpha = \frac{1}{\Delta t^\alpha} \left( \frac{3}{2} \right)^\alpha \sum_{j=0}^{\infty} \sum_{l=0}^{j} \left( \frac{4}{3} \right)^j \left( \frac{1}{4} \right)^l (-1)^j C_\alpha^j (-1)^l C_j^\alpha (\delta^-)^{j+l}, \]  

(70)
where \((-1)^j C^j_\alpha\) is given in terms of the Gamma function: 
\((-1)^j C^j_\alpha = \frac{\Gamma(j - \alpha)}{\Gamma(-\alpha) \Gamma(j + 1)}\).

Then the \(\alpha\)-derivative of \(u\) at each time \(t^n\) can be approximated by
\[
(G^\alpha u)^n = \frac{1}{\Delta t} \left(\frac{3}{2}\right)^{\alpha/2} \sum_{j=0}^{\infty} g^j_{n+1} u^{n-j},
\]
(71)

where \(g^j_{n+1}\) are rational numbers. For illustrative purposes, we present the first five \(G^\alpha\)-coefficients in Table 1 for three values of \(\alpha: \frac{1}{3}, \frac{1}{2}, \text{and} \frac{3}{4}\). As it was mentioned in [10], the Gear scheme is a three-level step algorithm, backward in time and second order accurate, for the approximation of classical time derivatives. Also, it is a first order accurate for the approximation of the half derivative. It is worth to note that numerical tests on the convergence of the Gear scheme have been performed in [11].

To write the numerical scheme associated to (61) we follow [6]. Then a proposed discretized equation in time of (61) reads
\[
\frac{u^{n+1} - u^n}{\Delta t} + \sqrt{\nu} \sqrt{\frac{3}{2}} \sum_{j=0}^{n} g^j_{n+1-j} w^{j+1/2} = \alpha u^{n+1}_{xx} - u^{n+1}_x - \beta u^{n+1}_{xxx} - \frac{\gamma}{2} (u^n)^2,
\]
(72)

where \(w^{j+1/2} = \frac{1}{2} (u^j + u^{j+1}) \forall 0 \leq j \leq n\). Applying the Fourier transform in space to (72) provides the scheme
\[
\frac{\hat{u}^{n+1} - \hat{u}^n}{\Delta t} + \sqrt{\nu} \sqrt{\frac{3}{2}} \sum_{j=0}^{n} g^j_{n+1-j} \hat{w}^{j+1/2} = \hat{u}^{n+1} (-\alpha \xi^2 - i \xi + i \beta \xi^3) - \frac{\gamma}{2} i \xi \hat{(u^n)^2}.
\]
(73)

5.2. Numerical results and discussion. Similarly to [4] and [6] we choose an initial datum \(u_0\) which provides a small amplitude and long wave KdV soliton for \(\alpha = \nu = 0, \beta = 1\) and \(\gamma = 6\). We denote by \(x_0\) the middle of the space interval then

\[
\begin{array}{c|ccc}
 j & \alpha = 1/3 & \alpha = 1/2 & \alpha = 3/4 \\
\hline
 0 & 1 & 1 & 1 \\
 1 & -\frac{1}{9} & -\frac{1}{3} & -1 \\
 2 & -\frac{7}{81} & -\frac{1}{18} & \frac{1}{12} \\
 3 & -\frac{104}{2187} & -\frac{1}{27} & -\frac{1}{108} \\
 4 & -\frac{643}{19683} & -\frac{17}{648} & -\frac{1}{96} \\
 5 & -\frac{4348}{177147} & -\frac{19}{972} & -\frac{7}{846} \\
\end{array}
\]

Table 1. The first five coefficients \(g^j_{n+1}\) of the formal power series (71).
the initial datum reads
\[ u_0(x) = 0.32 \sech^2(0.4 \ast (x - x_0)). \]  
(74)

In order to compare the approximated solutions of both schemes (68) and (73) we take an interval of length \( A = 2500 \), \( \alpha = \nu = 0.1 \), \( \beta = 0 \) and \( \gamma = 1 \). We denote by \( u_1 \) the numerical solution associated to the scheme (68) and by \( u_2 \) the numerical solution associated to the scheme (73). First we take a time step \( \Delta t = 0.1 \) so we have \( \|u_1\|_{L^2} = 0.044 \) and \( \|u_2\|_{L^2} = 0.038 \) at time \( T = 50 \). The maximum difference in \( L^2 \) norm between both solutions is equal to \( \|u_1 - u_2\|_{L^2} = 0.0066 \). If we take \( \Delta t = 0.05 \) we get \( \|u_1\|_{L^2} = 0.044 \) and \( \|u_2\|_{L^2} = 0.04 \). We see that the \( L^2 \) norm of solutions are very close. In addition, the difference between both solutions in \( L^2 \) norm decreases to \( \|u_1 - u_2\|_{L^2} = 0.0047 \). We deduce that the numerical schemes (68) and (73) are convergent.

We note that all numerical simulations presented below are solutions of the scheme (68) with the space step discretization \( h = 0.2 \) and the time step discretization \( \Delta t = 0.05 \). In the following, our purpose is to study the influence of the parameters in (68) on the asymptotical behavior of the numerical solution. Then, we aim to compare these results with those provided in [4].

In Figure 1, we observe the effects of the local and nonlocal viscous terms in the linear case (i.e when \( \gamma = 0 \)) for different values of parameters \((\alpha, \nu) = (0, 1)\), \((\alpha, \nu) = (5, 0)\) and \((\alpha, \nu) = (5, 1)\). These values describe respectively the case where we have only nonlocal viscous term, only local viscous term and finally with both terms. The numerical solutions here are provided for \( T = 100 \). We note that

**Figure 1.** Solutions at time \( T = 100 \) for different viscosity \((\nu = 0 \text{ et } 1, \alpha = 0 \text{ et } 5 \text{ et } \gamma = \beta = 0)\).
Figure 2. The ratio $R_\infty$ versus time $t$
$((\alpha, \nu)=(0, 0.1), (0.1, 0), (0.1, 0.1)), \beta = 0, \gamma = 0.$

Figure 3. The ratio $R_2$ versus time $t$
$((\alpha, \nu)=(0, 0.1), (0.1, 0), (0.1, 0.1)), \beta = 0, \gamma = 0.$
we have the same remarks as in the case with the Caputo half derivative. When 
\((\alpha, \nu) = (0, 0)\) the solution of the linear equation presents a travelling wave with
speed equal to 1. Comparing this with the case \((\alpha, \nu) = (0, 1)\), we see that the
nonlocal viscous term slows the wave down significantly and at the same time it
enlarges the wave length. In addition, comparing the results when \((\alpha, \nu) = (0, 0)\)
and \((\alpha, \nu) = (5, 0)\), we see that the nonlocal viscous term enlarges the wave length
but it does not effect the speed of the wave. Finally, we point out that when both
terms are introduced, the profile of the solution is close to that when only nonlocal
viscous term is involved. We conclude that the effect of the nonlocal viscosity is
more important than that of local viscosity.

In the following we aim to check numerically the theoretical results proved in
Theorem 2.1. Also we perform numerical simulations for cases which have not been
investigated theoretically. Moreover we compare our results to that presented in
[4] with Caputo half derivative. We investigate the decay rate of the solutions of
equation (61) in \(L^2\) norm and in \(L^\infty\) norm in a large time interval \((0, 1000)\) with
different viscous coefficients \((\nu, \alpha) = (0, 0.1), (\nu, \alpha) = (0.1, 1), (\nu, \alpha) = (0.1, 0.1),\)
where \(\beta = 0\) and \(\gamma = 0\) (linear case) and \(\gamma = 1\) (nonlinear case). We expect the
decay rate of the solution to be as \(\|u(t,.)\|_{L^2} \approx C t^{a} \) or \(\|u(t,.)\|_{L^\infty} \approx C t^{a'}\) for \(t\)
large with \(a, a' < 0\). Thus we have the following estimates on the ratios

\[
\lim_{t \to \infty} R_2 = \lim_{t \to \infty} \log \left( \frac{\|u(t+\Delta t,.)\|_{L^2}}{\|u(t,.)\|_{L^2}} \right) \left( \log \left( \frac{t+\Delta t}{t} \right) \right)^{-1} = a,
\]

\[
\lim_{t \to \infty} R_\infty = \lim_{t \to \infty} \log \left( \frac{\|u(t+\Delta t,.)\|_{L^\infty}}{\|u(t,.)\|_{L^\infty}} \right) \left( \log \left( \frac{t+\Delta t}{t} \right) \right)^{-1} = a'.
\]

It is worth to note that when the nonlocal term is not involved in the simulation,
i.e \((\nu = 0)\), our numerical results coincide with the one given in [4]. In Figure
2, we simulate the ratio \(R_\infty\) for different values of \(\nu\) and \(\alpha\). One observes that
the nonlocal dissipative term produces a larger decay rate compared with the local
dissipative term. Also we see that when \(\nu = 0.1\), the decay rate of the solution
in \(L^\infty\) norm is close to \((+1)\). However when \(\nu = 0\), the \(L^\infty\)-decay rate tends to
\((+1/2)\) and this result is expected. These results match well the theoretical results
given in Theorem 2.1. In addition, we observe that when \(\nu = 0.1\) with \(\alpha\) equal to
both 0 and 0.1 the curves of decay rates overlap each other. We point out that we
have not investigate theoretically the case with only nonlocal term, namely when
\((\nu, \alpha) = (0.1, 0)\). In Figure 3, we perform the decay rate of the solutions in \(L^2\) norm
and the results are similar. We see that when \(\nu \neq 0\) the decay rate approaches to
\((+3/4)\) and the curves overlap each other when \(\alpha\) is varying. Hence, the influence
of \(\alpha\) seems to be of smaller than that of \(\nu\). However, when \(\nu = 0\) the decay
rate approaches to \((+1/4)\). Similar numerical simulations of the decay rate of the
resulting approximated solutions are performed in Figures 4 and 5 for the nonlinear
case \((\gamma = 1)\) and where the geometric dispersion term is important \((\beta = 6)\). We
point out that there are not theoretical results available in this case. However the
results are similar.

In Figure 6 we compare numerically the solutions with the Riemann-Liouville half
derivative and with the Caputo half derivative at time \(T = 100\). We see that the
amplitude of the Riemann-Liouville solution reduces significantly comparing with
the Caputo case. However the velocity of the wave is still preserved. This result
is expected. In fact, in Theorem 2.2 the decay estimate for the Riemann-Liouville
Figure 4. The ratio $R_\infty$ versus the time $t$
\((\alpha, \nu)=(0, 1), (1, 0), (1, 1)), \beta = 6, \gamma = 1.\)

Figure 5. The ratio $R_2$ versus the time $t$
\((\alpha, \nu)=(0, 1), (1, 0), (1, 1)), \beta = 6, \gamma = 1.$
**Figure 6.** Solutions at time $T = 100$ with Caputo and Riemann-Liouville half derivatives ($\nu = 1$, $\alpha = 1$ and $\gamma = \beta = 0$).

**Figure 7.** Consistency error in $L^2$ norm versus $\Delta t$ ($T = 20$, $\alpha = 1$, $\nu = 1$, $\beta = 0$ and $\gamma = 0$).
solution is given by
\[ \max(t^{1/4}, t^{3/4}) \| u(t, \cdot) \|_{L^2_x(\mathbb{R})} + \max(t^{1/2}, t) \| u(t, \cdot) \|_{L^\infty_x(\mathbb{R})} \leq C(u_0). \]

However, in the case of the Caputo solution (see [4] Theorem 1.2) we have
\[ t^{1/4} \| u(t, \cdot) \|_{L^2_x(\mathbb{R})} + t^{1/2} \| u(t, \cdot) \|_{L^\infty_x(\mathbb{R})} \leq C(u_0). \]

In Figure 7 we present the consistency error of the numerical solution. We take \( T = 20, \alpha = 1, \nu = 1, \beta = 0 \) and \( \gamma = 0 \). We stand by “reference” solution \( u^n_{\text{Ref}} \) the numerical solution for a very small time step, namely \( \Delta t = 0.005 \). We stand by \( u^n_{\Delta t} \) the numerical solution for different values of \( \Delta t \). We define
\[ E^n(\Delta t) = \| u^n_{\text{Ref}} - u^n_{\Delta t} \|, \tag{75} \]
the consistency error in \( L^2 \) norm. We observe that this error decreases linearly with \( \Delta t \). The scheme is then of order 1 in time.

**Conclusion.** In this article, we investigate theoretically and numerically the decay rate of solutions to an asymptotical water wave model. Here the nonlocal viscous term is described by the Riemann-Liouville half derivative. We compare our theoretical and numerical results to those given in [4]. A challenging issue is to adress the global well posedness of the initial value problem. This question will be the subject of a future work.
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