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Abstract—Deep neural networks have empowered accurate device-free human activity recognition, which has wide applications. Deep models can extract robust features from various sensors and generalize well even in challenging situations such as data-insufficient cases. However, these systems could be vulnerable to input perturbations, i.e., adversarial attacks. We empirically demonstrate that both black-box Gaussian attacks and modern adversarial white-box attacks can render their accuracies to plummet. In this paper, we first point out that such phenomenon can bring severe safety hazards to device-free sensing systems, and then propose a novel learning framework, SecureSense, to defend common attacks. SecureSense aims to achieve consistent predictions regardless of whether there exists an attack on its input or not, alleviating the negative effect of distribution perturbation caused by adversarial attacks. Extensive experiments demonstrate that our proposed method can significantly enhance the model robustness of existing deep models, overcoming possible attacks. The results validate that our method works well on wireless human activity recognition and person identification systems. To the best of our knowledge, this is the first work to investigate adversarial attacks and further develop a novel defense framework for wireless human activity recognition in mobile computing research.
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1 INTRODUCTION

Human Activity Recognition (HAR) has aroused much attention in mobile computing and smart sensing research. Classic HAR technology is empowered by various Internet of Things (IoT) sensors, such as Inertial Measurement Unit (IMU) that has been equipped in most smartphones for gait counting [1]. However, it is not always convenient to employ device-based HAR, especially at smart homes, which gives birth to device-free HAR that leverages radar [2], WiFi [3] and ultrasound [4] for sensing. With the recent booming development of deep learning, fine-grained activities patterns can be extracted and recognized from device-free sensor data. For example, relying on state-of-the-art convolutional and recurrent neural networks, human gait and gesture recognition techniques are empowered using off-the-shelf WiFi devices [5], [6].

Though deep models show superior performance for device-free HAR, they require powerful computational resources, i.e., Graph Processing Unit (GPU) or Tensor Processing Unit (TPU). This situation requires users to transmit sensing data to a cloud server for deep model inference, and then results are returned to user interface via Internet. During such transmissions, sensing data could suffer from various potential adversarial attacks. Note that deep neural networks are very sensitive to these data perturbations [7]. Furthermore, even based on edge computing without transmission to cloud server, such adversarial attacks can directly happen on IoT devices due to insecure IoT operating systems and vulnerable firewalls of edge devices. These attacks can fool the deep models to obtain wrong or even hacker-defined results, leading to intractable situations in the real world [8].

Adversarial attacks have been explored in computer vision research [9], where severe consequences may be caused by these attacks for face recognition or autonomous driving systems. Random noise added to raw data is the simplest attack approach, leading to degraded performance of deep models but this can be alleviated by smoothing classifier or data augmentation [10]. However, more hazardous blind spots are adversarial examples generated by attack algorithms, which confuse model prediction or even induce deep models to generate specific wrong results, which leads to huge threats to public vision systems [11]. Researchers have developed dedicated approaches to defend different kinds of attacks for secure visual recognition algorithms [12].

Despite great progresses in computer vision [11] and natural language processing [13], there is a lack of research on data attack and defense for device-free HAR systems. It is noted that HAR systems also highly demand safety and security. For instance, in smart homes, spiteful tamper of sensing data can deceive the access control system, leading to a severe security problem. In smart buildings, illegal manipulation of massive occupancy data hinders the occupancy estimation system, increasing energy assumption or even triggering emergency equipment such as fire-fighting systems. Normally, to defend adversarial attacks, data augmentation and adversarial training help deep models
generalize well [8]. However, for deep HAR models under attack, we find that these two methods only result in a marginal improvement. Furthermore, instability of training procedure and hyper-parameter tuning bring enormous difficulties to a realistic secure deep recognition model for device-free HAR systems.

In this paper, we investigate the scenario of device-free HAR when an attacker manages to tamper sensing data by adding artificial noise during communication so that the HAR model can make wrong prediction and then interfere with downstream applications, such as the fire-fighting system mentioned above. To begin with, we study how IoT-enabled device-free HAR systems perform under different adversarial attacks. It is found that adversarial attacks have serious impact on the performances of deep HAR models. Attacks to a single sensor dimension have brought about dramatic performance dropping, and mixed attacks lead to worst performance. To enhance the attack robustness of deep models, we develop a novel method, SecureSense, which shows consistent performance for both normal and adversarial data samples with a stable training procedure. As shown in Fig. 1, the SecureSense aims to learn consistent predictions for the raw input and series of simulated attack data, achieving state-of-the-art defense performance.

The contributions of this work are summarized as follows:

- We first investigate how adversarial attacks affect the safety and security of existing deep models running at HAR systems, demonstrating their vulnerabilities by existing adversarial and the proposed bimodal attack. To the best of our knowledge, this work is the first that studies the adversarial examples and defense for device-free HAR systems.
- We propose a novel adversarial defense approach, namely SecureSense, which leverages prediction consistency between normal and adversarial examples as a regularization for better model robustness.
- We conduct extensive experiments on wireless human activity recognition and authentication systems. The SecureSense offers significant improvement of recognition accuracy with a stable training procedure, avoiding cumbersome hyper-parameter tuning process for adversarial training.

The rest of this paper is organized by five sections. Section 2.2 introduces existing IoT-enabled device-free sensing systems and conduct a preliminary research on adversarial attacks. Then we introduce our defending method in Section 3, which is followed by the experiments in Section 4. The related works are reviewed in Section 5 and we conclude the paper in Section 6.

2 SECURITY ISSUE IN DEVICE-FREE SENSING

2.1 IoT-Enabled Device-Free Sensing System

Recent IoT-enabled sensors and deep learning models have empowered accurate device-free human activity recognition. The device-free HAR sensors are mainly composed of light, ultrasound, radar and radio frequency. These HAR systems usually collect and transmit data to an embedded IoT board or a cloud server for further computations, which is vulnerable to attackers. Attackers can hack in communication system or IoT operating system to tamper sensing data. By adding some artificial noises, sensing data becomes "adversarial samples" that induces deep models to make wrong or even attacker-specified predictions, leading to misleading data in downstreaming applications of HAR. For example, the goal of the attackers could be to disturb the occupancy estimation and fire alarm system. The wrong human data can lead to more energy consumption and trigger fire-fighting systems. This paper aims to study how to
increase the model security by enhancing the prediction robustness against these adversarial samples.

Among prevailing device-free HAR systems, WiFi-based sensing leverages existing WiFi infrastructures for smart sensing, which is cost-effective. Furthermore, it extracts fine-grained Channel State Information (CSI) from Multiple Input Multiple Output (MIMO) WiFi communication links [14], and enables accurate activity or gesture recognition applications [3], [15]. Here, we set WiFi-based device-free sensing system as an example, and study how adversarial attacks affect their deep HAR models. In wireless sensing, the WiFi signals are transmitted from a transmitter to a receiver, and the CSI data reflects the propagation states of communication links such as reflection and diffraction phenomena of WiFi signals. When human activities are performed within the sensing range, specific human motions can lead to similar patterns of CSI curves. In this sense, different human activities or gestures have different CSI patterns, which can be identified by deep neural networks [6]. The CSI data is sampled from Channel Impulse Response (CIR) $h(t)$ in Orthogonal Frequency Division Multiplexing (OFDM) at the physical layer, and can be represented by

$$H_i = ||H_i||e^{j\phi_i},$$

where $||H_i||$ and $\phi_i$ are the amplitude and phase of $i$-th subcarrier. For each timestamp, we have a CSI sample that consists of 56 subcarriers at 40MHz bandwidth and 114 subcarriers at 80MHz bandwidth for one pair of antennas. Running a WiFi-based HAR system with 3 pairs of antennas at 80MHz bandwidth, we can collect activity data samples $x$ with a size of $3 \times 114 \times T$ where $T$ is the number of packets representing the time duration of an activity. $T$ normally stands for a few seconds duration with a sampling rate of 10-100Hz, and falls into [50, 500]. Since the amplitude of CSI has been sufficient for HAR, only amplitude modality is utilized in this paper.

To recognize the CSI data, a deep neural network $h(x)$ parameterized by $\theta_h$ is constructed for activity recognition by an aggregation of various layers including convolutional layers, fully-connected layers, pooling layers, etc. The output of $h(x)$ is the predicted activity category $\hat{y}$ in the label space $Y = 1, 2, 3, \ldots, K$ where $K$ is the number of recognizable human activities. After training the model $f(x)$ using massive labeled data $\{x_i, y_i\}_{i=1}^N$ where $N$ is the number of data samples, we obtain an accurate deep HAR model by optimizing the activity classification loss w.r.t. the model parameters $\theta_h$.

### 2.2 Adversarial Attacks for Device-Free HAR Systems

The existence of adversarial examples can be caused by linear behavior of deep models in high-dimensional space, though they have strong capacity of fitting non-linear data [11]. For a CSI data sample $x \in \mathbb{R}^M$ and a perturbation $\zeta \in \mathbb{R}^M$, an adversarial example $\tilde{x}$ is constructed by

$$\tilde{x} = x + \zeta.$$  

(2)

Feeding such an adversarial example into a linear layer $\phi(x) = w^T x + b$, we obtain

$$w^T \tilde{x} = w^T x + w^T \zeta.$$  

(3)

Obviously, the activation of $\phi(x)$ is increased by $w^T \zeta$. Though each element in $\zeta$ might be small, $w^T \zeta$ can sum up these perturbations and make a tremendous difference to the activation, especially for high dimensional space with a large $M$. In wireless sensing, the data dimension ranges in $3 \times 114 \times T$ where $T \in [50, 500]$. Ultrasound and radar HAR systems also come with high-dimensional data spaces [2]. Therefore, it is noticeable that such high dimensional HAR data could be vulnerable to adversarial examples.

#### 2.2.1 Bimodal Attack

Adversarial examples can be generated by either black-box or white-box strategy. Black-box attack refers to the attacker who cannot access to the machine learning model, while white-box attack is conducted by leveraging the parameters of the model. Here we propose a new attack scheme, namely bimodal attack, which integrates both black-box and white-box strategies. Bimodal attack is based on perturbations on sensing data via Gaussian noise and adversarial training, and it shows more harmful for HAR tasks.

To develop bimodal attack, we first introduce Gaussian Noise (GN) attack. Directly adding random noise to data is a simple approach of generating adversarial examples. Let the perturbation $\zeta$ follow the Gaussian distribution with mean $\mu$ and standard deviation $\sigma$, i.e., $\zeta \sim \mathcal{N}(\mu, \sigma^2)$. The perturbed CSI data $\tilde{x}$ can effectively degrade the deep HAR models. Since the model $h(x)$ is not required to generate adversarial examples, GN attack is regarded as a black-box attack strategy.

If the attacker has access to the HAR model or the training data, then the white-box attack strategy is more effective. Here we introduce the famous Fast Gradient Sign Method (FGSM) [11], a simple yet effective method to deceive deep models. Let $L(x, y; \theta_h)$ be the classification loss to train the HAR network $f(x)$. An optimal max-norm constrained perturbation is obtained by

$$\zeta = \epsilon \text{sign} (\nabla_x L(x, y; \theta_h)),$$

(4)

where $\nabla$ is the partial derivative of $L(x, y; \theta_h)$ to $x$. The gradient is easily obtained by backpropagation when training the neural network $h(x)$. In computer vision, it is observed that a small $\epsilon$ can easily degrade the performance of deep HAR models which could be even lower than the accuracy of random guess. In our evaluation, similar situation happens to wireless HAR systems.

Since GN and FGSM attacks affect deep HAR models from two different perspectives, combining two attacks should have a more harsh impact. Relying on this idea, we propose the bimodal attack that aggregates the FGSM and GN attacks in a cascade fashion. In bimodal attack, the FGSM is first applied and then GN will be superposed to each entry value of the input matrix, as defined by

$$\zeta = \Psi_N + \epsilon \text{sign} (\nabla_x L(x, y; \theta_h)),$$

(5)

where $\Psi_N$ denotes a random variable that follows the Gaussian distribution. It is discovered that our bimodal attack is more difficult to defend as due to the mixture of white-box and black-box attacks.
2.2.2 Antenna Level Attack
The HAR sensing data has two dimensions – sensor dimension and time duration. The time duration is flexible for this kind of applications via sliding window, while the sensor dimension is intrinsic to various sensors. For instance, IMU sensor records three axes of accelerations. The WiFi sensor depends on the number of antennas and subcarriers. In this sense, we explore whether the aforementioned attacks to only a part of sensor dimensions can deteriorate the recognition models. For wireless sensing, we propose the Antenna-Level (AL) attack and Subcarrier-Level (SL) attack that perturbs the input sample in the antenna and subcarrier level, respectively. The attack perturbations are added to a single subcarrier or an antenna, and we will investigate whether such partial attack is harmful to the model.

2.3 Existing Solutions and Challenges
For device-free HAR systems such as wireless sensing as shown in Fig. 1, attackers can falsify the sensing data from two fragile points, the IoT system board or the communication link. Since the IoT security has always been a severe issue [16], attackers can hack into the IoT system and modify the data or the on-board model, which can incur whitebox attacks, such as FGSM attack. Furthermore, when the data is transmitted to cloud server or other computational device, the communication link could be vulnerable due to some lightweight but insecure IoT communication protocol, thus vulnerable to black-box attacks, such as GN attack.

To defend FGSM or GN attacks, adversarial training is an effective approach that simulates the perturbations of attacks and augments the input data during model training. Though adversarial training has shown promising defense performance [11], it still has the following limitations that make it hard to use for device-free HAR systems in the real world:

1. The hyper-parameters in GN and FGSM attacks are unknown for the defender. The attacker can build batches of different adversarial examples by simply changing the hyper-parameters, i.e., $\mu$, $\sigma$, and $\epsilon$ in GN and $\epsilon$ in FGSM. However, the defender is not aware of these hyper-parameters for adversarial training, and maximizing the range of these hyper-parameters is quite time-consuming.
2. Adversarial training brings difficulties to the convergence of model training. When minimizing the training loss of adversarial examples, it hinders the original task loss minimization, often leading to underfitting. This can be tackled by manual tuning of adversarial training, but this decreases the availability of such defense especially for unmanned systems.
3. The defense capacity of adversarial training is quite limited, especially for the bimodal attack or AL attack.

To deal with these challenges summarized by observations of adversarial defense on wireless HAR, we develop a generic framework, SecureSense, which is able to defend GN, FGSM, bimodal and AL attacks, while converging stably without the need of manual hyper-parameter tuning.

3 SecureSense: Improving Robustness for Wireless Sensing
As discussed in Section 2.2, device-free HAR systems are vulnerable to both white-box and black-box attacks. The objective of our SecureSense framework is to confer a significant reduction in a deep HAR model’s vulnerability to adversarial examples. Denote $h(x)$ as a deep HAR recognition model for wireless CSI data. In modern deep models, $h(x)$ consists of a feature extractor $f(x)$ and a classifier $g(x)$ parameterized by $\theta_f$ and $\theta_g$, respectively.

3.1 Supervised Representation Learning
To enable the deep model $h(x)$ to recognize $K$ categories of human activities, it is indispensable to conduct supervised learning on normal sensing data. This is achieved by minimizing the cross-entropy loss

$$L_{ce}(x, y) = -E_{(x, y)} \sum_k \left[ \log \left( \frac{\phi(g(f(x)))}{\phi(y = k)} \right) \right].$$

where $\phi(\cdot)$ is the softmax function, and $\left[ \phi(y = k) \right]$ means a 0-1 function that outputs 1 for the correct category $k$. By backpropagation, the feature extractor $f(x)$ can learn a discriminative latent space for $K$ categories, and the classifier $g(x)$ offers a good decision boundary in the feature space. From this perspective, adversarial examples are generated by perturbing the vulnerable examples near the decision boundary. In this sense, the perturbation makes a spurious sample by pushing it across the classification boundary, successfully deceiving the model $h(x)$.

3.2 Adversarial Examples Generation
Normal adversarial training for defense leverages adversarial examples as a way of data augmentation or feature augmentation, such as stability training [17]. Deep neural network can thus increase its robustness by having seen these examples before and learned their adversarial distributions. According to the definition of GN and FGSM attacks, we construct the adversarial examples by

$$\tilde{x}_{GN} = x + \epsilon \Psi_N,$n

$$\tilde{x}_{FGSM} = x + \epsilon \text{sgn}(\nabla_x L(x; y; \theta_h)),$n

where $\epsilon$, $\tau$ denote the attack level, and $\tilde{x}_{GN}$ and $\tilde{x}_{FGSM}$ are the adversarial examples of GN and FGSM attack, respectively. Directly adding them into training dataset as augmentation can improve the model robustness, but it raises the challenges mentioned in Section 2.3, rendering such augmentation hard to work well in practice.

3.3 Consistency Learning
In our method, we enforce the model to generate consistent predictions for the original sample $x$ and its adversarial variations $\tilde{x}_{adv}$. Such objective helps model to adjust its decision boundary to defend adversarial attack. Denote $p(y|x; \theta_h)$ as the predicted probability of an input sample $x$ by the model $h(x)$, which is calculated by

$$p(y|x; \theta_h) = \phi(g(f(x))).$$
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Then for the original data sample $x_{ori}$ and its simulated adversarial examples $\tilde{x}_{adv}$, the model outputs their corresponding probabilities $p(y|x_{ori}; \theta_h)$ and $p(y|\tilde{x}_{adv}; \theta_h)$.

Considering $N_{adv}$ types of adversarial examples $\{\tilde{x}^j_{adv}\}_{j=1}^{N_{adv}}$, we denote their probabilities as $p^j_{adv} = p(y|\tilde{x}^j_{adv}; \theta_h)$, and the probability of the original sample as $p_{ori} = p(y|x_{ori}; \theta_h)$. The SecureSense aims to generate consistent predictions. The simplest way is to minimize the cross-entropy loss between the ground truth label $y$ and all probabilities of adversarial examples, but this is hard to optimize due to the hard label. In empirical study, it is found that conflicts of training objectives may occur for the original and adversarial classification loss. A feasible method is to minimize the sum of the Kullback–Leibler (KL) divergences between each possible pairs of $p_{ori}$ and $p^j_{adv}$, which softly reduces the prediction disparity and is leveraged for model robustness enhancement such as adversarial log pairing [18]. The KL divergence between two probabilities $p(x)$ and $q(x)$ is calculated by

$$D_{KL}(p||q) = \int x p(x) \log \frac{p(x)}{q(x)} dx.$$  \hspace{1cm} (10)

Nevertheless, in this case, the number of KL loss terms will increase dramatically to $N_{adv} + \binom{N_{adv}}{2}$ as the types of adversarial examples increase. It is difficult to optimize a number of KL losses, which also results in enormous computations and unstable training procedure [18]. To deal with this problem, we employ the Jensen-Shannon (JS) Divergence [19] that aims to attain consistency between the mean probabilities and each probability.

Toward this end, we first compute the mean probabilities $\bar{p}$ across the original and adversarial examples by

$$\bar{p} = \frac{1}{N_{adv} + 1} \left( \sum_{j=1}^{N_{adv}} p^j_{adv} + p_{ori} \right).$$  \hspace{1cm} (11)

Then we calculate the JS divergence loss among the probabilities of all types of adversarial examples and the original example

$$\mathcal{L}_{JS}(x_{ori}, \tilde{x}^1_{adv}, \ldots, \tilde{x}^{N_{adv}}_{adv}) = \text{JS}(p_{ori}, p^1_{adv}, \ldots, p^{N_{adv}}_{adv})$$

$$= \frac{1}{N_{adv} + 1} \left( D_{KL}(p_{ori}||\bar{p}) + \sum_{j=1}^{N_{adv}} D_{KL}(p^j_{adv}||\bar{p}) \right).$$  \hspace{1cm} (12)

The number of loss terms is $N_{adv} + 1$ and it can be trained effectively in a stable manner due to the usage of a smoother term $\bar{p}$. By minimizing the JS divergence loss, our SecureSense is able to make consistent predictions for the original data sample and various adversarial examples.

The overall learning objective of the SecureSense is formulated as

$$\min_{\theta_f, \theta_g} \mathcal{L}_{ce} + \mathcal{L}_{JS}(x_{ori}, \tilde{x}^1_{adv}, \ldots, \tilde{x}^{N_{adv}}_{adv}).$$  \hspace{1cm} (13)

Two losses are jointly optimized by backpropagation as a multi-task learning.

### 3.4 Algorithm Summary

The training procedure of the SecureSense is summarized in Algorithm 1. The SecureSense framework is a proactive defense algorithm that prevents potential attacks in the phase of model training. In SecureSense, we generate multiple kinds of adversarial examples by the vanilla model and leverages our consistency loss for augmentation. When our model achieves convergence, the model is robustness to adversarial perturbations. Empirically we find that the convergence is usually stable in the experiments. For a specific HAR application such as WiFi-based HAR, we consider FGSM and GN attacks in our algorithm. After initialization, we first calculate the gradients with respect to the original input by minimizing the cross-entropy loss. Then the gradients are used to generate FGSM adversarial examples, and GN adversarial examples are simulated by adding a Gaussian noise. Feeding these into the deep model, we can minimize the multi-task loss in Eq. (13) by backpropagation and eventually obtain the robust model parameters $\theta_h$. As the multi-task loss is an average of the symmetric KL-divergence, it has the same computational complexity as the cross-entropy for one sample. With FGSM and GN augmentation, the whole training procedure takes around three times as long as the vanilla training. After the model is trained, the SecureSense does not introduce any computations in the inference phase. It is noteworthy that the SecureSense can leverage existing adversarial attacks to defend unknown attack type (i.e., the proposed bimodal attack) and classic attacks with unknown parameters (i.e., $\epsilon, \mu, \sigma$) by means of consistency learning, which will be validated in the experiments.

**Algorithm 1. SecureSense Training**

- **Module:** a deep HAR model $h(x)$ composed of a feature extractor $f(x)$, a classifier $g(y)$,
- **Input:** $x_{ori}, \tilde{x}^1_{adv}, \ldots, \tilde{x}^{N_{adv}}_{adv}$
- **Output:** the model parameters $\theta_h$.

1: BEGIN:
2: Initialize $h(x)$ with $\theta_h$;
3: while epoch < total epoch do
4:    Update $\theta_h$ by minimizing $\mathcal{L}_{ce}$
5:    $\tilde{x}_{FGSM} \leftarrow x + \sigma \epsilon \text{sgn}(\nabla_x L(x, y; \theta_h))$
6:    $\tilde{x}_{GN} \leftarrow x + \epsilon \mathcal{N}_N$
7:    $p(y|x_{ori}; \theta_h) \leftarrow \sigma(g(f(x_{ori})))$
8:    $p(y|\tilde{x}_{FGSM}; \theta_h) \leftarrow \sigma(g(f(\tilde{x}_{FGSM})))$
9:    $p(y|\tilde{x}_{GN}; \theta_h) \leftarrow \sigma(g(f(\tilde{x}_{GN})))$
10:    $\tilde{p} \leftarrow (p(y|x_{ori}; \theta_h) + p(y|\tilde{x}_{FGSM}; \theta_h) + p(y|\tilde{x}_{GN}; \theta_h))/3$
11:    Update $\theta_h$ by minimizing $\mathcal{L}_{ce} + \mathcal{L}_{JS}$
12: end while
13: END.

### 4 EXPERIMENT

#### 4.1 Experiment Setup

**System Design.** We build the wireless HAR system based on an IoT-enabled CSI sensing platform [3] that consists of two TP-Link N750, one as a transmitter and the other as a receiver. Three pairs of antennas are leveraged and the system operates with 40MHz bandwidth on 5GHz. The Athetos CSI tool is able to report 114 subcarriers of CSI data for each timestamp [14]. We collect two datasets including a Human Activity Recognition (HAR) dataset and a gait dataset for Human Identification (HID) dataset. Each data...
The network design is shown in Fig. 2. The layout of the experiment environment in the lab.

sample is a matrix with a size of $3 \times 114 \times 500$. For the HAR dataset, six categories of human activities are collected including running, walking, falling down, boxing, circling arms, and cleaning floor. The sample number of each category is 400. The environment for data collection is shown in Fig. 2. For the HID dataset, we collect the CSI gait samples of 12 volunteers. The volunteer is asked to walk through the Line-of-Sight (LoS) path of two WiFi devices from different angles and both directions, and we record 60 sample for each volunteer. Two datasets are split into the training and testing set by the ratio of 8:2.

**Implementation Details.** The network design is shown in Table 1 where the feature extractor $f(x)$ is a convolutional neural network and the classifier $g(x)$ only consists of fully-connected layers. Such a typical network can achieve high accuracy on the proposed dataset, which is sufficient for our evaluation under adversarial attacks. We prototype the SecureSense on a server with two NVIDIA RTX 2080Ti GPUs for evaluation. The PyTorch framework is utilized for implementation. The details of various attacks have been introduced in Section 2.2. For the hyper-parameters $c, \mu, \sigma$, they are specified for different settings of evaluation in the rest of the paper. All the networks are optimized by a mini-batch Adam with a learning rate of 0.01 and a momentum of 0.9. We apply a total epoch of 100 and a batch size of 128 to guarantee sufficient training iterations for the HAR and HID tasks.

**Evaluation Metrics and Baselines.** To compare the model performance under different levels of adversarial attacks, we report the classification accuracy of the model under the $m$-th setting of the $n$-th type of attack as $E_{m}^{n}$, and also report the mean accuracy cross all settings as $\bar{E}^{n} = \frac{1}{m} \sum_{i=1}^{m} E_{i}^{n}$ that evaluates the model robustness to a specific attack. We compare our method with the original model without any augmentation, regarded as the baseline model, and the adversarial training methods based on different augmentation losses [11], [18], Defense-GAN [20], MagNet [21], and Collaborative Multi-Task Training (CMT) [22]. In the experiment tables, we denote AdvT as the adversarial training, $L_{y}, L_{C}, L_{F}$ as the cross-entropy loss in terms of the original sample, GN examples and FGSM examples. The adversarial training works with either or both of $L_{C}$ and $L_{F}$. The Defense-GAN leverages the powerful generative adversarial network to model the unperturbed distributions and eliminates adversarial changes from adversarial examples [20]. The MagNet captures the manifold of normal examples and move adversarial samples to the normal manifolds [21]. The CMT incorporates label pairs into feature learning and deals with various attacks successfully [22]. Since our method is also based on adversarial training, we compare SecureSense with all settings of AdvT on all tasks, and other baselines are evaluated on HAR tasks.

### TABLE 1

| Layer Index | Feature Extractor $f(x)$ | Label Predictor $g(x)$ |
|-------------|--------------------------|------------------------|
| input       | CSI data: $3 \times 114 \times 500$ | 128 dense |
| 1           | Conv 32×(15,23), stride 9, ReLU |  |
| 2           | Conv 32×(3,7), stride 1, ReLU | 6 dense, softmax |
| 3           | Max-pool (1,2), stride (1,2) |  |
| 4           | Conv 64×(3,7), stride 1, ReLU |  |
| 5           | Conv 96×(3,7), stride 1, ReLU |  |
| 6           | Max-pool (1,2), stride (1,2) |  |

For Conv $A \times (H,W)$, $A$ denotes the channel number, and $(H,W)$ represents the height and width of the operation kernel. This applies to all Convolution (Conv) and Max-pooling (Max-pool) layers.

### TABLE 2

| Method | $\tau$ | Mean |
|--------|--------|------|
| Baseline | 0 | 96.6 95.1 94.7 93.6 91.3 76.9 51.9 85.7 |
| AdvT ($L_{y}, L_{C}$) | 0.1 | 93.9 95.8 94.7 94.7 94.7 93.9 92.4 94.3 |
| AdvT (All) | 0.2 | 95.8 95.8 94.7 95.8 93.9 86.0 79.5 91.6 |
| AdvT ($L_{C}, L_{F}$) | 0.3 | 91.7 92.8 93.2 93.6 93.9 93.9 93.9 93.3 |
| AdvT ($L_{y}, L_{F}$) | 0.5 | 98.1 98.1 92.8 87.1 68.9 51.9 44.3 77.3 |
| MagNet [21] | 0.1 | 96.7 95.3 95.8 94.7 93.9 92.4 94.7 |
| CMT [22] | 0.2 | 96.3 95.8 94.7 96.8 94.7 89.1 81.7 92.7 |
| Defense-GAN [20] | 0.3 | 96.6 97.1 98.1 94.7 98.1 98.1 94.7 96.8 |
| SecureSense | 0.4 | 98.1 98.9 99.2 99.6 99.6 99.6 95.8 98.7 |

### 4.2 Overall Evaluation

#### 4.2.1 Evaluation on HAR Dataset

We first evaluate the proposed method and compare it with the adversarial training methods on HAR dataset. The evaluation here is to fix the noise weights $\tau, \epsilon$ for training and testing. For the GN attack, the noise weight $\tau$ is set to $[0,0.1,0.2,0.3,0.5,1.0,2.0]$, while for the FGSM attack, the weight $\epsilon$ is set to $[0.0,0.05,0.1,0.15,0.2,0.25,0.3]$. For the bimodal attack, we set 7 attack levels based on the ordered combination of the range list of $\tau$ and $\epsilon$. As shown in Table 2, the SecureSense outperforms all other methods, achieving an amazing average accuracy of 98.7%. As the noise level $\tau$ increases, the accuracies of all methods decrease, but our method still shows strong performance with nearly no negative effect. Such decreasing degree is even worse for FGSM attack, as shown in Table 3. With a small $\epsilon = 0.1$, the accuracy of the baseline HAR model drops from 96.6% to 35.6%. The FGSM attack can even deteriorate the model performance to
an extremely low value that is worse than the random guess, i.e., 4.3% for the baseline model at $\epsilon = 0.3$. To make matters worse, adversarial training seems not to work well. It is observed that AdvT with $L_y$, $L_G$ can help improve the model performance to 94.3% for evaluation under GN attack, but this does not apply to the FGSM situation. For AdvT with $L_y$, $L_F$, it only achieves 58.3% for FGSM attack with $\epsilon = 0.3$. In comparison, the proposed SecureSense significantly surpasses all other methods, achieving a mean accuracy of 92.6%. Though the state-of-the-art defense methods show improvements, our method still outperforms MagNet, CMT and Defense-GAN by 25.4%, 10.1% and 3.1%, respectively. For the bimodal attack as shown in Table 4, most of the AdvT methods fail to defend the high-level attacks. It is obvious that the mixture of both attacks brings more challenges to the deep HAR models. Our method still gains a superior accuracy of 92.3% in average, surpassing the second place model by 11.0%. Furthermore, for the most difficult case at “attack level 6”, our model can achieve an accuracy of 84.5%, outperforming the best comparative model (CMT) by around 18%. It is observed that the performance of Defense-GAN decreases by 8.4% under bimodal attack, which indicates that GAN-based defense approach may not overcome mixtures of attack categories. Whereas, our method and CMT still achieve consistent results in this challenging scenario.

### 4.2.2 Evaluation on HID Dataset

Based on the same setting, we further evaluate the model on HID dataset with more classes but less training samples.

### TABLE 3
Accuracy (%) on HAR Dataset Under FGSM Attack

| Method       | $\epsilon$ | Mean |
|--------------|------------|------|
| Baseline     | 0.05       | 96.6 |
| AdvT ($L_y$, $L_G$) | 0.1      | 79.3 |
| AdvT (All)   | 0.15       | 95.8 |
| AdvT ($L_y$, $L_F$) | 0.2      | 91.7 |
| AdvT (All)   | 0.25       | 98.1 |
| MagNet [21]  | 0.3        | 96.7 |
| CMT [22]     | 0.3        | 96.3 |
| Defense-GAN [20] | 0.3      | 98.6 |
| SecureSense  | 0.3        | 98.1 |

### TABLE 4
Accuracy (%) on HAR Dataset Under Bimodal Attack

| Method       | Attack Level | Mean |
|--------------|--------------|------|
| Baseline     | 0            | 96.6 |
| AdvT ($L_y$, $L_G$) | 1      | 79.3 |
| AdvT (All)   | 2            | 95.8 |
| AdvT ($L_y$, $L_F$) | 3      | 91.7 |
| AdvT (All)   | 4            | 98.1 |
| MagNet [21]  | 5            | 96.7 |
| CMT [22]     | 6            | 96.3 |
| Defense-GAN [20] | 6      | 98.6 |
| SecureSense  | 6            | 98.1 |

### TABLE 5
Accuracy (%) on HID Dataset Under GN Attack

| Method       | $\tau$ | Mean |
|--------------|--------|------|
| Baseline     | 0.05   | 91.2 |
| AdvT ($L_y$, $L_G$) | 0.1    | 78.4 |
| AdvT (All)   | 0.15   | 90.1 |
| AdvT ($L_y$, $L_F$) | 0.2    | 82.1 |
| AdvT (All)   | 0.25   | 91.0 |
| SecureSense  | 0.3    | 95.8 |

### TABLE 6
Accuracy (%) on HID Dataset Under FGSM Attack

| Method       | $\epsilon$ | Mean |
|--------------|------------|------|
| Baseline     | 0.05       | 91.2 |
| AdvT ($L_y$, $L_G$) | 0.1      | 78.4 |
| AdvT (All)   | 0.15       | 90.1 |
| AdvT ($L_y$, $L_F$) | 0.2      | 82.1 |
| AdvT (All)   | 0.25       | 91.0 |
| SecureSense  | 0.3        | 95.8 |

### TABLE 7
Accuracy (%) on HID Dataset Under Bimodal Attack

| Method       | Attack Level | Mean |
|--------------|--------------|------|
| Baseline     | 0            | 91.2 |
| AdvT ($L_y$, $L_G$) | 1      | 78.4 |
| AdvT (All)   | 2            | 90.1 |
| AdvT ($L_y$, $L_F$) | 3      | 82.1 |
| AdvT (All)   | 4            | 91.0 |
| SecureSense  | 6            | 95.8 |

The gait activities across people are similar, which leads to more difficulties. The results are alike to those of HAR dataset for FGSM and bimodal attack. The SecureSense attains the state-of-the-art performances as shown in Tables 5, 6 and 7. Furthermore, it is demonstrated that the SecureSense achieves more stable and consistent results for all noise level $\tau$, $\sigma$, while the AdvT methods perform poorly for large noise levels. Compared to the results on HAR dataset, the improvement margin increases, which indicates that our SecureSense has better robustness for tough datasets with more activity classes.

### 4.2.3 Findings and Discussions

We also have some interesting findings based on the evaluations on two datasets and multiple experimental settings:

1. The SecureSense not only enhances the capacity of model defense, but also improves the vanilla model performance without attacks. It is seen that the SecureSense shows better results than the baseline models when $\tau = 0$ and $\epsilon = 0$. Such incremental effect also applies to adversarial training. Learning
The fixed number and values of hyper-parameters $\tau, \epsilon$ in defense and attack might not conform with the real world cases, since defender cannot know these settings defined by attacker, and attacker can specify multiple distinct settings for adversarial attack. In this sense, we simulate this situation by a more challenging evaluation. In this experiment, the $\tau$ and $\epsilon$ for defender and attacker are randomly generated for each training epoch and each testing attack run. This is to say – the hyper-parameters $\tau, \epsilon$ for training the model is absolutely different from those for the testing phase.

### 4.3 Evaluation on Random Attack Cases

The fixed number and values of hyper-parameters $\tau, \epsilon$ in defense and attack might not conform with the real world cases, since defender cannot know these settings defined by attacker, and attacker can specify multiple distinct settings for adversarial attack. In this sense, we simulate this situation by a more challenging evaluation. In this experiment, the $\tau$ and $\epsilon$ for defender and attacker are randomly generated for each training epoch and each testing attack run. This is to say – the hyper-parameters $\tau, \epsilon$ for training the model is absolutely different from those for the testing phase.

We employ a continuous uniform distribution $U(0, 2)$ and $U(0, 0.3)$ to generate random $\tau$ and $\epsilon$, respectively. Extensive experiments are conducted on the HAR dataset, and the results across five runs with random seeds are shown in Table 8. It is seen that the realistic attacks are harder to tackle, leading to more degrading performance to baselines and adversarial training approaches. In Table 2, most models achieve over 80% accuracy for the situation under GN attack, but the performance gets worse for the random $\tau$. The similar phenomena are observed for FGSM attack. For bimodal attack, we can see that the SecureSense attains a mean accuracy of 92.8%, outperforming the second place AdvT by over 15%. These results demonstrate that our approach is robust to complicated real-world attacks.

#### 4.4 Evaluation on Local Attack

We also investigate the proposed local attack at the antenna or subcarrier level. It is found that the local GN attack is too weak, so we only conduct experiments on AL and SL attack via FGSM adversarial examples. All the models are trained as the same setting as Section 4.2.2. As shown in Table 9, the SL attack does not obviously decrease the model performance. The reason is that the subcarrier-level perturbation is too small to threat the model. If we enlarge this perturbation to the antenna level, it is shown that the baseline has a decreasing performance of 71.7%. The best AdvT method improves it by 5.1%, while our method achieves a better accuracy of 84.2%, which demonstrates the superiority of the SecureSense. Apart from the performance comparison, we also come to a conclusion from the attacker perspective: multi-view HAR system is more robust to local attacks. Even though sensors are partially contaminated, deep models can still make correct predictions based on clean ones. For example, there exist massive subcarrier sensors in wireless sensing, and each subcarrier gives a spatial description.

### Table 8

| Attack        | Method      | Runs | Mean |
|---------------|-------------|------|------|
| GN Attack     | Baseline    | 76.9 | 77.1 |
|               | AdvT ($L_p, L_G$) | 94.7 | 92.9 |
|               | AdvT (All)  | 87.1 | 88.2 |
|               | AdvT ($L_G, L_F$) | 39.4 | 36.2 |
|               | AdvT ($L_p, L_F$) | 93.2 | 94.4 |
|               | SecureSense | 98.5 | 98.4 |
| FGSM Attack   | Baseline    | 33.7 | 30.1 |
|               | AdvT ($L_p, L_G$) | 82.6 | 84.1 |
|               | AdvT (All)  | 81.8 | 82.3 |
|               | AdvT ($L_G, L_F$) | 79.9 | 79.2 |
|               | AdvT ($L_p, L_F$) | 41.3 | 43.3 |
|               | SecureSense | 94.7 | 94.0 |
| Bimodal Attack| Baseline    | 37.5 | 33.3 |
|               | AdvT ($L_p, L_G$) | 79.2 | 77.5 |
|               | AdvT (All)  | 78.4 | 77.1 |
|               | AdvT ($L_G, L_F$) | 34.1 | 36.2 |
|               | AdvT ($L_p, L_F$) | 48.5 | 46.8 |
|               | SecureSense | 93.6 | 92.8 |
of human activities. In this fashion, multiple subcarriers offer multi-view data, which is robust to local attack.

4.5 Analytics

4.5.1 Training Stability
To evaluate the training stability, we use SGD and Adam optimizer with an initial learning rate ranging from 0.1 to 0.001. We discover that the SecureSense can stably converge across multiple runs, but the AdvT cannot. Actually, to obtain the results for the previous comparison, we make efforts to tune the hyper-parameter, i.e., the trade-off between $\mathcal{L}_G, \mathcal{L}_F$. In Fig. 3, we visualize the training losses of our method and a stable case of the AdvT. It is discovered that the cross-entropy loss of FGSM examples are hard to optimize due to the fact that FGSM examples are generated for each epoch dynamically. Such variances of loss may lay a negative impact on the optimization of other losses, hindering the convergence. In contrast, the JS loss in our method has lower values than $\mathcal{L}_F$, and it does not affect the optimization procedure empirically.

4.5.2 Attack Sample Visualization
We visualize the raw data and the perturbed data of the same example in HID dataset as shown in Table 10. In the human view, the example under GN attack is obviously different from the raw example, and the situation is worse for the one under bimodal attack. The FGSM example cannot be distinguished from the raw example due to the slight changes induced by FGSM and a super small $\epsilon$. However, the FGSM example is quite harmful to model performance. The visualization reminds us that simply comparing two examples cannot be a good defense strategy for adversarial attack.

4.5.3 Manifold Visualization
To study how adversarial attacks affect deep models, we apply t-SNE [23] to the feature space of the baseline model and the SecureSense. As shown in Fig. 4, the top and bottom figures show the feature space of the baseline and our method in terms of different attack levels. The FGSM attacks are conducted, and the four columns represent $\epsilon = 0.05, 0.1, 0.15, 0.2$, respectively. It is seen that the FGSM

| Attack       | Method             | $\epsilon$ | Mean   |
|--------------|--------------------|------------|--------|
|              |                    | 0  | 0.05 | 0.1 | 0.15 | 0.2 | 0.25 | 0.3 |
| Subcarrier   | Baseline           | 90.8 | 90.8 | 90.7 | 90.7 | 90.7 | 90.5 | 90.3 | 90.6 |
|              | AdvT ($\mathcal{L}_G, \mathcal{L}_F$) | 89.2 | 89.2 | 89.2 | 89.2 | 89.2 | 89.2 | 88.8 | 89.1 |
|              | SecureSense        | 95.8 | 95.8 | 95.8 | 95.8 | 95.8 | 95.8 | 95.8 | 95.8 |
| Antenna      | Baseline           | 90.8 | 85.9 | 79.5 | 75.3 | 71.6 | 69.6 | 68.5 | 76.8 |
|              | AdvT ($\mathcal{L}_G, \mathcal{L}_F$) | 89.2 | 83.9 | 92.9 | 91.0 | 88.5 | 85.7 | 82.4 | 90.0 |
|              | SecureSense        | 95.8 | 94.0 | 92.9 | 91.0 | 88.5 | 85.7 | 82.4 | 90.0 |

TABLE 10
Raw and Adversarial WiFi CSI Examples
attacks can confuse the feature learning. As \( \sigma \) increases, the samples of the same class become separate, and their clusters get loose. For the baseline method without any defense, there does not exist sufficient margin for the boundary between two classes. Compared to the baseline, the SecureSense can still preserve important structures of samples in the manifold, which allows the classifier to learn a robust decision boundary.

4.6 Discussions
Based on the findings, we can discover how the proposed approach addresses the three challenges in Section 2.3:

- **Our method generalize well under attacks with unknown settings, addressing the hyper-parameter issue.** Based on the results in Section 4.3, the proposed method achieves superior results for 5 independent runs with unknown hyper-parameters of three types of attacks. This validates that the SecureSense is robust to the hyper-parameters in the three attack types. In comparison, the adversarial training methods fail in most random attacks.

- **The SecureSense can easily achieve convergence with the novel consistency loss.** As shown in Fig. 3 and demonstrated in all tables, the training of our method is smooth with fast convergence, and the improvements are consistent for various settings and datasets.

- **The SecureSense enhances the defense capacity even in hard situations such as mixtures of attacks.** The evaluation results show that the comparative methods show decreasing improvement in hard situations, i.e., under bimodal attack. Whereas, our approach still brings robust improvement, showing the better defense capacity to adversarial examples.

5 RELATED WORK

5.1 Device-Free HAR Systems
Device-free HAR systems leverage various environment sensors to passively collect human motion patterns, including [2], WiFi [3], [24], LED light [25] and ultrasound [4]. They overcome the shortcomings of device-based HAR systems, e.g., IMU, since device-free HAR systems do not require users to carry a specific sensors. Despite convenience, HAR via device-free sensors is more difficult, as the surrounding environment may change continuously and bring about noises that hinder the HAR task [26]. Thanks to the progress of deep learning, subtle patterns can be extracted and recognized even under difficult circumstances [27]. Chen et al. propose an attentive recurrent network to recognize human activities based on CSI. Shi et al. propose a matching network for robust HAR, trained with only one sample of each activity [28]. Environment dependencies are removed by domain-invariant training [4]. The environment-independent HAR model can be compressed to work at the edge device via MobileDA [29]. Apart from deep models, signal processing approaches are good at detecting periodic vital sign or gait activities, e.g., heartbeat and respiration [30], [31].

5.2 Security of HAR Systems
Regardless of HAR models, device-free HAR systems are vulnerable to adversarial attacks. The sensing data can be maliciously tampered in the IoT embedded system or the communication link to the cloud computation center [32]. For example, Sagduyu et al. present over-the-air spectrum poisoning attacks for the data transmission [33]. On the other hand, attackers can induce a small perturbation to sensing data that fails existing deep recognition models, and even misleads the model to a specific class [11]. The adversarial attacks have been widely explored in computer vision and natural
language processing, e.g., face recognition [34] and text classification [35]. However, seldom research can be found on adversarial attacks for device-free HAR data. Existing approaches either add them to normal training (e.g., cross-entropy loss) [8] for data augmentation or design extra networks to eliminate adversarial parts from adversarial examples [20]. Whereas, our approach aims to learn consistency between adversarial and normal examples, which is validated to show superior performance. Recently, Yang et al. demonstrate that Doppler-based HAR systems [36] are vulnerable to basic adversarial attack, which also obstructs the WiFi-based HAR systems [37]. Since the data properties of device-free HAR sensors (e.g., WiFi CSI data) are quite different from images, how adversarial attacks make an impact on HAR model and how to defend the negative effect is a non-trivial task. Compared to these works, we provide a comprehensive study on white-box and black-box data attacks for device-free wireless HAR systems. Besides, we first propose a defense framework that empowers HAR models to make robust predictions under Gaussian and FGSM attacks.

6 Conclusion

In this article, we study adversarial attack and defense for IoT-based HAR systems. Regarding the WiFi device-free HAR system as a case study, we propose several types of attacks including both white-box and black-box ones. The empirical results show that adversarial attacks can result in a degrading performance of deep models working in HAR systems. To enhance the capacity of HAR models confronting attacks, we propose a novel method, SecureSense, which aims to learn consistent predictions for normal cases and the hazardous cases under various attacks. Extensive experiments have been conducted, and the results validate that our approach achieves robust performances on two real-world human activity and gait recognition datasets. Visualization further reveals the underlying intuition behind adversarial attacks.

The current work aims to enhance the model robustness to prevent potential attacks, which belongs to proactive defense. Meanwhile, when attacks happen, the model is reckoned to recognize the attacks for record, termed as reactive defense. It is still challenging to distinguish the adversarial samples from normal samples in HAR. In the future, we will study reactive defense methods for robust HAR systems that can reject adversarial samples from attackers, and more kinds of adversarial attacks will be considered. Meanwhile, apart from attacks in data communication, the attacks during data collection can also happen. For example, when we collect a dataset for human activity recognition, some volunteers may conduct wrong actions or irregular actions. In this case, the training data is noisy or consists of diverse distributions. Such problems could be solved by noise-robust learning [38] or domain adaptation [29], which will also denote our future works.
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