Particle Filtering Equalization Method for a Satellite Communication Channel

Stéphane Sénecal  
The Institute of Statistical Mathematics, 4-6-7 Minami Azabu, Minato-ku, Tokyo 106-8569, Japan  
Email: steph@ism.ac.jp

Pierre-Olivier Amblard  
Groupe Non Linéaire, Laboratoire des Images et des Signaux (LIS), ENSIEG, BP 46, 38402 Saint Martin d’Hères Cedex, France  
Email: bidou.amblard@lis.inpg.fr

Laurent Cavazzana  
École Nationale Supérieure d’Informatique et de Mathématiques Appliquées de Grenoble (ENSIMAG), BP 72, 38402 Saint Martin d’Hères Cedex, France  
Email: laurent.cavazzana@ensimag.imag.fr

Received 23 April 2003; Revised 23 March 2004

We propose the use of particle filtering techniques and Monte Carlo methods to tackle the in-line and blind equalization of a satellite communication channel. The main difficulties encountered are the nonlinear distortions caused by the amplifier stage in the satellite. Several processing methods manage to take into account these nonlinearities but they require the knowledge of a training input sequence for updating the equalizer parameters. Blind equalization methods also exist but they require a Volterra modelization of the system which is not suited for equalization purpose for the present model. The aim of the method proposed in the paper is also to blindly restore the emitted message. To reach this goal, a Bayesian point of view is adopted. Prior knowledge of the emitted symbols and of the nonlinear amplification model, as well as the information available from the received signal, is jointly used by considering the posterior distribution of the input sequence. Such a probability distribution is very difficult to study and thus motivates the implementation of Monte Carlo simulation methods. The presentation of the equalization method is cut into two parts. The first part solves the problem for a simplified model, focusing on the nonlinearities of the model. The second part deals with the complete model, using sampling approaches previously developed. The algorithms are illustrated and their performance is evaluated using bit error rate versus signal-to-noise ratio curves.
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1. INTRODUCTION

Telecommunication has been taking on increasing importance in the past decades and thus led to the use of satellite-based means for transmitting information. A major implementation task to deal with such an approach is the attenuation of emitted communication signals during their trip through the atmosphere. Indeed, one of the most important roles devoted to telecommunication satellites is to amplify the received signal before sending it back to Earth. Severe technical constraints, due to the lack of space and energy available on board, can be solved thanks to special devices, namely, traveling-wave-tube (TWT) amplifiers [1]. A common model for such a satellite transmission chain is depicted in Figure 1.

Although efficient for amplifying tasks, TWT devices suffer from nonlinear behaviors in their characteristics, thus implying complex modeling and processing methods for equalizing the transmission channel.

The very first approaches for solving the equalization problem of models similar to the one depicted in Figure 1 were developed in the framework of neural networks. These methods are based on a modelization of the nonlinearities using layers of perceptrons [2, 3, 4, 5, 6]. Most of these approaches require a learning or training input sequence for adapting the parameters of the equalization algorithm. However, the knowledge or the use of such sequences is sometimes impossible: if the signal is intensely corrupted by noise at the receiver stage or for noncooperative applications, for instance.
Blind equalization methods have thus to be considered. These methods often need precise hypothesis with the emitted signals: Gaussianity or circularity properties of the probability density function of the signal, for instance [7]. Recently, some methods make it possible to identify [8] or equalize [9, 10, 11] blindly nonlinear communication channels under general hypothesis. These blind equalization methods assume that the transfer function of the system can be modeled as a Volterra filter [12, 13].

However, for the transmission model considered here, a Volterra modelization happens to be only suitable for the task of identification and not for a direct equalization. For instance, a method based on a Volterra modelization of the TWT amplifier and a Viterbi algorithm at the receiver stage is considered in [14]. Such an identification method can be easily implemented through a recursive adaptation rule of the filter parameters with a least mean squares approach (cf. Figure 2). The mean of the quadratic error (straight line) and its standard deviation (dotted lines) are depicted in Figure 3 for 100 realizations of binary phase shift keying (BPSK) symbol sequences, each composed of 200 samples. Similarly, the equalization problem of the transmission chain 1 can be considered with a Volterra filter scheme, adapted with a recursive least squares algorithm as depicted in Figure 4. However, in this case, the error function happens not to converge showing that the Volterra filter is unstable and that the system is not invertible with such modelization.

It is then necessary to consider a different approach for realizing blindly the equalization of this communication model. The aim of this paper is thus to introduce a blind and sequential equalization method based on particle filtering (sequential Monte Carlo techniques) [15, 16]. For realizing the equalization of the communication channel, it...
seems interesting to fully exploit the analytical properties of the nonlinearities induced by TWT amplifiers through parametric models of these devices [1]. Sequential Monte Carlo methods, originally developed for the recursive estimation of nonlinear and/or non-Gaussian state space models [17, 18], are well suited for reaching this goal. The field of communication seems to be particularly propitious for applying particle filtering techniques, as shown in the recent literature of the signal processing community [15, 19] and this issue and of the statistics community (see [20, 21], [16, Section 4]). Such Monte Carlo approaches were successfully applied to blind deconvolution [22], equalization of flat-fading channels [23], and phase tracking problems [24], for instance.

The paper is organized as follows. Firstly, models for the emitted signal, the TWT amplification stage, and the other parts of the transmission chain are introduced in Section 2. A procedure for estimating the emitted signal is considered in a Bayesian framework. Monte Carlo estimation techniques are then proposed in Section 3 for implementing the computation of the estimated signal under the assumption of a simpler communication model, focusing on the nonlinear part of the channel. This approach uses analytical formulae of the TWT amplifier model described in Section 2 and sampling methods for estimating integral expressions. The method is then generalized in Section 4 for building a blind and recursive equalization scheme of the complete transmission chain. The sequential simulation algorithm proposed is based on particle filtering techniques. This approach makes it possible to process the data in-line and without the help of a learning input sequence. The performance of the algorithm is illustrated by numerical experiments in Section 5. Finally, some conclusions are drawn in Section 6. Details of the Monte Carlo approach are given in Appendix A.

2. MODELING OF THE TRANSMISSION MODEL

The model of the satellite communication channel depicted in Figure 1 is roughly the same as the one considered for various problems dealing with TWT amplifiers devices (cf., e.g., [2]). The different stages of this communication channel are detailed below.

2.1. Emission stage

The information signal to transmit is denoted by \( e(t) \). It is usually a digital signal composed of a sequence of \( N_e \) symbols \( \{ e_k \}_{1 \leq k \leq N_e} \). The signal is transmitted under the analog form

\[
e(t) = \sum_{k=1}^{N_e} e_k 1_{\Omega \cap (-1)T, kT} (t),
\]

where \( T \) denotes the symbol rate and \( 1_{\Omega} (\cdot) \) is the indicator function of set \( \Omega \). Symbols \( e_k \) are generated from classical modulations used in the field of digital telecommunication, like PSK or quadratic amplitude modulation (QAM), for instance. In the following, the case of 4-QAM symbols is considered. Each symbol can be written as

\[
e_k = \exp (i \phi_k),
\]

where the sequence of samples \( \{ \phi_k \}_{1 \leq k \leq N_e} \) is independently and identically distributed from

\[
\mathcal{U}_{[\pi/4,3\pi/4,\pi/4,7\pi/4]},
\]

where \( \mathcal{U}_\Omega \) denotes the uniform distribution on the set \( \Omega \). The signal is emitted through the atmosphere to the satellite. The emission process is modeled by a Chebyshev filter. This class of filters admits an IIR representation and their parameters, particularly their cutoff frequency, depend on the value of symbol rate \( T \) [2]. A detailed introduction to Chebyshev filters is given in [25], for instance. In the present case, the emission filter is assumed to be modeled with a 3 dB bandwidth equal to \( 1.66/T \). The emitted signal is altered during its trip in the atmosphere by disturbance signals. These phenomena are modeled by an additive corrupting noise \( n_e(t) \), which is assumed to be Gaussianly, independently, and identically distributed:

\[
n_e(t) \sim \mathcal{N}_{CC}(0, \sigma_e^2),
\]

where \( \mathcal{N}_{CC}(0, \sigma_e^2) \) is a complex circular Gaussian distribution, with zero-mean and variance equal to \( \sigma_e^2 \).

Remark 1. The amplitude of signal (1) is adjusted in practice at the emission stage in order to reach a signal-to-noise ratio (SNR) roughly equal to 15 dB during the transmission.

2.2. Amplification

After being received by the satellite, the signal is amplified and sent back to Earth. This amplification stage is processed by a TWT device. A simple model for TWT amplifier is an instantaneous nonlinear filter defined by

\[
z = r \exp(i\phi) \longrightarrow Z = A(r) \exp (i(\phi + \Phi(r)) ),
\]

where \( r \) denotes the modulus of input signal. Amplitude gain and phase wrapping can be modeled by the following expressions:

\[
A(r) = \frac{a_dr}{1 + \beta_dr^2},
\]

\[
\Phi(r) = \frac{a_pr^2}{1 + \beta_pr^2}.
\]

These formulae have been shown to model various types of TWT amplifier device with accuracy [1]. Figures 5 and 6 represent functions (6) and (7) for two sets of parameters estimated in [1, Table 1] from real data and duplicated in Table 1. Curves with straight lines represent functions obtained with the set of parameters of the first row of Table 1. The ones with dashed lines represent functions obtained with the other set of parameters.

A drawback of model (5) is that it is not invertible in a strict theoretical sense, as drawn in Figure 5. However, only the amplificative and invertible part of the system, represented above the dotted line on Figure 5, will be considered.
Signal processing in the satellite also performs the task of multiplexing. The devices used for this purpose are modeled by Chebyshev filters. Tuning of their parameters is given in [2], for instance. In the present case, filters at the input and at the output of the amplifier are assumed to have bandwidths equal, respectively, to $2/T$ and $3.3/T$.

### 2.3. Reception

The transmission of the signal back to Earth is much less powerful than at the emission stage. This is mainly due to severe technical constraints because of the satellite design. The influence of the atmospheric propagation medium is then modeled by a multipath fading channel [26, Section 11], with one reflected path representing an attenuation of 10 dB in this case: $z(t) \rightarrow z(t) + az(t - \Delta)$. Moreover, the signal is still corrupted by disturbance signals, modeled by an additive noise signal $n_r(t)$, Gaussianly, independently, and identically distributed:

$$n_r(t) \sim \mathcal{N}_{CC}(0, \sigma_r^2).$$

This noise is always much more intense than at the emission stage. This is mainly due to the weak emission power available in the satellite. The received signal, denoted as $r(t)$, is sampled at rate $T_s$.

### 2.4. Equalization

The goal of equalization is to recover emitted sequence $(e_k)_{1 \leq k \leq N_e}$ from the knowledge of sampled sequence $(r(jT_s))_{1 \leq j \leq N_r}$. The equalization method proposed in this paper consists in estimating symbol sequence $(\phi_k)_{1 \leq k \leq N_e}$ by considering its posterior distribution conditionally to sequence $(r(jT_s))_{1 \leq j \leq N_r}$ of samples of the received signal:

$$p\left(\phi_k_{1 \leq k \leq N_e} | (r(jT_s))_{1 \leq j \leq N_r}\right).$$

To reach this goal, a Bayesian estimation procedure is considered with the computation of maximum a posteriori (MAP) estimates [27].

**Remark 2.** Bayesian approaches have already been successfully applied in digital signal processing in the field of mobile communication. In [28], for instance, autoregressive models and discrete-valued signals are considered.

The computation of the estimates is implemented via Monte Carlo simulation methods [16, 29]. As the complete transmission chain is a complex system, a simpler model focusing on the nonlinear part of the channel is considered in the following section, where Monte Carlo estimation approaches are introduced. These estimation techniques will be used in the equalization algorithm for the global transmission chain in Section 4.

### 3. MONTE CARLO ESTIMATION METHODS

As a first approximation, to focus on the nonlinearity of the model, only a TWT amplifier is considered in a transmission channel corrupted with noises at its input and output parts as shown in Figure 7.

The received signal $r(t)$ is assumed to be sampled at symbol rate $T$. The problem is then to estimate a 4-QAM symbol $\phi$ a priori distributed from (3) with the knowledge of the model depicted in Figure 7 (cf. relations (4), (6), (7) and (8)), and information of a received sample $r$. A Bayesian approach is developed [27] by considering the posterior distribution

$$p(\phi|r)$$

### Table 1: Parameters of (6) and (7) measured in practice.

| $\alpha_a$ | $\beta_a$ | $\alpha_p$ | $\beta_p$ |
|---|---|---|---|
| 2 | 1 | 4 | 9.1 |
| 2.2 | 1.2 | 2.5 | 2.8 |
and its classical MAP estimate. The method proposed in the following consists in estimating values of distribution (10) thanks to Monte Carlo simulation schemes [29] using relations (6) and (7) which model nonlinearities of the TWT amplifier in a parametric manner.

3.1. Estimation with known parameters

In order to further simplify the study, parameters of the transmission channel depicted in Figure 7 are firstly assumed to be known. In the sequel, the coefficients of expressions (6) and (7) are denoted by the symbol TWT. This information is taken into account in the posterior distribution (10) thus becoming

$$p(\phi | A, \sigma_e, \text{TWT}, \sigma_r, r),$$

where $A$ denotes the amplitude of the emitted signal. From Bayes’ formula, the probability density function of this distribution is proportional to

$$p(r | A, \phi, \sigma_e, \text{TWT}, \sigma_r) \propto p(\phi | A, \sigma_e, \text{TWT}, \sigma_r).$$

The prior distribution at the right-hand side of the above expression reduced to $p(\phi)$, which is given by (3). The problem is then to compute the likelihood

$$p(r | A, \phi, \sigma_e, \text{TWT}, \sigma_r).$$

Indeed, this formula can be viewed (cf. Appendix A) as the following expectation:

$$\mathbb{E} \left\{ \exp \left( -\frac{1}{\sigma_r^2} | r - \text{TWT}(x) |^2 \right) \right\}$$

with respect to the random variable $x$ which is Gaussianly distributed:

$$x \sim \mathcal{N}_C(A \exp(\phi), \sigma_r^2).$$

Considering a sequence of samples $(x_\ell)_{1 \leq \ell \leq N}$ independently and identically distributed from (15), a Monte Carlo approximation of (14) is given by

$$\frac{1}{N} \sum_{\ell=1}^{N} \exp \left( -\frac{1}{\sigma_r^2} | r - \text{TWT}(x_\ell) |^2 \right)$$

which is accurate for a number $N$ of samples large enough. References [29, 30] provide detailed ideas and references about Monte Carlo methods. To illustrate such an approach, approximation (16) is computed for the emitted symbol $\phi = \pi/4$ and the values of TWT amplifier parameters given by the first row of Table 1. Amplitude $A$ of the emitted signal equals 0.5 and variances of transmission noises are such that $\text{SNR}_r = 10$ dB and $\text{SNR}_e = 3$ dB. One hundred realizations are simulated and, for each, a sequence (15) of 100 samples is considered. Table 2 gives mean values obtained from (16) and their standard deviations.

The error of the estimated values (16) of probabilities (11) might seem quite large as the standard deviations can be reduced providing a larger number of samples. In the sequel, we are only interested in obtaining rough estimates of (11), enabling comparison of mean values for different $\phi$ as shown in Table 2. Thus, even with a reduced number of samples (15), it is possible to estimate accurately the MAP estimate of (11).

Performance of the Monte Carlo estimation method is then considered with respect to SNR at the input and output of the amplifier (cf. Figure 7). The bit error rate (BER) is computed by averaging the results obtained with a MAP approach. Statistics of the Monte Carlo estimates (16) of distribution (11) are computed with 100 realizations of symbol sequences composed of 1,000 samples each. For each estimate, sequences (15) composed of 100 samples are considered. The results of these simulations for $\text{SNR}_r$ taking values 10, 12, and 15 dB are depicted in Figure 8 and curves from the bottom to the top are associated to decreasing $\text{SNR}_r$.

The Bayesian approach and its Monte Carlo implementation make it possible to estimate the emitted signal with accuracy for a wide range of noise variances (cf. Figure 8). However, the estimation method described previously requires the knowledge of the model parameters. For many applications in the field of telecommunication, it is necessary to assume these parameters unknown. It is the case for nonstationary transmission models and for communication in noncooperative contexts like passive listening, for instance. The equalization problem of the simplified model depicted in Figure 7 is now tackled in the case where the parameters $(A, \sigma_e, \text{TWT}, \sigma_r)$ of the transmission channel are assumed to be unknown.

3.2. Estimation with unknown parameters

If the parameters are unknown, there are, at least, two Bayesian estimation approaches to be considered with respect to posterior distribution (10). A first method consists

![Figure 7: Simple communication channel with TWT amplifier.](image-url)
in dealing with the joint distribution of all the parameters of the model
\[ p(\phi, A, \sigma_e, TWT, \sigma_r | r). \] (17)

This method makes it possible theoretically to jointly estimate the emitted symbols and the parameters of the transmission channel by implementing MAP and/or posterior mean approaches. The probability density function of distribution (17) being generally very complex, Markov chain Monte Carlo (MCMC) simulation methods [29, 30] can be used to perform these estimation tasks. Such an approach is developed in [31] particularly for equalizing the complete transmission chain depicted in Figure 1. However, results obtained with this method happen not to give accurate estimates of the model parameters in practice. Indeed, MCMC methods are generally useful for estimating various models in the field of telecommunication [28, 32].

Another approach consists in considering a marginalized version of distribution (10) with respect to the parameters of the model:
\[ p(\phi) = \int p(\phi, A, \sigma_e, TWT, \sigma_r | r) d(A, \sigma_e, TWT, \sigma_r). \] (18)

Such a technique, called Rao-Blackwellization in the statistics literature, for example, [33, 34], makes it possible to improve the efficiency of sampling schemes (see [20, 21], [16, Section 24]). From Bayes’ formula, the integrand of expression (18) is proportional to
\[ p(r | \phi, A, \sigma_e, TWT, \sigma_r) \times p(\phi, A, \sigma_e, TWT, \sigma_r). \] (19)

Assuming that symbols and the model parameters are independent, expression (18) is proportional to
\[ p(\phi) \times \int p(r | \phi, A, \sigma_e, TWT, \sigma_r) p(A, \sigma_e, TWT, \sigma_r) \times d(A, \sigma_e, TWT, \sigma_r). \] (20)

From the study of the previous case, the likelihood term in the integrand can be computed via a Monte Carlo estimate of expression (14) with a sequence of samples (15). An approach to estimate (18) is then to consider the integral expression in (20) as the expectation
\[ E_{p(A, \sigma_e, TWT, \sigma_r)}[p(r | \phi, A, \sigma_e, TWT, \sigma_r)] \] (21)
which is estimated via a Monte Carlo approximation of the following form:
\[ \frac{1}{N_p} \sum_{k=1}^{N_p} p(r | \phi, A_k, \sigma_e(k), TWT_k, \sigma_r(k)), \] (22)
where \((A_k, \sigma_e(k), TWT_k, \sigma_r(k))_{k=1,...,N_p}\) is a sequence of samples independently and identically distributed from the prior distribution
\[ p(A, \sigma_e, TWT, \sigma_r). \] (23)

Remark 3. The algorithm for sampling distribution (17) introduced in [31] requires also the setting of prior distribution (23).

The model of the parameters includes generally prior information thanks to physical constraints. For instance, the TWT amplifier is assumed to work in the amplificative part of its characteristic (cf. Figure 5). Thus, as a first rough approximation, it can be assumed that \(A \sim \mathcal{U}_{[0,1]} \text{ a priori.}\) This parameter is also tuned such that \(SNR_e\) equals 15 dB during the emission process (cf. Remark 1) implying the constraint \(\sigma_e = 0.2A.\) In a less strict case, it is sufficient to assume that \(\sigma_e \sim \mathcal{U}_{[0.01,0.5]}.\) The parameters \((\alpha_a, \beta_a, \alpha_p, \beta_p)\) of the TWT amplifier are supposed to be independent of other variables of the system and also to be mutually independent. From the values introduced in Table 1, an adequate prior distribution is
\[ (\alpha_a, \beta_a, \alpha_p, \beta_p) \sim \mathcal{U}_{[1,3]} \times \mathcal{U}_{[0.2]} \times \mathcal{U}_{[1,5]} \times \mathcal{U}_{[2,10]} \] (24)

The extremal values of the downlink transmission noise variance \(\sigma_r\) can be estimated with respect to prior ranges of values defined above. A uniform \(\mathcal{U}_{[0,1,1,1]} \text{ prior distribution for } \sigma_r\) is thus chosen. Once all prior distributions have been defined, it is possible to implement a Monte Carlo estimation procedure for (20) with the help of approximations (22) and (16). Such an approach is tested for the computation of values of posterior distribution for an emitted symbol \(\phi = \pi/4\) considering that the values of the TWT amplifier are given by the first row of Table 1, that the amplitude of the emitted signal is given by \(A = 0.5,\) and that noise variances are such that
SNR_e = 10 dB and SNR_r = 3 dB. One hundred estimations are simulated and for each realization, sequences of 100 samples

\[(A_k, \sigma_e(k), \text{TWT}_k, \sigma_r(k))_{1 \leq k \leq N_p}\]  \hspace{1cm} (25)

are drawn from distribution (23). For each sequence, as in the case where the model parameters are known, approximations (16) are computed from sequences (25) composed of 100 samples each. Table 3 shows the mean values of the estimated (22) and their standard deviations computed from these simulations.

As for the previous case, where parameters \((A, \sigma_e, \text{TWT}, \sigma_r)\) are known, we are only interested in obtaining rough mean values of Monte Carlo estimates of the MAP expression (10) and thus do not consider larger sample sizes for reducing the standard deviation of these estimates.

Performance of this Monte Carlo estimation method is now considered with respect to uplink and downlink SNR. As previously, BERs are computed by averaging results obtained with a MAP approach for the Monte Carlo estimate (22) of posterior distribution (10). One hundred realizations of 1 000-symbol sequences are considered for each value of SNR. For every Monte Carlo estimate, sequences (25) and (15) are composed of 100 samples. The results of simulations for SNR, equal to 10, 12, and 15 dB are depicted in Figure 9. Curves from the bottom to the top are associated to a decreasing uplink SNR. As a comparison, the estimated mean values of BER in the case where the parameters of the TWT amplifier are known are represented with dashed lines.

Performance is not much corrupted in the case where model parameters are unknown. Thus, considering the posterior distribution of interest (18), marginalized with respect to these parameters, seems to be a good strategy for tackling the equalization problem. An in-line simulation method based on the Monte Carlo estimation techniques previously developed is proposed hereinafter for realizing the equalization of the complete transmission chain depicted in Figure 1.

4. PARTICLE FILTERING EQUALIZATION METHOD

4.1. Transmission model

Equalizing the complete satellite communication channel depicted in Figure 1 is a difficult problem as it requires taking into account several phenomena:

1. effects of the filters modeling, emission, and multiplexing stages;
2. attenuation of the received signal mainly due to multiple paths during the downlink transmission;
3. correlation induced by filters and emission and fading models.

An equalization method is proposed for this model within a Bayesian estimation framework [27]. It consists in considering the posterior distribution of the sampled symbols conditionally to the sequence of the received samples:

\[p\left(\left(\epsilon(jT_s)\right)_{1 \leq j \leq N_r}, \left(r(jT_s)\right)_{1 \leq j \leq N_r}\right). \hspace{1cm} (26)\]

An estimation procedure is then implemented by computing the MAP estimate of distribution (26). Monte Carlo estimation methods developed in the previous paragraphs can be slightly modified in order to take into account the parameters of the complete transmission chain (cf. points (1) and (2) above).

The correlation of the samples at the receiver stage mainly comes from the linear filters in the channel. In fact, this problem yields to the estimation of parameter \(p\): the number of received samples per symbol \(p = T/T_s\), as parameters of Chebyshev filters at the emission and multiplexing stages depend on its value.

Computing the correlation of the received samples makes it possible to give an estimate of \(p\) [31] in the case where this quantity is an integer, and thus to estimate the parameters of the filters. In the sequel, we consider that this is the case, assuming that a proper synchronization processing has been performed at the receiver stage. This task can also be achieved via Monte Carlo simulation methods [24]. This parameter \(p\) will be used in an explicit manner in the recursive equalization algorithm introduced in Section 4.3.
An MCMC simulation scheme [29, 30], for the batch processing of received data, was studied in [31]. A sequential simulation method for sampling the distribution (26) is now introduced, as many applications in the field of telecommunications require in-line processing methods when data is available sequentially.

### 4.2. Sequential simulation method

A sequential method for sampling distribution (26) can be implemented via particle filtering techniques [15, 16]. The wide scope of this approach, originally developed for the recursive estimation of nonlinear state space models [17, 18, 20, 21], is well suited for the sampling task of this equalization problem. The basic idea of particle filtering is to generate iteratively sequences of the variables of interest, each of them denoted as a “particle,” here written as

\[
(x_0(i), x_1(i), \ldots, x_i(i))_{1 \leq i \leq M}
\]

such that particles \((x_t(1), \ldots, x_t(M))\) at time \(t\) are distributed from the desired distribution, denoted as \(p_t(x)\). This goal can be reached with the use of two “tuning factors” in the algorithm:

1. the way the particles are propagated or diffused, \(x_t(i) \rightarrow x_{t+1}(i)\), in the sampling space, namely, the choice of a proposal or candidate distribution;
2. the way the distribution of particles \((x_1(i), \ldots, x_t(M))\) approximates the target distribution \(p_t(x)\); by affecting a weight \(w_t(i)\) to each particle depending on the proposal distribution, and updating these weights with an importance sampling scheme (28). Indeed, candidates for particles \(\tilde{\phi}_j(i)\) can be naturally sampled from the following scheme:

   (i) Set \(\tilde{\phi}_j(0) = \tilde{\phi}_{j-1}(i)\) with probability \(1 - 1/p\);
   (ii) Sample \(\tilde{\phi}_j(i) \sim U_{[\pi/4, 3\pi/4, 5\pi/4, 7\pi/4]}\) with probability \(1/p\).

This sampling scheme is very easy and can easily be improved by considering \(\tilde{\phi}_{kp}(i) \sim U_{[\pi/4, 3\pi/4, 5\pi/4, 7\pi/4]}\) and \(\tilde{\phi}_{kp+1}(i) = \tilde{\phi}_{kp}(i)\) for \(1 \leq k \leq p - 1\), for instance. However, the scheme above gives sufficiently accurate results as a first approximation, due to its flexibility (if a false symbol is chosen, there is probability to switch to other symbols again) and its ability to deal with possible uncertainty on the value of parameter \(p\). This scheme is also efficient to limit the negative effect of sample impoverishment due to the resampling step, as detailed hereinafter. The proposed scheme, however, does not take into account completely the information coming from emission and received signals and if some coding techniques are used to generate the symbols, this knowledge should be introduced in the sampling scheme (28) if possible.

---

**Algorithm 1: Equalization algorithm.**

1. Initialization. Sample \(\phi_0(i) \sim U_{[\pi/4, 3\pi/4, 5\pi/4, 7\pi/4]}\), set the weights \(w_0(i) = 1/M\) for \(i = 1, \ldots, M\), set \(j = 1\).
2. Importance sampling. Propagate the particles by drawing
   \[
   \tilde{\phi}_j(i) \sim p(\phi_j | \phi_{j-1}(i))
   \]
   for \(i = 1, \ldots, M\), and actualize the paths
   \[
   [\tilde{\phi}_0(i), \ldots, \tilde{\phi}_j(i)] = [\phi_0(i), \ldots, \phi_{j-1}(i), \tilde{\phi}_j(i)].
   \]
3. Compute, update the weights
   \[
   \tilde{w}_j(i) = p(r(T_{ch})) | \tilde{\phi}_j(i)| \times w_{j-1}(i),
   \]
   and normalize them: \(w_j(i) = \tilde{w}_j(i) / \sum_{k=1}^{M} \tilde{w}_j(k)\).
4. Selection/actualization of particles. Resample \(M\) particles \((\phi_0(i), \ldots, \phi(i))\) from the set \([\tilde{\phi}_0(i), \ldots, \tilde{\phi}_j(i)]\) according to their weights \((w_j(i))_{1 \leq i \leq M}\) and set the weights equal to \(1/M\).
5. \(j = j + 1\) and go to (2).
The computation of weights (29) is realized by using similar Monte Carlo approaches to the ones introduced previously, including filters and their parameters in expressions (14) and (18). In this respect, Algorithm 1 can be seen as a Rao-Blackwellized particle filter [20, 21] where the parameters of the channel, considered here as nuisance parameters, are integrated out. This generally helps to lead to more robust estimates in practice [16, 33, 34].

A crucial point in the implementation of particle filtering techniques lies in the resampling stage, step (4) in Algorithm 1. As the computations for sampling the candidates (28) and updating the weights (29) can be performed in parallel, the resampling step gives the main contribution in the computing time of the algorithm as its achievement needs the interaction of all the particles. This stage is compulsory in practice if one wants the sampler to work efficiently. This is mainly due to the fact that the sequential importance sampling algorithm without resampling increases naturally the variance of the weights \((w_t(i))_{1 \leq i \leq M}\) with time [20, 22, 35]. In such case, only a few particles are affected negligible weights after several iterations, implying a poor approximation of the target distribution and a waste of computation.

To limit this effect, several approaches can be considered [15]. One consists in using very large numbers of particles \(M\) and/or in performing the resampling step for each iteration [17, 18]. However, resampling too many times often leads to severe sample impoverishment [16, 20, 21]. Other methods, also aiming at minimizing computational and memory costs, consist in using efficient sampling schemes for diffusing the particles [20] and performing occasionally the resampling stage when it seems to be needed [15, 21]. When to perform resampling can be decided by measuring the variance of weights via the computation of the effective sample size \(M/(1 + \text{var}(\tilde{w}_t(i)))\), whose one estimate is given by \(1/\sum_{i=1}^{M} w_t^2(i)\) [15, 16, 21, 35]. In this case, the resampling stage can be performed each time the estimated effective sample size is small, measuring how the propagation of the particles in the sampling space is efficient. This quantity equals \(M\) for uniformly weighted particles and equals 1 for degenerated cases where all the particles have zero weights except one.

It is also possible to compute the entropy of the weights, describing “how far” the distribution of the weights is from the uniform distribution. Indeed, the entropy is maximized for uniform weights and minimized for the degenerated configurations as mentioned above. In this sense, the entropy of weights quantifies the information of the samples and measures the efficiency of representation for a given population of particles. This approach is adopted in [24, 36], for instance, and also in our algorithm as follows. Step (4) of Algorithm 1 is therefore replaced by the computing of entropy of the weights

\[
H(w_t(1), \ldots, w_t(M)) = -\sum_{i=1}^{M} w_t(i) \log(w_t(i))
\]

and a resampling/selection step is processed only if the condition

\[
H(w_t(1), \ldots, w_t(M)) \leq \lambda \times \max_{w(1), \ldots, w(M)} H(w(1), \ldots, w(M)) = \lambda \log M
\]

holds, assuming that \(\lambda\) is a threshold value set by the user. To show that the estimated effective sample size and entropy lead to similar results for the resampling task, their values for one realization of the algorithm are depicted in Figure 11.

Also, the resampling step can be performed via different techniques [18, 21]. In the sequel, we use the general multinomial sampling procedure [16, 18].

As the variable of interest \(\phi\) is distributed from a set of discrete values, using large numbers of particles \(M\) happened to be unnecessary. Simulations have shown that several dozens are sufficient for the problem considered here. This is also the case for other Monte Carlo simulation methods used for estimating telecommunication models [37]. Moreover, the degeneracy phenomenon is not really a nuisance in the present case as the simulation algorithm Algorithm 1 is only used in a MAP estimation purpose and not for computing mean integral estimates as (18) and (A.4), for instance.

Some simulations concerning performance of the equalization algorithm with this sequential sampling scheme are now presented.
5. NUMERICAL EXPERIMENTS

The equalization method was run for 100 realizations of sequences of 1 000 samples for each value of SNR at the receiver stage and for SNR equal to 12 dB at the emission stage. The number of received samples per symbol rate is \( p = 8 \). The channel model is depicted in Figure 1.

(a) The amplifier model is described in Section 2.2 where parameters are set as the first row of Table 1.
(b) The fading channel is composed of one delayed trajectory of 3 samples \((\Delta = 3T_s);\) cf. Section 2.3) and 10 dB attenuated in comparison with the principal trajectory.

For each realization, the emitted symbol sequence is estimated by considering the MAP trajectory computed from a Monte Carlo approximation of the distribution (26) with \( M = 50 \) particles (27). Weights (29) are computed with the help of Monte Carlo estimation techniques introduced in Section 3.2, considering sequences of 100 samples. In our simulations, the value for threshold (31) \( \lambda = 0.1 \) gave acceptable estimation results. The mean values (straight lines) and their associated variances (dotted lines) of the BER of MAP estimates are depicted in Figure 12.

The equalization algorithm was also run for different values of uplink SNR: 10 dB and 15 dB. The mean values of the BER computed from the estimated phases are depicted in Figure 13. Curves from the bottom to the top are associated to a decreasing SNR.

One of the advantages of the proposed equalization method is its robustness with respect to nonstationarities of the transmission channel. This property comes from the MAP estimation procedure considering the distribution (18) marginalized with respect to channel parameters. Simulations including perturbations of the parameters of the transmission chain lead to similar results to those presented in Figures 12 and 13. On the other hand, in case of dysfunc-

6. CONCLUSION

The particle filtering equalization method proposed in this paper makes it possible to estimate sequentially digital signals
transmitted through a satellite communication channel. The approach takes explicitly into account the nonlinearities induced by the amplification stage in the satellite thanks to a Bayesian estimation framework implemented via Monte Carlo simulation methods. This approach enables to estimate recursively the distribution of interest, namely, the posterior distribution of the variables, marginalized with respect to the parameters of the transmission chain.

An advantage of this approach is that it is robust to nonstationarities of the channel. On the contrary, the method cannot detect these nonstationarities and thus be employed to predict some dysfunction of transmission devices, as it is the case for certain neural networks approach. Therefore, it seems interesting to use Markov chain and/or sequential Monte Carlo methods to train appropriate neural networks models. This approach was successfully applied in the field of statistical learning, for instance [16, Section 17].

As for many particle-filtering-based methods, the implementation of the sampling algorithm is generally demanding in terms of computing time, if compared to classical nonsimulation approaches, especially for tackling problems arising in the field of digital communication [19].

However, an advantage of the proposed Monte Carlo equalization method is that it does not require the knowledge of any learning input sequence in order to update the equalizer parameters. To the best of our knowledge, it seems at the moment the only method for achieving directly the blind equalization task of such transmission channel. This blind property can be of premium importance in the framework of communication in noncooperative context. This is the case in passive listening, for instance, or when transmission of learning sequences cannot be completed correctly because of intense noises during the transmission.

**APPENDICES**

**A. MONTE CARLO ESTIMATION OF POSTERIOR DISTRIBUTION**

\( p(\phi|A, \sigma_r, \text{TWT}, \sigma_r) \)

As stated in Section 3.1, the problem is to compute likelihood (13). A solution consists in integrating this expression with respect to \( y \), the amplified signal (cf. Figure 7):

\[
\int p(r, y | A, \phi, \sigma_r, \text{TWT}, \sigma_r) dy. \tag{A.1}
\]

From Bayes’ formula, this expression is proportional to

\[
\int p(r | y, A, \phi, \sigma_r, \text{TWT}, \sigma_r) p(y | A, \phi, \sigma_r, \text{TWT}, \sigma_r) dy. \tag{A.2}
\]

As downlink transmission noise is assumed to be Gaussian (cf. (8)), the likelihood is yielding

\[
p(r | y, \sigma_r) \propto \exp \left( - \frac{|r - y|^2}{\sigma_r^2} \right). \tag{A.3}
\]

The right probability density function in integral (A.2) can be computed by marginalizing it with respect to \( x \), the signal to amplify (cf. Figure 7):

\[
p(y | A, \phi, \sigma_r, \text{TWT}, \sigma_r)
\]

\[
= \int p(y, x | A, \phi, \sigma_r, \text{TWT}, \sigma_r) dx
\]

\[
\propto \int p(y | x, A, \phi, \sigma_r, \text{TWT}, \sigma_r) p(x | A, \phi, \sigma_r, \text{TWT}, \sigma_r) dx. \tag{A.4}
\]
The signal $y$ is entirely determined by the signal $x$ from relations (6) and (7). The left probability density function in integral (A.4) thus equals

$$p(y|x, A, \phi, \sigma_e, \text{TWT}, \sigma_r) = \delta(y - \text{TWT}(x)). \quad \text{(A.5)}$$

The right probability density function in expression (A.4) yields

$$p(x|A, \phi, \sigma_e) \propto \exp \left( -\frac{|x - A \exp(\phi)|^2}{\sigma_e^2} \right) \quad \text{(A.6)}$$

as the uplink transmission noise is assumed to be Gaussian (cf. (4)). Expression (13) is thus proportional to

$$\int \exp \left( -\frac{1}{\sigma_e^2} |r - \text{TWT}(x)|^2 \right) \exp \left( -\frac{|x - A \exp(\phi)|^2}{\sigma_e^2} \right) dx \quad \text{(A.7)}$$

and the above formula can be viewed as an expectation

$$\mathbb{E} \left\{ \exp \left( -\frac{1}{\sigma_e^2} |r - \text{TWT}(x)|^2 \right) \right\}, \quad \text{(A.8)}$$

where

$$x \sim \mathcal{N}_{CC}(A \exp(\phi), \sigma_e^2). \quad \text{(A.9)}$$
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