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Abstract

In this work we characterize shift spaces over infinite countable alphabets that can be endowed with an inverse semigroup operation. We give sufficient conditions under which zero-dimensional inverse semigroups can be recoded as shift spaces whose correspondent inverse semigroup operation is a 1-block operation, that is, it arises from a group operation on the alphabet. Motivated by this, we go on to study block operations on shift spaces and, in the end, we prove our main theorem, which states that Markovian shift spaces, which can be endowed with a 1-block inverse semigroup operation, are conjugate to the product of a full shift with a fractal shift.

1 Introduction

In this work we are concerned with semigroup operations defined on shift spaces over infinite countable alphabets.

Let $A$ be a non-empty countable set (called an alphabet) with the product topology. We define the sets $A^\Bbb{N}$, and $A^\Bbb{Z}$, as the sets of all one-sided infinite sequences over elements of $A$, and all two-sided infinite sequences over elements of $A$, respectively. That is,

$$A^\Bbb{N} := \{(x_i)_{i \in \Bbb{N}} : x_i \in A \ \forall i \in \Bbb{N}\}$$
and

\[ A^\mathbb{Z} := \{(x_i)_{i \in \mathbb{Z}} : x_i \in A \ \forall i \in \mathbb{Z}\}, \]

where \( \mathbb{N} \) denotes the set of the non-negative integers, and \( \mathbb{Z} \) denotes the set of the integers. Whenever a definition, or result, works for both \( \mathbb{N} \) and \( \mathbb{Z} \) we will use the symbol \( \mathbb{S} \) meaning “either \( \mathbb{N} \) or \( \mathbb{Z} \”). For now we consider \( A^\mathbb{S} \) with the product topology. On \( A^\mathbb{S} \) the map \( \sigma : A^\mathbb{S} \to A^\mathbb{S} \), which shifts every entry of a given sequence one to the left, is called the shift map. A shift space is any subset \( \Lambda \) of \( A^\mathbb{S} \) which is closed and invariant under \( \sigma \) (that is, \( \sigma(\Lambda) = \Lambda \)). Note that if the alphabet \( A \) is a finite group then \( A^\mathbb{S} \) becomes a topological group when given the operation of entrywise multiplication. In the two-sided case, the shift map is an expansive group automorphism on the zero dimensional group \( A^\mathbb{Z} \).

A major inspiration for what follows is the seminal paper by Kitchens [4], which concerns the converse of the above.

**Theorem 1.1. [4, Theorem 1]** Suppose \( X \) is a compact, zero dimensional topological group, and that \( T : X \to X \) is an expansive group automorphism. Then

i. \( (X, T) \) is topologically conjugate to \( (Y, \sigma) \) via a group isomorphism, where \( Y \subset A^\mathbb{Z} \) is a one-step shift of finite type and \( A \) is a finite group;

ii. \( (X, T) \) is topologically conjugate to \( (F, \tau) \times (B^\mathbb{Z}, \sigma) \) via a group isomorphism, where \( F \) and \( B \) are finite groups, \( \tau \) is a group automorphism, and the group operation on \( F \times B^\mathbb{Z} \) is given as an extension of \( B^\mathbb{Z} \) by \( F \).

A shift space in \( A^\mathbb{Z} \) which carries a topological group operation which commutes with the shift is called a topological group shift, and the above shows that topological group shifts are modelled by group operations on the alphabet (after a possible re-coding). In [9], similar results were obtained for topological quasigroup shifts over finite alphabets.

Here, we are interested in what one can say when the alphabet is countably infinite. In this case we will consider the compactification \( \Sigma^\mathbb{N}_A \) of \( A^\mathbb{N} \) proposed in [3], which is such that the elements introduced when compactifying can be seen as finite words in \( A \) together with an empty word \( \emptyset \). The two-sided analogue of this construction is the space \( \Sigma^\mathbb{Z}_A \), which was considered in [3].

If \( A \) is a group, then producing a binary operation on \( \Sigma^\mathbb{N}_A \) from the one on \( A \) poses the immediate question of how to multiply sequences of different lengths. The natural thing to do is when multiplying two words \( v \) and \( w \) with the length of \( v \) less than the length of \( w \), that one would truncate \( w \) to the length of \( v \) and then multiply entrywise as normal. The result here of course is a word the same length as \( w \). Under this operation, \( \Sigma^\mathbb{N}_A \) is not a group – indeed, \( \emptyset w = w\emptyset = \emptyset \) for every element \( w \in \Sigma^\mathbb{N}_A \). It is however, an inverse semigroup, and it is for this reason that this paper concerns shift spaces with inverse semigroup operations on them – “inverse semigroup shifts” – and studies to what extent we can obtain results akin to Theorem 1.1 in the infinite alphabet case (see Section 2.2 for the details of the construction of \( \Sigma^\mathbb{S}_A \)).

After setting notation and background in Section 2, we prove a result similar to Theorem 1.1i above for the one-sided case, Proposition 3.5. To do this, we first define the notion of an
expansive partition, and go on to show that if a dynamical system \((X, T)\) is an inverse semigroup and admits such a partition, then it is conjugate to an inverse semigroup shift. Section 4 is then dedicated to inverse semigroup shifts whose operation is induced from a group action on the alphabet. In Section 4.1 we see that a group operation over an infinite alphabet always induces a 1-block inverse semigroup operation on a full shift which uses that alphabet (but not necessarily a topological operation). Section 4.2 is dedicated to showing that any inverse semigroup satisfying certain conditions is semigroup isomorphic to an inverse semigroup shift, not necessarily a topological operation). Section 4.3 shows general properties of so-called 1-block operations. Here we show that, in contrast to the finite alphabet case, follower sets and predecessor sets may have different cardinalities. In Section 5 we define a class of fractal shift spaces and then find an analogue to Theorem 1.1 ii, by showing that any two-sided Markovian 1-block inverse semigroup shift is isomorphic and topologically conjugate to the product of a fractal shift and a two-sided full shift, see Theorem 5.18.

2 Background

In this section we will set notation and recall the background necessary for the paper. For detailed references on the topics covered in this section, see \[5\] for inverse semigroups, \[6\] and \[8\] for one sided shift spaces, \[3\] for two sided shift spaces over infinite alphabets, and \[2\] for sliding block codes between infinite alphabet shift spaces.

2.1 Semigroups and dynamical systems

Recall that a semigroup is a pair \((S, \cdot)\) where \(S\) is a set and \(\cdot\) is an associative binary operation. If \(S\) is a topological space and \(\cdot\) is continuous with respect to the topology of \(S\), we say that \((S, \cdot)\) is a topological semigroup. An inverse semigroup is a semigroup \((S, \cdot)\) such that, for all \(s \in S\), there exists a unique \(s^* \in S\) such that \(s \cdot s^* \cdot s = s\) and \(s^* \cdot s \cdot s^* = s^*\).

We call an element \(e \in S\) an idempotent if \(e \cdot e = e\), and the set of all such elements will be denoted \(E(S)\). It is true that, for all \(s, t \in S\) and \(e, f \in E(S)\) we have that \((s \cdot t)^* = t^* \cdot s^*\), \((s^*)^* = s\), \(e^* = e\), \(e \cdot f = f \cdot e\) and \(e \cdot f \in E(S)\). For all \(s \in S\), the elements \(s \cdot s^*\) and \(s^* \cdot s\) are idempotents.

If \((S, \cdot)\) is an inverse semigroup with an identity (that is an element \(1\) such that \(1 \cdot g = g \cdot 1 = g\) for all \(g \in S\)) then it is called an inverse monoid. An element in \(S\) is called a zero (and denoted by \(0\)) if \(0 \cdot g = g \cdot 0 = 0\) for all \(g \in S\), and if \(0, g, h \in S\), \(g, h \neq 0\) and \(g \cdot h = 0\) then we say that \(g\) and \(h\) are divisors of zero. If they exist, the zero element and identity element are both seen to be unique.

Given an element \(g \in S\), we have the Green’s relations \(L\) and \(R\): \(gLh\) if and only if \(g^* \cdot g = h^* \cdot h\); \(gRh\) if and only if \(g \cdot g^* = h \cdot h^*\). Given \(a \in S\) its \(L\)-class is denoted \(L(a) := \{b \in S : b^* \cdot b = a^* \cdot a\}\), and its \(R\)-class is denoted \(R(a) := \{b \in S : b \cdot b^* = a \cdot a^*\}\).

If \((S, \cdot)\) and \((\tilde{S}, \tilde{\cdot})\) are two inverse semigroups, then a map \(\xi : S \to \tilde{S}\) is said to be a semigroup homomorphism if for all \(a, b \in S\) we have that \(\xi(a \cdot b) = \xi(a) \cdot \xi(b)\). For such a \(\xi\), for all \(e \in E(S)\),
we have that $\xi(e) \in E(S)$ and $\xi(a^*) = (\xi(a))^*$ for all $a \in S$. If a semigroup homomorphism $\xi$ is bijective then we say that it is an isomorphism.

Any inverse semigroup $(S, \cdot)$ carries a natural partial order $\leq$ given by saying that $a \leq b$ if and only if there exists some $e \in E(S)$ such that $a = e \cdot b$.

A dynamical system $(DS)$ is a pair $(X, T)$, where $X$ is a locally compact space and $T : X \to X$ is a map, and if in addition $T$ is continuous then we will say that $(X, T)$ is a topological dynamical system (TDS). Two dynamical systems $(X, T)$ and $(Y, S)$ are said to be conjugate if there exists a bijective map $\Phi : X \to Y$ such that $\Phi \circ T = S \circ \Phi$. If, in addition, $(X, T)$ and $(Y, S)$ are topological dynamical systems and $\Phi$ is a homeomorphism we say that $(X, T)$ and $(Y, S)$ are topologically conjugate and the map $\Phi$ is called a (topological) conjugacy for the dynamical systems.

We say that a dynamical system $(X, T)$ is expansive if there exists a partition $\mathcal{U}$ of $X$ such that, for all $x \neq y$ in $X$, there exists $n \in \mathbb{S}$ such that $T^n(x)$ and $T^n(y)$ are in different elements of $\mathcal{U}$ (where $\mathbb{S} = \mathbb{N}$ if $T$ is not invertible, and $\mathbb{S} = \mathbb{Z}$ otherwise). In such a case, $\mathcal{U}$ is called an expansive partition for $T$.

Lastly, recall that a locally compact Hausdorff space is said to be zero dimensional or totally disconnected if it has a basis consisting of clopen sets.

2.2 Compactified shift spaces over countable alphabets

Let $A$ be a countable set with $|A| \geq 2$, which we will call an alphabet and whose elements will be called symbols or letters. Define a new symbol $\emptyset \notin A$, which we will call the empty letter and define the extended alphabet $\tilde{A} := A \cup \{\emptyset\}$. We will consider the set of all infinite sequences over $A$, $\tilde{A}^\mathbb{N} := \{(x_i)_{i \in \mathbb{N}} : x_i \in \tilde{A} \text{ for all } i \in \mathbb{N}\}$ and define $\Sigma^\mathbb{N}_A, \Sigma^\mathbb{N}_A^{\text{fin}}$ by

$\Sigma^\mathbb{N}_A^{\text{fin}} := A^\mathbb{N} := \{(x_i)_{i \in \mathbb{N}} : x_i \in A \text{ for all } i \in \mathbb{N}\}$

and

$\Sigma^\mathbb{N}_A := \{(x_i)_{i \in \mathbb{N}} : x_i \in \tilde{A}, x_j = \emptyset \text{ for some } j, \text{ and if } x_i = \emptyset \text{ then } x_{i+1} = \emptyset, \forall i \in \mathbb{N}\}$.

We will denote by $\emptyset$ the constant sequence whose entries are all the empty letter $\emptyset$, that is, $\emptyset = (x_i)_{i \in \mathbb{S}}$ where $x_i = \emptyset$ for all $i \in \mathbb{S}$.

**Definition 2.1** (One-sided full shift). The one-sided full shift over $A$ is the set

$\Sigma^\mathbb{N}_A := \begin{cases} 
\Sigma^\mathbb{N}_A^{\text{inf}}, & \text{if } |A| < \infty \\
\Sigma^\mathbb{N}_A^{\text{inf}} \cup \Sigma^\mathbb{N}_A^{\text{fin}}, & \text{if } |A| = \infty
\end{cases}$

**Definition 2.2** (Two-sided full shift). The two-sided full shift over $A$ is the set

$\Sigma^\mathbb{Z}_A := \begin{cases} 
\Sigma^\mathbb{Z}_A^{\text{inf}} \cup \{\emptyset\}, & \text{if } |A| < \infty \\
\Sigma^\mathbb{Z}_A^{\text{inf}} \cup \Sigma^\mathbb{Z}_A^{\text{fin}}, & \text{if } |A| = \infty
\end{cases}$.
Definition 2.3. For $x \in \Sigma_A^S$, we define

$$l(x) := \begin{cases} 
+\infty & \text{if } x \in \Sigma_A^{\infty} \\
\max_{k \in \mathbb{N}} \{k : x_k \neq \emptyset\} & \text{if } x \in \Sigma_A^{\text{fin}} \setminus \{\emptyset\} \\
-\infty & \text{if } x = \emptyset
\end{cases}$$

and call $l(x)$ the length of $x$.

We will refer to sequences in $\Sigma_A^{\text{fin}}$ as finite sequences, sequences in $\Sigma_A^{\infty}$ as infinite sequences and we will refer to $\emptyset$ as the empty sequence. To simplify the notation, giving a sequence $(x_i)_{i \in S} \in \Sigma_A^{\text{fin}} \setminus \{\emptyset\}$ we will frequently omit the entries with the empty letter when denoting it, that is, we will denote $(x_i)_{i \leq k} = (\ldots x_1 x_2 x_3 \ldots x_k)$, where $k = l(x)$.

Given $(x_i)_{i \leq k} \in \Sigma_A^{\text{fin}} \setminus \{\emptyset\}$ and a finite set $F \subset A$, we define

$$Z(x, F) := \{y \in \Sigma_A^S : y_i = x_i \quad \forall i \leq k, \ y_{k+1} \notin F\}.$$  \hfill (1)

In the special case that $F = \emptyset$, then we denote $Z(x, F)$ simply by $Z(x)$. Furthermore, given $x^1, x^2, \ldots, x^m \in \Sigma_A^{\text{fin}} \setminus \{\emptyset\}$ we define

$$Z^c(x^1, \ldots, x^m) = \left(\bigcup_{j=1}^m Z(x^j)\right)^c.$$  \hfill (2)

In the case $S = \mathbb{N}$, given $F = \{x^1, \ldots, x^m\}$, where each $x^i$ is a finite word of length 1, we define $Z(\emptyset, F) = Z^c(x^1, \ldots, x^m)$.

The sets of the form (1) and (2) are called generalized cylinders and they form the basis of the topology that we consider in $\Sigma_A^S$. For this topology we have that $\Sigma_A^S$ is zero dimensional (generalized cylinders are clopen sets), Hausdorff and compact. Furthermore, when $S = \mathbb{N}$ the topology is metrizable (see [3, Section 2]), while for $S = \mathbb{Z}$ the topology is not first countable (there is no countable neighborhood basis for $\emptyset$ - see [3, Proposition 2.7]). We refer the reader to [3] and [5] for more details about this topology.

Note that if $S = \mathbb{N}$ then $Z(x) \cap \Sigma_A^S$ coincides with an usual cylinder of the product topology in $\Sigma_A^{\infty}$. In particular if $S = \mathbb{N}$, and we allow $A$ to be finite, then $\Sigma_A^S$ with the topology generated by the generalized cylinders is a classical shift space over $A$ (see [3, Remark 2.4]).

As mentioned in the introduction, the shift map $\sigma : \Sigma_A^S \to \Sigma_A^S$ is defined as the map given by $\sigma((x_i)_{i \in S}) = (x_{i+1})_{i \in S}$ for all $(x_i)_{i \in S} \in \Sigma_A^S$. Note that $\sigma(\emptyset) = \emptyset$ and, for all $x \in \Sigma_A^{\text{fin}}, \ x \neq \emptyset$, we have that $l(\sigma(x)) = l(x) - 1$. Furthermore, when $A$ is infinite and $S = \mathbb{N}$ we have that $\sigma : \Sigma_A^\mathbb{N} \to \Sigma_A^\mathbb{N}$ is continuous everywhere but at $\emptyset$. In any other situation (either under $S = \mathbb{N}$ and finite $A$, or under $S = \mathbb{Z}$ and countable $A$) we have that $\sigma : \Sigma_A^S \to \Sigma_A^S$ is a continuous map (see [3, Proposition 2.12]).

Given $\Lambda \subset \Sigma_A^S$, let $\Lambda^{\text{fin}} := \Lambda \cap \Sigma_A^{\text{fin}}$ and $\Lambda^{\infty} := \Lambda \cap \Sigma_A^{\infty}$ be the set of finite sequences and the set of infinite sequences in $\Lambda$, respectively. We consider on $\Lambda$ the topology induced from
that is, the topology whose basis are the sets of the form $Z_\Lambda(x,F) := Z(x,F) \cap \Lambda$ and $Z_\Lambda(x^1,...,x^m) := Z(x^1,...,x^m) \cap \Lambda$.

For each $n \geq 1$, let

$$B_n(\Lambda) := \{(a_1...a_n) : \text{there exists } x \in \Lambda, \ i \in S, \text{ such that } x_{i+j-1} = a_j \text{ for all } j = 1,...,n\}$$

be the set of all blocks of length $n$ in $\Lambda$.

Furthermore, define

$$B_{\text{linf}}(\Lambda) := \begin{cases} \emptyset & \text{if } \Lambda \subset \Sigma^N_A \\ \{(x_i)_{i \leq k} : x \in \Lambda, k \in \mathbb{Z}\} & \text{if } \Lambda \subset \Sigma^Z_A. \end{cases}$$

The language of $\Lambda$ is

$$B(\Lambda) := B_{\text{linf}}(\Lambda) \cup \bigcup_{n \geq 1} B_n(\Lambda).$$

Also, define the letters of $\Lambda$ to be $L_{\Lambda} := B_1(\Lambda) \setminus \{\emptyset\}$ – this is the set of elements of $A$ used in sequences of $\Lambda$.

Given $a \in B(\Sigma_A^S)$, the $k^{th}$ follower set of $a$ in $\Lambda$ is the set

$$\mathcal{F}_k(\Lambda,a) := \{b \in B_k(\Lambda) : ab \in B(\Lambda)\}, \quad (3)$$

while the $k^{th}$ predecessor set of $a$ in $\Lambda$ is

$$\mathcal{P}_k(\Lambda,a) := \{b \in B_k(\Lambda) : ba \in B(\Lambda)\}. \quad (4)$$

We say that a subset $\Lambda$ satisfies the infinite extension property if, for all $x \in \Sigma_A^{\text{fin}} \setminus \{\emptyset\},$

$$x \in \Lambda^{\text{fin}} \iff \left| \mathcal{F}_1(\Lambda, (x_i)_{i \leq l(x)}) \right| = \infty.$$  

Notice that when $S = \mathbb{N}, \emptyset \in \Lambda^{\text{fin}}$ if, and only if, $|A| = \infty$, while if $S = \mathbb{Z}$ then we have that $\emptyset \in \Lambda^{\text{fin}}$ if, and only if, $|\Lambda| = \infty$.

**Definition 2.4.** A set $\Lambda \subseteq \Sigma_A^S$ is said to be a shift space over $A$ if the following three properties hold:

1. $\Lambda$ is closed with respect to the topology of $\Sigma_A^S$;
2. $\Lambda$ is invariant under the shift map, that is, $\sigma(\Lambda) = \Lambda$;
3. $\Lambda$ satisfies the infinite extension property.
We notice that condition 2 could be relaxed when $S = \mathbb{N}$ to $\sigma(\Lambda) \subset \Lambda$. However in this work we will just consider, even when $S = \mathbb{N}$, shift spaces such that $\sigma(\Lambda) = \Lambda$. We remark that $\Lambda$ satisfies the infinite extension property if and only if $\Lambda^{\text{inf}}$ is dense in $\Lambda$ (see [8, Proposition 3.8] and [3, Lemma 2.18]).

Given $X \subset \Sigma_A^{\text{inf}}$ such that $\sigma(X) = X$ we can define the shift space generated by $X$ as the smallest shift space $\Lambda$ such that $\Lambda^{\text{inf}} \supset X$. It follows that $\Lambda := \text{cl}(X)$, where $\text{cl}(X)$ stands for the closure of $X$.

Shift spaces can be characterized in terms of forbidden words:

**Definition 2.5.** Let $F$ be a subset of $B(\Sigma^{\text{inf}}_A)$ whose elements do not use the empty letter. We define $X_F$ as the subset of $\Sigma_A^{\text{inf}}$ such that: (i) its infinite sequences are exactly those that do not contain a block belonging to $F$; (ii) its finite sequences satisfy the ‘infinite extension property’; (iii) $\sigma(X_F) = X_F$ (where this last assumption is only necessary to assure that, when $S = \mathbb{N}$, condition 2 of Definition 2.4 is satisfied).

From [8, Theorem 3.16] and [3, Proposition 2.25] we have that $\Lambda$ is a shift space if, and only if, $\Lambda = X_F$ for some $F \subset B(\Sigma^{\text{inf}}_A)$ whose elements do not use the empty letter.

**Definition 2.6.** Given a shift space $\Lambda \subset \Sigma_A^\mathbb{Z}$, the projection of $\Lambda$ onto the non-negative coordinates is the map $\pi : \Lambda \to \Sigma_A^\mathbb{N}$ given by $\pi((x_i)_{i \in \mathbb{Z}}) = (x_i)_{i \in \mathbb{N}}$.

The projection $\pi$ establishes a relationship between two-sided shift spaces and one-sided shift spaces. We refer the reader to sections 2 and 4 of [3] for more details about it.

We now summarize some important types of shift spaces. If $\Gamma$ is a shift space, then we say that $\Gamma$ is a:

- **Shift of finite type (SFT)**: if $\Lambda = X_F$ for some finite $F \subset B(\Sigma^{\text{inf}}_A)$;
- **Finite-step shift**: if $\Lambda = X_F$ for some $F \subset B(\Lambda) \setminus B^{\text{inf}}(\Lambda)$. In the case that $F \subset B_{M+1}(\Lambda)$, we will say that $\Lambda$ is an $M$-step shift (1-step shifts will also be referred as Markov (or Markovian) shifts);
- **Infinite-step shift**: if it is not a finite-step shift. Note that just two-sided shift spaces can contain proper infinite-step shifts;
- **Edge shift**: if $\Lambda(G) := X_F$, where $F := \{ ef : t(e) \neq i(f) \}$ and $G = (E, V, i, t)$ is a directed graph with no sources and sinks.
- **Row-finite shift**: if for all $a \in L_\Lambda$ we have that $F_1(\Lambda, a)$ is a finite set;
- **Column-finite shift**: if for all $a \in L_\Lambda$ we have that $P_1(\Lambda, a)$ is a finite set.
2.3 Sliding block codes

Roughly speaking, a sliding block code is a code which encodes a sequence \((x_i)_{i \in \mathbb{S}}\) of a shift space as a new sequence (possibly in other shift space) in a continuous way and which is invariant by translations.

A pseudo cylinder of a shift space \(\Lambda \subset \Sigma_A^\mathbb{S}\) is a set of the form

\[
[b]_k^\ell := \{(x_i)_{i \in \mathbb{Z}} \in \Lambda : (x_k \ldots x_{\ell}) = b\},
\]

where \(k \leq \ell \in \mathbb{S}\) and \(b = (b_1 \ldots b_{k+\ell+1}) \in B(\Sigma_A^\mathbb{S})\). We say that the pseudo cylinder \([b]_k^\ell\) has memory \(K := -\min\{0, k\}\) and anticipation \(L := \max\{0, \ell\}\). Note that if \(\Lambda\) is a one-sided shift space, then any pseudo-cylinder of \(\Lambda\) has memory equal to zero. We adopt the convention that the empty set is a pseudo cylinder of \(\Lambda\) whose memory and anticipation are zero.

Given \(C \subset \Lambda \subset \Sigma_A^\mathbb{S}\), we will say that \(C\) is finitely defined in \(\Lambda\) if there exist two collections of pseudo cylinders of \(\Lambda\), namely \(\{[b]_k^\ell\}_{i \in I}\) and \(\{[d]_m^n\}_{j \in J}\), such that

\[
C = \bigcup_{i \in I} [b]_k^\ell \quad \text{and} \quad C^c = \bigcup_{j \in J} [d]_m^n.
\]

In this case we say that \(C\) has memory \(K := -\inf_{i \in I} \{0, k_i\}\) and anticipation \(L := \sup_{i \in I} \{0, \ell_i\}\).

**Definition 2.7.** Let \(A\) and \(B\) be two countably infinite alphabets, and let \(\Lambda \subset \Sigma_A^\mathbb{S}\) and \(\Gamma \subset \Sigma_B^\mathbb{S}\) be two shift spaces. Suppose \(\{C_a\}_{a \in \tilde{B}}\) is a pairwise disjoint partition of \(\Lambda\), such that:

1. for each \(a \in \tilde{B}\) the set \(C_a\) is finitely defined in \(\Lambda\);
2. \(C_a\) is shift invariant (that is, \(\sigma(C_a) \subset C_a\)).

A map \(\Phi : \Lambda \to \Gamma\) is called a sliding block code if

\[
(\Phi(x))_n = \sum_{a \in \tilde{B}} a \cdot 1_{C_a} \circ \sigma^n(x), \quad \forall x \in \Lambda, \ \forall n \in \mathbb{S},
\]

where \(1_{C_a}\) is the characteristic function of the set \(C_a\) and \(\sum\) stands for the symbolic sum.

In this case, we say that \(\Phi\) has memory \(K := \sup_{a \in \tilde{B}} \{k_a\}\) and anticipation \(L := \sup_{a \in \tilde{B}} \{\ell_a\}\), where \(k_a\) and \(\ell_a\) stand for the memory and the anticipation of each \(C_a\), respectively. If \(K, L < \infty\), we will say that \(\Phi\) is a \(K + L + 1\)-block, while if \(K = \infty\) or \(L = \infty\), we will say that \(\Phi\) has unbounded memory or anticipation, respectively.

Intuitively, \(\Phi : \Lambda \subset \Sigma_A^\mathbb{S} \to \Gamma \subset \Sigma_B^\mathbb{S}\) is a sliding block code if it has a local rule, that is, if for all \(n \in \mathbb{Z}\) and \(x \in \Lambda\), there exist \(k, \ell \geq 0\) which depends on the configuration of \(x\) around \(x_n\), such that we only need to know \((x_{n-k} \ldots x_{n+\ell})\) to determine \((\Phi(x))_n\). In the particular case that \(\Phi\) is a sliding block code with memory \(K\) and anticipation \(L\), then its local rule can be written as a function \(\alpha : B_{K+L+1}(\Lambda) \to \tilde{B}\) such that for all \(x \in \Lambda\) and \(n \in \mathbb{S}\), it follows that

\[
(\Phi(x))_n = \alpha(x_{n-K} \ldots x_{n+L}).
\]

We refer the reader to [2], [3] and [10] for more details about sliding block codes between shift spaces over infinitely countable alphabets.
2.4 Shift spaces as dynamical systems and semigroups

If \( \Lambda \subset \Sigma_A^S \) is a shift space, then \((\Lambda, \sigma)\) is a dynamical system. If \( S = \mathbb{N} \), \([2]\) ensures that \((\Lambda, \sigma)\) is a topological dynamical system if, and only if, \( \Lambda \) is a column-finite shift. On the other hand, if \( S = \mathbb{Z} \), then \([3]\) ensures that \((\Lambda, \sigma)\) is always a topological dynamical system.

**Definition 2.8.** Two shift spaces \( \Lambda \subset \Sigma_A^S \) and \( \Gamma \subset \Sigma_B^T \) are said to be (topologically) conjugate if the dynamical systems \((\Lambda, \sigma)\) and \((\Gamma, \sigma)\) are (topologically) conjugate.

We remark that a sliding block code is always a conjugacy between shift spaces (see \([2, \text{Proposition 3.12}]\) and \([3, \text{Proposition 3.10}]\)). Furthermore, in \([2]\) and \([3]\) conditions are given for a sliding block code to be a topological conjugacy.

We now seek to incorporate a semigroup operation to the shift space structures defined so far.

**Definition 2.9.** We will say that a shift space \( \Lambda \subset \Sigma_A^S \) is a semigroup shift if there exists a binary operation \( \bullet \) defined on \( \Lambda \) such that \((\Lambda, \bullet)\) is a semigroup and the shift map is a semigroup homomorphism. If, in addition, the operation \( \bullet \) is continuous, then we will say that \((\Lambda, \bullet)\) is a topological semigroup shift.

A particular type of semigroup shifts that we will study are the \( k \)-block semigroup shifts.

**Definition 2.10.** Let \( A \) be an alphabet, \( \Lambda \subset \Sigma_A^S \) be a subshift, and \( \bullet \) be a binary operation on \( \Lambda \). Suppose that \( \{C_a\}_{a \in \tilde{A}} \) is a pairwise disjoint partition of \( \Lambda \times \Lambda \), such that:

1. for each \( a \in \tilde{A} \) the set \( C_a \) is finitely defined;
2. \( C_{\emptyset} \) is shift invariant.

We say that \( \bullet \) is a block operation if

\[
(x \bullet y)_n = \sum_{a \in \tilde{A}} a 1_{C_a} \circ (\sigma^n(x), \sigma^n(y)), \quad \forall x, y \in \Lambda, \forall n \in S,
\]

where \( 1_{C_a} \) is the characteristic function of the set \( C_a \), and \( \sum \) stands for the symbolic sum.

Denoting by \( k_a \) and \( \ell_a \) the memory and the anticipation of each \( C_a \), respectively, let \( K := \inf_{a \in \tilde{A}} k_a \) and \( L := \sup_{a \in \tilde{A}} \ell_a \). If \( K \) and \( L \) are finite, we will say that \( \bullet \) is a \( K + L + 1 \)-block operation with memory \( K \) and anticipation \( L \) (in the case \( S = \mathbb{N} \) we always have \( K = 0 \)).

Once again it is best to think of a block operation as an operation with a local rule. In the particular case of \( \bullet \) being a block operation with memory \( K \) and anticipation \( L \), its local rule can be written as \( \alpha : B_{K+L+1}(\Lambda \times \Lambda) \rightarrow \tilde{A} \), such that given \( x, y \in \Lambda \) and \( n \in S \),

\[
(x \bullet y)_n = \alpha(x_{n-K} \cdots x_{n+L}, y_{n-K} \cdots y_{n+L}).
\]

One notices that the above definition of a block operation is similar to the definition of sliding block codes (see \([2, 3, 10]\)). However, since \( \Lambda \times \Lambda \) is not a shift space, the map \( (x, y) \mapsto x \bullet y \) is not a sliding block code and we cannot use the results established for them. At any rate, block operations share several properties with sliding block codes, and, for the particular case of 1-block semigroups (see Subsection \([11]\)), such an operation will be a sliding block code defined from the shift space \( \Lambda \boxtimes \Lambda \) to \( \Lambda \) (see Section \([2.5]\) for the definition of \( \Lambda \boxtimes \Lambda \)).
2.5 The Product of Shift Spaces

Given two shift spaces \( \Lambda \subseteq \Sigma_A^S \) and \( \Gamma \subseteq \Sigma_B^S \), the Cartesian product \( \Lambda \times \Gamma \) is not a shift space on the alphabet \( A \times B \) (if either \( A \) or \( B \) is infinite). In light of this, we define product of shift spaces as follows:

**Definition 2.11.** Given two shift spaces \( \Lambda \subseteq \Sigma_A^S \) and \( \Gamma \subseteq \Sigma_B^S \), the product of \( \Lambda \) and \( \Gamma \) is the shift space \( \Lambda \times \Gamma \subseteq \Sigma_{A \times B}^S \) generated by \( \Lambda_{\text{inf}} \times \Gamma_{\text{inf}}, \) that is, \( \Lambda \times \Gamma := \Lambda_{\text{inf}} \times \Gamma_{\text{inf}}, \) where we are identifying an element \((a_i)_{i \in S} \times (b_i)_{i \in S} \in \Lambda_{\text{inf}} \times \Gamma_{\text{inf}} \) with \(((a_i, b_i))_{i \in S} \in \Sigma_{A \times B}^S \).

We remark that \( \Lambda \times \Gamma \) is the smallest shift space whose set of infinite sequences is \( \Lambda_{\text{inf}} \times \Gamma_{\text{inf}}. \) Alternatively, we can consider the map \( \varphi : \Lambda \times \Gamma \to \Sigma_{A \times B}^S, \) defined, for all \((a, b) \in \Lambda \times \Gamma \) and \( i \in S, \) by:

\[
(\varphi(a, b))_i := \begin{cases} 
(a_i, b_i) & \text{if } a_i, b_i \neq \emptyset \\
\emptyset & \text{if } a_i = \emptyset \text{ or } b_i = \emptyset
\end{cases}
\]

and it follows that \( \Lambda \times \Gamma = \varphi(\Lambda \times \Gamma), \) \( (\Lambda \times \Gamma)^{\text{inf}} = \varphi(\Lambda_{\text{inf}} \times \Gamma_{\text{inf}}), \) and \( (\Lambda \times \Gamma)^{\text{fin}} = \varphi(\Lambda \times \Gamma \setminus \Lambda_{\text{inf}} \times \Gamma_{\text{inf}}). \)

**Proposition 2.12.** Let \( \Lambda \subseteq \Sigma_A^S \) and \( \Gamma \subseteq \Sigma_B^S \) be two shift spaces, consider \( \Lambda \times \Gamma \) with the product topology and \( \Lambda \times \Gamma \) with the topology generated by generalized cylinders. Then the map \( \varphi : \Lambda \times \Gamma \to \Sigma_{A \times B}^S, \) defined by (6) is continuous.

**Proof.** Suppose that \( \Lambda \subseteq \Sigma_A \) and \( \Gamma \subseteq \Sigma_B \) are two shift spaces. Let

\[
\mathcal{Z} := Z_{\Lambda \times \Gamma}(k, F),
\]

be a generalized cylinder of \( \Lambda \times \Gamma, \) where \( \kappa = (v_i, w_i)_{i \leq k} \in \Sigma_{A \times B}^{\text{fin}} \setminus \{\emptyset\}, k = l(\kappa) \) and \( F \subset A \times B \) is a finite set, say \( F = \{(f_1, g_1), \ldots, (f_m, g_m)\}. \)

Let \( F' := (f_i)_{1 \leq i \leq m} \in A \) and \( F'' := (g_i)_{1 \leq i \leq m} \in B, \) where \( (f_i, g_i) \in F \) for all \( i \) (notice that \( F' \) and \( F'' \) are finite sequences and not sets). It follows that if \( \varphi^{-1}(\mathcal{Z}) \neq \emptyset, \) then

\[
\varphi^{-1}(\mathcal{Z}) = \left\{(x_1, y_1)\cdots(x_k, y_k)(x_{k+1}, y_{k+1})\cdots) \in \Lambda \times \Gamma : (x_i, y_i) = (v_i, w_i) \forall i \leq k, (x_{k+1}, y_{k+1}) \notin F \right\}
\]

\[
= \left[ Z_{\Lambda \times \Gamma}(v) \times Z_{\Lambda \times \Gamma}(w) \right] \cap \bigcap_{j=1}^{m} \left[ Z_{\Lambda \times \Gamma}(v^j) \times Z_{\Lambda \times \Gamma}(w^j) \right]^c,
\]

where \( v = (v_i)_{i \leq k}, w = (w_i)_{i \leq k}, v^j = (v_i^j)_{i \leq k+1} \) with \( v^j_i = v_i \) for \( i \leq k \) and \( v^j_{k+1} = f_j \) and \( w^j = (w_i^j)_{i \leq k+1} \) with \( w^j_i = w_i \) for \( i \leq k \) and \( w_{k+1} = g_j. \)

Since for each \( j = 1, \ldots, m, \) the set \( Z_{\Lambda \times \Gamma}(v^j) \times Z_{\Lambda \times \Gamma}(w^j) \) is a clopen of \( \Lambda \times \Gamma, \) then its complement is also a clopen of \( \Lambda \times \Gamma. \) Hence \( \varphi^{-1}(\mathcal{Z}) \) is a finite intersection of clopen sets and thus it is a clopen set of \( \Lambda \times \Gamma. \)
On the other hand, given $\kappa^1, \kappa^2, \ldots, \kappa^m \in \Sigma_{A \times B}^{\text{fin}} \setminus \{\emptyset\}$ we have that
\[
\varphi^{-1}\left(Z^c(\kappa^1, \ldots, \kappa^m)\right) = \varphi^{-1}\left(\left(\bigcup_{j=1}^{m} Z(\kappa^j)\right)^c\right) = \bigcap_{j=1}^{m} \left(\varphi^{-1}(Z(\kappa^j))\right)^c.
\]

By the first part of the proof we have that each $\varphi^{-1}(Z(\kappa^j))$ is a clopen set and hence we conclude that $\varphi^{-1}\left(Z^c(\kappa^1, \ldots, \kappa^m)\right)$ is also a clopen set. \(\square\)

3 Expansive dynamics and inverse semigroup shifts

In [4], it is proven that if $X$ is a compact zero-dimensional group and $T$ is an expansive and transitive group automorphism of $X$, then $(X, T)$ is conjugate to the full shift over a finite group. In our situation, the full shift over a countably infinite group, when given the operation of entrywise multiplication, has the structure of an inverse semigroup with the empty sequence being the zero element. The shift map fixes the empty sequence, and in general the empty sequence is the only possible point of discontinuity of the shift map.

In this section we prove a result similar to Kitchens’, that is under some conditions, an expansive automorphism over a zero-dimensional inverse semigroup can be modeled by the shift map over $\Sigma^\mathbb{N}_A$, for a suitable infinite alphabet $A$.

**Lemma 3.1.** Let $X$ be a compact space and let $T : X \to X$ be a function. Suppose that there exists $p \in X$ such that $T(p) = p$ and that $T$ is continuous on $X \setminus \{p\}$. Then, for all $U \subset X \setminus \{p\}$ and all $k > 0$, the set $T^{-k}(U)$ is open.

**Proof.** Take $U \subset X \setminus \{p\}$ to be open. Note that $T^{-k}(U)$ will not contain $p$ for any $k$, because $T^k(p) = p$. Hence we only need to show that $T^{-1}(U)$ is open.

If $x \in T^{-1}(U)$, then $T(x) \in U$. Since $T$ is continuous at $x$, there exists an open set $V$ with $x \in V$ such that $T(V) \subset U$, that is, $V \subset T^{-1}(T(V)) \subset T^{-1}(U)$. Hence, $T^{-1}(U)$ is open. \(\square\)

**Proposition 3.2.** Let $X$ be a compact Hausdorff space, and let $T : X \to X$ be a function. Suppose that we have $p \in X$ such that $T(p) = p$ and that $T$ is continuous on $X \setminus \{p\}$. Further, suppose that there exists $\{U_i\}_{i \in I}$ an infinite partition of clopen sets of $X \setminus \{p\}$, such that $U = \{U_i\}_{i \in I} \cup \{\{p\}\}$ is an expansive partition for $T$. Then there exists an infinite alphabet $A$ and a continuous injection $h : X \to \Sigma^\mathbb{N}_A$, which is a homeomorphism onto its image, such that $h \circ T = \sigma \circ h$. If we assume further that
\[
X \setminus \bigcup_{n \geq 0} T^{-n}(p)
\]

is dense in $X$, then the image of $h$ is a subshift of $\Sigma^\mathbb{N}_A$. 

11
Proof. Let \( \{U_i\}_{i \in A} \) be a clopen partition of \( X \setminus \{p\} \), and let \( \mathcal{U} = \{U_i\}_{i \in I} \cup \{\{p\}\} \) be an expansive partition for \( T \). Consider the full shift \( \Sigma^N_A \) over the index set \( A \).

Let \( h : X \to \Sigma^N_A \) be defined by
\[
h(p) = \emptyset
\]
\[
h(x) = \begin{cases} (a_i)_{i=0}^{\infty} & \text{if } T^i(x) \in U_{a_i} \text{ and } T^i(x) \neq p \text{ for all } i \\ (a_i)_{i=0}^K & \text{if } T^i(x) \in U_{a_i} \text{ and } T^K(x) \neq p \text{ and } T^{K+1} = p. \end{cases}
\]

Since \( \{U_i\}_{i \in A} \) is an expansive partition, it is easy to see that \( h \) is injective. We claim that \( h \) is a homeomorphism onto its image, and that its image is a subshift of \( \Sigma^N_A \).

We first prove that \( h \) is continuous. Suppose that \( x_n \to x \) in \( X \). We have to prove that \( h(x_n) \to h(x) \) in \( \Sigma^N_A \). If \( l(h(x)) = \infty \), then \( h(x) \) is an infinite sequence in \( A \). Take \( M \in \mathbb{N} \) and let
\[
V = \bigcap_{j=0}^M T^{-j}(U_{h(x)})..
\]
Note that \( V \) is open (by Lemma 3.1) and nonempty, and that \( p \notin V \). Since \( x_n \to x \), there exists \( N \) such that for all \( n \geq N \), \( x_n \in V \). Thus, for all \( n \geq N \), the first \( M \) entries of the sequence \( h(x_n) \) are equal to that of \( h(x) \). Hence, \( h(x_n) \to h(x) \).

Suppose now that \( l(h(x)) = K \) with \( 0 < K < \infty \). Let \( F \subset A \) be finite, say \( F = \{f_1, \ldots, f_i\} \). We have to find \( N \in \mathbb{N} \) such that \( n \geq N \) implies that \( l(h(x_n)) \geq l(h(x)) \), \( h(x_n)_i = h(x)_i \) for \( 1 \leq i \leq K \), and \( h(x_n)_{K+1} \notin F \).

Let
\[
F_{\mathcal{U}} = \bigcup_{i=0}^l U_{f_i}, \tag{8}
\]
\[
V = \left( \bigcap_{j=0}^K T^{-j}(U_{h(x)}) \right) \cap T^{-(K+1)}(F_{\mathcal{U}}^c).
\]
We note that \( x \in V \), since \( T^{K+1}(x) = p \). In addition, we have that \( p \notin V \). Hence, \( T^{K+1} \) is continuous at all points in \( V \). We also note that \( T^K(V) \) does not contain \( p \), because it is contained in \( U_{h(x)_K} \). Hence, \( T^{K+1} \) is continuous on \( V \).

We claim that \( V \) is open. Let \( y \in V \). Then \( T^{K+1}(y) \in F_{\mathcal{U}}^c \), an open set. Since \( T^{K+1} \) is continuous at \( y \), there exists an open set \( W_y \) containing \( y \) such that \( T^{K+1}(W_y) \subset F_{\mathcal{U}}^c \), that is, \( W_y \subset T^{-(K+1)}(F_{\mathcal{U}}^c) \). Hence
\[
W_y \cap \bigcap_{j=0}^K T^{-j}(U_{h(x)_j})
\]
is open, is contained in \( V \), and contains \( y \). Hence, \( V \) is open.

Now, since \( x_n \to x \), there exists \( N > 0 \) such that whenever \( n \geq N \), \( x_n \in V \). This implies that whenever \( n \geq N \), we have \( l(h(x_n)) \geq l(h(x)) \), \( h(x_n)_i = h(x)_i \) for \( 0 \leq i \leq K \), and \( h(x_n)_{K+1} \). Hence we have proven that \( h(x_n) \) converges to \( h(x) \).
Finally, suppose \( l(h(x)) = 0 \). Then \( x = p \). Let \( F \subset A \) be finite, say \( F = \{ f_1, \ldots, f_l \} \), and take \( F_{\mathcal{U}} \) as in [8]. Since \( x_n \to x \), and \( F_{\mathcal{U}}^c \) is an open set containing \( x \), there exists \( N > 0 \) such that for all \( n \geq N \) we have \( x_n \in F_{\mathcal{U}}^c \). This means that for all \( n \geq N \), \( h(x_n)_1 \notin F \). Since \( F \) was arbitrary, this means that \( h(x_n) \to \emptyset = h(x) \).

Now that we have that \( h \) is continuous and injective, since \( X \) is compact and \( \Sigma_A^N \) is Hausdorff, \( h \) is automatically a homeomorphism onto its image.

We now prove our final statement. We have that \( h(X) \) is closed and is clearly closed under the shift, and so it remains to show that it has the infinite extension property. Suppose that \( y \in h(X) \) and that \( l(y) = K \) with \( 0 < K < \infty \). Then \( y = h(x) \) with \( T^{K+1}(x) = p \). As before, let \( F \subset A \) be finite, form \( F_{\mathcal{U}} \), and let

\[
V = \bigcap_{j=0}^{K} T^{-j}(y_j) \bigcap T^{-(K+1)}(F_{\mathcal{U}}^c),
\]

which is an open neighborhood of \( x \). Again, \( T^{K+1} \) is continuous on \( V \). Because the set in (7) is dense in \( X \), there exists \( z \in X \setminus \bigcup_{n \geq 0} T^{-n}(p) \) in \( V \). Now, the first \( K \) entries of \( h(z) \) match \( y \). Furthermore, the element \( h(z)_{K+1} \in A \) must be different from any element of \( F \) because of the form of \( V \). Since \( F \) was arbitrary, we are forced to conclude that the set

\[
\{ a \in A \mid y\gamma \in h(X), \gamma_1 = a \}
\]

is infinite. Hence, \( h(X) \) has the infinite extension property.

\[\square\]

**Remark 3.3.** From now on we suppose that we have a compact Hausdorff space \( X \), a map \( T : X \to X \) which satisfies the hypotheses of Proposition 3.2 and denote the subshift of \( \Sigma_A^N \) given by the image of the map \( h \) by \( \Lambda \).

**Corollary 3.4.** If \( T^{-1}(p) = \{ p \} \) then \( \Lambda \) is a row-finite subshift of \( \Sigma_A^N \).

**Proof.** It is clear that if \( T^{-1}(p) = \{ p \} \) then \( T^{-n}(p) = \{ p \} \) for all \( n = 0, 1, 2, \ldots \) and so the only finite word in \( \Lambda \) is the zero word and hence, by Proposition 3.21 in [8], the result follows.

\[\square\]

**Proposition 3.5.** Suppose that \( X \) and \( T \) are as in the assumptions of Proposition 3.2 and let \( \Lambda := h(X) \) be the shift space topologically conjugate to \((X, T)\), which is given by Proposition 3.2. Suppose further that there exists an inverse semigroup operation on \( X \), such that \( p \cdot x = x \cdot p = p \) for all \( x \in X \), that \( T \) is an inverse semigroup homomorphism and that, for all \( i, j \in A \), there exists \( k \in A \) such that \( U_i \cdot U_j \subseteq U_k \). Then there exists a 1-block inverse semigroup operation \( \bullet \) on \( \Lambda \), such that \((X, \cdot)\) is isomorphic to \((\Lambda, \bullet)\).

**Proof.** First notice that the alphabet \( A \) inherits the multiplication operation from the multiplication on \( U_i \), that is, if \( U_{a_i} \cdot U_{b_i} \subseteq U_{c_i} \) then \( a_i \cdot b_i = c_i \).
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Let \( h : X \to \Lambda \) be as in Proposition 3.2 and let multiplication in \( \Lambda \), \( \cdot : \Lambda \times \Lambda \to \Lambda \), be defined by
\[
x \cdot y := h \left( h^{-1}(x) \cdot h^{-1}(y) \right),
\]
for all \( x = (x_n) \) and \( y = (y_n) \) in \( \Lambda \).

From the definition of \( \cdot \) it is clear that \((X, \cdot)\) is isomorphic to \((\Lambda, \cdot)\). All we need to show is that \( \cdot \) is a 1-block operation. So, let \( z_1 = (a_i) \) and \( z_2 = (b_i) \) be in \( \Lambda \). Notice that \( z_1 = h(x) \) and \( z_2 = h(y) \) for some \( x, y \in X \). We now divide the proof in three cases:

First, suppose that both \( z_1 \) and \( z_2 \) have infinite length. Then \( z_1 \cdot z_2 = h(x \cdot y) = (c_i) \), where \( c_i \) is such that \( T^i(x \cdot y) = T^i(x) \cdot T^i(y) \) belongs to \( U_{c_i} \). Since \( T^i(x) \in U_{a_i} \) and \( T^i(y) \in U_{b_i} \) it follows that \( c_i = a_i \cdot b_i \).

Now, suppose that \( z_1 \) has finite length and \( z_2 \) has infinite length. Let \( K \) be the smallest integer such that \( T^K(x) = p \). Then, since \( T^i(x) \in U_{a_i} \) and \( T^i(y) \in U_{b_i} \) for all \( 1 \leq i < K \), and \( p \cdot U_{b_i} = p \) for all \( i \geq K \), we have that \( z_1 \cdot z_2 = h(x \cdot y) = (c_i)^{K-1} \), where \( c_i \) is such that \( T^i(x \cdot y) = T^i(x) \cdot T^i(y) \) belongs to \( U_{c_i} \) for all \( i < K \) (what as before implies that \( c_i = a_i \cdot b_i \)).

Finally the case when both \( z_1 \) and \( z_2 \) have finite length is analogous to the above and we leave it to the reader.

\[ \Box \]

### 4 Block operations for shift spaces

In this section we will present some general properties of block operations defined on shift spaces over countable alphabets. We shall pay particular attention to 1-block operations.

**Proposition 4.1.** If \( \Lambda \subset \Sigma^\infty_A \) is a shift space and \( \cdot \) is a block operation in \( \Lambda \), then the shift map is a homomorphism for \( \cdot \).

**Proof.** The proof is similar to that in [2, Proposition 3.12]. □

The following result is analogous to Corollaries 3.13-3.15 in [2].

**Corollary 4.2.** If \( \cdot \) is a block operation in a shift space \( \Lambda \), then:

i. if \( x, y \in \Lambda \) are sequences with period \( p, q \geq 1 \), respectively (that is, \( \sigma^p(x) = x \) and \( \sigma^q(y) = y \)), then \( x \cdot y \) has period \( r := LCM(p, q) \);

ii. \( \emptyset \cdot \emptyset \) is a constant sequence;

iii. if \( \emptyset \cdot \emptyset = \emptyset \) then the product of two finite sequences of \( \Lambda \) is also a finite sequence of \( \Lambda \). □
### 4.1 1-block operations

We now focus on characterizing subshifts with a 1-block operation for which the empty word $\emptyset$ is a zero.

**Definition 4.3.** Let $\cdot$ be a binary operation on $A$. We extend it to $\tilde{A}$ by defining $a \cdot \emptyset = \emptyset \cdot a := \emptyset$ for all $a \in A$, $\emptyset \cdot \emptyset = \emptyset$, and define the canonical 1-block operation $\cdot$, induced by $\cdot$, on the shift space $\Sigma_A^S$ as follows:

$$ (x_i)_{i \in S} \cdot (y_i)_{i \in S} := (x_i \cdot y_i)_{i \in S}, \quad \text{for all } (x_i)_{i \in S}, (y_i)_{i \in S} \in \Sigma_A^S. \quad (9) $$

Note that the shift map is a homomorphism for $\cdot$ (since it is a block operation) and $\emptyset$ is a zero for $\cdot$, that is, $x \cdot \emptyset = \emptyset \cdot x = \emptyset$ for all $x \in \Sigma_A^S$.

The next proposition gives a sufficient condition under which a 1-block operation on a shift space $\Lambda$ is induced from a operation on the alphabet as in (9).

**Proposition 4.4.** Let $\Lambda \subseteq \Sigma_A^S$ be a shift space which is endowed with a 1-block operation $\cdot$. Suppose that $\cdot$ has no zero divisors and $\emptyset \cdot x = x \cdot \emptyset = \emptyset$ for all $x \in \Lambda$. Then there exists a binary operation $\cdot'$ on the alphabet of $\Lambda$, which canonically induces $\cdot$.

**Proof.** Suppose that $\cdot$ is a 1-block binary operation on $\Lambda$. This means that there exists $\alpha : L_\Lambda \cup \{\emptyset\} \times L_\Lambda \cup \{\emptyset\} \to L_\Lambda \cup \{\emptyset\}$, such that for all $x, y \in \Lambda$ and $n \in S$,

$$(x \cdot y)_n = \alpha(x_n, y_n).$$

Hence, since $\Lambda$ has no zero divisors, defining on $L_\Lambda$ the binary operation $\cdot'$ given (for $a, b \in L_\Lambda$) by

$$a \cdot b := \alpha(a, b),$$

we get a binary operation on the alphabet which induces $\cdot$.

$\square$

Although the above proposition gives a one-to-one correspondence between operations on the alphabet $A$ and a class of operations on the shift $\Sigma_A$, in general the induced operation on $\Sigma_A^S$ and the corresponding operation on $A$ do not have the same properties (Proposition 4.11 gives an example of this).

Next we characterize continuous binary operations on $\Sigma_A^N$ (where $\Sigma_A^N \times \Sigma_A^N$ is given the product topology of $\Sigma_A^N$) in terms of the operation on the alphabet.

**Theorem 4.5.** Let $\Lambda \subseteq \Sigma_A^N$ be shift space and $\cdot$ a 1-block multiplication induced by an operation $\cdot'$ on $L_\Lambda$. Then $\cdot$ is a topological operation if and only if for all $a \in L_\Lambda$ the set $\{(b, c) \in L_\Lambda \times L_\Lambda : b \cdot c = a\}$ is finite.

**Proof.** Let $\Phi : \Lambda \times \Lambda \to \Lambda$ be given by $\Phi(x, y) := x \cdot y$. Then $\Phi$ induces a map $\tilde{\Phi} : \Lambda \otimes \Lambda \to \Lambda$ defined for all $(a_i, b_i)_{i \in N} \in \Lambda \otimes \Lambda$ by and $n \in N$ by

$$ \left( \tilde{\Phi}((a_i, b_i)_{i \in N}) \right)_n := \begin{cases} a_i \cdot b_i, & \text{if } i \leq \ell((a_i, b_i)_{i \in N}) \\ \emptyset, & \text{if } i > \ell((a_i, b_i)_{i \in N}) \end{cases} $$

15
Notice that we can now write $\Phi = \hat{\Phi} \circ \psi$. Since Proposition 2.12 assures that $\psi$ is continuous, we just need to check that $\hat{\Phi}$ is continuous. However, $\hat{\Phi}$ is a sliding block code (see Definition 3.7 in [2]) and, furthermore, $\hat{\Phi}^{-1}(\emptyset) = \{\emptyset\}$. Therefore, from Theorem 3.16 of [2], it follows that $\hat{\Phi}$ is continuous if, and only if, for each $a \in L_A$ the set $\hat{\Phi}^{-1}(Z_A(a)) = \{(b, c) \in L_A \times L_A : b \cdot c = a\}$ is finite.

We end this section with an example which will be important in the sequel.

**Example 4.6.** Let $A = \bigcup_{i \in \mathbb{N}} G_i$, where $\{(G_i, \cdot_i)\}_{i \in \mathbb{N}}$ is a collection of disjoint finite groups. Define for $a, b \in A$ the operation

$$a \cdot b := \begin{cases} a \cdot_i b & \text{if } a, b \in G_i \\ a & \text{if } a \in G_i, b \in G_j \text{ and } i > j \\ b & \text{if } a \in G_i, b \in G_j \text{ and } i < j \end{cases}$$

Then $(\Sigma^N_A, \cdot)$, induced as in Definition 4.3, is a topological inverse semigroup.

### 4.2 1-block inverse semigroup shifts induced from group operations

In this section whenever $G$ is a group we will denote by $1_G$ its identity. Below we characterize the 1-block operations arising from a group multiplication on the alphabet. We begin by summarizing the properties of the shift space that we know so far, and then prove that these properties characterize such shifts in the one-sided case.

**Proposition 4.7.** Suppose that $(G, \cdot)$ is an infinite countable group and let $\cdot$ be the operation on $\Sigma^G_G$ induced from $\cdot$. Then the following are true:

i. $(\Sigma^G_G, \cdot)$ is an inverse monoid with zero;

ii. The sequence $e^\infty := (\ldots 1_G 1_G 1_G \ldots)$ is the identity of $(\Sigma^G_G, \cdot)$;

iii. The empty sequence $e^{-\infty} := \emptyset$ is the zero of $(\Sigma^G_G, \cdot)$;

iv. $(\Sigma^G_G, \cdot)$ has no divisors of zero;

v. $E(\Sigma^G_G)$ (the set of idempotents in $\Sigma^G_G$) is a linearly ordered set:

$$E(\Sigma^G_G) = \{e^{-\infty} \leq \ldots \leq e^n \leq e^{n+1} \leq \ldots \leq e^\infty : n \in \mathbb{S}\}$$

where for all $n \in \mathbb{S}$ the sequence $e^n$ is such that $l(e^n) = n$ and $e^n_i = 1_G$ for all $i \leq n$;

vi. For each $n \in \mathbb{S} \cup \{\pm \infty\}$ the idempotent $e^n \in E(\Sigma^G_G)$ is such that its $R$-class and $L$-class coincide with the set $\Sigma^G_G \cdot n := \{x \in \Sigma^G_G : l(x) = n\}$. Hence $(\Sigma^G_G \cdot n, \cdot)$ is a topological group;

vii. For all $e \in E(\Sigma^G_G)$ and $x \in \Sigma^G_G$, we have that $e \cdot x = x \cdot e$;

viii. Denote by $\Sigma^G_1$ the set of all words with length 1 in $\Sigma^G_G$. If $\mathbb{S} = \mathbb{N}$, then $(\Sigma^G_1, \cdot)$ is isomorphic to $(G, \cdot)$. If $\mathbb{S} = \mathbb{Z}$, then $(\pi(\Sigma^G_1), \cdot)$ is isomorphic to $(G, \cdot)$, where $\pi$ is the projection on the non-negative coordinates;
ix. The shift $\sigma$ is a surjective semigroup homomorphism such that $\sigma(e^{-\infty}) = e^{-\infty}$, $\sigma(e^{\infty}) = e^{\infty}$, and $\sigma(e^n) = e^{n-1}$ for all $n \in \mathbb{S}$ (with the convention that if $\mathbb{S} = \mathbb{N}$, then $e^0 := e^{-\infty}$);

x. If $x \in \Sigma^S_G$ is such that $e \cdot x = e$ for some $e \in E(\Sigma^S_G) \setminus \{0\}$ and $\sigma(x)$ is an idempotent, then $x$ is also an idempotent and $e \leq x$;

xi. The sequence $(e^n)_{n \in \mathbb{N}}$ converges to $e^\infty$.

Proof. All the above results follow directly from Definition 4.3. $\square$

We now show that the properties presented in Proposition 4.7 are sufficient conditions over an inverse semigroup so it can be embedded in a one-sided full shift over a infinite countable group alphabet.

**Proposition 4.8.** Suppose that $(S, \cdot)$ is an inverse monoid with 0. Suppose further that

1. $S$ has no zero divisors;
2. The set of idempotents is a countable linearly ordered set

$$E(S) = \{0 = e_0 \leq e_1 \leq e_2 \leq \cdots\} \cup \{e_{\infty} = 1\},$$

where, as usual, $e_i \leq e_j$ means $e_i \cdot e_j = e_i$, and $e_{\infty}$ is the unique upper bound of $\{e_i\}_{i \geq 0}$ in $S$;

3. There exists a surjective homomorphism $T : S \to S$ such that $T(e_i) = e_{i-1}$, for $1 \leq i < \infty$;

4. For all $s \in S$, $e_1 \cdot s = s \cdot e_1$;

5. If $s \in S$ is such that $T(s)$ is an idempotent and $e_1 \cdot s = e_1$, then $s$ is also an idempotent.

Let $\hat{S} := S \setminus \{0\}$. Then $(e_1 \cdot \hat{S}, \cdot)$ is a group and the map $\theta : S \to \Sigma^N_{e_1 \cdot \hat{S}}$, defined by

$$\theta(s) = \begin{cases} (e_1 \cdot s, e_1 \cdot T(s), e_1 \cdot T^2(s), \ldots) & \text{if } T^i(s) \neq e_0 \text{ for all } i \\ (e_1 \cdot s, e_1 \cdot T(s), \ldots, e_1 \cdot T^i(s), \varnothing, \varnothing, \ldots) & \text{if } T^i(s) \neq e_0 \text{ and } T^{i+1}(s) = e_0 \\ \varnothing & \text{if } s = e_0 \end{cases}$$

is an injective semigroup homomorphism between $(S, \cdot)$ and $(\Sigma^N_{e_1 \cdot \hat{S}}, \bullet)$ such that $\sigma \circ \theta = \theta \circ T$, where $\bullet$ is induced from the operation $\cdot$ on $e_1 \cdot \hat{S}$.

Proof. We show that since $T$ is a surjective homomorphism, we have $T(e_0) = e_0$ and $T(e_{\infty}) = e_{\infty}$. Take $a \in \hat{S}$ and find $b \in S$ such that $T(b) = a$, and calculate $T(e_0) \cdot a = T(e_0) \cdot T(b) = T(e_0 \cdot b) = T(e_0)$ and $T(e_{\infty}) \cdot a = T(e_{\infty}) \cdot T(b) = T(e_{\infty} \cdot b) = T(b) = a$. Since the zero and identity are unique in an inverse semigroup, $T(e_0) = e_0$ and $T(e_{\infty}) = e_{\infty}$.

Denote $\Lambda := \theta(S) \subseteq \Sigma^N_{e_1 \cdot \hat{S}}$. This set is invariant under the shift map and we have that $L_\Lambda = e_1 \cdot \hat{S}$ and $\cdot$ is the operation on $L_\Lambda$ which induces $\bullet$.

Let us show that $e_1 \cdot \hat{S}$ is a group (under the operation inherited from $S$). For any $e_1 \cdot s \in e_1 \cdot \hat{S}$,

$$(e_1 \cdot s) \cdot (e_1 \cdot s)^* = e_1 \cdot s \cdot s^* \cdot e_1 = e_1,$$
where the second equality follows from the fact that \( s \cdot s^* \neq e_0 \) (due to hypothesis 1) and that \( e_1 \) is the smallest nonzero idempotent (hypothesis 2). A similar computation holds for \((e_1 \cdot s)^* (e_1 \cdot s)\). Furthermore, it is straightforward to check that \( e_1 \) is the identity for elements of \( e_1 \cdot \hat{S} \) and hence \( e_1 \cdot \hat{S} \) is a group.

Suppose now that \( s, t \in S \) and that \( l(\theta(s \cdot t)) = \infty \). Then, using hypothesis 4, we get that

\[
\theta(s \cdot t) = (e_1 \cdot s \cdot t, e_1 \cdot T(s \cdot t), e_1 \cdot T^2(s \cdot t), \ldots) \\
= (e_1 \cdot s \cdot t, e_1 \cdot T(s) \cdot T(t), e_1 \cdot T^2(s) \cdot T^2(t), \ldots) \\
= (e_1 \cdot e_1 \cdot s \cdot t, e_1 \cdot e_1 \cdot T(s) \cdot T(t), e_1 \cdot e_1 \cdot T^2(s) \cdot T^2(t), \ldots) \\
= (e_1 \cdot e_1 \cdot e_1 \cdot t, e_1 \cdot T(s) \cdot e_1 \cdot T(t), e_1 \cdot T^2(s) \cdot e_1 \cdot T^2(t), \ldots).
\]

None of the entries of \( \theta(s \cdot t) \) are zero, and so \( T^i(s), T^i(t) \neq e_0 \) for any \( i \) (due to hypothesis 1). Hence \( l(\theta(s)) = l(\theta(t)) = \infty \). Furthermore,

\[
\theta(s) \cdot \theta(t) = (e_1 \cdot s, e_1 \cdot T(s), e_1 \cdot T^2(s), \ldots) \cdot (e_1 \cdot t, e_1 \cdot T(t), e_1 \cdot T^2(t), \ldots) \\
= (e_1 \cdot s \cdot e_1 \cdot t, e_1 \cdot T(s) \cdot e_1 \cdot T(t), e_1 \cdot T^2(s) \cdot e_1 \cdot T^2(t), \ldots) \\
= \theta(s \cdot t).
\]

Similar considerations in the case where \( l(\theta(s \cdot t)) < \infty \) show that \( \theta \) is a multiplicative map. It is also immediate that \( \sigma \circ \theta = \theta \circ T \).

Now we will prove that \( \theta \) is injective. A key step to do this is to characterize the \( \mathcal{L} \) and \( \mathcal{R} \) classes of an element \( s \in S \). We do this below.

Let \( t \in S \) and suppose that that \( l(\theta(t)) = n \). If \( n = 0 \), then if follows directly from the definition of \( \theta \) that \( t = e_0 \) and therefore \( t^* = e_0 \) and \( t \in L(e_0) \cap R(e_0) \). If \( 1 \leq n < \infty \), \( n \) is the smallest integer such that \( T^n(t) = e_0 \), then it is also the smallest integer such that \( T^n(t^*) = e_0 \) and, from hypothesis 1, we get that it is also the smallest integer such that \( T^n(t \cdot t^*) = T^n(t^* \cdot t) = e_0 \). So, since both \( \theta(t \cdot t^*) \) and \( \theta(t^* \cdot t) \) are idempotents in \( \sum_{i=1}^n s \) with length \( n \), and \( e_n \) is the unique idempotent of \( S \) whose image under \( \theta \) has length \( n \), we get that \( t \cdot t^* = t^* \cdot t = e_n \) and hence \( t \in L(e_n) \cap R(e_n) \). Finally, if \( t \in S \) is such that \( l(\theta(t)) = \infty \), then \( T^i(t) \neq e_0 \) and \( T^i(t^*) \neq e_0 \) for all \( i \in \mathbb{N} \), and again from hypothesis 1 we have that \( T^i(t \cdot t^*) \neq e_0 \) and \( T^i(t^* \cdot t) \neq e_0 \) for all \( i \in \mathbb{N} \). Once again, \( e_\infty \) is the unique idempotent of \( S \) whose image under \( \theta \) has length \( \infty \) and therefore \( t \cdot t^* = t^* \cdot t = e_\infty \) and \( t \in L(e_\infty) \cap R(e_\infty) \).

What we showed above can be summarized by saying that, for all \( t \in S \),

\[
L(t) = R(t) = \{ s \in S : l(\theta(s)) = l(\theta(t)) \}
\]

and \( (L(t), \cdot) = (R(t), \cdot) \) is a group.

Getting back to the task of showing that \( \theta \) is injective, notice that \( S = \bigcup_{e \in E(S)} L(e) \), that is, \( S \) is a union of disjoint groups. Therefore, for each \( e \in E(S) \), the map \( \theta_{|L(e)} : L(e) \to \theta(L(e)) \) is a group homomorphism and so it is enough to prove that \( \theta_{|L(e)} \) is injective for each \( e \in E(S) \).

Let \( e_n \in E(s) \) (where \( n \) may be infinite). Notice that the identity in \( \theta(L(e_n)) \) is the sequence

\[
I_n := \theta(e_n) = (e_1 \cdot e_n, e_1 \cdot T(e_n), e_1 \cdot T^2(e_n), \ldots, e_1 \cdot T^{n-1}(e_n)) = (e_1, \ldots, e_1, \varnothing, \varnothing, \ldots).
\]
Now, suppose \( n < \infty \) and \( s \in L(e_n) \) such that \( \theta(s) = I_n \). Then for all \( 0 \leq k \leq n - 1 \) we have that \( e_1 \cdot T^k(s) = e_1 \) and hence \( T^{n-1}(s) = T^{n-1}(e_n \cdot s) = T^{n-1}(e_n) \cdot T^{n-1}(s) = e_1 \cdot T^{n-1}(s) = e_1 \).

Furthermore, notice that \( e_1 \cdot T^{n-2}(s) = e_1 \) and \( T(T^{n-2}(s)) = T^{n-1}(s) = e_1 \) and so, by hypothesis 5, we have that \( T^{n-2}(s) = e_2 \). Proceeding recursively, we obtain that \( T^{n-k}(s) = e_k \) for all \( 1 \leq k \leq n \) and hence \( s = e_n \) and \( \theta|_{L(e_n)} \) is injective as desired.

On the other hand, if \( s \in L(e_{\infty}) \) is such that \( \theta(s) = I_\infty \), then for all \( 0 \leq k < \infty \) we have that \( e_1 \cdot T^k(s) = e_1 \) which means that \( e_{k+1} \cdot s = e_{k+1} \). Hence, for all \( k \geq 1 \) it follows that \( e_k \leq s \), and since \( e_\infty \) is the unique upper bound of \( \{e_i\}_{i \geq 0} \) it means that \( s = e_\infty \).

\[ \square \]

Note that part of the proof of Proposition 4.8 (culminating in (10)) can be used to get an extension of Theorem 7.5 in [1, pg. 41], for the case when \( E(S) \) is not finite but countable:

**Corollary 4.9.** Let \((S, \cdot)\) be an inverse monoid with \( \theta \) which verifies hypotheses 1-4 of Proposition 4.8. Then \( S \) is an union of disjoint groups.

**Remark 4.10.** Note that the image of \( \theta \) in Proposition 4.8 is invariant by the shift map, but it is not necessarily a shift space. Furthermore, both Proposition 4.8 and Corollary 4.9 are still true if either \( S \) is an inverse semigroup but not an inverse monoid (in which case the image of \( \theta \) does not contain sequences of infinity length) or if \( E(S) = \{e_0, \ldots, e_k\} \), for some \( k \geq 0 \), and \( T \) is not surjective (in which case the image of \( \theta \) contains only sequences of length less or equal than \( k \)).

### 4.3 General properties of 1-block inverse semigroup shifts induced from group operations

From now on \((G, \cdot)\) will be a group with infinite cardinality and with identity \( 1_G \), and \( \Lambda \subset \Sigma^G \) will be a shift space such that \((\Lambda, \bullet)\) is a inverse subsemigroup of the 1-block inverse semigroup \((\Sigma^G, \bullet)\), where \( \bullet \) is induced from \( \cdot \).

**Proposition 4.11.** Let \((G, \cdot)\) be a group with infinite elements, \((\Lambda, \bullet) \subset (\Sigma^G, \bullet)\) be an inverse semigroup shift and let \( e^\infty, e^{-\infty} \) be as in Proposition 4.7. Then:

i. \((\Lambda, \bullet)\) is a group if one of the following conditions holds:

(a) \( S = \mathbb{N} \) and \( |L_\Lambda| < \infty \);

(b) \( S = \mathbb{Z} \) and \( |\Lambda| < \infty \).

ii. \((\Lambda, \bullet)\) is an inverse monoid with zero and without divisors of zero if neither i.(a) nor i.(b) holds.
Furthermore, in case i. above we have that \( E(\Lambda) = \{ e^\infty \} \), while in case ii. we have two possibilities, namely, \( E(\Lambda) = \{ e^\infty, e^{-\infty} \} \), if \( \Lambda \) is row-finite, and \( E(\Lambda) = E(\Sigma_G^S) \), if \( \Lambda \) is not row-finite.

Proof. First, note that in any case, since \( \Lambda \) is a shift space, then it contains at least one infinite sequence. Therefore, since it is also an inverse semigroup, given \( x = (x_i)_{i \in S} \in \Lambda^{\inf} \) the element \( x^* = (x_i^{-1})_{i \in S} \) belongs to \( \Lambda \) and then \( e^\infty = x \cdot x^* \) also belongs to \( \Lambda \).

If either i.(a) or i.(b) holds, then \( \Lambda \) does not contain any finite sequence and it is a shift space over a finite alphabet. Therefore \( E(\Lambda) = \{ e^\infty \} \) and, since \( (\Lambda, \cdot) \) is an inverse semigroup with an unique idempotent (that is, \( e^\infty \)), then it is a group shift induced from \( (G, \cdot) \) (in particular, under i.(b) we have that \( (\Lambda, \cdot) \) is a finite group).

Now, if we suppose that neither i.(a) nor i.(b) holds, then \( e^{-\infty} = \emptyset \in \Lambda \), that is, \( (\Lambda, \cdot) \) has a zero. Furthermore, since \( (\Sigma_G^S, \cdot) \) has no divisors of zero, then neither do \( (\Lambda, \cdot) \). Finally, if \( \Lambda \) is row-finite, then \( \emptyset \) is the unique finite sequence of \( \Lambda \), which implies that \( E(\Lambda) = \{ e^{-\infty}, e^\infty \} \). On the other hand, if \( \Lambda \) is not a row-finite shift, then given a finite sequence \( x \in \Lambda^{\fin} \setminus \{ \emptyset \} \), with \( l(x) = n \in S \), it follows that \( x^* = x = (x_i^{-1})_{i \in S} \) belong to \( \Lambda^{\fin} \) and hence \( x \cdot x^* = e^n \) belongs to \( \Lambda \). Since \( \sigma(\Lambda) = \Lambda \), \( e^n \in \Lambda \) implies that \( e^k \in \Lambda \) for all \( k \in S \) and therefore \( E(\Lambda) = E(\Sigma_G^S) \).

\[ \square \]

**Proposition 4.12.** Let \( (\Lambda, \cdot) \subset (\Sigma_G^S, \cdot) \) be a inverse semigroup shift space induced from a group multiplication on \( G \). Then \( \cdot \) is continuous if, and only if, one of the following conditions holds:

(a) \( S = \mathbb{N} \) and \( |L_\Lambda| < \infty \);

(b) \( S = \mathbb{Z} \) and \( |\Lambda| < \infty \).

Proof.

As seen in the beginning of the proof of Proposition 4.11 if \( S = \mathbb{N} \) and \( |L_\Lambda| < \infty \) then \( \Lambda \) is a group shift over a finite alphabet. Furthermore, \( \Lambda \) is a classical shift (see [8, Remark 2.24]). Therefore, from [9] it follows that \( (\Lambda, \cdot) \) is a topological group shift.

If \( S = \mathbb{Z} \) and \( |\Lambda| < \infty \) then by Proposition 4.11 \( (\Lambda, \cdot) \) is a finite group. Furthermore, the topology induced on \( \Lambda \) from \( \Sigma_G^S \) corresponds to the discrete topology and, therefore, \( \cdot \) is a continuous operation.

For the converse, suppose that neither (a) or (b) holds. Then, by the proof of Proposition 4.11 \( (\Lambda, \cdot) \) is an inverse monoid with zero. Let \( \Phi : \Lambda \otimes \Lambda \rightarrow \Lambda \) be the map defined by \( \Phi(x, y) := x \cdot y \), where \( (x, y) = ((x_i, y_i)) \in \Lambda \otimes \Lambda \) and \( \Phi(\emptyset) = \emptyset \). Notice that, by Proposition 4 we just need to prove that \( \Phi \) is not continuous.

In the case \( S = \mathbb{N} \) and \( |L_\Lambda| = \infty \), since \( \{ (b, c) \in L_\Lambda \otimes L_\Lambda : bc = 1_G \} = \{ (b, b^{-1}) \in L_\Lambda \otimes L_\Lambda : b \in L_\Lambda \} \cong L_\Lambda \), it follows from Theorem 4.13 that \( \Phi \) is not continuous.

Now suppose that \( S = \mathbb{Z} \) and \( |\Lambda| = \infty \). If there exists a non-constant sequence \( x \in \Lambda^{\inf} \), then it follows that \( z^0 := (x, x^*) \in (\Lambda \otimes \Lambda)^{\inf} \) is such that \( z^n := \sigma^n(z^0) \rightarrow \emptyset \) as \( n \rightarrow \infty \).
However $\Phi(z^n) = \sigma^n(x) \bullet \sigma^n(x^*) = \sigma^n(x \cdot x^*) = \sigma^n(e^\infty) = e^\infty$ for all $n \geq 0$. If there are no non-constant sequences in $\Lambda$ then any sequence in $\Lambda$ is constant. Since $|\Lambda| = \infty$, this means that we can take a sequence $(z^n)_{n \geq 1} \in (\Lambda \times \Lambda)^{\inf}$ such that $z^n := (x^n, x^{n^*})$ and $z^m \neq z^n$ for all $m \neq n$. It follows that $z^n \to \emptyset$ as $n \to \infty$, but again $\Phi(z^n) = x^n \cdot x^{n^*} = e^\infty$ for all $n \geq 1$.

For what comes next we need the following definitions.

**Definition 4.13.** Given $\Lambda \subset \Sigma_A^S$ and $n \in \mathbb{N}$, we define

$$\mathcal{B}_n(\Lambda) := B_n(\Lambda) \cap A^n$$

and

$$\mathcal{B}(\Lambda) := \bigcup_{n \geq 1} \mathcal{B}_n(\Lambda).$$

**Definition 4.14.** Given $\Lambda \subset \Sigma_A^S$, $a \in \mathcal{B}(\Sigma_A^S)$, and $k \in \mathbb{N}$, we define

$$\mathcal{F}_k(\Lambda, a) := \mathcal{F}_k(\Lambda, a) \cap A^k = \{b \in \mathcal{B}_k(\Lambda) : ab \in \mathcal{B}(\Lambda)\}$$

and

$$\mathcal{P}_k(\Lambda, a) := \mathcal{P}_k(\Lambda, a) \cap A^k = \{b \in \mathcal{B}_k(\Lambda) : ba \in \mathcal{B}(\Lambda)\}.$$  

We note that words in $B_n(\Lambda), \mathcal{F}_n(\Lambda, a),$ and $\mathcal{P}_n(\Lambda, a)$ may contain the empty letter, while those in $\mathcal{B}_n(\Lambda), \mathcal{F}_n(\Lambda, a),$ and $\mathcal{P}_n(\Lambda, a)$ do not.

**Definition 4.15.** For each $n \in S \cup \{\pm \infty\}$ define

$$\Lambda_n := \{x \in \Lambda : l(x) = n\}.$$  

We consider on $\mathcal{B}_n(\Lambda)$ the product topology of $A$, while on $\Lambda_n$ we consider the topology induced from $\Lambda$ (which is homeomorphic to the product topology of $A$ if $S = \mathbb{N}$).

Due to Propositions [4.11](#) and [4.12](#) (for the more interesting cases) when $(\Lambda, \bullet)$ is a group shift, the operation $\bullet$ is not continuous on $\Lambda$. However, if we consider the restriction of $\bullet$ on $\Lambda_n$ or the piecewise operation on $\mathcal{B}_n(\Lambda)$ (which we will also denote as $\cdot$), then the following results can be easily proven:

**Proposition 4.16.** Let $(\Lambda, \bullet) \subset (\Sigma_G^S, \bullet)$ be an inverse semigroup shift space induced from a group multiplication on $G$. For each $n \in \mathbb{N}$, we have that $(\mathcal{B}_n(\Lambda), \cdot)$ is a topological group with identity equal to $1_G^\bullet$, the block with all its $n$ entries equal to $1_G$. Furthermore, if $a \in \mathcal{B}_n(\Lambda)$ then $a^{-1}$ is the block obtained by taking the inverses of each entry of $a$.

**Proposition 4.17.** Let $(\Lambda, \bullet) \subset (\Sigma_G^S, \bullet)$ be an inverse semigroup shift space induced from a group multiplication on $G$. For each $n \in S \cup \{\pm \infty\}$, we have that $(\Lambda_n, \bullet)$ is a topological group where the identity is $e^n$. Furthermore, if $x \in \Lambda_n$ then $x^{-1}$ is the sequence obtained by taking the inverses of each entry (distinct of $\emptyset$) of $x$. 
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Note that \((\mathfrak{B}_n(\Lambda), \cdot)\) is a subgroup of \((G^n, \cdot)\), that agrees with \((G^n, \cdot)\) only when \(\Lambda\) is the full shift.

**Proposition 4.18.** For each \(k, n \geq 1\), we have that \(\mathfrak{F}_k(\Lambda, 1^n_G)\) and \(\mathfrak{B}_k(\Lambda, 1^n_G)\) are normal subgroups of \((\mathfrak{B}_k(\Lambda), \cdot)\).

**Proof.** We will prove the result only for the follower sets, as the proof for the predecessor sets is analogous.

First we show that \(\mathfrak{F}_k(\Lambda, 1^n_G)\) is a subgroup of \(\mathfrak{B}_k(\Lambda)\). For this, notice that given \(g = (g_1, \ldots, g_k), h = (h_1, \ldots, h_k) \in \mathfrak{F}_k(\Lambda, 1^n_G)\) there exist two sequences \(x, y \in \Lambda\) such that

\[
\begin{align*}
x_i &= y_i = 1_G, & &\forall 1 \leq i \leq n, \\
x_i &= g_{i-n}, & &\forall n+1 \leq i \leq n+k, \\
y_i &= h_{i-n}, & &\forall n+1 \leq i \leq n+k.
\end{align*}
\]

So, \(x \cdot y^{-1}\) is a sequence in \(\Lambda\) such that

\[
(x \cdot y^{-1})_i = x_i \cdot y_i^{-1} = \begin{cases} 1_G, & \forall 1 \leq i \leq n, \\
g_{i-n} \cdot h_{i-n}^{-1}, & \forall n+1 \leq i \leq n+k \end{cases}
\]

and hence \(g \cdot h^{-1} = (g_1 \cdot h_1^{-1}, \ldots, g_k \cdot h_k^{-1}) \in \mathfrak{F}_k(\Lambda, 1^n_G)\).

Now we show that \(\mathfrak{F}_k(\Lambda, 1^n_G)\) is a normal subgroup of \(\mathfrak{B}_k(\Lambda)\). So, let \(a = (a_1 \ldots, a_k) \in \mathfrak{B}_k(\Lambda)\) and \(g = (g_1, \ldots, g_k) \in \mathfrak{F}_k(\Lambda, 1^n_G)\) and take sequences \(x, y \in \Lambda\) such that

\[
\begin{align*}
x_i &= 1_G, & &\forall 1 \leq i \leq n, \\
x_i &= g_{i-n}, & &\forall n+1 \leq i \leq n+k, \\
y_i &= a_{i-n}, & &\forall n+1 \leq i \leq n+k.
\end{align*}
\]

Then \(y \cdot x \cdot y^{-1} \in \Lambda\) and is such that

\[
(y \cdot x \cdot y^{-1})_i = y_i \cdot x_i \cdot y_i^{-1} = \begin{cases} y_i \cdot 1_G \cdot y_i^{-1} = 1_G, & \forall 1 \leq i \leq n, \\
 a_i \cdot g_i \cdot a_i^{-1}, & \forall n+1 \leq i \leq n+k \end{cases}
\]

and therefore \(a \cdot g \cdot a^{-1} = (a_1 \cdot g_1 \cdot a_1^{-1}, \ldots, a_k \cdot g_k \cdot a_k^{-1}) \in \mathfrak{F}_k(\Lambda, 1^n_G)\) as desired. \(\square\)

We now prove a key result relating the follower and predecessor sets of arbitrary words to the follower and predecessor sets of words consisting only of the identity of \(G\).

**Proposition 4.19.** For each \(k, n \geq 1\) and \(a \in \mathfrak{B}_n(\Lambda)\) we have that

\[
\begin{align*}
i. & \ b \in \mathfrak{F}_k(\Lambda, a) \text{ if, and only if, } b \cdot \mathfrak{F}_k(\Lambda, 1^n_G) = \mathfrak{F}_k(\Lambda, 1^n_G) \cdot b = \mathfrak{F}_k(\Lambda, a). \\
ii. & \ b \in \mathfrak{P}_k(\Lambda, a) \text{ if, and only if, } b \cdot \mathfrak{P}_k(\Lambda, 1^n_G) = \mathfrak{P}_k(\Lambda, 1^n_G) \cdot b = \mathfrak{P}_k(\Lambda, a). 
\end{align*}
\]
Proof. We will prove the result only for the follower sets and for the multiplication on the left, since the other cases can be proved with analogous arguments.

Let $b = (b_1, \ldots, b_k) \in \mathcal{F}_k(\Lambda, a)$ and $c = (c_1, \ldots, c_k) \in \mathcal{F}_k(\Lambda, 1^n_G)$. Then there exist $x, y \in \Lambda$ such that

$$x_i = a_i, \quad 1 \leq i \leq n,$$

$$x_i = b_{i-n}, \quad n + 1 \leq i \leq n + k,$$

$$y_i = 1_G, \quad 1 \leq i \leq n,$$

$$y_i = c_{i-n}, \quad n + 1 \leq i \leq n + k.$$

So, $x \cdot y \in \Lambda$ is such that

$$(x \cdot y)_i = a_i \cdot 1_G = a_i, \quad 1 \leq i \leq n,$$

$$(x \cdot y)_i = b_{i-n} \cdot c_{i-n}, \quad n + 1 \leq i \leq n + k,$$

and hence $b \cdot c \in \mathcal{F}_k(\Lambda, a)$ and $b \cdot \mathcal{F}_k(\Lambda, 1^n_G) \subseteq \mathcal{F}_k(\Lambda, a)$.

For the other inclusion, let again $b = (b_1, \ldots, b_k) \in \mathcal{F}_k(\Lambda, a)$ and let $x \in \Lambda$ be as above. Then $x^{-1}$ is such that

$$x_i^{-1} = a_i^{-1}, \quad 1 \leq i \leq n,$$

$$x_i^{-1} = b_{i-n}^{-1}, \quad n + 1 \leq i \leq n + k$$

and hence $b^{-1} \in \mathcal{F}_k(\Lambda, a^{-1})$, that is, $b \in \mathcal{F}_k(\Lambda, a)$ if and only if $b^{-1} \in \mathcal{F}_k(\Lambda, a^{-1})$.

Now, given $d \in \mathcal{F}_k(\Lambda, a)$, let $z \in \Lambda$ be such that

$$z_i = a_i, \quad 1 \leq i \leq n,$$

$$z_i = d_{i-n}^{-1}, \quad n + 1 \leq i \leq n + k.$$

Then $x^{-1} \cdot z$ is such that

$$(x^{-1} \cdot z)_i = a_i^{-1} \cdot a_i = 1_G, \quad 1 \leq i \leq n,$$

$$(x^{-1} \cdot z)_i = b_{i-n}^{-1} \cdot d_{i-n}, \quad n + 1 \leq i \leq n + k,$$

which implies that $b^{-1} \cdot d \in \mathcal{F}_k(\Lambda, 1^n_G)$, that is, $b^{-1} \cdot \mathcal{F}_k(\Lambda, a) \subseteq \mathcal{F}_k(\Lambda, 1^n_G)$.

Finally, notice that

$$\mathcal{F}_k(\Lambda, a) = b \cdot b^{-1} \cdot \mathcal{F}_k(\Lambda, a) \subseteq b \cdot \mathcal{F}_k(\Lambda, 1^n_G) \subseteq \mathcal{F}_k(\Lambda, a)$$

and hence $b \cdot \mathcal{F}_k(\Lambda, 1^n_G) = \mathcal{F}_k(\Lambda, a)$ as desired.

For the converse, since $1^n_G \in \mathcal{F}_k(\Lambda, 1^n_G)$, we promptly obtain that $b = b \cdot 1^n_G \in b \cdot \mathcal{F}_k(\Lambda, 1^n_G) = \mathcal{F}_k(\Lambda, a)$.

\[ \square \]

**Corollary 4.20.** For all $k, n \geq 1$ we have that the families $L_{\Lambda}^{n,k} := \{ \mathcal{F}_k(\Lambda, a) : a \in \mathcal{B}_n(\Lambda) \}$ and $L_{\Lambda}^{n,k} := \{ \mathcal{P}_k(\Lambda, a) : a \in \mathcal{B}_n(\Lambda) \}$ are pairwise disjoint. Furthermore, $(L_{\Lambda}^{n,k}, \cdot)$ and $(L_{\Lambda}^{n,k}, \cdot)$ are groups (where $\cdot$ is the piecewise operation induced from the operation $\cdot$ on the alphabet $L_{\Lambda}$) and, for all $a, b \in \mathcal{B}_n(\Lambda)$, we have that

1. $|\mathcal{F}_k(\Lambda, a)| = |\mathcal{F}_k(\Lambda, b)|$ and $|\mathcal{P}_k(\Lambda, a)| = |\mathcal{P}_k(\Lambda, b)|$;
ii. $\mathfrak{F}_k(\Lambda, a) \cdot \mathfrak{F}_k(\Lambda, b) = \mathfrak{F}_k(\Lambda, a \cdot b)$ and $\mathfrak{P}_k(\Lambda, a) \cdot \mathfrak{P}_k(\Lambda, b) = \mathfrak{P}_k(\Lambda, a \cdot b)$.

Proof. The above statements follow directly from Proposition 4.18 and Theorem 4.19, which imply that $L^{n,k}_\Lambda$ and $L^{n,k}_\Delta$ are the families of cosets of $\mathfrak{F}_k(\Lambda, 1^n_\Lambda)$ and $\mathfrak{P}_k(\Lambda, 1^n_\Lambda)$, respectively.

\begin{proposition}
For all $k, n \geq 1$ we have that $(L^{n,k}_\Lambda, \cdot)$ and $(L^{k,n}_\Delta, \cdot)$ are group isomorphic.
\end{proposition}

Proof. First notice that given $n, k \geq 1$ and $b, b' \in \mathfrak{B}_k(\Lambda)$, we have that there exists $a \in \mathfrak{B}_n(\Lambda)$ such that $b, b' \in \mathfrak{F}_k(\Lambda, a)$ if and only if $a \in \mathfrak{P}_n(\Lambda, b) \cap \mathfrak{P}_n(\Lambda, b')$, which happens if and only if $\mathfrak{P}_n(\Lambda, b) = \mathfrak{P}_n(\Lambda, b')$, where the second equivalence is due to the fact that the elements of $L^{k,n}_\Delta$ are pairwise disjoint. With this in mind, we now obtain a well-defined onto map

$$\tau : L^{n,k}_\Lambda \rightarrow L^{k,n}_\Delta \,
\mathfrak{F} \mapsto \mathfrak{P}_n(\Lambda, b),$$

where $b \in \mathfrak{F}$ is an arbitrary element.

To check that $\tau$ is one-to-one, suppose that $\tau(\mathfrak{F}_k(\Lambda, a)) = \tau(\mathfrak{F}_k(\Lambda, a'))$ for some $a, a' \in \mathfrak{B}_n(\Lambda)$. Then there exists $b \in \mathfrak{B}_k(\Lambda)$ such that $\tau(\mathfrak{F}_k(\Lambda, a)) = \tau(\mathfrak{F}_k(\Lambda, a')) = \mathfrak{P}_n(\Lambda, b)$ and, from the definition of $\tau$, this means that $b \in \mathfrak{F}_k(\Lambda, a)$ and $b \in \mathfrak{F}_k(\Lambda, a')$ and hence $\mathfrak{F}_k(\Lambda, a) = \mathfrak{F}_k(\Lambda, a')$.

Finally, let $a, a' \in \mathfrak{B}_n(\Lambda)$, $b \in \mathfrak{F}_k(\Lambda, a)$ and $b' \in \mathfrak{F}_k(\Lambda, a')$. Then we have that $b \cdot b' \in \mathfrak{F}_k(\Lambda, a \cdot a')$ and hence

$$\tau(\mathfrak{F}_k(\Lambda, a) \cdot \mathfrak{F}_k(\Lambda, a')) = \tau(\mathfrak{F}_k(\Lambda, a \cdot a')) = \mathfrak{P}_n(\Lambda, b \cdot b') = \mathfrak{P}_n(\Lambda, b) \cdot \mathfrak{P}_n(\Lambda, b') = \tau(\mathfrak{F}_k(\Lambda, a)) \cdot \tau(\mathfrak{F}_k(\Lambda, a')).$$

\end{proposition}

We immediately obtain the following corollary.

\begin{corollary}
For all $k, n \geq 1$ we have that $|L^{n,k}_\Lambda| = |L^{k,n}_\Delta|$.
\end{corollary}

Notice that in the finite alphabet case an inverse semigroup shift $\Lambda$ is always a shift of finite type (this can be proved using the argument of Proposition 4 in [1], in spite of the fact that a two-sided shift $\Lambda$ may contain the empty sequence $\emptyset$), while this is not necessarily true in the infinite alphabet case (see examples below). Furthermore, in the infinite alphabet case, Corollaries 4.20 and 4.22 imply that, given $k, n \geq 1$, if $a \in \mathfrak{B}_n(\Lambda)$ and $b \in \mathfrak{B}_k(\Lambda)$ then $\mathfrak{F}_k(\Lambda, a)$ and $\mathfrak{P}_n(\Lambda, b)$ have the same cardinality, while the same is not necessarily true for the infinite alphabet case (see Example 4.27 below).

Next we illustrate Theorem 4.19 and the discussion above with a few examples of 1-block inverse semigroup shifts.

\begin{example}
Let $G = \mathbb{Z}$ with the usual sum of integers. Let $\Lambda' \subset \Sigma_\mathbb{Z}$ be the set of infinite sequences of integers $(x_i)_{i \in \mathbb{S}}$ such that $x_i$ and $x_{i+2}$ have the same parity for all $i \in \mathbb{S}$. Then $\Lambda := cl(\Lambda')$, the closure of $\Lambda'$, is a 2-step shift, but not a shift of finite type. Furthermore, let $\bullet$ be the piecewise operation induced from the group operation in $\mathbb{Z}$. Then $(\Lambda, \bullet)$ is an inverse semigroup.
\end{example}
Notice that, for all $a \in L_{\Lambda}$, $\mathfrak{F}_1(\Lambda, a) = \mathbb{Z}$. Also, for $k \geq 2$, $\mathfrak{F}_k(\Lambda, 2i) = \mathfrak{F}_k(\Lambda, 2j) \subseteq \mathbb{Z}^k$ and $\mathfrak{F}_k(\Lambda, 2i + 1) = \mathfrak{F}_k(\Lambda, 2j + 1) \subseteq \mathbb{Z}^k$ for all $i, j \in \mathbb{Z}$. Furthermore, denoting by $E$ and $O$ the sets of even and odd integers, respectively, it follows that, for each $k \geq 1$ and $n \geq 2$, given $a = (a_1, \ldots, a_n) \in \mathfrak{B}_n(\Lambda)$ we have that

$$\mathfrak{F}_k(\Lambda, a) = \begin{cases} E^k, & \text{if } a_{n-1} \text{ and } a_n \text{ are even}, \\ O^k, & \text{if } a_{n-1} \text{ and } a_n \text{ are odd}, \\ E \times O \times \ldots, & \text{if } a_{n-1} \text{ is even and } a_n \text{ is odd}, \\ O \times E \times \ldots, & \text{if } a_{n-1} \text{ is odd and } a_n \text{ is even}. \end{cases}$$

So any follower set has infinitely many elements, while $L_{\Lambda}^{1,1}$ contains exactly one element, $L_{\Lambda}^{1,k}$ contains two elements for $k \geq 2$ and, for $n \geq 2$, $L_{\Lambda}^{n,k}$ contains exactly four elements.

**Example 4.24.** Let $G = \mathbb{Z}$ with the usual sum of integers. Let $\mathcal{N} \subset \Sigma_G^\infty$ be the set of all periodic infinite sequences, that is, $\mathcal{N} = \{x \in \Sigma_G^\infty : \exists n \in \mathbb{N}, s^n(x) = x\}$. Thus $\Lambda := \text{cl}(\mathcal{N}) = \mathcal{N} \cup \{\emptyset\}$, with the piecewise operation $\circ$ induced from the group operation in $\mathbb{Z}$, is an inverse semigroup. Notice that $\Lambda$ is an infinite-step shift where the set of forbidden words is exactly all non periodic sequences of $B_{\text{inf}}$. In particular, $\mathfrak{F}_k(\Lambda, a) = \mathbb{Z}$ for all $a = (a_1, \ldots, a_n) \in \mathfrak{B}_n(\Lambda)$ and $k \geq 1$.

**Example 4.25.** Let $G = \mathbb{Z}^2$ with the usual sum and define $\Lambda \subset \Sigma_G^\infty$ as the inverse semigroup shift with the induced operation, where the infinite sequences $(x_i)_{i \in \mathbb{S}} = (x_{1,i}, x_{2,i})_{i \in \mathbb{S}}$ are such that for any $i \in \mathbb{S}$, $x_{2,i+1} = x_{2,i}$, that is,

$$\Lambda^\text{inf} = \bigcup_{i \in \mathbb{Z}} (\mathbb{Z} \times \{i\})^\mathbb{S}$$

Here, $\Lambda$ is a 1-step shift but not a shift of finite type. For any $k, n \geq 1$, given $a = (a_{1,j}, a_{2,j})_{1 \leq j \leq n} \in \mathfrak{B}_n(\Lambda)$ we have that $\mathfrak{F}_k(\Lambda, a) = (\mathbb{Z} \times \{a_{2,n}\})^k$. Hence any follower set has infinitely many elements and, for $k, n \geq 1$, the space $L_{\Lambda}^{n,k}$ also has infinitely many elements.

Our next example makes use of direct limits of groups so, for the reader’s convenience, we recall the definition below.

For each $i \in \mathbb{N}$ let $G_i$ be a group and $\gamma_i : G_i \to G_{i+1}$ a homomorphism. If $i < j$, the map $\gamma_{j-1} \circ \gamma_{j-2} \circ \cdots \circ \gamma_{i+1} \circ \gamma_i$ is a homomorphism from $G_i$ to $G_j$; we shorten this to

$$\gamma_{i,j} := \gamma_{j-1} \circ \gamma_{j-2} \circ \cdots \circ \gamma_{i+1} \circ \gamma_i.$$

Recall that the direct limit $G$ associated to $\{G_i, \gamma_i\}$ is the set of equivalence classes $[g, i]$, where $i \in \mathbb{N}$ and $g \in G_i$, and $[g, i] = [h, j]$ if, and only if, there exists $k \geq i, j$ such that $\gamma_i,k(g) = \gamma_j,k(h)$. This is a group under the following operation:

$$[g, i] \cdot [h, j] = [\gamma_{i,j}(g) + h, j], \text{ if } i \leq j.$$
and
\[ [g, i] \cdot [h, j] = [g + \gamma_{j,i}(h), i] \text{ if } i \geq j, \]
with inverse given by \([g, i]^{-1} = [g^{-1}, i]\) and identity \(e = [0, 1]\).

One really thinks of \(G\) as the disjoint union of the groups, with elements identified if they are eventually mapped to the same elements by \(\gamma\). We say that an element \(g \in G\) is represented in \(G_i\) if \(g = [g, i]\) for some element \(g \in G_i\). Clearly, if \(g\) is represented in \(G_i\), it is represented in \(G_j\) for all \(j > i\). Given \(g \in G\), we say that \([g, i]\) is the first representation of \(g\) if \(i \geq 1\) is the least index such that \(g = [g, i]\), that is, \(i\) the first time that \(g\) is represented in the family \(\{G_k\}_{k \geq 1}\).

**Example 4.26.** For \(i \in \mathbb{N}\), let \(G_i\) be the finite group \(\mathbb{Z}_{2^i}\) with addition and let \(\gamma_i : G_i \to G_{i+1}\) be the homomorphism given by \(\gamma_i(g) := 2g\) (where the product is the usual product of integers) and consider the resulting direct limit group \(G\), which is an infinite group. Note that the first representation of the identity is \(e = [0, 1]\), while all other elements of \(G\) correspond to first representations of the form \([g, i]\), with \(g\) odd and \(i \geq 1\).

Let \(H \triangleleft G\) be a finite normal subgroup of \(G\) (for example \(H := \{g \in G : g = [g, i]\}\) for some fixed \(i\)). For each letter \(g \in G\), define
\[ \rho(g) := g \cdot H. \]

Note that \(\rho(e) = H\) and, for each \(g \in G\), \(\rho(g)\) is a lateral class of \(H\) (and then \(L^1_\Lambda = \{\rho(g) : g \in G\}\) is a partition of \(G\) by finite sets).

Now, let \(\Lambda \subset \Sigma_G^\infty\) be the shift space where
\[ \Lambda^{\text{inf}} := \{(g_i)_{i \in \mathbb{N}} : g_{i+1} \in \rho(g_i)\}. \]

Clearly \(\Lambda\) is a 1-step row-finite shift such that \(\mathfrak{F}_1(\Lambda, g) = \rho(g)\) (and thus it is not a shift of finite type). Furthermore, to show that \(\Lambda\) is an inverse semigroup with the 1-block induced operation, it is sufficient to show that the set \(\mathfrak{B}_2(\Lambda)\) is closed under the 1-block operation. So, let \((g_1, g_2), (h_1, h_2) \in \mathfrak{B}_2(\Lambda)\). Then
\[ (g_1, g_2) \cdot (h_1, h_2) = (g_1 \cdot h_1, g_2 \cdot h_2) \]
and, since \(g_2 \in \rho(g_1) = g_1 \cdot H\) and \(h_2 \in \rho(h_1) = h_1 \cdot H\), we have that
\[ g_2 \cdot h_2 \in g_1 \cdot H \cdot h_1 \cdot H = g_1 \cdot h_1 \cdot H = \rho(g_1 \cdot h_1) \]
as desired.

**Example 4.27.** Let \(G\) be the group given in Example 4.26 above and let \(H := \{g \in G : g = [g, 1]\} = \{[0, 1], [1, 1]\}\). Given \(g = [g, i] \in G\) define its follower set as
\[ \mathfrak{F}_1(\Lambda, g) := [g, i+1] \cdot H = \{[g, i+1], [2^i + g, i+1]\}, \]
where \(2^i + g\) stands for the sum mod \(2^{i+1}\).

Now, define \(\Lambda \subset \Sigma_G^\infty\) as the shift such that
\[ \Lambda^{\text{inf}} := \{(g_i)_{i \in \mathbb{N}} : g_{i+1} \in \mathfrak{F}_1(\Lambda, g_i)\}, \]

26
which is a row-finite Markovian edge shift whose infinite sequences are obtained from bi-infinite walks on the edge graph presented in Figure 1 (we leave the proof that $\Lambda^{\text{inf}}$ is a group to the reader).

In this case, $L_1^{1,1}$ has infinitely many follower sets, each of them containing only two elements. Furthermore, this provides an example of an inverse semigroup shift where $P_1(\Lambda, [0, 1])$ and $F_1(\Lambda, [0, 1])$ have distinct cardinalities, which can not occur for group shifts over finite alphabets (see discussion after Corollary 4.22).

Figure 1: The edge graph which represents the row-finite Markov shift given in Example 4.27. Each edge corresponds to the first representation of one element of $G$.

5 Isomorphism of two-sided Markovian 1-block inverse semigroup shifts induced from group operations

In this section, as in the previous one, we assume that $\Lambda \subset \Sigma^G$ is a shift space with $L_\Lambda = G$ and also assume that $(\Lambda, \cdot)$ is a subsemigroup of the 1-block inverse semigroup $(\Sigma^G, \cdot)$, where $\cdot$ is induced from a group $(G, \cdot)$.

The next theorem gives sufficient conditions for a 1-block inverse semigroup shift $\Lambda$ to be an $M$-step shift and to be topologically conjugate and isomorphic (as semigroup) to a row-finite
shift where an 1-block inverse semigroup operation is defined.

**Theorem 5.1.** Let $\Lambda \subseteq \Sigma_G^n$ be a 1-block inverse semigroup shift induced from the group $(G, \cdot)$. If there exists $M \geq 1$ such that

(a) $\mathcal{F}_1(\Lambda, 1_G^m) = \mathcal{F}_1(\Lambda, 1_G^M)$ for all $m \geq M$, then $\Lambda$ is an $M$-step shift and $\Lambda$ is topologically conjugate and isomorphic to an edge shift with 1-block operation (via the $M^{th}$-higher block code);

(b) $\mathcal{F}_1(\Lambda, 1_G^M)$ is finite, then $\Lambda$ is $N$-step, for some $N \geq M$, and $\Lambda$ is topologically conjugate and isomorphic to a row-finite edge shift with 1-block operation (via the $N^{th}$-higher block code).

**Proof.**

(a) Let $M \geq 1$ be such that $\mathcal{F}_1(\Lambda, 1_G^m) = \mathcal{F}_1(\Lambda, 1_G^M)$ for all $m \geq M$. Let $F \subseteq B(\Sigma_G^\infty)$ be a set of forbidden words such that $\Lambda = X_F$. Note that we can always choose $F$ such that, for all $w \in F$, $l(w) \geq M + 1$ and $w$ doesn’t contain any proper subblock which belongs to $F$.

Let us show that all blocks of $F$ have length $M + 1$. Assume, by contradiction, that there exists $w \in F$ such that $l(w) = m > M + 1$. Since $w$ does not contain sub-blocks belonging to $F$, we can write $w = uv$, the concatenation of two blocks $u = (u_1, \ldots, u_k) \in \mathcal{B}_k(\Lambda)$, with $k = m - M - 1$, and $v = (v_1, \ldots, v_{M+1}) \in \mathcal{B}_{M+1}(\Lambda)$. Now, since $\mathcal{F}_1(\Lambda, (u_1, \ldots, u_k, v_1, \ldots, v_M)) \subseteq \mathcal{F}_1(\Lambda, (v_1, \ldots, v_M))$, we can find

$$b \in \mathcal{F}_1(\Lambda, (u_1, \ldots, u_k, v_1, \ldots, v_M)) \cap \mathcal{F}_1(\Lambda, (v_1, \ldots, v_M)).$$

From Theorem 4.19 we have that $b\cdot \mathcal{F}_1(\Lambda, 1_G^m) = \mathcal{F}_1(\Lambda, (v_1, \ldots, v_M))$ and $b\cdot \mathcal{F}_1(\Lambda, 1_G^{m-1}) = \mathcal{F}_1(\Lambda, (u_1, \ldots, u_k, v_1, \ldots, v_M))$. So,

$$v_{M+1} \in \mathcal{F}_1(\Lambda, (v_1, \ldots, v_M)) = b\cdot \mathcal{F}_1(\Lambda, 1_G^m) = b\cdot \mathcal{F}_1(\Lambda, 1_G^{m-1}) = \mathcal{F}_1(\Lambda, (u_1, \ldots, u_k, v_1, \ldots, v_M)),$$

which means that $w = (u_1, \ldots, u_k, v_1, \ldots, v_M, v_{M+1})$ is an allowed block, contradicting the assumption that $w \in F$.

The second part of the statement follows directly from Proposition 3.19 by applying the $M^{th}$-higher block code on $\Lambda$ and using it to induce an operation on $\Lambda^{[M]}$.

(b) Let $M \geq 1$ be such that $\mathcal{F}_1(\Lambda, 1_G^M)$ is finite. Then, since for any $m \geq M$ we have that $\mathcal{F}_1(\Lambda, 1_G^{m+1}) \subseteq \mathcal{F}_1(\Lambda, 1_G^m) \subseteq \mathcal{F}_1(\Lambda, 1_G^M)$, there exists $N \geq M$ such that $\mathcal{F}_1(\Lambda, 1_G^n) = \mathcal{F}_1(\Lambda, 1_G^M)$ for all $n \geq N$. So, from part (a) above, we have that $\Lambda$ is an $N$-step shift and it is topologically conjugate and isomorphic to an edge shift with 1-block operation (via the $N^{th}$-higher block code). Furthermore, from Corollary 4.20 we have that $|\mathcal{F}_1(\Lambda, a)| = |\mathcal{F}_1(\Lambda, 1_G)| < \infty$ for all $a \in \mathcal{B}_N(\Lambda)$, which implies that the $N^{th}$ higher block shift of $\Lambda$ is a row-finite shift.
Example 5.2. Let $G$ be the group given in Example 4.20 and, for each $g \in G$, let $\rho(g)$ be defined as in that example. Define $\Lambda \subset \Sigma^Z_G$ as the shift such that

$$\Lambda^\inf := \{(g_i)_{i \in \mathbb{N}} : g_{i+2} \in \rho(g_i)\}.$$ 

Then $\Lambda$ is an inverse semigroup shift (with the corresponding induced operation). Note that $\Lambda$ is not a row-finite shift since, for each $g \in G$, we have that $\mathfrak{F}_1(\Lambda, g) = G$, an infinite set. However, for each $(g, h) \in \mathcal{B}_2(\Lambda)$ we have that $\mathfrak{F}_1(\Lambda, (g, h)) = \rho(g)$, a finite set. Moreover, for any $m \geq 2$, the word $1^m_G$ is such that $\mathfrak{F}_1(\Lambda, 1^m_G) = \rho(1_G)$ and thus we can take $N = 2$ in Theorem 5.1.(b) and hence the second higher block presentation of $\Lambda$ is a 1-block inverse semigroup shift which is a 1-step row-finite shift.

We now characterize Markovian 1-block inverse semigroup shifts.

Definition 5.3. Let $\Lambda$ be a two-sided shift space over an alphabet $G$. Consider the alphabet $L^1_{\Lambda}$ and the full shift $\Sigma^Z_{L^1_{\Lambda}}$. Define

$$\mathbf{F} := \{(\mathfrak{F}, \mathfrak{G}) \in L^1_{\Lambda} \times L^1_{\Lambda} : \mathfrak{F}_1(\Lambda, a) \neq \emptyset, \forall a \in \mathfrak{F}\}$$

and let the the follower-set shift of $\Lambda$ be defined as the 1-step shift $\bar{\Lambda} \subset \Sigma^Z_{L^1_{\Lambda}}$ given by

$$\bar{\Lambda} := X_\mathbf{F}.$$ 

In an analogous way we define the predecessor-set shift.

Proposition 5.4. If $\Lambda \subset \Sigma^Z_G$ is a row-finite shift then its follower-set shift is also row-finite.

Proof. This follows directly from the fact that, for each $b \in L_{\Lambda}$, the follower set $\mathfrak{F}_1(\Lambda, b)$ is finite and hence $\mathfrak{F}_1(\Lambda, b)$ can only be followed in $\bar{\Lambda}$ by a finite number of elements of $L^1_{\Lambda}$. □

Proposition 5.5. Let $(\Lambda, \cdot)$ be a two-sided 1-block inverse semigroup shift over a group alphabet $(G, \cdot)$. Consider the group $(L^1_{\Lambda}, \cdot)$ defined in Corollary 4.20, the full inverse semigroup shift $(\Sigma^Z_{L^1_{\Lambda}}, \cdot)$ induced from $\cdot$ on $L^1_{\Lambda}$ and let $\bar{\Lambda}$ be the follower-set shift of $\Lambda$. Then $(\bar{\Lambda}, \cdot)$ is a shift subsemigroup of $(\Sigma^Z_{L^1_{\Lambda}}, \cdot)$.

Proof. Due to the infinite extension property, it is sufficient to show that given $\hat{x}, \hat{y} \in \bar{\Lambda}^\inf$, say $\hat{x} = (\hat{x}_i)_{i \in \mathbb{Z}}$ and $\hat{y} = (\hat{y}_i)_{i \in \mathbb{Z}}$, we have that

$$\hat{x} \cdot \hat{y}^{-1} = (\hat{x}_i \cdot \hat{y}_i^{-1})_{i \in \mathbb{Z}} \in \bar{\Lambda}^\inf.$$ 

By the definition of $\bar{\Lambda}$, for each $i \in \mathbb{Z}$, there exist $a, c \in L_{\Lambda}$ such that

$$\hat{x}_i = \mathfrak{F}_1(\Lambda, a) \quad \text{and} \quad \hat{x}_{i+1} = \mathfrak{F}_1(\Lambda, b) \text{ for some } b \in \mathfrak{F}_1(\Lambda, a),$$

$$\hat{y}_i = \mathfrak{F}_1(\Lambda, c) \quad \text{and} \quad \hat{y}_{i+1} = \mathfrak{F}_1(\Lambda, d) \text{ for some } d \in \mathfrak{F}_1(\Lambda, c).$$
So, \( \hat{y}_i^{-1} = \mathfrak{F}_1(\Lambda, c^{-1}) \) and \( \hat{y}_{i+1}^{-1} = \mathfrak{F}_1(\Lambda, d^{-1}) \), with \( d \in \mathfrak{F}_1(\Lambda, c) \). Hence

\[
\hat{x}_i \cdot \hat{y}_i^{-1} = \mathfrak{F}_1(\Lambda, a) \cdot \mathfrak{F}_1(\Lambda, c^{-1}) = \mathfrak{F}_1(\Lambda, a \cdot c^{-1}).
\]

Now, notice that \( b \cdot d^{-1} \in \mathfrak{F}_1(\Lambda, a \cdot c^{-1}) \) and is such that

\[
\mathfrak{F}_1(\Lambda, b \cdot d^{-1}) = \mathfrak{F}_1(\Lambda, b) \cdot \mathfrak{F}_1(\Lambda, d^{-1}) = \hat{x}_{i+1} \cdot \hat{y}_{i+1}^{-1},
\]

which implies that \( x \cdot \hat{y}^{-1} \in \bar{\Lambda}^{\inf} \).

\[
\square
\]

**Definition 5.6.** Let \((\Lambda, \cdot) \subset (\Sigma^Z_G, \cdot)\) be a 1-block inverse semigroup shift and \((\bar{\Lambda}, \cdot)\) be the corresponding follower-set inverse semigroup shift. Define a 1-block code \( \theta : \Lambda \to \Sigma_{L,1}^Z \), given, for all \( x \in \Lambda \) and for all \( i \in \mathbb{Z} \), by

\[
(\theta(x))_i := \begin{cases} 
\emptyset, & \text{if } x_i = \emptyset \\
\mathfrak{F}_1(\Lambda, x_i), & \text{if } x_i \neq \emptyset.
\end{cases}
\]

The following propositions characterize the image of \( \theta \) and give conditions for it to be a topological conjugacy from \( \Lambda \) to \( \bar{\Lambda} \).

**Proposition 5.7.** Let \((\Lambda, \cdot) \subset (\Sigma^Z_G, \cdot)\) be a 1-block inverse semigroup shift, where \( \Lambda \) is a Markov shift, and let \((\bar{\Lambda}, \cdot)\) be the corresponding follower-set inverse semigroup shift. If \( \mathfrak{F}_1(\Lambda, 1_G) \cap \mathfrak{P}_1(\Lambda, 1_G) = \{1_G\} \), then the map \( \theta : \Lambda \to \Sigma_{L,1}^Z \) is such that:

i. \( \theta : \Lambda \to \bar{\Lambda} \) is invertible and \( \theta^{-1} \) is a 2-block code with memory 1 and anticipation 0, given, for all \( \mathfrak{G} \in \bar{\Lambda} \) and for all \( i \in \mathbb{Z} \), by

\[
(\theta^{-1}(\mathfrak{G}))_i := \begin{cases} 
\emptyset, & \text{if } \mathfrak{G}_i = \emptyset \\
a_i, & \text{if } \mathfrak{G}_i \neq \emptyset,
\end{cases}
\]

where \( a_i \) is the unique element in \( \mathfrak{G}_{i-1} \) such that \( \mathfrak{F}_1(\Lambda, a_i) = \mathfrak{G}_i \), for all \( i \leq l(\mathfrak{G}) \), and \( a_i = \emptyset \) for all \( i > l(\mathfrak{G}) \).

ii. \( \theta \) is a topological conjugacy and an isomorphism.

**Proof.**

First we notice that for all \( x \in \Lambda \) the sequence \( \theta(x) \) is such that \( l(\theta(x)) = l(x) \). Furthermore, let \( \mathbf{F} \) be a set of forbidden words such that \( \Lambda = X_\mathbf{F} \). We will break the first part of the proof into three steps:
Step 1: $\theta : \Lambda \rightarrow \Sigma^n_{L_\Lambda}$ is one-to-one.

Suppose that $x, y \in \Lambda$ are such that $\theta(x) = \theta(y)$. This means that for all $i \leq l(x)$ we have that $\mathfrak{F}_{1}(\Lambda, x_{i}) = \mathfrak{F}_{1}(\Lambda, y_{i})$. Denote $\mathfrak{F} := \mathfrak{F}_{1}(\Lambda, x_{i}) = \mathfrak{F}_{1}(\Lambda, y_{i})$. Then if $x_{i}, y_{i} \in \mathfrak{F}$ and, for any $z \in G$, we have that $x_{i}, y_{i} \in \mathfrak{P}(\Lambda, z) := \mathfrak{P}$, which implies that $x_{i}, y_{i} \in \mathfrak{F} \cap \mathfrak{P}$. But, as consequence of Proposition 4.18, we have that $\mathfrak{F}_{1}(\Lambda, 1_{G}) \cap \mathfrak{P}(\Lambda, 1_{G})$ is a normal subgroup of $L_\Lambda$ and therefore each nonempty set of the form $\mathfrak{F} \cap \mathfrak{P}$ has the same cardinality as $\mathfrak{F}_{1}(\Lambda, 1_{G}) \cap \mathfrak{P}(\Lambda, 1_{G})$. Hence $x_{i} = y_{i}$ for all $i \leq l(x)$.

Step 2: $\theta(\Lambda) \subset \bar{\Lambda}$.

To prove this it is enough to show that $\theta(x)$ does not contain any forbidden block from $\{\mathfrak{L}\}$.

Indeed, given $x \in \Lambda$, for each $i \in Z$ we have that $x_{i} \in \mathfrak{F}_{1}(\Lambda, x_{i-1})$ for all $i \leq l(x)$ and therefore $\mathfrak{F}_{1}(\Lambda, x_{i}) = \mathfrak{F}_{2}(\bar{\Lambda})$ for all $i \leq l(\theta(x))$. Thus, for all $x \in \Lambda^{\text{fin}}$, we have that $\bar{x} := \theta(x)$ belongs to $\bar{\Lambda}$, while for $x \in \Lambda^{\text{inf}}$ we need additionally to check if $\bar{x}$ satisfies the infinite extension property in $\bar{\Lambda}$. We recall that due to the infinite extension property, we have that $\Lambda^{\text{fin}}$ is nonempty if and only if $\Lambda^{\text{inf}}$ has infinitely many elements (in particular $O \in \Lambda^{\text{fin}}$ whenever $\Lambda^{\text{fin}}$ is nonempty). Hence, if $O \in \Lambda^{\text{fin}}$ then, due to the injectivity of $\theta$, we get that $\theta(O)$ is a infinite subset of $\bar{\Lambda}^{\text{inf}}$, which means that $\theta(O) = \bar{\Lambda}$.

Furthermore, if $x \in \Lambda^{\text{fin}}$ is not the empty sequence, then there exists $(y^{n})_{n \in N}$ such that $y^{n} \in \Lambda^{\text{inf}}$ for all $n$, $y^{n}_{i} = x_{i}$ for all $n \in N$ and $i \leq l(x)$, and $y^{m}_{i+1} \neq y^{n}_{i+1}$ if $m \neq n$. Let $(\bar{y}^{n})_{n \in N}$ be the sequence defined as $\bar{y}^{n} := \theta(y^{n})$ for each $n \in N$. We have that each $y^{n}$ belongs to $\bar{\Lambda}^{\text{fin}}$. Now, since $\theta$ is a one-to-one sliding block code whose local rule has zero memory and anticipation, we have that $\bar{y}^{n}_{i} = \bar{x}_{i}$ for all $n \in N$ and $i \leq l(\bar{x})$. If by contradiction we suppose that $\bar{y}^{n}_{i+1} = \bar{y}^{n}_{i+1}$ for all except a finite number of indices $m \neq n$, then there exists an infinite set of $(\bar{y}^{n}_{i+1})_{k \in N} \subset \mathfrak{F}(\Lambda, x_{i})$ and $\mathfrak{J} \in L^{1}_{\bar{\Lambda}}$ such that $\mathfrak{F}_{1}(\Lambda, x_{i}) \cap \mathfrak{J} \neq \emptyset$. This implies that taking $z \in \mathfrak{J}$ we have $\mathfrak{F}_{1}(\Lambda, x_{i}) \cap \mathfrak{P}(\Lambda, z)$ has infinite elements, a contradiction with that fact that $\mathfrak{F} \cap \mathfrak{P}$ is a coset of $\mathfrak{F}_{1}(\Lambda, 1_{G}) \cap \mathfrak{P}(\Lambda, 1_{G}) = \{1_{G}\}$. Hence, we have proved that $\bar{x}$ satisfies the infinite extension property in $\bar{\Lambda}$ and therefore $\bar{x} \in \bar{\Lambda}$.

Step 3: $\theta : \Lambda \rightarrow \bar{\Lambda}$ is onto.

Let $\mathfrak{S} = (\mathfrak{S}_{i})_{i \in Z} \in \bar{\Lambda}$. From the definition of $\bar{\Lambda}$, we have that for all $i \leq l(\mathfrak{S})$ there exists $a_{i} \in \mathfrak{S}_{i-1}$ such that $\mathfrak{F}_{1}(\Lambda, a_{i}) = \mathfrak{S}_{i}$. Using the same argument we used to prove that $\theta$ is one-to-one, we can prove that such element $a_{i}$ is unique. Thus, we can define $\Psi : \Lambda \rightarrow \Sigma_{\bar{\Lambda}}^{\mathfrak{L}}$ as the map given by the right side of (12). Note that $\Psi$ is length preserving and one-to-one. In fact, it is direct that $l(\mathfrak{S}) = l(\Psi(\mathfrak{S}))$. Furthermore $\Psi(\mathfrak{S}) = \emptyset$ if and only if $\mathfrak{S} = \emptyset$, while if $\mathfrak{S}, \mathfrak{G} \in \bar{\Lambda}$ are such that $\Psi(\mathfrak{S}) = \Psi(\mathfrak{G}) = (a_{i})_{i \in Z} \neq \emptyset$, then necessarily $l(\mathfrak{S}) = l(\mathfrak{G})$, $a_{i} \in \mathfrak{S}_{i-1}$ and $a_{i} \in \mathfrak{G}_{i-1}$, and $\mathfrak{F}_{1}(\Lambda, a_{i}) = \mathfrak{S}_{i}$ and $\mathfrak{F}_{1}(\Lambda, a_{i}) = \mathfrak{G}_{i}$ for all $i \leq l(\mathfrak{S})$. 
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Now observe that $O \in \bar{A}$ if and only if $\bar{A}$ has infinitely many elements (and infinitely many elements in $\bar{A}$ implies that $\Lambda$ also has infinitely many elements). Thus, if $O \in \bar{A}^{\text{fin}}$ then $O \in \Lambda^{\text{fin}}$, and therefore $\Psi(O) = O \in \Lambda$. On the other hand, suppose that $G \in \bar{A} \setminus \{O\}$. Then $x = \Psi(G)$ is such that $x_i = a_i$ for each $i \leq l(x) = l(G)$, where $a_{i-1} \in \mathcal{G}_{i-2}$ and $\mathcal{F}_1(\Lambda, a_{i-1}) = \mathcal{G}_{i-1}$, while $a_i \in \mathcal{G}_{i+1}$ is $\mathcal{F}_1(\Lambda, a_{i+1})$ and $\mathcal{F}_1(\Lambda, a_i) = \mathcal{G}_i$. Thus, since $\Lambda$ is a Markovian shift and $a_i \in \mathcal{F}_1(\Lambda, a_{i-1})$ for each $i \leq l(x)$, we have that $x$ does not contain any forbidden word of $F$. Hence, if $l(G) = \infty$, then $x \in \Lambda$. To conclude that $x = \Psi(G)$ belongs to $\Lambda$ when $l(G) < \infty$ we need to check that $x$ satisfies the infinite extension property. This can be made by using an argument analogous to that used to prove that $\theta(y)$ satisfies the infinite extension property for a finite sequence $y \in \Lambda$.

Finally, notice that straightforwardly from the definition of $\Psi$ we have that $\Psi = \theta^{-1}$.

To prove the second part of the proposition, notice that since $\theta$ is an invertible sliding block code between $\Lambda$ and $\bar{A}$, it is a conjugacy. To prove that it is a topological conjugacy, we just need to prove that $\theta$ is continuous or, equivalently, to prove that $\Psi = \theta^{-1}$ is continuous. Consider the local rule of $\Psi$,

$$
(\Psi(G))_n = \sum_{a \in \Lambda \cup \{\theta\}} a1_{C_a} \circ \sigma^n(G).
$$

To prove that $\Psi$ is continuous, by Theorem 3.13 of [3], it is enough to show that each set $C_a$ is a pseudo cylinder. From the definition of $\Psi$ we have that $(\Psi(G))_n = a$, if $a \in \mathcal{G}_{n-1}$, and $\mathcal{F}_1(\Lambda, a) = \mathcal{G}_n$. Denote $\mathcal{R} := \mathcal{G}_n$ and $\mathcal{T} := \mathcal{G}_n$. Since, $L_{\Lambda}^{1,1}$ is a family of disjoint sets, then $\mathcal{R}$ is the unique set of $L_{\Lambda}^{1,1}$ which contains $a$ and therefore $C_a$ is the pseudo-cylinder $[\mathcal{R} \mathcal{T}]^0_{-1}$.

Now, let $x, y \in \Lambda$, $\mathcal{F} := \theta(x) = (\mathcal{F}_1(\Lambda, x_i))_{i \in \mathbb{Z}}$ and $\mathcal{G} := \theta(y) = (\mathcal{F}_1(\Lambda, y_i))_{i \in \mathbb{Z}}$. We have that

$$
\theta(x \cdot y) = \theta((x_i \cdot y_i)_{i \in \mathbb{Z}})
= (\mathcal{F}_1(\Lambda, x_i \cdot y_i))_{i \in \mathbb{Z}}
= (\mathcal{F}_1(\Lambda, x_i) \cdot \mathcal{F}_1(\Lambda, y_i))_{i \in \mathbb{Z}}
= (\mathcal{F}_1(\Lambda, x_i))_{i \in \mathbb{Z}} \cdot (\mathcal{F}_1(\Lambda, y_i))_{i \in \mathbb{Z}} = \theta(x) \cdot \theta(y),
$$

which shows that $\Psi$ is an isomorphism between $(\Lambda, \bullet)$ and $(\bar{A}, \bullet)$.

$\square$

**Remark 5.8.** Note that we could not assure that $\bar{A} \subset \theta(\Lambda)$ without the assumption that $\Lambda$ is a Markov shift. For instance, if we consider the inverse semigroup shifts in examples 4.23 and 4.25, then $|\mathcal{F}(\Lambda, 1_{L_A})| = L_A$ and then $\bar{A}$ contains only the constant sequence $(\mathcal{F}_i)_{i \in \mathbb{Z}}$, with $\mathcal{F}_i = \mathcal{F}(\Lambda, 1_{L_A})$. However $\theta(\Lambda)$ contains the sequence $(\mathcal{F}_i)_{i \in \mathbb{Z}}$ and also contains finite sequences $\mathcal{G} = (\mathcal{G}_i)_{i \in \mathbb{Z}}$ of all lengths such that $\mathcal{G}_i = \mathcal{F}(\Lambda, 1_{L_A})$ for all $i \leq l(\mathcal{G})$. 
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Now, let

$$\mathcal{H} := \mathfrak{F}_1(\Lambda, 1_G) \cap \mathfrak{P}_1(\Lambda, 1_G),$$

which is always non empty since $1_G \in \mathcal{H}$. Notice that due to Proposition 4.18 $\mathcal{H}$ is a normal subgroup of $L_\Lambda$. Let

$$L_\Lambda := L_\Lambda / \mathcal{H} = \{a \cdot \mathcal{H} : a \in L_\Lambda\},$$

which is also a group with the operation (which we will also denote as ·) induced by the operation on $L_\Lambda$.

**Definition 5.9.** Given a Markovian 1-block inverse semigroup shift $\Lambda$, we define $\bar{\Lambda}^{[0]} = \Lambda$ and, for $n \geq 1$, we define $\bar{\Lambda}^{[n]}$ as the follower-set shift of $\bar{\Lambda}^{[n-1]}$. Denote as $\mathcal{H}^{[n]} := \mathfrak{F}_1(\bar{\Lambda}^{[n]}, 1^{[n]}) \cap \mathfrak{P}_1(\bar{\Lambda}^{[n]}, 1^{[n]})$, which is a normal subgroup of the group alphabet $L_\Lambda^{[n]} := \mathfrak{B}_1(\bar{\Lambda}^{[n]})$.

**Definition 5.10.** A Markovian 1-block inverse semigroup shift $\Lambda$ will be said to be fractal shift if, for all $n \geq 0$, we have that $\mathcal{H}^{[n]}$ is a singleton. In the particular case that $\bar{\Lambda}^{[1]} = \Lambda$ we will say that $\Lambda$ is self similar and, if $\bar{\Lambda}^{[n]} = \bar{\Lambda}^{[n-1]}$ for some $n \geq 2$, we will say that $\Lambda$ is self similar at level $n$.

We note that fractal shift spaces are exactly those for which we can apply the map $\theta$ infinitely many consecutive times, getting always a shift which is conjugate to $\Lambda$.

**Example 5.11.** Let $G$ be a finite group, let $\Lambda \subset \Sigma_G^n$ be a Markovian 1-block inverse semigroup shift and suppose that $\Lambda$ is fractal. Then $\Lambda$ contains only constant sequences over the alphabet group $L_\Lambda$.

In fact, since the alphabet is finite, we have that the numbers $a_n := |\bar{\Lambda}^{[n]}|$, $n \geq 0$, form a non-increasing sequence. Therefore, $\Lambda$ shall be self similar at level $n$ for some $n$. But this implies that $a_{n+1} = a_n$, which occurs if, and only if, $\mathfrak{F}_1(\bar{\Lambda}^{[n]}, 1^{[n]})$ is a singleton. Hence, since $\bar{\Lambda}^{[n]}$ is a group and $\mathfrak{F}_1(\bar{\Lambda}^{[n]}, 1^{[n]})$ is a singleton, we have that $\bar{\Lambda}^{[n]}$ contains only constant sequences, and therefore (going backward from $\bar{\Lambda}^{[n]}$ to $\Lambda$) we get that $\Lambda$ contains only constant sequences over the subgroup $L_\Lambda \subset G$.

In particular, the above means that fractal shifts over finite alphabets are always self similar.

**Example 5.12.** The Markovian 1-block inverse semigroup shift given in Example 4.27 is a self similar fractal shift over an infinite alphabet.

Now, let $S : L_\bar{\Lambda} \to L_\Lambda$ be an arbitrary section of $L_\bar{\Lambda}$, i.e., an arbitrary map such that, for all $\mathcal{H}_1 \in L_\bar{\Lambda}$, $S(\mathcal{H}_1) \in \mathcal{H}_1$. It follows that:

**Proposition 5.13.**

i. For all $a \in L_\Lambda$, $(S(a \cdot \mathcal{H})^{-1} \cdot a) \in \mathcal{H}$.

ii. The map $\varphi : L_\Lambda \to L_\bar{\Lambda} \times \mathcal{H}$ given by $\varphi(a) = (a \cdot \mathcal{H}, S(a \cdot \mathcal{H})^{-1} \cdot a)$ is a bijection. Moreover, $\varphi^{-1} : L_\bar{\Lambda} \times \mathcal{H} \to L_\Lambda$ is given by $\varphi^{-1}(a \cdot \mathcal{H}, h) = g$, where $g \in L_\Lambda$ is the unique element such that $S(a \cdot \mathcal{H})^{-1} \cdot g = h$. 
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iii. The group \((L_\Lambda, \cdot)\) is isomorphic to \((L_{\hat{\Lambda}} \times H, \circ)\) through the map \(\varphi\), where the operation \(\circ\) is given by
\[
(H_1, h_1) \circ (H_2, h_2) := \varphi[\varphi^{-1}(H_1, h_1) \cdot \varphi^{-1}(H_2, h_2)].
\]

Proof. The proof is similar to the proof of Proposition 4.17 in [9]. \(\square\)

We can alternatively write
\[
(H_1, h_1) \circ (H_2, h_2) = (H_1 \cdot H_2, S(H_1 \cdot H_2)^{-1} \cdot (g_1 \cdot g_2)),
\]
where \(g_1, g_2 \in L_\Lambda\) are the unique elements which satisfy
\[
S(H_1)^{-1} \cdot g_1 = h_1, \quad S(H_2)^{-1} \cdot g_2 = h_2.
\]

Note that on the first coordinate, the operation \(\circ\) coincides with the operation \(\cdot\) on \(L_{\hat{\Lambda}}\).

Definition 5.14. Define the two-sided Markov shift \(\hat{\Lambda} \subset \Sigma_{L_{\hat{\Lambda}}}^\mathbb{Z}\), as the shift such that the infinite sequences are given by transitions:
\[
H_1 \to H_2 \iff H_2 \subseteq F_1(\Lambda, a) \quad \text{for all} \ a \in H_1.
\]

Note that the transitions above are well defined (independently of \(a \in H_1\) chosen). In fact, \(H_1 = a' \cdot H = a' \cdot F_1(\Lambda, 1_G) \cap P_1(\Lambda, 1_G) = F_1(\Lambda, b) \cap P_1(\Lambda, c)\) for some \(b, c \in L_\Lambda\), and therefore all the elements of \(H_1\) belong to \(P_1(\Lambda, c)\), which means that all of them have the same follower set.

Let \(*\) be the 1-block inverse semigroup operation on \(\hat{\Lambda} \otimes \Sigma_{\mathcal{H}}^\mathbb{Z}\) induced by \(\circ\). Recall that \(\mathcal{H}\) is the identity of the group \(\hat{\Lambda}\).

Proposition 5.15. \(\hat{\Lambda}\) has the property that \(\mathcal{F}_1(\hat{\Lambda}, \mathcal{H}) \cap \mathcal{P}_1(\hat{\Lambda}, \mathcal{H}) = \{\mathcal{H}\}\).

Proof. Since \(1_G \in H = \mathcal{F}_1(\Lambda, 1_G) \cap \mathcal{P}_1(\Lambda, 1_G)\), then the transition \(\mathcal{H} \to \mathcal{H}\) is allowed in \(\hat{\Lambda}\) and therefore \(H \in \mathcal{F}_1(\hat{\Lambda}, \mathcal{H}) \cap \mathcal{P}_1(\hat{\Lambda}, \mathcal{H})\). Now, let \(J \in \mathcal{F}_1(\hat{\Lambda}, \mathcal{H}) \cap \mathcal{P}_1(\hat{\Lambda}, \mathcal{H})\). Then the transitions \(\mathcal{H} \to J \to \mathcal{H}\) are allowed in \(\hat{\Lambda}\), which means that \(J \subset \mathcal{F}_1(\Lambda, 1_G)\) and, for any \(a \in J\), we have that \(H \subset \mathcal{F}_1(\Lambda, a)\), which in turn means that \(a \in \mathcal{P}_1(\Lambda, 1_G)\). In other words, if \(a \in J\) then \(a \in \mathcal{F}_1(\Lambda, 1_G) \cap \mathcal{P}_1(\Lambda, 1_G) = \mathcal{H}\), that is \(J \subset \mathcal{H}\). Since the sets of \(\hat{\Lambda}\) are cosets of \(\mathcal{H}\), it follows that \(J = \mathcal{H}\). \(\square\)

Definition 5.16. Let \((\Lambda, \cdot) \subset (\Sigma_{G_1}^\mathbb{Z}, \cdot)\) be a 1-block inverse semigroup shift. Define the 1-block code \(\phi : \Lambda \to \Sigma_{L_{\hat{\Lambda}}}^\mathbb{Z} \otimes \Sigma_{\mathcal{H}}^\mathbb{Z}\), for all \(x \in \Lambda\) and for all \(i \in \mathbb{Z}\), by
\[
(\phi(x))_i := \begin{cases} 
\phi & \text{if } x_i = \phi \\
\varphi(x_i) = (x_i \cdot \mathcal{H}, S(x_i \cdot \mathcal{H})^{-1} \cdot x_i) & \text{if } x_i \neq \phi.
\end{cases}
\]
Proposition 5.17. Let \((\Lambda, \bullet)\) be a Markovian 1-block inverse semigroup shift. Then \(\phi : \Lambda \to \hat{\Lambda} \boxtimes \Sigma^Z_{\hat{H}}\) is a topological conjugacy and an isomorphism between \((\Lambda, \bullet)\) and \((\hat{\Lambda} \boxtimes \Sigma^Z_{\hat{H}}, \star)\). In particular, given \(y = (y_i)_{i \in \mathbb{Z}} \in \hat{\Lambda} \boxtimes \Sigma^Z_{\hat{H}}\), we have that

\[
(\phi^{-1}(y))_i := \begin{cases} 
\phi & \text{if } y_i = \phi \\
\varphi^{-1}(y_i) & \text{if } y_i \neq \phi.
\end{cases}
\]  

(16)

Since the proof of Proposition 5.17 follows the same outline of the proof of Proposition 5.7, we will just give a sketch of its proof.

Sketch of the proof of Proposition 5.17:

1. Note that for \(\phi : \Lambda \to \Sigma^Z_{L\Lambda} \boxtimes \Sigma^Z_{\hat{H}}\) we have that for all \(x = (x_i)_{i \in \mathbb{Z}}\), if \(y := \phi(x)\), then \(l(y) = l(x)\);

2. Observe that \(y\) does not contain forbidden words of \(\hat{\Lambda} \boxtimes \Sigma^Z_{\hat{H}}\), which implies that \(y \in \hat{\Lambda} \boxtimes \Sigma^Z_{\hat{H}}\) whenever \(l(y) = \infty\);

3. Note that since \(\phi\) is a sliding block code whose local rule is 1-block and a bijection between \(L_{\Lambda}\) and \(L_{\hat{\Lambda}}\), then \(\phi\) is one-to-one;

4. Use the same argument used to proof of Proposition 5.7 to check that if \(l(y) < \infty\) then \(y = \phi(x)\) satisfies the infinite extension property in \(\hat{\Lambda} \boxtimes \Sigma^Z_{\hat{H}}\). Thus, we get \(\phi(\Lambda) \subset \hat{\Lambda} \boxtimes \Sigma^Z_{\hat{H}}\).

5. Define \(\Psi : \hat{\Lambda} \boxtimes \Sigma^Z_{\hat{H}} \to \Sigma^Z_{F}\) and show that, for all \(y \in \hat{\Lambda} \boxtimes \Sigma^Z_{\hat{H}}\), \(\Psi(y)\) does not contain any forbidden word of \(\Lambda\);

6. Use that \(\Psi\) is one-to-one to get that \(\Psi(y) \in \Lambda\), for all \(y \in \hat{\Lambda} \boxtimes \Sigma^Z_{\hat{H}}\).

7. Observe that \(\Psi(\phi(x)) = x\) and thus we have that \(\phi : \Lambda \to \hat{\Lambda} \boxtimes \Sigma^Z_{\hat{H}}\) is a bijection and \(\phi^{-1} = \Psi\);

8. Directly from the definitions of \(\star\) and \(\phi\) we get that \(\phi\) is an isomorphism between \((\Lambda, \bullet)\) and \((\hat{\Lambda} \boxtimes \Sigma^Z_{\hat{H}}, \star)\);

9. Note that \(\phi : \Lambda \to \hat{\Lambda} \boxtimes \Sigma^Z_{\hat{H}}\) satisfies the hypotheses of \cite[Theorem 3.13]{3} to conclude that \(\phi\) is continuous and then it is a topological conjugacy.

\[\square\]

Theorem 5.18. If \((\Lambda, \bullet)\) is a two-sided Markovian 1-block inverse semigroup shift, then it is isomorphic and topologically conjugate, via a sliding block code with zero memory and anticipation, to a two-sided Markovian inverse semigroup shift \((F \boxtimes \Sigma^Z_B, \star)\), where \(F\) is a fractal shift, \(\Sigma^Z_B\) is a full shift over some alphabet \(B\) (finite or infinite) and \(\star\) is a block operation with anticipation 0 and memory \(k\), for some \(k \geq 0\).
Proof. The proof of this result follows the same outline of Theorem 1 in [4], that is, starting with $\Lambda$ we shall apply the maps $\phi$ and $\theta$ alternately and recursively, therefore obtaining the product shift of a shift space $F$ with a full shift $\Sigma_B^\mathbb{Z}$:

$$\Lambda \mapsto \hat{\Lambda} \otimes \mathcal{H}_1^\mathbb{Z} \mapsto \hat{\Lambda} \otimes \Sigma_{\mathcal{H}_1}^\mathbb{Z} \mapsto \hat{\Lambda} \otimes \Sigma_{\mathcal{H}_2}^\mathbb{Z} \otimes \Sigma_{\mathcal{H}_1}^\mathbb{Z} \mapsto \cdots \mapsto \hat{\Lambda} \otimes \Sigma_{\mathcal{H}_n}^\mathbb{Z} \otimes \cdots \otimes \Sigma_{\mathcal{H}_2}^\mathbb{Z} \otimes \Sigma_{\mathcal{H}_1}^\mathbb{Z} \mapsto F \otimes \Sigma_B^\mathbb{Z}.$$ 

In particular, $\Lambda$ and $F \otimes \Sigma_B^\mathbb{Z}$ are topologically conjugate and we can define an operation $\star$ on $F \otimes \Sigma_B^\mathbb{Z}$ which corresponds to the projection of $\bullet$ on $F \otimes \Sigma_B^\mathbb{Z}$ (or equivalently, it can be constructed using the operations which are defined in Propositions 5.1 and 5.1 at each step of the above procedure). Note that, since $\theta^{-1}$ is a 2-block code with memory 1 and anticipation 0, $\star$ will have anticipation 0 and will have memory $k$ (where $k$ is less than or equal to the number of times we applied $\theta$ in the procedure).

Thus, we only need to prove that the above procedure will result in $F$ being a fractal shift after some finite number of steps. Suppose the contrary, that is, suppose that there is not a finite number of steps after which the previous procedure results in $F$ being a fractal shift. Let $\{Q_n\}_{n \geq 1}$ be a family of shift spaces, where $Q_n$ is the shift space obtained by applying $n$ times $\phi$ and $\theta$ alternately on $\Lambda$, that is,

$$Q_n := F_n \otimes \Sigma_{\mathcal{H}_n}^\mathbb{Z} \otimes \cdots \otimes \Sigma_{\mathcal{H}_2}^\mathbb{Z} \otimes \Sigma_{\mathcal{H}_1}^\mathbb{Z},$$

where $F_n$ is some non-fractal shift space. Note that $\Lambda$ is conjugate to $Q_n$ and, since the sequence of maps which take sequences in $\Lambda$ to sequences in $Q_n$ is composed of maps that act as 1-block codes, we have that any element $a \in L_\Lambda$ can be represented as $(f, y_n, y_{n-1}, \ldots, y_1) \in L_{Q_n}$. Moreover, any point $(f, y_n, y_{n-1}, \ldots, y_1) \in L_{Q_n}$ is the image of at least one element of $L_\Lambda$. In other words, for all $n$ there is an onto map $\alpha_n : L_\Lambda \rightarrow L_{\Sigma_{\mathcal{H}_n}^\mathbb{Z}} \times \cdots \times L_{\Sigma_{\mathcal{H}_2}^\mathbb{Z}} \times L_{\Sigma_{\mathcal{H}_1}^\mathbb{Z}}$ such that

$$\alpha_n(a) = (y_n, \ldots, y_2, y_1) \iff a \text{ is represented in } L_{Q_n} \text{ as } (f, y_n, \ldots, y_2, y_1), \text{ for some } f \in F_n.$$
Now define an onto map \( \alpha : L_\Lambda \to \prod_{i \in \mathbb{N}} L_{\Sigma_{H_i}^Z} \) by setting \( \alpha(a) = (y_i)_{i \in \mathbb{Z}} \) such that, for all \( n \in \mathbb{N} \), we have \((y_n, \ldots, y_1) = \alpha_n(a)\). If we never reach a fractal shift, then infinitely many alphabets \( L_{\Sigma_{H_i}^Z} \) have more than 1 element and, therefore, \( \prod_{i \in \mathbb{N}} L_{\Sigma_{H_i}^Z} \) is uncountable. This would imply that \( L_\Lambda \) is also uncountable, a contradiction.

\[\square\]

5.1 Results for one-sided shift spaces

We remark that although the previous results in this section were proved just for the case when \( \Lambda \) is two-sided, such assumption is not a constraint to characterize one-sided 1-block inverse semigroup shifts. In fact, if \( \Lambda' \subseteq \Sigma_G^N \) is a one-sided shift space, since we are assuming that \( \sigma(\Lambda') = \Lambda' \), then we can always take its inverse limit, which will be a two-sided shift space \( \Lambda \subseteq \Sigma_G^Z \) such that \( \pi(\Lambda) = \Lambda' \) (see [3, Remark 2.6]). Thus, we can use [3, Proposition 4.6] to characterize \( \Lambda' \) by characterizing its inverse limit.

On the other hand, we remark that we have only considered two-sided shift spaces because higher block codes are in general non-invertible for one-sided shifts, see Corollary 3.22 in [2], and because for one-sided shifts the map \( \theta \) is also non-invertible. However, since both the higher block code and the map \( \theta \) fail to be invertible just on the finite sequences of one-sided shift spaces, if we consider the set \( A^S \) with the product topology, instead of considering it with the topologies proposed in [8] and [3], then it is possible to use the results of Section 5 to prove a generalization of Kitchens’ result: Any \( M \)-step subshift \( \Lambda \subseteq A^S \) with a 1-block group operation induced from a group operation on \( A \) is topologically conjugate to the Cartesian product of a full shift with a fractal shift.
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