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The cosmological field equations sourced by a self-interacting scalar field are dynamically equivalent to a closed system of equations obtained by applying the moment method to non-linear Schrödinger equations possessing an underlying non-relativistic conformal SL(2, R) symmetry. We consider the one-dimensional, quintic Schrödinger equation relevant to strongly repulsive, dilute Bose gases. The action of the diffeomorphism group on the space of Schrödinger operators generates an harmonic trapping potential that can be identified with the kinetic energy of the cosmological scalar field. Inflationary cosmologies are represented by points on the orbit of the de Sitter solution, which is the quotient manifold Diff(R)/SL(2, R). Key roles are played by the Schwarzian derivative of the diffeomorphism and the Ermakov-Pinney equation. The underlying SL(2, R) symmetry results in a first integral constraint which ensures energy-momentum conservation. When the analysis is restricted to the universal cover group of diffeomorphisms on the circle, the generation of a rolling scalar field can be understood in terms of the Virasoro coadjoint action. The corresponding symplectic two-form and Hamiltonian generator of the coadjoint orbit are determined by the scalar field kinetic energy.

1. INTRODUCTION

A wealth of astrophysical observations, most notably from the cosmic microwave background [1] and large-scale structure surveys [2], strongly indicate that the universe underwent a phase of accelerated, inflationary expansion in its most distant past [3] and, moreover, is currently entering a second accelerated phase at the present epoch [4]. The simplest mechanism for driving such an expansion (at both early- and late-times in the universe’s history) is through the potential energy associated with the self-interactions of a scalar field which is minimally coupled to Einstein gravity. (For reviews see, e.g., [5, 6]). Studying the dynamics of spatially isotropic cosmologies sourced by such a field is therefore of considerable importance.

In the present work, we illustrate how inflationary dynamics can be described in terms of the group Diff+(R) of orientation-preserving diffeomorphisms of the line corresponding to general temporal reparametrizations. Such a description is achieved by bringing together two apparently unrelated results: namely, an equivalence that exists between natural Diff+(R) representations on the vector spaces of Schrödinger and Sturm-Liouville differential operators with time-dependent (harmonic trapping) potentials [7, 9], and a (formal) correspondence between the dynamics of certain non-relativistic conformal field theories (NRCFTs) and the cosmological Einstein equations [10]. The latter equivalence is established by identifying the integral moments of a non-linear Schrödinger wavefunction with appropriate cosmological parameters. The (cosmic) dynamics of the wavefunction moments is then governed by the Ermakov-Pinney equation [11, 12].

The unifying object that links together these apparently disparate themes is the Schwarzian derivative operator of the diffeomorphism [13] and, in particular, the identification of this operator with the kinetic energy of the cosmological scalar field. An essential role is also played by the non-relativistic conformal group SL(2, R). The NRCFT we consider is the \( d = 1 \) quintic, non-linear Schrödinger equation, which is invariant under the action of the Schrödinger group, \( \text{Sch}(d) \), the maximum kinematical group of the free Schrödinger equation [15, 16]. This group is the semi-direct product \( \text{Sch}(d) = G \rtimes \text{SL}(2, \mathbb{R}) \), where \( G \) is the Galilean group with central extension and \( \text{SL}(2, \mathbb{R}) \) is the group of fractional linear transformations on the time coordinate. The underlying \( \text{SL}(2, \mathbb{R}) \) symmetry within the Schrödinger group ensures that the dynamics of the wavefunction integral moments form a closed, non-autonomous system of ordinary differential equations (ODEs) [17]. The solution of this symmetric system can be interpreted in a cosmological context as the de Sitter (inflationary) solution.

The Diff+(R)-action explicitly breaks the conformal symmetry and generates an effective harmonic trapping potential in the Schrödinger equation, which is proportional to the Schwarzian derivative of the diffeomorphism [6, 18]. The key point is that the space of Schrödinger operators is a Diff+(R)-module [7, 8], which implies that closure of the moment equations is preserved under Diff+(R). The trapping potential can be identified in terms of a dynamical scalar field which evolves on a spatially isotropic spacetime. In this sense, a scalar field (inflationary) cosmology is generated by the action of Diff+(R) and may be viewed as a point on the Diff+(R)-orbit of the pure de Sitter background. This orbit is the quotient manifold Diff+(R)/SL(2, R).

When the Diff+(R)-action is restricted to the subgroup corresponding to the universal cover group of orientation-preserving diffeomorphisms on the circle, the
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time-reparametrization can be understood in terms of the coadjoint representation of the Virasoro-Bott group \([19-23]\), which is the unique (up to isomorphism) central extension of \(\text{Diff}^+(S^1)\) \([24, 25]\). A non-trivial central charge is essential for generating a rolling scalar field. The orbit of cosmologies in this case is a symplectic manifold and the associated non-degenerate, closed two-form, together with the corresponding Hamiltonian generator, can be calculated explicitly. The value of the two-form at each point on the orbit is determined by the kinetic energy of the scalar field and therefore quantifies the deviation away from the de Sitter point in the slow-roll inflationary scenario.

Non-linear Schrödinger (NLS) equations play a key role in diverse branches of physics ranging from optics, plasma physics through to Bose-Einstein condensation \([26]\). The quintic NLS equation is of particular relevance to one-dimensional ultra-cold, dilute Bose gases \([27]\). In the limit of strong, repulsive, interatomic interactions, such gases are in the so-called Tonks-Gerardeau regime, where the bosonic particles behave as a system of free fermions \([28, 29]\). The Tonks-Gerardeau regime can be (partially) described by the quintic NLS equation with an harmonic trapping potential, where the non-linearity arises as a consequence of many-body effects on the scattering cross-section of the particles \([27, 30-32]\). Tonks-Gerardeau gases have been realized experimentally \([33, 34]\). We keep this connection with ultra-cold atomic gases in mind throughout the course of this work. One-dimensional Bose gases trapped in periodic harmonic potentials were recently classified in terms of centrally extended Virasoro coadjoint orbits \([35, 36]\).

The cosmological implications of the Ermakov-Pinney equation have been investigated by a number of authors \([37, 47, 50]\), and commentaries on its mathematical properties and numerous physical applications are provided in \([48, 51]\). The possible role of the Schwarzian derivative in cosmology has been discussed recently. In \([52, 53]\), projective transformations of the time coordinate were employed to relate Newtonian cosmological backgrounds with a constant dark energy density to those where the density is time-dependent. Virasoro coadjoint orbits have been discussed in a quantum cosmological context in \([54]\).

Finally, before proceeding, we should be clear about how the diffeomorphism group on the line should be interpreted in this work from a gravitational perspective. Diffeomorphisms in Einstein gravity are typically viewed as \(\text{Diff}(\mathbb{R})\) equivalence groups on the spaces of differential Schrödinger and Sturm-Liouville operators within which the cosmological Friedmann equations can be embedded.

The paper is organized as follows. In Section \(2\), the relevant representations of \(\text{Diff}^+(\mathbb{R})\) are summarized and the important role played by tensor-densities is highlighted. We proceed in Section \(3\) to derive the wavefunction moment equations. The cosmological implications of the preceding Sections are discussed in Section \(4\) specifically the map to the traceless Einstein field equations (Subsection \(4A\)), the interpretation of inflationary cosmologies as points on the de Sitter orbit (Subsection \(4B\)), and the self-similar characteristics of the underlying wavefunctions (Subsection \(4C\). Some specific models based on exponential self-interaction potentials are also presented (Subsection \(4D\)). The connection with Virasoro coadjoint orbits is discussed in Section \(5\). We conclude with a discussion in Section \(6\). A short Appendix is included for the benefit of readers unfamiliar with centrally extended Lie groups and coadjoint representations.

Throughout this work, the vector space of smooth (continuously differentiable) functions on a manifold \(\mathcal{M}\) is denoted by \(C^\infty(\mathcal{M})\). Depending on the context, derivatives of a function \(y(x) \in C^\infty(\mathcal{M})\) are denoted \(dy/dx = y'(x) = \mathcal{L}_x y\), etc. Unless stated otherwise, we denote the orientation-preserving group of diffeomorphisms of the one-dimensional manifold \(\mathcal{M}\) by \(\text{Diff}(\mathcal{M})\), where \(\mathcal{M} = \mathbb{R}, S^1\). Physical units are chosen such that \(c = \hbar = 1\).

### 2. REPRESENTATIONS OF THE DIFFEOMORPHISM GROUP

#### A. On the Space of Schrödinger Operators

It can be proved \([55]\) that all cubic-quintic, non-linear Schrödinger (NLS) equations which possess a six-dimensional Lie point symmetry can always be transformed into the pure quintic equation:

\[
i\partial_t u + \frac{1}{2m} \partial_{rr} u - g_0 |u|^4 u = 0 \tag{2.1}
\]

where \(g_0 \in \mathbb{C}\) is a constant coupling and \(m \in \mathbb{R}\) is a mass parameter. The \(d = 1\) Schrödinger group admits a six-dimensional Lie algebra, \(\text{sch}_1\), and the Lie point symmetry of \(\text{sch}_1\) is isomorphic to this algebra \([55]\). A representation for the \(sl(2, \mathbb{R})\) subalgebra of \(\text{sch}_1\) can be given in terms of first-order operators on \(\mathbb{R}^2\) (spanned by coordinates \((t, r)\)). It takes the form \([57]\):

\[
L_{-1} = -\partial_t, \quad L_0 = -t\partial_t - \frac{1}{2} r\partial_r - \mu \\
L_1 = -t^2 \partial_t - tr\partial_r - \frac{M}{2} r^2 - 2\mu t \tag{2.2}
\]

where \(M := -im\) and \(\mu \in \mathbb{R}\) is the scaling dimension of the wavefunction. (This should be set to \(\mu = 1/4\) when interpreting \(u\) as a solution to the \(d = 1\) Schrödinger equation \([24]\).)

This \(sl(2, \mathbb{R})\) algebra may be embedded in an infinite-dimensional, centerless Virasoro-type algebra, \(\text{Vect}(\mathcal{M}) := \langle L_n \mid n \in \mathbb{Z}\rangle\), where the generators are represented by the first-order operators

\[
L_n = -tn^{n+1}\partial_t - \frac{n+1}{2} t^n r\partial_r \\
- \mu (n+1)t^n - \frac{n(n+1)}{4} Mt^{n-1}r^2 \tag{2.3}
\]
These satisfy the non-vanishing commutation relations

\[ [L_n, L_{n'}] = (n - n')L_{n+n'}, \quad n, n' \in \mathbb{Z} \] (2.4)

and the \( sl(2, \mathbb{R}) \) subalgebra of \( sch_1 \) is spanned by \( \{L_n|n \in (0, \pm 1)\} \). The algebra \( \text{Vect}(\mathcal{M}) \) is the Lie algebra of the group of diffeomorphisms \( \text{Diff}(\mathcal{M}) \) and is a subalgebra of the infinite-dimensional Schrödinger-Virasoro algebra \([18, 50, 53]\).

The infinitesimal transformations generated by (2.3) may be formally exponentiated to yield the finite transformation laws for the coordinates \((t, r, u) \mapsto (\tau, s, \tilde{u})\) where

\[
t = \beta(\tau), \quad r = (\hat{\beta}(\tau))^{1/2}s
t(\tau, r, u) = (\hat{\beta}(\tau))^{-\mu} \exp \left[ \frac{\text{i}m}{4} \frac{\hat{\beta}(\tau)}{\beta(\tau)} s^2 \right] \tilde{u}(\tau, s) \] (2.5)

and

\[
u(t, r) = (\hat{\beta}(\tau))^{1/2} \exp \left[ \frac{\text{i}m}{4} \frac{\hat{\beta}(\tau)}{\beta(\tau)} s^2 \right] \tilde{u}(\tau, s) \] (2.6)

where \( \beta \in C^\infty(\mathcal{M}) \). The necessary condition \( \hat{\beta}(\tau) > 0 \) restricts the transformation to the orientation-preserving subgroup of \( \text{Diff}(\mathcal{M}) \). Moreover, elements of \( \text{Diff}(\mathcal{M}) \) are labeled by the map \( f : t \mapsto f(t) \), but since this map is diffeomorphic, it is often more convenient to consider the inverse element \( f^{-1}(\tau) := \beta(\tau) \). Eq. (2.6) is a representation of the group \( \text{Diff}(\mathcal{M}) \) on a smooth function of two variables, where \( \beta^{-1} \in \text{Diff}(\mathcal{M}) \) induces the coordinate change (2.5) on \( \mathbb{R}^2 \). We denote this representation by \((\Pi_\beta(h))(t, r) \) acting on a function \( h(t, r) \in C^\infty(\mathbb{R}^2) \).

When restricted to the action of \( \text{SL}(2, \mathbb{R}) \), the diffeomorphism is generated by (2.2) and given explicitly by

\[
\beta(\tau) = \frac{at + b}{ct + d}, \quad \text{ad} - bc = 1 \] (2.7)

This transformation leaves Eq. (2.1) invariant. Clearly, the more general coordinate transformations (2.5)-(2.6) break this Lie point symmetry. Nonetheless, they constitute the equivalence group, \( \mathcal{Y} \), of a more general quintic NLS equation, which reduces to Eq. (2.1) in an appropriate limit. In general, the equivalence group of a differential equation is the group of smooth transformations on the dependent and independent variables that leave the differential structure invariant, whilst simultaneously altering the functional forms of the coefficients. With this in mind, consider the quintic NLS equation

\[
i\partial_t u + \frac{1}{2m} \partial_{rr} u - \frac{1}{2} \lambda(t) r^2 u - g_0 |u|^4 u = 0 \] (2.8)

where we have introduced the physically well-motivated, time-dependent harmonic ‘trapping’ potential, \( \frac{1}{2} \lambda(t) r^2 \), with \( \lambda(t) \in C^\infty(\mathcal{M}) \). The case \( \lambda(t) = 0 \) corresponds to Eq. (2.11). Applying the coordinate transformation (2.5)-(2.6) with \( \mu = 1/4 \) then yields the image of this differential equation \([3, 18, 51]\):

\[
i\partial_t \tilde{u} + \frac{1}{2m} \partial_{\tilde{r}\tilde{r}} \tilde{u} - \frac{1}{2} \hat{\lambda}(\tau) s^2 \tilde{u} - g_0 |\tilde{u}|^4 \tilde{u} = 0 \] (2.9)

where

\[
\hat{\lambda}(\tau) := (\hat{\beta}(\tau))^2 \lambda(\beta(\tau)) + \frac{m}{2} S[\beta](\tau) \] (2.10)

and

\[
S[\beta](\tau) := \frac{\hat{\beta}(\tau)}{\beta(\tau)} - \frac{3}{2} \left( \frac{\beta(\tau)}{\hat{\beta}(\tau)} \right)^2 \] (2.11)

defines the Schwarzian derivative.

Hence, Eq. (2.8) is form-invariant under the group of diffeomorphisms, \( \text{Diff}(\mathcal{M}) \), represented by Eqs. (2.5)-(2.6). Consequently, if \( u(t, r) \) is a solution to the quintic NLS equation (2.8), then \( \tilde{u}(\tau, s) \) is a solution to Eqs. (2.9)-(2.11). This implies that the equivalence group of Eq. (2.8) may be realized as an automorphism on the vector space of linear, second-order Schrödinger operators on \( \mathbb{R}^2 \) defined by \( \mathcal{S}_{\text{Sch}} := \{ \Delta_{\text{Sch}} \} \), where

\[
\Delta_{\text{Sch}} := h(t, r) \left( i\partial_t + \frac{1}{2m} \partial_{rr} - \frac{1}{2} \lambda(t) r^2 \right) \] (2.12)

and \( h(t, r) \in C^\infty(\mathbb{R}^2) \). The transformation (2.5)-(2.6) maps an element in \( \mathcal{S}_{\text{Sch}} \) onto another element in \( \mathcal{S}_{\text{Sch}} \). Indeed, we have that

\[
\Delta_{\text{Sch}}(\tilde{u}) = (\hat{\beta}(\tau))^{5/4} \exp \left[ -\frac{\text{i}m\hat{\beta}(\tau)}{4\beta(\tau)} s^2 \right] \Delta_{\text{Sch}}(u) \] (2.13)

The representation of the group \( \text{Diff}(\mathcal{M}) \) in the space of Schrödinger operators \( \mathcal{S}_{\text{Sch}} \) is then given as \( \sigma : \text{Diff}(\mathcal{M}) \rightarrow \text{Hom}(\mathcal{S}_{\text{Sch}}, \mathcal{S}_{\text{Sch}}) \) defined in terms of the left-and-right action \( \Pi_\beta \)

\[
\sigma(f) : \Delta_{\text{Sch}} \rightarrow \Pi_\beta(f) \circ \Delta_{\text{Sch}} \circ \Pi_\beta(f^{-1}) \] (2.14)

where \( f \in \text{Diff}(\mathcal{M}) \) and \( \Delta_{\text{Sch}} \in \mathcal{S}_{\text{Sch}} \). The space of Schrödinger operators is preserved by the \( \sigma \)-action of \( \text{Diff}(\mathcal{M}) \) and may be viewed as a \( \text{Diff}(\mathcal{M}) \)-module.

The crucial point for the present discussion is that the non-linear quintic term \( g_0 |u|^4 u \) in Eq. (2.8) transforms in precisely the same manner as the linear operator, Eq. (2.13), under \( \text{Diff}(\mathcal{M}) \). Hence, the restriction of \( \sigma \) to the affine subspace of operators on the hyperplane \( h = \text{constant} \) in \( \mathcal{S}_{\text{Sch}} \) results in the transformed quintic NLS equation (2.9). This implies that \( \text{Diff}(\mathcal{M}) \) is also the equivalence group for the full class of quintic NLS equations (2.8).

### B. On the Space of Sturm-Liouville Operators

We proceed by considering the linear, second-order Sturm-Liouville (SL) operator:

\[
\Delta_{\text{SL}} := m \frac{d^2}{dt^2} + \lambda(t) \] (2.15)

where \( \lambda(t) \in C^\infty(\mathcal{M}) \) and \( m \in \mathbb{R} \) have the same interpretations discussed above. The corresponding Ermakov-Pinney (EP) equation is the non-linear, second-order ODE \([11, 13]\):

\[
\Delta_{\text{SL}}(X) = m \frac{d^2X}{dt^2} + \lambda(t)X = \frac{Q}{X^3}, \quad Q \in \mathbb{R} \] (2.16)
The case \( \lambda(t) = 0 \) is the equation of motion for \((0 + 1)\)-dimensional conformal mechanics, \(m\ddot{X} = Q/X^3 \). The Lie point symmetries of this ODE are

\[
L_{-1} = -\partial_t, \quad L_0 = -t\partial_t - \frac{1}{2}X\partial_X, \\
L_1 = -t^2\partial_t - tX\partial_X \quad (2.17)
\]

and close under the \(sl(2, R)\) algebra. The associated infinitesimal transformations may be integrated to the \(SL(2, R)\) group action on the plane: \( t \mapsto (at + b)/(ct + d), \quad X \mapsto X/(ct + d) \), where \(ad - bc = 1 \).

The generators \( (2.17) \) form an \(sl(2, R)\) subalgebra of a centreless Virasoro-type algebra \(\text{Vect}(M) := \{L_n \mid n \in \mathbb{Z}\} \) spanned by the generators

\[
L_n = -t^{n+1}\partial_t - \frac{1}{2}(n+1)t^nX\partial_X \quad (2.18)
\]

These satisfy the non-vanishing commutation relations \([L_n, L_{n'}] = (n-n')L_{n+n'}, \quad \{n, n'\} \in \mathbb{Z}\). Eq. \( (2.18) \) provides a representation of the \(\text{Vect}(M)\) algebra as an algebra of differential operators of order one on \(\mathbb{R}^2\) spanned by coordinates \((t, X)\). Formal integration of the infinitesimal transformations generated by the operators \( (2.18) \) yields the finite transformations:

\[
t = \beta(\tau), \quad X = (\beta(\tau))^{1/2}\tilde{X} \quad (2.19)
\]

Applying the coordinate transformation \( (2.10) \) maps the EP equation \( (2.16) \) into

\[
m\frac{d^2\tilde{X}}{d\tau^2} + \tilde{\lambda}(\tau) = \frac{Q}{X^3} \quad (2.20)
\]

where the image of the potential, \( \tilde{\lambda}(\tau) \), is given precisely by Eqs. \( (2.10)-(2.11) \). The image \( (2.10) \) was called the ‘comparison function’ by Dingle, who was the first to consider transformations of the form \( (2.10) \) within the context of the EP equation \( [59] \).

We conclude, therefore, that the (orientation-preserving) diffeomorphism group \(\text{Diff}(M)\) is also the equivalence group of the EP equation \( (2.16) \). Indeed, the \(\text{Diff}(M)\)-actions on the quintic NLS and EP equations are equivalent, in the sense that the image of the (trapping) potential is the same in both cases \([5]\).

The form invariance of the EP equation under the \(\text{Diff}(M)\)-action \( (2.19) \) admits a geometrical interpretation in terms of the transformation law for tensor-densities. (See, e.g., \([61–63]\) for reviews.) A tensor-density \(\alpha\) of degree \(h \in \mathbb{R}\) on a one-dimensional manifold \(M\) is defined by

\[
\alpha := \alpha(t)(dt)^h, \quad \alpha(t) \in C^\infty(M) \quad (2.21)
\]

Functions on \(M\) have degree \(h = 0\), vector fields have degree \(h = -1\) and quadratic densities have degree \(h = 2\). The requirement that a tensor-density be coordinate-independent under a diffeomorphism \( f : t \mapsto f(t) \) implies that its component should transform as

\[
f_k^* \cdot \alpha := \left( \frac{df^{-1}}{dt} \right)^h \cdot \alpha \circ f^{-1} \quad (2.22)
\]

where \(f^*\) denotes the pullback to \(t\) of \(\alpha\) when \(\alpha\) is evaluated at \(t = f(t)\). If we define the vector space of tensor-densities of degree \(h\) by \(\mathcal{F}_h(M) := \{\alpha(t)(dt)^h \mid \alpha(t) \in C^\infty(M)\}\), the transformation \( (2.22) \) then represents a 1-parameter family of \(\text{Diff}(M)\)-actions on this space. In particular, it maps \(\Delta_{SL}(X) \mapsto \Delta_{SL}(\tilde{X})\) such that \([64, 65]\)

\[
\Delta_{SL}(\tilde{X})(df)^{3/2} = \Delta_{SL}(X)(dt)^{3/2} \quad (2.23)
\]

\[
\tilde{X}(df)^{-1/2} = X(dt)^{-1/2} \quad (2.24)
\]

where, as before, \(f := \beta^{-1}\) is the inverse map \(\tau = f(t)\).

Hence, it follows from \( (2.22) \) that the argument of the SL operator transforms as a \((-\frac{1}{2})\)-density under the \(\text{Diff}(M)\)-action \( (2.19) \), whereas the image of \(X\) under the SL operator, \(\Delta_{SL} : X \mapsto \Delta_{SL}(X)\), transforms as a \(\frac{1}{2}\)-density \([66, 67]\). The SL operator may therefore be interpreted as the map \(\Delta_{SL} : \mathcal{F}_{-1/2} \mapsto \mathcal{F}_{3/2}\) from the space of \((-\frac{1}{2})\)-densities to the space of \(\frac{1}{2}\)-densities. Eq. \( (2.22) \) then defines an action of \(\text{Diff}(M)\) on the (affine) vector space of linear SL operators \(\mathcal{S}_{SL} := \{\Delta_{SL}\}\). The image of \(\Delta_{SL}\) is another SL operator with potential given by \( (2.10)-(2.11) \). We therefore have a representation of \(\text{Diff}(M)\) defined by \(\sigma : \text{Diff}(M) \rightarrow \text{Hom}(\mathcal{S}_{SL}, \mathcal{S}_{SL})\) in terms of the left-and-right action of \( (2.22) \) on the space of SL operators:

\[
\sigma(f) : \Delta_{LS} \mapsto f_{3/2}^* \circ \Delta_{SL} \circ (f_{-1/2})^{-1} \quad (2.25)
\]

where \(f \in \text{Diff}(M)\).

We now see that the form-invariance of the EP equation under the action \( (2.25) \) follows precisely because the non-linear cubic term, \(Q/X^3\), transforms under \(\text{Diff}(M)\) as a \(\frac{1}{2}\)-density. Consequently, a solution of the transformed ODE \( (2.20) \) may be generated from a solution to the original equation by specifying \(\tilde{X}(\tau) = (\beta(\tau))^{-1/2}X(\beta(\tau))\). This is precisely the transformation law for the width of the wavefunction derived from the moment method, as we now discuss in the next Section.

### 3. MOMENTS OF THE WAVEFUNCTION

Further insight into the dynamics of the non-linear Schrödinger equation may be gained by studying the evolution of various integral quantities defined in terms of the wavefunction and its spatial derivatives. These quantities are known as the moments of the wavefunction \([18, 68–73]\). (See \([17\) and references therein.\)

Let us consider the \(d = 1\) NLS equation with an arbitrary non-linear coupling:

\[
i\partial_t u = -\frac{1}{2m}\partial_x u + \frac{1}{2}g(t)u^2 + g(|u|^2,t)u \quad (3.1)
\]

where \(g\) is a (possibly explicitly time-dependent) function of the wavefunction modulus. In general, an infinite number of wavefunction moments may be defined \([17\).
Those relevant to the present discussion are:

\[
I_2(t) := m \int dr \, r^2 |u|^2 \quad (3.2)
\]

\[
I_3(t) := i \int dr \, r (u \partial_r u^* - u^* \partial_r u) \quad (3.3)
\]

\[
K(t) := \frac{1}{2m} \int dr \, |\partial_r u|^2 \quad (3.4)
\]

\[
J(t) := \int dr \, G(|u|^2, t) \quad (3.5)
\]

where in the last expression we have defined
\[
\frac{\partial G(|u|^2, t)}{\partial |u|^2} := g(|u|^2, t).
\]

Under the assumption that the wavefunction decays at spatial infinity, a calculation involving the NLS equation (3.1) and integration by parts reveals that

\[
\frac{dI_2}{dt} = I_3 \quad (3.6)
\]

\[
\frac{dI_3}{dt} = -\frac{2\lambda(t)}{m} I_2 + 4K - 2 \int dr \, r |u|^2 \frac{\partial g}{\partial r} \quad (3.7)
\]

\[
\frac{dK}{dt} = -\frac{\lambda(t)}{2m} I_3 - \frac{i}{2m} \int dr \left( u \frac{\partial u^*}{\partial r} - u^* \frac{\partial u}{\partial r} \right) \frac{\partial g}{\partial r} \quad (3.8)
\]

\[
\frac{dJ}{dt} = \int dr \frac{\partial G}{\partial t} + \frac{i}{2m} \int dr \left( u \frac{\partial u^*}{\partial r} - u^* \frac{\partial u}{\partial r} \right) \frac{\partial g}{\partial r} \quad (3.9)
\]

In general, Eqs. (3.6)-(3.9) do not form a closed set of differential equations and moments involving higher-order derivatives of the wavefunction would be needed to determine the dynamics. This would ultimately necessitate solving an infinite tower of evolution equations. Nonetheless, we may combine Eqs. (3.3) and (3.9) to deduce that

\[
\frac{d}{dt} (K + J) = -\frac{\lambda(t)}{2m} I_4 + \int dr \left( \frac{\partial g}{\partial t} \right) \quad (3.10)
\]

Furthermore, we may rewrite Eq. (3.7) such that

\[
\frac{dI_3}{dt} = -\frac{2\lambda(t)}{m} I_2 + 4 \left[ K + \frac{1}{2} \int dr \left( g|u|^2 - G \right) \right] \quad (3.11)
\]

Comparison between Eqs. (3.10) and (3.11) then implies that necessary and sufficient conditions for closure of the system (3.6)-(3.9) are that

\[
J = \frac{1}{2} \int dr \left( g|u|^2 - G \right) \quad (3.12)
\]

and that the integral \( \int dr (\partial G/\partial t) \) be directly expressible only in terms of the dependent functions \[17\]. Given the definition of the moment \( J \) in Eq. (3.5), condition (3.12) reduces to the requirement that

\[
\int dr (3G - g|u|^2) = 0 \quad (3.13)
\]

On the other hand, since (by assumption) \( G \) does not depend explicitly on the spatial coordinate, this implies that the integrand must vanish identically. This in turn implies after integration that the coupling must take the form

\[
g(|u|^2, t) = g_0(t)|u|^4, \quad g_0(t) \in C^\infty(\mathbb{R}) \quad (3.14)
\]

However, in this case, the second necessary condition for closure reduces to the requirement that

\[
\int dt \frac{\partial G}{\partial t} = \frac{1}{g_0(t)} \frac{dg_0}{dt} J \quad (3.15)
\]

and closure therefore requires that \( g_0 \) be constant in time for this term to cancel when \( J \neq 0 \)[17].

In summary, therefore, the non-linear coupling in the Schrödinger equation (3.1) must satisfy the condition \( g(|u|^2, t) = g_0|u|^4 \), \( g_0 \in \mathbb{C} \) if the (lowest-order) wavefunction moments are to form a closed system of ODEs. This is precisely the condition for a generic quintic NLS equation to admit a six-dimensional Lie point symmetry which is isomorphic to the Lie algebra \( \text{sch}_6 \)[53].

The corresponding non-autonomous, linear system of wavefunction moment equations is therefore

\[
\frac{dI_2}{dt} = I_3 \quad (3.16)
\]

\[
\frac{dI_3}{dt} = -\frac{2\lambda(t)}{m} I_2 + 4I_4 \quad (3.17)
\]

\[
\frac{dI_4}{dt} = -\frac{\lambda(t)}{2m} I_3 \quad (3.18)
\]

where we have defined \( I_1 := K + J \). A physically intuitive interpretation of the wavefunction moments is given in terms of the square of the width \( (I_2) \), the momentum \( (I_3) \) and the energy \( (I_4) \) of the wavefunction, respectively. Note that the effects of the non-linear term in the Schrödinger equation are entirely encoded within the energy functional \( I_4 \). The form of the system (3.10)-(3.18) remains invariant in the limit \( g_0 \to 0 \) \( (J \to 0) \), corresponding to the free Schrödinger equation.

The evolution equations (3.10)-(3.18) admit a constant of motion:

\[
\frac{Q}{m} := 2I_2 I_4 - \frac{1}{4} I_3^2 \quad (3.19)
\]

which is independent of the trapping potential. (We identify this parameter as a separation constant in Section 4C.) A short calculation then reveals that the width of the wavefunction, \( X := I_2^{1/2} \), satisfies the EP equation (2.16) [63]:

\[
\Delta_{\text{SL}}(X) = m \frac{d^2 X}{dt^2} + \lambda(t)X = \frac{Q}{X^3} \quad (3.20)
\]

System (3.10)-(3.18) can therefore be solved in its entirety given a solution to (3.20). But the general solution to (3.20) is given by a non-linear superposition \[15\]

\[
X_{\text{EP}} = [AX_1^2 + BX_2^2 + 2CX_1X_2]^{1/2} \quad (3.21)
\]

where \((X_1(t), X_2(t))\) are two linearly independent solutions to the corresponding Sturm-Liouville ODE,
\[ \Delta_{SL}(X) = 0. \] The constants \( A, B, C \in \mathbb{R} \) satisfy the constraint \( AB - C^2 = Q/(mW^2) \), where the constant \( W := X_1 X_2 - X_2 X_1 \) is the Wronskian. Hence, the problem of solving the moment equations (3.16)-(3.18) is reduced to finding two linearly-independent solutions to the SL equation.

An important observation to make is that closure of the (affine) vector space of Schrödinger operators \( \{ \Delta_{SL}(X) \} \) is possible for an arbitrary time-dependence in the quadratic trapping potential, \( \frac{1}{2} \lambda(t) r^2 \). On the other hand, the discussion of Section 2A has shown that the (affine) vector space of Schrödinger operators \( \{ \Delta_{SL}(X) \} \) is also form-invariant under the \( \text{Diff}(\mathcal{M}) \)-action \( \{ \Delta_{SL}(X) \} \), where the trapping potential is mapped to its image \( \{ \Delta_{SL}(X) \} \). We may immediately deduce, therefore, that the system of moment equations (3.16)-(3.18) is also form-invariant under the \( \text{Diff}(\mathcal{M}) \)-action \( \{ \Delta_{SL}(X) \} \), with the image of the trapping potential given by Eqs. (2.10)-(2.14). The moments transform such that \( \lambda_i \mapsto \lambda_j \), where tilde quantities are defined as before, but now in terms of the wavefunction \( \tilde{u} \) and coordinates \( (\tau, s) \). In particular, the wavefunction width transforms as \( X(\tau) = (\tilde{\beta}(\tau))^{-1/2} X(\beta(\tau)) \), which is precisely the \( (-\frac{1}{2}) \)-density transformation given in Eq. (2.24) for the argument of the SL operator in the EP equation. This equivalence between the \( \text{Diff}(\mathcal{M}) \) actions on the Schrödinger and Sturm-Liouville operator spaces is the reason why the moment method is able to (partially) preserve the dynamics of the quintic NLS equation in terms of the EP equation for the wavefunction width. The connection between the two can be traced back to the underlying \( SL(2, \mathbb{R}) \) kinematical symmetry in the absence of a trapping potential.

In the following Section, we exploit this equivalence within a cosmological context.

4. COSMOLOGY OF THE MOMENT

A. Cosmological Friedmann Equations

For the quintic Schrödinger equation (2.1) in the absence of a trapping potential, the three conserved quantities associated with the generators of the \( SL(2, \mathbb{R}) \cong SO(2, 1) \) kinematical symmetry \( \{ \Delta_{SL}(X) \} \) are the Hamiltonian, \( \mathcal{H} \), the dilatation, \( \mathcal{D} \), and the conformal generator, \( \mathcal{K} \), respectively. These are given by

\[
\mathcal{H} = \int dr \left[ \frac{1}{2m} |\partial_r u|^2 + g_0 |u|^6 \right] \quad (4.1)
\]

\[
\mathcal{D} = t \mathcal{H} - \frac{1}{4} \mathcal{I}_3 \quad (4.2)
\]

\[
\mathcal{K} = -t^2 \mathcal{H} + 2t \mathcal{D} + \frac{1}{2} \mathcal{I}_2 \quad (4.3)
\]

where the moments \( \mathcal{I}_2, \mathcal{I}_3 \) are defined in (3.2)-(3.3). By Noether’s theorem, these generators are constants in time, so \( \frac{d \mathcal{I}_2}{dt} = \mathcal{I}_3, \quad \frac{d \mathcal{I}_3}{dt} = 4 \mathcal{I}_4, \quad \frac{d \mathcal{I}_4}{dt} = 0 \) (4.4) which implies that

\[
\frac{m^2 X}{d t^2} = \mathcal{I}_2, \quad \frac{Q}{m} = 2 \mathcal{I}_2 \mathcal{I}_4 - \frac{1}{4} \mathcal{I}_3^2, \quad \frac{d Q}{dt} = 0 \quad (4.5)
\]

where \( \chi := \mathcal{I}_2^{1/2} \). The constant of motion, \( \mathcal{I}_2 \), is the quadratic Casimir operator of the \( SL(2, \mathbb{R}) \) symmetry and commutes with all three generators \( (\mathcal{I}_4, \mathcal{D}, \mathcal{K}) \) with respect to Poisson brackets that are closed under the \( sl(2, \mathbb{R}) \) algebra.

In general, the \( SL(2, \mathbb{R}) \) symmetry of Eqs. (3.16)-(3.20) is explicitly broken by an arbitrary time-reparametrization under the \( \text{Diff}(\mathcal{M}) \)-action (2.3). This action generates a trapping potential via Eq. (2.10) and results in the set of moment equations (4.10)-(4.20), where the potential is given in terms of the Schwarzian derivative (we drop tildes in what follows to ease notation):

\[
\lambda(\tau) = \frac{m}{2} S[\beta]\int(\tau) = \frac{m}{2} \left( \frac{\dot{\beta}(\tau)}{\beta(\tau)} - \frac{3}{2} \left( \frac{\ddot{\beta}(\tau)}{\dot{\beta}(\tau)} \right)^2 \right) \quad (4.6)
\]

The kernel of the Schwarzian map is the group of fractional linear transformations \( t \rightarrow (at + b)/(ct + d) \), \( ad - bc = 1 \), so it is the elements \( \beta^{-1}(t) \in \text{Diff}(\mathcal{M}) \) which are not in this kernel that explicitly break the \( SL(2, \mathbb{R}) \) symmetry and generate a non-trivial trapping potential from the vanishing case, \( \lambda(t) = 0 \).

We are now ready to uncover the hidden cosmological dynamics. We define functions \( a(\tau), \phi(\tau), \rho(\tau) \), a new time parameter \( T \) and a constant \( G \in \mathbb{R} \) such that

\[
8\pi G \left( \frac{d \phi}{d \tau} \right)^2 := S[\beta](\tau) \quad (4.7)
\]

\[
\rho(\tau) := \frac{3}{4\pi G} \mathcal{I}_4 \quad (4.8)
\]

\[
a(\tau) := X(\tau) = T^{1/2} \quad (4.9)
\]

\[
\frac{d}{dT} := a \frac{d}{d\tau} \quad (4.10)
\]

Eqs. (3.16)-(3.20) then transform to

\[
H^2 = \frac{a^2}{a^2} = \frac{8\pi G}{3} \rho - \frac{k}{a^2} \quad (4.11)
\]

\[
\dot{\rho} = -3H \ddot{\phi}^2 \quad (4.12)
\]

\[
\frac{a}{a} - \frac{\dot{a}^2}{a^2} - \frac{k}{a^2} = -4\pi G \ddot{\phi} \quad (4.13)
\]

where we have relabeled \( Q/m := k \) and a dot denotes differentiation with respect to \( T \). We recognize Eqs. (4.11)-(4.13) as the field equations of Einstein gravity for a spatially isotropic and homogeneous Friedmann-Robertson-Walker (FRW) cosmology sourced by a minimally coupled, self-interacting scalar field \( \phi \) with energy density \( \rho \). We identify \( G \) as Newton’s constant and
\[ H(T) := \dot{a}/a \] as the Hubble expansion parameter. The line-element of the corresponding FRW spacetime is

\[
\begin{align*}
 ds^2 &= -N^2(\tau) d\tau^2 + a^2(\tau) d\Omega^2_{3,k} \\
 &= -d\tau^2 + a^2(\tau) \left( \frac{dx^2}{1 - kx^2} + x^2 d\Omega^2_{3,k} \right) (4.14)
\end{align*}
\]

where \( T \) denotes cosmic time, the width of the wavefunction is interpreted directly as the scale factor of the universe \( X = a \) and the spatial three-sections \( d\Omega^2_{3,k} \) have constant curvature \( k \in \{0, \pm 1\} \). The metric may also be expressed in terms of the lapse function, \( N(\tau) = 1/a(\tau) \), and the time coordinate \( \tau \).

Under the correspondence \((4.7)-(4.10)\), the inverse of the wavefunction momentum transforms via Eq. \((3.16)\) into the comoving Hubble radius, \( 2I_3^{-1} = 1/(aH) \). This determines an effective scale for the cosmic horizon during an epoch of inflationary expansion. Perturbations that are generated quantum-mechanically during inflation are effectively frozen when their wavelength exceeds this length-scale.

Eq. \((4.11)\) is the Friedmann equation. This equation follows as a direct consequence of the definition of the constant of motion \( Q \) in Eq. \((3.19)\).

Eq. \((4.12)\) is the equation of energy-momentum conservation for the scalar field. This equation follows most directly from the evolution equation for the Hamiltonian of the wavefunction, Eq. \((3.18)\). The self-interaction potential of the scalar field, \( V(\phi) \), is defined through \( \rho := \frac{1}{2} \phi^2 + V(\phi) \).

Eq. \((4.13)\) follows from transforming the EP equation \((3.20)\). The interpretation of the transformed EP equation from a gravitational perspective is somewhat ambiguous. Within the context of standard General Relativity, the left-hand side of Eq. \((4.13)\) is (one half) the sum of the time-space and space-space components of the Einstein field equations (EFEs). The right-hand side can be interpreted as the inertial mass of the matter source. The Friedmann equation is the time-time component of the EFEs and Eqs. \((4.11)\) and \((4.13)\) together constitute the full set of non-trivial components of the EFEs when restricted to the FRW metric. Given these two equations, conservation of energy-momentum follows automatically from the Bianchi identity. Thus, only two of the three equations \((4.11)-(4.13)\) are independent. (This also implies that Eq. \((3.17)\) does not introduce a further dynamical constraint into the system.)

On the other hand, in unimodular versions of gravity, where a constraint is imposed on the determinant of the metric, the cosmological equations are given by the traceless Einstein field equations \([74, 77]\):

\[
 R_{\mu\nu} - \frac{1}{4} R g_{\mu\nu} = 8\pi G \left( T_{\mu\nu} - \frac{1}{4} T g_{\mu\nu} \right) \quad (4.15)
\]

For FRW metrics, all non-trivial components of the traceless field equations reduce to the single equation \((4.13)\).

However, conservation of energy-momentum no longer follows from the Bianchi identity and must be imposed by hand. If energy-momentum conservation is imposed, the Friedmann equation \((4.11)\) then represents a first integral of the system \([76, 78, 72]\).

Within the context of the present discussion, the Casimir constraint equation \((3.19)\) is a first integral of the system of moment equations. The origin of the constant, \( Q \), lies in the underlying kinematical \( SL(2, \mathbb{R}) \) symmetry exhibited by the constant-Hamiltonian system of equations \([4.14)-(4.15)\). Indeed, \( Q \) represents the quadratic Casimir operator of the \( SL(2, \mathbb{R}) \) symmetry in this case. Since the space of Schrödinger operators \((2.12)\) is a \( Diff(M) \)-module under the action of Eqs. \((2.5)-(2.6)\), an integral constraint also arises in the transformed system. Remarkably, this constraint corresponds precisely to that of a first integral for gravitational field equations that respect conservation of energy-momentum. In this sense, energy-momentum conservation has followed naturally from the dynamics of the wavefunction moments and the underlying \( SL(2, \mathbb{R}) \) symmetry. It seems more natural therefore to interpret the constraint equation \((4.11)\) as a genuine first integral of the field equations rather than as a separate component, and to then regard Eqs. \((4.11)-(4.13)\) in terms of the traceless Einstein equations for the FRW metric. In this case, the integration constant \( \Lambda \in \mathbb{R} \) plays the role of a cosmological constant and can be absorbed into the definition of the total energy density \( \rho \mapsto \rho_0 + \Lambda \), where \( \rho_0 \) now denotes the scalar field energy density.

### B. Cosmic Dynamics and the Orbit of de Sitter Cosmology

From the wavefunction perspective, the \( SL(2, \mathbb{R}) \) symmetric, zero energy configuration is \( I_4 = 0 \). This has general solution satisfying \( I_4^2 = -4Q \). The configuration is static (constant width) for \( Q = 0 \), which just corresponds to empty Minkowski spacetime. If \( Q < 0 \), we have that \( \dot{a}^2(T) = 1 \) in a negatively-curved universe. This is the Milne universe describing a quarter wedge of Minkowski spacetime expressed in expanding coordinates [80].

The general \( SL(2, \mathbb{R}) \) symmetric wavefunction with a non-zero, constant Hamiltonian has width (squared) determined by the EP equation \((4.5)\). The general solution is given by Eq. \((3.24)\):

\[
 X^2(t) = I_2(t) = (A + Bt)^2 + \frac{Q}{mA^2} t^2 \quad (4.16)
\]

where \( A, B \in \mathbb{R} \) are arbitrary integration constants. This solution corresponds cosmologically to the de Sitter universe sourced by a spacetime-independent cosmological constant. For example, consider the spatially flat cosmology, \( Q = k = 0 \). From \((4.11)\) we deduce the exponential expansion \( a = a_0 \exp[B(T - T_0)] \), \( a_0, T_0 \in \mathbb{R} \). Note that the cosmological constant arises here as an integration constant, as would be expected for the traceless EFEs. It is important to note that given a particular solution to the EP equation \((4.5)\), the general solu-
tion \((4.16)\) is generated by the \(SL(2, \mathbb{R})\) transformation: \(t \mapsto (\alpha t + \beta)/(\gamma t + \delta), X \mapsto (\gamma t + \delta)X\), \(\alpha \delta - \beta \gamma = 1\). In this sense, the Minkowski and de Sitter spacetimes should be regarded as elements of the same \(SL(2, \mathbb{R})\) equivalence class of solutions characterized by different choices of initial conditions (integration constants). This is important in what follows.

The vacuum solution \((4.16)\) may be employed as the seed for generating dynamical scalar field cosmologies via the \(Diff(M)\)-action \((2.14)\) (or equivalently Eq. \((2.19)\)). Here, we focus on the spatially flat \((k = 0)\) models. The non-linear superposition property \((3.21)\) of the EP equation implies that the dynamics of spatially curved models may be written down directly from the linearly independent solutions to the flat model \[11\]. We normalize units such that \(8\pi G = 1\).

The \(Diff(M)\)-action \((2.19)\), \(t = \beta(t)\), together with the \((-\frac{1}{2})\)-density transformation of the wavefunction width, \(X = (\beta(t))^{-1/2}X\), generates the cosmic scale factor

\[
a(\tau) = \frac{A + B\beta(\tau)}{\sqrt{\beta(\tau)}} \quad (4.17)
\]

The associated scalar field evolution is determined by formally integrating the definition \((4.17)\):

\[
\phi(\tau) = \int d\tau \sqrt{S[\beta](\tau)} \quad (4.18)
\]

The self-interaction potential of the scalar field is then determined directly from the first-integral constraint \((4.11)\):

\[
V(\tau) = 3(\dot{a}(\tau))^2 - \frac{1}{2}a^2(\tau)S[\beta](\tau) \quad (4.19)
\]

Cosmic time is determined parametrically in terms of the quadrature:

\[
T(\tau) = \int \frac{d\tau}{a(\tau)} = \int d\tau \frac{(\dot{\beta}(\tau))^{1/2}}{A + B\beta(\tau)} \quad (4.20)
\]

Thus, we arrive at a parametric scalar field cosmology in terms of the dynamical variable \(\tau\). Depending on the particular element of \(Diff(M)\), i.e., the functional form of \(\beta(t)\), we may express the solution in terms of cosmic time by integrating \((4.20)\) and inverting the result.

Each map \(\beta(t) \in Diff(M)\) generates a rolling scalar field and this suggests that a given cosmology may be identified with an element of \(Diff(M)\). Alternatively, we are effectively associating each dynamical scalar field cosmology with a non-trivial trapping potential, \(\lambda(t) \neq 0\), corresponding to a ‘point’ in the (affine) vector space of Schrödinger operators defined by Eq. \((2.12)\). Different points are reached from \(\lambda(t) = 0\) by the representation of \(Diff(M)\) given by Eq. \((2.14)\). However, it is important to emphasize that the non-trivial Schwarzian derivative term in the image of the potential, Eq. \((2.11)\), is proportional to the mass parameter, \(m\). It is therefore more accurate to parametrize each element in the space of operators \(S_{\text{Sch}}\) in terms of the components \((\lambda, m)\) of a vector.

(We shall see in the next Section that under appropriate restrictions, \(m\) is proportional to the central charge of the Virasoro group.) Crucially, the transformation from \((0, m) \mapsto (\frac{m}{2} S[\beta](\tau), m)\) is non-trivial precisely because \(m \neq 0\). Thus, each scalar field cosmology \((\frac{m}{2} S[\beta](\tau), m)\) can be reached from the ‘de Sitter’ point \((0, m)\) by the \(Diff(M)\)-action \((2.14)\). We associate this de Sitter point with the identity element \(t = f^{-1}(\tau) = \beta(\tau) = \tau\) in \(Diff(M)\). However, one must also take into consideration the underlying \(SL(2, \mathbb{R})\) symmetry by determining the stability subgroup of this element. In general, the action of a Lie group \(G\) (with Lie algebra \(g\)) on a manifold \(M\) is the smooth map \(G \times M \rightarrow M : (g, x) \mapsto g(x)\), where \(g \in G, x \in M\). The orbit of an element \(x \in M\) is the set of elements in \(M\) that can be reached from \(x\) by the group action, \(\mathcal{O}_x := \{g(x) | g \in G\}\). There is a bijection between the orbit and the quotient manifold \(\mathcal{O}_x \cong G/\text{Stab}_x\), where \(\text{Stab}_x := \{g \in G | g(x) = x\}\) is the stabilizer of \(x\) \[51\]. Each smooth action of \(G\) on \(M\) induces a corresponding Lie algebra action \(Z(x), Z \in g\). The subalgebra \(\text{Stab}_x \subset \{Z \in g | Z(x) = 0\} \subset g\) is the stabilizer algebra of \(x\). It is straightforward to prove that the stabilizer algebra \(\text{Stab}_x\) is the Lie algebra of \(\text{Stab}_x\) \[51\].

We must therefore determine the stabilizer of the \(Diff(M)\)-action \((2.14)\) on the space of Schrödinger operators \((2.12)\). Since this representation is equivalent to the action \((2.25)\) on the space of SL operators \((2.13)\), let us define the stability subgroup of \(S_{\text{Sch}} = \{\Delta_{\text{SL}}\}\) in \(Diff(M)\) to be \(\text{Stab}_\lambda := \{f \in Diff(M) | f_*(\Delta_{\text{SL}}) = \Delta_{\text{SL}}\}\), where \(f_*\) is the pushforward of the \(Diff(M)\) action on \(\Delta_{\text{SL}}\). Now consider the infinitesimal diffeomorphism \(\beta(t) := \tau + \epsilon v(\tau)\) for a ‘small’ parameter \(\epsilon\) and \(v(\tau) \in C^\infty(M)\). Then the infinitesimal action of \(Diff(M)\) on the solutions to the ODE, \(\Delta_{\text{SL}}(X) = 0\), is given by

\[
\tilde{X} = X(\tau) + \epsilon (v\partial_{\tau}X - \frac{1}{2}X\partial_{\tau}v)
\]

\[
\tilde{\lambda} = \lambda(\tau) + \epsilon (v\partial_{\tau}\lambda + 2\lambda\partial_{\tau}v + \frac{m}{2}\partial^2_{\tau}v) \quad (4.21)
\]

where the second equation is the infinitesimal version of \((2.10)\). (Note that the third derivative term arises from the infinitesimal limit of the Schwarzian derivative.) It then follows from Eq. \((4.21)\) that \(v \in \text{Lie}(\text{Stab}_\lambda)\) if and only if

\[
v\partial_{\tau}\lambda + 2\lambda\partial_{\tau}v + \frac{m}{2}\partial^2_{\tau}v = 0 \quad (4.22)
\]

For the de Sitter cosmology \((\lambda, m) = (0, m)\), the stabilizer is \(\partial^2_{\tau}v = 0\). The general form of the \(v(\tau)\)-expansion is therefore\(v(\tau) = a + br + ct^2\), where the arbitrary constants \(a, b, c \in \mathbb{R}\) can be associated with the time translation \((\delta \tau = \mu)\), dilatation \((\delta \tau = \mu \tau)\) and conformal boost \((\delta \tau = \mu \tau^2)\) generators of the \(sl(2, \mathbb{R})\) algebra, respectively. Hence, the vector field \(V = v\partial_{\tau}\) generates the \(sl(2, \mathbb{R})\) algebra, so the stabilizer of \((0, m)\) is the group \(SL(2, \mathbb{R})\). Indeed, as we have discussed above, this
also follows directly from Eq. (2.10), since the kernel of the Schwarzian operator, \( S : t \rightarrow S[f](t) \), is the group of \( SL(2, \mathbb{R}) \) transformations \( f : t \rightarrow (at + b)/(ct + d), \ ad - bc = 1 \).

We conclude, therefore, that each scalar field cosmology may be identified with an element on the orbit of the de Sitter point \((0, m)\) generated under the orientation-preserving \( Diff(M) \)-action. This orbit is the quotient manifold

\[
\mathcal{O}_{(0,m)} = \frac{Diff^+(\mathbb{R})}{SL(2, \mathbb{R})}
\]  

(4.23)

Consequently, we may label each scalar field cosmology with a \( \beta(\tau) \), where it is understood that we mod out by an \( SL(2, \mathbb{R}) \) transformation. In other words, we have the equivalence relation \( \beta(\tau) \sim h(\beta(\tau)) \), where \( h(\tau) = (l\tau + m)/(n\tau + p) \), \( lp - mn = 1 \). The identity element on the orbit of \((0, m)\) is \( \beta = \tau \mod SL(2, \mathbb{R}) \). Maps of the form \( \beta(\tau) = \tau + \epsilon \tau(\tau) \) that perturb away from the identity may be viewed as points along the orbit in the neighbourhood of the exponentially expanding de Sitter spacetime. Since such maps generate a dynamical scalar field, these will correspond to models of slow-roll inflation.

C. Cosmology and Self-Similar Wavefunctions

An important question to address at this stage is the nature of the wavefunctions that correspond to the FRW scalar field cosmologies under consideration. Here, we show that the appropriate wavefunctions are self-similar. In general, self-similar wavefunctions have the form \( u = A(t)\chi[r/b(t)]e^{i\alpha(t,r)} \), where \( b(t) \) is interpreted physically as the width of the wavefunction.\(^8\)\(^2\)\(^8\)\(^3\). It has been shown that all finite energy, self-similar solutions to Eq. (2.5)-(2.6) have a phase that is necessarily quadratic in the spatial coordinate with a time-dependent coefficient (referred to as the chirp) proportional to the logarithmic derivative of the width, \( \alpha(t,r) = (mb/2b)^2 \).\(^8\)\(^3\). Indeed, the self-similar solution derived from the quintic NLS equation (2.3) is given by \(^2\)\(^7\)

\[
u = \frac{1}{b^{1/2}(t)}\chi(\sigma)\exp \left[ \frac{im\hat{b}}{2}\right] \]  

(4.24)

where \( \sigma := r/b(t) \) and the functions \( b(t) \) and \( \chi(\sigma) \) satisfy the equations

\[
\ddot{m} \hat{b} + \lambda(t)b = \frac{Q}{b^5}
\]  

(4.25)

\[
\chi_{\sigma \sigma} = mQ\sigma^2 + 2m\sigma_0\chi^5
\]  

(4.26)

respectively, where \( Q \in \mathbb{R} \) arises as an arbitrary separation constant. It has been further shown that a quadratic phase in the wavefunction is precisely the condition required to lead to a closed system of moment equations (3.10), (3.13), (17). In this case, consistency with the self-similar solution (4.24) and the moment equation (3.16) implies that \( I_2 = b^2 = X^2 \), in agreement with our interpretation of \( X \) as the wavefunction width.

The scalar field cosmologies we have considered above may therefore be associated with exact self-similar solutions of the quintic NLS equation (2.3). This is a natural association given that a characteristic feature of self-similar solutions is that they should exhibit no changes in shape when evolving, in line with the notion of an isotropically expanding (and/or contracting) cosmology that remains homogeneous.

This association may be made more concrete by re-examining the transformed wavefunction (2.6) under the action of \( Diff(M) \):

\[
\tilde{u}(\sigma, s) = (\beta(\sigma))^{1/4}\exp \left[ -\frac{im\beta}{4}\frac{s^2}{\beta} \right] \tilde{u}(t, r)
\]  

(4.27)

Comparison between Eqs. (4.24) and (4.27) then implies that we may interpret solution (4.24) as the self-similar wavefunction generated from the constant Hamiltonian solution \( \tilde{u} \). This latter wavefunction is determined by solving the corresponding equations (4.25)- (4.26) for a zero trapping potential \( \lambda(t) = 0 \). It has a width \( \tilde{b} = A + Bt \) (when \( Q = 0 \)) and time-independent quadratic phase. Hence, the width of the transformed wavefunction (4.27) is given by \( \tilde{b}(\sigma) = (A + B\beta(\sigma))^{1/2} \), in agreement with the expression for the cosmic scale factor, Eq. (4.17). (Note that the independent variable \( \sigma \) transforms as a singlet under the \( Diff(M) \)-action (2.5), (2.6), so the functional form of \( \chi(\sigma) \) remains invariant. Likewise, the relationship between the amplitude and chirp of the wavefunction, as defined above in terms of the wavefunction width, is also respected. The self-similar character of the wavefunction is therefore preserved under the \( Diff(M) \)-action.)

D. \ Power Law Diffeomorphisms and Exponential Potential Models

Now that we have established the role played by the \( SL(2, \mathbb{R}) \) symmetry in governing the dynamics of FRW scalar field cosmologies, we illustrate this with a worked example. Given the form of the non-trivial (traceless) EFE in terms of the EP equation, together with the invariance of the Schwarzian derivative under the \( SL(2, \mathbb{R}) \) diffeomorphism, it is natural to identify scalar field cosmologies through the functional form of the field’s kinetic energy, \( K(\phi(\tau)) := (d\phi/d\tau)^2 \), parametrized with respect to the time coordinate, \( \tau \). This is manifestly \( SL(2, \mathbb{R}) \) invariant. Consequently, for a given \( K(\phi(\tau)) \), the general dependence of the scale factor on \( \tau \) remains unaltered by an \( SL(2, \mathbb{R}) \) time reparametrization (up to linear translations on the numerical values of the (arbitrary) integration constants \( A \) and \( B \) in Eq. (4.17)). Different particular solutions within an \( SL(2, \mathbb{R}) \)-equivalence class then correspond to different choices of these integration constants, i.e., to different choices of initial conditions.
For rolling scalar fields, two particular solutions within an \( SL(2, \mathbb{R}) \) equivalence can be mapped onto one another by means of a particular \( SL(2, \mathbb{R}) \) transformation. The scalar field will exhibit the same \( \tau \)-dependence in both cases. Each particular solution would then correspond to a different self-interaction potential for the scalar field, and consequently, would originate from different underlying particle physics theories. In this sense, different particle physics models can be viewed as being \( SL(2, \mathbb{R}) \)-equivalent.

By way of illustration, consider the power-law diffeomorphism:

\[
t = \beta(\tau) = \tau^n, \quad n \in \mathbb{R}\setminus\{\pm 1\} \tag{4.28}
\]

This yields a Schwarzian

\[
S[\beta](\tau) = \left(\frac{1-n^2}{2}\right)\frac{1}{\tau^2} \tag{4.29}
\]

and, from Eq. (4.18), a corresponding scalar field evolution

\[
\phi(\tau) - \phi_0 = \sqrt{\frac{1-n^2}{2}\ln \tau} \tag{4.30}
\]

where \( \phi_0 \in \mathbb{R} \) is an arbitrary integration constant. Note that \( n^2 < 1 \) is necessary for the scalar field to have positive-definite kinetic energy.

The two fundamental solutions to Eq. (4.15) when \( Q = 0 \) are \( X_1 = Bt \) and \( X_2 = A \), where \( A, B \in \mathbb{R} \). From these we generate the scale factors and scalar field self-interaction potentials from Eqs. (4.17)-(4.20):

\[
a_1 \sim \tau^{(n+1)/2} \sim T^{(1+n)/(1-n)}, \quad V_1(\phi) = V_{1,0}(1+2n)\exp\left[-\frac{\sqrt{2(1-n)}}{1+n}\phi\right] \tag{4.31}
\]

and

\[
a_2 \sim \tau^{(1-n)/2} \sim T^{(1-n)/(1+n)}, \quad V_2(\phi) = V_{2,0}(1-2n)\exp\left[-\frac{\sqrt{2(1+n)}}{1-n}\phi\right] \tag{4.32}
\]

respectively, where \( V_{1,0} \) are arbitrary, positive-definite constants. These two solutions are related via the map \( n \rightarrow -n \). In terms of cosmic time, the power of the expansion \( a \sim T^n \) is inverted such that \( p \rightarrow 1/p \). Hence, the map transforms an accelerating, inflationary cosmology into a decelerating, deflationary solution, and vice versa. The invariant background is the coasting cosmology \( a \sim T \). Note that for \( |n| > 1/2 \), the potentials have opposite sign, so will in general originate from differing underlying particle physics theories. When \( n > 1/2 \), for example, the time-reversal of Eq. (4.22) corresponds to the decelerating, contracting solution which forms the basis behind the cyclic scenario for the early universe [84]. This is ‘dual’ to the power-law inflationary cosmology [4.31] [85]. Indeed, the two scenarios are related by the \( SL(2, \mathbb{R}) \) reparametrization \( \tau \leftrightarrow -1/\tau \), which is one of the generators of the \( SL(2, \mathbb{R}) \) group.

The general solution to the (traceless) EFE (4.13) in parametric form is deduced directly from the linear combination of particular solutions (4.31)-(4.32), or equivalently, from the full expression (4.17):

\[
a(\tau) = a_{1,0}\tau^{(1+n)/2} + a_{2,0}\tau^{(1-n)/2} \tag{4.33}
\]

where \( a_{1,0} \) and \( a_{2,0} \) are arbitrary, positive constants. The integral in Eq. (4.20) can be evaluated analytically in terms of a Gauss hypergeometric function, but the result is not in general invertible:

\[
T = \frac{2}{a_{2,0}(1+n)} \times 2F_1\left(1, \frac{1+n}{2n} \frac{1}{2} \left(3 + \frac{1}{n}\right) ; -\frac{a_{1,0}n}{a_{2,0}}\right) \tag{4.34}
\]

Nevertheless, it is straightforward to express the scale factor as a function of the scalar field:

\[
a(\phi) = a_{1,0}e^{C\phi} + a_{2,0}e^{D\phi} \tag{4.35}
\]

where

\[
C = \sqrt{\frac{1+n}{2(1-n)}}, \quad D = \sqrt{\frac{1-n}{2(1+n)}}, \quad CD = \frac{1}{2} \tag{4.36}
\]

An expression for the scalar field potential can then be deduced by expressing the FRW equations in the ‘Hamilton-Jacobi’ form, whereby the scalar field is interpreted as the effective dynamical variable [3, 86-89]. (This is consistent if the field rolls monotonically with time and this constraint is manifestly satisfied for the class of models under consideration.) Specifically, when \( k = 0 \), Eqs. (4.11)-(4.13) may be written in the form

\[
H'(\phi) = -\frac{1}{2} \frac{d\phi}{d\tau} \tag{4.37}
\]

\[
a(\phi)H(\phi) = -2\dot{a}(\phi)H'(\phi) \tag{4.38}
\]

\[
V(\phi) = 3H^2(\phi) - 2H'(\phi) \tag{4.39}
\]

We then find that the Hubble parameter is given by

\[
H(\phi) = \dot{a}_1 e^{-C\phi} + \dot{a}_2 e^{-D\phi} \tag{4.40}
\]

where the constants satisfy the algebraic constraint

\[
(2C^2 - 1)a_{1,0}\dot{a}_1 + (2D^2 - 1)a_{2,0}\dot{a}_2 = 0 \tag{4.41}
\]

It then follows from Eq. (4.39) that the potential is given by a series of exponential terms together with a constant term.

5. COSMOLOGY AND THE VIRASORO COADJOINT ORBIT

Thus far, we have considered diffeomorphisms on the line. In this Section, we focus on the diffeomorphism
group on the circle, $S^1$. More precisely, we consider its universal cover group $\text{Diff}_c(S^1) = \text{Diff}^+(S^1)$ and the corresponding central extension, which we denote as $\text{Diff}_c(S^1)$. (See the Appendix for definitions and background details.) This will allow us to interpret a subset of scalar field cosmologies in terms of a coadjoint orbit of the Virasoro group. (For an introduction to the Virasoro group and its coadjoint representation, see [61–63, 90].)

Elements of $\text{Diff}_c(S^1)$ are $2\pi \mathbb{Z}$-equivariant diffeomorphisms $f : \mathbb{R} \to \mathbb{R}$ on the real line defined by $f(\varphi + 2\pi) = f(\varphi) + 2\pi$, $f'(\varphi) > 0$ for any $\varphi \in \mathbb{R}$. Equivalently, we may write $f(\varphi) = \varphi + u(\varphi)$, where $u(\varphi) \in C^\infty(S^1)$ is a $2\pi$-periodic function on the circle. The Lie algebra is the tangent space at the identity corresponding to the space of infinitesimal diffeomorphisms, $f(\varphi) = \varphi + \epsilon X(\varphi)$, where $\epsilon$ is a small parameter and $X(\varphi) \in C^\infty(S^1)$. It is the space of smooth vector fields on $S^1$. We therefore regard $\text{Diff}_c(S^1)$ as a subgroup of $\text{Diff}^+(\mathbb{R})$, where functions on the circle are $2\pi$-periodic functions on the real line $\mathbb{R}$.

Before proceeding, it is worth remarking that in inflationary scenarios of the early universe in which the Lorentzian quasi-de Sitter expansion is postulated to emerge from an initial quantum state determined by a microcanonical density matrix, the gravitational instants which dominate the path integral are defined as solutions to the semi-classical field equations on the positive-definite FRW metric $ds^2 = N^2(\tau)d\tau^2 + a^2(\tau)d\Omega^2$, where Euclidean time $\tau$ is compactified on the circle, $S^1$ [61, 92]. Since the cosmological scalar field equations are form invariant under a Wick rotation to Euclidean time $t \mapsto \tau$ such that $V(\phi) \mapsto -V(\phi)$, $k \mapsto -k$, the present discussion is also relevant to these scenarios.

The coadjoint representation of the centrally extended Virasoro group is defined by its action on the coadjoint orbit $O(p, c) \subset \text{Diff}^+(\mathbb{R})$, where $p \in F_2(S^1)$ is a quadratic density and $c \in \mathbb{R}$ is the central charge [11–13, 23]. It produces the image [see Eq. (A.10) in the Appendix]

$$\left(\text{Ad}^*_{\beta^{-1}} p\right)(\tau) = (\beta'(\tau))^2 p(\beta(\tau)) - \frac{c}{12} S[\beta](\tau)$$

in terms of the inverse map $\varphi = \beta(\tau) = f^{-1}(\tau)$, where $S[\beta](\tau)$ is the Schwarzian derivative [2.11]. It is important to note for the present discussion that the central charge remains invariant under the adjoint representation and, moreover, it introduces a non-trivial term into the transformation rule for the dual quadratic density, $p$.

The adjoint map [61] generates an identical image [2.11] to that produced by the Diff($M$)-actions [2.5–2.7] and [2.25] on the spaces of Schrödinger and Sturm-Liouville operators [2.12] and [2.15], respectively (when we normalize to $m = -c/6$ [20, 22]). Hence, we may associate each coadjoint vector $(p,c)$ with a differential operator $\Delta_{\text{SL}} = -\frac{\partial^2}{\partial \tau^2} + p(\tau)$, and vice-versa, where $\tau$ is the coordinate on the line and $p(\tau)$ is $2\pi$-periodic. The map associating each coadjoint vector with Hill’s equation, $\Delta_{\text{SL}}(X) = 0$, is therefore $\text{Diff}_c(S^1)$-invariant.

In this interpretation, we identify the scalar field’s kinetic energy $K[\phi(\tau)] = (d\phi/d\tau)^2$ as the component of the quadratic density, $p$. Although this is periodic in $\tau$, it does not necessarily follow that the field’s canonical kinetic energy expressed as a function of cosmic time is necessarily oscillatory. Indeed, solutions to Hill’s equation need not be periodic and each model must be considered on a case-by-case basis.

Following an identical argument to that presented in Section 13 we may now identify dynamical scalar field cosmologies with elements on the orbit of the coadjoint vector $(p,c) = (0,c)$. The orbit is bijective to the quotient manifold $O(p) \cong \text{Diff}_c(S^1)/\text{Stab}_{p,c}$, where the stabilizer is the kernel of the coadjoint representation of the Virasoro algebra. This is the derivative of [6.1] at the identity [cf. Eq. (6.12)]:

$$\hat{\text{ad}}_X p(\phi) = X p' + 2pX' - \frac{c}{12} X'''$$

The kernel is spanned by vector fields satisfying $X''' = 0$ when $p = 0$. The only $2\pi$-periodic solution satisfying this equation is $X(\tau) \equiv c$ constant, so the stabilizer group is the one-dimensional group of rigid translations. The orbit is therefore [23]

$$O(0,c) \cong \frac{\text{Diff}_c(S^1)}{\mathbb{R}} \cong \text{Diff}_c^+(S^1)$$

In the classification of Hill operators by $SL(2,\mathbb{R})$ monodromy matrices, this corresponds to a non-degenerate parabolic orbit with zero winding number [23, 99, 100, 101]. This might seem counter-intuitive, since the image of the vector $(0,c)$ under the coadjoint representation is determined entirely by the Schwarzian operator, which is manifestly invariant under $SL(2,\mathbb{R})$. However, one must bear in mind that we have restricted to $2\pi \mathbb{Z}$-equivariant diffeomorphisms in this Section, so the potential term, $p(\tau)$, in Hill’s equation must be $2\pi$-periodic.

Further insight may be gained by means of the Kirillov-Kostant-Souriau (KKS) theorem [96–98, 102]. This states that every coadjoint orbit $O(p)$ of a Lie group $G$ is a (homogeneous) symplectic manifold associated with a non-degenerate, $G$-invariant, closed two-form:

$$\omega_p(\text{ad}_X^* p, \text{ad}_Y^* p) := \langle p, [X,Y]\rangle$$

Non-degeneracy is defined by the condition that the kernel of the two-form, $\ker(\omega) := \{v \in T_0 O(p)|\iota_v \omega = 0\}$, be zero everywhere on the manifold. Here $\iota_v$ is the contraction with respect to $v$, $X$ and $Y$ are elements of the adjoint representation on the tangent space $T_0 O(p)$ to the orbit and $\omega_p(\cdot, \cdot)$ is a real-valued function on the orbit, with a value given by Eq. (5.3) at each point $\hat{p} \in O(p)$ [23].

We now proceed to calculate the symplectic two-form on the orbit $O(0,c)$, following Stanford & Witten [23, 99]. The value of the two-form at a given image point $\hat{p}$ of the coadjoint vector $(0,c)$ is determined from the Lie bracket of the centrally extended algebra $\text{ Vect}_c(S^1)$.

This
is given by Eqs. (A.6)-(A.7). The tangent space to \( \mathcal{O}_{(0,c)} \) is parametrized in terms of infinitesimal changes in \( \beta \) such that \( X(\tau) = d\beta^{-1}(\tau) = -d\beta(\tau)/\beta'(\tau) \). Eqs. (A.6)-(A.10) then lead to an expression for the symplectic two-form given by

\[
\omega = -\frac{c}{4\pi} \int_0^{2\pi} d\tau \left[ \left( \frac{d\beta(\tau)}{\beta'(\tau)} \right) ' \wedge \left( \frac{d\beta(\tau)}{\beta'(\tau)} \right) '' - 2S[\beta](\tau) \left( \frac{d\beta(\tau)}{\beta'(\tau)} \right) \wedge \left( \frac{d\beta(\tau)}{\beta'(\tau)} \right) ' \right] \tag{5.5}
\]

In this expression, \( d \) represents an abstract exterior derivative, which operates on \( \beta \) but not on the coordinate \( \tau \). It therefore commutes with \( \partial_\tau \), and it follows that the expression for the two-form simplifies to

\[
\omega = -\frac{c}{4\pi} \int_0^{2\pi} d\tau \left[ \left( \frac{d\beta(\tau)}{\beta'(\tau)} \right) \wedge \partial_\tau \left( \frac{d\beta(\tau)}{\beta'(\tau)} \right) \right] \tag{5.6}
\]

Since the two-form \((5.6)\) is expressed entirely in terms of the logarithmic derivative \( d\beta/\beta' = d\log \beta' \), it is manifestly closed, \( dw = 0 \).

An infinitesimal action of \( \text{Diff}_c(S^1) \) is given by \( \epsilon(\tau) \) corresponding to a vector field \( V_\epsilon = \epsilon(\tau) \partial_\tau \) acting on \( \beta(\tau) \) such that \( \delta \beta(\tau) = \epsilon(\tau) \beta(\tau) \). Cartan’s formula implies that the Lie derivative of a form along a vector field \( V_\epsilon \) is given in general by \( \mathcal{L}_{V_\epsilon} \omega = i_{V_\epsilon} dw + d(i_{V_\epsilon} \omega) \). Hence, to verify that the two-form \( \omega \) is invariant under \( \text{Diff}_c(S^1) \), i.e., to show that \( \mathcal{L}_{V_\epsilon} \omega = 0 \), it is sufficient to prove the existence of a function \( H_\epsilon \) such that \( i_{V_\epsilon} \omega = dq H_\epsilon \). We take the contraction of \( \omega \) with \( V_\epsilon \) by replacing one of the \( d\beta \) with \( \delta \beta = \epsilon \beta' \). Noting that \( \partial_\tau (d\beta/\beta') = d(\beta'/\beta') \), we find that such a function is

\[
H_\epsilon = -\frac{c}{4\pi} \int_0^{2\pi} d\tau \left[ 2\epsilon \frac{\beta''}{\beta'} + \epsilon \left( \frac{\beta''}{\beta} \right)^2 \right] = \frac{c}{24\pi} \int_0^{2\pi} d\tau \epsilon(\tau) S[\beta](\tau) \tag{5.7}
\]

However, the two-form has a zero-mode and is therefore degenerate. To see this, consider the Fourier expansion of a \( \text{Diff}_c(S^1) \) element in the neighbourhood of the identity, \( \beta(\tau) = \tau + \sum_{n \in \mathbb{Z}} u_n e^{in\tau} \). At the identity \( (u_n = 0) \), \( \omega = \frac{c}{6\pi} \sum_n n^2 du_n \wedge du_{-n} \). Hence, the kernel of \( \omega \) is one-dimensional, since \( \omega \) vanishes for the \( n = 0 \) mode. This is also true at all points on the orbit since \( \omega \) is invariant under \( \text{Diff}_c(S^1) \).

This mode may be interpreted in the following way. If we regard the \( \text{Diff}_c(S^1) \) action of \( V_\epsilon \) as a left-action, we may consider a second, right-action generated by a vector field \( W_\epsilon \) given by \( \delta \beta = e^{in\beta}, n \in \mathbb{Z} \). This right-action commutes with the left-action. It follows that \( i_{V_\epsilon} W_\epsilon = \frac{c}{24\pi} \int d\tau n^2 e^{in\beta} d\beta' \). Hence, \( i_{V_\epsilon} W_\epsilon = 0 \) for the zero-mode \( n = 0 \), which generates a translation symmetry. This implies that \( \omega \) is a pullback from a quotient space that is diffeomorphic to \( \text{Diff}_c(S^1)/\mathbb{R} \). Hence, once this zero mode has been removed by taking the quotient, \( \omega \) represents a closed, non-degenerate two-form. We see, therefore, that the orbit \( \mathcal{O}_{(0,c)} \) is indeed the quotient of \( \text{Diff}_c(S^1) \) with the one-dimensional manifold \( \mathbb{R} \), rather than with \( \text{SL}(2, \mathbb{R}) \).

Since \( \omega \) is now non-degenerate, we may interpret function \((5.7)\) as the symplectic generator of the (left-) action of the group. Indeed, the case \( \epsilon(\tau) = 1 \) generates the analogue of a time translation symmetry \( \delta \beta = \beta' \). The Hamiltonian generator in this case is a pure integral of the Schwarzian derivative

\[
I = \frac{c}{24\pi} \int d\tau S[\beta](\tau) \tag{5.8}
\]

Within a cosmological context, this is directly related to the kinetic energy of the scalar field \( K(\phi) = (d\phi/d\tau)^2 \) via Eq. (4.17):

\[
I = \frac{Ge}{3} \int d\tau \left( \frac{d\phi}{d\tau} \right)^2 \tag{5.9}
\]

Readers familiar with the Bondi-van der Burg-Metzner-Sachs (BMS) symmetry group \( 100-103 \) of three-dimensional asymptotically flat gravity at null infinity will note the prefactor of \( Ge/3 \). A central charge of \( c = 3/G \) for the coadjoint representation of the centrally extended BMS group in three dimensions is precisely the condition that allows the metric components to be identified directly as components of a dual stress tensor in a two-dimensional field theory \( 104-106 \).

6. CONCLUSION AND DISCUSSION

In this paper, we have presented a new interpretation of FRW cosmologies in terms of the diffeomorphism group of the real line. The time reparametrization generates an effective rolling scalar field, where the kinetic energy of the field is related to the Schwarzian derivative of the diffeomorphism. Specifically, we have considered a non-linear Schrödinger equation possessing a kinematical \( \text{SL}(2, \mathbb{R}) \) Lie point symmetry and employed the moment method to determine the dynamics of integral quantities describing the width, momentum and energy of the wavefunction. The \( \text{Diff}(M) \)-action explicitly breaks such a symmetry, but in such a way that the deformed evolution equations for the wavefunction moments can be mapped directly onto the (traceless) Einstein field equations of spatially isotropic universes. The wavefunction moments admit natural physical interpretations in terms of the scale factor of the universe (width of the wavefunction), the cosmic expansion rate (wavefunction momentum) and the energy density of the scalar field (Hamiltonian of the wavefunction). Energy-momentum conservation of the gravitational matter source (scalar field) arises naturally within the moment equations of motion and its origin can be traced to the existence of the conserved (in time) quadratic Casimir of the underlying \( \text{SL}(2, \mathbb{R}) \cong SO(2,1) \) symmetry algebra. In effect,
the $SL(2,\mathbb{R})$ symmetry is explicitly broken by the action of $\text{Diff}(\mathcal{M})$, but in such a way that energy-momentum conservation in the gravitational setting is maintained.

We have focused on the one-dimensional, quintic NLS equation, which describes the dynamics of dilute, ultracold, strongly repulsive Bose gases interacting in the Tonks-Girardeau regime [24]. Such systems have been observed experimentally [33, 34]. It should be emphasized, however, that the moment method generates a closed system of evolution equations for a $d$-dimensional NLS equation with conformal (scale-invariant) non-linear coupling of the form $|u|^{4/d}u$. The $d = 2$ cubic NLS equation is of particular importance in the study of Bose-Einstein condensates which are tightly bound in one direction (see, e.g., [107] for a review). It should be straightforward to generalize the results of the present paper to such a higher-dimensional setting.

The underlying $SL(2,\mathbb{R})$ symmetry is key to ensuring that the moment equations form a non-autonomous, closed system of ODEs, which ultimately reduce to an Ernakepinney equation. Indeed, the symmetry is manifest as the Lie point symmetry [24, 17] of the free EP equation. This is important when considering the $\text{Diff}(\mathcal{M})$ actions on the (affine) spaces of Schrödinger and Sturm-Liouville operators with time-dependent (harmonic) potentials. Both spaces are preserved by natural representations of $\text{Diff}(\mathcal{M})$ and the corresponding NLS and EP equations are form-invariant under such an action. Moreover, the action of the diffeomorphism group on these operator spaces is equivalent, in the sense that a given time-dependent potential is mapped to the same image [2, 10] in both cases. In particular, this implies that the same trapping potential is generated in terms of the Schwarzian derivative from the $\lambda(t) = 0$ model.

Consequently, the reduction of the non-linear Schrödinger equation to the EP equation via the moment method does not affect the image of the trapping potential under $\text{Diff}(\mathcal{M})$. The EP moment equation then maps directly onto the non-trivial component of the traceless Einstein field equations and the Casimir constraint provides the first integral constraint which ensures conservation of energy-momentum.

The Schwarzian operator is the unique set of derivatives that remains invariant under a homomorphic transformation of the group of fractional linear transformations. As a result, each scalar field cosmology (as parametrized by the field’s kinetic energy) can be identified with an element of $\text{Diff}(\mathcal{M})$ under $\text{Diff}(\mathcal{M})$. The EP moment equation then maps directly onto the non-trivial component of the traceless Einstein field equations and the Casimir constraint provides the first integral constraint which ensures conservation of energy-momentum.

The Schwarzian operator is the unique set of derivatives that remains invariant under a homomorphic transformation of the group of fractional linear transformations. As a result, each scalar field cosmology (as parametrized by the field’s kinetic energy) can be identified with an element of $\text{Diff}(\mathcal{M})$ under $\text{Diff}(\mathcal{M})$. The EP moment equation then maps directly onto the non-trivial component of the traceless Einstein field equations and the Casimir constraint provides the first integral constraint which ensures conservation of energy-momentum.

The Schwarzian operator is the unique set of derivatives that remains invariant under a homomorphic transformation of the group of fractional linear transformations. As a result, each scalar field cosmology (as parametrized by the field’s kinetic energy) can be identified with an element of $\text{Diff}(\mathcal{M})$ under $\text{Diff}(\mathcal{M})$. The EP moment equation then maps directly onto the non-trivial component of the traceless Einstein field equations and the Casimir constraint provides the first integral constraint which ensures conservation of energy-momentum.

We conclude with a speculative remark. Stanford & Witten [99] have recently calculated the $\epsilon(\tau) = \text{constant}$ Hamiltonian generator associated with the Virasoro coadjoint orbit of the vector $ (-c/24, c)$. This orbit is the quotient $\text{Diff}_c(S^1)/SL(2,\mathbb{R})$. They identified this generator with the Schwarzian action of the Sachdev-Ye-Kitaev (SYK) model [107, 108], which is a quantum-mechanical model of large $N$ fermionic particles with emergent reparametrization invariance. This model has attracted considerable interest recently in light of its conjectured duality with $(1 + 1)$-dimensional gravity [110–116]. At the infrared fixed point, the reparametrization is spontaneously broken to $SL(2,\mathbb{R})$, leading to zero modes (Goldstone bosons) that parametrize the quotient space $\text{Diff}(\mathcal{M})/SL(2,\mathbb{R})$. This is similar to what happens when one introduces a cutoff in two-dimensional anti-de Sitter space arising as the low-energy limit of some generic UV theory [111]. The cutout can be parametrized in terms of a function $t(\tau)$, where $\tau$ is the time coordinate of the UV theory. However, the cutout shape is invariant under an $SL(2,\mathbb{R})$ reparametrization of $t$, so the full set of diffeomorphisms is $\text{Diff}(\mathcal{M})/SL(2,\mathbb{R})$. When one accounts for explicit boundary terms involving the dilaton, the shape of the cutout curve (reparametrization) is determined by an effective one-dimensional boundary ac-
tion of the Schwarzian type, \( I \sim \int d\tau \phi_\tau(\tau) S[\tau](\tau) \), where \( \phi_\tau \) is determined by the boundary value of the dilaton \[ \tau \]. In view of the roles played in the present work by \( \text{Diff}(\mathcal{M})/\text{SL}(2,\mathbb{R}) \) and the Schwarzian derivative arising in the symplectic generator \( \mathcal{I} \), one might wonder if inflationary scalar field cosmology could be (formally) associated with lower-dimensional gravity in a similar way.

Acknowledgements

We thank T. Harko, M. Lake, P. Moniz, and C. Terrero for numerous helpful communications and especially thank T. Harko and M. Lake for organizing and providing hospitality at the Cluj-Napoca Astronomical Observatory. The manuscript was prepared using Overleaf Latex.

[1] Planck Collaboration, P. A. R. Ade et al., arXiv:1502.02114 [astro-ph.CO].
[2] DES Collaboration, T. M. C. Abbott et al., arXiv:1708.01530 [astro-ph.CO].
[3] A. A. Starobinsky, Phys. Lett. B91, 99 (1980); A. H. Guth, Phys. Rev. D23, 347 (1981); A. Albrecht and P. J. Steinhardt, Phys. Rev. Lett. 48, 1220 (1982); S. W. Hawking and I. G. Moss, Phys. Lett. B110, 35 (1982); A. D. Linde, Phys. Lett. B108, 389 (1982); A. D. Linde, Phys. Lett. B129, 177 (1983).
[4] B. P. Schmidt et al., Ap. J. 507, 46 (1998), arXiv:astro-ph/9805200; A. G. Riess et al., Astron. J. 116, 1009 (1998), arXiv:astro-ph/9805201.
[5] J. E. Lidsey, Rev. Mod. Phys. 69, 373 (1997), arXiv:astro-ph/9508078.
[6] T. Clifton, P. G. Ferreira, A. Padilla, and C. Skordis, Phys. Rep. 513, 1 (2012), arXiv:1106.2476 [astro-ph.CO].
[7] C. Roger and J. Unterberger, Ann. Henri Poincaré 7, 1477 (2006), arXiv:math-ph/0601050.
[8] J. Unterberger, Confluentes Mathematici 2, 217 (2010), arXiv:0806.1185 [math-ph].
[9] J. Unterberger and C. Roger, J. Nonlin. Math. Phys. 17, 257 (2010), arXiv:0810.0902 [math-ph].
[10] J. E. Lidsey, Class. Quantum Grav. 21, 777 (2004), arXiv:gr-qc/0307037.
[11] V. P. Ermakov, Univ. Izv. Kiev 20, 1 (1880).
[12] W. E. Milne, Phys. Rev. 35, 863 (1930).
[13] E. Pinney, Proc. Am. Math. Soc. 1, 681 (1950).
[14] V. Ovsienko and S. Tabachnikov, Projective Differential Geometry Old and New: from Schwarzian Derivative to Cohomology of Diffomorphism Groups (Cambridge University Press, Cambridge, 2004).
[15] U. Niederer, Helv. Phys. Acta 45, 802 (1972).
[16] C. R. Hagen, Phys. Rev. D5, 377 (1972).
[17] V. M. Pérez-García, P. Torres, and G. D. Montesinos, SIAM J. App. Math. 67, 990 (2007), arXiv:nlin/0510044.
[18] P. K. Ghosh, Phys. Rev. A65, 012103 (2002), arXiv:cond-mat/0102488.
[19] V. F. Lazutkin and T. F Pankratova, Funct. Anal. Appl. 9, 306 (1975).
[20] A. A. Kirillov, Funct. Anal. Appl. 15, 135 (1981).
[21] G. B. Segal, Comm. Math. Phys. 80, 301 (1981).
[22] A. A. Kirillov, Lect. Notes Math. 970, 101 (1982).
[23] E. Witten, Comm. Math. Phys. 114, 1 (1988).
[24] I. M. Gel’fand and D. B. Fuchs, Funct. Anal. Appl. 2, 342 (1968).
[25] R. Bott, Enseign. Math. 23, 209 (1977).
[26] G. Fibich, The Nonlinear Schrödinger Equation (Springer International Publishing, Switzerland, 2015).
[27] E. B. Kolomeisky, T. J. Newman, J. P. Straley, and X. Qi, Phys. Rev. Lett. 85, 1146 (2000), arXiv:cond-mat/0002282.
[28] L. Tonks, Phys. Rev. 50, 955 (1936).
[29] M. Girardeau, J. Math. Phys. 1, 516 (1960).
[30] M. D. Lee, S. A. Morgan, and K. Burnett, arXiv:cond-mat/0305416.
[31] F. Kh. Abdullaev and J. Garnier, Phys. Rev. A70, 053604 (2004), arXiv:cond-mat/0409478.
[32] R. Carretero-González, D. J. Frantzeskakis, and P. G. Kevrekidis, Nonlinearity 21, R139 (2008), arXiv:0805.0761 [cond-mat].
[33] B. Paredes, A. Widera, V. Murg, O. Mandel, S. Fölling, I. Cirac, G. V. Shlyapnikov, T. W. Hänsch, and I. Bloch, Nat. 429, 277 (2004).
[34] T. Kinoshita, T. Wenger, and D. S. Weiss, Science 305, 1125 (2004).
[35] S. Scopa and D. Karevski, J. Phys. A50, 425301 (2017), arXiv:1706.00723 [cond-mat.stat-mech].
[36] S. Scopa, J. Unterberger, and D. Karevski, arXiv:1801.07462 [cond-mat.stat-mech].
[37] H. C. Rosu, arXiv:gr-qc/9806075.
[38] H. C. Rosu and J. Socorro, Int. J. Theor. Phys. 41, 39 (2002), arXiv:gr-qc/0008028.
[39] H. C. Rosu, P. Espinoza, and M. Reyes, Nuovo Cim. B114, 1439 (1999), arXiv:gr-qc/9910070.
[40] H. C. Rosu and P. Espinoza, arXiv:gr-qc/0012933.
[41] R. M. Hawkins and J. E. Lidsey, Phys. Rev. D66, 023523 (2002), arXiv:astro-ph/0112139.
[42] F. L. Williams and P. G. Kevrekidis, Class. Quantum Grav. 20, L177 (2003).
[43] F. L. Williams, P. G. Kevrekidis, T. Christodoulakis, C. Helias, G. O. Papadopoulos, and T. Grammenos, in Trends in General Relativity and Quantum Cosmology, ed. Ch. V. Benton (Nova Science Publ., 2006, p. 37), arXiv:gr-qc/0408056.
[44] G. Herring, P. G. Kevrekidis, F. Williams, T. Christodoulakis, and D. J. Frantzeskakis, Phys. Lett. A367, 140 (2007), arXiv:cond-mat/0701156.
[45] J. D’Ambroise and F. L. Williams, J. Math. Phys. 51, 062501 (2010), arXiv:1007.4237 [gr-qc].
[46] J. D’Ambroise, PhD. Thesis, arXiv:1005.1410 [gr-qc].
[47] J. E. Lidsey, arXiv:1309.7181 [gr-qc].
[48] P. G. L. Leach and K. Andriopoulos, Appl. Anal. Discrete Math. 2, 146 (2008).
[49] R. M. Morris and P. G. L. Leach, arXiv:1510.08992 [math.CA].
[50] M. Cariglia, A. Galajinsky, G. W. Gibbons, and P. A. Horváthy, arXiv:1802.03370 [gr-qc].
A. APPENDIX: THE VIRASORO GROUP AND THE COADJOINT REPRESENTATION

The universal cover of the unit circle, $S^1 = \{ e^{i\varphi} \in \mathbb{C} | \varphi \in [0, 2\pi) \}$, is the real line $\mathbb{R}$ with the projection $p : \mathbb{R} \to S^1 : \varphi \to e^{i\varphi}$. The kernel of $p$ is the set of integer multiples of $2\pi$, so $S^1 \cong \mathbb{R}/2\pi\mathbb{Z}$, where the quotient is by the equivalence $\varphi \sim \varphi + 2\pi$. A diffeomorphism of the circle is a smooth bijection $F : S^1 \to S^1$, where composition determines the group operation. $\text{Diff}(S^1)$ is the infinite-dimensional group of such diffeomorphisms.

In terms of the $2\pi$-periodic coordinate $\varphi$, an element of $\text{Diff}(S^1)$ is the map $F : e^{i\varphi} \to F(e^{i\varphi})$. Given such a map, there exists a diffeomorphism $f : \mathbb{R} \to \mathbb{R}$ of the real line such that

$$F(e^{i\varphi}) = e^{if(\varphi)}, \quad f \circ p = p \circ f \quad (A.1)$$

To respect the periodicity of $\varphi$ and the orientation of $S^1$, the map $f : \mathbb{R} \to \mathbb{R}$ must be a (smooth) $2\pi\mathbb{Z}$-equivariant map defined by the properties (in this appendix a prime denotes $\partial/\partial \varphi$)

$$f'(\varphi) > 0, \quad f(\varphi + 2\pi) = f(\varphi) + 2\pi \quad (A.2)$$

for any $\varphi \in \mathbb{R}$ on the line. Such a map can always be expressed in the form $f(\varphi) = \varphi + u(\varphi)$, where $u(\varphi)$ is a smooth $2\pi$-periodic function, i.e., a smooth function on the circle, $u(\varphi) \in C^\infty(S^1)$. The group of $2\pi\mathbb{Z}$-equivariant maps on the real line $\mathbb{R}$ defined by (A.2) with the projection (A.1) form the universal cover group of $\text{Diff}^+(S^1)$. We focus on this universal cover group and denote it by $\text{Diff}^+(S^1) = \text{Diff}_c(S^1)$.

The coadjoint action of $\text{Diff}_c(S^1)$ is defined on the (regularized) space that is dual to $\text{Vect}_c(S^1)$, the space of smooth vector fields on the circle. The dual is the space of quadratic densities, $\text{Vect}_c(S^1)^* \cong \mathcal{F}_2(S^1) = \{ p(\varphi)(d\varphi)^2 | p(\varphi) \in C^\infty(S^1) \}$. It is a dual space in the sense that there exists a non-degenerate pairing (an isomorphism $\mathcal{F}_2(S^1)^* \cong \mathcal{F}_{-1}(S^1)$) that is invariant under the action of $\text{Diff}_c(S^1)$. The pairing is given explicitly by means of the $L^2$–inner product:

$$\langle p, X \rangle := \frac{1}{2\pi} \int_0^{2\pi} d\varphi \ p(\varphi)X(\varphi) \quad (A.3)$$

The coadjoint representation of $\text{Diff}_c(S^1)$ is then defined to be $\text{Ad}^* : \text{Diff}_c(S^1) \to \text{Aut}(\text{Vect}_c(S^1)^*)$ such that

$$\langle \text{Ad}_f^* p, Y \rangle := \langle p, \text{Ad}_{f^{-1}} Y \rangle \quad (A.4)$$

In other words, it is the transformation law for a quadratic tensor-density of weight $h = 2$ [cf. Eq. (2.22)]

$$\text{Ad}_f^*(p)(\varphi) = [(f^{-1})'(\varphi)]^2 p(f^{-1}(\varphi)) \quad (A.5)$$

In general, the central extension of a Lie group is defined in terms of a two-cocycle and an associated Souriau one-cocycle $[98]$, with the cyclic property defined to ensure associativity of the extended group operation. The Virasoro group is defined here as the central extension of the universal cover group of the diffeomorphism group on the circle: $\text{Vir}_c(S^1) := \text{Diff}_c(S^1) \times \mathbb{R} [61, 62, 90]$. For this centrally extended group, the two-cocycle is the Bott-Thurston cocycle $[23]$ and the Souriau cocycle is the Schwarzian derivative $[21, 22]$. The Virasoro algebra $\text{Vect}_c(S^1)$ is the Lie algebra of $\text{Vir}_c(S^1)$. It is a vector space, $\text{Vect}_c(S^1) \cong \text{Vect}_c(S^1)^* \cong \mathcal{F}_2(S^1)$, spanned by pairs $(X, \mu)$, where $X = X(\varphi)d\varphi$ is a vector field on $S^1$ and $\mu \in \mathbb{R}$. The Lie bracket of $\text{Vect}_c(S^1)$ is defined by

$$[(X, \mu), (Y, \nu)] := ([X, Y], c(X, Y)) \quad (A.6)$$

where the commutator on the right-hand side of (A.6) is the Lie bracket of $\text{Vect}_c(S^1)$ and $c(X, Y) := \frac{1}{2\pi} \int_0^{2\pi} d\varphi X(\varphi)Y''(\varphi)$ defines the Gelfand-Fuchs two-cocycle $[24]$.

The (regularized) dual Lie algebra $\text{Vect}_c(S^1)^*$ is therefore spanned by pairs $(p, \epsilon)$, where $p$ is a quadratic tensor-density on $S^1$ and $\epsilon \in \mathbb{R}$ is known as the central charge. The pairs $(X, \mu)$ and $(p, \epsilon)$ are referred to as adjoint and coadjoint vectors, respectively. The pairing between them is given by

$$\langle (p, \epsilon), (X, \mu) \rangle := \frac{1}{2\pi} \int_0^{2\pi} d\varphi \ p(\varphi)X(\varphi) + \epsilon \mu \quad (A.8)$$

The coadjoint representation of the centrally extended Virasoro group is then defined by $[61, 62, 90]$

$$\left\langle \text{Ad}_{(f, \nu)}^* (p, \epsilon), (X, \mu) \right\rangle := \left\langle (p, \epsilon), \text{Ad}_{(f^{-1}, -\nu)} (X, \mu) \right\rangle$$

$$= \langle p, \text{Ad}_{f^{-1}} X \rangle + \epsilon \mu - \frac{c}{12} \langle S[f^{-1}], X \rangle \quad (A.9)$$

where the Souriau cocycle $S[f^{-1}]$ is given by the Schwarzian derivative $[21, 22, 98]$. Removing the explicit dependence on the adjoint vector $(X, \mu)$ from (A.9), we deduce the equivalent expression

$$\widetilde{\text{Ad}}_f^*(p, \epsilon) = \left( \text{Ad}_f^* - \frac{c}{12} S[f^{-1}], \epsilon \right) \quad (A.10)$$

to be the coadjoint representation.