Less Is More: Linear Layers on CLIP Features as Powerful VizWiz Model
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Abstract

Current architectures for multi-modality tasks such as visual question answering suffer from their high complexity. As a result, these architectures are difficult to train and require high computational resources. To address these problems we present a CLIP-based architecture that does not require any fine-tuning of the feature extractors. A simple linear classifier is used on the concatenated features of the image and text encoder. During training an auxiliary loss is added which operates on the answer types. The resulting classification is then used as an attention gate on the answer class selection. On the VizWiz 2022 Visual Question Answering Challenge we achieve 60.15% accuracy on Task 1: Predict Answer to a Visual Question and AP score of 83.78% on Task 2: Predict Answerability of a Visual Question.

1. Introduction

Many new architectures were developed in recent years and applied to data sets like VQAv2, GQA or VizWiz-VQA [2]. The VizWiz data set differs from other VQA data sets, because it has several issues in the data. Questions may not be answerable due to missing information in the images or the quality of the images may be extremely poor. Additionally the questions in the data set are not developed with a rigid set of rules, but are often colloquially. Last year’s winning team used an extension of OSCAR. They added an optical character recognition (OCR) module to the model and introduced reference image matching. Their final system is an ensemble of 96 models. While ensembles are important to achieve competitive results, they are extremely costly to train.

Our approach focus on simplicity and usability. We use pre-trained image and text encoders from CLIP [4] and train only a simple classification head. CLIP is based on CNN [3] respectively Vision Transformer [1] for image encoding and a Transformer [7] for text encoding. The CLIP model is pre-trained on 400 million image-text pairs with a contrastive objective to bring both modalities into the same embedding space. Since CLIP is trained with many samples, it also has OCR capabilities [4].

2. Methodology

The contribution of this paper is divided into (i) creating a suitable vocabulary for the classification task, (ii) using CLIP features with linear layers for VQA, and (iii) introducing an answer type gate to create a learnable masking.

Answer Vocabulary. The selection of appropriate answers has a major impact on the accuracy that can be achieved. Therefore, in this approach, the most common answer that returns the highest score per image-question pair is greedily selected. If this selection yields in several answers, the answer which appears most often in the whole training set is used. In case of a tie, the pairwise Levenshtein distance is used to find the answer that is most representative to all others. With this selection process the remaining number of answer candidates for training decreases to 5726.

CLIP-based Model. Previous CLIP-based models for VQA use the image encoder only [5] or generate prompts to
match answers to questions [6]. Our approach utilises both image and text encoder. The resulting features are concatenated and passed to linear layers with layer normalisation and a high dropout value (0.5). As shown in Figure 1 answer types as well as the answers are predicted using an additional linear layer. Image size of the visual encoder is 448x448 for RN50x64 and 336x336 for ViT-L/14@336px. In both cases the linear classifier is trained using cross entropy loss with rotation as image augmentation. We train only the additional linear classifier and use the pre-trained CLIP model as image and text encoder. The CLIP part remains frozen and is not trained on the VizWiz data set, which allows fast and efficient training without large computational resources.

Answer Type Gate. We also introduce an auxiliary loss for answer type prediction. This loss helps to learn an answer masking for the eight answer types “other”, “numbers”, “yes”, “no”, “color”, “unsuitable” and “unanswerable”. The answer types are retrieved by regular expression matching from the best selected answer per image-question pair. The learned predictions for the answer types are linearly projected to a vector with the same dimension (5726) as the number of possible answer classes. After a sigmoid layer this vector is multiplied with the logits of the answer vocabulary. This enables to mask answers that do not correspond to the current answer type during inference. Both cross entropy losses, of the intermediate answer type prediction and the final answer classification, are weighted equally.

3. Conclusion

Our approach focuses on lightweight training by keeping the pre-trained CLIP backbone frozen, while still maintaining good accuracy. The OCR capabilities of CLIP, the large amount of pre-training data, and the multi-modality make CLIP an excellent feature extractor for this task. Unlike previous publications, the text Transformer is also used from CLIP. Although it was trained on alt-texts, it could be shown that meaningful representations of the questions are extracted without any fine-tuning. On the VizWiz VQA task we reach 59.40% with a single model and 60.15% with an ensemble of the RN50x64 and ViT-L/14@336px. On the answerability task we achieve 82.86% with a single model and 83.78% with an ensemble.
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