SPRING POINT DETECTION OF HIGH RESOLUTION IMAGE BASED ON YOLOv3
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ABSTRACT:
The Xinjiang region of China is a vast and sparsely populated area with complex topography, surrounded by basins and mountains, and its geomorphological features and water circulation process make the traditional spring water resource acquisition time-consuming, labor-consuming and inaccurate. Remote Sensing Technology has the advantages of large scale, periodicity, timeliness and comprehensiveness in target detection. In order to realize the artificial intelligence detection of springs in Xinjiang, this paper presents a method of detecting springs in remote sensing image based on the YOLOv3 network framework, based on the data set of 512 * 512 by using 0.8m remote sensing image annotation, a model of recognition of spring point based on Yolov3 network is constructed and trained. The results show that the map of spring point is 0.973, which is the basis of monitoring and protecting the natural environment in the Belt and Road Initiatives.

1. INTRODUCTION
Remote sensing technology has the advantages of short cycle time, low cost, large coverage area, and convenient access. It can provide real-time, accurate, and large-scale surface information, and has been applied in a wide range of fields (Huang et al. 2018), (Kaku et al. 2019) and (Lassalle et al. 2020). Among them, target detection based on remote sensing technology can determine the type and location of objects at the same time, while reducing the use of human resources, which has important practical significance.

Spring point is one of the geological resource elements that need to be investigated in Xinjiang Uyghur Autonomous Region of China, and it is also one of the basis for monitoring and protecting the natural environment in the Belt and Road Initiatives. Because of the large area and complex terrain in Xinjiang, it is very difficult to find springs, so the efficient and accurate detection of springs has become an essential part of the regional development planning and management of geological resources.

At present, there are two methods to detect the springs, which are the traditional manual visual image, field verification and deep learning object detection. Traditional manual interpretation of images generally requires observation of a composite model of color, texture, shape, etc. (Lee et al. 2019), (Liu et al. 2018), (Sun et al. 2019), (Xu et al. 2018) and (Yan et al. 2018). It has a high dependence on image pre-processing and feature selection, especially on the unrecognized spring point, which will be largely missed. Therefore, the universality of this method is poor, and the field survey is difficult to promote in the field geological exploration. With the rise of deep learning, scholars tend to use deep learning to complete the target detection, which has better precision. The main methods can be divided into two categories. One type is a target detection algorithm based on regional recommendation. First, regional recommendations are used to generate candidate targets, and then convolutional neural network processing is used. But it cannot detect the target position and the real-time performance is not enough. Representative algorithms include RCNN (Girshick et al. 2014), Fast RCNN (Girshick. 2015), Faster RCNN (Ren et al. 2015), Mask RCNN (He et al. 2017), etc. Another type of method is the target detection method based on regression method, which converts the target detection problem into regression problem processing and directly predicts the target position and category. Thus, in 2015, Joseph Redmon proposed Yolo (You Only Look Once) Algorithm based on convolutional neural network and candidate region generating algorithm. Redmon et al(2016) transforms target detection task into regression problem, and the detection speed has made a breakthrough progress. Compared with Yolo Algorithm, YOLOv3 integrates the advantages of Faster R-CNN, SSD and ResNet, and the speed and precision of target detection is more balanced by Redmon and Farhadi (2018).

At present, the Algorithm of Yolov3 has achieved excellent performance in many fields. Good real-time performance with an average recognition accuracy of 88.7% based on YOLOV3 for automatic location identification and diagnosis of external power insulation equipment like (Liu et al. 2020). Kong et al. An improved YOLOv3 Algorithm for real-time detection of Underwater Sonar, which guarantees both detection speed and feature extraction capability was proposed like (Kong et al. 2020). YOLOv3-based deep learning network was used to detect
key parts of cows in complex scenes with an average accuracy of 99.18% like (Jiang et al. 2019). Therefore, this paper establishes a spring point recognition model based on the Yolov3 Algorithm, in order to obtain the precision and efficiency, thus laying a technical foundation for large area precise recognition of spring point.

2. DATA AND METHODOLOGY

2.1 Data acquisition

Because there are few high-resolution spring point detection and recognition methods based on deep learning, and there is no public data set or standard data set. To this end, first of all, we should do the collection and construction of data sets.

The data range of spring sample is (72° ,38° ),(73.5° ,38° ),(72° ,37° ),(73.5° ,37° ), we download 0.8 m high-resolution remote sensing image of this area, all unified CGCS2000 coordinate system. We use the artificially verified vector spring point data provided to us by the Qinghai Geological Survey Brigade, and use the self-developed program to center the position of the vector sample points to crop the 0.8-meter high-resolution image into blocks. The Spring Data and the 317 scene of high-resolution remote sensing image (Table1) are superimposed, and the training sample set is cut and normalized to get the final positive sample set. The specific steps are: run cutting script file, all unified cut into 512x512 size image blocks, a total of 679 JPG format spring sample image.

The data range of spring sample is (72° ,38° ),(73.5° ,38° ),(72° ,37° ),(73.5° ,37° ), we download 0.8 m high-resolution remote sensing image of this area, all unified CGCS2000 coordinate system. We use the artificially verified vector spring point data provided to us by the Qinghai Geological Survey Brigade, and use the self-developed program to center the position of the vector sample points to crop the 0.8-meter high-resolution image into blocks. The Spring Data and the 317 scene of high-resolution remote sensing image (Table1) are superimposed, and the training sample set is cut and normalized to get the final positive sample set. The specific steps are: run cutting script file, all unified cut into 512x512 size image blocks, a total of 679 JPG format spring sample image.
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| Year  | High-resolution images (tif) | Resolution | Vector spring point (shp) |
|-------|----------------------------|------------|--------------------------|
| 2019  | j43c0030011                 | 0.8m       | J43C003001Q               |
|       | j43c0030021                 |            | J43C003002Q               |
|       | j43c0030031                 |            | J43C003003Q               |
|       | j43c0040011                 |            | J43C004001Q               |
|       | j43c004003Q                 |            | J43C004003Q               |
|       | j43c004002Q                 |            | J43C004002Q               |
|       | j43c004003Q                 |            | J43C004003Q               |
|       | j43e00110017                |            |                          |

Table 1. Data used in the experiment

First of all, we should do the data annotation. We use manual labeling. In order to ensure the validity of the data, the samples with obvious targets are marked. In the end, the spring point targets in 679 multi-spectral images were labeled with bounding boxes, the interface of the labeling system is shown in Figure 1, and data with labeling information was obtained. According to the ratio of 9:1, it is divided into training set and test set.

![Figure1. Data set annotation](image)

Second, we need do the image enhancement. In order to improve the detection and recognition accuracy of the method, the training set is enhanced by the image enhancement method commonly used in the target detection field, including the operation processing of brightness and contrast.

2.2 Experimental method

The Yolo Algorithm proposed by Redmon et al. in 2016 transforms the target detection task into the regression problem, greatly speeds up the detection speed. On the basis of YOLOv2, YOLOv3 is proposed to maintain the detection speed of YOLOv2, and greatly improve the detection accuracy, especially in the detection and identification of small targets.

First, the original image is scaled to the size of 416x416, and the original image is divided into SxS cells. It detected on three different scales of feature maps such as 13x13, 26x26, 52x52. Each cell has three anchor boxes to predict three bounding boxes.

The convolutional neural network predicts four values for each bounding box on each cell, namely the target box (x, y), we take width W and height H as t_x, t_y, t_w, t_h, respectively. The target center is in the cell relative to the image left, the upper corner is offset b_y, b_x, and the anchor box has height and width p_h, p_w, the modified bounding box is:

\[ b_x = \sigma(t_x) + c_x \] (1)

\[ b_y = \sigma(t_y) + c_y \] (2)

\[ b_w = p_w e^{t_w} \] (3)

\[ b_h = p_h e^{t_h} \] (4)

In the course of training, the sum of squares of errors is used as the loss function. If the true coordinates are \( t_w \), the gradient can be obtained by minimizing the loss function. The gradient is the true coordinates minus the predicted coordinates: \( t_w - t_h \).

Yolov3 used the newly designed Darknet-53 in the feature extraction phase. The residual connection is widely used to increase the depth of the network, and combined with the FPN network structure, the two characteristic graphs are sampled on the back of the network, and then the corresponding characteristic graphs are aggregated with the previous size of the network, and the predicted results are obtained by the convolution network. In the phase of target detection, Yolov3 firstly predicts the feature map of 13x13 by convolution, and gets the first detection result, and then the 26x26 feature map sampled from the 13x13 feature map is fused with the 26x26 feature map in the previous network to form a new feature map, the second detection result is obtained by multi-convolution, and then 52x52 feature map is obtained by fusing 26x26 feature map with the previous layer, and the third detection result is obtained by convolution (Figure 2). Finally, the final recognition result is obtained by non-maximum suppression of the three detection results.
YOLOv3 transforms the target detection task into the regression task of target region prediction and class prediction, and uses a single neural network to predict the object boundary and class probability directly, and realizes the end-to-end object detection (Yi et al. 2019). In contrast to other target detection algorithms (such as ssd, and Yolo with different final full connection layer, ssd directly use convolution to extract detection results from different feature maps.)

In the training process of spring detection, the flow chart of YOLOv3 can be expressed as follows (Figure 3): First, the input image is divided into S*S cells, and 3 bounding boxes are predicted for each cell, using convolution neural network. Finally, the position of the bounding box, the object score and the class probability are predicted by using the repressor.

### 3. EXPERIMENTS AND RESULT

#### 3.1 Test Platform

The experiment was completed in Linux, with Ubuntu 16.04 operating system, CUDA 9.0, Cudnn7.0, Opencv4.1, Python3.6 and other third-party libraries installed to support the pytorch framework. The computer has 62.9 GB of Ram and runs on an Intel Xeon(R) CPUE5-2687Wv4 @3.00GHzx8 processor. The Graphics Card uses NVIDIA Virtual Graphics Card GRID RTX8000-12Q, with the memory of 12G.

#### 3.2 Data Set Construction

Firstly, Labeling is used to annotate 0.8m remote sensing image, which is stored as Pascal format XML file, and then XML file is converted into TXT file of <label, x, Y, W, H> format by format conversion script. Different data sets were made. From 679 images, and 245 original data sets were selected for better quality.

The network structure is based on Python's Pytorch library. During the training process, in order to prevent overfitting, data enhancement processing is added. We used a self-programmed program to complete the data enhancement process. After the image, clipping, contrast, brightness, noise and other data enhancement processing, finally got 1545 sample data for testing springs.
The above is a part of the data enhancement result of a single image after processing brightness, shading, cropping, noise, and rotation by 90 degrees and 180 degrees. Each image sample collected by the experiment has undergone the above enhancement processing.

3.3 Model Training

3.3.1 Training method: In this experiment, a mini-batch stochastic gradient descent with momentum factor (momentum) was used to train the model for 1000 iterations. In order to avoid over fitting, the regularization coefficient was set to 0.0005, and the momentum factor was set.

At the same time, the training set and the test set are divided into 9:1. In order to test the validity of the expanded dataset, the original data and the expanded data were compared and analyzed. The implementation of Yolov3 is based on open source code (https://github.com/ultralytics/yolov3).

3.3.2 Model evaluation and criteria:

The target detection of the springs needs not only the precision, recall, F1- (F1-measure: F1) and we also take detection speed as the evaluation criteria, but also the average precision (mean average precision, map). The formula is as follows:

\[ P = \frac{TP}{TP+FP} \]  \hspace{1cm} \text{(5)}

\[ R = \frac{TP}{TP+FN} \]  \hspace{1cm} \text{(6)}

\[ F1 = \frac{2P \times R}{P+R} \]  \hspace{1cm} \text{(7)}

\[ \text{map} = \text{AP}_{\text{spring point}} \]  \hspace{1cm} \text{(8)}

TP is the true case, FP is the false positive case, FN is the false negative case, and AP_{spring point} is the single class precision of spring point.

3.4 Results Analysis

3.4.1 Model evaluation: In the process of model training, because the parameters such as learning rate and the value of loss function are changing constantly, the quality of the model and the number of iterations is not completely linear, therefore, it is necessary to evaluate the accuracy and the convergence of a model. Only when the accuracy of the model is high and the convergence is good, the model can maintain robustness, robustness and stability when making predictions. In this article, Yolov3 performs a fountain-Loss test with a Loss curve as shown in the following figure:

![Figure 5. Relationship between iteration number and loss function](image)

As we can see in figure 5, with the number of iterations increasing, by the time of 1000 iterations, the loss has been reduced to about 0.6 and stabilized. Training 1000 epochs, map up to 0.973.
A series of indicator graphs will be generated during the training of experimental. From the above picture, the indicators have been mentioned in section 3.3.2, the value of GIOU, Objectness, Val GIOU, Val Objectness are gradually decreasing and steadily approaching a certain value. We can see the precision gradually began to rise, there were fluctuations in the middle, and the last time it suddenly dropped, because the value of IOU threshold for non-maximum suppression was not set, in the experiment I set 0.5, so there will be no problem of the final dip in precision. F1 and accuracy have the same phenomenon and problems. The value of map and recall showed an upward trend and eventually stabilized. They can show a better spring point target detection result.

When the confidence threshold is higher, the accuracy of model detection is higher, but the recall rate is significantly reduced, indicating that all detection targets cannot be detected. When the confidence threshold is set lower, the recall rate increased but the accuracy of model detection decreased. In order to make the detection accuracy and recall rate of the model reach a good level at the same time, the confidence threshold is 0.5 and the map value is 0.973. Both accuracy and recall rate show better results. Its accuracy is 0.901, and recall is 0.983.

### 3.4.2 Test results

The experiment selected 375 pictures for prediction. The effect of the test is shown in the figure 7. The spring point detection frame and confidence interval on the test data of high-resolution remote sensing images can be clearly seen.

In the experiments in this paper, map (mean Average Precision) is used to judge the effect of model recognition. map is a commonly used indicator to measure detection accuracy in target detection, referring to the average accuracy of multiple categories. AP refers to It is the average accuracy of a single category. It measures the quality of the model's recognition in a certain category. The map used in this article is the average of all APs. The larger the value of map, the higher the overall recognition accuracy of the model.

### 4. CONCLUSION

Compared with the traditional fountain recognition technology, the deep learning method saves a lot of manpower and material resources, in this paper, we use YOLOv3 Algorithm to identify spring point in Xinjiang region through high resolution remote sensing image data, its map reaches 0.973, but still need a lot of research work. The following work should include analysis and evaluation experiments for the effective estimation of the sample size for all regions in the proposed validation work and the final design of the validation scheme.

The accuracy of spring spot samples is very important for the experiment. The next step will continue to improve the samples and mine more suitable spring spot detection algorithms. The research work in this paper is of great significance for the investigation of the detection of
geographic elements along the Belt and Road.
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