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Abstract. We present an approach that facilitates the generation of explicit solutions to atmospheric Ekman flows with a height-dependent eddy viscosity. The approach relies on applying to the governing equations, of Sturm–Liouville type, a suitable Liouville substitution and then reducing the outcome to a nonlinear first-order differential equation of Riccati type.
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1. Introduction

The Earth’s atmosphere can be divided into several layers based on the behaviour of its temperature (see [19]). These layers are, starting from ground level upwards, the troposphere, the stratosphere, the mesosphere and the thermosphere. A further region, beginning about 500 km above the ground level, is the exosphere, which fades away into the realm of interplanetary space. The troposphere, whose height decreases poleward (from about 17–18 km at the Equator to about 7–8 km at the poles), contains more than 75% of all of the air in the atmosphere, and almost all of the water vapour (which forms clouds and rain). This is the region where the familiar weather phenomena occur. Throughout the troposphere there is a decrease in temperature with height, due to a decreasing pressure, since air is a compressible fluid. The lowest part—roughly the lower third—of the troposphere is called the atmospheric boundary layer, and it is here that friction plays an important role, while higher up, from the stratosphere upwards, the air flow is practically inviscid. For a better understanding of the flow dynamics, it is useful to divide the planetary boundary layer in two parts: the surface layer and the Ekman layer. Within the surface layer, confined to the lowest few meters of the atmosphere (above the ground), the velocity profile is adjusted so that the horizontal frictional stress is nearly independent of height. In contrast to this, in the Ekman layer, located on top of the surface layer and extending to a height of about 1 km, on average, the flow is governed by a three-way balance among the Coriolis force (due to the Earth’s rotation around its polar axis), the pressure gradient force, and the viscous stress (see [12,23]). Primarily the air flow is horizontal (the horizontal velocities are typically of the order of 10 m s$^{-1}$, about a factor $10^4$ larger than the vertical velocity—see [24]), and in such a situation friction between the main horizontal motion and the bottom boundary is unavoidable. Friction reduces the velocity in the vicinity of the bottom, thus creating a vertical shear, with the main variations of the horizontal velocity in the vertical direction and controlled by the eddy viscosity, which captures the frictional effects on time scales less than a day. The Coriolis effect also plays a role, deflecting (in regions away from the Equator) the orientation of the flow, an aspect that differs greatly from the boundary-layer in non-rotating fluids (also, at the Equator the Coriolis force does not play a role—see the discussion of the ocean context in [1,3,5,9,11,15,17,20]). The theory of the flow in the atmospheric boundary layer at mid-latitudes was pioneered in 1908 by Åkerblom, who adapted to the atmosphere an approach developed by Ekman in 1902 for motion in the upper layers of the ocean under the influence of a steady wind (see the discussion in [10]). For constant eddy viscosity there is an explicit solution, but this assumption is too restrictive. The dynamics of the atmospheric boundary-layer is very important in applications, for example, other than meteorology (weather prediction and climate studies), in the control
and management of air pollution (since the dispersal of smog in urban environments depends strongly on meteorological conditions) and in agriculture (e.g. dewfall and frost formation). For this reason, it is important, both from the theoretical as well as from the practical point of view, to understand the flow dynamics of the atmospheric boundary-layer in the context of height-dependent eddy viscosities.

The explicit classical solution, valid for constant eddy viscosity, has no general counterpart for height-dependent eddy viscosities: only a few cases are known—see the discussion in [7,13,14,18,21]—and one typically performs numerical simulations. Note that while recently it was established that in general the Ekman flow pattern is spiralling and the horizontal speed is monotone with height (see [7]), there remains the important issue of the deflection angle. Apart from some special, explicit solutions, there is little to go by, whether in the context of atmospheric flows or regarding wind-generated ocean currents (even though for the latter, a perturbative approach, developed in [2,4] and applicable to small perturbations of a constant eddy viscosity, can be used to predict whether the deflection angle is smaller or bigger than the $45^\circ$ of the classical solution, valid for constant eddy viscosity). For this reason, it is important to identify new classes of height-dependent eddy viscosities that permit explicit calculations.

In this paper we describe an approach that combines a Liouville transformation of the governing equations for atmospheric Ekman flows with a suitable substitution to reduce the problem to a Riccati ordinary differential equation. This way, starting with the Riccati equation, we can work backwards and identify classes of height-dependent eddy viscosities for which explicit calculations are possible. In Sect. 2 we recall the governing equations and in Sect. 3 we implement our approach of reduction to a Riccati equation. Section 4 is devoted to a simple illustration of the implementation of the method.

2. Preliminaries

The governing equations for mesoscale steady air flow at mid-latitudes in the Ekman layer are (see the discussion in [16])

$$f(u - u_g) = \frac{d}{dz} \left( K \frac{dv}{dz} \right),$$

$$f(v - v_g) = -\frac{d}{dz} \left( K \frac{du}{dz} \right),$$

where $(u, v)$ is the horizontal $z$-dependent wind velocity ($z$ being the height), with zonal (West-to-East, in the sense of the Earth’s rotation) component $u$ and meridional (positive meaning towards the North Pole) component $v$, $u_g$ and $v_g$ are the corresponding geostrophic wind components, while $K = K(z)$ is the height-dependent eddy viscosity. Here

$$f = 2\Omega \sin \theta$$

is the Coriolis parameter at fixed latitude, $\theta$, in the Northern Hemisphere, while $\Omega \approx 7.29 \times 10^{-5} \text{ s}^{-1}$ is the angular speed of rotation of the Earth and $\theta \in (0, \pi/2]$ is the angle of latitude in right-handed rotating spherical coordinates (with $\theta = 0$ corresponding to the Equator and $\theta = \pi/2$ to the North Pole). The boundary conditions for the system (2.1)–(2.2) are

$$u = v = 0 \text{ at } z = 0,$$

$$u \rightarrow u_g \text{ and } v \rightarrow v_g \text{ for } z \rightarrow \infty,$$

expressing the fact that, due to the frictional properties of the flow below the Ekman layer, a no-slip condition holds at the bottom $z = 0$ of the layer, while at the top of the Ekman layer the horizontal components of the wind must be in geostrophic balance: above the Ekman layer the flow is geostrophic (pressure-driven). We note that the governing equations (2.1)–(2.2) are derived within the framework of the $f$-plane approximation, but one can easily adapt to the atmospheric setting the considerations made in [6,8] for ocean flows to obtain a quite similar system in rotating spherical coordinates. Since it is standard procedure to work with the $f$-plane, we will consider in this paper the system (2.1)–(2.2) with the boundary conditions (2.3)–(2.4).
For constant eddy viscosity, the explicit classical solution is
\[
\begin{align*}
\{ u(z) &= u_g - e^{-\gamma z}[u_g \cos(\gamma z) + v_g \sin(\gamma z)], \\
v(z) &= v_g + e^{-\gamma z}[u_g \sin(\gamma z) - v_g \cos(\gamma z)],
\end{align*}
\] (2.5)
with
\[
\gamma = \sqrt{\frac{f}{2K}},
\]
showing the spiraling behaviour of the horizontal ageostrophic wind \((u - u_g, v - v_g)\), decreasing upwards:
we can express the solution (2.5) in complex notation as
\[
[u(z) - u_g] + i[v(z) - v_g] = -e^{-(1+i)\gamma z}\{u_g + iv_g\},
\]
to visualize better the spiralling pattern diminishing with increasing height \(z\). Of practical interest are
not only constant eddy viscosities \(K\), but continuous and bounded functions \(K : [0, \infty) \to [k_-, k_+]\), where \(k_\pm, k^* > 0\) are positive constants,
with
\[
K(z) \to k^* \quad \text{as} \quad z \to \infty \quad \text{at a fast rate},
\]
for some \(k^* \in [k_-, k_+]\), in the sense that there exists constants \(a, b, c > 0\) such that
\[
|K(z) - k^*| \leq \frac{a}{1 + bz^2 + c}, \quad z \geq 0.
\]
In particular, these restrictions can clearly allow profiles \(K(z)\) that are non-monotonic, these being especially relevant physically (see the discussion in [14]). As pointed out in [7], the Liouville substitution
\[
s = \xi(z) = \int_0^z \frac{1}{K(s)} \, ds, \quad s \in [0, \infty),
\] (2.6)
transforms (2.1)–(2.2) to the second-order linear differential equation
\[
\Psi''(s) = i\alpha(s)\Psi(s), \quad s > 0,
\] (2.7)
for the complex-valued function
\[
\Psi(s) = U(s) + iV(s)
\] (2.8)
where we denoted
\[
\begin{align*}
U(s) &= u(z) - u_g, \\
V(s) &= v(z) - v_g,
\end{align*}
\] (2.9)
with
\[
\alpha(s) = f K(z) \quad \text{for} \quad s = \xi(z) \geq 0,
\] (2.10)
and the prime denotes differentiation with respect to the \(s\) variable. The boundary conditions (2.3)–(2.4) are transformed into
\[
\Psi = -(u_g + iv_g) \quad \text{at} \quad s = 0,
\] (2.11)
\[
\Psi \to 0 \quad \text{for} \quad s \to \infty.
\] (2.12)
One can easily verify that the function \(s \mapsto \alpha(s)\) captures the monotonicity properties of the function \(z \mapsto K(z)\). As showed in [7], in the Northern Hemisphere, for any positive continuous function \(\alpha : [0, \infty) \to (0, \infty)\) such that
\[
\int_0^\infty s|\alpha(s) - k^*f| \, ds < \infty,
\] (2.13)
there is a unique solution to the boundary-value problem (2.7)–(2.11)–(2.12), obtained iteratively; the only difference for the Southern Hemisphere is that therein the Coriolis parameter \(f = 2\Omega \sin \theta < 0\) because \(\theta \in [-\frac{\pi}{2}, 0)\), and instead of \(f\) we should write \(|f|\) in the corresponding condition (2.13).
With the existence of solutions guaranteed under the mild (and physically realistic) condition (2.13), the issue that we address in the next section is that of providing a method that yields explicit solutions to the second-order linear differential equation (2.7) with boundary conditions (2.11)–(2.12).

3. Main Result

It is convenient to perform a scaling of the Sturm–Liouville problem (2.7)–(2.11)–(2.12), to reduce the number of parameters. Setting
\[
\Phi(s) = -\frac{\Psi(s)}{u_g + iv_g}, \quad s > 0, \quad (3.1)
\]
we transform (2.7)–(2.11)–(2.12) into the equivalent Sturm–Liouville problem
\[
\Phi''(s) = i\alpha(s)\Psi(s), \quad s > 0, \quad (3.2)
\]
\[
\Phi = 1 \quad \text{at} \quad s = 0, \quad (3.3)
\]
\[
\Phi \to 0 \quad \text{for} \quad s \to \infty. \quad (3.4)
\]

Let us now prove the following result.

**Theorem 3.1.** The solution $\Phi$ of the Sturm–Liouville problem (3.2)–(3.3)–(3.4) can be expressed in the form
\[
\Phi(s) = e^{\int_0^s h(\tau) d\tau}, \quad s \geq 0, \quad (3.5)
\]
where $h(s)$ is a solution of the Riccati equation
\[
h'(s) + h^2(s) = i\alpha(s), \quad s > 0, \quad (3.6)
\]
with
\[
\lim_{s \to \infty} h(s) = -(1 + i)\sqrt{\frac{k^*f}{2}}. \quad (3.7)
\]

**Proof.** Let us first show that $\Phi(s) > 0$ for all $s \geq 0$. If this were not so, since $\Phi(0) = 1$, by continuity there would exist $s_0 = \inf\{s > 0 : \Phi(s) = 0\} > 0$ with $\Phi(s_0) = 0$. But then, multiplying (3.2) by the complex conjugate $\overline{\Phi}(s)$ of $\Phi(s)$, an integration on $[s_0, \infty]$ yields the contradiction
\[
-\int_{s_0}^{\infty} |\Phi'(\tau)|^2 d\tau = i \int_{s_0}^{\infty} \alpha(\tau)|\Phi(\tau)|^2 d\tau,
\]
since the right side is purely imaginary and the left side is real. To justify the above integral relation, note that the iterative process yielding $\Psi(s) = -[u_g + iv_g] \Phi(s)$ ensures (see the discussion in [7])
\[
\begin{cases}
\Psi(s) \sim e^{-(1+i)s\sqrt{k^*f/2}} \\
\Psi'(s) \sim -(1+i)\sqrt{\frac{k^*f}{2}} e^{-(1+i)s\sqrt{k^*f/2}} \quad \text{for} \quad s \to \infty.
\end{cases}
\]
In combination with (2.13), the above asymptotic behaviour validates the integral relation. As a byproduct, we see that $\lim_{s \to \infty} \Phi(s) = 0$ with
\[
\lim_{s \to \infty} \frac{\Phi'(s)}{\Phi(s)} = -(1 + i)\sqrt{\frac{k^*f}{2}}. \quad (3.8)
\]

The above considerations prove that $\Phi(s) > 0$ for all $s \geq 0$. This permits us to introduce the function
\[
h(s) = \frac{\Phi'(s)}{\Phi(s)}, \quad s \geq 0.
\]
Using (3.2), it is easy to check that $h$ solves (3.6). Taking now (3.3) into account, an integration of the relation displayed above leads us to the formula (3.5). Finally, the asymptotic behaviour (3.7) is simply another way to write (3.8).
4. Example

While a general solution of the Riccati equation (3.6) is not available explicitly, there are various types of cases in which the solutions are available in closed form. This fact can be used to construct explicit solutions to the atmospheric flow boundary-value problem (3.2)–(3.3)–(3.4). We now illustrate the procedure by means of an example for which we present the full details. But let us first present some general observations. Note that (2.13) does not accommodate polynomial expressions in $s$ for the function $\alpha(s)$, so that to the Airy and Hermite transcendent functions (corresponding to polynomials of degree 1 and 2, respectively, in the Riccati equation (3.6)) are not relevant. However, a general property of (3.6) is useful, namely the fact that one available particular solution allows to construct its general solution. Indeed, if $h_1$ is the available solution, rewriting (3.6) on an interval where $h_1 \neq 0$ as

$$\frac{h'}{h^2} = -1 + i \frac{\alpha}{h},$$

the change of variables $y = 1/h$ leads us to the equivalent problem

$$y' + i\alpha y - 1 = 0.$$

Since $y_1 = 1/h_1$ is a solution of the above first-order non-homogeneous linear ordinary differential equation, we see that $Y = y - y_1$ solves

$$Y' + i\alpha Y = 0,$$

so that

$$Y(s) = Y_0 e^{-i \int_0^s \alpha(\tau) d\tau}, \quad s \geq 0,$$

for some initial data $Y_0 \in \mathbb{C}$. Consequently $y = Y + y_1$, and thus

$$h(s) = \frac{h_1(s)}{1 + h_1(s)Y(s)} = \frac{h_1(s)}{1 + h_1(s)Y_0 e^{-i \int_0^s \alpha(\tau) d\tau}}.$$

Let us now discuss a detailed class of examples. We claim that if $\beta : [0, \infty) \to \mathbb{R}$ is a twice-continuously differentiable function that approaches a constant at infinity and satisfies

$$\beta'(s) + \beta^2(s) \geq 0, \quad s \geq 0,$$

(e.g. $\beta(s) = d \tanh(\lambda s)$ with $d \geq \lambda > 0$ is of this type), then

$$h(s) = \beta(s) + i\sqrt{\beta'(s) + \beta^2(s)}, \quad s \geq 0,$$

solves (3.6) for

$$\alpha(s) = \frac{\beta''(s) + 2\beta(s)\beta'(s)}{2\sqrt{\beta'(s) + \beta^2(s)}} + 2\beta(s)\sqrt{\beta'(s) + \beta^2(s)}, \quad s \geq 0.$$

While this claim can be verified directly, an alternative approach is to note that if $h = \beta + i\eta$ is a solution of (3.6), with $\beta$ and $\eta$ real-valued functions, then $\alpha = \eta' + 2\beta\eta$ (being a real-valued function) and $\beta' + \beta^2 - \eta^2 = 0$. The latter equation determines uniquely the real-valued function $\eta$, and leads us to the above formulas.

For more detailed information on explicit solution of the Riccati equations we refer to [22].

Acknowledgements. The author is thankful to the reviewers for their notes and comments that helped to improve the paper.

Compliance with ethical standards
Conflicts of interest The authors declare they have no conflict of interest.
Open Access. This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

References

[1] Boyd, J.P.: Dynamics of the Equatorial Ocean. Springer, New York (2018)
[2] Bressan, A., Constantin, A.: The deflection angle of surface ocean currents from the wind direction. J. Geophys. Res. Oceans 124, 7412–7420 (2019)
[3] Constantin, A.: The dynamics of waves interacting with the Equatorial Undercurrent. Geophys. Astrophys. Fluid Dyn. 109, 311–358 (2015)
[4] Constantin, A.: Frictional effects in wind-driven ocean currents. Geophys. Astrophys. Fluid Dyn. (2019). https://doi.org/10.1080/03091929.2020.1748614
[5] Constantin, A., Ivanov, R.I.: Equatorial wave-current interactions. Commun. Math. Phys. 370, 1–48 (2019)
[6] Constantin, A., Johnson, R.S.: Steady large-scale ocean flows in spherical coordinates. Oceanography 31, 42–50 (2018)
[7] Constantin, A., Johnson, R.S.: Atmospheric Ekman flows with variable eddy viscosity. Bound.-Layer Meteorol. 170, 395–414 (2019)
[8] Constantin, A., Johnson, R.S.: Large-scale oceanic currents as shallow-water asymptotic solutions of the Navier-Stokes equation in rotating spherical coordinates. Deep Sea Res. Part II 160, 32–40 (2019)
[9] Constantin, A, Johnson, R.S.: Ekman-type solutions for shallow-water flows on a rotating sphere: a new perspective on a classical problem. Phys. Fluids 31 (2019), Art. No. 021401
[10] Cushman-Roisin, B., Beckers, J.-M.: Introduction to Geophysical Fluid Dynamics. Academic Press, New York (2011)
[11] Dijkstra, H.A.: Dynamical oceanography. Springer, Berlin (2008)
[12] Gill, A.E.: Atmosphere-ocean dynamics: an introductory text. Academic Press, New York (1982)
[13] Giometto, M.G., Grandi, R., Fang, J., Monkewitz, P.A., Parlange, M.B.: Katabatic flow: a closed-form solution with spatially-varying eddy diffusivities. Bound.-Layer Meteorol. 162, 307–317 (2005)
[14] Grisogono, B.: A generalized Ekman layer profile with gradually varying eddy diffusivities. Quart. J. Roy. Meteorol. Soc. 121, 445–453 (1995)
[15] Henry, D., Martin, C.I.: Azimuthal equatorial flows with variable density in spherical coordinates. Arch. Ration. Mech. Anal. 233, 497–512 (2019)
[16] Holton, J.R.: An introduction to dynamic meteorology. Academic Press, New York (2004)
[17] Majda, A.: Introduction to PDEs and waves for the atmosphere and ocean. Courant Lecture Notes in Mathematics, 9. Amer. Math. Soc. Providence, RI (2003)
[18] Marlatt, S., Waggy, S., Biringen, S.: Direct numerical simulation of the turbulent Ekman layer: evaluation of closure models. J. Atmos. Sci. 69, 1106–1117 (2012)
[19] Marshall, J., Plumb, R.A.: Atmosphere, ocean and climate dynamics: an introductory text. Academic Press, New York (2016)
[20] Marynets, K.: The modeling of the Equatorial Undercurrent using the Navier-Stokes equations in rotating spherical coordinates. Appl. Anal. (2019). https://doi.org/10.1080/00036811.2019.1673375
[21] Miles, J.: Analytical solutions for the Ekman layer. Bound.-Layer Meteorol. 67, 1–10 (1994)
[22] Polyanin, A.D., Zaitsev, V.F.: Handbook of nonlinear partial differential equations. CRC Press, Boca Raton, FL (2012)
[23] Vallis, G.K.: Atmosphere and ocean fluid dynamics. Cambridge University Press, Cambridge (2017)
[24] Viúdez, A., Dritschel, D.G.: Vertical velocity in mesoscale geophysical flows. J. Fluid Mech. 483, 199–223 (2003)

Kateryna Marynets
Delft Institute of Applied Mathematics, Faculty of Electrical Engineering, Mathematics and Computer Science Delft University of Technology Van Mourik Broekmanweg 6 2628 XE Delft The Netherlands e-mail: K.Marynets@tudelft.nl

(accepted: May 23, 2020)