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Abstract. Let $(F_t)$ be a smooth flow on a smooth manifold $M$ and $h : M \to M$ be a smooth orbit preserving map. The following problem is studied: suppose that for every $z \in M$ there exists a germ $\alpha_z$ of a smooth function at $z$ such that $h(x) = F_{\alpha_z}(x)$ near $z$; can the germs $\{\alpha_z\}_{z \in M}$ be glued together to give a smooth function on all of $M$? This question is closely related to reparametrizations of flows. We describe a large class of flows $(F_t)$ for which the above problem can be resolved, and show that they have the following property: any smooth flow $(G_t)$ whose orbits coincides with the ones of $(F_t)$ is obtained from $(F_t)$ by smooth reparametrization of time.

1. Introduction

Let $M$ be a smooth ($C^\infty$), connected, $m$-dimensional manifold possibly non-compact and with or without boundary, $F$ be a smooth vector field on $M$ tangent to $\partial M$ and generating a flow $F : M \times \mathbb{R} \to M$, and $\Sigma$ be the set of singular points of $F$. For $x \in F$ we will denote by $o_x$ the orbit of $x$ and if $x$ is periodic, then $\text{Per}(x)$ is the period of $x$.

Let $D(M)$ be the group of all $C^\infty$ diffeomorphisms of $M$ and $D(F)$ be the subgroup of $D(M)$ consisting of all diffeomorphisms $h : M \to M$ such that $h(o) = o$ for every orbit of $F$. A natural problem, which usually appears in studying functional spaces, is to find general formulas for elements of $D(F)$, or parametrize $D(F)$ with elements of a certain space which seems to be simpler, e.g. with functions. In general this question is very difficult. However, if we confine ourselves with the path component of $D(F)$ with respect to some natural topology, then in many cases the mentioned problem can be satisfactory resolved in terms of the flow of $F$.

The aim of the present paper is to give sufficient conditions when the “local parametrizations of elements of $D(F)$ via functions can be glued to a global one”, (Theorem 5.25). We also present a class of vector fields satisfying those conditions (Theorem 8.41).
We will now explain the meaning of the previous paragraph. First of all it is more convenient to extend $\mathcal{D}(F)$ and work with the sub-
semigroup $\mathcal{E}(F)$ of $\mathcal{C}^\infty(M, M)$ consisting of maps $h : M \to M$ such that

1. $h(o) \subset o$ for every orbit $o$ of $F$;
2. $h$ is a local diffeomorphism at every singular point $z \in \Sigma$.

We will call $\mathcal{E}(F)$ the semigroup of endomorphisms of $F$. Evidently, $\mathcal{D}(F) = \mathcal{E}(F) \cap \mathcal{D}(M)$.

For $0 \leq k \leq \infty$ denote by $\mathcal{E}_{id}(F)^k$ (resp. $\mathcal{D}_{id}(F)^k$) the path component of the identity map $id_M$ in $\mathcal{E}(F)$ (resp. $\mathcal{D}(F)$) in the weak topology $\mathcal{W}^k$, see §2.2. It follows that $\mathcal{E}_{id}(F)^k$ consists of all maps $h \in \mathcal{E}(F)$ which are homotopic to $id_M$ in $\mathcal{E}(F)$ via a homotopy which induces a homotopy on the level of $k$-jets. In particular, $\mathcal{E}_{id}(F)^0$ consists of all $h \in \mathcal{E}(F)$ homotopic to $id_M$ in $\mathcal{E}(F)$. Moreover, $\mathcal{E}_{id}(F)^k$ for $k \geq 1$ contains (but does not coincide with) the space of all $h \in \mathcal{E}(F)$ homotopic to $id_M$ in $\mathcal{E}(F)$ via some $\mathcal{C}^k$ homotopy. Similar descriptions hold for $\mathcal{D}_{id}(F)^k$.

Define also the following map $\varphi : \mathcal{C}^\infty(M, \mathbb{R}) \to \mathcal{C}^\infty(M, M)$ by

$$\varphi(\alpha)(x) = F(x, \alpha(x)), \quad \alpha \in \mathcal{C}^\infty(M, \mathbb{R}),$$

which will be called $\varphi$ the shift map along the orbits of $F$, see [22].

The map $h = \varphi(\alpha) : M \to M$ will be called the shift via $\alpha$, which in turn will be a shift function for $h$. Denote the image of $\varphi$ in $\mathcal{C}^\infty(M, M)$ by $Sh(F)$.

Lemma 1.1. [22] Lm. 20 & Cor. 21 Let $\alpha \in \mathcal{C}^\infty(M, \mathbb{R})$ and $z \in M$. Then $\varphi(\alpha)$ is a local diffeomorphism at $z$ if and only if $F(\alpha)(z) \neq -1$, where $F(\alpha)$ is the Lie derivative of $\alpha$ along $F$. In particular, this holds for each $z \in \Sigma$, as $F(\alpha)(z) = 0 \neq -1$.

Finally, consider the following subset of $\mathcal{C}^\infty(M, \mathbb{R})$:

$$\Gamma^+ := \{ \alpha \in \mathcal{C}^\infty(M, \mathbb{R}) : F(\alpha) > -1 \}.$$

Lemma 1.2. [26] Lm. 3.6] The following inclusions hold true

$$Sh(F) \subset \mathcal{E}_{id}(F) \subset \cdots \subset \mathcal{E}_{id}(F)^1 \subset \mathcal{E}_{id}(F)^0,$$

$$\varphi(\Gamma^+) \subset \mathcal{D}_{id}(F) \subset \cdots \subset \mathcal{D}_{id}(F)^1 \subset \mathcal{D}_{id}(F)^0.$$  

If $\mathcal{D}_{id}(F)^k \subset Sh(F)$ for some $k = 0, \ldots, \infty$, e.g. if $Sh(F) = \mathcal{E}_{id}(F)^k$, then $\varphi(\Gamma^+) = \mathcal{D}_{id}(F)^k$.

The identity $Sh(F) = \mathcal{E}_{id}(F)^k$ means that for each $h \in \mathcal{E}(F)$ being homotopic to $id_M$ via a homotopy in $\mathcal{E}(F)$ inducing a homotopy of $k$-jets there exists a smooth function $\alpha_h : M \to \mathbb{R}$ such that

$$h(x) = F(x, \alpha_h(x)),$$

1\footnote{I must warn the reader that my paper [22] contains some misprints and gaps. However, they are not “dangerous” for the present paper, see Remark 1.3 below.}
for all \( x \in M \). Then the representation (1.2) can be regarded as general formulas for elements of \( \mathcal{E}_{\text{id}}(F)^r \) mentioned above.

In general, every \( h \in \mathcal{E}_{\text{id}}(F)^0 \) has a \( C^\infty \) shift function \( \lambda \) defined at least on \( M \setminus \Sigma \). This \( \lambda \) can be uniquely reconstructed from a particular homotopy between \( h \) and \( \text{id}_M \) in \( \mathcal{E}(F) \), but it may depend on such a homotopy and does not always extend to a smooth function on all of \( M \), see [22, Th. 25] and Theorem 4.16. In fact the following statement holds true: if \( \Sigma = \emptyset \), then \( \text{Sh}(F) = \mathcal{E}_{\text{id}}(F)^0 \) and the map

\[
\varphi : C^\infty(M, \mathbb{R}) \rightarrow \text{Sh}(F) = \mathcal{E}_{\text{id}}(F)^0
\]

satisfies a covering path axiom.

Suppose \( \Sigma \neq \emptyset \). It is shown in [22] (see Corollary 8.38) that if \( F \) is linearizable (or more generally a “regular extension” of a linear vector field) at each of its singular points, then \( \text{Sh}(F) = \mathcal{E}_{\text{id}}(F)^0 \). Moreover, in [23, 27] there were given examples of vector fields \( F \) on \( \mathbb{R}^2 \) for which \( \text{Sh}(F) = \mathcal{E}_{\text{id}}(F)^1 \) and that for some of them \( \mathcal{E}_{\text{id}}(F)^1 \neq \mathcal{E}_{\text{id}}(F)^0 \), see Lemma 9.48. The results of the present paper arise from analysis of those examples.

In this paper we consider the problem of gluing local shift functions to a global one. More precisely, let \( h \in \mathcal{E}(F) \) and suppose that for each \( y \in \Sigma \) there exists a neighbourhood \( V_y \) and a \( C^\infty \) function \( \alpha_y : V_y \rightarrow \mathbb{R} \) such that (1.2) holds for all \( x \in V_y \). Does there exist \( \alpha \in C^\infty(M, \mathbb{R}) \) such that (1.2) holds on all of \( M \), that is whether \( h \in \text{Sh}(F) \)?

Due to Lemma 1.2 it is necessary that \( h \in \mathcal{E}_{\text{id}}(F)^k \) for some \( k \geq 0 \). Our main results (Theorems 5.24 and 5.25) claim that if \( k \geq 1 \) and some rather general assumptions on singular points of \( F \) hold true, then \( h \in \text{Sh}(F) \). Theorems 5.24 is based on results of M. Newman, A. Dress, D. Hoffman, and L. N. Mann [6] about lower bounds of diameters of \( \mathbb{Z}_p \)-actions on topological manifolds.

In §§ we present examples of vector fields satisfying assumptions of Theorems 5.24. We also prove that such vector field are in some sense “maximal with respect to reparametrizations”, see Theorem 8.41.

**Remark 1.3.** The idea of substituting a function into a flow-map instead of time is not new, see e.g. [16, 3, 45, 20, 39, 18, 19], where reparametrizations of measure preserving flows and mixing properties of such flows are studied. In particular, in those papers the values of such functions and orbit preserving maps on sets of measure zero were ignored, so they allowed to be even discontinuous.

There are also analogues of this approach for discrete dynamical systems on Cantor set, e.g. [10, 11, 11].

In the present paper we consider smooth orbit preserving maps and require smoothness of their shift functions. This turned out to be useful for the study of homotopical properties of groups of orbit preserving diffeomorphisms for vector fields, and stabilizers and orbits of certain classes of smooth functions with respect to actions of diffeomorphism
groups, see [22, 24, 25, 28]. The results of this paper will be used to extend [24].

Remark 1.4. As noted in the introduction, the paper [22] contains some misprints and gaps. However they do not impact on the results of the present paper.

1) The proof of [22, Pr. 10], used for [22, Th. 12] (see Theorem 3.8), is incorrect: it was wrongly claimed that the map 
\[ \Psi(x, \ast) : I \rightarrow GL_n(\mathbb{R}) \]
associating to each \(t\) the Jacobi matrix of the flow map \(\Phi_t\) at \(x\), is a homomorphism. Nevertheless the statement of [22, Pr. 10] is true, and reparations and extensions of that proposition are given in [29]. In particular, Theorem 3.8 is valid.

2) [22, Defn. 24] should contain an assumption that \(f_t\) is a local diffeomorphism at every \(z \in \Sigma \cap V\) (i.e. belongs to \(E(F, V)\)). This assumption was explicitly used in [22, Th. 27 & Lm. 31] but it was not verified in [22, Lm. 29] so the proof of that lemma requires simple additional arguments. We provide them in 1) of Lemma 7.31.

3) [22, Eq. (10)] is misprinted and must be read as follows:
\[ \alpha(x) = p_1 \circ f(x) - p_1 \circ \Phi(x, a) + a. \]
See Eq. (4.9) for another variant of this formula.

4) Assumptions of [22, Defn. 15] are not enough for the proof of [22, Th. 17]. In fact in [22, Defn. 15] it should be additionally required (in the notations of that definition) that \(\varphi_V(M)\) is open in \(\varphi_V(C^\infty(V, \mathbb{R}))\) with respect to some topology \(W_r\). Such an assumption was explicitly used in [22, Th. 17]. This implies useless of [22, Lm. 28] being the part (B) of [22, Th. 27] concerning (S)-points and verifying [22, Defn. 15] for linear vector fields, and also incorrectness of the part of [22, Th. 1] claiming that the shift map \(\varphi\) is either a homeomorphism or a covering map.

5) The “division” lemma [22, Lm. 32] also is not true. Let \(F\) be either the field \(\mathbb{R}\) or \(\mathbb{C}\), \(V\) be an open neighbourhood of the origin in \(F\), and \(Z : C^\infty(V, F) \rightarrow C^\infty(V, F)\) be the multiplication by \(z\) map, that is \(Z(\alpha)(z) = za(z)\) for \(a \in C^\infty(V, F)\). Evidently, \(Z\) is an injective map. It was wrongly claimed in [22, Lm. 32] that the inverse of \(Z\) is continuous between topologies \(W_r\) for all \(r\). In fact, it follows from the Hadamard lemma, that in the case \(F = \mathbb{R}\) the map \(Z^{-1}\) is continuous from \(W^{r+1}\) topology to \(W^r\) for all \(r \geq 0\), while in the case \(F = \mathbb{C}\) I can only prove that \(Z^{-1}\) is continuous only between \(W^\infty\) topologies. This implies that the estimations of the continuity of the local inverses of shift maps are incorrect, see paragraph after [22, Eq. (26)].

Incorrect statements mentioned in 4) and 5) are not used in the present paper. Their reparation is given in [28].

All other results in [22] are correct. In particular, besides Theorem 12 and Eq. (10) we will use only the following “safe” statements from [22]: [22, Lm. 5 & 7] (see Lemma 3.7), [22, Lm. 20 & Cor. 21]
(see Lemma 1.1), [22, Th. 25] (it will be extended in Theorem 4.16), [22, Lm. 29] (it will also be extended in Theorem 9.47 of the present paper), and [22, Eqs. (23)-(26)], see §§ 8.2-8.4.

1.1. Structure of the paper. In next section we recall the definition of Whitney topologies and introduce certain types of deformations. Then in §3 we define shift maps of a vector field for open subsets $V \subset M$ and recall their properties established in [22, 29]. In §4 we prove Theorem 4.16 about existence of shift functions on the set of regular points of a vector field.

Further in §5 we prove Theorem 5.24 being the main result of the present paper and deduce from it certain sufficient conditions when $\varphi = E_{id}(F)^k$ for some $k \geq 0$ (Theorem 5.25).

In §6 we show that “the identity $Sh(F) = E_{id}(F)^k$ is preserved if we properly decrease our manifold”, see Lemma 6.29. This statement will not be used but it illustrates local nature of assumptions of Theorem 5.25.

Further in §7 we consider regular extensions of vector fields and prove a lemma which, in particular, accomplish some missed arguments of [22, Lm. 29], see 2) of Remark 1.4.

§8 describes examples of vector fields such that $Sh(F) = E_{id}(F)^k$ for some $k \geq 0$. In particular, we recall certain “extension” properties $(E)^d$, $(d \geq 0)$, for singular points of $F$ introduced in [22]. Property $(E)^0$ guarantees $Sh(F) = E_{id}(F)^0$. On the other hand we also give examples of vector fields for which $Sh(F) = E_{id}(F)^1 \neq E_{id}(F)^0$. At the end of §8 we formulate Theorem 8.41 which describes a class of flows satisfying $Sh(F) = E_{id}(F)^1$.

Further in §9 we introduce another properties $ESD(l; d, k)$ which guarantee $Sh(F) = E_{id}(F)^k$ and prove Theorem 8.41.

2. Preliminaries

2.1. Real Jordan normal form of a matrix. For $k \in \mathbb{N}$ let $E_k$ be the unit $(k \times k)$-matrix, $A$ be a square $(k \times k)$-matrix, and $a, b \in \mathbb{R}$. Define the following matrices:

$$J_p(A) = \left( \begin{array}{ccccc} A & 0 & \cdots & 0 \\ E_k & A & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & \cdots & A \end{array} \right), \quad R(a, b) = \left( \begin{array}{cc} a & b \\ -b & a \end{array} \right), \quad J_p(a \pm ib) = J_p(R(a, b)).$$

For square matrices $A, B$ it is also convenient to put $A \oplus B = \left( \begin{array}{cc} A & 0 \\ 0 & B \end{array} \right)$.

Now let $C$ be an $(n \times n)$ matrix over $\mathbb{R}$. Then by the real variant of Jordan’s normal form theorem, e.g. [38], $C$ is similar to a matrix of the following form:

$$\bigoplus_{\sigma=1}^s J_{q_\sigma}(a_\sigma \pm ib_\sigma) \oplus \bigoplus_{\tau=1}^r J_{p_\tau}(\lambda_\tau),$$

where $a_\sigma \pm ib_\sigma \in \mathbb{C}$ and $\lambda_\tau \in \mathbb{R}$ are all the eigen values of $C$. 

2.2. Deformations. Let $T$ be a topological space and $V, S, U$ be smooth manifolds. We introduce here special types of deformations which will be used throughout the paper.

Recall that for every $k = 0, \ldots, \infty$ the space $C^k(V, U)$ can be endowed with the so-called weak topology which we will denote by $W^k$, see [14] for details. A topology $W^0$ coincides with the compact open one, [21], while topologies $W^k$, $(k \geq 1)$, can be defined as follows.

Let $J^k(V, U)$ be the manifold of $k$-jets of $C^k$ maps $h : V \to U$. Associating to every such $h$ its $k$-jet prolongation $j^k h : V \to J^k(V, U)$, we obtain a canonical embedding $C^k(V, U) \subset C^k(V, J^r(V, U))$. Endow $C^k(V, J^k(V, U))$ with the topology $W^0$. Then the induced topology on $C^k(V, U)$ is called $W^k$. Finally, the topology $W^\infty$ is generated by all $W^k$ for $k < \infty$.

For a subset $H \subset C^\infty(V, U)$ denote by $C^k(S, H)$ the space of all $C^k$ maps $\Omega : V \times S \to U$ such that $\Omega_{\sigma} = \Omega(\cdot, \sigma) : V \to U$ belongs to $H$ for each $\sigma \in S$. Thus $C^k(S, H) \subset C^k(V \times S, U)$.

Definition 2.5. Let $H \subset C^\infty(V, U)$ be a subset. A continuous map

\[ \Omega : V \times S \times T \to U \]

will be called an $(S; T, k)$-deformation in $H$ if

1. for every $(\sigma, \tau) \in S \times T$ the map $\Omega_{(\sigma, \tau)} = \Omega(\cdot, \sigma, \tau) : V \to U$ belongs to $H$;
2. for every $\tau \in T$ the map $\Omega_{\tau} = \Omega(\cdot, \cdot, \tau) : V \times S \to U$ is $C^\infty$ and the induced mapping

\[ (V \times S) \times T \to J^k(V \times S, U), \quad (x, \sigma, \tau) \mapsto j^k \Omega_{\tau}(x, \sigma) \]

is continuous.

Roughly speaking $S$ is the space of $C^\infty$-parameters and $T$ is the space of “almost” $C^k$-parameters of the deformation $\Omega$. We will usually denote the “space of parameters” $S \times T$ by $P$.

Evidently, $\Omega$ can be regarded as the following map

\[ \omega : T \to C^\infty(S, H) \subset C^\infty(V \times S, U), \quad \omega(\tau)(\sigma)(x) = \Omega(x, \sigma, \tau). \]

Let $S = \ast$ be a point, so $\Omega : V \times T \to U$ and $\omega : T \to H$. Suppose also that $T$ is locally compact. Then it is well known, e.g. [21], that continuity of $\Omega$ is equivalent to continuity of $\omega$ into the topology $W^0$ of $H$. Therefore it follows from the above description of $W^k$ that a $(\ast; T, k)$-deformation is the same that a continuous map $T \to H$ into the topology $W^k$.

A $(\ast; T, k)$-deformation will also be called a $(T, k)$-deformation. Moreover, if $T = I$, then an $(I, k)$-deformation $\Omega : V \times I \to U$ will be called a $k$-homotopy. It can be thought as a continuous path $I \to H$ into the topology $W^k$. In particular, a $0$-homotopy is a usual homotopy.
If $T = \ast$ is a point, then $\Omega : V \times S \to U$ is a $C^\infty$ map which, by definition, belongs to $C^\infty(S, \mathcal{H})$. In this case $k$ does not matter and we will call $\Omega$ an $(S, C^\infty)$-deformation.

The following lemma is left for the reader.

**Lemma 2.6.** Let $\Omega$ be an $(S'; T', k)$-deformation given by (2.3). Let also $S'$ and $U'$ be smooth manifolds, $T'$ be another topological space, $\mu : S' \to S$ and $u : U \to U'$ be smooth maps, and $\rho : T' \to T$ be a continuous map. Then the following map

$$\Omega : V \times S' \times T' \to U', \quad \Omega(x, \sigma, \tau) = u \circ \Omega(x, \mu(\sigma), \rho(\tau))$$

is an $(S'; T', k)$-deformation. □

3. **Shift map**

3.1. **Local flows.** Let $F$ be a vector field on $M$ tangent to $\partial M$. Then the orbit of a point $x \in M$ is a unique map $F_x : \mathbb{R} \supset (a_x, b_x) \to M$ such that $F_x(0) = x$ and $\frac{d}{dt} F_x = F(F_x)$, where $(a_x, b_x) \subset \mathbb{R}$ is the maximal interval on which a map with the previous two properties can be defined. If $x$ is either zero or periodic point for $F$, then $(a_x, b_x) = \mathbb{R}$.

By standard theorems in ODE the following subset of $M \times \mathbb{R}$

$$\text{dom}(F) = \bigcup_{x \in M} x \times (a_x, b_x),$$

is an open, connected neighbourhood of $M \times 0$ in $M \times \mathbb{R}$.

Then the local flow of $F$ is the following map, being in fact $C^\infty$,

$$F : M \times \mathbb{R} \supset \text{dom}(F) \to M, \quad F(x, t) = F_x(t).$$

If $F$ has compact support, then $\text{dom}(F) = M \times \mathbb{R}$, so $F$ is a global flow, e.g. [38].

It is well-known that if $F$ is not global, then we can find a smooth strictly positive function $\mu : M \to (0, +\infty)$ such that the flow $G$ of $G = \mu F$ is global, e.g. [12, Cor. 2].

3.2. **Shift map.** For open $V \subset M$ let $\text{func}(F, V)$ be the subset of $C^\infty(V, \mathbb{R})$ consisting of functions $\alpha$ whose graph $\{(x, \alpha(x)) \mid x \in V\}$ is contained in $\text{dom}(F)$. It $F$ either has no non-periodic orbits, or generates a global flow, then $\text{func}(F, V) = C^\infty(V, \mathbb{R})$.

Then we can define the following map

$$\varphi_V : C^\infty(V, \mathbb{R}) \supset \text{func}(F, V) \to C^\infty(V, M)$$

by $\varphi_V(\alpha)(x) = F(x, \alpha(x))$. We will call $\varphi_V$ the shift map along the orbits of $F$ and denote its image in $C^\infty(M, M)$ by $\text{Sh}(F, V)$.

Denote by $\mathcal{E}(F, V)$ the subset of $C^\infty(V, M)$ consisting of all mappings $h : V \to M$ such that

1. $h(o \cap V) \subset o$ for every orbit $o$ of $F$, and
2. $h$ is a local diffeomorphism at every singular point $z \in \Sigma \cap V$. 

Let also $E_{id}(F, V)^k$, $(0 \leq k \leq \infty)$, be the path-component of the identity inclusion $i_V : V \subset M$ in $E(F, V)$ with respect to the topology $\mathcal{W}^k$. It consists of all $h \in E(F, V)$ which are $k$-homotopic to $i_V$ in $E(F, V)$. If $V = M$, then we will omit $V$ and simply write $E(F) := E(F, M)$, $\text{func}(F, M) := \text{func}(F)$, $Sh(F) := Sh(F, M)$, and so on.

It can be shown similarly to Lemma[22, Lm. 5 & 7] that

$$Sh(F, V) \subset E_{id}(F, V)^\infty \subset \cdots \subset E_{id}(F, V)^1 \subset E_{id}(F, V)^0.$$  

We study the problem whether $Sh(F, V) = E_{id}(F, V)^k$ for some $k$.

Lemma[3.9] below implies that $E(F, V)$ and $Sh(F, V)$ do not change under reparametrizations, that is when we replace $F$ with $\mu F$ for some strictly positive, $C^\infty$ function $\mu : M \to (0, +\infty)$. Therefore we can always assume that $F$ generates a global flow. This simplifies many arguments.

3.3. The kernel of shift map. The following subset

$$\ker(\varphi_V) := \varphi_V^{-1}(i_V)$$

of $C^\infty(V, \mathbb{R})$ will be called the kernel of $\varphi_V$. Thus $\ker(\varphi_V)$ consists of all $\mu \in C^\infty(V, \mathbb{R})$ such that $F(x, \mu(x)) \equiv x$ for every $x \in V$.

**Lemma 3.7.**[22, Lm. 5 & 7] Let $\alpha, \beta \in \text{func}(F, V)$. Then $\varphi_V(\alpha) = \varphi_V(\beta)$ iff $\alpha - \beta \in \ker(\varphi_V)$. Hence if $\text{func}(F) = C^\infty(V, \mathbb{R})$, then $\ker(\varphi_V)$ is a group with respect to the point-wise addition and $\varphi_V$ yields a bijection between the factor group $C^\infty(V, \mathbb{R})/\ker(\varphi_V)$ and the image $Sh(F, V)$.

Every $\theta \in \ker(\varphi_V)$ is locally constant on orbits of $F$. If $x \in V$ is non-periodic, then $\theta(x) = 0$. If $x$ is periodic, then $\theta(x) = n\text{Per}(x)$ for some $n \in \mathbb{Z}$.

**Theorem 3.8** (Description of $\ker(\varphi_V)$).[22, Th. 12], [29] Let $V \subset M$ be a connected, open subset. If $\text{Int} \Sigma \cap V \neq \emptyset$, then

$$\ker(\varphi_V) = \{\mu \in \text{func}(F, V) : \mu|_{V\setminus\text{Int} \Sigma} = 0\}.$$  

Suppose $\Sigma \cap V$ is nowhere dense in $V$. Then one of the following possibilities for $\ker(\varphi_V)$ is realized:

**Non-periodic case:** $\ker(\varphi_V) = \{0\}$, so $\varphi_V$ is injective.

**Periodic case:** $\ker(\varphi_V) = \{n\theta\}_{n \in \mathbb{Z}}$ for some $\theta \in C^\infty(V, \mathbb{R})$ called the positive generator of $\ker(\varphi_V)$ and having the following properties:

1. $\theta > 0$ on all of $V$, so $V \setminus \Sigma$ consists of periodic points only, and therefore $\text{func}(F, V) = C^\infty(V, \mathbb{R})$;
2. there exists an open and everywhere dense subset $Q \subset V$ such that $\theta(x) = \text{Per}(x)$ for all $x \in Q$;
3. for every orbit $o$ of $F$ the restriction $\theta|_{o\cap V}$ is constant;

2In[22] $\ker(\varphi_V)$ was denoted by $Z_{id}$. 
(4) \( \theta \) extends to a \( C^\infty \) function on the \( F \)-invariant set \( U = F(V \times \mathbb{R}) \) and the vector field \( G = \theta F \) generates a circle action on \( U \):

\[
G : U \times S^1 \rightarrow U, \quad G(x, t) = F(x, \theta(x) \cdot t),
\]

where \( x \in U, \ t \in S^1 = \mathbb{R}/\mathbb{Z} \).

3.4. **Reparametrization of time.** The following lemma describes the behavior of \( Sh(F) \) and \( E(F) \) under reparametrizations of time.

**Lemma 3.9.** c.f. [30] Let \( \mu : M \rightarrow \mathbb{R} \) be a \( C^\infty \) function. Consider the vector field \( G = \mu F \). Denote by \( \Sigma_F \) and \( \Sigma_G \) the sets of singular points of \( F \) and \( G \) respectively. Then the following statements hold true.

1) \( E(G) \subset E(F) \), and \( E(G) = E(F) \) iff \( \mu \neq 0 \) on \( M \setminus \Sigma_F \).

2) \( Sh(G) \subset Sh(F) \), and \( Sh(G) = Sh(F) \) iff \( \mu \neq 0 \) on \( M \setminus \text{Int}\Sigma_F \).

**Proof.** 1) Evidently, every orbit of \( G \) is contained in some orbit of \( F \), whence \( E(G) \subset E(F) \). Suppose \( \mu \neq 0 \) on \( M \setminus \Sigma_F \). Then the foliations by orbits of \( F \) and \( G \) coincide, whence \( E(G) = E(F) \). Conversely, if \( \mu(x) = 0 \) for some \( x \in M \setminus \Sigma_F \), then \( x \) is a fixed point for \( G \), so \( h(x) = x \) for every \( h \in E(G) \), while \( E(F) \) contains maps \( g \) such that \( g(x) \neq x \). Hence \( E(G) \subset E(F) \).

2) Define the following function \( \alpha : \text{dom}(G) \rightarrow \mathbb{R} \) by

\[
(3.4) \quad \gamma(x, s) = \int_0^s \mu(G(x, t))dt.
\]

Then it is well known that \( G(x, t) = F(x, \gamma(x, t)) \), e.g. [3] Prop. 1.28. It follows that

\[
(3.5) \quad G(x, \alpha(x)) = F(x, \gamma(x, \alpha(x))), \quad \alpha \in \text{func}(G).
\]

Hence \( Sh(\mu F) \subset Sh(F) \).

Suppose \( \mu \neq 0 \) on \( M \setminus \text{Int}\Sigma_F \). Then \( \mu \neq 0 \) on some neighbourhood of \( M \setminus \text{Int}\Sigma_F \), so we can find another function \( \nu : M \rightarrow (0, +\infty) \) which is strictly positive and coincides with \( \mu \) on a neighbourhood of \( M \setminus \text{Int}\Sigma_F \). Hence \( G = \mu F = \nu F \) and \( F = \frac{\nu}{\mu}G \). Therefore \( Sh(F) \subset Sh(G) \), and thus \( Sh(G) = Sh(F) \).

Conversely, suppose \( \mu(x) = 0 \) for some \( x \in M \setminus \text{Int}\Sigma_F \). Let \( \beta \in \text{func}(F) \) be a function such that \( \beta(x) \neq 0 \), and \( g = \varphi(\beta) \). If \( x \) is periodic, we will assume that \( 0 < \beta(x) < \text{Per}(x) \). We claim that \( g \in Sh(F) \setminus Sh(G) \).

Suppose \( g(x) = G(x, \alpha(x)) \) for some \( \alpha \in \text{func}(G) \). Put \( \beta'(x) = \gamma(x, \alpha(x)) \). Then by \( (3.5) \) \( g(x) = F(x, \beta'(x)) \), whence \( \nu = \beta - \beta' \in \ker(\varphi) \). On the other hand by \( (3.4) \) \( \gamma(x, s) = 0 \) for all \( s \). In particular, \( \beta'(x) = 0 \). We will show that \( \beta(x) = 0 \) which contradicts to the assumption. Consider three cases.

(a) \( \text{Int}\Sigma_F \neq \emptyset \). Then by Theorem 3.8 \( \beta - \beta' \) vanishes on \( M \setminus \text{Int}\Sigma \). In particular, \( \beta(x) = 0 \).

(b) \( \text{Int}\Sigma_F = \emptyset \) and \( \ker(\varphi) = \{0\} \). Then \( \beta \equiv \beta' \).
(c) \( \text{Int} \Sigma_F = \emptyset \) and \( \ker(\varphi) = \{n\theta\}_{n \in \mathbb{Z}} \). Then \( \beta - \beta' = n\theta \) for some \( n \in \mathbb{Z} \). But by assumption \( 0 < \beta(x) < \text{Per}(x) \leq \theta(x) \) and \( \beta'(x) = 0 \), whence \( \beta(x) = 0 \) as well. \( \square \)

**Corollary 3.10.** Let \( \mu : M \to \mathbb{R} \) be a \( C^\infty \) function such that \( \mu(x) = 0 \) for some \( x \in \Sigma \setminus \text{Int} \Sigma \), and \( G = \mu F \). Then \( \text{Sh}(G) \neq \text{Id}(G)^\infty \).

**Proof.** By Lemma 3.9 \( \text{Sh}(G) \subseteq \text{Sh}(F) \subseteq \text{Id}(F)^\infty = \text{Id}(G)^\infty \). \( \square \)

### 3.5. Property GSF

In [27] shift map was used to describe a class of vector fields \( F \) having the following property which will be called in the present paper GSF:

**Definition 3.11.** (c.f. [5], [27]) Say that a \( C^\infty \) vector field \( F \) on a manifold \( M \) has property GSF if for any \( C^\infty \) vector field \( G \) on \( M \) such that every orbit of \( G \) is contained in some orbit of \( F \) there exists a \( C^\infty \) function \( \alpha \) such that \( G = \alpha F \).

Evidently, \( \alpha \) always exists on the set of non-singular points of \( F \) and the problem is to prove that it can be smoothly extended to all of \( M \). In particular, every non-singular vector field has GSF.

It follows from [27] that if \( \text{Sh}(F) = \text{Id}(F)^\infty \) and the map \( \varphi \) of \( F \) satisfies a smooth variant of covering path axiom at each \( z \in \Sigma \), then \( F \) has property GSF. As an application of Theorem 5.25 we will present a class of vector fields having property GSF, see Theorem 8.41.

To explain the notation GSF let us reformulate this definition in algebraic terms. Notice that the space \( \mathcal{V}(M) \) of \( C^\infty \) vector fields on \( M \) can be regarded as a \( C^\infty(M, \mathbb{R}) \)-module. For each \( F \in \mathcal{V}(M) \) define the principal submodule \( \langle F \rangle \) as follows:

\[ \langle F \rangle := \{ \alpha F : \alpha \in C^\infty(M, \mathbb{R}) \} \]

Thus the inclusion \( \langle G \rangle \subset \langle F \rangle \) means that \( G = \alpha F \) for some \( \alpha \in C^\infty(M, \mathbb{R}) \), so \( G \) is smoothly divided by \( F \).

On the other hand, we can introduce the following relation \( \preceq \) on \( \mathcal{V}(M) \) being reflexive and transitive. Let \( F, G \in \mathcal{V}(M) \). We say that \( G \preceq F \) if and only if each orbit of \( G \) is contained in some orbit of \( F \).

Evidently, \( \langle G \rangle \subset \langle F \rangle \) implies \( G \preceq F \).

Then \( F \) satisfies condition GSF iff \( G \preceq F \) implies \( \langle G \rangle \subset \langle F \rangle \) for any \( G \in \mathcal{V}(M) \). In other words, \( \langle F \rangle \) is the greatest principal submodule among all principal submodules \( \langle G \rangle \) whose foliation by orbits is obtained by partitioning the corresponding foliation of \( F \).

In Theorem 8.41 we present a class of vector fields satisfying GSF. This will also extend [27, Th. 11.1].

\[ ^3 \text{In [27] I used the term parameter rigidity for this property. But, as the referee of the present paper noted, usually the action of a group } \Gamma \text{ is called parameter rigid if any other } \Gamma \text{-action with the same orbits is smoothly conjugate to the original one (up to a linear reparametrization of orbits). Therefore here another term GSF is used.} \]
3.6. Comparison of shift maps for open sets.

Lemma 3.12. Let \( W \subset V \) be two open connected subsets of \( M \). If \( \varphi_V \) is periodic, then so is \( \varphi_W \). Moreover, if \( v \) and \( w \) are the corresponding positive generators of \( \ker(\varphi_V) \) and \( \ker(\varphi_W) \) respectively, then \( v|_W = w \). Hence if \( \varphi_W \) is non-periodic, then so is \( \varphi_V \).

Proof. We have that \( \text{Int} \Sigma \cap V = \emptyset \) and \( F(x, v(x)) = x \) for all \( x \in V \). In particular, \( \text{Int} \Sigma \cap W = \emptyset \) as well and \( F(x, v(x)) = x \) for all in \( W \). Hence \( v|_W \in \ker(\varphi_W) \) is a non-zero shift function for the identity inclusion \( i_W : W \subset M \), and therefore \( \varphi_W \) is also periodic.

Let \( w \) be the positive generator of \( \ker(\varphi_W) \). Then \( v|_W = nw \) for some \( n \in \mathbb{N} \). We claim that \( n = 1 \).

Indeed, by (4) of Theorem 3.8 one can assume that \( W \) and \( V \) are \( F \)-invariant. Define the following map \( h : V \to V \), by \( h(x) = F(x, v(x)/n) \).

Then it follows from (3) of Theorem 3.8 that \( h^k(x) = F(x, k v(x)/n) \) for all \( k = 1, \ldots, n \). In particular, \( h^n = \text{id}_V \) and so \( h \) yields a \( \mathbb{Z}_n \)-action on \( V \). Evidently, this action is fixed on a non-empty open set \( W \): if \( x \in W \), then

\[ F(x, v(x)/n) = F(x, w(x)) = x. \]

As \( V \) is connected, we get from the well-known theorem of M. Newman that \( h = \text{id}_V \), see e.g. [35, 6]. Thus \( \frac{1}{n} v \in \ker(\varphi_V) \). But \( v \) is the least positive function which generates \( \ker(\varphi_V) \), whence \( n = 1 \). \( \square \)

3.7. Function of periods. Suppose that all points of \( F \) are periodic. Consider the function

\[ \text{Per} : M \to (0, +\infty) \]

associating to each \( x \in M \) its period \( \text{Per}(x) \) with respect to \( F \). Then by D. B. A. Epstein [8, §5] \( \text{Per} \) is lower semicontinuous and the set \( B \) of its continuity points is open, see also D. Montgomery [32].

We call the shift map \( \varphi \) periodic if, in accordance with (2) of Theorem 3.8 \( B \) is everywhere dense in \( M \), \( \text{Per} \) is \( C^\infty \) on \( B \), and even extends to a \( C^\infty \) function on all of \( M \). Otherwise, \( \varphi_M \) is non-periodic. In the latter case the zero function \( \mu \equiv 0 \) is a unique \( C^\infty \) function on \( M \) satisfying \( F(x, \mu(x)) = x \) for every \( x \in M \). In particular, \( \text{Per} \) can not be extended to a \( C^\infty \) function on all of \( M \).

We will now discuss obstructions for continuity of \( \text{Per} \).

It is possible that \( \text{Per} \) is unbounded near some points on \( M \). The first examples of this sort seem to be constructed by G. Reeb [10]. Further examples of flows with all orbits closed and with locally unbounded period function were obtained by D. B. A. Epstein [8] (a real analytic flow on a non-compact 3-manifold), D. Sullivan [44, 43] (a \( C^\infty \) flow on a compact 5-manifold \( S^3 \times S^1 \times S^1 \)), D. B. A. Epstein and E. Vogt [9] (a flow on a compact 4-manifold defined by polynomial equations, with
the vector field defining the flow given by polynomials), E. Vogt \cite{17}, and others.

On the other hand, Per continuously extends from $B$ to all of $M$ for the case of suspension flows (D. Montgomery \cite{32}) and if $M$ is a compact orientable 3-manifold (D. B. A. Epstein \cite{8}). In these cases $\mathbf{F}$ can be reparametrized to a circle action. More general sufficient conditions for existence of such reparametrizations were obtained by R. Edwards, K. Millett, and D. Sullivan \cite{7}.

It should also be noted that due to A. W. Wadsley \cite{48} an existence of a circle action with the orbits of $\mathbf{F}$ is equivalent to the existence a Riemannian metric on $M$ in which all the orbits are geodesic. Moreover, if $\mathbf{G}: M \times S^1 \to M$ is a smooth circle action, then by R. Palais \cite[Th. 4.3.1]{37} $M$ has an invariant Riemannian metric and by M. Kankaanrinta \cite{17} this metric can be made complete. Also if $M$ is compact, then due to G. D. Mostow \cite{33} and R. Palais \cite{36} this action can be made orthogonal with respect to some embedding of $M$ into a certain finite-dimensional Euclidean space.

3.8. \textbf{pn-points.} Let $V \subset M$ be an open connected subset such that $\hat{V} := V \setminus \Sigma$ is also connected. Suppose that the shift map $\varphi_{\hat{V}}$ is periodic and let $\theta : \hat{V} \to (0, +\infty)$ be the positive generator of $\ker(\varphi_{\hat{V}})$. Then due to Lemma 3.12 the shift map $\varphi_V$ is also periodic if and only if $\theta$ extends to a $C^\infty$ strictly positive function on all of $V$.

Again one of the reasons for $\varphi_V$ to be non-periodic is unboundedness of $\theta$ at some points of $\Sigma$. These effects are reflected in the following definition.

\textbf{Definition 3.13.} Say that $z \in \Sigma$ is a \textbf{pn-point} if there exists an open neighbourhood $V$ of $z$ such that $\hat{V} := V \setminus \Sigma$ is connected and the shift map $\varphi_{\hat{V}}$ is periodic, while for any open connected neighbourhood $W \subset V$ of $z$ the shift map $\varphi_W$ is non-periodic.

Let $\theta : \hat{V} \to (0, +\infty)$ be the positive generator of $\ker(\varphi_{\hat{V}})$. Then $z$ will be called a \textbf{strong pn-point}, if $\lim_{x \to z} \theta(x) = +\infty$.

The following lemma is a consequence of results obtained in \cite{29}.

\textbf{Lemma 3.14.} c.f. \cite{29} Let $z \in \Sigma$. Suppose that there exists an open connected neighbourhood $V$ of $z$ such that the shift map $\varphi_{\hat{V}}$ is periodic, where $\hat{V} = V \setminus \Sigma$. Let $B$ be the real Jordan normal form of the linear part $j^1 F(z)$ of $F$ at $z$. Then the following statements hold true.

1. $\Re(\lambda) = 0$ for every eigen value $\lambda$ of $B$, so $B$ is similar to

\[ \bigoplus_{\sigma=1}^s \bigoplus_{r=1}^\infty \mathbf{J}_{q_\sigma}(\pm ib_\sigma) \bigoplus \bigoplus_{r=1}^\infty \mathbf{J}_{p_r}(0), \]

for some $q_\sigma, p_r \in \mathbb{N}$ and $b_\sigma \in \mathbb{R} \setminus \{0\}$.
(2) If \( \varphi_V \) is periodic, then \( B \neq 0 \) and is similar to

\[
\oplus_{\sigma=1}^{s} \mathbf{J}_1(\pm ib_{\sigma}) \oplus \oplus_{r=1}^{r} \mathbf{J}_1(0) = \begin{pmatrix}
0 & b_1 & 0 & \cdots & 0 \\
-b_1 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-b_{s} & 0 & \cdots & 0 & b_s \\
0 & b_s & \cdots & 0
\end{pmatrix},
\]

for some \( s \geq 1 \) and \( b_1, \ldots, b_s \in \mathbb{R} \setminus 0 \).

(3) If \( B = 0 \), or if \( B \) contains either a block \( \mathbf{J}_q(\pm ib) \) or \( \mathbf{J}_q(0) \) with \( q \geq 2 \), then \( z \) is a \( \text{pn-point} \). Moreover, in this case \( \vartheta \) is unbounded at \( z \).

**Proof.** (1) Since \( \varphi_V \) is periodic, we have that \( \hat{V} \) consists of periodic points only. If \( B \) has an eigenvalue \( \lambda \) with \( \Re(\lambda) \neq 0 \), then by the Hadamard-Perron’s theorem, e.g. [13], there exists a non-periodic orbit \( o \) of \( F \) such that \( z \in \hat{V} \setminus o \). Hence \( \hat{V} \cap o \neq \emptyset \). This is a contradiction.

(3) It is shown in [29] that if \( B = 0 \) or if \( B \) contains either a block \( \mathbf{J}_q(\pm ib) \) or \( \mathbf{J}_q(0) \) with \( q \geq 2 \), then there exists a sequence \( \{x_i\}_{i \in \mathbb{N}} \) in \( \hat{V} \) converging to \( z \) such that \( \lim_{i \to \infty} \text{Per}(x_i) = +\infty \). Since \( \vartheta(x_i) = n_i \text{Per}(x_i) \) for some \( n_i \in \mathbb{N} \), we obtain \( \lim_{i \to \infty} \vartheta(x_i) = +\infty \) as well.

(2) Suppose \( \varphi_V \) is periodic, so we have a circle action \( G \) on \( \mathbf{F}(V \times \mathbb{R}) \) defined in (4) of Theorem 3.8. This action induces a linear circle action on the tangent space \( T_zV \), whence it follows from standard results about representations of \( SO(2) \) that \( B \) is similar to the matrix \( \oplus_{\sigma=1}^{s} \mathbf{J}_1(\pm ib_{\sigma}) \oplus_{r=1}^{r} \mathbf{J}_1(0) \). Notice that these arguments do not prove that \( B \neq 0 \), however this holds due to (3). \( \square \)

Statement (3) of Lemma 3.14 does not claim that \( z \) is a strong \( \text{pn-point} \), i.e. \( \lim_{i \to \infty} \vartheta(x_i) = +\infty \) for any sequence of periodic points \( \{x_i\}_{i \in \mathbb{N}} \) converging to \( z \).

**Example 3.15.** Let \( a \leq b \in \mathbb{N} \) and \( f : \mathbb{R}^2 \to \mathbb{R} \) be the polynomial defined by \( f(x, y) = x^{2a} + y^{2b} \). Then the Hamiltonian vector field

\[
F(x, y) = -f_y \frac{\partial}{\partial x} + f_x \frac{\partial}{\partial y} = -2by^{2b-1} \frac{\partial}{\partial x} + 2ax^{2a-1} \frac{\partial}{\partial y}
\]

of \( f \) has the following property: the origin \( 0 \in \mathbb{R}^2 \) is a unique singular point of \( F \), and all other orbits are concentric closed curves wrapped once around \( 0 \), see Figure 11. It follows from smoothness Poincaré’s return map for orbits of \( F \) that the period function \( \theta : \mathbb{R}^2 \setminus 0 \to (0, +\infty) \) defined by \( \theta(z) = \text{Per}(z) \) is \( C^\infty \). Also notice that, \( j^1F(0) \) is given by one of the following matrices:

\[
\begin{pmatrix}
0 & 0 \\
2 & 0
\end{pmatrix}, \quad \begin{pmatrix}
0 & 2 \\
0 & 0
\end{pmatrix}, \quad \begin{pmatrix}
0 & 0 \\
0 & 2
\end{pmatrix}
\]

1) \( a = b = 1 \), 2) \( a = 1, b \geq 2 \), 3) \( a, b \geq 2 \).

In the case 1) \( F \) is linear and its flows is given by \( F(z, t) = e^{2t}z \). Hence \( \theta(z) = \text{Per}(z) = \pi \) for all \( z \in \mathbb{R}^2 \setminus 0 \), so \( \theta \) extends to a \( C^\infty \) function on all of \( \mathbb{R}^2 \) if we put \( \theta(0) = \pi \).
In the case 2) \( j^1F(0) \) is nilpotent and in the case 3) \( j^1F(0) = 0 \). Then by (3) of Lemma 3.14 \( \theta \) is unbounded at 0, so 0 is a \( \text{pn} \)-point. Moreover, it easily follows from the structure of orbits of \( F \) that in fact \( \lim_{x \to 0} \theta(z) = +\infty \), i.e. 0 is a strong \( \text{pn} \)-point for \( F \).

4. Shift functions on the set of regular points

Throughout the paper we will assume that \( S \) is a connected smooth manifold, \( T \) is a path connected and locally path connected topological space, \( \sigma_0 \in S \), and \( \tau_0 \in T \).

Let \( V \subset M \) be an open subset and \( \Omega : V \times S \times T \to M \) be an \((S;T,k)\)-deformation in \( \mathcal{E}(F,V) \), and \( A \subset V \times S \times T \) be a subset. Then a function \( \Lambda : A \to \mathbb{R} \) will be called a shift function for \( \Omega \) if

\[
\Omega(x, \sigma, \tau) = F(x, \Lambda(x, \sigma, \tau)), \quad \forall (x, \sigma, \tau) \in A.
\]

**Theorem 4.16.** c.f. [22, Th. 25]. Suppose \( V \cap \Sigma = \emptyset \).

(1) Let \( (x_0, \sigma_0, \tau_0) \in V \times S \times T \) and \( a \in \mathbb{R} \) be such that

\[
\Omega(x_0, \sigma_0, \tau_0) = F(x, a).
\]

Then there exist connected neighbourhoods \( W_{x_0} \subset V \) of \( x_0 \), \( W_{\sigma_0} \subset S \) of \( \sigma_0 \), \( W_{\tau_0} \subset T \) of \( \tau_0 \), and a unique continuous shift function \( \Delta : W_{x_0} \times W_{\sigma_0} \times W_{\tau_0} \to \mathbb{R} \) for \( \Omega \) if

\[
\Delta(x_0, \sigma_0, \tau_0) = a. \quad \text{Thus } \Omega(x, \sigma, \tau) = F(x, \Delta(x, \sigma, \tau)) \quad \text{for all } (x, \sigma, \tau) \in W_{x_0} \times W_{\sigma_0} \times W_{\tau_0}. \quad \text{Moreover, } \Delta \text{ is a } (W_{\sigma_0};W_{\tau_0},k)\text{-deformation in } \mathcal{C}^\infty(W_{x_0},\mathbb{R}).
\]

(2) Any continuous shift function \( \Lambda : V \times S \times T \to \mathbb{R} \) for \( \Omega \) is an \((S;T,k)\)-deformation.

(3) Denote \( P = S \times T \). Suppose that

(a) for each \( x \in V \) the map \( \Omega_x : P \to \sigma_x \) defined by \( \Omega_x(p) = \Omega(x, p) \)

is null-homotopic, (this holds e.g. when \( P \) is simply connected i.e. \( \pi_1 P = 0 \), or when \( F \) has no closed orbits),

(b) for some \( \rho_0 \in P \) the map \( \Omega_{\rho_0} \) has a continuous shift function \( \alpha : V \to \mathbb{R} \), i.e. \( \Omega_\rho(x) = F(x, \alpha(x)) \).

Then there exists a unique continuous shift function \( \Lambda : V \times P \to \mathbb{R} \) for \( \Omega \) such that \( \Delta_{\rho_0} = \alpha \).
Proof. Let \( x_0 \in V \). By assumption \( V \cap \Sigma = \emptyset \), so \( x_0 \) is a regular point of \( F \). Hence there exist \( \varepsilon > 0 \), a neighbourhood \( U \) of \( x_0 \), and a diffeomorphism \( \eta : U \to \mathbb{R}^{m-1} \times (-\varepsilon, \varepsilon) \) such that in the coordinates \((y, s)\) on \( U \) induced by \( \eta \) we have that

\[
(4.7) \quad F((y, s), t) = (y, s + t), \quad \text{whenever } s, s + t \in (-\varepsilon, \varepsilon).
\]

We will call \( U \) a \( \varepsilon \)-flow-box at \( x_0 \). Notice that for any periodic point \( z \in U \) its period \( \text{Per}(z) \geq 2\varepsilon \).

We will always assume below that for any periodic point \( z \in U \)

\[
(4.8) \quad \text{Per}(z) > 10\varepsilon.
\]

To achieve this it suffices to replace \( \varepsilon \)-flow-box \( U \) e.g. with the “central” \( \hat{\varepsilon} \)-flow-box \( U' = \eta^{-1}(\mathbb{R}^{m-1} \times (-\hat{\varepsilon}, \hat{\varepsilon})) \). Then \( \text{Per}(z) \geq 2\varepsilon = 12 \cdot \frac{\varepsilon}{6} > 10 \cdot \frac{\varepsilon}{6} \) for each periodic point \( z \in U' \).

Let also \( p : U \to (-\varepsilon, \varepsilon) \) be the projection to the last coordinate, i.e. \( p(y, s) = s \).

(1) Let \( U \) be an \( \varepsilon \)-flow box at \( x_0 \) satisfying (4.8). Then by (4.6)

\[
F_{-a} \circ \Omega(x_0, \sigma_0, \tau_0) = x_0,
\]

hence there exists a neighbourhood \( W \) of \((x_0, \sigma_0, \tau_0)\) in \( V \times S \times T \) such that \( F_{-a}(W) \subset U \). We can also assume that \( W \) has the desired form \( W_{x_0} \times W_{\sigma_0} \times W_{\tau_0} \) with connected multiples.

Define the function \( \Delta : W \to \mathbb{R} \) by

\[
(4.9) \quad \Delta(x, \sigma, \tau) = p \circ F_{-a} \circ \Omega(x, \sigma, \tau) - p(x) + a.
\]

Then it easily follows from (4.7) that \( \Delta \) is a shift function for \( \Omega \) satisfying statement (1). In particular, it follows from Lemma 2.6 that \( \Delta \) is a \((W_{\sigma_0}; W_{\tau_0}, k)\)-deformation as well as \( \Omega \). The following statement implies uniqueness of \( \Delta \). In fact it proves much more.

**Claim 4.17.** Let \((x, \sigma, \tau) \in W \) and \( b \in \mathbb{R} \) be such that

\[
\Omega(x, \sigma, \tau) = F(x, b) \quad \text{and} \quad |\Delta(x, \sigma, \tau) - b| \leq 10\varepsilon.
\]

Then \( \Delta(x, \sigma, \tau) = b \).

**Proof.** For simplicity denote \( \xi = (x, \sigma, \tau) \). Notice that \( \Omega(\xi) \in o_x \).

If \( x \) is non-periodic, then there can exist a unique \( c \in \mathbb{R} \) such that \( \Omega(\xi) = F(x, c) \), whence \( b = c = \Delta(\xi) \).

Suppose \( x \) is periodic. Then \( \Delta(\xi) - b = k \cdot \text{Per}(x) \) for some \( k \in \mathbb{Z} \).

On the other hand by (4.8) \( \text{Per}(\Omega(\xi)) = \text{Per}(x) > 10\varepsilon \). Therefore

\[
|k \cdot \text{Per}(x)| = |\Delta(\xi) - b| \leq 10\varepsilon < \text{Per}(x),
\]

whence \( k = 0 \). \( \square \)

**Corollary 4.18.** Let \( A \subset W \) be a connected subset, and \( \Delta' : A \to \mathbb{R} \) be a continuous shift function for \( \Omega \) such that for some \( \xi = (x, \sigma, \tau) \in A \) we have that \( |\Delta(\xi) - \Delta'(\xi)| < 10\varepsilon \). Then \( \Delta = \Delta' \) on \( A \).
Proof. Put
\[ \tilde{B} = \{ \eta \in A \mid |\Delta(\eta) - \Delta'(\eta)| < 10\epsilon \}, \quad B = \{ \eta \in A \mid \Delta(\eta) = \Delta'(\eta) \}. \]
We have to show that \( B = A \).

Evidently, \( B \) is closed in \( A \) while \( \tilde{B} \) is open. Moreover, by Claim 4.17 \( B = \tilde{B} \) and \( \xi \in B \neq \emptyset \). Hence \( B = \tilde{B} = A \). \( \square \)

Statement (2) is a direct consequence of (1).

(3) For \( x \in V \) let
\[ F_x : \mathbb{R} \rightarrow o_x \subset M, \quad F_x(t) = F(x, t) \]
be the map representing the orbit \( o_x \) of \( x \). Since \( \Omega \) is a deformation in \( E(F, V) \), we have that \( \Omega(x \times P) \subset o_x \). By assumption this map is null-homotopic. Then by the path covering property for covering maps there exists a continuous function \( \Lambda^x : x \times P \rightarrow \mathbb{R} \) such that \( \Lambda^x(\rho_0) = \alpha(x) \) and the following diagram is commutative:

\[ \begin{array}{ccc}
\mathbb{R} & \xrightarrow{\Lambda^x} & \mathbb{R} \\
\downarrow \Omega & & \downarrow \Omega \\
x \times P & \xrightarrow{F_x} & o_x \\
\end{array} \]

i.e. \( \Omega(x, \rho) = F(x, \Lambda^x(\rho)) \),

Define the following function \( \Lambda : V \times P \rightarrow \mathbb{R} \) by \( \Lambda(x, \rho) = \Lambda^x(\rho) \). Then \( \Lambda(x, \rho_0) = \alpha(x) \) and \( \Omega(x, \rho) = F(x, \Lambda(x, \rho)) \) for \( (x, \rho) \in V \times P \). It remains to show that \( \Lambda \) is continuous.

By (1) for each \( (x, \rho) \in V \times P \) there are connected neighbourhoods \( W^{(x, \rho)}_x \subset V \) of \( x \) and \( W^{(x, \rho)}_\rho \subset P \) of \( \rho \), and a continuous shift function
\[ \Delta^{(x, \rho)} : W^{(x, \rho)} \rightarrow \mathbb{R} \]
for \( \Omega \) such that
\[ (4.10) \quad \Delta^{(x, \rho)}(x, \rho) = \Lambda^x(\rho). \]

Our aim is to show that \( \Delta^{(x, \rho)} = \Delta^{(x', \rho')}(x, \rho) \) on \( W^{(x, \rho)} \cap W^{(x', \rho')} \) for all \( (x, \rho), (x', \rho') \in V \times P \). Hence the functions \{\( \Delta^{(x, \rho)}(x, \rho) \)\} will define a unique continuous function on all of \( V \times P \).

Notice that the projection \( p \) takes the values in \( (-\epsilon, \epsilon) \). Therefore we get from (4.19) that
\[ (4.11) \quad |\Delta^{(x, \rho)}(\xi) - \Delta^{(x', \rho')}(\eta)| < 4\epsilon, \quad \text{for all} \quad \xi, \eta \in W^{(x, \rho)}. \]

Claim 4.19. Suppose that
\[ |\Delta^{(x, \rho)}(\xi) - \Delta^{(x', \rho')}(\xi)| < 2\epsilon \]
for some \( \xi \in W^{(x, \rho)} \cap W^{(x', \rho')} \). Then \( \Delta^{(x, \rho)} = \Delta^{(x', \rho')} \) on \( W^{(x, \rho)} \cap W^{(x', \rho')} \).
Claim 4.21. \[ \Delta(x, \rho)(\eta) = \Delta(x', \rho')(\eta). \] Hence by Claim 4.19 \[ \Delta(x, \rho)(\eta) = \Delta(x', \rho')(\eta). \]

Proof. Since \( \Delta(x, \rho) \) and \( \Lambda^x \) are continuous shift functions for \( \Omega \) on the connected set \( x \times W^{(x, \rho)}_\rho \), it follows from (4.10) and Corollary 4.18 that \( \Delta(x, \rho) = \Lambda^x \) on \( x \times W^{(x, \rho)}_\rho \). Hence
\[
\Delta(x, \rho)(x', \rho') = \Lambda^x(x', \rho') = \Delta(x', \rho')(x', \rho') \text{ for all } \rho' \in W^{(x, \rho)}_\rho.
\]

Then by Claim 4.19 \( \Delta(x, \rho) = \Delta(x, \rho') \) on \( W^{(x, \rho)}_\rho \cap W^{(x', \rho')}_{\rho'} \).

Thus for each \( x \in V \) the functions \( \{\Delta(x, \rho)\}_{\rho \in P} \) give rise to a continuous shift function \( \Delta^x : W^x \to \mathbb{R} \) for \( \Omega \) on the open neighbourhood \( W^x := \cup_{\rho \in P} W^{(x, \rho)}_\rho \) of \( x \times P \) in \( V \times P \). Since \( P \) and each \( W^{(x, \rho)}_\rho \) is connected, we see that so is \( W^x \). Then it easily follows from Claim 4.17 and Corollary 4.18 that \( \Delta^x \) is a unique shift function for \( \Omega \) on \( W^x \) such that \( \Delta^x(\rho) = \Lambda^x(\rho) \) for at least one \( \rho \in P \).

Claim 4.21. \( \Delta(x, \rho_0) = \Delta(x', \rho_0) \) on \( W^{(x, \rho_0)}_x \cap W^{(x', \rho_0)}_x \), whence \( \Delta^x = \Delta^{x'} \) on \( W^x \cap W^{x'} \).

Proof. Notice that \( \Delta(x, \rho_0) \) and \( \alpha \) are continuous shift functions for \( \Omega \) on the connected set \( W^{(x, \rho_0)}_x \times \rho_0 \) and by assumption
\[
\Delta(x, \rho_0)(x, \rho_0) = \Delta^{x'}(\rho_0) = \alpha(x).
\]

Then by Corollary 4.18
\[
\Delta(x, \rho_0)(x', \rho_0) = \alpha(x') = \Delta(x, \rho_0)(x', \rho_0) \text{ for all } x' \in W^{(x, \rho_0)}_x.
\]

Hence by Claim 4.19 \( \Delta(x, \rho_0) = \Delta(x', \rho_0) \) on \( W^{(x, \rho_0)}_x \cap W^{(x, \rho_0)}_x \).

Thus the functions \( \{\Delta^x\}_{x \in V} \) define a continuous function on all of \( V \times P \) which coincides with \( \Lambda \). Theorem 4.16 is completed.

Corollary 4.22. Let \( f \in E(F, V) \), \( z \in V \setminus \Sigma \), and \( a \in \mathbb{R} \) be such that \( f(z) = F(z, a) \). Then there exists a neighbourhood \( W \) of \( z \) and a unique continuous shift function \( \alpha : W \to \mathbb{R} \) for \( f \) such that \( \alpha(z) = a \). In fact \( \alpha \) is \( C^\infty \).

Corollary 4.23. Let \( V \subset M \) be an open subset, \( \tilde{V} = V \setminus \Sigma \), and \( \alpha \in C^\infty(\tilde{V} \setminus \Sigma, \mathbb{R}) \), and \( \Omega : V \times S \times T \to M \) be an \( (S; T, k) \)-deformation in \( E(F, V) \) such that \( \Omega(x, \sigma_0, \tau_0) = F(x, \alpha(x)) \) for all \( x \in \tilde{V} \).

If \( \pi_1(S \times T) = 0 \), then there exists a unique \( (S; T, k) \)-deformation \( \Lambda : \tilde{V} \times S \times T \to \mathbb{R} \) such that \( \Lambda(x, \sigma_0, \tau_0) = \alpha(x) \) for \( x \in \tilde{V} \), and \( \Omega(x, \sigma, \tau) = F(x, \Lambda(x, \sigma, \tau)) \) for \( (x, \sigma, \tau) \in \tilde{V} \times S \times T \).
5. Main result

Let \( V \subset M \) be an open connected set and \( \Omega : V \times I \to M \) be a \( k \)-homotopy in \( \mathcal{E}(F,V) \) such that \( \Omega_0 = \varphi_V(\alpha) \) for some \( C^\infty \) function \( \alpha : V \to \mathbb{R} \). Then by Corollary 4.23 \( \alpha \) extends to a continuous shift function \( \Lambda : (V \setminus \Sigma) \times I \to \mathbb{R} \) for \( \Omega \) such that \( \Lambda_0 = \alpha \). But in general \( \Lambda_\tau \) for \( \tau > 0 \) can not be extended to a \( C^\infty \) function on \( V \).

Such examples were constructed in [26]. There \( \Omega \) is a 0-homotopy being not a 1-homotopy, \( \Lambda_0 = 0 \), and \( \lim_{z \to 0} \Lambda_1(z) = +\infty \). Our main result shows that this situation is typical: non-extendability of topological space and \( \tau \) are not 1-homotopies and for special types of singularities.

Let \( T \) be a compact, simply connected and locally path connected topological space and \( \tau_0 \in T \).

**Theorem 5.24.** Suppose \( \Sigma \) is nowhere dense in \( V \) and there exists \( z \in \Sigma \) such that either of the following conditions holds true:

(a) \( z \) is not a \( pn \)-point;
(b) \( z \) is a \( pn \)-point, \( j^1F(z) = 0 \), and \( k \geq 1 \);
(c) \( z \) is a strong \( pn \)-point and \( k \geq 1 \).

Let \( \Omega : V \times T \to M \) be a \((T,k)\)-deformation in \( \text{Sh}(F,V) \), \( \alpha \in C^\infty(V,\mathbb{R}) \) be any shift function for \( \Omega_0 \), and \( \Lambda : (V \setminus \Sigma) \times T \to \mathbb{R} \) be a unique continuous shift function for \( \Omega \) such that \( \Lambda_0 = \alpha \), see Theorem 4.10. Then there exists a neighbourhood \( W \) of \( z \) such that for each \( \tau \in T \) the function \( \Lambda_\tau \) also extends to a \( C^\infty \) function on \( W \), so \( \Omega_\tau|_W = \varphi_\tau(\Lambda_\tau|_W) \).

Notice that the assumptions (a)-(c) do not include the case when \( z \) is a \( pn \)-point being not strong and such that \( j^1F(z) \neq 0 \). Moreover, it is not claimed that \( \Lambda \) becomes continuous on \( V \times T \).

**Theorem 5.25.** Let \( F \) be a vector field on \( M \) such that \( \Sigma \) is nowhere dense and let \( k = 0, \ldots, \infty \). Suppose that for each \( z \in \Sigma \) there exists an open, connected neighbourhood \( V \) such that \( \text{Sh}(F,V) = \mathcal{E}_{\text{id}}(F,V)^k \) and either of the conditions (a)-(c) of Theorem 5.24 holds true. Then \( \text{Sh}(F) = \mathcal{E}_{\text{id}}(F)^k \).

**Proof.** Let \( f \in \mathcal{E}_{\text{id}}(F)^k \), so there exists a \( k \)-homotopy \( \Omega : V \times I \to M \) in \( \mathcal{E}(F,V) \) between the identity map \( \Omega_0 = \text{id}_M \) and \( \Omega_1 = f \). By Theorem 4.10 there exists a unique \( k \)-homotopy \( \Lambda : (V \setminus \Sigma) \times I \to \mathbb{R} \) being a shift function for \( \Omega \) and such that \( \Lambda_0 \equiv 0 \). We will show that \( \Lambda_\tau \) extends to a \( C^\infty \) function on all of \( M \), whence \( \Omega_\tau = \varphi(\Lambda_\tau) \) for all \( \tau \in I \). This will imply \( \text{Sh}(F) = \mathcal{E}_{\text{id}}(F)^k \).

Let \( z \in \Sigma \) and \( V \) be a neighbourhood of \( z \) such that \( \text{Sh}(F,V) = \mathcal{E}_{\text{id}}(F,V)^k \). Then \( \Omega_\tau|_V \in \mathcal{E}_{\text{id}}(F,V)^k \), so \( \Omega|_{V \times I} \) is a \( k \)-homotopy in \( \text{Sh}(F,V) \). Moreover, \( \Lambda|_{(V \setminus \Sigma) \times I} \) is a unique extension of \( \Lambda_0|_V \equiv 0 \). By assumption either of the conditions (a)-(c) of Theorem 5.24 holds true,
whence for each $\tau \in I$ the function $\Lambda_\tau$ extends to a $C^\infty$ function on some neighbourhood of $z$. Since $\Sigma$ is nowhere dense such an extension is unique. As $z$ is arbitrary, we obtain that $\Lambda_\tau$ smoothly extends to all of $M$. □

For the proof of Theorem 5.24 we need two preliminary results.

5.1. Reduction of 1-jets at singular points. Let $\Omega : V \times T \to M$ be a $(T, k)$ deformation in $Sh(F, V)$ and $\Lambda : (V \setminus \Sigma) \times T \to \mathbb{R}$ be a shift function for $\Omega$. Let also $z \in \Sigma \cap V$. Choose local coordinates $(x_1, \ldots, x_m)$ at $z$ in which $z = 0 \in \mathbb{R}^m$. Let $A$ be an $(m \times m)$-matrix being the linear part of $F$ at $z$. Then we have the exponential map

$$e : \mathbb{R} \to GL(m, \mathbb{R}), \quad e(t) = \exp(At).$$

Denote its image by $R_A$. If $A \neq 0$, then $e$ is an immersion, i.e. a local homeomorphism onto its image.

For each $\tau \in T$ denote by $J_\tau$ the Jacobi matrix of $\Omega_\tau$ at $z$. By assumption $\Omega_\tau = \varphi_V(\alpha_\tau)$ for some $\alpha_\tau \in C^\infty(V, \mathbb{R})$. Then it is easy to show, [27, Th. 5.1], that

$$J_\tau = \exp(A \alpha_\tau(z)),$$

so we have a well-defined map

$$\eta : T \to R_A, \quad \eta(\tau) = J_\tau.$$

If $k \geq 1$, then $\eta$ is continuous.

Lemma 5.26. Suppose that $\eta$ is continuous and lifts to a continuous map $\tilde{\eta} : T \to \mathbb{R}$ making the following diagram commutative:

$$\begin{array}{ccc}
T & \xrightarrow{\eta} & R_A \\
\downarrow & & \downarrow e \\
\mathbb{R} & \xrightarrow{\tilde{\eta}} & \mathbb{R}
\end{array}$$

The latter holds for instance when $T$ is compact, path connected, and simply connected, e.g. $T = I^d$.

Let $W \subset V$ be an arbitrary small neighbourhood of $z$. Then there exists a function $\nu : V \times T \to \mathbb{R}$ being a $(T, \infty)$ deformation in $C^\infty(V, \mathbb{R})$ and vanishing outside $W \times T$ such that the $(T, k)$-deformation

$$\Omega' : V \times T \to M, \quad \Omega'(x, \tau) = F(\Omega(x, \tau), -\nu(x, \tau))$$

has the following properties: for each $\tau \in T$

(1) $j^1\Omega_\tau'(z)$ is the identity, and

(2) the function $\Lambda'_\tau = \Lambda_\tau - \nu_\tau$ is a shift function for $\Omega'$.

In particular, $\Lambda_\tau$ extends to a $C^\infty$ function near $z$ iff so does $\Lambda'_\tau$.

Proof. Let $\mu : V \to [0, 1]$ be a $C^\infty$ function such that $\mu = 1$ on some neighbourhood of $z$ and $\mu = 0$ on $V \setminus W$. Define $\nu(x, \tau) = \mu(x)\tilde{\eta}(\tau)$. Then it is easy to verify that $\nu$ satisfies the statement of our lemma. □
5.2. Smoothness of shift functions. In this section we will assume that \( V \subset M \) is an open connected subset such that \( \hat{V} = V \setminus \Sigma \) is connected and the shift map \( \varphi_\gamma \) is periodic. Let \( \theta : \hat{V} \to (0, +\infty) \) be the positive generator of \( \ker(\varphi_\gamma) \).

Define the map \( h : V \to M \) by

\[
(5.12) \quad h(x) = \begin{cases} 
F(x, \theta(x)/2), & x \in \hat{V} = V \setminus \Sigma, \\
x, & x \in \Sigma \cap V.
\end{cases}
\]

Evidently, \( h \) is continuous on \( \hat{V} \) but in general is discontinuous on \( \Sigma \cap V \).

If \( x \in \hat{V} \), then \( \theta(x) = n_x \text{Per}(x) \) for some \( n_x \in \mathbb{Z} \). Hence \( h(x) = x \) iff \( n_x \) is even, see Figure 2.

\[\text{Figure 2. } \theta(x) = n_x \text{Per}(x), \text{ } n_x \text{ is odd}\]

**Theorem 5.27.** Let \( \Omega : V \times T \to M \) be a \((T, 1)\)-deformation in \( \text{Sh}(F, V) \), \( \Lambda_\tau^0 \in C^\infty(V, \mathbb{R}) \) be any shift function for \( \Omega_\tau^0 \), and let also \( \Lambda : \hat{V} \times T \to \mathbb{R} \) be a unique continuous extension of \( \Lambda_\tau^0 \) being a shift function for \( \Omega \). Suppose that there exists a point \( z \in \Sigma \cap V \) satisfying one of the following conditions:

- (HD) \( h \) is discontinuous at \( z \);
- (JF0) \( j^1F(z) = 0 \);
- (TI) \( \lim_{\hat{V} \ni x \to z} \theta(x) = \infty \).

Then

- (Z) for each \( \tau \in T \) the function \( \Lambda_\tau : \hat{V} \to \mathbb{R} \) extends to a \( C^\infty \) function on all of \( V \) as well, however the induced extension \( \Lambda : V \times T \to \mathbb{R} \) of \( \Lambda \) is not claimed to be even continuous.

**Proof.** First notice that if \( \nu : V \times T \to \mathbb{R} \) is any \((T, k)\)-deformation in \( C^\infty(V, \mathbb{R}) \), then the following map

\[
(5.13) \quad \Omega' : V \times T \to M, \quad \Omega'(x, t) = F(\Omega(x, \tau), -\nu(x, \tau))
\]

is a \((T, k)\)-deformation as well as \( \Omega \). Moreover, the function

\[
\Lambda' = \Lambda - \nu : (V \setminus \Sigma) \times T \to \mathbb{R}
\]

is a shift function for \( \Omega' \) on \( V \setminus \Sigma \) and \( \Lambda_\tau^0' = \Lambda_\tau^0 - \nu_\tau \) extends to a \( C^\infty \) function \( \alpha_\tau^0 - \nu_\tau \) on all of \( V \). Hence \( \Lambda_\tau^0 = \Lambda_\tau - \nu_\tau \) extends to a \( C^\infty \) function on \( V \) iff so does \( \Lambda_\tau \). Thus one may replace \( \Omega \) with \( \Omega' \).

In particular, we can reduce the problem to the case when \( \Omega \) satisfies the following additional assumptions:

- (\(\Omega\Lambda\)) \( \Omega_\tau^0 = i_V : V \subset M \) is the identity inclusion and \( \Lambda_\tau^0 \equiv 0 \).
To establish \((\Omega\Lambda)\) put \(\nu(x, \tau) = \alpha_{\tau_0}(x)\). Then \(\Lambda'_{\tau_0} = 0\), and \(\Omega'_{\tau_0} = iV\).

Furthermore, suppose that \((\Omega\Lambda)\) holds for \(\Omega\). Since \(\Omega(z, \tau) = z\) for all \(\tau \in T\), we obtain from Lemma 5.26 that there exists even a \((T, \infty)\)-deformation \(\nu : V \times T \to \mathbb{R}\) such that \(\nu'_{\tau_0} = 0\) and the \((T, 1)\)-deformation \((5.13)\) satisfies \((J\Omega\text{id})\).

We will now introduce more conditions.

\((HC)\) \(h\) is continuous on some neighbourhood of \(z\).

Let \(\{x_i\}_{i \in \mathbb{N}} \subset \hat{V}\) be a sequence converging to \(z\). Then we also consider the following conditions:

\((PU)\) the sequence of periods \(\{\text{Per}(x_i)\}_{i \in \mathbb{N}}\) is unbounded;

\((TU)\) the sequence \(\{\theta(x_i)\}_{i \in \mathbb{N}}\) is unbounded;

\((\Omega H)\) \(\Omega_{\tau}(x_i) \neq h(x_i)\) for all \(\tau \in T\) and all sufficiently large \(i \in \mathbb{N}\);

\((D)\) there exists \(L > 0\) and a Riemannian metric \(\|\cdot, \cdot\|\) on some neighbourhood of \(z\) such that

\[\|x_i, z\| < L \cdot \|x_i, h(x_i)\|, \quad i \in \mathbb{N}.\]

Lemma 5.28. The following implications hold true:

1) \((\Omega\Lambda) \& (TU) \& (\Omega H) \Rightarrow (Z)\);

2) \((HD) \Rightarrow \exists\{x_i\}_{i \in \mathbb{N}} \text{satisfying } \lim_{i \to \infty} x_i = z\) \((\text{PU})\) \((\text{and } \Omega H)\);

3) \((HC) \Rightarrow \exists\{x_i\}_{i \in \mathbb{N}} \text{satisfying } \lim_{i \to \infty} x_i = z \text{ and } (D)\);

4) \((JF_0) \& (D) \Rightarrow (PU);\)

5) \((HC) \& (J\Omega\text{id}) \& (D) \Rightarrow (\Omega H);\)

6) \((TI) \Rightarrow (TU).\)

7) \((PU) \Rightarrow (TU).\)

Assuming that this lemma is proved let us complete Theorem 5.27.

We have to show that either of the conditions \((HD)\), \((JF_0)\), or \((TI)\) together with \((\Omega\Lambda)\) and \((J\Omega\text{id})\) implies \((Z)\).

The implication \((HD) \& (\Omega\Lambda) \Rightarrow (Z)\) follows from 2), 7) and 1) of Lemma 5.28.

Further, if \((HD)\) fail for any \(z \in V \cap \Sigma\), that is \(h\) is continuous at each such \(z\), then \(h\) is continuous on all of \(V\), so \((HC)\) holds true.

Then \((HC)\) \& \((JF_0)\) \& \((\Omega\Lambda)\) \& \((J\Omega\text{id}) \Rightarrow (Z)\) by 4), 7), 5), and 1) of Lemma 5.28.

Moreover, \((HC)\) \& \((TI)\) \& \((\Omega\Lambda)\) \& \((J\Omega\text{id}) \Rightarrow (Z)\) by 3), 6), and 1) of Lemma 5.28.

This completes Theorem 5.27 modulo Lemma 5.28. □

5.3. Proof of Lemma 5.28. The implications 6) and 7) are trivial.

1) \((\Omega\Lambda) \& (TU) \& (\Omega H) \Rightarrow (Z)\).

Thus \(\Omega_{\tau_0} = iV : V \subset M\), \(\Lambda'_{\tau_0} = 0\), and there exists a sequence \(\{x_i\}_{i \in \mathbb{N}}\) which converges to some \(z \in \Sigma \cap V\) and satisfies

\[(TU) \lim_{i \to \infty} \theta(x_i) = +\infty,\]

\[(\Omega H) \Omega_{\tau_0}(x) \neq h(x)\) for all \(\tau \in T\) and all sufficiently large \(i \in \mathbb{N}\).
(ΩH) \[ \Omega_\tau(x_i) \neq h(x_i), \quad i \in \mathbb{N}, \ \tau \in T. \]

We have to show that for each \( \tau \in T \) the function \( \Lambda_\tau \) extends to a \( C^\infty \) function on all of \( V \).

Notice that (TU) implies that \( \varphi_\tau \) is non-periodic. Indeed, suppose \( \varphi_\tau \) is periodic and let \( \nu \) be the positive generator of \( \ker(\varphi_\nu) \). Then by Lemma 3.12 \( \nu = \theta \) on \( \hat{V} \), whence \( \theta \) is bounded on \( \hat{V} \) which contradicts to (TU).

Thus \( \varphi_\tau \) is non-periodic, whence for each \( \Omega_\tau \in Sh(\mathbf{F}, V), \ (\tau \in T), \)
there exists a unique \( C^\infty \) shift function \( \alpha_\tau \in C^\infty(V, \mathbb{R}) \). In particular, \( \Lambda_\tau = \alpha_\tau \). We will show that \( \Lambda_\tau = \alpha_\tau \) on \( \hat{V} \) for all \( \tau \in T \).

Since \( \alpha_\tau \mid \hat{V} \) and \( \Lambda_\tau \) are shift functions for \( \Omega_\tau \) on \( \hat{V} \), we obtain from Lemma 3.7 that
\[
\alpha_\tau - \Lambda_\tau = k_\tau \theta
\]
on \( \hat{V} \) for some \( k_\tau \in \mathbb{Z} \). It suffices to show that \( k_\tau = 0 \).

Condition (ΩH) means that the image of the map \( \omega_i : T \to o_{x_i} \), defined by
\[
\omega_i(\tau) = F(x_i, \Lambda_\tau(x_i)) = \Omega(x_i, \tau)
\]
does not contain the point \( h(x_i) \). Moreover, since \( \Omega_{\tau_0}(x_i) = x_i \neq h(x_i) \)
and \( \Lambda_{\tau_0} = 0 \), it follows from the construction of \( \Lambda \) that
\[
|\Lambda_\tau(x_i) - \Lambda_{\tau_0}(x_i)| = |\Lambda_\tau(x_i)| < \frac{1}{2} \text{Per}(x_i) \leq \frac{1}{2} \theta(x_i)
\]
for all \( \tau \in T \) and \( i \in \mathbb{N} \).

On the other hand we get from (TU) and continuity of \( \alpha_\tau \) that
\[
|\alpha_\tau(x_i) - \alpha_{\tau_0}(x_i)| = |\alpha_\tau(x_i)| < \frac{1}{2} \theta(x_i)
\]
for all sufficiently large \( i \in \mathbb{N} \).

Hence
\[
k_\tau \theta(x_i) = |\Lambda_\tau(x_i) - \alpha_\tau(x_i)| \leq |\Lambda_\tau(x_i)| + |\alpha_\tau(x_i)| < \\
\frac{1}{2} \text{Per}(x_i) + \frac{1}{2} \theta(x_i) \leq \theta(x_i).
\]
This implies \( k_\tau = 0 \) and thus \( \Lambda_\tau = \alpha_\tau \) on \( \hat{V} \).

2) (HD) \( \Rightarrow \exists \{x_i\}_{i \in \mathbb{N}} \) satisfying \( \lim_{i \to \infty} x_i = z \), (PU), and (ΩH).

Discontinuity of \( h \) (that is property (HD)) at \( z \) means that there exists a sequence \( \{x_i\}_{i \in \mathbb{N}} \) converging to \( z \) such that \( \{h(x_i)\}_{i \in \mathbb{N}} \) lays outside some neighbourhood \( W \) of \( z \).

(ΩH). Since \( \Omega(z \times T) = z \) and \( T \) is compact, we can assume that \( \{\Omega_\tau(x_i)\}_{i \in \mathbb{N}} \subset W \) for all \( i \in \mathbb{N} \) and \( \tau \in T \), therefore \( \Omega_\tau(x_i) \neq h(x_i) \).

( PU). Suppose (PU) fails. Then there exists \( C > 0 \) such that \( \text{Per}(x_i) < C \) for all \( i \). Since \( z \) is a fixed point of \( \mathbf{F} \), there exists another neighbourhood \( U \) of \( z \) such that \( \mathbf{F}(U \times \mathbb{N}, C) \subset W \). Therefore (passing to a subsequence) we can assume that \( x_i \in U \) for all \( i \in \mathbb{N} \), hence
\[
h(x_i) = F(x_i, \text{Per}(x_i)/2) \in F(U \times [0, C]) \subset W
\]
which contradicts to the assumption \( h(x_i) \notin W \).
3) (HC) ⇒ ∃\{x_i\}_{i \in \mathbb{N}} satisfying \( \lim_{i \to \infty} x_i = z \) and (D).

Thus we have that \( h \) is continuous on some neighbourhood \( W \subset V \) of \( z \). Our aim is to show that there exist

- a neighbourhood \( U \subset W \) of \( z \) such that \( h(U) = U \),
- a Riemannian metric \( d \) on \( U \),
- a sequence \( \{x_i\}_{i \in \mathbb{N}} \subset U \setminus \Sigma \) converging to \( z \), and
- a number \( L > 0 \)

satisfying

\[
(D) \quad \|z, x_i\| < L \cdot \|x_i, h(x_i)\|.
\]

First suppose that \( z \in \text{Int} M \). Then we can assume that \( W \) is an open subset of \( \mathbb{R}^n \) and \( d \) is the induced Euclidean metric on \( W \). Since \( h \) is continuous on \( W \) and \( h(z) = z \), we can find an open ball \( B_s \subset W \) of some radius \( s > 0 \) centered at \( z \) such that \( h(B_s) \subset W \). Then

\[
U_s := B_s \cup h(B_s) \subset W.
\]

By assumption \( \hat{V} \) is connected, therefore by (3) of Theorem 3.8 the restriction of \( \theta \) to \( \partial_x \cap \hat{V} \) is constant for any \( x \in \hat{V} \). This easily implies that

\[ h^2(x) = F(x, \theta(x)) = x, \quad x \in B_s, \]

so \( h \) yields a \( \mathbb{Z}_2 \)-action on \( U_s \). Due to (2) of Theorem 3.8 this action is non-trivial and therefore effective.

By a well known theorem of M. Newman [35] all the orbits of a \( \mathbb{Z}_2 \)-action on a manifold \( U_s \) can not be arbitrary small. D. Hoffman and L. N. Mann [15, Th. 1], using a result of A. Dress [6], obtained lower bounds for diameters of such actions. Denote by \( \bar{r} \) the radius of convexity of \( U_s \) at \( z \). Since \( B_s \subset U_s \), it follows that \( s \leq \bar{r} \). Then it was shown in [15, Th. 1] that there exists an orbit or this action of diameter greater than \( s/2 \), that is

\[
\|x, h(x)\| > s/2
\]

for some \( x \in U_s \). Interchanging \( x \) and \( h(x) \), if necessary, we can assume that in fact \( x \in B_s \). Hence

\[
(5.15) \quad \|z, x_i\| < s < L \cdot \|x_i, h(x_i)\|, \quad \text{where } L = 2.
\]

Decreasing \( s \) to 0 we will find a sequence \( \{x_{i_1}\}_{i_1 \in \mathbb{N}} \) satisfying (D).

A more deep analysis of the proofs of [15, Th. 1] and [6, Lm. 3] shows that similar estimations but with another constant \( L \) hold in the case when \( z \in \partial M \), see [29] for details.

4) (JF0) & (D) ⇒ (PU).

Thus \( j^i F(z) = 0 \) and we have a sequence \( \{x_i\}_{i \in \mathbb{N}} \) converging to \( z \) and satisfying (D). We will show that there is subsequence \( \{x_{i_k}\}_{h \in \mathbb{N}} \) such that \( \lim_{k \to \infty} \text{Per}(x_{i_k}) = +\infty \).
Suppose that there exists $C > 0$ such that $\text{Per}(x_i) < C$ for all $i$. Since $z$ is a fixed point of $F$, we can decrease $U$ and assume that $F(U \times [0, C]) \subset V$. Moreover, as $j^1F(z) = 0$, we can also suppose that there exists $A > 0$ such that

$$|F(x)| \leq A \cdot \|z, x\|^2,$$

for all $x \in U$.

Notice that the length $l(x_i)$ of the orbit of $x_i$ can be calculated by the following formula:

$$l(x_i) = \int_0^{\text{Per}(x_i)} |F(F(x_i, t))| dt,$$

whence

$$l(x_i) \leq \text{Per}(x_i) \cdot \sup_{t \in [0, \text{Per}(x_i)]} |F(F(x, t))| \leq C \cdot A \cdot \|z, x_i\|^2.$$

Therefore

$$\|z, x_i\| < L \cdot \|z, h(x_i)\| \leq L \cdot l(x_i) \leq L \cdot C \cdot A \cdot \|z, x_i\|^2,$$

whence $0 < \frac{1}{L \cdot C \cdot A} \leq \|z, x_i\|$, which contradicts to the assumption that \{x_i\}_{i \in \mathbb{N}} converges to $z$.

5) $(\text{JΩ} \text{id})$ & $(\text{D}) \Rightarrow (\text{ΩH})$;

Thus $j^1\Omega_{\tau}(z) = \text{id}$ for all $\tau \in T$ and there is a sequence \{x_i\}_{i \in \mathbb{N}} converging to $z$ and satisfying $\|z, x_i\| < L \cdot \|x_i, h(x_i)\|$ for some $L > 0$. We have to show that $\Omega_{\tau}(x_i) \neq h(x_i)$ for all $\tau \in T$ and all sufficiently large $i$.

Since $\Omega$ is a $(T, 1)$-deformation, it follows from $(\text{JΩ} \text{id})$ that there exists a continuous function $\gamma : U \to \mathbb{R}$ such that $\gamma(z) = 0$ and

$$\|x, \Omega_{\tau}(x)\| \leq \gamma(x) \cdot \|z, x\|$$

for all $(x, \tau) \in U \times T$, see [29]. If $\Omega$ were a $C^2$ map or at least a $(T, 2)$-deformation, we would have a usual estimation:

$$\|x, \Omega_{\tau}(x)\| \leq C \cdot \|z, x\|^2$$

with some constant $C > 0$.

Then

$$\|h(x_i), \Omega_{\tau}(x_i)\| \geq \|x_i, h(x_i)\| - \|x_i, \Omega_{\tau}(x_i)\| >$$

$$> \frac{1}{L} \|z, x_i\| - \gamma(x_i, t) \cdot \|z, x_i\| = \left(\frac{1}{L} - \gamma(x_i)\right) \cdot \|z, x_i\||.$$

Notice that $\lim_{i \to \infty} \gamma(x_i) = \gamma(z) = 0$. Therefore (passing if necessary to a subsequence) we can assume that $\frac{1}{L} - \gamma(x_i, \tau) > 0$ for all $i$, whence $\|h(x_i), \Omega_{\tau}(x_i)\| > 0$. This means that $\Omega_{\tau}(x_i) \neq h(x_i)$.

Lemma 5.28 is completed.
5.4. Proof of Theorem 5.24. Let $V$ be a neighbourhood of $z$ such that $\Sigma$ is nowhere dense in $V$, $\Omega : V \times T \to M$ be a $(T, k)$-deformation in $Sh(F, V)$, and $\Lambda : \hat{V} \times T \to M$ be a continuous shift function for $\Omega$ such that $\Lambda_{\omega_0}$ extends to a $C^\infty$ function $\alpha$ on all of $V$. We have to prove that there exists a neighbourhood $W$ of $z$ such that for each $\tau \in T$ the function $\Lambda_\tau$ extends to a $C^\infty$ function on $W$.

By assumption $\Omega_\tau \in Sh(F, V)$, so $\Omega_\tau = \varphi_V(\alpha_\tau)$ for some $\alpha_\tau \in C^\infty(V, R)$. Hence $\Lambda_\tau = \alpha_\tau + \mu_\tau$ on $\hat{V}$ for some $\mu_\tau \in \ker(\varphi_V)$.

(a) Suppose $z$ are not a pn-point. Then we can find a neighbourhood $W$ of $z$ such that either

(a') $\varphi_W$ is non-periodic, or

(a'') both $\varphi_W$ and $\varphi_{\hat{W}}$ are periodic,

where $\hat{W} = W \setminus \Sigma$.

In the case (a') we have $\ker(\varphi_W) = \{0\}$. In particular, $\mu_\tau = 0$, and therefore $\Lambda_\tau = \alpha_\tau$ on $\hat{W}$. Hence $\Lambda_\tau$ extends to a $C^\infty$ function $\alpha_\tau$ on $W$.

In the case (a'') due to Lemma 3.12 we have that $\ker(\varphi_W) = \{n\theta\}_{n \in Z}$ for some $\theta \in C^\infty(W, R)$ and $\ker(\varphi_{\hat{W}}) = \{n\theta|_{\hat{W}}\}_{n \in Z}$. Hence $\mu_\tau = k_\tau \theta|_{\hat{W}}$ for some $k_\tau \in Z$. Therefore again $\Lambda_\tau$ extends to a $C^\infty$ function $\alpha_\tau + k_\tau \theta$ on all of $W$.

Finally, in the cases (b) and (c) $z$ is a pn-point, so there exists a neighbourhood $W$ of $z$ such that $\varphi_W$ is non-periodic, while $\varphi_{\hat{W}}$ is periodic. Then in the case (b) (resp. (c)) the restriction $\Omega|_{W \times T}$ satisfies assumptions of Theorem 5.27 and condition (JF0) (resp. (T1)). Hence for each $\tau \in T$ the function $\Lambda_\tau$ also smoothly extends to all of $W$. \qed

6. Decreasing $V$

The following lemma shows that the relation $Sh(F, V) = E_{id}(F, V)^k$ is preserved if $V$ is properly decreased.

Lemma 6.29. Let $V \subset M$ be an open connected subset such that $V \cap \Sigma$ is nowhere dense in $V$ and $Sh(F, V) = E_{id}(F, V)^k$ for some $k \geq 0$. Let also $W \subset V$ be an open connected subset such that $W \cap \Sigma$ is closed (and so open-closed) in $V \cap \Sigma$. Then $Sh(F, W) = E_{id}(F, W)^k$.

Proof. Let $\Omega : W \times I \to M$ be a $k$-homotopy such that $\Omega_0 = i_W : W \subset M$ is the identity inclusion. We have to show that for every $t \in I$ there exists a $C^\infty$ function $\alpha_t : W \to R$ such that $h = \varphi_W(\alpha_t)$.

Let $\Lambda : (W \setminus \Sigma) \times I \to R$ be a unique $k$-homotopy being a shift function for $\Omega$ and such that $\Lambda_0 \equiv 0$. We will show that every $\Lambda_t$ either extends to a $C^\infty$ function on all of $W$, or can be replaced with some other shift function of $\Omega_0$ which smoothly extends to $W$.

First we extend $\Lambda$ to $(V \setminus \Sigma) \times I$ changing it outside $(W \cap \Sigma) \times I$.

Since $W \cap \Sigma$ is open-closed in $V \cap \Sigma$, there exists a $C^\infty$ function $\mu : V \to [0, 1]$ such that $\mu = 1$ on some open neighbourhood $N \subset V$ of $W \cap \Sigma$ and $\mu = 0$ on some open neighbourhood of $V \setminus W$, see Figure 3.
Then it follows from Lemma 2.6 that a function \( \Lambda' : (V \setminus \Sigma) \times I \to \mathbb{R} \)

![Figure 3.](image)

defined by

\[
\Lambda'(x, t) = \begin{cases} 
\mu(x)\Lambda(x, t), & x \in W \setminus \Sigma, \\
0, & x \in V \setminus W
\end{cases}
\]

is a \( k \)-homotopy which coincides with \( \Lambda \) on \((N \setminus \Sigma) \times I\). Then the following map \( \Omega' : V \times I \to M \) defined by

\[
\Omega'(x, t) = \begin{cases} 
F(x, \Lambda'(x, t)), & x \in V \setminus (W \cap \Sigma), \\
\alpha, & x \in W \cap \Sigma
\end{cases}
\]

is a \( k \)-homotopy in \( E_{id}(F, V)^k \) which coincides with \( \Omega \) on \( N \times I \).

Since \( Sh(F, V) = E_{id}(F, V)^k \), it follows that \( \Omega'_t \) has a \( C^\infty \) shift function \( \alpha'_t \) on \( V \). Thus

\[
\Omega'_t(x) = F(x, \mu(x)\Lambda_t(x)) = F(x, \alpha'_t(x)), \quad x \in V \setminus \Sigma.
\]

Denote \( \hat{V} = V \setminus \Sigma \). Then \( \mu\Lambda_t \) is a shift function for \( \Omega'_t \) on \( \hat{V} \), while \( \alpha'_t \) is a shift function for \( \Omega'_t \) on \( V \). Consider three cases.

1) If \( \varphi_V \) and \( \varphi_{\hat{V}} \) are non-periodic, then it follows from Lemma 3.7 that \( \alpha'_t = \Lambda'_t = \mu\Lambda_t \) on \( \hat{V} \). Since \( \mu = 1 \) near \( W \cap \Sigma \) and \( \Lambda_t \) is smooth outside this set, we put \( \Lambda_t = \alpha_t \) on \( W \cap \Sigma \). Then \( \Lambda_t \) becomes smooth on all of \( W \).

2) If both \( \varphi_V \) and \( \varphi_{\hat{V}} \) are periodic, then by Lemmas 3.7 and 3.12 \( \mu\Lambda_t = \alpha'_t + l_t\theta \) on \( \hat{V} \), where \( \theta : V \to (0, \infty) \) is the positive generator of the kernel of \( \varphi_V \) and \( l_t \in \mathbb{Z} \). Then similarly to the case 1) \( \Lambda_t \) smoothly extends to all of \( W \).

3) Suppose that \( \varphi_{\hat{V}} \) is periodic while \( \varphi_V \) is non-periodic, and let \( \theta : V \to (0, \infty) \) be the positive generator of the kernel of \( \varphi_{\hat{V}} \). Then \( \alpha'_t = \mu\Lambda_t - l_t\theta \) on \( \hat{V} \) for some \( l_t \in \mathbb{Z} \). Again \( \alpha_t = \Lambda_t - l_t\theta \) smoothly extends to all of \( W \).

We claim that \( \alpha_t \) is a shift function for \( \Omega_t \). Indeed, we have that \( \Omega_t(x) = F_t(x, \Lambda_t(x)) \) and \( F(x, \theta(x)) = F(x, -l_t\theta(x)) = x \), whence

\[
F(x, \Lambda_t(x)) - l_t\theta(x)) = F(F(x, -l_t\theta(x)), \Lambda_t(x)) = F(x, \Lambda_t(x)) = \Omega_t(x).
\]

Thus \( \Omega_t = \varphi_W(\Lambda_t - l_t\theta) \in Sh(F, W) \).

\[\Box\]

**Corollary 6.30.** Suppose \( z \) is an isolated singular point of \( F \), and let \( V \) be a connected, open neighbourhood of \( z \) such that \( V \cap \Sigma = \{z\} \) and \( Sh(F, V) = E_{id}(F, V)^k \) for some \( k \geq 0 \). Then \( Sh(F, W) = E_{id}(F, W)^k \) for any other connected, open neighbourhood \( W \subset V \) of \( z \).
7. Regular extensions

For every \( m \in \mathbb{N} \) let \( 0_m = (0_m, 0_n) \) be the origin. Then \( 0_{m+n} = (0_m, 0_n) \) if we regard \( \mathbb{R}^{m+n} \) as \( \mathbb{R}^m \times \mathbb{R}^n \). Denote by \( p_m : \mathbb{R}^{m+n} \to \mathbb{R}^m \) the natural projection to the first \( m \) coordinates.

Let \( F \) be a germ of a vector field at \( 0_{m+n} \) on \( \mathbb{R}^{m+n} \), and \( G \) be a germ of a vector field on \( \mathbb{R}^m \equiv \mathbb{R}^m \times 0_n \subset \mathbb{R}^{m+n} \) at \( 0_m \). Say that \( F \) is a \textit{regular extension} of \( G \), if

\[
F(x, y) = (G(x), H(x, y))
\]

for some \( \mathcal{C}^\infty \) germ \( H : \mathbb{R}^{m+n} \to \mathbb{R}^n \) at \( 0_{m+n} \). Thus the first \( m \) coordinate functions of \( F \) coincide with \( G \) and, in particular, they do not depend on the remaining \( n \) coordinates. In this case the local flows of \( F \) and \( G \) are related by the following identity:

\[
F(x, y, t) = (G(x, t), H(x, y, t)),
\]

for some \( \mathcal{C}^\infty \) map \( H \).

Denote by \( \Sigma_F \) and \( \Sigma_G \) the sets of singular points of \( F \) and \( G \) respectively. Then it follows from (7.16)

\[
\Sigma_F \subset \Sigma_G \times V^n.
\]

Indeed, if \( F(x, y) = (G(x), H(x, y)) = 0 \), then \( G(x) = 0 \).

Notice that if \( H \) is a germ of a vector field on \( \mathbb{R}^n \) at \( 0_n \), then the \textit{product} \( F(x, y) = (G(x), H(y)) \) of \( G \) and \( H \) is a regular extension of each of these vector fields. Also notice that a regular extension of a regular extension is a regular extension itself.

It follows from the real version of Jordan’s theorem about normal forms of matrices that every linear vector field on \( \mathbb{R}^n \) is a regular extension of a linear vector field defined by one of the following matrices:

\[
(\lambda), \quad \left( \begin{array}{cc} 0 & 1 \\ 0 & 0 \end{array} \right), \quad \left( \begin{array}{cc} a & b \\ -b & a \end{array} \right), \quad \lambda, a, b \in \mathbb{R}.
\]

Lemma 7.31. Let \( V^m \subset \mathbb{R}^m \) and \( V^n \subset \mathbb{R}^n \) be open connected subsets, \( V^{m+n} = V^m \times V^n \), \( S \) be a connected smooth manifold with \( \dim S = d \), \( T \) be a path-connected topological space,

\[
\Omega : V^{m+n} \times S \times T \to \mathbb{R}^m \times \mathbb{R}^n
\]

be an \((S; T, k)\)-deformation in \( \mathcal{E}(F, V^{m+n}) \), and

\[
\Psi = p_m \circ \Omega : V^m \times V^n \times S \times T \to \mathbb{R}^m
\]

be the projection to the first \( m \) coordinates. Then the following statements hold true.

1) \( \Psi \) is a \((V^n \times S; T, k)\)-deformation in \( \mathcal{E}(G, V^m) \).

2) Suppose that \( \Omega \) has a continuous shift function

\[
\Lambda : V^{m+n} \times S \times T \supset A \longrightarrow \mathbb{R},
\]

defined on some subset \( A \) of \( V^{m+n} \times S \times T \). Then \( \Lambda \) is a shift function for \( \Psi \) with respect to \( G \).
The statement that $\Psi$ is a $(V^n \times S; T, k)$-deformation in $C^\infty(V^m, \mathbb{R}^m)$ directly follows from Lemma 2.6.

Denote $P = S \times T$ and $\rho = (\sigma, \tau)$. We have to show that $\Psi_{(y, \rho)} \in \mathcal{E}(G, V^m)$ for each $(y, \rho) \in V^n \times P$, i.e.

(i) $\Psi_{(y, \rho)}$ preserves orbits of $G$, so for each $x \in V^m$, there exists $t \in \mathbb{R}$ such that $\Psi_{(y, \rho)}(x) = G(x, t)$;

(ii) $\Psi_{(y, \rho)}$ is a local diffeomorphism at each $x \in \Sigma_G \cap V^m$.

(i) Since $\Omega_\rho$ preserves orbits of $F$, there exists $t_{x,y} \in \mathbb{R}$ such that

$$\Omega(x, y, \rho) = F(x, y, t_{x,y}) = (G(x, t_{x,y}), H(x, y, t_{x,y})),$$

whence $\Psi_{(y, \rho)}(x) = p_m \circ \Omega(x, y, \rho) = G(x, t_{x,y})$.

(ii) Let $x \in \Sigma_G \cap V^m$, so $G(x) = 0$. Then

$$F(x, y) = (G(x), H(x, y)) = (0, H(x, y))$$

for every $y \in \mathbb{R}^n$. It follows that the orbit $o_{(x,y)}$ of $F$ passing through $(x, y)$ is everywhere tangent to $x \times \mathbb{R}^n$ and therefore $o_{(x,y)} \subset x \times \mathbb{R}^n$. Since $\Omega_\rho$ preserves orbits of $F$, we also get that

$$\Omega_\rho(x \times V^n) \subset x \times \mathbb{R}^n. \tag{7.21}$$

Consider two cases.

(a) Suppose $(x, y)$ is a singular point of $F$, so $H(x, y) = 0$ as well. Since $\Omega_\rho \in \mathcal{E}(F, V^{m+n})$, we have $\Omega_\rho(x, y) = (x, y)$ and $\Omega_\rho$ is a local diffeomorphism at $(x, y)$. Then we get from (7.21) that the tangent space $T_y V^n = T_{(x,y)}(x \times V^n)$ is invariant with respect to the tangent map $T_{(x,y)} \Omega_\rho$ and therefore the image $T_{(x,y)} \Omega_\rho(T_x V^m)$ of the transversal space $T_x V^m = T_{(x,y)}(V^m \times y)$ is transversal to $T_y V^n$, see Figure 4. This

implies that the tangent map $T_x \Psi_{(y, \rho)} = T_x(p_m \circ \Omega_\rho)$ is non-degenerate, i.e. $\Psi_{(y, \rho)}$ is a local diffeomorphism at $x$.

(b) Suppose $H(x, y) \neq 0$, so $(x, y)$ is a regular point of $F$. Then by Corollary 4.22 there exist neighbourhoods $W^m \subset V^m$ of $x$ and $W^n \subset V^n$ of $y$, and a $C^\infty$ shift function $\beta: W^m \times W^n \to \mathbb{R}$ for $\Omega_\rho$, so

$$\Omega_\rho(x, y) = F(\bar{x}, \bar{y}, \beta(\bar{x}, \bar{y})) = (G(\bar{x}, \beta(\bar{x}, \bar{y})), H(\bar{x}, \bar{y}, \beta(\bar{x}, \bar{y}))),$$

for all $(\bar{x}, \bar{y}) \in W^m \times W^n$. In particular, $\Psi_{(y, \rho)}(\bar{x}) = G(\bar{x}, \beta(\bar{x}, y))$ for all $\bar{x} \in W^m$. Thus the restriction $\Psi_{(y, \rho)}|_{W^m}$ belongs to the image of shift map $Sh(G, W^m) \subset \mathcal{E}(G, W^m)$, whence $\Psi_{(y, \rho)}$ is a local diffeomorphism at $x$.

\begin{figure}[h]
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\end{figure}
2) Suppose $\Omega$ has a shift function (7.20). Then the identity
\[ \Omega(x, y, \rho) = F(x, y, \Lambda(x, y, \rho)), \quad (x, y, \rho) \in A, \]
implies $\Psi(x, y, \rho) = p_m \circ \Omega(x, y, \rho) = G(x, \Lambda(x, y, \rho)).$ □

8. Examples

In this section we consider examples of vector fields $F$ for which the relation between $Sh(F)$ and $E_{id}(F)^k$ is known and whose singular points satisfy assumptions (a)-(c) of Theorem 5.24.

8.1. Vector fields on $\mathbb{R}$. Let $G(x) = \beta(x) \frac{\partial}{\partial x}$ be a vector field on $\mathbb{R}$, where $\beta: \mathbb{R} \to \mathbb{R}$ is a smooth function. Suppose $\Sigma = \{0\}$, so $G$ has only three orbits $(-\infty, 0), \{0\}, (0, \infty)$. This is equivalent to the assumption that $\beta^{-1}(0) = 0$.

By the Hadamard lemma $\beta(x) = x \mu(x)$, where $\mu(x) = \int_0^1 \beta'(tx) dt$. Moreover, $\mu(0) = \beta'(0)$ and $\mu(x) \neq 0$ for $x \neq 0$. Hence by Corollary 3.10 if $\beta'(0) = \mu(0) = 0$, then $Sh(G) \neq E_{id}(G)$. If $\beta'(0) \neq 0$, then $\mu \neq 0$ on all of $\mathbb{R}$ and by Lemma 3.9 instead of $G$ we can consider the linear vector field $F(x) = x \frac{\partial}{\partial x}$.

It is shown in [22] that $Sh(F) = E_{id}(F)^0$ for any linear vector field on $\mathbb{R}^n$. We will now discuss these results.

8.2. Let $F(x) = vx \frac{\partial}{\partial x}$ be the linear vector field on $\mathbb{R}$. Then it generates the following flow $F(x, t) = e^{vt}x$. Let $V$ be an open neighbourhood of 0 and $\Omega: V \times S \times T \to \mathbb{R}$ be an $(S; T, k)$-deformation in $E(F, V)$. Then $\Omega(0,0,0,0) = 0$, and by the Hadamard lemma
\[ \Omega(x, \sigma, \tau) = x \int_0^1 \frac{\partial \Omega}{\partial x}(tx, \sigma, \tau) dt. \]

Since $\Omega(\sigma, \tau) \in E(F, V)$, we have that $\frac{\partial \Omega}{\partial x}(x, \sigma, \tau) > 0$, i.e. $\Omega(\sigma, \tau)$ is a local diffeomorphism at 0. Hence we can define the following function $\Lambda: V \times S \times T \to \mathbb{R}$ by
\[ \Lambda(x, \sigma, \tau) = \frac{1}{v} \ln \int_0^1 \frac{\partial \Omega}{\partial x}(tx, \sigma, \tau) dt. \]

Then $\Lambda$ is a $(S; T, k-1)$-deformation being a shift function for $\Omega$, i.e. $\Omega(x, \sigma, \tau) = e^{v \Lambda(x, \sigma, \tau)}$, c.f. [22 Eq. (23)]. In particular, we get $Sh(F, V) = E(F, V)$.

8.3. Consider the following linear vector field on $\mathbb{R}^2$:
\[ F(x, y) = \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y} \right) \left( \begin{array}{c} 0 \\ 1 \end{array} \right) \left( \begin{array}{c} x \\ y \end{array} \right) = y \frac{\partial}{\partial x}. \]

It generates the flow $F(x, y, t) = (x + yt, y)$. Let $V$ be an open neighbourhood of 0, and $\Omega = (\Omega_1, \Omega_2): V \times S \times T \to \mathbb{R}$ be an $(S; T, k)$-deformation in $E(F, V)$. Then $\Omega_2(x, y, \sigma, \tau) \equiv y$ and $\Omega_1(x, 0, \sigma, \tau) \equiv x$. 


Hence by the Hadamard lemma
\[ \Omega_1(x, y, \sigma, \tau) - x = \int_0^1 \frac{\partial \Omega_1}{\partial y}(x, ty, \sigma, \tau) dt. \]

Define the function \( \Lambda : V \times S \times T \to \mathbb{R} \) by
\[ \Lambda(x, y, \sigma, \tau) = \int_0^1 \frac{\partial \Omega_1}{\partial y}(x, ty, \sigma, \tau) dt. \]

Then \( \Lambda \) is a \((S; T, k-1)\)-deformation being a shift function for \( \Omega \), that is \( \Omega(x, y, \sigma, \tau) = (x + y \cdot \Lambda(x, y, \sigma, \tau), y) \), c.f. [22, Eq. (26)]. Again we get \( Sh(F, V) = E(F, V) \).

8.4. Let \( \omega = a + bi \neq 0 \) be a complex number, \( F(z, t) = e^{\omega t} z \) be the corresponding linear flow on \( \mathbb{C} \), and \( V \subset \mathbb{C} \) be an open neighbourhood of 0. By definition every \( \Omega \in E(F, V) \) is a local diffeomorphism at 0.

Let \( \Omega : V \times \mathbb{R}^d \to M \) be a \((\mathbb{R}^d, C^\infty)\)-deformation in \( E(F, V) \) such that \( \Omega_\sigma \) preserves orientation at 0 for each \( \sigma \in \mathbb{R}^d \). Then by [22, Lm. 31] there exists a \( C^\infty \) function \( \gamma : V \times \mathbb{R}^d \to \mathbb{C} \setminus 0 \) such that \( \Omega(z, \sigma) = z \cdot \gamma(z, \sigma) \). Hence, [22, Eqs.(24),(25)], the following function \( \Lambda : V \times \mathbb{R}^d \to \mathbb{R} \) defined by
\[ \Lambda(z) = \begin{cases} \frac{1}{2\pi} \ln |\gamma(z, \sigma)|^2, & a \neq 0, \\ \frac{i}{\pi} \arg(\gamma(z, \sigma)), & a = 0, \end{cases} \]
is a \( C^\infty \) shift function for \( \Omega \). In the second case \( \Lambda \) is defined up to a constant summand \( 2\pi k/n \).

**Remark 8.32.** In \( \S 8.2 \) and \( \S 8.3 \) a shift function \( \Lambda \) of an \((S; T, k)\)-deformation \( \Omega \) is expressed via partial derivatives of \( \Omega \). Therefore it looses its “smoothness in \( \tau \)” by 1 though it remains \( C^\infty \) in \( \sigma \). The main tool of constructing \( \Lambda \) is the Hadamard lemma.

On the other hand in \( \S 8.4 \) the proof of mentioned above “division lemma” [22, Lm. 31] uses all the partial derivatives of \( \Omega \) for the proof of smoothness of \( \gamma \). Hence if \( \Omega \) were an \((S; T, k)\)-deformation, then we could not guarantee that the obtained function \( \Lambda \) is even continuous in \( \tau \) though for each \( \tau \in T \) the function \( \Lambda_\tau \) is \( C^\infty \) on \( V \), c.f. Definition 9.42. Such effects are typical for divisibility by smooth functions, c.f. [31, p. 93, Eq. (2)] and [34].

8.5. **Properties** \((E)^l\). In [22, Defn. 24] for every \( l \geq 0 \) the following “extension” property \((E)^l\) for a singular point \( z \) of a vector field \( F \) was introduced (see also Remark [24]). We will now present a slight modification of this property which will be useful for further considerations.

**Definition 8.33.** Let \( z \in \Sigma \) be such that \( \Sigma \) is nowhere dense at \( z \). Say that \( F \) has **property** \((E)^l\), \((l \geq 0)\), at \( z \) if for any
- open neighbourhood \( V \) of \( z \),
- a smooth manifold \( S^l \) of dimension \( \dim S^l = l \),
a \((S^1, C^\infty)\) deformation \(\Omega : V \times S^1 \to M\) in \(E(F, V)\), and

- a \(C^\infty\) shift function \(\Lambda : (V \setminus \Sigma) \times S^1 \to \mathbb{R}\) for \(\Omega\), i.e.

\[
\Omega(x, \sigma) = F(x, \Lambda(x, \sigma)), \quad (x, \sigma) \in (V \setminus \Sigma) \times S^1,
\]

there exists a neighbourhood \(W \subset V\) of \(z\) such that \(\Lambda\) extends to a \(C^\infty\) function \(\Lambda : W \times S^1 \to \mathbb{R}\).

Thus in order to verify \((E)^l\) one should smoothly resolve \((8.22)\) with respect to \(\Lambda\) on a neighbourhood of \(z \times S^1\) using the assumption that \(\Omega_\sigma\) preserves orbits of \(F\) and is a local diffeomorphism at each \(x \in \Sigma \cap V\). In particular, vector fields of §§8.2-8.4 evidently have \((E)^l\) for all \(l \geq 0\).

As noted above, every linear vector field is a regular extension of some vector field considered in §§\(22, \text{Th. } 25\). Lemma 8.34.

**Lemma 8.34.** [22, Th. 25] Suppose that \(\Sigma\) is nowhere dense and \(F\) has property \((E)^0\) at each \(z \in \Sigma\). Then \(\text{Sh}(F) = \mathcal{E}_{id}(F)^0\).

As a direct consequence of Lemma [7,31] we obtain that properties \((E)^l\) for \(l > 0\) allow to prove \((E)^0\), and therefore to establish \(\text{Sh}(F) = \mathcal{E}_{id}(F)^0\), for regular extensions.

**Lemma 8.35.** [22, Lm. 29], (see also Remark [1,2] and Lemma [7,31]) Let \(G\) (resp. \(F\)) be a germ of a vector field on \(\mathbb{R}^n\) at \(0_n\) (resp. on \(\mathbb{R}^{m+n}\) at \(0_{m+n}\)). Suppose \(F\) is a regular extension of \(G\). If \(G\) has property \((E)^{l+n}\) at \(0_m\), then \(F\) has property \((E)^l\) at \(0_{m+n}\).

**Definition 8.36.** Let \(F\) be a vector field on a manifold \(M\) and \(z \in \Sigma\). Say that \(z\) is of type (L) for \(F\), if the germ of \(F\) at \(z\) is a regular extension of some linear vector field on \(\mathbb{R}^n\) at \(0_n\), for some \(n > 0\).

**Corollary 8.37.** [22, Th. 27]. Every point of type (L) has property \((E)^l\) for each \(l \geq 0\).

**Proof.** As noted above, every linear vector field is a regular extension of some vector field considered in §§8.2-8.4 see also (7.18). Then our statement follows from Lemma [8,35].

The problem of linearization of a vector field in a neighbourhood of a singular point was extensively studied, see e.g. [11, 42, 46, 19, 2].

**Corollary 8.38.** [22, Th. 1(A)]. Suppose every \(z \in \Sigma\) is of type (L) for \(F\). Then \(\text{Sh}(F) = \mathcal{E}_{id}(F)^0\).

### 8.6 Reduced Hamiltonian vector fields.

In [27] the author presented a class of examples of highly degenerate vector fields \(F\) on \(\mathbb{R}^n\) with singularity at 0 for which \(\text{Sh}(F)\) coincides at 0 with \(\mathcal{E}_{id}(F)^1\) formally. That is for each \(h \in \mathcal{E}_{id}(F)^1\) there exists \(\alpha \in C^\infty(\mathbb{R}^n, \mathbb{R})\) such that \(j^\infty h(0) = j^\infty \varphi(\alpha)(0)\). Every such vector field (and even its initial
non-zero jet at 0) turned out to be non-divisible by smooth functions, c.f. Corollary 3.10.

Moreover, in the following special case it can be said more.

Let \( g : \mathbb{R}^2 \rightarrow \mathbb{R} \) be a homogeneous polynomial of degree \( p \geq 2 \), so
\[
(8.23) \quad g = L_1^{l_1} \cdots L_a^{l_a} \cdot Q_1^{q_1} \cdots Q_b^{q_b},
\]
where \( L_i \) is a non-zero linear function, \( Q_j \) is an irreducible over \( \mathbb{R} \) (definite) quadratic form, \( l_i, q_j \geq 1 \), \( L_i/L_i' \neq \text{const} \) for \( i \neq i' \), and \( Q_j/Q_{j'} \neq \text{const} \) for \( j \neq j' \). Put
\[
D = L_1^{l_1-1} \cdots L_a^{l_a-1} \cdot Q_1^{q_1-1} \cdots Q_b^{q_b-1}.
\]
Then \( g = L_1 \cdots L_a \cdot Q_1 \cdots Q_b \cdot D \) and it is easy to see that \( D \) is the greatest common divisor of the partial derivatives \( g'_x \) and \( g'_y \). The following polynomial vector field on \( \mathbb{R}^2 \):
\[
F(x, y) = -(g'_y/D) \frac{\partial}{\partial x} + (g'_x/D) \frac{\partial}{\partial y}
\]
will be called the reduced Hamiltonian vector field of \( g \). In particular, if \( g \) has no multiple factors, i.e. \( l_i = q_j = 1 \) for all \( i, j \), then \( D \equiv 1 \) and \( F \) is the usual Hamiltonian vector field of \( g \).

Notice that \( F(g) \equiv 0 \) and the coordinate functions of \( F \) are relatively prime homogeneous polynomials of degree \( \deg F = a + 2b \geq 3 \).

If \( \deg F = 1 \), so \( F \) is linear, then by Corollary 8.38, \( Sh(F) = E_{id}(F)^0 \).

Suppose \( \deg F \geq 2 \), so \( a + 2b \geq 3 \). Then we will distinguish the following two cases, see Figure 5.

**Case** (HE): \( a = 0 \) and \( b \geq 2 \). Thus \( g = Q_1 \cdots Q_b \) is a product of at least two distinct irreducible quadratic forms, and, in particular, the origin \( 0 \in \mathbb{R}^2 \) is a global extreme of \( g \).

**Case** (HS): all other cases, so either \( a \geq 3 \) and \( b = 0 \), or \( a \geq 1 \) but \( b \geq 1 \). Then \( 0 \in \mathbb{R}^2 \) is a saddle critical point of \( g \).

![HE](image1.png) ![HS](image2.png)

**Figure 5.**

It is shown in [26] that in the case (HE) \( Sh(F) \neq E_{id}(F)^0 \). By Lemma 8.33 this implies that (HE)-singularities do not satisfy \( (E)^0 \).

The last statement can also be verified by another arguments. Let \( \theta : \mathbb{R}^2 \setminus 0 \rightarrow \mathbb{R} \) be the function associating to every \( z \neq 0 \) its period with respect to \( F \). Then \( \theta \) is a \( C^\infty \) shift function on \( \mathbb{R}^2 \setminus 0 \) for the identity map \( id_{\mathbb{R}^2} \). But since \( j^1F(0) = 0 \), we have that \( \lim_{z \to 0} \theta(z) = \infty \), see Example 3.15. Hence \( \theta \) can not be even continuously extended to all of \( \mathbb{R}^2 \). Therefore the origin \( 0 \in \mathbb{R}^2 \) does not satisfy \( (E)^0 \).
We say that $z$ is of type (HE), resp. (HS), for $F$, if the germ of $F$ at $z$ is a regular extension of some reduced Hamiltonian vector field of a homogeneous polynomial of the case (HE), resp. (HS).

In either the cases we say that $z$ is of type (H).

**Example 8.40.** A singular point of a vector field can belong to distinct types. For instance, consider the following vector field on $\mathbb{R}^5$:

$$F(a, b, c, d, e) = (2a, -4e^3, 4b^3, -d^2 - 2de, 3de + 2e^2)$$

Then $F$ is a product of the linear vector field $2a\frac{\partial}{\partial a}$ and reduced Hamiltonian vector fields of polynomials $b^4 + c^4$ and $d^2 + d^2e^2$. Whence the origin $0 \in \mathbb{R}^5$ belongs to each of the types (L), (HE), and (HS).

As an application of [27] and the results of the present paper we will prove in next section the following theorem which extends Corollary 8.38 to vector fields with singularities of type (H). This theorem is also a “global” variant of [27, Th. 11.1].

**Theorem 8.41.** Let $F$ be a vector field on a manifold $M$ tangent to $\partial M$ and such that every $z \in \Sigma$ belongs to one of the types (L) or (H). Then $Sh(F) = \mathcal{E}_\text{id}(F)^1$. Moreover, $F$ satisfies condition GSF, i.e. if $G$ is another vector field each of whose orbits is contained in some orbit of $F$, then there exists a $C^\infty$ function $\alpha : M \to \mathbb{R}$ such that $G = \alpha F$.

Moreover, if, in addition, every $z \in \Sigma$ belongs to one of the types (L) or (HS), then $Sh(F) = \mathcal{E}_\text{id}(F)^l$.

9. Properties ESD($l; d, k$)

In this section we introduce another series of properties ESD($l; d, k$) being weaker than (E)$^l$, but similarly to them property ESD(0; 1, k) for singular points of $F$ guarantees $Sh(F) = \mathcal{E}_\text{id}(F)^k$, while ESD($l; d, k$) implies ESD(0; $d, k$) for regular extensions. We also describe ESD($l; d, k$) for singularities of types (H). This will allow to prove Theorem 8.41 for $l \geq 0$ let $\mathbb{R}_+^l = \{x_l \geq 0\}$ be closed upper half space in $\mathbb{R}^l$.

**Definition 9.42.** Suppose that $\Sigma$ is nowhere dense at $z \in \Sigma$ and let $0 \leq l < \infty$, $0 \leq d < \infty$, and $0 \leq k \leq \infty$. Say that $F$ has extensions of shift functions under $k$-deformations property ESD($l; d, k$) at $z$ if the following holds true: let

- $V$ be a connected, open neighbourhood of $z$,
- $S^l$ be a either $\mathbb{R}^l$ or $\mathbb{R}_+^l$,
- $\Omega : V \times S^l \times I^d \to M$ be an $(S^l; I^d, k)$-deformation in $\mathcal{E}(F, V)$, such that for some $(\sigma_0, \tau_0) \in S^l \times I^d$ the map $\Omega_{(\sigma_0, \tau_0)}$ has a $C^\infty$ function $\alpha$ on all of $V$, and
- $\Lambda : (V \setminus \Sigma) \times S^l \times I^d \to \mathbb{R}$ be a unique continuous shift function for $\Omega$ such that $\Lambda_{(\sigma_0, \tau_0)} = \alpha$.
then there exists a neighbourhood $W \subset V \times S^l$ of $(z, \sigma_0)$ such that for each $\tau \in I^d$ the function $\Lambda_{\tau}$ smoothly extends to $W$.

For $d = 0$ the number $k$ does not matter, therefore in this case we will denote the corresponding property by $\text{ESD}(l; 0, -)$. Also notice that $\text{ESD}(0; 0, -)$ is a tautology, therefore we usually assume that $l + d \geq 1$.

Remark 9.43. a) Definition 9.42 does not require for $\Lambda$ to be continuous on $W \times S^l \times I^d$.

b) Also notice that $\text{ESD}(l; d, k)$ is a property of the germ of $F$ at $z$, i.e. if $U$ is an open neighbourhood of $z$, then $F$ has $\text{ESD}(l; d, k)$ at $z$ if and only if the restriction $F|_U$ has this property at $z$.

The following lemma is a direct consequence of definitions and we left it for the reader.

Lemma 9.44. For $0 \leq l \leq l' < \infty$, $0 \leq d \leq d' < \infty$, and $0 \leq k \leq k' \leq \infty$ the following implications hold true:

(a) $\text{(E)}^l \Rightarrow \text{(E)}^{l'}$

(b) $\text{(E)}^l \Rightarrow \text{ESD}(l; d, k)$

(c) $\text{ESD}(l'; d', k) \Rightarrow \text{ESD}(l; d, k')$

Thus $\text{ESD}(1; 0, -)$ and $\text{ESD}(0; 1, \infty)$ are the weakest properties. □

Evidently, Theorem 5.24 claims that either of its conditions (a)-(c) implies $\text{ESD}(0; d, k)$ for $z$ for all $d \geq 0$. Moreover, the proof of Theorem 5.25 only uses property $\text{ESD}(0; d, k)$. Hence the following result being also an analogue of [22, Th. 25] (see Lemma 8.34) holds true. We leave the details for the reader.

Theorem 9.45. Suppose $\Sigma$ is nowhere dense in $V$ and there exists $k \in \{0, \ldots, \infty\}$ such that $F$ has property $\text{ESD}(0; 1, k)$ at every $z \in \Sigma \cap V$. Then

$$\text{Sh}(F, V) = \mathcal{E}_{\text{id}}(F, V)^k,$$

In particular, if $V = M$, then $\text{Sh}(F) = \mathcal{E}_{\text{id}}(F)^k$

Lemma 9.46. c.f. [27, Th. 4.1] Suppose $F$ has the weakest properties $\text{ESD}(1; 0, -)$ and $\text{ESD}(0; 1, \infty)$ at each of its singular points, then $F$ has GSF as well, see [27, Defn. 4.2].

Proof. It is shown in [27, Th. 4.1] that if for each $z \in \Sigma$ there exists a neighbourhood $V$ such that $\text{Sh}(F, V) = \mathcal{E}_{\text{id}}(F, V)^\infty$ and the shift map $\varphi_V$ satisfies the so-called smooth path-lifting condition, see [27, Defn. 4.2], then $F$ has property GSF.

The first assumption $\text{Sh}(F, V) = \mathcal{E}_{\text{id}}(F, V)^\infty$ can be satisfied due to property $\text{ESD}(0; 1, \infty)$ for singular points of $F$ and Theorem 9.45. Moreover, smooth path-lifting condition is the same as $\text{ESD}(1; 0, -)$. □

The next statement describes in such a way $\text{ESD}(l; d, k)$ is inherited with respect to regular extensions, c.f. Lemma 8.35.
Lemma 9.47. Let $G$ (resp. $F$) be a germ of a vector field on $\mathbb{R}^n$ at $0_n$ (resp. on $\mathbb{R}^{n+n}$ at $0_{m+n}$). Suppose $F$ is a regular extension of $G$, and $F(0_{m+n}) = 0$, so $G(0_n) = 0$ as well. If $G$ has property $\text{ESD}(l+n;d,k)$ at $0_m$, then $F$ has property $\text{ESD}(l;d,k)$ at $0_{m+n}$.

Proof. Let $V^m$ and $V^n$ be open connected neighbourhoods of $0_m$ and $0_n$ respectively. Then $V^{m+n} = V^m \times V^n$ is a connected, open neighbourhood of $0_{m+n}$.

Let $S^l = \mathbb{R}^l$ or $\mathbb{R}_+^l$, $(\mathbf{\sigma}_0, \mathbf{\tau}_0) \in S \times I^d$, $\Omega : V^{m+n} \times S^l \times I^d \to \mathbb{R}^{m+n}$ be an $(S^l; I^d, k)$-deformation in $\mathcal{E}(\mathcal{G}, V^{m+n})$, such that $\Omega_{(\mathbf{\sigma}_0, \mathbf{\tau}_0)} = \varphi_{V^{m+n}}(\alpha)$ for some $\alpha \in C^\infty(V^{m+n}, \mathbb{R})$, and $\Lambda : (V^{m+n} \setminus \Sigma_F) \times S^l \times I^d \to \mathbb{R}$ be a unique shift function for $\Omega$ such that $\Lambda_{(\mathbf{\sigma}_0, \mathbf{\tau}_0)} = \alpha$.

By Lemma 7.33 the projection $\Psi = p_m \circ \Omega : V^m \times V^n \times S^l \times I^d \to \mathbb{R}^m$ is a $(V^n \times S^l; I^d, k)$-deformation in $\mathcal{E}(\mathcal{G}, V^m)$ and $\Lambda$ is a shift function for $\Psi$. Then by $\text{ESD}(l+n;d,k)$ for $0_m$ there exists a neighbourhood $W$ of $(0_m, 0_n, \mathbf{\sigma}_0)$ in $V^m \times V^n \times S^l$ such that for each $\mathbf{\tau} \in I^d$ the function $\Lambda_\mathbf{\tau}$ smoothly extends to $W$. This implies $\text{ESD}(l;d,k)$ for $0_{m+n}$. \qed

Lemma 9.48. Every point of type (HS) has property $(E)^d$ for all $d \geq 0$. Every point of type (HE) has property $\text{ESD}(l;d,k)$ for all $l, d \geq 0$ and $k \geq 1$, but in general it does not satisfy $\text{ESD}(l;d,0)$ with $l + d \geq 1$.

Proof. Let $g$ be a homogeneous polynomial \[8.23\], $F$ be the corresponding reduced Hamiltonian vector field of $g$, and $V$ be an open connected neighbourhood of $0 \in \mathbb{R}^2$. Suppose that $\deg F \geq 2$. It is shown in \[23, 27\], see \[27\] Th. 11.1], that in this case

1) $\mathcal{E}_{id}(\mathcal{F}, V)^1 = \{ h \in \mathcal{E}(\mathcal{F}, V) : j^1 h(0) = \text{id} \}$, and

2) there exists a map $\lambda : \mathcal{E}_{id}(\mathcal{F}, V)^1 \to C^\infty(V, \mathbb{R})$ with the following properties.

(2a) $\varphi_V \circ \lambda = \text{id}(\mathcal{E}_{id}(\mathcal{F}, V)^1)$, that is for each $h \in \mathcal{E}_{id}(\mathcal{F}, V)^1$ we have that $h(z) = F(z, \lambda(h)(z))$. Thus $\lambda$ is the inverse of $\varphi_V$. In particular, we obtain that $\mathcal{E}_{id}(\mathcal{F}, V)^1 = Sh(\mathcal{F}, V)$.

(2b) the map $\lambda$ preserves smoothness in the following sense: for any $(S, C^\infty)$-deformation $\Omega : V \times S \to \mathbb{R}^2$ in $\mathcal{E}_{id}(\mathcal{F}, V)^1$ the function $\Lambda : V \times S \to \mathbb{R}$ defined by $\Lambda(z, \sigma) = \lambda(\Omega_\sigma)(z)$ is also $C^\infty$.

Now we can complete our lemma. Denote $\hat{V} = V \setminus \Sigma$. Let also $S^l$ be any smooth manifold of dimension $l$.

(HS). Let $\Omega : V \times S^l \to \mathbb{R}^2$ be an $(S^l, C^\infty)$-deformation in $\mathcal{E}(\mathcal{F}, V)$ and $\Lambda : \hat{V} \times S^l \to \mathbb{R}$ be any shift function for $\Omega$. It is shown in \[26\] that $\mathcal{E}_{id}(\mathcal{F}, V)^1 = \mathcal{E}(\mathcal{F}, V)$ for the case (HS), so $\Omega$ is a deformation in $\mathcal{E}_{id}(\mathcal{F}, V)^1 = Sh(\mathcal{F}, V)$. 


Put $\alpha_\sigma = \lambda(\Omega_\sigma)$. Then $\Lambda_\sigma$ and $\alpha\big|_{\sigma}\big|_{\overline{V}}$ are two shift functions for $\Omega_\sigma$ on $\overline{V}$. Since 0 is a “saddle” point, we obtain that $\overline{V}$ contains non-closed orbits of $F$, see Figure 5. Hence $\varphi_{\overline{V}}$ is non-periodic. Therefore $\Lambda_\sigma = \alpha\big|_{\sigma}\big|_{\overline{V}}$, so $\Lambda_\sigma$ smoothly extends to $V$.

Thus we obtain a function $\Lambda : V \times S^l \rightarrow \mathbb{R}$ which can be defined by $\Lambda(z, \sigma) = \lambda(\Omega_\sigma)(z)$. Then by (2b) $\Lambda$ is $C^\infty$. This proves $(E)^d$ for 0.

(HE). Let $\Omega : V \times S^l \times I^d \rightarrow \mathbb{R}^2$ be an $(S^l; I^d, 1)$-deformation in $\mathcal{E}_{id}(F, V)^1 = \varphi_V$, $(\sigma_0, \tau_0) \in S^l \times I^d$, $\alpha \in C^\infty(V, \mathbb{R})$ be a $C^\infty$ shift function for $\Omega_{(\sigma_0, \tau_0)}$ and $\Lambda : \overline{V} \times S^l \times I^d \rightarrow \mathbb{R}$ be a unique continuous shift function for $\Omega$ such that $\Lambda_{(\sigma_0, \tau_0)} = \alpha$.

Notice that in the case (HE) the origin 0 is a strong pn-point for $F$ and also $j^1 F(0) = 0$, so it satisfies even both assumptions (b) and (c) of Theorem 5.24. Hence for each $(\sigma, \tau) \in S^l \times I^d$ the function $\Lambda_{(\sigma, \tau)}$ smoothly extends to all of $V$ and coincides with a unique shift function $\alpha_{(\sigma, \tau)} = \lambda(\Omega_{(\sigma, \tau)})$ for $\Omega_{(\sigma, \tau)}$.

Then for each $\tau \in I^d$ the obtained function $\Lambda_{\tau} : V \times S^l \rightarrow \mathbb{R}$ is defined by $\Lambda_{\tau}(z, \sigma) = \lambda(\Omega_{(\sigma, \tau)})(z)$. Hence by (2b) $\Lambda_{\tau}$ is $C^\infty$ on $V \times S^l$. This proves ESD$(l; d, 1)$ for 0.

To show that 0 does not satisfy ESD$(l; d, 0)$ consider the mapping $h : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ defined by $h(z) = -z$. Since $g$ is a product of definite quadratic forms, it follows that $g \circ h = g$, whence $h \in \mathcal{E}(F, V)$. It is shown in [26] that $h \in \mathcal{E}_{id}(F, V)^0 \setminus \mathcal{E}_{id}(F, V)^1$, therefore $Sh(F, V) \neq \mathcal{E}_{id}(F, V)^0$.

Let us briefly recall the idea of proof. First it is not hard to show that the set of 1-jets at 0 of elements of $\mathcal{E}(F, V)$ constitute a finite (actually either dihedral or cyclic) subgroup of $GL(2, \mathbb{R})$. Then, using analogue of a Alexander trick, it was constructed a 0-homotopy $h_t$ between $h_0 = \text{id}_{\mathbb{R}^2}$ and $h_1 = h$ in $\mathcal{E}(F, V)$. Neither of such homotopies can be a 1-homotopy. Indeed, $j^1 h_0(0) = \text{id}$, while $j^1 h_1(0) = -\text{id}$. But as just noted, $j^1 h_t(0)$ can take only finitely many values, whence $j^1 h_t$ is not continuous in $t$, so ($h_t$) is not a 1-homotopy.

\[\Box\]

9.1. **Proof of Theorem 8.41.** By Corollary 8.37 and Lemmas 9.44, 9.47 and 9.48 every point of type (L) and (HS) has property $(E)^0$, while every point of type (HE) has property ESD$(0; 1, 1)$. Then Theorem 9.45 implies the first statement of out theorem about $Sh(F, V)$.

Moreover, again by Lemma 9.44 every singular point of $F$ has properties ESD$(1; 0, -)$ and ESD$(0; 1, \infty)$, whence by Lemma 9.46 $F$ has property GSF.

\[\Box\]
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