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Predicting Tipping Points in Chaotic Maps with Period-Doubling Bifurcations
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In this paper, bifurcation points of two chaotic maps are studied: symmetric sine map and Gaussian map. Investigating the properties of these maps shows that they have a variety of dynamical solutions by changing the bifurcation parameter. Sine map has symmetry with respect to the origin, which causes multistability in its dynamics. The systems’ bifurcation diagrams show various dynamics and bifurcation points. Predicting bifurcation points of dynamical systems is vital. Any bifurcation can cause a huge wanted/unwanted change in the states of a system. Thus, their predictions are essential in order to be prepared for the changes. Here, the systems’ bifurcations are studied using three indicators of critical slowing down: modified autocorrelation method, modified variance method, and Lyapunov exponent. The results present the efficiency of these indicators in predicting bifurcation points.

1. Introduction

Chaotic dynamics is interesting in the field of nonlinear systems. Real systems can present chaotic oscillations [1]. Phenomenological behaviors of chaotic systems are interesting [2]. Two types of systems can show chaos: continuous systems (flows) and discrete systems (maps) [3–5]. Chaos is still a challenge, and there are many unknown mysteries about it in both continuous and discrete chaotic systems [6–8]. Studying various dynamics of discrete and continuous systems has been a hot topic [9–11]. Hyperchaotic dynamics of coupled systems was discussed in [12]. A piecewise linear system was studied in [14, 15]. Discrete systems can show many exciting dynamics, while most dynamics can be investigated using an in-depth study of their structures [16]. The reliability of the dynamics of discrete systems is highly dependent on simulation time [17]. The finite precision of computers has a significant effect on the simulation of chaotic dynamics [18]. Critical points of the bifurcation diagram in a chaotic map were investigated in [19]. Chaotic maps have some engineering applications, such as random number generators [20, 21]. In [22], the Henon map was investigated using fuzzy logic. Fractional order of the generalized Henon map was discussed in [23]. Various dynamics of the Bogdanov map were investigated in [24]. Multistability is an interesting behavior of dynamical systems [15, 25, 26]. Multistability is a condition in which the system’s attractor is dependent on the initial values [27]. Various types of multistability can be discussed, such as extreme multistability [28]. Multistability of a 1D chaotic map has been studied in [29]. Secure communication and
image encryption are some of the applications of chaotic dynamics [30, 31]. Image encryption based on the Bogdanov map is very applicable [32, 33]. Control is an important challenge in the study of chaotic dynamics [34–36].

Dynamical properties of systems can be investigated using bifurcation diagrams. In a bifurcation diagram, various dynamics of the system can be seen as well as its bifurcation points [37–39]. Nonlinear dynamical tools are very useful [40, 41]. Hidden and nonstandard bifurcations of a system were studied in [42]. The study of bifurcations of a nonautonomous memristive FitzHugh–Nagumo circuit has been done in [43]. In [44], bifurcations of memristor synapse-based Morris–Lecar were discussed. Recently, the study of bifurcation points and their predictions is interesting [45, 46]. Before the occurrence of bifurcation points, slowing down is seen in the system dynamics [47]. This slowness is useful in the indication of bifurcation points [48, 49]. Prediction of bifurcation points is vital since some bifurcations may cause an undesired new behavior. Prediction of bifurcation points of biological systems has been studied in [50]. For example, the application of slowing down of blood pressure in predicting ischemic stroke was discussed in [51].

The ability of older adults to recover was investigated as a key for antiaging issue [52]. The advantage of predicting bifurcation points using indicators is to predict approaching the bifurcation points before their occurrence. Many studies try to indicate bifurcation points [53, 54]. Prediction of noise-induced critical transitions was studied in [55]. The most exciting predictors of bifurcation points are autocorrelation at lag-1 and variance [47]. In [56], some issues in those indicators in predicting bifurcation points during a period-doubling route to chaos were studied. So, a new version of the well-known indicators was proposed to solve those issues [56]. In [57, 58], the Lyapunov exponent was studied as an indicator of bifurcation points. However, some points in the calculation of Lyapunov exponents should be considered [59].

Here, we study various dynamics of two chaotic maps. These maps show different bifurcations. The cobweb plot is used to study the dynamics of the chaotic map in which the transition of the time series is also shown in the map plot [60]. Then, using critical slowing down indicators, various tipping points of the systems are investigated.

2. The Chaotic Maps

Two chaotic maps are studied in this paper. The first one is a one-dimensional chaotic map, which is called the sine map, as shown in the following equation:

\[ x_{k+1} = B \sin(\pi x_k). \]  

To study various behavior of the system by varying initial values, cobweb diagrams of the sine map in parameter \( B = 0.6 \) and various initial conditions are shown in Figure 1. Here, in the cobweb plots, the map is shown in red color, the identity line is shown in cyan color, and the transition of time series is shown in black color. Figure 1 shows that the system has three equilibrium points in this parameter since its map has three intersections with the identity line where \( x_{k+1} = x_k \). The origin is unstable because the slope of the map is larger than one, and the other ones are stable because the amplitude of slope is smaller than one. So, the system is multistable in this parameter, and initial conditions are crucial in the system’s final state. The figure shows that different initial conditions result in various equilibrium points.

To briefly explain the dynamic of System (1), its bifurcation is presented in Figure 2. The diagram depicts that the system has various dynamics, and the amplitude of attractors is expanded by increasing the bifurcation parameter. The bifurcation diagram shows that the map has various dynamics from equilibrium points to chaotic attractors. In bifurcation parameters \( 0 < B < 0.318 \), the system shows one fixed point at zero. Figure 3(a) shows the cobweb plot with \( B = 0.2 \) and initial condition \( x_0 = 0.2 \). By increasing parameter \( B \), two equilibrium points are created, and the origin becomes unstable (Figure 3(b) with \( B = 0.5 \) and \( x_0 = 0.2 \)). So, the two equilibrium points are coexisting. After that, an increase in parameter \( B \) causes a period-doubling route to chaos. The cobweb plot of the chaotic dynamics with \( B = 1 \) and \( x_0 = 0.2 \) is shown in Figure 3(c). So, in this interval of parameter \( B \), the system has two stabilities, which can vary from an equilibrium point to chaos by changing the bifurcation parameter. By increasing parameter \( B \), a crisis happens, and the chaotic attractor is expanded. Figure 3(d) shows that the attractor can move from the positive part of the sine function to the negative one and vice versa (\( B = 1.001 \) and \( x_0 = 0.2 \)). After that, in \( B = 1.466 \), a period-two dynamic is generated, followed by the period-doubling route to chaos. Figure 3(e) shows the cobweb plot of the system in \( B = 1.5 \) and \( x_0 = 0.2 \) in which the system has a periodic dynamic. In larger parameters such as \( B = 2.5 \) (Figure 3(f)), an exciting dynamic appears in which increasing parameter \( B \) causes another peak of the sine function touches the identity line. It can create four new equilibrium points. Two equilibrium points are stable, and another two equilibrium points are unstable. Then, the same route to chaos happens by increasing parameter \( B \), and the bifurcations repetitively happen, which are just different in the amplitude of the dynamics.

The sine function is symmetric concerning the origin. This property causes two different symmetric stabilities shown in the bifurcation diagram with two positive and negative initial conditions. Figure 4 shows the bifurcation diagram of System (1) with \( x_0 = 0.5 \) for the black diagram and \( x_0 = -0.5 \) for the red diagram. The system has two stable equilibria in \( B \in [0.317, 0.719] \), and each of them continues with a period-doubling route to chaos. Also, in each of the periodic windows, the multistability of the system can be seen.

The second studied system is the Gaussian map. This map is formulated as follows:

\[ x_{k+1} = e^{-ax_k^2} + B, \]  

where parameter \( a = 6.2 \) is fixed and parameter \( B \) is the bifurcation parameter. Figure 5 shows bifurcation diagram
Figure 1: Cobweb diagram of System (1) in parameter $B = 0.6$ and initial condition (a) $x_0 = -1.4$; (b) $x_0 = -1.1$; (c) $x_0 = -1$; (d) $x_0 = -0.5$; (e) $x_0 = 0.5$; (f) $x_0 = 1$; (g) $x_0 = 1.1$; (h) $x_0 = 1.4$; this shows that the system has two stable equilibria in this value of parameter.

Figure 2: Bifurcation diagram by varying parameter $B$ and constant initial condition $x_0 = 0.5$. The symmetric sine map has a period-doubling route to chaos and with periodic windows observed within.
of this map by changing parameter $B$. It can be seen that the system shows a period-doubling route to chaos and its inverse route by increasing $B$.

3. Critical Slowing Down Indicators of the Chaotic Maps

Here, the bifurcations of the symmetric sine map are studied. The studies of the previous section show that the system has various dynamics and many bifurcation points. Critical slowing down is observed before the tipping points. The slowness can be characterized using the critical slowing down predictors [47]. One of the useful slowing down indicators is autocorrelation at lag-1. Before the tipping points, the system became slower, so the similarity of consecutive states increases. Another well-known indicator is variance, which increases before the bifurcation points. However, a previous study has shown that these indicators can only
predict tipping points of type “period-one” [56]. In that work, to modify the previous indicators, the previous indicators such as autocorrelation and variance were applied to subvectors obtained from each cycle of the \( m \)-cycle attractor where \( m \) is the period of the signal [56].

The modified autocorrelation (AC) method is applied to the dynamics of the map for varying parameter \( B \). Figure 6 shows the bifurcation diagram of the sine map in the interval \( B \in [0, 5] \) in black and the absolute of the modified autocorrelation indicator in blue. The results depict that the predictor indicates various bifurcation points in the route of period-doubling to chaos. Many bifurcations can be seen in this interval. For example, in \( B = 1.596 \), a pitchfork bifurcation happens, which is predicted by increasing AC’s value. Also, bifurcation points of the period-doubling route to chaos in the periodic window intervals such as \( B \in [2.48, 2.68] \) were appropriately predicted.

To have a closer look at the performance of this predictor, Figure 7(a) presents the bifurcation diagram and its correspondence modified autocorrelation in interval \( B \in [0, 1.2] \). By approaching the tipping point, the absolute of modified autocorrelation approaches its maximum value (one). Then, by going far away from the bifurcation point, its value decreases to zero. Figure 7(b) shows the estimated period of the system using the algorithm proposed in [56].

The modified variance method is applied to the dynamics of System (1) (Figure 8). In Figure 8(a), the bifurcation diagram is shown in black color, and the scaled version of the logarithm of the modified variance (\( \times 0.1 \)) is shown in blue color by changing \( B \in [0, 1.2] \). To have a closer view, these diagrams are shown in \( B \in [0, 1.2] \), in Figure 8(b). The figure shows that the modified variance increases by approaching the bifurcation point and decreases by going far away from it.

Another indicator of bifurcation points is the Lyapunov exponent [57, 58]. Lyapunov exponent goes to zero by approaching the bifurcation points. It has an exact value in various bifurcation points. Figure 9 presents the bifurcation diagram in black and Lyapunov exponent in blue color.

Figure 9(a) shows the diagrams in \( B \in [0, 5] \) and Figure 9(b) shows in \( B \in [0, 1.2] \). The results depict that the Lyapunov exponent can predict various tipping points of the sine map.

The second studied system is the Gaussian map. It was shown that the system has various dynamics and bifurcation points. To predict the bifurcations, AC, variance, and Lyapunov exponent are used. Figure 10 shows that the absolute value of AC predicts various bifurcation points. For instance, the system has a bifurcation point in \( B = -0.88 \) from period-1 to period-2 dynamics. The absolute value of AC increases until its value becomes one in the bifurcation point. The same trends can be seen in other bifurcation points.

Figure 11 shows the modified variance, which is calculated from the states of the Gaussian map by changing parameter \( B \). The figure shows that the variance increases before bifurcation points, but it does not reach a constant value in various bifurcation points. So, increasing variance alarms the approaching bifurcation points.
Figure 7: (a) The bifurcation diagram of the sine map by changing $B \in [0, 1.2]$ and initial condition $x_0 = 0.5$ in black and the absolute value of modified autocorrelation in blue color; (b) the estimated period of the sine map in $B \in [0, 1.2]$. The zoomed view shows better the ability of $|AC|$ to predict various bifurcations.

Figure 8: Bifurcation diagram in black color and the scaled version of the logarithm of the modified variance ($\times 0.1$) in blue color (a) by changing $B \in [0, 5]$; (b) by changing $B \in [0, 1.2]$; the results show that the variance method increases by approaching bifurcations which alarms that a tipping point is getting close.

Figure 9: Bifurcation diagram in black and Lyapunov exponent in blue color by changing (a) $B \in [0, 5]$; (b) $B \in [0, 1.2]$; Lyapunov exponent approaches to zero by approaching bifurcation points, which can help their predictions.
Figure 10: The bifurcation diagram of the Gaussian map with respect to changing $B \in [-1, 1]$ and initial condition $x_0 = 0$ in black and the absolute value of modified autocorrelation in blue color; this presents that $|AC|$ can predict various bifurcations by approaching the value 1.

Figure 11: Bifurcation diagram in black color and the scaled version of the logarithm of the modified variance ($\times0.1$) in blue color by changing $B \in [-1, 1]$; the results show that the variance method increases by approaching bifurcations, which alarms that tipping points are getting close.

Figure 12: Bifurcation diagram in black and Lyapunov exponent in blue color by changing $B \in [-1, 1]$; Lyapunov exponent approaches zero by approaching bifurcation points, which can help their predictions.
Another studied indicator of the paper is the Lyapunov exponent. The results of the Lyapunov exponent are shown in Figure 12. Lyapunov exponent alarms approaching the bifurcation points by approaching zero. So, approaching zero shows that a bifurcation point is very close, while going away from it shows that the system is getting far from bifurcation points.

4. Discussion and Conclusion

This paper aimed to predict bifurcation points of chaotic maps. Two systems were studied: sine map and Gaussian map. Various dynamics of the sine map were studied, and its bifurcations were investigated. The results presented the multistability of the system because of its symmetric map. The system’s critical slowing down was indicated using the modified autocorrelation method, modified variance method, and Lyapunov exponent. These studies showed that the bifurcation points of the sine map could be predicted using the indicators. The other studied system was the Gaussian map. The system shows various dynamics in a period-doubling route to chaos. Bifurcation points of the system were predicted using modified autocorrelation, modified variance, and Lyapunov exponent. Some indicators, such as autocorrelation and Lyapunov exponent, have an exact value in the bifurcation points. So, approaching the exact values indicates approaching the bifurcations. However, the variance method does not have an exact value in the bifurcation points. In the variance method, increasing the variance shows approaching the bifurcation points; however, we cannot precisely determine when it happens. The chaotic attractors are very complex dynamics. In chaotic domain, we cannot determine the transient time and slowness of dynamics. So, we cannot trust the indicators in the chaotic dynamics.

This study shows that some indications can alarm approaching the various bifurcation points. Those indicators had various natures. For example, autocorrelation calculates the short-term memory of the time series. Variance is based on the variations which increase by approaching the bifurcation points. The third method was the Lyapunov exponent, which shows the speed of the system approaching its final dynamic. The results, tested on two discrete systems, showed that these indicators had a proper trend when approaching bifurcation points that alarms their occurrences. In the future works, prediction of bifurcation points of systems with other types of bifurcations than period-doubling route to chaos can be investigated. As a suggestion for future works, some can consider the application of deep learning and reinforcement learning in the prediction of tipping points.
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