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ABSTRACT
Although end-to-end text-to-speech (TTS) models can generate natural speech, challenges still remain when it comes to estimating sentence-level phonetic and prosodic information from raw text in Japanese TTS systems. In this paper, we propose a method for polyphone disambiguation (PD) and accent prediction (AP). The proposed method incorporates explicit features extracted from morphological analysis and implicit features extracted from pre-trained language models (PLMs). We use BERT and Flair embeddings as implicit features and examine how to combine them with explicit features. Our objective evaluation results showed that the proposed method improved the accuracy by 5.7 points in PD and 6.0 points in AP. Moreover, the perceptual testing results confirmed that a TTS system employing our proposed model as a front-end achieved a mean opinion score close to that of synthesized speech with ground-truth pronunciation and accent in terms of naturalness.

Index Terms— Japanese text-to-speech, TTS front-end, polyphone disambiguation, accent prediction, pre-trained language models

1. INTRODUCTION
The quality of text-to-speech (TTS) systems has improved in recent years to approach human levels of naturalness, owing to the development of deep learning-based approaches [1][2]. Traditional TTS systems consist of three parts: a TTS front-end, an acoustic model, and a vocoder. The TTS front-end extracts linguistic features, including phonetic and prosodic features from raw text, the acoustic model converts linguistic features into acoustic features such as a mel-spectrogram, and the vocoder produces waveforms from acoustic features. One of the difficulties in TTS systems is the high language dependency of the front-end. Recent studies have shown that end-to-end TTS systems, especially Japanese ones, require not only phonetic but also prosodic information in order to achieve high-quality speech [3][4]. To enable the TTS front-end to precisely estimate both phonetic and prosodic information, two problems must be solved: polyphone disambiguation (PD) and accent prediction (AP). PD estimates the correct pronunciation of polyphonic words. Polyphonic words have multiple candidate pronunciations, and the correct pronunciation depends on the context.

AP consists of accent phrase boundary prediction (APBBP) and accent nucleus position prediction (ANPP). APBBP chunks words into accent phrases, and ANPP determines where pitches change from high to low in each accent phrase.

In this paper, we propose the application of pre-trained language models (PLMs) for performing PD and AP. PLMs have been successfully used for Japanese phrase break prediction [5], for TTS front-ends in other languages [6][7][8], and as additional input features for acoustic models [9][10][11][12]. We combine the explicit features derived from morphological analysis and the implicit features derived from PLMs. Explicit features include part-of-speech (POS), pronunciation, accent type, and other kinds of linguistic information. These features contain phonetic and prosodic information that cannot be obtained from raw text. On the other hand, thanks to their bi-directional architectures and massive training corpora, PLMs such as BERT and Flair can provide context-aware information that cannot be obtained from morphological analysis. Thus, explicit features and implicit features are complementary to each other. Our contributions are summarized as follows:

1. To the best of our knowledge, this work is the first to incorporate PLMs for PD and AP in a Japanese TTS front-end.
2. We investigated strategies for combining explicit linguistic features with PLMs.
3. Our proposed method improves both PD and AP performance in objective evaluations.
4. In the subjective listening test, the proposed method achieved almost the same quality as synthesized speech with ground-truth pronunciation and accent.

2. PROBLEM SETTING
The Japanese TTS front-end aims to convert the input text into linguistic features, including phonetic and prosodic features. Fig. 1 shows a pipeline of the TTS front-end for an input text “京都有空の方に雲がある (There are clouds above Kyoto Tower).” This consists of four components: text normalization, morphological analysis, PD, and AP. The input text is first normalized and then tokenized by a morphological analyzer, which also assigns linguistic features to each word. Subsequently, words with linguistic features are input into the PD and AP modules. Finally, they are converted into a sequence of pronunciations with the pitch (low or high) of each mora. In the following sections, we describe the problem setting of PD and AP. We also briefly explain the conventional approaches to these problems.

2.1. Polyphone disambiguation (PD)
Kanji characters in Japanese have multiple candidate pronunciations, and each pronunciation corresponds to a different meaning. For example, in Fig. 1 “万” can be pronounced in two ways with two respective meanings: “ho-o” (direction) and “ka-ta” (way or person). Conventional morphological analysis still fails to estimate the pronunciation of such polyphonic words, because it uses only local context. Therefore, an additional PD module that can consider meaning in the context is necessary for estimating the pronunciation of polyphonic words.

Some studies have explored solving PD by regarding pronunciation estimation (including non-polyphonic words) as a sequence-to-sequence problem, and by applying machine translation approaches [13][14]. For Mandarin, on the other hand, some studies adopt a classification approach that estimates the correct pinyin of
Table 1. Description of explicit features (EFs). The right three columns show the EFs used in each task.

| Feature ID | Feature type | Description | EF\(_{PD}\) | EF\(_{APBP}\) | EF\(_{ANPP}\) |
|------------|--------------|-------------|-------------|-------------|-------------|
| EF1        | POS          | Part-of-speech tag | ✓           | ✓           | ✓           |
| EF2        | Basic linguistic features | Form and type of conjugation, word type, etc. | ✓           | ✓           | ✓           |
| EF3        | Phonetic features | The number of morae, the first two morae in the pronunciation, etc. | ✓           | ✓           | ✓           |
| EF4        | Prosodic features (word) | Accent type, accent combination type, etc. | ✓           | ✓           | ✓           |
| EF5        | Prosodic features (accent phrase) | Number of words in accent phrase, etc. | ✓           | ✓           | ✓           |
| EF6        | Accent nucleus position rule features | How an accent nucleus change according to rules | ✓           | ✓           | ✓           |
| EF7        | n-gram features | Unigram and bigram information derived from Wikipedia (Optional) | ✓           | ✓           | ✓           |

The polyphonic character \[15, 16, 17\]. Because polyphonic words appear only in certain parts of the sentence, we regard PD as a classification problem, similar to the approach for Mandarin.

2.2. Accent prediction (AP)

Japanese is a pitch-accent language that has accent phrases and accent nucleus positions. The accent phrase is a unit in which a pitch accent occurs, followed by a descent. The accent nucleus position is the mora just before the pitch descends in the accent phrase. These features are not explicitly written in Japanese raw text; however, they are important for prosodic naturalness in Japanese TTS systems \[3, 4\].

AP consists of two parts: APBP and ANPP. APBP estimates whether each word boundary is an accent phrase boundary in order to chunk words into accent phrases. ANPP estimates the accent nucleus position change of each word in each accent phrase. We regard APBP and ANPP as sequence labeling problems, because the correct accent labels depend on the context of the label sequence.

APBP is particularly challenging in the cases of adjacent nouns. For example, there is no boundary between the first adjacent nouns “京都 (Kyoto)” and “タワー (Tower)” in Fig. 1, but there is one between the second adjacent nouns “タワー” and “上空 (above).” Accent nucleus positions also change depending on the context. For example, Fig. 1 shows the accent nucleus position change for “京都”. Its original accent nucleus position is the first mora “kyo,” as indicated by the circle in Fig. 1. However, its accent position changes when it is compounded by the following word “タワー.” To address these challenges, several approaches have been proposed for AP, such as conventional rule-based methods \[19\], statistical methods \[18\], and deep learning methods \[14\].

3. PROPOSED METHOD

The proposed model combines the explicit features derived from morphological analysis and the implicit features derived from PLMs. As stated previously, explicit features contain not only basic linguistic information but also phonetic and prosodic information, whereas implicit features can represent contextualized information. Thus, explicit and implicit features are complementary.

3.1. Explicit features

We categorize the explicit features (EFs) into seven parts in Table 1. EF1–4 are derived from morphological analysis. EF5 is derived from APBP, EF6 is derived from accent nucleus position rules, and EF7 is derived from text corpora such as Wikipedia. The three right-side columns of Table 1 show the EFs used in each task. Since PD is based on the meaning of words, only EF1 is used. APBP and ANPP are related to phonetic and prosodic phenomena; thus, in addition to EF1, EF2–4 are used for both. EF5 and 6 are used for ANPP, and EF7 is optionally used for APBP, based on \[19\]. In summary, EF\(_{PD}\), EF\(_{APBP}\), and EF\(_{ANPP}\) denote EF1, EF1–4, and EF1–6, respectively.

3.2. Implicit features

In this paper, we propose the use of two types of PLMs as implicit features: BERT and Flair. BERT \[20\] is a Transformer \[21\] encoder that is pre-trained by using masked language modeling and next sentence prediction objectives on a raw text corpus. Flair \[22\] is an LSTM \[23\] encoder that is pre-trained by using a character-level language modeling objective on a raw text corpus. Thanks to their bi-directional architectures and massive training corpora, both of them have the capability to capture long context and semantic information. One of the differences between BERT and Flair is the token unit. BERT encodes text by subword, and Flair encodes text by character. Additionally, previous studies have shown that BERT contains some syntactic information \[24\] and can distinguish the sense of words more clearly than Flair \[25\]. Based on this, we hypothesize that BERT is more suitable for PD and APBP because they are related to syntactic and semantic information, and Flair is more suitable for ANPP, which is related to finer units of information such as phonemes and accents.
We stopped training when the learning rate fell below a threshold of 32. The initial learning rate was 0.1, which was halved each time the learning rate fell below 1e-4. As implicit features, the BERT-base model and the Flair model which are pre-trained on Japanese Wikipedia were used. When BERT was used as an implicit feature, the last four layers were concatenated. During the training, the parameters of the PLM were fixed. The BiLSTM models were trained with seven different random seeds, and the average accuracy of each test set was reported.

### 4. EXPERIMENTS

#### 4.1. Polyphone disambiguation (PD) objective evaluation

**4.1.1. Experimental setup**

We compared the performance of the proposed method with baselines as an objective evaluation. We collected 39,353 sentences as an in-house dataset sampled from Wikipedia, TV captions, novels, CSJ [27], and JSUT [28] and manually annotated the pronunciation in each case. The dataset included 39,897 polyphonic words. We split the dataset into training, validation, and test sets of 24,117, 5,156, and 10,080 sentences, respectively. The JNAS corpus [29] was also used as a public test set. In the experiments, we focused on 92 frequently used polyphonic words.

Our baselines were based on morphological analysis. We used MeCab and a KyTea-trained model for comparison. The KyTea-trained model is a morphological analyzer that uses pointwise pre-processing, and it was trained using the aforementioned training data, based on [30]. The proposed method is based on BiLSTM, explained in Sec. 3.3. We adopted a one-layer BiLSTM (with 512 units), which was implemented with a Flair framework [31]. The model was trained using an SGD optimizer with a mini-batch size of 32. The initial learning rate was 0.1, which was halved each time the validation accuracy did not improve for four consecutive epochs. We stopped training when the learning rate fell below 1e-4. As implicit features, the BERT-base model and the Flair model which are pre-trained on Japanese Wikipedia were used. When BERT was used as an implicit feature, the last four layers were concatenated. During the training, the parameters of the PLM were fixed. The BiLSTM models were trained with seven different random seeds, and the average accuracy of each test set was reported.

#### 4.1.2. Experimental results

Table 2 shows the accuracy of the baselines and BiLSTM models for PD. In both the in-house and JNAS test sets, the BiLSTM model with both explicit and implicit features achieved the highest performance. In the in-house data, the BiLSTM model with EF$_{PD}$ and BERT (PD6) improved accuracy by 5.7 points over PD2, which was the best model without implicit features. We found that BERT was generally superior to Flair as an implicit feature. This is in line with the same findings in the word sense disambiguation task [25], which is similar to PD in terms of requiring semantic information.

#### 4.2. Accent prediction (AP) objective evaluation

**4.2.1. Experimental setup**

As an objective evaluation, we compared the performance in APBP, ANPP, and overall AP. We collected 9,497 sentences as an in-house dataset sampled from TV captions. We split the dataset into training, validation, and test sets of 7,768, 864, and 865 sentences, respectively. We also used a sub-corpus (basic5000) of JSUT [28] and its accent label as a public test set for overall AP performance. The basic5000 test set consists of 5,000 sentences along with their pronunciations. Sentences with pronunciations that did not match any of the 5-best analysis results from MeCab were excluded. As a result, 4,210 sentences were left for evaluation.

#### Table 2. Estimation examples of BiLSTM models for PD

| Example                                                                 | EF$_{PD}$ (PD3) | EF$_{PD}$ + BERT (PD6) | Reference |
|-------------------------------------------------------------------------|-----------------|------------------------|-----------|
| “ka-ra-i” (spicy)                                                       |                 |                       |           |
| “tsu-ra-i” (painful)                                                    |                 |                       |           |
| “tsu-ra-i” (painful)                                                    |                 |                       |           |
| “tsu-ra-i” (spicy)                                                      |                 |                       |           |
| “ka-ra-i” (spicy)                                                       |                 |                       |           |
| “ka-ra-i” (spicy)                                                       |                 |                       |           |

#### Table 3. Performance of different systems on PD in the in-house (IH) and JNAS test sets. PD1 and 2 use a morphological analyzer only. EF$_{PD}$ denotes the POS. * denotes a statistically significant difference with the best performance at $p < .05$.

| ID          | Model       | Explicit | Implicit | Accuracy (IH/JNAS) |
|-------------|-------------|----------|----------|--------------------|
| PD1         | McCab       | —        | —        | 81.03*96.27*       |
| PD2         | KyTea-trained [30] | —      | —        | 88.67*96.63*       |
| PD3         | BiLSTM      | EF$_{PD}$ | —        | 88.15*95.24*       |
| PD4         | BiLSTM      | —        | BERT     | 94.24/96.64        |
| PD5         | BiLSTM      | —        | Flair    | 92.86*96.00*       |
| PD6         | BiLSTM      | EF$_{PD}$ | BERT     | 94.34*96.72        |
| PD7         | BiLSTM      | EF$_{PD}$ | Flair    | 93.46*96.77        |

ASR results showed that using all the layers performed as well or worse than using only the last four layers.
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### 4.2.3. Accent nucleus position prediction (ANPP) results

Table 5 shows the accuracy for all accent phrases and a subset of long accent phrases having more than two words. The results show that the system using EF ANPP was a powerful feature for ANPP, when compared with only PLMs. The results also show that there is room for improvement in the model using only EF ANPP, compared to the model using both EF ANPP and Flair. The results indicate that Flair is more effective than BERT for ANPP, which requires finer unit information such as phonemes and accents.

### 4.2.4. Overall accent prediction results

Table 6 shows the exact match rate of the sentences (Snt-Exact) and the accuracy of the pitch of each mora (Mora-Accuracy) of each model.

The pair of the APBP model using EF APBP + BERT and the ANPP model using EF ANPP + Flair, which were the best models for each task, outperformed the other pairs in both in-house and JSUT test sets. The in-house data showed that the best system improved over the model using only EFs by 6.0 points in terms of Snt-Exact and 0.5 points in terms of Mora-Accuracy.

### 4.3. Text-to-speech quality subjective evaluation

To confirm the effectiveness of the proposed model in the Japanese TTS front-end, we carried out a mean opinion score (MOS) test as a subjective evaluation. We adopted Tacotron2 [1] with global style tokens [22] as an acoustic model and Parallel WaveGAN [33] as a vocoder. We used the sub-corpus (basic5000) of JSUT and its accent label to train both the acoustic model and the vocoder.

In the MOS test, 30 native Japanese speakers were asked to evaluate synthesized speech samples on a 5-point Likert scale. We compared the following four AP systems: (1) **Oracle symbols** annotated labels. (2) **Rule-based**: a rule-based AP system (AP0 in Table 6). (3) **EFs**: BiLSTM models using only EFs for both APBP and ANPP (AP1 in Table 6). (4) **Proposed**: our best combination of EF APBP + BERT, APBP model and EF ANPP + Flair ANPP model (AP2 in Table 6). For the MOS test, 25 utterances were randomly selected from the in-house test set of AP and were then synthesized with the aforementioned input variations from four systems. We confirmed that the pronunciations of all 25 utterances were correctly estimated by our proposed PD model; thus, the effectiveness of AP was purely evaluated.

Table 7 shows the MOS test results of different systems. It shows that the proposed method outperformed the system without PLMs (AP1) and achieved almost the same speech quality as oracle symbols. We found that the subjective evaluation score was greatly influenced by the accuracy of the adjacent noun accents, which was especially improved by the proposed method. This indicates that using both explicit features and implicit PLM features is effective for the Japanese TTS in terms of naturalness.

### 5. CONCLUSION

In this paper, we demonstrated the effectiveness and characteristics of PLMs such as BERT and Flair for the Japanese TTS front-end. The objective evaluation results showed that the combination of explicit features from morphological analysis and implicit features from PLMs improved the performance of PD and AP compared with the individual implicit/explicit features. Moreover, the subjective evaluation results showed that our proposed method in the TTS front-end is effective for generating natural speech.
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Table 4. F1-score of different systems on APBP. EF APBP denotes the explicit features for APBP (see Sec. 3.1).

| Explicit | Implicit | All | Adjacent nouns |
|----------|----------|-----|----------------|
| Rule-based | | 91.20* | 47.00* |
| TASET [19] | | 95.43* | 74.46* |
| EF APBP (+ n-gram) | — | 95.44* (95.53*) | 77.94* (79.90*) |
| — | BERT | 95.95* | 82.77* |
| — | Flair | 95.91* | 78.34* |
| EF APBP (+ n-gram) | BERT | 96.30 | 85.61 (85.16) |
| EF APBP (+ n-gram) | Flair | 96.17 (96.18) | 82.16* (85.26) |

Table 5. Accuracy of different systems on ANPP. EF ANPP denotes the explicit features for ANPP (see Sec. 3.1).

| Explicit | Implicit | All | Long accent phrases |
|----------|----------|-----|---------------------|
| Rule-based | | 83.07* | 63.95* |
| TASET [19] | | 95.24* | 90.83* |
| EF ANPP | — | 95.34* | 91.56* |
| — | BERT | 84.38* | 78.63* |
| — | Flair | 87.12* | 81.51* |
| EF ANPP | BERT | 94.57* | 90.19* |
| EF ANPP | Flair | 95.99 | 92.98 |

Table 6. Performance of different systems on overall accent prediction in the in-house (IH) dataset and JSUT.

| ID | APBP model | ANPP model | Snt-Exact | Mora-Accuracy |
|----|------------|------------|-----------|--------------|
| AP0 | Rule-based | Rule-based | 17.34* | 76.66* |
| AP1 | EF APBP + n-gram | EF ANPP | 52.67* | 96.15* |
| AP2 | EF APBP + BERT | EF ANPP + Flair | 58.68* | 96.66* |

Table 7. MOS evaluation of TTS with 95% confidence intervals computed from the t-distribution for different systems.

| Systems | MOS |
|---------|-----|
| Oracle symbols | 3.69 ± 0.07 |
| Proposed (AP2) | 3.67 ± 0.07 |
| EFs (AP1) | 3.46 ± 0.07 |
| Rule-based (AP0) | 3.18 ± 0.08 |

---
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