ON A POINCARÉ LEMMA FOR FOLIATIONS

EVA MIRANDA AND ROMERO SOLHA

Abstract. In this paper we revisit a Poincaré lemma for foliated forms, with respect to a regular foliation, and compute the foliated cohomology for local models of integrable systems with singularities of nondegenerate type. A key point in this computation is the use of some analytical tools for integrable systems with nondegenerate singularities, including a Poincaré lemma for the deformation complex associated to this singular foliation.

1. Introduction

In [9] Vu Ngoc and the first author of this paper proved a singular Poincaré lemma for the deformation complex of an integrable system with nondegenerate singularities. This complex is the Chevalley-Eilenberg complex [1] associated to a representation by Hamiltonian vector fields of this integrable system on the set of functions (modulo basic functions). The initial motivation for [9] was to give a complete proof for a crucial lemma used in proving a deformation result for pairs of local integrable systems with compatible symplectic forms. This deformation proves a Moser path lemma which is a key point in establishing symplectic normal forms à la Morse-Bott for integrable systems with nondegenerate singularities [2, 3, 7]. This normal form proof can be seen as a “infinitesimal stability theorem implies stability” result in this context (see [8]). So the Poincaré lemma turns out to be an important ingredient in the study of the Symplectic Geometry of integrable systems with singularities.
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In this paper we use the Poincaré lemma of the deformation complex to compute some cohomology groups associated to the singular foliation defined by the Hamiltonian vector fields of an integrable system. In particular, we consider the analytic case, in which this computation becomes simpler and can be done in full generality.

A Poincaré lemma exists when the foliation is regular, and an offspring of this is a Poincaré lemma in the context of Geometric Quantization, in which the considered complex is a twisted complex from foliated cohomology: the Kostant complex. This Poincaré lemma turns out to be handy because it allows to compute a sheaf cohomology associated to Geometric Quantization. We enclose a sketch of the proof of these two Poincaré lemmata.

If we consider singularities into the picture, the whole scenario changes. As concerns the analytical tools, what makes the difference between the regular and singular case are the solutions of the equation $X(f) = g$ for a given $g$ and a given vector field $X$. When the vector field is regular, we can solve this equation by simple integration no matter which function $g$ is considered. If the vector field is singular, then this is a nontrivial question. Solutions may exist or not depending on some properties of the function $g$ and the singularity of the vector field $X$. For instance, solutions of this equation are studied in [4].

The nonexistence of solutions of equations of type $X(f) = g$ are interpreted in this paper as an obstruction for local solvability of the cohomological equation $d\beta = \alpha$, for a given foliated closed $k$-form $\alpha$. Indeed, the fact that the vector fields defining the foliation commute adds an additional ingredient for the simultaneous solution of several equations of this type, which was already exploited in [9] and is further studied in this paper.

**Organization of this paper:** In section 2 we describe the geometry of the singular foliations considered in this paper. We recall in section 3 the singular Poincaré lemma for a deformation complex contained in [9]. We revisit in section 4 the proof of the regular Poincaré lemma using homotopy operators provided in [5], indicate how to apply these techniques to prove a Poincaré lemma for regular foliations and show an application to Geometric Quantization. In section 5 we consider the case when the foliation given by the integrable system has rank 0 singularities and compute the foliated cohomology groups.
2. Singular foliations given by nondegenerate integrable systems

An integrable system on a symplectic manifold \((M, \omega)\) of dimension \(2n\) is a set of \(n\) functions \(f_1, \ldots, f_n \in C^\infty(M)\) satisfying \(df_1 \wedge \cdots \wedge df_n \neq 0\) over an open dense subset of \(M\) and \(\{f_i, f_j\} = 0\) for all \(i, j\). The mapping \(F = (f_1, \ldots, f_n) : M \to \mathbb{R}^n\) is called a moment map.

The Poisson bracket is defined by \(\{f, g\} = \mathcal{X}_f(g)\), where \(\mathcal{X}_f\) is the unique vector field defined by \(\iota_{\mathcal{X}_f} \omega = -df\): the Hamiltonian vector field of \(f\).

The distribution generated by the Hamiltonian vector fields of the moment map, \(\mathcal{X}_{f_1}, \ldots, \mathcal{X}_{f_n}\), is involutive because \([\mathcal{X}_f, \mathcal{X}_g] = \mathcal{X}_{\{f, g\}}\). Since \(0 = \{f_i, f_j\} = \omega(\mathcal{X}_{f_i}, \mathcal{X}_{f_j})\), the leaves of the associated (possibly singular) foliation are isotropic submanifolds; they are Lagrangian at points where the functions are functionally independent.

There is a notion of nondegenerate singular points which was initially introduced by Eliasson [2, 3]. We may consider different ranks for the singularity. To define the \(k\)-rank case we reduce to the 0-rank case considering a Marsden-Weinstein reduction associated to a natural Hamiltonian \(T^k\)-action [17, 10] given by the joint flow of the moment map \(F\).

We denote by \((x_1, y_1, \ldots, x_n, y_n)\) a set of coordinates centred at the origin of \(\mathbb{R}^{2n}\) and by \(\sum_{i=1}^{n} dx_i \wedge dy_i\) the Darboux symplectic form.

In the rank zero case, since the functions \(f_i\) are in involution with respect to the Poisson bracket, their quadratic parts commute, defining in this way an Abelian subalgebra of \(Q(2n, \mathbb{R})\) (the set of quadratic forms on \(2n\)-variables). These singularities are said to be of nondegenerate type if this subalgebra is a Cartan subalgebra.

Cartan subalgebras of \(Q(2n, \mathbb{R})\) were classified by Williamson in [10].

**Theorem 2.1** (Williamson). For any Cartan subalgebra \(\mathcal{H}\) of \(Q(2n, \mathbb{R})\) there is a symplectic system of coordinates \((x_1, y_1, \ldots, x_n, y_n)\) in \(\mathbb{R}^{2n}\) and a basis \(h_1, \ldots, h_n\) of \(\mathcal{H}\) such that each \(h_i\) is one of the following:

\[
\begin{align*}
  h_i &= x_i^2 + y_i^2 \quad \text{for } 1 \leq i \leq k_e, \quad \text{(elliptic)} \\
  h_i &= x_i y_i \quad \text{for } k_e + 1 \leq i \leq k_e + k_h, \quad \text{(hyperbolic)} \\
  h_i &= x_i y_i + x_{i+1} y_{i+1}, \quad \text{for } i = k_e + k_h + 2j - 1, \quad \text{(focus-focus pair)} \\
  h_{i+1} &= x_i y_{i+1} - x_{i+1} y_i \quad \text{for } 1 \leq j \leq k_f
\end{align*}
\]
Observe that the number of elliptic components \( k_e \), hyperbolic components \( k_h \) and focus-focus components \( k_f \) is therefore an invariant of the algebra \( \mathcal{H} \). The triple \( (k_e, k_h, k_f) \) is an invariant of the singularity and it is called the Williamson type of \( \mathcal{H} \). We have that \( n = k_e + k_h + 2k_f \). Let \( h_1, \ldots, h_n \) be a Williamson basis of this Cartan subalgebra. We denote by \( X_i \) the Hamiltonian vector field of \( h_i \) with respect to the Darboux form. These vector fields are a basis of the corresponding Cartan subalgebra of \( \mathfrak{sp}(2n, \mathbb{R}) \). We say that a vector field \( X_i \) is hyperbolic (resp. elliptic) if the corresponding function \( h_i \) is so. We say that a pair of vector fields \( X_i, X_{i+1} \) is a focus-focus pair if \( X_i \) and \( X_{i+1} \) are the Hamiltonian vector fields associated to functions \( h_i \) and \( h_{i+1} \) in a focus-focus pair.

In the local coordinates specified above, the vector fields \( X_i \) take the following form:

- \( X_i \) is an elliptic vector field,

\[
(2.2) \quad X_i = 2 \left( -y_i \frac{\partial}{\partial x_i} + x_i \frac{\partial}{\partial y_i} \right);
\]

- \( X_i \) is a hyperbolic vector field,

\[
(2.3) \quad X_i = -x_i \frac{\partial}{\partial x_i} + y_i \frac{\partial}{\partial y_i};
\]

- \( X_i, X_{i+1} \) is a focus-focus pair,

\[
(2.4) \quad X_i = -x_i \frac{\partial}{\partial x_i} + y_i \frac{\partial}{\partial y_i} - x_{i+1} \frac{\partial}{\partial x_{i+1}} + y_{i+1} \frac{\partial}{\partial y_{i+1}}
\]

and

\[
(2.5) \quad X_{i+1} = x_{i+1} \frac{\partial}{\partial x_i} + y_{i+1} \frac{\partial}{\partial y_i} - x_i \frac{\partial}{\partial x_{i+1}} - y_i \frac{\partial}{\partial y_{i+1}}.
\]

Assume that \( \mathcal{F} \) is a linear foliation on \( \mathbb{R}^{2n} \) with a rank 0 singularity at the origin. Assume that the Williamson type of the singularity is \( (k_e, k_h, k_f) \). The linear model for the foliation is then generated by the vector fields above, it turns out that these type of singularities are symplectically linearizable and we can read of the local symplectic geometry of the foliation from the algebraic data associated to the singularity (Williamson type).

This is the content of the following symplectic linearization result in [2],[3],[7] (smooth category) and [13] (analytic category),

**Theorem 2.2.** Let \( \omega \) be a smooth (resp. analytic) symplectic form defined in a neighbourhood \( U \) of the origin and \( \mathcal{F} \) a linear foliation with
a rank zero singularity, of prescribed Williamson type, at the origin. 
Then, there exists a local diffeomorphism (resp. analytic diffeomorphism) \( \phi : U \to \phi(U) \subset \mathbb{R}^{2n} \) such that \( \phi \) preserves the foliation and \( \phi^*( \sum_{i=1}^{n} dx_i \wedge dy_i ) = \omega \), with \( (x_1, y_1, \ldots, x_n, y_n) \) local coordinates on \( \phi(U) \).

Furthermore, if \( \mathcal{F}' \) is a foliation that has \( \mathcal{F} \) as a linear foliation model near a point, one can symplectically linearize \( \mathcal{F}' \) (see [7]).

This is equivalent to Eliasson’s theorem [2, 3] when the Williamson type of the singularity is \((k_e, 0, 0)\).

The classification of singularities of integrable system changes in the analytic category. This was already considered by Vey in [13] and it is simpler because the Williamson type of the singularities is \((k_e, k_h, 0)\).

There are normal forms for higher rank which have been obtained by the first author together with Nguyen Tien Zung [7, 10] also in the case of singular nondegenerate compact orbits. When the rank of the singularity is greater than 0, a collection of regular vector fields is also attached to it.

3. A singular Poincaré lemma for a deformation complex

This section revisits the main results contained in [9].

Consider the family \( X_i \) of singular vector fields given by Williamson’s theorem above which form a basis of a Cartan subalgebra of the Lie algebra \( \mathfrak{sp}(2r, \mathbb{R}) \) with \( r \leq n \).

**Theorem 3.1** (Miranda and Vu Ngoc). Let \( g_1, \ldots, g_r \), be a set of smooth functions on \( \mathbb{R}^{2n} \) with \( r \leq n \) fulfilling the following commutation relations

\[
X_i(g_j) = X_j(g_i), \quad \forall i, j \in \{1, \ldots, r\}
\]

where the \( X_i \)'s are the vector fields defined above. Then there exists a smooth function \( G \) and \( r \) smooth functions \( f_i \) such that,

\[
X_j(f_i) = 0, \quad \forall i, j \in \{1, \ldots, r\} \quad \text{and}
\]

\[
g_i = f_i + X_i(G), \quad \forall i \in \{1, \ldots, r\}.
\]

It is also included in [9] an interesting reinterpretation of this statement in terms of the deformation complex associated to an integrable
system. We think that it is instructive to explain this succinctly here (we refer the reader to [14] and [9] for more details).

Using the same notation of the last section, let \( h = (h_1, \ldots, h_n) \in R \) and \( C_h = \{ f \in C^\infty(R^{2n}) ; X_h(f) = 0, \forall h \in h \} \). The set \( h \) is an Abelian Lie subalgebra of \( (C^\infty(R^{2n}), \{,\}) \) and \( C_h \) is its centralizer.

The components of the moment map induce a representation of the commutative Lie algebra \( R^n \) on \( C^\infty(R^{2n}) \),

\[
R^n \times C^\infty(R^{2n}) \ni (v, f) \mapsto \{ h(v), f \} \in C^\infty(R^{2n}).
\]

Where, denoting by \( (e_1, \ldots, e_n) \) a basis of \( R^n \), \( v = v_1 e_1 + \cdots + v_n e_n \) and

\[
\{ h(v), f \} = v_1 X_1(f) + \cdots + v_n X_n(f).
\]

We can consider two Chevalley-Eilenberg complexes with the above action in mind, and the deformation complex is built from them. The first is the Chevalley-Eilenberg complex of \( R^n \) with values in \( C^\infty(R^{2n}) \), we denote \( \text{Hom}_R(\wedge^k R^n; C^\infty(R^{2n})) \) by \( A^k \):

\[
0 \longrightarrow C^\infty(R^{2n}) \longrightarrow A^1 \longrightarrow A^2 \longrightarrow A^3 \longrightarrow \cdots.
\]

The second is the Chevalley-Eilenberg complex of \( R^n \) with values in \( C^\infty(R^{2n})/C_h \), where we denote \( \text{Hom}_R(\wedge^k R^n; C^\infty(R^{2n})/C_h) \) by \( B^k \):

\[
0 \longrightarrow C^\infty(R^{2n})/C_h \longrightarrow B^1 \longrightarrow B^2 \longrightarrow B^3 \longrightarrow \cdots.
\]

Finally we define the deformation complex as follows:

\[
0 \longrightarrow C^\infty(R^{2n})/C_h \xrightarrow{\partial_h} B^1 \xrightarrow{\partial_h} A^2 \xrightarrow{\partial_h} A^3 \xrightarrow{\partial_h} \cdots,
\]

the map \( \partial_h \) is defined by the following diagram (where all small triangles are commutative):

\[
\begin{array}{cccccccc}
0 & \longrightarrow & C^\infty(R^{2n}) & \xrightarrow{\partial_h} & A^1 & \xrightarrow{\partial_h} & A^2 & \xrightarrow{\partial_h} & \cdots \\
\downarrow & & \downarrow & & \downarrow \partial_h & & \downarrow \partial_h & & \\
0 & \longrightarrow & C^\infty(R^{2n})/C_h & \xrightarrow{\partial_h} & B^1 & \xrightarrow{\partial_h} & B^2 & \xrightarrow{\partial_h} & \cdots
\end{array}
\]

The cohomology groups associated to this complex are denoted by \( H^k(h) \).

If \( \alpha \) is a 1-cocycle, then for any smooth function \( g_i \) with \( \alpha(e_i) = [g_i] \in C^\infty(R^{2n})/C_h \) the commutation condition \( X_i(g_j) = X_j(g_i) \) is fulfilled.
Theorem 3.1 says that there exists a function $G$ such that $g_i = f_i + X_i(G)$, so $[g_i] = [X_i(G)]$ and this is exactly the coboundary condition.

Theorem 3.1 combined with theorem 2.2 can be, then, reformulated as follows:

**Theorem 3.2 (Miranda and Vu Ngoc).** An integrable system with nondegenerate singularities is $C^\infty$-infinitesimally stable at the singular point, that is,

\[(3.9) \quad H^1(h) = 0.\]

4. Homotopy operators and a regular Poincaré lemma for foliated cohomology

Let us recall the following construction due to Guillemin and Sternberg [5] which generalizes, in a way 1, the classical proof of Poincaré lemma.

Consider $Y \subset M$ an embedded submanifold and let $\phi_t$ be a smooth retraction from $M$ to $Y$. Given any smooth $k$-form $\alpha$, the following formula holds:

\[(4.1) \quad \alpha - \phi_0^*(\alpha) = \int_0^1 \frac{d}{dt} \phi_t^*(\alpha) = \int_0^1 \phi_t^*(\iota_{\xi_t} d\alpha) dt + \int_0^1 \phi_t^*(\iota_{\xi_t} \alpha) dt ,\]

where $\xi_t$ is the vector field associated to $\phi_t$. Thus, defining $I(\alpha) = \int_0^1 \phi_t^*(\iota_{\xi_t} \alpha) dt$, we obtain,

\[(4.2) \quad \alpha - \phi_0^*(\alpha) = I \circ d(\alpha) + d \circ I(\alpha).\]

Now assume that $\alpha$ is a closed form, formula 4.2 yields $\alpha - \phi_0^*(\alpha) = d \circ I(\alpha)$, and therefore $I(\alpha)$ is a primitive for the closed $k$-form $\alpha - \phi_0^*(\alpha)$.

This has been classically applied considering retractions to a point in contractible sets or to retractions to the base of a fiber bundle. In the context of Symplectic and Contact Geometry, this homotopy formula leads to the so-called Moser’s path method [11]. As said before, formula 4.2 does not, a priori, give a primitive for $\alpha$ but for the difference $\alpha - \phi_0^*(\alpha)$.

---

1The proof contained in [15] makes a particular choice of retraction on star-shaped domains

2The vector field $\xi_t$ is the radial one when the retraction is $\phi_t(p_1, \ldots, p_n) = (tp_1, \ldots, tp_n)$, and this formula coincides with the one of Warner [15], giving a primitive for $\alpha$. 
This technique can also be applied for regular foliations. This approach using the general homotopy formula of Guillemin and Sternberg has the advantage that some choices on the retraction can be done in such a way that the vector field $\xi_t$ is tangent to special directions in $M$, thus, allowing an adaptation to the foliated cohomology case.

4.1. **Foliated cohomology.** Let $(M, \mathcal{F})$ be a foliated $m$-dimensional manifold and $n$ the dimension of the leaves. The (regular) foliation can be thought as a subbundle of $TM$, which is often denoted by $T\mathcal{F}$.

The foliated cohomology is the one associated to the following cochain complex:

$$0 \rightarrow C^\infty_\infty(M) \rightarrow C^\infty(M) \xrightarrow{d_F} \Omega^1_\mathcal{F}(M) \xrightarrow{d_F} \cdots \xrightarrow{d_F} \Omega^n_\mathcal{F}(M) \xrightarrow{d_F} 0,$$

where $\Omega^k_\mathcal{F}(M) = \Gamma(\wedge^k T\mathcal{F}^*)$, $C^\infty_\infty(M)$ is the space of smooth functions which are constant along the leaves of the foliation, and $d_F$ is the restriction of the exterior derivative, $d$, to $T\mathcal{F}$.

We can prove a Poincaré lemma for foliated cohomology, of a regular foliation, using equation (4.2) by considering local coordinates in which the foliation is given by local equations $dp_{n+1} = 0, \ldots, dp_m = 0$, and the retraction is given by $(tp_1, \ldots, tp_n, p_{n+1} \ldots, p_m)$; the vector field $\xi_t$ is tangent to the relevant foliation.

**Theorem 4.1.** [Poincaré lemma for foliated cohomology] The foliated cohomology groups vanish for degree $\geq 1$.

One could try to mimic similar formulae to prove a singular Poincaré lemma for a foliation given by an integrable system with nondegenerate singularities. The main issue of adapting such a proof is the smoothness of the procedure. Indeed, as we will see later, the adaptation of such a procedure is not possible since the cohomology groups do not vanish if the foliation is singular.

Whilst the de Rham complex is a fine resolution for the constant sheaf $\mathbb{R}$ on $M$, the foliated cohomology is a fine resolution for the sheaf of smooth functions which are constant along the leaves of the foliation.

4.2. **Geometric Quantization à la Kostant.** A symplectic manifold $(M, \omega)$ such that the de Rham class $[\omega]$ is integral is called prequantizable. A prequantum line bundle of $(M, \omega)$ is a Hermitian line bundle over $M$ with connection, compatible with the Hermitian structure, $(L, \nabla^\omega)$ that satisfies $\text{curv}(\nabla^\omega) = -i\omega$ (the curvature of $\nabla^\omega$ is
proportional to the symplectic form). And a real polarization \( F \) is an integrable subbundle of \( TM \) (the bundle \( TF \)) whose leaves are Lagrangian submanifolds, i.e., \( F \) is a Lagrangian foliation.

The restriction of the connection \( \nabla^\omega \) to the polarization induces an operator

\[
(4.4) \quad \nabla : \Gamma(L) \to \Gamma(TF^*) \otimes \Gamma(L).
\]

Let \( J \) denotes the space of local sections \( s \) of a prequantum line bundle \( L \) such that \( \nabla s = 0 \). The space \( J \) has the structure of a sheaf and it is called the sheaf of flat sections.

The quantization of \( (M, \omega, L, \nabla, F) \) is given by

\[
(4.5) \quad Q(M) = \bigoplus_{k \geq 0} \check{H}^k(M; J),
\]

where \( \check{H}^k(M; J) \) are Čech cohomology groups with values in the sheaf \( J \).

If \( S \) denotes the sheaf of sections of the line bundle \( L \), the Kostant complex is

\[
(4.6) \quad 0 \to J \to S \xrightarrow{d^\nabla} \Omega^1_F \otimes S \xrightarrow{d^\nabla} \cdots \xrightarrow{d^\nabla} \Omega^n_F \otimes S \xrightarrow{d^\nabla} 0,
\]

where \( d^\nabla (\alpha \otimes s) = d_F (\alpha) \otimes s + (-1)^{\text{degree}(\alpha)} \alpha \wedge \nabla s \) and \( d^\nabla \circ d^\nabla = 0 \) because the curvature of \( \nabla \) vanishes along the leaves.

**Lemma 4.1.** There is always a local unitary flat section on each point of \( M \).

**Proof.** Let \( U \subset M \) be a trivializing neighbourhood of \( L \) with a unitary section \( s : U \subset M \to L \). Since \( \nabla s \in \Omega^1_{F|V}(U) \otimes \Gamma(L|V) \) there is an \( \alpha \in \Omega^1_{F|V}(U) \) such that \( \nabla s = \alpha \otimes s \). The condition \( d^\nabla \circ d^\nabla = 0 \) implies \( d_F \alpha = 0 \);

\[
0 = d^\nabla (\nabla s) = d^\nabla (\alpha \otimes s) = d_F \alpha \otimes s - \alpha \wedge \nabla s
\]

\[
(4.7) \quad = d_F \alpha \otimes s - (\alpha \wedge \alpha) \otimes s = d_F \alpha \otimes s.
\]

By the Poincaré lemma for foliations (theorem 4.1) there exists a neighbourhood \( V \subset U \) and \( f \in C^\infty(V) \) such that \( d_F f = \alpha|_V \). Setting \( r = e^{-f} s|_V \),

\[
(4.8) \quad \nabla r = e^{-f} \nabla s|_V + d_F (e^{-f}) \otimes s|_V = e^{-f} (\alpha \otimes s)|_V - e^{-f} d_F f \otimes s|_V = 0,
\]

so \( r \) is a unitary flat section of \( L|_V \). \( \square \)
Wherefore, for each point on $M$ there exists a trivializing neighbourhood $V \subset M$ of $L$ with a unitary flat section $s : V \subset M \rightarrow L$, and any element of $\Omega^k_F(M) \otimes \Gamma(L)$ can be locally written as $\alpha \otimes s$, where $\alpha \in \Omega^k_{\mathcal{F}|_V}(V)$. The condition $d\nabla(\alpha \otimes s) = 0$ is, then, equivalent to $d\mathcal{F}\alpha = 0$, because $d\nabla(\alpha \otimes s) = d\mathcal{F}\alpha \otimes s + (-1)^k \alpha \wedge \nabla s$, $s \neq 0$ and $\nabla s = 0$.

The Kostant complex is just the foliated complex twisted by the sheaf of sections $\mathcal{S}$, and exactness of the foliated complex implies exactness of the Kostant complex.

**Theorem 4.2.** The Kostant complex is a fine resolution for $\mathcal{J}$. Therefore, its cohomology groups are isomorphic to the cohomology groups with coefficients in the sheaf of flat sections $\hat{H}^k(M; \mathcal{J})$ and thus compute Geometric Quantization.

Rawnsley provided a proof of this fact in [12].

5. **The singular case**

The main objective of this section is to use the Poincaré lemma of the deformation complex to compute foliated cohomology. We start this section by recalling a definition of foliated cohomology that is going to be used in the singular case. We then introduce some analytical tools that we need to compute these groups. These analytical tools are mainly a series of decomposition results for functions with respect to vector fields. Finally, in the last subsection we enclose explicit computations of the cohomology groups.

Roughly, elements of these cohomology groups are given by a collection of functions which are constant along the leaves of the foliation, fulfilling additional constraints.

5.1. **Singular foliated cohomology.** Integrable systems defined on $(M, \omega)$ induce Lie subalgebras of $(\Gamma(TM), [\cdot, \cdot])$, namely

$$(\mathcal{F} = \langle X_1, \ldots, X_n \rangle_{C^\infty(M)}, [\cdot, \cdot]|_{\mathcal{F}}),$$

where $X_i$ is the Hamiltonian vector field of the $i$th component of a moment map $F : M \rightarrow \mathbb{R}^n$.

Now, considering $C^\infty(M)$ as a $C^\infty(M)$-module, $(\mathcal{F}, [\cdot, \cdot]|_{\mathcal{F}})$ can be represented on $C^\infty(M)$ as vector fields acting on smooth functions.

This is an example of a Lie pseudo algebra representation (see [5] for precise definitions and a nice account for the history and, various,
names of this structure) and one can, then, consider the following complex:

\[
0 \rightarrow C^\infty_F(M) \rightarrow C^\infty(M) \xrightarrow{d_F} \Omega^1_F(M) \xrightarrow{d_F} \cdots \xrightarrow{d_F} \Omega^n_F(M) \xrightarrow{d_F} 0,
\]

(5.1)

With the differential defined by

\[
d_F\alpha(Y_1, \ldots, Y_{k+1}) = \sum_{i=1}^{k+1} (-1)^{i+1} Y_i(\alpha(Y_1, \ldots, \hat{Y}_i, \ldots, Y_{k+1}))
\]

(5.2)

\[+ \sum_{i < j} (-1)^{i+j} \alpha([Y_i, Y_j], Y_1, \ldots, \hat{Y}_i, \ldots, \hat{Y}_j, \ldots, Y_{k+1}),
\]

with \(Y_1, \ldots, Y_{k+1} \in F\). The cochain spaces are defined by

\[
\Omega^k_F(M) = \text{Hom}_{C^\infty(M)}(\wedge^k F; C^\infty(M)),
\]

(5.3)

and \(C^\infty_F(M) = \ker(d_F : C^\infty(M) \rightarrow \Omega^1_F(M))\).

The differential is a coboundary operator and the associated cohomology is denoted by \(H^\bullet_F(M)\).

**Remark 5.1.** This construction is also well defined in the analytic category and that is the notion used in theorem 5.3.

From now on \((M, \omega)\) will be a symplectic manifold near a rank zero nondegenerate singularity of Williamson type \((k_e, k_h, 0)\). Thus \((\mathbb{R}^{2n}, \sum_{i=1}^n dx_i \wedge dy_i)\) is endowed with a distribution \(F\) generated by a Williamson basis.

**Definition 5.1.** The vanishing set of a vector field of a Williamson basis \(X_i\) is denoted by \(\Sigma_i = \{p \in \mathbb{R}^{2n} : x_i(p) = y_i(p) = 0\}\).

**Proposition 5.1.** If \(\alpha \in \Omega^k_F(\mathbb{R}^{2n})\) then \(\alpha(X_{j_1}, \ldots, X_{j_k})|_{\Sigma_{j_1} \cup \cdots \cup \Sigma_{j_k}} = 0\).

**Proof.** At every point \(p \in \mathbb{R}^{2n}\) the map \(\alpha \in \Omega^k_F(\mathbb{R}^{2n})\) reduces to an element of \(\wedge^k F|_p^*\). Since \(X_i = 0\) at \(\Sigma_i\), for any \(p \in \Sigma_i\) and vectors \(Y_1(p), \ldots, Y_{k-1}(p) \in F|_p\), the following expression holds:

\[
\alpha_p(X_i(p), Y_1(p), \ldots, Y_{k-1}(p)) = 0.
\]

(5.4)

Therefore \(\alpha(X_{j_1}, \ldots, X_{j_k})|_{\Sigma_i} = 0\) for \(i = j_1, \ldots, j_k\). \(\square\)

\footnote{The Lie pseudo algebra cohomology with respect to that particular representation.}
5.2. Analytical tools: Special decomposition of smooth functions. Here we present special decompositions for functions with respect to vector fields of a Williamson basis. In order to fix notation, we recall what we mean by a flat function at a subset.

**Definition 5.2.** Consider $\mathbb{R}^m$ endowed with coordinates $(p_1, \ldots, p_m)$. A smooth function $g \in C^\infty(\mathbb{R}^m)$ is said to be Taylor flat at the subset \( \{p_1 = \cdots = p_k = 0\} \) when

\[
\left. \frac{\partial^{j_1 + \cdots + j_k} g}{\partial p_1^{j_1} \cdots \partial p_k^{j_k}} \right|_{\{p_1=\cdots=p_k=0\}} = 0 ,
\]

for all \( j_1, \ldots, j_k \) and some fixed \( k \leq m \).

**Remark 5.2.** It is important to point out that if $g \in C^\omega(\mathbb{R}^m)$ is Taylor flat at \( \{p_1 = \cdots = p_k = 0\} \), then it is the zero function.

**Definition 5.3.** Given integer numbers $k_e$ and $k_h$, we will call a smooth function $f \in C^\infty(\mathbb{R}^{2n})$ complanate if it can be written as

\[
f = \sum_{i = k_e + 1}^{k_e + k_h} T_i ,
\]

where each $T_i$ is a Taylor flat function at $\Sigma_i$. A noncomplanate function is one for which such an expression cannot be found.

We can find special decompositions for smooth functions like $f = f_i + X_i(F_i)$. The following result is a summary of results contained in [7] and [9].

**Lemma 5.1.** Assume that the origin is a singularity of Williamson type $(k_e, k_h, 0)$, then for any $f \in C^\infty(\mathbb{R}^{2n})$ there exist $f_i, F_i \in C^\infty(\mathbb{R}^{2n})$ such that, for each vector field $X_i$ in a Williamson basis, $f = f_i + X_i(F_i)$.

Moreover,

1. $X_i(f_i) = 0$;
2. $f_i$ is uniquely defined if $X_i$ defines an $S^1$-action, if not $f_i$ is uniquely defined up to Taylor flat functions at $\Sigma_i$;
3. one can choose $f_i$ and $F_i$ such that $X_j(f_i) = X_j(F_i) = 0$ whenever $X_j(f) = 0$ for $j \neq i$;
4. if $f$ vanishes at the zero set of any vector of a Williamson basis, so does the function $f_i$ and one can choose $F_i$ vanishing at the zero set, as well;
(5) $X_i(f) = 0$ implies that $f$ depends on $x_i$ and $y_i$ via $h_i$:

$$f(x_1, y_1, \ldots, x_n, y_n) = \hat{f}(x_1, y_1, \ldots, x_i^2 + y_i^2, \ldots, x_n, y_n),$$

where $Q^1_i = \{x_i > 0, y_i > 0\}$, $Q^2_i = \{x_i > 0, y_i < 0\}$, $Q^3_i = \{x_i < 0, y_i > 0\}$ and $Q^4_i = \{x_i < 0, y_i < 0\}$.

The case when $X_i$ is an elliptic vector field was proved in [2, 3, 7]; [7] also has a proof when $X_i$ is a hyperbolic vector field.

**Remark 5.3.** The proofs contained in [7] can be adapted for the analytic category: for hyperbolic singularities the formal proof yields the corresponding analytic statement, whilst the integrals defining the elliptic decomposition entail the analyticity of the construction. This is the version of the lemma used in the proof of theorem 5.3. Furthermore, the uniqueness of the decomposition holds for both types of singularities, since there are no flat functions (apart from the zero function) in the analytic category.

5.3. **Computation of foliated cohomology groups.** We will distinguish between the smooth and the analytic category.

In the smooth case we can completely determine the cohomology groups in degree 1 and $n$ for Williamson type $(k_e, k_h, 0)$, and in all degrees for Williamson type $(k_e, 0, 0)$. In the analytic case the computations are done in all degrees.

**Theorem 5.1. [Degree 1 smooth case]** Consider $(\mathbb{R}^{2n}, \sum_{i=1}^n dx_i \wedge dy_i)$ endowed with a smooth distribution $\mathcal{F}$ generated by a Williamson basis of type $(k_e, k_h, 0)$, then the following decomposition holds:

$$(5.7) \ker(d_{\mathcal{F}} : \Omega^1_\mathcal{F}(\mathbb{R}^{2n}) \to \Omega^2_\mathcal{F}(\mathbb{R}^{2n})) = W^1_{\mathcal{F}}(\mathbb{R}^{2n}) \oplus d_{\mathcal{F}}(C^\infty(\mathbb{R}^{2n})),$$

where $W^1_{\mathcal{F}}(\mathbb{R}^{2n})$ is the set of 1-forms $\beta \in \Omega^1_\mathcal{F}(\mathbb{R}^{2n})$ such that $L_{X_i}(\beta) = 0$ for all $i$, and if $X_i$ is of hyperbolic type $\beta(X_i)$ is not Taylor flat at $\Sigma_i$ (when it is nonzero).

Thus, the foliated cohomology group in degree 1 is given by:

$$H^1_{\mathcal{F}}(\mathbb{R}^{2n}) \cong \bigoplus_{i=1}^{k_e} \{ f_i \in C^\infty_{\mathcal{F}}(\mathbb{R}^{2n}) ; f_i|_{\Sigma_i} = 0 \}$$

$$\bigoplus_{i=k_e+1}^n \{ f_i \in C^\infty_{\mathcal{F}}(\mathbb{R}^{2n}) ; f = 0 \text{ or } f|_{\Sigma_i} = 0 \text{ and not Taylor flat at } \Sigma_i \}$$
Proof. For any $\alpha \in \Omega^1_F(\mathbb{R}^{2n})$ the condition $d_F \alpha = 0$ implies
\begin{equation}
(5.8) \quad d_F \alpha(X_i, X_j) = X_i(\alpha(X_j)) - X_j(\alpha(X_i)) = 0,
\end{equation}
and theorem 3.1 says that $\alpha(X_i) = f_i + X_i(F)$, where $F \in C^\infty(\mathbb{R}^{2n})$ and $f_i \in C^\infty(\mathbb{R}^{2n})$. Thus any closed foliated 1-form $\alpha$ is cohomologous to a foliated 1-form $\beta$ satisfying $\mathcal{L}_{X_i}(\beta) = 0$ for all $i$ (proposition 5.1 and item 4 of lemma 5.1 guarantee that the forms are well defined); the condition $\mathcal{L}_{X_i}(\beta) = 0$ automatically implies that $\beta$ is closed.

There exists $g \in C^\infty(\mathbb{R}^{2n})$ such that $d_F g = \beta$ if and only if $\beta(X_i) = X_i(g)$. Since $\mathcal{L}_{X_i}(\beta) = 0$, this implies $X_i(\beta(X_i)) = 0$ and by uniqueness (up to Taylor flat functions, lemma 5.1) $0 = \beta(X_i) + X_i(-g)$ has a solution if and only if $\beta(X_i) = 0$ or $\beta(X_i)$ is Taylor flat at $\Sigma_i$ (for $i = k_e + 1, \ldots, n$). Wherefore, $\beta$ is exact if and only if $\beta = 0$ or, if $\beta(X_i) \neq 0$ (for $i = k_e + 1, \ldots, n$), $\beta(X_i)$ is Taylor flat at $\Sigma_i$.

The expression $\ker = W^n_F(\mathbb{R}^{2n}) \oplus d_F (C^\infty(\mathbb{R}^{2n}))$ implies $H^n_F(\mathbb{R}^{2n}) = W^n_F(\mathbb{R}^{2n})$, by definition any $\beta \in W^n_F(\mathbb{R}^{2n})$ can be given by $n$ functions vanishing at certain points (proposition 5.1 and satisfying some Taylor flat condition, e.g.: $\beta(X_n) = f \in C^\infty(\mathbb{R}^{2n})$, $f|_{\Sigma_i} = 0$ and not Taylor flat at $\Sigma_n$, if it is nonzero. The Lie derivative condition yields $f \in C^\infty(\mathbb{R}^{2n})$. \hfill \square

We now consider the case of top degree forms in the smooth category,

**Theorem 5.2.** [Top degree smooth case] Consider $(\mathbb{R}^{2n}, \sum_{i=1}^n dx_i \wedge dy_i)$ endowed with a smooth distribution $\mathcal{F}$ generated by a Williamson basis of type $(k_e, k_h, 0)$, then the following decomposition holds:
\begin{equation}
(5.9) \quad \Omega^n_F(\mathbb{R}^{2n}) = W^n_F(\mathbb{R}^{2n}) \oplus d_F(\Omega^{n-1}_F(\mathbb{R}^{2n})),
\end{equation}
where $W^n_F(\mathbb{R}^{2n})$ is the set of $n$-forms $\beta \in \Omega^n_F(\mathbb{R}^{2n})$ such that $\mathcal{L}_{X_i}(\beta) = 0$ for all $i$, and if $\beta(X_1, \ldots, X_n) \neq 0$, it is noncomplanate.

Thus, the foliated cohomology group in degree $n$ is given by:
\begin{align*}
H^n_F(\mathbb{R}^{2n}) & \cong \{ f \in C^\infty_F(\mathbb{R}^{2n}) \\
& \quad ; \ f|_{\Sigma_1 \cup \cdots \cup \Sigma_n} = 0 \text{ and } f \text{ is noncomplanate or zero} \}
\end{align*}

Proof. For $\alpha \in \Omega^n_F(\mathbb{R}^{2n})$ it holds $d_F \alpha = 0$. Since $\alpha(X_1, \ldots, X_n) \in C^\infty(\mathbb{R}^{2n})$, lemma 5.1 asserts that $\alpha(X_1, \ldots, X_n) = f_1 + X_1(F_{2\ldots n})$ with $X_1(f_1) = 0$. Applying again lemma 5.1 $f_1 = f_2 + X_2(-F_{13\ldots n})$ with $X_2(f_2) = 0$, but also $X_1(f_2) = 0$ because $X_1(f_1) = 0$. Repeating this
process for all $X_i$, one finally gets
\begin{equation}
\alpha(X_1, \ldots, X_n) = f + \sum_{i=1}^{n} (-1)^{i+1} X_i(F_{1 \cdots i \cdots n}) ,
\end{equation}
with $f \in C^\infty_0(\mathbb{R}^n)$, i.e.: there exists $\beta \in \Omega^2_F(\mathbb{R}^n)$ and $\zeta \in \Omega^{n-1}_F(\mathbb{R}^n)$ satisfying $\alpha = \beta + d_F \zeta$ and $L_{X_i}(\beta) = 0$ for all $i$ (again, proposition 5.1 and item 4 of lemma 5.1 guarantee that the forms are well defined).

The foliated $n$-form $\beta$ is exact if and only if there exists $\sigma \in \Omega^2_F(\mathbb{R}^n)$ such that
\begin{equation}
\beta(X_1, \ldots, X_n) = \sum_{i=1}^{n} (-1)^{i+1} X_i(\sigma(X_1, \ldots, \hat{X_i}, \ldots, X_n)) .
\end{equation}
Applying lemma 5.1
\begin{equation}
\sigma(X_1, \ldots, \hat{X_i}, \ldots, X_n) = g^1_{1 \cdots i \cdots n} + X_1(G^1_{1 \cdots i \cdots n}) ,
\end{equation}
with $X_1(g^1_{1 \cdots i \cdots n}) = 0$. Then, substituting equation 5.12 in 5.11 using $[X_i, X_j] = 0$ and invoking lemma 5.1
\begin{equation}
0 = \beta(X_1, \ldots, X_n) + \sum_{i=2}^{n} (-1)^i X_i(g^1_{1 \cdots i \cdots n}) + X_1 \left( \sum_{i=1}^{n} (-1)^i X_i(G^1_{1 \cdots i \cdots n}) \right)
\end{equation}
has solution if and only if
\begin{equation}
T_1 = \beta(X_1, \ldots, X_n) + \sum_{i=2}^{n} (-1)^i X_i(g^1_{1 \cdots i \cdots n}) ,
\end{equation}
where $X_1(T_1) = 0$ and, if $T_1 \neq 0$, it is Taylor flat at $\Sigma_1$.

Once more, applying lemma 5.1 to $T_1$ and $g^1_{1 \cdots i \cdots n}$ with respect to $X_2$, (5.15)
\begin{equation}
T_1 = T_{12} + X_2(t_{12})
\end{equation}
and
\begin{equation}
g^1_{1 \cdots i \cdots n} = g^{12}_{1 \cdots i \cdots n} + X_2(G^{12}_{1 \cdots i \cdots n}) ,
\end{equation}
where $X_2(T_{12}) = X_2(g^{12}_{1 \cdots i \cdots n}) = 0$, $X_1(T_{12}) = X_1(g^{12}_{1 \cdots i \cdots n}) = 0$ and $T_{12}$ is Taylor flat at $\Sigma_1$ because $X_1(T_1) = X_1(g^{12}_{1 \cdots i \cdots n}) = 0$ and $T_1$ is Taylor flat at $\Sigma_1$.

Now, replacing equations 5.15 and 5.16 in 5.14 using $[X_i, X_j] = 0$ and because of lemma 5.1
\begin{equation}
0 = \beta(X_1, \ldots, X_n) - T_{12} + \sum_{i=3}^{n} (-1)^i X_i(g^{12}_{1 \cdots i \cdots n}) + X_2 \left( -t_{12} + \sum_{i=2}^{n} (-1)^i X_i(G^{12}_{1 \cdots i \cdots n}) \right)
\end{equation}
has solution if and only if

\[(5.18) \quad T_2 + T_{12} = \beta(X_1, \ldots, X_n) + \sum_{i=3}^{n} (-1)^i X_i (g_{1 \ldots i \ldots n}^{12}) ,\]

where \(X_1(T_2) = X_2(T_2) = 0\) and, if \(T_2 \neq 0\), it is Taylor flat at \(\Sigma_2\).

The next step is to decompose \(T_2, T_{12}\) and \(g_{1 \ldots i \ldots n}^{12}\) with respect to \(X_3\) and argue as before. Continuing with this process for all \(X_i\) one obtains \(\beta(X_1, \ldots, X_n) = T_n + T_{(n-1)n} + \cdots + T_{1 \cdots n}\), where \(T_n, \ldots, T_{1 \cdots n} \in C_\infty^\infty(R^{2n})\) and, if \(T_{i \cdots n} \neq 0\), it is Taylor flat at \(\Sigma_i\).

We were assuming \(k_e = 0\) and \(k_h = n\). The case when \(k_e \neq 0\) is straightforward: just forget about Taylor flatness for those indices.

From \(\Omega^\infty_F(R^{2n}) = W^\infty_F(R^{2n}) \oplus d_F(\Omega^{n-1}_F(R^{2n}))\) we obtain \(H^\infty_F(R^{2n}) = W^\infty_F(R^{2n})\), by definition any \(\beta \in W^\infty_F(R^{2n})\) can be given by a function vanishing at certain points (proposition \(5.1\)) and being noncomplanate: \(\beta(X_1, \ldots, X_n) = f \in C^\infty(R^{2n}), f = 0\) at \(\Sigma_1 \cup \cdots \cup \Sigma_n\) and is noncomplanate, if nonzero. The Lie derivative condition further implies that such a function is constant along the leaves. \(\square\)

**Remark 5.4.** The proofs of theorems \(5.1\) and \(5.2\) also hold in the analytic category after, obvious and minor, modifications (essentially getting read of Taylor flat functions).

Before proving theorem \(5.3\) it is worthwhile to look at a particular (smooth) case to illustrate its intricacy.

**Proposition 5.2.** Consider \((R^6, \sum_{i=1}^{3} dx_i \wedge dy_i)\) with \(h_1, h_2, h_3 \in C^\infty(R^6)\) a Williamson basis. If both \(X_1, X_2\) are of hyperbolic type and \(X_3\) is of elliptic type, then:

\[(5.19) \quad \ker(d_F : \Omega^2_F(R^6) \rightarrow \Omega^3_F(R^6)) = W^2_F(R^6) \oplus d_F(\Omega^1_F(R^6)) ,\]

where \(W^2_F(R^6)\) is the set of 2-forms \(\beta \in \Omega^2_F(R^6)\) such that \(\mathcal{L}_{X_i}(\beta) = 0\) for \(i = 1, 2, 3\), and if \(\beta(X_i, X_j) \neq 0\) it is noncomplanate.

**Proof.** The condition \(d_F \alpha = 0\) implies, for any \(\alpha \in \Omega^2_F(R^6)\),

\[(5.20) \quad 0 = X_1(\alpha(X_2, X_3)) - X_2(\alpha(X_1, X_3)) + X_3(\alpha(X_1, X_2)) .\]

Lemma \(5.1\) gives

\[(5.21) \quad \alpha(X_1, X_3) = f_{13} + X_3(F_{13}) \text{ and } \alpha(X_2, X_3) = f_{23} + X_3(F_{23}) ,\]

with \(X_3(f_{13}) = X_3(f_{23}) = 0\).
Because \([X_i, X_j] = 0\),

\(0 = X_1(f_{23}) - X_2(f_{13}) + X_3(\alpha(X_1, X_2) + X_1(F_{23}) - X_2(F_{13}))\),

by uniqueness (lemma 5.1),

\[\alpha(X_1, X_2) = f_{12} + X_2(F_{13}) - X_1(F_{23}),\]

with \(X_3(f_{12}) = 0\) and

\[X_1(f_{23}) = X_2(f_{13}).\]

Defining \(\alpha_3 \in \Omega^1_F(\mathbb{R}^6)\) by

\[\alpha_3(X_1) = f_{13}, \alpha_3(X_2) = f_{23},\]

it is clear that \(d_F \alpha_3 = 0\) (proposition 5.1 and item 4 of lemma 5.1 guarantee that it is well defined). Theorem 5.1, then, implies \(\alpha_3 = \beta_3 + d_F G_3\), with \(\beta_3 \in W^1_F(\mathbb{R}^6)\). In other words:

\[f_{13} = g_{13} + X_1(G_3), f_{23} = g_{23} + X_2(G_3)\text{ and } X_3(G_3) = 0\]

Applying repeatedly lemma 5.1 for each \(X_i\) with \(i \neq 3\), to the function \(f_{12}\) one gets

\[f_{12} = g_{12} - X_1(G_{23}) + X_2(G_{13}),\]

with \(X_1(g_{12}) = X_2(g_{12}) = 0\) and \(X_3(g_{12}) = X_3(G_{13}) = X_3(G_{23}) = 0\), because \(X_3(f_{12}) = 0\).

Summing up, plugging equation 5.26 in equation 5.21 using \(X_3(G_{13}) = X_3(G_{23}) = 0\), and equation 5.27 in equation 5.23:

\[\alpha(X_1, X_3) = g_{13} + X_1(G_3) + X_3(F_{13} + G_{13}),\]

\[\alpha(X_2, X_3) = g_{23} + X_2(G_3) + X_3(F_{23} + G_{23}),\]

and

\[\alpha(X_1, X_2) = g_{12} - X_1(F_{23} + G_{23}) + X_2(F_{13} + G_{13}).\]

Wherefore \(\alpha = \beta + d_F \zeta\) with \(\beta \in W^1_F(\mathbb{R}^6)\);

\[\beta(X_1, X_2) = g_{12}, \beta(X_1, X_3) = g_{13}, \beta(X_2, X_3) = g_{23},\]

and

\[\zeta(X_1) = -F_{13} - G_{13}, \zeta(X_2) = -F_{23} - G_{23}, \zeta(X_3) = G_3\]

(as always, proposition 5.1 and item 4 of lemma 5.1 guarantee that the forms are well defined).
The condition $\mathcal{L}_X(\beta) = 0$ for $i = 1, 2, 3$ implies $d_\mathcal{F}\beta = 0$, and there exists $\sigma \in \Omega^1_\mathcal{F}(\mathbb{R}^6)$ such that $d_\mathcal{F}\sigma = \beta$ if and only if

$$\beta(X_i, X_j) = X_i(\sigma(X_j)) - X_j(\sigma(X_i)).$$

Applying lemma 5.1

$$\sigma(X_i) = s_{i3} + X_3(S_{i3}),$$

with $X_3(s_{i3}) = 0$. Then, plugging equation 5.34 in 5.33 using $[X_i, X_j] = 0$ and using uniqueness (lemma 5.1),

$$0 = \beta(X_i, X_j) + X_j(s_{i3}) - X_i(s_{j3}) + X_3(X_j(S_{i3}) - X_i(S_{j3}))$$

has solution if and only if

$$0 = \beta(X_i, X_j) + X_j(s_{i3}) - X_i(s_{j3}).$$

Again, applying lemma 5.1

$$s_{i3} = s_{i23} + X_2(S_{i23}),$$

with $X_2(s_{i23}) = 0$ and $X_3(s_{i23}) = 0$, because $X_3(s_{i3}) = 0$. Then, replacing equation 5.37 in 5.36 using $[X_i, X_j] = 0$ and because of lemma 5.1

$$0 = \beta(X_i, X_j) + X_j(s_{i23}) - X_i(s_{j23}) + X_2(X_j(S_{i23}) - X_i(S_{j23}))$$

has solution if and only if

$$T_{ij2} = \beta(X_i, X_j) + X_j(s_{i23}) - X_i(s_{j23}),$$

where $X_3(T_{ij2}) = X_2(T_{ij2}) = 0$ and $T_{ij2}$ is Taylor flat at $\Sigma_2$. Explicitly,

$$T_{122} = \beta(X_1, X_2) - X_1(s_{223}),$$

$$T_{132} = \beta(X_1, X_3) - X_1(s_{323})$$

and

$$T_{232} = \beta(X_2, X_3).$$

Once more, applying lemma 5.1

$$T_{ij2} = t_{ij} + X_1(T_{ij12}),$$

with $X_1(t_{ij}) = 0$, $X_2(t_{ij}) = X_3(t_{ij}) = 0$ and $t_{ij}$ is Taylor flat at $\Sigma_2$, because $X_2(T_{ij2}) = X_3(T_{ij2}) = 0$ and $T_{ij2}$ is Taylor flat at $\Sigma_2$. Then,
substituting equation \(5.43\) in \(5.40\) and \(5.41\) using \([X_i, X_j] = 0\)
and using lemma \(5.1\)

\[
\begin{align*}
\beta(X_1, X_2) - t_{12} &= X_1(s_{223} + T_{1212}), \\
\beta(X_1, X_3) - t_{13} &= X_1(s_{323} + T_{1312}), \\
\beta(X_2, X_3) - t_{23} &= X_1(T_{2312}).
\end{align*}
\]

have solution if and only if

\[
\begin{align*}
\beta(X_1, X_2) &= t_{12} + T_{12}, \quad \beta(X_1, X_3) = t_{13} + T_{13} \quad \text{and} \quad \beta(X_2, X_3) = t_{23} + T_{23},
\end{align*}
\]

where each \(T_{ij} \in \mathcal{C}^\infty_F(\mathbb{R}^6)\) and is Taylor flat at \(\Sigma_1\).

\[\Box\]

**Theorem 5.3. [Analytic case]** Consider \((\mathbb{R}^{2n}, \sum_{i=1}^n dx_i \wedge dy_i)\) endowed with a analytic distribution \(\mathcal{F}\) generated by a Williamson basis of type \((k_e, k_h, 0)\), then the following decomposition holds:

\[
\ker(d_{\mathcal{F}} : \Omega^k_{\mathcal{F}}(\mathbb{R}^{2n}) \rightarrow \Omega^{k+1}_{\mathcal{F}}(\mathbb{R}^{2n})) = W^k_{\mathcal{F}}(\mathbb{R}^{2n}) \oplus d_{\mathcal{F}}(\Omega^{k-1}_{\mathcal{F}}(\mathbb{R}^{2n})),
\]

where \(W^k_{\mathcal{F}}(\mathbb{R}^{2n})\) is the set of analytic \(k\)-forms \(\beta \in \Omega^k_{\mathcal{F}}(\mathbb{R}^{2n})\) such that \(\mathcal{L}_{X_i}(\beta) = 0\) for all \(i\).

**Proof.** It remains to prove when the degree is different from 1 and \(n\), since the proofs of theorems \(5.1\) and \(5.2\) as mentioned, work for these particular cases.

If \(\alpha \in \Omega^k_{\mathcal{F}}(\mathbb{R}^{2n})\) the condition \(d_{\mathcal{F}}\alpha = 0\) implies

\[
0 = X_{j_1}(\alpha(X_{j_2}, \ldots, X_{j_{k+1}})) + \sum_{i=2}^{k+1} (-1)^{i+1} X_{j_i}(\alpha(X_{j_1}, \ldots, \hat{X}_{j_i}, \ldots, X_{j_{k+1}})).
\]

Applying successively of lemma \(5.1\) with respect to each \(X_{j_i}\) \((i \neq 1)\), gives

\[
\alpha(X_{j_1}, \ldots, \hat{X}_{j_i}, \ldots, X_{j_{k+1}}) = q_{j_1\cdots j_{k+1}}^{j_1'\cdots j_{k+1}'} + X_{j_i}(p_{j_1\cdots j_{k+1}}^{j_1'\cdots j_{k+1}'})
\]

\[
\sum_{l=2}^{k+1} (-1)^{l+1} X_{j_l}(G_{j_1\cdots j_{k+1}}^{j_1'\cdots j_{k+1}'})\]

\[\Box\]
where $X_m(g_{j_1\cdots j_{k+1}}) = 0$ for $m = 1, \ldots, k+1 \neq i$ and

\begin{equation}
(5.51) \quad l_i = \begin{cases} 
    l & \text{if } l < i \\
    l + 1 & \text{if } l > i.
\end{cases}
\end{equation}

Substituting equation (5.50) in (5.49) (using $[X_i, X_j] = 0$),

\begin{equation}
0 = \sum_{i=2}^{k+1} (-1)^{i+1} X_{j_i} \left( g_{j_1\cdots j_k+1}^{j_1\cdots j_k+1} + \sum_{l=2}^{k+1} (-1)^{l+1} X_{j_l} (G_{j_1\cdots j_{2k+1}}^{j_1\cdots j_{2k+1}}) \right)
\end{equation}

(5.52) + $X_{j_1} \left( \alpha(X_{j_2}, \ldots, X_{j_{k+1}}) + \sum_{i=2}^{k+1} (-1)^{i+1} X_{j_i} (F_{j_1\cdots j_{2k+1}}^{j_1\cdots j_{2k+1}}) \right)$,

and by uniqueness (lemma 5.1):

\begin{equation}
(5.53) \quad \alpha(X_{j_2}, \ldots, X_{j_{k+1}}) = f_{j_2\cdots j_{k+1}}^{j_1\cdots j_{k+1}} + \sum_{i=2}^{k+1} (-1)^i X_{j_i} (F_{j_1\cdots j_{k+1}}^{j_1\cdots j_{k+1}}),
\end{equation}

with $X_{j_1}(f_{j_2\cdots j_{k+1}}^{j_1\cdots j_{k+1}}) = 0$.

Again, applying repeatedly lemma 5.1 for each $X_{j_i}$ with $i \neq 1$, to the function $f_{j_2\cdots j_{k+1}}^{j_1\cdots j_{k+1}}$ one gets

\begin{equation}
(5.54) \quad f_{j_2\cdots j_{k+1}}^{j_1\cdots j_{k+1}} = g_{j_2\cdots j_{k+1}}^{j_1\cdots j_{k+1}} + \sum_{i=2}^{k+1} (-1)^i X_{j_i} (G_{j_1\cdots j_{k+1}}^{j_1\cdots j_{k+1}}),
\end{equation}

with $X_{j_i}(g_{j_2\cdots j_{k+1}}^{j_1\cdots j_{k+1}}) = 0$ for $i = 1, \ldots, k+1$ and $X_{j_1}(G_{j_1\cdots j_{k+1}}^{j_1\cdots j_{k+1}}) = 0$, because $X_{j_1}(f_{j_2\cdots j_{k+1}}^{j_1\cdots j_{k+1}}) = 0$.

Using $X_{j_1}(G_{j_1\cdots j_{k+1}}^{j_1\cdots j_{k+1}}) = 0$, and substituting equation (5.54) in equation (5.53)

\begin{equation}
\alpha(X_{j_1}, \ldots, X_{j_{k+1}}) = g_{j_1\cdots j_k+1}^{j_1\cdots j_k+1} + X_{j_1} (F_{j_1\cdots j_{k+1}}^{j_1\cdots j_{k+1}} + G_{j_1\cdots j_{k+1}}^{j_1\cdots j_{k+1}})
\end{equation}

(5.55)

\begin{equation}
+ \sum_{l=2}^{k+1} (-1)^{l+1} X_{j_l} (G_{j_1\cdots j_{2k+1}}^{j_1\cdots j_{2k+1}}),
\end{equation}

for $i \neq 1$, and

\begin{equation}
(5.56) \quad \alpha(X_{j_2}, \ldots, X_{j_{k+1}}) = g_{j_2\cdots j_{k+1}}^{j_1\cdots j_{k+1}} + \sum_{i=2}^{k+1} (-1)^i X_{j_i} (F_{j_1\cdots j_{k+1}}^{j_1\cdots j_{k+1}} + G_{j_1\cdots j_{k+1}}^{j_1\cdots j_{k+1}}).
\end{equation}

A priori it cannot be guaranteed that the $g$’s belong to $C^\infty_c(\mathbb{R}^{2n})$, however, varying $j_1$ from 1 to $n$, there is more than one decomposition like equations (5.55) and (5.56) for each combinations of vector fields. By
the uniqueness of these decompositions (lemma 5.1) this yields $\alpha = \beta + d_F\zeta$. There exists a correct number of functions to define $\beta$ and $\zeta$, the $g$'s and $F + G$'s of equations 5.55 and 5.56 (after applying uniqueness and identifying some of them, and using proposition 5.1 and item 4 of lemma 5.1 to guarantee that the forms are well defined).

The condition $L_X(\beta) = 0$ for all $i$ implies $d_F^i\beta = 0$, and there exists $\sigma \in \Omega^{k-1}_F(\mathbb{R}^n)$ such that $d_F\sigma = \beta$ if and only if

$$\beta(X_{j_1}, \ldots, X_{j_k}) = \sum_{i=1}^{k} (-1)^{i+1} X_{j_i}(\sigma(X_{j_1}, \ldots, \hat{X}_{j_i}, \ldots, X_{j_k}))$$

Applying lemma 5.1

$$\sigma(X_{j_1}, \ldots, \hat{X}_{j_i}, \ldots, X_{j_k}) = s_{j_1}^{j_i} X_{j_1} + \sum_{i=1}^{k} (-1)^{i} X_{j_i}(s_{j_1}^{j_i} X_{j_1} + \cdots + \sum_{i=1}^{k} (-1)^{i} X_{j_i}(s_{j_1}^{j_i} X_{j_1} + \cdots + s_{j_1}^{j_i} X_{j_1}))$$

with $X_{j_i}(s_{j_1}^{j_i} X_{j_1} + \cdots + s_{j_1}^{j_i} X_{j_1}) = 0$. Now plugging equation 5.58 in 5.57 and using the commutation of the vector fields ($[X_i, X_j] = 0$) and because of uniqueness (lemma 5.1), we obtain,

$$0 = \beta(X_{j_1}, \ldots, X_{j_k}) + \sum_{i=2}^{k} (-1)^{i} X_{j_i}(s_{j_1}^{j_i} X_{j_1} + \cdots + \sum_{i=1}^{k} (-1)^{i} X_{j_i}(s_{j_1}^{j_i} X_{j_1} + \cdots + s_{j_1}^{j_i} X_{j_1}))$$

has solution if and only if,

$$0 = \beta(X_{j_1}, \ldots, X_{j_k}) + \sum_{i=2}^{k} (-1)^{i} X_{j_i}(s_{j_1}^{j_i} X_{j_1} + \cdots + \sum_{i=1}^{k} (-1)^{i} X_{j_i}(s_{j_1}^{j_i} X_{j_1} + \cdots + s_{j_1}^{j_i} X_{j_1}))$$

Again, applying lemma 5.1

$$s_{j_1}^{j_i} X_{j_1} = s_{j_1}^{j_i j_2} X_{j_1} + X_{j_2}(s_{j_1}^{j_i j_2} X_{j_1} + \cdots + s_{j_1}^{j_i j_2} X_{j_1})$$

with $X_{j_2}(s_{j_1}^{j_i j_2} X_{j_1} + \cdots + s_{j_1}^{j_i j_2} X_{j_1}) = 0$. Then, plugging equation 5.61 in 5.60 using $[X_i, X_j] = 0$ and invoking uniqueness (lemma 5.1),

$$0 = \beta(X_{j_1}, \ldots, X_{j_k}) + \sum_{i=3}^{k} (-1)^{i} X_{j_i}(s_{j_1}^{j_i j_2} X_{j_1} + \cdots + \sum_{i=2}^{k} (-1)^{i} X_{j_i}(s_{j_1}^{j_i j_2} X_{j_1} + \cdots + s_{j_1}^{j_i j_2} X_{j_1}))$$

has solution if and only if,

$$0 = \beta(X_{j_1}, \ldots, X_{j_k}) + \sum_{i=3}^{k} (-1)^{i} X_{j_i}(s_{j_1}^{j_i j_2} X_{j_1} + \cdots + \sum_{i=2}^{k} (-1)^{i} X_{j_i}(s_{j_1}^{j_i j_2} X_{j_1} + \cdots + s_{j_1}^{j_i j_2} X_{j_1}))$$

Following the same procedure for all $X_{j_i}, i = 3, \ldots, k$, this yields $\beta(X_{j_1}, \ldots, X_{j_k}) = 0$.

This determines all foliated cohomology groups in the analytic case,
Corollary 5.1. The foliated cohomology groups in the analytic case are determined for $k = 1, \ldots, n$ by,

$$ H^k_F(\mathbb{R}^{2n}) \cong \bigoplus_{(j_1, \ldots, j_k)} \{ f_{j_1, \ldots, j_k} \in C^\omega(\mathbb{R}^{2n}) \mid f_{j_1, \ldots, j_k}(p) = f(h_1(p), \ldots, h_n(p)) \text{ and } f\big|_{\Sigma_{j_1} \cup \cdots \cup \Sigma_{j_k}} = 0 \} $$

(5.64)

where the right hand side has $\binom{n}{k}$ summands.

Proof. Theorem 5.3 reads $H^k_F(\mathbb{R}^{2n}) = W^k_F(\mathbb{R}^{2n})$, by definition any $\beta \in W^k_F(\mathbb{R}^{2n})$ can be given by $\binom{n}{k}$ functions vanishing at certain points (proposition 5.1) e.g.: $\beta(X_1, \ldots, X_k) = f_{1\ldots k} \in C^\omega(\mathbb{R}^{2n})$ and $f_{1\ldots k} = 0$ at $\Sigma_1 \cup \cdots \cup \Sigma_k$. The Lie derivative condition yields (item 5 of lemma 5.1) that each such function has a special dependence on its variables, e.g.: $f_{1\ldots k}(x_1, y_1, \ldots, x_n, y_n) = f(h_1, \ldots, h_n)$. □

The previous proofs work as well in the smooth category if all vector fields are of elliptic type. Thus for completely elliptic singularities we can compute all the cohomology groups obtaining the following:

Theorem 5.4. [Elliptic case] Consider $(\mathbb{R}^{2n}, \sum_{i=1}^n dx_i \wedge dy_i)$ with $h_1, \ldots, h_n \in C^\infty(\mathbb{R}^{2n})$ a Williamson basis. If all vector fields, $X_1, \ldots, X_n$ are of elliptic type, for $k = 1, \ldots, n$:

$$ \ker(d_F : \Omega^k_F(\mathbb{R}^{2n}) \to \Omega^{k+1}_F(\mathbb{R}^{2n})) = W^k_F(\mathbb{R}^{2n}) \oplus d_F(\Omega^{k-1}_F(\mathbb{R}^{2n})) \, , $$

where $W^k_F(\mathbb{R}^{2n})$ is the set of $k$-forms $\beta \in \Omega^k_F(\mathbb{R}^{2n})$ such that $\mathcal{L}_{X_i}(\beta) = 0$ for all $i$.

Thus, the foliated cohomology groups are given by:

$$ H^k_F(\mathbb{R}^{2n}) \cong \bigoplus_{(j_1, \ldots, j_k)} \{ f_{j_1, \ldots, j_k} \in C^\infty(\mathbb{R}^{2n}) \mid f_{j_1, \ldots, j_k}(p) = f(h_1(p), \ldots, h_n(p)) \text{ and } f\big|_{\Sigma_{j_1} \cup \cdots \cup \Sigma_{j_k}} = 0 \} $$

(5.66)

where the right hand side has $\binom{n}{k}$ summands.
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