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ABSTRACT

In the past 20 years, the orthodontic profession has adopted digital technologies such as computer-assisted tooth movement, automated staged dental aligner production, and 3D simulations. Until recently, the use of artificial intelligence (AI) was limited to narrow intelligence and supervised “learning” such as automated cephalometric point recognition, segmentation of teeth from 3D files, and staging of orthodontic treatment. The next step will be to create neural networks based on general intelligence (the human intelligence is considered general intelligence), where the network using powerful computers and complex algorithms will “learn” orthodontic diagnosis and treatment planning to suggest the most appropriate treatment plan for optimized treatments and more predictable outcomes. The objectives of this paper are to describe the state of the art in AI and orthodontics and explore potential avenues for future developments and applications.
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INTRODUCTION

Since Invisalign™ entered the market in 1998 with its cloud based software called Clincheck,[1] the world of orthodontics has evolved dramatically. Align developed a novel concept where the orthodontists submit their patient’s records or dataset in return for a suggested treatment plan and subsequently the production of a set of aligners that move the teeth in predetermined position.[2]

The public embraced the concept, and soon, most of the orthodontic profession joined the growing number of providers submitting their cases to the company in return for a set of aligners. The process was pushed one step further with the submission of sequential records used for “refinement” and final records used for retention.[1]

This process is a unilateral data sharing[4] “association.” All patient data gathered by the orthodontists and dental professionals alike are submitted without any covenant of usage to the align company allowed this company to build an extraordinary and unique dataset of orthodontic treatment outcomes never before gathered by any orthodontic organization.[5]

Orthodontics is an art and a science based primarily on the experience and bias of the clinician.[6,7] Each malocclusion is unique, and it is not possible to totally and predictably correlate the different patterns expressed by the stomatognathic system.[8] Orthodontists usually do not share information among themselves except for the before and after records of patients at conferences with a strong bias toward publishing mainly positive outcomes.
Very little analytic randomized data are obtained from which even less is shared among practitioners. Clinical orthodontists treat one patient at a time and are not equipped to gather or share large dataset of treatments outcome to draw inferences from multiple and asynchronous clinical observations.[9] Orthodontists oftentimes rely on a limited amount of approaches that give them the perceived maximum efficiency. This approach based on clinical experience may frequently result in delayed treatment completion time and potentially less than optimal outcomes.[10]

Artificial intelligence (AI)\(^\text{[11]}\) offers “a way to get sharper prediction from data”\(^\text{[12,13]}\) by simultaneously analyzing all the different variables present in a malocclusion. This capacity offers the potential to assist the practitioner to obtain the most favorable outcome when treating a malocclusion.\(^\text{[14]}\)

**CONVENTIONAL DIAGNOSTIC PROCEDURE**

Studying and diagnosing a malocclusion present many challenges and bring uncertainty to the outcome of treatment due to the large number of variables present in the analysis.\(^\text{[9]}\) The orthodontist must compute mentally all the parameters to recognize patterns based on experience and adopt the most logical or probable approach to solve the problem presented.\(^\text{[15,16]}\) To simplify the analytic process, many orthodontists tend to simplify the analytic process tend to adopt a mechanistical scheme over an in-depth diagnostic approach as it is perceived that experience alone will be enough to assess the probability of success.\(^\text{[9]}\)

This process, called the “feedforward approach,”\(^\text{[17]}\) does not necessarily involve complex feedback mechanisms to improve on previous diagnostics and outcome analyses.\(^\text{[13]}\) [Figure 1] explains this principle as an accepted but potentially inefficient pattern to treat patients. This experience-based approach has been advocated by many clinicians as it is simple but lacks the means to re-evaluate and learn from positive and/or negative outcomes.\(^\text{[18]}\)

The “Premeditatio Malorum” looks at a situation and explores all the options where the situation may go wrong to avoid such negative condition. Wouldn’t this approach be a welcomed addition to the feed-forward diagnosis process?\(^\text{[19]}\) Finding potential negative outcomes and then going backward to avoid creating errors in the diagnosis procedure would add more insight than a linear and unidirectional diagnosis process.\(^\text{[20]}\)

**BIG DATA, AI, AND MACHINE LEARNING**

Machine learning algorithms have existed for a very long time.\(^\text{[21]}\) This field of computer science was initially derived from the field of statistics and then branched out into its own discipline.\(^\text{[22]}\) The latest evolution in this field of research came with advancements in computing power with the introduction of hypercomputers and the use of graphic processing units instead of central processing units. These advances allowed for the acquisition of large amounts of data, known as “Big Data.” Big data came to life in the early 2000 following the publication of a paper by Laney describing

![Figure 1: Forward diagnostic process using the “feed forward” approach without feedback.](image-url)
the 3Vs (volume, velocity, and variety). *Laney Datafication or the constant collection of data is creating an increasingly large amount of data that drives innovation.*

In recent years, the greatest advancement in the field of machine learning was the introduction of deep learning. AI and deep learning are the new buzzwords in dentistry and they rely on big data.

Computer hardware has evolved dramatically, and now, large amount of data can be acquired and stored very efficiently. Rapid improvements in computing power allowed to train more sophisticated models to accomplish even more or even more complex tasks, that is, convolutional neural networks for image detection. Data are the key ingredient of machine learning as Modern software programs, sophisticated statistical analyzes, and algorithms require a tremendous amount of data to be able to predict treatment outcomes and analyze the shortcoming of past-approaches. Neural networks use multiple algorithms to attempt to mimic the human brain and based on Bayesian probabilistic graphical models. They require "large datasets to answer queries (questions) regarding a set of standard variables."

**What is a neural network and how does it eventually apply to orthodontic diagnosis?**

Neural networks consist of nodes loosely referred as neurons. Each node corresponds to a random variable. There are as many nodes as there are columns into a conventional data table. These nodes require inputs such as amount of overbite, overjet, and crowding which are initially randomly weighted (0 to 1%) and linked to nodes which calculate the correlation in the input layer. To further refine, the calculations and the aptitude of the network to "learn" from the data provided, "hidden layers" are added and create deep learning neural networks to strengthen the probabilities that the neural network predictions will be accurate. Basically, the neural networks learn to recognize patterns and assess the correct probability of success.

The simplest neural network consists of two layers created by a vertical arrangement of nodes and connectors forming one input and one output. The nodes can perform simple data processing through arithmetic functions. The connectivity between the nodes gives the power to the network. The color of the connectors represents the "weight" or the influence of the given node in the network [Figure 2].

The network then establishes the output or the most probable diagnosis. This output is dependent on the amount of data (input) and the weights allocated to the data at the input level. For neural networks to learn and be efficient, very large amount of data must be correctly labeled and weighted [Figure 3].

Finding and applying the most appropriate treatment approach to a specific malocclusion despite the multiple variables presented requires that the software accumulates and trains on a large quantity of data.

**SUPERVISED VERSUS UNSUPERVISED LEARNING**

The use of AI in Orthodontics is, for the moment, limited to supervised learning such as objects or point recognition. The best example is cephalometric software programs such as WEBceph™ or AudaxCeph™, Cephio™, CephX™, DentaliQ-Ortho™, EYES.OF.AI™, and FPT-Software™ which are trained to recognized points in cephalometric radiographs to facilitate cephalometric analyses. For clinical purposes, Cephalometric Landmark Identification Data could readily be

![Figure 2: Simple neural network showing the input layer, the hidden layer, and the output layer. The lines between the input layer and the hidden layer are of different colors illustrating different weights applied.](image-url)
extended even to predict and visualize soft-tissue changes after treatment. The application of AI in automated cephalometric landmark identification may lessen the burden and alleviate human errors. By gathering radiographic data automatically, it also helps reduce human tasks and the time required for both research and clinical purposes (Ji-Hoon Park et al.). AI showed as accurate an identification of cephalometric landmarks as did human examiners. AI always detects identical position which implies that AI may be the reliable option for repeatedly identifying multiple cephalometric landmarks [Figure 4] (Hye-Won Hwang et al.).

Another use of AI is found in the automation of case setups for indirect bracketing or production of aligners. These automated setups allow for the visualization of treatment outcomes using specific algorithms again based on supervised learning. More efficient biomechanical applications using 3D physics are already reported [35,36]. New algorithms are being developed to identify teeth in Cone Beam CTs automatically [Figure 5].

Unsupervised learning is referred to a higher level of complexity where the data provided is not labeled or classified. The computer program in an unsupervised mode will “train” algorithms to recognize patterns and suggest potential outcomes from a dataset [34]. In orthodontics, unsupervised learning is starting be used to input a large quantity of malocclusions and let the computer predict the

---

**Figure 3:** Deep neural network. The variables on the left are input into nodes. Random weights are allocated to the layers and allow the network to “learn” by back propagation.

**Figure 4:** Cephalometric automatic point detection.
most appropriate treatment options. The before and after treatment casts of a large number of orthodontic cases are fed into a neural network. The neural network will then recognize patterns and train itself to recognize and suggest the best course of action.\textsuperscript{[39]} Another application is to assist the orthodontist in choosing a modality of treatment such as an extraction or a non-extraction pattern.\textsuperscript{[40]} All reports are predictive in essence totally, but the authors warn that the validity of their findings is dependent on the training received by the neural network. This network would lose predictive accuracy rapidly if the case studied is not readily identified in the training dataset [Figure 6a and b].\textsuperscript{[39]}

![Figure 5: Indirect bracketing using artificial intelligence.](image)

![Figure 6: (a) Conventional approach to diagnose and treatment plan an orthodontic case. (b) Artificial intelligence supported approach to diagnose and treatment plan orthodontic cases.](image)
What can our profession do to prepare and be part of the upcoming AI revolution?

“Data is power” in the digital age and it becomes evident that solutions must be put forward to ensure that orthodontic data are protected by the profession in the same manner as medical data are not disseminated without previous understanding of its potential use.[41] When shared and protected adequately, the amount of data gathered each day in orthodontic offices combined to deep neural networks have the potential to become a great source of advancement for the profession. These neural networks will first need to be proven to be functional and reliable.

Big data feed deep learning machines. To be efficient and of use to the orthodontic field, significant amount of data needs to be gathered and processed. Malocclusions, with their multitude of variables presented to the orthodontist, require very complex networks before machine learning using unsupervised learning will have a significant impact on the treatment of malocclusions.

Even if some of the reports on the accomplishments of the latest algorithms seem revolutionary, the applications for this technology are narrow and difficult to implement. It will be up to the orthodontic profession to adapt to this new and highly disturbing environment. Currently, the bulk of the research is performed by companies leaving the orthodontic profession in a potential vulnerable position.
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