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Abstract

We present and analyze a discontinuous Galerkin method for the numerical modelling of the non-linear fully-coupled thermo-poroelastic problem. For the spatial discretization, we design a high-order discontinuous Galerkin method on polygonal and polyhedral grids based on a novel four-field formulation of the problem. To handle the non-linear convective transport term in the energy conservation equation we adopt a fixed-point linearization strategy. We perform a robust stability analysis for the linearized semi-discrete problem under mild requirements on the problem data. A priori $hp$-version error estimates in suitable energy norms are also derived. A complete set of numerical simulations is presented in order to validate the theoretical analysis, to inspect numerically the robustness properties, and to test the capability of the proposed method in a practical scenario inspired by a geothermal problem.
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1 Introduction

Poroelasticity inspects the interaction among fluid flow and elastic deformations within a porous medium and finds its origin in the works of Biot [10] and Terzaghi [39]. In several applications in the context of human geological activities, such as geothermal energy production and $CO_2$ sequestration, the temperature plays a key role in the description of the physical phenomena. In order to correctly describe these subsurface processes, the model should also take into account the influence of the temperature on the fluid flow and mechanical deformation, leading to a fully-coupled thermo-poroelastic (TPE) system of equations.

In the framework of geosciences applications, the subsoil is modelled as a fully-saturated poroelastic material under the additional assumptions of small deformations and quasi-static regime. The
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TPE model derived in [19] through a two-scale expansion [31] consists of three equations expressing the conservation of mass, momentum, and energy. For what concerns the first two equations, we can recognize the structure of the Biot’s system with an additional contribution of the temperature. In the conservation of mass, the temperature affects the fluid content, i.e. the amount of fluid that can be injected into a fixed control volume. In the momentum conservation equation, we observe the interplay among the Cauchy stress for the elastic skeleton and the isotropic terms coming from the pressure and the temperature. A complete study on the constitutive laws for the total stress tensor, the rate of change of fluid mass, and the rate of change of energy are presented in [23]. An alternative formulation of the TPE model is discussed in [40] under different assumptions on the deformations rates. In the general case, the energy conservation equation takes into account both the conductive and convective contributions. Properly handling the convective term is one of the main challenge, since it yields an additional non-linear coupling between fluid flow and heat flux. We highlight that, for small values of the Péclet number, this term can be neglected, e.g. [28, 33], where it is assumed that the energy is balanced only by conduction. In our analysis, we tackle this term by the use of a proper iterative linearization procedure.

In [18], the well-posedness of the fully-coupled TPE model is proved by writing the problem in a six-field mixed form. The aim of this paper is to present and study a novel formulation with the introduction of only one additional (scalar) equation, leading to a numerical method that is more appealing from the computational point of view. Moreover, the introduction of the pseudo-total pressure variable ensures inf-sup stability and robustness with respect to locking phenomena in the quasi-incompressible limit. In [12, 33, 35], an analogous approach is considered for the poroelastic problem. Note that, a further possibility for dealing with the quasi-incompressible case in the analysis of the Biot’s system is the introduction of the solid pressure (cf. [29, 37]). In [32], a theoretical investigation on the advantages of considering the pseudo-total pressure is presented.

The spatial discretization of the aforementioned problem is set into the framework of the discontinuous Galerkin (DG) finite element methods. Examples of the application of DG schemes can be found for second-order elliptic problems [4, 9], parabolic equations [20], and poroelasticity problems [3, 11, 24]. The DG methods are appealing since they guarantee both a high level of precision and flexibility. Moreover, as they can be recast in the context of polygonal and polyhedral grids (PolyDG [22]), they can seamlessly handle complex geometries. The analysis of the proposed four-field semi-discrete problem is carried out in the spirit of [2] and [13]. We establish a stability estimate under mild requirements on the problem data and tracking the dependencies on the model coefficients and final simulation time. We also show that the PolyDG formulation satisfies a priori $hp$-version error estimates in a suitable energy norms. The theoretical results are supported by numerical experiments on both benchmark and practical test cases.

The remaining part of the paper is structured as follows: in Section 2 we present the model problem, its four field formulation, and the linearization procedure to deal with the non-linear convective transport term. In Section 3 we derive the semi-discrete discontinuous Galerkin formulation. Then, in Section 4 and Section 5 we derive the stability estimate and a priori $hp$-version error estimates for the semi-discrete problem, respectively. Finally, in Section 6 we investigate the convergence performance and the robustness of the proposed method through a complete set of numerical tests with manufactured solutions. Moreover, a simulation inspired by a real case of geothermal energy production is presented.
2 Model problem and its weak form

Before presenting the differential problem, we introduce the notation for functional spaces. Given a bounded Lipschitz domain \( \omega \in \mathbb{R}^d \), \( d \in \{2; 3\} \), we denote by \( L^p(\omega) \) the standard Lebesgue spaces on \( \omega \) of index \( p \in [1, \infty] \) and by \( H^m(\omega) \) the Sobolev space of real-valued functions having weak partial derivatives of order up to \( m > 0 \) in \( L^2(\omega) \). For sake of brevity, through the article we often adopt the notation: \( \langle \cdot, \cdot \rangle_{\omega} = \langle \cdot, \cdot \rangle_{L^2(\omega)} \), \( \| \cdot \|_{\omega} = \| \cdot \|_{L^2(\omega)} \). Finally, for a final time \( T_f > 0 \) and a Banach space \( X \), we denote by \( L^p((0, T_f]; X) \) the Bochner space of \( X \)-valued functions in \( L^p((0, T_f]) \) endowed with the norm

\[
\|u\|_{L^p((0, T_f]; X)} = \left( \int_0^{T_f} \|u(t)\|_X^p \, dt \right)^{\frac{1}{p}}.
\]

Let \( \Omega \subset \mathbb{R}^d \), with \( d \in \{2, 3\} \), be an open bounded Lipschitz polygonal/polyhedral domain. The thermo-poroelasticity (TPE) problem \([17, 19, 18]\) reads: Find \( (u, p, T) \) such that in \( \Omega \times (0, T_f] \) it holds:

\[
\begin{align*}
\partial_t (a_0 T - b_0 p + \beta \nabla \cdot u) - c_f \nabla T \cdot (K \nabla p) - \nabla \cdot (\Theta \nabla T) &= H, \quad (1a) \\
\partial_t (c_0 p - b_0 T + \alpha \nabla \cdot u) - \nabla \cdot (K \nabla p) &= g, \quad (1b) \\
- \nabla \cdot \sigma(u, p, T) &= f. \quad (1c)
\end{align*}
\]

Here the variables \( (u, p, T) \) denote the displacement, the fluid pressure and the temperature distribution respectively, while \( H, g, f \) are the source terms, i.e. \( H \) is a heat source, \( g \) is a fluid mass source, and \( f \) is a body force. We assume that \( g, H \in L^2((0, T_f]; L^2(\Omega)) \) and \( f \in H^1((0, T_f]; L^2(\Omega)) \).

Note that in problem \([1]\), \( T \) represents the variation of the temperature distribution with respect to a reference value \([20]\). Equations \((1a), (1b), \) and \((1c)\) express the conservation of energy, mass and momentum, respectively. We refer the reader to \([19]\) for the detailed derivation of model \([1]\).

The total stress tensor \( \sigma \) is expressed in terms of the primary variables \( (u, p, T) \) according to the constitutive law

\[
\sigma(u, p, T) = 2\mu \epsilon(u) + \lambda \nabla \cdot u I - \alpha p I - \beta T I,
\]

where \( I \) is the identity tensor and \( \epsilon(u) = \frac{1}{2}(\nabla u + \nabla u^T) \) is the strain tensor. Problem \([1]\) is endowed with suitable initial conditions \( (u_0, p_0, T_0) \), for which we assume the regularity \( p_0, T_0 \in H^1_0(\Omega) \) and \( \nabla \cdot u_0 \in L^2(\Omega) \). For simplicity, we close the problem by considering homogeneous Dirichlet boundary conditions.

2.1 Thermo-poroelastic coefficients

The physical meaning and the unit of measure of the coefficients characterizing problem \([1]-[2]\) are reported in Table \([1]\).
Following [18], we introduce suitable assumptions on the TPE parameters:

**Assumption 1 (Model coefficients).**

1. the hydraulic mobility $K = (K)_{i,j=1}^d$ and heat conductivity $\Theta = (\Theta)_{i,j=1}^d$ are symmetric tensor fields which, for strictly positive real numbers $k_M > k_m$ and $\theta_M > \theta_m$, satisfy for a.e. $x \in \Omega$ and $\forall \zeta \in \mathbb{R}^d$

   $$k_m|\zeta|^2 \leq \zeta^T K(x) \zeta \leq k_M|\zeta|^2 \quad \text{and} \quad \theta_m|\zeta|^2 \leq \zeta^T \Theta(x) \zeta \leq \theta_M|\zeta|^2$$

2. the shear modulus $\mu$ and the fluid heat capacity $c_f$ are scalar fields such that $\mu : \Omega \rightarrow [\mu_m, \mu_M]$ and $c_f : \Omega \rightarrow [0, c_f M]$ with $0 < \mu_m \leq \mu_M$ and $0 \leq c_f M$;

3. the constants $\alpha, \beta, \lambda$ are strictly positive;

4. the constants $c_0, b_0, a_0$ are such that $a_0, c_0 \geq b_0 \geq 0$.

In what follows, starting from the analysis carried out in [23] and taking into account Assumption 1, we comment on the relations between the model parameters. First, we point out that the quantity $K = d^{-1}(\sigma + 2\mu)$ denotes the bulk modulus of the porous material and that the porosity $\phi \in (0, 1)$ represents the percentage of void space in the medium. The following relations hold:

$$b_0 = \frac{\beta(\alpha - \phi)}{K} + \phi a_f, \quad c_0 = \frac{\alpha - \phi}{K_s} + \frac{\phi}{K_f}, \quad \alpha = 1 - \frac{K}{K_s}, \quad (3)$$

where the parameters have the physical meaning summarized in Table 1. Note that from the definition of $\alpha$ we can derive the value of $K_s$ and substitute it into the definition of $c_0$ to get

$$K_s = \frac{K}{1 - \alpha} \Rightarrow c_0 = \frac{(1 - \alpha)(\alpha - \phi)}{K} + \frac{\phi}{K_f}.$$ 

Owing to the previous definition of the thermal dilatation coefficient $b_0$ and the storage coefficient $c_0$, it follows from the assumption $c_0 \geq b_0$ that

$$\beta < 1 - \alpha + \gamma_f, \quad \text{with} \quad \gamma_f = \frac{K \phi (1 - a_f K_f)}{K_f (\alpha - \phi)} \quad (4)$$

Table 1: TPE coefficients appearing in (1), (2), and (3)
Moreover, observing that $K$ and $K_s$ are positive constants satisfying the Hashin–Shtrikman bounds \cite{30}, we can obtain a sharper bound for the Biot–Willis coefficient $\alpha$ (see also \cite{43}), reading $\phi \leq 3\phi(2 + \phi)^{-1} \leq \alpha \leq 1$.

For the sake of brevity, in what follows we use the symbol $x \lesssim y$ to denote $x < Cy$, where $C$ is a positive constant independent of the thermo-poroelastic model’s parameters. Without loss of generality and in accordance with the physical interpretation of the model coefficient, we assume that $\gamma_f$ defined in \cite{4} satisfies $\gamma_f \lesssim 1$.

### 2.2 Four-field formulation

In this section, the four-field formulation of the quasi-static TPE problem \cite{1} is presented. The additional scalar equation is meant to ease the stability analysis of the problem without compromising the efficiency of its discretization in terms of computational cost. Following the idea of \cite{12,35}, we introduce the auxiliary variable $\varphi = \lambda \nabla \cdot \mathbf{u} - \alpha p - \beta T$, that represents a volumetric contribution to the total stress. We will refer to this variable as the pseudo-total pressure. Then, we can rewrite the divergence of the displacement and the stress tensor as functions of $\varphi$, obtaining the following four-field formulation:

\[
\begin{align*}
\left( \alpha_0 + \frac{\beta^2}{\lambda} \right) \frac{\partial^2 \varphi}{\partial t^2} + \left( \frac{\alpha \beta}{\lambda} - b_0 \right) \frac{\partial \varphi}{\partial t} - \frac{\beta}{\lambda} \varphi - c_f \nabla T \cdot (\mathbf{K} \nabla p) - \nabla \cdot (\Theta \nabla T) &= H, \\
\left( c_0 + \frac{\alpha^2}{\lambda} \right) \frac{\partial \mathbf{u}}{\partial t} + \left( \frac{\alpha \beta}{\lambda} - b_0 \right) \mathbf{u} &= g, \\
- \nabla \cdot (2\mu \varepsilon \mathbf{u}) - \varphi \mathbf{I} &= \mathbf{f}, \\
\varphi - \lambda \nabla \cdot \mathbf{u} + \alpha p + \beta T &= 0
\end{align*}
\]

in $\Omega \times (0, T_f]$. We introduce the functional spaces $\mathbf{V} = [H^1_0(\Omega)]^d$, $\mathbf{V} = H^1_0(\Omega)$, $Q = L^2(\Omega)$ and derive in time the last equation in \cite{3}. Multiplying with appropriate test functions, and summing all the resulting contributions, we obtain the total weak form of \cite{1}: For any time $t \in (0, T_f]$, find $(\mathbf{u}, p, T, \varphi)(t) \in \mathbf{V} \times V \times V \times Q$ such that

\[
\begin{align*}
(b_0(\dot{\varphi} - \dot{T}), q - S) + ((a_0 - b_0)\dot{T}, S) + ((c_0 - b_0)p, q) + \frac{1}{\lambda}(\varphi + \alpha \dot{p} + \beta \dot{T}, \psi + \alpha q + \beta S) & \\
+ (\Theta \nabla T, \nabla S) - (c_f \nabla T \cdot (\mathbf{K} \nabla p), S) + (\mathbf{K} \nabla p, \nabla q) + (2\mu \varepsilon(\mathbf{u}), \varepsilon(\mathbf{v})) + (\varphi, \nabla \cdot \mathbf{v}) & \\
- (\nabla \cdot \mathbf{u}, \psi) = (H, s) + (g, q) + (\mathbf{f}, \mathbf{v}) & \forall (\mathbf{v}, q, S, \psi) \in \mathbf{V} \times V \times V \times Q.
\end{align*}
\]

Problem \cite{3} is completed with suitable conditions on the initial pressure field $p(t = 0)$, temperature field $T(t = 0)$, and divergence of the displacement $\nabla \cdot \mathbf{u}(t = 0)$. Indeed, the initial condition on the pseudo-total pressure $\varphi(t = 0)$ is inferred from the previous ones according to the fourth equation in \cite{3}.

### 2.3 Linearization and well-posedness

We now propose a linearization procedure to deal with the non-linear convective transport term $(c_f \nabla T \cdot (\mathbf{K} \nabla p), S)$ in the weak formulation \cite{3}. Our strategy follows the lines of \cite{13} where the well-posedness analysis of the thermo-poroelastic non-linear problem is carried out for the fully-mixed variational formulation. Denoting by $m \geq 1$ the number of iterations, the fixed-point iterative
scheme reads: for all time $t \in (0, T_f]$, given the temperature gradient at the previous iteration $\nabla T^{m-1}(t)$, find $(u^m, p^m, T^m, \varphi^m)(t) \in V \times V \times V \times Q$ such that $\forall (v, q, S, \psi) \in V \times V \times V \times Q$ it holds:

$$
\begin{align*}
&b_0(\dot{p}^m - \dot{T}^m, q - S) + ((a_0 - b_0)\dot{T}^m, S) + ((c_0 - b_0)p^m, q) + \frac{1}{\lambda}(\varphi^m + \alpha \dot{p}^m + \beta T^m, \\
&\psi + \alpha q + \beta S) + (\Theta \nabla T^m, \nabla S) - (c_f \nabla T^{m-1} \cdot (K \nabla p^m), S) + (K \nabla p^m, \nabla q) \\
&+ (2\mu\varepsilon(u^m), \varepsilon(v)) + (\varphi^m, \nabla \cdot v) - (\nabla \cdot \dot{u}^m, \psi) = (H, S) + (g, q) + (f, v),
\end{align*}
$$

(7)

In what follows, we construct approximate PolyDG solutions to problem (8), for which we derive suitable a priori estimates. We apply the fixed-point iterative scheme (7) to the PolyDG discretization of the TPE non-linear problem and assess numerically its convergence performance. The theoretical analysis of the linearization method and the proof of the convergence to the weak solution of problem (8) will be the focus of a future work.
3 Discontinuous Galerkin semi-discrete problem

To derive the semi-discrete PolyDG approximation of the TPE problem we introduce a polytopic subdivision $T_h$ of the computational domain $\Omega$. An interface is defined as a planar subset of the intersection of the boundaries of any two neighbouring elements of $T_h$. We remark that if $d = 2$ an interface is a line segment, while if $d = 3$ an interface is a planar polygon, that can be further decomposed into a set of triangles. We denote with $F_B$ and $F_I$ the set of boundary and interior faces, respectively, and we set $F = F_B \cup F_I$. In what follows, we introduce the main assumptions on the mesh $T_h$ (cf. [21, 22]).

**Definition 4** (Polytopic regular mesh). A mesh $T_h$ is polytopic regular if for any $\kappa \in T_h$, there exist a set of non-overlapping simplices contained in $\kappa$, denoted by $\{S^F_\kappa\}_{F \subset \partial \kappa}$, such that, for any face $F \subset \partial \kappa$, the following condition holds:

$$h_\kappa \lesssim |S^F_\kappa| \cdot |F|^{-1},$$

with $h_\kappa$ denoting the diameter of the element $\kappa$.

**Assumption 5.** The mesh sequence $\{T_h\}_h$ satisfies the following properties:

**A.1** $\{T_h\}_h$ is uniformly polytopic-regular;

**A.2** For each $T_h \in \{T_h\}_h$ there exists a shape-regular, simplicial covering $T_h^*$ of $T_h$ such that, for each pair $\kappa, \kappa' \in T_h$ and $k \in T_h^*$ with $\kappa \subset k$ it holds

(i) $h_k \lesssim h_\kappa$;

(ii) $\max_{\kappa \in T_h} \text{card}\{\kappa' \in T_h : \kappa' \cap k \neq 0, k \in T_h^*; \kappa \subset k\} \lesssim 1$;

We remark that, under **A.1** the following inequality holds [20]:

$$\|v\|_{L^2(\partial \kappa)} \lesssim \frac{\ell}{h_\kappa^{1/2}} \|v\|_{L^2(\kappa)} \quad \forall v \in P^\ell(\kappa),$$

where $P^\ell(k)$ is the space of polynomials of degree less than or equal to $\ell$ in $\kappa$ and the hidden constant is independent of $\ell, h_\kappa$, and of the number of faces per element. We refer to [9] as discrete trace-inverse inequality. Then, we introduce the average and jump operators on each interior face $F \in F_I$ shared by the elements $\kappa^\pm$ as in [8]:

$$[u] = a^n + \frac{a^- - a^+}{2}, \quad [u]_n = a^n + \frac{a^- - a^+}{2}, \quad [\{u\}] = \frac{a^n + a^-}{2}$$

where $[a] = an + a^- n^-$, $\|a\| = a^+ + a^-$, $\|a\|_n = a^n + a^- n^-$, $\|a\| = a^+ + a^-$, $\|a\|_n = a^n + a^- n^-$, $\{a\} = a^+ + a^-$, $\{a\}_n = a^n + a^- n^-$, $\{A\} = A^+ + A^-$. For the sake of simplicity, we assume that the parameters $\Theta, K$, and $\mu$ are element-wise constant. Then, we can introduce the quantities $\overline{\Theta}_\kappa = \sqrt{|\Theta|_\kappa^2}$, $\overline{K}_\kappa = \sqrt{|K|_\kappa^2}$, and $\mu_\kappa = \mu|_\kappa$, where $\cdot_2$ denotes the $\ell^2$-norm in $\mathbb{R}^{d \times d}$. 


We now proceed deriving the semi-discrete formulation of problem (5). First, for $m, \ell \geq 1$ we introduce the discrete spaces
\begin{align*}
Q_h^m &= \{ v_h \in L^2(\Omega) : v_h|_k \in P^m(\kappa) \; \forall \kappa \in \mathcal{T}_h \}, \\
V_h^\ell &= \{ v_h \in L^2(\Omega) : v_h|_k \in P^\ell(\kappa) \; \forall \kappa \in \mathcal{T}_h \}, \\
V_h^T &= \{ v_h \in L^2(\Omega) : v_h|_k \in [P^\ell(\kappa)]^d \; \forall \kappa \in \mathcal{T}_h \}.
\end{align*}

In the following discussion, we focus on a Symmetric Interior Penalty formulation \cite{20, 21}. Thus, the PolyDG semi-discretization of problem (6) reads: For any $t \in (0, T_f)$, find $(u_h, p_h, T_h, \varphi_h)(t) \in V_h^\ell \times V_h^T \times Q_h^m$ such that
\begin{align*}
&b_0(\dot{p}_h - \dot{T}_h, q_h - S_h) + ((a_0 - b_0)\dot{T}_h, S_h) + ((c_0 - b_0)\dot{p}_h, q_h) + \frac{1}{\lambda}(\dot{\varphi}_h + \alpha \dot{p}_h + \beta \dot{T}_h), \\
&\psi_h + \alpha \varphi_h + \beta S_h + A_h^T(T_h, S_h) + \tilde{C}_h(T_h, p_h, S_h) + A_h^p(p_h, q_h) + A_h^A(u_h, v_h) \\
&- \mathcal{B}_h(\varphi_h, v_h) + \mathcal{B}_h(\psi_h, \lambda_h) + D_h(\varphi_h, \psi_h) = (H, S_h) + (g, q_h) + (f, v_h)
\end{align*}
\forall (v_h, q_h, S_h, \varphi_h) \in V_h^\ell \times V_h^T \times Q_h^m$, with initial conditions $(u_{h,0}, p_{h,0}, T_h, \varphi_h, 0)$ that are suitable approximation of the initial data of the model problem (1) and bilinear/trilinear forms defined by
\begin{align}
A_h^T(T, S) &= (\Theta \nabla_h T, \nabla_h S) - \sum_{F \in \mathcal{F}} \int_F \left( \| \Theta \nabla_h T \| \| S \| + \| T \| \| \Theta \nabla_h S \| + \sigma \| T \| \| S \| \right), \\
A_h^p(p, q) &= (K \nabla_h p, \nabla_h q) - \sum_{F \in \mathcal{F}} \int_F \left( \| K \nabla_h p \| \| q \| + \| p \| \| K \nabla_h q \| + \xi \| p \| \| q \| \right), \\
A_h^A(u, v) &= (2\mu \epsilon_h(u), \epsilon_h(v)) - \sum_{F \in \mathcal{F}} \int_F \left( \| 2\mu \epsilon_h(u) \| \| v \| + \| u \| \| 2\mu \epsilon_h(v) \| \right) \\
&\quad + \zeta \| u \| \| v \|, \\
\mathcal{B}_h(\varphi, v) &= -(\varphi, \nabla_h \cdot v) + \sum_{F \in \mathcal{F}} \int_F \left( \| \varphi \| \| v \| \right)_n, \\
\tilde{C}_h(T, p, S) &= -(c_f \nabla_h T \cdot (K \nabla_h p), S), \\
\mathcal{D}_h(\varphi, \psi) &= \sum_{F \in \mathcal{F}} \int_F \varphi \| \psi \| \| \psi \|.
\end{align}

Here, for all $w \in V_h^\ell$ and $w \in V_h^T$, $\nabla_h w$ and $\nabla_h \cdot w$ denote the broken differential operators whose restrictions to each element $k \in \mathcal{T}_h$ are defined as $\nabla_{w|_k}$ and $\nabla \cdot w|_k$, respectively, and $\epsilon_h(u) = \frac{1}{2}(\nabla_h u + \nabla_h u^T)$. The stabilization functions $\sigma, \xi, \zeta, \varrho \in L^\infty(\mathcal{F}_h)$ are defined according to \cite{20}:
\begin{align}
\sigma &= \begin{cases} 
\alpha_1 \max_{k \in \{\kappa^+, \kappa^-\}} \left( \frac{\Theta_h^2}{h_k} \right) & F \in \mathcal{F}_I, \\
\alpha_1 \Theta_h \ell^2 h_k^{-1} & F \in \mathcal{F}_B,
\end{cases} \\
\xi &= \begin{cases} 
\alpha_2 \max_{k \in \{\kappa^+, \kappa^-\}} \left( \frac{K_h^2}{h_k} \right) & F \in \mathcal{F}_I, \\
\alpha_2 K_h \ell^2 h_k^{-1} & F \in \mathcal{F}_B,
\end{cases} \\
\zeta &= \begin{cases} 
\alpha_3 \max_{k \in \{\kappa^+, \kappa^-\}} \left( \frac{\mu_h^2}{h_k} \right) & F \in \mathcal{F}_I, \\
\alpha_3 \mu_h \ell^2 h_k^{-1} & F \in \mathcal{F}_B,
\end{cases} \\
\varrho &= \begin{cases} 
\alpha_4 \min_{k \in \{\kappa^+, \kappa^-\}} \left( \frac{h_k}{m} \right) & F \in \mathcal{F}_I, \\
\alpha_4 h_k m^{-1} & F \in \mathcal{F}_B,
\end{cases}
\end{align}
where \( \alpha_1, \alpha_2, \alpha_3, \alpha_4 \in \mathbb{R} \) are positive constants to be properly defined. We point out that in the formulation above, we have decided to consider the same polynomial degree for the spaces \( V_h^t \) and \( V_h^e \), because we are mainly interested in approximation schemes yielding the same accuracy for the pore pressure, temperature, and displacement.

Finally, as done for the continuous case in Section 2.3, we introduce the linearized version of the PolyDG formulation consisting in replacing the non-linear convective term \( \tilde{C}_h(T_h, p_h, S_h) \) by the bilinear form

\[
C_h(p_h, S_h) = -(K \nabla_h p_h, \eta S_h),
\]

defined for a given vector field \( \eta \in (L^\infty(\Omega))^d \). In order to ease the notation, we introduce

\[
X_h = (u_h, p_h, T_h, \varphi_h), \quad Y_h = (v_h, q_h, S_h, \psi_h) \in X_h = V_h^t \times V_h^e \times V_h^s \times Q_h^m
\]

and we write the linearized semi-discrete variational formulation as: For any time \( t \in (0, T_f] \), find \( X_h \in X_h \) such that:

\[
M_h(\dot{X}_h, Y_h) + A_h(X_h, Y_h) - B_h(\varphi_h, v_h) + B_h(\psi_h, \dot{u}_h) = F(Y_h) \quad \forall \ Y_h \in X_h,
\]

where the bilinear form \( M_h, A_h : X_h \times X_h \to \mathbb{R} \) are defined such that

\[
M_h(X_h, Y_h) = b_0(p_h - T_h, q_h - S_h) + ((a_0 - b_0)T_h, S_h) + ((c_0 - b_0)p_h, q_h) + \lambda^{-1}(\varphi_h + \alpha p_h + \beta T_h, \psi_h + \alpha q_h + \beta S_h) + D_h(\varphi_h, \psi_h),
\]

\[
A_h(X_h, Y_h) = A_{h,T}(T_h, S_h) + C_h(p_h, S_h) + A_{h}^e(p_h, q_h) + A_{h}^v(u_h, v_h);
\]

and the expression of the linear functional in the right-hand side of (12) is given by

\[
F(Y_h) = (H, S_h) + (g, q_h) + (f, v_h).
\]

**Remark 6.** Note that, following the DG discretization of the Stokes problem analyzed in [3], in the semi-discrete formulation (12)-13 we have added an additional weakly consistent stabilization term for the pseudo-total pressure.

### 4 Stability analysis

The aim of this Section and Section 5 is to perform a complete numerical analysis of the linearized PolyDG semi-discretization (12). Before establishing an a priori estimate we define the energy norms and present some preliminary results. For carrying out our analysis we first define, for an integer \( l \geq 1 \), the broken Sobolev spaces

\[
H^l(\Omega) = \{ v_h \in L^2(\Omega) : v_h|_{\kappa} \in H^l(\kappa) \text{ } \forall \kappa \in T_h \}.
\]

and we introduce the shorthand notation \( ||\cdot|| = ||\cdot||_1 \) and \( ||\cdot||_F = (\sum_{F \in F} ||\cdot||_F^2)^{\frac{1}{2}} \). The DG-norms that will be used in the analysis are defined such that

\[
||S||_{DG,T}^2 = ||\nabla_h S||^2 + ||\nabla\sigma[S]||_F^2 \quad \forall \ S \in V_h^t,
\]

\[
||q||_{DG,p}^2 = ||\nabla_h q||^2 + ||\nabla\sigma[q]||_F^2 \quad \forall \ q \in V_h^e,
\]

\[
||v||_{DG,e}^2 = ||\sqrt{2\mu} \epsilon_h(v)||^2 + ||\sqrt{\lambda} \sigma[v]||_F^2 \quad \forall \ v \in V_h^e.
\]

We can now state the boundedness and coercivity of the bilinear forms in (10). Since the proof hinges on standard arguments on DG discretizations, we refer the reader to [6, Section 3] for all the details.
Lemma 7. Let Assumption 1 and Assumption 5 be satisfied. Assume that the parameters \( \alpha_1, \alpha_2, \) and \( \alpha_3 \) appearing in (11) are chosen sufficiently large. Then
\[
\begin{align*}
\mathcal{A}_h^p(T, S) \lesssim & \ |T|_{DG,T} |S|_{DG,T}, \quad \mathcal{A}_h^p(T, T) \gtrsim |T|_{DG,T}^2 \quad \forall \ T, S \in V_h^f, \\
\mathcal{A}_h^p(p, q) \lesssim & \ |p|_{DG,p} |q|_{DG,p}, \quad \mathcal{A}_h^p(p, p) \gtrsim |p|_{DG,p}^2 \quad \forall \ p, q \in V_h^f, \\
\mathcal{A}_h^p(u, v) \lesssim & \ |u|_{DG,e} |v|_{DG,e}, \quad \mathcal{A}_h^p(u, u) \gtrsim |u|_{DG,e}^2 \quad \forall \ u, v \in V_h^f.
\end{align*}
\]

The next Proposition establishes the positivity of the bilinear forms \( \mathcal{M}_h \) and \( \mathcal{A}_h \) in (12) and the inf-sup stability of the hydro-mechanical coupling given by \( B_h \).

Proposition 8. Let Assumption 1 and Assumption 2 hold and assume that the parameters \( \alpha_1, \alpha_2, \alpha_3, \) and \( \alpha_4 \) appearing in (11) are large enough. Then
(i) for all \( \vhi = (\vhi, q_h, S_h, \psi_h) \in X_h \) it holds
\[
\mathcal{M}_h(\vhi, \vhi) \gtrsim \left( \sqrt{a_0 - b_0} |S_h| + \sqrt{b_0} q_h \right)^2 + \| \sqrt{c_0 - b_0} \|_{DG,T}^2 + \mathcal{D}_h(\psi_h, \psi_h),
\]
with \( d_0 = (1 + \gamma_f - \alpha - \beta)(\alpha - \phi)K^{-1} \) and \( \gamma_f \) defined in (4):

(ii) under the additional requirement \( ||\eta||_{L^\infty(\Omega)^n} \lesssim \sqrt{\theta_m k_M^{-1}} \), for all \( \vhi \in X_h \)
\[
\mathcal{A}_h(\vhi, \vhi) \gtrsim ||S_h||_{DG,T}^2 + ||q_h||_{DG,p}^2 + ||\vhi||_{DG,e}^2;
\]

(iii) assuming that the polynomial degrees \( \ell \) and \( m \) satisfy \( \ell + 1 \geq m \), the bound
\[
\sup_{\vhi \neq \vhi \in V_h^f} \frac{B_h(\vhi, \varphi_h)}{||\vhi||_{DG,e}} \geq \mathcal{B}(\varphi_h) \geq \mathcal{B} ||\varphi_h|| \quad \forall \varphi_h \in Q_h^n
\]
is valid with \( \mathcal{B} > 0 \) depending on \( \ell \) and \( m \) but independent of the mesh size \( h \).

Proof. (i) Let \( \vhi = (\vhi, q_h, S_h, \psi_h) \in X_h \). In order to prove (14), we recall the definition of the thermal dilatation coefficient \( b_0 \) and bulk modulus \( K \) to infer
\[
\begin{align*}
\mathcal{M}_h(\vhi, \vhi) & \gtrsim ||\sqrt{a_0 - b_0} \psi_h + \alpha q_h + \beta S_h||^2 + ||\sqrt{c_0 - b_0} S_h||^2 \\
& + ||\sqrt{b_0} (S_h - q_h)||^2 + ||\sqrt{\gamma_f} (\psi_h, \psi_h) \|_{DG,T}^2 + \mathcal{D}_h(\psi_h, \psi_h) \\
& \geq ||\sqrt{K} \psi_h + \alpha q_h + \beta S_h||^2 + ||\sqrt{a_0 - b_0} S_h||^2 + ||\sqrt{\gamma_f} (\psi_h, \psi_h) \|_{DG,T}^2 + \mathcal{D}_h(\psi_h, \psi_h) \\
& + ||\sqrt{b_0} (S_h - q_h)||^2 + ||\sqrt{\beta(\alpha - \phi)}K^{-1} (S_h - q_h)||^2.
\end{align*}
\]
Then, let \( d_0 = (1 + \gamma_f - \alpha - \beta)(\alpha - \phi)K^{-1} \geq 0 \) and we express \( \psi_h \) as a linear combination of the terms appearing in the right-hand side of the previous bound, i.e.
\[
\sqrt{d_0} \psi_h = c_1 \left( \frac{\psi_h + \alpha q_h + \beta S_h}{\sqrt{K}} \right) + c_2 \left( \frac{\beta(\alpha - \phi)}{\sqrt{K}} (S_h - q_h) \right) + c_3 \left( \alpha q_h \right)
\]
with coefficients \( c_1 = \sqrt{1 + \gamma_f - \alpha - \beta} \leq 1, c_2 = \sqrt{\beta(1 + \gamma_f - \alpha - \beta)} \leq 1 \) and \( c_3 = \alpha + \beta \leq 1 \) according to (4). Hence, using the triangle inequality one has
\[
||\psi_h||^2 \lesssim ||\frac{\alpha q_h}{2} q_h||^2 + ||\frac{\beta(\alpha - \phi)}{\sqrt{K}} (S_h - q_h)||^2 + ||\psi_h + \alpha q_h + \beta S_h||^2.
\]
Finally, plugging the previous bound into (17) yields the conclusion.

(iii) We now proceed with the proof of property (15). First, we observe that we can bound the transport term \( C_h \) from below by using a discrete Poincaré inequality (cf. [15] and [25, Corollary 5.4]) together with the Young inequality to obtain

\[
C_h(q_h, \phi_h) \gtrsim \frac{1}{2} \|\sqrt{K} \nabla h \phi_h\|^2 - \frac{k_M \|\eta\|^2_{L^\infty(\Omega)^d}}{2\theta_m} \|\sqrt{\Theta} \nabla h T_h\|^2.
\]

Thus, owing to the coercivity properties stated in Lemma 7 it is inferred that

\[
A_h(Y_h, Y_h) \gtrsim \left( 1 - \frac{k_M \|\eta\|^2_{L^\infty(\Omega)^d}}{2\theta_m} \right) \|S_h\|^2_{DG,T} + \|q_h\|^2_{DG,p} + \|v_h\|^2_{DG,e},
\]

which corresponds to (15) under the assumption that \( \theta_m \gtrsim k_M \|\eta\|^2_{L^\infty(\Omega)^d} \).

Remark 9. The theoretical requirement on \( \|\eta\|_{L^\infty(\Omega)^d} \) introduced to prove (15) is meant to simplify the stability analysis but, as we observe in the robustness test cases of Section 6.2, is not needed in practice. Indeed, it is possible to weaken the assumption by controlling the convective term \( C_h \) using the generalized inf-sup condition (16) and the positive terms in (14).

4.1 Stability estimates

In this section we derive the a priori estimate for the semi-discrete problem (12). To ease the notation we define the norm

\[
\|X_h\|_h^2 = \|(B + d_0) \frac{1}{2} \phi_h\|^2 + (a_0 - b_0) \|T_h\|^2 + (c_0 - b_0) \|p_h\|^2 + \|u_h\|^2_{DG,e},
\]

for all \( X_h = (u_h, p_h, T_h, \phi_h) \in X_h \), with \( d_0 \) and \( B \) defined as in Proposition 8. We remark that the stability estimate below shows a linear dependence on the final time \( T_f \) since we are able to establish the result without resorting to the Grönwall Lemma.

Theorem 10. Let the assumptions of Proposition 8 be satisfied and let \( X_h = (u_h, p_h, T_h, \phi_h)(t) \in X_h \) be the solution of (12) for any \( t \in (0, T_f) \). Then, it holds

\[
\sup_{t \in (0, T_f)} \left( \|X_h\|^2_h + \int_0^{T_f} \left( \|T_h(s)\|^2_{DG,T} + \|p_h(s)\|^2_{DG,p} \right) ds \right) \leq R_0 + \theta_m^{-1} \|H\|^2_{L^2((0,T_f);L^2(\Omega))} + k_m^{-1} \|g\|^2_{L^2((0,T_f);L^2(\Omega))} + (T_f + \mu_m^{-1}) \|f\|^2_{H^1((0,T_f);L^2(\Omega))},
\]

with \( R_0 = M_h(X_{h,0}, X_{h,0}) + \|u_{h,0}\|^2_{DG,e} + (1 + \mu_m^{-1}) \|f(0)\|^2 \) depending on the initial condition \( X_{h,0} \in X_h \) and where the hidden constant does not depend on the final time \( T_f \), the mesh size \( h \), and the polynomial degrees \( \ell, m \).

Proof. We divide the proof into four steps. First, we use the inf-sup condition (16) to obtain a robust estimate on \( \phi_h \) which holds also when \( d_0 \) vanishes. Then, we derive the total energy balance associated to (12). In the third step, we estimate the right-hand side of the previous energy balance and in the fourth step we conclude.
**Step 1:** Taking \( Y_h = (v_h, 0, 0) \) as test function in (12) one has
\[
B_h(\phi_h, v_h) = A_h^e(u_h, v_h) - (f, v_h).
\]
Plugging the previous identity into (16), using Lemma (7), and applying the discrete Poincaré–Korn inequality (14) it is inferred that
\[
\mathbb{B}^2||\phi_h||^2 \lesssim D_h(\phi_h, \varphi_h) + \left( \sup_{0 \neq v_h \in V_h^t} \frac{A^e_h(u_h, v_h) - (f, v_h)}{||v_h||_{DG,e}} \right)^2 \tag{18}
\]
\[
\lesssim D_h(\phi_h, \varphi_h) + ||u_h||^2_{DG,e} + \mu_m^{-1}||f||^2.
\]
Therefore, it follows from the estimates (14) and (18) that
\[
||X_h||^2 \lesssim M_h(X_h, X_h) + ||u_h||^2_{DG,e} + \frac{||f||^2}{\mu_m} \tag{19}
\]
**Step 2:** Let \( t \in (0, T_f) \). We test (12) with \( Y_h = (\hat{u}_h, p_h, T_h, \varphi_h) \) to get
\[
\mathcal{M}_h(\hat{X}_h, X_h) + A_h^e(u_h, u_h) + A_h^e(T_h, T_h) + C_h(p_h, T_h) + A_h^e(p_h, p_h)
\]
\[ - B_h(\phi_h, \hat{u}_h) + B_h(\varphi_h, u_h) = (H, T_h) + (g, p_h) + (f, \hat{u}_h). \tag{20}
\]
Owing to the symmetry of the bilinear forms \( \mathcal{M}_h \) and \( A_h^e \) we observe that
\[
(\mathcal{M}_h(X_h, X_h) + A_h^e(u_h, u_h))(t) = \frac{1}{2} \frac{d}{dt} (\mathcal{M}_h(X_h, X_h)(t) + A_h^e(u_h, u_h)(t)).
\]
Using the previous identity and integrating (20) in time between 0 and \( t \), we have
\[
\frac{1}{2} (\mathcal{M}_h(X_h, X_h) + A_h^e(u_h, u_h))(t) + \int_0^t \left( A_h^e(T_h, T_h) + C_h(p_h, T_h) + A_h^e(p_h, p_h) \right) (s) \, ds
\]
\[
= \int_0^t ((H, T_h) + (g, p_h) + (f, \hat{u}_h)) (s) \, ds + \frac{1}{2} (\mathcal{M}_h(X_h, X_h) + A_h^e(u_h, u_h))(0).
\]
We can bound from below the left-hand side of the previous energy balance by using (15) and (19) to obtain
\[
||X_h(t)||^2 + \int_0^t \left( ||T_h(s)||^2_{DG,T} + ||p_h(s)||^2_{DG,p} \right) \, ds \lesssim M_h(X_{h,0}, X_{h,0})
\]
\[
+ ||u_{h,0}||^2_{DG,e} + \frac{||f(t)||^2}{\mu_m} + \int_0^t ((H, T_h) + (g, p_h) + (f, \hat{u}_h)) (s) \, ds
\]
\[
\lesssim M_h(X_{h,0}, X_{h,0}) + ||u_{h,0}||^2_{DG,e} + R_1 + R_2 + R_3, \tag{21}
\]
with \( X_{h,0} = (u_{h,0}, p_{h,0}, T_{h,0}, \varphi_{h,0}) \) corresponding to the initial condition of the semi-discrete problem (12) and
\[
R_1 = \mu_m^{-1}||f(t)||^2, \quad R_2 = \int_0^t ((H, T_h)(s) + (g, p_h)(s)) \, ds, \quad \text{and} \quad R_3 = \int_0^t (f, \hat{u}_h)(s) \, ds.
\]
12
Recalling the regularity assumption to infer that $R \in H^1((0,T_f];L^2(\Omega))$ and using the fact that $F(t) = F(0) + \int_0^t \dot{F}(s) \, ds$ for all $F \in H^1([0,t])$, we have

$$R_1 \leq \mu_m^{-1} ||f(t)||^2 \lesssim \mu_m^{-1} \left( \int_0^t ||\dot{f}(s)||^2 \, ds + ||f(0)||^2 \right). \tag{22}$$

In order to bound the term $R_2$ we use the Cauchy–Schwarz, discrete Poincaré, and Young inequality to infer that

$$R_2 \leq \int_0^t \left( ||H|| ||T_h|| + ||g|| ||p_h|| \right)(s) \, ds$$

$$\lesssim \int_0^t \left( \theta_m^{-\frac{1}{2}} ||H|| ||T_h||_{DG,T} + k_m^{-\frac{1}{2}} ||g|| ||p_h||_{DG,p} \right)(s) \, ds \tag{23}$$

$$\lesssim \int_0^t \left( ||T_h(s)||_{DG,T} + ||p_h(s)||_{DG,p} \right) \, ds + \int_0^t \left( \theta_m^{-1} ||H(s)||^2 + k_m^{-1} ||g(s)||^2 \right) \, ds$$

Concerning the term $R_3$, since $f \in H^1((0,T_f];L^2(\Omega))$, we are allowed to integrate by parts with respect to time and obtain

$$R_3 = \int_0^t -\langle \dot{f}, u_h \rangle(s) \, ds + \langle f, u_h \rangle(t) - \langle f, u_h \rangle(0)$$

$$\lesssim \int_0^t t^{\frac{1}{2}} ||\dot{f}(s)|| t^{-\frac{1}{2}} ||u_h|| \, ds + ||f(t)|| ||u_h(t)|| + ||f(0)|| ||u_{h,0}|| \tag{24}$$

$$\lesssim \int_0^t \left( t ||\dot{f}(s)||^2 + \frac{||u_h(s)||_{DG,e}^2}{t} \right) \, ds + ||u_h(t)||_{DG,e}^2 + ||f(0)||^2 + ||u_{h,0}||_{DG,e}^2,$$

where, to pass to the third line, we have used again the discrete Korn–Poincaré inequality followed by the Young inequality and the second inequality in (22). Moreover, taking the supremum for $s \in (0,t]$ in the second integrand in (24) leads to

$$R_3 \lesssim t \int_0^t ||\dot{f}(s)||^2 \, ds + \sup_{s \in (0,t]} ||u_h(s)||_{DG,e}^2 + ||f(0)||^2 + ||u_{h,0}||_{DG,e}^2. \tag{25}$$

**Step 3**: To conclude, we plug the estimates (22), (23), and (25) into (21) and we take the supremum for $t \in (0,T_f]$ with $0 < t \leq T_f$, to get

$$\sup_{t \in (0,T_f]} \left( ||X_h||_e^2 + \int_0^t \left( ||T_h(s)||_{DG,T}^2 + ||p_h(s)||_{DG,p}^2 \right) \, ds \right) \lesssim \frac{1}{2} \sup_{t \in (0,T_f]} ||u_h(s)||_{DG,e}^2$$

$$+ \frac{1}{2} \int_0^T \left( ||T_h(s)||_{DG,T}^2 + ||p_h(s)||_{DG,p}^2 \right) \, ds + \int_0^T \left( \frac{||H(s)||^2}{\theta_m} + \frac{||g(s)||^2}{k_m} \right) \, ds$$

$$+ \frac{7\mu_m + 1}{\mu_m} \int_0^T ||\dot{f}(s)||^2 \, ds + \frac{1 + \mu_m}{\mu_m} ||f(0)||^2 + M_h(X_{h,0}, X_{h,0}) + ||u_{h,0}||_{DG,e}^2.$$
Rearranging the previous bound, it is inferred that

\[
\sup_{t \in [0, T]} (||X_h||^2_{2}) + \int_0^T (||T_h(s)||^2_{DG,T} + ||p_h(s)||^2_{DG,p}) \, ds \\
\lesssim R_0 + \int_0^T \left( \frac{||H(s)||^2}{\theta_m} + \frac{||g(s)||^2}{k_m} + \frac{t \mu_m + 1}{\mu_m} ||f(s)||^2 \right) \, ds,
\]

where we have defined \( R_0 = M_h(X_{h,0}, X_{h,0}) + ||u_{h,0}||^2_{DG,e} + (1 + \mu_m^{-1})||f(0)||^2 \) only depending on the initial problem data. Since (26) holds for an arbitrary \( t \in (0, T_f) \), this concludes the proof. \( \square \)

## 5 Error analysis

In this section we establish an a priori error estimate for the solution of the PolyDG semi-discrete problem. For the sake of simplicity, we decide not to explicitly track the dependencies of the inequality constants with respect to the model coefficients. Hence, in what follows, the constant hidden in the notation \( x \lesssim y \) might depend on the thermo-poroelastic parameters and on \( ||\eta||^2_{L^\infty(\Omega)} \).

We start by defining the DG-norms that will be needed in the error analysis

\[
||S||^2_{DG,T} = ||S||^2_{DG,T} + ||\sigma^{-1/2} (\Theta \nabla_h S) ||^2_F \quad \forall S \in H^2(T_h), \\
||q||^2_{DG,p} = ||q||^2_{DG,p} + ||\xi^{-1/2} (K \nabla_h q) ||^2_F \quad \forall q \in H^2(T_h), \\
||v||^2_{DG,e} = ||v||^2_{DG,e} + ||\zeta^{-1/2} (\epsilon_h(v)) ||^2_F \quad \forall v \in H^2(T_h), \\
||\psi||^2_{DG,\varphi} = ||\psi||^2 + ||\theta^{1/2} (\psi) ||^2_F \quad \forall \psi \in H^1(T_h).
\]

Then, we introduce the interpolants \( X_I = (u_I, p_I, T_I, \varphi_I) \in X_h \) of the solution to the continuous formulation. In order to properly bound the interpolation errors, we define the Stein extension operator and state a result instrumental for the error analysis. For a polytopic mesh \( T_h \) satisfying Assumption A.2, the Stein operator \( \mathcal{E} : H^m(\kappa) \to H^m(\mathbb{R}^d) \) is defined for any \( \kappa \in T_h \) and \( m \in \mathbb{N}_0 \) such that

\[
\mathcal{E}v|_{\kappa} = v, \quad ||\mathcal{E}v||_{H^m(\mathbb{R}^d)} \lesssim ||v||_{H^m(\kappa)} \quad \forall v \in H^m(\kappa).
\]

The corresponding vector-valued version acts component-wise and is denoted in the same way. In what follows, for any \( \kappa \in T_h \), we will denote by \( K_\kappa \) the simplex belonging to \( T_h \) such that \( \kappa \subset K_\kappa \). Then, the following approximation properties hold (see [6] Lemma 3.6, [20] Theorem 36, and [5] Corollary 5.1 for the detailed proof):

**Lemma 11.** Let Assumption 3 be fulfilled. For any \( S \in H^m(T_h), q \in H^m(T_h), w \in H^m(T_h) \) with \( n \geq 2 \), there exist \( S_I \in V_h^\ell, q_I \in V_h^\ell, w_I \in V_h^\ell \) such that

\[
||S - S_I||^2_{DG,T} + ||q - q_I||^2_{DG,p} \lesssim \sum_{\kappa \in T_h} \frac{h^{2\min(\ell + 1,n) - 2}}{\kappa^{2n-3}} (||\mathcal{E}S||^2_{H^m(K_\kappa)} + ||\mathcal{E}q||^2_{H^m(K_\kappa)}) \\
||w - w_I||^2_{DG,e} \lesssim \sum_{\kappa \in T_h} \frac{h^{2\min(\ell + 1,n) - 2}}{\kappa^{2n-3}} ||\mathcal{E}w||^2_{H^m(K_\kappa)}.
\]
Moreover, let $\psi \in H^1(\mathcal{T}_h)$ be such that $(\mathcal{E}\psi)|_\kappa \in H^r(\kappa)$ for some $r \geq 1$ and for all $\kappa \in \mathcal{T}_h$. Then, there is $\psi_I \in Q_h^m$ such that
\[
||\psi - \psi_I||_{L^2G,\varphi} + D_h(\psi - \psi_I, \psi - \psi_I) \leq \sum_{\kappa \in \mathcal{T}_h} h^{2\min\{m_\kappa + 1, r\}} ||\mathcal{E}\psi||^2_{H^r(\kappa_\kappa)}.
\]

## 5.1 Error equations

We continue the error analysis with the derivation of the equations satisfied by the discretization errors $E = (e^u, e^p, e^T, e^\varphi)$, where
\[
e^u(t) = u(t) - u_h(t), \quad e^p(t) = p(t) - p_h(t),
\]
\[
e^T(t) = T(t) - T_h(t), \quad e^\varphi(t) = \varphi(t) - \varphi_h(t),
\]
with $X_h = (u_h, p_h, T_h, \varphi_h)$ and $X = (u, p, T, \varphi)$ denoting for all $t \in (0, T_f)$ the solutions to (12) and (8), respectively. We remark that the errors can be splitted as $E(t) = E_I(t) - E_h(t)$, where $E_I(t) = X(t) - X_I(t)$ and $E_h(t) = X_I(t) - X_h(t)$.

In order to extend the bilinear forms defined in (10) to the space of continuous solutions we need further regularity requirements on $X = (u, p, T, \varphi)$. In particular, we assume element-wise $H^2$-regularity of the displacement, temperature, and pressure together with the continuity of the normal stress, fluid flow, and heat flux across the interfaces $F \in F_I$ for all time $t \in (0, T_f)$. We also require $\varphi \in H^1((0, T_f); H^1(\Omega))$, so that the stabilization term $D_h$ in (12) vanishes when tested with the exact solution. This further hypothesis on the regularity of the pseudo-total pressure can be inferred from the continuous formulation by reasoning as in (13) Section 2.3.3.

Under the previous regularity assumptions, we can insert the exact solutions $(u, p, T, \varphi)$ into (12) obtaining a formulation equivalent to (8). Subtracting the resulting equation from problem (12) defining the discrete solutions, we infer
\[
\mathcal{M}_h(\dot{E}, Y_h) + A_h(E, Y_h) - B_h(e^\varphi, v_h) + B_h(\psi_h, \dot{e}^u) = 0
\]
for all $Y_h = (v_h, q_h, S_h, \psi_h) \in X_h$. Here we assume that problem (12) is supplemented by initial conditions $X_{h,0} = (u_1(0), p_1(0), T_1(0), \varphi_1(0))$, where $u_1, p_1, T_1, \varphi_1$ are the interpolants given by Lemma 11 so that the error equation (27) is completed by the condition $E_h(0) = 0$. We now test (27) against $(\dot{e}^u_h, e^p_h, e^T_h, e^\varphi_h)$ and use the linearity of the bilinear forms to obtain
\[
\mathcal{M}(\dot{E}_h, E_h) + A^u_h(e^u_h, e^u_h) + C_h(e^p_h, e^p_h) + A^T_h(e^T_h, e^T_h) + A^\varphi_h(e^\varphi_h, e^\varphi_h) = \mathcal{M}(\dot{E}_I, E_h)
\]
\[
+ A^T_h(e^T_h, e^T_h) + C_h(e^p_h, e^p_h) + A^\varphi_h(e^\varphi_h, e^\varphi_h) + A^\varphi_h(e^\varphi_h, \dot{e}^u_h) - B_h(e^\varphi_h, \dot{e}^u_h) + B_h(e^\varphi_h, \dot{e}^u_h)
\]

The previous identity is the starting point for the error estimate of the next section.

## 5.2 Error estimate

In this section we derive the a priori estimate for the semi-discrete problem (12). Before doing so, we provide an instrumental result establishing the boundedness of the discrete bilinear forms defined in (10).
Lemma 12. Let Assumption \([7]\) and Assumption \([5]\) be satisfied and assume that the polynomial degrees of the PolyDG approximation satisfy \(m \leq \ell + 1\). Then,

\[
\begin{align*}
\mathcal{A}_h^T(T, S) &\lesssim |||T|||_{DG,T}|||S|||_{DG,T} \quad \forall \ T \in H^2(\mathcal{T}_h), \forall \ S \in V_h^e, \\
\mathcal{A}_h^p(p, q) &\lesssim |||p|||_{DG,p}|||q|||_{DG,p} \quad \forall \ p \in H^2(\mathcal{T}_h), \forall \ q \in V_h^e, \\
\mathcal{A}_h^e(u, v) &\lesssim |||u|||_{DG,e}|||v|||_{DG,e} \quad \forall \ u \in H^2(\mathcal{T}_h), \forall \ v \in V_h^e, \\
\mathcal{C}_h(p, S) &\lesssim |||p|||_{DG,p}|||S|||_{DG,T} \quad \forall \ p \in H^2(\mathcal{T}_h), \forall \ S \in V_h^e, \\
\mathcal{B}_h(\psi, u) &\lesssim |||\psi|||_{DG,\psi}|||u|||_{DG,e} \quad \forall \ \psi \in H^1(\mathcal{T}_h), \forall \ u \in V_h^e, \\
\mathcal{B}_h(\psi, u) &\lesssim |||\psi||| |||u|||_{DG,e} \quad \forall \ \psi \in Q_h^m, \forall \ u \in H^2(\mathcal{T}_h),
\end{align*}
\]

Proof. For the boundedness of the bilinear form \(\mathcal{A}_h^T, \mathcal{A}_h^p, \mathcal{A}_h^e\) we refer to [11] Lemma 3.1 and [12] Lemma A.2. The boundedness of \(\mathcal{C}_h\) directly follows from the application of Cauchy-Schwarz inequality and the definitions of the norms |||·|||_{DG,p}|||·|||_{DG,T}. Concerning the first boundedness property of \(\mathcal{B}_h\), we let \(\psi \in H^1(\mathcal{T}_h), u \in V_h^e\) and apply twice the Cauchy–Schwarz inequality to obtain

\[
\mathcal{B}_h(\psi, u) \lesssim |||\psi||| |||\nabla_h u||| \left( \sum_{F \in \mathcal{F}} \left( \sum_{\ell \in \mathcal{F}} \| \nabla \psi \|_{n} \right)^2 \right)^{\frac{1}{2}}.
\]

(29)

Additionally, we remark that

\[
\varrho^{-1} = \alpha_4^{-1} \max_{\kappa \in \{\kappa^+, \kappa^-\}} \left( \frac{m}{h_{\kappa}} \right) \lesssim \max_{\kappa \in \{\kappa^+, \kappa^-\}} \left( \frac{m}{\ell^2} \right) \lesssim \zeta,
\]

where in the last inequality we have used the hypothesis \(m \leq \ell + 1\). Therefore, as a result of (29) and the definition of the DG-norms we have

\[
\mathcal{B}_h(\psi, u) \lesssim |||\psi|||_{DG,\psi}|||u|||_{DG,e}.
\]

Finally, we consider the boundedness of \(\mathcal{B}_h\) in the case \(\psi \in Q_h^m, u \in H^2(\mathcal{T}_h)\). Proceeding as in (29) we obtain

\[
\mathcal{B}_h(\psi, u) \lesssim |||\psi||| |||\nabla_h u||| \left( \sum_{F \in \mathcal{F}} \frac{\| \nabla \psi \|_{n}^2}{\zeta} \right)^{\frac{1}{2}} \left( \sum_{F \in \mathcal{F}} \zeta \| \nabla \psi \|_{n}^2 \right)^{\frac{1}{2}} \lesssim |||\psi||| |||u|||_{DG,e},
\]

where the final bound results from the discrete trace inequality [9].

We are now ready to state the main result of this section:

Theorem 13. Let the assumptions of Theorem [10] hold. Let the solution \(X = (u, p, T, \varphi) \in C^0((0, T]; V \times V \times V \times Q)\) of problem (5) satisfy the additional regularity

\[
X \in C^1 ((0, T); H^1(\mathcal{T}_h) \times H^k(\mathcal{T}_h) \times H^p(\mathcal{T}_h) \times (H^p(\mathcal{T}_h) \cap H^1(\Omega))),
\]

where

(5)
with \( j, k, n, p \geq 2 \) and let \( X_h = (u_h, p_h, T_h, \varphi_h) \subset C^1((0, T]; X_h) \) be the solution of problem (12). Then, for any \( t \in (0, T_f) \), the error \( E_h(t) = (e_h^p, e_h^T, e_h^\varphi, e_h) \) satisfies

\[
\|E_h(t)\|_X^2 + \int_0^t \left( \|e_h^p(s)\|^2_{DG,T} + \|e_h^T(s)\|^2_{DG,P} \right) ds \\
\lesssim \sum_{k \in T_h} \frac{h^2 \min\{m_k + 1, k\} - 2}{\ell_k^3} \left[ \|\mathcal{E}u\|_{H^1(K)}^2 + \int_0^t \|\mathcal{E}\dot{u}(s)\|_{H^1(K)}^2 ds \right] \\
+ \sum_{k \in T_h} \frac{h^2 \min\{l_k + 1, k\} - 2}{\ell_k^3} \int_0^t \left[ \|\mathcal{E}p(s)\|_{H^1(K)}^2 + \|\mathcal{E}\dot{p}(s)\|_{H^1(K)}^2 \right] ds \\
+ \sum_{k \in T_h} \frac{h^2 \min\{m_k + 1, k\} - 2}{m_k^2} \int_0^t \left[ \|\mathcal{E}\varphi\|_{H^1(K)}^2 + \int_0^t \|\mathcal{E}\dot{\varphi}(s)\|_{H^1(K)}^2 ds \right] ds \\
+ \sum_{k \in T_h} \frac{h^2 \min\{m_k + 1, p\}}{m_k^{3p}} \left[ \|\mathcal{E}u\|_{H^1(K)}^2 + \int_0^t \|\mathcal{E}\dot{u}(s)\|_{H^1(K)}^2 ds \right],
\]

where the hidden constant depends on the time \( t \) and on the material properties, but are independent of the discretization parameters.

**Proof.** Owing to the symmetry of \( M_h \) and \( A_h^\nu \) and moving the time derivative from the discretization error to the interpolation one, we rewrite equation (28) as

\[
\frac{1}{2} \frac{d}{dt} \left( M(E_h, E_h) + A_h^\nu(e_h^\nu, e_h^\nu) \right) + A_h^T(e_h^T, e_h^\nu) + C_h(e_h^p, e_h^\nu) + A_h^\varphi(e_h^\varphi, e_h^\nu) \\
= M(\dot{E}_h, E_h) + A_h^T(e_h^T, e_h^\nu) + C_h(e_h^p, e_h^\nu) + A_h^\varphi(e_h^\varphi, e_h^\nu) + \frac{d}{dt} A_h^\nu(e_h^\nu, e_h^\nu) \\
- A_h^\nu(e_h^\nu, e_h^\nu) - \frac{d}{dt} B_h(e_h^\nu, e_h^\nu) + B_h(e_h^\nu, e_h^\nu) + B_h(e_h^\nu, e_h^\nu).
\]

Then, integrating with respect to time between 0 and \( t \leq T_f \), recalling that \( E_h(0) = 0 \), and proceeding as in the proof of Theorem 10 we get

\[
\|E_h(t)\|_X^2 + D_h(e_h^\nu(t), e_h^\nu(t)) + \int_0^t \left( \|e_h^p(s)\|^2_{DG,T} + \|e_h^T(s)\|^2_{DG,P} \right) ds \\
\lesssim R_1(t) + \int_0^t (R_2(s) + R_3(s) + R_4(s)) ds,
\]

where the terms in the right-hand side are given by

\[
R_1 = A_h^\nu(e_h^\nu, e_h^\nu) - B_h(e_h^\nu, e_h^\nu), \\
R_2 = M_h(\dot{E}_h, E_h), \\
R_3 = A_h^T(e_h^T, e_h^\nu) + C_h(e_h^p, e_h^\nu) + A_h^\varphi(e_h^\varphi, e_h^\nu), \\
R_4 = -A_h^\nu(e_h^\nu, e_h^\nu) + B_h(e_h^\nu, e_h^\nu) + B_h(e_h^\nu, e_h^\nu).
\]

We bound \( R_1, R_2, R_3, R_4 \) by the repeated use of standard inequalities (i.e. Cauchy-Schwarz, Young, and triangle inequalities) and Lemma 12 to obtain

\[
R_1 \lesssim \|e_h^\nu\|^2_{DG,\nu} + (\|e_h^\nu\|^2_{DG,\nu} + \|e_h^\varphi\|^2_{DG,\varphi}), \\
R_2 \lesssim (\|E_h\|^2_{DG,P} + D_h(e_h^\nu, e_h^\nu)) + (\|e_h^T\|^2 + \|e_h^\varphi\|^2 + \|e_h^\nu\|^2 + D_h(e_h^\varphi, e_h^\varphi)), \\
R_3 \lesssim (\|e_h^p\|^2_{DG,P} + \|e_h^T\|^2_{DG,T}) + (\|e_h^p\|^2_{DG,P} + \|e_h^T\|^2_{DG,T}), \\
R_4 \lesssim (\|e_h^\nu\|^2_{DG,\nu} + \|e_h^\varphi\|^2) + (\|e_h^\varphi\|^2_{DG,\varphi} + \|e_h^\nu\|^2_{DG,\nu}).
\]
6 Convergence analysis

Voronoi meshes generated with the 

algorithm \[38\]. In all the presented tests we consider 

the (implicit) \(θ\)-method for the integration in time. We consider 

\(θ \geq 1/2\) and recall that the case \(θ = 1/2\) yields a second-order accurate scheme. The steady

problem is considered as one step of the time-integration method with \(Δt = 1\). For the non-linear problem we make use of the fixed-point iterative algorithm described in Section \[2.3\] in order to treat the convective transport term.

Finally, the last numerical experiment deals with a fluid injection-extraction problem, inspired by a geothermal energy production configuration. For all the numerical test we used polygonal Voronoi meshes generated with the Polymesher algorithm \[38\]. In all the presented tests we consider \(ℓ = m\) as polynomial degree of the approximation for all the four variables of our formulation. Thus, for the sake of simplicity, we make use only of the symbol \(ℓ\) to denote the polynomial degree.

6.1 Convergence analysis

We consider a square domain \(Ω = (0, 2)^2\) and manufactured exact solution:

\[
\begin{align*}
    u_1(x, t) &= (e^t - 1) \left( \sin(2\pi y) \cos(2\pi x) - 1 \right) + \frac{1}{\mu + \lambda} \sin(\pi x) \sin(\pi y), \\
    u_2(x, t) &= (e^t - 1) \left( \sin(2\pi x) (1 - \cos(2\pi y)) + \frac{1}{\mu + \lambda} \sin(\pi x) \sin(\pi y) \right), \\
    p(x, t) &= (e^t - 1) \sin(\pi x) \sin(\pi y), \\
    T(x, t) &= (e^t - 1) \cos(2\pi x - 1) (\cos(2\pi y) - 1).
\end{align*}
\]

with initial conditions, boundary conditions, and forcing terms that are inferred from the exact solutions. The model coefficients are chosen as reported in Table \[2\]. For the linear case we have considered a sequence of polygonal meshes whose number of elements is \(N = \{100, 310, 1000, 3100, 10000\}\), and \(\ell = \{1, 3\}\), while, for what concerns the non-linear case, we have considered the following discretization parameters: \(N = \{20, 80, 320, 1280, 5120\}\), \(\ell = 2\), \(T_f = 0.1\), and \(\Delta t = 5 \cdot 10^{-5}\).
\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Parameter & Unit & Value & Parameter & Unit & Value \\
\hline
\(a_0\) & \text{GPa/K}^2 & 0.02 & \(\alpha\) & [-] & 1 \\
\(b_0\) & \text{K}^{-1} & 0.01 & \(\beta\) & \text{GPa K}^{-1} & 0.8 \\
\(c_0\) & \text{GPa}^{-1} & 0.03 & \(\lambda\) & \text{GPa} & 1 \\
\(\lambda\) & \text{GPa} & 5 & \(K\) & \text{dm}^2 \text{GPa}^{-1} \text{h}^{-1} & 0.2 \\
\(\Theta\) & \text{dm}^2 \text{GPa K}^{-2} \text{h}^{-1} & 0.05 \\
\hline
\end{tabular}
\caption{Table 2: Problem’s parameters for the convergence analysis}
\end{table}

In the following tables, \(h\) denotes the mesh size and \(roc\) stands for the computed rate of convergence. In both the linear and non-linear test cases, we can observe by looking at Figure 1a, Figure 1b, and Figure 1c that our results are in accordance with the expected error rates, cf. Theorem 13. Indeed, in the energy norm we observe a computed convergence rate of 1 and 3 using \(\ell = 1\) and \(\ell = 3\) approximations. Moreover, we observe a convergence rate of order 2 and 4 in \(L^2\) norm using \(\ell = 1\) and \(\ell = 3\) approximations, respectively. For what concerns the non-linear test we observe that, as for the linear problem, we satisfy the estimates presented in Section 5. For the displacement and the temperature we also achieve \(\ell + 1\) accuracy in \(L^2\)-norm, while for the pressure we see that the order of accuracy overcome the estimate provided by the theory, but in the last refinement we observe a slight loss with respect to the \(\ell + 1\) order. In the non-linear case, we observe that an average of 4 fixed-point iterations at each time-step are required to reach the desired convergence, namely below a tolerance ensuring that the linearization error is smaller than the discretization one.
6.2 Robustness analysis

In order to investigate the method’s robustness, we perform several convergence tests varying the model coefficients. We focus on the cases listed in Table 3 with parameters $\alpha, \beta, \mu$ chosen as in
Table 2. We recall that increasing the value of the dilatation coefficient $\lambda$ means going towards the incompressible limit. As space and time discretization parameters we consider the ones of Section 6.1. In Table 4, Table 5, and Table 6 we show the computed convergence rate in the $\text{DG}$-norm for $u$ and in the $L^2$-norm for $p$ and $T$.

| Coefficient | Test (i) | Test (ii) | Test (iii) | Test (iv) |
|-------------|----------|-----------|------------|-----------|
| $a_0$ [GPa K$^{-2}$] | 0        | 0.01      | 0          | 0         |
| $b_0$ [K$^{-1}$] | 0        | 0.01      | 0          | 0         |
| $c_0$ [GPa$^{-1}$] | 0        | 0.01      | 0          | 0         |
| $\lambda$ [GPa] | $5 \cdot 10^6$ | 5         | 5          | 5         |
| $K$ [dm$^2$ GPa$^{-1}$ h$^{-1}$] | 0.2I     | $2 \cdot 10^{-11}$I | 0.2I     | $2 \cdot 10^{-11}$I |
| $\Theta$ [dm$^2$ GPa K$^{-2}$ h$^{-1}$] | 0.05I   | $5 \cdot 10^{-8}$I | $5 \cdot 10^{-8}$I | 0.05I |

Table 3: Problem’s parameters for the robustness analysis (Test (iv) is performed only for the non-linear case)

First, comparing the results of Test (i) with the error estimate of Theorem 13 we observe that our method is robust with respect to the quasi-incompressible case and the limit case in which the coefficients $a_0, b_0, c_0$ are very small or even equal to zero (cf. [17]). The robustness with respect to $\lambda \gg 1$ is a key advantage of the proposed four-field formulation. Second, we observe in Test (ii) and Test (iii) that in both the linear and non-linear case we sometimes lose the $\ell + 1$ order of accuracy for $p$ and $T$ when lowering the values of hydraulic mobility and thermal conductivity, respectively. Notice that, this results are in agreement with Theorem 13 and that, by increasing the degree of approximation, we get better performances in terms of loss of accuracy. Looking again at the result of Test (ii) and Test (iv) we can notice that, even if the model is fully-coupled, the variations in $K$ affect only the order of accuracy of the pressure. On the other hand, in Test (iii), we observe that decreasing the value of $\Theta$ deteriorates the $\ell + 1$ accuracy for the pressure. In our opinion this is due to the fact that the non-linear convective term becomes more significant for model coefficients as in Test (iii). However, we observe that in all the tests we have carried out the convergence rate of the displacement error is never affected and the results are still in accordance with Theorem 13. We can conclude that the method is fully-robust with respect to the degenerate cases listed in Table 3.

Remark 14. In the case $K, \Theta \ll 1$, we can achieve a global convergence of order $\ell$ by using the $(\ell + 1, \ell, \ell, \ell)$ degree of approximation for $(u, p, T, \varphi)$, respectively.
Table 4: Robustness test - linear steady problem - polynomial degree $\ell = 1$. The parameters are chosen as in Table 3.

| Test | $1/h$ | $||e^n||_{DG}$ | $\text{roc}^{p}_{DG}$ | $||e^p||_{L^2}$ | $\text{roc}^{p}_{L^2}$ | $||e^T||_{L^2}$ | $\text{roc}^{p}_{L^2}$ |
|------|-------|----------------|----------------------|-----------------|-----------------|-----------------|-----------------|
| (i)  | 0.377 | 0.108          | --                   | 4.805 $\cdot 10^{-4}$ | --               | 4.909 $\cdot 10^{-4}$ | --               |
|      | 0.214 | 0.018          | 3.140                | 4.402 $\cdot 10^{-5}$ | 4.236           | 4.383 $\cdot 10^{-5}$ | 4.281           |
|      | 0.130 | 0.003          | 3.555                | 3.741 $\cdot 10^{-5}$ | 4.660           | 3.447 $\cdot 10^{-5}$ | 4.759           |
|      | 0.074 | 1.010          | 3.249                | 3.331 $\cdot 10^{-6}$ | 4.509           | 3.023 $\cdot 10^{-6}$ | 4.537           |
| (ii) | 0.360 | 0.108          | --                   | 3.941 $\cdot 10^{-4}$ | --               | 3.818 $\cdot 10^{-4}$ | --               |
|      | 0.127 | 0.003          | 3.190                | 4.390 $\cdot 10^{-5}$ | 4.412           | 4.288 $\cdot 10^{-5}$ | 4.400           |
|      | 0.078 | 1.010          | 3.105                | 4.116 $\cdot 10^{-6}$ | 4.054           | 3.945 $\cdot 10^{-6}$ | 4.086           |
|      | 0.041 | 1.033          | 3.712                | 3.945 $\cdot 10^{-7}$ | 5.122           | 4.118 $\cdot 10^{-7}$ | 4.935           |
| (iii)| 0.381 | 0.106          | --                   | 4.842 $\cdot 10^{-4}$ | --               | 4.699 $\cdot 10^{-4}$ | --               |
|      | 0.221 | 0.019          | 3.190                | 4.390 $\cdot 10^{-5}$ | 4.412           | 4.288 $\cdot 10^{-5}$ | 4.400           |
|      | 0.123 | 0.003          | 3.105                | 4.116 $\cdot 10^{-6}$ | 4.054           | 3.945 $\cdot 10^{-6}$ | 4.086           |
|      | 0.078 | 1.010          | 3.712                | 3.945 $\cdot 10^{-7}$ | 5.122           | 4.118 $\cdot 10^{-7}$ | 4.935           |
|      | 0.041 | 1.033          | 3.712                | 3.945 $\cdot 10^{-7}$ | 5.122           | 4.118 $\cdot 10^{-7}$ | 4.935           |
| (iv) | 0.373 | 0.106          | --                   | 4.490 $\cdot 10^{-4}$ | --               | 4.308 $\cdot 10^{-4}$ | --               |
|      | 0.218 | 0.019          | 3.190                | 4.390 $\cdot 10^{-5}$ | 4.372           | 4.204 $\cdot 10^{-5}$ | 4.327           |
|      | 0.123 | 0.003          | 3.105                | 4.116 $\cdot 10^{-6}$ | 4.054           | 3.945 $\cdot 10^{-6}$ | 4.086           |
|      | 0.078 | 1.010          | 3.712                | 3.945 $\cdot 10^{-7}$ | 5.122           | 4.118 $\cdot 10^{-7}$ | 4.935           |
|      | 0.041 | 1.033          | 3.712                | 3.945 $\cdot 10^{-7}$ | 5.122           | 4.118 $\cdot 10^{-7}$ | 4.935           |

Table 5: Robustness test - linear steady problem - polynomial degree $\ell = 3$. The parameters are chosen as in Table 3.
supplement our problem with zero loading terms $T$ by considering a rectangular domain $\Omega = (0, 0) \times (0, 1)$. We show now the results for a realistic model problem inspired by geothermal energy production. For this purpose, we impose Dirichlet boundary conditions on $\Gamma_2, \Gamma_3, \Gamma_4$, and with zero initial conditions $(u_0, p_0, T_0)$, and with $\partial T/\partial n = 0$ on $\Gamma_1$. We consider a uniform mesh made of 1000 polygons with mesh size $h \sim 0.13$m.

![Graphical representation of the computational domain and Voronoi mesh](image_url)

Table 6: Robustness test - non-linear time-dependent problem - polynomial degree $\ell = 2$

| Test | $1/h$ | $||e^u||_{DG}$ | $\text{roc}^p_{DG}$ | $||e^p||_{L^2}$ | $\text{roc}^p_{L^2}$ | $||e^T||_{L^2}$ | $\text{roc}^T_{L^2}$ |
|------|-------|----------------|----------------------|----------------|----------------------|----------------|----------------------|
| (i)  | 0.792 | 0.041          | –                    | 0.001          | –                    | 0.002          | –                    |
|      | 0.409 | 0.012          | 1.930                | $1.106 \cdot 10^{-4}$ | 3.667                | $1.492 \cdot 10^{-4}$ | 3.636                |
| (ii) | 0.220 | 0.003          | 2.165                | $1.054 \cdot 10^{-5}$ | 3.786                | $1.439 \cdot 10^{-5}$ | 3.7672               |
|      | 0.113 | 7.817 $\cdot 10^{-4}$ | 2.030                | $1.112 \cdot 10^{-6}$ | 3.385                | $1.712 \cdot 10^{-6}$ | 3.204                |
|      | 0.056 | 1.959 $\cdot 10^{-4}$ | 1.962                | $1.295 \cdot 10^{-7}$ | 3.049                | $2.785 \cdot 10^{-7}$ | 2.575                |
| (iii)| 0.792 | 0.041          | –                    | 0.001          | –                    | 0.002          | –                    |
|      | 0.409 | 0.012          | 1.916                | $1.112 \cdot 10^{-4}$ | 3.690                | $1.082 \cdot 10^{-4}$ | 6.207                |
|      | 0.220 | 0.003          | 2.165                | $1.132 \cdot 10^{-5}$ | 3.680                | $0.013 \cdot 10^{-5}$ | 2.947                |
|      | 0.113 | 7.882 $\cdot 10^{-4}$ | 2.032                | $1.786 \cdot 10^{-6}$ | 2.780                | $0.001 \cdot 10^{-6}$ | 3.372                |
|      | 0.056 | 1.977 $\cdot 10^{-4}$ | 1.961                | $3.675 \cdot 10^{-7}$ | 2.242                | $1.011 \cdot 10^{-7}$ | 3.729                |
| (iv) | 0.792 | 0.041          | –                    | 0.001          | –                    | 0.002          | –                    |
|      | 0.409 | 0.012          | 1.916                | 0.007          | 2.755                | $1.492 \cdot 10^{-4}$ | 3.632                |
|      | 0.220 | 0.003          | 2.165                | 0.001          | 2.745                | $1.394 \cdot 10^{-5}$ | 3.818                |
|      | 0.113 | 7.882 $\cdot 10^{-4}$ | 2.032                | $2.911 \cdot 10^{-4}$ | 2.216                | $1.473 \cdot 10^{-6}$ | 3.383                |
|      | 0.056 | 1.977 $\cdot 10^{-4}$ | 1.961                | $7.806 \cdot 10^{-5}$ | 1.867                | $1.636 \cdot 10^{-7}$ | 3.116                |

6.3 Geothermal model problem

We consider a rectangular domain $\Omega = (0, 4m) \times (0, 1m)$. As shown in Figure 2, we consider the domain to be a 2D-slice of the subsoil and we build a polygonal mesh on it. We consider a uniform mesh made of 1000 polygons with mesh size $h \sim 0.13$m.
Figure 3: Simulation’s parameters: \( T_{\text{inj}} = 60^\circ\text{C}, \ T_{\text{ext}} = 120^\circ\text{C}, \ p_{\text{inj}} = 1\text{MPa}, \ p_{\text{ext}} = -1\text{MPa}. \) (deformation magnified by a factor 5)

the following choice for the boundary conditions:

\[
\begin{align*}
\sigma \mathbf{n} &= 0, & \mathbf{K} \nabla p \cdot \mathbf{n} &= 0, & \gamma(T - T_{\text{ext}}) + \Theta \nabla T \cdot \mathbf{n} &= 0 \quad &\text{on } \Gamma_1 \\
\mathbf{u} &= 0, & p &= p_{\text{ext}}, & T &= T_{\text{ext}} \quad &\text{on } \Gamma_2 \\
\sigma \mathbf{n} &= 0, & \mathbf{K} \nabla p \cdot \mathbf{n} &= 0, & \gamma(T - T_{\text{ext}}) + \Theta \nabla T \cdot \mathbf{n} &= 0 \quad &\text{on } \Gamma_3 \\
\mathbf{u} &= 0, & p &= p_{\text{inj}}, & T &= T_{\text{inj}} \quad &\text{on } \Gamma_4
\end{align*}
\]

where the parameter \( \gamma \) is taken equal to 0.01. We perform the simulations with a realistic choice of parameters, in particular they are taken identical to [17]. We show the results up to \( T_f = 3h \) of simulation computed with \( \Delta t = 5 \cdot 10^{-4}h \). The approximation degree is \( \ell = 1 \). We consider and compare two different scenarios where we vary the injection temperature. In both cases, we require an average of 3 fixed point iterations in order to reach convergence.

In Figure 3 we show the displacement, pressure and temperature fields for a simulation with \( T_{\text{inj}} = 60^\circ\text{C} \). First, we observe that the injected fluid is rapidly brought to the reference temperature by the system (cf. Figure 3d). Second, we see that the injection of cold fluid results in a negative horizontal shift (Figure 3a) and a vertical shift that tends to tighten the region in the initial part of the domain (Figure 3b). Finally, we observe that the pressure decreases linearly along the domain (Figure 3c). In order to better understand the role of the temperature we compare the aforementioned results with the ones in Figure 4 where the fluid is injected at \( T_{\text{inj}} = T_{\text{ext}} = 120^\circ\text{C} \). We observe that, due to the pressure-temperature coupling, we have a slight variation of temperature in two macro-areas of the domain. In the initial part we have a swelling phenomenon (unlike the previous case), while in the second part of the domain the temperature variations manifest their effect. This can be observed particularly by comparing 4b and 4d. Moreover, looking at the horizontal displacement depicted in Figure 4a we notice that the domain tends to move towards the...
right, namely the opposite direction compared to Figure 3a. In the rightmost part of the domain the deformations due to fluid extraction, for which we would expect shrinking of the domain, are balanced by the slight temperature variation. To wrap up, we observe that with this choice of the parameters, the variations of temperature are more significant than the variations of pressure. This is confirmed by comparing the magnitude of the displacements in the two case tests. We remark that, for the sake of representation, in Figure 3d, Figure 3c, Figure 4d, and Figure 4c the deformations of the domain are scaled by an appropriate factor (indicated in the figures’ captions).

7 Conclusions

In this work, we have presented a four-field PolyDG formulation for the non-linear fully-coupled thermo-poroelastic problem. The stability estimate and error estimate in the semi-discrete framework are carried out highlighting the arbitrary-order property of the analyzed method. Numerical simulations are performed to test the convergence and robustness properties of the proposed method. The results confirm the theoretical estimates and show that the method provides a good approximation also when considering limit cases in the ranges of physical parameters. Finally, a geothermal model problem is presented showing that, with appropriate choices of the parameters, the PolyDG discretization scheme can be appealing for real problems’ simulations.
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