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Abstract

Based on the analysis of the error backpropagation algorithm, we propose an innovative training criterion of depth neural network for maximum interval minimum classification error. At the same time, the cross entropy and M³CE are analyzed and combined to obtain better results. Finally, we tested our proposed M³CE on two deep learning standard databases, MNIST and CIFAR-10. The experimental results show that M³CE can enhance the cross-entropy, and it is an effective supplement to the cross-entropy criterion. M³CE has obtained good results in both databases.
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1 Introduction

Traditional machine learning methods (such as multi-layer perception machines, support vector machines, etc.) mostly use shallow structures to deal with a limited number of samples and computing units. When the target objects have rich meanings, the performance and generalization ability of complex classification problems are obviously insufficient. The convolution neural network (CNN) developed in recent years has been widely used in the field of image processing because it is good at dealing with image classification and recognition problems and has brought great improvement in the accuracy of many machine learning tasks. It has become a powerful and universal deep learning model.

Convolutional neural network (CNN) is a multilayer neural network, and it is also the most classical and common deep learning framework. A new reconstruction algorithm based on convolutional neural networks is proposed by Newman et al. [1] and its advantages in speed and performance are demonstrated. Wang et al. [2] discussed three methods, that is, the CNN model with pretraining or fine-tuning and the hybrid method. The first two executive images are passed to the network one time, while the last category uses a patch-based feature extraction scheme. The survey provides a milestone in modern case retrieval, reviews a wide selection of different categories of previous work, and provides insights into the link between SIFT and the CNN based approach. After analyzing and comparing the retrieval performance of different categories on several data sets, we discuss a new direction of general and special case retrieval. Convolution neural network (CNN) is very interested in machine learning and has excellent performance in hyperspectral image classification. Al-Saffar et al. [3] proposed a classification framework called region-based pluralistic CNN, which can encode semantic context-aware representations to obtain promising features. By combining a set of different discriminant appearance factors, the representation based on CNN presents the spatial spectral contextual sensitivity that is essential for accurate pixel classification. The proposed method for learning contextual interaction features using various region-based inputs is expected to have more discriminant power. Then, the combined representation containing rich spectrum and spatial information is fed to the fully connected network and the label of each pixel vector is predicted by the Softmax layer. The experimental results of the widely used hyperspectral image datasets show that the proposed method can outperform any other traditional deep-learning-based classifiers and other advanced classifiers. Context-based convolution neural network (CNN) with deep structure and pixel-based multilayer perceptron (MLP) with shallow structure are recognized neural network algorithms
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which represent the most advanced depth learning methods and classical non-neural network algorithms. The two algorithms with very different behaviors are integrated in a concise and efficient manner, and a rule-based decision fusion method is used to classify very fine spatial resolution (VFSR) remote sensing images. The decision fusion rules, which are mainly based on the CNN classification confidence design, reflect the usual complementary patterns of each classifier. Therefore, the ensemble classifier MLP-CNN proposed by Said et al. [4] acquires supplementary results obtained from CNN based on deep spatial feature representation and MLP based on spectral discrimination. At the same time, the CNN constraints resulting from the use of convolution filters, such as the uncertainty of object boundary segmentation and the loss of useful fine spatial resolution details, are compensated. The validity of the ensemble MLP-CNN classifier was tested in urban and rural areas using aerial photography and additional satellite sensor data sets. MLP-CNN classifier achieves promising performance and is always superior to pixel based MLP, spectral and texture based MLP, and context-based CNN in classification accuracy. The research paves the way for solving the complex problem of VFSR image classification effectively. Periodic inspection of nuclear power plant component is important to ensure safe operation. However, current practice is time-consuming, tedious, and subjective, involving human technicians examining videos and identifying reactor cracks. Some vision-based crack detection methods have been developed for metal surfaces, and they generally perform poorly when used to analyze nuclear inspection videos. Detecting these cracks is a challenging task because of their small size and the presence of noise patterns on the surface of the components. Huang et al. [5] proposed a depth learning framework based on convolutional neural network (CNN) and Naïve Bayes data fusion scheme (called NB-CNN), which can be used to analyze a single video frame for crack detection. At the same time, a new data fusion scheme is proposed to aggregate the information extracted from each video frame to enhance the overall performance and robustness of the system. In this paper, a CNN is proposed to detect the fissures in each video frame, the proposed data fusion scheme maintains the temporal and spatial coherence of the cracks in the video, and the Naïve Bayes decision effectively discards the false positives. The proposed framework achieves a hit rate of 98.3% 0.1 false positives per frame which is significantly higher than the most advanced method proposed in this paper. The prediction of visual attention data from any type of media is valuable to content creators and is used to drive coding algorithms effectively. With the current trend in the field of virtual reality (VR), the adaptation of known technologies to this new media is beginning to gain momentum. R. Gupta and Bhavsar [6] proposed an extension to the architecture of any convolutional neural network (CNN) to fine-tune traditional 2D significant prediction to omnidirectional image (ODI). In an end-to-end manner, it is shown that each step in the pipeline presented by them is aimed at making the generated salient map more accurate than the ground live data. Convolutional neural network (Ann) is a kind of depth machine learning method derived from artificial neural network (Ann), which has achieved great success in the field of image recognition in recent years. The training algorithm of neural network is based on the error backpropagation algorithm (BP), which is based on the decrease of precision. However, with the increase of the number of neural network layers, the number of weight parameters will increase sharply, which leads to the slow convergence speed of the BP algorithm. The training time is too long. However, CNN training algorithm is a variant of BP algorithm. By means of local connection and weight sharing, the network structure is more similar to the biological neural network, which not only keeps the deep structure of the network, but also greatly reduces the network parameters, so that the model has good generalization energy and is easier to train. This advantage is more obvious when the network input is a multi-dimensional image, so that the image can be directly used as the network input, avoiding the complex feature extraction and data reconstruction process in traditional recognition algorithm. Therefore, convolutional neural networks can also be interpreted as a multilayer perceptron designed to recognize two-dimensional shapes, which are highly invariant to translation, scaling, tilting, or other forms of deformation [7–15].

With the rapid development of mobile Internet technology, more and more image information is stored on the Internet. Image has become another important network information carrier after text. Under this background, it is very important to make use of a computer to classify and recognize these images intelligently and make them serve human beings better. In the initial stage of image classification and recognition, people mainly use this technology to meet some auxiliary needs, such as Baidu’s star face function can help users find the most similar star. Using OCR technology to extract text and information from images, it is very important for graph-based semi-supervised learning method to construct good graphics that can capture intrinsic data structures. This method is widely used in hyperspectral image classification with a small number of labeled samples. Among the existing graphic construction methods, sparse representation (based on SR) shows an impressive performance in semi-supervised HSI classification tasks. However, most algorithms based on SR fail to consider
the rich spatial information of HSI, which has been proved to be beneficial to classification tasks. Yan et al. [16] proposed a space and class structure regularized sparse representation (SCSSR) graph for semi-supervised HSI classification. Specifically, spatial information has been incorporated into the SR model through graph Laplace regularization, which assumes that spatial neighbors should have similar representation coefficients, so the obtained coefficient matrix can more accurately reflect the similarity between samples. In addition, they also combine the probabilistic class structure (which means the probabilistic relationship between each sample and each class) into the SR model to further improve the differentiability of graphs. Hyion and AVIRIS hyperspectral data show that our method is superior to the most advanced method. The invariance extracted by Zhang et al. [17], such as the specificity of uniform samples and the invariance of rotation invariance, is very important for object detection and classification applications. Current research focuses on the specific invariance of features, such as rotation invariance. In this paper, a new multichannel convolution neural network (mCNN) is proposed to extract the invariant features of object classification. Multi-channel convolution sharing the same weight is used to reduce the characteristic variance of sample pairs with different rotation in the same class. As a result, the invariance of the uniform object and the rotation invariance are encountered simultaneously to improve the invariance of the feature. More importantly, the proposed mCNN is particularly effective for small training samples. The experimental results of two datum datasets for handwriting recognition show that the proposed mCNN is very effective for extracting invariant features with a small number of training samples. With the development of big data era, convolutional neural network (CNN) with more hidden layers has more complex network structure and stronger feature learning and feature expression ability than traditional machine learning methods. Since the introduction of the convolutional neural network model trained by the deep learning algorithm, significant achievements have been made in many large-scale recognition tasks in the field of computer vision. Chaib et al. [18] first introduced the rise and development of deep learning and convolution neural network and summarized the basic model structure, convolution feature extraction, and pool operation of convolution neural network. Then, the research status and development trend of convolution neural network model based on deep learning in image classification are reviewed, and the typical network structure, training method, and performance are introduced. Finally, some problems in the current research are briefly summarized and discussed, and new directions of future development are predicted. Computer diagnostic technology has played an important role in medical diagnosis from the beginning to now. Especially, image classification technology, from the initial theoretical research to clinical diagnosis, has provided effective assistance for the diagnosis of various diseases. In addition, the image is the concrete image formed in the human brain by the objective things existing in the natural environment, and it is an important source of information for a human to obtain the knowledge of the external things. With the continuous development of computer technology, the general object image recognition technology in natural scene is applied more and more in daily life. From image processing technology in simple bar code recognition to text recognition (such as handwritten character recognition and optical character recognition OCR etc.) to biometric recognition (such as fingerprint, sound, iris, face, gestures, emotion recognition, etc.), there are many successful applications. Image recognition (Image Recognition), especially (Object Category Recognition) in natural scenes, is a unique skill of human beings. In a complex natural environment, people can identify concrete objects (such as teacups) at a glance (swallow, etc.) or a specific category of objects (household goods, birds, etc.). However, there are still many questions about how human beings do this and how to apply these related technologies to computers so that they have humanoid intelligence. Therefore, the research of image recognition algorithms is still in the fields of machine vision, machine learning, depth learning, and artificial intelligence [19–24]. Therefore, this paper applies the advantage of depth mining convolution neural network to image classification, tests the loss function constructed by $M^3$CE on two depth learning standard databases MNIST and CIFAR-10, and pushes forward the new direction of image classification research.

2 Proposed method
Image classification is one of the hot research directions in computer vision field, and it is also the basic image classification system in other image application fields, which is usually divided into three important parts: image preprocessing, image feature extraction and classifier.

2.1 The ZCA process is shown as below
In this process, we first use PCA to zero the mean value. In this paper, we assume that $X$ represents the image vector [25]:

$$\mu = \frac{1}{m} \sum_{j=1}^{m} x_j$$

$$x_j = x_j - \mu, j = 1, 2, 3, \ldots, m,$$  \hspace{1cm} (1)

Next, the covariance matrix for the entire data is calculated, with the following formulas:
where $\Sigma$ represents the covariance matrix, $I$ is decomposed by SVD [26], and its eigenvalues and corresponding eigenvectors are obtained.

$$\sum = \frac{1}{m} \sum_{j=1}^{m} x_j x_j^T$$ (2)

Of which, $U$, $S$, and $V$ are the eigenvector matrix of $\Sigma$, and $S$ is the eigenvalue matrix of $\Sigma$. Based on this, $x$ can be whitened by PCA, and the formula is:

$$X_{\text{PCAwhiten}} = S^{-1}U^T x$$ (4)

So $X_{\text{PCAwhiten}}$ can be expressed as

$$X_{\text{PCAwhiten}} = U x_{\text{PCAwhiten}}$$ (5)

For the data set in this paper, because the training sample and the test sample are not well distinguished [27], the random generation method is used to avoid the subjective color of the artificial classification.

### 2.2 Image feature extraction based on time-frequency composite weighting

Feature extraction is a concept in computer vision and image processing. It refers to the use of a computer to extract image information and determine whether the points of each image belong to an image feature extraction. The purpose of feature extraction is to divide the points on the image into different subsets, which are often isolated points, a continuous curve, or region. There are usually many kinds of features to describe the image. These features can be classified according to different criteria, such as point features, line features, and regional characteristics according to the representation of the features on the image data. According to the region size of feature extraction, it can be divided into two categories: global feature and local feature [24]. The image features used in some feature extraction methods in this paper include color feature and texture feature, analysis of the current situation of corner feature, and edge feature.

The time-frequency composite weighting algorithm for multi-frame blurred images is a frequency-domain and time-domain weighting simultaneous processing algorithm based on blurred image data. Based on the weighted characteristic of the algorithm and the feature extraction of target image in time domain and frequency domain, the depth extraction technique is based on the time-frequency composite weighting of night image to extract the target information from depth image. The main steps of the time-frequency composite weighted feature extraction method are as follows:

1. Construct a time-frequency composite weighted signal model for multiple blurred images, as the following expression shows:

$$g(t) = \sqrt{S\{[t-t']\}}$$ (6)

Of which, $f(t)$ is original signal, $S = (c - \nu)/(c + \nu)$, called the image scale factor. Referred to as scale, it represents the signal scaling change of the original image time-frequency composite weighing algorithm. $\sqrt{S}$ is the normalized factor of image time-frequency composite weighting algorithm.

2. Map the one-dimensional function to the two-dimensional function $\psi(t)$ of the time scale $a$ and the time shift $b$, and perform a time-frequency composite weighted transform on the continuous nighttime image of the image time-frequency composite weighted 0 using the square integrable function as shown below:

$$W_{\psi}(a, b) = \langle y, \psi_{a, b} \rangle = \int_{-\infty}^{+\infty} y(t) \frac{1}{\sqrt{|a|}} \psi\left(\frac{t-b}{a}\right) dt$$ (7)

Of which, divisor $1/\sqrt{|a|}$. The energy normalization of the unitary transformation is ensured. $\psi_{a, b}$ is $\psi(t)$ obtained by transforming $U(a, b)$ through the affine group, as shown by the following expression:

$$\psi_{a, b}(t) = |U(a, b)| \psi(t) = \frac{1}{\sqrt{|a|}} \psi\left(\frac{t-b}{a}\right)$$ (8)

3. Substituting the variable of the original image $f(t)$ by $a = 1/s$ and $b = r$ and rewriting the expression to obtain an expression:

$$f_s, r(t) = |U(1/s, r)| f(t) = \sqrt{s} f(s(t-r))$$ (9)

4. Build a multi-frame fuzzy image time-frequency composite weighted signal form.

$$u(t) = \frac{1}{\sqrt{T}} \text{rect}\left(\frac{t}{T}\right) \exp\left\{ -j \left[ 2\pi k \ln\left( 1 - \frac{t}{T_0} \right) \right] \right\}$$ (10)

Of which, $\text{rect}(t)$ and $|t| \leq 1/2$.

5. The frequency modulation law of the time-frequency composite weighted signal of multi-thread fuzzy image is a hyperbolic function:

$$f_s(t) = \frac{K}{T_0 - t}, |t| \leq \frac{T}{2}$$ (11)

among them, $K = T f_{\max} / f_{\min}$, $B_0 = f_0 T / B_0 f_0$ is arithmetic center frequency, and $f_{\max}$, $f_{\min}$ are the minimum and maximum frequencies, respectively.
Step 6: Use the image transformation formula of the multi-detector fuzzy image time-frequency composite weighted signal to carry on the time-frequency composite weighting to the image, the definition of the image transformation is like the formula.

\[
w_u(a, b) = e^{i2\pi \frac{a}{a}} \frac{K}{\sqrt{a}}
\]

\[
\left\{ \begin{array}{l}
\left( e^{i2\pi f_{max}}(b-b_a) - e^{i2\pi f_{min}}(b-b_a) \right) \\
\frac{2\pi f_{max}}{a} (b-b_a)
\end{array} \right] + j2\pi (b-b_a)[Ei(j2\pi f_{max})] (b-b_a)]]
\]

(13)

Of which, \( b_a = (1-a)(\frac{1}{\sqrt{a}f_{max}} - \frac{T}{2}) \), and \( Ei(*) \) represents an exponential integral.

Final output image time-frequency composite weighted image signal \( W_u(a, b) \). Therefore, compared with the traditional time-domain, \( c \) extraction technique of image features can be better realized by the time-frequency composite weighting algorithm.

2.3 Application of deep convolution neural network in image classification

After obtaining the feature vectors from the image, the image can be described as a vector of fixed length, and then a classifier is needed to classify the feature vectors.

In general, a common convolution neural network consists of input layer, convolution layer, activation layer, pool layer, full connection layer, and final output layer from input to output. The convolutional neural network layer establishes the relationship between different computational neural nodes and transfers input information layer by layer, and the continuous convolution-pool structure decodes, deduces, converges, and maps the feature signals of the original data to the hidden layer feature space [28]. The next full connection layer classifies and outputs according to the extracted features.

2.3.1 Convolution neural network

Convolution is an important analytical operation in mathematics. It is a mathematical operator that generates a third function from two functions \( f \) and \( g \), representing the area of overlap between function \( f \) and function \( g \) that has been flipped or translated. Its calculation is usually defined by a following formula:

\[
z(t) = f(t) * g(t) = \int_{-\infty}^{+\infty} f(\tau)g(t-\tau) d\tau
\]

(15)

In image processing, a digital image can be regarded as a discrete function of a two-dimensional space, denoted as \( f(x, y) \). Assuming the existence of a two-dimensional convolution function \( g(x, y) \), the output image \( z(x, y) \) can be represented by the following formula:

\[
z(x, y) = f(x, y) * g(x, y)
\]

(16)

In this way, the convolution operation can be used to extract the image features. Similarly, in depth learning applications, when the input is a color image containing RGB three channels, and the image is composed of each pixel, the input is a high-dimensional array of \( 3 \times \) image width \( \times \) image length; accordingly, the kernel (called “convolution kernel” in the convolution neural network) is defined in the learning algorithm as the accounting. Computational parameter is also a high-dimensional array. Then, when two-dimensional images are input, the corresponding convolution operation can be expressed by the following formula:

\[
z(x, y) = f(x, y) * g(x, y) = \sum_{t} \sum_{h} f(t, h)g(x-t, y-h)
\]

(17)

The integral form is the following:

\[
z(x, y) = f(x, y) * g(x, y) = \int f(t, h)g(x-t, y-h) dtdh
\]

(18)

If a convolution kernel of \( m \times n \) is given, there is

\[
z(x, y) = f(x, y) * g(x, y) = \sum_{t=m} \sum_{h=n} f(t, h)g(x-t, y-h)
\]

(19)

where \( f \) represents the input image \( G \) to denote the size of the convolution kernel \( m \) and \( n \). In a computer, the realization of convolution is usually represented by the product of a matrix. Suppose the size of an image is \( M \times M \) and the size of the convolution kernel is \( n \times n \). In computation, the convolution kernel multiplies with each image region of \( n \times n \) size of the image, which is equivalent to extracting the image region of \( n \times n \) and expressing it as a column vector of \( n \times n \) length. In a zero-zero padding operation with a step of 1, a total of \( (M-n+1) \cdot (M-n+1) \) calculation results can be obtained; when these small image regions are each represented as a column vector of \( n \times n \), the original image can be represented by the matrix \( [n' \ n' (M-n+1)] \).
Assuming that the number of convolution kernels is $K$, the output of the original image obtained by the above convolution operation is $k(M-n+1) \ast (M-n+1)$. The output is the number of convolution kernels $\times$ the image width after convolution $\times$ the image length after convolution.

### 2.3.2 $M^3$CE constructed loss function

In the process of neural network training, the loss function is the evaluation standard of the whole network model. It not only represents the current state of the network parameters, but also provides the gradient of the parameters in the gradient descent method, so the loss function is an important part of the deep learning training. In this paper, we introduce the loss function proposed by $M^3$CE. Finally, the loss function of $M^3$CE and cross-entropy is obtained by gradient analysis.

According to the definition of MCE, we use the output of Softmax function as the discriminant function. Then, the error classification metric formula is redefined as.

$$d_k(Z) = -p_k + p_q = \frac{\exp Z_k}{\sum_{j=1}^{K} \exp Z_j} + \frac{\exp Z_q}{\sum_{j=1}^{K} \exp Z_j}$$  (20)

Where $k$ is the label of the sample, $q = \arg \max_{l \neq k} P_l$ represents the most confusing class of output of the Softmax function. If we use the logistic loss function, we can find the gradient of the loss function to $Z$.

$$\frac{\partial \ell_k(d_k)}{\partial Z} = \frac{\partial \ell_k(d_k)}{\partial d_k(z)} \cdot \frac{\partial d_k(z)}{\partial z} = a \ell_k(1-\ell_k) \cdot \frac{\partial d_k(z)}{\partial z}$$  (21)

This gradient is used in the backpropagation algorithm to get the gradient of the entire network, and it is worth noting that if $z$ is misdivided, $\ell_k$ will be infinitely close to 1, and $a \ell_k(1-\ell_k)$ will be close to 0. Then, the gradient will be close to 0, which will cause almost no gradient to be reversed to the previous layer, which will not be good for the completion of the training process [29].

The sigmoid function is used in the traditional neural network activation function. But this is also the case during training. The observation formula shows that when the activation value is high the backpropagation gradient is very small which is called saturation. In the past, the influence of shallow neural networks was not very large, but with the increase of the number of network layers, this situation would affect the learning of the whole network. In particular, if the saturated sigmoid function is at a higher level, it will affect all the previous low-level gradients. Therefore, in the present depth neural networks, an unsaturated activation function linear rectifier unit (Rectified Linear Unit, ReLU) is used to replace the sigmoid function. It can be seen from the formula that when the input value is positive, the gradient of the linear rectifying unit is 1, so the gradient of the upper layer can be reversely transmitted to the lower layer without attenuation. The literature shows that linear rectification units can accelerate the training process and prevent gradient dispersion.

According to the fact that the saturation activation function in the middle of the network is not conducive to the training of the depth network, but the saturation function in the top loss function, has a great influence on the depth neural network.

$$\ell_k(d_k) = \max(0, 1 + d_k)$$  (22)

We call it the max-margin loss, where the interval is defined as $e_k = -d_k(z) = P_k - P_q$.

Since $P_k$ is a probability, that is, $P_k \in [0, 1]$, then $d_k \in [-1, 1]$, when a sample gradually becomes misclassified from the correct classification, $d_k$ increases from -1 to 1, compared to the original logistic loss function, and even if the sample is seriously misclassified, the loss function still get the biggest loss value. Because of $1 + d_k \geq 0$, it can be simplified.

$$\ell_k(d_k) = 1 + d_k$$  (23)

When we need to give a larger loss value to the wrong classification sample, the upper formula can be extended to

$$\ell_k(d_k) = (1 + d_k)^\gamma$$  (24)

where $\gamma$ is a positive integer. If $\gamma = 2$ is set, we get the squared maximum interval loss function. If the function is to be applied to training deep neural networks, the gradient needs to be calculated and obtained according to the chain rule.

$$\frac{\partial \ell_k(d_k)}{\partial z} = \gamma (1 + d_k)^{\gamma-1} \cdot \frac{\partial d_k(z)}{\partial z}$$  (25)

Here, we need to discuss (1) when the dimension is the dimension corresponding to the sample label, (2) when the dimension is the dimension corresponding to the confused category label, and (3) when the dimension is neither the sample label nor the dimension corresponding to the confused category label. The following conclusions have been drawn:

$$\frac{\partial d_k(z)}{\partial z_i} = \begin{cases} p_j^{e_k}, & j \neq k, q \\ p_j^{(e_k-1)}, & j = k \\ p_j^{(e_k + 1)}, & j = q \end{cases}$$  (26)
3 Experimental results

3.1 Experimental platform and data preprocessing

MNIST (Mixed National Institute of Standards and Technology) database is a standard database in machine learning. It consists of ten types of handwritten digital grayscale images, of which 60,000 training pictures are tested with a resolution of 28 × 28.

In this paper, we mainly use ZCA whitening to process the image data, such as reading the data into the array and reforming the size we need (Figs. 1, 2, 3, 4, and 5). The image of the data set is normalized and whitened respectively. It makes all pixels have the same mean value and variance, eliminates the white noise problem in the image, and eliminates the correlation between pixels and pixels.

At the same time, a common way to change the results of image training is a random form of distortion, cropping, or sharpening the training input, which has the advantage of extending the effective size of the training data, thanks to all possible changes in the same image. And it tends to help network learning to deal with all distortion problems that will occur in the real use of classifiers. Therefore, when the training results are abnormal, the images will be deformed randomly to avoid the large interference caused by individual abnormal images to the whole model.

3.2 Build a training network

Classification algorithm is a relatively large class of algorithms, and image classification algorithm is one of them. Common classification algorithms are support vector machine, k-nearest algorithm, random forest, and so on. In image classification, support vector machine (SVM) based on the maximum boundary is the most widely used classification algorithm, especially the support vector machine (SVM) which uses kernel techniques. Support vector machine (SVM) is based on VC dimension theory and structural risk minimization theory. Its main purpose is to find the optimal classification hyperplane in high dimensional space so that the classification spacing is in maximum and the classification error rate is minimized. But it is more suitable for the case where the feature dimension of the image is small and the amount of data is large after extracting the special vector.

Another commonly used target recognition method is the depth learning model, which describes the image by hierarchical feature representation. The mainstream depth learning networks include constrained Boltzmann machine, depth belief network foot, automatic encoder, convolution neural network, biological model, and so on. We tested the proposed M3 CE-CEc. We design different convolution neural networks for different datasets. The experimental settings are as follows: the weight parameters are initialized randomly, the bias parameters are set as constants, the basic learning rate is set to 0.01, and the impulse term is set to 0.9. In the course of training, when the error rate is no longer decreasing, the learning rate is multiplied by 0.1.

3.3 Image classification and modeling based on deep convolution neural network

The following is a model for image classification based on deep convolution neural networks.

1. Input: Input is a collection of N images; each image label is one of the K classification tags. This set is called the training set.
2. Learning: The task of this step is to use the training set to learn exactly what each class looks like. This step is generally called a training classifier or learning a model.
3. Evaluation: The classifier is used to predict the classification labels of images it has not seen and to evaluate the quality of the classifiers. We compare the labels predicted by the classifier with the real labels of the image. There is no doubt that the classification labels predicted by the classifier are consistent with the true classification labels of the image, which is a good thing, and the more such cases, the better.

Fig. 1 ZCA whitening flow chart

Fig. 2 Sample selection of different fonts and different colors

Fig. 3 Comparison of image feature extraction
3.4 Evaluation Index

In this paper, the image recognition effect is mainly divided into three parts: the overall classification accuracy, classification accuracy of different categories, and classification time consumption. The classification accuracy of an image includes the accuracy of the overall image classification and the accuracy of each classification. Assuming that \( n_{ij} \) represents the number of images in category \( I \) divided into category \( j \), the accuracy of the overall classification is as follows:

\[
\text{accu}_{\text{all}} = \frac{\sum_i n_{ii}}{\sum_i \sum_j n_{ij}}
\]  

The accuracy of each classification is as follows:

\[
\text{accu}_i = \frac{n_{ii}}{\sum_j n_{ij}}
\]  

Run time is the average time to read a picture to get a classification result.

4 Discussion

4.1 Comparison of classification effects of different loss functions

We compare the images of the traditional logistic loss function with our proposed maximum interval loss function. It can be clearly seen that the value of the loss function increases with the increase of the severity of the misclassification, which indicates that the loss function can effectively express the error degree of the classification.
4.2 Comparison of recognition rates between the same species

As can be seen from the following table, the recognition rate of this method is generally the same among different species, reaching more than 80% level, among which the accuracy of this method is relatively high in classifying clearly defined images such as cars. This may be due to the fact that clearly defined images have greater advantages in feature extraction.

4.3 Comparison of recognition rates among different species

4.4 Time-consuming comparison of SVM, KNN, BP, and CNN methods

On the premise of feature extraction using the same loss function method constructed by $M^3 CE$, the selection of classifier is the key factor to affect the automatic detection accuracy of human physiological function. Therefore, this paper discusses the influence of different classifiers on classification accuracy in this part (Table 1). The following table summarizes the influence of some common classifiers on classification accuracy. These classifiers include linear kernel support vector machine (SVM-Linear), Gao Si kernel support vector machine (SVM-RBF), and Naive Bayes (NB) $k$-nearest neighbor (KNN), random forest (RF), and decision. Strategy tree (DT) and gradient elevation decision tree (GBDT).

The experimental results show that the accuracy of CNN classifier is higher than that of other classifiers in training set and test set. Although the speed of DT is the fastest when it is used for automatic detection of human physiological function in the classifier contrast experiment, its accuracy on the test set is only 69.47% unacceptable.\[1\] In this paper, the following conclusions can be drawn in the comparison experiment of classifier: compared with other six common classifiers, CNN has the highest accuracy, and the spending of 6 s is acceptable in the seven classifiers of comparison.

First, because each test image needs to be compared with all the stored training images, it takes up a lot of storage space, consumes a lot of computing resources, and takes a lot of time to calculate. Because in practice, we focus on testing efficiency far higher than training efficiency. In fact, the convolution neural network that we want to learn later reaches the other extreme in this trade-off: although the training takes a lot of time, once the training is completed, the classification of new test data is very fast. Such a model is in line with the actual use of the requirements.

5 Conclusions

Deep convolution neural networks are used to identify scaling, translation, and other forms of distortion-invariant images. In order to avoid explicit feature extraction, the convolutional network uses feature detection layer to learn from training data implicitly, and because of the weight sharing mechanism, neurons on the same feature mapping surface have the same weight. The $w$ training network can extract features by $W$ parallel computation, and its parameters and computational complexity are obviously smaller than those of the traditional neural network. Its layout is closer to the actual biological neural network. Weight sharing can greatly reduce the complexity of the network structure. Especially, the multi-dimensional input vector image $WDIN$ can effectively avoid the complexity of data reconstruction in the process of feature extraction and image classification. Deep convolution neural network has incomparable advantages in image feature representation and classification. However, many researchers still regard the deep convolutional neural network as a black box feature extraction model. To explore the connection between each layer of the deep convolutional neural network and the visual nervous system of the human brain, and how to make the deep neural network incremental, as human beings do, to compensate for learning, and to increase understanding of the details of the target object, further research is needed.

| Categorizer | Accuracy on training set | Accuracy on the test set | Time-consuming(s) |
|-------------|--------------------------|--------------------------|-------------------|
| CNN         | 99.68%                   | 83.67%                   | 6.003             |
| SVM-RBF     | 89.41%                   | 87.63%                   | 9.334             |
| NB          | 90.78%                   | 89.36%                   | 7.392             |
| KNN         | 81.25%                   | 72.59%                   | 7.348             |
| RF          | 85.26%                   | 79.31%                   | 1.203             |
| DT          | 100%                     | 69.47%                   | 3.137             |
| GBDT        | 87.79%                   | 76.23%                   | 6.947             |
Abbreviations
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