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Abstract. In the $r$-neighbour bootstrap process on a graph $G$, vertices are infected (in each time step) if they have at least $r$ already-infected neighbours. Motivated by its close connections to models from statistical physics, such as the Ising model of ferromagnetism, and kinetically constrained spin models of the liquid-glass transition, the most extensively-studied case is the two-neighbour bootstrap process on the two-dimensional grid $[n]^2$. Around 15 years ago, in a major breakthrough, Holroyd determined the sharp threshold for percolation in this model, and his bounds were subsequently sharpened further by Gravner and Holroyd, and by Gravner, Holroyd and Morris.

In this paper we strengthen the lower bound of Gravner, Holroyd and Morris by proving that the critical probability $p_c([n]^2, 2)$ for percolation in the two-neighbour model on $[n]^2$ satisfies

$$p_c([n]^2, 2) = \frac{\pi^2}{18 \log n} - \frac{\Theta(1)}{(\log n)^{3/2}}.$$

The proof of this result requires a very precise understanding of the typical growth of a critical droplet, and involves a number of technical innovations. We expect these to have other applications, for example, to the study of more general two-dimensional cellular automata, and to the $r$-neighbour process in higher dimensions.

1. Introduction

In this paper we study the phase transition of the two-neighbour bootstrap percolation process on the two-dimensional grid $[n]^2$. This model has been extensively studied over the past 30 years, most notably by Aizenman and Lebowitz [1] and by Holroyd [21], who determined the sharp threshold for percolation. In this paper we will improve the best known lower bound on the critical probability, proving a bound which matches the upper bound of Gravner and Holroyd [18] up to a constant factor in the second term.

The $r$-neighbour bootstrap percolation process, which was first introduced in 1979 by Chalupa, Leath and Reich [12], is a deterministic, monotone cellular automaton, defined on a graph $G$. Given a set $A \subset V(G)$ of initially ‘infected’ vertices, new vertices are infected at each time step if they have at least $r$ infected neighbours, and infected vertices remain infected forever. Thus, writing $A_t$ for the set of infected vertices at time $t$, we have $A_0 = A$, and

$$A_{t+1} = A_t \cup \{v \in V(G) : |N(v) \cap A_t| \geq r\}$$

for each $t \geq 0$. We write $[A] := \bigcup_{t \geq 0} A_t$ for the closure of $A$ under the bootstrap process (that is, set of eventually infected sites), and say that $A$ percolates if $[A] = V(G)$.  
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Motivated by applications to statistical physics, for example the Ising model [17, 23], kinetically constrained spin models of the liquid-glass transition [22, 24], and the abelian sandpile [16, 24], the bootstrap process has been most extensively studied on finite subsets of the lattice $\mathbb{Z}^d$, with the initial set $A$ chosen randomly. More precisely, let $G$ be the finite grid $[n]^d = \{1, \ldots, n\}^d$ with graph structure inherited from $\mathbb{Z}^d$, write $\mathbb{P}_p$ for the probability measure on subsets $A \subset [n]^d$ obtained by including each vertex in $A$ independently at random with probability $p$ (we call such a set $p$-random), and define the critical probability for percolation in the $r$-neighbour model on $[n]^d$ to be

$$p_c([n]^d, r) := \inf\{p \in (0, 1) : \mathbb{P}_p([A] = [n]^d) \geq 1/2\}.$$ 

Foundational work on this problem was done by Aizenman and Lebowitz [1] in 1988, who determined $p_c([n]^d, 2)$ up to a constant factor for all fixed $d \geq 2$. However, the problem of determining a sharp threshold for $p_c([n]^2, 2)$ remained open until 2003, when Holroyd [21], in an important breakthrough, proved that

$$p_c([n]^2, 2) = \left(\frac{\pi^2}{18} + o(1)\right) \frac{1}{\log n}.$$  

Holroyd’s proof was particularly significant for its introduction of the so-called ‘method of hierarchies’ (see Section 5), which has played a crucial role in much of the subsequent progress in the area.

Building on Holroyd’s proof, Gravner and Holroyd [18] and Gravner, Holroyd and Morris [19] improved (respectively) the upper and lower bounds obtained in [21], proving that

$$\frac{\pi^2}{18 \log n} - \frac{C(\log \log n)^3}{(\log n)^{3/2}} \leq p_c([n]^2, 2) \leq \frac{\pi^2}{18 \log n} - \frac{c}{(\log n)^{3/2}}$$  

for some constants $C > c > 0$. The upper bound was obtained by considering a larger family of possible growth mechanisms than in [21], by allowing the shape of the so-called ‘critical droplet’ to vary a little (rather than being exactly square). The lower bound was obtained by repeating Holroyd’s proof, but using a more refined notion of hierarchy, and counting these hierarchies more carefully (see Section 2 for a more detailed discussion).

In this paper we will prove a stronger lower bound on $p_c([n]^2, 2)$, which removes the $(\log \log n)^3$ term, and hence matches the upper bound up to a constant factor in the second term. To be precise, we will prove the following theorem.

**Theorem 1.1.** There exist constants $C > c > 0$ such that

$$\frac{\pi^2}{18 \log n} - \frac{C}{(\log n)^{3/2}} \leq p_c([n]^2, 2) \leq \frac{\pi^2}{18 \log n} - \frac{c}{(\log n)^{3/2}}.$$  

Note that the upper bound follows from the theorem of Gravner and Holroyd [18]. We remark that, unlike the result of Gravner, Holroyd and Morris [19], our lower bound does not follow via a relatively minor modification of Holroyd’s proof, and we will have to work much harder, and introduce a number of significant technical innovations. In particular, we will require a much finer understanding of the typical growth of a critical droplet, which we obtain using hierarchies that are chosen carefully in order to encode much more information about the growth of the droplet, and extremely precise bounds on the probability that each step of these hierarchies is ‘satisfied’ by the set $A$ of initially infected sites. We remark that we will need to use non-monotone events in our hierarchies,
which creates additional technical difficulties in the proof. A more detailed sketch of the proof of Theorem 1.1 is given in Section 2.

Before embarking on the proof of Theorem 1.1, let us briefly discuss the state of knowledge in higher dimensions, and some exciting recent developments regarding more general models in two dimensions. As noted above, Aizenman and Lebowitz [1] determined $p_c([n]^d, 2)$ up to a constant factor for all $d \geq 2$. However, it took more than 10 years until a corresponding result was proved for all $d \geq r \geq 2$, by Cerf and Cirillo [10] (in the case $d = r = 3$) and Cerf and Manzo [11]. The sharp threshold for the $r$-neighbour process on $[n]^d$ was finally determined by Balogh, Bollobás, Duminil-Copin and Morris [4, 5], who determined, for each $d \geq r \geq 2$, an explicit constant $\lambda(d, r) > 0$ such that

$$p_c([n]^d, r) = \left(\frac{\lambda(d, r) + o(1)}{\log(r-1)n}\right)^{d-r+1}.$$  

More recently, Uzzell [26] extended the upper bound of Gravner and Holroyd [18] to arbitrary $d \geq r \geq 2$, providing some hope that a result corresponding to Theorem 1.1 could eventually be proved in this more general setting.

In a different direction, an extremely general family of monotone cellular automata, called $\mathcal{U}$-bootstrap percolation, was recently introduced by Bollobás, Smith and Uzzell [9], and subsequently was also studied by Balister, Bollobás, Przykucki and Smith [2] and by Bollobás, Duminil-Copin, Morris and Smith [7]. The model is as follows: given an arbitrary finite collection $\mathcal{U} = \{X_1, \ldots, X_m\}$ of finite subsets of $\mathbb{Z}^2 \setminus \{0\}$, and a set $A \subset \mathbb{Z}_n^2$ of initially infected sites, set $A_0 = A$ and define

$$A_{t+1} = A_t \cup \left\{v \in \mathbb{Z}_n^2 : v + X \subset A_t \text{ for some } X \in \mathcal{U}\right\}$$

for each $t \geq 0$. Confirming a conjecture of Bollobás, Smith and Uzzell, the main results of [9] and [2] together characterize for which of these families the critical probability is polynomial in $n$, for which it is polylogarithmic, and for which it is bounded away from zero (rather surprisingly, there are no other possibilities). In [7] the critical probability was determined up to a constant factor for families with polylogarithmic critical probability. The sharp threshold is only known for a certain class of centrally symmetric families [13], and for two specific non-symmetric models [8, 14]. For more details, and a discussion of the problem in higher dimensions, we refer the interested reader to [7] or [24]. We also remark that a sharper threshold, along the lines of Theorem 1.1, for a so-called ‘unbalanced’ model known as ‘anisotropic bootstrap percolation’ was recently proved by Duminil-Copin, van Enter and Hulshof [15].

The rest of the paper is organised as follows. In Section 2 we give a detailed outline of the proof of Theorem 1.1, and in Section 3 we recall some basic tools and facts that we will need later, and set up some useful notation and conventions used throughout the paper. In Section 4 we state (and give an extended sketch of the proof of) our key bounds on the probability that a rectangle is internally filled by $A$ together with a sub-rectangle (the full details of the proof are postponed to the Appendix.) In Section 5 we introduce the hierarchies we will use in the proof, prove some standard facts about the family of hierarchies, and describe a partition of this family which plays an important role in the analysis. Finally, in Section 6, we prove Theorem 1.1. We finish the paper, in Section 7, by mentioning a couple of natural open problems.

\footnote{Here $\log_{(r)}$ is an $r$-times iterated natural logarithm.}
2. An outline of the proof

The proof of Theorem 1.1 is very technical, so in this section we will attempt to give the reader an easily-digestible outline of the main ideas behind the proof. The main step will be to bound the probability that a ‘critical droplet’ \( R \) (a rectangle with sides of length between \( 1/p \) and \((1/p) \log(1/p)\)) is ‘internally filled’ by the \( p \)-random set \( A \). The claimed lower bound on \( p_c([n]^2, 2) \) will follow easily from this bound via a standard argument (using a lemma due to Aizenman and Lebowitz [1] and the union bound). In order to state this theorem precisely, we will need to introduce a little notation.

A rectangle is a non-empty set \( R \subset \mathbb{Z}^2 \) of the form \([a, b] \times [c, d]\); we write \( \dim(R) = (b-a+1, d-c+1) \) for the dimensions of \( R \). We say that a rectangle \( R \) is internally filled by \( A \) if \( [A \cap R] = R \). We also need the function
\[
g(z) := -\log \left( \beta \left(1 - e^{-z} \right) \right)
\]
where \( \beta(u) := \frac{1}{2} \left( u + \sqrt{u(4-3u)} \right) \), which was defined by Holroyd [21], who also proved that
\[
\int_0^\infty g(z) \, dz = \lambda := \frac{\pi^2}{18}.
\]
Finally, set \( q := -\log(1-p) \), and note that \( q \geq p \), and that \( q \sim p \) as \( p \to 0 \). (This notation is convenient, because the probability that a set of size \( a \) contains no element of the \( p \)-random set \( A \) is \( e^{-aq} \). We will assume throughout that \( p \to 0 \).) We can now state our main bound on the probability that a critical droplet is internally filled.

**Theorem 2.1.** There exists a constant \( C > 0 \) such that the following holds. Let \( R \) be a rectangle with dimensions \( \dim(R) = (a, b) \), and suppose that \( a \leq b \), and
\[
\frac{C}{q} \leq b \leq \frac{1}{2q} \log \frac{1}{q}.
\]
Then
\[
\mathbb{P}_p \left([A \cap R] = R\right) \leq \exp \left( -\min \left\{ \frac{2\lambda}{q} + \frac{1}{q^{3/4}}, \ (b-a)g(aq) + \frac{2}{q} \int_0^{aq} g(z) \, dz - \frac{C}{\sqrt{q}} \right\} \right).
\]

We remark that the first term in the minimum is easily large enough for our purposes, and is only needed for technical reasons; the reader should therefore focus her attention on the second term. Let us write \( \text{long}(R) \) and \( \text{short}(R) \) for the maximum and minimum (respectively) of the dimensions of \( R \). In order to deduce Theorem 1.1 from Theorem 2.1, we will need the following fundamental lemma of Aizenman and Lebowitz [1].

**The Aizenman–Lebowitz lemma.** If \( [A] = [n]^2 \), then for each \( 1 \leq k \leq n \) there exists a rectangle \( R \) with \( k \leq \text{long}(R) \leq 2k \) that is internally filled by \( A \).

To deduce a lower bound on \( p_c([n]^2, 2) \), we simply apply the Aizenman–Lebowitz lemma with \( k = (1/(4q)) \log(1/q) \), and take a union bound over choices of \( R \), using Theorem 2.1 to bound the probability that \( R \) is internally filled, and the (straightforward) fact that
\[
(b-a)g(aq) + \frac{2}{q} \int_0^{aq} g(z) \, dz \geq \frac{2\lambda}{q} - \frac{O(1)}{\sqrt{q}}.
\]
if $a \leq b$ and $b \geq (1/(4q)) \log(1/q)$, see Lemma 3.9.

Our main challenge will therefore be to prove Theorem 2.1. As has become standard in the area since their introduction by Holroyd [21], we will do so using hierarchies; however, our definition will differ in various important ways from that used in [21], and also from the various notions of hierarchy used in, for example, [7, 8, 14, 19].

In order to motivate the definition, let us begin by recalling the hierarchies used by Holroyd [21] to prove (1) and by Gravner, Holroyd and Morris [19] to prove (2). Roughly speaking, the basic idea of the proof in [21] is that, given an internally filled rectangle $R$, we would like to associate with $R$ a constant-size rooted tree of sub-rectangles that ‘encodes’ the way in which the set $A \cap R$ grows to infect the rest of $R$. The leaves of this tree correspond to small internally filled rectangles (‘seeds’), a vertex with two children corresponds to two (not too small) rectangles merging to form a larger rectangle, and a vertex with one child corresponds to a rectangle ‘growing on its sides’ to fill a slightly larger rectangle. Crucially, we would like all of these (increasing) events to occur disjointly, so that we can apply the van der Berg–Kesten inequality (see Section 3.3) to bound the probability of their intersection. Since there are few such hierarchies, and each is (roughly speaking) at least as as unlikely as a single ‘seed’ growing to fill $R$, one can deduce a sufficiently strong bound on the probability that $R$ is internally filled.

Gravner, Holroyd and Morris [19] required two additional ideas in order to prove the lower bound in (2). First, they needed their seeds to be much smaller (of size $q^{-1/2}$, rather than $o(1/q)$), and to grow geometrically (rather than linearly) as a function of their height in the tree. As a result, the number of possible hierarchies became very large (too large to use a naive union bound), and to deal with this issue they partitioned the family of hierarchies according to the number of ‘big’ seeds. We will use refinements of both of these ideas in the proof of Theorem 2.1.

In order to prove Theorem 2.1 we can only afford to lose a factor of $\exp\left(O(q^{-1/2})\right)$ (in the expected number of ‘satisfied’ hierarchies), and since our hierarchies will typically have height $\Theta(q^{-1/2})$, this means that we can only allow ourselves a constant number of choices at each step, unless we ‘pay’ for extra choices via some unlikely event occurring. Fortunately, this is intuitively possible: the only things that could prevent us from choosing the next rectangle in an almost unique way are: (a) the existence of a ‘double gap’ of consecutive empty rows or columns blocking the growth of the critical droplet, or (b) the merging of two reasonably large internally filled rectangles. Our challenge will be to show that we gain enough from these events to compensate for the extra choices we are forced to make.

To do so, we will need to encode the existence of double gaps in our hierarchies, which causes two immediate problems: the events cease to be increasing, and cease to occur disjointly. To avoid these issues we only use the fact that the double gaps are empty in a single path through the hierarchy (which we call the ‘trunk’); outside the trunk we use increasing events defined on the complement of the double gaps. In Section 4 we will state (and sketch the proofs of) a pair of technical ‘crossing’ lemmas which provide sufficiently strong bounds on the probabilities of these events. We remark that we gain from the existence of these double gaps in two distinct ways: they force us to find either two infected sites close together, or one infected site in a relatively small region, and when the rectangle is very large they are themselves unlikely to exist.
Bounding the expected number of ‘satisfied’ hierarchies with height $O(1/\sqrt{q})$ will then be relatively straightforward; unfortunately, however, this is not always the case. In Section 6 we will have to deal with various other types of hierarchy: those with too many vertices, with too many (or too large) seeds, and those whose growth deviates from the diagonal by a macroscopic amount (see Lemma 5.12). One additional innovation that we will need in order to deal with this last case is Lemma 5.16, which provides us with two ‘pods’, instead of the single pod required by Holroyd.

3. Basic facts and definitions

In this section we will recall a few basic facts about two-neighbour bootstrap percolation on $[n]^2$, state a few simple properties of the function $g(z)$, and introduce some further notation. For convenience, let us fix (for the rest of the paper) sufficiently large constants $B > 0$ and $C = C(B) > 0$, and a sufficiently small constant $\delta = \delta(B, C) > 0$.

3.1. Preliminaries. To begin, recall the following simple and well-known fact (see, e.g., [6, Problem 34]). We write $\phi(R)$ for the semi-perimeter of a rectangle $R$, so $\phi(R) = \text{long}(R) + \text{short}(R)$.

**Lemma 3.1.** If $[A \cap R] = R$, then $|A \cap R| \geq \frac{\phi(R)}{2}$.

Now, recall from (3) the definition of the function $g(z)$. The next lemma, which bounds the probability that a sufficiently small rectangle is internally filled, follows easily from Lemma 3.1 (see, e.g., [19, Lemma 2]).

**Lemma 3.2.** There exists $\delta > 0$ such that for any $p > 0$ and any rectangle $R$ with $\text{dim}(R) = (a, b)$, where $a \leq b$ and $ap \leq \delta$,

$$\mathbb{P}_p([A \cap R] = R) \leq 3^{\phi(R)} \exp\left(-\phi(R)g(aq)\right).$$

In order to control the growth of a droplet, we will need to bound various probabilities relating to the existence of double gaps. To be precise, let us say that a rectangle $R = [a, b] \times [c, d]$ has a **vertical double gap** if there exists $j \in [a, b - 1]$ such that $A \cap ([j, j + 1] \times [c, d]) = \emptyset$, and similarly for a **horizontal double gap**. (We will say that $R$ has a double gap if it has a horizontal or vertical double gap.) We will say that $R$ is **crossed from left to right** if it has no vertical double gap and the rightmost column $\{b\} \times [c, d]$ is occupied, that is, has non-empty intersection with $A$. Note that if the column to the left of $R$ is already infected, and $R$ is crossed from left to right, then $R$ will also be infected by the process. The following simple estimates were proved in [21, Lemma 8].

**Lemma 3.3.** If $R$ is a rectangle with dim$(R) = (a, b)$, then

$$\mathbb{P}_p\left(R \text{ has no vertical double gap} \right) \leq e^{-(a-1)g(bq)}$$

and

$$\mathbb{P}_p\left(R \text{ is crossed from left to right} \right) \leq e^{-ag(bq)}.$$

---

$^2$We define similarly the notions of being crossed from right to left, bottom to top, and top to bottom.
We remark that the function $g$ is positive, decreasing, convex and differentiable on $(0, \infty)$, that $g(z) \sim e^{-2z}$ as $z \to \infty$, that
\begin{equation}
-\frac{1}{2} \log z - \sqrt{z} \leq g(z) \leq -\frac{1}{2} \log z + z
\end{equation}
for all sufficiently small $z > 0$ (see [19, Observation 4]), that
\begin{equation}
e^{2g(z)} \leq \frac{C}{z}
\end{equation}
for all $0 < z \leq 3e^{2B}$ (see [19, Observation 10]), and that
\begin{equation}
g'(z) \leq \begin{cases} B/z & \text{if } z \leq B \\ 3e^{-2z} & \text{if } z \geq B/2 \\ \end{cases}
\end{equation}
since $B$ and $C = C(B)$ were chosen sufficiently large.

3.2. Analytic estimates. We will use the following definition from [21] to control the growth of a droplet.

**Definition 3.4.** For each $a \leq b \in \mathbb{R}_+^2$, define
\begin{equation}
W(a, b) = \inf_{\gamma : a \to b} \int_\gamma (g(y)dx + g(x)dy),
\end{equation}
where the infimum is taken over all piecewise linear increasing paths from $a$ to $b$ in $\mathbb{R}^2$.

Now, for any pair $S \subset R$ of rectangles, define
\begin{equation}
U(S, R) := W(q \dim(S), q \dim(R)).
\end{equation}

One of the key lemmas from [21] states that the integral in (9) is minimized when the path $\gamma$ is chosen as close to the diagonal as possible. We will use the following immediate consequence of this fact.

**Lemma 3.5** (Lemma 16 of [21]). Let $S \subset R$ be rectangles with $\text{long}(S) \leq \text{short}(R)$. Then
\begin{equation}
\frac{U(S, R)}{q} = (d - c)g(dq) + \frac{2}{q} \int_{dq}^{aq} g(z)dz + (b - a)g(aq),
\end{equation}
where $a = \text{short}(R)$, $b = \text{long}(R)$, $c = \text{short}(S)$ and $d = \text{long}(S)$.

When $\text{long}(S) > \text{short}(R)$ we will use the following easy consequence of the fact that $g(z)$ is decreasing (it also follows immediately from [21, Lemma 16]).

**Lemma 3.6.** Let $S \subset R$ be rectangles with $\text{long}(S) \geq \text{short}(R)$. Then
\begin{equation}
\frac{U(S, R)}{q} \geq (b - d)g(aq),
\end{equation}
where $a = \text{short}(R)$, $b = \text{long}(R)$ and $d = \text{long}(S)$.

We will also need the following straightforward bound from [19].

**Lemma 3.7** (Lemma 14 of [19]). Let $S \subset R$ be rectangles, with $\text{long}(S) \leq \text{short}(R)$. Then
\begin{equation}
\frac{U(S, R)}{q} \geq \frac{2}{q} \int_0^{aq} g(z)dz + (b - a)g(aq) - \frac{\phi(S)}{2} \log \left(1 + \frac{1}{\phi(S)q}\right) - O(\phi(S)),
\end{equation}
where $a = \text{short}(R)$ and $b = \text{long}(R)$. 

In order to transition between $U(S,R)$ and the bounds proved in Section 4, below, we will also need the following simple upper bound. If $S$ and $R$ are rectangles with dimensions $\dim(R) = (a, b)$ and $\dim S = (a-s, b-t)$, then set

$$Q(S,R) := sg\left((b-t)q\right) + tg\left((a-s)q\right).$$

The following lemma follows immediately from the fact that $g(z)$ is decreasing.

**Lemma 3.8** (Proposition 13 of [21]). Let $S \subset R$ be rectangles. Then

$$\frac{U(S,R)}{q} \leq Q(S,R).$$

We will also need a couple of additional technical lemmas, each of which follows easily from simple properties of the function $g$. The first is a variant of [19, Observation 19], with slightly weaker assumptions and conclusion.

**Lemma 3.9.** If $a \leq b$ and $b \geq (1/(4q)) \log(1/q)$, then

$$\frac{2}{q} \int_0^{aq} g(z) \, dz + (b-a)g(aq) \geq \frac{2\lambda}{q} - \frac{4e^4}{q}.$$

**Proof.** Recall that $B > 0$ is a sufficiently large constant, and note that if $a \leq B/q$ then

$$(b-a)g(aq) \geq \frac{g(B)}{5q} \log \frac{1}{q} \geq \frac{2\lambda}{q},$$

since $g$ is decreasing and $q \to 0$. Let us therefore assume that $a \geq B/q$, and observe that therefore

$$\int_{aq}^{\infty} g(z) \, dz \leq g(aq),$$

since $g(z) \sim e^{-2z}$ as $z \to \infty$, and hence, recalling the definition (4) of $\lambda$,

$$\frac{2}{q} \int_0^{aq} g(z) \, dz + (b-a)g(aq) \geq \frac{2}{q} \int_{aq}^{\infty} g(z) \, dz = \frac{2\lambda}{q}$$

if $b-a \geq 2/q$. Finally, if $b-a \leq 2/q$, then $a \geq (1/(4q)) \log(1/q) - 2/q$, and so

$$\frac{2}{q} \int_0^{aq} g(z) \, dz \geq \frac{2\lambda}{q} - \frac{2g(aq)}{q} \geq \frac{2\lambda}{q} - \frac{4e^4}{q},$$

by (12), and since $g(z) \leq 2e^{-2z}$ if $z \geq B$. \hfill $\square$

The next lemma quantifies how much harder it is for a droplet to grow far from the diagonal. To state it, we need to introduce a further large constant $L_1 = L_1(B, C, \delta) > 0$.

**Lemma 3.10.** If $L_1 a \leq b \leq B/q$, then

$$\frac{2}{q} \int_{aq}^{bq} g(z) \, dz \leq (b-a)\left(g(aq) + g(bq)\right) - 4Cb.$$

**Proof.** We claim first that $-B/z \leq g'(z) \leq -\delta/z$ for every $0 < z < B$. Indeed, this follows since $g'(z) \sim -1/(2z)$ as $z \to 0$ and $g'(z) \sim -2e^{-2z}$ as $z \to \infty$, and since $B$ was chosen sufficiently large, and $\delta = \delta(B)$ sufficiently small. Now, integrating by parts, we obtain

$$\frac{2}{q} \int_{aq}^{bq} g(z) \, dz \leq 2\left(bg(bq) - ag(aq)\right) + 2B(b-a).$$
It follows that
\[ \frac{2}{q} \int_{aq}^{bq} g(z) \, dz - (b - a) \left( g(aq) + g(bq) \right) \leq (a + b) \left( g(bq) - g(aq) + 2B \right). \]
Now, since \( g'(z) \leq -\delta/z \) for every \( z < B \), and \( b/a \geq L_1 \), we have
\[ g(aq) - g(bq) = -\int_{aq}^{bq} g'(z) \, dz \geq \delta \log L_1 \geq 5C, \]
and so the claimed bound follows.

We will also need some larger constants, which we will denote by \( L_2, L_3, \ldots, \) where each \( L_i \) is chosen to be sufficiently large depending on \( B, C, \delta, \) and \( L_1, \ldots, L_{i-1} \). We will use \( O(\cdot) \) to denote the existence of an absolute constant, that is, a constant that does not depend on any of the aforementioned ones.

### 3.3. Correlation inequalities.

To finish this section, we will state the fundamental inequalities of van den Berg and Kesten [28] and Reimer [25], which we will use in Section 5 to bound the probability that a hierarchy is ‘satisfied’ by \( A \), the \( p \)-random set of infected sites, see Definition 5.3 and Lemma 5.7.

In our setting, an event \( \mathcal{E} \) is simply a family of subsets of \( [n]^2 \), and the event \( \mathcal{E} \) is said to occur if \( A \in \mathcal{E} \). Two events \( \mathcal{E} \) and \( \mathcal{F} \) are said to occur disjointly for \( A \) if there exist disjoint sets \( X, Y \subset [n]^2 \) depending on \( A \) such that \( S \in \mathcal{E} \) for any \( S \) such that \( S \cap X = A \cap X \), and \( T \in \mathcal{F} \) for any \( T \) such that \( T \cap Y = A \cap Y \). We write \( \mathcal{E} \circ \mathcal{F} \) for the event that \( \mathcal{E} \) and \( \mathcal{F} \) occur disjointly.

Recall that we write \( \mathbb{P}_p \) to indicate that \( A \) is a \( p \)-random subset of \( [n]^2 \). The following fundamental lemma was proved in 1985 by van den Berg and Kesten [28].

**The van den Berg–Kesten Lemma.** Let \( \mathcal{E} \) and \( \mathcal{F} \) be any two increasing events and let \( p \in (0, 1) \). Then
\[ \mathbb{P}_p(\mathcal{E} \circ \mathcal{F}) \leq \mathbb{P}_p(\mathcal{E}) \mathbb{P}_p(\mathcal{F}). \]

The authors of [28] also conjectured that their inequality holds in the following more general setting; this was proved 15 years later by Reimer [25].

**Reimer’s Theorem.** Let \( \mathcal{E} \) and \( \mathcal{F} \) be any two events and let \( p \in (0, 1) \). Then
\[ \mathbb{P}_p(\mathcal{E} \circ \mathcal{F}) \leq \mathbb{P}_p(\mathcal{E}) \mathbb{P}_p(\mathcal{F}). \]

We remark that the events which we will need to consider will not all be increasing (or decreasing); however, they will all be obtained by intersecting an increasing event with a decreasing event. For such events the conclusion of Reimer’s theorem was proved earlier, by van den Berg and Fiebig [27], and the proof is significantly simpler.

### 4. The key lemmas

In this section we will state our key bounds (Lemmas 4.3 and 4.4, below) on the probability that a rectangle \( R \) is internally filled by the union of \( A \) (chosen according to \( \mathbb{P}_p \)) and a rectangle \( S \subset R \). In order to simplify the statement somewhat, we will begin by giving some rather technical definitions, which are illustrated in Figure 1.

Throughout this section, we will assume that \( S \subset R \) are rectangles with \( \text{short}(S) \geq 2 \).
Figure 1. An example of a frame. The non-empty buffers and frame $S^\square$ (hatched) of $S$ in $R$ with $x_{1,0} = x_{0,1} = 1$, $x_{-1,0} = x_{0,-1} = 0$. Note that the buffers may have width 1.

**Definition 4.1.** The **buffers** of $S$ in $R$ are the sets

$$B_{(i,j)}(S, R) := \{v \in R \setminus S : v - (2i, 2j) \in S\},$$

where $(i, j) \in \mathcal{I} := \{(1, 0), (0, 1), (-1, 0), (0, -1)\}$. We call the elements of $\mathcal{I}$ **directions**, define

$$Z(S, R) := \{d \in \mathcal{I} : B_d(S, R) \neq \emptyset\}$$

to be the collection of non-empty buffers of $S$ in $R$, and set $z(S, R) = |Z(S, R)|$.

Given $x = (x_d)_{d \in \mathcal{I}} \in \{0, 1\}^{\mathcal{I}}$, define the **$x$-buffer** of $S$ in $R$ to be

$$B^x(S, R) := \bigcup_{d \in \mathcal{I} : x_d = 1} B_d(S, R),$$

and the **$x$-frame** of $S$ in $R$ to be the set

$$S^x_\square := B^x(S, R) \cup \{v \in R \setminus S : |N(v) \cap B^x(S, R)| \geq 2\}.$$

and set $S^x := S \cup S^x_\square$. Thus $x$ encodes the inclusion in $S^x_\square$ of some of the (non-empty) buffers, and also the ‘corner’ site in between two selected buffers. We will write $x$ and $y$ for the number of non-empty horizontal and vertical buffers included in $B^x(S, R)$, i.e.,

$$x := x'_{(1,0)} + x'_{(-1,0)} \quad \text{and} \quad y := x'_{(0,1)} + x'_{(0,-1)}; \quad (13)$$

where $x' = x \cdot \mathbb{1}_{Z(S,R)}$ (i.e., $x'_d := x_d$ if $d \in Z(S, R)$, and $x'_d := 0$ otherwise).

We are now ready to define our key technical events, which will appear in our hierarchies (see Section 5, below), and are designed to be sufficiently unlikely, and to occur disjointly.

**Definition 4.2.** Let the rectangles $S \subset R$, and $x \in \{0, 1\}^{\mathcal{I}}$, be as described above.

(a) $D^x_1(S, R)$ denotes the event that

$$[S \cup (A \cap R \setminus S^x_\square)] = R.$$

(b) $D^x_2(S, R)$ denotes the event

$$D^x_1(S, R) \cap \{A \cap S^x_\square = \emptyset\}.$$

The main results of this section are the following two lemmas, which provide us with close to best possible upper bounds on the probabilities of the events $D^x_1(S, R)$ and $D^x_2(S, R)$. The statements are designed to facilitate a proof by induction.
Lemma 4.3. Let $S \subset R$ be rectangles with $\dim(R) = (a, b)$ and $\dim(S) = (a - s, b - t)$, let $x \in \{0, 1\}^T$ and set $z = z(S, R)$. If

$$L_1 \leq \text{short}(R) \leq \frac{B}{q} \quad \text{and} \quad \text{long}(R) \leq \frac{3e^{2B}}{q},$$

and $s, t \leq 4\delta\sqrt{\text{short}(R)}$, then

$$\mathbb{P}_p\left(D_1^x(S, R)\right) \leq C^2 \left(\frac{C}{\sqrt{a}}\right)^y \left(\frac{C}{\sqrt{b}}\right)^x \exp \left(- sg(bq) - tg(aq)\right).$$

Lemma 4.4. Let $S \subset R$ be rectangles with $\dim(R) = (a, b)$ and $\dim(S) = (a - s, b - t)$, let $x \in \{0, 1\}^T$, and set $z = z(S, R)$. If

$$\text{short}(R) > \frac{B}{q} \quad \text{and} \quad \text{long}(R) \leq \frac{1}{2q} \log \frac{1}{q},$$

and $s, t \leq 4\delta\sqrt{\text{short}(R)}$, then

$$\mathbb{P}_p\left(D_2^x(S, R)\right) \leq (Ce^{\text{short}(R)}q)^z \left(C\sqrt{ae^{-aq}}\right)^y \left(C\sqrt{be^{-bq}}\right)^x \exp \left(- sg(bq) - tg(aq)\right).$$

It will be convenient later when applying these lemmas to combine them as follows. First, the following function encodes the upper bounds on $s$ and $t$:

$$f(R) := \begin{cases} 
\delta \sqrt{\text{short}(R)} & \text{if } \text{short}(R) \leq \frac{B}{q}, \\
\frac{\delta}{\sqrt{q}} \exp \left(\text{short}(R) \cdot q\right) & \text{otherwise}.
\end{cases}$$

Let us say that a rectangle $R$ is $1$-critical if it satisfies the bounds in (14), and $2$-critical if it satisfies the bounds in (15). Recall that if $S$ and $R$ have dimensions $\dim(R) = (a, b)$ and $\dim S = (a - s, b - t)$, then

$$Q(S, R) = sg((b - t)q) + tg((a - s)q),$$

and if $x \in \{0, 1\}^T$ then write $\|x\| := x + y = \sum_{d \in Z(S, R)} x_d$. The following corollary is an almost immediate consequence of Lemmas 4.3 and 4.4.

Corollary 4.5. Let $S \subset R$ be rectangles with $\dim(R) = (a, b)$ and $\dim(S) = (a - s, b - t)$, let $x \in \{0, 1\}^T$. Let $j \in \{1, 2\}$, and suppose that $R$ is $j$-critical. If $s, t \leq 4f(R)$, then

$$\mathbb{P}_p\left(D_j^x(S, R)\right) \leq C^2 \left(\frac{\delta}{f(R)}\right)^{\|x\|} \exp \left(- Q(S, R) + 4\phi(R)q\right).$$

Proof. The claimed inequality follows from those given by Lemma 4.3 and 4.4 using the bounds on $g'(z)$ given in (8), and noting that $x + y + z \leq 8$ and $z \leq 4$. To spell out the details, recall from (8) that $g'(z) \geq -B/z$ if $z \leq B$ and $g'(z) \geq -3e^{-2z}$ if $z \geq B/2$, and note that $g'(z)$ is increasing and that $f(R) \leq \delta/q$. It follows that

$$\exp \left(- sg(bq) - tg(aq)\right) \leq \exp \left(- Q(S, R) - 2stq \cdot g'\left(\left(\text{short}(R) - 4f(R)\right) \cdot q\right)\right) \leq \exp \left(- Q(S, R) + \delta\right)$$

since $s, t \leq 4f(R)$ and $\delta = \delta(B)$ is sufficiently small. □
Case 1: the rectangle \( T \) is internally filled outside the shaded \( S \) and allows \( S \) to grow to the right and \( j \) upwards.

Case 2: \( S \) grows \( j \) to the right until it reaches a double gap (shaded). The last column before that is necessarily occupied. In both figures, the hatched region is assumed (in the sketch proof) to be unoccupied.

**Figure 2.** Two possible growth mechanisms.

Since the proofs of Lemmas 4.3 and 4.4 involve a significant amount of quite technical (and not especially illuminating) case analysis, we will give here only a sketch, and postpone the full details to the Appendix.

**Sketch of the proof of Lemma 4.3.** Let \( R \) be a 1-critical rectangle with dimensions \( \dim(R) = (a, b) \), and for each \( x, y, z \) and each \( s, t \leq 4f(R) \), set

\[
F^{x,y,z}(s, t) := C^z \left( \frac{C}{\sqrt{a}} \right)^y \left( \frac{C}{\sqrt{b}} \right)^x \exp \left( -sg(bq) - tg(aq) \right).
\]

We will prove, by induction on the pair \((s + t, -(x + y))\), that

\[
\mathbb{P}_p\left(D_1^x(S, R)\right) \leq F^{x,y,z}(s, t) \quad (18)
\]

for every \( 0 \leq s, t \leq 4f(R) \) and \( x \in \{0, 1\}^2 \), and every \( S \subset R \) with \( \dim(S) = (a - s, b - t) \), where \( x \) and \( y \) are as defined in (13), and \( z = z(S, R) \).

The base of the induction is the case \( \min\{s, t\} = 0 \). Without loss of generality suppose that \( t = 0 \), and note that this implies that \( x = y = 0 \), since otherwise \( \mathbb{P}_p\left(D_1^x(S, R)\right) = 0 \). It follows that \( R \setminus S \) consists of two rectangles (one of which may be empty), one of which is crossed from left to right, and the other of which is crossed from right to left. By Lemma 3.3, it follows that

\[
\mathbb{P}_p\left(D_1^x(S, R)\right) \leq \exp \left( -sg(bq) \right) \leq F^{0,0,z}(s, 0),
\]

as required. We remark that, since \( \text{short}(R) \geq L_1 \), the function \( F^{x,y,z}(s, t) \) is increasing in \( z \) and decreasing in \( x, y, s \) and \( t \).

For the induction step, fix \( x \in \{0, 1\}^2 \) and \( S \subset R \) with \( \dim(S) = (a - s, b - t) \), and assume that (18) holds for all smaller values of the pair \((s + t, -(x + y))\) in lexicographical order. We partition into cases, depending on whether or not \( z = x + y \).
Case 1: \( z = x + y \), i.e., all of the non-empty buffers are included in \( S^{x} \).

The key observation in this case is that if the event \( D_{1}(S, R) \) holds, then there exists a rectangle \( T \subseteq R \) such that
\[
[ A \cap T \setminus S^{x} ] = T \quad \text{and} \quad T \cap S^{x} \neq \emptyset
\]
(see Figure 2a). For simplicity, we will assume that \( \phi(T) \leq 36f(R) \) (the other case is dealt with in the Appendix), which in particular implies that \( \phi(T) \leq \delta \cdot \text{short}(S) \).

We will sum over choices of \( T \) the probability that
\[
[A \cap T \setminus S^{x}] = T \quad \text{and} \quad \left[ S \cup T \cup \left( A \cap R \setminus S^{x} \right) \right] = R.
\]
Note that these two events depend on disjoint sets of infected sites, and are therefore independent. To bound the probabilities of these events, we will partition according to \( k := \phi(T) \), and the dimensions of \( [S \cup T] \),
\[
\dim \left( [S \cup T] \right) = (a - s + i, b - t + j).
\]
Note that \( 4 \leq i + j \leq k \), and therefore, by Lemma 3.1, we have
\[
|A \cap T \setminus S^{x}| \geq \frac{k}{2} \geq \frac{i + j}{2}.
\]
Note also that, given \( i, j \) and \( k \), we have at most \( 4k \) choices for the rectangle \( T \) (at most \( k \) per corner of \( S \)). Therefore, given \( i, j \) and \( k \), the expected number of rectangles \( T \) satisfying the first event in (19) is at most
\[
4k \left( \frac{k^2}{[k/2]} \right) p^{[k/2]} (24kp)^{k/2}.
\]
To bound the probability of the second event in (19), we use the induction hypothesis. To do so, however, we need to split into cases according to whether or not the buffers of \( [S \cup T] \) that are not adjacent to \( T \) contain any elements of \( A \). In this sketch we will assume that they do not; for the full details see the Appendix.

By the induction hypothesis (under the assumption that no additional infections are found in the buffers), it follows that\(^3\)
\[
\mathbb{P}_{p} \left( [S \cup T \cup (A \cap R \setminus S^{x})] = R \right) \leq F^{x-1, y-1, z}(s - i, t - j),
\]
and hence, by the argument above, it will suffice (in this case) to show that
\[
\sum_{i+j \geq 4} \sum_{k=i+j}^{36f(R)} (24kp)^{k/2} \cdot F^{x-1, y-1, z}(s - i, t - j) \ll F^{x, y, z}(s, t).
\]
To see this, note first that \( 24kp \leq \delta \), since \( k \leq 36f(R) \), and that we may therefore assume that \( k = i + j \). Now, observe that
\[
\frac{F^{x-1, y-1, z}(s - i, t - j)}{F^{x, y, z}(s, t)} = \frac{\sqrt{ab}}{C^2} \exp \left( ig(bq) + jg(aq) \right) \leq \frac{\sqrt{ab}}{C^2} \left( \frac{C}{bq} \right)^{i/2} \left( \frac{C}{aq} \right)^{j/2}.
\]
\(^3\)Note that we used here the bound \( z([S \cup T], R) \leq z(S, R) \), and the fact that \( F \) is increasing in \( z \).
by (7), since $\text{long}(R) \leq 3e^{2B}/q$. Since $i + j = k$ and $i, j \geq 1$, and recalling that $p \leq q$, we have

$$
\sum_{k=4}^{36f(R)} \sum_{i+j=k} (24kp)^{k/2} \cdot \frac{\sqrt{ab}}{C^2} \left( \frac{C}{bq} \right)^{i/2} \left( \frac{C}{aq} \right)^{j/2} \leq \sum_{k=4}^{36f(R)} \frac{k \cdot (C^2 k)^{k/2}}{\min\{a, b\}^{(k-2)/2}} \leq C^5 \frac{\sqrt{\text{short}(R)}}{\text{short}(R)},
$$

since $\text{short}(R) \geq L_1$. Combining this with (21), we obtain (20), as claimed.

**Case 2:** $z > x + y$, i.e., some non-empty buffer is not included in $S^*_L$.

Without loss of generality, let $B_{(1,0)}(S, R)$ be a non-empty buffer that is not included in $S^*_L$, so $x_{(1,0)} = 0$. The idea is to ‘grow’ $S$ to the right until we find a double gap, or reach the right-hand side of $R$, thus leading either to an increase in $x + y$, or a decrease in $s + t$. One significant complication is that before reaching a double gap we might find an infected site in one of the other buffers, which are growing with $S$ (see Figure 2b). In this sketch we will assume that this does not occur, and also that we do not reach the right-hand side of $R$; the other cases are dealt with in the Appendix.

Let $j$ be the distance to the first double gap to the right of $S$, that is

$$
j := \min \left\{ i \geq 0 : A \cap R \cap \left( S + (i + 2, 0) \right) \setminus \left( S + (i, 0) \right) = \emptyset \right\},
$$

and denote by $\hat{S} := \bigcup_{z=0}^{\hat{x}} \left( S + (i, 0) \right)$ the rectangle formed by the growth of $S$ to the right, until it reaches that double gap. As noted above, we will assume in this sketch that

$$
B_{(1,0)}(\hat{S}, R) \neq \emptyset \quad \text{and} \quad A \cap \hat{S}^* \setminus S^*_L = \emptyset.
$$

where $\hat{x} := x + 1_{(1,0)}$ (i.e., $\hat{x}_{(1,0)} = 1$ and $\hat{x}_d = x_d$ for each $(1, 0) \neq d \in \mathcal{I}$). In other words, we found a double gap before reaching the right-hand side of $R$, and no new infected site was found along the way in any of the buffers. We will sum over choices of $j$ the probability that

$$
\left[ S \cup (A \cap \hat{S}) \right] = \hat{S} \quad \text{and} \quad \left[ \hat{S} \cup (A \cap R \setminus \hat{S}^*) \right] = R. \quad (22)
$$

Note that these two events depend on disjoint sets of infected sites, and are therefore independent; we will bound the first using Lemma 3.3, and the second using the induction hypothesis. Indeed, by Lemma 3.3 (and since $g(z)$ is decreasing) we have

$$
P_p\left( \left[ S \cup (A \cap \hat{S}) \right] = \hat{S} \right) \leq \exp \left( - jg(bq) \right),
$$

and by the induction hypothesis (under the assumption that no additional infections are found in the buffers and that the right-hand side of $R$ is not reached),

$$
P_p\left( \left[ \hat{S} \cup (A \cap R \setminus \hat{S}^*) \right] = R \right) \leq F^{x+y,z}(s - j, t).
$$

It follows that the probability that there exists $j \geq 0$ such that the events in (22) both hold is at most

$$
\sum_{j=0}^{k-1} \exp \left( - jg(bq) \right) F^{x+y,z}(s - j, t) = \frac{C^s}{\sqrt{b}} \cdot F^{x+y,z}(s, t) \leq 4C \delta \cdot F^{x+y,z}(s, t)
$$

since $s \leq 4\delta \sqrt{\text{short}(R)}$. Since $\delta = \delta(C) > 0$ was chosen sufficiently small, this bound suffices in this case. For the full details of the proof, see the Appendix. \qed
The proof of Lemma 4.4 is very similar to that of Lemma 4.3, and so we shall give here only a single calculation from the proof, which illustrates the main additional technicality that arises in this setting, and shows why the term $e^{\text{short}(R)g_z}$ is needed in the statement of the lemma. The full details can once again be found in the Appendix.

Sketch of the proof of Lemma 4.4. Recall that $D_j^x(S, R)$ denotes the event that

$$[\hat{S} \cup (A \cap R \setminus \hat{S}^x)] = R \quad \text{and} \quad A \cap \hat{S}^x = \emptyset.$$  

Let $R$ be a 2-critical rectangle with dimensions $\dim(R) = (a, b)$; as in the proof of Lemma 4.3, we use induction on the pair $(s + t, -(x + y))$, this time to prove that

$$\mathbb{P}_p(D_2^x(S, R)) \leq \hat{F}^{x,y,z}(s, t),$$

where

$$\hat{F}^{x,y,z}(s, t) := \left(C e^{\text{short}(R)g_z}\right)^z \left(C \sqrt{q} e^{-aq}\right)^y \left(C \sqrt{q} e^{-bq}\right)^x \exp \left(-sg(bq) - tg(aq)\right),$$

for every $0 \leq s, t \leq 4f(R)$ and $x \in \{0, 1\}^2$, and every $S \subset R$ with $\dim(S) = (a - s, b - t)$, where $x$ and $y$ are as defined in (13), and $z = z(S, R)$.

In this sketch we will only consider one very particular (but instructive) configuration, which is illustrated in Figure 3. In this example, the top buffer is of height 1, the left and bottom buffers are empty, and we attempt to grow $S$ to the right in search of a double gap. However, before finding one, we pass an infected site $u \in A$ in the (new part of the) top buffer, which instead causes us to grow upwards by one step.

Let $j$ denote the $\| \cdot \|_\infty$-distance of $u$ from $S$, and denote by

$$\hat{S}' := \bigcup_{i=0}^{j} (S + (i, 0)) \quad \text{and} \quad \hat{S} := \hat{S}' \cup (\hat{S}' + (0, 1))$$

so $\hat{S}$ is the rectangle formed by the growth of $S$ to the right, and one step upwards (using $u$). As noted above, we will assume in this sketch that all of the buffers of $\hat{S}$ are empty except $B_{(1,0)}(\hat{S}, R)$. We will sum over choices of $j$ the probability that $A \cap \hat{S}^x = \emptyset$ (as in the definition of the event $D_2^x(S, R)$), that $u \in A$, that there is no double gap to the right of $S$ before it reaches $u$, and that

$$[\hat{S} \cup (A \cap R \setminus \hat{S}^x)] = R,$$

where $\hat{x} = x - \mathbf{1}_{(0,1)} = 0$. Note that these four events are independent, and moreover the probability of each is easy to bound. Indeed, note that $\mathbb{P}_p(u \in A) = p$, that

$$\mathbb{P}_p(A \cap \hat{S}^x = \emptyset) = (1 - p)^{a-s} = \exp \left(- (a - s)q\right) \leq 2 \cdot e^{-aq}$$

since $\text{long}(R) \leq (1/(2q)) \log(1/q)$, and so $s \leq (4\delta/\sqrt{q}) \cdot e^{\text{short}(R)g_z} \leq 4\delta/q$, that

$$\mathbb{P}_p(\hat{S}' \setminus S \text{ has no vertical double gap}) \leq \exp \left(- (j - 1)g(bq)\right)$$
by Lemma 3.3 (and since \( g(z) \) is decreasing), and that

\[
\mathbb{P}_p\left( [\hat{S} \cup (A \cap R \setminus \hat{S}^R)] = R \right) \leq \hat{F}^{0,0.1}(s-j,0) = \frac{e^{\text{short}(R)q+g(bq)+g(aq)}}{C^2 \sqrt{q}} \cdot \hat{F}^{0,1,2}(s,1),
\]

by the induction hypothesis. It follows that the probability that there exists \( j \geq 0 \) such that the four events above all hold is at most

\[
\sum_{j=1}^{s-1} 2p \cdot \frac{e^{\text{short}(R)q+g(bq)+g(aq)}}{C^2 \sqrt{q}} \cdot \hat{F}^{0,1,2}(s,1) \leq 4s \sqrt{q} \cdot \frac{e^{\text{short}(R)q}}{C^2} \cdot \hat{F}^{0,1,2}(s,1),
\]

since \( p \leq q \), and since \( a, b \geq B/q \) implies that \( e^{g(aq)+g(bq)} \leq 2 \). Finally, recall that \( s \sqrt{q} \leq 4\delta \cdot e^{\text{short}(R)q} \), so the right-hand side of (23) is at most \( (16\delta/C^2) \cdot \hat{F}^{0,1,2}(s,1) \), as required. Once again, see the Appendix for the full details of the proof. \( \square \)

5. Hierarchies

In this section we will define precisely the family of hierarchies that we will use in the proof of Theorem 2.1. Our definition is more complicated and restrictive than those used in [19, 21], and is designed to take advantage of the bounds proved in Section 4, and to allow us to prove a sufficiently strong upper bound on the number of hierarchies.

5.1. Good and satisfied hierarchies.

**Definition 5.1.** Let \( R \) be a rectangle. A hierarchy \( \mathcal{H} \) for \( R \) is an oriented rooted tree \( G_\mathcal{H} \) with edges pointing away from the root (“downwards”), with edges \( e \) labelled with vectors \( \mathbf{x}(e) \in \{0,1\}^2 \) and vertices \( u \) labelled with rectangles \( R_u \subset R \). Let \( N_{G_\mathcal{H}}(u) \) denote the out-neighbourhood of \( u \) in \( G_\mathcal{H} \). We require them to satisfy the following conditions.

(a) The label of the root is \( R \).

(b) Each vertex has out-degree at most two.

(c) If \( v \in N_{G_\mathcal{H}}(u) \), then \( R_v \subset R_u \).

(d) If \( N_{G_\mathcal{H}}(u) = \{v, w\} \), then \([R_v \cup R_w] = R_u \).

We will write \( L(\mathcal{H}) \) for the set of leaves of \( G_\mathcal{H} \), and refer to the rectangles associated with leaves \( u \in L(\mathcal{H}) \) as seeds of the hierarchy. We will also refer to vertices with out-degree two as split vertices.

We next define a subclass of ‘good’ hierarchies that is sufficiently small to allow us to use the union bound (see Lemma 5.9), but sufficiently large so that every internally filled rectangle \( R \) can be associated with a good hierarchy that encodes the growth of the infected sites inside \( R \) (see Lemma 5.4). To do so, we will need one more piece of notation: if \( S \subset R \) are rectangles with \( R = [r_{(-1,0)}, r_{(1,0)}] \times [r_{(0,-1)}, r_{(0,1)}] \) and \( S = [s_{(-1,0)}, s_{(1,0)}] \times [s_{(0,-1)}, s_{(0,1)}] \), then we define

\[
d_j(S, R) := |r_j - s_j|
\]

for each \( j \in \mathcal{I} \), and \( d(S, R) := \max \{d_j(S, R) : j \in \mathcal{I} \} \).
Definition 5.2. We say that a hierarchy $\mathcal{H}$ is good if the following conditions hold for every $u \in V(G_{\mathcal{H}})$:

(e) $u$ is a leaf of $G_{\mathcal{H}}$ if and only if $\text{short}(R_u) \leq q^{-1/2}$;

(f) if $N_{G_{\mathcal{H}}}(u) = \{v\}$, then
\[ d(R_v, R_u) \leq 2f(R_u); \]

(g) if $v \in N_{G_{\mathcal{H}}}(u)$ and either $|N_{G_{\mathcal{H}}}(u)| = 2$ or $|N_{G_{\mathcal{H}}}(v)| = 1$, then
\[ d(R_v, R_u) \geq f(R_u); \]

(h) if $N_{G_{\mathcal{H}}}(u) = \{v\}$ and $|N_{G_{\mathcal{H}}}(v)| = 1$, then $x(uv) \leq 1_{Z(R_u, R_v)}$, and moreover either
\[ (I) \|x(uv)\| = z(R_v, R_u), \]
\[ (II) \|x(uv)\| = z(R_v, R_u) - 1 \text{ and } d(R_v, R_u) \in \{f(R_u), f(R_u) + 1\}; \]

(i) if $v \in N_{G_{\mathcal{H}}}(u)$ and either $|N_{G_{\mathcal{H}}}(u)| \neq 1$ or $|N_{G_{\mathcal{H}}}(v)| \neq 1$, then $x(uv) = 0$;

where the function $f(R)$ was defined in (16), and $\|x(uv)\| = \sum_{d \in Z(R_v, R_u)} x(uv)d$.

Finally, we need to define the family of events that we require to occur disjointly. In order to do so, let us first choose a path (the trunk) from the root to a leaf of a hierarchy $\mathcal{H}$ by choosing at each split vertex the out-neighbour whose associated rectangle has larger short side (if they are equal, choose arbitrarily). We will write $\text{tr}(\mathcal{H})$ for the set of edges of the trunk.

Definition 5.3. A hierarchy $\mathcal{H}$ is satisfied by $A$ if the following events all occur disjointly:

(j) If $u \in L(\mathcal{H})$, then the rectangle $R_u$ is internally filled by $A$;

(k) If $N_{G_{\mathcal{H}}}(u) = \{v\}$ and $uv \not\in \text{tr}(\mathcal{H})$, then $D^*_2(R_v, R_u)$ holds, where $x = x(uv)$;

(l) If $N_{G_{\mathcal{H}}}(u) = \{v\}$ and $uv \in \text{tr}(\mathcal{H})$, then $D^*_2(R_v, R_u)$ holds, where $x = x(uv)$.

We remark that the purpose of the trunk is to guarantee that the unoccupied frames in the events $D^*_2(R_v, R_u)$ occur disjointly. For the sake of brevity, we will often say that a rectangle is in the trunk of a hierarchy $\mathcal{H}$, when we really mean that the associated vertex of $G_{\mathcal{H}}$ is in the trunk, and trust that this will cause no confusion.

5.2. Fundamental properties. The following deterministic lemma implies that every internally filled rectangle that satisfies the condition (5) of Theorem 2.1 has a good and satisfied hierarchy.

Lemma 5.4. Let $R$ be a rectangle that is internally filled by a set $A$, and suppose that
\[ \text{long}(R) \leq \frac{1}{2q} \log \frac{1}{q}. \]
Then there exists a good hierarchy $\mathcal{H}$ for $R$ that is satisfied by $A$.

A similar lemma was proved by Holroyd in [21] using the following lemma, which is a straightforward consequence of the ‘rectangles process’ of Aizenman and Lebowitz [1].

Lemma 5.5 (Proposition 30 of [21]). Let $R$ be a rectangle with $\text{long}(R) \geq 2$. If $R$ is internally filled by $A$, then there exist rectangles $S_1, S_2 \subseteq R$, with $[S_1 \cup S_2] = R$, that are disjointly internally filled by $A$.

We will need the following slight (and straightforward) strengthening of this lemma.
**Lemma 5.6.** Let $R$ be a rectangle with $\text{long}(R) \geq 2$. If $R$ is internally filled by $A$, then there exist rectangles $S_1, S_2 \subseteq R$, with $[S_1 \cup S_2] = R$, such that

$$
[A \cap (S_1 \setminus S_2)] = S_1 \quad \text{and} \quad [A \cap (S_2 \setminus S_1)] = S_2.
$$

**Proof.** By taking a subset if necessary, we may assume that $A$ is a minimal percolating set for $R$, i.e., that $A$ is minimal such that $[A] = R$. We claim that for such a set $A$, the rectangles $S_1$ and $S_2$ given by Lemma 5.5 in fact satisfy (25). Indeed, suppose that $A_1$ and $A_2$ are disjoint subsets of $A$ such that $S_1 = [A_1]$, $S_2 = [A_2]$ and $[S_1 \cup S_2] = R$, and observe that

$$
[A \setminus (A_1 \cup A_2)] = R,
$$

since $S_2 \subseteq [A \setminus A_1]$ and $[A] = R$. By the minimality of $A$, it follows that $A_1 \cap S_2 = \emptyset$, and similarly $A_2 \cap S_1 = \emptyset$ as required. \qed

Now we prove that any internally filled rectangle has a good and satisfied hierarchy.

**Proof of Lemma 5.4.** The proof is similar to that of [21, Proposition 32], but since there are several slightly subtle (and important) differences, we will give the details in full.

We prove the statement by induction on $\phi(R)$. If $\text{short}(R) \leq q^{-1/2}$ then we can let $\mathcal{H}$ be the hierarchy with only one vertex, which is good by the bound on short$(R)$, and satisfied since $R$ is internally filled by $A$. So assume that $\text{short}(R) > q^{-1/2}$, and that the lemma holds for all rectangles with semi-perimeter strictly smaller than $\phi(R)$.

We use Lemma 5.6 to construct a sequence of rectangles

$$
R = T_0 \supseteq T_1 \supseteq \cdots \supseteq T_m
$$

for some $m \in \mathbb{N}$ as follows. For each $i \geq 0$, suppose that we have already constructed $T_i$, and let $T_{i+1}$ and $T_i'$ be the two rectangles given by Lemma 5.6 applied to $T_i$, where $d(T_{i+1}, R) \leq d(T_i', R)$. Now let $m$ be minimal such that $d(T_m, R) \geq f(R)$, and note that $m$ exists because (16) and (24) imply that $\text{long}(R) > 2f(R)$. We consider three cases:

**Case 1:** $d(T_m, R) \leq 2f(R)$.

In this case, instead of applying the induction hypothesis to $T_m$ (as in, e.g., [19, 21]), we let $T_m \subset S \subset R$ be a maximal internally filled rectangle with $d(S, R) \geq f(R)$, and apply the induction hypothesis to $S$. (We remark that this is a crucial step in our proof.) Observe that, by the maximality of $S$, one of the following two events holds:

(I) There is no element of $A$ within distance two of $S$. In this case the event $D_2^x(S, R)$ holds for $x = 1_{Z(S, R)}$, since $A \cap S_2^x = \emptyset$, and $R$ is internally filled by $A$.

(II) $d([S \cup \{u\}], R) < f(R)$ for each $u \in A$ within distance two of $S$, and therefore $d(S, R) \in \{f(R), f(R) + 1\}$. Choose $d \in \mathcal{I}$ such that $d_4(S, R) \in \{f(R), f(R) + 1\}$, and set $x = 1_{Z(S, R) \setminus \{d\}}$. We claim that the event $D_2^x(S, R)$ holds. Indeed, $R$ is internally filled by $A$, and if there exists an element $u \in A \cap S_2^x$, then we have $d([S \cup \{u\}], R) \geq d_4(S, R) > f(R)$, contradicting the maximality of $S$.

Now, let $\mathcal{H}'$ be the good and satisfied hierarchy for $S$ given by the induction hypothesis, and form a hierarchy $\mathcal{H}$ for $R$ by adding an edge from a vertex $u$ corresponding to $R$, to the (root) vertex $v$ of $\mathcal{H}'$ corresponding to $S$. If $|N_{G_n}(v)| \neq 1$, then set $x(uv) = 0$, and otherwise define $x(uv)$ as above, i.e., $x(uv) = 1_{Z(S, R)}$ in (I) and $x(uv) = 1_{Z(S, R) \setminus \{d\}}$ in (II), where $d_4(S, R) \in \{f(R), f(R) + 1\}$. 
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We claim that $\mathcal{H}$ is good, and satisfied by $A$. To see that $\mathcal{H}$ is good, recall that $\mathcal{H}'$ is good, and note that $f(R) \leq d(S, R) \leq 2f(R)$, and that if $|N_{G_n}(v)| = 1$ then either $\|x(uv)\| = z(S, R)$ (if there is no element of $A$ within distance two of $S$), or $\|x(uv)\| = z(S, R) - 1$ and $d(S, R) \in \{f(R), f(R) + 1\}$ (otherwise).

To see that $\mathcal{H}$ is satisfied by $A$, recall that $\mathcal{H}'$ is satisfied by $A$, and note that the event $D_2^{x(uv)}(S, R)$ depends only on sites in $R \setminus S$, whereas the events involved in $\mathcal{H}'$ depend only on sites inside $S$. The events involved in $\mathcal{H}$ therefore occur disjointly, as required.

**Case 2:** $d(T_1, R) > 2f(R)$.

Let $\{S_1, S_2\} = \{T_1, T_0\}$, where the labelling is chosen so that $\text{short}(S_1) \geq \text{short}(S_2)$, and recall that $[S_1 \cup S_2] = R$, that (25) holds, i.e.,

$$A \cap (S_1 \setminus S_2) = S_1 \quad \text{and} \quad A \cap (S_2 \setminus S_1) = S_2,$$

and that $2f(R) < \min\{d(S_1, R), d(S_2, R)\}$. Set $A_1 := A \cap S_1$ and $A_2 := A \cap (S_2 \setminus S_1)$ and, applying the induction hypothesis, let $\mathcal{H}'_1$ and $\mathcal{H}'_2$ be good hierarchies for $S_1$ and $S_2$ that are satisfied by $A_1$ and $A_2$, respectively. Form a hierarchy $\mathcal{H}$ for $R$ by adding edges from a vertex $u$ corresponding to $R$, to the roots of $\mathcal{H}'_1$ and $\mathcal{H}'_2$, that is, the vertices $v_1$ and $v_2$ corresponding to $S_1$ and $S_2$ (respectively), and set $x(uv_1) = x(uv_2) = 0$.

We claim that $\mathcal{H}$ is good, and satisfied by $A$. To see that $\mathcal{H}$ is good, recall that $\mathcal{H}'_1$ and $\mathcal{H}'_2$ are good, and that $\min\{d(S_1, R), d(S_2, R)\} \geq 2f(R)$. To see that $\mathcal{H}$ is satisfied by $A$, recall that $\mathcal{H}'_1$ and $\mathcal{H}'_2$ are satisfied by $A$, and note that the trunk of $\mathcal{H}$ can be chosen to pass through $S_1$. Now, all of the increasing events involved in $\mathcal{H}'_1$ and $\mathcal{H}'_2$ are witnessed by disjoint subsets of $A_1$ and $A_2$, respectively, and $A_1$ and $A_2$ are disjoint sets (since $A_1 \subset S_1$ and $A_2 \cap S_1 = \emptyset$), so all of these events occur disjointly. Since $S_2$ is not in the trunk, the only remaining events are the decreasing events involved in $\mathcal{H}'_1$ (that the frames of rectangles in the trunk are empty), which all depend only on sites in $S_1 \setminus A_1$, and therefore occur disjointly from those that depend on $A_1$ and $A_2$. The events involved in $\mathcal{H}$ therefore occur disjointly, as required.

**Case 3:** $d(T_m, R) > 2f(R)$, and $m > 1$.

Set $S = T_{m-1}$, and let $\{S_1, S_2\} = \{T_m, T_{m-1}\}$, where the labelling is chosen so that $\text{short}(S_1) \geq \text{short}(S_2)$, and recall that $[S_1 \cup S_2] = S$, that (25) holds, and that
different inequalities (26). We claim that moreover $\mathcal{H}$ is satisfied by $A$; this follows almost exactly as in Case 2, but for completeness we will spell out the details. Recall that $\mathcal{H}'_1$ and $\mathcal{H}'_2$ are satisfied by $A$, observe that the event $D_2^{x(uv)}(S, R)$ holds (since $R$ is internally filled by $A$, and $x(uv) = 0$), and note that the trunk of $\mathcal{H}$ can be chosen to pass through $S_1$. 

$$d(S, R) < f(R) \quad \text{and} \quad d(S_i, S) \geq d(S_i, R) - d(S, R) > f(R) \quad (26)$$

for each $i \in \{1, 2\}$. As in Case 2, set $A_1 := A \cap S_1$ and $A_2 := A \cap (S_2 \setminus S_1)$ and let $\mathcal{H}'_1$ and $\mathcal{H}'_2$ be good hierarchies for $S_1$ and $S_2$, satisfied by $A_1$ and $A_2$, respectively, given by the induction hypothesis. Form a hierarchy $\mathcal{H}$ for $R$ by adding an edge from a vertex $u$ corresponding to $R$, to a vertex $v$ corresponding to $S$, and edges from $v$ to the roots of $\mathcal{H}'_1$ and $\mathcal{H}'_2$, that is, the vertices $w_1$ and $w_2$ corresponding to $S_1$ and $S_2$ (respectively), and set $x(uv) = x(uvw_1) = x(uvw_2) = 0$.

It is again easy to see that $\mathcal{H}$ is good, since $\mathcal{H}'_1$ and $\mathcal{H}'_2$ are good, and using the
Now, all of the increasing events involved in \( \mathcal{H}'_1 \), \( \mathcal{H}'_2 \) and \( D^2_S(S,R) \) are witnessed by disjoint subsets of \( A_1 \), \( A_2 \) and \( A \setminus S \), respectively, and \( A_1 \), \( A_2 \) and \( A \setminus S \) are disjoint sets (since \( A_1 \subset S_1 \), \( A_2 \cap S_1 = \emptyset \), and \( A_1 \cup A_2 \subset S \)), so all of these events occur disjointly. Now, \( S_2 \) is not in the trunk, and \( x(uv) = 0 \), so the only remaining events are the decreasing events involved in \( \mathcal{H}'_1 \) (that the frames of rectangles in the trunk are empty), which all depend only on sites in \( S_1 \setminus A_1 \), and therefore occur disjointly from those that depend on \( A_1 \), \( A_2 \) and \( A \setminus S \). The events involved in \( \mathcal{H} \) therefore occur disjointly, as required. \( \square \)

We are now ready to deduce our fundamental bound on the probability that a rectangle is internally filled, cf. [21, Section 10] or [19, Lemma 7]. Given a rectangle \( R \), let us write \( \mathcal{H}_R \) for the set of good hierarchies for \( R \), and for each \( \mathcal{H} \in \mathcal{H}_R \), set
\[
G^{(2)} = \text{tr}(G_{\mathcal{H}}) \quad \text{and} \quad G^{(1)}_{\mathcal{H}} = E(G_{\mathcal{H}}) \setminus G^{(2)}_{\mathcal{H}}.
\]
Recall also that \( \mathbb{P}_p \) denotes the probability space obtained by choosing \( A \) to be a \( p \)-random subset of \( [n]^2 \), and let us write \( I(R) \) for the event that \( R \) is internally filled by \( A \).

**Lemma 5.7.** If \( R \) is a rectangle with \( \text{long}(R) \leq (1/(2q)) \log(1/q) \), then
\[
\mathbb{P}_p(I(R)) \leq \sum_{\mathcal{H} \in \mathcal{H}_R} \left( \prod_{j=1}^2 \prod_{uv \in G^{(j)}_{\mathcal{H}}} \mathbb{P}_p(D^x_{\mathcal{H}}(uv)(R_u, R_v)) \right) \left( \prod_{u \in L(\mathcal{H})} \mathbb{P}_p(I(R_u)) \right). \tag{27}
\]

**Proof.** By Lemma 5.4, if \( R \) is internally filled by \( A \) then there exists a hierarchy \( \mathcal{H} \in \mathcal{H}_R \) that is satisfied by \( A \). By the union bound (over \( \mathcal{H}_R \)), it will therefore suffice to show that for each \( \mathcal{H} \in \mathcal{H}_R \), the probability that \( \mathcal{H} \) is satisfied by \( A \) is bounded above by the corresponding term of the right-hand side of (27). But this follows immediately from Definition 5.3 by Reimer’s Theorem, and hence (27) holds, as claimed. \( \square \)

We remark that we did not actually need the full power of Reimer’s Theorem in the proof above, since our events are particularly simple: each is the intersection of an increasing and a decreasing event, and the decreasing events are moreover primitive (i.e., a fixed set must be empty). For events of this form, the conclusion of Reimer’s theorem is actually a straightforward consequence of the van den Berg–Kesten lemma.

### 5.3. Weighted counting.

Recall that we can bound the probabilities on the right-hand side of (27) using Lemma 3.2 and Corollary 4.5. It therefore remains to control the ‘size’ of the set \( \mathcal{H}_R \); however, since hierarchies with many empty buffers are more numerous and less likely to be satisfied, we would like to give them lower ‘weight’ when measuring the size of \( \mathcal{H}_R \). Due to the form of the right-hand side of (17) (in particular, its dependence on \( \|x\| \)), we will find the following definition useful.

**Definition 5.8.** Given a rectangle \( R \), the weight of a hierarchy \( \mathcal{H} \in \mathcal{H}_R \) is defined to be
\[
w(\mathcal{H}) := \prod_{N \subset G_{\mathcal{H}}(u) = \{v\}} \left( \frac{1}{f(R_u)} \right) \|x(uv)\|.
\]

Given a hierarchy \( \mathcal{H} \), we will write \( v(\mathcal{H}) \) for the number of vertices of \( G_{\mathcal{H}} \), and \( s(\mathcal{H}) = |L(\mathcal{H})| \) for the number of seeds of \( \mathcal{H} \). (Note that \( \mathcal{H} \) has exactly \( s(\mathcal{H}) - 1 \) split vertices.) Given a rectangle \( R \), let us write
\[
\mathcal{H}_R(N, M) := \left\{ \mathcal{H} \in \mathcal{H}_R : v(\mathcal{H}) = N, s(\mathcal{H}) = M \right\}. \tag{28}
\]
The following lemma bounds the total weight of $\mathcal{H}_R(N, M)$.

**Lemma 5.9.** Let $R$ be a rectangle, and let $N, M \in \mathbb{N}$. Then

$$\sum_{\mathcal{H} \in \mathcal{H}_R(N, M)} w(\mathcal{H}) \leq \exp\left(16\left(N + M \log \phi(R)\right)\right).$$

*Proof.* Let us first fix the tree $G_{\mathcal{H}}$ and the labels $x(e)$ for each $e \in G_{\mathcal{H}}$. There are at most $3^N$ oriented rooted trees on $N$ vertices with maximum out-degree at most two (and edges oriented away from the root), and at most $24^N$ choices for the labels $x(e) \in \{0, 1\}^T$. We will choose the rectangles one by one, starting at the root and working our way down the tree, counting the number of choices (given the earlier choices) at each step.

Let $u \in V(G_{\mathcal{H}})$, and suppose that we have already chosen the rectangle $R_u$. Suppose first that $u$ is a split vertex, and let $N_{G_{\mathcal{H}}}(u) = \{v, w\}$. We clearly have at most $\phi(R)^4$ choices for each of $R_v$ and $R_w$, and hence (recalling that there are $M - 1$ split vertices) the total number of choices for the rectangles associated with the out-neighbours of split vertices is at most $\phi(R)^{8M}$. Similarly, if $N_{G_{\mathcal{H}}}(u) = \{v\}$ and $v$ is a split vertex or a seed, then we have at most $\phi(R)^4$ choices for $R_u$, so the total number of choices for the rectangles associated with such vertices is also at most $\phi(R)^{8M}$.

Suppose now that $N_{G_{\mathcal{H}}}(u) = \{v\}$ and $|N_{G_{\mathcal{H}}}(v)| = 1$, and recall from Definition 5.2 that $d(R_v, R_u) \leq 2f(R_u)$, and that either $\|x(\{w\})\| = z(R_v, R_u)$, or

$$\|x(\{w\})\| = z(R_v, R_u) - 1 \quad \text{and} \quad d(R_v, R_u) \in \{f(R_u), f(R_u) + 1\}.$$  

In either case we have at most $2^{10} f(R_u) \|x(\{w\})\|$ choices for $R_v$, and it follows that

$$\sum_{\mathcal{H} \in \mathcal{H}_R(N, M)} w(\mathcal{H}) \leq (3 \cdot 2^{14})^N \cdot \phi(R)^{16M} \leq \exp\left(16\left(N + M \log \phi(R)\right)\right),$$

as claimed. \qed

### 5.4. The height of a hierarchy.

Let us write $h(\mathcal{H})$ for the *height* of the hierarchy $\mathcal{H}$, that is, the number of vertices in the longest path from the root to a leaf of $G_{\mathcal{H}}$. In this subsection we will prove some straightforward (though sometimes slightly technical) properties of the height of a good hierarchy.

Let us begin with a simple lower bound on the size of a seed in a good hierarchy.

**Observation 5.10.** Let $R$ be a rectangle, and suppose that $\text{long}(R) \leq (1/(2q)) \log(1/q)$ and $\text{short}(R) \geq q^{-1/2}$. If $\mathcal{H} \in \mathcal{H}_R$, and $v \in V(G_{\mathcal{H}})$, then

$$\phi(R_v) \geq \frac{\delta}{q^{1/4}}.$$  

*Proof.* It suffices to prove the claimed bound for seeds of $\mathcal{H}$, so assume that $v$ is a seed, and that $v \in N_{G_{\mathcal{H}}}(u)$ (if $\mathcal{H}$ has only one vertex then the result is trivial). Since $u$ is not a seed and $\mathcal{H}$ is a good hierarchy (see Definition 5.2), we have $\text{short}(R_u) > q^{-1/2}$. Thus

$$\phi(R_v) \geq \min\{\phi(R_u) - 8f(R_u), f(R_u)\} \geq \frac{\delta}{q^{1/4}},$$

as required, since if $|N_{G_{\mathcal{H}}}(u)| = 1$ then $d(R_v, R_u) \leq 2f(R_u)$, and if $|N_{G_{\mathcal{H}}}(u)| = 2$ then $d(R_v, R_u) \geq f(R_u)$. Note that in the first step we used the fact that if $[R_v \cup R_w] = R_u$, then $\phi(R_v) + \phi(R_w) \geq \phi(R_u)$, and in the second we used the definition (16) of $f(R)$. \qed
Next, let us recall a simple but key observation from [19]. Let us say that a seed $S$ is large if $\text{long}(S) \geq 1/(3\sqrt{q})$, and denote by $m(H)$ the number of large seeds of a hierarchy $H$. Observe (or recall from [19, Observation 17]) that every non-leaf vertex of a good hierarchy lies above a large seed.

**Observation 5.11.** Let $R$ be a rectangle with $\text{short}(R) \geq q^{-1/2}$. If $H \in \mathcal{H}_R$, then

$$v(H) \leq 2 \cdot h(H) \cdot m(H).$$

**Proof.** Since $H$ is a good hierarchy for $R$, every non-leaf $u \in V(G_H)$ lies above a large seed. There are therefore at most $h(H) \cdot m(H)$ vertices that are either large seeds or non-seeds. Since each small seed is adjacent to a non-seed, and each non-seed is adjacent to at most one small seed, the claimed bound follows.

We will use Observation 5.11 together with the following lemma to bound the number of vertices in a ‘typical’ hierarchy $H \in \mathcal{H}_R$.

**Lemma 5.12.** Let $R$ be a rectangle with $\text{long}(R) \leq (1/(2q)) \log(1/q)$, and let $H \in \mathcal{H}_R$. Then either

$$h(H) \leq \frac{L_2}{\sqrt{q}},$$

or there exists a vertex $u \in V(G_H)$ such that either

$$\text{short}(R_u) \leq \frac{B}{q} \quad \text{and} \quad \text{long}(R_u) \geq 2L_1 \cdot \text{short}(R_u),$$

or

$$\text{short}(R_u) \geq \frac{B}{q} \quad \text{and} \quad \text{long}(R_u) \geq 4 \cdot \text{short}(R_u).$$

**Proof.** Suppose that there exists no vertex $u \in V(G_H)$ satisfying either (30) or (31); we will show that $h(H) \leq L_2/\sqrt{q}$. To do so, let $v$ be the root of $H$, let $P$ be a longest path in $G_H$ (from $v$ to a seed $w$), and partition (the vertex set of) $P$ into sets

$$P_1 := \{v\} \cup \{u \in P : \text{short}(R_u) > B/q\} \quad \text{and} \quad P_2 := P \setminus P_1.$$

Let $u_1$ be the lowest vertex of $P_1$, and let $u_2$ be the highest vertex of $P_2$.

We first claim that the distance (in $G_H$) from $u_2$ to $w$ is a most $L_1/(3\sqrt{q})$. To see this, note that any $w < y \leq u_2$ satisfies $\text{long}(R_y) < 2L_1 \cdot \text{short}(R_y)$, and so, by Definition 5.2, in the next two consecutive steps up $P$ the semi-perimeter increases by at least

$$\frac{\delta}{\sqrt{2L_1}} \cdot \sqrt{\text{long}(R_y)}.$$

Since $L_1$ is large, the claimed bound follows easily.

Similarly, we claim that the distance (in $G_H$) from $u_1$ to $v$ is a most $L_1/(3\sqrt{q})$. To see this, note that any $v > y \geq u_1$ satisfies $4 \cdot \text{short}(R_y) > \text{long}(R_y)$, so in the next two consecutive steps up $P$, either we reach $v$, or the semi-perimeter increases by at least

$$\frac{\delta}{\sqrt{q}} \exp\left(q \cdot \phi(R_y)/5\right).$$

---

4Recall that $L_2 = L_2(B, C, \delta, L_1)$ is a sufficiently large constant. The lemma also holds with a smaller constant in (29), but this particular tripartition will be convenient in Section 6.
It is again not difficult to see that the claimed bound holds; indeed, the semi-perimeter takes at most \( x = L_1/(6\sqrt{q}) \) steps to increase by \( 5/q \), then at most \( x/2 \) steps to increase by \( 5/q \) again, and so on, until it has increased by \( (5/q) \log_2 x \) in at most \( 2x \) steps. \( \square \)

The next lemma bounds the height of \( \mathcal{H} \) in the case where only (30) is satisfied.

**Lemma 5.13.** Let \( R \) be a rectangle with \( \text{long}(R) \leq (1/(2q)) \log(1/q) \), and let \( \mathcal{H} \in \mathcal{H}_R \). Suppose that neither (29) nor (31) holds for any vertex \( u \in V(G_\mathcal{H}) \). Then the vertex \( u \) satisfying (30) may be chosen so that

\[
h(\mathcal{H}) \leq L_1 q^{1/4} \cdot \text{long}(R_u).
\]  

**Proof.** Let \( u \in V(G_\mathcal{H}) \) be a vertex satisfying (30) with \( \text{long}(R_u) \) maximal, and set \( c = \text{short}(R_u) \) and \( d = \text{long}(R_u) \). Let \( P \) be the longest path in \( \mathcal{H} \), and observe that \( P \) contains at most \( L_1/(3\sqrt{q}) \) vertices \( v \) with \( \text{short}(R_v) > B/q \), as in the proof of Lemma 5.12, since \( \mathcal{H} \) contains no vertex such that (31) holds. Observe also that \( P \) contains at most \( (L_1 q^{1/4}/2) \cdot d \) vertices \( v \) with \( \text{long}(R_v) \leq d \), since it follows from Definition 5.2 that in each two consecutive steps the semi-perimeter increases by at least \( \delta q^{-1/4} \).

Finally, we claim that \( P \) contains at most \( L_2/(3\sqrt{q}) \) vertices \( v \) with \( \text{short}(R_v) \leq B/q \) and \( \text{long}(R_v) > d \). To see this, note that \( 2L_1 \cdot \text{short}(R_v) > \text{long}(R_v) \), by our choice of \( u \), and therefore in each two consecutive steps up \( P \), the semi-perimeter increases by at least

\[
\frac{\delta}{\sqrt{2L_1}} \cdot \sqrt{\text{long}(R_v)} \geq \frac{\delta}{2\sqrt{L_1}} \cdot \sqrt{\phi(R_v)}.
\]

It now follows easily that after \( L_2/(3\sqrt{q}) \) steps we have \( \phi(R_u) \geq 3L_1 B/q \), and hence \( \text{short}(R_u) \geq B/q \), as claimed.

Since (29) does not hold, it follows that

\[
L_2 \leq h(\mathcal{H}) \leq \frac{L_1 q^{1/4}}{2} \cdot \text{long}(R_u) + \frac{L_2}{2\sqrt{q}},
\]

and hence we obtain (32), as required. \( \square \)

Define the **upper trunk** of \( \mathcal{H} \) to be the following set of vertices\(^5\) of the trunk:

\[
\text{up}(\mathcal{H}) := \left\{ u \in V(G_\mathcal{H}) : u \text{ is in the trunk of } \mathcal{H} \text{ and } \text{short}(R_u) \geq B/q \right\}.
\]

The final lemma of this subsection bounds the sum of the semi-perimeters of rectangles in the upper trunk when there does not exist a vertex \( u \in V(G_\mathcal{H}) \) satisfying (31).

**Lemma 5.14.** Let \( R \) be a rectangle with \( \text{long}(R) \leq (1/(2q)) \log(1/q) \), and let \( \mathcal{H} \in \mathcal{H}_R \). Then either

\[
\sum_{u \in \text{up}(\mathcal{H})} \phi(R_u) \leq \frac{L_2}{q^{3/2}},
\]

or there exists a vertex \( u \in V(G_\mathcal{H}) \) such that

\[
\text{short}(R_u) \geq \frac{B}{q} \quad \text{and} \quad \text{long}(R_u) \geq 4 \cdot \text{short}(R_u).
\]

\(^5\)Recall that \( \text{tr}(\mathcal{H}) \) denotes the set of edges of the trunk; we hope that this minor inconsistency in our notation (which will be quite convenient) will not confuse the reader.
Proof. If \( u \in \text{up}(\mathcal{H}) \), and \( u \) does not satisfy (33), then by Definition 5.2 (as in the proof of Lemma 5.12), in the next two consecutive steps up the trunk either we reach the root \( v \), or the semi-perimeter increases by at least
\[
\frac{\delta}{\sqrt{q}} \exp\left(q \cdot \phi(R_y) / 5\right).
\]
Set \( x = L_1 / \sqrt{q} \), and observe (cf. the proof of Lemma 5.12) that there are at most \( 2^{k+1} x \) vertices \( u \in \text{up}(\mathcal{H}) \) with \( \phi(R_u) \geq (B + 5k)/q \), for each \( 0 \leq k \leq \log_2 x \). It follows that
\[
\sum_{u \in \text{up}(\mathcal{H})} \phi(R_u) \leq \sum_{k=0}^{\infty} \frac{B + 5k}{q} \cdot \frac{x}{2^{k-1}} \leq \frac{L_2}{q^{3/2}},
\]
as required. \( \square \)

5.5. **The pods of a hierarchy.** To finish this section, let us recall the following important lemma from [21], which is known as the ‘pod lemma’, and prove a generalization which we will be useful in Section 6, below. Recall from (10) the definition of \( U(S, R) \).

**Lemma 5.15** (Lemma 38 of [21]). Let \( \mathcal{H} \in \mathcal{H}_R \). Then there exists a rectangle \( S \subset R \) such that
\[
\dim(S) \leq \sum_{w \in L(\mathcal{H})} \dim(R_w)
\]
and
\[
\sum_{N_{G_{\mathcal{H}}}(u) = \{ v \}} U(R_v, R_u) \geq U(S, R) - 2(s(\mathcal{H}) - 1)qg(\sqrt{q}).
\]

Holroyd called the rectangle \( S \) the *pod* of \( \mathcal{H} \). Roughly speaking, Lemma 5.15 says that the ‘cost’ of the growth (given the size of the seeds) is minimized by placing all of the seeds near to one another, at the very bottom of the hierarchy. However, when we are in the case corresponding to (30) (or, more precisely, Lemma 5.13), we will need to make use of the special rectangle \( R_u \), which is somewhere in the middle of \( \mathcal{H} \). In order to use the fact that this rectangle appears in the hierarchy when minimizing the ‘cost’ of growth, we instead form two pods: one corresponding to the growth inside the special rectangle \( R_u \), the other corresponding to the growth of this rectangle to fill \( R \).

**Lemma 5.16.** Let \( \mathcal{H} \in \mathcal{H}_R \) and let \( u \in V(G_{\mathcal{H}}) \). Then there exist rectangles \( S_1 \subset R_u \) and \( R_u \subset S_2 \subset R \), such that
\[
\dim(S_1) + \dim(S_2) - \dim(R_u) \leq \sum_{w \in L(\mathcal{H})} \dim(R_w)
\]
and
\[
\sum_{N_{G_{\mathcal{H}}}(u) = \{ v \}} U(R_w, R_v) \geq U(S_1, R_u) + U(S_2, R) - 2(s(\mathcal{H}) - 1)qg(\sqrt{q}).
\]

The proof of Lemma 5.16 is essentially the same as that of Lemma 5.15, and so we will give only a brief sketch here, and refer the reader to [21] for the details.

**Sketch proof of Lemma 5.16.** We will use induction on the distance from \( u \) to the root. Note first that when \( u \) is the root of \( \mathcal{H} \), then the claimed conclusion follows from Lemma 5.15 by setting \( S_1 = S \) and \( S_2 = R \). For the induction step, we divide into cases according to whether the root has one or two neighbours.
Indeed, suppose first that the root has one neighbour, \(x\), and apply the induction hypothesis to the sub-hierarchy of \(H\) rooted at \(x\) to obtain pods \(S_1\) and \(S_2\). Note that these pods satisfy (34), and also (35), since the inequality
\[
U(R, R) \geq U(S_2, R) - U(S_2, R_x),
\]
follows immediately from the definition. On the other hand, if the root has two neighbours, \(x\) and \(y\), and \(u\) is a descendant of \(x\), then we apply the induction hypothesis to the sub-hierarchy of \(H\) rooted at \(x\), giving pods \(S'_1\) and \(S'_2\), and Lemma 5.15 to the sub-hierarchy of \(H\) rooted at \(y\), giving a pod \(T\). Set \(S_1 := S'_1\), and choose \(S_2\), with
\[
\dim(S'_2) \leq \dim(S_2) \leq \dim(S'_2) + \dim(T)
\]
and
\[
U(S'_2, R_x) + U(T, R_y) \geq U(S_2, R) - 2qg(\sqrt{q})
\]
by applying [21, Proposition 15], exactly as in the proof of [21, Lemma 38]. Noting that \(s(H) = s(H_x) + s(H_y)\), the inequalities (34) and (35) follow.  

\[
\text{6. Proof of Theorem 1.1 }
\]

In this section we will put the pieces together and prove Theorem 1.1. The main step is the proof of Theorem 2.1, which we restate (this time with explicit constants) for convenience. Recall that \(I(R)\) denotes the event that \(R\) is internally filled by \(A\).

**Theorem 6.1.** Let \(R\) be a rectangle with dimensions \(\dim(R) = (a, b)\), and suppose that \(a \leq b\), and
\[
\frac{3e2B}{q} \leq b \leq \frac{1}{2q} \log \frac{1}{q}.
\]
Then
\[
\mathbb{P}_p(I(R)) \leq \exp \left( - \min \left\{ \frac{2\lambda}{q} + \frac{1}{q^{3/4}}, (b - a)g(aq) + \frac{2}{q} \int_0^{aq} g(z) dz - \frac{L_6}{\sqrt{q}} \right\} \right).
\]

We will begin by giving an outline of the proof of Theorem 6.1, and proving a couple of straightforward technical lemmas. Let us fix a rectangle \(R\) as in the theorem until the end of its proof. The first step is to recall that
\[
\mathbb{P}_p(I(R)) \leq \sum_{H \in \mathcal{H}_R} \left( \prod_{j=1}^{2} \prod_{uv \in G^{(j;H)}} \mathbb{P}_p(D_j^{x(u;v)}(R_v, R_u)) \right)^{2} \mathbb{P}_p(I(R_u)),
\]
(37)
by Lemma 5.7, where we used the upper bound on \(\text{long}(R)\) given by (36). Recall that \(g(z)\) is decreasing, and (from Definition 5.2) that \(\text{short}(R_u) \leq q^{-1/2}\) for every leaf \(u \in L(H)\) of a good hierarchy \(H\). Therefore, if \(H \in \mathcal{H}_R\), then
\[
\mathbb{P}_p(I(R_u)) \leq 3^{\varphi(R_u)} \exp \left( - \varphi(R_u)g(\sqrt{q}) \right)
\]
(38)
for each leaf \(u \in L(H)\), by Lemma 3.2. Moreover, since \(d(R_v, R_u) \leq 2f(R_u)\) whenever \(N_{G_H}(u) = \{v\}\), if \(R_u\) is \(j\)-critical for some \(j \in \{1, 2\}\), then
\[
\mathbb{P}_p(D_j^{x(u;v)}(R_v, R_u)) \leq C^j \left( \frac{\delta}{f(R_u)} \right)^{||x(u;v)||} \exp \left( - Q(R_v, R_u) + 4\varphi(R_u)q \right)
\]
(39)
by Corollary 4.5, where \(Q(R_v, R_u)\) was defined in (11). Unfortunately, however, some rectangles are neither 1- nor 2-critical, and we must deal with these separately.
Lemma 6.2. The probability that there exists an internally filled rectangle \( S \subset R \) with
\[
\text{short}(S) \leq \frac{B}{q} \quad \text{and} \quad \text{long}(S) \geq \frac{3e^2B}{q}
\] (40)
or an internally filled rectangle \( S \subset R \) with
\[
\text{short}(S) \leq \frac{1}{q} \quad \text{and} \quad \text{long}(S) \geq \frac{B}{2q}
\] (41)
is at most \( e^{-2/q} \).

Proof. Observe that if \( S \subset R \) is internally filled, then it must be crossed from left to right, and from bottom to top. By Lemma 3.3, it follows that if \( S \) satisfies (40) then
\[
P_p(I(S)) \leq \exp \left( -\text{long}(S) \cdot g\left(q \cdot \text{short}(S)\right) \right) \leq \exp \left( -\frac{3e^2B g(B)}{q} \right).
\]
Recalling that \( g(z) \sim e^{-z} \) as \( z \to \infty \) (and that \( B \) is large), and applying the union bound, it follows that the probability that there exists such a rectangle \( S \) is at most
\[
\left(\text{long}(R)\right)^4 \cdot \exp \left( -\frac{3e^2B g(B)}{q} \right) \leq \frac{1}{2} \cdot e^{-2/q}.
\]
The same bound (with the same proof, noting that \( B > 4/g(1) \), since \( B \) is sufficiently large) holds if \( S \) satisfies (41). The result then follows by the union bound. \( \square \)

Note that \( \lambda = \pi^2/18 < 1 \), so by Lemma 6.2 we may assume that \( R \) contains no internally filled rectangle \( S \) satisfying (40) or (41). It follows that each rectangle \( R_u \) (where \( u \in V(G_H) \)) either satisfies the condition (14) of Lemma 4.3 (and hence is 1-critical), or satisfies the condition (15) of Lemma 4.4 (and hence is 2-critical). Note also that, since \( b \geq 3e^{2B}/q \), by (36), we may assume from now on that \( a \geq B/q \).

The next problem is that we would like \( R_u \) to be \( j \)-critical when \( uv \in G_H^{(j)} \), and this is not necessarily the case. However, since \( D_2^{(uv)}(R_v, R_u) \subset D_1^{(uv)}(R_v, R_u) \), it is not a problem if \( uv \in G_H^{(2)} = \text{tr}(G_H) \) for some \( u \) with \( \text{short}(R_u) \leq B/q \). The next lemma bounds the probability that there exists \( uv \in G_H^{(1)} \) with \( N_{G_H}(u) = \{v\} \) and \( \text{short}(R_u) > B/q \).

Lemma 6.3. The probability that there exist two disjointly internally filled rectangles \( S_1, S_2 \subset R \) with
\[
\min \left\{ \text{short}(S_1), \text{short}(S_2) \right\} \geq \frac{B}{q}
\] (42)
is at most \( e^{-2/q + o(1/q)} \).

This lemma is an almost immediate consequence of Holroyd’s theorem and the van den Berg–Kesten lemma. However, for convenience (since the version we need is not explicitly stated in [21]) we will deduce it from the following (very weak) consequence of [19, Proposition 15], which holds since \( 2\lambda = \pi^2/9 > 1 \).
Proof of Lemma 6.3. By the van den Berg–Kesten inequality and Proposition 6.4, the probability that two given rectangles \( S_1 \) and \( S_2 \), each with short side at least \( B/q \), are disjointly internally filled is at most \( e^{-2/q} \). By the union bound, it follows that the probability that two such disjointly internally filled rectangles exist is at most
\[
\left( \text{long}(R) \right)^8 e^{-2/q} = e^{-2/q + o(1/q)},
\]
as claimed. \( \square \)

Note that if there exists a vertex \( u \) with \( \text{short}(R_u) \geq B/q \) that is not in the trunk, then there must exist a split vertex above \( u \) whose neighbours are labelled with disjointly internally filled rectangles \( S_1 \) and \( S_2 \) satisfying (42). Hence, by Lemma 6.3, and recalling that \( \lambda < 1 \), we may assume that every vertex \( u \in V(G_H) \) with \( \text{short}(R_u) \geq B/q \) is in the trunk, and hence \( u \) is internally filled is bounded from above by \( e^{-2/q + o(1/q)} \) plus

\[
\sum_{\mathcal{H} \in \mathcal{H}_R^*} 3^{X(H)} e^{-X(H)g(\sqrt{q})} \prod_{N_{G_H}(u) = \{v\}} C^9 \left( \frac{\delta}{f(R_u)} \right)^{\|X(u,v)\}} \exp \left( -Q(R_v, R_u) + 4\phi(R_u)q \right),
\]

where \( \mathcal{H}^*_R \) denotes the set of hierarchies \( \mathcal{H} \in \mathcal{H}_R \) that contain no rectangle satisfying either (40) or (41), and such that every vertex \( u \in V(G_H) \) with \( \text{short}(R_u) \geq B/q \) is in the trunk. By Definition 5.8, this is at most

\[
\sum_{\mathcal{H} \in \mathcal{H}_R^*} w(H) \cdot C^{qv(H)} \cdot 3^{X(H)} e^{-X(H)g(\sqrt{q})} \prod_{N_{G_H}(u) = \{v\}} \exp \left( -Q(R_v, R_u) + 4\phi(R_u)q \right). \tag{43}
\]

The rest of the proof of Theorem 6.1 is just a careful analysis of (43).

Proof of Theorem 6.1. As explained above, by Lemmas 3.2, 5.7, 6.2 and 6.3, and Corollary 4.5, to prove the theorem it will suffice to bound (43). Let us set

\[
A(H) := w(H) \cdot C^{qv(H)} \cdot 3^{X(H)} e^{-X(H)g(\sqrt{q})} \prod_{N_{G_H}(u) = \{v\}} \exp \left( -Q(R_v, R_u) + 4\phi(R_u)q \right)
\]

for each \( \mathcal{H} \in \mathcal{H}_R^* \), and write \( \mathcal{H}_R^{(1)} \) for the set of \( \mathcal{H} \in \mathcal{H}_R^* \) such that

\[
h(H) \leq \frac{L_2}{\sqrt{q}} \quad \text{and} \quad \sum_{u \in \text{up}(H)} \phi(R_u) \leq \frac{L_2}{q^{\sqrt{q}/2}}, \tag{44}
\]
cf. Lemmas 5.12 and 5.14. Let us note that this is the most important class of hierarchies, since it will turn out that the remaining hierarchies \( \mathcal{H}_R^* \setminus \mathcal{H}_R^{(1)} \) contribute only smaller order terms to (43). To slightly simplify the formulae below, let us write

\[
J(R) := \frac{2 - a}{q} \int_0^{aq} g(z) \, dz + (b - a)g(aq),
\]

Proposition 6.4. Let \( S \subset R \) be a rectangle with \( \text{short}(S) \geq B/q \). Then
\[
\mathbb{P}_p(I(S)) \leq e^{-1/q}. \]
where we recall that \( a = \text{short}(R) \) and \( b = \text{long}(R) \).

**Claim 1:** \( \sum_{\mathcal{H} \in \mathcal{H}^{(1)}_R} \Lambda(\mathcal{H}) \leq \exp\left( -J(R) + \frac{L_5}{\sqrt{q}} \right) + e^{-2/q} \).

**Proof of Claim 1.** The proof is a fairly standard (if somewhat complicated) calculation, similar to, e.g., [19], the main new ingredient being the weighted counting of Lemma 5.9.

The first step is to deal with hierarchies with \( X(\mathcal{H}) > 1/q \), and to do so we will first show that

\[ \Lambda(\mathcal{H}) \leq w(\mathcal{H}) \cdot C^{10e(\mathcal{H})} \cdot \exp\left( -\frac{X(\mathcal{H})}{5} \log \frac{1}{q} + \frac{4L_2}{\sqrt{q}} \right) \tag{45} \]

for every \( \mathcal{H} \in \mathcal{H}^{(1)}_R \). To see this, recall first that every vertex \( u \) with \( \text{short}(R_u) \geq B/q \) is in the trunk, and no rectangle that appears in \( \mathcal{H} \) satisfies (40). It follows that \( \text{short}(R_u) \leq B/q \) and \( \text{long}(R_u) \leq 3e^{2B}/q \) for every \( u \notin \text{up}(\mathcal{H}) \), and hence, by (44), we have

\[ \prod_{N \in \mathcal{H}(u) = \{v\}} \exp\left( 4 \phi(R_u) q \right) \leq C^{v(\mathcal{H})} \exp\left( 4L_2/\sqrt{q} \right), \tag{46} \]

since \( C = C(B) > 0 \) was chosen sufficiently large. Next, observe that

\[ 3^{X(\mathcal{H})} e^{-X(\mathcal{H}) g(\sqrt{q})} \leq \exp\left( -\frac{X(\mathcal{H})}{4} \left( \log \frac{1}{3^4 q} - 4q^{1/4} \right) \right) \leq \exp\left( -\frac{X(\mathcal{H})}{5} \log \frac{1}{q} \right), \tag{47} \]

since \( g(\sqrt{q}) \geq \log(q^{-1/4}) - q^{1/4} \), by (6). Noting that \( Q(R_v, R_u) \geq 0 \) for every \( R_v \subset R_u \), since \( g(z) \) is positive, and using (46) and (47), we obtain (45), as claimed.

Now, recall that \( m(\mathcal{H}) \) denotes the number of large seeds in a hierarchy \( \mathcal{H} \), and that

\[ v(\mathcal{H}) \leq 2 \cdot h(\mathcal{H}) \cdot m(\mathcal{H}) \]

by Observation 5.11, and observe that therefore

\[ X(\mathcal{H}) \geq \frac{m(\mathcal{H})}{3\sqrt{q}} + \frac{\delta(s(\mathcal{H}) - m(\mathcal{H}))}{q^{1/4}} \geq \frac{v(\mathcal{H})}{L_3} + \frac{s(\mathcal{H})}{q^{1/5}} \tag{48} \]

by Observation 5.10 and (44). We claim next that

\[ \sum_{\mathcal{H} \in \mathcal{H}^{(1)}_R : X(\mathcal{H}) > 1/q} \Lambda(\mathcal{H}) \leq e^{-2/q}. \tag{49} \]

To prove (49), let us write

\[ \mathcal{H}^{(1)}_R(N, M) := \left\{ \mathcal{H} \in \mathcal{H}^{(1)}_R : v(\mathcal{H}) = N, s(\mathcal{H}) = M \right\}, \]

as in (28), and recall that, by Lemma 5.9,

\[ \sum_{\mathcal{H} \in \mathcal{H}^{(1)}_R(N, M)} w(\mathcal{H}) \leq \exp\left( 16\left( N + M \log \phi(R) \right) \right). \tag{50} \]
Combining (45) with (48) and (50), it follows that

\[
\sum_{\mathcal{H} \in \mathcal{H}^{(1)}_R} \Lambda(\mathcal{H}) \leq \sum_{N, M} \sum_{\mathcal{H} \in \mathcal{H}^{(1)}_{R(N, M)}} w(\mathcal{H}) \cdot C^{10w(\mathcal{H})} \cdot \exp \left( -\frac{X(\mathcal{H})}{5} \log \frac{1}{q} + \frac{4L_2}{\sqrt{q}} \right)
\]

\[
\leq e^{-2/q} \sum_{N, M} \exp \left( -C N - M q^{-1/5} \right) \sum_{\mathcal{H} \in \mathcal{H}^{(1)}_{R(N, M)}} w(\mathcal{H})
\]

\[
\leq e^{-2/q} \sum_{N, M} \exp \left( -N - M \right) \leq e^{-2/q},
\]
as claimed, where in the second step we used the bound \(X(\mathcal{H}) > 1/q \gg 1\).

We will therefore assume from now on that

\[
X(\mathcal{H}) \leq \frac{1}{q}.
\] (51)

We next claim that

\[
\Lambda(\mathcal{H}) \leq w(\mathcal{H}) \cdot C^{10w(\mathcal{H})} \cdot \exp \left( -\frac{U(S, R)}{q} - \frac{X(\mathcal{H})}{4} \log \frac{1}{q} + 13L_2 \cdot X(\mathcal{H}) \right).
\] (52)

To prove this we repeat the proof of (45), being slightly less wasteful in (47), and replacing the trivial bound \(Q(S, R) \geq 0\) by a more complicated argument. To be more precise, recall that \(U(R_v, R_u) \leq q \cdot Q(R_v, R_u)\) for every \(R_v \subset R_u\), by Lemma 3.8, and that therefore, by Lemma 5.15, there exists a pod \(S\), with \(\phi(S) \leq X(\mathcal{H})\), such that

\[
\sum_{N \in \mathcal{H}(u) \{v\}} Q(R_v, R_u) \geq \sum_{N \in \mathcal{H}(u) \{v\}} \frac{U(R_v, R_u)}{q} \geq \frac{U(S, R)}{q} - 2s(\mathcal{H}) g(\sqrt{q}).
\] (53)

Now, recall from (48) that we have \(X(\mathcal{H}) \geq s(\mathcal{H}) \cdot q^{-1/5} \gg s(\mathcal{H}) g(\sqrt{q})\), and note that \(X(\mathcal{H}) \geq 1/(3\sqrt{q})\), since every hierarchy in \(\mathcal{H}_R\) has at least one large seed. Hence, by (46), (47) and (53), we obtain (52), as claimed.

Now, by Lemma 3.7, we have

\[
\frac{U(S, R)}{q} \geq 2 \int_0^{aq} g(z) dz + (b - a)g(aq) - \frac{\phi(S)}{2} \log \left( 1 + \frac{1}{\phi(S)q} \right) - O(\phi(S)),
\]
since (51) implies\(^6\) that \(\phi(S) \leq X(\mathcal{H}) \leq 1/q \leq a\), and hence

\[
\frac{U(S, R)}{q} \geq J(R) - \frac{X(\mathcal{H})}{2} \log \left( 1 + \frac{1}{X(\mathcal{H})q} \right) - O(X(\mathcal{H})),
\]
since the function \(x \mapsto x \log \left( 1 + \frac{1}{x} \right)\) is increasing. Combining this with (52), recalling that \(v(\mathcal{H}) \leq L_3 \cdot X(\mathcal{H})\), by (48), and noting that \(1 + \frac{X(\mathcal{H})q}{X(\mathcal{H})q} \leq \frac{2}{X(\mathcal{H})q}\), by (51), we obtain

\[
\Lambda(\mathcal{H}) \leq w(\mathcal{H}) \cdot \exp \left( -J(R) - \frac{X(\mathcal{H})}{2} \log \frac{X(\mathcal{H}) \sqrt{q}}{L_4} \right)
\] (54)

where \(L_4 = C^{O(L_3)}\). Finally, observe that, by (48) and (50), we have

\[
\sum_{\mathcal{H} \in \mathcal{H}^{(1)}_{R(X(\mathcal{H}) = x}} w(\mathcal{H}) \leq \exp \left( O(L_3 \cdot x) \right)
\]

---

\(^6\)Recall that, by Lemma 6.2, we may assume that \(a \geq B/q\).
for any \( x \in \mathbb{N} \). It follows that

\[
\sum_{\mathcal{H} \in \mathcal{H}_R^{(1)}} \Lambda(\mathcal{H}) \leq e^{-\mathcal{J}(R)} \sum_{x=1}^{1/q} \exp \left( -\frac{x}{2} \log \frac{x}{L_4} \right) \sum_{\mathcal{H} \in \mathcal{H}_R^{(1)}} w(\mathcal{H})
\]

\[
\leq e^{-\mathcal{J}(R)} \sum_{x=1}^{1/q} \exp \left( -\frac{x}{2} \log \frac{x}{L_4} + O(L_3 \cdot x) \right) \leq \exp \left( -\mathcal{J}(R) + \frac{L_5}{\sqrt{q}} \right),
\]

where \( L_5 = L_4 \cdot e^{O(L_3)} \), since the summand decreases super-exponentially quickly once \( x \sqrt{q} \) is larger than this. This completes the proof of Claim 1.

If \( \mathcal{H} \in \mathcal{H}_R^{*} \setminus \mathcal{H}_R^{(1)} \) then, by Lemmas 5.12 and 5.14, there exists a vertex \( u \in V(G_H) \) satisfying either (30) or (31). The rest of the proof consists of bounding the contribution to (43) of hierarchies containing such a vertex. In order to simplify the argument, it will be convenient to first (in Claims 2 and 3) deal with those hierarchies in which either \( v(\mathcal{H}) \) or \( X(\mathcal{H}) \) is unusually large. We then (in Claims 4 and 5) consider the remaining hierarchies with an ‘abnormal’ vertex, i.e., one satisfying either (30) or (31).

We begin by considering hierarchies with unusually many vertices. Let us write \( \mathcal{H}_R^{(2)} \) for the set of \( \mathcal{H} \in \mathcal{H}_R^{*} \setminus \mathcal{H}_R^{(1)} \) such that

\[
v(\mathcal{H}) \geq 8 \cdot s(\mathcal{H}) + \frac{4L_1}{q^{3/4}}.
\]

For such hierarchies we will prove the following stronger bound.

**Claim 2:** \( \sum_{\mathcal{H} \in \mathcal{H}_R^{(2)}} \Lambda(\mathcal{H}) \leq e^{-2/q}. \)

**Proof of Claim 2.** The first step is to prove the following bounds,

\[
|\text{up}(\mathcal{H})| \leq \frac{L_1}{\sqrt{q}} \log \frac{1}{q} \quad \text{and} \quad \sum_{u \in \text{up}(\mathcal{H})} \phi(R_u) \leq \frac{L_1}{q^{3/2}} \left( \log \frac{1}{q} \right)^2
\]

which replace those in (44), and hold for any \( \mathcal{H} \in \mathcal{H}_R. \) Both follow immediately from the upper bound on \( b = \text{long}(R) \) in (36), and the observation that in two consecutive steps of \( \text{up}(\mathcal{H}) \), the semi-perimeter of the corresponding rectangles grows by at least \( \delta/\sqrt{q} \).

Now, for each \( \mathcal{H} \in \mathcal{H}_R^{(2)} \), consider the set \( \mathcal{Y}(\mathcal{H}) \) of edges \( uv \in G_H \) such that

\[
\text{short}(R_u) \leq \frac{B}{q}, \quad N_{G_H}(u) = \{v\} \quad \text{and} \quad |N_{G_H}(v)| = 1.
\]

We claim that

\[
|\mathcal{Y}(\mathcal{H})| \geq v(\mathcal{H}) - 4s(\mathcal{H}) - |\text{up}(\mathcal{H})| \geq \frac{v(\mathcal{H})}{2} + \frac{L_1}{q^{3/4}}.
\]

To see this, recall that \( \mathcal{H} \) has \( s(\mathcal{H}) \) seeds and \( s(\mathcal{H}) - 1 \) split vertices, and so there are at most \( 4s(\mathcal{H}) - 2 \) vertices \( u \in V(G_H) \) that are either seeds, or split-vertices, or have a single out-neighbour that is a seed or a split vertex. Moreover, \( \mathcal{H} \in \mathcal{H}_R^{*} \) implies that every vertex \( u \in V(G_H) \) with \( \text{short}(R_u) \geq B/q \) is in the trunk. The second inequality follows from (55) and (56).
We next claim that
\[
\Lambda(\mathcal{H}) \leq w(\mathcal{H}) \cdot C^{10v(\mathcal{H})} \cdot \exp \left( \frac{4L_1}{\sqrt{q}} \left( \log \frac{1}{q} \right)^2 - \frac{2|\mathcal{Y}(\mathcal{H})|}{q^{1/4}} \right). \tag{58}
\]

The proof of this is similar to that of (45). Indeed, we obtain a slightly weaker bound in place of (46) by using (56) instead of (44), and (47) still holds, and the right-hand side is at most 1. Moreover, \( \mathcal{H} \in \mathcal{H}^*_R \) implies that \( \log(R_u) \leq 3e^{2B}/q \) for each edge \( uv \in \mathcal{Y}(\mathcal{H}) \), and therefore
\[
Q(R_u, R_v) \geq \frac{\delta q(3e^{2B})}{q^{1/4}} \geq \frac{\delta^2}{q^{1/4}},
\]
for each such edge, since \( d(R_u, R_v) \geq f(R_u) \geq \delta \sqrt{\text{short}(R_u)} \geq \delta q^{-1/4} \), by Definition 5.2 and (16), and since \( \delta = \delta(B) \) was chosen sufficiently small. Plugging these bounds into the definition of \( \Lambda(\mathcal{H}) \), we obtain (58).

By (57), it follows that
\[
\Lambda(\mathcal{H}) \leq w(\mathcal{H}) \cdot \exp \left( -\frac{3|\mathcal{Y}(\mathcal{H})|}{q^{1/4}} \right),
\]
and hence, by (57) and Lemma 5.9, and since \( \phi(R) \leq 1/q^2 \), we obtain
\[
\sum_{\mathcal{H} \in \mathcal{H}^{(2)}_R} \Lambda(\mathcal{H}) \leq \sum_{y \geq L_1 q^{-3/4}} \exp \left( \frac{-\delta^3 y}{q^{1/4}} \right) \sum_{M=1}^{2y} \sum_{N=M}^{2y} \sum_{|\mathcal{Y}(\mathcal{H})|=y} w(\mathcal{H}) \leq \sum_{y \geq L_1 q^{-3/4}} \exp \left( \frac{-\delta^3 y}{q^{1/4}} \right) \sum_{M=1}^{2y} \sum_{N=M}^{2y} \exp \left( 16 \left( N + 2M \log \frac{1}{q} \right) \right) \leq \sum_{y \geq L_1 q^{-3/4}} \exp \left( \frac{-\delta^4 y}{q^{1/4}} \right) \leq e^{-2/q},
\]
as required. \( \square \)

We will next deal with those hierarchies for which \( X(\mathcal{H}) \) is unusually large. To be precise, let us define \( \mathcal{H}^{(3)}_R \) to be the set of \( \mathcal{H} \in \mathcal{H}^*_R \setminus \left( \mathcal{H}^{(1)}_R \cup \mathcal{H}^{(2)}_R \right) \) such that
\[
X(\mathcal{H}) \geq \frac{1}{L_2 q^{3/4}}. \tag{59}
\]
For this class of hierarchies we will prove the following bound.

Claim 3: \( \sum_{\mathcal{H} \in \mathcal{H}^{(3)}_R} \Lambda(\mathcal{H}) \leq \exp \left( -\mathcal{J}(R) - \frac{1}{q^{3/4}} \right) + e^{-2/q} \).

Proof of Claim 3. Let \( \mathcal{H} \in \mathcal{H}^{(3)}_R \), and observe that
\[
v(\mathcal{H}) \leq 8 \cdot s(\mathcal{H}) + \frac{4L_1}{q^{3/4}} \quad \text{and} \quad \sum_{uv \in \text{up}(\mathcal{H})} \phi(R_u) \leq \frac{L_1}{q^{3/2}} \left( \log \frac{1}{q} \right)^2, \tag{60}
\]
where the first inequality holds since \( \mathcal{H} \notin \mathcal{H}^{(2)}_R \), and the second holds for any \( \mathcal{H} \in \mathcal{H}_R \), by (56). We will repeat the proof of Claim 1, using the bounds (60) instead of (44).
Indeed, note (cf. (46)) that
\[
\prod_{u \in \mathcal{H}} \exp \left( 4\phi(R_u)q \right) \leq C^{v(\mathcal{H})} \exp \left( \frac{4L_1}{\sqrt{q}} \left( \log \frac{1}{q} \right)^2 \right),
\] (61)
and hence, using (47), we obtain
\[
\Lambda(\mathcal{H}) \leq w(\mathcal{H}) \cdot C^{10v(\mathcal{H})} \cdot \exp \left( -\frac{X(\mathcal{H})}{5} \log \frac{1}{q} + \frac{4L_1}{\sqrt{q}} \left( \log \frac{1}{q} \right)^2 \right).
\]

Now, note that, by Observation 5.10 and the bounds (59) and (60), we have
\[
X(\mathcal{H}) \geq \frac{1}{L_2} \cdot \max \left\{ \frac{s(\mathcal{H})}{q^{1/4}}, \frac{1}{q^{3/4}} \right\} \geq \frac{v(\mathcal{H})}{L_3},
\]
It follows, exactly as in the proof of Claim 1 (cf. the proof of (49)), that
\[
\sum_{\mathcal{H} \in \mathcal{H}_R^{(3)} : X(\mathcal{H}) > 1/q} \Lambda(\mathcal{H}) \leq e^{-2/q}.
\]
We will therefore assume from now on that \(X(\mathcal{H}) \leq 1/q\).

We now simply repeat the remainder of the proof of Claim 1, using the bounds \(1/(L_2 q^{3/4}) \leq X(\mathcal{H}) \leq 1/q\), to obtain
\[
\Lambda(\mathcal{H}) \leq w(\mathcal{H}) \cdot \exp \left( -\mathcal{J}(R) - \frac{X(\mathcal{H})}{2} \log \frac{X(\mathcal{H}) \sqrt{q}}{L_4} \right)
\]
for each \(\mathcal{H} \in \mathcal{H}_R^{(3)}\), and hence
\[
\sum_{\mathcal{H} \in \mathcal{H}_R^{(3)} : X(\mathcal{H}) \leq 1/q} \Lambda(\mathcal{H}) \leq e^{-\mathcal{J}(R)} \sum_{x=1/(L_2 q^{3/4})}^{1/q} \exp \left( -\frac{x}{2} \log \frac{x \sqrt{q}}{L_4} \right) \sum_{\mathcal{H} \in \mathcal{H}_R^{(3)} : X(\mathcal{H}) = x} w(\mathcal{H})
\]
\[
\leq e^{-\mathcal{J}(R)} \sum_{x=1/(L_2 q^{3/4})}^{1/q} \exp \left( -\frac{x}{2} \log \frac{x \sqrt{q}}{L_4} + O(L_3 \cdot x) \right) \leq \exp \left( -\mathcal{J}(R) - \frac{1}{q^{3/4}} \right),
\]
as claimed. \(\square\)

We are now ready to deal with those hierarchies that travel ‘far from the diagonal’, i.e., that contain a vertex \(u\) satisfying either (30) or (31). We will first consider the (easier) case in which \(u\) is in the upper trunk, i.e.,
\[
\text{short}(R_u) \geq \frac{B}{q} \quad \text{and} \quad \text{long}(R_u) \geq 4 \cdot \text{short}(R_u).
\] (62)
Let \(\mathcal{H}_R^{(4)}\) be the set of hierarchies \(\mathcal{H} \in \mathcal{H}_R^* \setminus \bigcup_{i=1}^3 \mathcal{H}_R^{(i)}\) containing a vertex \(u\) such that (62) holds. For these hierarchies we will prove the following bound.
Claim 4: $\sum_{H \in \mathcal{H}_R^{(4)}} \Lambda(H) \leq \exp\left(-\frac{2\lambda}{q} - \frac{2}{q^{3/4}}\right)$.

Proof of Claim 4. Given $H \in \mathcal{H}_R^{(4)}$ and $u \in V(H)$ satisfying (62), we claim that

$$\Lambda(H) \leq w(H) \cdot \exp\left(-\mathcal{J}(R_u) + \frac{L_3}{q^{3/4}}\right).$$

(63)

To prove this, we will repeat the proof of Claim 1, with some minor changes. First, note that (51) holds, and moreover

$$\frac{s(H)}{L_1 q^{1/4}} \leq X(H) \leq \frac{1}{L_2 q^{3/4}}.$$  

(64)

the first holding by Observation 5.10, and the second since $H \notin \mathcal{H}_R^{(3)}$. Now, applying Lemma 5.15 to $H_u$, the sub-hierarchy of $H$ rooted at $u$, and using (61) instead of (46), we obtain (cf. the proof of (52))

$$\Lambda(H) \leq w(H) \cdot C^{10c(H)} \cdot \exp\left(-\frac{U(S, R_u)}{q} - \frac{X(H)}{5} \log \frac{1}{q} + 4L_1 \left(\log \frac{1}{q}\right)^2\right)$$

for some pod $S$ with $\phi(S) \leq X(H_u) \leq X(H)$. Using (60) again (this time to bound $v(H)$ from above), and continuing to follow the proof of Claim 1, we obtain

$$\Lambda(H) \leq w(H) \cdot \exp\left(-\mathcal{J}(R_u) - \frac{X(H)}{2} \log \frac{X(H)q^{3/5}}{L_4} + \frac{L_2}{q^{3/4}}\right)$$

instead of (54), which implies (63).

Now, let $c = \text{short}(R_u)$, and observe that

$$\mathcal{J}(R_u) \geq \frac{2}{q} \int_0^{c} g(z) \, dz + 3c\log(cq) \geq \frac{2}{q} \int_0^{\infty} g(z) \, dz + 2c\log(cq),$$

by (62) and (12), and since $c \geq B/q$, and that

$$cg(cq) \geq \frac{c}{2} e^{-2c} \geq \frac{1}{4q^{3/4}} \log \frac{1}{q},$$

where the first inequality holds since $c \geq B/q$, and the second since $4c \leq \log(R) \leq (1/(2q)) \log(1/q)$. Combining this with (63), it follows that

$$\Lambda(H) \leq w(H) \cdot \exp\left(-\frac{2\lambda}{q} - \frac{L_3}{q^{3/4}}\right).$$

Hence, recalling that $v(H) \leq 5L_1/q^{3/4}$ and $s(H) \leq q^{-1/2}$ for every $H \in \mathcal{H}_R^{(4)}$, by (60) and (64), and applying Lemma 5.9, we obtain

$$\sum_{H \in \mathcal{H}_R^{(4)}} \Lambda(H) \leq \exp\left(-\frac{2\lambda}{q} - \frac{L_3}{q^{3/4}}\right) \sum_{M=1}^{1/q^{1/2} 5L_1/q^{3/4}} \sum_{N=M}^{1} \sum_{H \in \mathcal{H}_R^{(4)}(N, M)} w(H)$$

$$\leq \exp\left(-\frac{2\lambda}{q} - \frac{L_3}{q^{3/4}}\right) \sum_{M=1}^{1/q^{1/2} 5L_1/q^{3/4}} \sum_{N=M}^{1} \exp\left(\frac{L_2}{q^{3/4}}\right) \leq \exp\left(-\frac{2\lambda}{q} - \frac{2}{q^{3/4}}\right),$$

as claimed. □
Finally, we come to most technically challenging family of hierarchies: those which contain a vertex \( u \in V(G_H) \) such that
\[
\text{short}(R_u) \leq \frac{B}{q} \quad \text{and} \quad \text{long}(R_u) \geq 2L_1 \cdot \text{short}(R_u).
\] (65)

Let \( H^{(5)}_R \) denote the set of hierarchies \( H \in H^*_R \setminus \bigcup_{i=1}^4 H^{(i)}_R \) containing a vertex \( u \) such that (65) holds. For this final class of hierarchies we will prove the following bound.

**Claim 5:**
\[
\sum_{H \in H^{(5)}_R} \Lambda(H) \leq \exp \left( -\mathcal{J}(R) - \frac{1}{q^{3/4}} \right).
\]

**Proof of Claim 5.** Given a hierarchy \( H \in H^{(5)}_R \), let \( u \in V(H) \) be a vertex satisfying (65) with \( \text{long}(R_u) \) maximal, and set \( c = \text{short}(R_u) \) and \( d = \text{long}(R_u) \). We will prove that
\[
\Lambda(H) \leq w(H) \cdot \exp \left( -\mathcal{J}(R) - 3Cd + X(H) \log \frac{1}{X(H)q^{3/4}} \right),
\] (66)
from which the claim will follow easily, using Lemma 5.9.

In order to prove (66), we will need various bounds on \( c, d, h(H), v(H) \) and \( X(H) \). Note first that \( H \) does not contain a vertex satisfying (62) since \( H \not\in H^{(4)}_R \). It follows, by Lemmas 5.13 and 5.14, and since \( H \not\in H^{(1)}_R \), that
\[
\frac{L_2}{\sqrt{q}} \leq h(H) \leq L_1 q^{1/4} d.
\] (67)

Indeed, the lower bound holds since \( H \not\in H^{(1)}_R \) implies that one of the inequalities in (44) must fail to hold, and by Lemma 5.14, it must be the bound on \( h(H) \). The upper bound then follows by Lemma 5.13, and by our choice of \( u \) (i.e., with \( \text{long}(R_u) \) maximal).

We next claim that
\[
v(H) \leq d, \quad c \leq \frac{1}{q} \quad \text{and} \quad \frac{1}{q^{3/4}} \leq d \leq \frac{B}{2q}.
\] (68)

Indeed, the lower bound on \( d \) follows immediately from (67), since \( L_1 \leq L_2 \). To prove the other bounds, recall first that (since \( H \in H^*_R \)) the rectangle \( R_u \) does not satisfy (40) or (41). Since \( c \leq B/q \), by (65), it follows that \( d \leq 3e^{2B}/q \), and hence
\[
c \leq \frac{d}{L_1} \leq \frac{3e^{2B}}{L_1 q} \leq \frac{1}{q}.
\]

Now, since \( R_u \) does not satisfy (41), it follows that \( d \leq B/(2q) \), as claimed. Finally, to prove the bound on \( v(H) \), recall that
\[
\frac{m(H)}{3\sqrt{q}} \leq X(H) \leq \frac{1}{L_2 q^{3/4}},
\] (69)
by the definition of large seeds, and since \( H \not\in H^{(3)}_R \). Hence, by (67) and Observation 5.11, we obtain
\[
v(H) \leq 2 \cdot h(H) \cdot m(H) \leq 6L_1 q^{3/4} d \cdot X(H) \leq d,
\]
as claimed.

We now apply Lemma 5.16 to obtain two pods \( S_1 \subset R_u \) and \( R_u \subset S_2 \subset R \), such that
\[
\phi(S_1) + \phi(S_2) - \phi(R_u) \leq X(H)
\] (70)
and
\[ \sum_{N_G(v)=\{w\}} U(R_w, R_v) \geq U(S_1, R_u) + U(S_2, R) - 2s(\mathcal{H})qg(\sqrt{q}). \]

Let \( S_1 \subset S \subset S_2 \) be a rectangle with
\[ \dim(S) = \dim(S_1) + \dim(S_2) - \dim(R_u), \]
so \( \phi(S) \leq X(\mathcal{H}) \), by (70), and moreover \( U(S_1, R_u) \geq U(S, S_2) \), since \( g(z) \) is decreasing.

Recalling that \( U(R_w, R_v) \leq q \cdot Q(R_w, R_v) \), by Lemma 3.8, and that \( g(\sqrt{q}) \leq \log(1/q) \), by (6), it follows that
\[ \sum_{N_G(v)=\{w\}} Q(R_w, R_v) \geq \frac{1}{q} \left( U(S, S_2) + U(S_2, R) \right) - 2s(\mathcal{H}) \log \frac{1}{q}. \]

Hence, using (47), (61) and (64), we obtain
\[ \Lambda(\mathcal{H}) \leq w(\mathcal{H}) \cdot C^{10v(\mathcal{H})} \exp \left( -\frac{1}{q} \left( U(S, S_2) + U(S_2, R) \right) - \frac{X(\mathcal{H})}{4} \log \frac{1}{q} + \frac{1}{q^{3/4}} \right). \]

It only remains to bound \( U(S, S_2) \) and \( U(S_2, R) \); controlling \( U(S, S_2) \) will take some work, but we obtain a suitable bound on \( U(S_2, R) \) simply by applying Lemma 3.5. Indeed, by (68), (69) and (71), we have
\[ \text{long}(S_2) \leq \phi(S) + \text{long}(R_u) \leq X(\mathcal{H}) + d \leq \frac{1}{q^{3/4}} + \frac{B}{2q} \leq a = \text{short}(R), \]
and therefore, setting \( s_2 = \text{short}(S_2) \) and \( t_2 = \text{long}(S_2) \), we may apply Lemma 3.5, which gives
\[ \frac{U(S_2, R)}{q} \geq (t_2 - s_2)g(t_2q) + \frac{2}{q} \int_{t_2q}^{aq} g(z) \, dz + (b - a)g(aq). \]

As noted above, we will have to work harder to obtain a suitable bound on \( U(S, S_2) \); in particular, the bound we obtain will depend on whether or not \( \text{long}(S) \leq \text{short}(S_2) \).

Case 1: \( \text{long}(S) \leq \text{short}(S_2) \).

This case is also straightforward, since we may apply Lemma 3.7, which gives
\[ \frac{U(S, S_2)}{q} \geq \frac{2}{q} \int_0^{s_2q} g(z) \, dz + (t_2 - s_2)g(s_2q) - \frac{X(\mathcal{H})}{2} \log \frac{2}{X(\mathcal{H})q} - O\left( X(\mathcal{H}) \right), \]
where we used the inequalities \( \phi(S) \leq X(\mathcal{H}) \leq 1/q \). To show that this is sufficient to deduce (66), we will use Lemma 3.10. Indeed, observe that
\[ L_1 \cdot \text{short}(S_2) \leq L_1 \left( c + X(\mathcal{H}) \right) \leq d \leq \text{long}(S_2) \leq \frac{B}{q}, \]
where the first inequality follows from (70) (since \( R_u \subset S_2 \)), the second follows since \( 2L_1 \cdot c \leq d \), by (65), and \( L_2 \cdot X(\mathcal{H}) \leq q^{-3/4} \leq d \), by (68) and (69), the third since \( R_u \subset S_2 \), and the last by (73). Since \( d \leq t_2 \) it follows, by Lemma 3.10, that
\[ \frac{2}{q} \int_{s_2q}^{t_2q} g(z) \, dz \leq (t_2 - s_2)g(s_2q) + g(t_2q) - 4Cd. \]

Combining this with (74) and (75), it follows that
\[ \frac{1}{q} \left( U(S, S_2) + U(S_2, R) \right) \geq J(R) + 4Cd - \frac{X(\mathcal{H})}{2} \log \frac{2}{X(\mathcal{H})q} - O\left( X(\mathcal{H}) \right). \]
Figure 4. The easiest path via which the rectangle $S$ can grow first to $S_2$, and then to $R$, in Case 2 of Claim 5. In the proof, the lower two thick segments are replaced with the lower dashed one, and Lemma 3.10 is applied to the shaded triangle.

Hence, by (72), and recalling from (68) that $d \geq \max \{v(H), q^{-3/4}\} \geq X(H)$, we obtain

$$\Lambda(H) \leq w(H) \cdot \exp \left(-J(R) - 3C d + \frac{X(H)}{2} \log \frac{1}{X(H)^q} \right),$$

which is slightly stronger than (66).

Case 2: $\text{long}(S) > \text{short}(S_2)$.

This case is a bit more tricky, as the easiest path from $S$ to $S_2$ does not reach the diagonal, see Figure 4. As a consequence, we cannot apply Lemma 3.7 directly to bound $U(S, S_2)$, nor can we apply Lemma 3.10 directly to the dimensions of $S_2$. Instead, we observe that, setting $t := \text{long}(S)$, we have

$$\frac{U(S, S_2)}{q} \geq (t_2 - t) g(s_2 q) \geq (t_2 - t) g(t q),$$

by Lemma 3.6, and since $g(z)$ is decreasing. Combining this with (74), we obtain

$$\frac{1}{q} \left( U(S, S_2) + U(S_2, R) \right) \geq J(R) - \frac{2}{q} \int_{t q}^{t_2 q} g(z) \, dz + (t_2 - s_2) g(t_2 q) + (t_2 - t) g(t q).$$

We will now apply Lemma 3.10 to the pair $(t, t_2)$. Indeed, we have

$$L_1 \cdot \text{long}(S) \leq L_1 \cdot X(H) \leq d \leq \text{long}(S_2) \leq \frac{B}{q},$$

where the first inequality follows since $\phi(S) \leq X(H)$, and the others follow as in Case 1. By Lemma 3.10, and since $d \leq t_2$, it follows that

$$\frac{2}{q} \int_{t q}^{t_2 q} g(z) \, dz \leq (t_2 - t) \left( g(t q) + g(t_2 q) \right) - 4C d.$$

Note also that, by integrating (6), we have

$$\frac{2}{q} \int_{t q}^{t_2 q} g(z) \, dz \leq t \log \frac{1}{t q} + O(t).$$

Hence, recalling that $s_2 < t \leq \phi(S) \leq X(H)$, it follows that

$$\frac{1}{q} \left( U(S, S_2) + U(S_2, R) \right) \geq J(R) + 4C d - X(H) \log \frac{1}{X(H) q} - O \left( X(H) \right).$$

Hence, by (72), and since $d \geq \max \{v(H), q^{-3/4}\} \geq X(H)$, by (68), we obtain (66).
It now only remains to deduce the claim from (66); we do so using Lemma 5.9. Indeed, recalling that \( q^{-1/5}s(\mathcal{H}) \leq X(\mathcal{H}) \leq 1/(L_2q^{3/4}) \leq \max\{v(\mathcal{H}), q^{-3/4}\} \leq d \leq B/q \), by (64) and (68), we obtain

\[
\sum_{\mathcal{H} \in \mathcal{H}_R^{(5)}} \Lambda(\mathcal{H}) \leq e^{-\mathcal{J}(R)+q^{-3/4}} \sum_{d=q^{-3/4}}^{B/q} e^{-3Cd} d^{1/5} \sum_{M=1}^{B/q} \sum_{N=M}^{d} \sum_{H \in \mathcal{H}_R^{(5)}(N,M)} w(\mathcal{H}) \leq e^{-\mathcal{J}(R)+q^{-3/4}} \sum_{d=q^{-3/4}}^{B/q} \sum_{M=1}^{B/q} \sum_{N=M}^{d} \exp\left(O(N + M \log(1/q))\right) \leq e^{-\mathcal{J}(R)+q^{-3/4}} \sum_{d=q^{-3/4}}^{B/q} \sum_{M=1}^{B/q} \sum_{N=M}^{d} \exp\left(-\mathcal{J}(R) - \frac{1}{q^{3/4}}\right),
\]

as required. This concludes the proof of Claim 5.

Now, combining Claims 1–5, it follows that

\[
\sum_{\mathcal{H} \in \mathcal{H}_R} \Lambda(\mathcal{H}) \leq 3 \cdot \exp\left(- \min\left( \frac{2\lambda}{q} + \frac{2}{q^{3/4}}, \mathcal{J}(R) - \frac{L_5}{\sqrt{q}} \right) \right).
\]

As was observed before the proof (see the discussion leading up to (43)), this completes the proof of Theorem 6.1.

We are finally ready to deduce Theorem 1.1 from Theorem 6.1.

**Proof of Theorem 1.1.** Recall that the upper bound was proved in [18]; we will prove the lower bound. Let \( n \in \mathbb{N} \) be sufficiently large and set

\[
q := \frac{\lambda}{\log n} - \frac{4e^4 + L_6}{(\log n)^{3/2}},
\]

and note that the same is satisfied by \( p = q + \Theta(q^2) \) with a slightly smaller constant. Suppose that \([n]^2\) is (internally) filled. Then by the Aizenman–Lebowitz lemma there exists an internally filled rectangle \( R \subset [n]^2 \) with

\[
\frac{1}{4q} \log \frac{1}{q} \leq \log(R) \leq \frac{1}{2q} \log \frac{1}{q}.
\]

There are at most \( n^2(\log n)^3 \) rectangles satisfying those conditions, and each one satisfies the conditions of Theorem 6.1. Hence, by the union bound and Lemma 3.9 we have

\[
\mathbb{P}_p([A] = [n]^2) \leq n^2(\log n)^3 \exp\left( -\frac{2\lambda}{q} + \frac{4e^4 + L_6}{\sqrt{q}} \right) \to 0
\]

as \( n \to \infty \), as required.

7. **Open problems**

The most obvious problem suggested by Theorem 1.1 is to determine even more precise bounds on \( p_c([n]^2,2) \). By a theorem of Balogh and Bollobás [3], it is known that the ‘critical window’ in which the probability of percolation increases from \( o(1) \) to \( 1-o(1) \) has size at most \( (\log n)^{-2+o(1)} \), and it is therefore natural to make the following conjecture.
Conjecture 7.1. There exists a constant $\mu > 0$ such that
\[ p_c([n]^2, 2) = \frac{\pi^2}{18 \log n} - \frac{\mu + o(1)}{(\log n)^{3/2}} \]
as $n \to \infty$.

Another natural direction for future research would be to extend the results of this paper to higher dimensions. The following conjecture was made by Uzzell [26], who also established the upper bound.

Conjecture 7.2 (Conjecture 7.1 of [26]).
\[ p_c([n]^d, r) = \left( \frac{\lambda(d, r)}{\log(r-1) n} - \frac{\Theta(1)}{(\log(r-1) n)^{3/2}} \right)^{d-r+1} \]

As a first step, it would be interesting to determine whether or not this conjecture holds in the case $r = 2$. In particular, one might hope that the conjecture in this case would follow from a suitable generalization of the technique used in this paper.

However, perhaps the most interesting avenue for further research would be to prove corresponding ‘sharp’ and ‘sharper’ thresholds for other two-dimensional models, cf. the discussion of $U$-bootstrap percolation in the Introduction. It would be very interesting (and, most likely, very challenging) to determine a sharp threshold for all families with polylogarithmic critical probability, or a ‘sharper’ threshold for either some large class of models (e.g., that studied in [13], or a corresponding class of ‘unbalanced’ models), or for other specific interesting examples, such as the Duarte model (see [8]). The problem in higher dimensions is also extremely interesting, but much more difficult, and proving even much weaker bounds on the critical probability for general $U$-bootstrap models (see, for example, [24, Conjecture 1.6]) is an important open problem.

**Appendix A. Proof of Lemmas 4.3 and 4.4**

In this appendix we complete the proofs of Lemmas 4.3 and 4.4, by dealing with the cases that were omitted from the sketch proofs given in Section 4. The details are somewhat tedious but, for the convenience of the diligent (or skeptical) reader, we will attempt to spell everything out slowly and carefully.

For the entire appendix we fix the rectangle $R = [(0, 0), (a-1, b-1)]$. Recall from Definition 4.1 that if $S \subset R$ is a rectangle, then we write
\[ z(S, R) = |Z(S, R)| = \left| \left\{ d \in I : B_d(S, R) \neq \emptyset \right\} \right|, \]
where $I = \{(-1,0), (1,0), (0,-1), (0,1)\}$ is the set of directions, and $B_d(S, R)$ is the buffer in direction $d$. Recall also that if $x \in \{0,1\}^I$ and $S \subset R$ is a rectangle, then
\[ x = x'_{(1,0)} + x'_{(-1,0)} \quad \text{and} \quad y = x'_{(0,1)} + x'_{(0,-1)}, \] (76)
where $x' := x \cdot 1_{z(S, R)}$. For convenience, let us begin by restating the two key lemmas.

**Lemma A.1** (Lemma 4.3 restated). Let $x \in \{0,1\}^I$ and $S \subset R$ be a rectangle with $\dim S = (a-s, b-t)$ and set $z = z(S, R)$. If
\[ L_1 \leq \text{short}(R) \leq \frac{B}{q} \quad \text{and} \quad \log(R) \leq \frac{3e^2B}{q}, \] (77)
Let Lemma A.3. Noting that \( D \) we will prove, by induction on the pair \((s, t) \leq (a - s, b - t)\) and set \( z = z(S, R) \). If

\[
\text{short}(R) > \frac{B}{q} \quad \text{and} \quad \text{long}(R) \leq \frac{1}{2q} \log \frac{1}{q}
\]

and \( s, t \leq \frac{4\delta}{\sqrt{q}} \exp \left( \text{short}(R) \cdot q \right) \), then

\[
\mathbb{P}_p(D^x_2(S, R)) \leq C^x \left( \frac{C}{\sqrt{a}} \right)^y \left( \frac{C}{\sqrt{b}} \right)^x \exp \left( - sg(bq) - tg(aq) \right).
\]

Lemma A.2 (Lemma 4.4 restated). Let \( x \in \{0, 1\}^Z \) and \( S \subset R \) be a rectangle with \( \dim S = (a - s, b - t) \) and set \( z = z(S, R) \). If

\[
\text{short}(R) > \frac{B}{q} \quad \text{and} \quad \text{long}(R) \leq \frac{1}{2q} \log \frac{1}{q}
\]

and \( s, t \leq \frac{4\delta}{\sqrt{q}} \exp \left( \text{short}(R) \cdot q \right) \), then

\[
\mathbb{P}_p(D^x_2(S, R)) \leq C^x \left( C \sqrt{\delta/q} \right)^y \left( C \sqrt{\delta/q} \right)^x \exp \left( - sg(bq) - tg(aq) \right).
\]

Proof. Observe first that \(-3g(tq) \leq \log(tq) \leq \log(Dq)\), by (6) and since \( t \leq D \leq 4\delta/q \). Noting that \( D \log(Dq) \) is decreasing in \( D \), it follows that

\[
\exp \left( - Dg(tq) \right) \leq \exp \left( 5 \log(15q) \right) \leq q^t \leq \min \left\{ \frac{1}{ab}, q^2 e^{-2q(a+b)} \right\},
\]

where in the last step we used the bound \( a, b \leq (1/(2q)) \log(1/q) \). Moreover, we have

\[
\exp \left( - 2Dg(tq) \right) \leq \exp \left( - sg(bq) - tg(aq) \right),
\]

since \( s, t \leq D \) and \( t \leq \min \{a, b\} \), and recalling that \( g \) is decreasing. Combining these two inequalities we obtain the two claimed bounds. \( \square \)

Proof of Lemma A.1. Recall that \( D^x(S, R) \) denotes the event that

\[
[S \cup (A \cap R \setminus S^x)] = R.
\]

Let \( a, b \) satisfy (77), and for each \( x, y, z \) and each \( s, t \leq 4\delta \sqrt{\min \{a, b\}} \), set

\[
F^{x,y,z}(s, t) := C^x \left( \frac{C}{\sqrt{a}} \right)^y \left( \frac{C}{\sqrt{b}} \right)^x \exp \left( - sg(bq) - tg(aq) \right).
\]

We will prove, by induction on the pair \((s + t, -(x + y))\), that

\[
\mathbb{P}_p(D^x(S, R)) \leq F^{x,y,z}(s, t)
\]

for every \( 0 \leq s, t \leq 4\delta \sqrt{\min \{a, b\}} \) and \( x \in \{0, 1\}^Z \), and every \( S \subset R \) with \( \dim(S) = (a - s, b - t) \), where \( x \) and \( y \) are as defined in (76), and \( z = z(S, R) \).

The base of the induction, the case \( \min \{s, t\} = 0 \), was dealt with in Section 4, so let us fix \( x \in \{0, 1\}^Z \) and \( S \subset R \) with \( \dim(S) = (a - s, b - t) \), and assume that (79) holds for all smaller values of the pair \((s + t, -(x + y))\) in lexicographical order.
Note first that, since short($R$) $\geq L_1$, the function $F^{x,y,z}(s,t)$ is increasing in $z$ and decreasing in $x$, $y$, $s$ and $t$. Note also that we may assume, without loss of generality, that $x = x \cdot 1_{Z(S, R)}$ (i.e., that $x_d = 0$ whenever the buffer $B_d(S, R)$ is empty), since neither side of the inequality (79) depends on the value of $x_d$ if $d \notin Z(S, R)$.

We partition into cases, depending on whether or not $z = x + y$.

**Case 1:** $z = x + y$, i.e., all of the non-empty buffers are included in $S^x_d$.

The key observation in this case is that if the event $D^x(T)$ holds, then there exists a rectangle $T \subset R$ such that

$$[A \cap T \setminus S^x] = T \quad \text{and} \quad T \cap S^x \neq \emptyset$$

(80)

(see Figure 6a). In Section 4 we assumed that $\phi(T) \leq 36 f(R) = 36 \beta \sqrt{\min\{a, b\}}$, so let us begin by dealing with the other case. To do so, the key observation is that, since $T$ is internally filled by the infected sites in $T \setminus S^x$, one of the eight rectangles in Figure 5 has no double gap crossing it in the ‘short’ direction. To be more precise, set $D := 4\delta \sqrt{\min\{a, b\}}$ (so, in particular, $s, t \leq D$ and $9D \leq \min\{a, b\}$) and consider the $(3D + 1) \times (\leq t)$ rectangle

$$([D, 4D] \times [0, t - 1]) \cap (R \setminus S),$$

which is located at the bottom and to the left of Figure 5.

By Lemmas 3.3 and A.3, the probability that this rectangle contains no vertical double gap is at most

$$\exp \left( -3Dg(tq) \right) \leq \left( \frac{1}{\sqrt{a}} \right)^y \left( \frac{1}{\sqrt{b}} \right)^x \exp \left( -sg(bq) - tg(aq) \right) \leq \frac{1}{C} \cdot F^{x,y,z}(s,t).$$

Applying the same argument to the other seven rectangles in Figure 5, we may assume that each is either empty, or contains a double gap crossing it in the short direction. But in this case any rectangle satisfying (80) must be contained in a square of size $(4D + 1) \times (4D + 1)$ in one of the four corners of $R$, and it is therefore not possible that it has semi-perimeter greater than $9D$, as required.

We will now sum over choices of $T$ with $\phi(T) \leq 9D$ the probability that

$$[A \cap T \setminus S^x] = T \quad \text{and} \quad [S \cup T \cup (A \cap R \setminus S^x)] = R.$$  

(81)

Note that these two events depend on disjoint sets of infected sites, and are therefore independent. To bound the probabilities of these events, we will partition according to
It was proved in Section 4 that, given \(i, j\) and \(k\), the expected number of rectangles \(T\) satisfying the first event in (81) is at most \((24kp)^{k/2}\). Bounding the probability of the second event in (81) is unfortunately rather more complicated, and will require the induction hypothesis, and a careful analysis of the possible positions of elements of \(A\) in the buffers of \([S \cup T]\). Recall that the case in which there are no infected sites in the buffers was analyzed in Section 4.

Figure 6. The two possible growth mechanisms.

(A) The rectangle \(T\) is internally filled outside the shaded \(S^x\) and allows \(S\) to grow \(i\) to the right and \(j\) upwards. Since there is an infected site \(u_1 \in J\) (in the hatched region), but not in the double hatched set (so \(J(u_1)\) is empty), in this case we have \(E = \{u_1\}\).

(b) In Algorithm A.5, the rectangle \(S\) grows \(j\) steps to the right until it reaches either (a) the right-hand side of \(R\), (b) a double gap, or (c) an infected site \(u_1\) in the hatched region (here \(x_{(0,1)} = x_{(-1,0)} = 1\) and \(x_{(1,0)} = x_{(0,-1)} = 0\)). In the figure case (c) occurs, and hence \(\ell_{(0,1)} = 1\). The double hatched site in the top-left corner is not occupied, so the set \(J_{(-1,0)}\) is empty and hence \(\ell_{(-1,0)} = 0\). It follows that \(E = \{u_1\}\) in this case.

Algorithm A.4. We define a set \(E \subset R \setminus [S \cup T]\) of size 0, 1 or 2, as follows:

1. If the set 
   \[ J := A \cap \left( B_{(-1,0)}([S \cup T], R) \cup B_{(0,-1)}([S \cup T], R) \right) \setminus S^x \]
   is empty, then set \(E := \emptyset\).
2. Otherwise, choose \(d \in \{(-1,0), (0,-1)\}\) and \(u_1 \in J \cap B_d([S \cup T], R)\).\(^7\) Now, if 
   \[ J(u_1) := A \cap B_d \left( [S \cup T \cup \{u_1\}], R \right) \setminus S^x \]
   is empty, where \(\{d,d'\} = \{(0,-1), (-1,0)\}\), then set \(E := \{u_1\}\).
3. Otherwise, choose \(u_2 \in J(u_1)\), and set \(E := \{u_1, u_2\}\).

\(^7\)Whenever we have a choice to make in either algorithm, we choose the first direction / site of \(A\) in some (arbitrary) pre-defined order on \(I / \) the sites in \(R\).
We now partition the second event in (81) according to the set $E$, and apply the induction hypothesis to the rectangle
\[
\hat{S}(E) := [S \cup T \cup E].
\]
Recall that the case $E = \emptyset$ was dealt with in Section 4, so we may assume that $|E| \in \{1, 2\}$. It is possible to deal with these two cases at the same time, but to simplify the notation we will take them one at a time.

Indeed, suppose first that $|E| = 2$. Then, by the induction hypothesis, it follows that\footnote{Note that we used here the bound $z(\hat{S}, R) \leq z(S, R)$, and the monotonicity of $F$ in $z, s, t$.}
\[
P_p \left( \left[ \hat{S}(E) \cup (A \cap R \setminus S^8) \right] = R \right) \leq F^{x-2,y-2,z}(s-i-2, t-j-2).
\]
Now, recalling that $k = \phi(T)$, note that there are at most $(2k)^2$ choices for the set $E$. Hence, recalling that the expected number of rectangles $T$ satisfying the first event in (81) is at most $(24kp)^{k/2}$, it will suffice (in this case) to show (cf. (20)) that
\[
\sum_{i+j \geq 4} \sum_{k=i+j} 4k^2 p^2 \cdot (24kp)^{k/2} \cdot F^{x-2,y-2,z}(s-i-2, t-j-2) \ll F^{x,y,z}(s, t).
\]
To see this, note first that $24kp \leq \delta$, since $k \leq 36\delta \sqrt{\min\{a, b\}} \leq q^{-1/2}$, and that we may therefore assume that $k = i+j$. Now, observe that
\[
\frac{F^{x-2,y-2,z}(s-i-2, t-j-2)}{F^{x,y,z}(s, t)} = \frac{ab}{C^4} \cdot e^{(i+2)g(bq)+(j+2)g(aq)} \leq \frac{ab}{C^4} \left( \frac{C}{bq} \right)^{i+2} \left( \frac{C}{aq} \right)^{j+2}
\]
by (7), since $\max\{a, b\} \leq 3e^{2B}/q$. Since $i+j = k$, and recalling that $p \leq q$ and that $\min\{a, b\} \geq \max\{L_1, C^3k\}$, we obtain
\[
\sum_{k=4}^{36f(R)} \sum_{i+j=k} 4k^2 \cdot (24kp)^{k/2} \cdot \frac{1}{C^2} \left( \frac{C}{bq} \right)^{i/2} \left( \frac{C}{aq} \right)^{j/2} \leq \sum_{k=4}^{36f(R)} 4k^3 \cdot (C^2k)^{k/2} \min\{a, b\}^{k/2} \leq \frac{C^5}{\min\{a, b\}^2},
\]
which implies (82).

The argument for the case $|E| = 1$ is almost the same. Observe first that, by symmetry, we may assume that $u_1 \in B_{0,-1}([S \cup T], R)$, as in Figure 6a. Noting that the set $J(u_1)$ (in Algorithm A.4) is empty, it follows from the induction hypothesis that
\[
P_p \left( \left[ \hat{S}(E) \cup (A \cap R \setminus S^8) \right] = R \right) \leq F^{x-1,y-2,z}(s-i, t-j-2).
\]
There are at most $2k$ choices for the vertex $u_1$, so it will suffice (in this case) to show that
\[
\sum_{i+j \geq 1} \sum_{k=i+j} 2kp \cdot (24kp)^{k/2} \cdot F^{x-1,y-2,z}(s-i, t-j-2) \ll F^{x,y,z}(s, t).
\]
Since $24kp \leq \delta$, we may again assume that $k = i+j$. Now, observe that
\[
\frac{F^{x-1,y-2,z}(s-i, t-j-2)}{F^{x,y,z}(s, t)} = \frac{a\sqrt{b}}{C^3} \cdot e^{i(g(bq)+(j+2)g(aq))} \leq \frac{a\sqrt{b}}{C^3} \left( \frac{C}{bq} \right)^{i/2} \left( \frac{C}{aq} \right)^{(j+2)/2}
\]
by (7), since $\max\{a, b\} \leq 3e^{2B}/q$. Since $i \geq 1$, we obtain
\[
\sum_{k=4}^{36f(R)} \sum_{i+j=k} 2k \cdot (24kp)^{k/2} \cdot \frac{\sqrt{b}}{C^2} \left( \frac{C}{bq} \right)^{i/2} \left( \frac{C}{aq} \right)^{j/2} \leq \sum_{k=4}^{36f(R)} 2k^2 \cdot (C^2k)^{k/2} \min\{a, b\}^{(k-1)/2} \leq \frac{C^5}{\min\{a, b\}^{3/2}},
\]
We define a set \( \mathcal{A} \). Before doing so we do not find any infected sites in the buffers above or below, which implies (83), since \( \min\{a, b\} \geq \max\{L_1, C^3k\} \). This completes the proof in Case 1.

**Case 2:** \( z > x + y \), i.e., some non-empty buffer is not included in \( S^n \).

Without loss of generality, let \( B_{(1,0)}(S,R) \) be a non-empty buffer that is not included in \( S^n \), so \( x_{(1,0)} = 0 \). As explained in the sketch proof, the idea is to ‘grow’ \( S \) to the right until we find a double gap, an infected site in one of the buffers, or reach the right-hand side of \( R \), thus leading either to an increase in \( x + y \), or a decrease in \( s + t \). In Section 4 we dealt with the cases in which we find a double gap before reaching the right-hand side, and that before doing so we do not find any infected sites in the buffers above or below \( S \). Here we will deal with the other cases.

**Algorithm A.5.** We define a set \( E \subset R \setminus S^n \) of size 0, 1, 2 or 3, and also an integer \( j \in \{0, \ldots, s\} \) and a variables \( \ell \in \{0, 1\} \) for each direction \( d \in D \), as follows:

1. Set \( \tilde{S} := \bigcup_{i=0}^j (S + (i, 0)) \) and \( \tilde{x} := x + 1 \), where
   \[
   j := \min \left\{ i \geq 0 : A \cap R \cap (S + (i + 2, 0)) \setminus (S + (i, 0)) = \emptyset \right\}.
   \]
   If the set \( A \cap \tilde{S} \setminus S^n \) is empty, then go to Step 8.

2. Set \( \tilde{S} := \bigcup_{i=0}^j (S + (i, 0)) \), where \( j \) is minimal such that \( \tilde{S} \setminus S \) is crossed from left to right, and
   \[
   \left(A \cap \tilde{S} \right) \setminus \left(S^n \cup B_{(1,0)}(S,R)\right) \neq \emptyset.
   \]

3. Now, if \( x_{(0,1)} = 1 \) and the set is non-empty, then add a site \( u_{(0,1)} \in J_{(0,1)} \) to \( E \), and set \( \ell_{(0,1)} := 1 \).

4. Similarly, if \( x_{(0,-1)} = 1 \) and the set is non-empty, then add a site \( u_{(0,-1)} \in J_{(0,-1)} \) to \( E \), and set \( \ell_{(0,-1)} := 1 \).

5. If \( x_{(1,1)} = 1 \) and \( E = \{v_{(1,-1)}\} \), and the set is non-empty, then add a site \( u_{(0,1)} \in J'_{(0,1)} \) to \( E \), and set \( \ell_{(0,1)} := 1 \).

6. If \( x_{(-1,0)} = 0 \) then go to Step 8. Otherwise, if the set is non-empty, then add a site \( u_{(-1,0)} \in J_{(-1,0)} \) to \( E \), and set \( \ell_{(-1,0)} := 1 \).

---

Supplementary notes:

9 Initially \( E = \emptyset \) and \( \ell \) = 0 for every direction \( d \in D \).

10 For each \( i \in \{1, -1\} \), let \( v_{(1,i)} \) denote the unique ‘corner’ site in \( R \setminus \tilde{S} \) with a neighbour in each of the buffers \( B_{(1,0)}(S,R) \) and \( B_{(0,i)}(S,R) \).

11 Note that this set has at most one element.
7. If either \( \ell_{(0,1)} + \ell_{(0,-1)} = x_{(0,1)} + x_{(0,-1)} \) or \( \ell_{(-1,0)} = 0 \) then go to Step 8. Otherwise:
   (a) If \( \ell_{(0,1)} = 1 \) and \( \ell_{(0,-1)} = 0 \), and the set
   \[
   J_{(-1,-1)} := A \cap B_{(0,-1)}([\tilde{S} \cup E], R) \setminus S^x
   \]
   is non-empty, then add a site \( u_{(-1,-1)} \in J_{(-1,-1)} \) to \( E \) and set \( \ell_{(0,-1)} := 1 \).
   
   (b) If \( \ell_{(0,1)} = 0 \) and \( \ell_{(0,-1)} = 1 \), and the set
   \[
   J_{(-1,1)} := A \cap B_{(0,1)}([\tilde{S} \cup E], R) \setminus S^x
   \]
   is non-empty, then add a site \( u_{(-1,1)} \in J_{(-1,1)} \) to \( E \) and set \( \ell_{(0,1)} := 1 \).

8. Set \( \hat{S} := [\tilde{S} \cup E] \) and STOP.

Observe that Algorithm A.5 outputs a set \( E \) and an integer \( j \) (which together determine the sets \( \hat{S} \) and \( \tilde{S} \), and the variable \( \ell_d \) for each \( d \in \mathcal{I} \)) with the following properties:

(a) \( E \subset A \);

(b) \( [S \cup (A \cap \tilde{S})] = \tilde{S} \);

(c) On the event \( D^x_1(S, R) \) the event \( D^x_1(\hat{S}, R) \) occurs, i.e.,
   \[
   [\hat{S} \cup (A \cap R \setminus \hat{S}^x)] = R,
   \]
   where \( \hat{x} = x - \ell \), except in the case treated in Section 4, in which \( \hat{x} = x + 1_{(1,0)} \).

We will analyse each case individually, and sum over all possible sets \( E \) and \( j \in \{0, \ldots, s\} \).

Suppose first that \( E = \emptyset \). In Section 4 we dealt with this case, under the additional assumption that \( B_{(1,0)}(\hat{S}, R) \neq \emptyset \) (i.e., we found a double gap before reaching the right-hand side of \( R \)); here we will deal with the other case (i.e., that \( \hat{S} \) reaches the right-hand side of \( R \)). To do so, we need to bound the probability that

\[
[S \cup (A \cap \tilde{S})] = \tilde{S} \quad \text{and} \quad D^x_1(\hat{S}, R),
\]

where in this case \( \hat{S} = \tilde{S} \) and \( \hat{x} = x \). Note that these two events depend on disjoint sets of sites, and are therefore independent; we will bound the first using Lemma 3.3, and the second using the induction hypothesis. Indeed, by Lemma 3.3 (and since \( g(z) \) is decreasing) we have

\[
\mathbb{P}_p\left([S \cup (A \cap \tilde{S})] = \tilde{S}\right) \leq \exp\left(-jg(bq)\right),
\]

and by the induction hypothesis (since \( B_{(1,0)}(\hat{S}, R) = \emptyset \) and \( E = \emptyset \)),

\[
\mathbb{P}_p\left(D^x_1(\hat{S}, R)\right) \leq F^{x:y:z-1}(s-j, t).
\]

Thus, the probability that \( E = \emptyset, B_{(1,0)}(\hat{S}, R) = \emptyset \) and \( D^x_1(S, R) \) is at most

\[
\exp\left(-jg(bq)\right)F^{x:y:z-1}(s-j, t) = \frac{1}{C} \cdot F^{x:y:z}(s, t)
\]

which suffices since \( C \) is sufficiently large.

We will therefore assume from now on that \( E \neq \emptyset \), which means that before reaching a double gap (when trying to grow \( S \) rightwards, forming \( \hat{S} \)), we find an infected site in

\[\text{Note that there is a unique possible value of } j \text{ for which } B_{(1,0)}(\hat{S}, R) = \emptyset.\]
either the buffer above or below $\hat{S}$. More precisely, recall that $\hat{S} := \bigcup_{i=0}^{j} \left( S + (i, 0) \right)$, where $j$ is minimal such that $\hat{S} \setminus S$ is crossed from left to right, and

$$\left( A \cap \hat{S}^{x} \right) \setminus \left( S^{x} \cup B_{(1,0)}(\hat{S}, R) \right) \neq \emptyset,$$

where $\hat{x} = x + 1_{(1,0)}$. Note that $x_{(0,1)} + x_{(-1,0)} \geq 1$, and that moreover $\ell_{(0,1)} + \ell_{(-1,0)} \geq 1$ (since the set above is non-empty).

Suppose first that $|E| = 1$, and therefore (without loss of generality) we have $\ell_{(0,1)} = 1$, $E = \{u_{(0,1)}\}$ and $\ell_{(-1,0)} = \ell_{(-1,0)} = 0$. This implies that the (independent) events

$$u_{(0,1)} \in A, \quad [S \cup (A \cap \hat{S})] = \hat{S} \quad \text{and} \quad D_{1}^{\hat{x}}(\hat{S}, R)$$

occur, where $\hat{x} = x - 1_{(0,1)}$. Given $j$, it follows from the minimality of $j$ that there are at most four choices for $u_{(0,1)}$, so

$$P_{p} \left( \{u_{(0,1)} \in A\} \cap \{[S \cup (A \cap \hat{S})] = \hat{S}\} \right) \leq 4p \exp \left( - j g(bq) \right).$$

Suppose first that $u_{(0,1)} \neq v_{(1,1)}$. In this case, by the induction hypothesis, we have

$$P_{p} \left( D_{1}^{\hat{x}}(\hat{S}, R) \right) \leq F^{x,y-1,z}(s - j, t - 2),$$

and so the probability in this case can be bounded by

$$\sum_{j=0}^{s} 4p \exp \left( - j g(bq) \right) F^{x,y-1,z}(s - j, t - 2) \leq \frac{4(s + 1)p\sqrt{a}}{C} e^{2g(aq)} \cdot F^{x,y,z}(s, t).$$

Recalling that $s \leq 4\delta \sqrt{a}$ and that $e^{2g(aq)} \leq C/aq$, by (7), and recalling that $\delta$ is sufficiently small, we obtain a suitably strong bound in this case. Similarly, if $u_{(0,1)} = v_{(1,1)}$, then the induction hypothesis gives

$$P_{p} \left( D_{1}^{\hat{x}}(\hat{S}, R) \right) \leq F^{x,y-1,z}(s - j - 1, t - 1),$$

and so the probability in this case can be bounded by

$$\sum_{j=0}^{s} 4p \exp \left( - j g(bq) \right) F^{x,y-1,z}(s - j - 1, t - 1) \leq \frac{4(s + 1)p\sqrt{a}}{C} e^{g(aq) + g(bq)} \cdot F^{x,y,z}(s, t).$$

Since $s \leq 4\delta \sqrt{b}$ and $e^{g(aq) + g(bq)} \leq C/(q\sqrt{ab})$, we again obtain a suitable bound.

In all remaining cases we win easily, since each extra infected site is extremely expensive. Nevertheless, we will go carefully through each case. Indeed, suppose next that $|E| = 2$, so (without loss of generality) either

(a) $\ell_{(0,1)} = \ell_{(-1,0)} = 1$, $\ell_{(-1,0)} = 0$, and $E = \{u_{(0,1)}, u_{(-0,0)}\}$, or

(b) $\ell_{(0,1)} = \ell_{(-1,0)} = 1$, $\ell_{(0,-1)} = 0$, and $E = \{u_{(0,1)}, u_{(-1,0)}\}$.

In case (a), the (independent) events

$$E \subset A, \quad [S \cup (A \cap \hat{S})] = \hat{S} \quad \text{and} \quad D_{1}^{\hat{x}}(\hat{S}, R)$$

occur, where $\hat{x} = x - 1_{(0,1)} - 1_{(0,1)}$. Given $j$, there are at most five choices for each element of $E$, so

$$P_{p}(E \subset A \text{ and } [S \cup (A \cap \hat{S})] = \hat{S}) \leq (5p)^{2} \exp \left( - j g(bq) \right).$$
Suppose first that the set $E \cap \{v_{(1,1)}, v_{(1,-1)}\}$ is empty. In this case, by the induction hypothesis, we have
\[
\mathbb{P}_p\left(D^x(S, R)\right) \leq F^{x,y-2,z}(s - j, t - 4),
\]
and so the probability in this case can be bounded by
\[
\sum_{j=0}^{s} (5p)^2 e^{-jg(bq)} \cdot F^{x,y-2,z}(s - j, t - 4) \leq \frac{25(s + 1)p^2a}{C^2} e^{4g(aq)} \cdot F^{x,y,z}(s, t).
\]

Since $s \leq 4\delta \sqrt{a} \leq C/4$, we win (easily) in this case. Similarly, if the set $E \cap \{v_{(1,1)}, v_{(1,-1)}\}$ is non-empty, then the induction hypothesis gives
\[
\mathbb{P}_p\left(D^x(S, R)\right) \leq F^{x,y-2,z}(s - j - 1, t - 3),
\]
and so the probability in this case can be bounded by
\[
\sum_{j=0}^{s} (5p)^2 e^{-jg(bq)} \cdot F^{x,y-2,z}(s - j - 1, t - 3) \leq \frac{25(s + 1)p^2a}{C^2} e^{3g(aq)+g(bq)} \cdot F^{x,y,z}(s, t).
\]

Since $s \leq 4\delta \sqrt{b} \leq C^2/(g^2 \sqrt{ab})$, we again obtain a suitable bound.

In case (b), the (independent) events
\[
E \cap A, \quad [S \cup (A \cap \hat{S})] = \hat{S} \quad \text{and} \quad D^x(S, R)
\]
occur, where $\hat{x} = x - \mathbb{I}_{(0,1)} - \mathbb{I}_{(-1,0)}$. Given $j$, there are at most four choices for each element of $E$, so
\[
\mathbb{P}_p\left(E \cap A \quad \text{and} \quad [S \cup (A \cap \hat{S})] = \hat{S}\right) \leq (4p)^2 \exp\left(-jg(bq)\right).
\]
Suppose first that $u_{(0,1)} \neq v_{(1,1)}$. In this case, by the induction hypothesis, we have
\[
\mathbb{P}_p\left(D^x(S, R)\right) \leq F^{x-1,y-1,z}(s - j - 2, t - 2),
\]
and so the probability in this case can be bounded by
\[
\sum_{j=0}^{s} (4p)^2 e^{-jg(bq)} \cdot F^{x-1,y-1,z}(s - j - 2, t - 2) \leq \frac{16(s + 1)p^2 \sqrt{ab}}{C^2} e^{2g(aq)+2g(bq)} \cdot F^{x,y,z}(s, t).
\]

Since $s \leq 4\delta \sqrt{a} \leq C^2/(abq^2)$, we are done in this case, as before. Similarly, if $u_{(0,1)} = v_{(1,1)}$, then the induction hypothesis gives
\[
\mathbb{P}_p\left(D^x(S, R)\right) \leq F^{x-1,y-1,z}(s - j - 3, t - 1),
\]
and so the probability in this case can be bounded by
\[
\sum_{j=0}^{s} (4p)^2 e^{-jg(bq)} \cdot F^{x-1,y-1,z}(s - j - 3, t - 1) \leq \frac{16(s + 1)p^2 \sqrt{ab}}{C^2} e^{g(aq)+3g(bq)} \cdot F^{x,y,z}(s, t).
\]

Since $s \leq 4\delta \sqrt{b} \leq C^2/(g^2 \sqrt{ab})$, we again obtain a suitable bound.

Finally, suppose that $|E| = 3$, and observe that $\ell_{(0,1)} = \ell_{(0,-1)} = \ell_{(-1,0)} = 1$ and, without loss of generality, either
\[
(a) \quad E = \{u_{(0,1)}, u_{(0,-1)}, u_{(-1,0)}\}, \quad \text{or}
\]
\[
(b) \quad E = \{u_{(0,1)}, u_{(-1,0)}, u_{(-1,-1)}\}.
\]
In either case, the (independent) events
\[ E \subset A, \quad [S \cup (A \cap \tilde{S})] = \tilde{S} \quad \text{and} \quad D^x_1(\tilde{S}, R) \]
ocite{A.5}
 occur, where \( \hat{x} = x - 1_{(0,1)} - 1_{(0,-1)} - 1_{(-1,0)} = 0. \) Given \( j, \) there are at most six choices for each element of \( E, \) so
\[
\mathbb{P}_p\left( E \subset A \text{ and } [S \cup (A \cap \tilde{S})] = \tilde{S} \right) \leq (6p)^3 \exp\left( -jg(bq) \right).
\]
Suppose first that the set \( E \cap \{v_{(1,1)}, v_{(1,-1)}\} \) is empty. In this case, by the induction hypothesis, we have
\[
\mathbb{P}_p\left( D^x_1(\tilde{S}, R) \right) \leq F^{x-1,y-2,z}(s - j - 2, t - 4),
\]
and so the probability in this case can be bounded by
\[
\sum_{j=0}^{s-1} (6p)^3 e^{-jg(bq)} \cdot F^{x-1,y-2,z}(s - j - 2, t - 4) \leq \frac{6^3 sp^3 a \sqrt{b}}{C^3} e^{3g(aq) + 2g(bq)} \cdot F^{x,y,z}(s, t).
\]
Since \( s \leq 4\delta \sqrt{a} \) and \( e^{3g(aq) + 2g(bq)} \leq C^3/(q^3 a^2 b) \), we again win easily in this case. Similarly, if \( E \cap \{v_{(1,1)}, v_{(1,-1)}\} \) is non-empty, then the induction hypothesis gives
\[
\mathbb{P}_p\left( D^x_1(\tilde{S}, R) \right) \leq F^{x-1,y-2,z}(s - j - 3, t - 3),
\]
and so the probability in this case can be bounded by
\[
\sum_{j=0}^{s-1} (6p)^3 e^{-jg(bq)} \cdot F^{x-1,y-2,z}(s - j - 3, t - 3) \leq \frac{6^3 sp^3 a \sqrt{b}}{C^3} e^{3g(aq) + 3g(bq)} \cdot F^{x,y,z}(s, t).
\]
Since \( s \leq 4\delta \sqrt{b} \) and \( e^{3g(aq) + 3g(bq)} \leq C^3/(q^3 \sqrt{a^2 b^2}) \), we again obtain a suitable bound.

Summing over the various cases completes the proof of Lemma A.1.

The proof of Lemma A.2 is very similar to that of Lemma A.1, and we will be able to reuse large parts of the proof (in particular Algorithms A.4 and A.5).

**Proof of Lemma A.2.** Recall that \( D^x_k(S, R) \) denotes the event that
\[
[S \cup (A \cap R \setminus S]\] = R \quad \text{and} \quad A \cap S^c = \emptyset.
\]
In the proof of Lemma A.1, we use induction on the pair \((s + t, -(x + y))\), this time to prove that
\[
\mathbb{P}_p\left( D^x_k(S, R) \right) \leq \hat{F}^{x,y,z}(s, t),
\]
where
\[
\hat{F}^{x,y,z}(s, t) := \left(C e^{\text{short}(R)q}\right)^z \left(C \sqrt{q} e^{-aq}\right)^y \left(C \sqrt{q} e^{-bq}\right)^x \exp\left( -sg(bq) - tg(aq) \right),
\]
for every \( 0 \leq s, t \leq 4\delta \cdot q^{-1/2} \cdot \exp\left( \min\{a, b\} \cdot q \right) \) and \( x \in \{0, 1\}^2 \), and every \( S \subset R \) with \( \dim(S) = (a - s, b - t) \), where \( x \) and \( y \) are as defined in (76), and \( z = z(S, R) \). The base of the induction remains unchanged from Lemma A.1.

As in the proof of Lemma A.1, we partition into cases depending on whether or not \( z = x + y \), the function \( \hat{F}^{x,y,z}(s, t) \) is increasing in \( z \) and decreasing in \( x, y, s \) and \( t \), and we may assume without loss of generality that \( x = x \cdot 1_{Z(S,R)}. \)
Case 1: $z = x + y$, i.e., all of the non-empty buffers are included in $S_i^k$.

As in Lemma A.1, the event $D_2^k(S, R)$ requires the existence of a rectangle $T$ such that

$$A \cap T \setminus S_i^k = T \quad \text{and} \quad T \cap T \neq \emptyset.$$  

The first step is to apply Lemma A.3, as in the proof of Lemma A.1, to exclude rectangles $T$ with $\phi(T) > 9D$, where this time we set $D := 4\delta \cdot q^{-1/2} \cdot \exp \left( \min\{a, b\} \cdot q \right)$. It follows from (78) that $s, t \leq D \leq 4\delta/q$ and $9D \leq \min\{a, b\}$, and we may therefore argue exactly as before, except using the second inequality in Lemma A.3, which gives

$$\exp \left(-3Dg(tq)\right) \leq \left(\sqrt{q} e^{-aq}\right)^{y} \left(\sqrt{q} e^{-bq}\right)^{x} \exp \left(-sg(bq) - tg(aq)\right) \leq \frac{1}{C}. F_{x,y,z}(s,t).$$

We will therefore assume from now on that $\phi(T) \leq 9D$, and sum over choices of $T$ with $\phi(T) \leq 9D$, and the probability that

$$\left[ A \cap T \setminus S_i^k \right] = T, \quad \left[ S \cup T \cup \left( A \cap R \setminus S_i^k \right) \right] = R \quad \text{and} \quad A \cap S_i^k = \emptyset. \quad (84)$$

Note that these events depend on disjoint sets of sites and are therefore independent. It was proved in Section 4 that, given $k := \phi(T)$ and the dimensions of $[S \cup T]$, the expected number of rectangles $T$ satisfying the first event in (84) is at most $(24kp)^{k/2}$. For the intersection of the second and third events, we will partition the space according to the set $E$ given by Algorithm A.4, and apply the induction hypothesis to the set

$$\hat{S}(E) := [S \cup T \cup E].$$

Suppose first that $E = \emptyset$, and recall that this means that the set

$$\left( B_{(-1,0)}([S \cup T], R) \cup B_{(0,-1)}([S \cup T], R) \right) \setminus S_i^k$$

contains no element of $A$. Together with the second and third events in (84), this implies that the event $D_2^k(\hat{S}(E), R)$ occurs, where $\hat{x} = x - 1_{(1,0)} - 1_{(0,1)}$. By the induction hypothesis, we have

$$\mathbb{P}_p \left( D_2^k(\hat{S}(E), R) \right) \leq \hat{F}_{x-1,y-1,z}(s-i,t-j),$$

where $\dim([S \cup T]) = (a-s+i, b-t+j)$. Now, since $B/q \leq a, b \leq (1/(2q)) \log(1/q)$, we have

$$\frac{\hat{F}_{x-1,y-1,z}(s-i,t-j)}{\hat{F}_{x,y,z}(s,t)} = \frac{e^{(a+b)q}}{C^2q} \exp \left( ig(bq) + jg(aq) \right) \leq \frac{2^{i+j}}{C^2q^2}$$

since $e^{g(aq)+g(bq)} \leq 2$. Recalling that $k \leq 9D \leq 36\delta/q$, it follows that the probability of this case is at most

$$\sum_{i+j \geq 4 k=i+j} 9D (24kp)^{k/2} \cdot \frac{2^{i+j}}{C^2q^2} \cdot \hat{F}_{x,y,z}(s,t) \leq \frac{1}{C}. F_{x,y,z}(s,t),$$

as required.

Suppose next that $|E| = 1$, and observe that, by symmetry, we may assume that $u_1 \in B_{(0,-1)}([S \cup T], R)$, as in Figure 6a. Recalling that the set $J(u_1)$ (in Algorithm A.4) is empty, it follows that the event $D_2^k(\hat{S}(E), R)$ occurs, where $\hat{x} = x - 1_{(1,0)} - 1_{(0,1)} - 1_{(0,-1)}$. By the induction hypothesis, we have

$$\mathbb{P}_p \left( D_2^k(\hat{S}(E), R) \right) \leq \hat{F}_{x-1,y-2,z}(s-i,t-j-2).$$
and, since $B/q \leq a, b \leq (1/(2q)) \log(1/q)$, we have (as before)
\[
\frac{\hat{F}^{x-1,y-2,z}(s-i,t-j-2)}{\hat{F}^{x,y,z}(s,t)} = \frac{e^{(2a+b)q}}{C^3 q^{3/2}} \exp \left( (i+2)g(bq) + (j+2)g(aq) \right) \leq \frac{2^{i+j+2}}{C^3 q^3}.
\]
Noting that there are at most $2k$ choices for the vertex $u_1$, and recalling that $k \leq 36\delta/q$, it follows that the probability of this case is at most
\[
\sum_{i+j\geq 4} \sum_{k=i+j}^{9D} 2kp \cdot (24kp)^{k/2} \cdot \frac{2^{i+j+2}}{C^3 q^3} \cdot \hat{F}^{x,y,z}(s,t) \leq \frac{1}{C^2} \cdot \hat{F}^{x,y,z}(s,t),
\]
as required.

Finally, suppose that $|E| = 2$, and observe that in this case the event $D_2^x(\hat{S}(E), R)$ occurs, where $\hat{x} = 0$, and that $x = 1$. By the induction hypothesis, we have
\[
P_p \left( D_2^x(\hat{S}(E), R) \right) \leq \frac{\hat{F}^{x-2,y-2,z}(s-i-2,t-j-2)}{\hat{F}^{x,y,z}(s,t)}
\]
and, since $B/q \leq a, b \leq (1/(2q)) \log(1/q)$, we have (as before)
\[
\frac{\hat{F}^{x-2,y-2,z}(s-i-2,t-j-2)}{\hat{F}^{x,y,z}(s,t)} = \frac{e^{(2a+b)q}}{C^3 q^{3/2}} \exp \left( (i+2)g(bq) + (j+2)g(aq) \right) \leq \frac{2^{i+j+4}}{C^4 q^4}.
\]
Noting that there are at most $4k^2$ choices for $E$, and since $k \leq 36\delta/q$, it follows that the probability of this case is at most
\[
\sum_{i+j\geq 4} \sum_{k=i+j}^{9D} (2kp)^2 \cdot (24kp)^{k/2} \cdot \frac{2^{i+j+4}}{C^4 q^4} \cdot \hat{F}^{x,y,z}(s,t) \leq \frac{1}{C^3} \cdot \hat{F}^{x,y,z}(s,t),
\]
as required. This completes the proof in Case 1.

Case 2: $z > x+y$.

As in the proof of Lemma A.1, let $B_{(1,0)}(S, R)$ be a non-empty buffer that is not included in $S^x$, so $x_{(1,0)} = 0$, and define a set $E$ using Algorithm A.5.

Suppose first that $E = \emptyset$, and recall that $\bar{S} = \bigcup_{i=0}^{\delta} \left( S + (i, 0) \right)$, where
\[
j = \min \left\{ i \geq 0 : A \cap R \cap \left( S + (i+2, 0) \right) \setminus \left( S + (i, 0) \right) = \emptyset \right\},
\]
and that $\bar{S}_x \setminus S^x$ contains no elements of $A$, where $\bar{x} = x + 1_{(1,0)}$. There are two sub-cases, depending on whether or not $B_{(1,0)}(\bar{S}, R) = \emptyset$, that is, whether or not we reached the right-hand side without finding a double gap. Suppose first that we did find a double gap (i.e., $B_{(1,0)}(\bar{S}, R) \neq \emptyset$). We will sum over choices of $j$ the probability that
\[
[S \cup (A \cap \bar{S})] = \bar{S}, \quad [\bar{S} \cup (A \cap R \setminus \bar{S}^x)] = R \quad \text{and} \quad A \cap \bar{S}^x = \emptyset. \tag{85}
\]
Note that these three events depend on disjoint sets of sites, and are therefore independent; we will bound the first using Lemma 3.3, and the intersection of the second and third using the induction hypothesis. Indeed, by Lemma 3.3 (and since $g(z)$ is decreasing) we have
\[
P_p \left( [S \cup (A \cap \bar{S})] = \bar{S} \right) \leq \exp \left( - jg(bq) \right).
\]
Moreover, the second and third events imply that the event $D_2^x(\bar{S}, R)$ occurs, and by the induction hypothesis we have
\[
P_p \left( D_2^x(\bar{S}, R) \right) \leq \hat{F}^{x+1,y,z}(s-j,t).
\]
It follows that the probability that there exists \( j \geq 0 \) such that the events in (85) all hold is at most
\[
\sum_{j=0}^{s-1} e^{-jg(b)} \cdot \hat{F}^{x,y,z}(s-j,t) = Cs\sqrt{q}e^{-bq} \cdot \hat{F}^{x,y,z}(s,t) \leq 4C\delta \cdot \hat{F}^{x,y,z}(s,t)
\]
as required, since \( s \leq 4\delta \cdot q^{-1/2} \cdot \exp\left( \min\{a,b\} \cdot q \right) \) and \( \delta = \delta(C) > 0 \) is sufficiently small.

We next deal with the case \( E = \emptyset \) and \( B_{(1,0)}(\tilde{S}, R) = \emptyset \) (i.e., we reached the right-hand side without finding a double gap). In this case, the event \( D_2^{\tilde{x}}(\tilde{S}, R) \) occurs, and by the induction hypothesis we have
\[
\mathbb{P}_p(D_2^{\tilde{x}}(\tilde{S}, R)) \leq \hat{F}^{x,y,z-1}(s-j,t),
\]
since \( z(\tilde{S}, R) = z(S, R) - 1 \). It follows that the probability that the events in (85) all hold, and \( B_{(1,0)}(\tilde{S}, R) = \emptyset \), is at most
\[
\exp\left( -jg(b)q \right) \cdot \hat{F}^{x,y,z-1}(s-j,t) \leq \frac{1}{C} \cdot \hat{F}^{x,y,z}(s,t)
\]
which suffices since \( C \) is sufficiently large.

We will therefore assume from now on that \( E \neq \emptyset \), so \( \tilde{S} = \bigcup_{i=0}^j (S + (i, 0)) \), where \( j \) is minimal such that \( \tilde{S} \setminus S \) is crossed from left to right, and
\[
(A \cap \tilde{S}^\natural) \setminus (S^\natural \cup B_{(1,0)}(\tilde{S}, R)) \neq \emptyset.
\]
In other words, before reaching a double gap we found an infected site in either the buffer above or below \( \tilde{S} \). In particular, note that \( \ell_{(0,1)} + \ell_{(0,-1)} \geq 1 \).

Suppose first that \( |E| = 1 \), and therefore that (without loss of generality) we have \( \ell_{(0,1)} = 1 \), \( E = \{u_{(0,1)}\} \) and \( \ell_{(0,-1)} = \ell_{(-1,0)} = 0 \). Then the events
\[
u_{(0,1)} \in A, \quad [S \cup (A \cap \tilde{S})] = \tilde{S}, \quad A \cap B_{(1,0)}(S, R) = \emptyset \quad \text{and} \quad D_2^{\tilde{x}}(\tilde{S}, R)
\]
occur, where \( \tilde{S} = [\tilde{S} \cup E] \) and \( \hat{x} = x - 1_{(0,1)} \). There is an important subtlety in this case, since these events might not be independent: the buffer \( B_{(0,1)}(\tilde{S}, R) \) might ‘stick out’ of the top of \( \tilde{S} \), and therefore intersect the set of sites that the event \( D_2^{\tilde{x}}(\tilde{S}, R) \) depends on. However, the only dependence is between the decreasing event \( \{A \cap B_{(0,1)}(S, R) = \emptyset\} \) and the increasing part of the event \( D_2^{\tilde{x}}(\tilde{S}, R) \) (since \( \hat{x}_{(0,1)} = 0 \)), so by Harris’ inequality [20]\(^\dagger\) the probability that all four events occur is at most the product of their probabilities.

Given \( j \), there are at most four choices for \( u_{(0,1)} \), so
\[
\mathbb{P}_p\left( \{u_{(0,1)} \in A\} \cap \{[S \cup (A \cap \tilde{S})] = \tilde{S}\} \right) \leq 4p \exp\left( -jg(b)q \right).
\]
Suppose first that \( z(\tilde{S}, R) < z(S, R) \). In this case, by the induction hypothesis, we have
\[
\mathbb{P}_p\left( \{A \cap B_{(0,1)}(S, R) = \emptyset\} \cap D_2^{\tilde{x}}(\tilde{S}, R) \right) \leq (1 - p)^{\delta k} \cdot \hat{F}^{x,y,z-1}(s-j, t-2),
\]
\(^\dagger\)Harris’ inequality states that increasing events in a product space are positively correlated. It is often referred to as the FKG inequality, which is a generalization that was proved somewhat later.
and so the probability in this case can be bounded by
\[
\sum_{j=0}^{s} 4p(1 - p)^{a-s} e^{-jg(bq)} \cdot \hat{F}^{x,y-1,z-1}(s - j - 1, t - 2) \\
\leq 4(s + 1)p \cdot e^{-(a-s)q} \cdot \frac{e^{aq - \min(a,b)q}}{C^2 \sqrt{q}} \cdot e^{2g(aq) + g(bq)} \cdot \hat{F}^{x,y,z}(s, t) \leq \frac{\delta}{C} \cdot \hat{F}^{x,y,z}(s, t),
\]
since \( s \leq 4\delta \cdot q^{-1/2} \cdot \exp \left( \min\{a, b\} \cdot q \right) \leq 4\delta / q \), and hence \( e^{aq + 2g(aq) + g(bq)} \leq 2 \).

On the other hand, if \( z(\hat{S}, R) = z(S, R) \) then the buffer \( B_{(0,1)}(S, R) \) must have height at least two, and hence
\[
\mathbb{P}_p \left( \left\{ A \cap B_{(0,1)}(S, R) = \emptyset \right\} \cap D_2^k(\hat{S}, R) \right) \leq (1 - p)^{2(a-s)} \cdot \hat{F}^{x,y-1,z}(s - j - 1, t - 2).
\]
The probability in this case can therefore be bounded, as above, by
\[
\sum_{j=0}^{s} 4p(1 - p)^{2(a-s)} e^{-jg(bq)} \cdot \hat{F}^{x,y-1,z}(s - j - 1, t - 2) \\
\leq 4(s + 1)p \cdot e^{-2(a-s)q} \cdot \frac{e^{aq}}{C\sqrt{q}} \cdot e^{2g(aq) + g(bq)} \cdot \hat{F}^{x,y,z}(s, t) \leq \delta \cdot \hat{F}^{x,y,z}(s, t),
\]
as required.

The remaining cases are similar but easier, since each extra infected site is extremely expensive. We will therefore be able to use slightly weaker bounds, which simplifies the analysis somewhat. Suppose next that \(|E| = 2\), so either
\( (a) \ell_{(0,1)} = \ell_{(0,-1)} = 1, \ell_{(-1,0)} = 0, \) and \( E = \{u_{(0,1)}, u_{(0,-1)}\} \), or
\( (b) \ell_{(0,1)} = \ell_{(-1,0)} = 1, \ell_{(0,-1)} = 0, \) and \( E = \{u_{(0,1)}, u_{(0,-1)}\} \).
In either case, given \( j \) there are at most five choices for each element of \( E \), so
\[
\mathbb{P}_p \left( E \subset A \text{ and } [S \cup (A \cap \hat{S})] = \hat{S} \right) \leq (5p)^2 \exp \left( -jg(bq) \right).
\]
Moreover, in case \( (a) \), by the induction hypothesis and Harris’ inequality, we have
\[
\mathbb{P}_p \left( \left\{ A \cap B = \emptyset \right\} \cap D_2^k(\hat{S}, R) \right) \leq (1 - p)^{2(a-s)} \cdot \hat{F}^{x,y-2,z}(s - j - 1, t - 4),
\]
where \( B = B_{(0,1)}(S, R) \cup B_{(0,-1)}(S, R) \) and \( \hat{x} = x - 1_{(0,1)} - 1_{(0,-1)} \).\(^{15}\) The probability in this case can therefore be bounded by
\[
\sum_{j=0}^{s} (5p)^2 (1 - p)^{2(a-s)} e^{-jg(bq)} \cdot \hat{F}^{x,y-2,z}(s - j - 1, t - 4) \leq \frac{\delta}{C} \cdot \hat{F}^{x,y,z}(s, t),
\]
since \( s \leq 4\delta / q \) and \( e^{2aq + 4g(aq) + g(bq)} \leq 2 \). Similarly, in case \( (b) \) we have
\[
\mathbb{P}_p \left( \left\{ A \cap B = \emptyset \right\} \cap D_2^k(\hat{S}, R) \right) \leq (1 - p)^{a-s+b-t} \cdot \hat{F}^{x-1,y-1,z}(s - j - 3, t - 2),
\]
\(^{14}\)We remark that this is the only point in the proof where we will need the term \( e^{\text{short}(R)qz} \) in the bound in Lemma 4.4. This term gives rise to the term \( \text{up}(\mathcal{H}) \) in the proof of Theorem 2.1 and the corresponding precision needed in Lemma 5.14.

\(^{15}\)Note that here (and also below) we could have gained substantially by dividing into cases, as above, depending on whether or not \( z(\hat{S}, R) < z(S, R) \). In this case, however, this weaker bound will suffice.
where \( B = B_{(0,1)}(S, R) \cup B_{(-1,0)}(S, R) \) and \( \hat{x} = x - 1_{(0,1)} - 1_{(-1,0)} \), which allows us to bound the probability in this case by
\[
\sum_{j=0}^{s} (5p)^2 (1 - p)^{a-s+b-t} e^{-jg(bq)} \cdot \hat{F}^{x-1,y-1,z}(s - j - 3, t - 2) \leq \frac{\delta}{C} \cdot \hat{F}^{x,y,z}(s, t),
\]
extactly as before. The calculation when \( |E| = 3 \) is almost the same. Recall that \( \ell_{(0,1)} = \ell_{(0,-1)} = \ell_{(-1,0)} = 1 \) and, without loss of generality, either
\begin{enumerate}
\item \( E = \{u_{(0,1)}, u_{(0,-1), 1}, u_{(-1,0)}\} \), or
\item \( E = \{u_{(0,1), 0}, u_{(-1,0), 0}, u_{(-1,-1)}\} \).
\end{enumerate}
In either case, given \( j \) there are at most six choices for each element of \( E \), so
\[
\mathbb{P}_p \left( E \subset A \text{ and } [S \cup (A \cap \tilde{S})] = \tilde{S} \right) \leq (6p)^3 \exp \left( -jg(bq) \right).
\]
Moreover, in either case, by the induction hypothesis and Harris’ inequality, we have
\[
\mathbb{P}_p \left( \{A \cap B = \emptyset\} \cap D_{2}^{x}(\tilde{S}, R) \right) \leq (1 - p)^{2(a-s)+b-t} \cdot \hat{F}^{x-1,y-2,z}(s - j - 3, t - 4),
\]
where \( B = B_{(0,1)}(S, R) \cup B_{(0,-1)}(S, R) \cup B_{(-1,0)}(S, R) \) and \( \hat{x} = 0 \). The probability in this case can therefore be bounded by
\[
\sum_{j=1}^{s} (6p)^3 (1 - p)^{2(a-s)+b-t} e^{-jg(bq)} \cdot \hat{F}^{x-1,y-2,z}(s - j - 3, t - 4) \leq \frac{\delta}{C^2} \cdot \hat{F}^{x,y,z}(s, t),
\]
since \( s \leq 4\delta/q \) and \( e^{2aq+bt+4s(aq)+3g(bq)} \leq 2 \). This completes the proof of Lemma A.2. \( \square \)
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