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Abstract

We study the spectral and diffusive properties of the wired minimal spanning forest (WMSF) on the Poisson-weighted infinite tree (PWIT). Let $M$ be the tree containing the root in the WMSF on the PWIT and $(Y_n)_{n \geq 0}$ be a simple random walk on $M$ starting from the root. We show that almost surely $M$ has $\mathbb{P}[Y_{2n} = Y_0] = n^{-3/4 + o(1)}$ and $\text{dist}(Y_0, Y_n) = n^{1/4 + o(1)}$ with high probability. That is, the spectral dimension of $M$ is $3/2$ and its typical displacement exponent is $1/4$, almost surely. These confirm Addario-Berry’s predictions [2].

1 Introduction and main results

The minimal spanning tree (MST) is a fundamental combinatorial optimization problem that has attracted the attention of the computer science, combinatorics and probability communities. We refer the reader to the lovely introduction presented in Section 1 of [3].

A classical problem of a probabilistic flavour is the MST on the complete graph with random edge weights. Assign to each edge of the complete graph on $n$ vertices an i.i.d. random positive weights drawn according to an atomless distribution. The MST is then the almost sure unique spanning tree of minimal total edge weights. Several central results on the MST in this setting are as follows: Frieze [13] found the limiting value of its total edge weight; Addario-Berry, Broutin and Reed [1] proved that its diameter is of order $n^{1/3}$ with high probability; its scaling limit was identified by Addario-Berry, Broutin, Goldschmidt and Miermont [3] and its local weak limit was identified in [2, 6]. In this paper we are concerned mostly with the last result.

In [2], Addario-Berry identifies the local limit of the MST on the complete graph to be the component of the root of the wired minimal spanning forest (WMSF) on the Poisson-weighted infinite tree (PWIT), see the precise definitions in Section 1.1. In fact this result follows from an earlier more general result of Aldous and Steele [6, Theorem 5.4]. The latter shows in particular that the local limit of the MST on any regular graph sequence with degree tending to $\infty$ is again the component of the root of the WMSF on the PWIT. Both [6] and [2] prove convergence results under a weighted topology which does not imply convergence in the more common unweighted topology. In Theorem 6.1 presented in Section 6 we point out how to obtain such a convergence. For the main results of this paper this is not relevant as we work directly on the limiting object.

Due to the above, the WMSF on the PWIT is a universal limiting object and its behaviour provides information about the local structure of the MST on a large class of finite graphs. Addario-Berry [2] showed that the volume growth rate of the component of the root of the WMSF on the PWIT is cubic (up to lower order fluctuations) and predicted that almost surely its spectral dimension is $3/2$ and that the random walk’s typical displacement exponent is $1/4$, see the last paragraph of Section 1.1 in [2]. The main results of this paper confirm these predictions.
1.1 The WMSF on the PWIT

Let $U$ be the Ulam–Harris tree, that is, the tree with vertex set $V(U) = \bigcup_{k \geq 0} \mathbb{N}^k (\mathbb{N}^0 = \{\emptyset\})$, in which for each $k \geq 1$ and each vertex $v = (n_1, \ldots, n_k) \in \mathbb{N}^k$ we form an edge between $v$ and its parent $(n_1, \ldots, n_{k-1})$. For each $v = (n_1, \ldots, n_k) \in V(U)$, let $(w_i, i \geq 1)$ be an independent homogeneous rate one Poisson point process on $[0, \infty)$. For each $i \geq 1$ we assign the weight $w_i$ to the edge connecting $v$ to its child $(n_1, \ldots, n_k, i)$. We write $W = \{W(e) : e \in E(U)\}$ for these weights on $U$ and root the tree at $\emptyset$. The resulting rooted weighted tree $(U, \emptyset, W)$ is known as the Poisson-weighted infinite tree (PWIT).

Given a connected graph $G = (V, E)$ and weight function $w : E \to (0, \infty)$ the wired minimal spanning forest (WMSF) is obtained from $G$ by deleting any edge with a label that is maximal in an extended cycle it belongs to, that is, either a cycle or two disjoint infinite simple paths starting from a vertex.

It will be convenient for us to work with an equivalent definition of the WMSF ([16, Proposition 3.3]). For this definition we first need to recall the invasion percolation on a PWIT. Given a PWIT sample $(U, \emptyset, W)$, for each $u \in V(U)$, consider the following procedure. Let $I_0(u)$ be the graph with vertex set $\{u\}$ and no edges. Let $I_1(u)$ be the graph formed by the lowest edge incident to $u$ and define $I_n(u)$ recursively thereafter by setting $I_{n+1}(u) = I_n(u) \cup \{e\}$, where $e$ is the lowest edge among the edges not in $I_n(u)$ but incident to a vertex in $I_n(u)$. Finally the tree $T^{(u)} = \bigcup_{n \geq 0} I_n(u)$ is called the invasion percolation cluster of $u$. For simplicity we will write $T = T^{(\emptyset)}$ for the invasion percolation cluster of the root $\emptyset$.

By [16, Proposition 3.3] it follows that the WMSF is distributed as the union of all the trees in $\{T^{(u)} : u \in V(U)\}$. Let $M$ be the connected component of the WMSF containing the root $\emptyset$. We root $M$ at $\emptyset$ and let it inherit its weights from the weight function $W$ of the PWIT. We thus obtain a random rooted weighted tree $(M, \emptyset, W)$. This is the local weak limit of the MST on complete graphs (and regular graphs of large degree) mentioned earlier and is the central object of study in our paper.

1.2 Main results

For simple random walk $(Y_n)_{n \geq 0}$ on a locally finite, connected graph $G$ starting from $x \in V(G)$, define the transition density $p_n(x, y) := P_x[Y_n = y]/\deg(y)$. The spectral dimension of a graph $G$ is defined as

$$d_s(G) := -2 \lim_{n \to \infty} \frac{\log p_{2n}(x, x)}{\log n},$$

whenever the limit exist (if the limit exists it does not depend on the choice of the vertex $x$).

**Theorem 1.1.** Almost surely $M$ has spectral dimension $3/2$. Moreover, there exist a constant $\beta > 0$ and a random variable $C \in [1, \infty)$ that only depends on $M$, such that almost surely the transition density of $M$ satisfies the following:

$$C^{-1}(\log n)^{-\beta} n^{-3/4} \leq p_{2n} (\emptyset, \emptyset) \leq C (\log n)^{\beta} n^{-3/4},$$

for all $n \geq 2$.

For our next result we write $d = d_G$ for the graph distance metric on $V(G)$, i.e., $d(x, y)$ is the length of the shortest path between $x$ and $y$ in $G$. Our next result states that the typical graph distance from the origin after $n$ steps of the random walk is order $n^{1/4+o(1)}$ and additionally, the maximal distance attained up to time $n$ is of the same order.
Theorem 1.2. There exist a constant $\beta_2 > 0$ and a random variable $C_2 \in [1, \infty)$ that only depends on $M$, such that for almost surely $M$,

$$P^\emptyset \left[ C_2^{-1} (\log n)^{-\beta_2 n^{1/4}} \leq d(\emptyset, Y_n) \leq C_2 (\log n)^{\beta_2 n^{1/4}} \right] \geq 1 - \frac{C_2}{\log n},$$

for all $n \geq 2$.

Remark 1.3. It is by now standard that many other random walk estimates can be proved using the same techniques. For instance, it can be shown that $M$ almost surely satisfied that the number of distinct vertices the random walk visits after $n$ steps is $n^{3/4 + o(1)}$, the expected time it takes the walker to reach distance $R$ from the origin is $R^{4+o(1)}$. We omit the details.

Lastly, we improve the correction terms in [2, Theorem 1.2] for the volume growth of $M$ and provide bounds that are tight up to powers of log. Let $B_M(\emptyset, r) = \{v \in M : d_M(v, \emptyset) \leq r\}$ denote the ball of radius $r$ centred at the root $\emptyset$.

Theorem 1.4. Almost surely $M$ satisfies

$$\limsup_{r \to \infty} \frac{|B_M(\emptyset, r)|}{r^3/(\log r)^{18}} < \infty$$

and

$$\liminf_{r \to \infty} \frac{|B_M(\emptyset, r)|}{r^3/(\log r)^{18}} > 0.$$

Remark 1.5. We have not tried to optimize the powers of log in the three theorems above. In fact, it is quite reasonable that the actual fluctuations are powers of log log as in [9].

1.3 Outline of the paper

We give a quick review of invasion percolation and the WMSF on the PWIT in Section 2. More information can be found in [2] and [4]. In Section 3 we improve the existing bounds on volume growth of $M$ and give the proof of Theorem 1.4. In Section 4 we study the effective resistance from the root to a sphere in $M$ giving an almost linear lower bound in the radius of the sphere; the linear upper bound is trivial. Using these estimates, we use some methods and results of Kumagai and Misumi [14] to obtain Theorems 1.1 and 1.2. Lastly, we discuss the universality of the limit, the difference between weighted and unweighted local limits, and show how to use apply a theorem of Aldous and Steele [6], to obtain that the component of the root in the WMSF on the PWIT is the (unweighted) local limit of the MST on any sequence of finite simple regular graphs with degree tending to infinity, see Theorem 6.1. Throughout the paper, we will use $c, c_i, C$ and $C_i$ to represent positive finite constants. The values of these constants may vary from line to line and even within a single string of inequalities. Finally a list of notation is provided just before the bibliography for readers’ convenience.

2 Preliminaries

In this section we collect and elaborate on some facts obtained in [2] and [4].
2.1 The invasion percolation cluster $T$

Invasion percolation on the PWIT has been studied in detail \cite{4} and here we only collect a few results from \cite{4} and \cite{2}. Recall that $T = T(\emptyset)$ denotes the invasion percolation cluster of the root $\emptyset$ on the PWIT.

The first fact we use is \cite[Corollaries 5 and 22]{4} stating that $T$ is almost surely one-ended, i.e., the removal of any finite set of vertices leaves precisely one infinite component. Next, $T$ has a natural decomposition into ponds and outlets. See \cite[Introduction]{19} for a nice interpretation. We say that an edge $e \in E(T)$ is an outlet (also called forward maximal edge in \cite{2}) if the removal of $e$ separates the root $\emptyset$ from infinity and if, for any other edge $e' \in E(T)$, if the path from $e'$ to $\emptyset$ contains $e$ then $W(e') < W(e)$. In particular all the outlets are on the unique infinite simple path that represents the end of $T$ emanating from the root $\emptyset$. Write $S_1 = \emptyset$, and list the outlets of $T$ in increasing order of distance from the root $\emptyset$ as $((R_i, S_{i+1}), i \geq 1)$. The removal of all outlets separates $T$ into an infinite sequence of finite trees $(P_i, i \geq 1)$, where for each $i \geq 1$, $R_i$ and $S_i$ are vertices of $P_i$. These trees $(P_i, i \geq 1)$ are called the ponds of $T$.

For $\lambda > 0$, write $PGW(\lambda)$ for a branching process tree with progeny distribution of Poisson($\lambda$) (with one particle initially). Define $\theta(\lambda) := \mathbb{P}[|PGW(\lambda)| = \infty]$. For $\lambda > 1$, write $B_\lambda$ for a random variable whose distribution is given by

$$\mathbb{P}[B_\lambda = m] = \frac{\theta(\lambda)}{\theta'\lambda(\lambda)} \cdot \frac{e^{-\lambda m(\lambda m)^{m-1}}}{(m-1)!}, \quad m = 1, 2, 3, \ldots.$$ 

The fact that $\sum_{m=1}^{\infty} \frac{\theta(\lambda)}{\theta(\lambda)} \cdot \frac{e^{-\lambda m(\lambda m)^{m-1}}}{(m-1)!} = 1$ was proved in \cite[Corollary 29]{4}.

**Definition 2.1.** Construct a rooted weighted infinite one-ended tree as follows.

(a) First sample a Markov chain $(X_n)_{n \geq 1}$ taking positive real values as follows:

- sample a random variable $F$ uniformly distributed in $(0, 1)$ and let $X_1 = \theta^{-1}(F)$;
- given $X_n$, sample $X_{n+1}$ using

$$\mathbb{P}[X_{n+1} \in dy \mid X_n = x] = \frac{\theta'(y)dy}{\theta(x)}, \quad 1 < y < x.$$  \hspace{1cm} (3)

(b) Given $(X_n)_{n \geq 1}$, sample independently positive integers $(Z_n)_{n \geq 1}$ such that $Z_n$ is distributed as $B_{X_n}$.

(c) Given $(Z_n)_{n \geq 1}$, sample independently finite trees $(\tilde{P}_n)_{n \geq 1}$ such that for each $n \geq 1$, the tree $\tilde{P}_n$ is a uniformly random labelled tree with $Z_n$ vertices.

(d) Given $(\tilde{P}_n)_{n \geq 1}$, for each $n \geq 1$ pick two vertices $\tilde{R}_n, \tilde{S}_n$ uniformly at random from the vertex set of $\tilde{P}_n$, independently of each other. Add an edge $\tilde{e}_n$ between $\tilde{R}_n, \tilde{S}_{n+1}$ for each $n \geq 1$ and we get an infinite tree $\tilde{T}$. Let the root $\rho$ of $\tilde{T}$ be the vertex $\tilde{S}_1$.

(e) For each $n \geq 1$, assign $\tilde{e}_n = (\tilde{R}_n, \tilde{S}_{n+1})$ with weight $\tilde{W}(\tilde{e}_n) = X_n$, and for each edge $e \in E(\tilde{P}_n)$, let its weight $\tilde{W}(e)$ be uniform distributed on $[0, X_n]$, independently of each other.

Combining Theorem 27, Lemma 28 and Corollary 29 and the remark after Theorem 27 in \cite{4} one has the following description of the invasion percolation cluster $T$. 


**Theorem 2.2.** Let \((T, \emptyset, W)\) be the invasion percolation cluster \(T\) rooted at \(\emptyset\) with weights \(W\) inherited from the PWIT. Then \((T, \emptyset, W)\) is distributed according to Definition 2.1 and in particular, the ponds \((P_n)_{n \geq 1}\) and the weights \((W((R_n, S_{n+1})))_{n \geq 1}\) of \((T, \emptyset, W)\) have the same distribution as \((\bar{P}_n)_{n \geq 1}\) and \((X_n)_{n \geq 1}\) respectively.

### 2.2 Poisson Galton–Watson aggregation process and the construction of \(M\)

Recall that \(M\) is the tree containing the root \(\emptyset\) in the WMSF on the PWIT. In particular \(T\) is a subtree of \(M\). The tree \(M\) is also almost surely one-ended (Corollary 7.2 in [2]). So for any \(v \in V(M)\), there is a unique infinite simple path \(P(v, \infty)\) starting from \(v\) in \(M\). Write \(x(v) = \sup\{W(e) : e \in P(v, \infty)\}\) and call it the activation time of \(v\). If \(v \in V(T)\) and \(v\) is in the \(i\)-th pond \(P_i\), then by Theorem 2.2 it is easy to see that \(x(v)\) equals the weight of the \(i\)-th outlet.

Since \(T\) and \(M\) are one-ended and \(T\) is a subtree of \(M\), the removal of all edges in \(T\) (not the vertices) separates \(M\) into a forest containing infinitely many finite trees. Each such tree is naturally rooted at some vertex \(v \in V(T)\), denoted by \(M_v\). We have seen how to sample \((T, \emptyset, W)\) and next we show how to sample \(M_v\) for each \(v \in V(T)\), conditioned on \((T, \emptyset, W)\).

#### 2.2.1 Poisson Galton–Watson aggregation process

For \(s \geq 1\), a PGW(\(s\)) tree conditioned on being finite is distributed as PGW(\(s^*\)), where

\[
s^* = s(1 - \theta(s)) \leq 1.
\]

This simple fact is well known and can be easily deduced using Proposition 5.28(ii) in [15]. For \(s \geq 1\), the number \(s^*\) is called the dual parameter of \(s\) and is the unique number in \((0, 1]\) such that

\[
se^{-s} = s^* e^{-s^*}.
\]

As \(s\) increases from 1 to \(\infty\), the dual parameter \(s^*\) decreases from 1 to 0.

**Definition 2.3** (One-step Poisson Galton–Watson aggregation). Given a vertex \(v\) and a real number \(\lambda > 1\), we construct a rooted, weighted random tree \(\mathfrak{T}_{v, \lambda} = (\mathfrak{T}, v, W)\) as follows, where \(W : E(\mathfrak{T}) \to (0, \infty)\) is the weight function on edges of \(\mathfrak{T}\).

1. Sample a Poisson process on \([\lambda, \infty)\) with rate \((1 - \theta(s))\). Let \(\mathcal{P} = \{\tau_1, \ldots\}\) be the atoms of this Poisson process. Since \(1 - \theta(s)\) tends to zero exponentially fast (see (7) below), almost surely \(\mathcal{P}\) is a finite set.

2.  
   - If \(\mathcal{P}\) is empty, then we let \((\mathfrak{T}, v, W)\) be the trivial graph with a single vertex \(v\) and no edges.
   
   - If \(\mathcal{P}\) is not empty, then for each \(\tau_i \in \mathcal{P}\),
     
     - sample a PGW(\(\tau_i^*\)) tree \(T_i\). Root \(T_i\) at the progenitor and add an edge \(e_i\) between \(v\) and the root of \(T_i\);
     
     - assign \(W(e_i) = \tau_i\) and assign i.i.d. uniform \((0, \tau_i)\) weights to the edges of \(T_i\);

3. Finally we set \((\mathfrak{T}, v, W)\) to be the rooted weighted random tree obtained after the above two operations for all \(\tau_i \in \mathcal{P}\). The random tree \(\mathfrak{T}\) is almost surely a finite tree since \(\mathcal{P}\) is almost surely a finite set.
Definition 2.4 (Poisson Galton–Watson aggregation (PGWA) process). Given a vertex \( v \) and a real number \( \lambda > 1 \), construct a rooted, weighted tree \((\tilde{M}_v, v, W)\) in the following way.

1. Start with a trivial rooted, weighted graph \( G_0 \) with a single vertex \( v \) and no edges. Set \( \mathcal{I}_0 = \{v\} \) and let \( A(v) = \lambda \). (Also call \( A(v) \) the activation time of \( v \).)

2. Given \( G_n, \mathcal{I}_n \), we construct \( G_{n+1}, \mathcal{I}_{n+1} \) as follows.
   (a) If \( \mathcal{I}_n \) is an empty set, then simply set \( G_{n+1} = G_n \) and \( \mathcal{I}_{n+1} = \mathcal{I}_n \).
   (b) Otherwise,
      - for each vertex \( w \) in \( \mathcal{I}_n \), if \( w \neq v \), then define its activation time \( A(w) \) to be the largest weight on the unique path from \( w \) to \( v \) in the tree \( G_n \);
      - for each vertex \( w \) in \( \mathcal{I}_n \), sample a rooted, weighted tree \( \mathcal{T}_{w,A(w)} \) using the one-step Poisson Galton–Watson aggregation process in Definition 2.3 and attach this tree to \( G_n \) by identifying the root of \( \mathcal{T}_{w,A(w)} \) with the vertex \( w \);
      - let \( G_{n+1} \) be the rooted weighted graph obtained after attaching these trees for all \( w \in \mathcal{I}_n \) and set \( \mathcal{I}_{n+1} = \mathcal{V}(G_{n+1}) \setminus \mathcal{V}(G_n) \). In particular, we always root \( G_{n+1} \) at \( v \). (Note that \( \mathcal{I}_{n+1} \) is empty if and only if all the trees \( \mathcal{T}_{w,A(w)}, w \in \mathcal{I}_n \) are trivial.)

3. Finally we let \((\tilde{M}_v, v, W) = \bigcup_{n \geq 1} G_n\).

We denote by \( \mathbb{P}_\lambda \) and \( \mathbb{E}_\lambda \) the law and corresponding expectation of \( \tilde{M}_v \) sampled by the PGWA process starting from time \( \lambda \). It is not obvious that \( \tilde{M}_v \) is finite. In fact, it was shown in [2, Proposition 7.3 and Corollary 7.2] that \(|\tilde{M}_v|\) has a finite first moment. In particular almost surely the set \( \mathcal{I}_n \) in the PGWA process is empty for all \( n \) sufficiently large.

The following description of \( M \) using the PGWA process was shown in [2, Section 2.2].

Theorem 2.5. First sample the rooted weighted tree \((T, \emptyset, W)\) using Theorem 2.2. In particular \( x(v) \) is then known for each vertex \( v \in \mathcal{V}(T) \). Conditioned on \((T, \emptyset, W), \{M_v; v \in \mathcal{V}(T)\} \) are independent and each tree \( M_v \) has the same distribution as a tree sampled from the PGWA process starting from time \( x(v) \).

The following proposition is a simple application of the recursive nature of the PGWA process and will be used later in the proof of Lemma 3.7.

Proposition 2.6. Suppose \( \lambda > 1 \) and \( \tilde{M}_v \) is a tree with law \( \mathbb{P}_\lambda \).

(a) The tree \( \tilde{M}_v \) is stochastically dominated by a PGW \((\lambda^* + \int_\lambda^\infty (1 - \theta(y))dy) \) tree.

(b) Fix some \( \alpha > \lambda \). Color the vertices of \( \tilde{M}_v \) according to their activation times: if \( A(u) \in [\lambda, \alpha] \), color \( u \) black; otherwise color it white. Observe that white vertex can only have white descendants and the black vertices form a connected subtree rooted at \( v \). Moreover
   \begin{itemize}
   \item the black subtree of \( \tilde{M}_v \) is stochastically dominated by a PGW \((\lambda^* + \int_\lambda^\alpha (1 - \theta(y))dy) \) tree;
   \item conditioned on the black subtree of \( \tilde{M}_v \), the white parts are distributed as i.i.d. trees with law \( \mathbb{P}_\alpha \) rooted at each of the black vertices (except the roots of these i.i.d. trees are colored black).
   \end{itemize}
Proof. Observe that in the PGWA process, when we use the one-step PGWA process to sample a PGW($\tau^*$) tree, all the vertices in this PGW($\tau^*$) tree have the same activation time $\tau$. For part (a), first observe that the number of children of $v$ in $M_v$ has Poisson$(\int_\lambda^\infty (1-\theta(y))dy)$ distribution. For any other vertex $u \in V(M_v)$, the number of children of $u$ in $M_v$ comes from two parts: one part from the random PGW($A(u)^*$) tree containing $u$ and another part from an independent Poisson$(\int_{A(u)}^\infty (1-\theta(y))dy)$ random variable. Since $A(u) \geq \lambda$ (whence $A(u)^* \leq \lambda^*$) and the sum of independent Poisson random variables is still Poisson, one has that $M_v$ is stochastically dominated by a PGW($\lambda^* + \int_\lambda^\infty (1-\theta(y))dy$) tree.

For part (b), similar to part (a) one has that the black subtree is stochastically dominated by a PGW($\lambda^* + \int_\lambda^\alpha (1-\theta(y))dy$) tree. Indeed the number of black children of $v$ has Poisson$(\int_\lambda^\alpha (1-\theta(y))dy)$ distribution. For any other black vertex $u \in V(M_v)$, the number of black children of $u$ in $M_v$ comes from two parts: one part from the random PGW($A(u)^*$) tree containing $u$ (the vertices of this PGW($A(u)^*$) tree all have the same activation time $A(u) \in [\lambda,\alpha]$ so are all colored black) and another part from an independent Poisson$(\int_{A(u)}^\alpha (1-\theta(y))dy)$ random variable.

To derive the conditional distribution of the white part of $\tilde{M}_v$ given the black subtree, we utilize the independence property of a Poisson point process on disjoint intervals. Specifically, for the root $v$, we consider the activation times of its children that fall within the intervals $[\lambda,\alpha]$ and $(\alpha,\infty)$. Let $\{\tau_1, \ldots, \tau_b\}$ represent the activation times within $[\lambda,\alpha]$, and $\{\tau_1^*, \ldots, \tau_w^*\}$ denote the activation times within $(\alpha,\infty)$ (note that $b$ and $w$ can be zero if no activation times fall within the respective intervals). We observe that $\{\tau_1, \ldots, \tau_b\}$ and $\{\tau_1^*, \ldots, \tau_w^*\}$ are independent and are distributed as Poisson point processes with rate $1-\theta(y)$ on the intervals $[\lambda,\alpha]$ and $(\alpha,\infty)$, respectively.

In the PGWA process, we proceed by sampling independent PGW($\tau^*$) trees for each $\tau \in \{\tau_1, \ldots, \tau_b\} \cup \{\tau_1^*, \ldots, \tau_w^*\}$ to obtain $I_1$. For every $\tau \in \{\tau_1, \ldots, \tau_b\}$, the vertices in the corresponding PGW($\tau^*$) trees have the same activation time $\tau \in [\lambda,\alpha]$, thus they are colored black. Similarly, for each $\tau \in \{\tau_1^*, \ldots, \tau_w^*\}$, the corresponding PGW($\tau^*$) trees are colored white. Continuing the PGWA process, we find that the vertex $v$, along with these PGW($\tau^*$) trees for $\tau \in \{\tau_1^*, \ldots, \tau_w^*\}$ and their descendants, forms a $P_\alpha$ tree rooted at $v$. Importantly, this tree is independent of the other black children of $v$ and their descendants.

If $b \neq 0$, we can apply a similar analysis for each vertex $u$ in the PGW($\tau^*$) trees associated with $\tau \in \{\tau_1, \ldots, \tau_b\}$, where $A(u)$ assumes the role of $A(v) = \lambda$. By doing so, we can establish that $u$, together with its white children and the descendants of these white children, also forms a $P_\alpha$ tree rooted at $u$. We can repeat this analysis iteratively until we exhaust all black vertices, thus obtaining the desired conditional distribution. \hfill $\square$

Lastly we record here a useful observation.

**Observation 2.7.** For any $\lambda_2 > \lambda_1 > 1$, a tree constructed by the PGWA process starting from time $\lambda_2$ is stochastically dominated by a tree constructed by the PGWA process starting from time $\lambda_1$.

**2.2.2 First moment of the size of $M_v$**

Write $|M_v|$ for the number of vertices in $M_v$. For $z > 1$, consider the subgraph of $M_v$ induced by those vertices $w \in V(M_v)$ with activation time $x(w) \leq z$ and write it as $M_v(z)$. Observe
that $M_v(z)$ is a subtree since every vertex $w \in V(M_v)$ with $x(w) \leq z$ can be connected to $v$ by a path lying in this subgraph. Write $|M_v(z)|$ for the size of this subtree.

Given $u \in V(M)$, for $k \geq 0$ we say that $u$ has level $k$ in $M$ if these are $k + 1$ distinct activation times on the shortest path from $u$ to $T$. That is to say, if $u \in V(T)$, then $u$ has level zero; if $u \in V(M_v) \setminus \{v\}$ for some $v \in V(T)$ and if we sample $M_v$ using the PGWA process starting from time $x(v)$, then $u$ has level $k$ if $u \in T_k$. Write $M^k_v(z)$ for the set of vertices in $M_v(z)$ with level $k$ and write $|M^k_v(z)|$ for its size. In particular, $M^0_v(z) = \{v\}$ for $z \geq x(v)$ and if we sample $M_v$ using the PGWA process, then $M^k_v(\infty) = T_k$. By formula (7.1) in [2], for all $k \geq 0$, $z > \lambda > 1$ one has that

$$\mathbb{E}[|M^k_v(z)| \mid T, v \in V(T), x(v) = \lambda] = n_k(\lambda, z),$$

(4)

where

$$n_k(\lambda, z) = \int_{\lambda < x_1 < \cdots < x_k < z} \prod_{i=1}^{k} \frac{1 - \theta(x_i)}{1 - x_i^*} \, dx_1 \cdots dx_k,$$

(5)

and we use the convention that $n_0(\lambda, z) = 1$. By (4) and $|M_v| = \sum_{k=0}^{\infty} |M^k_v(\infty)|$, we have

$$\mathbb{E}[|M_v| \mid T, v \in V(T), x(v) = \lambda] = \sum_{k=0}^{\infty} n_k(\lambda, \infty).$$

(6)

2.3 Several important functions

Recall that $\theta(x) = \mathbb{P}[\text{PGW}(x) = \infty]$. It is well known that $\theta(x) = 0$ if $x \in [0, 1]$ and $\theta(x) > 0$ if $x \in (1, \infty)$. We first collect a few properties of the function $\theta$.

**Lemma 2.8.** The function $\theta(x)$ has the following properties:

1. $\theta(x)$ is concave and infinitely differentiable on $(1, \infty)$.

2. $\theta(x)$ satisfies the equation

$$1 - \theta(x) = e^{-x\theta(x)}.$$  

(7)

3. One has that

$$\theta(x) = 2(x - 1) - \frac{8}{3}(x - 1)^2 + o((x - 1)^2),$$

(8)

as $x \to 1^+$. 

The proof is simple and is omitted (the interested reader can refer to Corollary 3.19 in [20]. Note that (8) is a slight refinement of (3.6.27) there).

**Lemma 2.9.** For $s = 1 + \epsilon > 1$ one has that

$$s^* = (1 + \epsilon)^* = 1 - \epsilon + \frac{2}{3} \epsilon^2 + O(\epsilon^3),$$

(9)

as $\epsilon \to 0^+$. For $x \in (1, \infty)$, one has that

$$\frac{1 - \theta(x)}{1 - x^*} = \frac{1}{x - 1} - \frac{4}{3} + O((x - 1)),$$

(10)

Furthermore, the function $x \mapsto \frac{1 - \theta(x)}{1 - x^*}$ decays to zero exponentially fast as $x$ tends to infinity.
Proof. The approximations (9) and (10) can be easily deduced from (8) and the fact that $s^* = s(1 - \theta(s))$. For the exponential decay of the function $x \mapsto \frac{1 - \theta(x)}{1 - x^*}$ as $x \to \infty$, notice that $x^* \leq 2^* < 1$ and $\theta(x) \geq \theta(2) > 0$ for $x \geq 2$, so one has the desired exponential decay:

$$\frac{1 - \theta(x)}{1 - x^*} \leq \frac{e^{-x\theta(x)}}{1 - x^*} \leq \frac{e^{-x\theta(2)}}{1 - 2^*}.$$ 

3 Volume growth

3.1 Upper bound on the volume growth

Our goal here is to provide the proof of the upper bound (1) from Theorem 1.4. We first bound the conditional first moment of $|M_v|$ up to a multiplicative constant (this improves [2, Proposition 7.3]).

Proposition 3.1. For any $\lambda_0 > 1$, there exist constants $c > 0$ and $C < \infty$ depending only on $\lambda_0$ such that for all $\lambda \in (1, \lambda_0)$,

$$\frac{c}{\lambda - 1} \leq \mathbb{E}[|M_v| \mid T, v \in V(T), x(v) = \lambda] \leq \sum_{k \geq 0} n_k(\lambda, \infty) \leq C.$$ 

Proof. In what follows all constants $c, C$ depend only on $\lambda_0$ and may change from line to line. As in the proof of Proposition 7.3 in [2], for $1 < \lambda < \lambda_0$, using symmetry one has that

$$n_k(\lambda, \lambda_0) = \int_{\lambda < x_1 < \ldots < x_k < \lambda_0} \prod_{i=1}^{k} \frac{1 - \theta(x_i)}{1 - (x_i)^*} \, dx_1 \ldots dx_k$$

$$= \frac{1}{k!} \int_{\lambda < x_i < \lambda_0, i=1, \ldots, k} \prod_{i=1}^{k} \frac{1 - \theta(x_i)}{1 - (x_i)^*} \, dx_1 \ldots dx_k = \frac{1}{k!} \left[ \int_{\lambda < x < \lambda_0} \frac{1 - \theta(x)}{1 - x^*} \, dx \right]^k.$$ 

Hence

$$\sum_{k \geq 0} n_k(\lambda, \lambda_0) = \exp \left( \int_{\lambda < x < \lambda_0} \frac{1 - \theta(x)}{1 - x^*} \, dx \right).$$

By (10) for all $\lambda \in (1, \lambda_0)$ we have,

$$\log \frac{1}{\lambda - 1} - C \leq \int_{\lambda < x < \lambda_0} \frac{1 - \theta(x)}{1 - x^*} \, dx \leq \log \frac{1}{\lambda - 1} + C.$$ 

Hence

$$\frac{c}{\lambda - 1} \leq \sum_{k \geq 0} n_k(\lambda, \lambda_0) \leq \frac{C}{\lambda - 1},$$ 

for all $\lambda \in (1, \lambda_0)$. By (7.2) in [2] we have

$$1 \leq \sum_{k \geq 0} n_k(\lambda_0, \infty) \leq C.$$ 

Also by splitting according to which $x_i$'s in the integral in (5) are at most $\lambda_0$ it is straightforward to obtain that

$$\sum_{k \geq 0} n_k(\lambda, \infty) = \sum_{k \geq 0} n_k(\lambda, \lambda_0) \cdot \sum_{k \geq 0} n_k(\lambda_0, \infty).$$

So by multiplying (12) and (13) one gets the desired conclusion. \qed
3.1.1 Some estimates from [2] about the invasion percolation cluster \( T \)

Recall the definitions and construction of \( T \) provided in Section 2.1. Let \( X_n \) be the weight of the \( n \)-th outlet \((R_n, S_{n+1}) \) in \( T \) and recall that \( R_n \in V(P_n) \) is the endpoint of the outlet that is closer to the root \( \emptyset \). For \( z > 1 \), let \( I(z) := \min \{ i : X_i \leq z \} \).

**Lemma 3.2** (Lemma 4.3 of [2]). There exists constants \( c > 0 \) and \( C < \infty \) such that for all \( r > 1 \) and \( x > 1 \),

\[
\mathbb{P} \left[ \sum_{i : X_i > 1 + \frac{1}{r}} |V(P_i)| > xr^2 \right] \leq C \log r \cdot e^{-c\sqrt{x}}.
\]

Let \( y_0 > 0 \) be such that \( \theta'(1 + y_0) = 1 \); since the function \( \theta \) is concave on \([1, \infty)\) and \( \theta'(x) \to 2 \) as \( x \downarrow 1 \) and \( \theta'(x) \to 0 \) as \( x \to \infty \), such \( y_0 \) is unique. Also by concavity of the function \( \theta \) and since \( \theta(1) = 0 \) one has that \( 1 \geq \theta(1 + y_0) = \theta(1 + y_0) - \theta(1) \geq y_0 \theta'(1 + y_0) = y_0 \).

The following lemma is a lower tail bound on \( d(\emptyset, R_{I(1+\frac{1}{r})}) \) on \( X_{I(1+\frac{1}{r})} \).

**Lemma 3.3** (Lemma 4.4 of [2]). There exists \( C < \infty \) such that for all \( r > \frac{1}{y_0} > 1 \) and all \( x > 0 \), one has that

\[
\mathbb{P} \left[ d(\emptyset, R_{I(1+\frac{1}{r})}) < xr \text{ or } X_{I(1+\frac{1}{r})} < 1 + \frac{x}{r} \right] \leq C x^{2/3}.
\]

(The inequality \( X_{i_0} < x/r \) in [2, Lemma 4.4] is a typo and should be \( X_{i_0} < 1 + x/r \).)

3.1.2 Proof of the upper bound (1) from Theorem 1.4

The proof of (1) is the same as the proof of the upper bound from Theorem 1.2 in [2], we just replace the use of [2, Proposition 7.3] with Proposition 3.1. We provide the details for completeness.

For \( j \geq 1 \), let \( E_j \) denote the event that

\[
X_{I(1+\frac{1}{2j})} \leq 1 + \frac{1}{j^{2j}} \quad \text{or} \quad d(\emptyset, R_{I(1+\frac{1}{2j})}) \leq \frac{2j}{j} \quad \text{or} \quad \sum_{\{i : X_i > 1 + 1/(j^{2j})\}} |V(P_i)| \geq j^{8j^2}.
\]

By Lemma 3.2 and 3.3 we have \( \mathbb{P}[E_j] \leq C j^{-4/3} \) for all \( j \geq 1 \) for some \( C \). Write \( L := \sup \{ j : E_j \text{ occurs} \} \) or \( L = 0 \) if the set is empty. By Borel-Cantelli \( L < \infty \) almost surely. The following equality is due to Theorem 2.5 (see also (7.3) of [2])

\[
\mathbb{E} \left[ \sum_{\{i : X_i > 1 + 1/(j^{2j})\}} \sum_{v \in V(P_i)} |M_v| \left( (X_n, P_n), n \geq 1 \right) \right]
= \sum_{\{i : X_i > 1 + 1/(j^{2j})\}} \left( |V(P_i)| \cdot \sum_{k \geq 0} n_k(X_i, \infty) \right)
\leq \sum_{k \geq 0} n_k \left( 1 + 1/(j^{2j}), \infty \right) \cdot \sum_{\{i : X_i > 1 + 1/(j^{2j})\}} |V(P_i)|
\]

(14)

For fixed \( j \geq 1 \), if \( j > L \), then by definition of \( E_j \) and \( L \) one has that

\[
B_M(\emptyset, \frac{2j}{j^2}) \subset \bigcup_{\{i : X_i > 1 + 1/(j^{2j})\}} \bigcup_{v \in V(P_i)} M_v
\]
and
\[ \sum_{\{i: X_i > 1 + 1/(j^2 2^j)\}} |V(P_i)| \leq j^{82j}. \]
Applying (14) one has that
\[
\mathbb{E}[|B_M(\emptyset, 2^j/j^2)| \mid j > L] \leq j^{82j} \sum_{k \geq 0} n_k (1 + 1/(j^2 2^j), \infty) \\
\leq C j^{82j} \cdot j^2 2^j = C j^{1023j}, \quad (15)
\]
where the second inequality is due to Proposition 3.1.
If \( \limsup_{r \to \infty} |B_M(\emptyset, r)|/(r^3(\log r)^{18}) \geq 1 \) then there exist infinitely many \( j \in \mathbb{N} \) such that
\[ |B_M(\emptyset, 2^j/j^2)| \geq (2^j/j^2)^3 \cdot j^{17.5}. \]
Therefore by (15) and the conditional Markov inequality one has that
\[
\mathbb{P}\left[ |B_M(\emptyset, 2^j/j^2)| \geq (2^j/j^2)^3 \cdot j^{17.5} \mid j > L \right] \leq \mathbb{P}[L > l] + \sum_{j > l} \frac{C j^{1023j}}{(2^j/j^2)^3 \cdot j^{17.5}},
\]
and since \( L \) is almost surely finite and the sum is convergent, the latter can be made arbitrarily small by choosing \( l \) large. It follows that
\[
\mathbb{P}\left[ \limsup_{r \to \infty} |B_M(\emptyset, r)|/(r^3(\log r)^{18}) \geq 1 \right] = 0,
\]
which then establishes the desired upper bound on volume growth. \( \square \)

3.2 Height of \( M_v \)

For the proof of the lower bound (2) and the effective resistance estimate in Section 4, we need an estimate on the height of a tree sampled by the PGWA process. Recall that for \( v \in V(T) \), the number \( x(v) \) is the largest weight on the unique infinite simple path in \( T \) starting from \( v \) and that the tree \( M_v \) is the component of \( v \) in graph \( (V(M), E(M) \setminus E(T)) \). Denote by \( \text{Height}(M_v) \) the height of the subtree \( M_v \), i.e., \( \text{Height}(M_v) := \max\{d(x, v): x \in V(M_v)\} \).

**Proposition 3.4.** There exist constants \( r_0, C_1, C_2 \geq 1 \) such that for all \( r \geq r_0 \),
\[
\mathbb{P}\left[ \text{Height}(M_v) \geq C_1 r (\log r)^2 \mid T, v \in V(T), x(v) \geq 1 + \frac{1}{r} \right] \leq \frac{C_2}{r^3}. \quad (16)
\]
**Proof.** Recall that \( \mathbb{P}_\lambda \) denotes the law of a random tree \( \tilde{M}_v \) sampled by the PGWA process starting from time \( \lambda \). By Observation 2.7 and Theorem 2.5, it suffices to show that
\[
\mathbb{P}_{1+\frac{1}{r}}\left[ \text{Height}(\tilde{M}_v) \geq C_1 r (\log r)^2 \right] \leq \frac{C_2}{r^3},
\]
for all $r \geq r_0$ for some $r_0, C_1, C_2 \geq 1$. Write
\[
\beta = \beta(r) = \int_{1 + \frac{1}{r}}^\infty \frac{1 - \theta(x)}{1 - x^*} \, dx.
\]
Then
\[
n_k(1 + \frac{1}{r}, \infty) \approx (\frac{\beta k}{k!}).
\]
Fix an arbitrary $\lambda_0 > 1$ as in Proposition 3.1. By Lemma 2.9 the function $x \mapsto \frac{1 - \theta(x)}{1 - x^*}$ decays to zero exponentially fast as $x \to \infty$, so $\int_{\lambda_0}^\infty \frac{1 - \theta(x)}{1 - x^*} \, dx < \infty$. Using this and (11) one has that for $r \geq \frac{1}{\lambda_0 - 1}$,
\[
\beta = \int_{1 + \frac{1}{r}}^{\lambda_0} \frac{1 - \theta(x)}{1 - x^*} \, dx + \int_{\lambda_0}^{\infty} \frac{1 - \theta(x)}{1 - x^*} \, dx = \log r + O(1).
\]
Let $A$ denote the event that in the PGWA process of sampling $\widetilde{M}_v$, there is some $k$ such that $|I_k| \geq r^4$. By Proposition 3.1 and Theorem 2.5,
\[
E_{1 + \frac{1}{r}}[|\widetilde{M}_v|] = \sum_{k=0}^{\infty} n_k(1 + \frac{1}{r}, \infty) \leq C_3 r.
\]
If $A$ occurs, then $|\widetilde{M}_v| \geq r^4$. By Markov’s inequality
\[
P_{1 + \frac{1}{r}}[A] \leq \frac{E_{1 + \frac{1}{r}}[|\widetilde{M}_v|]}{r^4} \leq \frac{C_3}{r^3}.
\]
Let $B$ denote the event that there are at least $3e^2\beta$ many levels in $\widetilde{M}_v$, i.e., that the set $I_{3e^2\beta}$ is non-empty. By (4) and Theorem 2.5, for $C = 3e^2$,
\[
E_{1 + \frac{1}{r}}[|I_{C\beta}|] = n_{C\beta}(1 + \frac{1}{r}, \infty) = \frac{\beta^{C\beta}}{(C\beta)!} \leq \frac{e^{C\beta}}{\sqrt{2\pi C\beta}} \leq \frac{1}{e^{3\beta}} \leq \frac{C_4}{r^3}.
\]
Hence
\[
P_{1 + \frac{1}{r}}[B] = P_{1 + \frac{1}{r}}[I_{C\beta} \neq \emptyset] \leq E_{1 + \frac{1}{r}}[|I_{C\beta}|] \leq \frac{C_4}{r^3}.
\]
In the PGWA process of sampling $\widetilde{M}_v$, each tree in $G_{k+1} \setminus G_k$ is distributed as PGW($s^*$) for some $s \geq 1 + \frac{1}{r}$. By (9) there exists $r_0 > 1$ such that for all $r \geq r_0$ and $s \geq 1 + \frac{1}{r}$,
\[
s^* \leq (1 + \frac{1}{r})^s \leq 1 - \frac{1}{2r}.
\]
Since the $h$-th generation of a PGW($s^*$) tree has expected size $(s^*)^h$, one has that
\[
P[\text{Height (PGW($s^*$))} \geq h] \leq (s^*)^h.
\]
Thus one can choose $C_5 \in (0, \infty)$ such that for all $r \geq r_0$ and $s \geq 1 + \frac{1}{r}$, the probability that a PGW($s^*$) tree has height at least $C_5 r \log r$ is at most
\[
(s^*)^{C_5 r \log r} \leq (1 - \frac{1}{2r})^{C_5 r \log r} \leq \frac{1}{r^{r}}.
\]
Now fix a large constant $C_1$ such that for all $r \geq r_0,$
\[
\frac{C_1 r (\log r)^2}{3e^2 \beta} \geq C_5 r \log r.
\]
Consider the event $\{\text{Height}(\widetilde{M}_v) \geq C_1 r (\log r)^2 \cap A^c \cap B^c\}$. Since $I_{3e^2 \beta}$ is empty on $B^c$, there is some $k \in [0, 3e^2 \beta - 1]$ such that some of the trees in $G_{k+1} \setminus G_k$ has height at least $\frac{C_1 r (\log r)^2}{3e^2 \beta} \geq C_5 r \log r$. Also on $A^c$, for all $k \in [0, 3e^2 \beta - 1]$ there are at most $|I_k| \leq r^4$ trees in $G_{k+1} \setminus G_k$, and each of them is distributed as $\text{PGW}(s^*)$ for some $s \geq 1 + \frac{1}{r}$, independently of each other. Hence by a union bound one has that
\[
\mathbb{P}_{1+\frac{1}{r}} \left[ \{\text{Height}(\widetilde{M}_v) \geq C_1 r (\log r)^2 \} \cap A^c \cap B^c \right] \leq r^4 \cdot \frac{1}{r^3} = \frac{1}{r^3}. \tag{18}
\]
Combining the above, one has the desired result:
\[
\begin{align*}
&\mathbb{P}_{1+\frac{1}{r}} \left[ \{\text{Height}(\widetilde{M}_v) \geq C_1 r (\log r)^2 \} \cap A^c \cap B^c \right] \\
&\leq \mathbb{P}_{1+\frac{1}{r}} [A] + \mathbb{P}_{1+\frac{1}{r}} [B] + \mathbb{P}_{1+\frac{1}{r}} \left[ \{\text{Height}(\widetilde{M}_v) \geq C_1 r (\log r)^2 \} \cap A^c \cap B^c \right] \\
&\leq \frac{C_3}{r^3} + \frac{C_4}{r^3} + \frac{1}{r^3} \leq \frac{C_2}{r^3}. \quad \square
\end{align*}
\]

### 3.3 Lower bound on the volume growth

We now proceed towards proving the lower bound in Theorem 1.4.

#### 3.3.1 Second moment of the size of $M_v$

We have seen from Proposition 3.1 that $\mathbb{E}[v_v | T, v \in V(T), x(v) = \lambda]$ is of order $\frac{1}{\lambda-1}$ for $\lambda$ close to 1. In the following we shall show that the second moment is of order at most $\frac{1}{(\lambda-1)^4}$.

**Proposition 3.5.** There exist constants $\lambda_0 > 1$ and $C > 0$ such that for all $\lambda \in (1, \lambda_0]$,
\[
\mathbb{E}[v_v^2 | T, v \in V(T), x(v) = \lambda] \leq \frac{C}{(\lambda-1)^4}.
\]

**Remark 3.6.** There also exist constants $\lambda_0 > 1$ and $c = c(\lambda_0) > 0$ such that for all $\lambda \in (1, \lambda_0]$,
\[
\mathbb{E}[v_v^2 | T, v \in V(T), x(v) = \lambda] \geq \frac{c}{(\lambda-1)^4},
\]
however, we will not need this lower bound in this paper, so we omit its (rather easy) proof.

We first show that the second moment is finite for every $\lambda > 1$.

**Lemma 3.7.** For all $\lambda \in (1, \infty)$ one has that
\[
\mathbb{E}[v_v^2 | T, v \in V(T), x(v) = \lambda] < \infty.
\]

**Proof.** By Theorem 2.5 for $v \in V(T)$, the tree $M_v$ given $T$ and $x(v) = \lambda$ is distributed as a random tree $\widetilde{M}_v$ sampled from the PGWA process starting from time $\lambda$. Recall that the law of $\widetilde{M}_v$ is denoted by $\mathbb{P}_{\lambda}$. For simplicity we write
\[
h(\lambda) := \mathbb{E}_{\lambda}[v_v^2] = \mathbb{E}[v_v^2 | T, v \in V(T), x(v) = \lambda]
\]
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and
\[ \Lambda := \inf \{ \lambda : \lambda \in (1, \infty), h(\lambda) < \infty \}. \]

Since \( h(\lambda) \) is decreasing in \( \lambda \) by Observation 2.7, it suffices to show \( \Lambda = 1 \).

First we show that \( \Lambda < \infty \). Let \( \tilde{M}_v \) be sampled from the PGWA process starting from time \( \lambda \). By Proposition 2.6 \( \tilde{M}_v \) is stochastically dominated by a PGW(\( \lambda^* + \int_0^\infty (1 - \theta(y))dy \)) tree. Note that \( \lambda^* + \int_0^\infty (1 - \theta(y))dy < 1 \) for \( \lambda \) sufficiently large. We recall formula (4.1) from [2]: for \( \lambda \in (0, 1) \), the first moment and second moment of \(|PGW(\lambda)|| \) are
\[ E[|PGW(\lambda)|] = \frac{1}{1 - \lambda}, \quad E[|PGW(\lambda)|^2] = \frac{1}{(1 - \lambda)^3}. \]

Then the following inequality holds for all \( \lambda \) sufficiently large
\[ h(\lambda) \leq \frac{1}{\left(1 - \left( \lambda^* + \int_0^\infty (1 - \theta(y))dy \right) \right)^3} < \infty. \]

Next, we prove that \( \Lambda = 1 \). Suppose the opposite, i.e., that \( \Lambda > 1 \). In this case, we can select a sufficiently small value \( \varepsilon \in (0, \Lambda - 1) \) such that
\[ q(\Lambda, \varepsilon) := (\Lambda - \varepsilon)^* + \int_{\Lambda - \varepsilon}^{\Lambda + \varepsilon} (1 - \theta(y))dy < 1. \]

Now, let us examine \( h(\Lambda - \varepsilon) \). We sample \( \tilde{M}_v \) from the PGWA process, initiating it at time \( \Lambda - \varepsilon \). We assign colors to the vertices of \( \tilde{M}_v \) based on their activation times, as described in Proposition 2.6: for each \( u \in V(\tilde{M}_v) \), if \( A(u) \in [\Lambda - \varepsilon, \Lambda + \varepsilon] \), we color it black (including vertex \( v \)); otherwise, we color it white. Writing \( N \) for the number of black vertices, by Proposition 2.6 the size \(|\tilde{M}_v|\) is distributed as \( \sum_{j=1}^N Y_j \), where \( Y_1, Y_2, \ldots \) are i.i.d. r.v.’s independent of \( N \) and are distributed as the size of a random tree with law \( P_{\Lambda + \varepsilon} \). Note that \( E[Y_i Y_j] \leq E[Y_i^2] = h(\Lambda + \varepsilon) < \infty \). Using Proposition 2.6 and (19) once again one has that
\[ E_{\Lambda - \varepsilon}[N^2] \leq \frac{1}{(1 - q(\Lambda, \varepsilon))^3} < \infty. \]

Therefore one obtains that
\[ h(\Lambda - \varepsilon) = E_{\Lambda - \varepsilon}[|\tilde{M}_v|^2] = E_{\Lambda - \varepsilon} \left[ \sum_{i=1}^N \sum_{j=1}^N Y_i Y_j \right] \leq h(\Lambda + \varepsilon) \cdot \frac{1}{(1 - q(\Lambda, \varepsilon))^3} < \infty. \]

This contradicts the definition of \( \Lambda \). Hence one must have \( \Lambda = 1 \).

\[ \square \]

**Lemma 3.8.** For \( \lambda > 1 \), let \( \tilde{M}_v \) be a random tree with law of \( P_\lambda \). Write \( h(\lambda) := E_\lambda[|\tilde{M}_v|^2] \) as before and define \( g(\lambda) := E_\lambda[|\tilde{M}_v|] \). Then one has the following equality
\[ h(\lambda) = g^2(\lambda) + \int_\lambda^\infty \frac{1 - \theta(y)}{1 - y^*} h(y)dy + \int_\lambda^\infty \left( \frac{1 - \theta(y)}{1 - y^*} - \frac{1 - \theta(y)}{1 - y^*} \right) g^2(y)dy. \]
Proof. Let $L$ denote the number of children of $v$ in $\tilde{M}_v$ and list its children as $v_1, \ldots, v_L$. Let $y_i$ be the weight of the edge $(v, v_i)$. From the definition of the PGWA process, conditioned on $L$ and $\{v_1, \ldots, v_L\}$, one can sample $\tilde{M}_v$ as follows:

- Firstly, independently for each $i \in \{1, \ldots, L\}$, let $\Sigma_i$ be a PGW($y_i^*$) rooted at $v_i$.
- Secondly, for each $i \in \{1, \ldots, L\}$ and each vertex $w \in V(\Sigma_i)$ sample an independent random tree with law $\mathbb{P}_{y_i}$ and attach it to $\Sigma_i$ at $w$ (by identifying the root of the random tree with $w$).

Then

$$|\tilde{M}_v| \overset{(d)}{=} 1 + \sum_{i=1}^{L} \sum_{j=1}^{A_i} |M_{i,j}(y_i)|,$$

where 1 corresponds to $v$ itself, and $A_i \overset{(d)}{=} |\text{PGW}(y_i^*)|$ is the size of the $i$-th PGW tree $\Sigma_i$ that is attached to $v$, and $M_{i,j}(y_i)$ are independent random trees with the law of $\mathbb{P}_{y_i}$. Hence

$$|\tilde{M}_v|^2 \overset{(d)}{=} 1 + \sum_{i=1}^{L} \sum_{j=1}^{A_i} |M_{i,j}(y_i)|^2 + 2 \sum_{i=1}^{L} \sum_{j=1}^{A_i} |M_{i,j}(y_i)| + \sum_{i=1}^{L} \sum_{j=1}^{A_i} \sum_{j' \neq j} |M_{i,j}(y_i)| \cdot |M_{i,j'}(y_i)|$$

Taking expectation (still conditioned on $L$ and $\{y_1, \ldots, y_L\}$) and using $\mathbb{E}[A_i] = \frac{1}{1 - y_i^*}$ and $\mathbb{E}(A_i^2) = \frac{1}{(1 - y_i^*)(1 - y_i^* - 1)}$ (formula (19)) one has that

$$\mathbb{E}_\lambda[|\tilde{M}_v|^2 \mid L, y_1, \ldots, y_L] = 1 + \sum_{i=1}^{L} \frac{1}{1 - y_i^*} h(y_i) + 2 \sum_{i=1}^{L} \frac{1}{1 - y_i^*} g(y_i)$$

$$+ \sum_{i=1}^{L} \left( \frac{1}{(1 - y_i^*)^2} \cdot \frac{1}{1 - y_i^*} \right) g(y_i)^2 +$$

$$+ \sum_{i=1}^{L} \sum_{j \neq i} \frac{1}{1 - y_i^*} \cdot \frac{1}{1 - y_j^*} g(y_i) g(y_j)$$

Taking expectation over $L, y_1, \ldots, y_L$ one has that

$$h(\lambda) = 1 + \int_\lambda^\infty \frac{1 - \theta(y)}{1 - y^*} d\gamma(y) dy + 2 \int_\lambda^\infty \frac{1 - \theta(y)}{1 - y^*} g(y) dy$$

$$+ \int_\lambda^\infty \left( \frac{1 - \theta(y)}{(1 - y^*)^2} \cdot \frac{1 - \theta(y)}{1 - y^*} \right) g(y)^2 dy$$

$$+ \int_\lambda^\infty \int_\lambda^\infty \frac{1 - \theta(y) - \theta(z)}{1 - y^*} \cdot \frac{1 - \theta(z)}{1 - z^*} g(y) g(z) dydz$$

(20)

Similar and simpler analysis gives

$$g(\lambda) = 1 + \int_\lambda^\infty \frac{1 - \theta(y)}{1 - y^*} g(y) dy,$$

(21)

(this can also be verified using $g(\lambda) = \sum_{k=0}^\infty n_k(\lambda, \infty)$ and the definition of $n_k(\lambda, \infty)$.) Squaring the identity (21) and combining the result with (20) yields the desired conclusion. \qed
Proof of Proposition 3.5. We use the notation \( h(\lambda) \) and \( g(\lambda) \) from the previous lemma. By Observation 2.7 and Lemma 3.7 the function \( h \) is a decreasing function from \((1, \infty)\) to \((1, \infty)\). Hence it suffices to show that there exist constants \( \lambda_0 > 1 \) and \( C \geq 1 \) such that for all \( i \geq 0 \)

\[
h(x_i) \leq \frac{C}{(x_i - 1)^4}.
\]

where \((x_i)_{i \geq 0}\) is the sequence converging to 1 such that \( x_0 = \lambda_0 \) and \( x_i = \frac{1 + x_{i-1}}{2} \). We begin by specifying the choice of \( \lambda_0 \) and \( C \). First by (9) there exists \( \lambda_0 \in (1, \infty) \) close to 1 such that for any \( y \in (1, \lambda_0] \)

\[
1 - y^* \geq \frac{3}{4}(y - 1).
\]

Similarly, the function \( g(\lambda) \) is also decreasing on \((1, \infty)\) and since \( 1 - \theta(y) \) decreases exponentially fast to 0 as \( y \to \infty \) (so that \( 1 - y^* \to 1 \)), we can choose \( C_1 = C_1(\lambda_0) := \int_{\lambda_0}^{\infty} \frac{1 - \theta(y)}{(1 - y^*)^3} g^2(y) \, dy \leq g^2(\lambda_0) \int_{\lambda_0}^{\infty} \frac{1 - \theta(y)}{(1 - y^*)^3} \, dy < \infty \).

By Proposition 3.1 there exists a constant \( C_2 > 0 \) such that

\[
g(\lambda) \leq \frac{C_2}{\lambda - 1}, \quad \forall \lambda \in (1, \lambda_0].
\]

We may further choose a constant \( C_3 = C_3(\lambda_0) \) sufficiently large such that for all \( \lambda \in (1, \lambda_0] \) one has that

\[
g^2(\lambda) + \int_{\lambda}^{\infty} \left( \frac{1 - \theta(y)}{(1 - y^*)^3} \cdot \frac{1 - \theta(y)}{1 - y^*} \right) g^2(y) \, dy \\
\leq g^2(\lambda) + \int_{\lambda}^{\lambda_0} \frac{1}{(1 - y^*)^3} \cdot g^2(y) \, dy + C_1(\lambda_0) \\
\leq \frac{C_2^2}{(\lambda - 1)^2} + \int_{\lambda}^{\lambda_0} \frac{64C_2^2}{27(y - 1)^3} \, dy + C_1(\lambda_0) \leq \frac{C_3}{(\lambda - 1)^4}.
\]

Finally, by Lemma 3.7 we can choose a constant \( C = C(\lambda_0) > 0 \) sufficiently large such that

\[
h(\lambda_0) \leq \frac{C}{(\lambda_0 - 1)^4}
\]

and

\[
1 - \frac{4}{3} \log 2 \left[ C_3 + \frac{C}{27} \right] \leq C.
\]

Having chosen \( \lambda_0 \) and \( C = C(\lambda_0) \), we now prove (22) by induction. By the requirement on \( C \), the inequality (22) holds for \( i = 0 \). Suppose (22) holds for \( i - 1 \) \( i \geq 1 \). Then by Lemma 3.8 one has that

\[
h(x_i) = g(x_i) + \int_{x_i}^{\infty} \left( \frac{1 - \theta(y)}{(1 - y^*)^3} \cdot \frac{1 - \theta(y)}{1 - y^*} \right) g^2(y) \, dy + \int_{x_i}^{\infty} \frac{1 - \theta(y)}{1 - y^*} h(y) \, dy \\
\leq \frac{C_3}{(x_i - 1)^4} + \int_{x_i}^{x_{i-1}} \frac{1 - \theta(y)}{1 - y^*} h(y) \, dy + \int_{x_{i-1}}^{\infty} \frac{1 - \theta(y)}{1 - y^*} h(y) \, dy
\]
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By Lemma 3.8 we bound the last term
\[ \int_{x_{i-1}}^{\infty} \frac{1 - \theta(y)}{1 - y^*} h(y) \, dy \leq h(x_{i-1}). \]

Using this and the monotonicity of \( h \) one has that
\[ h(x_i) \leq \frac{C_3}{(x_i - 1)^4} + h(x_i) \int_{x_i}^{x_{i-1}} \frac{1}{1 - y^*} \, dy + h(x_{i-1}). \]

By the choice of \( \lambda_0 \) one has that \( 1 - y^* \geq \frac{3}{4}(y - 1) \) on \([x_i, x_{i-1}]\). Hence
\[ h(x_i) \leq \frac{C_3}{(x_i - 1)^4} + h(x_i) \cdot \frac{4}{3} \log 2 + h(x_{i-1}). \]

By induction hypothesis \( h(x_{i-1}) \leq \frac{C_3}{(x_{i-1} - 1)^4} \). Therefore one has that
\[ h(x_i) \left[ 1 - \frac{4}{3} \log 2 \right] \leq \left[ C_3 + \frac{C_2}{24} \right] \cdot \frac{1}{(x_i - 1)^4}. \]

Then by the choice of the large constant \( C \), the inequality (22) also holds for \( i \).

### 3.3.2 Proof of the lower bound (2) from Theorem 1.4

We begin by a rough sketch of the proof:

(a) First we show that with high probability the set \( F := \{ v \in V(B_T(\emptyset, r^2)) : x(v) \leq 1 + \frac{(\log r)^6}{r} \} \) has size at least \( r^2 (\log r)^9 \).

(b) Conditioned on \( T \) and the event above, by Observation 2.7 and Theorem 2.5 each tree in \( \{ M_v, v \in F \} \) stochastically dominates a tree with law \( \mathbb{P}^{1 + \frac{(\log r)^6}{r}} \). (Recall that \( \mathbb{P}_\lambda \) is the law of a tree sampled from the PGWA process starting from time \( \lambda \).)

(c) Using Paley–Zygmund inequality one has that with high probability the sum of the sizes of \( \frac{r^2}{(\log r)^2} \) i.i.d. random trees with law \( \mathbb{P}^{1 + \frac{(\log r)^6}{r}} \) is at least \( \frac{r^3}{(\log r)^2} \). Also at the same time all these i.i.d. random trees have height at most \( \frac{r}{2} \) (using Proposition 3.4).

(d) Using (b) and (c) one has that the inequality \( |B_M(\emptyset, r)| \geq \frac{r^3}{(\log r)^2} \) holds with high probability. We then finish the proof by a routine application of Borel–Cantelli lemma.

We begin with a lemma that corresponds to the item (c).

**Lemma 3.9.** For any \( r > 1 \) let \( m = m(r) = \frac{r^2}{(\log r)^2} \) and \( T_1, \ldots, T_m \) be i.i.d. random trees with law \( \mathbb{P}^{1 + \frac{(\log r)^6}{r}} \). Also let \( A \) denote the event that no tree in \( \{ T_1, \ldots, T_m \} \) has height at least \( \frac{r}{2} \). Then there exists constants \( 0 < r_0, C < \infty \) such that for \( r \geq r_0 \),
\[ \mathbb{P} \left[ A \cap \left\{ \sum_{i=1}^{m} |V(T_i)| \geq \frac{r^3}{(\log r)^2} \right\} \right] \geq 1 - \frac{C}{(\log r)^2}. \]
Proof. By Theorem 2.5 and Proposition 3.1 we have that \( \mathbb{E}[\sum_{i=1}^{m} |V(T_i)|] \) is of order \( r^3/(\log r)^{15} \). Next, by Theorem 2.5 and Proposition 3.5 we have that \( \mathbb{E}[|V(T_i)|^2] \) is at most \( O(r^4/(\log r)^{24}) \). Hence \( \text{Var}(\sum_{i=1}^{m} |V(T_i)|) = m \text{Var}(|V(T_i)|) = O(r^6/(\log r)^{33}) \). We now put
\[
\delta = \frac{1}{(\log r)^2},
\]
so that when \( r \) is large enough we get
\[
\mathbb{P}\left[ \sum_{i=1}^{m} |V(T_i)| \geq \frac{r^3}{(\log r)^{18}} \right] \geq \mathbb{P}\left[ \sum_{i=1}^{m} |V(T_i)| \geq \delta \mathbb{E}\left[ \sum_{i=1}^{m} |V(T_i)| \right] \right] \geq (1 - \delta)^2 \frac{\mathbb{E}\left[ \sum_{i=1}^{m} |V(T_i)| \right]^2}{\mathbb{E}\left[ \left( \sum_{i=1}^{m} |V(T_i)| \right)^2 \right]},
\]
where the last bound follows from the Paley–Zygmund inequality. Since
\[
\frac{\mathbb{E}\left[ \sum_{i=1}^{m} |V(T_i)| \right]^2}{\mathbb{E}\left[ \left( \sum_{i=1}^{m} |V(T_i)| \right)^2 \right]} = 1 - \frac{\text{Var}(\sum_{i=1}^{m} |V(T_i)|)}{\mathbb{E}\left[ \left( \sum_{i=1}^{m} |V(T_i)| \right)^2 \right]} \geq 1 - \frac{\text{Var}(\sum_{i=1}^{m} |V(T_i)|)}{\mathbb{E}\left[ \sum_{i=1}^{m} |V(T_i)| \right]^2},
\]
once has that
\[
\mathbb{P}\left[ \sum_{i=1}^{m} |V(T_i)| \geq \frac{r^3}{(\log r)^{18}} \right] \geq 1 - C \frac{r}{r^3},
\]
for some \( C < \infty \). Next by Proposition 3.4 and the union bound we have
\[
\mathbb{P}\left[ \exists i \in \{1, \ldots, m\} \text{ such that } \text{Height}(T_i) \geq \frac{r}{2} \right] \leq \frac{C_2 m (\log r)^{18}}{r^3} \leq \frac{C_3}{(\log r)^2}.
\]
Combining this with (24) one obtains the desired conclusion. \( \square \)

We need another ingredient from [2] which gives a upper bound for the lower tail of \( |B_T(\emptyset, r)| \).

**Proposition 3.10** (Proposition 5.3 of [2]). There exist constants \( c > 0 \) and \( C < \infty \) such that for all \( r > 1 \) and all \( x \geq 1 \),
\[
\mathbb{P}(|B_T(\emptyset, r)| \leq \frac{r^2}{x}) \leq C \log r \cdot e^{-cx^{1/8}}.
\]

**Proof of Theorem 1.4, (2).** Applying Proposition 3.10 with \( x = \frac{(\log r)^9}{8} \) one has the following (very wasteful) estimate: there exist constants \( r_0, c, C, C_1 > 0 \) such that for all \( r \geq r_0 \),
\[
\mathbb{P}\left[ |B_T(\emptyset, \frac{r}{2})| < \frac{2r^2}{(\log r)^9} \right] \leq C \log r \cdot \exp\left(-c\left(\frac{(\log r)^9}{8}\right)^{1/8}\right) \leq \frac{C_1}{(\log r)^2}.
\]
Similarly applying Lemma 3.2 with \( x = (\log r)^3 \) we get
\[
\mathbb{P}\left[ \sum_{\{i: X_i > 1 \frac{(\log r)^9}{r}\}} |V(P_i)| > \frac{r^2}{(\log r)^9} \right] \leq \frac{C_2}{(\log r)^2}.
\]


Recall that for $v \in V(T)$, if $v \in V(P_i)$ then $x(v) = X_i$. Thus $\sum_{i: X_i > 1 + \frac{(\log r)^6}{(\log r)^6}} |V(P_i)|$ is the total number of vertices in $T$ with activation time bigger than $1 + \frac{(\log r)^6}{(\log r)^6}$. Recall that $F := \{ v \in V(B_T(\emptyset, \frac{r}{2})) : x(v) \leq 1 + \frac{(\log r)^6}{(\log r)^6} \}$. Combining (26) and (25) one has that with probability at least $1 - C_1 + C_2 (\log r)^2$ the set $F$ has size at least $2r^2 (\log r)^{18} - r^3 (\log r)^{18} = C_3 (\log r)^2$.

As noted in item (b) of the sketch, by Observation 2.7 and Theorem 2.5 on the event that $F$ has size at least $r^2 (\log r)^{18}$, the volume $|B_M(\emptyset, r)|$ stochastically dominates the random variable $1_A(\sum_{i=1}^{m} |V(T_i)|)$ from Lemma 3.9. Thus, by Lemma 3.9,

$$\mathbb{P}\left[ |B_M(\emptyset, r)| \leq \frac{r^3}{(\log r)^{18}} \right] \leq \frac{C_3}{(\log r)^2}. \tag{27}$$

By the Borel–Cantelli lemma we thus have

$$\liminf_{j \to \infty} \frac{|B_M(\emptyset, 2^j)|}{2^j j^{18}} > 0.$$

Using the monotonicity of $|B_M(\emptyset, r)|$ in $r$, it follows that

$$\liminf_{r \to \infty} \frac{|B_M(\emptyset, r)|}{r^3/(\log r)^{18}} > 0,$$

concluding the proof.

4 Effective resistance

For a graph $G = (V, E)$ and functions $g, h \in \mathbb{R}^V$, we define the Dirichlet quadratic form $\mathcal{E}$ by

$$\mathcal{E}(g, h) = \frac{1}{2} \sum_{x, y \in V, x \sim y} (g(x) - g(y))(h(x) - h(y)) \tag{28}$$

Here we regard $G$ as an electrical network with a unit resistor on each edge of $G$ and $\mathcal{E}(g, g)$ is the energy dissipation associated with the potential $g$. Let $A, B$ be disjoint subsets of $V$. We define the effective resistance between $A$ and $B$ by

$$\mathcal{R}_{\text{eff}}(A, B)^{-1} := \inf \{ \mathcal{E}(g, g) : g \in \mathbb{R}^V, g|_A = 1, g|_B = 0 \}. \tag{29}$$

4.1 Lower bound on effective resistance

Our goal is to establish the following lower bound on $\mathcal{R}_{\text{eff}}(\emptyset, B_M(\emptyset, r)^c)$ which is linear in $r$ up to logarithmic corrections. The linear upper bound for $\mathcal{R}_{\text{eff}}(\emptyset, B_M(\emptyset, r)^c)$ is straightforward, since we always have $\mathcal{R}_{\text{eff}}(\emptyset, B_M(\emptyset, r)^c) \leq r + 1$ (Lemma 2.1 in [7]).
Proposition 4.1. Almost surely
\[ \liminf_{r \to \infty} \frac{\mathcal{R}_{\text{eff}}(\emptyset, B_M(\emptyset, r)^c)}{r/(\log r)^3} = \infty. \]

Furthermore, there exists \( r_0 = r_0(M) \in (0, \infty) \) such that almost surely for all \( r \geq r_0 \) and \( v \in B_M(\emptyset, \frac{r}{(\log r)^3}) \),
\[ \mathcal{R}_{\text{eff}}(v, B_M(\emptyset, r)^c) \geq \frac{r}{(\log r)^3}. \]

Since \( M \) is one-ended and \( T \) is an infinite subtree of \( M \) containing the root \( \emptyset \), there is a unique infinite simple path \( \gamma = (\gamma_0, \gamma_1, \ldots) \) starting from \( \gamma_0 = \emptyset \) in \( T \). The path \( \gamma \) is often called the backbone of \( T \). Let \( \mathcal{C}(\emptyset, M \setminus (\gamma_i, \gamma_{i+1})) \) be the finite component of the root \( \emptyset \) in \( M \) after deleting the edge \((\gamma_i, \gamma_{i+1})\). Similarly let \( \mathcal{C}(\emptyset, T \setminus (\gamma_i, \gamma_{i+1})) \) be the finite component of the root \( \emptyset \) in \( T \setminus (\gamma_i, \gamma_{i+1}) \). Write \( \text{Height}(\mathcal{C}(\emptyset, M \setminus (\gamma_i, \gamma_{i+1}))) := \max \left\{ d(\emptyset, u) : u \in V(\mathcal{C}(\emptyset, M \setminus (\gamma_i, \gamma_{i+1})) \right\}. \)

Recall from Section 3.1.1 that \( X_i \) is the weight of the \( i \)-th outlet \((R_i, S_{i+1})\) of \( T \), where \( R_i \) is the endpoint that is closer to the root \( \emptyset \). Also recall that \( I(z) := \min\{i : X_i \leq z\} \) for \( z > 1 \).

Lemma 4.2. There exists a constant \( C > 0 \) such that for all \( r \geq 2 \),
\[ \mathbb{P} \left[ \text{Height} \left( \mathcal{C}(\emptyset, M \setminus (R_{i_0}, S_{i_0+1})) \right) \geq r \right] \leq \frac{C}{(\log r)^{4/3}}, \]
(30)
where \( i_0 = i_0(r) = I \left( 1 + \frac{\log r}{r} \right) \).

Assuming Lemma 4.2 for now, it is easy to prove Proposition 4.1.

Proof of Proposition 4.1. Note that all the outlets lie on the backbone \( \gamma \) and
\[ d(\emptyset, R_{i_0}) \leq \text{Height} \left( \mathcal{C}(\emptyset, M \setminus (R_{i_0}, S_{i_0+1})) \right). \]

If \( \text{Height} \left( \mathcal{C}(\emptyset, M \setminus (R_{i_0}, S_{i_0+1})) \right) < r \), then \( d(\emptyset, R_{i_0}) < r \) and the vertex \( R_{i_0} \) is on the path from \( \emptyset \) to \( \gamma_r \). Moreover each edge \((\gamma_i, \gamma_{i+1})\) is a cut-edge separating \( \emptyset \) from \( B_M(\emptyset, r)^c \) for \( i = 0, \ldots, d(\emptyset, R_{i_0}) \). Therefore if \( \text{Height} \left( \mathcal{C}(\emptyset, M \setminus (R_{i_0}, S_{i_0+1})) \right) < r \), then by Nash-Williams inequality (for instance see Section 2.5 in [15]) one immediately has that
\[ \mathcal{R}_{\text{eff}}(\emptyset, B_M(\emptyset, r)^c) \geq d(\emptyset, R_{i_0}). \]

By Lemma 3.3
\[ \mathbb{P} \left[ d(\emptyset, R_{i_0}) \leq \frac{r}{(\log r)^3} \right] \leq \frac{C}{(\log r)^{4/3}}. \]
(31)

Hence by (31) and (30)
\[ \mathbb{P} \left[ \mathcal{R}_{\text{eff}}(\emptyset, B_M(\emptyset, r)^c) \leq \frac{r}{(\log r)^3} \right] \leq \frac{C}{(\log r)^{4/3}}. \]
By Borel–Cantelli lemma one has that almost surely
\[
\liminf_{j \to \infty} \frac{R_{\text{eff}}(\emptyset, B_M(\emptyset, 2^j)^c)}{2^j/j^2} > 0.
\]
Since \(R_{\text{eff}}(\emptyset, B_M(\emptyset, r)^c)\) is increasing in \(r\) it follows that almost surely
\[
\liminf_{r \to \infty} \frac{R_{\text{eff}}(\emptyset, B_M(\emptyset, r)^c)}{r/(\log r)^i} > 0,
\]
so almost surely
\[
\liminf_{r \to \infty} \frac{R_{\text{eff}}(\emptyset, B_M(\emptyset, r)^c)}{r/(\log r)^8} = \infty.
\]
It also follows that there exists a random variable \(r_0 = r_0(M) \in (0, \infty)\) such that almost surely for all \(r \geq r_0\),
\[
R_{\text{eff}}(\emptyset, B_M(\emptyset, r)^c) \geq \frac{2r}{(\log r)^8}.
\]
For any \(v \in B_M(\emptyset, \frac{r}{(\log r)^8})\), we have that \(R_{\text{eff}}(\emptyset, v) \leq d(\emptyset, v) \leq \frac{r}{(\log r)^8}\). Thus by the triangle inequality for effective resistance (for instance see [15, Exercise 2.67]) we have that for any \(v \in B_M(\emptyset, \frac{r}{(\log r)^8})\),
\[
R_{\text{eff}}(v, B_M(\emptyset, r)^c) \geq R_{\text{eff}}(\emptyset, B_M(\emptyset, r)^c) - R_{\text{eff}}(\emptyset, v) \geq \frac{r}{(\log r)^8}.
\]
It remains to prove Lemma 4.2. We first sketch the ideas of the proof.

(a) We first show that
\[
P\left[\text{Height}\left(\mathcal{C}(\emptyset, T \setminus (R_{i_0}, S_{i_0+1}))\right) \leq \frac{r}{2}\right] \geq 1 - \frac{C}{(\log r)^{4/3}}.
\]  
(32)

(b) Next we use Lemma 3.2 and 3.3 to show that
\[
P\left[X_{i_0} > 1 + \frac{(\log r)^3}{r} \text{ and } \sum_{i=1}^{i_0} |V(P_i)| \leq r^2\right] \geq 1 - \frac{C}{(\log r)^{4/3}}.
\]  
(33)

(c) Conditioned on the events in (32) and (33), by Theorem 2.5, Observation 2.7, Proposition 3.4 and a union bound one has that with high probability all the trees \(M_v\) have height less than \(\frac{r}{2}\), where \(v\) runs over \(\bigcup_{i=1}^{i_0} V(P_i)\). In particular this implies Lemma 4.2.

We begin with a lemma needed for the proof of (32). Recall that the conditional density of \(X_{n+1}\) given that \(X_n = x\) is \(\frac{\theta'(y)}{\theta'(x)}\) for \(y \in (1, x)\) (see (3)), where \(\theta(x) = P(|\text{PGW}(x)| = \infty)\). Since \(\theta'(y) \to 2\) as \(y \downarrow 1\), for large \(n\) the ratios \(\frac{X_{n+1}-1}{X_n-1}\) are approximately distributed as Uniform[0, 1] random variables and thus the difference \(X_n - 1\) typically decreases by a factor of two after increasing \(n\) by a constant number. Thus \(I(1 + \frac{1}{r})\) is typically of order \(\log r\) and the following estimate is straightforward to obtain (recall that \(I(z) := \min\{i: X_i \leq z\}\)).

**Lemma 4.3.** There exist constants \(c > 0\) and \(C < \infty\) such that for all \(r \geq 1\),
\[
P\left[I(1 + \frac{1}{r}) \geq (\log r)^2\right] \leq Ce^{-c(\log r)^2}.
\]
Proof. The proof is similar to Lemma 4.2 in [2], and we provide the details for completeness. As noted in the proof of Lemma 4.2 in [2], for \( i \geq 1 \),

\[
\mathbb{P}(I(2) > i) \leq \prod_{j=1}^{i-1} \sup_{y > 1} \mathbb{P}[X_{j+1} > 2 \mid X_j = 1 + y] \\
= \prod_{j=1}^{i-1} \sup_{y > 1} \int_2^{1+y} \frac{\theta'(s)}{\theta(1+y)} \, ds = \prod_{j=1}^{i-1} \frac{\theta(1+y) - \theta(2)}{\theta(1+y)} \\
\leq (1 - \theta(2))^{i-1}.
\]

For \( y > 0 \), by Lagrange’s mean value theorem there exist \( \xi_1 \in (1 + y/2, 1 + y) \) and \( \xi_2 \in (1 + y/2) \) such that \( \theta(1+y) - \theta(1+y/2) = \theta'((\xi_1) \cdot \frac{y}{2}) \) and \( \theta(1+y/2) = \theta'((\xi_2) \cdot \frac{y}{2}) \) (since \( \theta(1) = 0 \)). Since \( \theta \) is concave, \( \theta'((\xi_1)) \leq \theta'((\xi_2)) \). Hence one has that

\[
\mathbb{P}[X_{j+1} - 1 \geq y/2 \mid X_j - 1 = y] = \frac{\theta(1+y) - \theta(1+y/2)}{\theta(1+y)} = \frac{\theta(1+y) - \theta(1+y/2)}{\theta(1+y) - \theta(1+y/2) + \theta(1+y/2)} \\
= \frac{\theta'(\xi_1) \cdot \frac{y}{2}}{\theta'(\xi_1) \cdot \frac{y}{2} + \theta'(\xi_2) \cdot \frac{y}{2}} \leq \frac{1}{2}.
\]

By (34) the number of \( j \in \left[ \frac{(\log r)^2}{2}, (\log r)^2 - 2 \right] \) such that \( X_{j+1} - 1 \leq \frac{X_{j+1} - 1}{2} \) dominates a Binomial\( \left( \frac{(\log r)^2}{2} - 1, \frac{1}{2} \right) \) random variable.

If \( I(2) \leq \frac{(\log r)^2}{2} \), then \( X_{\frac{(\log r)^2}{2}} \leq 2 \) by the definition of \( I \). If in addition the number of \( j \in \left[ \frac{(\log r)^2}{2}, (\log r)^2 - 2 \right] \) such that \( X_{j+1} - 1 \leq \frac{X_{j+1} - 1}{2} \) is more than \( \log_2(r) \), then

\[
X_{\left(\log r\right)^2 - 1} - 1 \leq \left( X_{\frac{(\log r)^2}{2}} - 1 \right) \cdot (\frac{1}{2})^{\log_2(r)} \leq (2 - 1) \cdot \frac{1}{r} = \frac{1}{r}
\]

and then \( I(1 + \frac{1}{r}) \leq (\log r)^2 - 1 < (\log r)^2 \). Therefore

\[
\mathbb{P}(I(1 + \frac{1}{r}) \geq (\log r)^2) \leq \mathbb{P}(I(2) > \frac{(\log r)^2}{2}) + \mathbb{P}\left[ \text{Bin} \left( \frac{(\log r)^2}{2} - 1, \frac{1}{2} \right) \leq \log_2(r) \right] \\
\leq (1 - \theta(2))^{\frac{(\log r)^2}{2} - 1} + \mathbb{P}\left[ \text{Bin} \left( \frac{(\log r)^2}{2} - 1, \frac{1}{2} \right) \leq \log_2(r) \right] \\
\leq Ce^{-c(\log r)^2},
\]

where the Chernoff–Cramér theorem on large deviations (for instance see [12], (2.7.2) and Lemma 2.7.2) is used in the last step.

Another ingredient for the proof of (32) is the following assertion, giving a tail bound on the sum of the diameters of ponds in \( T \).

**Proposition 4.4** (Proposition 5.2 of [2]). There exist constants \( c > 0 \) and \( C < \infty \) such that for all \( x \geq 1 \) and all \( r > 1 \),

\[
\mathbb{P}\left[ \sum_{\{i: X_i > 1 + \frac{1}{r}\}} \text{diam}(P_i) \geq xr \right] \leq C \log r \cdot e^{-c \sqrt{x}}.
\]
Proof of Lemma 4.2. We follow the sketch given earlier. Recall that \( i_0 = i_0(r) = I \left( 1 + \frac{(\log r)^3}{r} \right) \).

By Lemma 3.3,
\[
P\left[ X_{i_0} \leq 1 + \frac{(\log r)^3}{r} \right] \leq \frac{C}{(\log r)^{4/3}}. \tag{35}
\]

If \( X_{i_0} > 1 + \frac{(\log r)^3}{r} \), then using the fact that \( X_i \) is decreasing in \( i \) one has that
\[
\sum_{i=1}^{i_0} \text{diam}(P_i) \leq \sum_{\{i: X_i > 1 + \frac{(\log r)^3}{r}\}} \text{diam}(P_i).
\]

By Proposition 4.4 applied with \( x = (\log r)^3/4 \) we get
\[
P\left[ \sum_{\{i: X_i > 1 + \frac{(\log r)^3}{r}\}} \text{diam}(P_i) \geq \frac{r}{4} \right] \leq C \left( \log \frac{r}{(\log r)^3/4} \right) \cdot e^{-c \sqrt{(\log r)^3/4}} \leq \frac{C_1}{(\log r)^{4/3}}.
\]

Hence
\[
P\left[ \sum_{i=1}^{i_0} \text{diam}(P_i) \geq \frac{r}{4} \right] \leq \frac{C}{(\log r)^{4/3}}.
\]

By Lemma 4.3,
\[
P\left[ i_0 \geq \frac{r}{4} \right] \leq \frac{C}{(\log r)^{4/3}}.
\]

Since the invasion tree \( T \) can be viewed as the concatenation of ponds via the outlets, we get
\[
\text{Height} \left( \mathcal{C} \left( \emptyset, T \setminus (R_{i_0}, S_{i_0+1}) \right) \right) \leq i_0 + \sum_{i=1}^{i_0} \text{diam}(P_i),
\]

therefore
\[
P\left[ \text{Height} \left( \mathcal{C} \left( \emptyset, T \setminus (R_{i_0}, S_{i_0+1}) \right) \right) \geq \frac{r}{2} \right] \leq \frac{C}{(\log r)^{4/3}}. \tag{36}
\]

By (35) and the fact that \( X_i \) is decreasing in \( i \) one has that \( X_i > 1 + \frac{(\log r)^3}{r} \) for all \( i \in \{1, \ldots, i_0\} \) with probability at least \( 1 - \frac{C}{(\log r)^{4/3}} \).

We now handle the volume of the ponds similarly. If \( X_{i_0} > 1 + \frac{(\log r)^3}{r} \), then as before
\[
\sum_{i=1}^{i_0} |V(P_i)| \leq \sum_{\{i: X_i > 1 + \frac{(\log r)^3}{r}\}} |V(P_i)|.
\]

By Lemma 3.2,
\[
P\left[ \sum_{\{i: X_i > 1 + \frac{(\log r)^3}{r}\}} |V(P_i)| \geq r^2 \right] \leq C \left( \log \frac{r}{(\log r)^3} \right) e^{-c \sqrt{(\log r)^3}} \leq \frac{1}{(\log r)^{4/3}}.
\]

By this and (35) we get
\[
P\left[ \sum_{i=1}^{i_0} |V(P_i)| \geq r^2 \right] \leq \frac{C}{(\log r)^{4/3}}. \tag{37}
\]
Recall that for each \( v \in V(P_i) \) one has that \( x(v) = X_i \). If \( X_{i_0} > 1 + \frac{(\log r)^3}{r} \), then one has that \( x(v) > 1 + \frac{(\log r)^3}{r} \) for all \( v \in \bigcup_{i=1}^{i_0} V(P_i) \). Conditioned on \( X_{i_0} > 1 + \frac{(\log r)^3}{r} \), by Theorem 2.5 and Observation 2.7, for all \( v \in \bigcup_{i=1}^{i_0} V(P_i) \) the corresponding tree \( M_v \) is stochastically dominated by a random tree with law \( \mathbb{P}_{1 + (\log r)^3} \). Hence by Proposition 3.4 we have

\[
\mathbb{P}\left[ \text{Height}(M_v) \geq \frac{r}{2} \mid T, X_{i_0} > 1 + \frac{(\log r)^3}{r}, v \in \bigcup_{i=1}^{i_0} V(P_i) \right] \leq \frac{C(\log r)^9}{r^3}.
\]

Now we are ready to obtain the desired conclusion. If

\[
\text{Height}\left( \mathcal{C}(\emptyset, T \setminus (R_{i_0}, S_{i_0+1})) \right) \leq \frac{r}{2} \quad \text{and} \quad \text{Height}\left( \mathcal{C}(\emptyset, M \setminus (R_{i_0}, S_{i_0+1})) \right) \geq r,
\]

then there exists a vertex \( v \in \bigcup_{i=1}^{i_0} V(P_i) \) with \( \text{Height}(M_v) \geq \frac{r}{2} \). If furthermore one has that \( X_{i_0} > 1 + \frac{(\log r)^3}{r} \) and \( \sum_{i=1}^{i_0} |V(P_i)| \leq r^2 \), then by a union bound the probability that at least one of these \( M_v \)'s have height at least \( r/2 \) is at most \( r^2 \cdot \frac{C(\log r)^9}{r^3} \ll \frac{1}{(\log r)^{4/3}} \). Hence

\[
\mathbb{P}\left[ \text{Height}\left( \mathcal{C}(\emptyset, M \setminus (R_{i_0}, S_{i_0+1})) \right) \geq r \right] \leq \mathbb{P}\left[ X_{i_0} \leq 1 + \frac{(\log r)^3}{r} \right] + \mathbb{P}\left[ \sum_{i=1}^{i_0} |V(P_i)| \geq r^2 \right] + \mathbb{P}\left[ \text{Height}\left( \mathcal{C}(\emptyset, T \setminus (R_{i_0}, S_{i_0+1})) \right) \geq \frac{r}{2} \right]
+ \frac{1}{(\log r)^{4/3}} \leq \frac{C}{(\log r)^{4/3}},
\]

where in the last inequality we used the inequalities (35), (36) and (37).

## 5 Spectral and diffusive properties of \( M \)

In most random fractals, knowing the growth of the volume and effective resistance allows one to sharply estimate certain random walk asymptotics such as the spectral dimension and typical displacement. These relationships were established in a series of studies [7–9] and were further generalized and synthesized by Kumagai and Misumi in [14]. In this section we only apply results from [14].

Since we do not have sharp enough tail estimates on the volume growth and effective resistance, we cannot use the main theorem from [14] directly. Nevertheless, we can derive the following Theorem 5.1 for deterministic graphs based on [14]. This theorem will then be employed to prove both Theorem 1.1 and Theorem 1.2.

Suppose \( G \) is an infinite, locally finite, connected graph with a marked vertex denoted by \( 0 \), and let \( d = d_G \) be the graph distance on \( G \). Write \( B(R) = B_G(0, R) \) for the ball with radius \( R \) centered at \( 0 \) and let

\[
V(R) := \sum_{x \in B(R)} \deg(x).
\]

Let \( (Y_n) \) be a (discrete-time) simple random walk on \( G \) and recall the transition density \( p_n(x, y) \) is defined as

\[
p_n(x, y) := P^x(Y_n = y)/\deg(y).
\]

The following theorem collects several estimates proved in [14]; we provide a brief proof below.
Theorem 5.1. Suppose $G$ is a deterministic, infinite, locally finite, connected graph with a marked vertex $0 \in G$ and $d(\cdot, \cdot)$ is the graph distance on $G$. If there exist constants $\eta \geq 0$, $D \geq 1$, $C \geq 1$ and $\alpha \in (0, 1]$ such that for all $R \geq 2$

\begin{equation}
C^{-1}(\log R)^{-\eta} R^D \leq V(R) \leq C(\log R)^\eta R^D, \tag{38}
\end{equation}

and

\begin{equation}
\mathcal{R}_{\text{eff}}(0, y) \leq C(\log R)^\eta d(0, y)^{\alpha}, \forall y \in B(R), \tag{39}
\end{equation}

and

\begin{equation}
\mathcal{R}_{\text{eff}}(x, B(R)^c) \geq C^{-1}(\log R)^{-\eta} R^\alpha, \forall x \in B\left(0, \frac{R}{C'(\log R)^\eta}\right), \tag{40}
\end{equation}

then there exist constants $\beta = \beta(\eta, D, \alpha) \in (0, \infty)$ and $C_1 \geq 1$ such that the following statements hold

(a) The transition density satisfies

\begin{equation}
C_1^{-1}(\log n)^{-\beta} n^{-\frac{D}{\beta + \alpha}} \leq p_{2n}(0, 0) \leq C_1(\log n)^{\beta} n^{-\frac{D}{\beta + \alpha}},
\end{equation}

for any $n \geq 2$. In particular $d_s(G) = \frac{2D}{D+\alpha}$.

(b) For any $n \geq 2$,

\begin{equation}
P^0\left[C_1^{-1}(\log n)^{-\beta} n^{\frac{D}{\beta + \alpha}} \leq d(0, Y_n) \leq C_1(\log n)^{\beta} n^{\frac{D}{\beta + \alpha}}\right] \geq 1 - \frac{C_1}{\log n}.
\end{equation}

Before proving Theorem 5.1, let us first derive Theorem 1.1 and Theorem 1.2 from it.

Proof of Theorem 1.1 and Theorem 1.2. Since $M$ is a tree,

\begin{equation}
|B_M(0, r)| \leq V(0, r) = \sum_{x \in B_M(0, r)} \deg(x) \leq 2|B_M(0, r+1)|.
\end{equation}

By Theorem 1.4 we can conclude that, almost surely, $(M, \emptyset)$ satisfies condition (38) with $D = 3$ and $\eta = 18$. Since $\mathcal{R}_{\text{eff}}(\emptyset, y) \leq d(\emptyset, y)$, condition (39) holds with $\alpha = 1$ and $\eta = 0$. Moreover, by Proposition 4.1, condition (40) holds with $\alpha = 1$ and $\eta = 8$. As a result, Theorem 1.1 and Theorem 1.2 can be directly inferred from Theorem 5.1. \hfill \Box

Proof of Theorem 5.1. The proof is an application of various estimates in [14]. The proof of the upper bound on $p_{2n}(0, 0)$ is an immediate application of Proposition 3.1(a) of [14] with $R = \lfloor (2n)^{1/(\beta+\alpha)} \rfloor$; note that in our setting $v(R) = R^D$, $r(R) = R^\alpha$ and $\lambda = C(\log R)^\eta$, moreover, $\bar{I}(n)$ of [14] simply equals $n^{\frac{1}{\beta+\alpha}}$. The assumptions of Proposition 3.1(a) of [14] (which are (3.1) of that paper) are contained in the assumptions of Theorem 5.1 and so the upper bound on $p_{2n}(0, 0)$ follows.

To prove the lower bound on $p_{2n}(0, 0)$ we apply Proposition 3.2(b) of [14]. There are more parameters to set and conditions to verify than previously. First note that in our setting we have that $C_2$ and $\alpha_1$ defined in (1.12) of [14] can be taken to be 1 and $\alpha$ respectively. Next we take $\lambda = m = C(\log R)^\eta$ and $\varepsilon = (4m\lambda)^{-1/\alpha}$ so that in particular $\varepsilon \leq \frac{1}{C(\log R)^\eta}$. These choices guarantee that (3.3) of [14] holds as well as $\mathcal{R}_{\text{eff}}(0, y) \leq \lambda r(d(0, y))$ for all $y \in B(R)$ again due

\footnote{As mentioned in Remark 1.3, other random walk asymptotics such as exit time of balls and the range of the walk can also be derived and we omit the details.}
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to the assumptions of our theorem. Then (3.6) of [14] states that there exists $c_1 > 0$ such that for $n \leq \frac{R^a V'}{8m}$,

$$p_{2n}(0,0) \geq \frac{c_1 (V')^2}{m^2 \lambda^2 V^3},$$

(41)

where $V' = V\left(\frac{1}{2} \varepsilon R\right)$ and $V = V(R)$. Since

$$V' \xrightarrow{\text{(38)}} C^{-1} \left(\log \left(\frac{\varepsilon R}{2}\right)\right)^{-\eta} \left(\frac{1}{2} \varepsilon R\right)^D \geq c_2 (\log R)^{-\eta - \frac{2nD}{3}} R^D$$

and

$$V \xrightarrow{\text{(38)}} C (\log R)^\eta R^D,$$

we have for $n = \lceil \frac{2\eta}{3} (\log R)^{-2\eta - \frac{2nD}{3}} R^{D+\alpha} \rceil \leq \frac{R^a V'}{8m}$,

$$p_{2n}(0,0) \geq \frac{c_1 (V')^2}{m^2 \lambda^2 V^3} \geq c_3 (\log R)^{-\eta - \frac{4nD}{3}} R^{-D}.$$

Set $R$ so that $n = \lceil \frac{2\eta}{3} (\log R)^{-2\eta - \frac{2nD}{3}} R^{D+\alpha} \rceil$ and get the desired lower bound on $p_{2n}(0,0)$.

Finally for the displacement bounds, we will apply Proposition 3.5 (b) and (c) of [14]. Again in our setting $v(R) = R^D$ and $r(R) = R^a$ and the exponent $d_1$ defined in (1.12) of [14] can be taken to be $D$. Moreover, for $\lambda > 1$, the set $J(\lambda)$ in Definition 1.1 of [14] becomes

$$J(\lambda) = \left\{ R \geq 1: \lambda^{-1} R^D \leq V(R) \leq \lambda R^D, R_{\text{eff}}(0, B(R)^c) \geq \lambda^{-1} R^a, R_{\text{eff}}(0, y) \leq \lambda d(0, y)^a, \forall y \in B(R) \right\}.$$ We take $\lambda = C (\log R)^\eta$ as before. The conditions in Theorem 5.1 guarantee that $R \in J(\lambda)$, and $cR \in J(\lambda)$ for any $c \in (2/R, 1)$. Note that the constants $c_i(\lambda)$’s in [14, Proposition 3.5] have the form $c_i(\lambda) = c_i \lambda^{\pm q_i}$ for some positive universal constants $c_i$ and $q_i$ (see [14, first paragraph in page 925, above Proposition 3.3]). Hence if we set the parameter $M$ in [14, Proposition 3.5 (b)] to be $M = (\log n)^\beta$ for some $\beta > 0$, then for $R = M \Xi(n) = (\log n)^\beta n^{\frac{1}{\alpha+n}}$ and $\lambda = C (\log R)^\eta$, we can choose $\beta$ sufficiently large\(^2\) so that $R, c_5(\lambda) R/M, c_6(\lambda) R/M \in J(\lambda)$ and $M^a \geq c_7(\lambda) \log n$. Therefore the upper bound on the displacement follows directly from Proposition 3.5 (b) of [14]. Similarly for $R = n^{\frac{1}{\alpha+n}}$ and $\lambda = C (\log R)^\eta$ if we set the parameter $\theta = (\log n)^{-\beta}$ for some sufficiently large $\beta$ so that $c_8(\lambda) \theta^D \leq \frac{C_1}{\log n}$, then the lower bound on the displacement follows directly from Proposition 3.5 (c) of [14].

\[\Box\]

6 A local limit theorem for minimal spanning trees

Our goal in this section is to prove the following local limit theorem for minimal spanning trees. An analogous theorem about uniform spanning trees, with a different limiting object, can be found in [17, Theorem 1.1].

**Theorem 6.1.** Let $\{G_n\}$ be a sequence of finite, simple, connected, regular graphs with degree tending to infinity and let $\{W_n(c)\} \in G_n$ be i.i.d uniform[0,1] weights. Let $M_n$ be the minimal spanning tree of $(G_n,W_n)$ viewed as an unweighted graph. Then the local limit of $M_n$ is the component of the root $\emptyset$ in the WMSF on the PWIT.

\[\scriptsize^{2}\]In this paragraph we assume $n \geq 3$ so that $\log n > 1$.
Theorem 6.1 is about unweighted graphs and we will deduce it via a weighted version due to Aldous and Steele [6]. The proof shows under which conditions one can deduce unweighted convergence from weighted convergence. This does not hold always, and certain natural conditions are necessary and sufficient, see Theorem 6.9.

6.1 Rooted weighted/unweighted graphs, their topology and local limits

The topology of rooted graphs and local limits was introduced by Benjamini and Schramm [10]. Given a locally finite graph $G = (V, E)$ and a vertex $\rho \in V$, the pair $(G, \rho)$ is a rooted graph. Two rooted graphs $(G_1, \rho_1)$ and $(G_2, \rho_2)$ are equivalent if there is a graph isomorphism $\phi : V(G_1) \to V(G_2)$ which also preserves the root. Let $G_\bullet$ be the set of equivalence classes of locally finite rooted graphs viewed up to root-preserving graph isomorphisms. When discussing a rooted graph $(G, \rho)$ we always mean its equivalence class in $G_\bullet$.

Next we define a metric on $G_\bullet$. The distance between two rooted graphs $(G_1, \rho_1)$ and $(G_2, \rho_2)$ is given by

$$\text{dist} \left( (G_1, \rho_1), (G_2, \rho_2) \right) := \frac{1}{1 + \alpha},$$

where $\alpha$ is the supremum of those integer $r > 0$ such that there is a root-preserving isomorphism between the two rooted balls $(B_{G_1}(\rho_1, r), \rho_1)$ and $(B_{G_2}(\rho_2, r, \rho_2))$; and $\alpha = \infty$ if the two rooted graphs are equivalent. This metric induces a Borel $\sigma$-algebra on $G_\bullet$ and makes it a Polish space (see [5]). Hence one can talk about convergence in distribution for Borel probability measures on $G_\bullet$.

**Definition 6.2** (Local limit). A random element $(G, \rho)$ of $G_\bullet$ is called the local limit of a sequence of finite (possibly random) graphs $(G_n)_{n \geq 1}$ if for any integer $r > 0$, the random rooted graphs $(B_{G_n}(\rho_n, r), \rho_n)$ converge in distribution to $(B_G(\rho, r, \rho), \rho = \infty$ if the two rooted graphs are equivalent. This metric induces a Borel $\sigma$-algebra on $G_\bullet$ and makes it a Polish space (see [5]). Hence one can talk about convergence in distribution for Borel probability measures on $G_\bullet$.

We now turn to discuss weighted graphs. Given a connected graph $G = (V, E)$ and a weight function $l : E \to (0, \infty)$ on its edges, we let $d_W : V \times V \to (0, \infty)$ be the weighted distance, namely,

$$d_W(u, v) := \inf \left\{ \sum_{e \in \gamma} l(e) : \gamma \text{ is a path between } u \text{ and } v \right\}.$$

We also write

$$B_G^W(v, r) := \{ x : d_W(v, x) \leq r \}\{ x : d_W(v, x) \leq r \}.$$

for a ball of radius $r$, centered at $v$ with respect to this weighted distance $d_W$. We often view $B_G^W(v, r)$ as the induced subgraph in $G$ of the vertex set $\{ x : d_W(v, x) \leq r \}$.

**Definition 6.3** (Definition 2.1 in [6]; Geometric graphs). If $G = (V, E)$ is a connected, undirected graph with a finite or countable infinite vertex set $V$ and if $\ell : E \to (0, \infty)$ is an edge weight function that makes $G$ locally finite in the sense that for each vertex $v$ and each real $t > 0$, the ball $B_G^W(v, t)$ is finite, then $(G, \ell)$ is called a geometric graph. When there is also a distinguished vertex $v$, we say that $(G, v, \ell)$ is a rooted geometric graph with root $v$. Two rooted geometric graphs are equivalent if there is a root-preserving isomorphism between the two rooted graphs which also preserves the edge weights. Let $G_\bullet$ be the set of equivalence classes.
of rooted geometric graphs. Lastly, for \((G, \rho, \ell) \in \mathcal{G}_*\), we say that \(t > 0\) is a continuity point of \((G, \rho, \ell)\) if no vertex of \(G\) is exactly at a weighted distance \(t\) from the root \(\rho\).

**Example 6.4.** Although the vertex degrees of the Ulam–Harris tree \(U\) defined in Section 1.1 are all infinite, the PWIT \((U, \emptyset, W)\) is a.s. a geometric graph in the sense of Definition 6.3.

Next we define a topology on \(\mathcal{G}_*\). Suppose \((G_n, \rho_n, \ell_n)_{n \geq 1}\) and \((G_\infty, \rho, \ell)\) are elements in \(\mathcal{G}_*\). We say that \((G_n, \rho_n, \ell_n)\) converges to \((G_\infty, \rho, \ell)\) if for each continuity point \(t\) of \((G_\infty, \rho, \ell)\), there is \(n_0\) such that for all \(n \geq n_0\) there exists a root-preserving isomorphism \(\phi_n\) from \((B^W_{G_n}(\rho_n), \rho_n)\) to \((B^W_{G_\infty}(\rho, t), \rho)\) such that \(\ell_n(\phi_n(e)) \to \ell(e)\) for each edge \(e\) of \(B^W_{G_\infty}(\rho, t)\) as \(n \to \infty\). It can easily be seen that this topology is metrizable and in fact makes \(\mathcal{G}_*\) a Polish space. Hence one can talk about convergence in distribution of Borel probability measures on \(\mathcal{G}_*\) (this convergence was referred as local weak convergence in [6]).

**Definition 6.5** (local limit of weighted graphs). A random element \((G, \rho, \ell)\) of \(\mathcal{G}_*\) is called the local limit of a sequence of finite (possibly random) geometric graphs \((G_n, \ell_n)_{n \geq 1}\) if the random rooted geometric graphs \((G_n, \rho_n, \ell_n)_{n \geq 1}\) converge in distribution to \((G, \rho, \ell)\) where \(\rho_n\) is a uniformly chosen vertex from \(V(G_n)\) that is chosen independently of each other conditioned on \((G_n)_{n \geq 1}\). We denote this by

\[
(G_n, \ell_n) \xrightarrow{\text{d}}_{n \to \infty} (G, \rho, \ell).
\]

**Remark 6.6.** Note that the local limit defined earlier on \(\mathcal{G}_*\) can be viewed as a special case of the local limit on \(\mathcal{G}_*\), if we view the unweighted graphs as weighted graphs with weights 1 on all the edges and pick the roots uniformly at random. Due to this and in order to avoid further terminology we refer to the convergence defined in Definition 6.2 and Definition 6.5 as a local limit but it will always be clear from the context (i.e., whether weights are present or not) which topology we work with.

### 6.2 The mass-transport principle

Similarly to \(\mathcal{G}_*\), one can define the space \(\mathcal{G}_{**}\) as equivalent classes of weighted graphs with an ordered pair of distinguished vertices. One can define a natural topology on \(\mathcal{G}_{**}\) similar to \(\mathcal{G}_*\). An useful technique for the proof of Theorem 6.1 is the mass-transport principle.

**Definition 6.7** (Definition 2.1 in [5] adapted to \(\mathcal{G}_*\)). Let \(\mu\) be a probability measure on \(\mathcal{G}_*\). We call \(\mu\) unimodular if it obeys the mass-transport principle: For any Borel measurable function \(f : \mathcal{G}_{**} \to [0, \infty]\), we have

\[
\int \sum_{x \in V(G)} f(G, o, x) \, d\mu((G, o)) = \int \sum_{x \in V(G)} f(G, x, o) \, d\mu((G, o)).
\]

If we view \(f(G, o, x)\) as the amount of mass sent out from \(o\) to \(x\), then the equality (44) is usually interpreted as the expected mass sent out by the root equals the expected mass received.

It is well known (and not difficult to prove) that if \((G, \rho, \ell)\) is a local limit of finite geometric graphs (as in Definition 6.5), then its law is unimodular. The latter fact in the unweighted case was first observed by Benjamini and Schramm [10]. We will use this fact in the proof of Theorem 6.1.
6.3 A theorem of Aldous and Steele [6]: local limit of MSTs

Given a finite, connected graph \( G = (V, E) \) and an injective weight function \( \ell : E \to (0, \infty) \), there is a unique spanning tree \( T_\ell \) of \( G \) that has the minimal sum of weights, \( \sum_{e \in E(T_\ell)} \ell(e) \) among all spanning trees of \( G \) ([15, Exercise 11.1]). We call the tree \( T_\ell \) the minimal spanning tree (MST) of the weighted graph \( (G, \ell) \) and write it as MST\((G, \ell)\). Note that the MST may inherit the weights from \( G \) so it can be viewed as an element of \( G_* \) or \( G_* \).

The following theorem due to Aldous and Steele [6, Theorem 5.4] provides a “continuity” property for the MST, under the weighted topology of \( G_* \), that holds in great generality. It roughly states that if \( (G_n, \ell_n) \xrightarrow{d} (G, \rho, \ell) \), then the corresponding MST of \( (G_n, \ell_n) \) converges locally to the component of \( \rho \) in the WMSF of \( (G, \rho, \ell) \) (recall the definition of the WMSF in Section 1.1).

**Theorem 6.8 (Aldous-Steele [6]).** Let \( (G_\infty, \rho, \ell) \) denote a \( G_* \)-valued random variable such that with probability one \( G_\infty \) has infinitely many vertices and no two of the edges have the same weight. Further, let \( \{(G_n, \ell_n)\}_{n \geq 1} \) be a sequence of \( G_* \)-valued random variables such that almost surely for each \( n \) the graph \( G_n \) is finite, \( \ell_n \) is injective, and \( |V(G_n)| \to \infty \). If

\[
(G_n, \ell_n) \xrightarrow{d} (G_\infty, \rho, \ell),
\]

then one has the joint weak convergence in \( G_* \times G_* \)

\[
\left( (G_n, \ell_n), \text{MST}(G_n, \ell_n), \ell_n \right) \xrightarrow{d} \left( (G_\infty, \rho, \ell), \text{WMSF}(G_\infty, \ell), \rho \right).
\]

Furthermore, if \( N_n \) denotes the degree of the root in MST\((G_n, \ell_n)\) and \( N \) denotes the degree of the root in WMSF\((G_\infty, \ell)\), then

\[
N_n \xrightarrow{d} N \quad \text{and} \quad E[N_n] \to E[N] = 2.
\]

Lastly, if \( L_n \) denotes the sum of lengths of the edges incident to the root of MST\((G_n, \ell_n)\) and \( L \) denotes the corresponding quantity for WMSF\((G_\infty, \ell)\), then

\[
L_n \xrightarrow{d} L \quad \text{as} \quad n \to \infty.
\]

6.4 From weighted to unweighted local convergence

Our goal in this section is to show that under the same setting and assumptions as Theorem 6.8 one can additionally conclude convergence under the unweighted topology, i.e., that of \( G_* \).

**Theorem 6.9.** Assume that \( (H_n, \ell_n) \) are finite (possibly random) geometric graphs and that \( (H, \rho, \ell) \) is a \( G_* \)-valued random variable such that

\[
(H_n, \ell_n) \xrightarrow{d} (H, \rho, \ell).
\]

Furthermore, let \( \rho_n \) be a uniformly chosen vertex of \( H_n \) and write \( N_n \) and \( N \) for the degree of \( \rho_n \) and of \( \rho \) respectively. Denote by \( L_n \) and \( L \) the weighted degrees, that is, \( L_n = \sum_{e: \rho_n \in e} \ell_n(e) \) and \( L = \sum_{e: \rho \in e} \ell(e) \). If

\[
N_n \xrightarrow{d} N \quad \text{and} \quad L_n \xrightarrow{d} L \quad \text{and} \quad N < \infty \quad \text{a.s.},
\]

then

\[
H_n \xrightarrow{d} (H, \rho).
\]
The proof of Theorem 6.9 is postponed to the next section. Next, we provide a (probably well-known) lemma showing that in the setting of Theorem 6.1, the weighted local limit of the ambient graph \( (G_n, \ell_n) \) is the PWIT. This was known for the complete graph on \( n \) vertices with exponential distributed weights [6, Theorem 4.1].

**Lemma 6.10.** Suppose \( \{G_n\} \) is a sequence of finite, simple, connected, regular graphs with degree \( \deg(G_n) \to \infty \). For each \( n \), assign i.i.d. weights \( \ell_n \) to the edges of \( G_n \) using uniform distribution on \([0, \deg(G_n)]\). Draw the root \( \rho_n \) uniformly at random from \( V(G_n) \) and independently of each other. Then the random rooted weighted graphs \( (G_n, \rho_n, \ell_n) \) converge in distribution to the PWIT.

**Proof of Lemma 6.10.** For positive integers \( a, b \geq 1 \), let \( \mathcal{N}_{a,b}(U, \emptyset, W) \) be the minimal \( a \)-ary subtree of height \( b \) in the PWIT \( (U, \emptyset, W) \); i.e., it is the finite weighted tree with vertex set \( \{\emptyset\} \cup \{(i_1, \ldots, i_k) : 1 \leq i_j \leq a \) and \( k \leq b\}\). For a regular graph \( (G, \rho, \ell) \in \mathcal{G}_s \) with distinct edge weights and degree \( \deg(G) \geq a^{b+1} + 1 + a + \cdots + a^b \), one can define a similar minimal \( a \)-ary subtree \( \mathcal{N}_{a,b}(G, \rho, \ell) \) of height \( b \) inside \( (G, \rho, \ell) \) with vertex set \( \{v_0\} \cup \{v_1, \ldots, v_k : k \leq b, 1 \leq i_j \leq a\} \) determined by the following exploration process:

1. Initially let \( v_0 := \rho \), the set of explored vertices \( \mathcal{E} \) be empty and the set of active vertices \( \mathcal{A} = \{v_0\} \).
2. Explore the edges incident to \( v_0 \) in increasing order of weights and stop after exploring the first \( a \) such edges. Let \( v_1, \ldots, v_a \) be the other endpoints of these edges in that order. Add \( v_1, \ldots, v_a \) to \( \mathcal{A} \) and \( \mathcal{E} \). Then delete \( v_0 \) from \( \mathcal{A} \).
3. If \( \mathcal{A} \) is not empty, let \( v_{i_1, \ldots, i_k} \) be the vertex in \( \mathcal{A} \) with the smallest index in the lexicographic order. If \( k \geq b \), then we stop the entire exploration process. Otherwise, explore the edges from \( v_{i_1, \ldots, i_k} \) to \( V(G) \setminus \mathcal{E} \) in increasing order of weights and stop after exploring a such edges. Let \( v_{i_1, \ldots, i_k, 1}, \ldots, v_{i_1, \ldots, i_k, a} \) be the other endpoints in that order and add these \( a \) vertices to \( \mathcal{A} \) and \( \mathcal{E} \). Delete \( v_{i_1, \ldots, i_k} \) from \( \mathcal{A} \). Repeat this step until we stop the entire exploration process.

We write \( \Phi_n : \mathcal{N}_{a,b}(U, \emptyset, W) \to \mathcal{N}_{a,b}(G_n, \rho_n, \ell_n) \) for the natural map given by \( \Phi_n(\emptyset) = \rho_n \) and \( \Phi_n((i_1, \ldots, i_k)) = v_{i_1, \ldots, i_k} \). We first observe that for any integers \( a, b \geq 1 \), with probability \( 1 - o(1) \) one can couple \( \mathcal{N}_{a,b}(G_n, \rho_n, \ell_n) \) and \( \mathcal{N}_{a,b}(U, \emptyset, W) \) so that \( |W(e) - \ell_n(\Phi_n(e))| = o(1) \) for all \( e \in \mathcal{N}_{a,b}(U, \emptyset, W) \). Indeed, this follows immediately from an observation from [4, Section 1.1]: if \( X = (X_1^*, \ldots, X_n^*) \) denotes the order statistics of \( n \) independent uniform \([0, n]\) random variables, then the vector \( (X_1^*, \ldots, X_{\sqrt{n}}^*) \) has total variation distance \( O(n^{-1/2}) \) (we only need here that it is \( o(1) \)) from the first \( \lfloor \sqrt{n} \rfloor \) points of a homogeneous rate one Poisson process on \([0, \infty) \). Secondly we show that for any \( T > 0 \), one has that

\[
\lim_{n \to \infty} \mathbb{P}(C_n \leq T) = 0,
\]

where \( C_n \) is the minimal weighted length of a cycle containing the root. Indeed, by the first observation we may choose \( a, b \) large enough so that with probability at least \( 1 - \varepsilon \), any path from \( \rho_n \) to the leaves of the tree \( \mathcal{N}_{a,b}(G_n, \rho_n, \ell_n) \) has weight at least \( T \) and any edge not belonging to \( \mathcal{N}_{a,b}(G_n, \rho_n, \ell_n) \) that has precisely one vertex in \( \mathcal{N}_{a,b}(G_n, \rho_n, \ell_n) \) that is not a leaf (at height \( b \)) has weight at least \( T \). Furthermore, conditioned on \( \mathcal{N}_{a,b}(G_n, \rho_n, \ell_n) \), any edge of \( G_n \) between two vertices of this tree that is not in the tree has not exposed its weights so the
probability that it has weight at least \( T \) is \( 1 - T/\deg(G_n) \). Since there are only finitely many such edges (\( G_n \) is simple), depending only on the choice of \( a \) and \( b \), we can also deduce that with probability at least \( 1 - \varepsilon \) all such edges have weight at least \( T \).

On these two events, any cycle containing \( \rho_n \) must have weight at least \( T \). Indeed, either the cycle contains a path from \( \rho_n \) to the leaves of \( \mathcal{A}_{a,b}(G_n, \rho_n, \ell_n) \) or it “exits” \( \mathcal{A}_{a,b}(G_n, \rho_n, \ell_n) \) before reaching the leaves and therefore must traverse an edge with weight at least \( T \). This establishes (49) and together with the observation preceding it our proof is concluded.

With these three ingredients in place (Theorem 6.8, Theorem 6.9 and Lemma 6.10) our main result Theorem 6.1 easily follows.

Proof of Theorem 6.1. Since multiplying a same constant to all the edge weights does not change the MST, we can use i.i.d. uniform[0, \( \deg(G_n) \)] weights \( \ell_n \) to sample \( M_n \). Lemma 6.10 immediately shows that assumption (45) holds. The other assumptions of Theorem 6.8 hold almost surely by definition. We therefore obtain that (46), (47) and (48) hold. Thus the assumptions of Theorem 6.9 hold with \((H_n, \ell_n) = \text{MST}(G_n, \ell_n)\). The conclusion of Theorem 6.9 finishes the proof.

6.5 Proof of Theorem 6.9

Before the proof, let us consider some examples showing that the conditions of the theorems are necessary and that one cannot simply argue by “forgetting” the weights.

Example 6.11 (Unimodularity is necessary). Consider two disjoint copies of the complete graph on \( n \) vertices connected by a single edge. Put i.i.d. weights of exponential distribution with mean \( n \) on all the edges. If we root the graphs in one of the two vertices of the special edge connecting the two complete graphs, then the unweighted local limit seen from this vertex is two disjoint independent WMSF on the PWIT with their roots connected by an edge. The weighted local limit, however, is just a copy of the WMSF on the PWIT, since the special edge has weight of order \( n \) with high probability.

Example 6.12 (\( L_n \overset{d}{\to} L \) is necessary). Consider two disjoint cycles of length \( n \) connected by a matching; put i.i.d. uniform \([0,1]\) weights on the two cycles, and weight \( n \) on the edges of the matching. The weighted local limit is then clearly a copy of \( Z \) with i.i.d. uniform \([0,1]\) weights while the unweighted limit is two copies of \( Z \) connected by a matching.

For simplicity we use the following notations throughout the proof of Theorem 6.9:

\[
B_n(r) := B_{H_n}(\rho_n, r), \quad B_n^W(t) := B_{H_n}^W(\rho_n, t), \quad B_\infty(r) := B_H(\rho, r), \quad B_\infty^W(t) := B_H^W(\rho, t),
\]

where we use the letter \( r \) for the the unweighted distance and \( t \) for the weighted one.

The overall strategy is simple: we will show that with high probability unweighted balls of radius \( r \) are contained in weighted balls of some large weighted radius \( T \). By the weighted convergence, with high probability \( B_n( T ) \) is isomorphic to \( B_n^W( T ) \) (with close edge weights) which implies that the unweighted balls are isomorphic as well. Technically it will amount to a few applications of the mass-transport principle (44). We first prove some preparatory lemmas.

Lemma 6.13. All vertex degrees of the limiting graph \( H \) in Theorem 6.9 are a.s. finite.
Proof. Consider the mass transport in which each vertex of $H$ sends unit mass to every vertex of $H$ of infinite degree. Since $N < \infty$, the expected mass entering the root is zero. By the mass-transport principle (44) the expected mass sent from the root is also zero, so there are no vertices of infinite degree almost surely.

Lemma 6.14. For any $\varepsilon > 0$ and $t > 0$ there exists $T = T(\varepsilon, t) \geq t$ such that for all $n \geq 1$ the probability that some vertex of $B_n^W(t)$ is incident to an edge with weight at least $T$ is at most $\varepsilon$.

Proof. By Skorohod’s representation theorem ([18, Theorem 3.1.1] or [11, Theorem 6.7]), we may suppose the $G_\star$-valued r.v.’s $(H_n, \rho_n, \ell_n)$ and $(H, \rho, \ell)$ are all defined on a common probability space and that almost surely

$$(H_n, \rho_n, \ell_n) \to (H, \rho, \ell) \text{ as } n \to \infty.$$  

Since the set of non-continuity points for a fixed realization of $(H, \rho, \ell)$ has no accumulation points, one can pick a random and measurable continuity point $T = T(\omega) \geq 2t$ of $(H_n, \rho_n, \ell_n)$ (for instance, if $2t$ is a continuity point, then let $T = 2t$, otherwise let $T$ be the average of $2t$ and the smallest non-continuity point larger than $2t$). By the definition of convergence in $G_\star$, there exists a random integer $K = K(\omega) > 0$ such that for all $n \geq K$ there is a root-preserving isomorphism $\phi_n$ from $B_\infty^W(T)$ onto $B_n^W(T)$. Hence the sequence $\{|B_n^W(2t)|\}_{n \geq 1}$ is bounded by a sequence of random variables $\{|B_n^W(T)|\}_{n \geq 1}$ almost surely converges to $|B_\infty^W(T)| < \infty$. Thus $\{|B_n^W(2t)|\}_{n \geq 1}$ is a tight sequence, so there is some $M = M(\varepsilon, t)$ such that $\sup_n \mathbb{P}(|B_n^W(2t)| > M) \leq \varepsilon/2$. Similarly $\{L_n\}$ is tight so there exists $T = T(\varepsilon, t)$ such that $\sup_n \mathbb{P}(L_n \geq T) \leq \varepsilon/2M$.

We now define a mass transport (note that here the mass-transport principle is unnecessary since the graphs are finite; we use the mass transport terminology instead of double counting for convenience). Each vertex $u$ sends unit mass to a vertex $v$ if $d_W(u, v) \leq t$ and $v$ is incident to an edge $e$ of weight $\ell_n(e) \geq T$ and $|B_{H_n}^W(u, 2t)| \leq M$; otherwise zero mass is sent to $v$. Positive mass enters $\rho_n$ only when $L_n \geq T$ and only from vertices $u \in B_{H_n}^W(\rho_n, t)$ such that $|B_{H_n}^W(u, 2t)| \leq M$. Hence the expected mass entering $\rho_n$ is at most $M \mathbb{P}(L_n \geq T) \leq \varepsilon/2$. By the mass-transport principle (44), the expected mass sent from $\rho_n$ is at most $\varepsilon/2$. On the other hand it is at least the probability that $|B_{H_n}^W(2t)| \leq M$ and that there exists a vertex of $B_{H_n}^W(t)$ that is incident to an edge of weight at least $T$. Since $\mathbb{P}(|B_{H_n}^W(2t)| \leq M) \geq 1 - \varepsilon/2$, we deduce that the probability that some vertex of $B_n^W(t)$ is incident to an edge with weight at least $T$ is at most $\varepsilon$.

Lemma 6.15. For any integer $r > 0$ and $\varepsilon > 0$, there exists a real number $T = T(r, \varepsilon) > 0$ such that

$$\inf_n \mathbb{P}\left[B_n(r) \subset B_n^W(T)\right] \geq 1 - \varepsilon.$$  

Proof. We apply Lemma 6.14 $r$ times (with $\varepsilon = \varepsilon/r$) to obtain real numbers $T(0, \varepsilon) \leq T(1, \varepsilon) \leq \ldots \leq T(r, \varepsilon)$ depending only on $r$ and $\varepsilon$ such that $T(0, \varepsilon) = 0$ and with probability at least $1 - \varepsilon$, for all $i = 0, \ldots, r - 1$, the vertices of the ball $B_n^W(T(i, \varepsilon))$ are not incident to any edge of weight at least $T(i + 1, \varepsilon)$.

We now prove Theorem 6.9.
Proof of Theorem 6.9. By Lemma 6.13 for any $r$ the ball $B_\infty(r)$ is almost surely finite. Hence the maximal weight of a simple path in the ball is an almost surely finite random variable, so for any $\varepsilon > 0$ there exists $T_1 = T_1(r, \varepsilon) < \infty$ such that

$$\mathbb{P}[B_\infty(r) \subset B^W_{\infty}(T_1)] \geq 1 - \varepsilon. \quad (50)$$

By Lemma 6.15 there exist $T_2 = T_2(r, \varepsilon)$ such that for all $n \geq 1$

$$\mathbb{P}[B_n(r) \subset B^W_n(T_2)] \geq 1 - \varepsilon. \quad (51)$$

Using Skorohod’s representation theorem as in the proof of Lemma 6.14 again, one can pick a random and measurable continuity point $T_3 = T_3(\omega) \geq \max(T_1, T_2)$ of $(H, \rho, \ell)$. By the definition of convergence in $G_*$ there exists a random integer $K_1 = K_1(\omega) > 0$ such that for all $n \geq K_1$ there is a root-preserving isomorphism $\phi_n$ from $B^W_n(T_3)$ onto $B^W_n(T_3)$. Choose a large constant $K > 0$ so that $\mathbb{P}[K_1 \geq K] \leq \varepsilon$. Then, by (50) and (51), for any $n \geq K$, with probability at least $1 - 3\varepsilon$, the unweighted balls $B_n(r)$ and $B_\infty(r)$ are subgraphs of $B^W_n(T_3)$ and $B^W_\infty(T_3)$, respectively. On this event, the restriction of the isomorphism $\phi_n$ gives an isomorphism from $B_\infty(r)$ to $B_n(r)$. We conclude that for any $n \geq K$, the probability that $B_n(r)$ is isomorphic to $B_\infty(r)$ is at least $1 - 3\varepsilon$, concluding the proof. \qed

Acknowledgements. This research is supported by ERC consolidator grant 101001124 (UniversalMap), and by ISF grant 1294/19. The authors would like to thank the referee for careful reading and many helpful comments.

List of Notation

$B_\lambda$ Truncated, size-biased Borel-Tanner random variable.................4
$B_M(v, r)$ Ball in $M$ centred at $v$ and with radius $r$..........................3
$d = d_G$ The unweighted graph distance on $G$..............................2
$d_\omega(G)$ The spectral dimension of a graph $G$............................2
$d_W(u, v)$ The weighted graph distance on a weighted graph..............27
$\gamma = (\gamma_0, \ldots)$ The unique infinite simple path in $T$ that represents the end starting from the root $\gamma_0 = \emptyset$.........................20
$I(z)$ The minimal index $n$ such that $X_n \leq z$.........................10
$M$ The tree of $\emptyset$ in the WMSF on the PWIT.........................2
$M_v$ The component rooted at $v$ in $M \setminus E(T)$ for $v \in V(T)$........5
$PGW(\lambda)$ Galton-Watson tree with Poisson(\lambda) progeny distribution........4
$PGWA$ Poisson Galton–Watson aggregation process..........................6
$P_i$ The $i$-th pond of $T$.................................................4
\[ \mathbb{P}_{\lambda} \]

The law of a tree sampled from the PGWA process starting from time \( \lambda \) \ldots 6

\[ p_n(x, y) \]

The transition density for a simple random walk on \( M \), defined as \( p_n(x, y) := \mathbb{P}^x [Y_n = y] / \deg(y) \) \ldots 2

\[ (R_i, S_{i+1}) \]

The \( i \)-th outlet of \( T \), where \( R_i \in V(P_i) \) and \( S_{i+1} \in V(P_{i+1}) \) \ldots 4

\[ s^* \]

For \( s > 1 \), \( s^* = s(1 - \theta(s)) < 1 \) is the dual parameter of \( s \) \ldots 5

\[ T^{(u)} \]

The invasion percolation cluster of \( u \) on the PWIT \( (U, \emptyset, W); T = T^{(\emptyset)} \) \ldots 2

\[ U \]

The Ulam-Harris Tree \ldots 2

\[ (U, \emptyset, W) \]

The Poisson-weighted infinite tree (PWIT) \ldots 2

\[ x(v) \]

The largest weight in the unique infinite path in \( M \) starting from \( v \), called the activation time of \( v \) \ldots 5

\[ X_n \]

The weight of the \( n \)-th outlet \( (R_n, S_{n+1}) \) \ldots 10

\[ (Y_n)_{n \geq 0} \]

Simple random walk on \( M \) \ldots 2

\[ X_n \]

The weight of the \( n \)-th outlet \( (R_n, S_{n+1}) \) \ldots 10

\[ (Y_n)_{n \geq 0} \]

Simple random walk on \( M \) \ldots 2

References

[1] L. Addario-Berry, N. Broutin and B. Reed, *Critical random graphs and the structure of a minimum spanning tree*, Random Structures Algorithms 35 (2009), no. 3, 323–347. MR2548517

[2] Louigi Addario-Berry, *The local weak limit of the minimum spanning tree of the complete graph*, arXiv preprint arXiv:1301.1667 (2013). ↑3, 4, 5, 6, 8, 9, 10, 14, 18, 22

[3] Louigi Addario-Berry, Nicolas Broutin, Christina Goldschmidt and Grégory Miermont, *The scaling limit of the minimum spanning tree of the complete graph*, Ann. Probab. 45 (2017), no. 5, 3075–3144. MR3706739

[4] Louigi Addario-Berry, Simon Griffiths and Ross J. Kang, *Invasion percolation on the Poisson-weighted infinite tree*, Ann. Appl. Probab. 22 (2012), no. 3, 931–970. MR2977982 ↑3, 4, 30

[5] David Aldous and Russell Lyons, *Processes on unimodular random networks*, Electron. J. Probab. 12 (2007), no. 54, 1454–1508. MR2354165 ↑27, 28

[6] David Aldous and J. Michael Steele, *The objective method: probabilistic combinatorial optimization and local weak convergence*, Probability on discrete structures, 2004, pp. 1–72. MR2023650 ↑3, 4, 27, 28, 29, 30

[7] Martin T. Barlow, Thierry Coulhon and Takashi Kumagai, *Characterization of sub-Gaussian heat kernel estimates on strongly recurrent graphs*, Comm. Pure Appl. Math. 58 (2005), no. 12, 1642–1677. MR2177164

[8] Martin T. Barlow, Antal A. Járai, Takashi Kumagai and Gordon Slade, *Random walk on the incipient infinite cluster for oriented percolation in high dimensions*, Comm. Math. Phys. 278 (2008), no. 2, 385–431. MR2372764 ↑24

[9] Martin T. Barlow and Takashi Kumagai, *Random walk on the incipient infinite cluster on trees*, Illinois J. Math. 50 (2006), no. 1–4, 33–65. MR2247823 ↑3, 24

[10] Itai Benjamini and Oded Schramm, *Recurrence of distributional limits of finite planar graphs*, Electron. J. Probab. 6 (2001), no. 23, 13. MR1873300 ↑27, 28

[11] Patrick Billingsley, *Convergence of probability measures*, Second, Wiley Series in Probability and Statistics: Probability and Statistics, John Wiley & Sons, Inc., New York, 1999. A Wiley-Interscience Publication. MR1700749 ↑32

[12] Rick Durrett, *Probability—theory and examples*, Cambridge Series in Statistical and Probabilistic Mathematics, vol. 49, Cambridge University Press, Cambridge, 2019. Fifth edition of [ MR1068527], MR3930614 ↑22
[13] A. M. Frieze, *On the value of a random minimum spanning tree problem*, Discrete Appl. Math. **10** (1985), no. 1, 47–56. MR770868

[14] Takashi Kumagai and Jun Misumi, *Heat kernel estimates for strongly recurrent random walk on random media*, J. Theoret. Probab. **21** (2008), no. 4, 910–935. MR2443641

[15] Russell Lyons and Yuval Peres, *Probability on trees and networks*, Cambridge Series in Statistical and Probabilistic Mathematics, vol. 42, Cambridge University Press, New York, 2016. Available at http://rdlyons.pages.iu.edu/. MR3616205

[16] Russell Lyons, Yuval Peres and Oded Schramm, *Minimal spanning forests*, Ann. Probab. **34** (2006), no. 5, 1665–1692. MR2271476

[17] Asaf Nachmias and Yuval Peres, *The local limit of uniform spanning trees*, Probab. Theory Related Fields **182** (2022), no. 3-4, 1133–1161. MR4408511

[18] Anatoly V Skorokhod, *Limit theorems for stochastic processes*, Theory of Probability & Its Applications **1** (1956), no. 3, 261–290. MR1408511

[19] Jacob van den Berg, Antal A. Járai and Bálint Vágvölgyi, *The size of a pond in 2D invasion percolation*, Electron. Comm. Probab. **12** (2007), 411–420. MR2350578

[20] Remco van der Hofstad, *Random graphs and complex networks. Vol. 1*, Cambridge Series in Statistical and Probabilistic Mathematics, [43], Cambridge University Press, Cambridge, 2017. MR3617364

Asaf Nachmias
School of Mathematical Sciences, Tel Aviv University, Tel Aviv 69978, Israel
Email: asafnach@tauex.tau.ac.il

Pengfei Tang
Center for Applied Mathematics, Tianjin University, Tianjin, China
Email: pengfei_tang@tju.edu.cn