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Abstract—Semantic relation prediction aims to mine the implicit relationships between objects in heterogeneous graphs, which consist of different types of objects and different types of links. In real-world scenarios, new semantic relations constantly emerge and they typically appear with only a few labeled data. Since a variety of semantic relations exist in multiple heterogeneous graphs, the transferable knowledge can be mined from some existing semantic relations to help predict the new semantic relations with few labeled data. This inspires a novel problem of few-shot semantic relation prediction across heterogeneous graphs. However, the existing methods cannot solve this problem because they only require a large number of labeled samples as input, but also focus on a single graph with a fixed heterogeneity. Targeting this novel and challenging problem, in this paper, we propose a Meta-learning based Graph neural network for Semantic relation prediction, named MetaGS. First, MetaGS decomposes the graph structure between objects into multiple normalized subgraphs, then adopts a two-view graph neural network to capture local heterogeneous information and global structure information of these subgraphs. Second, MetaGS aggregates the information of these subgraphs with a hyper-prototypical network, which can learn from existing semantic relations and adapt to new semantic relations. Third, using the well-initialized two-view graph neural network and hyper-prototypical network, MetaGS can effectively learn new semantic relations from different graphs while overcoming the limitation of few labeled data. Extensive experiments on three real-world datasets have demonstrated the superior performance of MetaGS over the state-of-the-art methods.
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I. INTRODUCTION

A HETEROGENEOUS graph (HG) consists of multiple types of objects (nodes) and multiple types of links (edges). Consider the heterogeneous graph in Fig. 1 depicting a toy social network, where the objects are associated with different types (as shown in parenthesis), such as John has a type “user” and Music has a type “hobby”. These objects interact with each other via multiple typed links, such as John “works” at Abc Corp., and Mary “studies” at Southern Sydney School. In a heterogeneous graph, a variety of semantic relations exist and can be mined [1], [2], which come from the combinations of various semantic meanings behind the graph structures. For example, in Fig. 1, the semantic relation classmate between Mary and Bob can be mined based on the fact that they both study Physics at the same school (i.e., Southern Sydney School). In addition, John and Lisa may be friends because they both work at the same company, Abc Corp., share a hobby, Music and have a mutual friend, Mary. Essentially, given an HG and two query objects, semantic relation prediction aims to explore the specific semantic relations (e.g., classmate or friend) between the two given objects [3]. Studies of semantic relation prediction empower many applications. For instance, categorizing friends in social networks [4], [5], discovering advisors/advisees in bibliography networks [6], and linking users in e-commerce networks based on their interests [7], [8].

In recent years, some newly emerged public events have urged a new demand for learning new semantic relations with few labeled data. For instance, when COVID is diagnosed with a few patients, the ability to accurately forecast people who are likely to be infected by these COVID patients, is extremely important to assist policymakers in rapidly controlling outbreaks. In this case, although the new semantic relation between COVID patients and susceptible people has never been learned before, researchers can mine the knowledge from similar well-studied pandemics, e.g., learn transmission rules and patterns between patients of
these pandemics, to help predict people who are at high risk of being infected, with the support of a few diagnosed samples. The above discussion leads to a novel and challenging problem of how to transfer knowledge from existing semantic relations, to predict new semantic relations with only few observed data, namely, \textit{few-shot semantic relation prediction}.

In general, the studies of few-shot semantic relation prediction focus on exploiting transferable knowledge from semantic relations with a large amount of labeled data, to help learn other semantic relations with few labeled data. Therefore, such studies may also be utilised to tackle the cold-start problem and the imbalanced distribution of some particular semantic relations. In the context of this paper, we use the term “existing semantic relations” to refer to the semantic relations for which sufficient labeled data exists and can be used to learn the knowledge of these semantic relations (e.g., characteristics, formation rules or patterns of semantic relations), and use the term “new semantic relations” to refer to other semantic relations that cannot be well learned because of limited labeled data. We aim to obtain the new knowledge of these few labeled semantic relations with the support of existing semantic relations.

In real-world systems, to predict new semantic relations with few labeled data, the transferable knowledge across existing semantic relations can be mined from different scenarios as follows:

\textbf{Scenario 1. Single HG:} In this scenario, the new semantic relations to be predicted and the existing semantic relations all come from the same graph. For instance, in Fig. 2 A, to predict whether “user” A and “user” B have a new semantic relation \textit{friend}, the existing semantic relations can be used to analyse the graph structure between the two users, namely, the two users have a close relationship because they are known to be \textit{schoolmates} and \textit{teammates}. Hence, the two users are quite likely to be \textit{friends}.

\textbf{Scenario 2. Multiple HGs & single heterogeneity:} In this scenario, existing and new semantic relations come from different graphs that share a fixed \textit{heterogeneity} (i.e., a fixed set of object/link types), implying that these graphs contain different objects/links but share a common set of object/link types. For instance, in Fig. 2 B, the existing semantic relations \textit{schoolmate} and \textit{friend} come from \(G_1\) and \(G_n\), respectively. The new semantic relation \textit{school friend} comes from another graph \(G_{n+1}\) that consists of different objects, which, however, has the same object types with \(G_1\) and \(G_n\), such as “user”, “school” and “club”. Knowledge about these common object types’ interactions can be mined from semantic relations in existing graphs (i.e., \(G_1\) - \(G_n\)), to predict the new semantic relation in \(G_{n+1}\). For example, similarly to “user” C and “user” D in \(G_1\), “user” H and “user” I attend the same school, and thus should be \textit{schoolmates}. Besides, “user” H and “user” I should be \textit{friends} because they join the same club and have a mutual friend, which is similar to the relationship between “user” E and “user” F in \(G_n\). Therefore, “user” H and “user” I may be school \textit{friends}.

\textbf{Scenario 3. Multiple HGs & multiple heterogeneities:} In this scenario, the existing and new semantic relations come from different graphs with different heterogeneities. For instance, in Fig. 2 C, \textit{colleague} comes from \(G_1\) that contains the objects of “employee” and “company”, and \textit{coauthor} comes from \(G_n\) that contains the objects of “author” and “paper”. Although the two graphs contain different object types, the latent collaboration relationship can be extracted from both \textit{colleague} and \textit{coauthor}, namely, employees collaborate with each other to improve company performance, authors collaborate with each other to complete the paper. Knowledge of such collaboration relationship can be transferred to learn the new semantic relation \textit{project partner} in \(G_{n+1}\), which exists between two “worker” objects that work for one “project”, even though these object types are not included in either of \(G_1\) and \(G_n\).

Based on the above discussions, we can see that Scenario 1 (Single HG) and Scenario 2 (Multiple HGs & single heterogeneity) can be considered as two special cases of Scenario 3 (Multiple HGs & multiple heterogeneities). This is because when all objects of existing and new semantic relations come from a single graph, Scenario 3 is the same as Scenario 1; and when all graphs of existing and new semantic relations share a common set of object/link types, i.e., all graphs have a fixed heterogeneity, Scenario 3 is the same as Scenario 2. In this work, we particularly focus on the most challenging Scenario 3, i.e., Multiple HGs & multiple heterogeneities, aiming at learning transferable knowledge across semantic relations in existing graphs, to help predict new semantic relations in different graphs, with different heterogeneities and few labeled data, which is termed as the problem of \textit{few-shot semantic relation prediction across heterogeneous graphs}. We propose a novel approach to solve this problem.
general framework that not only solves the challenging problem but also works for all three scenarios discussed above.

We adopt an intuitive and general idea to deal with the above-mentioned three scenarios. Specifically, we can first (1) *generalize* the knowledge across existing semantic relations, then (2) *transfer* the generalized knowledge to adapt to new semantic relations, and finally (3) *discover* new semantic relations with the transferred knowledge and few labeled data. However, when targeting the aforementioned novel problem of few-shot semantic relation prediction across HGs, the generalization and transfer steps become more challenging because we need to deal with various semantic relations that come from different graphs with different heterogeneities. Based on the above discussion and proposed three steps, accordingly, we need to tackle the following three challenges of few-shot semantic relation prediction across HGs:

**CH1. How to generalize the knowledge across existing semantic relations from multiple HGs with multiple heterogeneities?** Since the existing and new semantic relations come from graphs with different heterogeneities, each graph has its own feature space of objects/links, and the information of each semantic relation should be uniformed so that common knowledge can be extracted across existing semantic relations. However, the existing methods focus on a particular semantic relation in a particular HG [9], [10], and thus cannot extract transferable knowledge across various semantic relations.

**CH2. How to design an efficient learning procedure to transfer knowledge from existing semantic relations to adapt to new semantic relations with few labeled data?** In the literature, some methods focus on transferring knowledge for graph problems with few labeled data, e.g., few-shot node classification [11] and few-shot link prediction [12]. These methods are two-fold. On the one hand, most of these methods focus on homogeneous graphs with a single type of objects and a single type of links [13], [14], and thus cannot be applied to heterogeneous graphs with various object/link types. On the other hand, some methods target heterogeneous graphs [15] and knowledge graphs (KGs) [16]. However, they focus on a particular HG/KG only, and thus cannot transfer knowledge across multiple HGs for semantic relation prediction. Therefore, it is an open challenge to design a novel framework that can transfer knowledge of semantic relations across multiple HGs.

**CH3. How to discover effective semantic relation representations of new semantic relations from few labeled data?** To accurately predict new semantic relations with few labeled data, effectively learning and aggregating information from these few labeled samples is required. Specifically, for each labeled pair of objects, the information of the graph structure between the two objects, as well as the information of neighbor objects/links that connect the two objects, should be captured. In the literature, some existing methods leverage sequential models to learn paths connecting labeled objects for semantic relation embedding [1], [10], which neglects capturing the information of the graph structure between objects. Others utilize some specifically designed patterns (e.g., “user-company-user” for colleague) to match the graph structure between objects for semantic relation prediction [3], [2]. However, designing appropriate patterns requires sufficient labeled data and expertise. Therefore, with limited labeled data, it is required to develop a model that can not only capture the information of the graph structure between a pair of objects, but also learn the information of neighbor objects/links that connect the two objects.

To address the above three challenges, we propose a novel Meta-learning based Graph neural network for Semantic relation prediction, named MetaGS. First, to address challenge CH1, MetaGS decomposes the graph structure between labeled objects into multiple normalized subgraphs, and then adopts a common graph neural network (GNN) to learn these subgraphs and obtain the generalized knowledge. Second, to address challenge CH2, MetaGS designs a novel hyper-prototypical network module to transfer knowledge across existing semantic relations, and obtain a well-initialized model that can be adapted to new semantic relations with limited data. Specifically, the hyper-prototypical network module first uses data of existing semantic relations to learn how to specify important subgraphs and aggregate information from these subgraphs, and then transfers the learned knowledge to new semantic relations. Third, to address challenge CH3, MetaGS first develops a novel two-view GNN module that effectively models the information of neighbor objects/links and the graph structure of subgraphs, then adopts the well-initialized hyper-prototypical network to specify important subgraphs, and finally aggregates the information of important subgraphs to obtain the semantic relation representation for prediction.

To the best of our knowledge, our work is the first one to propose the novel problem of few-shot semantic relation prediction and provide a general framework that works for three scenarios of the novel problem. The main contributions of this work are summarized as follows:

- We propose a novel model MetaGS to generally learn transferable knowledge across semantic relations from existing heterogeneous graphs and adapt to predicting new semantic relations in different heterogeneous graphs, with different heterogeneities and few labeled data;
- We propose a novel two-view graph neural network module to capture information of neighbor objects/links and graph structures across multiple heterogeneous graphs, and propose a novel hyper-prototypical network module to generalize transferable knowledge for learning new semantic relations;
- We conduct extensive experiments to evaluate the performance of the proposed model. The experimental results illustrate the superiority of the proposed model over the state-of-the-art models in terms of evaluation metrics from three perspectives.

## II. RELATED WORK

Since our model is based on graph neural networks and meta-learning, in this section, in addition to reviewing the existing works of semantic relation prediction, we also introduce the existing works of graph neural networks and meta-learning on graphs.
A. Semantic Relation Prediction

Existing methods can be divided into two categories (1) pattern-based methods and (2) path-based methods. Methods in the first category investigate semantic relations by extracting predefined patterns [17], [18], [19]. For example, PathSim [3] captures semantic relations by manually selecting useful path patterns as metapaths (e.g., user-company-user). MGP [9] mines frequent subgraph patterns as meta-graphs (e.g., user-school & major-user). However, these methods can only mine or select patterns defined in advance, and thus require domain knowledge and sufficient samples to determine patterns when facing new semantic relations.

To avoid manually and empirically exploring patterns, path-based methods adopt recurrent neural networks to embed paths between objects for semantic relation prediction. For instance, ProxEmbed [1] embeds paths between objects using a recurrent neural network, and aggregates the vectors of multiple paths for prediction. IPE [10] constructs an interactive-path structure consisting of multiple related paths, then adopts a Gated Recurrent Unit (GRU) network [20] to embed each interactive-path for prediction. However, these methods are specialized in one semantic relation of a given HG only, and thus lack the generalization capability across HGs.

B. Graph Neural Networks

GNNs are becoming increasingly popular due to their capability of modeling graph-structured data [21], [22], [23]. Typically, a GNN model iteratively updates the representation of a node by aggregating representations of its neighboring nodes and edges. More relevant to this work, some GNN methods learn the graph structure between nodes to predict the existence of links in homogeneous graphs [24], [25] or knowledge graphs (KGs) [26], [27]. These methods extract the subgraph by selecting neighbors around two nodes, and then adopt a shallow GNN (1-3 layers) on the subgraph to predict whether the two nodes are physically linked. However, a semantic relation can be considered as a comprehensive representation consisting of numerous complex relationships in heterogeneous graphs, rather than a simple and intuitive relationship in homogeneous graphs or KGs.

Heterogeneous graph neural networks (HGNs) extend GNNs to HGs to deal with various types of nodes (objects) and edges (links) [28]. Some HGNs directly perform graph convolution on the original HGs. For example, HGAT [29] aggregates information at the node and type levels with an attention mechanism for short-text classification. HetSANN [30] designs an attention mechanism to aggregate multi-relational information of projected objects. Other HGN methods use metapaths to generate graphs and apply GNN afterwards. For instance, HAN [31] applies node-level and semantic-level attention on metapath-based graphs. i-eHGCN [32] applies a hierarchical aggregation architecture to discover and exploit useful meta-paths to learn task-specific node representations. To some extent, HGNs can be used to embed graph structures in heterogeneous graphs for semantic relation prediction. However, these HGNs are specialized in learning particular object/link types or metapaths in a single HG, and thus cannot be generalized to deal with multiple HGs.

C. Meta-Learning on Graphs

In recent years, increasing research attention has been devoted to few-shot problems on graphs. Especially, the episodic meta-learning paradigm [33] has become the most popular strategy for this problem, which transfers knowledge learned from many similar few-shot learning tasks. Based on it, Meta-GNN [14] applies MAML [34] to tackle the low-resource learning problem on graph. Furthermore, GPN [35] adopts Prototypical Networks [36] to make the classification based on the distance between the node feature and the prototypes. G-META [13] uses local subgraphs with MAML to transfer information across tasks. However, these existing methods are designed for traditional tasks such as node classification and link prediction in homogeneous graphs. In contrast, in this paper we focus on semantic relation prediction in heterogeneous graphs.

Recently, HINFSShot [15] and HG-Meta [37] have extended meta-learning paradigms to heterogeneous graphs. However, they are limited to citation networks and can only deal with a single HG with several fixed object types (i.e., “paper”, “author”, “venue” and “institution”). They design specialized functions for object/link types or metapaths in the citation network, which cannot be generalized to deal with different object/link types in other HGs. Furthermore, the two methods are designed to learn a single object embedding for classification and are unable to capture the relationship between objects in HGs. Therefore, HINFSShot and HG-Meta not only cannot deal with multiple HGs with different heterogeneities, but also cannot be used to learn semantic relations between objects for prediction.

III. NOTATIONS AND PROBLEM FORMULATION

The notations used in this paper are shown in Table I.

| Notation | Explanation |
|----------|-------------|
| $G$      | heterogeneous graph |
| $\mathcal{V}$ | set of objects |
| $\mathcal{E}$ | set of links |
| $\phi$ | object type mapping function |
| $\psi$ | link type mapping function |
| $\mathcal{A}$ | set of object types |
| $\mathcal{R}$ | set of link types |
| $\mathcal{Y}$ | set of semantic relations |
| $G_{\text{train}}$ | set of training graphs |
| $G_{\text{test}}$ | set of testing graphs |
| $\mathcal{Y}_{\text{rel}}$ | set of semantic relations in $G_{\text{test}}$ |
| $\mathcal{T}_i = (T_{i,op}^{\mathcal{V}}, T_{i,pp}^{\mathcal{V}})$ | $i$-th task of meta-learning |
| $S_{u,v}$ | graph structure between $u$ and $v$ |
| $SG_{u,v}$ | subgraph extracted from $S_{u,v}$ |
| $\text{score}(\cdot)$ | score function of a path |
| $N_{\text{type}}$ | number of nodes in each subgraph $SG$ |
| $N_{\text{sub}}$ | number of subgraphs in $SG_{u,v}$ |

Heterogeneous Graph. A heterogeneous graph, denoted as $G = (\mathcal{V}, \mathcal{E}, \phi, \psi)$, consists of an object set $\mathcal{V}$, a link set $\mathcal{E}$,
an object type mapping function $\phi : \mathcal{V} \rightarrow \mathcal{A}$, and a link type mapping function $\psi : \mathcal{E} \rightarrow \mathcal{R}$. $\mathcal{A}$ and $\mathcal{R}$ denote the sets of object types and link types respectively, where $|\mathcal{A}| + |\mathcal{R}| > 2$.

**Semantic Relation Prediction.** Given a heterogeneous graph $G = (\mathcal{V}, \mathcal{E}, \phi, \psi)$, we use $\mathcal{Y} = \{y_1, \ldots, y_n\}$ to denote its set of semantic relations. Semantic relation prediction aims to find a model $f_y : (u, v) \mapsto \{y_1, \ldots, y_n\}$ that can accurately map two objects $(u, v)$ to the semantic relations in $\mathcal{Y}$.

**Few-shot Semantic Relation Prediction across Heterogeneous Graphs.** Given two sets of HGs $\mathcal{G}_{\text{train}} = \{G_1, \ldots, G_m\}$, $\mathcal{G}_{\text{test}} = \{G_{m+1}, \ldots, G_{N}\}$, and their sets of semantic relations $\mathcal{Y}_{\text{base}} = \{y|y \in \mathcal{Y}, G_i \in \mathcal{G}_{\text{train}}\}$, $\mathcal{Y}_{\text{novel}} = \{y|y \in \mathcal{Y}, G_j \in \mathcal{G}_{\text{test}}\}$, each graph $G_i \in \mathcal{G}_{\text{train}} \cup \mathcal{G}_{\text{test}}$ has its own semantic relation set $\mathcal{Y}_i$, object type set $\mathcal{A}_i$ and link type set $\mathcal{R}_i$. Graphs in $\mathcal{G}_{\text{train}}$ and $\mathcal{G}_{\text{test}}$ have different graph structures, semantic relations and heterogeneities, i.e., $\mathcal{G}_{\text{train}} \cap \mathcal{G}_{\text{test}} = \emptyset$, $\mathcal{Y}_{\text{base}} \cap \mathcal{Y}_{\text{novel}} = \emptyset$, $\mathcal{A}_i \cap \mathcal{A}_j = \emptyset$ and $\mathcal{R}_i \cap \mathcal{R}_j = \emptyset$, where $G_i \in \mathcal{G}_{\text{train}}$ and $G_j \in \mathcal{G}_{\text{test}}$.

In general, the number of labeled samples is abundant for semantic relations in $\mathcal{Y}_{\text{base}}$ while limited for semantic relations in $\mathcal{Y}_{\text{novel}}$. The goal is to learn from $\mathcal{Y}_{\text{base}}$ in $\mathcal{G}_{\text{train}}$ adapt to $\mathcal{Y}_{\text{novel}}$ in $\mathcal{G}_{\text{test}}$, and find a model $f_y : (u, v) \mapsto \{y|y \in \mathcal{Y}_{\text{novel}}\}$ that can accurately predict new semantic relations in $\mathcal{G}_{\text{test}}$ with the assistance of few labeled data.

**Notations of Meta-learning.** In meta-learning, we have a meta-task $\mathcal{D} = (\mathcal{D}_{\text{train}}, \mathcal{D}_{\text{val}}, \mathcal{D}_{\text{test}})$. Each set $\mathcal{D}$ consists of many tasks $\mathcal{T}$, and each task $\mathcal{T}_i \in \mathcal{D}$ can be divided into a support set $\mathcal{T}_i^{\text{spt}}$ for learning multiple semantic relations, and a query set $\mathcal{T}_i^{\text{qry}}$ for evaluating these semantic relations. Specifically, $\mathcal{T}_i^{\text{spt}}$ contains data of $N_{\text{rel}} \times K_{\text{spt}}$ labeled samples, where $N_{\text{rel}}$ is the number of semantic relations and $K_{\text{spt}}$ is the number of support samples for each semantic relation. Similarly, $\mathcal{T}_i^{\text{qry}}$ contains data of $N_{\text{rel}} \times K_{\text{qry}}$ labeled samples and $K_{\text{qry}}$ is the number of query samples for each semantic relation. During meta-training, for each task $\mathcal{T}_i \in \mathcal{D}_{\text{train}}$, the model first learns from $\mathcal{T}_i^{\text{spt}}$ and then evaluates on $\mathcal{T}_i^{\text{qry}}$ to see how well the model performs on the task. The goal of meta-learning is to obtain initialized parameters or models learned during meta-training, which can adapt to unseen tasks in $\mathcal{D}_{\text{test}}$. Hyperparameters are tuned via $\mathcal{D}_{\text{val}}$.

**IV. THE PROPOSED MODEL**

In this section, we propose a Meta-learning based Graph neural network for Semantic relation prediction, named MetaGS. Fig. 3 presents the architecture of MetaGS.

**A. Framework Overview**

MetaGS follows the “decomposition-aggregation” scheme to learn semantic relations. The idea is inspired from most HGNNs that encode objects in an HG by aggregating heterogeneous information around these objects [29], [30]. Specifically, these methods firstly decompose an HG into several homogeneous graphs based on different object/link types or metapaths, and thus each decomposed graph contains a specific aspect of heterogeneous information in the HG. Then, several GNNs are adopted...
to learn these graphs separately. Finally, the complex heterogeneous information in the HG can be obtained by aggregating outputs of these GNNs.

In this work, we generalize this “decomposition-aggregation” idea for learning semantic relations in HGs. Specifically, we consider that a complex semantic relation between objects can be firstly decomposed into multiple basic-semantics (i.e., simple relationships that convey intuitive semantics between two objects), then non-linearly aggregated by information of these basic-semantics. For example, in Fig. 2 B, the semantic relation school friend between users H and I can be determined by three basic-semantics: (1) they study at the same school; (2) they join the same club; (3) they have a mutual friend. The three basic-semantics are combined in parallel to form the school friend semantic relation in G_{n+1}. Meanwhile, some basic-semantics and their non-linear combination modes may exist in a variety of semantic relations that come from multiple HGs. For example, the basic-semantics (2) and (3) mentioned above, as well as their parallel combination mode, can also be found in the semantic relation friend of another graph G_n. Therefore, in this work, we aim to learn basic-semantics and their combination modes, which can help extract generalized knowledge across semantic relations. To this end, we decompose the graph structure between objects into multiple normalized subgraphs, and ensure that these subgraphs contain the information of basic-semantics. Then, we aim to learn semantic relations by non-linearly aggregating the information of these subgraphs.

As shown in Fig. 3, MetaGS consists of two main processes: Task generation and Meta-learning. In the task generation process of MetaGS, we first adopt the subgraph extraction module to construct the subgraphs of labeled object pairs, then generate tasks for meta-training and meta-testing. In the meta-learning process of MetaGS, we first design a two-view GNN to model subgraphs’ local heterogeneous information and global graph structure information, and then we propose a hyper-prototypical network to learn representations of semantic relations by aggregating information of these subgraphs. Finally, we adopt meta-learning based optimization to transfer the knowledge across existing semantic relations for learning new semantic relations with few labeled data.

B. Task Generation Process

The task generation process focuses on the “decomposition” part, which aims to decompose the graph structure between objects into multiple subgraphs for basic-semantic learning. First, a subgraph extraction module is designed to generate subgraphs for each labeled object pair. Then, based on the subgraphs of labeled samples, a task generator module is devised to generate tasks for meta-training and meta-testing.

1) Subgraph Extraction Module: Given a heterogeneous graph $G$ and a pair of query objects $(u, v)$, this module first extracts the graph structure between $u$ and $v$ (denoted as $S_{u,v}$) in $G$, then splits $S_{u,v}$ into multiple subgraphs (denoted as $SG_{u,v}$). In order to ensure (1) the graph structure $S_{u,v}$ contains all possible semantic relations between $u$ and $v$ in $G$, (2) each subgraph $SG_{u,v}$ contains meaningful but not complicated semantics (i.e., basic-semantics), (3) subgraphs $SG_{u,v}$ from HGs with different heterogeneities have unified heterogeneous information, and thus can be modeled by a general framework to capture transferable knowledge across semantic relations, MetaGS extracts subgraphs based on the following steps:

Graph Structure Extraction. MetaGS first extracts the graph structure $S_{u,v}$ to ensure all possible semantic relations between $u$ and $v$ can be mined. A simple strategy to construct $S_{u,v}$ is to use neighbors of $u$ and $v$ within a few hops (typically 1-3 hops). This extraction strategy is commonly used in existing works that model the graph structure between objects for link prediction [13], [24], but it is not appropriate for semantic relation prediction. This is because on the one hand, the graph structure extracted by this strategy contains a large number of irrelevant objects (i.e., objects that only connect with either $u$ or $v$), which may increase the heterogeneity of $S_{u,v}$ (i.e., more object/link types) and generate noise when using $S_{u,v}$ for semantic relation prediction. For example, in Fig. 1, Mary has a friend Lisa and Bob has a hobby Movie. Analysing the two irrelevant objects (i.e., Lisa and Movie) cannot help investigate the classmate semantic relation between Mary and Bob. On the other hand, focusing on a limited range neighborhood around objects may overlook some semantic relations with longer distances between objects. For example, in the logistics network, the semantic relation between buyers and sellers may be connected by a large number of logistical centres.

Therefore, similar to existing methods that analyse paths between objects for semantic relation prediction [1], [10], MetaGS constructs the graph structure $SG_{u,v}$ based on the paths connecting $u$ and $v$. However, mining all paths between query objects can be time-consuming and lead to a huge scale of $S_{u,v}$. Meanwhile, the scales of various HGs may be different. To ensure the graph structures extracted from different graphs have similar scales, we propose a score function to select top-$K_{path}$ paths between $u$ and $v$, and then construct $SG_{u,v}$ based on these paths. Specifically, we consider two factors to rank paths that connect $u$ and $v$: (1) the richness of a path’s heterogeneous information, i.e., the more diverse the object types in a path, the more complicated the semantic relations that can be mined; (2) the number of object type interactions in a path, i.e., the more links between distinct object types in a path, the more semantic meanings the path conveys. As a result, the score function of a path $pt$ is defined as follows:

$$score(pt) = \ln(|pt|_{type}) \cdot \left| \left\{ (i,j) : (i,j) \in pt \land \phi(i) \neq \phi(j) \right\} \right| / |pt|,$$

where $|pt|_{type}$ denotes the number of object types in path $pt$. The right part of (1) represents the proportion of links that connect objects of distinct object types in all links of $pt$. Note that we do not consider path length when ranking paths. This is because when there are a limited number of labeled object pairs, extracting paths of varying lengths can help enrich the information of a new semantic relation. In addition, since $score(pt)$ is not computed based on particular graph structures or object/link types, the proposed score function can be generalized to measure the semantic relation informativeness of paths across various
HG, and thus can be used to deal with all the three scenarios of few-shot semantic relation prediction. There are also some alternative ways to select top-$K_{path}$ paths. For example, since meta-paths are widely used in heterogeneous graphs to mine semantic information [28], we can rank paths according to how many different kinds of meta-paths each path contains. However, mining meta-paths requires domain knowledge and expertise, and thus this alternative way may not be applicable for all scenarios of few-shot semantic relation prediction, especially for the third scenario of multiple HGs & multiple heterogeneities, in which the new semantic relations come from different graphs with different heterogeneities.

Since mining all paths between query objects is very time consuming, we take an approach that is similar as DeepWalk [38] to sample top-$K_{path}$ paths. First, starting from each object in $G$, we randomly sample $N_{path}$ paths, each of length is set as $l$, and form a set of paths, denoted as $P$. Second, for each object pair $(u, v)$, we extract all subpaths connecting $u$ and $v$ from $P$, the set of these subpaths is denoted as $P_{u,v}$. Third, we perform score$(\cdot)$ function to select a set of paths in $P_{u,v}$ that have the $K_{path}$ largest scores, denoted as $P_{u,v}^{K_{path}}$. Finally, $S_{u,v}$ can be constructed based on $P_{u,v}^{K_{path}}$, i.e., $S_{u,v} = (V_{u,v}, E_{u,v}, \phi, \psi)$, where $E_{u,v} = \{(i,j) | (i,j) \in pt, pt \in P_{u,v}^{K_{path}}\}$, $V_{u,v}$ is the set of all objects in $E_{u,v}$.

**Subgraph Generation.** This step aims to generate subgraphs $SG_{u,v}$ from $S_{u,v}$, and ensure each subgraph contains specific basic-semanitics. MetaGS proposes a simple but effective generation method, i.e., each subgraph contains the information for a subset of all object types in $S_{u,v}$. Specifically, for the graph structure $S_{u,v} = (V_{u,v}, E_{u,v}, \phi : V \rightarrow A, \psi : E \rightarrow R)$, each subgraph can be denoted as $SG_{u,v} = (V^S, E^S, \phi : V^S \rightarrow A^S, \psi : E^S \rightarrow R^S)$. The number of object types in each subgraph is fixed as $N_{type}$, i.e., $|A^S| = N_{type}$, $N_{type} < |A|$. For each subgraph, MetaGS randomly samples $N_{type}$ object types from $A$ based on the distribution of object types, and the types of query objects are included (i.e., $A^S \sim P(A|S_{u,v}), \phi(u), \psi(v)) \in A^S$). Then, $R^S \subseteq R$ preserves link types that connect object types in $A^S$. $V^S = \{(i,i) | i \in V_{u,v}, \phi(i) \in A^S\}$ includes all objects with types in $A^S$, and $E^S = \{(i,j) | i,j \in E_{u,v}, i \in V^S \land j \in V^S\}$ contains corresponding links of objects in $V^S$. Note that the object type mapping function (i.e., $\phi$) in $SG_{u,v}$ is the same as $S_{u,v}$, because $V^S$ and $A^S$ are subsets of $V$ and $A$, respectively (likewise for the link type mapping function $\psi$).

For this subgraph generation strategy, there are two aspects that need to be considered: (1) The selection of $N_{type}$. With the increase of $N_{type}$, the number of object types in each subgraph increases and the heterogeneous information in each subgraph becomes sufficient. For example, when $N_{type} = 1$, $SG_{u,v}$ becomes a homogeneous graph that consists of one object type only; when $N_{type} = |A|$, $SG_{u,v}$ becomes $S_{u,v}$. Since different HGs contain different scales and heterogeneities, it is not easy to select an appropriate value of $N_{type}$ for multiple HGs. To capture various basic-semanitics, $N_{type}$ is set in the range of $[n_{type}^{min}, n_{type}^{max}]$, and we generate $m$ subgraphs for each setting of $N_{type}$. Thus, we can obtain $N_{subg}$ subgraphs for each pair of objects, where $N_{subg} = m \times (n_{type}^{max} - n_{type}^{min} + 1)$, and the set of subgraphs is denoted as $SG_{u,v} = \{SG_{u,v}^1, \ldots, SG_{u,v}^{N_{subg}}\}$. (2) Isolated objects in the subgraphs. Since the graph structure $S_{u,v}$ is generated by paths connecting query objects $u$ and $v$, each object in $S_{u,v}$ can access $u$ and $v$ at least one path. However, when we generate subgraph $SG_{u,v}$ by extracting part of objects in $S_{u,v}$, some nodes may become isolated objects after subgraph generation, i.e., these objects in $SG_{u,v}$ may not be able to access $u$ and/or $v$ along paths. Therefore, when we perform graph convolution on $u$ and $v$, the information of these isolated objects may be lost. To avoid this situation, we add extra links in the subgraph generation step. Specifically, for each isolated object in $SG_{u,v}$ that cannot reach both $u$ and $v$ simultaneously, the isolated object will be directly linked to the unreachable query object. For example, if object $q$ cannot access $u$ after subgraph generation, a new link $(u, q)$ will be formed. With this setting, objects information in $S_{u,v}$ will not be lost after generating subgraphs. Meanwhile, to minimize the number of extra links, after adding one extra link, we recheck the subgraph to filter out isolated objects that can re-access $u$ or $v$ through the newly added extra link. This process is repeated until there are no isolated objects in the subgraph.

**Object Type Mapping.** This step aims to unify the heterogeneous information in subgraphs. Object types in multiple subgraphs may differ after subgraph generation. To differentiate various object types and capture the generalized knowledge across semantic relations from different HGs, for each subgraph $SG_{u,v} = (V^S, E^S, \phi : V^S \rightarrow A^S, \psi : E^S \rightarrow R^S)$, MetaGS adopts a new general type mapping function, i.e., $\phi^S : V^S \rightarrow A^E, A^E = \{a_1, \ldots, \Phi_{N_{type}}\}$, where $\Phi_{N_{type}}$ is the object type in $A^S$ that is most similar to the types of query objects (i.e., $u$ and $v$). Here we use the cosine function to calculate the similarity of two object types $(a_i, a_j) \in A^S$:

$$d_{type}(a_i, a_j) = \cos \left( \frac{\sum_{p \in V(a_i)} e_p}{|V(a_i)|}, \frac{\sum_{p \in V(a_j)} e_p}{|V(a_j)|} \right),$$

where $V(a_i) = \{p | p \in V^S, \phi(p) = a_i\}$ is the set of all objects of type $a_i$ in $V^S$. Since the feature dimension spaces of different object types in an HG are typically different, existing graph embedding techniques (e.g., DeepWalk [38], node2vec [39]) can be used to encode objects in the HG into the same dimension space (i.e., $e$). Then, we project object type in $A^S$ to $A^E$ based on the ranking of similarities, i.e., $\Phi_{N_{type}} = \arg \max_{a_i} \{d_{type}(a_i, \phi(u)) + d_{type}(a_i, \phi(v)) | a_i \in A^S\}$. (the $N_{type}$ with the minimum value).

**Complexity Analysis.** In the graph structure extraction step, we sample $N_{path}$ paths with length $l$ for each object in graph $G$, and extract subpaths connecting $u$ and $v$ in each path to construct $S_{u,v}$, hence the time complexity is $O(|\mathcal{V}|N_{path})$, where $\mathcal{V}$ is the set of objects in $G$. In the subgraph generation step, we generate $N_{subg}$ subgraphs for each node pair and add extra links for isolated objects in these graphs. Since we recheck the isolated objects after adding each extra link, the time complexity is $O(|\mathcal{V}|^2N_{subg})$, where $\mathcal{V}$ is the set of objects in subgraph $SG_{u,v}$. In the object type mapping step, we compute object type mapping for each subgraph, hence the time complexity is $O(|A^S|N_{subg})$, where $A^S$ is the set of object types.
in subgraph $SG_{u,v}$. Therefore, the total complexity of the subgraph extraction module is $O(|V|N_{path}) + O(|V|^2N_{sub}) + O(|A^i||N_{sub}) = O(|V|N_{path}) + O(|V|^2N_{sub})$. We can offline sample paths from each graph, adjust settings of $N_{path}$, $N_{sub}$ and $l$ to speed up the process for subgraph generation.

2) Task Generator Module: This module aims to generate tasks with subgraphs for meta-training and meta-testing. Each task $T = (T^{spt}, T^{qry})$ is designed for learning multiple semantic relations in a single graph. $T^{spt}$ and $T^{qry}$ are generated by extracting subgraphs of samples in the support set and query set, respectively. Specifically, For a graph $G$ and its set of semantic relations $\mathcal{Y} = \{y_1, \ldots , y_n\}$, $T^{spt} = \{(SG_1^y, y_1), \ldots , (SG_{K^{spt}}^y, y_1), \ldots , (SG_{n^{spt}}^y, y_n)\}$ contains $n \times K^{spt}$ elements (likewise for $T^{qry}$), where $K^{spt}$ is the number of labeled samples for each semantic relation on support set. $SG_i^y$ represents the set of subgraphs of $i$-th object pair for $i$-th semantic relation. By generating tasks on training graphs $G_{train}$ and testing graphs $G_{test}$, we can form $D_{train}$ and $D_{test}$, respectively.

C. Meta-Learning Process

Meta-learning process focuses on the “aggregation” part to firstly learn embeddings of subgraphs, then adopt a meta-learning based framework to aggregate the information of these subgraphs for semantic relation learning. Specifically, firstly, two novel GNN based modules are designed to learn object heterogeneous information (i.e., object-view graph convolution module) and graph structure information (i.e., graph-view graph convolution module) of subgraphs. Then, a hyper-prototypical network is designed to learn semantic relations from subgraphs, transfer knowledge across semantic relations in meta-training, and adapt to new semantic relations with few labeled data in meta-testing.

1) Object-View Graph Convolution Module (OVGC): OVGC aims to learn heterogeneous information around query objects (i.e., $u$ and $v$) in the subgraph $SG_{u,v} = \{(S, E, \phi) : \mathcal{Y} \rightarrow A^E, \psi : E \rightarrow R^S\}$. Specifically, OVGC first projects all types of object features into a common latent vector space:

$$h_i = W_{\phi^S(i)} \cdot x_i,$$

where $x_i$ and $h_i$ represent the original and projected feature of object $i$, respectively, $W_{\phi^S(i)}$ is the type projecting matrix for object type $\phi^S(i)$. For query objects ($u$, $v$), different types of neighbors contribute differently to their embeddings, and so do the different neighbors with the same type. So, we employ an attention mechanism here in neighbor-level and type-level to hierarchically aggregate messages from the neighbors of $(u, v)$. Specifically, we first apply neighbor-level attention to fuse query objects’ neighbors with the mapped type $\Phi_k$:

$$h_{u}^{\Phi_k} = \text{LeakyReLU} \left( \sum_{i \in N_{u,k}^{\Phi_k}} \alpha_{u,i}^{\Phi_k} \cdot h_i \right),$$

where $N_{u,k}^{\Phi_k}$ is the neighbors with type $\Phi_k$ of $u$, $\alpha_{u,i}^{\Phi_k}$ denotes the attention value of neighbor $i$ with type $\Phi_k$ to $u$:

$$\alpha_{u,i}^{\Phi_k} = \frac{\exp \left( \text{LeakyReLU} \left( [h_u^{\Phi_k}, h_i^\phi] \cdot a_{\Phi_k} \right) \right)}{\sum_{j \in N_{u,k}^{\Phi_k}} \exp \left( \text{LeakyReLU} \left( [h_u^{\Phi_k}, h_j^\phi] \cdot a_{\Phi_k} \right) \right)},$$

where $\cdot$ denotes the concatenation operation, $a_{\Phi_k}$ is the trainable attention parameter shared by the same object type $\Phi_k$.

After all type embeddings for query objects ($u$, $v$) are obtained, i.e., $\{h_1^{\Phi_k}, \ldots, h_{N_{u,v}^{\Phi_k}}^{\Phi_k}\}$ and $\{h_1^{\Phi_k}, \ldots, h_{N_{v,u}^{\Phi_k}}^{\Phi_k}\}$, MetaGS utilizes type-level attention to fuse them together to get the final embedding $z_{u,v}^{ov}$ for $SG_{u,v}$ under the object view. First, we measure the weight of each object type as follows:

$$w_{\phi_k} = \tanh \left( W_{ov} \cdot f_{agg} \left( h_{u}^{\Phi_k}, h_{v}^{\Phi_k} \right) + b_{ov} \right) \cdot a_{ov},$$

where $f_{agg}(\cdot)$ is the function to aggregate the information of $u$ and $v$, e.g., mean(·), max(·), sum(·) and concatenate. $W_{ov}$ and $b_{ov}$ are trainable parameters, and $a_{ov}$ denotes type-level attention parameter. $\beta_{\phi_k}$ is interpreted as the importance of $\Phi_k$ to query objects. We weighted sum the type embeddings to get $z_{u,v}^{ov}$:

$$z_{u,v}^{ov} = \sum_{i=1}^{N_{u,v}^{\Phi_k}} \beta_{\phi_k} \cdot f_{agg} \left( h_{u}^{\Phi_k}, h_{v}^{\Phi_k} \right).$$

OVGC focuses on the pair of query objects only and does not need to calculate embeddings and weights for other objects in subgraphs, which makes OVGC efficient. In addition, for the neighbor set in (4) and (5), i.e., $N_{u,v}^{\Phi_k}$, we set $N_{u,v}^{\Phi_k}$ as the set of objects that can reach the query object $u$ within $h$ hops in $SG_{u,v}$ (likewise for $N_{v,u}^{\Phi_k}$). Because each subgraph has a small scale, this setting of $N_{u,v}^{\Phi_k}$ ensures that OVGC captures the heterogeneity information of larger surroundings with a single layer, rather than multiple layers that may cause overfitting.

2) Graph-View Graph Convolution Module (GVGC): GVGC aggregates the structure information of all objects in the subgraph. Inspired by SEAL [24], we propose an object labeling function to mark objects’ different structural roles in subgraph $SG_{u,v}$. Since SEAL focuses on homogeneous graphs, we extend its double radius vertex labeling scheme to heterogeneous graphs. Specifically, each object $i \in SG_{u,v}$ is labeled with the triple $(d_{srt}(i,u), d_{srt}(i,v), r(i))$, where $d_{srt}(i,u)$ denotes the shortest distance between $i$ and $u$ in $SG_{u,v}$ (likewise for $d_{srt}(i,v)$). $r(i)$ denotes the similarity ranking of type $\phi^S(i)$ to query object types, i.e., $r(i) = k$ if $i \mapsto \Phi_k$. $u$ and $v$ are uniquely labeled (0, 1, 0) and (1, 0, 0) so as to be identifiable. The structural feature of $i$ is defined as:

$$h_{i}^{srt} = \left[ \| EnD(d_{srt}(i,u)) + EnD(d_{srt}(i,v)) \| EnD(r(i)) \right],$$

where $EnD(\cdot)$ is the one-hot encoding function, we add encodings of $d_{srt}(i,u)$ and $d_{srt}(i,v)$ to ensure that same type objects with the same radius get a same structural feature, e.g., objects labeled $(2, 3, 1)$ and $(3, 2, 1)$ get the same $h^{srt}$. Next, we generate
embeddings for each object $i$ in $SG_{u,v}$ with GVGC:

$$h_i^{g} = GVGC \left(S_{u,v}, \left[h_i^{st}\|h_i\right] \right),$$

where $h_i$ is the projected feature of $i$ in (3). Because GVGC focuses on learning the graph structure information, GVGC is flexible with various existing GNN architectures and we adopt one GVGC to deal with all subgraphs simultaneously. Then, the final embedding $z_{u,v}^{g}$ under the graph view can be calculated by pooling embeddings of all objects in $SG_{u,v}$:

$$z_{u,v}^{g} = \sigma(\mathbf{W}_{g} \cdot g^{v} - \text{pool}(h_{1}^{g}, \ldots, h_{|V|}^{g})),\quad (11)$$

where $\sigma(\cdot)$ is a nonlinear activation, $|V|$ is the number of objects in $SG_{u,v}$, $g^{v}$ is the pooling function, e.g., $\text{max} - \text{pool}(\cdot)$, $\text{sum} - \text{pool}(\cdot)$ and $\text{mean} - \text{pool}(\cdot)$. Finally, MetaGS concatenates the outputs of OVGC and GVGC to get the final embedding of the subgraph, i.e., $z_{u,v} = [z_{u,v}^{o}]\|z_{u,v}^{g}]$.

3) Hyper-Prototypical Network Module: With the learned subgraph embeddings from the two-view GNN module, next, we aim to compute the representation of each semantic relation class with few labeled samples. We follow the idea of Prototypical Networks [36], which encourages samples of each class cluster around a specific prototype representation. Formally, the class prototypes can be computed by:

$$p_y = \text{PROTO} \left(\{\text{es}_i|y \in S_{ty}\} \right),\quad (12)$$

where $S_{ty}$ denotes the set of labeled samples from class $y$, $\text{es}_i$ is the embedding of $i$-th sample. $\text{PROTO}$ is the prototype computation function. For instance, to solve few-shot node classification on homogeneous graphs, GPN [35] first calculates the importance of each node sample, and then weighted averages all embedded samples belonging to a class to obtain the prototype of that class:

$$p_y = \sum_{i \in S_{ty}} \gamma_i \cdot \text{es}_i,\quad (13)$$

where $\gamma_i$ represents the normalized weight of each node sample. GPN [35] and other existing GNN based prototypical networks [40], [41] focus on homogeneous graphs with a single type of objects and links. These methods obtain prototypes by linearly aggregating embedded samples. However, such prototype computation functions may not be appropriate for few-shot semantic relation prediction on heterogeneous graphs, which consist of multiple types of objects and links. This is due to the fact that after encoding the samples of one semantic relation with a GNN, the embedded samples may contain heterogeneous information from multiple types of objects and links. Such heterogeneous information may have non-linear relationships to formalize the semantic relation, and thus directly adding or subtracting the embedded samples may cause our model highly noise-sensitive. Therefore, we propose a novel prototype computation function $\text{PROTO-SR}$ to effectively aggregate embedded samples for learning semantic relation representations. Specifically, we first extract and encode subgraphs of these samples, then treat each subgraph as a node and build a hyper-graph based on these subgraphs, and finally devise an attention-based GNN to capture non-linear relationships between subgraphs and output the prototype for a semantic relation.

Hyper-Graph Construction: We construct a hyper-graph to aggregate heterogeneous information of all samples. Specifically, for one semantic relation $y$ with $K_{sp}$ labeled samples, we first extract all subgraphs of these labeled samples and form a set, i.e., $SG_{sp} = \{SG_1^{sp}, \ldots, SG_{N_{subg}}^{sp}, \ldots, SG_{K_{sp}}^{sp}\}$, where $SG_j^{sp}$ denotes the $i$-th subgraph for $j$-th sample. We extract $N_{subg}$ subgraphs for each sample and thus $SG_{sp}$ contains $N_{subg} \times K_{sp}$ subgraphs. Then, we put these subgraphs into the two-view GNN and obtain their embeddings, i.e., $Z_j^{sp} = \{z_1^{sp}, \ldots, z_{N_{subg}}^{sp}, \ldots, z_{K_{sp}}^{sp}\}$, where $z_j^{sp}$ denotes the subgraph embedding of $SG_j^{sp}$.

Next, we construct the hyper-graph $G_{hyper}$ to capture the non-linear relationships between these subgraphs, each node in $G_{hyper}$ is represented by a subgraph. Note that each $G_{hyper}$ is constructed from samples of a single semantic relation, and we aim to capture the relationship between nodes in $G_{hyper}$ to effectively learn this semantic relation. To build edges between nodes in the hyper-graph, we use the idea of heterophily and homophily, which is derived from [42]. In general, homophily refers to the fact that most connections occur among nodes with similar features, and heterophily refers to the fact that there are cases in the real world where nodes are more likely to connect when they are from different classes or have dissimilar features. For the hyper-graph construction, homophily can categorize subgraphs from all samples into multiple clusters by connecting subgraphs with similar heterogeneous information. Meanwhile, by connecting subgraphs with distinct heterogeneous information, heterophily ensures that complex non-linear combinations of multiple heterogeneous information can be formed, leading to multiple semantic relations in the hypergraph. Specifically, we adopt two hyper-parameters to control the hyper-graph construction, i.e., homophily threshold ($\theta_{ho}$) and heterophily threshold ($\theta_{he}$). For two nodes $i, j \in G_{hyper}$, we adopt cosine function to measure the similarity between nodes in the hyper-graph, i.e., $d_{hyper}(i, j) = \cos(z_i, z_j)$, where $z_i$ and $z_j$ are subgraph embeddings of $i$ and $j$ respectively. Then, nodes $i$ and $j$ will be connected if the similarity $d_{hyper}(i, j) \geq \theta_{ho}$ or $d_{hyper}(i, j) < \theta_{he}$. It is naturally that $\theta_{ho} > \theta_{he}$. Moreover, by setting $\theta_{ho}$ and $\theta_{he}$, $G_{hyper}$ that constructed from different semantic relations will have similar uniforms, and thus can be learnt by a general framework to deal with multiple semantic relations.

Hyper-GNN. After constructing the hyper-graph $G_{hyper}$, we adopt an attention-based GNN on $G_{hyper}$ to learn the prototype of the semantic relation class. Specifically, we adopt two attention modules to fuse a node’s homophily neighbors (i.e., neighbors with similarities more than $\theta_{ho}$) and heterophily neighbors (i.e., neighbors with similarities less than $\theta_{he}$), and generate two embeddings $z_i^{ho}$ and $z_i^{he}$, respectively. Specifically, $z_i^{ho}$ is calculated as follows:

$$z_{i}^{ho-1} = \text{LeakyReLU} \left( \sum_{j \in \mathcal{N}_{i}^{ho}} \alpha_{i,j}^{ho-1} \cdot z_{j}^{ho-1} \right),\quad (14)$$
where $N_i^{ho}$ is the set of homophily neighbors of $i$, $z_i^{ho-l}$ is the hidden state of node $i$ in the $l$-th layer and the initial state $z_i^{ho-0} = z_i$, $\alpha_{i,j}^{ho-l}$ denotes the attention value of the homophily neighbor $j$ to $i$ in the $l$-th layer:

$$
\alpha_{i,j}^{ho-l} = \exp \left( \text{LeakyReLU} \left( \left[ z_i^{ho-l} \right] \cdot \left[ z_j^{ho-l} \right]^\top \right) \right),
$$

$$
= \sum_{u \in N_i^{ho-l}} \exp \left( \text{LeakyReLU} \left( \left[ z_i^{ho-l} \right] \cdot \left[ a_{ho-l} \right]^\top \right) \right),
$$

(15)

where $a_{ho-l}$ is the trainable homophily attention parameter of the $l$-th layer. $z_i^{he}$ is computed by the same attention mechanism as $z_i^{ho}$, i.e., (14) and (15), but leverages the information of heterophily neighbors $N_i^{he}$, and adopts different parameters, i.e., $a_{he-l}$. MetaGS adopts the outputs of $l$-th layer as the final embeddings, i.e., $z_i^{ho} = z_i^{ho-l}$ and $z_i^{he} = z_i^{he-l}$, then aggregates the nodes in the hyper-graph to represent the prototype of a semantic relation class. The new prototype computation function PROTO-SR can be defined as follows:

$$
p_y = hy - pool \left( \left[ z_1^{ho} \right] , \left[ z_2^{ho} \right] , \ldots , \left[ z_N^{ho} \right] \right),
$$

(16)

where $N_{hy}$ is the number of nodes in the hyper-graph, $hy - pool(\cdot)$ is the pooling function, e.g., $\max - pool(\cdot)$, $\sum - pool(\cdot)$ and $\text{mean} - pool(\cdot)$. With this novel hyper-prototypical network, our model can capture the non-linear relationships between subgraphs to better represent the samples in both the support set and query set. Specifically, for each object pair $(u, v)$ that exists in query set or support set, the embedding of $(u, v)$ can be obtained by putting all subgraphs (i.e., $SG_{u,v}$) into the hyper-prototypical network, and using the output of (16) as the object pair embedding, denoted as $z_{u,v}^{hy}$.

**Loss Function.** In meta-training, after calculating the prototype for each semantic relation with samples in the support set $\mathcal{T}^{sp}$, to determine the semantic relation class for a query object pair $(u, v)$ in the query set $\mathcal{T}^{qu}$, the probability over each semantic relation class can be calculated based on the distance between the object pair embedding $z_{u,v}^{hy}$ and each prototype $p_y$:

$$
p(y|u,v) = \frac{\exp \left( -d(z_{u,v}^{hy}, p_y) \right)}{\sum_{y'} \exp \left( -d(z_{u,v}^{hy}, p_{y'}) \right)},
$$

(17)

where $d(\cdot)$ is a distance metric function. Commonly, squared Euclidean distance is a simple and effective choice. Under the episodic training framework, the objective of each meta-training task is to minimize the classification loss between the predictions of the query set and the ground-truth. Specifically, the training loss can be defined as the average negative log-likelihood probability of assigning correct semantic relation labels:

$$
\mathcal{L} = - \frac{1}{|D| \times K_{qu}} \sum_{i=1}^{K_{qu}} \log p(y_i^*|u_i, v_i).
$$

(18)

By minimizing the above loss function, MetaGS is able to learn a generic classifier for a specific meta-training task. After training on all meta-training tasks $\mathcal{D}_{train}$, its generalization performance will be evaluated on the testing tasks $\mathcal{D}_{test}$.

V. EXPERIMENTS AND ANALYSIS

We conduct extensive experiments on three real-world datasets to answer the following key questions: **Q1:** How does our MetaGS perform when compared to the state-of-the-art models for three scenarios of few-shot semantic relation prediction (i.e., Scenario 1: Single HG, Scenario 2: Multiple HGs & single heterogeneity, and Scenario 3: Multiple HGs & multiple heterogeneities)? **Q2:** How do our proposed two major modules (i.e., two-view graph neural network module and hyper-prototypical network module) contribute to performance improvement?

A. Datasets

Social network datasets have been widely used in the studies of semantic relation prediction [1], [9], Therefore, we selected three real-world datasets, i.e., Facebook, Twitter and Google+. Details of the datasets are shown in Table II.

B. Baselines

Since there are no solutions designed to solve the novel problem of few-shot semantic relation prediction, we selected 10 state-of-the-art models as baselines, which are relevant to our model and can be used to perform experiments with minor modifications. These baselines can be divided into five groups as follows:

**Semantic Relation Prediction Models: ProxEmbed [1]** first samples multiple paths between two objects, then feeds these paths into LSTM to get the embedding for semantic relation prediction; **IPE [10]** constructs an interactive-path structure consisting of multiple paths between two objects, then adopts a GRU network to embed each interactive-path for semantic relation prediction.

**Homogeneous GNN: GraphSAGE [22]** is a graph neural network model that aggregates feature information of neighbors by different neural networks, such as LSTM; **GAT [44]** is a graph attention network model that aggregates neighbors’ feature information by self-attention neural network.

**Heterogeneous GNN: HAN [31]** learns metaphor-specific object embeddings from different metaphor-based homogeneous graphs, and leverages the attention mechanism to combine them into one vector representation for each object; **MAGNN [45]** is a heterogeneous GNN that incorporates intermediate semantic objects along metaphors, and combines messages from multiple metaphors to learn object representations.

### Table II Statistics of Datasets

| Dataset  | #Graphs | #Objects | #Links | Avg. types | Avg. relations |
|----------|---------|----------|--------|------------|---------------|
| Facebook | 10      | 5,307    | 208,490| 22         | 20            |
| Twitter  | 1,000   | 81,362   | 1,394,807| 823       | 5             |
| Google+  | 132     | 107,614  | 13,673,453| 7         | 4             |
Meta-Learning Based GNN: Meta-GNN [14] is an MAML-based meta-learning framework that trains a GNN for few-shot node classification on homogeneous graphs; G-Meta [13] uses local subgraphs with MAML to train a GNN for few-shot problems on homogeneous graphs.

Subgraph-Based GNN: SEAL [24] is a link prediction framework designed for homogeneous graphs, which simultaneously learns from local enclosing subgraphs, embeddings and attributes based on graph neural networks; SLiCE [46] is a graph neural network that aggregates information from higher-order relations in context subgraphs to learn contextual subgraph representations on heterogeneous graphs. Note that G-Meta [13] is also a subgraph-based GNN model because it extracts local subgraphs for link prediction.

C. Evaluation Metrics

We evaluate the performance of all the models from three perspectives, and the third one is newly proposed by us: (1) the prediction accuracy to measure whether a model can accurately predict new semantic relations, with the support of few labeled data and the knowledge learned from existing semantic relations; (2) the quality of object recommendation to measure whether a model can effectively recommend a list of relevant objects for a query object with a new semantic relation; (3) the precision of recommending close objects in the recommendation list, where “close objects” refer to objects that have any semantic relation with the given query object. This perspective aims to measure whether a model is able to focus on objects that have close relationships with query objects, rather than investigating irrelevant objects.

Firstly, the metrics of existing methods only investigate the performance of a single semantic relation, while our work focuses on learning multiple new semantic relations across different graphs. Therefore, the prediction accuracy is assessed by two widely used multi-label classification metrics: accuracy and Macro-F1 score [47]. Second, for a query object with a new semantic relation, the object recommendation performance is evaluated by two metrics based on the top K ranked objects: NDCG@K and MAP@K, which are commonly used in existing methods [1, 10]. Third, the precision of recommending close objects (abbreviated as PRC) is defined as follows:

\[
PRC@K = \frac{\text{#close objects}}{K \times N_{rel}},
\]  

(19)

where \(N_{rel}\) is the number of new semantic relations to be predicted, \(#\text{close objects}\) is the total number of objects that have any new semantic relations with the query object in all \(N_{rel}\) recommendation lists. This metric is necessary for the new problem of few-shot semantic relation prediction, because it can evaluate whether a model can effectively transfer knowledge from existing semantic relations, to identify close objects of new semantic relations with few labeled data.

D. Reproducibility Settings

1) Meta-Learning Settings: We adopt three different meta-learning settings to investigate the performance on the three scenarios of few-shot semantic relation prediction as follows:

Scenario 1: Single HG. In this scenario, few-shot semantic relation prediction is performed on a single graph. For each dataset, we first select multiple graphs, and then average the performance on these graphs to get the results for the dataset. Specifically, for the Facebook dataset, we perform experiments on its 10 graphs; for Twitter and Google+ datasets, we randomly select 50 graphs in each dataset for experiments. In each graph, we randomly select 5 semantic relations for meta-training, 3 other semantic relations for meta-validation, and the rest semantic relations for meta-testing.

Scenario 2: Multiple HGs & Single Heterogeneity. In this scenario, few-shot semantic relation prediction is performed on multiple graphs from a single dataset. We only perform experiments on the Google+ dataset because all graphs in the dataset consist of fixed object types. Graphs in any of the other two datasets (Facebook or Twitter) have different heterogeneities (i.e., different object types). Specifically, in the Google+ dataset, we select all semantic relations in 4 HGs (sum to about 16 different semantic relations) randomly for meta-training, other 2 HGs (sum to 8 relations) for meta-validation, and 4 HGs (sum to 16 relations) from the remaining graphs for meta-testing.

Scenario 3: Multiple HGs & Multiple Heterogeneities. In this scenario, we perform meta-training and meta-validation on one of the three datasets, then use another dataset for meta-testing. First, we randomly select one dataset, then select all semantic relations in 4 HGs (sum to about 40 different semantic relations) for meta-training, and other 2 HGs (sum to 20 relations) for meta-validation. Second, we randomly choose another dataset and select 4 HGs (sum to 40 relations) of the dataset randomly for meta-testing.

For each meta-learning setting, we perform 10 independent runs and report the average results. In each run, the task setting is the same for all the three scenarios. Specifically, for a task \(T = (T^{tpt}, T^{qry})\), the number of samples for one semantic relation in support set \(T^{tpt}\), i.e., \(K_{tpt}\), is set to \{1, 3, 5\}; and the number of samples for one semantic relation in query set \(T^{qry}\), i.e., \(K_{qry}\), is set to 10.

2) Parameter Settings: Among all the ten baselines, except for ProxEmbed and IPE, the other eight GNN-based methods are not designed for semantic relation prediction. Therefore, we modify these GNN-based methods to achieve few-shot semantic relation prediction. The modification is two-fold. On the one hand, to realize semantic relation prediction, subgraph based GNNs (SEAL, SLiCE and G-Meta) encode the subgraph between a pair of objects to predict semantic relations of the two objects. The rest GNNs encode all objects in the HG and concatenate embeddings of two objects for semantic relation prediction. On the other hand, because meta-learning based GNNs (MetaGNN and G-Meta) already have a meta-learning module, we integrate GPN [35] with the rest GNN-based methods to achieve meta-learning. For fair comparisons, all the model parameters...
including hyper-parameters of both baseline methods and our method are well tuned in the same way through meta-validation. Specifically, for the parameters in each baseline, we first initialize them with the values reported in the original paper and then carefully tune them on our datasets for best performance. The embedding dimensions for objects and semantic relations are set to 64 and 256 respectively. Other important parameters for each baseline will be specified during the experimental result analysis in Section V-E.

For our proposed MetaGS, in the subgraph extraction module, we adopt node2vec [39] to generate $e$ in (2). $K_{path}$ is set to 500, $l$ is set to 80, $N_{path}$ is set to 40, $N_{subg}$ is set to 100, and $N_{type}$ is set to 2. In OVGC module, $f_{agg}(\cdot)$ is set to sum($\cdot$) and neighbor hop $h$ is set to 2. In GVG module, we use GraphSAGE [22] as the base model, the activation $\sigma(\cdot)$ is set to ReLU($\cdot$), $g_{v} - pool(\cdot)$ is set to mean ($pool(\cdot)$), and the number of layers is set to 2. In the hyper-prototypical network module, $\theta_{ho}$ and $\theta_{he}$ are set to 0.75 and 0.15 respectively, $l$ is set to 2, and $by - pool(\cdot)$ is set to mean ($pool(\cdot)$). The study of these parameters can be seen in appendix, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TKDE.2023.3251951.

**E. Performance Comparison With Baselines**

1) **Prediction Accuracy:** Since ProxEmbed and IPE are designed to learn a particular semantic relation in a particular HG, they cannot be used to learn multiple new semantic relations across different HGs. Therefore, the prediction accuracy of our proposed MetaGS is compared to the rest eight baselines, and the results are shown in Table III. “F-T” stands for training and validating on Facebook, testing on Twitter. For the fair comparison, we carefully tuned the parameters of each baseline through meta-validation. In GraphSAGE, the number of layers is set to 1 and the aggregator function is set to GCN. In HAN and GAT, the number of layers is set to 1 and the number of attention heads is set to 4. In MAGNN, the number of attention heads is set to 8 and the relational rotation encoder is used to encode objects. In G-Meta, 10 gradient update steps are used in meta-training and 20 gradient update steps are used in meta-testing. In SEAL, the hop number is set to 2. In SLiCE, the context subgraphs are generated by the shortest path strategy.

From Table III we can see: (1) MetaGS shows significant improvement over the best-performing baselines (with results marked by *) by an average of 5.18% in accuracy and an average of 17.03% in F1-score. The reason is that MetaGS adopts the two-view GNN to learn the generalized knowledge of both various subgraph structures and multiple heterogeneities simultaneously, and thus outperforming baselines that only utilize information of particular graph structures or a fixed heterogeneity; (2) With the decrease of the number of labeled data (i.e., $K_{spt}$), MetaGS achieves a larger improvement over the best-performing baselines. Specifically, when $K_{spt} = 3$, the average improvements over the best-performing baseline are 5.26% and 15.50% respectively. Other important parameters for each baseline will be specified during the experimental result analysis in Section V-E.
in accuracy and F1-score, respectively. The values rise to 6.10% and 18.55% when $K_{spt} = 1$. This is because MetaGS adopts the hyper-prototypical network to effectively learn new semantic relations with few labeled samples, which extracts important information while filtering out worthless information. Thus, MetaGS can achieve satisfactory performance when labeled data is limited; (3) MetaGS achieves the best performance in all the three scenarios. Specifically, in Scenario 1 (Single HG), MetaGS improves the best-performing baselines by an average of 4.67% in accuracy and an average of 17.07% in F1-score; in Scenario 2 (Multiple HGs & single heterogeneity), the average improvements are 5.19% in accuracy and 15.31% in F1-score; in Scenario 3 (Multiple HGs & multiple heterogeneities), the average improvements are 6.26% in accuracy and 17.29% in F1-score. In Scenarios 1 and 2, subgraph-based GNNs (SEAL and SLiCE) and heterogeneous GNNs (HAN and MAGNN) perform better than other baselines in most cases, demonstrating that learning local heterogeneous information and graph structure between objects is important for semantic relation prediction in these two scenarios. In Scenario 3, Meta-GNN and G-Meta surpass other baselines due to specifically designed meta-learning modules. In contrast, our proposed MetaGS employs not only the two-view GNN to learn local heterogeneous information and graph structure, but also a meta-learning based hyper-prototypical network to transfer knowledge across semantic relations. Therefore, MetaGS can effectively deal with all the three scenarios.

2) The Performance of Object Recommendation: Existing semantic relation prediction methods (ProxEmbed and IPE) target a single HG and thus cannot deal with Scenario 2 (Multiple HGs & single heterogeneity) and Scenario 3 (Multiple HGs & multiple heterogeneities). Since heterogeneous GNNs (HAN and MAGNN) target a single heterogeneity, they cannot deal with Scenario 3. Our MetaGS consistently outperforms all the baselines in all $K_{spt}$ settings, i.e., \{1, 3, 5\}, and demonstrates similar improvements over the best-performing baselines. Due to the limited space, we only report the results of $K_{spt} = 3$. In Fig. 4, it is obvious that our proposed MetaGS outperforms all compared baseline methods with a clear margin w.r.t. NDCG and MAP on the three datasets. Specifically, on Facebook, MetaGS improves the best-performing baselines in all scenarios by an average of 15.34% for NDCG@10, and by an average of 17.18% for MAP@10. The values are 19.09% and 21.25% on Twitter, and are 7.04% and 12.65% on Google+. This is due to the fact that these baselines do not focus on capturing heterogeneous information and graph structure information to characterise features of a specific semantic relation. Therefore, these baselines may not correctly recommend objects that have the desired new semantic relation to the query object. In contrast, in our proposed MetaGS, the graph structure between objects is fully analysed to differentiate all possible simple and complex relationships between objects. Hence, MetaGS can effectively characterise features of new semantic relations with few labeled data, and thus outperforms baselines in object recommendation.
3) The Precision of Recommending Close Objects: Fig. 5 reports the precision of recommending close objects (PRC) in the recommendation lists. MetaGS achieves the best performance in all datasets, and we only report the performance on the Google+ dataset due to space limitations. In Fig. 5, MetaGS has the best performance in all the three scenarios. Specifically, MetaGS improves the best-performing baselines in all scenarios by an average of 15.61% for PRC@10, and by an average of 22.63% for PRC@20. The reasons are two-fold. On the one hand, GNN based baselines focus on encoding objects by aggregating information from their neighbors while ignoring mining the relationships between objects for semantic relation prediction. Therefore, these GNN based baselines may recommend irrelevant objects that only have similar neighbors or features to the query object. On the other hand, existing semantic relation prediction models focus on learning a single semantic relation in a particular graph, and thus cannot leverage information from multiple existing semantic relations across multiple graphs, to specify objects with close relationships to the query object. In contrast, MetaGS can effectively learn and generalize the information between close objects from multiple existing semantic relations, and thus can easily identify close objects for a new semantic relation.

It is worth noting that subgraph-based GNN models (SEAL, SLiCE and G-Meta) outperform better than other GNN baselines. The reason is that these subgraph-based GNN models mine the graph structure between objects for semantic relation prediction, and thus can filter out irrelevant objects that have no connections to the query object. However, these models directly encode the whole graph structure between objects and are unable to generalize the heterogeneous information across multiple graphs. Thus, these methods cannot perform better than our MetaGS, which decomposes the graph structure to learn generalized knowledge across different graphs.

F. Ablation Study

1) Settings: We conduct an ablation study to analyse the rationality and the effectiveness of the designed components in our model. Specifically, we compare the semantic relation prediction performance of the original MetaGS with that of its four variants:

**MetaGS-2Hop**: The variant that removes the graph structure extraction module (cf. Section IV-B1) by extracting 2 hop neighbors around objects \( u \) and \( v \) to generate the graph structure between them (i.e., \( S_{u,v} \)).

**MetaGS-OV**: The variant that removes the object-view graph convolution (OVGC) module (cf. Section IV-C1). This variant does not model heterogeneous information of all objects in the subgraph, and only uses graph-view graph convolution (GVGC) module (cf. Section IV-C2) to encode each subgraph.

**MetaGS-GV**: The variant that removes the GVGC module. This variant does not leverage the structure information of the subgraph, and only uses OVGC module to encode each subgraph.

**MetaGS-Hyper**: The variant that removes the hyper-prototypical network module (cf. Section IV-C3). This variant encodes a sample by taking the average of its all subgraphs’ embeddings (i.e., \( z_{u,v} \)), and learns semantic relation representation by taking the average of embedded samples that belong to a semantic relation.

2) Observations: The results are reported in Table IV and MetaGS significantly outperforms each of its four variants. From this table, we have the following observations:

**Observation 1**: Graph structure extraction module can obviously boost the prediction accuracy by selecting useful paths that connect objects to ensure all possible relations between objects can be mined. Specifically, by comparing the values in the first four columns in Table IV, we can see that the graph structure extraction module leads to an average improvement of 6.76% in accuracy and an average improvement of 7.80% in F1-score.

**Observation 2**: OVGC module and GVGC module can greatly improve the performance by capturing generalized heterogeneous information and graph structure information across multiple HGs, respectively. From Table IV, we can see that the OVGC module leads to an average improvement of 8.05% in accuracy and an average improvement of 9.03% in F1-score; the GVGC module leads to an average improvement of 6.50% in accuracy and an average improvement of 7.79% in F1-score.

**Observation 3**: The hyper-prototypical network clearly benefits the few-shot semantic relation prediction task by utilizing a meta-learning based framework that can learn how to non-linearly aggregate subgraphs for semantic relation representation from existing semantic relations, and then transfer the learned knowledge to adapt to new semantic relations with few labeled data. From Table IV, we can see that the hyper-prototypical network leads to an average improvement

| TABLE IV | COMPARISON OF META GS WITH ITS VARIANTS ON THREE DATASETS |
|----------|-----------------------------------------------|
|          | MetaGS | MetaGS-2Hop | MetaGS-OV | MetaGS-GV | MetaGS-Hyper |
| Acc      | F1     | Acc      | F1     | Acc      | F1     | Acc      | F1     |
|----------|--------|----------|--------|----------|--------|----------|--------|
| Facebook | 0.4975 | 0.4553  | 0.4713 | 0.4329  | 0.4526 | 0.4170  | 0.4473 | 0.3860 | 0.4235 | 0.3977 |
| Twitter  | 0.5297 | 0.4951  | 0.4829 | 0.4722  | 0.4769 | 0.4529  | 0.4992 | 0.4945 | 0.4937 | 0.4127 |
| Google   | 0.8786 | 0.8411  | 0.8437 | 0.7306  | 0.6512 | 0.3865  | 0.4413 | 0.3981 | 0.4331 | 0.3861 |
| **Scenario 1: Single HG** | | | | | | | | | |
| G-Social | 0.4435 | 0.4044  | 0.4135 | 0.3921  | 0.4351 | 0.3816  | 0.4028 | 0.3715 | 0.3914 | 0.3658 |
| G-Social | 0.5843 | 0.5067  | 0.4913 | 0.4640  | 0.4976 | 0.4882  | 0.4955 | 0.4685 | 0.5193 | 0.4593 |
| G-Social | 0.4651 | 0.4147  | 0.3874 | 0.3577  | 0.4285 | 0.3655  | 0.3906 | 0.3680 | 0.3975 | 0.3811 |
| G-Social | 0.4673 | 0.4327  | 0.4648 | 0.3968  | 0.4059 | 0.3833  | 0.4067 | 0.4168 | 0.4777 | 0.3921 |
| G-Social | 0.5439 | 0.4080  | 0.4177 | 0.3854  | 0.4216 | 0.3921  | 0.4127 | 0.3751 | 0.4078 | 0.3715 |
| G-Social | 0.6146 | 0.3941  | 0.3925 | 0.3350  | 0.4195 | 0.3855  | 0.4272 | 0.3897 | 0.4125 | 0.3629 |
| G-T     | 0.5180 | 0.4631  | 0.4959 | 0.4099  | 0.5037 | 0.4325  | 0.4895 | 0.3974 | 0.4741 | 0.3652 |
| **Scenario 2: Multiple HGs & single heterogeneity** | | | | | | | | | |
| G-Social | 0.5843 | 0.5320  | 0.5535 | 0.5093  | 0.4591 | 0.5435 | 0.5278 | 0.5535 | 0.5477 |
| G-Social | 0.6018 | 0.5694  | 0.5965 | 0.5774 | 0.5912 | 0.5164 | 0.5387 | 0.5456 | 0.5627 | 0.5332 |
| G-Social | 0.5846 | 0.4712  | 0.4531 | 0.4413  | 0.4407 | 0.4057 | 0.4573 | 0.4078 | 0.4743 | 0.4334 |
| **Scenario 3: Multiple HGs & multiple heterogeneities** | | | | | | | | | |
| G-Social | 0.6894 | 0.4213  | 0.4653 | 0.4013  | 0.4438 | 0.4172  | 0.4486 | 0.4087 | 0.4214 | 0.3965 |
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of 8.40% in accuracy and the average improvement of 9.97% in F1-score.

3) Summary: The experimental results demonstrate that (1) MetaGS performs significantly better than baselines. MetaGS considerably outperforms ten baselines by average of 5.68% in accuracy and 17.03% in F1-score; (2) MetaGS is a general framework for multiple scenarios of few-shot semantic relation prediction. While existing heterogeneous graph models apply only to one scenario of single HG, MetaGS works for all the three scenarios and outperforms baselines in all scenarios; and (3) MetaGS shows its superiority in scalability. By achieving the best performance in three different evaluation metrics (prediction accuracy, object recommendation and precision of recommending close objects), MetaGS shows its capability to be widely applied in the relation prediction and object recommendation of few-shot semantic relation area.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have proposed a novel problem of few-shot semantic relation prediction across heterogeneous graphs, and provide a solution, Meta-learning based Graph neural network for Semantic relation prediction, named MetaGS. MetaGS is also a general framework that works for all three scenarios of few-shot semantic relation prediction. The two-view graph neural network and hyper-prototypical network in our MetaGS framework effectively transfer knowledge of existing semantic relations to learn new semantic relations with few labeled data. We conduct extensive experiments to demonstrate the superior performance of our proposed MetaGS.

In addition to few-shot semantic relation prediction across heterogeneous graphs, MetaGS can also be applied to few-shot problems across homogeneous graphs, i.e., learn transferable knowledge across existing homogeneous graphs, to investigate the novel pairwise relationship in new homogeneous graphs, with few labeled data. For example, protein-protein interactions (PPI) networks can be modeled as homogeneous graphs that consist of one type of objects (protein). In human PPI networks, less than 30% of all pairwise combinations of proteins have been tested for interaction so far [48]. MetaGS can extract multiple subgraphs between proteins in different organisms from the mouse PPI network, to learn transferable knowledge that can help label interactions in the human PPI network.

In the future, we plan to extend our approach to dynamic heterogeneous graphs where objects and links change over time.
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