ABSTRACT

Person re-identification (Re-ID) aims at retrieving an input person image from a set of images captured by multiple cameras. Although recent Re-ID methods have made great success, most of them extract features in terms of the attributes of clothing (e.g., color, texture). However, it is common for people to wear black clothes or be captured by surveillance systems in low light illumination, in which cases the attributes of the clothing are severely missing. We call this problem the Black Re-ID problem. To solve this problem, rather than relying on the clothing information, we propose to exploit head-shoulder features to assist person Re-ID. The head-shoulder adaptive attention network (HAA) is proposed to learn the head-shoulder feature and an innovative ensemble method is designed to enhance the generalization of our model. Given the input person image, the ensemble method would focus on the head-shoulder feature by assigning a larger weight if the individual inside the image is in black clothing. Due to the lack of a suitable benchmark dataset for studying the Black Re-ID problem, we also contribute the first Black-reID dataset, which contains 1274 identities in training set. Extensive evaluations on the Black-reID, Market1501 and DukeMTMC-reID datasets show that our model achieves the best result compared with the state-of-the-art Re-ID methods on both Black and conventional Re-ID problems. Furthermore, our method is also proved to be effective in dealing with person Re-ID in similar clothing. Our code and dataset are available on https://github.com/xbq1994/.
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1 INTRODUCTION

Person re-identification (Re-ID) is one of the main tasks in computer vision, with the purpose of retrieving the same person from overlapping cameras. In practice, it is common for people to wear black clothes or for clothes to appear black because captured by cameras in low light illumination, in which cases the attributes of the clothing will be lost considerably, posing great challenges to modern person re-identification algorithms. For example, as shown in Figure 1, when people are in black clothes or low light illumination, it is very difficult to distinguish them based only on clothing appearance. We call the process of person Re-ID under black clothing or low light illumination the Black Re-ID problem. In addition, We have counted the ids of the people in black clothing in the training set of Market1501 [38], DukeMTMC-reID [22] and CUHK03 [14] in Table 1. From the result we can see that Black Re-ID problem is common in reality.

Recently, methods based on deep learning networks have achieved great success in person re-identification by learning powerful person representations [16, 17]. Deep learning based methods typically work on extracting a global feature of a person image [33], which is robust but overlooking the intra-class variations (e.g., occlusions, poses, backgrounds). To alleviate this problem, the local features are leveraged to obtain a more discriminative representation for effective person Re-ID. Several pose-based methods [35, 37]...
Table 1: The ids of the people in black clothing in the training set of Market1501 [38], DukeMTMC-reID [22] and CUHK03 [14]

|                  | Market1501 | DukeMTMC-reID | CUHK03 |
|------------------|------------|---------------|--------|
| # identities total | 751        | 702           | 767    |
| # identities black | 98         | 347           | 331    |

Head-shoulder feature by the condition of the input person image. Specially, when the input person is in black clothing, our model would give more attention to the head-shoulder feature, compared to the person not in black clothes. This assembled method ensures that our model can make the most efficient use of the head-shoulder information in both the Black and conventional Re-ID conditions. In addition, we establish the first Black-reID dataset which contains 1274 identities in training set. Our experiment was conducted on the Black-reID dataset, Market1501 [38] and DukeMTMC-reID [22], demonstrating the advantage of our approach for person Re-ID on both Black and conventional Re-ID problems.

We firstly propose the study of the Black Re-ID problem and establish the first Black-reID dataset.

We propose the head-shoulder adaptive attention network (HAA), which makes use of the head-shoulder information to support person re-identification through the adaptive attention module. The HAA can be integrated with the most current Re-ID framework and is end-to-end trainable.

Our model is proved by the experiment that it is not only effective for Black Re-ID problem but also valid in similar clothing.

We achieve a new state of the art, and outperforms other Re-ID methods by a large margin in solving both Black Re-ID and conventional problems.

2 RELATED WORK

Person Re-ID. The performance of person Re-ID has made great success recently [5, 6, 13, 23], due to the development of CNNs. Most of the CNNs based methods treat Re-ID as a classification task [41], aiming at divide person with same identity into the same category. To obtain a more discriminative and robust representation of the person, many methods [29, 31, 35–37] integrate global feature with local features for an effective person re-identification.

Local feature based methods enhance the discriminative capability of the final feature map. We briefly classify them into three categories: The first approach is pose-based Re-ID [35, 37], which uses an off-the-shelf pose estimator to extract the pose information for aligning body parts [28] or generating person images [15]. However, the pose estimator is utilized through the whole training and testing process, making the network bigger and slower. The second approach is part-based Re-ID [29, 31], which slices image or global feature into several horizontal grids, training individually, and assembling for a discriminative person representation. However, this method is sensitive to the pose variations and occlusions, as they may compare corresponding part with different semantics. The third kind of methods leverage local information with attention maps [36], which can be trained under less supervisory signals compared to the pose annotations. It pays more attention to the regions of interest and robust to the background clutter, but nonetheless, the area of concern may not contain body parts. Our method belongs to the first category. In contrast to the other pose-based methods, we propose the HSA stream to take place of the pose estimator, making the network lightweight. Furthermore, we introduce an adaptive attention module to decide the weight.
of global and local features by the condition of the input person image.

**Head-shoulder Information.** Head-shoulder information is reliable for retrieving as the corresponding region can usually be captured in reality, while the whole body may be occluded. Moreover, the head-shoulder feature possesses abundant discriminative information for contributing the person Re-ID, such as haircut, complexion or appearance. Unfortunately, as we know, there are few works focusing on improving Re-ID performance with head-shoulder part. Li et al. [12] propose a multi pose learning based model which takes head-shoulder part as input, aiming at solving partial Re-ID problem [40] in crowded conditions. It tackles head-shoulder pose variations by learning an ensemble verification conditional probability distribution among multiple poses. However, it focuses mainly on pose variation, contributing little work to the head-shoulder localization, feature extraction and feature fusion with the global representation. Moreover, it performs worse than other methods (i.e., MGN [31], PCB [29], AlignedReID [18]) when the whole body is available as it only takes head-shoulder part as input.

### 3 OUR APPROACH

We show in Figure 2 (a) an overview of our framework. As our method could be integrated with the most current Re-ID model (e.g., MGN [31]), the backbone can be selected according to different requirements of accuracy and speed. To illustrate our framework concisely, the ResNet-50 [4] trained for ImageNet classification [2] is exploited in demonstration. The network consists of two streams named global stream and head-shoulder attention stream (HSA). The first stream extracts the global feature from the person image. The second stream focuses on localizing and extracting head-shoulder information to make the final feature more discriminative for dealing with the Black Re-ID problem. Further more, we propose the adaptive attention module to adapt the weights of the global feature and head-shoulder feature, varying depending on whether a person is in black or not. We train our model end-to-end using cross-entropy, triplet and L2 losses. At test time, we extract features from person, and calculate the Euclidean distance between them to match people with the same ID.

#### 3.1 Global Stream

We extract global feature through a ResNet50 fusion network. Specifically, a feature map of size \(C \times H \times W\) is extracted from a person image, where \(C, H, W\) represent the number of channels, height and width, respectively. The resulting feature map is then processed by GAP and channel reduction to produce the global feature, denoted by \(f_g\), of size \(c \times 1 \times 1\).

#### 3.2 Head-shoulder Attention Stream

**Head-shoulder Feature Construction.** As mentioned in Section 2, several part-based Re-ID models attempt to localize body parts (e.g., legs, arms) with some off-the-shelf pose estimators [35, 37] through both the training and testing phase. However, these methods make the Re-ID model bigger and slower, as it is a combination of two models. For the head-shoulder area, it’s a less strictly defined area, and slight offset of localization would not affect Re-ID performance, which gives it the advantage of lower precision requirement of positioning than the segmentation task does. With these concerns, what we need is a lightweight localization layer that can learn a bounding box, representing the head-shoulder region.

We propose the HSA stream to localize and extract the feature of the head-shoulder region, avoiding the use of pose estimators. HSA stream contains a head-shoulder localization layer (HLL), which is inspired by the success of Spatial Transformer Network (STN) [8]. As illustrated in Figure 2 (b), HLL is an end-to-end trainable module with capacity of applying an affine transformation to the feature map, including scaling, translation and rotation. As the head-shoulder region is a simple bounding box, we only retain the ability to zoom and shift, equivalent to the cropping from the input. The transformation of the head-shoulder localization layer can be realized as follows:

\[
\begin{pmatrix} x' \\ y' \end{pmatrix} = \begin{bmatrix} s_x & 0 & t_x \\ 0 & s_y & t_y \end{bmatrix} \begin{pmatrix} x \\ y \end{pmatrix} + \begin{pmatrix} 1 \end{pmatrix} \tag{1}
\]

where \(x', y'\) and \(x, y\) are the source positions and target coordinates of the \(i\)-th pixel respectively, \(s_x, s_y\) are scaling parameters and \(t_x, t_y\) are translation parameters. In the head-shoulder localization layer, the fully connected layer of size \(C \times 4\) outputs \(s_x, s_y, t_x, t_y\) and then the following steps will sample pixels from the corresponding positions of the input person image to generate the bounding box.

Specifically, the input person images firstly pass through the head-shoulder localization layer, giving the head-shoulder region and resize to the same shape as input. Then, a feature map of size \(C \times H \times W\) is extracted from the head-shoulder region and sliced into 3 horizontal grids. The head-shoulder attention network (HAN) is applied to each individual horizontal slice, which are concatenated finally to produce the head-shoulder feature \(f_h\) of size \(c \times 1 \times 1\).

**Head-shoulder Attention Network.** Figure 2 (c) shows the detailed structure of the HAN. Since different channels of feature maps represent different meanings, that is, the contributions of features to recognition vary from channel to channel, and different spatial location of features has diverse semantics. We introduce an attention network to enhance the representation of head-shoulder in both channel and spatial dimensions.

Specifically, for the \(i\)-th \((i = 1, 2, 3)\) slice, the input feature \(X_i\) passes through a gating mechanism, including a generalized mean pooling (GeM) [3], a fully connected layer with weight \(W_i \in \mathbb{R}^{C \times r}\) for dimension reduction, a ReLU activation, another fully connected layer with weight \(U_i \in \mathbb{R}^{F \times C}\) for dimension incrementation and a sigmoid activation \(\sigma\). Here, \(r\) is the reduction ratio. Then, the channels are reweighted by a shortcut connection architecture with element-wise addition, which can be formulated as:

\[
A_i = X_i + X_i \bullet d_i \tag{2}
\]

\[
d_i = \sigma(U_i \text{REL}U(W_i X_i)) \tag{3}
\]

where \(\bullet\) is element-wise multiplication and \(A_i\) is the output after channel attention. For the description, \(A_i\) can be written as:

\[
[A_1^1, A_1^2, A_1^3, ... A_1^C]
\]
3.3 Adaptive Attention

Most of the existing Re-ID methods [29, 31] directly concatenate global and local features, ignoring the relationship between the weight of the features and input conditions. That is, no matter what kind of person is input such as occluded or exposed, the network gives the same attention to the global feature as to the local feature. To alleviate this problem, we propose the adaptive attention module to determine the global and local feature weights by distinguishing input types. Specifically, the adaptive attention stream would decide if it is a person in black first, and give more attention to head-shoulder feats for people in black clothes than that not in black.

Concretely, firstly, the global feature $f_g$ is fed into a fully connected layer to gather the feature of size $N \times 2$, where $N$ is the batch size, denoted by $f_b$, representing whether the input person is in black. After that, $f_b$ is fed into another fully connected layer, giving feature map $f_w$ of size $N \times 2$. $f_w$ is the weights of global feature and head-shoulder feature, varying depending on whether the person is in black or not. That is, higher attention would be applied to the head-shoulder feature when the person is in black clothes. Finally, we integrate the global feature and head-shoulder feature as follows:

$$f = (f_g \cdot w_1) \otimes (f_h \cdot w_2)$$

where $f_g$ is the global feature, $f_h$ is the head-shoulder feature, $w_1$ and $w_2$ are the weights. Here, $\otimes$ is element-wise multiplication.
where $	ext{L}$ denotes the margin. To supervise the study of the head-shoulder localization layer and minimize the regression error of it, L2-loss is adopted and defined as follows:

$$L_2 = \frac{1}{2N} \sum_i ||f(i) - r(h(i))||_2^2$$  

where $N$ is the batch size, $f(i)$ and $r(h(i))$ are the ground-truth label and the prediction of the $i$-th bounding box of the head-shoulder region and $r$ is the function that transform $h(i)$ to the same coordinate system as $f(i)$.

4.2 Data Collection

We pick out 98 ids, 347 ids, 5 ids and 42 ids who are in black clothes from Market1501 [38], DukeMTMC-reID [22], Partial [39] and Occluded [44] datasets respectively for the black group, and 665 pedestrians who are in white from Market1501 [38] for the white group. Moreover, we randomly add some people in other clothes to these two groups for creating the Black-reID dataset.

![Figure 3: Some examples of the Black-reID dataset](image)

5 EXPERIMENT

5.1 Implementation details

Dataset Our method is tested on the following three datasets and compare with the state-of-the-art methods. 1) The Black-reID dataset established by us, which contains 1274 identities in training set. 2) The Market1501 dataset [38] consists of 32,688 images of 1,501 subjects captured by six cameras. 3) The DukeMTMC-reID [22] offers 16,522 training images of 702 identities, 2,228 query and 17,661 gallery images of 702 identities. Additionally, we manually labeled the head-shoulder bounding box for the Market1501 and DukeMTMC-reID datasets.

Training. We resize all the training images into 384 × 128. We set the number of feature channels $c$ to 1536 and batch size $N$ to 64. We adopt horizontal flipping and random erasing [43] for data augmentation. Following the work of [29], the GAP and fully connected layers are removed from the original ResNet-50 architecture and the stride of the last convolutional layer is set to 1. Firstly, we pretrain the head-shoulder localization layer on Black-reID dataset and freeze it in the following training. Next, we train the global stream and head-shoulder attention stream for 50 epochs individually, and then train them together with adaptive attention module for another 40 epochs. We use the adaptive gradient (Adam) [10] as the optimizer with $\beta_1$ of 0.9, $\beta_1$ of 0.999 and weight decay of...
5e-4. The learning rate is initially set to 3e-4 and divided by 10 at 40 and 70 epochs. We set the weight parameter \(\alpha\) and \(\beta\) to 1.1 and 1.2 for the integration of our model with ResNet50 [4] and MGN [31], respectively.

**Evaluation Metrics.** We utilize mean average precision (mAP) and Cumulative Matching Characteristic (CMC) curves to evaluate the performance of various Re-ID models. All the experiments are conducted in a single query setting.

**Table 2:** Quantitative comparison with the state-of-the-art methods in person re-id on Black-reID dataset. Bold number denote the best performance. We denote HAA (ResNet50) and HAA (MGN) by the method selecting ResNet50 and MGN as the backbone respectively.

| Method            | Black Group |         | White Group |         |
|-------------------|-------------|---------|-------------|---------|
|                   | mAP Rank-1  | mAP Rank-1 |
| ResNet50 [4]      | 70.8 80.9   | 75.8 89.5 |
| PCB [29]          | 73.4 83.2   | 78.2 90.8 |
| AlignedReID [34]  | 75.5 83.5   | 80.5 91.3 |
| MGN [31]          | 79.1 86.7   | 85.8 94.3 |
| HAA (ResNet50)    | 79.0 86.7   | 84.4 93.5 |
| HAA (MGN)         | 83.8 91.0   | 88.1 95.3 |

5.2 Comparison with the state of the art

**Results on Black-reID.** We compare in Table 2 our method with the state-of-the-art Re-ID models (i.e., MGN [31], PCB [29], AlignedReID [18]) on Black-reID dataset. We denote HAA (ResNet50) and HAA (MGN) by the method selecting ResNet50 and MGN as the backbone respectively. Table 2 shows that HAA (ResNet50) and HAA (MGN) outperform their control groups (i.e., ResNet50 and MGN, respectively) by a large margin. In the black group, HAA (MGN) achieves the best result with mAP of 83.8% and rank-1 accuracy of 91%, which is 4.7% and 4.3% higher than the corresponding metrics of MGN respectively. HAA (ResNet50) also gives 8.2% and 5.8% higher points in mAP and rank-1 than ResNet50, which reaches the same level as MGN. This demonstrates the effectiveness of our HAA in dealing with the Black Re-ID problem. In the white group, we can see that HAA (ResNet50) gives 8.6% and 4% higher points in mAP and rank-1 accuracy than ResNet50 while HAA (MGN) achieves the best result with mAP of 88.1% and rank-1 accuracy of 95.3%, which is 2.3% and 1% higher than the corresponding metrics of MGN respectively. The result proves that our model is not only effective for Black Re-ID problem but also valid in solving similar clothes. We compare some retrieved results between PCB [29], AlignedReID [18], MGN [31] and our method in Figure 4. As shown in Figure 4, PCB [29], AlignedReID [18] and MGN [31] extracts features mainly rely on the clothing attributes. By contrast, we can see that our proposed HAA can improve the Re-ID performance on Black Re-ID problem by taking advantage of the head-shoulder attributes to make the representation more discriminative. Furthermore, the Re-ID performance in Black-reID dataset is lower than that in Market1501 and DukeMTMC-reID.

This proves that when people are in black clothes, lacking of attributes of clothing, the Re-ID performance of the model is really degraded.

**Results on Market1501 and DukeMTMC-reID.** We also compare our proposed method with current state-of-the-art methods of three categories on Market1501 and DukeMTMC-reID in Table 3. Pose-guided methods leverage pose information to extract more discriminative local details or align features. Part-based methods slice the image/feature maps into several horizontal grids to assist Re-ID. Attention-based methods compute attention maps to consider discriminative regions of interest. Note that we do not utilize re-ranking [42] in all our results for clear comparisons.

From Table 3, we can see that HAA (Ours) gives the best results on all datasets and specifically gives big improvement to mAP. HAA (Ours) achieves mAP of 89.5% and rank-1 accuracy of 95.8% on the Market1501, which is 2.6% and 0.1% higher than the corresponding metrics of MGN respectively, and mAP of 80.4% and rank-1 accuracy of 89% for the DukeMTMC-reID, which is 2% and 0.3% higher than the MGN respectively.

6 Ablation Study

We conduct extensive ablation studies on the black group of the Black-reID dataset based on the HAA (ResNet50).

The Impact of the Adaptive Attention Module. In our method, we concatenate the global and head-shoulder feature through the adaptive attention module. To show how the ensemble method works, we set up a control group where the global and head-shoulder feature are directly concatenate during the whole training and testing process. The result is illustrated in Table 4. We denote HAA (ResNet50) (w/o adaptive attention) and HAA (ResNet50) (adaptive attention) by directly concatenate the global and head-shoulder feature and concatenate them through adaptive attention module, respectively. From the results, we can see that the adaptive attention stream gives the performance gains of 0.7% and 0.5% for mAP and rank-1 accuracy on Black-reID, 0.3% and 0.4% for mAP and rank-1 accuracy on Market1501 and 1.1% and 0.8% for mAP and rank-1 accuracy on DukeMTMC-reID, respectively. The result proves the effectiveness of the adaptive attention module in solving both Black and conventional Re-ID problems.

Ablation Study of the GeM Pooling. We adopt GeM pooling in the HSA stream. To compare the effectiveness of diverse pooling methods, we replace the GeM pooling with GAP and GMP, and conduct the experiments on Black-reID dataset in Table 5. From the third and fourth rows, we can see that GMP gives better results than GAP, the reason is that GAP covers the whole person image and is easily distracted by background and black-clad while GMP gets over this problem by aggregating the feature from the most discriminative part. The results in the next row show that GeM pooling achieve the best result, giving the performance gains of 1.7%, 1.4% and 3.8%, 4% for mAP and rank-1 accuracy than GAP and GMP respectively. GeM pooling is given by:

\[
e = \left(\sum_{u \in \sigma} x_{cu}^p \right)^\frac{1}{\gamma} \bigg|_{c=1..C} \tag{11}
\]
Table 3: Performance (%) comparisons with the state-of-the-art methods on Market1501 and DukeMTMC-reID.

| Method               | Market1501 | DukeMTMC-reID |
|----------------------|------------|---------------|
|                      | mAP | Rank-1 | mAP | Rank-1 |
| Basic-CNN            |     |        |     |        |
| ResNet50 [4]         | 84.6 | 93.3   | 75.3 | 86.2   |
| Pose-guided methods  |     |        |     |        |
| Spindle [35]         | -   | 76.9   | -   | -      |
| PIE [37]             | 53.9 | 78.7   | -   | -      |
| MSCAN [11]           | 57.5 | 80.8   | -   | -      |
| PDC [27]             | 63.4 | 84.1   | -   | -      |
| Pose Transfer [15]   | 68.9 | 87.7   | 48.1 | 68.6   |
| PN-GAN [21]          | 72.6 | 89.4   | 53.2 | 73.6   |
| PSE [24]             | 69.0 | 87.7   | 62.0 | 79.8   |
| MGCAM [26]           | 74.3 | 83.8   | -   | -      |
| MaskReID [19]        | 75.3 | 90.0   | 61.9 | 78.9   |
| PDC                  | 79.6 | 91.7   | 84.4 | 69.3   |
| Part-Aligned [28]    | 66.9 | 85.9   | 59.3 | 76.8   |
| AACN [32]            | 81.3 | 92.5   | 71.0 | 84.4   |
| PSE [24]             | 72.6 | 89.4   | 53.2 | 73.6   |
| MGCAM [26]           | 74.3 | 83.8   | -   | -      |
| MaskReID [19]        | 75.3 | 90.0   | 61.9 | 78.9   |
| PDC                  | 79.6 | 91.7   | 84.4 | 69.3   |
| Part-Aligned [28]    | 66.9 | 85.9   | 59.3 | 76.8   |
| AACN [32]            | 81.3 | 92.5   | 71.0 | 84.4   |
| HAA (Ours)           | 89.5 | 95.8   | 80.4 | 89.0   |

Table 4: Ablation study of the adaptive attention module on Black-reID, Market1501 and DukeMTMC-reID datasets. w/o: without.

| Methods                      | Black-reID | Market1501 | DukeMTMC-reID |
|------------------------------|------------|------------|---------------|
|                              | mAP | Rank-1 | mAP | Rank-1 | mAP | Rank-1 |
| HAA (ResNet50) (w/o adaptive attention) | 78.3 | 86.2 | 85.3 | 93.8 | 73.1 | 85.6 |
| HAA (ResNet50) (adaptive attention) | **79.0** | **86.7** | **85.6** | **94.2** | **74.2** | **86.4** |

Table 5: Ablation study of the pooling methods on Black-reID dataset. GAP, GMP, GeM indicate global average pooling, global max pooling and generalized mean pooling, respectively.

| Methods                      | Black-reID | Market1501 | DukeMTMC-reID |
|------------------------------|------------|------------|---------------|
|                              | mAP | Rank-1 | mAP | Rank-1 | mAP | Rank-1 |
| ResNet50 [4]                 | 70.8 | 80.9    |     |        |     |        |
| HAA (ResNet50) (Global)      | 78.6 | 86.4    |     |        |     |        |
| HAA (ResNet50) (Head-shoulder)| 44.8 | 51.5    |     |        |     |        |
| HAA (ResNet50) (Global+Head-shoulder) | **79.0** | **86.7** |     |        |     |        |

where $u \in \sigma = 1, ..., H \times 1, ..., W$ is a 'pixel' in the map, $c$ is channel, $x_{cu}$ is the corresponding tensor element and $p$ is a learnable parameter. GeM pooling is a generation of the GAP ($p = 1$) and GMP ($p = \infty$) and the larger the $p$ the more localized the feature map responses are. GeM pooling can learn the $p$ to aggregate the feature from the appropriate size area, which is between the 'whole
image’ and ‘pixel’, of the feature map. Therefore, we adopt GeM pooling in the HSA stream.

Performance comparison of global and head-shoulder features. We demonstrate the capabilities of different features for person Re-ID in Table 6. We retrieve person images from Black-reID dataset using global feature, head-shoulder feature and integration of them in the experiment, which are denoted by HAA (ResNet50) (Global), HAA (ResNet50) (Head-shoulder) and HAA (ResNet50) (Global+Head-shoulder), respectively. From this table, we can observe two things: (1) The integration of global and head-shoulder feature achieves the best result in person Re-ID. HAA (ResNet50) (Global+Head-shoulder) gives 0.4%, 0.3% and 34.2%, 35.2% higher points in mAP and rank-1 accuracy than HAA (ResNet50) (Global) and HAA (ResNet50) (Head-shoulder), respectively. (2) Our model improves the representative capability of the global feature drastically. The improvements in mAP and rank-1 accuracy are 7.8% and 5.5% respectively.

7 CONCLUSION
We have presented a head-shoulder adaptive attention network to support person Re-ID with head-shoulder information. Through the adaptive attention module, the weights of the global and head-shoulder features can be automatically adjusted based on the type of the input person image. Our head-shoulder adaptive attention network can be integrated with the most current Re-ID models and is end-to-end trainable. We have also firstly proposed the Black Re-ID challenge and the first Black-reID dataset for further research. Our method not only achieves the best performance on Black-reID dataset but also on Market-1501 and DukeMTMC-reID and is proved to be effective in dealing with similar clothing. On Black-reID dataset, our model significantly outperforms the previous methods, by at least +4.7%/+4.3% in mAP/rank-1 accuracy.
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