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Abstract
The need for efficient tools is pressing in the era of big data, particularly in streaming data applications. As data streams are ubiquitous, the ability to accurately detect multiple changepoints, without affecting the continuous flow of data, is an important issue. Change detection for categorical data streams is understudied, and existing work commonly introduces fixed control parameters while providing little insight into how they may be chosen. This is ill-suited to the streaming paradigm, motivating the need for an approach that introduces few parameters which may be set without requiring any prior knowledge of the stream. This paper introduces such a method, which can accurately detect changepoints in categorical data streams with fixed storage and computational requirements. The detector relies on the ability to adaptively monitor the category probabilities of a multinomial distribution, where temporal adaptivity is introduced using forgetting factors. A novel adaptive threshold is also developed which can be computed given a desired false positive rate. This method is then compared to sequential and nonsequential change detectors in a large simulation study which verifies the usefulness of our approach. A real data set consisting of nearly 40 million events from a computer network is also investigated.
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1 Introduction

The rapid development of data acquisition technology is allowing data to be collected at an unprecedented rate. This large-scale collection of data often results in data streams (Aggarwal 2007; Gama 2010)—unbounded sequences of observations which arrive at high-frequency and are subject to unknown temporal variation. Data streams appear in various real-world applications, such as: industrial manufacturing (Montgomery 2007), genome sequencing (Weiß 2012), social networks and computer network traffic (Gama 2010). This creates a demand for efficient, dynamic, flexible methodology, which can perform inference while respecting the computational demands of the stream. The particular focus of this paper is on developing methodology for categorical data streams.

The frequency of observations arriving is typically very high. For example, Imperial College London’s computer network generates roughly 1.3 billion network events per day (Heard et al. 2014), while the Large Hadron Collider at CERN generates millions of events per second (Ross et al. 2011). Data stream mining is therefore fundamentally different from conventional tasks which assume a complete data set is not only available, but attainable. Since data arrives continuously, this requires methodology to use limited computational and storage requirements (Pavlidis et al. 2011). Ideally, methods will be single pass, that is, once data arrives it is utilized and immediately discarded. The computational overhead should also be constant with respect to the length of the stream, and not increasing over time, which is a common attribute in many statistical and machine learning algorithms.

The dynamic nature of the world makes it naive to assume that data streams remain stationary. Nonstationarity in streams is typically referred to as concept drift (Tsimbal 2004; Widmer and Kubat 1996), and if ignored could be detrimental to the learning process. This temporal aspect gives rise to two challenges of streaming inference: the ability to adapt to changes in the data-generating process, as well as the capability to detect multiple changepoints that occur over time.

One widely used and arguably easiest way of introducing a temporal component into the estimation process is to use a
sliding window. Choosing the width of this window is a non-trivial task, and with few exceptions (e.g., Bifet and Gavalda (2007)), it is usually taken to be constant. The choice of an appropriate window size is commonly overlooked, or is said to be chosen based on advice from a ‘domain expert.’ This is not suitable for the streaming paradigm as fixed values, either subjectively chosen or prescribed by an expert, will not accurately describe a data stream indefinitely. Of course, an expert could reassess their opinion after some prespecified amount of time; however, when to adjust the window remains unclear.

An alternate method for producing adaptive estimates is to use forgetting factors. Forgetting factors are commonly used in adaptive filtering (Haykin 2008) and have been successfully used in various statistical stream mining settings (Anagnostopoulos et al. 2012; Bodenham and Adams 2017; Pavlidis et al. 2011). Forgetting factors are a sequence of scalars, which continuously downweights historic data as new data are observed without introducing any computational burden. Forgetting factors are discussed more in Sect. 3.

The literature on sequential changepoint detection is vast, e.g., see Tartakovsky et al. (2014). However, sequential methods typically have various idiosyncrasies which make them ill-suited to the streaming paradigm. As discussed in Sect. 1.1, some of these include: (1) attention is restricted to continuous, univariate data streams that typically follow some assumed distribution (e.g., Gaussian), (2) several control parameters, such as the width of a sliding window, are introduced and are usually chosen based on information that is typically unknown (such as the distributions before and after a changepoint being completely specified), (3) the detectors liberally use fixed thresholds to signal when a change occurs without providing insight into how to choose their values in practice, and (4) methods focus on the detection of a single changepoint and re-initializing the detector without interrupting the flow of data is not obvious.

In this paper, attention is restricted to categorical data streams where the interarrival times between observations are on the order of milliseconds—an under-researched topic in the literature. An adaptive estimate, based on a forgetting factor framework, is developed for the category probabilities of the multinomial distribution governing the stream. These estimates can be sequentially updated with no computational/storage overhead and can be tuned online without any user supervision. Comparing the adaptive and static estimates results in a novel multinomial change detection method (MCDM) which can effectively monitor for multiple changepoints in data streams. Furthermore, adaptively maintaining estimates will make the MCDM robust to missed detections, as the estimate will quickly adjust to concept drift. This is crucial in monitoring the category probabilities, as the magnitude of the changes can be at most one, resulting in potentially small, difficult to detect drift. The detector utilizes the Kullback–Leibler divergence (Kullback and Leibler 1951) to flag changes, and does so based on an original adaptive threshold. This adaptive threshold introduces a single control parameter which can be specified given a desired false positive rate. This appears to be the first work which develops a streaming change detector for categorical data streams without falling into any of the previously discussed pitfalls.

This paper is structured as follows: Sect. 1.1 discusses literature directly relevant to this work. Section 2 considers categorical data streams and the multiple changepoint scenario while providing notation used throughout the paper. An adaptive estimate for the multinomial distribution, which can be recursively updated with no computational overhead, is discussed in Sect. 3. The MCDM is developed in Sect. 4, and a time-varying threshold to aid in the detection of changepoints is introduced. Section 5 describes the methods which the MCDM is compared to in the simulation study of Sect. 6. Section 7 implements the MCDM on nearly 40 million observations collected from Imperial College London’s computer network.

1.1 Relevant work

Sequential change detection in categorical data streams has received little attention in recent decades. Although having merit in their own right, many existing methods fall victim to the previously mentioned pitfalls. The work of Wolfe and Chen (1990) appears to be among the first to develop change-point methodology for multinomial sequences. However, this work focuses on the detection of a single changepoint and develops estimates which need to be recomputed for various potential changepoint locations. This violates the single pass requirement and is therefore not practical for our purposes. Similar issues occur in Hou et al. (2013), where maximum likelihood estimation and the commonly used p-chart (Montgomery 2007) are combined to detect a single change among categorical observations.

The methodology developed in Ienco et al. (2014) depends on a ‘context-based’ distance model; however, the choice of a good context is nontrivial. Moreover, Chebyshev’s inequality is used to detect changepoints which introduces several thresholds whose values must be specified. A fuzzy multinomial control chart for linguistic variables is presented in Amirzadeh et al. (2008), the idea being that the vagueness in assigning categories (such as poor, good and excellent) to items being inspected can be made formal with techniques from fuzzy set theory. Although assigning weights to the linguistic variables is difficult, authors suggest they should be chosen after careful discussion with experts.

Cao and Huang (2013) introduce an algorithm based on rough set theory. This method uses a fixed sliding window and
threshold to detect changes, and it is suggested that their values should be set based on available prior knowledge. Chen et al. (2009) develop a framework for clustering nonstationary categorical data. A fixed sliding window is used to handle the temporal variation, and several thresholds are introduced which must be specified. Detectors based on moving sum statistics (Eiauer and Hackl 1978) have been investigated recently in Eichinger et al. (2018) and, similar to other methods, introduce a fixed ‘bandwidth’ parameter which is similar to the width of a sliding window. The performance of moving sum detectors depends crucially on the choice of bandwidth (Eichinger et al. 2018) and is difficult to specify in practice. The work of Weiß (2012) also considers fixed sliding windows and uses the Gini index (among other measures) to monitor categorical data streams.

The cumulative sum (CUSUM) control chart introduced in Page (1954) is a popular technique used in statistical quality control. Since various modifications have been made, CUSUM is applicable to both Bernoulli and multinomial sequences. In Ryan et al. (2011), a multinomial CUSUM chart is developed. The authors mention that if the direction of the drift in each category cannot be specified in advance, then a Bernoulli CUSUM chart should be implemented separately for each category—guidance we will utilize later in experimental comparisons. Höhle (2010) develops a multinomial CUSUM chart by modeling the category probabilities via a multinomial logistic regression model. It is assumed that the category probabilities after a changepoint manifest as specific shifts in the intercept of their model, which introduces several scaling factors. Both multinomial CUSUM charts discussed require prior knowledge of the shift in the category probabilities, which will be difficult to anticipate in the multiple changepoint scenario. Therefore, following the advice of Ryan et al. (2011), multiple Bernoulli CUSUM charts will be implemented as opposed to a multinomial CUSUM chart. An overview of the Bernoulli CUSUM chart is provided in Sect. 5.1.

Bayesian-based techniques are mostly offline, although there has been some recent research devoted to extending Bayesian methodology to the online setting. In Adams and MacKay (2007), the distribution for the length of the current run, i.e., the amount of time elapsed since the last detected change, is computed. This method has linear storage and time complexity, although thresholding the tails of the run-length distribution allows for, on average, constant complexity per time-step. However, the worst-case complexity is still linear in the length of the data, which may be problematic for high-frequency streams. Byrd et al. (2017) present a lagged version of the work in Adams and MacKay (2007) and show via simulation that the method of Adams and MacKay (2007) has a primary focus of our work). In the lagged version, changes are flagged according to thresholding a relative change in the maximum a posteriori estimate of the run-length distribution. In terms of the length of the stream, the introduction of the lag comes at a price in terms of computational complexity, as it becomes exponential in terms of the lag. As online Bayesian techniques are not directly relevant to the focus of this work, they are not considered in the sequel.

2 Nonstationary categorical streams

This section introduces notation used throughout the paper and provides a brief discussion of the multinomial distribution. The section concludes by discussing the multiple changepoint scenario and provides a simple way of restarting a detector once a detection has been made.

2.1 Categorical data streams

It is assumed that independent realizations from a $K$-category multinomial distribution arrive sequentially. It is further assumed that the number of categories $K$ is known, fixed, and $K > 1$. The univariate data stream can then be expressed as

$$\langle d_1, d_2, \ldots, d_t, \ldots \rangle, \tag{1}$$

where $d_t \in S \equiv \{1, 2, \ldots, K\}$. An equivalent representation of (1) will prove useful in subsequent sections where other methods are adapted to detect changes in categorical data streams. This representation is referred to as the binarization of the categorical process (Weiß 2012) and can be represented as

$$\langle e_{d_1}, e_{d_2}, \ldots, e_{d_{t-1}}, e_{d_t}, \ldots \rangle, \tag{2}$$

where $e_{d_t} \in \mathbb{R}^K$ represents the standard basis vector in $\mathbb{R}^K$ comprised of all zeros except for a one in the index corresponding to the value of $d_t$. For example, if $K = 3$ and $d_t = 2$, then $e_{d_t} = (0, 1, 0)^\top$. This exposition is concerned with sequentially monitoring a multinomial distribution for multiple changepoints in the streaming paradigm, where a novel method is developed for data streams assuming the form of (1).

Suppose $t$ observations, denoted $d_{1:t} \equiv (d_1, \ldots, d_t)$, have been observed from a data stream. Then, the multinomial distribution governing the process can be expressed as

$$f(d_{1:t} \mid \pi_t) = \frac{t!}{\prod_{i \in S} \ell_i^{(i)}!} \prod_{i \in S} \left(p_i^{(i)} \right)^{\ell_i^{(i)}},$$

where $\ell_i \in \mathbb{R}^K$ is the vector of category counts and $\pi_t \in \mathbb{R}^K$ are the corresponding category probabilities. The $i$th component of each vector is denoted, respectively, by $\ell_i^{(i)}$ and $p_i^{(i)}$.  

Springer
For each \( t \in \mathbb{Z}^+ \), the following are satisfied
\[
\sum_{i \in S} c_{i(t)}^{(i)} = t, \quad \sum_{i \in S} p_i^{(i)} = 1.
\]

Given \( d_{1:t} \), the maximum likelihood estimate for the category probabilities is given by \( \hat{p}_t = \hat{c}_t / \hat{c} \), being the vector of observed category counts. The vector \( \hat{p}_t \) will be referred to as the \textit{static maximum likelihood estimate} as it gives each datum equal weight in the computation of the estimate. This estimate plays an important role in the development of the change detection method discussed in Sect. 4. However, allowing every observation to have equal weight in the estimation process will be detrimental as more data are collected from a drifting stream. To alleviate this issue, a way of adaptively estimating the probabilities is provided in Sect. 3.

### 2.2 Multiple changepoints

Any changes in a categorical data stream will manifest in the category probabilities. In this work, it is assumed that these probabilities are \textit{locally stationary}. That is, there exists a set of changepoints \( \{\tau_k\}_{k=1}^{m+1} \) that partition the stream into \((m+1)\) segments. In each segment, the multinomial distribution governing the data stream is assumed fixed. The distribution of the stream, in the \( k \)th segment, can then be expressed as
\[
C_t \sim \text{Multi}(p_k) \quad \forall t \in [\tau_{k-1}, \tau_k),
\]
where \( \text{Multi}(p_k) \) represents the multinomial distribution with probability vector \( p_k \). Generally, \( p_k \) will be used to represent the probability vector currently generating the observations from the stream. Notice that \( p_k \) can only assume one of \((m+1)\) vectors, and its value depends on which segment is currently generating the data. Additionally, let \( \tau_0 \equiv 0 \) and \( \tau_{m+1} \equiv \infty \).

In various research areas, such as statistical quality control (Montgomery 2007), many methods have been developed to detect a single changepoint in a data stream. Usually this corresponds to finding a fault in some manufacturing process. Once a change is discovered, the process can be stopped until a remedy is found. However, in our context, the stream continues unabated when a changepoint is detected. Therefore, a \textit{restarting mechanism} must be built into the method so that the continuous flow of data is unaffected by the detection of changepoints.

A simple restarting mechanism discussed in Bodenham and Adams (2017) is a \textit{grace period}. Let \( G \in \mathbb{Z}^+ \) dictate the length of the grace period, and suppose that a change detector flagged a change at time \( t = \hat{\tau} \). The grace period immediately begins, and during the interval \( t \in [\hat{\tau}, \hat{\tau} + G] \), no subsequent changepoints are monitored for. The purpose of this period is to reestimate the new segment’s probability vector prior to another round of monitoring. Although \( G \) may be considered as a control parameter, any methodology that can effectively handle multiple changepoints will require some sort of restarting procedure. Additionally, \( G \) may be chosen as a function of the minimum allowed false positive rate for a detector, as it implicitly provides a lower bound on the number of observations that are processed until a false positive is flagged. The grace period is depicted graphically in Fig. 1.

The objective of this work is to accurately estimate the location of the changepoints without any user intervention, as well as continuously maintaining an accurate estimate of the probability vector \( p_\cdot \). Due to the nonstationarity of data streams, this will require a technique which adaptively learns to discard older data as more observations arrive from the stream. An effective way of providing temporal adaptivity is via forgetting factors—the topic of the next section.

### 3 Adaptive estimation

Adopting a technique commonly used in adaptive filtering (Haykin 2008); a way of introducing temporal adaptivity is to use forgetting factors. Forgetting factors are a sequence of scalars, taking values in \([0, 1]\), that downweight historic data as newer data arrive. Forgetting factors have been previously considered (Anagnostopoulos et al. 2012; Bodenham and Adams 2017; Pavlidis et al. 2011) and can be interpreted as a continuous analog of the sliding window approach, as discussed in Sect. 1.

![Fig. 1](image-url) An example of a stream with two changepoints at times \( \tau_1 \) and \( \tau_2 \), and detections made by a detector at times \( \hat{\tau}_1 \) and \( \hat{\tau}_2 \). The shaded regions indicate grace periods where the detector is not monitoring for any changepoints.
In Sect. 3.1, forgetting factors are incorporated in the estimation using a frequentist approach. This leads to a modified likelihood function which is more suitable for temporally evolving data. This likelihood is then optimized, resulting in adaptive estimates for the category probabilities. Section 3.2 presents a sequential formulation of these adaptive estimates, allowing for the adaptive estimation of \( \hat{p}_t \) that introduces no computational overhead nor the need to store any historical data. Section 3.3 provides a method for tuning the forgetting factors online without user supervision.

### 3.1 A temporally aware likelihood

Similar to Anagnostopoulos et al. (2012), consider the weighted log-likelihood function given by

\[
L_{FF}(p \mid d_{1:t}) = \sum_{k=1}^{t} \prod_{\ell=k}^{t-1} \lambda_{\ell} \mathcal{L}(p \mid d_k) \tag{3}
\]

where \( \mathcal{L}(\cdot \mid \cdot) \) is the multinomial log-likelihood function and \( \{\lambda_k\}_{k=1}^{t} \) are a collection of forgetting factors. When \( k = t \), the empty product is assumed one. In the above formulation, the time subscript is omitted from the vector \( p_t \); this is to reinforce that the temporal adaptivity of the soon to be displayed estimates is strictly due to the forgetting factors.

The interpretation of the forgetting factors is best seen by inspecting the sequential formulation of the likelihood given by Eq. (4). The likelihood associated with the most recent observation is included in the likelihood with ‘full-weight,’ or weight one. Assuming that \( \lambda_{t-1} < 1 \), we see that the historical data \( d_{1:t-1} \) are smoothly downweighted by the collection of forgetting factors. Therefore, as desired, older data are gradually ‘forgotten’ as newer data arrive. See Bodenham (2014) for a thorough discussion on using forgetting factors in adaptive estimation.

For every \( i \in S \), optimization of Eq. (3) results in the temporally adaptive maximum likelihood estimates

\[
\hat{p}_t^{(i)} = \frac{1}{n_t} \sum_{k=1}^{t} w_k I(d_k = i), \tag{5}
\]

where \( I(\cdot) \) is the indicator function and

\[
w_k = \prod_{\ell=k}^{t-1} \lambda_{\ell}, \quad n_t = \sum_{k=1}^{t} w_k.
\]

Subsequently, \( \hat{p}_t \in \mathbb{R}^K \) is used to denote the vector of adaptive maximum likelihood estimates whose \( i \)th component is given by \( \hat{p}_t^{(i)} \).

### 3.2 Recursive updates

As presented, the computation of \( \hat{p}_t \) is not suitable for streaming data. This is because Eq. (5) requires maintaining all historical data in computer memory. This issue is alleviated by rewriting Eq. (5) as the following recursive update equations:

\[
n_t = \lambda_{t-1} n_{t-1} + 1, \tag{6}
\]

\[
\hat{p}_t^{(i)} = \left( 1 - \frac{1}{n_t} \right) \hat{p}_{t-1}^{(i)} + \frac{1}{n_t} I(d_t = i). \tag{7}
\]

At any time \( t \), the current adaptive estimate \( \hat{p}_t \) can be computed via Eqs. (6)–(7) only having to store a few parameters in computer memory. Further, this estimate can be computed using a constant number of floating point operations per time-step, making it suitable for high-frequency data.

The collection of forgetting factors are allowed to vary in time. An alternate, but less general, approach would be to fix the forgetting factors to some user specified value. This is called fixed forgetting, and the special case where the collection of forgetting factors are all replaced by one will prove useful in Sect. 4. In this case, Eqs. (5) and (7) represent, respectively, the nonsequential and sequential equations for the static maximum likelihood estimate \( \hat{p}_t \) discussed in Sect. 2.1. Therefore, the static maximum likelihood estimates for the category probabilities can also be computed without introducing any computational/storage overhead by setting \( \lambda_{t-1} = 1 \) in Eq. (6).

### 3.3 Tuning the forgetting factors

How quickly \( \hat{p}_t \) reacts to drift depends entirely on the values of the forgetting factors. Larger values will continue to give a considerable amount of weight to older observations, which will hinder the ability of \( \hat{p}_t \) to accurately estimate a new segment’s category probabilities when the stream experiences drift. Conversely, smaller values will result in poorer estimates during periods of stationarity, as ‘relevant’ data will be quickly forgotten. It is clear that a way of tuning these parameters online without any user supervision is a necessity in the streaming paradigm.

At each time-step, the forgetting factors are updated via a stochastic gradient descent step of the form

\[
\lambda_t = \lambda_{t-1} + \eta \nabla \left( \sum_{i \in S} I(d_t = i) \log \left( \frac{\hat{p}_t^{(i)}}{\lambda_{t-1} n_t} \right) \right), \tag{8}
\]

where \( 0 < \eta < 1 \) is a step-size and the gradient is taken with respect to the forgetting factors. The function that is being differentiated in Eq. (8) represents the one-step ahead log-likelihood and is an empirical measure of how the estimates at time \( (t - 1) \) fit the current data point (Anagnostopoulos et al. 2012).
Since data streams are unbounded, it is infeasible to store every forgetting factor in computer memory. This makes the gradient computation appearing in Eq. (8) challenging. These issues have been rigorously investigated in Bodenham (2014) and were shown to agree with the heuristic argument proposed in Anagnostopoulos et al. (2012). The latter supposes that the adaptive estimates are a function of a single forgetting factor $\lambda$ and proceeds by taking the appropriate scalar derivative. Equation (8) can then be reexpressed as

$$\lambda_t = \lambda_{t-1} + \eta \left( \sum_{i \in S} I(d_t = i) \frac{\nabla \tilde{p}_{t-1}^{(i)}}{\tilde{p}_{t-1}^{(i)}} \right),$$

where the operator ‘$\nabla$’ represents differentiation with respect to the scalar variable $\lambda$ and the gradients can be recursively updated via direct differentiation of Eqs. (6)–(7), resulting in

$$\nabla n_t = \lambda_{t-1} \nabla n_{t-1} + n_{t-1},$$

$$\nabla \tilde{p}_{t}^{(i)} = \left( 1 - \frac{1}{n_t} \right) \nabla \tilde{p}_{t-1}^{(i)} - \frac{\nabla n_t}{n_t^2} \left( I(d_t = i) - \tilde{p}_{t-1}^{(i)} \right).$$

Similar to Eqs. (6)–(7), the gradient updates require minimal storage and can be computed using a constant number of floating point operations per time-step. These time-varying forgetting factors, recursively updated using the stochastic gradient descent method, will be subsequently referred to as adaptive forgetting factors.

In developing the adaptive forgetting factors, a fixed step-size $\eta$ was introduced. The behavior of the forgetting factors, for various choices of $\eta$, has been investigated in Bodenham (2014), and it has been shown that a range of ‘sensible’ values results in favorable behavior of the forgetting factors. From experience, any value $\eta = 10^{-k}$ for $k \in [2, 5]$ results in acceptable performance. There is guidance for tuning $\eta$ online; however, most methods introduce other control parameters that need to be specified. Moving forward, we keep $\eta$ constant, as opposed to introducing other parameters. See Ruder (2016) for a discussion on variations of the gradient descent algorithm.

Figure 2 shows the behavior of the adaptive estimates $\hat{p}$ and the static estimates $\tilde{p}$. In this illustration, $K = 3$ and the estimates were averaged over 5000 data streams, all experiencing a change in distribution at time $t = 500$. Before the change, both estimates are indistinguishable, which is to be expected since during periods of stationarity the adaptive forgetting factors should be close to one (which is precisely the static case). However, after the changepoint, $\hat{p}$ quickly adapts to the probabilities in the new segment, while $\tilde{p}$ struggles to accurately estimate the new probabilities. This is because data prior to the changepoint are contributing equally to $\tilde{p}$, hindering its ability to maintain accurate estimates. We remark that there is a small ‘recovery period’ required for the adaptive estimates to begin accurately estimating a new segment’s probabilities; however, this delay is small relative to the amount of data arriving from the stream and should not be a concern in practical applications. The behavior of $p(t)$ and $\tilde{p}$ during periods of stationarity/drift forms the basis of our change detection method and is discussed in the next section.

### 4 A multinomial change detection method

The intuition behind the multinomial change detection method (MCDM) relies on the behavior of the adaptive ($\hat{p}$) and static ($\tilde{p}$) estimates during periods of stationarity and drift. The idea of comparing the behavior of adaptive and static estimates is an extension of the work in Plasse et al. (2017), where a similar concept was developed for detecting

---

**Fig. 2** An illustration showing the behavior of the adaptive estimates $\hat{p}$ (solid) and the static estimates $\tilde{p}$ (dashed) averaged over 5000 data streams with a change in distribution at time $t = 500$. The multinomial distributions generating the data are $p_k = (1/10, 3/10, 6/10)\top$ before the changepoint and $p_k = (4/10, 5/10, 1/10)\top$ after the changepoint.
changes in a cyber-physical system. As \( \hat{p}_t \) was developed to react quickly to changes in the data-generating process, when the stream experiences drift, the adaptive estimates will respond to the change much quicker than the static estimates, resulting in \( \hat{p}_t \) and \( \hat{p}_t \) diverging. This divergence will be quantified in the next section by appealing to the commonly used Kullback–Leibler (KL) divergence.

### 4.1 KL divergence

The KL divergence introduced by Kullback and Leibler (1951) is a nonsymmetric measure characterizing how one probability distribution deviates from a second distribution. Let \( P \) and \( Q \) be \( K \)-category multinomial distributions with category probability vectors \( p \) and \( q \). Then, the KL divergence between \( P \) and \( Q \) is given by

\[
\text{KL}(P \parallel Q) = \sum_{i \in S} p_i \log \left( \frac{p_i}{q_i} \right),
\]

which is zero if and only if \( p_i = q_i \) for every \( i \in S \).

Suppose \( d_{1:t} \) have been observed, and that \( \hat{p}_t \) and \( \hat{p}_t \) have been recursively computed via the update equations given in Sect. 3. Then, a plug-in estimate for the KL divergence, between two multinomial distributions being monitored by adaptive and static estimates, is given by

\[
\kappa_t = \sum_{i \in S} \hat{p}_t^{(i)} \log \left( \frac{\hat{p}_t^{(i)}}{\tilde{p}_t^{(i)}} \right).
\]

During stationary periods \( \kappa_t \) should be close to zero, and any changes in the data-generating process should result in significant fluctuations in \( \kappa_t \). A change can then be flagged whenever \( \kappa_t > \varepsilon_t \), where \( \varepsilon_t \) is a suitably chosen threshold.

Optimally choosing a threshold in the streaming paradigm remains a challenging task. Typically, e.g., see Ross et al. (2011), the threshold is chosen so that the probability of the detector raising a false alarm remains (approximately) fixed. This can be achieved by performing Monte Carlo simulations before a stream is analyzed in hopes of gaining insight into how the value of the threshold affects the false positive rate. This usually results in a discretization of the threshold values that seem ‘sensible,’ which is of course subjective. This difficulty is exacerbated by the fact that \( \kappa_t \in [0, \infty) \), that is, sensible choices for the threshold are not obvious. In the next section, a proposed solution to this issue is discussed, resulting in easily computable adaptive thresholds.

### 4.2 Adaptive thresholds

In this section, a choice for \( \varepsilon_t \) is developed. Our method introduces a control parameter \( \beta \in (0, 1) \), which has a meaningful interpretation in the context of change detection. Furthermore, this control parameter being bounded in \( (0, 1) \) allows for Monte Carlo simulations to be conducted, as an obvious discretization is available.

A fairly conservative upper bound for \( \kappa_t \) is given by

\[
\kappa_t \leq K \left\| \frac{\hat{p}_t}{\sqrt{\tilde{p}_t}} \right\|_\infty^2,
\]

where \( K \) is the constant number of categories and all operations on the vectors \( \hat{p}_t \) and \( \tilde{p}_t \) appearing on the right hand side of (9) are applied component wise. An adaptive threshold can then be defined as

\[
\varepsilon_t = \beta \left( K \left\| \frac{\hat{p}_t}{\sqrt{\tilde{p}_t}} \right\|_\infty^2 \right).
\]

The value of \( \beta \) can be viewed as an ‘allowance,’ i.e., \( \beta \) determines how large the KL divergence can get in relation to the upper bound before a changepoint is flagged.

As previously mentioned, thresholds are commonly chosen so that the false positive rate remains approximately fixed. This can be equivalently stated as choosing \( \beta \) to maintain, on average, a fixed number of observations processed until a false positive is flagged by the detector. The latter is referred to an average run length in the literature (Page 1954) and is denoted \( \text{ARL}_0 \). This average run length and other performance measures are discussed in Sect. 6.1.

A Monte Carlo simulation was conducted to inspect how different values of \( \beta \) affected \( \text{ARL}_0 \). The category probabilities in each simulation were uniformly sampled from the unit simplex in \( \mathbb{R}^K \), and for every \( \beta \), the MCDM was implemented on 250 data streams of length 5000 with no changepoints present. This is a common way of approximating \( \text{ARL}_0 \), and the results for several values of \( K \) are displayed in Fig. 3. Any \( \beta > 0.1 \) achieved a perfect \( \text{ARL}_0 \) of 5000 and are omitted from the plots. Figure 3 is reminiscent of the trade-off to be considered when developing online detection strategies. It appears that any \( \beta > 0.1 \), for all \( K \) considered, will result in a large \( \text{ARL}_0 \). However, larger values of \( \beta \) will result in the MCDM taking longer to detect any true changepoints, or failing to detect the changepoint entirely. Figure 3 also reveals that, for larger values of \( K \), the MCDM typically performs worse for smaller values of \( \beta \), but quickly begins reporting perfect values of \( \text{ARL}_0 \) when \( \beta \) is slightly increased. Therefore, care must be taken in choosing a value for the allowance \( \beta \).

To extend the results of the simulations, consider a sigmoidal function of the form

\[
\text{ARL}_0(\beta | c_1, c_2, c_3) = \frac{c_1}{1 + \exp \left[ \frac{c_2 - \beta}{c_3} \right]},
\]

for Monte Carlo simulations to be conducted, as an obvious discretization is available.

A fairly conservative upper bound for \( \kappa_t \) is given by

\[
\kappa_t \leq K \left\| \frac{\hat{p}_t}{\sqrt{\tilde{p}_t}} \right\|_\infty^2,
\]

where \( K \) is the constant number of categories and all operations on the vectors \( \hat{p}_t \) and \( \tilde{p}_t \) appearing on the right hand side of (9) are applied component wise. An adaptive threshold can then be defined as

\[
\varepsilon_t = \beta \left( K \left\| \frac{\hat{p}_t}{\sqrt{\tilde{p}_t}} \right\|_\infty^2 \right).
\]

The value of \( \beta \) can be viewed as an ‘allowance,’ i.e., \( \beta \) determines how large the KL divergence can get in relation to the upper bound before a changepoint is flagged.

As previously mentioned, thresholds are commonly chosen so that the false positive rate remains approximately fixed. This can be equivalently stated as choosing \( \beta \) to maintain, on average, a fixed number of observations processed until a false positive is flagged by the detector. The latter is referred to an average run length in the literature (Page 1954) and is denoted \( \text{ARL}_0 \). This average run length and other performance measures are discussed in Sect. 6.1.

A Monte Carlo simulation was conducted to inspect how different values of \( \beta \) affected \( \text{ARL}_0 \). The category probabilities in each simulation were uniformly sampled from the unit simplex in \( \mathbb{R}^K \), and for every \( \beta \), the MCDM was implemented on 250 data streams of length 5000 with no changepoints present. This is a common way of approximating \( \text{ARL}_0 \), and the results for several values of \( K \) are displayed in Fig. 3. Any \( \beta > 0.1 \) achieved a perfect \( \text{ARL}_0 \) of 5000 and are omitted from the plots. Figure 3 is reminiscent of the trade-off to be considered when developing online detection strategies. It appears that any \( \beta > 0.1 \), for all \( K \) considered, will result in a large \( \text{ARL}_0 \). However, larger values of \( \beta \) will result in the MCDM taking longer to detect any true changepoints, or failing to detect the changepoint entirely. Figure 3 also reveals that, for larger values of \( K \), the MCDM typically performs worse for smaller values of \( \beta \), but quickly begins reporting perfect values of \( \text{ARL}_0 \) when \( \beta \) is slightly increased. Therefore, care must be taken in choosing a value for the allowance \( \beta \).

To extend the results of the simulations, consider a sigmoidal function of the form

\[
\text{ARL}_0(\beta | c_1, c_2, c_3) = \frac{c_1}{1 + \exp \left[ \frac{c_2 - \beta}{c_3} \right]},
\]
whose coefficients $c_1$, $c_2$, and $c_3$ can be estimated using the results obtained from the Monte Carlo simulations. Equation (10) can then be inverted so that, given a desired value of ARL₀ (or equivalently a false positive rate), the value of the allowance may be chosen according to

$$\beta = c_2 - c_3 \log \left( \frac{c_1}{\text{ARL}_0} - 1 \right) \quad \text{ARL}_0 < c_1. \quad (11)$$

The coefficients $c_1$, $c_2$, and $c_3$ were computed for each value of $K$ by fitting a self-starting logistic model (Pinheiro and Bates 2000) to the results obtained from the simulations. The values for the coefficients were similar for every $K$, and moving forward, the values $c_1 = 5000$, $c_2 = 0.023$, and $c_3 = 0.001$ are used. As an example, if an ARL₀ of 1000 is desired, Eq. (11) yields an allowance of $\beta = 0.021614$.

A few comments are in order. First, observe that the estimated coefficient $c_1$ is the length of the streams in the simulation study. This is intuitive as $c_1$ in Eq. (10) represents the horizontal asymptote of the sigmoid. If larger values of ARL₀ are desired, these simulations can be repeated increasing the length of the data streams. Secondly, the only quantity required to compute the adaptive thresholds is a specified value for ARL₀ (or equivalently a false positive rate). In many applications, these quantities, unlike previous work, can be chosen without having to rely on unknown characteristics of the stream. Lastly, we remark that other measures, such as the Hellinger distance or symmetric versions of the KL divergence, could have been used in the development of the MCDM—all that is required is an upper bound on the measure so the adaptive thresholds can be defined. Using other measures would result in different coefficients for the sigmoid function in (10), that is, $\beta$ is measure dependent. However, as the allowance is tuned to approximate a desired value of ARL₀, the MCDM will behave similarly for various measures. Due to this, we favor the well-studied KL divergence and other measures are beyond the scope of this work.

At this stage, an entire framework for sequentially and adaptively monitoring a multinomial distribution has been developed. Based on the framework, an MCDM was constructed which requires few values to be specified. The values that must be chosen by a practitioner are: the length of the grace period, a value of ARL₀ so that $\beta$ may be computed, and the step-size used in tuning the forgetting factors. These quantities, unlike previous work, can be chosen without having to rely on unknown characteristics of the stream. Additionally, the length of the grace period and ARL₀ can be chosen in terms of constraints on the false positive rate, which are typically available in practice. In Sects. 6 and 7, the effectiveness of the MCDM will be shown on synthetic and real data streams.

5 Comparison methods

This section discusses four methods that the MCDM will be compared to in the simulation study of Sect. 6. Two methods are nonsequential change detectors whose computational complexity is too demanding for streaming applications. However, in the absence of a state-of-the-art streaming detector for categorical data, these methods provide benchmarks for the MCDM. The other two detectors are suitable for streaming data and are commonly used in the literature.

5.1 Bernoulli CUSUM

In the statistical quality control literature, control charts are commonly used to detect changes in a stochastic process. One such chart, briefly mentioned in Sect. 1.1, is the CUSUM chart introduced in Page (1954). One modifica-
tion of the CUSUM chart was presented in Reynolds Jr and Stoumbos (1999, 2000) and makes the chart applicable to streams of Bernoulli random variables. These modifications are briefly stated below, where the notation used follows that of Reynolds Jr and Stoumbos (1999). See Montgomery (2007) for a thorough discussion of the CUSUM chart as well as other techniques used in quality control.

Suppose \( X_{1:T} \sim \text{Bernoulli}(p_0) \), where the parameter \( p_0 \) is commonly referred to as the in-control value of the stochastic process. The control chart aims to detect a change (either an increase or decrease) in \( p_0 \) to some out-of-control value. For detecting increases and decreases in \( p_0 \), respectively, the out-of-control parameters will be denoted by \( p_1^+ \) and \( p_1^- \).

Detecting an increase in \( p_0 \), where the terms fraction conforming and nonconforming are typically used (Montgomery 2007), is frequently a primary concern. This is typical in applications where \( p_0 \) would represent the probability of finding a defect in some manufactured item. Clearly, decreases in \( p_0 \) are of no concern in this scenario. However, since this work is concerned with monitoring a multinomial distribution for multiple changes, increases and decreases in \( p_0 \) must be considered.

The Bernoulli CUSUM chart sequentially monitors statistics defined by

\[
B_t^+ = \max \{ 0, B_{t-1}^+ \} + (x_t - \gamma^+) , \\
B_t^- = \min \{ 0, B_{t-1}^- \} + (x_t - \gamma^-) ,
\]

where \( \gamma^+ \) and \( \gamma^- \) are commonly called the reference values (Reynolds Jr and Stoumbos 1999) and \( x_t \in \{0, 1\} \) is a realization of the random variable \( X_t \). The reference values may be chosen using the sequential probability ratio test (Ghosh and Sen 1991) representation of the chart (Page 1954). This leads to \( \gamma^+ = r_1^+/r_2^+ \), where

\[
r_1^+ = -\log \left( \frac{1 - p_1^+}{1 - p_0} \right) , \quad r_2^+ = \log \left( \frac{p_1^+(1 - p_0)}{p_0(1 - p_1^+)} \right) ,
\]

and the asterisk symbol, for brevity, assumes a value in \( \{+,-\} \). The chart flags a change whenever \( |B_t^+| > \gamma^+ \) for suitably chosen control parameters \( \gamma^+ \). These control parameters remain fixed until a change is flagged by the detector where an intervention procedure, such as the grace period in Sect. 2.2, is then implemented to reinitialize the chart.

Similar to Sect. 4.2, the values for \( \gamma^+ \) are typically chosen to approximate a desired value of ARL0. We adopt the corrected diffusion approximation discussed thoroughly in Reynolds Jr and Stoumbos (1999), which is an extension of the work in Siegmund (1979) to choose the values of \( \gamma^+ \). Subsequently, the CUSUM chart with Bernoulli modifications will be referred to simply as the CUSUM chart.

The values that dictate when the chart becomes out of control are parameters that must be specified by the user, and are difficult to set in the multiple changepoint setting. This is because the control parameters are typically chosen to detect a change of a certain magnitude. In the multiple changepoint scenario where changes of varying magnitudes will exist, choosing values for these parameters becomes non-trivial. Further, depending on the value of \( p_0 \), there may be issues in choosing \( p_1^+ \) as it may be too close to the boundary of \([0, 1]\).

As described, the CUSUM chart is not suitable for detecting changes in a multinomial distribution. Thus, when implementing the chart, the binarization of the categorical process given by (2) is used. The binarization is a multivariate stream, whereas the proposed CUSUM chart is univariate. The chart is therefore implemented on each component of the vectors appearing in (2). Given a single data stream, this will require \( K \) runs of the chart, which will increase the amount of computation needed to process the stream.

It should be taken into account that multivariate control charts such as the multinomial CUSUM chart discussed in Sect. 1.1 exist. See Bersimis et al. (2007) for an excellent survey. However, most of the multivariate charts assume the observations are continuous and are not directly relevant to this work. Further, since it is impractical to specify the directions of the out-of-control parameters for every changepoint, we follow the advice of Ryan et al. (2011), who recommend using \( K \) Bernoulli charts in replace of a multinomial CUSUM chart.

### 5.2 CPM

The R package \texttt{cpm} (Ross et al. 2015) provides various changepoint models for the parametric or nonparametric detection of multiple changepoints in a univariate data stream. Each method assumes \( X_t \sim F_t \) for some known or unknown distribution \( F_t \), and a change is detected whenever \( D_t > h_t \), for a suitably chosen test statistic \( D_t \) and threshold \( h_t \).

There are several models implemented in the \texttt{cpm} package which may be used as a comparison method. However, a complete contrast of the MCDM to this R package is not in the scope of the paper. Therefore, in what follows the computation of \( D_t \) is based on the Mann–Whitney test which has been investigated in Hawkins et al. (2003) and Pettitt (1979). This test makes no assumptions on the distribution generating the observations and has been extended to the streaming setting in Ross et al. (2011). Further, the sequence of thresholds \( h_t \) is computed, similar to this work, via Monte Carlo simulation. This method, subsequently denoted by CPM, is sufficient for our purposes. Lastly, similar to the CUSUM chart, the CPM method must be implemented on the binarizations of the data stream, requiring \( K \) runs of the method to analyze a single data stream.
5.3 ECP

A nonsequential alternative, which can handle multivariate data, is provided in the R package ecp (James and Matteson 2013). This package can detect multiple changepoints via a divisive or agglomerative approach. The divisive method sequentially searches for changepoints by applying a bisecting technique, whereas, the agglomerative method determines an optimal partitioning. The divisive approach is used in the sequel, and this method will be referred to as ECP.

The divisive procedure available in the ecp package is based on work developed in Matteson and James (2014) and assumes that the multivariate observations are independent with a finite kth absolute moment for some k ∈ (0, 2]. A divergence measure is then used to detect distributional changes, which is based on the energy statistic developed in Szekely and Rizzo (2005). The significance of an estimated changepoint is assessed via a permutation test which requires a specified number of maximum permutations M to be prescribed. A significance level α for the test is also required.

The computational complexity of the divisive approach is quadratic making it ill-suited for streaming data. However, since this is a nonsequential method which utilizes multiple passes through the data, it provides a good benchmark for the MCDM. Since this method can handle multivariate data, unlike CUSUM and CPM, it can be directly applied to the data stream in (2) without having to consider each component of the vectors separately.

5.4 PELT

The pruned exact linear time (PELT) method was introduced in Killick et al. (2012) and is implemented in the R package changepoint (Killick and Eckley 2014). This method is able to detect multiple changepoints in a nonstationary time series by utilizing several passes over the data. Hence, PELT will also not be suitable for a majority of streaming applications. Nonetheless, this method will provide a good benchmark when investigating the performance of the MCDM.

Given a cost function, PELT is able to return an optimal segmentation of the data by applying a modification to the optimal partitioning algorithm (Jackson et al. 2005). Provided certain assumptions hold, such as the number of changepoints increasing linearly with the size of the data, PELT has a linear computational cost. This is an improvement from optimal partitioning and ECP which have quadratic computational costs. However, if assumptions fail to hold the worst-case complexity is also quadratic in the length of the data. The changepoint package is currently designed for univariate time series, thus PELT is implemented over K data streams where each stream is a sequence of vector components given by (2). If desired, a multivariate cost function could be prescribed to PELT, allowing the method to analyze a stream in one run; however, using the binarization is sufficient for our purposes.

Table 1 displays the methods, whether or not they are applicable to the streaming setting, if they are implemented on the categorical stream given in (1) or the binarizations provided in (2), how many runs are required given a single data stream, and if a publicly available R package is used to obtain results in the simulation section.

6 Simulation study

In this section, the MCDM is implemented on synthetic data streams and compared to the methods discussed in Sect. 5. Section 6.1 introduces performance measures used to compare the detectors, and Sect. 6.2 discusses the experimental design of the simulations. A way of synthetically generating changepoints so streaming and non-streaming algorithms may be fairly compared is also introduced. Section 6.3 analyzes the results.

6.1 Performance measures

Two commonly used performance measures for change detection algorithms are the average run lengths ARL0 and ARL1 (Page 1954). The scalar ARL0 can be defined as the average number of observations processed until a false positive is flagged and was fundamental in developing a way for choosing the parameter β in Sect. 4.2. The other average run length, ARL1, is defined as the average detection delay. In practice, higher values of ARL0 and lower values of ARL1 suggest that a change detector is performing favorably; however, there is a trade-off to consider as either of the run lengths can be improved at the expense of the other. To compute the average run lengths exactly would require the distributions of ARL0 and ARL1, which in most cases are difficult to obtain. Therefore, it is customary to approximate the run lengths via Monte Carlo simulation.

The average run lengths are not complete measures of performance in the multiple changepoint scenario as they do
not take into consideration how many changepoints a detector flags nor the number of changepoints that remain undetected. Due to this, the proportion of changepoints correctly detected (CCD) and the proportion of detections that are not false (DNF) are considered. Both CCD and DNF assume values in $[0, 1]$, with values closer to one (for both measures) indicating better performance. As an example, a CCD and DNF both equaling one indicate that a detector correctly identified all changepoints while raising no false alarms. Similar to the average run lengths, these quantities are approximated via Monte Carlo simulation; see Bodenham (2014) for more discussion.

### 6.2 Experimental design

All methods are implemented on 2000 Monte Carlo replicates, where the length of each changepoint stream is a function of parameters introduced in this section. The number of categories and changepoints in each stream, respectively, assume values in the sets $K \in \{3, 6, 10, 25\}$ and $m \in \{0, 1, 5, 10\}$.

How the changepoints are generated in each stream warrants discussion. As sequential and nonsequential detectors are being compared, care needs to be taken in what constitutes a ‘true detection,’ sequential detectors will never correctly flag a changepoint before one occurs; however, nonsequential detectors may accurately detect a change before the actual location of the changepoint. These detections should not be ignored; therefore, a ‘bubble’ is defined around the location of each changepoint. More precisely, suppose $\tau$ is a changepoint location and let $\xi \in \mathbb{Z}^+$. Then, for the nonsequential detectors, any detection made in the interval $[\tau - \xi, \tau + \xi]$ is considered a true detection; whereas, the true detection region for sequential detectors is defined as $[\tau, \tau + \xi]$. Any detector that does not flag a change within $\xi$ time-steps of the true location (on either side of $\tau$ for nonsequential detectors) is said to have missed the detection.

How the changepoints are generated depends on the value of $m$. When $m = 0$, there is no changepoint to generate, and when $m = 1$, the changepoint is randomly placed near the middle of the stream. In the case where $m > 1$, a changepoint generation scheme similar to that in Bodenham and Adams (2017) is used. That is, the changepoints are generated according to

$$
\begin{align*}
\tau_1 &= 2\xi + \rho + v_1, \\
\tau_k &= \tau_{k-1} + 2\xi + \rho + v_k & k = 2, \ldots, m,
\end{align*}
$$

where $\rho \in \mathbb{Z}^+$ is a ‘pad’ parameter to ensure that the true detection regions around the changepoints do not overlap and $v_k \sim \text{Poisson}(r)$.

Under this scheme, the expected length between consecutive changepoints is $2\xi + \rho + r$. Given an average length between changepoints $L > 2\xi + \rho$, the rate parameter $r$ is chosen as $r = L - 2\xi - \rho$. The length of the stream $S$ is then taken to be the smallest integer multiple of 2500 satisfying $S > m(2\xi + \rho + r)$. When $m = 0$ or $m = 1$, the length of the stream is taken as $S = 5000$. Additionally, $(\xi, \rho, L) = (50, 20, 500)$ are chosen. Note that these values are only used in the generation of the changepoint locations and are not control parameters for any particular method.

For the MCDM, the length of the burn-in and grace period regions is chosen as $B = S/10$ and $G = 100$. Burn-in periods are typical in applications and are used to obtain initial parameter estimates for the category probabilities. Care was taken so that these values were used similarly in the other change detection methods. For example, in the R packages changepoint and ecp, the scalar $G$ was used as the minimum segment length between changepoints. Moreover, the MCDM and the CPM and CUSUM methods allow for a desired value of ARL$_0$ to be specified. This is chosen as 2000, resulting in an allowance parameter for the MCDM being $\beta = 0.022594$. The step-size used in the gradient descent step for the MCDM is chosen as $\eta = 10^{-3.5}$, which has been previously shown to result in favorable behavior of the forgetting factors; refer to Anagnostopoulos et al. (2012) and Bodenham and Adams (2017).

The CUSUM chart must be implemented over $K$ data streams. Thus, the in-control and out-of-control parameters are actually vectors of length $K$ and will be denoted by $p_0$, $p_0^+$, and $p_0^-$. The in-control vector $p_0$ is estimated via a burn-in period of length $B$, and the components are truncated to the interval $[p_{\text{min}}, p_{\text{max}}]$ to ensure no component is too close to the boundary of $[0, 1]$. The out-of-control vectors are then chosen as

$$
\begin{align*}
p_0^+ &= \min \{1, p_0 + \delta\}, \\
p_0^- &= \max \{0, p_0 - \delta\},
\end{align*}
$$

where $\delta \in \{0.01, 0.1, 0.25, 0.5\}$ determines the magnitude of the change one is looking to detect, and the minimum and maximum are applied component wise. The truncation parameters in the simulations are given by $(p_{\text{min}}, p_{\text{max}}) = (0.001, 0.999)$.

Lastly, for ECP the maximum number of allowed permutations was set to $M = 30$, and the significance level for the permutation test was chosen as $\alpha = 0.05$. For the methods whose R implementations are being used, all other parameters not mentioned are chosen according to the package defaults.

### 6.3 Results

Results for the simulations are summarized in Fig. 4, Tables 2 and 4 (found in the ‘Appendix’ and displays all numerical results). Figure 4 displays the differences between the MCDM and a competing methods performance measure, so that any point appearing above the line $\gamma = 0$ indicates that the MCDM reported better performance. The vertical dashed
lines partition the plots by values of $K$, where from left to right the value of $K$ increases. When estimating ARL$_1$, only detections made within the allowed detection regions contributed to the value of ARL$_1$, that is, if a detector missed a detection, it did not worsen the ARL$_1$. Thus, the proportion of simulations where the changepoint was correctly identified is also investigated; these are provided in Table 2.

Consider the ARL$_0$ results in the top left of Fig. 4. From the figure, we see that the MCDM reported better ARL$_0$ values only when compared to the CUSUM method (for $K < 25$). The desired value of ARL$_0$ was chosen as 2000. Averaging over $K$, the MCDM reports a value of 2021.73, reinforcing the validity of our approach for choosing the allowance parameter $\beta$ (refer to Table 4 for the numerical values for ARL$_0$). Now, examine the ARL$_1$ results displayed in the top center plot of Fig. 4. In this case, the MCDM reported better values for ARL$_1$ only when compared to the CPM method (for $K > 6$). Although after rescaling this run length, even though most of the competing methods report smaller detection delays, the MCDM is reporting values close to the other methods, relative to the size of the stream. Further, inspection of Table 2 shows that the MCDM correctly detects the change in a large proportion of simulations. Notice that when $K = 25$, the CPM and PELT methods, respectively, only correctly detected the changepoint 9% and 23.5% of the time, whereas the MCDM was able to correctly identify 82% of the changes. For both average run lengths, the best performance is typically obtained by the nonsequential detectors. This is not surprising as these methods are able to make multiple passes over the data.

The top right plot, as well as the bottom row of plots in Fig. 4 display the CCD and DNF results. This corresponds to the multiple changepoint scenario and highlights the advantages of our approach. As seen from the figure, the MCDM outperforms all of the sequential detectors and even outperforms PELT in terms of CCD (and DNF when $K = 25$). The only method which seems to consistently outperform the MCDM is the ECP method. However, due to the quadratic time complexity of this method, this approach is unsuitable for streaming data and has only been included as a benchmark. To reinforce this, when $(S, K, m) = (7500, 25, 10)$, the ECP method took, on average, over 20 min to run per simulation, whereas the MCDM method attained similar performance in roughly 2 seconds per simulation.
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These simulations provide several rewarding conclusions. First, the MCDM provides comparable performance in terms of average run length and provides significant improvements in the multiple changepoint scenario. Only the ECP method is able to consistently perform well, but is a rather unfair comparison due to its high computational demands, whereas the MCDM is suitable for streaming data and does not sacrifice much in terms of detection power. Secondly, given a specified ARL₀ (equivalently, a false positive rate), the choice of β leads to the MCDM approximately respecting this desired run length. Specifying a value for ARL₀ is not a burden in practice, as many practitioners have an idea of how many false positives can be tolerated for a given application. In the next section, the MCDM is implemented on a real-world data stream originating from Imperial College London’s computer network.

### 7 Real data example

Lewis (2008) has estimated that cyber-crime costs approximately $600 billion per annum. The ability to dynamically monitor network traffic in real time for malicious activity is therefore a pressing concern. In this section, a stream of nearly 40 million computer network events collected from Imperial College London is monitored for changes. The data are discussed in Sect. 7.1, and the MCDM is implemented on the stream in Sect. 7.2 to highlight that the method is suitable for high-frequency data streams occurring in practice. The network traffic has no ground truth labeling of malicious activity, as is frequently the case in cyber-security (Anagnostopoulos 2018). To provide meaning to our results, in Sect. 7.3 the data are modified to mimic the WannaCry cyber attack (Mohurle and Patil 2017), which took place in May 2017.

### 7.1 The data

The data consist of a sequence of network events collected from a single router in the Imperial College London computer network. Each event relates to a communication between devices, and only the ‘well-known’ transmission control protocol (TCP) events are considered. Much TCP activity is well defined by the ‘destination port,’ which often indicates the type of activity and is assigned an integer in [0, 1023]. Refer to Comer (2000) for more on TCP protocols. The focus of this section is to highlight that the MCDM is appropriate for large-scale, high-frequency data streams, and a complete investigation of this network is beyond the scope of the paper.

A total of 39,031,345 events produce a sequence of well-known TCP destination ports, collected over a day in 2015, and make up the data stream to be analyzed. Table 3 displays the top ten ports present in the data, which make up nearly 98% of the entire stream. In consequence, the 1024 destination ports are condensed to the ten ports appearing in Table 3, and an ‘other’ category representing any port not appearing in the table.

Since the stream consists of over 39 million observations, previous methods that required more than a single run to analyze the data are not suitable for the TCP stream. This would require nearly 440 million observations to be processed, as there are 11 categories present in the stream. The ECP method can detect changes in a single run over the data, but is also not applicable due to its high computational complexity. Henceforth, only the MCDM is implemented on the TCP data stream, and results are discussed in the next two sections.

### 7.2 Unmodified TCP stream

In this section, the MCDM is implemented on the TCP stream. A burn-in period of length 9,031,345 is used, resulting in a stream of 30 million destination ports being...
monitored for changes. In cyber-security, practitioners will typically have a rough estimate as to how many false positives can be tolerated throughout the day, as examining detections may be time-consuming and costly. The value of $G$ is chosen to coincide with these concerns since it provides a lower bound on $\text{ARL}_0$, and moving forward the length of the grace period is chosen as $G = 135600$. This results in approximate $5$ min grace periods as the TCP data arrive at a rate of approximately $452$ per second.

Choosing the allowance parameter $\beta$ merits discussion. Cyber analysts are interested in detectors which flag few false positives, or equivalently, detectors which exhibit large values of $\text{ARL}_0$. Since a large amount of data are collected each day, to meet practitioner’s demands would require an $\text{ARL}_0$ on the order of millions. Indeed, to flag a false positive roughly every hour in the TCP stream requires an $\text{ARL}_0$ larger than $1.6$ million. At the present time, we are unaware of any literature that can choose model parameters to accurately obtain an $\text{ARL}_0$ on this order of magnitude, and we remark that this provides a promising direction for future work. Moving forward, a set of Monte Carlo simulations was conducted with $S = 20,000$ and an allowance parameter $\beta = 0.077$ was computed, resulting in the MCDM having an $\text{ARL}_0$ roughly equal to $20,000$.

Implementing the MCDM took roughly $9$ h to run over the $30$ million destination ports. The MCDM can therefore process a day’s worth of network data in less than $24$ h, making the MCDM a suitable method for the TCP stream. A histogram displaying the time elapsed (in minutes) between consecutive detected changepoints is displayed in Fig. 5. Recall that $G$ was chosen to result in an approximate $5$ min grace period, and since data arrives irregularly from the router, detections could theoretically occur in under $5$ min. Given the choice for $G$ and $\beta$, we would expect the MCDM to flag a detection, on average, roughly every $5.74$ min (vertical dashed line in Fig. 5). From the histogram, we see that the detections made by the MCDM behave as expected, reinforcing that the control parameters can be chosen based on practical considerations, and can be successfully applied to a real-world data stream.

The TCP data have no ground truth accompanying it, that is, both the existence and location of potential changepoints are unknown. The purpose of this section was to illustrate that the MCDM scales well with the size of the data and is suitable for real-world problems. In the next section, the TCP data are tampered with so that there is a change in the sequence of destination ports.

7.3 WannaCry

The WannaCry attack took place in May 2017 and is estimated to have affected over $200,000$ devices running the Windows operating system, spanning over $150$ countries (Mohurle and Patil 2017). The attack exploited Windows’ server message block (SMB) protocol and encrypted valuable data on the user’s machine. The user was then issued a ‘ransom message’ asking to be paid in the Bitcoin cryptocurrency in exchange for a decryption key.

The SMB protocol can run directly over TCP port $445$, or via the Netbios API, which may run over TCP port 139 (Parziale et al. 2006)—both of these ports appearing in Table 3. To mimic the WannaCry attack in the sequence of destination ports, these specific ports are tampered with. Specifically, an attack begins at $11:00:00$ and lasts until $11:10:00$. Starting at $11:00:00$, in minute intervals, one of the ports exhibits a burst in activity which lasts for a short period of time. This is done in such a way that the frequency of the tampered ports is inflated by approximately $10\%$ in the data stream.

The values for $G$ and $\beta$ discussed in Sect. 7.2 are also used when inspecting the altered data stream. The MCDM flagged two detections during the attack period at times $11:00:29$ and $11:08:10$, which were not flagged when deploying the MCDM over the stream without the attack. It is therefore sensible to conclude that the MCDM was indeed successful in detecting the attack.

8 Conclusions

The detection of multiple changepoints in categorical data streams is a nontrivial issue and has not received a significant amount of attention in the literature. The presence of several changepoints makes it particularly difficult to jus-
tify setting control parameters, such as fixed thresholds used to detect changepoints, or constant width sliding windows. To the best of our knowledge, this is among the first works to present a method for detecting changes in categorical data streams, while providing a practitioner with evidence on how to choose the parameters that are introduced.

To implement the MCDM requires three values to be specified: the length of the grace period, the desired value of ARL0, and the step-size used in tuning the forgetting factors. The first two can be chosen based on a minimum, and average desired false positive rate. These values do not depend on unknown dynamics of the stream, and the ability to choose them given constraints on the number of false positives is an attractive quality. Recent literature has investigated the step-size parameter used in tuning the adaptive forgetting factors, and it has been observed that a range of values lead to desirable behaviors. Future work will develop streaming methods for this parameter. Although the number of parameters is not necessarily less than other existing methods, we remark that, unlike existing work, they can be chosen without relying on unknown characteristics of the stream.

In conclusion, the MCDM presents several novel contributions, such as: a way of comparing the behavior between adaptive and static estimates for the multinomial distribution, and an adaptive thresholding technique which can be computed requiring only a desired value for the false positive rate. The MCDM is also robust to missed detections, as the adaptiveness of the forgetting factors will result in accurate estimates regardless of how many changes the stream experiences. Through simulations, the MCDM was shown to accurately detect multiple changepoints with minimal storage/computational overhead while being compared to commonly used sequential and nonsequential detectors. The MCDM was also implemented on nearly 40 million observations, reinforcing that the method is suitable for applications which continuously generate a large amount of data.
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Appendix

See Table 4.

Table 4 A summary of performance measures for every method and for every \( K \in \{3, 6, 10, 25\} \) used in the synthetic simulations

|       | MCDM | CPM | \text{CUSUM}(0.01) | \text{CUSUM}(0.10) | \text{CUSUM}(0.25) | \text{CUSUM}(0.50) | ECP | PELT |
|-------|------|-----|-------------------|-------------------|-------------------|-------------------|-----|------|
| \( m = 0 \) |      |     |                   |                   |                   |                   |     |      |
| 3     | 3144.36 | 4354.73 | 1307.16 | 1399.68 | 1584.99 | 1653.98 | 4931.77 | 5000.00 |
| 6     | 2343.87 | 4177.44 | 1267.62 | 1340.74 | 1410.92 | 1476.76 | 4910.33 | 5000.00 |
| 10    | 1739.37 | 4350.91 | 1312.09 | 1318.60 | 1377.61 | 1500.90 | 4918.65 | 5000.00 |
| 25    | 859.30  | 4790.01 | 1282.66 | 1300.60 | 1365.82 | 1441.71 | 4905.93 | 5000.00 |
| \( m = 1 \) |      |     |                   |                   |                   |                   |     |      |
| 3     | 22.78  | 12.20 | 18.89 | 12.45 | 9.32 | 8.38 | 2.11 | 1.23 |
| 6     | 20.85  | 19.33 | 16.14 | 11.00 | 9.16 | 9.05 | 2.03 | 1.45 |
| 10    | 21.94  | 27.03 | 14.43 | 9.91 | 8.52 | 8.86 | 1.96 | 3.05 |
| 25    | 26.44  | 33.05 | 10.49 | 7.85 | 7.10 | 7.51 | 2.16 | 9.10 |
| \( m = 5 \) |      |     |                   |                   |                   |                   |     |      |
| 3     | (0.96, 0.86) | (0.69, 0.79) | (0.63, 0.06) | (0.77, 0.08) | (0.78, 0.08) | (0.76, 0.08) | (1.00, 0.99) | (0.61, 0.99) |
| 6     | (0.97, 0.82) | (0.32, 0.51) | (0.39, 0.04) | (0.57, 0.06) | (0.56, 0.06) | (0.53, 0.06) | (1.00, 0.99) | (0.20, 0.95) |
| 10    | (0.96, 0.75) | (0.12, 0.29) | (0.28, 0.03) | (0.44, 0.05) | (0.41, 0.05) | (0.38, 0.05) | (1.00, 0.99) | (0.05, 0.86) |
| 25    | (0.88, 0.57) | (0.01, 0.05) | (0.18, 0.03) | (0.24, 0.03) | (0.22, 0.03) | (0.20, 0.03) | (1.00, 0.99) | (0.00, 0.14) |
| \( m = 10 \) |      |     |                   |                   |                   |                   |     |      |
| 3     | (0.96, 0.88) | (0.70, 0.80) | (0.64, 0.07) | (0.77, 0.09) | (0.77, 0.09) | (0.76, 0.08) | (1.00, 1.00) | (0.60, 1.00) |
| 6     | (0.97, 0.85) | (0.32, 0.51) | (0.39, 0.05) | (0.57, 0.07) | (0.56, 0.07) | (0.53, 0.07) | (1.00, 1.00) | (0.18, 0.97) |
| 10    | (0.96, 0.81) | (0.13, 0.30) | (0.28, 0.04) | (0.44, 0.06) | (0.42, 0.06) | (0.39, 0.05) | (1.00, 1.00) | (0.04, 0.91) |
| 25    | (0.88, 0.64) | (0.01, 0.06) | (0.18, 0.03) | (0.25, 0.04) | (0.23, 0.04) | (0.21, 0.03) | (1.00, 1.00) | (0.00, 0.18) |

When \( m = 0 \) and \( m = 1 \), respectively, the table shows results for ARL0 and ARL1. For \( m > 1 \), the entries in the table are tuples of the form (CCD, DNF) corresponding to the multiple changepoint setting—the focal point of the paper. Larger values for ARL0, CCD and DNF and lower values of ARL1 are indicative of a method performing favorably. For CUSUM, the value in parenthesis corresponds to the value of \( \delta \) used in the simulations.
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