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Abstract This paper studies role of agglomeration externalities and market structure in determination of total factor productivity (TFP) of Ukrainian firms, having controlled for individual firm characteristics. We use micro-level data for manufacturing and service sectors in years 2005 and 2013. Our empirical results confirm the importance of various agglomeration externalities as well as competition in determination of TFP of Ukrainian firms. In addition, we find the statistically significant link between the total factor productivity, intangible assets, capital intensity, firm size, ownership status and firm internationalization (exports and imports).

JEL Classification L11 · O33 · P33 · R12

1 Introduction

After the collapse of the Soviet Union in 1991, Ukraine emerged as an independent country and followed its own way of economic and political transition. Since the beginning of the 1990s, Ukraine has been struggling with transforming its economy from
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central planning into an open market economy. The change in the political leadership and declarations for deeper economic reforms as well as recent signing the free trade agreement with the EU create new opportunities and prospects for economic recovery and improved performance of Ukrainian enterprises. However, up to now there have been relatively limited empirical evidence on the performance of Ukrainian enterprises, especially in the regional context.

There have been several studies on the performance of enterprises in Ukraine. However, so far no attempts were made to study empirically the relationship between agglomeration externalities and firm productivity for Ukrainian enterprises in the regional context. Therefore, the primary goal of this paper is to investigate empirically the factors that affect the firm productivity in manufacturing and service industries in Ukraine with the special role devoted to various agglomeration externalities and the market structure. In particular, we distinguish between specialization, diversification and competition externalities.

Aside from the purely academic point of view, the analysis of agglomeration economies and market structure has potentially very important policy implications. Since the 1980s, agglomeration economies have been used to justify cluster policies by national and local governments also in many countries other than Ukraine including Germany, Brazil, Japan, South Korea and Spain. More recently, similar policies were implemented also in France and some of those policies turned out to be very costly. For example, according to Martin et al. (2011) 1.5 billion euro has been devoted to the so-called “competitiveness clusters” policy by the French government from the 2005 to 2008 and 2009 to 2011 periods. Therefore, to be able to better understand whether there is such a case for public intervention it is important first to evaluate empirically the importance of various agglomeration economies. In particular, it is necessary to study whether productivity of a firm indeed increases when other firms from the same industry or from another industry decide to locate nearby.

The structure of this paper is organized as follows. In the next section, we provide the literature review of the existing empirical studies on regional externalities associated with knowledge spillovers. Then, we discuss various measures of agglomeration externalities and market structure. Subsequently, we describe the estimating equation and the properties of the dataset. Finally, we present and discuss our empirical results. The last section concludes with the summary of main findings and directions for future research.

2 Literature review

The interest in studying the role of agglomeration economies in determining firm productivity goes back at least to Marshall (1890) who proposed a number of reasons for existence of agglomeration externalities. In the modern terminology, Marshallian externalities may arise because of (i) knowledge spillovers between firms, (ii) highly specialized labor force based on the accumulation of human capital, (iii) backward and forward linkages associated with large local markets. The idea that increasing returns are external to the firm but internal to the industry was later employed in many...
theoretical models including those proposed by Arrow (1962) and Romer (1986). In the seminal empirical study Glaeser et al. (1992) called the aforementioned type of externalities Marshall–Arrow–Romer (MAR) spillovers. Moreover, according to the MAR approach monopoly should be associated with faster firm growth because the firm can internalize innovations more efficiently in a monopolistic market, in which there are no other firms to imitate its ideas.

In contrast, Jacobs (1969) in her highly influential book argued that knowledge spillovers are related to urbanization, in which diversity of technologies and industries should lead to the faster flows of ideas and higher productivity. In particular, she claimed that the close proximity of firms from various industries would stimulate productivity and firm growth within cities. According to her view, diversity of various industries should speed up the transfer of knowledge between individuals and motivate the innovations in firms. In addition, she postulated that a more competitive market structure should be associated with faster innovation. In the context of urbanization, she argued that even if a city is specialized in some sets of industries, the demand for raw materials and even other final goods and services could lead to the birth and growth of other industries within the same region.

Finally, Porter (1990) proposed an alternative view on the role of knowledge spillovers and the market structure that combined some elements of the two previous approaches. On the one hand, he emphasized the positive role of increased specialization, while on the other tougher competition in the faster industry growth. Similar to the MAR approach, Porter (1990) claimed that there is a positive impact of intra-industry externalities on growth which means that the increased specialization should stimulate growth. However, similar to Jacobs (1969) he also argued that more local competition among the firms of the same industry could facilitate the flows of ideas between economic agents.

The empirical studies of externalities have a long history in the economic literature. The majority of empirical work focused on static externalities related to immediate information about current economic conditions. Two main types of static externalities were distinguished: (i) localization economies in which a firm benefits from the presence of other local firms in the same industry Henderson et al. 1995 and (ii) urbanization economies in which a firm benefits from overall local urban scale and diversity.

In contrast, dynamic externalities deal with the role of prior information accumulations in the local area on current productivity. Such accumulations are fostered by a history of interactions and cultivated long-term relationships. This results in a buildup of local knowledge available to firms in a given area. Similarly to the case of static externalities also two main types of dynamic externalities were distinguished: (i) Marshall–Arrow–Romer (MAR) localization economies that concern knowledge spillovers between local firms in the same industry and (ii) Jacobs (1969) urbanization economies which derive from the transfer of knowledge from outside the core industry.

---

1 In one of the earliest theoretical studies on the sources of economic growth, Romer (1986) proposed a formal model in which knowledge of other firms was assumed to be an important input in the production function of an individual firm leading to increasing returns.
The MAR hypothesis also predicts that local monopoly encourages growth since it restricts the flows of ideas to other firms and allows potential externalities to be internalized by the innovator. However, this view has been questioned by Porter (1990) who generally agrees with the MAR hypothesis that knowledge spillovers in specialized geographically concentrated industries stimulate growth but argues instead that local competition, as opposed to local monopoly, fosters the pursuit and rapid adaptation of innovation.

The empirical literature on the role of agglomeration economies was initiated by two empirical studies on localization and urbanization economies that were undertaken for the US cities and metropolitan areas in the early 1990s. In particular, in their seminal study Glaeser et al. (1992) employed the OLS method to test for these externalities using industry-level data on 170 largest US cities during the period 1956–1987. According to their findings, urban diversity and local competition, but not regional specialization encouraged employment growth in industries. This means knowledge spillovers occur between rather than within industries which was consistent with the Jacobs hypothesis and contradicted the MAR hypothesis.

In the follow-up study, Henderson et al. (1995) used a very similar approach to Glaeser et al. (1992). Their dataset included eight different industries of about 224 metropolitan statistical areas in the USA during the period 1970–1987. However, in contrast to the previous study, they divided industries into two main categories: mature industries and new high-tech industries. For the mature industries, they found evidence of MAR externalities but not of Jacobs externalities. However, for the new high-tech industries they reported evidence of both Jacobs and MAR externalities.

In the later years, many empirical studies for other countries followed. Positive, negative and insignificant impacts of three types of externalities were found in those studies. Recent examples of such studies include de Groot and de Vor (2010) and Pessoa (2014). However, up to now there is very limited literature on Ukrainian enterprises that is based on firm-level data to study determinants of productivity. None of them, however, studies the role of agglomeration externalities in the determination of firm-level productivity.

For example, Brown et al. (2006) studied the effect of privatization on total productivity using comprehensive panel data on initially state-owned manufacturing firms in four economies—Hungary, Romania, Ukraine and Russia. They employed preferred random growth estimates and found positive total factor productivity effects of 15% in Romania, 8% in Hungary and 2% in Ukraine, but a −3% effect in Russia, also the positive influence of foreign privatization at the level of 18–35% higher TFP in all countries.

More recently, Gorodnichenko and Grygorenko (2008) used data of 2000 Ukrainian joint stock enterprises and controlling for the endogeneity of ownership found that vertically integrated financial groups (‘oligarchs’) in Ukraine tend to have higher productivity growth than firms not owned by oligarchs. Earle et al. (2014), using the panel of 7000 manufacturing enterprises, demonstrated that political favoritism, in the context of weak institutions, can have substantial redistributional impact on economic

---

For example, Beaudry and Schiffauerova (2009) provided an extensive survey of 67 previous empirical studies on the role of various agglomeration externalities.
productivity. Kostenko (2014) confirmed that innovation activity had a positive impact on labor productivity of Ukrainian firms.

Most recently, Shepotylo and Vakhitov (2015) employed a large database of Ukrainian firms in 2001–2007 to identify the effect of services liberalization on total factor productivity (TFP) of manufacturing firms. The results indicated that an increase in services liberalization was associated with an increase in TFP. The effect was stronger for firms with high productivity, bringing about a reallocation of resources within an industry. Industry-level results showed that the effect of reallocation on industry productivity was almost as strong as the within-firm effect. The dynamic interaction of services liberalization and TFP through the investment channel reinforced the effect of reallocation. In particular, it is more pronounced for domestic and small firms.

Kim et al. (2015) also documented a variation across observed firms’ characteristics, and the accompanying macroeconomic volatility, often related to political turmoil for Ukrainian manufacturing firms. They used an annual firm-level data for the period from 2001 to 2009 and employed functional principal component analysis. The overall improvements in firm productivity in Ukraine’s manufacturing in 2001–2009 were found to vary substantially by industry, trade status and with firm turnover, while regional effects were less important.

However, no attempts have been made to study the systematic relationship between productivity and agglomeration externalities, having controlled for a relatively large set of firm characteristics for Ukrainian enterprises. Therefore, we aim to fill at least a part of the existing gap in the literature. Our study is based on the Ukrainian firm-level data for the transition period for two years: 2005 and 2013. This allows us to evaluate the role of agglomeration externalities in the determination of productivity in manufacturing and service sectors that may be significantly different in both sectors and changing over time with the progress of economic transition in Ukraine.

In our study, we use TFP as a measure of overall productivity calculated by the Levinsohn–Petrin method. This method aims at the estimation of the production function based on such inputs as capital, labor and intermediate goods. The method uses intermediate inputs as the factor correlating with unobservable productivity shock in the residual. TFP can be estimated in Stata using command ‘levpet’ that implements the estimators of input shares on the basis of log data for total revenues, capital stock, number of employees and cost of materials (raw materials, electricity, fuel). The TFP-based measure of productivity is better compared to the simple measure of labor productivity used in earlier studies as it takes into account the productivity of other factors of production.

In our study, we take into account both manufacturing and service firms and control for industry and region-specific fixed effects. We devote a special attention to the role of agglomeration externalities and market structure in determining firm productivity. In addition, we also study the role of individual firm characteristics such as intangible assets, factor intensity, firm size, private ownership, as well as firm internationalization measured by foreign capital participation.
3 Measures of externalities

Henderson et al. (1995) used in their early study a very simple measure of specialization based on the geographical concentration of economic activity that is measured using the ratio of regional industrial employment to the total local area:

\[ S_1 = \frac{L_{irt}}{\text{area}_{rt}} \]  

where \( L_{irt} \) is the total employment for industry \( i \) in region \( r \) at time \( t \), \( \text{area}_{rt} \) is the whole area of region \( r \) at time \( t \) in square kilometers. The bigger the value of this measure the higher the geographical concentration of employment.

In our study, we use two alternative measures of specialization to study two separate aspects of specialization. One of them is within regional concentration that measures the level of concentration of the industry within the respective region. The higher value of this index shows that there is more employment concentrated in that industry in the given region. This measure was used by Henderson et al. (1995) and Cingano and Schivardi (2004).

\[ S_2 = \frac{L_{i,r,t}}{L_{r,t}} = \frac{L_{i,r,t}}{\sum_{i=1}^{N} L_{i,r,t}} \]  

Definition of \( i, r, t \) and \( L \) are as previous and \( N \) is the number of all industries in the region. De Lucio et al. (2002) used productivity instead of employment in this measure, which can provide a different interpretation. The second index is within industry concentration that measures the level of concentration of the region within the respective industry in the whole sample. This measure shows how big the industry of region is relative to the total industry. The bigger value of this index determines the higher specialization of the region and bigger economic activity.

\[ S_3 = \frac{L_{i,r,t}}{L_{i,t}} = \frac{L_{i,r,t}}{\sum_{r=1}^{R} L_{i,r,t}} \]  

where \( i, r, t \) and \( L \) define as previously and \( R \) is the total number of regions that have this industry. De Lucio et al. (2002) used this measure to show within industry concentration of the value added.

Various measures of diversification can be found in the literature. The most commonly used measure of diversification is the Hirschman–Herfindahl index (HHI).\(^3\) This index is defined as the sum of squares of share of other industries employment in the region relative to the total employment of the region except the respective industry in question:

\[ D_1 = HHI_{rit} = \sum_{i' \neq i}^{N} S_{ri'}^{2} = \sum_{i' \neq i}^{N} \left( \frac{L_{ri't}}{\sum_{i' \neq i}^{N} L_{ri't}} \right)^2 \]  

\(^3\) This index was previously employed, *inter alia*, by Henderson et al. (1995), Duranton and Puga (2000) and Cingano and Schivardi (2004).
where \(i'\) denotes all industries in the region other than the respective one under analysis, and definitions of \(r, i, t\) and \(L\) are the same as before. This measure shows the within regional concentration of industries other than the respective one under investigation. The value of this index ranges between \(1/N\) and 1, and the higher value of this index shows less diversity in the region. In fact, if all of the economic activities other than the respective industry are agglomerated in one industry, this measure receives the value of 1.

In this study, we use two alternative competition measures: the first measure concerns competition between industries within the same region, while the second is a proxy for local competition between firms of the same industry. The first measure is defined in the following way:

\[
C_1 = \frac{HHI_{rit}}{N_{rit}} = \sum_{i=1}^{N} \left( \frac{(L_{rit})^2}{(\sum_{i=1}^{N} L_{rit})^2 \times N_{rit}} \right)
\]

(5)

Since the larger number of industries \((N)\) can increase the level of competition, and the lower value of the HHI means more even distribution of industrial activities in the region, the lower value of “\(C_1\)” is associated with the higher degree of competition in the region. The second measure is the standard HHI that measures the degree of competition within the industry.

4 Research methodology and data description

In this study, we analyze empirically the determinants of firm productivity with the special focus on the role of agglomeration externalities and competition. We also take into account firm and industry characteristics that may affect firm productivity such as the firm’s intangible assets, capital intensity, size, ownership status, firm internationalization (exports and imports). To investigate empirically the relationship between firm productivity, measured by its TFP, and its determinants we estimate the following regression:

\[
\ln TFP_{ijr} = \alpha_0 + \alpha_1 S_1 + \alpha_2 S_2 + \alpha_3 S_3 + \alpha_4 D_1 \\
+ \alpha_5 \ln HHI_j + \alpha_6 \ln \text{intan}_{ijr} + \alpha_7 \ln \text{size}_{ijr} + \alpha_8 \ln \text{KLratio}_{ijr} \\
+ \alpha_9 \text{Theil}_{ijr} + \alpha_{10} \text{import}_{ijr} + \alpha_{11} \text{export}_{ijr} + \alpha_{12} \text{private}_{ijr} \\
+ \alpha_{13} \text{foreign}_{ijr} + v_j + u_r + \varepsilon_{ijr}
\]

(6)

Note: some independent variables are only used in the sensitivity analysis.

where \(TFP_{ijr}\) is the productivity level of firm \(j\) in industry \(i\) in region \(r\), \(\text{intan}_{ijr}\) is the ratio of intangible assets to fixed assets of the firm, \(\text{size}_{ijr}\) is the firm size measured in terms of full-time employees, \(\text{KLratio}_{ijr}\) is the stock of fixed assets per full-time employee, \(\text{Theil}_{ijk}\) is the topographic Theil indicator, \(\text{import}_{ijr}\) is a dummy variable indicating whether the firm is importing or not, \(\text{export}_{ijr}\) is a dummy variable indicating whether the firm is exporting or not, \(\text{private}_{ijr}\) is a dummy variable
indicating whether the firm is privately owned or not, foreign_{ijr} is a dummy variable indicating whether the firm has foreign ownership or not, and HHI_{j} is the Herfindahl–Hirschman index calculated for the NACE 2-digit industry, S_{2} is the measure of within regional concentration of the industry, S_{3} is the measure of concentration of the region within the respective industry, D_{1} is the measure of diversification, v_{j} is a dummy variable measuring the industry-specific fixed effect, u_{r} is a dummy variable measuring the region-specific fixed effect, \varepsilon_{ijr} is the error term which is assumed to be independent of explanatory variables, and \alpha_{s} are parameters to be estimated.

The data for the empirical study come from several statistical sources and cover two years: 2005 and 2013. The main source of data is the State Committee of Statistics of Ukraine (http://www.ukrstat.gov.ua). The statistical information can be received for the purpose of scientific research. These data reflect the balance and income statement indicators related to fixed assets, total revenues, total labor cost, cost of materials, etc. Data on employment (total number of full-time workers) are received from employment authorities. Data on export and import operations come from External Economic Activity Database of the State Committee of Statistics of Ukraine. Data on domestic and foreign ownership come from the State Committee of Statistics of Ukraine.

The data are classified according to the KVED statistics which include both manufacturing and services. KVED is Ukraine’s national classification developed by the agency State Committee for Technical Regulation and Consumer Policy to collect information on economic activity. There is KVED-2005 and KVED-2010 classification. Both of them are the equivalents of international industry classification standards. The KVED 10 classification at 2-digit level is comparable to ISIC (Rev. 4—2008), at 4 digit level and to the EU classification NACE (Rev. 2—2006). In the KVED-2010, active from January 1st, 2012, the number of services sectors has been increased (the higher level of disaggregation) in comparison with KVED-2005. Before that KVED-2005 classification was used.\(^4\) In our analysis, we converted all data to KVED-2005 classification in order to have the comparable set of data for 2005 and 2013.

The sectors in 2005 differ from the sectors in 2013 due to the change in the classification KVED which follows changes in international NACE classification. In 2005, Ukrainian enterprises reported according to the old classification system (3 agricultural sectors, 5 mining sectors, 23 manufacturing sectors and 28 services sectors).\(^5\) In 2013, all the Ukrainian enterprises had to report according to the new system—KVED-2010 (3 agricultural sectors, 5 mining sectors, 25 manufacturing sectors, 56 services sectors). There are 310,482 enterprises in 2005 and 198,405 enterprises in 2013 in manufacturing and services together. The firms of various types of organizational forms are present—joint stock companies, limited liability companies, self-employed

\(^4\) See: http://www.dkrp.gov.ua/info/842.

\(^5\) For example, in 2005, 4548 enterprises were big enterprises (employment more than 250 people), 14,530—medium enterprises (50–246 employees), 282,966 enterprises—small enterprises (less than 50 employees). The number of firms for each year is reported in Table 7 in “Appendix”.
### Table 1 Definitions of variables

| Variable | Definition |
|----------|------------|
| lnTFP | Logarithm of total factor productivity calculated based on Levinsohn-Petrin input shares |
| intan | The ratio of intangible assets to fixed assets of the firm |
| lnSize | Logarithm of the total number of full-time employees |
| lnKLratio | Logarithm of the capital to labor ratio |
| lnHHI | Logarithm of Herfindahl–Hirschman index for NACE 2-digit industry |
| $S_1$ | Measure of specialization based on the geographical concentration of economic activity |
| $S_2$ | Measure of within regional concentration of the industry |
| $S_3$ | Measure of concentration of the region’s industry within the respective industry |
| $D_1$ | Measure of regional diversification |
| Theil* | Topographic Theil indicator |
| Export* | Dummy variable indicating if an enterprise exports or not |
| Import* | Dummy variable indicating if an enterprise imports or not |
| Private* | Dummy variable indicating private ownership of an enterprise |
| Foreign* | Dummy variable indicating foreign ownership of an enterprise $^b$ |

The variables marked with * were used only in the sensitivity analysis.

$^a$ The definitions of indices of $S_1$, $S_2$, $S_3$ and $D_1$ are described in the previous section on the measures of externalities, and their correlations are provided in “Appendix”.

$^b$ The ownership by foreign capital is derived from the name of the enterprise. If there is a phrase “with foreign investment” in the name, the dummy variable is 1

Individuals. The enterprises are distributed among the economic sectors adequately to the structure of the economy of Ukraine. The regional location is also present and complies with the geographical distribution of the Ukrainian industry. $^6$ It should be noted that regressions are estimated for 2005 and 2013 years separately and jointly. $^7$

The definitions of variables used in our empirical are reported in Table 1.

The dependent variable is our measure of the level of TFP calculated on the basis of the Levinsohn and Petrin (2003) methodology. The `levpet` function in STATA used the following variables to calculate the input shares at the 2-digit sector level: total

$^6$ Only legal addresses of firms are available. For example, the biggest mobile operator Kyivstar has only one entry in the dataset with the consolidated financial figures, located in Kyiv, the headquarters’ city. The data are available as reported to the statistics committee and government. There is no distinction between production and sales units.

$^7$ In our study of export performance, we use data for individual enterprises from 2005 and 2013, but the dataset is not balanced. An enterprise can be present in all years from 2005 to 2013, but in most cases the enterprise is only active in several years inside 2005–2013 period. 36% of manufacturing firms operating in 2005 remained in 2013. 74% of manufacturing firms in 2013 were still active in 2005. 29% services enterprises in 2005 kept on operating in 2013. 43% of services enterprises in 2013 were active in 2005. 30% of firms (manufacturing and services pooled) operating in 2005 still operated in 2013. 46% of 2013 firms were still present in 2005.
revenues (UAH), fixed assets at the end of period (UAH), the number of employees (the number of people), the cost of materials (materials, fuels, electricity, UAH). The estimation of input shares was performed for all 2-digit sectors. Due to the limited number of observations, some of the sectors were merged. The way in which sectors were merged is reported in “Appendix”.

Input shares for the TFP estimation were calculated on the basis on the panel data of enterprises for the period from 2005 to 2013 year. The estimation procedure to calculate input shares is the same for manufacturing and services. To estimate the input shares in 2006, we have 331,431 enterprises, in 2007—355,902 enterprises, in 2008—339,790 enterprises, in 2009—352,805 enterprises, in 2010—296,521 firms, in 2011—243,422 firms, in 2012—133,383 enterprises. The enterprises belong to manufacturing and services sector (sectors 15–95 of KVED-2005 classification).

The degree of competition within the sector was measured by the Herfindahl–Hirschman Index (HHI). This is a commonly used measure of market concentration in the empirical industrial organization literature. It is calculated for each of the available KVED-2005 sectors so that $HHI = \sum_{i=1}^{N} \left( \frac{T_{R_i}}{secTR} \times 100 \right)^2$, where $N$ the number of enterprises in sector $i$, $TR$ the total revenues of the enterprise $i$, secTR the sum of total revenues of all enterprises in sector $i$. Sectors are ranging from 15 to 95 (manufactures and services) according to KVED-2005. The higher value of Herfindahl–Hirschman index is indicating greater level of industry concentration.

Firm exports is a dummy variable which is equal to 1 if the firm is receiving proceeds in the foreign currency from abroad and 0 in the opposite case. Firm imports is a dummy variable which is equal to 1 if the firm is making payments abroad and 0 in the opposite case.

Private is the dummy variable which is equal to 1 when the firm is owned fully by private individuals or entities. Foreign is the dummy variable which is equal to one if a share of the company is owned by foreign individuals or entities.

The summary statistics for year 2013 (one with the largest number of available variables) are reported in Table 2. The correlations between our explanatory variables are reported in “Appendix”.

5 Estimation results

In this section, we present our empirical results. First, we report the pooled estimations covering the whole period 2005–2013 with two alternative measures of regional specialization, $S_3$ and Theil index, respectively. Then, we show the results of our sensitivity tests obtained for the reduced sample that consists of two particular years only (2005 and 2013), for which we were able to obtain a larger number of firm-level characteristics.

In Table 3, we present baseline estimation results covering years 2005-2013. In column (1) of Table 3, we present the estimation results obtained from the benchmark specification, without controlling for time- and region-specific effects. It turns out that the majority of explanatory variables are statistically significant already at the 1 percent
### Table 2  Summary statistics for the last year 2013

| Variable  | Obs   | Mean  | SD   | Min  | Max       |
|-----------|-------|-------|------|------|-----------|
| TFP       | 15,453| 5647  | 130,272 | 0.0  | 8,967,697 |
| Intan     | 15,453| 0.04  | 0.13 | 0    | 1         |
| Foreign   | 15,453| 0.01  | 0.10 | 0    | 1         |
| Private   | 15,453| 0.85  | 0.36 | 0    | 1         |
| Export    | 15,453| 0.10  | 0.30 | 0    | 1         |
| Import    | 15,453| 0.13  | 0.34 | 0    | 1         |
| Size      | 15,453| 272.6 | 1720.9 | 0.9  | 96,477.0  |
| K/L ratio | 15,453| 1285.7| 15,032.7 | 0.0  | 784,281.0 |
| HHI       | 15,453| 559.4 | 1071.2 | 14.6 | 7219.6    |
| S1        | 15,453| 2.64  | 4.60 | 0.00 | 14.77     |
| S2        | 15,453| 0.11  | 0.10 | 0.00 | 0.36      |
| S3        | 15,453| 0.13  | 0.15 | 0.00 | 0.97      |
| D1        | 15,453| 39.62 | 89.08 | 0.00 | 280.61    |
| Theil     | 15,453| 549.07| 599.97 | 24.78| 1521.45   |

### Table 3  Baseline estimation results for the panel dataset for manufacturing and services for the period 2005–2013

|         | (1)    | (2)    | (3)    |
|---------|--------|--------|--------|
| intan   | 0.001  | 0.001  | 0.001  |
|         | (1.37) | (1.14) | (0.02) |
| lnSize  | 0.083  | 0.083  | 0.092  |
|         | (17.17)**| (17.16)**| (20.12)**|
| lnKLratio | 0.084 | 0.082  | 0.039  |
|         | (29.63)**| (29.14)**| (14.32)**|
| lnHHI   | 0.124  | 0.121  | 0.031  |
|         | (30.93)**| (30.10)**| (7.81)**|
| S1      | -0.03  | -0.031 | -0.013 |
|         | (19.13)**| (19.44)**| (8.73)**|
| S2      | -0.903 | -0.791 | -1.77  |
|         | (7.52)**| (6.49)**| (14.45)**|
| S3      | 1.123  | 1.169  | 0.321  |
|         | (78.28)**| (52.73)**| (4.89)**|
| D1      | 0.003  | 0.003  | 0.001  |
|         | (19.04)**| (19.03)**| (10.21)**|
| Region effects | No | Yes | Yes |
| Time effects | No | No | Yes |
| Constant | 2.731 | 2.718 | 3.374 |
|         | (88.76)**| (80.33)**| (96.00)**|
| Observations | 223,888 | 223,888 | 223,888 |
|         | 54,852 | 54,852 | 54,852 |
| R-squared | 0.08 | 0.08 | 0.19 |

Absolute values of t statistics in parenthesis-* significant at 5%; ** significant at 1%
level of statistical significance and in the majority of cases they display the expected signs which confirms that agglomeration effects matter for determination of firm-level TFP.

On the one hand, the level of firm productivity increases with the higher values of specialization measures $S_1$, $S_2$ and $S_3$. All three variables are statistically significant at 1% level. On the other hand, $D_1$ index—measuring the regional diversification (which shows the within regional concentration of industries other than the respective one)—displays a negative sign and is statistically significant at the 1% level. This means that diversification is positively related to firm-level TFP as the higher value of this index shows less diversity in the region. Hence, this result also reveals a positive impact of regional spillovers.

Finally, the standard measure of competition between firms within the industry ($HHI$) is statistically significant but reveals a negative sign which means that more concentration (less competition) is negatively related to firm-level TFP. This finding supports the view of Jacobs and Porter on the positive role of competition in stimulating firm productivity.

The majority of our control variables are also statistically significant. In particular, the variable $KLratio$ displays positive sign and is statistically significant at 1 percent level, which is in line with expectations as productivity can be usually higher in more capital intensive firms and industries. However, the estimated coefficient on the firm size variable is also statistically significant but displays a negative sign which is not in line with standard expectations. This result is probably driven by the composition of our sample in which firms operating in the services’ sector are far more numerous compared to the firms that operate in the manufacturing sector. The scale economies do increase efficiency in the case of manufacturing sector, but usually not in the case of services’ sectors. Finally, the variable $Intan$ measuring the stock of intangible assets accumulated by the firm is not statistically significant, and hence it has no effect on firm’s productivity in this specification.

In columns (2) and (3) of Table 3, we report estimation results obtained having controlled for first region-specific and then region- and time-specific effects, respectively. These results are very similar, and the only difference is that the sign of $S_3$ variable does change to a negative one, when we control for time and regional effects. Thus, it can mean that the role of the concentration of the region within the respective industry ($S_3$) has changed over the analyzed period.

The robustness of the analysis based on basic indicators of specialization and diversification ($S_1$, $S_2$, $S_2$ and $D_1$) can be tested using the topographic Theil indicator measuring agglomeration effects. Thus, in Table 4 we present sensitivity analysis, in which we replaced $S_3$ index by the Theil indicator. These two variables measures of the degree of diversification are highly correlated in our sample (0.9308; see Correlation Table in “Appendix”). The particular columns in Table 4 are the direct counterparts of the columns in Table 3. The estimation results do not differ much across columns of Table 4.

---

11 The positive sign is of size variable exists in the case of majority of empirical studies for manufacturing firms. Our estimation (not shown here) made for manufacturing sector only confirms this phenomenon. The scale economies are less obvious in the case of services’ sectors.
Table 4  Sensitivity analysis with alternative measures of agglomeration externalities: estimation results for the pooled data 2005–2013 (with Theil index specification)

| TFP          | (1)      | (2)      | (3)      |
|--------------|----------|----------|----------|
| intan        | 0.001    | 0.001    | 0.001    |
|              | (0.05)   | (0.15)   | (0.35)   |
| lnSize       | −0.163   | −0.155   | −0.17    |
|              | (40.79)**| (38.91)**| (42.45)**|
| lnKLratio    | 0.134    | 0.142    | 0.129    |
|              | (48.01)**| (51.07)**| (46.16)**|
| lnHHI        | −0.497   | −0.499   | −0.541   |
|              | (124.59)**| (125.30)**| (131.96)**|
| S1           | 0.011    | 0.005    | 0.037    |
|              | (3.75)** | (1.61)   | (11.61)**|
| S2           | 7.532    | 7.854    | 6.448    |
|              | (63.08)**| (65.00)**| (51.00)**|
| D1           | −0.002   | −0.002   | −0.004   |
|              | (9.65)** | (8.26)** | (16.08)**|
| Theil        | 0.00     | 0.00     | 0.00     |
|              | (37.59)**| (46.86)**| (13.02)**|

Region effects No Yes Yes
Time effects No No Yes
Constant 5.95 5.374 5.798
| Observations | 223,888  | 223,888  | 223,888 |
|-------------|----------|----------|----------|
| R-squared   | 0.18     | 0.20     | 0.21     |

Absolute values of t statistics in parenthesis-* significant at 5%; ** significant at 1%

For example, the results of estimations, when region- and time-specific effects are controlled for, reported in column (3) of Table 4 are very similar to the results reported in column (3) in Table 3. It turns out that the majority of explanatory variables is statistically significant already at the 1 percent level of statistical significance and they display the expected signs. In particular, the estimated parameter on the Theil indicator is statistically significant at the 1 percent level, but the estimated value is close to zero. The estimator of intangible assets variable remains statistically not significant.

In some empirical studies on the determinants of TFP, the additional firm-level characteristics were used. In many cases, the authors took into consideration the ownership status (private or public) and the role of internationalization of firms, which can be proxied by the foreign ownership status and the role of exports and imports in the performance of individual firms. Unfortunately, in the case of Ukraine we had no access to these firms’ characteristics for the whole analyzed period (2005–2013), but we had these data for two particular years: 2005 and 2013. Thus, we extended our sensitivity tests using the aforementioned variables, for the pooled dataset that consists of two years: 2005 and 2013 only. The results of these estimations are presented in Tables 5 and 6, respectively.

The results for agglomeration indicators obtained having controlled for time and regional effects, which are reported in column (3) of Table 5, are very similar to
Table 5  Sensitivity analysis: Estimation results for pooled dataset, manufacturing and services, for years 2005 and 2013 only

| TFP          | (1)    | (2)   | (3)   |
|--------------|--------|-------|-------|
| intan        | 0.057  | 0.044 | 0.027 |
|              | (4.95)**| (3.83)**| (2.38)* |
| lnSize       | −0.252 | −0.240| −0.272|
|              | (29.87)**| (28.47)**| (31.72)** |
| lnKLratio    | 0.155  | 0.155 | 0.131 |
|              | (26.88)**| (27.10)**| (22.43)** |
| lnHHI        | −0.336 | −0.355| −0.392|
|              | (47.68)**| (50.60)**| (53.99)** |
| Export       | 0.588  | 0.569 | 0.605 |
|              | (13.47)**| (13.19)**| (14.06)** |
| Import       | 1.009  | 0.951 | 0.981 |
|              | (24.29)**| (23.09)**| (23.90)** |
| Foreign      | −0.036 | −0.168| −0.135|
|              | (0.31) | (1.46) | (1.18) |
| Private      | 0.105  | 0.051 | 0.053 |
|              | (2.82)**| (1.38) | (1.45) |
| S1           | 0.117  | 0.091 | 0.155 |
|              | (9.81)**| (6.90)**| (11.43)** |
| S2           | 6.814  | 6.769 | 4.582 |
|              | (26.38)**| (24.63)**| (15.41)** |
| S3           | −1.482 | −1.533| −1.427|
|              | (12.76)**| (10.62)**| (9.92)** |
| D1           | −0.004 | −0.003| −0.006|
|              | (7.26)**| (5.30)**| (9.84)** |
| Region effects | No    | Yes   | Yes   |
| Time effects  | No    | No    | Yes   |
| _const       | 5.087  | 5.078 | 5.966 |
|              | (79.07)**| (71.75)**| (70.34)** |
| N            | 49,944 | 49,944| 49,944|
| R-squared    | 0.19   | 0.21  | 0.22  |

Absolute values of t statistics in parenthesis- * significant at 5%; ** significant at 1%

The baseline results from column (3) of Table 3. The $S_1$ and $S_2$ variables are statistically significant at 1 percent level, and their signs are positive, while the signs of $S_3$ and $D_1$ variables remained negative and statistically significant. Moreover, the statistical significance and signs of size, KLratio and HHI variables remained unchanged. The estimated coefficients on the variables measuring internationalization of firms, including exports and imports, are positive and statistically significant 1 percent level, which is in line with expectation. It means that firms that have contacts with more competitive foreign markets are probably more efficient. Moreover, the variable intan, measuring the importance of intangible assets, became positive and statistically significant at 5 percent level. Thus, the firms with higher ratio of intangible assets to fixed assets probably have an advantage positively affecting their productivity.
Table 6  Sensitivity analysis: Estimation results for pooled dataset for years 2005 and 2013 only (specification with Theil index)

|                | (1)     | (2)     | (3)     |
|----------------|---------|---------|---------|
| TFP            | intan   | lnSize  | lnKLratio | lnHHI |
|                | 0.044   | 0.252   | 0.365    | 0.146 |
|                | (3.78)**| (29.82)**| (25.32)**| (53.05)**|
|                | 0.033   | 0.241   | 0.376    | 0.148 |
|                | (2.89)**| (28.62)**| (25.92)**| (54.78)**|
|                | 0.021   | 0.269   | 0.407    | 0.128 |
|                | (1.84)  | (31.38)**| (22.00)**| (57.32)**|
| TFP            | lnSize  | lnKLratio | lnHHI |
|                | 0.252   | 0.365    | 0.146    |
|                | (29.82)**| (25.32)**| (53.05)**|
|                | 0.241   | 0.376    | 0.148    |
|                | (28.62)**| (25.92)**| (54.78)**|
|                | 0.269   | 0.407    | 0.128    |
|                | (31.38)**| (22.00)**| (57.32)**|
| TFP            | lnHHI   | Export  | Import  |
|                | −0.365  | 0.019   | 1.019   |
|                | (25.32)**| (24.49)**| (24.47)**|
|                | −0.065  | 0.986   | 1.004   |
|                | (1.56)  | (1.18) | −1.01   |
|                | −0.376  | 0.057   | 0.587   |
|                | (13.61)**| (13.61)**| (14.27)**|
|                | −0.135  | 0.057   | 0.058   |
|                | (1.56)  | (1.18) | −1.01   |
|                | −0.116  | 0.057   | 0.058   |
|                | (1.56)  | (1.18) | −1.01   |
| TFP            | Foreign | Private | S1      | S2     |
|                | −0.065  | 0.101   | 0.009   | 7.839 |
|                | (0.56)  | (2.71)**| (0.83)  | (5.17)**|
|                | −0.135  | 0.057   | 0.067   | (9.47)**|
|                | (1.18)  | (1.56) | −1.57   |
|                | −0.116  | 0.057   | 0.127   |
|                | (1.56)  | (1.18) | −1.57   |
| TFP            | S1      | S2      | D1      | Theil |
|                | 0.009   | 7.839   | −0.002  | 0.000  |
|                | (0.83)  | (5.17)**| (2.85)**| (4.10)**|
|                | 0.067   | (9.47)**| (6.57)**| (10.89)**|
|                | 0.127   | (4.47)**| (9.10)**| (4.47)**|
| TFP            | D1      | Theil   | Region effects | Time effects |
|                | −0.002  | 0.000   | No      | No |
|                | (2.85)**| (4.10)**| Yes     | Yes |
|                | −0.004  | 0.001   | No      | No |
|                | (6.57)**| (10.89)**| Yes     | Yes |
| TFP            | Theil   | Region effects | Time effects |
|                | 0.000   | No      | No |
|                | (4.10)**| Yes     | Yes |
| TFP            | Region effects | Time effects |
|                | 0.000   | No      | No |
|                | (4.10)**| Yes     | Yes |
| TFP            | Time effects |
|                | 0.000   | No      |
|                | (4.10)**| Yes     |
| TFP            | N       | R-squared |
|                | 49,944  | 0.19     |
|                | 49,944  | 0.21     |
|                | 49,944  | 0.22     |

Absolute values of t statistics in parenthesis-* significant at 5%; ** significant at 1%

Interestingly, the estimated parameter on the variables measuring foreign and private owner status is statistically not significant in the specification with time- and region-specific effects reported in column (3) of Table 5. The nonsignificance of foreign ownership variable can probably reflect a limited scope of FDI in Ukraine. There are also no visible differences, in terms of TFP, between private- and state-owned firms. In Table 6, we present additional sensitivity tests, in which $S_3$ variable was replaced by the Theil indicator.

12 The variable private ownership is statistically significant at 5% level and displays the expected positive sign but only in the specification with no time and regional effects.
The results of estimations, when we controlled for region- and time-specific effects (column (3) of Table 6), are very similar to those reported in column (3) of Table 5. It turns out that the majority of explanatory variables are statistically significant already at the 1 percent level and in the majority of cases they display expected signs. The sign of Theil indicator is also statistically significant at 1 percent level, meaning that Theil index is probably a better measure of spillovers effects, in comparison with $S_3$ index. The estimator of intangible assets variable lost its 5% level statistical significance.

6 Conclusions

In this paper, we investigated the determinants of productivity of Ukrainian firms with the special attention given to the role of agglomeration externalities and competition effects. The study was based on the firm-level data including both manufacturing and services sectors and covered the period 2005–2013. Moreover, we made supplementary pooled estimations, with additional firm-level characteristics, which were available for years 2005 and 2013 only.

We found that the agglomeration effects matter for determination of TFP in Ukraine. In particular, we found that firm productivity increases with geographical concentration of economic activity ($S_1$), physical concentration of economic activities ($S_2$: within regional concentration of the industry). The reduction of regional diversification (measured by $D_1$) leads to spillovers and increased firm productivity in Ukraine. On the other hand, the concentration of the region within the respective industry ($S_3$) does not affect positively the productivity levels. The application of topographic Theil index (instead of $S_3$ indicator) shows that the topographic concentration can also increase regional spillover effects.

In addition, we found that the firm’s TFP is positively related to the firm’s capital–labor ratio, which is in line with expectations. However, the other results for the whole sample are somewhat puzzling. In particular, the estimated coefficient on the firm size variable displays a negative sign, which is not in line with standard expectations for manufacturing firms and reflects probably the large share of services firms in our sample. The analysis of competition effects leads to less clear-cut results, because the measure of industry concentration (HHI) reveals the negative sign.

Our estimations results for two particular years 2005 and 2013 allowed us to analyze the role of additional firm-level determinants of TFP related to internationalization. The estimators of variables measuring the level of exports and imports are positive, which means that firms having more intensive contacts with foreign markets are more efficient. Moreover, the firms with the higher ratio of intangible assets to fixed assets are also more productive. On the other hand, we could not confirm that the ownership status (foreign and private) affects productivity of the firm.

One of the limitations of our study was the inability to distinguish precisely between the location of the firm’s head office and the plant, which can be especially important for manufacturing firms. Therefore, in the future studies it would be useful to use plant-level data with precise location coordinates, once it becomes available, instead of only legal addresses, as in the current study. This sort of data should allow to use spatial econometric techniques (such as spatial autoregressive models) to analyze the spillovers between the firms located in the different regions of Ukraine. This would also
allow validating the hypothesis that inter-regional spillovers in Ukraine are of smaller magnitude compared to high-income countries with more developed transportation infrastructure.

Open Access  This article is distributed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made.

Appendix

See Tables 7, 8, 9 and 10.

Table 7  Main characteristics of Ukrainian regions  Source: State Committee of Statistics of Ukraine

| Region                  | Number of firms, 2013 | Area (km²)  | Average population, thousands, 2013 | Density, people per km² |
|-------------------------|-----------------------|-------------|------------------------------------|-------------------------|
| Cherkasy                | 45,399                | 20,891      | 1264.4                             | 61                      |
| Chernihiv               | 36,717                | 31,851.3    | 1072.3                             | 34                      |
| Chernivtsi              | 35,179                | 8093.6      | 907.8                              | 112                     |
| Dnipro                  | 106,973               | 31,900.5    | 3300.1                             | 103                     |
| Donetsk                 | 145,730               | 26,505.7    | 4359.7                             | 164                     |
| Ivano-frankivsk         | 41,334                | 13,894      | 1381.9                             | 99                      |
| Kharkiv                 | 119,798               | 31,401.6    | 2740.8                             | 87                      |
| kherson                 | 40,288                | 28,449      | 1075.4                             | 38                      |
| Khmelnytskyi            | 45,858                | 20,636.2    | 1310.5                             | 64                      |
| Kirovograd              | 33,577                | 28,118.9    | 991.4                              | 35                      |
| Krym                    | 97,588                | 26,100      | 2350.9                             | 90                      |
| Kyiv                    | 270,475               | 24,577.5    | 4580.7                             | 186                     |
| Luhansk                 | 75,320                | 26,672.5    | 2248                               | 84                      |
| Volyn (Lutsk)           | 32,237                | 20,135.3    | 1040.6                             | 52                      |
| Lviv                    | 82,757                | 21,823.7    | 2539.6                             | 116                     |
| Mykolajiv               | 52,489                | 24,587.4    | 1170.9                             | 48                      |
| Odesa                   | 113,522               | 33,295.9    | 2395.8                             | 72                      |
| Poltava                 | 52,794                | 28,735.8    | 1463                               | 51                      |
| Rovno                   | 33,841                | 20,038.5    | 1157.9                             | 58                      |
| Sumy                    | 28,936                | 23,823.9    | 1138.1                             | 48                      |
| Ternopil                | 31,487                | 13,817.1    | 1075.3                             | 78                      |
| Zakarpattia (Uzhgorod)  | 39,092                | 12,771.5    | 1255.6                             | 98                      |
| Vinnytsia               | 53,481                | 26,501.6    | 1622.7                             | 61                      |
| Zaporizhzhie            | 69,912                | 27,168.5    | 1780.5                             | 66                      |
| Zhytomyr                | 37,286                | 29,819.2    | 1265.7                             | 42                      |
| Total                   | 1,722,070             | 45,489.6    |                                    | 0                      |
Table 8  Correlations between variables, pooled, 2005–2013

|       | TFP       | Size     | KLRatio   | HHI       | S1     | S2     | S3     | D1     | theil |
|-------|-----------|----------|-----------|-----------|--------|--------|--------|--------|-------|
| TFP   | 1         |          |           |           |        |        |        |        |       |
| Size  | -0.0029   | 1        |           |           |        |        |        |        |       |
| KLRatio | 0.0181   | -0.0049  | 1         |           |        |        |        |        |       |
| HHI   | -0.0046   | 0.0363   | 0.0049    | 1         |        |        |        |        |       |
| S1    | 0.0221    | 0.0106   | 0.019     | -0.1072   | 1      |        |        |        |       |
| S2    | 0.0183    | 0.0145   | 0.0177    | -0.2819   | 0.5163 | 1      |        |        |       |
| S3    | 0.015     | 0.0406   | 0.0227    | 0.096     | 0.6249 | 0.1036 | 1      |        |       |
| D1    | 0.0266    | -0.0083  | 0.0217    | -0.1343   | 0.9424 | 0.5919 | 0.4907 | 1      |       |
| theil | 0.0182    | 0.016    | 0.0182    | 0.0447    | 0.665  | 0.1359 | 0.9308 | 0.5565 | 1     |

Table 9  Tolerances for multicollinearity, manufacturing and services, 2005–2013, with region-specific and time-specific effects

| Variable | VIF    | 1/VIF  |
|----------|--------|--------|
| y2012    | 10.36  | 0.096539 |
| S3       | 9.79   | 0.10215 |
| Kyiv     | 3.6    | 0.278029 |
| S2       | 2.53   | 0.395295 |
| D1       | 2.39   | 0.418604 |
| y2005    | 2.32   | 0.431729 |
| y2007    | 2.12   | 0.470952 |
| y2006    | 2.11   | 0.47455 |
| y2009    | 1.81   | 0.552276 |
| dnipro   | 1.76   | 0.568296 |
| y2011    | 1.73   | 0.578556 |
| y2010    | 1.68   | 0.593565 |
| y2013    | 1.63   | 0.613681 |
| lnHHI    | 1.62   | 0.616533 |
| kharkiv  | 1.59   | 0.630812 |
| donetsk  | 1.56   | 0.640298 |
| Lviv     | 1.45   | 0.690566 |
| Odesa    | 1.42   | 0.702241 |
| zaporizh   | 1.31  | 0.766206 |
| poltava  | 1.27   | 0.787394 |
| luhansk  | 1.26   | 0.792709 |
| vinnysia | 1.22   | 0.817558 |
| zhytomyr | 1.21   | 0.825257 |
| cherkasy | 1.21   | 0.828494 |
| ivanofrankivsk | 1.19 | 0.842235 |
| ternopil | 1.18   | 0.847922 |
| chernihiv | 1.18  | 0.848903 |
Table 9 continued

| Variable      | VIF | 1/VIF   |
|---------------|-----|---------|
| khmelnytskyi  | 1.18| 0.850674|
| mykolajiv     | 1.17| 0.85481 |
| chernivtsi    | 1.16| 0.86012 |
| Rovno          | 1.15| 0.866057|
| kherson        | 1.15| 0.872454|
| kirovograd     | 1.14| 0.874113|
| summy          | 1.14| 0.877659|
| lnKLRatio      | 1.08| 0.930226|
| lnSize         | 1.07| 0.934926|
| Mean VIF       | 2.02|         |

Table 10  Tolerances for multicollinearity, manufacturing and services, 2005–2013, with region-specific and time-specific effects

| Variable      | VIF | 1/VIF   |
|---------------|-----|---------|
| Theil         | 36.39| 0.027479|
| y2012         | 36.03| 0.027752|
| S1            | 15.71| 0.063643|
| D1            | 12.76| 0.07835 |
| Kyiv          | 4.4  | 0.227209|
| y2005         | 2.25 | 0.445027|
| y2007         | 2.15 | 0.464358|
| y2006         | 2.1  | 0.476354|
| y2009         | 1.81 | 0.551719|
| y2011         | 1.78 | 0.56302 |
| dnipro        | 1.77 | 0.564353|
| y2013         | 1.69 | 0.590853|
| y2010         | 1.69 | 0.593115|
| donetsk       | 1.64 | 0.609684|
| kharkiv       | 1.61 | 0.620114|
| lviv          | 1.57 | 0.637248|
| odesa         | 1.5  | 0.666727|
| zaporizhzhbe  | 1.42 | 0.70233 |
| luhansk       | 1.34 | 0.744487|
| poltava       | 1.34 | 0.748877|
| zhytomyr      | 1.28 | 0.781153|
| vinnysia      | 1.27 | 0.789512|
| cherkasy      | 1.26 | 0.795419|
| ivanofrankivsk| 1.25 | 0.800006|
| chernihiv     | 1.23 | 0.810164|
| mykolajiv     | 1.23 | 0.816203|
| khmelnytskyi  | 1.22 | 0.818503|
| chernivtsi    | 1.21 | 0.828873|
Table 10 continued

| Variable   | VIF | I/VIF   |
|------------|-----|---------|
| ternopil   | 1.2 | 0.830819|
| kherson    | 1.2 | 0.832779|
| rovno      | 1.2 | 0.832853|
| kirovograd | 1.2 | 0.836026|
| sumny      | 1.19| 0.842363|
| lnHHI      | 1.17| 0.856259|
| lnSize     | 1.07| 0.933301|
| lnKLratio  | 1.07| 0.934687|
| Mean VIF   | 4.17|         |
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