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Abstract
Herein, the design optimization of multi-objective controllers for the lateral–directional motion using proportional–integral–derivative controllers for a twin-engine, propeller-driven airplane is presented. The design optimization has been accomplished using the genetic algorithm and the main goal was to enhance the handling quality of the aircraft. The proportional–integral–derivative controllers have been designed such that not only the stability of the lateral–directional motion was satisfied but also the optimum result in longitudinal trim condition was achieved through genetic algorithm. Using genetic algorithm optimization, the handling quality was improved and placed in level 1 from level 2 for the proposed aircraft. A comprehensive sensitivity analysis to different velocities, altitudes and centre of mass positions is presented. Also, the performance of the genetic algorithm has been compared to the case where the particle swarm optimization tool is implemented. In this work, the aerodynamic coefficients as well as the stability and control derivatives were predicted using analytical and semi-empirical methods validated for this type of aircraft.
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Introduction
Propeller effects and power contribution to the trim condition and stability of a propeller-driven airplane are significant. Since the beginning of the airplane introduction in 1909, this has always been of interest where a propeller provided significant force in the presence of side wind. Initial analytical behaviour of this phenomenon was investigated by Harris in 1918 where he showed the resulting pitching moment due to the side wind effect. Later, Glauert expanded this investigation to the other stability derivatives. In the United States, studies on propeller behaviour began in the 1920s and enhanced over World War II where new and more powerful engines were implemented. Since then, most of the methods were based on the linear classic momentum theory. Later in 1972, the National Aeronautics and Space Administration (NASA) of the United States did great research to investigate the aerodynamic coefficients and stability and control derivatives of twin-engine propeller-driven airplanes. The resulting investigations were published as longitudinal and lateral–directional aerodynamic characteristics of twin-engine propeller-driven airplanes.
driven airplanes.\textsuperscript{8,9} Recently, several studies have been
done to enhance semi-empirical methods to investigate aerodynamic characteristics of propeller-driven air-
planes and their effects on the handling quality.\textsuperscript{10–15}

Generally, in single-engine light propeller-driven air-
planes, in order to decrease the asymmetrical propeller thrust, one can use a small side angle (i.e. typically to the right-hand side for a clockwise rotating propeller from a pilot field of view). However, in the case of twin-
engine propeller-driven airplanes with propellers turn-
ing in the same direction (i.e. clockwise from a pilot
field of view), using a side angle results in an asymmetry in the design and should be considered. Consequently, in order to compensate the propeller effects in these
types of aircraft, usually a very small permanent deflec-
tion (~1°–2°) is considered for the fixed part of the verti-
cal stabilizer.\textsuperscript{16,17}

In the previous work, an enhanced semi-empirical
method is developed to calculate longitudinal and later-
al–directional stability and control derivatives of light air-
planes.\textsuperscript{10} In this study, using the previous tool to estimate the aerodynamic characteristics of the proposed airplane which is a twin-engine propeller-driven aircraft, in the first place, the aircraft has been trimmed for the longitudinal motion and then the lateral–directional stability has been guaranteed. Due to the significant effect of propellers and corresponding power contribution on aerodynamic char-
acteristics, the overall handling quality of the aircraft
decreased and placed in level 2 for the Dutch-Roll
mode. As mentioned, in twin-engine aircraft, in order to compensate the propeller effects, usually a very small permanent deflection is considered for the vertical tail.

However, the proposed permanent deflection cannot guarantee the handling quality level 1 in all cruise flight conditions as it is designed for the conventional cruise flight condition. Consequently, pilots require to use controller surfaces to compensate the propeller effect in other flight conditions and this will increase their workload.\textsuperscript{16,17} On the other side, passenger will also not feel very comfortable throughout the flight if handling quality level 1 is not guaranteed. Accordingly, the main goal of the proportional–integral–derivative (PID) controllers designed and optimized in this study has been to improve the overall handling quality of the proposed aircraft. In the following, the modelling process and the mathematical method are presented in detail and the corresponding results are investigated and compared.

**Mathematical model**

The airplane equations of motion are modelled in accordance with small perturbations equations as follows\textsuperscript{18}

\[
m(\dot{v} + U_1 \dot{r}) = mg \dot{\alpha} \cos \theta_1 + \ddot{q}_1 S
\]

\[
\begin{align*}
C_y \beta + C_{yp} \frac{pb}{2U_1} + C_{y_r} \frac{rb}{2U_1} + C_{y_\delta \alpha} + C_{y_\delta \dot{r}} \\
I_{xx} \ddot{p} - I_{xz} \dot{r} = \ddot{q}_1 S_b
\end{align*}
\]

\[
\begin{align*}
C_y \beta + C_{y_\rho} \frac{pb}{2U_1} + C_{y_r} \frac{rb}{2U_1} + C_{y_\delta \alpha} + C_{y_\delta \dot{r}} \\
I_{xz} \ddot{r} - I_{xx} \dot{p} = \ddot{q}_1 S_b
\end{align*}
\]

where \( p = \dot{\alpha} \), \( r = \dot{\psi} \), \( v = U_1 \beta \) and \( \ddot{q}_1 = 0.5 \rho v^2 \). \( I_{xx} \) \( I_{yy} \) \( I_{zz} \) are airplane moments of inertia about X-, Y- and Z-axis, respectively, and \( I_{xz} \) is the airplane product of inertia about Z-axis.

Considering the fact that here the main goal is to implement the PID controller to control the lateral–directional motion, the corresponding equations for \( C_{y_\beta} \), \( C_{l_\beta} \) and \( C_{n_\beta} \) with respect to the propeller effects and power on contribution are presented as follows\textsuperscript{18}

\[
C_{y_\beta} = C_{y_\beta_{propOff}} + C_{y_\beta_{propOn}}
\]

\[
C_{l_\beta} = C_{l_\beta_{propOff}} + C_{l_\beta_{propOn}}
\]

\[
C_{n_\beta} = C_{n_\beta_{propOff}} + C_{n_\beta_{propOn}}
\]

where \( C_{y_\beta} \) is the variation of airplane side force coefficient with sideslip angle, \( C_{l_\beta} \) is the variation of airplane rolling moment coefficient with angle of side-
slip and \( C_{n_\beta} \) is the variation of airplane yawing moment coefficient with sideslip angle.

On the other hand, the airplane moments of inertia are defined in the body-fixed axis system. Since the equations of motion are defined in the stability axis system, these moments are also needed to be defined in the same axis system. Accordingly, the transforma-
tion can be defined as follows\textsuperscript{18}

\[
\begin{bmatrix}
I_{xx} \\
I_{xz} \\
I_{zx}
\end{bmatrix} =
\begin{bmatrix}
\cos^2 x_1 & \sin^2 x_1 & -\sin x_1 \sin x_1 \\
\sin^2 x_1 & \cos^2 x_1 & \sin x_1 \cos x_1 \\
\frac{1}{2} \sin^2 x_1 & \frac{1}{2} \sin^2 x_1 & \cos^2 x_1
\end{bmatrix}
\begin{bmatrix}
I_{xx} \\
I_{xz} \\
I_{zx}
\end{bmatrix}
\]

With respect to the perturbed lateral–directional equations of motion provided in equations (1)–(3), the corresponding Laplace transforming equations for zero initial conditions can be defined as follows\textsuperscript{18}
where \( \beta(s) \), \( \phi(s) \) and \( \psi(s) \) are Laplace transformed of sideslip angle, bank angle and heading angle, respectively, and \( \delta(s) \) is the Laplace transformed aileron or rudder input. In the equations above, \( A_1 = I_{x_2}/I_{x_3} \) and \( B_1 = I_{x_2}/I_{z_2} \).

And writing equation (8) in the matrix and transfer function format will result in the following equations:\(^{18}\)

\[
\begin{bmatrix}
(sU_1 - Y_\beta - (sY_p + g\cos \theta_1) s(U_1 - Y_r) \\
-L_\beta (s^2 - L_p s) \\
-N_\beta + N_{r_t} - (s^2 B_1 + N_p s)
\end{bmatrix} \beta(s) + \begin{bmatrix}
Y_\delta \\
L_\delta \\
N_\delta
\end{bmatrix} = \begin{bmatrix}
Y_\phi \\
L_\phi \\
N_\phi
\end{bmatrix}
\]

Finally, the corresponding transfer functions of the aircraft can be defined as follows:\(^{18}\)

\[
\begin{align*}
\beta(s) &= \begin{bmatrix}
(sU_1 - Y_\beta - (sY_p + g\cos \theta_1) s(U_1 - Y_r) \\
-L_\beta (s^2 - L_p s) \\
-N_\beta + N_{r_t} - (s^2 B_1 + N_p s)
\end{bmatrix} \beta(s) + \begin{bmatrix}
Y_\delta \\
L_\delta \\
N_\delta
\end{bmatrix} = \begin{bmatrix}
Y_\phi \\
L_\phi \\
N_\phi
\end{bmatrix} \\
\delta(s) &= \begin{bmatrix}
(sU_1 - Y_\beta - (sY_p + g\cos \theta_1) s(U_1 - Y_r) \\
-L_\beta (s^2 - L_p s) \\
-N_\beta + N_{r_t} - (s^2 B_1 + N_p s)
\end{bmatrix} \delta(s) + \begin{bmatrix}
Y_\delta \\
L_\delta \\
N_\delta
\end{bmatrix} = \begin{bmatrix}
Y_\phi \\
L_\phi \\
N_\phi
\end{bmatrix}
\end{align*}
\]

\[
\begin{align*}
\phi(s) &= \begin{bmatrix}
(sU_1 - Y_\beta - (sY_p + g\cos \theta_1) s(U_1 - Y_r) \\
-L_\beta (s^2 - L_p s) \\
-N_\beta + N_{r_t} - (s^2 B_1 + N_p s)
\end{bmatrix} \phi(s) + \begin{bmatrix}
Y_\delta \\
L_\delta \\
N_\delta
\end{bmatrix} = \begin{bmatrix}
Y_\phi \\
L_\phi \\
N_\phi
\end{bmatrix} \\
\psi(s) &= \begin{bmatrix}
(sU_1 - Y_\beta - (sY_p + g\cos \theta_1) s(U_1 - Y_r) \\
-L_\beta (s^2 - L_p s) \\
-N_\beta + N_{r_t} - (s^2 B_1 + N_p s)
\end{bmatrix} \psi(s) + \begin{bmatrix}
Y_\delta \\
L_\delta \\
N_\delta
\end{bmatrix} = \begin{bmatrix}
Y_\phi \\
L_\phi \\
N_\phi
\end{bmatrix}
\end{align*}
\]

where \( \beta(s) \), \( \phi(s) \) and \( \psi(s) \) are Laplace transformed of sideslip-to-aileron (or -rudder) transfer function, the bank-angle-to-aileron (or -rudder) and the heading-to-aileron (or -rudder), respectively. In the equations above, \( A_1 = I_{x_2}/I_{x_3} \) and \( B_1 = I_{x_2}/I_{z_2} \). The open-loop transfer functions in response to an input can be shown as a block diagram in Figure 1 for the proposed airplane. Therefore, the resulting output can be expressed by

\[
\phi(s) = \delta(s) \begin{bmatrix}
\phi(s) \\
\delta(s)
\end{bmatrix}
\]

\[
(13)
\]

**PID controller**

The PID controller is a kind of controller usually used for practical purposes. Recently, over 85% of the controllers in dynamic systems are of this type. Each one of the P, I and D terms are representative of a controlling algorithm term used for a specific purpose. In some cases, one can use only one or two terms instead of the rest of the terms like PI, PD or even P controllers.\(^{19-20}\)

PID controllers can be schematically presented in Figure 2, where the control signal \( u(t) \) illustrates the sum of the three different components and each component is a function of the tracking error \( e(t) \). \( K_p \) is the proportional term, \( K_i/s \) is the integral term and \( K_d s \) is the derivative term. It should also be noted that each component of this system works independently of the others.\(^{10}\)

In order to introduce each term, one can assume that the rest of the terms are zero. Therefore, assuming \( K_i = K_d = 0; u(t) \) is equal to \( K_p e(t) \). Consequently, at each moment, the control is proportional to the corresponding error and is a function of the present value of the error.

Assuming \( K_p = K_d = 0, u(t) \) is equal to \( K_i \int_0^t e(\tau) d\tau \). The integral term can be presented by the proportional gain value as follows

\[
K_i = \frac{K_p}{\tau_i}
\]

where \( \tau_i \) is the integral time.
Assuming $K_p = K_i = 0$, $u(t)$ is equal to $K_d \frac{d}{dt}(e(t))$. The differentiator term can be defined as a function of $\tau_d$, bandwidth limiter, as follows

$$K_d = \tau_d K_p$$  \hspace{1cm} (15)

The ‘non-interacting form’ PID controllers are defined based on the past, present and future values of the control error value in accordance with $K_i$ and $K_d$ as a function of $K_p$ as follows\(^1^9\)

$$u(t) = K_p \left( e(t) + \frac{1}{\tau_i} \int_0^t e(\tau) d\tau + \tau_d \frac{de(t)}{dt} \right)$$ \hspace{1cm} (16)

### Genetic algorithm

Overall, analytical optimizations in spite of being so powerful in solving analytical problems are facing several limitations to be used for real engineering problems. These methods are usually used for simple problems or in higher levels they have been used to provide the general solution of a real case. Conversely, numerical optimization methods have significant capabilities to solve complex problems. However, numerical optimizations are also suffering from providing analytical concepts. As numerical optimization methods have several advantages, different numerical optimizations are described in this section. Generally, in most scientific and technical problems, optimum product design depends on finding the best solution in available cases under specific conditions. Accordingly, a practical and suitable solution is required to find the optimum result.

Numerous evolutionary algorithms have been developed to solve global optimization problems. These algorithms are designed such a way that with precise parameters they can provide the general optimum working solution. However, unsuitable parameter selection can result in higher run time to find the optimum solution and consequently a reduction in the performance in terms of accuracy and time complexity.\(^3^0\) Recently, several researches have been focused on extremal optimization (EO) which avoids elite collection while trying to change the bad members by mutation. Multi-objective population-based EO is a variation of EO that have been widely used by researchers in this regard.\(^3^1^-^3^3\)

More than a dozen stochastic algorithms have been developed over the past decades which in this study, the focus is on the genetic algorithm (GA) and more details will be provided in this regard. It is interesting to note that among current evolutionary algorithms, the best-known method is the GA. As this type of algorithm assesses numerous working solutions at the same time in the search space, it is more likely to find the global working solution of a certain problem. In addition, it has a simple scalar performance measure without derivative information enquire which makes the GA as easy as to be used and implemented in most scenarios.\(^3^4\)

The GA is a computational method to obtain suitable working solutions while tracking future generations based on the structure of the biological organisms. This evolutionary search heuristic implements natural selection and nature-inspired operators to recognize optimum solutions.\(^3^5\) The evolutionary algorithms idea was first suggested by Rechenberg, in the 1960s.\(^3^6,3^7\) After that, GAs were developed by Holland in the 1970s and recently, they are very popular for solving optimization problems.

In the GA, the design environment is changing to the genetic environment. Therefore, GAs are working with the coded parameters. The main advantage of the coded parameters is that they are able to change the continuous variables to the discrete ones.\(^3^9^-^4^1\) GAs are stochastic search algorithms that act on a population of possible solutions and leading the solutions towards the most optimum one.\(^4^2\) It should be noted that the GAs are not usually able to solve very complex problems where one is facing complex fitness functions or high scale of iterations. Therefore, in such cases, the GAs are facing a significant reduction in performance due to the complexity of time and lower accuracy.\(^4^3,4^4\)

In order to implement the GA, three concepts are important to be defined and implemented:

1. Cost functions;
2. Genetic environment;
3. GA functions.

The GA has been developed based on Darwin’s evolutionary theory which in the beginning starts with stochastic chromosomes called population. The possible working solutions are programmed as chromosomes and new working solutions can be achieved either by mutating members of the current population or by
mating two answers together to produce a better working solution. The better answers are nominated to exist and mutate and the inferior ones are rejected. This procedure will be repeated until finding the best working solution.42

**Flying quality**

As discussed earlier in the introduction, herein the aerodynamic characteristics of the airplane have been estimated through NAMAYEH.10 The investigated airplane is a six-place, low wing, twin-engine, propeller-driven general aviation airplane. General characteristics of the airplane are presented in Table 1. For this purpose, the cruise condition considering power on condition and propeller effects is investigated in this study. Properties of the investigated flight condition are presented in Table 2. Considering the cruise flight condition, the aircraft has been trimmed for the longitudinal motion. The longitudinal trim characteristics are provided for the proposed airplane in Table 3.

With respect to the trim condition provided in Table 3, the flying quality characteristics have been investigated and presented in Table 4. As can be seen, the handling quality placed in level 2 for the Dutch-Roll mode. Accordingly, in the next step, the design and optimization of the PID controllers have been accomplished to increase the Dutch-Roll mode level while keeping all other flying quality characteristics in level 1.

**Controller design**

Herein, controllers were designed for the cases where the aircraft is in longitudinal trim and calculations have been accomplished for the lateral–directional motions. Accordingly, two sets of control surfaces including the rudder and ailerons have been designed such that yaw and roll motions of the aircraft to be controlled, respectively. Simultaneously, disturbance from each surface has also been considered to increase the accuracy of the controller design. Besides, during the design process, the sideslip angle has also been optimized. Consequently, two PID controllers have been designed to control the lateral–directional motion in longitudinal trim which can be discussed as block diagrams provided in Figure 3.

Accordingly, the controller design procedure can be defined as follows in four phases:

1. Over phase 1, the controllers with respect to the desired phase margin and gain margin were designed such that the stability of the system was guaranteed. Consequently, the desired results using a multi-objective the GA were achieved to satisfy the GA function perquisites. In this phase, simple functions were used to investigate desired results with GA. Therefore, the corresponding cost function is as follows

\[
J = \left( \frac{\phi_m}{c_2} \right)^2 + \left( \frac{G_m}{c_2} \right)^2 + c_3
\]  

where \( \phi_m \) is representative of the phase margin and \( G_m \) is the gain margin. \( c_1, c_2 \) and \( c_3 \) are constant values in equation (17).

2. Since results in phase 1 were based on the simple equations for GA functions, in phase 2 smarter

| Parameter | Value | Unit |
|-----------|-------|------|
| b         | 11.8  | m    |
| c         | 1.61  | m    |
| S         | 17.96 | m²   |
| Aspect ratio | 7.75 | —    |
| \( W_{TO} \) | 2500  | kg   |

Table 1. General characteristics of the investigated airplane.

| Parameter   | Value | Unit |
|-------------|-------|------|
| Cruise condition | 0.28 | —    |
| m           | 2500  | kg   |
| \( X_{CG} \) | 20    | %    |
| alt         | 3048  | m    |

Table 2. Properties of the investigated flight conditions.

| Parameter   | Value | Unit |
|-------------|-------|------|
| \( \alpha_{trim} \) | 0.9   | °    |
| \( \delta_{\text{rwm}} \) | -1.0  | °    |
| \( P_{\text{trim}} \) | 398.1 | Hp   |
| \( C_{L\text{trim}} \) | 0.36  | —    |
| \( C_{D\text{trim}} \) | 0.038 | kg   |

Table 3. Properties of the investigated trim condition.

| Parameter   | Value | Unit |
|-------------|-------|------|
| \( \zeta \) | 0.76  |      |
| \( \omega_{n} \) | 5.26 |     |
| Phugoid     | 1     | 0.15 | 0.13 |
| Roll mode   | 1     | 1.00 | 2.79 |
| Spiral mode | 1     | -1.00| 0.00 |
| Dutch-Roll mode | 2     | 0.08 | 2.79 |

Table 4. Properties of the investigated longitudinal trim condition.
equations were used. Therefore, this time the fuzzy equations were used as the cost function of the GA and the corresponding results showed lower overshoot. The corresponding cost function used in this phase is given as follows

\[
J = \exp\left(\phi_m - c_1\right)^2 + \exp\left(G_m - c_2\right)^2 \tag{18}
\]

3. In phase 3, as in Dutch-Roll mode, the proposed aircraft was in level 2 of handling quality, the controllers were designed such that the handling quality placed in level 1. Therefore, the related GA was defined to assure level 1 of handling quality for all lateral–directional flight modes. It should be noted that although the results achieved from phases 1 and 2 guaranteed stability of the system, they were not able to assure the performance of the aircraft. On the other hand, the non-coupled transfer function of the lateral–directional modes is just reliable in cases where the roots of the transfer functions stand below than 3.45,46 Hence, the new cost function to guarantee stability and performance of the proposed aircraft is given as follows

\[
J = \left(\frac{\phi_m}{c_2}\right)^2 + \left(\frac{G_m}{c_2}\right)^2 + (l_d - 1)^2 + (l_r - 1)^2 + (l_s - 1)^2 + c_3 \tag{19}
\]

where \(l_d\) is the aircraft handling quality level for Dutch-Roll mode, \(l_s\) is the aircraft handling quality in spiral
mode and $l_r$ is the aircraft handling quality in roll mode. $c_1$ and $c_2$ are constant values.

4. Over phase 4, as the sideslip angle increased drastically in phase 3 comparing to the results from phases 1 and 2, the new cost functions for GA were defined such that the best results for sideslip to be achieved as well. Consequently, at the end of phase 4, all stability and performance terms compared to the first results placed in a better condition resulting in a higher handling quality (e.g. level 1) for all lateral–directional modes. The corresponding cost function used in this step can be expressed as follows

$$J = \exp(\phi_m - c_1)^2 + \exp(G_m - c_2)^2 + \exp(l_d - 1)^2$$
$$+ \exp(l_r - 1)^2 + \exp(l_s - 1)^2$$

(20)

It should be noted that in all cases, the population size of the GA was considered equal to 100 and the average relative change in the best fitness function value over max stall generations was equal to $10^{-6}$.

Results and discussion

Herein, results for different controllers in different phases are provided and compared for the twin-engine propeller-driven aircraft. As can be seen in Figures 4–6, the first controller showed ~50% and ~30% overshoot for $\phi$ and $\psi$, respectively. Over the second phase, the corresponding overshoot of $\phi$ decreased and reached ~20% but in the case of $\psi$ remained at ~30%. However, considering the handling quality of the lateral–directional modes, the results were not desirable. Hence, in phase 3, the main goal was to compensate for the handling quality issue and reach level 1 in all lateral–directional modes. However,
the corresponding results showed a drastic increase of \( \sim 40\% \) in the overshoot of \( \psi \). Therefore, in phase 4 with the new controller design, the overshoot for \( \psi \) decreased to less than 30\% while the overshoot of \( \phi \) remained at \( \sim 20\% \).

In Figure 7, root locus plots of the results for \( \psi \) with and without the PID controller are presented for the closed-loop system to illustrate the changes in poles and zeros of both cases. As can be seen, positive real part of the pole moved to the negative side using PID controller to enhance the stability.

Finally, with respect to Figure 8, root locus plots of the results for \( \phi \) show the changes in poles and zeros from the case without the PID controller to the one in the presence of the PID controller.

Also, in order to check the performance of the designed PID controllers in other flight conditions, a sensitivity analysis has been done using the PID controller designed in phase 4. The sensitivity analysis presented here contains all cruise flight conditions available for the aircraft type used in this study. Accordingly, different velocities as well as the highest and lowest altitudes and most forward and most aft centre of gravity (CG) positions have been studied.

In the following, Figure 10 shows the variation of the results for \( \psi \), \( \phi \) and \( \beta \) with different Mach numbers. As can be seen, increasing the Mach number will result in higher fluctuations of the parameters.
in a faster response from the designed PID controller. This is while, the PID controllers delay in response by decreasing the Mach number.

With respect to Figure 11, increasing or decreasing the altitude will not affect the controller response for $\psi$ and $\phi$ much. However, regarding the results for $\beta$, the graph shows that at lower altitudes the designed PID controllers’ response faster.

Finally, variation of the CG position will not affect the PID controllers’ response. Here, the most forward CG position and most aft position have been shown in Figure 12.

Considering all flight scenarios presented in Figures 10–12, one can conclude that the designed PID controllers with the help of GA is capable of providing handling quality of level 1 at all cruise flight conditions for the proposed aircraft.

**Conclusion**

In this article, it is demonstrated that with the use of multi-objective GAs, one can optimize and regulate the PID controller particularly in cases where several controllers are used and perturbation of each one affects the other ones. Also, a comparison between the GA and PSO tools presented which showed a higher accuracy of GA against the higher speed of PSO. The advantages and disadvantages of each controller used
Figure 10. Variation of the results for $\psi$, $\phi$ and $\beta$ with different Mach numbers.

Figure 11. Variation of the results for $\psi$, $\phi$ and $\beta$ with different altitudes.
Figure 12. Variation of the results for $\psi$, $\phi$, and $\beta$ with different CG values (e.g. most forward and most aft positions).

**Table 6. Advantages and disadvantages of different controllers designed in each phase.**

| Phase | Advantages | Disadvantages | Run time (min) |
|-------|------------|---------------|----------------|
| 1     | Guaranteed system stability <br> Lower run time compared to the other phases <br> Lower sideslip angle comparing to phases 2 and 3 | Performance failure <br> Drastic overshoot ($\psi$: 44.42%, $\psi$: 28.22%) | 25 |
| 2     | Guaranteed system stability <br> Lower overshoot for $\phi$ ($\phi$: 17.84%) <br> Lower run time comparing to phases 3 and 4 | Performance failure <br> Higher sideslip angle compared to phase 1 <br> Higher overshoot for $\psi$ ($\psi$: 31.79%) | 30 |
| 3     | Guaranteed system stability <br> Guaranteed system performance and better handling quality <br> Lower overshoot for $\phi$ ($\phi$: 15.07%) | Higher run time compared to the other phases <br> Higher overshoot for $\psi$ ($\psi$: 37.07%) <br> Higher sideslip angle comparing to phase 1 <br> Higher run time compared to the other phases | 40 |
| 4     | Guaranteed system stability <br> Guaranteed system performance and better handling quality <br> Lower overshoot for $\phi$ and $\psi$ ($\phi$: 17.16%, $\psi$: 30.66%) <br> Lower sideslip angle compared to phases 2 and 3 | Higher run time compared to the other phases <br> Higher overshoot for $\phi$ and $\psi$ ($\phi$: 17.98%, $\psi$: 31.2%) <br> Higher fluctuation for $\phi$ | 40 |
| PSO   | Guaranteed system stability <br> Guaranteed system performance and handling quality <br> Lower sideslip angle compared to phases 2 and 3 <br> Lower run time comparing to the rest | Higher overshoot for $\phi$ and $\psi$ ($\phi$: 17.98%, $\psi$: 31.2%) <br> Higher fluctuation for $\phi$ | 14 |

PSO: particle swarm optimization.
in each phase as well as their time response are
provided in Table. 6.

Also, the sensitivity analysis to different flight condi-
tions showed performance of the proposed control-
lers for various scenarios. All in all, results showed that
the proposed PID controllers using GA technique is
capable of providing handling quality level 1 in all
cruise flight conditions.

Future work

As mentioned, several evolutionary algorithms have
been developed so far to solve global optimization
problems, especially for multi-objective problems.
Another evolutionary algorithm that can be suggested
for future work is multi-objective population-based EO
which is an improved multi-objective population-based
EO algorithm.31–33

Multi-objective GA is essential a stochastic algo-
rithm. Another area that can be of interest for future
investigation is to compare the results from GA algo-
rithms to some non-parametric statistical tests. Several
works have been performed in this area on the basis of
EO to how to extend the multi-objective problems to
more complex practical engineering systems.49–52

Declaration of conflicting interests

The author(s) declared no potential conflicts of interest with
respect to the research, authorship and/or publication of this
article.

Funding

The author(s) disclosed receipt of the following financial sup-
port for the research, authorship and/or publication of this
article: This work was supported by the Mitacs through the
Mitacs Accelerate Programme and Columbriad Launch
Services Inc.

ORCID iD

Mohsen Rostami https://orcid.org/0000-0002-0437-489X

References

1. Clark TWK. Effect of side wind on a propeller. Reports
and Memoranda. No. 80, 1913. London: British
Aeronautical Research Council.

2. Bramwell FH, Page A, Relf EK, et al. Experiments on
model propellers at the National Physical Laboratory.
Reports and Memoranda. No. 123, 1914. London:
British Aeronautical Research Council.

3. Manchester FW. The flying-machine from an engineering
standpoint. London: Constable, 1917.

4. Harris RG. Forces on a propeller due to sideslip. Reports
and Memoranda. No. 427, 1918. London: British
Aeronautical Research Council.

5. Glauert H. The stability derivative of an airscrew. Reports
and Memoranda. No. 642, 1919. London: British
Aeronautical Research Council.

6. Glauert H. Aeroplane propellers, miscellaneous airscrew
problems. In: Durand WF (ed.) Aerodynamic theory, vol.
IV. Berlin: Springer, 1935, pp.351–359.

7. Phillips WF and Anderson EA. Predicting the contribu-
tion of running propellers to aircraft stability derivatives.
J Aircr 2003; 40: 1107–1114.

8. Wolowicz H and Yancey RB. Lateral-directional aerody-
namic characteristics of light, twin-engine, propeller driven
airplanes. NASA Technical Note, 1972, pp.17–56. https://
ntrs.nasa.gov/search.jsp?R = 19730002289

9. Wolowicz H and Yancey RB. Longitudinal aerodynamic
characteristics of light, twin-engine, propeller-driven air-
planes. NASA Technical Note, 1972. https://www.nasa.
gov/centers/dryden/pdf/87800main_H-646.pdf

10. Rostami M and Bagherzadeh SA. Development and
validation of an enhanced semi-empirical method for
estimation of aerodynamic characteristics of light,
propeller-driven airplanes. Proc IMechE, Part G: J
Aerospace Engineering 2018; 232: 638–648.

11. Cole JA, Maughmer MD, Kinzel M, et al. Higher-order
free-wake method for propeller-wing systems. J. Aircr
2018; 56: 150–165.

12. Milenković-Babić M, Samardžić M, Antonić V, et al.
Longitudinal stability characteristics of the LASTA
airplane. Aircr Eng Aerosp Technol 2017; 89: 911–919.

13. Schroeijen MJT, Veldhuis LLM and Slingerland R. Propeller
empennage interaction effects on the vertical tail design of
multiengine aircraft. J. Aircr 2010; 47: 1133–1140.

14. Thyes B and De Schutter J. Parameter selection method and
performance assessment for the preliminary design of
electrically powered transitioning VTOL UAVs. In:
Proceedings of IMAV, Beijing, PR of China, 1 January
2016.

15. Nicolosi F, Corcione S and Della Vecchia P. Commuter
aircraft aerodynamic characteristics through wind tunnel
tests. Aircrt Eng Aerosp Technol 2016; 88: 523–534.

16. Sadraey MH. Aircraft design: a system engineering
approach. Hoboken, NJ: Wiley, 2013, pp.326–327.

17. Worley G. Beechcraft Baron G-58, aero performance
approach. 2013, https://beechcraft.txtav.com/

18. Roskam J. Airplane flight dynamics and automatic flight
controls, pt I. Lawrence, KS: DARcorporation, 2001,
pp.346–377.

19. Paz RA. The design of the PID controller. Las Cruces,
NM: Klipsch School of Electrical and Computer
Engineering, 2001.

20. Liu Z, He Y, Yang L, et al. Control techniques of tilt
rotor unmanned aerial vehicle systems: a review. Chin J
Aeronaut 2017; 30: 135–148.

21. Āarzņ EK. A simple event-based PID controller. IFAC
Proc 1999; 32: 8687–8692.

22. Zulu A and John S. A review of control algorithms for
autonomous quadrotors. Op J Appl Sci 2014; 4: 547–556.

23. Pinsker JE, Lee JB, Dassau E, et al. Randomized cross-
over comparison of personalized MPC and PID control
algorithms for the artificial pancreas. *Diabet Care* 2016; 39: 1135–1142.

24. Bauer M, Horch A, Xie L, et al. The current state of control loop performance monitoring – a survey of application in industry. *J Process Control* 2016; 38: 1–10.

25. Emran BJ and Najjaran H. A review of quadrotor: an underactuated mechanical system. *Annu Rev Control* 2018; 46: 165–180.

26. Geertsma RD, Negenborn RR, Visser K, et al. Design and control of hybrid power and propulsion systems for smart ships: a review of developments. *Appl Energy* 2017; 194: 30–54.

27. Saeed AS, Younes AB, Islam S, et al. A review on the platform design, dynamic modeling and control of hybrid UAVs. In: *International conference on unmanned aircraft systems (ICUAS)*, Denver, CO, 9–12 June 2015, pp.806–815. New York: IEEE.

28. Şenkul AF and Altuğ E. System design of a novel tilt-roll rotor quadrotor UAV. *J Intell Robot Syst Theory Appl* 2016; 84: 575–599.

29. Saeed AS, Younes AB, Cai C, et al. A survey of hybrid unmanned aerial vehicles. *Prog Aerosp Sci* 2018; 98: 91–105.

30. Yang XS. Review of meta-heuristics and generalised evolutionary walk algorithm. *Int J Bio Inspir Comput* 2011; 3: 77–84.

31. Lu K, Zhou W, Zeng G, et al. Constrained population extremal optimization-based robust load frequency control of multi-area interconnected power system. *Int J Electr Power Energy Syst* 2019; 105: 249–271.

32. Zeng GQ, Xie XQ, Chen MR, et al. Adaptive population extremal optimization-based PID neural network for multivariable nonlinear control systems. *Swarm Evolut Comput* 2019; 44: 173–184.

33. Zeng GQ, Chen J, Dai YX, et al. Design of fractional order PID controller for automatic regulator voltage system based on multi-objective extremal optimization. *Neurocomputing* 2015; 160: 173–184.

34. Kao YT and Zahara E. A hybrid genetic algorithm and particle swarm optimization for multimodal functions. *Appl Soft Comput J* 2008; 8: 849–857.

35. Kar AK. Bio inspired computing – a review of algorithms and scope of applications. *Expert Syst Appl* 2016; 59: 20–32.

36. Douguet D, Thoreau E and Grassy G. A genetic algorithm for the automated generation of small organic molecules: drug design using an evolutionary algorithm. *J Comput Aided Mol Des* 2000; 14: 449–466.

37. Giagkiozis I and Fleming PJ. Methods for multi-objective optimization: an analysis. *Inf Sci* 2015; 293: 338–350.

38. Holland JH. *Adaptation in natural and artificial systems: an introductory analysis with applications to biology, control, and artificial intelligence*. Cambridge, MA: Massachusetts Institute of Technology, 1992.

39. Chelouah R and Siarry P. Continuous genetic algorithm designed for the global optimization of multimodal functions. *J Heuristics* 2000; 6: 191–213.

40. Rajeev S and Krishnamoorthy CS. Discrete optimization of structures using genetic algorithms. *J Struct Eng* 1992; 118: 1233–1250.

41. Andre J, Siarry P and Dognon T. An improvement of the standard genetic algorithm fighting premature convergence in continuous optimization. *Adv Eng Softw* 2001; 32: 49–60.

42. Magoulas GD and Prentza A. *Machine learning and its applications*, vol. 2049. Berlin: Springer, 2001.

43. Yu TL, Goldberg DE, Sastry K, et al. Dependency structure matrix, genetic algorithms, and effective recombination. *Evol Comput* 2009; 17: 595–626.

44. Gendreau M and Potvin J-Y. *Tabu search*, vol. 146. Berlin: Springer, 2010.

45. Roskam J. *Airplane flight dynamics and automatic flight controls, pt II*. Lawrence, KS: DARcorporation, 2001.

46. Abzug MJ and Larrabee EE. *Airplane stability and control: a history of the technologies that made aviation possible*. 2nd ed. Cambridge: Cambridge University Press, 2005.

47. Zhang J, Cai J, Meng Y, et al. Genetic algorithm particle swarm optimization-based hardware evolution strategy. *WSEAS Trans Circuits Syst* 2014; 13: 274–283.

48. Chao O and Weixing L. Comparison between PSO and GA for parameters optimization of PID controller. In: *IEEE international conference on mechatronics and automation*, Luoyang, China, 25–28 June 2006, pp.2471–2475. New York: IEEE.

49. Zhao F, Zeng GQ and Lu K-D. EnLSTM-WPEO: short-term traffic flow prediction by ensemble LSTM, NNCT and population extremal optimization-based PID neural network for multivariable nonlinear control systems. *Swarm Evolut Comput* 2019; 44: 173–184.

50. Zeng GQ, Chen J, Dai YX, et al. Design of fractional order PID controller for automatic regulator voltage system based on multi-objective extremal optimization. *Neurocomputing* 2015; 160: 173–184.

51. Kao YT and Zahara E. A hybrid genetic algorithm and particle swarm optimization for multimodal functions. *Appl Soft Comput J* 2008; 8: 849–857.

52. Kar AK. Bio inspired computing – a review of algorithms and scope of applications. *Expert Syst Appl* 2016; 59: 20–32.
Appendix

Notation

\( A_1 \) coefficient in denominator of the transfer function
\( B_1 \) coefficient in denominator of the transfer function
\( b \) wing span
\( C \) mean aerodynamic chord
\( C_{l_p} \) variation of airplane rolling moment coefficient with dimensionless rate of change of roll rate
\( C_{l_y} \) variation of airplane rolling moment coefficient with dimensionless rate of change of yaw rate
\( C_{l_{\text{propOff}}} \) variation of airplane rolling moment coefficient with angle of sideslip
\( C_{l_{\text{propOn}}} \) variation of airplane rolling moment coefficient with angle of sideslip with power on contribution
\( C_{l_{\text{a}}} \) variation of airplane rolling moment coefficient with aileron deflection angle
\( C_{l_{\text{r}}} \) variation of airplane rolling moment coefficient with rudder deflection angle
\( C_{n_p} \) variation of airplane yawing moment coefficient with dimensionless rate of change of roll rate
\( C_{n_y} \) variation of airplane yawing moment coefficient with dimensionless rate of change of yaw rate
\( C_{n_{\text{propOff}}} \) variation of airplane yawing moment coefficient with angle of sideslip
\( C_{n_{\text{propOn}}} \) variation of airplane yawing moment coefficient with angle of sideslip with power on contribution
\( C_{n_{\text{a}}} \) variation of airplane yawing moment coefficient with aileron angle
\( C_{n_{\text{r}}} \) variation of airplane yawing moment coefficient with rudder angle
\( C_{y_p} \) variation of airplane side force coefficient with dimensionless rate of change of roll rate
\( C_{y_y} \) variation of airplane side force coefficient with dimensionless rate of change of yaw rate
\( C_{y_{\text{propOff}}} \) variation of airplane side force coefficient with sideslip angle without considering power on contribution
\( C_{y_{\text{propOn}}} \) variation of airplane side force coefficient with sideslip angle with power on contribution
\( C_{y_{\text{a}}} \) variation of airplane side force coefficient with aileron angle
\( C_{y_{\text{r}}} \) variation of airplane side force coefficient with rudder angle
\( e(t) \) tracking error
\( g \) acceleration of gravity
\( G(s) \) open loop transfer function
\( I_{xx} \) airplane moments of inertia about X
\( I_{xz} \) airplane product of inertia about Z
\( I_{zz} \) airplane moment of inertia about Z
\( K_d \) derivative term of PID controller
\( K_i \) integral term of PID controller
\( K_p \) proportional term of PID controller
\( L_p \) roll angular acceleration per unit roll angle
\( L_r \) roll angular acceleration per unit yaw rate
\( L_{\beta} \) roll angular acceleration per unit yaw rate
\( L_{\delta} \) roll angular acceleration per unit sideslip angle
\( N_p \) Yaw angular acceleration per unit roll angle
\( N_r \) Yaw angular acceleration per unit yaw rate
\( N_{\text{T}\beta} \) Yaw angular acceleration per unit side-slip angle (due to thrust)
\( N_{\beta} \) Yaw angular acceleration per unit side-slip angle
\( N_{\delta} \) Yaw angular acceleration per unit control surface angle
\( P \) power contribution
\( p \) perturbed value of airplane angular velocity about X
\( \dot{p} \) rate of change of perturbed value of airplane bank angle
\( q_1 \) airplane dynamic pressure
\( r \) perturbed value of airplane angular velocity about Z
\( \dot{r} \) Rate of change of perturbed value of airplane heading angle
\( S \) reference area
\( s \) Laplace domain variable
\( t \) time
\( U_1 \) velocity component along X direction
\( u(t) \) control signal
\( \dot{v} \) acceleration in Y direction
\( Y_p \) lateral acceleration per unit roll rate
\( Y_r \) lateral acceleration per unit yaw rate
\( Y_\beta \) lateral acceleration per unit sideslip angle
\( Y_\delta \) lateral acceleration per unit control surface angle

\( \beta \) angle of sideslip
\( \delta \) control surface deflection angle
\( \delta_a \) Aileron deflection angle

\( \delta_r \) Rudder deflection angle
\( \theta_1 \) airplane pitch attitude angle
\( \rho \) air density
\( \tau_d \) derivative time
\( \tau_i \) integral time
\( \vartheta \) perturbed value of airplane bank angle
\( \psi \) perturbed value of airplane heading angle