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Abstract In this article, the authors establish the wavelet characterization of Besov and Triebel–Lizorkin spaces on a given space \((X, d, \mu)\) of homogeneous type in the sense of Coifman and Weiss. Moreover, the authors introduce almost diagonal operators on Besov and Triebel–Lizorkin sequence spaces on \(X\), and obtain their boundedness. Using this wavelet characterization and this boundedness of almost diagonal operators, the authors obtain the molecular characterization of Besov and Triebel–Lizorkin spaces. Applying this molecular characterization, the authors further establish the Littlewood–Paley characterizations of Triebel–Lizorkin spaces on \(X\). The main novelty of this article is that all these results get rid of their dependence on the reverse doubling property of \(\mu\) and also the triangle inequality of \(d\), by fully using the geometrical property of \(X\) expressed via its equipped quasi-metric \(d\), dyadic reference points, dyadic cubes, and wavelets.
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1 Introduction

Besov and Triebel–Lizorkin spaces have a long history. In 1951, Nikol’ski˘ı [55] introduced some function spaces on the Euclidean space \( \mathbb{R}^n \), which are nowadays denoted by \( B^s_{p,q}(\mathbb{R}^n) \). Later, Besov \[4, 5\] introduced the Besov space denoted by \( \mathcal{B}^s_{p,q} \). Lizorkin \[49, 50\] and Triebel \[61\] introduced some new function spaces, which are nowadays denoted by \( F^s_{p,q}(\mathbb{R}^n) \), for any given \( s \in (0, \infty) \), \( p \in (1, \infty) \), and \( q \in (1, \infty) \). Later, Peetre [57, 58, 59] extended the ranges of \( s, p, \) and \( q \) to all possible choices. Frazier and Jawerth [17, 18] obtained the atomic and the molecular characterizations of Besov and Triebel–Lizorkin spaces. Bownik [6, 7] introduced and developed Besov and Triebel–Lizorkin spaces on anisotropic Euclidean spaces.

The related wavelet characterization of these spaces was given in [52]. For more information on Besov and Triebel–Lizorkin spaces on \( \mathbb{R}^n \), we refer the reader to the monographs [62, 63, 64, 60].

Now, we recall the notion of spaces of homogeneous type originally introduced by Coifman and Weiss [14, 15]. Let \( X \) be a non-empty set and \( d \) a quasi-metric, namely, a non-negative function on \( X \times X \) satisfying the following conditions: for any \( x, y, z \in X \),

(i) \( d(x, y) = 0 \) if and only if \( x = y \);

(ii) \( d(x, y) = d(y, x) \);

(iii) there exists a positive constant \( A_0 \in [1, \infty) \), independent of \( x, y, \) and \( z \), such that

\[
d(x, z) \leq A_0[d(x, y) + d(y, z)].
\]

Then \( (X, d) \) is called a quasi-metric space. A measure \( \mu \) on \( X \) is called a doubling measure if any ball \( B \) of \( X \) is of finite measure, namely, \( \mu(B) \in (0, \infty) \), and \( \mu \) satisfies the following doubling condition: there exists a positive constant \( C_{(\mu)} \) such that, for any ball \( B \), \( \mu(2B) \leq C_{(\mu)}\mu(B) \). Here and thereafter, for any \( \tau \in (0, \infty) \) and any ball \( B \), \( \tau B \) denotes the ball of \( X \) with the same center as \( B \) and \( \tau \) times radius of \( B \). Observe that the doubling condition implies that, for any \( \lambda \in [1, \infty) \) and any ball \( B \),

\[
\mu(\lambda B) \leq C_{(\mu)}\lambda^\omega_0 \mu(B),
\]

where \( \omega_0 := \log_2 C_{(\mu)} \). The upper dimension \( \omega_0 \) of \( X \) is defined by setting

\[
\omega_0 := \inf\{\omega \in (0, \infty) : \text{there exists a } C_{(\mu)} \in (0, \infty) \text{ such that } (1.1) \text{ holds true for any ball } B \text{ and any } \lambda \in (0, \infty)\}. \tag{1.2}
\]

A triple \( (X, d, \mu) \) is called a space of homogeneous type if \( (X, d) \) is a quasi-metric space and \( \mu \) a doubling measure on \( X \). If \( A_0 := 1 \), then \( (X, d, \mu) \) is called a metric measure space of homogeneous type, or simply, a doubling metric measure space. The spaces of homogeneous type have proved a natural and general setting for the study of both function spaces and the boundedness of operators on them.

Throughout this article, we always make the following assumptions. For any \( x \in X \) and \( r \in (0, \infty) \), \( B(x, r) \) denotes the ball \( B(x, r) := \{ y \in X : d(y, x) < r \} \). For any point \( x \in X \), we assume that the balls \( \{B(x, r)\}_{r \in (0, \infty)} \) form a basis of open neighborhoods of \( x \); assume that \( \mu \) is Borel regular which means that open sets are measurable and every set \( A \subset X \) is contained in a Borel set \( E \) satisfying that \( \mu(A) = \mu(E) \). We also assume that \( \mu(B(x, r)) \in (0, \infty) \) for any given \( x \in X \) and
For the presentation concision, we always assume that \((X, d, \mu)\) is nonatomic, namely, 
\[\mu(x) = 0 \text{ for any } x \in X.\]

In 1977, Coifman and Weiss [15] introduced the atomic Hardy spaces on spaces of homogeneous type, and raised an open question whether or not additional geometrical conditions are necessary to guarantee the radial maximal function characterization of these atomic Hardy spaces. From then on, the real-variable theory of function spaces on spaces of homogeneous type attracted a lot of attentions.

Indeed, the first progress was made on Ahlfors regular spaces which are special cases of spaces of homogeneous type. Recall that a triplet \((X, d, \mu)\) is called an Ahlfors-n regular space if there exists a constant \(C \in [1, \infty)\) such that, for any \(x \in X\) and \(r \in (0, \text{diam } X)\), \(C^{-1}r^\kappa \leq \mu(B(x, r)) \leq Cr^\kappa\). Here and thereafter, for any non-empty subset \(\Omega \subset X\), \(\text{diam } \Omega := \sup\{d(x, y) : x, y \in \Omega\}\). On an Ahlfors regular space \((X, d, \mu)\) satisfying the additional assumption that there exist a \(\theta \in (0, 1)\) and a positive constant \(\tilde{C}\) such that, for any \(x, x', y \in X\),
\[|d(x, y) - d(x', y)| \leq \tilde{C}[d(x, x')]^{\theta}[d(x, y) + d(x', y)]^{1-\theta},\]
Marcas and Segovia [51] established the radial maximal function characterization of atomic Hardy spaces introduced by Coifman and Weiss. In 1994, Han and Sawyer [35] introduced homogeneous Besov and Triebel–Lizorkin spaces over Ahlfors regular spaces. Later, Han and Yang [32, 34] introduced their inhomogeneous counterparts. For more real-variable characterizations of function spaces on Ahlfors regular spaces, we refer the reader to [67, 68, 69, 70, 71, 16, 45] and their references. In particular, Koskela et al. [45] considered the action of quasi-conformal mappings on Hajłasz–Triebel–Lizorkin spaces over Ahlfors regular spaces. Moreover, Alvarado and Mitrea [1] established a sharp real-variable theory of Besov and Triebel–Lizorkin spaces over Ahlfors regular spaces. Recently, Jaiming and Negreira [42] obtained a new Plancherel–Pólya inequality for Besov spaces over Ahlfors regular spaces.

Ahlfors regular spaces were further generalized to RD-spaces which are also special cases of spaces of homogeneous type and were originally introduced by Han et al. [32] (see also [51]). Recall that an RD-space \((X, d, \mu)\) is a doubling metric measure space with the following additional reverse doubling condition: there exist constants \(\tilde{C} \in (0, 1]\) and \(\kappa \in (0, \omega]\) such that, for any ball \(B(x, r)\) with \(x \in X\), \(r \in (0, \text{diam } X/2)\), and \(\lambda \in [1, \text{diam } X/[2r))\), \(\tilde{C} \lambda^\kappa \mu(B(x, r)) \leq \mu(B(x, \lambda r))\). Obviously, an Ahlfors regular space is an RD-space, and a connected space of homogeneous type is also an RD-space (see [32, 74], and also [74] for more equivalent characterizations of RD-spaces). In 2008, Han et al. [32] established Calderón reproducing formulae on RD-spaces and also introduced Besov and Triebel–Lizorkin spaces on RD-spaces. With the help of Calderón reproducing formulae, a real-variable theory of function spaces on RD-spaces has been rapidly developed; see, for instance, [31, 24, 25, 72, 73, 76]. In particular, Müller and Yang [53] obtained the difference characterization of Triebel–Lizorkin spaces on RD-spaces. Koskela et al. [44] established the grand Littlewood–Paley function characterization of Triebel–Lizorkin spaces on RD-spaces. Moreover, Yang and Zhou [74] characterized Besov and Triebel–Lizorkin spaces via (local) Hardy spaces on RD-spaces.

As was mentioned above, Calderón reproducing formulae take an important role in both real-variable theory of function spaces and boundedness of operators. Thus, to develop a real-variable theory of function spaces on spaces of homogeneous type, a key point is to establish corresponding Calderón reproducing formulae. Along this line, a breakthrough work was made by Auscher and
Hytönen [2, 3] in which a wavelet system on a space \( X \) of homogeneous type was constructed. The constructed wavelets in [2, 3] have the exponential decay and the \( \eta \)-Hölder regularity with some \( \eta \in (0, 1) \) (see [2, Theorem 7.1]). As a direct application, Fu and Yang [20] obtained the wavelet characterizations of atomic Hardy spaces on \( X \) introduced by Coifman and Weiss [15].

As a first attempt of reproducing formulae on a given space \( X \) of homogeneous type, Han et al. [30] established wavelet reproducing formulae which hold true in both test functions and distributions. Soon after, Han et al. [28] characterized atomic Hardy spaces via wavelet coefficients. Another kind of Hardy spaces by using different spaces of distributions was also introduced by Han et al. [29]. Later, He et al. [36] introduced a new kind of (inhomogeneous) approximations of the identity with exponential decay (for short, exp-(I)ATI) and established new Calderón reproducing formulae via these new approximations of the identity on \( X \). Using these new Calderón reproducing formulae, He et al. [36] and [38] respectively established the real-variable theory of (local) Hardy spaces on \( X \), in which the question asked by Coifman and Weiss [15] was completely answered, that is, no additional geometrical property is necessary to guarantee the radial maximal function characterization of Hardy spaces on \( X \). Later, Fu et al. [19] introduced the Musielak–Orlicz Hardy spaces on \( X \) and established their various real-variable characterizations. Recently, Zhou et al. [75] obtained a real-variable theory of Hardy–Lorentz spaces on \( X \).

As applications of Hardy spaces on a metric measure space \( X \) of homogeneous type, Liu et al. [48] considered the bilinear decomposition for pointwise products of Hardy spaces and their dual spaces. Liu et al. [46, 47] also obtained the endpoint boundedness of commutators on Hardy spaces over \( X \). We should mention that, in [47], Liu et al. introduced almost diagonal operators, which were applied to study the boundedness of some operators on BMO(\( X \)), the space of functions with bounded mean oscillation (see [47, Proposition 4.2]). Georgiadis et al. [21] (see also [23]), and Kerkyacharian and Petrushev [43] studied homogeneous Besov and Triebel–Lizorkin spaces, associated with operators, on \( X \). For some recent progress on the real-variable theory of function spaces on \( X \) associated with operators, see also, for instance, [8, 9, 10, 11, 12, 22, 23]. Moreover, the real-variable theory of Besov and Triebel–Lizorkin spaces associated with operators on spaces of homogeneous type can be applied to statistics and probability; see, for instance, [13].

Motivated by these previous works, on one hand, Wang et al. [65] introduced Besov and Triebel–Lizorkin spaces on a given space \( X \) of homogeneous type via the exp-(I)ATI, and also obtained the boundedness of Calderón–Zygmund operators on these function spaces, and Wang et al. [66] further established the difference characterization of these spaces. On the other hand, Han et al. [27] introduced another kind of Besov and Triebel–Lizorkin spaces on \( X \) by using the wavelet system introduced in [2], and gave a necessary and sufficient condition of the embedding theorem of Besov and Triebel–Lizorkin spaces. Comparing the results in [27] with those in [65], the following question naturally arises.

**Question 1.1.** Do these two kinds of Besov and Triebel–Lizorkin spaces on a given space \( X \) of homogeneous type introduced, respectively, in [65] and [27], coincide?

The first aim of this article is to give an affirmative answer to Question 1.1.
given space $X$ of homogeneous type, (local) Hardy spaces on $X$ also hold their atomic and their molecular characterizations (see [36, 38]). Motivated by these, it is natural to ask the following question.

**Question 1.2.** Do Besov and Triebel–Lizorkin spaces on a given space $X$ of homogeneous type admit atomic or molecular characterizations?

In this article, we partly answer Question 1.2 by establishing the molecular characterization of Besov and Triebel–Lizorkin spaces on $X$, which is new even for the corresponding function spaces on RD-spaces, while it is still unknown whether or not these function spaces have an atomic characterization which is a *challenging problem* due to the lack of Calderón reproducing formulae with bounded support. To establish the molecular characterization of Besov and Triebel–Lizorkin spaces on $X$, we introduce almost diagonal operators on Besov and Triebel–Lizorkin sequence spaces on $X$, and obtain their boundedness. Using this boundedness and the established wavelet characterization of Besov and Triebel–Lizorkin spaces, we then establish the molecular characterization of Besov and Triebel–Lizorkin spaces and hence partly answer Question 1.2. Moreover, applying this molecular characterization, we further establish the Littlewood–Paley characterizations of Triebel–Lizorkin spaces. Similar results for inhomogeneous Besov and Triebel–Lizorkin spaces are also obtained.

We point out that all these results get rid of their dependence on the reverse doubling property of $\mu$ and the triangle inequality of $d$, by fully using the geometrical property of $X$ expressed via its equipped quasi-metric $d$, dyadic reference points, dyadic cubes, and wavelets (see Remark 2.8 below for more details). These results further *complete* the real-variable theory of Besov and Triebel–Lizorkin spaces on spaces of homogeneous type.

The organization of the remainder of this article is as follows.

In Section 2, we recall some known notions and conclusions on spaces of homogeneous type used in this article.

Section 3 mainly concerns about the wavelet characterization of homogeneous Besov and Triebel–Lizorkin spaces.

In Section 4, we introduce the notions of homogeneous Besov and Triebel–Lizorkin sequence spaces and almost diagonal operators on them, and then prove that these operators are bounded on homogeneous Besov and Triebel–Lizorkin sequence spaces.

Sections 5 and 6 mainly concern the applications of results obtained in the previous sections.

In Section 5, we first introduce the notion of molecules on $X$ in Definition 5.1 below, and then establish the molecular characterization of Besov and Triebel–Lizorkin spaces, which is new even for Besov and Triebel–Lizorkin spaces on RD-spaces. Observe that, in the establishment of the atomic and the molecular characterizations of (local) Hardy spaces in [36, 38] and Hardy–Lorentz spaces in [75], to avoid the dependence on the reverse doubling property of the equipped measure $\mu$, the main techniques are to use Calderón reproducing formulae which include the terms of exponential decay, consisting of the side length of related dyadic cubes and the distance between point and dyadic reference points, and therefore to fully use the geometrical properties of $X$. Since the molecules in Definition 5.1 have the form of test functions on $X$, which only have the polynomial decay, but without the exponential decay, it is curious how to get rid of dependence on the reverse doubling property of $\mu$ in order to establish the molecular characterization of Besov and Triebel–Lizorkin spaces. Indeed, to escape the dependence on the reverse doubling property
of \( \mu \), differently from those molecules in [35] Definition (6.21)] centered at all dyadic cubes, we choose these molecules in Definition 5.1 centered at some subtly selected dyadic cubes, namely, on those dyadic cubes which are “supports” of wavelets constructed in [2], so that we can fully use the wavelet characterization of Besov and Triebel–Lizorkin spaces, and therefore the geometrical properties of \( X \).

In Section 6 we establish the Littlewood–Paley function characterizations of Triebel–Lizorkin spaces on a given space \( X \) of homogeneous type. Indeed, we use the molecular characterization of Triebel–Lizorkin spaces established in Section 5 to obtain their Lusin area function characterization. Moreover, using this Lusin area function characterization and establishing an important change-of-angle formula for the variant of the Lusin area function (see Proposition 6.4 below), we then obtain the Littlewood–Paley \( g_r^1 \)-function characterization of Triebel–Lizorkin spaces, in which the range of \( \lambda \) is the known best possible (see Remark 6.7 below).

In Section 7 we present all the corresponding results in the inhomogeneous case.

At the end of this section, we make some conventions on notation. We always assume that \( \omega_0 \) is as in (1.2) and \( \eta \) is the Hölder regularity index of approximations of the identity with exponential decay (see Definition 2.4 below). We assume that \( \delta \) is a very small positive number, for instance, \( \delta \leq (2A_0)^{-10} \) in order to construct the dyadic cube system and the wavelet system on \( X \) (see [40] Theorem 2.2) or Lemma 2.2 below). For any \( x, y \in X \) and \( r \in (0, \infty) \), let

\[
V_r(x) := \mu(B(x, r)) \quad \text{and} \quad V(x, y) := \begin{cases} \mu(B(x, d(x, y))) & \text{if } x \neq y, \\ 0 & \text{if } x = y, \end{cases}
\]

where \( B(x, r) := \{ y \in X : d(x, y) < r \} \). We always let \( \mathbb{N} := \{1, 2, \ldots \} \) and \( \mathbb{Z}_+ := \mathbb{N} \cup \{0\} \). For any \( p \in [1, \infty] \), we use \( p' \) to denote its conjugate index, namely, \( 1/p + 1/p' = 1 \). The symbol \( C \) denotes a positive constant which is independent of the main parameters, but it may vary from line to line. We also use \( C_{(\alpha, \beta, \ldots)} \) to denote a positive constant depending on the indicated parameters \( \alpha, \beta, \ldots \). The symbol \( A \sim B \) means that there exists a positive constant \( C \) such that \( A \leq CB \). The symbol \( A \sim B \) is used as an abbreviation of \( A \leq B \leq A \). If \( f \leq Cg \) and \( g = h \) or \( g \leq h \), we then write \( f \sim g \), \( f \sim h \), \( f \sim g \leq h \), rather than \( f \leq g \) or \( f \leq g \leq h \). For any \( s, t \in \mathbb{R} \), denote the minimum of \( s \) and \( t \) by \( s \wedge t \) and the maximum by \( s \vee t \). For any finite set \( J \), we use \( \#J \) to denote its cardinality. Also, for any set \( E \) of \( X \), we use \( 1_E \) to denote its characteristic function and \( E^c \) the set \( X \setminus E \). For any \( x, y \in X \) and \( r \in (0, \infty) \), we always write

\[
P_\epsilon(x, y; r) := \frac{1}{V_r(x) + V(x, y)} \left[ \frac{r}{r + d(x, y)} \right]^\epsilon.
\]

## 2 Preliminaries

In this section, we mainly recall some known notions and conclusions on a given space \((X, d, \mu)\) of homogeneous type. We begin with the notion of spaces of test functions, which was originally introduced in [31] (see also [32]).

**Definition 2.1.** Let \( x_1 \in X \), \( r \in (0, \infty) \), \( \beta \in (0, 1] \), and \( \gamma \in (0, \infty) \). A function \( f \) defined on \( X \) is called a test function of type \((x_1, r, \beta, \gamma)\), denoted by \( f \in \mathcal{G}(x_1, r, \beta, \gamma) \), if there exists a positive constant \( C \) such that
(i) (the size condition) for any $x \in X$, $|f(x)| \leq C P_{\gamma}(x_1, x; r);

(ii) (the regularity condition) for any $x, y \in X$ satisfying $d(x, y) \leq (2A_0)^{-1}[r + d(x_1, x)]$, 
\[
|f(x) - f(y)| \leq C \left(\frac{d(x, y)}{r + d(x_1, x)}\right)^\beta P_{\gamma}(x_1, x; r).
\]

For any $f \in \mathcal{G}(x_1, r, \beta, \gamma)$, its norm $\|f\|_{\mathcal{G}(x_1, r, \beta, \gamma)}$ is defined by setting 
\[
\|f\|_{\mathcal{G}(x_1, r, \beta, \gamma)} := \inf\{C \in (0, \infty) : (i) \text{ and } (ii) \text{ hold true}\}.
\]

Also define $\hat{\mathcal{G}}(x_1, r, \beta, \gamma)$ by setting 
\[
\hat{\mathcal{G}}(x_1, r, \beta, \gamma) := \left\{ f \in \mathcal{G}(x_1, r, \beta, \gamma) : \int_X f(x) \, d\mu(x) = 0 \right\}
\]
equipped with the norm $\| \cdot \|_{\hat{\mathcal{G}}(x_1, r, \beta, \gamma)} := \| \cdot \|_{\mathcal{G}(x_1, r, \beta, \gamma)}$.

It is known that, for any fixed $\beta \in (0, 1)$ and $\gamma \in (0, \infty)$, $\mathcal{G}(x_1, r, \beta, \gamma)$ and $\hat{\mathcal{G}}(x_1, r, \beta, \gamma)$ are Banach spaces. In what follows, we fix $x_0 \in X$, and let $\mathcal{G}(\beta, \gamma) := \mathcal{G}(x_0, 1, \beta, \gamma)$ and $\hat{\mathcal{G}}(\beta, \gamma) := \hat{\mathcal{G}}(x_0, 1, \beta, \gamma)$. It is easy to show that, for any $x_1 \in X$ and $r \in (0, \infty)$, $\mathcal{G}(\beta, \gamma) = \mathcal{G}(x_1, r, \beta, \gamma)$ and $\hat{\mathcal{G}}(\beta, \gamma) = \hat{\mathcal{G}}(x_1, r, \beta, \gamma)$ with the positive equivalence constants depending on $x_0$, $x_1$, and $r$.

Now, we suppose that $\varepsilon \in (0, 0.1]$ and $\beta, \gamma \in (0, \varepsilon]$, and define $\mathcal{G}_0^\varepsilon(\beta, \gamma)$ [resp., $\hat{\mathcal{G}}_0^\varepsilon(\beta, \gamma)$] to be the closure of $\mathcal{G}(\varepsilon, \varepsilon)$ [resp., $\hat{\mathcal{G}}(\varepsilon, \varepsilon)$] in the space $\mathcal{G}(\beta, \gamma)$ [resp., $\hat{\mathcal{G}}(\beta, \gamma)$], equipped with the norm $\| \cdot \|_{\mathcal{G}_0^\varepsilon(\beta, \gamma)} := \| \cdot \|_{\mathcal{G}(\beta, \gamma)}$ [resp., $\| \cdot \|_{\hat{\mathcal{G}}_0^\varepsilon(\beta, \gamma)} := \| \cdot \|_{\hat{\mathcal{G}}(\beta, \gamma)}$]. Denote by $(\mathcal{G}_0^\varepsilon(\beta, \gamma))'$ [resp., $(\hat{\mathcal{G}}_0^\varepsilon(\beta, \gamma))'$] the dual space of $\mathcal{G}_0^\varepsilon(\beta, \gamma)$ [resp., $\hat{\mathcal{G}}_0^\varepsilon(\beta, \gamma)$], equipped with the weak-$*$ topology. The spaces $\mathcal{G}_0^\varepsilon(\beta, \gamma)$ and $\hat{\mathcal{G}}_0^\varepsilon(\beta, \gamma)$ are called the spaces of test functions, and $(\mathcal{G}_0^\varepsilon(\beta, \gamma))'$ and $(\hat{\mathcal{G}}_0^\varepsilon(\beta, \gamma))'$ the spaces of distributions.

Let $p \in (0, \infty]$. The Lebesgue space $L^p(X)$ is defined to be the set of all measurable functions $f$ on $X$ such that $\|f\|_{L^p(X)} < \infty$, where 
\[
\|f\|_{L^p(X)} := \begin{cases} \left(\int_X |f(x)|^p \, d\mu(x)\right)^{1/p} & \text{if } p \in (0, \infty), \\ \text{ess sup}_{x \in X} |f(x)| & \text{if } p = \infty. \end{cases}
\]

For any given $p \in (0, \infty)$, the weak Lebesgue space $L^{p,\infty}(X)$ is defined to be the set of all measurable functions $f$ on $X$ such that 
\[
\|f\|_{L^{p,\infty}(X)} := \sup_{\lambda \in (0, \infty)} \lambda \{\mu(\{x \in X : |f(x)| > \lambda\})\}^{1/p} < \infty.
\]

Denote by $L^1_{\text{loc}}(X)$ the set of all locally integrable functions on $X$. For any $f \in L^1_{\text{loc}}(X)$, the Hardy–Littlewood maximal function $\mathcal{M}(f)$ is defined by setting, for any $x \in X$, 
\[
\mathcal{M}(f)(x) := \sup_{\text{ball } B \ni x} \frac{1}{\mu(B)} \int_B |f(y)| \, d\mu(y).
\]

In [13], Coifman and Weiss showed that the Hardy–Littlewood maximal operator $\mathcal{M}$ is bounded on $L^p(X)$ with any given $p \in (1, \infty)$ (see also [13] (3.6)), and from $L^1(X)$ to $L^{1,\infty}(X)$ (see, for instance, [13] pp. 71–72, Theorem 2.1)).

Next, we recall the dyadic system on $X$ introduced by Hytönen and Kairema [40].
Lemma 2.2 ([40, Theorem 2.2]). Fix constants $0 < c_0 \leq C_0 < \infty$ and $\delta \in (0, 1)$ such that $12A_0 C_0 \delta \leq c_0$. Assume that a set of points, $X^k := \{u^k_\alpha: k \in \mathbb{Z}, \alpha \in \mathcal{A}_k\} \subset X$ with $\mathcal{A}_k$, for any $k \in \mathbb{Z}$, being a countable set of indices, has the following properties: for any $k \in \mathbb{Z}$,

(i) $d(u^k_\alpha, u^k_\beta) \geq c_0 \delta^k$ if $\alpha \neq \beta$;

(ii) $\min_{\alpha \in \mathcal{A}_k} d(x, u^k_\alpha) \leq C_0 \delta^k$ for any $x \in X$.

Then there exists a family of sets, $\{Q^k_\alpha: k \in \mathbb{Z}, \alpha \in \mathcal{A}_k\}$, satisfying

(iii) for any $k \in \mathbb{Z}$, $\bigcup_{\alpha \in \mathcal{A}_k} Q^k_\alpha = X$ and $\{Q^k_\alpha: \alpha \in \mathcal{A}_k\}$ is disjoint;

(iv) if $k, l \in \mathbb{Z}$ and $k \leq l$, then either $Q^k_\alpha \supset Q^l_\alpha$ or $Q^k_\alpha \cap Q^l_\alpha = \emptyset$;

(v) for any $k \in \mathbb{Z}$ and $\alpha \in \mathcal{A}_k$, $B(z^k_\alpha, c_0 \delta^k) \subset Q^k_\alpha \subset B(z^k_\alpha, C^k \delta^k)$, where $c_0 := (3A_0)^{-1} c_0$, $C^k := 2A_0 C_0$, and $z^k_\alpha$ is called "the center" of $Q^k_\alpha$.

According to the construction of $\{\mathcal{A}_k\}_{k \in \mathbb{Z}}$, we may further assume that, for any $k \in \mathbb{Z}$, $X^{k+1} \subset X^k$. Thus, for any $k \in \mathbb{Z}$, we can let

$$
\mathcal{G}_k := \mathcal{A}_{k+1} \setminus \mathcal{A}_k \quad \text{and} \quad \mathcal{Y}^k := \{z^{k+1}_\alpha\}_{\alpha \in \mathcal{A}_k} =: \{Y^k_\alpha\}_{\alpha \in \mathcal{G}_k}.
$$

The following lemma is on the existence of the wavelet system on $X$, which is a combination of [2], Theorem 7.1 and Corollary 10.4).

Lemma 2.3. There exist constants $a \in (0, 1]$, $\eta \in (0, 1)$, $C$, $\nu \in (0, \infty)$, and wavelet functions $\{\psi^k_\alpha: k \in \mathbb{Z}, \alpha \in \mathcal{G}_k\}$ [resp., $\{\psi^k_\alpha: k \in \mathbb{Z} \cap [k_0, \infty), \alpha \in \mathcal{G}_k\}$ for some $k_0 \in \mathbb{Z}$ when $\mu(X) < \infty$] satisfying that, for any $k \in \mathbb{Z}$ [resp., $k \in \mathbb{Z} \cap [k_0, \infty)$ when $\mu(X) < \infty$] and $\alpha \in \mathcal{G}_k$,

(i) (the decay condition) for any $x \in X$,

$$
|\psi^k_\alpha(x)| \leq \frac{C}{\sqrt{V_{\psi^k_\alpha}(y^k_\alpha)}} \exp \left\{-\nu \left[\frac{d(x, y^k_\alpha)}{\delta^k}\right]^a\right\};
$$

(ii) (the Hölder-regularity condition) for any $x, x' \in X$ with $d(x, x') \leq \delta^k$,

$$
|\psi^k_\alpha(x) - \psi^k_\alpha(x')| \leq \frac{C}{\sqrt{V_{\psi^k_\alpha}(y^k_\alpha)}} \left[\frac{d(x, x')}{\delta^k}\right]^\eta \exp \left\{-\nu \left[\frac{d(x, y^k_\alpha)}{\delta^k}\right]^a\right\};
$$

(iii) (the cancellation condition)

$$
\int_X \psi^k_\alpha(x) \, d\mu(x) = 0.
$$

Moreover, the functions $\{\psi^k_\alpha\}_{k, \alpha}$ form an orthonormal basis of $L^2(X)$, and an unconditional basis of $L^p(X)$ for any given $p \in (1, \infty)$.

Now, we recall the notion of approximations of the identity with exponential decay introduced in [37]. In what follows, for any $k \in \mathbb{Z}$ and $y \in X$, let $d(y, \mathcal{Y}^k) := \inf_{z \in \mathcal{Y}^k} d(y, z)$. 

Definition 2.4 ([37] Definition 2.7]). Assume that $\mu(X) = \infty$. A sequence $\{Q_k\}_{k \in \mathbb{Z}}$ of bounded linear integral operators on $L^2(X)$ is called an approximation of the identity with exponential decay (for short, exp-ATI) if there exist constants $C, \nu \in (0, \infty), a \in (0, 1]$, and $\eta \in (0, 1)$ such that, for any $k \in \mathbb{Z}$, the kernel of the operator $Q_k$, a function on $X \times X$, which is still denoted by $Q_k$, satisfies

1. $\sum_{k=-\infty}^{\infty} Q_k = I$ in $L^2(X)$, where $I$ is the identity operator on $L^2(X)$;

2. for any $x, y \in X$,
   \[
   |Q_k(x, y)| \leq C \frac{1}{V_{\beta^1}(x) V_{\beta^1}(y)} \exp \left\{ -\nu \left[ \frac{d(x, y)}{\delta^k} \right]^\eta \right\} \exp \left\{ -\nu \left[ \max\left\{ d(x, y^k), d(y, y^k) \right\} \right]^\eta \right\} =: C E_k(x, y);
   \]

3. for any $x, x', y \in X$ with $d(x, x') \leq \delta^k$,
   \[
   |Q_k(x, y) - Q_k(x', y)| + |Q_k(y, x) - Q_k(y, x')| \leq C \left[ \frac{d(x, x')}{\delta^k} \right]^\eta E_k(x, y);
   \]

4. for any $x, x', y \in X$ with $d(x, x') \leq \delta^k$ and $d(y, y') \leq \delta^k$,
   \[
   \|Q_k(x, y) - Q_k(x', y)\| - \|Q_k(x, y') - Q_k(x', y')\| \leq C \left[ \frac{d(x, x')}{\delta^k} \right]^\eta \left[ \frac{d(y, y')}{\delta^k} \right]^\eta E_k(x, y);
   \]

5. for any $x, y \in X$,
   \[
   \int_X Q_k(x, y') \, d\mu(y') = 0 = \int_X Q_k(x', y) \, d\mu(x').
   \]

The existence of such an exp-ATI on $X$ as in Definition 2.4 is guaranteed by [2] Theorem 7.1, where $\eta$ is the same as in [2] Theorem 3.1 (see also Lemma 2.3) which might be very small (see also [37] Remark 2.8(i)). However, if $d$ is a metric, then $\eta \in (0, 1)$ can be chosen arbitrarily close to 1 (see [41] Corollary 6.13). Moreover, in Definition 2.4 we need diam $X = \infty$ to guarantee (v). Observe that it was shown in [54] Lemma 5.1 or [2] Lemma 8.1 that diam $X = \infty$ implies $\mu(X) = \infty$ and hence, under the assumptions of this article, diam $X = \infty$ if and only if $\mu(X) = \infty$.

Next, we recall the Calderón reproducing formulae. In what follows, by (iii) and (iv) of Lemma 2.2 we always choose a $j_0 \in \mathbb{N}$ to be sufficiently large such that, for any $k \in \mathbb{Z}$ and $\alpha \in \mathcal{A}_k$,

\[
Q^{k}_{\alpha} = \bigcup_{\{\tau \in \mathcal{A}_{k+j_0} : \tau^{k+j_0} \subset Q^{k}_{\alpha}\}} Q^{k+j_0}_{\tau}.
\]

Then we let $\mathcal{H}(k, \alpha) := \{\tau \in \mathcal{A}_{k+j_0} : \tau^{k+j_0} \subset Q^{k}_{\alpha}\}$ and $N(k, \alpha)$ to be the cardinality of the set $\mathcal{H}(k, \alpha)$. Moreover, by Lemma 2.3(v) and the doubling property (1.1), we find that $N(k, \alpha)$ is controlled by a harmless positive constant depending only on $j_0, A_0$, and $\omega$ in (1.1). For any $k \in \mathbb{Z}$ and $\alpha \in \mathcal{A}_k$, we rearrange the set $\{Q^{k+j_0}_{\tau} : \tau \in \mathcal{H}(k, \alpha)\}$ as $\{Q^{k+j_0}_{\tau} : \tau \in \mathcal{H}(k, \alpha)\}_{m=1}^{N(k, \alpha)}$, whose centers are denoted, respectively, by $\{z^{k+j_0}_{\tau} : \tau \in \mathcal{H}(k, \alpha)\}_{m=1}^{N(k, \alpha)}$.

The following discrete homogeneous Calderón reproducing formula was established in [37] Theorems 5.11.
Lemma 2.5. Let \( \{Q_k\}_{k \in \mathbb{Z}} \) be an exp-ATI and \( \beta, \gamma \in (0, \eta) \) with \( \eta \) as in Definition 2.4. For any \( k \in \mathbb{Z}, \alpha \in \mathcal{A}_k \), and \( m \in \{1, \ldots, N(k, \alpha)\} \), suppose that \( y_{k,m}^{\alpha} \) is an arbitrary point in \( Q_{\alpha,m}^{k} \). Then there exists a sequence \( \{\tilde{Q}_k\}_{k=-\infty}^{\infty} \) of bounded linear operators on \( L^2(X) \) such that, for any \( f \in \left( G^0_\eta(\beta, \gamma) \right)' \),

\[
f(\cdot) = \sum_{k=-\infty}^{\infty} \sum_{\alpha \in \mathcal{A}_k} \sum_{m=1}^{N(k,\alpha)} \mu \left( Q_{\alpha,m}^{k,m} \right) \tilde{Q}_k \left( \cdot, y_{k,m}^{\alpha} \right) Q_{\alpha,m}^{k,m} \]

in \( \left( G^0_\eta(\beta, \gamma) \right)' \). Moreover, there exists a positive constant \( C \), independent of \( f \) and \( \{y_{k,m}^{\alpha} : k \in \mathbb{Z}, \alpha \in \mathcal{A}_k, m \in \{1, \ldots, N(k, \alpha)\} \} \) such that

(i) for any \( x, y \in X \),

\[
\left| \tilde{Q}_k(x, y) \right| \leq CP_{\gamma}(x, y; \delta^k);
\]

(ii) for any \( x, x', y \in X \) with \( d(x, x') \leq (2A_0)^{-1} [\delta^k + d(x, y)] \),

\[
\left| \tilde{Q}_k(x, y) - \tilde{Q}_k(x', y) \right| \leq C \left[ \frac{d(x, x')}{\delta^k + d(x, y)} \right]^{\beta} P_{\gamma}(x, y; \delta^k);
\]

(iii) for any \( x \in X \),

\[
\int_X \tilde{Q}_k(x, y) \, d\mu(y) = 0 = \int_X \tilde{Q}_k(y, x) \, d\mu(y).
\]

Now, we recall the inhomogeneous discrete Calderón reproducing formula. To this end, we need the notion of exp-IATIs. Recall that, by [37] Remark 6.2, the existence of an exp-IATI does not need the assumption \( \mu(X) = \infty \).

Definition 2.6 ([37] Definition 6.1). A sequence \( \{Q_k\}_{k=0}^{\infty} \) of bounded operators on \( L^2(X) \) is called an inhomogeneous approximation of the identity with exponential decay (for short, exp-IATI) if there exist constants \( C, \nu \in (0, \infty), \alpha \in (0, 1) \), and \( \eta \in (0, 1) \) such that, for any \( k \in \mathbb{Z} \), the kernel of the operator \( Q_k \), which is still denoted by \( Q_k \), has the following properties:

(i) (the identity condition) \( \sum_{k=0}^{\infty} Q_k = I \) in \( L^2(X) \);

(ii) when \( k \in \mathbb{N} \), \( Q_k \) satisfies (ii) through (v) of Definition 2.4;

(iii) \( Q_0 \) satisfies (ii), (iii), and (iv) of Definition 2.4 with \( k = 0 \) but without the term

\[
\exp \left\{ -\nu \left[ \max \left\{ d(x, Y^0), d(y, Y^0) \right\} \right]^{\alpha} \right\};
\]

moreover, for any \( x \in X \), \( \int_X Q_0(x, y) \, d\mu(y) = 1 = \int_X Q_0(y, x) \, d\mu(y) \).

Next, we recall the following inhomogeneous Calderón reproducing formula established in [37].

Lemma 2.7. Let \( \{Q_k\}_{k=0}^{\infty} \) be an exp-IATI and \( \beta, \gamma \in (0, \eta) \) with \( \eta \) as in Definition 2.4. Then there exist \( N, j_0 \in \mathbb{N} \) such that, for any \( y_{k,m}^{\alpha} \in Q_{\alpha,m}^{\eta} \) with \( k \in \mathbb{N}, \alpha \in \mathcal{A}_k \), and \( m \in \{1, \ldots, N(k, \alpha)\} \), there exists a sequence \( \{\tilde{Q}_k\}_{k=0}^{\infty} \) of bounded linear operators on \( L^2(X) \) such that, for any \( f \in \left( G^0_\eta(\beta, \gamma) \right)' \),

\[
f(\cdot) = \sum_{\alpha \in \mathcal{A}_0} \sum_{m=1}^{N(0,\alpha)} \int_{Q_{\alpha,m}^{0,m}} \tilde{Q}_0(\cdot, y) \, d\mu(y) Q_{\alpha,m}^{0,m}(f)
\]
and Lemma 5.3; we omit the details here.

Lemma 2.9. We begin with a known very basic inequality.

\[ + \sum_{k=1}^{N} \sum_{\alpha \in \mathcal{A}_k} \sum_{m=1}^{N(k,\alpha)} \mu \left( Q_{\alpha}^{k,m} \right) \overline{Q}_k (\cdot, y_{\alpha}^{k,m}) Q_{\alpha,1}^{k,m} (f) \]
\[ + \sum_{k=N+1}^{\infty} \sum_{\alpha \in \mathcal{A}_k} \sum_{m=1}^{N(k,\alpha)} \mu \left( Q_{\alpha}^{k,m} \right) \overline{Q}_k (\cdot, y_{\alpha}^{k,m}) Q_k f (y_{\alpha}^{k,m}) \]

(2.1)

in \( G_0^2(\beta, \gamma)' \), where, for any \( k \in \{0, \ldots, N\} \), \( \alpha \in \mathcal{A}_k \) and \( m \in \{1, \ldots, N(k,\alpha)\} \).

Moreover, for any \( k \in \mathbb{Z}_+ \), the kernel of \( \overline{Q}_k \) satisfies (i) and (ii) of Lemma 2.5 with the implicit positive constant independent of the choice of \( f \) and \( \{y_{\alpha}^{k,m} : k \in \mathbb{N}, \alpha \in \mathcal{A}_k, k \in \{1, \ldots, N(k,\alpha)\}\} \), and the following integral condition that, for any \( x \in X \),

\[ \int_X \overline{Q}_k (x, y) d\mu(y) = \int_X \overline{Q}_k (y, x) d\mu(y) = \begin{cases} 1 & \text{if } k \in \{0, \ldots, N\}, \\ 0 & \text{if } k \in \{N+1, N+2, \ldots\}. \end{cases} \]

Remark 2.8. We should mention that, compared with the approximations of the identity and Calderón reproducing formulae on RD-spaces (see [32]), these exp-ATIs and Calderón reproducing formulae on \( X \) have some essential differences presented via some terms such as

\[ \exp \left\{ -\nu \left[ \max \left( \frac{d(x, \mathcal{Y}^k), d(y, \mathcal{Y}^k)}{\delta^k} \right) \right]^{d} \right\}. \]

Observe that here \( x, y \in X \), \( \mathcal{Y}^k \) is the set of dyadic reference points appearing in Lemma 2.2 and \( d(y, \mathcal{Y}^k) \) is the distance between \( y \) and \( \mathcal{Y}^k \). Moreover, by Lemma 2.3 for any given \( k \in \mathbb{Z} \) and \( \alpha \in \mathcal{A}_k \), the wavelet \( \psi_{\alpha}^{k} \) also has an exponential decaying term

\[ \exp \left\{ -\nu \left[ \frac{d(x, y_{\alpha}^{k})}{\delta^k} \right]^{d} \right\}, \]

where \( y_{\alpha}^{k} \) is one of dyadic reference points which can be seen as the “center” of \( \psi_{\alpha}^{k} \). Thus, such terms closely connect with the geometry of the given space \( X \) of homogeneous type.

At the end of this section, we list some useful inequalities which are widely used later in this article. We begin with a known very basic inequality.

Lemma 2.9. Let \( p \in (0,1] \). Then, for any \( \{a_k\}_{k=1}^{\infty} \subset \mathbb{C} \),

\[ \left( \sum_{k=1}^{\infty} |a_k|^2 \right)^{p} \leq \sum_{k=1}^{\infty} |a_k|^p. \]

The proofs of the following two lemmas are similar, respectively, to those of [65 Lemma 3.5] and [32 Lemma 5.3]; we omit the details here.
Lemma 2.10. Let $\gamma \in (0, \infty)$ and $p \in (\omega_0/(\omega_0 + \gamma), 1]$ with $\omega_0$ as in (1.2). Then there exists a positive constant $C$ such that, for any $k, k' \in \mathbb{Z}$ and $x \in X$,

$$\sum_{\alpha \in \mathcal{G}_k} \mu \left( Q^{k+1}_\alpha \right) \left| P_{\gamma} \left( x, y^k; \delta^{k+k'} \right) \right|^p \leq C \left[ V_{\delta^{k+k'}} (x) \right]^{1-p}. \tag{1.2}$$

Lemma 2.11. Let $\gamma \in (0, \infty)$ and $r \in (\omega/(\omega + \gamma), 1]$ with $\omega$ as in (1.1). Then there exists a positive constant $C$ such that, for any $k, k' \in \mathbb{Z}$, $x \in X$, and $\{a^k_{\alpha} : k \in \mathbb{Z}, \alpha \in \mathcal{G}_k \} \subset \mathbb{C}$,

$$\sum_{\alpha \in \mathcal{G}_k} \mu \left( Q^{k+1}_\alpha \right) \left| P_{\gamma} \left( x, y^k; \delta^{k+k'} \right) \right| \left| a^k_{\alpha} \right| \leq C \delta^{(k+k'-k)\omega(1/r-1)} \left[ A \left( \sum_{\alpha \in \mathcal{G}_k} \left| a^k_{\alpha} \right|^p \right)^{1/p} \right]. \tag{2.2}$$

Finally, we recall the following Fefferman–Stein vector-valued maximal inequality on $X$ obtained by Grafakos et al. [26].

Lemma 2.12. Let $p \in (1, \infty)$ and $u \in (1, \infty]$. Then there exists a positive constant $C$ such that, for any sequence $\{f_j\}_{j=1}^\infty$ of measurable functions,

$$\left\| \left( \sum_{j=1}^\infty |A(f_j)|^u \right)^{1/u} \right\|_{L^p(X)} \leq C \left\| \left( \sum_{j=1}^\infty |f_j|^p \right)^{1/p} \right\|_{L^u(X)}$$

with the usual modification made when $u = \infty$.

3 Wavelet characterization of Besov and Triebel–Lizorkin spaces

In this section, we establish the wavelet characterization of homogeneous Besov and Triebel–Lizorkin spaces. To this end, we first recall the notion of Besov and Triebel–Lizorkin spaces. In what follows, we assume that $\mu(X) = \infty$ and, for any $s \in (–1, 1)$ and $\epsilon \in (0, 1]$, let

$$p(s, \epsilon) := \max \left\{ \frac{\omega_0}{\omega_0 + \epsilon}, \frac{\omega_0}{\omega_0 + s + \epsilon} \right\},$$

where $\omega_0$ is the same as in (1.2).

Definition 3.1. Let $\{Q_k\}_{k=–\infty}^\infty$ be an exp-ATI, and $s \in (–\eta, \eta)$ with $\eta$ as in Definition [24]. Suppose $p \in (p(s, \eta), \infty)$, $q \in (0, \infty]$, and $\beta$ and $\gamma$ satisfy

$$\beta \in \left( \max \left\{ 0, –s + \omega_0 \left( \frac{1}{p} – 1 \right)_+ \right\}, \eta \right) \quad \text{and} \quad \gamma \in \left( \max \left\{ s, \omega_0 \left( \frac{1}{p} – 1 \right)_+ \right\}, \eta \right) \tag{3.1}$$

with $\omega_0$ as in (1.2).

(i) If $s \in (–(\beta + \gamma), \beta + \gamma)$, $p \in (p(s, \beta + \gamma), \infty)$, and $q \in (0, \infty]$, then the homogeneous Besov space $B^{s}_{p,q}(X)$ is defined by setting

$$\hat{B}^{s}_{p,q}(X) := \left\{ f \in \left( \hat{G}^{q}_{0}(\beta, \gamma) \right)' : \left\| f \right\|_{B^{s}_{p,q}(X)} := \left[ \sum_{k=–\infty}^\infty \delta^{–kq} \left\| Q_k f \right\|_{L^p(X)}^q \right]^{1/q} < \infty \right\}$$

with the usual modifications made when $p = \infty$ or $q = \infty$. 
Theorem 3.2. Let \( s \in (-\eta, \eta) \) with \( \eta \) as in Definition 2.4. The following two statements hold true.

(i) If \( s, p, q, \beta, \) and \( \gamma \) are as in Definition 3.1(i), then \( f \in B^s_{p,q}(X) \) if and only if \( f \in (G^0_0(\beta, \gamma))' \)

\[
\|f\|_{B^s_{p,q}(X)} := \left\{ \sum_{k \in \mathbb{Z}} \sum_{s \in G_k} \left| \left( \int_X f(y) \psi^j_{\alpha}(y) \, dy \right)^q \right|^{p/q} \right\}^{1/p} < \infty
\]

with the usual modifications made when \( p = \infty \) or \( q = \infty \). Moreover, there exists a constant \( C \in [1, \infty) \) such that, for any \( f \in (G^0_0(\beta, \gamma))' \), \( C^{-1}\|f\|_{B^s_{p,q}(X)} \leq \|f\|_{B^s_{p,q}(w,X)} \leq C\|f\|_{B^s_{p,q}(X)} \).

(ii) If \( s, p, q, \beta, \) and \( \gamma \) are as in Definition 3.1(ii), then \( f \in F^s_{p,q}(X) \) if and only if \( f \in (G^0_0(\beta, \gamma))' \)

\[
\|f\|_{F^s_{p,q}(X)} := \left\| \sum_{k \in \mathbb{Z}} \sum_{s \in G_k} \left( \int_X f(y) \psi^j_{\alpha}(y) \, dy \right)^q \right\|_{L^q(X)} < \infty
\]

with the usual modification made when \( q = \infty \). Moreover, there exists a constant \( C \in [1, \infty) \) such that, for any \( f \in (G^0_0(\beta, \gamma))' \), \( C^{-1}\|f\|_{F^s_{p,q}(X)} \leq \|f\|_{F^s_{p,q}(w,X)} \leq C\|f\|_{F^s_{p,q}(X)} \).

Proof. Due to similarity, we only prove (ii). To this end, let \( s, p, \) and \( q \) be as in (ii), and \( \omega \in [\omega_0, \infty) \) satisfy \( 0.1 \) and all the assumptions of (ii) with \( \omega_0 \) replaced by \( \omega \). We first show the sufficiency of (ii). For this purpose, let \( f \in (G^0_0(\beta, \gamma))' \) with \( \beta \) and \( \gamma \) as in (ii), and \( \|f\|_{F^s_{p,q}(w,X)} < \infty \) with \( s, p, \) and \( q \) as in (ii). Note that, by [65] Proposition 3.12], we find that \( B^s_{p,q}(X) \) is independent of the choice of exp-ATIs. On the other hand, if we define, for any \( k \in \mathbb{Z} \) and \( x, y \in X \),

\[
D_k(x,y) := \sum_{s \in G_k} \psi^j_{\alpha}(x)\psi^j_{\alpha}(y)
\]

pointwisely, then \( \{D_k\}_{k=-\infty}^{\infty} \) is an exp-ATI (see, for instance, [67] Remark 2.9(i)). Thus, we may choose \( \{Q_k\}_{k=-\infty}^{\infty} \) in Definition 3.1 just to be \( \{D_k\}_{k=-\infty}^{\infty} \) in (3.2). By the orthonormality of \( \{D_k\}_{k=-\infty}^{\infty} \) (see, for instance, [2] Theorem 7.1), we find that, for any \( k \in \mathbb{Z} \) and \( x \in X \),

\[
D_kf(x) = \sum_{j=-\infty}^{\infty} \sum_{s \in G_j} \langle f, \psi^j_{\alpha} \rangle D_k\psi^j_{\alpha}(x) = \sum_{s \in G_k} \langle f, \psi^j_{\alpha} \rangle \psi^j_{\alpha}(x).
\]
From this and Lemma 2.11, we deduce that, for any $k \in \mathbb{Z}$ and $x \in X$,

$$
\delta^{-kq} |D_k f(x)|^q \lesssim \delta^{-kq} \left[ \sum_{\alpha \in \mathcal{G}_k} \mu \left( \mathcal{Q}_{\alpha}^{k+1} \right)^{-1/2} \left| \langle f, \psi_{\alpha}^k \rangle \exp \left\{ -\nu \left[ \frac{d(x, \gamma_{\alpha}^k)}{\delta^k} \right]^\nu \right\} \right|^q \right] \\
\lesssim \delta^{-kq} \left[ \sum_{\alpha \in \mathcal{G}_k} \mu \left( \mathcal{Q}_{\alpha}^{k+1} \right) P_\Gamma \left( x, y_{\alpha}^k, \delta^k \right) \left[ \mu \left( \mathcal{Q}_{\alpha}^{k+1} \right)^{-1/2} \left| \langle f, \psi_{\alpha}^k \rangle \right| \right] \right]^q \\
\lesssim \left| \mathcal{M} \left( \delta^{-k\gamma} \sum_{\alpha \in \mathcal{G}_k} \left| \langle f, \psi_{\alpha}^k \rangle \right|^r \mathcal{T}_{\mathcal{Q}_{\alpha}^{k+1}} \right)(x) \right|^{q/r},
$$

(3.3)

where $\Gamma \in (0, \infty)$ is determined later and $r \in (\omega/(\omega + \Gamma), 1]$. Choose $\Gamma$ sufficiently large such that $r \in (0, \min(p, q))$. Then, from [65 (3.21)], (3.3), and Lemma 2.12, we deduce that

$$
\| f \|_{F_p^r(\mathbb{R})} \sim \left\| \left\{ \sum_{k \in \mathbb{Z}} \delta^{-kq} |D_k f|^q \right\}^{1/q} \right\|_{L^p(X)} \lesssim \left\| \left\{ \mathcal{M} \left( \sum_{\alpha \in \mathcal{G}_k} \left| \langle f, \psi_{\alpha}^k \rangle \right|^r \mathcal{T}_{\mathcal{Q}_{\alpha}^{k+1}} \right) \right\} \right\|_{L^p(X)}^{1/r}
$$

$$
\lesssim \left\| \left\{ \sum_{\alpha \in \mathcal{G}_k} \left| \langle f, \psi_{\alpha}^k \rangle \right|^r \mathcal{T}_{\mathcal{Q}_{\alpha}^{k+1}} \right\}^{q/r} \right\|_{L^{p/q}(X)}^{1/r} \sim \| f \|_{F_p^r(\mathbb{R}, X)}.
$$

This finishes the proof of the sufficiency of (ii).

Next, we prove the necessity of (ii). To achieve this, let $f \in F_p^r(\mathbb{R}, X)$. By Lemma 2.5, we find that

$$
f(\cdot) = \sum_{k \in \mathbb{Z}} \sum_{\alpha \in \mathcal{A}_k} \sum_{m=1}^{N(k, \alpha)} \mu \left( \mathcal{Q}_{\alpha}^{k,m} \right) \tilde{Q}_k \left( \cdot, y_{\alpha}^{k,m} \right) \mathcal{Q}_k f \left( y_{\alpha}^{k,m} \right)
$$

in $(\mathcal{D}_p^s(\mathbb{R}, X))^\prime$ with $\beta$ and $\gamma$ as in (ii), where $(\tilde{Q}_k)_{k \in \mathbb{Z}}$ satisfies (i), (ii), and (iii) of Lemma 2.5. Therefore, for any $k_0 \in \mathbb{Z}$ and $\alpha_0 \in \mathcal{G}_{k_0}$, we have

$$
\langle f, \psi_{\alpha_0}^{k_0} \rangle = \sum_{k \in \mathbb{Z}} \sum_{\alpha \in \mathcal{A}_k} \sum_{m=1}^{N(k, \alpha)} \mu \left( \mathcal{Q}_{\alpha}^{k,m} \right) \langle \tilde{Q}_k \left( \cdot, y_{\alpha}^{k,m} \right), \psi_{\alpha_0}^{k_0} \rangle Q_k f \left( y_{\alpha}^{k,m} \right).
$$

Using an argument similar to that used in the estimations of [65 (3.29) and (3.30)], we find that, for any $k, k_0 \in \mathbb{Z}$, $\alpha \in \mathcal{A}_k$, $m \in \{1, \ldots, N(k, \alpha)\}$, and $\alpha_0 \in \mathcal{G}_{k_0}$,

$$
\left| \langle \tilde{Q}_k \left( \cdot, y_{\alpha}^{k,m} \right), \psi_{\alpha_0}^{k_0} \rangle \right| \lesssim \delta^{k-k_0} \left[ \mu \left( \mathcal{Q}_{\alpha_0}^{k_0+1} \right) \right]^{1/2} P_\gamma \left( y_{\alpha}^{k,m}, y_{\alpha_0}^{k_0}, \delta^{k_0} \right)
$$

when $k \geq k_0$, and

$$
\left| \langle \tilde{Q}_k \left( \cdot, y_{\alpha}^{k,m} \right), \psi_{\alpha_0}^{k_0} \rangle \right| \lesssim \delta^{(k-k_0)\gamma} \left[ \mu \left( \mathcal{Q}_{\alpha_0}^{k_0+1} \right) \right]^{1/2} P_\gamma \left( y_{\alpha}^{k,m}, y_{\alpha_0}^{k_0}, \delta^{k_0} \right)
$$

when $k < k_0$. By these estimates, we find that, for any $k_0 \in \mathbb{Z}$ and $x \in X$,

$$
\sum_{\alpha_0 \in \mathcal{G}_{k_0}} \left| \langle f, \psi_{\alpha_0}^{k_0} \rangle \right| \mathcal{T}_{\mathcal{Q}_{\alpha_0}^{k_0+1}}(x)
$$
where \( \gamma \in \mathbb{R} \) \( \omega \), \( k \in \mathbb{N} \), or Lemma 2.9 when \( \omega \) is determined later. Since \( \min(p,q) > p(s,\beta \wedge \gamma) \), we may choose \( r \) such that \( \omega(1/r - 1) < \beta + s \). Thus, from the Hölder inequality when \( q \in (1,\infty), \) or Lemma 2.9 when \( q \in (p(s,\beta \wedge \gamma), 1), \) and \( \gamma > s \), we further deduce that

\[
\sum_{k_0 \in \mathbb{Z}} \delta^{-k_0} \left\| \sum_{\alpha_0 \in \mathcal{G}_{k_0}} \langle f, \psi_{\alpha_0} \rangle \mathbf{1}_{\mathcal{Q}_{k_0}^m} \right\|^q \leq \sum_{k = -\infty}^{\infty} \left\| \sum_{\alpha \in \mathcal{A}_k} \sum_{m=1}^{N(\alpha)} |Q_{\mathcal{A}_k} f(y_{\alpha}^m, x; \delta_k)^{\prime} \mathbf{1}_{\mathcal{Q}_{\alpha}^m}^q \right\|^{1/r}. \]

By this and Lemma 2.12, we obtain

\[
\|f\|_{F^\sigma_{p,q}(w;X)} \leq \left\| \sum_{k = -\infty}^{\infty} \delta^{-k} \mathcal{M} \left( \sum_{\alpha \in \mathcal{A}_k} \sum_{m=1}^{N(\alpha)} \left| Q_{\mathcal{A}_k} f(y_{\alpha}^m, x; \delta_k)^{\prime} \mathbf{1}_{\mathcal{Q}_{\alpha}^m}^q \right| \right)^{r/q} \right\|_{L^{p,r}(X)}^{1/r}.
\]

Finally, by the arbitrariness of \( y_{\alpha}^m \), we further conclude that \( \|f\|_{F^\sigma_{p,q}(w;X)} \leq \|f\|_{F^\sigma_{p,q}(X)} \). This finishes the proof of the necessity of (ii) and hence of Theorem 3.2.

### 4 Boundedness of almost diagonal operators on sequence spaces

In this section, we mainly consider the boundedness of almost diagonal operators on sequence spaces. Through this section, we always assume \( \mu(X) = \infty \), which, by [54, Lemma 5.1] or [2, Lemma 8.1], is equivalent to \( \text{diam } X = \infty \).

In what follows, let

\[
\mathcal{D} := \left\{ Q_{k_0}^{m+1} : k \in \mathbb{Z}, x \in \mathcal{G}_{k_0} \right\}. \tag{4.1}
\]

Using this, we now introduce the following notion of homogeneous Besov and Triebel–Lizorkin sequence spaces.
Definition 4.1. Let \( s \in \mathbb{R} \) and \( q \in (0, \infty) \).

(i) If \( p \in (0, \infty] \), then the homogeneous Besov sequence space \( b^s_{p,q} \) is defined to be the set of all sequences \( \lambda := \{ \lambda_Q \}_{Q \in \mathcal{D}} \subset \mathbb{C} \) such that

\[
\| \lambda \|_{b^s_{p,q}} := \left[ \sum_{k \in \mathbb{Z}} \delta^{-kq} \sum_{\sigma \in \mathcal{G}_k} \left| \mu \left( Q^{k+1}_\sigma \right) \right|^{q/p} \left| \lambda_{Q^{k+1}_\sigma} \right|^q \right]^{1/q} < \infty
\]

with usual modifications made when \( p = \infty \) or \( q = \infty \).

(ii) If \( p \in (0, \infty) \), then the homogeneous Triebel–Lizorkin sequence space \( f^s_{p,q} \) is defined to be the set of all sequences \( \lambda := \{ \lambda_Q \}_{Q \in \mathcal{D}} \subset \mathbb{C} \) such that

\[
\| \lambda \|_{f^s_{p,q}} := \left\| \left( \sum_{k \in \mathbb{Z}} \delta^{-kq} \sum_{\sigma \in \mathcal{G}_k} \left| \lambda_{Q^{k+1}_\sigma} \right|^p \right)^{1/p} \right\|_{L^p(X)} < \infty
\]

with the usual modification made when \( q = \infty \). Recall that, for any \( k \in \mathbb{Z} \) and \( \alpha \in \mathcal{G}_k \),

\[
\tilde{I}_{Q^{k+1}_\alpha} := \left[ \mu \left( Q^{k+1}_\alpha \right) \right]^{-1/2} 1_{Q^{k+1}_\alpha}.
\]

Next, we introduce the notion of almost diagonal operators. To this end, we first introduce some notation. Let \( A := \{ A_{Q,p} \}_{Q \in \mathcal{D}} \subset \mathbb{C} \). For any sequence \( \lambda := \{ \lambda_p \}_{p \in \mathcal{D}} \subset \mathbb{C} \), define \( A\lambda := \{ (A\lambda)_Q \}_{Q \in \mathcal{D}} \) by setting, for any \( Q \in \mathcal{D} \),

\[
(A\lambda)_Q := \sum_{p \in \mathcal{D}} A_{Q,p} \lambda_p
\]

if, for any \( Q \in \mathcal{D} \), the above summation converges. Let \( Q \in \mathcal{D} \) be such that \( Q := Q^{k+1}_\alpha \) for some \( k, l \in \mathbb{Z} \) and \( \alpha \in \mathcal{G}_k \). Define the “center” \( x_Q \) of \( Q \) by setting \( x_Q := x^k_\alpha = x^{k+1}_\alpha \) and the “side-length” \( \ell(Q) \) of \( Q \) by setting \( \ell(Q) := \delta^{k+1} \).

Now, we introduce the notion of homogeneous almost diagonal operators on homogeneous Besov and Triebel–Lizorkin sequence spaces.

Definition 4.2. Let \( A := \{ A_{Q,p} \}_{Q \in \mathcal{D}} \subset \mathbb{C} \) and \( \omega_0 \) be as in (1.2).

(i) The operator \( A \) is called an almost diagonal operator on \( b^s_{p,q} \), with \( s \in \mathbb{R} \) and \( p, q \in (0, \infty) \), if there exist an \( \varepsilon \in (0, \infty) \) and an \( \omega \in [\omega_0, \infty) \) satisfying (1.1) such that

\[
K := \sup_{Q, p \in \mathcal{D}} \frac{|A_{Q,p}|}{\mathcal{W}_{Q,p}(\varepsilon)} < \infty,
\]

where, for any \( Q, p \in \mathcal{D} \),

\[
\mathcal{W}_{Q,p}(\varepsilon) := \left[ \frac{\ell(Q)}{\ell(P)} \right]^\varepsilon \left[ \mu(Q)\mu(P) \right]^{1/2} P_{\varepsilon+J-\omega}(x_Q, x_P; \max[\ell(Q), \ell(P)])
\]

\[
\times \min \left\{ \left[ \frac{\ell(Q)}{\ell(P)} \right]^{\varepsilon/2}, \left[ \frac{\ell(P)}{\ell(Q)} \right]^{\varepsilon/2+J-\omega} \right\}
\]

with \( J := \omega / \min[1, p] \).
(ii) The operator $A$ is called an almost diagonal operator on $f_{p,q}^s$ with $s \in \mathbb{R}$, $p \in (0, \infty)$, and $q \in (0, \infty)$, if there exist an $\epsilon \in (0, \infty)$ and an $\omega \in [\omega_0, \infty)$ satisfying \((1.1)\) such that \((4.2)\) holds true, where, for any $Q$, $P \in \mathcal{D}$, $\mathcal{W}_{Q,p}(\epsilon)$ is as in \((4.3)\) with $J := \omega / \min(1, p, q)$.

On the boundedness of almost diagonal operators on Besov and Triebel–Lizorkin sequence spaces, we have the following conclusion.

**Theorem 4.3.** Let $s \in \mathbb{R}$, $p \in (0, \infty)$ [resp., $p \in (0, \infty)$], $q \in (0, \infty)$, and $A := [A_{Q,p}]_{Q \in \mathcal{D}}$ be an almost diagonal operator on $b_{p,q}^s$ [resp., $\hat{f}_{p,q}^s$]. Then $A$ is bounded on $b_{p,q}^s$ [resp., $\hat{f}_{p,q}^s$]. Moreover, there exists a positive constant $C$, independent of $A$, such that, for any $\lambda \in b_{p,q}^s$ [resp., $A \in f_{p,q}^s$], $\|A\|_{b_{p,q}^s} \leq C \|\lambda\|_{b_{p,q}^s}$ [resp., $\|A\|_{\hat{f}_{p,q}^s} \leq C \|\lambda\|_{\hat{f}_{p,q}^s}$].

**Proof.** Let $A$ be the same as in this theorem, and $\epsilon$, $\omega$, and $J$ as in Definition 4.2. We separate $A$ into the following two parts: For any sequence $\lambda := \{\lambda_p\}_{p \in \mathcal{D}}$ and any $Q \in \mathcal{D}$, let

$$(A_0, \lambda)_Q := \sum_{\{p \in \mathcal{D} : \ell(p) \geq \ell(Q)\}} A_{Q,p} \lambda_p \quad \text{and} \quad (A_1, \lambda)_Q := \sum_{\{p \in \mathcal{D} : \ell(p) < \ell(Q)\}} A_{Q,p} \lambda_p.$$ 

To prove this theorem, it suffices to show that $A_0$ and $A_1$ are both bounded on $b_{p,q}^s$ and $\hat{f}_{p,q}^s$, respectively, with $s$, $p$, and $q$ as in this theorem.

We first establish the boundedness of $A_0$ on $b_{p,q}^s$ by considering the following two cases on $p$.

**Case 1.1.** $p \in (1, \infty)$. In this case, $J = \omega$. Let $\lambda := \{\lambda_p\}_{Q \in \mathcal{D}} \in b_{p,q}^s$. We have, for any $k_0 \in \mathbb{Z}$ and $\alpha_0 \in \mathcal{G}_{k_0}$,

$$\left| (A_0, \lambda)_{Q_{k_0}^{\alpha_0}} \right| \leq \sum_{\{p \in \mathcal{D} : \ell(p) \geq \ell(Q)\}} |A_{Q_{k_0}^{\alpha_0}, p}| \left| \lambda_p \right| \leq \sum_{k = -\infty}^{k_0} \sum_{\alpha \in \mathcal{G}_k} \mathcal{W}_{Q_{k_0}^{\alpha_0}, Q_{k_0+1}^{\alpha_0}}(\epsilon) \left| \lambda_{Q_{k_0+1}^{\alpha_0}} \right|,

$$

which further implies that, for any $k_0 \in \mathbb{Z}$ and $\alpha_0 \in \mathcal{G}_{k_0}$,

$$\left| \mu \left( Q_{k_0+1}^{\alpha_0} \right) \right|^{1/2} \left| (A_0, \lambda)_{Q_{k_0}^{\alpha_0}} \right| \leq \sum_{k = -\infty}^{k_0} \sum_{\alpha \in \mathcal{G}_k} \delta_{k_0-k} \delta^{k_0-k} \mu \left( Q_{k_0+1}^{\alpha} \right) \left| \mu \left( Q_{k_0+1}^{\alpha} \right) \right|^{1/2} \left| \lambda_{Q_{k_0+1}^{\alpha}} \right|.

$$

By this and the Hölder inequality, we conclude that, for any $k_0 \in \mathbb{Z}$,

$$\sum_{\alpha_0 \in \mathcal{G}_{k_0}} \left| \mu \left( Q_{k_0+1}^{\alpha_0} \right) \right|^{1 - p/2} \left| (A_0, \lambda)_{Q_{k_0}^{\alpha_0}} \right|^{p} \leq \mu \left( Q_{k_0+1}^{\alpha_0} \right) \sum_{k = -\infty}^{k_0} \sum_{\alpha \in \mathcal{G}_k} \delta_{k_0-k} \delta^{k_0-k} P_\epsilon \left( y^{k_0, \alpha_0}_\alpha, \delta^k \right) \left| \mu \left( Q_{k_0+1}^{\alpha} \right) \right|^{1 - p/2} \left| \lambda_{Q_{k_0+1}^{\alpha}} \right|^{p} \leq \sum_{k = -\infty}^{k_0} \delta_{k_0-k} \delta^{k_0-k} \sum_{\alpha \in \mathcal{G}_k} \left| \mu \left( Q_{k_0+1}^{\alpha} \right) \right|^{1 - p/2} \left| \lambda_{Q_{k_0+1}^{\alpha}} \right|^{p}. \tag{4.4}$$
Using this and the H"{o}lder inequality when $q/p \in (1, \infty)$, or Lemma 2.9 when $q/p \in (0, 1]$, we obtain
\[
\sum_{k_0 = -\infty}^{\infty} \delta^{-k_0 q_0} \left\{ \sum_{a_0 \in \mathcal{G}_{k_0}} \left| \mu \left( Q^{k_0+1}_{a_0} \right) \right|^{1-p/2} \left| (A_0, l) Q^{k_0+1}_{a_0} \right|^p \right\}^{q/p} \\
\leq \sum_{k = -\infty}^{\infty} \sum_{k_0 = -\infty}^{k_0} \delta^{-k_0 q_0} \delta^{(k_0-k)p} \min \left( q/p, 1 \right)^{1/2} \sum_{a \in \mathcal{G}_k} \left| \mu \left( Q^{k+1}_a \right) \right|^{1-p/2} \left| A^{k+1}_a \right|^p \right\}^{q/p} \\
\leq \sum_{k = -\infty}^{\infty} \delta^{-k q} \left\{ \sum_{a \in \mathcal{G}_k} \left| \mu \left( Q^{k+1}_a \right) \right|^{1-p/2} \left| A^{k+1}_a \right|^p \right\}^{q/p}.
\]
Thus, we conclude that $\|A_0 l\|_{b^0_q} \leq \|A\|_{b^0_q}$, which is the desired conclusion in this case.

**Case 1.2** $p \in (0, 1]$. In this case, $J = \omega / p$. Let $\lambda := \{a_{\omega} \}_{\omega \in \mathbb{Z}} \in b^0_{p,q}$. We conclude that, for any $k_0 \in \mathbb{Z}$ and $a_0 \in \mathcal{G}_{k_0}$,
\[
\left| (A_0, l) Q^{k_0+1}_{a_0} \right| \leq \sum_{k = -\infty}^{k_0} \sum_{a \in \mathcal{G}_k} \delta^{(k-k_0)q_0} \delta^{(k-k_0)p} \left[ \mu \left( Q^{k_0+1}_{a_0} \right) \mu \left( Q^{k+1}_a \right) \right]^{1/2} \\
\times P_{\epsilon + \omega(1/p - 1)} \left( y^{k_0}_a, y^{k_0}_{a_0}, \delta^k \right) \left| A^{k+1}_a \right|.
\]
Thus, we find that, for any $k_0 \in \mathbb{Z}$ and $a_0 \in \mathcal{G}_{k_0}$,
\[
\left[ \mu \left( Q^{k_0+1}_{a_0} \right) \right]^{1/2} \left| (A_0, l) Q^{k_0+1}_{a_0} \right| \\
\leq \sum_{k = -\infty}^{k_0} \sum_{a \in \mathcal{G}_k} \delta^{(k-k_0)q_0} \delta^{(k-k_0)p} \mu \left( Q^{k+1}_a \right) P_{\epsilon + \omega(1/p - 1)} \left( y^{k_0}_a, y^{k_0}_{a_0}, \delta^k \right) \left[ \mu \left( Q^{k+1}_a \right) \right]^{1/2} \left| A^{k+1}_a \right|.
\]
(4.5)
From this, Lemmas 2.9 and 2.10, we further deduce that, for any $k_0 \in \mathbb{Z}$,
\[
\sum_{a_0 \in \mathcal{G}_{k_0}} \left[ \mu \left( Q^{k_0+1}_{a_0} \right) \right]^{1-p/2} \left| (A_0, l) Q^{k_0+1}_{a_0} \right|^p \\
\leq \sum_{k = -\infty}^{k_0} \sum_{a \in \mathcal{G}_k} \delta^{(k-k_0)q_0} \delta^{(k-k_0)p} \sum_{a_0 \in \mathcal{G}_{k_0}} \mu \left( Q^{k_0+1}_{a_0} \right) \left[ P_{\epsilon + \omega(1/p - 1)} \left( y^{k_0}_a, y^{k_0}_{a_0}, \delta^k \right) \right]^p \\
\times \left[ \mu \left( Q^{k+1}_a \right) \right]^{p-p/2} \left| A^{k+1}_a \right|^p \\
\leq \sum_{k = -\infty}^{k_0} \delta^{(k-k_0)q_0} \delta^{(k-k_0)p} \sum_{a \in \mathcal{G}_k} \left[ \mu \left( Q^{k+1}_a \right) \right]^{1-p/2} \left| A^{k+1}_a \right|^p.
\]
where we used the fact that $\omega / [\omega + \omega(1/p - 1) + \epsilon] < p$. Using an argument similar to that used in the estimation of Case 1.1, we find that
\[
\sum_{k_0 = -\infty}^{\infty} \delta^{-k_0 q_0} \left\{ \sum_{a_0 \in \mathcal{G}_{k_0}} \left[ \mu \left( Q^{k_0+1}_{a_0} \right) \right]^{1-p/2} \left| (A_0, l) Q^{k_0+1}_{a_0} \right|^p \right\}^{q/p}.
\]
Therefore, we have, for any $0 \leq k_0 \in \mathbb{Z}$ and $\alpha_0 \in \mathcal{G}_{k_0}$,

$$
\left| (A_1 \lambda)_{Q_{\alpha_0}^{k_0+1}} \right| \leq \sum_{k=k_0+1}^{\infty} \left| A_{Q_{\alpha_0}^{k_0+1}, p} \right| |\lambda| \leq \sum_{k=k_0+1}^{\infty} \sum_{\alpha \in \mathcal{G}_k} \omega_{Q_{\alpha_0}^{k_0+1}, Q_{\alpha}^{k}}(\epsilon) \left| \lambda_{Q_{\alpha}^{k+1}} \right|
$$

$$
\leq \sum_{k=k_0+1}^{\infty} \sum_{\alpha \in \mathcal{G}_k} \delta^{(k-k_0) \epsilon/2} \left[ \mu \left( Q_{\alpha_0}^{k_0+1} \right) \mu \left( Q_{\alpha}^{k} \right) \right]^{1/2} P_{\epsilon}(y_{\alpha_0}^{k_0}, y_{\alpha}^{k}; \delta_{k_0}) \left| \lambda_{Q_{\alpha}^{k+1}} \right|. \tag{4.6}
$$

By this and the Hölder inequality, we conclude that, for any $k_0 \in \mathbb{Z}$,

$$
\sum_{\alpha_0 \in \mathcal{G}_{k_0}} \left[ \mu \left( Q_{\alpha_0}^{k_0+1} \right) \right]^{1-p/2} \left| (A_0 \lambda)_{Q_{\alpha_0}^{k_0+1}} \right|^p
\leq \sum_{\alpha_0 \in \mathcal{G}_{k_0}} \mu \left( Q_{\alpha_0}^{k_0+1} \right) \sum_{k=k_0+1}^{\infty} \sum_{\alpha \in \mathcal{G}_k} \delta^{(k-k_0) \epsilon/2} \left[ \mu \left( Q_{\alpha}^{k} \right) \right]^{1-p/2} \left| \lambda_{Q_{\alpha}^{k+1}} \right|^p
\leq \sum_{k=k_0+1}^{\infty} \sum_{\alpha \in \mathcal{G}_k} \delta^{(k-k_0) \epsilon/2} \left[ \mu \left( Q_{\alpha}^{k} \right) \right]^{1-p/2} \left| \lambda_{Q_{\alpha}^{k+1}} \right|^p.
$$

This, together with the Hölder inequality when $q/p \in (1, \infty]$, or Lemma 2.3 when $q/p \in (0, 1]$, further implies that

$$
\sum_{k_0=-\infty}^{\infty} \delta^{k_0 \epsilon} \left\{ \sum_{\alpha_0 \in \mathcal{G}_{k_0}} \left[ \mu \left( Q_{\alpha_0}^{k_0+1} \right) \right]^{1-p/2} \left| (A_1 \lambda)_{Q_{\alpha_0}^{k_0+1}} \right|^p \right\}^{q/p}
$$
where we used the fact \( \omega/\alpha \). This, combined with Lemmas 2.9 and 2.10, further implies that

\[
\sum_{k=0}^{\infty} \sum_{a \in G_k} \mu \left( Q_\alpha^{k+1} \right)^{1-p/2} \lambda^{k+1} \left[ Q_\alpha^{k+1} \right]^{p} \leq \sum_{k=0}^{\infty} \sum_{a \in G_k} \mu \left( Q_\alpha^{k+1} \right)^{1-p/2} \lambda^{k+1} \left[ Q_\alpha^{k+1} \right]^{p} .
\]

Thus, we conclude that \( \|A_1\|_{b_{p,q}^0} \leq \|A\|_{b_{p,q}^0} \), which is the desired conclusion in this case.

**Case 2.2** \( p \in (0, 1] \). In this case, \( J = \omega/p \). Let \( \lambda := \{\lambda Q \}_{Q \in D} \in b_{p,q}^0 \). We have, for any \( k_0 \in \mathbb{Z} \) and \( a_0 \in \mathcal{G}_{k_0} \),

\[
\left( (A_1 \lambda) Q_{a_0}^{k_0+1} \right) \leq \sum_{k=k_0+1}^{\infty} \sum_{a \in G_k} \mu \left( Q_\alpha^{k+1} \right)^{1-p/2} \lambda^{k+1} \left[ Q_\alpha^{k+1} \right]^{p} \leq \sum_{k=k_0+1}^{\infty} \sum_{a \in G_k} \mu \left( Q_\alpha^{k+1} \right)^{1-p/2} \lambda^{k+1} \left[ Q_\alpha^{k+1} \right]^{p} .
\]

Then we conclude that, for any \( k_0 \in \mathbb{Z} \) and \( a_0 \in \mathcal{G}_{k_0} \),

\[
\left[ \mu \left( Q_{a_0}^{k_0+1} \right) \right]^{-1/2} \left( (A_1 \lambda) Q_{a_0}^{k_0+1} \right) \leq \sum_{k=k_0+1}^{\infty} \sum_{a \in G_k} \mu \left( Q_\alpha^{k+1} \right)^{1-p/2} \lambda^{k+1} \left[ Q_\alpha^{k+1} \right]^{p} .
\]

This, combined with Lemmas 2.9 and 2.10 further implies that

\[
\sum_{a_0 \in \mathcal{G}_{k_0}} \mu \left( Q_{a_0}^{k_0+1} \right)^{1-p/2} \left( (A_1 \lambda) Q_{a_0}^{k_0+1} \right)^p \leq \sum_{k=k_0+1}^{\infty} \sum_{a \in G_k} \delta^{(k_0-k)s} \delta^{(k-k_0)\epsilon} \mu \left( Q_\alpha^{k+1} \right) \lambda^{k+1} \left[ Q_\alpha^{k+1} \right]^{p} .
\]

where we used the fact \( \omega/\omega + \omega(1/p - 1) + \epsilon < p \). Using an argument similar to that used in the estimation of Case 1.2, we find that

\[
\sum_{k=\infty}^{\infty} \delta^{k_0 s} \left( \sum_{a_0 \in \mathcal{G}_{k_0}} \mu \left( Q_{a_0}^{k_0+1} \right)^{1-p/2} \left( (A_1 \lambda) Q_{a_0}^{k_0+1} \right)^p \right) \leq \sum_{k=\infty}^{\infty} \sum_{k=k_0+1}^{\infty} \delta^{k_0 s} \delta^{(k-k_0)\epsilon} \min(q,p)/2 \left\{ \sum_{a_0 \in G_k} \mu \left( Q_\alpha^{k+1} \right)^{1-p/2} \lambda^{k+1} \left[ Q_\alpha^{k+1} \right]^{p} \right\}^{q/p} .
\]
Thus, from the Hölder inequality, we deduce that

\[
\left\| A_1 \right\| \lesssim \left\| \mathcal{L} \right\|_{L^p(X)} \lesssim \left\| \mathcal{L} \right\|_{L^p(X)}^{q/p},
\]

which further implies that \( \| A_1 \|_{b^s_{p,q}} \lesssim \| \mathcal{L} \|_{b^s_{p,q}} \). This is also the desired conclusion in this case, which, together with the conclusion in Case 2.1, then completes the proof of the boundedness of \( A_1 \) on \( b^s_{p,q} \).

Combining Cases 1.1, 1.2, 2.1, and 2.2, we conclude that, for any given \( s, p, \) and \( q \) as in this lemma, and any \( \lambda \in b^s_{p,q} \), \( \| A \lambda \|_{b^s_{p,q}} \lesssim \| \lambda \|_{b^s_{p,q}} \), namely, \( A \) is bounded on \( b^s_{p,q} \).

We now establish the boundedness of \( A \) on \( f^s_{p,q} \) by considering following two cases on \( \min \{ p, q \} \).

**Case 3.1** \( \min \{ p, q \} > 1 \). In this case, \( J = \omega \). Let \( \lambda := \{ \lambda Q \}_{Q \in \mathcal{D}} \in f^s_{p,q} \). By [4.4] and [37, Proposition 2.2(ii)], we find that, for any \( k_0 \in \mathbb{Z} \) and \( x \in X \),

\[
\sum_{a \in \mathcal{G}_k} \left| (A_0 \lambda) Q_{k_0}^{a+1} \right| \mathcal{I}_{Q_{k_0}^a}^{a+1}(x)
\]

\[
\leq \sum_{k=-\infty}^{k_0} \sum_{a \in \mathcal{G}_k} \delta^{(k_0-k)} \delta^{(k_0-k)e/2} M \left( \sum_{a \in \mathcal{G}_k} \left| A_0 \lambda \right| Q_{k_0}^{a+1} \right) \mathcal{I}_{Q_{k_0}^a}^{a+1}(x)
\]

\[
\leq \sum_{k=-\infty}^{k_0} \delta^{(k_0-k)} \delta^{(k_0-k)e/2} M \left( \sum_{a \in \mathcal{G}_k} \left| A_0 \lambda \right| Q_{k_0}^{a+1} \right) \mathcal{I}_{Q_{k_0}^a}^{a+1}(x).
\]

Thus, from the Hölder inequality, we deduce that

\[
L := \left\{ \sum_{k_0=-\infty}^{\infty} \delta^{-k_0q} \left( \sum_{a \in \mathcal{G}_k} \left| (A_0 \lambda) Q_{k_0}^{a+1} \right| \mathcal{I}_{Q_{k_0}^a}^{a+1} \right) \right\}^{1/q}
\]

\[
\leq \left\{ \sum_{k_0=-\infty}^{\infty} \delta^{-k_0q} \delta^{(k_0-k)} \delta^{(k_0-k)e/2} M \left( \sum_{a \in \mathcal{G}_k} \left| A_0 \lambda \right| Q_{k_0}^{a+1} \right) \mathcal{I}_{Q_{k_0}^a}^{a+1} \right\}^{1/q}
\]

This, together with Lemma 2.12, further implies that

\[
\| A_0 \lambda \|_{f^s_{p,q}} = \| L \|_{L^p(X)} \lesssim \left\| \sum_{k=-\infty}^{\infty} \delta^{-k_0q} \delta^{(k_0-k)} \delta^{(k_0-k)e/2} M \left( \sum_{a \in \mathcal{G}_k} \left| A_0 \lambda \right| Q_{k_0}^{a+1} \right) \mathcal{I}_{Q_{k_0}^a}^{a+1} \right\|_{L^p(X)}^{1/q}
\]

\[
\lesssim \left\| \sum_{k=-\infty}^{\infty} \delta^{-k_0q} \delta^{(k_0-k)} \delta^{(k_0-k)e/2} M \left( \sum_{a \in \mathcal{G}_k} \left| A_0 \lambda \right| Q_{k_0}^{a+1} \right) \mathcal{I}_{Q_{k_0}^a}^{a+1} \right\|_{L^p(X)}^{1/q}
\]

\[
\sim \| \lambda \|_{f^s_{p,q}}.
\]
This finishes the proof of Case 3.1.

Case 3.2) \( \min[p, q] \leq 1 \). In this case, \( J = \omega / \min[p, q] \). Let \( \lambda := \{ \lambda_0 \}_{Q \in \mathcal{D}} \in \mathcal{F}^s_{j, p, q} \). By (4.5) with \( p \) therein replaced by \( \min[p, q] \), we conclude that, for any \( r \in (0, 1] \), and any \( k \in \mathbb{Z} \),

\[
\sum_{a_0 \in G_{k_0}} |(A_0 \lambda)_{Q_{k_0}^{k+1}}| I_{Q_{k_0}^{k+1}} \leq \sum_{k = -\infty}^{k_0} \delta^{(k_0-k)/2} \sum_{a \in G_k} \mu(Q_{k+1}^{k}) P_{\epsilon + \omega(1/\min[p, q])} \left( \sum_{a_0 \in G_{k_0}} \lambda(Q_{k_0+1}) \right)^{-1/2} |\lambda(Q_{k+1})|.
\]

From this and Lemma 2.11, it then follows that, for any \( k_0 \in \mathbb{Z} \),

\[
\sum_{a_0 \in G_{k_0}} |(A_0 \lambda)_{Q_{k_0}^{k+1}}| I_{Q_{k_0}^{k+1}} \leq \sum_{k = -\infty}^{k_0} \delta^{(k_0-k)/2} \sum_{a \in G_k} \mu \left( \left| \sum_{a_0 \in G_{k_0}} \lambda(Q_{k_0+1}) \right| \right)^{1/r},
\]

where \( r \in (r_{p,q}, 1] \) with \( r_{p,q} := \omega / (\omega + (1/\min[p, q]) - 1 + \epsilon) \). Using this and the Hölder inequality when \( q \in (1, \infty) \), or Lemma 2.9 when \( q \in (0, 1] \), we find that

\[
\left\{ \sum_{k = -\infty}^{\infty} \delta^{-k_0 q} \left| \sum_{a_0 \in G_{k_0}} |(A_0 \lambda)_{Q_{k_0}^{k+1}}| I_{Q_{k_0}^{k+1}} \right|^q \right\}^{1/q} \leq \left\{ \sum_{k = -\infty}^{\infty} \delta^{-k_0 q} \left| \sum_{a_0 \in G_{k_0}} |(A_0 \lambda)_{Q_{k_0}^{k+1}}| I_{Q_{k_0}^{k+1}} \right|^q \right\}^{1/q}.
\]

Due to \( r_{p,q} < \min[p, q] \), we may choose \( r \) such that \( r \in (r_{p,q}, \min[p, q]) \) and, by this, (4.8), and Lemma 2.12 we conclude that

\[
\|A_0 A_1\|_{L^p(X)} \leq \left\| \left\{ \sum_{k = -\infty}^{\infty} \delta^{-k_0 q} \left| \sum_{a_0 \in G_{k_0}} |(A_0 \lambda)_{Q_{k_0}^{k+1}}| I_{Q_{k_0}^{k+1}} \right|^q \right\}^{1/q} \right\|_{L^p(X)} \sim \|A_0\|_{L^p(X)}.
\]

This is the desired conclusion in this case, which, together with the conclusion in Case 3.1, then completes the proof of the boundedness of \( A_0 \) on \( \mathcal{F}^s_{j, p, q} \).

Finally, we establish the boundedness of \( A_1 \) on \( \mathcal{F}^s_{j, p, q} \) also by considering the following two cases on \( \min[p, q] \).

Case 4.1) \( \min[p, q] > 1 \). In this case, \( J = \omega \). Let \( \lambda := \{ \lambda_0 \}_{Q \in \mathcal{D}} \in \mathcal{F}^s_{j, p, q} \). By (4.6) and Lemma 2.11 we find that, for any \( k_0 \in \mathbb{Z} \),

\[
\sum_{a_0 \in G_{k_0}} |(A_1 \lambda)_{Q_{k_0}^{k+1}}| I_{Q_{k_0}^{k+1}} \leq \sum_{k = -\infty}^{k_0} \delta^{(k_0-k)/2} \sum_{a \in G_k} \mu(Q_{k+1}^{k}) P_{\epsilon + \omega(1/\min[p, q])} \left( \sum_{a_0 \in G_{k_0}} \lambda(Q_{k_0+1}) \right)^{-1/2} |\lambda(Q_{k+1})|.
\]
Thus, from the Hölder inequality, it follows that
\[
\left\{ \sum_{k_0 \in \mathbb{Z}} \delta^{k_0} \left| \sum_{a_0 \in G_{k_0}} (A_1 A) Q_{a_0}^{k_0+1} \right| \left| \mathbf{1}_{Q_{a_0}^{k_0+1}} \right|^q \right\}^{1/q} \leq \left\{ \sum_{k=-\infty}^{\infty} \delta^{-k} \left[ M \left( \sum_{a \in G} |Q_a^{k+1} \mathbf{1}_{Q_a^{k+1}}| \right) \right]^q \right\}^{1/q}.
\]

By this and Lemma 2.12, we further conclude that
\[
\|A_1 A\|_{f_{p,q}} \leq \left\| \left\{ \sum_{k=-\infty}^{\infty} \delta^{-k} \left[ M \left( \sum_{a \in G} |Q_a^{k+1} \mathbf{1}_{Q_a^{k+1}}| \right) \right]^q \right\}^{1/q} \right\|_{L^p(X)} \quad \sim \|A\|_{f_{p,q}}.
\]

This shows the desired conclusion in this case.

**Case 4.2** \( \min\{p, q\} \leq 1 \). In this case, \( J = \omega / \min\{p, q\} \). Let \( \lambda := \{ \lambda Q \}_{Q \in \mathfrak{I}} \in f_{p,q}^J \). By (4.7) with \( p \) therein replaced by \( \min\{p, q\} \), we find that, for any \( k_0 \in \mathbb{Z} \),
\[
\sum_{a_0 \in G_{k_0}} |(A_1 A) Q_{a_0}^{k_0+1}| \mathbf{1}_{Q_{a_0}^{k_0+1}} \\
\leq \sum_{k=k+1}^{\infty} \sum_{a \in G_{k}} \delta^{(k-k_0)} \delta^{(k-k_0) \epsilon / 2} \left( 1 + \omega (1 / \min\{p, q\}) \right) |Q_{a_0}^{k+1}| \sum_{a_0 \in G} \left| Q_{a_0}^{k_0+1} \right| \\
\times \left[ \mu \left( Q_{a_0}^{k+1} \right) \right]^{-1/2} \left| Q_{a_0}^{k_0+1} \right| \\
\leq \sum_{k=k_0+1}^{\infty} \sum_{a \in G_{k}} \delta^{(k-k_0)} \delta^{(k-k_0) \epsilon / 2} \left( 1 + \omega (1 / \min\{p, q\}) \right) \left| Q_{a_0}^{k_0+1} \right| \\
\times \left[ \mu \left( Q_{a_0}^{k_0+1} \right) \right]^{-1/2} \left| Q_{a_0}^{k_0+1} \right| \\
\leq \sum_{k=k_0+1}^{\infty} \sum_{a \in G_{k}} \delta^{(k-k_0)} \delta^{(k-k_0) \epsilon / 2} \left[ M \left( \sum_{a \in G} |Q_{a}^{k_0+1} \mathbf{1}_{Q_{a}^{k_0+1}}| \right) \right]^{1/r}.
\]

Here, since \( r_{p,q} < \min\{p, q\} \), we may choose \( r \in (0, \min\{p, q\}) \) in the above inequality such that \( r > r_{p,q} \), and then use Lemma 2.11. Thus, by (4.9) and the Hölder inequality when \( q \in (1, \infty) \), or Lemma 2.9 when \( q \in (0, 1) \), we conclude that
\[
\left\{ \sum_{k_0=-\infty}^{\infty} \delta^{-k_0} \left[ \sum_{a_0 \in G_{k_0}} |(A_1 A) Q_{a_0}^{k_0+1}| \right] \right\}^{1/q} \]
Finally, we use Lemma 2.12 to obtain

\[
\|A_1\|_{f_{p,q}} \leq \left\| \left\{ \sum_{k=-\infty}^{\infty} \delta^{-k\sigma} \left[ A_k \left( \sum_{\alpha \in \mathcal{G}_k} |A_{\tilde{q}_{\alpha}^{k+1}}| \right) \right] \right\}^{q/r} \right\|_{L^{p/q}(X)}^{1/r} \sim \|A\|_{f_{p,q}}.
\]

which is the desired estimate in this case.

To summarize Cases 4.1) and 4.2), we obtain the boundedness of \(A_1\) on \(f_{p,q}\). Combining all the conclusions of Cases 1.1) through 4.2), we then complete the proof of Theorem 4.3. \(\square\)

5 Molecular characterization of Besov and Triebel–Lizorkin spaces via wavelets

In this section, we consider the molecular characterization of Besov and Triebel–Lizorkin spaces.

First, we introduce the following notion of molecules. In what follows, for any \(Q \in \mathcal{D}\), as before, we use \(\ell(Q)\) to denote its “side-length” and \(x_Q\) its “center”.

**Definition 5.1.** Let \(Q \in \mathcal{D}\) with \(\tilde{D}\) as in (4.1), and \((\beta, \Gamma) \in (0, \infty)^2\). A function \(b_Q\) on \(X\) is called a *molecule of type \((\beta, \Gamma)\) centered at \(Q*\) [for short, \((\beta, \Gamma)\)-molecule] if \(b_Q\) satisfies the following conditions:

(i) (the size condition) for any \(x \in X\), \(|b_Q(x)| \leq [\mu(Q)]^{1/2} P_T(x_Q, x; \ell(Q))\);

(ii) (the Hölder regularity condition) for any \(x, x' \in X\) with \(d(x, x') \leq (2A_0)^{-1} [\ell(Q) + d(y_Q, x)]\),

\[|b_Q(x) - b_Q(x')| \leq [\mu(Q)]^{1/2} \left[ \frac{d(x, x')}{\ell(Q) + d(y_Q, x)} \right]^{\beta} P_T(x_Q, x; \ell(Q));\]

(iii) (the cancellation condition) \(\int_X b_Q(x) \, d\mu(x) = 0\).

Observe that any molecule in Definition 5.1 centers at a subtly selected cube \(Q \in \mathcal{D}\) with \(\tilde{D}\) as in (4.1). It is obvious that \(\tilde{D}\) may not contain all dyadic cubes of \(X\) in Lemma 2.2 and, indeed, \(\tilde{D}\) is the set of all “supports” of wavelet functions \(\psi_{\alpha}^{k}\) constructed in [2] (see also Lemma 2.3).

We first prove the following proposition. In what follows, for any \(Q := Q_{x, \alpha}^{k+1} \in \tilde{D}\) with some \(k \in \mathbb{Z}\) and \(\alpha \in \mathcal{G}_k\), let \(\psi_Q := \psi_{\alpha}^{k}\).
Proposition 5.2. Let $s$, $p$, $q$, $\beta$, and $\gamma$ be the same as in Definition 3.1(i) and $\eta$ the same as in Definition 3.2. Suppose that $\lambda := \{\lambda_Q\}_{Q \in \mathcal{D}}$ and that $\{b_Q\}_{Q \in \mathcal{D}}$ are $(\beta, \gamma)$-molecules centered, respectively, at $\{Q\}_{Q \in \mathcal{D}}$. Then there exists an $f \in (\mathcal{G}^0_0(\beta, \gamma))'$ such that $f = \sum_{Q \in \mathcal{D}} \lambda_Q b_Q$ in $(\mathcal{G}^0_0(\beta, \gamma))'$, and $f \in \hat{b}^s_{p,q}(X)$. Moreover, there exists a positive constant $C$, independent of $\{\lambda_Q\}_{Q \in \mathcal{D}}$ and $\{b_Q\}_{Q \in \mathcal{D}}$, such that $\|f\|_{\hat{b}^s_{p,q}(X)} \leq C\|\lambda\|_{b^s_{p,q}}$.

Proof. Let all the notation be the same as in this proposition. We now prove the first conclusion of this proposition. To this end, we claim that, for any $\varphi \in \mathcal{G}^0_0(\beta, \gamma)$ with $\|\varphi\|_{\mathcal{G}^0_0(\beta, \gamma)} \leq 1$,

$$\sum_{Q \in \mathcal{D}} |\lambda_Q| \|\langle b_Q, \varphi\rangle\| \leq \|\lambda\|_{b^s_{p,q}}. \quad (5.1)$$

Indeed, if (5.1) holds true, then, by the completeness of $(\mathcal{G}^0_0(\beta, \gamma))'$, we find that there exists an $f \in (\mathcal{G}^0_0(\beta, \gamma))'$ such that $f = \sum_{Q \in \mathcal{D}} \lambda_Q b_Q$ in $(\mathcal{G}^0_0(\beta, \gamma))'$, which is the desired conclusion.

Now, we show (5.1). Without loss of generality, we may assume that $x_0 \in Q^0_{\alpha_0}$ for some $\alpha \in \mathcal{G}_{-1} \subset \mathcal{A}_0$. Observe that, if we define $|\lambda| := \|\lambda_Q\|_{Q \in \mathcal{D}}$ by setting, for any $Q \in \mathcal{D}$, $|\lambda_Q| := |\lambda|$, we find that $\|\lambda\|_{b^s_{p,q}} = \|\lambda\|_{b^s_{p,q}}$. For any $Q$, $P \in \mathcal{D}$, we let

$$A_{Q,P}^{(1)} := \begin{cases} \|\langle b_P, \varphi\rangle\| & \text{if } Q = Q_0, \\ 0 & \text{if } Q \neq Q_0, \end{cases}$$

and $A^{(1)} := \{A_{Q,P}^{(1)}\}_{Q, P \in \mathcal{D}}$. Then

$$\sum_{P \in \mathcal{D}} |\lambda_P| \|\langle b_P, \varphi\rangle\| = (A^{(1)}|\lambda|)_{Q_0} \sim \|A^{(1)}|\lambda\|_{b^s_{p,q}}.$$

If we can show that $A^{(1)}$ is an almost diagonal operator on $\hat{b}^s_{p,q}$, then, from Theorem 4.3, it follows that

$$\sum_{P \in \mathcal{D}} |\lambda_P| \langle b_P, \varphi \rangle \sim \|A^{(1)}|\lambda\|_{b^s_{p,q}} \leq \|\lambda\|_{b^s_{p,q}} \sim \|\lambda\|_{b^s_{p,q}},$$

which is just (5.1).

Next, we show that $A^{(1)}$ is an almost diagonal operator on $\hat{b}^s_{p,q}$. To this end, we suppose $P := Q^k_{\alpha}$ with some $k \in \mathbb{Z}$ and $\alpha \in \mathcal{G}_k \subset \mathcal{A}_{k+1}$. When $Q = Q^k_{\alpha_0}$, we have $A^{(1)}_{Q,P} = 0$. Otherwise, similarly to the proof of [63], Lemma 3.9], we have

$$|A^{(1)}_{Q,P}| = \|\langle b_{\mathcal{P}}, \varphi \rangle\| \leq \delta^{\beta'} \left[ \mu \left( Q^{k+1}_{\alpha} \right) \right]^{1/2} \delta^{k+\lambda_0} P, \quad (x_0, y_{\alpha}, \delta^{k+\lambda_0}),$$

where $\beta' \in (0, \beta \wedge \gamma)$. Thus, we find that $A^{(1)}$ is an almost diagonal operator on $\hat{b}^s_{p,q}$, which implies that $f := \sum_{P \in \mathcal{D}} \lambda_P b_P$ converges in $(\mathcal{G}^0_0(\beta, \gamma))'$, and hence completes the proof of the first conclusion of this proposition.

Now, we prove that $\|f\|_{\hat{b}^s_{p,q}(X)} \leq \|\lambda\|_{b^s_{p,q}}$. Indeed, since $f = \sum_{P \in \mathcal{D}} \lambda_P b_P$ in $(\mathcal{G}^0_0(\beta, \gamma))'$, it then follows that, for any $Q \in \mathcal{D}$,

$$\langle f, \psi_Q \rangle = \sum_{P \in \mathcal{D}} \lambda_P \langle b_P, \psi_Q \rangle.$$
If we let $A_{Q,P} := \langle b_P, \psi_Q \rangle$, we then find that, for any $Q$, $P \in \overline{D}$ and $A := \{ A_{Q,P} \}_{Q,P \in \overline{D}}$,

$$\langle f, \psi_Q \rangle = \sum_{P \in \overline{D}} A_{Q,P} \lambda_P = (A \lambda)_Q,$$

which, together with Theorem 3.2(i), further implies that

$$\|f\|_{B^s_{p,q}(X)} \sim \|\langle f, \psi_Q \rangle\|_{Q \in \overline{D}} \sim \|A \lambda\|_{b^s_{p,q}}. \tag{5.2}$$

We next claim that $A$ is an almost diagonal operator on $b^s_{p,q}$. Assuming this for the moment, by (5.2) and Theorem 4.3, we find that

$$\|f\|_{B^s_{p,q}(X)} \sim \|A \lambda\|_{b^s_{p,q}} \leq \|\lambda\|_{b^s_{p,q}},$$

which is the desired conclusion.

It remains to show the above claim. To this end, letting $Q, P \in \overline{D}$, we then consider the following two cases on $\ell(Q)$ and $\ell(P)$.

Case 1) $\ell(Q) \geq \ell(P)$. In this case, by the cancellation of $b_P$, we have

$$\|\langle b_P, \psi_Q \rangle\| \leq \int_{W_1} |b_P(y)| \left| \psi_Q(y) - \psi_Q(x_P) \right| \, d\mu(y) + \int_{W_2} |b_P(y)\psi_Q(y)| \, d\mu(y)$$

$$+ |\psi_Q(x_P)| \int_{W_2} |b_P(y)| \, d\mu(y), \tag{5.3}$$

where $W_1 := \{ y \in X : d(y, x_P) \leq (2A_0)^{-1} [\ell(Q) + d(x_Q, x_P)] \}$ and $W_2 := W_1^C$.

We first deal with the integral on $W_1$ of (5.3). By the size condition of $b_P$, the regularity of $\psi_Q$, and $\gamma < \eta$, we find that

$$\int_{W_1} |b_P(y)| \left| \psi_Q(y) - \psi_Q(x_P) \right| \, d\mu(y)$$

$$\leq [\mu(P)]^{1/2} \int_{W_1} \left[ d(y, x_P) \right]^{\gamma} \frac{1}{\ell(Q)} \exp \left\{ -\gamma \left[ \frac{d(x_Q, x_P)}{\ell(Q)} \right]^a \right\} P_y(x_P, y; \ell(P)) \, d\mu(y)$$

$$\leq \left[ \frac{\ell(P)}{\ell(Q)} \right]^{\gamma} [\mu(Q)\mu(P)]^{1/2} \frac{1}{\ell(Q)} \exp \left\{ -\gamma \left[ \frac{d(x_Q, x_P)}{\ell(Q)} \right]^a \right\}.$$

Now, we consider the second integral of (5.3). By the size conditions of $\psi_Q$ and $b_P$, we have

$$\int_{W_2} |b_P(y)\psi_Q(y)| \, d\mu(y) \leq \left[ \frac{\ell(P)}{\ell(Q)} \right]^{\gamma} [\mu(Q)\mu(P)]^{-1/2} P_y(x_P, y; \ell(Q)).$$

Finally, for the last integral of (5.3), from the size conditions of $\psi_Q$ and $b_P$, we deduce that

$$|\psi_Q(x_P)| \int_{W_2} |b_P(y)| \, d\mu(y)$$

$$\leq \left[ \frac{\ell(P)}{\ell(Q)} \right]^{\gamma} [\mu(Q)\mu(P)]^{-1/2} \frac{1}{\ell(Q)} \exp \left\{ -\gamma \left[ \frac{d(x_Q, x_P)}{\ell(Q)} \right]^a \right\}.$$
Moreover, for the integral on $W$ to estimate the above integral on $W$, we have

$$\int_{W} \|b_P \psi_Q\| \lesssim \left[ \frac{\ell(P)}{\ell(Q)} \right]^{\gamma} \|\mu(Q)\mu(P)\|^{-1/2} P_{\gamma}(x_Q, x_P; \ell(Q))$$

$$\sim \left[ \frac{\ell(Q)}{\ell(P)} \right]^{\delta} \|\mu(Q)\mu(P)\|^{-1/2} P_{\gamma}(x_Q, x_P; \ell(Q)) \left[ \frac{\ell(P)}{\ell(Q)} \right]^{\delta+\gamma}. \quad (5.4)$$

This is the desired estimate in this case.

*Case 2*) $\ell(Q) < \ell(P)$. In this case, we let $W_3 := \{y \in X : d(y, x_Q) \leq (2A_0)^{-1}[\ell(P) + d(x_Q, x_P)]\}$ and $W_4 := W_3^C$. Then, by the cancellation of $\psi_Q$, we have

$$\|\psi_Q, b_P\| \lesssim \int_{W_3} |\psi_Q(y)||b_P(y) - b_P(x_Q)| \, d\mu(y) + \int_{W_4} |\psi_Q(y)b_P(y)| \, d\mu(y)$$

$$=: J_1 + J_2 + J_3.$$

For $J_1$, by the regularity of $b_P$ and the size condition of $\psi_Q$, we obtain

$$J_1 \lesssim [\mu(Q)\mu(P)]^{1/2} P_{\gamma}(x_Q, x_P; \ell(Q))$$

$$\times \int_{W_3} \left[ \frac{d(y, x_Q)}{\ell(P) + d(x_Q, x_P)} \right]^{\beta} \frac{1}{V_{\ell(Q)}(x_Q)} \exp \left\{ -\left[ \frac{d(y, x_Q)}{\ell(Q)} \right]^{\alpha} \right\} \, d\mu(y).$$

To estimate the above integral on $W_3$, we let $W_{3,1} := \{y \in W_3 : d(y, x_Q) \leq \ell(Q)\}$ and $W_{3,2} := W_3 \setminus W_{3,1}$, and conclude that

$$\int_{W_{3,1}} \left[ \frac{d(y, x_Q)}{\ell(P) + d(x_Q, x_P)} \right]^{\beta} \frac{1}{V_{\ell(Q)}(x_Q)} \exp \left\{ -\left[ \frac{d(y, x_Q)}{\ell(Q)} \right]^{\alpha} \right\} \, d\mu(y) \lesssim \left[ \frac{\ell(Q)}{\ell(P)} \right]^{\beta}.$$

Moreover, for the integral on $W_{3,2}$, we have

$$\int_{W_{3,2}} \left[ \frac{d(y, x_Q)}{\ell(P) + d(x_Q, x_P)} \right]^{\beta} \frac{1}{V_{\ell(Q)}(x_Q)} \exp \left\{ -\left[ \frac{d(y, x_Q)}{\ell(Q)} \right]^{\alpha} \right\} \, d\mu(y)$$

$$\lesssim \left[ \frac{\ell(Q)}{\ell(P)} \right]^{\beta} \int_{d(y, x_Q) > \ell(Q)} \frac{1}{V(x_Q, y)} \left[ \frac{\ell(Q)}{d(y, x_Q)} \right]^{L - \beta} \, d\mu(y) \lesssim \left[ \frac{\ell(Q)}{\ell(P)} \right]^{\beta},$$

where we chose $L \in (\beta, \infty)$. By the above inequalities, we find that

$$J_1 \lesssim \left[ \frac{\ell(Q)}{\ell(P)} \right]^{\beta} [\mu(Q)\mu(P)]^{1/2} P_{\gamma}(x_Q, x_P; \ell(P)),$$

which is the desired estimate on $J_1$.

For $J_2$, we use the size conditions of $\psi_Q$ and $b_P$ to conclude that

$$J_2 \lesssim \left[ \frac{\ell(Q)}{\ell(P)} \right]^{l} [\mu(Q)\mu(P)]^{1/2} P_{\gamma}(x_Q, x_P; \ell(P)).$$
Here and thereafter, $\Gamma \in (\max\{\beta, \gamma\}, \infty)$ is a fixed large positive number. This is the desired estimate on $J_2$.

For $J_3$, again, by the size conditions of $\psi_Q$ and $b_p$, we obtain

$$
J_3 \lesssim \left( \frac{\ell(Q)}{\ell(P)} \right)^\Gamma [\mu(Q)\mu(P)]^{1/2} P_\gamma(x_Q, x_P; \ell(P)).
$$

Combining the above three estimates, we find that

$$
|\langle \psi_Q, b_p \rangle| \lesssim \left( \frac{\ell(Q)}{\ell(P)} \right)^\Gamma [\mu(Q)\mu(P)]^{1/2} P_\gamma(x_Q, x_P; \ell(P)) \left[ \frac{\ell(Q)}{\ell(P)} \right]^{\beta-s}.
$$

(5.5)

This is also the desired estimate in this case.

Finally, by (5.4), (5.5), $\beta \land \gamma > |s|$, and $p > p(s, \beta \land \gamma)$, we find that $A$ is an almost diagonal operator on $\tilde{b}_{p,q}$ with any given

$$
\epsilon \in \left( 0, \min \left\{ \gamma - \omega \left( \frac{1}{p} - 1 \right), 2 \left[ s + \gamma - \omega \left( \frac{1}{p} - 1 \right) \right], 2(\beta - s) \right\} \right),
$$

where $\omega \in (\omega_0, \infty)$ satisfies (1.1) and all the assumption of this proposition with $\omega_0$ replaced by $\omega$. This finishes the proof of Proposition 5.2.

Similarly to the proof of Proposition 5.2, we can obtain the following conclusion on Triebel–Lizorkin spaces, and we omit the details here.

**Proposition 5.3.** Let $s$, $p$, $q$, $\beta$, and $\gamma$ be the same as in Definition 3.1(ii), and $\eta$ the same as in Definition 2.4. Suppose that $\lambda := \{\lambda_Q\}_{Q \in \mathcal{D}} \in f_p^\mathcal{D}$ and that $\{b_Q\}_{Q \in \mathcal{D}}$ are $(\beta, \gamma)$-molecules centered, respectively, at $\{Q\}_{Q \in \mathcal{D}}$. Then there exists an $f \in (\mathcal{G}_0^\mathcal{D}(\beta, \gamma))'$ such that $f = \sum_{Q \in \mathcal{D}} \lambda_Q b_Q$ in $(\mathcal{G}_0^\mathcal{D}(\beta, \gamma))'$, and $f \in F_{p,q}^\mathcal{D}(X)$. Moreover, there exists a positive constant $C$, independent of $\{\lambda_Q\}_{Q \in \mathcal{D}}$ and $\{b_Q\}_{Q \in \mathcal{D}}$, such that

$$
\|f\|_{F_{p,q}^\mathcal{D}(X)} \leq C\|\lambda\|_{f_{p,q}}.
$$

These propositions, together with the wavelet characterization of Besov and Triebel–Lizorkin spaces in Theorem 3.2, further imply the following molecular characterization of Besov and Triebel–Lizorkin spaces; we omit the details.

**Theorem 5.4.** Let $s$, $p$, $q$, $\beta$, and $\gamma$ be as in Definition 3.1(i) [resp., Definition 3.1(ii)], and $\eta$ the same as in Definition 2.4. Then $f \in B_{p,q}^\mathcal{D}(X)$ [resp., $f \in F_{p,q}^\mathcal{D}(X)$] if and only if there exist a $\lambda := \{\lambda_Q\}_{Q \in \mathcal{D}} \in f_p^\mathcal{D}$ [resp., $\lambda := \{\lambda_Q\}_{Q \in \mathcal{D}} \in f_p^\mathcal{D}$] and $(\beta, \gamma)$-molecules centered, respectively, at $\{Q\}_{Q \in \mathcal{D}}$ such that $f = \sum_{Q \in \mathcal{D}} \lambda_Q b_Q$ in $(\mathcal{G}_0^\mathcal{D}(\beta, \gamma))'$, and $f \in F_{p,q}^\mathcal{D}(X)$. Moreover, there exists a constant $C \in (1, \infty)$, independent of $f$, $\lambda$, and $\{b_Q\}_{Q \in \mathcal{D}}$, such that $C^{-1}\|\lambda\|_{f_{p,q}} \leq \|f\|_{B_{p,q}^\mathcal{D}(X)} \leq C\|\lambda\|_{f_{p,q}}$ [resp., $C^{-1}\|\lambda\|_{f_{p,q}} \leq \|f\|_{F_{p,q}^\mathcal{D}(X)} \leq C\|\lambda\|_{f_{p,q}}$].

**Remark 5.5.** (i) In [22], Georgiadi et al. introduced two kinds of molecules, respectively, called synthesis and analysis molecules, which have different properties and were motivated by Frazier and Jawerth [18]. Using these molecules, Georgiadi et al. characterized Triebel–Lizorkin spaces, associated with operators, on spaces of homogeneous type (see [22] Theorems 7.4 and 7.5). Differently from those molecules in [22] (see also [18]), we introduce a unified kind of molecules (see Definition 5.1) to characterize Besov and Triebel–Lizorkin spaces here.
(ii) Notice that, by Definition 3.1(ii) it is easy to see that a molecule has the form of test functions on X, which only has the polynomial decay, and hence has no exponential decay. To get rid of dependence of the reverse doubling property of µ, differently from those molecules in [35] Definition (6.21) which center at all cubes, the molecules in Definition 5.1 are centered at some subtly chosen cubes, more precisely, at the “supports” of wavelet functions introduced in [2]. As a result, we can use the wavelet characterization of Besov and Triebel–Lizorkin spaces (see Theorem 3.2), and therefore the geometrical properties of X to get rid of the dependence of the reverse doubling property of µ.

6 Littlewood–Paley characterizations of Triebel–Lizorkin spaces

In this section, we establish the Littlewood–Paley characterizations of homogeneous Triebel–Lizorkin spaces by first recalling the notions of Littlewood–Paley functions. Let η be the same as in Definition 2.3 s ∈ R, and q ∈ (0, ∞]. Recall that, for any \( f \in (G^\beta_0(\beta, \gamma))^r \) with \( \beta, \gamma \in (0, \eta) \), the Littlewood–Paley g-function \( \mathcal{g}^q_g(f) \) of \( f \) is defined by setting, for any \( x \in X \),

\[
\mathcal{g}^q_g(f)(x) := \left[ \sum_{k \in \mathbb{Z}} \delta^{-qs} |Q_k f(x)|^q \right]^{1/q},
\]

the Lusin area function \( \hat{S}^q_q(f) \) of \( f \) by setting, for any \( x \in X \),

\[
\hat{S}^q_q(f)(x) := \left[ \sum_{k \in \mathbb{Z}} \delta^{-qs} \int_{B(x, \delta^k)} |Q_k f(y)||q \frac{d\mu(y)}{V_{g^k}(x)} \right]^{1/q},
\]

and, for any given \( \lambda \in (0, \infty) \), the Littlewood–Paley \( g_\lambda \)-function \( (\mathcal{g}^q_g)_\lambda(f) \) of \( f \) by setting, for any \( x \in X \),

\[
(\mathcal{g}^q_g)_\lambda(f)(x) := \left[ \sum_{k \in \mathbb{Z}} \delta^{-qs} \int_X |Q_k f(y)|q \left[ \frac{\delta^k}{\delta^k + d(x, y)} \right]^{1/q} \frac{d\mu(y)}{V_{g^k}(x) + V_{g^k}(y)} \right]^{1/q}. \tag{6.1}
\]

Obviously, by the definition of Triebel–Lizorkin spaces, we find that, for any \( f \in \dot{F}^s_{p,q}(X) \),

\[
\|\mathcal{g}^q_g(f)\|_{L^p(X)} = \|f\|_{\dot{F}^s_{p,q}(X)}. \tag{6.2}
\]

We have the following Lusin area function characterization of Triebel–Lizorkin spaces.

**Theorem 6.1.** Let \( s, p, q, \beta, \) and \( \gamma \) be the same as in Definition 3.1(ii). Then \( f \in \dot{F}^s_{p,q}(X) \) if and only if \( f \in (\mathcal{g}^q_g)_\beta(f) \) and \( \hat{S}^q_q(f) \in L^p(X) \). Moreover, there exists a constant \( C \in [1, \infty) \), independent of \( f \), such that \( C^{-1} \|\hat{S}^q_q(f)\|_{L^p(X)} \leq \|f\|_{\dot{F}^s_{p,q}(X)} \leq C \|\hat{S}^q_q(f)\|_{L^p(X)} \).

To prove this theorem, we need the following Plancherel–Pólya inequality from [65].
Lemma 6.2 (3.8)). Let \( \{Q_k\}_{k=-\infty}^{\infty} \) and \( \{P_k\}_{k=-\infty}^{\infty} \) be two exp-ATIs, and \( \beta, \gamma \in (0, \eta) \) with \( \eta \) as in Definition 2.4. Then, when \( s \in (\beta \wedge \gamma, \beta \wedge \gamma), p \in (p(s, \beta \wedge \gamma), \infty), \) and \( q \in (p(s, \beta \wedge \gamma), \infty) \), there exists a positive constant \( C \) such that, for any \( f \in (G_0^\beta(\beta, \gamma))' \),

\[
\left\| \sum_{k=-\infty}^{\infty} \sum_{a \in \mathcal{A}_k} \sum_{m=1}^{N(k, a)} \delta^{-kq} \sup_{z \in Q_a^m} |P_k f(z)|^q 1_{Q_a^m} \right\|_{L^p(X)}^{1/q} \leq C \left\| \sum_{k=-\infty}^{\infty} \sum_{a \in \mathcal{A}_k} \sum_{m=1}^{N(k, a)} \delta^{-kq} \inf_{z \in Q_a^m} |Q_k f(z)|^q 1_{Q_a^m} \right\|_{L^p(X)}^{1/q}
\]

with the usual modification made when \( q = \infty \).

**Proof of Theorem 6.7** We first show the sufficiency of this theorem. To this end, suppose that \( f \in (G_0^\beta(\beta, \gamma))' \) and \( S_q^s(f) \in L^p(X) \) with \( \beta, \gamma, p, \) and \( q \) as in this theorem. On one hand, we have

\[
\left[ \hat{g}^s_q(f) \right]^q = \sum_{k=-\infty}^{\infty} \delta^{-kq} |Q_k f|^q = \sum_{k=-\infty}^{\infty} \delta^{-kq} \sum_{a \in \mathcal{A}_k} \sum_{m=1}^{N(k, a)} |Q_k f|^q 1_{Q_a^m} \leq \sum_{k=-\infty}^{\infty} \delta^{-kq} \sum_{a \in \mathcal{A}_k} \sum_{m=1}^{N(k, a)} \sup_{z \in Q_a^m} |Q_k f(z)|^q 1_{Q_a^m}.
\]

On the other hand, for any \( x \in Q_a^m \) for some \( k \in \mathbb{Z}, \alpha \in \mathcal{A}_k, \) and \( m \in \{1, \ldots, N(k, \alpha)\} \), we conclude that \( \mu(Q_a^{k,m}) \sim \mu(Q_a^k) \sim V_{\delta^k}(x) \). Moreover, since \( \delta \) is small, it then follows that \( Q_a^{k,m} \subset B(x, \delta^k) \). Thus, we obtain, for any \( x \in X \),

\[
\sum_{k=-\infty}^{\infty} \delta^{-kq} \sum_{a \in \mathcal{A}_k} \sum_{m=1}^{N(k, a)} \frac{1}{V_{\delta^k}(x)} \int_{B(x, \delta^k)} |Q_k f(z)|^q d\mu(z) 1_{Q_a^m}(x) \leq \sum_{k=-\infty}^{\infty} \delta^{-kq} \frac{1}{V_{\delta^k}(x)} \int_{B(x, \delta^k)} |Q_k f(z)|^q d\mu(z) \sim \left[ S_q^s(f)(x) \right]^q.
\]

Therefore, by the above two inequalities and Lemma 6.2 we further conclude that

\[
\|f\|_{F_{p,q}^s(X)} = \left\| \hat{g}^s_q(f) \right\|_{L^p(X)} \leq \left\| \sum_{k=-\infty}^{\infty} \delta^{-kq} \sum_{a \in \mathcal{A}_k} \sum_{m=1}^{N(k, a)} \sup_{z \in Q_a^m} |Q_k f(z)|^q 1_{Q_a^m} \right\|_{L^p(X)}^{1/q} \leq \left\| \sum_{k=-\infty}^{\infty} \delta^{-kq} \sum_{a \in \mathcal{A}_k} \sum_{m=1}^{N(k, a)} \inf_{z \in Q_a^m} |Q_k f(z)|^q 1_{Q_a^m} \right\|_{L^p(X)}^{1/q} \sim \left\| S_q^s(f) \right\|_{L^p(X)}.
\]

This finishes the proof of the sufficiency of this theorem.
Now, we consider the necessity of this theorem. To show this, suppose \( f \in F_{p,q}^s(X) \) with \( s, p, \) and \( q \) as in this theorem. By Theorem 5.4, we find that there exist \((\beta, \gamma)\)-molecules \( \{ b_Q \}_{Q \in \mathcal{D}} \) centered, respectively, at \( \{ Q \}_{Q \in \mathcal{D}} \) with \( \beta \) and \( \gamma \) as in this theorem, and \( \lambda : \{ \lambda_Q \}_{Q \in \mathcal{D}} \in \ell^1_{p,q} \) such that
\[
f = \sum_{j \in \mathbb{Z}} \sum_{a \in \mathcal{G}_j} \lambda_{Q^{j+1}_a} b_{Q^{j+1}_a} \quad \text{in} \quad \left( g^p_{0}(\beta, \gamma) \right)',
\]
and
\[
\| \lambda \|_{\ell^1_{p,q}} \leq \| f \|_{F_{p,q}^s(X)}. \tag{6.3}
\]
Therefore, we have, for any \( k \in \mathbb{Z}, \ x \in X, \) and \( y \in B(x, \delta^k), \)
\[
Q_k f(y) = \sum_{j \in \mathbb{Z}} \sum_{a \in \mathcal{G}_j} \lambda_{Q^{j+1}_a} Q_k \left( b_{Q^{j+1}_a} \right)(y).
\]
Similarly to the proof of [65, Lemma 3.9], we obtain, for any fixed \( \beta' \in (0, \beta \wedge \gamma) \), and any \( j, k \in \mathbb{Z}, \ \alpha \in \mathcal{G}_j, \ x \in X, \) and \( y \in B(x, \delta^k), \)
\[
\left| Q_k \left( b_{Q^{j+1}_a} \right)(y) \right| \leq \delta^{k-j\beta'} \left[ \mu(Q^{j+1}_a) \right]^{-1/2} P_\gamma \left( x, y^j_\alpha; \delta^{j/k} \right),
\]
which further implies that, for any \( k \in \mathbb{Z} \) and \( x \in X, \)
\[
\frac{1}{V_\delta^j(x)} \int_{B(x, \delta^j)} |Q_k f(y)|^q d\mu(y) \leq \sum_{j \in \mathbb{Z}} \sum_{a \in \mathcal{G}_j} \delta^{k-j\beta'} \left[ \mu(Q^{j+1}_a) \right]^{-1/2} \left| \lambda_{Q^{j+1}_a} \right| P_\gamma \left( x, y^j_\alpha; \delta^{j/k} \right). \tag{6.4}
\]
To proceed, we consider the following two cases on \( \min \{ p, q \} \). When \( \min \{ p, q \} > 1, \) then, by (6.4), the Hölder inequality, and (2.2), we find that, for any \( k \in \mathbb{Z} \) and \( x \in X, \)
\[
\frac{1}{V_\delta^j(x)} \int_{B(x, \delta^j)} |Q_k f(y)|^q d\mu(y) \leq \sum_{j \in \mathbb{Z}} \sum_{a \in \mathcal{G}_j} \delta^{k-j(\beta'-\epsilon)} \left[ \mu(Q^{j+1}_a) \right]^{-1/2} \left| \lambda_{Q^{j+1}_a} \right| P_\gamma \left( x, y^j_\alpha; \delta^{j/k} \right)^q.
\tag{6.5}
\]
where \( \epsilon \in (0, \infty) \) is a fixed positive number. Since \( |s| < \min \{ \beta, \gamma \} \), we can choose \( \beta' \in (0, \beta \wedge \gamma) \) and \( \epsilon \in (0, \beta') \) such that \( \beta' - \epsilon > |s| \). Using this and (6.5), we further conclude that
\[
\left[ S_q^s(f) \right]^q \leq \sum_{j \in \mathbb{Z}} \delta^{-jq} M \left( \sum_{a \in \mathcal{G}_j} \left| \lambda_{Q^{j+1}_a} \right| \left| \tilde{T}_{Q^{j+1}_a} \right|^q \right).
\]
Thus, from this, Lemma 2.12 and (6.3), we deduce that
\[
\left\| S_q^s(f) \right\|_{L^p(X)} \leq \left\| \sum_{j \in \mathbb{Z}} \delta^{-jq} M \left( \sum_{a \in \mathcal{G}_j} \left| \lambda_{Q^{j+1}_a} \right| \left| \tilde{T}_{Q^{j+1}_a} \right|^q \right) \right\|^{1/q}_{L^p(X)}.
\]
Therefore, from this and Lemma 2.12, we further deduce that for any $q > 32$, and, when $s \in Z$, $\beta - j < \|f\|_{L^p(X)} \leq \|f\|_{F^r_{\mu}(X)}$.

This finishes the proof of the necessity of this theorem when $\min\{p, q\} > 1$.

When $\min\{p, q\} = 1$, let $\omega \in [\omega_0, \infty)$ satisfy (1.1) and all the assumptions of this theorem with $\omega_0$ replaced by $\omega$. Using this, (6.4), and (2.2), and choosing $r \in (\omega/\omega + \gamma)$, $\min\{p, q\}$, we obtain, for any $k \in \mathbb{Z}$ and $x \in X$,

\[
\frac{1}{V_r(x)} \int_{B(x, \delta)} |Q_k f(y)|^q \, d\mu(y) \lesssim \left\{ \sum_{j \in \mathbb{Z}} \delta^{(j-k)\beta} \delta^{|j-(j\wedge k)|\omega(1-1/r)} \left[ M \left( \sum_{\alpha \in G_j} |\lambda_{Q_j^{(\alpha)} I_{Q_j^{(\alpha)}}}| \right)(x) \right] \right\}^q. \tag{6.6}
\]

Since $p(s, \beta \wedge \gamma) < \min\{p, q\}$, we may choose $\beta' \in (0, \beta \wedge \gamma)$ and $r \in (\omega/\omega + \eta)$, $\min\{p, q\}$ such that $\beta' > s$ and $\beta' + s > \omega(1/r - 1)$. Thus, when $k \geq j$,

\[(j-k)s + |k - j| \beta' + |j - (j \land k)| \omega(1-1/r) = (k-j)(\beta' - s) > 0\]

and, when $k < j$,

\[(j-k)s + |k - j| \beta' + |j - (j \land k)| \omega(1-1/r) = (j-k)(s + \beta' - \omega(1/r - 1)) > 0.\]

On one hand, for any $k \in \mathbb{Z}$,

\[\sum_{j \in \mathbb{Z}} \delta^{(j-k)s} \delta^{(j-k)\beta} \delta^{|j-(j\wedge k)|\omega(1-1/r)} \lesssim 1\]

with the implicit positive constant independent of $k$; on the other hand, for any $j \in \mathbb{Z}$,

\[\sum_{k \in \mathbb{Z}} \delta^{(j-k)s} \delta^{(j-k)\beta} \delta^{|j-(j\wedge k)|\omega(1-1/r)} \lesssim 1\]

with the implicit positive constant independent of $j$. By the above two inequalities, (6.6), and the Hölder inequality when $q \in (1, \infty)$, or Lemma 2.9 when $q \in (p(s, \beta \wedge \gamma), 1)$, we conclude that

\[
[S^x_q(f)]^q \lesssim \sum_{k \in \mathbb{Z}} \left\{ \sum_{j \in \mathbb{Z}} \delta^{-js} \delta^{(j-k)s} \delta^{(j-k)\beta} \delta^{|j-(j\wedge k)|\omega(1-1/r)} \left[ M \left( \sum_{\alpha \in G_j} |\lambda_{Q_j^{(\alpha)} I_{Q_j^{(\alpha)}}}| \right) \right] \right\}^q \lesssim \sum_{j \in \mathbb{Z}} \delta^{-js} \left[ M \left( \sum_{\alpha \in G_j} |\lambda_{Q_j^{(\alpha)} I_{Q_j^{(\alpha)}}}| \right) \right]^{q/r}. \tag{6.7}
\]

Therefore, from this and Lemma 2.12 we further deduce that

\[
\|S^x_q(f)\|_{L^q(X)} \lesssim \left\{ \sum_{j \in \mathbb{Z}} \delta^{-js} \left[ M \left( \sum_{\alpha \in G_j} |\lambda_{Q_j^{(\alpha)} I_{Q_j^{(\alpha)}}}| \right) \right]^{q/r} \right\}^{1/q} \left\| \sum_{j \in \mathbb{Z}} \delta^{-js} \left[ M \left( \sum_{\alpha \in G_j} |\lambda_{Q_j^{(\alpha)} I_{Q_j^{(\alpha)}}}| \right) \right] \right\|_{L^p(X)}.
\]
This finishes the proof of the necessity of this theorem when min\{p, q\} ≤ 1, and hence of Theorem 6.1.

Finally, we establish the Littlewood–Paley \(g^s\)-function characterization of Triebel–Lizorkin spaces. We first consider the case \(q \in (0, p]\) and, in this case, we have the following conclusion.

**Proposition 6.3.** Let \(\eta\) be as in Definition 2.4, \(s, p, \beta, \) and \(\gamma\) as in Definition 3.7 and \(q \in (0, p]\), and \(\lambda \in (\omega_0, \infty)\) with \(\omega_0\) as in (6.2). Then \(f \in F^s_{p,q}(X)\) if and only if \(f \in (G^q_0(\beta, \gamma))^\prime\) with \(\beta\) and \(\gamma\) satisfying (3.1), and \((\hat{g}^s_q(f))^\prime \in L^p(X)\). Moreover, there exists a constant \(C \in [1, \infty)\), independent of \(f\), such that \(C^{-1}\|f\|_{F^s_{p,q}(X)} \leq \|\hat{g}^s_q(f)\|_{L^p(X)} \leq C\|f\|_{F^s_{p,q}(X)}\).

**Proof.** Let all the notation be the same as in this proposition. The sufficiency of this proposition holds true by using Theorem 6.1 and the fact \(S^q_q(f) \leq \|\hat{g}^s_q(f)\|_{L^p(X)}\) for any \(f \in (G^q_0(\beta, \gamma))^\prime\); we omit the details.

Next, we prove the necessity of this proposition. Let \(\omega \in [\omega_0, \infty)\) satisfy (1.1) and all the assumptions of this proposition with \(\omega_0\) replaced by \(\omega\). We first consider the case \(p = q\). Indeed, let \(f \in F^s_{p,p}(X)\). By the Tonelli theorem, \(\lambda > \omega\), and (6.2), we find that

\[
\left\| \left(\hat{g}^s_q(f)\right)^{\prime} \right\|_{L^p(X)}^p \leq \int_X \sum_{k = -\infty}^{\infty} \delta^{-kp} \int_X |Q_k f(y)|^q \left[ \frac{\delta^k}{\delta^k + d(x, y)} \right]^{\lambda - \omega} \frac{1}{V_{\delta^k}(x) + V(x, y)} \, du(y) \, du(x)
\]

\[
\sim \int_X \sum_{k = -\infty}^{\infty} \delta^{-kp} |Q_k f(y)|^q \, du(y) \sim \left\| \hat{g}^s_q(f) \right\|_{L^p(X)} \sim \|f\|_{F^s_{p,p}(X)}.
\]

This finishes the proof of the necessity of this proposition in the case \(p = q\).

Now, we consider the case \(p > q\). Since \(p < \infty\), it then follows that \((p/q)^\prime \in (1, \infty)\) and \((L^{p/q}(X))^\prime = L^{(p/q)^\prime}(X)\). Moreover, for any \(\lambda \in (\omega, \infty)\) and \(f \in (G^q_0(\beta, \gamma))^\prime\), we always have \(\|\hat{g}^s_q(f)\|_{L^{p/q}(X)} = \|\hat{g}^s_q(f)\|_{L^{(p/q)^\prime}(X)}\). By this, the Tonelli theorem, \(\lambda > \omega\), (3.1) Proposition 2.2(ii), and the boundedness of \(M\) on \(L^{(p/q)^\prime}(X)\) (see, for instance (3.6)), we conclude that, for any \(f \in F^s_{p,q}(X)\) and any non-negative function \(\varphi \in L^{(p/q)^\prime}(X)\),

\[
\left\| \left(\hat{g}^s_q(f)\right)^{\prime} \phi \right\|_{L^{p/q}(X)} \leq \int_X \sum_{k = -\infty}^{\infty} \delta^{-kp} |Q_k f(y)|^q \mathcal{M}(\varphi)(y) \, du(y)
\]

\[
\leq \left\| \sum_{k = -\infty}^{\infty} \delta^{-kp} |Q_k f|^q \right\|_{L^{(p/q)^\prime}(X)} \leq \|\mathcal{M}(\varphi)\|_{L^{p/q'}(X)} \leq \|\hat{g}^s_q(f)\|_{L^{p/q}(X)} \|\varphi\|_{L^{(p/q)^\prime}(X)}.
\]

Taking the supremum over all such \(\varphi\) with \(\|\varphi\|_{L^{(p/q)^\prime}(X)} \leq 1\), and using (6.2), we further obtain

\[
\left\| \hat{g}^s_q(f) \right\|_{L^{p/q}(X)} = \left\| \left(\hat{g}^s_q(f)\right)^{\prime} \right\|_{L^{(p/q)^\prime}(X)} \leq \|\hat{g}^s_q(f)\|_{L^{p/q}(X)} \sim \|f\|_{F^s_{p,q}(X)}.
\]
This finishes the proof of the necessity of this proposition in the case \( p > q \), and hence of Proposition 6.3. \( \square \)

Next, we consider the case \( p < q \). To this end, we first introduce the following Littlewood–Paley auxiliary function. Let \( f \in (G_q^0(\beta, \gamma))^\prime \) with \( \beta, \gamma \in (0, \eta) \), and \( \theta \in [1, \infty) \), where \( \eta \) is the same as in Definition 2.4. The Littlewood–Paley auxiliary function \( \mathring{S}_{q,\theta}^{\varepsilon(1)}(f) \) of \( f \) with aperture \( \theta \) is defined by setting, for any \( x \in X \),

\[
\mathring{S}_{q,\theta}^{\varepsilon(1)}(f)(x) := \left[ \sum_{k \in \mathbb{Z}} \delta^{-kq} \int_{B(x, \theta \delta^k)} |Q_k f(y)|^q \frac{d\mu(y)}{V_{\delta^k}(y)} \right]^{1/q}.
\]

It is obvious that there exists a constant \( C \in [1, \infty) \) such that, for any \( f \in (G_q^0(\beta, \gamma))^\prime \) with \( \beta, \gamma \in (0, \eta) \), and \( \eta \) as in Definition 2.4,

\[
C^{-1} \mathring{S}_{q,\theta}^{\varepsilon(1)}(f) \leq \mathring{S}_{q,\theta}^{\varepsilon(1)}(f) \leq C \mathring{S}_q^{\varepsilon}(f). \quad (6.8)
\]

We have the following change-of-angle formula of \( \mathring{S}_{q,\theta}^{\varepsilon(1)} \) on \( \theta \in (1, \infty) \).

**Proposition 6.4.** Let \( p \in (0, \infty) \), \( q \in (0, p) \), \( \omega \) be as in (1.1), and \( \eta \) as in Definition 2.4. Then there exists a positive constant \( C \) such that, for any \( \theta \in (1, \infty) \) and \( f \in (G_q^0(\beta, \gamma))^\prime \) with \( \beta, \gamma \in (0, \eta) \),

\[
\| \mathring{S}_{q,\theta}^{\varepsilon(1)}(f) \|_{L^p(X)} \leq C \theta^{q/p} \| \mathring{S}_{q,1}^{\varepsilon(1)}(f) \|_{L^p(X)}.
\]

**Proof.** Fix \( \theta \in (1, \infty) \) and let \( s, p, \) and \( q \) be the same as in this proposition. For any non-negative function \( g \) and any \( x \in X \), let

\[
\mathring{M}(g)(x) := \sup_{k \in \mathbb{Z}} \sup_{d(x,y) < \theta \delta^k} \frac{1}{V_{\delta^k}(y)} \int_{B(y, \delta^k)} g(z) \, d\mu(z).
\]

It is easy to see that, for any \( k \in \mathbb{Z} \), \( y \in B(x, \theta \delta^k) \), and \( z \in B(y, \delta^k) \),

\[
d(x, z) \leq A_0[d(x, y) + d(y, z)] < 2A_0 \theta \delta^k,
\]

which further implies that \( B(y, \delta^k) \subset B(x, 2A_0 \theta \delta^k) \). By this, we conclude that, for any \( k \in \mathbb{Z} \), \( x \in X \), and \( y \in B(x, \theta \delta^k) \),

\[
\frac{1}{V_{\delta^k}(y)} \int_{B(y, \delta^k)} g(z) \, d\mu(z) \leq \frac{V_{2A_0 \theta \delta^k}(x)}{V_{\delta^k}(y)} \frac{1}{V_{2A_0 \theta \delta^k}(x)} \int_{B(x, 2A_0 \theta \delta^k)} g(z) \, d\mu(z)
\]

\[
\leq \frac{V_{2A_0 \theta \delta^k}(y)}{V_{\delta^k}(y)} \mathring{M}(g)(x) \leq \theta^q \mathring{M}(g)(x),
\]

which, together with the boundedness of \( M \) from \( L^1(X) \) to \( L^{1,\infty}(X) \) (see, for instance [14, pp. 71–72, Theorem 2.1]), further implies that, for any \( r \in (0, \infty) \),

\[
\mu \left( \{ x \in X : \mathring{M}(g)(x) > r \} \right) \leq \frac{\theta^q}{r} \| g \|_{L^1(X)}.
\]

Next, for any \( t \in (0, \infty) \) and \( f \in (G_q^0(\beta, \gamma))^\prime \) with \( \beta \) and \( \gamma \) as in this proposition, let

\[
E_t := \{ x \in X : \mathring{S}_{q,1}^{\varepsilon(1)}(f)(x) > t \}.
\]
and $E_t := \{x \in X : \tilde{M}(1_{E_t})(x) > 1/2\}$. We claim that, for any $t \in (0, \infty)$,

$$
\int_{E_t} \left[ S_{q,\theta}^{x,1}(f)(x) \right]^q d\mu(x) \leq \theta^q \int_{E_t} \left[ S_{q,\theta}^{x,1}(f)(x) \right]^q d\mu(x).
$$

(6.10)

Assuming this for the moment, we use the Chebyshev inequality, (6.9) with $g := 1_{E_t}$ therein, and (6.10) to conclude that, for any $t \in (0, \infty)$,

$$
\mu \left( \left\{ x \in X : \hat{S}_{q,\theta}^{x,1}(f)(x) > t \right\} \right) \leq \mu \left( \left\{ x \in E_t^C : \hat{S}_{q,\theta}^{x,1}(f)(x) > t \right\} \right)
\leq \theta^q \mu(E_t) + t^{-q} \theta^q \int_{E_t^C} \left[ S_{q,\theta}^{x,1}(f)(x) \right]^q d\mu(x)
\leq \theta^q \left[ \mu(E_t) + t^{-q} \int_0^\infty r^{q-1} \mu(E_r) dr \right].
$$

Thus, by this, the Tonelli theorem, and $p \in (0, q)$, we further find that

$$
\left\| S_{q,\theta}^{x,1}(f) \right\|_{L_p(X)}^p \leq \theta^q \left[ \int_0^\infty t^{q-1} \mu(E_t) dt + \int_0^\infty t^{p-q-1} \int_0^\infty r^{q-1} \mu(E_r) dr dt \right]
\sim \theta^q \left\| S_{q,\theta}^{x,1}(f) \right\|_{L_p(X)}^p + \theta^q \int_0^\infty r^{q-1} \mu(E_r) dr \sim \theta^q \left\| S_{q,\theta}^{x,1}(f) \right\|_{L_p(X)}^p.
$$

This finishes the proof of Proposition 6.4 under the assumption (6.10).

It remains to show (6.10). Fix $t \in (0, \infty)$ and, for any $y \in X$, let $\rho(y) := \inf_{x \in E_t^C} d(x, y)$. It is then easy to see that, for any $k \in \mathbb{Z}$ and $x, y \in X, x \in \tilde{E}_t^C \cap B(y, \theta \delta^k)$ implies that $\rho(y) < \theta \delta^k$. By this and the Tonelli theorem, we obtain

$$
\int_{E_t^C} \left[ S_{q,\theta}^{x,1}(f)(x) \right]^q d\mu(x) = \sum_{k=-\infty}^\infty \delta^{-kq} \int_{\rho(y) < \theta \delta^k} |Q_k f(x)|^q \mu \left( \tilde{E}_t^C \cap B(y, \theta \delta^k) \right) \frac{d\mu(y)}{V_{\delta^k}(y)}
\leq \theta^q \sum_{k=-\infty}^\infty \delta^{-kq} \int_{\rho(y) < \theta \delta^k} |Q_k f(x)|^q \mu(B(y, \delta^k)) \frac{d\mu(y)}{V_{\delta^k}(y)}.
$$

(6.11)

Notice that, if $\rho(y) < \theta \delta^k$, then $\tilde{E}_t^C \cap B(y, \theta \delta^k) \neq \emptyset$. We can then choose a $y_0 \in \tilde{E}_t^C \cap B(y, \theta \delta^k)$ to conclude that

$$
\mu(E_t \cap B(y, \delta^k)) = \int_{B(y, \delta^k)} 1_{E_t}(z) d\mu(z) \leq \mu(B(y, \delta^k)) \tilde{M}(1_{E_t})(y_0) \leq \frac{1}{2} \mu(B(y, \delta^k)).
$$

Thus, $\mu(E_t^C \cap B(y, \delta^k)) \geq \frac{1}{2} \mu(B(y, \delta^k))$. This, combined with (6.11) and the Tonelli theorem, further implies that

$$
\int_{E_t^C} \left[ S_{q,\theta}^{x,1}(f)(x) \right]^q d\mu(x) \leq \theta^q \sum_{k=-\infty}^\infty \delta^{-kq} \int_{E_t^C} \left[ S_{q,\theta}^{x,1}(f)(x) \right]^q d\mu(x)
\sim \theta^q \sum_{k=-\infty}^\infty \delta^{-kq} \int_{E_t^C} \left[ S_{q,\theta}^{x,1}(f)(x) \right]^q d\mu(x) d\mu(x)
$$

This completes the proof of Proposition 6.4.
This finishes the proof of (6.10) and hence of Proposition 6.4.

With the help of Proposition 6.4, we have the following Littlewood–Paley $g^s_A$-function characterization of Triebel–Lizorkin spaces in the case $q \in (p, \infty)$.

**Proposition 6.5.** Let $s, p, q, \beta, \gamma$ be as in Definition 3.1(ii), $q \in (p, \infty)$, and $\lambda \in (q\omega_0/p, \infty)$ with $\omega_0$ as in (1.2). Then $f \in \dot{F}^s_{p,q}(X)$ if and only if $f \in (\dot{G}^0_{q}(\beta, \gamma))'$ and $(\dot{g}^s_A)^s_q \in L^p(X)$. Moreover, there exists a constant $C \in [1, \infty)$, independent of $f$, such that $C^{-1}||f ||_{\dot{F}^s_{p,q}(X)} \leq ||(\dot{g}^s_A)^s_q(f) ||_{L^p(X)} \leq C||f ||_{\dot{F}^s_{p,q}(X)}$.

**Proof.** Let all the notation be as in this proposition. The sufficiency of this proposition holds true directly due to Theorem 6.1 and the fact $(\dot{g}^s_A)^s_q \geq \dot{S}^s_q(f)$; we omit the details. We only prove the necessity of this proposition. Let $s, p, q, \lambda$ be as in this proposition. To this end, we have, for any $f \in \dot{F}^s_{p,q}(X)$ and $x \in X$,

$$
\left[ (\dot{g}^s_A)^s_q(f)(x) \right]^q \leq \left[ (\dot{S}^s_{q,1}(f)(x) \right]^q + \sum_{j=1}^{\infty} 2^{-sjq} \sum_{k=-\infty}^{\infty} \delta^{-kq} \int_{2^{-j+1} \delta \leq d(x,y) < 2^{-j} \delta} |Q_k f(y) |^q \frac{d\mu(y)}{V_\delta(y)}.
$$

Choose $\omega \in [\omega_0, \infty)$ satisfying (1.1) and all the assumptions of this proposition. By this, $p < q$, Proposition 6.4, (6.8), and Theorem 6.1 we conclude that, for any $f \in \dot{F}^s_{p,q}(X)$,

$$
\left\| (\dot{g}^s_A)^s_q(f) \right\|_{L^p(X)}^p \leq \sum_{j=0}^{\infty} 2^{-jlp/q} \int_X \left[ (\dot{S}^s_{q,1}(f)(x) \right]^p d\mu(x) \leq \sum_{j=0}^{\infty} 2^{-jlp/q} 2^j \left\| (\dot{S}^s_{q,1}(f) \right\|_{L^p(X)}^p \sim \left\| (\dot{S}^s_{q,1}(f) \right\|_{L^p(X)}^p \sim \left\| (\dot{S}^s_{q,1}(f) \right\|_{L^p(X)}^p \sim \left\| f \right\|_{\dot{F}^s_{p,q}(X)}^p,
$$

due to $\lambda > q\omega/p$. This finishes the proof of the necessity of this proposition, and hence of Proposition 6.5.

Combining Propositions 6.5 and 6.3 we directly obtain the following Littlewood–Paley $g^s_A$-function characterization of $\dot{F}^s_{p,q}(X)$; we omit the details here.

**Theorem 6.6.** Let $s, p, q, \beta, \gamma$ be as in Definition 3.1(ii), $q \in (p(s, \beta \wedge \gamma), \infty)$, and $\lambda \in (\max\{\omega_0, q\omega_0/p, \infty\}$ with $\omega_0$ as in (1.2). Then $f \in \dot{F}^s_{p,q}(X)$ if and only if $f \in (\dot{G}^0_{q}(\beta, \gamma))'$ and $(\dot{g}^s_A)^s_q \in L^p(X)$. Moreover, there exists a constant $C \in [1, \infty)$, independent of $f$, such that

$$
C^{-1} \left\| (\dot{g}^s_A)^s_q(f) \right\|_{L^p(X)} \leq \left\| f \right\|_{\dot{F}^s_{p,q}(X)} \leq C \left\| (\dot{g}^s_A)^s_q(f) \right\|_{L^p(X)}.
$$

**Remark 6.7.** Päivärinta [56] showed that, when $\lambda \in (nq/\min\{p, q\} + n, \infty)$, the Littlewood–Paley $g^s_A$-function characterization of the Triebel–Lizorkin space $\dot{F}^s_{p,q}(\mathbb{R}^n)$ holds true by observing that $\lambda$ in (6.1) equals to $q\omega$ in [56]. Then it is easy to see that Theorem 6.6 is better than [56] Remark 2.6.
(see also [62] pp. 182–183, Theorem 2.12.1). In 2013, Hu [39] proved that, if $X$ is a stratified Lie group, then the Littlewood–Paley $g_k^*$-function characterization of Triebel–Lizorkin spaces holds true when $\lambda \in (\max\{\omega_0/\omega_1, \omega_0\}, \infty)$ with $\omega_0$ as in (1.2), by also observing that $\lambda$ in (6.1) equals to $q\lambda$ in [39] (see [39] Proposition 14). Therefore, when $X$ is a stratified Lie group which is a space of homogeneous type, Theorem 6.6 coincides with [39] Proposition 14. Moreover, since $\dot{F}^0_{p/2}(X) = H^0(X)$ (the Hardy space) when $p \in (\omega_0/(\omega_0 + \eta), 1]$ with $\eta$ as in Definition 2.4, we know that, in this special case, Theorem 6.6 coincides with [36] Theorem 5.12. Thus, the range of $\lambda$ in Theorem 6.6 is the known best possible.

7 Inhomogeneous counterparts

In this section, we consider inhomogeneous counterparts of results in Sections 3 through 6, which are listed in three subsections. In the first subsection, we use the inhomogeneous wavelet system to construct an exp-IATI. In the second subsection, we establish the wavelet characterization of inhomogeneous Besov and Triebel–Lizorkin spaces. Finally, in the third subsection, we extend the results in Sections 4, 5, and 6 to the inhomogeneous case. From now on, we do not need to assume $\mu(X) = \infty$, namely, $\mu(X)$ can be finite or infinite.

7.1 Existence of exp-IATIs

In this subsection, we use the inhomogeneous wavelet system on a given space $X$ of homogeneous type to construct an exp-IATI.

For any $k \in \mathbb{Z}$, let $(\phi^k_a)_{a \in \mathbb{A}_k}$ be as in [2] Theorem 6.1. Then we have the following conclusion.

**Proposition 7.1.** Let $\eta$ be the same as in Definition 2.4 and, for any $k \in \mathbb{Z}_+$ and $x, y \in X$, $P_k(x, y) := \sum_{a \in \mathbb{A}_k} \phi^k_a(x)\phi^k_a(y)$. Then there exist constants $C, v \in (0, \infty)$ and $a \in (0, 1]$ such that, for any $k \in \mathbb{Z}_+$, $P_k$ has the following properties:

(i) (the symmetry) for any $x, y \in X$, $P_k(x, y) = P_k(y, x)$;

(ii) (the size condition) for any $x, y \in X$,

$$|P_k(x, y)| \leq C \frac{1}{\sqrt{V(x)V(y)}} \exp \left\{ -v \frac{d(x, y)}{\delta^k} \right\} =: C\overline{E}_k(x, y);$$

(iii) (the Hölder regularity condition) for any $x, x', y \in X$ with $d(x, x') \leq \delta^k$,

$$|P_k(x, y) - P_k(x', y)| \leq C \frac{d(x, x')}{\delta^k} \overline{E}_k(x, y);$$

(iv) (the second difference regularity condition) for any $x, x', y, y' \in X$ with $d(x, x') \leq \delta^k$ and $d(y, y') \leq \delta^k$,

$$|[P_k(x, y) - P(x', y)] - [P_k(x, y') - P_k(x, y')]| \leq C \frac{d(x, x')}{\delta^k} \frac{d(y, y')}{\delta^k} \overline{E}_k(x, y);$$
(v) (the conservation law) for any \( x \in X \),

\[
\int_X P_k(x, y) \, d\mu(y) = 1.
\]

**Proof.** The proof of (i) is obvious by the definition of \( \{P_k\}_{k=0}^\infty \). For (ii), by [2] Theorem 6.1 and Lemma 6.4, we find that, for any \( y \in X \),

\[
\sum_{\alpha \in \mathcal{A}_k} |\phi^k_\alpha(x)\phi^k_\alpha(y)| \leq \sum_{\alpha \in \mathcal{A}_k} \frac{1}{V_{\phi^k}(\epsilon^k_\alpha)} \exp \left\{ -c \left[ \frac{d(x, z^k_\alpha)}{\delta^k} \right]^a \right\} \exp \left\{ -c \left[ \frac{d(y, z^k_\alpha)}{\delta^k} \right]^a \right\}
\]

\[
\leq \frac{1}{\sqrt{V_{\phi^k}(x)V_{\phi^k}(y)}} \exp \left\{ -c' \left[ \frac{d(x, y)}{\delta^k} \right]^a \right\}.
\]

Here and thereafter, \( c \in (0, \infty) \) and \( c' \in (0, c) \), which both are independent of \( k, x, \) and \( y \). The proofs of (iii) and (iv) are similar to that of (i); we omit the details here.

Finally, we prove (v). Fix \( k \in \mathbb{Z} \). Let \( s^k_\alpha \), for any \( \alpha \in \mathcal{A}_k \), be the same as in [2] (3.1), and \( V_k \) the same as in [2] Theorem 5.1. Then \( s^k_\alpha \in V_k \). Moreover, since \( \{\phi^k_\beta\}_{\beta \in \mathcal{A}_k} \) is an orthonormal basis of \( V_k \) (see [2] Theorem 6.1), it then follows that, for any \( \alpha \in \mathcal{A}_k \) and almost every \( x \in X \),

\[
s^k_\alpha(x) = \sum_{\beta \in \mathcal{A}_k} \langle s^k_\alpha, \phi^k_\beta \rangle \phi^k_\beta(x) = \sum_{\beta \in \mathcal{A}_k} \int_X s^k_\alpha(y)\phi^k_\beta(y) \, d\mu(y) \phi^k_\beta(x).
\]

By [2] Theorems 3.1 and 6.1, and Lemma 6.4, we find that, for any \( x \in X \),

\[
\sum_{\alpha \in \mathcal{A}_k} \sum_{\beta \in \mathcal{A}_k} \int_X |s^k_\alpha(y)\phi^k_\beta(y)| \, d\mu(y) \, |\phi^k_\beta(x)|
\]

\[
\leq \sum_{\beta \in \mathcal{A}_k} \frac{1}{\sqrt{V_{\phi^k}(x^k_\beta)}} \exp \left\{ -c \left[ \frac{d(x, x^k_\beta)}{\delta^k} \right]^a \right\} \int_X \frac{1}{\sqrt{V_{\phi^k}(x^k_\beta)}} \exp \left\{ -c \left[ \frac{d(y, x^k_\beta)}{\delta^k} \right]^a \right\} \, d\mu(y)
\]

\[
\leq \sum_{\beta \in \mathcal{A}_k} \frac{1}{\sqrt{V_{\phi^k}(x^k_\beta)}} \exp \left\{ -c' \left[ \frac{d(x, x^k_\beta)}{\delta^k} \right]^a \right\} \leq 1.
\]

From this, the Fubini theorem, (7.1), and [2] Theorem 3.1, we deduce that, for almost every \( x \in X \),

\[
1 = \sum_{\alpha \in \mathcal{A}_k} s^k_\alpha(x) = \sum_{\alpha \in \mathcal{A}_k} \sum_{\beta \in \mathcal{A}_k} \int_X s^k_\alpha(y)\phi^k_\beta(y) \, d\mu(y) \phi^k_\beta(x)
\]

\[
= \int_X \sum_{\beta \in \mathcal{A}_k} \phi^k_\beta(x)\phi^k_\beta(y) \, d\mu(y) = \int_X P_k(x, y) \, d\mu(y).
\]

Noting that the function \( F(\cdot) := \int_X P_k(\cdot, y) \, d\mu(y) \) is continuous on \( X \), we then conclude that (v) holds true for any \( x \in X \). This finishes the proof of Proposition 7.1. \( \square \)

Using this, we construct an exp-IATI on \( X \), which is stated in the following theorem.
Theorem 7.2. For any $k \in \mathbb{Z}_+$ and $x$, $y \in X$, let
\[
Q_k(x, y) := \begin{cases} 
\sum_{\alpha \in \mathcal{A}_0} \phi_\alpha^0(x) \phi_\alpha^0(y) & \text{if } k = 0, \\
\sum_{\alpha \in G_{k-1}} \psi_\alpha^{k-1}(x) \psi_\alpha^{k-1}(y) & \text{if } k \in \mathbb{N}.
\end{cases}
\]
Then $\{Q_k\}_{k=0}^\infty$ is an exp-IATI. Moreover, for any $f \in (\mathcal{G}_0^0(\beta, \gamma))'$ with $\beta$, $\gamma \in (0, \eta)$,
\[
f = \sum_{\alpha \in \mathcal{A}_0} \langle f, \phi_\alpha^0 \rangle \phi_\alpha^0 + \sum_{k \in \mathbb{N}} \sum_{\alpha \in G_{k-1}} \langle f, \psi_\alpha^{k-1} \rangle \psi_\alpha^{k-1}
\]
in $(\mathcal{G}_0^0(\beta, \gamma))'$, where $\eta$ is the same as in Definition 2.7.

Proof. For any $k \in \mathbb{Z}_+$, let $V_k$ be the same as in [2, Theorem 5.1], $W_{k-1}$ the complement of $V_{k-1}$ in $V_k$, and $P_k$ the same as in Proposition 7.1. Fix $k \in \mathbb{Z}_+$. Note that, by [2, Theorem 6.1], $\{\phi_\alpha^0\}_{\alpha \in \mathcal{A}_0}$ is an orthogonal basis of $V_k$, which further implies that $P_k$ is an orthonormal projection onto $V_k$. Moreover, since $\{\psi_\alpha^{k-1}\}_{\alpha \in G_{k-1}}$ is an orthogonal basis of $W_{k-1}$, it then follows that $Q_k$ is an orthonormal projection onto $W_{k-1}$. Therefore, by the proof of [2, Theorem 10.2], we know that, for any $k \in \mathbb{N}$, $P_k = P_{k-1} + Q_k$. For any $f \in L^2(X)$, since $\lim_{k \to \infty} P_k f = f$ in $L^2(X)$ (see [32, Proposition 2.7]), it then follows that
\[
\sum_{k=0}^\infty Q_k f = P_0 f + \sum_{k=1}^\infty (P_k - P_{k-1}) f = f \quad \text{in } L^2(X).
\]
By this, Proposition 7.1 and [30, Lemma 3.6], we find that $\{Q_k\}_{k=0}^\infty$ is an exp-IATI. Moreover, using an argument similar to that used in the proof of [30, Theorem 3.6], we obtain (7.2). This finishes the proof of Theorem 7.2.

7.2 Wavelet characterization of inhomogeneous Besov and Triebel–Lizorkin spaces

In this subsection, we establish the wavelet characterization of inhomogeneous Besov and Triebel–Lizorkin spaces. First, we recall the notion of these inhomogeneous spaces. To this end, for any dyadic cube $Q$ and any non-negative measurable function $f$ on $X$, let
\[
m_Q(f) := \frac{1}{\mu(Q)} \int_Q f(y) \, d\mu(y).
\]

Definition 7.3. Let $\{Q_k\}_{k=0}^\infty$ be an exp-IATI, and $s \in (-\eta, \eta)$ with $\eta$ as in Definition 2.7. Suppose that $p \in (p(s, \eta), \infty)$, $q \in (0, \infty)$, and $\beta$ and $\gamma$ satisfy
\[
\beta \in \left[\max\left\{0, -s + \omega_0 \left(\frac{1}{p} - 1\right)\right\}, \eta\right] \quad \text{and} \quad \gamma \in \left[\omega_0 \left(\frac{1}{p} - 1\right), \eta\right]
\]
with $\omega_0$ as in [1.2], and $N$ is the same as in Lemma 2.7.
(i) If $s \in (-\beta \wedge \gamma, \beta \wedge \gamma)$, $p \in (p(s, \beta \wedge \gamma), \infty)$, and $q \in (0, \infty)$, then the inhomogeneous Besov space $B^s_{p,q}(X)$ is defined to be the set of all $f \in (G^s_0(\beta, \gamma))^\prime$ such that

$$
\|f\|_{B^s_{p,q}(X)} := \left\{ \sum_{k=0}^{N} \sum_{a \in \mathcal{D}} \sum_{m=1}^{N(k,a)} \mu(B^m_a(\|Q_k f\|)) \right\}^{1/p} + \left\| \sum_{k=N+1}^{\infty} \delta^{-kq} \|Q_k f\|_p^q \right\|_{L^q(X)}^{1/q}
$$

with the usual modifications made when $p = \infty$ or $q = \infty$.

(ii) If $s \in (-\beta \wedge \gamma, \beta \wedge \gamma)$, $p \in (p(s, \beta \wedge \gamma), \infty)$, and $q \in (p(s, \beta \wedge \gamma), \infty)$, then the inhomogeneous Triebel–Lizorkin space $F^s_{p,q}(X)$ is defined to be the set of all $f \in (G^s_0(\beta, \gamma))^\prime$ such that

$$
\|f\|_{F^s_{p,q}(X)} := \left\{ \sum_{k=0}^{N} \sum_{a \in \mathcal{D}} \sum_{m=1}^{N(k,a)} \mu(B^m_a(\|Q_k f\|)) \right\}^{1/p} + \left\| \sum_{k=N+1}^{\infty} \delta^{-kq} \|Q_k f\|_p^q \right\|_{L^q(X)}^{1/q}
$$

with the usual modification made when $q = \infty$.

On $B^s_{p,q}(X)$ and $F^s_{p,q}(X)$, we have the following wavelet characterization.

**Theorem 7.4.** Let $\eta$ be the same as in Definition 2.4.

(i) If $s$, $p$, $q$, $\beta$, and $\gamma$ are as in Definition 7.3 (i), then $f \in B^s_{p,q}(X)$ if and only if $f \in (G^s_0(\beta, \gamma))^\prime$ and

$$
\|f\|_{B^s_{p,q}(w,X)} := \left\{ \sum_{a \in \mathcal{D}} \mu(B^0_a) \left\| \frac{f, \psi^0_a}{p} \right\|^p \right\}^{1/p} + \left\| \sum_{k \in \mathbb{N}} \delta^{-kq} \sum_{a \in \mathcal{D}} \mu(B^k_a) \left\| f, \psi^k_a \right\|^p \right\|_{L^q(X)}^{1/q}
$$

with the usual modifications made when $p = \infty$ or $q = \infty$. Moreover, there exists a constant $C \in [1, \infty)$, independent of $f$, such that $C^{-1}\|f\|_{B^s_{p,q}(w,X)} \leq \|f\|_{B^s_{p,q}(X)} \leq C\|f\|_{B^s_{p,q}(w,X)}$.

(ii) If $s$, $p$, $q$, $\beta$, and $\gamma$ are as in Definition 7.3 (ii), then $f \in F^s_{p,q}(X)$ if and only if $f \in (G^s_0(\beta, \gamma))^\prime$ and

$$
\|f\|_{F^s_{p,q}(w,X)} := \left\{ \sum_{a \in \mathcal{D}} \mu(B^0_a) \left\| \frac{f, \psi^0_a}{p} \right\|^p \right\}^{1/p} + \left\| \sum_{k \in \mathbb{N}} \delta^{-kq} \sum_{a \in \mathcal{D}} \left\| f, \psi^k_a \right\|^q \right\|_{L^q(X)}^{1/q}
$$
(7.5)

with the usual modification made when \( q = \infty \). Moreover, there exists a constant \( C \in [1, \infty) \), independent of \( f \), such that \( C^{-1} ||f||_{F_{p,q}^s (w, X)} \leq ||f||_{F_{p,q}^s (X)} \leq C ||f||_{F_{p,q}^s (w, X)} \).

**Proof.** Let \( s, p, \) and \( q \) be as in this theorem. By [65 Proposition 4.3], we find that \( B_{p,q}^s (X) \) and \( F_{p,q}^s (X) \) are independent of the choice of exp-IATIs. Therefore, we may assume that \( \{ Q_k \}_{k=0}^\infty \) in both (7.4) and (7.5) are the same as in Theorem 7.2.

We only prove (i). The proof of (ii) is similar to that of (i) with some slight modifications. We omit the details here. We first suppose \( f \in B_{p,q}^s (X) \). Then, by Definition 7.3, we know that \( f \in (G_0^p (\beta, \gamma))' \) with \( \beta \) and \( \gamma \) as in this theorem. Therefore, from Lemma 2.7 (with the same notion as therein), it follows that there exist \( \{ Q_k \}_{k=0}^\infty \) such that

\[
f (\cdot) = \sum_{\alpha \in \mathscr{A}_0} \sum_{m=1}^{N(0, \alpha)} \int_{Q_0^m} Q_0^m (\cdot, y) \, d\mu(y) \, m_{Q_0^m} (Q_0 f) \\
+ \sum_{k=1}^{N} \sum_{\alpha \in \mathscr{A}_k} \sum_{m=1}^{N(k, \alpha)} \mu (Q_0^m) \, \bar{Q}_k (\cdot, y^m_k) \, m_{Q_k^m} (Q_k f) \\
+ \sum_{k=N+1}^{\infty} \sum_{\alpha \in \mathscr{A}_k} \sum_{m=1}^{N(k, \alpha)} \mu (Q_0^m) \, \bar{Q}_k (\cdot, y^m_k) \, Q_k f (y^m_k)
\]

in \( (G_0^p (\beta, \gamma))' \). Now, we consider two cases on \( k' \in \mathbb{Z}_+ \).

**Case 1** \( k' = 0 \). In this case, we conclude that, for any \( \alpha' \in \mathscr{A}_0 \),

\[
\left\langle f, \frac{\phi_{0, \alpha'}}{\sqrt{\mu (Q_{0, \alpha'})}} \right\rangle = \sum_{\alpha \in \mathscr{A}_0} \sum_{m=1}^{N(0, \alpha)} \int_{Q_0^m} \bar{Q}_0 \left( \frac{\phi_{0, \alpha'}}{\sqrt{\mu (Q_{0, \alpha'})}} \right) (y) \, d\mu(y) \, m_{Q_0^m} (Q_0 f) \\
+ \sum_{k=1}^{N} \sum_{\alpha \in \mathscr{A}_k} \sum_{m=1}^{N(k, \alpha)} \mu (Q_0^m) \, \bar{Q}_k \left( \frac{\phi_{0, \alpha'}}{\sqrt{\mu (Q_{0, \alpha'})}} \right) (y^m_k) \, m_{Q_k^m} (Q_k f) \\
+ \sum_{k=N+1}^{\infty} \sum_{\alpha \in \mathscr{A}_k} \sum_{m=1}^{N(k, \alpha)} \mu (Q_0^m) \, \bar{Q}_k \left( \frac{\phi_{0, \alpha'}}{\sqrt{\mu (Q_{0, \alpha'})}} \right) (y^m_k) \, Q_k f (y^m_k)
\]

= \( I_1 + II_1 + III_1 \),

where, for any \( k \in \mathbb{N} \), \( \alpha \in \mathscr{A}_k \), and \( m \in \{1, \ldots, N(k, \alpha)\} \), \( y^m_k \) is an arbitrary point of \( Q_{k, \alpha}^m \).

For \( I_1 \), from [38 Lemma 3.6] and [24 Theorem 6.1], we deduce that, for any \( \alpha \in \mathscr{A}_0 \), \( m \in \{1, \ldots, N(0, \alpha)\} \), and \( y \in Q_{0, \alpha}^0 \),

\[
\left\langle \bar{Q}_0 \left( \frac{\phi_{0, \alpha'}}{\sqrt{\mu (Q_{0, \alpha'})}} \right) (y) \right\rangle \leq P_\gamma (y^m_0, y^0_\alpha; 1).
\]
Thus, we conclude that
\[ ||I_1|| \lesssim \sum_{\alpha \in \mathcal{A}_0} \sum_{m=1}^{N(0,\alpha)} \mu(Q_\alpha^0) P_\gamma(y_{0,m}^0, x_{0,m}^0; 1) m_{Q_\alpha^0}(|Q_k f|). \]

For \( II_1 \), since \( N \) is a fixed integer, from an argument similar to that used in the estimation of \( I_1 \), it then follows that
\[ ||II_1|| \lesssim \sum_{k=1}^{N} \sum_{\alpha \in \mathcal{A}_k} \sum_{m=1}^{N(k,\alpha)} \mu(Q_{\alpha,k}^m) P_\gamma(y_{k,m}^m, x_{0,m}^0; 1) m_{Q_{\alpha,k}^m}(|Q_k f|). \]

For \( III_1 \), by [38, Lemma 3.6] and [2, Theorem 6.1], we know that, for any fixed \( \eta' \in (0, \beta \wedge \gamma) \), and any \( y_{\alpha,k}^m \in Q_{\alpha,k}^m \),
\[ \left| Q_k \left( \frac{\phi_{\alpha'}^0}{\sqrt{\mu(Q_{\alpha'}^0)}} \right) (y_{\alpha,k}^m) \right| \lesssim \delta^{k\eta'} P_\gamma(y_{0,m}^0, x_{0,m}^0; 1). \]

By this, we conclude that
\[ ||III_1|| \lesssim \sum_{k=1}^{\infty} \delta^{k\eta'} \sum_{\alpha \in \mathcal{A}_k} \sum_{m=1}^{N(k,\alpha)} \mu(Q_{\alpha,k}^m) P_\gamma(y_{k,m}^m, x_{0,m}^0; 1) |Q_k f(y_{\alpha,k}^m)|. \]

From the estimates of \( I_1, II_1, \) and \( III_1 \), and Lemma [2,39] when \( p \leq 1 \), or the Hölder inequality when \( p > 1 \), we deduce that
\[ \sum_{\alpha' \in \mathcal{A}_0} \mu(Q_{\alpha'}^0) \left| \left< f, \frac{\phi_{\alpha'}^0}{\sqrt{\mu(Q_{\alpha'}^0)}} \right> \right|^p \]
\[ \leq \sum_{\alpha' \in \mathcal{A}_0} \mu(Q_{\alpha'}^0) \sum_{k=0}^{N} \sum_{\alpha \in \mathcal{A}_k} \sum_{m=1}^{N(k,\alpha)} \mu(Q_{\alpha,k}^m) \left| P_\gamma(y_{k,m}^m, x_{0,m}^0; 1) \right|^p \left| m_{Q_{\alpha,k}^m}(|Q_k f|) \right|^p \]
\[ + \sum_{\alpha' \in \mathcal{A}_0} \mu(Q_{\alpha'}^0) \sum_{k=1}^{\infty} \delta^{k\eta'} \sum_{\alpha \in \mathcal{A}_k} \sum_{m=1}^{N(k,\alpha)} \mu(Q_{\alpha,k}^m) \left| P_\gamma(y_{k,m}^m, x_{0,m}^0; 1) \right|^p \left| Q_k f(y_{\alpha,k}^m) \right|^p \]
\[ =: J_1 + J_2, \]

We next estimate \( J_1 \). When \( p \leq 1 \), due to
\[ p > p(s, \beta \wedge \gamma) > \frac{\omega_0}{\omega_0 + (\beta \wedge \gamma)} > \frac{\omega_0}{\omega_0 + \gamma}, \]
by Lemma [2,10] we conclude that
\[ J_1 \lesssim \sum_{k=0}^{N} \sum_{m=1}^{N(k,\alpha)} \mu(Q_{\alpha,k}^m) \left| m_{Q_{\alpha,k}^m}(|Q_k f|) \right|^p \left| V_1(y_{\alpha,k}^m) \right|^{1-p} \lesssim \sum_{k=0}^{N} \sum_{m=1}^{N(k,\alpha)} \mu(Q_{\alpha,k}^m) \left| m_{Q_{\alpha,k}^m}(|Q_k f|) \right|^p. \]
When \( p \in (1, \infty) \), the above estimate also holds true directly by [37, Lemma 2.4(ii)]; we omit the details here. This is the desired estimate.

Now, we estimate \( J_2 \). Using an argument similar to that used in the estimation of \( J_1 \), Lemma 2.10 when \( q \leq p \), or the Hölder inequality when \( q > p \), and \( q' > -s \), we find that

\[
J_2 \lesssim \sum_{k=N+1}^{\infty} \delta^{kq/p} \sum_{\alpha \in \mathcal{A}_k} \sum_{m=1}^{N(k, \alpha)} \mu(Q_{k}^{m}) |Q_{k} \tilde{f}(y_{\alpha}^{k,m})|^p
\]

\[
\lesssim \left\{ \sum_{k=N+1}^{\infty} \delta^{-kq} \left[ \sum_{\alpha \in \mathcal{A}_k} \sum_{m=1}^{N(k, \alpha)} \mu(Q_{k}^{m}) |Q_{k} \tilde{f}(y_{\alpha}^{k,m})|^p \right]^{q/p} \right\}^{1/q}.
\]

This is the desired estimate.

Combining the estimates of \( J_1 \) and \( J_2 \) with the arbitrariness of \( y_{\alpha}^{k,m} \), we obtain

\[
\left\{ \sum_{\alpha' \in \mathcal{A}_0} \left[ \mu(Q_{\alpha'}^0) \right]^{-1/p/2} \left\langle f, \phi_{\alpha'}^0 \right\rangle^p \right\}^{1/p}
\]

\[
\lesssim \left\{ \sum_{k=0}^{N} \sum_{m=1}^{N(k, \alpha)} \mu(Q_{k}^{m}) \left[ m_{Q_{k}^{m}}(|Q_{k} \tilde{f}|)^p \right] \right\}^{1/p}
\]

\[
+ \left\{ \sum_{k=N+1}^{\infty} \delta^{-kq} \left[ \sum_{\alpha \in \mathcal{A}_k} \sum_{m=1}^{N(k, \alpha)} \mu(Q_{k}^{m}) \inf_{z \in Q_{k}^{m}} |Q_{k} \tilde{f}(z)|^p \right]^{q/p} \right\}^{1/q}
\]

\[
\sim \|f\|_{B_{p,q}(X)},
\]

which is the desired estimate in this case.

Case 2) \( k' \in \mathbb{N} \). In this case, by Lemma 2.7, we conclude that, for any \( \alpha' \in \mathcal{G}_{k'-1} \),

\[
\left\langle f, \psi_{\alpha'}^{k'-1} \sqrt{\mu(Q_{\alpha'}^0)} \right\rangle = \sum_{\alpha \in \mathcal{A}_k} \sum_{m=1}^{N(0, \alpha)} \int_{Q_{k}^{m}} \tilde{Q}_{0}^{m} \left( \psi_{\alpha'}^{k'-1} \sqrt{\mu(Q_{\alpha'}^0)} \right)(y) d\mu(y) m_{Q_{k}^{m}}(Q_{0} \tilde{f})
\]

\[
+ \sum_{k=1}^{N} \sum_{\alpha \in \mathcal{A}_k} \sum_{m=1}^{N(k, \alpha)} \mu(Q_{k}^{m}) \tilde{Q}_{k} \left( \psi_{\alpha'}^{k'-1} \sqrt{\mu(Q_{\alpha'}^0)} \right)(y_{\alpha}^{k,m}) m_{Q_{k}^{m}}(Q_{k} \tilde{f})
\]

\[
+ \sum_{k=N+1}^{\infty} \sum_{\alpha \in \mathcal{A}_k} \sum_{m=1}^{N(k, \alpha)} \mu(Q_{k}^{m}) \tilde{Q}_{k} \left( \psi_{\alpha'}^{k'-1} \sqrt{\mu(Q_{\alpha'}^0)} \right)(y_{\alpha}^{k,m}) Q_{k} \tilde{f}(y_{\alpha}^{k,m})
\]

\[
=: I_2 + II_2 + III_2,
\]

where, for any \( k \in \mathbb{N} \), \( \alpha \in \mathcal{A}_k \), and \( m \in \{1, \ldots, N(k, \alpha)\} \), \( y_{\alpha}^{k,m} \) is an arbitrary point of \( Q_{k}^{m} \).

For \( I_2 \) and \( II_2 \), by [38, Lemma 3.6] and Lemma 2.8, we find that, for any \( k \in \{0, \ldots, N\} \), \( \alpha \in \mathcal{A}_k \), \( m \in \{1, \ldots, N(k, \alpha)\} \), and \( y \in Q_{k}^{m} \),

\[
\left\| \tilde{Q}_{k} \left( \psi_{\alpha'}^{k'-1} \sqrt{\mu(Q_{\alpha'}^0)} \right)(y) \right\| \lesssim \delta^{k' - kq/p} P_{y'}(y_{\alpha'}^{k'-1}, \delta^k) \lesssim \delta^{k'q} P_{y}(y_{\alpha}^{k,m}, y_{\alpha'}^{k'-1}, \delta^k),
\]
where \( \eta' \in (0, \beta \wedge \gamma) \) is a fixed number. Therefore, we conclude that

\[
|I_2 + I_2| \leq \delta^{k'\eta'} \sum_{k=0}^{N} \sum_{a \in A_k} \sum_{m=1}^{N(k,a)} \mu(Q_{\alpha}^{k,m}) P_{\gamma}(\gamma_{\alpha}^{k,m}, \gamma_{\alpha'}^{k'-1} \delta^k) m(Q_{\alpha}^{k,m}(|Q_k f|)).
\]  

(7.7)

This is the desired estimate.

To estimate \( III_2 \), by [38 Lemma 3.6], we have, for any \( k \in \{N + 1, N + 2, \ldots \} \), \( \alpha \in A_k \), and \( \gamma_{\alpha}^{k,m} \in Q_{\alpha}^{k,m} \),

\[
\left| \Omega \left( \frac{\psi_{\alpha'}^{k'}}{\sqrt{\mu(Q_{\alpha'}^{k'})}} \right) \right| \leq \delta^{k-k'\eta'} P_{\gamma}(\gamma_{\alpha}^{k,m}, \gamma_{\alpha'}^{k'-1} \delta^k) Q_k f(\gamma_{\alpha}^{k,m}).
\]

Then we conclude that

\[
|III_2| \leq \sum_{k=N+1}^{\infty} \sum_{a \in A_k} \sum_{m=1}^{N(k,a)} \mu(Q_{\alpha}^{k,m}) P_{\gamma}(\gamma_{\alpha}^{k,m}, \gamma_{\alpha'}^{k'-1} \delta^k) |Q_k f(\gamma_{\alpha}^{k,m})|,
\]  

(7.8)

which is also the desired estimate.

To show \( \|f\|_{B^p_{\alpha'}(w, X)} \leq \|f\|_{A^p_{\alpha'}(X)} \), we first consider the case \( p \in (p(s, \beta \wedge \gamma), 1] \). Indeed, in this case, by (7.7), (7.8), and Lemma 2.9, we find that, for any \( k' \in \mathbb{N} \),

\[
\sum_{a' \in G \setminus 1} \left\| \frac{\psi_{a'}^{k'}}{\sqrt{\mu(Q_{a'}^{k'})}} \right\|^p.
\]

\[
\leq \sum_{a' \in G \setminus 1} \delta^{k'p^2} \mu(Q_{a'}^{k'}) \sum_{k=0}^{N} \sum_{a \in A_k} \sum_{m=1}^{N(k,a)} \mu(Q_{\alpha}^{k,m}) \left| P_{\gamma}(\gamma_{\alpha}^{k,m}, \gamma_{\alpha'}^{k'-1} \delta^k) \right|^p \left| m(Q_{\alpha}^{k,m}(|Q_k f|)) \right|^p
\]

\[
+ \sum_{a' \in G \setminus 1} \mu(Q_{a'}^{k'}) \sum_{k=N+1}^{\infty} \delta^{k-k'\eta'} \sum_{a \in A_k} \sum_{m=1}^{N(k,a)} \mu(Q_{\alpha}^{k,m}) \left| P_{\gamma}(\gamma_{\alpha}^{k,m}, \gamma_{\alpha'}^{k'-1} \delta^k) \right|^p \left| Q_k f(\gamma_{\alpha}^{k,m}) \right|^p
\]

\[
=: J_3 + J_4.
\]

We next estimate \( J_3 \). Notice that, for any \( k' \in \mathbb{N} \) and \( k \in \{0, \ldots, N \} \), we have \( \delta^k \sim \delta^{k+k'}. \) By this, Lemma 2.10 and (1.1), we conclude that, for any \( k' \in \mathbb{N} \),

\[
J_3 \leq \delta^{k'p^2} \sum_{k=0}^{N} \sum_{a \in A_k} \sum_{m=1}^{N(k,a)} \mu(Q_{\alpha}^{k,m}) \left| m(Q_{\alpha}^{k,m}(|Q_k f|)) \right|^p.
\]

Now, for \( J_4 \), by Lemma 2.10 again, we find that

\[
J_4 \leq \sum_{k=N+1}^{\infty} \delta^{k-k'\eta'} \sum_{a \in A_k} \sum_{m=1}^{N(k,a)} \mu(Q_{\alpha}^{k,m}) \left| Q_k f(\gamma_{\alpha}^{k,m}) \right|^p,
\]

where \( \omega \in [\omega_0, \infty) \) satisfy (1.1) and all the assumptions of this theorem with \( \omega_0 \) replaced by \( \omega \).
Therefore, using the estimates of $I_3$ and $I_4$, and choosing $\eta' > -s$, we obtain

$$\sum_{k' \in \mathbb{N}} \delta^{\kappa s} q \left\{ \sum_{\alpha' \in \mathcal{G}_{k'-1}} \left[ \mu \left( Q_{\alpha'}^\kappa \right) \right]^{1-p/2} \left| \left( f, \psi_{\alpha'}^{k'-1} \right) \right|^p \right\}^{q/p} \leq \left\{ \sum_{k=0}^{N} \sum_{\alpha \in \mathcal{A}_k} \sum_{m=1}^{N(k,\alpha)} \mu \left( Q_{\alpha, m}^{k, m} \right) \left[ m_{Q_{\alpha}^m} \left( \left| Q_k f \right| \right) \right]^p \right\}^{q/p} + R. \quad (7.9)$$

Next, we estimate $R$. Indeed, when $k' \geq k$, we conclude that

$$(k-k')s_{p} + |k-k'|[p\eta' - \omega(1-p)[k-(k \land k')]} = (k'-k) p(\eta' - s),$$

while, when $k'<k$, we obtain

$$(k-k')s_{p} + |k-k'|[p\eta' - \omega(1-p)[k-(k \land k')]} = (k'-k) p \left[ \eta' + s - \frac{\omega(1-p)}{p} \right].$$

Due to $p > \max(s, \beta \land \gamma)$, choosing $\eta' \in (0, \beta \land \gamma)$ such that $\eta' > |s|$ and $p > \omega/(\omega + \eta' + s)$, and using an argument similar to that used in the estimation of $(6.7)$, we find that

$$R \leq \sum_{k=N+1}^{\infty} \delta^{k s} q \left\{ \sum_{\alpha \in \mathcal{A}_k} \sum_{m=1}^{N(k,\alpha)} \mu \left( Q_{\alpha, m}^{k, m} \right) \left[ m_{Q_{\alpha}^m} \left( \left| Q_k f \right| \right) \right]^p \right\}^{q/p}.$$

By this, $(7.9)$, and $(7.6)$, we obtain

$$\left\{ \sum_{\alpha' \in \mathcal{G}_{k'-1}} \left[ \mu \left( Q_{\alpha'}^{k'} \right) \right]^{1-p/2} \left| \left( f, \psi_{\alpha'}^{k'-1} \right) \right|^p \right\}^{1/p} + \sum_{k' \in \mathbb{N}} \delta^{\kappa s} q \left\{ \sum_{\alpha' \in \mathcal{G}_{k'-1}} \left[ \mu \left( Q_{\alpha'}^{k'} \right) \right]^{1-p/2} \left| \left( f, \psi_{\alpha'}^{k'-1} \right) \right|^p \right\}^{q/p} \leq \| f \|_{L^{p,1}(w, X)},$$

which further implies that $\| f \|_{B^s_{p,1}(w, X)} \leq \| f \|_{L^{p,1}(w, X)}$. This finishes the proof of the case $p \in (p(s, \beta \land \gamma), 1)$.

Now, we consider the case $p \in (1, \infty]$. In this case, by $(7.7)$ and $(7.8)$, we observe that

$$\sum_{\alpha' \in \mathcal{G}_{k'-1}} \mu \left( Q_{\alpha'}^{k'} \right) \left| \left( f, \frac{\psi_{\alpha'}^{k'-1}}{\sqrt{\mu \left( Q_{\alpha'}^{k'} \right)}} \right) \right|^p.$$
\[ \leq \sum_{\alpha \in \mathcal{G}_{r-1}} \delta^{k,p \eta} \mu\left( Q^{k}_{\alpha} \right) \sum_{k=0}^{N(k, \alpha)} \left\{ \sum_{\alpha' \in \mathcal{A}_{k}} \sum_{m=1}^{N(k, \alpha)} \mu\left( Q^{k,m}_{\alpha'} \right) P_{\gamma}\left( y^{k,m}_{\alpha', \alpha} \right) m_{Q^{k,m}_{\alpha'}}\left( |Q_{k}f| \right) \right\}^{p} \\
+ \sum_{\alpha' \in \mathcal{G}_{r-1}} \mu\left( Q^{k}_{\alpha'} \right) \left\{ \sum_{k=N+1}^{\infty} \delta^{k-k'p \eta} \sum_{\alpha \in \mathcal{A}_{k}} \sum_{m=1}^{N(k, \alpha)} \mu\left( Q^{k,m}_{\alpha} \right) P_{\gamma}\left( y^{k,m}_{\alpha} \right)\left| Q_{k}f\left( y^{k,m}_{\alpha} \right) \right| \right\}^{p} \\
= J_{5} + J_{6}. \]

We first estimate \( J_{5} \). From the Hölder inequality and the Tonelli theorem, we deduce that

\[ J_{5} \leq \delta^{k,p \eta} \sum_{k=0}^{N} \sum_{\alpha \in \mathcal{A}_{k}} \sum_{m=1}^{N(k, \alpha)} \mu\left( Q^{k,m}_{\alpha} \right) \left| m_{Q^{k,m}_{\alpha}}\left( |Q_{k}f| \right) \right|^{p}, \]

which is the desired estimate.

We then estimate \( J_{6} \). By the Hölder inequality and the Tonelli theorem, we find that

\[ J_{6} \leq \sum_{k=N+1}^{\infty} \delta^{k-k'p \eta} \sum_{\alpha \in \mathcal{A}_{k}} \sum_{m=1}^{N(k, \alpha)} \mu\left( Q^{k,m}_{\alpha} \right) \left| Q_{k}f\left( y^{k,m}_{\alpha} \right) \right|^{p}. \]

By the estimates of \( J_{5} \) and \( J_{6} \), using Lemma 2.2 when \( q \leq p \), or the Hölder inequality when \( q > p \), and choosing \( \eta' \in (0, \beta \wedge \gamma) \) such that \( \eta' > |s| \), we conclude that

\[ \sum_{k \in \mathbb{N}} \delta^{-k \eta' q} \left\{ \sum_{\alpha \in \mathcal{G}_{r-1}} \mu\left( Q^{k}_{\alpha} \right) \left| \left( f, \psi^{k-1}_{\alpha} \right) \right|^{p} \right\}^{q/p} \]

\[ \leq \left( \sum_{k=0}^{N} \sum_{\alpha \in \mathcal{A}_{k}} \sum_{m=1}^{N(k, \alpha)} \mu\left( Q^{k,m}_{\alpha} \right) \left| m_{Q^{k,m}_{\alpha}}\left( |Q_{k}f| \right) \right|^{p} \right)^{q/p} \]

\[ + \sum_{k=N+1}^{\infty} \delta^{-k \eta' q} \left\{ \sum_{\alpha \in \mathcal{A}_{k}} \sum_{m=1}^{N(k, \alpha)} \mu\left( Q^{k,m}_{\alpha} \right) \left| Q_{k}f\left( y^{k,m}_{\alpha} \right) \right|^{p} \right\}^{q/p} \sum_{k' \in \mathbb{N}} \delta^{(k-k') \eta' q} \delta^{k-k' \eta' q} \]

\[ \leq \| f \|_{B^{\eta}_{p,q}(0, X)}^{q}. \]

Combining the above arguments, we obtain \( \| f \|_{B^{\eta}_{p,q}(w, X)} \leq \| f \|_{B^{\eta}_{p,q}(X)} \). This finishes the proof of the sufficiency of (i).

Next, we prove the necessity of (i). To this end, assume \( f \in (G_{0}(\beta, \gamma))' \) and \( \| f \|_{B^{\eta}_{p,q}(w, X)} < \infty \).

By Theorem 7.2, the orthogonality of \( \{ \phi^{0}_{\alpha} \}_{\alpha \in \mathcal{A}_{0}} \cup \{ \psi^{k}_{\alpha} \}_{k \in \mathbb{N}, \alpha \in \mathcal{G}_{k}} \) (see, for instance, (38) (5.15)), we find that, for any \( k \in \mathbb{Z}_{+} \) and \( z \in X \),

\[ Q_{k}f(z) = \sum_{\alpha \in \mathcal{A}_{0}} \left( f, \phi^{0}_{\alpha} \right) Q_{k}(z, \cdot, \phi^{0}_{\alpha}) + \sum_{k \in \mathbb{N}} \sum_{\alpha \in \mathcal{G}_{k-1}} \left( f, \psi^{k-1}_{\alpha} \right) Q_{k}(x, \cdot, \psi^{k-1}_{\alpha}) \]

\[ = \begin{cases} \sum_{\alpha \in \mathcal{A}_{0}} \left( f, \phi^{0}_{\alpha} \right) \phi^{0}_{\alpha}(z) & \text{if } k = 0, \\
\sum_{\alpha \in \mathcal{G}_{k-1}} \left( f, \psi^{k-1}_{\alpha} \right) \psi^{k-1}_{\alpha}(z) & \text{if } k \in \mathbb{N}. \end{cases} \]
Now, we consider the following three cases on \( k \in \mathbb{Z}_+ \).

**Case 1**) \( k = 0 \). In this case, by [2, Theorem 6.1], we conclude that, for any \( \alpha \in \mathcal{A}_0 \), \( m \in \{1, \ldots, N(0, \alpha)\} \), and \( z \in X \),

\[
|Q_0 f(z)| \lesssim \sum_{\alpha' \in \mathcal{A}_0} \mu(Q_{\alpha'}^0) \left\| f, \frac{\phi_{\alpha'}^0}{\sqrt{\mu(Q_{\alpha'}^0)}} \right\| \frac{1}{V_1(x_{\alpha'}^0) + V(x_{\alpha'}^0, z_{\alpha}^0, 0, m)} \exp \left\{ -\nu' \left[ d(z_{\alpha}^0, x_{\alpha'}^0) \right]^a \right\},
\]

which further implies that

\[
\left| m_{Q_{\alpha}^0}(Q_k f) \right| \lesssim \sum_{\alpha' \in \mathcal{A}_0} \mu(Q_{\alpha'}^0) \left\| f, \frac{\phi_{\alpha'}^0}{\sqrt{\mu(Q_{\alpha'}^0)}} \right\| \frac{1}{V_1(x_{\alpha'}^0) + V(x_{\alpha'}^0, z_{\alpha}^0, 0, m)} \exp \left\{ -\nu' \left[ d(z_{\alpha}^0, x_{\alpha'}^0) \right]^a \right\},
\]

where, for any \( \alpha \in \mathcal{A}_0 \) and \( m \in \{1, \ldots, N(k, \alpha)\} \), \( z_{\alpha}^0 \) denotes the “center” of \( Q_{\alpha}^0 \), and \( \nu' \in (0, \nu) \) is independent of \( \alpha, m, k \), and \( f \). By this and Lemma 2.9 when \( p \in (0, 1) \), or the Hölder inequality when \( p \in (1, \infty) \), we find that

\[
\sum_{\alpha \in \mathcal{A}_0} \sum_{m=1}^{N(0, \alpha)} \mu(Q_{\alpha}^0) \left| m_{Q_{\alpha}^0}(Q_k f) \right|^p \lesssim \sum_{\alpha \in \mathcal{A}_0} \left\| \mu(Q_{\alpha}^0) \right\|^{1-p/2} \left\| (f, \phi_{\alpha}^0) \right\|^p,
\]

which is the desired estimate.

**Case 2**) \( k \in \{1, \ldots, N\} \). In this case, using an argument similar to that used in Case 1, we obtain

\[
\sum_{k=1}^{N} \sum_{\alpha \in \mathcal{A}_k} \sum_{m=1}^{N(k, \alpha)} \mu(Q_{\alpha}^{k,m}) \left| m_{Q_{\alpha}^{k,m}}(Q_k f) \right|^p \lesssim \sum_{k=1}^{N} \sum_{\alpha' \in \mathcal{A}_{k-1}} \left\| \mu(Q_{\alpha}^{k-1}) \right\|^{1-p/2} \left\| (f, \psi_{\alpha'}^{k-1}) \right\|^p,
\]

which is also the desired estimate.

**Case 3**) \( k \in \{N + 1, N + 2, \ldots\} \). In this case, by the size condition of \( \psi_{\alpha'}^k \) (see, for instance, Lemma 2.7), we find that, for any \( \alpha \in \mathcal{A}_k \), \( m \in \{1, \ldots, N(k, \alpha)\} \), and \( z \in Q_{\alpha}^{k,m} \),

\[
|Q_k f(z)| \lesssim \sum_{\alpha' \in \mathcal{A}_{k-1}} \mu(Q_{\alpha'}^{k-1}) \left\| f, \frac{\psi_{\alpha'}^{k-1}}{\sqrt{\mu(Q_{\alpha'}^{k-1})}} \right\| \frac{1}{V_1(x_{\alpha'}^{k-1}) + V(x_{\alpha'}^{k-1}, z_{\alpha}^{k,m})} \exp \left\{ -\nu' \left[ d(z_{\alpha}^{k,m}, x_{\alpha'}^{k-1}) \right]^a \right\}.
\]

By the arbitrariness of \( z \), we further conclude that, for any \( \alpha \in \mathcal{A}_k \) and \( m \in \{1, \ldots, N(k, \alpha)\} \),

\[
\sup_{z \in Q_{\alpha}^{k,m}} |Q_k f(z)| \lesssim \sum_{\alpha' \in \mathcal{A}_{k-1}} \mu(Q_{\alpha'}^{k-1}) \left\| f, \frac{\psi_{\alpha'}^{k-1}}{\sqrt{\mu(Q_{\alpha'}^{k-1})}} \right\| \frac{1}{V_1(x_{\alpha'}^{k-1}) + V(x_{\alpha'}^{k-1}, z_{\alpha}^{k,m})} \exp \left\{ -\nu' \left[ d(z_{\alpha}^{k,m}, x_{\alpha'}^{k-1}) \right]^a \right\},
\]
where, for any $\alpha \in \mathcal{A}_k$ and $m \in \{1, \ldots, N(k, \alpha)\}$, $\mathcal{L}_m$ denotes the “center” of $Q_{\alpha}^{k,m}$. From this and Lemmas 2.9 and 2.10 when $p \in (0, 1]$, or the Hölder inequality when $p \in (1, \infty)$, we deduce that

$$
\|Q_k f\|_{L^p(X)}^p \leq \sum_{\alpha \in \mathcal{A}_k} \left[ \mu(Q_{\alpha}^0) \right]^{1-p/2} \left| \left\langle f, \varphi_{\alpha}' \right\rangle \right|^p \left( \frac{\|\varphi_{\alpha}'^{-1}\|_1}{\mu(Q_{\alpha}^0)} \right) \left( \frac{1}{V_{\varphi'}(\mathcal{L}_m)} + V_{\varphi'}(\mathcal{L}_m) \right) \right)^{p/2} 
$$

which is the desired estimate.

Combining (7.10), (7.11), and (7.12), we conclude that

$$
\|f\|_{B^s_{p,q}(X)} \leq \left\{ \sum_{\alpha \in \mathcal{A}_0} \left[ \mu(Q_{\alpha}^0) \right]^{1-p/2} \left| \left\langle f, \varphi_{\alpha}' \right\rangle \right|^p \right\}^{1/p} + \left[ \sum_{k=1}^{\infty} \sum_{\alpha \in \mathcal{G}_{k-1}} \left[ \mu(Q_{\alpha}^k) \right]^{1-p/2} \left| \left\langle f, \varphi_{\alpha}'^{-1} \right\rangle \right|^p \right]^{q/p} + \left[ \sum_{k=N+1}^{\infty} \right]^{1/q}
$$

This finishes the proof of the necessity of (i), and hence of Theorem 7.4.

7.3 Almost diagonal operators, and molecular and Littlewood–Paley characterizations of inhomogeneous Besov and Triebel–Lizorkin spaces

In this subsection, we state some results similar to those of homogeneous Besov and Triebel–Lizorkin spaces in Sections 4, 5, and 6. Since their proofs are similar, respectively, to those of the homogeneous case, we only list the corresponding conclusions here and omit the details. We first introduce the inhomogeneous Besov and Triebel–Lizorkin sequence spaces. For any $k \in \mathbb{Z}_+$, let

$$
\mathcal{H}_k := \begin{cases} \mathcal{A}_0 & \text{if } k = 0, \\ \mathcal{G}_{k-1} := \mathcal{A}_k \setminus \mathcal{A}_{k-1} & \text{if } k \in \mathbb{N}, 
\end{cases}
$$

and $\mathcal{D}_0 := \{Q_{\alpha}^k : k \in \mathbb{Z}_+, \alpha \in \mathcal{H}_k\}$.

**Definition 7.5.** Let $s \in \mathbb{R}$ and $q \in (0, \infty]$.

(i) If $p \in (0, \infty]$, then the inhomogeneous Besov sequence space $b^s_{p,q}$ is defined to be set of all $\lambda := \{Q_{\alpha}^0\}_{Q \in \mathcal{D}_0} =: \{m^k\}_{k \in \mathbb{Z}_+, \alpha \in \mathcal{H}_k} \subset \mathbb{C}$ such that

$$
\|\lambda\|_{\|b^s_{p,q}\|} := \left\{ \sum_{\alpha \in \mathcal{A}_0} \left[ \mu(Q_{\alpha}^0) \right]^{1-p/2} |\lambda|^{p} \right\}^{1/p} + \left[ \sum_{k \in \mathbb{N}} \delta^{-kq} \left\{ \sum_{\alpha \in \mathcal{G}_{k-1}} \left[ \mu(Q_{\alpha}^k) \right]^{1-p/2} |\lambda|^p \right\} \right]^{q/p} + \left[ \sum_{k=N+1}^{\infty} \right]^{1/q}
$$

This finishes the proof of the necessity of (i), and hence of Theorem 7.4. □
< \infty
\end{equation}

with usual modifications made when \( p = \infty \) or \( q = \infty \).

(ii) If \( p \in (0, \infty) \), then the inhomogeneous Triebel–Lizorkin sequence space \( f^s_{p,q} \) is defined to be the set of all \( \lambda := \{ A_Q \}_{Q \in \mathbb{D}_0} =: \{ A_k \}_{k \in \mathbb{Z}, \ a \in \mathcal{A}_q} \subset \mathbb{C} \) such that

\[
\| \lambda \|_{f^s_{p,q}} := \left\{ \sum_{a \in \mathcal{A}_q} [\mu(Q_a)]^{1-p/2} |A_0|^p \right\}^{1/p} + \left\| \sum_{a \in \mathbb{N}} (\delta^{-k_0q} |A_0 T_{Q_a}|)^q \right\|_{L^p(X)}^{1/q} < \infty
\]

with usual modification made when \( q = \infty \).

Now, we introduce the notion of inhomogeneous almost diagonal operators. Similarly, for any dyadic cube \( Q \), we denote by \( x_Q \) the “center” of \( Q \) and by \( \ell(Q) \) the “side-length” of \( Q \). Let \( A := \{ A_{Q,P} \}_{Q, P \in \mathbb{D}_0} \subset \mathbb{C} \). For any sequence \( \lambda := \{ A_P \}_{P \in \mathbb{D}_0} \), define \( A \lambda := \{ (A \lambda)_Q \}_{Q \in \mathbb{D}_0} \) by setting, for any \( Q \in \mathbb{D}_0 \),

\[
(A \lambda)_Q := \sum_{P \in \mathbb{D}_0} A_{Q,P} A_P
\]

if, for any \( Q \in \mathbb{D}_0 \), the above summation converges.

**Definition 7.6.** Let \( A := \{ A_{Q,P} \}_{Q, P \in \mathbb{D}_0} \subset \mathbb{C} \) and \( \omega_0 \) be as in (1.2).

(i) Let \( s \in \mathbb{R} \) and \( p, q \in (0, \infty) \). The operator \( A \) is called an inhomogeneous almost diagonal operator on \( b^s_{p,q} \) if there exist an \( \epsilon \in (0, \infty) \) and an \( \omega \in [\omega_0, \infty) \) satisfying (1.1) such that

\[
K := \sup_{Q, P \in \mathbb{D}_0} \frac{|A_{Q,P}|}{\mathfrak{m}_{Q,P}(\epsilon)} < \infty,
\]

where, for any \( Q, P \in \mathbb{D}_0 \), \( \mathfrak{m}_{Q,P}(\epsilon) \) is defined as in (4.3) with \( J := \omega/ \min\{1, p\} \).

(ii) Let \( s \in \mathbb{R} \), \( p \in (0, \infty) \), and \( q \in (0, \infty) \). The operator \( A \) is called an inhomogeneous almost diagonal operator on \( f^s_{p,q} \) if there exist an \( \epsilon \in (0, \infty) \) and an \( \omega \in [\omega_0, \infty) \) satisfying (1.1) such that (7.13) holds true, where, for any \( Q, P \in \mathbb{D}_0 \), \( \mathfrak{m}_{Q,P}(\epsilon) \) is as in (4.3) with \( J := \omega/ \min\{1, p, q\} \).

Using an argument similar to that used in the proof of Theorem 4.3, we have the following boundedness of inhomogeneous almost diagonal operators on \( b^s_{p,q} \) and \( f^s_{p,q} \); we omit the details here.

**Theorem 7.7.** Let \( s \in \mathbb{R} \), \( p \in (0, \infty) \) [resp., \( p \in (0, \infty) \)], \( q \in (0, \infty) \), and \( A := \{ A_{Q,P} \}_{Q, P \in \mathbb{D}_0} \) be an inhomogeneous almost diagonal operator on \( b^s_{p,q} \) [resp., \( f^s_{p,q} \)]. Then \( A \) is bounded on \( b^s_{p,q} \) [resp., \( f^s_{p,q} \)]. Moreover, there exists a positive constant \( C \), independent of \( A \), such that, for any \( \lambda \in b^s_{p,q} \) [resp., \( \lambda \in f^s_{p,q} \)], \( \| A \lambda \|_{p,q} \leq C K \| \lambda \|_{p,q} \) [resp., \( \| A \lambda \|_{p,q} \leq C K \| \lambda \|_{p,q} \)].

Next, we state the molecular characterization of inhomogeneous Besov and Triebel–Lizorkin spaces. To distinguish from the notion of molecules in Definition 5.1, we first introduce the following notion of local molecules.
**Definition 7.8.** Let \((\beta, \Gamma) \in (0, \infty)^2\) and \(Q \in \mathcal{D}_0\). A function \(b_Q\) is called a local molecule of type \((\beta, \Gamma)\) [for short, local \((\beta, \Gamma)\)-molecule] centered at \(Q\) if \(b_Q\) satisfies the following conditions:

(i) (the size condition) for any \(x \in X\), \(|b_Q(x)| \leq \|\mu(Q)\|^{1/2}P_{\Gamma}(y_Q, x; \ell(Q))\);

(ii) (the Hölder regularity condition) for any \(x, x' \in X\) with \(d(x, x') \leq (2A_0)^{-1}[\ell(Q) + d(y_Q, x)]\),

\[
|b_Q(x) - b_Q(x')| \leq \|\mu(Q)\|^{1/2}\frac{d(x, x')}{\ell(Q) + d(y_Q, x)} P_{\Gamma}(y_Q, x; \ell(Q));
\]

(iii) (the cancellation condition) \(\int_X b_Q(x) \, d\mu(x) = 0\) if \(\ell(Q) \in (0, 1)\).

We have the molecular characterization of inhomogeneous Besov and Triebel–Lizorkin spaces as follows.

**Theorem 7.9.** Let \(\eta\) be the same as in Definition 2.2 and \(s, p, q, \beta,\) and \(\gamma\) the same as in Definition 7.3(i) [resp., Definition 7.3(ii)].

(i) If \(f \in (G^q_{s, \beta})(\beta, \gamma)'\), then there exist local \((\beta, \gamma)\)-molecules \(\{b_Q\}_{Q \in \mathcal{D}_0}\) centered, respectively, at \(\{Q\}_{Q \in \mathcal{D}_0}\) and \(\lambda := \{\lambda_Q\}_{Q \in \mathcal{D}_0} \in b^q_{s, p, q}\) (resp., \(\lambda := \{\lambda_Q\}_{Q \in \mathcal{D}_0} \in f_{s, p, q}\)) such that \(f = \sum_{Q \in \mathcal{D}_0} \lambda_Q b_Q\) in \((\mathcal{G}^q_{s, \beta})(\beta, \gamma)'\) and \(\|\lambda\|_{b^q_{s, p, q}} \leq C\|f\|_{B^q_{s, p, q}(X)}\) [resp., \(\|\lambda\|_{f_{s, p, q}} \leq C\|f\|_{F^q_{s, p, q}(X)}\)], where \(C\) is a positive constant independent of \(f\).

(ii) Conversely, if \(\{b_Q\}_{Q \in \mathcal{D}_0}\) is a sequence of local \((\beta, \gamma)\)-molecules centered, respectively, at \(\{Q\}_{Q \in \mathcal{D}_0}\) and \(\lambda := \{\lambda_Q\}_{Q \in \mathcal{D}_0} \in b^q_{s, p, q}\) (resp., \(\lambda := \{\lambda_Q\}_{Q \in \mathcal{D}_0} \in f_{s, p, q}\)), then there exists a \(g \in (\mathcal{G}^q_{s, \beta})(\beta, \gamma)'\) such that \(g = \lambda_Q b_Q\) in \((\mathcal{G}^q_{s, \beta})(\beta, \gamma)'\), \(g \in B^q_{s, p, q}(X)\) [resp., \(g \in F^q_{s, p, q}(X)\)], and \(\|g\|_{B^q_{s, p, q}(X)} \leq C\|\lambda\|_{b^q_{s, p, q}}\) [resp., \(\|g\|_{F^q_{s, p, q}(X)} \leq C\|\lambda\|_{f_{s, p, q}}\)], where \(C\) is a positive constant independent of \(\{b_Q\}_{Q \in \mathcal{D}_0}\) and \(\lambda\).

**Remark 7.10.** If we replace \(\ell(Q) \in (0, 1)\) in Definition 7.3(iii) by \(\ell(Q) \in (0, R)\) for any fixed \(R \in (0, 1)\), then Theorem 7.9 also holds true in this case; we omit the details here.

Finally, we concern about the Lusin area function and the Littlewood–Paley \(g^*\)-function characterizations of inhomogeneous Triebel–Lizorkin spaces. To this end, we first introduce the following inhomogeneous Littlewood–Paley functions.

**Definition 7.11.** Let \(s \in (-\eta, \eta)\) with \(\eta\) as in Definition 2.2 \(q \in (0, \infty], \beta, \gamma \in (0, \eta)\), and \(f \in (G^q_{s, \beta})(\beta, \gamma)'\). The inhomogeneous Littlewood–Paley \(g^*\)-function \(g^*_q(f)\) of \(f\) is defined by setting, for any \(x \in X\),

\[
g^*_q(f)(x) := \left\{\sum_{k=0}^N \sum_{\alpha \in \mathbb{Z}^d} \sum_{m=1}^{N(k, \alpha)} m_{Q^m_{\alpha, k}}(|Q_k f|^q) 1_{Q^m_{\alpha, k}}(x) + \sum_{k=N+1}^{\infty} \delta^{-kq} |Q_k f(x)|^q\right\}^{1/q},
\]

where \(N\) is as in Lemma 2.7 and \(m_{Q}\), for any given dyadic cube \(Q\), as in (7.3), the inhomogeneous Lusin area function \(S^*_q(f)\) of \(f\) is defined by setting, for any \(x \in X\),

\[
S^*_q(f)(x) := \left\{\sum_{k=0}^{\infty} \delta^{-kq} \frac{1}{V_{\delta^k}(x)} \int_{B(x, \delta^k)} |Q_k f(y)|^q \, d\mu(y)\right\}^{1/q},
\]
and, for any given \( \lambda \in (0, \infty) \), the inhomogeneous Littlewood–Paley \( g^\lambda_s \)-function \( (g^\lambda_s)_q(f) \) of \( f \) is defined by setting, for any \( x \in X \),

\[
(g^\lambda_s)_q(f)(x) := \left\{ \sum_{k=0}^{\infty} \delta^{-kq} \int_X |Q_k f(y)|^q \left[ \frac{\delta^k}{\delta^k + d(x,y)} \right]^\lambda \frac{d\mu(y)}{V_{\delta^\lambda}(x) + V_{\delta^\lambda}(y)} \right\}^{1/q}.
\]

Obviously, for any given \( s, p, q, \beta, \) and \( \gamma \) as in Definition 7.3(ii), and \( f \in (G^q_0(\beta, \gamma))' \), it holds true that \( \|g^\lambda_q(f)\|_{L^p(X)} = \|f\|_{F^p_{\beta q}(X)} \). The next two theorems give the Lusin area function and the Littlewood–Paley \( g^\lambda_s \)-function characterizations of inhomogeneous Triebel–Lizorkin spaces, respectively. Since their proofs are similar, respectively, to those of Theorems 6.1 and 6.6 we omit the details here.

**Theorem 7.12.** Let \( s, p, q, \beta, \) and \( \gamma \) be as in Definition 7.3(ii). Then \( f \in F^p_{\beta q}(X) \) if and only if \( f \in (G^q_0(\beta, \gamma))' \) and \( S^q_0(f) \in L^p(X) \). Moreover, there exists a constant \( C \in [1, \infty) \), independent of \( f \), such that \( C^{-1}\|S^q_0(f)\|_{L^p(X)} \leq \|f\|_{F^p_{\beta q}(X)} \leq C\|S^q_0(f)\|_{L^p(X)} \).

**Theorem 7.13.** Let \( s, p, q, \beta, \) and \( \gamma \) be as in Definition 7.3(ii), and \( q \in (p(s, \beta \wedge \gamma), \infty) \). Suppose \( \lambda \in (\max\{\omega_0, q_0/\omega_0\} / \omega_0) \) as in (1,2). Then \( f \in F^p_{\beta q}(X) \) if and only if \( f \in (G^q_0(\beta, \gamma))' \) and \( (g^\lambda_s)_q(f) \in L^p(X) \). Moreover, there exists a constant \( C \in [1, \infty) \), independent of \( f \), such that \( C^{-1}\|g^\lambda_s(f)\|_{L^p(X)} \leq \|f\|_{F^p_{\beta q}(X)} \leq C\|g^\lambda_s(f)\|_{L^p(X)} \).
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