A Comparative Evaluation of the Performance of CHIRPS and CFSR Data for Different Climate Zones Using the SWAT Model
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Abstract: The spatial and temporal scale of rainfall datasets is crucial in modeling hydrological processes. Recently, open-access satellite precipitation products with improved resolution have evolved as a potential alternative to sparsely distributed ground-based observations, which sometimes fail to capture the spatial variability of rainfall. However, the reliability and accuracy of the satellite precipitation products in simulating streamflow need to be verified. In this context, the objective of the current study is to assess the performance of three rainfall datasets in the prediction of daily and monthly streamflow using Soil and Water Assessment Tool (SWAT). We used rainfall data from three different sources: Climate Hazards Group InfraRed Rainfall with Station data (CHIRPS), Climate Forecast System Reanalysis (CFSR) and observed rain gauge data. Daily and monthly rainfall measurements from CHIRPS and CFSR were validated using widely accepted statistical measures, namely, correlation coefficient (CC), root mean squared error (RMSE), probability of detection (POD), false alarm ratio (FAR), and critical success index (CSI). The results showed that CHIRPS was in better agreement with ground-based rainfall at daily and monthly scale, with high rainfall detection ability, in comparison with the CFSR product. Streamflow prediction across multiple watersheds was also evaluated using Kling-Gupta Efficiency (KGE), Nash-Sutcliffe Efficiency (NSE) and Percent BIAS (PBIAS). Irrespective of the climatic characteristics, the hydrologic simulations of CHIRPS showed better agreement with the observed at the monthly scale with the majority of the NSE values ranging between 0.40 and 0.78, and KGE values ranging between 0.62 and 0.82. Overall, CHIRPS outperformed the CFSR rainfall product in driving SWAT for streamflow simulations across the multiple watersheds selected for the study. The results from the current study demonstrate the potential of CHIRPS as an alternate open access rainfall input to the hydrologic model.
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1. Introduction

Hydrological models have become efficient tools to understand problems related to water resources and obtain information about the water cycle in a given study area. Among the various components of the water cycle, rainfall plays a significant role and hence forms an indispensable element that constitutes the input dataset for hydrological models. Rainfall, being highly variable with respect to space and time, requires a well-distributed rain gauge network to accurately map variability over the catchment area. Rainfall data, which represent spatio-temporal variability, is an appanage to the distributed and semi-distributed hydrological models. In most cases, sparsely distributed rain-gauge networks fail to capture the spatio-temporal variability in rainfall. Even the existing rain gauge stations might not generate continuous records of data due to technical failure, which can also affect the ability to capture variability. Depending on the geomorphology and geography of the location in question, the Thiessen polygon technique of spatially extrapolating the data may not be an applicable method. In addition, there are situations where reliable datasets are available, but they are not available in the public domain. In this context, satellite-derived estimates of rainfall data have proven to be effective in capturing the spatial heterogeneity in rainfall to a significant extent [1–3].

The spatial coverage, proper temporal resolution, and free availability of data in the public domain give satellite-based rainfall datasets an edge over conventional rain gauge observations. Further, reanalysis datasets that combine satellite estimates with observed data constitute the category of gridded datasets of rainfall. The spatial distribution is accounted for by gridded datasets through interpolation and assimilation from rain gauge stations [4,5]. These datasets differ in their spatial and temporal resolutions, domain size, sources, and the method by which they are obtained [6]. Since these datasets are an indirect estimator of rainfall, they need to be evaluated in terms of their effectiveness in capturing the spatio-temporal variability in rainfall when compared to observed rain gauge data [7,8].

The evaluation is usually carried out by either field experiments to quantify the error or in terms of statistical comparison or long term trends of the satellite datasets with observed values [1,9–12]. The comparisons are made in terms of long-term average rainfall values, the multi-year trend in rainfall across different datasets, and interannual variability in rainfall among the datasets, etc. [12].

Statistically quantifying the ability of different rainfall datasets to simulate streamflow within a hydrological modeling framework provides another method for comparing rainfall data [13–18]. These studies focused on applying the gridded rainfall datasets from diverse sources as input to the hydrological model and assessed the datasets based on a comparison between the simulated flows generated by the datasets against the observed streamflows. Many studies have been carried out on the performance of merged satellite precipitation products or open-access satellite products, namely, CFSR, TRMM and CHIRPS precipitation datasets in hydrological modeling [19–22]. However, in terms of the performance of the datasets in driving hydrological models, studies reported contrasting findings. While CFSR precipitation product yielded satisfactory performance in the case of few watersheds (Lake Tana basin [14], Gumera watershed in Ethiopia [23], small watersheds in the USA [23]); the performance was poor in the case of two other watersheds from USA [24], upstream watersheds of Three Gorges reservoir in China [25], upper Gilgel Abay basin, Ethiopia [26]. Similar to CFSR, the CHIRPS dataset yielded better performance compared to rest of the satellite products in simulating monthly streamflows for Upper Blue Nile Basin [20], Adige basin in Italy [21], Gilgel Abay basin in Ethiopia [26]. Hence, based on the results from the studies carried out on individual basins, it can be stated that the performance of the precipitation dataset in hydrological modeling is specific to the basin [27] or the climatic characteristic which individual basins represent.

Though gridded rainfall datasets have been widely used in hydrological modeling studies, bias/uncertainties associated with the data have been shown to have an impact on the model calibration and subsequently on the hydrological simulations [28,29]. Studies have shown that though the overall rainfall pattern appeared to be similar across the different datasets, differences in terms of quantity were observed in the Wet Tropics, and even higher differences in the case of dry regions [30]. The uncertainty in rainfall among the datasets gets subsequently translated into error in the estimates of streamflow,
According to the Koppen classification, the selected watersheds represent tropical monsoon climate (Cfb), hot summer Mediterranean (Csa), warm summer Mediterranean (Csb), and hot summer humid (Am), tropical savanna climate (Aw), cold semi-arid (Bsk), humid subtropical (Cfa), temperate oceanic (Cfb), hot summer Mediterranean (Csa), warm summer Mediterranean (Csb), and hot summer humid continental (Dfa). The elevation of these watersheds varies from 0 to 2609 m above mean sea level. The annual rainfall ranges between 520 and 2517 mm for these watersheds. Land cover determinates how water is transported, allocated, and modified during residency on the landscape. As can be seen in Table 1, the selected watersheds have agriculture, rangeland, and forest as their dominant land cover/land use.

The ten watersheds selected for this analysis are distributed across five different continents and eight different climatic regions. Figure 1 shows the location of watersheds over the globe and their descriptions. Two watersheds from each of the following countries, namely, the USA, Brazil, Spain, Ethiopia, and India, were chosen for this study (Table 1), which belongs to different climatic classifications. According to the Koppen classification, the selected watersheds represent tropical monsoon climate (Am), tropical savanna climate (Aw), cold semi-arid (Bsk), humid subtropical (Cfa), temperate oceanic (Cfb), hot summer Mediterranean (Csa), warm summer Mediterranean (Csb), and hot summer humid continental (Dfa). The drainage area of the selected watersheds varied from 712 to 32,374 km². The elevation of these watersheds varies from 0 to 2609 m above mean sea level. The annual rainfall ranges between 520 and 2517 mm for these watersheds. Land cover/land use determines how water is transported, allocated, and modified during residency on the landscape. As can be seen in Table 1, the selected watersheds have agriculture, rangeland, and forest as their dominant land cover/land use.

2. Study Area
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Figure 1. Koppen classification of the world and the location of the watersheds used in this study along with their characteristics.
Table 1. List of watersheds used, and the codes used to specify them for this work.

| Code    | Watershed | Koppen Climate | Elevation (m) | Area (km²) | Annual Rainfall (mm) | Major Landuse     |
|---------|-----------|----------------|---------------|------------|----------------------|-------------------|
| 01_US_IOW | Iowa      | Dfa            | 191           | 303        | 32,374               | 890               | Agriculture      |
| 02_US_SAL | Salt      | Csa, Csb, Bsk  | 965           | 1719       | 11,152               | 520               | Forest, Rangeland|
| 03_BR_CHA | Chapeco   | Cfa            | 222           | 779        | 8,297                | 1,953             | Forest, Agriculture|
| 04_BR_CAN | Canoas    | Cfa            | 648           | 976        | 10,125               | 1,647             | Forest           |
| 05_SP_EO | Eo        | Cfb            | 16            | 568        | 712                  | 1,240             | Forest           |
| 06_SP_TAG | Tagus     | Csb, Cfb       | 723           | 1114       | 3,274                | 630               | Forest           |
| 07_ET_TAN | Lake Tana | Aw, Cwb       | 1,777         | 2,060      | 1,4,950              | 1,280             | Agriculture      |
| 08_ET_BEL | Beles     | Aw, Cwb       | 942           | 1,497      | 4,330                | 1,580             | Forest           |
| 09_IN_BAI | Baitarani | Aw             | 0             | 330        | 1,129                | 1,400             | Forest, Agriculture|
| 10_IN_MAN | Manimala  | Am             | 21            | 856        | 789                  | 2,517             | Agriculture      |

3. Materials and Methods

3.1. Rainfall Datasets

3.1.1. Gauge Rainfall Data

Gauge rainfall data have been taken as the reference dataset for the evaluation of satellite-based rainfall data in this study. For the USA watersheds, the local rainfall data is downloaded from the National Center for Environmental Information (NCEI) website. The local rainfall data for the watersheds in Brazil is downloaded from HidroWeb (http://www.snrh.gov.br/hidroweb/Publico/apresentacao.jsf). A total of 11 (03_BR_CHA) and 15 (04_BR_CAN) rainfall stations managed by the Brazilian National Water Agency (ANA) (www.ana.gov.br, Brasilia (DF), Brazil) were selected. For basins located in Spain, version 2.0 of the State Meteorology Agency (AEMET) (www.aemet.es, Madrid, Spain) grid has been used [32]. This grid has a spatial resolution of 5 km and provides daily rainfall from 1951 to March 2019. It has been produced based on the data from 3236 rainfall gauges, and according to previous studies [33], this grid provides satisfactory results in simulating streamflow. In the case of watersheds from Ethiopia, daily rainfall, and maximum/minimum temperature observations from 11 climatic stations in the Lake Tana and Beles basins are provided by the Ethiopian National Meteorological Agency (NMA) (www.ethiomet.gov.et, Addis Ababa, Ethiopia) from 1988 to 2005. The SWAT model weather data generator [34] was prepared using observed weather data at the Bahir Dar meteorological gauging station to complete missing data in the rainfall and maximum/minimum temperature and generate data for relative humidity, solar radiation, and wind speed. Streamflow data are provided by the Ethiopian Ministry of Water, Irrigation, and Electricity (http://www.mowie.gov.et/, Addis Ababa, Ethiopia) for the 1990–2005 time span. The gridded rainfall and temperature datasets at a spatial resolution of 0.25° and 1° respectively, developed by the India Meteorological Department (IMD) (www.imdpune.gov.in, Pune, India) using the rain gauge network across India, were employed for the two watersheds in India [35].

3.1.2. Climate Forecast System Reanalysis (CFSR) Data

CFSR is a reanalysis dataset which is a widely used source of weather data and is available at http://globalweather.tamu.edu/. This interpolated dataset is based on the National Weather Service Global Forecast System. The dataset is based on hourly forecasts derived using information from satellite products and the global weather station network [24]. The CFSR datasets are at a spatial resolution of ~38 km and are delivered through the official website of SWAT.

3.1.3. CHIRPS Data

CHIRPS is a 30+ year quasi-global rainfall dataset which blends satellite data of 0.050 spatial resolution with in situ rain gauge station data to generate a time series of gridded rainfall. The dataset incorporates monthly rainfall climatology Climate Hazards Group Rainfall Climatology (CHP Clim), geostationary thermal infrared satellite observations, Tropical Rainfall Measuring Mission (TRMM)
3B42 rainfall product, atmospheric model rainfall fields from NOAA Climate Forecast System and rainfall observations from national or regional meteorological sources [36]. The dataset is available open-source and, for the current study, data for the period 1988–2014 were obtained from http://chg.geog.ucsb.edu/data/chirps/. Since it is available at a fine spatial resolution of 0.050, the dataset can be treated as a potential source of rainfall input for distributed hydrological models.

The authors have created a standalone tool, “Chirps4SWAT” to extract the CHIRPS rainfall data from the FTP server and convert them into the format, which can be used as input for the SWAT model. This tool will be made available in the following link https://swat.tamu.edu/software/. A screenshot of this tool is shown in Figure 2. The user should enter the bounding coordinates of the watersheds, the years for which data are required, and its resolution to obtain the rainfall data in the format to be used in the SWAT model.

![Screenshot of the Chirps4SWAT tool to extract the Climate Hazards Group InfraRed Rainfall with Station data (CHIRPS) rainfall data.](image)

**Figure 2.** Screenshot of the Chirps4SWAT tool to extract the Climate Hazards Group InfraRed Rainfall with Station data (CHIRPS) rainfall data.

3.1.4. Evaluation Statistics Used

In this study, the capability of the CFSR and CHIRPS datasets as input to the SWAT model for simulating daily streamflow was evaluated and compared to identify the best of the gridded rainfall products. Firstly, daily ground-based rainfall observations were used to assess the performance of the CFSR and CHIRPS rainfall products. One approach that is commonly used is to compare the nearest grid point of each satellite-based product directly to the gauge observations, but, according to Yong et al. (2014) [37], this approach may lead to evaluation errors because of the differences in scales between them. Meng et al. (2014) [38] suggested that for hydrologic applications, it is recommended to use area-averaged rainfall data to make a comparison between rainfall products and rain gauge data. Following this recommendation, the evaluation was done using the data from 1988 to 2013. The accuracy of the data quality of CHIRPS and CFSR rainfall products were quantified using four basic statistical metrics at a daily and monthly scale. These statistics include root mean square error (RMSE), mean error (ME), correlation coefficient (CC), and relative bias (BIAS). The ability to detect daily rainfall events was also evaluated using the probability of detection (POD), false alarm ratio (FAR), and critical success index (CSI). POD measures the skill of the rainfall product in detecting the occurrence of rainfall, while FAR measures rainfall detections that were false alarms. CSI considers both situations, accurate forecasting and incorrect forecasting, and measures the ratio of actual rainy day count to the total number of rainy days estimated by the CHIRPS and CFSR rainfall products. The expressions of each indicator, unit, and absolute value are shown in Table 2.
Table 2. Statistical indices used for evaluating climate forecast system reanalysis (CFSR) and CHIRPS precipitation products.

| Statistical Index          | Unit | Equation                                                                 | Perfect Score |
|----------------------------|------|--------------------------------------------------------------------------|---------------|
| The correlation coefficient (CC) | -    | $CC = \frac{\sum_{i=1}^{n}(G_i - \bar{G})(S_i - \bar{S})}{\sqrt{\sum_{i=1}^{n}(G_i - \bar{G})^2 \sum_{i=1}^{n}(S_i - \bar{S})^2}}$ | 1             |
| Root mean squared error (RMSE) | mm   | $RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n}(S_i - G_i)^2}$                  | 0             |
| Mean error (ME)            | mm   | $ME = \frac{1}{n} \sum_{i=1}^{n}(S_i - G_i)$                            | 0             |
| Relative Bias (BIAS)       | %    | $BIAS = \frac{\sum_{i=1}^{n}(S_i - G_i)}{\sum_{i=1}^{n}G_i}$            | 0             |
| Probability of detection (POD) | -    | $POD = \frac{H}{H+M}$                                                  | 1             |
| False alarm ratio (FAR)    | -    | $FAR = \frac{F}{H+F}$                                                  | 0             |
| Critical success index (CSI) | -    | $CSI = \frac{H}{H+M+T}$                                               | 1             |

Gi, precipitation from local data; Si, precipitation derived from CHIRPS or CFSR; H, observed rain correctly detected; M, observed rain not detected; F, rain detected but not observed.

3.2. Hydrological Modelling

The study employed the Soil Water Assessment Tool (SWAT). This semi-distributed, process-based, river basin model operates on a daily time step to model major hydrological processes such as rainfall, surface runoff, evapotranspiration, soil, and root zone infiltration, and baseflow. SWAT incorporates the effects of surface runoff, groundwater flow, evapotranspiration, weather, crop growth, land, and agricultural management practices to assess the hydrological behavior of the watershed. Based on the topographical information about the watershed, SWAT models the watershed as an accumulation of the number of sub-watersheds. Each sub-watershed consists of several Hydrological Response Units (HRU). These HRUs are areas with homogeneous land use, management, topography, and soil characteristics. All the water budget calculation in SWAT happens at the HRU level. SWAT computes water balance at HRU scale, irrespective of the area of the watershed. Studies have shown that in the case of SWAT, spatial scale has little impact on the streamflow simulations [39–41]. While water balance is the driving force behind all the processes in SWAT, simulation of watershed hydrology is separated into the land phase, which controls the amount of water, sediment, and nutrient loadings to the main channel in each sub-watershed, and the routing phase, which accounts for the movement of water and sediments through the channel network of the watershed to the outlet.

3.2.1. SWAT Model Setup

SWAT requires data related to topography, land use, soil, weather, and stream discharge as inputs to assess water balance. The study used 30 * 30 m resolution digital elevation model (DEM) data derived from Shuttle Radar Topographic Mission (SRTM) (srtm.csi.cgiar.org) for delineating the watershed as well as for defining the stream network, area, and slope of the sub-watersheds. The input datasets, in the form of land-use and soil maps, are crucial for accurate representation of landcover and soil characteristics.

The input datasets, comprised of DEM, land use, and soil map, were co-registered to the projection of respective catchments for SWAT setup. Apart from DEM, land use and soil data, SWAT requires daily rainfall, minimum and maximum air temperature, solar radiation, wind speed, and relative humidity as input data for hydrological simulation. The details and sources of the datasets are provided in Table 3. DEM, land use, soil map, and reservoir location, along with the database input files for the model, were organized, assembled, and modeled following the guidelines of the interface of SWAT 2012.
Table 3. Description of the nature and source of datasets employed in the study.

| Code     | Data         | Description                        | Source                                                                 |
|----------|--------------|------------------------------------|------------------------------------------------------------------------|
| 01_US_IOW| DEM          | 30 m resolution map                | US Geological Survey (USGS) National Elevation Dataset                 |
| 02_US_SAL| Land use map | Vector database                    | USGS National Land Cover Database (NLCD) and Cropland Cropland Data Layers (CDL) |
|          | Soil map     | 1:250,000-scale                    | Digital General Soil Map of the United States (STATSGO)                |
|          | Temperature data | 5 km resolution                 | National Center for Environmental Information (NCEI) of the National Oceanic and Atmospheric Administration (NOAA) |
| 03_BR_CHA| DEM          | 30 m resolution map                | Empresa de Pesquisa Agropecuária e Extensão Rural de Santa Catarina (EPAGRI) |
| 04_BR_CAN| Land use map | Vector database                    | MapBiomas Project                                                     |
|          | Soil map     | 1 km resolution map                | Harmonized World Soil Map (HWSD)                                      |
|          | Temperature data | 38 km resolution                | Climate Forecast System Reanalysis (CFSR)                              |
| 05_SP_EO | DEM          | 25 m resolution map                | Spanish National Geographic Institute (IGN)                            |
| 06_SP_TAG| Land use map | Vector database                    | Corine Land Cover of year 2006 (CLC2006)                              |
|          | Soil map     | 1 km resolution map                | Harmonized World Soil Map (HWSD)                                      |
|          | Temperature data | SPAIN02 v5 dataset (0.1”)          | Spanish Meteorological Agency (AEMET) and University of Cantabria (UC) |
| 07_ET_TAN| DEM          | 30 m resolution map                | US Geological Survey (USGS)                                            |
| 08_ET_BEL| Land use map | Vector database                    | Ministry of Water, Irrigation and Electricity of Ethiopia (MoWIE)      |
|          | Soil map     | 1 km resolution map                | Harmonized World Soil Map (HWSD)                                      |
|          | Temperature data | Local Stations                    | National Meteorology Agency of Ethiopia (NMA)                          |
| 09_IN_BAI| DEM          | 90 m resolution map                | USGS Shuttle Radar Topography Mission (SRTM)                           |
| 10_IN_MAN| Land use map | Vector database                    | USGS Global Land Cover Characterization (GLCC)                         |
|          | Soil map     | 1 km resolution map                | Harmonized World Soil Map (HWSD)                                      |
|          | Temperature data | IMD gridded data (1”)              | Indian Meteorological Department (IMD)                                |

3.2.2. Calibration Process

The SWAT model was run for three scenarios corresponding to (a) observed rainfall data, (b) CFSR gridded rainfall (c) CHIRPS gridded rainfall. The model was run at a daily time step with the initial three years treated as a warm-up period. The period of the simulation was selected, such that all three sources of rainfall covered the common time frame. Excluding the warm-up, 2000–2009 was used for calibration and 2010–2013 was considered for validation. The Sequential Uncertainty Fitting algorithm (SUFI-2) within SWAT-CUP was used to automatically calibrate the model for streamflow [42].

The calibration procedure requires objective functions, which optimizes the search in the parameter space and finds the best combination that reflect the watershed characteristics [43]. These statistical coefficients help the modelers to analyze the simulation results. In this study, the Kling–Gupta Efficiency (KGE) [44] was used as the objective function in the SUFI2 algorithm and for model evaluation

\[ KGE = 1 - \sqrt{(r - 1)^2 + (\alpha - 1)^2 + (\beta - 1)^2} \] (1)

where \( r \) is the correlation coefficient between observed and simulated values, \( \alpha \) is the measure of relative variability in the simulated and observed values, and \( \beta \) is the bias normalized by the standard deviation in the observed values.

The KGE is composed of three components (\( \alpha \), \( \beta \), and \( r \)), which can be separately considered within each iteration, if necessary. The formulation also allows for the unequal weighting of the three components if one wishes to emphasize certain areas of the aggregate function tradeoff space. The KGE ranges from \(-\infty\) to 1. Regarding model performance, Nicolle et al. (2014) [45] consider 0.79 a good model, and Asadzadeh et al. (2016) [46] describes that a value of 0.45 could adequately estimate the daily streamflow.

The Percentage Bias (PBIAS) [47], p-factor and r-factor were metrics used to evaluate the model performance after calibration, through the distinct rainfall scenarios. The PBIAS evaluates the trend that the average of the simulated values has in relation to the observed ones. The ideal value of PBIAS is zero (%); a good model performance could be ±25% for streamflow [48]; positive values indicate a model underestimation and negative values overestimation.
\[
Pbias = \left( \frac{\sum_{i=1}^{n} (X_{i}^{obs} - X_{i}^{sim})^2}{\sum_{i=1}^{n} (X_{i}^{obs})} \right) \times 100 \tag{2}
\]

where \(X_{i}^{sim}\) is simulated values; and \(X_{i}^{obs}\) is observed values.

The \(p\)-factor and \(r\)-factor are the two uncertainty measures offered by SUFI-2. The \(p\)-factor is the percentage of observed data bracketed by the 95 percentage prediction uncertainty (ppu). The \(r\)-factor is equal to the average thickness of the 95 ppu band divided by the standard deviation of the observed data. A \(p\)-factor above of 0.70 and an \(r\)-factor under of 1.5 can be considered satisfactory simulations [49]

\[
p-factor = \frac{nX_{in}}{n} \tag{3}
\]

\[
r-factor = \frac{\frac{1}{n} \sum_{i=1}^{n} \left( X_{M}^{t_i,97.5\%} - X_{M}^{t_i,2.5\%} \right)}{\sigma_{obs}} \tag{4}
\]

where \(X_{M}^{t_i,97.5\%}\) and \(X_{M}^{t_i,2.5\%}\) represent the upper and lower simulated boundaries at the time \(t_i\) of the 95 ppu, and \(n\) is the number of observed datapoints, M refers to modele, \(t_i\) is the simulation time step, \(\sigma_{obs}\) stands for the standard deviation of the measured data; and \(nX_{in}\) is the number of observed data in the 95 ppu interval.

4. Results and Discussion

4.1. Evaluation of Gridded Rainfall Products

Daily and monthly precipitation estimates from CFSR and CHIRPS precipitation products were compared against the rain gauge data. The daily contingency scores CSI, FAR, and POD and the statistical indices CC, RMSE, ME, and BIAS are calculated and summarized in Table 4. Overall, CHIRPS exhibited the best overall performance for the period 1988–2013. This is especially true for a monthly scale where the values of CC, RMSE, ME, and BIAS indicated that CHIRPS data is in closest agreement with the observed data. The sign of monthly CC indicates that CHIRPS clearly outperforms CFSR, with the largest values in the watersheds located in the USA, Brazil, and Ethiopia. Minimum correlation values and the highest BIAS are found in the headwaters of the Tagus River (Spain). This result coincides with those of Katsanos et al. (2016) [50], which analyzed CHIRPS throughout the Mediterranean area and detected a poor correlation with local data, highlighting the possible lack of observed data over these areas.

Compared to the values of monthly statistical indices, daily CC is significantly lower in all watersheds, and it is difficult to deduce which rainfall product has better performance. This is due to the fact that, on a daily scale, the correlation coefficient is especially insensitive to additive and proportional differences and oversensitive to extreme values [51]. Related to the rainfall detection metrics, CFSR showed better skill at detecting rainfall events with higher CSI and POD values in all the studied basins and lower FAR values in all the basins studied except the one located in the Manimala river.

Based on the comparison of monthly rainfall statistics with that of observation data, high CC and low RMSE, ME and BIAS for CHIRPS data were obtained for almost all watersheds except those in Spain and Ethiopia. IOWA watershed in the USA (01_US_IOW) exhibited the highest CC value and lowest monthly statistics for RMSE, ME, and BIAS. Though the FAR value for CHIRPS in the Manimala river was slightly higher compared to other watersheds, a higher POD value was also noted for the same watershed. The high POD value specific to the Baitarani river shows the positive skill of the CHIRPS data in detecting rainfall occurrences in the Manimala river. The FAR values for CHIRPS are lower compared to CFSR for all watersheds except the 02_US_SAL watershed. POD and CSI values for CFSR data were found to be higher than CHIRPS data.
for almost all watersheds except Baitarani river. This clearly indicates that CHIRPS data fare well in the rainfall prediction accuracy, compared with lower FAR values for most of the selected watersheds. In the case of CFSR data, the estimation skill of rainfall is attributed to the higher POD and CSI values.

Table 4. Monthly and daily statistical and contingency indices for the CFSR and CHIRPS precipitation products as compared to the rain gauge observations.

| Code     | Sources | Monthly | Daily |
|----------|---------|---------|-------|
|          | CC      | RMSE (mm) | ME (mm) | BIAS (%) | CC      | RMSE (mm) | ME (mm) | CSI | FAR | POD |
| 01_US_IOW| CFSR    | 0.78     | 33.19   | 2.59   | 3.50   | 0.54     | 4.97     | 0.09 | 0.78 | 0.13 | 0.88 |
|          | CHIRPS  | 0.99     | 6.46    | −0.35  | −0.47  | 0.70     | 4.09     | −0.01 | 0.54 | 0.09 | 0.57 |
| 02_US_MIN| CFSR    | 0.89     | 22.93   | 6.56   | 15.15  | 0.72     | 3.18     | 0.22 | 0.59 | 0.09 | 0.63 |
|          | CHIRPS  | 0.97     | 12.08   | −3.89  | −8.97  | 0.61     | 3.26     | −0.13 | 0.42 | 0.13 | 0.45 |
| 03_BR_CHA| CFSR    | 0.67     | 69.67   | −3.21  | −1.95  | 0.47     | 10.58    | −0.11 | 0.73 | 0.19 | 0.87 |
|          | CHIRPS  | 0.97     | 20.27   | 1.73   | 1.05   | 0.62     | 9.35     | 0.06 | 0.54 | 0.12 | 0.58 |
| 04_BR_CAN| CFSR    | 0.74     | 55.28   | 18.63  | 13.33  | 0.47     | 9.27     | 0.61 | 0.77 | 0.20 | 0.96 |
|          | CHIRPS  | 0.96     | 18.57   | −1.16  | −0.83  | 0.55     | 8.31     | −0.04 | 0.52 | 0.12 | 0.57 |
| 05_SP_EO | CFSR    | 0.91     | 30.86   | 6.15   | 9.95   | 0.74     | 4.62     | 0.20 | 0.83 | 0.06 | 0.88 |
|          | CHIRPS  | 0.84     | 40.95   | 11.31  | 10.94  | 0.42     | 9.66     | 0.37 | 0.31 | 0.02 | 0.31 |
| 06_SP_TAG| CFSR    | 0.83     | 26.70   | −13.72 | −25.72 | 0.64     | 2.93     | −0.45 | 0.70 | 0.05 | 0.73 |
|          | CHIRPS  | 0.80     | 28.97   | −12.89 | −24.17 | 0.55     | 3.61     | −0.42 | 0.36 | 0.04 | 0.36 |
| 07_ET_TAN| CFSR    | 0.95     | 57.04   | 13.04  | 11.75  | 0.69     | 5.07     | 0.43 | 0.76 | 0.19 | 0.94 |
|          | CHIRPS  | 0.98     | 38.60   | −16.46 | −14.83 | 0.63     | 5.58     | −0.54 | 0.54 | 0.07 | 0.56 |
| 08_ET_BEL| CFSR    | 0.92     | 126.35  | 44.22  | 31.72  | 0.54     | 6.86     | 1.45 | 0.78 | 0.14 | 0.78 |
|          | CHIRPS  | 0.96     | 50.11   | −28.62 | −20.53 | 0.62     | 6.07     | −0.94 | 0.60 | 0.07 | 0.60 |
| 09_IN_BAI| CFSR    | 0.90     | 99.72   | 34.77  | 27.43  | 0.57     | 9.42     | 1.14 | 0.77 | 0.16 | 0.91 |
|          | CHIRPS  | 0.95     | 42.68   | −2.45  | −1.94  | 0.53     | 8.53     | −0.08 | 0.66 | 0.16 | 0.76 |
| 10_IN_MAN| CFSR    | 0.78     | 172.37  | 61.45  | 24.95  | 0.49     | 16.13    | 2.02 | 0.73 | 0.26 | 0.97 |
|          | CHIRPS  | 0.83     | 133.55  | 4.24   | 1.72   | 0.30     | 18.78    | 0.14 | 0.59 | 0.21 | 0.70 |

One of the reasons for the low capacity of CHIRPS in detection metrics is its low number of rainy days compared to observed data. As shown in Table 5, in all the watersheds studied, CHIRPS detects fewer rainy days than those observed with local data. This situation is especially relevant in 02_US_MIN, 05_SP_EO and 06_SP_TAG where, for the period 1988–2013, CHIRPS underestimates the occurrence of rainfall even above 50%. However, when looking at the number of days in which more than 1 mm of rain was recorded, the detection capacity of CHIRPS increases considerably but is still lower than local data. If the threshold is set at 10 mm, the CHIRPS detection capacity of these heavy precipitation events has better agreement with local observations than that of the CFSR. This good capability of detecting the most intense rain events is what makes its flow simulation capability acceptable despite its low detection metrics.

Table 5. Number of days with precipitation greater than 0 (PD0), 1 (PD1) or 10 (PD10) mm during the study period (1988–2013).

| Code     | PD0 | PD1  | PD10 |
|----------|-----|------|------|
|          | LOCAL | CFSR | CHIRPS | LOCAL | CFSR | CHIRPS | LOCAL | CFSR | CHIRPS |
| 01_US_IOW| 7569 | 7671 | 4731 | 3239 | 3529 | 2989 | 717 | 715 | 779 |
| 02_US_MIN| 6347 | 4435 | 3305 | 2413 | 3239 | 2989 | 717 | 715 | 779 |
| 03_BR_CHA| 6737 | 7268 | 4446 | 4855 | 4496 | 3533 | 1640 | 1623 | 1741 |
| 04_BR_CAN| 7258 | 8758 | 4671 | 4665 | 5117 | 3549 | 1463 | 1481 | 1547 |
| 05_SP_EO | 8455 | 7891 | 2667 | 4334 | 4321 | 2225 | 1017 | 1083 | 1125 |
| 06_SP_TAG| 8140 | 6263 | 3099 | 2863 | 3237 | 1864 | 421 | 265 | 361 |
| 07_ET_TAN| 5104 | 5938 | 3076 | 4120 | 4128 | 2650 | 1319 | 1495 | 1162 |
| 08_ET_BEL| 4901 | 5120 | 3342 | 4365 | 4146 | 3152 | 1742 | 2232 | 1457 |
| 09_IN_BAI| 5467 | 5957 | 4911 | 4001 | 3867 | 3887 | 1210 | 1907 | 1394 |
| 10_IN_MAN| 5951 | 7808 | 5281 | 4821 | 6473 | 4625 | 2278 | 2901 | 2379 |
Figure 3 shows the box plot comparison of monthly rainfall from Gauge, CFSR, and CHIRPS over the selected watersheds. In the 01_US_IOW watershed during the snowfall season, which extends from mid-October to mid-April, CFSR presents more snowfall compared to gauge data. However, from June to September, which is the rainy season, CFSR had less rainfall compared to gauge data. In the case of the 02_US_SAL watershed, CFSR data depicted slightly more rainfall during high rainfall months while the performance of CFSR remained on par with the gauge data during low rainfall months. Furthermore, both in Iowa and Salt watersheds, the performance of CHIRPS matches well with the gauge data throughout the year.

Figure 3. Box plot comparison of the magnitude of rainfall and its temporal distribution generated by 1. Gauge 2. CFSR, and 3. CHIRPS.
In the Chapecó watershed, CFSR exhibited a slightly lower rainfall magnitude for the September and October months, while in the Canoas watershed, CFSR data slightly overestimated rainfall in some months. However, the Chapecó and Canoas watersheds, which have rainfall throughout the year, had both CFSR and CHIRPS in good agreement with rain gauge data except for in a few months. For the EO watershed, which experiences rainfall throughout the year, the variability range of all the three-rainfall data did not differ much. The Tagus River, which has low annual rainfall distributed across the year, saw the performance of all three rainfall datasets fail to show significant variability over the months. In the 07_ET_TAN and 08_ET_BEL watersheds, CFSR had more rainfall during the high rainfall months, and for rest of the period, the performances of CFSR and CHIRPS were similar to that of gauge data. However, in the 08_ET_BEL watershed, CHIRPS data outperformed CFSR data for almost all the months. In the case of the Baitaran watershed, which has a unimodal rainfall pattern, CFSR data had more rainfall during the rainy season; during the non-rainy season, the three rainfall datasets had almost similar rainfall magnitude. The 10_IN_MAN watershed, with a bimodal rainfall pattern, exhibited slightly higher rainfall by CFSR data during the rainy season, while summer months exhibited similar performance by all the three-rainfall data. Further, CHIRPS data matched well with the gauge data for both Baitaran and Manimala watersheds.

All three datasets were consistent in capturing the seasonal pattern of rainfall for the watersheds 07_ET_TAN, 08_ET_BEL, 09_IN_BAI, and 10_IN_MAN, with rainy months concentrated during the period June–October. Though seasonally consistent, CFSR had more rainfall in comparison with Gauge and CHIRPS for the rainy months. However, for the rest of the months with monthly rainfall less than 200 mm, the pattern and magnitude of rainfall from CFSR, CHIRPS are in agreement with the rain gauge. In the case of watersheds (01_US_IOW, 02_US_MIN, 03_BR_CHA, 04_BR_CAN, 05_SP_EO, and 06_SP_TAG), the rainfall is distributed throughout the year, with the magnitude of rainfall less in comparison with the watersheds belonging to a monsoon climate. Except for the watersheds 04_BR_CAN and 06_SP_TAG, where CFSR reported rains with marginally higher magnitude, a significant difference was not exhibited by the rainfall datasets.

Figure 4 shows the cumulative distribution fraction of the monthly rainfall acquired from local data, CFSR, and CHIRPS averaged over individual study watersheds during the period 1988–2013. The datasets exhibited similarity for values of monthly rainfall up to 100 mm across the watersheds, irrespective of the climatic zone to which they belong. The distribution of CHIRPS and CFSR matches the gauge data for values of monthly rainfall within 100 mm. Overall, CFSR and CHIRPS datasets agreed better with gauge data for the watersheds 01_US_IOW, 02_US_MIN, 03_BR_CHA, 04_BR_CAN, 05_SP_EO and 06_SP_TAG. CHIRPS and CFSR exhibit similar distribution with gauge for all rainfall depths. However, it should be noted that differences among the rainfall products were noteworthy in the case of watersheds belonging to Tropical monsoon (10_IN_MAN), Tropical wet/dry (09_IN_BAI) and Tropical highland monsoon (07_ET_TAN, 08_ET_BEL) climate. Unlike the rest of the watersheds, the box plot comparison of rainfall datasets indicates a monsoon climate with high magnitude rains reported during the monsoon months for the watersheds 07_ET_TAN, 08_ET_BEL, 09_IN_BAI and 10_IN_MAN. In the case of Indian watersheds (09_IN_BAI and 10_IN_MAN), CFSR datasets showed a different probability of occurrence for monthly rains greater than 150 mm. The most considerable difference in the CDFs corresponding to CFSR occurred for higher monthly rainfall depths, which coincides with the monsoon months. This difference in magnitude of rainfall is likely to translate to higher simulated runoff. Overall, it can be observed that CHIRPS is comparable with Gauge datasets, while CFSR shows variability at the higher magnitude of monthly rainfall. Figure 5 shows the cumulative distribution fraction of the daily rainfall.
irrespective of the climatic zone to which they belong. The distribution of CHIRPS and CFSR matches the gauge data for values of monthly rainfall within 100 mm. Overall, CFSR and CHIRPS datasets agreed better with gauge data for the watersheds 01_US_IOW, 02_US_MIN, 03_BR_CHA, 04_BR_CAN, 05_SP_EO and 06_SP_TAG. CHIRPS and CFSR exhibit similar distribution with gauge for all rainfall depths. However, it should be noted that differences among the rainfall products were noteworthy in the case of watersheds belonging to Tropical monsoon (10_IN_MAN), Tropical wet/dry (09_IN_BAI) and Tropical highland monsoon (07_ET_TAN, 08_ET_BEL) climate. Unlike the rest of the watersheds, the box plot comparison of rainfall datasets indicates a monsoon climate with high magnitude rains reported during the monsoon months for the watersheds 07_ET_TAN, 08_ET_BEL, 09_IN_BAI and 10_IN_MAN. In the case of Indian watersheds (09_IN_BAI and 10_IN_MAN), CFSR datasets showed a different probability of occurrence for monthly rains greater than 150 mm. The most considerable difference in the CDFs corresponding to CFSR occurred for higher monthly rainfall depths, which coincides with the monsoon months. This difference in magnitude of rainfall is likely to translate to higher simulated runoff. Overall, it can be observed that CHIRPS is comparable with Gauge datasets, while CFSR shows variability at the higher magnitude of monthly rainfall. Figure 5 shows the cumulative distribution fraction of the daily rainfall.

Figure 4. Cumulative distribution of monthly rainfall of the selected watersheds for 1. Gauge 2. CFSR, and 3. CHIRPS.
4.2. Streamflow Evaluation

Hydrological simulations from the SWAT model using three rainfall datasets (rain gauge, CFSR, and CHIRPS) were intercompared to evaluate the hydrological utility of satellite rainfall product-CHIRPS. The performance of the rainfall datasets was assessed based on scatter plots,
cumulative probability plots of observed and simulated flows along with statistical indices NSE, KGE, and PBIAS at both daily and monthly scale. Previous studies [19,23,36] have evaluated the performance of reanalysis datasets in hydrologic simulations across watersheds of varying sizes. The CFSR and CHIRPS products used in the current and above-mentioned studies are available at spatial resolutions of 0.25 and 0.05 degree, respectively. Hence, we observe that further downscaling is not a requisite for the use of these data as an input to SWAT.

Table 6 shows the statistical measures employed to evaluate the performance of streamflow simulation at a monthly scale using gauge data, CFSR, and CHIRPS. From Table 6, it can be noted that in the 01_US_IOW watershed, CHIRPS data performed well during calibration and validation periods with respect to observed streamflow. Though the PBIAS was higher, the performance of rain gauge data was equally comparable with CHIRPS in terms of NSE and KGE for both calibration and validation. However, CFSR data gave a lower NS value, which could be due to their lower ability to capture extreme events, which is clear from the high RMSE value of CFSR rainfall data (Table 4). In the 02_US_SAL watershed, CHIRPS data outperformed others, with a high KGE value during both calibration and validation.

Table 6. Model performance for the calibration and the validation period at the monthly scale.

| Watershed | Rainfall Source | Calibration | Validation |
|-----------|----------------|-------------|------------|
|           |                | NSE | KGE | PBIAS | NSE | KGE | PBIAS |
| 01_US_IOW | Local          | 0.83 | 0.82 | 15.65 | 0.77 | 0.79 | 9.33  |
|           | CFSR           | 0.59 | 0.78 | 8.82  | 0.51 | 0.73 | -5.01 |
|           | CHIRPS         | 0.85 | 0.90 | 5.30  | 0.78 | 0.82 | 6.16  |
| 02_US_SAL | Local          | 0.55 | 0.68 | 15.94 | -1.43 | 0.01 | -12.39 |
|           | CFSR           | -0.46 | 0.11 | -53.94 | -3.91 | -0.72 | -65.56 |
|           | CHIRPS         | 0.54 | 0.77 | -3.20 | 0.61 | 0.61 | 6.59  |
| 03_BR_CHA | Local          | 0.80 | 0.88 | 3.80  | 0.63 | 0.62 | 31.9  |
|           | CFSR           | 0.26 | 0.64 | -1.90 | -0.40 | 0.24 | 40.3  |
|           | CHIRPS         | 0.83 | 0.91 | 0.40  | 0.40 | 0.20 | 3.2   |
| 04_BR_CAN | Local          | 0.81 | 0.87 | -3.00 | 0.57 | 0.53 | 34.1  |
|           | CFSR           | 0.13 | 0.58 | -11.90 | 0.02 | 0.36 | 32.1  |
|           | CHIRPS         | 0.80 | 0.88 | 0.60  | -0.95 | 0.12 | 1.4   |
| 05_SP_EO  | Local          | 0.87 | 0.93 | 2.06  | 0.84 | 0.81 | 5.87  |
|           | CFSR           | 0.83 | 0.90 | 2.04  | 0.64 | 0.76 | -11.45 |
|           | CHIRPS         | 0.74 | 0.77 | -18.55 | 0.73 | 0.75 | -7.77 |
| 06_SP_TAG | Local          | 0.66 | 0.74 | 10.54 | 0.68 | 0.75 | 17.09 |
|           | CFSR           | 0.30 | 0.58 | 27.55 | 0.30 | 0.62 | 6.13  |
|           | CHIRPS         | 0.09 | 0.52 | 24.81 | 0.62 | 0.64 | 31.39 |
| 07_ET_TAN | Local          | 0.69 | 0.57 | 12.46 | 0.43 | 0.26 | 43.97 |
|           | CFSR           | 0.77 | 0.57 | 21.42 | 0.21 | 0.13 | 59.16 |
|           | CHIRPS         | 0.61 | 0.46 | 21.09 | 0.32 | 0.14 | 55.05 |
| 08_ET_BEL | Local          | 0.46 | 0.55 | -37.73 | 0.54 | 0.54 | -42.65 |
|           | CFSR           | 0.57 | 0.36 | -50.27 | 0.75 | 0.60 | -27.99 |
|           | CHIRPS         | 0.47 | 0.32 | -61.90 | 0.73 | 0.73 | -23.45 |
| 09_IN_BAI | Local          | 0.82 | 0.89 | -6.35 | 0.68 | 0.76 | 1.6   |
|           | CFSR           | -0.31 | -0.21 | -116.2 | -0.43 | -0.32 | -117.2 |
|           | CHIRPS         | 0.77 | 0.88 | 1.15  | 0.64 | 0.62 | 13.4  |
| 10_IN_MAN | Local          | 0.58 | 0.78 | -0.04 | 0.62 | 0.79 | 0.52  |
|           | CFSR           | 0.70 | 0.65 | 0.05  | 0.60 | 0.67 | 0.40  |
|           | CHIRPS         | 0.70 | 0.79 | 0.02  | 0.71 | 0.69 | 0.27  |
Furthermore, flow simulations with rain gauge data reported very low KGE value during the validation period. This is due to a localized event that occurred during January 2010, which was not properly translated into flow simulations as the Thiessen polygon rainfall averaging technique employed in rain gauge data was inefficient to restrict it as a local event causing local flow. The performance of CFSR was not satisfactory compared to other rainfall data, which also was confirmed by the high RMSE value obtained during the analysis of CFSR rainfall (Table 4).

In the 03_BR_CHA watershed, CHIRPS and rain gauge data achieved a very good performance during the calibration period, with the CHIRPS model reporting the highest NSE and KGE values of 0.83 and 0.91 for calibration and lowest PBIAS value of 0.40. CFSR-driven simulations reached the level of good performance only due to low PBIAS value (−1.90%). It is observed that for the two watersheds in Brazil, the performance of CFSR is poor, which may be attributed to the high RMSE value of the monthly rainfall statistics (Table 4). While in the 04_BR_CAN watershed, both CHIRPS and rain gauge data performed better, however, a lower PBIAS value of 0.60 was reported for CHIRPS data-based simulations.

The performance of CHIRPS data to simulate the flow is inferior compared to that of gauge and CFSR data for the 05_SP_EO watershed. The high-resolution CHIRPS data were ineffective in improving the simulated flows and it is interesting to note large biases in CHIRPS data (Table 4), which may be translated into flow simulations. This may be attributed to the small size of the watershed. In the 06_SP_TAG watershed, model simulations with rain gauge data as input had a higher performance than CFSR and CHIRPS data. This may be due to the presence of large biases in rainfall estimates of both CFSR and CHIRPS data (Table 4).

In the case of Ethiopian watersheds (07_ET_TAN, 08_ET_BEL) the performance of CFSR was relatively better in comparison with CHIRPS. CHIRPS data performed fairly well in 09_IN_BAI watershed with a relatively low value of PBIAS during the calibration period and slightly higher value of PBIAS during the validation period. In the 09_IN_BAI watershed, the performance of CFSR data was unsatisfactory and can be attributed to the overestimation of rainfall in the watershed (Figures 3 and 4). Further, high values of RMSE, ME, and BIAS were observed for CFSR data (Table 4). In the 10_IN_MAN watershed, CHIRPS outperformed others in streamflow simulation even though there was no high disparity between the performance criteria values of other rainfall data on a monthly scale. However, a low value of NSE was obtained for gauge data during the calibration period; this indicates the inability of the model to capture high flows.

The summary of the model evaluation statistics for all watersheds at the monthly scale shows that gauge and CHIRPS datasets have almost similar performance. The streamflow simulations across the watersheds with gauge data as an input performed well with small PBIAS and NS and KGE values greater than 0.7 in the majority of the watersheds. The results indicate that the monthly streamflow simulations using CHIRPS showed relatively better performance with NS greater than 0.7 and KGE greater than 0.74 for most of the watersheds considered in the study. The statistical measures signified that CHIRPS performed satisfactorily during validation with many of the statistics within the acceptable model performance range. It may be noted that in the case of watersheds 09_IN_BAI, 04_BR_CAN, 02_US_SAL, the performance of CFSR is relatively poor, which can be attributed to the disparity between CFSR and gauge rainfall, wherein CFSR overestimates the rainfall (Figure 4). The overestimation of rainfall, which translates to overestimation in streamflow simulations, is reflected in the high negative PBIAS values for the respective watersheds. The overestimation of CFSR seems to be significant during the validation period, with reportedly high PBIAS for the watersheds.

Table 7 summarises the model evaluation statistics of streamflow simulations at the daily timescale. In 01_US_IOW watershed, CHIRPS data gave more accurate streamflow simulations on a daily timescale compared to the other rainfall inputs. The statistical comparisons showed positive NS and KGE values based on CHIRPS data for both calibration and validation periods, which indicates good skills in the simulations. In the 02_US_SAL watershed, statistical comparisons showed that hydrological simulations with rain gauge data as input had a higher performance during the calibration period than
those based on other rainfall inputs. In the 03_BR_CHA, though CHIRPS data obtained a negative NS value, the performance was satisfactory with the highest value of KGE (0.36) obtained during the calibration period at a daily timescale. In the 04_BR_CAN watershed, the NS and KGE values for CHIRPS data were close to that for rain gauge input.

Table 7. Model performance for the calibration and the validation period at the daily scale.

| Watershed   | Rainfall Source | Calibration   | Validation   |
|-------------|----------------|---------------|--------------|
|             |                | NSE  | KGE  | PBIAS | NSE  | KGE  | PBIAS |
| 01_US_IOW   | Local          | 0.30 | 0.64 | 15.67 | 0.35 | 0.67 | 9.23  |
|             | CFSR           | 0.05 | 0.55 | 9.03  | −0.27| 0.45 | −4.88 |
|             | CHIRPS         | 0.44 | 0.73 | 5.38  | 0.42 | 0.72 | 6.05  |
| 02_US_SAL   | Local          | 0.04 | 0.53 | 16.38 | −0.91| −0.18| 65.70 |
|             | CFSR           | −2.52| −0.35| −53.77| −11.90| −2.08| −65.58|
|             | CHIRPS         | −0.46| 0.27 | −2.57 | −0.39| 0.38 | 6.94  |
| 03_BR_CHA   | Local          | −0.9 | 0.03 | 10.30 | −0.91| −0.18| 65.70 |
|             | CFSR           | −0.79| 0.28 | −1.00 | −1.47| −0.02| 3.90  |
|             | CHIRPS         | −0.46| 0.36 | 11.10 | −1.29| 0.00 | 13.10 |
| 04_BR_CAN   | Local          | 0.36 | 0.69 | −3.10 | −1.51| 0.02 | 11.20 |
|             | CFSR           | −0.77| 0.28 | −8.20 | −1.82| 0.02 | 6.20  |
|             | CHIRPS         | 0.26 | 0.65 | −1.50 | −1.39| 0.03 | 10.60 |
| 05_SP_EO    | Local          | 0.61 | 0.79 | 1.29  | 0.53 | 0.65 | 5.50  |
|             | CFSR           | 0.54 | 0.76 | 1.34  | −0.07| 0.50 | −12.22|
|             | CHIRPS         | −0.16| 0.46 | −19.34| 0.16 | 0.49 | −8.38 |
| 06_SP_TAG   | Local          | 0.44 | 0.71 | 10.73 | 0.50 | 0.70 | 17.70 |
|             | CFSR           | −0.01| 0.49 | 28.10 | −0.29| 0.41 | 6.80  |
|             | CHIRPS         | −0.39| 0.37 | 25.04 | 0.08 | 0.50 | 31.84 |
| 07_ET_TAN   | Local          | 0.52 | 0.52 | 12.76 | 0.28 | 0.19 | 44.15 |
|             | CFSR           | 0.65 | 0.53 | 21.59 | 0.15 | 0.05 | 59.23 |
|             | CHIRPS         | 0.47 | 0.41 | 21.37 | 0.23 | 0.08 | 35.24 |
| 08_ET_BEL   | Local          | −0.33| 0.37 | −39.81| −0.59| 0.23 | −42.11|
|             | CFSR           | 0.11 | −0.73| −52.80| 0.29 | −0.73| −27.90|
|             | CHIRPS         | −0.32| −0.73| −63.91| 0.14 | −0.73| −23.12|
| 09_IN_BAI   | Local          | −0.13| 0.47 | −6.25 | 0.23 | 0.33 | 10.8  |
|             | CFSR           | −1.40| −0.34| −104  | −0.73| −0.67| −111  |
|             | CHIRPS         | 0.12 | 0.54 | −14.65| 0.10 | 0.44 | 6.7   |
| 10_IN_MAN   | Local          | 0.19 | 0.61 | −4.5  | 0.54 | 0.76 | 6.5   |
|             | CFSR           | 0.17 | 0.46 | 20.2  | 0.34 | 0.37 | 2.7   |
|             | CHIRPS         | 0.22 | 0.54 | 5.5   | 0.47 | 0.41 | 1.8   |

Moreover, the model simulations based on rain gauge data had higher performance in the two watersheds in Spain than those based on other rainfall inputs for both calibration and validation periods. The performance statistics at daily scale indicate that CFSR outperformed CHIRPS in the case of Ethiopian watersheds (07_ET_TAN, 08_ET_BEL). In the 09_IN_BAI watershed, though the NSE value was slightly lower for CHIRPS data, a KGE value above 0.5 was obtained for both calibration and validation period, which indicated a good skill of CHIRPS data in streamflow simulations. The 10_IN_MAN watershed statistical comparisons showed that the simulations obtained with rain gauge data as input had a higher performance for both calibration and validation periods than those based on other rainfall inputs on a daily timescale.

Thus, taking into consideration the performance during both calibration and validation periods for the selected watersheds, it can be stated that the CHIRPS dataset outpaced CFSR, and the statistical measures were on par with that of gauge data.
Figure 6 shows the scatter plot and histogram comparison between the observed and simulated flows at a monthly scale based on gauge, CFSR, and CHIRPS datasets. In the case of the 01.US_IOW and 02.US_SAL watersheds, the flows simulated by CFSR datasets generated scatter with more spread across the 1:1 line during calibration and validation period. This indicated that the performance of flow simulated by the CHIRPS data is on par with that of gauge data in the case of the selected USA watersheds. The watersheds in Brazil exhibited similar behavior with increased scatter for the CFSR dataset in comparison with CHIRPS during the calibration period, but performance during validation was relatively poor for both CHIRPS and CFSR datasets at monthly scale (Figure 6).

The scatter plots of two watersheds in Spain (05.SP_EO and 06.SP_TAG) depicted larger scatter for CHIRPS data-based flow simulations. This brings out the relatively poor performance of CHIRPS data in these two watersheds during the calibration period. However, the mixed scatter pattern indicates that all three rainfall datasets performed at a similar level of efficiency to generate the flows during the validation period.

In the case of the 09_IN_BAI watershed, the streamflow simulation with Gauge and CHIRPS outperformed CFSR during calibration and validation at the monthly scale. The scatter plots of simulated vs. observed streamflows at monthly scale show linear trends with less scatter in the case of gauge- and CHIRPS-based simulations, while the points are widely scattered for CFSR-based simulations. All three datasets were consistent in capturing the onset of the flow events (high flows and low flows) during calibration and validation periods, however CFSR simulations over predicted the peak flow events. In the case of the 09_IN_BAI basin, high flows occurred during the monsoon months (July—September), and overestimation of the simulated streamflows can be attributed to the overestimation of precipitation by CFSR data product. The poor performance arose mainly from the low statistical agreement between CFSR precipitation data products and gauge data.

In the case of the 10_IN_MAN watershed, the scatterplots of simulated flows against observed flow clearly show a linear trend with an almost similar scatter for gauge, CFSR, and CHIRPS data. This indicates that there is not much disparity between the flows simulated based on gauge, CFSR, and CHIRPS data for both calibration and validation period at the monthly scale. However, it can be noted from the histogram plot that medium flows obtained with CFSR data are slightly higher compared to gauge and CHIRPS.

| Local Data | CFSR | CHIRPS | Validation |
|------------|------|--------|------------|
| 01 US IOW  | ![Image](image1.png) | ![Image](image2.png) | ![Image](image3.png) |
| 02 US SAL  | ![Image](image4.png) | ![Image](image5.png) | ![Image](image6.png) |
| 03 BR CHA  | ![Image](image7.png) | ![Image](image8.png) | ![Image](image9.png) |
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Figure 6. Relationship between the observed and simulated data for accumulated monthly streamflow. The calibration process is separate for each rainfall input (local data, CFSR, and CHIRPS, respectively) represented by the combination of the histogram and scatter plots. The scatter plot alone represents the validation process for the three inputs together (for interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.).

In the case of the 09_IN_BAI watershed, the streamflow simulation with Gauge and CHIRPS outperformed CFSR during calibration and validation at the monthly scale. The scatter plots of simulated vs. observed streamflows at monthly scale show linear trends with less scatter in the case of gauge-
and CHIRPS-based simulations, while the points are widely scattered for CFSR-based simulations. All three datasets were consistent in capturing the onset of the flow events (high flows and low flows) during calibration and validation periods, however CFSR simulations over predicted the peak flow events. In the case of the 09_IN_BAI, basin, high flows occurred during the monsoon months (July—September), and overestimation of the simulated streamflows can be attributed to the overestimation of precipitation by CFSR data product. The poor performance arose mainly from the low statistical agreement between CFSR precipitation data products and gauge data.

In the case of the 10_IN_MAN watershed, the scatterplots of simulated flows against observed flow clearly show a linear trend with an almost similar scatter for gauge, CFSR, and CHIRPS data. This indicates that there is not much disparity between the flows simulated based on gauge, CFSR, and CHIRPS data for both calibration and validation period at the monthly scale. However, it can be noted from the histogram plot that medium flows obtained with CFSR data are slightly higher compared to gauge and CHIRPS.

Figure 7 represents the daily Cumulative Probability plots for the calibration and validation period. Calibration graphs show the uncertainty envelope, and the results obtained based on the best parameters after calibration. The values obtained for p factor and r factor evaluation criteria were calculated based on 500 iterations performed during the calibration process. The p factor and r factor assess the degree of uncertainties accounted for in the calibrated model. The degree of deviation of p factor and r factor from the accepted value helps to determine the efficiency of the calibrated model. A large p factor can be obtained only at the expense of a large r factor; hence, a balance must be maintained between these two factors.

The results of SWAT calibration at a daily scale for the 01_US_IOW watershed with a p factor value of 0.43 and an r factor value of 0.79 for CHIRPS data show larger uncertainties. Though the performance of CHIRPS data is better compared to CFSR data, the uncertainty band is wider. However, in the 02_US_SAL watershed, the uncertainty band is narrower and comparable with that of gauge data in the case of daily simulations from CHIRPS with an r factor of 0.68. In the 03_BR_CHA watershed, though the value of r factor is less for gauge-based flows, the p factor is also low with a value of 0.31 at a daily timescale for the calibration period. Moreover, the performance of CFSR and CHIRPS based flow simulations were at par compared to gauge data. While in the 04_BR_CAN watershed, the p factor value remained almost the same for all three-rainfall dataset-based streamflows. The gauge data showed the lowest uncertainty in the daily flow simulations. In the case of the 05_SP_EO watershed, the CHIRPS data have the highest uncertainty with the r factor value of 1.01 and lowest p factor value of 0.78. This brings out the inefficiency of high-resolution CHIRPS data in daily flow simulations for a small watershed. The performance of the gauge and CFSR data-based flows were at par during the calibration period. While in the 06_SP_TAG watershed, higher uncertainty was depicted by the gauge-based simulated flows with r factor value of 0.94 though a smaller p factor value in the range of 0.22–0.25 was obtained for CHIRPS and CFSR-data-based flow simulations.

The results from daily simulation for 09_IN_BAI indicate that the datasets performed below a satisfactory threshold, though gauge and CHIRPS performed relatively better in comparison with CFSR. The results of simulation from the 95 ppu plot indicate that, in the case of the gauge dataset, the 95 ppu covered 89% of the observed streamflow during the calibration period with 58% of relative width. In the case of the CHIRPS dataset, the values are 88% and 62%, respectively. The streamflow simulation based on the CFSR dataset resulted in reduced fit quality with the simulated flows covering 79% of the observed daily flows with a relative width of 92%.

The p factor and r factor were found to be 0.54 and 0.59, respectively, for the gauge data in the 10_IN_MAN watershed. The p factor and r factor of the CFSR data were most similar to those of gauge data. The lowest r factor value of 0.55 was obtained for CHIRPS in the basin, which indicated the narrowest uncertainty band with lesser uncertainty.

The size of the uncertainty envelope, r-factor is less than 1.5 for all basins and datasets, except for the 02_US_SAL, where the value of the r-factor is 1.65. The separate analysis for the three rainfall
datasets indicated that the gauge data presented gave better results at a daily time scale, followed by CHIRPS and CFSR, respectively. The improvement in the predictive uncertainty was obtained when the CHIRPS data are used, which illustrates the ability of these data to deal with the parameter variations and the process related to each basin. CHIRPS relatively better performance can be attributed to its improved spatial resolution when compared to CFSR. Further, the CHIRPS data product is created by blending with in situ measurements from rain gauge stations, which results in improved performance. Overall, based on the performance statistics, it can be stated that CHIRPS can serve as a potential alternative to ground-based measurements of precipitation, however, conventional gauge datasets continue to be a reliable and accurate source of data in hydrological modeling.

Figure 7. Cont.
The present study was carried out to perform a comparative analysis of open-source rainfall datasets from Climate Forecast System Reanalysis (CFSR) and Climate Hazards Group InfraRed Rainfall with Station data (CHIRPS) against observed rain gauge data. This was achieved by evaluating their effectiveness in simulating the streamflow through hydrological modeling using the Soil Water

Figure 7. Daily Cumulative Probability plot for daily streamflow using each of the three rainfall inputs. The graph with the uncertainty range (95 ppu) it refers to the calibration process (local data, CFSR, and CHIRPS, respectively), the red dotted line indicates the best simulation, and the black dots are the observed data. The validation process is represented by the graph with no 95 ppu envelope, the black dots are the observed data, the blue line is the local data, the red line is CFSR, and the green line is CHIRPS. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

5. Conclusions

The present study was carried out to perform a comparative analysis of open-source rainfall datasets from Climate Forecast System Reanalysis (CFSR) and Climate Hazards Group InfraRed Rainfall with Station data (CHIRPS) against observed rain gauge data. This was achieved by evaluating their effectiveness in simulating the streamflow through hydrological modeling using the Soil Water
Assessment Tool (SWAT) over ten watersheds spread across different climatic regions. This study demonstrated the potential of CHIRPS to be used as an input in water budget modeling at the monthly level. CHIRPS outperformed CFSR in most of the watersheds, with a KGE value of 0.5 and above and Nash Sutcliffe value of 0.6 and above. However, for watershed process modeling at daily time scale, CHIRPS demonstrated better ability to predict the streamflow with KGE and NASH values of 0.4 and above. Though local rain gauge measured rainfall is considered the best input source, the way it is distributed by using the Thiessen polygon model cannot be considered an unparalleled method. The contribution of gridded rainfall products becomes crucial in watersheds where rain gauge network is poor or the recorded rainfall data is scarce. This study proved CHIRPS to be a better alternative input for the SWAT model to predict the streamflow in watersheds belonging to diverse climatic conditions. The relatively better performance of the CHIRPS dataset can be attributed to the finer spatial resolution of 0.05°, which improves the effectiveness of the dataset in capturing the spatial heterogeneity in precipitation. Further, as part of this work, authors have developed a standalone tool to download CHIRPS rainfall data and convert it into a SWAT input format. This tool will be made available for free download from [https://swat.tamu.edu/software/](https://swat.tamu.edu/software/). Though the direct use of rainfall products enables a more natural way to reduce the errors in the hydrological simulations induced due to rainfall, the exploration of an integrated rainfall dataset from various sources may be analyzed as a part of future work to verify any significant improvement in the flow simulations obtained from hydrological models. The uncertainties associated with satellite data products further translates to unreliable quantification of the hydrological response of basins due to the overestimation or underestimation of simulated streamflows. This can be addressed to an extent through bias correction of the satellite rainfall products with ground-based measurements of rainfall to obtain more realistic flow simulations.
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