The PAU Survey: Background light estimation with deep learning techniques
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ABSTRACT

In any imaging survey, measuring accurately the astronomical background light is crucial to obtain good photometry. This paper introduces BKGnet, a deep neural network to predict the background and its associated error. BKGnet has been developed for data from the Physics of the Accelerating Universe Survey (PAUS), an imaging survey using a 40 narrow-band filter camera (PAUCam). Images obtained with PAUCam are affected by scattered light: an optical effect consisting of light multiply reflected that deposits energy in specific detector regions contaminating the science measurements. Fortunately, scattered light is not a random effect, but it can be predicted and corrected for. We have found that BKGnet background predictions are very robust to distorting effects, while still being statistically accurate. On average, the use of BKGnet improves the photometric flux measurements by 7% and up to 20% at the bright end. BKGnet also removes a systematic trend in the background error estimation with magnitude in the i-band that is present with the current PAU data management method. With BKGnet, we reduce the photometric redshift outlier rate by 35% for the best 20% galaxies selected with a photometric quality parameter.
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1 INTRODUCTION

The positions, fluxes and other properties of galaxies and stars can be determined by analysing images of the sky. Modern imaging surveys can cover large areas of sky efficiently, resulting in measurements for large numbers of galaxies to faint magnitudes (e.g. DES (Abbott et al. 2018)). Improving the accuracy of the measurements is crucial for future weak lensing surveys, e.g. LSST and Euclid (Ivezic et al. 2019; Laureijs et al. 2011), to ensure that the results are not dominated by systematic errors.

For imaging surveys, accurate flux measurements are essential: they are used to select samples of galaxies, or to infer their physical properties. A key step towards a reliable flux estimate is the determination of the background, which
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needs to be subtracted. The main source of background is the brightness of the night sky, which may vary due to a range of effects, such as illumination by the Moon, airglow and light pollution. Instrumental effects can contribute as well, and in this paper we focus on scattered light, which is the result of light deflecting from the instrument optical path appearing at a different region of the detector (Romanishin 2014).

Different approaches have been used to estimate the sky background (Bijaoui 1980; Newell 1983), and example implementations include DAOPHOT (Stetson 1987) and SExtractor (Bertin & Arnouts 1996). DAOPHOT measures the background as the mode of the uniformly scattered pixels at a certain Full Width at Half Maximum (FWHM) of the given target source. On the other hand, SExtractor meshes the background and reconstructs a 'background map' with the background estimated at each particular mesh location. Other methods aim to be more robust in the presence of nearby sources. In Teeninga et al. (2015) the background is estimated at a location without nearby sources, while Popowicz & Smolka (2015), is based on the removal of small objects and an interpolation of missing pixels. In this paper we propose a new approach based on a deep neural network to predict the background and its associated error.

Over the last few years, deep learning algorithms have resulted in revolutionary advances in machine learning and computer vision (Voulodimos et al. 2018). Theoretical breakthroughs in training deep Neural Networks (NN) (Werbos 1982), or Convolutional Neural Networks (CNN) (LeCun et al. 1989; Lecun et al. 1998; Zeller & Fergus 2013a) together with powerful and efficient parallel computing provided by Graphics Processing Units (GPUs) (Krizhevsky et al. 2012) have lead to groundbreaking improvements across a variety of applications. The number of deep learning projects in cosmology is quickly increasing. This includes astronomical object classification (Carrasco-Davis et al. 2018; Cabayol et al. 2019), (Cabayol et al. 2019), gravitational wave detection (George & Huerta 2018) and directly constraining cosmological parameters from mass maps (Fluri et al. 2018; Herbel et al. 2018a).

Extracting the source photometry requires a significant amount of data engineering and parameter tweaking. This can be particularly challenging for noisy sources. Deep learning has already been successfully applied to different steps in source photometry extraction. Examples include point source detection (Vafaei Sadr et al. 2019), cosmic ray detection (Zhang & Bloom 2019) or Point Spread Function (PSF) modelling (Herbel et al. 2018b). Deep learning has also been used to directly estimate photometric redshifts from images (D’Isanto & Polsterer 2018; Pasquet et al. 2019). These algorithms implicitly include steps for the background subtraction. Understanding these image processing steps can optimize the performance of e.g. redshift estimation and galaxy classification.

Our goal is to develop and test a deep learning background subtraction method using data from the Physics of the Accelerating Universe Survey (PAUS). PAUS is an imaging survey that measures high precision photo-zs to faint magnitudes \(i_{AB} < 22.5\), while covering a large area of sky (Martí et al. 2014). This is possible thanks to the PAUCam instrument (Castander et al. 2012; Padilla et al. 2016, 2019), an optical camera equipped with 40 narrow bands (NB) covering a wavelength range from 450nm to 850nm (Casas et al. 2016). PAUS reaches a photo-z precision \(\sigma(z)/(1 + z) \sim 0.0035\) for the best 50% of the sample, compared to typical precision of 0.05 for broad band measurements (Eriksen et al. 2019). The scientific goals of PAUS include the measurement of intrinsic alignments of galaxies out to \(z > 0.75\), the study of their spectral energy distributions (SEDs), detailed studies of intermediate-scale cosmic structure (Stoibert et al. 2018), and improvements of image simulations (Tortorelli et al. 2018).

PAUS imaged the COSMOS field as a calibration area given the availability of spectroscopic redshifts. The PAUS photo-z catalogue for the full COSMOS sample with \(i_{AB} < 22.5\) contains outliers when compared to the spectroscopic redshifts. Some of these outliers simply arise from noisy photometry, but others are due to a strongly varying continuum produced by scattered light. The excess scattered light decreases the signal-to-noise ratio (SNR) of the photometric measurement and also alters the statistics of the values of the pixels from which the continuum is estimated. These effects can potentially bias the flux measurements.

In this paper, we present BKGNet, a convolutional neural network capable of learning the underlying behaviour of scattered light and other distorting effects present in the PAUCam images. BKGNet predicts the background at the location of the target sources and the error associated with the background prediction. Although it is built to improve the PAUS photometry, BKGNet can be also be applied to other future imaging surveys such as LSST (Ivezić et al. 2019) and Euclid (Laureijs et al. 2011). The code is available at https://github.com/pau/bkgnet.

The structure of this paper is as follows. In section 2, we describe the PAU Survey and the PAUCam camera and present the modelling of scattered light using scattered-light templates. In section 3, we introduce the specific network we have developed, as well as defining the training and testing process. Sections 4 and 5 contain the results obtained for simulated and real PAUCam images, respectively. In section 6, we validate the network predictions on real target locations and we conclude and summarise in section 7.

2 MODELLING SCATTERED LIGHT

PAUCam images contain substantial amounts of scattered light, which mostly affect the edge regions of some CCDs. Scattered light increases the amount of background in the affected regions and distorts the expected statistics of the pixel values used to estimate the background. Therefore, the scattered light present in PAUCam images can lead to an incorrect estimate of the background if not properly modelled, thus biasing the photometry. Moreover the elevated background lowers the SNR of the measurements. In 2016
the PAU camera was modified in order to mitigate the effect of scattered light by introducing baffles on all the edges of the NB filters of each filter tray. Although this reduced the amount of scattered light, residuals still remain. In the latest COSMOS data reduction, around 8% of exposures taken before the camera intervention are flagged as affected by scattered light, and therefore dismissed. After the intervention, this number reduced to 5% of the exposures, such that on average 7% of data in the COSMOS field is lost due to scattered light. In this section, we present the PAUCam scattered light model we are using throughout the paper.

2.1 The PAUS observations
PAUS has been observing since the 2015B semester and as of 2019A, PAUS has taken data for 160 nights. The current data covers 10 deg\(^2\) of the CFHTLS fields\(^1\) W1, W2; 20 deg\(^2\) in W3 and 2 deg\(^2\) of the COSMOS field\(^2\). The PAUS data are stored at the Port d’ Informació Científica (PIC), where the data are processed and distributed (Tonello et al. 2019).

In this paper we focus only on the data from the COSMOS field, which were taken in the semesters 2015B, 2016A, 2016B and 2017B (the low efficiency was caused by bad weather). The COSMOS field observations comprise a total of 9749 images, 343 images for each NB. From these images, 4928 were taken before the camera intervention and 4821 after. The basic exposure times in the COSMOS field are 70, 80, 90, 110 and 130 seconds from the blue to the reddest filter trays.

2.2 PAUS images processing
The PAUCam instrument (Castander et al. 2012; Padilla et al. 2016, 2019) is an optical camera equipped with 40 narrow bands (NB), covering a wavelength range from 450nm to 850nm (Casas et al. 2016). The NB filters have 13nm FWHM and a separation between consecutive bands of 10nm. The camera is also equipped with grizY\(^\prime\) broad band filters that so far have been mainly used by external observers. The camera has 18 red-sensitive fully depleted Hamamatsu CCD detectors (Casas et al. 2012), although only the 8 central CCDs are used for NB imaging. Each CCD has 4096\times 2048 pixels with a pixel scale of 0.26 arcsec/pix. The NB filter set effectively measures a high resolution photometric spectrum ($R \approx 50$).

In this project we use images that have already been corrected for various instrumental effects (Serrano et al. prep) in the PAUS NIGHTLY pipeline. This pipeline performs basic instrumental de-trending processing. The electronic effects are corrected using a master bias, which is an observation with the shutter closed and zero exposure time. To correct pixel-to-pixel variations we use dome flats, which are obtained by imaging a uniformly illuminated screen. The astrometry of the narrow band images is calibrated comparing to the positions of GAIA DR2 stars (Gaia Collaboration et al. 2018). The photometry calibration is done relative to SDSS stars (Castander et al. 2012).

Once the images have been corrected, we perform forced photometry to extract the galaxy flux. The current PAUdm pipeline, similarly to DAOPHOT, predicts the background noise as the median of the pixels within a ring placed around the target source. However, this algorithm requires a (fairly) flat background for an accurate estimate. This assumption breaks down when either the annulus or source extraction regions are affected by scattered light. In addition, other sources of errors in the background estimation are undetected sources, cosmic rays or cross-talk. In order to minimize the effect of any of these artifacts, the pixels inside the annulus are 3-$\sigma$ clipped before computing the median.

The default PAUdm radii for the annulus region are $r_{in} = 30$ and $r_{out} = 45$ pixels (Serrano et al. prep). The annulus is selected to be sufficiently far away from the galaxy to avoid light leaking inside the ring and not too far so that the background is representative. Throughout this paper we use the default configuration to compare this commonly used approach to our deep learning algorithm. However, in Appendix B we study the effect of a variable annulus.

2.3 Scattered-light templates
Figure 1 shows four PAUCam images in the NB filter NB685 before the camera intervention (first and second images on the left) and after the camera intervention (third and fourth images). They show scattered light near the edges of the CCD, displaying a spatially varying amount of scattered light. The scattered light patterns change from before the intervention (two images on the left) to after (two images on the right). The scattered light pattern is also filter dependent. The images taken in each filter show their own distinctive patterns, meaning that the pattern depends on the filter used.

One way to quantify and model the scattered light is to create background pixel maps per NB. This is done with the following steps:

i. Select images: Select a group of NB images from the same bands, since they have the same scattered light pattern.

ii. Compute median: For each of the images, compute the median background level in the central regions, $\mu_{BKG}$, which are unaffected by scattered light.

iii. Estimate ratios: Divide every image by its median to obtain a pixel ratio map.

iv. Mask sources: Mask the images sources by masking all pixels above a given pixel ratio threshold.

v. Combine images: Combine all individual pixels maps with a median to get a single scattered-light template (SLT) for all the selected images.

If the background were flat and followed Poisson statistics, all pixels in the ratio map should fluctuate along unity. However, if the image is affected by scattered light, the scattered-light templates in affected regions will
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\(^1\) http://www.cfht.hawaii.edu/Science/CFHTLS_Y_WIRCam/cfhtlsdeepwisefields.html

\(^2\) http://cosmos.astro.caltech.edu/
Figure 1. Images taken with the PAUCam, corresponding to the NB685 filter. **Left:** The first two images correspond to PAUCam images before the camera intervention. Notice that both exhibit the same scattered light pattern. **Right:** The two images on the right correspond to PAUCam images after the intervention. Again, both present the same scattered light pattern, but different to the first two images on the left. This shows the changes in scattered light patterns with the intervention.

have a value above unity. We can understand this ratio as approximately the percentage of extra light (scattered light) compared to the flat background. Notice that this model takes into account that scattered light depends on the amount of light falling on the CCD.

The procedure in step (v) can be written as

\[
\text{SLT}(x, y) = \text{median}_j \left[ \frac{I_j(x, y)}{\mu_{\text{BKG}}} \right],
\]

where \(I_j\) is image \(j\) and the median is over the selected images (step i). To determine the amount of scattered light we can follow the previous procedure to step [iii]. This way we obtain normalised background images that should fluctuate around unity if they contain a flat background, but would have values above one if they are affected by scattered light.

The Figure 2 top panel shows some of these normalised images for the NB685 filter. It shows the background pixel value from side to side of the image before (black dashed line) and one after (orange solid line) the camera intervention. The plot shows an increasing background on the edges of the CCD before the camera intervention. After the intervention, the amount of scattered light is considerably reduced. Unfortunately it is still present and thus needs to be accounted for.

We can use all the normalised background images in a given NB to create a general scattered-light template for that band (also splitting before/after the intervention). The bottom panel in Figure 2 shows the resulting mean of each scattered-light templates (one per band) as a function of NB. The mean of the scattered-light templates gives information about the amount of scattered light in a given band. We can clearly see the effect of the intervention on the amount of scattered light, which is reduced.

### 2.4 Scattered-light templates as scattered light correcting method

If the scattered-light templates modelling is sufficiently accurate, it can be used to correct the scattered light on PAUCam images. Assuming that all the images from a given NB follow the same scattered light pattern scaled by the CCD sky background, a way of correcting scattered light would be

\[
\tilde{I}(x, y) = I(x, y) - (\text{SLT}(x, y) - 1)\mu_{\text{BKG}},
\]

where we subtract from a given target image \(I(x, y)\) the scattered-light templates scaled by the mean background of such image \(\mu_{\text{BKG}}\). Notice that instead of subtracting the scattered-light templates, we subtract the scattered-light templates without the flat sky background. This way, the regions without scattered light are barely affected.

Figure 3 shows the original CCD image (left), after correcting with the scattered-light templates (middle) and the scattered-light templates used for correction (right). Visually, the scattered light pattern in the original image (left) disappears after applying the scattered-light templates correction (middle). However, although the correction seems visually almost perfect, this method has a drawback. Even
though scattered light follows approximately a pattern given a band, there might be fluctuations due to other external conditions. For example, the weather, Moon illumination and other observing conditions may induce variations between different observations in a NB. To be more precise estimating the correction, one should create a template per band and per night, such that the observing conditions are similar. However, for creating a scattered-light templates per night, there might be insufficient number of images to obtain an accurate modelling of the correction pattern. Bright stars also contribute to scattered light and this cannot be corrected with the scattered-light templates.

Figure 4 shows the background level for a specific image in the NB685 filter before and after the correction with the scattered-light templates. In this case, the image is corrected without considering any split on night to generate the scattered-light templates. This means that all images, despite being observed on different night and with different observing conditions are used to build the scattered-light templates. The image without correction displays large peaks at both edges and those are clearly corrected by the scattered-light templates. However, both sides of the CCD still show bumps that are caused by scattered light residuals.

3 BKGNET: A DEEP LEARNING BASED METHOD TO PREDICT THE BACKGROUND

In this section we start by describing the BKGNET architecture. We then describe our training and test samples and describe the training process. As a reference, in Appendix A we introduce the basics of deep learning and convolutional neural networks, together with some terminology definitions.

3.1 Neural network architecture

BKGNET is built using the PyTorch library (Paszke et al. 2017). It has two main blocks: a convolutional neural network (CNN) and a linear neural network.

Figure 5 shows the BKGNET architecture. The CNN block handles the information coming from the image itself, as the background we want to recover is encoded in the pixel values. The inputs are 120x120 pixels stamps containing the target galaxy in the center. This choice for the stamp size is a compromise between having enough pixels whilst keeping the computing requirements (memory, GPU) within reasonable limits.

As Figure 5 shows, the CNN contains 5 blocks of convolutional layer (red layer), pooling layer (yellow layer) and batch normalization layer (blue layer). In each convolutional layer, the network learns to gradually capture different features in the image. The first layers learn low-level features, like edge detection, while having more layers leads the network to learn high-level features (Zeiler & Fergus 2013b).

The scattered light model depends on parameters that are not encoded in the stamps. These are the position of the stamp in the original image, the NB used to observe the galaxy and a before/after intervention flag informing the network when the galaxy was observed. We also include the target galaxy magnitude from a reference catalogue, as it contains information about the number of pixels that are affected by the galaxy. To help the network learning the scattered light patterns, the previously mentioned parameters are provided to the linear neural network, together with the CNN’s output. The magnitude of the galaxy and the coordinates of the image are added as fixed parameters per stamp.

The NB filter and the intervention flag are discrete variables with forty possible values for the band (1-40) and two for the intervention flag (0/1). The combination of the two is, however, directly related to the scattered light pattern, and we can effectively convert these two discrete variables into a single one with values from 1 to 80. We add the band and intervention information using an embedding. The embedding replaces each combination with 10 trainable parameters. Before embedding the band and intervention information, BKGNET learns to encode each scattered light pattern using the ten numbers that should best caracterise the pattern. Therefore, the linear network receives the output from

3 https://gitlab.pic.es/pau/bkgnet
3.2 Data: training and test samples

BKGNet’s inputs are stamps with the target galaxy in the center. However, to train the network we use empty CCD positions, meaning regions where there are not target sources. This way, we can estimate the ground truth background value at the central CCD region (where there is supposed to be a target galaxy) and train the network to recover this value. The estimation of the true background values used as training sample labels is done by computing the mean background inside a circular aperture of a given fixed radius in the central region of the stamp. Therefore, these measurements have an associated uncertainty that directly depends on the aperture radius. Assuming that the background is purely Poissonian, then

\[ \sigma_{\text{label}}^2 = \frac{N_a b}{t_{\text{exp}}} \]

where \( t_{\text{exp}} \) is the exposure time, \( b \) is the background estimated as the mean of the pixels inside the aperture, i.e. the background label, and \( N_a \) is the number of pixels inside the circular aperture, directly related with the choice of aperture radius. We have fixed it to 8 pixels as a balance between the error of the ground truth measurement and having a precise background measurement in the exact galaxy location. To select empty stamps for the training sample we identify sources by cross-correlating the sky coordinates of a given image location with the sky coordinates of the sources in the COSMOS catalogue (Laigle et al. 2016).

In any deep learning algorithm, the training and test samples should be as similar as possible. In our case, our training sample does not contain target galaxies whereas the test sample does. We therefore add simulated galaxies at the center of the empty training stamps. The simulated galaxies are constructed with parameters based on PAUS data: the Sersic profile parameters, \( r_{50}, I_{50} \) and the magnitude in the \( i \)-band. The Sersic profile describes the surface brightness
profile \( I \) of a galaxy. The radius \( r \) that contains 50% of the light intensity \((I_{50})\) is \( r_{50} \). These simulated galaxies may differ from the real ones. For this reason, we mask the central 16 x 16 pixels in both the training and test samples. Although the simulated galaxy is now masked, it is still important to include it, as for some profiles the galaxy light extends outside the masked region. Without the simulated galaxy, \textsc{BKGnet} fails on testing bright sources. As the label is estimated in a 8 pixels radius aperture, 16 x 16 pixels is the minimum area such that the network does not see the pixels used for the estimation of the ground truth background.

We normalise the stamp before feeding the network. There are different ways of doing this. We apply a normalisation stamp by stamp, where we use the mean and the standard deviation of each stamp to normalise it. We have chosen this normalisation method as it performs better on our dataset.

We use all the PAUCam images in the COSMOS field to train and validate the network. We have 4928 PAUCam images before the intervention and 4821 after (see sec. 3.2 for details). For each of them, we sample around 40 stamps per CCD image, giving a total of around 400,000 stamps. We use 90% of them for training and the remaining 10% for validation.

### 3.3 Training process and loss function

Supervised deep learning algorithms are trained comparing the true value with the algorithm’s prediction. The agreement between the prediction and the true value is evaluated with a loss function. The choice of loss function depends on the kind of problem one is facing, (e.g. classification, regression). A typical loss function for classification problems is the cross-entropy loss, whereas in regression problems the mean squared error is commonly used. With \textsc{BKGnet} we want the network to associate an uncertainty to each prediction. In supervised deep learning, there are some methods based on Bayesian statistics that deal with uncertainties associated with the predictions (e.g. Kendall & Gal 2017; Kendall et al. 2017).

The method we use assumes that the distribution \( p(y | f^w(x)) \) is Gaussian, where \( y \) are the background label values, \( x \) are the inputs and \( f^w(x) \) are the network background predictions. Therefore, the loss function is defined as

\[
Loss = -\log p(f^w(x)) = \frac{(f^w(x) - y)^2}{\sigma^2} + 2 \log \sigma.
\] (4)

In this way, we train the network to provide both, the background prediction \( f^w(x) \) and its associated error \( \sigma \). Notice that the second term on the right hand side prevents the network from predicting a large error that minimizes the first term.

With the loss function in Equation 4, the network provides an error on the quantity \( f^w(x) - y \), which has an associated uncertainty \( \sigma_{\text{pred}}^2 + \sigma_{\text{label}}^2 \). The error on the prediction is therefore

\[
\sigma_{\text{pred}} = \sqrt{\sigma_{\text{bkgnet}}^2 - \sigma_{\text{label}}^2},
\] (5)

where \( \sigma_{\text{bkgnet}}^2 \) is the error provided by the network and \( \sigma_{\text{label}}^2 \) is the error of the background label. The error of the background label is defined in Equation (3).

\textsc{BKGnet} is trained in 60 epochs with a batch size of 100 stamps using the ADAM optimiser (Kingma & Ba 2014) and a learning rate of \( 10^{-5} \) (see Appendix A for terminology). The training takes about 2 hours using an NVIDIA TITAN V GPU.

### 4 TESTING \textsc{BKGNET} ON SIMULATIONS

We test the performance of \textsc{BKGnet} with simulated data. We study how well we can predict the background with the network and explore what data are needed and how these data need to be treated before feeding the network. Throughout the rest of the paper we compare the \textsc{BKGnet} predictions to those obtained by calculating the background inside an annulus around the target source before and after correcting the image with the scattered-light templates.

#### 4.1 Simulated PAUCam background images

The final simulated image \( I_{\text{sim}}(x, y) \) can be expressed as

\[
I_{\text{sim}}(x, y) = A \cdot \frac{I_{\text{exp}} \cdot \text{SLT}(x, y) + P(\text{exp} \cdot \text{SLT}(x, y))}{t_{\text{exp}}},
\] (6)

where SLT is the scattered light template used to generate the image. In this way, the simulated image shows the same scattered light pattern as the PAUCam images. To generate the Poisson noise, we first multiply with the exposure time \( t_{\text{exp}} \) to convert the template from e/s to electrons. Additionally, the template is scaled with a factor \( A \) to simulate a wide range of background levels. Finally, we generate a realization of Poisson sky noise \( P(.) \) that we add to the image and convert it back to e/s.

Figure 6 illustrates the effects of scattered light in our simulated stamps. On the left, we show a simulated stamp image with a flat background pattern; and, on the right, with a gradient on the background. This gradient is caused by scattered light (see Fig. 1 and 3). Both stamps show a central 8x8 pixel masked region, blocking the light of the galaxy.

#### 4.2 \textsc{BKGnet} predictions on simulations

Throughout this section, we train and test on stamps without target galaxies (empty positions). This allows us to test whether it is possible to predict the background with this network’s assembly. We also fix the band we are testing to the NB685 filter after the camera intervention. This choice is a compromise between having a considerable amount of scattered light without being completely dominated by it. Before the intervention, the amount of scattered light in some of the CCD images is very large and might not be an adequate...
choice to test the network. On the other hand, after the intervention, some of the CCDs barely contain scattered light, and those would not be a good choice either. The NB685 filter contains a considerable amount of scattered light and therefore it is a representative example. We do not need to simulate all bands, as here we only want to test the viability of the scattered light prediction with BKGnet and to have a better understanding of the network’s behaviour. To quantify the background prediction accuracy, we use

\[ \sigma_{68} = 0.5 \left( \frac{b_{84.1}^{\text{quant}} - b_{15.9}^{\text{quant}}}{} \right), \]

with quantiles set to 84.1 and 15.9 percentage values. This quantity, \( \sigma_{68} \), is equivalent to a 1σ error for a normal distribution, but it is less affected by outliers.

Figure 7 compares the accuracy with which BKGnet predicts the background to the PAUS default approach. As described before, PAUS estimates the background computing the median inside an annulus centered on the galaxy after the pixel values have been \( \sigma \)-clipped. The plot shows the relative error distribution of the predictions for both methods. We have tested BKGnet with and without embedding the image coordinates of the galaxy. The BKGnet performance improves significantly with the coordinate information. This is not surprising because the amount of scattered light depends on the CCD position (see Section 2). Although scattered light is encoded in the image, the CCD position also includes essential information for the prediction. The network might need it to create something similar to the scattered light template. BKGnet achieves a \( \sigma_{68} = 0.0038 \) with information coming only with the stamps. Including the coordinate information, this improves to \( \sigma_{68} = 0.0022 \). Therefore, the network improves by 70% with the coordinate embedding. The default background estimate shows tails on both sides of the distribution, and yields \( \sigma_{68} = 0.0033 \), which means BKGnet improves the estimate by 42%.

Figure 8 shows the spatial background map (left) and the relative error on the prediction of this map with the annulus background predictions (third panel) and the BKGnet background predictions (second panel). The precision is lower at the edges of the CCD for the annulus-based method, where scattered light is present. This indicates that the tails in Figure 7 are caused by scattered light. On the other hand, one can see that BKGnet is able to
account for the presence of scattered light.

The right panel of Fig. 8 shows the background reconstruction using a kNN algorithm. In addition to the CNN and annulus methods, we have also tested the k-Nearest Neighbors (kNN) (Cover & Hart 2006), Support Vector Regression (SVR) (Drucker et al. 1996), Random Forest (RF) (Breiman 2001) and a Neural Network (NN) techniques. We used the scikit-learn implementations (Pedregosa et al. 2011) to run the kNN, RF and SVR algorithms. For these tests, unlike the CNN, which can handle images, we input the embedded information and the median pixel value. As shown in Figure 8, the kNN measures the background with less accuracy than BKGnet and the annulus method in the flat background regions. The background measurements are biased by about 3%, which is 6 times larger than the relative errors (0.5%). The prediction also shows patterns on the edges with an error 6 times higher than those on flat regions. In contrast, for BKGnet the precision only degrades by a factor of 1.2 when we compare the center with the border positions. Concerning the other methods, the NN provides better predictions than the kNN, although it increases $\sigma_{68}$ by a factor of 2.5 with respect to BKGnet. It also shows patterns on the edges with 4 times higher errors than in flat background regions. Further, the errors of the RF and SVR algorithms are a factor of 6 and 4, respectively, higher than those of the BKGnet method, rendering these methods too imprecise.

In the following sections we test the background estimation method on real PAUcam images. Based on the performance on simulations, we will only consider the BKGnet and the annulus methods.

5 BKGNET ON PAUCAM IMAGES

In the previous section, we have shown that BKGnet is able to accurately predict strongly scattered light backgrounds on simulated blank images including only the background. However, in real PAUcam data other complications, such as cosmic rays, electronic cross-talk, read-out noise and dark current may affect the performance on the estimation of the background. Moreover, correlations between pixels might be introduced during the data reduction process. To examine the impact of these real-life effects we use actual PAUcam images. To assess the accuracy of our measurements, we test network on empty stamps, i.e. without target galaxies.

We will use all the images available in COSMOS, splitting the data into those obtained before the camera intervention (in 2016A) and after. This split yields 4928 images and 4821 images for before and after the intervention, respectively. As these numbers are similar, we can easily balance the number of stamps before and after the intervention in our training sample. Although the training sample does not contain target galaxies in the center, sources might be placed in other stamp’s positions. To avoid outliers in the training set, e.g. a stamp with a bright star covering most of the background or a bright object too close to the center, we filter the training stamps based on the maximum pixel value. All stamps with a pixel containing more than 100,000 counts are excluded from the training sample.

We also exclude 40 images from each subsample before training the network. These 80 images are not used to train the network, but are kept to test it. This is important, as we need to test the network on images it has never seen before. To generate the test set, instead of sampling
Table 1. Average $\sigma_b$ of the relative error in the background prediction across all the bands for BKGNet trained before and after the camera intervention. We list the results for the data sets without filtering out stamps affected by sources (‘sources’), and if we remove these (‘filtered’).

|          | BEFORE | AFTER |
|----------|--------|-------|
|          | filtered | sources | filtered | sources |
| Annulus  | 0.011  | 0.011  | 0.014  | 0.014  |
| + SLT    | 0.011  | 0.011  | 0.011  | 0.013  |
| BKGnet   | 0.008  | 0.008  | 0.011  | 0.011  |

We focus first on the results before the camera intervention (left panel in Figure 9). Images before the camera intervention contain more scattered light than those after (see Fig. 2). This makes the scattered-light template modelling more unstable than the modeling of images after the intervention. We find that correcting with the scattered-light template does not improve the annulus method result in every band. In the bluest NBs, i.e. those with the highest amount of scattered light, the scattered-light template seems to decrease the accuracy of the background prediction. On the other hand, BKGNet improves the accuracy compared to the other two methods, especially on the bluest filter tray. On average considering all bands, the network reduces the $\sigma_b$ by 37% compared to the scattered-light template and up to 50% if we only consider the 8 bluest NBs.

If we consider the results after the camera intervention (right panel of Figure 9), we see that the scattered-light template improves the annulus method prediction in all the bands. This is expected from the top panel in Figure 2, which shows that scattered light trends are stable after the camera intervention. Before the intervention the scattered-light template fails in the bluer bands, which no longer happens after the camera intervention. Nevertheless, BKGNet performs even better: on average, after the intervention it achieves an 18% improvement compared to the scattered-light template correction.

Table 1 lists the average value of $\sigma_b$ of the relative error in the background prediction for the three methods: annulus, annulus + scattered-light template and BKGNet.

When training and testing, we first exclude the stamps with a maximum pixel value above 100,000. By doing this, we avoid stamps with very bright nearby sources that might bias the prediction. To examine the impact of this step, we also list the results when contaminated stamps are included (‘sources’) in Table 1. These results show that the filtering does not make a difference before the intervention, but the performance improves somewhat for the correction that uses the scattered-light templates. The small difference suggests that scattered light is the main source of bias. For the images without bright sources taken after the intervention, BKGNet and the scattered-light template give the same $\sigma_b$. Therefore, it is possible that BKGNet learns the underlying behaviour of scattered light in a similar way as the scattered-light template. However, as the network also sees the stamp, the correction it infers is more flexible than applying a scattered-light template. This indicates that BKGNet is able to learn how to estimate the background in the presence of other artifacts (e.g. sources or cosmic rays).

BKGNet also provides an estimate for the uncertainty associated with the background prediction. To test the accuracy of this estimate we use the empty stamps and study the distribution of $(b_{\text{net}} - b_{\text{annulus}}) / \sigma$, where $b_{\text{net}}$ and $\sigma$ are the network predictions. If the errors are correct, this distribution should be a Gaussian with zero mean and unit variance.

Figure 10 shows the theoretical Gaussian we should recover and the measured distributions for the annulus and BKGNet predictions. The BKGNet results fit the theoretical Gaussian, which means that our errors are robust. In contrast, the annulus predictions underestimate the uncertainties by 47%. Therefore, BKGNet provides a more reliable estimate of the uncertainty in the background determination.

6 BKGNET VALIDATION

The results presented in section 5 show that, compared to the annulus-based methods, BKGNet yields better background estimates (see Fig 9 and Tab 1). It also provides accurate estimates for the associated uncertainty. However, these tests were done on stamps without galaxies. Here we increase the realism of the problem and quantify the performance of BKGNet at galaxy positions.

6.1 Generating the PAUS catalogue with BKGnet predictions

We use BKGNet to estimate the background for galaxies in the COSMOS field. We compare the results to those from the PAUSdm catalogue, which uses an annulus to determine the background. These catalogues contain around 12 million flux measurements, approximately half of them done on images taken before the intervention and the other half on images taken after the intervention. The galaxy fluxes are obtained subtracting the background from the PAUS raw signal measurements,

$$F = S - N_b,$$

(8)
where $F$ is the net galaxy flux, $S$ is the total signal measured inside the aperture, $N_a$ is the number of pixels inside the aperture and $b$ is the predicted background per pixel. When the background is estimated with an annulus, the error on the net flux is

$$\sigma^2 = (S - b) + N_a\sigma_b^2 + N_a^2\left(\frac{\pi}{2}\right)\sigma_b^2$$ \hspace{1cm} (9)

where $b$ and $\sigma_b$ are the background and the background error in that region and $N_a$ is the number of pixels inside the annulus. The $\pi/2$ factor arises from the fact that we use the median of the pixels inside the annulus instead of the mean.

For BKGnet the error on the galaxy flux is

$$\sigma^2 = (S - b) + N_a(b + RN^2) + N_a^2\sigma_b^2,$$ \hspace{1cm} (10)

where $RN$ is the read-out noise.

Equations 9 and 10 reflect the differences in the flux uncertainty when the background is measured with an annulus or with BKGnet. In general, there are three main contributors to the flux uncertainty: the uncertainty in the net galaxy flux, the uncertainty in the background estimate, and the uncertainty introduced by the background subtraction. For both background estimation methods we assume that the uncertainty in the net galaxy flux is captured by shot noise. For BKGnet, the background uncertainty is also described by shot noise (Eq. 10), but we add a read-out noise contribution to the background error. For the PAUdm measurements, the background uncertainty is given by the mean variance per pixel (Eq. 9). Therefore, for PAUdm, this term should also account for other error contributions besides shot noise. The third terms in Eqs. 9 and 10 are the contributions from background subtraction uncertainties. In PAUdm, this is determined by the subtraction of a background measured in the annulus. In contrast, in Equation 10 we use the uncertainty provided by the network within the aperture where the flux is estimated.

### 6.2 Validating the catalogues

The estimation of the background using an annulus is a viable method when the background is flat. In PAUS data, scattered light only affects objects near the edges of the images. Hence, for most of the galaxies in PAUS data the background should be (approximately) flat and we should not expect large differences between the BKGnet and the PAUdm catalogues. Comparing the fluxes estimated with Equation 8, we find a 2% difference between the two approaches. On the other hand, the uncertainties estimated with BKGnet (Eq. 10) are 4% lower than for PAUdm.

We need to determine which catalogue provides better photometry estimates. To do so, we use the fact that PAUCam takes multiple observations of the same object in all NB filters. We can compare different exposures of the same object, which should be comparable once the background noise is subtracted. This is formulated as

$$D \equiv \frac{(e_1 - e_2)}{\sqrt{(\sigma_1^2 + \sigma_2^2)}}$$ \hspace{1cm} (11)
where $f_i$ are different exposures of the same object and $\sigma_i$ the associated uncertainties. The distribution of $D$ should be a Gaussian with unit variance if the photometry is robust and the errors are properly accounted for. We call this the duplicates test.

Figure 11 shows the results of the duplicates test as a function of wavelength. We estimate $\sigma_{68}[D]$ (Eq. 11) for each NB with the BKGNET (black line) and PAUdm (orange line) catalogues. It is possible to flag photometric outliers based on an ellipticity parameter to detect strongly varying backgrounds. The dashed lines in Figure 11 show the results when we exclude such flagged objects. Dropping flagged objects does not significantly change the measurements for BKGNET, but we see a clear improvement for the PAUdm measurements. The improvement is particularly prominent for the NB755 filter (at 7500Å), which is affected by telluric absorption of O.

We estimate $\sigma_{68}[D]$ and $\langle D \rangle$ as a function of wavelength. We split the sample based on a quality parameter defined as:

$$Qz \equiv \frac{\chi^2}{N_f - 3} \left( \frac{z_{\text{quant}}^9 - z_{\text{quant}}^1}{\text{ODDS}(\Delta z = 0.01)} \right),$$

where $\chi^2/(N_f - 1)$ is the reduced chi-squared from the template fit and $z_{\text{quant}}$ are the percentiles of $(z_{\text{photo}} - z_{\text{spec}})/(1 + z_{\text{spec}})$. The ODDS is defined as

$$\text{ODDS} = \int_{z_b - \Delta z}^{z_b + \Delta z} dz p(z),$$

where $z_b$ is the mode of the $p(z)$ and $\Delta z$ defines a redshift interval around the peak. In PAUS, a galaxy is considered an outlier if

$$|z_{\text{photo}} - z_{\text{spec}}| / (1 + z_{\text{spec}}) > 0.02.$$  

Notice that this outlier definition is very strict. In broad band photometry, a common outlier definition is $|z_{\text{photo}} - z_{\text{spec}}| > 0.15(1 + z_{\text{spec}})$, e.g. Ilbert et al. (2006); Bilicki et al. (2018).

Table 2 lists the outlier rate and the photometric redshift precision obtained with BCNz2 for the two catalogues.

To further validate the BKGNET catalogue we run BCNz2 (Eriksen et al. 2019) using the fluxes determined using BKGNET. For this test, we exclude the objects flagged in the PAUdm catalogue, in order to use exactly the same objects as in (Eriksen et al. 2019). However, as shown in Figures 11 and 12, we do not need to exclude these objects. The photo-zs are compared to secure spectroscopic estimates from zCOSMOS DR3 (Lilly et al. 2007) with $i_{\text{AB}} < 22.5$. We split the sample based on a quality parameter defined as:

$$Qz \equiv \frac{\chi^2}{N_f - 3} \left( \frac{z_{\text{quant}}^9 - z_{\text{quant}}^1}{\text{ODDS}(\Delta z = 0.01)} \right),$$

where $\chi^2/(N_f - 1)$ is the reduced chi-squared from the template fit and $z_{\text{quant}}$ are the percentiles of $(z_{\text{photo}} - z_{\text{spec}})/(1 + z_{\text{spec}})$. The ODDS is defined as

$$\text{ODDS} = \int_{z_b - \Delta z}^{z_b + \Delta z} dz p(z),$$

where $z_b$ is the mode of the $p(z)$ and $\Delta z$ defines a redshift interval around the peak. In PAUS, a galaxy is considered an outlier if

$$|z_{\text{photo}} - z_{\text{spec}}| / (1 + z_{\text{spec}}) > 0.02.$$  

Notice that this outlier definition is very strict. In broad band photometry, a common outlier definition is $|z_{\text{photo}} - z_{\text{spec}}| > 0.15(1 + z_{\text{spec}})$, e.g. Ilbert et al. (2006); Bilicki et al. (2018).

Table 2 lists the outlier rate and the photometric redshift precision obtained with BCNz2 for the two catalogues.
To quantify the redshift precision we use $\sigma_{68}$ (Eq. 7). The photometric redshift precision does not improve significantly between the two catalogues, but we find a reduction in the outlier rate. If we consider the complete sample (100%) this improvement is small. This might be because in the full sample the outliers are dominated by photo-$z$ outliers, rather than outliers on the photometry itself. However, if we cut using the $Q_z$ parameter to get the best 20% and 50% of the sample, we notice that the outlier rate reduces significantly. These outliers should be dominated by photometric outliers. For the best 50% of the sample we reduce the number of outliers by 25%, whereas for the best 20% of objects this improvement rises to a 35%. This shows once more that BKGnet is a statistically accurate method that is also robust.

7 CONCLUSIONS

Imaging surveys need accurate background subtraction methods to obtain precise source photometry. We have developed a deep learning method to predict the background for astronomical images that are affected by scattered light. The algorithm has been developed to predict the background on images taken with PAUCam. The edges of PAUCam images are affected by scattered light (see Fig. 1), especially in the bluer bands. In 2016, the camera was modified to reduce the amount of scattered light. While the amount of scattered light decreased drastically, PAUCam images still contain a significant amount of scattered light (see Fig. 2).

For each band, the scattered light follows the same spatial pattern within the CCD and scales approximately linear with the background level. We have constructed scattered-light templates and background pixel maps by combining images taken with the same NB and normalised by their background level. These scattered-light templates show the scattered light variation across the CCD and can be used to correct for scattered light (see Fig. 3). Nevertheless, background fluctuations due to external conditions (e.g., Moon, seeing, airmass) can trigger differences on scattered light from night to night. To accurately correct scattered light with scattered-light templates, we would need to generate a scattered-light template per NB and night. However, even then, fluctuations during the night or a small number of available images in a given band can lead to inaccurate corrections.

We therefore developed BKGnet, a deep learning based algorithm that predicts the background and its associated uncertainty behind target sources accounting for scattered light and other distorting effect. BKGnet consists of a Convolutional Neural Network followed by a linear neural network (see Fig. 5). In the training set we use empty stamps, i.e. without a target galaxy, so that we can estimate the true background and use it for training. We need to simulate target galaxies in the training sample before masking the central region, otherwise the network fails when applied to bright and large sources.

We first tested the predictions on PAUCam empty stamps, i.e. without target galaxies. For data taken before the intervention, BKGnet improves over the scattered-light templates + annulus prediction by 37%. The scattered-light templates correction fails in many of the bands, specially on the bluer filter tray, which is affected the most by scattered light (left panel of Fig. 9). For data taken after the intervention, BKGnet improves over the scattered-light templates + annulus prediction by 17% (right panel of Fig. 9).

BKGnet also predicts the uncertainty associated with the background prediction. For that, we use the log likelihood of a Gaussian centered at the background true value as loss function (Eq. 4). To validate BKGnet, we test on empty positions and estimate the difference between the prediction and the background level, divided by the estimated uncertainty. For the annulus method, we find that the errors are underestimated by 47% (Fig 10). On the other hand, with BKGnet this quantity is normally distributed around zero with unit variance, showing that the uncertainties are correctly estimated.

We generated a PAUS catalogue for the COSMOS field using BKGnet to predict the background. To validate the catalogue we took advantage of having multiple measurements of the same object. The resulting distribution of differences in flux measurements should be a Gaussian of unit variance (Eq. 11). The results demonstrate that BKGnet improves the photometry with respect to the current background subtraction algorithm. We test the performance for the full catalogue and a catalogue where we exclude all objects flagged in the current catalogue version. When excluding flagged objects, we find very similar results with the BKGnet catalogue and the current catalogue. However, when testing the full catalogue, we find a large improvement for BKGnet. It specially improves the results in a region with high atmospheric absorption, demonstrating that it is more robust against sources of bias while still being statistically accurate. It also removes a strong systematic trend with $i$-band magnitude, that disappears when the uncertainties are estimated with the network.

Finally, as the aim of PAUS is to provide accurate redshifts for large samples of galaxies, we have run the BCNz2 code using the BKGnet catalogue. BKGnet reduces the outlier rate by a 25% and 35% respectively for the best 50% and 20% photo-$z$ samples, while the accuracy is not affected.

With BKGnet we have optimised the background subtraction task, one of the image processing steps in photometric surveys that can improve the redshift estimation and clas-

| Percentage | Outlier percentage $\sigma_{68}$ | BKGnet | PAUDm |
|------------|----------------------------------|--------|-------|
| 20         | 3.5                              | 5.4    | 2.0   |
| 50         | 3.8                              | 5.1    | 3.6   |
| 80         | 10.4                             | 11.3   | 5.8   |
| 100        | 16.7                             | 17.5   | 8.4   |

Table 2. Photo-$z$ outlier rate and accuracy obtained with BCNz2 for the BKGnet and the PAUDm catalogues. The percentages correspond to the samples selected by the photo-$z$ quality parameters $Q_z$. We therefore developed BKGnet, a deep learning method that predicts the background and its associated uncertainty behind target sources accounting for scattered light and other distorting effect. BKGnet consists of a Convolutional Neural Network followed by a linear neural network (see Fig. 5). In the training set we use empty stamps, i.e. without a target galaxy, so that we can estimate the true background and use it for training. We need to simulate target galaxies in the training sample before masking the central region, otherwise the network fails when applied to bright and large sources.

We first tested the predictions on PAUCam empty stamps, i.e. without target galaxies. For data taken before the intervention, BKGnet improves over the scattered-light templates + annulus prediction by 37%. The scattered-light templates correction fails in many of the bands, specially on the bluer filter tray, which is affected the most by scattered light (left panel of Fig. 9). For data taken after the intervention, BKGnet improves over the scattered-light templates + annulus prediction by 17% (right panel of Fig. 9).

BKGnet also predicts the uncertainty associated with the background prediction. For that, we use the log likelihood of a Gaussian centered at the background true value as loss function (Eq. 4). To validate BKGnet, we test on empty positions and estimate the difference between the prediction and the background level, divided by the estimated uncertainty. For the annulus method, we find that the errors are underestimated by 47% (Fig 10). On the other hand, with BKGnet this quantity is normally distributed around zero with unit variance, showing that the uncertainties are correctly estimated.

We generated a PAUS catalogue for the COSMOS field using BKGnet to predict the background. To validate the catalogue we took advantage of having multiple measurements of the same object. The resulting distribution of differences in flux measurements should be a Gaussian of unit variance (Eq. 11). The results demonstrate that BKGnet improves the photometry with respect to the current background subtraction algorithm. We test the performance for the full catalogue and a catalogue where we exclude all objects flagged in the current catalogue version. When excluding flagged objects, we find very similar results with the BKGnet catalogue and the current catalogue. However, when testing the full catalogue, we find a large improvement for BKGnet. It specially improves the results in a region with high atmospheric absorption, demonstrating that it is more robust against sources of bias while still being statistically accurate. It also removes a strong systematic trend with $i$-band magnitude, that disappears when the uncertainties are estimated with the network.

Finally, as the aim of PAUS is to provide accurate redshifts for large samples of galaxies, we have run the BCNz2 code using the BKGnet catalogue. BKGnet reduces the outlier rate by a 25% and 35% respectively for the best 50% and 20% photo-$z$ samples, while the accuracy is not affected.

With BKGnet we have optimised the background subtraction task, one of the image processing steps in photometric surveys that can improve the redshift estimation and clas-
sification of galaxies. Deep learning algorithms that predict these quantities directly from images have to subtract the background internally. Therefore, the understanding from BKGnet will also help to optimise such deep learning algorithms. Although the network has been tested with PAU-Cam images, the concept should also be applicable to future imaging surveys as Euclid and LSST.
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Appendices

A CONVOLUTIONAL NEURAL NETWORKS

Machine learning methods are data analysis techniques where the algorithm learns from the data. In particular, one
of the most popular class of algorithms are neural networks (Werbos 1982), which are designed to recognise patterns, usually learned from training data (supervised method). They are mainly used for regression and classification problems (Alexander et al. 2019). Deep learning is a subset of machine learning that refers to a development of neural network technology, involving a large number of layers.

Deep learning methods, and in general any supervised machine learning method, model a problem by optimising a set of trainable weights that fit the data. This is done in three stages: forward propagation, back propagation and weight optimisation. The network starts with the forward propagation. At this stage, the input data propagates through all the network layers and then, the network gives a prediction for each of the input samples. After that, by comparing with the known true value, which is technically called label, the network estimates a prediction error with a given loss function. After that, back propagation takes place. Back propagation consists of computing the contribution of each weight on the prediction error. Such contributions are calculated with the partial derivative of the loss with respect to each of the weights. The weight optimisation is the weights correction based on the quantities calculated in the back propagation to reduce the error in the next iteration.

In this work, we use a Convolutional Neural Network (CNN; Lecun et al. 1998; Zeiler & Fergus 2013a). Our network contains four differentiated types of layers:

Convolutional layer: This layer makes the network powerful in image and pattern recognition tasks. It has a filter, technically named kernel and is usually 2-dimensional, which contains a set of trainable weights used to convolve the image. The outcome of this layer is the input image convolved with the kernel. In a given convolutional layer, one can convolve the input with as many kernels as desired. Each of these convolutions will generate a convolved image, which we refer to as channel. All of them together are the input of the next layer.

Pooling layers: This layer reduces the dimensionality of the set of convolved images. It applies some function (e.g. sum, mean, maximum) to a group of spatially connected pixels and reduces the dimensions of such group. For example, it takes 2 consecutive pixels and converts them to the mean of both. Although we use it to handle the amount of data generated after the convolutions, it also regularises the model to avoid learning from non-generalisable noise and details in the training data (also known as overfitting).

Fully connected layer: This layer is usually the last layer of the network. Its input is the linearised outcome of the previous ones (in our network, convolutions + poolings). It applies a linear transformation from the input to the output. The slope and bias of the linear transformation are the learning parameters.

Batch normalisation layer: In this layer the network normalises the output of a previous activation layer. It subtracts the mean and divides by the standard deviation. Batch normalisation helps to increase the stability of a neural network and avoids over-fitting problems.

After each convolution and fully connected layer there is an activation function that transforms the outcome. Activation functions are non-linear functions that map the outcome of a layer to the input of the following one. An example of an activation function is the Rectified Linear Unit (ReLU) (Krizhevsky et al. 2012), although we use a variation of this function called LeakyReLu (Xu et al. 2015), with which we find better results.

Other terms that one needs to be familiar with are epoch and batch. An epoch is an iteration over the complete training dataset. It is common practice to avoid feeding the network with all the training sample together. Instead, the training data is divided in groups of a certain size and each of these groups is called batch. Feeding the network in batches helps it learn faster as in every iteration over a batch, it back-propagates updating all the weights. Then, instead of updating once per epoch, it updates as many times as there are batches. The amount of variation allowed per iteration is regulated by the learning rate.

B VARIABLE ANNULUS

Currently, the PAUS photometry pipeline uses an annulus region to estimate the astronomical background behind a target source. The inner and outer radii are fixed at 30 and 45 pixels from the source, respectively. However, for each galaxy, one could adjust the annulus parameters to minimize the effect of the target galaxy flux falling inside the ring and background variations between the target and the annulus location.

We can quantify the amount of extra light falling inside the annulus coming from the galaxy (∆F) and scattered light (∆B). For a flat background, ∆B should be independent of the annulus location. However, this term does depend on the annulus location when the background varies. On the other hand, ∆F is minimized by an annulus further away from the source and depends on the galaxy size and the PSF. We define

$$\Gamma = \frac{\Delta F + \Delta B}{\sigma_B}. \hspace{1cm} (15)$$

where $\sigma_B$ is the error on the background subtraction. $\Gamma$ measures the relative error on the background prediction due to scattered light and the source contribution. We use $\Gamma$ to study the effect of a variable annulus by minimising the quantity as a function of annulus radius.

We have tested this on simulations. The background images are simulated as in section 3.2. The images also contain simulated galaxies with the same size ($f_{50}$) and PSF distribution as observed PAUS galaxies. Using simulations allows us to evaluate $\Delta F$ on the background simulations and $\Delta F$ on the galaxy simulations. This method cannot directly be applied to observed images, since it requires distinguishing between the galaxy flux and the background. However, it shows under which conditions the annulus approach degrades. Our simulations only contain Poisson noise and scattered light. We know that real PAUCam images have a more complicated noise pattern and therefore, we would also expect the distributions of $\Gamma_{opt}$ to shift towards higher
values.

Figure 13 shows the histogram of minimum $\Gamma$ measurements (Eq. 15) for a set of simulated galaxies. $\Gamma$ is evaluated for different annulus radii, moving the inner and outer radii between one and forty pixels from the source with fixed \( r_{\text{out}} - r_{\text{in}} = 15 \) pixels. We split the results in galaxies in the center of the image (flat background, orange) and galaxies in the borders (scattered light, black). Both histograms show a large fraction of galaxies for which the annulus can predict the background very accurately (low gamma values). For galaxies in the center, we expect a flat background and therefore good results with the annulus method.

There are also many galaxies (Fig. 13) on the border with accurate measurements. First of all, not all positions at the border are affected by scattered light. For those positions with scattered light, the annulus can be placed very close to the target galaxy if it is small \( r_{50} \approx 1 \) or 2 pixels). Then, the background variation from the target source to the annulus position would be small. Nevertheless, the distribution of border galaxies also shows a tail corresponding to galaxies for which the annulus estimation significantly degrades. In these cases, the optimal annulus is either too close to the source or capturing a strong background variation. If the background variation is very strong, the annulus will tend to get closer to the target source in order to minimize $\Delta_B$. However, this is not possible for bright and large galaxies, since getting closer to the target increases $\Delta_F$. The annulus method cannot be used to measure the background in large galaxies in varying background regions, since it strongly degrades.
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