Trait-based numerical model for mixotrophic phytoplankton and application in Singapore water
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Abstract

A numerical model for mixotrophic phytoplankton is described in this paper. In contrast with traditional approach where nutrient uptake rates are constrained by a predefined growth rate, this model uses empirical traits to compute nutrient uptake rates, and then the growth is controlled by the nutrient uptake. Simple but meaningful traits for heterotrophy are derived by analogising heterotrophic mode with phototrophic mode. The trait-based approach could reduce the model parameterization significantly. Model performance evaluation against laboratory experiments of various phytoplankton species has shown remarkable successfulness. Using a single set of model parameterization, the model is able to capture well the growth rate, nutrient consumption, accumulation of none-limiting nutrients, increase of cell size of nutrient-starved cells, surge uptake and rapid population growth of starved cells when nutrient is added as well as the mixotrophic interaction of different pairs of predator-prey. The model for mixotrophic phytoplankton is coupled with a hydrodynamic model to simulate algal blooms in Singapore water. The model has shown a great potential for practical applications.
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1 Introduction

Phytoplanktonic algae exist in marine water even if the water seems clear. But when oceanographic conditions are suitable, these algae can multiply rapidly in few days to become an algal bloom having tens of millions of cells in a litre of sea water. Algal blooms are usually dominated by single species or a species group which have the potential to be harmful to animals and humans. These blooms are called "red tides" or Harmful Algal Bloom (HAB). HABs can also occur in estuarine, and fresh waters.

The harmfulness of a bloom is the negative effect to the ecosystem. A common negative effect of an HAB is the production of toxins that could cause immediate kill of marine animals or being accumulated over the food chain and become dangerous to higher level animals and humans. Another notable negative effect of an HAB or a general algal bloom is the overgrowth at the water surface over a long period that prevents the light to penetrate into water column, shading the bottom vegetation. The death of bottom vegetation and the excessive algal biomass consumes oxygen in the
water (dissolved oxygen), leading to oxygen depletion that suffocates marine animals. Other negative effects of algal blooms although not harmful include the odour smell, skin irritations, cost for beach clean-up, etc. Most of algal blooms last several weeks, but the life span of any individual phytoplankton is rarely more than a few days. Can we predict the occurrence and degree of harmfulness of such HABs? It is possible at least for short terms (days to weeks). Because of different effects that an algal bloom can cause to the ecosystem, a predictive model should be able to accurately estimate not only the duration and intensity (biomass) but also the species composition, especially potential toxic species, of the bloom. There are many numerical models that have been developed to forecast HABs, but probably very few of them has gone into very species specific that allows a species to outcompete the others in certain living conditions and vice-versa.

That said, an important goal for developing a process-based algal bloom model is to pick up the emergence of species out of a phytoplankton community. To do so, the model must have a predictive capacity for individual species responding to various known and predicted nutrient conditions (Glibert et al. 2010). In traditional models, phytoplankton is often modelled based on phytoplankton dynamics which are obtained from averaging the properties of a population or a broad group of phytoplankton. The most basic model of this type is in the nutrient-phytoplankton-zooplankton (NPZ) form coupled with a fixed stoichiometry (usually Redfield) and Monod kinetics. NPZ model was successful at capturing bulk system properties such as chlorophyll and net primary production at large space and time scales such as in open water and seasonal scales. This type of model is, however, unsuitable and could be dysfunctional to describe response of algal under variable nutrient conditions which is crucial for modeling algal bloom (Glibert et al. 2010).

When the phytoplankton group shrinks to a particular species, the group properties become species-specific or individual-based. Thus, there is a transition from the population-averaged level to the species-specific level dependent on the definition of "individual". For example, "individual" could be "small diatom" to be separate from "large diatom" in a phytoplankton community or it could be "Skeletonema costatum" to be distinct from other small diatoms. At a more detailed level of individual, numerical models are theoretically reproduce more accurately the dynamics of phytoplankton individuals as more species specific properties could be modelled. An excellent model of this type was presented in Flynn & Mitra (2009). This model takes into account complex pathways of nitrogen metabolism, mixotrophy, photoacclimation, kleptochloroplastic photosynthesis, phototrophic-heterotrophic interactions. This type of models is no doubt very advance for studying transient physiological responses of phytoplankton.

There are, however, trade-offs to models of this type for practical applications. The number of model parameters must be fitted often overwhelms the ability to constrain them properly from observations (Denman, 2003). The number of state variables and parameters will increase drastically if the detailed individual-based model is applied to every individual in a phytoplankton community. Furthermore, many characteristics of phytoplankton at the species-specific level are very less understood, which may result in inadequate parameterization and eventually deteriorating the model accuracy (Anderson, 2005). Therefore, there should be an optimum level of complexity of the models (including the species-specific knowledge, the community knowledge and the extent of the phytoplankton community) for practical purposes.
In a recent study, Lichman et al. (2007) has highlighted the roles of functional traits and their trade-offs in structuring phytoplankton communities. Major groups of marine eukaryotic phytoplankton have adopted distinct strategies with associated traits. For example, diatoms have the highest nitrogen uptake, \( V_{N_{\text{max}}} \), and intermediate haft saturation constant for uptake, \( K_{SN} \), per carbon quota contrasting with coccolithophores who have low \( V_{N_{\text{max}}} \) and low \( K_{SN} \) while dinoflagellates have widespread of \( V_{N_{\text{max}}} \) and \( K_{SN} \). As a result, species of these groups will response differently under different nutrient conditions. Trait types could include life history (reproduction, resting stage), behavioural (motility, mixotrophy), physiological (photosynthesis, nutrient uptake, nitrogen fixation, mixotrophy, toxin production) and morphological (cell size, shape, coloniality) (Lichman & Klausmeier 2008). Trade-offs between traits lead to differentiation of ecological strategies of resource utilization and hence play a key role in determining community structure. Trait-based approach, hence, is an excellent candidate for modelling algal bloom.

Fig. 1. Ingestion rate (A), half saturation constant (B) as functions of ratio of predator and prey diameters, and assimilation rate (C) as function of predator size. Results are obtained from analysing data synthesized from literatures (Jeong et al. 2004; 2005a,b,c; 2007; 2010).

There have been many works on functional traits of phytoplankton. Theoretical studies (Pasciak & Gavis 1974; Aksnes & Egge 1991; Armstrong 2008) hypothesized that maximum nutrient uptake of a phytoplankton cell is a power function of its cell volume. Empirical studies (Smith & Kalff 1982; Litchman et al. 2007; Edwards et al. 2012) reaffirmed the theoretical results and further pointed out that cell size could explain approximately 80-90% the variation in the nutrient uptake of the cell. Interestingly, similar relationships could also be observed in the predator-prey interaction of mixotrophic and heterotrophic plankton although at a lower correlation. That could be explained by analogising prey cells with nutrient ions although the size of a prey cell is relatively much larger than the size of a nutrient ion, and a prey cell could be actively mobile. Nonetheless, power relationships between ingestion rate, half saturation constant and the ratio of predator and prey diameter could be observed (see Fig. 1). Predator's assimilation rate also significantly correlates with the cell size.

These physiological traits are made used to build the core of the phytoplankton model presented in this paper. The physiological trait is expected to pick up advantages of a functional group under a given nutrient scenario. Additional traits including life history, behavioural and morphological are added to the core physiological trait to better model the emergence of individuals. Modelled phytoplankton response under some known scenarios will be tested. Validations of the model to
various laboratory experiments will also be presented. The phytoplankton model is then extended to simulate algal blooms in Singapore water.

2 The phytoplankton model

Past phytoplankton models are often C-biomass (or N-, P-) based. Growth of a phytoplankton group or community is simulated through the growth of C-biomass. Other nutrients are simulated in terms of ratios to the C-biomass. This approach is well suitable if cell-related behaviours are not considered. However, cell related behaviours were observed to have significant influences on the growth of phytoplankton. A cell changes its size (may doubles its volume) through its life cycle while nutrient uptake rate is almost linearly proportional to the cell volume. Nutrient uptake may also be dependent on the cell shape (Amstrong 2008; Edwards et al. 2012). Surge uptake of a nutrient such as nitrogen or phosphorus may occur when the cell is nutrient-starved (Latasa & Berdalet 1994). Heterotrophic feeding of a predator on a prey could be functions of size ratio, swimming speed of both species, feeding mechanism (Jeong et al. 2004; 2005a,b,c; 2007; 2010) and possibly a random cell-cell contact. Sinking of a phytoplankton cell is dependent not only on its density but also its size and shape following Stokes' law (Waite et al. 1997). Hence, there would be many benefits to operate the phytoplankton mode based on the cell. The C-biomass will not be omitted as it is easily converted from cell population and cell specific C-quota. In other word, the C-biomass is simulated in more details by the cell population and cell specific C-quota. The same could be done for N-, P-biomass.

The numerical presented in this paper is cell-based in which cell population and cell quota are simulated simultaneously. Mathematical formulations of the model will be described in the following sub-sections. Variables and constants used in the formulations are summarised in Table 1 to Table 4.

Table 1. State variables

| Parameter | Description | Value/Unit |
|-----------|-------------|------------|
| PX        | Cell nutrient quota, \(X \equiv C, N, P, Fe, Si\) | pg cell\(^{-1}\) |
| PCell     | Cell concentration | cells L\(^{-1}\) |
| FX        | Food vacuole content, \(X \equiv C, N, P, Fe, Si\) | pg cell\(^{-1}\) |

Table 2. Auxiliary state variables

| Parameter | Description | Value/Unit |
|-----------|-------------|------------|
| PC\(_{prey}\) | Cell carbon quota of prey | pg cell\(^{-1}\) |
| PX\(_{child}\) | Cell nutrient quota of children cell | pg cell\(^{-1}\) |
| FC\(_{prey}\) | Food vacuole content of prey | pg cell\(^{-1}\) |
| PC\(_{cell}_{prey}\) | Cell concentration of prey | cell L\(^{-1}\) |

Table 3. Constants

| Parameter | Description | Value/Unit |
|-----------|-------------|------------|
| \(a_C\)  | Coefficient of C-quota trait function | 0.1874 |
| \(b_C\)  | Exponent of C-quota trait function | 0.9464 |
| \(a_N\)  | Coefficient of N-quota trait function | 0.1809 |
\[ b_N \quad \text{Exponent of N-quota trait function} \quad 0.9772 \\
 a_P \quad \text{Coefficient of P-quota trait function} \quad 0.0235 \\
 b_P \quad \text{Exponent of P-quota trait function} \quad 1.0185 \\
 a_{Fe} \quad \text{Coefficient of Fe-quota trait function} \quad 0.0002 \\
 b_{Fe} \quad \text{Exponent of Fe-quota trait function} \quad 1.0251 \\
 a_{Si} \quad \text{Coefficient of Si-quota trait function} \quad 1.1515 \\
 b_{Si} \quad \text{Exponent of Si-quota trait function} \quad 0.7422 \\
 a_{cm} \quad \text{Coefficient of photo C-acquisition trait function} \quad 1.1503 \\
 b_{cm} \quad \text{Exponent of phototrophic C-acquisition trait function} \quad 0.4707 \\
 a_{Nm} \quad \text{Coefficient of photo N-acquisition trait function} \quad 0.0385 \\
 b_{Nm} \quad \text{Exponent of phototrophic N-acquisition trait function} \quad 1.0271 \\
 a_{Fem} \quad \text{Coefficient of photo Fe-acquisition trait function} \quad 0.0007 \\
 b_{Fem} \quad \text{Exponent of phototrophic Fe-acquisition trait function} \quad 0.8971 \\
 a_{Sim} \quad \text{Coefficient of photo Si-acquisition trait function} \quad 0.4707 \\
 b_{Sim} \quad \text{Exponent of phototrophic Si-acquisition trait function} \quad 0.7694 \\
r_{N:\text{C max}} \quad \text{Maximum N:C affecting growth} \quad 0.2 \text{ gN gC}^{-1} \\
r_{N:\text{C min}} \quad \text{Minimum N:C} \quad 0.05 \text{ gN gC}^{-1} \\
r_{P:\text{C max}} \quad \text{Maximum P:C affecting growth} \quad 0.02 \text{ gP gC}^{-1} \\
r_{P:\text{C min}} \quad \text{Minimum P:C} \quad 0.005 \text{ gP gC}^{-1} \\
k_{Q_X} \quad \text{Half saturation for quota curve} \quad 10 \text{ (N)}, 0.1 \text{ (P)} \\
k_{PAR} \quad \text{Half saturation for light curve} \quad 0.03 \text{ (W m}^{-2} \text{)}^{-1} \\
k_{in} \quad \text{Inhibition constant for light curve} \quad 0.0001 \text{ (W m}^{-2} \text{)}^{-1} \\
k_0 \quad \text{Light attenuation for water} \quad 0.04 \text{ m}^{-1} \\
k_{p1} \quad \text{Light attenuation due to live phytoplankton} \quad 4 \text{ (μmol P L}^{-1} \text{ m}^{-1} \text{)}^{-1} \\
k_{p2} \quad \text{Light attenuation due to organic detritus} \quad 2 \text{ (μmol P L}^{-1} \text{ m}^{-1} \text{)}^{-1} \\
k_{S_{NO_3}} \quad \text{Half saturation for NO}_3 \text{ uptake} \quad 3.6 \text{ μM} \\
k_{S_{NH_4}} \quad \text{Half saturation for NO}_3 \text{ uptake} \quad 3.1 \text{ μM} \\
k_{SpO_2} \quad \text{Half saturation for NO}_3 \text{ uptake} \quad 0.2 \text{ μM} \\
k_{S_{Fe}} \quad \text{Half saturation for NO}_3 \text{ uptake} \quad 0.1 \text{ μM} \\
k_{S_{SO_4}} \quad \text{Half saturation for NO}_3 \text{ uptake} \quad 3 \text{ μM} \\
s_{A} \quad \text{Inhibition coefficient of NH}_4 \text{ to NO}_3 \text{ uptake} \quad 2.3 \text{ μM}^{-1} \\
b_{I} \quad \text{Exponent of prey ingestion trait function} \quad 1.851 \\
a_{K} \quad \text{Coefficient of half saturation for prey ingestion trait} \quad 0.192 \times 10^6 \\
b_{K} \quad \text{Exponent of half saturation for prey ingestion trait} \quad 2.383 \\
a_{D} \quad \text{Coefficient of digestion trait function} \quad 0.062 \\
b_{D} \quad \text{Exponent of digestion trait function} \quad 2.096 \\
r_{F} \quad \text{Maximum food vacuole to cell quota ratio} \quad 0.5 \\
r_{BR} \quad \text{Basal respiration rate} \quad 0.05 \text{ gC gC}^{-1} \text{ day}^{-1} \\
r_{MB} \quad \text{Metabolic respiration rate} \quad 0.005 \text{ day}^{-1} \\
r_{M} \quad \text{Mortality rate} \quad 0.01 \text{ day}^{-1} \\
redAA \quad \text{Cost for NO}_3 \text{ reduction and amino acid synthesis} \quad 3.5 \text{ gC gN}^{-1} \text{ day}^{-1} \\
E_{A} \quad \text{Assimilation efficiency} \quad 0.95
Table 4. Auxiliary model variables

| Parameter | Description | Value/Unit |
|-----------|-------------|------------|
| $I_S$     | Irradiance at water surface | W m$^{-2}$ |
| $L_I$     | Light limiting coefficient |           |
| $L_{NP}$  | N,P status quotient |           |
| $L_Y$     | Nutrient limiting coefficient |           |
| $L_{SAV}$ | Shape coefficient |           |
| $PX_P$    | Phototrophic nutrient acquisition rate | pg cell$^{-1}$ s$^{-1}$ |
| $PX_H$    | Heterotrophic nutrient acquisition rate | pg cell$^{-1}$ s$^{-1}$ |
| $PX_{Pmax}$ | Maximum phototrophic nutrient acquisition rate | pg cell$^{-1}$ s$^{-1}$ |
| $rXC$     | Ratio of cell nutrient $X$ to carbon quota | gX gC$^{-1}$ |
| $Ig$      | Ingestion rate | preys cell$^{-1}$ s$^{-1}$ |
| $Ig_{max}$ | Maximum ingestion rate | preys cell$^{-1}$ s$^{-1}$ |
| $K_{Sig}$ | Half saturation constant for ingestion | cells L$^{-1}$ |
| $IgC$    | Carbon specific ingestion rate | pg cell$^{-1}$ s$^{-1}$ |
| $FC_{max}$ | Maximum food vacuole | pg cell$^{-1}$ |
| $DG_X$   | Digestion rate | pg cell$^{-1}$ s$^{-1}$ |
| $POP$    | Phosphorous organic detritus | pg L$^{-1}$ |
| $I_{PAR}$ | Local irradiation | W m$^{-2}$ |
| $D_{pred}$ | Spherical equivalent diameter of predator | μm |
| $D_{prey}$ | Spherical equivalent diameter of prey | μm |
| $r_H$    | Rate of cell lost due to predation | s$^{-1}$ |
| $PV$     | Cell volume | μm$^3$ |
| $Qr$     | Cell division control | g g$^{-1}$ |
| $[Y]$    | Concentration of external nutrients | μM |

2.1 Model for growth of the cell specific nutrient quota

Based on phytoplankton cell, changes of the cell specific nutrient quota (or cell nutrient quota) are modelled as

$$\frac{dPX}{dt} = PX_P + PX_H - r_{BR} \cdot PX$$  \hspace{1cm} (1)

where $PX$ represents the cell nutrient quota, $X \equiv C,N,P,Fe,Si$. The subscripts $P,H$ indicate the cell nutrient acquired from phototrophic and heterotrophic nutrient modes, respectively. $r_{BR}$ is the rate of nutrient lost due to cell basal respiration (only for $X \equiv C$), respectively. The initial cell nutrient quotas of non-starved cell could be computed based on the cell volume, $PV$, as

$$PC = a_C \cdot (PV)^{b_C}$$  \hspace{1cm} (2)

$$PX = a_X \cdot (PC)^{b_X}$$  \hspace{1cm} (3)

Here $X \equiv N,P,Fe,Si$. The parameters $a_C,b_C,a_X,b_X$ are constant (see Table 3) and could be dependent on phytoplankton taxa (cyanobacteria, dinoflagellate, diatom, etc).
2.1.1 Model for phototrophic nutrient acquisition

Based on physiological traits, the maximum phototrophic acquisition rate of each nutrient of a phytoplankton cell is a function of the cell carbon quota as

\[ PX_{P_{\text{max}}} = a_{Xm} \cdot (PC)^{b_{Xm}} \]  

(4)

Here \( X \equiv C, N, P, Fe, Si \). The parameters \( a_{Xm}, b_{Xm} \) are constant (see Table 3) and could be dependent on phytoplankton type (cyanobacteria, dinoflagellate, diatom, etc) (Litchman et al. 2007). The scale exponents, \( b_{Xm} \), of these curves are close to 0.9 (Maranon 2008; Edwards et al. 2012) which indicates that maximum nutrient acquisition rate of a cell is a weakly nonlinear function of cell carbon quota. The maximum carbon phototrophic acquisition rate needs to cover the costs of basal respiration (\( r_{BR} \)) and of respiration associated with growth at the maximum \( N: C \) (\( \text{redAA} \)) (Flynn & Mitra 2009),

\[ a_{Cm} = (1 + r_{BR} + \text{redAA} \cdot r_{N_{\text{max}}}) \cdot a_{Cm} \]  

(5)

The actual phototrophic nutrient acquisition rates of phytoplankton are constrained by the cell nutrient quota (\( L_{NP} \)), light intensity (\( L_l \)) and external nutrient concentration (\( L_{NO_3}, L_{NH_4}, L_Y \)). The formulations are

\[ PC_p = PC_{P_{\text{max}}} \cdot L_{NP} \cdot L_l \cdot L_{SAV} \]  

(6)

\[ PN_p = PN_{P_{\text{max}}} \cdot (L_{NO_3} + L_{NH_4}) \cdot L_l \]  

(7)

\[ PX_p = PX_{P_{\text{max}}} \cdot L_Y \]  

(8)

Here, \( X \equiv P, Fe, Si \) and \( Y \equiv PO_4, Fe, SiO_4 \) accordingly. The parameter \( L_{SAV} \) factors the effect of the cell shape on the photosynthesis rate.

Limitation of cell nutrient quota to the phototrophic carbon acquisition rate is calculated using the model of Flynn and Mitra (2009),

\[ L_{NP} = \min \{ r_{XCu} \}_{X=N,P} \]  

(9)

\[ r_{XCu} = (r_{XC} \leq r_{XC_{\text{max}}}) \cdot \frac{1 + K_{Q_X}}{(r_{XC} - r_{XC_{\text{min}}}) + K_{Q_X} \cdot (r_{XC_{\text{max}}} - r_{XC_{\text{min}}})} \]  

(10)

where \( r_{XC} \) is the cell specific nutrient-to-carbon quota ratio \( X: C, X \equiv N, P \); \( r_{XC_{\text{min}}}, r_{XC_{\text{max}}} \) are the minimum and maximum nutrient to carbon quota ratios, respectively.

Photosynthesis rate is influenced by the light harvesting and utilization of the cell which is often modelled through the light intensity and chlorophyll level of the cell. Photoacclimation is observed in many photosynthetic phytoplankton thus modelling it is useful especially in light-fluctuating regimes (Dubinsky & Stambler 2009). A photoacclimation model (such as Flynn, 2001) may require accurate estimates of the chlorophyll-to-carbon quota ratio (\( \text{ChlC} \)), the initial Chl-specific slope and the photo flux density. The \( \text{ChlC} \) is generally of order \( 10^{-2} \) which could be too small for an accurate estimate. Moreover, phytoplankton possesses a diverse set of pigments to capture different parts of
the light spectrum. Some species can adjust their pigment composition, just change the Chl-specific slope, to achieve optimum light-harvesting (Stomp et al. 2004; Ting et al. 2002). The photo flux density is also difficult to estimate, especially in real water. The photo flux density in the water would depend on the absorption of the water and the phytoplankton in the water, shading from particles in the water including the phytoplankton itself. A small error in those estimations would deter the effort of modelling photoacclimation. Motive phytoplankton species could also optimize light-harvesting by swimming/ floating in response to light (Clegg et al. 2003; Kamykowski et al. 1998; Klemer et al. 1982; Wallace & Hamilton, 1999). These behaviours of phytoplankton are still less understood to be modelled. Hence, in this numerical model, photoacclimation is not considered. The simpler light function in Goebel et al. (2010) is adopted and modified to take into account of the shading effect of the total organic detritus in the water column,

$$L_t = \left(1 - e^{-k_{PAR\cdot I_{PAR}}} \right) \cdot e^{-k_{inh\cdot I_{PAR}}}$$  \hspace{1cm} (11)

where $k_{PAR}$ and $k_{inh}$ are the half saturation constant and the inhibition constant for light, respectively. The local photosynthetically active irradiation, $I_{PAR}$, is computed as

$$I_{PAR} = I_S \cdot e^{-k_z}$$  \hspace{1cm} (12)

$$k_z = \int_z^0 \left(k_0 + k_{p1} \cdot \sum PP + k_{p2} \cdot POP\right) \cdot dz$$  \hspace{1cm} (13)

where $I_S$ is the irradiation at the water surface and $z$ is the water depth; $PP$ and $POP$ are the total phosphorus quota of live phytoplankton cells and the phosphorous organic detritus, respectively; $k_0$, $k_{p1}$, $k_{p2}$ are the light attenuation constants for non-planktonic water, plankton and organic detritus measured in phosphorus, respectively.

Cell shape, in particular the surface area to volume ratio (SAV), could also have significant effects on photosynthesis rate (Dao, 2013). Phytoplankton cells having larger SAV could receive more light and nutrients. The effect of SAV could be lumped into the Chl-specific slope in Eq. 20 of Flynn (2001). However, SAV is changing with cell size (linearly proportional to invert of cell radius). As cell size (volume) may be doubled throughout its life cycle, SAV could be decreased by 1.25 ($=1/2^{1/3}$) times or 25%. A coefficient ($L_{SAV}$) that takes into account of the cell shape to the photosynthesis rate of phytoplankton is used in this model. Here, $L_{SAV}$ is computed proportionally to the SAV of the cell.

Constraints to nutrient uptakes due to concentration of external nutrients, $L_Y$, are modelled by the traditional Michealis-Menten approach,

$$L_Y = \frac{[Y]}{K_{Sy} + [Y]}$$  \hspace{1cm} (14)

where $[Y]$ is the concentration of nutrients $Y$ in the medium surrounding the phytoplankton cell; $K_{Sy}$ is the half saturation constant for uptake of the nutrient $Y$. Here, $Y \equiv NH_4, PO_4, Fe, SiO_4$. The half saturation constant for nutrient uptake could be dependent on phytoplankton type (cyanobacteria, dinoflagellate, diatom, etc.) (Litchman et al. 2007). Uptake of $NO_3$ is inhibited by the presence of $NH_4$ in the medium (Goebel et al. 2010),
\[ L_{NO_3} = \frac{[NO_3]}{K_{NO_3} + [NO_3]} \cdot e^{-\sigma_A[NH_4]} \]  

where \( \sigma_A \) is the ammonium inhibition coefficient. The total limitation to the uptake of nitrogen is \( L_N = L_{NO_3} + L_{NH_4} \).

There are several complex models for simulating nutrient transport in phytoplankton cells such as those for nitrogen, phosphorus, silicon and iron transports used in Flynn (2001) allowing us to model transient and detailed responses of phytoplankton to the variation of cell nutrient status (Flynn & Mitra 2009). The major trade-off of these models is the parameterization of many species-specific parameters which could prevent them from many practical applications.

### 2.1.2 Model for heterotrophic nutrient acquisition

Mixotrophy is an important nutrient mode of phytoplankton (Burkholder et al. 2008), and in several cases heterotrophic mode of the mixotroph was suspected to be the main cause behind an algal bloom or series of blooms (Jeong et al. 2005b; Mitra & Flynn 2006). Modelling mixotrophy is, however, a challenge in plankton physiology as compared to phototrophy because the intrinsic complexity and lacking quantitative data, especially relating laboratory information to natural field assemblages (Glibert et al. 2010).

In phototrophic mode, nutrient ions may be considered as passive "prey". The behaviour of such prey only follows molecular diffusion rule, and the predator's "capturing" and "ingesting" behaviours may be universal. Concentration of these passive "prey" per "predator" cell is extremely high (even in the nutrient deplete medium), hence a statistical value of "capturing" rate could be used universally and empirical trends are clear for almost every phytoplankton species. In heterotrophic mode, the "prey" are active cells which have various behaviours such as swimming, predation defending. The "predator" also has various predatory behaviours to deal with different preys such as swimming, capturing, ingesting. Moreover, the concentration of preys per predator cell is much lower than that of nutrient ions. Therefore, a statistical value of "capturing" rate may not always work and empirical trends are not clear even for a specific predator-prey pair. Nevertheless, this comparison shows some degrees of analogy between phototrophic and heterotrophic mode that would be useful to build a heterotrophy model.

That said, the ingestion rate \( (Ig) \) versus prey availability relationship is expected having similar form as the uptake rate versus nutrient concentration, hence Michealis-Menten function is used to model the prey availability limitation,

\[ Ig = Ig_{max} \cdot \frac{P Cel_{prey}}{K_{Ig} + P Cel_{prey}} \]  

The maximum ingestion rate, \( Ig_{max} \), and the half saturation constant for ingestion, \( K_{Ig} \), of a predator-prey pair are computed from empirical power functions of the ratio of predator and prey diameters, \( D_{pred}/D_{prey} \) (see Fig. 1A, B),

\[ Ig_{max} = a_I \cdot (D_{pred}/D_{prey})^{b_I} \]
\[ Ks_{1g} = a_k \cdot \left(D_{\text{pred}}/D_{\text{prey}}\right)^{b_k} \]  

Parameters \( a_l, b_l, a_k, b_k \) are constant (see Table 3) and could be dependent on phytoplankton nutrient type (mixotrophy or purely heterotrophy).

Materials ingested into the predator's food vacuole generally include the prey cells and the food ingested by the preys (if the prey is heterotrophic), \( PC_{\text{prey}} + FC_{\text{prey}} \). The actual ingested material is subjected to the availability of space in the food vacuole which is measured by the balance of the present amount of food in the food vacuole (\( FC \)) and the maximum food vacuole size (\( FC_{\text{max}} \)). The maximum food vacuole size, \( FC_{\text{max}} \), is often chosen as a ratio to the actual cell size measured in carbon cell content (\( r_F \)) and thus grows with the growth of the cell. The formula is:

\[ IgC = \min \left[ FC_{\text{max}} - FC, Ig \cdot (PC_{\text{prey}} + FC_{\text{prey}}) \right] \]  

\[ FC_{\text{max}} = r_F \cdot PC \]  

The rate of prey cell lost due to the ingestion of this predator is computed as

\[ r_H = IgC / (PC_{\text{prey}} + FC_{\text{prey}}) \]  

If there are multiple preys, operations of Eq. (16)-(21) will be repeated either in random pattern or in sequence of prey preference. Other factors influencing the ingestion rate such as swimming speed difference, feeding mechanism, prey preference (Jeong et al. 2004; 2005a,b,c; 2007; 2010) or anti-grazer adaption could be included but that requires well-formulated traits.

Digestion rate of ingested materials in the food vacuole is dependent on the nutrient demand of the cell, the assimilation efficiency (\( E_A \)) and must cover a metabolic cost (\( r_{MR} \)) and a basal respiration rate (\( r_{BR} \)) (Flynn & Mitra 2009). As an empirical trait (Fig. 1C) is used in this model instead of a maximum growth rate, the nutrient demand is represented in term of cell size (which is consistent with Eq. (4), where cell size defines the nutrient uptake rate). The digestion rates of carbon and other nutrients are modelled as

\[ DgC = \frac{1 + r_{MR} + r_{BR}}{E_A} \cdot a_d \cdot (D_{\text{pred}})^{b_d} \]  

\[ DgX = \frac{DgC}{FC} \cdot FX \]  

where \( FX \) is amount of nutrient \( X \) in the food vacuole (\( X \equiv N, P, Fe, Si \)). Assimilated carbon and other nutrient from the heterotrophic mode is

\[ PX_H = E_A \cdot DgX \]  

Unassimilated portion of digested materials and all digested Si are excreted as organic matters. The assimilation efficiency for food could decline as food \( N:C \) or \( P:C \) declines (Flynn & Mitra 2009). Here, given the simplification level of heterotrophic nutrient acquisition model, detailed model for assimilation efficiency may not be necessary.
There were several discussions on how to model the phototrophy-heterotrophy interaction in a phytoplankton. These interactions are often difficult to observed even in laboratory experiment (Flynn & Mitra 2009). Therefore, in this model phototrophy and heterotrophy are modelled additive to the growth of phytoplankton. However, control of heterotrophy over phototrophy could be done through the parameter \( r_F \) which could be modelled as a function of nutrient demand (such as availability of light, inorganic nutrient). This function would not be straightforward as, for example, the decrease of light is thought to increase heterotrophy in phytoplankton but some species response in an opposite way (Skovgaard, 1998).

Role of kleptochloroplasts in photosynthesis is clear (Stoecker et al., 1987; Skovgaard, 1998). However, modelling of kleptochloroplast is challenging as the knowledge on the processes of sequestering, retention and replacing of chloroplasts from the prey are largely unknown. These processes are even inconsistent among known species. Kleptochloroplast photosynthesis, therefore, is not modelled. This is reasonable since the amount of chloroplast in each prey cell is much less compared to the cell itself (~1%) and given the fixed ChlC model used for photosynthesis in this model.

### 2.2 Model for growth of the cell population

Growth in cell population could be modelled by various approaches (Hellweger & Kianirad, 2007) which include neglecting growth, continuous growth based on external nutrient (Monod kinetics) or internal nutrient (Droop model) and discrete growth based on cell division. In this phytoplankton model, the external and internal nutrients are used in the model for growth of cell nutrient quota as described above. The growth of cell population is modelled by cell division model: when the cell nutrient quotas are enough to create two children cells, cell division takes place and the cell population is doubled. The parameter \( Qr \) is used to control the cell division is computed as

\[
Qr = \min \left\{ \frac{PX}{PX_{\text{child}}} \right\}_{X=C,N,P,Fe,Sl}
\]

where \( PX_{\text{child}} \) is the cell nutrient quota of the children cell. If \( Qr \geq 2 \), the cell division takes place and the cell population and cell nutrient quotas are updated,

\[
PCel = 2 \cdot PCel
\]

\[
PX = PX/2
\]

Here, \( X \equiv C, N, P, Fe, Si \). Silicon is treated in the same way with the other elements for simplification. A separate model for Si metabolism (Flynn, 2001) or the inhibition of Si to cell division (Brzezinski et al., 1990) in diatom could be used.

The cell division model is useful not only to increase cell population but also to reduce cell size and to redistribute cell nutrient quota, i.e. nutrient quota of the mother cell is distributed into two children cells while keeping nutrient quota ratios unchanged. Cell division model is also useful when simulating excessive growth of nutrient-starved cells after adding the limiting nutrient. For example, cells in phosphorus-limited medium keep taking in carbon, nitrogen and other nutrients and become larger in size (Latasa & Berdalet, 1994; Flynn, 2001). Due to the lack of phosphorus in the cell (not
enough to produce two children cells) the cell cannot divide. Once phosphorus is added into the medium, the phosphorus-starved cells uptake phosphorus much faster than cells having the same phosphorus quota but phosphorus-replete due to their larger size [regulates by Eq. (4)]. With other nutrients accumulated in the cells, the cells divide and increase the population rapidly. The cell division redistributes cell contents and size into the new cells, bringing the fast growth rate to a normal rate quickly after 1 or 2 divisions. A feedback function to depress the surge uptake may not be necessary because the redistribution of cell nutrient quota in the cell division model itself produces a feedback mechanism.

Cell loss to mortality and predation of all predators is simply modelled as

$$\frac{dP Cel}{dt} = -(r_M + \sum r_H) \cdot P Cel$$  \hspace{1cm} (28)

where $r_M$ is the mortality rate. The rate of predation loss, $r_H$, is summed over all predators.

3 Model validation against laboratory experiments

Key physiological responses of phytoplankton are used to test the numerical model. These include the steady state and dynamic responses of the cell growth and internal cell quota under various environment conditions. The model is also tested against several laboratory experiments for its ability of capturing responses of phytoplankton in real conditions. In all model tests, the set of constants given in Table 3 is fixed as a default configuration. Details of each test are below.

In the first test, phototrophic steady growth rates of cell population and total cell carbon, nitrogen, and phosphorus (or nutrient specific-biomass) of a phytoplankton in single-algal batch cultures under different light and nutrients (phosphate, nitrate and ammonium) conditions are computed. In each test, one parameter is varied while all others are fixed. The specific growth rates ($d^{-1}$) is computed as

$$\mu_X = \frac{\log(X_T) - \log(X_0)}{T},$$

where $X$ is cell population or the total cell nutrient measured at the initial ($t = 0$) and the end time of the cultures ($t = T$) which is chosen when the cell growth is at stationary phase. The simulated species is a 6200 μm$^3$ dinoflagellate. Results are shown in Fig. 2.

Steady growths of a dinoflagellate under different nutrient modes of pure-phototrophy (with and without presence of a ciliate), pure-heterotrophy and mixotrophy in batch cultures are simulated in the second test. The simulated species are a 10000 μm$^3$ dinoflagellate (predator) and a 2000 μm$^3$ ciliate (prey). In these simulations, inorganic nutrient and light are replete. Steady heterotrophic growth rates of cell population, total cell carbon of the dinoflagellate and prey's cell population (negative growth) at different prey concentrations and predator-prey size ratios are also simulated. Results are shown in Fig. 3 and Fig. 4.

In the third test, dynamic responses of cell population and total cell nutrient (carbon, nitrogen, and phosphorus) of phytoplankton in single-algal batch cultures with a limiting nutrient are simulated. Responses of these parameters of starved cells when the limiting nutrient is added into the depleted media are also tested. The two important limiting nutrients, nitrate and phosphate, are considered. The simulated species is a 6200 μm$^3$ dinoflagellate. Results are compared with phytoplankton grown in nutrient replete cultures in Fig. 5.
In the last test, several laboratory experiments are reproduced by the numerical model. The test includes a batch culture of diatom *Skeletonema costatum* (Takabayashi et al. 2006), batch cultures of dinoflagellate *Prorocentrum donghaiense* under two phosphate-limiting conditions (Ou et al. 2010), and bi-algal batch cultures of dinoflagellate *Dinophysis acuminata* feeding on ciliate *Myrionecta rubra*, and of ciliate *Myrionecta rubra* feeding on cryptophyte *Teleaulax sp.* (Park et al. 2006). Growth of cell population in the bi-algal cultures are also compared with that in single-algal cultures of each species. Model results are compared with experiments in Fig. 6 to Fig. 9.

Fig. 2 shows the steady phototrophic growth rates of cell population and total cell nutrient (carbon, nitrogen, and phosphorus) of a phytoplankton in single-algal batch cultures under different conditions of light and nutrient (phosphate, nitrate, and ammonium). Under the nutrient replete condition (Fig. 2A), steady state growth of the simulated phytoplankton is saturated at a lower light intensity (∼150 μmol photons m$^{-2}$ s$^{-1}$) than the light function itself (∼300 μmol photons m$^{-2}$ s$^{-1}$). This is the result of the light attenuation effect on the photosynthetic rate [Eq. (6)-(8)] in batch cultures. The light attenuation, as modelled by Eq. (12) and Eq. (13), is largely dependent on the total phytoplankton and detritus in the medium and hence dependent on the phytoplankton species. Fig. 2A also shows that the growth of cell population is very close to that of carbon and nitrogen. Total cell phosphorus constantly grows approximately 0.3 d$^{-1}$ higher than that of carbon and nitrogen because of the difference in the uptake rate under attenuated light conditions. In real water, phosphorus uptake was shown much less sensitive to the change of light intensity compared with carbon and nitrogen uptakes. Field experiments showed that the dark phosphorus uptake rate is approximately 1.6 times lower than the light uptake (Duhamel et al., 2012) while carbon and nitrogen uptakes are almost zero in dark and much higher in light condition (Kudela et al., 1997). Because of that reason, the light limiting coefficient, which is currently applied on carbon and nitrogen uptakes, is not applied on the photosynthetic uptake of phosphorus in the model. That results in higher uptake of phosphorus.

In Fig. 2B-D, growths of cell population are close to the growths of total cell nutrient of the limiting nutrient and are lower than the growths of total cell nutrient of the non-limiting nutrient. Carbon accumulated in N-starved cells (Fig. 2B, D) is less than that in P-starved cells (Fig. 2C), resulting in larger cell size in P-starved cells. These are consistent with laboratory observations that starved-cells tend to continue acquiring and accumulating none-limiting nutrients, and that P-starved cells are generally larger than N-starved cells. Mathematically, these phenomena are modelled by the use of nutrient uptake as function of cell carbon quota in Eq. (6)-(8), and the limitation of cell nutrient quota in Eq. (9) and (10) in the model.

Fig. 3 shows that carbon acquisition rate of the dinoflagellate via heterotrophic mode is significantly lower than via phototrophic mode. Carbon acquired via mixotrophy slightly differs from that via phototrophy without the presence of the ciliate (Fig. 3A). The difference is mainly at the early stage of the culture when the prey-predator concentration ratio is still relatively high. With the presence of the ciliate (but not as prey), phototrophic carbon acquisition of the dinoflagellate decreases significantly (Fig. 3B). One could explain this phenomenon by the competition for light and inorganic nutrient of the ciliate. Heterotrophy in the mixotrophic dinoflagellate does not only provide additional nutrient source but also removes the prey, which often grows faster, from competing for common resources. The predator will have more resources for growth once the prey is removed from the
medium. In this numerical experiment, the direct benefit from feeding the ciliate is less than the indirect benefit from removing the ciliate from the competition for light and inorganic nutrient.

Fig. 2. Model results of specific growth rates of cell population, total cell carbon, nitrogen and phosphorus at different environment conditions. (A) different photon flux, nutrient replete; (B-D) different nitrate, phosphate and ammonium, other nutrient and light replete; In A-C, ammonium concentration is zero while in (D), nitrate concentration is zero.

Fig. 3. Model results of total cell carbon under different nutrient modes: pure phototrophy (square), pure heterotrophy (circle) and mixotrophy (solid line). The lines with triangles are linear summation of phototrophy and heterotrophy lines. (A) pure phototrophy mode of single species, (B) pure phototrophy mode with presence of another species. Inorganic nutrient is replete.
Model results of pure heterotrophic mode show that the size ratio has more significant effect on the growth of the predator and the removal of the prey than the size of individuals (see Fig. 4, A vs. C and B vs. D). This is due to the maximum ingestion rate and half saturation constant for ingestion being modelled as functions of size ratio. Mathematically, when the diameter ratio doubles (1.5 to 3), the maximum ingestion rate may increase by 4 times (according to the scaling exponent in Fig. 1A and Table 3) but the volume ratio (and hence relative ingested nutrients) reduces by 8 times, resulting in the maximum net ingested nutrient reduced by half. That explains the growth of the predator in the 1.5-diameter-ratio simulations being approximately double of that in the 3-diameter-ratio simulations. However, the use of assimilation rate as function of predator size results in small differences in the growth of the predators of different sizes (Fig. 4, A vs. B and C vs. D). Growth of predator starts at a lower prey concentration if the prey is larger. Minimum prey concentrations for the predator to grow are $10^5$-$10^6$ cells L$^{-1}$. The maximum heterotrophic growth is at prey concentration of $10^9$ cells L$^{-1}$.

![Graphs showing model results of pure heterotrophic specific growth rates of predator cell population and total cell carbon, and negative growth of prey cell population at different prey concentrations.](image)

Fig. 4. Model results of pure heterotrophic specific growth rates of predator cell population and total cell carbon, and negative growth of prey cell population at different prey concentrations. (A, B) $D_{\text{pred}}:D_{\text{prey}} = 3$; (C, D) $D_{\text{pred}}:D_{\text{prey}} = 1.5$; (A, C) 10,000 μm$^3$ predator; (B, D) 5,000 μm$^3$ predator.
Results in Fig. 5 show the responses of cell concentration and cell nutrient status at different external nitrate and phosphate conditions. Nitrate remains replete in the medium in the scenarios 1, 3 and 5 while it is limited in scenario 2 and 4 (Fig. 5A). Phosphate remains replete in the medium in the scenarios 1, 2 and 4 while it is limited in scenario 3 and 5 (Fig. 5B). In scenario 1 where all nutrients are replete, cell quota of N, P and C fluctuate about their initial values. In the nitrate deplete scenario (#2), uptake of nitrate is limited at day 7 while the cell still uptakes phosphorus and some amount of carbon. That results in significant accumulation of phosphorus and carbon after day 7 (square symbol...
curves). Growth of cell population is significantly lower than that in scenario 1 (see Fig. 5F). Nitrate, when added into the medium at day 7, results in drops in cell quotas of phosphorus and carbon as the larger-than-normal N-starved cell quickly uptakes nitrate and divides, redistributing all accumulated cell nutrient quota (dot symbol curves). As a result, the growth rate of cell population increases rapidly. Similar phenomena could be observed in the phosphate-deplete and phosphate-added scenarios (#3 and 5). However, as shown in Fig. 5E, P-starved cell accumulates more carbon than N-starve cell, resulting in larger cell size. That is modelled by the limitation to carbon uptake by the ratios of cell nitrogen and phosphorus quotas to cell carbon quota [Eq. (9) and Eq. (10)]. It is remarked that some part of growth curves in Fig. 5F are identical. That is because of the cell division model in which cell population at the end of a period will be equal if the number of cell divisions in that period of time is equal, regardless when the cell divisions take place. The difference among these simulations are at the total cell carbon or total cell nutrient which are the product of cell population and cell quota.

Fig. 6. Model (solid line) and experimental (circle) results of the cell population, medium ammonium nitrate, phosphate, and silicate from a *Skeletonema costatum* batch culture.
Results of the numerical simulations in comparison with laboratory experiments are shown in Fig. 6 to Fig. 9. Model results of cell population growth and nutrient consumption of *S. costatum* in Fig. 6 agree very well with experiment results. The initial slow growth of cell population and increase of nutrient in the medium, which were not discussed in the experiment, could possibly due to abnormal mortality and remineralisation of dead cells. In the model, remineralisation process is included but mortality rate is unchanged. Agreements of ammonium and nitrate concentrations between the model and experiment indicate that the simple nitrate-ammonium uptake model of Goebel et al. (2010) is working. Result of the silicon uptake model also matches with the experiment.

Model results of *P. donghaiense* in P-limited medium agree fairly well with the experiment (Fig. 7). Phosphorus cell quota starts at an high level and graduate to a normal level after 5-6 days. The fluctuation in the phosphorus cell quota shown in the experiment is reproduced in the model but at different timing. The cell population growth and phosphate consumption are captured well except for
a 1-day difference in the timing of peak cell population. When phosphate is added into the medium containing P-starved cells at day 6, the abnormally rapid growth of cell population and phosphate consumption are captured very well in the model. The peak cell population is close to that obtained from the experiment. The drop in cell population at the last two days of the experiment is, however, unclear and is not present in the model result.

Fig. 8 and Fig. 9 show the model and experiment results of phototrophic and mixotrophic growths of two different pair of phytoplankton species. Phototrophic growths of D. acuminata (12,000 μm³), M. rubra (6,000 μm³) and Teleaulax sp. (100 μm³) are fairly well matched with the experiments (Fig. 8A, B and Fig. 9A, B). Among three species, smaller M. rubra grows significantly faster than the largest D. acuminata while the smallest Teleaulax sp. grows faster than M. rubra. Model result of the mixotrophy of the first pair agrees quite well with the experiment (Fig. 8C). In the bi-algal culture, M. rubra population slowly grows in the first two days before being rapidly cleared out to almost zero by the predator. D. acuminata with the prey grows slightly faster than itself in the single-algal culture. Significant increase of the growth rate of D. acuminata could be seen at the first two days when the prey population is still relatively high. Model result of mixotrophy of the second pair in Fig. 9C is not as good as the first pair but shows some degrees of agreement. Population of M.rubra is slightly higher when feeding in Telaulax sp. compare with that in pure phototrophy mode while the growth of Telaulax sp. population is heavily suppressed right at the begin of the culture. Model result of Telaulax sp. population relatively deviates farther from the experiment compared to that of M.rubra when they are preys. That is because the very small cell size of Telaulax sp. relatively to its predator makes the heterotrophy model less accurate. In overall, however, the numerical model is able to captures fairly well the population responses of the predator and prey at different predator sizes and cell size ratios.

Fig. 8. Model (thick lines) and experimental results of phototrophic growths of (A) dinoflagellate Dinophysis acuminata (D.a), (B) ciliate Myrionecta rubra (M.r), and (C) mixotrophic growths of Dinophysis acuminata (circles) with Myrionecta rubra (squares) as prey.
Fig. 9. Model (thick lines) and experimental (symbols) results of phototrophic growths of (A) ciliate *Myrionecta rubra* (M.r), (B) cryptophyte *Teleaulax sp.* (T.a), and (C) mixotrophic growths of *Myrionecta rubra* (circles) with *Teleaulax sp.* (squares) as prey.

4 Modelling of HAB in Singapore water

The phytoplankton model is extended to simulate algal blooms in Singapore water. There are several possible mechanisms for an algal bloom to occur. Flynn (2001) suggested that an algal bloom model should involve a predator, a HAB species and a non-HAB species. In eutrophic condition, the non-HAB species outgrows HAB species when predator population has not developed yet. When limiting nutrient is deplete and predator has developed, nutrient-stress HAB species produces secondary metabolite (toxic) making it unfavorable (unpalatable) to predator. Predator will eat non-HAB species and themselves. Re-mineralization from predatory activity (and mixotrophy of HAB species) provides additional nutrient for HAB species growth, leading to bloom. Jeong et al. (2004) showed that feed in by larger mixotrophic HAB species on smaller mixotrophic HAB species could be the driving force for the succession of HAB event. In particular, *Cochlodinium* (26 μm) and *P. micans* (27 μm) can feed in *P. minimum* (12 μm) and *P. triestinum* (13 μm), while *P. minimum* and *P. triestinum* can feed in *Amphidinium* (7 μm) and *Heterosigma* (11 μm). Jeong et al. (2005a,b,c) observed in Korea water that *Amphidinium* and *Heterosigma* bloom followed by *P. minimum* and *P. triestinum*, then by *Cochlodinium* and *P. micans* within 10 days. These observations form the basis for the algal bloom model (AB model) used in this study. Other mechanisms were suggested in Anderson (1998), including cells of HAB species in resting stage (seabed cysts, non-vegetative cells) being germinated and brought to water surface, when environment conditions are favorable (temp, nutrient) or endogenous clock triggered, leading to blooms. However, this mechanism is not considered in the current model.

According to the study of Gin et al. (2000), there are 11 major phytoplankton groups in the Singapore Strait and 8 groups in the Johor Straits identified. Of them, the dominant microplankton (>10 μm) are
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Skeletonema (35% of the total phytoplankton community), Chaetoceros (15%), Eucampia cornuta (10%), Eucampia zoodicus (10%), and Rhizosolenia stotlerforthii (5%) in the Singapore Strait and Chaetoceros (25%), Tintinnopsis (18%), Skeletonema (14%) and Cyclotella stylorum (5%) in the Eastern Johor Strait. All of them, except the ciliate Tintinnopsis, are diatoms. The dominant pico- and nanoplankton (<10 μm) are the cyanobacteria Synechococcus and Trichodesmium. The microplankton groups contribute about 60% of total chlorophyll in the Singapore Strait and higher portions in the Eastern Johor Strait, which frequently reaches 80-95%. The data also shows that, microplankton totally dominant (>80%) in the sample with high chlorophyll level (>10 μg l⁻¹). The dominant species are 10-20 μm and 20-100 μm in size. In term of Chla, diatoms contribute 72% of the in the Singapore Strait and 88% in the Johor Straits. Synechococcus contribute another 18% of total Chla in the Singapore Strait but is insignificant in the Johor Strait. Trichodesmium was found to blooms in the Johor Straits occasionally during slightly warmer South-West Monsoon (Tham, 1973; Koh, 1998).

Dinoflagellates make up a small portion of phytoplankton community in the Singapore Strait and Johor Strait but several toxic species are found here. Some small unarmoured "gymnodinoid-like" dinoflagellates that have been linked to fish kills in the world were found in Singapore waters (Gin et al. in Wolanski (ed.), 2006). These include species of genera Karenia and Karlodinium. Another unarmoured Cochlodinium dinoflagellate has been linked to fish kill bloom in the Johor Straits in 1987 (Khoo and Wee, 1997). At least four species of golden-brown bi-flagellated raphidophytes have been found in Singapore water. They are Chattonella marina, Chattonella subsalsa, Fibrocapsa japonica and Heterosigma akashiwo. These species, except C. subsalsa, have also been linked to fish kills in the world. Dinophysis species are known to produce diarrhetic shellfish poisoning (DSP) toxins. Among them, D. caudata is the most frequent and abundant dinophysoid species although its cell density does not exceed 5 cells l⁻¹ (Holmes et al., 1999). The PSP producing dinoflagellate Gymnodinium catenatum has been found in Singapore water and its bloom possibly occurred in the past (Khoo and Wee, 1997). Other potential PSP toxin producers are the Alexandrium species. Another study (data from CENSAM sea trials, 2011, unpublished) reported the presence of the toxic A. tamarense in the Eastern Johor Strait.

**Table 5. Groups of plankton species in EJS for numerical simulation**

| Species                   | ESD (μm) | Taxa              | Toxicity | Group |
|---------------------------|----------|-------------------|----------|-------|
| Trichodesmium erythraeum  | 3        | Cyanobacterium    | No       | G1    |
| Synechococcus             | 1        | Cyanobacterium    | No       |       |
| Alexandrium tamarense     | 22       | Dinoflagellate    | Yes      | G2    |
| Chattonella               | 25       | Raphidophyte      | Yes      |       |
| Heterosigma akashiwo      | 20       | Raphidophyte      | Yes      |       |
| Chaetoceros               | 10       | Diatom            | No       | G3    |
| Skeletonema               | 10       | Diatom            | No       |       |
| Thalassiosira weissflogii | 15       | Diatom            | No       |       |
| Gymnodinium catenatum     | 35       | Dinoflagellate    | Yes      | G4    |
| Dinophysis caudata        | 33       | Dinoflagellate    | Yes      |       |
| Cochlodinium              | 33       | Dinoflagellate    | Yes      |       |
| Karenia                   | 35       | Dinoflagellate    | Yes      | G5    |
| Protothecalidinium        | 60       | Dinoflagellate    | No       |       |
| Tintinnopsis              | 60       | Ciliate           | No       |       |
For the convenience of numerical modelling, the plankton in Singapore water are regrouped in 5 groups based on cell size, nutrient mode, taxa, toxicity (see Table 5). The 5 groups are: G1 – Small phototrophs: (cyanobacteria, crytophytes), G2 – Large phototrophs (diatoms, non-diatom phototrophs), G3 – Heterotrophs (large dinoflagellates, ciliates), G4 – Small mixotrophs (dinoflagellates), and G5 – Large mixotrophs (mainly dinoflagellates). General models followed Section 2 are applied for all species, but the kinetics are specific for each group. Bacteria and zooplankton are modelled implicitly by mortality and grazing rates. Possible interactions that might occur in numerical model for EJS include: (i) Under phototrophic mode: G1 population grows fastest due to its small size; G3 population also grows fast but less than G1 and is limiting by silicon; G3 is the main consumer of raw nutrients due to its large size and fast growth; G2 population grows much slower than G3, while G4 and G5 do not grow; light (shading) and oxygen could be inhibition factors; (ii) Under heterotrophic mode: G1 is consumed by G2 and G4, G2 is consumed by G4 and G5, G3 is consumed by G4 and G5, G4 is consumed by G5; (iii) G5 population is controlled by a variable zooplankton grazing and mortality which vary with season and environment.

![Fig. 10. Schematic of coupling of hydrodynamic and algal bloom models](https://example.com/fig10.png)

The hydrodynamic in the EJS is simulated by the SELFE model (Zhang and Baptista, 2008). SELFE solves the 3D shallow-water equations, with hydrostatic and Boussinesq approximations, and transport equations for temperature and salinity. These equations are solved by finite-element and finite-volume methods with semi-implicit schemes and Eulerian–Lagrangian method to treat the advection in the momentum equation. Unstructured triangular grids are used in the horizontal direction, while hybrid terrain-following and Cartesian coordinates are used for the vertical direction. SELFE was customized for Singapore Straits and was further zoomed in to the East Johor Strait (Behera and Tkalich, 2014; Xu et al. 2014). The hydrodynamic and algal bloom models are coupled for the simulation of HAB in the EJS (see Fig. 10). The EJS simulation domain is shown in Fig. 11. Boundary conditions of run off, temperature, salinity, concentrations of nutrient, oxygen, plankton
cells, and tidal level and velocity are applied at the free surface, river boundaries, and the boundary with the Singapore Strait. Sun light and rain fall are obtained from meteorological measurements. The one-directional arrows indicate river boundaries while the two-directional arrows indicate open boundaries with large water bodies of Johor river and Singapore Strait. Numerical simulations are carried out over a period of at least 7 days in order to capture at least a cycle of algal bloom.

Fig. 11. Computational domain of East Johor Strait (blue) and boundary conditions (white arrow)

A. Small dinoflagellates: surface and vertical distribution (cells/L)

B. Diatoms: surface and vertical distribution (cells/L)

C. Large dinoflagellates: surface and vertical distribution (cells/L)

Fig. 12. Model result of the surface cell concentrations in the EJS (left column) and vertical distributions of cell concentrations along line L1 at a time instant during the neap-tide on July 2012. Field measurements at two locations S2 and S5 indicate the range of cell concentrations in the water column.
Simulation results of surface cell concentrations of groups G2 (small dinoflagellates), G3 (diatoms) and G4 (large dinoflagellates) in the EJS and vertical distributions of cell concentrations along line L1 at 10 am July 2012 (neap-tide) are shown in Fig. 12. Model results agree quite well with the ranges of cell count at two locations S2 and S5 measured during a sea trials at around same time instant. The model is used to predict concentrations of plankton cells and total chlorophyl during another neap tide period during a North East Monsoon in 2012. Results are shown in Fig. 13.

![Simulation results](image)

**Fig. 13. Model result of total chlorophyll (left column; from top to bottom: surface, middle and bottom layers; unit: μg L⁻¹) and cell concentration (right column; from top to bottom: cyanobacteria, diatom, dinoflagellate; unit: cells L⁻¹) in the EJS at 2 pm, 21/12/2012 (neap tide).**

5 Conclusion

The paper presents an attempt to construct a numerical model for mixotrophic phytoplankton. The core of the model is the empirical traits that are generalized from experimental data and observations. Important traits such as life history (cell reproduction), physiological (photosynthesis, nutrient uptake, nitrogen fixation, mixotrophy), and morphological (cell size, shape) were employed.
The empirical traits combined with formulations that have been used in traditional mechanistic models provide a good balance of complexities of phytoplankton individual and the extent of phytoplankton community. While some traits, especially those physiological traits of photosynthesis and nutrient uptake, could explain for almost 80-90% of the variability in the community (represented in the dataset), other traits such as those related to taxa and cell shape, and mechanistic formulations could account for the remain 10-20% of small but subtle differentiations among individuals. That not only provides the flexibility for modelling wide range of phytoplankton species with less parameters for parameterization but also allows a narrow group of species to emerge if the environment is at their favourite.

In contrast with traditional approach where nutrient uptake rate is constrained by (or as a function of) a predefined growth rate, the nutrient uptake rate in this model is a function of the cell size and the growth rate is the result of the amount nutrient uptaken. Moreover, the growth of cell population is modelled separately from the growth of cell quota. The latter approach is thus more natural. Numerical results and comparisons with experiments showed that nutrient consumption and population growth could be modelled accurately. The model could also capture well important physiological responses of phytoplankton such as the accumulation of none-limiting nutrients, increase of cell size of nutrient-starved cells, and the surge uptake and rapid population growth of starved cells when nutrient is added. The cell division model is not only to model the growth of cell population and to create a time lag between cell quota growth and population growth, but also play an important role in controlling the nutrient accumulation, surge uptake and rapid growth of cell population.

While phototrophic mode has been well modelled by either trait-based or traditional approaches, the heterotrophic mode is not mathematically well defined. Nevertheless, by using empirical traits as well as mechanistic model of Aksnes & Egge (1991) for phototrophic mode and by analogising heterotrophic mode with phototrophic mode, we were able to derive some simple but meaningful traits for the heterotrophic model. These include the ingestion rate as a function of cell size ratio and the assimilation rate as a function of cell size. Although there remains unresolved complexity in the mixotrophic interaction, the use of these empirical traits in the model has shown remarkable successfulness. Model simulations of mixotrophy presented in this paper agree well with experiments. Numerical simulations also showed that the heterotrophic mode could have little influence on the growth of mixotrophic predator but significantly clear out the prey population. In a plankton community, the mixotrophic predator or non-eatable species would benefit if the prey, which otherwise outgrows them, is removed from the competition for light and nutrient, providing conditions for them to bloom.

Although the numerical model is shown working well for general phototrophs and mixotrophs, several processes could be further enhanced or added into the model to capture species-specific responses. Important processes that could be enhanced include the internal nitrogen metabolism, silicon metabolism, photoacclimation, photo-heterotrophy interaction, prey selectivity, digestion efficiency as well as kleptophotosynthesis. These processes and mathematical formulations have been described in several studies although parameterization is still a challenge (Flynn 2001; Mitra 2006; Flynn & Mitra 2009). Other processes have been shown being crucial for starting or terminating an algal bloom. These include the production of toxins under nutrient stress (Flynn & Mitra 2006;
Varkitzi et al. 2010; He et al. 2010) or under predation stress (Guisande et al. 2002; Sheng et al. 2010; Harvey and Menden-Deuer 2012), the excystment and encystment (Anderson 1998). The model for toxin production under nutrient stress could be easily linked to the cell quota model while that under predation stress could be linked to the ingestion rate of the heterotrophic model. The model for excystment and encystment could be directly linked to the cell population model. With these enhancements, the model is highly suitable for algal bloom modelling.

Nevertheless, the mixotrophic phytoplankton model when coupled with a 3D hydrodynamic model for simulations of HAB in a real world environment has shown excellent results. The HAB model showed a potential of predicting the probability of occurrence, location of an algal bloom and the potential of harmfulness in an areas such as East Johor Strait.

References

Aksnes, D.L. and Egge, J.K. (1991) A theoretical model for nutrient uptake in phytoplankton. Mar. Ecol. Prog. Ser., 70, 65–72.

Anderson, T.R. (2005) Plankton functional type modelling: running before we can walk? J. Plankton Res., 27, 1073–1081.

Anderson D. M. (1998) Physiology and bloom dynamics if toxic Alexandrium species, with emphasis on life cycle transitions. In Physiological Ecology of Harmful Algal Blooms, ed. D. M. Anderson, A. D. Cembella, G. M. Hallegraeff, pp. 29–48. Berlin: Springer.

Armstrong, R.A. (2008) Nutrient uptake rate as a function of cell size and surface transporter density: A Michaelis-like approximation to the model of Pasciak and Gavis. Deep-Sea Res. Pt. I, 55, 1311–1317.

Behera M. R. and Tkalich P. (2014) Assessment of kinetic tidal energy resources using SELFE. The International Journal of Ocean and Climate Systems, vol 5, no. 3, p 141-149

Brzezinski M. A., Olson R. J. and Chisholm S. W. (1990) Silicon availability and cell-cycle progression in marine diatoms. Mar. Ecol. Prog. Ser., 67, 83-96.

Clegg MR, Maberly SC, Jones RI. 2003. The effect of photon irradiance on the behavioral ecology and potential niche separation of freshwater phytoplanktonic flagellates. J. Phycol., 39, 650–662

Dao MH (2013) Reassessment of the cell surface area limitation to nutrient uptake in phytoplankton. Mar Ecol Prog Ser 489:87-92. https://doi.org/10.3354/meps10434

Denman, K.L. (2003) Modelling planktonic ecosystems: parameterizing complexity. Prog. Oceanogr., 57, 429–452.

Duhamel S., Björkman K. M. and Karl D. M. (2012) Light dependence of phosphorus uptake by microorganisms in the subtropical North and South Pacific Ocean. Aquat. Microb. Ecol., 67, 225–238.
Dubinsky, Z. and Stambler, N. (2009) Photoacclimation processes in phytoplankton: mechanisms, consequences, and applications. *Aquat. Microb. Ecol.*, **56**, 163-176.

Edwards, K.F., Thomas, M.K., Klausmeier, C.A. and Litchman, E. (2012) Allometric scaling and taxonomic variation in nutrient utilization traits and maximum growth rate of phytoplankton. *Limnol. Oceanogr.*, **57**, 554–566.

Flynn, K. J (2001) A mechanistic model for describing dynamic multi-nutrient, light, temperature interactions in phytoplankton. *J. Plankton Res.*, **23**, 977–997.

Flynn, K.J., Mitra, A. (2009) Building the "perfect beast": modelling mixotrophic plankton. *J. Plankton Res.*, **31**, 965–992.

Glibert, P.M., Allen, J.I., Bouwman, A.F., Brown, C.W., Flynn, K.J., Lewitus, A.J. and Madden C.J. (2010) Modeling of HABs and eutrophication: status, advances, challenges. *J. Mar. Res.*, **83**, 262 – 275.

Gin, K. Y. H., Lin, X. and Zhang, S. (2000) Dynamics and size structure of phytoplankton in the coastal waters of Singapore. *J. Plankton Res.*, **22**, 1465–1484.

Gin, K. Y. H., Holmes, M. J., Zhang, S., and Lin, X. (2006) Phytoplankton Structure in the Tropical Port Waters of Singapore. In: Wolanski, E. (ed.), The Environment in Asia Pacific Harbours, Springer, The Netherlands, pp. 347-375.

Goebel, N.L., Edwards, C.A., Zehr, J.E. and Follows, M.J. (2010) An emergent community ecosystem model applied to the California Current System. *J. Marine Syst.*, **83**, 211–242.

Guisande C., Frangópulos M., Maneiro I., Vergara A. R., Riveiro I. (2002) Ecological advantages of toxin production by the dinoflagellate Alexandrium minutum under phosphorus limitation. *Mar. Ecol. Prog. Ser.*, **225**, 169–176.

Harvey E. L., Menden-Deuer S. (2012) Predator-induced fleeing behaviors in phytoplankton: a new mechanism for harmful algal bloom formation?. *PLoS ONE*, **7**, e46438. doi:10.1371/journal.pone.0046438

He H., Chen F., Li H., Xiang W., Li Y., Jiang Y. (2010) Effect of iron on growth, biochemical composition and paralytic shellfish poisoning toxins production of Alexandrium tamarense. *Harmful Algae*, **9**, 98-104.

Hellweger, F.L. and Kianirad, E. (2007) Individual-based modeling of phytoplankton: Evaluating approaches for applying the cell quota model. *J. Theor. Biol.*, **249**, 554–565.

Holmes, M. J., Teo, L.M., Lee, F. C., & Hong, W. K. (1999). Persistent low concentrations of diarrhetic shellfish toxins in green mussels Perna viridis from the Johor Strait, Singapore: first record of diarrhetic shellfish toxins from South-East Asia. *Marine ecology. Progress series*, **181**, 257-268.

Jeong, H. J., Yoo, Y. D., Kim, J. S. et al. (2004) Mixotrophy in the phototrophic harmful alga Cochlodinium polykrikoides (dinophycean): prey species, the effects of prey concentration, and grazing impact. *J. Eukaryot. Microbiol.*, **51**, 563–569.
Jeong, H. J., Yeong, D. Y., Seong, K. A. et al. (2005a) Feeding by the mixotrophic red-tide dinoflagellate Gonyaulax polygramma: mechanisms, prey species, effects of prey concentration, and grazing impact. *Aquat. Microb. Ecol.*, **38**, 249–257.

Jeong, H. J., Yoo, Y. D., Park, J. Y. et al. (2005b) Feeding by phototrophic red-tide dinoflagellates: five species newly revealed and six species previously known to be mixotrophic. *Aquat. Microb. Ecol.*, **40**, 133–150.

Jeong, H. J., Park, J. Y., Nho J. H., et al. (2005c) Feeding by red-tide dinoflagellates on the cyanobacterium Synechococcus. *Aquat. Microb. Ecol.*, **41**, 131–143.

Jeong, H. J., Ha, J. H., Yoo, Y. D. et al. (2007) Feeding by the Pfiesteria-like heterotrophic dinoflagellate Luciella masanensis. *J. Eukaryot. Microbiol.*, **54**, 231–241.

Jeong H. J., Yoo Y. D., Kim J. S. et al. (2010) Growth, feeding and ecological roles of the mixotrophic and heterotrophic dinoflagellates in marine planktonic food webs. *Ocean Sci. J.*, **45**, 65–91.

Kamykowski D, Yamazaki H, Yamazaki AK, Kirkpatrick GJ. 1998. A comparison of how different orientation behaviors influence dinoflagellate trajectories and photoresponses in turbulent water columns. In Physiological Ecology of Harmful Algal Blooms, ed. D. M. Anderson, A. D. Cembella, G. M. Hallegraeff, pp. 581–99. Berlin: Springer.

Khoo, H.W. and Wee, J.Y. (1997) Phytoplankton monitoring and harmful algae occurrences in Singapore waters – historical perspective and status. In Vigers,G., Ong,K.S., McPherson,C., Millson,N., Watson,I. and Tang,A. (eds), ASEAN Marine Environmental Management: Quality Criteria and Monitoring for Aquatic Life and Human Health Protection. Proceedings of the ASEAN-Canada Technical Conference on Marine Science (24–28 June 1996), Penang, Malaysia. EVS Environmental consultants, North Vancouver and Department of Fisheries, Malaysia, pp. 58–67.

Klemer AR, Feuillade J, Feuillade M. 1982. Cyanobacterial blooms: carbon and nitrogen limitation have opposite effects on the buoyancy of Oscillatoria. *Science*, **215**,1629–1631

Koh (1998). Application of remote sensing to water quality management. B. Eng thesis, Department of Civil Engineering, National University of Singapore

Kudela R. M., Cochlan W. P. and Dugdale R. C. (1997) Carbon and nitrogen uptake response to light by phytoplankton during an upwelling event. *J. Plankton Res.*, **19**, 609-630.

Latasa, M. and Berdalet, E. (1994) Effect of nitrogen or phosphorus starvation on pigment composition of cultured Heterocapsa sp. *J. Plankton Res.*, **16**, 83–94.

Litchman, E., Klausmeier, C.A., Schofield ,O.M. and Falkowski, P.G. (2007) The role of functional traits and trade-offs in structuring phytoplankton communities- scaling from cellular to ecosystem level. *Ecol. Lett.*, **10**, 1170–1181.

Maranon, E. (2008). Inter-specific scaling of phytoplankton production and cell size in the field. *J. Plankton Res.*, **30**, 157–163.
Mitra, A. (2006) A multi-nutrient model for the description of stoichiometric modulation of predation in micro- and mesozooplankton. *J. Plankton Res.*, 28, 597–611.

Mitra, A. and Flynn, K. J. (2006) Promotion of harmful algal blooms by zooplankton predatory activity. *Biol. Lett.*, 2, 194–197.

Park M. G., Kim S., Kim H. S., Myung G., Kang Y. G., Yih W. (2006) First successful culture of the marine dinoflagellate Dinophysis acuminata. *Aquat. Microb. Ecol.*, 45, 101–106

Pasciak, W.J. and Gavis, J. (1974) Transport limitation of nutrient uptake in phytoplankton. *Limnol. Oceanogr.*, 19, 881–888.

Ou, L., Wang, D., Huang, B., Hong, H., Qi, Y. and Lu, S. (2008) Comparative study of phosphorus strategies of three typical harmful algae in Chinese coastal waters. *J. Plankton Res.*, 30, 1007–1017.

Redfield, A.C. (1934). On the proportions of organic derivatives in sea water and their relation to the composition of plankton. In Daniel, R. J. [Ed.] James Johnstone Memorial Volume. Liverpool University Press, pp. 176–92.

Sheng, J., Malkiel, E., Katz, J. et al. (2010) A dinoflagellate exploits toxins to immobilize prey prior to ingestion. *Proc. Natl Acad. Sci.*, 107, 2082–2087.

Skovgaard, A. (1998) Role of chloroplast retention in a marine dinoflagellate. *Aquat. Microb. Ecol.*, 15, 293–301.

Smith, R.E.H and Kalflf, J. (1982) Size-dependent phosphorus uptake kinetics and cell quota in phytoplankton. *J. Phycol.*, 18, 275–284.

Stoecker, D. K., Michaels, A. E. and Davis, L. H. (1987) Large proportion of marine planktonic ciliates found to contain functional chloroplasts. *Nature*, 326, 790–792.

Stomp M., Huisman J., de Jongh F., Veraart A. J., Gerla D., et al. (2004). Adaptive divergence in pigment composition promotes phytoplankton biodiversity. *Nature*, 432, 104–107.

Takabayashi, M., Lew, K., Johnson, A., Marchi, A., Dugdale, R. and Wilkerson, F.P. (2006) The effect of nutrient availability and temperature on chain length of the diatom Skeletonema costatum. *J. Plankton Res.*, 28, 831–840.

Tham, A.K. (1973) The sea. In Chuang,S.H. (ed.) Animal Life and Nature in Singapore. Singapore University Press, Singapore, pp. 140–149.

Ting C. S., Rocap G., King J., Chisholm S. W. (2002) Cyanobacterial photosynthesis in the oceans: the origins and significance of divergent light-harvesting strategies. *Trends. Microbiol.*, 10, 134–142

Varkitzi I., Pagou K., Graneli E., Hatzianestis I., Pyrgaki C., Pavlidou A., Montesanto B., Economou-Amilli A. (2010). Unbalanced N:P ratios and nutrient stress controlling growth and toxin production of the harmful dinoflagellate Prorocentrum lima (Ehrenberg) Dodge. *Harmful Algae*, 9, 304-311.
Waite A., Fisher A., Thompson P. A. and Harrison P. J. (1997) Sinking rate versus cell volume relationships illuminate sinking rate control mechanisms in marine diatoms. *Mar. Ecol. Prog. Ser.*, **157**, 97-108.

Wallace B.B., Hamilton D.P. (1999). The effect of variations in irradiance on buoyancy regulation in Microcystis aeruginosa. *Limnol. Oceanogr.*, **44**, 273–281

Xu H., Tkalich T, Leong S. and Patrikalakis N. (2014) A Three-dimensional Baroclinic Hydrodynamic Model for Singapore Region. Geophysical Research Abstracts Vol. 16, EGU2014-4836, 2014

Zhang, Y.L. and Baptista, A.M. (2008) SELFE: A Semi-Implicit Eulerian-Lagrangian Finite-Element Model for Cross-Scale Ocean Circulation. Ocean Modelling, 21, 71-96.