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Abstract—In recent years, fully differentiable rigid body physics simulators have been developed, which can be used to simulate a wide range of robotic systems. In the context of reinforcement learning for control, these simulators theoretically allow algorithms to be applied directly to analytic gradients of the reward function. However, to date, these gradients have proved extremely challenging to use, and are outclassed by algorithms using no gradient information at all. In this work we present a novel algorithm, cross entropy analytic policy gradients, that is able to leverage these gradients to outperform state of art deep reinforcement learning on a certain set of challenging nonlinear control problems.

I. INTRODUCTION

Computer simulation has become an indispensable tool for researchers and engineers of robotic systems for design, control, and verification. Recent advances in model free deep reinforcement learning (DRL) have been able to leverage simulation and the continued exponential increase computer resources to solve a variety of challenging control and perception problems. Examples include dexterously manipulating objects with a 24 DOF robotic hand [24], and recent work from the Robotic Systems Lab at ETH Zurich demonstrates rough terrain quadruped robot arguably on par with Boston Dynamics [22]. In both cases, training was done in simulation, and then successfully transferred to the real world.

These simulations have largely been treated as black boxes by DRL algorithms. This is both a strength and a weakness of DRL, and this stems partially from the fact that in commonly used simulators like MuJoco [32] or Bullet [5], are not differentiable (nor are physical robots, for that matter). That is, we are unable to compute the gradient of the state at time t+1, with the action from time t. Therefore we are also unable to take the gradients of the reward function with respect to controller parameters. Thus, RL must thus rely on various approximations of the true gradients, like finite differences or vanilla APG and state of the art DRL algorithms in at least one class of challenging nonlinear control problems.

However in recent years, fully differentiable physics simulators have started to emerge [15] [14] [9], which offer analytic gradients using automatic differentiation. These simulators already have a number of interesting applications. For example, it is possible to use data from a physical system as data for a learning algorithm to make simulation to better match. Furthermore the nature of some these simulators allow them to be run on hardware accelerators, which offers some obvious speed advantages for algorithms which can make use of them. And, most relevant to this work, they also provide analytic gradients for any differentiable function of simulation state variable. This means we can use stochastic gradient descent, which is the gold standard for training neural networks, directly using the negative sum of rewards as the loss function. We will call training policies in this way an analytic policy gradient algorithm.

However, in practice, these gradients have proven extremely challenging to use, for a number of reasons. Part of the problem is that to take the gradient through any iterated dynamical system required back propagation through time (BPTT). Long chains of BPTT have long been known to cause exploding or vanishing gradients, which naturally causes difficulty in learning [1]. A recent paper by Metz et al. [21] also offer some exposition on the challenges of using the analytic gradients offered by these new rigid body simulators. They highlight that in addition to problems inherent to BPTT, the naturally chaotic dynamics of many rigid body systems exasperate the problems with diverging gradients significantly.

Another difficulty are severe local maxima. Local maxima are a common problem in all of deep learning, but it is apparent that using APG for reinforcement learning with rigid body systems is especially prone to falling into these extrema. In [21] they also show the reward landscape of the Ant system in Brax. The Ant is a standard benchmark problem in the RL community, it consists of a quadruped robot who’s objective is to move forward as fast as possible. They show that reward landscape and reward gradient for this system has extremely high variance, and fraught with local extrema. One may expect that this is due primarily to the fact that the Ant system is relatively high dimensional and subject to contact and frictional forces with the ground. However as we show in figure [1] an Acrobat system, which is a simple two DOF system that is not subject to any contact forces, suffers from many of the same problems.

Given these difficulties, it remains an open question what role, if any, analytic policy gradients have to play in reinforcement learning for robotic control. In this paper we present a novel algorithm, Cross Entropy Analytic Policy Gradients (CE-APG), which we have found is able to outperform both vanilla APG and state of the art DRL algorithms in at least one class of challenging nonlinear control problems. Specifically, we demonstrate that under-actuated planar kinematic chains, like the Acrobat or inverted cart pole pendulum
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D. Back Propagation Through Time

在为了传导政策通过一个迭代系统，我们必须使用一个称为反向传播通过时间的算法。如我们已经提到，这种导致在爆炸或
vanishing gradients, especially in long chains of computation. The problem essentially is that the reward at time t depends not only on the state and action at time t-1, but on the state and action from t-2, t-3, back to the initial state, even if system itself is Markovian. For even modest length roll-outs this causes instability in the gradients that make learning with them challenging.

There are many other contexts that this problem arises, including in natural language processing (NLP). One of the tools used to combat this in the NLP community are specialized recurrent neural networks, which are specifically designed to stop gradients that pass through the network from diverging. In our case we use gated recurrent unit GRU [8] as our control policy, we outline this architecture with more detail in the methods section.

III. PROBLEM FORMULATION

A. Reinforcement Learning

In reinforcement learning, the goal is to train an agent, acting in an environment, to maximize a scalar reward function. The environment is a discrete time dynamical system described in an environment, to maximize a scalar reward function.

\[ R(t) \rightarrow R(\theta) \]

The controller is a function parameterized by a vector \( \theta \in \mathbb{R}^d \) that maps states to actions \( g: \mathbb{R}^n \times \mathbb{R}^d \rightarrow \mathbb{R}^m \) such that:

\[ a_t = g(s_t, \theta) \]

The goal is to maximize a scalar reward function \( r: \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^n \rightarrow \mathbb{R} \). We consider the finite time undiscounted reward case. The objective function then is:

\[ R(\theta) = \sum_{t=0}^{T} r(s_t, a_t, s_{t+1}) \]

B. Kinematic Chains and Simulation

We consider three systems, a classic cartpole pendulum, a double cartpole pendulum, and an Acrobot [31]. These are all under-actuated, kinematic, chains, and are often used as benchmark problems for both reinforcement learning and nonlinear control. Their dynamics in general can be described with the following:

\[ M(q)\ddot{q} + C(q, \dot{q})\dot{q} + T_g(q)/g = Bu \]

with \( M \) being the inertia matrix, \( C \) being the Coriolis matrix, \( T \) being a matrix capturing gravitational affects. For these systems \( u \) is the torque outputted at each motor, and \( q \) is the vector of state variables. In each of these systems, there is a single unstable equilibrium point. Our goal is to swing the system from an initial condition to it’s unstable point and the maintain balance there. More details on formulating these environments into an MDP can be found in the appendix.

It was demonstrated in [11] that most DRL struggles with the full version of the Acrobot in particular. It is worth elaborating on that point. Many benchmarking suites (for example, OpenAI’s gym [4]) have underactuated systems like the acrobot or cartpole pendulum, however the tasks are typically either to swing the system up, or to balance it, asking one controller to do both becomes a much more challenging problem.

C. The Brax Simulator

The above systems are simulated using Brax [9]. Brax is a differentiable physics engine that can simulate systems made up of rigid bodies, joint constraints, and actuators. The simulations primary advantage is that it can run massively parallel simulations very quickly on accelerator hardware, i.e. TPUs and GPUs. By virtue of being written entirely in Jax [3], we can also take arbitrary gradients through the simulator using autodiff.

IV. METHODS

A. Analytic policy gradients

Stochastic gradient descent and its variants (in our case adam [17]) are the gold standard for training deep neural networks. We seek to train our policy using the gradient of the sum of the reward function for a given episode.

\[ \theta^+ = \theta + \alpha \nabla_{\theta} R(\theta) \]

To be more specific, we perform N policy rollouts using the current parameters, take the gradient of the mean of the sum of rewards for each these roll outs, use that gradient to update the current policy, and repeat until convergence. Thus our update step is:

\[ \theta^+ = \theta + \alpha \nabla_{\theta} \frac{1}{N} \sum_{i=0}^{N} \sum_{t=0}^{T} r(s_t, a_t, s_{t+1}) \]

As we’ve discussed, because we are using a differentiable simulation, the analytic gradient with respect to \( \theta \) is available to us.

B. The Cross Entropy Method

The Cross Entropy Method (CEM [27]) is a well established algorithm for importance sampling and optimization. CEM maintains a probability distribution over its decision variables, in this case the decision variables are the parameters for our policy. The most common formulation is to use a normal Distribution, thus we must maintain a vector of means \( \mu_j \), and a covariance matrix \( \sigma_j \). \( \mathcal{N}(\mu_j, \sigma_j) \). At each step we sample candidate policies from this distribution, and use the following update rules:

\[ \mu_j^+ = \frac{1}{K_e} \sum_{i=0}^{K_e} \mu_j \]

\[ \sigma_j^+ = \frac{1}{K_e} \sum_{i=0}^{K_e} \sigma_j \]
$\sigma^2_\pi = \frac{1}{K_e} \sum_{i=0}^{K_e} (\mu_\pi - \mu_i) (\mu_\pi - \mu_i)^T$ (8)

However, the covariance matrix grows quadratically with the number of policy parameters, and neural networks can have thousands of parameters even for small systems. Thus, we make the following simplification to the variance:

$\sigma^2_\pi = \frac{1}{K_e} \sum_{i=0}^{K_e} (\mu_\pi - \mu_i)^2$ (9)

This implicitly ensures that our covariance "matrix" only has entries on the diagonal, and can thus be stored as a vector. This simplification is also made by [23].

C. Cross Entropy Analytic Policy Gradients

**Algorithm 1** Cross Entropy Analytic Policy Gradients

**Require:** Policy $\pi$ with trainable parameters $\theta$

**Require:** Hyper-parameters $- \sigma_0$, $K_a$, $K_e$

Sample $\theta_e = [\theta_1, ..., \theta_n]$ from $\mathcal{N}(\theta, \sigma_0^2)$

**for** $\theta_i$ in $\theta_e$ **do**

Run APG with initial policy weights $\theta_i$.

Collect sum of rewards $R_i$ and final policy $\theta_i^*$.

**end for**

Sort $\theta^*$ values in descending order according to reward

$\theta^* = \frac{1}{K_e} \sum_{i=0}^{K_e} \theta_i^*$

$\sigma^* = \sqrt{\frac{1}{K_e} \sum_{i=0}^{K_e} (\theta - \theta_i^*)^2}$

We combine these two algorithms as follows. Start with initial policy weight $\theta$, and an initial parameter variance $\sigma_0$. We then generate $K_a$ candidate policies by sampling from $\mathcal{N}(\theta, \sigma_0)$. Using these policies as initial conditions, we run $K_a$ analytic policy gradient algorithms in parallel, which gives us new weight vector $[\theta_0, \theta_1...\theta_{K_a}]$, and the final rewards for these new policy weights, $R_1, R_2...R_{K_a}$. We then sort the policy weights in descending order based on their associated final return. Finally we select the top $K_e$ and use equations [7] and [9] to update our parameter and variance vector. This is repeated until some stopping criteria, for this paper we simply train for fixed number of steps.

D. Controller Architecture

As we have already mentioned, we employ a Gated Recurrent Unit (GRU) network as our control policy to help combat the exploding / vanishing gradient problem. For our CE-APG experiments, we used a GRU with two fully connected layers on the output, with ReLU hidden activations and a Tanh non-linearity on the final layer. Network sizes for each experiment can be found in the appendix. We found that by using the GRU we are able to train with episodes lengths of at least 500 steps.

In addition to this, we use deterministic policies, rather than the stochastic ones usually associated with deep reinforcement learning. Typically in DRL, the policy actually parameters a probability distribution over possible actions. At every time step, one generates a new distribution based on the current state, and then samples from that distribution to select an action. While our algorithm is compatible with stochastic policies of this nature, we instead compute the action directly. We believe this is especially advantageous for systems with unstable and highly sensitive dynamics (like the acrobot, cartpole etc).

V. RESULTS

For each environment, we ran trials with 8 random seeds. The seeds affect all the sources of randomness during training, of which there are several. The initial value of the policy parameters, the noise added to the policy at the beginning of each iteration, and the initial condition of the simulator at the beginning of each episode. Figure 2. For each of these trials we used the GRU controller architecture discussed above, details on layer sizes etc. can be found in the appendix. We report the resulting rewards obtained at the end of in table I. In addition to our own algorithm, we also run comparisons from PPO, SAC, and Brax’s implementation of APG (which has some note-able difference from our own, discussed in the appendix).

| Environment | Pendulum | Acrobat | Double Pendulum |
|-------------|----------|---------|-----------------|
| CE-APG (ours) | -355 ± 10 | 3053 ± 458 | 4295 ± 75 |
| PPO         | -464 ± 223 | 405 ± 927 | 4249 ± 549 |
| SAC         | -2274 ± 1000 | 359 ± 159 | -3.9e5 ± 4.9e6 |
| Brax Apg    | -3485 ± 819 | 1949 ± 814 | -1982 ± 4056 |

**TABLE I:** Results of the training on our test environments, we report the mean and standard deviation of rewards obtained from training each algorithm with 8 random seeds.

We can see that across all three environments, our method outperforms the other benchmark algorithms. On the double inverted pendulum we get the same final reward as PPO, exceed it slightly on the cartpole, and get significantly higher reward on the acrobot. In fact for the cart-pole in particular our algorithm significantly outperforms the others. It is worth putting this in context, as it is difficult to understand what a reward of 2000 vs. 3000 really means.

To do this we perform roll-outs with the best performing seeds for both CE-APG and the best performing benchmark, which was Brax’s APG implementation. We perform 10 rollouts with these top performers. For completeness we report the mean and standard deviation of the resulting rewards, CE-APG: 3507 ± 5, Brax’s APG: 2778 ± 89. However it is much more revealing to visualize one of these roll outs, which we do in figure 5.
a policy that does stabilize our system. Unsurprisingly given the rewards from table I, none of the other systems manage to balance the acrobat either. Of course such stabilization is exactly what we as humans had in mind when defining the environment.

In both cases we still used the GRU controller architecture as before. In the case of CEM we used 2000 iterations for every environment, which we found to be well past the point of convergence. For APG we used 200*100 iterations, which results in the same number of environment interactions to CE-APG. The results are shown in table II.

Table II: Results of our ablation studies. We report the mean and standard deviation of rewards obtained from training each algorithm with 8 random seeds

| Environment   | Pendulum | Acrobot | Double Pendulum |
|---------------|----------|---------|-----------------|
| CE-APG (ours) | -355 ± 10 | 3053 ± 458 | 4295 ± 75 |
| PAPG          | -1034 ± 208 | 2456 ± 647 | 2335 ± 431 |
| CEM           | -3019 ± 559 | 626 ± 160 | -2.7e5 ± 7.6e5 |

As we can see, the performance of either method individually is generally poor, though we do see that PAPG does about as well as the best agent from the APG results reported in table I, however when we perform rollouts the resulting policies exhibit the same behavior shown in figure 3, that is they continuously spin, spending as much time as they can near the goal state, but never settling there.

VI. ABLATION STUDIES

In addition to the comparisons done above, we also conducted several ablation studies, this isolates the effect of our implementation of APG from the results presented above. We conducted experiments using only the gradient free CEM method, with no analytic policy gradients being used. And also compared to our implementation of APG, which we are calling PAPG for parallel APG. This essentially means that we run APG N times in parallel, and picking the best result to return.

As we can see, the performance of either method individually is generally poor, though we do see that PAPG does about as well as the best agent from the APG results reported in table I, however when we perform rollouts the resulting policies exhibit the same behavior shown in figure 3, that is they continuously spin, spending as much time as they can near the goal state, but never settling there.

VII. DISCUSSION AND FUTURE WORK

We have shown that analytic policy gradients can be leveraged effectively for at least one class of system, nonlinear underacted systems with unstable target states. This is a limited scope of problems, but it is interesting because other modern DRL algorithms struggle with such systems. However, we are as of yet unable to get our algorithm to perform well in contact rich environments, likely because the contacts introduce huge variance into the gradients. As of writing, there is active work in the community to make Brax friendlier to analytic gradient based algorithms, in particular adding soft contacts, which may very well help a lot.

In addition, the sample complexity of our algorithm is comparable to other on policy DRL algorithm, and is behind what we might expect from off policy algorithms. However there are many algorithmic improvements could be made, for example importance sampling has been found to improve the sample efficiency of CEM by up to a factor of 10. We are
currently unable to effectively implement this due technical limitations in the way we implement parallelization.

VIII. Conclusion

In conclusion, we presented Cross Entropy Analytic Policy Gradients, an algorithm that can exploit analytic gradients. We covered some relevant background, introduced our method, and placed it in the broader context. We then presented our algorithm and the environments we used for testing. We presented results of our algorithm compared to state of the art baselines, and performed ablation studies. We then contextualized the rewards obtained on Acrobat in particular. This demonstrated that our algorithm was able to successfully stabilize the system, whereas the baseline algorithms where not. We think this algorithm shows that analytic policy gradients can be leveraged productively in at least context.
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IX. APPENDIX

A. Implementation Details

There are some notable differences between our implementation of APG (which we call PAGP for parallel apg) and the implementation of APG provided Brax. First, we use different controller architectures, our method uses a deterministic GRU, and theirs uses a stochastic multi layer perceptron. Furthermore the parallelization characteristics are quite different, the Brax implementation of APG was designed for use with a TPU, and thus performs hundreds or thousands of rollouts in parallel for every update step. We note that we found the performance of CE-APG to be significantly faster on CPU compared to GPU/TPU.

B. Network Architecture

Each policy consists of GRU cell with two fully connected layers on the output. The fully connection network has ReLU hidden activations and a tanh non-linearity on the final layer.

C. Hyper Paramaters

In all cases we selected the best hyper parameters we could find using a manual search, using a coarse parameter sweep as a starting point.

| CE-APG Hyperparameter                  |       |
|---------------------------------------|-------|
| APG Epochs                            | 100   |
| Total Epochs                          | 200   |
| Total Env Interactions                | 1e7   |
| initial std                           | 0.05  |
| learning rate                         | 1e-3  → 1e-6 |
| batch size (N)                        | 4     |
| $K_a$                                 | 24    |
| $K_c$                                 | 8     |

| PPO Hyperparameter                   |       |
|--------------------------------------|-------|
| Total Timesteps                      | 8e7   |
| Minibatch Size                       | 32    |
| Batch Size                           | 256   |
| Unroll Length                        | 50    |
| N Update Epochs                      | 8     |
| Discounting                          | 0.99  |
| Learning Rate                        | 3e-4  |
| Entropy Cost                         | 1e-3  |
| N Envs                               | 512   |
| SAC Hyperparameter       | Value |
|--------------------------|-------|
| Total Timesteps          | 2e6   |
| Discounting              | .95   |
| Learning Rate            | 1e-3  |
| N Envs                   | 64    |
| Batch Size               | 128   |

| Brax-APG Hyperparameter  | Value |
|--------------------------|-------|
| Total Env interactions   | 1e7   |
| N Environments           | 24    |
| Learning rate            | 5e-4  |

X. Environment Details

A. Acrobat

The Acrobat is kept relatively simple, the only state variables are the joint angles and velocities, the reward is just the negative squared distance between the goal state and the current state:

$$r_a = -\phi_1^2 - \phi_2^2$$

With $\phi_1 = \phi_2 = 0$ being the upright balanced position with both links straight up.

B. Cartpole Pendulum

The cart-pole pendulum is also kept simple, the states are simply the joint angles and velocities, and the reward function is simply the negative square of the pendulum angle, with $\phi_1 = 0$ corresponding the the upright position.

C. Inverted Double Cartpole Pendulum

The double cartpole pendulum is modified from Brax’s existing benchmark environments, the only difference is that the initial condition is rotated 180 degrees from the upright. These environments use some reward shaping, adding an an alive bonus as well as some feature extraction. rather than directly feeding in joint angles, both the reward and state variables are fed in as the x,y coordinate for the end of each link. The reward function for the environment is:

$$r_{dp} = r_{alive} - r_{distance} - r_{velocity}$$  \hspace{1cm} (10)

Where

$$r_{alive} = 10$$ \hspace{1cm} (11)

$$r_{distance} = 0.05x^2 + (y - y_{des})^2$$ \hspace{1cm} (12)

$$r_{velocity} = \dot{\phi}_1 + \dot{\phi}_2$$ \hspace{1cm} (13)

and $y_{des}$ co-responds to the height of the second link when in the upright position. Put another way, the reward function is an alive bonus minus the euclidean distance between the end of the second link and the goal state.