GLOBAL WELL-POSEDNESS OF THE NAVIER-STOKES EQUATIONS WITH NAVIER-SLIP BOUNDARY CONDITIONS IN A STRIP DOMAIN
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Abstract. This paper is concerned with the existence and uniqueness of the strong solution to the incompressible Navier-Stokes equations with Navier-slip boundary conditions in a two-dimensional strip domain where the slip coefficients may not have defined sign. In the meantime, we also establish a number of Gagliardo-Nirenberg inequalities in the corresponding Sobolev spaces which will be applicable to other similar situations.

1. Introduction. Navier-Stokes equations is one of the most classical mathematical models in fluid dynamics and is also the basic system in the study of most complex fluids. Since being derived by the famous physicists C. Navier and G. Stokes, it has attracted the attentions of considerable number of mathematicians and physicists during the past over 100 years. Precisely, the incompressible Navier-Stokes equation reads as follows

\[
\begin{align*}
\partial_t \rho + \text{div}(\rho \mathbf{v}) &= 0, \\
\partial_t (\rho \mathbf{v}) + \text{div}(\rho \mathbf{v} \otimes \mathbf{v}) + \nabla p &= \text{div} \mathbf{S} + \rho \mathbf{f}, \\
\partial_t (\rho E) + \text{div}(\rho \mathbf{v} E + \mathbf{v} p) &= \text{div} (\mathbf{S} + \kappa \nabla \theta) + \rho \mathbf{f} \cdot \mathbf{v}, \\
\text{div} \mathbf{v} &= 0,
\end{align*}
\]

in $\Omega \times (0,T)$. (1.1)

where $\rho$, $\mathbf{v}$, $\theta$, $E$ are density, velocity, absolute temperature and total energy of the fluid, respectively and $p$, $\mathbf{S}$, $\mathbf{f}$ stand for the pressure, stress tensor and external force, respectively. We point out that the first three equations are deduced by the conservation of mass, momentum and energy, respectively. For the derivation
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of the Navier-Stokes system, we refer the reader to books by G. P. Galdi[11], by R. Temam[24] and by P. L. Lions[18].

If the density and temperature are constants and the stress tensor is taken to be the simplest one
\[ \mathbb{S} = \mu (\nabla v + \nabla^T v), \]
then system (1.1) reduces to the following
\[
\begin{cases}
\partial_t v + v \cdot \nabla v + \nabla p = \mu \Delta v + f, \\
\text{div} v = 0,
\end{cases}
\]
in \( \Omega \times (0, T). \) (1.2)

To seek solutions for (1.2) and study the properties of the solutions, it is necessary to impose some conditions, such as \( \Omega \) is a bounded domain in \( \mathbb{R}^d, d \geq 2, \) and the velocity satisfies the Dirichlet boundary condition \( v|_{\partial \Omega} = \varphi \) and initial conditions \( v(0) = v_0; \) or \( \Omega = \mathbb{R}^d, d \geq 2, \) then give the data of \( v \) in the far field and the initial time, which is called Cauchy problem. In all these cases, to our knowledge, the uniqueness of the weak solution to the system (1.2) in 3D with general initial data \( v_0, \) or equivalently, the higher order regularity of the weak solution, is still an open problem.

It should be noted that most of the existing results mainly focus on the Dirichlet boundary conditions, i.e. no-slip boundary conditions. However, there are many other kinds of boundary conditions which also match with the reality. For example, hurricanes and tornadoes do slip along the ground and lose energy as they slip[4]. In 1827, the famous mathematician and physicist C. Navier[20] first considered the slip phenomena and proposed the following boundary conditions, called Navier-slip boundary conditions:
\[
\begin{cases}
v \cdot n = 0, \\
2\mu \mathbb{D}(v)n \cdot \tau = k(x)v \cdot \tau,
\end{cases}
on \partial \Omega, \quad (1.3)
\]
where \( \mathbb{D}(v) = \frac{1}{2}(\nabla v + \nabla^T v), \) \( n \) and \( \tau \) are unit outer normal vector and tangential vector of the boundary \( \partial \Omega. \) In (1.3), \( k(x) \) is a physical parameter, which can be a constant, function in \( L^\infty(\partial \Omega)[16] \) and even a smooth metrix[12]. Here we consider the case that \( k(x) \) is constant, called the slip coefficient.

We should also mention that the most known discussions on the Navier-slip boundary value problems are for the “classical” cases in which the slip coefficients are non-positive, that is, \( k(x) \leq 0 \) in the boundary conditions (1.3), which is according with the friction effect. The pioneers in analysing the Navier-Stokes equations with Navier-slip boundary conditions should be Solonnikov and Ščadilov [23], who considered the linearized equations in steady case. Afterwards, B. da Veiga [25] established the existence and the regularity of the weak solutions for the nonlinear problem in the upper half space, while C. Amrouche et al.[3, 2] gave the corresponding results in bounded domain and external domain.

What we are interested in this paper is for the “non-classical” cases in which the slip coefficients may be positive, and the domain is unbounded. As being pointed out by Serrin[22] in 1959, \( k(x) \) is unnecessary to be negative. Moreover, there do be some phenomena in the real world with \( k(x) > 0. \) For example, the effective slip length \( \alpha \) on the flat gas-liquid interface is always positive[13]. Navier-slip boundary conditions (1.3) with \( k(x) > 0 \) is also widely applied in the numerical modeling of fluid with rough boundary, such as in aeronautical dynamics or in the permeable boundary, where (1.3) are called Beavers-Joseph law[6, 3], in the weather forecast and Hemodynamics[6, 7]), or some case where the boundary accelerates the fluid[19, 4]. The readers could refer to Y. Xiao et al.[26, 27] and the reference therein for some results on the vanishing viscosity limit of the time-depending Navier-Stokes
equations. For more details in physical applications and numerical analysis, please refer to [1, 5, 6, 14, 15, 21, 22].

In 2017, H. Li and X. Zhang [17] established the global well-posedness for the 3D compressible Navier-Stokes equations in a strip domain with Dirichlet boundary condition on the upper plane and Navier-slip boundary condition on the bottom. However, the slip coefficient must be a negative constant. In 2018, Xin and the authors of this paper published a paper [9] on the stability analysis for the Navier-slip boundary value problems for this "non-classical" cases. We found in [9] that if some of the slip coefficients are positive, the kinetic energy generated on the boundary may cause instability if the viscosity is not large enough. So, we defined, in [9], a critical viscosity expressed only by the slip coefficients to distinguish the stability from the instability. However, in that paper we did not give the detailed proof for the global existence and uniqueness of strong solutions for the so called "non-classical" cases. We find that the proof of the global well-posedness is not a trivial problem mainly because of the unboundedness of the domain and the boundary conditions. Moreover, in this paper, we have also derived a number of Gagliardo-Nirenberg inequalities which may be applicable to other similar cases.

The rest of this paper will be arranged as follows: in Section 2, some notations will be given and the definition together with the main theorems will be stated; Section 3 is arranged for preliminary, that is, the proof of a series of Gagliardo-Nirenberg inequality; the global existence of the unique weak solution to system (2.1) will be established in Section 4 and the proof of higher order regularity to the weak solution, so that the weak solution is in fact a strong one, will be given in Section 5.

2. Notations and main results. Precisely, we consider the following initial boundary value problem

\[ \begin{align*}
\partial_t u + u \cdot \nabla u + \nabla p &= \mu \Delta u + f, \quad \text{in } \Omega \times (0, T), \\
\nabla \cdot u &= 0, \quad \text{in } \Omega \times (0, T), \\
u \cdot n &= 0, \quad \text{on } \partial \Omega \times (0, T) \\
2\mu D(u) \cdot \tau &= k(x, y) u \cdot \tau, \quad \text{on } \partial \Omega \times (0, T) \\
u(0) &= u_0, \quad \text{in } \Omega.
\end{align*} \]

(2.1)

where \( k(x, 1) = k_1, k(x, 0) = k_0 \) are constants and \( \Omega := \mathbb{R} \times (0, 1) \). For convenience, we denote

\[ \begin{align*}
H &:= \{ v \in L^2 | \nabla \cdot v = 0, \ v \cdot n = 0, \ \text{on } \partial \Omega \}, \\
V &:= \{ v \in H^1 | \nabla \cdot v = 0, \ v \cdot n = 0, \ \text{on } \partial \Omega \}, \\
W &:= \{ v \in V \cap H^2 | v \text{ satisfies (1.3)} \}. \end{align*} \]

In the meantime, we denote \( L^2(0, 1) \) and \( H^k(0, 1) \) by \( L^2 \) and \( H^k \), for simplicity. Without confusion, we will also write \( L^p(\Omega) \) and \( H^k(\Omega) \) by \( L^p \) and \( H^k \), respectively. The integral form \( \int_\Omega f dx dy \) will be simply denoted by \( \int f \). In addition, the scalar function and vector function will be denoted by \( f \) and \( \mathbf{f} \) for distinction, such as \( \mathbf{f} = (f^1, f^2) \), but the product functional space \( (X)^2 \) will also be denoted by \( X \). For example, the vector function \( \mathbf{u} \in (H^1)^2 \) will be still denoted by \( \mathbf{u} \in H^1 \). The usual notations will be used as in general unless extra statement. Since that \( \mu > 0 \) plays no role in the proof of the global well-posedness, we take \( \mu = 1 \), for simplification.
We will first prove the global existence of the unique weak solution to (2.1), and then improve the regularity to reach the global strong solution. Now we give the definition of weak solutions.

**Definition 2.1.** \( u \) is a weak solution to the initial boundary value problem (2.1) defined in \( \Omega \times (0, T) \), if it satisfies

(i) \( u \in L^\infty (0, T; H) \cap L^2 (0, T; V) \); (ii) \( u(x, y, 0) = u_0(x, y) \);

(iii) For any \( v \in V \), there holds that

\[
\frac{d}{dt} \int_\Omega u(t) \cdot v + \int_\Omega D(u(t)) : D(v) + \int_\Omega u(t) \cdot \nabla u(t) \cdot v = \int_{\partial \Omega} k(x, y) u(t) \cdot v dS + \int_\Omega f \cdot v.
\]

We do not mention the space of the initial data and the external force here, but these will be clear when the existence of the solutions is established. For the first step, we prove the following global well-posedness in weak sense

**Theorem 2.2.** For any \( u_0 \in H, T > 0, \) and \( f \in L^1 (0, T; L^2) \), there exists an unique weak solution \( u \in L^\infty (0, T; H) \cap L^2 (0, T; V) \) to the initial boundary value problem (2.1), which satisfies

\[
\sup_{0 \leq t \leq T} \| u(t) \|_{L^2}^2 + \int_0^T \| u(t) \|_{H^1}^2 \leq C \left( T, \| u_0 \|_{L^2}, \| f \|_{L^1 (0, T; L^2)} \right).
\]

Then, for higher regularity on the initial data and the external force, we prove the following global well-posedness

**Theorem 2.3.** For any \( u_0 \in W, T > 0 \) and \( f \in H^1 (0, T; L^2) \), initial boundary value problem (2.1) exists an unique strong solution \( u \in L^\infty (0, T; H^2) \) satisfying

\[
\sup_{0 \leq t \leq T} (\| u(t) \|_{H^2} + \| \nabla p(t) \|_{L^2}) \leq C \left( T, \| u_0 \|_{H^2}, \| f(t) \|_{H^1 (0, T; L^2)} \right).
\]

Before continuing, we would like to have some words on the main result of this paper.

**Remark 2.4.** (1) Theorem 2.3 is valid without any smallness constraint on the initial data, which is consistent with the existed results in dimension 2. (2) The global existence of the unique strong solution is valid without any constraint on the sign of the slip coefficients.

3. Preliminary. Note that the domain \( \Omega \) is unbounded and the boundary \( \partial \Omega \) is non-compact, which lead to the difficulty in finding the smooth orthonormal basis for the construction of Galerkin approximate solutions. Thus, we first find solutions in a subdomain \( \Omega_L := (-L, L) \times (0, 1) \) with the similar Navier-slip boundary conditions on \( (-L, L) \times [0, 1] \), where \( k(-L, y) = k(L, y) = 0 \). We infer that the definition of weak solution is similar to that on \( \Omega \) and denote the constraint of \( H, V, W \) in \( \Omega_L \) by \( H_L, V_L, W_L \), respectively. Without lose of any generality, we take \( L \geq 1 \).

To apply the Galerkin method in proving the existence of the unique solution, we need the following two lemmas, which are similar to Lemma 2.1 and Lemma 2.2 of [8], respectively.

**Lemma 3.1.** Assume that \( v \in H^2 (\Omega_L) \) satisfies \( v \cdot n = 0 \) on the boundary \( \partial \Omega_L \). Then it holds on the boundary that

\[
2D(v) n \cdot \tau = \text{curl} v,
\]
Proof. Refer to the proof of Lemma 2.1 in [8].

Lemma 3.2. There exists a basis \{w_1, w_2, \cdots, w_n, \cdots\} \subset H^2(\Omega_L) to V_L, such that

\[
2\mathcal{D}(w_m)u \cdot \tau = k(x, y)w_m \cdot \tau, \quad \text{on } \partial\Omega_L, \quad m = 1, 2, \cdots.
\]

Moreover, \{w_1, w_2, \cdots, w_n, \cdots\} is also an orthonormal basis of H_L.

Proof. The main idea of the proof, which consists of three steps, is quite different from that of Lemma 2.2 in [8], for the domain here is a rectangular region.

**STEP 1.** For some positive constant \(\beta\) large enough, and \(g \in H_L\), consider the auxiliary problem

\[
\begin{cases}
-\Delta u + \nabla p + \beta u = g, & \text{in } \Omega_L, \\
\text{div} u = 0, & \text{in } \Omega_L, \\
u \cdot n = 0, & \text{on } \partial\Omega_L, \\
\mathcal{D}(u)u \cdot \tau = k(x, y)u \cdot \tau, & \text{on } \partial\Omega_L,
\end{cases}
\tag{3.1}
\]

of which the variational form is to seek \(u \in V_L\) and \(\lambda \neq 0\), such that for any \(v \in V_L\), there holds

\[
\int_{\Omega_L} \nabla u \cdot \nabla v + \beta \int_{\partial\Omega_L} u \cdot v + \int_{\partial\Omega_L} k(x, y)(u \cdot \tau)(v \cdot \tau) = \int_{\Omega} g \cdot v.
\tag{3.2}
\]

Note that the bilinear form

\[
a(u, v) := \int_{\Omega_L} \nabla u \cdot \nabla v + \beta \int_{\partial\Omega_L} u \cdot v + \int_{\partial\Omega_L} k(x, y)(u \cdot \tau)(v \cdot \tau)
\]

is continuous and symmetric on \(V_L \times V_L\). In particular, when \(v = u\), one gets for any \(\varepsilon > 0\) that

\[
\int_{\partial\Omega_L} k(x, y)(u \cdot \tau)^2 = \int_{\Omega_L} \left[\left((k_0 + k_1)y - k_0\right)u^1\right]^2_y
\geq -\varepsilon\|\partial_y u^1\|^2_{L^2(\Omega_L)} + (k_0 + k_1 - \varepsilon^{-1}\max\{k_1^2, k_0^2\})\|u^1\|^2_{L^2(\Omega_L)}.
\]

Then, as long as \(\beta\) being so large that

\[
\beta > \beta_0 := \varepsilon^{-1}\max\{k_1^2, k_0^2\} - (k_0 + k_1), \quad \varepsilon \in (0, 1),
\]

the bilinear form \(a(\cdot, \cdot)\) satisfies

\[
a(u, u) \geq (1 - \varepsilon)\|\nabla u\|^2_{L^2(\Omega_L)} + (\beta - \beta_0)\|u\|^2_{L^2(\Omega_L)} \geq c_0\|u\|^2_{H^1(\Omega_L)}.
\]

This indicates that \(a(\cdot, \cdot)\) is coercive on \((V_L, V_L)\). By Riesz Representation Theorem, there exists an unique \(u \in V_L\), such that \(a(u, v) = (g, v)\), for any \(v \in V_L\). A linear invertible operator \(L\) then defined by this problem, which can be expressed by \(Lu = g\), and also by \(u = L^{-1}g \in V_L\).

**STEP 2.** Denote \(S = L^{-1}\). It is clear that the embedding map \(V_L \hookrightarrow H_L\) is compact. Then, operator \(S\) is a bounded, linear, compact operator from \(H_L\) to \(H_L\). The symmetry of \(S\) can also be deduced by the symmetry of bilinear form \(a(\cdot, \cdot)\).

Therefore, the spectral theory of operators implies that \(S\) possesses countable real positive eigenvalues and there are corresponding eigenfunctions which consist of an orthonormal basis of \(H_L\).

Let \(\eta > 0\) be the real positive eigenvalue of \(S\) and \(w \in H_L\) be the corresponding eigenfunction. Then one has \(Sw = \eta w\) if and only if \(Lw = \lambda w\), where \(\lambda = \frac{1}{\eta}\).
Then, we infer that there exist countable positive eigenvalues \( \{ \lambda_j \}_{j=1}^\infty \) of \( \mathcal{L} \) with the corresponding eigenfunctions \( \{ w_j \}_{j=1}^\infty \) constitute a basis of \( \mathbf{V}_L \), which, in the meantime, is also an orthonormal basis of \( \mathbf{H}_L \).

Denote \( \Lambda = -\beta + \lambda \). Then the eigenvalue problem

\[
\begin{cases}
-\Delta w + \nabla p = \Lambda w, & \text{in } \Omega_L, \\
\text{div}w = 0, & \text{in } \Omega_L, \\
w \cdot n = 0, & \text{on } \partial \Omega_L, \\
\mathbb{D}(w)n \cdot \tau = k(x,y)w \cdot \tau, & \text{on } \partial \Omega_L,
\end{cases}
\]  
(3.3)

possesses countable eigenvalues \( \{ \lambda_j \}_{j=1}^\infty \), satisfying \(-\beta < \Lambda_1 < \Lambda_2 < \cdots \) (Ref.[10])§6.2).

STEP 3. Now, we apply bootstrap method to improve regularity of the eigenfunctions \( \{ w_j \}_{j=1}^\infty \). As \( w \) satisfies (3.3), there exists steam function \( \psi \) such that \( w = (-\partial_y, \partial_x)\psi \). Further, denote \( \omega := \partial_x w^2 - \partial_y w^1 \). Then \( \psi \) satisfies the following Dirichlet problem

\[
\begin{cases}
-\Delta \psi = -\omega, & \text{in } \Omega_L, \\
\psi = 0, & \text{on } \partial \Omega_L.
\end{cases}
\]  
(3.4)

Let \( g(x,y) := [(k_0 + k_1)y - k_0]w^1(x,y) \). In virtue of (3.3) together with Lemma 3.1, we deduce that \( W = \omega - g \) satisfies the Dirichlet boundary value problem

\[
\begin{cases}
-\Delta W = \Lambda \omega + \Delta g, & \text{in } \Omega_L, \\
W = 0, & \text{on } \partial \Omega_L,
\end{cases}
\]  
(3.5)

Note that \( w \in H^1(\Omega_L) \), namely, the right-hand side of (3.5)_1 belongs to \( H^{-1}(\Omega_L) \). Then it follows from the elliptic estimate that \( W \in H^1_0(\Omega_L) \), which further implies that \( \omega \in H^1(\Omega_L) \). Consequently, applying the theory of elliptic equations to system (3.4) yields \( \psi \in H^3(\Omega_L) \), which indicates \( w \in H^2(\Omega_L) \). The proof of this lemma is completed.

In general, the uniform constants in Gagliardo-Nirelberg inequalities depend on the shape or the size of the domain. To obtain the independency of \( L \) in the energy estimates, we need the following Gagliardo-Nirelberg inequalities, of which the uniform constants are independent of the horizontal length \( L \). The authors believe that these inequalities will be applicable in other similar situations.

**Lemma 3.3.** ( \( L^2(\Omega_L) \) estimate) There exists a constant \( C > 0 \), being independent of \( L \), such that for any \( u \in \mathbf{V}_L \), there holds

\[
\|u\|_{L^2(\Omega_L)} \leq C \|\partial_y u\|_{L^2(\Omega_L)}.
\]  
(3.6)

**Proof.** First prove for \( u^2 \). Since \( u^2(x,0) = u^2(x,1) = 0 \), there holds \( u^2(x,y) = \int_0^y u^2(x,\theta)d\theta \). Then

\[
\int_{\Omega_L} |u^2(x,y)|^2dx\,dy = \int_{\Omega_L} \left( \int_0^y u^2(x,\theta)d\theta \right)^2dx\,dy \leq \int_{\Omega_L} |u^2_0(x,y)|^2dx\,dy.
\]

To \( u^1 \), it follows from the incompressible condition that

\[
\int_0^1 u^1_y(x,y)dy = -\int_0^1 u^2_y(x,y)dy = 0.
\]
i.e. $\int_0^1 u^1(x,y) dy$ is a constant. Besides, it is clear that

$$0 = \int_{\partial \Omega_L} xu \cdot n dS = \int_{\Omega_L} \text{div}(xu) = \int_{\Omega_L} u^1(x,y) dx dy,$$

which means $\int_0^1 u^1(x,y) dy \equiv 0$. The it follows from the Poincaré inequality on the vertical direction that

$$\int_0^1 |u^1(x,y)|^2 dy \leq C \int_0^1 |u_y^1(x,y)|^2 dy$$

holds for some constant $C > 0$. Integrating this inequality with respect to $x$ completes the proof of this lemma.

**Corollary 3.4. ($L^2(\Omega)$ estimate)** There exists a constant $C > 0$, such that for any $u \in V$, it is valid that

$$\|u\|_{L^2} \leq C\|\partial_y u\|_{L^2}. \quad (3.7)$$

**Lemma 3.5. ($L^4(\Omega_L)$ estimate)** There exists a constant $C > 0$, being independent of $L$, such that for any $u \in \mathcal{W}_L$, there holds

$$\|u\|_{L^4(\Omega_L)}^4 \leq C\|u\|_{L^2(\Omega_L)} \|\nabla u\|_{L^2(\Omega_L)}. \quad (3.8)$$

**Proof.** Note that the boundary conditions (2.1)$_3$ and (2.1)$_4$ can be rewritten as

$$u^1(\pm L, y) = 0; \quad u^2(x, 0) = u^2(x, 1) = 0;$$

$$\partial_y u^1(x, 0) = -k_0 u^1(x, 0), \quad \partial_y u^1(x, 1) = k_1 u^1(x, 1); \quad \partial_x u^2(\pm L, y) = 0.$$

We first claim that if $f \in H^1(\Omega_L)$ satisfies $f(-L, y) = f(x, 0) = 0$, then

$$\|f\|_{L^2}^2 \leq 2\|f\|_{L^2} \|\nabla f\|_{L^2}. \quad (3.9)$$

In fact, we have

$$|f(x, y)|^2 = 2 \int_{-L}^x f(s, y) f_x(s, y) ds \leq 2 \|f(y)\|_{L^2(-L, L)} \|f_x(y)\|_{L^2(-L, L)},$$

and

$$|f(x, y)|^2 = 2 \int_0^y f(x, \theta) f_y(x, \theta) d\theta \leq 2 \|f(x)\|_{L^2(0, 1)} \|f_y(x)\|_{L^2(0, 1)}.$$

Multiplying the above two equations, integrating over $\Omega_L$, and using Hölder inequality, we get

$$\int_{\Omega_L} |f(x, y)|^4 \leq 4 \int_0^1 \|f(y)\|_{L^2(-L, L)} \|f_x(y)\|_{L^2(-L, L)} \int_{-L}^L \|f(x)\|_{L^2(0, 1)} \|f_y(x)\|_{L^2(0, 1)}$$

$\leq 4\|f\|_{L^2(\Omega_L)}^2 \|f_x\|_{L^2(\Omega_L)} \|f_y\|_{L^2(\Omega_L)}.$

Then (3.9) follows.

Now, we prove (3.8) for $u^1$. Denote $\zeta(y)$ to be a smooth cut-off function on $\mathbb{R}$ satisfies (1) when $|y| \leq 1$, $\zeta(y) \equiv 1$: (2) when $|y| \geq 2$, $\zeta(y) \equiv 0$: (3) for any $y \in \mathbb{R}$ there holds $\zeta(y) \in [0, 1]$ and $|\zeta'(y)| \leq 2$: (4) $\zeta(y) = \zeta(-y)$. Further denote $v^1(x, y) := \zeta(2y) \hat{u}^1(x, y)$, where

$$\hat{u}^1(x, y) := \begin{cases} e^{ky} u^1(x, y), & y \in [0, 1], \\ e^{-ky} u^1(x, -y), & y \in [-1, 0]. \end{cases}$$
Then \(v^1 \in H^1([-L, L] \times [-1, 1])\) with \(v^1(x, -1) = v^1(x, 1) = v^1(\pm L, y) = 0\). It can be deduced by (3.9) together with the symmetry of \(v^1\) that
\[
\left(\int_{\Omega_L} |v^1(x, y)|^4 \right)^{1/2} \leq 2\sqrt{2} \left(\int_{\Omega_L} |v^1(x, y)|^2 \right)^{1/2} \left(\int_{\Omega_L} |\nabla v^1(x, y)|^2 \right)^{1/2}.
\]

In virtue of the definitions of \(v^1\) and \(\zeta\), one can rewrite the above inequality as
\[
\left(\int_{-L}^{L} \int_{-1}^{1} |v^1(x, y)|^4 \right)^{1/2} \leq C(k_0) \left(\|u^1\|_{L^2(\Omega_L)} \|\nabla u^1\|_{L^2(\Omega_L)} + \|u^1\|^2_{L^2(\Omega_L)}\right).
\]

Similarly, it is valid that
\[
\left(\int_{-L}^{L} \int_{-1}^{1} |v^1(x, y)|^4 \right)^{1/2} \leq C(k_1) \left(\|u^1\|_{L^2(\Omega_L)} \|\nabla u^1\|_{L^2(\Omega_L)} + \|u^1\|^2_{L^2(\Omega_L)}\right).
\]

Adding them up and using (3.6) yield inequality (3.8) for \(u^1\).

In what follows, we prove inequality (3.8) for \(u^2\). Write \(v^2 := \zeta \left(\frac{x}{L} + 1\right) \tilde{u}^2\) with
\[
\tilde{u}^2(x, y) := \begin{cases} 
 u^2(x, y), & x \in [-L, L] \\
 u^2(-x - 2L, y), & x \in [-3L, -L].
\end{cases}
\]

Then \(v^2(x, y)\) satisfies \(v^2(-3L, y) = v^2(L, y) = v^2(x, 0) = v^2(x, 1) = 0\).

By (3.9) and the symmetry of \(v^2\), we have
\[
\left(\int_{\Omega_L} |v^2(x, y)|^4 \right)^{1/2} \leq 2\sqrt{2} \|v^2(x, y)\|_{L^2(\Omega_L)} \|\nabla v^2(x, y)\|_{L^2(\Omega_L)}.
\]

Similarly, according to the definition of \(v^2, \zeta\), we rewrite the above inequality as
\[
\left(\int_{-L}^{0} \int_{0}^{1} |u^2(x, y)|^4 \right)^{1/2} \leq C \left(\|u^2\|_{L^2(\Omega_L)} \|\nabla u^2\|_{L^2(\Omega_L)} + \|u^2\|^2_{L^2(\Omega_L)}\right).
\]

We should point out here that the constant \(C\) depends on \(L^{-1}\) because of the derivation of \(\zeta \left(\frac{x}{L} + 1\right)\). However, since our final end is to take \(L \to +\infty\), so, without lose of any generality, we take \(L \geq 1\), and then \(C\) is independent of \(L\).

Besides, we also have
\[
\left(\int_{0}^{L} \int_{0}^{1} |u^1(x, y)|^4 \right)^{1/2} \leq C \left(\|u^2\|_{L^2(\Omega_L)} \|\nabla u^2\|_{L^2(\Omega_L)} + \|u^2\|^2_{L^2(\Omega_L)}\right).
\]

Adding them up and using (3.6) deduce inequality (3.8) for \(u^2\).

As the result of Lemma 3.5 is independent of \(L\), we take \(L \to \infty\) and yield the desired \(L^4\) estimate for functions in \(W\) as follows.

**Corollary 3.6. (\(L^4(\Omega)\) estimate)** There exists a constant \(C > 0\), such that for any \(u \in W\), it holds that
\[
\|u\|^2_{L^4} \leq C\|u\|_{L^2} \|\nabla u\|_{L^2}.
\]

**Lemma 3.7. (\(L^2(\Omega_L)\) estimate for gradient)** There exists constant \(C > 0\), being independent of \(L\), such that for any \(u \in W_L\), there holds
\[
\|\nabla u\|_{L^2(\Omega_L)}^2 \leq C\|u\|_{L^2(\Omega_L)} \|\nabla u\|_{H^1(\Omega_L)}.
\]
Proof. In fact, in virtue of integrating by parts and Hölder inequality, we have
\[ \int_{\Omega} |\nabla u|^2 = - \int_{\Omega} u \cdot \Delta u + k_1 \int_{-L}^{L} |u^1(x,1)|^2 + k_0 \int_{-L}^{L} |u^1(x,0)|^2 \]
\[ \leq \int_{\Omega} |u||\Delta u| + \int_{\Omega} [(k_1 + k_0)y - k_0)|u^1(x,y)|^2]dydxdy \]
\[ \leq \|u\|_{L^2(\Omega_L)} \|\Delta u\|_{L^2(\Omega_L)} + C\|u\|_{L^2(\Omega_L)}^2 + C\|u\|_{L^2(\Omega_L)} \|\nabla u\|_{L^2(\Omega_L)} \]
\[ \leq C\|u\|_{L^2(\Omega_L)} \|\nabla u\|_{H^1(\Omega_L)}, \]
in which (3.6) has been used in the last inequality.

**Corollary 3.8. (L^2(\Omega) estimate for gradient)** There exists a constant \( C > 0 \), such that for any \( u \in \mathcal{W} \), it is true that
\[ \|\nabla u\|^2_{L^2} \leq C\|u\|^2_{L^2} \|\nabla u\|^2_{H^1}. \] (3.12)

**Lemma 3.9. (Korn’s inequality on \( \Omega_L \))** There exists a constant \( C > 0 \), being independent of \( L \), such that for any \( u \in \mathcal{V}_L \), it holds that
\[ \|\mathcal{D}(u)\|_{L^2(\Omega_L)} \geq C\|u\|_{H^1(\Omega_L)}. \] (3.13)

**Proof.** Suppose that \( u \in \mathcal{V}_L \cap H^2(\Omega_L) \). Then one has
\[ \int_{\Omega_L} |\nabla u + \nabla^T u|^2 = 2\int_{\Omega_L} |\nabla u|^2 + 2\sum_{i,j=1}^2 \int_{\Omega_L} \partial_i u^i \partial_j u^j. \] (3.14)

In virtue of integration by parts, we get
\[ \sum_{i,j=1}^2 \int_{\Omega_L} \partial_i u^i \partial_j u^j = -2\sum_{i,j=1} \int_{\partial\Omega_L} \partial_i \partial_j u^i u^j + 2\sum_{i,j=1} \int_{\partial\Omega_L} \partial_i u^i \partial_j n^j dS. \]

Then, it follows from the incompressibility and boundary condition \( u \cdot n = 0 \) that the right-hand side of the above equality is 0. Consequence, (3.13) is true for \( u \in \mathcal{V}_L \cap H^2(\Omega_L) \) from (3.14) together with (3.6). As \( \mathcal{V}_L \cap H^2(\Omega_L) \) is dense in \( \mathcal{V}_L \), (3.13) is also valid for \( u \in \mathcal{V}_L \). □

In addition, we have

**Corollary 3.10. (Korn’s inequality on \( \Omega \))** There exists a constant \( C > 0 \), such that for any \( u \in \mathcal{V} \), there holds
\[ \|\mathcal{D}(u)\|_{L^2} \geq C\|u\|_{H^1}. \] (3.15)

**Lemma 3.11. (L^\infty(\Omega_L) estimate)** There exists a constant \( C > 0 \), being independent of \( L \), such that for any \( u \in \mathcal{W}_L \), there holds
\[ \|u\|^2_{L^\infty(\Omega_L)} \leq C\|u\|^2_{L^2(\Omega_L)} \|u\|^2_{H^2(\Omega_L)}. \] (3.16)

**Proof.** First prove (3.16) for \( u^1 \). Similar to the proof of Lemma 3.5, we denote \( v^1(x,y) = \zeta(2y)\tilde{u}^1(x,y) \), where
\[ \tilde{u}^1(x,y) := \begin{cases} e^{k_0y}u^1(x,y), & y \in [0,1] \\ e^{-k_0y}u^1(x,-y), & y \in [-1,0]. \end{cases} \]

Then, \( v^1(x,y) \) satisfies
\[ v^1(\pm L, y) = v^1(x, \pm 1) = 0, \]
and hence we have
\[ |u^1(x, y)|^2 = 2 \int_{-1}^{y} v_y^1(x, \theta)v^1(x, \theta)d\theta = 2 \int_{-L}^{L} \int_{-1}^{y} |v_y^1v^1 + v_y^1v_x^1|(s, \theta)d\theta ds \leq 2 \int_{-L}^{L} \int_{-1}^{1} |v_y^1v^1 + v_y^1v_x^1|(x, y)dxdy. \]

As \( v^1 \) is symmetric in the vertical direction and vanishes on the boundary, we use integration by parts together with Hölder inequality and yield
\[ \sup_{(x, y) \in \Omega_L} |u^1(x, y)|^2 \leq C\|v^1\|_{L^2(\Omega_L)}\|\nabla^2 v^1\|_{L^2(\Omega_L)}. \]

Further, in virtue of the definition of \( v^1 \), we infer that
\[ \sup_{(x, y) \in [-L, L] \times [0/2]} |u^1(x, y)|^2 \leq C\|u^1\|_{L^2(\Omega_L)}\|u^1\|_{H^2(\Omega_L)} \]  \( (3.17) \)

Similarly, we have
\[ \sup_{(x, y) \in [-L, L] \times [1/2]} |u^1(x, y)|^2 \leq C\|u^1\|_{L^2(\Omega_L)}\|u^1\|_{H^2(\Omega_L)} \]  \( (3.18) \)

This completes the proof of \( (3.16) \) for \( u^1 \).

For \( u^2 \), denote \( \tilde{v}^2 := \zeta(\frac{x + L}{4L})\tilde{v}^2 \), in which
\[ \tilde{v}^2(x, y) := \begin{cases} u^2(x, y), & x \in [-L, L] \\ u^2(-x - 2L, y), & x \in [-3L, -L]. \end{cases} \]

Obviously, \( \tilde{v}^2(x, y) \) satisfies
\[ v^2(-3L, y) = v^2(L, y) = v^2(x, 0) = v^2(x, 1) = 0, \]
and hence, we have
\[ |u^2(x, y)|^2 \leq 2 \int_{-3L}^{L} \int_{-1}^{1} |v_y^2v^2 + v_y^2v_x^2|(x, y)dxdy. \]

Since \( v^2 \) is symmetric in the horizontal direction and vanishes on the boundary, similarly, we obtain
\[ \sup_{(x, y) \in \Omega_L} |v^2(x, y)|^2 \leq C\|v^2\|_{L^2(\Omega_L)}\|\nabla^2 v^2\|_{L^2(\Omega_L)} \]  \( (3.19) \)

Further applying the definition of \( v^2 \) leads to
\[ \sup_{(x, y) \in [-L, 0] \times [0, 1]} |u^1(x, y)|^2 \leq C\|u^2\|_{L^2(\Omega_L)}\|u^2\|_{H^2(\Omega_L)} \]  \( (3.20) \)

Similarly, we also have
\[ \sup_{(x, y) \in [0, L] \times [0, 1]} |u^2(x, y)|^2 \leq C\|u^2\|_{L^2(\Omega_L)}\|u^2\|_{H^2(\Omega_L)} \]  \( (3.21) \)

The proof of this lemma is finished.

As constant \( C > 0 \) in inequality \( (3.16) \) is independent of \( L \), we take \( L \to \infty \) and yield

**Corollary 3.12. (\( L^\infty(\Omega) \) estimate)** There exists a constant \( C > 0 \), such that for any \( u \in W \), it holds
\[ \|u\|_{L^\infty} \leq C\|u\|_{L^2}\|u\|_{H^2}. \]  \( (3.22) \)
4. Proof of Theorem 2.2. In this section, we prove the existence and uniqueness of the weak solution to initial boundary value problem (2.1) in Ω.

In virtue of Lemma 3.2, the function space $V_L$ possess a basis $\{v_j\}_{j=1}^\infty \subset H^2(\Omega_L)$, which is also an orthonormal basis of $H_L$. For any fixed $m \in \mathbb{N}_+$, we seek approximate solutions in the form $u_m(t) = \sum_{j=1}^m g_j^m(t) v_j$, satisfying

$$\frac{d}{dt} \int_{\Omega_L} u_m(t) \cdot v_k + 2 \int_{\Omega_L} D(u_m(t)) : D(v_k) + \int_{\Omega_L} u_m(t) \cdot \nabla u_m(t) \cdot v_k = \int_{\partial\Omega_L} k(x, y) u_m(t) \cdot v_k dS + \int_{\Omega_L} f \cdot v_k$$

(4.1)

for any $k = 1, 2, \ldots, m$ and the initial data

$$u_m(0) = \sum_{j=1}^m (u_0, v_j) v_j.$$  

(4.2)

Combining (4.1) and (4.2) gives a Cauchy problem of ODEs for $(g_1^m(t), g_2^m(t), \ldots, g_m^m(t))$, in which the nonlinear terms is the zeroth-order ones. By the classical theory of the first order ODEs, it possesses a unique solution $(g_1^m(t), g_2^m(t), \ldots, g_m^m(t)) \in C^1[0, T_m)$, with $T_m$ being the maximum life time. Hence, there exists a unique solution $u_m(t) \in C^1([0, T_m); V_L)$ to problem (4.1)-(4.2). In order to take $m \to \infty$ and extend $T_m$ to $T$, we first get the uniform energy estimate.

Multiplying $g_k^m(t)$ to both sides of (4.1) and adding them up from $k = 1$ to $k = m$, integrating the results by parts yield

$$\frac{1}{2} \frac{d}{dt} \int_{\Omega_L} |u_m(t)|^2 + 2 \int_{\Omega_L} |D(u_m(t))|^2 = \int_{\partial\Omega_L} k(x, y)|u_m(t)|^2 + \int_{\Omega_L} f \cdot u_m(t).$$

(4.3)

Note that

$$\int_{\partial\Omega_L} k(x, y)|u_m(t)|^2 = \int_{\Omega_L} (k_1|u_1(x, 1, t)|^2 + k_0|u_1(x, 0, t)|^2) dx$$

$$= \int_{\Omega_L} \left[ ((k_1 + k_0)y - k_0)|u_1(x, y, t)|^2 \right] y dx dy$$

$$\leq C \|u_m(t)\|_{L^2(\Omega_L)}^2 + \|\nabla u_m(t)\|_{L^2(\Omega_L)}^2,$$

(4.4)

$$\int_{\Omega_L} f(t) \cdot u_m(t) \leq \|u_m(t)\|_{L^2(\Omega_L)} \|f(t)\|_{L^2(\Omega_L)}.$$  

(4.5)

Substituting (4.4) and (4.5) into (4.3), together with using Korn’s inequality (3.13) and taking $\varepsilon$ small sufficiently, one has

$$\frac{d}{dt} \|u_m(t)\|_{L^2(\Omega_L)}^2 + \|u_m(t)\|_{H^1(\Omega_L)}^2$$

$$\leq C \|u_m(t)\|_{L^2(\Omega_L)}^2 + C \|u_m(t)\|_{L^2(\Omega_L)} \|f(t)\|_{L^2(\Omega_L)}.$$

(4.6)

Then, applying Gronwall’s inequality gives

$$\sup_{0 \leq t \leq T} \|u_m(t)\|_{L^2(\Omega_L)}^2 + \int_0^T \|u_m(t)\|_{H^1(\Omega_L)}^2$$

$$\leq C \left( \|u_0\|_{L^2(\Omega_L)}^2 + \|f(t)\|_{L^1(0, T; L^2(\Omega_L))}^2 \right).$$

(4.7)

Now, we are on the position taking the limit $m \to \infty$. (4.7) means that the sequence $\{u_m(t)\}_{m=1}^\infty$ is bounded in $L^\infty(0, T; H_L) \cap L^2(0, T; V_L)$, and hence the maximum life time $T_m$ can be extended to $T$. Consequently, there exists a function $u^L \in \cdots$
Since for any \( \mathbf{v} \in \mathbf{V}_L \), the subsequence \( \{ \mathbf{u}_m(t) \}_{m=1}^{\infty} \) satisfies

\[
\frac{d}{dt} \int_{\Omega_L} \mathbf{u}_m(t) \cdot \mathbf{v} + 2 \int_{\Omega_L} \mathbf{D}(\mathbf{u}_m(t)) : \mathbf{D}(\mathbf{v}) + \int_{\Omega_L} \mathbf{u}_m(t) \cdot \nabla \mathbf{u}_m(t) \cdot \mathbf{v} = \int_{\partial \Omega_L} k(x,y) \mathbf{u}_m(t) \cdot \mathbf{v} dS + \int_{\Omega_L} \mathbf{f} \cdot \mathbf{v},
\]

(4.8)

where the first term in the right-hand side can be rewritten as

\[
\int_{\Omega_L} [(k_1 + k_0)y - k_0] \mathbf{u}_m(t) \cdot \mathbf{v} = (k_1 + k_0) \int_{\Omega_L} \mathbf{u}_m(t) \cdot \mathbf{v} + \int_{\Omega_L} [(k_1 + k_0)y - k_0] \mathbf{v} \mathbf{u}_m \cdot \mathbf{v} + \int_{\Omega_L} [(k_1 + k_0)y - k_0] \mathbf{v} \mathbf{u}_m \cdot \mathbf{v}.
\]

(4.9)

Note that, \( G^m(t) := \int_{\Omega_L} \mathbf{u}_m(t) \cdot \mathbf{v} \) uniformly converges to \( \int_{\Omega_L} \mathbf{u}^L(t) \cdot \mathbf{v} \) for a.e. \( t \in (0,T) \), and \( G^m(t) \) is derivable with respect to \( t \in [0,T] \). Then, \( \int_{\Omega_L} \mathbf{u}^L(t) \cdot \mathbf{v} \) is derivable with respect to \( t \in [0,T] \) and

\[
\frac{d}{dt} \int_{\Omega_L} \mathbf{u}^L(t) \cdot \mathbf{v} = \lim_{m \to \infty} \frac{d}{dt} \int_{\Omega_L} \mathbf{u}_m(t) \cdot \mathbf{v}.
\]

In addition,

\[
G^m(t) = \int_0^t \int_{\Omega_L} \mathbf{D}(\mathbf{u}_m(t)) : \mathbf{D}(\mathbf{v}) + \int_0^t \int_{\Omega_L} \mathbf{D}(\mathbf{u}^L(t)) : \mathbf{D}(\mathbf{v}), \text{ uniformly for } t \in (0,T)
\]

as \( m \to \infty \), and \( G^m(t) \) is derivable with respect to \( t \in [0,T] \). Then, \( \int_0^t \int_{\Omega_L} \mathbf{D}(\mathbf{u}^L(t)) : \mathbf{D}(\mathbf{v}), \text{ uniformly for } t \in [0,T] \).

The convergence of the other terms in (4.8) can be analyzed similarly. Thus, taking \( m \to \infty \) deduces that \( \mathbf{u}^L \) satisfies

\[
\frac{d}{dt} \int_{\Omega_L} \mathbf{u}^L(t) \cdot \mathbf{v} + 2 \int_{\Omega_L} \mathbf{D}(\mathbf{u}^L(t)) : \mathbf{D}(\mathbf{v}) + \int_{\Omega_L} \mathbf{u}^L(t) \cdot \nabla \mathbf{u}^L(t) \cdot \mathbf{v} = \int_{\partial \Omega_L} k(x,y) \mathbf{u}^L(t) \cdot \mathbf{v} dS + \int_{\Omega_L} \mathbf{f} \cdot \mathbf{v}, \text{ for any } \mathbf{v} \in \mathbf{V}_L,
\]

(4.10)

and by weak lower continuity[24], there holds

\[
\sup_{0 \leq t \leq T} \| \mathbf{u}^L(t) \|^2_{L^2(\Omega_L)} + \int_0^T \| \mathbf{u}^L(t) \|^2_{H^1(\Omega_L)} \leq C(T, \| \mathbf{u}_0 \|_{L^2(\Omega_L)}, \| \mathbf{f} \|_{L^1(0,T;L^2(\Omega_L))} ),
\]

(4.11)

where \( C \) is a constant being independent of \( L \). Consequently, we point out that the existence of the weak solution and estimate (2.2) follows so long as taking \( L \to \infty \).
To see this, denote $u_L^t = \zeta(2x/L)u^t$, where $\zeta(\cdot)$ is defined in the proof of (3.8). Then, $u_L^t$ satisfies
\begin{align*}
\text{div}u_L^t &= \frac{2}{L}\zeta'u_L^{1,L}, \text{ in } L^2(0,T;L^2(\Omega)) \\
u_L^t \cdot n &= 0, \text{ on } \partial\Omega, \\
\sup_{0 \leq t \leq T} \|u_L^t(t)\|_{L^2(\Omega)}^2 + \int_0^T \|u_L^t(t)\|_{H^1(\Omega)}^2 &\leq C \left( T, \|u_0\|_{L^2(\Omega)}, \|f\|_{L^1(0,T;L^2(\Omega))} \right), \quad (4.14)
\end{align*}
Therefore, there exists a subsequence, still denoted by $\{u_L^t\}$, and a function $u_*$, such that as $L \to +\infty$,
\begin{align*}
u_L^t &\to u_* \text{ weakly* in } L^\infty(0,T;L^2(\Omega)), \\
u_L^t &\to u_* \text{ weakly in } L^2(0,T;H^1(\Omega)).
\end{align*}
Next, choosing test function in (4.10) by $v^* = \zeta(2x/L)v$, where $v \in V$, we find that $u_L^t$ satisfies weak form
\begin{align*}
\frac{d}{dt} \int_{\Omega} u_L^t(t) \cdot v + 2 \int_{\Omega} \text{div}(u_L^t(t)) \cdot \text{div}(v) + \int_{\Omega} u_L^t(t) \cdot \nabla u_L^t(t) \cdot v - \int_{\partial\Omega} k(x,y)u_L^t(t) \cdot v dS \\
&= 2 \int_{\Omega} \text{div}(u_L^t) : \text{div}(v) - \text{div}(u_L^t) : \text{div}(v) + \int_{\Omega} u_L^t \cdot (\nabla u_L^t - \nabla u^t) \cdot v + \int_{\partial\Omega} f \cdot v. \\
&\leq \frac{C}{L} \|u_L^t\|_{H^1(\Omega_L)} \|v\|_{H^1(\Omega)} \to 0, \text{ as } L \to +\infty
\end{align*}
In view of $|\nabla[\zeta(2x/L)]| \leq \frac{C}{L}$, and the similar analysis technique in $m \to +\infty$, we have
\begin{align*}
\int_{\Omega} \text{div}(u_L^t) : \text{div}(v) - \text{div}(u_L^t) : \text{div}(v) &= \int_{\Omega} \nabla[\zeta(2x/L)] \cdot [\nabla v \cdot u_L^t - \nabla u_L^t \cdot v] \\
&\leq \frac{C}{L} \|u_L^t\|_{H^1(\Omega_L)} \|v\|_{H^1(\Omega)} \to 0, \text{ as } L \to +\infty.
\end{align*}
Note also that $|\zeta(2x/L) - 1| \to 0$, as $L \to +\infty$. We infer
\begin{align*}
\int_{\Omega} u_L^t \cdot (\nabla u_L^t - \nabla u^t) \cdot v \\
&= \int_{\Omega} \zeta(2x/L - 1)u_L^t \cdot \nabla u_L^t \cdot v + \int_{\Omega} (u_L^t \cdot \nabla \zeta(2x/L))(u^t \cdot v) \\
&\leq \left( |\zeta(2x/L) - 1| + \frac{C}{L} \right) \|u_L^t\|_{H^1(\Omega)} \|u_L^t\|_{H^1(\Omega_L)} \|v\|_{H^1(\Omega)} \\
&\to 0, \text{ as } L \to +\infty.
\end{align*}
The convergence of the other terms in (4.14) is the same as the convergence from (4.8) to (4.10). Therefore, $u_* \in L^\infty(0,T;L^2(\Omega)) \cap L^2(0,T;H^1(\Omega))$ satisfies
\begin{align*}
\frac{d}{dt} \int_{\Omega} u_*(t) \cdot v + 2 \int_{\Omega} \text{div}(u_*(t)) \cdot \text{div}(v) + \int_{\Omega} u_*(t) \cdot \nabla u_*(t) \cdot v \\
&= \int_{\partial\Omega} k(x,y)u_*(t) \cdot v dS + \int_{\Omega} f \cdot v, \\
&\leq C \left( T, \|u_0\|_{L^2(\Omega_L)} \|f\|_{L^1(0,T;L^2(\Omega_L))} \right), \quad (4.17)
\end{align*}
which can be given by (4.14).
Besides, it is easy to see that, the righthand-side of (4.12) converges to 0 in $L^2(0, T; L^2(\Omega))$ as $L \to +\infty$, that is, $\text{div}\, u = 0$.

In conclusion, we have proved that $u \in L^\infty(0, T; H) \cap L^2(0, T; V)$ is a weak solution to problem (2.1), in the sense of Definition 2.1.

Finally, we prove the uniqueness of the weak solution. Assume that there are two weak solutions $u_1(t), u_2(t) \in L^\infty(0, T; H) \cap L^2(0, T; V)$ to problem (2.1), satisfying weak formulation (4.16), estimate (4.17) and the initial data $u_1(0) = u_2(0) = u_0$.

Then, the difference $u(t) := u_1(t) - u_2(t)$ satisfies weak formula

$$
\frac{d}{dt} \int_\Omega \bar{u}(t) \cdot v + 2 \int_\Omega \nabla \bar{u}(t) : \nabla v + \int_\Omega u_1(t) \cdot \nabla \bar{u}(t) \cdot v + \int_\Omega \bar{u} \cdot \nabla u_2(t) \cdot v
= \int_{\partial \Omega} k(x, y) \bar{u}(t) \cdot v dS.
$$

Specially take $v = \bar{u}$. Then, integrating by parts, we reach

$$
\frac{d}{dt} \|\bar{u}(t)\|_{L^2}^2 + \|\bar{u}(t)\|_{H^1}^2 \leq C \int_\Omega |\bar{u}(t)|^2 |\nabla u_2(t)| + C \int_{\partial \Omega} k(x, y) |\bar{u}(t)|^2 dS.
$$

Using the skill in (4.9), we find that

$$
\int_{\partial \Omega} k(x, y) |\bar{u}(t)|^2 dS \leq C \|\bar{u}(t)\|_{L^2}^2 + C \|\bar{u}(t)\|_{H^1} \|\bar{u}(t)\|_{H^1}^2
\leq \varepsilon \|\bar{u}(t)\|_{H^1}^2 + C \|\bar{u}(t)\|_{L^2}^2.
$$

In addition, it follows from (3.10) that

$$
\int_\Omega |\bar{u}|^2 |\nabla u_2(t)| \leq \|\bar{u}(t)\|_{L^2}^2 \|\nabla u_2(t)\|_{L^2}
\leq \varepsilon \|\bar{u}(t)\|_{H^1}^2 + C \|\bar{u}(t)\|_{L^2}^2 \|\nabla u_2(t)\|_{L^2}^2
$$

Then, substituting (4.20) and (4.21) into (4.19) with $\varepsilon$ being small sufficiently implies that

$$
\frac{d}{dt} \|\bar{u}(t)\|_{L^2}^2 \leq C (1 + \|u_2(t)\|_{H^1}^2) \|\bar{u}(t)\|_{L^2}^2
$$

Applying Gronwall’s inequality to (4.22) with estimate (4.11) and the fact that $\bar{u}(0) \equiv 0$, we yield $\bar{u} \equiv 0$, which completes the proof of uniqueness, and also the proof of Theorem 2.2.

5. Proof of Theorem 2.3. In order to show that the weak solution is in fact a strong solution, we should obtain higher order energy estimates. We start with the approximate solutions in Section 4 with $u_0 \in W$ and $f \in H^1(0, T; L^2(\Omega))$.

Firstly, applying operator $\frac{d}{dt}$ to (4.1) and multiplying both sides of (4.1) by $\frac{d}{dt} \partial_t u_m(t)$, similar to (4.20), one gets

$$
\frac{1}{2} \frac{d}{dt} \int_{\Omega_L} |\partial_t u_m(t)|^2 + \int_{\Omega_L} |D(\partial_t u_m)(t)|^2
$$

$$
\leq \int_{\Omega_L} |\partial_t u_m(t)|^2 |\nabla u_m(t)| + \int_{\Omega_L} |\partial_t f \cdot \partial_t u_m(t)| + \int_{\partial \Omega_L} k(x, y) |\partial_t u_m(t)|^2
$$

$$
\leq \varepsilon \|\nabla \partial_t u_m(t)\|_{L^2(\Omega_L)}^2 + ||\partial_t f(t)||_{L^2(\Omega_L)}^2 + (\|u_m(t)\|_{H^1(\Omega_L)}^2 + 1) \|\partial_t u_m(t)\|_{L^2(\Omega_L)}^2.
$$
With \( \varepsilon \) small sufficiently, integrating the result over \((0, t)\) and using Korn’s inequality (3.13), we reach

\[
\| \partial_t u_m(t) \|_{L^2(\Omega_L)}^2 - \| \partial_t u_m(0) \|_{L^2(\Omega_L)}^2 + \int_0^t \| \partial_t u_m(s) \|_{H^1(\Omega_L)}^2 ds \\
\leq \int_0^t \left( \| u_m(s) \|_{H^1(\Omega_L)}^2 + 1 \right) \| \partial_t u_m(s) \|_{L^2(\Omega_L)}^2 ds + \| f \|_{H^1(0,T; L^2(\Omega_L))}^2.
\]  

(5.2)

To use Gronwall’s inequality, we should estimate \( \| \partial_t u_m(0) \|_{L^2(\Omega_L)}^2 \).

In fact, multiplying (4.1) by \( \frac{d}{dt} g_k^n(t) \), adding them up from \( k = 1 \) to \( k = m \), and using integration by parts formula, we have

\[
\int_{\Omega_L} |\partial_t u_m(t)|^2 \\
= -\int_{\Omega_L} \Delta u_m(t) \cdot \partial_t u_m(t) + \int_{\Omega_L} f \cdot \partial_t u_m(t) + \int_{\Omega_L} u_m(t) \cdot \nabla u_m(t) \cdot \partial_t u_m(t) \\
\leq \frac{3}{4} \| \partial_t u_m(t) \|_{L^2(\Omega_L)}^2 + \| u_m(t) \cdot \nabla u_m(t) \|_{L^2(\Omega_L)}^2 + \| \Delta u(t) \|_{L^2(\Omega_L)}^2 + \| f \|_{L^2(\Omega_L)}^2.
\]

Taking \( t \to 0 \) and using (3.16), we get

\[
\| \partial_t u_m(0) \|_{L^2(\Omega_L)} \leq C \left( \| u_0 \|_{H^2(\Omega_L)}^2 + \| f(0) \|_{L^2(\Omega_L)}^2 \right).
\]

Now, substituting it into (5.2) and using Gronwall’s inequality together with (4.7) give

\[
\sup_{0 \leq t \leq T} \| \partial_t u_m(t) \|_{L^2(\Omega_L)}^2 + \int_0^T \| \partial_t u_m(t) \|_{H^1(\Omega_L)}^2 dt \\
\leq C \left( T, \| u_0 \|_{H^2(\Omega_L)}, \| f(0) \|_{L^2(\Omega_L)}, \| f \|_{H^1(0,T; L^2(\Omega_L))} \right).
\]  

(5.3)

Besides, there holds that

\[
\| f(0) \|_{L^2(\Omega_L)} = \int_0^T \partial_t \left( \frac{s-T}{T} \| f(s) \|_{L^2(\Omega_L)}^2 \right) ds \leq C \left( T, \| f(t) \|_{H^1(0,T; L^2(\Omega_L))} \right).
\]

Then, (5.3) can further be simplified as

\[
\sup_{0 \leq t \leq T} \| \partial_t u_m(t) \|_{L^2(\Omega_L)}^2 + \int_0^T \| \partial_t u_m(t) \|_{H^1(\Omega_L)}^2 dt \\
\leq C \left( T, \| u_0 \|_{H^2(\Omega_L)}, \| f \|_{H^1(0,T; L^2(\Omega_L))} \right).
\]

Secondly, multiplying both sides of (4.1) by \( \frac{d}{dt} g_k^n(t) \) and adding them up respect to \( k \) from 1 to \( m \), using integration by parts formula, one obtains

\[
\frac{d}{dt} \int_{\Omega_L} |\nabla(u_m)(t)|^2 + \int_{\Omega_L} |\partial_t u_m(t)|^2 \leq \int_{\Omega_L} |u_m(t)|^2 |\nabla \partial_t u_m(t)| + \int_{\Omega_L} |f||\partial_t u_m(t)| \\
+ \int_{\partial \Omega_L} k(x,y) u_m(t) \cdot \partial_t u_m(t).
\]  

(5.4)

Similar to (4.20), one gets

\[
\int_{\partial \Omega_L} k(x,y) u_m(t) \cdot \partial_t u_m(t) \leq C |\nabla \partial_t u_m(t)|_{L^2(\Omega_L)}^2 + C |u_m(t)|_{H^1(\Omega_L)}^2;
\]

\[
\int_{\Omega_L} |f(t)||\partial_t u_m(t)| \leq \varepsilon \| \partial_t u_m(t) \|_{L^2(\Omega_L)}^2 + C |f(t)|_{L^2(\Omega_L)}^2.
\]
In addition, using Hölder inequality and Lemma 3.5 yields
\[
\int_{\Omega_L} |u_m(t)|^2 \|\nabla \partial_t u_m(t)\|_{L^2(\Omega_L)}^2 \leq \|\nabla \partial_t u_m(t)\|_{L^2(\Omega_L)}^2 + \|u_m(t)\|_{L^2(\Omega_L)}^2 \|u_m(t)\|_{H^1(\Omega_L)}^2.
\]
Substituting the above three into (4.7) with small \(\varepsilon\) reaches
\[
\frac{d}{dt} \int_{\Omega_L} |D(u_m(t))|^2 + \int_{\Omega_L} |\partial_t u_m(t)|^2 \leq \|(\nabla \partial_t u_m, f)(t)\|_{L^2(\Omega_L)}^2 + \|u_m(t)\|_{H^1(\Omega_L)}^2.
\]
Integrating (5.5) with respect to \(t\) over \((0, T)\) gives
\[
\sup_{0 \leq t \leq T} \left( \|u_m(t)\|^2_{H^1(\Omega_L)} + \|\partial_t u_m(t)\|^2_{L^2(0, T; L^2(\Omega_L))} \right) \leq C \left( T, \|u_0\|_{H^2(\Omega_L)}, \|f\|_{H^1(0, T; L^2(\Omega_L))} \right).
\]
Taking \(m \to +\infty\) and \(L \to +\infty\) like that in Section 4, we deduce that the unique weak solution \(u \in L^\infty(0, T; H) \cap L^2(0, T; V)\) satisfies \(\partial_t u \in L^\infty(0, T; H) \cap L^2(0, T; V)\) and
\[
\|u\|_{L^\infty(0, T; V)} + \|\partial_t u\|_{L^\infty(0, T; H) \cap L^2(0, T; V)} \leq C(T, \|u_0\|_{H^2(\Omega)}, \|f\|_{H^1(0, T; L^2(\Omega))}).
\]
Thirdly, to establish the \(H^2\) regularity, we need the following Stokes estimate.

**Proposition 5.1.** Assume that \(u \in H^1\) is the weak solution to the following boundary value problem
\[
\begin{cases}
-\Delta u + \nabla p = F, & \text{in } \Omega, \\
\nabla \cdot u = 0, & \text{in } \Omega, \\
u \cdot n = 0, & \text{on } \partial \Omega, \\
2D(u) n \cdot \tau = k(x, y) u \cdot \tau, & \text{on } \partial \Omega,
\end{cases}
\]
where \(F \in L^2\) and \(k(x, 1) = k_1, k(x, 0) = k_0\) are constants. Then \(u \in H^2\) and satisfies
\[
\|u\|_{H^2} + \|\nabla p\|_{L^2} \leq C \left( \|F\|_{L^2} + \|u\|_{L^2} \right),
\]
where \(C > 0\) depends only on \(k_0, k_1\).

**Proof.** The proof of this proposition consists of 4 steps.

**Step 1.** For any positive constant \(\beta\) large enough and functions \(u, F, k(x, y)\) given in (5.8), we consider the auxiliary problem:
\[
\begin{cases}
-\Delta w + \beta w = \text{curl}F + \beta \text{curl}u := \text{curl}\Phi, & \text{in } \Omega, \\
w = k(x, y) u \cdot \tau := g, & \text{on } \partial \Omega.
\end{cases}
\]
Since \(\text{curl}\Phi \in H^{-1}\), we define the bilinear form
\[
B[w, \tilde{w}] = \int_{\Omega} \nabla w : \nabla \tilde{w} + \beta \int_{\Omega} w \tilde{w},
\]
for \(w, \tilde{w} \in H^1_0 := \{ w \in H^1 | w = 0 \text{ in } \partial \Omega \}\). As the inhomogeneous Dirichlet boundary value problem problem (5.10) can be rewritten as a homogeneous one via homogenization method, without lose of any generality, we assume that \(g = 0\). It is easy to check that the bilinear form \(B\) is continuous and coercive on \(H^1_0\), and hence it
follows from the Lax-Milgram theorem that there exists an unique \( w \in H^1_y \) being the weak solution to system (5.10), i.e.

\[
\int_{\Omega} \nabla w \cdot \nabla \bar{w} + \beta \int_{\Omega} w \bar{w} = - \int_{\Omega} \Phi \cdot \nabla \bar{w},
\]

(5.12)

holds for any \( \bar{w} \in H^1_y \). Here \( \nabla \bar{w} := (-\partial_y, \partial_x) \).

Take \( \bar{w} = w - [(k_0 + k_1) y - k_0] u^1 \). Then \( \bar{w} \in H^1_y \). Substituting it into (5.12) and using Cauchy inequality gives

\[
\int_{\Omega} |\nabla w|^2 + \beta \int_{\Omega} |w|^2 \leq \frac{1}{2} \int_{\Omega} |\nabla w|^2 + \frac{\beta}{2} \int_{\Omega} |w|^2 + C \int_{\Omega} (|\Phi|^2 + |u|^2 + |\nabla u|^2),
\]

which indicates that

\[
\|w\|_{H^1} \leq C (\|\Phi\|_{L^2} + \|u\|_{H^1}).
\]

(5.13)

**Step 2.** For \( w \) constructed in **Step 1**, consider the following boundary value problem

\[
\begin{cases}
-\Delta \Psi = -w, & \text{in } \Omega, \\
\Psi = 0, & \text{on } \partial \Omega.
\end{cases}
\]

(5.14)

By the classical elliptic equation theory, problem (5.14) possesses a unique solution \( \Psi \in H^3 \). In what follows, we deduce \( H^3 \)-estimate for \( \Psi \).

Multiplying (5.14) by \( \Psi \), integrating by parts over \( \Omega \) and using Poincaré inequality, we get

\[
\|\Psi\|_{H^1} \leq C \|w\|_{L^2}.
\]

Applying \( \partial_x \) to (5.14)1, similarly, we deduce

\[
\|\Psi_x\|_{H^1} \leq C \|w\|_{L^2}.
\]

Moreover, it follows from (5.14)1 that \( \Psi_{yy} = w - \Psi_{xx} \). Then we also have

\[
\|\Psi_{yy}\|_{L^2} \leq \|w\|_{L^2} + \|\Psi_{xx}\|_{L^2} \leq C \|w\|_{L^2}.
\]

In conclusion, we yield \( \|\Psi\|_{H^2} \leq C \|w\|_{L^2} \).

Note again that \( \Psi_x \) satisfies

\[
\begin{cases}
-\Delta \Psi_x = -w_x, & \text{in } \Omega, \\
\Psi_x = 0, & \text{on } \partial \Omega.
\end{cases}
\]

(5.15)

Then, by the analysis above, one has \( \|\Psi_x\|_{H^2} \leq C \|w_x\|_{L^2} \). To obtain estimates for \( \Psi_{yyy} \), we apply \( \partial_y \) to (5.14)1 and yield \( \Psi_{yyy} = \partial_y w - \partial_y \Psi_{xx} \), which leads to

\[
\|\Psi_{yyy}\|_{L^2} \leq \|w\|_{H^1} + \|\Psi_x\|_{H^2} \leq C \|w\|_{H^1}.
\]

Thus, there holds \( \|\Psi\|_{H^3} \leq C \|w\|_{H^1} \).

**Step 3.** Now, take \( v = \text{curl} \Psi \). Then \( v \in H^2 \) satisfies

\[
\|v\|_{H^2} \leq C \|w\|_{H^1}
\]

(5.16)

and the relationship \( w = \text{curl} v \). Furthermore, substituting this relationship into (5.10), we reach

\[
\begin{cases}
-\Delta v + \beta \text{curl} v = \text{curl}(F + \beta u), & \text{in } \Omega, \\
\text{curl} v = k(x, y) u \cdot \tau, & \text{on } \partial \Omega,
\end{cases}
\]

(5.17)

In virtue of Hodge decomposition, equation (5.17)1 is equivalent to

\[
-\Delta v + \beta v + \nabla q = F + \beta u, \text{ in } \Omega.
\]
In the meantime, by Lemma 3.1, boundary condition (5.17) is equivalent to
\[ 2\mathbb{D}(v)n \cdot \tau = k(x, y)u \cdot \tau, \quad \text{on } \partial \Omega. \]

Besides, it follows from the definition of \( v \) that \( \text{div} v = 0 \). In addition, since \( \Psi|_{\partial \Omega} = 0 \), we have \( \nabla \Psi \cdot \tau|_{\partial \Omega} = 0 \), which is equivalent to
\[ -\text{curl} \Psi \cdot n|_{\partial \Omega} = 0, \quad \text{i.e. } v \cdot n|_{\partial \Omega} = 0. \]

In conclusion, \( v \in H^2 \) is a solution of problem
\[
\begin{aligned}
-\Delta v + \beta v &= F + \beta u, & \text{in } \Omega, \\
\text{div} v &= 0, & \text{in } \Omega, \\
v \cdot n &= 0, & \text{on } \partial \Omega, \\
2\mathbb{D}(v)n \cdot \tau &= k(x, y)u \cdot \tau, & \text{on } \partial \Omega. \\
\end{aligned}
\tag{5.18}
\]

**Step 4.** (5.8) indicates that \( u \) is also a weak solution to (5.18). Thus, \( u = v \) is true if the solution of problem (5.18) is unique. In fact, one can see that \( u - v \) satisfies
\[
\begin{aligned}
-\Delta(u - v) + \beta(u - v) + \nabla(p - q) &= 0, & \text{in } \Omega, \\
\text{div}(u - v) &= 0, & \text{in } \Omega, \\
(u - v) \cdot n &= 0, & \text{on } \partial \Omega, \\
2\mathbb{D}(u - v)n \cdot \tau &= k(x, y)u \cdot \tau, & \text{on } \partial \Omega. \\
\end{aligned}
\]

It can be deduced from the standard energy method that \( u - v \equiv 0 \), i.e. \( u = v \in H^2 \). Consequently, in virtue of (5.16) and (5.13), we infer that
\[ \|u\|_{H^2} \leq C (\|F\|_{L^2} + \|u\|_{H^1}). \tag{5.19} \]

In particular, substituting (3.12) into (5.19) and using Cauchy inequality, we get
\[ \|u\|_{H^2} \leq C (\|F\|_{L^2} + \|u\|_{L^2}). \tag{5.20} \]

The final work is to deduce estimate for \( \nabla p \), which can be directly implied by (5.8)\(^1\) and (5.20).

The proof of this proposition is completed. \( \square \)

With this Stokes estimate in hand, we are able to state and prove the regularity of the solution.

**Proof of Theorem 2.3.** By Theorem 2.2, the initial boundary problem (2.1) has a unique weak solution \( u(t) \in L^\infty(0, T; \mathbf{H}) \cap L^2(0, T; \mathbf{V}) \) satisfies estimate (2.2). Thus, we still need to prove estimate (2.3) and that a weak solution of problem (2.1) with estimate (2.3) is in fact a strong solution to problem (2.1).

Rewrite problem (2.1) by
\[
\begin{aligned}
-\Delta u + \nabla p &= -\partial_t u - u \cdot \nabla u + f, & \text{in } \Omega, \\
\nabla \cdot u &= 0, & \text{in } \Omega, \\
u \cdot n &= 0, & \text{on } \partial \Omega, \\
2\mathbb{D}(u)n \cdot \tau &= k(x, y)u \cdot \tau, & \text{on } \partial \Omega. \\
\end{aligned}
\tag{5.21}
\]

In view of (5.7), \( u \in \mathbf{V} \) a.e. \( t \in (0, T) \) is the unique weak solution to (5.21). Then, it follows from proposition 5.1 that \( u(t) \in H^2 \) for a.e. \( t \in (0, T) \), and that
\[ \|u(t)\|_{H^2} + \|\nabla p(t)\|_{L^2} \lesssim \|f(t)\|_{L^2} + \|\partial_t u\|_{L^2} + \|u(t)\cdot \nabla u(t)\|_{L^2} + \|u(t)\|_{L^2}. \tag{5.22} \]

In addition, applying (3.22) gives
\[ \|u(t) \cdot \nabla u(t)\|_{L^2} \leq \|u(t)\|_{L^\infty} \|\nabla u(t)\|_{L^2} \leq \|u(t)\|_{L^2}^{1/2} \|u(t)\|_{H^2}^{1/2} \|\nabla u(t)\|_{L^2}. \]
(2.3) follows from substituting (5.23) into (5.22) with \( \varepsilon \) small enough and using estimate (5.7).

Finally, we recover the strong form of the weak solution in the sense of Definition 2.1. that is, \( u \in L^\infty(0, T; \mathcal{W}) \) satisfies

\[
\frac{d}{dt} \int_{\Omega} u(t) \cdot v + 2 \int_{\Omega} \mathfrak{D}(u(t)) : \mathfrak{D}(v) + \int_{\Omega} u(t) \cdot \nabla u(t) \cdot v
\]

\[
= \int_{\partial\Omega} k(x, y)u(t) \cdot v dS + \int_{\Omega} f(t) \cdot v,
\]

(5.24)

for any \( v \in \mathcal{V} \). For any \( \phi \in C^\infty_0(\Omega) \), take \( v = \nabla^T \phi \) in (5.24), where \( \nabla^T = (-\partial_y, \partial_x) \).

Then \( v \in \mathcal{V} \cap C^\infty_\partial \). Integrating by parts in (5.24) gives

\[
\int_{\Omega} \partial_t u(t) \cdot v + \int_{\Omega} -\Delta u(t) \cdot v + \int_{\Omega} u(t) \cdot \nabla u(t) \cdot v = \int_{\Omega} f(t) \cdot v,
\]

(5.25)

where the conditions \( \text{div} u(t) = 0 \) and \( v \in C^\infty_\partial \) have been used. Further integrating by parts, we get

\[
- \int_{\Omega} \text{curl} [\partial_t u(t) + u(t) \cdot \nabla u(t) - \Delta u(t) - f(t)] \cdot \phi = 0.
\]

(5.26)

As \( \phi \in C^\infty_0 \) is arbitrary, there holds

\[
\text{curl} [\partial_t u(t) + u(t) \cdot \nabla u(t) - \Delta u(t) - f(t)] = 0,
\]

which implies that there exists \( p \in H^1(\Omega) \), such that

\[
- [\partial_t u(t) + u(t) \cdot \nabla u(t) - \Delta u(t) - f(t)] = \nabla p,
\]

i.e.

\[
\partial_t u(t) + u(t) \cdot \nabla u(t) + \nabla p = \Delta u(t) + f(t).
\]

(5.27)

On the other hand, taking arbitrary \( v \in \mathcal{V} \) in (5.24) and integrating by parts, in view of that \( u(t) \) is a solution to (5.27), it turns to

\[
\int_{\partial\Omega} 2\mathfrak{D}(u(t))n \cdot v dS = \int_{\partial\Omega} k(x, y)u(t) \cdot v dS.
\]

(5.28)

Note also that \( v \cdot n = 0 \) on \( \partial\Omega \). Then \( v = (v \cdot \tau)\tau \) on \( \partial\Omega \). Thus, (5.28) can be rewritten as

\[
\int_{\partial\Omega} 2\mathfrak{D}(u(t))n \cdot \tau(v \cdot \tau) dS = \int_{\partial\Omega} k(x, y)u(t) \cdot \tau(v \cdot \tau) dS.
\]

The arbitrariness of \( v \) then implies boundary condition (2.1)4, which is suitable in the sense of trace for \( u(t) \in L^\infty(0, T; \mathcal{W}) \). In addition, (2.1)2 and (2.1)3 are valid automatically for \( u(t) \in \mathcal{V} \).
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