Abstract: Open spaces are essential for promoting quality of life in cities. However, accelerated urban growth, in particular in cities of the global South, is reducing the often already limited amount of open spaces with access to citizens. The importance of open spaces is promoted by SDG indicator 11.7.1; however, data on this indicator are not readily available, neither globally nor at the metropolitan scale in support of local planning, health and environmental policies. Existing global datasets on built-up areas omit many open spaces due to the coarse spatial resolution of input imagery. Our study presents a novel cloud computation-based method to map open spaces by accessing the multi-temporal high-resolution imagery repository of Planet. We illustrate the benefits of our proposed method for mapping the dynamics and spatial patterns of open spaces for the city of Kampala, Uganda, achieving a classification accuracy of up to 88% for classes used by the Global Human Settlement Layer (GHSL). Results show that open spaces in the Kampala metropolitan area are continuously decreasing, resulting in a loss of open space per capita of approximately 125 m$^2$ within eight years.
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1. Introduction

Driven by the acceleration of urbanization across the globe, urban areas are expanding outwards but also densifying within the existing built-up area, leading to large-scale land conversion from open spaces into built-up areas. Many studies [1–3] emphasized the importance of open and in particular green spaces for livable cities. However, many citizens across the globe do not have easy access to open and green spaces in close proximity to their residence. The absence of open and green spaces has various negative impacts, e.g., lack of environmental quality (e.g., increased urban temperature [4]), health issues (e.g., increased risk of obesity [5]), lack of social interaction with neighbors [6]; insufficient spaces for evacuation in case of disasters [7] and missing spaces for economic and livelihood opportunities (e.g., informal street economy [6]). However, the amount of available open and green spaces differs dramatically across cities and regions [8]. For example, the share of green space per capita, important to promote walkability and good access to recreational spaces, differs between Hamburg (Germany) with 2750 m$^2$ per capita and Tijuana (Mexico) with 2 m$^2$ per capita [9]. In general, the absence of green spaces accounts according to the World Health Organization (WHO) for 3.3% of global death [10].

Urban planners and policy makers commonly aim for compact urban development, e.g., to support efficient infrastructure provision, walkable, and multi-functional urban neighborhoods. In this context, the provision of open public (green) spaces accessible to all citizens is crucial, but often not sufficiently available to citizens, in particular in rapidly developing urban areas. Therefore, SDG indicator 11.7.1 “average share of the built-up area of cities that is open space for public use for all, by sex, age and persons with disabilities”, part of Goal 11 “Make cities and human settlements inclusive, safe, resilient
and sustainable”, promotes the importance of public open spaces, both gray (open spaces without vegetation cover such as urban squares) and green spaces (open spaces with vegetation cover such as parks). The indicator (share of built-up area that is open: $\text{BuiltOpen}$) compares the total built-up area of an urban agglomeration with the area that is open space (gray and green spaces). To operationalize this indicator, the continuously built-up area of an urban agglomeration (thus not the administrative city) is mapped with publicly available satellite images (e.g., Landsat, Sentinel) and the amount of open spaces and the street area (which are also important spaces for interaction) are mapped. The indicator ($\text{BuiltOpen}$) is computed following [8]:

$$\text{BuiltOpen} = \frac{\text{Total area open public space} + \text{Total area of streets}}{\text{Total built up area the urban agglomeration}} \quad (1)$$

SDG indicator 11.7.1, presently not included in the SDG database (https://unstats.un.org/sdgs/indicators/database/) due to its operationalization complexity, has been piloted in over 250 cities [8] using moderate- to high-resolution satellite images. For example, the Global Urban Footprint (GUF) layer developed by the German Aerospace Center (DLR) [11,12] and the Global Human Settlement Layer (GHSL) developed by the European Commission Joint Research Centre (JRC) [13] use such images and provide a global and multi-temporal built-up area dataset as publicly available data repositories [13]. However, the mapped built-up areas of such products (e.g., the GHSL) are rather coarse due the resolution (approximately 30 m), which omits smaller open spaces and classifies them as built-up areas. Figure 1 shows the GHSL (built-up areas in yellow) for a part of the city of Kampala, where a large part of the non-built-up area is included as built-up area. The detailed built-up area structure is represented by the building footprints (in red). However, it should be noted that the large round-shaped green area is Kabaka’s Palace, the residence of the King of Buganda, and as such, it is a large green space (with important environmental functions) but not a public open space. Due to the absence of public open space inventories for most cities in the Global South, UN-Habitat [8] suggests the use of earth observation (EO) data “to identify potential open public spaces”, which includes the streets and in particular green spaces within the city boundary, which play an important environmental role. Such an assessment is available, e.g., at the Urban Centre Database of JRC, which registers the share of the global population living in dense green areas. In 2014, this share was 23% for all urban centers across the globe, while this was 27% for the city of Kampala, thus larger as compared to the African average with only 20% [14]. In contrast, the Atlas of Urban Expansion [15] (also using Landsat images), produced in cooperation with UN-Habitat (http://www.atlasofurbanexpansion.org/), concludes that approximately 41% of the urbanized area in the agglomeration of Kampala was open space (in 2015). Here, open spaces are defined as “open countryside, forests, cultivated lands, parks, vacant lands that have not been subdivided, cleared land, and water bodies: seas, rivers, lakes, and canals” [15]. However, also for the Atlas of Urban Expansion, a similar problem as described above is shown, i.e., open spaces are mainly outside the city (Figure 2a), and small internal gray and green open spaces are partially omitted due to the coarse resolution of imagery used (Figure 2b).

![Figure 1](image-url)  
**Figure 1.** (a) The 2014 Global Human Settlement Layer (GHSL) (built-up areas in yellow) and building footprints (in red); (b) building footprints (in red) on top of a Google Earth image.
Two main bottlenecks exist towards achieving a spatially more detailed representation of the urban built-up area structure—the access to high-resolution satellite images and the computational costs of processing data at the scale of urban agglomerations. Very-high-resolution (VHR) images (e.g., Pleiades) are available to commercial rates, with costs of typically more than 10 Euros per km². Taking the example of Kampala, and the urban area mapped by the GHSL (528 km²) or the Atlas of Urban Expansion (513 km²), this would arrive at an image data cost of more than 5000 Euros for one city. To upscale this to all cities (e.g., as included in the JRC database of urban centers), which is approximately 13,000 cities, and for different years, this would generate enormous image data costs (for all cities of the database this would be close to 10 million Euros for one year). Furthermore, the processing of VHR image data requires enormous computational resources. Both problems (image and computational costs) can be at least partially solved for research purposes by high-resolution image repositories, i.e., the Planet image data repository (https://www.planet.com/markets/education-and-research/), which enables access to high and very-high-resolution images (ranging from 1 to 5 m spatial resolution) and Google Earth Engine (GEE) [16], providing an efficient computational environment. The study addresses the above-identified bottlenecks (access to high-resolution satellite imagery and the computational costs) by proposing a framework that is built on cloud computation, open imagery and open reference data (for research), with minimal manual interaction and tuning to support future scalability. Therefore, the aim of this study is to analyze whether high-resolution (HR) images (in particular, RadipEye images) provide a better estimation of the presence of built-up and open spaces in support of SDG indicator 11.7.1 at the urban scale. The processing of the images and mapping of built-up areas is carried out within GEE, a very efficient cloud computation environment. The paper is divided into the following sections. Section 2 provides an overview of the study area, the city of Kampala, and describes the input data. Section 3 elaborates on the methodology to assess the current GHSL for the study area and the machine learning workflow used to map built-up and non-built-up areas. Section 4 provides the results and shows the potential to ease the calculation of SDG indicator 11.7.1. Section 5 discusses the role of EO to provide consistent data for SDG indicators and the new avenues opened by cloud computation, and Section 6 details the main conclusions.

2. Study Area and Input Data

In this section, we present an overview of the study area, the specification of the HR images used, and the workflow of the ensemble algorithm applied to estimate a) BuiltOpen for 2010, 2016 and 2018, respectively, and b) changes in BuiltOpen.

2.1. Overview of the Study Area

The urban agglomeration of Kampala is split into the city of Kampala (1.65 million estimated inhabitants in 2019) governed by the Kampala Capital City Authority (KCCA) and the Greater Kampala
Metropolitan Area (GKMA) (Figure 3), with an estimated population of approximately 3.2 million [17]. Large parts of the urban agglomeration are informal, and inhabitants are deprived of basic service provision. Informal areas commonly have high built-up areas and population density and inhabitants do not have good access to gray and green open spaces. The urban agglomeration (estimated by the GHSL with a population of 3.5 million) has a very high annual population growth rate of 5.7% and belongs to the fastest growing African cities [18]. The central city is very densely built up, with the exception of wetlands and other protected areas [19].

![Figure 3. Greater Kampala Metropolitan area and its administrative subdivisions (the background GHSL and main streets from OpenStreetMap (OSM).)](image)

2.2. Input Data

Three datasets of orthorectified RapidEye images (analytic ortho scene products) were compiled for the Kampala metropolitan area [20] for 2010, 2016 and 2018. Such images, obtained from the Planet platform [21], contain five bands (blue, green, red, red edge, near-infrared), and have a spatial resolution of 6.5 meters, resampled to 5 meters. Images were selected with less than 10% of cloud coverage [22] for the study area. Cloud coverage of images is a general problem in tropical regions, and often no annual cloud-free mosaic can be obtained. Figure 4 illustrates the image mosaic in natural color composition for years (a) 2010, (b) 2016, and (c) 2018.
The reference (training and validation) data was collected combining different sources (Table 1) from which 1000 random points were selected for each class and for each year, followed by consistency checks that removed ambiguous samples (e.g., samples of roads that are located at edges of buildings). For 2010, we used municipal data for the city of Kampala, i.e., building footprints, roads and land use data. Building samples were randomly selected from the building data with a roof area of more than 100 m², which allowed excluding small isolated structures. For the gray open space class, samples were selected along major and secondary roads, ensuring that samples did not fall on roofs. Water and vegetation samples were selected in the zones of natural areas. For 2016, we extracted reference data from the ESA Africa land cover map (http://2016africalandcover20m.esrin.esa.int/). As the 2016 data were of the coarser resolution, the following rules were implemented. Samples of buildings and roads from 2010 were used and it was determined whether the areas changed between 2010 and 2016, as well as whether the ESA land cover map highlighted them as built-up areas. Water points from 2010 were also used and changes in the waterline (Lake Victoria) were updated. Vegetation points were extracted from the ESA Africa land cover map (restricting the selection to the classes trees, shrubs and grassland). For 2018, we used the OSM dataset [23] for the city of Kampala; we only extracted buildings with an area larger than 100 m². For gray open spaces, samples were selected along major and secondary roads, ensuring that samples did not fall on roofs. Water and vegetation samples were selected in the zones of natural areas.

Table 1. Overview of source for training data.

| Year  | Data Source                          | Criteria                                      | Total Points |
|-------|-------------------------------------|-----------------------------------------------|--------------|
| 2010  | Municipal Map City of Kampala       | Built-up: Buildings with an area >100 m²       | 3996         |
|       |                                     | Centre line of roads: 4m buffer around roads  |               |
|       |                                     | Vegetation: natural vegetation areas          |               |
|       |                                     | Water: Water bodies                           |               |
| 2016  | ESA Africa Land cover map of 2016   | Built-up 2010 (check for changes): Buildings  | 3931         |
|       |                                     | with an area >100 m²                           |               |
|       |                                     | Centre line of roads 2010 (check for changes):|               |
|       |                                     | 4m buffer around roads                         |               |
|       |                                     | ESA vegetation: grass, greenfield, forest,    |               |
|       |                                     | garden, brownfield, greenspace                |               |
|       |                                     | Water: Water bodies                           |               |
Table 1. Cont.

| Year | Data Source | Criteria | Total Points |
|------|-------------|----------|--------------|
| 2018 | OSM         | Built-up: buildings with an area >100 m²  
Centre line of roads: 4m buffer around roads  
Vegetation: grass, greenfield, forest, garden, brownfield, greenspace  
Water bodies | 3893 |

3. Methodology

3.1. Assessment of the GHSL for the Study Area

The GHSL shows that the city of Kampala is almost completely built up. However, when comparing the GHSL with local reference data on building footprints, major differences are apparent (Figure 1b). To understand these differences, the building footprints of the city of Kampala from 2010 are compared with the GHSL layer of 2014 (closest to the building layer). Taking 20,000 random points, the agreement between building footprints and the GHSL built-up area is compared using the following thresholds for the municipal building footprint layer aggregated to the cell size of 38 m (cell size of the GHSL):

- Taking 50% built-up area (building footprints) as the threshold for classifying a cell as built-up area.
- Taking 10% built-up area (building footprints) as the threshold for classifying a cell as built-up area.
- Taking more than 0% built-up area (building footprints) as the threshold for classifying a cell as built-up area.

3.2. Calculation of the BuiltOpen Indicator

Methods to calculate SDG indicator 11.7.1 normally involve three steps. Step 1 is the delimitation of the built-up area of the city, step 2 is the estimation and validation of open public spaces and step 3 is the estimation of the total area allocated to the streets [8]. Step 1 includes the classification of Landsat images and spatial analysis to determine the urban-ness of pixels. The second step is the conventional approach for cities that lack an inventory of open public spaces and requires the use of remotely sensed imagery to identify and, subsequently, validate potential open public spaces, e.g., via costly and time-consuming field surveys [24]. The third step can be performed by computing the sum of the areas covered by each street where the width and length of are known, or by taking samples in the study area and digitizing the streets located in those samples to later compute a street area average that will be used to estimate the total area covered by streets.

In this study, we present an alternative approach for the computation of the BuiltOpen indicator based on cloud computation and machine learning classification of HR images. To do so, we used the city delimitation given by World Bank [20] as a boundary for the study area. The ground truth data required to train the machine learning algorithm was extracted from different sources, including municipal data and OSM data [23]. We also compare the BuiltOpen indicator for different years, namely 2010, 2016, and 2018.

For the reference years, i.e., 2010, 2016, and 2018, we composed image mosaics that were classified using an ensemble classifier that is a machine learning algorithm that combines several base classifiers under certain rules. The base classifiers were trained and tested using training data extracted from different sources (see Section 2.1). For that purpose, each training dataset was randomly and proportionally split into three sets. Two sets were used to train and assess the performance, e.g., accuracy, of the base classifiers, and the remaining set was applied to evaluate the result of the ensemble classification (see Figure 5). To improve the consistency of changes, rules that follow the GHSL were also implemented [25]. For this purpose, a water mask was generated, which was applied for all years, and further checking backward and forward changes in vegetation and (built-up) areas.
After this validation of changes, we calculated the BuiltOpen index following the formula presented in (1).

![Figure 5. Overview of the methodology.](image)

### 3.2.1. Ensemble Classification

Figure 6 shows the workflow of the image classification applying an ensemble, including the pre-processing step to perform both feature extraction and feature selection and the training and application of base classifiers that formed the ensemble [26].

![Figure 6. Ensemble classifier—overview of the workflow.](image)

- **Data pre-processing**

  Each image dataset was pre-processed to extract spectral and textural features (Table 2), i.e., indices [27–33] and Gray Level Co-occurrence Matrix (GLCM)-based textures of image bands [34,35]. Spectral features are known to be useful in the determination of green areas or water bodies, whereas textural features are regularly applied to identify built-up areas [36–38]. Textural features were extracted as the average of their values in four directions (0, 45, 90, 135) for two windows sizes: 3x3 and 5x5 pixels. Table 3 provides formulas and abbreviations for spectral indices; Tables A1 and A2, in Appendix A, list formulas for textural features.

**Table 2.** Features extracted from a single multi-spectral RapidEye image [GLCM: Gray Level Co-occurrence Matrix].

| Features                                      | Features per Image |
|-----------------------------------------------|--------------------|
| Spectral image bands                          | 5                  |
| Indices                                       | 9                  |
| GLCM-based textural features                  | 180                |
| **Total**                                     | **194**            |
Table 3. Indices and formulas. Rapid-eye band name abbreviations are: R = red, RE = red edge, G = green, B = blue and NIR = near infrared.

| Indices                                               | Formula                                                                 |
|-------------------------------------------------------|------------------------------------------------------------------------|
| Enhanced Vegetation Index (EVI)                       | $2.5 \times \frac{(NIR - R)}{(NIR + 6 \times R - 7.5 \times B + 1)}$   |
| Transformed Chlorophyll Absorption in Reflectance Index (TCARI) | $3 \times \frac{(RE - R)}{(RE - G) \times (RE/R)}$                     |
| Soil Adjusted Vegetation Index (SAVI)                 | $(1 + L) \times \frac{(NIR - R)}{(NIR + R + L)}$, where $L = 0.5$     |
| Modified Soil Adjusted Vegetation Index (MSAVI)       | $0.5 \times (2 \times NIR + 1 - \sqrt{2 \times NIR + 1}^2 - 8 \times (NIR - R))$ |
| Visible Atmospherically Resistance Index (VARI)       | $(G + R)/(G + R - B)$                                                  |
| Green Leaf Index (GLI)                               | $(2 \times G - R)/(2 \times G + R + B)$                                |
| Normalized Difference Vegetation Index (NDVI)         | $(NIR - R)/(NIR + R)$                                                  |
| Normalized Difference Water Index with green band (NDWI$_{\text{green}}$) | $(G - NIR)/(G + NIR)$                                                  |
| Normalized Difference Water Index with red band (NDWI$_{\text{red}}$) | $(R - NIR)/(R + NIR)$                                                  |

It was necessary to reduce the number of features used to train and apply the classifiers to ensure timely execution of those classifiers in GEE. To conduct feature reduction, we applied a Guided Regularized Random Forest (GRRF [39]) that is a feature selection algorithm based in Random Forest [40]. Then, we applied a Support Vector Machine [41] classifier with a Gaussian kernel to the top ten most accurate subsets of features returned by GRRF. The subset of features with the highest accuracy in both (GRRF and SVM) was selected. This process was performed for each dataset separately. This approach selected the most informative feature for our classification task among similar features, e.g., NDVI and EVI. GRRF does not require a prior parameter setup and ensures the selection of non-redundant and informative features improving the classification accuracy when applying a Random Forest algorithm afterwards, although a small negative impact on accuracy has been reported for regression tasks [39]. On the other hand, SVM is a robust and widely applied machine learning algorithm that generalizes well when the number of input features is large, and the training data are limited [41,42]. A shortcoming of SVM is the parameter setting that is commonly tackled, also in this study, by grid search using cross-validation [43].

- Ensemble classifier

The ensemble classifier combined nine base classifiers, meaning three classifier instances of Random Forest, SVM with a Gaussian kernel and SVM with a polynomial kernel, respectively. Those classifiers were selected as they provide state-of-the-art performance [44]. Base classifiers were trained and applied separately using a modified leave-one-out method in which the training set is stratified and randomly partitioned into k (5) equally sized subsamples. Each base classifier was trained with k − 1 subsamples, leaving one subsample out [26]. Using different seeds to generate the subsamples, these methods allowed us to generate at least nine subsets, ensuring an odd number of base classifiers in the ensemble. The individual influence of each base classifier was weighted by its performance in a validation dataset, i.e., the Overall Accuracy (OA) of each base classifier is used as a weight in the ensemble [26]. The OA of the ensemble classification is reported for each year.

3.2.2. Consistency of Changes

A water mask, similar to the workflow proposed by the GHSL [25], was calculated to improve the consistency of changes and reduce noise. This mask was applied to each classified image and pixels that were initially classified as water but did not belong to the water mask were reclassified as follows:

- The classified mosaic of 2016 was taken as a reference because this dataset obtained a higher accuracy in the classification.
- Pixel values in the 2016 mosaic were replaced by the pixel value in the 2010 mosaic if those belong to built-up areas or gray spaces.
- Pixel values in 2010 were replaced by gray spaces as visual inspection confirmed that these pixels were wrongly classified as water, mainly being areas of shadows (e.g., along roads).
- Pixel values in the 2018 mosaic were substituted by the pixel value of the classified mosaic in the previous reference year, i.e., the classified mosaic for 2016.
Concerning changes in built-up areas, and taking the 2016 mosaic as a reference, we assumed that built-up areas in 2016 were also built-up areas in 2018, roads in 2016 were also roads in 2018 and that vegetation areas in 2016 were vegetation areas in 2010. Pixels were reclassified accordingly. To consistently calculate a BuiltOpen index, we created a common mask to achieve the same area coverage because it was not possible to find less than 10% cloud coverage scenes for the entire study area. These consistency rules also enabled the use of areas of cloud coverage without masking. This workflow allowed for minimal manual interaction, which is important for the development of scalable methods.

4. Results

4.1. The Strength and Weaknesses of the GHSL for Built-Up and Open Space Mapping

A comparison of the GHSL with the building footprints is presented in Table 4. The results show that when using the 10% threshold (i.e., 10% of a 38 by 38 m cell is covered by buildings), the accuracy of the GHSL is 71%, whereas the accuracy is 84% when there are any built-up areas. However, when comparing the sample point locations (building footprints and the GHSL), the GHSL shows an accuracy of 35%. Hence, the GHSL classifies large areas that are non-built-up areas as built-up areas (see example in Figure 1). Thus, the GHSL depicts the presence of any area of buildings within the 38 m cell very well; however, this limits the capability to show non-built-up (green or gray) spaces, particularly small spaces. Such spaces are being aggregated and are often omitted, which is a problem when using this data in the calculation of BuiltOpen for SDG indicator 11.7.1.

Table 4. Comparing the built-up area classification of the GHSL with building footprints: (1) without aggregation and (2–4) with aggregation to the 38 m cell size.

|                | (1) Building Level | (2) 50% Built up | (3) 10% Built up | (4) >0% Built up |
|----------------|--------------------|------------------|------------------|------------------|
| Overall Accuracy | 0.354              | 0.268            | 0.711            | 0.836            |
| Kappa           | 0.075              | 0.022            | 0.395            | 0.564            |

4.2. Image Classification and BuiltOpen Indicator

The feature selection approach adopted (see Section 2.2) produced the list of features presented in Table 5, where textural features, in particular, those calculated using a window of size 5 × 5, are predominant. Meaning that these textural features are more informative when determining our classes. The index Visible Atmospherically Resistance Index (VARI) was selected in the three datasets, whereas Transformed Chlorophyll Absorption in Reflectance Index (TCARI) was selected for years 2016 and 2018. Such indices are well known for their utility in the identification of vegetation cover. The Normalized Difference Water Index with red band (NDWI\textsubscript{Red}) also contributes to the identification of classes as it was selected in two datasets, 2010 and 2018.

Table 6 presents the OA for each year. When the mosaics are reclassified to only three classes (GHSL classes, i.e., built-up area, non-built-up area and water surface), the OA increased considerably. This is because the class non-built-up area is aggregated, which contributes to improving the accuracy of the produced classification. The highest accuracy was achieved for the mosaic of 2016; this image was also 100% cloud free. The lowest accuracy is reported for the mosaic of 2018.
Table 5. Selected features per year [b1: band 1, b2: band 2, b3: band 3, b4: band 4, b5: band 5, asm: angular second moment, contrast: contrast, corr: correlation, var: variance, idm: inverse difference moment, savg: sum average, svar: sum variance, sent: sum entropy, ent: entropy, dvar: difference variance, dent: difference entropy, imcorr1: information measures of correlation 1, diss: dissimilarity, inertia: inertia, shade: cluster shade, and prom: cluster prominence].

| Feature          | Year 2010 | Year 2016 | Year 2018 |
|------------------|-----------|-----------|-----------|
| Image bands      | b2, b5    | b1, b3, b4, b5 | b1, b5 |
| Indices          | NDWI_red, VARI | NDWI_green, TCARI, VARI | GLI, NDWI_red, TCARI, VARI |
| Textural—3 x 3   | b2_dvar, b3_inertia, b3_savg, b3_var, b4_contrast, b4_dvar, b4_var | b3_dvar, b3_savg, b1_savg, b2_idm, b4_dent, b4_dvar, b5_asm, b5_contrast, b5_corr, b5_dent, b5_dvar, b5_ent, b5_idm, b5_imcorr1, b5_prom, b5_savg, b5_sent, b5_svar |
|                  | Textural—5 x 5 |                  |          |
|                  | b5_contrast, b5_savg, b5_dvar, b5_corr |                  |          |
| Total            | 15        | 29         | 30        |

Table 6. Assessment of Overall Accuracy (OA) using four classes (built-up area, gray spaces, green spaces, and water) and three classes (GHSL classes: built-up area, non-built-up area, and water).

| Year | 2010  | 2016  | 2018  |
|------|-------|-------|-------|
| OA 4 classes | 0.78  | 0.83  | 0.73  |
| OA 3 classes | 0.84  | 0.88  | 0.86  |

Figure 7 presents the classified mosaics for (a) 2010, (b) 2016, and (c) 2018. It shows the dynamic of the city, e.g., the vegetation cover decreases, whereas built-up areas gain more spaces. This increase in dense built-up areas occurs mainly in the core of the city because buildings are not distributed along the whole area of the city. These changes are quantified and presented in Table 7. The index BuiltOpen is reported there as well. These results show that the amount of open space continuously declines and when calculating the amount of open space per capita (using the WorldPop population data [45] of the respective years), the share reduces from approximately 300 to 170 m² between 2010 and 2018.
Figure 7. Classified mosaics for (a) 2010, (b) 2016, and (c) 2018. Within the city, informal areas had on average 20% less open space as compared to planned areas (example area is shown in Figure 9).

Table 7. Land cover statistics per year in hectares (ha), the indicator BuiltOpen per year in ha, and the BuiltOpen per capita/year in m².

| Year       | 2010   | 2016   | 2018   |
|------------|--------|--------|--------|
| Built-up area | 9087.40 | 14,698.49 | 24,374.61 |
| Green space   | 63,608.26 | 54,998.31 | 48,984.30 |
| Gray space    | 18,263.67 | 21,230.23 | 17,600.43 |
| BuiltOpen     | 9.00   | 5.19   | 2.73   |
| BuiltOpen per capita in m² | 294.97 | 212.80 | 170.15 |

Figure 8 illustrates the dynamic of built-up area in the city. There is a sustained increase in the built-up area, but it becomes evident that the intensity of the urbanization boosted between 2016 and 2018.

5. Discussion

This study proposes an alternative method to calculate the BuiltOpen index based on HR images and machine learning classification methods. The proposed method uses free-for-research available HR images and a free-for-research cloud platform such as GEE. Building on computational efficiency, HR images and harvesting of reference data from available databases open opportunities to scale up the method beyond this pilot case study. Based on the case study, we could demonstrate that the combination of data within GEE made it feasible to monitor the temporal dynamics of the BuiltOpen index at a relatively high temporal granularity. At the metropolitan scale, such data enable monitoring the progress towards achieving SDG 11.7.1, in particular when adding local information about public access and population data split into gender, age groups and disabilities. Using a publicly accessibly population dataset (WorldPop [45]), our results showed that the share of open space per capita almost halved between 2010 and 2018, with a loss of 125 m² per capita (Table 7). Having such spatially detailed data allows specifying the shares of gray and green open spaces in different parts of the metropolitan area. For example, Kampala city is very densely built up with limited access to gray and green open spaces in the immediate surroundings per person. Furthermore, there is a major difference in open space availability between planned and well-serviced areas as compared to informal and deprived areas. We used the available municipal data for 2010 to analyze this difference. Results show that all informal areas within the city had on average of 20% less open space as compared to planned areas (example area is shown in Figure 9).
The indicator presently calculated for this SDG, i.e., the $\text{BuiltOpen}$ indicator, is a ratio between the open spaces and street space divided by the amount of built-up area [8]. As such, the indicator is difficult to interpret for policy making and the general public. The indicator $\text{BuiltOpen}$ per capita in m², which would already include the aspect of the population into the equation, would be much easier to communicate to the general public. This indicator can be more easily quantified for cities across the globe, combining existing population data (e.g., WorldPop data [46]) and data on gray and green open spaces extracted by the proposed method in this paper.

The proposed method, when compared with the Landsat-based GHSL layer, captures the locations and patterns of open spaces much better. For comparison, we reduced our classification from four classes, which included two open space classes (gray and green), to one open space class (non-built-up area), available in the GHSL [13,25], and results showed an overall good performance of our method. However, for the proposed method, the availability of training data is also a limitation. In this context, crowdsourced data such as OSM proved to be beneficial, although the quality differs across regions [47,48]. Further, citizens’ right of access is not captured by the mapping output. However, it is necessary to effectively determine the accessibility to spaces that are classified as gray and green open spaces but could be restricted in their use/access for certain citizens. Further, OSM data does not provide a straightforward way to unpack city dynamics, as the temporal dimension that can be derived by the changeset element is not freely available due to privacy regulations in the European Union. Although it is possible to integrate deep neural network algorithms in GEE [16], these kinds of algorithms require larger training datasets that were not available for our study area. This is a regular situation in many cities in the global South, where the GHSL accuracy is also often relatively low as compared to Europe. We demonstrate here that state-of-the-art algorithms such as RF, SVM and their combination, i.e., an ensemble, obtained good performance for the purpose at hand and for a wide geographic area.

In general, the employed HR images have a strong advantage as compared to Landsat, due to the higher resolution of RapidEye. However, a limitation of the RapidEye images, in regard to land cover classification concerns, is the missing availability of a shortwave infrared (SWIR) band. A SWIR
band is used in the calculation of several indices such as the Normalized Difference Build-up Index (NDBI) to improve land cover classification [49]. However, this limitation did not prevent achieving good accuracy during the image classification procedure. Studies (e.g., [50]) in the global North, using VHR commercial images, show that even higher classification accuracies can be achieved, but then sufficient and high-quality training data and commercial, high-cost images might not be easily accessible in the global South and might prevent covering large areas. For such situations, we highlight the potential of combining open data such as OSM datasets and free-for-research images and cloud computing platforms to scale up our methods and produce a global coverage of the BuiltOpen indicator also expressed in a meaningful sense for laypersons, i.e., BuiltOpen per capita.

6. Conclusions

This study presented a method to calculate the BuiltOpen index using a machine learning algorithm applied to HR images in a cloud computing environment. We demonstrated that the proposed method has the potential to support the monitoring of urban dynamics and to inform policy making in addressing the SDG 11 targets, currently limited by coarse resolution data that do not sufficiently allow quantifying open spaces. Thus, using EO-based information to calculate BuiltOpen per capita would allow supporting strategic urban planning aimed at urban sustainability, by providing an easily quantifiable indicator that shows one aspect of sustainability. We discussed the limitations of this study concerning the availability of ground truth data required to train machine learning models and showed that open data and volunteered geographic information (VGI) data support training and validation of such models. The developed method allows mapping the dynamics of open spaces, both gray and green spaces, and provides relevant base data for urban planning and management of cities, addressing a crucial aspect of the environmental quality of livability in cities. Future work includes extending our study to cover other cities where the GHSL presents problems in capturing the difference between built-up and open spaces, such as cities located in very arid regions.
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**Appendix A Textural Feature Formulas**

Table A1 lists textural features from [34], with their corresponding formulas; in these, we have used the following notational conventions:

\[ p(i,j) \] is the \((i,j)^{th}\) entry in a normalized gray tone matrix,

\[ p_x(i) = \sum_{j=1}^{N_g} p(i,j), \] is the \(i^{th}\) entry in the marginal probability matrix computed by summing the rows of \(p(i,j)\) for fixed \(i\),

\[ p_y(j) = \sum_{i=1}^{N_g} p(i,j), \] is the \(j^{th}\) entry in the marginal probability matrix computed by summing the columns of \(p(i,j)\) for fixed \(j\),

\(N_g\) is the number of distinct gray levels in the quantized image,

\[ p_{x+y}(k) = \sum_{i=1}^{N_g} \sum_{j=1}^{N_g} p(i,j)_{i+j=k} \; \text{and} \; p_{x-y}(k) = \sum_{i=1}^{N_g} \sum_{j=1}^{N_g} p(i,j)_{|i-j|=k} \]
Remote Sens. 2020, 12, 1144

Table A1. Textural feature formulas from Gray Level Co-occurrence Matrix, as described in [26,34].

| Name/Formula | Name/Formula |
|--------------|--------------|
| Angular Second Moment | Contrast |
| $f_1 = \sum_{i=1}^{N_f} \sum_{j=1}^{N_f} (p(i,j))^2$ | $f_2 = \sum_{i=1}^{N_f} \sum_{j=1}^{N_f} p(i,j)$ |

| Correlation | Variance |
|-------------|----------|
| $f_3 = \sum_{i=1}^{N_f} \sum_{j=1}^{N_f} \frac{(i,j)p(i,j) - \mu_x \mu_y}{\sigma_x \sigma_y}$ | $f_4 = \sum_{i=1}^{N_f} \sum_{j=1}^{N_f} (i - \mu)^2 p(i,j)$ |

| Inverse Difference Moment | Sum Average |
|---------------------------|-------------|
| $f_5 = \sum_{i=1}^{N_f} \sum_{j=1}^{N_f} \frac{1}{1+(i-j)^2} p(i,j)$ | $f_6 = \sum_{i=1}^{N_f} \sum_{j=1}^{N_f} \frac{1}{1+(i-j)^2} p(i,j)$ |

| Sum Variance | Sum Entropy |
|--------------|-------------|
| $f_7 = \sum_{i=1}^{N_f} (i - f_5)^2 p_{x+y}(i)$ | $f_8 = -\sum_{i=1}^{N_f} p_{x+y}(i) \log(p_{x+y}(i))$ |

| Entropy | Difference Variance |
|---------|---------------------|
| $f_9 = -\sum_{i=1}^{N_f} p_{x+y}(i) \log(p_{x+y}(i))$ | $f_{10} = \text{variance of } p_{x-y}$ |

| Difference Entropy | Information Measures of Correlation 1 |
|--------------------|-------------------------------------|
| $f_{11} = \sum_{i=0}^{N_f} p_{x-y}(i) \log(p_{x-y}(i))$ | $f_{12} = \frac{\text{HXY} - \text{HXY1}}{\max[\text{HXY}]}$, where, |

| Information Measures of Correlation 2 | Maximal Correlation Coefficient |
|--------------------------------------|---------------------------------|
| $f_{13} = \left(1 - e^{-2.00(\text{HXY2} - \text{HXY})}\right)^{1/2}$, where | $f_{14} = (\text{second largest eigen value of } Q)^{1/2}$ where, |

| Dissimilarity | $Q_{(i,j)} = \sum_{k=0}^{N_f-1} p_{x}^{(i,k)} p_{y}^{(j,k)}$ |
|--------------|----------------|
| $f_{15} = \sum_{i=1}^{N_f} \sum_{j=1}^{N_f} |i-j|^2 p(i,j)$ | $Q_{(i,j)} = \sum_{k=0}^{N_f-1} p_{x}^{(i,k)} p_{y}^{(j,k)}$ |

Table A2 specifies names of the textural features proposed by [35], and their formulas, in which the following notation is used:

$s(i, j, \delta, T)$ is the $(i,j)^{th}$ entry in a normalized Gray Level Co-occurrence Matrix, equivalent to $p(i, j)$, $T$ represents the region and shape used to estimate the second order probabilities, and

$\delta = (\Delta x, \Delta y)$ is the displacement vector.

| Description | Formula |
|-------------|---------|
| Inertia | $I(\delta, T) = \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} (i-j)^2 s(i, j, \delta, T)$. |
| Cluster shade | $A(\delta, T) = \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} (i + j - \mu_i - \mu_j)^3 s(i, j, \delta, T)$. |
| Cluster prominence | $B(\delta, T) = \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} (i + j - \mu_i - \mu_j)^4 s(i, j, \delta, T)$. |
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