Enhancing the SEM Signature via the Optimum Onset With a Bistatic and Cross-Polarization Radar Configuration
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ABSTRACT This paper assesses the feasibility of finding a time bin of optimum onset to improve the robustness of the resonance modes of a midsized aircraft target in the context of radar target identification subject to bistatic and polarization diversities. The approach utilizes the frequency data (noncoherent) to determine a reference onset and a reference resonant frequency set of interest and then employs the time data (coherent) to determine an optimum onset that leads to a minimum error between the reference and extractable mode frequencies. Both sets of data are subject to a qualitative assessment to investigate the impact of the bistatic and polarization radar configurations on the optimum onset to improve the mode extraction. The results show that an optimum onset, compared to the reference onset, is more immune to noise perturbation and has a better discriminative ability for same-class targets.

INDEX TERMS Singularity expansion method, radar target identification, bistatic, polarization, feko.

I. INTRODUCTION
Successful automatic target recognition (ATR) of a noncooperative target depends on deriving discriminative physical features from a radar signature model that is robust to perturbations and ambiguities in the radar signal [1]–[7]. Such a signature model is the singularity expansion method (SEM) model, which approximates the late time of the radar echo due to a pulsed incident field as a set of natural resonance modes related to the shapes and dimensions of the target cardinal structures [8]–[11]. However, the robustness of the signature depends on the proper selection of the late-time onset to ensure that the matrix pencil method (MPM) extracts all modes accurately and consistently [12]–[15]. Unfortunately, as a rule of thumb, the late-time onset is dependent on the proper selection of the late-time onset to ensure that the matrix pencil method (MPM) extracts all modes accurately and consistently [12]–[15]. Unfortunately, as a rule of thumb, the late-time onset is dependent on the target dimensions projected along the incident and scattering directions; ambiguity of the late-time onset naturally arises if the target’s geometry in a recognition scenario is unknown to the radar system user. Additionally, the late-time response is usually of low energy content, making extraction of the weakly excited modes challenging for some incident directions or polarization states, thus leading to inferior SEM performance.

Previous work notes that the E-pulse technique (introduced by Rothwell et al. [16]) in the early time could overcome the problem of weak late-time modes but at the expense of a higher computation burden as the modes become more aspect dependent [17]. Another work suggests reducing the computational burden of the early-time method by first applying the late-time E-pulse method to narrow down the required range of target aspects before applying the early-time E-pulse [18]. However, both works considered cooperative targets in the sense that their geometry is known beforehand; thus, the onset commences after a period of twice the transit time when the wavefront passes the most longitudinal dimension, i.e., farthest tip, of the target plus the pulse duration. In a noncooperative scenario, prior knowledge of the target geometry is not available; therefore, the late-time onset cannot be estimated based solely on the geometry, especially as the onset may considerably vary with changing target aspect, bistatic, and polarization configurations.

Additionally, the E-pulse performance is evaluated only for dissimilar-class targets, i.e., those with different dimensions, without any attempt to apply the method to same-class
targets, i.e., those with the same dimensions. Hence, using one late-time onset for all different aspect, scattering and polarization configurations leads to suboptimal or even inferior results. Instead, as [19] illustrates, the estimation of the late-time onset could be based solely on analyzing the late-time signal itself by exploiting its singular values in Hankel matrix form. However, this study used a canonical target, i.e., a flat plate, which has a single fundamental mode signature, and the onset estimate was still very sensitive to noise. Previously, the author adopted a reference onset inferred from the frequency of the first peak in the magnitude spectrum of the target radar echo [20]. Then, the author investigated the impact of polarization diversity and bistatic scattering of a single incident pulse on mitigating the onset impact on the SEM signature. In this case, the study assessed the mode distributions for three discrete onsets that occurred before, at, and after the reference onset [21].

Instead, the present approach conducts a more detailed and qualitative assessment of both the frequency (noncoherent) and time (coherent) data, with the aim of determining the optimum onset and its dependency on the bistatic and polarization configurations. Hence, a preliminary evaluation begins first in the frequency domain to obtain reference (ideal) mode frequencies from the magnitude spectrum peak frequencies [20]. Additionally, the frequency assessment seeks to find the bistatic configuration, i.e., four scattering directions per incident direction, that enhances the accuracy and consistency, i.e., extraction quality, of the modes by reviewing the scattering patterns of the ideal mode frequencies. Then, in the time domain, the assessment principally utilizes the mode frequency distribution with onset shift to reveal the frequency error between the extracted frequencies in the time domain and the reference frequencies determined in the frequency domain. As a result, the frequency error distribution reveals the optimum onset with minimum error and the onset bin with minimal error according to a selected error threshold. The assessment also utilizes a variance figure of merit to account for the noise effect by quantifying the resemblance between the signal reconstructed from the estimated modes (extracted by the MPM) and the original noisy signal truncated by the optimum onset. In this context, the simulation utilizes two models of same-class aircraft targets to validate the optimum onset approach in the context of radar target identification.

II. SIMULATION CONFIGURATIONS & SEM MODEL

Utilizing FEKO simulation of a midsized aircraft target, the software calculates the frequency and then synthesizes the time data for different bistatic and polarization directions [22]. Figure 1 depicts the primary target (with dimensions annotated) in free space, namely, model A, with a wing front-sweep of 50°. The benchmark or comparison target, namely, model B, has a wing down-sweep of 20° to benchmark the discriminative ability of the method for the case of same-class targets. The wedged structures, i.e., wing, tail and stabilizer, have dimensions in the half-wavelength equivalent range of 7–24 MHz. Hence, the fundamental mode region extends from the high-frequency (HF) band to the very high frequency (VHF) band for the decade region [4]. The simulation adopts a plane wave excitation of continuous frequency between 0.1 and 50 MHz propagating in the incident direction \( \hat{\beta}_{inc} \) with a linear polarization direction, \( \eta \), towards the coordinate system origin.

The incident vector, \( \hat{\beta} \), gives the elevation (or Theta) angle, \( \vartheta \), from the \( z = 0 \) axis, and the azimuth (or Phi) angle, \( \phi \), from the \( x = 0 \) axis, while the polarization direction, \( \eta \), is defined as follows:

\[
\eta = \begin{cases} 
V & \text{for vertical polarization,} \\
H & \text{for horizontal polarization,}
\end{cases}
\]

where \( V \) represents a vertical (V or Theta) direction perpendicular to the coordinate system origin, and \( H \) or \( \Phi \) represents a horizontal (H or Phi) direction parallel to the azimuth plane. The simulation has a scattering setup limited to a set of coarse incident and scattering directions, where a single incident pulse has four scattering directions divided by 90°.

The time data are computed by Fourier transformation of the coherent frequency data and then convolution with an unmodulated Gaussian pulse to synthesize the baseband excitation necessary to excite the fundamental modes in the HF band only. A Gaussian pulse, \( u(t) \), of interpulse period \( t_o \), peak amplitude \( u_o \), pulse delay \( t_o \), and pulse width \( p_w \) can be expressed as follows:

\[
u(t) = u_o e^{-\left(\frac{2\sqrt{\ln(2)}}{p_w}\right)^2 (t - t_o)^2}, \quad 0 \leq t < t_d
\]

Then, the overall time signal, \( y(t) \), consists of early and late time parts (see Figure 5, for example). Thus, truncating the whole-time signal by a unit step function shifted by a time onset, \( T_i \), will create a truncated (late time) signal, \( y_l \), as follows:

\[
y_l(t) = y(t) \cdot \delta(t - T_i)
\]

Now, applying the MPM to the truncated signal yields a mode series described by a natural frequency, \( \omega \), a decay factor, \( \sigma \), and a residue, \( a \), with error variance \( \varepsilon_n \). Hence, the signal reconstructed by the extracted modes, \( y_{recon} \), is expressed as follows:

\[
y_{recon}(t) = \sum_{m=1}^{M} a_m \cdot \sin(\omega_m t) \cdot e^{\sigma_m t}
\]
TABLE 1. The simulation configuration.

| Symbol | Quantity          | Value                          |
|--------|-------------------|--------------------------------|
| f₀     | Start Frequency   | 0.1 MHz                        |
| fₑ     | End Frequency     | 50 MHz                         |
| Δf     | Sampling Frequency| 779 kHz                        |
| θₑ     | Incident Theta    | 110°                           |
| ϕₑ     | Incident Phi      | [-90:45:90°]                   |
| ϕₛₑ     | Scattered Phi     | [0,90,180,270°]                |
| tₑ     | Interpulse Duration| 500 ns                        |
| pₑ     | Pulse Width       | 20 ns                          |
| Δt     | Sampling Time     | 1.95 ns                        |
| tₒ     | Pulse Delay       | 50 ns                          |
| Nᵢ     | Number of Pulses  | 1000                           |
| CIT    | Coherent Integration| 0.5 ms                       |

and

\[ \varepsilon_n = \text{Var}(y_l - y_{\text{recon}}) \] (4)

The order of the modes, \( M \), must be equivalent to the number of cardinal dimensions of interest; thus, for aircraft targets, \( M = 4 \) is recommended. The complex frequency variable, \( \sigma_m + j2\pi f_m \), forms the \( m \)th mode pole in the Laplace plane, which is target-aspect independent, so it can be considered as a first-layer feature to determine the target class. The mode dominance, \( |a/(\sigma \text{/light speed})| \), combines the residue and the damping factor to reflect the degree of mode energy; it can be considered as a second-layer feature to complement the first-layer feature to enhance the discriminative ability of the radar features, particularly in the case of same-class targets [23]. For the noisy time data, the coherent integration time (CIT) can be calculated from the interpulse duration and the number of pulses, \( N_p \), as follows:

\[ \text{CIT} = t_d \times N_p \] (5)

Then, the time samples, \( y_n \), are combined into a new whole-time signal,

\[ y = \sum_{n=1}^{N_p} y_n e^{jx_n} \] (6)

The phase weights, \( e^{jx_n} \), compensate for the phase of the sample signals so that they add in-phase. In free space, i.e., no reflections, it is possible to omit the phase factor and assume that the integrated signals are in phase. Table 1 summarizes the simulation configuration used to calculate the frequency and time data of interest.

III. THE ASSESSMENT METHOD

The method involves conducting a qualitative assessment in the frequency and time domains to derive four quality factors to find the optimum onset and then evaluate its performance.

A. FREQUENCY DATA ASSESSMENT

The preliminary phase in the frequency domain is per incident scattering and polarization configuration of interest (as Table 1 indicates) and involves determining the following:

step 1) The reference (ideal) frequencies, \( f_m' \), from a set of peak frequencies, \( f_{\text{max}} \) (see Figure 2 for example) (considering that the equivalent half-wavelength of each reference frequency is comparable to a cardinal dimension of the target class of interest and that their set order is equivalent to the preselected mode order, \( M \)).

step 2) The reference onset, \( T_o \), as the first peak frequency reciprocal, \( 1/f_m' \), plus the pulse width and delay as follows [20]:

\[ T_o = p_w + \frac{1}{f_m'} + t_o \] (7)

step 3) The scattering pattern per incident direction of the higher reference frequency (see Figure 3).

step 4) The reference frequency-averaged scattering pattern (see Figure 4) to determine the maximal scattering direction for each incident direction of each reference frequency.

Steps 3-4 serve to review the bistatic configuration that has enhanced returns and thus has a better chance of mitigating the onset effect and improving the mode energy in general.

B. TIME DATA ASSESSMENT

The leading indicator in the time assessment used to assess the quality, i.e., accuracy and consistency, of the mode frequency extraction is the frequency mean squared error (\( f_{\text{MSE}} \)), obtained by estimating the error between the mode frequencies extracted by the MPM and the reference frequencies...
selected from the magnitude spectrum as follows:

\[ f_{\text{MSE}} = \frac{1}{M} \sum_{m=1}^{M} (f_m - f'_m)^2 \]  

(8)

Then, from the leading indicator comes two secondary factors: the first is the minimum error (optimum) onset, \( T_{\text{MSE}} \), which corresponds to the time onset when \( f_{\text{MSE}} \) is at its minimum value, and the second is the minimal onset bin \( (\Delta T_{\text{MSE}}) \), which corresponds to the size (length) of the time bin (duration) when \( f_{\text{MSE}} \) is below a preset value. To further account for the noise effect on the extracted modes, the fourth indicator, namely, the variance amplitude figure (VAF), quantifies the resemblance between the reconstructed signal and the (noisy) truncated signal as follows:

\[ \text{VAF} \% = \left( 1 - \frac{\varepsilon_n}{\text{Var}(y)} \right) \times 100 \]  

(9)

Henceforth, the time domain assessment utilizes the four factors \( f_{\text{MSE}}, T_{\text{MSE}}, \Delta T_{\text{MSE}} \) and \( \text{VAF}_{\text{MSE}} \) and involves determining the following:

step 1) The mode frequency distribution versus onset to find the optimum onset, \( T_{\text{MSE}} \), and the minimal onset bin, \( \Delta T_{\text{MSE}} \) (see Figure 6). (In this case, the minimal \( f_{\text{MSE}} \) is below 4 MHz.)

step 2) The impact of the cross-polarization channel, i.e., \( \text{VH-pol} \), on the mode distribution (see Figure 7).

step 3) The effect of the optimal onset on the pole (damping versus frequency) estimate compared to the reference onset (see Figure 8).

step 4) The impact of the optimal onset on the dominance factor (for the noiseless case) to discriminate the two models (see Figure 9).

step 5) The noise effect on the four factors (see Table 3) and the dominance factor compared to the reference onset (see Figure 10).

IV. RESULTS & DISCUSSIONS

A. FREQUENCY ANALYSIS (NONCOHERENT DATA)

Let us first begin by assessing the magnitude spectrum to reveal the presumed reference frequencies, as depicted in Figure 2 per the four orthogonal scattering directions (backward (▽), rightward (⊿), forward (△), and leftward (◁)) for the incident angle \( \varphi_{\text{inc}} = -45^\circ \) only. The presumed reference frequencies pertaining to the peaks in the magnitude spectrum are in the vicinities of 7.14, 11, 17.5, and 23 MHz. In the \( \text{HH-pol} \) channel, the peaks in the forward and side (leftward and rightward) directions tend to dominate over those in the backward direction, with the highest peak near the 11 MHz region for the forward direction.

In the \( \text{VH-pol} \) channel, the oblique incident angle \( \varphi_{\text{inc}} = 45^\circ \) has maximal return in the scattering direction \( \varphi_{\text{scat}} = -90^\circ \), whereas the fourth mode return diminishes in the backward direction for
the incident angles $\phi_{\text{inc}} = -90^\circ$ (rear) and $90^\circ$ (front), as the target shape is symmetrical within the incident plane.

The mode-averaged scattering pattern, as depicted in Figure 4, gives the scattering pattern per incident direction to show the scattering directions with maximal mode-averaged strength. For the $HH$-pol channel, the forward directions near $\phi_{\text{scat}} = [180, 135, -135^\circ]$ of the incident angles $\phi_{\text{inc}} = [0, -45, 45^\circ]$, respectively, have maximal mode strength in descending order. Additionally, the oblique incident angles $\phi_{\text{inc}} = [-45, +45^\circ]$ show several local maxima, notably within their side scattering directions. For the $VH$-pol channel, the oblique incident angle $\phi_{\text{inc}} = +45^\circ$ has two maxima near the scattering directions $\phi_{\text{scat}} = [-90, 180^\circ]$. Hence, the broadside and oblique incident angles have better mode-averaged scattering.

**B. TIME-DOMAIN ANALYSIS (COHERENT DATA)**

For model A, Figure 5 depicts an example of noise-free time data (inset: cumulative sum (CS)) for the incident direction $\phi_{\text{inc}} = 45^\circ$. The cumulative sum curve ascends faster in the early time and then converges notably quicker in the $VH$-pol channel. Individually, the forward and leftward scattering directions of the $HH$-pol and $VH$-pol channels, sequentially, have the highest cumulative sums, i.e., average power. In comparison to the backward direction, the forward and side scattering directions have reduced specular return and enhanced transient return.

![FIGURE 5. Noise-free time response per scattering direction for $\phi_{\text{inc}} = 45$.](image)

To gain more insights into the onset impact, Figure 6 (inset: left axis (truncated signal) and right axis ($f_{\text{MSE}}$) limited to 4 MHz$^2$) shows the fourth-order mode frequency distribution versus onset within the $HH$-pol channel for $\phi_{\text{inc}} = 45$ (reference frequencies (horizontal dashed blue lines), nominal onset (vertical dashed-dotted red line), and reference onset (vertical blue line)).
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FIGURE 7. The mode frequency distribution versus onset within the VH-pol channel given $\phi_{inc} = 45^\circ$. (a) forward and (b) leftward.

distribution (left axis) and VAF (right axis) versus onset for a window of $\Delta T_L = 23$ to 400 ns in the HH-pol channel. The reference onset, represented by the blue vertical line, is approximately 210 ns, for which the first magnitude spectrum peak occurs at approximately 7.14 MHz, as in the HH-pol spectrum, i.e., $1/f_1 = 140$ ns. Expansion of the minimal onset bin, $\Delta T_{MSE}$, should help reduce the ambiguity impact, as it becomes feasible to extract the mode frequency more robustly at onsets before or after the reference onset. In Figure 6, the rightward direction shows the most extended bin, while the forward and leftward directions have the smallest bin, mostly affecting the robustness (accuracy and consistency) of the third and fourth modes.

In Figure 6, the minimum error onset, i.e., $T_{MSE}$, always occurs before the reference onset, signifying that the modes may evolve earlier due to the low-resolution excitation aided by the bistatic scattering and polarization diversity.

Figure 7 demonstrates the positive impact of the VH-pol on the third and fourth modes in the forward and leftward scattering directions as seen by their extended onset bins. Note that since the damping and dominance factors fluctuate with direction, we cannot choose a reference value for them to check the accuracy. However, we can exclude spurious values by implementing a limit on the extracted poles (frequency and damping factor.)

Next, Table 2 quantifies the VH-pol channel impact based on the four factors of interest, i.e., $f_{MSE}$, $T_{MSE}$, $\Delta T_{MSE}$ and VAF$_{MSE}$, demonstrating that the two incident angles $\phi_{inc} = [0, 45^\circ]$ are the most likely incident angles able to reduce the onset ambiguity because of their low $f_{MSE}$ and high $\Delta T_{MSE}$.

The backward and forward directions of the incident angle $\phi_{inc} = 90^\circ$ fail to extract any mode in the VH-pol channel since the cross-polarized component becomes negligible due to the symmetry of the target in the radar line of sight. For other directions, the VAF is almost 100%, but this only indicates that there is sufficient signal energy to extract any existing mode in the truncated signal and does not guarantee the existence of all modes.

Figure 8 confirms that the poles of the optimum onset, namely, the optimal poles, of the incident directions $\phi_{inc} = [0, 45^\circ]$ have a considerable degree of resemblance to the poles of the reference onset, namely, the reference poles.

| Directions | $\phi_{inc} = -45^\circ$ | $\phi_{inc} = 0^\circ$ | $\phi_{inc} = 45^\circ$ |
|------------|---------------------|---------------------|---------------------|
| $\nabla$ | $0.09$ | $230.47$ | $97.66$ | $99.98$ |
| $\triangleright$ | $0.06$ | $152.34$ | $50.78$ | $99.83$ |
| $\triangle$ | $10.46$ | $82.03$ | $0.00$ | $96.61$ |
| $\triangleright$ | $0.08$ | $253.91$ | $160.16$ | $99.89$ |
| $\phi_{inc} = 90^\circ$ | $220.04$ | $32.81$ | $0.00$ | $13.80$ |
| $\triangleright$ | $0.01$ | $23.44$ | $32.81$ | $97.25$ |
| $\triangle$ | $154.04$ | $56.25$ | $0.00$ | $8.89$ |
| $\triangleright$ | $0.01$ | $23.44$ | $32.81$ | $97.25$ |
| $\phi_{inc} = 0^\circ$ | $0.04$ | $257.81$ | $131.25$ | $99.96$ |
| $\triangleright$ | $0.05$ | $262.50$ | $135.94$ | $99.99$ |
| $\triangle$ | $0.08$ | $239.06$ | $178.13$ | $99.92$ |
| $\triangleright$ | $0.02$ | $121.88$ | $164.06$ | $99.81$ |
| $\phi_{inc} = 45^\circ$ | $0.01$ | $175.78$ | $97.66$ | $99.69$ |
| $\triangleright$ | $0.01$ | $183.59$ | $54.69$ | $99.95$ |
| $\triangle$ | $0.00$ | $105.47$ | $136.72$ | $99.32$ |
| $\triangleright$ | $0.04$ | $156.25$ | $128.91$ | $99.97$ |

TABLE 2. The $f_{MSE}$, $T_{MSE}$, $\Delta T_{MSE}$ and VAF$_{MSE}$ of $\phi_{inc} = [-45, 0, 45, 90]$ in the VH-pol channel.
FIGURE 8. The damping factor distribution per direction for the VH-pol channel given the reference (black) and optimal (red) onsets. (Vertical dashed-dotted lines indicate reference frequencies.)

FIGURE 9. The dominance factor of models A (red) and B (black) for the VH-pol channel given (a) $\psi_{inc}=45^\circ$ and (b) $\psi_{inc}=0^\circ$.

especially the first and second poles. In general, for the first and third modes, the incident direction $\psi_{inc} = 0^\circ$ shows better clustering of poles per scattering direction than the incident direction $\psi_{inc} = 45^\circ$, where most of the deviation comes from the decay factor as a result of the early time inclusion.

Figure 9 compares the dominance factors of the two models to illustrate the influence of the wing down-sweep on the modes, mainly the second mode dominance. In this respect, the incident angle $\psi_{inc} = 45^\circ$ displays better clustering for both models, but the leftward direction of the second frequency reflects most of the change impact, as its optimal dominance lies farthest from the reference one.

In terms of direction dominance, the forward and leftward directions of the incident angle $\psi_{inc} = 45^\circ$ are the most dominant, while the backward direction seemingly never becomes dominant. The four factors listed in Table 3 for signal-to-noise ratios of $SNR=[0, -10, -20 \, dB]$ quantify the consequence of additive white Gaussian noise (AWGN) on the modes with interpulse integration, $CIT=0.5$ ms. The factors show that the onset effect can be reasonably mitigated down to $-10 \, dB$ for one run (simulation) of 1000 interpulse integration.

However, as compensation for lowering the $SNR$ level, the optimal onset shifts further towards earlier times to include more of the early-time energy and, in doing so, increase the energy of the truncated signal.

For the signal-to-noise ratio $SNR=-20 \, dB$, the corresponding dominance distribution, displayed in Figure 10, shows nineteen spurious poles above 24 MHz and twelve poles below this value, of which eight are optimal and four are reference poles. Hence, the extraction with the optimal onset is 100% better than that with the reference onset, which

| Direction | $f_{MSE}$(MHz) | $T_{MSE}$(ns) | $\Delta T_{MSE}$(ns) | $VAF_{MSE}$(%) |
|-----------|----------------|--------------|---------------------|----------------|
| $\vartriangle$ | 0.10           | 175.78       | 85.94               | 98.54          |
| $\triangledown$ | 1.02           | 125.00       | 54.69               | 99.57          |
| $\triangle$   | 0.01           | 103.47       | 144.53              | 98.91          |
| $\triangleleft$| 0.04           | 234.38       | 148.44              | 96.56          |
| $\vartriangle$ | 1.14           | 123.09       | 54.69               | 94.94          |
| $\triangledown$ | 2.62           | 97.66        | 42.97               | 98.51          |
| $\triangle$   | 0.06           | 105.47       | 62.50               | 95.43          |
| $\triangleleft$| 0.35           | 113.28       | 19.53               | 98.73          |
| $\vartriangle$ | 373.99         | 101.56       | 0.00                | 68.21          |
| $\triangledown$ | 8.31           | 50.78        | 0.00                | 93.20          |
| $\triangle$   | 9.46           | 74.22        | 0.00                | 76.71          |
| $\triangleleft$| 12.88          | 34.69        | 0.00                | 96.46          |
reflects the degree of impact that the minimum onset has on the estimation of the modes.

V. CONCLUSION

The conducted approach presents a qualitative assessment of both the frequency (noncoherent) and time (coherent) data and has successfully determined the optimum onset solely based on the radar echo signal and proved its dependency on the bistatic scattering and polarization radar configurations. The preliminary evaluation in the frequency domain derived reference (ideal) mode frequencies from the magnitude spectrum peak frequencies, and their scattering pattern predicted those bistatic directions of enhanced mode return. Then, in the time domain, the minimum frequency error gave the optimal onset bin and its optimum onset and with the VAF factor formed the four robustness factors, i.e., $\tilde{f}_{\text{MSE}}$, $T_{\text{MSE}}$, $\Delta T_{\text{MSE}}$, and $VAF_{\text{MSE}}$, to find those bistatic and polarization configuration(s) of robust modes. Mainly, the optimal onsets in these robust bistatic and polarization configurations improved the higher-order modes that are usually very sensitive to the onset shift in a monostatic case. This paper utilized two models of same-class aircraft targets to validate the improvement with the optimum onset in the context of radar target identification, where the dominance distribution had a better chance of discriminating the two models with the optimum onset than with the reference onset. Under noise perturbation, the dominance distribution pertaining to the optimum onset was estimated more robustly compared to that pertaining to the reference onset.
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**FIGURE 10.** One simulation of the integrated dominance factor within the VH-pol channel given SNR = −20 dB.