Abstract We study the Facilitated TASEP, an interacting particle system on the one dimensional integer lattice. We prove that starting from step initial condition, the position of the rightmost particle has Tracy Widom GSE statistics on a cube root time scale, while the statistics in the bulk of the rarefaction fan are GUE. This uses a mapping with last-passage percolation in a half-quadrant which is exactly solvable through Pfaffian Schur processes. Our results further probe the question of how first particles fluctuate for exclusion processes with downward jump discontinuities in their limiting density profiles. Through the Facilitated TASEP and a previously studied MADM exclusion process we deduce that cube-root time fluctuations seem to be a common feature of such systems. However, the statistics which arise are shown to be model dependent (here they are GSE, whereas for the MADM exclusion process they are GUE). We also discuss a two-dimensional crossover between GUE, GOE and GSE distribution by studying the multipoint distribution of the first particles when the rate of the first one varies. In terms of half-space last passage percolation, this corresponds to last passage times close to the boundary when the size of the boundary weights is simultaneously scaled close to the critical point.

1 Introduction

Exclusion processes on \( \mathbb{Z} \) are expected, under mild hypotheses, to belong to the KPZ universality class \([6, 11]\). As a consequence, one expects that if particles start densely packed from the negative integers – the step initial condition – the positions
of particles in the bulk of the rarefaction fan will fluctuate on a cube-root time scale with GUE Tracy-Widom statistics in the large time limit. The motivation for this paper is to consider the fluctuations of the location of the rightmost particle and probe its universality over different exclusion processes.

In the totally asymmetric simple exclusion process (TASEP) the first particle jumps by 1 after an exponentially distributed waiting time of mean 1, independently of everything else. Hence its location satisfies a classical Central Limit Theorem when time goes to infinity (i.e. square-root time fluctuation with limiting Gaussian statistics). This is true for any totally asymmetric exclusion process starting from step initial condition. However, in the asymmetric simple exclusion process (ASEP), the trajectory of the first particle is affected by the behaviour of the next particles. This results in a different limit theorem. Tracy and Widom showed [19, Theorem 2] that the fluctuations still occur on the $t^{1/2}$ scale, but the limiting distribution is different and depends on the strength of the asymmetry (see also [13] where the same distribution arises for the first particle’s position in a certain zero-range process). In [3], another partially asymmetric process called the MADM exclusion process was studied. The first particle there fluctuates on a $t^{1/3}$ scale with Tracy-Widom GUE limit distribution, as if it was in the bulk of the rarefaction fan. An explanation for why the situation is so contrasted with ASEP (and other model where the first particle has the same limit behaviour) is that the MADM, when started from step initial condition, develops a downward jump discontinuity of its density profile around the first particle (see Figure 3 in [3]).

In this paper, we test the universality of the fluctuations of the first particle in the presence of a jump discontinuity – does the $t^{1/3}$ scale and GUE statistics survive over other models? We solve this question for the Facilitated TASEP. Our results show that the GUE distribution does not seem to survive in general, though we do still see the $t^{1/3}$ scale.

1.1 The Facilitated TASEP

The Facilitated Totally Asymmetric Simple Exclusion Process (abbreviated FTASEP in the following) was introduced in [4] and further studied in [9, 10]. This is an interacting particle system on $\mathbb{Z}$, satisfying the exclusion rule, which means that each site is occupied by at most 1 particle. A particle sitting at site $x$ jumps to the right by 1 after an exponentially distributed waiting time of mean 1, provided that the target site (i.e. $x + 1$) is empty and that the site $x - 1$ is occupied. Informally, the dynamics are very similar with TASEP, with the only modification being particles need to wait to have a left neighbour (facilitation) before moving (See Fig. 1). It was introduced as a simplistic model for motion in glasses: particles move faster in less crowded areas (modelled by the exclusion rule), but need a stimulus to move (modelled by the facilitation rule). We focus here on the step initial condition: at time 0, the particles occupy all negative sites, and the non-negative sites are empty.
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Facilitated Exclusion Process

Since the dynamics preserve the order between particles, we can describe the configuration of the system by their ordered positions

$$\cdots < x_2 < x_1 < \infty.$$ 

Let us collect some (physics) results from [9] which studies the hydrodynamic behaviour – but not the fluctuations. Assume that the system is at equilibrium with an average density of particles $\rho$. A family of translation invariant stationary measures indexed by the average density – conjecturally unique – is described in the end of Sect. 3.1. Then the flux, i.e. the average number of particles crossing a given bond per unit of time, is given by (see [9, Eq. (3)] and (8) in the present paper)

$$j(\rho) = \frac{(1 - \rho)(2\rho - 1)}{\rho}.$$ (1)

This is only valid when $\rho > 1/2$. When $\rho < 1/2$, [9] argues that the system eventually reaches a static state that consists of immobile single-particle clusters. One expects that the limiting density profile, informally given by

$$\rho(x, t) := \lim_{T \to \infty} P(\exists \text{ particle at site } xT \text{ at time } tT),$$

exists and is a weak solution subject to the entropy condition of the conservation equation

$$\frac{\partial}{\partial t} \rho(x, t) + \frac{\partial}{\partial x} j(\rho(x, t)) = 0.$$ (2)

Solving this equation subject to the initial condition $\rho(x, t) = 1_{\{x < 0\}}$ yields the density profile (depicted in Fig. 2)

$$\forall t > 0, \quad \rho(x, t) = \begin{cases} 
1 & \text{if } x < -1, \\
\frac{1}{\sqrt{2+x}} & \text{if } -1 \leq x \leq 1/4 \\
0 & \text{if } x > 1/4.
\end{cases}$$

See also [9, Eq. (5)]. It is clear that there must be a jump discontinuity in the macroscopic density profile since in FTASEP particles can travel only in regions where the density is larger than 1/2.
In general, the property of the flux which is responsible for the jump discontinuity is the fact that \( j(\rho)/\rho \), i.e. the drift of a tagged particle, is not decreasing as a function of \( \rho \). The density around the first particle will be precisely the value \( \rho_0 \) that maximizes the drift. Let us explain why. On one hand, the characteristics of PDEs such as (2) are straight lines ([7, §3.3.1.]), which means in our case that for any density \( \bar{\rho} \) occurring in the rarefaction fan in the limit profile, there exists a constant \( \pi(\bar{\rho}) \) such that

\[
\rho(\pi(\bar{\rho})t, t) = \bar{\rho}.
\]

\( \pi(\bar{\rho}) \) is the macroscopic position of particles around which the density is \( \bar{\rho} \). Differentiating (3) with respect to \( t \) and using the conservation equation (2) yields

\[
\pi(\rho) = \frac{\partial j(\rho)}{\partial \rho}. \quad \text{i.e.} \quad \frac{d}{d\rho} \left( \frac{j(\rho)}{\rho} \right) \bigg|_{\rho=\rho_0} = 0.
\]

This implies that a discontinuity of the density profile at the first particle can occur only if the drift is not strictly decreasing as a function of \( \rho \), and it suggests that \( \rho_0 \) is indeed the maximizer of the drift (see also [3, Section 4] for a different justification).

In the example of the FTASEP, the maximum of

\[
\frac{j(\rho)}{\rho} = \frac{(1 - \rho)(2\rho - 1)}{\rho^2}
\]
is such that $\rho_0 = 2/3$ and $\pi(\rho_0) = 1/4$. In particular, this means that $x_1(t)/t$ should converge to 1/4 when $t$ goes to infinity.

The fluctuations of $x_1(t)$ around $t/4$ are not GUE distributed as for the MADM exclusion process [3, Theorem 1.3], but rather follow the GSE Tracy-Widom distribution in the large time limit.

**Theorem 1** For FTASEP with step initial data,

$$
P\left(\frac{x_1(t) - \frac{t}{4}}{2^{-4/3}t^{1/3}} \geq x\right) \xrightarrow{t \to \infty} F_{\text{GSE}}(-x),$$

where the GSE Tracy-Widom distribution function $F_{\text{GSE}}$ is defined in Definition 7.

In the bulk of the rarefaction fan, however, the locations of particles fluctuate as the KPZ scaling theory predicts [12, 18].

**Theorem 2** For FTASEP with step initial data, and for any $r \in (0, 1)$,

$$
P\left(\frac{x_{rt}(t) - t^{1-6r+r^2/4}}{\xi t^{1/3}} \geq x\right) \xrightarrow{t \to \infty} F_{\text{GUE}}(-x),$$

where $\xi = 2^{-4/3} \frac{(1+r)^{5/3}}{(1-r)^{1/3}}$ and the GUE Tracy-Widom distribution function $F_{\text{GUE}}$ is defined in Sect. 4.

We now consider a slightly more general process depending on a parameter $\alpha > 0$ that we denote FTASEP($\alpha$), where the first particle jumps at rate $\alpha$ instead of 1. We already know the nature of fluctuations of $x_1(t)$ when $\alpha = 1$. It is natural to expect that fluctuations are still GSE Tracy-Widom distributed on the $t^{1/3}$ scale for $\alpha > 1$. However, if $\alpha$ is very small, one expects that the first particle jumps according to a Poisson point process with intensity $\alpha$ and thus $x_1(t)$ has Gaussian fluctuations on the $t^{1/2}$ scale. It turns out that the threshold between these regimes happen when $\alpha = 1/2$.

**Theorem 3** Let $\mathbf{x}(t) = \{x_n(t)\}_{n \geq 1}$ be the particles positions in the FTASEP($\alpha$) started from step initial condition, when the first particle jumps at rate $\alpha$. Then,

1. For $\alpha > 1/2$,

$$
P\left(\frac{x_1(t) - \frac{t}{4}}{2^{-4/3}t^{1/3}} \geq x\right) \xrightarrow{t \to \infty} F_{\text{GSE}}(-x).$$

2. For $\alpha = 1/2$,

$$
P\left(\frac{x_1(t) - \frac{t}{4}}{2^{-4/3}t^{1/3}} \geq x\right) \xrightarrow{t \to \infty} F_{\text{GOE}}(-x).$$
3. For $\alpha < 1/2$,

$$\mathbb{P} \left( \frac{x_1(t) - t\alpha(1 - \alpha)}{\zeta t^{1/2}} \geq x \right) \xrightarrow{t \to \infty} G(-x),$$

where $G(x)$ is the standard Gaussian distribution function and $\zeta = \frac{1 - 2\alpha}{\sqrt{\alpha(1 - \alpha)}}$.

It is also possible to characterize the joint distribution of several particles. An interesting case arises when we scale $\alpha$ close to the critical point and we look at particles indexed by $\eta t^{2/3}$ for different values of $\eta \geq 0$. More precisely, we scale

$$\alpha = \frac{1 + 2^{4/3} \sigma t^{-1/3}}{2},$$

where $\sigma \in \mathbb{R}$ is a free parameter and for any $\eta \geq 0$ consider the rescaled particle position at time $t$

$$X_t(\eta) := \frac{x_{2^{1/3} t^{2/3}}(t) - \frac{t}{4} + \eta \rho_0^{-1} 2^{1/3} t^{2/3} - \eta^2 2^{-4/3}}{t^{1/3} 2^{-4/3}},$$

(4)

where $\rho_0 = 2/3$ (This is the density near the first particles in FTASEP(1)).

**Theorem 4** For any $p_1, \ldots, p_k \in \mathbb{R}$, and $0 \leq \eta_1 < \cdots < \eta_k$

$$\lim_{t \to \infty} \mathbb{P} \left( \bigcap_{i=1}^{k} \left\{ X_t(\eta_i) \geq p_i \right\} \right) = \text{Pf}(J - K^{\text{cross}})_{L^2(\mathbb{D}_k(-p_1, \ldots, -p_k))},$$

where the right hand side is the Fredholm Pfaffian (see Definition 5) of some kernel $K^{\text{cross}}$ (depending on $\sigma$ and the $\eta_i$) introduced in [1, Section 2.5] (see also Sect. 5 of the present paper) on the domain $\mathbb{D}_k(-p_1, \ldots, -p_k)$ where

$$\mathbb{D}_k(x_1, \ldots, x_k) = \{(i, x) \in \{1, \ldots, k\} \times \mathbb{R} : x \geq x_i\}.$$

For the FTASEP, that is when $\alpha = 1$ we have

**Theorem 5** For any $p_1, \ldots, p_k \in \mathbb{R}$, and $0 < \eta_1 < \cdots < \eta_k$

$$\lim_{t \to \infty} \mathbb{P} \left( \bigcap_{i=1}^{k} \left\{ X_t(\eta_i) \geq p_i \right\} \right) = \text{Pf}(J - K^{\text{SU}})_{L^2(\mathbb{D}_k(-p_1, \ldots, -p_k))},$$

where the right hand side is the Fredholm Pfaffian of some kernel $K^{\text{SU}}$ (depending on the $\eta_i$) introduced in [1, Section 2.5] (see also Sect. 5).
1.2 Half-Space Last Passage Percolation

Our route to prove Theorems 1, 2, 3, 4 and 5 in Sect. 3 uses a mapping with Last Passage Percolation (LPP) on a half-quadrant.

Definition 1 (Half-space exponential weight LPP) Let \( (w_{n,m})_{n \geq m \geq 0} \) be a sequence of i.i.d. exponential random variables with rate 1 (see Definition 2) when \( n \geq m + 1 \) and with rate \( \alpha \) when \( n = m \). We define the exponential last passage percolation time on the half-quadrant, denoted \( H(n, m) \), by the recurrence

\[
H(n, m) = w_{n,m} + \begin{cases} 
\max\{H(n-1, m); H(n, m-1)\} & \text{if } n \geq m + 1, \\
H(n, m - 1) & \text{if } n = m
\end{cases}
\]

with the boundary condition \( H(n, 0) = 0 \).

We show in Proposition 2 that FTASEP is equivalent to a TASEP on the positive integers with a source of particles at the origin. We call the latter model half-line TASEP. The mapping between the two processes is the following: we match the gaps between consecutive particles in the FTASEP with the occupation variables in the half-line TASEP. Otherwise said, we study how the holes travel to the left in the FTASEP and prove that if one shrinks all distances between consecutive holes by one, the dynamics of holes follow those of the half-line TASEP (see the proof of Proposition 2, in particular Fig. 6). In the case of full-space TASEP it is well-known that the height function of TASEP has the same law as the border of the percolation cluster of the LPP model with exponential weights (in a quadrant). This mapping remains true for half-line TASEP and LPP on the half-quadrant (Lemma 2, see Fig. 3).

The advantage of this mapping between FTASEP and half-space last passage percolation is that we can now use limit theorems proved for the latter (see [1] and references therein), which we recall below.

Theorem 6 ([1, Theorem 1.4]) The last passage time on the diagonal \( H(n, n) \) satisfies the following limit theorems, depending on the rate \( \alpha \) of the weights on the diagonal.

1. For \( \alpha > 1/2 \),

\[
\lim_{n \to \infty} \mathbb{P} \left( \frac{H(n, n) - 4n}{2^{4/3}n^{1/3}} < x \right) = F_{\text{GSE}}(x) .
\]

2. For \( \alpha = 1/2 \),

\[
\lim_{n \to \infty} \mathbb{P} \left( \frac{H(n, n) - 4n}{2^{4/3}n^{1/3}} < x \right) = F_{\text{GOE}}(x) ,
\]

where the GOE Tracy-Widom distribution function \( F_{\text{GOE}} \) is defined in Lemma 6.
Fig. 3 LPP on the half-quadrant. One admissible path from \((1, 1)\) to \((n, m)\) is shown in dark gray. \(H(n, m)\) is the maximum over such paths of the sum of the weights \(w_{ij}\) along the path. The light gray area corresponds to the percolation cluster at some fixed time, and its border (shown in black) is associated with the particle system depicted on the horizontal line.

3. For \(\alpha < 1/2\),

\[
\lim_{n \to \infty} \mathbb{P} \left( \frac{H(n, n) - \frac{n}{\alpha(1-\alpha)}}{\sigma n^{1/2}} < x \right) = G(x),
\]

where \(G(x)\) is the probability distribution function of the standard Gaussian, and

\[
\sigma^2 = \frac{1 - 2\alpha}{\alpha^2 (1 - \alpha)^2}.
\]

Away from the diagonal, the limit theorem satisfied by \(H(n, m)\) happens to be exactly the same as in the unsymmetrized or full-space model.

**Theorem 7 ([1, Theorem 1.5])** For any \(\kappa \in (0, 1)\) and \(\alpha > \frac{\sqrt{\kappa}}{1+\sqrt{\kappa}}\), we have that when \(m = \kappa n + sn^{2/3-\epsilon}\), for any \(s \in \mathbb{R}\) and \(\epsilon > 0\),

\[
\lim_{n \to \infty} \mathbb{P} \left( \frac{H(n, m) - (1 + \sqrt{\kappa})^2 n}{\sigma n^{1/3}} < x \right) = F_{\text{GUE}}(x),
\]

where

\[
\sigma = \frac{(1 + \sqrt{\kappa})^{4/3}}{\sqrt{\kappa}^{1/3}}.
\]
In [1], we also explained how to obtain a two dimensional crossover between all the above cases by tuning the parameters $\alpha$ and $\kappa$ close to their critical value in the scale $n^{-1/3}$ (see Fig. 4). The proofs of the following results were omitted in [1] (they were stated as Theorem 1.8 and 1.9 in [1]) and we include them in Sect. 5. Let us define

$$H_n(\eta) = \frac{H(n + n^{2/3} \xi \eta, n - n^{2/3} \xi \eta) - 4n + n^{1/3} \xi^2 \eta^2}{\sigma n^{1/3}},$$

where $\eta \geq 0$, $\sigma = 2^{4/3}$ and $\xi = 2^{2/3}$. We scale $\alpha$ as

$$\alpha = \frac{1 + 2\sigma^{-1} \sigma n^{-1/3}}{2}$$

where $\sigma \in \mathbb{R}$ is a free parameter.

**Theorem 8** For $0 \leq \eta_1 < \cdots < \eta_k$, $\sigma \in \mathbb{R}$,

$$\lim_{n \to \infty} \mathbb{P}\left( \bigcap_{i=1}^{k} \{H_n(\eta_i) < h_i\} \right) = \text{Pf}(J - \mathbf{K}_{\text{cross}})_{L^2(\Delta_k(h_1, \ldots, h_k))},$$

where $\mathbf{K}_{\text{cross}}$ is defined in Sect. 5.

We refer to [1, Sections 1.5 and 2.5] for comments and explanations about this kernel and its various degenerations. The phase diagram of one-point fluctuations is represented on Fig. 4.

In the case when $\alpha > 1/2$ is fixed, the joint distribution of passage-times is governed by the so-called symplectic-unitary transition [8].

**Theorem 9** For $\alpha > 1/2$ and $0 < \eta_1 < \cdots < \eta_k$, we have that

$$\lim_{n \to \infty} \mathbb{P}\left( \bigcap_{i=1}^{k} \{H_n(\eta_i) < h_i\} \right) = \text{Pf}(J - \mathbf{K}_{\text{SU}})_{L^2(\Delta_k(h_1, \ldots, h_k))},$$

where $\mathbf{K}_{\text{SU}}$ is a certain matrix kernel introduced in [1] (See also Sect. 5).

Theorem 9 corresponds to the $\sigma \to +\infty$ degeneration of Theorem 8.

**Outline of the Paper**

In Sect. 2, we provide the precise definitions of all probability distributions arising in this paper. In Sect. 3, we explain the mapping between FTASEP and TASEP on a half-space with a source, or equivalently exponential LPP on a half-space. We prove the limit theorems for the fluctuations of particles positions in FTASEP($\alpha$) using the
Phase diagram of the fluctuations of $H(n, m)$ as $n \to \infty$ when $\alpha$ and the ratio $n/m$ varies.

The gray area corresponds to a region of the parameter space where the fluctuations are on the scale $n^{1/2}$ and Gaussian. The bounding GOE$^2$ curve asymptotes to zero as $n/m$ goes to $+\infty$. The crossover distribution $\mathcal{L}_{\text{cross}}(:, \sigma, \eta)$ is defined in [1, Definition 2.9] and describes the fluctuations in the vicinity of $n/m = 1$ and $\alpha = 1/2$.

asymptotic results for half-space LPP. In Sect. 4, we recall the $k$-point distribution along space-like paths in half-space LPP with exponential weights (Proposition 3), derived in [1]. In Sect. 5, we provide a rigorous derivation of Theorem 8 and 9 from Proposition 3. This boils down to an asymptotic analysis of the correlation kernel that was omitted in [1].

2 Definitions of Distribution Functions

In this section, we provide definitions of the probability distributions arising in the paper.

**Definition 2** The exponential distribution with rate $\alpha \in (0, +\infty)$, denoted $\mathcal{E}(\alpha)$, is the probability distribution on $\mathbb{R}_{>0}$ such that if $X \sim \mathcal{E}(\alpha)$,

$$\forall x \in \mathbb{R}_{>0}, \ P(X > x) = e^{-\alpha x}.$$ 

Let us introduce a convenient notation that we use throughout the paper to specify integration contours in the complex plane.
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**Definition 3** Let $\mathcal{C}_a$ be the union of two semi-infinite rays departing $a \in \mathbb{C}$ with angles $\varphi$ and $-\varphi$. We assume that the contour is oriented from $a + \infty e^{-i\varphi}$ to $a + \infty e^{+i\varphi}$.

We recall that for an integral operator $\mathcal{K}$ defined by a kernel $K : \mathbb{X} \times \mathbb{X} \to \mathbb{R}$, its Fredholm determinant $\det(I + \mathcal{K})_{L^2(\mathbb{X}, \mu)}$ is given by the series expansion

$$\det(I + \mathcal{K})_{L^2(\mathbb{X}, \mu)} = 1 + \sum_{k=1}^{\infty} \frac{1}{k!} \int_{\mathbb{X}} \ldots \int_{\mathbb{X}} \det \left( K(x_i, x_j) \right)_{i,j=1}^{k} \ d\mu^\otimes k(x_1 \ldots x_k),$$

whenever it converges. Note that we will omit the measure $\mu$ in the notations and write simply $L^2(\mathbb{X})$ when the uniform or the Lebesgue measure is considered. With a slight abuse of notations, we will also write $\det(I + \mathcal{K})_{L^2(\mathbb{X})}$ instead of $\det(I + \mathcal{K})_{L^2(\mathbb{X}, \mu)}$.

**Definition 4** The GUE Tracy-Widom distribution, denoted $\mathcal{L}_{\text{GUE}}$ is a probability distribution on $\mathbb{R}$ such that if $X \sim \mathcal{L}_{\text{GUE}}$, $P(X \leq x) = F_{\text{GUE}}(x) = \det(I - \mathcal{K}_{\text{Ai}})_{L^2(+\infty)}$, where $\mathcal{K}_{\text{Ai}}$ is the Airy kernel,

$$K_{\text{Ai}}(u, v) = \int_{\mathbb{C}^2} \frac{dw}{2\pi i} \int_{\mathbb{C}^2} \frac{dz}{2\pi} e^{z^3/3 - z u} e^{w^3/3 - w v} \frac{1}{z - w}. \quad (5)$$

In order to define the GOE and GSE distribution in a form which is convenient for later purposes, we introduce the concept of Fredholm Pfaffian.

**Definition 5 ([16, Section 8])** For a $2 \times 2$-matrix valued skew-symmetric kernel,

$$K(x, y) = \begin{pmatrix} K_{11}(x, y) & K_{12}(x, y) \\ K_{21}(x, y) & K_{22}(x, y) \end{pmatrix}, \quad x, y \in \mathbb{X},$$

we define its Fredholm Pfaffian by the series expansion

$$\text{Pf}(J + K)_{L^2(\mathbb{X}, \mu)} = 1 + \sum_{k=1}^{\infty} \frac{1}{k!} \int_{\mathbb{X}} \ldots \int_{\mathbb{X}} \text{Pf} \left( K(x_i, x_j) \right)_{i,j=1}^{k} \ d\mu^\otimes k(x_1 \ldots x_k), \quad (6)$$

provided the series converges, and we recall that for a skew-symmetric $2k \times 2k$ matrix $A$, its Pfaffian is defined by

$$\text{Pf}(A) = \frac{1}{2^k k!} \sum_{\sigma \in \mathfrak{S}_k} \text{sign}(\sigma) a_{\sigma(1)} a_{\sigma(2)} a_{\sigma(3)} a_{\sigma(4)} \ldots a_{\sigma(2k-1)} a_{\sigma(2k)}. \quad (7)$$
The kernel $J$ is defined by

$$J(x, y) = \begin{cases} 
0 & \text{if } x = y, \\
\begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} & \text{if } x \neq y.
\end{cases}$$

In Sect. 5, we will need to control the convergence of Fredholm Pfaffian series expansions. This can be done using Hadamard’s bound.

**Lemma 1 ([1, Lemma 2.5])** Let $K(x, y)$ be a $2 \times 2$ matrix valued skew symmetric kernel. Assume that there exist constants $C > 0$ and constants $a > b \geq 0$ such that

$$|K_{11}(x, y)| < Ce^{-ax-by}, \quad |K_{12}(x, y)| = |K_{21}(y, x)| < Ce^{-ax+by}, \quad |K_{22}(x, y)| < Ce^{bx+by}.$$

Then, for all $k \in \mathbb{Z}_{>0}$,

$$\left| \text{Pf}[K(x_i, x_j)]_{i, j=1}^k \right| < (2k)^{k/2}C^k \prod_{i=1}^k e^{-(a-b)x_i}.$$

**Definition 6** The GOE Tracy-Widom distribution, denoted $\mathcal{L}_{\text{GOE}}$, is a continuous probability distribution on $\mathbb{R}$ whose cumulative distribution function $F_{\text{GOE}}(x)$ (i.e. $\mathbb{P}(X \leq x)$ where $X \sim \mathcal{L}_{\text{GOE}}$) is given by

$$F_{\text{GOE}}(x) = \text{Pf}(J - K^\text{GOE})_{\mathbb{L}^2(x, \infty)},$$

where $K^\text{GOE}$ is the $2 \times 2$ matrix valued kernel defined by

$$K_{11}^\text{GOE}(x, y) = \int_{\phi_1^{\pi/3}}^{\phi_1^{\pi/3}} \frac{dz}{2i\pi} \int_{\phi_1^{\pi/3}}^{\phi_1^{\pi/3}} \frac{dw}{2i\pi} \frac{z-w}{z+w} \frac{e^{3/3+w^3/3-xz-yw}}{\sqrt{w(z+w)}},$$

$$K_{12}^\text{GOE}(x, y) = -K_{21}^\text{GOE}(x, y) = \int_{\phi_1^{\pi/3}}^{\phi_1^{\pi/3}} \frac{dz}{2i\pi} \int_{\phi_1^{\pi/3}}^{\phi_1^{\pi/3}} \frac{dw}{2i\pi} \frac{w-z}{2w(z+w)} \frac{e^{3/3+w^3/3-xz-yw}}{\sqrt{w(z+w)}},$$

$$K_{22}^\text{GOE}(x, y) = \int_{\phi_1^{\pi/3}}^{\phi_1^{\pi/3}} \frac{dz}{2i\pi} \int_{\phi_1^{\pi/3}}^{\phi_1^{\pi/3}} \frac{dw}{2i\pi} \frac{z-w}{4zw(z+w)} \frac{e^{3/3+w^3/3-xz-yw}}{\sqrt{w(z+w)}},$$

$$+ \int_{\phi_1^{\pi/3}}^{\phi_1^{\pi/3}} \frac{dz}{2i\pi} \frac{e^{3/3-zx}}{4z} - \int_{\phi_1^{\pi/3}}^{\phi_1^{\pi/3}} \frac{dz}{2i\pi} \frac{e^{3/3-zy}}{4z} - \text{sgn}(x-y),$$

where $\text{sgn}(x) = 1_{x>0} - 1_{x<0}$. 
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**Definition 7** The GSE Tracy-Widom distribution, denoted $\mathcal{L}_{\text{GSE}}$, is a continuous probability distribution on $\mathbb{R}$ whose cumulative distribution function $F_{\text{GOE}}$ is given by

$$F_{\text{GSE}}(x) = \Pr(J - K_{\text{GSE}})^{1/2}(x, \infty),$$

where $K_{\text{GSE}}$ is a $2 \times 2$-matrix valued kernel defined by

$$K_{11}^\text{GSE}(x, y) = \int_{\gamma_{1}/3}^{\pi/3} \frac{dz}{2i\pi} \int_{\gamma_{1}/3}^{\pi/3} \frac{dw}{2i\pi} \frac{z - w}{4zw(z + w)} e^{z^3/3 + w^3/3 - xz - yw},$$

$$K_{12}^\text{GSE}(x, y) = -K_{21}^\text{GSE}(x, y) = \int_{\gamma_{1}/3}^{\pi/3} \frac{dz}{2i\pi} \int_{\gamma_{1}/3}^{\pi/3} \frac{dw}{2i\pi} \frac{z - w}{4z(z + w)} e^{z^3/3 + w^3/3 - xz - yw},$$

$$K_{22}^\text{GSE}(x, y) = \int_{\gamma_{1}/3}^{\pi/3} \frac{dz}{2i\pi} \int_{\gamma_{1}/3}^{\pi/3} \frac{dw}{2i\pi} \frac{z - w}{4z(z + w)} e^{z^3/3 + w^3/3 - xz - yw} dz dw.$$

3 Facilitated Totally Asymmetric Simple Exclusion Process

3.1 Definition and Coupling

A configuration of particles on a subset $X$ of $\mathbb{Z}$ can be described either by occupation variables, i.e. a collection $\eta = (\eta_x)_{x \in X}$ where $\eta_x = 1$ if the site $x$ is occupied and $\eta_x = 0$ else, or a vector of particle positions $x = (x_i)_{i \in I}$ where the particles are indexed by some set $I$. We will use both notations.

**Definition 8** The FTASEP is a continuous-time Markov process defined on the state space $\{0, 1\}^\mathbb{Z}$ via its Markov generator, acting on local functions $f : \{0, 1\}^\mathbb{Z} \to \mathbb{R}$ by

$$L f(\eta) = \sum_{x \in \mathbb{Z}} \eta_{x-1} \eta_x (1 - \eta_{x+1}) (f(\eta_{x, x+1}) - f(\eta)),$$

where the state $\eta_{x, x+1}$ is obtained from $\eta$ by exchanging occupation variables at sites $x$ and $x + 1$.

That this generator defines a Markov process corresponding to the particle dynamics described in the introduction can be justified, for instance, by checking the conditions of [14, Theorem 3.9].

We will be mostly interested in initial configurations that are right-finite, which means that there exists a right-most particle. Since the dynamics preserves the order between particles, it is convenient to alternatively describe a configuration
of particles by their positions

\[ \cdots < x_2 < x_1 < \infty. \]

We also consider a more general version of the process where the first particle jumps at rate \( \alpha \), while all other particles jump at rate 1, and denote this process \( \text{FTASEP}(\alpha) \). Let us define state spaces corresponding to configurations of particles in \( \text{FTASEP}(\alpha) \) where the distance between consecutive particles is at most 2:

\[ \mathbb{X}_{>0} := \{ (x_i)_{i \in \mathbb{Z}_{>0}} \in \mathbb{Z}^{\mathbb{Z}_{>0}} : \forall i \in \mathbb{Z}_{>0}, \ x_i - x_{i+1} - 1 \in \{0, 1\} \}, \]

and

\[ \mathbb{X} := \{ (x_i)_{i \in \mathbb{Z}} \in \mathbb{Z}^{\mathbb{Z}} : \forall i \in \mathbb{Z}, \ x_i - x_{i+1} - 1 \in \{0, 1\} \}. \]

Because of the facilitation rule, it is clear that the \( \text{FTASEP}(\alpha) \) dynamics preserve both state spaces.

**Definition 9** For \( \alpha > 0 \), the \( \text{FTASEP}(\alpha) \) is a continuous-time Markov process defined on the state space \( \mathbb{X}_{>0} \) via its Markov generator, acting on local functions \( f : \mathbb{X}_{>0} \to \mathbb{R} \) by

\[
\mathcal{L}^\text{FTASEP}_\alpha f(x) = \alpha 1_{x_1 - x_2 - 1}(f(x_1^+) - f(x)) + \sum_{i \geq 2} 1_{x_i - x_{i+1} = 1} 1_{x_{i-1} - x_i = 2}(f(x_i^+) - f(x)),
\]

where we use the convention that the state \( x_i^+ \) is obtained from \( x \) by incrementing by one the coordinate \( x_i \).

**Remark 1** One may similarly define \( \text{FTASEP}(\alpha) \) on the state space \( \mathbb{X} \) instead of \( \mathbb{X}_{>0} \), in order to allow initial conditions without a rightmost particle.

In order to study \( \text{FTASEP}(\alpha) \), we use a coupling with another interacting particle system: a TASEP with a source at the origin that injects particles at exponential rate \( \alpha \). We consider configurations of particles on \( \mathbb{Z}_{>0} \) where each site can be occupied by at most one particle, and each particle jumps to the right by one at exponential rate 1, provided the target site is empty. At site 0 sits an infinite source of particles, which means that a particle always jumps to site 1 at exponential rate \( \alpha \) when the site 1 is empty (See Fig. 5). We will denote the occupation variables in half-line TASEP by \( g_i(t) \) (equals 1 if site \( i \) is occupied, 0 else).

**Fig. 5** Illustration of the half-line TASEP. The particles in gray cannot move because of the exclusion rule.
Definition 10 The half-line TASEP with open boundary condition is a continuous-time Markov process defined on the state space \( \{0, 1\}^{\mathbb{Z}_{>0}} \) via its Markov generator, acting on local functions \( f : \{0, 1\}^{\mathbb{Z}_{>0}} \to \mathbb{R} \) by

\[
\mathcal{L}^{\text{half}}_\alpha f(g) = \alpha \left( f(1, g_2, g_3, \ldots) - f(g_1, g_2, \ldots) \right) + \sum_{x \in \mathbb{Z}_{>0}} g_x(1 - g_{x+1}) \left( f(g_{x,x+1}) - f(g) \right),
\]

where the state \( g_{x,x+1} \) is obtained from \( g \) by exchanging occupation variables at sites \( x \) and \( x + 1 \). We define the integrated current \( N_x(t) \) as the number of particles on the right of site \( x \) (or at site \( x \)) at time \( t \).

Define maps

\[
\Phi_{>0} : \mathbb{X}_{>0} \longrightarrow \{0, 1\}^{\mathbb{Z}_{>0}}, \quad (x_i)_{i \in \mathbb{Z}_{>0}} \longmapsto (x_i - x_{i+1} - 1)_{i \in \mathbb{Z}_{>0}},
\]

and

\[
\Phi : \mathbb{X} \longrightarrow \{0, 1\}^\mathbb{Z}, \quad (x_i)_{i \in \mathbb{Z}} \longmapsto (x_i - x_{i+1} - 1)_{i \in \mathbb{Z}}.
\]

Proposition 1 Let \( x(t) = (x_n(t))_{n \geq 1} \) be the particles positions in the FTASEP(\( \alpha \)) started from some initial condition \( x(0) \in \mathbb{X}_{>0} \) (resp. \( \mathbb{X} \)). Then denoting \( g(t) = [g_i(t)]_{\mathbb{Z}_{>0}} = \Phi(x(t)) \), the dynamics of \( g(t) \) are those of half-line TASEP (resp. TASEP) starting from the initial configuration \( \Phi_{>0}(x(0)) \) (resp. \( \Phi(x(0)) \)).

Proof We explain how the mapping between the two processes works in the half-space case (which corresponds to the FTASEP(\( \alpha \)) defined on the space of configurations \( \mathbb{X}_{>0} \)), since this is the case we will be most interested in this paper, and the full space case is very similar (Fig. 6).

**Fig. 6** Illustration of the coupling. The dynamics of particles in the bottom picture is nothing else but the dynamics of the holes in the top picture. In order to see it more precisely, consider the holes in the top picture and shrink the distances so that the distance between two consecutive holes decreases by 1; one gets exactly the bottom picture with the corresponding dynamics.
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Assume that particles at positions \((x_i)_{i \in \mathbb{Z}_>0}\) follow the FTASEP(\(\alpha\)) dynamics, starting from some initial condition \(x(0) \in \mathbb{X}_{>0}\), and let us show that the \(g_i = x_i - x_{i+1} - 1\) follow the dynamics of the half-line TASEP occupation variables.

If \(x_1 = x_2 + 1\) (i.e. \(g_1 = 0\)), the first particle in FTASEP(\(\alpha\)) jumps at rate \(\alpha\). After it has jumped, \(x_1 = x_2 + 2\) (i.e. \(g_1 = 1\)), so that the first particle cannot move in the FTASEP(\(\alpha\)) because of the facilitation rule and no particle can jump from the source in half-line TASEP. More generally, because of the exclusion and facilitation rules, the \((i + 1)\)th particle in FTASEP(\(\alpha\)) can move only if \(g_i = 1\) and \(g_{i+1} = 0\) and does so at rate 1. After the move, \(x_{i+1}\) has increased by one so that \(g_i = 0\) and \(g_{i+1} = 1\). This exactly corresponds to the half-line TASEP dynamics.

**Remark 2** Formally, Proposition 1 means that for any \(x \in \mathbb{X}_{>0}\) and local function \(f : \{0, 1\}^{\mathbb{Z}_>0} \to \mathbb{R}\),

\[
\mathcal{L}_\alpha^{\text{half}} f(\Phi(x)) = \mathcal{L}_\alpha^{\text{FTASEP}}(f \circ \Phi)(x).
\]

In the following, we are mainly interested in FTASEP(\(\alpha\)) starting from the step initial condition, or equivalently the half-line TASEP started from a configuration where all sites are initially empty.

**Proposition 2** Let \(x(t) = (x_n(t))_{n \geq 1}\) be the particles positions in the FTASEP(\(\alpha\)) started from step initial condition (see Definition 9). Let \((N_x(t))_{x \in \mathbb{Z}_>0}\) be the currents in the half-line TASEP started from empty initial configuration (see Definition 10). Then we have the equality in law of the processes

\[
(x_n(t) + n)_{n \geq 1, t \geq 0} = (N_n(t))_{n \geq 1, t \geq 0}.
\]

**Proof** Because we start from step initial condition, \(x_n(t) + n\) in FTASEP(\(\alpha\)) equals the number of holes (empty sites) on the left of the \(n\)th particle. Using Proposition 1, and denoting the occupation variables in half-line TASEP by \(g_i\), we have

\[
x_n + n \overset{(d)}{=} \sum_{i \geq n} g_i = N_n,
\]

jointly for all \(n\) as claimed.

Let us explain how Proposition 2 enables us to quickly recover the results from [9]. We later provide rigorous results substantiating many of these claims, but for the moment just proceed heuristically. Consider the case \(\alpha = 1\). One expects (and we prove in the next Sect. 3.2) that the law of large numbers for the current of particles in the half-line TASEP is the same as in TASEP. Intuitively, this is because we expect that the law of large numbers is determined by a conservation PDE (of the form (2)) which is simply the restriction to a half-space of the conservation PDE governing
the hydrodynamics of TASEP on the full line. Thus,

\[ \frac{N_{\kappa t}(t)}{t} \xrightarrow{a.s.} \frac{1}{4} (1 - \kappa)^2. \]

Then, Proposition 2 implies that for FTASEP,

\[ \frac{x_{\kappa t}}{t} \xrightarrow{a.s.} \frac{1}{4} (1 - \kappa)^2 - \kappa = \frac{1 - 6\kappa + \kappa^2}{4}. \]

One can deduce the shape of the limiting density profile from the law of large numbers of particles positions. Let \( \pi(\kappa) \) be the macroscopic position of the particle indexed by \( \kappa t \), i.e.

\[ \pi(\kappa) = \frac{1 - 6\kappa + \kappa^2}{4}. \]

This yields \( \kappa = 3 - 2\sqrt{2 \pi} \) (which can be interpreted as the limit of the integrated current in the FTASEP at site \( \pi t \), rescaled by \( t \)). The density profile is obtained by differentiating \( \kappa \) with respect to \( \pi \), and we get (as in [9, Equation (5)])

\[ \rho(\pi t, t) = \frac{1}{\sqrt{2 + \pi}}. \]

In light of the mapping between FTASEP and half-line TASEP from Proposition 1, it is possible to write down a family of translation invariant stationary measures in the FTASEP. They are given by choosing gaps between consecutive particles as i.i.d Bernoulli random variables. From these, we may also deduce the expression for the flux from (1). Assume that the system is at equilibrium, such that the gaps between consecutive particles are i.i.d. and distributed according to the \textit{Bernoulli}(p) distribution. Let us call \( \nu_p \) this measure on \( \{0, 1\}^\mathbb{Z} \). Then, by the renewal theorem, the average density \( \rho \) is related to \( p \) via

\[ \rho = \frac{1}{1 + \mathbb{E}[\text{gap}]} = \frac{1}{1 + p}. \]

The flux \( j(\rho) \) is the product of the density times the drift of one particle, and since particles jump by 1, the drift is given by the probability of a jump for a tagged particle, i.e. \( p(1 - p) \). Indeed, considering a tagged particle in the stationary distribution, then its right neighbour has a probability \( p \) of being empty and its left neighbour has a probability \( 1 - p \) of being occupied. This yields

\[ j(\rho) = \rho(1 - p)p = \frac{(1 - \rho)(2\rho - 1)}{\rho}. \]
3.2 Proofs of Limit Theorems

We use now the coupling from Proposition 2 to translate the asymptotic results about last passage percolation from Theorems 6, 7, 8 and 9 into limit theorems for the FTASEP(α).

Let \( x(t) = \{x_n(t)\}_{n \geq 1} \) be the particles positions in the FTASEP(α) started from step initial condition. Using Proposition 2, we have that for any \( y \in \mathbb{R} \)

\[
P(x_n(t) \leq y) = P\left(x_n(t) \leq \lfloor y \rfloor\right)
= P\left(N_n(t) \leq \lfloor y \rfloor + n\right).
\]

In order to connect the problem with half-space last passage percolation, we use the next result.

**Lemma 2** Consider the exponential LPP model in a half-quadrant where the weights on the diagonal have parameter \( \alpha \), and recall the definition of last passage times \( H(n, m) \) from Definition 1. Consider the half-line TASEP where the source injects particles at rate \( \alpha \) with empty initial configuration and recall \( N_x(t) \), the current at site \( x \). Then for any \( t > 0 \) and \( n, y \in \mathbb{Z}_{>0} \) we have that

\[
P(N_n(t) \leq y) = P\left(H(n + y - 1, y) \geq t\right).
\]

**Proof** This is due to a standard mapping [17] between exclusion processes and last passage percolation, where the border of the percolation cluster can be interpreted as a height function for the exclusion process. More precisely, the processes have to be coupled in such a way that the weight \( w_{ij} \) in the LPP model is the \((i - j + 1)\)th waiting time of the \( j \)th particle in the half-line TASEP – the waiting time is counted from the moment when it can jump, and by convention the first waiting time is when it jumps from the source into the system.

3.2.1 GSE (\( \alpha > 1/2 \)) and GOE (\( \alpha = 1/2 \)) Cases

By Theorems 6 we have that

\[
H(n, n) = 4n + \sigma n^{1/3} \chi_n,
\]

where \( \sigma = 2^{4/3} \) and \( \chi_n \) is a sequence of random variables weakly converging to the GSE (divided by \( \sqrt{2} \) according to the convention chosen in Definition 7) distribution when \( \alpha > 1/2 \) and to the GOE distribution when \( \alpha = 1/2 \). Let \( y \in \mathbb{R} \) be fixed and
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\( \zeta > 0 \) be a coefficient to specify later. For \( t > 0 \), we have

\[
\mathbb{P}\left( x_1(t) \leq \frac{t}{4} + t^{1/3} \zeta y \right) = \mathbb{P}\left( H\left( \left[ \frac{t}{4} + t^{1/3} \zeta y \right], \left[ \frac{t}{4} + t^{1/3} \zeta y \right] \right) \geq t \right)
\]

\[
= \mathbb{P}\left( 4 \left[ \frac{t}{4} + t^{1/3} \zeta y \right] \right) + \sigma \left[ \frac{t}{4} + t^{1/3} \zeta y \right] \chi_{\left[ \frac{t}{4} + t^{1/3} \zeta y \right]} \geq t \right)
\]

\[
= \mathbb{P}\left( 4\zeta t^{1/3} + (\sigma t/4) + o(t^{1/3}) \chi_{\left[ \frac{t}{4} + t^{1/3} \zeta y \right]} \geq o(t^{1/3}) \right)
\]

where the \( o(t^{1/3}) \) errors are deterministic. Thus, if we set \( \zeta = 2^{-4/3} \), we obtain that

\[
\lim_{t \to \infty} \mathbb{P}\left( x_1(t) \geq \frac{t}{4} + t^{1/3} \zeta y \right) = \lim_{t \to \infty} \mathbb{P}\left( \chi_{\left[ \frac{t}{4} + t^{1/3} \zeta y \right]} \leq -y \right) = F_{\text{GSE}}(-\sqrt{2}y)
\]

when \( \alpha > 1/2 \) and

\[
\lim_{t \to \infty} \mathbb{P}\left( x_1(t) \geq \frac{t}{4} + t^{1/3} y \right) = F_{\text{GOE}}(-y)
\]

when \( \alpha = 1/2 \).

### 3.2.2 Gaussian Case

By Theorem 6 we have that

\[
H(n, n) = h(\alpha)n + \sigma n^{1/2}G_n,
\]

where \( h(\alpha) = \frac{1}{\alpha(1-\alpha)} \), \( \sigma = \frac{1-2\alpha}{\alpha^2(1-\alpha)} \) and \( G_n \) is a sequence of random variables weakly converging to the standard Gaussian when \( \alpha < 1/2 \). As in the previous case, let \( y \in \mathbb{R} \) be fixed and \( \zeta > 0 \) be a coefficient to specify later. For \( t > 0 \), we have

\[
\mathbb{P}\left( x_1(t) \leq t/4 + t^{1/2} \zeta y \right)
\]

\[
= \mathbb{P}\left( H\left( \left[ \frac{t}{h(\alpha)} + t^{1/2} \zeta y \right], \left[ \frac{t}{h(\alpha)} + t^{1/2} \zeta y \right] \right) \geq t \right)
\]

\[
= \mathbb{P}\left( h(\alpha) \left[ \frac{t}{h(\alpha)} + t^{1/2} \zeta y \right] + \sigma \left[ \frac{t}{h(\alpha)} + t^{1/2} \zeta y \right] \chi_{\left[ \frac{t}{4} + t^{1/3} \zeta y \right]} \geq t \right)
\]

\[
= \mathbb{P}\left( h(\alpha) \zeta y t^{1/2} + \sigma (t/h(\alpha))^{1/2} G_{\left[ \frac{t}{4} + t^{1/3} \zeta y \right]} \geq o(t^{1/2}) \right).
\]
Thus, if we set $\zeta = \frac{1-2\alpha}{\sqrt{\alpha(1-\alpha)}}$, we obtain that
\[
\lim_{t \to \infty} P \left( x_1(t) \geq \frac{t}{\bar{h}(\alpha)} + t^{1/2} \zeta \sqrt{\alpha(1-\alpha)} \right) = \lim_{t \to \infty} P \left( G \left[ \frac{t}{\bar{h}(\alpha)} + t^{1/2} \zeta \sqrt{\alpha(1-\alpha)} \right] \leq -y \right) = G(-y).
\]

### 3.2.3 GUE Case

We have
\[
P \left( x_{[rt]}(t) \leq \pi t + \zeta t^{1/3} y \right) = P \left( H \left( 2[rt] + [\pi t + \zeta t^{1/3} y] - 1, [rt] + [\pi t + \zeta t^{1/3} y] \right) \geq t \right). \tag{9}
\]

By Theorem 7 we have that for $m = \kappa n + O(n^{1/3})$,
\[H(n, m) = (1 + \sqrt{\kappa})^2 n + \sigma n^{1/3} \chi_n,\]
where
\[\sigma = \frac{(1 + \sqrt{\kappa})^{4/3}}{\sqrt{\kappa}^{1/3}}\]
and $\chi_n$ is a sequence of random variables weakly converging to the GUE distribution, for $\alpha > \frac{\sqrt{\kappa}}{1+\sqrt{\kappa}}$. Hence
\[
(9) = P \left( \left( 1 + \sqrt{\frac{\pi}{r + \pi}} \right)^2 n + \sigma n^{1/3} \chi_n \geq t \right)
\]
where $n = 2[rt] + [\pi t + \zeta t^{1/3} y] - 1$. Choosing $\pi$ such that $\left( 1 + \sqrt{\frac{r + \pi}{2r + \pi}} \right)^2 (2r + \pi) = 1$, i.e.
\[\pi = \frac{1 - 6r + r^2}{4},\]
we get that
\[
(9) = P \left( \left( 1 + \sqrt{\frac{r + \pi}{2r + \pi}} \right)^2 \zeta t^{1/3} y + \sigma ((2r + \pi)t)^{1/3} \chi_n \geq o(t^{1/3}) \right).
\]
Hence, letting
\[ \varsigma = \sigma (2r + \pi)^{4/3} = 2^{-4/3}(1 + r)^{5/3} \]
yields
\[ \lim_{t \to \infty} \left(9\right) = \lim_{n \to \infty} \mathbb{P}(\chi_n \geq -y + o(1)), \]
so that
\[ \lim_{t \to \infty} \mathbb{P}\left( x_{\lfloor rt \rfloor}(t) \geq \frac{(1 - 6r + r^2)t}{4} + t^{1/3} \varsigma \right) = F_{\text{GUE}}(-y), \]
for \( \alpha > \frac{1-r}{2} \) (This condition comes from the condition \( \alpha > \frac{\sqrt{\kappa}}{1+\sqrt{\kappa}} \) in Theorem 7).

### 3.2.4 Crossover Case

For the sake of clarity, we explain how the proof works in the one-point case. The multipoint case is similar. Assume
\[ \alpha = 1 + 2\sigma^{-1} n^{-1/3} . \]
Combining Lemma 2 and Proposition 2 as before,
\[ \mathbb{P}\left( H_n(\eta) \leq p \right) = \mathbb{P}\left( x_{2n^{2/3} \xi + 1}(4n + (p\sigma - \xi^2 \eta^2)n^{1/3}) \geq n - 3n^{2/3} \xi \eta \right), \]
where \( \xi = 2^{2/3} \). Letting
\[ t = 4n + (p\sigma - \xi^2 \eta^2)n^{1/3}, \]
we have that
\[ \alpha = \frac{1 + 2^{4/3} \sigma t^{-1/3}}{2} + o(t^{-1/3}), \]
\[ 2n^{2/3} \xi \eta + 1 = 2^{1/3} \eta t^{2/3} + o(t^{1/3}), \]
\[ n - 3n^{2/3} \xi = \frac{t}{4} - \frac{3\eta \xi}{22^{1/3} t^{2/3}} + \frac{\eta^2 \xi^2}{2^{8/3}} t^{1/3} + o(t^{1/3}). \]
Hence, under this matching of parameters
\[ \lim_{n \to \infty} \mathbb{P}(H_n(\eta) \leq p) = \lim_{t \to \infty} \mathbb{P}(X_t(\eta) \geq p), \]
where the rescaled position \( X_n(\eta) \) is defined in (4).

**Remark 3** Although we do not attempt in this paper to make an exhaustive analysis of the FTASEP with respect to varying initial conditions or parameters, such further analysis is allowed by our framework in several directions. In terms of initial condition, Proposition 1 allows to study the process starting form combinations of the wedge, flat or stationary initial data and translate to FTASEP some of the results known from TASEP [5, 15]. In terms of varying parameters, one could study the effect of varying \( \alpha \) or the speed of the next few particles and one should observe the BBP transition [2] when considering fluctuations of \( x_{rt} \) for \( r > 0 \) (See Remark 1.6 in [1]).

### 4 Fredholm Pfaffian Formulas for \( k \)-Point Distributions

We recall in this Section a result from [1] which characterizes the joint probability distribution of passage times in the half-space exponential LPP model.

**Proposition 3 ([1, Proposition 1.7])** For any \( h_1, \ldots, h_k > 0 \) and integers \( 0 < n_1 < n_2 < \cdots < n_k \) and \( m_1 > m_2 > \cdots > m_k \) such that \( n_i > m_i \) for all \( i \), we have that
\[ \mathbb{P}(H(n_1, m_1) < h_1, \ldots, H(n_k, m_k) < h_k) = \text{Pf}(J - \mathcal{K}^{\text{exp}}) \mathbb{L}^2(\mathcal{D}_k(h_1, \ldots, h_k)), \]
where \( J \) is the matrix kernel
\[ J(i, u; j, v) = \mathbb{1}_{(i, u) = (j, v)} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \]
and
\[ \mathcal{D}_k(g_1, \ldots, g_k) = \{(i, x) \in \{1, \ldots, k\} \times \mathbb{R} : x \geq g_i\}. \]

The kernel \( \mathcal{K}^{\text{exp}} \) was introduced in [1] in Section 4.4. It is defined on the state-space \((\{1, \ldots, k\} \times \mathbb{R})^2\) and takes values in the space of skew-symmetric \(2 \times 2\) real
matrices. The entries are given by
\[
\mathbf{K}^{\text{exp}}(i, x; j, y) = \mathbf{I}^{\text{exp}}(i, x; j, y) + \begin{cases} 
\mathbf{R}^{\text{exp}}(i, x; j, y) & \text{when } \alpha > 1/2, \\
\hat{\mathbf{R}}^{\text{exp}}(i, x; j, y) & \text{when } \alpha < 1/2, \\
\bar{\mathbf{R}}^{\text{exp}}(i, x; j, y) & \text{when } \alpha = 1/2.
\end{cases}
\]

Recalling the Definition 3 for integration contours in the complex plane, we define \(\mathbf{I}^{\text{exp}}\) by the following formulas.

\[
\mathbf{I}^{\text{exp}}_{11}(i, x; j, y) := \int_{\phi_{1/4}^{\pi/3}} \frac{dz}{2i\pi} \int_{\phi_{1/4}^{\pi/3}} \frac{dw}{2i\pi} \frac{z - w}{4zw(z + w)} e^{-(x - y)w} \frac{(1 + 2z)^{m_i} (1 + 2w)^{n_j}}{(1 - 2z)^{m_i} (1 - 2w)^{n_j}} (2z + 2\alpha - 1)(2w + 2\alpha - 1).
\]

\[
\mathbf{I}^{\text{exp}}_{12}(i, x; j, y) := \int_{\phi_{a_z}^{\pi/3}} \frac{dz}{2i\pi} \int_{\phi_{a_w}^{\pi/3}} \frac{dw}{2i\pi} \frac{z - w}{2z(z + w)} e^{-(x - y)w} \frac{(1 + 2z)^{m_i} (1 + 2w)^{n_j}}{(1 - 2w)^{n_j}} \frac{2\alpha - 1 + 2z}{2\alpha - 1 - 2w}, \tag{11}
\]

where in the definition of the contours \(\phi_{a_z}^{\pi/3}\) and \(\phi_{a_w}^{\pi/3}\), the constants \(a_z, a_w \in \mathbb{R}\) are chosen so that \(0 < a_z < 1/2, a_z + a_w > 0\) and \(a_w < (2\alpha - 1)/2\).

\[
\mathbf{I}^{\text{exp}}_{22}(i, x; j, y) := \int_{\phi_{b_z}^{\pi/3}} \frac{dz}{2i\pi} \int_{\phi_{b_w}^{\pi/3}} \frac{dw}{2i\pi} \frac{z - w}{z + w} e^{-(x - y)w} \frac{(1 + 2z)^{m_i} (1 + 2w)^{n_j}}{(1 - 2w)^{n_j}} \frac{1}{2\alpha - 1 - 2z} \frac{1}{2\alpha - 1 - 2w}, \tag{12}
\]

where in the definition of the contours \(\phi_{b_z}^{\pi/3}\) and \(\phi_{b_w}^{\pi/3}\), the constants \(b_z, b_w \in \mathbb{R}\) are chosen so that \(0 < b_z, b_w < (2\alpha - 1)/2\) when \(\alpha > 1/2\), while we impose only \(b_z, b_w > 0\) when \(\alpha \leq 1/2\).

We set \(\mathbf{R}^{\text{exp}}_{11}(i, x; j, y) = 0\), and \(\mathbf{R}^{\text{exp}}_{12}(i, x; j, y) = 0\) when \(i \geq j\), and likewise for \(\hat{\mathbf{R}}^{\text{exp}}\) and \(\bar{\mathbf{R}}^{\text{exp}}\). The other entries depend on the value of \(\alpha\) and the sign of \(x - y\).

**Case \(\alpha > 1/2\):** When \(x > y\),

\[
\mathbf{R}^{\text{exp}}_{22}(i, x; j, y) = - \int_{\phi_{a_z}^{\pi/3}} \frac{dz}{2i\pi} \frac{(1 + 2z)^{m_i} (1 + 2z)^{n_j}}{(1 - 2z)^{m_i} (1 + 2z)^{n_j}} \frac{1}{2\alpha - 1 - 2z} \frac{1}{2\alpha - 1 - 2z} 2ze^{-|x-y|z},
\]
and when \( x < y \)

\[
R_{22}^{\text{exp}}(i, x; j, y) = \int_{\phi_{\alpha}^{\pi/3}} \frac{dz}{2i\pi} \frac{(1 + 2z)^{m_i}(1 - 2z)^{n_i}}{(1 - 2z)^{n_j} + (1 + 2z)^{m_j}} \frac{1}{2\alpha - 1 - 2z} 2\alpha e^{-|x-y|z},
\]

where \((1 - 2\alpha)/2 < a < (2\alpha - 1)/2\). One immediately checks that \(R_{22}^{\text{exp}}\) is antisymmetric as we expect. When \( i < j \) and \( x > y \)

\[
R_{12}^{\text{exp}}(i, x; j, y) = -\int_{\phi_{\alpha}^{\pi/3}} \frac{dz}{2i\pi} \frac{(1 + 2z)^{m_i}(1 - 2z)^{n_i}}{(1 + 2z)^{n_j} + (1 - 2z)^{m_j}} e^{-|x-y|z},
\]

while if \( x < y \), \(R_{12}^{\text{exp}}(i, x; j, y) = R_{12}^{\text{exp}}(i, y; j, x)\). Note that \(R_{12}\) is not antisymmetric nor symmetric (except when \( \alpha = 1 \), i.e. for the one point distribution).

**Case \( \alpha < 1/2 \)**: When \( x > y \), we have

\[
\hat{R}_{22}^{\text{exp}}(i, x; j, y) = -\frac{e^{\frac{1-2\alpha}{2}y}}{2} \int_{\phi_{\alpha}^{\pi/3}} \frac{dz}{2i\pi} \frac{(1 + 2z)^{m_i}(2\alpha)^{m_j}}{(1 - 2z)^{n_i}(2 - 2\alpha)^{n_j}} \frac{1}{2\alpha - 1 + 2z} e^{-xz} + \frac{e^{\frac{1-2\alpha}{2}x}}{2} \int_{\phi_{\alpha}^{\pi/3}} \frac{dz}{2i\pi} \frac{(1 + 2z)^{m_j}(2\alpha)^{m_i}}{(1 - 2z)^{n_j}(2 - 2\alpha)^{n_i}} \frac{1}{2\alpha - 1 + 2z} e^{-yz}
\]

\[
-\int_{\phi_{\alpha}^{\pi/3}} \frac{dz}{2i\pi} \frac{(1 + 2z)^{m_i}(1 - 2z)^{n_i}}{(1 + 2z)^{n_j} + (1 - 2z)^{m_j}} \frac{1}{2\alpha - 1 - 22z} 2\alpha e^{-|x-y|z}
\]

\[
- \frac{e^{(x-y)\frac{1-2\alpha}{2}}}{4} (2\alpha)^{n_i}(2 - 2\alpha)^{m_j} + \frac{e^{(y-x)\frac{1-2\alpha}{2}}}{4} (2\alpha)^{m_j}(2 - 2\alpha)^{n_i},
\]

where the contours in the two first integrals pass to the right of \((1 - 2\alpha)/2\). When \( x < y \), the sign of the third term is flipped so that \(\hat{R}_{22}^{\text{exp}}(i, x; j, y) = -\hat{R}_{22}^{\text{exp}}(j, y; i, x)\). One can write slightly simpler formulas by reincorporating residues in the first two integrals: thus, when \( x > y \),

\[
\hat{R}_{22}^{\text{exp}}(i, x; j, y) = -\frac{e^{\frac{1-2\alpha}{2}y}}{2} \int_{\phi_{\alpha}^{\pi/3}} \frac{dz}{2i\pi} \frac{(1 + 2z)^{m_i}(2\alpha)^{m_j}}{(1 - 2z)^{n_i}(2 - 2\alpha)^{n_j}} \frac{1}{2\alpha - 1 + 2z} e^{-xz} + \frac{e^{\frac{1-2\alpha}{2}x}}{2} \int_{\phi_{\alpha}^{\pi/3}} \frac{dz}{2i\pi} \frac{(1 + 2z)^{m_j}(2\alpha)^{m_i}}{(1 - 2z)^{n_j}(2 - 2\alpha)^{n_i}} \frac{1}{2\alpha - 1 + 2z} e^{-yz}
\]

\[
-\int_{\phi_{\alpha}^{\pi/3}} \frac{dz}{2i\pi} \frac{(1 + 2z)^{m_i}(1 - 2z)^{n_i}}{(1 + 2z)^{n_j} + (1 - 2z)^{m_j}} \frac{1}{2\alpha - 1 - 22z} 2\alpha e^{-|x-y|z}
\]

\[
- \frac{e^{(x-y)\frac{1-2\alpha}{2}}}{4} (2\alpha)^{n_i}(2 - 2\alpha)^{m_j} + \frac{e^{(y-x)\frac{1-2\alpha}{2}}}{4} (2\alpha)^{m_j}(2 - 2\alpha)^{n_i},
\]
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where $\frac{2\alpha - 1}{2} < a_z < \frac{1-2\alpha}{2}$. When $i < j$, if $x > y$

$$\hat{R}_{12}^{\exp}(i, x, j, y) = -\int_{\theta^{\pi/3}}^{\theta^{\pi/4}} \frac{dz}{2i\pi} \frac{(1 + 2z)^{n_i}}{(1 - 2z)^{n_j}} \frac{(1 - 2z)^{m_j}}{e^{-(x-y)z}}, \quad (15)$$

while if $x < y$, $\hat{R}_{12}^{\exp}(i, x, j, y) = \hat{R}_{12}^{\exp}(i, y, j, x)$.

**Case $\alpha = 1/2$:** When $x > y$,

$$\hat{R}_{22}^{\exp}(i, x, j, y) = -\int_{\theta^{\pi/3}}^{\theta^{\pi/4}} \frac{dz}{2i\pi} \frac{(1 + 2z)^{m_i}}{(1 - 2z)^{n_i}} \frac{e^{-xz}}{4z} + \int_{\theta^{\pi/3}}^{\theta^{\pi/4}} \frac{dz}{2i\pi} \frac{(1 + 2z)^{m_j}}{(1 - 2z)^{n_j}} \frac{e^{-yz}}{4z}$$

$$+ \int_{\theta^{\pi/3}}^{\theta^{\pi/4}} \frac{dz}{2i\pi} \frac{(1 + 2z)^{m_i}}{(1 - 2z)^{n_i}} \frac{(1 - 2z)^{m_j}}{2z} - \frac{1}{4}, \quad (16)$$

with a modification of the last two terms when $x < y$ so that $\hat{R}_{22}^{\exp}(i, x, j, y) = -\hat{R}_{22}^{\exp}(j, y, i, x)$. When $i < j$, if $x > y$

$$\hat{R}_{12}^{\exp}(i, x, j, y) = -\int_{\phi^{\pi/3}}^{\phi^{\pi/4}} \frac{dz}{2i\pi} \frac{(1 + 2z)^{n_i}}{(1 + 2z)^{n_j}} \frac{(1 - 2z)^{m_j}}{e^{-(x-y)z}},$$

while if $x < y$, $\hat{R}_{12}^{\exp}(i, x, j, y) = \hat{R}_{12}^{\exp}(i, y, j, x)$.

**Remark 4** It may be possible to write simpler integral formulas for $K^{\exp}$ by changing the contours used in the definition of $I^{\exp}$ and identifying certain terms of $R^{\exp}$ as residues of the integrand in $I^{\exp}$. The reason why we have written the kernel $I^{\exp}$ as above is mostly technical. For the asymptotic analysis of these formulas, it is convenient that all contours may be deformed so that they approach 0 without encountering any singularity, as will be explained in Sect. 5.

### 5 Asymptotic Analysis in the Crossover Regime

This section is devoted to the proofs of Theorems 8 and 9. We start by providing formulas for the correlation kernels $K^{\text{cross}}$ and $K^{\text{SU}}$ used in the statements of both theorems.
5.1 Formulas for $K_{\text{cross}}$

The kernel $K_{\text{cross}}$ introduced in [1, Section 2.5] can be written as

$$K_{\text{cross}}(i, x; j, y) = I_{\text{cross}}(i, x; j, y) + R_{\text{cross}}(i, x; j, y),$$

where we have

$$I_{\text{cross}}^{11}(i, x; j, y) = \int_{\phi_i^{\pi/3}}^{\phi_j^{\pi/3}} \int_{\phi_j^{\pi/3}}^{\phi_i^{\pi/3}} \frac{dz}{2\pi} \frac{dw}{2\pi} \frac{z + \eta_i - w - \eta_j}{z + w + \eta_i + \eta_j} \frac{z + \eta_i}{z + \eta_i} \frac{w + \sigma + \eta_j}{w + \eta_j} e^{z^3/3 + w^3/3 - z - y w},$$

$$I_{\text{cross}}^{12}(i, x; j, y) = \int_{\phi_{az}^{\pi/3}}^{\phi_{aw}^{\pi/3}} \int_{\phi_{aw}^{\pi/3}}^{\phi_{az}^{\pi/3}} \frac{dz}{2\pi} \frac{dw}{2\pi} \frac{z + \eta_i - w + \eta_j}{2(z + \eta_i)} \frac{z + \sigma + \eta_i}{z + \eta_i} \frac{w + \sigma + \eta_j}{w + \eta_j} e^{z^3/3 + w^3/3 - z - y w},$$

$$I_{\text{cross}}^{21}(i, x; j, y) = - I_{\text{cross}}^{11}(j, y; i, x),$$

$$I_{\text{cross}}^{22}(i, x; j, y) = \int_{\phi_{bz}^{\pi/3}}^{\phi_{bw}^{\pi/3}} \int_{\phi_{bw}^{\pi/3}}^{\phi_{bz}^{\pi/3}} \frac{dz}{2\pi} \frac{dw}{2\pi} \frac{z - \eta_i - w + \eta_j}{4(z - \eta_i + w - \eta_j)} \frac{e^{z^3/3 + w^3/3 - x - y w}}{(z - \sigma - \eta_i)(w - \sigma - \eta_j)}.$$

The contours in $I_{\text{cross}}^{12}$ are chosen so that $a_z > -\eta_i$, $a_z + a_w > \eta_j - \eta_i$ and $a_w < \sigma + \eta_j$. The contours in $I_{\text{cross}}^{22}$ are chosen so that $b_z > \eta_i$, $b_z + b_w > \eta_j + \sigma$ and $b_w > \eta_j + \sigma$.

We have $R_{\text{cross}}^{11}(i, x; j, y) = 0$, and $R_{\text{cross}}^{12}(i, x; j, y) = 0$ when $i \geq j$. When $i < j$,

$$R_{\text{cross}}^{12}(i, x; j, y) = \frac{e^{-\int_{-\infty}^{\infty} d\lambda e^{-\lambda(\eta_i - \eta_j)} Ai(x_i + \lambda) Ai(x_j + \lambda)}}{\sqrt{4\pi(\eta_j - \eta_i)}},$$

which may also be written as

$$R_{\text{cross}}^{12}(i, x; j, y) = - \int_{-\infty}^{+\infty} d\lambda e^{-\lambda(\eta_i - \eta_j)} Ai(x_i + \lambda) Ai(x_j + \lambda).$$

The kernel $R_{\text{cross}}^{22}$ is antisymmetric, and when $x - \eta_i > y - \eta_j$ we have

$$R_{\text{cross}}^{22}(i, x; j, y) = \frac{-1}{4} \int_{\phi_{cz}^{\pi/3}}^{\phi_{cw}^{\pi/3}} \frac{dz}{2\pi} \exp \left( \frac{(z + \eta_i)^3}{3} + (\sigma + \eta_j)^3/3 - x (z + \eta_i) - y (\sigma + \eta_j) \right) \frac{e^{(z + \eta_i)^3/3 + (\sigma + \eta_j)^3/3 - x (z + \eta_i) - y (\sigma + \eta_j)}}{\sigma + z}.$$
where the contours are chosen so that \( c_z < -\sigma \) and \( d_z \) is between \(-\sigma\) and \( \sigma \).

### 5.2 Formulas for \( K^{SU} \)

The kernel \( K^{SU} \) introduced in [1, Section 2.5] decomposes as

\[
K^{SU}(i, x; j, y) = I^{SU}(i, x; j, y) + R^{SU}(i, x; j, y),
\]

where we have

\[
I_{11}^{SU}(i, x; j, y) = \frac{1}{4} \int_{\tilde{c}_z \pi/3} d\zeta \int_{\tilde{c}_1 \pi/3} dw \frac{\exp ((z + \eta_j)^3/3 + (\sigma + \eta_i)^3 - y(z + \eta_j) - x(\sigma + \eta_i))}{\sigma + z},
\]

\[
I_{12}^{SU}(i, x; j, y) = \frac{1}{2} \int_{\tilde{c}_z \pi/3} d\zeta \int_{\tilde{c}_2 \pi/3} dw \frac{\exp ((z + \eta_i)^3/3 + (-z + \eta_j)^3/3 - x(z + \eta_i) - y(-z + \eta_j))}{(\sigma + z)(\sigma - z)},
\]

where the contours are chosen so that \( a_z > -\eta_i, a_z + a_w > \eta_j - \eta_i \). The contours in \( I_{22}^{SU} \) are chosen so that \( b_z > \eta_i \) and \( b_w > \eta_j \). We have \( R_{11}^{SU}(i, x; j, y) = 0 \), and \( R_{12}^{SU}(i, x; j, y) = 0 \) when \( i \geq j \). When \( i < j \),

\[
R_{12}^{SU}(i, x; j, y) = R_{12}^{cross}(i, x; j, y) = \frac{-\exp \left( \frac{-(\eta_i - \eta_j)^4 + 6(x + y)(\eta_i - \eta_j)^2 + 3(x - y)^2}{12(\eta_i - \eta_j)} \right)}{\sqrt{4\pi(\eta_j - \eta_i)}}.
\]

The kernel \( R_{22}^{SU} \) is antisymmetric, and when \( x - \eta_i > y - \eta_j \) we have

\[
R_{22}^{SU}(i, x; j, y) =
\]

\[
-\frac{1}{2} \int_{\tilde{c}_z \pi/3} d\zeta \exp \left( (z + \eta_i)^3/3 + (-z + \eta_j)^3/3 - x(z + \eta_i) - y(-z + \eta_j) \right)
\]

where the contours are chosen so that \( a_z > -\sigma \) and \( b_z \) is between \(-\sigma\) and \( \sigma \).
5.3 Proof of Theorem 8

Recall that we scale $\alpha$ as

$$\alpha = \frac{1 + 2\sigma^{-1} \omega n^{-1/3}}{2}.$$

The proof of Theorem 8 follows the same lines as that of Theorems 1.4 and 1.5 in Sections 5 and 6 of [1] (corresponding to Theorems 6 and 7 in the present paper). We introduce the rescaled correlation kernel

$$K_{\exp,n}(i, x_i; j, x_j) := \left( \begin{array}{c} \sigma^{2n^{2/3}} e^{n^2 x_i + n^2 x_j - n^2 x_i - n^2 x_j} K_{\exp}^{11}(i, X_i; j, X_j) \\ \sigma^{n^{1/3}} e^{-n^2 x_i + n^2 x_j + n^2 x_i - n^2 x_j} K_{\exp}^{21}(i, X_i; j, X_j) \\ \sigma^{n^{1/3}} e^{-n^2 x_i + n^2 x_j + n^2 x_i - n^2 x_j} K_{\exp}^{22}(i, X_i; j, X_j) \end{array} \right),$$

where

$$X_i = 4n + n^{1/3}(\sigma x_i - \xi^2 \eta_i^2),$$

so that we have

$$\mathbb{P}(H_n(\eta_1) < x_1, \ldots, H_n(\eta_k) < x_k) = \text{Pf}(J - K_{\exp,n})_{L^2(\mathbb{D}_k(x_1, \ldots, x_k))},$$

where the quantity $H_n(\eta)$ is defined in Sect. 1.2. We will decompose the kernel as $K_{\exp,n}(i, x_i; j, x_j) = l_{\exp,n}(i, x_i; j, x_j) + R_{\exp,n}(i, x_i; j, x_j)$ according to the formulas in Sect. 4. The parameter $\alpha$ can be greater or smaller than $1/2$ depending on the sign of $\sigma$, so that we will need to be careful with the choice of contours.

In order to prove Theorem 8, we need to show that

$$\lim_{n \to \infty} \text{Pf}(J - K_{\exp,n})_{L^2(\mathbb{D}_k(x_1, \ldots, x_k))} = \text{Pf}(J - K^{\text{cross}})_{L^2(\mathbb{D}_k(x_1, \ldots, x_k))}. \quad (17)$$

We will first show that the kernel $K_{\exp,n}(i, x; j, y)$ converges to $K^{\text{cross}}(i, x; j, y)$ for fixed $(i, x; j, y)$. Then, we will prove uniform bounds on the kernel $K_{\exp,n}$ so that the Fredholm Pfaffian is an absolutely convergent series of integrals and hence the pointwise convergence of kernels implies the convergence of Fredholm Pfaffians.

We introduce two types of modifications of the contour $C_0^{\pi/3}$. For a parameter $r > 0$, we denote by $C[r]$ the contour formed by the union of an arc of circle around 0 of radius $rn^{-1/3}$, between $-\pi/3$ and $\pi/3$, and two semi-infinite rays in directions $\pm \pi/3$ that connect the extremities of the arc to $\infty$ (see Fig. 7, left). With
this definition 0 is on the left of the contour \( \mathcal{C}[r] \). For a parameter \( r < 0 \), we denote by \( \mathcal{C}[r] \) a similar contour where the arc of circle has radius \(-r\) and is now between angles from \( \pi/3 \) to \( 5\pi/3 \) so that 0 is on the right of \( \mathcal{C}[r] \) (see Fig. 7, right).

Thanks to Cauchy’s theorem, we have some freedom to deform the contours used in the definition of \( K_{\text{exp}}^{11} \) in Sect. 4, as long as we do not cross any pole. Thus we can write

\[
K_{11}^{\text{exp}, n}(i, x; j, y) = e^{\eta_i x + \eta_j y - \eta_i^3/3 - \eta_j^3/3} \sigma^2 n^{2/3} \int_{\mathcal{C}[1]} \frac{dz}{2i\pi} \int_{\mathcal{C}[1]} \frac{dw}{2i\pi} \frac{z - w}{4zw(z + w)} \left(2z + 2\sigma^{-1} \sigma n^{-1/3}) (2w + 2\sigma^{-1} \sigma n^{-1/3})\exp\left(n(f(z) + f(w))
\right.
\end{array}
\right.
\]

\begin{align}
&+ n^{2/3}(\xi \eta_i \log(1 - 4z^2) + \xi \eta_j \log(1 - 4w^2))
\end{align}

\begin{align}
&+ n^{1/3} \xi^2 \eta_i^2 z + n^{1/3} \xi^2 \eta_j^2 w - n^{1/3} \sigma (xz + yw)\right),
\end{align}

where the function \( f \) is

\[
f(z) = -4z + \log(1 + 2z) - \log(1 - 2z).
\]

To take asymptotics of this expression, we use Laplace’s method. The function \( f \) has a double critical point at 0. We have

\[
f(z) = \frac{\sigma^3}{3} z^3 + O(z^4),
\]
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where $\sigma = 2^{4/3}$ and we know from Lemma 5.9 in [1] that the contour $\mathcal{C}_{\sigma}^{\pi/3}$ is steepest-descent for $\Re\{f\}$ (which shows that the main contribution to the integral comes from integration in a neighborhood of 0, see the proof of Theorem 6 in Section 5 of [1]). Let us make the change of variables $z = n^{-1/3}z'/\sigma$ and likewise for $w$, and use Taylor expansions of all terms in the integrand. Using the same kind of estimates (to control the error made when approximating the integrand) as in Proposition 5.8 in [1], we arrive at

$$K_{11}^{\exp,n}(i, x; j, y) \xrightarrow[n \to \infty]{} e^{\eta_i x + \eta_j y - \eta_i^3/3 - \eta_j^3/3} \int_{\mathcal{C}_{\sigma}^{\pi/3}} \frac{dz}{2i\pi} \int_{\mathcal{C}_{\sigma}^{\pi/3}} \frac{dw}{2i\pi} \left( z - w \right) \frac{z + \sigma w}{z+w} \exp \left( z^3/3 + w^3/3 - 4\xi \eta_i z^2/\sigma^2 - 4\xi \eta_j w^2/\sigma^2 + \xi^2 \eta_i z/\sigma + \xi^2 \eta_j w/\sigma - xz - yw \right).$$

With our choice of $\sigma$ and $\xi$, we have that $4\xi/\sigma^2 = \xi^2/\sigma = 1$, so that after a change of variables (a simple translation where $z$ becomes $z + \eta_i$ and $w$ becomes $w + \eta_j$),

$$K_{11}^{\exp,n}(i, x; j, y) \xrightarrow[n \to \infty]{} K_{11}^{\text{toss}}(i, x; j, y) = \int_{\mathcal{C}_{\sigma}^{\pi/3}} \frac{dz}{2i\pi} \int_{\mathcal{C}_{\sigma}^{\pi/3}} \frac{dw}{2i\pi} \left( z + \eta_i - w - \eta_j \right) z + \sigma + \eta_i w + \sigma + \eta_j \frac{z + \eta_i}{w + \eta_j} \exp \left( z^3/3 + w^3/3 - xz - yw \right).$$

Regarding $K_{12}$, we write $K_{12}^{\exp,n} = I_{12}^{\exp,n} + R_{12}^{\exp,n}$ where

$$I_{12}^{\exp,n}(i, x; j, y) = e^{\eta_i x - \eta_j y - \eta_i^3/3 + \eta_j^3/3} \int_{\mathcal{C}_{\sigma}^{\pi/3}} \frac{dz}{2i\pi} \int_{\mathcal{C}_{\sigma}^{\pi/3}} \frac{dw}{2i\pi} \left( z - w \right) \frac{2z + 2\sigma^{-1} \sigma n^{-1/3}}{-2w + 2\sigma^{-1} \sigma n^{-1/3}} \exp \left( n(f(z) + f(w)) \right) + n^{2/3}(\xi \eta_i \log(1 - 4z^2) - \xi \eta_j \log(1 - 4w^2)) + n^{1/3} \xi^2 \eta_i^2 z + n^{1/3} \xi^2 \eta_j^2 z + n^{1/3} \sigma (xz + yw) \right),$$

where the contours are chosen so that $a_z > 0$, $a_z + a_w > 0$ and $a_w < \sigma$. Applying Laplace method as for $K_{11}$, we arrive at

$$I_{12}^{\exp,n}(i, x; j, y) \xrightarrow[n \to \infty]{} e^{\eta_i x - \eta_j y - \eta_i^3/3 + \eta_j^3/3} \int_{\mathcal{C}_{\sigma}^{\pi/3}} \frac{dz}{2i\pi} \int_{\mathcal{C}_{\sigma}^{\pi/3}} \frac{dw}{2i\pi} \left( z - w \right) \frac{z + \sigma}{z+w} \exp \left( z^3/3 + w^3/3 - 4\xi \eta_i z^2/\sigma^2 + 4\xi \eta_j w^2/\sigma^2 + \xi^2 \eta_i z/\sigma + \xi^2 \eta_j w/\sigma - xz - yw \right).$$
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Thus, we find that after a change of variables

\[
\int_{\mathcal{C}_{\alpha}^{\eta/3}} \frac{dz}{2\pi i} \int_{\mathcal{C}_{\alpha w}^{\eta/3}} \frac{dw}{2\pi i} \frac{z + \eta_i - w + \eta_j}{(z + \eta_i + w - \eta_j)} \frac{z + \sigma + \eta_i}{\exp(z^3/3 + w^3/3 - xz - yw)},
\]

where the contours in the last equation are now chosen so that \(a_z > -\eta_i, a_z + a_w > \eta_j - \eta_i\) and \(a_w < \sigma + \eta_j\). When \(i < j\) (and consequently \(\eta_i < \eta_j\)), and for \(x, y\) such that \(\sigma x - \xi^2 \eta_i > \sigma y - \xi^2 \eta_j\) (which is equivalent to \(x - \eta_i > y - \eta_j\)), we use Eq. (15) for \(\mathcal{R}_{12}\) and find

\[
\mathcal{R}_{12}^{\text{exp,n}}(i, x; j, y) \xrightarrow{n \to \infty} -\int_{\mathcal{C}_{1/4}^{\eta/3}} \frac{dz}{2\pi i} \exp((z - \eta_i)^3/3 - (z - \eta_j)^3/3 - x(z - \eta_i) + y(z - \eta_j)).
\]

One can check that with \(x - \eta_i > y - \eta_j\), the integrand is integrable on the contour \(\mathcal{C}_{1/4}^{\eta/3}\). When \(x - \eta_i < y - \eta_j\) however, we have

\[
\mathcal{R}_{12}^{\text{exp,n}}(i, x; j, y) \xrightarrow{n \to \infty} -\int_{\mathcal{C}_{1/4}^{\eta/3}} \frac{dz}{2\pi i} \exp((z + \eta_i)^3/3 - (z + \eta_j)^3/3 + x(z + \eta_i) - y(z + \eta_j)).
\]

One can evaluate the integrals above, and we find that in both cases

\[
\mathcal{R}_{12}^{\text{exp,n}}(i, x; j, y) \xrightarrow{n \to \infty} \mathcal{R}_{12}^{\text{cross}}(i, x; j, y) = \frac{1}{4\pi(\eta_j - \eta_i)} \frac{\exp\left(-\frac{(-\eta_i - \eta_j)^4 + 6(x+y)(\eta_i - \eta_j)^2 + 3(x-y)^2}{12(\eta_i - \eta_j)}\right)}{\sqrt{\eta_i - \eta_j}}.
\]

As for \(\mathcal{K}_{22}\), we again decompose the kernel as \(\mathcal{K}_{22}^{\text{exp,n}} = \mathcal{I}_{22}^{\text{exp,n}} + \mathcal{R}_{22}^{\text{exp,n}}\). For \(\mathcal{I}_{22}^{\text{exp,n}}\), we chose contours that pass to the right of all poles except 1/2, as in the case \(\alpha = 1/2\) of Sect. 4. We can write

\[
\mathcal{I}_{22}^{\text{exp,n}}(i, x; j, y) = e^{-\eta_i x - \eta_j y + \eta_i^3/3 + \eta_j^3/3} \int_{\mathcal{C}^{b_w}} \frac{dz}{2\pi i} \int_{\mathcal{C}^{b_w}} \frac{dw}{2\pi i} \frac{z - w}{z + w} \exp(n(f(z) + f(w))
\]

\[
+ n^{2/3}(-\xi \eta_i \log(1 - 4\xi^2) - \xi \eta_j \log(1 - 4\xi^2))
\]

\[
+ n^{1/3} \xi^2 \eta_i^2 z + n^{1/3} \xi^2 \eta_j^2 w - n^{1/3} \sigma(xz + yw),
\]

\[(21)\]
where \( b_z \) and \( b_w \) are positive and greater that \( \sigma \). Again, by Laplace’s method we obtain

\[
I_{22}^{\exp,n}(i, x; j, y) \xrightarrow{n \to \infty} e^{-\eta_i x - \eta_j y + \eta_i^3/3 + \eta_j^3/3} \int_{\gamma_{b_z}^{\pi/3}} \frac{dz}{2\pi i} \int_{\gamma_{b_w}^{\pi/3}} \frac{dw}{2\pi i} \frac{e^{(2z - 2\sigma)(2w - 2\sigma)}}{(2z - 2\sigma)(2w - 2\sigma)} \exp \left( \frac{z^3/3 + w^3/3 + 4\xi \eta_i z^2/\sigma^2 + 4\xi \eta_j w^2/\sigma^2 + \xi^2 \eta_i z/\sigma + \xi^2 \eta_j w/\sigma - xz - yw}{(2z - 2\sigma)(2w - 2\sigma)} \right) .
\]

Thus,

\[
I_{22}^{\exp,n}(i, x; j, y) \xrightarrow{n \to \infty} I_{12}^{\text{cross}}(i, x; j, y) = \int_{\gamma_{c_z}^{\pi/3}} \frac{dz}{2\pi i} \int_{\gamma_{c_w}^{\pi/3}} \frac{dw}{2\pi i} \frac{e^{z^3/3 + w^3/3 - xz - yw}}{(z - \sigma - \eta_i)(w - \sigma - \eta_j)} .
\]

where the contours are chosen so that \( b_z > \eta_i, b_z > \eta_i + \sigma \) and \( b_w > \eta_j, b_w > \eta_j + \sigma \). For \( R_{22} \) we use (13). Note that the form of the expression does not depend on whether \( \sigma \) is positive or negative, because of our choice of contours for \( I_{22}^{\exp,n} \) in (21). We find for \( x_i - \eta_i > x_j - \eta_j \)

\[
R_{22}^{\exp,n}(i, x; j, y) \xrightarrow{n \to \infty}
\]

\[
-\frac{1}{4} \int_{\gamma_{c_z}^{\pi/3}} \frac{dz}{2\pi i} \exp \left( \frac{(z + \eta_i)^3/3 + (\sigma + \eta_i)^3/3 - x(z + \eta_i) - y(\sigma + \eta_i)}{(\sigma + z)} \right) + \frac{1}{4} \int_{\gamma_{c_z}^{\pi/3}} \frac{dz}{2\pi i} \exp \left( \frac{(z + \eta_j)^3/3 + (\sigma + \eta_j)^3/3 - y(z + \eta_j) - x(\sigma + \eta_i)}{(\sigma + z)} \right)
\]

\[
- \frac{1}{2} \int_{\gamma_{c_z}^{\pi/3}} \frac{dz}{2\pi i} z \exp \left( \frac{(z + \eta_i)^3/3 + (-z + \eta_j)^3/3 - x(z + \eta_i) - y(-z + \eta_j)}{(\sigma + z)(\sigma - z)} \right)
\]

\[
- \frac{1}{4} \exp \left( \frac{(-\sigma + \eta_i)^3/3 + (\sigma + \eta_i)^3/3 - y(-\sigma + \eta_i) - x(\sigma + \eta_i)}{(\sigma + \eta_i)} \right) + \frac{1}{4} \exp \left( \frac{(-\sigma + \eta_i)^3/3 + (\sigma + \eta_j)^3/3 - x(-\sigma + \eta_i) - y(\sigma + \eta_i)}{(\sigma + \eta_i)} \right)
\]

where the contours are chosen so that \( c_z > -\sigma \) and \( d_z \) is between \( -\sigma \) and \( \sigma \).

When \( x - \eta_i < y - \eta_j \), \( R_{22}^{\exp,n} \) is determined by antisymmetry.

At this point, we have shown that when \( \alpha = 1/2 \) and for any set of points \( \{i_r, x_i; j_s, x_j\}_{1 \leq r, s \leq k} \in \{1, \ldots, k\} \times \mathbb{R} \),

\[
Pf \left( K_{\text{exp,n}}^{\exp,n}(i_r, x_i; j_s, x_j) \right)_{r,s=1}^{k} \xrightarrow{q \to 1} Pf \left( K_{\text{cross}}^{\text{cross}}(i_r, x_i; j_s, x_j) \right)_{r,s=1}^{k} .
\]
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In order to conclude that the Fredholm Pfaffian likewise has the desired limit, one needs a control on the entries of the kernel $K^{\exp,n}$, in order to apply dominated convergence.

**Lemma 3** Let $a \in \mathbb{R}$ and $0 \geq \eta_1 < \cdots < \eta_k$ be fixed. There exist positive constants $C, c, m$ for $n > m$ and $x, y > a$,

$$
|K^{\exp,n}_{11}(i, x; j, y)| < C \exp \left( -cx - cy \right),
$$

$$
|K^{\exp,n}_{12}(i, x; j, y)| < C \exp \left( -cx \right),
$$

$$
|K^{\exp,n}_{22}(i, x; j, y)| < C.
$$

**Proof** The proof is very similar to that of Lemmas 5.11 and 6.4 in [1]. Indeed, using the same approach as in the proof of these lemmas, we obtain that

$$
|I^{\exp,n}_{11}(i, x; j, y)| < C \exp \left( -cx - cy \right),
$$

$$
|I^{\exp,n}_{12}(i, x; j, y)| < C \exp \left( -cx \right),
$$

$$
|I^{\exp,n}_{22}(i, x; j, y)| < C \exp \left( -cx - cy \right),
$$

and

$$
|R^{\exp,n}_{11}(i, x; j, y)| = 0,
$$

$$
|R^{\exp,n}_{12}(i, x; j, y)| \leq C \prod_{i < j} \exp \left( (x + y)(\eta_i - \eta_j) \right),
$$

$$
|R^{\exp,n}_{22}(i, x; j, y)| < C.
$$

Recall that when $i < j$, $\eta_i - \eta_j < 0$, so that the bounds on $I^{\exp,n}$ and $R^{\exp,n}$ combine together to the statement of Lemma 3.

The bounds from Lemma 3 are such that the hypotheses in Lemma 1 are satisfied. We conclude, applying dominated convergence in the Pfaffian series expansion, that

$$
\lim_{n \to \infty} \mathbb{P}\left( \bigcap_{i=1}^{k} \{H_n(\eta_i) < x_i\} \right) = \text{Pf}(J - K^{\text{cross}})_{L^2(\mathbb{D}_k(x_1, \ldots, x_k))}.
$$
5.4 Proof of Theorem 9

The proof is very similar as that of Theorem 8. We use a similar rescaling of the kernel: we define the rescaled kernel

\[ K_{\text{exp},n}(i, x_i; j, x_j) := \left( \begin{array}{c}
\sigma^{-2} e^{-2 \sigma n/3} e^{\eta_i x_i + \eta_j x_j - \eta_i^{3/3} - \eta_j^{3/3}} K_{11}^{\text{exp}}(i, X_i; j, X_j) \\
\sigma^{-1} e^{-\eta_i x_i + \eta_j x_j + \eta_i^{3/3} + \eta_j^{3/3}} K_{22}^{\text{exp}}(i, X_i; j, X_j)
\end{array} \right) \]

Then, we decompose the kernel as

\[ K_{\text{exp},n}(i, x_i; j, x_j) = I_{\text{exp},n}(i, x_i; j, x_j) + R_{\text{exp},n}(i, x_i; j, x_j) \]

using the formulas (and choice of contours) of Sect. 4 in the case \( \alpha > 1/2 \). Thus, the formulas are slightly simpler than in the proof of Theorem 8. To show that the kernel \( K_{\text{exp},n} \) converges pointwise to \( K_{\text{SU}} \), we follow the same steps as in the proof of Theorem 8 as if \( \sigma = +\infty \) and contours \( \gamma[a_z], \gamma[a_w], \gamma[b_z], \gamma[b_w] \) are chosen to be consistent with the constraints on contours in the case \( \alpha > 1/2 \) of Sect. 4. Finally, the kernel satisfies the same uniform bounds as in Lemma 3, so that we conclude the proof by dominated convergence as above.
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