MULTIPLE BRAKE ORBITS IN $m$–DIMENSIONAL DISKS
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ABSTRACT. Let $(M, g)$ be a (complete) Riemannian surface, and let $\Omega \subset M$ be an open subset whose closure is homeomorphic to a disk. We prove that if $\partial \Omega$ is smooth and it satisfies a strong concavity assumption, then there are at least two distinct orthogonal geodesics in $\overline{\Omega} = \Omega \cup \partial \Omega$. Using the results given in [6], we then obtain a proof of the existence of two distinct brake orbits for a class of Hamiltonian systems. In our proof we shall use recent deformation results proved in [7].
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1. Introduction

In this paper we will use a non-smooth version of the Lusternik–Schnirelman theory to prove the existence of multiple orthogonal geodesic chords in a Riemannian manifolds with boundary. This fact, together with the results in [6], gives a multiplicity result for brake orbits of a class of Hamiltonian systems. Let us recall a few basic facts and notations from [6].

1.1. Geodesics in Riemannian Manifolds with Boundary. Let \((M, g)\) be a smooth (i.e., of class \(C^2\)) Riemannian manifold with \(\text{dim}(M) = m \geq 2\), let \(\text{dist}\) denote the distance function on \(M\) induced by \(g\); the symbol \(\nabla\) will denote the covariant derivative of the Levi-Civita connection of \(g\), as well as the gradient differential operator for smooth maps on \(M\). The Hessian \(H^f(q)\) of a smooth map \(f : M \to \mathbb{R}\) at a point \(q \in M\) is the symmetric bilinear form \(H^f(q)(v, w) = g((\nabla_v \nabla f)(q), w)\) for all \(v, w \in T_q M\); equivalently, \(H^f(q)(v, v) = \frac{d^2}{ds^2}|_{s=0} f(\gamma(s))\), where \(\gamma : [-\epsilon, \epsilon] \to M\) is the unique (affinely parameterized) geodesic in \(M\) with \(\gamma(0) = q\) and \(\dot{\gamma}(0) = v\). We will denote by \(\frac{\partial}{\partial t}\) the covariant derivative along a curve, in such a way that \(\frac{\partial}{\partial t} \dot{\gamma} = 0\) is the equation of the geodesics. A basic reference on the background material for Riemannian geometry is [2].

Let \(\Omega \subset M\) be an open subset; \(\overline{\Omega} = \Omega \cup \partial \Omega\) will denote its closure. In this paper we will use a somewhat strong concavity assumption for compact subsets of \(M\), that we will call ”strong concavity” below, and which is stable by \(C^2\)-small perturbations of the boundary.

If \(\partial \Omega\) is a smooth embedded submanifold of \(M\), let \(\mathbb{I}_{n}(x) : T_x(\partial \Omega) \times T_x(\partial \Omega) \to \mathbb{R}\) denote the second fundamental form of \(\partial \Omega\) in the normal direction \(n \in T_x(\partial \Omega)\). Recall that \(\mathbb{I}_{n}(x)\) is a symmetric bilinear form on \(T_x(\partial \Omega)\) defined by:
\[
\mathbb{I}_{n}(x)(v, w) = g(\nabla_v W, n), \quad v, w \in T_x(\partial \Omega),
\]
where \(W\) is any local extension of \(w\) to a smooth vector field along \(\partial \Omega\).

Remark 1.1. Assume that it is given a signed distance function for \(\partial \Omega\), i.e., a smooth function \(\phi : M \to \mathbb{R}\) with the property that \(\Omega = \phi^{-1}([-\infty, 0])\) and \(\partial \Omega = \phi^{-1}(0)\), with \(d\phi \neq 0\) on \(\partial \Omega\) \footnote{One can choose \(\phi\) such that \(|\phi(q)| = \text{dist}(q, \partial \Omega)\) for all \(q\) in a (closed) neighborhood of \(\partial \Omega\).} \footnote{Observe that, with our definition of \(\phi\), then \(\nabla \phi\) is a normal vector to \(\partial \Omega\) pointing outwards from \(\Omega\).} The following equality between the Hessian \(H^\phi\) and the second fundamental form \(\mathbb{I}_{n}\) of \(\partial \Omega\) holds:
\[
H^\phi(x)(v, v) = -\mathbb{I}_{\nabla \phi(x)}(x)(v, v), \quad x \in \partial \Omega, \quad v \in T_x(\partial \Omega);
\]
Namely, if \(x \in \partial \Omega\), \(v \in T_x(\partial \Omega)\) and \(V\) is a local extension around \(x\) of \(v\) to a vector field which is tangent to \(\partial \Omega\), then \(v(g(\nabla \phi, V)) = 0\) on \(\partial \Omega\), and thus:
\[
H^\phi(x)(v, v) = v(g(\nabla \phi, V)) - g(\nabla \phi, \nabla_v V) = -\mathbb{I}_{\nabla \phi(x)}(x)(v, v).
\]

For convenience, we will fix throughout the paper a function \(\phi\) as above. We observe that, although the second fundamental form is defined intrinsically, there is no canonical choice for the function \(\phi\) describing the boundary of \(\Omega\) as above.

Definition 1.2. We will say that \(\mathbb{I}_{n}(x)\) is strongly concave if \(\mathbb{I}_{n}(x)\) is negative definite for all \(x \in \partial \Omega\) and all inward pointing normal direction \(n\).

Observe that if \(\mathbb{I}_{n}(x)\) is strongly concave, geodesics starting tangentially to \(\partial \Omega\) remain inside \(\Omega\).

Remark 1.3. Strong concavity is evidently a \(C^2\)-open condition. Then, by (1.1), if \(\mathbb{I}_{n}(x)\) is compact, we deduce the existence of \(\delta_0 > 0\) such that \(H^\phi(x)(v, v) < 0\) for all \(x \in \phi^{-1}([-\delta_0, \delta_0])\) and for all \(v \in T_x M, v \neq 0\), such that \(g(\nabla \phi(x), v) = 0\).
A simple contradiction argument based on Taylor expansion shows that, under the above condition, it is $\nabla \phi(q) \neq 0$, for all $q \in \phi^{-1}([-\delta_0, \delta_0])$.

**Remark 1.4.** Let $\delta_0$ be as above. The strong concavity condition gives us the following property of geodesics, that will be used systematically throughout the paper:

$$\text{for any geodesic } \gamma : [a, b] \to \Omega \text{ with } \phi(\gamma(a)) = \phi(\gamma(b)) = 0$$

$$\text{and } \phi'(\gamma(s)) < 0 \text{ for all } s \in [a, b[, \text{ there exists } \bar{s} \in ]a, b[ \text{ such that } \phi'(\gamma(\bar{s})) < -\delta_0.$$ Such property is proved easily by looking at the minimum point of the map $s \mapsto \phi(\gamma(s))$.

The main objects of our study are geodesics in $M$ having image in $\overline{\Omega}$ and with endpoints orthogonal to $\partial \Omega$, that will be called **orthogonal geodesic chords**.

**Definition 1.5.** A geodesic $\gamma : [a, b] \to M$ is called a **geodesic chord** in $\overline{\Omega}$ if $\gamma([a, b[) \subset \Omega$ and $\gamma(a), \gamma(b) \in \partial \Omega$; by a **weak geodesic chord** we will mean a geodesic $\gamma : [a, b] \to M$ with image in $\overline{\Omega}$ and endpoints $\gamma(a), \gamma(b) \in \partial \Omega$ and such that $\gamma(s_0) \in \partial \Omega$ for some $s_0 \in ]a, b[$. A (weak) geodesic chord is called **orthogonal** if $\dot{\gamma}(a^+) \in (T_{\gamma(a)} \partial \Omega)^\perp$ and $\dot{\gamma}(b^-) \in (T_{\gamma(b)} \partial \Omega)^\perp$, where $\dot{\gamma}(\pm)$ denote the one-sided derivatives.

For shortness, we will write OGC for “orthogonal geodesic chord” and WOGC for “weak orthogonal geodesic chord”.

In the central result of this paper we will give a lower estimate on the number of distinct orthogonal geodesic chords; we recall here some results in this direction available in the literature. In [11], Bos proved that if $\partial \Omega$ is smooth, $\overline{\Omega}$ convex and homeomorphic to the $m$-dimensional disk, then there are at least $m$ distinct OGC’s for $\overline{\Omega}$. Such a result is a generalization of a classical result by Ljusternik and Schnirelman (see [15]), where the same result was proven for convex subsets of $\mathbb{R}^m$ endowed with the Euclidean metric. Bos’ result was used in [10] to prove a multiplicity result for brake orbits under a certain “non-resonance condition”. Counterexamples show that, if one drops the convexity assumption, the lower estimate for orthogonal geodesic chords given in Bos’ theorem does not hold.

Motivated by the study of a certain class of Hamiltonian systems (see Subsection 1.4), in this paper we will study the case of sets with strongly concave boundary. A natural conjecture is that, also in the concave case, one should have at least $m$ distinct orthogonal geodesic chords in an $m$-disk, but at this stage, this seems to be a quite hard result to prove. Having this goal in mind, in this paper we give a positive answer to our conjecture in the special case when $m = 2$. Our central result is the following:

**Theorem 1.6.** Let $\Omega$ be an open subset of $M$ with smooth boundary $\partial \Omega$, such that $\overline{\Omega}$ is strongly concave and homeomorphic to the $m$-dimensional disk. Then, there are at least two geometrically distinct orthogonal geodesic chords in $\overline{\Omega}$.

A similar multiplicity result was proved in [8], assuming that $\overline{\Omega}$ is homeomorphic to the $m$-dimensional annulus.

1.2. **Reduction to the case without WOGC.** Although the general class of weak orthogonal geodesic chords are perfectly acceptable solutions of our initial geometrical problem, our suggested construction of a variational setup works well only in a situation where one can exclude a priori the existence in $\overline{\Omega}$ of orthogonal geodesic chords $\gamma : [a, b] \to \overline{\Omega}$ for which there exists $s_0 \in ]a, b[$ such that $\gamma(s_0) \in \partial \Omega$.

One does not lose generality in assuming that there are no such WOGC’s in $\overline{\Omega}$ by recalling the following result from [6].

**Proposition 1.7.** Let $\tilde{\Omega} \subset M$ be an open set whose boundary $\partial \tilde{\Omega}$ is smooth and compact and with $\tilde{\Omega}$ strongly concave. Assume that there are only a finite number of (crossing) orthogonal geodesic chords in $\overline{\Omega}$. Then, there exists an open subset $\Omega' \subset \Omega$ with the following properties:

---

3By geometrically distinct curves we mean curves having distinct images as subsets of $\overline{\Omega}$. 

---
\( \Omega' \) is diffeomorphic to \( \Omega \) and it has smooth boundary;
(2) \( \Omega' \) is strongly concave;
(3) the number of (crossing) OGC's in \( \Omega' \) is less than or equal to the number of (crossing) OGC's in \( \Omega \);
(4) there are no (crossing) WOGC's in \( \Omega' \).

**Proof.** See [6, Proposition 2.6] \( \square \)

**Remark 1.8.** In view of the result of Proposition 1.7, it suffices to prove Theorem 1.6 under the further assumption that:

\( \text{(1.3)} \) there are no WOGC's in \( \Omega \).

For this reason, we will henceforth assume (1.3).

1.3. **On the curve shortening method in concave manifolds.** Multiplicity of OGC's in the case of compact manifolds having convex boundary is typically proven by applying a curve-shortening argument. From an abstract viewpoint, the curve-shortening process can be seen as the construction of a flow in the space of paths, along whose trajectories the length or energy functional is decreasing.

In this paper we will follow the same procedure, with the difference that both the space of paths and the shortening flow have to be defined appropriately.

Shortening a curve having image in a closed convex subset \( \Omega \) of a Riemannian manifold produces another curve in \( \Omega \); in this sense, we think of the shortening flow as being “inward pushing” in the convex case. As opposite to the convex case, the shortening flow in the concave case will be “outwards pushing”, and this fact requires the one should consider only those portions of a curve that remain inside \( \Omega \) when it is stretched outwards. This type of analysis has been carried out in [7], and we shall employ here many of the results proved in [7].

The concavity condition plays a central role in the variational setup of our construction. “Variational criticality” relatively to the energy functional will be defined in terms of “outwards pushing” infinitesimal deformations of the path space (see Definition 4.3). The class of variationally critical portions contains properly the set of portions consisting of crossing OGC’s; such curves will be defined as “geometrically critical” paths (see Definition 4.1).

In order to construct the shortening flow, an accurate analysis of all possible variationally critical paths is required (Section 5), and the concavity condition will guarantee that such paths are well behaved (see Lemma 5.1, Proposition 5.2 and Proposition 5.3).

Once that a reasonable classification of variationally critical points is obtained, the shortening flow is constructed by techniques which are typical of pseudo-gradient vector field approach. The crucial property of the shortening procedure is that its flow lines move away from critical portions which are not OGC’s, in the same way that the integral line of a pseudo-gradient vector field move away from points that are not critical. A technical description of the abstract minimax framework that we will use is given in Subsection 2.2.

1.4. **Brake and Homoclinic Orbits of Hamiltonian Systems.** The result of Theorem 1.6 can be applied to prove a multiplicity result for brake orbits and homoclinic orbits, as follows.

Let \( p = (p_i), q = (q^i) \) be coordinates on \( \mathbb{R}^{2m} \), and let us consider a natural Hamiltonian function \( H \in C^2(\mathbb{R}^{2m}, \mathbb{R}) \), i.e., a function of the form

\[
H(p, q) = \frac{1}{2} \sum_{i,j=1}^{m} a^{ij}(q)p_ip_j + V(q),
\]

where \( V \in C^2(\mathbb{R}^m, \mathbb{R}) \) and \( A(q) = (a^{ij}(q)) \) is a positive definite quadratic form on \( \mathbb{R}^m \):

\[
\sum_{i,j=1}^{m} a^{ij}(q)p_ip_j \geq \nu(q)|q|^2
\]
for some continuous function \( \nu : \mathbb{R}^m \to \mathbb{R}^+ \) and for all \((p, q) \in \mathbb{R}^{2m}\).

The corresponding Hamiltonian system is:

\[
\frac{\dot{p}}{p} = -\frac{\partial H}{\partial q} \quad \text{and} \quad \frac{\dot{q}}{q} = \frac{\partial H}{\partial p},
\]

where the dot denotes differentiation with respect to time.

For all \(q \in \mathbb{R}^m\), denote by \(\mathcal{L}(q) : \mathbb{R}^m \to \mathbb{R}^m\) the linear isomorphism whose matrix with respect to the canonical basis is \((a_{ij}(q))\), which is the inverse of \((a^{ij}(q))\); it is easily seen that, if \((p, q)\) is a solution of class \(C^1\) of (1.5), then \(q\) is actually a map of class \(C^2\) and

\[
p = \mathcal{L}(q)\dot{q}.
\]

With a slight abuse of language, we will say that a solution of (1.5), called brake orbits, is a solution if \(p, q\) is a solution of (1.5) where \(p\) is given by (1.6). Since the system (1.5) is autonomous, i.e., time independent, then the function \(H\) is constant along each solution, and it represents the total energy of the solution of the dynamical system. There exists a large amount of literature concerning the study of periodic solutions of autonomous Hamiltonian systems having energy \(H\) prescribed (see for instance [11, 12, 14, 18] and the references therein).

### 1.5. The Seifert conjecture in dimension 2

We will be concerned with a special kind of periodic solutions of (1.5), called brake orbits. A brake orbit for the system (1.5) is a non-constant periodic solution \(R \ni t \mapsto (p(t), q(t)) \in \mathbb{R}^{2m}\) of class \(C^2\) with the property that \(p(0) = p(T) = 0\) for some \(T > 0\). Since \(H\) is even in the variable \(p\), a brake orbit \((p, q)\) is \(2T\)-periodic, with \(p\) odd and \(q\) even about \(t = 0\) and about \(t = T\). Clearly, if \(E\) is the energy of a brake orbit \((p, q)\), then \(V(q(0)) = V(q(T)) = E\).

The link between solutions of brake orbits and orthogonal geodesic chords is obtained in [6, Theorem 5.9]. Using this theorem and Theorem 1.6, we get immediately the following:

**Theorem 1.9.** Let \(H \in C^2(\mathbb{R}^{2m}, \mathbb{R})\) be a natural Hamiltonian function as in (1.4), \(E \in \mathbb{R}\) and

\[
\Omega_E = V^{-1}(]-\infty, E[)\]

Assume that \(dV(x) \neq 0\) for all \(x \in \partial \Omega_E\) and that \(\Omega_E\) is homeomorphic to a \(m\)-disk. Then, the Hamiltonian system (1.5) has at least two geometrically distinct brake orbits having energy \(E\).

Multiplicity results for brake orbits in even, convex case are obtained e.g. in [12, 13, 21, 22, 23].

In [19], it was conjectured by Seifert the existence of at least \(m\) brake orbits and it is well known that such lower estimate for the number of brake orbits cannot be improved. Indeed, consider the Hamiltonian:

\[
H(q, p) = \frac{1}{2}|p|^2 + \sum_{i=1}^{m} \lambda_i^2 q_i^2, \quad (q, p) \in \mathbb{R}^{2m},
\]

where \(\lambda_i \neq 0\) for all \(i\). If \(E > 0\) and the squared ratios \((\lambda_i/\lambda_j)^2\) are irrational for all \(i \neq j\), then the only periodic solutions of (1.5) with energy \(E\) are the \(m\) brake orbits moving along the axes of the ellipsoid with equation

\[
\sum_{i=1}^{m} \lambda_i^2 q_i^2 = E.
\]
The result in [12] is a proof of the Seifert conjecture (in any dimension) under the assumption that the potential is convex and even. Theorem [19] gives a proof of the Seifert conjecture in dimension \( m = 2 \), without any assumption on the potential.

2. Main Ideas of the Proof

In this section we will give an outline of the paper, describing the functional framework and the main ideas of the proofs.

2.1. Presentation of the proof of Theorems [16] and [19]

The proof of our multiplicity result will be carried out in the following way. Set \( W = \{ x \in \mathbb{R}^2 : V(x) < E \} \).

- Using the well known Maupertuis–Jacobi variational principle, see e.g. [6] Proposition 4.1], brake orbits for the given Hamiltonian system are characterized, up to a reparameterization, as geodesics with endpoints on \( \partial W \) relatively to a certain Riemannian metric, the so-called Jacobi metric on \( W \), singular on \( \partial W \) given by
  \[ g_*(v, v) = (E - V(x)) g_0(v, v), \text{ where } g_0(v, v) = \frac{1}{2} \sum_{i,j=1}^m a_{ij}(x) v_i v_j; \]
- by means of the Jacobi metric and the induced ”distance from the boundary” function, one gets rid of the metric singularity on the boundary, and the problem is reduced to the search of geometrically distinct geodesics, orthogonal to the boundary of a Riemannian manifold which is homeomorphic to the \( m \)-dimensional, whose boundary satisfies a strong concavity condition, cf [6];
- a minimax argument will be applied to a suitable class of homotopies and to a particular nonsmooth functional (for the classical minimax theory cf e.g. [16][20]).

2.2. Abstract Ljusternik–Schnirelman theory.

For the minimax theory we shall use the following topological invariant. Consider a topological space \( X \) and \( Y \subset X \). We shall use a suitable version of the relative category in \( X \) mod \( Y \) (see [3][4] as topological invariant, which is defined as follows.

Let \( D \subset X \) be a closed subset, and assume that there exists \( k > 0 \) and \( A_0, A_1, \ldots, A_k \) open subsets of \( X \) such that:

- \( D \subset \bigcup_{i=0}^k A_i; \)
- for any \( i = 1, \ldots, k \) there exists a homotopy \( h_i \) sending \( A_i \) to a single point moving in \( X \), while the homotopy \( h_0 \) sends \( A_0 \) inside \( Y \) moving \( A_0 \cap Y \) in \( Y \).

The minimal integer \( k \) with the above properties is the relative category of \( D \) in \( X \) mod \( Y \) and it will be denoted by \( \text{cat}_X Y(D) \). We shall use it with \( X = S^{m-1} \times S^{m-1} \) and \( Y = \{ (A, B) \in S^{m-1} : A = B \} \equiv \Delta^{m-1}, \) where \( S^{m-1} \) is the \((m-1)\)-dimensional unit sphere.

In [7] a different relative category is considered. There, the maps \( h_i \) were assumed to send the \( A_i \)'s to a single point moving outside the set \( \Delta^{m-1} \); moreover, it was used a quotient of the product \( S^{m-1} \times S^{m-1} \) obtained by identifying the pairs \((A, B)\) and \((B, A)\).

Its numerical value is \( m \), but unfortunately this notion of relative category is not compatible with the definition of the functional \( F \) used in the minimax argument, and no multiplicity result can be obtained. In order to have a relative category which fits with the properties of the functional \( F \), one must relax the assumptions on the maps \( h_i \), and require that they take values in all the space \( S^{m-1} \times S^{m-1} \). This gives a lower numerical value for such new notion of relative category, which is less than or equal to \( 2 \), as can be seen by the same topological arguments used in [9]. This suggests that it is more convenient to use a relative category without the symmetry given by the identification of the pairs \((A, B)\) and \((B, A)\).

With this definition, we have:

**Lemma 2.1.** For any \( m \geq 2 \), \( \text{cat}_X Y(\Delta^{m-1}) \geq 2 \).
The proof of Lemma 2.1 uses the notion of cuplength in cohomology, and it will be given in Appendix A. Note that, in fact, the Lemma 2.1 implies the equality \( \text{cat}_{\mathcal{X}, \mathcal{Y}}(\mathcal{X}) = 2 \), as it easy to show that, in any dimension, \( \text{cat}_{\mathcal{X}, \mathcal{Y}}(\mathcal{X}) \leq 2 \).

The problem of finding orthogonal geodesic chords in a domain \( \Omega \) of a Riemannian manifold \( \Omega \) with non-convex boundary \( \partial \Omega \) cannot be cast in a standard smooth variational context, due mainly to the fact that the classical shortening flow on the set of curves in \( \Omega \) with endpoints on the boundary produces stationary curves that are not ”classical geodesics”. In order to overcome this problem, our strategy will be to reproduce the ”ingredients” of the classical smooth theory in a suitable non-smooth context. More precisely, we will define the following objects:

- a metric space \( \mathcal{M} \), that consists of curves of class \( H^1 \) having image in an open neighborhood of \( \Omega \) in \( \mathcal{M} \), and whose endpoints remain outside \( \Omega \);
- a compact subset \( \mathcal{C} \) of \( \mathcal{M} \) which is homeomorphic to the set of chords in the unit disk \( \mathbb{D}^m \) with both endpoints in \( \mathbb{S}^{m-1} \) (and therefore homeomorphic to \( \mathcal{X} = \mathbb{S}^{m-1} \times \mathbb{S}^{m-1} \));
- the class of the closed \( \mathcal{R} \)-invariant subsets \( \mathcal{D} \) of \( \mathcal{C} \);
- a family \( \mathcal{H} \) consisting of pairs \( (\mathcal{D}, h) \), where \( \mathcal{D} \) is a closed subset of \( \mathcal{C} \) and \( h : [0, 1] \times \mathcal{D} \to \mathcal{M} \) is a homotopy whose properties will be described in section 7;
- a functional \( F : \mathcal{H} \to \mathbb{R}^+ \), constructed starting from the classical energy functional used for the geodesic problem.

We will define suitable notions of critical values for the functional \( F \), in such a way that distinct critical values determine geometrically distinct orthogonal geodesic chords in \( \Omega \).

Denote by \( * \) the operation of concatenation of homotopies, see (7.7). We shall say that a real number \( c \) is a topological regular value of \( F \) if there exists \( \epsilon > 0 \) such that for all \( (\mathcal{D}, h) \in \mathcal{H} \) satisfying \( F(\mathcal{D}, h)) \leq c + \epsilon \) there exists a homotopy \( \eta \) such that \( (\mathcal{D}, \eta \circ h) \in \mathcal{H} \), satisfying

\[
F(\mathcal{D}, \eta \circ h) \leq c - \epsilon.
\]

A topological critical value of \( F \) is a real number which is not a regular value.

Once this set up has been established, the proof of multiplicity of critical points of \( F \) is carried out along the lines of the standard relative Ljusternik–Schnirelman theory, as follows. Denote by \( \mathcal{C}_0 \) the set of constant curves in \( \mathcal{C} \) (which is homeomorphic to \( \mathcal{Y} \)). For \( i = 1, 2 \), set:

\[
(2.1) \quad \Gamma_i = \{ \mathcal{D} \in \mathcal{C} : \mathcal{D} \text{ is closed }, \text{cat}_{\mathcal{C}_0, \mathcal{C}_0}(\mathcal{D}) \geq i \},
\]

and define

\[
(2.2) \quad c_i = \inf_{\mathcal{D} \in \Gamma_i} F(\mathcal{D}, h).
\]

As observed in Remark 7.5, \( \mathcal{H} \) is not empty since \( (\mathcal{C}, I_\mathcal{C}) \) belongs to the class \( \mathcal{H} \), where we denote by \( I_\mathcal{C} : [0, 1] \times \mathcal{C} \to \mathcal{C} \) the map \( I_\mathcal{C}(\tau, x) = x \) for all \( \tau \) and all \( x \). Moreover, by Lemma 2.1, \( \mathcal{C} \in \Gamma_1 \) for any \( i = 1, 2 \), and from this we deduce that any \( c_i \) is a finite real number.

By the very definition, one sees immediately that each \( c_i \) is a topological critical value of \( F \); moreover, since \( \Gamma_1 \subset \Gamma_2 \), we have \( c_1 \leq c_2 \).

The crucial point of the construction is the proof of some ”deformation lemmas” for the sublevels of \( F \) using the homotopies in \( \mathcal{H}_1 \), in order to obtain that the \( c_i \)'s are energy values of geometrically distinct orthogonal geodesic chords parameterized in \([0, 1]\).

The first deformation lemma tells us that the topological critical values of \( F \) correspond to orthogonal geodesic chords, in the sense that if \( c \) is a topological critical value for \( F \) then it is a geometric critical value (cf. Definition 4.1), there exists an orthogonal geodesic chord \( \gamma \) (parameterized in the interval \([0, 1]\)) such that \( \frac{1}{2} \int_0^1 g(\dot{\gamma}, \dot{\gamma})ds = c \). Indeed if \( c > 0 \) is not a geometrical critical value, there exists \( \epsilon > 0 \) such that for any \( (\mathcal{D}, h) \in \mathcal{H} \)
satisfying $\mathcal{F}(\mathcal{D}, h) \leq c + \epsilon$, there exists a homotopy $\eta$ such that $(\mathcal{D}, \eta \ast h) \in \mathcal{H}$ and $\mathcal{F}(\mathcal{D}, \eta \ast h) \leq c - \epsilon$ (cf. 8.1).

The second deformation lemma (cf. 8.5) says that a similar deformation exists also for geometrical critical values, provided that a suitable contractible neighborhood is removed.

More precisely, in our case, given a geometrical critical value $c > 0$, assuming there is only a finite number of orthogonal geodesic chord in $\tilde{\Omega}$ having energy $c$, we will prove the existence of $\tilde{\epsilon} > 0$ such that, for all $(\mathcal{D}, h) \in \mathcal{H}$ with $\mathcal{F}(\mathcal{D}, h) \leq c + \tilde{\epsilon}$ there exists an open subset $\mathcal{A} \subset \mathcal{C}$ and a homotopy $\eta$ such that:

(i) $(\mathcal{D} \setminus \mathcal{A}, \eta \ast h) \in \mathcal{H}$;
(ii) $\mathcal{F}(\mathcal{D} \setminus \mathcal{A}, \eta \ast h) \leq c - \tilde{\epsilon}$;
(iii) $\mathcal{A}$ is contractible in $\mathcal{C}$ (hence, $\text{cat}_{\mathcal{X}, \mathcal{Y}}(\mathcal{D} \setminus \mathcal{A}) \geq \text{cat}_{\mathcal{X}, \mathcal{Y}}(\mathcal{D}) - 1$).

Moreover, we also see that low sublevels of the functional $\mathcal{F}$ consist of curves that can be deformed on $\partial \tilde{\Omega}$, obtaining that $c_1 > 0$ for any $i = 1, 2$, while by the two Fundamental Deformations Lemmas above we have:

(a) $c_1$ is a geometrical critical value;
(b) $c_1 < c_2$, assuming the existence of only a finite number of orthogonal geodesic chords in $\tilde{\Omega}$.

Note that if $c = c_1 = c_2$ we can get a contradiction in the following way. Choose $\tilde{\epsilon} > 0$ as in the second deformation Lemma, and take $(\mathcal{D}, h) \in \mathcal{H}$ such that $\mathcal{D} \in \Gamma_2$ and $\mathcal{F}(\mathcal{D}, h) \leq c_2 + \tilde{\epsilon}$. Let $\mathcal{A} \subset \mathcal{C}$ and $\eta$ be as above. Then, $\mathcal{F}(\mathcal{D} \setminus \mathcal{A}, \eta \ast h) \leq c_1 - \tilde{\epsilon}$, which is absurd, because $\mathcal{D} \setminus \mathcal{A} \in \Gamma_1$ and $(\mathcal{D} \setminus \mathcal{A}, \eta \ast h) \in \mathcal{H}$.

The argument proves the existence of at least 2 distinct geometrical critical values; the crucial point is that distinct geometrical critical values produce geometrically distinct orthogonal geodesic chords (cf. Proposition 4.2). Then, using the results in [6], we obtain the existence of at least two geometrically distinct brake orbits.

3. THE FUNCTIONAL FRAMEWORK

Throughout the paper, $(\mathcal{M}, g)$ will denote a Riemannian manifold of class $C^2$ having dimension $m$; all our constructions will be made in suitable (relatively) compact subsets of $\mathcal{M}$, and for this reason it will not be restrictive to assume, as we will, that $(\mathcal{M}, g)$ is complete. Furthermore, we will work mainly in open subsets $\Omega$ of $\mathcal{M}$ whose closure is homeomorphic to a $m$-dimensional disk, and in order to simplify the exposition we will assume that, indeed, $\tilde{\Omega}$ is embedded topologically in $\mathbb{R}^m$, which will allow to use an auxiliary linear structure in a neighborhood of $\tilde{\Omega}$. We will also assume that $\tilde{\Omega}$ is strongly concave in $\mathcal{M}$.

The symbol $H^1([a, b], \mathbb{R}^m)$ will denote the Sobolev space of all absolutely continuous curves in $\mathbb{R}^m$ whose weak derivative is square integrable. Similarly, $H^1([a, b], \mathbb{R}^m)$ will denote the infinite dimensional Hilbert manifold consisting of all absolutely continuous curves $x : [a, b] \to \mathcal{M}$ such that $\varphi \circ x |_{[c, d]} \in H^1([c, d], \mathbb{R}^m)$ for all chart $\varphi : U \subset \mathcal{M} \to \mathbb{R}^m$ of $\mathcal{M}$ such that $x([c, d]) \subset U$. By $H^1_{\mathcal{A}}([a, b], \mathbb{R}^m)$ we will denote the subset of $H^1([a, b], \mathbb{R}^m)$ with $x(a) = x(b) = 0$. For $A \subset \mathbb{R}^m$ and $a < b$ we set

$$H^1([a, b], A) = \{ x \in H^1([a, b], \mathbb{R}^m) : x(s) \in A \text{ for all } s \in [a, b] \}.$$  

The Hilbert space norm $\| \cdot \|_{a, b}$ of $H^1([a, b], \mathbb{R}^m)$ (equivalent to the usual one) will be defined by:

$$\|x\|_{a, b} = \left( \|x(a)\|^2_E + \int_a^b \|\dot{x}(s)\|^2_E \, ds \right)^{1/2},$$

where $\| \cdot \|_E$ is the Euclidean norm in $\mathbb{R}^m$. Note that by (3.2)

$$\|x\|_{L^\infty([a, b], \mathbb{R}^m)} \leq \|x\|_{a, b},$$

where $L^\infty$ denotes the space of essentially bounded functions.
and this simplifies some estimates in the proofs of the deformation Lemmas (cf. [7]). We shall use also the space $H^{2, \infty}$ which consists of differentiable curves with absolutely continuous derivative and having bounded weak second derivative.

**Remark 3.1.** In the development of our results, we will consider curves $x$ with variable domain $[a, b] \subset [0, 1]$. In this situation, by $H^1$-convergence of a sequence $x_n : [a_n, b_n] \to M$ to a curve $x : [a, b] \to M$ we will mean that $a_n$ tends to $a$, $b_n$ tends to $b$ and $\overline{x}_n : [a, b] \to M$ is $H^1$-convergent to $x$ in $H^1([a, b], M)$ as $n \to \infty$, where $\overline{x}_n$ is the unique affine reparameterization of $x$ on the interval $[a, b]$. One defines similarly the notion of $H^1$-weak convergence and of uniform convergence for sequences of curves with variable domain.

It will be useful also to consider the flows $\eta^+(\tau, x)$ and $\eta^-(\tau, x)$ on the Riemannian manifold $M$ defined by

\[
\begin{align*}
\frac{d\eta^+}{d\tau}(\tau) &= \frac{\nabla \phi(\eta^+)}{\|\nabla \phi(\eta^+)\|^2} \\
\eta^+(0) &= x \in \{ y \in M : -\delta_0 \leq \phi(y) \leq \delta_0 \},
\end{align*}
\]

and

\[
\begin{align*}
\frac{d\eta^-}{d\tau}(\tau) &= -\frac{\nabla \phi(\eta^-)}{\|\nabla \phi(\eta^-)\|^2} \\
\eta^-(0) &= x \in \{ y \in M : -\delta_0 \leq \phi(y) \leq \delta_0 \},
\end{align*}
\]

where $\| \cdot \|$ is the norm induced by $g$.

**Remark 3.2.** Note that $\eta^+(\tau, x)$ and $\eta^-(\tau, x)$ are well defined, because $\nabla \phi \neq 0$ on the strip $\phi^{-1}([-\delta_0, \delta_0])$. Moreover, using $\eta^+$ and $\eta^-$ we can show that the exists a homeomorphism between $\phi^{-1}([-\delta_0, \delta_0])$ and $\{ y \in \mathbb{R}^m : 1 - \delta_0 \leq \|y\| \leq 1 + \delta_0 \}$. Therefore it must be $\delta_0 < 1$, since $\overline{M}$ is homeomorphic to the unit $m$-dimensional disk.

Now, fix a convex $C^2$–real map $\chi$ defined in $[0, 1 + \delta_0, 1]$ such that $\chi(s) = s - 1$ for any $s \in [1 - \delta_0, 1 + \delta_0]$, $\chi'(s) > 0$ for any $s \in [0, 1 + \delta_0]$, $\chi''(0) = 0$ and consider the map:

\[
\phi_{D^m} (z) = \chi(\|z\|)E,
\]

where $D^m$ denotes the $m$–dimensional disk. Note that $\phi_{D^m}$ satisfies the properties of the map $\phi$ described in Remark [11] for the set $\overline{M} = \mathbb{D}^m$ and the Riemann structure given by the Euclidean metric.

We have the following

**Lemma 3.3.** There exists a homeomorphism $\Psi : \phi^{-1}([-\infty, \delta_0]) \to \phi_{D^m}^{-1}([-\infty, \delta_0])$, which is of class $C^1$ on $\phi^{-1}([-\delta_0, \delta_0])$, such that

\[
\phi(y) = 1 - \|\Psi(y)\|E \quad \forall y \in \phi^{-1}([-\delta_0, \delta_0]).
\]

**Proof.** Consider any homeomorphism $\phi : \overline{M} \to D^m$ and the flow $\eta^-$ given in (3.5). Note that for all $y \in \phi^{-1}([-\delta_0, 0])$ there exists a unique $y_0 \in \partial M$ and $\tau \in [-\delta_0, 0]$ such that $y = \eta^-(\tau, y_0)$.

For any $y \in \phi^{-1}([-\delta_0, 0])$ we set

\[
\psi_0^+ (y) = (1 + \tau)\psi(y),
\]

obtaining a diffeomorphism between $\phi^{-1}([-\delta_0, 0])$ and $\phi_{D^m}^{-1}([-\delta_0, 0])$. Similarly, using the flow $\eta^+$ starting from $\partial M$, we can define $\psi_0^+$ on $\phi^{-1}([0, \delta_0])$ such that $\psi_0^+(y) = \psi_0^+(y)$.
on $\partial \Omega$, obtaining a diffeomorphism $\psi_0$ between $\phi^{-1}([-\delta_0, \delta_0])$ and $\phi_{D^m}^{-1}([-\delta_0, \delta_0])$. Now, we just have to extend $\psi_0$ as homeomorphism to all $\phi^{-1}([-\infty, \delta_0])$.

Towards this goal, set

$$P_0 = \psi_0^{-1},$$

which is well defined on $\phi_{D^m}^{-1}([-\delta_0, \delta_0])$,

and

$$\bar{P}_0 = P_0|_{\phi_{D^m}^{-1}(-\delta_0)},$$

which is an homeomorphism on $\phi_{D^m}^{-1}(-\delta_0)$.

Now extend $\bar{P}_0$ to all $\{z \in \mathbb{R}^m : \|z\|_E \leq 1 - \delta_0\}$ by setting:

$$\tilde{Q}(z) = \begin{cases} \|z\|_E (1 - \delta_0) & \text{if } z \neq 0 \\ 0 & \text{if } z = 0. \end{cases}$$

Finally, the desired homeomorphism $\Psi$ is obtained by setting:

$$\Psi^{-1}(z) = \begin{cases} \psi_0^{-1}(z) & \text{if } z \in \phi_{D^m}^{-1}([-\delta_0, \delta_0]) \\ \psi^{-1}(\tilde{Q}(z)) & \text{if } z \in \phi_{D^m}^{-1}([-\infty, -\delta_0]). \end{cases}$$

Throughout the paper we shall use also the following constant:

$$K_0 = \max_{x \in \phi^{-1}([-\infty, \delta_0])} \|\nabla \phi(x)\|.$$

3.1. Path space and maximal intervals. In this subsection we will describe the set of curves $\mathcal{M}$, which will be the ambient space of our minimax framework, and the set $\mathcal{C} \subset \mathcal{M}$ homeomorphic to $S^1 \times S^1$, that encodes all the topological information about $\mathcal{M}$.

Let $\delta_0 > 0$ be as in Remark 1.4. Consider first the following set of paths

$$\mathcal{M}_0 = \left\{ x \in H^1([0, 1], \phi^{-1}([-\infty, \delta_0])) : \phi(x(0)) \geq 0, \phi(x(1)) \geq 0 \right\},$$

see Figure 1

This is a subset of the Hilbert space $H^1([0, 1], \mathbb{R}^m)$, and it will be topologized with the induced metric.

The following result will be used systematically throughout the paper:
Lemma 3.4. If \( x \in \mathfrak{M}_0 \) and \([a, b] \subset [0, 1]\) is such that \( x(a) \in \partial \Omega \) and there exists \( \bar{s} \in [a, b] \) such that \( \phi(x(s)) \leq -\delta < 0 \), then:

(3.10) \[ b - a \geq \frac{\delta^2}{K_0} \left( \int_a^b g(\dot{x}, \dot{x}) \, d\sigma \right)^{-1}, \]

and

(3.11) \[ \sup \{ |\phi(x(s))| : s \in [a, b]\} \leq \sqrt{2}K_0 \left( \frac{b - a}{2} \int_a^b g(\dot{x}, \dot{x}) \, d\sigma \right)^{\frac{1}{2}}, \]

where \( K_0 \) is defined in (3.8).

Proof. Since \( \phi(x(a)) = 0 \) we have, for any \( s \in [a, b] \):

\[ |\phi(x(s))| - |\phi(x(s)) - \phi(x(a))| \leq \int_a^s |g(\nabla \phi(x(\sigma)), \dot{x}(\sigma))| \, d\sigma \leq \int_a^s |g(\nabla \phi(x(\sigma)), \dot{x}(\sigma))| \, d\sigma \leq K_0 \int_a^b g(\dot{x}, \dot{x}) \, d\sigma \]

\[ \leq K_0 \sqrt{b - a} \left( \int_a^b g(\dot{x}, \dot{x}) \, d\sigma \right)^{\frac{1}{2}}, \]

from which (3.11) follows. Moreover, the same estimate shows that, if there exists \( \bar{s} \in [a, b] \) such that \( \phi(x(s)) \leq -\delta < 0 \), then (3.10) holds. \( \square \)

For all \( x \in \mathfrak{M}_0 \), let \( \mathcal{I}_0^x \) and \( \mathcal{I}_x \) denote the following collections of closed subintervals of \([0, 1]\):

\[ \mathcal{I}_0^x = \{ [a, b] \subset [0, 1] : x([a, b]) \in \overline{\Omega}, x(a), x(b) \in \partial \Omega \}, \]

\[ \mathcal{I}_x = \{ [a, b] \in \mathcal{I}_0^x \text{ and } [a, b] \text{ is maximal with respect to this property} \}. \]

Remark 3.5. It is immediate to verify the following semicontinuity property. Suppose \( x_n \to x \) in \( \mathfrak{M} \), \([a, b] \in \mathcal{I}_x \) and \( [a_n, b_n] \in \mathcal{I}_{x_n} \) with \([a_n, b_n] \cap [a, b] \neq \emptyset \) for all \( n \). Then

\[ a \leq \lim \inf_{n \to \infty} a_n \leq \lim \sup_{n \to \infty} b_n \leq b. \]

Remark 3.6. Note that if \( \gamma : [0, 1] \to \overline{\Omega} \) is an OGC, then \( \gamma \not\equiv \gamma \). Indeed if by contradiction \( \gamma(1 - t) = \gamma(t) \) for any \( t \), from which we deduce \( \gamma'(\frac{1}{2}) = 0 \) and by the conservation law of the energy we should have that \( \gamma \) is constant.

The following Lemma allows to describe the subset \( \mathcal{C} \) of \( \mathfrak{M}_0 \) which carries on all the topological properties of \( \mathfrak{M}_0 \).

Lemma 3.7. There exists there a continuous map \( G : \partial \Omega \times \partial \Omega \to H^1([0, 1], \overline{\Omega}) \) such that

1. \( G(A, B)(0) = A \), \( G(A, B)(1) = B \).
2. \( A \neq B \Rightarrow G(A, B)(s) \in \partial \Omega \forall s \in [0, 1]\).
3. \( G(A, A)(s) = A \forall s \in [0, 1]. \)
4. Suppose there exists \( s_0 \in [0, 1] : \phi(G(A, B)(s_0)) > -\delta_0 \). Then the set \( \{ s \in [0, 1] : \phi(G((A, B)(s))) \in [-\delta_0, 0] \} \) consists of two intervals where \( \phi(G(A, B)(s)) \) is strictly monotone.

Proof. Let \( \Psi : \phi^{-1}([-\infty, \delta_0]) \to \phi^{-1}_0([-\infty, \delta_0]) \) be the homeomorphism of Lemma 3.3.

Define

\[ \hat{G}(A, B)(s) = \Psi^{-1}\left( (1 - s)\Psi(A) + s\Psi(B) \right), A, B \in \overline{\Omega}. \]
In general, if $\overline{\Omega}$ is only homeomorphic to the disk $\mathbb{D}^m$, the above definition produces curves that in principle are only continuous. In order to produce curves with an $H^1$-regularity, we use a broken geodesic approximation argument. Towards this goal note that if the curve 

$$(1 - s)\Psi(A) + s\Psi(B)$$

intersects $\phi^{-1}_{\mathbb{D}^m}(-\delta_0)$ this happen at the instants

$$0 < s_A \leq s_B < 1,$$

with $s_A, s_B$ depending continuously by $A, B$ respectively.

Denote by $\phi(\Omega, g)$ the infimum of the injectivity radii of all points of $\overline{\Omega}$ relatively to the metric $g$ (cf. [2]). By compactness, there exists $N_0 \in \mathbb{N}$ with the property that $\text{dist}(\hat{G}(A, B)(a), \hat{G}(A, B)(b)) \leq \phi(\Omega, g)$ whenever $|a - b| \leq \frac{1}{N_0}$ (where dist denotes the distance induced by $g$).

Finally, for all $\hat{G}(A, B)$, denote by $\gamma_{A,B}$ the broken geodesic obtained as concatenation of the curves $\gamma_k : [s_A + \frac{k}{N_0}(s_B - s_A), s_A + \frac{k+1}{N_0}(s_B - s_A)] \to M$ given by the unique minimal geodesic in $(M, g)$ from $G(A, B)(s_A + \frac{k}{N_0}(s_B - s_A))$ to $G(A, B)(s_A + \frac{k+1}{N_0}(s_B - s_A)), k = 1, \ldots, N_0 + 1$. Moreover we set

$$\gamma_{A,B}(s) = \hat{G}(A, B)(s) \text{ if } s \in [0, s_A] \cup [s_B, 1].$$

Since the minimal geodesic in any convex normal neighborhood depend continuously (with respect to the $C^2$-norm) on its endpoints, $\gamma_{A,B}$ depends continuously by $(A, B)$ in the $H^1$-norm. Moreover thanks to (3.7), $\gamma_{A,B}$ satisfies (1)-(4) provided that $N_0$ is sufficiently large.

Now, using the flow $\eta^-$ of (3.5), defined also in a neighborhood of $\phi^{-1}([-\delta_0, \delta_0])$, we can modified $\gamma_{A,B}$ in $[s_A, s_B]$ obtaining $G$ such that $\phi(G(A, B)(s)) > -\delta_0$ for any $s \in ]s_A, s_B[$. Then, thanks to (3.7) $G$ satisfies also property (4).

We set

$$\mathcal{C} = \{G(A, B) : A, B \in \partial \Omega\},$$

$$\mathcal{C}_0 = \{G(A, A) : A \in \partial \Omega\}.$$

**Remark 3.8.** Note that $\mathcal{C}$ is homeomorphic to $S^{m-1} \times S^{m-1}$ by a homeomorphism mapping $\mathcal{C}_0$ onto $\{(A, A) : A \in S^{m-1}\}$.

Define now the following constant:

$$(3.13) \quad M_0 = \sup_{x \in \mathcal{C}} \int_0^1 g(\dot{x}, \dot{x}) \, dt.$$  

Since $\mathcal{C}$ is compact and the integral in (3.13) is continuous in the $H^1$-topology, then $M_0 < +\infty$. Finally we define the following subset of $\mathcal{M}_0$:

$$(3.14) \quad \mathcal{M} = \left\{ x \in \mathcal{M}_0 : \frac{1}{2} \int_a^b g(\dot{x}, \dot{x}) \, dt < M_0 \quad \forall[a, b] \in \mathcal{T}_2 \right\}.$$  

We shall work in $\mathcal{M}$ using flows in $H^1([0, 1], \mathbb{R}^m)$ for which $\mathcal{M}$ is invariant.

**4. GEOMETRICALLY CRITICAL VALUES AND VARIATIONALLY CRITICAL PORTIONS**

In this section we will introduce two different notions of criticality for curves in $\mathcal{M}$.

**Definition 4.1.** A number $c \in [0, M_0]$ will be called a geometrically critical value if there exists an OGC $\gamma$ parameterized in $[0, 1]$ such that $\frac{1}{2} \int_0^1 g(\dot{\gamma}, \dot{\gamma}) \, dt = c$. A number which is not geometrically critical will be called geometrically regular value.
It is important to observe that, in view to obtain multiplicity results, distinct geometrically critical values yield geometrically distinct orthogonal geodesic chords:

**Proposition 4.2.** Let $c_1 \neq c_2, c_1, c_2 > 0$ be distinct geometrically critical values with corresponding OGC $x_1, x_2$. Then $x_1([0, 1]) \neq x_2([0, 1])$.

**Proof.** The OGC’s $x_1$ and $x_2$ are parameterized in the interval $[0, 1]$. Assume by contradiction, $x_1([0, 1]) = x_2([0, 1])$. Since 

$$x_i([0, 1]) \subset \Omega \text{ for any } i = 1, 2,$$

we have

$$\{x_1(0), x_1(1)\} = \{x_2(0), x_2(1)\}.$$ 

Up to reversing the orientation of $x_2$, we can assume $x_1(0) = x_2(0)$. Since $x_1$ and $x_2$ are OGC’s, $\dot{x}_1(0)$ and $\dot{x}_2(0)$ are parallel, but the condition $c_1 \neq c_2$ says that $\dot{x}_1(0) \neq \dot{x}_2(0)$. Then there exists $\lambda > 0, \lambda \neq 1$ such that $\dot{x}_2(0) = \lambda \dot{x}_1(0)$ and therefore, by the uniqueness of the Cauchy problem for geodesics we have $x_2(s) = x_1(\lambda s)$. Up to exchange $x_1$ with $x_2$ we can assume $\lambda > 1$. Since $x_2(\frac{1}{\lambda}) = x_1(1) \in \partial \Omega$, the transversality of $\dot{x}_2(0)$ to $\partial \Omega$ implies the existence of $\bar{s} \in \left(\frac{1}{\lambda}, 1\right]$ such that $x_2(\bar{s}) \notin \Omega$, getting a contradiction. \hfill $\square$

A notion of criticality will now be given in terms of variational vector fields. For $x \in M$, let $V^+(x)$ denote the following closed convex cone of $T_xH^1([0, 1], \mathbb{R}^m)$:

$$V^+(x) = \{V \in T_xH^1([0, 1], \mathbb{R}^m) : g(V(s), \nabla \phi(x(s))) \geq 0 \text{ for } x(s) \in \partial \Omega \}.$$ 

vector fields in $V^+(x)$ are interpreted as infinitesimal variations of $x$ by curves stretching “outwards” from the set $\Omega$.

**Definition 4.3.** Let $x \in M$ and $[a, b] \subset [0, 1]$; we say that $x|_{[a, b]}$ is a $V^+$–variationally critical portion of $x$ if $x|_{[a, b]}$ is not constant and if

$$\int_a^b g(\dot{x}, \frac{D}{dt}V) \, dt \geq 0, \quad \forall V \in V^+(x).$$

Similarly, for $x \in M$ we define the cone:

$$V^-(x) = \{V \in T_xH^1([0, 1], \mathbb{R}^m) : g(V(s), \nabla \phi(x(s))) \leq 0 \text{ for } x(s) \in \partial \Omega \},$$

and we give the following

**Definition 4.4.** Let $x \in M$ and $[a, b] \subset [0, 1]$; we say that $x|_{[a, b]}$ is a $V^-$–variationally critical portion of $x$ if $x|_{[a, b]}$ is not constant and if

$$\int_a^b g(\dot{x}, \frac{D}{dt}V) \, dt \geq 0, \quad \forall V \in V^-(x).$$

The integral in (4.4) gives precisely the first variation of the geodesic action functional in $(M, g)$ along $x|_{[a, b]}$. Hence, variationally critical portions are interpreted as those curves $x|_{[a, b]}$ whose geodesic energy is not decreased after infinitesimal variations by curves stretching outwards from the set $\Omega$. The motivation for using outwards pushing infinitesimal variations is due to the concavity of $\Omega$. Indeed in the convex case it is customary to use a curve shortening method in $\Omega$, that can be seen as the use of a flow constructed by infinitesimal variations of $x$ in $V^-(x)$, keeping the endpoints of $x$ on $\partial \Omega$.

Flows obtained as integral flows of convex combinations of vector fields in $V^+(x)$ play, in a certain sense, the leading role in our variational approach. However we shall use also integral flows of convex combinations of vector fields in $V^-(x)$ to avoid certain variationally critical portions that do not correspond to OGC’s.

Clearly, we are interested in determining existence of geometrically critical values. In order to use a variational approach we will first have to keep into consideration the more general class of $V^+$–variationally critical portions. A central issue in our theory consists
in studying the relations between $V^+$—variationally critical portions $x|_{[a, b]}$ and OGC’s. From now on $V^+$—variationally critical portions, will be called simply variationally critical portions.

5. CLASSIFICATION OF VARIATIONALLY CRITICAL PORTIONS

Let us now take a look at how variationally critical portions look like. In first place, let us point out that regular variationally critical portions are OGC’s. In order to prove this, the following Lemma is crucial. Its proof can be found in [7].

**Lemma 5.1.** Let $x \in \mathcal{M}$ be fixed, and let $[a, b] \in [0, 1]$ be such that $x|_{[a, b]}$ is a (non-constant) variationally critical portion of $x$, with $x(a), x(b) \in \partial \Omega$ and $x([a, b]) \subset \overline{\Omega}$. Then:

1. $x^{-1}(\partial \Omega) \cap [a, b]$ consists of a finite number of closed intervals and isolated points;
2. $x$ is constant on each connected component of $x^{-1}(\partial \Omega) \cap [a, b]$;
3. $x|_{[a, b]}$ is piecewise $C^2$, and the discontinuities of $\dot{x}$ may occur only at points in $\partial \Omega$;
4. each $C^2$ portion of $x|_{[a, b]}$ is a geodesic in $\overline{\Omega}$.

Using the previous Lemmas, we can now prove the following:

**Proposition 5.2.** Assume that there are no WOGC’s in $\overline{\Omega}$. Let $x \in \mathcal{M}$ and $[a, b] \in \mathcal{I}_x^0$ be such that $x|_{[a, b]}$ is a variationally critical portion of $x$ and such that the restriction of $x$ to $[a, b]$ is of class $C^1$. Then, $x|_{[a, b]}$ is an orthogonal geodesic chord in $\overline{\Omega}$.

**Proof.** $C^1$–regularity, together with (1) and (2) of Lemma 5.1, show that $x^{-1}(\partial \Omega) \cap [a, b]$ consists only of a finite number of isolated points. Then, by the $C^1$ regularity on $[a, b]$ and parts (3)–(5) of Lemma 5.1, $x$ is a geodesic on the whole interval $[a, b]$. Moreover an integration by parts argument shows that $\dot{x}(a)$ and $\dot{x}(b)$ are orthogonal to $T_{x(a)}\partial \Omega$ and $T_{x(b)}\partial \Omega$ respectively. Finally, since there are no WOGC’s on $\overline{\Omega}$, $x|_{[a, b]}$ is an OGC.

Variationally critical portions $x|_{[a, b]}$ of class $C^1$ will be called regular variationally critical portions; those critical portions that do not belong to this class will be called irregular. Irregular variationally critical portions of curves $x \in \mathcal{M}$ are further divided into two subclasses, described in the Proposition below, whose proof can be obtained using Lemma 5.1 as done for the proof of Proposition 5.2.

**Proposition 5.3.** Assume that there are not WOGC’s in $\overline{\Omega}$. Let $x \in \mathcal{M}$ and let $[a, b] \in \mathcal{I}_x^0$ be such that $x|_{[a, b]}$ is an irregular variationally critical portion of $x$. Then, there exists a subinterval $[\alpha, \beta] \subset [a, b]$ such that $x|[a, \alpha]$ and $x|][\beta, b]$ are constant (in $\partial \Omega$), $\dot{x}(\alpha^+) \in T_{x(\alpha)}(\partial \Omega)^\perp$, $\dot{x}(\beta^-) \in T_{x(\beta)}(\partial \Omega)^\perp$, and one of the two mutually exclusive situations occurs:

1. there exists a finite number of intervals $[t_1, t_2] \subset ]\alpha, \beta[$ such that $x([t_1, t_2]) \subset \partial \Omega$ and that are maximal with respect to this property; moreover, $x$ is constant on each such interval $[t_1, t_2]$, and $\dot{x}(t_1^+) \neq \dot{x}(t_2^-)$;
2. $x|_{[\alpha, \beta]}$ is an OGC in $\overline{\Omega}$.

Irregular variationally critical portions in the class described in part (1) will be called of first type, those described in part (2) will be called of second type. An interval $[t_1, t_2]$ as in part (1) will be called a cusp interval of the irregular critical portion $x$.

**Remark 5.4.** We observe here that, due to the strong concavity assumption, if $x \in \mathcal{M}$ is an irregular variationally critical point of first type and $[t_1, t_2], [s_1, s_2]$ are cusp intervals for $x$ contained in $[a, b]$ with $t_2 < s_1$, then

there exists $s_0 \in ]t_2, s_1[$ with $\phi(x(s_0)) < -\delta_0$, where
Remark of first type with \[ H \] observe that \[ \Theta \] and of subsequences converging in \[ \partial \Omega \] by Lemma 3.4, there exists a cusp interval for \( \Theta \) and if \( \Theta_x(t_1, t_2) > 0 \), then \( \dot{x}(t_1) \) and \( \dot{x}(t_2) \) cannot be both tangent to \( \partial \Omega \).

We will denote by \( \mathcal{Z} \) the set of all curves having variationally critical portions:

\[
\mathcal{Z} = \{ x \in \Omega : \exists [a, b] \subset [0, 1] \text{ such that } x|_{[a, b]} \text{ is a variationally critical portion of } x \};
\]

the following compactness property holds for \( \mathcal{Z} \):

**Proposition 5.6.** If \( x_n \) is a sequence in \( \mathcal{Z} \) and \([a_n, b_n] \in \mathcal{J}_{x_n}^0\) is such that \( x_n|_{[a_n, b_n]} \) is a (non-constant) variationally critical portion of \( x_n \), then, up to subsequences, as \( n \to \infty \) \( a_n \) converges to some \( a \), \( b_n \) converges to some \( b \), with \( 0 \leq a < b \leq 1 \), and the sequence of paths \( x_n : [a_n, b_n] \to \overline{\Omega} \) is \( H^1 \)-convergent (in the sense of Remark 3.1) to some curve \( x : [a, b] \to \overline{\Omega} \) which is variationally critical.

**Proof.** By Lemma 3.4, \( b_n - a_n \) is bounded away from 0, which implies the existence of subsequences converging in \([0, 1]\) to \( a \) and \( b \) respectively, and with \( a < b \). If \( x_n \) is a sequence of regular variationally critical portions, then the conclusion follows easily observing that \( x_n \), and thus \( \tilde{x}_n \) (its affine reparameterization in \([a, b]\)) is a sequence of geodesics with image in a compact set and having bounded energy.

For the general case, one simply observes that the number of cusp intervals of each \( x_n \) is bounded uniformly in \( n \), and the argument above can be repeated by considering the restrictions of \( x_n \) to the complement of the union of all cusp intervals. Finally, using partial integration of the term \( \int_a^b g(\dot{x}, \frac{\partial}{\partial x} V) \) dt, one observes that it is nonnegative for all \( V \in \mathcal{V}^+(x) \), hence \( x \) is variationally critical.

**Remark 5.7.** We point out that the first part of the proof of Proposition 5.6 shows that if \( x_n \in \mathcal{Z} \) and \([a_n, b_n] \in \mathcal{J}_{x_n}^0\) is an interval such that \( x_n|_{[a_n, b_n]} \) is an OGC, then, up to subsequences, there exists \([a, b] \subset [0, 1]\) and \( x : [a, b] \to \overline{\Omega} \) such that \( x_n|_{[a_n, b_n]} \to x|_{[a, b]} \) in \( H^1 \) and \( x \) is an OGC.

Since we are assuming that there are no WOGC in \( \overline{\Omega} \), by Lemma 5.1 Proposition 5.2 Proposition 5.3 and Proposition 5.6, we obtain immediately the following result.

**Corollary 5.8.** There exists \( d_0 > 0 \) such that for any \( x|_{[a, b]} \) irregular variationally portion of first type with \([a, b] \in \mathcal{J}_{x}^0\), there exists a cusp interval \([t_1, t_2] \subset [a, b] \) for \( x \) such that \( \Theta_x(t_1, t_2) \geq d_0 \).

6. The notion of topological non-essential interval

As observed in [7], we need three different types of flows, whose formal definition will be given below. “Outgoing flows” are applied to paths that are far from variationally critical portions (cf. Definition 4.3). “Reparameterization flows” are applied to curves that are close to irregular variational portions of second type. “Ingoing flows” are used to avoid irregular variational portions of first type. In order to describe this type of homotopies, we introduce the notion of topological non-essential interval, which is a key point in defining the admissible homotopies. The possibility of avoiding irregular variational portions of
first type is based on the following regularity property of the critical variational portions with respect to ingoing directions.

**Lemma 6.1.** Let \( y \in H^1([a, b], \Omega) \) be such that:

\[
(6.1) \quad \int_a^b g(\dot{y}, \frac{\partial}{\partial y} V) \, dt \geq 0, \quad \forall V \in \mathcal{V}^{-}(y) \text{ with } V(a) = V(b) = 0.
\]

Then, \( y \in H^{2, \infty}([a, b], \Omega) \) and in particular it is of class \( C^1 \).

**Proof.** See for instance \([5, \text{Lemma 3.2}]\). \( \square \)

**Remark 6.2.** Note that, under the assumption of strong concavity, the set

\[ C_y = \{ s \in [a, b] : \phi(y(s)) = 0 \}\]

consists of a finite number of intervals. On each one of these intervals, \( y \) is of class \( C^2 \), and it satisfies the “constrained geodesic” differential equation

\[
(6.2) \quad \frac{d}{ds} y(s) = - \left[ \frac{1}{g(\nu(y(s)), \nabla \phi(y(s)))} H^\phi(y(s)) [\dot{y}(s), y(s)] \right] \nu(y(s)).
\]

**Remark 6.3.** For every \( \delta \in [0, \delta_0] \) we have the following property: for any \( x \in \mathfrak{M} \) and \([a, b] \in \mathcal{I}_x \) such that \( x|_{[a, b]} \) is an irregular variationally critical portion of first type, there exists an interval \([\alpha, \beta] \subset [a, b]\) and a cusp interval \([t_1, t_2] \subset [\alpha, \beta] \) such that:

\[
(6.3) \quad \Theta_x(t_1, t_2) \geq d_0, \quad \text{and } \phi(x(\alpha)) = \phi(x(\beta)) = -\delta,
\]

where \( d_0 \) is given in Corollary \([5.8]\).

Note that \( g(\nabla \phi(x(\alpha)), \dot{x}(\alpha)) > 0 \) and \( g(\nabla \phi(x(\beta)), \dot{x}(\beta)) < 0 \), by the strong concavity assumption.

For the remaining of the paper we will denote by

\[ \pi : \phi^{-1}([-\delta_0, 0]) \to \phi^{-1}(0) \]

the retraction onto \( \partial \Omega \) obtained from the inverse of the exponential map of the normal bundle of \( \phi^{-1}(0) \). By Remark \([5.5]\), a simple contradiction argument shows that the following properties are satisfied by irregular variationally critical portions of first type (see also Corollary \([5.8]\)):

**Lemma 6.4.** There exists \( \gamma > 0 \) and \( \delta_1 \in [0, \delta_0] \) such that, for all \( \delta \in [0, \delta_1] \), for any \( x \in \mathfrak{M} \) such that \( x|_{[a, b]} \) is an irregular variationally critical portion of first type, and for any interval \([\alpha, \beta] \subset [a, b] \) that contains a cusp interval \([t_1, t_2] \), satisfying \((6.3)\), the following inequality holds:

\[
(6.4) \quad \max \left\{ ||x(\beta) - \pi(x(\alpha))||_E, ||x(\alpha) - \pi(x(\beta))||_E \right\} \geq (1 + 2\gamma)||\pi(x(\beta)) - \pi(x(\alpha))||_E,
\]

(recall that \( || \cdot ||_E \) denotes the Euclidean norm).

The following Lemma says that curves satisfying \((6.4)\) and those that satisfy \((6.1)\) are contained in disjoint closed subsets; in other words, curves satisfying \((6.4)\) are far from being critical with respect to \( \mathcal{V}^{-} \). In particular, the set of irregular variationally critical portions of first type consists of curves at which the value of the energy functional can be decreased by deforming in the directions of \( \mathcal{V}^{-} \).

Let \( \gamma \) be as in Lemma \([6.4]\).

**Lemma 6.5.** There exists \( \delta_2 \in [0, \delta_0] \) with the following property: for any \( \delta \in [0, \delta_2] \), for any \([a, b] \subset \mathbb{R} \) and for any \( y \in H^1([a, b], \Omega) \) satisfying \((6.1)\) and

\[ \phi(y(a)) = \phi(y(b)) = -\delta, \phi(y(\bar{t})) = 0 \quad \text{for some } \bar{t} \in [a, b], \]

...
Definition 6.6. Let \( a, b \in M \) and \( [\alpha, \beta] \subset [a, b] \). We say that \( x \) is \( \tilde{\delta} \)-close to \( \partial \Omega \) on \([\alpha, \beta]\) if the following situation occurs:

1. \( \phi(x(\alpha)) = \phi(x(\beta)) = -\tilde{\delta} \);
2. \( \phi(x(s)) \geq -\delta \) for all \( s \in [\alpha, \beta] \);
3. there exists \( s_0 \in [\alpha, \beta] \) such that \( \phi(x(s_0)) > -\tilde{\delta} \);
4. \([\alpha, \beta]\) is minimal with respect to properties (1), (2) and (3).

If \( x \) is \( \tilde{\delta} \)-close to \( \partial \Omega \) on \([\alpha, \beta]\), the maximal proximity of \( x \) to \( \partial \Omega \) on \([\alpha, \beta]\) is defined to be the quantity

\[
\rho_{\alpha, \beta}^x = \max_{s \in [\alpha, \beta]} \phi(x(s)).
\]

Given an interval \([\alpha, \beta]\) where \( x \) is \( \tilde{\delta} \)-close to \( \partial \Omega \), we define the following constant, which is a sort of measure of how much the curve \( x|_{[\alpha, \beta]} \) fails to flatten along \( \partial \Omega \):

Definition 6.7. The bending constant of \( x \) on \([\alpha, \beta]\) is defined by:

\[
b_{\alpha, \beta}^x = \max \left\{ \frac{\|x(\beta) - \pi(x(s))\|_E, \|x(\alpha) - \pi(x(\beta))\|_E}{\|\pi(x(\alpha)) - \pi(x(\beta))\|_E} \right\} \in \mathbb{R}^+ \cup \{\infty\},
\]

where \( \pi \) denotes the projection onto \( \partial \Omega \) along orthogonal geodesics.

We observe that \( b_{\alpha, \beta}^x = +\infty \) if and only if \( x(\alpha) = x(\beta) \).

Let \( \tilde{\gamma} \) be as in Lemma [6.4]. If the bending constant of a path \( y|_{[\alpha, \beta]} \) is greater than or equal to \( 1 + \tilde{\gamma} \), then the energy functional in the interval \([\alpha, \beta]\) can be decreased in a neighborhood of \( y|_{[\alpha, \beta]} \) keeping the endpoints \( y(\alpha) \) and \( y(\beta) \) fixed, and moving away from \( \partial \Omega \) (cf. [7]).

In order to prove this, we first need the following

Definition 6.8. An interval \( [\tilde{\alpha}, \tilde{\beta}] \) is called a summary interval for \( x \in M \) if it is the smallest interval contained in \([a, b] \subset I_x^0\) and containing all the intervals \([\alpha, \beta]\) such that

- \( x \) is \( \delta \)-close to \( \partial \Omega \) on \([\alpha, \beta]\),
- \( b_{\alpha, \beta}^x \geq 1 + \tilde{\gamma} \).

The following result is proved in [7]:

Proposition 6.9. There exist positive constants \( \sigma_0 \in ]0, \delta/2[, \varepsilon_0 \in ]0, \delta - 2\sigma_0[, \rho_0, \theta_0 \) and \( \mu_0 \) such that for all \( y \in M \), for all \([a, b] \in I_y \) and for all \([\tilde{\alpha}, \tilde{\beta}] \) summary interval for \( y \) containing an interval \([\alpha, \beta]\) such that:

- \( y \) is \( \delta \)-close to \( \partial \Omega \) on \([\alpha, \beta]\),
- \( b_{\alpha, \beta}^y \geq 1 + \tilde{\gamma} \), \( \rho_{\alpha, \beta}^y \geq -2\sigma_0 \),

there exists \( V_y \in H^1([\tilde{\alpha}, \tilde{\beta}], \mathbb{R}^m) \) with the following property:

for all \( z \in H^1([\tilde{\alpha}, \tilde{\beta}], \mathbb{R}^m) \) with \( \|z - y\|_{\tilde{\alpha}, \tilde{\beta}} \leq \rho_0 \) it is:

1. \( V_y(s) = 0 \) for all \( s \in [\tilde{\alpha}, \tilde{\beta}] \) such that \( \phi(z(s)) \leq -\delta + \varepsilon_0 \); 
2. \( g(\nabla \phi(z(s)), V_y(s)) \leq -\theta_0 \|V_y\|_{\tilde{\alpha}, \tilde{\beta}} \) if \( s \in [\tilde{\alpha}, \tilde{\beta}] \) and \( \phi(z(s)) \in [-2\sigma_0, 2\sigma_0] \).
(3) \( \int_0^\beta g(z, \frac{D}{\mu} V_y) \, dt \leq -\mu_0 \| V_y \|_{a,\beta} \).

**Remark 6.10.** As observed in [7], in order to define flows that move away from curves having topologically non-essential intervals (defined below), it will be necessary to fix a constant \( \sigma_1 \in [0, \sigma_0] \) such that
\[
\sigma_1 \leq \frac{2}{\rho_0 \theta_0},
\]
where \( \rho_0, \theta_0 \) are given by Proposition 6.9.

Proposition 6.9 and Remark 6.10 are crucial ingredients for the definition of the class of the admissible homotopies, whose elements will avoid irregular variationally critical points of first type. The description of this class is based on the notion of topologically non-essential interval given below.

Let \( \delta \) be as in (6.6), \( \gamma \) as in Lemma 6.4 and \( \sigma_1 \) as in Remark 6.10.

**Definition 6.11.** Let \( y \in \mathcal{M} \) be fixed. An interval \( [\alpha, \beta] \subset [a, b] \subset \mathcal{I}_y \), is called *topologically not essential interval* (for \( y \)) if \( y \) is \( \delta \)-close to \( \partial \Omega \) on \([\alpha, \beta]\), with \( p^y_{\alpha,\beta} \geq -\sigma_1 \) and \( b^y_{\alpha,\beta} \geq (1 + \frac{3}{2} \gamma) \).

**Remark 6.12.** By Lemma 6.4 the intervals \([\alpha, \beta]\) containing cusp intervals \([t_1, t_2]\) of curves \( x \), which are irregular variationally critical portion of first type, and satisfying \( \Theta_y(t_1, t_2) \geq \gamma_0 \) are topologically not essential intervals with \( p^x_{\alpha,\beta} = 0 \) and \( b^x_{\alpha,\beta} \geq 1 + 2 \gamma \). This fact will allow us to move away from the set of irregular variationally critical portions of first type without increasing the value of the energy functional.

### 7. The Admissible Homotopies

In the present section we shall list the properties of the admissible homotopies used in our minimax argument. The notion of topological critical level used in this paper, depends on the choice of the admissible homotopies.

We shall consider continuous homotopies \( h : [0, 1] \times \mathcal{D} \to \mathcal{M} \) where \( \mathcal{D} \) is a closed subset of \( \mathcal{C} \). It should be observed, however, that totally analogous definitions apply also to any element \( h \) in \( \mathcal{M} \), not necessarily contained in \( \mathcal{C} \).

Recall that \( \mathcal{C} \) is described in (3.12). First of all, we require that:

\[(7.1) \quad h(0, \cdot) \text{ is the inclusion of } \mathcal{D} \text{ in } \mathcal{M}.\]

The homotopies that we shall use are of three types: outgoing homotopies, reparameterizations and ingoing homotopies. They can be described in the following way.

**Definition 7.1.** Let \( 0 \leq \tau' < \tau'' \leq 1 \). We say that \( h \) is of type \( A \) in \([\tau', \tau'']\) if it satisfies the following property:

(1) for all \( \tau_0 \in [\tau', \tau''] \), for all \( s_0 \in [0, 1] \), for all \( x \in \mathcal{D} \), if \( \phi(h(\tau_0, x))(s_0) = 0 \), then \( \tau \mapsto \phi(h(\tau, x))(s_0) \) is strictly increasing in a neighborhood of \( \tau_0 \).

**Remark 7.2.** It is relevant to observe that, by property above of Definition 7.1 if \([a_\tau, b_\tau]\) denotes any interval in \( \mathcal{I}_h(\tau, \gamma) \) we have:
\[
\tau' \leq \tau_1 < \tau_2 \leq \tau'' \text{ and } [a_{\tau_1}, b_{\tau_1}] \cap [a_{\tau_2}, b_{\tau_2}] \neq \emptyset \implies [a_{\tau_2}, b_{\tau_2}] \subset [a_{\tau_1}, b_{\tau_1}].
\]

In the next Definition we describe the admissible homotopies consisting in suitable reparameterizations \( \Lambda(\tau, \gamma) \). The deformation parameter \( \tau \) moves in a fixed interval \([\tau', \tau'']\).

**Definition 7.3.** Let \( 0 \leq \tau' < \tau'' \leq 1 \). We say that \( h \) is of type \( B \) in \([\tau', \tau'']\) if it satisfies the following property: there exists \( \Lambda : [\tau', \tau''] \times H_1([0, 1], [0, 1]) \to [0, 1] \) continuous and such that

- \( \Lambda(\tau, \gamma)(0) = 0, \quad \Lambda(\tau, \gamma)(1) = 1, \forall \tau \in [\tau', \tau''], \forall \gamma \in \mathcal{D}; \)
\begin{itemize}
  \item $s \mapsto \Lambda(t, \gamma)(s)$ is strictly increasing in $[0, 1]$, $\forall t \in [\tau', \tau''], \forall \gamma \in \mathcal{D}$;
  \item $\Lambda(0, \gamma)(s) = s$ for any $\gamma \in \mathcal{D}, s \in [0, 1]$;
  \item $h(\tau, \gamma)(s) = (\gamma \circ \Lambda(\tau, \gamma))(s)$ $\forall \tau \in [\tau', \tau''], \forall s \in [0, 1], \forall \gamma \in \mathcal{D}$.
\end{itemize}

**Definition 7.4.** Let $0 \leq \tau' < \tau'' \leq 1$. We say that $h$ is of type $C$ in $[\tau', \tau'']$ if it satisfies the following properties:

1. $h(\tau', \gamma)(s) \not\in \Omega \Rightarrow h(\tau, \gamma)(s) = h(\tau', \gamma)(s)$ for any $\tau \in [\tau', \tau'']$;
2. $h(\tau', \gamma)(s) \in \Omega \Rightarrow h(\tau, \gamma)(s) \in \Omega$ for any $\tau \in [\tau', \tau'']$;

The interval $[0, 1]$ where $\tau$ varies will be partitioned in the following way:

\[(7.2)\]

There exists a partition of the interval $[0, 1]$, $0 = \tau_0 < \tau_1 < \ldots < \tau_k = 1$ such that on any interval $[\tau_i, \tau_{i+1}]$, $i = 0, \ldots, k-1$, the homotopy $h$ is either of type A, or B, or C.

Homotopies of type A will be used away from variationally critical portions, homotopies of type B near variationally critical portions of II type, while homotopies of type C will be used near variationally critical portions of I type.

Now, in order to move far from topologically non-essential intervals (cf. Definition 6.11) we need the following further property:

\[(7.3)\] \text{if } [a, b] \in \mathcal{I}(\tau, \gamma) \text{ then for all } [\alpha, \beta] \subset [a, b] \text{ topologically non-essential it is}

$$\phi(h(\tau, \gamma)(s)) \leq -\frac{\sigma_1}{2} \text{ for all } s \in [\alpha, \beta],$$

where $\sigma_1$ is defined in Remark 6.10

We finally define the following class of admissible homotopies:

\[(7.4)\] $\mathcal{H} = \{(\mathcal{D}, h) : \mathcal{D} \text{ is a closed subset of } \mathcal{E} \text{ and } h : [0, 1] \times \mathcal{D} \to \mathfrak{M} \text{ satisfies } (7.1), (7.2) \text{ and } (7.3)\}.$

**Remark 7.5.** Obviously, it is crucial to have $\mathcal{H} \neq \emptyset$. But thanks to Lemma 3.7 we see that any $G(A, B)$ does not have topological non-essential intervals, and denoting by $I_{\mathcal{E}}$ the constant identity homotopy we have $(\mathcal{E}, I_{\mathcal{E}}) \in \mathcal{H}$.

In order to introduce the functional for our minimax argument, we set for any $(\mathcal{D}, h) \in \mathcal{H},$

\[(7.5)\] $\mathcal{F}(\mathcal{D}, h) = \sup \left\{ \frac{b-a}{2} \int_a^b g(\dot{y}, \dot{y}) \, ds : y = h(1, x), x \in \mathcal{D}, [a, b] \in \mathcal{I}_{\mathcal{E}} \right\}.$

**Remark 7.6.** It is interesting to observe that the integral $\frac{b-a}{2} \int_a^b g(\dot{y}, \dot{y}) \, dt$ coincides with $\frac{1}{2} \int_{t_0}^t g(y_{a,b}, y_{a,b}) \, dt$, where $y_{a,b}$ is the affine reparameterization of $y$ on the interval $[0, 1]$.

**Remark 7.7.** Note also that, by the definition of $\mathcal{H}$, we have

\[(7.6)\] $\mathcal{F}(\mathcal{D}, h) < \frac{M_0}{2}, \quad \forall (\mathcal{D}, h) \in \mathcal{H}.$

Given continuous maps $h_1 : [0, 1] \times F_1 \to \mathfrak{M}$ and $h_2 : [0, 1] \times F_2 \to \mathfrak{M}$ such that $h_1(1, F_1) \subset F_2$, then we define the concatenation of $h_1$ and $h_2$ as the continuous map $h_2 \ast h_1 : [0, 1] \times F_1 \to \mathfrak{M}$ given by

\[(7.7)\] $h_2 \ast h_1(t, x) = \begin{cases} h_1(2t, x), & \text{if } t \in [0, \frac{1}{2}], \\
2(2t - 1, h_1(1, x)), & \text{if } t \in [\frac{1}{2}, 1]. \end{cases}$
8. DEFORMATION LEMMAS

The first deformation result that we use is the analogous of the first (classical) deformation Lemma. By the same proof in [7] (without any use of symmetries properties on the flows) we obtain:

**Proposition 8.1** (First Deformation Lemma). Let \( c \in [0, M_0] \) be a geometrically regular value (cf. Definition 4.1). Then, \( c \) is a topologically regular value of \( F \), namely there exists \( \varepsilon = \varepsilon(c) > 0 \) with the following property: for all \((D, h) \in H\) with

\[
F(D, h) \leq c + \varepsilon
\]

there exists a continuous map \( \eta \in C^0([0, 1] \times h(1), \mathcal{M}) \) such that \((D, \eta \star h) \in H\) and

\[
F(D, \eta \star h) \leq c - \varepsilon.
\]

**Remark 8.2.** Let us recall here briefly the main idea behind the proof of Proposition 8.1, which is discussed in details in reference [7]. As in the classical Deformation Lemma, if \( c \) is a regular value, then one shows there exist \( \varepsilon > 0 \) and a flow carrying the sublevel \( c + \varepsilon \) inside the sublevel \( c - \varepsilon \). The technical issue here is the fact that we need flows under which pieces of curves which are outside \( \Omega \) remain outside of \( \Omega \). This is obtained as follows. Using suitable pseudo-gradient vector fields, we first move away from curves having topologically non-essential intervals. Near irregular variational critical portions of second type, the desired flow is obtained by using reparameterizations, as described in Definition 7.3. Finally, we use flows described in Definition 7.1 in order to move outside \( \Omega \) when we are far from variational critical portions of any type. A suitable partition of unity argument, needed to combine these different flows, allows to define the required homotopy that carries the sublevel \( c + \varepsilon \) into the sublevel \( c - \varepsilon \) if there are no OGC’s having energy \( c \).

We shall find positive geometrical critical level using the following Lemma, which is a simple consequence of Lemma [3.4]

**Lemma 8.3.** Suppose that

\[
F(D, h) < \frac{1}{2} \left( \frac{3\delta_0}{4K_0} \right)^2.
\]

Then there exists an homotopy \( \eta \) such that \((\eta \star h)(1, \gamma)(s) \in \partial\Omega\) for all \( \gamma \in D \), for any \( s \in [0, 1] \).

In order to obtain an analogue of the classical Second Deformation Lemma, we first need to describe neighborhoods of critical curves that must be removed in order to make the functional \( F \) decrease. We shall assume that the number of OGC’s is finite; obviously such an assumption is not restrictive.

For every \([a, b] \subset [0, 1]\) and \( \omega \) OGC parameterized in the interval \([0, 1]\), we denote by \( \omega_{a,b} \) the OGC \( \omega \) affinely reparameterized on the interval \([a, b]\). We shall consider only intervals \([a, b]\) such that

\[
\int_a^b g(\dot{\omega}_{a,b}, \dot{\omega}_{a,b})ds \leq M_0.
\]

(8.1)

Since we are assuming that the number of OGC’s is finite we can choose a positive \( r_* \) sufficiently small so that

\[
||\omega_{a,b} - \omega_{a,b}^2||_{a,b} > 2 r_* \text{ for any } [a, b] \subset [0, 1] \text{ satisfying (8.1)},
\]

(8.2) for any \( \omega^1, \omega^2 \) OGC’s parameterized in \([0, 1]\) and such that \( \omega^1 \neq \omega^2 \).
Note that (8.2) holds even if \( \omega^2(s) = \omega^1(1 - s) \), because \( \omega_1 \) is not constant. Moreover, since for any OGC \( \omega \) it is \( \omega(0) \neq \omega(1) \) (by uniqueness in the geodesic Cauchy problem), if \( r_* \) is sufficiently small we have:

\[(8.3) \quad \text{for any OGC } \omega \text{ parameterized in } [0, 1],
\]
\[\{ y \in \partial \Omega : \text{dist}_E(y, \omega(0)) \leq r_* \} \cap \{ y \in \partial \Omega : \text{dist}_E(y, \omega(1)) \leq r_* \} = \emptyset.\]

(Recall that \( \text{dist}_E \) denotes the Euclidean distance in \( \mathbb{R}^m \).

Also note that \( r_* \) can be chosen so small that

\[(8.4) \quad \text{for any OGC } \omega, \text{ the sets}
\]
\[\{ \pi(y) : \text{dist}_E(y, \omega(0)) < 2r_* \} \text{ and } \{ \pi(y) : \text{dist}_E(y, \omega(1)) < 2r_* \}
\]
are contractible in \( \partial \Omega \), where \( \pi : \phi^{-1}([-\delta_0, 0]) \rightarrow \phi^{-1}(0) \) is the retraction onto \( \partial \Omega \) obtained by the gradient flow for \( \phi \).

For any \( (\mathcal{D}, h) \in \mathcal{H} \), and \( \omega \) orthogonal geodesic chord parameterized in \( [0, 1] \), we set, for any \( r \in [0, r_*] \),

\[(8.5) \quad \mathcal{U}(\mathcal{D}, h, \omega, r) = \{ x = h(1, y) : y \in \mathcal{D} \text{ and there exists } [a, b] \in I_x \text{ such that}
\]
\[\| x[a, b] - \omega_{a, b} \|_{a, b} \leq r \},
\]

If \([a, b]\) satisfies the above property we say that \( x[a, b] \) is \( r_* \)-close to \( \omega_{a, b} \). Note that \( \mathcal{U}(\mathcal{D}, h, \omega, r) \) is closed in \( \mathcal{M} \) and we have

\[(8.6) \quad \mathcal{U}(\mathcal{D}, h, \omega_1, r_1) \cap \mathcal{U}(\mathcal{D}, h, \omega_2, r_2) = \emptyset, \quad \forall (\mathcal{D}, h) \in \mathcal{H}, \quad \forall \omega_1, \omega_2 \text{ OGC's parameterized in } [0, 1] \text{ and such that } \omega_1 \neq \omega_2.
\]

Now if \( c > 0 \) is a geometrically critical we set

\[E_c = \{ \omega \text{ OGC} : \int_0^1 g(\dot{\omega}, \dot{\omega}) ds = c \}
\]
and, for any \( r \in [0, r_*] \)

\[\mathcal{U}_r(\mathcal{D}, h, c) = \bigcup_{\omega \in E_c} \mathcal{U}(\mathcal{D}, h, \omega, r).
\]

**Remark 8.4.** Fix \( \varepsilon > 0 \) so that \( c - \varepsilon > 0 \) and consider

\[(8.7) \quad \mathcal{A}_{c, \varepsilon} = \{ y \in \mathcal{D} : x = h(1, y) \in \mathcal{U}_r(\mathcal{D}, h, c), \text{ and there exists } [a, b] \in I_x \text{ such that}
\]
\[x[a, b] \text{ is } r_* \text{-close to } \omega_{a, b} \text{ and } \frac{b - a}{2} \int_a^b g(\dot{x}, \dot{x}) \ ds \in [c - \varepsilon, c + \varepsilon] \}.
\]

Again, by the same proof in [17], we obtain the following

**Proposition 8.5** (Second Deformation Lemma). Let \( c \geq \frac{1}{2} (\frac{3\delta_0}{16\epsilon_0})^2 \) be a geometrical critical value. Then, there exists \( \varepsilon_* = \varepsilon_*(c) > 0 \) such that, for all \( (\mathcal{D}, h) \in \mathcal{H} \) with

\[\mathcal{F}(\mathcal{D}, h) \leq c + \varepsilon_*
\]

there exists a continuous map \( \eta : [0, 1] \times h(1, \mathcal{D}) \rightarrow \mathcal{M} \) such that \( \eta \ast h, \mathcal{D} \in \mathcal{H} \) and

\[\mathcal{F}(\mathcal{D} \setminus \mathcal{A}_{c, \varepsilon_*}, \eta \ast h) \leq c - \varepsilon_.*
\]

Then, to conclude the proof of Theorem 1.6 by minimax arguments we need just the following topological results.
Lemma 9.4. The Second Deformation Lemma, we deduce the existence of a continuous map $h_{c,\varepsilon} : [0, 1] \times \overline{A}_{c,\varepsilon} \to \mathcal{C}$ such that

1. $h_{c,\varepsilon}(0, y) = y$, for all $y \in \overline{A}_{c,\varepsilon}$;
2. $h_{c,\varepsilon}(1, \overline{A}_{c,\varepsilon}) = \{y_0\}$ for some $y_0 \in \mathcal{C}$.

Proof of Proposition 9.6 By the Second Deformation Lemma, we deduce the existence of $\varepsilon$ such that $A_{c,\varepsilon}$ consists of the disjoint union of a finite number of closed sets $C_i$ consisting of curves $x$ with the same number of intervals $[a, b] \in \mathcal{I}_x$ such that $x_{[a, b]}$ is $r_\varepsilon$-close to $\omega_{a, b}$.

On any $C_i$, arguing as in [8], thanks to the transversality properties of OGC's, we can construct continuous maps $\alpha(x)$ and $\beta(x)$ having the following properties:

- $\alpha(x) < \beta(x)$,
- $\text{dist}_E(x(\alpha(x)), \omega(0)) < 2 r_\varepsilon$ or $\text{dist}_E(x(\alpha(x)), \omega(1)) < 2 r_\varepsilon$,
- $\text{dist}_E(x(\beta(x)), \omega(0)) < 2 r_\varepsilon$ or $\text{dist}_E(x(\beta(x)), \omega(1)) < 2 r_\varepsilon$,
- if $[a, b] \in \mathcal{I}_x$ is such that $b \leq \alpha(x)$ or $a \geq \beta(x)$ then $x_{[a, b]}$ is not close to $\omega_{a, b}$.

Then, as in the First Deformation Lemma, since $\omega$ is the unique OGC, we see that we can continuously retract any $x|_{[0, \alpha(x)]}$ and $x|_{[\beta(x), 1]}$ on $\partial \mathcal{C}$. Then moving $x(0)$ along $x$ until we reach $x(\alpha(x))$ and $x(1)$ along $x$ until we reach $x(\beta(x))$ we obtain the searched homotopy on $A_{c,\varepsilon}$.

Finally Since $\mathcal{C}$ is an ANR (absolute neighborhood retract, cf. [17]), we can immediately extend the obtained homotopy to a suitable open set $\overline{A}_{c,\varepsilon}$, containing $A_{c,\varepsilon}$ and satisfying the required properties. 

9. PROOF OF THE MAIN THEOREM 1.6

The topological invariant that will be employed in the minimax argument is the relative category $\text{cat}_{\mathcal{C},\varepsilon_0}(\mathcal{C})$ defined in Section 2 recall from Lemma 2.1 that:

$$\text{cat}_{\mathcal{C},\varepsilon_0}(\mathcal{C}) \geq 2.$$ (9.1)

Denote by $\mathcal{D}$ the class of closed $R$–invariant subset of $\mathcal{C}$. Define, for any $i = 1, 2$,

$$\Gamma_i = \{D \in \mathcal{D} : \text{cat}_{\mathcal{C},\varepsilon_0}(\mathcal{D}) \geq i\}.$$ (9.2)

Set

$$c_i = \inf_{(D,h) \in \mathcal{H}} \mathcal{F}(\mathcal{D}, h).$$ (9.3)

Remark 9.1. If $1 \mathcal{C} : [0, 1] \times \mathcal{C}$ denotes the map $1 \mathcal{C}(\tau, x) = x$ for all $\tau$ and all $x$, the the pair $(\mathcal{C}, 1 \mathcal{C}) \in \mathcal{H}$. Since $\mathcal{C} \in \Gamma_i$ for any $i$ (see (9.1)), we get:

$$c_i \leq \mathcal{F}(\mathcal{C}, 1 \mathcal{C}) < M_0.$$ Moreover $\mathcal{F} \geq 0$, therefore $0 \leq c_i \leq M_0$ for any $i$ (recall also the definition of $\mathcal{F}$ and $M_0$).

We have the following lemmas involving the real numbers $c_i$.

Lemma 9.2. The following statements hold:

1. $c_1 \geq \frac{1}{2} \left( \frac{M_0}{M_0} \right)^2$;
2. $c_1 \leq c_2$.

Lemma 9.3. For all $i = 1, 2$, $c_i$ is a geometrically critical value.

Lemma 9.4. Assume that there is only one OGC in $\mathcal{C}$, Then,

$$c_1 < c_2.$$ (9.4)
Proof of Lemma 9.2. Let us prove (1). Assume by contradiction $c_1 < \frac{1}{2} \left( \frac{3\delta_0}{4K_0} \right)^2$, and take $\varepsilon > 0$ such that $c_1 + \varepsilon < \frac{1}{2} \left( \frac{3\delta_0}{4K_0} \right)^2$. By (9.2)–(9.3) there exists $D_\varepsilon \in \Gamma_1$, and $(D_\varepsilon, h_\varepsilon) \in \mathcal{H}$ such that

$$\mathcal{F}(D_\varepsilon, h_\varepsilon) \leq c_1 + \varepsilon < \frac{1}{2} \left( \frac{3\delta_0}{4K_0} \right)^2.$$ 

Let $h_0$ be the homotopy sending any curve $x$ on $x(\frac{1}{2})$, and take $\varepsilon_\varepsilon$ given by Lemma 8.3 with $h$ replaced by $h_\varepsilon$. Then:

$$(h_0 \ast \eta_\varepsilon \ast h_\varepsilon(1, D_\varepsilon))$$

consists of constant curves in $\partial \Omega$, (and $h_0 \ast \eta_\varepsilon \ast h_\varepsilon$ does not move the constant curves in $\partial \Omega$). Then there exist a homotopy $K_\varepsilon : [0, 1] \times D_\varepsilon \to \mathbb{C}$ such that $K_\varepsilon(0, \cdot)$ is the identity, $K_\varepsilon(1, D_\varepsilon) \subset \mathbb{C}_0$ and

$$K_\varepsilon(\tau, D_\varepsilon \cap \mathbb{C}_0) \subset \mathbb{C}_0, \forall \tau \in [0, 1].$$

Then $\text{cat}_{\varepsilon, \varepsilon}(D_\varepsilon) = 0$, in contradiction with the definition of $\Gamma_1$.

To prove (2), observe that by (9.3) for any $\varepsilon > 0$ there exists $D \in \Gamma_2$ and $(D, h) \in \mathcal{H}$ such that

$$\mathcal{F}(D, h) \leq c_2 + \varepsilon.$$ 

Since $\Gamma_2 \subset \Gamma_1$ by definition of $c_1$ we deduce $c_1 \leq c_2 + \varepsilon$, and (2) is proved, since $\varepsilon$ is arbitrary. □

Proof of Lemma 9.3. Assume by contradiction that $c_i$ is not a geometrically critical value for some $i$. Take $\varepsilon = \varepsilon(c_i)$ as in Proposition 8.1 and $(D_\varepsilon, h) \in \mathcal{H}$ such that

$$\mathcal{F}(D_\varepsilon, h) \leq c_i + \varepsilon.$$ 

Now let $\eta$ as in Proposition 8.1 and take $h_\varepsilon = \eta \ast h$. By the same Proposition,

$$\mathcal{F}(D_\varepsilon, h_\varepsilon) \leq c_i - \varepsilon,$$ 

in contradiction with (9.3) because $(D_\varepsilon, h_\varepsilon) \in \mathcal{H}$.

□

Proof of Lemma 9.4. Assume by contradiction that (9.4) does not hold. Then

$$c \equiv c_1 = c_2.$$ 

Take $\varepsilon_* = \varepsilon_*(c)$ as in Proposition 8.5 $D_2 \in \Gamma_2$ and $(D_2, h) \in \mathcal{H}$, such that

$$\mathcal{F}(D_2, h) \leq c + \varepsilon_*.$$ 

Let $A = \overline{A_{c, c}}$ be the open set given by Proposition 8.6. The by definition of $\Gamma_1$, and simple properties of relative category,

$$D_1 \equiv D_2 \setminus A \in \Gamma_1.$$ 

Now let $\eta$ as in Proposition 8.5. We have

$$\mathcal{F}(D_2 \setminus A, \eta \ast h) \leq c - \varepsilon_*,$$ 

in contradiction with the definition of $\Gamma_1$.

□

Proof of Theorem 1.6. It follows immediately from lemmas 9.2, 9.4 and Proposition 4.2.
Appendix A. An Estimate on the Relative Category

Let \( n \geq 1 \) be an integer, \( S^n \) is the \( n \)-dimensional sphere, and \( \Delta^n \subset S^n \times S^n \) is the diagonal. We want to estimate the relative Lusternik–Schnirelman category of the pair \((S^n \times S^n, \Delta^n)\), and to this aim we will prove an estimate on the relative cuplength of the pair.

For a topological space \( X \) and an integer \( k \geq 0 \), we will denote by \( H^k(X) \) and \( \tilde{H}^k(X) \) respectively the \( k \)-th singular cohomology and the \( k \)-th reduced singular cohomology group of \( X \). For a topological pair \((X, Y)\), \( H^k(X, Y) \) is the \( k \)-th relative singular cohomology group of the pair; in particular, \( H^k(X, \emptyset) = H^k(X) \). Given \( \alpha \in H^n(X, Y) \) and \( \beta \in H^q(X, Z) \), \( \alpha \cup \beta \in H^{n+q}(X, Y \cup Z) \) will denote the cup product of \( \alpha \) and \( \beta \); recall that \( \alpha \cup \beta = (-1)^{pq} \beta \cup \alpha \).

The notion of relative cuplength, here recalled, will be also used.

**Definition A.1.** The number cuplength\((X, Y)\) is the largest positive integer \( k \) for which there exists \( \alpha_0 \in H^{q_0}(X, Y) \) \((q_0 \geq 0)\) and \( \alpha_i \in H^{q_i}(X) \), \( i = 1, \ldots, k \) such that
\[
q_i \geq 1, \quad \forall \; i = 1, \ldots, k,
\]
and
\[
\alpha_0 \cup \alpha_1 \cup \ldots \cup \alpha_k \neq 0 \text{ in } H^{q_0+q_1+\ldots+q_k}(X, Y),
\]
where \( \cup \) denotes the cup product.

As for the absolute Lusternik–Schnirelmann category, we have the following estimate of relative category by means of relative cuplength, cf e.g. [3][2]

**Proposition A.2.** \( \text{cat}_{S^n \times S^n, \Delta^n}(S^n \times S^n) \geq \text{cuplength}(S^n \times S^n, \Delta^n) + 1 \). \( \square \)

Therefore, to prove that \( \text{cat}_{S^n \times S^n, \Delta^n}(S^n \times S^n) \geq 2 \) it will be sufficient to prove the following

**Proposition A.3.** For all \( n \geq 1 \), \( \text{cuplength}(S^n \times S^n, \Delta^n) \geq 1 \).

**Proof.** The statement is equivalent to proving the existence of \( p \geq 0, q \geq 1, \alpha \in H^p(S^n \times S^n) \) and \( \beta \in H^q(S^n \times S^n) \) such that \( \alpha \cup \beta \neq 0 \). This will follow immediately from the Lemma below. \( \square \)

**Lemma A.4.** For \( n \geq 1 \), the group \( H^{2n}(S^n \times S^n, \Delta^n) \) is isomorphic to \( Z \), and the map \( H^n(S^n \times S^n, \Delta^n) \rightarrow H^n(S^n \times S^n) \cup (\alpha, \beta) \mapsto \alpha \cup \beta \in H^{2n}(S^n \times S^n, \Delta^n) \) is surjective.

**Proof.** It is well known that \( H^k(S^n) \cong Z \) for \( k = 0, n \), and \( H^k(S^n) = 0 \) if \( k \neq 0, n \). It follows \( H^n(S^n \times S^n) \cong \bigoplus_{k=0}^n H^k(S^n) \otimes H^{n-k}(S^n) \cong Z \oplus Z \). If \( \omega \) is a generator of \( H^n(S^n) \), then the two generators of \( H^n(S^n \times S^n) \cong Z \oplus Z \) are \( \pi_1(\omega) \) and \( \pi_2(\omega) \), where \( \pi_1, \pi_2 : S^n \times S^n \rightarrow S^n \) are the projections.

For the computation of \( H^n(S^n \times S^n, \Delta^n) \), we use the long exact sequence of the pair \((S^n \times S^n, \Delta^n)\) in reduced cohomology:
\[
\cdots \to \widetilde{H}^{n-1}(\Delta^n) \to H^n(S^n \times S^n, \Delta^n) \to \widetilde{H}^n(S^n \times S^n) \xrightarrow{i^*} \widetilde{H}^{n}(\Delta^n) \to \cdots
\]
Since \( \Delta^n \) is homeomorphic to \( S^n \), then \( \widetilde{H}^{n-1}(\Delta^n) = 0 \). Thus, the group \( H^n(S^n \times S^n, \Delta^n) \) can be identified with the subgroup of \( H^n(S^n \times S^n) \) given by the kernel of the map \( i^* : H^n(S^n \times S^n) \to \widetilde{H}^{n}(\Delta^n) \). This map takes each of the two generators \( \pi_i(\omega) \), \( i = 1, 2 \), to \( \omega \) (here we identify \( \Delta^n \) with \( S^n \)), so that \( H^n(S^n \times S^n, \Delta^n) \) is the subgroup of \( \widetilde{H}^{n}(\Delta^n) \) generated by \( \pi_1(\omega) - \pi_2(\omega) \), which is isomorphic to \( Z \).

Finally, let us compute \( H^{2n}(S^n \times S^n, \Delta) \) using again the long exact sequence of the pair \((S^n \times S^n, \Delta^n)\) in reduced cohomology:
\[
\cdots \to \widetilde{H}^{2n-1}(\Delta^n) \to H^{2n}(S^n \times S^n, \Delta^n) \to \widetilde{H}^{2n}(S^n \times S^n) \xrightarrow{i^*} \widetilde{H}^{2n}(\Delta^n) \to \cdots
\]
Clearly, $\tilde{H}^{2n}(\Delta^n) = 0$, and if $n > 1$, also $\tilde{H}^{2n-1}(\Delta^n) = 0$. When $n = 1$, then $\tilde{H}^{2n-1}(\Delta^n) = \tilde{H}^1(\Delta^1) \cong \mathbb{Z}$, however the map $\tilde{H}^1(S^1 \times S^1) \to \tilde{H}^1(\Delta^1)$ is identically zero, because the previous map of the exact sequence $\tilde{H}^1(S^1 \times S^1) \to \tilde{H}^1(\Delta^1)$ is clearly surjective.\footnote{The map $\tilde{H}^1(S^1 \times S^1) \to \tilde{H}^1(\Delta^1)$ is induced by the diagonal inclusion of $S^1$ into $S^1 \times S^1$. It takes both generators $\pi^*(\omega)$ and $\pi^*_2(\omega)$ of $H^1(S^1 \times S^1)$ to the generator $\omega$ of $H^1(S^1) \cong H^1(\Delta^1)$.} In both cases, $n = 1$ or $n > 1$, we obtain $H^{2n}(S^n \times S^n, \Delta^n) \cong H^{2n}(\mathbb{S}\times \mathbb{S}) \cong \mathbb{Z}$. A generator of $\tilde{H}^{2n}(S^n \times S^n)$ is $\pi^*_1(\omega) \cup \pi^*_2(\omega)$.

In conclusion, using the above identifications, the map $H^n(S^n \times S^n, \Delta^n) \times H^n(S^n \times S^n) \ni (\alpha, \beta) \mapsto \alpha \cup \beta \in H^{2n}(S^n \times S^n, \Delta^n)$ reads as the bilinear map $\mathbb{Z} \times (\mathbb{Z} \oplus \mathbb{Z}) \to \mathbb{Z}$ that takes $(1, (1, 0))$ to $(-1)^{n+1}$ and $(1, (0, 1))$ to 1. This is clearly surjective. □

From Proposition\ref{prop:main} and Proposition\ref{prop:main1}, we get:

**Corollary A.5.** For all $n \geq 1$, $\text{cat}_{S^n \times S^n}(\mathbb{S}^n \times \mathbb{S}^n, \Delta^n) \geq 2$. □
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