Impact of oil price volatility on state-level consumption of the United States: The role of oil dependence
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Abstract
In this study, we analyse the impact of oil price uncertainty (as measured by an observable measure of oil price volatility, i.e. realised volatility) on United States state-level real consumption by accounting for oil dependency. We account for both the long- and short-run dynamics of the state-level consumption function using the panel Pooled Mean Group estimator. The analysis makes use of a novel dataset including housing and stock market wealth at the state level covering the quarterly period 1975:Q1 to 2012:Q2, supplemented with an annual dataset up to 2018. We simultaneously estimate the long-run relationship and short-run impact of oil price volatility at the state-level conditional upon their oil dependency. We find that the negative impact of volatility is most severe for the states of Wyoming, Alaska and New Mexico, while the negative impact is least for Illinois, New York and Nebraska. States with lower per capita income and consumption expenditure, notably in the Southeast and Southwest region of the country are exposed to be more vulnerable to the negative impact of adverse developments and uncertainty in the oil market, as they may have less access to a stock of wealth and other means as recourse. Heterogenous responses, therefore, necessitate additional state-level response besides the national response to oil uncertainty.
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**Introduction**

In a recent paper De Michelis et al. (2020), *inter alia*, analysed for the first time the impact of oil price on a panel data set of state-level consumption (proxied by registration of new cars) of the United States (U.S.), by accounting for oil dependency (calculated as oil consumed minus oil produced as percentage of oil consumed) of these states. They show that the benefits from oil-price decreases are smaller than the losses from oil-price increases across the U.S. states. The study also finds that shocks pushing up oil prices are followed by a national decrease in car registrations with this decline being larger than the increase in registrations following a comparable oil price drop. In sum, the state-level evidence highlighted the fact that varying oil dependency may imply differences in consumption responses across regions following oil price shocks, when one might expect that common monetary and fiscal policies would drive similar regional responses. Against this backdrop, the objective of our study is to analyse the impact of oil price uncertainty (as measured by an observable measure of oil price volatility, i.e., realised volatility) on state-level consumption by accounting for oil dependency. In this regard, we model both the long- and short-run dynamics of the state-level consumption function using a panel data approach over the quarterly period of 1975:Q1 to 2012:Q2, and simultaneously estimate the short-run impact of oil price volatility at the state-level conditional upon their oil dependency.

Intuitively, the effect of oil price uncertainty (volatility) on economic activity is generally explained by the real option theory (see for example, Bernanke (1983), Pindyck (1991), and Dixit and Pindyck (1994)), which suggests that decision-making is affected by uncertainty because it raises the option value of waiting. In other words, given that the cost associated with wrong investment decisions is very high, uncertainty makes firms and, in the case of durable goods, also consumers more cautious. As a result, economic agents postpone investment, hiring and consumption decisions for precautionary savings reasons to periods of lower uncertainty, which results in cyclical fluctuations in macroeconomic aggregates (Punzi, 2019). In other words, oil price uncertainty is expected to negatively impact consumption (as well as investment and overall output).

Note that, while effects of oil price uncertainty on aggregate and disaggregate consumption of the overall U.S. has been analysed before (see for example, Guo and Kliesen (2005), Elder and Serletis (2010), Kilian and Vigfusson (2011)), to the best of our knowledge this is the first study to analyse the state-level impact of oil price volatility accounting for oil dependency. The remainder of the paper is organized as follows: the next section discusses the data, followed by the methodology and empirical results, with the final section concluding the paper.

**Data**

In this paper, we employ the state-level data for household consumption, financial wealth, owner-occupied housing wealth and personal income from Case et al. (2005, 2013). Due to data availability, there are two main limitations of the dataset: (i) households’ consumption spending is proxied by total retail sales; and (ii) households’ financial wealth includes holdings of mutual funds only, which are mostly interpolated. Despite these features of the data that Case et al. (2013) acknowledges, it is important to note that this is virtually the only dataset that contains unique information about aggregate wealth (and its composition) for each of the 50 U.S. states (plus D.C.) and over a relatively long time-span.
covering the quarterly period of 1975:Q1–2012:Q2. Note that, we could not use the data set of De Michelis et al. (2020) to proxy consumption as it is not publicly available, besides the fact that there is no other data source besides the one of Case et al. (2005, 2013), which includes state-level information of stock wealth and housing wealth, required to appropriately model our consumption function.\textsuperscript{3} To address potential concerns regarding the robustness of findings when extending the sample period beyond the end of the novel dataset of Case et al. (2005, 2013), we perform an annual state-level analysis for the U.S. over the sample period 1975 to 2018, which supports the quarterly results at the state level.

In addition, we construct a realised volatility series using the daily data of West Texas Intermediate (WTI) oil price obtained from the Global Financial Database. In this regard, we follow Andersen and Bollerslev (1998), and compute realised volatility from the sum of daily squared log-returns of the oil price over a specific quarter. This approach provides an observable measure of oil market volatility unlike conditional volatility obtained from generalised autoregressive conditional heteroscedasticity (GARCH)-type models, which in turn tends to make volatility model specific. Following De Michelis et al. (2020), we also construct a state-specific oil dependency series using U.S. Energy Information Administration (EIA) data on oil production and oil consumption. Variables names with descriptions and sources are depicted in Table 1.

Descriptive statistics are reported in Table 2. The average consumption per capita across all states over the sample period (expressed in constant 2000 dollars) amounts to $2,611. A minimum value of $337 was recorded in the state of Tennessee in 1982, with a high of $4,564

**Table 1.** Data series used.

| Variable name | Description | Source |
|---------------|-------------|--------|
| $c$           | Per capita consumption expenditure, proxied by retail sales per capita (constant US$, base 2000:2) | Case et al. (2013) |
| $inc$         | Per capita personal income (constant US$, base 2000:2, in thousands) | Case et al. (2013) |
| $hw$          | Housing wealth per capita (constant US$, base 2000:2) | Case et al. (2013) |
| $sw$          | Stock holdings per capita (constant US$, base 2000:2) | Case et al. (2013) |
| $wtirv$       | West Texas Intermediate oil price realised volatility calculated as the sum of daily squared log-returns over a quarter | Global Financial Database |
| $odep$        | Oil dependency calculated as oil consumed minus oil produced as ratio of oil consumed\textsuperscript{a} | U.S. Energy Information Administration (EIA) |
| $ocons$       | Oil consumption (all petroleum goods) (thousands of barrels daily) | U.S. Energy Information Administration (EIA) |
| $oprod$       | Production of crude oil (thousands of barrels daily) | U.S. Energy Information Administration (EIA) |
| $wtirv_{odep}$| Realised volatility conditional on oil dependency (Interaction term of realised volatility of oil price and oil dependency after both series has been normalised using min-max option in Stata, i.e. normalised values ranges between 0 and 1.) | |

\textsuperscript{a}In line with De Michelis et al. (2020) (See Table A.1 in online Appendix).
recorded in New Hampshire in 2006. The average income per capita is $25,624 varying between a low of $13,199 in Mississippi and a maximum of $57,768 in the District of Columbia. The average housing wealth per capita across all states is $35.62, while the average stock market wealth per capita is $43,328.

### Methodology and empirical results

We inspect the univariate characteristics of the data using Pesaran’s (2007) second generation CIPS unit root test, based on the fact that there is evidence of the existence of cross-sectional dependence. All three tests in Table 3 provide support for the existence of cross-sectional dependence by rejecting the null of cross-sectional independence at the one per cent level (Frees, 1995, 2004; Friedman, 1937; Pesaran, 2004). This result is expected given that all states form part of a single country and flows of goods and services, bootlegging behaviour of consumers, and spillover effects of uncertainty can easily occur.

From Table 4, we conclude that the state-level consumption and income panels are non-stationary I(1), as we reject the null of a unit root after differencing the variables once. This serves as justification to include these variables in the long-run steady-state component of an error correction model. The variables of interest, oil price uncertainty, \( wtirv \), and oil price uncertainty conditional on oil dependency, \( wti_oildep \), are both stationary and will be included in the short-run component of the error correction model to test the impact that increased volatility will exert on state-level consumption. All unit root test specifications include cross-sectional and first-difference means for the variable under inspection and a deterministic constant in the test regression.

Given the non-stationary properties of income and consumption data, we specify an error correction model for consumption, in line with Case et al. (2013), but add (state-invariant) realised oil price volatility to the equation:

\[
\Delta \ln c_{it} = \alpha_i \Delta \ln c_{i,t-1} + \beta_1 \Delta \ln c_{it} + \beta_2 \Delta \ln sw_{it} + \beta_3 \Delta \ln hw_{it} + \beta_4 \ln wtirv_{it} \\
+ \gamma (\ln c_{it-1} - \theta \ln c_{i,t-1}) + \mu_i + \varepsilon_{it}
\]  

(1)
Additionally, we model the impact of oil price volatility on consumption conditional on the level of oil dependency of individual states, by interacting the realised oil price volatility measure with oil dependency:

\[ \ln c_{it} = \beta_0 + \beta_1 D\ln c_{it} + \beta_2 D\ln w_{it} + \beta_3 D\ln w_{it} + \beta_4 (\text{wtirv}_{it} \times \text{oildep}_{it}) + \gamma (\ln c_{i,t-1} - \theta \ln c_{i,t-1}) + \mu_i + \varepsilon_{it} \]  

Consumption, as well as housing and stock market wealth variables, are expressed in natural logarithmic form, while the realised oil price volatility variable, \( \text{wtirv} \), is standardised to be constrained to the \([0,1]\) range. The same holds for the interaction term, \( \text{wtirv} \times \text{oildep} \). \( \mu_i \) represents the unobservable country-specific effect, and \( \varepsilon_{it} \) is the stochastic disturbance term. All coefficients with subscripts \( i \) represent short-run state-specific results of the relationship between variables.

We start by addressing heterogeneity concerns, with real income and real consumption levels varying substantially across U.S. states (refer to minimum and maximum values in Table 2 with descriptive statistics). Likewise, notable differences exist in oil dependency levels across states. Moreover, numerous oil price shocks have been recorded over the sample period, justifying testing for the validity of time effects in addition to that of state effects. Results are reported in Table 5.

We reject the null that state-level effects are jointly significantly different from zero. However, when considering time effects on its own, there is no strong evidence for dynamic adjustment over time. When testing for time effect while controlling for state effects, there is evidence of the validity of time effects. For this reason, we make use of a two-way error component model to obtain the long-run residual to construct an error correction model.

### Table 3. Cross-sectional dependence tests.

| Test                  | Test statistic and p-value |
|-----------------------|----------------------------|
| Pesaran (2004)        | 184.751 [0.0000]           |
| Friedman (1937)       | 3142.649 [0.0000]          |
| Frees (1995, 2004)    | 12.511 [0.0000]            |

### Table 4. Panel unit root tests results in the presence of cross-sectional dependence.

| Variable | CIPS test statistic | Variable | CIPS test statistic |
|----------|---------------------|----------|---------------------|
| \( l_{rc} \) | -1.527              | \( \Delta l_{rc} \) | -5.441***          |
| \( l_{nc} \) | -1.667              | \( \Delta l_{nc} \) | -6.136***          |
| \( l_{hw} \) | -1.945              | \( \Delta l_{hw} \) | -6.171***          |
| \( l_{sw} \) | -1.868              | \( \Delta l_{sw} \) | -3.589***          |
| \( \text{wtirv} \) | -4.531***          | \( \text{wtirv} \times \text{oildep} \) | -4.530***         |

* indicates rejection of the null at the 10/5/1% level.

Critical values: 10% = -2.01; 5% = -2.06; 1% = -2.14.
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(ECM) as a robustness check for the estimation results reported in Table 7. The results are qualitatively similar.

In recent years, the dynamic panel data literature has begun to focus on panels in which both the cross-sectional \((N)\) and time \((T)\) dimensions are large. Blackburn and Frank (2007) point out the asymptotics for large \(N\), large \(T\) dynamic panels are different to the traditional panels with large \(N\) and small \(T\). Small \(T\) panel estimation typically relies on fixed effects or random effects estimators, or a combination of fixed effects and instrumental variable estimators. These methods entail pooling individual groups and only allowing for the intercepts to vary across groups. An important finding of the large \(N\), large \(T\) literature, however, is that assuming homogeneity of the slope coefficients often is inappropriate (see for instance Im et al., 2003; Pesaran and Smith, 1995; Pesaran et al., 1997, 1999; Phillips and Moon, 2000). Also of concern with the increase of time observations is the issue of non-stationarity. Persaran et al. (1997, 1999) offer techniques to estimate non-stationary dynamic panels in which the parameters are homogeneous across groups. The mean group (MG) estimator relies on estimating \(N\) time series regressions and averaging the coefficients, while the pooled mean group (PMG) estimator relies on a combination of pooling and averaging of coefficients. Specifically, the technique allows for the pooling of the long-run coefficients – the income elasticity of consumption, i.e. the marginal propensity to consume, in this instance – while all other parameters are cross-section specific, including the error correction mechanisms (also referred to as the error-correcting speed of adjustment terms), other short-run coefficients and intercept terms. Since the error correction model is nonlinear in the parameters, Pesaran et al. (1999) propose a maximum likelihood method to estimate the parameters.

In this study we make use of Pesaran et al.’s (1997, 1999) Pooled Mean Group (PMG) estimator to account for the long-run steady-state relationship that exists between per capita consumption and income as dictated by economic theory, but also for the short-run dynamic adjustment impacts of housing and stock market wealth as well as oil price uncertainty and oil dependency. Lagged consumption is also included to account for habit persistence in consumption expenditure behaviour. In typical consumption analysis the parameters of primary interest would be the long-run coefficient, \(\theta\), and the error-correction speed of adjustment parameter, \(\gamma\) (see for instance Pesaran et al., 1997, 1999). Case et al. (2005, 2013) compare the housing wealth effect with the stock market wealth effect and report that the housing wealth effect is more pronounced than that of stock market wealth. In this study, we focus on the impact of oil price volatility and oil dependency on consumer expenditure, as proxied by retail sales. The cointegration results are contained in Table 6, and the PMG estimation results are reported in Table 7 for models specified in equations (1) and (2), displaying the common long-run income elasticity and the averaged short-run parameter estimates.\(^4\)

Based on the Kao (1999) and Pedroni (2004) cointegration tests, we reject the null of no cointegration in favour of the existence of a long-run cointegrated relationship between per capita real consumption expenditure and real personal income.

### Table 5. Tests for validity of state-specific effects and time effects.

| Null hypothesis                                                                 | Test statistic and p-value     |
|---------------------------------------------------------------------------------|--------------------------------|
| \(H_0\): \(\mu_1 = \mu_2 = \cdots = \mu_{N-1} = 0\)                            | \(F(50, 7596) = 2831.520 \quad [0.000]\) |
| \(H_0\): \(\lambda_1 = \lambda_2 = \cdots = \lambda_{T-1} = 0\)              | \(F(149, 7497) = 0.890 \quad [0.826]\) |
Table 6. Panel cointegration test results.

| Test statistic and p-value |
|---------------------------|
| Kao (1999)                |
| Modified Dickey-Fuller t  |
| H0: No cointegration      |
| Dickey-Fuller t           |
| Hα: All panels are cointegrated |
| Augmented Dickey-Fuller t |
| Unadjusted modified Dickey-Fuller t |
| Pedroni (2004)            |
| Modified Phillips-Perron t |
| H0: No cointegration      |
| Phillips-Perron t Augmented |
| Hα: All panels are cointegrated |
| Dickey-Fuller t           |

Table 7. Pooled Mean Group estimation across all U.S. states, 1975Q1 to 2012Q2.a

| (1) | (2) |
|-----|-----|
| D.lc | D.lc |
| ec   | 0.825*** | 0.826*** |
| (38.20) | (38.26) |
| linc | 0.406*** | 0.406*** |
| (21.02) | (21.01) |
| S.R. | -0.0516*** | -0.0516*** |
| (–18.75) | (–18.68) |
| D.lag_lc | 0.0141 | 0.0139 |
| (1.01) | (0.99) |
| D.linc | 0.0279*** | 0.0278*** |
| (13.46) | (13.38) |
| D.lsw | 0.105*** | 0.105*** |
| (8.85) | (8.86) |
| wtirv | -0.0234*** | -0.0242*** |
| (–23.41) | (–21.92) |
| wtirv_odep | -0.0229*** | -0.0236*** |
| (–17.27) | (–17.49) |
| _cons | -0.0229*** | -0.0236*** |
| (–17.27) | (–17.49) |
| Obs 7548 7548 |
| Number of groups 51 51 |

* t statistics in parentheses.
* Inference based on robust standard errors.
* * p < 0.10, ** p < 0.05, *** p < 0.01.

aThe novel Case et al. (2005, 2013) dataset containing data for consumption, housing and stock market wealth stock etc. at the state level used in this paper is not available in quarterly format post 2012, while the dataset of De Michelis et al. (2020) is not publically available. However, analysis of annual data that extends beyond 2012, notably from 1975 to 2018 sourced from the Regional Economic Accounts, US Census Bureau presented in Table A6 in the online Appendix and shows robustness in the relationship beyond 2012, supporting the notion that oil price uncertainty conditional on oil dependency exercise a negative impact on consumption.
For the period under consideration, the income elasticity, or marginal propensity to consume, is equal to 0.8 in both models. All other parameters are also almost identical for the two model specifications, and all coefficients are statistically significant at the 1 per cent level. The error-correction speed of adjustment parameter is negative, implying that the variables in the long-run equation exhibit a return to long-run equilibrium, albeit at a slow rate given that the coefficient is closer to zero than to one in absolute terms. The average impact of realised oil price volatility is negative on consumption growth, so is its average impact conditional on the oil dependency of individual states.

It is however of interest to analyse the impact on the macroeconomy, or consumer behaviour specifically, of developments in the oil market, based on the fact that a number of states in the U.S. are oil producers, some of them in a significantly large volume (like Texas, Alaska, North Dakota, New Mexico, Oklahoma and others) while other states have no oil-producing capacity. The oil dependency of states also varies substantially (refer to Table A1 in the online Appendix for average oil production, oil consumption and oil dependency figures).

When considering the full result, with state-specific short-run results, all state-specific error-correction speed of adjustment parameters are negative and statistically significant at conventional levels. Parameters for \(wtirv\) and \(wtirv\_oildep\) are negative and statistically significant, with the exception of Illinois Michigan, Nebraska, New York, Utah and Washington, which also turns out to be the six states recording the lowest negative impact of oil price volatility and oil dependency on consumption expenditure.\(^5\)

The coefficients representing the relative magnitude of the negative impact of oil price volatility on consumption, as well as that of oil price volatility conditional on oil dependency – our principal interest in this study – are depicted in Figure 1. The impact of oil price volatility, \(wtirv\), is represented by coefficient \(\beta4_i\) in equation (1) and the impact of oil price volatility conditional on oil dependency, \(wtirv\_oildep\), as represented by coefficient \(\beta4_i\) in equation (2)). The rankings of impact are contained in Table A2 in the online Appendix.

The five states being impacted most negatively by oil price volatility are Vermont, Wyoming, New Mexico, Mississippi and South Carolina. Of these, Wyoming, New Mexico and Mississippi are also important oil producers. When also taking the oil dependency of the states into account, Wyoming, New Mexico and Mississippi again appear amongst the top five states being most severely negatively impacted. However, Alaska, the second largest oil-producing country, also enters the list, moving up from position 30 in the ranking of the impact of only oil price volatility.

Texas and California, despite being large oil producers, are not amongst the states most harshly impacted, but they rank somewhat lower in terms of oil dependency and rank higher in income and consumption.

The outcome of Vermont in the first analysis is somewhat surprising given that the state does not produce oil, nor does it rank high in terms of oil consumption and oil dependency. When taking West Virginia's oil dependency into account, the impact seems less severe (West Virginia moves from position 22 to position 40).

Amongst the states ranking highest in terms of the negative impact of oil market development are also a number of states ranking low in terms of per capita income and per capita consumption. These include New Mexico, Tennessee, South Dakota, Louisiana, Mississippi, Arkansas. The latter three states also rank low in terms of housing wealth per capita. At the same token, several states rank high in terms of negative oil uncertainty impact and rank
low on stock market wealth. These states include New Mexico, Wyoming, Louisiana, Arkansas, Tennessee, Georgia, South Dakota and North Dakota. The results, therefore, suggest that oil-producing states might be more severely impacted by oil price uncertainty. A low number for the oil dependency measure is, therefore, an indication that the country’s production exceeds the consumption by some margin, and may hint towards possible exposure in terms of the dependence of the state in selling its oil to neighbouring states or on the international market. Furthermore, the states with lower per capita income and consumption expenditure also appear to be more vulnerable to the negative impact of negative developments and uncertainty in the oil market, as they may have less access to a stock of wealth and other means of recourse.

From the spatial analysis portrayed in the Figures A1 to A4 in the online Appendix, the overlap is evident between low income—low consumption states and states with a sizable negative impact of oil price uncertainty on real consumption, reflected by states being lighter shaded. These states notably include Arkansas, Mississippi, Louisiana, Tennessee, South Carolina, New Mexico, and Idaho. North Carolina and Georgia are also among the states more severely impacted by oil uncertainty, although they rank slightly higher on income and consumption. With the exception of Idaho, all these states are in the Southeast and Southwest regions, traditionally regions with the highest poverty levels in the country.

Wyoming and Alaska, the two states that rank first and second in terms of the negative impact on consumption are exceptions in that these are wealthier states. The latter two states are however, both large oil producers and the two states where production exceeds consumption by the largest margin. What is clear is the heterogeneous nature of the negative impact of oil price uncertainty on macroeconomic outcomes in general, and consumption expenditure specifically.

**Conclusion**

This paper studies the effects of oil price uncertainty and oil dependency on consumption as proxied by retail sales across U.S. states. De Michelis et al. (2020) show that benefits from oil price decreases are smaller than the losses from oil price increases across U.S. states. At

Figure 1. The impact of realised oil price volatility and realized volatility conditional on oil dependency on consumption, by state (ranked by $wtirv \times oildep$).
the outset, the expectation is, therefore, that periods of oil price volatility will result in a net negative impact on economic activity, including consumption expenditure (on asymmetric responses to oil price changes, also see Apergis et al., 2015 and Ajmi et al., 2015). The country- and state-level evidence from De Michelis et al. (2020) further highlights that varying oil dependency may imply differences in consumption responses across regions and states. An oil price decline leads to increases in consumption in oil-importing countries, even though it may take time to materialise fully. In contrast, net oil-exporting countries are shown to experience a rapid decline in consumption following an oil price decline, which decline may be attributed to a decline in investment and wealth effects. Oil price increases, on the other hand, lead to a smaller than expected boost to oil-exporters’ economies, attributed to the fact that these economies may be strained by the downturn experienced by their oil-importing trading partners. In terms of the United States, neither a large net oil importer nor a large net oil-exporter, more mixed effects are reported. Just like countries in the world, U.S. states are also heterogeneous in their oil dependence. While Texas and Utah are roughly oil independent, Alaska produces substantially more oil than consumed, with a very large negative oil dependency.

In this study, we apply Pesaran’s (1997, 1999) Pooled Mean group estimator to estimate an error correction model to determine the impact of oil price uncertainty and oil dependency on consumption growth, while controlling for housing and stock market wealth effects. Our results show that the oil-producing states of Alaska, Wyoming, New Mexico and Mississippi are amongst the states being most severely negatively impacted by oil price volatility when considering oil dependency. When considering income per capita and consumption levels of individual states, it also becomes evident that states like New Mexico, Tennessee, South Dakota, Louisiana, Mississippi and Arkansas rank high in terms of the negative impact of oil uncertainty on consumption, but they at the same time are representative of the poorer states in terms of income as well as stock market wealth and consumer expenditure, exposing their vulnerability to uncertainty and adverse developments related to the oil market. States that are least impacted by oil uncertainty include Illinois, Nebraska, Utah, New York and Washington.

Findings by Guo and Kliesen (2005) and supported by Hamilton (1996, 2003) suggest that uncertainty about the future direction of prices matters more than the actual increase in the price of crude oil, with adverse effects on various key measures of the U.S. macroeconomy, including fixed investment, consumption, employment and the unemployment rate. Increased uncertainty motivates consumers to take a precautionary approach.

The fact that poorer states are more severely impacted by unexpected increases in adverse development and increased uncertainty has recently been pointed by Finck and Tillmann (2020) in the context of the COVID-19 pandemic. The authors examine the effect of the unexpected component of the COVID-19 pandemic, to which they refer as “pandemic shock”, across income quartiles. In each state, low-income households exhibit a significantly larger drop in consumption than high-income households, which notion finds support in our analysis that poorer states’ consumption is also more severely impacted by oil price uncertainty than states with a higher income. Given that responses at the state level are evidently heterogeneous, policy authorities need to take account of this, and effect additional state-level response besides the national response to oil uncertainty.

Our analysis is important from the perspective that it provides an avenue to determine the impact of uncertainty on U.S. consumption. The market volatility during the Covid-19 period, and to some extent since 2016 due to the U.S. trade war with China, and the
associated adverse effect on consumers, is evidence of the importance of analysis of this nature to guide an appropriate policy response.
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Notes
1. For a detailed review of literature on alternative specification of the consumption function, along with variables included in the model, the reader is referred to Coskun et al. (2018).
2. The reader is referred to Van Eyden et al. (2019) for a detailed review of the impact of oil market activity on economic activity in general.
3. The data set is available from Dr. Guo Li (at the Fannie Mae) or Dr. Richard Ashley http://ashleymac.econ.vt.edu/ upon request.
4. In addition, as reported in Tables A3 to A5 in the Appendix of the paper, when we use overall measures of state-level economic uncertainty (at various forecasting horizons of 1-, 2-, 3-, and 4-quarter-ahead) derived by Mumtaz (2018) by following the data-rich environment of Jurado et al. (2015), we find that, just like oil market uncertainty, general macroeconomic uncertainty too reduces the growth in consumption. Note that, the state-level uncertainty measures starting in 1977 uses 8 macroeconomic and financial data series, while the one starting in 1991 incorporates 21 series. Further, while the Jurado et al. (2015)-based measures of uncertainty is the average time-varying variance in the unpredictable component of the real and financial time-series, Mumtaz (2018) improves the estimates by filtering out the effects of idiosyncratic uncertainty and measurement error. Further, using the non-parametric symbolic transfer entropy test for Granger causality in longitudinal data, as developed by Camacho et al. (2020), between consumption growth and these metrics of uncertainties, we were able to detect causality, especially for the uncertainty measures at the shorter horizon, suggesting that our results are robust to nonlinearity. These set of results are available upon request from the authors.
5. The full PMG estimation result with cross-section specific short-run parameters for all U.S. states is not presented in the text as its magnitude precludes inclusion, but is available from the authors upon request.
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