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In this paper, we consider the problem of mechanical wave scattering from a spatially finite system into an infinite surrounding environment. The goal is to illuminate why the scattering spectrum undergoes peaks and dips (resonances) at specific locations and how these locations connect to the vibrational properties of the scatterer. The resonance locations are connected to the eigenvalues of a finite dimensional effective operator, $H_{\text{eff}}$, corresponding to the scatterer. The developments are presented from the perspective of open systems, which seeks to convert the infinite dimensional scattering problem (scatterer+environment) into a finite dimensional effective problem involving only the finite scatterer. This is achieved through a projection operator formalism which allows us to formally calculate $H_{\text{eff}}$. An interesting corollary of our analysis is the deep connection between resonance locations in the scattering spectrum and the eigenfrequencies of the scatterer under Neumann boundary condition. We bring out this point further by considering 3D scattering from an elastic shell, connecting our results to classical results in acousto-elastic scattering theory.
I. INTRODUCTION

In this paper, we are concerned with understanding the scattering of mechanical waves from scatterers of finite extent. This problem has a long history of research in the general area of mechanics beginning from classic works. More recently, scattering problems have also been of interest in cloaking problems in problems involving metasurfaces, in those concerning nanoscale thermal transport, and other related phononic and metamaterial problems. In general, the concern with scattering problems is to calculate the spectrum of scattering (scattering amplitude as a function of frequency) given a scatterer. There are numerous techniques of doing so. Here we ask a related question - what is the relation between the prominent features of the scattering spectrum (locations of peaks and dips) and the vibrational eigenfrequencies of the scatterer? The main theoretical machinery is that of open quantum systems which is used to study the scattering of quantum waves from potentials localized in space. Conservation of probability is a key feature in certain systems in quantum mechanics and it is related to the real nature of the eigenvalues of the Hermitian Hamiltonians of such systems. For example, for the classical particle in a box case, one can calculate the probability of finding the particle at a given location inside the box as the square of the wave function. Decreasing the probability of finding the particle at a position is followed by increasing the probability of finding it in another position – and the total probability of finding the particle in the box sums to 1 this is the conservation of probability. However, this probability is not conserved when a quantum system (such as the box) is placed in an environment with which it can interact. In such a configuration, the particle can escape the box to infinity and the probability of finding it inside the box does not sum to 1. Such systems, where an otherwise conservative finite system is coupled with an environment, thus giving rise to the flows of energy, particle, or information between the finite system and the environment are called open systems. Since these systems are inherently non-conservative, their effective Hamiltonian operators are non-Hermitian, giving rise to complex eigenvalues. An equivalence between the single-particle Schrödinger equation in quantum mechanics and classical wave equation makes it possible to study the scattering of classical waves from the point of view of open systems and the associated non-Hermitian effective Hamiltonian problem.

The deep connection between scattering problems and open system problems also means that the open system effective Hamiltonian can be useful for certain scattering calculations. For example, while it is sometimes difficult to find the poles of the scattering matrix using the standard Hermitian formalism, it can be done directly by calculating the eigenvalues of the associated non-Hermitian Hamiltonian of the corresponding open system. Non-Hermiticity can give rise to unconventional phenomena in wave transport such as unidirectional light reflection in PT-symmetric systems and enhanced sensitivity to external perturbation. Additionally, parametric non-Hermitian systems have also been of interest to the research community. This has revealed exotic phenomena like level repulsion and exceptional points, non-orthogonality of eigen-mode, self-orthogonality in certain systems, high sensitivity to parametric variation, and chirality of the eigenstates near the exceptional points.

Non-Hermiticity has also been studied in the field of metamaterials. Metamaterials have been proposed which exhibit effective properties with non-zero imaginary parts, implying either material gain or loss exists in the system. Such metamaterials allow for more design degrees of freedom, made possible by exploiting the interplay between loss, gain, and the coupling between individual resonances. Acoustic gain in such metamaterials can be achieved through various methods, such as by using piezoelectric materials, electroacoustic circuits, exploiting the coupling between sound and hydrodynamic instabilities, or thermo-acoustic effects. Non-Hermiticity also appears in metamaterials involving parity (P) and time (T) symmetries. An interesting point about such systems is that in spite of having a non-Hermitian Hamiltonian, they have real eigenvalue spectra below some threshold related to an exceptional point. Within this regime, the losses are compensated by the gain, providing loss-immune acoustic metamaterials. Above the threshold, the system enters the PT-symmetry broken phase with complex conjugate eigenvalues. These extraordinary spectral features lead to exceptional scattering behavior such as anisotropic transmission resonances, also called unidirectional cloaking, and coherent perfect absorbers and lasers.

An important and useful tool in analyzing systems which interact with their environment is the effective Hamiltonian. Effective Hamiltonian is the Hamiltonian calculated for only a part of the problem and it considers the effect of the rest of the problem implicitly. It acts in a reduced space and only describes a part of the eigenvalue spectrum of the true (more complete) Hamiltonian. An important technique of formally calculating the effective Hamiltonian of an open quantum system is using projection operators like the Feshbach projection operator formalism. A useful application of finding the effective Hamiltonian of an open system is solving scattering problems once an incoming wave from the environment is incident at the subsystem of interest. We show how Green’s function can be derived from the effective Hamiltonian and then how scattering coefficients can be calculated using Green’s function. In earlier works, some scattering problems in discrete mass-spring systems are solved using the interface response theory. This formalism allows the calculation of the Green’s function of a perturbed system in terms of the Green’s functions of unperturbed systems. Although both methods are based on the calculation of Green’s functions, the method of inter-
face response theory follows a complicated and relatively long path. On the other hand, using the open system point of view and calculating the effective Hamiltonian present a simpler and physically more understandable approach in solving wave scattering problems.

The methods followed here were developed in the area of nanoscale heat transfer where various traditional methods of calculating scattering in low/high temperature regimes and for ideal/non-ideal interface surface roughness have emerged in the past. The method used in this paper is connected to the Atomistic Green’s function method (AGF), which stemmed from the theory of coherent transport of electrons. AGF is used mostly for harmonic phonon processes and for simplified interfacial models, such as junctions or nanowires, and it allows for the calculation of the effective Hamiltonian and scattering parameters. The related efforts in nanoscale heat transfer have gone further and an extended version of the AGF method, using the concept of Bloch matrix, determines not only the total transmission function but also the transmission due to each single phonon mode.

In this paper we use a 1D discrete mass-spring model, similar to tight-binding systems in quantum mechanics, to show how the concepts of effective Hamiltonian and projection operator formalism can be applied to a mechanical wave propagation problem. First we present an example of a scattering problem and simply point out a few interesting observations about the scattering spectrum in it. The main question concerns the understanding of the connection between the vibrational features of the scatterer and the features in the scattering spectrum of a wave scattered by the scatterer. Section I presents a short introduction to a projection operator formalism and Section IV explicitly shows that, for the problem under consideration, the effective Hamiltonian derived from the projection formalism is exactly the same as that derived from a direct method. This section also elucidates the connection between the eigenvalues of the effective Hamiltonian, the Green’s function, and the scattering spectrum. Finally, a scattering problem for a 4-DOF scatterer is the basis for several numerical examples in section V where we discuss the effects of the couplings inside/outside of the scatterer on the features of the scattering spectrum. We also show that some of the lessons learned from the projection operator formalism can be used to understand resonance scattering in higher dimensional problems such as scattering from a spherical shell. Such problems have a long history in mechanics where the method of choice for understanding the resonant features in the scattering spectrum is the resonance formalism. Flax et. al considered the problem in detail and showed that the scattering resonances are caused by the superposition of resonances in the individual normal mode amplitudes of the scatterer.

II. A SCATTERING PROBLEM

Consider the scattering problem in Fig. 1. Fig. 1(a) shows a conceptual schematic of an open system. It consists of a heterogeneity (scatterer) of a finite extent in an otherwise infinite homogeneous problem. The finite heterogeneity is called the system whereas the homogeneous medium is called the environment. Fig. 1(b) shows a specific manifestation of this general problem in the context of a 1-D discrete chain of masses and springs. The problem consists of a finite central region of masses and springs (the system) connected to two semi-infinite homogeneous mass-spring chains (the environment). In either of these problems, waves traveling in the environment are scattered by the system. The scattering spectrum in the environment is critically connected to the properties of the system, a connection which is encapsulated in the effective Hamiltonian.

For Fig. 1(b), we consider a specific case where \( k = 1 \, \text{N/m} \), \( m = m_d = 1 \, \text{kg} \), and the spring constants in the left and right resonators are \( k_{d_0} = 1.01 \, \text{N/m} \) and \( k_{d_1} = 0.8 \, \text{N/m} \) respectively. We now assume that an incident wave travels in
the environment in, and gets scattered (reflected and transmitted) by the system. The incident and scattered waves are all characterized by a real frequency $\omega$. Waves which are traveling to the right have a wavenumber $q$ and those traveling to the left have the wavenumber $-q$. $\omega, q$ are related to each other through the dispersion relation of the environment. In this case, since the environment is simply a homogeneous chain of mass and spring, the dispersion relation has a well known analytic form. For the current problem with the above parameters, the $q$ solution for $0 \leq \omega \leq 2$ is real. We call these real $q$ wave solutions propagating modes, but they are also referred to as continuum states in quantum mechanical parlance. Purely imaginary $q$ solutions are called evanescent waves or bound states. Finally, complex $q$ solutions comprise the resonant ($\Re q > 0, \Im q < 0$) and anti resonant ($\Re q < 0, \Im q < 0$) states. Thus, we have a full picture of the wavenumber in the complex $q$ domain. Similarly, we will consider the complex frequency domain as well. The incident and scattered waves in this paper will always be assumed to have a real frequency but the eigenvalues of the effective Hamiltonian will necessarily be in the complex frequency domain.

We now assume that incident wave is of unit amplitude. In this simple problem, the reflected and transmitted waves in the environment have the same frequency and magnitude of the wavenumber as the incident wave, and their amplitudes are given by complex constants $R, T$ respectively. Fig. (2) shows $|T|^2(\omega), |R|^2(\omega)$ in the frequency range where a propagating wave solution exists in the environment ($q$ is real). The equations needed for these and related calculations will be provided in the subsequent sections. We note here that the scattering spectrum for this simple problem exhibits certain peaks and valleys. The salient peaks of the transmission spectrum exist at around $\bar{\omega}_i = 0.74$ and 1.79 and there are corresponding valleys for the reflection spectrum at these locations. These locations are highlighted in the figure through dashed lines. Here, we are interested in two main questions: why do the peaks and dips of the scattering spectrum appear at the precise locations where they are occurring and how are these locations related to the vibrational properties of the system?

### A. Relation between $\bar{\omega}_i, \omega_i, \omega_i^N, \omega_i^D$

The vibrational eigenfrequencies of the isolated scatterer may be calculated, most conventionally, under free (Fig. 3a) or fixed (Fig. 3b) boundary conditions. We will call these sets $\omega_N$ (Neumann) and $\omega_D$ (Dirichlet) respectively. The aim is to illuminate the relation between $\bar{\omega}_i, \omega_i^N, \omega_i^D$. The eigenvalue problems corresponding to the two boundary conditions may be written as:

\[
\begin{align*}
H_D \bar{u} &= \lambda_D^D \bar{u} \\
H_N \bar{u} &= \lambda_N^N \bar{u}
\end{align*}
\]

where we use $H_D$ and $H_N$ to clarify that we are referring to the linear operator (Hamiltonian) of the system isolated from the environment with fixed and free boundary conditions respectively. $\bar{u}$ is the state vector constituting only the degrees of the freedom of the system, $\lambda_D^D$ and $\lambda_N^N$ are the eigenvalues of the isolated system. The corresponding frequency eigenvalues under the two mentioned boundary conditions, $\omega = \sqrt{-\lambda_i}$, for this problem are given in Table I.

Comparing $\omega_i^D, \omega_i^N$ to $\bar{\omega}_i$ (Fig. 3a), we note that there is no clear relation between $\omega_i^D$ and $\bar{\omega}_i$ but there is a close correspondence between $\omega_i^N$ and $\bar{\omega}_i$. It is known that the appearance of the peaks and dips in the scattering spectrum is connected to the existence of discrete poles in the Green’s function of the full scattering problem. These poles themselves are connected to the eigenvalues of an effective Hamiltonian problem which isolates the system from the
FIG. 3. The system isolated from its environment. (a) the isolated system with unconstrained/Neumann boundary condition and (b) with fixed/Dirichlet boundary condition.

| $\omega_i$ | $0.774661 \pm i0.0509381$ | $1.3706 \pm i0.985531$ | $2.14715 + i0$ |
| $\omega_i^N$ | 0.742 | 1.338 | 1.811 |
| $\omega_i^D$ | 0.6067 | 0.806 | 1.557 |

TABLE I. Eigenvalues of the open system in the first row and the natural frequencies resulted from Neumann and Dirichlet boundary conditions of the central system in second and third rows respectively, for $k = 1$ N/m, $k_{d_0} = 1.01$ N/m and $k_{d_1} = 0.8$ N/m.

environment. The effective problem boundary condition is neither fixed nor free. Such an effective Hamiltonian leads to an eigenvalue problem of the form:

$$H_{eff}\vec{u} = \lambda\vec{u}$$

where $\lambda = -\omega^2$. We stress that the eigenvalues resulting from the solution of the above are a special finite set of eigenvalues which correspond to the effective Hamiltonian and which have a special relationship to the scattering of waves. These $\lambda_i$ are related to both of $\lambda_i^D$ and $\lambda_i^N$ through a non-trivial relationship. The eigenvalues, $\omega_i$ of the above equation are complex quantities in general. The scattering parameters presented in Fig. (2a) are functions of real frequency, however, they have analytical continuation in the complex frequency plane and the eigenvalues $\omega_i$ of the effective Hamiltonian are the poles of these analytically continued scattering functions. For this specific problem, the pole locations are provided in Table I (also shown in Fig. 2b).

We note that the complex conjugate poles with the real part 0.774661 lie close to the real line (have small imaginary parts) and their effect is to induce a fast variation of the scattering parameters near $\omega = 0.774661$. On the other hand, the complex conjugate poles with the real part 1.3706 lie away from the real line and their effect is to induce a slow variation of the scattering parameters. We also note that the first pole is close to $\omega_i^N$ but not especially close to $\omega_i^D$. In the subsequent sections, we present a projection operator formalism for understanding these effects.

### III. PROJECTION OPERATOR FORMALISM

Projection operators are unitary matrices which project the image of a space onto another space (usually a subspace) and they are the generalization of the concept of vector projection. Consider an abstract physical system whose state is defined by a vector $\psi$ over some linear vector space $X$ and whose dynamics is characterized by an eigenvalue problem $H\psi = \lambda\psi$. $H$ is an operator in $X$ and is generally known as the Hamiltonian of the problem. We consider two subspaces $U, V$ of $X$ and consider the projection operators $P, Q$ which project $\psi$ onto $U, V$ respectively and such that $P + Q = I$ ($P^2 = P, Q^2 = Q$ follow) with $I$ being the identity matrix. This technique allows us to formally extract the effective Hamiltonian, $H_{eff}$, corresponding to the subspace $U$ from the full Hamiltonian $H$. Consider the following two expansions of $H\psi = \lambda\psi$:

$$PH(P + Q)\psi = \lambda(P\psi)$$

$$QH(P + Q)\psi = \lambda(Q\psi)$$

Using $P^2 = P, Q^2 = Q$, we have:

$$PHP(P\psi) + PHQ(Q\psi) = \lambda(P\psi)$$

$$QHP(P\psi) + QHQ(Q\psi) = \lambda(Q\psi).$$
resulting in:

\[ Q\psi = \frac{1}{\lambda - QHP}(P\psi). \]  

(7)

Substituting the above into the Eq. (5) we obtain:

\[ (PHP + PHQ\frac{1}{\lambda - QHQ}QHP)(P\psi) = \lambda(P\psi) \]  

(8)

The above is an eigenvalue equation whose eigenvectors are \( P\psi \) which belong to the subspace \( U \). The operator which acts on \( P\psi \) on the left hand side of the equation can be identified as the effective Hamiltonian. Thus, \( H_{eff} = PHP + \Sigma(\lambda) \) where \( \Sigma(\lambda) \) is called "self-energy" in quantum mechanics\(^7\) and is a measure of the coupling of the system with its environment. \( \Sigma(\lambda) \) is given by:

\[ \Sigma(\lambda) := PHQ\frac{1}{\lambda - QHQ}QHP \]  

(9)

\( H_{eff} \) can thus be calculated by substituting Eq. (9) and the expression for \( PHP \) into \( H_{eff} = PHP + \Sigma(\lambda) \).

IV. 1D DISCRETE PROBLEM

To see an explicit application of the projection operator formalism, consider the case of a simple 1D discrete system as shown in Fig. 4. This problem consists of an infinite chain of masses, \( m \), connected to their neighbors through a spring with spring constant \( k \). These masses are indexed with the integer \( n = -\infty, \ldots, -1, 0, 1, \ldots \). A single mass (at site 0) has a further connection to another mass, \( m_d \), through a spring with spring constant \( k_d \) and it acts as the scatterer. We first derive the effective Hamiltonian for this problem directly and then derive it using the projection operators.

![Diagram of 1D spring mass model](image)

FIG. 4. 1D spring mass model. Mass \( m_d \) and and two semi infinite chains are connected to the site 0

A. Direct method using Siegert boundary conditions

We can write the equation of motion for this system as follows:

\[
\begin{align*}
    m\ddot{u}_n &= k(u_{n-1} + u_{n+1} - 2u_n) & \text{for } n \neq 0 \\
    m\ddot{u}_0 &= k(u_{-1} + u_1 - 2u_0) + k_d(u_d - u_0) & \text{for } n = 0 \\
    m_d\ddot{u}_d &= k_d(u_0 - u_d) & \text{for } m_d
\end{align*}
\]  

(10)

The equation of motion (10) can be written in the abstract form \( \ddot{\mathbf{u}} = H\mathbf{u} \) where \( H \) is the Hamiltonian of the system. Assuming \( m = m_d = 1 \), we can write this Hamiltonian projected on the orthonormal basis (in matrix form), as:
Instead of solving the second order time dependent problem, we can consider the eigenvalue form of the problem given by $H \mathbf{u} = \lambda \mathbf{u}$ with $\lambda = -\omega^2$ where $\mathbf{u} = [..., u_{-1}, u_0, u_d, u_1, ...]$ and $\omega$ is the angular frequency in radians per second. In the rest of this paper, we will consider various angular frequencies and their units will always be radians per second, and the units will, in general, not be explicitly mentioned. We will consider wave scattering problems in this system and such problems are characterized by reflected and transmitted waves in the following form:

$$u_n = \begin{cases} A e^{i n q L} + B e^{-i n q L} & \text{for } n \leq -1 \\ C e^{i n q L} + D e^{-i n q L} & \text{for } n \geq 1 \end{cases}$$

where $q$ is the wavenumber and $L$ is the distance between the adjacent masses in the chain. Here, $A e^{i n q L}, B e^{-i n q L}$ represent waves which are incident towards the central system (incoming waves) from the left and the right, respectively, and $B e^{-i n q L}, C e^{i n q L}$ represent waves which are traveling away from the central system (outgoing waves). If we are interested in extracting from the above, only those eigenvalues which correspond to the effective Hamiltonian, then we are only interested in analyzing the resonant states of the scattering problem (corresponding to the poles of the scattering coefficients). It is known that the resonant states can be extracted if one considers only the outgoing waves in the problem (Siegert boundary conditions):

$$u_n = \begin{cases} B e^{-i n q L} & \text{for } n \leq -1 \\ C e^{i n q L} & \text{for } n \geq 1 \end{cases}$$

For sites $n \geq 2$, we can write the Hamiltonian in Eq.11:

$$\omega^2 C e^{i n q L} = k C e^{i n q L} (2 - e^{-i q L} - e^{i q L}) = 2k C (1 - \cos (qL))$$

which gives rise to the dispersion relation $\omega^2 = 2k(1 - \cos (qL))$. Dispersion relation for $n \leq 2$ is exactly the same in this case. These dispersion relations connect the wavenumber and frequency of the wave scattered in the environment. From the continuity of displacement at the site $n = 0$ we conclude that $B = C = u_0$. Now we write the Hamiltonian for the sites 0 and $d$:

$$\begin{cases} -\omega^2 u_0 + k (2u_0 - u_{-1} - u_1) + k_d (u_0 - u_d) = 0 \\ -\omega^2 u_d + k_d (u_d - u_0) = 0 \end{cases}$$

We would like to extract the degrees of freedom of the system, $(u_0, u_d)$, from the above. This can be done by noting that $u_{\pm 1} = e^{i q L} u_0$. Substituting this in Eq.15, we have:

$$\begin{cases} -k (2u_0 - e^{i q L} u_0 - e^{-i q L} u_0) - k_d (u_0 - u_d) = -\omega^2 u_0 \\ -k_d (u_d - u_0) = -\omega^2 u_d \end{cases}$$

After some rearrangement:

$$\begin{pmatrix} -2k(1 - e^{i q L}) - k_d & k_d \\ k_d & -k_d \end{pmatrix} \begin{pmatrix} u_0 \\ u_d \end{pmatrix} = -\omega^2 \begin{pmatrix} u_0 \\ u_d \end{pmatrix}$$

The above equation is of the form $H_{\text{eff}} \tilde{u} = \lambda \tilde{u}$ where $\lambda = -\omega^2$ and the effective Hamiltonian is explicitly given by:

$$H_{\text{eff}} = \begin{pmatrix} -2k(1 - e^{i q L}) - k_d & k_d \\ k_d & -k_d \end{pmatrix}$$

Thus, we have been able to directly extract the effective Hamiltonian of the system by employing only the outgoing waves (Siegert boundary conditions).
B. Effective Hamiltonian using Projection Operators

Now we derive the effective Hamiltonian using the projection operators described in Sec. (III). We first define appropriate projection operators $P$ and $Q$ where $P$ is expected to isolate the degrees of freedom of the system, and can be appropriately understood as an infinite dimensional square matrix. $Q$ is the dual of $P$. Explicitly they are given by:

$$P := \begin{pmatrix} 0 & \cdots & 1 \\ \vdots & \ddots & \vdots \\ 1 & \cdots & 0 \\ 0 & \cdots & 0 \end{pmatrix}, \quad Q = I - P = \begin{pmatrix} 1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 1 \\ 0 & \cdots & 0 \end{pmatrix}$$

The non-zero diagonal terms in $P$ (and the zero diagonal terms in $Q$) exist at locations corresponding to the degrees of freedom of the central system. The effective Hamiltonian from the projection operator formalism is:

$$H_{\text{eff}} = PHP + \frac{1}{\lambda - QHQ}QHP$$

The effective Hamiltonian is of the form $PHP + \Sigma(\lambda)$ where: (see [21] for details):

$$PHP = \begin{pmatrix} -2k - k_d & k_d \\ k_d & -k_d \end{pmatrix}; \quad \Sigma = \begin{pmatrix} 2ke^{iQL} & 0 \\ 0 & 0 \end{pmatrix}$$

Thus the effective Hamiltonian comprises of two parts. The first part ($PHP$) is hermitian and it is precisely the Hamiltonian of the system if it were isolated from the environment by applying fixed boundary conditions at its ends. The second part $\Sigma$ is non-hermitian and it emerges as a correction to $PHP$ and accounts for the interaction between the system and the environment. The non-hermiticity of $\Sigma$ is the source of apparent damping as one notices the energy in the system escaping into the environment. Combining, we get:

$$H_{\text{eff}} = PHP + \Sigma = \begin{pmatrix} -2k - k_d & k_d \\ k_d & -k_d \end{pmatrix} + \begin{pmatrix} 2ke^{iQL} & 0 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} -2k(1 - e^{iQL}) - k_d & k_d \\ k_d & -k_d \end{pmatrix}$$

which is precisely the expression calculated earlier from the direct method (Eq. 18). However, going through the route of the projection operator formalism has exposed the deep physical insight that the effective Hamiltonian is a correction over the Hamiltonian of the isolated system with fixed boundary conditions - an insight that was hidden in the direct method.

At this point, we note that the entire physics of the scattering problem in the open system is encapsulated in the finite dimensional effective Hamiltonian $H_{\text{eff}}$. We would like to find the eigenvalues of this effective Hamiltonian and, finally, we would like to find the Green’s function of the same as it would allow us to connect these eigenvalues to the peaks and dips of the scattering spectrum. However, $H_{\text{eff}}$ itself is not a simple linear operator due to its dependence on the wavenumber $q$, which makes it dependent on the frequency $\omega$ through the dispersion relation. Thus, finding the eigenvalues of $H_{\text{eff}}$ is not a straightforward exercise. $H_{\text{eff}}$ can be written as a quadratic eigenvalue problem. To do so, we take $\beta = e^{iQL}$ and note that $H_{\text{eff}}\vec{u} = \lambda\vec{u}$ is equivalent to the following:

$$\begin{pmatrix} -2k(1 - \beta) - k_d & k_d \\ k_d & -k_d \end{pmatrix} \begin{pmatrix} u_0 \\ u_d \end{pmatrix} = -\begin{pmatrix} 2k - k(\beta + \frac{1}{\beta}) \\ 0 \end{pmatrix} \begin{pmatrix} u_0 \\ u_d \end{pmatrix}$$

The derivation of the right hand side exploits the dispersion relation. We identify the above as a quadratic eigenvalue problem in $\beta$ through the following rearrangement:

$$\begin{pmatrix} \beta^2 \begin{pmatrix} k & 0 \\ 0 & -k \end{pmatrix} + \beta \begin{pmatrix} -k_d & k_d \\ k_d & -k_d + 2k \end{pmatrix} + \begin{pmatrix} -k & 0 \\ 0 & -k \end{pmatrix} \end{pmatrix} \begin{pmatrix} u_0 \\ u_d \end{pmatrix} = 0$$

(23)
We refer to this form of the effective Hamiltonian as \( Q(\beta) \bar{u} = 0 \). Since in this problem, \( \bar{u} \) has 2 elements, we note that there are 4 eigenvalues of the quadratic eigenvalue problem \( Q(\beta) \bar{u} = 0 \). We denote these eigenvalues as \( \beta_i, i = 1, ..., 4 \). Each \( \beta_i \) corresponds to a certain \( \omega_i \) through the dispersion relation. In general, if there are \( n \) degrees of freedom in the system, then there are \( 2n \) eigenvalues of the corresponding effective Hamiltonian. These eigenvalues are either real or they come in complex conjugate pairs as long as the matrices \( M, Y, K \) are all hermitian, which is the case in the absence of any explicit damping elements. There are standard ways of solving the quadratic eigenvalue problem and one method is to transform the above into a linear matrix pencil. We will not go into the details of its implementation as they are standard.

One can now consider a scattering problem where some wave with wave number and frequency \( q, \omega \) (or equivalently \( q, \lambda = -\omega^2 \)) incident on the system gets scattered into reflected and transmitted waves. In this case, \( q, \omega \) are related through the dispersion relation in the environment but they need not have any relation to \( \beta_i, q_i, \omega_i \) which are the specific eigenvalues of the effective Hamiltonian. In this case, the system response is fully characterized by a forced problem of the form \( (\lambda - H_{eff}) \bar{u} = 0 \). The solutions to this forced problem should provide the scattering coefficients in the environment. To illuminate the precise relationship, we can first calculate the Green’s function of this problem. The Green’s function of the problem can be found by taking the inverse of the associated operator:

\[
G(\omega) = \frac{1}{\lambda - H_{eff}}
\]  

(24)

We now note that the following relation exists from (22):

\[
\lambda - H_{eff} = -\frac{Q(\beta)}{\beta}
\]  

(25)

We now expand the Green’s function in its modal expansion:

\[
G(\omega) = -\frac{\beta}{Q(\beta)} = \sum_{i=1}^{4} x_i \beta \beta_i y_i^T
\]  

(26)

where \( x_i, y_i \) are the right and left eigenvectors of the quadratic eigenvalue problem. In the present problem, \( x_i y_i^T \) is a 2 \( \times \) 2 square matrix (since the dimension of \( \bar{u} \) is 2) and, therefore, the Green’s function, \( G(\omega) \), is also a 2 \( \times \) 2 matrix, more appropriately written as \( G_{ij} \), \( i, j = 1, 2 \). The above expression makes it clear the the dynamic response of the system, as encapsulated in the Green’s function \( G(\omega) \), has poles at the eigenvalues of the effective Hamiltonian. Therefore, if one were to excite the system with a frequency \( \omega \) which lines up with a pole \( \beta_i \), one would expect to see resonance phenomenon in the scattering parameters.

![FIG. 5. Scattering from a central system in two semi-infinite chains on the left and scattering in two leads connected to a central system on the right.](image)
the scattering matrix with the components of the Green’s function matrix of the system through a proportional relationship \( S_{ij} \propto G_{ij} \) showing clearly that resonance in scattering is expected in the vicinity of the eigenvalues of the effective Hamiltonian. The relation can be explicitly calculated for the present discrete problem through a process similar to the direct method of finding effective Hamiltonian. We consider incident (from the left) and scattered waves in the system:

\[
u_n = \begin{cases} Ae^{inqL} + Be^{-inqL} & \text{for } n \leq -1 \\ Ce^{inqL} & \text{for } n \geq 1 \end{cases}
\]  

(27)

Continuity condition at \( n = 0 \), gives \( A + B = C = u_0 \), which leads to:

\[ u_{-1} = Ae^{-iqL} + (u_0 - A)e^{iqL} \]
\[ u_1 = C e^{iqL} \]  

(28)

By substituting the expressions for \( u_{-1} \) and \( u_1 \) from (27) into Eq. (15), we can write after some manipulations:

\[(\lambda - H_{eff}) \begin{pmatrix} u_0 \\ u_d \end{pmatrix} = -2Aki \sin ql \begin{pmatrix} 1 \\ 0 \end{pmatrix} \]  

(29)

Here, by paying attention to Eq. (24), for the \( 2 \times 2 \) Green’s matrix we can write:

\[
\begin{pmatrix} u_0 \\ u_d \end{pmatrix} = -2Aki \sin ql \begin{pmatrix} G_{11} \\ G_{21} \end{pmatrix} 
\]  

(30)

The scattering matrix coefficients are \( S_{11} = B/A, S_{21} = C/A \) which can now be represented as:

\[
S_{11} = -2ik \sin ql G_{11} - 1 \\
S_{21} = -2ik \sin ql G_{11} 
\]  

(31)

The above shows the scattering resonances are expected in the vicinity of the eigenvalues of the effective Hamiltonian.

C. Fixed and Free boundary conditions

We first note that in the effective Hamiltonian equation \( H_{eff} = PHP + \Sigma(\lambda) \), \( PHP \) is the Hamiltonian of the isolated system under fixed boundary conditions. Thus \( H_{eff} = H_D + \Sigma \). This equation can be further reorganized:

\[
H_{eff} = \begin{pmatrix} -k_d & k_d \\ k_d & -k_d \end{pmatrix} - \begin{pmatrix} 2k & 0 \\ 0 & 0 \end{pmatrix} e^{iqL} \begin{pmatrix} 2k & 0 \\ 0 & 0 \end{pmatrix} 
\]  

(32)

The first matrix in the above is the effective Hamiltonian of the isolated scatterer with free boundary conditions \( (H_N) \). Thus, we have:

\[
H_{eff} = H_N + (e^{iqL} - 1)\tilde{K} 
\]  

(33)

where, \( \tilde{K} \) is a diagonal matrix with two non-zero elements equal to \( k \) on the diagonal at \( (0,0) \) and \( (N,N) \). Eq. (33) can be used to arrive at an interesting result relating to the location of the scattering resonances. Since these locations are directly dependent upon the eigenvalues of \( H_{eff} \), whenever \( H_{eff} \approx H_N \), these resonances can be determined by the eigenvalues of the scatterer under free boundary conditions. This happens when \( e^{iqL} \approx 1 \) or in the low frequency regime. Therefore, if there are eigenvalues of \( H_N \) in the low frequency regime then one can expect scattering resonances close to them. In fact, considering the Euclidean norm of second matrix in Eq. (33), \( (1-e^{iqL})\tilde{K} \), as \( 2k(1 - \cos ql) \), which according to the dispersion relation is \( \omega^2 \), at small eigenvalues the eigenvalue problem of the open system can be treated as a problem of perturbed isolated system with Neumann boundary conditions.
FIG. 6. A mechanical open system with two resonators in touch with the environment with two symmetric chains.

V. NUMERICAL RESULTS AND DISCUSSION

We now present a set of numerical examples which illuminate some of the salient points from the last few sections. The examples are based upon the general setup shown in Fig. (6) which is also similar to the numerical example in section II. The main difference here is the inclusion of a potentially different spring in the interior of the system, now denoted by $k_c$.

In section II, we considered the case where all the spring constants in the main chain were the same with the value of $k = 1$ N/m, and the spring constants in the left and right resonators were $k_{d_0} = 1.01$ N/m and $k_{d_1} = 0.8$ N/m, respectively. The aim here is to manipulate the properties of the system and the environment to affect certain desired changes in the scattering spectrum. For instance, we noted that the magnitude of the imaginary parts of $\omega_i$ has an impact on the sharpness and locations of the scattering peaks. As an example, a choice of $k = 0.8$ N/m, $k_c = 2$ N/m, $k_{d_0} = 2$ N/m and $k_{d_1} = 0.8$ N/m results in all eigenvalues, $\omega_i$, having the following imaginary parts:

$$
\begin{array}{cccc}
\omega_i & 0.902 \pm i0.0433 & 1.854+i0 & 2.643+i0 \\
\omega_N & 0.887 & 1.622 & 2.486 \\
\end{array}
$$

TABLE II. Eigenvalues of the open system in the first row and the natural frequencies of the isolated system, under Neumann boundary conditions, in the second row, for $k = 0.8$ N/m, $k_c = 2$ N/m, $k_{d_0} = 2$ N/m and $k_{d_1} = 0.8$ N/m.

We note that the effective Hamiltonian results in eight eigenvalues since $\bar{u}$ has a dimension of four in this problem, however, Table II lists only four of them. Fig. (7) shows the transmission and reflection spectra when the system has the above properties and it shows a prominent peak/dip in the spectrum at a frequency of $\bar{\omega}_1 = 0.894$. From Table II, we note that there is a corresponding $\omega_i = 0.902 \pm 0.0433$ near this peak. The small imaginary part of this particular pole results in a small width (sharp peak) of the associated scattering resonance. The precise location of the peak/dip, $\bar{\omega} = 0.894$ rad/sec, exhibits a shift from the location of the closest vibrational eigenvalue of the system under Neumann boundary conditions as, $\omega_N = 0.887$ rad and this shift is mediated through both the system interacting with its environment and also the meromorphic expression in Eq. (26). The former effect not only makes the eigenvalues complex but also shifts their real parts compared to the eigenvalues of an isolated system ($\omega_i \rightarrow \bar{\omega}_i$) while the second shift stems from the point that a transmission/reflection function is a function of the Green’s function, which itself is a meromorphic function of all the discrete poles of the effective Hamiltonian.

A. Sharp peaks and broad peaks

We can now try to manipulate the properties of the problem to achieve some desired properties in the scattering spectrum. For instance, we would like to achieve a scattering spectrum with sharp peaks/dips as such sharp transitions may be useful for incorporating as sensing mechanisms. There are several ways of doing this but we will focus on two mechanisms - varying $k$ and $k_c$. Variation of $k_c$ strictly affects the system since it only appears in the PHP part of the effective Hamiltonian, whereas varying $k$ affects the coupling with the environment as well. For the problem under consideration, Fig. (8) for a system with $k_c = 0.5$ N/m, shows in logarithmic scale the change of maximum imaginary part among the eigenvalues of the open system vs. the change of spring stiffness in the environment, $k$. 
Fig. 7. For \( k = 0.8 \) N/m, \( k_c = 2 \) N/m, \( k_{d_0} = 2 \) N/m and \( k_{d_1} = 0.8 \) N/m (a) the transmission/reflection amplitude vs. angular frequency is shown and (b) is representing the imaginary vs. real parts of discrete poles.

Also for \( k = 15 \) N/m, Fig. (8b) shows the change of maximum imaginary part among the eigenvalues of the open system vs. the change of spring stiffness in the the main chain of the scatterer, \( k_c \). These figures suggest some mechanisms with which to affect the sharpness of the scattering transitions.

Fig. 8. For a 4-DOF scatterer with \( k_{d_0} = 2 \) N/m and \( k_{d_1} = 0.8 \) N/m, (a) is showing the change in maximum of the imaginary part of eigenvalues vs. the stiffness in the environment, \( k \), with \( k_c = 0.5 \) N/m and (b) is showing the change in maximum of the imaginary part of eigenvalues vs. the stiffness in the main chain of the scatterer, \( k_c \), with \( k = 15 \) N/m.

| System 1 | System 2 |
|----------|----------|
| \( \omega_i \) | \( \omega_i^N \) |
| 0.898± 0.046 | 0.734±0.196 |
| 1.384±0.148 | 1.077±0.762 |
| 8.445+i0 | 2.9057+i0 |
| 1.077 | 2.077 |
| 0.626 | 1.376 |
| 4.641 | 0.734 |
| 1.761 | 0.762 |
| 0.979 | 0.626 |
| 1.893 | 0.762 |
| 1.384 | 1.376 |
| 0.898 | 0.626 |
| 1.411 | 0.734 |
| 1.893 | 0.734 |
| 1.384 | 0.734 |
| 0.898 | 0.734 |
| 1.411 | 0.734 |

TABLE III. The Eigenvalues for two open systems and for the systems under free boundary conditions. The first three columns are for a system with \( k = 15 \) N/m, \( k_c = 10 \) N/m, \( k_{d_0} = 2 \) N/m and \( k_{d_1} = 0.8 \) N/m and the second three columns are for a system with \( k = 2 \) N/m, \( k_c = 0.5 \) N/m, \( k_{d_0} = 2 \) N/m and \( k_{d_1} = 0.8 \) N/m.

As an example, \( k = 15 \) N/m at \( k_c = 10 \) N/m forces the \( \omega_i \) to have small imaginary parts and they are plotted in Fig. (9b) and shown in Table III. In Fig. (9a), we show that the peaks and valleys corresponding to the scattering spectrum in this problem are sharp – in fact they are sharper for \( \bar{\omega}_1 \) than \( \bar{\omega}_2 \) since the \( \bar{\omega}_1 \) transition corresponds to a \( \omega_i \) with the smaller imaginary part (the location of two peaks in the transmission are at \( \Re \bar{\omega}_1 = 0.893 \) and \( \Re \bar{\omega}_2 = 1.411 \) respectively which show small deviations from the real parts of the poles in the open system, \( \Re \omega_i = 0.898 \) and \( \Re \omega_i^N = 1.384 \)). Thus, Fig. (9) shows that for a choice of physical parameters which leads to the imaginary parts of the eigenvalues of the effective Hamiltonian being small, we observe sharp transitions in the scattering spectrum in the infinite medium and these transitions occur close to the real parts of the eigenvalues of the effective Hamiltonian.

A choice of \( k = 2 \) N/m and \( k_c = 0.5 \) N/m leads to \( \omega_i \) with relatively large imaginary parts. Relevant \( \omega_i \) and \( \omega_i^N \) for this set of parameters are summarized in Table III and the corresponding scattering spectrum is shown in Fig. (9c). In the problem, we note that there are no sharp transitions in the scattering spectrum and this is a direct consequence of the relatively large magnitude of the imaginary parts of \( \omega_i \). The first peak/dip in this problem occurs at \( \bar{\omega}_1 \approx 0.9 \) which is well separated in the frequency domain from both \( \Re \omega_i = 0.734 \) and \( \omega_i^N = 0.626 \). The second scattering peak/dip is similarly mild and occurs at \( \bar{\omega}_2 \approx 1.5 \).
An interesting consequence of Eq. (33) is that if there are eigenvalues of $H_N$ in the low frequency regime then one can expect scattering resonances close to them. We show this by considering a 3D problem of a spherical elastic object illuminated by acoustic waves (Fig. 10). We provide the basic equations of the problem here with more details in classical references. The time-independent form of the wave equation in the surrounding medium is:

$$(\nabla^2 + q^2) \varphi(r) = 0$$  \hspace{1cm} (34)
where \( q = \omega/c \) and \( \varphi(r) \) is the velocity potential field. The time-independent velocity can be expressed as \( \mathbf{v}(r) = -\nabla \varphi(r) \). Expanding the incident and causal scattered fields in spherical harmonics:

\[
\varphi_{\text{inc}}(r, \theta, \omega, t) = \varphi_0 \sum_{n=0}^{\infty} (2n + 1) i^n j_n(qr) P_n(\cos \theta)e^{-i\omega t}
\]

\[
\varphi_{\text{sc}}(r, \theta, \omega, t) = \varphi_0 \sum_{n=0}^{\infty} A_n (2n + 1) i^n h_n^{(1)}(qr) P_n(\cos \theta)e^{-i\omega t}
\]

(35)

In the above, \( \varphi_0 \) is the incident velocity potential amplitude, \( A_n \) are modal scattering coefficients, \( P_n(\cos \theta) \) are the Legendre polynomials, \( j_n(qr) \) is the spherical Bessel function and \( h_n^{(1)}(qr) \) is the spherical Hankel function. For the spherically isotropic elastic shell, the governing equations of motion, constitutive equations and the strain-displacement relations are:

\[
\Gamma \mathbf{\sigma} = \rho \ddot{\mathbf{u}}, \quad \mathbf{\sigma} = C S, \quad \mathbf{S} = H \mathbf{u}
\]

where, \( \mathbf{u} \) is the displacement vector, \( \mathbf{\sigma} \) is the stress vector, \( \mathbf{S} \) is the strain vector and \( C \) is the stiffness matrix. The matrices \( \Gamma \) and \( H \) are provided in classical references.

The above problem can be solved as either a scattering problem or a vibration problem. For the former, we can apply a continuity of pressure and normal velocity at \( r = a \), whereas for vibration problem we can apply either free or fixed boundary conditions at \( r = a \).

![Figure 11](image-url) Mode zero scattering coefficient vs. \( qa \) for an elastic spherical shell with \( E = 20.7 \) GPa, and (a) \( \rho = 1962 \) kg/m\(^3\), (b) \( \rho = 6280 \) kg/m\(^3\), (c) \( \rho = 15700 \) kg/m\(^3\) immersed in a fluid with \( c_f = 1800 \) m/s and \( \rho_f = 8 \times 10^3 \) kg/m\(^3\).

Based upon earlier discussion, in this problem, we expect to see that in the small frequency regime, the scattering resonances should happen close to the eigenfrequencies corresponding to the scatterer under free boundary condition. The low frequency regime for the scatterer is characterized by \( e^{iqa} \approx 1 \). Taking the low frequency limit usually considered as \( qa \approx 0.1 \), we expect that when the vibrational frequency of the scatterer (under free boundary condition) falls in this regime, then we should expect a close correspondence between it and the scattering resonance location. Fig. (11) shows the scattering coefficient \( A_0 \), for a spherical shell with three different densities. In these figures, the vertical line gives the location of the first eigenfrequency of the scatterer under free boundary condition. For \( \rho = 15700 \) kg/m\(^3\), Fig. (11) c) shows the condition under which the first vibrational frequency occurs in the low frequency regime and we note that it is very close to the location of the scattering resonance. Sub-figures (a) and (b) are plotted for lower densities which corresponds to peaks further away from the location of first natural frequency. Thus, it is clear that the general lessons learned from the analysis of Eq. (33) may be applicable to more complicated scattering systems in higher dimensions as well.

**VI. CONCLUSIONS**

In this paper, we have adapted a projection operator formalism from quantum mechanics for the study of mechanical wave scattering problems. The formalism allows us to derive insight into the physics of a scattering problem by looking at the problem as an interaction of a central system (finite dimensional subspace) with its environment (infinite dimensional subspace), instead of treating the problem as a single infinite dimensional problem (scatterer+environment). We showed that the projection operator formalism allows us to calculate the effective Hamiltonian of the open system, and that it is composed of a Hermitian operator corresponding to the finite scatterer isolated from its environment (zero Dirichlet boundary conditions), and a non-Hermitian contribution in the form of another operator representing the effect of its interaction with the environment. We also showed that the eigenvalues of the effective Hamiltonian...
closely predict the locations of the peaks/dips in the scattering spectrum of the infinite problem. In numerical results and discussion, we brought in findings from the preceding sections and showed that the coupling to the environment along with the stiffness in the scatterer can change the imaginary parts of the eigenvalues of the effective Hamiltonian. This directly affects the sharpness of the transitions in the scattering spectrum and we explicitly showed this phenomenon by solving the scattering problem for two specific cases.

The introduced projection operator formalism is general and applicable to both higher dimensional problems and to multi channel problems (multiple scattered modes in the environment). Teasing out these connections will likely lead to the development of straightforward numerical algorithms for implementing the projection operator formalism to arbitrarily complex problems. The viewpoint and machinery of open systems can also be used to better design scatterers, as it neatly separates out what is inherent to the scatterer \( (H_0) \) from what emerges due to the interplay between the scatterer and its environment \( (\Sigma) \). These ideas will be considered in future works.
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APPENDIX

**A. Details on the quadratic eigenvalue problem used in Section V**

In this appendix we describe the matrices and equations used in section V. The equations of motion of all the masses in Fig. (6) can be described as a system of infinite number of time independent coupled equations as:

\[
\begin{align*}
-\omega^2 u_0 &= k_c (u_1 - u_0) + k (u_{-1} - u_0) + k_{d_0} (u_{d_0} - u_0) \\
-\omega^2 u_1 &= k_c (u_0 - u_1) + k (u_2 - u_1) + k_{d_1} (u_{d_1} - u_1) \\
-\omega^2 u_{d_0} &= k_{d_0} (u_0 - u_{d_0}) \\
-\omega^2 u_{d_1} &= k_{d_1} (u_1 - u_{d_1}) \\
-\omega^2 u_n &= k (u_{n-1} + u_{n+1} - 2u_n) ; \quad n \neq 0, 1, d_0, d_1
\end{align*}
\]

Considering the relationships \( u_{-1} = u_0 e^{iql} \) and \( u_2 = u_1 e^{iql} \) and also the dispersion relationship \( \omega^2 = 2k(1 - \cos (qL)) \) for the two semi infinite branches connected to sites 0 and 2 we can write the above system of equations as:

\[
\begin{pmatrix}
-k_c + k(e^{iql} - 1) - k_{d_0} & k_c & k_{d_0} & 0 \\
-k_c & -k_c + k(e^{iql} - 1) - k_{d_1} & 0 & k_{d_1} \\
k_{d_0} & 0 & -k_{d_0} & 0 \\
0 & k_{d_1} & 0 & -k_{d_1}
\end{pmatrix}
\begin{pmatrix}
u_0 \\
u_1 \\
u_{d_0} \\
u_{d_1}
\end{pmatrix} = -2k(1 - \cos (qL))
\]

where \( \mathbf{u} = (u_0, u_1, u_{d_0}, u_{d_1})^T \). By considering \( \beta = e^{iql} \), Eq.(38) can be written as:

\[
(H_0 + \beta H_1) \mathbf{u} = -2k \left( 1 - \frac{1}{2} \left( \beta + \frac{1}{\beta} \right) \right) \mathbf{u}
\]

Now, we convert this relationship to a quadratic eigenvalue problem, \( \beta^2 M + \beta C + K = 0 \), where matrices \( M, C, \)
and $K$ are:

$$M = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & -k & 0 \\ 0 & 0 & 0 & -k \end{pmatrix}$$  \hspace{1cm} (40)$$

$$C = \begin{pmatrix} -k_c + k - k_{d0} & k_c & k_{d0} & 0 \\ k_c & -k_c + k - k_{d1} & 0 & k_{d1} \\ k_{d0} & 0 & 2k - k_{d0} & 0 \\ 0 & k_{d1} & 0 & -k_{d1} + 2k \end{pmatrix}$$  \hspace{1cm} (41)$$

$$K = \begin{pmatrix} -k & 0 & 0 & 0 \\ 0 & -k & 0 & 0 \\ 0 & 0 & -k & 0 \\ 0 & 0 & 0 & -k \end{pmatrix}$$  \hspace{1cm} (42)$$
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