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Abstract: To improve the skills of the regional ensemble forecast system (REFS), a modified ensemble transform Kalman filter (ETKF) initial perturbation strategy was developed. First, sensitivity tests were conducted to investigate the influence of the perturbation scale on the ensemble spread growth and forecast skill. In addition, the scale characteristic of the forecast error was analyzed based on the results of these tests, and a new initial condition perturbation method was developed through scale-selection of the ETKF perturbations, namely, ETKF-SS (scale-selective ETKF). The performances of the ETKF-SS scheme and the original ETKF (hereinafter referred to as ETKF) scheme were tested and compared. The results showed that the large-scale perturbations were much easier to grow than the original ETKF perturbations. In addition, scale analysis of the forecast error showed that the large-scale errors showed significant growth at the upper levels, while the small and meso-scale errors grew fast at the lower levels. The comparison results of the ETKF-SS and the ETKF showed that the ETKF-SS perturbations had more obvious growth than the ETKF perturbations, and the ETKF-SS perturbations in the short-term forecast lead times were more precise than the ETKF perturbations. The ensemble forecast verification results showed that the ETKF-SS ensemble had a larger spread and smaller root mean square error than the ETKF at short forecast lead times, while the probabilistic scores of the ETKF-SS also outperformed those of the ETKF method. In addition, the ETKF-SS ensemble can provide a better precipitation forecast than the ETKF.
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1. Introduction

The non-linear and unstable characteristics of the atmosphere lead to intrinsic uncertainty in numerical weather prediction (NWP), which means slight errors in the initial state will amplify quickly and affect forecast skills [1]; in addition, the imperfections of the numerical model may cause forecast error. To solve the problem of forecast uncertainty caused by the initial state error, model error, and chaos of the atmosphere, ensemble forecast technology was proposed by Leith et al. [2], and it has become an effective tool in many NWP centers.

In recent years, it is particularly important and urgent to improve the quality of high-impact weather prediction (such as tropical cyclones and heavy rainfall). Hazardous high-impact weather is related mostly to small-scale dynamical mechanisms, which contain more forecast uncertainties. Therefore, more investigations are needed to deepen understanding of the uncertainty source related to high-impact weather to improve forecast skills. The regional ensemble forecast system (REFS) is an effective tool for local high-impact weather forecasting, and it has become a hot topic in present research [3–5].
Since initial uncertainty can dramatically affect the forecast quality, the initial condition (IC) perturbation method is crucial for the REFS. One popular way to generate IC perturbations is dynamical downscaling [6–9], as it is easy to implement and can produce promising ensemble spread, but the drawback of dynamical downscaling perturbations is the lack of small-scale components. Some others introduce traditional methods to the REFS originally applied in the Global Ensemble Forecast System, such as breeding growing mode (BGM), singular vectors (SVs), and ensemble transform Kalman filter (ETKF) [10–13], and there are some methods specifically designed for REFS [14]. It is proved that these methods can produce sufficient small- or meso-scale perturbations consistent with the resolution of the regional model; however, these perturbations lack large-scale uncertainty information. Therefore, when applied to REFS, these traditional methods face the problem of creating enough large-scale information important to the REFS.

The REFS has been running operationally for several years by the China Meteorological Administration (CMA). The system was constructed based on the meso-scale model of GRAPES-REFS (Global and Regional Assimilation and Prediction Enhanced System-Regional Ensemble Forecast System), which was developed by the CMA. The GRAPES-REFS uses ETKF to generate IC perturbations. Similar to the BGM, the ETKF method produces perturbations by forecast cycle in the regional model, and therefore, these perturbations are able to contain sufficient small-scale uncertainty information. However, some problems arise in the operational run, one of which is that the system exhibits underspread characteristics. A previous study proved that the ETKF (as well as some other cycling methods) can generate many small-scale perturbations when applied to the REFS; however, these small-scale perturbations are not as easy to grow as large-scale perturbations. Toth and Kalnay [15] noted that many small-scale perturbations will lose energy during the model integration. These small-scale perturbations can be viewed as “noise” and the ensemble spread will be restricted if the IC perturbations contain too much noise; thereafter, how to remove these useless perturbation components while conserving useful perturbations has become a notable issue.

To improve the performance of GRAPES-REFS, this paper conducted a modification on the IC perturbation strategy, that is, partly removing the unnecessary small-scale components within the ETKF perturbations and conserving some sufficient large-scale components. The aim of this modification was to improve the spread of REFS by removing the useless perturbations while keeping the useful perturbations untouched.

The rest of the paper is organized as follows: in Section 2, the GRAPES-REFS system and methodology is discussed; Section 3 covers the sensitivity tests to investigate the influence of the perturbation scale on the ensemble spread growth, and the scale characteristic of the model forecast error is analyzed to provide a reference for the scale-selective method, meanwhile the scale-selective method on IC perturbations is also discussed in Section 3; a summary of these results along with a discussion is provided in Section 4.

2. Methodology

2.1. System Description

This study is based on the regional ensemble forecast system of GRAPES-REFS, which consists of a meso-scale model named GRAPES-MESO (Version 4.0). The domain of this regional model covers the whole area of China with a horizontal resolution of 15 km. GRAPES-REFS includes one control forecast and 14 perturbed members and is run twice (initiated at 00 UTC and 12 UTC) each day with a forecast lead time of 72 h.

2.2. Perturbation Method and Filter Scheme

The scale-selective scheme was based on the ETKF method and a digital filter process, both of which are described in this section.
Similar to the traditional IC perturbation method of BGM and ensemble transform (ET) [16], ETKF [17] is based on the theory of breeding that the fastest growing component of the perturbations will be obtained through breeding cycles, and additionally, the ETKF method can adopt observational information when generating perturbations and the perturbation structure of each member is orthogonal. In this study, the IC perturbations were generated by the ETKF method, which is based on the hypothesis that the forecast covariance matrices and analysis covariance matrices can be represented by forecast perturbations $X_f$ and analysis perturbations $X_a$. The relationship between $X_a$ and $X_f$ is established after solving the optimal data assimilation equation. As a result, the forecast perturbation can be transformed to the analysis perturbation through transformation matrix $T$:

$$X_a = X_f T$$

(1)

where forecast perturbations are listed as columns in matrix $X_f$, analysis perturbations are listed as columns in matrix $X_a$, and $T$ is the transformation matrix. The measure of inflating the analysis perturbation’s amplitude is conducted to ensure the ensemble forecast variance is consistent with the control forecast error variance. In addition to centering the perturbed members around the control forecasts, an inflation factor and a simple spherical centering scheme is introduced.

$$X^i_a = X^i_f T_i \cdot C^T \cdot \prod_i$$

(2)

where $\prod_i$ is the inflation factor and $C^T$ [18] is the matrix that centers the perturbed members around the control forecast.

The scale-selective process will act directly on the ETKF analysis perturbation state once the perturbation states are formed in each ETKF cycle (see Figure 1).

![Figure 1](image-url)

**Figure 1.** Process of the regional ensemble forecast system utilizing a filter process for the ensemble transform Kalman filter (ETKF) update cycle.

For each member $i$, a low-pass filter will be used on the perturbation state $IP_{iETKF}$, which is generated by the ETKF, and the final IC perturbation $IP_i$ will be obtained after this filtering progress; thus, the function is as follows:

$$IP_i = filter(IP_{iETKF})$$

(3)

In this study, a two-dimensional discrete cosine transform low-pass filter (2D-DCT) [19] was applied. This low-pass filter is suitable for separating horizontal meteorological fields into different scales. Figure 2 shows an example function of the low-pass filter, which is also commonly called the amplitude response function of the filter. For this low-pass filter, all scales shorter than “w1” km were removed and all scales larger than “w2” km were preserved. For the scales between “w1” and “w2”, the physical field was partly removed through a gradually varying transfer function with a soft
cut-off [20,21]. Additionally, the 2D-DCT is also used as a scale-analyzing tool since it can transform the two-dimensional state into a power spectrum.

![Figure 2. An example function of the 2D-DCT filter method.](image)

2.3. Experimental Data

The T639 (model spectral triangular truncation was T639 with 60 vertical levels, corresponding to a 30-km horizontal resolution) global ensemble forecast data provided background states and lateral boundary conditions (LBCs) for the GRAPES-REFS, and the analysis states of the GRAPES-REFS control corresponding to each forecast lead time were used as the true state to verify the variables at different pressure levels, while the precipitation was verified against observed cumulative precipitation from 2507 meteorological stations in China.

3. Results

3.1. The Impact of IC Perturbation Scale on Perturbation Growth

To investigate whether the “scale” is an important factor affecting the perturbation growth, some sensitivity tests were conducted in this section by selecting a particularly large-scale part out of the original ETKF perturbation. The perturbation scale-options were conducted by the aforementioned 2D-DCT low-pass filter. In this section, two filter strategies were implemented, one was 480–960 km (all scales smaller than 480 km were removed, while scales larger than 960 km were preserved, hereinafter named ETKF-filter1), and the other was 960–1920 km (hereinafter named ETKF-filter2). These two schemes were compared with the original ETKF in terms of perturbation growth (see Table 1). All three experiments were conducted in the same REFS environment for a period of 10 days.

| Test Scheme     | Filtering Scale (km) |
|-----------------|----------------------|
| ETKF            | none                 |
| ETKF-filter1    | 480–960              |
| ETKF-filter2    | 960–1920             |

Table 1. Configuration of the filter settings for the three tests.

Figure 3 shows the horizontal distribution of zonal wind perturbation at the 850 hPa level for ETKF, ETKF-filter1, and ETKF-filter2. It can be seen that the ETKF perturbation (Figure 3a) contains sufficient small-scale information, but the structure is not clear enough. Because the two kinds of filtering
schemes extracted some larger perturbations from the original ETKF perturbation state, for example, ETKF-filter1 completely removed the components smaller than 480 km, the spatial distribution of ETKF-filter1 exhibits more obvious meso- and large-scale structural features (Figure 3b). Furthermore, the ETKF-filter2 perturbation state retains a much larger perturbation scale than that of ETKF and ETKF-filter2, which basically only keeps the synoptic scale perturbations.

Figure 3. The horizontal distribution of the perturbation of the zonal wind: (a) ETKF, (b) ETKF-filter1, and (c) ETKF-filter2.

Figure 4 shows the 10-day averaged absolute value profile of zonal wind perturbation at different forecast times. We can see that the ETKF perturbation (Figure 4a) can reach a peak value of 2.3 m s$^{-1}$ (approximately 200–300 hPa) or more at the initial time, but the growth is relatively slow, and the peak value can reach 4.0 m s$^{-1}$ at a forecast lead time of 36 h. For ETKF-filter1 (Figure 4b), although the initial perturbation magnitude was smaller than ETKF due to the filtering process, the growth was fast enough that the peak value could reach 4.3 m s$^{-1}$ for a 36-h forecast lead time. The perturbation magnitude of ETKF-filter2 (Figure 4c) can also increase to 4.26 m s$^{-1}$ for the 36 h forecast. When comparing lower levels, we found that ETKF-filter1 and ETKF-filter2 had less amplitude than the ETKF at the initial time, but the perturbation growth was very obvious, and the amplitude of both ETKF-filter1 and ETKF-filter2 perturbations was equal to that of ETKF or slightly larger for the long-range forecast.

Figure 4. Ten-day averaged absolute value profile of zonal wind perturbation at different forecast times: (a) ETKF, (b) ETKF-filter1, and (c) ETKF-filter2.

The above analysis indicates that the large-scale perturbations were prone to grow, and the reason for this phenomenon was that large-scale perturbations have more organized structures and can, thus, develop much easier with dynamic flow in the model. The results in this section can provide a practical way to solve the problem of under-spread, which exists commonly in the REFS.

3.2. The Characteristics of the Error Scale

As the resolution of the model increases, its effect on simulating small-scale weather phenomena gradually improves. It is known that these convective-scale and storm-scale weather phenomena

mainly develop at the middle and lower levels of the model’s atmosphere, so the uncertainty of such weather should be addressed by small-scale perturbations at these levels. The above results show that large-scale perturbations have a good ability to develop, so it is worthwhile to study whether we can remove small-scale perturbations at the upper level and only retain large-scale perturbations. At the same time, we need to keep the perturbations at the lower levels unchanged since the small-scale perturbations are critical at these levels. In this section, the scale features of the forecast error will be analyzed using a single model. It will make us fully understand the error characteristics at different levels in terms of scale, because forecast errors are closely related to forecast uncertainty, and this work can provide a reference for the scale-selection of IC perturbations.

The 2D-DCT method was used as a scale analysis tool and can convert the forecast error field into a power spectrum field. Figure 5 shows the forecast error power spectrum as a function of wavelength for different forecast lead times. It can be seen that for zonal wind at 200 hPa (Figure 5a), the most powerful component of the forecast error was mainly concentrated on the scale of 200 km or more, and the large-scale spectra magnitude was obviously larger than that of the small-scale spectra magnitude. Figure 5b shows that the most powerful scale was above 1000 km for zonal wind at 500 hPa, and the large-scale spectra magnitude was larger than the small-scale spectra magnitude. In regard to 850 hPa (Figure 5c), although the large-scale power spectrum amplitude was larger, the magnitude difference between the large-scale and small-scale spectra was not as remarkable as that of the upper levels. These results indicate that the large-scale forecast error plays a dominant role at the high level, while in the middle and lower levels, the small-scale error was relatively significant. Similar results can be found for other variables (not shown).

Figure 5. Forecast error power spectra as a function of wavelength at different forecast lead times: (a) U200, (b) U500, and (c) U850.

The above results make us believe that the large-scale forecast error occupies an important proportion at a high level in the model. Therefore, the forecast uncertainty at the high level mainly comes from large-scale flow, while small-scale errors account for a very important part at the low level.

3.3. Initial Perturbation Construction Based on Scale-Selection

3.3.1. Scale-Selection of the ETKF Perturbation

It can be seen from the above analysis that large-scale perturbations have good growing ability, and for the higher level, especially above the troposphere, small-scale perturbations have difficulty developing. Therefore, it is necessary to filter out small-scale perturbations at the high level and to retain large-scale perturbations as much as possible.

Based on the above hypothesis, this section carried out related comparative tests. Two ensemble experiments were designed for comparison. One was the ETKF control scheme with the IC perturbation generated by the original ETKF, and the other was the scale-selective ETKF scheme (hereinafter referred to as ETKF-SS), which introduces a filter process into the ETKF scheme. The system settings of the two schemes were the same except for the IC perturbation scheme.
According to the scale characteristics of the forecast error given in Section 3.2, the filtering settings were different for various variables at different levels, so the terms “small” and “large” are reflective of the relative relationship between the two components that need to be filtered out and need to be preserved, and the criterion varies with different levels; that is, for the upper levels, more small-scale components will be filtered out to ensure only the large-scale (mostly the synoptic scale that is characterized by baroclinic instability) perturbations dominate, while for the lower levels, only part of the small-scale (mostly the scales with dissipating gravity waves) components will be filtered out because some of the small-scale perturbations need to be conserved. Considering that the variable of the specific humidity only exists at low levels with reasonable small-scale characteristics, no filter process will be applied to it. The details of the settings can be referenced in Table 2. The consecutive experiments are conducted within a period from 29 July 2015 to 15 August 2015 to investigate the performance of the ETKF-SS and ETKF schemes.

### Table 2. The scale-selection scheme of the filtering of various variables in different levels (w1–w2).

| Level (hPa) | Zonal Wind (u)       | Meridional Wind (v)   | Potential Temperature (θ) | Exner Pressure (π) |
|------------|----------------------|-----------------------|---------------------------|-------------------|
| 150        | 960–1920 km          | 960–1920 km           | 1920–3840 km              | 1920–3840 km      |
| 200        | 960–1920 km          | 960–1920 km           | 1920–3840 km              | 1920–3840 km      |
| 300        | 480–960 km           | 480–960 km            | 1920–3840 km              | 1920–3840 km      |
| 400        | 480–960 km           | 480–960 km            | 960–1920 km               | 1920–3840 km      |
| 500        | 480–960 km           | 480–960 km            | 960–1920 km               | 960–1920 km       |
| 600        | 480–960 km           | 480–960 km            | 960–1920 km               | 960–1920 km       |
| 700        | 240–480 km           | 240–480 km            | 480–960 km                | 960–1920 km       |
| 800        | 120–240 km           | 120–240 km            | 240–480 km                | 480–960 km        |
| 850        | 60–120 km            | 60–120 km             | 240–480 km                | 480–960 km        |
| 925        | 60–120 km            | 60–120 km             | 240–480 km                | 480–960 km        |

#### 3.3.2. The Evolution Characteristics of the Perturbation

First, the evolution characteristics of the perturbations are compared in this section. Figure 6 shows the horizontal distribution of zonal wind perturbation at 500 hPa and synoptic flow of the control analysis with forecast lead times of 00, 12, and 24 h, and both ensembles were initiated at 12 UTC on 29 July 2015. It can be seen that the ETKF perturbation at the initial time (Figure 6a) had a larger amplitude and more small-scale components, while ETKF-SS (Figure 6d) had a smaller perturbation magnitude at a larger scale than that of ETKF. For the forecast lead time of 12 h, the ETKF perturbation showed some limited growth at some areas such as the West Pacific; however, the ETKF-SS perturbation exhibited obvious growth in that area. For the forecast lead time of 24 h, the perturbation patterns for both schemes were much more similar, with the ETKF-SS perturbation magnitude being slightly larger.

Figure 7 shows the vertical profile of the zonal wind perturbation with a time series of 00–36 h. Compared to that of ETKF (Figure 7a), the initial (00 h) perturbation amplitude of ETKF-SS (Figure 7b) was relatively small, but the perturbation growth for ETKF-SS was more remarkable. The largest perturbation amplitude for ETKF-SS at 36 h was approximately 4.3 m s\(^{-1}\), while that for ETKF was 4.0 m s\(^{-1}\). This result indicates that the scale-selection can help the perturbation develop.
larger spread is desirable for REFS since it always exhibits underspread characteristics; however, it is also crucial that the ensemble spread can precisely represent the growing characteristic of the forecast error, which can make the system reliable. Studies by Toth et al. [22] and Zhu et al. [23] suggest that a good ensemble forecast system can capture the forecast uncertainty under different weather conditions, which means the ensemble perturbation pattern corresponds well to the forecast error distribution within model space, and we call such ability of the ensemble perturbation “the precision of the ensemble”.

Here, we introduce tests for the ensemble perturbation precision. Consider a scatter plot in which the ordinate and abscissa of each point are given by the forecast error and ensemble perturbation, respectively, on a two-dimensional grid space. The forecast error used here is given by the absolute value of the control forecast:

\[ E(i, j) = |f_{ctl}(i, j) - a(i, j)| \]  

(4)
where $f_{ct}(i, j)$ is the control forecast and $a(i, j)$ is the corresponding analysis. The ensemble
perturbation is:

$$P(i, j) = \frac{1}{N} \sum_{k=1}^{N} \left| f_k(i, j) - f_{\text{mean}}(i, j) \right|$$

(5)

where $f_k(i, j)$ is the forecast of the kth member, $f_{\text{mean}}(i, j)$ is the ensemble mean, and $N$ is the
ensemble size.

Figure 8 presents the scatter plot of the 15-day averaged ensemble perturbation and forecast error
for a 500 hPa temperature, with forecast lead times of 18 h and 24 h. It can be seen from the 18 h
forecast of ETKF (Figure 8a) that the ensemble perturbations underestimate the forecast error for a
large amount of grid points, since many sample points are located under the diagonal line; however,
the perturbation magnitude of ETKF-SS can also be smaller than that of the forecast error, but more
sample points are close to the diagonal line. For the 24 h forecast, the results were similar to those of the 18 h
forecast; the ETKF (Figure 8c) perturbations underestimated the forecast error, whereas the ETKF-SS
(Figure 8d) perturbations gave a better result. This result indicates that the perturbations of ETKF-SS
were better than those of ETKF at representing the magnitude and location of the forecast error.

![Scatter plot of the relationship between ensemble perturbation and forecast error for a 500 hPa
temperature.](image)

**Figure 8.** Scatter plot of the relationship between ensemble perturbation and forecast error for a 500 hPa
temperature. (a) 18 h forecast for ETKF, (b) 18 h forecast for ETKF-filter, (c) 24 h forecast for ETKF, (d) 24 h
forecast for ETKF-SS.

3.3.4. Verification of the Ensemble Forecast

One of the criteria for measuring the quality of an ensemble forecast system is whether the
ensemble spread is roughly equivalent to the root mean square error (rmse). Figure 9a–c shows the
one-month averaged ensemble mean RMSE and ensemble spread of three variables of the zonal wind
at 200 hPa (U200), temperature at 500 hPa (T500), and zonal wind at 850 hPa (U850), respectively. It
turns out that for all of these variables, the ETKF-SS showed smaller RMSE and larger spread at all forecast aging times, and similar results can also be observed for other variables at different levels (not shown). These results suggest that the ETKF-SS ensemble can truly enhance the accuracy of the ensemble mean forecast.

![Figure 9](image.png)

Figure 9. The verification of ensemble forecast of ETKF and ETKF-SS, (a–c), the time-series of rmse and spread of U200 hPa, T850 hPa, and U850 hPa, respectively; (d–f), the time-series of CRPS of U200 hPa, T850 hPa, and U850 hPa, respectively; (g–i), the time-series of outlier of U200 hPa, T850 hPa, and U850 hPa, respectively.

To further study the improvement effect of the ETKF-SS on regional ensemble prediction, the continuous grade probability score (CRPS) was calculated for the ETKF and ETKF-SS. The CRPS is a commonly used ensemble prediction probability score [24], which can quantitatively compare the difference between the predicted cumulative distribution probability and the observed cumulative distribution probability. The CRPS score is negatively oriented, where higher values indicate poorer probabilistic performance of the ensemble forecast system. Figure 9d–f shows the time-series of the CRPS scores for the ETKF and ETKF-SS. It is clear that the ETKF-SS performed better (with a smaller CRPS value) than the ETKF for all the variables at all forecast lead times. Specifically, the ETKF-SS outperformed the ETKF at short forecast lead times for upper-level variables, and the ETKF-SS had obviously better performance for U200 within the 24 h forecast, while for the lower level, the advantage occurred throughout the 72 h forecast. The CRPS verification on other variables can give similar results (not shown).
Outlier was another commonly used probability score, which refers to the frequency at which observations fall outside the members of the ensemble. A more reliable ensemble prediction has a smaller outlier value. As seen from Figure 9e–i, the ETKF-SS had a smaller outlier value than the ETKF for all the variables, indicating that the observations were more likely to fall within the ETKF-SS forecast.

It can be seen from the above results that the ETKF-SS had obvious advantages compared to the ETKF in the short forecast lead times, indicating that the scale-selective method can improve the quality of the ensemble perturbation and furthermore improve the ensemble probability score.

3.3.5. A Precipitation Case Study

To evaluate the performance of the ETKF and ETKF-SS on precipitation forecast, a typical heavy precipitation case in the summer of 2015 was studied. The forecast started at 12 UTC on 29 July 2015. Figure 10a shows the 24-h cumulative precipitation of the observation from 00 UTC 30 July 2015 to 00 UTC 31 July 2015. It can be seen that the range of precipitation was so wide that it affected most parts of North China; the strong precipitation center was located in central and southern Shandong, and the precipitation level reached more than 100 mm.

Figure 10b–g shows the 24-h cumulative precipitation forecast in the form of ensemble mean, maximum value, and probability over 25 mm for the ETKF and ETKF-SS, respectively. It can be found that the ETKF ensemble mean precipitation forecast (Figure 10b) deviated from the observation, and it did not give a good simulation on the strong precipitation center located in Shangdong, indicating that most of the members did not predict the precipitation center well. Figure 10c shows the ensemble mean forecast of ETKF-SS; we can see that the position of the precipitation over 25 mm was much closer to the observation. The maximum precipitation forecast of the ETKF (Figure 10d) presents a large magnitude in the northern part of Shandong, but it was significantly northward from the observation, while the maximum precipitation forecast of the ETKF-SS (Figure 10e) shows that the precipitation over 25 mm and 50 mm covered the central and southern parts of Shandong, which corresponds well to the observation. From the probability forecast over 25 mm, we found that the ETKF (Figure 10f) had a large probability mainly in the north of Shandong, and the indicative signals given in other areas were relatively small. In contrast, the ETKF-SS ensemble forecast (Figure 10g) presents a probability over 40% in central Shandong, which is more consistent with the observation.
The verification of precipitation. (a) 24-h cumulative precipitation of the observation from 00 UTC 30 July 2015 to 00 UTC 31 July 2015; (b,c), 24-h cumulative precipitation ensemble average forecast of the ETKF and ETKF-SS; (d,e), the maximum precipitation forecast of the ETKF and ETKF-SS; (f,g), the probability prediction of precipitation greater than 25 mm for the ETKF and ETKF-SS.

The performances of the two ensembles with respect to their precipitation forecasts were examined by computing the one-month statistical Brier score (BS) and area of relative operating characteristic (AROC), which are appropriate for measuring the probability forecast skill of an ensemble in terms of the quantitative precipitation forecast. The BS measures the mean squared difference between the predicted probability and the observed occurrence of an event, producing a value between zero and one, with a smaller value indicating better performance. The AROC denotes the relative relationship between the hit rate and the false alarm rate for a threshold of an event, where a higher AROC means a higher hit rate and better probability forecast, and vice versa [25]. Figure 11 shows the Brier score and AROC of 24-h cumulative precipitation on 31 July 2015. As shown in Figure 11a, the Brier score of the ETKF-SS performed slightly worse in light and medium precipitation but better than the ETKF in heavy precipitation over 25 mm; the AROC of the ETKF-SS was also better than that of the ETKF (Figure 11b), especially in heavy precipitation. In general, the ETKF-SS scheme can improve the probability precipitation skills, especially for the heavy precipitation forecast.
This improvement of the heavy precipitation forecast is reasonable because for a numerical simulation, it is the interaction of multiple-scale systems that can trigger precipitation in the model, such as the synoptic-scale forcing, strong ascent, and vapor transport. Since the spatial distribution of heavy precipitation is greatly affected by the atmospheric flow, if we want to acquire a better precipitation location, the perturbations should be more precise to represent uncertainties related to all scales, including the uncertainties of the synoptic flow. For GRAPES-REFS, the probability forecast from the ETKF-SS can not only maintain small-scale information at low levels, but also modify large-scale synoptic forcing information at the upper levels, and this modification on upper-level large-scale flow can help to improve the synoptic circulation factors, thereby improving the spatial distribution of heavy precipitation.

4. Summary and Discussion

To improve the initial perturbation quality and the forecast skill of the regional ensemble forecast, the scale-selective ETKF scheme is developed in this study. Multiple tests have been carried out to strengthen the basis of this new method, with the evaluation of this method presented in many aspects. The conclusions are as follows:

First, in order to understand the influence of perturbation scale on the GRAPES-REFS, filter sensitivity tests with three schemes were carried out, namely, the original ETKF perturbation, an ETKF perturbation at a larger scale, and an ETKF perturbation at the largest scale. Continuous tests were carried out with these three schemes, and the results show that the growth of the original ETKF perturbation was relatively slow, while the growth of perturbations at the larger and largest scales were more rapid.

The growing characteristic of the single-model forecast error was analyzed with respect to different levels and different variables, and the results indicated that the small-scale error growth was limited at the high level, and the forecast uncertainty at high levels was dominated by large-scale error.

The scale-selective ETKF scheme was designed and evaluated. This method partly removes small-scale perturbation components at the upper and middle levels with only large-scale components conserved, while most small-scale perturbation components were maintained at the lower level. The continuous experiments on both the original ETKF scheme and scale-selective ETKF scheme were conducted, and the results showed that the perturbation growth of the scale-selective ETKF scheme was obviously faster than that of the original ETKF, indicating that large-scale perturbations play a good role in promoting the spread growth. The result of the correlation between perturbation and forecast error shows that the perturbation quality of scale-selective ETKF is better than that of ETKF, which can better identify the forecast error’s magnitude at different locations. The verification results showed that the scale-selective ETKF scheme can effectively improve the quality of REFS, giving that it can increase the ensemble spread and decrease the RMSE. Other probabilistic forecast scores indicate that the scale-selective ETKF scheme has superior performance at short forecast lead times. The result
of the precipitation case study showed that the scale-selective ETKF can significantly improve the probability forecast of heavy rain.

In addition to the good performance at solving the “underspread” problem and improving the precipitation forecast, this scale-selective method also has some aspects that need further investigation. First is the filter scale setting; in this study, the filter scales were selected according to the characteristics of forecast error scale at different levels; however, some experiments need to be conducted to verify whether the filter scale is perfect or not. Second, it should be noted that filtering may affect the dynamical coordination within the model space. In this study, since the filtering object was only the “perturbation” and not all the model variables, the dynamical coordination problem between model variables did not emerge; in addition, the filtering did not change the distribution pattern of the perturbation within the model space, and the dynamical coordination is not destroyed at present, but this is indeed a factor that needs attention in future trials. Finally, since the model perturbations and lateral boundary condition perturbations for both ETKF and ETKF-SS systems were the same, the different performances of the two systems due to the different IC perturbations schemes were limited, and more efforts need to be directed to the model perturbations and lateral boundary condition perturbations to further improve the REFS.
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