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Abstract

This paper investigates a stochastic inventory management problem in which a cash-constrained small retailer periodically purchases a product from suppliers and sells it to a market while facing non-stationary demands. In each period, the retailer’s available cash restricts the maximum quantity that can be ordered. There exists a fixed ordering cost for the retailer when purchasing. We partially characterize the optimal ordering policy by showing it has an $s - C$ structure: for each period, when initial inventory is above the $s$ threshold, no product should be ordered no matter how much initial cash it has; when initial inventory is not large enough to be a $s$ threshold, it is also better to not order when initial cash is below the threshold $C$. The values of $C$ may be state-dependent and related to each period’s initial inventory. A heuristic policy $(s, C(x), S)$ is proposed: when initial inventory $x$ is less than $s$ and initial cash is greater than $C(x)$, order a quantity that brings inventory as close to $S$ as possible; otherwise, do not order. We first determine the values of the controlling parameters $s$, $C(x)$ and $S$ based on the results of stochastic dynamic programming and test their performance via an extensive computational study. The results show that the $(s, C(x), S)$ policy performs well with a maximum optimality gap of less than 1% and an average gap of approximately 0.01%. We then develop a simple and time-efficient heuristic method for computing policy $(s, C(x), S)$ by solving a mixed-integer linear programming problem and approximate newsvendor models: the average gap for this heuristic is approximately 2% on our test bed.
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1 Introduction

Cash flow management is important to the survival and growth of many businesses, especially for small-to-medium-sized enterprises (SMEs), including start-up companies and small retailers. Cash shortage may disrupt a firm’s smooth operation and can even lead to insolvency (John, 2014). Smirat and Yousef (2016) sampled SMEs in Jordan and found that cash management practices had influence on the financial performance of those firms. A report compiled by the research firm CB Insights found that 29% of start-ups failed because of cash crisis (CBInsights, 2018). For some small retailers, the maximum number of products they can purchase depends on their available cash in this period. Some of those retailers are widely present in many developing countries and called nanostores (Boulaksil and van Wijk, 2018). On Chinese E-commerce platforms such as Taobao.com of Alibaba Group and Jd.com of JD Group, or on social software WeChat of Tencent Group, there are many small online retailers operated by only a few people or even a single individual. External financing is more difficult to obtain for those retailers than for larger business entities. Therefore, such small retailers must consider cash constraints during business operations.

An important class of inventory control problems is the single-item single-stocking location stochastic lot-sizing problem. This problem has been widely investigated since the 1950s (Wagner and Whitin (1958), Scarf (1960)). An interesting stream in the stochastic lot-sizing literature focuses on cash constraints. Cash constraints are different from order quantity capacity constraints in that cash flow is dynamic and related to the retailer’s revenues and costs, while order quantity capacity constraints simply impose a fixed upper bound on the ordering quantity. To the best of our knowledge, existing works on multi-item stochastic inventory problems considering cash constraints either focus on single-period problems (e.g. Bi et al. (2018)) or are solved by simulation in a multi-period setting due to the complexity of the problem (e.g. Boulaksil and van Wijk (2018)). This motivates our study on a single-item multi-period problem.

Another difference between our paper and previous works is that we consider a fixed ordering cost in the problem. In real-life transactions, fixed ordering costs do exist for some retailers. For example, small online retailers mentioned above usually purchase from their suppliers every few weeks. The transportation cost and some other expenses of each procurement can be viewed as a fixed ordering cost because they are not related to the order quantity.

As pointed out by Graves (1999), one major theme in the continuing development of inventory theory is to incorporate more realistic assumptions about product demand into inventory models. In this work, we consider the cash-constrained single-item single-stocking location lot-sizing problem for non-stationary
stochastic demands. To the best of our knowledge, the optimal policy for the non-stationary stochastic lot-sizing problem under cash constraints has not been studied before. Moreover, the computation of optimal or near-optimal policy parameters for multi-period stochastic inventory problems remains a challenging task.

Our contributions to the literature are as follows.

- We investigate a cash-constrained stochastic inventory system with fixed ordering cost for the retailer.

- We discuss the characteristics of the optimal ordering policy for the problem under non-stationary demand over a finite horizon, and discuss a partial characterisation of the optimal ordering strategy: if initial inventory is above the threshold \( s \), or if the initial cash is below \( C(x) \) when initial inventory \( x \) is less than the threshold \( s \), then there is no need for the retailer to order.

- Inspired by the former analysis, we propose an ordering policy: \((s, C(x), S)\). We first introduce an effective heuristic for determining the values of \( s \), \( C(x) \) and \( S \) based on the results of stochastic dynamic programming. A comprehensive numerical study shows the average optimality gaps for this policy are very small and the \((s, C(x), S)\) policy is near-optimal, with a maximum gap of less than 1%.

- We finally develop an efficient algorithm to obtain the values of \( s \), \( C(x) \) and \( S \) by mixed-integer linear programming and approximating each ordering cycle to newsvendor models. The method can solve the problem in fractions of a second, and the average gap on the test bed is approximately 2%.

The rest of this work is structured as follows. Section 2 reviews the related literature in detail. Section 3 describes the problem setting and formulates a stochastic dynamic programming model. Section 4 summarizes several characteristics of the optimal ordering pattern. We present a heuristic ordering policy and their computation methods in Section 5. A computational study and its results are detailed in Section 6. Finally, Section 7 draws conclusions and outlines future research directions.

2 Literature review

An important part of supply chain management is financial flow management (Cooper et al., 1997). Some works considered the Net Present Value (NPV) of the cash flow in the traditional inventory problems. For example, Helber (1998) built a NPV model for a multi-item capacity-constrained problem. Wu et al. (2016) made a discounted cash-flow analysis for inventory models with deteriorating items and partial trade credits. Working capital is another aspect that has been investigated by many scholars in recent years. Zeballos et al.
discussed an inventory problem with working capital constraints and short-term debt. Bian et al. (2018) took working capital requirements into account in a single-item lot-sizing problem. Luo and Shang (2019) built a working capital maximization model for an inventory problem with trade credit and cash-related costs. There are also some works that addressed cash flow and maximize the long-term survival possibility for start-up firms, see e.g. Archibald et al. (2002), Tanrısever et al. (2012), Archibald et al. (2015).

Although the aforementioned works have considered cash flow, the available cash in their models does not affect the ordering quantity decisions, hence these works do not consider cash constraints. Among works considering cash constraint, Buzacott and Zhang (2004) noted the importance of jointly considering operational and financial decisions by analyzing a cash-constrained newsvendor model with financing behavior. Dada and Hu (2008) built a Stackelberg model between a bank, manufacturer and cash-constrained retailer. Raghavan and Mishra (2011) considered a two-level supply chain with a retailer and manufacturer both facing cash constraints. Kouvelis and Zhao (2012) gave a detailed discussion of optimal trade credit contracts in a game model. Moussawi-Haidar and Jaber (2013) developed a model for a cash-constrained retailer under delay payments. Tunca and Zhu (2017) discussed the role and efficiency of buyer intermediation in supplier financing through a game-theoretical model. Bi et al. (2018) addressed short-term financing in an inventory problem of multi-item setting.

Most of the literature focusing on multi-period stochastic inventory problems with cash constraints consider single-item problems. Chao et al. (2008) investigated a multi-period single-item self-financing newsvendor problem. They proved the optimal ordering pattern is an approximate base stock policy and presented a simple algorithm to solve the problem for stationary demands. Gong et al. (2014) extended this by considering short-term financing. Katehakis et al. (2016) analyzed non-stationary demand processes and time-varying interests. Boulaksil and van Wijk (2018) formulated a cash-constrained stochastic inventory model with consumer loans and supplier credits for nanostores.

Despite considering cash constraints, no fixed ordering cost is embedded in the aforementioned works. The existence of fixed ordering cost makes it difficult to analyze the structure of the optimal ordering policy. Chen and Zhang (2019) investigated cash flow constraints in a lot-sizing problem. However, their system operates under deterministic demand. Next, we will review some pioneering works dealing with the stochastic inventory problem with fixed ordering costs, which inspires us to develop the ordering policy in this paper.

Without a capacity constraint, Scarf (1960) proved that the optimal ordering policy for the general single-item stochastic lot-sizing problem is \((s, S)\), where \(s\) denotes the reorder point and \(S\) is the order-up-to level. The optimality is proved through a property called \(K\)-convexity. Optimal ordering patterns
have not been thoroughly characterized for the capacitated stochastic lot-sizing problem. A key finding by Shaoxiang and Lambrecht (1996) proved that with stationary demand and fixed capacity, the optimal policy has a $X - Y$ band structure pattern: when the initial inventory level is below $X$, it is optimal to order at full capacity; when the initial inventory level is above $Y$, do not order. Gallego and Scheller-Wolf (2000) further clarified this structure with CK-convexity and divided the optimal ordering policy into four regions: in two of these regions the optimal policy is completely specified, while it is partially specified in the other two. Shaoxiang (2004) extended it for the infinite horizon model. Chao and Zipkin (2008) found the optimal policy for a capacitated problem with a special supply chain contract. Özener et al. (2014) relaxed the capacitated problem with linear holding and penalty cost, Poisson demand, and proposed a heuristic $(s, \Delta)$ policy. Shi et al. (2014) developed approximation algorithms with worst-case performance guarantee for this problem. There are also some other related works such as Chan and Song (2003) and Yang et al. (2014). While most of the above works considered the capacity constraint as static exogenous, cash constraint is more complex because actually cash constraint is a function of operational decisions.

For the general $(s, S)$ policy, the computation of the values of $s, S$ in each period has been considered to be prohibitively expensive for years. A number of existing works have attempted to solve this problem under stationary demands; see e.g. Federgruen and Zipkin (1984), Zheng and Federgruen (1991), Feng and Xiao (2000). For non-stationary demands, recent progress has been made by Bollapragada and Morton (1999) and Xiang et al. (2018). Nevertheless, those works are for the uncapacitated situation — there are no upper bounds on ordering quantity.

A comparison between some of the aforementioned inventory problems and our research is presented in Table 1.

### 3 Problem setting

For convenience, the notations adopted in this paper are listed in Table 2. Other relevant notations will be introduced as needed.

#### 3.1 Problem description

In our problem, a cash-constrained retailer periodically purchases one product from its suppliers and sells the product to customers. Customer demand is non-negative, discrete and independently distributed from period to period. The random demand for each period can be non-stationary and is represented by a variable $\xi_n$. Its
Table 1: Comparisons with some other related literature.

| Authors                  | Demand pattern | Multi items | Fixed ordering cost | Multi period | Capacity constraints |
|--------------------------|----------------|-------------|----------------------|--------------|----------------------|
| Helber (1998)            | Deterministic  | ✔           | ✔                    | ✔            |                      |
| Bian et al. (2018)       | Deterministic  | ✔           |                      | ✔            |                      |
| Chen and Zhang (2019)    | Deterministic  | ✔           |                      | ✔            | cash                 |
| Archibald et al. (2015)  | Deterministic  | ✔           |                      |              |                      |
| Luo and Shang (2019)     | Stochastic     | ✔           |                      | ✔            |                      |
| Buzacott and Zhang (2004)| Stochastic     |              |                      |              |                      |
| Moussawi-Haidar and Jaber(2013)| Stochastic     |              |                      |              | cash                 |
| Bi et al. (2018)         | Stochastic     | ✔           |                      |              | cash                 |
| Scarf (1960)             | Stochastic     | ✔           |                      |              |                      |
| Shaoxiang and Lambrecht (1996)| Stochastic     |              |                      |              |                      |
| Gallego and Scheller-Wolf(2000)| Stochastic     |              |                      |              | fixed                |
| Shaoxiang (2004)         | Stochastic     |              |                      |              |                      |
| Chao et al. (2008)       | Stochastic     |              |                      |              |                      |
| Gong et al. (2014)       | Stochastic     | ✔           |                      |              | cash                 |
| Katehakis et al. (2016)  | Stochastic     | ✔           |                      |              |                      |
| Boulaksil and van Wijk (2018)| Stochastic     | ✔           |                      |              | cash                 |
| This work                | Stochastic     | ✔           |                      |              | cash                 |

The probability density function is $\phi_{n}(\xi)$ and cumulative distribution function is $\Phi_{n}(\xi)$. Like Shaoxiang (2004) and Shaoxiang and Lambrecht (1996), we also assume the maximum demand value is $D_{u}$. Additionally, we also assume the minimum demand value is $D_{b}$. Theoretically, $D_{b}$ can be zero, and $D_{u}$ can be a very large number. In many real-life cases, extremely large demands are low-probability events and can be neglected. This assumption also guarantees there are finite states in the stochastic dynamic programming of this problem.

At the beginning of the planning horizon, the retailer has an initial inventory of $x_{0}$ and an initial cash $R_{0}$. Since we focus on a retail setting, we assume that customers usually do not wait for back-ordered items and that unmet demand is lost. Moreover, we assume that suppliers require immediate payment and that the order delivery lead time is zero. Excess stock is transferred to the next period as inventory, and the selling back of excess stock is not allowed. At the beginning of any period $n$, the retailer has to decide the order quantity $Q_{n}$; we let $y_{n} = x_{n-1} + Q_{n}$, where $y_{n}$ denotes the “order-up-to level.” The inventory flow function of
Table 2: Notations adopted in our paper.

| Notations | Description |
|-----------|-------------|
| Indices   |             |
| \(n\)     | Period index |
| Problem parameters | |
| \(R_0\)   | Initial cash in the first period |
| \(x_0\)   | Initial inventory in the first period |
| \(x_n\)   | End-of-period inventory in period \(n\) |
| \(R_n\)   | End-of-period cash in period \(n\) |
| \(p\)     | Selling price |
| \(K\)     | Fixed ordering cost |
| \(W\)     | Overhead costs like rents or wages that the retailer needs to pay in each period |
| \(c\)     | Unit variable ordering cost |
| \(\gamma\) | Unit salvage value for remnant inventory in the final period |
| \(D_u\)   | Maximum possible demand value |
| \(D_b\)   | Minimum possible demand value |
| \(B(R)\)  | A function of initial cash \(R\), representing the cash constraint |
| Random variables | |
| \(\xi_n\) | Random demand in period \(n\), with probability density function \(\phi_n(\xi)\), cumulative distribution function \(\Phi_n(\xi)\) |
| Decision variables | |
| \(y_n\)   | Immediate inventory level after ordering in period \(n\) |

The retailer can then be expressed as

\[
x_n = \max\{y_n - \xi_n, 0\} = (y_n - \xi_n)^+
\]  

The initial inventory of the retailer is \(x_0\), and the initial cash balance of the retailer is \(R_0\). The selling price of the item is \(p\), and the retailer receives payments only when its items are delivered to the customers. A fixed ordering cost \(K\) is charged to the retailer when ordering from its suppliers; there is also a variable ordering cost \(c\) charged on every ordered unit. We assume that the retailer needs to pay a fixed overhead cost \(W\) at the beginning of each period, to operate the business and cover fixed costs such as rents or wages for staffs; while variable inventory holding cost charged on every item unit carried from one period to the next is assumed to be negligible.

In each period \(n\), the initial cash is \(R_{n-1}\), and the ordering quantity is \(y_n - x_{n-1}\). Define \(\delta(y_n - x_{n-1})\) as
a unit step function to determine whether the retailer makes an order in period \( n \): 
\[
\delta(y_n - x_{n-1}) = 1 \text{ when } y_n > x_{n-1}, \quad \delta(y_n - x_{n-1}) = 0 \text{ when } y_n = x_{n-1}.
\]
The total ordering cost in period \( n \) is 
\[
K \delta(y_n - x_{n-1}) + c(y_n - x_{n-1}),
\]
which includes the fixed ordering cost and variable ordering costs. Because of the cash constraint, when the retailer purchases items, its available cash must be greater than the total costs in this period, namely, ordering costs plus overhead cost. This is shown by the constraint below.
\[
K \delta(y_n - x_{n-1}) + c(y_n - x_{n-1}) + W \leq R_{n-1}
\]

The actual sales quantity in period \( n \) is 
\[
\min\{\xi_n, y_n\},
\]
and revenue is 
\[
p \min\{\xi_n, y_n\}.
\]
End-of-period cash \( R_n \) for period \( n \) is defined as the initial cash balance \( R_{n-1} \) plus the period’s revenue minus the period’s total costs 
\[
K \delta(y_n - x_{n-1}) + c(y_n - x_{n-1}) + W.
\]
Any inventory left at the end of the planning horizon has a salvage value \( \gamma \) per unit. Therefore, the full expression of \( R_n \) is given by Eq. (3).
\[
R_n = \begin{cases} 
R_{n-1} + p \min\{\xi_n, y_n\} - [K \delta(y_n - x_{n-1}) + c(y_n - x_{n-1})] - W, & n \leq N \\
R_N + \gamma x_N, & n = N + 1
\end{cases}
\]

The main difference between our problem and previous inventory literature about cash constraint in inventory problems, such as Chao et al. (2008) and Gong et al. (2014), is that we consider a fixed ordering cost \( K \) for the retailer. Another difference is that we do not account for the deposit interest of each period’s cash balance because the deposit interest from the bank is generally very small compared with the retailer’s transaction volume and usually does not exert an effect on its operational decisions.

To avoid triviality, we assume \( 0 \leq \gamma < c < p \). Our aim is to find a replenishment plan that maximizes the expected terminal cash increment, i.e., \( E(R_{N+1}) - R_0 \).

### 3.2 Stochastic dynamic programming modeling

We formulate a stochastic dynamic programming model for our problem to analyze its mathematical properties.

**States.** The system state at the beginning of period \( n \) is represented by initial inventory \( x_{n-1} \) and initial cash quantity \( R_{n-1} \). Note that since demand is assumed to be discrete and maximum demand value is \( D_n \), there are finite states for inventory and cash in our problem.

**Actions.** The action in period \( n \) is the order-up-to level \( y_n \), given initial inventory \( x_{n-1} \) and initial cash quantity \( R_{n-1} \). From the cash constraint (2), we use a function \( B(R) \) to show the upper bound for the ordering
quantity.

\[ B(R) = \max \left\{ 0, \frac{R_{n-1} - K - W}{c} \right\} \] (4)

The bounds for \( y_n \) are represented by

\[ x_{n-1} \leq y_n \leq \bar{y}_n = x_{n-1} + B(R) \] (5)

**State transition function.** The state transition function for inventory is given by inventory flow equation (1), while the state transition function for cash is presented by cash flow equation (3).

**Immediate profit.** Let \( \Delta R_n \) be the cash increment in period \( n \), expressed as

\[ \Delta R_n = p \min \{ \xi_n, y_n \} - [K \delta(y_n - x_{n-1}) + c(y_n - x_{n-1})] - W \] (6)

The immediate profit for period \( n \) is the expected cash increment \( E(\Delta R_n) \) during this period given \( R_{n-1}, x_{n-1} \) and \( y_n \). \( E(\Delta R_n) \) can be expressed as

\[ E(\Delta R_n) = \int_{D_a} \Delta R_n \phi_n(\xi) d\xi \] (7)

**Optimality Equation.** Define \( F_n(R_{n-1}, x_{n-1}) \) as the maximum expected cash increment during periods \( n, n+1, \ldots, N \) when the initial inventory and cash of period \( n \) are \( x_{n-1} \) and \( R_{n-1} \), respectively. The optimality equation for the problem is expressed as:

\[ F_n(x_{n-1}, R_{n-1}) = \max_{x_{n-1} \leq y_n \leq \bar{y}_n} \left\{ E(\Delta R_n) + \int_{D_a} \Delta R_n \phi_n(\xi) d\xi \right\} \] (8)

The boundary equation is:

\[ F_{N+1}(x_N, R_N) = \gamma x_N \] (9)

For convenience, we define \( L_n(y) \) as follows.

\[ L_n(y) = \int_{D_a} \left[ p \min\{\xi, y\} - cy \right] \phi_n(\xi) d\xi - W \] (10)

\( L_n(y) \) is an obvious concave function. For ease of expression, we suppress \( n, D_a, D_b \) in some expressions
and use it only when required. Therefore, \( \Delta R, L(y), E(\Delta R) \) and \( F_n(x, R) \) can be written as:

\[
\Delta R = p \min\{\xi, y\} - K\delta(y - x) - c(y - x) - W \quad (11)
\]

\[
L(y) = \int [p \min\{\xi, y\} - cy] \phi(\xi) d\xi - W \quad (12)
\]

\[
E(\Delta R) = \int [p \min\{\xi, y\}] \phi(\xi) d\xi - K\delta(y - x) - c(y - x) - W = L(y) + cx - K\delta(y - x) \quad (13)
\]

\[
F_n(x, R) = \begin{cases} 
\max_{x \leq y \leq x + B(R)} \left\{ L(y) + cx - K\delta(y - x) + \int F_{n+1}((y - \xi)^+, R + \Delta R) \phi(\xi) d\xi \right\} & n \leq N \\
\gamma x & n = N + 1
\end{cases} \quad (14)
\]

4 Ordering policy discussion

In this section, we provide some characteristics about the optimal ordering policy. We first show this by a numerical example, then analyze the optimal ordering policy in the last period, and finally obtain some theoretical expressions with proofs for the general periods.

4.1 Numerical findings

Since optimality function \( F_n(x, R) \) for the dynamic programming model is two-dimensional, it is difficult to detect its mathematical properties. By fixing \( x \) or fixing \( R \) and viewing \( F_n(x, R) \) as a function of a single decision variable, \( F_n(x, R) \) does not show K-convexity as in Scarf (1960) or K-concavity as in Chen and Simchi-Levi (2004), nor does it show CK-convexity (or CK-concavity) as in Gallego and Scheller-Wolfe (2000) or (C, K)-convexity (or (C, K)-concavity) as in Shaoxiang (2004). This result can be easily confirmed by some numerical examples.

However, we can find some characteristics of the optimal ordering policy. We illustrate these characteristics with the following numerical example: there are 4 periods; demands follow Poisson distributions and the average values are 9, 13, 20, 16; fixed ordering cost \( K = 20 \), unit variable ordering cost \( c = 1 \), overhead costs \( W = 2 \), selling price \( p = 5 \) and unit salvage value \( \gamma = 0 \).

The optimal ordering quantities \( Q^*(x, R) \) for different initial inventory \( x \) and \( R \) in the first period are given below:
As an illustration of how to read the above results, suppose the initial inventory \( x \) is 1 and the initial cash \( R \) is 35, then, the optimal ordering quantity is 13 units. Several ordering characteristics can be observed directly from this numerical case:

- The optimal ordering policy is not the \((s, S)\) type.

- When the initial inventory is very large or initial cash is very small, the optimal ordering quantity is always zero. For example, when \( x \geq 7 \) or \( R \leq 27 \), \( Q^* = 0 \). Furthermore, the ordering threshold of \( R \) is different for different initial inventory. When \( x = 0 \), it is optimal to not order when \( R \leq 25 \); when \( x = 2 \), it is optimal to not order when \( R \leq 39 \).

- When ordering, it is optimal for the retailer to order as close to some specified inventory level as possible. For a fixed initial inventory, there may be several order-up-to levels. We show the different order-up-to levels by drawing a vertical line segment below the ordering quantity values. For example, in this case, the order-up-to levels for \( x = 0 \) are 14, and 24, and the order-up-to levels for \( x = 2 \) are 24.

  The above case suggests that at least two thresholds exist, \( s \) and \( C \): if \( x \geq s \) or \( R \leq C \), do not order; else, order up to some specified level. For ease of analysis, we first investigate the ordering pattern in the last period \( N \).
4.2 Ordering pattern in the last period

When \( n = N \), from Eq. (14), its optimality equation is

\[
F_N(x, R) = \max_{x \leq s + B(R)} \left[ L(y) + cx - K\delta(y - x) + \gamma(y - \xi)^+ \right]
\]  \hspace{1cm} (15)

Recall that \( L(y) = p \min[\xi, y] - cy - W \). Let

\[
L'(y) = L(y) + \gamma(y - \xi)^+
\]  \hspace{1cm} (16)

By Eq. (15) and (16), the optimal decision for period \( N \) is

\[
y_N^*(x, R) = \begin{cases} 
 y^* & \text{if } L'(x) < \max_{s \leq y \leq B(R)} L'(y) - K \\
 x & \text{if } L'(x) \geq \max_{s \leq y \leq B(R)} L'(y) - K
\end{cases}
\]  \hspace{1cm} (17)

Here, we draw the picture of \( L'(y) \) of a real numerical example in Figure 1.

![Figure 1: s, C(x) and S in the last period N](image)

Since \( L'(y) \) is also an apparent concave function, it reaches optimal at:

\[
S = \Phi_N^{-1} \left( \frac{p - c}{p - \gamma} \right)
\]  \hspace{1cm} (18)

From Eq. (17), we can obtain a smallest \( s \) threshold for period \( N \). The \( s \) threshold means when initial inventory \( x \) is larger than \( s \), it is always better to not order. As shown in Figure 1, \( L'(s) \) is smaller than \( L'(S) \) for a fixed ordering cost \( K \).

\[
s = \min\{y \mid L'(y) \geq L'(S) - K\}
\]  \hspace{1cm} (19)
When \( x < s \), there exists a \( C \) threshold. When \( R \leq C(x) \), it is optimal for the retailer to not order because the expected profit cannot cover the ordering costs. The maximum \( C \) threshold is the cash level for which the retailer’s expected profit by ordering equals the fixed ordering cost plus the expected profit of not ordering. The \( C \) threshold for an initial inventory \( x \) can be obtained by the following equation. Recall that \( B(R) \) means the maximum ordering quantity under initial cash \( R \).

\[
C(x) = \max\{R \mid L'(x) + K \geq L'(x + B(R))\} \tag{20}
\]

Note that \( C(x) \) is state-dependent and related with inventory level \( x \). For an initial inventory level \( x < s \), its minimum cash requirement for ordering is \( C(x) \). Its maximum order-up-to level under initial cash \( C(x) \) is \( x + B(C(x)) \). The relation of \( s, S, C(x) \) and \( L'(y) \) is shown in Figure 1. Since \( L'(y) \) is increasing when \( y < S \), it is optimal for the retailer to replenish its inventory level as close to \( S \) as possible when \( x < s \) and \( R > C(x) \). The optimal ordering policy in period \( N \) can easily be expressed by the following equation:

\[
Q^*_N = \begin{cases} 
0 & \text{otherwise} \\
\min\{S - x, B(R)\} & x < s, R > C(x)
\end{cases} \tag{21}
\]

4.3 Thresholds of \( s \) and \( C \)

When \( n \) is not restricted to the final period \( N \), we provide some analytic expressions for the thresholds of \( s \) and \( C \).

For any period \( n \), an \( s \) threshold can be obtained by the following equation, where \( \Phi_{n-N} \) is the cumulative distribution function of total demand from period \( n \) to \( N \) and \( \Phi_{n-N}^{-1} \) is its inverse function.

\[
s = \Phi_{n-N}^{-1}\left(\frac{p - c}{p - \gamma}\right) \tag{22}
\]

Lemma 1 In any period \( n \), there exists a threshold \( s \) such that if initial inventory \( x \geq s \), regardless of the initial cash, there is no need for the retailer to order. The threshold can be defined by Eq. (22).

Proof. The total demand from period \( n \) to period \( N \) follows a stochastic distribution. Let

\[
L'_{n-N}(y) = \int [p \min\{\xi, y\} - c y + \gamma(y - \xi)^+]\phi_{n-N}(\xi)d\xi - (N - n + 1)W
\]

where \( \phi_{n-N}(\xi) \) is the probability distribution function of total demand from period \( n \) to \( N \). Since there is no inventory holding cost in our cost, ordering earlier would not bring extra costs. If the retailer has enough cash, it only needs to order at most once in period \( n \) to meet all the later demands, which can save fixed
ordering costs and result in a similar newsvendor problem. By the above description and Eq. (14), we know that

\[ F_n(x, R) \leq \max_{y \geq x} L'_{n-N}(y) + cx - K\delta(y - x) \]  

(23)

\[ \lim_{R \to \infty} F_n(x, R) = \max_{y \geq x} L'_{n-N}(y) + cx - K\delta(y - x) \]  

(24)

Since \( L'_{n-N}(y) \) is a concave function and reaches optimal at \( \Phi^{-1}_{n-N}(\frac{p - y}{p - y}) \), by Eq. (24), when \( x \geq \Phi^{-1}_{n-N}(\frac{p - y}{p - y}) \), there is no need to order because the available inventory is enough to obtain maximum expected profit. Therefore, Eq. (22) is a threshold.

\[ \square \]

More conservative thresholds exist. For example, if \( x \geq (N - n)D_u \), the initial inventory is sufficient to meet all the demands in later periods; thus, there is no need for the retailer to order. By Lemma 3 below, the maximum demand \( D_u \) can also be a threshold (we omit the proof for brevity). Note that the threshold defined by Eq. (22) is also conservative in real numerical tests.

As for the threshold of \( C \), we first bring two lemmas about the optimality equation \( F_n(x, R) \). Proofs for the two lemmas are in Appendix A.

**Lemma 2** For any period \( n \) and fixed \( x \), \( F_n(x, R) \) is non-decreasing in \( R \).

Note that when \( R \) is sufficiently large, there is no ordering quantity constraint for the retailer, and the problem is the same as the traditional problem in Scarf (1960). In this situation, for fixed \( x \), \( F_n(x, R) \) is constant.

**Lemma 3** For any period \( n \), \( \forall b > 0 \), \( F_n(x, R + K + cb) + K + cb \geq F_n(x + b, R) \).

Lemma 3 implies that the expected cash increment for state \((x, R + K + cb)\) is larger than \((x + b, R)\). Thus, for two initial states \((x_1, R_1)\) and \((x_2, R_2)\), if one state has less initial inventory \((x_1 < x_2)\) but more initial cash, and the extra cash is sufficient to replenish the initial inventory to equal that of the other state \((R_1 - R_2 \geq K + c(x_2 - x_1))\), then this state will result in a larger expected cash increment at the end of the planning horizon.

When initial inventory \( x \) is below the threshold, one may order or not depending on available cash. If the initial cash \( R \) is small, the retailer cannot order up to its desired inventory level to make revenue cover
the ordering costs. This situation leads to the existence of a $C$ threshold. When initial cash $R \leq C$, it is better for the retailer to not order. We develop two forms of threshold $C$.

\begin{align*}
C &= K \\
C &= \max \{ R \mid x + B(R) \leq D_b, pB(R) \leq K + cB(R) \} 
\end{align*}

\textbf{Lemma 4} For any period $n$, given an initial inventory $x$, if $x$ is not a $s$ threshold, there exists a $C$ threshold. If initial cash $R \leq C$, it is better for the retailer to not order. The expression of Eq. (25) or the solution of (26) can be a $C$ threshold.

\textbf{Proof.}

Eq. (25) is an apparent $C$ threshold. If initial cash is less than $K$, it is always better for the retailer to not order because the retailer does not even have sufficient cash to cover the fixed ordering cost. For the initial cash $R$ defined by Eq. (26), because $x + B(R) \leq D_b$, it is better to order at full capacity since this ordering will result in the greatest cash increment. Thus, there are two scenarios:

(a). do not order.

(b). order $B(R)$ units.

The rest of the proof is similar to that of Lemma 3. Since $x + B(R) \leq D_b$, $x \leq x + B(R) \leq \xi$. The cash increments for the two scenarios are as follows.

\begin{align*}
\Delta R^a &= p \min \{x, \xi\} = px \\
\Delta R^b &= p \min \{x + B(R), \xi\} - K - cB(R) = p(x + B(R)) - K - cB(R)
\end{align*}

From Eq. (26), $\Delta R^a \geq \Delta R^b$ because $pB(R) \leq K + cB(R)$. Define $f_n(x)$ and $f_n(x + B(R))$ as the expected cash increments of the two scenarios.

\begin{align*}
f_n(x) &= E(\Delta R^a) + \int F_{n+1}(0, R + \Delta R^c)\phi(\xi)d\xi \\
f_n(x + B(R)) &= E(\Delta R^b) + \int F_{n+1}(0, R + \Delta R^d)\phi(\xi)d\xi
\end{align*}

Since $\Delta R^a \geq \Delta R^b$, $E(\Delta R^c) \geq E(\Delta R^d)$ and $R + \Delta R^a \geq R + \Delta R^b$. By lemma 2, $F_{n+1}(0, R + R^c) \geq F_{n+1}(0, R + R^b)$.

Therefore, $f_n(x) \geq f_n(x + B(R))$, and it is better for the retailer to not order.

\hfill \Box
Note that the $C$ thresholds defined by Eq. (26) or Eq. (25) are conservative. Moreover, Eq. (26) shows the $C$ threshold may be state-dependent and related to initial inventory $x$ for each period.

5 A heuristic ordering policy

With the existence of the $s$ threshold and $C$ threshold, the optimal ordering pattern is still very complex, except in the last period. Based on the above analysis and numerical tests, we propose a heuristic ordering policy.

$(s, C(x), S)$ policy:

$$Q^* = \begin{cases} 
\min\{B(R), S - x\} & \text{if } x < s \text{ and } R > C(x) \\
0 & \text{otherwise}
\end{cases}$$

(27)

Note that the values of $s$ and $S$ can vary by period, and the values of $C$ are state-dependent and related to initial inventory $x$. $(s, C(x), S)$ policy indicates that if the initial inventory is less than $s$ and initial cash is above $C(x)$, the inventory level should be replenished to as close to $S$ as possible; otherwise, do not order.

5.1 Computation for $s$, $C$ and $S$

To compute values of $s$, $C$ and $S$ we provide two methods here: the first involves searching the results of stochastic dynamic programming (SDP) with some heuristic techniques; the second is to approximate the problem with a mixed-integer model and solve the problem with some heuristic equations.

5.1.1 Obtaining $s$, $C(x)$, and $S$ via SDP

Let $Q^*_n(x, R)$ represent the optimal ordering quantity for initial inventory $x$ and initial cash $R$ at period $n$ in the SDP results. The default values for $s$ and $S$ are zero, the default values for $C$ are fixed ordering cost $K$.

For period $n = 1$, if $Q^*_1(x, R) > 0$, $s = x + 1$, $S = x + Q^*_1(x, R)$, $C(x) = 0$, if $Q^*_1(x, R) = 0$, $s = x$, $S$, $C(x)$ can be fixed arbitrarily. When $n = N$, the values of $s$, $S$ and $C(x)$ can be obtained by Eq. (19), (18), (20), respectively.

When $1 < n < N$, the method for obtaining $s$, $S$, $C$ is given below.

Find $s$: $s$ is selected as the minimum initial inventory level that results in not ordering for all cash states in the SDP results.
Find $S$: in a given period, when $x < s$, there may be more than one order-up-to level, as shown by our previous numerical case. We adopt a heuristic step by selecting the most frequent order-up-to level as $S$.

Find $C(x)$: for initial inventory $x$ in a given period and $x < s$, $C(x)$ is the maximum value of initial cash that results in not ordering in the SDP results.

The pseudo-code of this method is given in Algorithm 1 of Appendix B. Since this method is based on the results of SDP, it enumerates all the states in each period. This is very time-consuming when the planning horizon is large. For example, in our numerical tests, if the length of the planning horizon is 15, it may take more than one hour to compute one case. So this method is only suitable for the cases of small planning horizons.

5.1.2 Obtaining $s$, $C(x)$, and $S$ values by mixed-integer programming (MIP) approximation

The method here adopts a similar idea of “static-dynamic uncertainty” strategy in Bookbinder and Tan (1988). Replenishment periods are first computed at the beginning of the planning horizon by a MIP model; then we decide the values of $s$, $S$ and $C(x)$ by approximating a newsvendor problem in each replenishment cycle.

The expected demand, end-of-period cash, and end-of-period inventory for period $n$ are represented by $\tilde{d}_n$, $\tilde{R}_n$, and $\tilde{x}_n$, respectively. The mixed-integer programming (MIP) model for the cash-constrained problem is as follows. The major role of the MIP model is to obtain a heuristic ordering plan by determining the values of binary variable $z_n$ that represents whether to order or not in period $n$.

\[
\begin{align*}
\max \quad & \tilde{R}_N + \gamma \tilde{x}_N - R_0 \\
\text{s.t.} \quad & n = 1, 2, \ldots, N \\
& \tilde{R}_{n-1} \geq Kz_n + c(S_n - \tilde{x}_{n-1}) + W \\
& \tilde{R}_n = \tilde{R}_{n-1} + p(S_n - \tilde{x}_n) - Kz_n - c(S_n - \tilde{x}_{n-1}) - W \\
& \tilde{x}_{n-1} \leq S_n \\
& S_n - \tilde{d}_n = \tilde{x}_n \\
& \tilde{x}_0 = x_0, \tilde{R}_0 = R_0 \\
& \tilde{x}_n \geq 0, z_n \in \{0, 1\}, S_n \geq 0
\end{align*}
\]

In the MIP model, decision variable $S_n$ is the order-up-to level in period $n$. Objective function Eq. (28) is the expected cash increment in the planning horizon. The cash constraint is represented by (29), and
expected cash flow is given by (30). Constraint (31) indicates that the order-up-to level \( S_n \) should not be less than the period’s expected initial inventory. Constraint (32) represents the relationship of \( S_n \) with \( \tilde{x}_n \) and \( \tilde{d}_n \). Constraint (33) is the value of initial inventory and initial cash. Constraint (34) ensures the nonnegativity and/or the binary nature of the decision variables.

For the last period, \( S, s \) and \( C \) are obtained by equations (18), (19) and (20). For \( n < N \), we compute them in the following.

1. Compute \( S \).

Ordering cycles can be obtained from the results of \( z_n \) in the MIP model. For example, if \( z = \{1, 0, 0, 1, 0\} \), there are two ordering cycles in this ordering plan: period 1∼3 and period 4∼5. This can be shown by Figure 2.

Figure 2: A sketch of two consecutive ordering cycles

Because the demands in each period are independent, the demands in an ordering cycle follow a joint distribution. Assume that the beginning period for an ordering cycle is \( n_1 \) and that the end period for an ordering cycle is \( n_2 \) (\( n_1 < n_2 \leq N \)). Let \( \phi_{n_1, n_2} \) represent the joint probability density function from period \( n_1 \) to period \( n_2 \) and \( \Phi_{n_1, n_2} \) represent the joint cumulative distribution function. Then, in an ordering cycle, the expected cash increment without fixed ordering cost and overhead cost from period \( i \) (\( n_1 \leq i \leq n_2 \)) to \( n_2 \) is similar to a newsvendor model, that is:

\[
L_{i\sim n_2}(y) = \begin{cases} 
\int [p \min(\xi, y) - cy] \phi_{i\sim n_2}(\xi)d\xi & n_2 < N \\
\int [p \min(\xi, y) - cy + \gamma(y - \xi)^+] \phi_{i\sim n_2}(\xi)d\xi & n_2 = N 
\end{cases}
\]

Since \( L_{i\sim n_2}(y) \) is concave, it reaches its maximum at \( y^*_{i\sim n_2} = \Phi^{-1}_{i\sim n_2} \left( \frac{\int_{\xi}^{y} p - cy}{p} \right) \) (\( n_2 < N \)) or \( y^*_{i\sim n_2} = \Phi^{-1}_{i\sim n_2} \left( \frac{\int_{\xi}^{y} p - cy}{p - \gamma} \right) \) (\( n_2 = N \)). \( S_i \) (\( n_1 \leq i \leq n_2 \)) can be computed by the following heuristic equation:

\[
S_i = \min\{\tilde{x}_{i-1} + B(\tilde{R}_{i-1}), y^*_{i\sim n_2}\}
\]

In Eq. (36), \( \tilde{x}_{i-1} + B(\tilde{R}_{i-1}) \) is the approximate maximum order-up-to level for period \( i \). The relation of \( S_i, y^* \) and \( L_{i\sim n_2} \) for a numerical case is shown in Figure 3, where the red line represents \( L_{i\sim n_2}(y) \) and \( S_i = \tilde{x}_{i-1} + B(\tilde{R}_{i-1}) \) in this case.
In an ordering cycle \( n_1 \sim n_2 \), we use a heuristic step to compute \( s_i \) \( (n_1 \leq i \leq n_2) \) by the following equation.

\[
s_i = \min \{ y \mid L_{i-n_2}(y) \geq L_{i-n_2}(S_i) - K, 0 \leq y \leq S_i \} \tag{37}
\]

The idea behind Eq. (37) is that \( s_i \) is the smallest \( y \) such that the gap between \( L_{i-n_2}(y) \) and \( L_{i-n_2}(S_i) \) is larger than the fixed ordering cost \( K \). It is also shown in Figure 3.

3. Compute \( C(x) \).

When initial inventory \( x < s_i \), for period \( i \) \( (n_1 \leq i \leq n_2) \), \( C_i(x) \) is computed by the following heuristic equation.

\[
C_i(x) = \begin{cases} 
\max \{ R \mid L_i(x) \leq L_i(x + B(R)) - K, 0 \leq x \leq S \} & L_i(S) \geq K \\
M & L_i(S) < K 
\end{cases} \tag{38}
\]

Note that \( C_i(x) \) is related to initial inventory \( x \). In Eq. (38), \( L_i() \) is the one-period expected cash increment without overhead cost for period \( i \), and \( S \) is its maximum point, which is \( \Phi_i(\frac{\bar{p}-c}{p}) \). The relationship of \( C_i(x) \) and \( x \) is shown in Figure 4. Eq. (38) suggests that if the one-period maximum cash increment is less than the fixed ordering cost, the retailer should not order and \( C_i(x) \) is a large number \( M \); otherwise, \( C_i(x) \) is the maximum cash such that the one-period expected cash increment minus the ordering costs of ordering full capacity is larger than the cost of not ordering.
The pseudo-code for this method is shown in Algorithm 2 of Appendix B. Comparing with obtaining values of $s$, $C(x)$ and $S$ by SDP, it can solve the problem very fast. For numerical cases with 20 periods, the MIP method can get values of $s$, $C(x)$ and $S$ in seconds during our tests.

5.2 An illustrative example

To further illustrate the policy and our computational methods, we present a numerical example: there are 4 periods, and the demands in each period follow a Poisson distribution. The mean demand in each period is [20, 7, 2, 14]. Other relevant parameter values are fixed ordering cost $K = 24$, unit variable ordering cost $c = 1$, overhead cost $W = 2$, selling price $p = 4$, unit salvage value $\gamma = 0$, initial inventory $x = 0$, and initial cash $R = 33$. The results of different methods are given in Table 3.

As Table 3 shows, the SDP method is near-optimal, while the MIP method has an optimality gap 3.49%.

6 Computational study

In this section, we present an extensive computational study on large test beds to investigate the effectiveness of the ordering policy and computational methods we proposed.
Table 3: An illustrative example of computing $s$, $C(x)$, and $S$

| $n$ | $s$ | $C(x = 0)$ | $C(x = 1)$ | Optimal gap |
|-----|-----|-------------|-------------|-------------|
| 1   | 1   | 32          | 39          | 0.00%       |
| 2   | 1   | 0           | 34          |             |
| 3   | 2   | 30          | 31          |             |
| 4   | 2   | 30          | 31          |             |
|     |     |             |             |             |

SDP method

| $n$ | $s$ | $C(x = 0)$ | $C(x = 1)$ |
|-----|-----|-------------|-------------|
| 1   | 1   | 0           | 34          |
| 2   | 2   | 30          | 31          |
| 3   | 0   | 30          | 31          |
| 4   | 7   | 30          | 31          |
|     |     |             |             |

MIP method

| $n$ | $s$ | $C(x = 0)$ | $C(x = 1)$ | Optimal gap |
|-----|-----|-------------|-------------|-------------|
| 1   | 2   | 26          | 30          | 3.49%       |
| 2   | 0   | 32          | 0           |             |
| 3   | 19  | 30          | 0           |             |
|     | 17  | 30          | 0           |             |

6.1 Test bed

The test beds are adopted from Rossi et al. (2015) with some modifications. There are 10 demand patterns for numerical analysis: 2 life cycle patterns (LCY1 and LCY2), 2 sinusoidal patterns (SIN1 and SIN2), 1 stationary pattern (STA), 1 random pattern (RAND), and 4 empirical patterns (EMP1, EMP2, EMP3, EMP4). To ensure that SDP can solve these instances in reasonable time, we rescale the original demand values, select 10 successive periods for testing, and make cash and inventory be integers. The expected demands for different patterns are given in Table 5 and Figure 5 in Appendix C.

Fixed ordering cost $K$ takes values in (10, 15, 20); unit variable ordering cost $c$ is 1, overhead cost $W = 2$ and unit salvage value $\gamma = 0$; price $p$ takes values in (5, 6, 7), which results in product margin taking values in (4, 5, 6); and initial cash capacity takes values in (6, 8, 10), which means initial cash $B_0$ is sufficient to order 6, 8 or 10 items. For example, if initial cash capacity is 6, initial cash $B_0 = K + c \times 6$. The initial cash capacity settings guarantee that the retailer does not have enough cash in the first period for all the cases, which makes these cases different from uncapacitated situations. Demands follow a Poisson distribution and are independent in each period. Therefore, there are 270 numerical cases in total for each ordering policy.

The computational studies are coded in Java and run on a desktop computer with an Intel (R) Core (TM)
i5-7500 CPU, at 3.40 GHz, 8 GB of RAM, and 64-bit Windows 7 operating system.

6.2 Results analysis

We compare this heuristic policy with the optimal results directly obtained by stochastic dynamic programming (SDP). After the values of $s$, $C(x)$ and $S$ of the different methods are obtained, we simulate them in 100,000 stochastic demand samples to obtain the expected final values and compare the gaps with respect to SDP. The average optimality gap (AVG) and maximum optimal gap (MAX) are adopted as performance metrics. Comprehensive comparison results are shown in Table 4.

| Table 4: Computational study results of different computation methods. |
|-------------------------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Case                                            | $(s, C(x), S)$ | $(s, C(x), S)$ | $(s, C(x), S)$ | $(s, C(x), S)$ | Cases |
|                                                 | by SDP          | by MIP          | MAX            | AVG             | MAX            | AVG             | MAX            | AVG             |
| Fixed ordering cost                             |                |                |                |                |                |                |                |                |
| 10                                              | 0.41%          | 0.00%          | 4.85%          | 1.35%           | 90              |
| 15                                              | 0.27%          | 0.00%          | 10.91%         | 1.93%           | 90              |
| 20                                              | 0.65%          | 0.03%          | 17.66%         | 2.87%           | 90              |
| Margin                                          |                |                |                |                |                |                |                |                |
| 4                                               | 0.65%          | 0.03%          | 17.66%         | 2.87%           | 90              |
| 5                                               | 0.27%          | 0.00%          | 10.55%         | 1.89%           | 90              |
| 6                                               | 0.02%          | 0.00%          | 5.49%          | 1.39%           | 90              |
| Cash capacity                                   |                |                |                |                |                |                |                |                |
| 6                                               | 0.65%          | 0.02%          | 17.66%         | 2.47%           | 90              |
| 8                                               | 0.45%          | 0.01%          | 7.85%          | 1.99%           | 90              |
| 10                                              | 0.33%          | 0.00%          | 8.17%          | 1.70%           | 90              |
| Demand pattern                                  |                |                |                |                |                |                |                |                |
| STA                                             | 0.33%          | 0.01%          | 2.63%          | 0.91%           | 27              |
| LC1                                             | 0.00%          | 0.00%          | 2.50%          | 1.14%           | 27              |
| LC2                                             | 0.04%          | 0.01%          | 3.07%          | 1.68%           | 27              |
| SIN1                                            | 0.65%          | 0.06%          | 4.93%          | 1.35%           | 27              |
| SIN2                                            | 0.41%          | 0.04%          | 17.66%         | 2.93%           | 27              |
| RAND                                            | 0.00%          | 0.00%          | 3.17%          | 1.20%           | 27              |
| EMP1                                            | 0.01%          | 0.00%          | 10.04%         | 3.09%           | 27              |
| EMP2                                            | 0.00%          | 0.00%          | 6.28%          | 2.26%           | 27              |
| EMP3                                            | 0.03%          | 0.00%          | 11.00%         | 3.44%           | 27              |
| EMP4                                            | 0.01%          | 0.00%          | 9.09%          | 2.52%           | 27              |
| Gap over 1%                                     | 0              | 182            |                |                |                |
| Avg Time                                        | 305s           | 0s             |                |                |                |
| General                                         | 0.65%          | 0.01%          | 17.66%         | 2.05%           | 270             |

22
As shown in the table, policy \((s, C(x), S)\) performs very well in terms of both the maximum gap (0.65%) and the average gap (0.01%) of the SDP method. The MIP method has a maximum gap of approximately 17.66% and an average gap of approximately 2.05%. Among all 270 numerical cases in the test bed, there are no instances for the SDP method that have an optimality gap greater than 1%. For the MIP method, 182 numerical cases have a gap exceeding 1%.

When fixed ordering cost increases, the numerical tests show that the MIP method performs worse with obvious increasing optimality gaps (average gap changes from 1.35% to 2.87%, maximum gap changes from 4.85% to 17.66%) and there are also slightly increasing optimality gaps for the SDP method (average gap changes from 0.00% to 0.03%). However, with an increasing margin of the product or cash capacity, both methods perform better with lower optimality gaps.

The results also suggest that demand patterns may have a large effect on the performance of the two methods. For example, the maximum gaps and average gaps all grow large in demand pattern EMP1, EMP2, EMP3, EMP4 for policy the MIP method. But for the SDP method, the demand patterns do not have a clear influence to its average gaps. Moreover, for the stationary demand pattern (STA) which has the least demand fluctuation, both methods show good performance with low maximum gap and average gap.

In terms of computational efficiency, the average running time for the SDP method exceeds 300 seconds. However, the MIP approximation method is very fast, with an average running time of less than 1 second. Adding that its average gap is very low (2.05%), the MIP method performs very well.

7 Conclusions

Cash flow management is a key concern for many small businesses. In this paper, we consider a cash-constrained retailer with fixed ordering costs to maximize its final expected cash increment. We find that the optimal ordering policy for this problem is complex but has a \(s - C\) structure: when initial inventory is over the \(s\) threshold, do not order; when initial inventory is lower than the \(s\) threshold, but initial cash is less than the \(C\) threshold, do not order either. We propose a heuristic ordering policy for this problem: \((s, C(x), S)\). Computational experiments demonstrate that \((s, C(x), S)\) performs well featuring a very small optimality gap. A heuristic method that approximates this problem as a mixed-integer linear model and newsvendor problem is also developed to compute the values of \(s, C(x)\) and \(S\). Tests show that this method can solve the problem rapidly with narrow optimality gaps. Future research could extend this work in several directions: the first extension is to consider lead time (time lag) in the problem; the second possible extension is to
investigate the cash flow constraints in the multi-item stochastic inventory problem.
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Appendix A  Proofs for Lemma 2 and Lemma 3

A.1 Proof for Lemma 2

Proof.

When \( n = N + 1 \), \( F_{N+1}(x, R) = \gamma x \). It is intuitively clear that \( F_{N+1}(x, R) \) is non-decreasing in \( R \).

Now, suppose this property holds for period \( n + 1 \); we prove the results for period \( n \).

When \( R \) is increased to \( R' \), decision variable \( y \) has a larger domain. Assume the optimal \( y \) for initial cash \( R \) is \( y^* \). For initial cash \( R' \), let its decision \( y^* = y^* \). Thus, \( (y^* - \xi)^+ = (y^* - \xi)^+ \). From Eq. (11) and (13), \( \Delta R' = \Delta R, E(\Delta R) = E(\Delta R'), L(y^*) + c\xi - K\delta(y^* - x) = L(y^*) + c\xi - K\delta(y^* - x) \). In Eq. (14), because \( F_{n+1}(y^*, R' + \Delta R) \) is not less than \( F_{n+1}(y^*, R + \Delta R) \) by supposition, \( F_n(x, R') \) is not less than \( F_n(x, R) \).

Lemma 2 is thus proved by induction. \( \square \)

A.2 Proof for Lemma 2

Proof.

For two scenarios of states \((x, R + K + cb)\) and \((x + b, R)\), let \( \Delta R^a \) and \( \Delta R^b \) represent the one-period cash increment of the two scenarios, respectively. From Eq. (14),

Scenario (a):

\[
F_n(x, R + K + cb) = \max_{x \leq y \leq x + b(R + K + cb)} \left\{ E(\Delta R^a) + \int_{0}^{D_y} F_{n+1}(y - \xi)^+, R + K + cb + \Delta R^a \phi(\xi) d\xi \right\} \tag{39}
\]

Scenario (b):

\[
F_n(x + b, R) = \max_{x + b \leq y \leq x + b + B(R)} \left\{ E(\Delta R^b) + \int_{0}^{D_y} F_{n+1}(y - \xi)^+, R + \Delta R^b \phi(\xi) d\xi \right\} \tag{40}
\]

By Eq. (4), \( B(R + K + cb) = \max[0, R/c + b] = b + B(R) \). The domain for Scenario (a) is \( x \leq y \leq x + b + B(R) \), and the domain for Scenario (b) is \( x + b \leq y \leq x + b + B(R) \). The domain for Scenario (a) is larger than that of Scenario (b). For any decision \( y^b \) in Scenario (b), let \( y^a = y^b \). Then,

\[
\Delta R^a = \min[\xi, y^a] - K\delta(y^a - x) - c(y^a - x) - W \\
\Delta R^b = \min[\xi, y^b] - K\delta(y^b - x - b) - c(y^b - x - b) - W \leq \Delta R^a + K + cb
\]
Therefore, \( E(\Delta R^a) + K + cb \geq E(\Delta R^b) \). The end-of-period cash of period \( n + 1 \) for the two scenarios is:

\[
R^a_{n+1} = R + K + cb + \Delta R^a
\]
\[
R^b_{n+1} = R + \Delta R^b \leq R^a_{n+1}
\]

Since \( y^a = y^b, (y^a - \xi)^+ = (y^b - \xi)^+ \). By Lemma 2, \( F_{n+1}((y^a - \xi)^+, R^a_{n+1}) \geq F_{n+1}((y^b - \xi)^+, R^b_{n+1}) \).

Additionally, because \( E(\Delta R^a) + K + cb \geq E(\Delta R^b) \), by Eq. (39) and Eq. (40), we can conclude that \( F_n(x, R + K + cb) + K + cb \geq F_n(x + b, R) \).

Appeal B  Algorithms to compute \( s, C(x) \) and \( S \)

**Algorithm 1: Obtaining \( s, C(x) \) via SDP**

**Data:** Optimal ordering quantity \( Q^*_n(x, R) \) for each state \( x, R \) in each period \( n \) from SDP, total states for period \( n \) is represented by set \( \Omega_n \)

**Result:** Values of \( s, C(x), S \) in each period

1. Initialize: \( s \leftarrow 0, S \leftarrow 0, C(x) \leftarrow K \).
2. for \( n = 1 \) to \( N \) do
   3. if \( n = 1 \) then
      4. if \( Q^*_1(x, R) > 0 \) then
         5. \( s \leftarrow x + 1, \: S \leftarrow x + Q^*_1(x, R) \);
         6. \( C(x) \leftarrow 0 \);
      7. else
         8. \( s \leftarrow x \);
         9. \( S, \: C(x) \) can be fixed arbitrarily;
   10. end
   11. else if \( n = N \) then
      12. \( s \) is computed by Eq. (19), \( S \) is computed by Eq. (18), \( C(x) \) is computed by Eq. (20);
      13. else
         14. \( s \leftarrow \min \{ x \mid Q^*_n(x, R) = 0, \: (x, R) \in \Omega_n \} \);
         15. \( S \leftarrow \) most frequent order-up-to level in this period;
         16. \( C(x) \leftarrow \max \{ R \mid Q^*_n(x, R) = 0, x < s \} \);
      17. end
   18. end
Algorithm 2: Obtaining $s, C, S$ by MIP approximation

**Data:** parameter values of the problem

**Result:** Values of $s, C(x), S$

1. Initialize: $s \leftarrow 0, \quad S \leftarrow 0, \quad C(x) \leftarrow K;$

2. Compute the MIP model and get a heuristic ordering plan represented by values of $z_n$;

3. **foreach** ordering cycle in the ordering plan **do**

4.  **foreach** period in the ordering cycle **do**

5.    compute $S$ by Eq. (37);

6.    compute $s$ by Eq. (36);

7.    compute $C(x)$ by Eq. (38);

8. **end**

9. **end**
### Appendix C  Demand patterns in the test bed

Table 5: Expected demand values for different demand patterns.

| Demand pattern | Expected demand values |
|----------------|------------------------|
| STA            | 15 15 15 15 15 15 15 15 |
| LC1            | 21.15 18.9 17.7 16.5 15.15 13.95 12.75 11.55 10.35 9.15 |
| LC2            | 6.6 9.3 11.1 12.9 16.8 21.6 24 26.4 31.5 33.9 |
| SIN1           | 12.1 10 7.9 7 7.9 10 12.1 13 12.1 10 |
| SIN2           | 15.7 10 4.3 2 4.3 10 15.7 18 15.7 10 |
| RAND           | 41.8 6.6 2 21.8 44.8 9.6 2.6 17 30 35.4 |
| EMP1           | 4.08 12.16 37.36 21.44 39.12 35.68 19.84 22.48 29.04 12.4 |
| EMP2           | 4.7 8.1 23.6 39.4 16.4 28.7 50.8 39.1 75.4 69.4 |
| EMP3           | 4.4 11.6 26.4 14.4 14.6 19.8 7.4 18.3 20.4 11.4 |
| EMP4           | 4.9 18.8 6.4 27.9 45.3 22.4 22.3 51.7 29.1 54.7 |
Figure 5: Demand patterns in our computational analysis