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Abstract. In this paper a stochastic equation on compact groups in discrete negative time is studied. This is closely related to Tsirelson’s stochastic differential equation, of which any solution is non-strong. How the group action reflects on the set of solutions is investigated. It is applied to generalize Yor’s result and give a necessary and sufficient condition for existence of a strong solution and for uniqueness in law.

1. Introduction

In contrast with that of ordinary ones, the theory of stochastic differential equations has the distinguished notions of a strong solution and two uniqueness properties: pathwise uniqueness and uniqueness in law. Therefore we have the following four cases:

(1.1)

| unique in law | non-unique in law |
|---------------|-------------------|
| ∃ strong solution | (C0) | (C2) |
| ¬ strong solution | (C1) | (C3) |

The celebrated theorem of T. Yamada and S. Watanabe ([14]) is stated as follows: Pathwise uniqueness implies uniqueness in law and then any solution is strong. Except for the trivial cases where there is no solution, we may say that pathwise uniqueness implies that the case (C0) occurs. In most cases the converse is also true (See A. K. Zvonkin and N. V. Krylov [13]).

B. Tsirelson ([12]) has presented a remarkable example of a stochastic differential equation ([1.7]) stated below, which enjoys uniqueness in law.
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property but has no strong solution: In short, the case (C1) occurs. His equation has deeply been investigated from various viewpoints by many researchers: See, for example, [1], [4] and [6].

To prove the non-existence of strong solutions, Tsirelson introduced a stochastic equation on the torus $T = \mathbb{R}/\mathbb{Z}$ indexed by discrete negative time:

\begin{equation}
\eta_k = \eta_{k-1} + \xi_k, \quad k \in -\mathbb{N},
\end{equation}

where $\xi = (\xi_k, k \in -\mathbb{N})$ is a Gaussian driving noise and $\eta = (\eta_k, k \in -\mathbb{N})$ is an unknown process. We can find its simpler proof, mainly due to N. V. Krylov, in the literature: For example, see [7, pp.150–151], [9, pp.149–151] and [2, pp.195–197]. In these contexts, the authors discussed, instead of (1.2), a modified equation on the real line $\mathbb{R}$ as follows:

\begin{equation}
\eta_k = \alpha(\eta_{k-1}) + \xi_k, \quad k \in -\mathbb{N}.
\end{equation}

Here $\alpha(x)$ denotes the fractional part of $x \in \mathbb{R}$.

M. Yor ([15]) has studied the stochastic equation (1.3) for an arbitrarily given noise law, which is not necessarily Gaussian. In this case we always have a non-strong solution, so that the case (C0) never occurs. He successfully obtained striking results to give a necessary and sufficient condition for the trichotomy (C1)-(C3) in terms of the noise law. One of his results may roughly be stated as follows. To any given noise law $\mu$ there corresponds a subgroup $Z_\mu$ of $\mathbb{Z}$ such that the following holds.

Theorem 1.1 (Yor [15]). (i) The case (C1) occurs iff $Z_\mu = \{0\}$.

(ii) The case (C2) occurs iff $Z_\mu = \mathbb{Z}$. If it is true, then, among the solutions, all extremal points are strong and the others non-strong.

(iii) The case (C3) occurs iff $\{0\} \subsetneq Z_\mu \subsetneq \mathbb{Z}$.

This result sounds somehow paradoxical; at least, they are mysterious: Uniqueness in law implies that the solution is non-strong, and existence of strong solution(s) implies that it is non-unique but extremal.

The purpose of the present paper is to generalize Yor’s results. We study the following stochastic equation on a compact group $G$ in discrete negative time:

\begin{equation}
\eta_k = \eta_{k-1} \cdot \xi_k, \quad k \in -\mathbb{N},
\end{equation}

which we call the simple Tsirelson–Yor equation on $G$. We shall introduce the notions of a solution, a strong solution and uniqueness in law following the theory of stochastic differential equations. Then we obtain the following result, which generalizes Theorems 2 of [15].
Theorem 1.2. For any given noise law $\mu$, there exists a solution $P^*_\mu$ of the equation (1.4) such that all marginal distributions of $P^*_\mu$ are uniform. If $G \neq \{e\}$, then the solution $P^*_\mu$ is non-strong.

This result says that, if $G \neq \{e\}$, then the case (C0) always fails. Theorem 1.2 will be restated in Theorem 3.2.

We shall naturally define a group action of $G$ on the set of solutions.

Our key result is roughly stated as follows.

Theorem 1.3. The action restricted on the set of extremal points is transitive.

This implies that the set of extremal points is exhausted by the $G$-orbit of an arbitrary extremal point $P^o$ and is homeomorphic to the homogeneous space $G/H_\mu(P^o)$ where $H_\mu(P^o)$ is the isotropic subgroup at the point $P^o$. The precise statement of Theorem 1.3 will be given in Theorem 4.3.

Based on Theorem 1.3 and fully employing the representation theory of compact groups, we generalize Theorem 1.1 to give a necessary and sufficient condition for the trichotomy (C1)-(C3) in terms of two subgroups $H_\mu(P^o)$ and $H_\mu^s$. Here $H_\mu^s$ is a closed normal subgroup of $G$ which we will define in (5.3).

Theorem 1.4. (i) The case (C1) occurs iff $H_\mu(P^o) = G$ for some (and hence any) extremal point $P^o$.
(ii) The case (C2) occurs iff $H_\mu^s = \{0\}$. If it is true, then, among the solutions, all extremal points are strong and the others non-strong.
(iii) The case (C3) occurs iff $H_\mu(P^o) \subset G$ and $H_\mu^s \supset \{0\}$.

Theorem 1.4 will be proved in section 7.

The subgroups $H_\mu^s$ and $H_\mu(P^o)$ for extremal points $P^o$ are related as follows.

Theorem 1.5. For any extremal point $P^o$, the inclusion

$$H_\mu(P^o) \subset H_\mu^s$$

holds. If $G$ is abelian, then the equality holds for any extremal point $P^o$.

We will restate Theorem 1.5 as Theorem 5.1 including further information. In the case where $G = T = \mathbb{R}/\mathbb{Z}$, note that the abelian group $\mathbb{Z}$ is the dual group of $G$ in the sense of the Pontryagin duality. In this terminology, the subgroup $Z_\mu$ of $Z$ in Theorem 1.1 is exactly the dual group of $H_\mu^s$. In the non-abelian cases, however, we have a typical example given in Example 6.3 where $H_\mu(P^o)$ is strictly included in $H_\mu^s$ for any extremal point $P^o$. 
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Now we recall Tsirelson’s stochastic differential equation (SDE in short). Let \((t_k: k \in \mathbb{N})\) be a decreasing sequence of the interval \((0, 1]\) such that \(t_k \to 0\) as \(k \to -\infty\). Define \(A(t, X)\), which is called Tsirelson’s drift, as

\[
A(t, X) = \sum_{k \in \mathbb{N}} \left\{ \frac{X_{t_{k-1}} - X_{t_{k-2}}}{t_{k-1} - t_{k-2}} \right\} 1_{[t_{k-1}, t_k)}(t), \quad 0 < t < 1.
\]

Then Tsirelson’s SDE is given by

\[
X_t = B_t + \int_0^t A(s, X) \, ds, \quad 0 \leq t \leq 1
\]

where \((B_t)\) is a one-dimensional Brownian motion. If \(((X_t), (B_t))\) is a solution of the equation \(1.7\), then the sequences \((\eta_k)\) and \((\xi_k)\) defined by

\[
\eta_k = \frac{X_{t_k} - X_{t_{k-1}}}{t_k - t_{k-1}}, \quad \xi_k = \frac{B_{t_k} - B_{t_{k-1}}}{t_k - t_{k-1}}, \quad k \in \mathbb{N}
\]

satisfy the equation \(1.3\). Conversely, we can reconstruct the process \((X_t)\) from the processes \((\eta_k)\) and \((B_t)\). Hence we may say that all properties of the SDE \(1.7\) can be deduced from those of the equation \(1.3\).

To generalize the stochastic equation \(1.3\), we introduce a class of stochastic equations in discrete negative time, which we call Tsirelson–Yor equations. Let \(S\) be a Polish space and \(G\) a compact group. We introduce an operation of \(G\) on the state space \(S\) through a measurable map \(\psi: G \times S \to S\) and consider a measurable map \(\theta: S \to G\). Then our Tsirelson–Yor equation is of the form

\[
\eta_k = \psi(\theta(\eta_{k-1}), \xi_k), \quad k \in \mathbb{N}.
\]

The key to the generalization is the following commutation condition\(^1\):

\[
\theta(\psi(g, s)) = g \cdot \theta(s), \quad g \in G, \ s \in S.
\]

This condition allows us to reduce the equation \(1.10\) to the equation

\[
\theta(\eta_k) = \theta(\eta_{k-1}) \cdot \theta(\xi_k), \quad k \in \mathbb{N}.
\]

If we write \(\hat{\eta}_k = \theta(\eta_k)\) and \(\hat{\xi}_k = \theta(\xi_k)\), then the equation \(1.11\) is exactly the simple Tsirelson–Yor equation on \(G\).

We will prove in Proposition 8.6 that in order to study the Tsirelson–Yor equation \(1.11\) with given laws it is sufficient to investigate the simple Tsirelson–Yor equation on \(G\).

\(^1\)The condition was discovered in [13].
We will show in Example 8.4 that Yor’s equation (1.3) is an example of our Tsirelson–Yor equation. Proposition 8.6 says that the equation (1.3) is essentially ‘equivalent’ to the equation

\[(1.12) \quad \alpha(\eta_k) = \alpha(\eta_{k-1}) + \alpha(\xi_k) \mod 1, \quad k \in -\mathbb{N},\]

which is nothing but the equation (1.2).

In addition, we will show in Example 8.5 that the following equation is also an example:

\[(1.13) \quad \eta_k = \text{sgn}(\eta_{k-1}) \cdot \xi_k, \quad k \in -\mathbb{N}\]

provided that the noise law has no point mass at \(x = 0\). Here \(\text{sgn}(x) = 1\) if \(x \geq 0\) and \(\text{sgn}(x) = -1\) if \(x < 0\). This equation has been dealt with in [8, Chapter IX, Exercise 3.18] and [6, pp. 87–88]. Proposition 8.6 says that the equation (1.13) is equivalent to the simple Tsirelson–Yor equation on \(\mathbb{Z}/2\mathbb{Z}\):

\[(1.14) \quad \text{sgn}(\eta_k) = \text{sgn}(\eta_{k-1}) \cdot \text{sgn}(\xi_k), \quad k \in -\mathbb{N}.\]

This equation will be dealt with in Example 6.1.

The present paper is organized as follows. In section 2, we give the precise definition of the simple Tsirelson–Yor equation on a compact group and introduce the notions of a solution, a strong solution and uniqueness in law. We also prepare some preliminary facts about the set of solutions. Section 3 is devoted to the proof of Theorem 1.2. In section 4, we give a precise statement and the proof of Theorem 1.3. In section 5, we introduce a subgroup \(H^s_\mu\) which appears in Theorem 1.4 and restate Theorem 1.3 as Theorem 5.1. In section 6, we investigate the equation (1.14) in detail and consider another typical example of the simple Tsirelson–Yor equation. Section 7 is devoted to the proofs of Theorem 1.4 and the propositions which are given in section 5. The Tsirelson–Yor equations are defined and discussed in section 8.
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2. Definitions and preliminary facts

Let $G$ be a compact group. We consider the following stochastic equation on $G$ in discrete negative time:

\[ \eta_k = \eta_{k-1} \cdot \xi_k, \quad k \in \mathbb{N}. \]

**Definition 2.1.** The stochastic equation (1.4) is called the simple Tsirelson-Yor equation on $G$, which will be abbreviated by “STYE”.

For an arbitrary sequence $\mu = (\mu_k, k \in \mathbb{N})$ of Borel probability measures $\mu_k$ on $G$, we consider the equation (1.4) with a general noise law $\mu$.

Let us give the precise definition of a solution of (1.4). We denote by $\eta = (\eta_k, k \in \mathbb{N})$ the coordinate mapping process: $\eta_k(\omega) = \omega(k)$ for $\omega \in G^{-\mathbb{N}}$ and $k \in \mathbb{N}$. Set

\[ \xi_k = (\eta_{k-1})^{-1} \cdot \eta_k, \quad k \in \mathbb{N}. \]

Let $\mathcal{F}_k^\eta$ and $\mathcal{F}_k^\xi$ for $k \in \mathbb{N}$ denote

\[ \mathcal{F}_k^\eta := \sigma(\eta_k, \eta_{k-1}, \ldots), \quad k \in \mathbb{N} \]

and

\[ \mathcal{F}_k^\xi := \sigma(\xi_k, \xi_{k-1}, \ldots), \quad k \in \mathbb{N} \]

respectively. It is obvious that

\[ \mathcal{F}_k^\xi \subset \mathcal{F}_k^\eta, \quad k \in \mathbb{N}. \]

Since the law on $G^{-\mathbb{N}}$ of the process $\eta$ determines that of the noise $\xi$, the following definition is reasonable.

**Definition 2.2.** Let $\mu = (\mu_k, k \in \mathbb{N})$ be a sequence of Borel probability measures $\mu_k$ on $G$. A solution of the STYE on $G$ with the noise law $\mu$ is a probability measure $P$ on $G^{-\mathbb{N}}$ such that the following two statements hold:

(i) $\xi_k$ is independent of $\mathcal{F}_{k-1}^\eta$ under $P$, for any $k \in \mathbb{N}$.

(ii) $\xi_k$ is distributed as $\mu_k$ under $P$, for any $k \in \mathbb{N}$.

The totality of solutions of the STYE with the noise law $\mu$ will be denoted by $P_\mu$.

**Remark 2.3.** For a given $\mu$, a probability measure $P$ on $G^{-\mathbb{N}}$ belongs to $P_\mu$ if and only if the following (inhomogeneous) Markov property holds:

\[ E[\phi(\eta_k) \mid \mathcal{F}_{k-1}] = \int_G \phi(\eta_{k-1} \cdot g) \mu_k(dg), \quad k \in \mathbb{N} \]

for any bounded measurable function $\phi$ on $G$. 
In order to give a precise meaning to the table (1.1), we need to introduce the notions of strong solution and uniqueness in law. We follow the usual terminology in the theory of stochastic differential equations.

**Definition 2.4.** Let $\mu$ be given. A solution $P \in \mathcal{P}_\mu$ is called *strong* if
\[(2.6) \quad \mathcal{F}_k^n \subset \mathcal{F}_k \text{ up to } P\text{-null sets, } k \in \mathbb{N}.
\]
If $P \in \mathcal{P}_\mu$ is not strong, then it is called *non-strong*.

**Definition 2.5.** Let $\mu$ be given. It is said that *uniqueness in law* holds if the set $\mathcal{P}_\mu$ consists of at least one element.

Let $\mu = (\mu_k, k \in \mathbb{N})$ be given and consider the set $\mathcal{P}_\mu$ of solutions of the STYE on $G$ with the noise law $\mu$. Since the condition $P \in \mathcal{P}_\mu$ is equivalent to the Markov property (2.5), the following is obvious.

**Lemma 2.6.** The set $\mathcal{P}_\mu$ is a closed convex subset of the linear topological space of signed measures on $G^{-\mathbb{N}}$ equipped with the weak-star topology.

We denote the totality of extremal points of $\mathcal{P}_\mu$ by $\text{ex}(\mathcal{P}_\mu)$. Then Lemma 2.6 implies that $\text{ex}(\mathcal{P}_\mu) \subset \mathcal{P}_\mu$ and any solution $Q \in \mathcal{P}_\mu$ has an integral representation
\[(2.7) \quad Q(\cdot) = \int_{\text{ex}(\mathcal{P}_\mu)} P(\cdot) \gamma(dP)
\]
for some Borel probability measure $\gamma$ on $\text{ex}(\mathcal{P}_\mu)$.

The following is also true.

**Lemma 2.7.** For $P \in \mathcal{P}_\mu$, the solution $P$ is extremal if and only if $\mathcal{F}_{-\infty}^n$ is $P$-trivial.

We omit the proof, since the proof of [15, Theorem 1, 2)] still survives for the STYE’s.

**3. Existence of a non-strong solution**

Since the group $G$ is compact, we have the normalized Haar measure $\nu$: That is, there exists a unique positive Borel measure $\nu$ on $G$ such that $\nu(G) = 1$ and such that
\[(3.1) \quad \int_G \phi(gh) \nu(dh) = \int_G \phi(hg) \nu(dh) = \int_G \phi(h) \nu(dh)
\]
for any $g \in G$ and any bounded measurable function $\phi$ on $G$.\[\]
Definition 3.1. A random variable $U$ is said to be uniformly distributed on $G$ if the law of $U$ is equal to the normalized Haar measure $\nu$.

Now we restate Theorem 1.2.

Theorem 3.2. For an arbitrary noise law $\mu = (\mu_k)$, there exists a unique element $P^* \in \mathcal{P}_\mu$ whose marginal distributions are uniform:

\begin{equation}
\lambda_k = \nu, \quad k \in -N.
\end{equation}

Moreover, under $P^*$,

\begin{equation}
\text{each } \eta_k \text{ is independent of the noise } \mathcal{F}^c = \sigma(\xi_k : k \in -N).
\end{equation}

In particular, the solution $P^*$ is non-strong unless $G$ is trivial: i.e. $G = \{e\}$.

Theorem 3.2 immediately implies the following.

Corollary 3.3. Assume that $G$ is not trivial. Then, for any noise law $\mu$, the case (C0) in the table (1.1) never occurs.

In the sequel, we always assume that $G$ is not trivial. Now the problem is how to characterize the trichotomy (C1)-(C3).

The key fact to the proof of Theorem 3.2 is the one-to-one and onto correspondence of each solution to what we call an entrance law.

Let $\mu = (\mu_k, k \in -N)$ be given.

Definition 3.4. A family $\lambda = (\lambda_k, k \in -N)$ of probability laws $\lambda_k$ on $G$ is called an entrance law for the noise law $\mu$ if the following recurrence relation holds:

\begin{equation}
\lambda_k = \lambda_{k-1} \ast \mu_k, \quad k \in -N.
\end{equation}

Here $\mu \ast \lambda$ for two measures $\mu$ and $\lambda$ on $G$ stands for the convolution of $\mu$ and $\lambda$:

\begin{equation}
\int_G \phi(g) \mu \ast \lambda(dg) = \int_G \int_G \phi(gh) \mu(dg) \lambda(dh)
\end{equation}

for any bounded measurable function $\phi$ on $G$.

For any $P \in \mathcal{P}_\mu$, let $\lambda = (\lambda_k, k \in -N)$ denote the marginal distributions of $\eta_k$ on $G$, i.e.,

\begin{equation}
\lambda_k(\cdot) = P(\eta_k \in \cdot), \quad k \in -N.
\end{equation}

Then the equation (1.4) implies that (3.4) holds. Conversely, the following holds.
Lemma 3.5. Let $\mu$ be a given noise law. Let $\lambda = (\lambda_k, k \in -\mathbb{N})$ be an entrance law for the noise law $\mu$: The family $(\lambda_k, k \in -\mathbb{N})$ satisfies the consistency condition (3.4). Then there exists a unique element $P \in \mathcal{P}_\mu$ such that (3.6) holds.

This is obvious by Kolmogorov’s extension theorem, so we omit the proof.

Proof of Theorem 3.2. By Lemma 3.5, we see that there exists a solution $P_\mu^*$ with marginal distributions given by (3.2). Let $E^*_{\mu}$ denote the expectation with respect to $P_\mu^*$. Let $\phi$ be a bounded measurable function on $G \times G^{(k-n+1,\ldots,0)}$. Noting that the independence of $\eta_{k-n}$ and $\sigma(\xi_{k-n+1},\ldots,\xi_0)$, we have

\begin{align}
(3.7) \quad & E^*_{\mu} [\phi (\eta_k; \xi_{k-n+1}, \ldots, \xi_0)] \\
(3.8) \quad & = E^*_{\mu} [\phi (\eta_{k-n} \cdot \xi_{k-n+1} \cdots \xi_k; \xi_{k-n+1}, \ldots, \xi_0)] \\
(3.9) \quad & = E^*_{\mu} [\phi (\eta_{k-n}; \xi_{k-n+1}, \ldots, \xi_0)].
\end{align}

This implies (3.3). \hfill \square

4. Homogeneous space structure of the set of extremal points

Let $\mu = (\mu_k, k \in -\mathbb{N})$ be given. For each $g \in G$, we define a continuous map $T_g$ on $\mathcal{P}_\mu$ by

\begin{align}
(4.1) \quad & T_g(P)(\cdot) = P(g \cdot \eta \in \cdot), \quad P \in \mathcal{P}_\mu
\end{align}

where we write

\begin{align}
(4.2) \quad & g \cdot \eta = (g \cdot \eta_k, k \in -\mathbb{N}), \quad g \in G, \eta \in G^{-\mathbb{N}}.
\end{align}

Then the following is obvious.

Lemma 4.1. The family of maps $(T_g : g \in G)$ defines a group action of $G$ on $\mathcal{P}_\mu$ with $\text{ex}(\mathcal{P}_\mu)$ an invariant subset, i.e.,

\begin{align}
(4.3) \quad & T_g(\mathcal{P}_\mu) \subset \mathcal{P}_\mu \quad \text{and} \quad T_g(\text{ex}(\mathcal{P}_\mu)) \subset \text{ex}(\mathcal{P}_\mu) \quad \text{for} \quad g \in G
\end{align}

and

\begin{align}
(4.4) \quad & T_gT_{h^{-1}} = T_{gh^{-1}} \quad \text{for} \quad g, h \in G.
\end{align}

The following proposition shows that the point $P_\mu^*$, which is defined in Theorem 3.2, can be considered to be the center of the set of solutions $\mathcal{P}_\mu$. 9
Proposition 4.2. Let \( \mu \) be given. Then, for any \( P \in \mathcal{P}_\mu \), it holds that

\[
P^*_\mu = \int_G T_g(P) \nu(dg).
\]

Proof of Proposition 4.2. For any bounded measurable function \( \phi \) on \( G \), we have

\[
\int_G \phi(h) \int_G T_g(P)(\eta_k \in dh) \nu(dg) = \int_G E[\phi(g \cdot \eta_k)] \nu(dg) = \int_G \phi(g) \nu(dg)
\]

for any \( k \in -\mathbb{N} \). This implies that all marginal distributions of the RHS of (4.5) are uniform on \( G \).

Now we are in a position to give the precise statement of Theorem 1.3.

Theorem 4.3. Let \( \mu \) be given. Then the action of \( (T_g : g \in G) \) restricted on \( \text{ex}(P_\mu) \) is transitive: That is, if \( P_1 \) and \( P_2 \) are two solutions in \( \text{ex}(P_\mu) \), then there exists an element \( g \in G \) such that \( P_1 = T_g(P_2) \).

Let an extremal point \( P^o \in \text{ex}(P_\mu) \) be fixed. We denote by \( H_\mu(P^o) \) the isotropic subgroup at \( P^o \):

\[
H_\mu(P^o) = \{ g \in G : T_g(P^o) = P^o \}.
\]

It is easy to see that \( H_\mu(P^o) \) is a closed subgroup of \( G \), and hence the quotient set \( G/H_\mu(P^o) \) is a compact Hausdorff set. Thus Theorem 4.3 implies the following corollary, which reveals the homogeneous space structure of the set \( \text{ex}(P_\mu) \).

Corollary 4.4. The action of \( (T_g : g \in G) \) restricted on \( \text{ex}(P_\mu) \) induces a homeomorphism:

\[
G/H_\mu(P^o) \sim \text{ex}(P_\mu).
\]

The key to the proof of Theorem 4.3 is the following lemma, which we follow the proof of Yamada–Watanabe’s theorem [14, Proposition 1]. See also [2, pp. 163–166].

We consider a product space \( G^{-N} \times G^{-N} \times G^{-N} \) with its coordinate written as \( (\eta^1, \eta^2, \xi) \). Define

\[
\mathcal{P}_{k^1, k^2} = \sigma(\eta^1_j, \eta^2_j : j \leq k), \quad k \in -\mathbb{N}.
\]

Lemma 4.5. Let \( P^1 \) and \( P^2 \) be two solutions in \( \mathcal{P}_\mu \). Then there exists a probability measure \( Q \) on \( G^{-N} \times G^{-N} \times G^{-N} \) such that the following statements hold:
(i) For $i = 1, 2$, the law on $G^{-N} \times G^{-N}$ of $(\eta^i, \xi)$ under $Q$ coincides with that of $(\eta, \xi)$ under $P^i$ where $\xi$ is defined in (2.1).

(ii) For any $k \in -N$,

\[
\xi_k \text{ is independent of } \mathcal{F}_{k-1}^\eta \text{ under } Q.
\]

Let $P^1_\xi(\cdot) \text{ and } P^2_\xi(\cdot)$ denote the regular conditional probability given $\mathcal{F}^\xi = \sigma(\xi_k : k \in -N)$ such that

\[
P^i(\eta \in A, \xi \in B) = \int_B P^i_\xi(A) \mu(d\xi)
\]

for arbitrary measurable sets $A$ and $B$ of $G^{-N}$, $i = 1, 2$. Then the desired probability measure $Q$ is obtained as

\[
Q(\eta^1 d\eta^2 d\xi) = P^1_\xi(\eta^1) P^2_\xi(\eta^2) \mu(d\xi).
\]

We can prove the claims (i) and (ii) in the same way as in the proof of Yamada–Watanabe’s theorem, so we omit the proofs of Lemma 4.5.

**Proof of Theorem 4.3.** Let $Q$ be the probability measure given in Lemma 4.5. As far as the end of this paragraph, we omit to write “$Q$-a.s.” By Lemma 4.5 (i), we have

\[
\eta^i_k = \eta^i_{k-1} \cdot \xi_k, \quad k \in -N, \quad i = 1, 2.
\]

Let $k \in -N$ and $n \in N$ be arbitrary numbers. Then

\[
\eta^i_k = \eta^i_{k-n} \cdot \xi_{k-n} \cdots \xi_k, \quad i = 1, 2.
\]

Thus we have

\[
(\eta^1_k) \cdot (\eta^2_k)^{-1} = (\eta^1_{k-n}) \cdot (\eta^2_{k-n})^{-1}, \quad k \in -N, \quad n \in N.
\]

Since the LHS is irrelevant to $n \in N$, there exists a random variable $\varepsilon$ which is $\mathcal{F}_{-\infty}^{\eta^1, \eta^2}$-measurable such that

\[
\varepsilon = (\eta^1_k) \cdot (\eta^2_k)^{-1}, \quad k \in -N.
\]

If we denote by $Q(\cdot | \varepsilon = g)$ the regular conditional probability given $\varepsilon = g$, then we have the following disintegration:

\[
Q(\cdot) = \int_G Q(\cdot | \varepsilon = g) Q(\varepsilon \in dg).
\]

Hence we obtain an integral expression of $P^1$:

\[
P^1(\cdot) = \int_G Q(\eta^1 \in \cdot | \varepsilon = g) Q(\varepsilon \in dg).
\]

By definition, we see that the law

\[
Q(\eta^1 \in \cdot | \varepsilon = g)
\]
belongs to $\mathcal{P}_\mu$ for $Q(\varepsilon \in dg)$-almost every $g \in G$. By the assumption that $P^1$ is extremal, we obtain

\begin{equation}
(4.21) \quad P^1(\cdot) = Q(\eta^1 \in \cdot | \varepsilon = g)
\end{equation}

for $Q(\varepsilon \in dg)$-almost every $g \in G$. We obtain the similar identity for $P^2$. Note that (4.17) implies

\begin{equation}
(4.22) \quad Q(\eta^1 = g \cdot \eta^2 | \varepsilon = g) = 1 \quad \text{for any } g \in G.
\end{equation}

Therefore we conclude that

\begin{equation}
(4.23) \quad P^1 = T_g(P^2) \quad \text{for } Q(\varepsilon \in dg)-\text{a.e. } g \in G.
\end{equation}

This completes the proof. \qed

**Remark 4.6.** In the above proof of Theorem 4.3, take $g_0 \in G$ such that $P^1 = T_{g_0}(P^2)$. Then it is obvious that the measure $Q(g_0^{-1}\varepsilon \in dg)$ is the normalized Haar measure on $H_{\mu}(P^2)$. This fact leads to the following paradox: *The tail $\sigma$-field $\mathcal{F}_{\eta^1,\eta^2}$ is non-trivial under $Q$, whereas both $\mathcal{F}_{\eta^1}^{-\infty}$ and $\mathcal{F}_{\eta^2}^{-\infty}$ are trivial.*

**Remark 4.7.** Consider the STYE on the direct product group $G \times G$

\begin{equation}
(4.24) \quad (\eta^1_k, \eta^2_k) = (\eta^1_{k-1}, \eta^2_{k-1}) \cdot (\xi^1_k, \xi^2_k), \quad k \in \mathbb{N}
\end{equation}

with the noise law $\tilde{\mu} = (\tilde{\mu}_k : k \in \mathbb{N})$ given by

\begin{equation}
(4.25) \quad \int_{G \times G} \phi(g, h)\tilde{\mu}_k(dg \times dh) = \int_{G} \phi(g, g)\mu_k(dg)
\end{equation}

for any bounded measurable function $\phi$ on $G \times G$ and for $k \in \mathbb{N}$. Denote the set of solutions by $\tilde{\mathcal{P}}_{\tilde{\mu}}$. We denote the marginal laws of $(\eta^1, \eta^2)$ under the measure $Q$ by $\tilde{P}$. Then $\tilde{P}$ and the regular conditional probabilities $\tilde{P}(\cdot | \varepsilon = g)$ belong to $\tilde{\mathcal{P}}_{\tilde{\mu}}$. Note that (4.18) implies that

\begin{equation}
(4.26) \quad \tilde{P}(\cdot) = \int_{G} \tilde{P}(\cdot | \varepsilon = g)Q(\varepsilon \in dg).
\end{equation}

In this integral expression of the solution $\tilde{P}$, the integrand $\tilde{P}(\cdot | \varepsilon = g)$ belongs to $\text{ex}(\tilde{\mathcal{P}}_{\tilde{\mu}})$ for $Q(\varepsilon \in dg)$-almost every $g \in G$. In fact, by (4.21) and (4.22), we see that $\mathcal{F}_{\eta^1,\eta^2}^{-\infty}$ is $\tilde{P}(\cdot | \varepsilon = g)$-trivial for $Q(\varepsilon \in dg)$-almost every $g \in G.
5. The subgroup $H_{\mu}^s$

To begin with, we recall the well-known Peter–Weyl theorem for compact groups (see, e.g., [10, Chapter 1] and [3, Corollary 13]).

Let $G$ be a compact group and let $\nu$ denote the normalized Haar measure on $G$. Let $\mathcal{G}$ denote the totality of irreducible unitary representations $\rho$ of $G$ on a finite-dimensional linear space $V^\rho$. Then the following holds: The family

$$(5.1) \quad (\rho_{i,j} : 1 \leq i, j \leq \dim \rho, \ \rho \in \mathcal{G})$$

forms a total family in the space of continuous functions on $G$. Here $(\rho_{i,j})$ denotes the matrix element of a representation $\rho \in \mathcal{G}$.

In what follows we consider the STYE (1.4) on a compact group $G$ with a fixed noise law $\mu$.

To characterize the trichotomy, we introduce a subset $H_{\mu}^s$ of $G$ as follows. For an extremal point $P_o \in \text{ex}(\mathcal{P}_\mu)$ we define

$$(5.2) \quad H_{\mu}^s(P_o) = \{ \rho \in G : \rho(\eta_k) \text{ is } \mathcal{F}^\xi_k\text{-m'ble } P_o\text{-a.s. for } k \in -\mathbb{N} \}.$$ 

Here the word “m’ble” is abbreviated from “measurable”. It is clear from Theorem 4.3 that the set $H_{\mu}^s(P_o)$ is independent of the choice of $P_o \in \text{ex}(\mathcal{P}_\mu)$. So we simply write $H_{\mu}^s(P_o)$ as $H_{\mu}^s$, and define

$$(5.3) \quad H_{\mu}^s = \{ g \in G : \rho(g) = \text{id} \text{ for every } \rho \in H_{\mu}^s \}.$$ 

Note that we need to know at least one extremal point $P_o \in \text{ex}(\mathcal{P}_\mu)$ in order to compute $H_{\mu}(P^o)$ and $H_{\mu}^s$. Let us introduce two subsets $H_{\mu}^1$ and $H_{\mu}^2$ of $G$ which can directly be computed from the noise law $\mu$ as follows. For $\rho \in \mathcal{G}$, we set\(^3\)

$$(5.4) \quad R_k = \int_G \rho(g)\mu_k(dg), \quad k \in -\mathbb{N}.$$ 

Then the following two limits exist for any $k \in -\mathbb{N}$: The first one is

$$(5.5) \quad r_k^1[\rho] = \lim_{n \to \infty} \|R_{k-n}R_{k-n+1} \cdots R_k\|$$

where $\| \cdot \|$ denotes the operator norm of linear operators on the representation space $V^\rho$. The second one is

$$(5.6) \quad r_k^2[\rho] = \lim_{n \to \infty} |\det (R_{k-n}R_{k-n+1} \cdots R_k)|.$$ 

\(^3\)Here the integral in RHS of (5.4) is interpreted as the componentwise integral in a fixed matrix representation of $\rho$. 
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The convergence of the first limit is obvious by \( \|R_j\| \leq 1 \) for any \( j \in \mathbb{N} \). That of the second is ensured by \( |\det R_j| \leq 1 \) for any \( j \in \mathbb{N} \), which will be assured by Lemma \[\text{Lemma}\] Now we set

\[
(5.7) \quad \mathcal{H}_\mu^i := \{ \rho \in \mathcal{S} : r_k^i[\rho] > 0 \text{ for some } k \in \mathbb{N} \}, \quad i = 1, 2
\]

and define

\[
(5.8) \quad H^i_\mu := \{ g \in G : \rho(g) = \text{id} \text{ for every } \rho \in \mathcal{H}_\mu^i \}, \quad i = 1, 2,
\]

where the symbol ‘id’ stands for the identity on the representation space \( V^\rho \).

The following hierarchy is fundamental to our analysis.

**Theorem 5.1.** (i) The three subclasses \( \mathcal{H}_\mu^1, \mathcal{H}_\mu^2 \) and \( \mathcal{H}_\mu^s \) satisfy the following inclusions:

\[
(5.9) \quad \mathcal{H}_\mu^1 \supset \mathcal{H}_\mu^s \supset \mathcal{H}_\mu^2.
\]

(ii) The three subsets \( H^1_\mu, H^2_\mu \) and \( H^s_\mu \) are closed normal subgroups of \( G \) such that

\[
(5.10) \quad H^1_\mu \subset H_\mu(P^o) \subset H^s_\mu \subset H^2_\mu
\]

for any \( P^o \in \text{ex}(\mathcal{P}_\mu) \). If \( G \) is abelian, then the equalities hold:

\[
(5.11) \quad H^1_\mu = H_\mu(P^o) = H^s_\mu = H^2_\mu.
\]

We remark that this result includes the whole statement of Theorem \[\text{Theorem}\]. The proof of Theorem 5.1 will be given in section 7.

**Remark 5.2.** The isotropic subgroup \( H_\mu(P) \) at another extremal point \( P = T_g(P^o) \in \text{ex}(\mathcal{P}_\mu) \) is related to \( H_\mu(P^o) \) by

\[
(5.12) \quad H_\mu(P) = gH_\mu(P^o)g^{-1}.
\]

Hence the isotropic subgroup \( H_\mu(P^o) \) is not necessarily normal, while the subgroup \( H^s_\mu \) is always normal.

### 6. Examples

**Example 6.1.** Consider the STYE on the group \( \mathbb{Z}/2\mathbb{Z} \simeq \{1, -1\} \). Since the group \( \mathbb{Z}/2\mathbb{Z} \) is abelian, we have the equalities \[\text{equalities}\]. Note that the class \( \mathcal{S} \) consists of only one element \( \rho \) such that

\[
(6.1) \quad \rho(1) = 1, \quad \rho(-1) = -1.
\]

For a noise law \( \mu = (\mu_k : k \in \mathbb{N}) \), we set \( p_k = \mu_k(\{1\}) \). Now set

\[
(6.2) \quad r_k = \lim_{n \to \infty} \prod_{j=k-n}^{k} |2p_j - 1|, \quad k \in \mathbb{N}.
\]

Then Theorem \[\text{Theorem}\] leads to the following.
Proposition 6.2. The case (C1) or (C2) occurs according to whether the infinite product $r_k$ vanishes for any $k \in \mathbb{N}$ or not.

This is obvious, so we omit the proof.

We give a typical example of the STYE on a non-abelian group where $H_\mu(P^\circ)$ is non-normal and hence strictly included in $H_\mu^s$.

Example 6.3. Consider the symmetric group of degree 3:

\begin{equation}
\mathfrak{S}_3 = \{e, (12), (23), (13), (123), (132)\}.
\end{equation}

Set

\begin{align*}
H^o &= \{e, (12)\}, \\
H^1 &= (13)H^o = \{(13), (23)\}, \\
H^2 &= (123)H^o = \{(123), (132)\}.
\end{align*}

Then $H^o$ is a non-normal subgroup of $\mathfrak{S}_3$ such that

\begin{equation}
\mathfrak{S}_3/H^o = \{H^o, H^1, H^2\}.
\end{equation}

Let $\mu = (\mu_k : k \in \mathbb{N})$ be the sequence of the uniform laws on $H^o$: $\mu_k = \nu^o$ for any $k \in \mathbb{N}$ where

\begin{equation}
\nu^o(\{e\}) = \nu^o(\{(12)\}) = 1/2.
\end{equation}

Proposition 6.4. Consider the STYE on $\mathfrak{S}_3$ with the noise law $\mu$ given above. Then there exists a solution $P^\circ \in P_\mu$ such that the following hold:

(i) Each $\eta_k$ under $P^\circ$ is uniformly distributed on $H^o$.

(ii) The extremal points $\text{ex}(P_\mu) = \{P^\circ, P^1, P^2\}$, where

\begin{equation}
P^1 := T_{(13)}(P^\circ), \quad P^2 := T_{(123)}(P^\circ).
\end{equation}

(iii) The isotropic subgroup $H_\mu(P^\circ) = H^o$. Hence

\begin{equation}
\{e\} = H^1_\mu \subsetneq H_\mu(P^\circ) = H^o \subsetneq H^s_\mu = H^2_\mu = \mathfrak{S}_3.
\end{equation}

Proof. Note that the family $\mu = (\mu_k : k \in \mathbb{N})$ itself forms an entrance law: $\nu^o = \nu^o * \nu^o$. Thus there exists a solution $P^\circ$ such that each marginal distribution $P^\circ(\eta_k \in \cdot)$ for any $k \in \mathbb{N}$ coincides with $\nu^o$. Thus we obtain (i).

Let $P$ be a solution and let $\lambda = (\lambda_k : k \in \mathbb{N})$ be the corresponding entrance law. Then we have

\begin{equation}
\lambda_k(\{g\}) = \frac{1}{2}\lambda_{k-1}(\{g\}) + \frac{1}{2}\lambda_{k-1}(\{g(12)\}), \quad g \in \mathfrak{S}_3.
\end{equation}
This implies that there exist $p_0, p_1, p_2 \geq 0$ with $p_0 + p_1 + p_2 = 1$ such that
\begin{align}
\lambda_k(\{e\}) &= \lambda_k(\{(12)\}) = \frac{p_0}{2}, \\
\lambda_k(\{(13)\}) &= \lambda_k(\{(23)\}) = \frac{p_1}{2}, \\
\lambda_k(\{(123)\}) &= \lambda_k(\{(132)\}) = \frac{p_2}{2}
\end{align}
for any $k \in -\mathbb{N}$. Therefore we obtain
\begin{equation}
P = p_0P^o + p_1P^1 + p_2P^2,
\end{equation}
where $P^1$ and $P^2$ are defined in (6.9). Since the measures $P^o$, $P^1$ and $P^2$ are mutually singular, we obtain (ii). Hence we obtain (iii). This completes the proof. 

7. Proof of the Characterization Theorem of the Trichotomy

First, we prove Theorem 1.4. Before proving it, we need the following.

\textbf{Lemma 7.1.} The set $H = H^s_\mu$ is a submodule of $G$, i.e., the following statements hold:

1. If $\rho_1 \in H$ and if $\rho_2$ is equivalent to $\rho_1$, then $\rho_2 \in H$.
2. If $\rho_1, \rho_2 \in H$, then $\rho_1 \otimes \rho_2 \in H$.
3. If $\rho \in H$, then $\bar{\rho} \in H$. Here $\bar{\rho}$ denotes the complex conjugate representation.

This is obvious, so we omit the proof.

We utilize the following fact.

\textbf{Lemma 7.2 (van Kampen [5]).} Let $H$ be a submodule of $G$. Suppose that
\begin{equation}
\rho(g) = id \text{ for every } \rho \in H \implies g = e. 
\end{equation}
Then $H = G$.

This fact plays a key role in the proof of the Tannaka duality in the representation theory of compact groups. For the proof of Lemma 7.2, see, e.g., [11, Theorem 13.1] and [3, Lemma 17].

Now we proceed to prove Theorem 1.4.

\textbf{Proof of Theorem 1.4.} The claim (i) is obvious by definition of the isotropic subgroup $\overline{H}_\mu(P^o)$. The claim (iii) follows immediately from (i) and (ii). Thus we need only to prove the claim (ii).
1°). Suppose that the case (C2) occurs, i.e., that there exists a strong solution \( P \in \mathcal{P}_\mu \). Then it holds that \( \mathcal{F}^\eta_{-\infty} \subset \mathcal{F}^\xi_{-\infty} \) under \( P \). Since \( (\xi_k : k \in \mathbb{N}) \) is an independent sequence, Kolmogorov’s 0-1 law holds so that \( \mathcal{F}^\eta_{-\infty} \) is \( P \)-trivial. Then Lemma 2.7 says that the solution \( P \) must be an extremal point: \( P \in \text{ex}(\mathcal{P}_\mu) \). Since \( H^s_{\mu}(P) = \{ e \} \), \( \mathcal{H}^s_{\mu}(P) = \mathbb{S} \), we obtain \( H^s_{\mu} = \{ e \} \).

Theorem 4.3 says that all the solutions of \( P' \in \text{ex}(\mathcal{P}_\mu) \) are obtained by \( P' = T_g(P) \) for some \( g \in G \). Then it is clear that the solution \( P' \) is also strong. Therefore we obtain the last claim: All extremal solutions are strong and the others non-strong.

2°). Suppose that \( H^s_{\mu} = \{ e \} \). Then we see that

\[
\rho(g) = \text{id} \quad \text{for every } \rho \in \mathcal{H}^s_{\mu} \implies g = e.
\]

Applying this fact and Lemma 7.1 to Theorem 7.2, we conclude that \( \mathcal{H}^s_{\mu} \) coincides with the whole \( \mathbb{S} \). This shows that all the extremal points are strong and that the case (C2) occurs.

Second, we prove the inclusions (5.9) in Theorem 5.1. This is an immediate consequence of the following proposition, which generalizes Proposition 2 of [15].

**Proposition 7.3.** Let \( \mu \) be given and let \( P \in \mathcal{P}_\mu \).

(i) If \( \rho \in \mathcal{H}^2_{\mu} \), then

\[
E \left[ \rho(\eta_k) \mid \mathcal{F}^\eta_{-\infty} \lor \mathcal{F}^\xi_k \right] = \rho(\eta_k), \quad k \in \mathbb{N}.
\]

If, moreover, \( P \in \text{ex}(\mathcal{P}_\mu) \), then \( \rho(\eta_k) \) is \( \mathcal{F}^\xi_k \)-measurable \( P \)-a.s. for any \( k \in \mathbb{N} \).

(ii) If \( \rho \notin \mathcal{H}^1_{\mu} \), then

\[
E \left[ \rho(\eta_k) \mid \mathcal{F}^\eta_{-\infty} \lor \mathcal{F}^\xi_k \right] = 0, \quad k \in \mathbb{N}.
\]

If, moreover, \( P \in \text{ex}(\mathcal{P}_\mu) \), then \( \rho(\eta_k) \) is never \( \mathcal{F}^\xi_k \)-measurable \( P \)-a.s. for any \( k \in \mathbb{N} \).

**Proof.** (i) To prove the claim, it suffices to show that (7.3) for arbitrary small \( k \in \mathbb{N} \).

Since \( \rho \in \mathcal{H}^2_{\mu} \), it holds that

\[
\lim_{k_0 \to -\infty} \prod_{j=k}^{k_0} |\det R_j| > 0
\]

for arbitrary small \( k_0 \in \mathbb{N} \). Iterating the equation (1.4), we have

\[
\rho(\eta_{k_0}) = \rho(\eta_{k_0 - n}) \Xi_n, \quad n \in \mathbb{N}
\]
where
\begin{equation}
(7.7) \quad \Xi_n = \rho(\xi_{k_0-n+1})\rho(\xi_{k_0-n+2}) \cdots \rho(\xi_{k_0}), \quad n \in \mathbb{N}.
\end{equation}
Since \(\det E[\Xi_n] \neq 0\) for \(n \in \mathbb{N}\), we can define
\begin{equation}
(7.8) \quad \Phi_n = (E[\Xi_n])^{-1} \Xi_n, \quad n \in \mathbb{N}.
\end{equation}
Then the sequence \((\Phi_n : n \in \mathbb{N})\) constitutes a matrix-valued bounded \((\mathcal{E}_{k_0}^n)\)-martingale\(^4\)
\begin{equation}
(7.9) \quad \mathcal{E}_{k_0}^n = \sigma(\xi_{k_0}, \xi_{k_0-1}, \ldots, \xi_{k_0-n+1}), \quad n \in \mathbb{N}.
\end{equation}
Therefore \(\Phi_n\) converges to an \(\mathcal{F}_{k_0}^\xi\)-measurable \(V^\rho \otimes V^\mu\)-valued random element \(\Phi_\infty\) almost surely. Since
\begin{equation}
(7.10) \quad |\det \Phi_n| = (\det E[\Xi_n])^{-1}, \quad n \in \mathbb{N},
\end{equation}
we obtain \(\det \Phi_\infty \neq 0\) almost surely. Taking subsequence if necessary, we see that
\begin{equation}
(7.11) \quad \Psi_n = \rho(\eta_{k_0-n}) E[\Xi_n] = \rho(\eta_{k_0})(\Phi_n)^{-1}.
\end{equation}
converges to an \(\mathcal{F}_\infty^{n_k}\)-measurable \(V^\rho \otimes V^\mu\)-valued random element \(\Psi_\infty\) almost surely. Therefore we conclude that \(\rho(\eta_{k_0}) = \Psi_\infty \Phi_\infty\) is \(\mathcal{F}_\infty^{n_k} \vee \mathcal{F}_{k_0}^\xi\)-measurable.

(ii) We can easily prove the claim by imitating the proof of Proposition 2 of [15]. So we omit the proof. \(\square\)

Third, we prove the rest of Theorem 5.1.

Proof of Theorem 5.1. 1°. It is obvious by definition that \(H_\mu^1, H_\mu^2\) and \(H_{\mu}^1\) are closed normal subgroups of \(G\).

2°. Let \(P^\circ \in \text{ex}(P_\mu)\) be fixed. We seek an equivalent expression of the condition that \(g \in H_\mu(P^\circ)\). Note that \(T_g(P^\circ) = P^\circ\) if and only if
\begin{equation}
(7.12) \quad P^\circ(g \cdot \eta_k \in \cdot) = P^\circ(\eta_k \in \cdot), \quad k \in -\mathbb{N},
\end{equation}
which is equivalent to
\begin{equation}
(7.13) \quad \rho(g) E^\circ[\rho(\eta_k)] = E^\circ[\rho(\eta_k)], \quad k \in -\mathbb{N}, \quad \rho \in S
\end{equation}
by the Peter–Weyl theorem.

3°. Suppose that \(g \in H_\mu^1\). Let \(\rho \notin H_\mu^1\) and \(P^\circ \in \text{ex}(P_\mu)\). Noting that
\begin{equation}
(7.14) \quad E^\circ[\rho(\eta_k) | \mathcal{F}_{k-n}^\xi] = \rho(\eta_{k-n}) R_{k-n+1} R_{k-n+1} \cdots R_k,
\end{equation}
we have
\begin{equation}
(7.15) \quad \|E^\circ[\rho(\eta_k) | \mathcal{F}_{k-n}^\xi]\| \leq \|R_{k-n+1} R_{k-n+1} \cdots R_k\|.
\end{equation}
\(^4\)We mean that \(E[\Phi_{n+1} | \mathcal{E}_{k_0}^n] = \Phi_n\).
Letting $n \to \infty$, we have
\[ E^o[\rho(\eta_k) | \mathcal{F}_k^\xi] = O. \tag{7.16} \]

Since $\mathcal{F}_\infty^\xi$ is $P^o$-trivial, we obtain
\[ E^o[\rho(\eta)] = O, \tag{7.17} \]
and then we see that (7.13) holds, which proves that $H^1_\mu \subset H_\mu(P^o)$ for any $P^o \in \text{ex}(P^\mu)$.

$4^\circ$. Suppose that $g \in H_\mu(P^o)$. Let $\eta \in \mathcal{H}_\mu^s$. Since $T_g(P^o) = P^o$, we have the following identity between two joint laws on $G^{-N} \times G^{-N}$:
\[ P^o((g \cdot \eta, \xi) \in \cdot) = P^o((\eta, \xi) \in \cdot). \tag{7.18} \]

Thus we have the following identity between two regular conditional distributions on $G^{-N}$ given $\mathcal{F}_\xi$ (cf. Proof of Lemma 4.5):
\[ P^o_\xi(g \cdot \eta \in \cdot) = P^o_\xi(\eta \in \cdot) \quad \mu - \text{a.s.} \tag{7.19} \]

Hence we have
\[ E^o_\xi[\rho(g)\rho(\eta)] = E^o_\xi[\rho(\eta)] \quad \mu - \text{a.s.} \tag{7.20} \]

Since $\rho(\eta)$ is $\mathcal{F}_\xi$-measurable, we obtain $\rho(g)\rho(\eta) = \rho(\eta)$, $\mu$-a.s., which implies that $\rho(g) = \text{id}$. Therefore we obtain the inclusion $H^s_\mu(P^o) \subset H_\mu^s$.

$5^\circ$. The inclusion $H^s_\mu \subset H^2_\mu$ follows from the inclusion $\mathcal{H}_\mu^s \supset \mathcal{H}_\mu^2$, which is assured by Proposition 7.3.

$6^\circ$. If $G$ is abelian, then all irreducible representations of $G$ are one-dimensional, so we obtain $\mathcal{H}^1_\mu = \mathcal{H}^2_\mu$, which implies (5.11). \qed

Finally, we prove the following lemma, which assures the convergence of $r^2_k[\rho]$.

**Lemma 7.4.** Let $\mu_1, \ldots, \mu_n$ be probability measures on $\{ x \in \mathbb{C}^n : |x| := (|x_1|^2 + \cdots + |x_n|^2)^{1/2} \leq 1 \}$ and set
\[ u_i = \int x \mu_i(dx), \quad i = 1, 2, \ldots, n. \tag{7.21} \]

Then
\[ |\det(u_1 \cdots u_n)| \leq 1. \tag{7.22} \]

**Proof.** By Hadamard’s inequality, we have
\[ |\det(u_1, \ldots, u_n)| \leq \prod_i |u_i|. \tag{7.23} \]

\[ ^{5}\text{The authors are informed of this simple proof by Y. Takahashi.} \]
By Jensen’s inequality, we have

\[(7.24) \quad |u_i| \leq \int |x|\mu_i(dx) \leq 1, \quad i = 1, 2, \ldots, n.\]

This completes the proof. \(\square\)

8. Tsirelson–Yor equations

Let \(S\) be a Polish space and \(G\) a compact group. Let \(\theta : S \to G\) be a measurable map and let \(\psi : G \times S \to S\) and \(\psi^{-1} : G \times S \to S\) be two measurable maps such that

\[(8.1) \quad \psi^{-1}(g, \psi(g, s)) = \psi(g, \psi^{-1}(g, s)) = s, \quad g \in G, \ s \in S.\]

We consider the following stochastic equation in discrete negative time:

\[(1.9) \quad \eta_k = \psi \left( \theta(\eta_{k-1}), \xi_k \right), \quad k \in -N.\]

Moreover, we assume the following.

**Assumption 8.1.** The mappings \(\psi\) and \(\theta\) commute in the sense that

\[(8.2) \quad \theta(\psi(g, x)) = g \cdot \theta(x), \quad g \in G.\]

**Definition 8.2.** Let \(S, G, \psi, \psi^{-1}\) and \(\theta\) as above and assume that Assumption 8.1 is satisfied. Then the stochastic equation (1.9) is called a Tsirelson–Yor equation, which will be abbreviated by "TYE".

Following the case of STYE’s, we introduce the notion of a solution as follows. Let \(\eta = (\eta_k, k \in -N)\) denote the coordinate mapping process on \(S^{-N}\) and set

\[(8.3) \quad \xi_k = \psi^{-1} \left( \theta(\eta_{k-1}), \eta_k \right), \quad k \in -N.\]

The filtrations \((\mathcal{F}_k^\eta)\) and \((\mathcal{F}_k^\xi)\) are defined in the same way.

**Definition 8.3.** Let \(\mu = (\mu_k, k \in -N)\) be a sequence of Borel probability measures \(\mu_k\) on \(S\). A solution of the TYE (1.9) with the noise law \(\mu\) is a probability measure \(P\) on \(S^{-N}\) such that the following two statements hold:

(i) \(\xi_k\) is independent of \(\mathcal{F}_{k-1}^\mu\) under \(P\), for any \(k \in -N\).

(ii) \(\xi_k\) is distributed as \(\mu_k\) under \(P\), for any \(k \in -N\).

The totality of solutions of the TYE (1.9) with the noise law \(\mu\) will be denoted by \(\mathbb{P}_\mu\).

We adopt the same notions of strong solutions and uniqueness in law as are defined in Definitions 2.4 and 2.5.
If \( S = G \), \( \psi(g, s) \) is the product and \( \theta \) is the identity mapping, then the TYE (1.9) is exactly the STYE on \( G \) and all the notions of a solution, a strong solution and uniqueness in law coincide.

Consider a TYE (1.9) with a given noise law \( \mu \). Denote \( \hat{\eta}_k = \theta(\eta_k) \), \( \hat{\mu} = \mu \circ \theta^{-N} \) and so on. Then Assumption 8.1 implies that

\[
\hat{\eta}_k = \hat{\eta}_{k-1} \cdot \xi_k, \quad k \in -\mathbb{N}.
\]

This is nothing but the STYE on \( G \) with the noise law \( \hat{\mu} \). We define

\[
\hat{\mathcal{P}} = \text{the law of } \hat{\eta} \text{ on } G^{-N} \text{ under } P.
\]

Then we obtain a mapping

\[
P_{\mu} \ni P \mapsto \hat{\mathcal{P}} \in \hat{\mathcal{P}}_{\hat{\mu}}
\]

Here \( \hat{\mathcal{P}}_{\hat{\mu}} \) denotes the set of solutions of the STYE (8.4) with the noise law \( \hat{\mu} \).

Let us give two examples.

**Example 8.4.** Let \( S = \mathbb{R} \) and \( G = \mathbb{T} = \mathbb{R}/\mathbb{Z} \simeq [0, 1) \). For \( g \in [0, 1) \) and \( s \in \mathbb{R} \), we set \( \psi(g, s) = s + g \) and \( \psi^{-1}(g, s) = s - g \). Set \( \theta(s) = \alpha(s) \) for \( s \in \mathbb{R} \). Then the TYE (1.9) coincides with the equation

\[
\eta_k = \alpha(\eta_{k-1}) + \xi_k, \quad k \in -\mathbb{N}.
\]

Then the equation for \( \hat{\eta}_k = \alpha(\eta_k) \) is the STYE on \( \mathbb{T} \), which is actually (1.12).

**Example 8.5.** Let \( S = \mathbb{R} \setminus \{0\} \) and \( G = \mathbb{Z}/2\mathbb{Z} \simeq \{1, -1\} \). For \( g = \pm 1 \) and \( s \in \mathbb{R} \setminus \{0\} \), we set \( \psi(\pm 1, s) = \pm s \) and \( \theta(s) = \text{sgn}(s) \). Then the TYE (1.9) coincides with the equation

\[
\eta_k = \text{sgn}(\eta_{k-1}) \cdot \xi_k, \quad k \in -\mathbb{N}.
\]

Then the equation for \( \hat{\eta}_k = \text{sgn}(\eta_k) \) is the STYE on \( \mathbb{Z}/2\mathbb{Z} \), which is actually (1.14).
Proposition 8.6. (i) The mapping (8.6) is bijective.
(ii) \( P \in \mathcal{P}_\mu \) is strong iff so is \( \hat{P} \in \hat{\mathcal{P}}_\mu \).
(iii) \( P \in \mathcal{P}_\mu \) is extremal iff so is \( \hat{P} \in \hat{\mathcal{P}}_\mu \).
(iv) The family of mappings \((T_g : g \in G)\) defines a group action on \( \mathcal{P}_\mu \) and its restriction on \( \text{ex}(\mathcal{P}_\mu) \cap \mathcal{P}_\mu \) is transitive.
(v) The case \((C1), (C2)\) or \((C3)\) occurs for the TYE (1.9) with the noise law \( \mu \) iff so does for the STYE on \( G \) with the noise law \( \hat{\mu} \), accordingly.

Proof. Let \( P' \in \hat{\mathcal{P}}_\mu \) be given. For any \( k \in -\mathbb{N} \), we define a probability measure \( \pi_k \) on \((G \times S)^{\{k, \ldots, 0\}}\) in the following way: Let \((U_k, \xi_k, \xi_{k+1}, \ldots, \xi_0)\) be a family of independent random variables such that \( U_k \) is a \( G \)-valued random variable distributed as \( P'(\eta_k \in \cdot) \) and \( \xi_j \) is an \( S \)-valued random variable distributed as \( \mu_j \) for \( j = k, \ldots, 0 \). Set \( \eta_k = \psi(U_k, \xi_k) \),

\[
\eta_j = \psi(\theta(\eta_{j-1}), \xi_j), \quad j = k + 1, \ldots, 0
\]

and

\[
U_j = \theta(\eta_j), \quad j = k + 1, \ldots, 0.
\]

Then we define

\[
\pi_k = \text{the law of } ((U_j, \eta_j) : j = k, k + 1, \ldots, 0).
\]

Thanks to the consistency assumption (3.4), we see that the family \( \{\pi_k : k \in -\mathbb{N}\} \) satisfies Kolmogorov’s consistency condition. Therefore Kolmogorov’s extension theorem ensures the existence of a probability measure \( Q \) on \((G \times S)^{-\mathbb{N}}\) whose projection on \((G \times S)^{\{k, \ldots, 0\}}\) coincides with \( \pi_k \) for \( k \in -\mathbb{N} \). If we define \( P \) by the projection of \( Q \) on \( S^{-\mathbb{N}} \), then we obtain \( \hat{P} = P' \). Therefore we conclude that the mapping (8.6) is surjective.

The rest of the claims are obvious, so we omit their proofs. \( \square \)
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