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ABSTRACT
Incremental learning methods can learn new classes continually by distilling knowledge from the last model (as a teacher model) to the current model (as a student model) in the sequentially learning process. However, these methods cannot work for Incremental Implicitly-Refined Classification (IIRC), an incremental learning extension where the incoming classes could have two granularity levels, a superclass label and a subclass label. This is because the previously learned superclass knowledge may be occupied by the subclass knowledge learned sequentially. To solve this problem, we propose a novel Multi-Teacher Knowledge Distillation (MTKD) strategy. To preserve the subclass knowledge, we use the last model as a general teacher to distill the previous knowledge for the student model. To preserve the superclass knowledge, we use the initial model as a superclass teacher to distill the superclass knowledge as the initial model contains abundant superclass knowledge. However, distilling knowledge from two teacher models could result in the student model making some redundant predictions. We further propose a post-processing mechanism, called as Top-k prediction restriction to reduce the redundant predictions. Our experimental results on IIRC-ImageNet120 and IIRC-CIFAR100 show that the proposed method can achieve better classification accuracy compared with existing state-of-the-art methods.

CCS CONCEPTS
• Computing methodologies → Lifelong machine learning.
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1 INTRODUCTION
In recent years, deep learning methods have made tremendous progress in image classification [11, 18, 24], speech recognition [1, 12], video recommendation [7, 29] and other multimedia applications. Although deep learning methods can either match or surpass human performance in some applications, such progress is limited to a narrow setting where the number of training classes is fixed. Humans can continually learn and accumulate knowledge. In contrast, the current learning methods learn from the new tasks would have a significant performance drop on the old tasks, known as catastrophic forgetting [20].

To simulate an incremental visual system that continually uses new classes to extend the model’s knowledge, incremental learning methods [15, 19, 22] use knowledge distillation [13] to continually train a model to learn new classes while preserving the knowledge learned from old classes. Specifically, they distill knowledge from the last model (as a teacher model) to the current model (as a student model) in the sequentially learning process. However, the incremental learning setting is not always satisfied in real-world scenarios since humans not only know new entities but also discover new information about them after interacting with them multiple times.

Figure 1: Comparison between conventional incremental learning methods (top) and our MTKD strategy (down). Conventional incremental learning methods distill knowledge sequentially. To consolidate the knowledge learned in the initial model which contains great superclass knowledge, the student model in our MTKD strategy learns knowledge from both the initial model (superclass teacher) and the last model (general teacher).
Hence, Incremental Implicitly-Refined Classification (IIRC) [2] is designed, which is an extension to the incremental learning setup and more aligned with the real-world scenario. In IIRC, classes follow a hierarchical relationship (e.g., Polar Bear is a subclass of Bear). Instead of predicting just one label of each sample, the model is required to learn superclass at first and find the relationship between superclass and subclass when learning subclass that appears later.

Existing methods perform well on conventional incremental learning, however, they suffer from significant performance degradation in IIRC. We argue that this is due to the previous superclass knowledge may be occupied by subclass knowledge in the incremental learning process.

Concretely speaking, in IIRC, subclass samples are similar or even identical to that of the superclass. Existing work [4, 8] shows that, in incremental learning, when old samples and new samples come from similar tasks, learning new tasks could cause serious forgetting about old tasks. This kind of forgetting is aggravated by the data similarity between superclass and subclass in IIRC. As shown in Figure 2, when the model needs to learn a new subclass task, since superclass and subclass have similar or even identical samples, this would result in the decision boundaries of the superclass and subclass being very close to each other. However, in IIRC, when learning subclass, the superclass label is not provided. A large number of subclass labeled samples could force the model to squeeze the decision boundaries of the superclass. In this way, the superclass knowledge would be occupied by the subclass knowledge effortlessly.

To solve the issue, we propose a Multi-Teacher Knowledge Distillation (MTKD) strategy in this paper. In our proposed strategy, there are two teacher models applied to train a student model. Following the conventional incremental learning methods [10, 14, 19, 22, 26], one teacher model is the model preserved in the last incremental step, which is called general teacher. The general teacher is applied to teach the student model the knowledge of classes appearing subsequently, except for superclass appearing in the initial step. To consolidate superclass knowledge, in this work, we use the model in the initial incremental step as another superclass teacher to teach the student model defective knowledge of superclass. Figure 1 shows the difference between conventional incremental learning methods and our MTKD strategy. However, distilling knowledge from two teacher models could result in the student model making some redundant predictions. To further solve the redundant prediction problem, we design a simple Top-k prediction restriction mechanism. K represents the max activated prediction number per image and is decided by the hierarchical label structure. In this paper, our contributions are as follows:

- We propose a Multi-Teacher Knowledge Distillation strategy for IIRC to prevent superclass knowledge from being occupied by the knowledge of subclass.
- To further tackle the redundant prediction problem caused by using multiple teacher models in MTKD, we propose a simple yet effective Top-k prediction mechanism combined with our MTKD strategy to reduce the unnecessary predictions.
- Detailed analysis shows that superclass knowledge could be occupied by the subclass knowledge in IIRC and our MTKD strategy can maintain superclass discrimination effectively.
- Experiments show that the proposed Top-k prediction restriction mechanism can combine with our MTKD strategy (k-MTKD) conveniently and outperform existing state-of-the-art by a large margin. The proposed k-MTKD strategy gains 11.5% improvement on IIRC-CIFAR100 and 25.7% on IIRC-ImageNet120.

2 RELATED WORK

Enabling machines to imitate human cognition is an inspirational task. Incremental learning as a learning paradigm, which can save training costs and storage space consumption, has been an active topic for a long time [5, 23]. Existing incremental learning work can be divided into parameter-based and distillation-based methods by the way they tackle the problem of catastrophic forgetting.

Parameter-based. The basic idea of parameter-based methods is to reduce the changes between the old model’s parameters and new model’s when learning new tasks. Some works like EWC [17], SI [27], RWalk [6], and MAS [3] try to find important parameters for both old tasks and new tasks. They find these important weights by different methods and penalize the change on these parameters.

Distillation-based. Instead of penalizing parameters of models across different tasks, distillation-based incremental learning methods [4, 9, 10, 14, 16, 19, 22, 28] try to align logitis, features, attention maps between the old model and the new model. Existing distillation-based incremental learning methods usually combine with rehearsal strategy to defy catastrophic forgetting. icarl [22] is a typical baseline in this field, they use a herding [25] strategy to select representative examples for old knowledge preserve. Besides, Training networks with Knowledge distillation loss and a nearest-mean-of-exemplars classifier make icarl perform well on both old tasks and new tasks. E2E [4] propose a class-balanced finetuning strategy to alleviate the preference for new tasks. LUCIR [14] distills feature knowledge from the old model and proposes a cosine normalization classifier to replace the standard softmax layer which has a prominent preference for new samples. PODNet [10] proposes a novel attention-based feature knowledge distillation loss to better preserve old knowledge, and uses a multiple proxy classifier to alleviate the influence produced by the change of feature extraction.
network. In this paper, we focus on the distillation-based methods that are applied in IIRC. In contrast to existing distillation-based incremental learning methods, our proposed MTKD strategy distills logits knowledge from two teachers. One is for general knowledge distillation; the other is for distilling coarse superclass knowledge.

3 BACKGROUND

3.1 Incremental Learning with Knowledge Distillation

Before introducing our method, in this section, we describe the baseline of the rehearsal-based method using knowledge distillation in conventional class incremental learning.

Assuming there are a total of $T + 1$ increment steps, an initial incremental step and $T$ subsequent steps. In the $t$th step, 0 $\leq t \leq T$. In the $t$th step, the model would get some training data of several new tasks $\{X^t, Y^t\}$. $\{X^t = \{x^t_i\}_{i=1}^{N_t}\}$ and $\{Y^t = \{y^t_i\}_{i=1}^{N_t}\}$ are the training images of new tasks and ground-truth labels, where $N_t$ denotes the number of training samples in new task $t$, and $n, m$ denote the number of previous classes and new classes. In all the incremental steps except the initial step, the select old exemplars are denoted as $\{\hat{X}^t, \hat{Y}^t\}$. $\{\hat{X}^t = \{\hat{x}^t_i\}_{i=1}^{N_o}\}$ and $\{\hat{Y}^t = \{\hat{y}^t_i\}_{i=1}^{N_o}\}$ are the preserved images of previous tasks and ground-truth labels, where $N_o$ denotes the number of preserved samples before task $t$, and $n$ denotes the number of previous classes. Hence, in the $t$th step, we have the training set composed of new samples and rehearsal samples, $D = X^t \cup \hat{X}^t$.

As for the training process, two loss functions, cross-entropy loss $L_{ce}$ and knowledge distillation loss $L_{kd}$ are used for learning new concept and meanwhile preserving previous knowledge.

For the softmax-based cross-entropy loss, it is computed as follow:

$$L_{ce} = \sum_{(x,y)\in D} \sum_{i=1}^{n+m} -y_i \log[p_i(x)],$$

where $y_i$ denotes whether the training data belongs to label $i$, $p_i(x)$ is the logits for class $i$ after a softmax normalization.

Let us denote the output logits of the old and new models as $\hat{O}^{\text{old}}(x) = [\hat{o}_1(x), ..., \hat{o}_n(x)]$ and $O^{\text{new}}(x) = [o_1(x), ..., o_n(x), o_{n+1}(x), ..., o_{n+m}(x)]$. The distillation loss is formulated as below:

$$L_{kd} = \sum_{(x,y)\in D} \sum_{i=1}^{n} -\hat{\pi}_i(x) \log[\pi_i(x)],$$

$$\hat{\pi}_i(x) = \frac{\expo_i(x)/T}{\sum_{j=1}^{n} \expo_j(x)/T}, \quad \pi_i(x) = \frac{\expo_i(x)/T}{\sum_{j=1}^{n} \expo_j(x)/T},$$

where $T$ is the temperature scalar, which is commonly used in knowledge distillation to smooth the logit.

3.2 Benchmark for IIRC

IIRC constructs a two-level hierarchy label structure. For each sample, it has one or two labels, including a superclass label and a subclass label. Notice there are also some classes that do not have parents. For each pair of superclass label and subclass label, the superclass knowledge is always introduced earlier than the subclass. In addition, the number of samples for the superclass is always more than that of its subclass.

The training, testing processing, and rehearsal strategy are shown in Figure 3. In IIRC, the model is required to predict all the correct labels while testing. However, while the model learns subclass knowledge, although a sample could have a superclass label and a subclass label, the only subclass label is available to update the model. As for the rehearsal strategy, IIRC selects 20 examples per class for all the classes, including superclasses and subclasses. In IIRC, the label for the preserved sample is the training label when the sample acts as new data and would not change (e.g., a Polar Bear image labeled Bear is preserved as a Bear image for all the subsequent steps).

3.3 Baseline for IIRC

The conventional incremental learning methods are not suitable for Incremental Implicitly-Refined Classification (IIRC), as IIRC is a multi-label classification task. The model needs to output a superclass label and a subclass label if necessary. Hence, in IIRC [2], the last softmax layer of the conventional incremental learning methods is replaced by a binary sigmoid layer for each class. Classes with the output value after sigmoid function above 0.5 are considered as activated predictions in inference. In IIRC, the binary cross-entropy loss is as follow:

$$L_{bce} = \sum_{(x,y)\in D} \sum_{i=1}^{n+m} -y_i \log[p_i(x)] + (1 - y_i) \log[(1 - p_i(x))].$$

For the distillation loss, different from conventional incremental learning, there is a sigmoid activation after the last FC layer instead of softmax activation. In IIRC, the distillation loss is defined as follow:

$$L_{kd} = \sum_{x\in D} \sum_{i=1}^{n} -\hat{\pi}(x) \log[p_i(x)] + (1 - \hat{\pi}(x)) \log[(1 - p_i(x))],$$

where $\hat{\pi}(x)$ and $p_i(x)$ denote the output after a sigmoid activation function of the old model and new model.

The baseline used in this work, a modified icarl-cnn, is shown in Figure 4.

4 PROPOSED APPROACH

4.1 Multi-Teacher Knowledge Distillation

Existing works [4, 26] have shown that learning a new task incrementally would cause catastrophic forgetting in previous similar tasks. In IIRC, this problem is even more serious, which is that superclass knowledge may be replaced by subclass knowledge effortlessly. In this work, we propose a Multi-Teacher Knowledge Distillation strategy to improve superclass discrimination. In MTKD, we use two teacher models, called general teacher and superclass teacher to distill knowledge for the student model. Meanwhile, a binary cross-entropy is computed on all the available samples. The overall loss function in the proposed MTKD strategy is as follow:

$$L = L_{bce} + \lambda L_{gd} + \mu L_{kd},$$

where $\lambda$ and $\mu$ are the balance weights for two knowledge distillation loss $L_{gd}$, $L_{kd}$ respectively. $L_{bce}$ the binary cross-entropy loss as in Eqn. (4). $L_{gd}$ is the general teacher distillation loss function and $L_{kd}$ is the the superclass teacher distillation loss. $L_{gd}$ and $L_{kd}$ are described below.
Following conventional incremental learning methods, the model in the last incremental learning step is applied in our method and acts as a general teacher model. The effect of the general teacher is to teach our student model the knowledge of classes appearing subsequently, except for superclasses appearing in the initial incremental step. In our method, the logit distillation loss between the general teacher model and the student model is conducted.

Notice that our general teacher knowledge distillation is different from that of conventional incremental learning. In conventional incremental learning methods, existing work affirms the model inherited from the last incremental learning step is proficient in the classification of all the previous classes. We consider that the superclass discrimination may encounter a serious performance drop because superclass knowledge is occupied by their subclass knowledge. Hence, in our MTKD strategy, we do not use the general teacher to distill the knowledge of the superclass appearing in the initial incremental step. Our general teacher distillation loss $L_{gd}$ can be denoted as follow:

$$L_{gd} = \sum_{x \in D} \sum_{i=0}^{n_0} -\hat{p}_g^0(x) \log[p_i(x)] + (1 - \hat{p}_g^0(x)) \log[(1 - p_i(x))].$$  \hspace{1cm} (7)$$

where $n_0$ denotes the number of classes appearing in the initial incremental step, $\hat{p}_g^0(x)$ and $p_i(x)$ denote the outputs after a sigmoid activation function of the general teacher model and student model, respectively.
To consolidate the learned superclass knowledge in the initial step, instead of distilling knowledge from the model in the last incremental step, we use the initial model as our superclass teacher model to teach our student model to preserve the superclass knowledge. We consider the superclass knowledge embedded in the initial model are well preserved since superclass knowledge in the initial model does not be occupied by their subclass tasks. In our method, the initial model in the incremental step (called as superclass teacher) teaches our student model how to distinguish the superclasses appearing in the initial incremental step. Hence, the superclass teacher distillation loss in our MTKD strategy can be denoted as follow:

\[ L_{sd} = \sum_{x \in D} \sum_{i=1}^{n_i} -\hat{p}_i(x) \log(p_i(x)) + (1-\hat{p}_i(x)) \log((1-p_i(x))) \],

where \( \hat{p}_i(x) \) and \( p_i(x) \) denote the output after a sigmoid activation function of the superclass teacher model and student model.

In IIRC, the classification task becomes a multi-label classification task. The conventional softmax-based classification method is not suitable for this task, as the model is required to output more than one prediction. Following IIRC, we add a sigmoid activation function to the last layer of the model. Both the outputs of teacher model \( \hat{p}_i(x) \), \( p_i(x) \) and student model \( p_i(x) \) are activated by a sigmoid function.

As Figure 5 shows, two models, enact as teachers in our method, the general teacher model uses distillation loss in the previous output nodes except for the initial output nodes. Meanwhile, the superclass teacher model transfers knowledge through the initial class outputs.

In our method, the model in the initial step is preserved and acts as a teacher to distill its knowledge to the subsequent model. Hence, our method would increase storage consumption. A naive strategy to alleviate catastrophic forgetting in incremental learning is consuming much storage space to preserve old exemplars for training. However, in our experiments, we compare the performance between our method and the case of using the same storage consumption to store old samples for training. The experimental results show, under the same circumstances, our method performs far better than the latter case.

Our Multi-Teacher Knowledge Distillation is designed as a universal strategy for all the existing incremental learning methods. Hence, the teacher in our method can be any form. For instance, in icarl-MTKD, the general teacher acts as the old model, distilling logits between old models and new models. In PODNet-MTKD, the general teacher acts as the old model, distilling both logits and attention feature map between models. Our experiments show that our MTKD can combine with existing methods and show great performance improvement.

4.2 Top-k prediction restriction

The introduction of the superclass teacher in MTKD strategy could cause a redundant prediction problem, which means the final activated prediction number exceeds the maximum number of Labels per image. In IIRC, the final predictions with score greater than 0.5 would be activated. The prediction mechanism in IIRC can be defined as:

\[ \begin{align*}
    o_i(x) & = True, p_i(x) > 0.5 \\
    o_i(x) & = False, p_i(x) <= 0.5,
\end{align*} \]

where \( o_i(x) \) represents the final prediction of sample \( x \), \( o_i(x) = True \) means the the model considers sample \( x \) belongs to class \( i \).

To avoid performance drop, we propose a simple Top-k prediction restriction to reduce redundant predictions. In the Top-k prediction restriction mechanism, for the final prediction scores \( p(x) \), \( (p_1, p_2, ..., p_n) \), the largest k elements are retained and make a new Top-k prediction score \( \hat{p}(x) \). We adopt final predictions with where Top-k prediction score \( \hat{p}(x) \) greater than 0.5 as the final predictions. It can denoted as follow:

\[ \begin{align*}
    o_i(x) & = True, \hat{p}_i(x) > 0.5 \\
    o_i(x) & = False, \hat{p}_i(x) <= 0.5.
\end{align*} \]

5 EXPERIMENTS

5.1 Evaluation Metrics

Conventional class incremental learning uses average incremental accuracy [22] of all the classes as their metric, but it is not suitable for IIRC. The Jaccard similarity (JS) is a popular metric in the multi-label classification task, which is defined as:

\[ JS = \frac{1}{nk} \sum_{i=1}^{nk} \frac{|Y_{ki} \cap \hat{Y}_{ki}|}{|Y_{ki} \cup \hat{Y}_{ki}|}. \]

In IIRC, the ratio of true positive over the sum of the true positives and false positives is used to weight the JS to further penalize the uncertainty model. Hence in IIRC, they propose a precision-weighted Jaccard Similarity (pw-JS) [2] as follows:

\[ R_{jk} = \frac{1}{nk} \sum_{i=1}^{nk} \frac{|Y_{ki} \cap \hat{Y}_{ki}|}{|Y_{ki} \cup \hat{Y}_{ki}|} \times \frac{|Y_{ki} \cap \hat{Y}_{ki}|}{|Y_{ki}|}. \]

where \( j \) denotes current increment step, \( k \) denotes the previous increment step \( j \geq k \), \( Y_{ki}, \hat{Y}_{ki} \) are true label and the model predictions for the \( i_{th} \) sample in the \( k_{th} \) increment step.

To get the performance of all the previous tasks, the final evaluation metric is the average precision-weighted Jaccard similarity over all the classes the model has seen. Notice that in each task, although the model could see only one label for all the classes, the model is required to predict all the correct labels in the test time. The final metric on a total of \( n \) test samples is below:

\[ R_j = \frac{1}{n} \sum_{i=1}^{n} \frac{|Y_i \cap \hat{Y}_i|}{|Y_i \cup \hat{Y}_i|} \times \frac{|Y_i \cap \hat{Y}_i|}{|Y_i|}. \]

5.2 Implementation details

We evaluate the methods on IIRC-ImageNet120 and IIRC-CIFAR100. There are a total of 115 classes in IIRC-CIFAR100, among them, 15 classes are superclasses, 77 classes are subclasses with a parent class, the other 23 classes are subclasses with no parent. In the IIRC-ImageNet120, a total of 120 classes are introduced, this number contains 20 superclasses and 100 subclasses under a parent. Following IIRC, we use reduced ResNet-32 [11] for IIRC-CIFAR100, and ResNet-50 [11] for IIRC-ImageNet120 and we use SGD as our optimizer, as it is more suitable for incremental learning [21]. The
5.3 Baselines

In our experiments, we select some representative method for class incremental learning, icarl-cnn [22], icarl-norm [2], PODNet [10] as our baseline. To illustrate the effectiveness of our MTKD strategy, we integrate these methods into our MTKD strategy and observe the performance improvement. The final evaluation criterion is the pw-JS metric proposed in IIRC.

5.4 Evaluation on IIRC-CIFAR100

IIRC-CIFAR100 has 15 superclasses, 77 subclasses with a parent class, and the other 23 subclasses with no parent. In incremental learning, the different number of incremental steps has a great impact on the accuracy of incremental learning methods. To verify the robustness of our proposed method, we have done experiments on two different configurations for IIRC-CIFAR100. One configuration starts at 10 superclasses and increases 5 classes each step, while the other starts at 15 classes, including 10 superclasses and 5 subclasses, and increases 10 classes each step. Table 1 shows our proposed MTKD strategy can combine with existing methods conveniently and improve the performance by a large margin under different incremental learning steps. In our experiments, the maximum gain is in PODNet with MTKD, which can get 13.8% performance improvement. Besides, we find the proposed MTKD strategy works well in a long incremental step configuration. Our MTKD strategy has an average performance improvement of 11.8% in a 22 incremental step setting (5 classes), while the average improvement is 8.2% in the 11 incremental step setting (10 classes). This is due to that the superclass teacher in our MTKD strategy is the initial model in the incremental step and can help our student consolidate the knowledge of initial classes, which would suffer serious catastrophic forgetting in a long incremental step setting. Figure 6 shows the pw-JS accuracy curve across incremental steps under the configuration of 22 incremental steps. All of the methods with our MTKD strategy can exceed the original method after the 2nd step.

Table 1: Comparisons of average pw-JS accuracy on IIRC-CIFAR100 under 5 classes (22 steps), 10 classes (11 steps) and on IIRC-ImageNet120 under 20 classes (6 steps) with our proposed MTKD strategy and state-of-the-art.

| Methods    | CIFAR100     | ImageNet120 |
|------------|--------------|-------------|
|            | 5 classes    | 10 classes  | 20 classes |
| icarl-cnn   | 14.2         | 17.6        | 12.9       |
| + MTKD      | **24.3**     | **25.1**    | **36.1**   |
| icarl-norm  | 14.1         | 21.1        | 13.4       |
| + MTKD      | **25.8**     | **27.1**    | **33.1**   |
| PODNet      | 14.3         | 16.2        | 16.8       |
| + MTKD      | **28.1**     | **27.4**    | **37.9**   |

initial learning rate is set as 1.0, 0.5 for IIRC-CIFAR100 and IIRC-ImageNet120, respectively, and reduces to 1/10 on plateau. We train the network on a total of 100 epoch and 80 epoch per task for IIRC-CIFAR100 and IIRC-ImageNet120. The loss weight in our MTKD strategy, $\lambda$ and $\mu$ are both set as 0.5, and the max number of predictions $k$ is 2. There is a fix memory consumption of 20 samples per class. We use herding [25] strategy and random selection to select exemplars for IIRC-CIFAR100 and IIRC-ImageNet120, respectively.
the original method, as the superclass teacher and general teacher in our MTKD strategy are identical.

Figure 7: Confusion matrix of icarl-cnn (a)(b)(c)(d) and icarl-cnn with MTKD (e)(f)(g)(h) after introducing task0, 1, 4, 8 of IIRC-CIFAR100 respectively. The y-axis is the correct label, and the x-axis is the model prediction.

5.5 Evaluation on IIRC-ImageNet120

In this section, we compare our MTKD strategy with other state-of-the-art methods on IIRC-ImageNet120, which is proposed in this work. IIRC-ImageNet120 has a total of 6 incremental steps, and there are 20 classes to learn at each incremental step. All of the 20 initial classes are superclasses, and classes appearing in the subsequent step are subclasses of these superclasses. Table 1 shows the last average pw-JS of existing methods and their combination with the proposed MTKD strategy. It is worth noting that the average improvement in IIRC-ImageNet120 is higher than that in IIRC-CIFAR100. This is due to that in our IIRC-ImageNet120, all the superclasses appear in the initial incremental step, while in IIRC-CIFAR100, superclasses may appear in subsequent steps. In IIRC-ImageNet120, the advantage of our MTKD strategy is magnified, as the superclass teacher in our MTKD strategy contains all the superclass knowledge and can teach them to the student model. Figure 6 shows the pw-JS accuracy curve across incremental steps under the configuration of 6 incremental steps on IIRC-ImageNet120. The gap between the two accuracy curves is bigger than that in IIRC-CIFAR100, which shows our MTKD strategy is more effective when all the superclasses appearing in the initial step.

5.6 Effectiveness of MTKD

In this section, to figure out the reason of the great performance improvement of our MTKD strategy, we do some ablation study on the superclass teacher proposed in our MTKD. Figure 7 compares the confusion matrix over incremental steps with the icarl-cnn method and icarl-cnn with MTKD. The typical conventional incremental learning method icarl-cnn tends to predict the latest label (subclass label) for images since there is bright performance on the diagonal of confusion matrices, but little superclass prediction is activated. This confirms our argument: when subclasses appear, subclass knowledge may occupy their superclass knowledge effortlessly and this kind of occupation would cause the student model to rarely activate the prediction of the superclass. However, comparing the confusion matrix of icarl-cnn Figure 7 (d) and the matrix of icarl-cnn with MTKD after task8 Figure 7 (h), we can find that our MTKD strategy can help the student model activate many predictions of the superclass and maintain the discrimination of the superclass, as the activated predictions of the superclasses increase obviously (the ten columns near the leftmost).
Table 2: Comparisons of average pw-JS accuracy on IIRC-CIFAR100 under 5 classes (22 steps) and on IIRC-ImageNet120 under 20 classes (6 steps).

| Methods     | CIFAR100 | ImageNet120 |
|-------------|----------|-------------|
| icarl-cnn   | 14.2     | 12.9        |
| + MTKD      | 24.3     | 36.1        |
| + k-MTKD    | 25.7     | 38.6        |

5.8 Combination with the Top-k prediction restriction

As shown in Figure. 7 (g)(h), the introduction of the superclass teacher in the MTKD strategy could cause a redundant prediction problem. To conquer this issue and further improve the performance, we propose the Top-k prediction restriction mechanism combined with our MTKD strategy, called as k-MTKD. Figure 10 shows the average prediction number per image across the incremental learning steps under the baseline of icarl-cnn with MTKD and the addition of Top-k prediction restriction. It shows the Top-k prediction restriction can alleviate the prediction number per image appropriately after the 2nd incremental step. Figure 11 shows that the Top-k prediction restriction can help improve performance after the 2nd incremental step, where the superclass teacher in our MTKD strategy starts at work. Table 2 shows that k-MTKD gains 11.5% and 25.7% performance improvement on IIRC-CIFAR100 and IIRC-ImageNet120 compared with icarl-cnn.

6 CONCLUSIONS

In this paper, we analyze the reasons for the poor performance of the conventional incremental learning methods in IIRC, which is
that the superclass knowledge could be occupied by the knowledge of the subclass. We propose a Multi-Teacher Knowledge Distillation (MTKD) strategy to solve this issue. We use both the initial model (superclass teacher) and the last model (general teacher) to distill knowledge for our student model. In addition, using two teacher models could cause a redundant prediction problem in IIRC. We propose a simple Top-k prediction restriction mechanism combined with our MTKD strategy (k-MTKD) to reduce the unnecessary predictions. Experiments show our k-MTKD strategy can gain a great performance improvement (11.5% on IIRC-CIFAR100 and 25.7% on IIRC-ImageNet120).
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