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The quantity of research into patient safety has risen substantially over the past decade. Nevertheless, concerns remain over the quality of much of this research and there are disagreements about methods. As a result, the Medical Research Council sponsored a cross council research network in patient safety research to provide methodological guidance on evaluation of patient safety interventions. This resulted in publication of a series of articles in Quality and Safety in Health Care. Here we summarise two main themes developed in the series: study design and determining what observations should be made.

It is not possible to cleanly separate safety interventions from quality improvements. That said, the term safety is typically used in the context of rare incidents where there is a rapid and strong link between an error and its associated outcome. Our comments therefore apply to both safety and quality improvement but take into account the rarity of many safety incidents. Safety interventions are directed at the system in which care is delivered. They are thus service delivery interventions not new health technologies. Such interventions are often complex and should be evaluated before implementation (alpha testing), as advocated by both the MRC and the tenets of safety science. The methods of such evaluation are discussed elsewhere. However, even the most careful evaluation before implementation is no substitute for evaluation once interventions are rolled out in practice, and it is with these “in practice” evaluations that this article is concerned.

Study design

Before and after studies without concurrent controls

Much quality and safety improvement research involves before and after studies in single institutions. Such studies may provide convincing evidence of effectiveness, particularly when interventions have large effects, as in the Michigan based evaluation of a multifaceted intervention to reduce central line infections in intensive care. If the effects are small, these studies are a relatively weak method to distinguish cause and effect, since any observed change might plausibly be attributed to secular trends (for example due to other service developments) or regression to the mean. Nevertheless, this design may be the only feasible option in some circumstances—for example, when service managers wish to evaluate a local initiative, policy makers introduce an intervention across an entire service, or safety incidents are very rare. If possible, a series of observations (time series, control chart) should be used for before and after studies, since a significant interruption in this series will be better evidence of cause and effect than differences in single before and after observations. Such an approach was used to track the quality of primary care in England before and after the introduction of a system of financial incentives in 2003 and showed that quality was already improving before the intervention (figure 1). However, we cannot be sure what would have happened had the intervention not been put in place as such inference requires concurrent controls.

Studies with concurrent controls

The interaction of two design variables (the timing of data collection and whether allocation to control or intervention is randomised or not) generates four types of controlled study design. The table shows the potential effect of each design on study quality. Controlled before and after designs are much stronger than study cross sectional (post-intervention only) designs. The chance of bias is reduced because comparisons can control for any differences at baseline. This is particularly important if the study is not randomised. In addition, most service delivery interventions have to be compared at the organisational level (hospital, practice, ward) rather than the individual (patient, doctor) level. Before and after evaluations
implemented. The National Institute for Health Research in liaison with those responsible for delivering new services so that collection. Thus commissioners of applied research need to specific to a study requires prospective planning and data construct this baseline retrospectively using routinely collected or not concurrent controls can be used. It may be possible to taken repeatedly before the intervention is put in place), whether intervention cannot be implemented in all sites simultaneously or there is a strong prior belief that the intervention will do more good than harm. The evaluation of a critical care outreach service in York provides a good example of the use of a stepped wedge design. The Audit Commission and English Department of Health had recommended an outreach service, and hence it was assumed that the service would do more good than harm. However, the intervention could not be introduced simultaneously across the whole hospital because staff had to be trained in the new procedures. The intervention reduced in-hospital mortality without affecting the length of stay.

Selecting the study design
In balancing the need for rigorous methods with the limited time and money available for research into patient safety, we propose that the choice of study design should be influenced by four key factors:

- **Target audience**—Before and after designs are useful for studies that are part of local quality improvement projects (audits, “plan do act” cycles, or action research)
- **Logistical or practical constraints**—When an intervention has already been implemented, concurrent controls are possible only if retrospective information can be obtained from case notes or computerised databases
- **Frequency of the safety problem**—For rare problems, a study with concurrent controls is likely to be underpowered and a before and after study must suffice
- **Face validity, cost, and potential side effects of the intervention**—The value of information from prospective controlled studies will turn on these variables, and it is more efficient to concentrate research resources on interventions whose effects are uncertain, that may plausibly cause harm or that are expensive.

Figure 3⇓ shows an algorithm to help select study design. We have discussed the importance of baseline observations (ideally taken repeatedly before the intervention is put in place), whether or not concurrent controls can be used. It may be possible to construct this baseline retrospectively using routinely collected data from case notes or computer systems, but information specific to a study requires prospective planning and data collection. Thus commissioners of applied research need to liaise with those responsible for delivering new services so that the evaluation can be initiated before the service redesign is implemented. The National Institute for Health Research in England has established several collaborations where researchers work with local health services to evaluate service change prospectively.

**Observations, measurement, and qualitative data**

**Causal chain linking interventions to outcomes**

Donabedian described a causal chain that links structure, process, and outcome. We have developed this chain to create a conceptual model of the healthcare system (fig 4⇓). Like Donabedian, we start with the structure within which an organisation operates—national and regional health systems and the building blocks of care such as buildings and staff to patient ratios. Policy makers, rather than the managers or clinicians delivering health care in particular organisations, control these factors. Describing structure provides useful information on the context within which an intervention is being implemented.

Next in the chain are processes. We divide processes into two broad classes: managerial processes at the organisational level and clinical processes at the clinician-patient interface. Managerial processes include human resource policies (such as a system of appraisal or development review for staff), how staff rotas are organised, and time allocated to continuing professional development. Interventions at the managerial level are intended to reduce the chance of latent errors—problems buried deep in the system. These generic interventions often act through intervening variables such as staff morale, knowledge, and sickness absence.

Clinical processes cover the tenets of safe and evidence based care, such as washing hands between patients, maintaining normothermia under anaesthesia, and responding to signs of a deteriorating patient. Interventions aimed at clinical processes are intended to reduce active errors—for example, “forced function” engineering solutions to prevent anaesthetic tubes being misconnected or alarms built into equipment to alert staff to signs that a patient’s condition is deteriorating. Such interventions may be expected to have a large effect on a small number of errors whereas management interventions will have a smaller effect across many clinical processes and outcomes.

At the end of the causal chain comes actual patient outcomes (including patient reported outcomes) and throughput (number and types of patients treated).

**Using the framework in evaluation**

The causal chain linking interventions to outcomes highlights the opportunities for making multiple observations as part of an evaluation:

- The effectiveness of an intervention should be observed at all points to the right of the intervention point
- Observations at the point of intervention should be used to assess the fidelity with which the intended intervention was implemented and to monitor how the intervention may have been adapted over time
- Observations to the left of the intervention point enable a description of the context within which an intervention has been implemented.

Making observations across the causal chain provides information on context that enables factors that affect the success or failure of an intervention to be identified. It also provides multiple measures of effectiveness. A given outcome (safety culture or morale) may be an effectiveness measure in one type of study (where the intervention affects management processes) while providing information on context in another (where the intervention pertains to clinical processes). We briefly consider observations at four levels in the chain below. Further discussion is available in our paper in *Quality and Safety in Health Care.*

### Patient outcomes

A focus on clinical outcomes (morbidity and mortality) may seem ideal, but as the signal to noise ratio tends to be low there is a high risk of false negative results. Furthermore, the problems associated with calculating error rates, which are necessary to make inferences and trigger tools, but these methods are not suitable for an example.

For example, Landrigan and colleagues found that reducing interns’ working hours reduced both physiological measures of staff fatigue and clinical errors.

### Fidelity

Fidelity measures whether an intervention was implemented as planned and is a necessary, but not sufficient, condition to prove that the intervention has improved care. A positive result for fidelity therefore shows that positive results further down the causal chain are plausible, while a negative result can help to explain a null result further down the chain.

### Intervening variables

Management interventions such as human resource policies that aim to strengthen an organisation generically often achieve their effects through intervening (mediating) variables such as knowledge, beliefs, fatigue, morale, and safety culture. As with fidelity, improvements in intervening variables do not prove that downstream clinical benefits will be realised: measurements of both intervening variables and clinical outcomes in the same study can, however, test whether the intervening variable is valid as a surrogate outcome and also help explain the findings. For example, Landrigan and colleagues found that reducing interns’ working hours reduced both physiological measures of staff fatigue and clinical errors.

### Clinical process or error

We define error as the failure to apply the correct standard of care, the failure to carry out an action as intended, or the application of an incorrect plan. Collecting data on error can help improve the signal to noise ratio if errors are more common than the corresponding adverse outcome; medication error is an example. Error can be identified using reporting systems and trigger tools, but these methods are not suitable for calculating error rates, which are necessary to make inferences about effectiveness. Furthermore, the problems associated with case mix bias can be reduced (but not eliminated) by using the opportunity for error rather than the number of patients as the denominator for error rates. Error rates can be measured prospectively (such as in the UK myocardial ischaemia national audit project study of cardiac care) but are usually obtained by case note review.

### Qualitative studies

Qualitative information in the form of interviews, perhaps augmented by observations of behaviour and social interactions, enable the subjective experiences of staff and patients to be explored. These qualitative observations should be made at different levels in the causal chain. Such qualitative data provide a more complete picture than quantitative data alone, explaining findings and contributing to theory. For example, the qualitative finding that maternity care became safer after dissemination of national evidence based guidelines was enriched by the results of qualitative interviews showing that change in practice was influenced by endorsement from influential clinicians rather than by local management initiatives.

### Putting it all together

We advocate mixed methods research and have provided a conceptual framework for systematic application of these methods across the causal chain. The results of evaluations using this framework should provide a rich picture to inform answers to questions such as: How well did the intervention work? What were the costs and side effects? Why did it work (or not)? What factors affected how well it worked? What theories can help to explain how it works and why it may work better in some places than others? In turn these questions inform judgments about the future: Should the intervention be rolled out? How should it be implemented? Should it be adapted? What are the next research questions? Moreover, the various observations at different points of the causal chain strengthen each other. If an intervention was implemented with high fidelity, resulted in positive changes in intervening variables, reduced errors, and improved outcomes, this tells a story even if the effect on outcomes itself was not statistically significant.

Integration (synthesis) of the diverse observations obtained by mixed methods research requires judgment, which is inevitably a subjective process. However the creation of scientific meaning is always subjective: extrapolating the results of a randomised controlled trial of a drug to a new place requires an inductive (and hence subjective) step. Subjective synthesis of diverse information is normally an entirely intuitive (and hence opaque) process, but it can be made more transparent by using bayesian statistical models.

Applying an evidence based approach to service delivery interventions in general, and to patient safety interventions in particular, is not straightforward. However, scientific principles do not lose their relevance when we move out of the laboratory, and we hope we have shed some light on how these principles...
may be applied within the practical and logistical constraints imposed by real life settings.
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Table 1 | Advantages and disadvantages of controlled study designs

| Timing of data collection                  | Allocation                                      |
|-------------------------------------------|-------------------------------------------------|
|                                           | Randomised                                      |
| After intervention (cross sectional)      | Any baseline differences (more likely with small trials) could bias the results |
|                                           | Non-randomised (natural experiment)             |
|                                           | Risk that comparisons will be confounded by differences between departments or organisations at baseline |
| Before and after                          | Allows for specific comparison of change net of any baseline differences. Enables comparisons to be made between sites that change most or least |
|                                           | Controls for baseline differences possible; rates of change are less confounded than cross sectional data |
Figures

**Fig 1** Mean scores for clinical quality at practice level for coronary heart disease, asthma, and type 2 diabetes, 1998 to 2005. Reproduced with permission from Campbell et al\(^\text{10}\)

**Data collection point (time period)**

**Fig 2** The stepped wedge design in which the intervention is rolled out to individuals or clusters sequentially over the study period (from blank cells (control) to shaded cells (intervention)).
Fig 3 Framework for selection of study design

Fig 4 Causal chain linking interventions to outcomes. Observations can be made at all points in the chain to provide information on context, fidelity, and effectiveness and safety