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Abstract. Pruning is a legitimate method for reducing the size of a neural network to fit in low SWaP hardware, but the networks must be trained and pruned offline. We propose an algorithm, Artificial Neurogenesis (ANG), that grows rather than prunes the network and enables neural networks to be trained and executed in low SWaP embedded hardware. ANG accomplishes this by using the training data to determine critical connections between layers before the actual training takes place. Our experiments use a modified LeNet-5 as a baseline neural network that achieves a test accuracy of 98.74% using a total of 61,160 weights. An ANG grown network achieves a test accuracy of 98.80% with only 21,211 weights.
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1 Introduction

The low size, weight and power (SWaP) requirements in embedded systems restrict the amount of memory and processing power available to execute a neural network. The state-of-the-art neural networks tend to be quite large [1] [2] and fitting them into severely constrained hardware has proven to be difficult [3] [4] [5]. The challenge of fitting a neural network into low SWaP hardware can be explained by examining neural network requirements - memory and computations. A connection between two layers represents an input multiplied by a weight. The products of these calculations are then summed together to produce an input for the next layer. The weights, inputs and outputs require memory. The larger the neural network, the more resources needed to support its execution. This poses as the barrier for creating neural networks that can be trained and executed in embedded systems. It has been known for decades that neural networks we design tend to be over-built [6] [7]. Studies have shown that in some cases more than 97% of the weights and connections of a trained neural network can be eliminated without significant accuracy loss [8]. The process of eliminating unnecessary weights and connections is known as pruning. Because pruning can significantly reduce the size of a neural network, it is possible to execute inference in low SWaP hardware. But, this does not enable training in hardware because a full-sized network must fit in hardware before it can be pruned. In that case growing a network from a small initial network would be the desired approach when restricted to low SWaP hardware [9] [10]. We propose an algorithm, Artificial Neurogenesis (ANG), that allows growing small and accurate
neural networks that are small enough to be both trained and executed on-chip by determining critical connections between layers.

This paper is organized as follows. In Section 2, we discuss several methods for neural network size reduction and describe our baseline neural network. In Section 3, we introduce our method for growing a neural network as an alternative and present the ANG algorithm. We conduct parameter sweeps and experimentally determine the final architecture in Section 4 followed by a detailed comparison with respect to the state-of-the-art pruning methods in Section 5. Finally we present our conclusions and future work in Section 6.

2 Neural Network Pruning

Pruning and growing based methods are fundamentally different in terms of their objectives. Growing based methods focus on creating optimal neural network architectures in terms of accuracy by iterative processes of adding entire nodes or layers and noting the results. They are not concerned about whether or not the final architectures are larger or smaller than manually designed architectures. The network grows as long as there is improvement in accuracy regardless of network size [9]. Pruning based methods on the other hand start with a well-trained network and iteratively identify and eliminate connections that do not impact inference accuracy [6]. Their goal is to reduce the network to the smallest size possible while maintaining the original accuracy.

Similar to the pruning methods, we are concerned about the final size of the neural network. Therefore in our literature review we focus on results of pruning methods and compare our research against algorithms specifically designed to reduce the size of networks while maintaining good accuracy. For each method, we analyze the relationship between network accuracy and degree of pruning measured in terms of percentage of weights removed by referring to their reported results based on the MNIST data set.

The five prominent pruning algorithms we cover in our literature review for comparison all execute on the MNIST dataset. Three of the architectures [11] [8] [12] are based on LeNet-5, part of which we use as a seed network. The other two architectures [13] [14] are included for a more comprehensive analysis.

Blundel et al. [13] introduce the Bayes by Backprop algorithm for learning neural network weight probability distribution and exploring the weight redundancies in the networks. This algorithm is able to prune the weights that have a low signal to noise ratio and remove 95% of the weights without significant accuracy reduction. Han et al. [8] propose a three-step process to learn important connections in a neural network where they first train the network to learn which connections are important, then use regularization to increase and remove the number of weights that are near zero, and finally retrain the pruned network to maintain accuracy. This method is able to remove 91.7% of weights and neurons for an accuracy of 99.23%. Srinivas and Babu [12] take a different approach to pruning neural networks. Their algorithm is designed to find sets of weights that are similar. The inputs associated with similar weights are added together and their sum is multiplied by the single weight value. In the case where there are
no equal weights, they find weights that are close in value by calculating their ‘saliency’. Their pruning method substantially reduces the number of weights in the network, but suffers from a significant drop in test accuracy compared to [8]. Babaeizadeh et al. [11] propose a method that works on an entire neuron instead of its individual weights. Their approach relies on merging the neurons that demonstrate high neuron activation correlation. The pruning occurs during training and allows neurons that are not fully correlated to be merged and then retrained to compensate for any accuracy loss. Starting with a well trained network, they are able to remove 97.75% of the weights without accuracy loss. Tu et al. [14] propose a deep neural network compression method that starts with removing the unnecessary parameters and then uses Fisher Information to further reduce the parameter count. As a last step, they utilize a non-uniform fixed point quantization to assign more bits to parameters with higher Fisher Information estimates. Their research of using information theory for pruning has resulted in reducing the weights by 94.72%.

As a motivation for our network growing approach we also ran a pruning experiment. Our aim is to first demonstrate that using magnitude pruning method, we can reduce our baseline network to similar size of the more sophisticated pruning methods while achieving competitive accuracy. This will also serve as a comparison basis later when we introduce our growing method. Because both of our pruning and growing methods target the same fully connected layer, as a second aim, we will be in a position to demonstrate that we can grow a network that is smaller than a similar pruned network. The architecture we chose for our baseline used two sequential convolution layers followed by a fully connected layer as shown in Table 1. The network has four layers, 61,160 32-bit weights and 221,950 connections. The first layer has six two-dimensional convolution filters each with a 7x7 kernel and a stride of two. The second layer is a three-dimensional convolution layer that has 50 filters each with a 7x7x6 kernel and a stride of four. The third layer is a fully connected layer with 100 perceptrons (100 FC). The fourth and final layer is the classifier, which has one perceptron for each class. Each of the ten perceptrons in the classifier layer is fully connected to the third layer. LeNet-5 [15] uses a similar architecture but with max pooling layers after each convolution. Max pooling layers help to reduce the number of weights but increase the required calculations. After the addition of a fully connected and classification layer, our baseline network has 0.5% more weights than LeNet-5 but, requires 35% fewer calculations to perform inference. To calculate size and number of connections, we use Equations 1 and 2 for convolution layers.
Table 2: Comparing Pruned Networks

| Neural Network               | Removed | Weights | Δ Accuracy |
|-----------------------------|---------|---------|------------|
| Babaeizadeh et al. (LeNet)  | 97.8%   | 13,579  | 0.00%      |
| Tu et al. (FC)              | 94.7%   | 31,972  | -0.92%     |
| Han et al. (LeNet)          | 91.7%   | 36,000  | 0.03%      |
| Blundell et al. (FC)        | 98.0%   | 48,000  | -0.15%     |
| Srinivas et al. (LeNet)     | 83.5%   | 71,000  | -0.76%     |
| Pruned Baseline (LeNet)     | 50.0%   | 30,468  | -0.11%     |

Weights = \((\text{Kernel}_{\text{Row}} \times \text{Kernel}_{\text{Column}} + \text{Bias}) \times \text{Filter}_{\text{Count}}\) \hspace{1cm} (1)

Connections = \((\text{Kernel}_{\text{Row}} \times \text{Kernel}_{\text{Column}} + \text{Bias}) \times \left(\frac{\text{InputWindow}_{\text{Row}} - \text{Kernel} - \text{Stride}}{\text{Stride}}\right)^2\) \hspace{1cm} (2)

where \(\text{Kernel}_{\text{Row}}\) is the number of rows and \(\text{Kernel}_{\text{Column}}\) is the number of columns in the convolution filter.

To calculate size and number of connections for fully connected layers, we use Equations 3 and 4.

Weights = \(#\text{of Perceptrons} \times (\text{PreviousLayerOutput}_{\text{Count}} + \text{Bias})\) \hspace{1cm} (3)

Connections = Weights - \(#\text{of Perceptrons}\) \hspace{1cm} (4)

Weight magnitude pruning is used to reduce the size of our baseline network. Weights close to zero have a small impact on the output sum. A threshold is used to determine how far away from zero a weight value has to be before it is removed. With this method we can remove 50% of weights without sacrificing the accuracy. In Table 2 we compare various pruning methods based on the percentage of weights removed and the change in accuracy with respect to the original network before pruning. The method of Babaeizadeh et al. [11] is able to prune down to the smallest network without accuracy loss. Pruning approach of Han et al. [8] has the next most notable performance in terms of network size reduction with a slightly improved accuracy. Our baseline network has the least number of weights pruned but still resulted in the second smallest network and third smallest loss in accuracy.

In summary, the methods mentioned above prune large number of connections and reduce the size of networks without sacrificing accuracy. This indicates many weights in the fully connected layer are unnecessary, which leads us to a question: as we forward-propagate training data through a neural network, can the outputs of layers be analyzed to find only necessary (critical) connections? If this is possible then the critical question is: Can we find an optimal architecture by analyzing the output of perceptrons before training? If so, this would eliminate the need to train and then prune an entire neural network offline before implementing in hardware. We introduce our approach which answers these questions in the next section.
3 Artificial Neurogenesis

3.1 Background

For reference, when explaining connections between layers, we will refer to the layer that produces output values as the source layer and the layer receiving values as the destination layer. We treat perceptrons as atomic units whose inputs are connected to the outputs of perceptron(s) in the source layer. Our perceptron is a simple multiply and accumulate engine whose sum is applied to a non-linear function, which is then passed on to perceptron inputs in the next layer. Artificial Neurogenesis (ANG), our method of growing a neural network, is employed where a fully connected layer would normally reside. It grows the neural network by adding perceptrons to a new destination layer while making only critical connections from the outputs in the source layer.

A Seed Network is the starting point for ANG. The last layer of a Seed Network is the source layer for the ANG algorithm. Because a Seed Network determines the minimum size of the neural network, it needs to be as small as possible. When working with two-dimensional input data, convolution layers are a good choice for the Seed Network. A convolution layer requires very few weights and the feature maps they produce are the same size or smaller than their input data. Smaller feature maps require fewer connections to the destination layer.

Critical connections between source and destination layers are determined by analyzing the perceptron outputs of the source layer as we forward-propagate training data through the Seed Network. The source layers produce feature maps whose values change significantly as data from different classes are presented to the Seed Network input. We use these feature map differences to determine which source layer perceptrons are outputting critical data.

3.2 Artificial Neurogenesis Algorithms

ANG consists of two algorithms designed to find the critical connections between layers. Algorithm 1 searches for the two most extreme members of each class. For every class, source layer output averages are calculated as each member is forward-propagated through the Seed Network. The members of a class that produce outputs most and least similar to the average outputs are chosen as extreme members. Algorithm 2 uses the extreme members of each class to determine the critical source layer perceptron outputs, which are then connected to the destination layer perceptron inputs.

As a preprocessing step, before executing Algorithms 1 and 2, we first build a Seed Network to which a temporary classifier is connected. Once the temporary classifier is fully connected, the Seed Network is primed by training on all available training data. A priming cycle occurs when all the training data has been forward and back-propagated once. After several priming cycles, the temporary Seed Network classifier is removed and the outputs of the source layer perceptrons are ready to be analyzed by Algorithms 1 and 2.

Algorithm 1 - Extreme Member Search: This algorithm is designed to find two members of each class that cause extreme feature maps to be generated
Algorithm 1: Extreme Class Member Search

Result: Class Members Sorted by Mean Squared Error Between Source Layer Output and Source Layer Average Output

Create a Seed Network;
Attach a Temporary Classifier;
Prime Seed Network;
Remove Temporary Classifier;

for Each Class in Data Set do
  Count ← Number of Class Members;
  for Each Perceptron in Source Layer do
    Sum[Perceptron] ← 0;
  end
  for Each Member in Class do
    Forward-Propagate Class Member;
    for Each Perceptron in Source Layer do
      Sum[Perceptron] += Perceptron Output;
    end
  end
  for Each Perceptron in Source Layer do
    Avg[Perceptron] ← Sum[Perceptron] ÷ Count;
  end
  for Each Member in Class do
    Error[Member] ← 0;
    Forward-Propagate Class Member;
    for Each Perceptron Output in Source Layer do
      Error[Member] += Error( Avg[Perceptron] - Output );
    end
  end
  Sort Members in Class by Error[Member];
end

at the source layer outputs. As shown in Algorithm 1, one class at a time, all the members of the class are forward-propagated through the Seed Network. After each class member is forward-propagated to the source layer, a sum for each perceptron output is calculated. After all of the class members have been forward-propagated, the average output value for each source layer perceptron is determined by dividing the perceptron sums by the number of class members. Together, all of the output averages form an average feature map for each class, and each member of the class is forward-propagated through the Seed Network again. The feature map created by the source layer for each class member is compared to the average feature map and the mean squared error between the two is calculated. Members of the class are then sorted by their mean squared error. After sorting, the first member of the class has a feature map that is most similar to the average and the last member has a feature map that is least similar to the average. The first and last in the sorted class list represent the extreme members of that class.
Algorithm 2: Find and Connect Critical Outputs

Result: New Destination Layer Connected to Source Layer Critical Outputs

for Each Class in Data Set do
    for First and Last Members in Class do
        Forward-propagate Class Member;
        Sum ← 0;
        for Each Source Layer Perceptron Output do
            Sum += Output;
        end
        Average ← Calculate Output Mean;
        Sum ← 0;
        for Each Source Layer Perceptron Output do
            Sum += (Average - Output)^2;
        end
        σ ← Calculate Standard Deviation;
        Add Extreme Perceptron to Destination Layer;
        for Each Source Layer Perceptron Output do
            if Output is ±xσ from Mean then
                Connect Perceptron Input to Output;
            else
                This is Not a Critical Connection;
            end
        end
    end
end

Algorithm 2 - Critical Connection Search: In this phase we grow a destination layer by adding and connecting new perceptrons to the source layer. We refer to the new perceptrons as extreme perceptrons. For every class, we present the first member to the Seed Network and forward-propagate. The source layer outputs are analyzed to calculate the average and standard deviation (σ) for all perceptron outputs. Perceptrons in the source layer whose outputs are ±xσ from the average are critical outputs, where x is a scaling factor. These outputs are connected to the destination layer’s extreme perceptron. After the extreme perceptron is connected, another extreme perceptron is added to the destination layer and the last member of the class is presented to the Seed Network input. The Seed Network is forward-propagated and the process is repeated. After two extreme perceptrons for the class are connected, first member of the next class is presented to the Seed Network and the whole process is repeated. Algorithm 2 shows the process for finding and connecting critical source layer outputs.

Once two extreme perceptrons for each class have been added and connected to the source layer, a classifying layer is connected to the new destination layer and the entire network is trained. If the grown network does not meet accuracy goals, the newly grown destination layer is augmented with additional extreme perceptrons. The classes that do not perform well are the sources of input data to
Algorithm 3: Artificial Neurogenesis

Create Seed Network (Table 3);
Prime Seed Network;
Remove Seed Network Classifier;
Add a Destination layer;
Add Classifying layer;

while Accuracy not Achieved do
    Extreme Member Search (Algorithm 1);
    for Each Extreme Member do
        Find and connect critical outputs (Algorithm 2);
        Connect Extreme Perceptron output to Classifier;
    end
    Train network using ALL training data;
    Remove found extreme members from training set;
end

initiate further ANG cycles. For each class that needs improvement, the second and second to last members are used as inputs just like the first and last were originally used.

Algorithm 3 - ANG Overview: As shown in Algorithm 3, the ANG is implemented based on the interactions between the extreme member search and critical connection search algorithms. The algorithms are nested in two loops. The outside loop, which executes Algorithm 1, is continued until the required accuracy is met. The inner loop executes Algorithm 2 for each critical member in every class. It is important to note that after the inner loop finishes, a new set of extreme members are found in the outer loop. The extreme members that were just used to find critical connects are removed from consideration in the next iteration. This forces new critical connections to be found.

4 Artificial Neurogenesis Experiments

In our experiments, we use the MNIST data set that contains 60,000 training and 10,000 testing images. We divided the training data set into 57,000 images for training and 3,000 images for validation and network tuning. The testing data held aside and is never used for tuning the networks.

The training of our neural networks is divided into cycles. Like a priming cycle, a single training cycle is completed when all of the training data has been forward and back-propagated once. At the end of every training cycle, we execute a validation inference and then randomize the training data. The accuracy of the validation inference is compared to a current maximum. If the validation inference accuracy is greater than the current maximum, the current maximum is set to the validation accuracy and testing inference is executed and the testing accuracy is noted.

Because experimental results are affected by the order in which training images are presented to the neural network, we have turned off random seeding
so that the software generates identical sets of random images for each test. We do the same for weight initialization. This helps to ensure any accuracy change is due solely to modifications we make to the network.

In each experiment, training is halted when one of the following stopping criteria are met; the number of training cycles reaches 30, the validation accuracy reaches 100%, or the validation accuracy does not increase over 20 consecutive training cycles.

Our ANG experiments require us to choose a Seed Network. To ensure our experiments can be easily compared to our baseline (Table 1), it makes sense to use the same two convolution layers that our baseline network uses. For each experiment we prepare the Seed Network as outlined in Section 3.2. First, we build a Seed Network (Table 3) to which we connect a temporary classifier. We then randomize all weights and proceed to prime the network. After priming, the Seed Network is ready for the experiments. Before comparing networks grown with ANG to our baseline network, we conduct experiments for hyper-parameter selection that we cover in the following subsections.

### 4.1 Finding Minimum Priming Cycle Count

We prime the Seed Network to move the weights out of a random state. As the accuracy of the Seed Network increases, the feature maps created by the source layer become more focused and we are better able to find the critical outputs. As the priming cycles progress, accuracy saturation is expected. Therefore, our aim in this experiment is to determine the minimum number of priming cycles before saturation occurs.

We prime the network allowing the validation inference to dictate when a testing inference is executed. The experiment ends when one of the stopping criteria are met. In Table 4, we show Training cycle (57,000 images per cycle), Training accuracy, Validation accuracy on 3,000 images after training and Test accuracy on 10,000 images in the test data set. We observed saturation in validation accuracy starting at 18 priming cycles through 30 cycles. Therefore we will use cycle 18 as the stopping point in the following experiments.

### 4.2 Finding the Best Scaling Factor $\sigma$

When the extreme perceptrons are being connected to the source layer, the $\sigma$ value determines how far from the average an output can be and still be considered critical. In this experiment, using the minimum priming cycle count, our aim is to determine the value for the scaling factor $\sigma$ that produces the most accurate network.

---

Table 3: Seed Network plus Classifier

| Layer   | Filter | Kernel | Stride | Perceptron | Weight |
|---------|--------|--------|--------|------------|--------|
| 2D Conv | 6      | 7      | 2      | 864        | 300    |
| 3D Conv | 50     | 7      | 4      | 450        | 14,750 |
| Classifier | 10    |        |        | 1,010      |        |
| Totals  | 1,324  |        |        | 16,060     |        |
Table 4: Seed Network Priming Accuracy

| Cycle | Train | Validate | Test |
|-------|-------|----------|------|
| 0     | 0.00% | 0.00%    | 9.90%|
| 1     | 89.87%| 96.18%   | 95.13%|
| 2     | 95.97%| 97.94%   | 96.93%|
| 3     | 96.88%| 98.22%   | 97.47%|
| 4     | 97.31%| 98.33%   | 97.52%|
| 7     | 97.79%| 98.63%   | 97.86%|
| 12    | 98.07%| 98.83%   | 98.03%|
| 15    | 98.23%| 98.84%   | 98.04%|
| 18    | 98.32%| 98.86%   | 98.20%|
| 30    | 98.32%| 98.86%   | 98.20%|

Table 5: Seed Network Scaling Factor Sweep vs. Number of Critical Connections and Test Accuracy when Validation Accuracy peaks

| Scale Factor | Critical Connect | Test Accy | Scale Factor | Critical Connect | Test Accy |
|--------------|------------------|-----------|--------------|------------------|-----------|
| 0.1          | 16.180           | 98.24%    | 0.9          | 20.876           | 98.38%    |
| 0.2          | 17.063           | 98.49%    | 1.0          | 21.211           | 98.80%    |
| 0.3          | 17.832           | 98.36%    | 1.01         | 21.239           | 98.82%    |
| 0.4          | 18.502           | 98.52%    | 1.1          | 21.472           | 98.62%    |
| 0.5          | 19.133           | 98.59%    | 1.2          | 21.743           | 98.45%    |
| 0.6          | 19.666           | 98.60%    | 1.3          | 22.009           | 98.56%    |
| 0.7          | 20.135           | 98.44%    | 1.4          | 22.267           | 98.57%    |
| 0.8          | 20.542           | 98.75%    | 1.5          | 22.529           | 98.71%    |

For each scaling factor shown in Table 5, we prepare a Seed Network, prime it to the minimum priming cycle count and analyze the source layer output to determine $\sigma$. We sweep the scaling factor value ranging from 0.1 to 1.5 in increments of 0.1 and apply over the $\sigma$ value to change the number of critical connections made. After the critical connections are made, a classifier is connected to the new destination layer and the entire network is trained. As shown in Table 5, sweeping the scaling factor has the desired effect of changing the number of critical connections. We observe that both the test accuracy and the validation accuracy peak at 1.01. However, because the difference between this accuracy and the accuracy at a scaling factor of 1.0 is only 0.02%, we choose the scaling factor of 1.0 to eliminate the need for a scaling hyper-parameter.

4.3 Growing the Most Accurate Architecture

We sweep priming cycles with scaling factor of 1.0 to find the number of priming cycles needed to grow our most accurate network. One at a time, we prepare a Seed Network by varying the priming cycles from 1 to 25. We add the extreme perceptrons and connect source layer outputs $\pm 1.0 \sigma$ from the average to the destination layer. We train the entire network until one of the stopping criteria are met. In Table 6, we observe that the number of critical connections reduces as we increase the number of priming cycles. This effect is not seen during the
earlier priming cycle sweep experiment presented with Table 4 where the priming cycles were held to 18. As we sweep the number of priming cycles, the testing inference accuracy varies between 98.28% and 98.80% with a peak validation accuracy on the eleventh priming cycle.

Based on the sweeping based experiments presented above, the configuration of the final ANG generated architecture is shown in Table 7. The fully connected layer in this table is a direct result of the best scaling factor of $1\sigma$ found in Table 5 and the number of priming cycles of 11 found in Table 6.

### 5 Artificial Neurogenesis Analysis

The goal of ANG is to grow neural networks that are small enough to fit into low SWaP embedded hardware while still performing as well as full sized networks. ANG starts with a Seed Network that has 19,560 weights (Table 3) and then as shown in Table 7, the Seed Network is grown to a size of 21,211 weights.

In Table 8, we present our final comparison in terms of number of weights (Starting and Final), Relative Size in terms of the percentage of change in number of weights relative to the grown ANG network, and Test Accuracy. Based on the starting weight sizes, none of the pruning based methods are as suitable as our ANG Grown method for execution in low SWaP hardware. In terms of the final number of weights, the grown ANG network is smaller than all but one network [11]. In terms of accuracy, the grown ANG network is less accurate
Table 8: Network Size Relative to Grown ANG Network

|                      | Neural Network | Starting Weight | Final Weight | Relative Size % | Test Accy |
|----------------------|----------------|-----------------|--------------|-----------------|-----------|
| Babaeizadeh et al. [11] | 606K           | 13.6K           | -35.9        | 99.1            |           |
| Tu et al. [14]       | 606K           | 32K             | 50.9         | 98.4            |           |
| Han et al. [8]       | 431K           | 36K             | 69.7         | 99.2            |           |
| Blundel et al. [13]  | 2.4M           | 48K             | 126          | 98.6            |           |
| Srinivas et al. [12] | 431K           | 71K             | 235          | 98.4            |           |
| ANG Grown            | 21.2K          | 21.2K           | 0.0          | 98.8            |           |

than only two networks ([11] and [8]). In overall, we believe that unlike other methods, the ANG offers ability to train and infer completely on-chip with a slight trade-off in accuracy. Another advantage of our method is that it offers faster training and inference time due to much smaller starting network size.

Artificial Neurogenesis (ANG) is the opposite of pruning. ANG grows a network from a small seed using only the resources required to achieve a size of 21,211 weights. Pruning methods on the other hand demand for much more resources to store and process a full network of weights ranging from 400,000 [12] to 2.4 million [13] before training and reducing to scale of 13,579 weights.

The proposed ANG grows a network whose testing accuracy (98.80%) is comparable to the best pruned accuracy (99.05%), only differing by 0.25%. We finally evaluate the efficiency of the ANG method based on its ability to find connections that are more critical than the connections revealed by weight magnitude pruning. The contribution of the proposed algorithm can only be validated if a normal network with same structure cannot reach the same performance. To determine this, we will build a network whose architecture is identical to our ANG network, Tables 7 and Table 9, train the network until the stopping criteria are met and compare the results. As shown in Table 10, the 20 FC network testing accuracy never reaches the accuracy of 98.80% achieved by our ANG grown network. If we prune the network to nearly the same size as our grown network (bold row, 11.80% removed), the Test Accuracy is significantly less. More importantly, even with the 20 FC network not pruned (0% Removed), the achieved testing accuracy is less than the ANG grown network. If we compare the two networks by their connection counts, the ANG grown network is significantly more accurate. This gives us confidence that the algorithm is performing well and is choosing critical connections.

Table 9: 20 Perceptron Fully Connected Network (20 FC)

| Layer          | Filters | Kernel | Stride | Perceptrons | Weights |
|----------------|---------|--------|--------|-------------|---------|
| 2D Conv        | 6       | 7      | 2      | 864         | 300     |
| 3D Conv        | 50      | 7      | 4      | 450         | 14,750  |
| Full           |         |        |        | 20          | 9,020   |
| Classifier     |         |        |        | 10          | 210     |
| Totals         |         |        |        | 1,344       | 24,280  |
Table 10: Pruned 20 Perceptron Fully Connected Network

| % Removed | Connections | Test Accuracy | Error |
|-----------|-------------|---------------|-------|
| 0%        | 24,280      | 98.50%        | 1.50% |
| 1.77%     | 23,850      | 98.50%        | 1.50% |
| 5.79%     | 22,874      | 98.49%        | 1.51% |
| 6.18%     | 22,779      | 98.48%        | 1.52% |
| 7.39%     | 22,486      | 98.46%        | 1.54% |
| 8.54%     | 22,207      | 98.47%        | 1.53% |
| 11.80%    | 21,416      | 98.39%        | 1.61% |
| 15.18%    | 20,595      | 98.37%        | 1.63% |
| 18.24%    | 19,852      | 98.26%        | 1.74% |
| 20.90%    | 19,205      | 98.01%        | 1.99% |
| 23.28%    | 18,827      | 97.59%        | 2.41% |
| 25.25%    | 18,150      | 95.97%        | 4.03% |
| 26.98%    | 17,729      | 93.82%        | 6.18% |
| 28.46%    | 17,369      | 91.85%        | 8.15% |
| 36.00%    | 15,538      | 61.10%        | 38.90%|
| 37.61%    | 15,148      | 33.29%        | 66.71%|

6 Conclusions and Future Work

We propose a network growing method as an alternative to traditional pruning based approaches so that we avoid the need for offline training and make training a feasible process under low SWaP requirements. Our algorithm, Artificial Neurogenesis (ANG), grows neural networks from small Seed Networks by identifying critical outputs in the source layer and connecting them to destination layer. Once a network has been grown and trained, ANG then applies pruning as a final step to further reduce the size of the neural network. Working with the MNIST data set, we applied ANG to grow a neural network that achieves 98.8% inference accuracy on the test data set.

One of the main conclusions that can be reached from this research is that the training data holds information that can be used to determine network architecture prior to training. In this instance, we only targeted the fully connected layer but, ANG can be applied to the connections to the classifying layer. This will be investigated in future research along with analyzing the convolution layers to find critical connections.

The neural network we grew only required 21.2K weights to support this accuracy. To the best of our knowledge, no other method in the literature uses input data to determine an architecture that can be implemented on low SWaP hardware. Because we were able to prune the grown layer, it is reasonable to assume we have not found the optimal critical connections. Therefore, future research will be directed at further analyzing the source layer outputs. One change would be to use the average image data as the target for analysis instead of an actual image close to the average image data. It is our belief that neural networks can be grown to near optimal architectures using input data as a guide. ANG has proven to be a step in that direction.
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