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Abstract We study the large time behavior of solutions to a linear transmission problem in one space dimension. The problem at hand models a thermoelastic material with second sound confined by a purely elastic one. We shall characterize all equilibrium states of the considered system and prove that every solution approaches one designated equilibrium state with an exponential rate as time goes to infinity. Hereto, we apply methods from the theory of strongly continuous semigroups. In particular, we obtain uniform resolvent bounds for the underlying generator. This removes the largeness assumption of elastic wave speeds imposed in [Y. P. Meng and Y. G. Wang, Anal. Appl. (Singap.) 13 (2015)] for having an exponential energy decay rate when the problem only has the trivial equilibrium. In an appendix we provide a similar exponential stability result for the case where heat conduction is modeled using Fourier’s law.
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1 Introduction

Many interesting applications give rise to transmission problems, which are systems of differential equations with discontinuous coefficients and transmission conditions imposed on some interfaces. In this note we are concerned with a transmission problem for a coupled system of elasticity and thermoelasticity, as illustrated in Figure 1. In this work, the heat conduction in thermoelasticity obeys the Cattaneo law, which transforms the classical thermoelastic system of hyperbolic-parabolic type into the thermoelastic system with second sound, a strictly hyperbolic one, cf. [19]. We aim to develop the linear semigroup theory to re-study the long time stability analysis of this problem initiated in [13] via the Lyapunov argument. In particular, by the means of uniform resolvent bounds, we shall show that all equilibria are exponentially stable. While our motivation stems from the work [13], where only the model with Cattaneo’s law is considered, it seems to us that the same setting but with classical Fourier’s law for heat conduction has not been studied, in particular in the
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semigroup context, as well. For this reason, in the appendix, we also provide details on how to obtain exponential stability when Fourier’s law is employed and the thermoelastic part of the bar is modeled in the classical way. The one-dimensional systems investigated here serve as toy-models for the curl-free part of considerably more complicated vectorial cases and are also of interest from the perspective of control theory.

![Fig. 1 Illustration of an elastic(E)-thermoelastic(TE)-elastic bar](image)

The dynamics of the elastic-thermoelastic-elastic bar under consideration, with Cattaneo’s law for heat conduction, are modeled by the following set of coupled partial differential equations,

\[
\begin{align*}
    u_{tt} - au_{xx} + m\theta &= 0 \quad \text{in} \quad [L_1, L_2] \times \mathbb{R}^+, \\
    \theta_t + kq_x + mu_{xt} &= 0 \quad \text{in} \quad [L_1, L_2] \times \mathbb{R}^+, \\
    \tau q_t + q + k\theta_x &= 0 \quad \text{in} \quad [L_1, L_2] \times \mathbb{R}^+, \\
    v_{tt} - bv_{xx} &= 0 \quad \text{in} \quad [0, L_1] \cup [L_2, L_3] \times \mathbb{R}^+,
\end{align*}
\]

with transmission conditions at the interfaces

\[
\begin{align*}
    u(L_i, \cdot) &= v(L_i, \cdot) \quad \text{in} \quad \mathbb{R}^+ \quad (i = 1, 2), \\
    au_x(L_i, \cdot) - m\theta(L_i, \cdot) &= bv_x(L_i, \cdot) \quad \text{in} \quad \mathbb{R}^+ \quad (i = 1, 2),
\end{align*}
\]

and usual Dirichlet conditions for the displacement at the endpoints of the bar as well as for the heat flux at the insulated ends of the middle part,

\[
\begin{align*}
    q(L_1, \cdot) &= q(L_2, \cdot) = 0 \quad \text{in} \quad \mathbb{R}^+, \\
    v(0, \cdot) &= v(L_3, \cdot) = 0 \quad \text{in} \quad \mathbb{R}^+,
\end{align*}
\]

further complemented by initial conditions

\[
\begin{align*}
    u(\cdot, 0) &= u_0, \quad u_t(\cdot, 0) = u_1, \quad \theta(\cdot, 0) = \theta_0, \quad q(\cdot, 0) = q_0 \quad \text{in} \quad [L_1, L_2], \\
    v(\cdot, 0) &= v_0, \quad v_t(\cdot, 0) = v_1 \quad \text{in} \quad [0, L_1] \cup [L_2, L_3].
\end{align*}
\]

The unknown functions to be determined are the displacement \( u \), the temperature \( \theta \) and the heat flux \( q \) for the middle part of the bar, while \( v \) is the unknown displacement of the outer parts. Moreover, \( a, m, k, \tau, b > 0 \) are strictly positive parameters, which are arbitrary but fixed and represent physical properties of the considered materials. The limit case \( \tau = 0 \) corresponds to Fourier’s law of heat conduction, where \( q = -k\theta_t \), regarding which we refer to \( [19] \), some references below and the appendix. As in \( [13] \), we assume that the elastic speed \( \sqrt{b} > 0 \) is identical for the material in \( [0, L_1] \) and \( [L_2, L_3] \). The problem \( (1)-(4) \) was studied in \( [13] \) by using the energy method, in which they obtained that if the initial data satisfy the constraint

\[
\int_{L_2}^{L_3} \theta_0 dx + m(u_0(L_2) - u_0(L_1)) = 0,
\]
and the wave speed $\sqrt{b}$ is large enough in the sense of [13] (3.37) of Theorem 3.8, then the solution of the above problem decays exponentially to zero in the energy space when $t$ goes to infinity.

The aim of this article is to study the problem (1)-(4) by using a semigroup approach, and we shall deduce that the localized dissipation of the thermoelasticity in the equations (1)-(4) is strong enough to guarantee any stationary state of the problem (1)-(4) being exponentially stable, and the constraint (5) being equivalent to that this problem has only the trivial equilibrium.

Thus, in contrast to [13], there are two novelties at least in this paper, one is that by using the semigroup approach, without the largeness requirement of the wave speed $\sqrt{b}$ imposed in [13], we obtain that the solution of (1)-(4) decays to zero exponentially when the time $t$ goes to infinity under the assumption (5) of the initial data, the second is that any solution of this problem goes to a steady state exponentially when $t$ goes to infinity even without the constraint (5). Besides that, it seems that exponential stability for solutions to (1)-(4) with $\tau = 0$ (using Fourier’s law) is likewise not available in the literature up to now, in particular from a semigroup point of view. Therefore, the discussion we provide in the appendix might be of interest as well. For cases where the thermoelastic part is located in at least one end of the bar, exponential stability has been obtained in a semilinear context with Cattaneo’s law by Sare, Muñoz Rivera & Racke [21] and with Fourier’s law by Marzocchi, Muñoz Rivera & Naso [12]. These works both employ an energy method for treating the semilinear problem directly.

The essential difference of our approach, compared to the energy functional method used in [13], is that we work in the frequency domain and study the generator of the semigroup which governs the linear dynamics. While an energy functional approach, employed for example in [1, 6, 10, 13, 14, 18, 21, 23], is beneficial in that it directly applies to some semilinear settings, there might appear disadvantages when necessary conditions for stability are desired or in cases where suitable Lyapunov type functionals are difficult to obtain. On the contrary, the linear semigroup approach offers several equivalent characterizations for exponential stability and some criteria for weaker forms such as polynomial or strong stability, which have also proven to be helpful for showing the lack of exponential stability, see for example [12, 13, 14, 16, 20, 22, 24, 25].

Regarding (1)-(4), we shall observe below, see (9), that the generator $\mathcal{A}$ of the underlying semigroup allows a natural decomposition $\mathcal{A} = \mathcal{C} + \mathcal{E}$ with $\mathcal{C}$ skew-adjoint and $\mathcal{E}$ bounded selfadjoint. We note that therefore the dissipative effects, entering this system only through the heatflux $q$, are rather weak. In particular, the spectrum of $\mathcal{A}$ lives in an infinite strip of thickness $\tau^{-1}$ touching the imaginary axis, see Remark 2.1 and Proposition 2.2 below. This is due to the use of Cattaneo’s law for modeling the thermoelastic component as a hyperbolic system in order to rule out the paradox of infinite speeds of propagation, observed for classical heat diffusion models following Fourier’s law [19]. With Fourier’s law, the perturbation $\mathcal{E}$ becomes an unbounded one, introducing some parabolic features. In both cases, the nice structure of the generator relies on the natural choice of the transmission conditions (2), which guarantee a matching of the forces at the interfaces.

For a solution $U = [u(t,x), v(t,x), \theta(t,x), q(t,x), u_0(t,x), v_0(t,x)]'$ to (1)-(4) the energy $E_U$ at time $t$ is defined by

$$E_U(t) := \frac{1}{2} \left[ \int_{L_1}^{L_3} \left( b|v_0(t,x)|^2 + |v_0(t,x)|^2 \right) dx \right] + \frac{1}{2} \left[ \int_{L_1}^{L_2} \left( |u_0(t,x)|^2 + \sqrt{\tau}|q(t,x)|^2 \right) dx \right].$$  \hspace{1cm} (6)
Our main result, stated later in Theorem 3.2, can for the time being be formulated as below in Theorem 1.1. For the case of Fourier’s law we refer to Theorem A.1.

**Theorem 1.1** There exist constants $M, \omega > 0$ such that, for every initial datum

$$U_0 = [u_0, v_0, q_0, \theta_0, u_1, v_1]'$$

with finite energy $E_{U_0}$, the corresponding finite energy solution

$$U = U(t, x) = [u(t, x), v(t, x), q(t, x), \theta(t, x)]'$$

to (1) - (4) satisfies

$$E_{U - W_0}(t) \leq Me^{-\omega t} \quad (t \geq 0),$$

where $W_0$ is a stationary solution to (1) - (4) and uniquely determined by $U_0$.

The structure of the article at hand is as follows. In Section 2, the well-posedness of (1)-(4) is settled in the framework of strongly continuous semigroups, some spectral properties of the generator are obtained and all stationary states are characterized. Then, in Section 3 the uniform exponential stability result of Theorem 1.1 is established. Some calculations are outsourced to Section 4. Finally, some details regarding the classical model with Fourier’s law, culminating in Theorem A.1, are presented in form of an appendix.

## 2 Well-posedness and stationary solutions

Given a linear operator $T$, its spectrum is denoted by $\sigma(T)$, the point spectrum of $T$ by $\sigma_p(T)$ and the resolvent set of $T$ by $\rho(T)$. For a complex number $\lambda$, the notation $\lambda - T$ is short for $\lambda I - T$. Furthermore $\mathbb{R}\lambda$ stands for the real part of $\lambda \in \mathbb{C}$ and $\bar{\lambda}$ for its complex conjugate. We define the state space for solutions of (1) - (4) by

$$\mathcal{H} := \left\{ [u^1, v^1, \theta, q, u^2, v^2]' \in H^1(L_1, L_2) \times H^1((0, L_1) \cup (L_2, L_3)) \times L^2(L_1, L_2) \times L^2(L_1, L_2) \times L^2((0, L_1) \cup (L_2, L_3)) \quad \text{such that} \quad \nu^1(0) = \nu^1(L_3) = 0 \quad \text{and} \quad u^1(L_i) = \nu^1(L_i) \quad \text{for} \quad i = 1, 2 \right\},$$

and introduce on $\mathcal{H}$ the inner product

$$\langle U, V \rangle_{\mathcal{H}} := \int_{L_1}^{L_2} \left( \overline{au^1}_x u^1_x + \overline{au^2}_x u^2_x + \nu(\overline{\theta} \theta + \overline{v^2} v^2) \right) dx + \left[ \int_{L_1}^{L_3} b_i \overline{v^1}_x v^1_x + \nu^2 v^2 \right] dx,$$

which corresponds to the energy functional $E_U(t)$ given in (6). Let $U := [u^1, v^1, \theta, q, u^2, v^2]' \in \mathcal{H}$ be given and define on $[0, L_3]$ the function $w(x) := \nu^1(x)$ if $x \in [L_1, L_2]$, $w(x) := \nu^1(x)$ if $x \in [0, L_1] \cup [L_2, L_3]$, which is continuous by definition of $\mathcal{H}$ and belongs to $H^1_0(0, L_3)$.

Then, by applying the Poincaré inequality to $w$, there exists a constant $C > 0$ such that

$$\|u^1\|^2_{L^2(L_1, L_2)} + \|v^1\|^2_{L^2((0, L_1) \cup (L_2, L_3))} = \int_0^{L_3} |w|^2 dx \leq C \int_0^{L_3} |w_x|^2 dx \quad \text{(7)}$$

$$= C \left( \|u^1\|^2_{L^2(L_1, L_2)} + \|v^1\|^2_{L^2((0, L_1) \cup (L_2, L_3))} \right),$$
in particular, \( \mathcal{H} \) together with the norm \( \| \cdot \|_\mathcal{H} \) induced by \( \langle \cdot , \cdot \rangle_\mathcal{H} \) is a Hilbert space.

We define the linear operator \( \mathcal{A} : \mathcal{H} \supseteq D(\mathcal{A}) \to \mathcal{H} \) for \( U = [u^1, v^1, \theta, q, u^2, v^2]' \) via

\[
\mathcal{A}U := \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & -k d_x - m \delta_x & 0 & 0 & 0 \\
0 & 0 & -\frac{1}{m} d_x & \frac{1}{m} & 0 & 0 \\
a d_x & 0 & - m \delta_x & 0 & 0 & 0 \\
0 & b d_x & 0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
u^1 \\
v^1 \\
\theta \\
q \\
u^2 \\
v^2
\end{bmatrix}
= \begin{bmatrix}
\frac{1}{m} \delta_x & -\frac{1}{m} \theta_x & \frac{1}{m} q \\
-(kq + mu^2)_x \\
\theta & \frac{1}{m} \theta_x & \frac{1}{m} q
\end{bmatrix},
\]

on its domain

\[
D(\mathcal{A}) := \{ U \in \mathcal{H} \mid \mathcal{A}U \in \mathcal{H}, au^1(L_t) - m \theta(L_t) = bu^1(L_t), q(L_t) = 0, i = 1, 2 \},
\]

which can explicitly be described by

\[
D(\mathcal{A}) = \left\{ U \in \mathcal{H} \cap \left[ H^2(L_1, L_2) \times H^2((0, L_1) \cup (L_2, L_3)) \times H^1(L_1, L_2) \times H^1(L_1, L_2) \times H^1((0, L_1) \cup (L_2, L_3)) \right] \mid u^2(L_t) = v^2(L_t), \right. \\
\left. v^2(0) = v^2(L_3) = 0, au^1(L_t) - m \theta(L_t) = bu^1(L_t), q(L_t) = 0, i = 1, 2 \right\}.
\]

In order to verify this equality, note that \( \mathcal{A}U \in \mathcal{H} \) implies \( u^2, v^2 \in H^1(L_1, L_2), v^2 \in H^1((0, L_1) \cup (L_2, L_3)) \) and \( u^2(L_t) = v^2(L_t), i = 1, 2 \). Moreover, \( kq + mu^2 = z \in H^1(L_1, L_2) \), hence \( q = k^{-1}(z - mu^2) \in H^1(L_1, L_2) \). Now, one can read from \( \mathcal{A}U \in \mathcal{H} \) that \( \theta \in H^1(L_1, L_2) \) and \( au^1 - m \theta = z \in H^1(L_1, L_2) \), which imply together that \( u^1 = a^{-1}(z - m \theta) \in H^1(L_1, L_2) \), hence \( u^1 \in H^2(L_1, L_2) \). Finally, one can directly see that \( v^1 \in H^2((0, L_1) \cup (L_2, L_3)) \). In particular the pointwise boundary conditions are justified thanks to the Sobolev embedding \( H^1(I) \hookrightarrow C(I) \) for every open \( I \subseteq \mathbb{R} \). The other inclusion follows directly.

Through \( u^2 = u_t \) and \( v^2 = v_t \), the original equations (1) - (4) can be transformed into the following Cauchy problem in an abstract form

\[
\begin{align*}
\frac{d}{dt} U(t) &= \mathcal{A}U(t), \quad t \geq 0, \\
U(0) &= U_0 \in \mathcal{H}.
\end{align*}
\]

We introduce, according to [5] Page 145f, two solution concepts for this Cauchy problem. Consider a \( \mathcal{H} \)-valued function \( U : \mathbb{R}_+ \to \mathcal{H} \). If \( U \in C^0([0, \infty) ; D(\mathcal{A})) \cap C^1([0, \infty) ; \mathcal{H}) \) and \( U \) satisfies (8) in \( \mathcal{H} \), then \( U \) is said to be a classical solution to (8). If \( U \in C^0([0, \infty) ; \mathcal{H}) \) with \( \int_0^t U(s) \, ds \in D(\mathcal{A}) \) for all \( t \geq 0 \) and

\[
U(t) = \mathcal{A} \int_0^t U(s) \, ds + U_0,
\]

then \( U \) is called a mild solution to (8). Assume that \( \mathcal{A} \) generates a strongly continuous semigroup \( (T(t))_{t \geq 0} \) in \( \mathcal{H} \). Due to the definition of \( D(\mathcal{A}) \), the existence of a classical solutions is equivalent to \( U_0 \in D(\mathcal{A}) \). For \( U_0 \in D(\mathcal{A}) \), the unique classical solution to (8) is then given by \( U(t) = T(t)U_0 \). If, more general, \( U_0 \in \mathcal{H} \), then the unique mild solution is given again by \( U(t) = T(t)U_0 \). The latter statements can be found in [5] 6.2 Proposition, 6.4 Proposition]. Regarding the correspondence of solutions to (8) and of solutions to (1) - (4) see also the discussion in [11].
Proposition 2.1 The operator $A$ generates a strongly continuous contraction semigroup $(T(t))_{t \geq 0}$ on $\mathcal{H}$.

Proof 1) We start by showing that $D(A)$ is dense in $\mathcal{H}$ and heretofore arbitrarily choose $U := [u^1, v^1, \theta, q, u^2, v^2] \in \mathcal{H}$. Then it is left to construct a sequence in $D(A)$ which converges to $U$ in $\mathcal{H}$. First, we define on $[0, L_3]$ the function

$$w^1(x) := \begin{cases} u^1(x) & x \in [L_1, L_2], \\ v^1(x) & x \in [0, L_1] \cup [L_2, L_3], \end{cases}$$

where $w^1 \in H^1_0(0, L_3)$ by definition of $\mathcal{H}$. Moreover, let $\gamma \in C^0_0(0, L_3)$ be a smooth function, which satisfies

$$\gamma(x) := \begin{cases} 0 & x \in \left[0, \frac{L_3}{4}\right) \cup [L_3 - \frac{L_3 - L_1}{4}, L_3], \\ u^1(L_1) & x \in \left(L_1 - \frac{L_3 - L_1}{4}, L_1 + \frac{L_3 - L_1}{4}\right), \\ u^1(L_2) & x \in \left(L_2 - \frac{L_3 - L_1}{4}, L_2 + \frac{L_3 - L_1}{4}\right). \end{cases}$$

In particular it holds $\gamma(L_i) = u^1(L_i), i = 1, 2$ and $\gamma(x) = 0$ for $x \in [0, L_1, L_2, L_3]$. Employing the density of $C^0_0(I) \in H^1_0(I)$ for open $I \subseteq \mathbb{R}$, there exist sequences $(\alpha_n)_{n \in \mathbb{N}} \subseteq C^0_0((0, L_1) \cup (L_2, L_3))$, $(\beta_n)_{n \in \mathbb{N}} \subseteq C^0_0(L_1, L_2)$, such that for $n \to +\infty$

$$\alpha_n \to (u^1 - \gamma)|_{[0, L_1] \cup (L_2, L_3)} \quad \text{in} \quad H^1((0, L_1) \cup (L_2, L_3)),$$

$$\beta_n \to (u^1 - \gamma)|_{(L_1, L_2)} \quad \text{in} \quad H^1(L_1, L_2).$$

Now define for each $n \in \mathbb{N}$,

$$v^1_n(x) := \alpha_n(x) + \gamma(x) \quad (x \in [0, L_1] \cup [L_2, L_3]),$$

$$u^2_n(x) := \beta_n(x) + \gamma(x) \quad (x \in [L_1, L_2]),$$

which satisfy for $n \to +\infty$ that $v^1_n \to v^1$ in $H^1((0, L_1) \cup (L_2, L_3))$ as well as $u^1_n \to u^1$ in $H^1(L_1, L_2)$. Moreover, for each $n \in \mathbb{N}$, ones has $u^1_n(L_1) = v^1_n(L_1)$ and $u^1_n(L_2) = v^1_n(L_2) = 0$, $i = 1, 2$. Finally, with the help of the dense inclusion $C^0_0(I) \subseteq L^2(I)$ for open $I \subseteq \mathbb{R}$, one can choose

$$(\theta_n)_{n \in \mathbb{N}}, (q_n)_{n \in \mathbb{N}}, (u^2_n)_{n \in \mathbb{N}} \subseteq C^0_0(L_1, L_2),$$

$$(v^2_n)_{n \in \mathbb{N}} \subseteq C^0_0((0, L_1) \cup (L_2, L_3)),$$

such that for $n \to +\infty$ one has $\theta_n \to \theta$ in $L^2(L_1, L_2)$, $q_n \to q$ in $L^2(L_1, L_2)$, $u^2_n \to u^2$ in $L^2(L_1, L_2)$ and $v^2_n \to v^2$ in $L^2((0, L_1) \cup (L_2, L_3))$. By construction, it holds that

$$U_n := [u^1_n, v^1_n, \theta_n, q_n, u^2_n, v^2_n] \in D(A)$$

for all $n \in \mathbb{N}$ and $U_n \to U$ in $\mathcal{H}$ as $n \to +\infty$. Thus, $D(A)$ is dense in $\mathcal{H}$.

2) A straightforward calculation, employing the boundary and transmission conditions, reveals that the $\mathcal{H}$-adjoint $A^\ast$ of $A$ satisfies $D(A^\ast) = D(A)$ and is given by

$$A^\ast U = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & -1 \\ 0 & 0 & 0 & 0 & k\partial_x \theta & 0 & 0 \\ 0 & 0 & k\partial_x \theta & -\frac{1}{2} & 0 & 0 & 0 \\ 0 & -\partial_x \theta & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & -b \partial_x \theta & 0 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} u^1 \\ v^1 \\ \theta \\ q \\ u^2 \\ v^2 \end{bmatrix} = \begin{bmatrix} -u^2 \\ -v^2 \\ (kq + mu^2) \theta \\ -\frac{1}{2}q + \frac{k}{2} \theta \\ -(a^2 \theta + m\theta) \theta \\ -bv_{xx} \end{bmatrix}.$$
We observe that
\[ \mathcal{A} + E_t = -\mathcal{A}^* - E_t, \]  
where \( E_t \) denotes the linear bounded self-adjoint operator \( \mathcal{H} \to \mathcal{H} \), defined by
\[ E_t: [u^1, v^1, \theta, q, u^2, v^2] \mapsto \tau^{-1}[0, 0, 0, q, 0, 0]^t. \]

In particular, one can verify that \((\mathcal{A}^*)^* = \mathcal{A}\) either by using directly the definition of the adjoint and integration by parts, or by alternatively employing (9) and the fact that \( E_t \) is bounded, which leads to
\[ (\mathcal{A}^*)^* = (-\mathcal{A} - 2E_t)^* = -\mathcal{A}^* - 2E_t^* = \mathcal{A}. \]

Thus, \(\mathcal{A}\) is the \(\mathcal{H}\)-adjoint of a densely defined operator in \(\mathcal{H}\) and therefore closed by the standard theory for unbounded operators in Hilbert spaces.

3) By using the boundary and transmission conditions, one obtains for arbitrary \(0 = \langle \omega + il - \mathcal{A} \rangle U = 0\) with \(\omega, l \in \mathbb{R}\).

Due to being the generator of a strongly continuous contraction semigroup, \(\mathcal{A}\) satisfies \([\lambda \in \mathbb{C}| \Re \lambda > 0] \subseteq \rho(\mathcal{A})\) and thanks to the compact embedding \(D(\mathcal{A}) \hookrightarrow \mathcal{H}\), \(\sigma(\mathcal{A})\) consists only of eigenvalues. We refer to [5, 1.19 Corollary] and [5, 4.25 Proposition].

**Remark 2.1** By using the definition of the inner product in \(\mathcal{H}\) one can observe from (11) that
\[ (1 + \tau \omega) \int_{L_1}^{L_2} |q|^2 \, dx = -\omega \int_{L_1}^{L_2} \left( (a|u|^2 + |\theta|^2 + |u^2|^2 \right) dx + \left[ \int_{L_1}^{L_2} + \int_{L_2}^{L_3} \right] (b|v|^2 + |v^2|^2) \, dx \]
for arbitrary \(0 \neq U = [u^1, v^1, \theta, q, u^2, v^2] \in D(\mathcal{A})\) such that \((\omega + il - \mathcal{A})U = 0\) with \(\omega, l \in \mathbb{R}\). Indeed,
\[ 0 = \mathcal{R}(\omega + il - \mathcal{A})U, \mathcal{H} = \mathcal{R}(\omega - \mathcal{A})U, \mathcal{H} = \omega(U, U, \mathcal{H}) + \int_{L_1}^{L_2} q\overline{q} \, dx. \]
which is exactly \((12)\) when the inner product \(\langle \cdot, \cdot \rangle_{\mathcal{H}}\) is written out according to its definition.

Now assume \(\omega < -\tau^{-1}\) would hold, then there would be two cases: 1) The left hand side of \((12)\) is negative but then the right hand side has either the sign of \(-\omega\), which is positive due to \(-\omega > \tau^{-1} > 0\), or the right hand side is zero; 2) The left hand side is zero, which is only possible if \(q = 0\), but because of \(U \neq 0\) the right hand side is now strictly positive. Both cases lead to a contradiction and hence no eigenvalue \(\omega + il\) of \(\mathcal{A}\) can satisfy \(\omega < -\tau^{-1}\). In a similar way one could derive that \(\omega > 0\) is not possible, but this has already been observed above and follows directly from the Hille & Yosida theorem. One can conclude that the spectrum of \(\mathcal{A}\) is contained in the infinite strip \(\{\lambda \in \mathbb{C} | -\tau^{-1} \leq \Re \lambda \leq 0\}\).

The next remark shall be frequently used in the sequel.

**Remark 2.2** If \(U \in D(\mathcal{A})\), \(l \in \mathbb{R}\) and \(F \in \mathcal{H}\) such that \((il - \mathcal{A})U = F\) in \(\mathcal{H}\). Then by \((11)\) and Cauchy’s inequality

\[
\int_{L_1}^{L_2} \mathcal{Q} \, dx = -\Re \langle \mathcal{A}U, U \rangle_{\mathcal{H}} = \Re \langle (il - \mathcal{A})U, U \rangle_{\mathcal{H}} = \Re \langle F, U \rangle_{\mathcal{H}} \leq \|U\|_{\mathcal{H}} \|F\|_{\mathcal{H}}.
\]

**Proposition 2.2** One has \(0 \in \sigma(\mathcal{A})\) and the stationary solutions to \((8)\) are characterized by

\[
\ker(\mathcal{A}) = \text{span}_{\mathcal{H}} \left\{ [\xi^1, \xi^2, \xi^3, 0, 0, 0]' \right\},
\]

where

\[
\xi^1(x) := \frac{L_2 - L_1 - L_3}{L_1 L_3} x + 1,
\]

\[
\xi^2(x) := \begin{cases} \frac{L_2 - L_1}{L_1 L_3} x & x \in [0, L_1], \\ \frac{L_2 - L_1}{L_1 L_3} x - \frac{L_2 - L_3}{L_1} & x \in [L_2, L_3], \end{cases}
\]

\[
\xi^3(x) := \frac{a(L_2 - L_1 - L_3) - b(L_2 - L_1)}{mL_1 L_3}.
\]

Moreover, the imaginary axis without the origin is included in \(\rho(\mathcal{A})\), hence

\[
i\mathbb{R} \cap \sigma(\mathcal{A}) = \{0\}.
\]

**Proof** 1) Let \(U = \alpha[\xi^1, \xi^2, \xi^3, 0, 0, 0]'\) with \(\alpha \in \mathbb{C} \neq \{0\}\) and \(\xi^1, \xi^2, \xi^3\) as defined above.

Then it holds \(\mathcal{A}U = 0\) directly by definition of \(\mathcal{A}\) as long as \(U \in D(\mathcal{A})\). Hence, it is left to verify that \(U \in D(\mathcal{A})\), which follows from

\[
\xi^1(L_1) = \frac{L_2 - L_1 - L_3}{L_3} + \frac{L_3}{L_3} = \frac{L_2 - L_1}{L_3} = \xi^2(L_1),
\]

\[
\xi^1(L_2) = \frac{L_2 - L_1 - L_3}{L_1 L_3} \frac{L_2 - L_1}{L_2} + \frac{L_1}{L_1 L_3} \frac{L_2 - L_1}{L_1} = \frac{L_2 - L_1}{L_1 L_3} = \xi^2(L_2),
\]

\[
a_1 \xi^1(L_i) - m \xi^3(L_3) = a \frac{L_2 - L_1}{L_1 L_3} - b \frac{L_2 - L_1}{L_1 L_3} = b \xi^2(L_i) \quad (i = 1, 2),
\]

\[
0 = \xi^2(0) = \xi^2(L_3).
\]

This shows that \(0 \in \sigma(\mathcal{A})\) and \(\text{span}_{\mathcal{H}} \left\{ [\xi^1, \xi^2, \xi^3, 0, 0, 0]' \right\} \subseteq \ker(\mathcal{A})\).
2) Let $U = [u^1, v^1, \theta, q, u^2, v^2]' \in D(\mathcal{A})$ be an eigenvector with respect to $\lambda := \sigma(\mathcal{A})$, hence

$$
\begin{align*}
\begin{bmatrix}
3 & 0 & 0 & 0 & 0 & 0 \\
0 & 3 & 0 & 0 & 0 & 0 \\
0 & 0 & 3 & 0 & 0 & 0 \\
0 & 0 & 0 & 3 & 0 & 0 \\
0 & 0 & 0 & 0 & 3 & 0 \\
0 & 0 & 0 & 0 & 0 & 3
\end{bmatrix}
\begin{bmatrix}
\alpha \\
\beta \\
\theta \\
c \\
e \\
f
\end{bmatrix}
= 0.
\end{align*}
$$

We remind that the Poincaré inequality argument in (7) implies that $\langle \cdot , \cdot \rangle_{\mathcal{H}}$ induces the norm $\| \cdot \|_{\mathcal{H}}$ and therefore implicitly justifies that the first two equations hold in $H^1(L_1, L_2)$ and $H^1(\{0, L_1\} \cup \{L_2, L_3\})$ respectively. Inserting $\alpha = 0$ into (12) shows that $q = 0$ and furthermore $\theta = \text{const}$ as well as $u^2 = v^2 = 0$. Moreover, one can obtain that $u^1$ and $v^1$ are with constants $\alpha, \beta, c, d, e, f \in \mathbb{C}$ determined by

$$
\begin{align*}
\begin{bmatrix}
\alpha \\
\beta \\
\theta \\
c \\
e \\
f
\end{bmatrix}
= 0.
\end{align*}
$$

One can now insert the unknowns $\alpha, \beta, c, d, e, f \in \mathbb{C}$ into the boundary and transmission conditions in order to obtain $[u^1, v^1, \theta, q, u^2, v^2]' = \gamma [\xi^1, \xi^2, \xi^3, 0, 0, 0]'$ with $\gamma \in \mathbb{C}$. We omit these calculations but point out that $d = 0$ and, after establishing a triangular form, it is left to solve the algebraic system

$$
\begin{align*}
\begin{bmatrix}
\alpha \\
\beta \\
\theta \\
c \\
e \\
f
\end{bmatrix}
= 0.
\end{align*}
$$

3) As observed earlier, $\sigma(\mathcal{A})$ consists only of eigenvalues. Assume now that $\lambda = il$ for $l \in \mathbb{R} \setminus \{0\}$ is an eigenvalue of $\mathcal{A}$ with corresponding eigenvector $U = [u^1, v^1, \theta, q, u^2, v^2]' \in D(\mathcal{A})$, which therefore has to obey the equations

$$
\begin{align*}
-ilu^1 - u^2 &= 0 \quad \text{in } H^1(L_1, L_2), \\
-ilv^1 - v^2 &= 0 \quad \text{in } H^1((0, L_1) \cup (L_2, L_3)), \\
-il \theta + kq_x + ilmu^1_x &= 0 \quad \text{in } L^2(L_1, L_2), \\
(1 + il)q + k\theta &= 0 \quad \text{in } L^2(L_1, L_2), \\
(il)^2 u^1 - au^1_x + m\theta &= 0 \quad \text{in } L^2(L_1, L_2), \\
(il)^2 v^1 - bv^1_x &= 0 \quad \text{in } L^2((0, L_1) \cup (L_2, L_3)).
\end{align*}
$$

Due to $l \neq 0$ one can divide the third and fourth equation in (13) by $il$ and additionally multiplying the last four equations in (13) with $\overline{\theta}, \overline{q}, u^1, v^1$ as well as integrating over $[L_1, L_2]$ and $[0, L_1] \cup [L_2, L_3]$ respectively, results in

$$
\begin{align*}
0 &= \|il\theta\|^2_{L^2(L_1, L_2)} - l^2 \|u^1\|^2_{L^2(L_1, L_2)} + a \|u^1_x\|^2_{L^2(L_1, L_2)} \\
&\quad - l^2 \|v^1\|^2_{L^2((0, L_1) \cup (L_2, L_3))} + b \|v^1_x\|^2_{L^2((0, L_1) \cup (L_2, L_3))}.
\end{align*}
$$
Above, \( q = 0 \) in \( L^2(L_1, L_2) \) has been deduced from (12) and since \( q \) is continuous by embedding, \( q_k \) vanishes as well. One can further infer that \( \theta \) is constant due to \( \theta_k = 0 \), which comes from the fourth equation, and obtain together with \( q_k = 0 \) that \( u_k^1 \) equals to a constant in \( L^2(L_1, L_2) \). Because of \( u^1 \in \mathcal{H}^2(L_1, L_2) \), one knows that \( u^1 \) is continuous and therefore everywhere equal to a constant, hence \( u_k^1 = 0 \) in \( L^2(L_1, L_2) \). Plugging this into the fifth equation in (13), one obtains \( u^1 = 0 \). Finally, at the interface, \( v(L_1) = v(L_2) = 0 \) holds due to the respective transmission conditions and as a result the last equation in (13) can only be satisfied by \( v^1 \equiv 0 \). Putting \( \|u^1\|_{L^2(L_1, L_2)} = \|v^1\|_{L^2(L_1(0, L_1) \cap (L_2 L_2))} = 0 \) into (14), and using the Poincaré inequality in the fashion of (7), implies \( U^1 = 0 \) in \( \mathcal{H} \), which is a contradiction to the assumption that \( \lambda = i \) is an eigenvalue of \( \mathcal{A} \). \( \square \)

**Lemma 2.1** \( \mathcal{H} = \text{ker}(\mathcal{A}) \oplus \text{range}(\mathcal{A}) \).

**Proof** The equality (12) likewise holds for \( \mathcal{A}^* \). Therefore, if \( U \in \ker(\mathcal{A}) \cup \ker(\mathcal{A}^*) \), then \( \|q\|_{L^2(L_1, L_2)} = 0 \). Hence, by observing the formula for \( \mathcal{A}^* \) in the proof of Proposition 2.1 it becomes evident that \( \ker(\mathcal{A}) = \ker(\mathcal{A}^*) \). Indeed, \( \mathcal{A} + E_z = - \mathcal{A}^* - E_z \), where the operator \( E_z : \mathcal{H} \to \mathcal{H} \) was defined above in (10). It is known that, \( \mathcal{A} \) being densely defined, \( \ker(\mathcal{A}^*) = \text{range}(\mathcal{A}^*) \). Inserting \( \ker(\mathcal{A}) = \ker(\mathcal{A}^*) \) concludes the proof. \( \square \)

3 Uniform exponential stability

In this section we prove the uniform exponential stability for (1) - (4). We adopt here the approach from [11] and recall the following theorem from the theory of operator semigroups, see Huang [8] and Prss [17], using here the same formulation as in [11] Theorem 1.3.1.

**Theorem 3.1** Let \( S(t) = e^{\mathcal{A}t} \) be a strongly continuous semigroup of contractions on a Hilbert space \( H \). Then \( S(t) \) is exponentially stable if and only if

\[
i \mathbb{R} := \{il | l \in \mathbb{R} \} \subseteq \rho(\mathcal{A}) \tag{15}\]

and

\[
\limsup_{|t| \to +\infty} \| (il - \mathcal{A})^{-1} \|_{L(H)} < +\infty \tag{16}\]

hold.

In order to deal with the non-trivial kernel of \( \mathcal{A} \), we introduce the operator \( \mathcal{A}_0 \), which is the restriction of \( \mathcal{A} \) to \( \text{range}(\mathcal{A}) \) with domain \( D(\mathcal{A}_0) = D(\mathcal{A}) \cap \text{range}(\mathcal{A}) \). By Lemma 2.1 one has \( \sigma(\mathcal{A}_0) = \sigma(\mathcal{A}) \setminus \{0\} \), which can be seen in the following way: First take \( \lambda \in \sigma(\mathcal{A}_0) \). Because of Lemma 2.1 namely \( \mathcal{H} = \ker(\mathcal{A}) \oplus \text{range}(\mathcal{A}) \), and the definition of \( \mathcal{A}_0 \), it is \( \lambda \neq 0 \). Moreover eigenvectors of the restriction \( \mathcal{A}_0 \) are automatically eigenvectors of \( \mathcal{A} \) and overall one has \( \lambda \in \sigma(\mathcal{A}) \setminus \{0\} \). For the other inclusion take \( \lambda \in \sigma(\mathcal{A}) \setminus \{0\} \) and arbitrarily fix an eigenvector \( U \in D(\mathcal{A}) \) corresponding to \( \lambda \). One can uniquely decompose \( U = U_k + U_l \) where \( U_k \in \ker(\mathcal{A}) \) and \( U_l \in \text{range}(\mathcal{A}) \) and as a result

\[
0 = (\lambda - \mathcal{A})U = (\lambda - \mathcal{A})(U_k + U_l) = \lambda(U_k + U_l) - \mathcal{A}U_l,
\]

hence \( U = \mathcal{A}^{-1}U_l \), which implies \( U \in \text{range}(\mathcal{A}) \). Therefore, \( \lambda \in \sigma(\mathcal{A}_0) \) holds.

The goal for now is to prove that \( \mathcal{A}_0 \) satisfies (15) and (16). From Proposition 2.2 it is already known that \( i \mathbb{R} \subseteq \rho(\mathcal{A}_0) \). In order to verify (16), we argue via contradiction. Hereeto, we assume now that (16) would not hold. Then, by taking the negation of (16), there would
exist a sequence \((l_n)_{n \in \mathbb{N}} \subseteq \mathbb{R} \setminus \{0\}\) with \(|l_n| \to +\infty\), as \(n \to +\infty\), and a sequence \((U_n)_{n \in \mathbb{N}} \subseteq D(\mathcal{A}_0)\) with \(||U_n||_{\mathcal{X}} = 1\) for all \(n \in \mathbb{N}\) such that

\[\langle (il_n - \mathcal{A}_0)U_n \rangle_{\mathcal{X}} \to 0, \quad n \to +\infty.\]

Then the plan is to conclude that this would imply \((U_n)_{n \in \mathbb{N}} \to 0\) in \(\mathcal{X}\) as \(n \to +\infty\), which would contradict to \(||U_n||_{\mathcal{X}} = 1\) for all \(n \in \mathbb{N}\) and prove that actually \((16)\) must be true. We shall carry out this plan now.

For simplicity of the notation, the index \(n \in \mathbb{N}\) is dropped and \(l\) is written instead of \(l_n\) as well as \(U_l\) instead of \(U_{l_n}\). Moreover we denote the components \(U_l = [u^1_l, v^1_l, \theta_l, q_l, u^2_l, v^2_l]^t\) as usual and set \(F_l = [f^1_l, q_l, h_l, p_l, f^2_l, \tau_l] = : (il - \mathcal{A}_0)U_l\), where we also omit the index \(n\). Derivatives are denoted with a separating comma, e.g. \(\partial_t u^2_l = u^2_{l,xx}\). Thus, for \(|l| \to +\infty\),

\[
\begin{align*}
|il^2_l - u^2_l| & \to 0 \quad \text{in} \quad H^1(L_1, L_2), \quad (17a) \\
|il^2_l - v^2_l| & \to 0 \quad \text{in} \quad H^1((0, L_1) \cup (L_2, L_3)), \quad (17b) \\
|il\theta_l + kq_{l,x} + mu^2_{l,x}| & = h_l \to 0 \quad \text{in} \quad L^2(L_1, L_2), \quad (17c) \\
(1 + \tau il)q_l + k\theta_{l,x} & \to 0 \quad \text{in} \quad L^2(L_1, L_2), \quad (17d) \\
|ilu^2_l - au^2_{l,xx} + m\theta_{l,x}| & = f^2_l \to 0 \quad \text{in} \quad L^2(L_1, L_2), \quad (17e) \\
|ilv^2_{l} - bv^2_{l,xx}| & \to 0 \quad \text{in} \quad L^2((0, L_1) \cup (L_2, L_3)). \quad (17f)
\end{align*}
\]

Starting from \((17b)\) and \((17d)\) one can use the assumption \(||U_l||_{\mathcal{X}} = 1\) in order to deduce

\[||u^1_l||_{L^2(L_1, L_2)} \to 0, \quad ||v^1_l||_{L^2((0,L_1) \cup (L_2, L_3))} \to 0, \quad |l| \to +\infty.\]

Indeed, \((17a)\) implies \(||u^1_l||_{L^2(L_1, L_2)} = ||l||^{-1}||f^1_l + u^2_l||_{L^2(L_1, L_2)} \to 0\) as \(|l| \to +\infty\), because by assumption it holds that \(||f^1_l||_{L^2(L_1, L_2)} \to 0\) as \(|l| \to +\infty\) and \(||u^2_l||_{L^2(L_1, L_2)} \leq ||U_l||_{\mathcal{X}} = 1\).

For \(v^1_l\) the argument works analogously. Next, from \((17c)\) and \((17e)\), by multiplying with \(H^1_0(L_1, L_2)\) test functions, one has

\[
\begin{align*}
|l||\theta_l||_{H^{-1}(L_1, L_2)} & \leq C(||q_l||_{L^2(L_1, L_2)} + ||u^2_l||_{L^2(L_1, L_2)} + ||F_l||_{\mathcal{X}}), \\
|l||\theta^2_l||_{H^{-1}(L_1, L_2)} & \leq C(||u^1_l||_{L^2(L_1, L_2)} + ||\theta_l||_{L^2(L_1, L_2)} + ||F_l||_{\mathcal{X}}),
\end{align*}
\]

and interpolation, see [9] Lemma 12.1., combined with \((17)\) implies

\[
\begin{align*}
||\theta_l||^2_{L^2(L_1, L_2)} & \leq ||\theta_l||_{H^{-1}(L_1, L_2)}||\theta_l||_{H^1(L_1, L_2)} \\
& \leq \frac{1}{|l|}C(||q_l||_{L^2(L_1, L_2)} + ||u^2_l||_{L^2(L_1, L_2)} + ||F_l||_{\mathcal{X}}) \\
& \quad \times (||\theta_l||_{L^2(L_1, L_2)} + ||\theta_{l,x}||_{L^2(L_1, L_2)}) \\
& = \frac{1}{|l|}C(||q_l||_{L^2(L_1, L_2)} + ||u^2_l||_{L^2(L_1, L_2)} + ||F_l||_{\mathcal{X}}) \\
& \quad \times (||\theta_l||_{L^2(L_1, L_2)} + ||k^{-1}(1 + \tau il)q_l + k^{-1}\tau p_l||_{L^2(L_1, L_2)}),
\end{align*}
\]

which gives the convergence

\[
\begin{align*}
||\theta_l||^2_{L^2(L_1, L_2)} & \leq C(||q_l||_{L^2(L_1, L_2)} + ||u^2_l||_{L^2(L_1, L_2)} + ||F_l||_{\mathcal{X}}) \\
& \quad \times \left(\frac{1}{|l|}||\theta_l||_{L^2(L_1, L_2)} + \left(\frac{\tau}{k} + \frac{1}{k|l|}\right)||q_l||_{L^2(L_1, L_2)} + \frac{\tau}{k|l|}||p_l||_{L^2(L_1, L_2)}\right) \\
& \to 0, \quad |l| \to +\infty.
\end{align*}
\]
Indeed, $\|U\|_{L^\infty} = 1$ implies that $\|u_1^2\|_{L^2(L_1,L_2)}$, $\|\theta\|_{L^2(L_1,L_2)}$, $\|q_l\|_{L^2(L_1,L_2)}$ are bounded independently of $l \in \{L_n\}$ $n \in \mathbb{N}$, $\|F_l\|_{L^\infty} \to 0$ as $|l| \to +\infty$ gives $\|F_l\|_{L^2(L_1,L_2)}$, $\|f_l\|_{L^2(L_1,L_2)} \to 0$ as $|l| \to +\infty$ and from Remark 2.2 it follows that $\|q_l\|_{L^2(L_1,L_2)} \to 0$ as $|l| \to +\infty$, which explains the convergence for all terms above. Similarly, one has

$$\|u_1^2\|_{L^2(L_1,L_2)} \leq \|u_1^2\|_{H^{-1}(L_1,L_2)} \|u_1^2\|_{H^1(L_1,L_2)}$$

$$\leq \frac{C}{|l|} (\|u_{1,xx}\|_{L^2(L_1,L_2)} + \|\theta\|_{L^2(L_1,L_2)} + \|F_l\|_{L^\infty}) \|u_1^2\|_{H^1(L_1,L_2)} \quad \text{(19)}$$

leading to the following result, for which a proof shall be provided in Section 4.

**Lemma 3.1** We have $\|u_{1,xx}\|_{L^2(L_1,L_2)} \to 0$ and $\|u_1^2\|_{L^2(L_1,L_2)} \to 0$ as $|l| \to +\infty$.

Therefore it is left to control the undamped, purely elastic, parts of the bar by means of the previous estimates with the help of the transmission conditions at the interface points. Here we multiply (17a) by

$$w_1(x) := (L_1 + L_2 - 2x)(au_{1,xx}(x) - m\theta_l(x)),$$

integrate over $[L_1, L_2]$ and get

$$\int_{L_1}^{L_2} [(i u_{1,xx} - au_{1,xx} + m\theta_l) w_1 - f_l^2 w_1] \, dx = 0. \quad \text{(20)}$$

By inserting (17) and performing multiple integrations by part, the following representation for (20) shall be proved in Section 4.

**Lemma 3.2** The equality (20) is equivalent to

$$I_1 = \frac{L_2 - L_1}{2} B_1 + R_1,$$

where

$$I_1 := \int_{L_1}^{L_2} \left[ (a + m^2) |u_{1,xx}|^2 + |au_{1,xx} - m\theta_l|^2 + \frac{k^2}{\tau} |\theta_l|^2 \right] \, dx,$$

$$B_1 := \sum_{j=1,2} \left[ (a + m^2) |\psi_j(L_j)|^2 + |b\psi_j(L_j)|^2 + \frac{k^2}{\tau} |\theta(L_j)|^2 \right],$$

while $R_1$ contains all residual terms and satisfies $R_1 \to 0$, as $|l| \to +\infty$.

Regarding the purely elastic parts of the bar we define

$$w_2(x) := xv_{1,xx}(x), \quad w_3(x) := (x - L_1)v_{1,xx}(x),$$

and multiply (17a) on $[0,L_1]$ by $w_2$ and on $[L_2,L_3]$ by $w_3$. Straight forward calculations, provided in Section 4, lead to the following lemma.
Lemma 3.3 We have 
\[ \frac{1}{2}I_2 = \frac{1}{2}B_2 + R_2, \]
where
\[ I_2 := \left[ \int_0^{L_1} + \int_{L_2}^{L_3} \right] (|v_l|^2 + b|v_{l,x}|^2) \, dx, \]
\[ B_2 := L_1|v_l(L_1)|^2 + bL_1|v_{l,x}(L_1)|^2 + (L_3 - L_2)|v_l(L_2)|^2 + b(L_3 - L_2)|v_{l,x}(L_2)|^2. \]

while \( R_2 \) contains again all residual terms and satisfies \( R_2 \to 0, as |l| \to +\infty. \)

Now, one can choose a constant \( C > 0 \), which is independent of \( l \in \{l_n| n \in \mathbb{N}\} \), such that \( B_2 < CB_1 \) and combine Lemma 3.2 and Lemma 3.3 in order to find a \( l \)-independent constant \( C > 0 \) such that
\[ I_2 \leq CI_1 + R_3, \]
where \( R_3 \) combines \( R_1 \) and \( R_2 \) and satisfies \( R_3 \to 0, as |l| \to +\infty. \) Moreover, \( I_1 \to 0, as |l| \to +\infty \) by (18) and Lemma 3.1. All terms which are contained in \( \|U_l\|_{\mathcal{H}} \), appear in \( I_1 \), or \( I_2 \), or are already seen to converge to zero as \( |l| \to +\infty \) in Lemma 3.1 by Remark 2.2 or in the discussion after (17). Therefore, we arrive at
\[ \|U_l\|_{\mathcal{H}} \to 0, \quad |l| \to +\infty, \]
which is in contradiction with \( \|U_l\|_{\mathcal{H}} = 1 \) for all \( l \in \{l_n| n \in \mathbb{N}\} \). We are now in the position to apply Theorem 5.1 in order to proof the main result.

Theorem 3.2 Let \( U_0 \in \mathcal{H} \), according to Lemma 2.1 being uniquely decomposed as \( U_0 = W_0 + V_0 \), with \( W_0 \in \ker(\mathcal{A}) \) and \( V_0 \in \range(\mathcal{A}) \). There exist constants \( M > 0 \) and \( \omega > 0 \), which are independent of \( U_0 \), such that
\[ \|T(t)U_0 - W_0\|_{\mathcal{H}} \leq Me^{-\omega t}\|U_0\|_{\mathcal{H}} \quad (t \geq 0). \]

Proof Due to the previous elaborations, Theorem 3.1 can be applied and implies uniform exponential stability for the semigroup \((T(t))_{t \geq 0}\) generated by \( \mathcal{A}_0 \). We note that \((T(t))_{t \geq 0}\) is the restriction of \((T(t))_{t \geq 0}\) to \(\range(\mathcal{A})\). Indeed, \(\range(\mathcal{A})\) is an invariant subspace of \((T(t))_{t \geq 0}\) and one can see that \(\mathcal{A}_0\), as defined in the beginning of this section, is the part of \(\mathcal{A}\) in \(\range(\mathcal{A})\) according to the unnumbered Definition from [5 Page 60]. The unnumbered proposition from [5 Page 60], noting also [5 Page 43, 5.12], can be applied in order to see that \(\mathcal{A}_0\) is the generator of the restriction of \((T(t))_{t \geq 0}\) to \(\range(\mathcal{A})\). The assertion of Theorem 3.2 follows now by noticing that
\[ \|T(t)U_0 - W_0\|_{\mathcal{H}} \leq \|T(t)W_0 - W_0\|_{\mathcal{H}} + \|T(t)V_0\|_{\mathcal{H}} \]
\[ = \|T(t)V_0\|_{\mathcal{H}} \leq Me^{-\omega t}\|V_0\|_{\mathcal{H}} \leq Me^{-\omega t}\|U_0\|_{\mathcal{H}}, \]
for all \( t \geq 0 \). We used above that \( W_0 \in \ker(\mathcal{A}) \) and the property of a strongly continuous semigroup and its generator to commute, hence
\[ \left\| \frac{d}{dt}T(t)W_0 \right\|_{\mathcal{H}} = \|\mathcal{A}T(t)W_0\|_{\mathcal{H}} = \|T(t)\mathcal{A}W_0\|_{\mathcal{H}} = 0 \quad (t \geq 0), \]
which implies that \( T(t)W_0 = W_0 \) for all \( t \geq 0 \). Furthermore, Lemma 2.1 and the Pythagorean identity have been employed in order to see that

\[
\|U_0\|^2_{\mathcal{H}} \geq \|U_0\|^2_{\mathcal{H}} - \|W_0\|^2_{\mathcal{H}} = \|V_0\|^2_{\mathcal{H}}.
\]

Remark 3.1 The stability of equilibria in Theorem 3.2 can also be reformulated in terms of the energy \( E_U(t) \) of every mild or classical solution to (1) - (4): Let \( U = U(t,x) = [u(t,x), v(t,x), q(t,x), \theta(t,x)]' \) be a mild or classical solution to (1) - (4) with initial data \( U_0 = [u_0, v_0, q_0, \theta_0]' \) from Proposition 2.2 into (21). Then there exist constants \( M > 0 \) and \( \omega > 0 \), independent of the initial data, such that \( E_{U-U_0}(t) \leq Me^{-\omega t} \) for \( t \geq 0 \).

In [13] Corollary 3.9] the same model has been studied in a semilinear context and, without further explanations, the assumption

\[
\int_{L_1}^{L_2} \theta_0 dx + m(u_0'(L_2) - u_0'(L_1)) = 0, \quad (21)
\]

has been imposed on the initial data. We would like prove that (21) is indeed necessary for exponential decay to zero and in fact, that imposing (21) precisely selects those initial states from which solutions to (1) - (4) decay to zero (the trivial steady state). This follows from Proposition 3.1 below by noting that stationary solutions correspond to \( \ker(\mathcal{A}') \) and that \( \ker(\mathcal{A}') \), as seen above, characterizes the trajectories which decay to zero.

**Proposition 3.1** Let \( U_0 = [u_0', v_0', \theta_0, q_0, u_0^2, v_0^2]' \in \mathcal{H} \) be arbitrary. Then

\[
\int_{L_1}^{L_2} \theta_0 dx + m(u_0'(L_2) - u_0'(L_1)) = 0 \iff U_0 \in \ker(\mathcal{A}').
\]

**Proof** The assertion follows from Proposition 2.2 and Lemma 2.1 by straightforward calculations of which we shall indicate the main steps. First let

\[
U_0 := \mathcal{A}'U = [\tilde{u}^2, \tilde{v}, -\tilde{k}q + \tilde{m}\tilde{u}^2], -k\tau^{-1}\tilde{\theta}, -\tau^{-1}\tilde{q}(a\tilde{u}_x - m\tilde{\theta}), b\tilde{v}_x],
\]

where \( U \in D(\mathcal{A}') \), i.e. \( U_0 \in \ker(\mathcal{A}') \). Then, using the boundary condition for \( \tilde{q} \), one gets

\[
\int_{L_1}^{L_2} \theta_0 dx + m(u_0'(L_2) - u_0'(L_1)) = -\int_{L_1}^{L_2} (k\tilde{u}_x + \tilde{m}\tilde{u}_x^2) dx + m(\tilde{u}_0'(L_2) - \tilde{u}_0'(L_1)) = -m(\tilde{u}_0'(L_2) - \tilde{u}_0'(L_1)) + (\tilde{u}_0'(L_2) - \tilde{u}_0'(L_1)) = 0.
\]

On the contrary, if (21) is satisfied we argue by contradiction. Thereto, assume that \( U_0 = W_0 + V_0 \) with \( 0 \neq W_0 \in \ker(\mathcal{A}') \) and \( V_0 \in \ker(\mathcal{A}') \). By plugging the concrete formula for \( W_0 \) from Proposition 2.2 into (21) one obtains after some computations

\[
0 = \int_{L_1}^{L_2} \frac{a(L_2 - L_1)}{mL_4L_3} dx + m\left( \frac{L_2 - L_1}{L_1} - \frac{L_2 - L_1}{L_1} \right) = (a + m^2)(L_2 - L_1)^2 - b(L_2 - L_1)^2,
\]

hence \( 0 < b(L_2 - L_1) = (a + m^2)(L_2 - L_1 - L_3) < 0 \), which is a contradiction. \( \square \)
4 Proofs for Lemma 3.1, Lemma 3.2 and Lemma 3.3

4.1 Proof for Lemma 3.1

We multiply (1.7c) by \( \overline{u_{1,x}^l} \), integrate over \([L_1, L_2]\), use (1.7a), (1.7d), (1.7e) and employ the boundary condition for \( q_j \), in order to obtain

\[
\int_{L_1}^{L_2} \theta \overline{u_{1,x}^l} \, dx = - \int_{L_1}^{L_2} \frac{1}{11} \left[ k q_j \overline{u_{1,x}^l} + m q_j \overline{u_{1,x}^l} - h \overline{u_{1,x}^l} \right] \, dx
\]

Moreover, for

\[
\begin{align*}
R := - \int_{L_1}^{L_2} & \left[ \frac{k}{11} \left( ilq_i u_{1,x}^l - m q_j (1 - \tau t |\overline{f_i^l}|) + q_j f_{i1}^l \right) - \frac{1}{11} (h_l + m f_{i1}^l) \overline{u_{1,x}^l} \right] \, dx \\
\end{align*}
\]

it holds that \( R \to 0 \) as \( |l| \to +\infty \). This is true because of Remark 2.2 and the assumptions \( \|F\|_{\mathcal{W}} \to 0 \), as \( |l| \to +\infty \) and \( \|U_l\|_{\mathcal{W}} = 1 \) for all \( l \in \{l_n | n \in \mathbb{N} \} \), which guarantee in particular that \( u_{1,x}^l \) are at least bounded in \( L^2(L_1, L_2) \) independently of \( l \in \{l_n | n \in \mathbb{N} \} \) and that \( q_l, p_l, h_l, f_{i1}^l \to 0 \) in \( L^2(L_1, L_2) \) as \( |l| \to +\infty \). In order to provide more details on the claimed convergence of \( R \), we plug this information into the following estimates for each term of \( R \) separately and get, with the help of Hider’s inequality, as \( |l| \to +\infty \),

\[
\left\| \int_{L_1}^{L_2} \frac{k}{11} ilq_i u_{1,x}^l \, dx \right\| \leq \frac{k}{11} \| q_j \|_{L^2(L_1, L_2)} \| u_{1,x}^l \|_{L^2(L_1, L_2)} \to 0,
\]

\[
\left\| \int_{L_1}^{L_2} \frac{k}{11} m q_j (1 - \tau t |\overline{f_i^l}|) \, dx \right\| \leq \frac{m}{11} \| q_j \|_{L^2(L_1, L_2)} \| \overline{f_i^l} \|_{L^2(L_1, L_2)} \to 0,
\]

\[
\left\| \int_{L_1}^{L_2} \frac{k}{11} m \overline{f_i^l} \, dx \right\| \leq \frac{k}{11} \| q_j \|_{L^2(L_1, L_2)} \| \overline{f_i^l} \|_{L^2(L_1, L_2)} \to 0,
\]

\[
\left\| \int_{L_1}^{L_2} \frac{1}{11} (h_l + m f_{i1}^l) \overline{u_{1,x}^l} \, dx \right\| \leq \frac{1}{11} \| u_{1,x}^l \|_{L^2(L_1, L_2)} \left( \| h_l \|_{L^2(L_1, L_2)} + m \| f_{i1}^l \|_{L^2(L_1, L_2)} \right) \to 0.
\]
In this way we obtain $R \to 0$ as $|l| \to +\infty$ as claimed. For similar estimates below some of these details shall be omitted. Combining the result with (12), one arrives at

\[
\int_{L_1}^{L_2} |u|_{l,x}^2 \, dx = R - \int_{L_1}^{L_2} \theta |u|_{l,x}^2 \, dx \to 0, \quad |l| \to +\infty.
\]

Hence, $\|u_{l,x}\|_{L^2(L_1,L_2)} \to 0$ as $|l| \to +\infty$. This is true because $R \to 0$ as $|l| \to +\infty$ as seen above, $\theta \to 0$ in $L^2(L_1,L_2)$ as $|l| \to +\infty$ by (13) and $\|u_{l,x}\|_{L^2(L_1,L_2)} \leq \frac{1}{\sqrt{\theta}}$ for all $l \in \{l_n | n \in \mathbb{N}\}$ due to $\|U_l\|_{\mathcal{F}} = 1$. Now, through (19), one has $\|u_l^2\|_{L^2(L_1,L_2)} \to 0$ as $|l| \to +\infty$. □

4.2 Proof for Lemma 3.2

We begin with considering the first term of the integral in (20), this means we first treat

\[
J_1 := \Re \int_{L_1}^{L_2} iL(L_1 + L_2 - 2x)u_l^2 (au_{l,x} - m\theta_l) \, dx,
\]

and obtain by using (17a) and (17c),

\[
J_1 = \Re \left\{ \int_{L_1}^{L_2} (L_1 + L_2 - 2x) \left[ au_{l,x}^2 - mu_{l,x}^2 (k_{l,x} + mu_{l,x} - h_l) \right] \, dx \right\}
\]

\[
= - (a + m^2) \Re \int_{L_1}^{L_2} (L_1 + L_2 - 2x)u_l^2 \, dx
\]

\[
+ \Re \int_{L_1}^{L_2} (L_1 + L_2 - 2x) \left[ mu_{l,x}^2 h_l - au_{l,x}^2 f_{l,x} - mku_l^2 \mathcal{F} \right] \, dx.
\]

With the help of the prescribed boundary conditions and integration by parts it follows that

\[
J_1 = \frac{(L_2 - L_1)(a + m^2)}{2} \left( \sum_{l=1,2} \left| u_l^2(L_0) \right|^2 \right) - \int_{L_1}^{L_2} (a + m^2) |u_l^2|^2 \, dx
\]

\[
+ \Re \int_{L_1}^{L_2} \left\{ (L_1 + L_2 - 2x) \left[ mku_{l,x} \mathcal{F} + mu_{l,x} h_l - au_{l,x} f_{l,x} \right] - 2mku_l^2 \mathcal{F} \right\} \, dx.
\]

Thus, with (17c) it follows that

\[
J_1 = \frac{(L_2 - L_1)(a + m^2)}{2} \left( \sum_{l=1,2} \left| u_l^2(L_0) \right|^2 \right) - \int_{L_1}^{L_2} (a + m^2) |u_l^2|^2 \, dx
\]

\[
+ \Re \int_{L_1}^{L_2} k(L_1 + L_2 - 2x) \left[ - i\theta_l - k_{l,x} + h_l \right] \mathcal{F} \, dx
\]

\[
+ \Re \int_{L_1}^{L_2} \left\{ (L_1 + L_2 - 2x) \left[ mku_{l,x} \mathcal{F} + mu_{l,x} h_l - au_{l,x} f_{l,x} \right] - 2mku_l^2 \mathcal{F} \right\} \, dx.
\]

By utilizing $u_l^2(L_0) = v_l^2(L_0), i = 1, 2$, which is due to $U_l \in D(\mathcal{F})$, and inserting

\[
i \mathcal{F} = \frac{1}{\mathcal{F}} + \frac{k}{\tau} \mathcal{F}_{l,x} - \mathcal{F},
\]
which is due to (17d), one arrives at

\[ J_1 = \frac{(L_2 - L_1)(a + m^2)}{2} \left[ \sum_{i=1,2} |u_i^2(L_i)|^2 \right] - \int_{L_1}^{L_2} (a + m^2)|u_i^2|^2 \, dx \]

\[ - \Re \int_{L_1}^{L_2} k(L_1 + L_2 - 2x) \left[ \frac{1}{q_i} + \frac{k}{\tau} \theta_i - \frac{2}{d} \frac{d}{dx} |q_i|^2 + \frac{k^2}{2} |q_i|^2 \right] \theta_i \, dx \]

\[ + \Re \int_{L_1}^{L_2} \left\{ (L_1 + L_2 - 2x) \left[ mu_i^2 \frac{\partial}{\partial x} f_i + \frac{k^2}{2} \frac{d}{dx} |q_i|^2 + \frac{k}{\tau} \theta_i |q_i|^2 \right] - 2mku_i^2 \right\} \, dx \]

\[ = \frac{L_2 - L_1}{2} \sum_{i=1,2} \left[ (a + m^2)|u_i^2(L_i)|^2 + \frac{k^2}{\tau} |\theta_i(L_i)|^2 \right] \]

\[ - \int_{L_1}^{L_2} \left[ (a + m^2)|u_i^2|^2 + \frac{k^2}{\tau} |\theta_i|^2 \right] \, dx + \bar{R}_1, \]

with \( \bar{R}_1 := \Re \int_{L_1}^{L_2} \left\{ (L_1 + L_2 - 2x) \left[ mu_i^2 \frac{\partial}{\partial x} f_i + \frac{k^2}{2} \frac{d}{dx} |q_i|^2 + \frac{k}{\tau} \theta_i |q_i|^2 \right] - 2mku_i^2 \right\} \, dx \]

\[ - \Re \int_{L_1}^{L_2} k(L_1 + L_2 - 2x) \left[ \frac{1}{q_i} \right] \theta_i \, dx. \]

Because the \( \frac{d}{dx} |q_i|^2 \) term in the above integral can be treated with integration by parts and the facts that \( q_i(L_1) = q_i(L_2) = 0 \) as well as \( \|q_i\|_{L^2(t_1, t_2)} \to 0 \) for \( |t| \to +\infty \), one can conclude with the help of \( \|U_i\|_{x^L} = 1 \) for all \( l \in \{ t_n \}, n \in \mathbb{N} \) and \( \|F_i\|_{x^L} \to 0 \) as \( |t| \to +\infty \) that \( \bar{R}_1 \to 0 \) as \( |t| \to +\infty \). Next, we consider

\[ J_2 := -\Re \int_{L_1}^{L_2} (L_1 + L_2 - 2x) \left( au_{i,xx}^2 - m\theta_i + f_i^2 \right) \left( au_{i,x} - m\theta_i \right) \, dx, \]

for which integration by parts and employing the transmission conditions gives

\[ J_2 = \frac{L_2 - L_1}{2} \sum_{i=1,2} |b v_i^l |^2 f_i^2 - \int_{L_1}^{L_2} \left[ au_{i,x} - m\theta_i \right]^2 \, dx \]

\[ - \Re \int_{L_1}^{L_2} \left( L_1 + L_2 - 2x \right) f_i^2 \left( au_{i,x} - m\theta_i \right) \, dx, \]

with \( \bar{R}_2 \to 0 \), as \( |t| \to +\infty \), similar to previously obtained convergences. Summed up, we obtain Lemma 3.3. \( \square \)

4.3 Proof for Lemma 3.3

Multiplying (17d) by \( x v_i^l(x) \) and inserting (17b) results in

\[ 0 = \Re \int_{0}^{L_1} x \left[ \frac{d}{dx} |v_i^l|^2 \right] + \frac{b}{2} \left( \frac{d}{dx} |v_i^l|^2 \right) + \left( v_i^l \mathcal{K}_i^n + g_i^n v_i^l \right) \, dx \]

\[ = - \int_{0}^{L_1} \left[ \frac{d}{dx} |v_i^l|^2 \right] + b \left( \frac{d}{dx} |v_i^l|^2 \right) + \left( v_i^l \mathcal{K}_i^n + g_i^n v_i^l \right) \, dx \]

\[ = - \frac{L_1}{2} |v_i^l(L_1)|^2 - \frac{bL_1}{2} |v_i^l(L_1)|^2 + \int_{0}^{L_1} \left( |v_i^l|^2 + b |v_i^l|^2 \right) \, dx + \bar{R}_3, \]
where

\[ \tilde{R}_3 := -\mathcal{R} \int_0^{t_2} \int_{\mathbb{R}} \left( v^2 \frac{\partial \theta}{\partial x} + \frac{\partial}{\partial x} \left( \frac{\partial v}{\partial x} \right) \right) dx \rightarrow 0, \quad |t| \rightarrow +\infty. \]

The calculations for the \([L_2, L_3]\) part, where \((17b)\) is multiplied by \((x - L_3)\frac{\partial v}{\partial x}(x)\), work analogously.

\[ \square \]

**Acknowledgements**

We would like to thank the anonymous referee for many constructive remarks, which helped us to improve the readability of this article. This research was partially supported by the National Natural Science Foundation of China (NNSFC) under Grant No. 11631008.

**Appendix A: Uniform exponential stability in the case of Fourier’s law**

We demonstrate in this appendix how exponential stability can be obtained, by the same method as above, when the thermoelastic material is modeled in the classical way using Fourier’s law for heat conduction. We present all steps but shall avoid repeated proofs and explanations. From now on, the heat flux \(q\) is given by \(q = -k\theta\), see e.g. \([19]\), and with constants \(a, b, m, k > 0\), the system \((1)\) becomes

\[
\begin{align*}
    u_t - au_{xx} + m\theta_t &= 0 \quad \text{in} \quad [L_1, L_2] \times \mathbb{R}^+, \\
    \theta_t - k^2 \theta_{xx} + mu_{xt} &= 0 \quad \text{in} \quad [L_1, L_2] \times \mathbb{R}^+, \\
    v_t - bv_{xx} &= 0 \quad \text{in} \quad [0, L_1] \cup [L_2, L_3] \times \mathbb{R}^+.
\end{align*}
\]

(A.1)

The only difference to \((2)-(4)\) is that, instead of the boundary condition for \(q\), now \(\theta_t(L_1, t) = \theta_t(L_2, t) = 0\) is imposed for \(t \geq 0\) and that the initial condition for \(q\) is dropped. The state space is given by

\[ \mathcal{X} := \left\{ [u^i, v^i, \theta, u^2, v^2]^i \in H^1(L_1, L_2) \times H^1((0, L_1) \cup (L_2, L_3)) \times L^2(L_1, L_2) \times L^2((0, L_1) \cup (L_2, L_3)) \right\}, \]

such that \(v^i(0) = v^1(L_3) = 0\) and \(u^1(L_i) = v^1(L_i)\) for \(i = 1, 2\).

equipped, using \((7)\), with the norm \(\| \cdot \|_{\mathcal{X}}\) induced by the inner product

\[ \langle U, \bar{U} \rangle_{\mathcal{X}} := \int_{L_1}^{L_2} \int_{\mathbb{R}} \left( au_{xx}^i \bar{u}_{xx}^i + u^i \bar{u}^i + m \theta_{xx}^i \bar{\theta}_{xx}^i \right) dx + \left[ \int_{L_1}^{L_2} \left( bv_{xx}^i \bar{v}_{xx}^i + v^i \bar{v}^i \right) dx \right]. \]

Let the linear operator \(\mathcal{A}_F : \mathcal{X} \supseteq \mathcal{D}(\mathcal{A}_F) \rightarrow \mathcal{X}\) be defined for \(U = [u^1, v^1, \theta, u^2, v^2]^i\) by

\[ \mathcal{A}_F U := [u^2, v^2, k^2 \theta_{xx} - mu_{xt}^1, au_{xx}^1 - m\theta_t, bv_{xx}^1]^i, \]

on the domain

\[ \mathcal{D}(\mathcal{A}_F) = \left\{ U \in \mathcal{X} \cap \left[ H^1(L_1, L_2) \times H^2((0, L_1) \cup (L_2, L_3)) \times H^1(L_1, L_2) \times H^1((0, L_1) \cup (L_2, L_3)) \right] : u^2(L_1) = v^2(L_1), \right. \]

\[ \left. \quad v^2(0) = v^2(L_3) = 0, \quad au_{xx}^1(L_i) - m\theta(L_i) = bv_{xx}^1(L_i), \quad \theta_t(L_i) = 0, \quad i = 1, 2 \right\}, \]
such that \((A.1)\) as well as the initial- and boundary conditions transform into the following Cauchy problem in \(\mathcal{H}_F\),

\[
\frac{d}{dt} U(t) = \mathcal{A}_F U(t), \quad t \geq 0, \\
U(0) = U_0 \in \mathcal{H}_F.
\]

As in Proposition \[2.2\] \(\mathcal{A}_F\) is densely defined and using in particular the boundary conditions prescribed via \(\mathcal{H}_F\) and \(D(\mathcal{A}_F)\) one can verify that \(\mathcal{A}_F^*\) is given by \(D(\mathcal{A}_F^*) = D(\mathcal{A}_F)\) and

\[
\mathcal{A}_F^*[u^1, u^2, \theta, \tau] = [-u^2, -v^2, k^2 \theta_{xx} + mu_{xx}^2, -au_{xx}^1 + m\theta_{xx}, -bv_{xx}^1].
\]

Repeating these calculations one finds \((\mathcal{A}_F^*)^* = \mathcal{A}_F\), which implies that \(\mathcal{A}_F\) is closed. Moreover, for \(U \in D(\mathcal{A}_F^*) = D(\mathcal{A}_F)\) it holds that

\[
\mathcal{R}(\mathcal{A}_F U, U)_{\mathcal{H}_F} = \mathcal{R}(\mathcal{A}_F^* U, U)_{\mathcal{H}_F} = -k^2 \int_{L_1}^{L_2} \theta u_0 \, dx \leq 0. \tag{A.3}
\]

Hence, \(\mathcal{A}_F\) and \(\mathcal{A}_F^*\) are dissipative and, by the Lumer & Phillips Theorem, \(\mathcal{A}_F\) generates a strongly continuous contraction semigroup \((T_F(t))_{t \geq 0}\) on \(\mathcal{H}_F\). Moreover, \(\sigma(\mathcal{A}_F) \subseteq \{ \Re \lambda \leq 0 \} \) consists only of eigenvalues due to the compact embedding \(D(\mathcal{A}_F) \hookrightarrow \mathcal{H}_F\).

**Remark A.1** For \(U \in D(\mathcal{A}_F)\), \(l \in \mathbb{R}\) and \(F = (il - \mathcal{A}_F)U\), we have like in Remark \[2.2\] that \(k^2\|\theta\|^2_{L^2(L_1, L_2)} \leq \|U\|^2_{\mathcal{H}_F} \|F\|^2_{\mathcal{H}_F} \).

The statement of Proposition \[2.2\] and its proof remain true if one replaces \(q\) by \(-k\theta_x\) at some points or deletes some expressions which do not appear anymore.

**Proposition A.1** It is \(0 \in \sigma(\mathcal{A}_F)\), \(\mathbb{R} \cap \sigma(\mathcal{A}_F) = \{ 0 \}\) and the stationary solutions of \((A.2)\) are characterized by \(\ker(\mathcal{A}_F) = \text{span}_{\mathcal{H}_F} \{ \zeta^1, \zeta^2, \zeta^3, 0, 0 \}\), where \(\zeta^1, \zeta^2\) and \(\zeta^3\) are the same as defined in Proposition \[2.2\].

Because \(\ker(\mathcal{A}_F) = \ker(\mathcal{A}_F^*)\), the following result can be proved like Lemma \[2.1\].

**Lemma A.1** \(\mathcal{H}_F = \ker(\mathcal{A}_F) \oplus \text{range}(\mathcal{A}_F)\).

Since \(\ker(\mathcal{A}_F)\) is non-trivial, the operator \(\mathcal{A}_F\) is introduced as the restriction of \(\mathcal{A}_F\) to range \(\mathcal{A}_F\) with domain \(D(\mathcal{A}_F) = D(\mathcal{A}_F) \cap \text{range}(\mathcal{A}_F)\), and by Lemma \[A.1\] it holds that \(\sigma(\mathcal{A}_F) = \sigma(\mathcal{A}_F^*) \setminus \{ 0 \}\). In order to apply Theorem \[10\] which will lead to exponential stability for \((T_F(t))_{t \geq 0}\) in the same way as demonstrated for \((T(t))_{t \geq 0}\), we argue by contradiction and assume that \((10)\) is not true for \(\mathcal{A}_F\). Then there exists a sequence \((I_n)_{n \in \mathbb{N}} \subseteq \mathbb{R} \setminus \{ 0 \}\) with \(|I_n| \to +\infty\) as \(n \to +\infty\) and, dropping the index \(n\), a sequence \(U_t \in D(\mathcal{A}_F)\) with \(\|U_t\|_{\mathcal{H}_F} = 1\) for all \(t \in I_n\) \((n \in \mathbb{N})\) such that in \(\mathcal{H}_F\) we have

\[
F_t = \left[ f_t^1, g_t^1, h_t, p_t, f_t^2, g_t^2 \right]:=(i l - \mathcal{A}_F)U_t \to 0, \quad |l| \to +\infty.
\]

Then, for \(|l| \to +\infty\), it holds that

\[
\begin{align*}
il u_t^1 - u_t^2 &= f_t^1 \quad \to 0 \quad \text{in} \quad H^1(L_1, L_2), \quad (A.4a) \\
il v_t^1 - v_t^2 &= g_t^1 \quad \to 0 \quad \text{in} \quad H^1((0, L_1) \cup (L_2, L_3)), \quad (A.4b) \\
il \theta_t - k^2 \theta_{xx} + mu_{xx}^2 &= h_t \quad \to 0 \quad \text{in} \quad L^2(L_1, L_2), \quad (A.4c) \\
il u_t^1 - au_{xx}^1 + m\theta_{xx} &= f_t^2 \quad \to 0 \quad \text{in} \quad L^2(L_1, L_2), \quad (A.4d) \\
il v_t^2 - bv_{xx}^1 &= g_t^2 \quad \to 0 \quad \text{in} \quad L^2((0, L_1) \cup (L_2, L_3)). \quad (A.4e)
\end{align*}
\]
For the model with Cattaneo’s law, in the context of Section 3, the equation (17/2) prevented one to conclude \( \theta_{t,x} \rightarrow 0 \) in \( L^2 \) as \( |l| \rightarrow +\infty \). However, here this convergence holds due to Remark A.7 which leads to simplifications at some points. We continue as in Section 3 and observe from (4.3c) and (4.3d) that \( \|u_l^1\|_{L^2(\Omega_t;L^2)} \rightarrow 0, \|u_\varphi^1\|_{L^2((0,\Omega_t);L^2)} \rightarrow 0 \) as \( |l| \rightarrow +\infty \), as well as from (4.4c) and (4.4d) that

\[
\begin{align*}
|l|\|\theta_l\|_{H^{-1}(\Omega_t;L^2)} & \leq C(\|\theta_{t,x}\|_{L^2(\Omega_t;L^2)} + \|u_l^2\|_{L^2(\Omega_t;L^2)} + \|F_l\|_{H^1(\Omega_t;L^2)}) , \\
|l|\|\theta_l^2\|_{H^{-1}(\Omega_t;L^2)} & \leq C(\|u_l^1\|_{L^2(\Omega_t;L^2)} + \|\theta_{t,x}\|_{L^2(\Omega_t;L^2)} + \|F_l\|_{H^1(\Omega_t;L^2)}).
\end{align*}
\]

By interpolation and Remark A.7 noting that now \( \|\theta_{t,x}\|_{L^2(\Omega_t;L^2)} \rightarrow 0 \) for \( |l| \rightarrow +\infty \), it holds

\[
\begin{align*}
\|\theta_l\|_{L^2(\Omega_t;L^2)}^2 & \leq \frac{1}{|l|} C(\|\theta_{t,x}\|_{L^2(\Omega_t;L^2)} + \|u_l^2\|_{L^2(\Omega_t;L^2)} + \|F_l\|_{H^1(\Omega_t;L^2)}) \\
& \quad \times (\|\theta_{t,x}\|_{L^2(\Omega_t;L^2)} + \|\theta_{t,x}\|_{L^2(\Omega_t;L^2)}) \\
& \quad \to 0, \quad |l| \to +\infty.
\end{align*}
\]

Moreover, one has

\[
\begin{align*}
\|u_l^1\|_{L^2(\Omega_t;L^2)}^2 & \leq \|u_l^2\|_{H^{-1}(\Omega_t;L^2)}^2 \|u_l^2\|_{H^1(\Omega_t;L^2)} \\
& \leq \frac{C}{|l|} (\|u_l^1\|_{L^2(\Omega_t;L^2)} + \|\theta_{t,x}\|_{L^2(\Omega_t;L^2)} + \|F_l\|_{H^1(\Omega_t;L^2)}) \|u_l^2\|_{H^1(\Omega_t;L^2)} \\
& = \frac{C}{|l|} (\|u_l^1\|_{L^2(\Omega_t;L^2)} + \|\theta_{t,x}\|_{L^2(\Omega_t;L^2)} + \|F_l\|_{H^1(\Omega_t;L^2)}) \|u_l^1\|_{H^1(\Omega_t;L^2)} \|u_l^2\|_{H^1(\Omega_t;L^2)}.
\end{align*}
\]

Now, we can conclude similar to Lemma 3.1 that \( u_l^1, u_l^2 \) converge to zero. Hereto, by using (4.4a), (4.4c), (4.4d), as well as the boundary condition for \( \theta_{t,x} \), we obtain

\[
\begin{align*}
0 &= \int_{l_1}^{l_2} \left[ \theta_{t,x}u_l^1 x + \frac{1}{H} \left( k^2 \theta_{t,x}u_l^1 x^2 + m\theta_{t,x}u_l^1 x - f_{l_1}^1 u_l^1 x - h_l u_l^1 x \right) \right] dx \\
& = \int_{l_1}^{l_2} \left[ \theta_{t,x}u_l^1 x + \frac{1}{H} \left( k^2 \theta_{t,x}u_l^1 x^2 + m\theta_{t,x}u_l^1 x - f_{l_1}^1 u_l^1 x - h_l u_l^1 x \right) \right] dx.
\end{align*}
\]

From \( \|\theta_l\|_{H^\infty} = 1, \|\theta_l\|_{H^\infty} \to 0 \) as \( |l| \to +\infty \), (4.5) and Remark A.1 one can deduce

\[
\int_{l_1}^{l_2} \left[ \theta_{t,x}u_l^1 x + \frac{1}{H} \left( k^2 \theta_{t,x}u_l^1 x^2 + m\theta_{t,x}u_l^1 x - f_{l_1}^1 u_l^1 x - h_l u_l^1 x \right) \right] dx \to 0, \quad |l| \to +\infty,
\]

which implies together with (4.7) that \( \|u_l^1\|_{L^2(\Omega_t;L^2)} \rightarrow 0 \) as \( |l| \to +\infty \) and, by employing Equation (4.6), one also has \( \|u_l^2\|_{L^2(\Omega_t;L^2)} \rightarrow 0 \) as \( |l| \to +\infty \).

In order to control the \( \|u_l^1\|_{L^2((0,\Omega_t);L^2)} \) and \( \|u_l^2\|_{L^2((0,\Omega_t);L^2)} \), we first multiply (4.4d) with \( u_l^2 x (L_2 - x) \), integrate over \( \Omega_t \), take real parts, incorporate (4.4a) and deduce

\[
0 = - \int_{l_1}^{l_2} \left[ \frac{1}{2} \frac{d}{dx} |u_l^1|^2 + \frac{a}{2} \frac{d}{dx} |u_l^1|^2 \right] (L_2 - x) dx \\
- \Re \int_{l_1}^{l_2} \left[ u_l^1 f_l^1 x - m \theta_{t,x} u_l^1 x + f_{l_1}^1 u_l^1 x \right] (L_2 - x) dx.
\]

(A.8)
Repeating this calculation, but multiplying (A.4d) now with \( u_{1,x}^1(L_1 - x) \), results in

\[
0 = -\int_{L_1}^{L_2} \left[ \frac{1}{2} \frac{d}{dx} |u_x|^2 + \frac{\alpha}{d} \frac{d}{dx} |u_{1,x}^1|^2 \right] (L_1 - x) \, dx - \Re \int_{L_1}^{L_2} \left[ u_x^1 f_{1,x} - m \theta_{1,x} u_{1,x}^1 + f_{1,x} u_{1,x}^1 \right] (L_1 - x) \, dx,
\]

and summing (A.8) and (A.9), as well as using integration by parts, leads to

\[
\int_{L_1}^{L_2} \left[ |u_x|^2 + a |u_{1,x}^1|^2 \right] \, dx + \mathcal{R}_4 + \mathcal{R}_5 = \frac{L_2 - L_1}{2} \sum_{i=1,2} \left[ |u_x^1(L_i)|^2 + a |u_{1,x}^1(L_i)|^2 \right].
\]

Both \( \mathcal{R}_4 \) and \( \mathcal{R}_5 \) converge to zero for \( |\cdot| \to +\infty \) by the usual argument. In a similar manner as before, by multiplying (A.4e) with \( v_{1,x}^1 \) and integrating over \((0,L_1)\), followed by multiplying (A.4e) with \( v_{1,x}^1(L_3 - x) \) and integrating over \((L_2,L_3)\), one obtains

\[
0 = \frac{b}{2} \|v_{1,x}^1\|_{L^2((0,L_1)\cup(L_2,L_3))}^2 + \frac{1}{2} \|v^2\|_{L^2((0,L_1)\cup(L_2,L_3))}^2
\]

\[
- \frac{1}{2} (L_1 |v_{1,x}^1(L_1)|^2 + b |v_{1,x}^1(L_1)|^2) - \frac{1}{2} (L_3 - L_2) (|v_{1,x}^1(L_2)|^2 + b |v_{1,x}^1(L_2)|^2)
\]

\[
+ \mathcal{R} \int_{L_2}^{L_3} \left[ \tilde{v}_{1,x}^1 \tilde{v}_{1,x}^1 + v_{1,x}^1 v_{1,x}^1 \right] (L_3 - x) \, dx - \mathcal{R} \int_{L_1}^{L_2} \left[ \tilde{v}_{1,x}^1 \tilde{v}_{1,x}^1 + v_{1,x}^1 v_{1,x}^1 \right] x \, dx.
\]

Note that, due to the usual Sobolev embedding, \( |\theta(x)| \leq C \|\theta\|_{H^1(L_i,L_j)} \) for all \( x \in [L_i,L_j] \), where \( C > 0 \) is independent of \( I \in \{L_n \mid n \in \mathbb{N} \} \). Therefore, there exist \( C_1, C_2 > 0 \), independent of \( I \), such that for

\[
I := \|v_{1,x}^1\|_{L^2((0,L_1)\cup(L_2,L_3))}^2 + \|v^2\|_{L^2((0,L_1)\cup(L_2,L_3))}^2,
\]

one can infer from (A.11) and the transmission conditions that

\[
I \leq C_1 \sum_{i=1,2} \left[ |u_x^1(L_i)|^2 + |u_{1,x}^1(L_i)|^2 + |\theta_i(L_i)|^2 + |u_{1,x}^1(L_i)||\theta_i(L_i)| \right] + C_1 |\mathcal{R}_6|
\]

\[
\leq C_2 \sum_{i=1,2} \left[ |u_x^1(L_i)|^2 + |u_{1,x}^1(L_i)|^2 + \|\theta_i\|_{H^1(L_i,L_j)}^2 + |u_{1,x}^1(L_i)||\theta_i\|_{H^1(L_i,L_j)} \right] + C_1 |\mathcal{R}_6|,
\]

where \( \mathcal{R}_6 \) vanishes as \( |\cdot| \to +\infty \). Furthermore, (A.10) allows to infer \( |u_x^1(L_i)| + |u_{1,x}^1(L_i)| \to 0 \), as \( |\cdot| \to +\infty \), for \( i = 1, 2 \) and Remark A.1 together with (A.8) implies \( |\theta_i|_{H^1(L_i,L_j)} \to 0 \), as \( |\cdot| \to +\infty \). As a result, from (A.12) it follows that \( I \to 0 \), as \( |\cdot| \to +\infty \). In total, all terms contained in \( \|U_i\|_{\mathcal{F}_P} \) are seen to converge to zero for large \( |\cdot| \) and we arrive at

\[
\|U_i\|_{\mathcal{F}_P} \to 0, \quad |\cdot| \to +\infty,
\]

which is in contradiction with \( \|U_i\|_{\mathcal{F}_P} = 1 \).

Above we verified the requirements of Theorem A.1 for \( \mathcal{F}_P \) and therefore conclude the following exponential stability result, which can be proved in the same way as Theorem 3.2.
Let $U_0 \in \mathcal{H}_f$, according to Lemma [A.1] be uniquely decomposed as $U_0 = W_0 + V_0$, with $W_0 \in \ker(\mathcal{A}_f)$ and $V_0 \in \range(\mathcal{A}_f)$. There exist constants $M > 0$ and $\omega > 0$, which are independent of $U_0$, such that

$$\| T_f(t)U_0 - W_0 \|_{\mathcal{H}_f} \leq M e^{-\omega t} \| U_0 \|_{\mathcal{H}_f} \quad (t \geq 0).$$
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