Non-adiabatic few-femtosecond dynamics of excited methanol with super-resolution time-resolved photoelectron spectroscopy
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We report a novel approach to tracking nuclear motion and non-adiabatic dynamics in molecular systems, on sub-10 fs timescales, by combining a detailed analysis of the onset and decay times of the features in time-resolved photoelectron spectroscopy experiments with electronic structure calculations. The approach is applied to photoexcitation of methanol at 156 nm, followed by delayed photoionization at 260 nm, using 20 fs laser pulses. Energy-resolved signal onset times are extracted from the measured photoelectron spectra to achieve high temporal resolution, beyond the pump and probe pulse duration. When combined with ab initio calculations of selected cuts through the excited state potential energy surfaces, this information allows the dynamics of the transient excited molecule, which include multiple nuclear and electronic degrees of freedom, to be tracked on their intrinsic femtosecond timescale. Within 15 fs of photoexcitation, we observe nuclear motion on the initially excited bound state, through a region of non-adiabatic coupling, and along different dissociative coordinates.
I. INTRODUCTION

Molecules excited by light can evolve by coupled nuclear and electronic motion over ultrafast timescales. In many photochemical reactions, the products and their relative yields depend sensitively on the details of these coupled molecular dynamics and processes that occur within a few femtoseconds. For example, near a conical intersection, where the evolving molecular geometry finds two or more electronic states of equal potential energy, non-adiabatic transitions can occur, enabling important relaxation mechanisms, such as competing isomerization or dissociation pathways, and non-radiative electronic relaxation. Considerable interest in investigating such dynamics on their natural femtosecond timescales has driven recent developments of time-resolved spectroscopic methods employing few-cycle infrared lasers and broadband attosecond pulses.

Time-resolved photoelectron spectroscopy (TRPES) has arguably become the gold standard to study ultrafast non-adiabatic dynamics in neutral excited molecules. A measurement of the instantaneous photoelectron binding energy of the excited wavepacket can be parsed into contributions from each state involved in the electronic relaxation process, allowing kinetic models to be constructed. Photoelectron spectra are also sensitive to excited vibrational wavepacket dynamics due to the dependence of the binding energy on the evolving molecular geometry. Signatures of such dynamics have been observed in TRPES as shifts in the measured photoelectron kinetic energy as the probe pulse delay is increased. Such shifts are a direct result of the wavepacket motion on the excited state potential energy surface (PES), due to the configuration dependent ionization potential.

A few techniques are available to exceed the apparent instrument resolution limit of an experiment. For example, ultrafast excited state decay lifetimes may be extracted by measuring a slightly broadened or delayed pump-probe cross-correlation. We draw an analogy between the present work and hyperspectral super-resolution imaging, where multiple images are captured with sub-pixel shifts at various wavelengths. These images can be combined to obtain a hyperspectral image with spatial resolution beyond conventional hyperspectral imaging. In the present experiments, photoelectron energy dependent spectra obtained with sub-pulse duration pump-probe time-delay steps spectra reveal nuclear motion, with a temporal resolution beyond the instrument response, if the characteristic onset and decay times of spectral features are appropriately mapped as functions of photoelectron kinetic energy.

We temporally and spectrally resolve photodissociation dynamics of methanol following excitation to the 21A′′ (S2) electronic state at 156 nm, in a demonstration of super-resolution TRPES to identify and follow the photochemical reaction. Using a 260 nm single-photon probe, we measure dynamical spectral features in the photoelectron spectrum as a function of the pump-probe time delay, and quantify them to extract signatures of the nuclear motion that emerges in the first 10 fs following excitation. Measurements of the photoelectron kinetic energy Eγ- allow the determination of the transient binding energy $E(R)$ of the system,

$$E_i(R) = \hbar \omega_{pump} - \hbar \omega_{probe} - E_{c-} = \hbar \omega_{pump} + E_c(R) - E_i(R),$$

where the potential energies of the cation $E_c(R)$ and the neutral excited state $E_i(R)$ depend on the nuclear coordinates $R$, and $E_c(R) - E_i(R)$ is the coordinate-dependent ionization potential. The pump and probe photon energies are $h\omega_{pump}$ and $h\omega_{probe}$, respectively. When interpreted with the aid of electronic structure calculations, which assist in reducing the dimensionality of the dynamics through the identification of a characteristic reaction coordinate, this technique enables the nuclear wavepacket to be tracked as it evolves on the PES.

Methanol plays an important role in atmospheric chemistry, fuels and energy transport, and the excited state dynamics of methanol are highly relevant to each of these applications. Direct investigation of excited state dynamics of methanol in the time domain has been challenging, in part due to the high electronic excitation energies, the ultrafast internuclear motion on the excited states, and the relative complexity of the molecule involving two fundamental functional groups. Methanol can therefore be employed as a model polyatomic system to develop valence-sensitive time-resolved experimental techniques and excited state electronic structure theory to address each of these challenges.

In previous studies, several neutral dissociation channels were observed following photoexcitation of the 21A′′ (S2) state in methanol. Among these, the dominant two-body breakup processes produce either CH3O+H or CH3+OH, while CH3OH+H and CH3O+H2 are also produced with lower yields. The S2 excited state is bound along the O–H and C–O coordinates, while the 1A′′ (S1) state is dissociative in the same coordinates. Previous calculations revealed avoided crossings between the S1 and S2 states along each of these coordinates, which suggested that the observed dissociation occurs after a non-adiabatic transition to the lower of these two 1A′′ states. Analysis of the fragment kinetic energy distributions for the O–H and C–O dissociation channels revealed that most of the available energy is channeled into translational kinetic energy, which also supports the possible mechanism of prompt fragmentation on the S1 PES, which connects asymptotically to the CH3O + H and CH3 + OH thermodynamic limits.

In the valence isoelectronic system CH3SH, the S1 and S2 surfaces were previously explored by neutral fragment velocity map imaging and ab initio theory. In CH3SH, a conical intersection between the S2 and S1 PESs, involving C–S bond stretch and S–H motion, enables dissociation. In the present investigation we ex-
II. RESULTS AND DISCUSSION

A. Signal Onset Times and Resolving a Fast Dissociative Reaction Pathway.

The experimental time-resolved photoelectron spectra, for excitation at 156 nm and ionization by a delayed 260 nm probe pulse, are shown in Fig. 1. The pump and probe pulses, each having 20 fs duration, are generated by focusing 780 nm laser pulses in argon to generate high order harmonics through the non-linear process of high harmonic generation. The high harmonic beam is split into two parallel beams containing the 3rd and the 5th harmonics by using filters and a split mirror setup. One half of the split mirror is mounted on a linear translation stage to vary the pump-probe time delay (see Methods). The overall photoelectron yield decays within ~200 fs. We observe features in the photoelectron spectra that shift as the time delay is increased, with a peak first appearing near the binding energy of 10.85 eV (the ionization potential, corresponding to a photoelectron kinetic energy of 1.87 eV) and extending towards higher binding energies (lower kinetic energies) with longer time delays.

To quantify the measured photoelectron spectra, we use a global fitting algorithm that fits each energy-slice, $I(E,t)$, with a function parameterized by the energy-dependent signal onset time $t_0(E)$ and exponential decay time $\tau(E)$, convolved with a global Gaussian function $g$ of width $\sigma$:

$$I(E,t) = A(E) \left[ H(t - t_0(E)) \times \exp\left(-\frac{t - t_0(E)}{\tau(E)}\right) \right] \otimes g(t - t_0(E); \sigma),$$  \hspace{1cm} (2)

where $H(t)$ is the Heaviside step function. More information on this fitting procedure is available in the supplementary materials. The retrieved signal onset times, $t_0(E)$, and signal decay times, $\tau(E)$, are shown in Fig. 2. Eq. (2) adds an energy-dependent framework to the TR-PES technique to allow access to dynamics with time resolution beyond the duration of pump and probe pulses.

The retrieved onset times can be interpreted as the time it takes for the wavepacket to arrive at a region of the PES with a specified binding energy. Following photoexcitation, the excited state wavepacket rapidly moves away from Franck-Condon geometries to a region of increased binding energy. Over the first ~10 fs, the binding energy increases smoothly at 0.05 eV/fs. Above 11.3 eV, there is an abrupt change in this rate to 0.3 eV/fs, which continues for the remainder of the measurable binding energies up to 12.72 eV, suggesting neutral dissociation. Thus, by analyzing the time-dependence of the excited state binding energies (see onset times of Fig. 2), the
initial motion of the excited molecule can be accessed on timescales significantly shorter than the ∼20 fs pulse widths of the pump and probe pulses.

In methanol, there are 3N − 6 = 12 nuclear degrees of freedom. While this number is small relative to other alcohols, examining excited state dynamics in methanol is challenging due to the high dimensionality of its PESs. In the present work, we use equation-of-motion coupled-cluster theory (see Methods) to examine cuts of the PESs of the involved excited states. We define two 1-dimensional coordinates to significantly reduce the dimensionality of the system. To explain the measured photoelectron spectral shifts, we explored the simultaneous stretching of the C–O bond and the opening of the C–O–H bond angle. A reaction coordinate, representative of the general shape of this surface, was identified and is shown in Fig. 3. The initial excited wavepacket will advance on the S2 PES along this coordinate until it reaches a crossing point between this surface and that of S3 (1^1 A'). At and in the neighborhood of this geometry, internal conversion to S3 becomes possible. Starting at this geometry on S3, the same fragments, specifically those due to C–O and O–H cleavage, can be reached as previously considered. The S3 and S1 surfaces become degenerate at linear C–O–H geometries, however crossing to S1 is not required for dissociation, in contrast to the valence isoelectronic system CH3SH, and previous assumptions about methanol.

The calculations along this reaction coordinate agree well with the features of the signal onset time measurement. The abrupt increase in the rate of change of the measured binding energy discussed above is explained by the transition from the initially excited S2 to S3, where the binding energy depends more strongly on the nuclear geometry. The energetic location of this transition near \( E(R) = 11.3 \) eV is also in agreement with the calculated crossing geometry of these two states, as seen in Fig. 3. After the internal conversion to the dissociative state, the other coordinates begin to play a role. Notably, the O–H bond breaking on S1 will lead to measured binding energy shifts faster than the other dissociation channel.

The measured signal decay times of Fig. 2 characterize the timescale for the excited state wavepacket to exit a region of the PES at a specified binding energy. For binding energies associated with S2, the decay times are between 25 and 30 fs, which is consistent with the ∼26 fs lifetime that can be extracted from the ∼100 meV wide vibrational structure seen in the S2 absorption spectrum at 156 nm. In this case, the measurements reveal the time needed to completely depopulate the Franck-Condon region, augmenting the information provided by the signal onset times.

The previous studies of this excited state of methanol consider only the crossing between the two A'' states S1 and S2. A calculation on CH3SH suggests that an analogous conical intersection could be arrived at largely through C–S (analogous to C–O) bond stretch. We performed a search for a conical intersection between S1 and S2 in methanol, and only found one in a region of the PES that is energetically inaccessible for the present experiments. The importance of the A' state S3 in the dissociation of methanol underlines the weak correspondence in the excited state dynamics of the two isoelectronic molecules. The previously ignored S3 state appears to be responsible for the rapid relaxation within 15 fs observed in the present experiments, and is also consistent with previous measurements.
Fig. 4. Pump-probe time dependence of the yield of the various ion and photoelectron channels. In this analysis, only the total ion and photoelectron yields were normalized. The two electron regions correspond to 10.85 to 11.6 eV (red, fast decay) and 11.6 to 12.25 eV (cyan, slow decay), as labeled in Fig. 1.

B. Correlating Delayed-Onset Photoelectrons with Methyl Deprotonation.

Excited methanol fragments through multiple dissociation channels following photoexcitation. Both the CH$_3$OH$^+$+H channel and the CH$_2$O$^++$H$_2$ channel, with appearance energies of 11.6 eV and 12.45 eV, respectively, are energetically accessible for the photon energies of the present experiments. We measured the time-dependent ion yields for the species associated with these H and H$_2$ elimination channels along with the bound ionic methanol channel using the same experimental apparatus and the same 156 nm pump, 260 nm probe scheme. The results are shown in Fig. 4. A fast rise in the CH$_3$OH$^+$ yield near $t_0$ with a fast decay, and a slightly delayed rise in the CH$_2$O$^+$ yield with a slower decay, are observed. Hydrogen loss in the latter channel was confirmed to occur exclusively from the methyl site of methanol by performing the same experiment with its deuterated isotopologues CD$_3$OH and CH$_3$OD. There was no significant yield of CH$_2$O$^+$ measured in the present experiments.

Fitting the time-dependent ion yields with the ansatz of Eq. 2 gives a 7 fs delay for the fragment signal relative to that of the parent ion and a 30 fs and 45 fs 1/e lifetime for the parent and fragmented ion, respectively. Although these ion yield measurements were not made in coincidence with the photoelectron measurements, the faster CH$_3$OH$^+$ yield correlates well with that of photoelectrons with binding energies between the ionization potential and 11.6 eV (region 1 in Fig. 1), as shown in Fig. 4, and the slower CH$_2$OH$^+$ yield correlates with that of photoelectrons between 11.6 eV and 12.25 eV (region 2 in Fig. 1), where the signal takes longer to decay (see also Fig. 3). Note that the time dependence in each ion yield and the correlated photoelectron yield exhibits earlier (later) onset times followed by shorter (longer) decay times. The fitted signal decay lifetimes for the fragment and parent ion yields, along with the corresponding photoelectrons yields from each of the binding energy bands described above, are summarized in Table I for each target species. Although C–H fragmentation occurs on the methyl site of the molecule, the signal decay timescales were greatly affected by hydroxyl deuteration and less so by fully deuterating the methyl functional group, indicating that hydroxyl motion in the excited state plays an important role in facilitating the methyl hydrogen elimination, which was previously determined to occur on the cationic state. Deuteration did not strongly affect the appearance time of the fragment ion, relative to the parent ion, nor the photoelectron signal onset times, indicating that stretching of the C–O bond, rather than hydrogen motion, limits the rate of the initial dynamics.

To gain insight into the dynamics leading to methyl hydrogen loss in the present experiments, we turn to the computed 2-dimensional cuts, along the C–H stretch and C–O–H angle coordinates, of the S$_2$ and S$_3$ excited states and the lowest cation state D$_0$, which are shown in Fig. 5. The cuts reveal a path for a fraction of the cation wavepacket on D$_0$ to dissociate by C–H bond cleavage. The pathway is reached following ionization by the probe photon for C–O–H angles $\geq 140^\circ$, which are accessed through a conical intersection between the S$_2$ and S$_3$ states. A low barrier ($< 400$ meV) on S$_2$ to angle opening is consistent with the delayed onset of the CH$_2$OH$^+$ fragment ion and the correlated lower-energy photoelectrons in the present measurements on CH$_3$OH. Such a barrier also provides a possible explanation for the longer CH$_2$OD$^+$ fragment ion and photoelectron decay times observed in the present measurements on deuterated methanol CH$_3$OD. Significant potential energy barriers around 1.7 Å on both of the S$_2$ and S$_3$ cuts may inhibit direct C–H dissociation by 156 nm photoexcitation, as observed in previous experimental investigations, however motion along other coordinates reduce the barriers (see the Supplementary Material for details).

### Table I. Fitted exponential decay times, in femtoseconds, of the ion and electron channels presented in Fig. 1 and in the text, for methanol and its deuterated isotopologues, with uncertainties representing one standard deviation. The two electron regions are illustrated in Fig. 1. NM indicates a channel that was not measured.

| Channel          | CH$_3$OH | CH$_3$OD | CD$_2$OH |
|------------------|----------|----------|----------|
| Parent ion       | 30±3     | 43±6     | 36±6     |
| e$^-$ region 1   | 29±2     | 39±9     | NM       |
| Fragment ion     | 45±4     | 91±8     | 56±6     |
| e$^-$ region 2   | 48±4     | 97±16    | NM       |
We have measured and described the ultrafast dynamics of methanol after 156 nm photoexcitation, and demonstrated sensitivity to the coupled electronic and nuclear motion immediately following electronic excitation, through super-resolution TRPES. By calculating cuts through the potential energy surfaces of the electronic excited states, we find mechanisms to explain the measured dissociation processes, invoking a previously unexplored $A'$ electronic state. This state is accessed non-adiabatically through a conical intersection, and dissociates rapidly along the C–O bond. The non-adiabatic transition to the dissociative $S_3$ state occurs within 15 fs of excitation. C–H dissociation was observed to be delayed relative to the C–O fragmentation process in the experiments and was determined to occur on the ground electronic state of the methanol cation, following significant C–O–H angle opening, facilitated by a conical intersection between the neutral states $S_3$ and $S_2$.

Comparison of the time-resolved measurements with the computed PES cuts enables the identification of reaction coordinates and a reduction in dimensionality of the dynamics. Resolving nuclear motion in higher dimensions through this procedure could be possible in further experiments involving photoionization to multiple electronic continua, given that the valence electron binding energies have unique dependencies on molecular configuration. These approaches could enable a more detailed understanding of non-adiabatic dynamics in electronically excited polyatomic molecules, and may also be useful in studying highly coupled electronic nuclear motion, even on sub-10 fs timescales.

IV. METHODS

A. Experimental Details

The experimental setup is described in detail elsewhere. Briefly, light from a 25 mJ, 25 fs, 1 kHz Ti:sapphire laser system generates vacuum and extreme ultraviolet light via high harmonic generation at a 6 m focus in 25 Torr of argon in a 10 cm-long gas cell. Using a set of D-shaped filters and a split mirror interferometer, the output frequency comb is separated spectrally and temporally into a pump arm at the fifth harmonic (156 nm, 7.95 eV) and a probe arm at the third harmonic (260 nm, 4.77 eV) of the fundamental infrared light. The experiment was conducted with the pulse energy splitting between pump and probe beams at the interferometer chosen to optimize the rate of counts at the pump-probe time overlap relative to the rate when the probe arrived early, but was repeated at a different splitting to dismiss the presence of unwanted nonlinear effects. The two beams are focused into a velocity map imaging spectrometer, which records the kinetic energy spectra of either the electrons or ions resulting from the photoionization of target molecules. A set of microchannel plates and a CCD camera are used to record the projected electron and ion momentum distributions, and the pBASEX algorithm is used to recover the kinetic energy distributions. For ions, a fast voltage pulse applied to the detector, at specific times relative to the ionizing laser pulse, allowed different ion fragments to be isolated by their mass-to-charge ratio. Methanol vapor from a container held at room temperature flows through a variable leak valve and enters the interaction region through a long 100 $\mu$m-diameter capillary.

B. Theoretical Calculations

We used equation-of-motion coupled-cluster theory with single and double excitations (EOM-CCSD) and an aug-cc-pVTZ basis set to calculate the PES of the ground and first few excited states of neutral methanol. The ground state of the cation was calculated using RHF-RCCSD. Since methanol’s excited states have significant Rydberg character, it is necessary to use augmented functions in the basis set. At geometries with stretched methanol bonds, we used unrestricted reference functions (UHF-EOM-CCSD) to ensure that the EOM-CCSD results were reliable and the presence of multireference correlation did not significantly change the results. The EOM-CCSD calculations were performed using the MOLPRO electronic structure suite, while those with an unrestricted reference were
performed using the NWChem package. Calculations of the two-dimensional potentials in Fig. 5 were performed by optimizing the energy on the cation surface with respect to the other internal coordinates. The geometry optimizations used multireference Rayleigh-Schrödinger perturbation theory, using an active space of 3 electrons in 5 orbitals. Loose geometry convergence parameters were used for some of the geometries far from equilibrium. A single-point energy calculation was performed by optimizing the energy on the cation surfaces of the two-dimensional potentials in Fig. 5 were performed using the NWChem package.
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