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Abstract: We study the dependence of the eigenvalues of time-harmonic Maxwell’s equations in a cavity upon variation of its shape. The analysis concerns all eigenvalues both simple and multiple. We provide analyticity results for the dependence of the elementary symmetric functions of the eigenvalues splitting a multiple eigenvalue, as well as a Rellich-Nagy-type result describing the corresponding bifurcation phenomenon. We also address an isoperimetric problem and characterize the critical cavities for the symmetric functions of the eigenvalues subject to isovolumetric or isoperimetric domain perturbations and prove that balls are critical. We include known formulas for the eigenpairs in a ball and calculate the first one.
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1 Introduction

This paper is devoted to the analysis of the dependence of eigenvalues of time-harmonic Maxwell’s equations in a cavity $\Omega$ of $\mathbb{R}^3$ upon variation of the shape of $\Omega$. Here cavities are understood as bounded connected open sets, in other words, bounded domains of the Euclidean space. Moreover, unless otherwise indicated, they are assumed to be sufficiently smooth in order to guarantee the validity of a number of facts, primarily the celebrated Gaffney inequality.

We point out from the very beginning that the study of electromagnetic cavities has many applications, for example in designing cavity resonators or shielding structures for electronic circuits, see e.g., [17, Chp. 10] for a detailed introduction to this field of investigation. See also the classical books [8], [15], [16] and the more recent [30, 31, 33] for extensive discussions and references concerning the mathematical theory of electromagnetism. We also refer to the well-known papers [10, 11, 12] by M. Costabel and M. Dauge, as well as to the more recent papers [3, 4, 7, 9, 13, 26, 32, 34].

Recall that time-harmonic Maxwell’s equations in a homogeneous isotropic medium filling a domain $\Omega$ in $\mathbb{R}^3$ can be written as

$$\text{curl}E - i\omega H = 0, \quad \text{curl}H + i\omega E = 0,$$

(1.1)

where $E, H$ denote the spatial parts of the electric and the magnetic field respectively and $\omega > 0$ is the angular frequency. Here, for simplicity the electric permittivity $\varepsilon$ and
the magnetic permeability \( \mu \) of the medium have been normalized by setting \( \epsilon = \mu = 1 \). Note that the solutions \( E, H \) to (1.1) are divergence-free.

As far as the boundary conditions are concerned, we consider those of a perfect conductor, hence we require that
\[
\nu \times E = 0 \quad \text{and} \quad H \cdot \nu = 0, \tag{1.2}
\]
where \( \nu \) denotes the unit outer normal to the boundary \( \partial \Omega \) of \( \Omega \).

Operating by curl in each of the equations (1.1) and setting \( \lambda = \omega^2 \), one obtains the following well-known boundary value problems
\[
\begin{cases}
\nabla \times E = \lambda E, & \text{in } \Omega, \\
\nu \times E = 0, & \text{in } \partial \Omega,
\end{cases} \tag{1.3}
\]
and
\[
\begin{cases}
\nabla \times H = \lambda H, & \text{in } \Omega, \\
H \cdot \nu = 0, & \text{in } \partial \Omega, \\
\nu \times \nabla \times H = 0, & \text{in } \partial \Omega.
\end{cases} \tag{1.4}
\]
Note that the solutions to (1.3) automatically satisfy the boundary condition \( \nabla \times E \cdot \nu = 0 \), on \( \partial \Omega \), see Lemma 2.3. As it is natural, each of the two problems provide the same eigenvalues (cf., [35]) which can be represented by an increasing, divergent sequence
\[
0 < \lambda_1[\Omega] \leq \lambda_2[\Omega] \leq \ldots \leq \lambda_n[\Omega] \leq \ldots
\]
where each eigenvalue is repeated according to its multiplicity (that is, the dimension of the corresponding eigenspace), which is finite. Note that, in fact, the corresponding resolvent operators are compact and self-adjoint.

In this paper, we study the dependence of \( \lambda_n[\Omega] \) on \( \Omega \) and we aim at proving analyticity results for all eigenvalues, both simple and multiple, and addressing an optimization problem concerning the role of balls in isovolumetric or isoperimetric domain perturbations.

Despite the importance of problem (1.1), these issues are not much discussed in the literature and we are aware only of the paper [21] by S. Jimbo which provides a Hadamard-type formula for the shape derivatives of simple eigenvalues and quotes the book [20] by K. Hirakawa where an analogous but different formula is provided on the base of heuristic computations. In particular, we note that the formula in [20, (4-88), p. 92] agrees with our Hadamard formula (1.8) below.

On the contrary, analogous stability and optimization issues for problems arising in elasticity theory have been largely investigated in the literature and many results are available, see e.g., the classical monograph [19] by D. Henry. See also [5, 18] for more information about the variational approach, and the forthcoming monograph [14] for a functional analytic approach to stability problems. In particular, it appears that for classical boundary value problems involving rotational invariant operators, a kind of principle holds, namely, all simple eigenvalues and the elementary symmetric functions of multiple eigenvalues depend real analytically on the domain, and balls are corresponding critical domains with respect to isovolumetric and isoperimetric domain perturbations, see [6]. In this paper, we prove that the eigenvalue problem (1.1) obeys this principle. In particular, in Theorem 4.5 we provide the analyticity result with the appropriate Hadamard formula, and in Theorem 5.10 we prove that an open set \( \Omega \) is
a critical domain, under the volume constraint $\text{Vol}(\Omega) = \text{constant}$, for the elementary symmetric functions of the eigenvalues bifurcating from an eigenvalue $\lambda$ of multiplicity $m$ if and only if the following extra boundary condition is satisfied:

$$\sum_{k=1}^{m} \left( |E^{(i)}|^{2} - |H^{(i)}|^{2} \right) = c \quad \text{on } \partial \Omega, \quad (1.5)$$

where $c$ is a constant, $E^{(i)}$, $i = 1, \ldots, m$, is an orthonormal basis in $(L^2(\Omega))^3$ of the (electric) eigenspace associated with $\lambda$, and $H^{(i)} = -i \text{curl} E^{(i)}/\sqrt{\lambda}$ is the magnetic field associated with $E^{(i)}$ as in (1.1). Then, in Theorem 5.13 we prove that condition (1.5) is satisfied if $\Omega$ is a ball. Similarly, in the case of isoperimetric domain perturbations and perimeter constraint $\text{Per}(\Omega) = \text{constant}$, the extra boundary condition reads

$$\sum_{k=1}^{m} \left( |E^{(i)}|^{2} - |H^{(i)}|^{2} \right) = c\mathcal{H} \quad \text{on } \partial \Omega, \quad (1.6)$$

where $c$ is a constant and $\mathcal{H}$ is the mean curvature of $\partial \Omega$ (the sum of the principal curvatures).

It would be interesting to characterise all domains for which the above conditions are satisfied.

We note that using the elementary symmetric functions of multiple eigenvalue, rather than the eigenvalues themselves, is quite natural since domain perturbations typically split the multiplicities of the eigenvalues and produce bifurcation phenomena responsible for corner points in the corresponding diagrams. Moreover, we believe that in the specific case of Maxwell equations, being able to deal with multiple eigenvalues is quite important since all eigenvalues of the Maxwell system in a ball are multiple (in particular, the first eigenvalue has multiplicity equal to three, see Theorem 6.4).

In order to discuss the behaviour of the eigenvalues $\lambda_n[\Omega]$, it is clearly equivalent to study either problem (1.3) or problem (1.4). We have decided to choose the first one.

Our method is based on the theoretical results obtained in [25] which concerns the case of general families of compact self-adjoint operators in Hilbert space with variable scalar product. Here we consider a class of open sets $\Phi(\Omega)$ identified by a class of diffeomorphisms $\Phi$ defined on a fixed reference domain $\Omega$. Then our problem is set on $\Phi(\Omega)$ and pulled-back to $\Omega$ by means of the covariant Piola transform associated with $\Phi$. This allows to recast the problem on $\Omega$ and to reduce it to the study of a curl-div problem with parameters depending on $\Phi$, the eigenvalues of which are exactly $\lambda_n[\Phi(\Omega)]$. Then, passing to the analysis of the corresponding resolvents defined in $(L^2(\Omega))^3$ (with an appropriate equivalent scalar product depending on $\Phi$) we can prove our analyticity results for the maps $\Phi \mapsto \lambda_n[\Phi(\Omega)]$ and study their critical points under volume constraint $\text{Vol}(\Phi(\Omega)) = \text{const}$ or perimeter constraint $|\text{Per} \Phi(\Omega)| = \text{const}$.

We note that the families of compact self-adjoint operators under consideration are obtained by following the method of [11] which consists in adding the penalty term $-\tau \nabla \text{div} E$ in the equation (1.3), depending on an arbitrary positive number $\tau$. Then it is enough to observe that the eigenvalues of the penalized problem are given by the union of the eigenvalues of problem (1.3) and the eigenvalues of the Dirichlet Laplacian $-\Delta$ in $\Omega$, multiplied by $\tau$, see [12, Theorem 1.1], Lemma 2.11 and Remark 2.13. In particular, it follows that the analyticity result stated in the first part of our Theorem 4.5 below yields (in the case of regular domains) also the analyticity result proved in [25] for the eigenvalues of the Dirichlet Laplacian.
Besides the results described above, we would like to highlight two by-pass products of our analysis. First, we prove a Rellich-Nagy-type result describing the bifurcation phenomenon mentioned above. Namely, given an eigenvalue \( \lambda \) of multiplicity \( m \), say \( \lambda = \lambda_n = \cdots = \lambda_{n+m-1} \), and a perturbation of \( \Omega \) of the form \( \Phi_\epsilon(\Omega) \) with \( \Phi_\epsilon(x) = x + \epsilon V(x) \) for all \( x \in \Omega \) where \( V \) is a \( C^{1,1} \) vector field defined on \( \overline{\Omega} \), we prove that the set of right derivatives at \( \epsilon = 0 \) of \( \lambda_n + k \left[ \Phi_\epsilon(\Omega) \right] \) for all \( k = 0, \ldots, m-1 \) (which coincides with the set of left derivatives, although each right and left derivative may be different) are given by the eigenvalues of the matrix \( (M_{i,j})_{i,j=1,\ldots,m} \) where

\[
M_{i,j} = \int_{\partial\Omega} \left( \lambda E^{(i)} \cdot E^{(j)} - \text{curl} E^{(i)} \cdot \text{curl} E^{(j)} \right) V \cdot \nu \, d\sigma ,
\]

and \( E^{(i)} \), \( i = 1, \ldots m \), is a (real) orthonormal basis in \( (L^2(\Omega))^3 \) of the (electric) eigenspace associated with \( \lambda \). In particular, if \( \lambda_n \) is a simple eigenvalue we get the Hadamard formula

\[
\frac{d}{d\epsilon} \lambda_n[\Phi_\epsilon(\Omega)] \bigg|_{\epsilon=0} = \int_{\partial\Omega} \left( |E|^2 - |\text{curl} E|^2 \right) V \cdot \nu \, d\sigma = \lambda \int_{\partial\Omega} \left( |E|^2 - |H|^2 \right) V \cdot \nu \, d\sigma ,
\]

where \( E \) is an eigenvector normalized in \( (L^2(\Omega))^3 \) and \( H = -i \text{curl} E / \sqrt{\lambda} \) as above.

Second, by using these formulas we prove a Rellich-Pohozaev formula for the Maxwell eigenvalues, namely any eigenvalue \( \lambda \) can be represented by the formula

\[
\lambda = \int_{\partial\Omega} \left( |\text{curl} E|^2 - |\text{curl} H|^2 \right) x \cdot \nu \, d\sigma ,
\]

where \( E \) is any (electric) eigenvector associated with \( \lambda \) normalized in \( (L^2(\Omega))^3 \) and \( H = -i \text{curl} E / \sqrt{\lambda} \). In particular, we have the identity

\[
\int_{\partial\Omega} \left( |H|^2 - |E|^2 \right) x \cdot \nu \, d\sigma = 1.
\]

We note that our formulas are proved under the assumption that the eigenvectors under consideration are of class \( H^2 \) (which means that they have square summable derivatives up to the second order) and that this assumption is satisfied if the corresponding domain is sufficiently regular, for example of class \( C^{2,1} \), see Remark 4.4.

This paper is organized as follows. Section 2 is devoted to a number of preliminary results on the function spaces involved and to the variational formulations of the eigenvalue problems under consideration. In Section 3 we formulate the domain perturbation problem and the corresponding domain transplantation process. In Section 4 we prove our main analyticity results, while in Section 5 we address the optimization problem, we characterize the critical domains by means of appropriate overdetermined problems and prove that balls are critical domains. In Appendix, for the convenience of the reader, we include a few known facts about the eigenvalue problem in a ball and we compute the first eigenpair.

## 2 Preliminaries on the eigenvalue problem

In this paper, the vectors of \( \mathbb{R}^3 \) are understood as row vectors. The transpose of a matrix \( A \) is denoted by \( A^T \), hence if \( a \in \mathbb{R}^3 \), then \( a^T \) is a column vector. If \( a, b \in \mathbb{R}^3 \) are two vectors, we denote by \( \cdot \) the usual scalar product, that is \( a \cdot b = ab^T \).
Let $\Omega$ be a bounded open set in $\mathbb{R}^3$. Since problems (1.3) and (1.4) are associated with self-adjoint operators, for the sake of simplicity and without any loss of generality, the space $L^2(\Omega)$ is understood as a space of real-valued functions. In particular, the usual scalar product of two vector fields $u, v \in (L^2(\Omega))^3$ is given by $\int_{\Omega} u \cdot v dx = \int_{\Omega} uv^T dx$.

We denote by $H(\text{curl}, \Omega)$ the space of vector fields $u \in (L^2(\Omega))^3$ with distributional curl in $(L^2(\Omega))^3$, endowed with the norm

$$
||u||_{H(\text{curl}, \Omega)} = \left(||u||^2_{L^2(\Omega)} + ||\text{curl} u||^2_{L^2(\Omega)}\right)^{1/2}.
$$

We denote by $H_0(\text{curl}, \Omega)$ the closure in $H(\text{curl}, \Omega)$ of the space of $C^\infty$-functions with compact support in $\Omega$. Similarly, we denote by $H(\text{div}, \Omega)$ the space of vector fields $u \in (L^2(\Omega))^3$ with distributional divergence in $(L^2(\Omega))^3$, endowed with the norm

$$
||u||_{H(\text{div}, \Omega)} = \left(||u||^2_{L^2(\Omega)} + ||\text{div} u||^2_{L^2(\Omega)}\right)^{1/2}.
$$

Moreover, we consider the space

$$X_N(\Omega) = H_0(\text{curl}, \Omega) \cap H(\text{div}, \Omega)
$$

and we endow it with the norm defined by

$$
||u||_{X_N(\Omega)} = \left(||u||^2_{L^2(\Omega)} + ||\text{curl} u||^2_{L^2(\Omega)} + ||\text{div} u||^2_{L^2(\Omega)}\right)^{1/2},
$$

for all $u \in X_N(\Omega)$. Finally, we set

$$X_N(\text{div} 0, \Omega) = \{u \in X_N(\Omega) : \text{div} u = 0 \text{ in } \Omega\}.$$

For details on these operators and spaces we refer to [8], [15], [16], [33].

If $\Omega$ is sufficiently regular, say of class $C^{1,1}$, the space $X_N(\Omega)$ is continuously embedded into the space $(H^1(\Omega))^3$ of vector fields with components in the standard Sobolev space $H^1(\Omega)$ of functions in $L^2(\Omega)$ with first order weak derivatives in $L^2(\Omega)$. On the other hand, since $H^1(\Omega)$ is compactly embedded into $L^2(\Omega)$, it follows that also $X_N(\Omega)$ is compactly embedded into $(L^2(\Omega))^3$. We note that the compactness of this embedding holds also under weaker assumptions on the regularity of $\Omega$. More precisely, we have the following theorem the proof of which can be found in [16, Lemma 3.4, Theorem 3.7].

**Theorem 2.1.** The following statements hold.

(i) If $\Omega$ is a bounded, simply connected open set in $\mathbb{R}^3$ of class $C^{0,1}$ and $\partial \Omega$ has only one connected component then there exists $c > 0$ such that

$$
||u||_{L^2(\Omega)} \leq c ||\text{curl} u||_{L^2(\Omega)},
$$

for all $u \in X_N(\text{div} 0, \Omega)$, and

$$
||u||_{L^2(\Omega)} \leq c \left(||\text{curl} u||_{L^2(\Omega)} + ||\text{div} u||_{L^2(\Omega)}\right),
$$

for all $u \in X_N(\Omega)$. Moreover, the embedding $X_N(\Omega) \subset (L^2(\Omega))^3$ is compact.
(ii) If $\Omega$ is a bounded open set in $\mathbb{R}^3$ of class $C^{1,1}$ then $X_N(\Omega)$ is continuously embedded into $(H^1(\Omega))^3$, and there exists $c > 0$ such that the Gaffney inequality

$$
\|u\|_{(H^1(\Omega))^3} \leq c \left( \|u\|_{L^2(\Omega)} + \|\text{curl}u\|_{L^2(\Omega)} + \|\text{div}u\|_{L^2(\Omega)} \right),
$$

holds for all $u \in X_N(\Omega)$. In particular, the embedding $X_N(\Omega) \subset (L^2(\Omega))^3$ is compact.

At some point, we shall also need the following

**Lemma 2.3.** Let $\Omega$ be a bounded open set in $\mathbb{R}^3$ of class $C^{0,1}$. Then

$$
\text{curl} u \cdot \nu = 0 \quad \text{on } \partial \Omega,
$$

for all $u \in H_0(\text{curl}, \Omega)$ such that $\text{curl} u \in H^1(\Omega)$.

**Proof.** By integrating by parts and using the well-known formula

$$
\int_\Omega \text{curl} u \cdot F \, dx = \int_\Omega u \cdot \text{curl} F \, dx + \int_{\partial \Omega} (\nu \times u) \cdot F \, d\sigma,
$$

we get

$$
\int_{\partial \Omega} (\text{curl} u \cdot \nu) \varphi \, d\sigma = \int_{\partial \Omega} (\text{curl} u \cdot \nu) \varphi \, d\sigma - \int_\Omega \text{div} \text{curl} u \varphi \, dx
$$

$$
= \int_\Omega \text{curl} u \cdot \nabla \varphi \, dx + \int_\Omega u \cdot \nabla \varphi \, dx + \int_{\partial \Omega} (\nu \times u) \cdot \nabla \varphi \, d\sigma = 0,
$$

for all $\varphi \in H^2(\Omega)$, hence by a standard approximation argument, we deduce that

$$
\int_{\partial \Omega} (\text{curl} u \cdot \nu) \varphi \, d\sigma = 0
$$

for all $\varphi \in H^1(\Omega)$, which allows to prove the validity of (2.4) by the Fundamental Lemma of the Calculus of Variations. \qed

Recall that the electric problem under consideration is

$$
\begin{cases}
\text{curl} \text{curl} u = \lambda u, & \text{in } \Omega, \\
\text{div} u = 0, & \text{in } \Omega, \\
\nu \times u = 0, & \text{on } \partial \Omega,
\end{cases}
$$

(2.6)

which is nothing but problem (1.3) with the precise indication that the vector field $u$ is divergent free.

It is not difficult to see that the weak formulation of (2.6) can be written as

$$
\int_\Omega \text{curl} u \cdot \text{curl} \varphi \, dx = \lambda \int_\Omega u \cdot \varphi \, dx, \quad \text{for all } \varphi \in X_N(\text{div} 0, \Omega),
$$

(2.7)

in the unknowns $u \in X_N(\text{div} 0, \Omega)$ and $\lambda \in \mathbb{R}$.

Since for our purposes we prefer to work in the space $X_N(\Omega)$ rather than in the space $X_N(\text{div} 0, \Omega)$, following [12, 11], we introduce a penalty term in the equation and we replace problem (2.6) by the problem

$$
\begin{cases}
\text{curl} \text{curl} u - \tau \nabla \text{div} u = \lambda u, & \text{in } \Omega, \\
\nu \times u = 0, & \text{on } \partial \Omega,
\end{cases}
$$

(2.8)
where $\tau$ is any fixed positive real number. Problem (2.8) is understood in the weak sense as follows:

$$\int_{\Omega} \text{curl} u \cdot \text{curl} \varphi \, dx + \tau \int_{\Omega} \text{div} u \text{div} \varphi \, dx = \lambda \int_{\Omega} u \cdot \varphi \, dx,$$

for all $\varphi \in X_N(\Omega), \quad (2.9)$

in the unknowns $u \in X_N(\Omega)$ and $\lambda \in \mathbb{R}$.

It is obvious that the solutions of problem (2.7) are the divergence free solutions of (2.9). On the other hand, it is also not difficult to see that the solutions of problem (2.9) which are not divergence free are given by the vector fields $u = \nabla f$ of the gradients of the solutions $f$ to the Helmholtz equation with Dirichlet boundary conditions, that is

$$\begin{cases}
-\Delta f = \frac{\lambda}{\tau} f, & \text{in } \Omega, \\
 f = 0, & \text{on } \partial \Omega.
\end{cases} \quad (2.10)$$

In fact, we have the following result from [12].

**Lemma 2.11.** Let $\Omega$ be a bounded domain in $\mathbb{R}^3$ of class $C^{0,1}$. A vector field $u \in X_N(\Omega)$ is a solution of problem (2.8) with $\text{div} u = 0$ if and only if $u \in X_N(\text{div} 0, \Omega)$ is a solution of problem (2.7). Moreover, a vector field $u \in X_N(\Omega)$ with $\text{div} u \neq 0$ is a solution of problem (2.8) if and only if $u = \nabla f$ where $f \in H^1_0(\Omega)$ is a solution of problem (2.10). In particular, the set of eigenvalues of problem (2.8) are given by the union of the set of eigenvalues of problem (2.7) and the set of eigenvalues of the Dirichlet Laplacian in $\Omega$ multiplied by $\tau$.

In view of the previous lemma, in order to distinguish the solutions arising from the original Maxwell system from the spurious solutions associated with the Helmholtz equation, we give the following definition.

**Definition 2.12.** We say that a couple $(u, \lambda)$ in $X_N(\Omega) \times \mathbb{R}$ is a (electric) Maxwell eigenpair if $(u, \lambda)$ is an eigenpair of equation (2.9) with $\text{div} u = 0$ in $\Omega$, in which case $u$ is called a (electric) Maxwell eigenvector and $\lambda$ a Maxwell eigenvalue.

**Remark 2.13.** In this paper, it will be understood that the value of $\tau$ in (2.8) is fixed. It is important to note that in applying our results one is free to choose $\tau > 0$ in order to avoid the overlapping of Maxwell and Helmholtz eigenvalues. In fact, since the set of eigenvalues of problem (2.8) are given by the union of the set of eigenvalues of problem (2.7) and the set of eigenvalues of the Dirichlet Laplacian in $\Omega$ multiplied by $\tau$, one cannot exclude that a Maxwell eigenvalue could coincide with an eigenvalue of the Dirichlet Laplacian multiplied by some $\tau \in [0, \infty)$. However, if $\lambda$ is a fixed Maxwell eigenvalue it is possible to choose $\tau \in [0, \infty)$ such that $\lambda \neq \tau \vartheta$ for all eigenvalues $\vartheta$ of the Dirichlet Laplacian, in other words one can choose $\tau$ in order to avoid ‘resonance’. It is also useful to recall that the eigenvalues of the Dirichlet Laplacian depend with continuity upon sufficiently regular perturbations of $\Omega$, as those considered in this paper (see e.g., [25]), hence it is possible to avoid ‘resonance’ around a fixed Maxwell eigenvalue $\lambda(\Omega)$, possibly multiple, and all those eigenvalues bifurcating from it when $\Omega$ is slightly perturbed.

We now describe a standard procedure that allows us to recast the eigenvalue problem (2.9) as an eigenvalue problem for a compact self-adjoint operator in Hilbert space. We consider the operator $T$ from $X_N(\Omega)$ to its dual $(X_N(\Omega))'$ defined by the pairing

$$< Tu, \varphi > = \int_{\Omega} \text{curl} u \cdot \text{curl} \varphi \, dx + \tau \int_{\Omega} \text{div} u \text{div} \varphi \, dx, \quad (2.14)$$
for all \( u, \varphi \in X_N(\Omega) \). Then, we consider the map \( J \) from \( (L^2(\Omega))^3 \) to \( (X_N(\Omega))' \) defined by the pairing

\[
<Ju,\varphi> = \int_{\Omega} u \cdot \varphi \, dx,
\]

for all \( u \in (L^2(\Omega))^3 \) and \( \varphi \in X_N(\Omega) \). By the Riesz Theorem, the operator \( T + J \) is a homeomorphism from \( X_N(\Omega) \) to its dual.

**Lemma 2.15.** Let \( \Omega \) be a bounded open set in \( \mathbb{R}^3 \). The operator \( S \) from \( (L^2(\Omega))^3 \) to itself defined by

\[
Su = \iota \circ (T + J)^{-1} \circ J
\]

where \( \iota \) denotes the embedding of \( X_N(\Omega) \) into \( (L^2(\Omega))^3 \) is a non-negative self-adjoint operator in \( (L^2(\Omega))^3 \). Moreover, \( \lambda \) is an eigenvalue of problem (2.9) if and only if \( \mu = (\lambda + 1)^{-1} \) is an eigenvalue of the operator \( S \), the eigenfunctions being the same.

If the space \( X_N(\Omega) \) is compactly embedded into \( (L^2(\Omega))^3 \), that is, \( \iota \) is a compact map, then the operator \( S \) is compact, hence the spectrum \( \sigma(S) \) of \( S \) can be represented as \( \sigma(S) = \{0\} \cup \{\mu_n(\Omega)\}_{n \in \mathbb{N}} \) where \( \mu_n(\Omega) \), \( n \in \mathbb{N} \) is a decreasing sequence of positive eigenvalues of finite multiplicity, which converges to zero. Accordingly, the eigenvalues of problem (2.9) are given by the sequence \( \lambda_n(\Omega) \), \( n \in \mathbb{N} \) defined by \( \lambda_n(\Omega) = \mu_n^{-1}(\Omega) - 1 \). As customary, we agree to repeat each eigenvalue in the sequence as many times as its multiplicity. Thus, we have the following result where formula (2.17) can be proved by applying the classical Min-Max Principle to the operator \( S \).

**Theorem 2.16.** Let \( \Omega \) be a bounded open set such that the embedding \( X_N(\Omega) \subset (L^2(\Omega))^3 \) is compact. The eigenvalues of problem (2.9) have finite multiplicity and are given by a divergent sequence \( \lambda_n(\Omega), n \in \mathbb{N} \) which can be represented by means of the following min-max formula:

\[
\lambda_n(\Omega) = \min_{V \subset X_N(\Omega)} \max_{\dim V = n} \frac{\int_{\Omega} |\text{curl} u|^2 + \tau |\text{div} u|^2 \, dx}{\int_{\Omega} |u|^2 \, dx}.
\]

### 3 Domain transplantation

Given a bounded domain (i.e., a bounded connected open set) \( \Omega \) in \( \mathbb{R}^3 \), we consider problem (2.9) on a class of domains \( \Phi(\Omega) \) obtained as diffeomorphic images of \( \Omega \). Namely, we consider the family of diffeomorphisms

\[
\mathcal{A}_\Omega = \left\{ \Phi \in C^{1,1}(\overline{\Omega}, \mathbb{R}^3) : \Phi \text{ is injective, } \det D\Phi(x) \neq 0 \forall x \in \overline{\Omega} \right\},
\]

where \( C^{1,1}(\overline{\Omega}, \mathbb{R}^3) \) is the space of \( C^{1,1} \) functions from \( \overline{\Omega} \) to \( \mathbb{R}^3 \) endowed with its standard norm defined by \( \|\Phi\|_{C^{1,1}} = \|\Phi\|_\infty + \|\nabla \Phi\|_\infty + \|\nabla \Phi\|_{0,1} \) for all \( \Phi \in C^{1,1}(\overline{\Omega}, \mathbb{R}^3) \), where \( \|\cdot\|_{0,1} \) denotes the Lipschitz seminorm. We note that if \( \Phi \in \mathcal{A}_\Omega \) then \( \Phi(\Omega) \) is a bounded domain in \( \mathbb{R}^3 \), \( \partial \Phi(\Omega) = \Phi(\partial \Omega) = \partial \Phi(\Omega) \), and \( \Phi(\Omega) \) is the interior of \( \Phi(\overline{\Omega}) \). The map \( \Phi \) is a homeomorphism of \( \overline{\Omega} \) onto \( \Phi(\overline{\Omega}) \). Moreover, if \( \Omega \) is of class \( C^{1,1} \) then \( \Phi(\Omega) \) is also of class \( C^{1,1} \). Finally, we recall that if \( \Omega \) is sufficiently regular, say of class \( C^1 \), then \( \mathcal{A}_\Omega \) is an open set in \( C^{1,1}(\overline{\Omega}, \mathbb{R}^3) \). See [24] and [27] for details.

In order to study problem (2.9) on \( \Phi(\Omega) \), it is convenient to pull it back to \( \Omega \) by means of a change of variables. As is known, in order to transform the curl in a natural
way and preserve our boundary conditions, it is necessary to pull back any vector field \( v \) defined on \( \Phi(\Omega) \) to the vector field \( u \) defined on \( \Omega \) by means of the covariant Piola transform defined by

\[
u(x) = ((v \circ \Phi) D \Phi)(x), \quad \text{for all } x \in \Omega. \tag{3.1}
\]

By setting

\[
y = \Phi(x), \quad \text{for all } x \in \Omega,
\]
equality (3.1) can be rewritten in the form

\[
v(y) = \left( u(D \Phi)^{-1} \circ \Phi^{(-1)} \right)(y) = \left( u \circ \Phi^{(-1)} \right) D(\Phi^{(-1)})(y), \quad y \in \Phi(\Omega). \tag{3.2}
\]

Note that in the sequel we shall often use the following notation

\[
\partial_j u_i(x) = \frac{\partial u_i}{\partial x_j}(x) \quad \text{and} \quad \partial'_a v_b(y) = \frac{\partial v_b}{\partial y_a}(y).
\]

Then we have the following known result, which can be found for example in [30, Corollary 3.58]. For the convenience of the reader, we include a proof (which differs from that of [30, Corollary 3.58]). Note that the assumption \( \Phi \in C^{1,1} \) can be relaxed, but some care is required, see Remark 3.8.

**Theorem 3.3** (Change of variables for curl). Let \( \Omega \) be a bounded domain in \( \mathbb{R}^3 \) and \( \Phi \in A_\Omega \). Then a function \( v \) belongs to \( H(\text{curl}, \Phi(\Omega)) \) \( (H_0(\text{curl}, \Phi(\Omega)), \) respectively), if and only if the function \( u \) defined by (3.1) belongs to \( H(\text{curl}, \Omega) \) \( (H_0(\text{curl}, \Omega), \) respectively), in which case

\[
[\text{curl}_y v(y)]_c = \partial'_a v_b(y) \xi_{abc},
\]

where \( \xi_{abc} \) is the Levi-Civita symbol defined by

\[
\xi_{abc} = \begin{cases} 
+1 & \text{if } (a, b, c) \text{ is an even permutation of } (1, 2, 3), \\
-1 & \text{if } (a, b, c) \text{ is an odd permutation of } (1, 2, 3), \\
0 & \text{if } a = b, \text{ or } b = c, \text{ or } a = c.
\end{cases}
\]

Then

\[
[\text{curl}_y v(y)]_c = \partial_j u_i(\Phi^{(-1)}(y)) \partial'_a \Phi_j^{(-1)}(y) \partial'_b \Phi_i^{(-1)}(y) \xi_{abc} \\
+ u_i(\Phi^{(-1)}(y)) \partial'_a \partial'_b \Phi_i^{(-1)}(y) \xi_{abc}.
\]
Since $\xi_{abc} = -\xi_{bac}$ we have that for all $i = 1, 2, 3$

$$
\sum_{a,b=1}^{3} \partial'_a \partial'_b \Phi_i^{(-1)}(y) \xi_{abc} = 0.
$$

Thus

$$
\left[ \text{curl}_y v(y) \left( D \Phi^{(-1)}(y) \right)^T \right]_k = \left[ \text{curl}_y v(y) \right]_c \frac{\partial \Phi_k^{(-1)}}{\partial y_c}(y)
$$

$$
= \partial_j u_i(\Phi^{(-1)}(y)) \partial'_a \Phi_j^{(-1)}(y) \partial'_b \Phi_i^{(-1)}(y) \partial'_c \Phi_k^{(-1)}(y) \xi_{abc}
$$

$$
= \partial_j u_i(\Phi^{(-1)}(y)) \xi_{ijk} \det \left( D \Phi^{(-1)}(y) \right)
$$

$$
= \left( \text{curl}_x u(\Phi^{(-1)}) \right)_k \det \left( D \Phi^{(-1)}(y) \right),
$$

where we have used the fact that $\partial'_a F_j \partial'_b F_i \partial'_c F_k \xi_{abc} = \xi_{ijk} \det (D F)$, for any vector field $F$ of class $C^1$.

Therefore

$$
\text{curl}_y v(y) = \text{curl}_x u(\Phi^{(-1)}(y)) \left( D \Phi^{(-1)}(y) \right)^{-T} \det \left( D \Phi^{(-1)}(y) \right),
$$

and formula (3.4) follows.

We now prove the validity of formula (3.4) in the weak sense. We begin with proving that if $v \in H(\text{curl}, \Phi(\Omega))$ then the distributional curl of the function $u$ defined above belongs to $L^2(\Omega)$ and satisfies formula (3.4). To do so, it suffices to prove that for

$$
\int_{\Omega} u \left( \text{curl} \varphi \right)^T dx = \int_{\Omega} (\text{curl}_y v(y))(\Phi(x)) \left( D \Phi(x) \right)^{-T} \det D \Phi(x) \varphi^T(x) dx,
$$

for all $\varphi \in C^\infty_c(\Omega)$. Following formula (3.1), we define a function $\psi$ on $\Phi(\Omega)$ by setting

$$
\varphi(x) = \left( (\psi \circ \Phi) D \Phi \right)(x).
$$

By formula (3.4) we get

$$
\text{curl}_x \varphi(x) = (\text{curl}_y \psi(y))(\Phi(x)) \left( D \Phi(x) \right)^{-T} \det D \Phi(x)
$$

and this implies that

$$
\int_{\Omega} u \left( \text{curl} \varphi \right)^T dx = \int_{\Omega} u \left( D \Phi(x) \right)^{-1} (\text{curl}_y \psi(y))^T(\Phi(x)) \det D \Phi(x) dx
$$

$$
= \int_{\Omega} v(\Phi(x))(\text{curl}_y \psi(y))^T(\Phi(x)) \det D \Phi(x) dx
$$

$$
= \int_{\Phi(\Omega)} v(y)(\text{curl}_y \psi(y))^T \text{sgn}(\det D \Phi^{(-1)}(y))dy
$$

$$
= \int_{\Phi(\Omega)} (\text{curl}_y v(y))^T \text{sgn}(\det D \Phi^{(-1)}(y))dy
$$

$$
= \int_{\Omega} (\text{curl}_y v(y))(\Phi(x)) \left( D \Phi(x) \right)^{-T} \det D \Phi(x) \varphi^T(x) dx,
$$
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as required. In the same way, one can prove that if \( u \in H(\text{curl}, \Omega) \) then the distributional curl of the function \( v \) belongs to \( L^2(\Phi(\Omega)) \), which completes the first part of the proof.

In order to prove that \( v \) belongs to \( H_0(\text{curl}, \Phi(\Omega)) \) if and only if \( u \) belongs to \( H_0(\text{curl}, \Omega) \) one can directly use formula (3.4) and the definition of these spaces.

Remark 3.7. Theorem 3.3 holds also under weaker assumptions on \( \Phi \). Namely, assume that \( \Phi \in C^1(\overline{\Omega}, \mathbb{R}^3) \) is injective and that \( \det D \Phi(x) \neq 0 \) \( \forall x \in \overline{\Omega} \). Then the thesis of Theorem 3.3 holds. Indeed, given any smooth domain \( U \) with \( \overline{U} \subset \Omega \), one can find an approximating sequence \( \Phi_n \in A_U, n \in \mathbb{N} \) which converges to \( \Phi \) in \( C^1(\overline{U}, \mathbb{R}^3) \) (cfr., [27, Lemma 5.2]), it follows that \( \Phi_n \in A_U \) for all \( n \) sufficiently large, hence Theorem 3.3 is applicable to \( \Phi_n \). Passing to the limit as \( n \to \infty \) we get the validity of formula (3.4) in \( U \), and since \( U \) is arbitrary, formula (3.4) holds also in the whole of \( \Omega \). The preservation of the spaces easily follows by formula (3.4) itself and changing variables in integrals.

Remark 3.8. The fact that \( v \) belongs to \( H_0(\text{curl}, \Phi(\Omega)) \) if and only if the function \( u \) defined by (3.1) belongs to \( H_0(\text{curl}, \Omega) \) as stated in Theorem 3.3 has a immediate explanation by using traces in the classical sense as follows. It is not difficult to realise that the unit outer normals to \( \partial \Omega \) and \( \partial \Phi(\Omega) \) satisfy the relation

\[
\nu_{\partial \Phi(\Omega)} \circ \Phi = \pm \nu_{\partial \Omega}(D \Phi)^{-1} \frac{1}{|\nu_{\partial \Omega}(D \Phi)|}.
\]

Then, using the fact that \( aM \times bM = \det(M)(a \times b)(M)^{-1} \) for all vectors \( a, b \in \mathbb{R}^3 \) and for all invertible matrices \( M \in GL_3(\mathbb{R}) \), we immediately deduce that

\[
v \times \nu_{\partial \Phi(\Omega)} = 0 \text{ on } \partial \Phi(\Omega) \text{ if and only if } u \times \nu_{\partial \Omega} = 0 \text{ on } \partial \Omega,
\]

for all vector fields admitting boundary values in the classical sense.

Remark 3.8. The fact that \( v \) belongs to \( H_0(\text{curl}, \Phi(\Omega)) \) if and only if the function \( u \) defined by (3.1) belongs to \( H_0(\text{curl}, \Omega) \) as stated in Theorem 3.3 has a immediate explanation by using traces in the classical sense as follows. It is not difficult to realise that the unit outer normals to \( \partial \Omega \) and \( \partial \Phi(\Omega) \) satisfy the relation

\[
\nu_{\partial \Phi(\Omega)} \circ \Phi = \pm \nu_{\partial \Omega}(D \Phi)^{-1} \frac{1}{|\nu_{\partial \Omega}(D \Phi)|}.
\]

Then, using the fact that \( aM \times bM = \det(M)(a \times b)(M)^{-1} \) for all vectors \( a, b \in \mathbb{R}^3 \) and for all invertible matrices \( M \in GL_3(\mathbb{R}) \), we immediately deduce that

\[
v \times \nu_{\partial \Phi(\Omega)} = 0 \text{ on } \partial \Phi(\Omega) \text{ if and only if } u \times \nu_{\partial \Omega} = 0 \text{ on } \partial \Omega,
\]

for all vector fields admitting boundary values in the classical sense.

In order to transplant problem (2.9) from \( \Phi(\Omega) \) to \( \Omega \) we also need a formula for the transformation of the divergence under the action of the pull-back operator defined in (3.1).

Theorem 3.10. Let \( \Omega \) be a bounded domain in \( \mathbb{R}^3 \) and \( \Phi \in A_\Omega \). Then a function \( v \) belongs to \( H^1(\Phi(\Omega)) \) if and only if the function \( u \) defined by (3.1) belongs to \( H^1(\Omega) \), in which case

\[
(\text{div}_y v) \circ \Phi(x) = \frac{\text{div}_x \left[ u(x)(D \Phi(x))^{-1}(D \Phi(x))^{-T} \det(D \Phi(x)) \right]}{\det(D \Phi(x))}.
\]

Proof. The first part of the statement is standard and can be carried out by using the chain rule and changing variables in integrals. The proof of formula (3.11) is more involved. To simplify notation, we set \( M = D \Phi^{-1} \), so that \( \partial_i = M_{i,a} \partial_a \), where \( M_{i,a} = \partial_i \Phi_a^{-1} / \partial y_a \). Note that \( M_{j,a} = \sum_{m,k=1}^3 M_{j,m} M_{k,m} (M^{-1})_{a,k} \) simply because
\[ M_{j,a} = (MM^T M^{-T})_{j,a}. \] Since \( v_a = (u_j \circ \Phi^{-1}) \) \( \partial_a' \Phi_j^{-1} = (u_j \circ \Phi^{-1})M_{j,a} \) we have that
\[
\text{div}_y v = \partial_a' v_a = \partial_a' \left( u_j \circ \Phi^{-1} \right) M_{j,a}
\]
\[
= \partial_a' \left( u_j \circ \Phi^{-1} \right) M_{j,m} \frac{M_{k,m}}{M_{n,m}} \left( M^{-1} \right)_{a,k}
\]
\[
= \partial_a' \left( u_j \circ \Phi^{-1} \right) \left( \partial_m' \Phi_j^{-1} \right) \left( \partial_m' \Phi_k^{-1} \right) \left( \partial_a' \Phi_a \circ \Phi^{-1} \right)
\]
\[
= \partial_a' \left( P Q \right) = \left( \partial_a' P \right) Q + P \left( \partial_a' Q \right)
\]
where we have set \( P = P(k) = \sum_{j,m=1}^3 (u_j \circ \Phi^{-1})(\partial_m' \Phi_j^{-1})(\partial_m' \Phi_k^{-1}) \) det\(^{-1}(D \Phi^{-1})\) and \( Q = Q(k, a) = (\partial_a \Phi_a \circ \Phi^{-1}) \) det\((D \Phi^{-1})\). We claim that \( \sum_{a=1}^3 \partial_a Q = 0 \). Indeed, if by \( C \) we denote the cofactor matrix of \( M \), we have that (see [29], p.12)
\[
C_{k,a} = \frac{1}{2} \sum_{n,m,i,j=1}^3 \xi_{anm} \xi_{kij} M_{i,n} M_{j,m},
\]
hence
\[
\partial_a' \left[ \left( M^{-1} \right)_{a,k} \text{det}(D \Phi^{-1}) \right] = \partial_a' \left( C_{k,a} \right) = \frac{1}{2} \partial_a' \left( \xi_{anm} \xi_{kij} M_{i,n} M_{j,m} \right)
\]
\[
= \frac{1}{2} \xi_{kij} M_{j,m} \left( \partial_a' M_{i,n} \right) \xi_{anm} + \xi_{anm} M_{i,n} \left( \partial_a' M_{j,m} \right) \xi_{kij}.
\]
Moreover
\[
\sum_{a,n=1}^3 \xi_{anm} \partial_a' M_{i,n} = \sum_{a,n=1}^3 \xi_{anm} \partial_a' M_{i,a} = \sum_{a,n=1}^3 \xi_{anm} \partial_a' M_{i,n} = - \sum_{a,n=1}^3 \xi_{anm} \partial_a' M_{i,n}.
\]
Thus \( \sum_{a,n=1}^3 \xi_{anm} \partial_a' M_{i,n} = 0 \). Similarly \( \sum_{a,m=1}^3 \xi_{anm} \partial_a' M_{j,m} = 0 \) and the claim is proved. Then
\[
\text{div}_y v = (\partial_a' P) Q = \text{det} \left( D \Phi^{-1} \right) (\left( M^{-1} \right)_{a,k} \partial_a' P)
\]
\[
= \text{det} \left( D \Phi^{-1} \right) (\left( M^{-1} \right)_{a,k} M_{i,a} \left[ \partial_i (P \circ \Phi) \right] \circ \Phi^{-1})
\]
\[
= \text{det} \left( D \Phi^{-1} \right) \delta_{i,k} [\partial_i (P \circ \Phi) \] \circ \Phi^{-1})
\]
\[
= \text{det} \left( D \Phi^{-1} \right) \partial_i \left[ \frac{\left( u_j \circ \Phi^{-1} \right) \left( \partial_m' \Phi_j^{-1} \right) \left( \partial_m' \Phi_k^{-1} \right)}{\text{det} \left( D \Phi^{-1} \right)} \right] \circ \Phi^{-1}
\]
\[
= \left[ \frac{\partial_i \left[ \left( u(j \circ \Phi^{-1} \right) \left( D \Phi \right)^{-1} \right]_{j,i} \text{det}(D \Phi) \right]}{\text{det}(D \Phi)} \circ \Phi^{-1}
\]
\[
= \left[ \frac{\partial_i \left[ \left( u(D \Phi)^{-1} \left( D \Phi \right)^{-T} \right]_i \text{det}(D \Phi) \right]}{\text{det}(D \Phi)} \circ \Phi^{-1}
\]
\[
= \text{div}_x \left[ u(D \Phi)^{-1} \left( D \Phi \right)^{-T} \right] \text{det}(D \Phi) \circ \Phi^{-1},
\]
\[
= \text{div}_x \left[ u(D \Phi)^{-1} \left( D \Phi \right)^{-T} \right] \circ \Phi^{-1},
\]
\[
= \text{div}_x \left[ u(D \Phi)^{-1} \left( D \Phi \right)^{-T} \right] \circ \Phi^{-1},\]
hence formula \((3.11)\) is proved.

We consider equation \((2.9)\) on \(\Phi(\Omega)\) that is
\[
\int_{\Phi(\Omega)} \text{curl} v \cdot \text{curl} \psi \, dy + \tau \int_{\Phi(\Omega)} \text{div} v \, \text{div} \psi \, dx = \lambda \int_{\Phi(\Omega)} v \cdot \psi \, dx, \quad \text{for all } \psi \in X_N(\Phi(\Omega)),
\]
in the unknowns \(v \in X_N(\Phi(\Omega))\) and \(\lambda \in \mathbb{R}\). If \(u\) is the function defined in \(\Omega\) by formula \((3.1)\) and, analogously, \(\phi\) is the function defined by \((3.6)\), by changing variables in \((3.12)\) we get
\[
\int_{\Omega} \text{curl} u (D \Phi)^T D\Phi (\text{curl} \phi)^T \, dx
+ \tau \int_{\Omega} \text{div}_x \left( u(D \Phi)^{-1}(D \Phi)^{-T} \text{det}(D \Phi) \right) \text{div}_x \left( \phi(D \Phi)^{-1}(D \Phi)^{-T} \text{det}(D \Phi) \right) \, dx
= \lambda \int_{\Omega} u(D \Phi)^{-1}(D \Phi)^{-T} \phi^T \text{det} D\Phi \, dx.
\]
\[(3.13)\]

Thus, instead of studying problem \((3.12)\) in the varying domain \(\Phi(\Omega)\), we can study problem \((3.13)\) where the unknown \(u \in X_N(\Omega)\) is defined on the fixed domain \(\Omega\) and the test functions \(\phi\) have to be taken in the fixed space \(X_N(\Omega)\) as well. Recall that under our regularity assumptions on \(\Omega\), the space \(X_N(\Omega)\) is contained in \((H^1(\Omega))^3\).

It is clear that the natural \(L^2\)-space for problem \((3.13)\) is the usual \(L^2\)-space endowed with the scalar product
\[
\langle u, \phi \rangle_{\Phi} = \int_{\Omega} u(D \Phi)^{-1}(D \Phi)^{-T} \phi^T \text{det} D\Phi \, dx,
\]
\[(3.14)\]
for all \(u, \phi \in (L^2(\Omega))^3\), which is equivalent to the usual one. We denote by \(L^2(\Omega)\) the space \((L^2(\Omega))^3\) endowed with scalar product \((3.14)\). As we have done for equation \((2.9)\) we recast problem \((3.13)\) as a problem for a compact self-adjoint operator. To do so, we consider the operator \(T_\Phi\) from the space \(X_N(\Omega)\) to its dual by setting \(\langle T_\Phi u, \phi \rangle_{\Phi}\) equal to the left-hand side of equation \((3.13)\). In the same way, we define the operator \(J_\Phi\) from \(L^2(\Omega)\) to the dual of \(X_N(\Omega)\) by setting \(\langle J_\Phi u, \phi \rangle\) equal to the right-hand side of equation \((3.13)\) divided by \(\lambda\).

**Lemma 3.15.** Let \(\Omega\) be a bounded domain in \(\mathbb{R}^3\). The operator \(S_\Phi\) from \(L^2(\Omega)\) to itself defined by
\[
S_\Phi u = \iota \circ (T_\Phi + J_\Phi)^{-1} \circ J_\Phi
\]
where \(\iota\) denotes the embedding of \(X_N(\Omega)\) into \(L^2(\Omega)\), is a non-negative self-adjoint operator in \(L^2(\Omega)\). Moreover, \(\lambda\) is an eigenvalue of problem \((3.13)\) if and only if \(\mu = (\lambda + 1)^{-1}\) is an eigenvalue of the operator \(S_\Phi\), the eigenfunctions being the same.

Clearly, if the space \(X_N(\Omega)\) is compactly embedded into \((L^2(\Omega))^3\) then the operator \(S_\Phi\) is compact and its spectrum is given by \(\sigma(S_\Phi) = \{0\} \cup \{\mu_n(\Phi)\}_{n \in \mathbb{N}}\) where
\[
\mu_n[\Phi] = (\lambda_n[\Phi] + 1)^{-1}
\]
and \(\lambda_n[\Phi] := \lambda_n(\Phi(\Omega))\) are the eigenvalues of problem \((3.12)\).
4 Analyticity results and Hadamard-type formulas

Given a finite set of indices $F \subset \mathbb{N}$, we consider

$$A_{\Omega}[F] := \{ \Phi \in A_\Omega : \lambda_j[\Phi] \neq \lambda_l[\Phi], \forall j, l \in \mathbb{N} \setminus F \}$$

and the elementary symmetric functions of the corresponding eigenvalues

$$\Lambda_{F,s}[\Phi] = \sum_{j_1, \ldots, j_s \in F \atop j_1 < \cdots < j_s} \lambda_{j_1}[\Phi] \cdots \lambda_{j_s}[\Phi], \quad s = 1, \ldots, |F|.$$

(4.1)

It is also convenient to consider

$$\hat{\Lambda}_{F,s}[\Phi] = \sum_{j_1, \ldots, j_s \in F \atop j_1 < \cdots < j_s} (\lambda_{j_1}[\Phi] + 1) \cdots (\lambda_{j_s}[\Phi] + 1),$$

(4.2)

for all $\Phi \in A_{\Omega}[F]$ and to note that

$$\Lambda_{F,s}[\Phi] = \sum_{k=0}^{s} (-1)^{s-k} \binom{|F| - k}{s - k} \hat{\Lambda}_{F,k}[\Phi],$$

(4.3)

where we have set $\Lambda_{F,0} = \hat{\Lambda}_{F,0} = 1$.

Finally, we set

$$\Theta_{\Omega}[F] := \{ \Phi \in A_{\Omega}[F] : \lambda_j[\Phi] \text{ have a common value } \lambda_F[\Phi] \forall j \in F \}. $$

Then, we can state our main theorem the proof of which is also based on Lemma 4.7 below. Concerning the assumption on the summability of the second order derivatives of the eigenvectors, we include the following remark.

Remark 4.4. If $\Omega$ is of class $C^{2,1}$ (which means that locally at the boundary $\Omega$ can be described by the subgraphs of functions of class $C^2$ with Lipschitz continuous second order derivatives), hence in particular if $\Omega$ is of class $C^3$, then the eigenvectors of problem (2.7) belong to the standard Sobolev space $H^2(\Omega)$ of functions in $L^2(\Omega)$ with weak derivatives up to the second order in $L^2(\Omega)$. See e.g., [33] or the more recent paper [3].

Theorem 4.5. Let $\Omega$ be a bounded domain in $\mathbb{R}^3$ of class $C^{1,1}$. Let $F$ be a finite non-empty subset of $\mathbb{N}$. Then $A_{\Omega}[F]$ is an open set in $C^{1,1}(\overline{\Omega}, \mathbb{R}^3)$ and $\Lambda_{F,s}[\Phi]$ depends real-analytically on $\Phi \in A_{\Omega}[F]$.

Let $\Phi \in \Theta_{\Omega}[F]$. Assume that $\lambda_F[\Phi]$ is a Maxwell eigenvalue and $\tilde{E}^{(1)}, \ldots, \tilde{E}^{(|F|)} \in X_s(\text{div} 0, \tilde{\Phi}(\Omega))$ is an orthonormal basis of Maxwell eigenvectors for the corresponding eigenspace, where the orthonormality is taken in $(L^2(\tilde{\Phi}(\Omega)))^3$, and assume that those eigenvectors belong to $H^2(\tilde{\Phi}(\Omega))$. Then for any $s \in \{1, \ldots, |F|\}$, we have

$$d|_{\Phi=\tilde{\Phi}}(\Lambda_{F,s})[\Psi]$$

$$\quad = (|F| - 1) (\lambda_F[\Phi])^{s-1} \int_{\partial \tilde{\Phi}(\Omega)} \left( \lambda_F[\Phi] \left| \tilde{E}^{(l)} \right|^2 - \left| \text{curl} \tilde{E}^{(l)} \right|^2 \right) \left( [\Psi \circ \tilde{\Phi}^{(-1)}] \cdot \nu \right) d\sigma$$

(4.6)

for all $\Psi \in C^{1,1}(\overline{\Omega}, \mathbb{R}^3)$.  
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Proof. Recall that $\mu_j[\Phi] = (\lambda_j[\Phi] + 1)^{-1}, j \in \mathbb{N}$, are the eigenvalues of the operator $S_\Phi$, hence the set $\mathcal{A}_\Omega[F]$ coincides with the set $\{\Phi \in \mathcal{A}_\Omega : \mu_j[\Phi] \neq \mu_l[\Phi], \forall j \in F, l \in \mathbb{N} \setminus F\}$. Moreover, $S_\Phi$ is a compact self-adjoint operator in $L^2_\Phi(\Omega)$. Since both the operator $S_\Phi$ and the scalar product $\langle \cdot, \cdot \rangle_\Phi$ depend real-analytically on $\Phi$, being obtained by compositions and inversions of real-analytic maps (such as linear and multilinear continuous maps), we can apply the general result [25, Thm. 2.30]. Thus, the set $\{\Phi \in \mathcal{A}_\Omega : \mu_j[\Phi] \neq \mu_l[\Phi], \forall j \in F, l \in \mathbb{N} \setminus F\}$ is open in $C^1(\Omega, \mathbb{R}^3)$ as required, and the functions

$$M_{F,s}[\Phi] := \sum_{j_j, \ldots, j_s \in F \atop j_1 < \ldots < j_s} \mu_{j_1}[\Phi] \cdots \mu_{j_s}[\Phi],$$

depend real-analytically on $\Phi \in \mathcal{A}_\Omega[F]$. Since

$$\hat{\Lambda}_{F,s}[\Phi] = \frac{M_{F,F-s}[\Phi]}{M_{F,F}[\Phi]}, \quad s = 1, \ldots, |F|,$$

we deduce that $\hat{\Lambda}_{F,s}[\Phi]$ depend real-analytically on $\Phi \in \mathcal{A}_\Omega[F]$. Finally, by formula [4.3] we conclude that $\Lambda_{F,s}[\Phi]$ depend real-analytically on $\Phi \in \mathcal{A}_\Omega[F]$.

We now prove formula (4.6). We set $\tilde{u}^{(l)} = (\tilde{E}^{(l)} \circ \tilde{\Phi}) D \tilde{\Phi}$ for all $l = 1, \ldots, |F|$ and we observe that $\tilde{u}^{(l)}$, $l \in 1, \ldots, |F|$ is an orthonormal basis in $L^2_\Phi(\Omega)$ of the eigenspace associated with the eigenvalue $\mu_F[\tilde{\Phi}] := (\lambda_F[\tilde{\Phi}] + 1)^{-1}$ of the operator $S_{\tilde{\Phi}}$. By applying [25, Thm. 2.30], we have that

$$d|_{\tilde{\Phi} = \tilde{\Phi}} M_{F,s}[\Psi] = \binom{|F| - 1}{s - 1} (\lambda_F[\tilde{\Phi}] + 1)^{1-s} \sum_{l=1}^{|F|} (d|_{\tilde{\Phi} = \tilde{u}} S_{\tilde{\Phi}}[\Psi]|\tilde{u}^{(l)}), \tilde{u}^{(l)})_{\tilde{\Phi}}.$$ 

Therefore, by Lemma 4.7

$$d|_{\tilde{\Phi} = \tilde{\Phi}} (\hat{\Lambda}_{F,s}[\Psi])$$

$$= \binom{|F| - 1}{s - 1} (\lambda_F[\tilde{\Phi}] + 1)^{1-s} \sum_{l=1}^{|F|} (d|_{\tilde{\Phi} = \tilde{u}} S_{\tilde{\Phi}}[\Psi]|\tilde{u}^{(l)}), \tilde{u}^{(l)})_{\tilde{\Phi}}$$

$$= (\lambda_F[\tilde{\Phi}] + 1)^{s-1} \sum_{l=1}^{|F|} \int_{\partial \tilde{\Phi}(\Omega)} \left( \lambda_F[\tilde{\Phi}] |\tilde{E}^{(l)}|^2 - |\text{curl} \tilde{E}^{(l)}|^2 \right) \left((\Psi \circ \tilde{\Phi}^{(-1)}) \nu\right) d\sigma.$$
Thus, using (4.3), we get
\[
d_{\Phi=\tilde{\Phi}}(\Lambda_{F,s})[\Psi] \\
= \sum_{k=1}^{s} (-1)^{s-k} (\lambda_{F}[\Phi] + 1)^{k-1} \left(\frac{\left|F\right| - k}{s - k}\right) \left(\frac{\left|F\right| - 1}{k - 1}\right) \\
\cdot \sum_{l=1}^{\left|F\right|} \int_{\partial \Phi(\Omega)} \left(\lambda_{F}[\Phi] \left|\tilde{E}^{(l)}\right|^2 - \left|\text{curl} \tilde{E}^{(l)}\right|^2\right) \left((\Psi \circ \Phi^{(-1)}) \cdot \nu\right) \, d\sigma \\
= \left(\frac{\left|F\right| - 1}{s - 1}\right) \sum_{k=0}^{s-1} \left(\frac{s - 1}{k}\right) (\lambda_{F}[\Phi] + 1)^{k} (-1)^{s-k-1} \\
\cdot \sum_{l=1}^{\left|F\right|} \int_{\partial \Phi(\Omega)} \left(\lambda_{F}[\Phi] \left|\tilde{E}^{(l)}\right|^2 - \left|\text{curl} \tilde{E}^{(l)}\right|^2\right) \left((\Psi \circ \Phi^{(-1)}) \cdot \nu\right) \, d\sigma \\
= \left(\frac{\left|F\right| - 1}{s - 1}\right) (\lambda_{F}[\Phi])^{s-1} \sum_{l=1}^{\left|F\right|} \int_{\partial \Phi(\Omega)} \left(\lambda_{F}[\Phi] \left|\tilde{E}^{(l)}\right|^2 - \left|\text{curl} \tilde{E}^{(l)}\right|^2\right) \left((\Psi \circ \Phi^{(-1)}) \cdot \nu\right) \, d\sigma \\
\]
which proves formula (4.6).

\[
\square
\]

**Lemma 4.7.** Let $\Omega$ be a bounded domain in $\mathbb{R}^3$ of class $C^{1,1}$ and $\Phi \in \mathcal{A}_\Omega$. Let $\tilde{v}, \tilde{w} \in X_\Delta(\text{div} 0, \Phi(\Omega))$ be two Maxwell eigenvectors associated with a Maxwell eigenvalue $\tilde{\lambda}$. Assume that $\tilde{v}, \tilde{w} \in H^2(\Phi(\Omega))$. Let $\tilde{u} = (\tilde{v} \circ \Phi) D \Phi$, $\tilde{\varphi} = (\tilde{w} \circ \Phi) D \Phi$. Then
\[
\langle d|_{\Phi=\tilde{\Phi}} S_{\Phi}[\Psi][\tilde{u}], \tilde{\varphi} \rangle_{\tilde{\Phi}} \\
= (\tilde{\lambda} + 1)^2 \int_{\partial \Phi(\Omega)} \left(\text{curl} \tilde{v} \cdot \text{curl} \tilde{w} - \tilde{\lambda} \tilde{v} \cdot \tilde{w}\right) \left((\Psi \circ \Phi^{(-1)}) \cdot \nu\right) \, d\sigma, \quad (4.8)
\]
for all $\Psi \in C^{1,1}(\Omega, \mathbb{R}^3)$.

**Proof.** To shorten our notation, we set $\Upsilon_{\Phi} = T_{\Phi} + J_{\Phi}$. Since $J_{\Phi}[\tilde{u}] = (\tilde{\lambda} + 1)^{-1} \Upsilon_{\Phi}[\tilde{u}]$, $J_{\Phi}[\tilde{\varphi}] = (\tilde{\lambda} + 1)^{-1} \Upsilon_{\Phi}[\tilde{\varphi}]$, and $\Upsilon_{\Phi}$ is symmetric, we have that
\[
\langle d|_{\Phi=\tilde{\Phi}} S_{\Phi}[\Psi][\tilde{u}], \tilde{\varphi} \rangle_{\tilde{\Phi}} \\
= \langle \iota \circ \Upsilon^{-1}_{\Phi} \circ d|_{\Phi=\tilde{\Phi}} J_{\Phi}[\Psi][\tilde{u}], \tilde{\varphi} \rangle_{\tilde{\Phi}} + \langle \iota \circ d|_{\Phi=\tilde{\Phi}} \Upsilon^{-1}_{\Phi} \circ J_{\Phi}[\tilde{u}], \tilde{\varphi} \rangle_{\tilde{\Phi}} \\
= J_{\Phi}[\tilde{\varphi}] \left[ \iota \circ \Upsilon^{-1}_{\Phi} \circ d|_{\Phi=\tilde{\Phi}} J_{\Phi}[\Psi][\tilde{u}] \right] + J_{\Phi}[\tilde{\varphi}] \left[ \iota \circ d|_{\Phi=\tilde{\Phi}} \Upsilon^{-1}_{\Phi} \circ J_{\Phi}[\tilde{u}] \right] \\
= (\tilde{\lambda} + 1)^{-1} \Upsilon_{\Phi}[\tilde{\varphi}] \left[ \iota \circ \Upsilon^{-1}_{\Phi} \circ d|_{\Phi=\tilde{\Phi}} J_{\Phi}[\Psi][\tilde{u}] \right] - \Upsilon^{-1}_{\Phi} \circ d|_{\Phi=\tilde{\Phi}} \Upsilon_{\Phi}[\Psi] \circ \Upsilon^{-1}_{\Phi} \circ J_{\Phi}[\tilde{u}] \\
= (\tilde{\lambda} + 1)^{-1} \Upsilon_{\Phi} \left[ \right] \left[ \Upsilon^{-1}_{\Phi} \circ d|_{\Phi=\tilde{\Phi}} J_{\Phi}[\Psi][\tilde{u}] - \Upsilon^{-1}_{\Phi} \circ d|_{\Phi=\tilde{\Phi}} \Upsilon_{\Phi}[\Psi] \circ \Upsilon^{-1}_{\Phi} \circ (\tilde{\lambda} + 1)^{-1} \Upsilon_{\Phi}[\tilde{u}] \right] \left[ \right] \\
= (\tilde{\lambda} + 1)^{-1} \left( d|_{\Phi=\tilde{\Phi}} J_{\Phi}[\Psi][\tilde{u}] \right) \left[ \right] - (\tilde{\lambda} + 1)^{-1} d|_{\Phi=\tilde{\Phi}} \Upsilon_{\Phi}[\tilde{u}] \left[ \right] \\
= (\tilde{\lambda} + 1)^{-1} \left( \tilde{\lambda} (\tilde{\lambda} + 1)^{-1} d|_{\Phi=\tilde{\Phi}} J_{\Phi}[\Psi][\tilde{u}] \right) - (\tilde{\lambda} + 1)^{-1} d|_{\Phi=\tilde{\Phi}} T_{\Phi}[\Psi][\tilde{u}] \left[ \right] \\
= (\tilde{\lambda} + 1)^{-1} \left( \tilde{\lambda} d|_{\Phi=\tilde{\Phi}} J_{\Phi}[\Psi][\tilde{u}] \right) - d|_{\Phi=\tilde{\Phi}} T_{\Phi}[\Psi][\tilde{u}] \left[ \right]. \quad (4.9)
\]
We claim that
\[
\begin{align*}
    \left|d|_{\Phi=\tilde{\Phi}} J_{\Phi}[\Psi][\tilde{u}][\tilde{\varphi}] \right| &= - \int_{\tilde{\Phi}(\Omega)} \tilde{v} \left( D(\Psi \circ \tilde{\Phi}^{(-1)}) + D(\Psi \circ \tilde{\Phi}^{(-1)})^T \right) \tilde{w}^T dy \\
    &\quad + \int_{\tilde{\Phi}(\Omega)} \tilde{v} \tilde{w}^T \text{div}(\Psi \circ \tilde{\Phi}^{(-1)}) dy.
\end{align*}
\]  

(4.10)

Indeed, it is easy to see that
\[
\left|d|_{\Phi=\tilde{\Phi}} (\det(D \Phi))[\Psi] \circ \tilde{\Phi}^{(-1)} \right| \det D \tilde{\Phi}^{(-1)} = \text{div} \left( \Psi \circ \tilde{\Phi}^{(-1)} \right).  
\]

(4.11)

Moreover, since
\[
J_{\Phi}[\tilde{u}][\tilde{\varphi}] = \int_{\Omega} \tilde{u} R_{\Phi} \tilde{\varphi}^T |\det D \Phi| dx,
\]
where \( R_{\Phi} = (D \Phi)^{-1} (D \Phi)^{-T} \), then
\[
\left|d|_{\Phi=\tilde{\Phi}} J_{\Phi}[\Psi][\tilde{u}][\tilde{\varphi}] \right| = \int_{\Omega} \tilde{u} d|_{\Phi=\tilde{\Phi}} R_{\Phi}[\Psi] \tilde{\varphi}^T |\det D \Phi| dx + \int_{\Omega} \tilde{u} R_{\Phi} \tilde{\varphi}^T d|_{\Phi=\tilde{\Phi}} |\det D \Phi| [\Psi] dx.  
\]

(4.12)

Note that
\[
\left[ d|_{\Phi=\tilde{\Phi}} R_{\Phi}[\Psi] \right] \circ \tilde{\Phi}^{(-1)} = - D \tilde{\Phi}^{(-1)} \left[ D(\Psi \circ \tilde{\Phi}^{(-1)}) + (D(\Psi \circ \tilde{\Phi}^{(-1)}))^T \right] (D \tilde{\Phi}^{(-1)})^T.  
\]

(4.13)

Therefore by equalities (4.11), (4.12), (4.13) and a change of variables, equality (4.10) follows.

We now compute the second term in the right-hand side of (4.9). Obviously, we have that
\[
\left|d|_{\Phi=\tilde{\Phi}} T_{\Phi}[\Psi][\tilde{u}][\tilde{\varphi}] \right| = \int_{\Omega} \text{curl} \tilde{u} \ (d|_{\Phi=\tilde{\Phi}} G_{\Phi}[\Psi]) \ (\text{curl} \tilde{\varphi})^T dx + \tau \ d|_{\Phi=\tilde{\Phi}} \int_{\Omega} \frac{N(\Phi, \tilde{u}, \tilde{\varphi})}{|\det(D \Phi)|} dx,
\]
where we have set \( G_{\Phi} = \frac{(D \Phi)^T D \Phi}{|\det(D \Phi)|} \) and \( N(\Phi, \tilde{u}, \tilde{\varphi}) = N(\Phi, \tilde{u}) N(\Phi, \tilde{\varphi}) \) with
\[
N(\Phi, \eta) = \text{div} \left( \eta (D \Phi)^{-1} (D \Phi)^{-T} \det(D \Phi) \right),
\]
for any vector field \( \eta \). To shorten our notation, we also set \( \zeta = \Psi \circ \tilde{\Phi}^{(-1)} \). By a change of variables one can see that
\[
\int_{\Omega} \text{curl} \tilde{u} \ d|_{\Phi=\tilde{\Phi}} G_{\Phi} \ (\text{curl} \tilde{\varphi})^T dx = \int_{\Omega} \text{curl} \tilde{u} \ \frac{(D \Psi)^T D \tilde{\Phi} + (D \tilde{\Phi})^T D \Psi}{|\det(D \Phi)|} \ (\text{curl} \tilde{\varphi})^T dx
\]
\[
- \int_{\Omega} \text{curl} \tilde{u} \ \frac{(D \tilde{\Phi})^T D \Phi \ d|_{\Phi=\tilde{\Phi}} |\det(D \Phi)| [\Psi]}{(\det(D \tilde{\Phi}))^2} \ (\text{curl} \tilde{\varphi})^T dx
\]
\[
= \int_{\tilde{\Phi}(\Omega)} \text{curl} \tilde{v} \left( D \zeta + (D \zeta)^T \right) (\text{curl} \tilde{w})^T dy - \int_{\tilde{\Phi}(\Omega)} \text{curl} \tilde{v} (\text{curl} \tilde{w})^T \text{div}(\zeta) dy.
\]
Now by standard calculus we have

\[ d|_{\Phi=\tilde{\Phi}} \int_{\Omega} \frac{N(\Phi, \tilde{u}, \tilde{\varphi})}{|\text{det}(D\Phi)|} \ dx = \left. \frac{d}{dt} \left( \frac{N(\Phi + t\tilde{\Psi}, \tilde{u}, \tilde{\varphi})}{|\text{det}(D(\Phi + t\tilde{\Psi}))|} \right) \right|_{t=0} \ dx \]

\[ = \int_{\Omega} \frac{d}{dt} (N(\Phi + t\tilde{\Psi}, \tilde{u}, \tilde{\varphi})|_{t=0}) \text{det}(D\Phi) - N(\Phi, \tilde{u}, \tilde{\varphi}) d|_{\Phi=\tilde{\Phi}} \text{det}(D\Phi) \left| \frac{\tilde{\Psi}}{\text{det}(D\Phi)} \right|^2 \ dx \]

\[ = \int_{\Omega} \left( \frac{d}{dt} (N(\Phi + t\tilde{\Psi}, \tilde{u})|_{t=0}N(\Phi, \tilde{\varphi}) + N(\Phi, \tilde{u}) \frac{d}{dt} (N(\Phi + t\tilde{\Psi})|_{t=0}) \left| \text{det} D\Phi \right|^{-1} \ dx \right. \]

\[- \int_{\Phi(\Omega)} \text{div}_y(\tilde{v}) \text{div}_y(\tilde{w}) \text{div}_y(\zeta) \ dy. \] (4.14)

Going back to formula (4.10), we note that by integrating by parts we obtain that

\[ - \int_{\Phi(\Omega)} \tilde{v} (D\zeta + (D\zeta)^T) \tilde{w}^T \ dy = - \int_{\Phi(\Omega)} \tilde{v}_i(\partial_j \zeta_i) \tilde{w}_j \ dy - \int_{\Phi(\Omega)} \tilde{v}_i(\partial_j \zeta_i) \tilde{w}_j \ dy \]

\[ = \int_{\Phi(\Omega)} (\partial_j \tilde{v}_i) \tilde{w}_j \zeta_i \ dy + \int_{\Phi(\Omega)} (\tilde{v} \cdot \zeta) \text{div}(\tilde{w}) \ dy - \int_{\partial\Phi(\Omega)} (\tilde{v} \cdot \zeta)(\tilde{w} \cdot \nu) \ d\sigma \]

\[ + \int_{\Phi(\Omega)} (\tilde{v} \cdot \zeta) \text{div}(\tilde{w}) \ dy + \int_{\Phi(\Omega)} (\partial_i \tilde{w}_j) \tilde{v}_i \zeta_j \ dy - \int_{\partial\Phi(\Omega)} (\tilde{v} \cdot \zeta)(\tilde{w} \cdot \nu) \ d\sigma \]

\[ = \int_{\Phi(\Omega)} (\partial_j \tilde{v}_i) \tilde{w}_j \zeta_i \ dy + \int_{\Phi(\Omega)} (\partial_i \tilde{w}_j) \tilde{v}_i \zeta_j \ dy + \int_{\Phi(\Omega)} (\tilde{v} \cdot \zeta) \text{div}(\tilde{w}) \ dy \]

\[ + \int_{\Phi(\Omega)} (\tilde{v} \cdot \zeta) \text{div}(\tilde{w}) \ dy - 2 \int_{\partial\Phi(\Omega)} (\tilde{v} \cdot \tilde{w})(\zeta \cdot \nu) \ d\sigma, \]

where we have used the fact that \( \tilde{v} \times \nu = 0 = \tilde{w} \times \nu \) hence

\[ (\tilde{v} \cdot \nu)(\tilde{w} \cdot \zeta) = (\tilde{v} \cdot \zeta)(\tilde{w} \cdot \nu) = (\tilde{v} \cdot \nu)(\tilde{w} \cdot \nu)(\zeta \cdot \nu) = (\tilde{v} \cdot \tilde{w})(\zeta \cdot \nu) \]

on \( \partial\Phi(\Omega) \). Now, since

\[ \sum_{i,j=1}^{3} (\partial_j \tilde{v}_i) \tilde{w}_j \zeta_i - (\partial_i \tilde{v}_j) \tilde{w}_j \zeta_i = \text{curl} \tilde{v} \cdot (\tilde{w} \times \zeta), \]

\[ \sum_{i,j=1}^{3} (\partial_i \tilde{w}_j) \tilde{v}_i \zeta_j - (\partial_j \tilde{w}_i) \tilde{v}_i \zeta_j = \text{curl} \tilde{w} \cdot (\tilde{v} \times \zeta), \]

we deduce that

\[ \int_{\Phi(\Omega)} (\partial_j \tilde{v}_i) \tilde{w}_j \zeta_i \ dy + \int_{\Phi(\Omega)} (\partial_i \tilde{w}_j) \tilde{v}_i \zeta_j \ dy \]

\[ = \int_{\Phi(\Omega)} (\partial_j \tilde{v}_i) \tilde{w}_j \zeta_i \ dy + \int_{\Phi(\Omega)} (\partial_i \tilde{w}_j) \tilde{v}_i \zeta_j \ dy - \int_{\Phi(\Omega)} (\partial_i \tilde{v}_j) \tilde{w}_j \zeta_i \ dy \]

\[ - \int_{\Phi(\Omega)} (\partial_j \tilde{v}_i) \tilde{w}_j \zeta_i \ dy + \int_{\Phi(\Omega)} \nabla(\tilde{v} \cdot \tilde{w}) \cdot \zeta \ dy \]

\[ = \int_{\Phi(\Omega)} \text{curl} \tilde{v} \cdot (\tilde{w} \times \zeta) \ dy + \int_{\Phi(\Omega)} \text{curl} \tilde{w} \cdot (\tilde{v} \times \zeta) \ dy + \int_{\Phi(\Omega)} \nabla(\tilde{v} \cdot \tilde{w}) \cdot \zeta \ dy. \]
Thus we get
\[- \int_{\tilde{\Phi}(\Omega)} \tilde{v} \left( D \zeta + (D \zeta)^T \right) \tilde{w}^T dy \]
\[= \int_{\tilde{\Phi}(\Omega)} \tilde{v} \cdot (\zeta \times \text{curl} \tilde{w}) dy + \int_{\tilde{\Phi}(\Omega)} \tilde{w} \cdot (\zeta \times \text{curl} \tilde{v}) dy + \int_{\tilde{\Phi}(\Omega)} \nabla (\tilde{v} \cdot \tilde{w}) \cdot \zeta dy \]
\[+ \int_{\tilde{\Phi}(\Omega)} (\tilde{v} \cdot \zeta) \text{div} \tilde{w} dy + \int_{\tilde{\Phi}(\Omega)} (\tilde{w} \cdot \zeta) \text{div} \tilde{v} dy - 2 \int_{\partial \tilde{\Phi}(\Omega)} (\tilde{v} \cdot \tilde{w})(\zeta \cdot \nu) d\sigma. \]

Since \( v \) and \( w \) satisfy the equation in (2.9) on \( \tilde{\Phi}(\Omega) \), we have
\[
\int_{\tilde{\Phi}(\Omega)} \tilde{v} \cdot (\zeta \times \text{curl} \tilde{w}) dy
\]
\[= \lambda^{-1} \int_{\tilde{\Phi}(\Omega)} \text{curl curl} \tilde{v} \cdot (\zeta \times \text{curl} \tilde{w}) dy - \lambda^{-1} \tau \int_{\tilde{\Phi}(\Omega)} \nabla \text{div} \tilde{v} \cdot (\zeta \times \text{curl} \tilde{w}) dy \]
\[= -\lambda^{-1} \int_{\tilde{\Phi}(\Omega)} (\text{curl} \tilde{w} \cdot \text{curl} \tilde{v}) \text{div} \zeta dy + \lambda^{-1} \int_{\tilde{\Phi}(\Omega)} \text{curl} \tilde{v} D \zeta (\text{curl} \tilde{w})^T dy \quad (4.15) \]
\[= \lambda^{-1} \int_{\tilde{\Phi}(\Omega)} \text{curl} \tilde{v} D(\text{curl} \tilde{w}) \zeta^T dy - \lambda^{-1} \tau \int_{\tilde{\Phi}(\Omega)} \nabla \text{div} \tilde{v} \cdot (\zeta \times \text{curl} \tilde{w}) dy \]
\[+ \lambda^{-1} \int_{\partial \tilde{\Phi}(\Omega)} (\zeta \cdot \nu) (\text{curl} \tilde{w} \cdot \text{curl} \tilde{v}) d\sigma - \lambda^{-1} \int_{\partial \tilde{\Phi}(\Omega)} (\zeta \cdot \text{curl} \tilde{v})(\nu \cdot \text{curl} \tilde{w}) d\sigma, \]

where, in order to compute the boundary integrals, we have used the following formula
\[(\nu \times \text{curl} \tilde{v}) \cdot (\zeta \times \text{curl} \tilde{w})
\[= \xi_{ijk} \nu_j (\text{curl} \tilde{v})_k \xi_{im} \zeta_l (\text{curl} \tilde{w})_m = (\delta_{jl} \delta_{km} - \delta_{jm} \delta_{kl}) \nu_j \zeta_l (\text{curl} \tilde{v})_k (\text{curl} \tilde{w})_m
\[= (\zeta \cdot \nu) (\text{curl} \tilde{w} \cdot \text{curl} \tilde{v}) - (\nu \cdot \text{curl} \tilde{w})(\zeta \cdot \text{curl} \tilde{v}). \quad (4.16) \]

We note that the last boundary term in formula (4.15) vanishes by Lemma 2.3.

Then
\[- \lambda \int_{\tilde{\Phi}(\Omega)} \tilde{v} \left( D \zeta + (D \zeta)^T \right) \tilde{w}^T dy \]
\[= -2 \int_{\tilde{\Phi}(\Omega)} (\text{curl} \tilde{w} \cdot \text{curl} \tilde{v}) \text{div} \zeta dy + \int_{\tilde{\Phi}(\Omega)} \text{curl} \tilde{w} \left( D \zeta + (D \zeta)^T \right) (\text{curl} \tilde{v})^T dy \]
\[- \int_{\tilde{\Phi}(\Omega)} \nabla (\text{curl} \tilde{w} \cdot \text{curl} \tilde{v}) \cdot \zeta dy - \tau \int_{\tilde{\Phi}(\Omega)} \nabla \text{div} \tilde{v} \cdot (\zeta \times \text{curl} \tilde{w}) dy \]
\[- \tau \int_{\tilde{\Phi}(\Omega)} \nabla \text{div} \tilde{w} \cdot (\zeta \times \text{curl} \tilde{v}) dy + 2 \int_{\partial \tilde{\Phi}(\Omega)} (\zeta \cdot \nu) (\text{curl} \tilde{w} \cdot \text{curl} \tilde{v}) d\sigma \]
\[+ \lambda \int_{\tilde{\Phi}(\Omega)} \nabla (\tilde{v} \cdot \zeta) dy + \tilde{\lambda} \int_{\tilde{\Phi}(\Omega)} (\tilde{w} \cdot \zeta) \text{div} \tilde{v} dy + \tilde{\lambda} \int_{\tilde{\Phi}(\Omega)} (\tilde{v} \cdot \zeta) \text{div} \tilde{w} dy \]
\[- 2 \tilde{\lambda} \int_{\partial \tilde{\Phi}(\Omega)} (\tilde{v} \cdot \tilde{w})(\zeta \cdot \nu) d\sigma = - \int_{\tilde{\Phi}(\Omega)} (\text{curl} \tilde{w} \cdot \text{curl} \tilde{v}) \text{div} \zeta dy \]
\[+ \int_{\tilde{\Phi}(\Omega)} \text{curl} \tilde{w} \left( D \zeta + (D \zeta)^T \right) (\text{curl} \tilde{v})^T dy - \tau \int_{\tilde{\Phi}(\Omega)} \nabla \text{div} \tilde{v} \cdot (\zeta \times \text{curl} \tilde{w}) dy \]
\[- \tau \int_{\tilde{\Phi}(\Omega)} \nabla \text{div} \tilde{w} \cdot (\zeta \times \text{curl} \tilde{v}) dy - \tilde{\lambda} \int_{\tilde{\Phi}(\Omega)} (\tilde{v} \cdot \tilde{w}) \text{div} \zeta dy + \tilde{\lambda} \int_{\tilde{\Phi}(\Omega)} (\tilde{w} \cdot \zeta) \text{div} \tilde{v} dy \]
\[+ \tilde{\lambda} \int_{\tilde{\Phi}(\Omega)} (\tilde{v} \cdot \zeta) \text{div} \tilde{w} dy - \tilde{\lambda} \int_{\partial \tilde{\Phi}(\Omega)} (\tilde{v} \cdot \tilde{w})(\zeta \cdot \nu) d\sigma + \int_{\partial \tilde{\Phi}(\Omega)} (\text{curl} \tilde{w} \cdot \text{curl} \tilde{v})(\zeta \cdot \nu) d\sigma. \]
\[
\hat{\lambda} + 1)^2 \langle d_{\Phi=\Phi_0} S_{\Phi} [\Psi][\tilde{u}], \tilde{\varphi} \rangle_{\Phi} = 
\begin{align*}
-\hat{\lambda} \int_{\Phi_0(\Omega)} \tilde{v} \left( D \zeta + (D \zeta)^T \right) \tilde{w}^T dy + \hat{\lambda} \int_{\Phi_0(\Omega)} \tilde{v} \tilde{w}^T \text{div}(\zeta) dy \\
- \int_{\Phi_0(\Omega)} \text{curl} \, \tilde{v} \left( D \zeta + (D \zeta)^T \right) (\text{curl} \, \tilde{w})^T dy + \int_{\Phi_0(\Omega)} \text{curl} \, \tilde{v} (\text{curl} \, \tilde{w})^T \text{div}(\zeta) dy \\
- \tau \left| d_{\Phi=\Phi} \right| \left| \int_{\Omega} \frac{N(\Phi, \tilde{u}, \tilde{\varphi})}{\det(D \Phi)} \right| dx = \int_{\partial \Phi_0(\Omega)} \left( \text{curl} \, \tilde{v} \cdot \text{curl} \, \tilde{w} - \hat{\lambda} \, \tilde{v} \cdot \tilde{w} \right) (\zeta \cdot \nu) d\sigma \\
- \tau \int_{\Phi_0(\Omega)} \nabla \text{div} \, \tilde{v} \cdot (\zeta \times \text{curl} \, \tilde{w}) dy - \tau \int_{\Phi_0(\Omega)} \nabla \text{div} \, \tilde{w} \cdot (\zeta \times \text{curl} \, \tilde{v}) dy + \hat{\lambda} \int_{\Phi_0(\Omega)} \tilde{w} \cdot \zeta \, \text{div}(\tilde{v}) dy \\
+ \hat{\lambda} \int_{\Phi_0(\Omega)} (\tilde{v} \cdot \zeta) \text{div}(\tilde{w}) dy - \tau \left| d_{\Phi=\Phi} \right| \left| \int_{\Omega} \frac{N(\Phi, \tilde{u}, \tilde{\varphi})}{\det(D \Phi)} \right| dx.
\end{align*}
\]

By the previous equality, (4.14) and by observing that
\[
\frac{\text{div}_x \left[ \tilde{u}(x)(D \tilde{\Phi}(x))^{-1}(D \tilde{\Phi}(x))^{-T} \text{det}(D \tilde{\Phi}(x)) \right]}{\text{det}(D \tilde{\Phi}(x))} = \text{div}_y \tilde{v}(\tilde{\Phi}(x)) = 0,
\]
\[
\frac{\text{div}_x \left[ \tilde{\varphi}(x)(D \tilde{\Phi}(x))^{-1}(D \tilde{\Phi}(x))^{-T} \text{det}(D \tilde{\Phi}(x)) \right]}{\text{det}(D \tilde{\Phi}(x))} = \text{div}_y \tilde{w}(\tilde{\Phi}(x)) = 0,
\]
for almost all \( x \in \Omega \), we conclude. \( \square \)

In the case of domain perturbations depending real analytically on one scalar parameter, it is possible to prove a Rellich-Nagy-type theorem and describe all the eigenvalues splitting from a multiple eigenvalue of multiplicity \( m \) by means of \( m \) real-analytic functions.

**Theorem 4.17.** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^N \) of class \( C^{1,1} \). Let \( \tilde{\Phi} \in \mathcal{A}_\Omega \) and \( \{ \Phi_\epsilon \}_{\epsilon \in \mathbb{R}} \subset \mathcal{A}_\Omega \) be a family depending real-analytically on \( \epsilon \) such that \( \Phi_0 = \tilde{\Phi} \). Assume that \( \hat{\lambda} \) is a Maxwell eigenvalue on \( \tilde{\Phi}(\Omega) \) of multiplicity \( m \), \( \hat{\lambda} = \lambda_n[\tilde{\Phi}] = \cdots = \lambda_{n+m-1}[\tilde{\Phi}] \) for some \( n \in \mathbb{N} \) and that \( E^{(1)}, \ldots, E^{(m)} \in X_N(\text{div} \, 0, \tilde{\Phi}(\Omega)) \) is an orthonormal basis of the eigenspace of \( \hat{\lambda} \), the orthonormality being taken in \( (L^2(\tilde{\Phi}(\Omega)))^3 \). Moreover, assume that \( E^{(i)} \in H^2(\tilde{\Phi}(\Omega)) \) for all \( i = 1, \ldots, m \).

Then there exists an open interval \( I \) containing zero and \( m \) real-analytic functions \( g_1, \ldots, g_m \) from \( I \) to \( \mathbb{R} \) such that \( \{ \lambda_n[\Phi_\epsilon], \ldots, \lambda_{n+m-1}[\Phi_\epsilon] \} = \{ g_1(\epsilon), \ldots, g_m(\epsilon) \} \) for all \( \epsilon \in I \). Moreover, the derivatives \( g'_1(0), \ldots, g'_m(0) \) at zero of the functions \( g_1, \ldots, g_m \) coincide with the eigenvalues of the matrix
\[
\left( \int_{\partial \tilde{\Phi}(\Omega)} \left( \lambda_F[\tilde{\Phi}] E^{(i)} \cdot E^{(j)} - \text{curl} \, E^{(i)} \cdot \text{curl} \, E^{(j)} \right) \zeta \cdot \nu d\sigma \right)_{i,j=1,\ldots,m}
\]
where \( \zeta = \tilde{\Phi}_0 \circ \tilde{\Phi}^{-1} \), \( \tilde{\Phi}_0 \) denotes the derivative at zero of the map \( \epsilon \mapsto \Phi_\epsilon \).

**Proof.** First of all, we note that by our assumptions, \( \hat{\lambda} \) does not coincide with any of the eigenvalues of the Dirichlet Laplacian in \( \Omega \) multiplied by \( \tau \), see Remark 2.13 and by the well-known continuity of the eigenvalues of the Dirichlet Laplacian, this
implies that for all \( \epsilon \) in a sufficiently small neighbourhood of zero, the eigenvalues \( \{\lambda_n[\Phi_\epsilon], \ldots, \lambda_{n+m-1}[\Phi_\epsilon]\} \) satisfy the same property. By applying [25, Theorem 2.27, Corollary 2.28] to the family of operators \( S_{\Phi_\epsilon} \) we deduce that there exists an open interval \( I \) containing zero and \( m \) real-analytic functions \( g_1, \ldots, g_m \) from \( I \) to \( \mathbb{R} \) such that \( \{(1 + \lambda_n[\Phi_\epsilon])^{-1}, \ldots, (1 + \lambda_{n+m-1}[\Phi_\epsilon])^{-1}\} = \{\tilde{g}_1(\epsilon), \ldots, \tilde{g}_m(\epsilon)\} \) for all \( \epsilon \in I \); moreover, the derivatives of those functions at zero are given by the eigenvalues of the matrix

\[
\left( (d_{\Phi=\tilde{\Phi}} S_{\Phi}[\Psi] [\tilde{u}^{(i)}], \tilde{u}^{(j)})_{\tilde{\Phi}} \right)_{i,j=1, \ldots, m},
\]

where \( \tilde{u}^{(i)} = \tilde{E}^{(i)} \circ \tilde{\Phi} \) for all \( i = 1, \ldots, m \). The proof follows by setting \( g_i(\epsilon) = \tilde{g}_i^{-1}(\epsilon) - 1, \) \( i = 1, \ldots, m, \) and using Lemma [4.7].

We conclude this section by proving an immediate consequence of our results, namely the Rellich-Pohozaev identity for Maxwell eigenvalues.

**Theorem 4.19 (Rellich-Pohozaev Identity).** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^3 \) of class \( C^{1,1} \). Let \( \lambda \) be a Maxwell eigenvalue and \( E \in X_\lambda(\text{div}, 0, \Omega) \) a corresponding nontrivial eigenvector normalized in \( (L^2(\Omega))^3 \). Assume that \( E \in H^2(\Omega) \). Then

\[
\lambda = \frac{1}{2} \int_{\partial \Omega} (|\text{curl} E|^2 - |E|^2) \cdot (x \cdot \nu) \, d\sigma.
\]

**Proof.** Assume that \( \lambda = \lambda_n(\Omega) = \cdots = \lambda_{n+m-1}(\Omega) \) is a Maxwell eigenvalue with multiplicity \( m \) (with the understanding that the corresponding \( m \)-dimensional eigenspace is made of Maxwell eigenvectors, see Remark [2.13]). We consider a family of dilations \( (1 + \epsilon)\Omega \) of \( \Omega \) which can viewed as a family of diffeomorphisms \( \Phi_\epsilon = I + \epsilon I, \epsilon \in \mathbb{R} \). It is obvious that \( \lambda_{n+i}[\Phi_\epsilon] = (1 + \epsilon)^{-2} \lambda \) for all \( i = 0, \ldots, m - 1 \). In particular, the domain perturbation under consideration preserves the multiplicity of \( \lambda \) and the matrix (4.18) is a multiple of the identity. By differentiating with respect to \( \epsilon \) and applying Theorem 4.17 with \( \Phi = \zeta = I \), we obtain

\[
\frac{d}{d\epsilon} \lambda_n[\Phi_\epsilon] \bigg|_{\epsilon=0} = \int_{\partial \Omega} \left( \lambda|E|^2 - |\text{curl} E|^2 \right) (x \cdot \nu) \, d\sigma,
\]

where the given normalized eigenvector \( E \) is serving as an element of the orthonormal basis of the eigenspace. If we differentiate the equality \( \lambda_n[\Phi_\epsilon] = (1 + \epsilon)^{-2} \lambda \) with respect to \( \epsilon \), we obtain

\[
\frac{d}{d\epsilon} \lambda_n[\Phi_\epsilon] \bigg|_{\epsilon=0} = \frac{d}{d\epsilon} \left( (1 + \epsilon)^{-2} \lambda \right) \bigg|_{\epsilon=0} = -2\lambda.
\]

By combining (4.20) and (4.21) we conclude.

---

### 5 Criticality for symmetric functions of the eigenvalues

We denote by \( \mathcal{V}[\Phi] \) the measure of \( \Phi(\Omega) \), that is

\[
\mathcal{V}[\Phi] := \int_{\Phi(\Omega)} dx = \int_{\Omega} |\text{det} \, D \Phi| \, dx,
\]

and by \( \mathcal{P}[\Phi] \) the perimeter of \( \Phi(\Omega) \) that is

\[
\mathcal{P}[\Phi] := \int_{\partial \Phi(\Omega)} d\sigma = \int_{\partial \Omega} \left| \nu(D \Phi)^{-1} \right| |\text{det} \, D \Phi| \, d\sigma.
\]
We are interested in extremum problems of the type
\[
\min_{\mathcal{V}[\Phi]=\text{const.}} \Lambda_{F,s}[\Phi] \quad \text{or} \quad \max_{\mathcal{V}[\Phi]=\text{const.}} \Lambda_{F,s}[\Phi],
\]
as well as problems of the type
\[
\min_{\mathcal{P}[\Phi]=\text{const.}} \Lambda_{F,s}[\Phi] \quad \text{or} \quad \max_{\mathcal{P}[\Phi]=\text{const.}} \Lambda_{F,s}[\Phi].
\]

It is convenient to recall the following lemma from [23], where \(H = \text{div} \nu\) denotes the mean curvature of \(\Omega\), that is, the sum of the principal curvatures.

**Lemma 5.5.** Let \(\Omega\) be a bounded domain in \(\mathbb{R}^N\) of class \(C^{1,1}\). Then the maps \(\mathcal{V}, \mathcal{P}\) from \(A_\Omega\) to \(\mathbb{R}\) defined in (5.1) are real-analytic. Moreover, the differentials of \(\mathcal{V}\) and \(\mathcal{P}\) at any point \(\tilde{\Phi} \in A_\Omega\) are given by the formulas
\[
d|_{\Phi=\tilde{\Phi}} \mathcal{V}[\Phi][\psi] = \int_{\partial \tilde{\Phi}(\Omega)} (\Psi \circ \tilde{\Phi}(\cdot^{-1}))(x) : \nu(x) \, d\sigma,
\]
and
\[
d|_{\Phi=\tilde{\Phi}} \mathcal{P}[\Phi][\psi] = \int_{\partial \tilde{\Phi}(\Omega)} H(x) (\Psi \circ \tilde{\Phi}(\cdot^{-1}))(x) : \nu(x) \, d\sigma,
\]
for all \(\Psi \in C^{1,1}(\overline{\Omega}, \mathbb{R}^3)\).

For \(\alpha \in ]0, +\infty[\), we set
\[
V(\alpha) = \{ \Phi \in A_\Omega : \mathcal{V}(\Phi) = \alpha \}, \quad P(\alpha) = \{ \Phi \in A_\Omega : \mathcal{P}(\Phi) = \alpha \}.
\]

Keeping in mind the Lagrange Multiplier Theorem (which holds also in infinite dimensional spaces), we note that if \(\tilde{\Phi} \in A_\Omega[F]\) is a minimizer/maximizer in (5.3) or (5.4) respectively, then it is a critical point for the function \(\Phi \mapsto \Lambda_{F,s}[\Phi]\) under the constraint \(\Phi \in V(\tilde{\alpha})\) or the constraint \(\Phi \in P(\tilde{\beta})\) respectively, where \(\tilde{\alpha} = V(\tilde{\Phi})\) and \(\tilde{\beta} = P(\tilde{\Phi})\), which means that
\[
\text{Ker} \, d|_{\Phi=\tilde{\Phi}} \mathcal{V}[\Phi] \subset \text{Ker} \, d|_{\Phi=\tilde{\Phi}} \Lambda_{F,s}[\Phi],
\]
or
\[
\text{Ker} \, d|_{\Phi=\tilde{\Phi}} \mathcal{P}[\Phi] \subset \text{Ker} \, d|_{\Phi=\tilde{\Phi}} \Lambda_{F,s}[\Phi],
\]
respectively.

The following theorem provides a characterization of those points \(\tilde{\Phi} \in A_\Omega[F]\) satisfying (5.8) or (5.9).

**Theorem 5.10.** Let \(\Omega\) be a bounded domain in \(\mathbb{R}^N\) of class \(C^{1,1}\). Let \(F\) be a non-empty finite subset of \(\mathbb{N}\) and \(\tilde{\alpha} \in ]0, +\infty[\). The following statements hold:

(i) Assume that \(\tilde{\Phi} \in \Theta_\Omega[F] \cap V(\tilde{\alpha})\) is such that \(\lambda_j[\tilde{\Phi}]\) are Maxwell eigenvalues with common value \(\lambda_{F}[\tilde{\Phi}]\) for all \(j \in F\). Assume that \(\tilde{E}^{(1)}, \ldots, \tilde{E}^{(|F|)}\) is a basis in \(X_N(\text{div} 0, \tilde{\Phi}(\Omega))\) is an orthonormal basis of the eigenspace corresponding to \(\lambda_{F}[\tilde{\Phi}]\) and that those eigenvectors belong to \(H^2(\tilde{\Phi}(\Omega))\).

For \(s = 1, \ldots, |F|\) the function \(\tilde{\Phi}\) is a critical point for \(\Lambda_{F,s}\) with volume constraint \(\Phi \in V(\tilde{\alpha})\) (that is, condition (5.8) is satisfied) if and only if there exists a constant \(c \in \mathbb{R}\) such that
\[
\sum_{l=1}^{|F|} \left( \lambda_{F}[\tilde{\Phi}] |\tilde{E}^{(l)}|^2 - |\text{curl} \, \tilde{E}^{(l)}|^2 \right) = c, \quad \text{on } \partial \tilde{\Phi}(\Omega).
\]
(ii) Assume that \( \tilde{\Phi} \in \Theta_{\Omega}[F] \cap P(\tilde{\alpha}) \) is such that \( \lambda_j[\tilde{\Phi}] \) are Maxwell eigenvalues with common value \( \lambda_F[\tilde{\Phi}] \) for all \( j \in F \). Assume that \( \tilde{E}^{(1)}, \ldots, \tilde{E}^{(F)} \in X_N(\text{div}\,0, \tilde{\Phi}(\Omega)) \) is an orthonormal basis of the eigenspace corresponding to \( \lambda_F[\tilde{\Phi}] \) and that those eigenvectors belong to \( H^2(\tilde{\Phi}(\Omega)) \). For \( s = 1, \ldots, |F| \) the function \( \tilde{\Phi} \) is a critical point for \( \Lambda_{F,s} \) with perimeter constraint \( \Phi \in P(\tilde{\alpha}) \) (that is, condition (5.9) is satisfied) if and only if there exists a constant \( c \in \mathbb{R} \) such that

\[
\sum_{l=1}^{|F|} \left( \lambda_F[\tilde{\Phi}] \left| \tilde{E}^{(l)} \right|^2 - \left| \text{curl} \tilde{E}^{(l)} \right|^2 \right) = c \mathcal{H}, \quad \text{on } \partial \Phi(\Omega). \tag{5.12}
\]

**Proof.** It suffices to observe that by standard linear algebra condition (5.8) or condition (5.9) is satisfied if and only if there exists a constant \( l \in \mathbb{R} \) such that \( d_{\Phi=\tilde{\Phi}} \Lambda_{F,s}[\Phi] = ld_{\Phi=\tilde{\Phi}} \mathcal{V}[\Phi] \) or \( d_{\Phi=\tilde{\Phi}} \Lambda_{F,s}[\Phi] = ld_{\Phi=\tilde{\Phi}} \mathcal{P}[\Phi] \) respectively. By formulas (4.6), (5.6), (5.7) and the Fundamental Lemma of the Calculus of Variations, we conclude.

In the next theorem, we show that balls are critical domains.

**Theorem 5.13.** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^3 \) of class \( C^{1,1} \). Let \( \tilde{\Phi} \in \mathcal{A}_Q(\Omega) \) be such that \( \tilde{\Phi}(\Omega) \) is a ball. Let \( \lambda \) be a Maxwell eigenvalue in \( \tilde{\Phi}(\Omega) \) with an eigenspace of dimension \( m \) in \( X_N(\text{div}\,0, \tilde{\Phi}(\Omega)) \). Assume that \( \lambda_{n-1}[\tilde{\Phi}(\Omega)] < \lambda_n[\tilde{\Phi}(\Omega)] = \lambda_{n+m-1}[\tilde{\Phi}(\Omega)] < \lambda_{n+m}[\tilde{\Phi}(\Omega)] \) for some \( n \in \mathbb{N} \), and let \( F \{ n, \ldots, n + m - 1 \} \). Then \( \tilde{\Phi} \) is both a critical point for \( \Lambda_{F,s} \) with volume constraint \( \Phi \in V(\tilde{\Phi}(\Omega)) \) and a critical point for \( \Lambda_{F,s} \) with perimeter constraint \( \Phi \in P(\tilde{\Phi}(\Omega)) \), for all \( s = 1, \ldots, |F| \).

**Proof.** Conditions (5.11) and (5.12) are satisfied thanks to Lemma 5.14 below.

**Lemma 5.14.** Let \( B \) be a ball in \( \mathbb{R}^3 \) centered at zero. Let \( \lambda \) be a Maxwell eigenvalue in \( B \) with an eigenspace of dimension \( m \) in \( X_N(\text{div}\,0, B) \) and let \( E^{(1)}, \ldots, E^{(m)} \) be a corresponding orthonormal basis. Then, the functions

\[
\sum_{l=1}^m \left| E^{(l)} \right|^2, \quad \sum_{l=1}^m \left| \text{curl} E^{(l)} \right|^2
\]

are radial.

**Proof.** Let \( E \) be an eigenvector of problem (2.6) with eigenvalue \( \lambda \). Take an orthogonal matrix \( A \in O_3(\mathbb{R}) \) and consider the vector field \( u \) defined by \( u = (E \circ A)A \). Then

\[
D u(x) = A^T D E(Ax) A.
\]

Note that in this proof, for simplicity, we denote by \( Ax \) the row vector \( (Ax)^T \) which is identified with the image of \( x \) via the linear transformation associated with the matrix \( A \). Thus

\[
\text{div } u(x) = \text{Tr}(D u(x)) = \text{Tr}(A^T D E(Ax) A) = \text{Tr}(D E(x)) = \text{div } E(Ax).
\]

Moreover, we have

\[
\Delta u_i(x) = \frac{\partial}{\partial x_k} \frac{\partial u_i}{\partial x_k}(x) = \frac{\partial}{\partial x_k} [A_{rk}(\partial_r E_j)(Ax) A_{ji}]
\]

\[
= A_{rk}(\partial_r \partial_j E_j)(Ax) A_{sk} A_{ji} = (\partial_s \partial_r E_j)(Ax) A_{i} \delta_{rs} A_{ji} = \delta_{js} E_j(Ax) A_{ji} = \left[ \Delta E(Ax) A \right]_i.
\]
Therefore the vector laplacian of \( u \) satisfies
\[
\Delta u(x) = \Delta E(Ax) A.
\]

Finally, we get that
\[
\text{curl} \; \text{curl} \; u(x) = D \text{ div} \; u(x) - \Delta u(x) = \left[ (D \text{ div} \; E)(Ax) - (\Delta E)(Ax) \right] A
\]
\[
= \left[ (\text{curl} \; E)(Ax) \right] A = \lambda E(Ax)A = \lambda u(x).
\]

This proves that if \( E^{(1)}, \ldots, E^{(m)} \) is an orthonormal basis of the eigenspace associated with the eigenvalue \( \lambda \), then \( \{ u^{(j)} = (E^{(j)} \circ A)A : j = 1, \ldots, m \} \) is another orthonormal basis for the eigenspace associated with \( \lambda \). Since both \( \{ E^{(j)} : j = 1, \ldots, m \} \) and \( \{ u^{(j)} : j = 1, \ldots, m \} \) are orthonormal bases, then there exists \( R[A] \in O_m(\mathbb{R}) \) with matrix \( (R_{jl}[A])i, j = 1, \ldots, m \) such that
\[
u^{(j)} = \sum_{l=1}^{m} R_{jl}[A]E^{(l)}.
\]

Therefore
\[
\sum_{j=1}^{m} |E^{(j)}|^2 \circ A = \sum_{j=1}^{m} \left( E^{(j)} \circ A \right) A = \sum_{j=1}^{m} |u^{(j)}|^2
\]
\[
= \sum_{j=1}^{m} \left( \sum_{l=1}^{m} R_{jl}[A]E^{(l)} \right) \cdot \left( \sum_{h=1}^{m} R_{jh}[A]E^{(h)} \right)
\]
\[
= \sum_{j=1}^{m} \sum_{l,h=1}^{m} R_{jl}[A]R_{jh}[A](E^{(l)} \cdot E^{(h)}) = \sum_{l=1}^{m} |E^{(l)}|^2,
\]

which proves that \( \sum_{l=1}^{m} |E^{(l)}|^2 \) is a radial function.

Note that \( \text{curl} \; u^{(j)} = \sum_{l=1}^{m} R_{jl}[A] \text{ curl} \; E^{(l)} \). By formula (3.4) we have that
\[
\text{curl} \; E \circ A = \frac{\text{curl} \; u \; A^T}{\det A}.
\]

Thus
\[
\sum_{j=1}^{m} |\text{curl} \; E^{(j)}|^2 \circ A = \sum_{j=1}^{m} \left( \text{curl} \; E^{(j)} \circ A \right) \cdot \left( \text{curl} \; E^{(j)} \circ A \right)
\]
\[
= \sum_{j=1}^{m} \left( \text{curl} \; u^{(j)} A^T \right) \cdot \left( \text{curl} \; u^{(j)} A^T \right) \frac{1}{\det(A)^2} = \sum_{j=1}^{m} \left| \text{curl} \; u^{(j)} \right|^2
\]
\[
= \sum_{j=1}^{m} \left( \sum_{l=1}^{m} R_{jl}[A] \text{ curl} \; E^{(l)} \right) \cdot \left( \sum_{h=1}^{m} R_{jh}[A] \text{ curl} \; E^{(h)} \right)
\]
\[
= \sum_{i=1}^{m} \delta_{ih} \text{ curl} \; E^{(l)} \cdot \text{ curl} \; E^{(h)} = \sum_{l=1}^{m} \left| \text{ curl} \; E^{(l)} \right|^2,
\]

which proves that \( \sum_{l=1}^{m} |\text{ curl} \; E^{(l)}|^2 \) is also a radial function. \qed
6 Appendix: eigenfunctions on the ball

Let $B$ be the ball in $\mathbb{R}^3$ of radius $R$ centred at zero. Here we use the spherical coordinates $(\rho, \theta, \varphi) \in [0, R] \times [0, \pi] \times [0, 2\pi]$ where $\theta$ is the polar angle ($\theta = 0$ at the north pole) and $\varphi$ is the azimuthal angle. It is also convenient to use the standard local orthonormal base $(\hat{\rho}, \hat{\theta}, \hat{\varphi})$ canonically associated with $(\rho, \theta, \varphi)$, namely

$$
\hat{\rho} = (\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta) \\
\hat{\theta} = (\cos \theta \cos \varphi, \cos \theta \sin \varphi, -\sin \theta) \\
\hat{\varphi} = (-\sin \varphi, \cos \varphi, 0)
$$

The eigenpairs $(\lambda, u)$ of problem (2.6) in $B$ can be expressed in terms of the Riccati-Bessel functions $\psi_n$ and the spherical harmonics $Y_n^m$.

Recall that $\psi_n(z) = \sqrt{\frac{2}{\pi z}} J_{n+\frac{1}{2}}(z)$, where $J_{n+\frac{1}{2}}$ denote Bessel functions of the first kind and half-integer order, and that the functions $\psi_n$ satisfy the differential equation

$$z^2 f''(z) + (z^2 - n(n + 1)) f(z) = 0.$$

Recall also that the spherical harmonics $Y_n^m(\theta, \varphi)$, with $|m| \leq n$, are eigenfunctions of the Laplace-Beltrami operator $\Delta_{S^2}$ on the unit sphere $S^2$, namely

$$\Delta_{S^2} Y_n^m + n(n+1) Y_n^m = 0.$$

For more details on these functions we refer to [11].

It is proved in [13] and in [17] that the eigenpairs $(\lambda, u)$ of problem (2.6) in $B$ are given by the union of the two families

$$\left\{k_{nh}^2, \text{curl}[Y_n^m(\theta, \varphi) \psi_n(k_{nh}\rho) \hat{\rho}]) \right\}_{nmh} \quad \text{and} \quad \left\{(k_{nl}^\prime)^2, \text{curl}[Y_n^m(\theta, \varphi) \psi_n(k_{nl}^\prime \rho) \hat{\rho}) \right\}_{nmn}$$

where $n, h, l \in \mathbb{N}$, $m \in \mathbb{Z}$ with $|m| \leq n$. Here $k_{nh}$, $h \in \mathbb{N}$ denote the positive zeros of the function $k \mapsto \psi_n(kR)$, arranged in increasing order and $k_{nl}^\prime$, $l \in \mathbb{N}$ denote the positive zeros of the function $k \mapsto \psi_n'(kR)$, arranged in the same way.

Now, we compute explicitly the eigenvectors in (6.1). Recalling the formula curl$(q\hat{\rho}) = \nabla q \times \hat{\rho}$ we have

$$\text{curl}[Y_n^m(\theta, \varphi) \psi_n(k_{nh}\rho) \hat{\rho}] = \frac{1}{\rho} \left( \frac{1}{\sin \theta} \partial \varphi (Y_n^m(\theta, \varphi)) \psi_n(k_{nh}\rho) \hat{\theta} - \partial \theta (Y_n^m(\theta, \varphi)) \psi_n(k_{nh}\rho) \hat{\varphi} \right).$$

(6.2)

Note that the vector in (6.2) is zero if and only if $n = 0$. Similarly, using the formula curl$(q\hat{\rho}) = \nabla (\partial \rho q) - \rho \Delta (\frac{q}{\rho}) \hat{\rho}$ and the fact that $-\rho \Delta (Y_n^m(\theta, \varphi) \psi_n(k\rho)/\rho) = k^2 Y_n^m(\theta, \varphi) \psi_n(k\rho)$, see [13], we have that

$$\text{curl}[Y_n^m(\theta, \varphi) \psi_n(k_{nl}^\prime \rho) \hat{\rho}] = (k_{nl}^\prime)^2 Y_n^m(\theta, \varphi) \left[\psi_n(k_{nl}^\prime \rho) + \psi_n'(k_{nl}^\prime \rho) \right] \hat{\rho} + \frac{1}{\rho} k_{nl}^\prime \partial \theta (Y_n^m(\theta, \varphi)) \psi_n'(k_{nl}^\prime \rho) \hat{\theta}$$

$$+ \frac{1}{\rho \sin \theta} k_{nl}^\prime \partial \varphi (Y_n^m(\theta, \varphi)) \psi_n'(k_{nl}^\prime \rho) \hat{\varphi} = \frac{1}{\rho} \left( \frac{n(n+1)}{\rho} Y_n^m(\theta, \varphi) \psi_n'(k_{nl}^\prime \rho) \right)$$

$$k_{nl}^\prime \partial \theta (Y_n^m(\theta, \varphi)) \psi_n'(k_{nl}^\prime \rho) \hat{\theta} + \frac{1}{\sin \theta} k_{nl}^\prime \partial \varphi (Y_n^m(\theta, \varphi)) \psi_n'(k_{nl}^\prime \rho) \hat{\varphi},$$

(6.3)

and again this vector is zero if and only if $n = 0$.

Then, we are ready to prove the following theorem. Recall that the Riccati-Bessel function $\psi_1$ is given by $\psi_1(z) = \frac{\sin z}{z} - \cos z$. 
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Theorem 6.4. The first Maxwell eigenvalue in a ball of radius $R$ centred at zero is $(k_{11}')^2$ where $k_{11}'$ is the first positive zero of the derivative of the rescaled Riccati-Bessel function $k \mapsto \psi'_1(Rk)$. Its multiplicity is three and the corresponding Electric eigenspace is generated by the three Electric fields

$$E^{(m)}(\rho, \theta, \varphi) = \frac{1}{\rho} \left( \frac{2}{\rho} Y_1^m(\theta, \varphi) \psi_1(k_{11}' \rho) \hat{\rho} + k_{11}' \partial_\theta (Y_1^m(\theta, \varphi)) \psi_1(k_{11}' \rho) \hat{\theta} + \frac{1}{\sin \theta} k_{11}' \partial_\varphi (Y_1^m(\theta, \varphi)) \psi_1(k_{11}' \rho) \hat{\varphi} \right),$$

for $m = -1, 0, 1$. The associated magnetic fields are given by

$$H^{(m)}(\rho, \theta, \varphi) = \frac{-i}{k_{11}'} \text{curl} E^{(m)}(\rho, \theta, \varphi) = \frac{i k_{11}'}{\rho} \left( \frac{1}{\sin \theta} \partial_\varphi (Y_1^m(\theta, \varphi)) \psi_1(k_{11}' \rho) \hat{\theta} - \partial_\theta (Y_1^m(\theta, \varphi)) \psi_1(k_{11}' \rho) \hat{\varphi} \right).$$

Proof. Recall that $\psi_n(z) = z j_n(z)$ where $j_n$ are the spherical Bessel functions of the first kind. Due to the above observations, we need to find the smallest positive number $\bar{z} > 0$ such that there exists $n \geq 1$ with either $\psi_n(\bar{z}) = 0$ or $\psi'_n(\bar{z})$: the first eigenvalue would then be $(\bar{z}/R)^2$. Notice that the positive zeros of $\psi_n$ coincide with the zeros of $j_n$. First, we recall a useful result about the zeros of the spherical Bessel functions and their derivatives. Denote by $a_{n,s}$ and by $a_{n,s}'$ the $s$-th positive zero of the function $j_n$ and $j_n'$ respectively, for all $n \in \mathbb{N}$; then we have the following interlacing relations:

$$a_{n,1} < a_{n+1,1} < a_{n,2} < a_{n+1,2} < a_{n,3} < \cdots$$

and

$$a_{n,1}' < a_{n+1,1}' < a_{n,2}' < a_{n+1,2}' < a_{n,3}' < \cdots.$$

For a proof of these relations we refer to [28]. From this we can easily deduce that for each $s \in \mathbb{N}$, the sequences $\{a_{n,s}\}_{n=1}^{\infty}$ and $\{a_{n,s}'\}_{n=1}^{\infty}$ are strictly monotonically increasing.

Observe that since the functions $\psi_n$ are smooth and $\psi_n(0) = 0$ for all $n \in \mathbb{N}$, the number $\bar{z}$ we are looking for is the first positive zero of $\psi'_n$ for some $n \in \mathbb{N}$. We claim that it is the first positive zero of the function

$$\psi'_n(z) = \frac{1}{z} \left( \sin z - \frac{\sin z}{z^2} \right),$$

i.e. $\bar{z} \sim 2.74 \pm 0.01$. To prove this, note that

$$\psi'_n(z) = j_n(z) + z j_n'(z).$$

Since

$$j_n(z) = z^n \sum_{m=0}^{\infty} \frac{(-1)^m}{m!(2m+2n+1)!} \left( \frac{z^2}{2} \right)^m,$$

then $j_n(0) = 0$ and $j_n(z) > 0$ for all $n \in \mathbb{N}$ and for all $z$ between zero and $a_{n,1}$.

Then by (6.7), $\psi'_n(z) > 0$ for all $z \in [0, a_{n,1}'[$. Due to the monotonicity of the sequence $a_{n,1}'$, $n \in \mathbb{N}$, it is then sufficient to prove that $\bar{z} \in [0, a_{2,1}'[, because in this way the first positive zero of all other functions $\psi'_n, n \geq 2$, will be necessarily larger. Since $a_{2,1}' \sim 3.34 \pm 0.01$, the claim is proved, and the first eigenvalue is $k_{11}' = (\bar{z}/R)^2$. 

26
where \( \bar{z} \) is the first positive zero of the function \( \psi'_1 \). The eigenvectors and their curls are computed by using formulas (6.2) and (6.3) above and it is easily seen that the multiplicity is three.
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