On the Performance of Deep Learning-based Data-aided Active User Detection for GF-SCMA System
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Abstract—The recent works on a deep learning (DL)-based joint design of preamble set for the transmitters and data-aided active user detection (AUD) in the receiver has demonstrated a significant performance improvement for grant-free sparse code multiple access (GF-SCMA) system. The autoencoder for the joint design can be trained only in a given environment, but in an actual situation where the operating environment is constantly changing, it is difficult to optimize the preamble set for every possible environment. Therefore, a conventional, yet general approach may implement the data-aided AUD while relying on the preamble set that is designed independently rather than the joint design. In this paper, the activity detection error rate (ADER) performance of the data-aided AUD subject to the two preamble designs, i.e., independently designed preamble and jointly designed preamble, were directly compared. Fortunately, it was found that the performance loss in the data-aided AUD induced by the independent preamble design is limited to only 1dB. Furthermore, such performance characteristics of jointly designed preamble set are interpreted through average cross-correlation among the preambles associated with the same codebook (CB) (average intra-CB cross-correlation) and average cross-correlation among preambles associated with the different CBs (average inter-CB cross-correlation).

Index Terms—Grant-free access, deep learning, active user detection

I. INTRODUCTION

In grant-free sparse code multiple access (GF-SCMA), the base station (BS) cannot determine which users are actively transmitting its data stream. Accordingly, GF users are preassigned a common preamble set and simultaneously transmit a randomly selected preamble from the preamble set along with the SCMA-based data stream. Then, active user detection (AUD) process becomes essential in the BS. Accordingly, a deep learning (DL)-based approaches have been recently employed for the joint design of preamble set for the transmitters and AUD in the receiver for GF-SCMA system [1]-[2].

Unlike the conventional preamble-based AUD, data-aided AUD has been considered for the autoencoder (AE) [1], which jointly optimizes a preamble set for the GF users and data-aided AUD in the BS, while demonstrating 3 to 5dB gain at the target activity detection error rate (ADER) of $10^{-8}$. In the joint optimization process, data-aided AUD is optimized assuming that a codebook (CB) uniquely associated with the preamble is exploited for the AUD process, and the preamble set is simultaneously optimized subject to the data-aided AUD. It is opposed to the conventional design that aims at minimizing the cross-correlation between any two preambles as they are determined independently regardless of the AUD process in the receiver side.

However, the jointly designed preamble set for DL-based data-aided AUD in [1] can be optimized only by training the AE in a given environment, which makes it challenging to be used in a practical situation where the operating environment is constantly varying. If the AE for joint design cannot be fully trained in practice, we have no choice but to consider the preamble designed independently at the transmitter side while giving up ADER performance. For the independent preamble set design under consideration, cross-correlation between the preambles tends to uniform, leading to a homogeneous preamble set. However, the cross-correlation characteristic according to the joint design is significantly different, because the correlation between preambles depends on the detection characteristic associated with the CB, leading to a heterogeneous preamble set.

The primary purpose of this paper is to examine the ADER performance when an independently designed preamble set is applied to the data-aided AUD. Fortunately, it was found that the performance loss in the data-aided AUD induced by the independent preamble design is limited to only 1dB, as compared to 3 to 5dB gain with the joint design. It implies that the AE can be trained only for the receiver side, hopefully making it more practical, e.g., through online training even in the steadily varying environment. Furthermore, we attempt to analyze a performance characteristic of jointly designed preamble set, which allows for understanding the performance difference between two different implementation approaches. In particular, its performance characteristic is interpreted through average cross-correlation among the preambles associated with the same codebook (CB) (average intra-CB cross-correlation) and average cross-correlation among preambles associated with the different CBs (average inter-CB cross-correlation).

The rest of this paper is organized as follows. In Section II, we present a system model for GF-SCMA. Section III briefly discuss the DL-based design for independently designed preamble set and jointly designed preamble set while comparing the ADER performance of the two designs with
each other. Lastly in Section IV, we provide the analysis on cross-correlation characteristics of the jointly designed preamble set for GF-SCMA with data-aided AUD. Finally, conclusion is made in Section V.

II. SYSTEM MODEL FOR GRANT-FREE SCMA SYSTEM

In the GF-SCMA system, a total number of $N$ MTC users indexed by $n \in \{0, 1, \ldots, N-1\}$ are contending at the same time-frequency resource. At each transmission opportunity, only some of the $N$ users are actually transmitting its data. The activity of user $n$ is indicated by an activity indicator $\delta_n$, which can be modelled by the Bernoulli random variable with activity probability $p_n$. The activity indicators for all users constitutes a random vector, represented as $\mathbf{\delta} = [\delta_0, \delta_1, \ldots, \delta_{N-1}]^T$. Active user symbol of $\log_2 M$ bits is encoded to a $K_d$-dimensional complex CB of size $M$. The $K_d$-dimensional complex codewords of the CB are sparse vectors with $N_m$ non-zero elements ($N_m < K_d$).

A mapping matrix, that can be represented by a factor graph, maps the $N_m$ non-zero dimensions to the $K_d$-dimensional complex domain [3]-[4]. The SCMA encoder contains $J$ separate layers, which correspond to symbol nodes in the factor graph. Each layer is associated with a constellation set with $M$ alphabets of length $K_d$. The mapping matrix maps the $N_m$-dimensional constellation points to SCMA codewords to form the codeword set, which are multiplexed over $K_d$ shared orthogonal resources, e.g., OFDMA subcarriers. As $J$ layers are overloaded over $K_d$ resources, the overloading factor is given as $J/K_d$. A constellation set associated with the $j$-th layer of the SCMA encoder forms a CB, denoted as $C_j$.

Let $\mathcal{C}$ denote a set of $J$ CBs for the GF-SCMA system, i.e., $\mathcal{C} = \{C_0, C_1, \ldots, C_{J-1}\}$, from which a CB is randomly selected for each of the active users. Note that the number of CBs is much smaller than the number of users, i.e., $J \ll N$. Therefore, the CB will be reused among users. However, even if they have employed the same CB, their transmissions may still be identified with their channel. [5] More specifically, when the two users select the different preambles and their channel is sufficiently different and reliably estimated, the multi-user detection (MUD) block in the BS is still able to detect the data streams, even if two users select the same CB for their data transmission [6]. It is attributed to the fact that each CB selected by the active user can be uniquely identified by the individual channel that can be estimated through its own unique preamble. In other words, both CBs employed by users and their channel are jointly considered as the signatures for MUD. Thus, a tuple of SCMA CB and preamble effectively increases the number of contention resources, which allows for reducing the collision rate for GF-SCMA.

A contention transmission unit (CTU) is defined as a combination of time-frequency resources, SCMA CBs, and preamble sequences in the GF-SCMA system. When each CB is associated with $L$ preamble sequences, there are $N_R = J \times L$ CTUs in a given time-frequency region [5]. The GF-access users select one of these CTUs to transmit their data signals.

![Fig. 1: Transceiver model for GF-SCMA system](image)

Notably, we assume that all preambles employ the round-robin CB association, i.e., CB with index $\nu(n) = \mod(n, J)$, denoted as $C_\nu(n)$, associated to a preamble with index $n$ [6]. Let $p^{(n)} \in \mathbb{C}^{K_p}$ represent a $n$-th preamble sequence where $K_p$ denotes its dimension. In the current studies, as we aim at the preamble design for data-aided AUD, it is sufficient to consider $N_R$ active users only, each assigned to a unique preamble, i.e., $N = N_R$. In other words, our design considers a situation in which a maximum of $N = N_R$ users are active without collision [1]. Therefore, $N$ is interchangeably used as a total number of users and a total number of preambles. Furthermore, in Fig. 1, the $n$-th user is uniquely assigned to preamble $p^{(n)}$ and its associated CB $C_\nu(n)$ for its CTU transmission.

Meanwhile, a data bit sequence of the active user is divided into $N_d$ blocks, each with $\log_2 M$ bits. Then, each block is encoded with its own pre-determined CB. Let $b_i^{(n)} \in \mathbb{B}^{\log_2 M}$ denote the $i$-th block of user $n$, which is encoded with a codeword (CW), denoted as $c_i^{(n)} \in C_\nu(n)$. In this case, CTU for user $n$ can be represented by $[p^{(n)} \ c_1^{(n)} \ c_2^{(n)} \ \ldots \ c_{N_d}^{(n)}]$. Assuming that all CTUs are experiencing a flat fading channel, a CTU for user $n$ is subject to a single fading channel coefficient $h_{\nu(n)}$ which constitutes a channel vector, represented as $\mathbf{h} = [h_{\nu(0)}, h_{\nu(1)}, \ldots, h_{\nu(N-1)}]^T$. Consequently, the received signals, $y^{(p)}$ and $y_i^{(d)}$, for the preamble and the $i$-th CW superposed over the given resources, are expressed respectively as

$$y^{(p)} = \sum_{n=0}^{N-1} \delta_n h_{\nu(n)} p^{(n)} + n^{(p)}, \quad (1)$$

and

$$y_i^{(d)} = \sum_{n=0}^{N-1} \delta_n h_{\nu(n)} w_i^{(n)} + n_i^{(d)}, \quad i=1, \ldots, N_d. \quad (2)$$

Fig. 1 presents a transceiver model under consideration [1], in which AUD is performed only using (1) to detect an activity vector, represented as $\mathbf{\delta} = [\delta_0, \delta_1, \ldots, \delta_{N-1}]^T$. Then, channel coefficients are estimated for the active users.
Fig. 2: A common encoder structure with the PGN

by a CE process. The CE process yields an estimated channel coefficient of active user $n$, denoted as $\hat{h}_n$. Then, an estimated channel vector for active users is expressed as $\hat{h}_1 = [\delta_0 \hat{h}_0, \delta_1 \hat{h}_1, \ldots, \delta_{N-1} \hat{h}_{N-1}]^T$. Finally, active users' transmitted bit sequences are detected by MUD in the BS.

III. JOINT DESIGN OF PREAMBLE SET: HETEROGENEOUS VS. HOMOGENEOUS PREAMBLE SET

A. AE implementation for the preamble set design

In [1], a DL-based end-to-end design is proposed to jointly optimize a set of the $N$ preamble sequences and AUD at the receiver at the same time such that ADER can be minimized. It employs the AE for the end-to-end design, which is comprised of preamble generation networks (PGN), an active user detection network (AUDN), and a user activity extraction network (UAEN). Note that the PGN in Fig. 2(a) can be expressed as

$$f_n(\delta_n, \theta_n^{(f)}) = \begin{cases} p_n^{(0)}, & \delta_n = 1, \\ 0, & \delta_n = 0, \end{cases}$$

(3)

where $\theta_n^{(f)}$ represent the weight and bias of the $n$-th PGN. Note that preambles are associated with one of the $J$ SCMA CBs.

Fig. 2 shows a common encoder structure with the PGN under consideration, in which the preamble sequence will be jointly designed with the either preamble-based AUD in Fig. 3(a) or data-aided AUD in Fig. 3(b) in the decoder. Meanwhile, Fig. 3 presents the decoder structures with AUD networks for the end-to-end preamble set design. For the conventional DL-based joint designs [2], AUD replies on the received preamble signal only as illustrated in Fig. 3(a) [7]-[9]. The preamble-based AUDN structure therein takes the superposed preamble $y^{(p)}$ only as its input. Denoting its weight and bias by $\theta^{(g_1)}$, it is represented as

$$g_1(y^{(p)}, \theta^{(g_1)}) = \hat{\theta}$$

(4)

When all user’s activity probabilities are the same, i.e., $p_i = p_j, \forall j \neq i$, the cross-correlations of the preambles are optimized to be equally minimized. This is because PGN does not have any preconditions for distinguishing specific preambles so as to have the different cross-correlations. In other words, PGNs in the AE tries homogenously minimize cross-correlation of the $N$ preambles in a preamble set.

Meanwhile, Fig. 3(b) presents the decoder structure with data-aided AUDN, which exploits both superposed preamble signals and the superposed data stream to detect the active users. As proposed in [1], this particular structure employs a user activity extraction network (UAEN), which extracts a-priori users’ activity information vector $\alpha$ for the AUDN. It is important to note that the UAEN may not detect the active users only from $\{y_i^{(p)}\}_{i=0}^{N_p}$ simply because the SCMA CBs are reused among the users. However, UAEN extracts a-priori activity information to indirectly know which CB is active in the current transmission. The data-aided AUD under consideration is to perform AUD exploiting the extracted information and the received preamble signal at the same time. Denoting the weight and bias of the UAEN by $\theta^{(h)}$ and a-priori activity information for the data-aided AUDN by $\alpha$, the UAEN in Fig. 3(b) is represented as

$$h_i(\{y_i^{(p)}\}_{i=0}^{N_p-1}; \theta^{(h)}) = \alpha$$

(5)

Furthermore, the data-aided AUDN that takes both a-priori activity information and superposed preamble can be expressed as follows:

$$g_2(\alpha, y^{(p)}, \theta^{(g_2)}) = \hat{\theta}$$

(6)

where $\theta^{(g_2)}$ is the weight and bias of the data-aided AUDN. We note that the cross-correlation properties for the preamble sets that are jointly designed with the data-aided AUDN are not known clearly at the moment. However, as they depend mainly on the a-priori activity information, the cross-correlation may vary between preambles associated with the same CB and those associated with the different CBs, i.e., depending on whether the same CBs are selected or not.
B. ADER performance analysis

In this subsection, we present the simulation results to compare the ADER performance of jointly design preamble set and independent preamble set with each other. For simulation, the SCMA CB with \( J = 6, K^{(d)} = 4, N^{(d)} = 2, \) and \( M = 4 \) is assumed [3]. The preamble set is assumed to have \( N = 48, 60, \) or 72 pamaebles, i.e., the number of pamaebs associated with each of \( J = 6 \) SCMA CB are \( L = 8, 10, \) and 12, respectively. The number of CWs exploited by UAEN is \( N_d = 16 \) and the length of preamble sequence is given as \( K^{(p)} = 16 \). We consider homogenous activity where every preamble has the same activity probabilities. In this case, let \( N_a \) denote the expected number of active users. To fairly compare the ADER of different preamble set, we set \( N_a = 3 \), by setting the homogenous activity probabilities as 0.0625, 0.05, and 0.04166 for the case of \( N = 48, 60, \) or 72 respectively. The detailed system parameters and hyperparameters for the AE in Fig. 2 and Fig. 3 follows those in [1].

Fig. 4 presents the ADER performance for the different AUD schemes as varying the number of users and a preamble size. We are interested in the performance gain of data-aided AUD with jointly design preamble and independent preamble over the preamble-based AUD. As already observed in [1], a joint design for the DL-based data-aided AUD scheme achieves a combined gain of 3 to 5dB gain over the preamble-based AUD. Meanwhile, its gain with independent preamble has been reduced to 2 to 4dB, depending on the range of SNR and the number of pamaebs \( N \). Fortunately, it corresponds to the performance loss of only 1dB or less compared to independently designed preamble in ADER of \( 10^{-2} \) in high SNR region. It implies that our proposed DL-based data-aided AUD can be still useful without resorting to the joint design of pamaebs with the AUD. In fact, it makes the DL-based design approach more practical, because the AE can be trained online over the air, while avoiding the offline supervised training, under the steadily varying environment.

In the following section, we attempt to analyze a performance characteristic of jointly designed preamble set, hopefully allowing for understanding the characteristics that lead to performance differences between two different setups.

IV. ON THE PERFORMANCE CHARACTERISTICS OF HETEROGENEOUS PREAMBLE SET

In order to understand the results in the previous section, the performance characteristics must be investigated for the preamble sequence. As discussed in [2], it is desirable that the cross-correlation between any two sequences is as small as possible to improve the preamble-based AUD process. Let \( \mathbf{p}_n \), a \( K_p \)-dimensional vector to represent the \( n \)-th preamble sequence in the given preamble set, i.e., \( \mathbf{p}_n = [p_{n,1}, p_{n,2}, \ldots, p_{n,K_p}] \). Then, its cross-correlation between the \( n \)-th and \( m \)-th preamble sequences in the set is given as

\[
R_{n,m} = \langle \mathbf{p}_n, \mathbf{p}_m \rangle = \sum_{i=1}^{K_p} p_{n,i} p_{m,i}.
\]

The AUD performance of the given preamble set can be inferred by the average cross-correlation between all the other pamaebs.

Fig. 4: ADER performance for the different AUD schemes in the given preamble set. Let \( \mathbf{p}_l^{(j)} \) denote the \( l \)-th preamble associated with the \( j \)-th CB. The average cross-correlation of preamble \( \mathbf{p}_l^{(j)} \), denoted as \( \tilde{R}_l^{(j)} \), is given as

\[
\tilde{R}_l^{(j)} = \frac{1}{N-1} \left\{ \sum_{k=0}^{L-1} \sum_{m=0}^{L-1} \left| \langle \mathbf{p}_l^{(j)}; \mathbf{p}_m^{(j)} \rangle \right| - \left| \langle \mathbf{p}_l^{(j)}; \mathbf{p}_l^{(j)} \rangle \right| \right\},
\]

\[
\ell = 0, 1, \ldots, L-1; j = 0, 1, \ldots, J-1
\]

As (7) averages out the cross-correlation among the entire pamaebs except itself, it can be a useful metric to measure the performance characteristics for a homogeneous preamble.
set. However, it does not capture the cross-correlation for the heterogeneous preamble sets designed for data-aided AUD [11], which varies by whether the preambles belong to the same CB or not. In order to reveal their performance characteristics, we need to consider their cross-correlation among the preambles in the same CB and those in the different CBs. Toward this end, we consider two different average cross-correlations among the preamble sequences, one for intra-CB cross-correlation denoted as $R_{i,j}^{\text{intra}}$ and the other for inter-CB cross-correlation denoted as $R_{i,j}^{\text{inter}}$. They are defined respectively as

$$R_{i,j}^{\text{intra}} = \frac{1}{L-1} \sum_{m=0, m \neq j}^{L-1} \left| \left< p_{i}^{(j)}, p_{m}^{(j)} \right> \right|$$  \hspace{1cm} (8)

and

$$R_{i,j}^{\text{inter}} = \frac{1}{L} \left\{ \sum_{k=0}^{L-1} \left| \left< p_{i}^{(j)}, p_{m}^{(k)} \right> \right| - \sum_{m=0, m \neq j}^{L-1} \left| \left< p_{i}^{(j)}, p_{m}^{(j)} \right> \right| \right\}.$$  \hspace{1cm} (9)

Fig. 5 presents the average intra-CB and inter-CB cross-correlation, $R_{i,j}^{\text{intra}}$ and $R_{i,j}^{\text{inter}}$, as varying the number of preamble size. An index $n$ therein represents one for the $l$-th preamble associated with the $j$-th CBs, which is equivalently given as $n = L \cdot j + l$. First of all, it is observed in Fig. 5 that all values of cross-correlation between the different CBs (differentiated by the different indices) are similar to each other. This observation validates the fact that the preamble-CB association leads to the heterogeneous preamble sets for our joint design. Furthermore, as the total number of users $N$ increases from 48 to 72, the average intra-CB cross-correlation is decreasing, and average inter-CB cross-correlation is increasing.

Meanwhile, we note that the homogeneity of preamble sets is characterized by the distribution of $R_{i,j}^{\text{intra}}$ and $R_{i,j}^{\text{inter}}$, i.e., they tend to be equal to each other for the homogeneous preambles. Toward that end, we consider the average value of $R_{i,j}^{\text{intra}}$ and $R_{i,j}^{\text{inter}}$ across the entire preamble sets, i.e., defined as $\bar{R}_{\text{intra}} = \sum_{j=0}^{J-1} \sum_{l=0}^{L-1} R_{i,j}^{\text{intra}}$ and $\bar{R}_{\text{inter}} = \sum_{l=0}^{J-1} \sum_{l=0}^{L-1} R_{i,j}^{\text{inter}}$. Then, $\bar{R}_{\text{intra}}$ and $\bar{R}_{\text{inter}}$ can be compared by a ratio of $\gamma = \bar{R}_{\text{intra}} / \bar{R}_{\text{inter}}$ as a metric of measuring the homogeneity of the preamble sets obtained by two different designs. More specifically, the preamble sets tend to be homogeneous as $\gamma$ approaches one.

Fig. 6: Heterogeneity as varying the preamble size: $J = 6$  

As shown in Fig. 6, as the total number of users increases, the average intra-CB cross-correlation decreases while increasing the average inter-CB cross-correlation. It can be more clearly observed by presenting the heterogeneity in terms of the ratio $\gamma = \bar{R}_{\text{intra}} / \bar{R}_{\text{inter}}$, as shown with $J = 6$ in Fig. 6. We observe that the heterogeneity of the preamble sets decreases as increasing the number of preambles. In particular, as the number preamble associated with each CB becomes extremely small, intra-CB cross correlation becomes large. For example, suppose only two preambles are associated with each of the $J = 6$ CBs, i.e., $L = 2$, and $N = J \cdot L = 12$. Then, detection of these two preambles in the same CB leads to more likely association between the CB and preambles, i.e., increasing the average intra-CB cross-correlation more significantly. In other words, a-prior activity information obtained by CB activation becomes more significant as the number of preambles associated with each CB is reduced.

V. CONCLUSION

In this paper, the performance of the joint design for preamble set and data-aided AUD is explored. To confirm the performance gain associated with the preamble design, the performance of DL-based data-aided AUD is investigated with independently designed preamble set and jointly designed preamble sets. In conclusion, the independently designed preamble set suffers from performance degradation of only
1dB compared to the jointly designed heterogeneous preamble for data-aided AUD. It implies that the AE can be trained only for the receiver side, hopefully making it more practical, at the loss of 1dB or less. For example, online over-the-air AE training can be employed under the steadily varying environment, rather than supervised learning for all possible predictable environments.

In the future work, it is worthwhile to investigate an online training scheme that can design instantaneous heterogeneous preamble sets to be jointly optimized with data-aided AUD. Meanwhile, since this study consider only one SCMA CB set, multiple CB sets can be adopted to support the diversity over data-aided AUD process [6]. They enable to infer preamble activity more from CB activity detection as the number of associated preambles per CB is reduced.
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