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1 Introduction

Framework. Backward stochastic differential equations play an important role in the theory of mathematical finance, stochastic optimal control, and partial differential equations. In this paper, we study two discrete-time approximations of the for the so-called locally Lipschitz Markovian backward stochastic differential equation (BSDE). The purpose is to determine the error induced by these approximations under suitable norms. The first is the well-established Euler scheme for BSDEs, and the second is a novel scheme we call the Malliavin weights scheme for BSDEs. Let $T > * This research benefitted from the support of Chair Financial Risks of the Risk Foundation, the FiME Laboratory, and the Chair Finance and Sustainable Development, under the aegis of Louis Bachelier Finance and Sustainable Growth laboratory, a joint initiative with Ecole Polytechnique. A significant part of the author’s research was done at Humboldt University. Email: turkedjiev@cmap.polytechnique.fr. The author would like to thank in particular Dirk Becherer and Emmanuel Gobet for their feedback and spotting some early errors in the manuscript.
0 be a fixed terminal time and \((\Omega, \mathcal{F}, \{\mathcal{F}_t : 0 \leq t \leq T\})\) a filtered probability space, where \(\{\mathcal{F}_t : 0 \leq t \leq T\}\) is the filtration generated by a \(q\)-dimensional \((q \geq 1)\) Brownian motion \(W\) and satisfying the usual conditions of right-continuity and completeness. We look to approximate the \(\mathbb{R} \times (\mathbb{R}^q)\)\(^\top\)-valued, predictable process \((Y, Z)\) solving the SDE

\[
Y_t = \Phi(X_T) + \int_t^T f(s, X_s, Y_s, Z_s)ds - \int_t^T Z_s dW_s.
\]  

(1.1)

Here, \((\mathbb{R}^q)\)\(^\top\) is the space of \(q\)-dimensional, real valued row vectors; \(X\) is an \(\mathbb{R}^d\)-valued \((1 \leq d \leq q)\) diffusion; and \(\Phi : \mathbb{R}^d \to \mathbb{R}\) and \(f : [0, T) \times \mathbb{R}^d \times \mathbb{R} \times (\mathbb{R}^q)\)\(^\top\) \to \mathbb{R}\) are deterministic functions that are termed the *terminal condition* and *driver*, respectively. We focus on the setting in which the terminal condition \(\Phi\) is in the space of *fractionally smooth* functions \(L_{2,\alpha}\) for parameter \(\alpha \in (0, 1]\) - see \((A_\Phi)\) in Section 1.2 for details - and the driver is *locally Lipschitz continuous in* \((x, y, z)\) and *locally bounded at* \(0\) in the sense that there exist exponents \(\theta_L, \theta_X, \theta_Y \in (0, 1]\), finite constants \(L_f, L_X, C_f \geq 0\), such that, for all \(t \in [0, T)\) and \((x, y, z), (x', y', z') \in \mathbb{R}^d \times \mathbb{R} \times (\mathbb{R}^q)\)\(^\top\),

\[
|f(t, x, y, z) - f(t, x', y', z')| \leq L_f |y - y'| + |z - z'| \frac{L_X}{(T - t)^{1 - \theta_Y}/2} + L_X \frac{|x - x'|}{(T - t)^{1 - \theta_X}/2},
\]

(1.2)

Furthermore, \(X\) solves a time-inhomogeneous stochastic differential equation (SDE) with suitable coefficients; see \((A_\beta)\) in Section 1.2. The existence and uniqueness of this class of BSDEs – follows from \([FJ12, \text{Theorem 3.2}]\). Below, we show that this class of BSDEs includes a section of the important quadratic BSDEs, and also BSDEs related to so-called proxy schemes used for numerical methods, so it is of interest to find good discrete-time approximations for such BSDEs. We note that fully implementable algorithms – admitting the full generality of the assumptions considered in this paper – based on the Euler and Malliavin weights schemes have been studied in detail in \([GT13a, GT13b]\) respectively, but, to the best of our knowledge, this is the first paper considering the discretization error under the full generality of the local conditions.

**Summary of results.** In the spirit of \([GM10]\), we make use of non-uniform time-grids \(\{\pi^{(\beta)}_N := \{0 = t_0^{(N)} < \ldots < t_N^{(N)} = T\} : N \geq 1\}\) whose parameter \(\beta \in (0, 1]\) determines the time-points \(t_i^{(N)} := T - T(1 - i/N)^{1/\beta}\). As in \([GM10]\), the use of these time-grids appears to substantially reduce the error due to discretization.

The first approximation, studied in Section 3, is the so-called Euler scheme for BSDEs:

\[
Y_{i+1}^{(N)} := \Phi(X_{t_i}), \quad Z_{i+1}^{(N)} := \frac{1}{t_{i+1}^{(N)} - t_i^{(N)}} \mathbb{E}[Y_i^{(N)}(W_{t_{i+1}^{(N)}} - W_{t_i^{(N)}})\,\mid\,\mathcal{F}_{t_i^{(N)}}],
\]

\[
Y_i^{(N)} := \mathbb{E}[Y_{i+1}^{(N)} + f(t_i^{(N)}, X_i^{(N)}, Y_i^{(N)}, Z_i^{(N)})(t_{i+1}^{(N)} - t_i^{(N)}))\,\mid\,\mathcal{F}_{t_i^{(N)}}]
\]

(1.3)

for each \(i \in \{0, \ldots, N - 1\}\). The random variable \(Z_i^{(N)}\) is a discretization of the projection \((t_i^{(N)} - t_{i-1}^{(N)})Z_{t_i} := \mathbb{E}[f(t_i^{(N)}, X_i^{(N)}, Y_i^{(N)}, Z_i^{(N)})(t_{i+1}^{(N)} - t_i^{(N)}))\,\mid\,\mathcal{F}_{t_i}]\). This approximation has been frequently studied: \([Zha04, BT04, GL07]\) among others, in the setting where the terminal condition \(\Phi\) and the driver are uniformly Lipschitz continuous (i.e. \(\theta_L = 1\); \([GM10]\) in the setting of the fractionally smooth \(\Phi\) but uniformly Lipschitz continuous driver; \([IDR10, Ric11]\) in the setting of bounded Lipschitz (resp. Hölder) continuous \(\Phi\) and quadratic driver; and \([Ric12]\) in the setting of possibly unbounded (locally) Lipschitz continuous \(\Phi\) and (super-)quadratic driver. Typically, the discretization error of the Euler scheme is measured by

\[
\mathcal{E}(N) := \max_{0 \leq i \leq N} \mathbb{E}[|Y_i^{(N)} - Y_i^{(N)}|^2] + \sum_{i=0}^{N-1} \int_{t_i^{(N)}}^{t_{i+1}^{(N)}} \mathbb{E}[|Z_t - Z_i^{(N)}|^2]dt.
\]

(1.4)
We show in Theorem 3.3 that if \( \beta < (2\gamma) \land \alpha \), where \( \gamma := (\frac{\alpha}{2} \land \theta_L + \frac{\alpha}{2\beta}) \land \theta_c \), then
\[
\mathcal{E}(N) \leq CN^{-1}\mathbb{1}_{[1,2]}(\alpha + \theta_L) + CN^{-2}\mathbb{1}_{(0,1)}(\alpha + \theta_L).
\]
The optimal error bound \( O(N^{-1}) \) is obtained if \( \alpha + \theta_L \geq 1 \). This rate is optimal in the sense that it is the same as the rate of convergence obtained in [GT13a] Theorem 3.2 in the uniformly Lipschitz driver setting (\( \theta_L = 1 \)). This result can be complimented under the additional assumption that the terminal condition \( \Phi \) is \( \theta_\Phi \)-Hölder continuous: in Theorem 4.5 we show that if \( \beta < (2\gamma) \land \alpha \land \theta_L \), then
\[
\mathcal{E}(N) \leq CN^{-1}\mathbb{1}_{[1,4]}(\theta_\Phi + \beta + 2\gamma) + CN^{-2}\mathbb{1}_{(0,1)}(\theta_\Phi + \beta + 2\gamma).
\]
Now \( \theta_\Phi + \beta + 2\gamma \geq 1 \) is sufficient to obtain the optimal convergence rate \( O(N^{-1}) \). Although the complex relationship between \( \theta_\Phi \), \( \alpha \) and \( \gamma \) make it difficult to compare the two results in full generality, the latter result relaxes the constraint \( \alpha + \theta_L \geq 1 \) in order to obtain the optimal error bound \( O(N^{-1}) \) if \( \theta_L \geq 1/2 \) – see (1.2) to recall the definition of \( \theta_c \).

The second approximation, studied in Section 5, is the so-called Malliavin weights scheme. Rather than approximating the projections of the process \( Z \), determined by the Malliavin integration-by-parts formula of Theorem 2.16, at the points of the time grid directly: for each \( N \geq 1 \), set
\[
Y^{(N)} := \Phi(X_T), \quad \bar{Y}^{(N)}_i := E[\Phi(X_T) + \sum_{j=i}^{N-1} f(t_j^{(N)}, X_{t_j^{(N)}}), Y^{(N)}_j, Z^{(N)}_j)(i^{(N)} - t_j^{(N)})|F_{t_j^{(N)}}],
\]
\[
\bar{Z}^{(N)}_i := E[\Phi(X_T)H^{(N)}_i + \sum_{j=i+1}^{N} f(t_j^{(N)}, X_{t_j^{(N)}}), Y^{(N)}_j, Z^{(N)}_j)H_j^{(N)}(i^{(N)} - t_j^{(N)})|F_{t_j^{(N)}}].
\]
for \( i \in \{0, \ldots, N-1\} \), where \( (H^i_j)_{i,j} \) is a suitable random variable. Due to the connection between BSDEs and quasilinear partial differential equations (PDEs) – see [Ric12] [CD12] and references therein – it may be of interest to approximate the marginals of the process \( Z \) rather than the projections. Other schemes that make use of Malliavin calculus are available [BL13] [HNST1], but this is, to the best of our knowledge, the first scheme which makes use of the Malliavin integration-by-parts formula (Theorem 2.16). Convergence results are given – for weaker norms than those used in \( \mathcal{E}(N) \) for the Euler scheme – in Theorem 5.3. Although one is able to prove results under stronger norms than for the Euler scheme, there are several disadvantages (regardless of the norm used to measure the error) of the Malliavin weights scheme over the Euler scheme. Our results are proven under stronger conditions than for the Euler scheme because the use of stronger a priori estimates – Proposition 1.2 – is essential in the proof: one requires that either the terminal condition has exponential moments or that it is Hölder continuous. We have not yet been able to weaken the conditions on these a priori estimates. One also requires a greater constraint \( \beta \leq \gamma \land \theta_L \land \alpha \) (where \( \gamma := (\frac{\alpha}{2} \land \theta_c + \frac{\alpha}{2\beta}) \land \theta_c \)) on the time-grid than for the Euler scheme. The rate of convergence again depends on the parameters \( (\alpha, \theta_L, \theta_c, \beta) \). In the more general setting of exponential moments on the terminal condition, \( \beta + 2\gamma \geq 1 \) is required for the optimal error bounds \( O(N^{-1}) \), whereas in the setting of \( \theta_\Phi \)-Hölder continuous terminal condition, \( \beta + \theta_\Phi + 2\gamma \geq 1 \) is sufficient. One may ask, given the additional constraints, why it is of interest to study the Malliavin weights scheme over the Euler scheme? The reason has to do with the approximation of the conditional expectation. It is shown in [GT13a] that, using Monte Carlo least-squares regression to approximate the conditional expectation, one can theoretically gain an order one improvement with respect to the number of time-steps \( N \) on the algorithm complexity using the Malliavin weights scheme compared to the multi-step forward implementation of the Euler scheme [GT13b]. Such a complexity reduction is substantial, given that \( N \) may be very large.
In order to obtain the results on discretization, we extend some basic tools from the literature of BSDEs. These results are interesting in their own right. Firstly, we extend stability estimates for Lipschitz BSDEs to the class of BSDEs satisfying local Lipschitz continuity and boundedness conditions \( [1,2] \). This enables us to make estimates on the basis of constructing approximating sequences, a key technique used throughout the paper. A natural consequence of stability estimates are a priori estimates, which we also frequently require. These results are contained in Section 2.4.

Secondly, we obtain dynamical representations of the process \( Z_t \) in the form of the product \( U_t \sigma(t, X_t) \), where \((U, V)\) is the solution of a linear BSDE. Such representations are very valuable for making estimates on the increments \( E[|Z_t - Z_s|^2] \), because one can make use of a priori estimates on the linear BSDE and the process \( X \). In fact, it is not possible to obtain the results for \( Z \) directly, but for a suitable sequence \( \{Z_t^{(e)} : e > 0\} \) of approximating BSDEs. A priori estimates for the approximation are computed and play an important role in the overall convergence rate of the numerical schemes. To obtain this result, we extend the method and results of [GM10 Section 2], who consider the setting \([1,2]\) with \( \theta_L = \theta_c = 1 \) only, to our more general setting. The key results are contained in Lemma 2.9. Thirdly, we extend the classical representation theorem of Ma and Zhang [MZ04 Theorem 4.2] for the \( Z \) process to our class of BSDEs. This theorem is proved in Section 2.5 and is a key result in this paper. One the one hand, it is the basis for the Malliavin weights scheme. On the other hand, we use the representation theorem to obtain stability estimates directly on the marginals of the process \( Z \) – see Proposition 2.12 – which are key to the analysis. These stability estimates lead in turn to a priori estimates of the form

\[
|Z_t| \leq C \sqrt{(T-t)^{-1}E_t[|\Phi(X_T) - E_t[\Phi(X_T)]|^2]} + C(T-t)^{\theta_c-1/2} + C E_t[\Phi(X_T)^2]^{1/2}(T-t)^{\theta_c/2}
\]

for all \( t \in [0,T) \) almost surely. Such estimates are, to the best of our knowledge, novel and allow us to study the impact of the regularity of the terminal condition on a priori estimates – see Proposition 2.13. Finally, in Proposition 4.3, we obtain a priori estimates for the process \( V_t^{(e)} \) – the solution \((U_t^{(e)}, V_t^{(e)})\) to the linear BSDE such that the approximating BSDE solution satisfies \( Z_t^{(e)} = U_t^{(e)} \sigma(t, X_t) \) – under additional regularity conditions on the terminal condition. These estimates are essential to analyse the error due to the Malliavin weight scheme. Rather than considering a second Malliavin derivative of the process \( Y_t \), as for example do [CD12], we make use of a functional representation that comes from the Markov property of \( X \) and determine regularity properties of the said functional representation. A consequence of this is the Lipschitz continuity of the functional representation of the process \( Z_t \) under suitable conditions – see Corollary 4.3. To our knowledge, this result is novel. Since regularity properties are very useful for the calibration of numerical schemes – see for example [GT13b Section 4.4] – this result may have some impact on reducing the cost of fully implementable algorithms.

**Contribution to quadratic BSDEs and proxy methods.** We consider the setting where \( \Phi \) is a bounded, \( \theta_{\Phi} \)-Hölder continuous function. To make the contributions of the numerical results in this paper clearer, we consider two important examples. Note that these examples have also been given some attention in [GT13b Section 2]. We emphasize that the forward process \( X \) is a diffusion with bounded, twice continuously differentiable coefficients, whose partial derivatives are bounded and Hölder continuous; this assumption stands throughout this paper – see \((A_{b,\sigma})\).

Quadratic BSDEs have powerful applications in financial mathematics, for example to solve utility optimization problems in incomplete markets [REK00, HIM05]. Let \( q = d \) and the measurable function \( F : [0, T] \times \mathbb{R}^d \times \mathbb{R} \times \mathbb{R}^d \to \mathbb{R} \) satisfy

\[
|F(t, x, y, z)| \leq c (1 + |y| + |z|^2),
\]

\[
|F(t, x, y, z) - F(t, x, y', z')| \leq c (1 + |z| + |z'|)(|y - y'| + |z - z'|).
\]
It is known [DG06] that the solution \((Y, Z)\) of the BSDE with terminal condition \(\Phi\) and driver \(F(t, x, y, z)\) exists and is unique and that there is a constant \(\theta \in (0, 1]\) and finite \(C_u > 0\) such that \(|Z_t| \leq C_u(T-t)^{(\theta-1)/2}\) for all \(t \in [0,T]\) almost surely. This implies that \((Y, Z)\) also satisfies the BSDE under local conditions with terminal condition \(\Phi\) and driver \(f(t, x, y, z) := F(t, x, y, T_{c,t}(r-x))^{(\theta-1)/2}\), where \(T_{c,t}(z) := (-L \vee z_1 \land L, \ldots, -L \vee z_q \land L)\). Indeed, \(C_f = c, \theta_c = 1, L_f = c(T^{(1-\theta)/2} + 2\sqrt{dC_u})\), and \(\theta_L = \theta\). The terminal condition is fractionally smooth with parameter \(\alpha\) at least as large as \(\theta_\Phi\) - see Remark 2.13. It is shown in Corollary 2.13 that \(|Z_t| \leq C(T-t)^{(\theta_\Phi-1)/2}\), so \(\theta_L\) is at least as large as \(\theta_\Phi\). Therefore, the error \(\mathcal{E}(N)\) of the Euler scheme is bounded above by \(C_\beta N^{-\frac{1}{2}}(3\theta_\Phi + \beta) + CN^{-2\theta_\Phi}1_{(0,1)}(3\theta_\Phi + \beta)\) for any \(\beta < \theta_\Phi\). In [Rei11], the Euler scheme for bounded, Hölder continuous is also considered, but with a different non-uniform time-grid and a transformation of the terminal condition; there is a further modelling difference in that the author requires no uniform elliptic condition, but sacrifices state-dependence in the volatility matrix. The author obtains a rate of convergence \(C_\eta N^{\eta-\theta_\Phi}\) for any \(\eta > 0\), so we have obtained an improvement in this work; This improvement is likely due to the use of the time-grids \(\pi_3 N\) in our scheme – indeed, [CM10] show a rate of convergence \(O(N^{-\alpha})\) in the uniformly Lipschitz continuous driver setting if only a uniform time-grid is used. It is important to remark that this work is a complement to the recent papers [Rei12, CR14], in which the authors consider weaker assumptions on the drift and the volatility of the SDE – only Lipschitz continuity and linear growth are required – however stronger assumptions are required on the terminal function \(\Phi\), which must be locally Lipschitz continuous.

Next we consider a particular instance of the proxy method. Let \(F(t, x, y, z)\) satisfy (1.2) with exponents \(\theta_{L,F} \leq 1, \theta_{X,F} = 1\) and \(\theta_{c,F} = 1\), and constants \(L_F, L_{F,X}\) and \(C_F\). Let \((\bar{Y}, \bar{Z})\) satisfy the BSDE with terminal condition \(\Phi\) and driver \(F(t, x, y, z)\). Let the function \(F(t, x, y, z)\) satisfies (1.2) with exponents \(\theta_{L,F} = \theta_{X,F} = \theta_{c,F} = 1\), and constants \(L_F, L_{F,X}\) and \(C_F\), and \(\Phi(x)\) is \(\theta_\Phi\)-Hölder continuous and suppose that the parabolic PDE

\[
0 = \partial_t v + \bar{L}_{t,x} v + \bar{F}(t, x, v(t, x), \nabla_x v(t, x)\sigma(t, x)), \quad v(T, x) = \Phi(x)
\]

has a unique strong solution \(v\), and, for every \(t \in [0, T]\), the \(k\)-th order \((k \leq 3)\) partial derivatives in \(x\) of \(v\) are bounded by \(C_u(T-t)^{(\theta_\Phi-k)/2}\). We assume also that the parabolic operator \(\bar{L}_{t,x}\) satisfies the property that, for any \(i \in \{1, \ldots, d\}\), \(\|\partial_{x_i}(\bar{L}_{t,x} - \bar{L}_{t,x}) v(t, \cdot)\|_\infty \leq C_u(T-t)^{(\theta_\Phi-2)/2}\), where \(\bar{L}_{t,x}\) is the parabolic operator given by

\[
\bar{L}_{t,x} u(t, x) := \left\{ \frac{1}{2} \sum_{i,j=1}^d (\sigma(t, x)\sigma(t, x)^\top)_{i,j} \frac{\partial^2}{\partial x_i \partial x_j} + \sum_{i=1}^d b_i(t, x) \frac{\partial}{\partial x_i} \right\} u(t, x);
\]

this is stronger than the previous assumption on the third order partial derivatives of \(v(t, \cdot)\), which asks for the upper bound \(C_u(T-t)^{(\theta_\Phi-3)/2}\). Then \((Y_t, Z_t) := (\bar{Y}_t - v(t, X_t), Z_t - \nabla_x v(t, X_t)\sigma(t, X_t))\) solves a BSDE with terminal condition \(\Phi(x) - \Phi(x)\) and driver

\[
f(t, x, y, z) := F(t, x, v(t, x), y, \nabla_x v(t, x)\sigma(t, x) + z) - \bar{F}(t, x, v(t, x), \nabla_x v(t, x)\sigma(t, x)) + (\bar{L}_{t,x} - \bar{L}_{t,x}) v(t, x).
\]

The driver \(f(t, x, y, z)\) satisfies (1.2) with exponents \(\theta_L = \theta_{L,F}, \theta_X = \theta_{X,F} + \theta_\Phi - 1, \theta_c = \theta_c\), and constants \(L_f = L_F, L_X := L_F C_u + \sqrt{dC_u} T^{(1-\theta_\Phi)/2} (1 + L_F)\), and \(C_f = \sqrt{dL_f + L_X} C_u + C_F + C_F\). The idea is that it may be numerically advantageous to simulate the BSDE \((Y, Z)\) as opposed to the original BSDE \((Y, Z)\). A simple example of a proxy is given by \(\bar{F}(x) \equiv \Phi(x), \bar{F} \equiv 0\), and \(\bar{L}_{t,x} u(t, x) = \bar{L}_{t,x} u(t, x)\); see Lemma 2.8 for the gradient bounds. We show in Corollary 4.3 that the process \((Y, Z)\) brought about by this proxy may lead to some regularity improvements for the process \(Z\) compared with the original process \(Z\). This may lead to an improvement of the numerical
complexity for fully implementable algorithms that approximate the conditional expectation, where regularity is extremely important; moreover, GT13b GT13a both demonstrate that there will an improvement in the constants for the error estimates when using Monte Carlo least-squares regression on this proxy compared to the same algorithm on the original BSDE (Y, Z).

**Remarks on extensions.** In this paper, we work with one of the simplest time-inhomogeneous SDE models with stochastic volatility, which, in particular, allows us to make use of results from the theory of parabolic PDEs GT16a – see Lemma 2.8. The representation theorem for Z in Theorem 2.16 also makes use of the uniform ellipticity condition. Our application to quadratic BSDEs requires these conditions, and additionally that \( \Phi \) is Hölder continuous and bounded, because we make use of the results of DG06 to introduce local Lipschitz continuity. There are already several directions that may help us to avoid the uniformly elliptic condition. The results of Knst03 CD12 Nee11, offer suitable PDE results under UFG conditions. Also, a representation theorem beyond the uniformly elliptic setting has been found by Zha05 and GM+05 (although only for the zero driver case in the second reference). Another interesting aspect of our general results is that we require neither BMO results nor (local)-Lipschitz continuity of \( \Phi \). Combined with the connection to quadratic BSDEs already discussed here, this suggests the results of this paper may be an important stepping-stone to obtain novel representation theorems, a priori estimates, existence and uniqueness results for (super-)quadratic BSDEs with possibly unbounded and discontinuous terminal conditions. It would also be interesting to combine the results of this paper with those of RCl12 to handle the setting of unbounded, state-dependent \( \sigma \) with non-Lipschitz continuous terminal condition. Unfortunately, all of these extensions are beyond the scope of this paper.

### 1.1 Notation and conventions

**Time-grids.** Since each result is given for a fixed number of time-points \( N \), we denote the points \( \{t^{(N)}_i\} \) of the time-grid simply by \( \{t_i\} \). Let \( \Delta_i := t_{i+1} - t_i \) and \( \Delta W_i := W_{t_{i+1}} - W_{t_i} \). We also suppress the superscript \( (N) \) in the Euler and Malliavin weights scheme.

**Expectations and norms.** For \( p \geq 1 \), we denote by \( \| \cdot \|_p \) the norms \( (\mathbb{E}[|\cdot|^p])^{1/p} \); in particular, we make use of the norm \( \sqrt{\mathbb{E}[|\cdot|^2]} \) denoted by \( \| \cdot \|_2 \).

**Conditional expectations.** The conditional expectation \( \mathbb{E}[:|\mathcal{F}_t] \) is denoted by \( \mathbb{E}_t[\cdot] \), and \( \mathbb{E}_{t_i}[\cdot] \) is denoted \( \mathbb{E}_t[\cdot] \). We make use of a conditional version of Fubini’s theorem, stated in Lemma A.1. We slightly abuse notation by writing \( \int_0^T \mathbb{E}_t[f_s]ds := \int_0^T F_t(\cdot, s)ds, \) (likewise \( \int_0^T g(\mathbb{E}_t[f_s])ds := \int_0^T g(F_t(\cdot, s))ds \) for any measurable function \( g \)) where \( F_t \) is the process defined in Lemma A.1 because we believe this notation to be somewhat clearer – in particular, this formal definition indicates more clearly that the inner integral comes from a conditional expectation than strictly mathematically correct version using the process \( F_t(\cdot, s) \).

**Lebesgue measure** For any Euclidean space \( E, \mathcal{B}(E) \) denotes the Borel measurable sets in \( E \), and the Lebesgue measure on the measurable space \( (E, \mathcal{B}(E)) \) is denoted by \( m \).

**Processes and spaces.** For two processes \( X \) and \( Y \) in \( L_0([0,T] \times \Omega; \mathbb{R}^k) \). \( Y \) is said to be a version of \( X \) if \( X = Y \) \( \mathbb{P} \)-a.e. \( \mathcal{P} \subset \mathcal{B}([0,T]) \otimes \mathcal{F}_T \) is the predictable \( \sigma \)-algebra, generated by the continuous, adapted processes, and \( \mathcal{H}^2 \) is the subspace of \( L_2([0,T] \times \Omega) \) containing only predictable processes. For \( p \geq 2 \), \( \mathcal{S}^p \) is the subspace of \( \mathcal{H}^2 \) of continuous processes \( Y \) such that \( \|Y\|_{\mathcal{S}^p} := (\mathbb{E}[\sup_{0 \leq s \leq T} |Y_s|^p])^{1/p} \) is finite for all \( Y \in \mathcal{S}^p \); \( \| \cdot \|_{\mathcal{S}^p} \) is a norm for this space.

**Linear algebra** We identify the space of \( k \times n \) dimensional, real valued matrices with \( \mathbb{R}^{k \times n} \). \( x^T \) denotes the transpose of the vector \( x \). \( I_n \) denotes the identity matrix in \( \mathbb{R}^{n \times n} \). For any \( A \in \mathbb{R}^{k \times n} \), let \( A_j \) denote the \( j \)-th column vector of \( A \). For any vector \( x \in \mathbb{R}^n, |x| \) is the vector 2-norm, defined
Lemma 1.2. Let \( \gamma \in (0, 1] \) and \( A(\cdot) \) be a function in the domain \([0, T) \times \mathbb{R}^d\) taking values in \( \mathbb{R}^{k \times n} \) (resp. \( \mathbb{R}^k \)). We say that \( A(t, \cdot) \) is \( \gamma \)-Hölder continuous uniformly in \( t \) with Hölder constant \( L_A \) if, for all \((x, y) \in (\mathbb{R}^d)^2\) and \( t \in [0, T) \), \( |A(t, x) - A(t, y)| \leq L_A |x - y|^\gamma \); in the case that \( \gamma = 1 \), we say that \( A(t, \cdot) \) is Lipschitz continuous uniformly in \( t \) with Lipschitz constant \( L_A \). Likewise, we say that \( A(\cdot, x) \) is \( \gamma \)-Hölder continuous uniformly in \( x \) with Hölder constant \( L_A \) if, for every \((t_1, t_2) \in [0, T)^2\) and \( x \in \mathbb{R}^d \), \( |A(t_1, x) - A(t_2, x)| \leq L_A |t_1 - t_2|^\gamma \). For a given multi-index \( \alpha = (i_1, \ldots, i_\alpha) \) with no zero entries, we define by \( \partial^{i_\alpha} A(t, \cdot) \) the multiple derivative \( \partial_{x_{i_1}} \ldots \partial_{x_{i_\alpha}} A(t, \cdot) \). If \( A(t, \cdot) \) takes values in \( \mathbb{R}^k \) and is differentiable, we define by \( \nabla_x A(t, \cdot) \) the \( \mathbb{R}^{k \times l} \)-valued function whose \((u, v)\)-th component is \( \partial_{x_u} A_u(t, \cdot) \). If \( A(t, \cdot) \) takes values in \( (\mathbb{R}^k)^\top \) and is differentiable, we define by \( \nabla_x A(t, \cdot) \) the \( \mathbb{R}^{l \times k} \)-valued function whose \((u, v)\)-th component is \( \partial_{x_u} A_v(t, \cdot) \). Define by \( \|A\|_\infty \) the infinity norm

\[
\max_{u,v} \sup_{(t,x) \in [0,T) \times \mathbb{R}^d} |A_{u,v}(t,x)| \quad (\text{resp. } \max_u \sup_{(t,x) \in [0,T) \times \mathbb{R}^d} |A_u(t,x)|).
\]

Definition 1.1. Let \( n \) be a non-zero integer. A mollifier is a smooth function \( \phi : \mathbb{R}^n \to [0, \infty) \) with compact support on \( \{x \in \mathbb{R}^n : \|x\| \leq 1\} \) such that \( \int_{\mathbb{R}^n} \phi(x)dx = 1 \) and \( \lim_{R \to \infty} R^n \phi(Rx) = \delta(x) \) for all \( x \in \mathbb{R}^n \), where \( \delta(x) \) is the Dirac delta function. For \( R > 0 \), define the function \( \phi_R : \mathbb{R}^n \to [0, \infty) \) be the function \( x \mapsto R^n \phi(Rx) \).

An example of a mollifier is \( \phi(x) = e^{-1/((1-|x|)^2)} 1_{|x|<1} / \int_{|x|<1} e^{-1/((1-|y|)^2)}dy \). The following lemma, which is standard, shows how a mollifier can be used to generate a smooth function from a continuous one.

Lemma 1.2. Let \( F : \mathbb{R}^n \to \mathbb{R} \) be continuous, and define the function \( F_R(x) := \int_{\mathbb{R}^n} F(x-y) \phi_R(y)dy \). Then the function \( F_R(x) \) is smooth and \( \lim_{R \to \infty} F_R(x) = F(x) \) for all \( x \in \mathbb{R}^n \).

1.2 Assumptions

The following assumptions will hold throughout this paper.

\( (A_{b,\sigma}) \) \( X \) is a solution to the stochastic differential equation (SDE)

\[
X_0 = x_0, \quad X_t = x_0 + \int_0^t b(s, X_s)ds + \int_0^t \sigma(s, X_s)dW_s \quad t > 0,
\]

where \( x_0 \in \mathbb{R}^d \) is fixed and \( b \) and \( \sigma \) satisfy

(a) \((t, x) \in [0, T) \times \mathbb{R}^d \mapsto b(t, x) \) is \( \mathbb{R}^d \)-valued, measurable and uniformly bounded. Moreover, \( b(t, \cdot) \) is twice continuously differentiable with uniformly bounded derivatives and Hölder continuous second derivative, and \( b(\cdot, x) \) is \( 1/2 \)-Hölder continuous uniformly in \( x \).

(b) \((t, x) \in [0, T] \times \mathbb{R}^d \mapsto \sigma(t, x) \) is \( \mathbb{R}^{d \times \sigma} \)-valued, measurable and uniformly bounded. Moreover, \( \sigma(t, \cdot) \) is twice continuously differentiable with uniformly bounded derivatives and Hölder continuous second derivative, and \( \sigma(\cdot, x) \) is \( 1/2 \)-Hölder continuous uniformly in \( x \).

(c) \( \sigma(\cdot) \) satisfies a uniformly elliptic condition: there exists some finite \( \tilde{\beta} > 0 \) such that, for any \( \zeta \in \mathbb{R}^d \), \( \zeta^\top \sigma(t, x) \sigma(t, x) \zeta \geq \tilde{\beta} \|\zeta\|^2 \) for all \((t, x) \in [0, T] \times \mathbb{R}^d \).
The terminal condition $\Phi : \mathbb{R}^d \to \mathbb{R}$ is a measurable function and there exists a constant $\alpha \in (0,1]$ such that $K^\alpha(\Phi) < \infty$, where

\[
K^\alpha(\Phi)^2 := \mathbb{E}[|\Phi(X_T)|^2] + \sup_{0 \leq t < T} \frac{V_{t,T}(\Phi)^2}{(T-t)^\alpha}
\]

for $V_{t,T}(\Phi)^2 := \mathbb{E}[|\Phi(X_T) - \mathbb{E}[\Phi(X_T)]|^2]$. \hfill (1.7)

We say that $\Phi$ is fractionally smooth, and that it belongs to the space $L_{2,\alpha}$. We refer to [GM10] for further discussion of and references for the space $L_{2,\alpha}$.

The following condition will be required for both the Euler scheme and the Malliavin weights scheme convergence results; this is a standard assumption for BSDE approximation schemes in order to obtain a convergence bounded from above by $O(N^{-1})$.

$(A_f)$ The driver $f : [0, T) \times \mathbb{R}^d \times \mathbb{R} \times (\mathbb{R}^q)^\top \to \mathbb{R}$ satisfies \hfill [1.2]}

The following condition will be required for both the Euler scheme and the Malliavin weights scheme convergence results; this is a standard assumption for BSDE approximation schemes in order to obtain a convergence bounded from above by $O(N^{-1})$.

$(A_\Phi)$ The function $\Phi$ is uniformly bounded: there exists a finite constants $K$ such that $|\Phi(x)| \leq K$ for any $x \in \mathbb{R}^d$.

The following assumptions will be needed for partial results only. They will hold only when specifically stated.

$(A_\sigma)$ The driver $(t, x, y, z) \mapsto f(t, x, y, z)$ is continuously differentiable with respect $(x, y, z)$ for all $t \in [0, T)$. The partial derivatives in $(y, z)$ are bounded by $L_f(T - t)^{(\theta_f - 1)/2}$ and the partial derivatives in $x$ are bounded above by $L_X(T - t)^{1 - \theta_f}/2$.

$(A_\Phi)$ The function $\Phi$ is uniformly bounded: $\|\Phi\|_\infty < \infty$.

**Remark 1.3.** Due to $(A_{\Phi})$, $(A_{\exp \Phi})$ implies $(A_{\exp \Phi})$ and $(A_\Phi)$. Note that it is possible that $\theta_\Phi < \alpha$: see [GGG12] page 2086, e.g. (i)].

In the proofs below, it will be necessary to compute a right-inverse to the matrix $\sigma(\cdot)$, i.e., for every $(t, x) \in [0, T) \times \mathbb{R}^d$, it will be necessary to find a $(q, d)$-dimensional matrix $\sigma^{-1}(t, x)$ such that $\sigma(t, x)\sigma^{-1}(t, x) = I_d$. In the case where the dimensions $d$ and $q$ are equal, this is uniquely defined by usual matrix inverse of $\sigma(t, x)$, whose existence is guaranteed by the uniform ellipticity condition $(A_{\text{univ}})$. If the dimensions $d$ and $q$ are not equal, $\sigma^{-1}(t, x)$ is defined by the pseudo-inverse $\sigma(t, x)^\top (\sigma(t, x)\sigma(t, x)^\top)^{-1}$; this is well defined because the uniform ellipticity condition $(A_{\text{univ}})$ guarantees the existence of the inverse of $\sigma\sigma^\top$. 
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2 Key preliminary results

2.1 Malliavin calculus

We recall briefly some properties and definitions of Malliavin calculus. For details, we refer the reader to [Nua06].

For any \( m \geq 1 \), define \( C^\infty_p(\mathbb{R}^m) \) to be the space of functions taking values in \( \mathbb{R} \) which are infinitely differentiable such that all partial derivatives have at most polynomial growth, and denote by \( W(h) := \int_0^T h_t dW_t \) the Itô integral of the \( (\mathbb{R}^q)^\top \)-valued, deterministic function \( h \in L_2([0,T];(\mathbb{R}^q)^\top) \). Let \( \mathcal{R} \subset L_2(\mathcal{F}_T) \) be the subspace containing all random variables \( F \) of the form \( f(W(h_1),\ldots,W(h_m)) \) for \( h_i \in L_2([0,T];\mathbb{R}^q) \) and any finite \( m \). Define the derivative operator \( D : \mathcal{R} \mapsto L_2([0,T] \times \Omega) \) by \( D_i F := \sum_{i=1}^m \partial_i f(W(h_1),\ldots,W(h_m))h_i(t) \). The derivative operator is extended to \( L_2(\mathcal{F}_T) \), the closure of \( \mathcal{R} \) in \( L_2(\mathcal{F}_T) \) under the norm \( \|F\|_{1,2} := \|F\|^2 + \mathbb{E}[\int_0^T |D_i F|^2 dt] \). Define by \( D^{1,2}(\mathbb{R}^k) \) (resp. \( D^{1,2}((\mathbb{R}^k)^\top) \)) the space of random variables \( F = (F_1,\ldots,F_k) \) (resp. \( F = (F_1^\top,\ldots,F_k^\top) \)) such that \( F_i \in L_2(\mathcal{F}_T) \) for each \( i \in \{0,\ldots,k\} \). The Malliavin derivative \( DF \) is denoted by the \( \mathbb{R}^{k \times q} \) (resp. \( \mathbb{R}^{q \times k} \) ) valued process whose \( i \)-th row (resp. column) is \( DF_i \) (resp. \( (DF_i)^\top \)).

The following lemma, termed the chain rule of Malliavin calculus, is proved in [Nua06, Proposition 1.2.3].

**Lemma 2.1** (Chain rule). Let \( (F_1,\ldots,F_m) \in (D^{1,2})^m \). For any continuously differentiable function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) with bounded partial derivatives, and \( F = f(F_1,\ldots,F_m) \in D^{1,2} \), the random variable \( f(F) \in D^{1,2} \) and \( Df(F) = \sum_{i=1}^m \partial f(F) D_i F = \nabla_x f(F) DF \).

**Remark.** In the case that \( F \) takes values in \( (\mathbb{R}^m)^\top \), the result of Lemma 2.1 hold with \( Df(F) = \nabla_x f(F)(DF)^\top \). In the case that \( F \) takes values in \( (\mathbb{R}^k)^\top \), applying Lemma 2.1 component-wise yields that \( f(F) \) is in \( D^{1,2}((\mathbb{R}^k)^\top) \) and \( Df(F) = (DF)^\top \nabla_x f(F) \).

For the space \( \text{dom}(\delta) := \{ u \in L_2([0,T] \times \Omega; (\mathbb{R}^q)^\top) : \exists \epsilon \in \mathbb{R} \ s.t \ \forall F \in D^{1,2} \ |\mathbb{E}[\int_0^T (u_s \cdot D_s F) ds]| \leq \epsilon \|F\|_{1,2}^2 \} \)

define the Skorohod integral operator \( \delta : \text{dom}(\delta) \rightarrow L_2(\Omega) \) as the dual operator to the Malliavin derivative in the sense that \( \mathbb{E}[\int_0^T (u_s \cdot D_s F) ds] = \mathbb{E}[F \delta(u)] \). Below are the key properties of the Skorohod integral used in this paper.

**Lemma 2.2** (Integration-by-parts). Suppose that \( u \in \text{dom}(\delta) \) and \( F \in D^{1,2} \) are such that \( \mathbb{E}[\mathbb{E}[F^2 \int_0^T |u_s|^2 ds] < \infty] \). Then, the integration by parts formula holds: \( \int_0^T (u_s \cdot D_s F) ds = \mathbb{E}[F \delta(u)] - \mathbb{E}[F \delta(F'u)] \).

**Remark 2.3.** Suppose that the process \( u \) takes values in \( \mathbb{R}^{q \times k} \) is such that \( u_i^\top \) is in \( \text{dom}(\delta) \) for each \( i \in \{0,\ldots,k\} \), where \( u_i \) is the \( i \)-th column of \( u \). The Skorohod integral of \( u \), denoted by \( \delta(u) \), is defined by

\[
\delta(u) := (\delta(u_1^\top)^\top,\ldots,\delta(u_k^\top)^\top).
\] (2.1)

The integration by parts formula, Lemma 2.2, is applied column-wise in the case of matrix valued \( u \), where \( D_i Fu_s \) is understood as a matrix-matrix multiplication, and the Skorohod integrals are defined in the multidimensional sense of equation (2.1).
2.2 SDEs and Malliavin calculus

Fix $t \in [0, T]$ and $x \in \mathbb{R}^d$. We recall some standard properties on the Malliavin calculus applied to SDEs $X^{(t,x)}$ of the form

$$X^{(t,x)}_s = x + \int_t^s b(r, X^{(t,x)}_r)1_{(t,T]}(r)dr + \int_t^s \sigma(r, X^{(t,x)}_r)1_{(t,T]}(r)dW_r. \tag{2.2}$$

Observe that the SDE $X$ defined in (1.6) is equal to $X^{(0,x_0)}$. First, we recall the flow $\nabla X^{(t,x)}$ and its inverse $\nabla X^{(t,x,-1)}$, which are respectively defined as the solutions to the SDEs

$$\nabla X^{(t,x)}_s = I_d + \int_t^s \nabla \sigma(u, X^{(t,x)}_u)\nabla X^{(t,x)}_u du + \sum_{j=1}^q \int_0^s \nabla \sigma_j(u, X^{(t,x)}_u)\nabla X^{(t,x)}_u dW_{j,u},$$

$$\nabla X^{(t,x,-1)}_s = I_d + \int_t^s \nabla X^{(t,x,-1)}_u \nabla \sigma_j(u, X^{(t,x)}_u)\nabla X^{(t,x)}_u dW_{j,u},$$

where $\sigma_j$ is the $j$-th column of $\sigma$. These processes are linear SDEs, and we list some standard properties used throughout this paper in the following Lemma.

**Lemma 2.4.** For every $p > 1$, $\nabla X^{(t,x)}$ and $\nabla X^{(t,x,-1)}$ are in $S^p$, and there is a constant $C_p$ depending only on $\|\sigma\|_\infty$, $\|\nabla \sigma b\|_\infty$, $\|\nabla \sigma_j\|_\infty$, $T$ and $p$ such that

$$\|\nabla X^{(t,x)}\|_{S^p} + \|\nabla X^{(t,x,-1)}\|_{S^p} \leq C_p.$$ 

Moreover,

$$\|\nabla X^{(t,x)}_s - \nabla X^{(t,x)}_r\|^2 + \|\nabla X^{(t,x,-1)}_s - \nabla X^{(t,x,-1)}_r\|^2 \leq C_2|s - r|$$

for all $(t,s) \in [0, T]^2$,

$$\nabla X^{(t,x)}_s \nabla X^{(t,x,-1)}_s = I_d$$

for all $r \in [t, T]$ almost surely, and, for any $r < u < s$,

$$\mathbb{E}_r[\|\nabla X^{(t,x)}_s \nabla X^{(t,x,-1)}_r - \nabla X^{(t,x)}_u \nabla X^{(t,x,-1)}_r\|^2] \leq C_2(s - u) \quad \mathbb{P} - a.s.$$ 

The Malliavin derivative of the marginals of $X^{(t,x)}$ is strongly related to the flow and its inverse, as shown in the following Lemma. The proof of the estimates follows directly from Lemma 2.4.

**Lemma 2.5.** For all $r \in [0, T]$, $X^{(t,x)}_r$ is in $D^{1,2}(\mathbb{R}^d)$ and there is a version $D_s X^{(t,x)}_r$ satisfying the SDE

$$D_s X^{(t,x)}_r 1_{[s,T]}(r) = \left\{ \sigma(s, X^{(t,x)}_r) + \int_s^r \nabla \sigma(b(r, X^{(t,x)}_\tau)D_s X^{(t,x)}_\tau)d\tau + \sum_{j=1}^q \int_s^r \nabla \sigma_j(b(r, X^{(t,x)}_\tau), D_s X^{(t,x)}_\tau)dW_{j,\tau} \right\}.$$

Moreover, for all $0 \leq s, r \leq T$,

$$D_s X^{(t,x)}_r = \nabla X^{(t,x)}_s \nabla X^{(t,x,-1)}_s \sigma(s, X^{(t,x)}_s) 1_{[s,T]}(r) 1_{[s,T]}(s) \quad a.s.$$ 

whence there exists a constant $C_p$ depending only on $\|\sigma\|_\infty$, $\|\nabla \sigma b\|_\infty$, $\|\nabla \sigma_j\|_\infty$, $T$ and $p$ such that

$$\mathbb{E}_s[|D_s X^{(t,x)}_r|^p] \leq C_p,$$

and $\sup_{s \leq r \leq T} [D_s X^{(t,x)}_r]^2 \leq C_2$; moreover, for any $x_1, x_2 \in \mathbb{R}^d$,

$$\mathbb{E}[|D_s X^{(t,x)}_r - D_s X^{(t,x_1)}_r|^p] \leq C_p|x_1 - x_2|^p$$

and, for any $r < u < s$,

$$\mathbb{E}_r[|D_s X^{(t,x)}_r - D_s X^{(t,x_1)}_r|^2] \leq C_2(s - u).$$
2.3 Existence, uniqueness, approximation and decomposition of the BSDE

Since the class of BSDEs under local conditions has, to the best of our knowledge, not been studied in full generality, we now include a proof of the existence and uniqueness of solutions. We remark that the existence and uniqueness follows also from [FJ12, Theorem 3.2]. The proof below is simpler, since a simpler class of BSDEs is considered, and different, so we include for the interest of the reader.

**Theorem 2.6.** There exists a unique pair of process \((Y, Z)\) in \(S^2 \times H^2\) solving the BSDE \((1.1)\) with terminal condition \(\Phi(X_T) \in L_2(F_T)\) and driver \(f\) satisfying the locally Lipschitz continuous and boundedness of \((1.2)\).

**Proof.** Let \((\phi, \psi)\) be in \(H^2 \times H^2\), and define the random function \(f(r, y, z) = f(r) := f(r, X_r, \phi_r, \psi_r)\). We show that there exists a unique solution \((Y^{(\phi, \psi)}, Z^{(\phi, \psi)})\) to the BSDE

\[
Y_T^{(\phi, \psi)} = \Phi(X_T) + \int_T^T f(r) dr - \sum_{j=1}^q \int_T^T Z_{j,r}^{(\phi, \psi)} dW_{j,r}.
\]

in \(H^2 \times H^2\) (in fact, \(Y^{(\phi, \psi)}\) is in \(S^2\)). This will imply the function \(\Xi : H^2 \times H^2 \to H^2 \times H^2\) mapping \((\phi, \psi)\) to \((Y^{(\phi, \psi)}, Z^{(\phi, \psi)})\) is well defined. For this, we use [BDH+03, Theorem 4.2]. The function \(f\) is predictably measurable; we must show that \(f\) satisfies assumptions (H1)-(H5) of [BDH+03, Section 4]. Since \(f\) takes no argument in \((y, z)\), it is only necessary to check (H1), which follows readily the local Lipschitz continuity and local boundedness of the driver \((1.2)\). Therefore, from [BDH+03, Theorem 4.2], \((Y^{(\phi, \psi)}, Z^{(\phi, \psi)})\) exists and is unique. As in the proof of [EKPO97, Theorem 2.1], we prove that \(\Xi\) is a contraction. For \(k \in \{1, 2\}\), let \((\phi_k, \psi_k) \in H^2 \times H^2\) and define the BSDE \((Y_k, Z_k) := \Xi(\phi_k, \psi_k)\). Define the differences \(\delta Y = Y_1 - Y_2, \delta Z = Z_1 - Z_2, \delta \phi = \phi_1 - \phi_2\) and \(\delta \psi = \psi_1 - \psi_2\). It then follows from Hölder’s inequality that

\[
\|\delta Y_t\|_2^2 + \int_t^T \|\delta Z_r\|_2^2 dr \leq \|\int_t^T f(r, X_r, \phi_{1,r}, \psi_{1,r}) - f(r, X_r, \phi_{2,r}, \psi_{2,r})|dr|_2^2 \leq L_f^2 (T - t) \|\delta \phi_t\|_2^2 + \|\delta \psi_t\|_2^2 dr
\]

for all \(t \in [0, T]\). Setting \(t_0 = (T - 1/(4L_f^2)^{1/\theta_L}) \lor 1\) guarantees, on the one hand, that \(L_f^2 (T - t_0)^{\theta_L} \leq 1/4\), and, on the other hand, that \(T - t_0 \leq 1\). Integrating the above inequality on the interval \(t \in [t_0, T]\) then yields

\[
4 \int_{t_0}^T \|\delta Y_r\|_2^2 + \|\delta Z_r\|_2^2 dr \leq \int_{t_0}^T \|\delta \phi_r\|_2^2 + \|\delta \psi_r\|_2^2 dr
\]

and

\[
4 \int_{t_0}^T \|\delta \phi_r\|_2^2 + \|\delta \psi_r\|_2^2 dr \leq \int_{t_0}^T \|\delta Y_r\|_2^2 + \|\delta Z_r\|_2^2 dr
\]

for all \(t \in [t_0, T]\). On the interval \([0, t_0]\), the function \(f(t, x, \cdot)\) is Lipschitz continuous with a uniform Lipschitz constant for all \((t, x)\), so we proceed as in the proof of Theorem [EKPO97, Theorem 2.1] to show that, for sufficiently large \(\eta > 0\),

\[
\int_0^{t_0} e^{\eta_r} \{\|\delta Y_{t}\|_2^2 + \|\delta Z_{t}\|_2^2\} dr \leq e^{\eta_0} \|\delta Y_{t_0}\|_2^2 + \|\delta \psi_{t_0}\|_2^2 dr
\]

Combining this with the above estimates on \(f(t_0)^2 \{\|\delta Y_{t}\|_2^2 + \|\delta Z_{t}\|_2^2\} dr\) and \(\|\delta Y_{t_0}\|_2^2\) then yields

\[
\int_0^T e^{\eta_r} \{\|\delta Y_{r}\|_2^2 + \|\delta Z_{r}\|_2^2\} dr \leq \frac{1}{2} \int_0^T e^{\eta_r} \{\|\delta \phi_{r}\|_2^2 + \|\delta \psi_{r}\|_2^2\} dr
\]

where \(\eta_r = \eta(r \lor t_0)\). This is sufficient to prove that \(\Xi\) is a contraction. \(\square\)

We now introduce an approximation procedure that will be used repeatedly in this paper; we introduce intermediate BSDEs by “cutting” the tail of the driver close to the time horizon \(T\),
prove our results for these BSDEs, then extend the result to the BSDE we’re interested by limiting procedures. This technique was used extensively in [GM10], and we shall frequently take advantage of it throughout this work.

**Definition 2.7.** Let \((t, \varepsilon) \in [0, T)^2\) and define \(f(\varepsilon)(t, x, y, z) := f(t, x, y, z)\mathbf{1}_{[0, T-\varepsilon]}(t)\). Let \((Y^{(\varepsilon)}, Z^{(\varepsilon)})\) be the solution of the BSDE

\[
Y_t^{(\varepsilon)} = \Phi(X_T) + \int_t^T f(\varepsilon)(s, X_s, Y_s^{(\varepsilon)}, Z_s^{(\varepsilon)}) \, ds - \int_t^T Z_s^{(\varepsilon)} \, dW_s. \tag{2.3}
\]

Additionally, let \((y, z)\) be the solution of the BSDE with zero driver \(y_t = \Phi(X_T) - \int_t^T z_s \, dW_s\) and \((y^{(\varepsilon)}, z^{(\varepsilon)})\) the solution of the BSDE with zero terminal condition

\[
y_t^{(\varepsilon)} = \int_t^T f(\varepsilon)(s, X_s, y_s^{(\varepsilon)}, z_s^{(\varepsilon)}) \, ds - \int_t^T z_s^{(\varepsilon)} \, dW_s. \tag{2.4}
\]

Since \(f(\varepsilon)(t, x, y, z)\) is Lipschitz continuous uniformly in \(t\) with Lipschitz constant \(L_{f(\varepsilon)} = (\theta_\varepsilon - 1)/2\), the solutions of the BSDEs in Definition 2.7 exists in \(\mathcal{S}^2 \times \mathcal{H}^2\) and are unique for all \(\varepsilon \in [0, T)\) [EKPQ97, Theorem 2.1]. We shall also make use of the decomposition \((Y^{(\varepsilon)}, Z^{(\varepsilon)}) = (y^{(\varepsilon)}, z^{(\varepsilon)})\), which is standard in BSDE literature [GM10].

We first treat the linear BSDE \((y, z)\). The following Lemma relates the linear BSDE \((y, z)\) to the PDE in (2.5) and gives some boundedness properties for the function \(u\) and its derivatives; these bounds will be used throughout this paper.

**Lemma 2.8.** Let \((A_{1\theta} \Phi)\) be in force and consider the PDE

\[
0 = \partial_t u + \frac{1}{2} \sum_{i,j=1}^d (\sigma \sigma^\top)_{i,j} \frac{\partial^2}{\partial x_i \partial x_j} u + \sum_{i=1}^d b_i \frac{\partial}{\partial x_i} u, \tag{2.5}
\]

Then, for all \((t, x) \in [0, T] \times \mathbb{R}^d\),

\[
u(t, x) = \mathbb{E}[\Phi(X_T)|X_t = x]
\]

is a classical solution of the PDE (2.5) (the so-called Feynman-Kac representation). The derivatives \(\partial_x^\alpha u (|\alpha| \leq 3), \partial_x u, \partial_x \nabla_x u\) exist and are continuous. There is a constant \(C\) depending only on the bound on \(b\) and its derivatives, the bound on \(\sigma\) and its derivatives, and \(\beta\) such that

\[
\|\partial_x^\alpha u(t, \cdot)\|_{\infty} \leq C\|\Phi\|_{\infty}(T - t)\frac{|\alpha|}{2}
\]

for all \((t, x) \in [0, T] \times \mathbb{R}^d\). Moreover, \(\{u(t, X_t), (\nabla_x u(t, X_t)\sigma(t, X_t))^\top\}\) is the solution to the linear BSDE \((y, z)\). For any \(x_1, x_2 \in \mathbb{R}^d\), \(t \in [0, T)\) recall from (2.2) the SDEs \(X^{(t, x_1)}\) and \(X^{(t, x_2)}\), and for \(\alpha, \beta \in [0, 1]\) define \(\bar{X} := \alpha X^{(t, x_1)} + \beta X^{(t, x_2)}\); then

\[
|\nabla_x u(r, \bar{X}_r)|^2 \leq \frac{C\mathbb{E}[\|\Phi(X_T) - \mathbb{E}_r[\Phi(X_T)]\|^2]}{(T - r)} \quad \text{and} \quad |\nabla_x^2 u(r, \bar{X}_r)|^2 \leq \frac{C\mathbb{E}[\|\Phi(X_T) - \mathbb{E}_r[\Phi(X_T)]\|^2]}{(T - r)^2}
\]

for all \(r \in [0, T)\).

**Proof.** The Feynman-Kac representation of the solution is well known, see [GM10] among others. To obtain the gradient bounds, recall that \(X\) is a Markov process and denote its transition density by \(p(t, \cdot; s, \xi)\). For some \(C_1\) and \(\beta\) finite, the following gradient bounds hold on \(p(t, x; s, \xi)\):

\[
|\partial_x^\alpha p(t, x; s, \xi)| \leq \frac{C_1 e^{\beta|x-x'|^2/(s-t)}}{(s-t)^{(d+|\alpha|)/2}} \quad \text{for} \quad |\alpha| \leq 3,
\]

\[
|\partial_x \partial_x^\alpha p(t, x; s, \xi)| \leq \frac{C_1 e^{\beta|x-x'|^2/(s-t)}}{(s-t)^{(d+2+|\alpha|)/2}} \quad \text{for} \quad |\alpha| \leq 1.
\]
We obtained these bounds from [GL10] Appendix A, which provide references for proofs. The bounds on the derivatives of \(u(t, \cdot)\) then follow from Lebesgue’s differentiation theorem (differentiation with respect to \(t\) and \(x\)) applied to
\[
\frac{\partial^\alpha}{\partial t^\alpha} \frac{\partial^\beta}{\partial x^\beta} u(t, x) = \frac{\partial^\alpha}{\partial t^\alpha} \frac{\partial^\beta}{\partial x^\beta} \int_{\mathbb{R}^d} \Phi(\xi)p(t, x; T, \xi)d\xi = \int_{\mathbb{R}^d} \Phi(\xi) \frac{\partial^\alpha}{\partial t^\alpha} \frac{\partial^\beta}{\partial x^\beta} p(t, x; T, \xi)d\xi
\]
for multiindices \(\alpha\) and \(\beta\); we apply the gradient bounds on the transition density above and the boundedness of \(\Phi\) to obtain the result on \(|\frac{\partial^\alpha}{\partial t^\alpha} \frac{\partial^\beta}{\partial x^\beta} u(t, x)|\).

To show the bound on \(|\nabla_x u(r, X_r)|\), let us recall first that the result in the case \(\alpha = 1\) and \(\beta = 0\) is given in [GM10] Lemma 1.1. The authors use the tools of [GM+05] Lemma 2.9] to show that, for every \(r \in [0, T]\) and \(x \in \mathbb{R}^d\), there is a \(\mathcal{F}_T\)-measurable random variable \(H_{r,x}\) such that
\[
\nabla_x u(r, X_r) = E_r[(\Phi(X_T) - E_r[\Phi(X_T)])H_{r,x}].
\]
This result follows largely from the integration-by-parts formula of Malliavin calculus – Lemma 2.2 and martingale arguments; see the proof of [GM+05] Lemma 2.9 for details. \(H_{r,x}\) satisfies \(E_r[H_{r,x} = 0]\) and \(E_r[|H_{r,x}|^2] \leq C(T - r)^{-1}\). The result for \((\alpha, \beta) = (1, 0)\) then follows by the Cauchy-Schwarz inequality. (Note that we in fact don’t need \((A_{b,\Phi})\) to obtain this result.) One can follow the proof method of [GM+05] Lemma 2.9], using additionally the linearity of the Malliavin derivative, to show that
\[
\nabla_x u(r, X_r) = E_r[\Phi(X_T)H_{r}],
\]
where \(H_r := \alpha H_{r,x_1} + \beta H_{r,x_2}\), whence the result follows. The proof for the bound on \(|\nabla_x^2 u(r, X_r)|\) is similar. \(\square\)

We move onto the non-linear BSDE \((y^{(e)}, z^{(e)})\). The following representations and a priori estimates will be critical throughout this paper.

**Lemma 2.9.** Let \((A_{b,\Phi})\) hold. Recall the function \(u : [0, T] \times \mathbb{R}^d \to \mathbb{R}\) solving the PDE \(2.5\) and that it is differentiable (Lemma 2.8), define \(\Theta_r = (r, X_r, Y_r^{(e)}, Z_r^{(e)})\), and set
\[
\begin{align*}
& a_r^{(e)} := \nabla_x f^{(e)}(\Theta_r) + \nabla_y f^{(e)}(\Theta_r) \nabla_x u(r, X_r) + \nabla_z f^{(e)}(\Theta_r)U(r, X_r)^T, \\
& b_r^{(e)} := \nabla_y f^{(e)}(r, X_r, Y_r^{(e)}, Z_r^{(e)}), \\
& c_r^{(e)} := \nabla_z f^{(e)}(r, X_r, Y_r^{(e)}, Z_r^{(e)})
\end{align*}
\]
where the gradients \(\nabla_x f^{(e)}(\Theta_r)\) is given by \(\nabla_x f(r, x, y, z)|_{(r,x,y,z)=\Theta_r}\) for \(\nabla_x f(r, x, y, z)\) defined as in Section 1.1 and \(U(r, x)\) is defined by
\[
U(t, x) := \nabla_x^2 u(t, x)\sigma(t, x) + \sum_{j=1}^d (\nabla_x u)_j(t, x)\nabla_x\sigma_j^T(t, x),
\]
Then there a finite constant \(C\) depending only on \(T\), \(d\), \(K^{\alpha}(\Phi)\), the bounds on \(b\) and \(\sigma\) and their derivatives, \(L_f\), and \(\theta_L\) such that
\[
\|a_r^{(e)}\|_2 \leq C \mathbf{1}_{[0, T-\varepsilon]}(r)(T - r)^{\alpha + \theta_L - 3)/2
\]
There exists a unique solution \((U^{(e)}, V^{(e)}) \in S^2 \times \mathcal{H}^2\) of the BSDE
\[
U_t^{(e)} = \int_t^T a_r^{(e)} + U_r^{(e)}\{b_r^{(e)}I_d + \nabla_x b(r, X_r) + \sum_{j=1}^q c_{j,r}^{(e)}\nabla_x\sigma_j(r, X_r)\}dr
\]
\[
+ \int_t^T \sum_{j=1}^q \{V_{j,r}^{(e)}\}^T \{c_{j,r}^{(e)}I_d + \nabla_x\sigma_j(r, X_r)\}dr - \sum_{j=1}^q \int_t^T \{V_{j,r}^{(e)}\}^T dW_{j,r}
\]
where \(\sigma_j(\cdot)\) is the \(j\)-th column of \(\sigma(\cdot)\), \(c_{r,j}^{(c)}\) is the \(j\)-th component of \(c_r^{(c)}\), and \(V_{j,r}^{(c)}\) is the \(j\)-th column of \(V_r^{(c)}\). There is a (possibly different) constant \(C\) such that, for any \(0 \leq t < T\) and \(\varepsilon > 0\),

\[
E[\sup_{t\leq s < T} |U_r^{(c)}|^2] + \int_t^T \|V_r^{(c)}\|^2 dr \leq C\int_t^{T-\varepsilon} \|a_r^{(c)}\| dr \leq \frac{C}{\varepsilon^{1-(\theta_L+\alpha)\wedge 1}}.
\]  

(2.10)

Let us consider \((\nabla y_r^{(c)}, \nabla z_r^{(c)})\) solving the BSDE

\[
\nabla y_t^{(c)} = \int_t^T \nabla^T f_r^{(c)}(\Theta_r) \nabla X_r + \nabla g_r^{(c)}(\Theta_r)(\nabla z_r^{(c)}) u(r, X_r) \nabla X_r + \nabla^T y_r^{(c)} dr
\]

\[
+ \int_t^T \nabla^T z_r^{(c)}(\Theta_r)U(r, X_r) + \sum_{j=1}^q \nabla z_r^{(c)}(\Theta_r) \nabla^T z_r^{(c)}\nabla^T z_r^{(c)} \nabla z_r^{(c)} \nabla z_r^{(c)} dr - \sum_{j=1}^q \int_t^T (\nabla z_r^{(c)})^T dW_r.
\]

(2.11)

The processes \(z_r^{(c)}\) and \(\nabla z_r^{(c)}\) satisfy the representations

\[
z_t^{(c)} = U_t^{(c)}(t, X_t) \quad m \times \mathbb{P} - \text{a.e.}
\]

(2.12)

\[
(y_t^{(c)})_r = (\nabla z_t^{(c)})^T \sigma^{-1}(t, X_t) - U_t^{(c)} \nabla z_t^{(c)} \sigma_j(t, X_t) \quad m \times \mathbb{P} - \text{a.e.}
\]

(2.13)

where \(\nabla z_{j,t}^{(c)}\) is the \(j\)-th column of \(\nabla z_t^{(c)}\).

**Proof.** In what follows, \(C\) may change from line to line. From [GM10, Lemma 1.1], \(\|\nabla u(t, X_t)\|_2 \leq C(T-t)^{(\alpha-1)/2}\) and \(\|\nabla^2 u(t, X_t)\|_2 \leq C(T-t)^{(\alpha-2)/2}\). Therefore, \(\|a_r^{(c)}\|_2 \leq C(T-r)^{(\theta_L+\alpha-3)/2}\)

for all \(r \in [0, T-\varepsilon]\), which is the bound (2.8), whence

\[
\left(\int_0^{T-\varepsilon} \|a_r^{(c)}\|_2 dr\right)^2 < \frac{C}{\varepsilon^{1-(\theta_L+\alpha)\wedge 1}} < \infty.
\]

This is the second inequality in (2.10). Additionally, for all \(t \in [0, T]\), \(|y_t^{(c)}| + \max_j |c_j^{(c)}| \leq C(T-t)^{(\theta_L-1)/2}\) almost surely. The first inequality in (2.10) follows. Let \((\phi, \psi)\) be a \((\mathbb{R}^d)^\vee \times \mathbb{R}^d \times q\)-valued process in \(\mathcal{H}^2\), and define the random function

\[
g(r, y, z) = g(r) := a_r^{(c)} + \phi_r(c_r^{(c)} I_d + \nabla_x b(r, X_r) + \sum_{j=1}^q c_{j,r}^{(c)} \nabla_x c_{j,r}(r, X_r))
\]

\[
+ \sum_{j=1}^q (\psi_{j,r})^T c_{j,r}^{(c)} I_d + \nabla_x c_{j,r}(r, X_r).
\]

The function \(g\) is progressively measurable and satisfies assumptions (H1)-(H5) of [BDH+03, Section 4]. Since \(f\) takes no argument in \((y, z)\), it is only necessary to validate (H1): using the triangle inequality, Jensen’s inequality, the Cauchy-Schwarz inequality, and assumptions \((A_{or})\) and \((A_{b,\sigma})\), it follows that

\[
E\left[\left(\int_0^T |g(r)| dr\right)^2\right]^{1/2} \leq E\left[\left(\int_0^T |a_r^{(c)}| dr\right)^2\right]^{1/2} + C\left(\int_0^T E[|\phi_r|^2] dr\right)^{1/2}\left(\int_0^T \frac{dr}{(T-r)^{1/\theta}}\right)^{1/2}
\]

\[
+ C\sum_{j=1}^q \left(\int_0^T E[|\psi_{j,r}|^2] dr\right)^{1/2}\left(\int_0^T \frac{dr}{(T-r)^{1/\theta}}\right)^{1/2} < \infty.
\]

Thanks to [BDH+03, Theorem 4.2], there exists a unique solution \((u, v)\) to the BSDE

\[
u_t = \int_t^T g(r) dr - \sum_{j=1}^q \int_t^T v_{j,t} dW_j
\]

\(\quad t \in [0, T)\).
in $\mathcal{S}^2 \times \mathcal{H}^2$. The remainder of the proof of existence and uniqueness follows exactly as the proof of Theorem 2.6. To prove the first inequality in (2.10), observe that the driver $g(r,t)$ satisfies (A.1) from Proposition A.2 with $f_r = |a(r)|$ and $\lambda_r = \mu_r = C(T - r)^{(\theta - 1)/2}$.

The proofs of (2.12) and (2.13) are given in Theorem A.1. The inclusion of the local Lipschitz continuity assumptions (1.2) make no difference, because the driver $f(t, x, y, z)\mathbf{1}_{[0, T - \varepsilon]}(t)$ is Lipschitz continuous uniformly in $t$ in $(x, y, z)$ with Lipschitz coefficient $L_f \varepsilon^{(\theta L - 1)/2}$.

\[\square\]

### 2.4 A priori estimates

For $0 \leq s < r \leq T$, we define the Malliavin weights by

\[H^s_r := \frac{1}{r - s} \left( \int_s^r (\sigma^{-1}(t, X_t)D_sX_t)^\top dW_t \right)^\top \quad (2.14)\]

where $D_sX_t$ is the Malliavin derivative of $X_t$ at $s$ defined in Section 2.2. It was shown in Lemma 4.1 that $|\sigma^{-1}(t, x)|$ is uniformly bounded in $(t, x)$. The following constant appears throughout this paper

\[C_M := \|\sigma^{-1}\|^2_2 \sup_{s \in [0, T]} \sup_{t \in (s, T)} \mathbb{E}_s[|D_sX_t|^2].\]

It is known from Lemma 2.4 that $\sup_{s \in [0, T]} \sup_{t \in (s, T)} \mathbb{E}_s[|D_sX_t|^2]$ is bounded. The following result is used in the proof of Theorem 2.1; we include it here for completeness.

**Lemma 2.10.** For any $0 \leq s < r \leq T$,

\[\mathbb{E}_s[|H^s_r|^2] \leq \frac{C_M}{r - s} \quad \text{almost surely.}\]

Moreover, for every $p \geq 2$, there is a finite $C_p \geq 0$ depending only on $p$, $\|\sigma\|_\infty$, $\|\nabla_z b\|_\infty$, $\max_j \|\nabla_x \sigma_j\|_\infty$, and $T$ such that $\|H^s_r\|_p \leq C_p (r - s)^{-p/2}$.

**Proof.** Observe, using Lemma 2.5 and the fact that $(s - r)^2|H^s_r|^2 - \int_s^r |\sigma^{-1}(t, X_t)D_sX_t|^2 dt$ is a (local) martingale, that

\[\mathbb{E}_s[|H^s_r|^2] = (r - s)^{-2} \mathbb{E}_s[\int_s^r |\sigma^{-1}(t, X_t)D_sX_t|^2 dt] \leq \frac{\|\sigma^{-1}\|^2_\infty}{(r - s)^2} \mathbb{E}_s[\int_s^r |D_sX_t|^2 dt].\]

One then applies the conditional Fubini’s lemma, Lemma A.1, and the uniform bound on $\mathbb{E}_s[|D_sX_t|^2]$ from Lemma 2.5 to complete the proof. The bound on $\|H^s_r\|_p$ is proved using the Burkholder-Davis-Gundy inequality on the continuous local martingale $(t - s)H^s_r$.

The Malliavin weight is a critical element of this work. We use it to obtain a priori estimates in this section, to obtain the representation theorem in Section 2.5, and for the Malliavin weights scheme of Section 5. The following elementary corollary indicates an important technique in which we make use of the Cauchy-Schwarz inequality in conditional form in order to obtain upper bounds:

**Corollary 2.11.** Let $G \in \mathbf{L}_2(\mathcal{F}_T)$ and $g \in \mathbf{L}_2([0, T] \times \Omega)$. Then

\[|\mathbb{E}_t[G H^s_r]| \leq \sqrt{C_M} (\mathbb{E}_t[|G|^2]^{1/2})^{1/2} \quad \text{and} \quad |\mathbb{E}_t[\int_t^T \{g_s H^s_r\} ds]| \leq \sqrt{C_M} \int_t^T \frac{g_s}{\sqrt{s - t}} ds\]

where $g \in \mathbf{L}_2((0, T] \times \Omega)$ is a version of $\{(\mathbb{E}_t[|g_s|^2])^{1/2}\}_{s \in [0, T]}$.

**Remark.** We leave the implementation of the conditional Fubini theorem, Lemma A.1, in its full form in the above lemma, without using the notation given in Section 1.1. We do this to be absolutely clear about how the conditional Fubini theorem is used in this paper, before returning to the – in our opinion – much more clear, if slightly abusive, notation $\int_t^T (\mathbb{E}_t[|g_s|])^{1/2} ds$. 
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Proof. The first inequality follows from application of the conditional Cauchy-Schwarz inequality \( \|E_t[GH^2_t]\| \leq (E_t[|G|^2])^{1/2}(E_t[|H|^2])^{1/2} \), then using Lemma 2.10 to upper bound the conditional expectation \( E_t[|H_s|^2] \). The second inequality is a little more intricate to obtain due to the Lebesgue integral. First, apply the conditional Fubini theorem, Lemma A.1, to obtain

\[
E\left[ \int_t^T |g_s H_s| ds \right] = \int_t^T \mathcal{F}_s ds
\]

where \( \mathcal{F}_s \in L_2([0, T] \times \Omega) \) is a version of \( (E_t[|g_s H_s|])_{s \in [0, T]} \). Now, applying the conditional Cauchy-Schwarz inequality and Lemma 2.10 to \( E_t[|g_s H_s|] \), it follows that

\[
\mathcal{F}_s \leq C M \frac{\mathcal{F}_s}{\sqrt{s-t}} \quad \text{for almost all } s \in [0, T) \quad \mathbb{P} - \text{a.s.}
\]

as required. \( \square \)

We now state and prove a priori results on the solutions of BSDEs with drivers satisfying [1,2]. These estimates are in the spirit of [EKPQ97, Proposition 2.1] with two extensions: firstly, we allow the drivers of the BSDEs to satisfy locally Lipschitz continuity like condition (A1); secondly, we prove point-wise (in time) a priori estimates on the \( Z \) processes assuming the existence of a representation formula. The latter estimates will be extremely useful, as we shall prove the this representation formula for our BSDEs in Section 2.5 and use the below proposition extensively in subsequent sections.

Proposition 2.12. Let \( x \mapsto \Phi_1, \Phi_2 \in L_2(F_T) \) and \( (\omega, t, y, z) \mapsto f_i(\omega, t, y, z), f_2(\omega, t, y, z) \) be \( \mathcal{P} \otimes \mathcal{B}(\mathbb{R}) \otimes \mathcal{B}(\mathbb{R}^3) \)-measurable functions for which there are constants \( (\theta_1, \theta_2) \in (0,1)^2 \) and \( (L_{f_1}, L_{f_2}) \in (0, \infty)^2 \) such that

\[
|f_i(\omega, t, y, z) - f_i(\omega, t, y', z')| \leq \frac{L_{f_i}}{(T-t)^{(1-\theta_i, \theta_i)/2}} |y-y'| + |z-z'| \quad m \times \mathbb{P} - \text{almost everywhere},
\]

and \( f_i(\omega, t, 0, 0) \in H^2 \) for \( i \in \{1, 2\} \). Let \( (Y_t, Z_t) \) be a solution to the FBSDE with terminal condition \( \Phi_i \) and driver \( f_i(t, y, z) \) \( (i = 1, 2 \text{ respectively}) \).

Define

\[
\Delta Y_t := Y_{1,t} - Y_{2,t}, \quad \Delta Z_t := Z_{1,t} - Z_{2,t}, \quad \Delta f_t := f_1(t, Y_{1,t}, Z_{1,t}) - f_2(t, Y_{1,t}, Z_{1,t}), \quad \Delta \Phi := \Phi_1 - \Phi_2.
\]

Then there is a finite constant \( C \geq 0 \) depending only on \( T, L_{f_2} \) and \( \theta_2 \) such that, for all \( s < t < T \),

\[
\mathbb{E}_s[|\Delta Y_t|^2] + \mathbb{E}_s[\int_t^T |\Delta Z_r|^2 dr] \leq C \mathbb{E}_s[|\Delta \Phi|^2] + C \left( \int_t^T \mathbb{E}_s[|\Delta f_r|^2]^{1/2} dr \right)^2 \quad (2.16)
\]

Moreover, suppose that \( Z_{1,t} := E_t[\Phi_i(X_T)H^2_t + \int_t^T f_i(r, X_r, Y_{1,r}, Z_{1,r})H_r^2 dr] \) for all \( t \in [0, T] \) almost surely \( (i = 1, 2) \). Then there is a (possibly different) finite constant \( C \geq 0 \) depending only on \( T, C_M, L_{f_2}, \) and \( \theta_2 \) such that,

\[
(\mathbb{E}_s[|\Delta Z_t|^2])^{1/2} \leq C \frac{(\mathbb{E}_s[(\Delta \Phi - E_t[\Delta \Phi])^2])^{1/2}}{\sqrt{T-t}} + C \int_t^T (\mathbb{E}_s[|\Delta f_r|^2])^{1/2} dr + C (\mathbb{E}_s[|\Delta \Phi|^2])^{1/2}(T-t)^{\theta_L}/2 \quad (2.17)
\]

for all \( t \in [0, T) \) almost surely.
Proof. In what follows, C may change from line to line. We start by proving the result for \( s = 0 \); the general case is proved analogously, the only difference is that one must use the conditional version of the Minkowski, Cauchy-Schwarz (Corollary 2.11), and Hölder inequalities in the place of the usual version of these with the regular expectation. Using the definition of the BSDE (1.1),

\[ \Delta Y_t + \int_t^T \Delta Z_s dW_s = \Delta \Phi + \int_t^T \Delta f_s ds + \int_t^T f_2(s, Y_{1,s}, Z_{1,s}) - f_2(s, Y_{2,s}, Z_{2,s}) ds. \]

Using (1.2) and Hölder’s inequality,

\[ \| \Delta Y_t \|^2 + \int_t^T \| \Delta Z_s \|^2 ds \leq 3 \| \Delta \Phi \|^2 + 3 \int_t^T \| \Delta f_s \|^2 ds + 3 \int_t^T f_2(s, Y_{1,s}, Z_{1,s}) - f_2(s, Y_{2,s}, Z_{2,s}) ds \]

\[ \leq 3 \| \Delta \Phi \|^2 + 3 \int_t^T \| \Delta f_s \|^2 ds + 3 L^2 \int_t^T \frac{\| \Delta Y_s \| + \| \Delta Z_s \|}{(T - s)^{1/2}} ds \]

\[ \leq 3 \| \Delta \Phi \|^2 + 3 \int_t^T \| \Delta f_s \|^2 ds + 3 L^2 \int_t^T \frac{1}{(T - s)^{1/2}} ds \int_t^T \left\{ \| \Delta Y_s \|^2 + \| \Delta Z_s \|^2 \right\} ds \]

\[ \leq 3 \| \Delta \Phi \|^2 + 3 \int_t^T \| \Delta f_s \|^2 ds + 3 L^2 \int_t^T \left\{ \| \Delta Y_s \|^2 + \| \Delta Z_s \|^2 \right\} ds \quad (2.18) \]

Setting \( t_0 = (T - 1)/(6L^2)^{(1/2)} \) we ensure that \( 3L^2(T - t_0)^{1/2} \leq 1/2 \), and, on the other hand, that \( T - t_0 \leq 1 \). Integrating (2.18) over \( (t_0, T) \), we obtain

\[ \int_{t_0}^T \| \Delta Y_s \|^2 + \| \Delta Z_s \|^2 ds \leq 6 \| \Delta \Phi \|^2 + 6 L^2 \int_{t_0}^T \| \Delta f_s \|^2 ds \]

(2.19)

Substituting (2.19) into (2.18) then yields

\[ \sup_{t_0 \leq t < T} \| \Delta Y_t \|^2 \leq 6 \| \Delta \Phi \|^2 + 6 \int_{t_0}^T \| \Delta f_s \|^2 ds \]

and this gives the result in the interval \([t_0, T]\).

In the interval \([0, t_0]\), the function \((y, z) \mapsto f_2(\omega, t, y, z)\) is \( m \times P \) Lipschitz continuous with Lipschitz constant \( \tilde{L} := L_f(T - t_0)^{1/2} \). It then follows from [EKPQ97, Proposition 2.1] that

\[ \sup_{0 \leq t < t_0} \| \Delta Y_t \|^2 + \int_{t_0}^T \| \Delta Z_s \|^2 ds \leq C \| \Delta Y_{t_0} \|^2 + C \int_0^{t_0} \| \Delta f_s \|^2 ds \]

(2.20)

and the proof of (2.16) is complete by substituting the bounds on \( \| \Delta Y_{t_0} \|^2 \) from above.

Next, we prove (2.17). Recall that \( \mathbb{E}[H^2]\) = 0 for all \((t, s)\), which implies that \( \mathbb{E}[\Phi_t H^2] = \mathbb{E}_{t}[\Phi_t - \mathbb{E}_{t}[\Phi_t]]H^2\). Using the representation \( Z_{1,t} := \mathbb{E}_{t}[\Phi_t H^2] + \int_t^T f_1(r, Y_{1,r}, Z_{1,r}) H^2 dr\), it follows from Minkowski’s inequality, the Cauchy-Schwarz inequality (i.e. Corollary 2.11), and Lemma 2.10 that

\[ \| \Delta Z_t \|^2 \leq \frac{CV_t \Delta (\Phi)}{\sqrt{T - t}} + C \int_t^T \frac{\| \Delta f_s \|^2}{\sqrt{r - t}} dr + C \int_t^T \frac{\| \Delta Y_s \|^2 + \| \Delta Z_s \|^2}{(T - r)^{1/2}} \sqrt{r - t} dr. \]

(2.20)

where we define \( V_t \Delta (\Phi) \) by \( \mathbb{E}[(\Delta \Phi - \mathbb{E}_{t}[\Delta \Phi])^2]^{1/2} \). Defining \( \Theta_r := \| \Delta Y_r \|^2 + \| \Delta Z_r \|^2 \) and recalling (2.18), it follows that

\[ \Theta_r \leq C \| \Delta \Phi \|^2 + \frac{CV_r \Delta (\Phi)}{\sqrt{T - r}} + C \int_r^T \frac{\| \Delta f_s \|^2}{\sqrt{r - t}} dr + C \int_t^T \frac{\Theta_r}{(T - r)^{(1/2)}} \sqrt{r - t} dr. \]

(2.21)
Applying Lemma C.3 with $u_t := \Theta_t$ and

$$w_t := C\|\Delta \Phi\|_2 + \frac{CV_t, T(\Delta \Phi)}{\sqrt{T-t}} + C \int_t^T \frac{\|\Delta f_s\|_2}{\sqrt{r-t}} dr,$$

it follows that

$$\Theta_r \leq Cw_t + C \int_t^T \frac{w_r}{(T-r)(1-\theta_2, t)/2 \sqrt{r-t}} dr + C \int_t^T \frac{\Theta_r}{(T-r)(1-\theta_2, t)/2 \sqrt{r-t}} dr$$

whence it follows from Lemma C.4 that

$$\int_t^T \frac{\Theta_r}{(T-r)(1-\theta_2, t)/2 \sqrt{r-t}} dr \leq C \int_t^T \frac{w_r}{(T-r)(1-\theta_2, t)/2 \sqrt{r-t}} dr$$

Substituting this into (2.20) and applying Lemma C.2 leads to

$$\|\Delta Z_t\|_2 \leq CV_t, T(\Delta \Phi) \sqrt{T-t} + C \int_t^T \frac{\|\Delta f_r\|_2}{\sqrt{r-t}} dr + C \int_t^T \frac{w_r}{(T-r)(1-\theta_2, t)/2 \sqrt{r-t}} dr$$

$$= CV_t, T(\Delta \Phi) \sqrt{T-t} + C \int_t^T \frac{\|\Delta f_r\|_2}{\sqrt{r-t}} dr + C \int_t^T \frac{V_r, T(\Delta \Phi)}{(T-r)(1-\theta_2, t)/2 \sqrt{r-t}} dr$$

$$+ C \int_t^T \int_r^T \frac{\|\Delta f_s\|_2 (s-r)^{-1/2} ds}{(T-r)(1-\theta_2, t)/2 \sqrt{r-t}} dr + C \|\Delta \Phi\|_2 (T-t)^{\theta_2, t}/2$$

$$= CV_t, T(\Delta \Phi) \sqrt{T-t} + C \int_t^T \frac{\|\Delta f_r\|_2}{\sqrt{r-t}} dr + C \int_t^T \frac{V_r, T(\Delta \Phi)}{(T-r)(1-\theta_2, t)/2 \sqrt{r-t}} dr$$

$$+ C \int_t^T \|\Delta f_s\|_2 \{ \int_r^s (s-r)^{-1+\theta_2, t} (r-t)^{-1/2} dr \} ds + C \|\Delta \Phi\|_2 (T-t)^{\theta_2, t}/2.$$
with the regular expectation. Recalling \( V_{t,T}(\Phi) \) from (A\( \Phi \)), apply (2.17) from Proposition 2.12 with \((Y_1, Z_1) := (0, 0)\) and \((Y_2, Z_2) := (Y, Z)\) to obtain (for all \( t \in [0, T)\))

\[
\|Z_t\|_2 \leq C V_{t,T}(\Phi) \sqrt{T-t} + C \int_t^T \|f(r, X_r, 0, 0)\|_2 \, dr + C \|\Phi\|_2(T-t)^{\theta \varepsilon/2} \\
\leq \frac{C}{(T-t)^{(1-\theta)}\sqrt{T-t}} + C \int_t^T \|f(r, X_r, 0, 0)\|_2 \, dr + C(T-t)^{\theta \varepsilon/2}.
\]

Combining the local Lipschitz continuity and boundedness of \( f \) in (2.12) leads to the required bound on the conditional second moments of \( Y_t \). The estimate on the conditional moments of \( Y_t \) is obtained similarly starting from (2.16). The remaining bounds are obtained by taking into account (1.2) and the regularity of the terminal condition ((A\( \Phi \)) or (A\( b\Phi \))).

Recall \((Y^{(e)}, Z^{(e)})\) from Definition 2.7 in Section 2.3 as the BSDE with terminal condition \( \Phi \) and driver \( f^{(e)}(t, x, y, z) := f(t, x, y, z)1_{[0, T-e]}(t) \). The following corollary of Proposition 2.12 will be used extensively throughout this paper; it provides a stability result between the BSDEs \((Y, Z)\) and \((Y^{(e)}, Z^{(e)})\) that are controlled by \( \varepsilon \).

**Corollary 2.14.** Let \( \gamma := (\theta, z_+ + \frac{1}{2})\wedge \theta \varepsilon \) and assume that \( Z = \mathbb{E}[\Phi(X_T)H^T_f + \int_T^T f(s, X_s, Y_s, Z_s)H^s_f \, ds] \) and \( Z^{(e)} = \mathbb{E}[\Phi(X_T)H^T_f + \int_T^T f^{(e)}(s, X_s, Y^{(e)}_s, Z^{(e)}_s)H^s_f \, ds] \) for all \( t \in [0, T) \) almost surely. Then there is a constant \( C \) such that

\[
\sup_{0 \leq s \leq T} \|Y_t - Y^{(e)}_t\|_2^2 + \int_0^T \|Z_t - Z^{(e)}_t\|_2^2 \, dt \leq C \varepsilon^{2\gamma},
\]

\[
\|Z_t - Z^{(e)}_t\|_2 \leq C \int_{tv(T-e)}^T \frac{ds}{(T-s)^{1-\gamma}\sqrt{T-t}}
\]

for all \( t \in [0, T) \). In particular, \((Y^{(e)}, Z^{(e)}) \to (Y, Z)\) as \( \varepsilon \to 0 \) in \( S^2 \times \mathcal{H}^2 \).

**Proof.** In what follows, \( C \) may change from line to line.

It follows from (2.16) in Proposition 2.12 that

\[
\sup_{0 \leq s \leq T} \|Y_t - Y^{(e)}_t\|_2^2 + \int_0^T \|Z_t - Z^{(e)}_t\|_2^2 \, ds \leq C \left( \int_{T-\varepsilon}^T \|f(s, X_s, Y_s, Z_s)\|_2 \, ds \right)^2.
\]

Substituting (2.22) into (2.25) combined with \( \left( \int_{T-\varepsilon}^T \frac{ds}{(T-s)^{1-\gamma}} \right)^2 \leq C \varepsilon^{2\gamma} \) completes the proof of (2.23). Next, it follows from (2.17) that

\[
\|Z_t - Z^{(e)}_t\|_2 \leq C \int_{tv(T-e)}^T \frac{\|f(s, X_s, Y_s, Z_s)\|_2}{\sqrt{T-s}} \, ds
\]

for all \( t \in [0, T) \).

Substituting (2.22) above proves (2.24).

To end this section, we present a mollification procedure that will be used frequently to allow us to extend results under the assumptions (A\( \Phi \)) and (A\( b\Phi \)) to the same results without these assumptions. The following corollary is a trivial consequence of Proposition 2.12 and the properties of mollifiers.

**Corollary 2.15.** Let \( M > 0 \) be finite, and \( M \mapsto R(M) \geq 1 \) be increasing w.r.t. \( M \). Define \( \Phi_M(x) := -M \vee \Phi(x) \wedge M \) and, recalling the mollifier \( \phi \) of Definition 2.7

\[
f_M(t, x, y, z) := \int_{R^d \times R^d \times R^d} f(t, x - x', y - y', z - z') \phi_R(M) \, d(x', y', z'),
\]

Let \((Y_M, Z_M)\) be the solution of the BSDE with terminal condition \( \Phi_M \) and driver \( f_M(t, x, y, z) \). Then \( \Phi_M \) satisfies (A\( b\Phi \)), \( f_M \) satisfies (A\( \Phi \)), and \((Y_M, Z_M) \to (Y, Z)\) as \( M \to \infty \) in \( S^2 \times \mathcal{H}^2 \).
2.5 Representation theorem

In this section, we prove that BSDEs satisfying the local Lipschitz continuity and local boundedness conditions \((A_f)\) also satisfy the representation theorem in the spirit of \cite[Theorem 3.1]{MZ02}. Following on from Section \ref{sec:existence}, we see that this representation is very valuable, as it gives us additional access to a priori results. We use these a priori results in the sections that follow, so it is essential that we also establish the representation result. Unlike in the proof of \cite[Theorem 3.1]{MZ02}, we do not prove the representation result on \(Z\) directly. The strategy is rather to take the approximative BSDE \((Y^{(e)}, Z^{(e)})\), for which we already know that \(Z^{(e)}\) satisfies the representation from \cite[Theorem 3.1]{MZ02}, then to prove it converges in \(\mathcal{H}^2\) to the process that we claim is a version of \(Z\) as \(e\) converges to 0 by classical \((\varepsilon, \delta)\)-arguments, and to finally conclude using the fact that \(Z^{(e)}\) also converges to \(Z\) in \(\mathcal{H}^2\) and because \(Z\) is unique.

**Theorem 2.16.** Recall \(L_{2,\alpha}\) from \((A_\Phi)\), suppose that \(\Phi \in L_{2,\alpha}\) and \((t, x, y, z) \mapsto f(t, x, y, z)\) satisfies \((A_f)\). Then, there is a predictable version \(Z\) of \(Z\) which satisfies

\[
Z_t = \mathbb{E}_t[\Phi(X_T)H_T^t] + \int_t^T f(s, X_s, Y_s, Z_s)H_T^s ds \quad \text{for all } t \in [0, T) \quad \mathbb{P} \text{ - a.s.} \tag{2.26}
\]

where \(H_T^t\) are the Malliavin weights given in \eqref{eq:malliavin_weights}.

**Proof.** In the following, \(C\) is a constant whose value may change from line to line.

To start with, let assume \((A_{\text{ref}})\) and \((A_{\text{b}})\) be in force. We prove the representation theorem first under these conditions, and then extend to the general result by means of mollification. Recall the BSDEs \((Y^{(e)}, Z^{(e)}), (y, z)\) and \((y^{(e)}, z^{(e)})\) from Section \ref{sec:existence} and the decomposition \((Y^{(e)}, Z^{(e)}) = (y + y^{(e)}, z + z^{(e)})\). We first prove the that there is a predictable version of \(Z^{(e)}\) equalling

\[
\mathbb{E}_t[\Phi(X_T)H_T^t] + \int_t^T f_c(r, X_r, Y_r^{(e)}, Z_r^{(e)})H_T^r dr \quad \text{for all } t \in [0, T) \quad \mathbb{P} \text{ - a.s.} \tag{2.27}
\]

In fact, this is an application of \cite[Theorem 4.2]{MZ02}; this is not immediately clear, so we make the calculations explicit for the benefit of the reader. Definition \ref{def:representation} and Lemma \ref{lem:representation} give us that \((y^{(e)}, z^{(e)})\) solves the BSDE with terminal condition \(0\) and driver

\[
F(t, x, y, z) := f(t, x, u(t, x) + y, \nabla_x u(t, x)\sigma(t, x) + z)
\]

on the time interval \([0, T - e]\). Due to the bounds on \(u\) and its derivatives given in Lemma \ref{lem:representation} the Lipschitz constant of \((x, y, z) \mapsto F(t, x, y, z)\) is bounded from above (for all \(t \in [0, T - e]\)) by

\[
\frac{L_f}{(T - t)^{(1 - \theta_L)/2}} \left[1 + \|\nabla_x u(t, \cdot)\|_{\infty} + \|\nabla^2_x u(t, \cdot)\|_{\infty}\right] \le \frac{C}{(T - t)^{(1 - \theta_L)/2}} \le C_F^{-1/2} =: L_F.
\]

Using this Lipschitz constant, we also show that \(F(t, x, 0, 0)\) is bounded (for all \((t, x) \in [0, T - e] \times \mathbb{R}^d\) by

\[
\frac{C_f}{(T - t)^{1 - \theta_L}} + L_F \{1 + \|u(t, \cdot)\|_{\infty} + \|\nabla_x u(t, \cdot)\|_{\infty}\} \le C_f^{-1/2} + L_F e^{-1/2} =: C_F.
\]

Therefore, the driver \(F\) is uniformly Lipschitz continuous in \((x, y, z)\) and uniformly bounded at \((y, z) = (0, 0)\), i.e. it satisfies \((A_f)\) with \(\theta_{L,F} \equiv 1, \theta_{C,F} \equiv 1, \) and constants \(L_F\) and \(C_F\) (given above). \(F\) is also continuous in \(t\). Therefore, \cite[Theorem 4.2]{MZ02} applies to the BSDE in the interval \([0, T - e]\), i.e. there is a version of \(z^{(e)}\) equalling

\[
\mathbb{E}_t\left[\int_t^{T - e} F(r, X_r, y_r^{(e)}, z_r^{(e)})H_T^r dr\right] \quad \text{for all } t \in [0, T - e] \text{ almost surely.}
\]
On the other hand, \( z_t^{(e)} \) and \( F(t,x,y,z) \) are 0 for all \( t \in (T - \varepsilon,T] \) almost surely, so the representation holds trivially in the interval \((T - \varepsilon,T]\), whence it follows that there is a version of \( z^{(e)} \) equalling

\[
\mathbb{E}_t \left[ \int_t^{T-\varepsilon} F(r, X_r, y_r^{(e)}, z_r^{(e)}) H_r^{(e)} \, dr \right] \text{ for all } t \in [0, T] \text{ almost surely.}
\]

Now, it is well known – see for example [GMI10] Page 1116] – where our \( H_T^e \) is given by \( H_T^{(1)}(t, X_t) \) in their notation – that there is predictable version of \((z_t)_{t \in [0, T]}\) equalling

\[
\mathbb{E}_t [\Phi(X_T) H_T^e] \text{ for all } t \in [0, T] \text{ almost surely,}
\]

and this implies the version of \( Z^{(e)} \) given by [2.27] thanks to the the decomposition \((Y^{(e)}, Z^{(e)}) = (y + y^{(e)}, z + z^{(e)})\).

Define by \( Z \) the predictable projection [JS03] Theorem 2.28] of the process \((X_t := \Phi(X_T) H_T^e + \int_t^T f(r, X_r, Y_r, Z_r) H_r^{(e)} \, dr)_{t \in [0, T]}\). In what follows, we show that \( \| Z^{(e)}_t - Z_t \|_2 \to 0 \) as \( \varepsilon \to 0 \) for almost all \( t \in [0, T] \). This implies, by the dominated convergence theorem, that \( Z^{(e)} \to Z \) in \( \mathcal{H}^2 \).

Since \( Z^{(e)} \to Z \) in \( \mathcal{H}^2 \) was determined in Corollary 2.14, this implies that \( Z_t = Z_t \) \( m \times \mathbb{P} = a.e. \), which completes the proof under the assumptions (\( A_{b\Phi} \)) and (\( A_{b \Phi} \)).

We first need some intermediate upper bounds. Analogously to Corollary 2.13, we have that

\[
\| f(r, X_r, Y_r^{(e)}, Z_r^{(e)}) \|_2 \leq \frac{C}{(T - r)^{1-\gamma}} \text{ for all } r \in [0, T]. \tag{2.28}
\]

Fix \( t \in [0, T] \) and \( \eta > 0 \). Using the representation formula [2.27], it follows from Minkowski's inequality, the conditional Cauchy-Schwarz inequality (Corollary 2.11), and Lemma 2.10 that

\[
\| Z_t^{(e)} - Z_t \|_2 = \| \mathbb{E}_t \left[ \int_t^T (f^{(c)}(r, X_r, Y_r^{(e)}, Z_r^{(e)}) - f(r, X_r, Y_r, Z_r)) H_r^{(e)} \, dr \right] \|_2
\]

\[
\leq \| \mathbb{E}_t \left[ \int_t^T (f^{(c)}(r, X_r, Y_r^{(e)}, Z_r^{(e)}) - f(r, X_r, Y_r^{(e)}, Z_r^{(e)})) H_r^{(e)} \, dr \right] \|_2
\]

\[
+ C_M^{1/2} \int_t^T \| f(r, X_r, Y_r^{(e)}, Z_r^{(e)}) - f(r, X_r, Y_r, Z_r) \|_2 \, dr. \tag{2.29}
\]

Taking \( \varepsilon < (T - t)/2 \) and using (2.28), it follows that

\[
\| \mathbb{E}_t \left[ \int_t^T (f^{(c)}(r, X_r, Y_r^{(e)}, Z_r^{(e)}) - f(r, X_r, Y_r^{(e)}, Z_r^{(e)})) H_r^{(e)} \, dr \right] \|_2 \leq C_M^{1/2} \int_{T-\varepsilon}^{T} \| f(r, X_r, Y_r^{(e)}, Z_r^{(e)}) \|_2 \, dr
\]

\[
\leq \frac{C_M^{1/2}}{\sqrt{T-\varepsilon}} \int_{T-\varepsilon}^{T} \| f(r, X_r, Y_r^{(e)}, Z_r^{(e)}) \|_2 \, dr \leq \frac{C}{\sqrt{T-\varepsilon}} \int_{T-\varepsilon}^{T} \frac{dr}{(T - r)^{1-\gamma}} = \frac{C \varepsilon^\gamma}{\sqrt{T-\varepsilon}}
\]

Taking \( \varepsilon < \eta^{1/\gamma}(T-t)^{1/2\gamma}/C \), where \( C \) is the last constant in the inequality above, is sufficient to bound the above term by \( \eta \). On the other hand, letting \( \delta < (T - t)/2 \),

\[
\int_t^T \| f(r, X_r, Y_r^{(e)}, Z_r^{(e)}) - f(r, X_r, Y_r, Z_r) \|_2 \, dr
\]

\[
\leq C_M^{1/2} \int_t^{t+\delta} \| f(r, X_r, Y_r^{(e)}, Z_r^{(e)}) - f(r, X_r, Y_r, Z_r) \|_2 \, dr
\]

\[
+ C_M^{1/2} \int_t^{t+\delta} \| f(r, X_r, Y_r^{(e)}, Z_r^{(e)}) - f(r, X_r, Y_r, Z_r) \|_2 \, dr \tag{2.30}
\]
To bound the first integral term on the right hand side above, we apply Hölder’s inequality and the Lipschitz continuity of \( f(t, \cdot) \) to obtain
\[
C_M^{1/2} \int_{t+\delta}^{T} \| f(r, X_r, Y_r^{(c)}, Z_r^{(c)}) - f(r, X_r, Y_r, Z_r) \|_2 dr \\
\leq C_M^{1/2} L_f \left( \int_0^{T} \frac{dr}{(T-r)^{1-\theta_\varepsilon}} \right)^{1/2} \left( \sup_{0 \leq s \leq T} \| Y_s - Y^{(c)}_s \|_2^2 + \int_0^{T} \| Z_r - Z^{(c)}_r \|_2^2 dr \right)^{1/2} 
\]
Using that \( (Y^{(c)}, Z^{(c)}) \to (Y, Z) \) in \( S \times \mathcal{H}^2 \) as \( \varepsilon \to 0 \) (Corollary 2.14), set \( \varepsilon \) sufficiently small so that the above is bounded above by \( \sqrt{\delta} \eta \). To bound the second integral term on the right hand side of (2.30), we use (2.22) and (2.28) combined with the triangle inequality to show that
\[
C_M^{1/2} \int_{t}^{t+\delta} \| f(r, X_r, Y_r^{(c)}, Z_r^{(c)}) - f(r, X_r, Y_r, Z_r) \|_2 dr \\
\leq C \frac{\sqrt{T-t}}{\sqrt{T-t}} \int_{t}^{t+\delta} \frac{dr}{\sqrt{T-t}} \leq C \sqrt{\delta} 
\]
and set \( \delta \) sufficiently small so that the above is bounded above by \( \eta \). Therefore, we have shown that for almost every \( t \in [0, T) \) and every \( \eta > 0 \), there is a sufficiently small \( \varepsilon \) such that \( \| Z^{(c)}_t - Z_t \|_2 < 3\eta \). In other words, \( \mathbb{E}[\| Z^{(c)}_t - Z_t \|_2^2] \to 0 \) as \( \varepsilon \to 0 \) for every \( t \), as required.

To prove the result without \((A_{\theta f})\) and \((A_{b\Phi})\), recall the mollified BSDE \((Y_M, Z_M)\) from Corollary 2.15. Since \( \Phi_M \) satisfies \((A_{\theta f})\) and \( f_M \) satisfies \((A_{b\Phi})\), there is a predictable version \( Z_M \) of \( Z_M \) satisfying \( Z_{M,t} = \mathbb{E}[\Phi_M(X_T)H_T^t + \int_t^T f_M(r, X_r, Y_{M,r}, Z_{M,r})H_r^t dr] \) for all \( t \in [0, T) \) almost surely. Thanks to the point-wise convergence of \( f_M \) to \( f \) and \( \Phi_M \) to \( \Phi \), and the convergence of \((Y_M, Z_M)\) to \((Y, Z)\) in \( S \times \mathcal{H}^2 \) from Corollary 2.15, we can use analogous limit arguments as above to complete the proof. \( \square \)

3 Convergence rate of the Euler scheme for BSDEs

Throughout this section, the assumption \((A_{f_t})\) is in force. Let us recall now the Euler scheme for BSDEs:
\[
Y^{(N)}_N := \Phi(X_T), \quad Z^{(N)}_i := \frac{1}{t_{i+1} - t_i} \mathbb{E}_i \left[ Y^{(N)}_{i+1}(W_{t_{i+1}} - W_{t_i}) \right], \\
Y^{(N)}_i := \mathbb{E}_i [Y^{(N)}_{i+1} + f(t_i, X_{t_i}, Y^{(N)}_{i+1}, Z^{(N)}_i)(t_{i+1} - t_i)]. 
\]
We determine error estimates on the error of the Euler scheme, which is given by
\[
\mathcal{E}(N) := \max_{0 \leq i < N} \mathbb{E}[\| Y_i - Y^{(N)}_i \|_2^2] + \sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \mathbb{E}[\| Z_t - Z^{(N)}_t \|_2^2] dt. 
\]

The following proposition serves as the starting point of our analysis; it allows us to estimate the error \( \mathcal{E}(N) \) using estimates for the so-called \( L_2 \)-regularity, which we will do subsequently.

**Proposition 3.1.** Let \( \beta \leq \theta_L \). For the Euler scheme for BSDEs defined on the time-grids \( \{\pi^{(N)}_N : N \geq 1\} \), there is a constant \( C \) depending only on \( L_f, L_X, \theta_L, \theta_X, \beta, \) and \( T \), but not on \( N \), such that, for all \( N \geq 1 \),
\[
\mathcal{E}(N) \leq CN^{-1} + C \sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \| Z_t - \tilde{Z}_{t_{i+1}} \|_2^2 dt 
\]
where \( \tilde{Z}_{t_{i+1}} := \frac{1}{N} \mathbb{E}_i \left[ f_{t_{i+1}} Z_{t_{i+1}} dt \right] \).
The proof is analogous to the proof of [GL06] Theorem 1, one must only use the result $\Delta_k/(T - t_k)^{1 - \theta_L} \leq T^{\theta_L}(\beta N)^{-1}$ for $\beta \leq \theta_L$ (see Lemma 2.1) in order to compensate for the local Lipschitz constant of the driver.

The sum $\sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \|Z_t - \tilde{Z}_t\|^2 dt$ is called the $L_2$-regularity; it's study was initiated by [Zha03]. Since $\tilde{Z}_t := \frac{1}{\Delta t} \mathbb{E}[\int_{t_i}^{t_{i+1}} Z_s \, ds]$ is the projection of $Z$ onto the space of adapted discrete processes with nodes on $\pi$ under the scalar product $(u, v) = \mathbb{E} \int_0^T (u_s \cdot v_s) \, ds$, it follows that

$$\sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \|Z_t - \tilde{Z}_t\|^2 dt \leq \sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \|Z_t - Z_t\|^2 dt. \quad (3.1)$$

To bound $\mathcal{E}(N)$, it follows from Proposition 3.1 that it is sufficient to bound the term on the right-hand side of (3.1). However, as in the proof of the Representation Theorem in Section 2.5, it is not possible to do so directly for the BSDE ($\mathcal{Y}, \mathcal{Z}$), so we use an approximation procedure via the BSDE ($\mathcal{Y}^{(c)}, \mathcal{Z}^{(c)}$), which we recall from Definition 2.7 in Section 2.3.

Throughout the remainder of this section, we work with the version of $Z$ and $Z^{(c)}$ given by Theorem 2.16, i.e.

$$Z_t = \mathbb{E}_t[\Phi(X_T) H_T] + \int_t^T f(s, X_s, Y_s, Z_s) H_s \, ds \quad \text{for all } t \in [0, T) \quad \mathbb{P} - a.s.,$$

$$Z_t^{(c)} = \mathbb{E}_t[\Phi(X_T) H_T] + \int_t^T f^{(c)}(r, X_r, Y_r^{(c)}, Z_r^{(c)}) H_r^{(c)} \, dr \quad \text{for all } t \in [0, T) \quad \mathbb{P} - a.s.$$  

This version empowers us with the additional a priori estimates developed in Section 2.4; we use these estimates frequently in the analysis of this section.

The following lemma decomposes the $L_2$-regularity of $Z$ – the left-hand side of equation (3.1) – into the $L_2$-regularity of $Z^{(c)}$ and a small correction term controlled by $\varepsilon$.

**Lemma 3.2.** Let $\beta \in (0, 1)$. Then there is a constant $C$ depending only on $L_f, C_M, \theta_L, \theta_c, \beta, C_f, K^{\alpha}(\Phi)$, and $T$, such that for all $N \geq 1$

$$\sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \|Z_s - \tilde{Z}_i\|^2 ds \leq C \sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \|Z_s^{(c)} - \tilde{Z}_i^{(c)}\|^2 ds + C \varepsilon^{2 \gamma}$$

where $\tilde{Z}_i := \frac{1}{\Delta t} \mathbb{E}[\int_{t_i}^{t_{i+1}} Z_s \, ds]$, $\tilde{Z}_i^{(c)} := \frac{1}{\Delta t} \mathbb{E}[\int_{t_i}^{t_{i+1}} Z_s^{(c)} \, ds]$, and $\gamma := (\theta_c \wedge \frac{\alpha}{2} + \frac{\theta_L}{2}) \wedge \theta_c$.

**Proof.** In what follows, $C$ may change in value from line to line. Using the Cauchy inequality and the orthogonality of the projections, $\frac{1}{2} \sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \|Z_s - \tilde{Z}_i\|^2 ds \leq \int_0^T \|Z_s - Z_s^{(c)}\|^2 ds + \sum_{i=0}^{N-1} \|\tilde{Z}_i - \tilde{Z}_i^{(c)}\|^2 \Delta_i + \sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \|Z_s^{(c)} - \tilde{Z}_i^{(c)}\|^2 ds$. Recall from Corollary 2.14 that $\int_0^T \|Z_s - Z_s^{(c)}\|^2 ds \leq C \varepsilon^{2 \gamma}$. Moreover, using Jensen’s inequality,

$$\sum_{i=0}^{N-1} \|\tilde{Z}_i - \tilde{Z}_i^{(c)}\|^2 \Delta_i = \sum_{i=0}^{N-1} \|\mathbb{E}\left[\int_{t_i}^{t_{i+1}} (Z_s - Z_s^{(c)}) \, ds\right]\|^2 \Delta_i \leq \int_0^T \|Z_s - Z_s^{(c)}\|^2 ds \leq C \varepsilon^{2 \gamma}$$

and this completes the proof. \qed

We now come to our first and most general estimate on the $\mathcal{E}(N)$. Later, in Theorem 4.3, we augment this result with stronger assumptions.

**Theorem 3.3.** Let $0 < \beta < (2\gamma) \wedge \alpha$ and $\gamma := (\theta_c \wedge \frac{\alpha}{2} + \frac{\theta_L}{2}) \wedge \theta_c$. There is a constant $C$ depending only on $L_f, C_M, \theta_L, \theta_c, \beta, C_f, K^{\alpha}(\Phi)$, and $T$, but not on $N$, such that for all $N \geq 1$,

$$\mathcal{E}(N) \leq CN^{-1} 1_{[1,2]}(\alpha + \theta_L) + CN^{-2} 1_{[0,1]}(\alpha + \theta_L)$$
Proof. In what follows, $C$ may change in value from line to line. From Proposition 3.1, it is sufficient to bound $\sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \|Z_i - \tilde{Z}_i\|^2 dt$. To start with, assume $(A_{\theta L})$ and $(A_{b \Phi})$. Recall the BSDEs ($y^{(\varepsilon)}$, $z^{(\varepsilon)}$) from Definition 2.7 and ($U^{(\varepsilon)}$, $V^{(\varepsilon)}$) from (2.9) in Section 2.3. In the proof of [GM10 Theorem 3.1], the authors show that for any $i$ and $s \in [t_i, t_{i+1})$,

$$
\|z^{(\varepsilon)} - z_t^{i}\|_2 \leq C \int_t^s \|a_r^{(\varepsilon)}\|_2 dr + C \int_t^s \|V_r^{(\varepsilon)}\|_2 dr + C \Delta_i^{1/2} \tag{3.2}
$$

Using $\int_0^T \|a_r^{(\varepsilon)}\|^2 dr + \int_0^T \|V_r^{(\varepsilon)}\|^2 dr \leq C \varepsilon^{-1+(\theta_L+\alpha)\wedge 1}$ from (2.10) in Lemma 2.9 and (3.1), it follows from Jensen’s inequality that

$$
\sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \|z^{(\varepsilon)} - z_t^{i}\|^2 ds \leq \frac{C N}{N} + C \max_{0 \leq i < N-1} \Delta_i \leq CN^{-1}(1 + \varepsilon^{(\theta_L+\alpha)\wedge 1}). \tag{3.3}
$$

where $\max \Delta_i \leq CN^{-1}$ follows from (B.1) in Lemma B.1 Combining this estimate with $\sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \|z_s - z_t^{i}\|^2 ds \leq CN^{-1}$, shown in [GM10 Theorem 1.3], $Z^{(\varepsilon)} = z + z^{(\varepsilon)}$, and the results of Lemma 3.2 (3.1) it follows that

$$
\sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \|Z_s - \tilde{Z}_i\|^2 ds \leq CN^{-2\gamma/\beta} + C \varepsilon^{2\gamma} + CN^{-1}(1 + \varepsilon^{(\theta_L+\alpha)\wedge 1}). \tag{3.3}
$$

To complete the proof under $(A_{\theta L})$ and $(A_{b \Phi})$, let $\varepsilon := N^{-\delta}$ in the estimate (3.3), take $\delta := 1/(2\gamma)$ if $\alpha + \theta_L \geq 1$ and $\delta := 1$ otherwise, and notice that $2\gamma \leq \alpha + \theta_L$.

In order to prove the general result, recall the BSDE $(Y_M, Z_M)$ from Corollary 2.15; its terminal condition satisfies $(A_{b \Phi})$ and its driver satisfies $(A_{\theta L})$. Moreover, [GM10 Lemma 3.1] proves $K^{\alpha}(\Phi_M) \leq K^{\alpha}(\Phi)$. Therefore, working with the version of $Z_M$ given by the representation formula $Z_{M,t} = \mathbb{E}[\Phi_M(X_T)H_T^T + \int_0^T f_M(s, X_s, Y_{M,s}, Z_{M,s})H_s^T ds]$ from Theorem 2.16 it follows from the triangle inequality and the results obtained above that

$$
\mathcal{E}(N) \leq 2 \int_0^T \|Z_s - Z_{M,s}\|^2 ds + 2 \sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \|Z_{M,s} - \tilde{Z}_{M,t}\|^2 ds
$$

and letting $M \to \infty$ with Corollary 2.15 yields the result. \hfill \Box

4 A priori estimates under $(A_{b \Phi})$ and $(A_{b \Phi})$

At the end this section, we give a complementary result to Theorem 3.3 under stronger the conditions on the terminal condition $(A_{b \Phi})$ and $(A_{b \Phi})$, i.e. where the function $\Phi$ is bounded (and/or) Hölder continuous, respectively. This is achieved using the an additional a priori estimates on $\|V_t^{(\varepsilon)}\|_2$, given in Proposition 4.2 below. Moreover, these a priori estimates will be critical in Section 5 where one requires more structure than in Section 3. The result is proved, roughly speaking, by using a functional representation of the intermediate process $z^{(\varepsilon)}$ and show Lipschitz continuity of the said functional representation. This adds an additional layer of interest under $(A_{b \Phi})$ for the parameters $\theta_L \geq 1$, where we can demonstrate that limit of the process $z^{(\varepsilon)}$ is Lipschitz continuous, see Corollary 4.3. Regularity results are important for numerical schemes as they allow one to build algorithms with lower numerical complexity – see for example [KTH13 Section 3.5] and this regularity result has such implications for the proxy scheme described in the introduction of this paper.
First, we state the result that \( x \mapsto \sigma^{-1}(t, x) \) is uniformly Lipschitz continuous, and \( t \mapsto \sigma^{-1}(t, x) \) is uniformly 1/2-Hölder continuous. This elementary result will also be useful in Section 5 below. The proof is to be found in Appendix D.

**Lemma 4.1.** The right inverse matrix \( \sigma(t, \cdot)^{-1} \) is Lipschitz continuous uniformly in \( t \) and \( \sigma^{-1}(\cdot, x) \) is 1/2-Hölder continuous uniformly in \( x \). Its Lipschitz (resp. Hölder) constant depends \( \|\sigma\|_{\infty}, \|\nabla_x \sigma\|_{\infty} \) and \( \beta \) only, but not on \( (t, x) \). Moreover, \( \|\sigma^{-1}\|_{\infty} \leq \|\sigma\|_{\infty}/\beta \).

We now state the main result of this section, the a priori estimates on the process \( V^c(\varepsilon) \).

**Proposition 4.2.** Suppose that \( (A, \sigma) \) is in force and \( \Phi(x) \) is not zero everywhere in \( \mathbb{R}^d \). If \( (A_{b, \Phi}) \) is in force, there exists version of \( V^c(\varepsilon) \) and a constant \( C \) depending only on \( L_f \), the bounds on \( b \) and \( \sigma \) and their partial derivatives, \( \beta, C_M, \theta_L, \theta_c, C_f, \) and \( T \) such that for any \( \varepsilon \in (0, T] \) and every \( t \in [0, T) \), \( \|V^c(\varepsilon)\|_2 \leq C \phi(t, \varepsilon, \theta_L) \)

\[
\phi(t, \varepsilon, \theta_L) := \|\Phi\| \int_t^{T-\varepsilon} \frac{dr}{(T-r)(\beta-a_L)/2}.
\]

If \( (A_{b, \Phi}) \) is in force, there exists a version of \( V^c(\varepsilon) \), such that for any \( \varepsilon \in (0, T] \) and every \( t \in [0, T) \),

\[
\|V^c(\varepsilon)\|_2 \leq C \phi(t, \varepsilon, \theta_L, \theta_c).
\]

**Remark.** The integrals in (4.1,4.2) exist and are bounded by \( C\varepsilon^{-(1-\theta_L)/2}(T-t)(\alpha-1)/2. \)

**Proof.** In what follows, \( C \) may change from line to line.

**Step 1. Functional and BSDE setup.** For all \( (t, x) \in [0, T) \times \mathbb{R}^d \), consider the FBSDE

\[
y_t^{(c,t,x)} = \int_t^T F(r, X_r^{(c,t,x)}, y_r^{(c,t,x)}, z_r^{(c,t,x)}) dr - \int_t^T z_r^{(c,t,x)} dW_r, \quad s \in [t, T),
\]

where \( F(t, x, y, z) = f^{(c)}(t, x, u(t, x) + y, (\nabla_x u(t, x) \sigma(t, x))^T + z) \) and \( X^{(t,x)} \) is the solution of the SDE (2.2). Note that the BSDE \((y^{(c,t,x)}, z^{(c,t,x)})\) from Section 2.3 is equal to \((y^{(0,0,0,x)}, z^{(0,0,0,x)})\) because, thanks to Lemma 2.8 \((y, z)\) is equal to \((u(\cdot, X), \nabla_x u(\cdot, X) \sigma(\cdot, X))\) and \( X \) is equal to \( X^{(0,0,0,x)} \).

Since \( f^{(c)}(t, \cdot) \) is Lipschitz continuous for all \( t \in [0, T] \), \( F(t, \cdot) \) is also Lipschitz continuous, with Lipschitz constant \( C_1(0,T-\varepsilon)(t) \varepsilon^{(\theta_L-3)/2} \) for all \( t \in [0, T) \); see the first paragraph of the proof of Theorem 2.16 for detailed computations. Now, letting

\[
H_t^{(t,s,x)} := \frac{1_{(t,T)}(s)}{r-s} \int_t^r \sigma^{-1}(r, X_r^{(c,t,x)}) D_s X_r^{(c,t,x)} dW_r
\]

where \( D_s X^{(t,x)} \) is the Malliavin derivative of \( X^{(t,x)} \), it follows from [MIZ02] Theorem 4.2, because the terminal condition of the BSDE satisfied by \((y^{(c,t,x)}, z^{(c,t,x)})\) is zero, that \( z^{(c,t,x)} \) is equal to \( z^{(c,t,x)}(r, X_r^{(t,x)}) \) \( m \times \mathbb{P} \)-almost everywhere, where \( z^{(c)}(\cdot) : [0, T) \times \mathbb{R}^d \rightarrow (\mathbb{R}^d)^T \) is a continuous, deterministic function given by

\[
z^{(c)}(t, x) := \mathbb{E} \int_t^T F(r, X_r^{(c,t,x)}, y_r^{(c,t,x)}, z_r^{(c,t,x)}) H_r^{(t,s,x)} dr,
\]

we work with this version of \( z^{(c,t,x)} \) from hereon. Additionally, we show in Step 3 below that the process

\[
((\nabla X_s^{(t,x)})^T \nabla x z^{(c)}(s, X_s^{(t,x)}))_{0 \leq s \leq T}
\]
(the derivative here is in the weak sense) is a version of the process $(\nabla z_{t}^{(c,t,x)})_{0 \leq s \leq T}$, which is a part of the solution $(\nabla y^{(c,t,x)}, \nabla z^{(c,t,x)})$ of the BSDE

$$\nabla y^{(c,t,x)}_t = \int_t^T \nabla_x f(c)(\Theta_s)\nabla X^{(t,x)}_s + \nabla_y f(c)(\Theta_s)(\nabla_x u(r, X^{(t,x)}_s)\nabla X^{(t,x)}_s + \nabla y^{(c,t,x)}_s)dr$$

$$+ \int_t^T \nabla_x f(c)(\Theta_s)U(r, X^{(t,x)}_s)^\top \nabla X^{(t,x)}_s + \sum_{j=1}^q \nabla_z f_j(c)(\Theta_s)(\nabla z^{(c,t,x)}_{j,r})^\top dr - \sum_{j=1}^q \int_t^T (\nabla z^{(c,t,x)}_{j,r})^\top dW_r,$$

where $\Theta_s = (r, X^{(t,x)}_s, Y^{(c,t,x)}_s, Z^{(c,t,x)}_s)$; the function $U(t, x)$ is defined

$$U(t, x) := \nabla_x^2 u(t, x)\sigma(t, x) + \sum_{j=1}^d (\nabla_x u)_j(t, x)\nabla_x\sigma_j(t, x),$$

for the function $u$ defined in Lemma 2.8. Note that the BSDE (4.5) is a generalization to the BSDE (2.11) – solved by $(\nabla y^{(c)}_t, \nabla z^{(c)}_t)$ – which we recall for convenience:

$$\nabla y^{(c)}_t = \int_t^T \nabla_x f(c)(\Theta_s)\nabla X_s + \nabla_y f(c)(\Theta_s)(\nabla_x u(r, X_s)\nabla X_s + \nabla y^{(c)}_s)dr$$

$$+ \int_t^T \nabla_x f(c)(\Theta_s)U(r, X_s)^\top \nabla X_s + \sum_{j=1}^q \nabla_z f_j(c)(\Theta_s)(\nabla z^{(c)}_{j,r})^\top dr - \sum_{j=1}^q \int_t^T (\nabla z^{(c)}_{j,r})^\top dW_r;$$

indeed, in (2.11), set $t \equiv 0$ and $x \equiv x_0$.

**Step 2. Proof assuming $z^{(c)}(t, \cdot)$ is Lipschitz continuous with $|\nabla x z^{(c)}(t, \cdot)| \leq C \phi(t, \cdot)$ and $(\nabla X^{(t,x)}_s)^\top \nabla x z^{(c)}(s, X^{(t,x)}_s)$ is a version of $\nabla z^{(c,t,x)}_s$.** The hypothesis $|\nabla x z^{(c)}(t, \cdot)| \leq C \phi(t, \cdot)$ implies that

$$\|\nabla z^{(c)}_t\|_2 = \|((\nabla X_t)^\top \nabla x z^{(c)}(t, X_t))\|_2 \leq \|\nabla X_t\|_2 \|\nabla x z^{(c)}(t, \cdot)\|_\infty \leq C \phi(t, \cdot)$$

for all $s$.

Now, using Lemma 2.9

$$\|\sup_{s \leq r < T} U^{(c)}_r\|_2 \leq C \int_s^T a^{(c)}_r \|2dr \leq C \int_s^T \frac{dr}{(T - r)^{(3 - \alpha) / 2}} \leq C \phi(s, \cdot),$$

and $(V^{(c)}_{j,t})^\top = (\nabla z^{(c)}_{j,t})^\top \sigma^{-1}(t, X_t) - U^{(c)}_t \nabla_x \sigma_j(t, X_t)$, therefore we conclude that $\|V^{(c)}_t\|_2 \leq C \phi(s, \cdot)$ as required.

**Step 3. Proving that $(\nabla X^{(t,x)}_s)^\top \nabla x z^{(c)}(s, X^{(t,x)}_s)$ is a version of $\nabla z^{(c,t,x)}_s$.** We make use of Malliavin calculus – see Section 2.1. By taking the Malliavin derivative on both the BSDE solution $(y^{(c)}, z^{(c)})$ and on the functional representation $z^{(c)}(s, X^{(c)}_s)$, we obtain an intermediate version that is equal for both.

**BSDE arguments.** There is a version (see [CM10, Lemma 2.2] for the proof) of the processes $(D_s y^{(c,t,x)}_s, D_s z^{(c,t,x)}_s)_{s \leq r \leq T}$, the Malliavin derivatives of the processes $(y^{(c)}, z^{(c)})$, solving the BSDE

$$D_s y^{(c,t,x)}_r = \int_t^T \nabla_x f(c)(\Theta_s)D_s X^{(t,x)}_s + \nabla_y f(c)(\Theta_s)(\nabla_x u(r, X^{(t,x)}_s)D_s X^{(t,x)}_s + D_s y^{(c,t,x)}_s)dr$$

$$+ \int_t^T \nabla_x f(c)(\Theta_s)U(r, X^{(t,x)}_s)^\top D_s X^{(t,x)}_s + \sum_{j=1}^q \nabla_z f_j(c)(\Theta_s)(D_s z^{(c,t,x)}_{j,r})^\top dr$$

$$- \sum_{j=1}^q \int_t^T (D_s z^{(c,t,x)}_{j,r})^\top dW_r,$$

(4.6)
We multiply (4.6) on the right by $\sigma^{-1}(s, X^s_{t,x})\nabla X^s_{t,x}$ and apply Lemma 2.5 to obtain

$$D_s y_{\tau}^{(c,t,x)} \sigma^{-1}(s, X^s_{t,x})\nabla X^s_{t,x} = \int_T \nabla_x f^c(\Theta_s)\nabla X^s_{t,x} + \nabla_y f^c(\Theta_s)(\nabla_x u(r, X^r_{t,x})\nabla X^s_{t,x}) dr \nonumber$$

$$+ \int_T \nabla_y f^c(\Theta_s)D_s y_{\tau}^{(c,t,x)} \sigma^{-1}(s, X^s_{t,x})\nabla X^s_{t,x} dr \nonumber$$

$$+ \int_T \nabla_x f^c(\Theta_s)U(r, X^r_{t,x})^\top \nabla X^s_{t,x} dr \nonumber$$

$$+ \sum_{j=1}^q \int_T \nabla z^{\tau}(\Theta_s)(\sigma^{-1}(s, X^s_{t,x})\nabla X^s_{t,x})^\top D_z z_{\tau}^{(c,t,x)} dr \nonumber$$

$$- \sum_{j=1}^q \int_T (\sigma^{-1}(s, X^s_{t,x})\nabla X^s_{t,x})^\top D_z z_{\tau}^{(c,t,x)} dW_r; \quad (4.7) \nonumber$$

comparing the BSDE (4.7) to (4.5) term by term, it is clear that

$$(D_s y_{\tau}^{(c,t,x)} \sigma^{-1}(s, X^s_{t,x})\nabla X^s_{t,x}, (\sigma^{-1}(s, X^s_{t,x})\nabla X^s_{t,x})^\top D_z z_{\tau}^{(c,t,x)})_{s \leq T}, \nonumber$$

a version of the solution to (4.7), is a version of $(\nabla y^{(c,t,x)}, \nabla z^{(c,t,x)})_{s \leq T}$, the solution to (4.5), for all $s \in [0, T]$.

**Functional arguments.** We start by assuming that $z^{(c)}(t, \cdot)$ is smooth (or by taking a mollification). The chain-rule of Mallian calculus - Lemma 2.3 yields $D_s z^{(c)}(\tau, X^\tau_{t,x})$ equals $(D_s X^\tau_{t,x})^\top \nabla_x z^{(c)}(\tau, X^\tau_{t,x})$, and, applying Lemma 2.5 $(\sigma^{-1}(s, X^s_{t,x})\nabla X^s_{t,x})^\top D_z z^{(c)}(\tau, X^\tau_{t,x})$ is equal to $(\nabla X^\tau_{t,x})^\top \nabla_x z^{(c)}(\tau, X^\tau_{t,x})$. The result follows for $z^{(c)}(t, \cdot)$ only Lipschitz continuous by standard limiting arguments. Since $(z^{(c)}(\tau, X^\tau_{t,x}))_{0 \leq \tau \leq T}$ is a version of $(z^{(c,t,x)}_{\tau})_{0 \leq \tau \leq T}$, it follows that $(D_s z^{(c)}(\tau, X^\tau_{t,x}))_{s \leq \tau \leq T}$ is a version of $(D_s z^{(c,t,x)}_{\tau})_{s \leq \tau \leq T}$, and therefore that

$$(\sigma^{-1}(s, X^s_{t,x})\nabla X^s_{t,x})^\top D_z z^{(c,t,x)}_{\tau})_{s \leq \tau \leq T} = ((\nabla X^\tau_{t,x})^\top \nabla_x z^{(c)}(\tau, X^\tau_{t,x}))_{s \leq \tau \leq T} \nonumber$$

is a version of $(\sigma^{-1}(s, X^s_{t,x})\nabla X^s_{t,x})^\top D_z z^{(c,t,x)}_{\tau})_{s \leq \tau \leq T}$ for all $s \in [0, T]$.

We now combine the BSDE arguments and the functional arguments from above. Thanks to the intermediate version $(\sigma^{-1}(s, X^s_{t,x})\nabla X^s_{t,x})^\top D_z z^{(c,t,x)}_{\tau}0 \leq \tau \leq T$, it follows that

$$(\nabla X^\tau_{t,x})^\top \nabla_x z^{(c)}(\tau, X^\tau_{t,x}))_{0 \leq \tau \leq T} \nonumber$$

is a version of $(\nabla z^{(c,t,x)}_{\tau})_{0 \leq \tau \leq T}$.

**Step 4. Proving $z^{(c)}(t, \cdot)$ is Lipschitz continuous.** Fix $s \in [t, T)$. Using the representation (4.4) of $z^{(c,t,x)}$, it follows that

$$\|z^{(c,t,x)}_{s} - z^{(c,t,x)}_{t}\|_2 \leq \|E_s[\int_T F(r, X^s_{t,x}, y_{\tau}^{(c,t,x)}, z^{(c,t,x)}_{\tau}) H^{(c,t,x)}_{\tau} dr] - \|E_s[\int_T F(r, X^s_{t,x}, y_{\tau}^{(c,t,x)}, z^{(c,t,x)}_{\tau}) H^{(c,t,x)}_{\tau} dr]\|_2 \nonumber$$

$$+ \|E_s[\int_T F(r, X^s_{t,x}, y_{\tau}^{(c,t,x)}, z^{(c,t,x)}_{\tau}) (H^{(c,t,x)}_{\tau} - H^{(c,t,x)}_{\tau}) dr]_2 \nonumber$$

$$=: A_1 + A_2. \nonumber$$
We start with an estimate for $A_2$. Using the Cauchy-Schwarz inequality, it follows that

$$A_2 \leq \int_s^T \| F(r, X_r^{(t,x_2)}, y_r^{(c,t,x_2)}, z_r^{(c,t,x_2)}) \|_4 \| H_r^{(t,x_1,s)} - H_r^{(t,x_2,s)} \|_4 dr$$

(4.8)

**Bounding** $\| H_r^{(t,x_1,s)} - H_r^{(t,x_2,s)} \|_4$. Using the same techniques as in the proof of Lemma 2.10, one shows that

$$\| H_r^{(t,x_1,s)} - H_r^{(t,x_2,s)} \|_4 \leq C_4 \left( \| \sigma^{-1}(s, S_s^{(t,x_1)}) - \sigma^{-1}(s, S_s^{(t,x_2)}) \|_{\mathcal{S}} \mathbb{E}[\sup_{s \leq u \leq T} |D_u X_u^{(t,x_1)}|]^4 \right)^{1/4}$$

$$+ C_4 \left( \| \sigma^{-1} \|_{\mathcal{S}} \mathbb{E}[\sup_{s \leq u \leq T} |D_u X_u^{(t,x_1)} - D_u X_u^{(t,x_2)}|]^4 \right)^{1/4}.$$

(4.9)

where $C_4$ is the constant coming from the BDG inequality. Thanks to [RY99, Theorem IX.2.4], we have that

$$\| X_s^{(t,x_1)} - X_s^{(t,x_2)} \|_{\mathcal{S}} \leq C|x_1 - x_2|$$

(4.10)

The function $\sigma^{-1}(t, \cdot)$ is Lipschitz continuous uniformly in $t$ with Lipschitz constant as given in Lemma 4.1 for all $s \in [t, T)$. Moreover, Lemma 2.5 gives that

$$\mathbb{E}[\sup_{s \leq u \leq T} |D_u X_u^{(t,x_1)}|]^4 \leq C$$

and

$$\mathbb{E}[\sup_{s \leq u \leq T} |D_u X_u^{(t,x_1)} - D_u X_u^{(t,x_2)}|]^4 \leq C|x_1 - x_2|.$$

Combining these estimates, it follows that $\| H_r^{(t,x_1,t)} - H_r^{(t,x_2,t)} \|_4 \leq C|x_1 - x_2|/\sqrt{T - t}$.

**Bounding** $\| F(r, X_r^{(t,x_2)}, y_r^{(c,t,x_2)}, z_r^{(c,t,x_2)}) \|_4$. We take advantage of the local Lipschitz continuity and boundedness \{1.2\} of $f$, and the uniform bounds on $u$ and its partial derivatives from Lemma 2.8 in order to show that

$$|F(r, X_r^{(t,x_2)}, 0, 0)| \leq |f(r, X_r^{(t,x_2)}, 0, 0)| + L_f \left( \| u(r, X_r^{(t,x_2)}) \|_{(T - r)^{1-\theta_c}} + \| \sigma \|_{\mathcal{S}} \| \nabla_u u(r, X_r^{(t,x_2)}) \|_{(T - r)^{1-\theta_c}} \right)$$

$$\leq \frac{C_f}{(T - r)^{1-\theta_c}} + \frac{C B_r(\Phi)}{(T - r)^{1-\theta_c}} \leq C \frac{B_r(\Phi)}{(T - r)^{1-\theta_c}}$$

(4.11)

where

$$B_r(\Phi) := \begin{cases} \sqrt{T - t} + C & \text{if } \Phi \text{ is constant,} \\ \mathbb{E}[|\Phi(X_T^{(t,x_2)}) - \mathbb{E}[\Phi(X_T^{(t,x_2)})]|^{1/2}] & \text{else.} \end{cases}$$

Without loss of generality, we will consider the setting where $\Phi$ is not constant, because, for constant $\Phi$, the arguments will be analogous to the arguments under $(A_{\Phi, \Phi})$ with $\theta_c \equiv 1$. It follows from the triangle inequality, the local Lipschitz continuity \{1.2\} and the inequality (4.11) that

$$|F(r, X_r^{(t,x_2)}, y_r^{(c,t,x_2)}, z_r^{(c,t,x_2)})| \leq |F(r, X_r^{(t,x_2)}, 0, 0)| + L_f \left( \| y_r^{(c,t,x_2)} \|_{(T - r)^{1-\theta_c}} + | z_r^{(c,t,x_2)} | \right)$$

But $y_r^{(c,t,x_2)}$ and $z_r^{(c,t,x_2)}$ are bounded in $L_1$: applying Proposition 2.12 with $(Y_1, Z_1) = (0, 0)$ and $(Y_2, Z_2) = (y_r^{(c,t,x_2)}, z_r^{(c,t,x_2)})$, combined with inequality (4.11) and Lemma 2.2 to obtain that

$$\| y_r^{(c,t,x_2)} \|_{(T - r)^{1-\theta_c}} \leq C \int_{r}^{T} \mathbb{E}[|F(u, X_u^{(t,x_2)}, 0, 0)|^{1/2}] du \leq C B_r(\Phi)(T - r)^{\theta_c \wedge \theta_L}/2,$$

$$\| z_r^{(c,t,x_2)} \|_{(T - r)^{1-\theta_c}} \leq C \int_{r}^{T} \mathbb{E}[|F(u, X_u^{(t,x_2)}, 0, 0)|^{1/2}(u - r)^{-1/2}] du \leq C B_r(\Phi)(T - r)^{\theta_c \wedge \theta_L - \frac{1}{2}}.$$
for all $r \in [t,T)$. Therefore, $\|F(r, X_t^{(t,x_2)}, y_r^{(t,t,x_2)}, z_r^{(t,t,x_2)})\|_4$ is bounded above by $C(T - r)^{\theta_1} \sqrt{r - s} - 1$.

Now, both $(A_{\theta, \Phi})$ and $(A_{\Phi})$ imply that $\|B_r(\Phi)\|_4$ is bounded above uniformly in $r$ by $C$. Substituting this and the bound on $\|H_{r_1}^{(t,x_1,s)} - H_{r_2}^{(t,x_2,t)}\|_4$ into (4.8)

$$A_2 \leq CB_4(\Phi)|x_1 - x_2| \int_s^T \frac{dr}{(T-r)^{1-\theta_1} \sqrt{r - s}} \leq CB_4(\Phi)|x_1 - x_2| \int_s^T \frac{dr}{(T-s)^{1/2} \sqrt{r - s}}$$

Now, we estimate $A_1$. Using Corollary 2.11 (with $H_{r_1}^{(t,x_1,s)}$ in the place of $H_r$), it follows that

$$A_1 \leq \int_s^T \left( E_s[\|F(r, X_t^{(t,x_1)}, y_r^{(t,t,x_1)}, z_r^{(t,t,x_1)}) - F(r, X_t^{(t,x_2)}, y_r^{(t,t,x_2)}, z_r^{(t,t,x_2)})\|_2]^2 \right)^{1/2} dr$$

Analogously to Lemma 2.10 (with $H_{r_1}^{(t,x_1,s)}$), $A_1$ is bounded by

$$C \int_s^T \left( E_s[\|F(r, X_t^{(t,x_1)}, y_r^{(t,t,x_1)}, z_r^{(t,t,x_1)}) - F(r, X_t^{(t,x_2)}, y_r^{(t,t,x_2)}, z_r^{(t,t,x_2)})\|_2]^2 \right)^{1/2} dr$$

where we have used Minkowski’s inequality to take the norm $\| \cdot \|_2$ into the Lebesgue integral. By applying the Lipschitz continuity of $f(c)(r, \cdot)$, $A_1$ is bounded by

$$C \int_s^T \left( \|X_r^{(t,x_1)} - X_r^{(t,x_2)}\|_2 \right)^2 dr$$

Using the differentiability of $u(s, \cdot)$, it follows that

$$\|u(r, X_r^{(t,x_1)}) - u(r, X_r^{(t,x_2)})\|_2 \leq \|R(u, r, X_r^{(t,x_1)}, X_r^{(t,x_2)})\|_2,$$

$$\|\nabla_x u(r, X_r^{(t,x_1)}) - \nabla_x u(r, X_r^{(t,x_2)})\|_2 \leq \|R(\nabla_x u, r, X_r^{(t,x_1)}, X_r^{(t,x_2)})\|_2$$

for all $r \in [t,T)$, where, for a differentiable function $g$, $R(g, r, x, x')$ is the remainder from the first order Taylor expansion of $g(r, x) - g(r, x')$: in the case of $g$ taking values in $R$, this is equal to

$$R(g, r, x, x') = \{ \int_0^1 \nabla_x g(\delta x + (1-\delta)x')d\delta \}(x - x');$$

in the multidimensional case, the expansion (1.13) is defined component-wise. Denote by $R(r)$ the sum of the normed residuals $\|R(u, r, X_r^{(t,x_1)}, X_r^{(t,x_2)})\|_2$ and $\|R(\nabla_x u, r, X_r^{(t,x_1)}, X_r^{(t,x_2)})\|_2$. Therefore, using the notation $\Theta_r := \|y_r^{(t,t,x_1)} - y_r^{(t,t,x_2)}\|_2 + \|z_r^{(t,t,x_1)} - z_r^{(t,t,x_2)}\|_2$, the final bound on $A_1$ is

$$A_1 \leq C \int_s^T \|X_r^{(t,x_1)} - X_r^{(t,x_2)}\|_2 dr + C \int_s^T \frac{R(r)dr}{(T-r)^{1-\theta_1/2} \sqrt{r - t}} + C \int_s^T \frac{\Theta_r dr}{(T-r)^{1-\theta_1/2} \sqrt{r - t}}.$$

It follows from Lemma 2.8 that

$$R(r) \leq \left\{ \begin{array}{ll}
C\|\Phi\|_\infty \|X_r^{(t,x_1)} - X_r^{(t,x_2)}\|_2(T - r)^{-1} & \leq C\|\Phi\|_\infty |x_1 - x_2|(T - r)^{-1} \text{ under (A}_{\theta, \Phi}) , \\
CK_\theta \|X_r^{(t,x_1)} - X_r^{(t,x_2)}\|_2(T - r)^{\theta_1} & \leq CK_\theta |x_1 - x_2|(T - r)^{\theta_1} \text{ under (A}_{\theta, \Phi}),
\end{array} \right.$$
The bound \( \|X^{(t,x_1)}_r - X^{(t,x_2)}_r\|_2 \leq C|x_1 - x_2| \) is obtained from [RY99] Theorem IX.2.4, which also implies that

\[
\int_s^{T-\varepsilon} \frac{\|X^{(t,x_1)}_r - X^{(t,x_2)}_r\|_2}{(T-r)^{1-\theta_L/2}} dr \leq \int_s^{T-\varepsilon} \frac{C|x_1 - x_2|}{(T-r)^{1-\theta_L/2}} dr.
\]

It is clear from the bounds above that the integral in \( R(r) \) in the bound of \( A_1 \) dominates the upper bound on \( A_2 \), and also the integral

\[
\int_s^{T-\varepsilon} \frac{\|X^{(t,x_1)}_r - X^{(t,x_2)}_r\|_2}{(T-r)^{1-\theta_L/2}} dr.
\]

Therefore,

\[
\|z^{(c,t,x_1)}_s - z^{(c,t,x_2)}_s\|_2 \leq C \int_s^{T-\varepsilon} \frac{R(r) dr}{(T-r)^{1-\theta_L/2}} + C \int_s^{T-\varepsilon} \frac{\Theta_r dr}{(T-r)^{1-\theta_L/2}}.
\]

Since \( y^{(c,t,x)}_s = \mathbb{E}_s \int_r^T F(r, X^{(t,x)}_r, y^{(c,t,x)}_r, z^{(c,t,x)}_r) dr \) similar estimates yield

\[
\Theta_s \leq C \int_s^{T-\varepsilon} \frac{R(r) dr}{(T-r)^{1-\theta_L/2}} + C \int_s^{T-\varepsilon} \frac{\Theta_r dr}{(T-r)^{1-\theta_L/2}}
\]

for all \( s \in [t, T) \). Let \((A_{b\phi})\) be in force. Applying Lemma [C.3] with

\[
w_r := C \|\Phi\|_\infty |x_1 - x_2| \int_r^{T-\varepsilon} (T-u)(\theta_L-3)/(u-r)^{-1/2} du
\]

and \( u_r := \Theta_r \), it follows that

\[
\Theta_s \leq C \|\Phi\|_\infty |x_1 - x_2| \int_s^{T-\varepsilon} \frac{dr}{(T-r)^{1-\theta_L/2}} + C \|\Phi\|_\infty |x_1 - x_2| \int_s^{T-\varepsilon} \frac{dr}{(T-r)^{1-\theta_L/2}}
\]

where we have used Lemma [C.2] to bound the integral \( \int_s^u (u-r)^{\theta_L/2-1}(r-s)^{-1/2} dr \). Then, applying Lemma [C.4] to bound the integral \( \int_s^{T-\varepsilon} \Theta_s (T-r)^{(\theta_L-1)/2} dr \), final bound on \( \|z^{(c,t,x_1)}_s - z^{(c,t,x_2)}_s\|_2 \) for all \( t \in [0, T) \), \( (x_1, x_2) \in (R^d)^2 \), and \( s \in [t, T) \) is

\[
\|z^{(c,t,x_1)}_s - z^{(c,t,x_2)}_s\|_2 \leq C \|\Phi\|_\infty |x_1 - x_2| \int_s^{T-\varepsilon} \frac{dr}{(T-r)^{1-\theta_L/2}} + C \|\Phi\|_\infty |x_1 - x_2| \int_s^{T-\varepsilon} \frac{dr}{(T-r)^{1-\theta_L/2}}
\]

and application of Lemma [C.2] yields the final upper bound \( C\phi(t, \varepsilon, \theta_L)|x_1 - x_2| \). Therefore, setting \( t = s \) yields that the function \( z^{(c)}(t, \cdot) \) is Lipschitz continuous with Lipschitz constant \( C\phi(t, \varepsilon, \theta_L) \), as required. The proof under \((A_{b\phi})\) is analogous.

We now come to the regularity result advertised at the beginning of this section; this result is not used in the remainder of this paper, but may hold some interest for other works.
Lemma 4.4. Assume that for all \( N \geq 3 \) \( Z \) is in force, and let \( \theta_L + \theta_\Phi \geq 1 \). Then there exists a function \( z : [0, T] \times \mathbb{R}^d \to (\mathbb{R}^q)^T \) such that \( \nabla_z u(s, X_s) \sigma(s, X_s) + z(s, X_s) \) is a version of \( Z_s \). Moreover, recalling the function \( \phi(t, \varepsilon, \theta_L, \theta_\Phi) \) from (4.2) for all \( t \in [0, T) \), \( x \mapsto z(t, x) \) is Lipschitz continuous with Lipschitz constant equal to

\[
\lim_{\varepsilon \to 0} \phi(t, \varepsilon, \theta_L, \theta_\Phi) \leq \frac{C}{(T - t)^{1 - (\theta_L + \theta_\Phi)/2}}
\]

for some finite constant \( C \) depending only on \( K_\Phi, L_f \), the bounds on \( b \) and \( \sigma \) and their partial derivatives, \( \beta, C_M, \theta_L, \theta_c, C_f \), and \( T \).

Proof. Let \((Y^{(t,x)}, Z^{(t,x)})\) be the solution of

\[
Y_s^{(t,x)} = \Phi(X_T^{(t,x)}) + \int_s^T f(\tau, X_\tau^{(t,x)}, Y_\tau^{(t,x)}, Z_\tau^{(t,x)})d\tau - \int_s^T Z_\tau^{(t,x)}dW_\tau,
\]

and set

\[
z(t, x) := \mathbb{E}_t\left[ \int_t^T f(\tau, X_\tau^{(t,x)}, Y_\tau^{(t,x)}, Z_\tau^{(t,x)})H_\tau^{(t,x,s)}d\tau \right]
\]

for

\[
H_\tau^{(t,x,s)} := \frac{1}{1 - (\theta_L + \theta_\Phi)} \left( \int_s^\tau \sigma^{-1}(r, X_r^{(t,x)})D_sX_r^{(t,x)}dW_r \right)^T.
\]

Recall the function \( z(c) : [0, T] \times \mathbb{R}^d \to (\mathbb{R}^q)^T \) from (4.4). One shows \( z(t, x) = \lim_{\varepsilon \to 0} z_c(t, x) \) by mimicking the proof of Theorem 2.16. Since \( Z^{(c)} \) is the limit of \( Z_c \) as \( \varepsilon \to 0 \) in \( \mathcal{H}^2 \), and \( z^{(c)}(s, X_s) \) is a version of \( Z_s^{(c)} - \nabla Z u(s, X_s)\sigma(s, X_s) \), it follows that \( z(s, X_s) \) is a version of \( Z_s - \nabla Z u(s, X_s)\sigma(s, X_s) \), as required. Finally, to prove the Lipschitz continuity of \( z(t, \cdot) \), we observe that, for \( \theta_L + \theta_\Phi \geq 1 \),

\[
\lim_{\varepsilon \to 0} \phi(t, \varepsilon, \theta_L, \theta_\Phi) = K_\Phi \int_t^T \frac{dr}{(T - r)^{1 - (\theta_L + \theta_\Phi)/2}} \leq \frac{C}{(T - t)^{1 - (\theta_L + \theta_\Phi)/2}}
\]

thanks to Lemma [C.2] and proceed as in Step 4 of the proof of Proposition 4.2 (with \( z(t, \cdot) \) in the place of \( z^{(c)}(t, \cdot) \)); the upper bound on the limit \( \lim_{\varepsilon \to 0} \phi(t, \varepsilon, \theta_L, \theta_\Phi) \) comes from Lemma [C.2]. \( \square \)

In order to make use of Proposition 4.2, it is necessary to approximate \( Z \) by an intermediate process \( \tilde{Z}_M \) which satisfies the hypotheses of Proposition 4.2.

Lemma 4.4. Assume that \((A_{\text{exp}}\Phi)\) is in force. Recall the BSDE \((Y_M, Z_M)\) defined in Corollary 2.15. Take the version of \( Z_M \) given by Theorem 2.16. For \( M = (3\ln(N))^{1/4} + R(M) \) equal to \( 3L_f e^{M^2/2} \), there is a finite constant \( C \) depending only on \( L_f, C_M, \theta_L, C_\xi \), and \( T \), but not on \( N \), such that for all \( N \geq 1 \)

\[
\sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \|Z_s - \tilde{Z}_s\|_2^2 ds \leq C \sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \|Z_{M,s} - \tilde{Z}_{M,t_i}\|_2^2 ds + CN^{-1}
\]

where \( \tilde{Z}_t := \frac{1}{N} \mathbb{E}_t \left[ \int_{t_i}^{t_{i+1}} Z_t dt \right] \) and \( \tilde{Z}_{M,t_i} := \frac{1}{N} \mathbb{E}_t \left[ \int_{t_i}^{t_{i+1}} Z_{M,t} dt \right] \).

Proof. In what follows, \( C \) may change from line to line. Using Cauchy’s inequality and the orthogonality of the projections,

\[
\frac{1}{2} \sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \|Z_s - \tilde{Z}_s\|_2^2 ds \leq \int_0^T \|Z_s - Z_{M,s}\|_2^2 ds + \sum_{i=0}^{N-1} \|Z_{t_i} - \tilde{Z}_{M,t_i}\|_2^2 + \sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \|Z_{M,s} - \tilde{Z}_{M,t_i}\|_2^2 ds.
\]

31
From Jensen’s inequality, it follows that \( \sum_{i=0}^{N-1} \| \tilde{Z}_{t_i} - \tilde{Z}_{M,t_i} \|_2^2 \Delta_i \leq \int_0^T \| Z_s - \tilde{Z}_{M,s} \|_2^2 ds \). Proposition 2.12 with \((Y_1, Z_1) := (Y_M, Z_M)\) and \((Y_2, Z_2) := (Y, Z)\) yields that, for any \( s \in [0, T) \),

\[
\int_0^T \| Z_t - Z_{M,t} \|_2^2 dt \leq C\| \Phi(X_T) - \Phi_M(X_T) \|_2^2 + C \int_0^T \| f(t, X_t, Y_{M,t}, Z_{M,t}) - f_M(t, X_t, Y_{M,t}, Z_{M,t}) \|_2^2 dt,
\]

(4.14)

It follows from Markov’s exponential inequality and \((A_{\exp \Phi})\) that

\[
\| \Phi(X_T) - \Phi_M(X_T) \|_2^2 = \int_{M^2} \Pr (|\Phi(X_T)|^2 \geq x) dx \leq C_T \int_{M^2} e^{-\sqrt{T}x} dx = 2C_T (1 + M^4) e^{-M^4} \leq CN^{-2}.
\]

(4.15)

The last inequality is obtained by substituting the value of \( M \). On the other hand, the basic properties of the mollifier in Definition 1.1 yields

\[
|f(t, X_t, Y_{M,t}, Z_{M,t}) - f_M(t, X_t, Y_{M,t}, Z_{M,t})| \\
\leq \int_{[\mathbb{R}^d \times \mathbb{R}^d \times [0,T)} |f(t, X_t, Y_{M,t}, Z_{M,t}) - f(t, X_t - x, Y_{M,t} - y, Z_{M,t} - z)| \phi_{R(M)}(x,y,z) d(x,y,z)
\]

\[
\leq \frac{L f}{(T-t)^{(1-\theta_L)/2}} \int_{\{|x|^2 + |y|^2 + |z|^2 \leq R(M)^2\}} (|x| + |y| + |z|) \phi_{R(M)}(x,y,z) d(x,y,z) \leq \frac{3L f}{(T-t)^{(1-\theta_L)/2} R(M)}
\]

(4.16)

Substituting the value of \( R(M) \) then gives \( \|f(t, X_t, Y_{M,t}, Z_{M,t}) - f_M(t, X_t, Y_{M,t}, Z_{M,t})\|_2 \leq (T-t)^{(\theta_L-1)/2} N^{-1/2} \) for all \( t \in [0, T) \). Substituting (4.15) and (4.16) into (4.14) Lemma C.2 then yields

\[
\int_0^T \| Z_s - Z_{M,s} \|_2^2 ds \leq CN^{-1} + CN^{-2} \sum_{i=0}^{N-1} \frac{\Delta_i}{T-t_i},
\]

The sum on the right hand side above is bounded by \( 1 + \int_0^{N-1} (T-t)^{-1} dt = 1 + C \ln(N) \), whence the proof is complete. \( \Box \)

We now provide an extension to Theorem 3.3 under \((A_{h\Phi})\) with the aid of Proposition 4.2

**Theorem 4.5.** Let \((A_{h\Phi})\) be in force and \( \theta < \beta < (2\gamma) \wedge (\alpha \wedge \theta_L) \). There is a constant \( C \) depending only on \( L_f, C_M, \theta_L, \beta, \gamma, C_f, K_{\Phi} \) and \( T \), but not on \( N \), such that for all \( N \geq 1 \),

\[
\mathcal{E}(N) \leq CN^{-1} 1_{[1,3]}(\theta_L + \beta + 2\gamma) + CN^{-2} \gamma 1_{(0,1)}(\theta_L + \beta + 2\gamma) \quad (4.17)
\]

for \( \gamma := (\theta_L + \frac{\beta}{2} + \frac{\theta_L}{2}) \wedge \theta_L \).

**Proof.** In what follows, \( C \) may change from line to line. To start with, we assume that \((A_{df})\) and \((A_{h\Phi})\) are in force. Recall (3.2). From the bounds \( \|a_{(c)}\|_2 \leq C(T-r)^{(\alpha + \theta_L - 3)/2} \) in the proof on Lemma 2.9 the first sum \( \sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} (\int_{t_{i+1}}^{T} ||dr||_2^2 dr) dt \) is bounded above by

\[
C \sum_{i=0}^{N-2} \int_{t_i}^{t_{i+1}} \frac{dt}{(T-r)^{2-\alpha}} + C \int_{t_{N-1}}^{T} \frac{dt}{(T-r)^{1-\alpha}}
\]

\[
\leq C \sum_{i=0}^{N-2} \int_{t_i}^{t_{i+1}} (T-r)^{\beta-1} (T-t_i)^{1+\theta_L} dt + C \int_{t_{N-1}}^{T} \frac{dt}{(T-r)^{1-\alpha}}
\]

\[
\leq C \sum_{i=0}^{N-2} \frac{\Delta_i^{1+\theta_L}}{(T-t_{i+1})^{1-\beta}} + C \Delta_i^{\theta_L} + C \Delta_i^{\theta_L + \frac{\alpha}{N-1}}.
\]

(4.18)
Using (B.2) from Lemma B.1, \( \Delta_i \leq C \Delta_{i+1} \) for \( i < N - 1 \), which, combined with (B.1), yields

\[
\max_{0 \leq i \leq N-2} \Delta_{i+1}^{1+\theta_L} (T - t_{i+1})^{1-\beta} \leq C \max_{0 \leq i \leq N-1} \Delta_i^{1+\theta_L} (T - t_i)^{1-\beta} < CN^{-1-\theta_L}.
\]

Additionally, \( \beta < \alpha \) implies that \( \Delta_{N-1}^{\alpha+\theta_L} = CN^{-(\alpha+\theta_L)/\beta} \leq CN^{-1} \). Substituting these results into (4.18) gives

\[
\sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \left( \int_{t_i}^{t} \|a_r^{(e)}\|_2 dr \right)^2 dt \leq CN^{-1}.
\]  

The refined estimates \( \|V_r^{(e)}\|_2 \leq C\phi(r, \varepsilon, \theta_L, \theta_B) \) for all \( r \in [0, T) \) from Proposition 4.2 are used to bound \( \sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \left( \int_{t_i}^{t} \|V_r^{(e)}\|_2 dr \right)^2 dt \) from above by \( \sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \left( \int_{t_i}^{t} \phi(r, \varepsilon, \theta_L, \theta_B) dr \right)^2 dt \), which itself is bounded above by

\[
\sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \left( \int_{t_i}^{t} \phi(r, \varepsilon, \theta_L, \theta_B) dr \right)^2 dt = \sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \left( \int_{t_i}^{t} K_B \int_{t_i}^{T-\varepsilon} \frac{du}{(T-u)^{2/3-\beta} \sqrt{u-r}} \right) dr dt.
\]

Now, using Lemma C.2 to obtain an upper bound \( (T - r)^{-1/2} (u - r)^{-1/2} du \),

\[
\sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \left( \int_{t_i}^{t} \phi(r, \varepsilon, \theta_L, \theta_B) dr \right)^2 dt \leq \frac{C}{\varepsilon^{1-\theta_B-\beta}} \sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \left( \int_{t_i}^{t} \frac{dr}{(T-r)^{1-(\theta_B+\beta)/2}} \right)^2 dt.
\]  

where we have used Jensen’s inequality to get

\[
\left( \int_{t_i}^{t} \frac{dr}{(T-r)^{1-(\theta_B+\beta)/2}} \right)^2 \leq C \int_{0}^{T} \frac{dr}{(T-r)^{1-(\theta_B+\beta)/2}},
\]

and then (B.1) in Lemma B.1 for the bound \( \max_{0 \leq i \leq N} \Delta_i \leq CN^{-1} \). Substituting (4.19) and (4.20) into (3.2) finally yields

\[
\sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \|z^{(e)} - z_i^{(e)}\|^2_2 ds \leq CN^{-1} + \frac{CN^{-2}}{\varepsilon^{1-\theta_B-\beta}}.
\]  

Then, using \( Z^{(e)} = z^{(e)} + z \), Lemma 3.2 and \( \sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \|z - z_t\|^2_2 ds \leq CN^{-1} \) as shown in [GM10 Theorem 1.3], it follows that

\[
\sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \|Z - Z_t\|^2_2 ds \leq CN^{-1} + CN^{-2} \varepsilon^{\theta_B+\beta-1} + CN^{-2\gamma/\beta} + C \varepsilon^{2\gamma}.
\]  

For \( N \in \{1, 2\} \), let \( \delta := 0 \), and for \( N > 2 \), \( \delta := \ln \ln(N) / \ln(N) \). Set \( \varepsilon = N^{-(1+\delta)/(2\gamma)} \). Recalling further that \( 2\gamma < \beta \), this implies that, under (A_{a\Phi}) and (A_{a\theta}),

\[
\sum_{i=0}^{N-1} \int_{t_i}^{t_{i+1}} \|Z - Z_t\|^2_2 ds \leq CN^{-1} + CN^{-2(\theta_B+\beta-1)(1+\delta)}/(2\gamma).
\]
To obtain the general result, recall the BSDE $(Y_M, Z_M)$ from Corollary 2.15. The driver of $(Y_M, Z_M)$ satisfies assumptions $(\mathbf{A}, \mathbf{B})$. The proof is complete by taking $M$ equal to $(3\ln(N))^{1/4}$, $R(M)$ equal to $3L_fe^{3M/2}$, and applying Lemma 4.4.

□

5 Convergence rate of the Malliavin weights scheme

In this section, we treat the Malliavin weights scheme

\[ Y^{(N)}_N := \Phi(X_T), \quad Y^{(N)}_i := \mathbb{E}_{\mathcal{F}_{i}}[\Phi(X_{T}) + \sum_{j=i}^{N-1} f(t_j, X_{t_j}, Y^{(N)}_{j+1}, Z^{(N)}_{j})(t_{j+1} - t_j)], \]

\[ Z^{(N)}_i := \mathbb{E}_{\mathcal{F}_{i}}[\Phi(X_{T})H^i_N + \sum_{j=i+1}^{N} f(t_j, X_{t_j}, Y^{(N)}_{j+1}, Z^{(N)}_{j})H^j_j(t_{j+1} - t_j)] \]

Recall the Malliavin derivative of the the marginals of the process $X$ in Section 2.2. In the definition of the Malliavin weights scheme (1.5), we use the following discrete-time approximation of the Malliavin weights (2.14):

\[ H^j_j := \frac{1}{t_j - t_{i}} \left( \sum_{k=i}^{j-1} D_{t_k} X_{t_k} \sigma(t_k, X_{t_k}) \right)^{\top} \Delta W_k \tag{5.1} \]

Notice that $H^j_j$ satisfies $\mathbb{E}_{\mathcal{F}_{i}}[H^j_j] = 0$ and $\mathbb{E}_{\mathcal{F}_{i}}[|H^j_j|^2] \leq C_M (t_j - t_i)^{-1}$; the latter property is proved exactly like Lemma 2.10. If the marginals of $X$ and $D_{t_k} X$ are not known explicitly, one can use an SDE scheme to provide approximations, but this is beyond the scope of this work; some work has been done on this in the zero driver case ($f \equiv 0$), in particular we refer the reader to Section 3 (and the sequel) of (GM+05). In what follows, we use the version of $Z$ given by Theorem 2.16 in other words

\[ Z_t = \mathbb{E}_{\mathcal{F}_{i}}[\Phi(X_{T})H^i_i] + \int_{t}^{T} f(s, X_s, Y_s, Z_s)H^j_j ds \quad \text{for all } t \in [0, T) \quad \mathbb{P} - \text{a.s.} \]

We start with some preliminary results.

Lemma 5.1. There is a constant $C$ depending only on the bound on $b$ and it’s derivatives, the bound on $\sigma$ and it’s derivatives, $\beta, L_f, \theta_\ell, C_f, \theta_\sigma, K^\alpha(\Phi)$ and $T$ such that, for any $0 \leq i < j \leq N$,

\[ \|\mathbb{E}_{\mathcal{F}_{i}}[\Phi(X_{T})H^i_j - H^j_j]\|_2 \leq \frac{CN^{-1/2}}{(T - t_j)^{(1-\eta)/2}}, \]

\[ \|\mathbb{E}_{\mathcal{F}_{i}}[f_j(X_{t_j}, Y_{t_{j+1}}, Z_{t_j})(H^i_j - H^j_j)]\|_2 \leq \frac{CN^{-1/2}}{(T - t_j)^{\gamma} \sqrt{t_j - t_i}} \]

where $\gamma := (\theta_\sigma \wedge \frac{\alpha}{2} + \frac{\varphi}{T}) \wedge \theta_\sigma$.

Proof. For any $j > i$ and $t \geq t_j$, define $N^i_j := \sigma^{-1}(t, X_t)D_{t_k} X_t \sigma(t_k, X_{t_k})$. Using the decomposition

\[ N^i_j - N^j_j = \sigma^{-1}(t, X_t)(D_{t_k} X_t - D_{t_k} X_{t_k}) \sigma(t_k, X_{t_k}) + \sigma^{-1}(t, X_t)(D_{t_k} X_t - D_{t_k} X_{t_k}) \sigma(t_k, X_{t_k}), \]

it follows from the boundedness and Lipschitz continuity of $\sigma$ and $\sigma^{-1}$ (Lemma 4.1) that for any $j > i$ and $t \in [t_j, t_{j+1}]$,

\[ \mathbb{E}_{\mathcal{F}_{i}}[|H^i_j - H^j_j|^2] \leq C \sum_{k=i}^{j-1} \int_{t_k}^{t_{k+1}} \mathbb{E}_{\mathcal{F}_{i}}[D_{t_k} X_t - D_{t_k} X_{t_k}]^2 \|X_t - X_{t_k}\|^2 dt \leq \frac{C \sum_{k=i}^{j-1} \int_{t_k}^{t_{k+1}} \mathbb{E}_{\mathcal{F}_{i}}[D_{t_k} X_t - D_{t_k} X_{t_k}]^2 \|X_t - X_{t_k}\|^2 dt}{(t_{j+1} - t_j)^2}. \]
It now follows from Lemma 2.2, the usual bound $\mathbb{E}_i[|X_t - X_{t_j}|^2] \leq C(t - t_j)$ and Lemma B.1, that
\[ \mathbb{E}_i[|H^{t_i}_j - H^{t_j}_j|^2] \leq C \max_k \Delta_k(t_j - t_i)^{-1} \leq CN^{-1}(t_j - t_i)^{-1}. \] (5.2)

Since $\mathbb{E}_i[H^{t_i}_j - H^{t_j}_j] = 0$, it follows that
\[ \|\mathbb{E}_i[\Phi(X_T)(H^{t_i}_j - H^{t_j}_j)]\|_2 = \|\mathbb{E}_i[(\Phi(X_T) - \mathbb{E}_i[\Phi(X_T)])H^{t_i}_j - H^{t_j}_j]\|_2. \]

The upper bound
\[ \|\mathbb{E}_i[(\Phi(X_T) - \mathbb{E}_i[\Phi(X_T)])H^{t_i}_j - H^{t_j}_j]\|_2 \leq \|(\mathbb{E}_i[(\Phi(X_T) - \mathbb{E}_i[\Phi(X_T)])^2])^{1/2}(\mathbb{E}_i[|H^{t_i}_j - H^{t_j}_j|^2])^{1/2}\|_2 \]
follows from the conditional Cauchy-Schwarz inequality (Corollary 2.11). Therefore, (5.2) and
\[ \|\Phi(X_T) - \mathbb{E}_i[\Phi(X_T)]\|_2 \leq K^\alpha(T - t)^{\alpha/2} \] (from (A.s)) together imply that
\[ \|\mathbb{E}_i[\Phi(X_T)(H^{t_i}_j - H^{t_j}_j)]\|_2 \leq \frac{CN^{-1/2}}{(T - t_j)(1 - \alpha)^{1/2}} \]
as required. The upper bound on $\|\mathbb{E}_i[f_j(X_{t_j}, Y_{t_j+1}, Z_{t_j})(H^{t_i}_j - H^{t_j}_j)]\|_2$ follows from the Cauchy-Schwarz inequality (Corollary 2.11), i.e.
\[ \|\mathbb{E}_i[f_j(X_{t_j}, Y_{t_j+1}, Z_{t_j})(H^{t_i}_j - H^{t_j}_j)]\|_2 \leq \|(\mathbb{E}_i[f_j(X_{t_j}, Y_{t_j+1}, Z_{t_j})^2])^{1/2}(\mathbb{E}_i[|H^{t_i}_j - H^{t_j}_j|^2])^{1/2}\|_2; \]
from here, one applies the estimate (5.2) and the fact that, similarly to (2.22), $\|f_j(X_{t_j}, Y_{t_j+1}, Z_{t_j})\|_2 \leq C(T - t_j)^{-1}$. □

**Lemma 5.2.** For all $t_i, t_j \in \pi$ such that $t_i \leq t_j$ and $r \in [t_j, T]$,
\[ \mathbb{E}_i[f(r, X_r, Y_r, Z_r)H^{t_i}_j] = \mathbb{E}_i[f(r, X_r, Y_r, Z_r)H^{t_j}_j]. \] (5.3)

Moreover,
\[ \mathbb{E}_i[\int_{t_i}^{T} f(r, X_r, Y_r, Z_r)H^{t_i}_j dr] = \mathbb{E}_i[\sum_{j=i+1}^{N-1} f_j(X_{t_j}, Y_{t_j+1}, Z_{t_j})H^{t_i}_j \Delta_j] + \mathbb{E}_i[\int_{t_i}^{t_{i+1}} f(r, X_r, Y_r, Z_r)H^{t_i}_j dr] \]
\[ + \mathbb{E}_i[\sum_{j=i+1}^{N-1} \int_{t_j}^{t_{j+1}} (f(r, X_r, Y_r, Z_r) - f_j(X_{t_j}, Y_{t_j+1}, Z_{t_j}))H^{t_i}_j dr]. \] (5.4)

**Proof.** First let (A_{\text{ext}}) be in force and recall, as argued in the proof of Theorem 2.16, that the BSDE solved by $(y^{(c)}, z^{(c)})$ in Definition 2.7 satisfies the conditions of [MZ02, Theorem 4.2]. A key element of the proof of that Theorem is to show that, for almost all $v \in [0, r]$,
\[ D_v f^{(c)}(\Theta_r)\sigma^{-1}(v, X_v)\nabla X_v = \nabla x f^{(c)}(\Theta_r)\nabla X_r + \nabla y f^{(c)}(\Theta_r)(u(r, X_r)\nabla X_r + \nabla y^{(c)}_r) \]
\[ + \nabla z f^{(c)}(\Theta_r)(U(r, X_r)\nabla X_r + \nabla z^{(c)}_r) \quad m \times \mathbb{P} \text{ a.e}; \]
where $U(r, x)$ is defined in (2.7); see the equality just above equation (4.19) in [MZ02]. Integrating with respect to $v$ over $v \in [t_i, t_j]$, on the one hand, and between $v \in [t_i, r]$, on the other, which yields
\[ \frac{1}{t_j - t_i} \int_{t_i}^{t_j} D_v f^{(c)}(\Theta_r)\sigma^{-1}(v, X_v)\nabla X_v dv = \frac{1}{r - t_i} \int_{t_i}^{r} D_v f^{(c)}(\Theta_r)\sigma^{-1}(v, X_v)\nabla X_v dv. \]
One then follows the proof of [MZ02, Theorem 4.2], which essentially uses integration-by-parts for Malliavin calculus – Lemma 2.2 – to show that $\mathbb{E}_i[f^{(c)}(r, X_r, Y_{t_i}^{(c)}, Z_{t_i}^{(c)})H^{t_i}_j] = \mathbb{E}_i[f^{(c)}(r, X_r, Y_{t_j}^{(c)}, Z_{t_j}^{(c)})H^{t_j}_j]$. One extends to the general case (5.3) by convergence arguments as in the proof of Theorem 2.16. The relation (5.4) is now straightforward to obtain from (5.3). □
Lemma 5.3. There is a finite constant \( C \) depending only on the bound on \( b \) and its derivatives, the bound on \( \sigma \) and its derivatives, \( L_f, \theta_c, C_f, \theta_e, \) and \( T \) such that, for all \( i \in \{0, \ldots, N - 1\} \),

\[
\| \mathbb{E}_t \left[ \int_{t_i}^{t_{i+1}} f(r, X_r, Y_r, Z_r) H_r \, dr \right] \|_2 \leq C \int_{t_i}^{t_{i+1}} \frac{dr}{(T - r)^{1 - \gamma \sqrt{T - t_i}}},
\]

(5.5)

\[
\| \sum_{j=i+1}^{N-1} \mathbb{E}_t [f_j(Y_{t_{j+1}}, Z_{t_j}) - f_j(Y_{j+1}, Z_j)] H_t \Delta_j \|_2 \leq C \sum_{j=i+1}^{N-1} \frac{\| Y_{t_{j+1}} - Y_j \|_2 + \| Z_j - Z_{t_j} \|_2}{(T - t_j)^{1/2} \sqrt{T_j - t_i}} \Delta_j,
\]

(5.6)

\[
\| \sum_{j=i+1}^{N-1} \mathbb{E}_t \left[ \int_{t_j}^{t_{j+1}} (f(r, X_r, Y_r, Z_r) - f(t_j, X_{t_j}, Y_{t_{j+1}}, Z_{t_j})) H_t \, dr \right] \|_2 \leq \frac{C N^{-1/2}}{(T - t_i)^{(1-\theta_e)/2}} + C \sum_{j=i+1}^{N-1} \frac{\| Y_r - Y_{t_{j+1}} \|_2 + \| Z_r - Z_{t_j} \|_2}{(T - t_j)^{(1-\theta_e)/2} \sqrt{T_j - t_i}},
\]

(5.7)

where \( \gamma := (\theta_e + \frac{\theta_c}{2} + \frac{\theta_e}{2}) \wedge \theta_e \).

**Proof.** In what follows, \( C \) may change from line to line. Using the conditional Cauchy-Schwarz inequality (Corollary 2.11),

\[
\mathbb{E}_t \left[ \int_{t_i}^{t_{i+1}} f(r, X_r, Y_r, Z_r) H_r \, dr \right] \leq \sqrt{C_{M}} \int_{t_i}^{t_{i+1}} \left( \mathbb{E}_t [f(r, X_r, Y_r, Z_r)^2] \right)^{1/2} \, dr;
\]

then, Minkowski’s inequality and the moment bound (2.22) of Corollary 2.13 imply that

\[
\| \mathbb{E}_t \left[ \int_{t_i}^{t_{i+1}} f(r, X_r, Y_r, Z_r) H_r \, dr \right] \|_2 \leq \sqrt{C_{M}} \int_{t_i}^{t_{i+1}} \frac{\| f(r, X_r, Y_r, Z_r) \|_2}{(T - r)^{1 - \gamma \sqrt{T - t_i}}} \, dr \leq C \int_{t_i}^{t_{i+1}} \frac{dr}{(T - r)^{1 - \gamma \sqrt{T - t_i}}}.
\]

Using the Lipschitz continuity of \( f \), Minkowski’s inequality, and Lemma 2.10

\[
\| \sum_{j=i+1}^{N-1} \mathbb{E}_t [f_j(Y_{t_{j+1}}, Z_{t_j}) - f_j(Y_{j+1}, Z_j)] H_t \Delta_j \|_2 \leq C \sum_{j=i+1}^{N-1} \frac{\| Y_{t_{j+1}} - Y_j \|_2 + \| Z_j - Z_{t_j} \|_2}{(T - t_j)^{1/2} \sqrt{T_j - t_i}} \Delta_j
\]

For (5.7), the \( t \)-Hölder continuity of \( f \) in \((A_0)\), the Cauchy-Schwarz inequality (Corollary 2.11), Minkowski’s inequality, and Hölder’s inequality are needed:

\[
\| \sum_{j=i+1}^{N-1} \mathbb{E}_t \left[ \int_{t_j}^{t_{j+1}} (f(r, X_r, Y_r, Z_r) - f_j(X_{t_j}, Y_{t_{j+1}}, Z_{t_j})) H_t \, dr \right] \|_2 \leq C \sum_{j=i+1}^{N-1} \frac{\| f(t_j, X_{t_j}, Y_{t_{j+1}}, Z_{t_j}) - f_j(X_{t_j}, Y_{t_{j+1}}, Z_{t_j}) \|_2}{(T - t_j)^{1 - \theta_e}} \sqrt{T_j - t_i}
\]

\[
+ C \sum_{j=i+1}^{N-1} \frac{\| X_{t_j} - X_r \|_2}{(T - t_j)^{1 - \theta_e}} \sqrt{T_j - t_i}
\]

(5.8)

\[
\leq C \sum_{j=i+1}^{N-1} \frac{\| X_{t_j} - X_r \|_2}{(T - t_j)^{1 - \theta_e}} \sqrt{T_j - t_i}
\]

The usual upper bound \( \| X_r - X_{t_j} \|_2 \leq C \sqrt{T - t_j} \) implies that

\[
\int_{t_j}^{t_{j+1}} \| X_r - X_{t_j} \|_2 \, dr \leq C \int_{t_j}^{t_{j+1}} \sqrt{r - t_j} \, dr.
\]

(5.9)
Now, we obtain the upper bound \( \int_{t_i}^{t_{i+1}} \sqrt{r-t_j} dr = \frac{3}{2} \Delta_j^{3/2} \leq CN^{-1/2} \Delta_j \) from Lemma \( \square \) and substitute it to the already acquired estimates to obtain
\[
\left\| \sum_{j=i+1}^{N-1} \mathbb{E}_t \left[ \int_{t_j}^{t_{j+1}} \left( f(r, X_r, Y_r, Z_r) - f_j(X_{t_j}, Y_{t_j+1}, Z_{t_j}) \right) H^i_r dr \right] \right\|_2 \\
\leq CN^{-1} \sum_{j=i+1}^{N-1} \frac{\Delta_j^{3/2}}{\sqrt{T_j-T_i}} + CN^{-1} \sum_{j=i+1}^{N-1} \frac{\Delta_j^{3/2}}{(T-t_j)^{1-\thetaL/2} \sqrt{T_j-T_i}} + C \sum_{j=i+1}^{N-1} \int_{t_j}^{t_{j+1}} \left\{ \|Y_r - Y_{t_j+1}\|_2 + \|Z_r - Z_{t_j}\|_2 \right\} dr
\]

Applying Lemma \( \square \) to bound the sums without the integrals is then sufficient to complete the proof. \( \square \)

In the following proposition, we obtain a bound for the error terms on the right hand side of (5.7); these error terms are intrinsically related to the discretization error of the Malliavin weights scheme. Proposition \( \square \) will be essential in the proof of this result.

**Proposition 5.4.** Recall the definition \( \gamma := (\thetaL, 3\thetaL) \wedge \thetaL \). Let either \( (A_{exp\Phi}) \) or \( (A_{b\Phi}) \) be in force and suppose that \( 0 < \beta < (2\gamma) \wedge \alpha \wedge \thetaL \). For \( \delta, K > 0 \), define \( C(\delta, K) := K(N^{-1/2}1_{[1,3]}(\delta) + N^{-\gamma}1_{(0,1)}(\delta)) \), and, for \( j \in \{0, \ldots, N-1\} \),
\[
\Psi_j := \int_{t_j}^{t_{j+1}} \left\{ \|Y_r - Y_{t_j+1}\|_2 + \|Z_r - Z_{t_j}\|_2 \right\} dr
\]

There is a constant \( C \) depending only on \( L_f, \thetaL, C_f, \thetaL, \beta, \bar{\beta} \), the bound on \( b \) and its derivatives, the bound on \( \sigma \) and its derivatives, and \( T \), but not on \( N \), such that, for all \( N \geq 1 \),
\[
\sum_{j=0}^{N-1} \frac{\Psi_j}{(T-t_j)^{(1-\thetaL)/2}} \leq C(T-t_i)^{(1+\thetaL-\beta)/2}C(\beta + 2\gamma, \ln(N)^{1/4} \lor 1),
\]
\[
\sum_{j=i+1}^{N-1} \frac{\Psi_j}{(T-t_j)^{(1-\thetaL)/2} \sqrt{T_j-T_i}} \leq C(T-t_i)^{-(1+\beta-\thetaL)/2}C(\beta + 2\gamma, \ln(N)^{1/4} \lor 1)
\]
in the case of \( (A_{exp\Phi}) \), and
\[
\sum_{j=0}^{N-1} \frac{\Psi_j}{(T-t_j)^{(1-\thetaL)/2}} \leq C(T-t_i)^{(1+\thetaL-\beta)/2}C(\beta + \thetaL + 2\gamma, K\Phi),
\]
\[
\sum_{j=i+1}^{N-1} \frac{\Psi_j}{(T-t_j)^{(1-\thetaL)/2} \sqrt{T_j-T_i}} \leq C(T-t_i)^{-(1+\beta-\thetaL)/2}C(\beta + \thetaL + 2\gamma, K\Phi)
\]
in the case of \( (A_{b\Phi}) \).

**Proof.** We will prove the bounds for
\[
\sum_{j=0}^{N-1} \frac{\Psi_j}{(T-t_j)^{(1-\thetaL)/2} \sqrt{T_j-T_i}}
\]
The bounds for the \( \sum_{j=0}^{N-1} \frac{\Psi_j}{(T-t_j)^{(1-\thetaL)/2}} \) are obtained analogously. Moreover, we will only prove the result for the terms in \( Z \). The bound for the terms in \( Y \) are also obtained analogously. In what follows, \( C \) may change from line to line. We first prove the result under \( (A_{b\Phi}) \) and then obtain the general result by means of mollification. Fix \( \varepsilon \leq \Delta_{N-1} \) and recall the BSDE
Lemma C.1, Lemma C.2, and the above bound, one obtains

whence it follows that

Then, use \((t_{N-1} - t_i)^{-1/2} \leq 2(\theta_L - t_i)^{-1/2}\) on the denominator on the right hand side. For the outstanding term, \(j = N - 1\), we implement Lemma C.2 to show that

whence it follows that

Combining (5.8) and (5.9), it follows that

where we have used that \(\Delta_{N-1}^{2\gamma + \theta_L} = TN(2\gamma + \theta_L)/\beta\) and \(\beta < (2\gamma) \wedge \theta_L\). Analogously, we can also show that

Recalling the BSDEs \((y, z)\) and \((y^{(e)}, z^{(e)})\) from Definition 2.7 and that \(Z^{(e)} = z + z^{(e)}\), the triangle inequality yields \(\|Z_t^{(e)} - Z_t^{(e)}\|_2 \leq \|z - z_t\|_2 + \|z^{(e)} - z_t^{(e)}\|_2\). In the proof of [GM10 Theorem 1.1], in bounding the terms \(E_1\) and \(E_2\), it is shown that, for all \(t \in [0, T]\),

Lemma 2.8 implies \(\int_t^T \|\nabla^2 z u(r, X_r)\|^2 dr \leq C \int_t^T (T - r)^{\alpha - 2} dr\). Now, applying Jensen's inequality, Lemma C.1, Lemma C.2, and the above bound, one obtains

\[
\sum_{j=i+1}^{N-1} \int_{t_j}^{t_{j+1}} \|z_r - z_{i+1}\|^2 dr \leq \sum_{j=i+1}^{N-1} C\Delta_j \int_{t_j}^{t_{j+1}} (T - r)^{(\alpha - 1)/2} dr + C \int_{t_j}^{t_{j+1}} (T - t)^{\alpha - 2} dt \frac{1}{(T - t)^{(1 - \theta_L)/2} \sqrt{T - t}}.
\]

\[
\leq \sum_{j=i+1}^{N-1} C\Delta_j^2 (T - t_j)^{(\alpha - 1)/2} + C\Delta_j^2 \left( \int_{t_j}^{t_{j+1}} (t_j + 1 - t)(T - t)^{\alpha - 2} dt \right)^{1/2}.
\]

(5.12)
For $j \leq N - 2$, one can apply Lemma B.1 and Lemma C.1 to show that
\[
\int_{t_j}^{t_{j+1}} (t_{j+1} - t) (T - t)^{\alpha - 2} dt \leq \frac{\Delta_j}{(T - t_{j+1})^{1 - \beta}} \int_{t_j}^{t_{j+1}} (T - t)^{\alpha - \beta - 1} dt \leq \frac{CN^{-1} \Delta_j}{(T - t_j)^{1 - \alpha + \beta}}.
\]

On the other hand, for $j = N - 1$, since $\beta < \alpha$,
\[
\int_{t_{N-1}}^{T} (T - t) (T - t)^{\alpha - 2} dt = \frac{1}{\alpha} \Delta_{N-1} = \frac{T - \alpha N^{-\beta}}{T N^{-1}}.
\]

Substituting these bounds into (5.12) and implementing Lemma B.1 and Lemma C.2 we obtain
\[
\sum_{j=1}^{N-1} \int_{t_j}^{t_{j+1}} \|z_r - z_{t_j}\|^{2} dr \leq CN^{-1/2} \sum_{j=1}^{N-1} \frac{\Delta_j}{(T - t_j)^{1-(\beta-\alpha \theta_L)/2}} + CN^{-1/2} \frac{\Delta_{N-1}}{\sqrt{T - t}} + C \int_{t_1}^{T} \|V_t^{(e)}\|_{2} dt + C \Delta_{i}^{1/2}.
\]

Using $\|a_i^{(e)}\|_{2} \leq C (T - t)^{(\alpha + \theta_L - 3)/2}$ as shown Lemma 2.9, Lemma B.1, Lemma C.1 and Lemma C.2 it follows that
\[
\sum_{j=1}^{N-1} \int_{t_j}^{t_{j+1}} \{ \int_{t_j}^{t_{j+1}} \|a_i^{(e)}\|_{2} dt \} dr \leq C \sum_{j=1}^{N-1} \frac{\int_{t_j}^{t_{j+1}} (T - t)^{\theta_L - 3/2} dt}{(T - t_j)^{1-(\beta-\alpha \theta_L)/2}} \leq C \sum_{j=1}^{N-1} \frac{\Delta_{j}^{1+\theta_L}}{(T - t_j)^{1-\beta}} \sum_{j=1}^{N-1} \frac{\Delta_{j}}{(T - t_j)^{1-(\beta-\alpha \theta_L)/2}} \leq \frac{CN^{-1/2}}{(T - t_1)^{1+(\beta-\alpha \theta_L)/2}}.
\]

On the other hand, we obtain bounds for $\|V_t^{(e)}\|_{2}$ from Proposition 4.2 under $A_{\exp \Phi}$ or $A_{h \Phi}$. Let us work under $A_{\exp \Phi}$. It follows from Lemma C.1 and Lemma C.2 that, for all $j$ and $r \in [t_j, t_{j+1}],$
\[
\int_{t_j}^{r} \|V_t^{(e)}\|_{2} dt \leq C \|\Phi\|_{\infty} \int_{t_j}^{r} \{ \int_{t_j}^{T} \theta_L (T - s)^{\theta_L - 3/2} dt \} ds \leq C \|\Phi\|_{\infty} \varepsilon^{(\beta-1)/2} \int_{t_j}^{r} \{ \int_{t_j}^{T} (T - s)^{\theta_L - 3/2} dt \} ds \leq C \|\Phi\|_{\infty} \varepsilon^{(\beta-1)/2} \int_{t_j}^{r} \{ \int_{t_j}^{T} (T - s)^{\theta_L - 3/2} dt \} ds \leq C \|\Phi\|_{\infty} \varepsilon^{(\beta-1)/2} \int_{t_j}^{r} \{ \int_{t_j}^{T} (T - s)^{\theta_L - 3/2} dt \} ds \leq C \|\Phi\|_{\infty} \varepsilon^{(\beta-1)/2} \frac{\Delta_{j}}{(T - t_j)^{1+(\beta-\alpha \theta_L)/2}}.
\]

Therefore, using Lemma B.1, Lemma C.2 and the above bound,
\[
\sum_{j=1}^{N-1} \int_{t_j}^{t_{j+1}} \{ \int_{t_j}^{t_{j+1}} \|V_t^{(e)}\|_{2} dt \} dr \leq C \|\Phi\|_{\infty} \varepsilon^{(\beta-1)/2} \max_{j=1}^{N-1} \frac{\Delta_{j}}{(T - t_j)^{1-(\beta-\alpha \theta_L)/2}} \sum_{j=1}^{N-1} \frac{\Delta_{j}}{(T - t_j)^{1-(\beta-\alpha \theta_L)/2}} \leq \frac{C \|\Phi\|_{\infty} \varepsilon^{(\beta-1)/2}}{(T - t_j)^{1+(\beta-\alpha \theta_L)/2}}.
\]
Now, substituting (5.15) and (5.16) into (5.14), it follows that
\[
\sum_{j=i+1}^{N-1} \int_{t_j}^{t_{j+1}} \frac{\|Z_t - Z_{t_j}\|_2^2}{(T-t_j)^{(1+\beta-\theta_L-\alpha)/2} \sqrt{t_j-t_i}} \leq \frac{CN^{-1/2}}{(T-t_i)^{(1+\beta-\theta_L-\alpha)/2}} + \frac{C \|\Phi\|_{\infty} \varepsilon^{(\beta-1)/2} N^{-1}}{(T-t_i)^{(1+\beta-\theta_L)/2}}
\]
(5.17)
Combining (5.10), (5.11), (5.13) and (5.17) yields
\[
\sum_{j=i+1}^{N-1} \int_{t_j}^{t_{j+1}} \frac{\|Z_t - Z_{t_i}\|^2}{(T-t_j)^{(1-\theta_L)/2} \sqrt{t_j-t_i}} \leq \frac{CN^{-1/2}}{(T-t_i)^{(1+\beta-\theta_L-\alpha)/2}} + \frac{C \|\Phi\|_{\infty} \varepsilon^{(\beta-1)/2} N^{-1}}{(T-t_i)^{(1+\beta-\theta_L)/2}}
\]
and we take \(\varepsilon = N^{-1/(2\gamma)}\) if \(1 - \beta - 2\gamma < 0\) and \(\varepsilon = N^{-1}\) otherwise to complete the proof under \((A_{\text{bf}})\) and \((A_{\text{bf}})\). The proof under \((A_{\text{bf}})\) and \((A_{\text{bf}})\) is analogous.
To prove the result without \((A_{\text{bf}})\) or \((A_{\text{bf}})\), recall the mollified BSDE \((Y_M, Z_M)\) from Corollary 2.15. Set \(M = (3 \ln(N))^{1/4}\) and \(R(M)\) equal to \(3L_M^{M^2/2}\). Substituting equations (4.15) and (4.16) into (4.14), \(\|Z_s - Z_{M,s}\|_2 \leq CN^{-1}(T-s)^{-1/2}\) for all \(s \in [0, T)\), whence the triangle inequality and Lemma 3.1 imply
\[
\int_{t_j}^{t_{j+1}} \|Z_t - Z_{t_j}\|_2^2 dt \leq \int_{t_j}^{t_{j+1}} \|Z_t - Z_{M,t}\|_2^2 dt + \|Z_{t_j} - Z_{M,t_j}\|_2 \Delta_j + \int_{t_j}^{t_{j+1}} \|Z_{M,t} - Z_{M,t_j}\|_2^2 dt
\]
\[
\leq CN^{-1} \Delta_j (T-t_j)^{-1/2} + \int_{t_j}^{t_{j+1}} \|Z_{M,t} - Z_{M,t_j}\|_2^2 dt.
\]
The proof is then completed with use of Lemma 3.2.

We come to the main result of this section, namely the error estimation for the Malliavin weights scheme.

**Theorem 5.5.** Recall the definition \(\gamma := (\theta_L \wedge \frac{\alpha}{2} + \frac{\alpha}{2}) \wedge \theta_c\). Let \((A_{\text{exp}})\) or \((A_{\text{bf}})\) be force and suppose that \(0 < \gamma \wedge \alpha \wedge \theta_L\). For \(\delta, K > 0\), define \(C(\delta, K) := KN^{-1/2} \varphi(\delta) + N^{-1}(0, 1)(\delta)\).
There is a constant \(C\) depending only on \(L_{\gamma}, \theta_{\gamma}, C_{\gamma}, \theta_{\gamma}, \beta, \gamma\), the bound on \(\sigma\) and its derivatives, \(K^0(\Phi)\) and \(T\), but not on \(N\), such that, for all \(N \geq 1\),
\[
\|Y_t - \hat{Y}_t^{(N)}\|_2 \leq C(T-t_i)^{(1+\theta_L-\beta)/2} \varphi(\beta + 2\gamma, \ln(N)^{1/4} \wedge 1),
\|Z_t - \hat{Z}_t^{(N)}\|_2 \leq C(T-t_i)^{-(1+\theta_L-\beta)/2} \varphi(\beta + 2\gamma, \ln(N)^{1/4} \wedge 1) + CN^{-1/2}(T-t_i)^{-(1-a^{(2\gamma)\wedge \theta_X})/2},
\]
in the case of \((A_{\text{exp}})\),
\[
\|Y_t - \hat{Y}_t^{(N)}\|_2 \leq C(T-t_i)^{(1+\theta_L-\beta)/2} \varphi(\beta + \theta_\Phi + 2\gamma, K_\Phi),
\|Z_t - \hat{Z}_t^{(N)}\|_2 \leq C(T-t_i)^{-(1+\theta_L-\beta)/2} \varphi(\beta + \theta_\Phi + 2\gamma, K_\Phi) + CN^{-1/2}(T-t_i)^{-(1-a^{(2\gamma)\wedge \theta_X})/2},
\]
in the case of \((A_{\text{bf}})\).

**Proof.** In what follows, \(C\) may change from line to line. For simplicity, we omit the process \(X\) from the driver, so that \(f(t, y, z) := f(t, X_t, y, z)\) and \(f_j(y, z) := f_j(X_t, y, z)\). Fix \(i \in \{0, \ldots, N-1\}\). Using the estimates from Lemma 5.1 and Lemma 5.3, and (5.4) from Lemma 5.2, it follows
that
\[
\|Z_t - \bar{Z}_t^{(N)}\|_2 = \|E_t[\Phi(X_T)H^i_T - \Phi(X_T)H^N_t + \int_{t_i}^T f(t, Y_t, Z_t)H^i_t dt - \sum_{j=i+1}^{N-1} f_j(Y_{j+1}^{(N)}, Z_j^{(N)})H^i_T \Delta_j]\|_2
\]
\[
\leq \|E_t[\int_{t_i}^{t_{i+1}} f(r, Y_r, Z_r)H^i_r dr]\|_2 + \|E_t[\Phi(X_T)(H^i_T - H^N_T)]\|_2 + \| \sum_{j=i+1}^{N-1} E_t[f_j(Y_{j+1}^{(N)}, Z_t)(H^i_T - H^j_T)]\|_2
\]
\[
+ \| \sum_{j=i+1}^{N-1} E_t[(f_j(Y_{j+1}^{(N)}, Z_t) - f_j(Y_{j+1}^{(N)}, \bar{Z}_j^{(N)}))H^j_T \Delta_j]\|_2 + \| \sum_{j=i+1}^{N-1} \int_{t_j}^{t_{j+1}} (f(r, Y_r, Z_r) - f_j(Y_{j+1}^{(N)}, Z_t))H^j_T dr\|_2
\]
\[
\leq \frac{CN^{-1/2}}{(T - t_i)^{(1 - \alpha \wedge 2\gamma) \wedge \delta_x}/2} + C \int_{t_i}^{t_{i+1}} \frac{dr}{(T - r)^{1 - \gamma} \sqrt{T - r - t_i}} + CH(i) + C \sum_{j=i+1}^{N-1} \frac{\Theta_j \Delta_j}{(T - t_j)^{(1 - \theta_L)/2} \sqrt{T_j - t_i}}
\]
where \(\Theta_j := \|Y_{j+1}^{(N)} - \bar{Y}_{j+1}^{(N)}\|_2 + \|Z_t - \bar{Z}_t^{(N)}\|_2\) and
\[
\mathcal{H}(i) := \sum_{j=i}^{N-1} \frac{\Psi(j)}{(T - t_j)^{(1 - \theta_L)/2} \sqrt{T_j - t_i}}, \quad \mathcal{H}(j) := \int_{t_j}^{t_{j+1}} \{\|Y_r - Y_{j+1}^{(N)}\|_2 + \|Z_r - Z_{j+1}^{(N)}\|_2\} dr.
\]
In (5.18), we have estimated \(\|\sum_{j=i+1}^{N-1} E_t[f_j(Y_{j+1}^{(N)}, Z_t)(H^i_T - H^j_T)]\|_2\) by \(CN^{-1/2} \sum_{j=i+1}^{N-1} (T - t_j)^{-1}(T_j - t_i)^{-1/2}\Delta_j\) using Lemma C.1 and the latter sum by \(C(T - t_i)^{-1/2}\) using Lemma C.2.

Using a similar technique, \(\|Y_{t_i} - Y_{t_i}^{(N)}\|_2\) is bounded above by
\[
\frac{C N^{-1/2}}{(T - t_i)^{(1 - \alpha \wedge 2\gamma) \wedge \delta_x)/2} + C \int_{t_i}^{t_{i+1}} \frac{dr}{(T - r)^{1 - \gamma} \sqrt{T - r - t_i}} + C \sum_{j=i}^{N-1} \frac{\Theta_j \Delta_j}{(T - t_j)^{(1 - \theta_L)/2} \sqrt{T_j - t_i}}
\]
where we have used Lemma B.1 and Lemma C.1 on the first integral to obtain \(\int_{t_i}^{t_{i+1}} (T - r)^{-1} dr \leq C \Delta_j(T - t_i)^{-1} \leq C N^{-1/2}\). It follows from (5.18) and (5.19) that
\[
\Theta_i \leq \frac{C N^{-1/2}}{(T - t_i)^{(1 - \alpha \wedge 2\gamma) \wedge \delta_x)/2} + C \int_{t_i}^{t_{i+1}} \frac{dr}{(T - r)^{1 - \gamma} \sqrt{T - r - t_i}} + C \sum_{j=i+1}^{N-1} \frac{\Theta_j \Delta_j}{(T - t_j)^{(1 - \theta_L)/2} \sqrt{T_j - t_i}}
\]
Letting \(U_i := \Theta_i, \quad \Gamma(i) := \sum_{j=1}^{N-1} (T - t_i)^{(1 - \alpha \wedge 2\gamma) \wedge \delta_x - 1/2}, \quad \Xi(i) := \int_{t_i}^{t_{i+1}} \frac{dr}{(T - r)^{1 - \gamma} \sqrt{T - r - t_i}}\), and
\[
W_i := \Gamma(i) + \Xi(i) + \mathcal{H}(i),
\]
it follows from Lemma C.3 that
\[
\Theta_i \leq CW_i + C \sum_{j=i+1}^{N-1} \frac{W_j \Delta_j}{(T - t_j)^{(1 - \theta_L)/2} \sqrt{T_j - t_i}} + C \sum_{j=i+1}^{N-1} \frac{\Theta_j \Delta_j}{(T - t_j)^{(1 - \theta_L)/2} \sqrt{T_j - t_i}}
\]
Therefore, using Lemma C.4 in (5.18) and (5.19),
\[
\|Z_{t_i} - \bar{Z}_t^{(N)}\|_2 \leq CW_i + C \sum_{j=i+1}^{N-1} \frac{W_j \Delta_j}{(T - t_j)^{(1 - \theta_L)/2} \sqrt{T_j - t_i}},
\]
\[
\|Y_{t_i} - \bar{Y}_t^{(N)}\|_2 \leq CN^{-1/2} + C \sum_{j=i}^{N-1} \frac{\Theta(j)}{(T - t_j)^{(1 - \theta_L)/2}} + C \sum_{j=i}^{N-1} \frac{W_j \Delta_j}{(T - t_j)^{(1 - \theta_L)/2}}.
\]
Let us consider the sum in the $W$ terms. Firstly, remark that we only need consider the sums for $i < N - 1$. Recall the terminology of \((5.20)\). Using Lemma \(C.2\).

\[
\sum_{j=i+1}^{N-1} \frac{\Gamma(j) \Delta_j}{(T-t_j)^{(1-\theta_L)/2} \sqrt{T_j-t_i}} = C N^{-1/2} \sum_{j=i+1}^{N-1} \frac{\Delta_j}{(T-t_j)^{(1-\theta_L)/2} \sqrt{T_j-t_i}} \leq C N^{-1/2} (T-t_i)^{(\theta_L-1)/2}.
\]

Using the fact that $\Delta_j \leq \Delta_{j-1}$ to show that $\sqrt{T_{j+1}-t_i}/\sqrt{T_j-t_i} \leq 2$, Lemma \(B.1\) to show that $\Delta_j/\Delta_{j+1} \leq C$ and $\max_j \Delta_j (T-t_j)^{2\gamma-1} \leq N^{-1}$, one can apply Lemma \(C.2\) to bound the sum in $\Xi(j)$ as follows:

\[
\sum_{j=i+1}^{N-1} \frac{\Xi(j) \Delta_j}{(T-t_j)^{(1-\theta_L)/2} \sqrt{T_j-t_i}} \leq C \int_0^T (T-r)^{-1}(r-t_{N-1})^{-1/2} dr \Delta_{N-1} + C \sum_{j=i+1}^{N-2} \frac{\Delta_j^{3/2} (\Delta_j/\Delta_{j+1})^{3/2} (T_{j+1}-t_i)/\sqrt{T_{j+1}-t_i}}{(T-t_{j+1})^{(3-\theta_L-2\gamma)/2} \sqrt{T_{j+1}-t_i}} \\
\leq C \Delta_{N-1}^{1/(1+\theta_L)/2} \Delta_{N-2}^{1/2} + C \max_j \sqrt{\frac{\Delta_j}{(T-t_j)^{1-2\gamma}}} \sum_{j=i+1}^{N-2} \frac{\Delta_j}{(T-t_{j+1})^{1-\theta_L/2} \sqrt{T_{j+1}-t_i}} \\
\leq C N^{-\gamma/2} + C N^{-1/2} (T-t_i)^{\theta_L-1/2}.
\]

In order to deal with the sum in $\mathcal{H}(j)$, we change the order of summation and apply Lemma \(C.2\) to obtain

\[
\sum_{j=i+1}^{N-1} \frac{\mathcal{H}(j) \Delta_j}{(T-t_j)^{(1-\theta_L)/2} \sqrt{T_j-t_i}} = \sum_{j=i+1}^{N-1} \frac{\sum_{k=j+1}^{N-1} (T-t_k)^{(1-\theta_L)/2} \sqrt{T_k-t_j} \Delta_j}{(T-t_j)^{(1-\theta_L)/2} \sqrt{T_j-t_i}} = \sum_{j=i+1}^{N-1} \frac{\sum_{k=j+1}^{N-1} \Psi(k) \Delta_j}{(T-t_{k})^{(1-\theta_L)/2} \sqrt{T_{k}-t_j}} \\
\leq C \sum_{j=i+1}^{N-1} \frac{\Psi(j) \Delta_j}{(T-t_j)^{(1-\theta_L)/2} (T_{j}-t_i)^{(1-\theta_L)/2}} = C \mathcal{H}(i).
\]

Combining \(5.24\) - \(5.26\), the bound on the sum in $W_j$ is

\[
\sum_{j=i+1}^{N-1} \frac{W_j \Delta_j}{(T-t_j)^{(1-\theta_L)/2} \sqrt{T_j-t_i}} \leq C N^{-1/2} (T-t_i)^{(\theta_L-1)/2} + C \mathcal{H}(i).
\]

By analogous calculations, one shows that

\[
\sum_{j=i+1}^{N-1} \frac{W_j \Delta_j}{(T-t_j)^{(1-\theta_L)/2} \sqrt{T_j-t_i}} \leq C N^{-1/2} (T-t_i)^{(\theta_L+1)/2} + C \sum_{j=i+1}^{N-1} \frac{\Psi(j) \Delta_j}{(T-t_j)^{(1-\theta_L)/2}}.
\]

The proof is completed by substituting \(5.27\) into \(5.22\), \(5.28\) into \(5.23\), and using Proposition \(5.4\) to bound the remaining terms. \(\square\)

### A Stochastic analysis

The following conditional Fubini's theorem is a consequence of the Monotone Class Theorem.
Lemma A.1. Let \( f_s \in L_2([0, T] \times \Omega) \). Then, for all \( t \in [0, T] \), there exists a \( B([0, T]) \otimes F_t \)-measurable processes \( F_t \) belonging to \( L_2([0, T] \times \Omega) \) such that \((\omega, s) \mapsto F_t(s)\) is a version of \((\omega, s) \mapsto \mathbb{E}_t[f_s]\) and

\[
\mathbb{E}_t[\int_0^T f_s ds] = \int_0^T F_t(s) ds \quad \text{almost surely.}
\]

We need the following generalization of the a priori estimates [BDH\textsuperscript{03} Proposition 3.2]:

Proposition A.2. Let \( k \) be an integer, and \( p \) be an integer greater than or equal to 2. Let \( f : \Omega \times [0, T) \times \mathbb{R}^k \times \mathbb{R}^{q \times k} \rightarrow (\mathbb{R}^k)^\top \) be \( \mathcal{F} \times B((\mathbb{R}^k)^\top) \otimes \mathcal{B}(\mathbb{R}^{q \times k}) \)-measurable, and \( \xi \) be an \((\mathbb{R}^k)^\top\)-valued random variable in \( L_p(\mathcal{F}_T) \). Let \((f_t)_{t \in [0, T]}\) be non-negative, predictable process, \( \mu \in L_1([0, T]; m) \) and \( \lambda \in L_2([0, T]; m) \) be \( \mathcal{F} \)-valued non-negative. Additionally, assume that \( \mathbb{E}[(\int_0^T f_t dt)^p] < \infty \). For any \((y_1, y_2) \in (\mathbb{R}^k)^2\), define the scalar product \(\langle y_1, y_2 \rangle := \sum_{j=1}^k y_{1j} y_{2j} \) and assume that, for all \((t, y, z) \in [0, T) \times (\mathbb{R}^k)^\top \times \mathbb{R}^{q \times q}\), \((\omega, t, y, z) \mapsto f(\omega, t, y, z)\) satisfies

\[
(\langle \eta, \mu \rangle + \lambda)|y|) \leq f_0(\omega) + \mu|y| + \lambda|z| \quad \text{almost surely.} \quad \text{(A.1)}
\]

Let \((Y, Z)\) be a solution to the \((\mathbb{R}^k)^\top, \mathbb{R}^{q \times k}\)-valued BSDE

\[
Y_t = \xi + \int_t^T f(r, Y_r, Z_r) dr - \sum_{j=1}^q \int_t^T (Z_{r,j}) \, dW_{r,j}.
\]

in the space \( S^p \times \mathcal{H}^p \), where \( \mathcal{H}^p \) is the space of predictable processes \( X \) such that \( \mathbb{E}[(\int_0^T |X_s|^2 ds)^{p/2}] \) is finite; \( Z_j \) denotes the \( j \)-th column of \( Z \).

Then, there exists a constant \( C_p \), depending only on \( p \), such that, for any \( \eta \geq \mu + \lambda \), in \( L_1(\mathbb{R}; dt) \),

\[
\mathbb{E}[\sup_t e^{p_0 f_0(\omega)} |Y_t|^p + \left( \int_0^T e^{2p_0 f_0(\omega)} |Z_t|^2 dt \right)^{p/2}] \leq C_p \mathbb{E}[e^{p_0 f_0(\omega)}] |\eta|^p + \left( \int_0^T e^{p_0 f_0(\omega)} dt \right)^p.
\]

Proof. Consider the processes \( \tilde{Y}_t = e^{p_0 f_0(\omega)} Y_t \) and \( \tilde{Z}_t = e^{p_0 f_0(\omega)} Z_t \). Then \((\tilde{Y}, \tilde{Z})\) satisfies a BSDE with terminal condition \( \tilde{\xi} = \mu \) and driver \( f(t, \tilde{Y}, \tilde{Z}) = e^{p_0 f_0(\omega)} f(t, e^{p_0 f_0(\omega)} Y_t, e^{p_0 f_0(\omega)} Z_t) - \eta \). Moreover, for all \((t, y, z) \in [0, T) \times \mathbb{R}^k \times \mathbb{R}^{q \times q}\), \( f(\omega, t, y, z) \) satisfies

\[
(\langle \eta, \mu \rangle + \lambda)|y|) \leq f_0(\omega) + \mu|y| + \lambda|z| \quad \text{almost surely.}
\]

with \( \tilde{f}_t = e^{p_0 f_0(\omega)} f_t, \tilde{\mu} = \mu - \eta, \) and \( \tilde{\lambda} = \lambda \). The rest of the proof follows exactly as the proof of [BDH\textsuperscript{03} Proposition 3.2].

\( \square \)

B Time-grids

Lemma B.1. The time grid \( \pi^{(\beta)} = \{0 = t_0 < \ldots < t_N = T : t_i = T - (1 - i/N) \beta \} \) with \( \beta \in (0, 1] \) satisfies

\[
\max_{0 \leq i < N} \frac{\Delta_k}{(T - t_k)^{1 - \theta}} \leq \frac{T^\theta}{\beta N^{1/\beta}}, \quad \text{(B.1)}
\]

\[
\max_{0 \leq i \leq N - 2} \frac{\Delta_k}{\Delta_{k+1}} \leq \frac{1}{\beta} \left( 1 + \left( \frac{1}{2\beta} \right)^{\frac{1}{\beta} - 1} \right), \quad \text{(B.2)}
\]

for all \( \theta \in (0, 1] \).
C Integral estimates

The following is a trivial result that will come in useful.

**Lemma C.1.** For finite $\delta > 0$, and $s < r \leq R < \infty$, $\int_s^r (R - t)^{\delta - 1} dt \leq \frac{1}{\delta} (r - s)(R - s)^{\delta - 1}$.

**Proof.** Direct computation of the integral term yields

$$\int_s^r \frac{dt}{(R - t)^{1-\delta}} = \frac{1}{\delta} \left( (R - s)^\delta - (R - r)^\delta \right) \leq \frac{1}{\delta} \left( \frac{R - s}{(R - s)^{1-\delta}} - \frac{R - r}{(R - s)^{1-\delta}} \right) = \frac{r - s}{\delta(R - s)^{1-\delta}}.$$  

The following three lemmas and their proofs can be found in Section 2.1 of [GT13a]: the results on the integrals are proved exactly as the results on the sums.

**Lemma C.2.** Let $\delta, \rho \in (0, 1]$. Then for $B_{\delta, \rho} := \int_0^1 (1 - r)^{\delta - 1} r^{\rho - 1} dr$, for any $0 \leq s < t \leq T$,

$$\int_t^s \frac{dr}{(s - r)^{1-\delta}(r - s)^{1-\rho}} \leq B_{\delta, \rho}(s - t)^{\delta + \rho - 1}.$$  

Moreover, on the time-grid $\pi(\beta) = \{0 = t_0 < \ldots < t_N = T : t_i = T - (1 - i/N)^{1/\beta}\}$, for any $0 \leq i < k \leq N$,

$$\sum_{j=i+1}^{k-1} (t_k - t_j)^{\delta - 1}(t_j - t_i)^{\rho - 1} \Delta_j \leq 2B_{\delta, \rho}(t_k - t_i)^{\delta + \rho - 1}.$$  

**Lemma C.3.** Let $\delta \in (0, 1/2]$, $\rho \in (0, 1]$ and $t \in [0, T]$. Suppose that, for a positive constant $C_u$, the finite positive real functions $u : [t, T] \mapsto [0, \infty)$ and $w : [t, T] \mapsto [0, \infty)$ satisfy

$$u_t \leq w_t + C_u \int_t^T \frac{u_r dr}{(T - r)^{\frac{1}{\delta} - \rho}}.$$  

Then, for constants $C_1$ and $C_2$ depending only on $C_u, T, \delta$ and $\rho$,

$$u_t \leq C_1 w_t + C_2 \int_t^T \frac{u_r dr}{(T - r)^{1-\delta}(r - t)^{1-\rho}} + C_2 \int_t^T \frac{u_r dr}{(T - r)^{\frac{1}{\delta} - \rho}}.$$  

Moreover, on the time-grid $\pi(\beta) = \{0 = t_0 < \ldots < t_N = T : t_i = T - (1 - i/N)^{1/\beta}\}$, suppose that the real functions $U : \pi(\beta) \mapsto [0, \infty)$ and $W : \pi(\beta) \mapsto [0, \infty)$ satisfy

$$U_i \leq W_i + C_u \sum_{j=i+1}^{N-1} \frac{U_j \Delta_j}{(T - t_j)^{1-\delta}(t_j - t_i)^{1-\rho}}$$  

for all $i \in \{0, \ldots, N - 1\}$. It follows that

$$U_i \leq 2C_2 W_i + 2C_2 \sum_{j=i+1}^{N-1} \frac{W_j \Delta_j}{(T - t_j)^{1-\delta}(t_j - t_i)^{1-\rho}} + 2C_2 \sum_{j=i+1}^{N-1} \frac{U_j \Delta_j}{(T - t_j)^{1-\delta}}$$  

for all $i \in \{0, \ldots, N - 1\}$.

**Lemma C.4.** Let $\delta \in (0, 1/2]$, $\rho \in (0, 1]$ and $t \in [0, T]$. Suppose that the finite positive real functions $u : [t, T] \mapsto [0, \infty)$ and $w : [t, T] \mapsto [0, \infty)$ satisfy $\text{(C.2)}$ for some positive constants $C_1$ and $C_2$. Then, for $\nu > 0$, there is a positive constant $C(\nu)$ (depending only on $C_1, C_2, T, \delta, \rho, \nu$) such that

$$\int_t^T \frac{u_r dr}{(T - r)^{\frac{1}{\delta} - \rho}} \leq C(\nu) \int_t^T \frac{w_r dr}{(T - r)^{1-\delta}}.$$  
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Moreover, on the time-grid $\pi^{(i)} = \{0 = t_0 < \ldots < t_N = T : t_i = T - (1 - i/N)^{1/\beta}\}$, suppose that the real functions $U : \pi^{(i)} \mapsto [0, \infty)$ and $W : \pi^{(i)} \mapsto [0, \infty)$ satisfy \( C.3 \) for all $i \in \{0, \ldots, N - 1\}$. It follows that

$$
\sum_{j=i+1}^{N-1} \frac{U_j \Delta_j}{(T-t_j)^{\frac{4-\delta}{2}}(t_j - t_i)^{1-\nu}} \leq 2C^{(r)} \sum_{j=i+1}^{N-1} \frac{W_j \Delta_j}{(T-t_j)^{\frac{4-\delta}{2}}(t_j - t_i)^{1-\nu}}
$$

for all $i \in \{0, \ldots, N - 1\}$.

## D Regularity results for inverse matrices

**Lemma D.1.** Let $\xi > 0$ be finite and $A : \mathbb{R}^n \to \mathbb{R}^{1 \times 1}$ be symmetric and such that $\eta^\top A(x) \eta \geq \xi |\eta|^2$ for all $x \in \mathbb{R}^n$ and $\eta \in \mathbb{R}$. Then, for every $x \in \mathbb{R}^d$, the matrix $A(x)$ is invertible and $|A^{-1}(x)| \leq 1/\xi$. Moreover, if $x \to A(x)$ is $\gamma$-Hölder continuous, then its inverse $x \to A^{-1}(x)$ is also $\gamma$-Hölder continuous.

**Proof.** Due to the condition $\eta^\top A(x) \eta \geq \xi |\eta|^2$, it follows that $A(x)$ is positive definite for every $x \in \mathbb{R}^n$. This implies that the singular values of $A(x)$ are all greater than $\xi$ \cite{GVL96} Theorem 8.1.2], and so $A(x)$ is invertible. Using the singular value decomposition of $A(x)$ to construct the inverse as in \cite{GVL96} Section 5.5.4], the maximal singular value of $A^{-1}(x)$ is less than $1/\xi$ and so, using \cite{GVL96} Section 2.5.2] combined with the singular value decomposition of $A^{-1}(x)$, the matrix 2-norm of $A^{-1}(x)$ is equal to its maximal singular value, i.e. $|A^{-1}(x)| \leq 1/\xi$ for all $x \in \mathbb{R}^d$. Now, let $x$ and $y$ be elements in $\mathbb{R}^d$. Since $A^{-1}(y) - A^{-1}(x)$ is equal to

$$
-A(x)^{-1}(A(y) - A(x))A(y)^{-1},
$$

it follows that

$$
|A^{-1}(y) - A^{-1}(x)| \leq |A^{-1}(x)||A(y) - A(x)||A^{-1}(y)| \leq \frac{L_A}{\xi^2} |x - y|^{\gamma},
$$

where $L_A$ is the Hölder constant of $A$. \qed

**Proof of Lemma 4.1.** Let $t \in [0, T)$ be fixed, and define $A : [0, T) \times \mathbb{R}^d \to \mathbb{R}^{d \times d}$ by $A(t, x) = \sigma(t, x)\sigma(t, x)^\top$. It can be computed directly that $\sigma^{-1}(t, \cdot) = \sigma(t, \cdot)^\top A^{-1}(t, \cdot)$, whether or not $d$ equals $q$. It follows from uniform ellipticity ($A_{\alpha, \gamma}$) and Lemma D.1 that $|A^{-1}(t, x)| \leq 1/\beta$ for all $(t, x) \in [0, T) \times \mathbb{R}^d$. Due to the differentiability condition ($A_{\beta, \eta}$) on $\sigma(t, \cdot)$, $\sigma(t, \cdot)$ is Lipschitz continuous uniformly in $t$ with Lipschitz constant $\|\nabla_x \sigma\|_\infty$, and, using additionally the equality $A(t, x) - A(t, y) = \sigma(y)(\sigma(t, x)^\top - \sigma(t, y)^\top) + (\sigma(t, x) - \sigma(t, y))\sigma(t, y)^\top$, $A(t, \cdot)$ is Lipschitz continuous uniformly in $t$ with Lipschitz constant $2\|\sigma\|_\infty \|\nabla_x \sigma\|_\infty$. Using Lemma D.1 it follows that $A^{-1}(t, \cdot)$ is Lipschitz continuous uniformly in $t$ with Lipschitz constant $2\|\sigma\|_\infty \|\nabla_x \sigma\|_\infty / \beta^2$. For any $(x, y) \in (\mathbb{R}^d)^2$, $\sigma(t, x)^{-1} - \sigma(t, y)^{-1}$ is equal to $(\sigma(t, x)^\top - \sigma(t, y)^\top)A^{-1}(t, x)\sigma(t, y)^\top(A^{-1}(t, x) - A^{-1}(t, y))$. and therefore

$$
|\sigma(t, x)^{-1} - \sigma(t, y)^{-1}| \leq \frac{\|\nabla_x \sigma\|_\infty}{\beta} |x - y| + 2\frac{\|\sigma\|_\infty \|\nabla_x \sigma\|_\infty}{\beta^2} |x - y|.
$$

The proof that $\sigma^{-1}(t, \cdot)$ is $1/2$-Hölder continuous is essentially the same and we do not include it. \qed
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