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Abstract. In these expository lectures, we give an elementary introduction to conformal field theory in the context of probability theory and complex analysis. We consider statistical fields, and define Ward functionals in terms of their Lie derivatives. Based on this approach, we explain some equations of conformal field theory and outline their relation to SLE theory.
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Introduction

Conformal field theory (CFT) has different formulations as well as multiple applications. One of the best known applications concerns the theory of 2D lattice models at their critical points. Borrowing ideas and intuition from quantum field theory, Belavin, Polyakov, and Zamolodchikov [BPZ84] introduced an operator algebra formalism which relates some critical models to the representation theory of Virasoro algebra.

The underlying objects of BPZ theory are correlation functions of certain “fields,” apparently smeared-out and renormalized continuum versions of random fields on a lattice. The mathematical meaning of these objects is not completely clarified, but the focus is instead on the algebraic structure of “local operators” which act on and are identified with the fields. The main assumption of the theory is that the operators (or fields) behave nicely under “conformal transformations.” The operators related to the so-called stress-energy tensor (defined as the local response of the action in the functional integral) play a special role in generating a Virasoro algebra representation whose central charge $c$ is the fundamental characteristic of a critical model. Belavin, Polyakov, and Zamolodchikov showed that in the case of degenerate representations, the correlation functions satisfy a special type of linear differential equations. Finally they defined a class of conformal theories (“minimal models”) which describe and “solve” (in a physically accepted sense) discrete critical models such as Ising, Potts, etc.

The paper [BPZ84] had a great influence on the developments of conformal field theory. The operator formalism, which does not depend on a specific (e.g., statistical) nature of the underlying fields, has been applied to a variety of other physical problems, see [DFMS97]. In mathematics, the study of abstract vertex algebras became an important part of modern representation theory [FLM88], [Kac98].

A different approach to critical lattice models was proposed by Schramm [Sch00] who introduced stochastic Loewner evolution (SLE) as the only possible candidates for the scaling limits of interface curves in several such models. His idea turned out to be very successful and led to the rigorous proof of some important conjectures in statistical physics, in particular some very non-trivial predictions of CFT. The work of Lawler-Schramm-Werner ([LSW01a], [LSW01b], [LSW02b], [LSW02a], [LSW04]) and Smirnov ([Smi01], [Smi10]) exemplifies the remarkable achievements of complex analytic/probabilistic methods. In connection with their developments in the SLE theory, there has been some interest in interpreting the original CFT arguments in (less abstract) terms of statistical models, and more generally in understanding the precise relation between CFT and SLE, see e.g., [FW03] and, on the physical side, [BB02], [BB03], and [Car05].
The goal of these mostly expository lectures is to give an elementary introduction to CFT from the point of view of random or statistical fields. More precisely, we will describe an (rather pedestrian) implementation of CFT in the specific case of statistical fields generated by certain non-random modification of the Gaussian free field (GFF). Gaussian free field is the simplest (“trivial”) example of Euclidean field theory; its mathematical aspects are well understood, see [Sim74], [Jan97]. The modifications of the Gaussian free field that we will consider in these lectures are implicit in the work of Schramm and Sheffield [SS10] and explicit in the physical paper [RBGW07]. Related ideas are certainly present in the much earlier papers by Cardy [Car84], [Car92].

We will only cover some starting points of the BPZ theory: we will accurately define and explain such basic concepts as Ward’s identities, stress tensor, and vertex fields in terms of correlation functions of our random fields, but we will not reach the part of the theory concerning minimal models, and the only degeneracy we study will be of level two. In Appendix D we will briefly explain the relation of our constructions to the operator algebra formalism by explicitly describing some form of the “operator-field correspondence.” In the last two lectures we will discuss connections with the SLE theory.

It should be mentioned that we only consider the simplest conformal type of the theory – the case of a simply connected domain with a marked point on the boundary, cf. [Car84], [Car92], and we only consider the Gaussian free field with Dirichlet boundary conditions. This conformal type of CFT is relevant to the theory of chordal SLE. The more traditional setting – CFT in the full plane ([BPZ84]) – is somewhat more involved and will not be discussed here.

Many computations in these lectures are completely standard from the CFT perspective – we include them for the sake of consistency and to make the exposition self-contained. We want to emphasize one more time that what we are considering is a very specific model of CFT, and modern physical and algebraic theories go so much further. At the same time, we believe that this model is interesting in its own right, and its generalizations to more sophisticated conformal geometries may turn out to be quite non-trivial.
LECTURE 1

Fock space fields

We introduce a class of random fields defined in a simply connected domain $D$ in the complex plane. All our fields, which we call Fock space fields, are constructed from the Gaussian free field and its derivatives by means of Wick’s calculus. Fock space fields may or may not be distributional random fields but their correlation functions are well-defined, and we can think of the fields as functions in $D$ whose values are correlation functionals.

Later, in Lecture 3, we will revise the definition so that the fields will have certain geometric/conformal properties in the sense that their values will depend on local coordinates (“conformal fields”). The functionals and fields that we consider in this first lecture are conformal fields expressed in the identity chart of $D$. In Lecture 7 we will further extend the concept to include some “multivalued” (chiral) fields.

In the first two sections we recall some basic facts concerning the Gaussian free field, its Fock space, and Wick’s calculus, see [Sim74] and [Jan97]. In Section 1.3 and Section 1.4 we define correlation functionals and Fock space fields (as function-valued functions). In Appendix A we will comment on the probabilistic meaning of Fock space fields.

1.1. Gaussian free field

• A real-valued random variable $\xi$ is Gaussian or normal with mean $\mu$ and variance $\sigma^2$ if

$$E[e^{it\xi}] = e^{i\mu t - \frac{1}{2} \sigma^2 t^2}.$$  

A family (finite or infinite) of random variables is jointly Gaussian if any finite linear combination is Gaussian. The joint distribution of such a family is determined by the means and covariances of the random variables. In particular, if $\xi_1, \cdots, \xi_n$ are centered (i.e., $\mu = 0$) jointly Gaussian random variables, then

$$E[\xi_1 \cdots \xi_n] = \sum \prod_k E[\xi_{i_k} \xi_{j_k}],$$

(1.1)

where the sum is over all partitions of the set $\{1, \cdots, n\}$ into disjoint pairs $\{i_k, j_k\}$.

A complex-valued random variable is Gaussian if its real and imaginary parts are jointly Gaussian. Clearly, the formula (1.1) holds for complex-valued jointly Gaussian variables as well.

• A Gaussian field indexed by some real Hilbert space $\mathcal{H}_R$ is an isometry

$$\mathcal{H}_R \to L^2_R(\Omega, \mathcal{P}), \quad h \mapsto \xi_h$$
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such that the image consists of centered Gaussian variables; here \((\Omega, P)\) is some probability space. Complexifying, we can extend this map to an isometry
\[
\mathcal{H} := \mathcal{H}_\mathbb{R} + i\mathcal{H}_\mathbb{R} \to L^2(\Omega, P),
\]
which we also call a Gaussian field (indexed by \(\mathcal{H}\)).

One way to construct a Gaussian field is to choose an orthonormal basis \(\{e_\alpha\}\) in \(\mathcal{H}_\mathbb{R}\) and a family \(\{\xi_\alpha\}\) of independent standard normal variables on some probability space, and set \(e_\alpha \mapsto \xi_\alpha\). A Gaussian field indexed by \(\mathcal{H}_\mathbb{R}\) is unique up to an isomorphism of \(L^2\)-spaces.

- Let \(D\) be a planar domain with the Green’s function \(G = G_D(\zeta, z)\). For example, in the upper half-plane \(H := \{z : \text{Im} z > 0\}\), we have
  \[
  G_H(\zeta, z) = \log \left| \frac{\zeta - \bar{z}}{\zeta - z} \right|.
  \]

The Gaussian free field \(\Phi\) in \(D\) with Dirichlet boundary condition is the Gaussian field indexed by the Dirichlet energy space \(\mathcal{E}(D)\),
\[
\Phi : \mathcal{E}(D) \to L^2(\Omega, P).
\]
The Hilbert space \(\mathcal{E}(D)\) can be defined as the completion of test functions \(f \in C^\infty_0(D)\) with respect to the norm
\[
\|f\|_\mathcal{E}^2 = \iint 2G(\zeta, z) f(\zeta) \overline{f(z)} \, dA(\zeta) dA(z),
\]
where \(A\) is the area measure.

- By definition, the \(n\)-point correlation function of \(\Phi\),
  \[
  (z_1, \ldots, z_n) \mapsto E[\Phi(z_1) \cdots \Phi(z_n)], \quad (z_j \in D, \text{points } z_j \text{ are distinct}),
  \]
is a unique continuous function such that
\[
E[\Phi(f_1) \cdots \Phi(f_n)] = \int f_1(z_1) \cdots f_n(z_n) \, E[\Phi(z_1) \cdots \Phi(z_n)] \, dA(z_1) \cdots dA(z_n)
\]
for all test functions \(f_j\) with disjoint supports (here, in fact, for all test functions).

It is clear that the 2-point correlation function is \(2G(z_1, z_2)\), and
\[
E[\Phi(z_1) \cdots \Phi(z_n)] = \sum_k \prod \, 2G(z_{i_k}, z_{j_k}),
\]

exactly as in (1.1). In other words, we can think of \(\Phi(z)\) as a “generalized” Gaussian and use the symbolic representation \(\Phi(f) = \int \Phi(z) f(z) \, dA(z)\) in the computation of correlations.

- Derivatives of GFF. The fields \(J = \partial \Phi, \bar{J} = \bar{\partial} \Phi\), and higher order derivatives are well-defined as Gaussian distributional fields, e.g.,
  \[
  J(f) = -\Phi(\partial f), \quad f \in C^\infty_0(D),
  \]
so \(J\) is a map \(C^\infty_0(D) \to L^2(\Omega, P)\) (or \(J : \mathcal{E}(D) \to L^2(\Omega, P)\)). We can compute the correlation functions of the derivatives by differentiating the correlation functions of the Gaussian free field. For example, for \(\zeta \neq z\) we have
\[
E[J(\zeta) \Phi(z)] = 2\partial_\zeta G(\zeta, z) = \frac{1}{\zeta - \bar{z}} - \frac{1}{\zeta - z} \quad \text{in } \mathbb{H};
\]
and
\[ E[J(\zeta)J(z)] = 2\partial_1 \partial_2 G(\zeta, z) = -\frac{1}{(\zeta - z)^2} \quad \text{in } \mathbb{H}. \]
The meaning of these expressions is similar to formula (1.3).

1.2. Fock space of Gaussian free field and Wick’s multiplication

• For \( n \geq 0 \), let \( \mathcal{H}^{\otimes n} \) denote the \( n \)-th symmetric tensor power of a Hilbert space \( \mathcal{H} \); it is the completion of linear combinations of elements \( f_1 \otimes \cdots \otimes f_n \), (the order does not matter: \( f \otimes g \equiv g \otimes f \)), with respect to the scalar product

\[ (f_1 \otimes \cdots \otimes f_n, g_1 \otimes \cdots \otimes g_n) = \sum_{\sigma \in S_n} \prod_{j=1}^{n} (f_{\sigma(j)}^* g_j), \]

where \( S_n \) is the group of permutations of the set \( \{1, \cdots, n\} \). The (symmetric) Fock space over \( \mathcal{H} \) is the Hilbert space direct sum

\[ \text{Fock}(\mathcal{H}) = \bigoplus_{n=0}^{\infty} \mathcal{H}^{\otimes n}, \quad (\mathcal{H}^{\otimes 0} := \mathbb{C}). \]

The algebraic direct sum \( \sum_{n=0}^{\infty} \mathcal{H}^{\otimes n} \), the “symmetric tensor algebra”, is a commutative algebra with respect to the natural multiplication \( \otimes \).

• Wiener chaos decomposition. Let \( \mathcal{H} \to L^2(\Omega, \mathcal{P}) \) be a Gaussian field indexed by \( \mathcal{H} \). If we identify \( \mathcal{H} \) with its image in \( L^2(\Omega, \mathcal{P}) \) and denote by \( \sigma(\mathcal{H}) \) the \( \sigma \)-algebra generated by \( \mathcal{H} \), then the Fock space over \( \mathcal{H} \) can be identified with \( L^2 := L^2(\Omega, \sigma(\mathcal{H}), \mathcal{P}) \) as follows, see [Jan97]. Denote

\[ \mathcal{H}_n = \text{span}\{\xi_1 \cdots \xi_m : m \leq n\} \oplus \text{span}\{\xi_1 \cdots \xi_m : m < n\} \subset L^2, \]

where \( \xi_j \)'s in the both spans are arbitrary elements of \( \mathcal{H} \), and consider the map \( \mathcal{H}^{\otimes n} \to \mathcal{H}_n, \quad \xi_1 \otimes \cdots \otimes \xi_n \mapsto \pi_n(\xi_1 \cdots \xi_n) \), where \( \pi_n \) is the orthogonal projection in \( L^2 \) onto \( \mathcal{H}_n \). Under this correspondence, the symmetric tensor algebra multiplication corresponds to the so-called Wick’s multiplication in \( L^2 \):

\[ \text{if } X \in \mathcal{H}_m, \ Y \in \mathcal{H}_n, \ \text{ then } \ X \odot Y = \pi_{m+n}(XY). \]

(An alternative and more traditional notation is :\( XY : \) ) The identification

\[ L^2(\Omega, \sigma(\mathcal{H}), \mathcal{P}) \cong \bigoplus_{n=0}^{\infty} \mathcal{H}^{\otimes n} \]

is called the Wiener chaos decomposition. The fact that the described construction gives a unitary map \( \text{Fock}(\mathcal{H}) \to L^2 \) is based on the following Wick’s formula, which provides the chaos decomposition for products of Gaussian variables, and which will play a central role in the definition of Fock space fields. The formula is stated in terms of Feynman’s diagrams.

• A Feynman diagram \( \gamma \) labeled by random variables \( \xi_1, \cdots , \xi_n \) is a graph with vertices \( 1, 2, \cdots , n \), and edges (“Wick’s contractions”) \( \{v, v'\} \) without common endpoints. We denote the unpaired vertices by \( v'' \). The Wick’s value of the diagram is
the random variable

\[(\gamma) = \prod_{\{v, v'\}} E[\xi_v \xi_{v'}] \land \xi_{v'} .\]

For example, the Feynman diagram with two edges \{1, 4\}, \{3, 5\} and two unpaired vertices 2, 6 corresponds to

\[(\xi_1 \circ \xi_2 \circ \xi_3)(\xi_4 \circ \xi_5 \circ \xi_6) := E[\xi_1 \xi_4]E[\xi_3 \xi_5]\xi_2 \circ \xi_6 .\]

**Wick’s formula.** Let \(\xi_{jk}, (1 \leq j \leq l, 1 \leq k \leq m_j)\), be centered jointly Gaussian random variables, and let \(X_j = \xi_{j_1} \circ \cdots \circ \xi_{j_{m_j}} .\) Then

\[X_1 \cdots X_l = \sum \gamma \circ (\gamma),\]

where the sum is taken over all Feynman diagrams (labeled by the variables \(\xi_{jk}\)) such that no edge joins \(\xi_{j_1 k_1}\) and \(\xi_{j_2 k_2}\) with \(j_1 = j_2\).

- **Wick’s powers and exponentials.** If \(\xi\) is a centered Gaussian with variance \(\sigma^2\), then

\[(\xi) = \sigma^n H_n \left( \frac{\xi}{\sigma} \right),\]

where \(H_n\) are the **Hermite polynomials**,

\[H_2(x) = x^2 - 1, \quad H_3(x) = x^3 - 3x, \quad H_4(x) = x^4 - 6x^2 + 3, \quad \cdots .\]

Recall that the polynomials \(H_n\) are monic and orthogonal with respect to the standard Gaussian measure on \(\mathbb{R}\), so (1.5) is just the chaos decomposition in the case \(\dim \mathcal{H} = 1\). We define

\[e^{\circ \xi} := \sum_{n=0}^{\infty} \frac{\xi^{\circ n}}{n!} .\]

Using the generating function

\[e^{tx - t^2/2} = \sum_{n=0}^{\infty} \frac{t^n}{n!} H_n(x) ,\]

we get

\[e^{\circ \xi} = e^{\xi - \frac{1}{2} E\xi^2} .\]

In particular, if \(\xi\) and \(\eta\) are jointly Gaussian, then

\[e^{\circ \xi} e^{\circ \eta} = e^{\circ (\xi + \eta)} e^{\xi^2}, \quad E[e^{\circ \xi} e^{\circ \eta}] = e^{E\xi^2} .\]
1.3. Fock space correlation functionals

- Let $D$ be a domain in $\mathbb{C}$ and let $\Phi$ be the Gaussian free field in $D$. Basic correlation functionals are formal expressions of the type

$$X_1(z_1) \odot \cdots \odot X_n(z_n),$$

where points $z_j \in D$ are not necessarily distinct and $X_j$'s are derivatives of the Gaussian free field, (i.e., $X_j = \partial^\alpha \bar{\partial}^\beta \Phi$). We also include the constant 1 to the list of basic functionals.

A general Fock space correlation functional $\mathcal{X}$ is a linear combination (over $\mathbb{C}$) of basic functionals. We allow some infinite combinations, e.g., the exponentials

$$e^{\odot \alpha \Phi(z)} = \sum_{n=0}^{\infty} \frac{\alpha^n}{n!} \Phi^{\odot n}(z).$$

For our purposes it will suffice to consider the class of quasi-polynomial functionals that consists of finite linear combination of $\odot$-products of exponentials and basic functionals. This class is a graded commutative algebra (with respect to formal chaos decomposition and Wick’s multiplication), e.g.,

$$e^{\odot \alpha \Phi(z)} \odot e^{\odot \beta \Phi(z)} = e^{\odot (\alpha + \beta) \Phi(z)}.$$

**Notation.** We will write $S_\mathcal{X}$ or $S(\mathcal{X})$ for the (finite) set of all points $z_j$, the nodes of $\mathcal{X}$, appearing (after cancelations) in the expression of $\mathcal{X}$.

In the rest of the section we explain (or rather define) various natural operations on correlation functionals such as (tensor) products, expectations, weak convergence, and complex conjugation. In addition, we will need to explain the meaning of the statements like “$J = \partial \Phi$ is purely imaginary on the boundary.”

- *Tensor products.* We use Wick’s formula, which describes products of Gaussians in terms of their Wick’s products, to define the usual (or tensor) products $\mathcal{X}_1 \cdots \mathcal{X}_m$ of correlation functionals with pairwise disjoint sets $S(\mathcal{X}_j)$. Namely, for basic functionals

$$\mathcal{X}_j = X_{j1}(z_{j1}) \odot \cdots \odot X_{jn_j}(z_{jn_j}), \quad \text{fields } X_{jk} \text{ are derivatives of } \Phi,$$

we set (cf. (1.4))

$$\mathcal{X}_1 \cdots \mathcal{X}_m = \sum \prod_{\{v,v'\}} \mathbf{E}[X_v(z_v)X_{v'}(z_{v'})] \odot X_{v''}(z_{v''}),$$

where the sum is taken over Feynman diagrams with vertices $v$ labeled by functionals $X_{jk}$ such that there are no contractions of vertices with the same $j$, and the Wick’s product is taken over unpaired vertices $v''$. By definition, the expectations in (1.8) are given by the 2-point functions of derivatives of the Gaussian free field, e.g.,

$$\mathbf{E}[\partial^j \Phi(\zeta) \partial^k \Phi(z)] = \partial^j_\zeta \partial^k_z \mathbf{E}[\Phi(\zeta)\Phi(z)] = 2\partial^j_\zeta \partial^k_z G(\zeta,z).$$

We extend the definition of tensor product to general correlation functionals by linearity.

**Proposition 1.1.** The tensor product of correlation functionals is commutative and associative.
Commutativity is of course obvious. To prove that
\[(1.9) \quad X_1 \cdots X_m Y_1 \cdots Y_n = (X_1 \cdots X_m)(Y_1 \cdots Y_n),\]
one needs to show that there is one-to-one correspondence between Feynman’s
diagrams corresponding to the left-hand side and the right-hand side of (1.9), which
is an easy exercise.

An alternative argument is as follows. Approximate the values \(X_j(z_j)\) of derivatives
of the Gaussian free field involved in the formula by jointly Gaussian variables, see
Appendix A. Then apply Wick’s calculus to the Gaussians, and take the limit.

- **Expectation values of functionals.** We define \(E\mathcal{X}\) in terms of the chaos decom-
  position of \(\mathcal{X}\):

\[
E[1] = 1,
\]
and
\[
E[X_1(z_1) \odot \cdots \odot X_n(z_n)] = 0, \quad \text{(fields } X_j \text{ are derivatives of } \Phi)\]

For example,
\[
E[\Phi(z_1) \cdots \Phi(z_n)] = \sum \prod_k 2G(z_{i_k}, z_{j_k})
\]
(see (1.1)) and
\[
E[e^{\odot \alpha \Phi(z)}] = 1.
\]

Since tensor products of functionals are defined by Wick’s formula, our definition of \(E\mathcal{X}\) is consistent with the definition of the \(n\)-point correlation functions of derivatives of the Gaussian free field introduced earlier. Correlation functions are
“expected values” of correlation functionals.

Given \(\mathcal{X}\), consider the linear space \(V_\mathcal{X} = \{\mathcal{Y} : S_\mathcal{Y} \cap S_\mathcal{X} = \emptyset\}\). We have a linear map
\[
V_\mathcal{X} \to \mathbb{C}, \quad \mathcal{Y} \mapsto E[\mathcal{X}\mathcal{Y}],
\]
so we can think of \(\mathcal{X}\) as a linear functional on \(V_\mathcal{X}\). This explains our terminology
(“functionals”) and also introduces some kind of weak topology in the space of
functionals. For example, the statement
\[
\Phi(z_1) \odot \Phi(z_2) \to \Phi^{\odot 2}(z), \quad (z_1, z_2 \to z)
\]
means (by definition) that
\[
E[(\Phi(z_1) \odot \Phi(z_2))\mathcal{X}] \to E[\Phi^{\odot 2}(z)\mathcal{X}]
\]
for every \(\mathcal{X}\) such that \(z \notin S_\mathcal{X}\). Essentially all statements in conformal field theory
have a similar meaning (they hold “within correlations”).

- **Trivial functionals.** From the point of view of calculus of correlations, we can
  identify functionals \(\mathcal{X}_1\) and \(\mathcal{X}_2\) such that

\[
E[\mathcal{X}_1\mathcal{Y}] = E[\mathcal{X}_2\mathcal{Y}]
\]
for all \(\mathcal{Y}\) with nodes outside \(S_{\mathcal{X}_1} \cup S_{\mathcal{X}_2}\). In this case, we will write \(\mathcal{X}_1 \approx \mathcal{X}_2\) and later
just \(\mathcal{X}_1 = \mathcal{X}_2\).

**Example.** \((\partial \bar{\partial} \Phi)(z) \approx 0\). Of course, \(\partial \bar{\partial} \Phi \neq 0\) as a Gaussian distributional field.
It is easy to check that for all \( Y \),
\[
\text{if } \mathcal{X} \approx 0, \quad \text{then } \mathcal{X} \odot Y \approx 0, \quad \mathcal{X} Y \approx 0.
\]
In particular, \( \mathcal{N} = \{ \mathcal{X} \approx 0 \} \) is an ideal of Wick’s algebra, so we effectively consider Fock space functionals modulo \( \mathcal{N} \). Also, it is clear that \( \mathcal{X} \approx 0 \) if and only if
\[
E[\mathcal{X}(\Phi(z_1) \odot \cdots \odot \Phi(z_n))] = 0 \quad (\Phi \text{ is the Gaussian free field})
\]
for all \( n \) and all sets \( \{z_1, \cdots, z_n\} \) in \( D \setminus S_X \). In particular, \( \mathcal{X} \) is trivial if and only if all its chaos decomposition components are trivial, and therefore the factor algebra preserves the grading.

- Often we can extend the concept of a correlation functional \( \mathcal{X} \) to the case when some of the nodes of \( \mathcal{X} \) lie on the boundary – we simply define the correlations \( E[\mathcal{X} Y] \) in terms of the boundary values.

**Example.** For \( z \in \partial D \), \( e^{\circ \alpha \Phi(z)} = 1 \).

There is a natural operation of complex conjugation on correlation functionals:
\[
\Phi(z) = \overline{\Phi(z)}, \quad (\overline{\partial \Phi})(z) = \overline{(\partial \Phi)(z)}, \quad \mathcal{X} \odot \overline{\mathcal{Y}} = \mathcal{X} \odot \mathcal{Y}.
\]
More generally, the functional \( \tilde{\mathcal{X}} \) is defined (modulo \( \mathcal{N} \)) by the equation
\[
E[\tilde{\mathcal{X}} Y] = \overline{E[\mathcal{X} Y]}
\]
for all \( Y \)'s of the form \( \Phi(z_1) \odot \cdots \odot \Phi(z_n) \).

**Example.** If \( J = \partial \Phi \) in the half-plane \( \mathbb{H} \) and if \( z \in \partial \mathbb{H} \), then \( J(z) \) is purely imaginary, i.e., \( \overline{J(z)} = -J(z) \), and \( J(z) \odot J(z) \) is real.

### 1.4. Fock space fields

- Basic Fock space fields \( X_\alpha \) are formal expressions written as Wick’s products of derivatives of the Gaussian free field \( \Phi \), e.g.,
\[
1, \quad \Phi \odot \Phi, \quad \partial \Phi \odot \overline{\partial \Phi}, \quad \partial^2 \Phi \odot \Phi \odot \Phi, \quad \text{etc.}
\]
A general Fock space field is a linear combination of basic fields \( X_\alpha \),
\[
X = \sum_\alpha f_\alpha X_\alpha,
\]
where the \textit{(basic field) coefficients} \( f_\alpha \) are arbitrary (smooth) functions in \( D \). We think of \( X \) as a map
\[
z \mapsto X(z), \quad (z \in D),
\]
where the values \( \mathcal{X} = X(z) \) are correlation functionals with \( S_X \subset \{z\} \). Thus Fock space fields are functional-valued functions. Wick’s powers \( \Phi^{\odot n} \) and Wick’s exponentials \( e^{\circ \alpha \Phi} \) of the Gaussian free field are important examples of Fock space fields.

If \( X_1, \cdots, X_n \) are Fock space fields and \( z_1, \cdots, z_n \) are distinct points in \( D \), then
\[
\mathcal{X} = X_1(z_1) \cdots X_n(z_n)
\]
is a correlation functional. We often refer to its expectation
\[
E[X_1(z_1) \cdots X_n(z_n)] \quad (1.10)
\]
as a correlation function.
The collection of Fock space fields (modulo $\mathcal{N}$, the ideal of fields whose values are trivial functionals) is a graded commutative algebra (over smooth functions) with respect to pointwise Wick’s multiplication. On the other hand, the “usual” product $(X_1, X_2) \mapsto X_1X_2$ is not defined, but we can consider the tensor products, which are multivariable fields. For example,

$$X = X_1 \otimes X_2$$

is defined in $D \times D \setminus \{\text{diagonal}\}$. Its value at $(z_1, z_2)$ is the “string” $X_1(z_1)X_2(z_2)$.

**Remark.** We often consider Fock space fields with basic field coefficients defined only in some open set $U \subset D$ (“local fields”). It is important that underlying basic fields are global (originated from the Gaussian free field in $D$).

- We define the differential operators $\partial$ and $\bar{\partial}$ on Fock space fields by specifying their action on basic fields so that the action on $\Phi$ is consistent with the definition of $\partial\Phi, \bar{\partial}\Phi$ (as distributional fields) and so that

$$\partial(X \circ Y) = (\partial X) \circ Y + X \circ (\partial Y), \quad \bar{\partial}(X \circ Y) = (\bar{\partial} X) \circ Y + X \circ (\bar{\partial} Y).$$

We extend this action to general Fock space fields by linearity and by Leibniz’s rule with respect to multiplication by smooth functions.

**Examples.** $\partial \bar{\partial}[\Phi \circ \Phi] \approx 2J \circ J, \quad \partial e^{\bar{\partial}z} = \alpha J \circ e^{\bar{\partial}z} \Phi$.

It is easy to see that $\partial X$ is a unique (modulo $\mathcal{N}$) field satisfying

$$E[(\partial X)(z)\mathcal{Y}] = \partial_z E[X(z)\mathcal{Y}], \quad (z \notin S\mathcal{Y}),$$

for all correlation functionals $\mathcal{Y}$. Also, it is clear that $\bar{\partial} X = \overline{\partial X}$.

- By definition, $X$ is holomorphic in $D$ if $\bar{\partial} X \approx 0$, i.e., all correlation functions $E[X(\zeta)\mathcal{Y}]$ are holomorphic in $\zeta \in D \setminus S\mathcal{Y}$.

**Examples.** $J = \partial \Phi, X = J \circ J$ are holomorphic fields.

Holomorphic fields play a prominent role in conformal field theory. Their properties are quite different from those of usual holomorphic functions, and some formulas involving holomorphic fields look unfamiliar from the point of view of “classical” complex analysis.
APPENDIX A

Fock space fields as (very) generalized random functions

In this appendix we want to substantiate the concept of Fock space functionals and fields, which we introduced as somewhat formal algebraic objects. We already mentioned that we can think of functionals as “generalized” elements of the Fock space, and therefore view fields as “generalized” random functions (cf. fields in lattice models). One way to make this point of view clear is to approximate correlation functionals by genuine random variables.

A.1. Approximation of correlation functionals by elements of the Fock space

For each \( z \in D \), let us choose test functions \( f_{\varepsilon,z}(\cdot) \) supported in a disc of radius \( \varepsilon \) about \( z \) and satisfying

\[
f_{\varepsilon,z} \to \delta_z \quad \text{as} \quad \varepsilon \to 0
\]

(as measures). Define Gaussian random variables

\[
\Phi_{\varepsilon}(z) = \Phi(f_{\varepsilon,z}), \quad (\Phi \text{ is the Gaussian free field}),
\]

\[
J_{\varepsilon}(z) = J(f_{\varepsilon,z}) = -\Phi(\partial f_{\varepsilon,z}), \quad (\partial^2 \Phi)_\varepsilon(z) = \Phi(\partial^2 f_{\varepsilon,z}), \quad \text{etc.}
\]

Varying \( z \), we get random functions which approximate the Gaussian free field and its derivatives in the sense of convergence of correlation functions. For example, we have

\[
E[J_{\varepsilon}(z_1)J_{\varepsilon}(z_2)] \to E[J(z_1)J(z_2)], \quad (z_1 \neq z_2).
\]

Indeed, the left-hand side,

\[
2 \iint G(\zeta,\eta)\partial f_{\varepsilon,z_1}(\zeta)\partial f_{\varepsilon,z_2}(\eta) = 2 \iint \partial_1\partial_2 G(z_1,z_2) \quad \text{etc.}
\]

converges to

\[
2\partial_1\partial_2 G(z_1,z_2) = E[J(z_1)J(z_2)].
\]

Usually, when there is no danger of confusion, we omit \( dA(\zeta) \), etc.

Next, we extend this approximation to Wick’s products, and therefore to general Fock space functionals/fields. For example, we define

\[
X_{\varepsilon} = -\frac{1}{2}(J \odot J)_\varepsilon := -\frac{1}{2}(J_{\varepsilon} \odot J_{\varepsilon}), \quad X_{\varepsilon} : D \to \mathcal{H}^\odot 2
\]

where \( \mathcal{H}^\odot 2 \) is the symmetric tensor square of the Hilbert space \( \mathcal{H} = \mathcal{E}(D) \), see Section 1.2. Again, it is clear that the correlations of \( X_{\varepsilon} \) converge to the corresponding correlations of the field \( X = -\frac{1}{2}J \odot J \). This follows from Wick’s formula and from the convergence of the 2-point function of \( J_{\varepsilon} \) established in the previous paragraph.

Thus we can say that Fock space fields are “generalized” random functions – they are limits of random functions in the sense of correlations. (This point of view is somewhat similar to the definition of Colombeau’s “generalized” functions (see [Col85]).)
In practical terms, we can use approximating random functions to compute correlations of Fock space fields at distances much greater than the “wavelength” \( \varepsilon \). Moreover, we can give a similar interpretation to other equations of conformal field theory. For instance, operator product expansions, which we discuss in the next lecture, hold on approximate level as \( \varepsilon \ll |\zeta - z| \to 0 \) so that the error term “\( o(1) \)” has vanishing correlations with all fields at positive distance from \( z \). For example,

\[
\Phi_\varepsilon(\zeta)\Phi_\varepsilon(z) = \log \frac{1}{|\zeta - z|^2} + 2c(z) + \Phi_\varepsilon^{\circ 2}(z) + o(1) \quad \text{as} \quad \varepsilon \ll |\zeta - z| \to 0.
\]

Here, \( c(z) \) is the logarithm of conformal radius \( C(z) \),

\[
(A1) \quad c(z) = \log C(z), \quad C(z) = \left| \frac{w(z) - \overline{w}(z)}{w'(z)} \right|,
\]

where \( w \) is a conformal map from \( D \) onto the upper half-plane \( \mathbb{H} \). The logarithm of conformal radius can be described in terms of the Green’s function, see (A4), (2.2), and (3.2).

**A.2. Distributional fields**

- Some important Fock space fields admit a much stronger, more analytical interpretation. We say that a Fock space field is **distributional** if it can be represented by a linear map \( f \mapsto X(f) \) from a space of test functions to the space \( L^2(\Omega, \mathcal{P}) \) of random variables on some probability space; the Gaussian free field and its derivatives are the simplest examples. This is the kind of fields studied in axiomatic (Euclidean) field theory; distributional fields also play an important role in analysis and probability theory. Assuming that random variables have all moments, we require

\[
(A2) \quad \mathbb{E}[X(f_1) \cdots X(f_n)] = \int \cdots \int \mathbb{E}[X(z_1) \cdots X(z_n)] f_1(z_1) \cdots f_n(z_n)
\]

for any test functions with disjoint supports. Note that \( \mathbb{E} \) has different meanings in this formula; \( \mathbb{E} \) in the left-hand side is the expectation of random variables and \( \mathbb{E} \) in the right-hand side means the correlation function, see (1.10).

Let us show that Wick’s powers \( \Phi^{\circ n} \) and exponentials \( e^{\circ \alpha \Phi} \) with \( |\alpha| < 1 \) exist as distributional fields

\[
\Psi : \quad C_0^\infty(D) \to L^2(\Omega, \mathcal{P}),
\]

see [DS] for a stronger statement.

To construct the map \( \Psi \) we follow the same idea as in the previous section but we interpret random functions

\[
\Psi_\varepsilon : \quad D \to L^2
\]

as linear operators

\[
\Psi_\varepsilon : \quad C_0^\infty(D) \to L^2, \quad f \mapsto \int f \Psi_\varepsilon
\]

and prove convergence in the strong operator topology.

Almost any choice of approximating random functions will do the job but the estimates are particularly simple if we define

\[
\Phi_\varepsilon(z) = \Phi(m_{z,\varepsilon}),
\]

where \( m_{z,\varepsilon} \) is the normalized arclength of the circle of radius \( \varepsilon \ll 1 \) centered at \( z \).
Proposition. As \( \varepsilon \to 0 \), \( \Phi_{\varepsilon} \to \Phi \) in the sense that for all test functions \( f \) the random variables \( \Phi_{\varepsilon}(f) \) converge to \( \Phi(f) \) in \( L^2 \).

Proof. Note that \( \Phi_{\varepsilon}(\zeta) \) is a centered Gaussian random variable with
\[
(\text{A3}) \quad \text{var}(\Phi_{\varepsilon}(\zeta)) = 2\|m_{\zeta,\varepsilon}\|^2 = 2\log \frac{1}{\varepsilon} + 2c(\zeta),
\]
where \( c(\zeta) \) is the logarithm of conformal radius of \( D \), see (A1). Indeed,
\[
\text{var}(\Phi_{\varepsilon}(\zeta)) = 2\int\int G(\xi,\eta) \, dm_{\zeta,\varepsilon}(\xi) \, dm_{\zeta,\varepsilon}(\eta).
\]
Set \( u(\zeta, z) = G_D(\zeta, z) + \log |\zeta - z| \). Then the logarithm of conformal radius can be written in terms of the Green’s function as follows:
\[
(\text{A4}) \quad c(\zeta) = u(\zeta, \zeta).
\]
Using the harmonicity of the map \( \zeta \mapsto u(\zeta, z) \), we have the following expression for the Green potential \( U_{D_{m_{\zeta,\varepsilon}}} = \int m_{\zeta,\varepsilon}(\xi) G(\xi, \cdot) \) of \( m_{\zeta,\varepsilon} \):
\[
U_{D_{m_{\zeta,\varepsilon}}} = \begin{cases}
  u(\zeta, \eta) + \log \frac{1}{\varepsilon}, & \text{if } |\zeta - \eta| \leq \varepsilon; \\
  u(\zeta, \eta) + \log \frac{1}{|\zeta - \eta|}, & \text{otherwise}.
\end{cases}
\]
Thus we have
\[
\text{var}(\Phi_{\varepsilon}(\zeta)) = 2\|m_{\zeta,\varepsilon}\|^2 = 2\log \frac{1}{\varepsilon} + 2 \int u(\zeta, \eta) \, dm_{\zeta,\varepsilon}(\eta) = 2\log \frac{1}{\varepsilon} + 2u(\zeta, \zeta),
\]
which shows (A3). Arguing as above, we show \( \mathbb{E}[\Phi_{\varepsilon}(\zeta)\Phi_{\varepsilon}(\eta)] = 2K_{\varepsilon}(\zeta, z) + 2u(\zeta, z), \)
where
\[
(\text{A5}) \quad \begin{cases}
  K_{\varepsilon}(\zeta, z) = \log \frac{1}{|\zeta - z|}, & \text{if } |\zeta - z| \geq 2\varepsilon; \\
  |K_{\varepsilon}(\zeta, z)| \leq \log \frac{1}{\varepsilon}, & \text{otherwise}.
\end{cases}
\]
Integrating against test functions \( f \), \( \text{var}(\Phi_{\varepsilon}(f)) \to \text{var}(\Phi(f)) \). In a similar way, \( \text{cov}(\Phi_{\varepsilon}(f), \Phi_{\varepsilon}(f)) \to \text{var}(\Phi(f)) \). Therefore, we obtain \( \text{var}(\Phi_{\varepsilon}(f) - \Phi(f)) \to 0 \). □

- **Exponentials and powers of the Gaussian free field.** We represent Wick’s powers \( \Phi_{\varepsilon}^{\otimes n} \) and exponentials \( e^{\alpha \bullet \Phi_{\varepsilon}} \) with \( |\alpha| < 1 \) as distributional fields in the following way:
\[
(\text{A6}) \quad \Phi_{\varepsilon}^{\otimes n} = \lim_{\varepsilon \to 0} \Phi_{\varepsilon}^{\otimes n}, \quad e^{\alpha \bullet \Phi_{\varepsilon}} = \lim_{\varepsilon \to 0} e^{\alpha \bullet \Phi_{\varepsilon}},
\]
where the limits are in the strong operator topology. The existence of the limits is shown below. Thus we have
\[
e^{\alpha \bullet \Phi_{\varepsilon}} = C(z)^{-\alpha^2} \lim_{\varepsilon \to 0} e^{\alpha^2 \Phi_{\varepsilon}}, \quad (|\alpha| < 1),
\]
where \( C(z) \) is the conformal radius (see (A1)) and
\[
\Phi_{\varepsilon}^{\otimes n} = \lim_{\varepsilon \to 0} \sigma_{\varepsilon}^{n} H_n \left( \frac{\Phi_{\varepsilon}}{\sigma_{\varepsilon}} \right), \quad (\sigma_{\varepsilon}^2 = \text{var}(\Phi_{\varepsilon})),
\]
where \( H_n \)'s are the Hermite polynomials, see (1.6). For example,
\[
\Phi_{\varepsilon}^{\otimes 2} = \lim_{\varepsilon \to 0} \Phi_{\varepsilon}^2 - 2\log \frac{C_{\varepsilon}}{\varepsilon}, \quad \Phi_{\varepsilon}^{\otimes 4} = \lim_{\varepsilon \to 0} \Phi_{\varepsilon}^4 - 12\Phi_{\varepsilon}^2 \log \frac{C_{\varepsilon}}{\varepsilon} + 12\log^2 \frac{C_{\varepsilon}}{\varepsilon}.
\]
Proposition. (a) Suppose $|\alpha| < 1$.

(i) For all test functions $f$, the random variables $e^{\circ \alpha \Phi}(f)$ converge in $L^2$ as $\varepsilon \to 0$.

(ii) Let $e^{\circ \alpha \Phi}(f)$ denote the $L^2$-limit. Then the random variable $e^{\circ \alpha \Phi}(f)$ has all moments.

(iii) The linear map $e^{\circ \alpha \Phi} : f \mapsto e^{\circ \alpha \Phi}(f)$ is distributional in the sense that (A2) holds.

(b) Similar properties hold for Wick’s powers $\Phi^{\circ n}$.

Proof. (a) (i) Given a sequence $\{\varepsilon_m\}_{m=1}^\infty$ with $\varepsilon_m \downarrow 0$, we set $\Phi_m = \Phi_{\varepsilon_m}$. Note that

$$\text{cov}(e^{\circ \alpha \Phi_m}(f), e^{\circ \alpha \Phi_n}(f)) = \iint \text{cov}(e^{\circ \alpha \Phi_m}(\zeta), e^{\circ \alpha \Phi_n}(\zeta)) f(\zeta) f(\bar{\zeta}),$$

where

$$\text{cov}(e^{\circ \alpha \Phi_m}(\zeta), e^{\circ \alpha \Phi_n}(\zeta)) = \exp(|\alpha|^2 E[\Phi_m(\zeta) \Phi_n(\zeta)]) - 1.$$

It follows from the estimate on $E[\Phi_m(\zeta) \Phi_n(\zeta)]$ similar to (A5) that

$$\left| \text{cov}(e^{\circ \alpha \Phi_m}(f), e^{\circ \alpha \Phi_n}(f)) - \int \int_{|\zeta - z| \geq m + \varepsilon} (e^{2|\alpha|^2 G(\zeta, z)} - 1) f(\zeta) \overline{f(z)} \right| \leq \int \int_{|\zeta - z| < m + \varepsilon} (e^{-2|\alpha|^2 e^{2n(\zeta, z)} - 1}) f(\zeta) \overline{f(z)} |,$$

where $\varepsilon = \max(\varepsilon_m, \varepsilon_n)$. If $|\alpha| < 1$, then the right-hand side in the above estimate tends to 0 as $\min(m, n) \to \infty$. On the other hand, if $|\alpha| < 1$, then the integral

$$\int \int e^{2|\alpha|^2 G(\zeta, z)} f(\zeta) \overline{f(z)}$$

is finite. Thus $\{e^{\circ \alpha \Phi_m}(f)\}$ is a Cauchy sequences in $L^2$, which has an $L^2$-limit. This limit does not depend on a particular sequence $\{\varepsilon_m\}_{m=1}^\infty$.

(ii) By (i), there is an almost sure convergent subsequence $\{e^{\circ \alpha \Phi_{m_k}}(f)\}$. It follows from the estimate (A5) that for all $p \in (0, \infty)$,

$$\sup_m E|e^{\circ \alpha \Phi_{m_k}}(f)|^p < \infty.$$

Thus the random variable $e^{\circ \alpha \Phi}(f)$ is in $L^p$. Furthermore,

$$e^{\circ \alpha \Phi_{m_k}}(f) \overset{L^p}{\to} e^{\circ \alpha \Phi}(f).$$

(iii) We first note that for all $m$,

$$E[e^{\circ \alpha \Phi_m}(f_1) \cdots e^{\circ \alpha \Phi_m}(f_n)] = \int \cdots \int e^{2\alpha^2 \sum_{j<k} E[\Phi_m(z_j) \Phi_m(z_k)]} f_1(z_1) \cdots f_n(z_n).$$

It follows from the estimate (A5) that the right-hand side of (A8) converges to

$$\int \cdots \int e^{2\alpha^2 \sum_{j<k} G(z_j, z_k)} f_1(z_1) \cdots f_n(z_n).$$

On the other hand, we have

$$E[e^{\circ \alpha_1 \Phi}(z_1) \cdots e^{\circ \alpha_n \Phi}(z_n)] = e^{2\sum_{j<k} \alpha_j \alpha_k G(z_j, z_k)}.$$
Using (A7), by passing to a subsequence, the left-hand side of (A8) converges to 
\[ E[e^{i\alpha \Phi(f_1)} \cdots e^{i\alpha \Phi(f_n)}] \]. Thus the linear map \( e^{i\alpha \Phi} \) is distributional.

(b) Project \( e^{i\alpha \Phi} \) onto \( \mathcal{H}_{\xi \alpha} \). Then the convergence of \( \Phi_{\xi \alpha} \) in \( L^2 \) follows from the convergence of \( e^{i\alpha \Phi} \). The other parts are left to the reader. \( \square \)

**Remarks.**

(a) As Fock space fields, Wick’s exponentials satisfy (A9) without any restriction on \( \alpha_j \)’s.

(b) Exponentials with \( |\alpha| \geq 1 \) cannot be distributional since the positive 2-point function

\[ E[e^{i\alpha \Phi(z)} e^{i\alpha \Phi(w)}] = e^{2|\alpha|^2 G(z, w)} \]

is not integrable in \( D \times D \).

### A.3. Insertion operators

In this section we will use the distributional representation of the Gaussian free field to explain the mechanism of the insertion procedure, an operation widely used in the field theory.

Let \( \Phi : \mathcal{E} \to L^2(\Omega, \mathbb{P}) \) be the Gaussian free field in \( D \). Given a real distribution \( \rho \in \mathcal{E} \) we define the probability measure \( \hat{\mathbb{P}} \equiv \mathbb{P}_\rho \) on \( \Omega \) by the equation ("Girsanov transform")

\[ d\hat{\mathbb{P}} = e^{i\Phi(\rho)} d\mathbb{P}. \]

The following proposition describes the random field \( \Phi : \mathcal{E} \to L^2(\Omega, \hat{\mathbb{P}}) \), which is the composition of the Gaussian free field and the identity map \( L^2(\Omega, \mathbb{P}) \to L^2(\Omega, \hat{\mathbb{P}}) \), in terms of the Green potential \( U^\rho_D = \int \rho(\zeta) G_D(\cdot, \zeta) \).

**Proposition.** The law of \( \Phi \) with respect to \( \hat{\mathbb{P}} \) (i.e., under the insertion of \( e^{i\Phi(\rho)} \)) is the same as the law of \( \hat{\Phi} := 2U^\rho_D + \Phi \) with respect to \( \mathbb{P} \).

**Proof.** For a test function \( f \), let us compute the characteristic functions of \( \Phi(f) \) with respect to \( \mathbb{P}_\rho \). We have

\[ \log E_\rho \left[ e^{i\Phi(f)} \right] = \log E \left[ e^{i\Phi(\rho)} e^{i\Phi(f)} \right] = \log \left( e^{-t^2 E\Phi(f)^2/2} \mathbb{E} \left[ e^{i\Phi(\rho)} e^{i\Phi(f)} \right] \right) \]

\[ = 2it \int f(z) \rho(\zeta) G(z, \zeta) - \frac{1}{2} t^2 \| f \|^2 \]

\[ = 2it \int f(z) U^\rho_D(z) - \frac{1}{2} t^2 \| f \|^2. \]

This means that \( \Phi(f) \) is Gaussian with mean \( 2 \int f U^\rho_D \) and variance \( \| f \|^2 \), see (1.2). Proposition follows from uniqueness of the Gaussian free field. \( \square \)

We can extend this construction to Fock space fields. Let us now take \( \rho = \alpha \delta_{z_0} \) (and it does not matter even if \( \rho \notin \mathcal{E} \)), and define a linear operator \( \mathcal{X} \mapsto \hat{\mathcal{X}} \) on correlation functionals with nodes in \( D \setminus \{z_0\} \) by the following rules:

\[ \Phi(z) \mapsto \Phi(z) + 2\alpha G(\cdot, z_0), \]

(A10) \[ \partial \mathcal{X} \mapsto \partial \hat{\mathcal{X}}, \quad \bar{\partial} \mathcal{X} \mapsto \bar{\partial} \hat{\mathcal{X}}, \quad \mathcal{X} \odot \mathcal{Y} \mapsto \hat{\mathcal{X}} \odot \hat{\mathcal{Y}}. \]
Proposition A.1.

\[ \hat{\mathbb{E}}[\mathcal{X}] := \mathbb{E}[e^{\alpha \Phi(z_0)} \mathcal{X}] = \mathbb{E}[\hat{\mathcal{X}}]. \]

This is immediate from the previous proposition if we use the approximation technique described in Section A.1. It is also easy to give a direct proof (which works for complex \( \alpha \)'s as well).

**Proof.**

Let \( \mathcal{X} = X_1(z_1) \circ \cdots \circ X_n(z_n) \), \( X_j = \partial^\beta_j \bar{\partial}^{\bar{\beta}}_j \Phi \). Then by Wick’s formula we have

\[ \hat{\mathcal{X}} = \hat{X}_1(z_1) \circ \cdots \circ \hat{X}_n(z_n), \quad \hat{X}_j(z_j) = X_j(z_j) + 2\alpha \partial^\beta_j \bar{\partial}^{\bar{\beta}}_j G(z_j, z_0), \]

where we differentiate the Green’s function with respect to the first variable. By definition, we get

\[ \hat{\mathbb{E}}[X_j(z_j)] = \alpha \mathbb{E}[X_j(z_j) \Phi(z_0)] = 2\alpha \partial^\beta_j \bar{\partial}^{\bar{\beta}}_j G(z_j, z_0) = \mathbb{E}[\hat{X}_j(z_j)]. \]

It follows from the definition (1.8) of tensor products of functionals that

\[
\hat{\mathbb{E}}[\mathcal{X}] = \sum_{k=0}^{\infty} \frac{\alpha^k}{k!} \mathbb{E}[\Phi^{\otimes k}(z_0) X_1(z_1) \circ \cdots \circ X_n(z_n)] \\
= \alpha^n \prod_{j=1}^{n} \mathbb{E}[\Phi(z_0) X_j(z_j)] = \prod_{j=1}^{n} \mathbb{E}[\hat{X}_j(z_j)] = \mathbb{E}[\hat{\mathcal{X}}].
\]

\[\square\]
Operator product expansion (OPE) is the expansion of the tensor product of two fields near diagonal. The name originates from the corresponding construction for local operators. With our approach, we use reverse logic – operator product expansions of fields are used to define local operators, see Appendix D. The concept of operator product expansion is quite general – the definition does not depend on a particular nature of correlation functions. In the case of Fock space fields, the OPE coefficients are again Fock space fields, and so we get important algebraic operations (OPE multiplications) on Fock space fields.

2.1. Definition and first examples

- We start with a simple example.

**Example.** Let $\Phi$ be the Gaussian free field in $D$, and let $c(z)$, $z \in D$ denote the logarithm of conformal radius of $D$, see (A1) in Appendix A. Then

$$
\Phi(\zeta)\Phi(z) = \log \frac{1}{|\zeta - z|^2} + 2c(z) + \Phi^{\circ 2}(z) + o(1) \quad \text{as } \zeta \to z, \zeta \neq z.
$$

As we mentioned in Section 1.3, the meaning of the convergence (here and in all similar statements) is the convergence of correlation functionals: the equation

$$
E[\Phi(\zeta)\Phi(z)] = \log \frac{1}{|\zeta - z|^2} E[X] + 2c(z)E[X] + E[\Phi^{\circ 2}(z)X] + o(1)
$$

holds for all Fock space correlation functionals $X$ in $D$ satisfying $z \notin S_X$.

To derive the operator product expansion (2.1) we use Wick’s formula (1.8),

$$
\Phi(\zeta)\Phi(z) = E[\Phi(\zeta)\Phi(z)] + \Phi(\zeta)\circ \Phi(z)
$$

and the relation

$$
E[\Phi(\zeta)\Phi(z)] = 2G(\zeta, z) = \log \frac{1}{|\zeta - z|^2} + 2c(z) + o(1),
$$

see (A4) for the description of $c(z)$ in terms of the Green’s function. The convergence of $\Phi(\zeta)\circ \Phi(z)$ to $\Phi^{\circ 2}(z)$ was already explained in Section 1.3.

- In general, the operator product expansion of two Fock space fields is an asymptotic expansion of the correlation functional $X(\zeta)Y(z)$ with respect to some appropriate (and independent of $D$) growth scale as $\zeta \to z$.

Particularly important is the case in which the field $X(\zeta)$ is holomorphic (recall that this means that all correlation functions $E[X(\zeta)Y]$ are holomorphic with respect to
\( \zeta \in D \setminus S_Y \). The operator product expansion is then defined as a Laurent series expansion

\[ X(\zeta)Y(z) = \sum C_n(z)(\zeta - z)^n, \quad \zeta \to z. \tag{2.3} \]

**Example.** Here is an example of a full operator product expansion. For a given domain \( D \) we defined

\[ u(\zeta, z) = G(\zeta, z) + \log |\zeta - z|. \]

Since \( c(z) = u(z, z) \), we have \( \partial c(z) = 2\partial_1 u(z, z) \), where \( \partial_1 \) is the complex derivative with respect to the first variable. The derivatives

\[ c_n(z) := 2\partial_1^{n+1} u(z, z) \]

appear in the operator product expansion of the fields \( J = \partial \Phi \) and \( \Phi \):

\[ J(\zeta)\Phi(z) = E[J(\zeta)\Phi(z)] + J(\zeta) \circ \Phi(z) \]

\[ = -\frac{1}{\zeta - z} + \partial c + J(z) \circ \Phi(z) + \sum_{n=1}^{\infty} C_n(z)(\zeta - z)^n, \]

where

\[ C_n(z) = \frac{1}{n!} \left( c_n(z) + (\partial^n J) \circ \Phi(z) \right). \]

It is easy to show that there are only finitely many terms in the principle (or singular) part of the Laurent series (2.3) (in the case of “quasi-polynomial” Fock space fields that we only consider). Sometimes, we use the notation \( \sim \) for the singular part of the operator product expansion,

\[ X(\zeta)Y(z) \sim \sum_{n<0} C_n(z)(\zeta - z)^n. \]

We also write \( \text{Sing}_{\zeta \to z} X(\zeta)Y(z) \) for the right-hand side of the above equation. For example, we have (by Wick’s calculus)

\[ J(\zeta)e^{\circ \alpha \Phi(z)} \sim -\frac{\alpha}{\zeta - z} e^{\circ \alpha \Phi(z)}. \tag{2.5} \]

It is clear that we can differentiate operator product expansions (2.3) both in \( \zeta \) and \( z \); and the differentiation preserves singular parts. For example, differentiating (2.4) we have

\[ J(\zeta)J(z) \sim -\frac{1}{(\zeta - z)^2}. \tag{2.6} \]

Also, we should keep in mind that operator product expansion is the expansion of functionals defined modulo \( \mathcal{N} \), the trivial functionals (see Section 1.3), so we can disregard terms like \( \partial J \) or \( \delta \)-functions and their derivatives, e.g.,

\[ J(\zeta)\bar{J}(z) \sim -\partial z \left( \frac{1}{\zeta - z} \right) \equiv 0. \tag{2.7} \]

More generally, if both \( X \) and \( Y \) are holomorphic, then

\[ X(\zeta)\overline{Y(z)} \sim 0. \]
2.2. OPE coefficients

- The functionals appearing in the operator product expansions (e.g., \(2c(z) + \Phi^\odot 2(z)\) in (2.1), \(C_n(z)\) in (2.3), or \(C_{j,k}\) in (2.14) below) are called OPE coefficients.

**Proposition 2.1.** OPE coefficients of quasi-polynomial Fock space fields are quasi-polynomial Fock space fields (as functions of \(z\)).

The proof is straightforward – use Wick’s calculus and the definition of fields. Proposition 2.1 allows us to define certain operations on Fock space fields. In particular, if \(X\) is holomorphic, then we define the \(*_n\) product

\[
X *_n Y = C_n,
\]

see (2.3) for \(C_n\).

- We will use the operations \(*_n\) for all \(n\)’s, see Lecture 5 and Appendix D, but in this section we focus on the special case \(n = 0\).

**Notation.** We write \(*\) for \(*_0\) and call \(X * Y\) the OPE multiplication, or the OPE product of \(X\) and \(Y\).

For example, by (2.7),

\[
(J * \bar{J})(z) = \lim_{\zeta \to z} [J(\zeta)\bar{J}(z)]
\]

(so we can write \(J * \bar{J} = J\bar{J}\)) and

\[
(J\bar{J})(z) = (\bar{J} \circ J)(z) + E[\bar{J}(z)J(z)]
\]

\[
= (\bar{J} \circ J)(z) + \frac{w'(z)w'(z)}{(w(z) - \bar{w}(z))^2} = (\bar{J} \circ J)(z) - \frac{1}{C(z)^2},
\]

where \(C(z)\) is the conformal radius, see (A1). (More generally, if both \(X\) and \(Y\) are holomorphic, then we can write \(X * Y = XY\).)

The OPE product \(X * Y\) as the coefficient of 1 can be defined for some (but not all, see e.g., (2.14)) non-holomorphic fields \(X\), e.g.,

\[
\Phi *^2 = \Phi^\odot 2 + 2c, \quad \text{(see (2.1)).}
\]

The field \(X * Y\) is obtained by subtracting all divergent terms in operator product expansion and taking the limit, which is a usual procedure in the field theory.

- If \(f\) is a non-random holomorphic function, then

\[
f * X = X * f = fX.
\]

However, simple examples show that \((fX) * Y \neq X * (fY)\) in general, so unlike Wick’s multiplication, the OPE multiplication is neither associative nor commutative (on holomorphic fields). On the other hand, \(*_n\) satisfies Leibniz’s rule

\[
\partial(X *_n Y) = (\partial X *_n Y) + (X *_n \partial Y).
\]

If \(X\) is holomorphic, then differentiation of operator product expansion (2.3) with respect to \(\zeta\) gives \((\partial X) *_n Y = (n + 1)(X *_{n+1} Y)\) and therefore,

\[
X *_n Y = \frac{1}{n!}(\partial^n X) * Y, \quad \text{for} \quad (n \geq 1).
\]

Differentiation of operator product expansion (2.3) with respect to \(z\) then gives (2.10).
2.3. OPE powers and exponentials of Gaussian free field

We already computed $\Phi^{*2} = \Phi^{2c} + 2c$, where $c$ is the logarithm of conformal radius $C$. Further computation with Wick’s formula gives

$$\Phi^{*3} := \Phi * \Phi^{*2} = \Phi^{2c} * \Phi = \Phi^{2c} + 6c\Phi,$$

etc.

In fact, we have the following formula.

**Proposition 2.2.**

\begin{equation}
\Phi^{\otimes n} = (2c)^{n/2} H_n^*(\frac{\Phi}{\sqrt{2c}}),
\end{equation}

where $H_n(z) = \sum_{k=0}^{n} a_k z^k$ are the Hermite polynomials and $H_n^*(\alpha \Phi) = \sum_{k=0}^{n} a_k \alpha^k \Phi^k$.

**Proof.** From

$$\Phi(\zeta) \Phi^{\otimes n}(z) = 2nG(\zeta, z) \Phi^{\otimes(n-1)}(z) + \Phi^{\otimes(n+1)}(z) + o(1),$$

we find

$$\Phi * \Phi^{\otimes n} = 2cn \Phi^{\otimes(n-1)} + \Phi^{\otimes(n+1)}.$$

Assuming that (2.12) holds for $\Phi^{\otimes n}$ and $\Phi^{\otimes(n-1)}$, and using recurrence relation

$$H_{n+1}(x) = xH_n(x) - nH_{n-1}(x),$$

we prove (2.12) for $\Phi^{\otimes(n+1)}$. \hfill \Box

By definition,

$$e^{*\alpha \Phi} = \sum_{n=0}^{\infty} \frac{\alpha^n \Phi^{*n}}{n!}.$$

**Proposition 2.3.**

\begin{equation}
e^{*\alpha \Phi} = C\alpha^2 e^{\otimes \alpha \Phi}.
\end{equation}

**Proof.** Using the generating function (1.7) for the Hermite polynomials, we get

$$e^{\otimes \alpha \Phi} = \sum_{n=0}^{\infty} \frac{\alpha^n \Phi^{\otimes n}}{n!} = \sum_{n=0}^{\infty} \frac{\alpha^n (2c)n/2}{n!} H_n^*\left(\frac{\Phi}{\sqrt{2c}}\right) = e^{*\alpha \Phi} e^{-c\alpha^2}.$$

\hfill \Box

**Remark.** If we define random functions $\Phi_\varepsilon$ as in Appendix A.1, then we get the formula

$$e^{*\alpha \Phi} = \lim_{\varepsilon \to 0} \varepsilon^{\alpha^2} e^{\alpha \Phi_\varepsilon},$$

(convergence of correlation functionals but also convergence in the strong operator topology if $|\alpha| < 1$.) It is remarkable that two different types of normalizations, by averaging and by operator product expansion, produce the same result.

As we mentioned earlier, the OPE multiplication (as the coefficient of 1 in the operator product expansion) does not make sense for general non-holomorphic fields, but we can of course consider the corresponding OPE coefficients.
Example. Let us denote \( \mathcal{V}^\alpha = e^{*\alpha \Phi} \) ("vertex fields", see Section 6.2). The operator product expansion of two such fields has the following form:

\[
\mathcal{V}^\alpha(\zeta)\mathcal{V}^\beta(z) = \frac{1}{|\zeta - z|^{2\alpha\beta}} \left( \sum_{j,k=0}^{\infty} C_{jk}(\zeta - z)^j (\bar{\zeta} - \bar{z})^k \right).
\]

The first coefficients are

\[
C_{0,0} = \mathcal{V}^{\alpha+\beta}
\]

and

\[
C_{1,0} = \alpha \mathcal{V}^{\alpha+\beta} \odot (J + (\alpha + \beta)\partial c), \quad C_{0,1} = \alpha \mathcal{V}^{\alpha+\beta} \odot (\bar{J} + (\alpha + \beta)\bar{\partial}c).
\]

To see this, first note that

\[
\mathcal{V}^\alpha(\zeta)\mathcal{V}^\beta(z) = c(\zeta)^{\alpha^2} c(z)^{\beta^2} \exp(\alpha\beta \mathbb{E}[\Phi(\zeta)\Phi(z)])e^{\odot\alpha\Phi(\zeta)} \odot e^{\odot\beta\Phi(z)}.
\]

We expand both

\[
c(\zeta)^{\alpha^2} c(z)^{\beta^2} \exp(\alpha\beta \mathbb{E}[\Phi(\zeta)\Phi(z)]) = \frac{1}{|\zeta - z|^{2\alpha\beta}} e^{\alpha^2 u(\zeta, \zeta) + 2\alpha\beta u(\zeta, z) + \beta^2 u(z, z)}
\]

and

\[
e^{\odot\alpha\Phi(\zeta)} = e^{\odot\alpha\Phi(z)} \odot (1 + \alpha J(z)(\zeta - z) + \alpha \bar{J}(\bar{\zeta} - \bar{z}) + \cdots).
\]

### 2.4. The field \( T = -\frac{1}{2} J \odot J \)

We use the OPE multiplication to introduce this important field (in Lecture 5 we will identify it with the Virasoro field of the Gaussian free field, \( \Phi \)). By (2.6), \( T \) is defined by the operator product expansion

\[
J(\zeta)J(z) = -\frac{1}{(\zeta - z)^2} - 2T(z) + o(1), \quad (\zeta \to z).
\]

To express \( T \) in terms of Wick’s calculus, we need the Schwarzian of \( D \):

\[
S(z) = S(z, z), \quad S(\zeta, z) := -12\partial_\zeta \partial_z u(\zeta, z),
\]

where \( u(\zeta, z) = G(\zeta, z) + \log |\zeta - z| \), as usual.

**Proposition 2.4.**

\[
T = -\frac{1}{2} J \odot J + \frac{1}{12} S.
\]

**Proof.** Differentiating \( \mathbb{E}[J(\zeta)\Phi(z)] = 2\partial_\zeta G(\zeta, z) \), we have

\[
\mathbb{E}[J(\zeta)J(z)] = 2\partial_\zeta \partial_z G = -\frac{1}{(\zeta - z)^2} - \frac{1}{6} S(\zeta, z).
\]

\[\square\]

We finish this lecture with several singular parts of operator product expansions involving \( T \), which we will need later. The operator product expansions can be verified by Wick’s calculus. (Later we will explain them from a different perspective – in terms of conformal geometry.)
Proposition 2.5.

(a) \( T(ζ)Φ(z) \sim \frac{J(z)}{ζ - z} \).

(b) \( T(ζ)J(z) \sim \frac{J(z)}{(ζ - z)^2} + \frac{∂J(z)}{ζ - z} \).

(c) \( T(ζ)T(z) \sim \frac{1/2}{(ζ - z)^4} + \frac{2T(z)}{(ζ - z)^2} + \frac{∂T(z)}{ζ - z} \).

(d) \( T(ζ)V^{α}(z) \sim -\frac{α^2}{2} \frac{V^{α}(z)}{(ζ - z)^2} + \frac{∂V^{α}(z)}{ζ - z} \), \( (V^{α} = e^{αΦ}) \).

Proof. We only explain (c). Use (2.17), Wick’s theorem, and (2.15) to express the singular term of \( T(ζ)T(z) \) as

\[
\frac{1}{4} (J(ζ) \circ J(ζ)) (J(z) \circ J(z)) \sim \frac{1}{2} \left( \frac{1}{6} S(ζ, z) + \frac{1}{(ζ - z)^2} \right)^2 - \frac{J(ζ) \circ J(z)}{(ζ - z)^2}
\]

\[
\sim \frac{1/2}{(ζ - z)^4} - \frac{J(ζ) \circ J(z) - S(ζ, z)/6}{(ζ - z)^2}.
\]

The numerator \( J(ζ) \circ J(z) - S(ζ, z)/6 \) of the last term in the above is equal (up to the second order terms) to

\[
J(z) \circ J(z) - \frac{1}{6} S(z, z) + (ζ - z) \left( ∂J(z) \circ J(z) - \frac{1}{6} \partial_ζ S(ζ, z) \right)
\]

\[
= -2T(z) + (ζ - z) \left( ∂J(z) \circ J(z) - \frac{1}{12} \partial_z S(z) \right)
\]

\[
= -2T(z) - (ζ - z) ∂T(z),
\]

which completes the proof. □
LECTURE 3

Conformal geometry of Fock space fields

In the first lecture we defined Fock space fields in a planar domain. We will now revise this definition and equip fields with certain geometric (or conformal) structures. We call them conformal Fock space fields. After we explain the definition, we will typically drop the epithet “conformal.”

Even if we only consider functionals and fields in the half-plane, it is necessary to think of them as defined on a Riemann surface – their correlations depend on the choice of local coordinates at the nodes. For example, the fields \( J \odot J \) and \( J \ast J \), as we defined them in Lecture 2, have the same correlation functions in the half-plane but as conformal fields they are different – the first one is a quadratic differential and the second one is a Schwarzian form.

At the end of this lecture we discuss the concept of the Lie derivative of a conformal field. This concept will be used in the next lecture to define the stress tensor and to state Ward’s identities.

3.1. Non-random conformal fields

Recall that a local coordinate chart in a domain \( D \) (or more generally on a Riemann surface \( M \)) is a conformal map

\[
\phi : U \to \phi(U) \subset \mathbb{C}, \quad (U \subset D \text{ open}).
\]

The transition map between two overlapping charts \( \phi \) and \( \tilde{\phi} \) is a conformal transformation

\[
h = \tilde{\phi} \circ \phi^{-1} : \phi(U \cap \tilde{U}) \to \tilde{\phi}(U \cap \tilde{U}).
\]

By definition, a non-random field \( f \) is an assignment of a (smooth) function

\[
(f \parallel \phi) : \phi U \to \mathbb{C}
\]

to each local chart \( \phi : U \to \phi U \). (We assume that this assignment respects restrictions to subcharts.) When local coordinates are specified explicitly, we often write \( f(z) \) for \( (f \parallel \phi)(z) \).

The transformation law from one coordinate chart to another can be quite complicated for the fields that we will consider. Several simpler cases have special names.

A field \( f \) is a differential of degrees (or conformal dimensions) \((\lambda, \lambda^\ast)\) if for any two overlapping charts \( \phi \) and \( \tilde{\phi} \), we have

\[
f = (h')^{\lambda}(\tilde{h'})^{\lambda^\ast} \tilde{f} \circ h,
\]

where \( f \) is the notation for \((f \parallel \phi)\), \( \tilde{f} \) for \((f \parallel \tilde{\phi})\), and \( h \) is the transition map. In particular, \((0,0)\)-differentials are called scalars.
Schwarzian forms, pre-Schwarzian forms, and pre-pre-Schwarzian forms are fields with transformation laws

\[ f = (h')^2 \tilde{f} \circ h + \mu S_h, \quad f = h' \tilde{f} \circ h + \mu N_h, \quad f = \tilde{f} \circ h + \mu \log h', \]

respectively, where \( \mu \in \mathbb{C} \) is called the order of the form, and

\[ N_h = (\log h')', \quad S_h = N'_h - N^2_h/2 \]

are pre-Schwarzian and Schwarzian derivatives of \( h \).

**Examples.**
(a) Smooth \((-1, 0)\)-differentials \( v \) can be identified with vector fields. The local flow \( z(t) \) of \( v \) in a chart \( \phi \) is given by the ordinary differential equation

\[ \dot{z} = v(z). \]

If we have another chart \( \tilde{\phi} \), then the expression for the flow in this chart is \( \tilde{z}(t) = h(z(t)) \), and the vector field is \( \tilde{v}(\tilde{z}) = \dot{\tilde{z}} = h'(z)v(z) \), so the transformation law is

\[ v = \frac{1}{h'} \tilde{v} \circ h. \]  

(b) If \( f \) is a holomorphic scalar function on \( M \), then the derivatives \( N_f \) and \( S_f \) are computed in local coordinates, e.g.,

\[ (S_f \parallel \phi) := S(f \parallel \phi) \]

are forms of order 1.

(c) The field \( c \), the logarithm of conformal radius is defined by the equation

\[ (c \parallel \phi)(z) = \lim_{\zeta \to z} [G(\zeta, z) + \log |\zeta - z|], \]

where \( G \) is the Green’s function and \( G(\zeta, z) \) of course means \( G(\phi^{-1}\zeta, \phi^{-1}z) \) according to our convention. It is easy to see that the transformation law is

\[ c = \tilde{c} \circ h - \log |h'|, \]

so \( c \) is the real part of a pre-pre-Schwarzian form. In particular,

\[ (c \parallel \text{id}_D)(z) = \log \left| \frac{w(z) - \overline{w(z)}}{w'(z)} \right|, \]

where \( \text{id}_D \) is the identity chart of \( D \) and \( w \) is a conformal map from \( D \) onto the upper half-plane \( \mathbb{H} \), cf. (A1).

(d) As a general rule, we define derivatives of fields by differentiating in local coordinates. Thus the field \( \partial c \),

\[ (\partial c \parallel \phi) := \partial(c \parallel \phi) \]

is a pre-Schwarzian form of order \(-\frac{1}{2}\).

(e) The conformal radius \( C = e^c \) is a \((-\frac{1}{2}, -\frac{1}{2})\)-differential. Indeed,

\[ C = e^c = e^{\tilde{c} h - \log |h'|} = (h''/h')^{-1/2} \tilde{C} \circ h. \]

By Koebe, \( (C \parallel \text{id}_D)(z) \asymp \text{dist}(z, \partial D) \).
(f) Non-random fields of several variables are defined similarly but one should keep in mind that we need to specify local coordinates for each variable (unless some of them coincide). For example, the field $\partial_1 \partial_2 G$ defined as

$$(3.3) \quad \partial_1 \partial_2 G(\zeta, z) \quad \text{(in charts } \phi, \psi)$$

is a $(1, 0)$-differential in both variables.

3.2. Conformal Fock space fields

- Let $\Phi$ denote the Gaussian free field on $M$. (As a correlation functional, the Gaussian free field on a Riemann surface is well-defined as long as the Green’s function exists.) As in Section 1.4, we define basic Fock space fields $X_\alpha$ as formal Wick’s products of the derivatives of $\Phi$. A general conformal Fock space field is a linear combination of basic fields $X_\alpha$,

$$X = \sum_\alpha f_\alpha X_\alpha,$$

where the coefficients $f_\alpha$ are non-random conformal fields.

We can define chaos decomposition, Wick’s multiplication, and the differential operators $\partial, \bar{\partial}$ in an obvious fashion so that the space of conformal Fock space fields will have the structure of a graded commutative differential algebra (with complex conjugation) over the ring of non-random fields.

- We now want to interpret the values of conformal fields as chart dependent correlation functionals. In particular we will explain the meaning of formulas like $J = h' [\hat{J} \circ h]$, where $J, \hat{J}$ are expressions of $\partial \Phi$ in 2 overlapping charts.

The correlations

$$\mathbb{E}[X_1(p_1) \cdots X_n(p_n)], \quad (p_j \in M \text{ are distinct}),$$

of conformal Fock space fields are non-random fields of several variables: we define them by means of Wick’s formula and differentiation rules like

$$\mathbb{E}[(\partial^\alpha \Phi)(z_1)(\partial^\beta \Phi)(z_2)] = 2 \partial_{\zeta}^\alpha \partial_{\zeta}^\beta G(z_1, z_2).$$

In other words, we think of the derivatives of $\Phi$ as Gaussians, and we differentiate and Wick-multiply in local coordinates.

As in Section 1.4, we think of “strings”

$$X := X_1(z_1) \cdots X_n(z_n) \equiv (X_1 || \phi_1)(z_1) \cdots (X_n || \phi_n)(z_n)$$

as Fock space correlation functionals. Note that $X$ specifies the choice of local charts. Any such $X$ determines a linear map

$$\mathcal{X} : \mathcal{Y} \mapsto \mathbb{E}[\mathcal{X}\mathcal{Y}]$$

on the space of $\mathcal{Y}$’s with nodes in $M \setminus S_X$. (The functionals $\mathcal{Y}$ also come with chart specifications and we define $S_X$ as a subset of $M$.)

In particular, the value $X(p)$ of a conformal field $X$ at some point $p \in M$ is a coordinate dependent functional

$$(X(p) || \phi) \equiv (X || \phi)(\phi(p)).$$
Many formulas of conformal field theory (convergence, operator product expansions, transformation laws, etc.) are based on this interpretation.

For example, we say that a field $X$ is a differential if its transformation law is

$$X = (\tilde{X} \circ h)(h')^{\lambda}(\bar{h'})^{\bar{\lambda}}.$$  

Here

$$X(\cdot) := (X \parallel \phi)(\cdot), \quad \tilde{X}(\cdot) := (X \parallel \tilde{\phi})(\cdot),$$

and the equation (3.4) means that for all $Y$,

$$E[X(z)Y] = h'(z)^{\lambda}h''(z)^{\bar{\lambda}}E[\tilde{X}(h(z))Y].$$

Equivalently, for all $Y$, the non-random field $p \mapsto E[X(p)Y]$ is a differential in $p \in M$. Moreover, it is enough to consider $Y$'s of the form $\Phi(p_1) \circ \cdots \circ \Phi(p_n)$.

**Examples.** (a) $\Phi$ is a scalar field, i.e., a $(0,0)$-differential, $J$ is a $(1,0)$-differential, and $J \circ J$ is a $(2,0)$-differential;

(b) The field (see Proposition 2.4)

$$T = -\frac{1}{2}J \ast J = -\frac{1}{2} J \circ J + \frac{1}{12} S$$

is a Schwarzian form of order $\frac{1}{12}$;

(c) $e^{\circ \alpha \Phi}$ is a scalar field but $e^{*\alpha \Phi}$ is a differential of degrees $(-\alpha^2/2, -\alpha^2/2)$;

(d) $J \ast \bar{J} = J\bar{J}$ is a $(1,1)$-differential, see (2.9).

- The operator product expansion of conformal fields (in particular, the OPE multiplication which we used in the examples above) is defined in terms of local charts. For example, if $X$ is a holomorphic field, then there are conformal Fock space fields $C_n$ such that in every chart $\phi$ we have

$$X(\zeta)Y(z) = \sum (\zeta - z)^n C_n(z), \quad (\zeta \to z),$$

where

$$X(\zeta) := (X \parallel \phi)(\zeta), \quad Y(z) := (Y \parallel \phi)(z), \quad C_n(z) := (C_n \parallel \phi)(z).$$

It is crucial that we use the same asymptotic scale in all local charts, which results in non-trivial conformal structure of OPE coefficients.

- We often consider the values of conformal fields at boundary points of $D$ (or ideal boundary points of a finite Riemann surface $M$). By convention, we always model local coordinate charts on the half-plane $\mathbb{H}$, i.e., we use *standard* boundary charts

$$\phi : U \to \phi(U) \subset \mathbb{H}, \quad \phi(\partial M \cap \bar{U}) \subset \mathbb{R}.$$  

Note that the transition map between standard boundary charts extends by symmetry to a map which is analytic at the points in $\mathbb{R}$. For example, the field $J = \partial \Phi$ is purely imaginary on $\partial M$ (in all standard boundary charts).
3.3. Conformal invariance

- A non-random conformal field \( f \) is invariant with respect to some conformal automorphism \( \tau \) of \( M \) if

\[
\text{for all } \phi, \quad (f \| \phi) = (f \| \phi \circ \tau^{-1}).
\]

Note that in this equation we compare \( f(p) \) with \( f(\tau p) \).

For example, let \( D \) be a domain in \( \mathbb{C} \) and let us write \( f(z) \) for \( (f \| \text{id}_D)(z) \). Then \( f \) is a \( \tau \)-invariant \((\lambda, 0)\)-differential if

\[
f(z) = f(\tau z) \tau'(z)^\lambda,
\]

and \( f \) is a \( \tau \)-invariant Schwarzian form if

\[
f(z) = f(\tau z) \tau'(z)^2 + \mu S_\tau(z).
\]

This is because \( \tau \) is the transition between the charts \( \phi \circ \tau^{-1} \) and \( \phi = \text{id}_D \).

The concept of conformal invariance extends to multi-variable non-random conformal fields. For example,

\[
f(z_1, z_2) = \frac{w'(z_1)w'(z_1)}{(w(z_1) - w(z_1))^2},
\]

where \( w : D \to \mathbb{H} \) is a conformal map, is a conformally invariant differential in both variables.

- By definition, a random conformal field (or a family of conformal fields) is \( \tau \)-invariant if all correlations are invariant as non-random conformal fields.

Clearly, the Gaussian free field is conformally invariant (i.e., invariant with respect to the full group \( \text{Aut}(M) \)), and a family of conformally invariant fields is closed under differentiations, \( \partial, \bar{\partial} \), and Wick’s multiplication. So all basic fields are conformally invariant. It follows that a conformal Fock space field is \( \tau \)-invariant if and only if all its basic field coefficients are \( \tau \)-invariant. It is also clear that the OPE coefficients of two conformally invariant fields are conformally invariant.

Caution: it would be wrong to define conformal invariance by the equation

\[
(X \| \phi) = (X \| \phi \circ \tau^{-1})
\]

for correlation functionals. In fact, \( X \) is \( \tau \)-invariant if and only if

\[
\mathbb{E}[(X \| \phi) \Phi(p_1) \odot \cdots \odot \Phi(p_n)] = \mathbb{E}[(X \| \phi \circ \tau^{-1}) \Phi(\tau p_1) \odot \cdots \odot \Phi(\tau p_n)].
\]
(This is different from $E[(X \parallel \phi) Y] = E[(X \parallel \phi \circ \tau^{-1}) Y]$.)

- The following simple but useful construction (see e.g., Lecture 8) depends on conformal invariance. Suppose we have conformally equivalent Riemann surfaces $M$ and $\tilde{M}$. Given a conformally invariant field $X$ on $M$, we define the field $\tilde{X}$ on $\tilde{M}$ as follows. Let $f : M \to \tilde{M}$ be a conformal map. We write $p = f^{-1}(\tilde{p})$, $p_j = f^{-1}(\tilde{p}_j)$, and $\phi = \tilde{\phi} \circ f$. We set

$$
E[(\tilde{X}(\tilde{p}) \parallel \tilde{\phi}) \tilde{Y}] = E[(X(p) \parallel \phi) Y],
$$

where $Y(p_1, \ldots, p_n) = \Phi(p_1) \circ \cdots \circ \Phi(p_n)$ and $\tilde{Y}(\tilde{p}_1, \ldots, \tilde{p}_n) = \Phi(\tilde{p}_1) \circ \cdots \circ \Phi(\tilde{p}_n)$. Clearly, $\tilde{X}$ does not depend on the choice of $f$.

## 3.4. Lie derivatives

Let $v$ be a non-random smooth vector field, i.e., a $(-1,0)$-differential, see (3.1), on a Riemann surface $M$; it determines a local flow

$$
\psi_t : U \to M, \quad \psi_t(z) = v(\psi_t(z)), \quad z \in U, \ |t| \ll 1.
$$

Suppose $v$ is holomorphic in some open set $U \subset M$ (so the flow is also holomorphic). For a conformal Fock space field $X$, we define the Lie derivative $L_v X$ in $U$ as follows.

We first define the fields $X_t$ by the equation of correlation functionals

$$
(X_t \parallel \phi)(z) = (X \parallel \phi \circ \psi_{-t})(z), \quad z \in \phi U, \ |t| \ll 1,
$$

where $\phi$ is an arbitrary chart in $U$.

For example, if $M$ is a domain in $\mathbb{C}$ with the identity chart, then the equation is

$$
X_t(z) = (X(\psi_t z) \parallel \psi_{-t}) = (\psi'_t(z))^\lambda (\overline{\psi'_t(z)})^{\lambda^*} X(\psi_t z)
$$

for $(\lambda, \lambda^*)$-differentials, and

$$
X_t(z) = (\psi'_t(z))^2 X(\psi_t z) + \mu S_{\psi_t}(z)
$$

for Schwarzian forms.

It is easy to see that if $X$ is a differential or a form, then $X_t$ is a differential or a form of the same type.

We now define the Lie derivative of $X$ by

$$
L_v X = \left. \frac{d}{dt} \right|_{t=0} X_t.
$$

As usual, this means that for every chart $\phi$ and every functional $Y$ we have

$$
E[(L_v X \parallel \phi) Y] = \left. \frac{d}{dt} \right|_{t=0} E[(X_t \parallel \phi) Y].
$$

This definition is very general – the only assumption that we make is that $X$ depends smoothly on local coordinates, so the derivative exists. We need higher smoothness when we consider commutations of Lie derivatives. Smooth dependence on local coordinates can be defined as follows: $E[(X \parallel h_\varepsilon \circ \phi) Y]$ is a smooth function of $\varepsilon = (\varepsilon_1, \ldots, \varepsilon_n)$ for any $\varepsilon$-perturbation $h_\varepsilon \circ \phi$ of the chart $\phi$,

$$
h_\varepsilon(z) = z + \varepsilon_1 v_1(z) + \cdots + \varepsilon_n v_n(z).
$$
In particular, the smooth dependence of $X$ on local charts implies that

$$\left. \frac{d}{dt} \right|_{t=0} \mathbf{E} \left[ (X \parallel \phi \circ f^{-1}_t) Y \right] = \mathbf{E} \left[ (\mathcal{L}_v X \parallel \phi) Y \right]$$

for any time-dependent flow $f_t = \text{id} + tv + o(t)$. It is easy to see that if $X$ and $Y$ depend smoothly on charts, then so does $X \ast_n Y$.

Lie derivative of a differential is a differential but Lie derivative of a Schwarzian form is a quadratic differential.

**Proposition 3.1.** If $X$ is a differential, then

$$\mathcal{L}_v X = (v \partial + \bar{v} \bar{\partial} + \lambda v' + \lambda_s \bar{v}') X;$$

if $X$ is a pre-Schwarzian form of order $\mu$, then

$$\mathcal{L}_v X = (v \partial + v') X + \mu v'';$$

if $X$ is a Schwarzian form of order $\mu$, then

$$\mathcal{L}_v X = (v \partial + 2v') X + \mu v'''.$$

**Proof.** Without loss of generality we can consider the planar case and the identity chart. Differentiate (3.5), (3.6) and use $\psi^0_t = 1$, $\dot{\psi}_0 = v$, $\dot{\psi}^0 = v'$, $(\dot{N}_v)_0 = v''$, and $(\dot{\psi})_0 = v'''$. □

It turns out that the converse is also true. For example,

**Proposition 3.2.** Suppose the equation

$$\mathcal{L}_v X = (v \partial + \bar{v} \bar{\partial} + \lambda v' + \lambda_s \bar{v}') X$$

holds in $D_{\text{hol}}(v)$ for every vector field $v$. Then $X$ is a differential.

**Notation.** If $v$ is a smooth vector field in $D$, then we denote by $D_{\text{hol}}(v)$ the maximal open set where $v$ is holomorphic.

**Proof.** In a fixed chart $\phi$ we have

$$X_t(z) = X + t \mathcal{L}_v X + o(t) = X + t (v \partial + \bar{v} \bar{\partial} + \lambda v' + \lambda_s \bar{v}') X + o(t)$$

$$= (1 + t\lambda v' + o(t))(1 + t\lambda_s \bar{v}' + o(t))(X + (\psi_t - z)\partial X + (\bar{\psi}_t - \bar{z})\bar{\partial} X + o(t))$$

$$= (\psi'_t(z))^\lambda (\bar{\psi}'_t(z))^{\lambda_s} X(\psi_t z) + o(t).$$

On the other hand, by definition $X_t = (X \parallel \phi \circ \psi_{-t})$ we have

$$(X \parallel \phi \circ \psi_{-t})(z) = (\psi'_t(z))^\lambda (\bar{\psi}'_t(z))^{\lambda_s} (X \parallel \phi)(\psi_t z) + o(1),$$

which is the infinitesimal version of the transformation law for a differential. □

The next statement follows from the elementary properties of Lie derivatives that we record in the next section.

**Proposition 3.3.** If $X$ is a conformal Fock space field, then $\mathcal{L}_v X$ is also a (local) conformal Fock space field.
3.5. Properties of Lie derivatives

- **Basic properties:**
  1. $\mathcal{L}_v$ is an $\mathbb{R}$-linear operator on Fock space fields;
  2. $\mathcal{L}_v(\dot{X}) = (\mathcal{L}_v X)$;
  3. $\mathcal{E}[\mathcal{L}_v X] = \mathcal{L}_v(\mathcal{E}[X])$;
  4. Leibniz's rule applies to Wick's products;
  5. $\mathcal{L}_v(\dot{X}) = \partial(\mathcal{L}_v X)$ and $\mathcal{L}_v(\ddot{X}) = \ddot{\partial}(\mathcal{L}_v X)$.

Let us show that Leibniz's rule also applies to OPE products.

**Proposition 3.4.** If $X$ is a holomorphic Fock space field, then

$$\mathcal{L}_v(X \ast_n Y) = (\mathcal{L}_v X) \ast_n Y + X \ast_n (\mathcal{L}_v Y).$$

**Proof.** Without loss of generality we can consider the planar case and the identity chart. Suppose

$$X(\zeta)Y(z) = \sum (\zeta - z)^n C_n(z), \quad \zeta \to z.$$

Then

$$X_t(\zeta)Y_t(z) = (X \parallel \psi_{-t})(\zeta)(Y \parallel \psi_{-t})(z) = \sum (\zeta - z)^n (C_n \parallel \psi_{-t})(z) = \sum (\zeta - z)^n (C_n)_t(z),$$

so $X_t \ast_n Y_t = (C_n)_t$. We now take the time derivative at $t = 0$. 

- Recall that the Lie derivative of a vector field is defined in the smooth category as follows:

$$\mathcal{L}_{v_1}v_2 \equiv [v_1, v_2] = \frac{\partial^2}{\partial s \partial t} \bigg|_{s=t=0} (\chi_s \circ \psi_t - \psi_t \circ \chi_s),$$

where $\psi_t$ is the flow of $v_1$ and $\chi_s$ is the flow of $v_2$; the local flow of $[v_1, v_2]$ is $\chi_{-\sqrt{t}} \circ \psi_{-\sqrt{t}} \circ \chi_{\sqrt{t}} \circ \psi_{\sqrt{t}}$. If both vector fields are holomorphic, then

$$\mathcal{L}_{v_1}v_2 = [v_1, v_2] = v_1 v_2' - v_1' v_2 \quad \text{and} \quad \mathcal{L}_{v_1}v_2 = [v_1, v_2],$$

which is of course a special case of (3.8).

**Proposition 3.5.** If $X$ is a conformal Fock space field, then

$$\mathcal{L}_{v_1} \mathcal{L}_{v_2} X - \mathcal{L}_{v_2} \mathcal{L}_{v_1} X = \mathcal{L}_{[v_1, v_2]} X$$

in the region where both vector fields are holomorphic.

**Proof.** From the definition of Lie derivative we see that the left-hand side is equal to

$$\frac{\partial^2}{\partial s \partial t} \bigg|_{s=t=0} [(X \parallel \chi_{-s} \circ \psi_{-t}) - (X \parallel \psi_{-t} \circ \chi_{-s})].$$

Expanding the flows up to second order (we use $\dot{\psi} = v_1, \ddot{\psi} = v_1' v_1$, etc.), we get

$$\chi_{-s} \circ \psi_{-t} = \text{id} - tv_1 - sv_2 + \frac{t^2}{2} v_1 v_1' + \frac{s^2}{2} v_2 v_2' + stv_1 v_2' + \cdots,$$

$$\psi_{-t} \circ \chi_{-s} = \text{id} - tv_1 - sv_2 + \frac{t^2}{2} v_1 v_1' + \frac{s^2}{2} v_2 v_2' + stv_1 v_2' + \cdots,$$

and the statement easily follows if we assume sufficient smoothness with respect to local coordinates. 

$\square$
3.5. PROPERTIES OF LIE DERIVATIVES

The concept of Lie derivative extends to conformal fields of several variables. For example, for

\[ X(p_1, \cdots, p_n) = X_1(p_1) \cdots X_n(p_n), \quad (p_j \in M \text{ are distinct}) \]

we fix coordinate charts \( \phi_j \) at \( p_j \), and assuming that \( v \) is holomorphic at the nodes, we define

\[ \mathcal{L}_v X(z_1, \cdots, z_n) = \frac{d}{dt} \bigg|_{t=0} [ (X_1 \parallel \phi_1 \circ \psi_t)(z_1) \cdots (X_n \parallel \phi_n \circ \psi_t)(z_n) ] . \]

**Proposition 3.6.** Leibniz’s rule holds for tensor products:

\[ \mathcal{L}_v [X_1(p_1)X_n(p_2)] = [\mathcal{L}_v X_1(p_1)]X_2(p_2) + [\mathcal{L}_v X_2(p_2)]X_1(p_1). \]

For example, if \( X \) is a tensor product of differentials, then

\[ \mathcal{L}_v = \sum_j \left[ v(p_j) \partial_j + \bar{v}(p_j) \bar{\partial}_j + \lambda_j v'(p_j) + \lambda_{aj} \bar{v}'(p_j) \right] X. \]

As we mentioned, \( \mathcal{L}_v \) depends \( \mathbb{R} \)-linearly on \( v \). It is convenient to separate the \( \mathbb{C} \)-linear and anti-linear parts of the Lie derivative. Denote

\[ 2\mathcal{L}_v^+ = \mathcal{L}_v - i\mathcal{L}_{iv}, \quad 2\mathcal{L}_v^- = \mathcal{L}_v + i\mathcal{L}_{iv}, \]

so that

\[ \mathcal{L}_v = \mathcal{L}_v^+ + \mathcal{L}_v^- \]

and \( \mathcal{L}_v^\perp = \overline{\mathcal{L}_v^\perp} \) in the following sense: \( \mathcal{L}_v X = \overline{\mathcal{L}_v X} \).

For example, if \( X \) is a tensor product of differentials, then

\[ \mathcal{L}_v^+ X = \sum_j \left[ v(p_j) \partial_j + \lambda_j v'(p_j) \right] X, \]

and \( \mathcal{L}_v^+ X = \mathcal{L}_v X \) in the case of forms.

It is easy to justify the corresponding Leibniz’s rule for \( \mathcal{L}_v^+ \) and also to verify the identity

\[ \mathcal{L}_{v_1}^+ \mathcal{L}_{v_2}^+ - \mathcal{L}_{v_2}^+ \mathcal{L}_{v_1}^+ = \mathcal{L}_{[v_1,v_2]}^+. \]

For example, using (3.12) and (3.13) we have

\[ \mathcal{L}_{v_1}^+ \mathcal{L}_{v_2}^+ - \mathcal{L}_{v_2}^+ \mathcal{L}_{v_1}^+ = \frac{1}{4} \left( \mathcal{L}_{[v_1,v_2]}^+ - \mathcal{L}_{[iv_1,iv_2]}^+ - iL_{[v_1,v_2]} - iL_{[iv_1,iv_2]} \right) = \mathcal{L}_{[v_1,v_2]}^+. \]
We define the stress tensor for a family $\mathcal{F}$ of conformal Fock space fields as a pair of quadratic differentials which represent the Lie derivative operators in application to the fields in $\mathcal{F}$ (and their tensor products). The corresponding formulas are known as Ward’s identities. More precisely, for every local holomorphic vector field $v$, we use the quadratic differentials to construct a functional (“generalized random variable”) $W(v)$ such that the action of the operator $\mathcal{L}_v$ on any string of fields in $\mathcal{F}$ is equivalent, in correlations with arbitrary Fock space fields, to the multiplication by $W(v)$. Alternately, the stress tensor $W$ can be defined as the correspondence $v \mapsto W(v)$.

The existence of $W$ is not at all obvious, and in fact it is a very special property of some particular families of Fock space fields. In this lecture we mostly discuss various forms of Ward’s identities. We will comment on the nature of existence of stress tensor in the appendix to this lecture.

4.1. Residue operators

Let $A$ be a Fock space holomorphic quadratic differential in $D$, let $p \in D$, and let $v$ be a non-random holomorphic vector field defined in some neighborhood of $p$. Then for every Fock space field $X$ we define the correlation functional

$$\frac{1}{2\pi i} \oint_{(z)} vA X(z) \quad \text{(in a given chart } \phi, \phi(p) = z)$$

as a map

$$\mathcal{X} \mapsto \lim_{\varepsilon \to 0} \frac{1}{2\pi i} \int_{|\zeta - z| = \varepsilon} v(\zeta) \mathbb{E}[A(\zeta) X(z) \mathcal{X}] d\zeta,$$

where $\mathcal{X}$ is any Fock space correlation functional with nodes in $D \setminus \{p\}$.

This functional is of course just the residue term $(vA)_- X$ in the operator product expansion of $vA$ and $X$, see Section 2.2, and therefore by Proposition 2.1 it can be expressed as the value of some Fock space field. We can view the map

$$X(z) \mapsto \frac{1}{2\pi i} \oint_{(z)} vA X(z)$$

as an operator on correlation functionals (represented by the values of Fock space fields); we denote this operator by

$$A_v(z) \equiv \frac{1}{2\pi i} \oint_{(z)} vA.$$

Varying $z$, we can also think of $A_v$ as an operator on Fock space fields:

$$(A_v X)(z) = A_v(z) X(z).$$
Proposition 4.1.\[ A_{v_1} \mathcal{L}_{v_2}^+ - A_{v_2} \mathcal{L}_{v_1}^+ = \mathcal{L}_{v_2}^+ A_{v_1} - \mathcal{L}_{v_1}^+ A_{v_2}. \]

Proof. By Leibniz’s rule (Proposition 3.4) we have
\[
A_{v_1} \mathcal{L}_{v_2}^+ X = (v_1 A) \ast -1 (\mathcal{L}_{v_2}^+ X) = \mathcal{L}_{v_2}^+[ (v_1 A) \ast -1 X] - [\mathcal{L}_{v_2}^+ (v_1 A)] \ast -1 X
\]
Similarly,
\[
A_{v_2} \mathcal{L}_{v_1}^+ X = \mathcal{L}_{v_1}^+ A_{v_2} - [\mathcal{L}_{v_1}^+ (v_2 A)] \ast -1 X.
\]
Since \( v_1 A \) and \( v_2 A \) are \((1,0)\)-differentials, by (3.14) we have
\[
\mathcal{L}_{v_2}^+ (v_1 A) = v_2 \partial (v_1 A) + v_2' v_1 A = v_2 v_1' A + v_1 v_2 \partial A = \mathcal{L}_{v_1}^+ (v_2 A),
\]
which proves the statement. \( \square \)

For an anti-holomorphic quadratic differential \( A^- \) we define
\[
A^-(z) = -\frac{1}{2\pi i} \oint (z) \bar{v} A^-. \]
This operator is anti-linear in \( v \), and if \( A^- = \bar{A} \), then \( A^- = \bar{A} \).

4.2. Stress tensor

Let \( X \) be a Fock space field in \( D \). By definition, a pair of quadratic differentials
\[
W = (A^+, A^-)
\]
is a stress tensor for \( X \) if \( A^+ \) is holomorphic, \( A^- \) anti-holomorphic, and the following equation (the “residue form of Ward’s identity”)
\[
(4.1) \quad \mathcal{L}_{v} X = A^+_v X + A^-_v X
\]
holds in \( D_{\text{hol}}(v) \) for all non-random local vector fields \( v \). (Recall that we write \( D_{\text{hol}}(v) \) for the maximal open set where \( v \) is holomorphic.) Thus we require that the equation
\[
\mathcal{L}_{v} X(z) = \frac{1}{2\pi i} \oint (z) v A^+ X(z) - \frac{1}{2\pi i} \oint (z) \bar{v} A^- X(z)
\]
holds in all charts and for all vector fields \( v \) holomorphic in a neighborhood of \( z \).

The differentials \( A^\pm \) (if they exist) are not uniquely determined by the equation (4.1). Moreover, we can add (anti-)holomorphic non-random fields – they will not change the residue operators. For example, the Virasoro fields determine the same residue operators as the differentials \( A^\pm \) do for local holomorphic vector fields. We will discuss this in the next lecture.

Notation. \( \mathcal{F}(W) \equiv \mathcal{F}(A^+, A^-) \) is the linear space of all Fock space fields \( X \) such that \( W \) is a stress tensor for \( X \). Clearly, this space contains the scalar field \( I (I(z) \equiv 1) \). If \( \mathcal{F}(W) \) is closed under complex conjugation, then we can choose
\[
A^+ = A, \quad A^- = \bar{A};
\]
and
\[
(4.2) \quad X \in \mathcal{F}(W) \quad \text{if and only if} \quad \mathcal{L}_{v}^+ X = A_v X, \quad \mathcal{L}_{v}^- X = A_v \bar{X}.
\]
In what follows, we will only consider the case \( W = (A, \bar{A}) \). There is no difficulty in extending results to the anti-symmetric \((A^- \neq \bar{A}^+)\) case.

**Proposition 4.2.** If \( X \in \mathcal{F}(A, \bar{A}) \), then

\[
[A_{v_1}, A_{v_2}]X = -A_{[v_1,v_2]}X.
\]

**Proof.** Since \( A_{v_j}X = L^+_{v_j}X \), it follows from Proposition 4.1 and Leibniz’s rules for \( L^+_{v_j} \) that

\[
[A_{v_1}, A_{v_2}]X = [L^+_{v_2}, L^+_{v_1}]X = L^+_{[v_2,v_1]}X = -A_{[v_1,v_2]}X.
\]

\( \square \)

### 4.3. Ward’s OPEs

We can restate the definition of stress tensor in terms of the singular part of the operator product expansion.

For a given chart \( \phi : U \to \phi U \) and \( \zeta \in \mathbb{C} \), let us denote by \( v_\zeta \) the (local) vector field defined by the equation

\[
[v_\zeta \parallel \phi](\eta) = \frac{1}{\zeta - \eta}.
\]

(This vector field depends on \( \phi \).) Then we have

\[
\text{Sing}_{\zeta \to z}[A(\zeta)X(z)] = \frac{1}{2\pi i} \oint_{(z)} v_\zeta A X(z), \quad z \in \phi U,
\]

where the left-hand side means the singular part of the operator product expansion in chart \( \phi \). Indeed, if

\[
A(\eta)X(z) \sim \sum_{j \leq -1} C_j(z)(\eta - z)^j, \quad (\eta \to z),
\]

then using

\[
\frac{1}{2\pi i} \oint_{(z)} (\eta - z)^j \frac{d\eta}{\zeta - \eta} = (\zeta - z)^j, \quad (j \leq -1),
\]

we derive

\[
\frac{1}{2\pi i} \oint_{(z)} A(\eta)X(z) \frac{d\eta}{\zeta - \eta} = \sum_{j \leq -1} C_j(z)(\zeta - z)^j.
\]

**Proposition 4.3.** \( X \in \mathcal{F}(A, \bar{A}) \) if and only if the identities (“Ward’s OPEs”)

\[
\text{Sing}_{\zeta \to z}[A(\zeta)X(z)] = (L^+_{v_\zeta} X)(z), \quad \text{Sing}_{\zeta \to z}[A(\zeta)\bar{\bar{X}}(z)] = (L^+_{v_\zeta} \bar{\bar{X}})(z)
\]

hold in every local chart \( \phi \).

**Proof.** If \( X \in \mathcal{F}(A, \bar{A}) \), then

\[
\text{Sing}_{\zeta \to z}[A(\zeta)X(z)] = \frac{1}{2\pi i} \oint_{(z)} v_\zeta A X(z) = (L^+_{v_\zeta} X)(z)
\]

by (4.3) and the definition of stress tensor. In the opposite direction, we need to show that

\[
\frac{1}{2\pi i} \oint_{(z)} v_\zeta A X(z) = (L^+_{v_\zeta} X)(z)
\]
implies
\[ \frac{1}{2\pi i} \oint_{(z)} vA X(z) = (L^+_v X)(z) \]
for all vector fields \( v \) holomorphic near \( z \). Let us write \( f \) for \( (v \parallel \phi) \). By Cauchy,
\[ v = \frac{1}{2\pi i} \int f(\zeta)v_\zeta \, d\zeta \]
(integration is over some simple curve surrounding \( z \)), and since \( L^+_v \) is \( \mathbb{C} \)-linear with respect to \( v \), we have
\[ L^+_v X(z) = \frac{1}{2\pi i} \oint_{(z)} v_\zeta A X(z) = \frac{1}{2\pi i} \oint_{(z)} vA X(z). \]
\[ \square \]
In the case of differentials or forms, it is enough to verify Ward’s OPEs in just one chart, e.g., in the half-plane uniformization. This is clear from the corresponding transformation laws.

**Corollary 4.4.** Let \( X \) be a \((\lambda, \lambda^*_\ast)\)-differential. Then \( X \in \mathcal{F}(A, \bar{A}) \) if and only if the following operator product expansions hold in every/some chart:
\[ A(\zeta)X(z) \sim \frac{\lambda X(z)}{(\zeta - z)^2} + \frac{\partial X(z)}{\zeta - z}, \quad A(\zeta)\bar{X}(z) \sim \frac{\bar{\lambda}_\ast \bar{X}(z)}{(\zeta - z)^2} + \frac{\partial \bar{X}(z)}{\zeta - z}. \]

**Corollary 4.5.** Let \( X \) be a form of order \( \mu \). Then \( X \in \mathcal{F}(A, \bar{A}) \) if and only if the following operator product expansion holds in every/some chart:
\[ A(\zeta)X(z) \sim \frac{\mu}{(\zeta - z)^2} + \frac{\partial X(z)}{\zeta - z} \quad \text{for a pre-pre-Schwarzian form } X; \]
\[ A(\zeta)X(z) \sim \frac{2\mu}{(\zeta - z)^3} + \frac{X(z)}{(\zeta - z)^2} + \frac{\partial X(z)}{\zeta - z} \quad \text{for a pre-Schwarzian form } X; \]
\[ A(\zeta)X(z) \sim \frac{6\mu}{(\zeta - z)^4} + \frac{2X(z)}{(\zeta - z)^3} + \frac{\partial X(z)}{\zeta - z} \quad \text{for a Schwarzian form } X. \]

By Proposition 3.2, we also have the following:

**Corollary 4.6.** Suppose \( X \in \mathcal{F}(A, \bar{A}) \). Then \( X \) is a differential if and only if the operator product expansions (4.5) hold for \( X \).

### 4.4. Stress tensor of Gaussian free field

Let us return to Proposition 2.5, where we stated some operator product expansions involving \( T = -\frac{1}{2} J \ast J \); as usual \( J = \partial \Phi \) and \( \Phi \) is the Gaussian free field. Denote
\[ A = -\frac{1}{2} J \circ J. \]

Then \( A \) is a holomorphic quadratic differential and \( A \) coincides with \( T \) in the upper half-plane uniformization. The first relation (a) in Proposition 2.5 can be written as
\[ A(\zeta)\Phi(z) \sim \frac{\partial \Phi(z)}{\zeta - z}. \]
Applying Corollary 4.4 we conclude:

**Proposition 4.7.** $\Phi \in F(A, \overline{A})$.

The other three relations in Proposition 2.5 imply that $W = (A, \overline{A})$ is a stress tensor also for the fields $J, T,$ and $V^\alpha$. Indeed, as we mentioned, it is sufficient to check Ward’s OPEs in just one chart, and in the case of half-plane uniformization, this is what our relations give. Note that we have arrived to this conclusion as a result of (rather lengthy) Wick’s calculus computation. There is a much easier way – the proof of Proposition 2.5 is immediate without any computation from Proposition 4.7 and the following fact.

**Proposition 4.8.** (a) If $X \in F(W)$, then $\partial X \in F(W)$;

(b) all OPE coefficients of fields in $F(W)$ belong to $F(W)$.

The first statement is of course a simple special case of the second one. We will explain the proof of the second statement in the next section. There is a short algebraic argument in the case of holomorphic fields $X$ and $Y$. In this case,

$$L^+_v X = (vA) \ast_{-1} X, \quad L^+_v Y = (vA) \ast_{-1} Y,$$

and we need to check that

$$L^+_v (X \ast_n Y) = (vA) \ast_{-1} (X \ast_n Y).$$

By Leibniz’s rule, the left-hand side is

$$(L^+_v X) \ast_n Y + X \ast_n (L^+_v Y),$$

while

$$\tag{4.6} (vA) \ast_{-1} (X \ast_n Y) = [(vA) \ast_{-1} X] \ast_n Y + X \ast_n [(vA) \ast_{-1} Y]$$

$$= (L^+_v X) \ast_n Y + X \ast_n (L^+_v Y),$$

see (5.2) below. □

Proposition 4.8 allows us to construct infinitely many fields in the family $F(W)$. On the other hand, the field $A = -\frac{1}{2} J \circ J$ itself is not in $F(A, \overline{A})$ because otherwise it would have the operator product expansion (4.5) (as a differential). But, by Wick’s calculus, we easily verify

$$\mathbb{E}[A(\zeta)A(z)] = \frac{1/2}{(\zeta - z)^4} \quad \text{(in } \mathbb{H}).$$

Further examples of fields which have a stress tensor can be obtained by various modifications of the Gaussian free field, see Lecture 6. The simplest modification is the following.

**Example.** Let $u$ be a real-valued harmonic function in $D$. Define

$$\tilde{\Phi} = \Phi + u,$$

where $\Phi$ is the Gaussian free field and denote

$$\tilde{A} = -\frac{1}{2} J \circ J - (\partial u)J.$$

Then $(\tilde{A}, \overline{\tilde{A}})$ is a stress tensor for $\tilde{\Phi}$. 
If we take $u$ complex-valued, we will get an asymmetric stress tensor $(\hat{A}^+, \hat{A}^-)$ for $\hat{\Phi}$, where $\hat{A}^+ = \hat{A}$ is as above, and
\[
\hat{A}^- = -\frac{1}{2} J \odot \bar{J} - (\partial u) \bar{J}.
\]

### 4.5. Ward’s identities

Let $W = (A, \bar{A})$ be a stress tensor for some family of Fock space fields. We will assume that $A$ is continuous up to the (ideal) boundary in the sense that all correlations of $A(\cdot)$ with Fock space fields extend to $\partial D$ continuously; we understand continuity on the boundary in terms of standard boundary charts. See the end of Section 3.2. For a smooth vector field $v$ in $D$ continuous up to the boundary, we define
\[
W(v) = 2 \text{Re} \ W^+(v), \quad W^+(v) = \frac{1}{2\pi i} \int_{\partial D} vA - \frac{1}{\pi} \int_D (\bar{\partial}v) A.
\]
Since $vA$ is a linear form, and $(\bar{\partial}v)A$ is a $(1,1)$-differential, the integrals are coordinate independent, and by the continuity assumption, their correlations with Fock space functionals $X$ are well-defined provided that $S_X \subset D_{\text{hol}}(v)$. (Recall that we write $S_X$ for the set of all nodes of $X$ and $D_{\text{hol}}(v)$ for the maximal open set where $v$ is holomorphic.)

The application of “random variables” $W(v)$ is based on Green’s formula
\[
2i \int\int_D \bar{\partial} g = \int_{\partial D} g.
\]
For example, since $(\bar{\partial}v)A = \bar{\partial}(vA)$ in $D$, we have
\[
E W^+(v) = 0.
\]
By Green’s formula we can write symbolically
\[
W^+(v) = \frac{1}{\pi} \int_D v(\bar{\partial}A);
\]
however, to interpret this integral as a correlation functional we need to integrate by parts and therefore use the definition (4.7).

We can extend the definition of Ward’s “random variables” to the case of local vector fields. Namely, for an open set $U \subset D$ we denote
\[
W^+(v; U) = \frac{1}{2\pi i} \int_{\partial U} vA - \frac{1}{\pi} \int_U (\bar{\partial}v) A,
\]
so that
\[
W^+(v) = W^+(v; D),
\]
and (with a usual interpretation)
\[
A_v(z) \equiv \frac{1}{2\pi i} \oint_{(z)} vA = \lim_{\varepsilon \to 0} W(v; B(z, \varepsilon)), \quad (z \in D_{\text{hol}}(v)).
\]
Green’s formula shows that if $U_1 \subset U_2$ and if $X$ has no nodes in the closure of $U_2 \setminus U_1$, then
\[
E [W(v; U_1) X] = E [W(v; U_2) X].
\]
In particular, in the computation of $E[W(v)X]$ we can replace $D$ by the union of small discs around the nodes of $X$.

**Proposition 4.9.** Suppose $\{X_j\} \subset F(W)$ and $\{z_j\} \subset U \cap D_{\text{hol}}(v)$. Then

\begin{equation}
  E\mathcal{Y}\mathcal{L}_v[X_1(z_1)\cdots X_n(z_n)] = E W(v;U)X_1(z_1)\cdots X_n(z_n)\mathcal{Y}
\end{equation}

for all correlation functionals $\mathcal{Y}$ with nodes in $D \setminus \bar{U}$.

**Proof.** As mentioned, we can replace $U$ with the union of small discs $U_j$ around $z_j$’s. Clearly, $W(v;U) = \sum W(v;U_j)$. Let us also use a partition of unity to represent $v = \sum v_j$, where $v_j = v$ in $U_j$ and $v_j = 0$ in other discs. Thus the statement reduces to the case of a single node, where the formula is just the definition (4.1) of a stress tensor. \hfill \Box

We emphasize that Ward’s identities (4.8) hold for any choice of local coordinates at the nodes $z_j$. Their meaning is the following: we can represent the action of the Lie derivative operator $\mathcal{L}_v$ by the insertion of the “random variable” $W(v)$ into correlation functions, and this works collectively for all fields in the family $F(W)$.

The last proof gives the following restatement of the definition of a stress tensor in terms of Ward’s identities (cf. Appendix B).

**Proposition 4.10.** $W = (A, \bar{A})$ is a stress tensor for $X$ if and only if the following equation holds for all vector fields $v$ with compact supports, for all points $z \in D_{\text{hol}}(v)$, and for all Fock space functionals $Z$ with nodes outside $\text{supp}(v)$:

\begin{equation}
  E \mathcal{L}_v X(z) Z = E W(v)X(z) Z.
\end{equation}

We can use this restatement to derive:

**Proof of Proposition 4.8.** The argument works for all types of operator product expansions, but for simplicity of notation we assume that $X, Y$ are holomorphic, so we have

$X(\zeta)Y(z) = \sum (\zeta - z)^n C_n(z)$. \hfill \Box
4.6. Meromorphic vector fields

Let \( v \) be a meromorphic vector field in \( D \) continuous up to the boundary, and let \( \{p_j\} \) be the poles of \( v \). We define
\[
W(v) = \lim_{\varepsilon \to 0} W(v; U_\varepsilon),
\]
where \( U_\varepsilon = D \setminus \bigcup B(p_j, \varepsilon) \). (We can use any fixed local coordinates at the poles.) Somewhat symbolically, we have
\[
W^+(v) = \frac{1}{2\pi i} \int_{\partial D} vA - \sum_j \frac{1}{2\pi i} \oint_{(p_j)} vA,
\]
and also
\[
W^+(v) = \frac{1}{2\pi i} \int_{\partial D} vA - \frac{1}{\pi} \int_D (\bar{\partial}v)A
\]
(as in the case of smooth vector fields) with the interpretation of \( \bar{\partial}v \) in the last integral in the sense of distributions.

Our goal now will be to express the differential \( A \) in terms of Ward’s functionals \( W(v) \) with meromorphic \( v \)’s. We will only consider the case where \( A \) is continuous and real on the boundary (in standard boundary charts); this will allow us to extend \( A \) to the double of \( D \) accordingly. We will do our computation in the half-plane \( \mathbb{H} \) and use the global identity chart in \( \mathbb{C} \); note that \( \hat{\mathbb{C}} \) is the double of \( \mathbb{H} \). In the next section we combine the obtained representation of \( A \) with Ward’s identities (4.8) and derive some useful equations for correlations involving the stress tensor.

**Proposition 4.11.** Let \( A \) be a holomorphic quadratic differential in \( \mathbb{H} \), and \( W = (A, \bar{A}) \). Suppose \( A \) is continuous and real on the boundary (including \( \infty \)). Then
\[
(A \parallel \text{id})(\zeta) = W^+ (v_\zeta) + \overline{W^+ (v_{\bar{\zeta}})},
\]
where we use the notation
\[
(v_\zeta \parallel \text{id})(z) = \frac{1}{\zeta - z}, \quad (\zeta \in \mathbb{C}).
\]
We understand the equation (4.10) in the sense of correlations with Fock space correlation functionals with nodes in \( \hat{\mathbb{H}} \setminus \{\zeta\} \). Note that \( E^A \equiv 0 \) by assumption: in the identity chart of \( \mathbb{H} \), \( E^A \) is a holomorphic function vanishing at infinity.

**Proof.** Let us start with a general observation which works for arbitrary Riemann surfaces. If \( v \) is a meromorphic vector field in \( \hat{\mathbb{C}} \) without poles on \( \mathbb{R} \cup \{\infty\} \) such that the reflected vector field
\[
v^\#(z) = \overline{v(\bar{z})}, \quad z \in \mathbb{C},
\]
is holomorphic in \( \mathbb{H} \), then we have (see (4.9))
\[
W^+(v) = -\frac{1}{\pi} \int_D (\bar{\partial}v)A + \frac{1}{2\pi i} \int_{\partial D} vA, \quad W^+(v^\#) = \frac{1}{2\pi i} \int_{\partial D} v^\#A.
\]
Since \( A = \bar{A} \) on \( \mathbb{R} \), we have
\[
\frac{1}{2\pi i} \int_{\partial D} vA = -\frac{1}{2\pi i} \int_{\partial D} v^\#A = -\overline{W^+(v^\#)},
\]
and
\[
W^+(v) = \frac{1}{2\pi i} \int_{\partial D} vA - \frac{1}{2\pi i} \int_{\partial D} v^\#A = \frac{1}{2\pi i} \int_{\partial D} vA - \frac{1}{2\pi i} \int_{\partial D} vA.
\]
and
\[ \frac{1}{\pi} \int_D (\bar{\partial} v) A = -W^+(v) - W^+(v^\#). \]

Let us choose \( v = v_\zeta \) with \( \zeta \in \mathbb{H} \). (We could have chosen \( v = v_\zeta + a + bz + cz^2 \); note that \( v = z^3 \) as a vector field has a pole at infinity.) Then \( v^\# = v_\zeta \) and \( \bar{\partial} v = -\pi \delta_\zeta \), so
\[ \frac{1}{\pi} \int_D (\bar{\partial} v) A = -A(\zeta). \]

4.7. Ward’s equations in the half-plane

We continue to consider the case \( D = \mathbb{H} \) with the global identity chart.

**Proposition 4.12.** Suppose \( A \) satisfies the conditions of the previous proposition. Let \( X = X_1 \cdots X_n \) be the tensor product of \((\lambda_j, \lambda^*_j)\)-differentials \( X_j \) in \( \mathcal{F}(W) \). Then
\[ (4.11) \quad \mathbf{E} A(\zeta) X = \sum_j \left[ \frac{\partial_j}{\zeta - z_j} + \frac{\lambda_j}{(\zeta - z_j)^2} \right] X, \]
where all fields are evaluated in the identity chart of \( \mathbb{H} \) and \( \partial_j = \partial_{z_j} \).

**Proof.** Let us choose \( v = v_\zeta \) with \( \zeta \in \mathbb{H} \). Then \( v^\# = v_\bar{\zeta} \). By Ward’s identities (4.8), we have
\[ \mathbf{E} W^+(v_\zeta) X = \mathbf{E} \mathcal{L}^+_{v_\zeta} X = \sum_j \left[ \frac{\partial_j}{\zeta - z_j} + \frac{\lambda_j}{(\zeta - z_j)^2} \right] X, \]
\[ \mathbf{E} W^+(v_\bar{\zeta}) \bar{X} = \mathbf{E} \mathcal{L}^+_{v_\bar{\zeta}} \bar{X} = \sum_j \left[ \frac{\partial_j}{\zeta - z_j} + \frac{\lambda^*_j}{(\zeta - z_j)^2} \right] \mathbf{E} \bar{X}. \]

Note that
\[ \mathbf{E} W^+(v_\zeta) X = \mathbf{E} W^+(v_\bar{\zeta}) \bar{X} = \sum_j \left[ \frac{\partial_j}{\zeta - z_j} + \frac{\lambda^*_j}{(\zeta - z_j)^2} \right] X, \]
and apply Proposition 4.11. \( \square \)

We repeat that we have derived the equations (4.11) in the half-plane uniformization. Furthermore, we assumed that \( A \) was real on \( \partial D \) and has no singularities. For example, in the case of non-trivial boundary condition \((\tilde{\Phi} = \Phi + u, \) where \( \Phi \) is the Gaussian free field and \( u \) is a real-valued harmonic function in \( D \), see Section 4.4 and Section 6.4), the differential
\[ \tilde{A} = -\frac{1}{2} J \odot J - (\partial u) J \]
is not necessarily real on \( \partial D \) and \( \tilde{A} \) may have singularities. It is of course not difficult to derive Ward’s equations for \( \tilde{A} \) – they will be different from (4.11).

Here is a generalization of the last proposition.
4. STRESS TENSOR AND WARD’S IDENTITIES

Proposition 4.13. We assume that $A$ satisfies the conditions of Proposition 4.11. Let $Y, X_1, \ldots, X_n \in \mathcal{F}(W)$ and let $X$ be the tensor product of $X_j$'s. Then

$$\mathbb{E}(A \ast Y)(z)X = \mathbb{E}Y(z)\mathcal{L}_{v_\xi}^+[Y(z)X] + \mathbb{E}\mathcal{L}_{v_\xi}^-[Y(z)X],$$

where all fields are evaluated in the identity chart of $\mathbb{H}$.

(Proposition 4.12 is the special case when $Y$ is the scalar field $I$, i.e., $Y(z) \equiv 1$.)

Proof. By Proposition 4.3 we have

$$(A \ast Y)(z) = \lim_{\zeta \to z}[A(\zeta)Y(z) - (\mathcal{L}_{v_\xi}^+ Y)(z)]$$

(we subtracted the singular part of operator product expansion). We have

$$\mathbb{E}[A(\zeta)Y(z)X] = \mathbb{E}[W_{v_\xi}^+ Y(z)X] + \mathbb{E}[\overline{W_{v_\xi}^+} Y(z)X]$$

$$= \mathbb{E}\mathcal{L}_{v_\xi}^+[Y(z)X] + \mathbb{E}\mathcal{L}_{v_\xi}^-[Y(z)X]$$

$$= \mathbb{E}Y(z)\mathcal{L}_{v_\xi}^+[X] + \mathbb{E}(\mathcal{L}_{v_\xi}^+ Y)(z)X + \mathbb{E}\mathcal{L}_{v_\xi}^-[Y(z)X].$$

It follows that

$$\mathbb{E}[(A \ast Y)(z)X] = \lim_{\zeta \to z}\mathbb{E}[Y(z)\mathcal{L}_{v_\xi}^+[X] + \mathbb{E}\mathcal{L}_{v_\xi}^-[Y(z)X].$$

\qed
APPENDIX B

Ward’s identities for finite Boltzmann-Gibbs ensembles

We will construct the stress tensor \( v \mapsto W(v) \) for the density fields of finite Boltzmann-Gibbs ensembles and derive the corresponding Ward’s identities (well-known in the literature under the name of the loop equation). We hope that this discussion will somewhat clarify the meaning of the stress tensor of statistical models. (A similar intuitive approach in the context of functional integration is one of the standard methods of introducing stress-energy tensor in quantum field theory.)

Consider the following probability measure in \( \mathbb{C}^n \):

\[
(B1) \quad \frac{1}{Z_n} e^{H(\eta)} |d\eta|; \quad Z_n = \int_{\mathbb{C}^n} e^H \equiv \int \, e^{H(\eta)} |d\eta|,
\]

where \( |d\eta| \) is the Euclidean volume, and \( H = H(\eta) \) is a given real smooth function which has sufficient growth at \( \infty \).

For example, the probability measure (B1) corresponding to

\[
(B2) \quad H(\eta) = \frac{1}{2} \sum_{j \neq k} \log |\eta_j - \eta_k|^2 - 2n \sum_j Q(\eta_j), \quad \eta = \{\eta_j\} \in \mathbb{C}^n,
\]

where \( Q(\eta) \gg \log |\eta| \) is a given real function, describes the distribution of eigenvalues of \( n \times n \) random normal matrices.

Let \( v \) be a smooth vector field in \( \mathbb{C} \) (with compact support), and let \( \psi_t \) denote its flow. We will write \( \Psi_t \) for the flow \( \{\eta_j\} \mapsto \{\psi_t \eta_j\} \) in \( \mathbb{C}^n \).

Changing the variables

\[ \eta = \Psi_t(\lambda), \quad \text{i.e.,} \quad \eta_j = \psi_t(\lambda_j), \]

we get

\[ \int e^H = \int e^{H \circ \Psi_t} J_t, \]

where the Jacobian \( J_t \) is given by the equation \( |d\eta| = J_t(\lambda) |d\lambda| \), so

\[ J_t = 1 + 2t \Re \text{Tr}[\partial v] + \cdots. \]

(We use the notation \( \text{Tr}[f] = \sum f(\lambda_j) \) and \( \circ \) for composition.) Denote

\[ W_v \equiv W[v] = \frac{d}{dt} \bigg|_{t=0} [H \circ \Psi_t + J_t] = \sum_j [v_j \partial_j H + \bar{v}_j \bar{\partial}_j H] + 2 \Re \text{Tr}[\partial v], \]

where \( v_j(\lambda) = v(\lambda_j) \) and \( \partial_j = \partial_{\lambda_j} \). Clearly, \( W \) is a \( \mathbb{R} \)-linear map taking vector fields to random variables and its \( \mathbb{C} \)-linear component is

\[ W^+[v] = \sum_j v_j \partial_j H + \text{Tr}[\partial v]. \]
In the random normal matrix case (B2) we have
\[
W^+[v](\lambda) = \frac{1}{2} \sum_{j \neq k} \frac{v(\lambda_j) - v(\lambda_k)}{\lambda_j - \lambda_k} - 2n \text{Tr}[v \partial Q] + \text{Tr}[\partial v].
\]

Let \( F = F(\lambda) \) be a random variable on \( \mathbb{C}^n \). Denote \( \nabla_v F = \frac{d}{dt} \bigg|_{t=0} F \diamond \Psi_t = \sum [v_j \partial_j F + \overline{v}_j \overline{\partial}_j F] \). Its \( \mathbb{C} \)-linear component is of course \( \nabla_v + [v] = \sum v_j \partial_j F \) and \( W^+[v] = \nabla^+_v H + \text{Tr}[\partial v] \).

**Proposition B.1.**
(B3) \( \mathbb{E}[W^+[v]F] + \mathbb{E}[\nabla_v F] = 0 \).

**Proof.**
\[
\frac{d}{dt} \bigg|_{t=0} \mathbb{E}[F \diamond \Psi_t - t] = \frac{1}{\mathbb{Z}} \frac{d}{dt} \bigg|_{t=0} \int (F \diamond \Psi_t) e^H = \frac{1}{\mathbb{Z}} \int F e^H \cdot J_t = \frac{1}{\mathbb{Z}} \int FW[v] e^H.
\]
It follows that \( \mathbb{E}[W^+[v]F] + \mathbb{E}[\nabla^+_v F] = 0 \), in particular \( \mathbb{E}[W^+[v]] = 0 \) (“loop equation”).

Consider now the **density** field \( \rho \) of the point process (B1). By definition, \( \rho \) is a \((1,1)\)-differential such that \( \int f \rho = \frac{1}{n} \sum f(\lambda_j) \) for all (scalar) test functions \( f \).

**Proposition B.2.** If \( v \) is holomorphic in a neighborhood of \( z \), then
(B4) \( \nabla_v \rho(z) = -L_v \rho(z) \).

**Proof.** For a test function \( f \) supported in the region where \( v \) is holomorphic, consider the random variable \( \frac{1}{n} \text{Tr}[f] = \int f \rho. \) Then
\[
\frac{1}{n} \text{Tr}[f] \circ \Psi_t = \frac{1}{n} \text{Tr}[f \circ \psi_t] = \int (f \circ \psi_t) \cdot \rho = \int f \rho_t.
\]
Taking derivative in \( t \) we get
\[
- \int f \nabla_v \rho = \int f L_v \rho.
\]
Combining (B3) and (B4) we conclude
\[
\mathbb{E}[L_v \rho(z)] = \mathbb{E}[W_v \rho(z)].
\]
More generally, applying Leibniz’s rules to \( L_v \) and \( \nabla_v \) we get the following:
Corollary. 
\[
\mathbb{E} \mathcal{L}_v[\rho(z_1) \cdots \rho(z_k)] = \mathbb{E}[W_v \rho(z_1) \cdots \rho(z_k)]
\]
(as in Proposition 4.10).

If a statistical model has a properly defined scaling limit as \( n \to \infty \), then one can ask the question about the validity of Ward’s identities in the limit. For example, the rescaled density field (subtract expectation and multiply by \( n \)) of a random normal matrix model (B2), under some rather general conditions, converges to the Laplacian of the Gaussian free field with free boundary conditions on some compact set \( S = S[Q] \), see [AHM08]. Taking the logarithmic potential of the density field and subtracting the terms corresponding to the boundary, one can recover the expression for the stress tensor of the Gaussian free field from Section 4.5.
Virasoro field and representation theory

Let $W = (A, \bar{A})$ be a stress tensor for some family $\mathcal{F}$ of Fock space fields. (We can assume that $\mathcal{F}$ is the maximal such family and write $\mathcal{F} = \mathcal{F}(W)$ in this case.) As we mentioned, in general the holomorphic quadratic differential $A$ does not belong to $\mathcal{F}(W)$. The theory gets much more interesting if we can find a holomorphic field $T$ which does belong to $\mathcal{F}(W)$ and which produces the same residue operators (for holomorphic vector fields) and therefore the same Ward’s “random variables” $W^+(v)$ as the differential $A$ does. In the appendix to this lecture we will show that under some rather general conditions (the family $\mathcal{F}$ has to be conformally invariant), such a field $T$ exists and is a Schwarzian form. In this lecture, we will take this last property for the definition of the Virasoro field $T$. The Virasoro field of the Gaussian free field $\Phi$ is

$$T = -\frac{1}{2} J \ast J, \quad J = \partial \Phi,$$

see Section 2.4. Further examples will be given in the next lecture.

It should be mentioned that the whole theory could be constructed (as is customary in the conformal field theory literature) without representing the stress tensor $v \mapsto W(v)$ in terms of quadratic differentials $A, \bar{A}$ – we could have just defined $T$ as a Schwarzian form satisfying the Virasoro operator product expansion (with central charge $c$)

$$T(\zeta)T(z) \sim \frac{c/2}{(\zeta - z)^4} + \frac{2T(z)}{(\zeta - z)^2} + \frac{\partial T(z)}{\zeta - z}.$$

In our approach, we are trying to separate two different issues. As we argued in Appendix B, for certain fields of statistical mechanics one can expect the existence of Ward’s identities and the stress tensor. This aspect is not specific for 2D (in the smooth category). On the other hand, it is remarkable that conformal invariance in two dimension then gives us a Schwarzian form with the stated properties.

The material of this lecture is completely standard, see e.g., [DFMS97]; we just adapt it to the setting of Fock space fields. For the sake of completeness we recall some elementary facts of representation theory, in particular, the description of level two singular vectors, which we will use later in connection with the SLE theory.

### 5.1. Virasoro field

By definition, a Fock space field $T$ is the Virasoro field for the family $\mathcal{F}(A, \bar{A})$ if

(a) $T \in \mathcal{F}(W)$, and

(b) $T - A$ is a non-random holomorphic Schwarzian form.
(In the asymmetric case $W = (A^+, A^-)$ one should consider two fields $T^\pm$ with the corresponding properties.)

The Virasoro field $T$ is unique (if exists). Indeed, if we have two such fields $T_1, T_2$, then the non-random holomorphic Schwarzian form $f := T_1 - T_2$ belongs to $\mathcal{F}(W)$. Therefore,

$$\mathcal{L}_v^+ f(z) = \frac{1}{2\pi i} \oint_{(z)} v A f(z),$$

and it is clear that $\oint_{(z)} v A f(z) = 0$ for all holomorphic local vector fields, hence by (3.10)

$$\mathcal{L}_v^+ f = v f' + 2v' f + \mu v''' = 0.$$

Considering constant and linear vector fields $v$, we see that $f$ has to be zero.

It follows that the order of $T$ as a Schwarzian form is uniquely determined; traditionally it is denoted by $c/12$, and $c$ is called the central charge of the family $\mathcal{F}(W)$.

Since the fields $T$ and $A$ determine the same residue operators for local holomorphic vector fields, we can replace $A$ by $T$ in the local Ward’s identities

$$\mathcal{L}_v^+ X(z) = \frac{1}{2\pi i} \oint_{(z)} v T X(z)$$

as well as in Ward’s OPEs, see Sections 4.2 and 4.3. We can also use $T$ to define the functionals

$$W^+(v) = \frac{1}{2\pi i} \int_{\partial D} v T - \frac{1}{\pi} \int_D T (\bar{\partial} v),$$

though we now need to use Green’s formula to interpret such integrals. Since $T$ belongs to $\mathcal{F}(W)$ and $T$ is a Schwarzian form, by Corollary 4.5 we have Virasoro operator product expansion (5.1), which shows in particular that we can find the central charge from the relation

$$c = 2 \lim_{\zeta \to z} (\zeta - z)^4 E A(\zeta) A(z).$$

In the simply connected case it is often convenient to choose $A$ so that

$$A = T \quad \text{in } (\mathbb{H}, \text{id}).$$

(Recall that unlike $T$, the differential $A$ is not uniquely defined – we can add non-random holomorphic quadratic differentials to $A$.) If $T$ is real and continuous up to the boundary, then Ward’s equations in Section 4.7 obviously hold (in $\mathbb{H}$) with $T$ instead of $A$.

**Example.** As we mentioned, $T = -\frac{1}{2} J \ast J$ is the Virasoro field for the Gaussian free field. The central charge is $c = 1$. Indeed, if we set $A = -\frac{1}{2} J \odot J$, then $W = (A, A)$ is a stress tensor for the Gaussian free field, see Proposition 4.7. Then $T$ is the Virasoro field because

(a) $T \in \mathcal{F}(W)$ by Proposition 4.8;
(b) $T$ is a Schwarzian form of order 1/12 ($c = 1$) by Proposition 2.4.
Examples with $c \neq 1$ will be given in Lecture 6.

Our next goal is to explain the relation of the Virasoro field to the representation theory of the Virasoro algebra.

### 5.2. Commutation of residue operators

It will be important to extend the definition of residue operators

$$T_v(z) = \frac{1}{2\pi i} \oint_{(z)} v T \quad \text{(in a given chart } \phi),$$

see Section 4.1, to the case of meromorphic (local) vector fields $v$. Note that $T_v(z) \neq A_v(z)$ if $v$ has a pole at $z$, and unlike $A_v$, the operators $T_v$ are chart dependent.

Since this part of the theory is local, we can work in a fixed chart and consider the operators

$$Y_f(z) = \frac{1}{2\pi i} \oint_{(z)} f(\zeta) Y(\zeta) \, d\zeta$$

for arbitrary holomorphic Fock space fields $Y$ and meromorphic non-random function $f$. (We do not require $f$ to satisfy any particular transformation rule.) The following commutation identity is the source of many useful relations, and is a typical example of the contour integration technique in conformal field theory.

**Proposition 5.1.** Let $Y^1$ and $Y^2$ be two holomorphic Fock space fields, and let $f_1$ and $f_2$ be meromorphic functions. Then

$$[Y^1_{f_1}(z), Y^2_{f_2}(z)] = \frac{1}{2\pi i} \oint_{(z)} f_2(\eta) \, d\eta \, \frac{1}{2\pi i} \oint_{(\eta)} f_1(\zeta) Y^1(\zeta) Y^2(\eta) \, d\zeta.$$

**Proof.** Let us check the identity in application to $Z(z)$: $\mathcal{X}$ denotes an arbitrary string satisfying $\phi^{-1} z \notin S_{\mathcal{X}}$. Let $C_-$, $C$, and $C_+$ be three small circles around $z$, with increasing radii. The nodes of $\mathcal{X}$ and the poles of $f$ other than $z$ should be outside of the discs. We have

$$E \mathcal{X} Y^1_{f_1} Y^2_{f_2} Z(z) = \frac{1}{2\pi i} E \mathcal{X} \oint_{\zeta \in C_+} f_1(\zeta) Y^1(\zeta) Y^2_{f_2} Z(z) \, d\zeta$$

$$= \frac{1}{(2\pi i)^2} E \mathcal{X} \oint_{\zeta \in C_+} f_1(\zeta) Y^1(\zeta) \oint_{\eta \in C} f_2(\eta) Y^2(\eta) \, d\zeta \, d\eta$$

$$= \frac{1}{(2\pi i)^2} E \mathcal{X} \oint_{\zeta \in C_+} \oint_{\eta \in C} f_1(\zeta) f_2(\eta) Y^1(\zeta) Y^2(\eta) \, Z(z) \, d\zeta \, d\eta.$$

Similarly, we compute $Y^2_{f_2} Y^1_{f_1} Z(z)$ integrating the variable of $f_2$ over the bigger circle ($C$) and the variable of $f_1$ over the smaller circle ($C_-$),

$$E \mathcal{X} Y^2_{f_2} Y^1_{f_1} Z(z) = \frac{1}{(2\pi i)^2} E \mathcal{X} \oint_{\zeta \in C_-} \oint_{\eta \in C} f_1(\zeta) f_2(\eta) Y^1(\zeta) Y^2(\eta) \, Z(z) \, d\zeta \, d\eta.$$

Subtracting, we get

$$E \mathcal{X} [Y^1_{f_1}, Y^2_{f_2}] Z(z) = \frac{1}{(2\pi i)^2} E \mathcal{X} \oint_{\zeta \in [C_+ - C_-]} f_2(\eta) \, d\eta \, \oint_{\zeta \in C_+} f_1(\zeta) Y^1(\zeta) Y^2(\eta) \, Z(z) \, d\zeta$$

$$= \frac{1}{(2\pi i)^2} E \mathcal{X} \oint_{\zeta \in C} f_2(\eta) \, d\eta \, \oint_{(\eta)} f_1(\zeta) Y^1(\zeta) Y^2(\eta) \, Z(z) \, d\zeta,$$

which completes the proof.
Similar formula holds for the commutator $[Y^1_{f_1}(z), Y^2_{f_2}(z)]$.

**Examples.** (a) Set $Y^1 = X$ and $Y^2 = Y$. If we take $f_1 \equiv 1$, then the inner integral gives the field $X *_{-1} Y$. Taking $f_2(\eta) = (\eta - z)^{-n-1}$, by Proposition 5.1, we get

$$[X*_{-1}, Y*_{n}] Z(z) = (X *_{-1} Y) *_{n} Z(z),$$

which can be rewritten as a Leibniz's rule:

$$X *_{-1} (Y *_{n} Z) = (X *_{-1} Y) *_{n} Z + Y *_{n} (X *_{-1} Z).$$

This is the formula (4.6) we mentioned in Section 4.4.

(b) If $X$ and $Y$ are holomorphic, then

$$X * (Y * Z) - Y * (X * Z) = [X, Y] * Z.$$  

This follows from a similar argument with $f_1(\zeta) = 1/(\zeta - z)$ and $f_2(\eta) = 1/(\eta - z)$.

In the case of residue operators of the Virasoro field, the commutation identity has the following form.

**Proposition 5.2.** Let $T$ be the Virasoro field, and let $v_1, v_2$ be (local) meromorphic vector fields. Then in any given chart, we have

$$[T_{v_1}(z), T_{v_2}(z)] = -T_{[v_1,v_2]}(z) - \frac{c}{24} \frac{1}{2\pi i} \oint_{(z)} (v_1 v''_2 - v'_1 v_2'')(\zeta) d\zeta$$

and

$$[T_{v_1}(z), \overline{T_{v_2}(z)}] = 0.$$

**Proof.** Let us compute the residue $\oint_{(\eta)}$ in Proposition 5.1. By Virasoro operator product expansion (5.1) and Taylor series expansion of $v_1$,

$$v_1(\zeta) = v_1(\eta) + v'_1(\eta)(\zeta - \eta) + \frac{v''_1(\eta)}{2}(\zeta - \eta)^2 + \frac{v'''_1(\eta)}{6}(\zeta - \eta)^3 + \cdots,$$

the residue is

$$\frac{1}{2\pi i} \oint_{(\eta)} v_1(\zeta) T(\zeta) T(\eta) d\zeta = [v_1 \partial T + 2v'_1 T + \frac{c}{12} v'''_1] (\eta) + \cdots.$$

Next we compute

$$\frac{1}{2\pi i} \oint_{(z)} v_2(\eta) \, d\eta \quad \frac{1}{2\pi i} \oint_{(\eta)} v_1(\zeta) T(\zeta) T(\eta) d\zeta$$

$$= \frac{1}{2\pi i} \oint_{(z)} v_2(\eta) \, (v_1 \partial T + 2v'_1 T)(\eta) \, d\eta + \frac{c}{12} \frac{1}{2\pi i} \oint_{(z)} v_2(\eta) v'''_1(\eta) \, d\eta.$$  

The first integral in the right-hand side is

$$\frac{1}{2\pi i} \oint_{(z)} 2(v_2 v'_1 T)(\eta) \, d\eta - \frac{1}{2\pi i} \oint_{(z)} (v_2 v'_1 T)(\eta) \, d\eta = \frac{1}{2\pi i} \oint_{(z)} [v_2, v_1](\eta) \, T(\eta) \, d\eta,$$

and clearly

$$\frac{1}{2\pi i} \oint_{(z)} (v_2 v'''_1)(\eta) \, d\eta = -\frac{1}{2\pi i} \oint_{(z)} (v_1 v'''_1)(\eta) \, d\eta.$$

Since the operator product expansion of $T(\zeta) \overline{T}(\eta)$ has no singular part, the second formula follows from Proposition 5.1. \qed
Remark. In the special case of holomorphic vector fields, we get
\[ [T_{v_1}, T_{v_2}] = -T_{[v_1, v_2]}, \]
where the operators act on arbitrary Fock space fields. This, of course, implies
\[ [A_{v_1}, A_{v_2}] = -A_{[v_1, v_2]}, \]
which is a stronger statement than Proposition 4.2 where the action is restricted to fields in \( F(W) \). This extension of Proposition 4.2 has been obtained under the assumption of the existence of the Virasoro field. In Appendix C we will reverse the argument and derive the existence of \( T \) from Proposition 4.2.

5.3. Virasoro algebra

Let \( A \) denote the (Witt’s) Lie algebra of meromorphic vector fields in \( \hat{\mathbb{C}} \) with possible poles only at 0 and \( \infty \),
\[ A = \text{span}\{l_n : n \in \mathbb{Z}\}, \quad [l_m, l_n] = (m - n)l_{m+n}, \]
where
\[ (l_n \parallel \text{id}_{\mathbb{C}})(\zeta) = -\zeta^{1+n}. \]
Given a chart \( \phi \) at \( p \in D \), we can embed \( A \) into the algebra of local meromorphic vector fields at \( p \):
\[ l_n \mapsto -(\zeta - z)^{n+1} \quad (\text{in chart } \phi, \ \phi(p) = z). \]
Proposition 5.2 shows that the local operators \( -T_v(z) \) (defined in chart \( \phi \)) provide a projective representation of \( A \), i.e., a Lie algebra homomorphisms
\[ A \to \mathcal{L}(H)/\mathbb{C} \cdot I, \]
where \( H \) is the linear space of Fock space fields evaluated at \( z \) in chart \( \phi \), and \( \mathcal{L}(H) \) is the algebra of linear maps. Equivalently, a projective representation is a linear map
\[ \varrho : A \to \mathcal{L}(H) \]
such that
\[ [\varrho v_1, \varrho v_2] = \varrho[v_1, v_2] - \omega(v_1, v_2) \cdot I, \]
where \( \omega : A \times A \to \mathbb{C} \) satisfies the cocycle equation
\[ \omega([v_1, v_2], v_3) + \omega([v_2, v_3], v_1) + \omega([v_3, v_1], v_2) = 0. \]
It is known [GF68] that the only possible form of such a cocycle is
\[ \omega(v_1, v_2) = \frac{c}{24} \frac{1}{2\pi i} \oint (v_2'''v_1 - v_1'''v_2)(\zeta) d\zeta, \]
where \( c \) is a constant factor. In terms of the basis \( l_n \) this means
\[ \omega(l_m, l_n) = \frac{c}{12} m(m^2 - 1) \delta_{m+n,0}. \]
In this case we say that \( \rho \) is a Virasoro algebra representation with central charge \( c \). Thus we can restate Proposition 5.2 as follows.
Proposition 5.3. Let $T$ be the Virasoro field. Then for each $p \in D$ and each local chart at $p$, the operators

$$L_n(z) := \frac{1}{2\pi i} \oint (\zeta - z)^{n+1} T(\zeta) \, d\zeta$$

represent the Virasoro algebra:

$$[L_m, L_n] = (m - n)L_{m+n} + \frac{c}{12} m(m^2 - 1)\delta_{m+n,0},$$

where $c = 12\mu$ and $\mu$ is the order of $T$ as a Schwarzian form.

Assuming $T^- = \bar{T}$ we define the residue operators

$$T^-_v(z) = -\frac{1}{2\pi i} \oint (\zeta - z)^{v+1} \bar{T},$$

so $T^-_v X = (T_v^{-} X)$. It is easy to check that the operators $L^-_m, L^-_n X = (L^-_n X)$, represent the second copy of Virasoro algebra:

$$[L^-_m, L^-_n] = (m - n)L^-_{m+n} + \frac{c}{12} m(m^2 - 1)\delta_{m+n,0},$$

and satisfy

$$[L_m, L^-_n] = 0.$$

(In the asymmetric case, we need to consider $L_n$ and $L^-_n$ separately.)

5.4. Virasoro generators

We will now consider $L_n$’s as operators $X \mapsto L_n X$ acting on fields,

$$(L_n X)(z) = L_n(z)X(z) \quad \text{(in any given chart)}.$$  

Of course, these operators are just OPE multiplications,

$$L_n X = T *_{(-n-2)} X,$$

i.e.,

$$(5.6) \quad T(\zeta)X(z) = \cdots + (L_0 X(z)) \frac{\zeta - z}{(\zeta - z)^2} + (L_{-1} X(z)) \frac{1}{\zeta - z} + (L_{-2} X)(z) + \cdots \quad (\zeta \rightarrow z).$$

By (5.5) and Proposition 5.3, the operators $L_n$ provide a Virasoro algebra representation in the space of all Fock space fields in $D$.

Let us restate some facts established in the previous lectures in terms of this representation.

Proposition 5.4. Virasoro generators $L_n$ act on $\mathcal{F}(W)$.

Proof. By definition, $T \in \mathcal{F}(W)$, and we know that OPE coefficients of fields in $\mathcal{F}(W)$ belong to $\mathcal{F}(W)$.

For $n \geq -1$, we can identify the action of $L_n$ on $\mathcal{F}(W)$ with Lie derivative operators

$$(L_n X \| \phi)(z) = (L^+_n X \| \phi)(z), \quad (v_n \| \phi)(\zeta) = (\zeta - z)^{n+1}.$$}

Thus the Lie-subalgebra span$\{L_{-1}, L_0, \cdots\}$ (in the space of operators on Fock space fields) is isomorphic to the Lie-subalgebra span$\{v_{-1}, v_0, \cdots\}$ (in the space of locally holomorphic vector fields) with the bracket (3.11).
Proposition 5.5. Let $X$ be a Fock space field. Any two of the following assertions imply the third one (but neither one implies the other two):

(a) $X \in \mathcal{F}(W)$;
(b) $X$ is a $(\lambda, \lambda^*)$-differential;
(c) $L_{\geq 1}X = 0$, $L_0X = \lambda X$, $L_{-1}X = \partial X$, and similar equations hold for $\bar{X}$.

Here and below, $L_{\geq k}X = 0$ means that $L_nX = 0$ for all $n \geq k$.

Proof. Under (b), (a) and (c) are equivalent by Corollary 4.4 and (5.6). Suppose that (a) and (c) hold. Then by Proposition 4.3 and (5.6), we get

\begin{align*}
(L^+_v X)(z) &= (v \partial + \lambda v' \zeta)X(z) \quad \text{and} \quad (L^+_v \bar{X})(z) = (v \partial + \bar{\lambda} v' \zeta)\bar{X}(z),
\end{align*}

which imply that the equation

\begin{align*}
L_v X &= (v \partial + \bar{\lambda} v' + \lambda v')X
\end{align*}

holds in $D_{hol}(v)$ for each vector field $v$. By Proposition 3.2, we get (b). \qed

We call fields satisfying all three conditions (Virasoro) primary fields in $\mathcal{F}(W)$.

If $X \in \mathcal{F}(W)$ is a Schwarzian form of order $\mu$, then

\begin{align*}
L_{\geq 3}X &= 0, \quad L_2X = \mu I (I(z) \equiv 1), \quad L_1X = 0, \quad L_0X = 2X, \quad L_{-1}X = \partial X.
\end{align*}

For $n \leq -2$ we have

\begin{align*}
L_n &= \frac{\partial^{-n-2}T}{(-n-2)!} *,
\end{align*}

so the Lie-subalgebra span\{ $L_{-2}, L_{-3}, \cdots$ \} (in the space of operators on Fock space fields) is isomorphic to the Lie algebra span\{ $T, \partial T, \cdots$ \} (in the space of fields) with the bracket

\begin{align*}
[X, Y] &= X * Y - Y * X.
\end{align*}

Here we use the identity (5.3).

5.5. Singular vectors

There is an extensive literature concerning Virasoro algebra representation theory. We will only mention an elementary fact that we will need later.

Proposition 5.6. Let $V$ be a primary field in $\mathcal{F}(W)$ with central charge $c$, and let $\lambda, \lambda^*$ be the conformal dimensions of $V$. Then the field

\begin{align*}
X &= [L_{-2} + \eta L_{-1}^2]V,
\end{align*}

where $\eta$ is a complex number, is also a primary field (of dimensions $\lambda + 2, \lambda^*$) if and only if

\begin{align*}
3 + 2\eta + 4\eta\lambda &= 0, \quad \frac{c}{2} + 4\lambda + 6\eta\lambda = 0.
\end{align*}

Proof. By assumption,

\begin{align*}
L_{\geq 1}V &= 0, \quad L_0V = \lambda V, \quad L_{-1}V = \partial V.
\end{align*}

Observe that for any $\eta$ we have

\begin{align*}
L_{-1}X &= \partial X.
\end{align*}
Indeed, differentiating the operator product expansion for \( T(\zeta)V(z) \) in \( z \), we get (for all \( n \))
\[
L_n(\partial V) = \partial(L_n V) + (n + 1)L_{n-1}V.
\]
On the other hand, by (5.8) we have
\[
L_n(\partial V) = L_nL_{-1}V = (n + 1)L_{n-1}V + L_{-1}L_nV,
\]
and it follows that
\[
L_{-1}(L_n V) = \partial(L_n V), \quad \text{in particular} \quad L_{-1} = \partial.
\]
We also have (for any \( \eta \))
\[
(5.9) \quad L_0X = (\lambda + 2)X.
\]
This follows from the identity \( L_0(L_n V) = (\lambda - n)L_nV \), which is true because
\[
L_0L_n V = [L_0, L_n]V + L_nL_0V = (-n + \lambda)L_nV.
\]
Let us now show that the equations in (5.7) are equivalent to the equations \( L_1X = 0 \) and \( L_2X = 0 \) respectively, and therefore to the condition \( L_{\geq 1}X = 0 \).

Since \([L_1, L_{-1}] = 2L_0\), we have \( L_1L_{-1}V = 2L_0V = 2\lambda V \), and
\[
L_1L_{-1}^2V = (L_1L_{-1})L_{-1}V = L_{-1}(L_1L_{-1})V + 2L_0L_{-1}V
= 2\lambda L_{-1}V + (2\lambda L_{-1}V + 2L_{-1}V) = (4\lambda + 2)L_{-1}V.
\]
Since we also have
\[
L_1L_{-2}V = [L_1, L_{-2}]V = 3L_{-1}V,
\]
the first equation in (5.7) is equivalent to \( L_1X = 0 \).

Similarly, we show
\[
L_2L_{-2}V = (4\lambda + c/2)V, \quad L_2L_{-1}^2V = 6\lambda V,
\]
so the second equation in (5.7) is equivalent to \( L_2X = 0 \).

Finally we notice that since \([L_m, L_{\overline{n}}] = 0\), we have
\[
L_{\geq 1}X = 0, \quad L_0X = \lambda_*X, \quad L_{-1}X = \overline{\partial}X,
\]
and the application of Propositions 5.4 and 5.5 completes the proof. \( \square \)

**Remark.** The field \( X \) is called a *level two singular vector* of the Virasoro algebra representation. “Level two” means that \( X \) is an “eigenvector” of \( L_0 \) (see (5.9)) with eigenvalue \( \lambda_X : \)
\[
\lambda_X = 2 + \lambda_V,
\]
where \( \lambda_V \) is the eigenvalue of \( V \). Level two singular vectors of the second copy of Virasoro algebra (see (5.4)) are described similarly to Proposition 5.6.

At level one, \( X = L_{-1}V \) is singular (i.e., primary) if and only if \( L_0V = 0 \), i.e., \( \lambda = 0 \):
\[
0 = L_1L_{-1}V = [L_1, L_{-1}]V = 2L_0V.
\]
APPENDIX C

Existence of the Virasoro field

Let $A$ be a holomorphic quadratic differential and $W = (A, \bar{A})$. Let us assume that

the family $\mathcal{F}(W)$ is big enough in the following sense: if $H$ is a holomorphic Fock
space field, then

\[(C1) \quad \forall n < 0, \quad \forall X \in \mathcal{F}(W), \quad H \ast_n X = 0 \implies H \text{ is non-random.}\]

In other words, there are no non-random $H$'s such that the operator product expansion of $H$ and $X$ has no singular terms.

Interpreting a well-known postulate in the physical literature which says that scale
(and translation) invariance at criticality implies (in 2D) the “invariance with re-
spect to the full conformal group”, (i.e., the applicability of conformal field theory),
see [BPZ84], we will show that the Virasoro field exists in a conformally invariant
situation.

Proposition C.1. Let $D$ be a simply connected domain and let $q \in \partial D$. Suppose
$A$ is invariant with respect to the group $\text{Aut}(D,q)$ and $\mathcal{F}(W)$ satisfies (C1). Then
there exists a field $T \in \mathcal{F}(A, \bar{A})$ such that $T - A$ is a non-random Schwarzian form.

Proof. It is sufficient to show that there is a number $c$ such that the operator
product expansion

\[(C2) \quad A(\zeta)A(z) \sim \frac{c/2}{(\zeta - z)^4} + \frac{2A(z)}{(\zeta - z)^2} + \frac{\partial A(z)}{\zeta - z}\]

holds in some fixed half-plane uniformization of $D$ with $q = \infty$. Indeed, if this is
true, then we can define

$$T = A + \frac{c}{12} S_w,$$

where $w : D \to \mathbb{H}$ is a conformal map and $S_w = (w''/w')' - (w''/w')^2/2$ is the
Schwarzian derivative of $w$ (expressed in local charts). Clearly, $T$ is a Schwarzian
form, and to claim that $T$ is the Virasoro field for $\mathcal{F}(W)$ we must show that $T \in \mathcal{F}(W)$. However, this follows from Corollary 4.5 because $T$ satisfies Ward’s OPE in
the half-plane uniformization, where we have $T = A$, and as we mentioned earlier,
it is enough to check Ward’s OPE for a form in just one chart.

To prove (C2) we write (in $(D, q) = (\mathbb{H}, \infty)$)

\[(C3) \quad A(\zeta)A(z) \sim \frac{C_1(z)}{\zeta - z} + \frac{C_2(z)}{(\zeta - z)^2} + \cdots\]

with “undetermined” coefficients $C_n$, which are holomorphic Fock space fields. Recall Proposition 4.2 – for all $X \in \mathcal{F}(W)$ and for all local holomorphic vector fields $v_1$ and $v_2$, we have

$$[A_{v_1}, A_{v_2}]X = -A_{[v_1,v_2]}X.$$
Applying the commutation identity (Proposition 5.1) and the operator product expansion (C3), we see that

\[ [A_{v_1}, A_{v_2}]X = \frac{1}{2\pi i} \oint_{(z)} v_2v_1C_1X(z) + \frac{1}{2\pi i} \oint_{(z)} v_2v_1' C_2X(z) + \cdots. \]

We now set \( v_1 = 1 \). Then \([v_1, v_2] = v'_2\), so for all \( v_2 \),

\[ \oint_{(z)} v_2C_1X(z) = -\oint_{(z)} v'_2AX(z), \]

i.e.,

\[ \oint_{(z)} v_2(C_1 - \partial A)X(z) = 0. \]

According to our assumption (C1), this gives

\[ C_1 = \partial A + c_1, \]

where \( c_1 \) is a non-random holomorphic field. Next we set \( v_1(\zeta) = \zeta \). Then \([v_1, v_2] = \zeta v'_2 - v_2\), so

\[ \oint_{(z)} \zeta v_2(\partial A)X(z) + \oint_{(z)} v_2C_2X(z) = -\oint_{(z)} \zeta v'_2AX(z) + \oint_{(z)} v_2AX(z) \]

for all \( v_2 \), which gives

\[ C_2 = 2A + c_2, \]

where \( c_2 \) is a non-random holomorphic field. Next steps with \( v_1(\zeta) = \zeta^k \) give

\[ C_3 = c_3, \quad C_4 = c_4, \ldots, \]

where \( c_3, c_4, \ldots \) are non-random holomorphic fields.

We claim that all \( c_j \)'s are zero except for \( c_4 \) which is constant. This is where we use conformal invariance. Recall that conformal invariance of \( A \) means that for all maps \( \tau(z) = kz + a \) we have

\[ \text{E} A(z)\Phi(z_1)\Phi(z_2) \cdots = k^2 \text{E} A(\tau z)\Phi(\tau z_1)\Phi(\tau z_2) \cdots. \]

It is in the sense of such correlations that we can write

\[ A(\zeta)A(z) = k^4 A(\tau \zeta)A(\tau z), \]

or (according to the previous discussion) equate the operator product expansions

\[ \frac{\partial A(z) + c_1(z)}{\zeta - z} + \frac{2A(z) + c_2(z)}{(\zeta - z)^2} + \frac{c_3(z)}{(\zeta - z)^3} + \cdots \]

and

\[ k^3 \frac{\partial A(\tau z) + c_1(\tau z)}{\zeta - z} + k^2 \frac{2A(\tau z) + c_2(\tau z)}{(\zeta - z)^2} + k \frac{c_3(\tau z)}{(\zeta - z)^3} + \cdots. \]

By conformal invariance of \( A \) we can eliminate the terms with \( A \) and \( \partial A \), so we end up with the identities

\[ c_n(z) = k^{4-n}c_n(kz + a). \]

Clearly this implies that \( c_n = 0 \) unless \( n = 4 \), in which case \( c := 2c_4 \) is a constant. \( \square \)
APPENDIX D

**Operator algebra formalism**

Physical and algebraic literature uses the language of operator algebra formalism. Here we will outline the relation of this formalism to the theory that we discuss in these lectures.

**D.1. Construction of (local) operator algebras from holomorphic Fock space fields**

- Fix a coordinate chart $\phi$ at some point $p \in D$ and assume $\phi(p) = 0$; all our constructions will be in this chart. Let $\mathfrak{F}$ be a linear set of quasi-polynomial Fock space fields with the following properties:
  
  (a) *all* fields in $\mathfrak{F}$ are holomorphic;
  
  (b) $I \in \mathfrak{F}$, $(I(z) \equiv 1)$;
  
  (c) $\mathfrak{F}$ is closed under OPE multiplications, i.e., all OPE coefficients of two fields in $\mathfrak{F}$ belong to $\mathfrak{F}$; in particular, $\mathfrak{F}$ is closed under differentiation;
  
  (d) the map $A \mapsto A(0)$ from $\mathfrak{F}$ to the space of correlation functionals in $D \setminus \{p\}$ is 1-to-1.

For example, we can take one or several holomorphic fields, such as $J$, $T$, $J \odot J$, etc., and study the corresponding OPE families.

Let us denote

$$V = \{A(0) : A \in \mathfrak{F}\},$$

so $V$ is a linear subspace in the space of Fock space functionals, and we have a bijection $\mathfrak{F} \mapsto V$,

$$A \mapsto a = A(0).$$

(As a general rule, we will use upper and lower cases for the fields and their values, respectively.) For each $A \in \mathfrak{F}$ we define the corresponding *operator field* $A$ as a sequence of operators (the “modes” of $A$)

$$a_n = \frac{1}{2\pi i} \oint_{(0)} \zeta^n A(\zeta) d\zeta, \quad (n \in \mathbb{Z}),$$

which we write as a *formal* power series with operator-valued coefficients

$$A[z] = \sum_{n=-\infty}^{\infty} \frac{a_n}{z^{n+1}}.$$  

(We use bold letters for operators.)

The indexing in the power series can be different from (D2). It usually reflects the “conformal weight” of $A$ (i.e., the eigenvalue of $A$ as eigenvector of $L_0$ whenever
this makes sense, see e.g., Proposition 5.5). For example, the Virasoro operator field is
\[ T[z] = \sum_{-\infty}^{\infty} \frac{L_n}{z^{n+2}}, \quad L_n = \frac{1}{2\pi i} \oint_{(0)} \zeta^{n+1} T(\zeta) \, d\zeta; \]
see Section 5.4 where we used the notation \( L_n \) for \( L_n \). As we mentioned, the operators \( L_n \) generate a Virasoro algebra representation:
\[ [L_m, L_n] = (m - n)L_{m+n} + \frac{1}{12} m(m^2 - 1) \delta_{m+n,0}. \]

A simpler example is the operator field
\[ J[z] = \sum_{-\infty}^{\infty} \frac{j_n}{z^{n+1}} \]
corresponding to the current \( J = \partial \Phi \). The mode operators \( j_n \) satisfy the relations
\[ [j_m, j_n] = n \delta_{m+n,0}, \]
which follow from the operator product expansion \( J(\zeta)J(z) \sim -1/(\zeta - z)^2 \) and the commutation identity in Proposition 5.1. In a different language, the operators \( p_n = i j_n \) together with \( 1 \) generate a representation of the Heisenberg algebra:
\[ [p_m, p_n] = m \delta_{m+n,0}. \]

- We can consider \( a_n \)'s in (D1) as operators \( V \to V \). Indeed, if \( b \in V \), then \( b = B(0) \) for some field \( B \in \mathfrak{F} \), and
\[ a_n b = (A *_{-n-1} B)(0) \in V \]
because \( (A *_{-n-1} B) \in \mathfrak{F} \) by (c). Thus we have a 1-to-1 map
\[ Y : V \to \text{End}(V)[[z]], \quad a \mapsto A[z], \]
which can be called the operator-state correspondence (elements of \( V \) are states, and operator fields are usually called operators). We denote by \( \text{End}(V)[[z]] \) the collection of formal power series with operator-valued coefficients \( a_n \in \text{End}(V) \).

Also, we have the “translation” operator \( \partial : V \to V \),
\[ \partial a := (\partial A)(0), \]
and a distinguished (“vacuum”) state \( 1 = I(0) \).

The quadruple \((V, Y, \partial, 1)\) is a chiral operator algebra, according to the definition in [Kac98]. In addition to some natural properties (axioms) involving \( \partial \) and \( 1 \),
\[ [\partial, a_n] = -n a_{n-1}, \quad \partial 1 = 0, \quad a_{-1} 1 = a, \quad a_{\geq 1} 1 = 0, \]
a chiral operator algebra must have the following properties: for all \( a, b \in V \), there exists \( N \) such that
\[ a_n b = 0, \quad (n > N), \]
and
\[ (z - w)^n [A[z], B[w]] = 0, \quad (n > N), \]
(as a formal power series). In our case, the first property is just a restatement of the fact that operator product expansions of quasi-polynomial Fock space fields have
only finitely many singular terms. The second axiom will be explained later. We repeat that a chiral operator algebra is attached to the point \( p \) and depends on \( \phi \); in other words, the operator fields are functions

\[
A = A(p, \phi).
\]

The letter \( z \) in (D2) for \( A[z] \) is just a dummy variable.

### D.2. Radial ordering

In some computations we can treat operator fields \( A[z] \), which are formal power series with operator coefficients, as operator-valued meromorphic functions

\[
z \mapsto A(z).
\]

The precise meaning of the operator \( A(z) \) for any particular point \( z \) is the following: if \( v = X(0) \in V \), then

\[
A(z)v = A(z)X(0)
\]

in correlations with Fock space functionals whose nodes lie outside the disc \( B(0, |z|) \). In other words, \( A(z) \) acts from \( V \), the space of correlation functionals in \( D \{ \phi^{-1}0 \} \), to the linear space of correlation functionals in \( D \setminus \phi^{-1}B(0, |z|) \).

The operator product expansion of Fock space fields (in chart \( \phi \))

\[
A(z)B(w) = \sum_{\nu=-\infty}^{\infty} \frac{C_\nu(w)}{(z - w)^{\nu+1}}, \quad z \to w
\]

(note that the indexing in (D8) is different from that in Section 2.1, see (2.3); also recall that there are only finitely many non-zero \( C_\nu \)'s with positive \( \nu \)) has the following operator analogue:

\[
\mathcal{R} \ A[z] B[w] = \sum \frac{C_\nu[w]}{(z - w)^{\nu+1}}.
\]

Here \( \mathcal{R} \ A[z] B[w] \) is the radial ordering of \( A[z] \) and \( B[w] \) defined as a pair of formal power series in 2 variables associated with the regions \( |w| < |z| \) and \( |z| < |w| \),

\[
A[z] B[w] = \sum_m \sum_n \frac{a_mb_n}{z^{m+1}w^{n+1}}; \quad (|w| < |z|),
\]

and

\[
B[w] A[z] = \sum_n \sum_m \frac{b_na_m}{z^{m+1}w^{n+1}}; \quad (|z| < |w|).
\]

The meaning of the right-hand side is more complicated. First, we replace the negative powers of \( (z - w) \) by their Taylor expansions in the corresponding regions, e.g.,

\[
\frac{1}{z - w} = \frac{1}{z} + \frac{w}{z^2} + \cdots, \quad (|w| < |z|).
\]

If \( C_\nu = 0 \) for all but finitely many \( \nu \)'s, then the right-hand side in (D9) gives us a formal power series in \( w, z \), say

\[
\sum \sum \frac{t_{m,n}}{z^{m+1}w^{n+1}}; \quad (|w| < |z|),
\]

and (D9) means exactly the equality of coefficients:

\[
a_mb_n = t_{m,n}.
\]
However, if there are infinitely many $C_n \neq 0$, then the coefficients $t_{m,n}$ appearing in the double series in the right-hand side will be infinite sums of operators and therefore will not be elements of $\text{End}(V)$ (unless we introduce some topology in $V$). In fact, one can interpret (D9) as an asymptotic expansion of formal power series;

$$R A[z] B[w] = \sum_{-N}^{\infty} \frac{C_n(w)}{(z - w)^{n+1}} + O((z - w)^N) \quad \text{for all } N > 0,$$

see [Kac98] for the meaning of the error term.

Let us give an interpretation of (D9) in the setting of operator algebras arising from holomorphic Fock spaces fields. Denote by $t_{m,n}$ the coefficient of $z^{-m-1}w^{-n-1}$ in the right-hand side of (D9) for $\{|w| < |z|\}$. (As we mentioned, $t_{m,n}$ is an infinite sum of operators in $V$.)

**Claim.** For all strings $\mathcal{X}$, $p \notin S_{\mathcal{X}}$, and for all $f \in V$, we have

$$E(a_m b_n f)\mathcal{X} = E(t_{m,n} f)\mathcal{X}. \quad \text{(D10)}$$

Recall that $a_m b_n f$ is the value of some field in $\tilde{\mathfrak{g}}$ evaluated at 0. Similarly, $t_{m,n} f$ is an infinite sum of such values.

**Proof of Claim.** Let us derive (D10) from the operator product expansion (D8). We will use the following notation: if $0 < \delta < 1$, then $\mathcal{X} \in (\delta)$ means that all nodes of $\mathcal{X}$ are outside $\phi^{-1}B(0,\delta)$.

If $\mathcal{X} \in (\delta)$ and $0 < |w| < \delta$, then for all $f = F(0) \in V$, we have

$$E[(B(w)f)\mathcal{X}] = E[B(w)F(0)\mathcal{X}]. \quad \text{(D11)}$$

The correlation function in the right-hand side is analytic in $0 < |w| < \delta$. The left-hand side is the numerical series

$$\sum \frac{E(b_n f)\mathcal{X}}{w^{n+1}} = \sum \frac{E(B \ast_{-n-1} F)(0)\mathcal{X}}{w^{n+1}},$$

which converges in $0 < |w| < \delta$.

Suppose that $\mathcal{X} \in (\delta_1)$, where $\delta_1 = |w|$. By (D11), we have

$$E[A(z)B(w)f\mathcal{X}] = E[A(z)B(w)F(0)\mathcal{X}].$$

Note that $A(z)\mathcal{X} \in (\delta_1)$, where $\delta_1 = |w|$. By (D11), we have

$$E[A(z)B(w)F(0)\mathcal{X}] = E[B(w)F(0)A(z)\mathcal{X}] = E[(B(w)f)A(z)\mathcal{X}]$$

$$= \sum \frac{E((b_n f)A(z)\mathcal{X})}{w^{n+1}} = \sum \frac{1}{w^{n+1}} \sum \frac{E(a_m b_n f)\mathcal{X}}{z^{m+1}}.$$

The double series converges absolutely and represents the analytic function

$$(z, w) \mapsto E[A(z)B(w)F(0)\mathcal{X}] \quad \text{in } 0 < |w| < |z| < \delta.$$

Similarly,

$$E \sum \frac{t_{m,n} f \mathcal{X}}{z^{m+1}w^{n+1}}$$

converges absolutely and represents the same function (by operator product expansion) in the region

$$\{|z - w| < \delta/2\} \cap \{\delta/2 < |w| < |z| < \delta\}.$$


This implies the equality of coefficients. The proof of (D10) in the region $|z| < |w| < \delta$ is similar.

D.3. Commutation identity and normal ordering

- The commutation identity in Proposition 5.1 can be restated in operator terms as follows. If we have the operator product expansion (D8), then

\[(D12) \quad [A[z], B[w]] = \sum_{k \geq 0} C_k[w] \frac{\delta^{(k)}(z - w)}{k!},\]

where $\delta(z - w)$ denotes the power series

\[(D13) \quad \delta(z - w) = \frac{1}{z} \sum_{m = -\infty}^{\infty} \left(\frac{w}{z}\right)^m,\]

and $\delta^{(k)}(z - w)$ are obtained from (D13) by differentiating $k$ times with respect to $w$.

To prove (D12), we write

\[
[a_m, b_n] = \frac{1}{2\pi i} \oint_{(0)} \eta^n \frac{1}{2\pi i} \oint_{(\eta)} \zeta^m A(\zeta) B(\eta) \, d\zeta \, d\eta.
\]

The operator product expansion of $A(\zeta) B(\eta)$ and the binomial expansion of $\zeta^m$ at $\eta$ give us the (Borcherds’) formula:

\[(D14) \quad [a_m, b_n] = \sum_{k \geq 0} \binom{m}{k} c_{k,m+n-k},\]

where $c_{k,l}$’s are the mode of $C_k$. Thus we have

\[(D15) \quad [A[z], B[w]] = \sum_m \sum_n \frac{[a_m, b_n]}{z^{m+1} w^{n+1}} = \sum_m \sum_{k \geq 0} \frac{c_{k,l}}{w^{l+1}} \sum_n \binom{m}{k} z^{-m-1} w^{m-k}

= \sum_{k \geq 0} C_k[w] \frac{\delta^{(k)}(z - w)}{k!}.
\]

Note that (D12) implies the axiom (D7) because the right-hand side in (D12) is a finite sum.

- The formula (D14) can be used to restate the radial ordering formula (D9) in terms of normal ordering. By definition

\[\Diamond A[z] B[w] = A_+[z] B[w] + B[w] A_-[z],\]

where $A_+[z] = \sum_{m<0} a_m z^{-m-1}$, and $A_-[z] = A[z] - A_+[z]$ is the principal part of the power series. Then the operator product expansion (D9) takes the form

\[(D16) \quad R A[z] B[w] = \Diamond A[z] B[w] + \sum_{k \geq 0} \frac{C_k[w]}{(z - w)^{k+1}}.
\]

Note that all terms here are well-defined as formal power series. To prove (D16) in the region $|z| > |w|$, first we note that

\[A[z] B[w] - \Diamond A[z] B[w] = [A_-[z], B[w]].\]
It follows from (D14) that
\[
[A_\neg [z], B[w]] = \sum_{m \geq 0} \sum_n z^{m+1} w^{n+1} \frac{c_k w^l}{w^{l+1}} \sum_{m \geq 0} \binom{m}{k} z^{-m-1} w^{m-k}.
\]
On the other hand, the inner sum \(\sum_{m \geq 0} \binom{m}{k} z^{-m-1} w^{m-k}\) is the power series expansion of \((z - w)^{-k-1}\) in the region \(|z| > |w|\). Thus we have
\[
[A_\neg [z], B[w]] = \sum_{k \geq 0} \frac{C_k w}{(z - w)^{k+1}}.
\]
Similarly, to prove (D16) in the region \(|z| < |w|\), one can use
\[
B[w] A[z] : = A[z] B[w] : = - [A_+ [z], B[w]]
\]
and (D14).

• Normal ordering of operator fields can be expressed in terms of their “modes”:
\[
:A[z] B[w]: = \sum_m \sum_n :a_m b_n: z^{m+1} w^{n+1},
\]
where
\[
:a_m b_n: = \begin{cases} a_m b_n & \text{if } m < 0; \\
b_n a_m & \text{otherwise.}
\end{cases}
\]
The definition can be extended to the case \(w = z\):
\[
:A[z] B[z]: \equiv \sum_m \sum_n :a_m b_n: z^{m+n+2}.
\]
The right-hand side is well-defined as a formal power series: if \(v \in V\), then all but finitely many terms in
\[
\sum_m \sum_n :a_m b_n: z^{m+n+2}
\]
are trivial. Clearly, the operator field :\(AB:\) corresponds to the Fock space field \(A \ast B\) under the operator-state correspondence.

Example. The Virasoro field \(T = -\frac{1}{2} J \ast J\) (see Section 5.1) corresponds to the Virasoro operator field
\[
T = -\frac{1}{2} :J J:.
\]
The modes of \(T\) can be stated in terms of those of \(J:\)
\[(D17) \quad l_n = -\frac{1}{2} \sum_{k = -\infty}^{\infty} :j_{-k} j_{k+n}:.\]
Since \([j_m, j_n] = 0\) unless \(m + n = 0\), we can understand the normal ordering
\[
:j_m j_n: = \begin{cases} j_m j_n & \text{if } m \leq n; \\
j_n j_m & \text{otherwise,}
\end{cases}
\]
i.e., in Wick’s sense: we put all “creation” operators on the left, so we apply “annihilation” operators first. For example,
\[
l_0 = -\frac{1}{2} j_0^2 - \sum_{n=1}^{\infty} j_{-n} j_n.
\]
• The construction (D17) in the last example is purely algebraic: if we define

\[ l_n = \frac{1}{2} \sum_{k=-\infty}^{\infty} :p_{-k}p_{k+n}: \]

for any representation of Heisenberg’s algebra, then we get a Virasoro algebra representation with \( c = 1 \). For example, one can use the generators

\[ p_0 = 1 \ (1v = 1 \text{ for all } v \in V), \quad p_n = \partial_{q_n}, \quad p_{-n} = nq_n, \quad (n > 0) \]

which give us a Heisenberg’s algebra representation in the space of quasi-polynomials \( f(q_1, q_2, \cdots)e^{q_0} \). We also have

\[ [l_m, p_n] = -np_{m+n}. \]  

This algebraic approach can be applied to construct Virasoro algebra representations with \( c \neq 1 \). For example, it is easy to verify that the generators

\[ \tilde{l}_n = l_n - ib(n + 1)j_n \]

give a representation with \( c = 1 - 12b^2 \), see [KR87] where this modification is called Fairlie’s construction.

To prove (D19), we use (D3), (D5) and (D18):

\[
[\tilde{l}_m, \tilde{l}_n] = [l_m, l_n] + b(m + 1)[l_n, p_m] - b(n + 1)[l_m, p_n] + b^2(m + 1)(n + 1)[p_m, p_n] \\
= [l_m, l_n] - b(m - n)(m + n + 1)p_{m+n} - b^2m(m^2 - 1)\delta_{m+n,0} \\
= (m - n)(l_{m+n} - (m + n + 1)p_{m+n}) + \frac{1 - 12b^2}{12}m(m^2 - 1)\delta_{m+n,0} \\
= (m - n)\tilde{l}_{m+n} + \frac{c}{12}m(m^2 - 1)\delta_{m+n,0}.
\]

We will discuss these central charge modifications in the context of Fock space fields in the next lecture.
LECTURE 6

Modifications of the Gaussian free field

In this lecture we discuss central charge modifications of the Gaussian free field in a simply connected domain $D$ with a marked boundary point $q$. These modifications appeared in [RBGW07] in the context of chordal SLE theory. Similar constructions had been well known in the physics/algebraic literature, in particular in Coulomb gas formalism, see [DFMS97], Chapter 9.

The modifications of the Gaussian free field are parametrized by real numbers $b$. We denote by $\mathcal{F}(b)$ the corresponding OPE families. The families $\mathcal{F}(b)$ are $\text{Aut}(D, q)$-invariant and have the central charge $c = 1 - 12b^2$. Their Virasoro fields are exactly the algebraic modifications (D19) mentioned in Appendix D.

Certain vertex fields in $\mathcal{F}(b)$ have the fundamental property of degeneracy at level two – they produce singular null vectors. Combining the degeneracy equations with Ward’s identities we obtain the equations of Belavin-Polyakov-Zamolodchikov type (BPZ equations), which play an important role in conformal field theory. Cardy’s boundary version of BPZ equations will be used in Lecture 8 to relate chordal SLE theory to conformal field theory.

Change of notation. From now on, we add the subscript $(0)$ to the notation of fields in the OPE family of the Gaussian free field. (This subscript will indicate the value of the modification parameter $b$.) Thus $\Phi_{(0)}$ is the new notation for the Gaussian free field in $D$, and

$$J_{(0)} = \partial \Phi_{(0)}, \quad T_{(0)} = -\frac{1}{2} J_{(0)} \ast J_{(0)}, \quad \text{etc.}$$

6.1. Construction

For a simply connected domain $D$ with a marked boundary point $q \in \partial D$, we consider a conformal map

$$w \equiv w_{D,q} : (D, q) \to (\mathbb{H}, \infty),$$

from $D$ onto the upper half-plane $\mathbb{H} = \{ z \in \mathbb{C} : \text{Im} \, z > 0 \}$. It is important that the function $\arg w' : D \to \mathbb{R}$ does not depend on the choice of the conformal map. Let us fix a parameter $b \in \mathbb{R}$ and define

$$\Phi \equiv \Phi_{(b)} = \Phi_{(0)} - 2b \arg w', \quad J \equiv J_{(b)} = \partial \Phi = J_{(0)} + ib \frac{w''}{w'},$$

Note that $J$ is a pre-Schwarzian form of order $ib$, and as a form it is conformally invariant with respect to $\text{Aut}(D, q)$. 
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Proposition 6.1. The field $\Phi_b$ has a stress tensor, and its Virasoro field is

$$T \equiv T_b = -\frac{1}{2} J \ast J + ib \partial J.$$  

The central charge of $\Phi_b$ is

$$c = c(b) = 1 - \frac{1}{12} b^2.$$  

Proof. Let us define

$$A \equiv A_b = A_0 + (ib \partial - j) J_0, \quad j := E[J] = ibw''/w'.$$

Then $A$ is a holomorphic quadratic differential. Indeed, the cocycle of $jJ_0$ is

$$\left(\frac{ib}{h'} h''(J_0 \circ h) = ibh''(J_0 \circ h),$$

and the cocycle of $\partial J_0$ is $h''(J_0 \circ h)$.

We claim that $W = (A, \bar{A})$ is a stress tensor for $\Phi_b$. Since $\Phi$ is a pre-pre-Schwarzian form, by Corollary 4.5 all we need is to check Ward’s OPE in $\mathbb{H}$,

$$A(\zeta)\Phi(z) = (A_0(\zeta) + ib\partial J_0(\zeta) - j(\zeta)J_0(\zeta))\Phi(z) \sim \frac{J(z)}{\zeta - z} + ib \frac{1}{(\zeta - z)^2}.$$  

However, this is immediate from Proposition 2.5 (a) and (2.4).

Finally, let us show that

$$T = A + \frac{1 - 12b^2}{12} S_w,$$

where $S_w = (w''/w')' - (w''/w')^2/2$ is the Schwarzian derivative of $w$. This will conclude the proof: $T$ is a Schwarzian form of order $c/12$, and $T \in F(W)$ by Proposition 4.8. From the expressions of $T$ and $J$ we find

$$T = A + \frac{1}{12} S_w - \frac{j^2}{2} + ibj'.$$

The last two terms can be written as $b^2 N_w^2/2 - b^2 N_w' = -b^2 S_w$, so we get (6.3). □

Remark. The Virasoro field $T$ is real and has no singularities on $\partial \mathbb{D}$ including the point $q$. This is easy to verify using the formula

$$E[\partial J(\zeta)\Phi(z)] = \frac{1}{(\zeta - z)^2} - \frac{1}{(\zeta - z)^2} \quad \text{in } \text{id}_{\mathbb{H}}.$$  

In particular, it follows that we can apply Ward’s equations as they are stated in Section 4.7.

Notation. Denote by $F_b$ the OPE family of the “bosonic” field $\Phi_b$, the linear space (over $\mathbb{C}$) spanned by OPE coefficients of $\Phi_b$, OPE coefficients of OPE coefficients of $\Phi_b$, etc., e.g.,

$$1, \quad \Phi_b \ast \Phi_b, \quad J_b \ast J_b, \quad \partial J_b \ast (\Phi_b \ast \Phi_b), \quad \text{etc.}$$

We allow some infinite combinations, e.g., the OPE exponentials of $\Phi_b$. Since the OPE coefficients of two conformally invariant fields are conformally invariant, the fields in $F_b$ are invariant with respect to $\text{Aut}(D, q)$, and $T_b$ is their Virasoro field.
6.2. Vertex fields

Vertex fields in $F(b)$ are defined as OPE-exponentials of the bosonic field $\Phi = \Phi(b)$.

If $\alpha \in \mathbb{C}$, then by definition

$$V_\alpha \equiv V_\alpha(b) = e^{\alpha \Phi} = \sum_{n=0}^{\infty} \frac{\alpha^n}{n!} \Phi^n.$$  

We have

$$V_\alpha(b) = e^{\alpha \varphi} V_\alpha(0) = e^{\alpha \varphi} C \alpha^2 e^{\varphi \Phi(0)},$$

where $\varphi := E\Phi = -2b \arg w'$ is an imaginary part of a pre-pre-Schwarzian form and $C$ is the conformal radius, which is a $(-1/2, -1/2)$-differential. This gives the following statement.

**Proposition 6.2.** $V_\alpha(b)$ is a primary field of $F(b)$ with conformal dimensions

$$\lambda = -\frac{\alpha^2}{2} + i\alpha b, \quad \lambda_* = -\frac{\alpha^2}{2} - i\alpha b.$$  

Note that the expression for $V_\alpha(b)$ in the upper half-plane does not depend on $b$. For example, the 1-point function is $E V_\alpha = (2y)^{\alpha^2/2}$, and the 2-point function is

$$(6.4) \quad E V_\alpha(z_1) V_\alpha(z_2) = (4y_1y_2)^{\alpha^2/2} e^{2\alpha^2 G(z_1,z_2)} = (4y_1y_2)^{\alpha^2} \left| \frac{z_1 - z_2}{z_1 - \bar{z}_2} \right|^{2\alpha^2}.$$  

On the other hand, the conformal properties of the vertex fields, as well as their Virasoro fields $T$, depend on the central charge.

In what follows, we will only consider vertex fields with $\alpha = i\sigma$ purely imaginary ($\sigma \in \mathbb{R}$) and therefore with real conformal dimensions

$$\lambda = \frac{\sigma^2}{2} - \sigma b, \quad \lambda_* = \frac{\sigma^2}{2} + \sigma b.$$  

The difference $\lambda - \lambda_* = -2\sigma b$ is called the conformal *spin* of the vertex field. If the spin is $-1$, then the direction of the field (in correlations with real Fock space fields) transforms as the direction of a vector field, and so the orbits of the ordinary differential equation

$$\dot{z} = V^{i\sigma}(z)$$

(if this can be defined appropriately) are natural conformally invariant objects, see [She05] and [RBGW07].

Vertex fields with $\sigma = 2b$ have conformal dimension $\lambda = 0$; they produce non-degenerate level one singular vectors $\partial V$.

6.3. Level two degeneracy and BPZ equations

Let $V = V^{i\sigma}_b$. From the algebraic description of level two singular vectors in Proposition 5.6 it is easy to see (use $\lambda = a^2/2 - ab$ and $c = 1 - 12b^2$) that the field

$$X = T * V + \eta \partial^2 V$$

is a differential (or primary) if $\eta = -1/(2a^2)$ and $2a(a + b) = 1$. 
Proposition 6.3. If $\mathcal{V} = \mathcal{V}_{(b)}^a$ and if

$$2a(a + b) = 1,$$

then

(6.5) \[ T \ast \mathcal{V} = \frac{1}{2a^2} \partial^2 \mathcal{V}. \]

Proof. Since the difference is a differential, it is sufficient to verify (6.5) in the upper half-plane. The proof is an easy exercise in Wick’s calculus. All computations below refer to the identity chart of the upper half-plane. In this uniformization we have

$$\Phi = \Phi(0), \quad \partial \Phi = J = J(0), \quad T = T(0) + ib \partial J, \quad T(0) = -\frac{1}{2} J \odot J.$$

Let us first compute the $T \ast \mathcal{V}$ in the special case $b = 0$:

(6.6) \[ T(0) \ast \mathcal{V}(z) = T(0) \odot \mathcal{V}(z) + ia(\partial J) \odot \mathcal{V}(z) - iaJ \odot \mathcal{V}(z) - \frac{1}{2a^2} \mathcal{V}(z) + \frac{3}{2} \mathcal{V}(z) - \frac{1}{2} \mathcal{V}(z). \]

Indeed,

$$T(0)(\zeta) \mathcal{V}(z) = -\frac{1}{2} \sum_{n \geq 0} \frac{(ia)^n}{n!} (J(\zeta) \odot J(\zeta)) \odot \cdots \odot \Phi(z) \odot \cdots \odot \Phi(z) C^{-a^2}(z)$$

$$= I + II + T(0) \odot \mathcal{V}(z) + o(1),$$

where the terms I and II come from 1 and 2 contractions, respectively. Since

$$II = \frac{1}{2} a^2 (E[J(\zeta) \Phi(z)])^2 \mathcal{V}(z) = \frac{1}{2} a^2 \left( \frac{1}{(z - \bar{z})^2} - \frac{2}{(z - \bar{z})(\zeta - z)} + \frac{1}{(\zeta - z)^2} \right) \mathcal{V}(z)$$

$$= \frac{1}{2} a^2 \left( \frac{1}{(z - \bar{z})^2} - \frac{2}{(z - \bar{z})(\zeta - z)} + \frac{3}{(\zeta - z)^2} \right) \mathcal{V}(z) + o(1),$$

its contribution to $T(0) \ast \mathcal{V}$ is

$$\frac{3}{2} a^2 \frac{\mathcal{V}(z)}{(z - \bar{z})^2}.$$

On the other hand, it follows from $E[J(\zeta) \Phi(z)] = 1/(\zeta - z) - 1/((\zeta - z)$ that

$$I = ia \left( \frac{1}{\zeta - z} - \frac{1}{\zeta - z} \right) J(\zeta) \odot \mathcal{V}(z).$$

Thus its contribution to $T(0) \ast \mathcal{V}$ is

$$ia(\partial J) \odot \mathcal{V}(z) - iaJ \odot \mathcal{V}(z).$$

To compute $T \ast \mathcal{V}$ in the general case $b \neq 0$, we note that

(6.7) \[ (\partial J) \ast \mathcal{V}(z) = (\partial J) \odot \mathcal{V}(z) - \frac{1}{(z - \bar{z})^2} \mathcal{V}(z), \]

which follows from $E[\partial J(\zeta) \Phi(z)] = -1/(\zeta - z)^2 + 1/(\zeta - z)^2$. From (6.6) and (6.7), we get

$$T \ast \mathcal{V}(z) = T(0) \odot \mathcal{V}(z) + i(a + b)(\partial J) \odot \mathcal{V}(z) - iaJ \odot \mathcal{V}(z) \frac{1}{(z - \bar{z})^2} + \left( \frac{3}{2a^2 + ab} \right) \mathcal{V}(z).$$
The computation of the right-hand side in (6.5) is easy:

\[ \partial \mathcal{V}(z) = -a^2 \frac{\mathcal{V}(z)}{z - \bar{z}} + iaJ \odot \mathcal{V}(z), \]

\[ \frac{1}{2a^2} \partial^2 \mathcal{V}(z) = T_{(0)} \odot \mathcal{V}(z) + \frac{i}{2a} (\partial J) \odot \mathcal{V}(z) - ia \frac{J \odot \mathcal{V}(z)}{z - \bar{z}} + \frac{1 + a^2}{2} \frac{\mathcal{V}(z)}{(z - \bar{z})^2}. \]

It follows that

\[ T \ast \mathcal{V}^{ia}(z) - \frac{1}{2a^2} \partial^2 \mathcal{V}^{ia}(z) = i \left( a + b - \frac{1}{2a} \right) (\partial J) \odot \mathcal{V}(z) + \left( a^2 + ab - \frac{1}{2} \right) \frac{\mathcal{V}(z)}{(z - \bar{z})^2} = 0 \]

provided that \( 2a(a + b) = 1. \)

Degenerate singular vectors give rise to (BPZ) equations for certain correlation functions.

**Proposition 6.4.** Let \( \mathcal{V} = \mathcal{V}^{ia}_{(b)} \) and \( 2a(a + b) = 1. \) Then in the \((\mathbb{H}, \infty)\)-uniformization, we have

\[ \frac{1}{2a^2} \partial^2 \mathbb{E} \mathcal{V}(z) X_1(z_1) \cdots X_n(z_n) = \mathbb{E} \mathcal{V}(z) \mathcal{L}^+_v [X_1(z_1) \cdots X_n(z_n)] \]

\[ + \mathbb{E} \mathcal{L}^-_v [\mathcal{V}(z) X_1(z_1) \cdots X_n(z_n)], \]

where \( v_z(\zeta) = 1/(z - \zeta) \) and the fields \( X_j \) belong to \( \mathcal{F}_{(b)}. \)

**Proof.** Denote \( X = X_1(z_1) \cdots X_n(z_n). \) Since \( T \ast \mathcal{V} = \frac{1}{2a^2} \partial^2 \mathcal{V}, \) we have

\[ \frac{1}{2a^2} \partial^2 \mathbb{E} [\mathcal{V}(z) X] = \mathbb{E} \left[ \frac{\partial^2 \mathcal{V}(z)}{2a^2} X \right] = \mathbb{E} [(T \ast \mathcal{V})(z) X], \]

so we can apply Proposition 4.13. \( \square \)

**Example.** The function

\[ f(z, z_1, \ldots, z_n) = \mathbb{E} \mathcal{V}^{ia}(z) \mathcal{V}^{i\sigma_1}(z_1) \cdots \mathcal{V}^{i\sigma_n}(z_n), \quad (z, z_j \in \mathbb{H}), \]

e.g., the 2-point function (6.4), satisfies the following 2nd order linear PDE for all values of \( b: \)

\[ \frac{1}{2a^2} \partial^2 f = \left( \frac{\overline{\partial}_z}{z - \bar{z}} + \frac{\lambda_s}{(z - \bar{z})^2} \right) f \]

\[ + \sum_{j=1}^{n} \left( \frac{\partial_j}{z - z_j} + \frac{\lambda_j}{(z - z_j)^2} + \frac{\bar{\partial}_j}{z - \bar{z}_j} + \frac{\lambda_{s,j}}{(z - \bar{z}_j)^2} \right) f, \]

where \( \lambda_j, \lambda_{s,j} \) are conformal dimensions of \( \mathcal{V}^{i\sigma_j} \) and \( \lambda_s = a^2/2 + ab. \)

If the fields \( X_j \) in Proposition 6.4 are not differentials (e.g., if they are forms), then the BPZ equations are not necessarily of PDE type. See e.g., the Friedrich-Werner formula in Section 8.5.
6.4. Boundary conditions and insertions

We can further modify our bosonic fields $\Phi^{(b)}$ by conditioning them to have certain (non-random) boundary values.

**Proposition 6.5.** Let $u$ be a real non-random harmonic function in $D$. Define

$$\hat{\Phi} = \Phi^{(b)} + u, \quad \hat{J} = \partial \hat{\Phi}.$$  

Then

(a) the field $\hat{\Phi}$ has a stress tensor and its Virasoro field is

$$\hat{T} = -\frac{1}{2} \hat{J} \ast \hat{J} + ib \partial \hat{J} = T - (\partial u)J + ib\partial^2 u - \frac{1}{2} (\partial u)^2;$$

(b) the vertex fields $\hat{V} = e^{ia\hat{\Phi}}$ with $2a(a + b) = 1$ produce degenerate level two singular vectors.

Conditioning changes neither the conformal nature of the fields nor the central charge.

**Proof.** (a) The field

$$\hat{A} = A - (\partial u)J + ib\partial^2 u - \frac{1}{2} (\partial u)^2$$

is a holomorphic quadratic differential. Indeed, denote $f = \partial u$; it is a holomorphic 1-differential. Since both $ibf'$ and $fJ$ are quadratic differentials with the same cocycle $ibf(\log h')'$, their difference is a quadratic differential.

We claim that $\hat{W} = (\hat{A}, \hat{\Phi})$ is a stress tensor for $\hat{\Phi}$. Since $\hat{\Phi}$ is still a pre-pre-Schwarzian form, by Corollary 4.5 all we need is to check Ward’s OPE (in the $(\mathbb{H}, \infty)$-uniformization) of $\hat{A}$ and $\hat{\Phi}$:

$$A(\zeta)\Phi(z) - f(\zeta)J(\zeta)\Phi(z) \sim ib \frac{1}{(\zeta - z)^2} + \frac{\hat{J}(z)}{\zeta - z}.$$  

However, this is immediate from (6.2) and (2.4).

From (6.3), (6.8), and (6.9) we derive

$$\hat{T} = \hat{A} + \frac{1 - 12b^2}{12} S_w.$$  

It follows that $\hat{T}$ is the Virasoro field because $\hat{T}$ is a Schwarzian form of order $c/12$, and $\hat{T} \in \mathcal{F}(\hat{W})$ by (6.8) and Proposition 4.8.

(b) Denote $\hat{V} = e^{ia\hat{\Phi}}$, $V = V^{(b)}$, $f = \partial u$, and let

$$\hat{X} := \hat{T} \ast \hat{V} - \frac{1}{2a^2} \partial^2 \hat{V}.$$  

It follows from the operator product expansion (see (2.4))

$$J(\zeta)\Phi(z) = -\frac{1}{\zeta - z} + \partial c(z) + (J \circ \Phi)(z) + o(1)$$

that

$$(fJ) \ast \hat{V} = fJ \circ \hat{V} + iaf \partial c \hat{V} - iaf'' \hat{V}.$$
Thus by the relation (6.8), we have

\[ \hat{T} \ast \hat{V} = T \ast \hat{V} - fJ \circ \hat{V} - iaf \partial c \hat{V} + i(a + b)f' \hat{V} - \frac{1}{2} f^2 \hat{V}. \]

Differentiating \( \hat{V} = e^{iau} \), we get

\[ \frac{1}{2a^2} \partial^2 \hat{V} = \frac{1}{2a^2} \left( iaf' \hat{V} - a^2 f^2 \hat{V} + 2iaf e^{iau} \partial V + e^{iau} \partial^2 V \right). \]

The degeneracy equation (6.5) gives

\[ \hat{X} = -fJ \circ \hat{V} - iaf \partial c \hat{V} - iaf e^{iau} \partial V. \]

However, \( \partial V = \partial(C^{-a^2} e^{ia \Phi}) = iaJ \circ V - a^2 \partial c V \) in \( \mathbb{H} \). Thus \( \hat{X} = 0 \).

(One can argue that conditioning does not change the singular parts of the operator product expansions of \( J(\zeta)V(z) \) and \( T(\zeta)V(z) \). In Appendix E we will explain this implies that the degeneracy equation survives under conditioning.) \( \square \)

**Remarks.** (a) Ward’s and BPZ equations for fields with non-trivial boundary conditions are in general not the same as the equations in Propositions 4.12 and 6.4. This is because the Virasoro field \( \hat{T} \), see (6.8), may be non-real and/or may have singularities on the boundary. For example, if

\[(6.11) \quad u = \text{const} \cdot \arg w, \quad w : (D, p, q) \to (\mathbb{H}, 0, \infty), \]

then \( \hat{T} \) has a double pole at the origin, and Ward’s equations for differentials take the form

\[
\mathcal{E} \hat{T}(\zeta) \hat{X} = \mathcal{E} \hat{T}(\zeta) \mathcal{E} \hat{X} + \sum_j \left[ \left( -\frac{1}{\zeta} + \frac{1}{\zeta - z_j} \right) \partial_j + \frac{\lambda_j}{(\zeta - z_j)^2} \right] \mathcal{E} \hat{X} \\
+ \sum_j \left[ \left( -\frac{1}{\zeta} + \frac{1}{\zeta - z_j} \right) \bar{\partial}_j + \frac{\lambda_{\bar{j}}}{(\zeta - z_j)^2} \right] \mathcal{E} \hat{X}, \quad \text{(in } \mathcal{I})
\]

where \( \hat{X} = \hat{X}_1(z_1) \cdots \hat{X}_n(z_n) \) is the tensor product of differentials in \( \mathcal{F} (\hat{W}) \). The BPZ equations can be adjusted accordingly.

(b) In the special case ([SS10])

\[(6.12) \quad u = 2a \arg w, \quad 2a(a + b) = 1 \]

of boundary conditions (6.11), we have a different type of BPZ equations – this will be important for the SLE theory. The nature of the equations is the following. We can realize the boundary conditions (6.12) by inserting a chiral vertex which produces a degenerate singular vector. Chiral vertex fields will be defined in the next lecture. It is probably worthwhile to explain the idea in a simpler, non-chiral situation.

Fix a point \( z_0 \in D \) and define

\[ \hat{\Phi} = \Phi + 2aiG_{z_0}, \]

where \( \Phi = \Phi_{(b)} \), the constants \( a \) and \( b \) satisfy \( 2a(a + b) = 1 \), and \( G_{z_0} \) is the Green’s function with pole at \( z_0 \). As in Proposition 6.5, we can build many other fields from
\[ \hat{\Phi}, \text{e.g., } \hat{J} := \partial \hat{\Phi} \text{ or } \hat{V}^\beta := e^{*\beta \hat{\Phi}}. \] As we explained in Appendix A.3, we can interpret such hat-fields in terms of an insertion:

\[ E \hat{\mathcal{X}} = E[e^{ia\Phi(z_0)} \mathcal{X}]. \]

If \( \mathcal{X} \) is a string of differentials, then we can apply Ward’s and degeneracy equations to derive 2nd order PDE for

\[ E \hat{\mathcal{X}} = C^{-a^2(z_0)} E[V^a_b(z_0) \mathcal{X}]. \]

This equation will involve the insertion point \( z_0 \).
APPENDIX E

Current primary fields and KZ equations

In this appendix we give an algebraic proof of Proposition 6.3 (characterization of level two degenerate vertex fields). The proof is based on the fact that vertex fields in $\mathcal{F}(b)$ are primary fields of the corresponding current algebra. We also derive the so-called Knizhnik-Zamolodchikov equations (KZ equations) for correlators of current primary fields.

E.1. Current primary fields

Let $\{J_n\}$ and $\{L_n\}$ denote the modes of the current field $J$ and the Virasoro field $T$ in $\mathcal{F}(b)$ theory, respectively:

\[ J_n(z) := \frac{1}{2\pi i} \oint_{(z)} (\zeta - z)^n J(\zeta) \, d\zeta \]

and

\[ L_n(z) := \frac{1}{2\pi i} \oint_{(z)} (\zeta - z)^{n+1} T(\zeta) \, d\zeta. \]

(We consider them as operators acting on fields in $\mathcal{F}(b)$.) Then we have the following equations:

(E1) $[J_m, J_n] = n\delta_{m+n,0}$;

(E2) $[L_m, J_n] = -nJ_{m+n} + imb(m+1)\delta_{m+n,0}$;

cf. (D4) and (D18), and also

(E3) $L_n = -\frac{1}{2} \sum_{k=-\infty}^{\infty} :J_{-k} J_{k+n}: -ib(n+1)J_n$,

cf. (D17) and (D19).

Recall that $X \in \mathcal{F}(b)$ is (Virasoro) primary if $X$ is a $(\lambda, \lambda^*)$-differential; equivalently:

(E4) $L_{\geq 1} X = 0$, \quad $L_0 X = \lambda X$, \quad $L_{-1} X = \partial X$,

and similar equations hold for $\bar{X}$ (see Proposition 5.5). A (Virasoro) primary field $X$ is called current primary if

(E5) $J_{\geq 1} X = J_{\geq 1} \bar{X} = 0$,

and

(E6) $J_0 X = -iqX$, \quad $J_0 \bar{X} = i\bar{q}X$

for some numbers $q$ and $q^*$ ("charges" of $X$). Charges determine dimensions:

(E7) $\lambda = \frac{1}{2} q^2 - bq$, \quad $\lambda^* = \frac{1}{2} q^2 + bq^*$.
**Examples.** (a) The vertex field $V^\alpha$ is current primary with charges $q = q_\ast = -i\alpha$, see (2.5).

(b) The current $J$ in the case $b = 0$ and the Virasoro field $T$ in the case $c = 0$ are Virasoro primary, but not current primary.

**Proposition E.1.** If $X \in \mathcal{F}_{(b)}$ is a current primary field, then

\begin{equation}
J_{-1}X = -\frac{i}{q} \partial X, \quad J_{-1}\bar{X} = \frac{\bar{i}}{\bar{q}_\ast} \partial \bar{X}.
\end{equation}

**Proof.** First we note by (E3),

\begin{equation}
L_{-1}X = -J_{-1}J_0X, \quad L_0X = -\frac{1}{2}J_0^2X - ibJ_0X.
\end{equation}

It follows from (E4), (E9), and (E6) that

\[ \partial X = L_{-1}X = iqJ_{-1}X \]

and the similar equation holds for $\bar{X}$. \[ \square \]

**Proposition E.2.** Let $V$ be a current primary field in $\mathcal{F}_{(b)}$, and let $q, q_\ast$ be charges of $V$. Then

\[ [L_{-2} + \eta L_{-1}^2]V = 0 \]

if

\[ 2q(b + q) = 1, \quad \eta = -\frac{1}{2q}. \]

**Proof.** Since $V$ is Virasoro primary, $L_{-1}V = \partial V$, see (E4). By (E8), we have

\[ L_{-1}^2V = L_{-1}\partial V = iqL_{-1}J_{-1}V. \]

It follows from (E3), (E6), and (E8) that

\[ L_{-2}V = -J_{-2}J_0V - \frac{1}{2}J_{-1}^2V + ibJ_{-2}V = i(b + q)J_{-2}V + \frac{i}{2q}J_{-1}L_{-1}V. \]

Let $X = [L_{-2} + \eta L_{-1}^2]V$. Combining the above two equations we see that $X$ is a linear combination of $J_{-2}, J_{-1}L_{-1}$ and $L_{-1}J_{-1}$:

\[ X = i(b + q)J_{-2}V + \frac{i}{2q}J_{-1}L_{-1}V + \eta qL_{-1}J_{-1}V. \]

On the other hand, by (E2), $J_{-2}, J_{-1}L_{-1}$ and $L_{-1}J_{-1}$ are not linearly independent:

\[ J_{-2} + J_{-1}L_{-1} - L_{-1}J_{-1} = 0. \]

Thus $X = 0$ if

\[ b + q = \frac{1}{2q} = -\eta q. \]

\[ \square \]
E.2. KZ equations

Proposition E.3. Let $X_j = V_i^\sigma_{ij}$ and $X = X_1(z_1) \cdots X_n(z_n)$ be the tensor product of $X_j$’s. Then the equation

$$\partial z_j E_X = \left( -\frac{\sigma_j^2}{z_j - \bar{z}_j} + \sum_{k \neq j} \sigma_j \sigma_k \left( \frac{1}{z_j - z_k} - \frac{1}{\bar{z}_j - \bar{z}_k} \right) \right) E_X$$

holds in the $(\mathbb{H}, \infty)$-uniformization.

Proof. It follows from Proposition E.1 that

$$\partial z_j E_X = i\sigma_j E[X_1(z_1) \cdots J \star X_j(z_j) \cdots X_n(z_n)] = i\sigma_j \frac{1}{2\pi i} \oint_{(z_j)} \frac{E[J(\zeta)X]}{\zeta - z_j} d\zeta.$$ 

By Schwarz reflection principle ($J$ is purely imaginary on the boundary),

$$\zeta \mapsto E[J(\zeta)X]$$

has an analytic continuation $f$ to $\mathbb{C} \setminus \{z_k, \bar{z}_k : k = 1, \cdots, n\}$. It is easy to check that the integral of $f(\zeta)/(\zeta - z_j)$ over the circle $|\zeta| = R$ tends to 0 as $R \to \infty$. Thus by Green’s formula

$$\partial z_j E_X = -i\sigma_j \frac{1}{2\pi i} \oint_{(z_j)} \frac{f(\zeta)}{\zeta - z_j} d\zeta$$

$$- i\sigma_j \sum_{k \neq j} \left( \frac{1}{2\pi i} \oint_{(z_k)} \frac{f(\zeta)}{\zeta - z_j} d\zeta + \frac{1}{2\pi i} \oint_{(\bar{z}_k)} \frac{f(\zeta)}{\zeta - \bar{z}_j} d\zeta \right).$$

Proposition now follows from (E5) and (E6). □

In contrast to the BPZ equations, KZ equations do not depend on the central charge.
LECTURE 7

Multivalued conformal Fock space fields

In the physical literature, chiral fields are described as elements of the “holomorphic part” of conformal field theory. We will try to interpret these objects in our “statistical” setting, in terms of conformal Fock space fields.

The following example is meant to illustrate the idea of a chiral field. We define

$$\Phi_n(z) = \sqrt{2} \sum_{j=1}^{n} (G(z, \lambda_j) - G(z, \mu_j)),$$

where $G$ is the Green’s function in the unit disc $\mathbb{D}$ and $\{\lambda_j\}_{j=1}^{n}$, $\{\mu_j\}_{j=1}^{n}$ are two independent copies of the eigenvalues in the Ginibre ensemble (the case $Q(z) = |z|^2$ in the random normal matrix model mentioned in Appendix B), see Figure 7.1. The random function $\Phi_n$ approximates the Gaussian free field in $\mathbb{D}$ (with zero boundary conditions);

$$\Phi_n \rightarrow \Phi$$

as distributional fields.

Let $\tilde{\Phi}_n$ be the harmonic conjugate of $\Phi_n$ and set

$$\Phi_n^\dagger = \frac{\Phi_n + i\tilde{\Phi}_n}{2}.$$
This random function is holomorphic and ramified at many points. On approximate level, chiral vertex fields are properly normalized exponentials of $\Phi_n$. In the limit $n \to \infty$, such fields will be ramified everywhere, but in correlations with any particular Fock space functionals, their monodromy group will be finitely generated.

Some of the reasons to study chiral fields will become clear in the last two lectures.

### 7.1. Chiral bosonic fields

- In this section we will define multivalued fields $\Phi^\dagger \equiv \Phi^\dagger_{(b)}$ in $(D, q)$, a simply connected domain $D$ with a marked boundary point $q$. As in the previous lecture, $b \in \mathbb{R}$ is a fixed parameter (so $c = 1 - 12b^2$ will be the “central charge”), and

\[
\Phi \equiv \Phi_{(b)} = \Phi_{(0)} - 2b \arg w', \quad J \equiv J_{(b)} = \partial \Phi = J_{(0)} + ib \frac{w''}{w'},
\]

where $\Phi_{(0)}$ is the Gaussian free field in $D$, and $w : (D, q) \to (\mathbb{D}, \infty)$ is a conformal map. Recall that $J$ is a pre-Schwarzian form of order $ib$.

**Notation.** If $\gamma$ is a path in $D$ (or in the closure $\overline{D}$), then we will write

\[
\Phi^\dagger(\gamma) = \int_\gamma J(\zeta) \, d\zeta.
\]

We think of this “generalized” Gaussian random variable as a correlation functional in the complement of the curve (we can define correlations with Fock space functionals $X$ as long as the set of nodes $S_X$ is in $D \setminus \gamma$). The integral $\int_\gamma J_{(0)}(\zeta) \, d\zeta$ does not depend on local coordinates but the extra term in the $b \neq 0$ theories requires a specification of coordinate charts at the endpoints of $\gamma$. In the following discussion we will use the identity chart $id_D$ unless the opposite is explicitly stated.

If $z, z_0 \in D$ (not necessarily distinct), then

\[
\Phi^\dagger(z, z_0) = \{ \Phi^\dagger(\gamma) : \gamma \text{ is a curve from } z_0 \text{ to } z \}
\]

is a **multivalued** correlation functional

\[
\mathcal{X} \mapsto \mathbb{E}[\Phi^\dagger(z, z_0) \mathcal{X}],
\]

where we only consider curves in the complement of $S_X$. Since $J$ is holomorphic, homotopic curves give the same values. Varying the endpoints, we obtain a **bi-variant** field $\Phi^\dagger$ whose values are multivalued functionals

\[
\Phi^\dagger(z, z_0) = \Phi^\dagger_{(0)}(z, z_0) + ib \log w'|_{z_0}^z.
\]

We can “freeze” the point $z_0$ and consider $\Phi^\dagger(z) \equiv \Phi^\dagger(z, z_0)$ as a function of one variable; more about it later, see Section 7.3. Similarly, we can consider the “monodromy field” $z \mapsto \Phi^\dagger(z, z)$.

We can also define the **harmonic conjugate** $\bar{\Phi}$ of bosonic field $\Phi$ by the equation

\[
(7.1) \quad 2\Phi^\dagger = \Phi + i\bar{\Phi},
\]

where $\Phi = \Phi(z, z_0)$ is of course $\Phi(z) - \Phi(z_0)$. Then we have

\[
\bar{\Phi} = 2 \text{Im} \Phi^\dagger = i\bar{\Phi} - 2i\Phi^\dagger = \int \ast d\Phi = \int i\bar{J}d\bar{z} - iJdz.
\]

If both endpoints are on the boundary, then $\bar{\Phi} = -2i\Phi^\dagger$. 

7.1. CHIRAL BOSONIC FIELDS

- We can talk about “branches” of the multivalued field \( \Phi^\dagger \) in the sense of correlations with a fixed functional \( \mathcal{X} \), e.g., we have single-valued branches of \( \mathbf{E}\Phi^\dagger(z)\mathcal{X} \) in any simply connected domain \( U \subset D \setminus S_X \). It is in terms of such branches that we understand conformal properties and define derivatives of the multivalued field \( \Phi^\dagger \). In particular:

  (a) the branches of \( \Phi^\dagger \) depend on local coordinates, e.g., \( \Phi^\dagger \) is a pre-pre-Schwarzian form of order \( \pm ib \) with respect to the endpoints;

  (b) the branches of \( \Phi^\dagger \) have the usual derivatives,

  \[
  \partial_z \Phi^\dagger(z, z_0) = J(z), \quad \partial_{z_0} \Phi^\dagger(z, z_0) = -J(z_0),
  \]

  and of course \( \partial_z \Phi^\dagger = \partial_{z_0} \Phi^\dagger = 0 \), so \( \Phi^\dagger \) is a “holomorphic” field;

  (c) if a vector field \( v \) is analytic at \( z \) and \( z_0 \), then the branches of \( \Phi^\dagger \) at \( z \) have the Lie derivative

  \[
  \mathcal{L}_v(z)\Phi^\dagger(z, z_0) = \mathcal{L}_v^+(z)\Phi^\dagger(z, z_0) = v(z)J(z) + ibv'(z),
  \]

  and the branches of \( \Phi^\dagger \) at \( z_0 \) have the Lie derivative

  \[
  \mathcal{L}_v(z_0)\Phi^\dagger(z, z_0) = \mathcal{L}_v^+(z_0)\Phi^\dagger(z, z_0) = -v(z_0)J(z_0) - ibv'(z_0),
  \]

  so the functional

  \[
  \mathcal{L}_v[\Phi^\dagger(z, z_0)] = v(z)J(z) - v(z_0)J(z_0) + ibv'(z) - ibv'(z_0)
  \]

  is single-valued.

- As we explained, the correlations of \( \Phi^\dagger(z, z_0) \) with single-valued Fock space fields are multivalued analytic functions in \( z \) and \( z_0 \) in the complement of the nodes.

**Examples.** (a) We have

\[
\mathbf{E}[\Phi^\dagger_{(0)}(z, z_0)\Phi_{(0)}(z_1)] = G^+(z, z_1) - G^+(z_0, z_1),
\]

where \( G^+ \) is the complex Green’s function,

\[
G^+(z, z_1) = G(z, z_1) + i\tilde{G}(z, z_1).
\]

Here \( \tilde{G} \) is the harmonic conjugate of the Green’s function. The multivalued holomorphic function \( G^+(\cdot, z_1) \) is defined up to a constant. In the case when we have a marked boundary point \( q \), we usually choose the constant so that \( 0 \in G^+(q, z_1) \), which makes \( G^+ \) conformally invariant with respect to \( \text{Aut}(D, q) \). In terms of a conformal map \( w : (D, q) \to (\mathbb{H}, \infty) \), we have

\[
G^+(z, z_1) = \log \frac{w(z) - w(z_1)}{w(z) - w(q)}.
\]

Note that \( z \) and \( z_1 \) appear in \( G^+ \) asymmetrically, and

\[
\partial_z G^+(z, z_1) = 2\partial_G(z, z_1).
\]

(b) Differentiating (7.4) with respect to \( z_1 \) we obtain the equation

\[
\mathbf{E}[\Phi^\dagger(z, z_0)J(z_1)] = \frac{1}{z - z_1} - \frac{1}{z_0 - z_1} \quad \text{in } \mathbb{H}.
\]

It follows that the correlations \( \mathbf{E}[\Phi^\dagger(z, z_0)J(z_1)] \) are single-valued as functions of all three variables. Similarly, we can show that the correlations of \( \Phi^\dagger \) with the Virasoro
field $T$ are single-valued, and this fact is important because it allows us to consider Ward’s OPE and apply Virasoro generators to $\Phi^\dagger$, see below.

It is easy to describe the fields which have single-valued correlations with $\Phi^\dagger$. Consider the “charge” operator

$$Q = \frac{1}{2\pi i} \oint J$$

(it is just the 0-th mode of the current and it does not depend on $b$). For example,

$$QI = 0 \ (I(z) \equiv 1), \quad QJ = 0, \quad QT = 0,$$

but

$$Q\Phi = -I, \quad Q\nu^\alpha = -\alpha\nu^\alpha.$$

A single-valued Fock space field $X$ has single-valued correlations with $\Phi^\dagger$ if and only if

$$X \in \ker Q$$

(express the correlations of $X$ with the monodromy field $\Phi^\dagger(z, z)$ in terms of $QX$).

**Proposition.** If $X, Y \in \ker Q$, then all their OPE coefficients, in particular $\partial X$ and $X^\dagger Y$, are in $\ker Q$.

**Proof.** It follows from Proposition 5.1 that

$$Q(X * n Y) = Q(X) * n Y + X * n Q(Y).$$

We define correlations of two or more multivalued fields only for non-intersecting paths. For instance, in the case of the 2-point function of $\Phi^\dagger$, we consider non-intersecting paths $\gamma$ and $\gamma'$, and set

$$(7.7) \quad E[\Phi^\dagger(\gamma)\Phi^\dagger(\gamma')] = \log \frac{(z - z')(z_0 - z')}{(z - z')(z_0 - z_0')} \quad \text{in} \ \mathbb{H},$$

where the logarithm of the cross-ratio depends on the number of times one curve winds around the other.

Let us finally explain in what sense $\Phi^\dagger_{(b)}$ belongs to the theory $\mathcal{F}_{(b)}$, the conformal family of Fock space fields generated by $\Phi_{(b)}$, see the previous lecture. As in the case of single-valued fields, this can be expressed in the form of Ward’s OPE

$$(7.8) \quad T(\zeta)\Phi^\dagger(z, z_0) \sim \frac{ib}{(\zeta - z)^2} + \frac{J(z)}{\zeta - z}, \quad \zeta \to z,$$

where $T \equiv T_{(b)}$ and $\Phi^\dagger \equiv \Phi^\dagger_{(b)}$, (recall that $\Phi^\dagger$ is a pre-pre-Schwarzian form) or equivalently in the residue form of Ward’s identities

$$(7.9) \quad \frac{1}{2\pi i} \oint_{(z)} v T \Phi^\dagger(z, z_0) = \mathcal{L}_v(z)\Phi^\dagger(z, z_0).$$

(Similar statements hold for $z_0$.)

According to our discussion above, the meaning of (7.8) and (7.9) is the following. For every single-valued Fock space functional $\mathcal{X}$ and every curve $\gamma$ connecting $z_0$ and $z$ in $D \setminus S_X$, the function $\zeta \mapsto E[T(\zeta)\Phi^\dagger(\gamma)\mathcal{X}]$ has an analytic continuation to $D \setminus (S_X \cup \{z, z_0\})$ and the above relations hold for this analytic continuation.
Note that the continuation depends on the homotopy class of \( \gamma \) in \( D \setminus S_X \) but the singular parts of the Laurent series do not depend on \( \gamma \).

To prove (7.8) we simply integrate with respect to \( \eta \) the operator product expansion

\[
T(\zeta)J(\eta) \sim \frac{2ib}{(\zeta - \eta)^3} + \frac{J(\zeta)}{(\zeta - \eta)^2},
\]

which is equivalent to Ward’s OPE for \( J \), see Corollary 4.5, and interpret the result in the sense explained above.

7.2. Chiral bi-vertex fields

**Definition.** Our next goal is to construct normalized exponentials of the chiral bosonic fields in such a way that these multivalued fields will be \( \text{Aut}(D, q) \)-invariant holomorphic differentials and will belong to \( \mathcal{F}(b) \) in the sense explained above.

Recall that in the non-chiral case, the use of OPE multiplication automatically produces fields with these properties. We cannot directly extend this approach to chiral fields because of the difficulties with the definition of their correlation functions and therefore with operator product expansions. Without going into details, we will just state the definition of chiral vertex fields and then verify the properties. (See also Section 9.2.)

So, by definition (for \( z \neq z_0, \alpha \in \mathbb{C} \)),

\[
V^\alpha(z, z_0) \equiv V^\alpha_{(b)}(z, z_0) = \{ V^\alpha_{(b)}(\gamma) \} = \left( \frac{w'(z)w'(z_0)}{(w(z) - w(z_0))^2} \right)^{-\alpha^2/2} e^{\circ\alpha\Phi^\dagger_{(b)}(z, z_0)}
\]

\[
= \left( \frac{w'(z)w'(z_0)}{(w(z) - w(z_0))^2} \right)^{-\alpha^2/2} \left( \frac{w'(z)}{w'(z_0)} \right)^{iab} e^{\circ\alpha\Phi^\dagger_{(0)}(z, z_0)},
\]

where \( w \) is any conformal map \( (D, q) \to (\mathbb{H}, \infty) \) and \( \gamma \) is a curve from \( z_0 \) to \( z \).

There is no difficulty in interpreting Wick’s exponentials \( e^{\circ\alpha\Phi^\dagger_{(0)}(z, z_0)} \). Their correlations with single-valued Fock space fields are given by Wick’s calculus and by correlations of \( \Phi^\dagger \), see the previous section. Clearly, \( e^{\circ\alpha\Phi^\dagger_{(0)}(z, z_0)} \) is a scalar field and it is invariant with respect to \( \text{Aut}(D) \). It is also clear that the field \( e^{\circ\alpha\Phi^\dagger_{(0)}(z, z_0)} \) is holomorphic in both variables.

The function

\[
\left( \frac{w'(z)w'(z_0)}{(w(z) - w(z_0))^2} \right)^{-\alpha^2/2}
\]

does not depend on the choice of \( w \). As we mentioned in Section 3.3, this is a non-random holomorphic differential of dimensions \( -\alpha^2/2 \) with respect to both variables; it is invariant with respect to \( \text{Aut}(D) \). It follows that \( V^\alpha_{(b)}(z, z_0) \) is a holomorphic differential of conformal dimension

\[
\lambda = -\frac{\alpha^2}{2} + iab
\]

with respect to \( z \) and of conformal dimension

\[
\lambda_0 = -\frac{\alpha^2}{2} - iab
\]
with respect to \( z_0 \); it is \( \text{Aut}(D,q) \)-invariant.

- Ward’s OPE. Let us now establish Ward’s OPEs for chiral vertex fields. This will allow us to say that the field \( V^\alpha_{(b)} \) belongs to \( \mathcal{F}_{(b)} \). The meaning of this statement was explained in Section 7.1 – we need to consider correlations with single-valued Fock space functionals \( \mathcal{X} \). It is crucial that such correlations are not ramified at \( \zeta = z \), which is a consequence of the corresponding property of the chiral bosonic fields, see (7.8).

**Proposition 7.1.** We have

\[
T(\zeta)V^\alpha(z, z_0) \sim \lambda \frac{V^\alpha(z, z_0)}{(\zeta - z)^2} + \frac{\partial_z V^\alpha(z, z_0)}{\zeta - z}, \quad (\zeta \to z),
\]

where \( T \equiv T_{(b)} \) and \( V \equiv V_{(b)} \). Similar operator product expansion (with \( \lambda_0 \)) holds as \( \zeta \to z_0 \).

**Proof.** The proof is by Wick’s calculus. Since chiral vertex fields are differentials, it is sufficient to perform the computation in the half-plane uniformization, which simplifies the argument. All computations below refer to the global chart of \((\mathbb{H}, \infty)\) as in the proof of Proposition 6.3. Thus we have

\[
\Phi = \Phi_{(0)}, \quad \Phi^\dagger = \Phi^\dagger_{(0)}, \quad \partial \Phi = J = J_{(0)}, \quad T = T_{(0)} + ib \partial J, \quad T_{(0)} = -\frac{1}{2} J \odot J.
\]

Let us first consider the case \( b = 0 \):

\[
T_{(0)}(\zeta)e^{\odot \alpha \Phi^\dagger} = -\frac{1}{2} \sum_{n \geq 0} \frac{\alpha^n}{n!} (J(\zeta) \odot J(\zeta)) \odot \Phi^\dagger \sim I + II,
\]

where the terms I and II come from 1 or 2 contractions, respectively. Thus

\[
I \sim -\alpha \mathbf{E}[J(\zeta)\Phi^\dagger]J(\zeta) \odot e^{\odot \alpha \Phi^\dagger} \quad \text{and} \quad II \sim -\frac{1}{2} \alpha^2 \mathbf{E}[J(\zeta)\Phi^\dagger]^2 e^{\odot \alpha \Phi^\dagger}.
\]

By (7.6), the singular part of operator product expansion of \( T_{(0)} \) and \( e^{\odot \alpha \Phi^\dagger} \) at \( z \) reads

\[
\alpha \frac{J(z)}{\zeta - z} \odot e^{\odot \alpha \Phi^\dagger} - \frac{\alpha^2}{2} \frac{e^{\odot \alpha \Phi^\dagger}}{(\zeta - z)^2} - \frac{\alpha^2}{2} \frac{e^{\odot \alpha \Phi^\dagger}}{z - z_0} \frac{e^{\odot \alpha \Phi^\dagger}}{\zeta - z}.
\]

This proves the relation (7.10) when \( b = 0 \). For \( b \neq 0 \), all we need to show is that

\[
\text{Sing}_{\zeta \to z} \partial J(\zeta)e^{\odot \alpha \Phi^\dagger} = \frac{\alpha}{(\zeta - z)^2} e^{\odot \alpha \Phi^\dagger}.
\]

Since we can differentiate the singular part of operator product expansion, we just need to verify that

\[
\text{Sing}_{\zeta \to z} J(\zeta)e^{\odot \alpha \Phi^\dagger} = -\alpha \frac{e^{\odot \alpha \Phi^\dagger}}{\zeta - z}.
\]

However, this is immediate from (7.6). \( \square \)

- Global Ward’s identities involving chiral vertex fields have the following meaning. Let \( \mathcal{X} \) be a string of single-valued Fock space fields in the family \( \mathcal{F}_{(b)} \). Then for all curves \( \gamma \) in \( D \setminus S_{\mathcal{X}} \) and all vector fields \( v \) (which are holomorphic at the endpoints \( z, z_0 \) of \( \gamma \) and at the nodes of \( \mathcal{X} \)) we have

\[
\mathbf{E}[\mathcal{L}_v(V^\alpha(\gamma)\mathcal{X})] = \mathbf{E}[W(v)V^\alpha(\gamma)\mathcal{X}].
\]
This can be established following the same argument as in Lecture 4 and using the fact that the function
\[ \zeta \mapsto \mathbf{E} [T(\zeta) V^\alpha(\gamma) X] \]
extends to a single-valued analytic function in \( D \setminus S_X \).

Ward’s equations, see Section 4.7, also hold for chiral bi-vertex fields with similar interpretation.

### 7.3. Rooted vertex fields

It is important to understand that chiral vertex fields exist only as bi-variant objects. Nevertheless, we can freeze one of the variables, say \( z_0 \), and consider \( V^\alpha(z, z_0) \) as a field that depends only on \( z \).

This of course results in the appearance of a new marked point unless we use the marked point \( q \) that we already have from the central charge modifications (\( b \neq 0 \)). The problem with the choice of \( z_0 = q \) is that it leads to a divergence that has to be taken care of by some normalization procedure.

In any case, for each \( b \), we construct a one-parameter family of \( \text{Aut}(D, q) \)-invariant, primary fields \( V^\alpha(z) \) in the “holomorphic part” of \( F(b) \) theory. Below we explain the definition and properties of \( V^\alpha \), and clarify some points related to the fact that these fields are boundary differentials.

**Boundary differentials.** Let \( q \in \partial D \). According to the discussion in Lecture 3, we say that a field \( F = F(z) \) in \( D \) is a boundary differential with respect to \( q \) if it depends on the choice of a standard boundary chart (see Section 3.2) \( \phi \) at \( q \), (in addition to local coordinates at \( z \)) and transforms as follows:

\[
(F(z) \parallel \phi) = (F(z) \parallel \tilde{\phi})(h'(0))^{\lambda_q},
\]

where \( h \) is the transition map between charts \( \phi \) and \( \tilde{\phi} \) satisfying \( \phi(q) = \tilde{\phi}(q) = 0 \).

The exponent \( \lambda_q \) is called the dimension of \( F \) with respect to \( q \). The following example of a boundary differential should help to clarify this concept.

**Example.** Define a non-random field \( F = F(z) \) in \( D \) by the equation

\[ F = w^\alpha_{\phi}(w'_\phi)^{\beta}, \]

where \( w_\phi : D \to \mathbb{H} \) is a conformal map normalized in a standard boundary chart \( \phi, \phi(q) = 0 \), by the condition

\[ w_\phi(z) = -\frac{1}{\phi(z)} + \cdots, \quad z \to q. \]

Then \( F \) is a boundary differential of dimension \( \alpha + \beta \) with respect to \( q \) (and a \((\beta, 0)\)-differential with respect to \( z \)).

**Proof.** Clearly, \( w_\phi = kw^{\phi}_{\phi} \) for some \( k > 0 \). We have

\[ k = \lim_{z \to q} \frac{w_\phi(z)}{w'_\phi(z)} = \lim_{z \to q} \frac{\tilde{\phi}(z)}{\phi(z)} = \lim_{z \to q} \frac{h \circ \phi(z)}{\phi(z)} = h'(0), \]

so \( F = (h'(0))^{\alpha+\beta} \tilde{F} \). \( \square \)
• **Normalization.** Let us first consider the case \( b = 0 \). Fix any point \( q \in D \) and define
\[
V_\alpha^\ast(z) = V_\alpha(z, q).
\]
In terms of a uniformizing map \( w : (D, q) \mapsto (\mathbb{H}, 0) \) we have
\[
V_\alpha^\ast = w^{\alpha^2} (w')^{-\alpha^2/2} e^{\circ \alpha \Phi^\dagger_{(0)}(w)} (w'(q))^{-\alpha^2/2}.
\]
The derivative \( w'(q) \) requires a specification of a standard boundary chart at \( q \), so \( V_\alpha^\ast(z) \) is a differential with respect to \( z \) and a boundary differential with respect to \( q \); both dimensions are equal to \(-\alpha^2/2\). If we fix a chart at \( q \) and require \( w'(q) = 1 \) in this chart, then the formula simplifies:
\[
V_\alpha^\ast = w^{\alpha^2} (w')^{-\alpha^2/2} e^{\circ \alpha \Phi^\dagger_{(0)}}.
\]
However, it somewhat hides the fact that we are dealing with a boundary differential. We obtain an even simpler expression in terms of a uniformization \( w : (D, q) \mapsto (\mathbb{H}, \infty) \):
\[
V_\alpha^\ast = (w')^{-\alpha^2/2} e^{\circ \alpha \Phi^\dagger_{(0)}},
\]
where we require that \( w(\zeta) \sim -1/(\zeta - q) \) as \( \zeta \to q \) in a fixed boundary chart at \( q \). The formula (7.12) of course means that we have
\[
V_\alpha^\ast(z, \gamma) = (w'(z))^{-\alpha^2/2} e^{\circ \alpha \Phi^\dagger_{(0)}(\gamma)}
\]
for all paths \( \gamma \) connecting \( z \) and \( q \).

Let us now consider the case \( b \neq 0 \). As usual, \( q \) denotes the central charge modification point. By definition,
\[
V_\alpha^\ast = \tilde{V}_\alpha^\ast(b) = (w')^{-\alpha^2/2 + i a b c} e^{\circ \alpha \Phi^\dagger_{(0)}},
\]
where \( w : (D, q) \mapsto (\mathbb{H}, \infty) \) is such that \( w(\zeta) \sim -1/(\zeta - q) \) as \( \zeta \to q \) in a fixed boundary chart \( \phi \) at \( q \). Equivalently,
\[
V_\alpha^\ast = V_\alpha^\ast(z; \gamma) = \lim_{\varepsilon \to 0} w'(z_\varepsilon)^{i a b} V_\alpha^\ast(\gamma_\varepsilon),
\]
where the curve \( \gamma_\varepsilon \) is the part of \( \gamma \) from \( z_\varepsilon \) to \( z \), and the point \( z_\varepsilon \) is at (spherical) distance \( \varepsilon \) from \( q \) in the chart \( \phi \); \( V_\alpha \equiv V_\alpha^\ast(b) \) is the bi-vertex field.

This last expression represents \( V_\alpha^\ast \) in terms of a rescaling procedure, and allows us to derive the properties of \( V_\alpha^\ast \) from those of bi-vertex fields. In particular, we obtain the following version of Ward’s identities.

**Proposition 7.2.** If \( v \) is a non-random vector field smooth up to the boundary, and if \( v(q) = v'(q) = 0 \), then the Ward’s identities
\[
\mathbf{E} \mathcal{L}_v [V_\alpha^\ast(z) X_1(z_1) \cdots X_n(z_n)] = \mathbf{E} [W(v) V_\alpha^\ast(z) X_1(z_1) \cdots X_n(z_n)]
\]
hold true provided that \( X_j \in \mathcal{F}(b) \), and \( z \) and \( z_j \)'s are in \( D_{\mathrm{hol}}(v) \).

**Proof.** We will use the representation (7.13) and the fact that Ward’s equation holds for bi-vertex fields. All we need is to show that
\[
\lim_{\varepsilon \to 0} \mathcal{L}_v(z_\varepsilon) [w'(z_\varepsilon)^{i a b} V_\alpha^\ast(\gamma_\varepsilon)] = 0.
\]
The field $X(z, z; \gamma) = [u'(z\epsilon)^{iab}V^\alpha(\gamma\epsilon)]$ is a holomorphic differential in $z\epsilon$, so its Lie derivative has two terms, with $v(z\epsilon)$ and $v'(z\epsilon)$. At the same time
\[ E[X(z\epsilon)X_1(z_1) \cdots X_n(z_n)] = O(1), \quad E[\partial X(z\epsilon)X_1(z_1) \cdots X_n(z_n)] = O(1) \]
as $\epsilon \to 0$. Since $v(q) = v'(q) = 0$, the Lie derivative at $z\epsilon$ tends to zero. \hfill \Box

Since the vector fields
\[ v_x(\zeta) = \frac{1}{\zeta - z} \quad \text{(in $\mathbb{H}$)} \]
have a triple zero at infinity, we can apply Ward’s identities to such fields and derive, as in Section 4.7, the corresponding Ward’s equations. In particular, we have the following

**Proposition 7.3.** If $X = X_1(z_1) \cdots X_n(z_n)$ with $X_j \in F(b)$, then the equation
\[ E(T \ast V^\alpha(z))X = E V^\alpha(z) \mathcal{L}^+_{v_x} X + E \mathcal{L}^-_{v_x} [V^\alpha(z)X] \]
holds in the $(\mathbb{H}, \infty)$-uniformization.

The equation obviously extends to the case when $z$ is a boundary point. It is in this form that we will use Ward’s equations in the SLE theory.

• **Level two degeneracy.** In terms of the action of Virasoro generators $L_n$, see Section 5.4, and current generators $J_n$, see Section E.1, the rooted chiral vertex fields $V^{ia}_\ast$ are Virasoro primary holomorphic fields of conformal dimension $\lambda = a^2/2 - ab$ and current primary with charge $q = a$. As we explained in Appendix E this implies the following:

**Proposition 7.4.** We have
\[ T_{(b) \ast V^{ia}_\ast} = \frac{1}{2a^2} \partial^2 V^{ia}_\ast, \]
provided that $2a(a + b) = 1$.

This degeneracy equation is the reason for the close relation that exists between SLE and conformal field theory.
CFT and SLE numerology

For convenience of the reader, we give here a summary of useful formulas concerning level two singular and degenerate vertex fields. We will also introduce an alternative parametrization which is used in the SLE theory.

Recall that the conformal field theories \( \mathcal{F}(b) \) generated by modifications of the Gaussian free field are parametrized by real numbers \( b \in \mathbb{R} \). The central charge of \( \mathcal{F}(b) \) is

\[
c \equiv c(b) = 1 - 12b^2.
\]

Parameters \( b \) and \( b' = -b \) are called dual – they have the same central charge.

Given \( b \), there is a unique positive exponent

\[
a \equiv a(b) = \sqrt{b^2 + 2 - b}
\]

satisfying the equation

\[
2a(a + b) = 1.
\]

The dual exponent \( a'(b) := a(b') \) is

\[
a' = \frac{1}{2a} = a + b.
\]

The SLE parameter \( \kappa = \kappa(b) \) is defined by the equation

\[
\kappa = \frac{2}{a^2}, \quad \text{or} \quad \frac{b}{a} = \frac{\kappa}{4} - 1.
\]

The dual SLE parameter \( \kappa' := \kappa(b') \) satisfies

\[
\kappa \kappa' = 16.
\]

(Duplantier conjectured in [Dup00] that SLE(\( \kappa' \)) trace should describe the boundary of the hull of SLE(\( \kappa \)) when \( \kappa > 4 \). Duality of variants of SLE was established by Zhan in [Zha08] and Dubédat in [Dub09a] independently.)

The correspondence \( b \leftrightarrow \kappa \) is a bijection \( \mathbb{R} \leftrightarrow \mathbb{R}_- \), see Figure F.1. In terms of \( \kappa \) we have

\[
a = \sqrt{2/\kappa}, \quad b = \sqrt{\kappa/8} - \sqrt{2/\kappa},
\]

and

\[
c = 1 - \frac{3}{2} \left( \frac{\kappa - 4}{\kappa} \right)^2 = 1 - 6 \left( \sqrt{\kappa/4} - \sqrt{4/\kappa} \right)^2 = \frac{(3\kappa - 8)(6 - \kappa)}{2\kappa}.
\]

Let us restate the algebraic description of level two singular vectors in Proposition 5.6.
• **Singular conformal dimensions.** Define the singular conformal dimensions $h = h(b)$ and $h' = h'(b)$ as follows:

\[
h := \frac{3a^2}{2} - \frac{1}{2} = \frac{6 - \kappa}{2\kappa}, \quad h' := \frac{3}{8a^2} - \frac{1}{2} = \frac{3\kappa - 8}{16}.
\]

Note that $h'(b) = h(b')$ and $h'(b') = h(b)$, so the unordered pair $\{h, h'\}$ is the same for $b$ and $b'$, which means that it depends only on the central charge:

\[
\{h, h'\} = \{\frac{1}{16}(5 - c \pm \sqrt{(1 - c)(25 - c)})\}
\]

(use $h + h' = (5 - c)/8$, and $hh' = c/16$). The traditional notation for $\{h, h'\}$ is $\{h_{1,2}, h_{2,1}\}$. Let us also denote

\[
\eta \equiv \eta(b) := -\frac{1}{2a^2} = -\frac{\kappa}{4}, \quad \eta' \equiv \eta'(b) := \eta(b') = -\frac{4}{\kappa}.
\]

Note

(F1) \quad \eta + \eta' = \frac{c - 13}{6}, \quad \eta\eta' = 1,

and

(F2) \quad \eta = -\frac{3}{2(2h + 1)}.

We can now restate Proposition 5.6 as follows.

**Proposition F.1.** A primary field $\mathcal{O} \in \mathcal{F}_{(b)}$ of dimension $\lambda$ produces a level two singular vector if and only if $\lambda = h(b)$ or $\lambda = h'(b)$. The corresponding singular vector is $[L_{-2} + \eta L_{-1}]\mathcal{O}$ or $[L_{-2} + \eta' L_{-1}]\mathcal{O}$, respectively.

**Proof.** From (5.7), we find

\[
\eta^2 - \frac{c - 13}{6}\eta + 1 = 0,
\]
Table 1. Selected special cases

| κ  | 2   | 8   | 8/3 | 6   | 3   | 16/3 | 4  |
|----|-----|-----|-----|-----|-----|-------|----|
| (LERW) | (UST) | (SAW?) | (percolation) | (Ising) | (FK Ising) | (GFF) |
| b  | $\frac{1}{2}$ | $\frac{1}{2}$ | $-\frac{\sqrt{3}}{6}$ | $\frac{\sqrt{3}}{6}$ | $-\frac{1}{\sqrt{24}}$ | $\frac{1}{\sqrt{24}}$ | 0   |
| a  | 1   | $\frac{1}{2}$ | $\frac{\sqrt{3}}{2}$ | $\frac{1}{\sqrt{3}}$ | $\frac{\sqrt{2}}{\sqrt{3}}$ | $\frac{\sqrt{3}}{2\sqrt{2}}$ | $\frac{1}{\sqrt{2}}$ |
| h  | 1   | $-\frac{1}{8}$ | $\frac{5}{8}$ | 0   | $\frac{1}{2}$ | $\frac{1}{16}$ | $\frac{1}{4}$ |
| $-\eta$ | $\frac{1}{2}$ | 2   | $\frac{2}{3}$ | $\frac{3}{2}$ | $\frac{3}{4}$ | $\frac{4}{3}$ | 1   |

so by (F1), $\eta = \eta(b)$ or $\eta(b')$. It follows from (5.7) and (F2) that

$$\lambda = -\frac{1}{2} - \frac{3}{4\eta(b)} = h(b), \text{ or } \lambda = -\frac{1}{2} - \frac{3}{4\eta(b')} = h(b').$$

Let us apply this description to vertex fields in $\mathcal{F}(b)$. We will write $\mathcal{O}^{(\sigma)}$ for a vertex field with exponent $i\sigma$, e.g.,

$$\mathcal{O}^{(\sigma)} = V^{i\sigma}_{*}.$$

(We can equally consider non-chiral vertex fields $V^{i\sigma}$, bi-vertex chiral fields $V^{i\sigma}_{*}$, or the fields $\hat{V}_{*}^{i\sigma}$ which we define in the next lecture.) The conformal dimension of $\mathcal{O}^{(\sigma)}$ is

(F3)

$$\lambda = \frac{\sigma^2}{2} - \sigma b.$$

- We call a primary field (level two) degenerate if it produces a null singular vector.

**Proposition F.2.** For each $b$, there are exactly 4 exponents $\sigma$ (except for the case $b = 0, \pm 1/2$ when some of $\sigma$’s coincide) such that the vertex fields $\mathcal{O}^{(\sigma)}$ produce level two singular vectors:

$$\sigma = a, \quad \sigma = 2b - a, \quad (\lambda = h(b)),$$

and

$$\sigma = -a - b, \quad \sigma = 3b + a, \quad (\lambda = h'(b)).$$

The vertex fields $\mathcal{O}^{(a)}$ and $\mathcal{O}^{(-a-b)}$ are degenerate, but $\mathcal{O}^{(2b-a)}$ and $\mathcal{O}^{(a+3b)}$ are not (unless $b = 0, \pm 1/2$).
Proof. The first statement follows from Proposition F.1 and (F3). The second statement follows from Proposition E.2 and from the Wiener chaos decomposition of singular vectors (cf. the proof of Proposition 6.3) in the following expressions:

\[
(L_{-2} + \eta L_{-1}^2)O^{(2b-a)} = \frac{8 - \kappa}{2} \left[ A_{(b)} + \frac{\kappa - 6}{2} A_{(0)} \right] \odot O^{(2b-a)};
\]

\[
(L_{-2} + \eta' L_{-1}^2)O^{(3b+a)} = \frac{4(\kappa - 2)}{\kappa} \left[ A_{(b)} + \frac{8 - 3\kappa}{\kappa} A_{(0)} \right] \odot O^{(3b+a)},
\]

where \(A_{(0)}\) and \(A_{(b)}\) are holomorphic quadratic differentials from the definition of the stress tensor of \(\mathcal{F}_{(0)}\) and \(\mathcal{F}_{(b)}\) theories, see the beginning of Lecture 6. \(\square\)

The simplest example of a non-trivial singular vector is the Virasoro field \(T\) in the case \(c = 0\) (i.e., \(\kappa = 8/3\) or 6). In this case \(T\) is primary and, as a level two singular vector \(T\) corresponds to \(O^{(\sigma=0)}\). In the case \(b = 0\), the differential \(J\) appears as a level one current-singular vector.

Remark. Primary fields are of particular importance from the physical point of view. Non-degenerate singular vectors are examples of non-vertex primary fields.
Connection to SLE theory

In this lecture we discuss SLE theory from the point of view of conformal field theory. Chordal Schramm-Loewner evolution (SLE) equation in \((D, p, q)\) describes conformally invariant random curves from \(p\) to \(q\) satisfying the so-called domain “Markov property.” The corresponding probability laws are parametrized by a single parameter \(\kappa > 0\). We will establish the following fact and explain some of its consequences: if the numbers \(a\) and \(b\) are related to \(\kappa\) as
\[
a = \sqrt{2/\kappa}, \quad b = a\left(\frac{\kappa}{4} - 1\right) = \sqrt{\kappa/8} - \sqrt{2/\kappa},
\]
(see Appendix F), then under the insertion of a boundary vertex \(V^*_ia(p)\), all fields in the theory \(F_{(b)}\) satisfy the field “Markov property” with respect to the SLE filtration.

In Section 8.1 we recall some basic definitions and facts of SLE theory. In Sections 8.2 - 8.3 we interpret the insertion of \(V^*_ia(p)\) as a “boundary condition changing operator” and derive Cardy-type equations for correlation functions under this insertion. In Section 8.4 we prove the field “Markov property”: all correlation functions
\[
\frac{\mathbb{E}[V^*_ia(p)X_1(z_1)\cdots X_n(z_n)]}{\mathbb{E}[V^*_ia(p)]}, \quad (X_j \in F_{(b)})
\]
are SLE martingale-observables. In the last section we consider several example of SLE observables. Further examples, related to vertex fields are discussed in the next lecture.

8.1. Chordal SLE

- Let \((D, p, q)\) be a simply connected domain with two marked boundary points and \(\kappa\) be a positive parameter. The chordal Schramm-Loewner evolution with parameter \(\kappa\), SLE(\(\kappa\)), is a conformally invariant law on random curves in \(D\) from \(p\) to \(q\). It is described by the Loewner equation driven by the standard one-dimensional Brownian motion \(B_{\kappa t}\). More precisely, for each \(z \in D\), let \(g_t(z)\) be the solution (which exists up to a time \(\tau_z \in (0, \infty)\)) of the equation
\[
\partial_t g_t(z) = \frac{2}{g_t(z) - \sqrt{\kappa} B_t}, \quad B_0 = 0,
\]
where \(g_0 : (D, p, q) \to (\mathbb{H}, 0, \infty)\) is a given conformal map. Then it is known that for all \(t\),
\[
w_t(z) := g_t(z) - \sqrt{\kappa} B_t
\]
is a well-defined conformal map from the domain
\[
D_t := \{z \in D : \tau_z > t\}
\]
onto the upper half-plane $\mathbb{H}$, where the SLE stopping time $\tau_z$ satisfies

\begin{equation}
\lim_{t \uparrow \tau_z} w_t(z) = 0.
\end{equation}

The SLE curve $\gamma$ is defined by the equation

\begin{equation}
\gamma_t \equiv \gamma(t) := \lim_{z \to 0} g_t^{-1}(z + \sqrt{B_t});
\end{equation}

the limit exists for all $t$ almost surely. Also almost surely, the SLE curve is a continuous path $\gamma : [0, \infty) \to \mathcal{D}$ (assuming local connectivity of $\partial \mathcal{D}$) such that $D_t$ is the unbounded component of $D \setminus \gamma[0, t]$ for all $t \geq 0$. The SLE path $\gamma$ is simple for $\kappa \in [0, 4]$; self-intersecting but non-self-crossing for $\kappa \in (4, 8)$; and space-filling for $\kappa \geq 8$. For the proof of these facts and other basic properties of SLE, see [RS05], and also [Law05], [Law09], [Wer04], [Wer09]. Beffara proved that the Hausdorff dimension of SLE($\kappa$) trace is almost surely $\min(1 + \kappa/8, 2)$, see [Bef08].

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{sle_phases.png}
\caption{The phases of SLE; from [Kan07]}
\end{figure}

- **Domain “Markov property”**. If $\kappa = 0$, the (non-random) curve $\gamma$ is just the hyperbolic geodesic from $p$ to $q$ in $D$. It satisfies the equation

$$\gamma[t, \infty) = \gamma_{D_t, \gamma_t, \gamma}^D[0, \infty).$$

If $\kappa > 0$, then the same equation holds for the laws on random curves, which is a direct consequence of the SLE construction. Alternatively, one can express this property by the equation

\begin{equation}
\text{Law } (\gamma[t, \infty) \mid \gamma[0, t]) = \text{Law } \gamma_{D_t, \gamma_t, \gamma}^D[0, \infty).
\end{equation}

(One should understand this and similar statements in the sense of conditional expectations with respect to the filtration by the Brownian motion in the definition of SLE.) Schramm’s principle states that SLE($\kappa$) are the only conformally invariant laws on non-self-crossing curves satisfying (8.4).

- **Field “Markov property”**. Again we first look at the “classical” case $\kappa = 0$. Consider the (non-random) field

$$f(z) \equiv f_{D, p, q}(z) = \arg \psi'(z), \quad \psi : (D, p, q) \to (\mathbb{C} \setminus \mathbb{R}_+, 0, \infty).$$
(Note that this field is a pre-pre-Schwarzian form.) Since $\mathbb{R}_-$ is the hyperbolic geodesic in $\mathbb{C} \setminus \mathbb{R}_+$, it is clear that the field $f$ has the (“Markov”) property

$$f|_D = f_t \equiv f_{D_t, \gamma_t, q}.$$  

Moreover, many other fields, e.g., $f^2$, $e^f$, $\partial f$, etc., will have the same property with respect to SLE(0).

In the case $\kappa > 0$, we want to define a similar property of a collection $\mathcal{F} = \{F_j\}$ of random conformal Fock space fields:

$$\text{Law } (\mathcal{F} | \gamma[0,t]) = \text{Law } F_t, \quad F_t := F_{D_t, \gamma_t, q}.$$  

(Here we assume invariance of $F$ with respect to $\text{Aut}(D,p,q)$, and define the fields $F_t$ as explained in Section 3.3.) On the level of correlation functions, the equation (8.5) should mean

$$\mathbb{E} [F_1(z_1) \cdots F_n(z_n) | \gamma[0,t]] = \mathbb{E} [F_{1t}(z_1) \cdots F_{nt}(z_n)],$$

but in order to interpret the left-hand side we need to have both random fields and SLE curves be defined on the same probability space. One way to proceed is to couple SLE(κ) and the Gaussian free field, see [SS10] and [Dub09b], but instead of going into the analytic details of such a coupling we just note that if this coupling is defined properly, then the processes

$$f_t(z_1, \cdots, z_n) = \mathbb{E} [F_{1t}(z_1) \cdots F_{nt}(z_n)]$$

are local SLE martingales, and take this last property as a definition.

- **Martingale-observables.** A stochastic process $M_t$ is called a martingale with respect to a filtration $\mathcal{A}_t$ (an increasing family of $\sigma$-algebras, e.g., the $\sigma$-algebras generated by the Brownian motion up to time $t$) if $M_t$ is $\mathcal{A}_t$-measurable for all $t$, $\mathbb{E} |M_t| < \infty$ for all $t$ and if

$$\mathbb{E} [M_t | \mathcal{A}_s] = M_s \quad \text{for all } t \geq s.$$  

For an $L^1$ random variable $M$, the process $M_t = \mathbb{E} [M | \mathcal{A}_t]$ is a martingale. Thus if $F_1(z_1) \cdots F_n(z_n)$ in (8.6) could be replaced by an $L^1$ random variable, then the processes (8.7) would be martingales.

We refer to any textbook on stochastic calculus, e.g., [RY99] for the definition of local martingales. In particular, for a smooth function $h$, the stochastic integral

$$\int_0^t h(B_s) \, dB_s$$

is a local martingale. In this respect, recall Itô’s formula.

**Itô’s formula.** If $f$ is in $C^2$, then almost surely

$$f(t, B_t) - f(0, B_0) = \int_0^t f'(s, B_s) \, dB_s + \int_0^t f(s, B_s) \, ds + \frac{1}{2} \int_0^t f''(s, B_s) \, ds.$$  

So $f(B_t)$ is a local martingale if and only if the drift term vanishes.

By definition, a collection $\mathcal{F}$ of fields has the “Markov property” with respect to SLE(κ) if for all $F_j \in \mathcal{F}$ and all $z_j \in D$, the processes (8.7) are local martingales. We say that the non-random fields $f(z_1, \cdots, z_n) = \mathbb{E} [F_1(z_1) \cdots F_n(z_n)]$ are SLE(κ) martingale-observables.
It is easy to verify by Itô’s calculus that any particular correlation function is a martingale-observable, but our goal is to describe a large collection of SLE observables by means of conformal field theory (Ward’s and level two degeneracy equations).

8.2. Boundary condition changing operators

We use this term for the correspondence \( \mathcal{X} \mapsto \hat{\mathcal{X}} \) resulting from the insertion of a chiral bi-vertex field with endpoints on the boundary. This operation changes the boundary values of Fock space fields. The term is borrowed from physics, see e.g., [Car05], and in many (but not all) cases we have a good match with the physical formulas (as we understand them).

- Let us recall the set-up:
  - \((D, q)\) is a simply connected domain \(D\) with a marked boundary point \(q \in \partial D\);
  - \(b \in \mathbb{R}\) is a fixed parameter and \(\mathcal{F}(b) = \mathcal{F}(b)(D, q)\) is the OPE family of the bosonic field \(\Phi(b)\), see Section 6.1; the notation for the standard fields \(\Phi, J, T, V^{i\sigma}\), etc. refers to the family in \(\mathcal{F}(b)\);
  - the vertex field \(V^{i_a}\) with \(a > 0, 2a(a + b) = 1\), rooted at the modification point \(q\), is a holomorphic differential of dimension

\[
h := \frac{a^2}{2} - ab,
\]

with respect to \(z\) and a boundary differential with respect to \(q\), see Section 7.3;

  - we normalize this field in a fixed boundary chart at \(q\);
  - the vertex field \(V^{i_a}\) produces a degenerate singular vector:

\[
T \ast V^{i_a} = \frac{1}{2a^2} \partial^2 V^{i_a},
\]

see Section 7.3.

Let now \(p \in \partial D, p \neq q\), and denote by \(\tau\) the arc of \(\partial D\) from \(q\) to \(p\) oriented in the counterclockwise direction. We use \(\tau\) to define the value \(V^{i_a}(p) = V^{i_a}(p; \tau)\). In the half-plane uniformization consistent with the fixed boundary chart at \(q = \infty, p = \xi \in \mathbb{R}\), we have

\[
V^{i_a}(\xi) = e^{\circ i a \Phi_{(0)}[\tau]},
\]

where \(\tau\) is the half-line \((-\infty, \xi)\).

- The insertion of \(V^{i_a}(p)\) is an operator

\[
\mathcal{X} \mapsto \hat{\mathcal{X}}
\]
on Fock space functionals/fields. By definition, this correspondence is given by the formula

\[
\hat{\Phi} = \Phi + 2ia \Phi^+(p, z)
\]

and the rules

\[
\partial \mathcal{X} \mapsto \partial \hat{\mathcal{X}}, \quad \bar{\partial} \mathcal{X} \mapsto \bar{\partial} \hat{\mathcal{X}}, \quad \mathcal{X} \ominus \mathcal{Y} \mapsto \hat{\mathcal{X}} \ominus \hat{\mathcal{Y}}.
\]
If \( w : (D, p, q) \to (\mathbb{H}, 0, \infty) \) is a conformal map, then
\[
2iaG^+(p, z) = 2a \arg w(z).
\]

**Notation.** We denote by \( \tilde{\mathcal{F}}(b) \) the image of \( \mathcal{F}(b) \) under this correspondence.

Fields in \( \tilde{\mathcal{F}}(b) \) are \( \Aut(D, p, q) \)-invariant because \( \arg w \) is \( \Aut(D, p, q) \)-invariant and fields in \( \mathcal{F}(b) \) are invariant with respect to \( \Aut(D, q) \).

Denote
\[
\mathbf{E}[\chi] := \frac{E[V^a_+(p)\chi]}{E[V^a_+(p)]} = E[e^{i\arg\Phi_0(p)}\chi], 
\]
see Section A.3 for the motivation of this notation. As in Section A.3, we prove by induction the following:

**Proposition 8.1.** Let \( \tilde{\mathcal{X}} \in \tilde{\mathcal{F}}(b) \) correspond to the string \( \chi \in \mathcal{F}(b) \) under the map given by (8.10) and (8.11). Then
\[
(8.12) \quad \mathbf{E}[\chi] = \mathbf{E}[\tilde{\mathcal{X}}].
\]

- **Examples:**
  
  (a) The current \( \tilde{\mathcal{J}} \) is a pre-Schwarzian form of order \( ib \),
  \[
  \tilde{\mathcal{J}} = J - ia \frac{w'}{w} = J(0) - ia \frac{w'}{w} + ib \frac{w''}{w'}.
  \]
  In the \((\mathbb{H}, 0, \infty)\)-uniformization, \( j(z) := \mathbf{E} J(z) = -\frac{ia}{z} \);

  (b) The Virasoro field \( \tilde{T} \) is a Schwarzian form of order \( c/12 \),
  \[
  \tilde{T} = -\frac{1}{2} \tilde{\mathcal{J}} * \tilde{\mathcal{J}} + ib\partial \tilde{\mathcal{J}} = T + ia \frac{w'}{w} J(0) + h \left( \frac{w'}{w} \right)^2
  \]
  \[
  = A(0) - jJ(0) + ib\partial J(0) + \frac{c}{12} Sw + h \left( \frac{w'}{w} \right)^2,
  \]
  where \( h = a^2/2 - ab \) is the conformal dimension of \( V^a_+ \), see (8.9). In the \((\mathbb{H}, 0, \infty)\)-uniformization, \( \mathbf{E} T(z) = h \frac{1}{z^2} \);

  (c) The non-chiral vertex field \( \tilde{\mathcal{V}}^a \) is a differential of conformal dimensions \(-a^2/2 + i\alpha b, -a^2/2 - i\alpha b\),
  \[
  (8.13) \quad \tilde{\mathcal{V}}^a = e^{2\alpha a \arg w} \gamma^a = e^{2\alpha a \arg w - 2ab \arg w'} C^{a^2} e^{i\alpha \Phi(0)}.
  \]
  In the \((\mathbb{H}, 0, \infty)\)-uniformization, \( \mathbf{E} \gamma^a = (2y)^{a^2} e^{2\alpha a \arg z} \);

  (d) The bi-vertex field \( \tilde{\mathcal{V}}^a(z, z_0) \) is a \(-a^2/2 \pm i\alpha b\)-differential in both variables,
  \[
  \tilde{V}^a(z, z_0) = \left( \frac{w'(z)w'(z_0)}{(w(z) - w(z_0))^2} \right)^{-a^2/2} \left( \frac{w'(z)}{w'(z_0)} \right)^{iab} \left( \frac{w(z)}{w(z_0)} \right)^{-i\alpha a} e^{i\alpha \Phi_1(z, z_0)}.
  \]
  In the \((\mathbb{H}, 0, \infty)\)-uniformization, \( \mathbf{E} V^a(z, z_0) = (z - z_0)^{a^2} z^{-i\alpha a} z_0^{+i\alpha a} \).
8.3. Cardy’s equations

In this section we will derive equations for correlation functions of fields in $\hat{F}(b)$. These equations are similar to those in Proposition 6.4. As usual, we will state them in the case $(D, q) = (\mathbb{H}, \infty)$.

For $\xi \in \mathbb{R}$ and the tensor product

$$X = X_1(z_1) \cdots X_n(z_n),$$

of fields $X_j \in F(b)$ ($z_j \in \mathbb{H}$), we denote

$$\hat{E}_\xi X = E[e^{\xi \phi}_{(0)}(\xi) X],$$

so $\hat{E}X = \hat{E}_\xi X|_{\xi=0}$.

**Proposition 8.2.** If $2a(a + b) = 1$, then in the identity chart of $\mathbb{H}$, we have

\[
\frac{1}{2a^2} \partial^2 \hat{E}_\xi X = \hat{E}_\xi [L_{v_\xi}X], \quad v_\xi(z) := \frac{1}{\xi - z},
\]

where $\partial_\xi = \partial + \bar{\partial}$ is the operator of differentiation with respect to the real variable $\xi$.

**Proof.** Denote

$$R_\xi \equiv R_\xi(z_1, \cdots, z_n) = \hat{E}_\xi X.$$

Since $R_\xi$ does not depend on the boundary chart (at $\infty$) in which we normalize $V_*^{ia}$, we can assume $V_*^{ia}(\xi) = e^{\xi \phi}_{(0)}[\tau]$, where $\tau$ is the half-line $(-\infty, \xi)$, and therefore

$$R_\xi = E[V_*^{ia}(\xi)X].$$

Denote

$$R_\xi \equiv R(z; z_1, \cdots, z_n) = E[V_*^{ia}(z)X], \quad z \in \mathbb{H},$$

where for $z$ close to $\xi$ we use a path from $\infty$ to $z$ close to $\tau$ so that $R_\xi = \lim_{z \to \xi} R_\xi$.

By the level two degeneracy equation (Proposition 7.4), we have

\[
\frac{1}{2a^2} \partial^2 [V_*^{ia}(z)X] = E[(T \ast V_*^{ia})(z)X].
\]

Applying Ward’s equation (Proposition 7.3) to the right-hand side (we can apply this because $T = A = T_{(0)} + i b \partial J_{(0)}$ satisfies the conditions in Proposition 4.11), we conclude

\[
\frac{1}{2a^2} \partial^2 E[V_*^{ia}(z)X] = E[V_*^{ia}(z) L_{v_\xi} X] + E[L_{v_\xi}(V_*^{ia}(z)X)]
\]

\[
= E[V_*^{ia}(z) L_{v_\xi} X] + E[V_*^{ia}(z)L_{v_\xi}X],
\]

where we use Leibniz’s rule and the fact that $L_v V_*^{ia}(z) = 0$ (because $V_*^{ia}$ is a holomorphic differential).

Let us now take the limit $z \to \xi$. Since $\partial_\xi = \partial + \bar{\partial}$ and the field $V_*^{ia}$ is holomorphic, the $\partial^2$-derivative in the left-hand side converges to $\partial^2 R_\xi$. On the other hand, since $\xi = \hat{\xi}$, the right-hand side converges to

$$E[V_*^{ia}(\xi) L_{v_\xi}X] = \hat{E}_\xi [L_{v_\xi}X].$$

□
Corollary. (8.15) 
\[(\sum \partial_j + \bar{\partial}_j)^2 - 2a^2 \mathcal{L}_{v_0} \hat{E} X = 0.\]

Proof. We will write $R$ for $R_{\xi=0}$. By translation invariance,

$$R_{\xi} = R(z_1 - \xi, \cdots, z_n - \xi)$$

and therefore 

$$\partial_{\xi}|_{\xi=0} R_{\xi} = - \sum \partial_j R - \sum \bar{\partial}_j R = - \sum \partial_{\xi_j} R.$$ 

\[\square\]

We will refer to equations (8.15) as Cardy’s equations, cf. [Car84]; they are Cardy’s boundary version of BPZ-type equations in Proposition 6.4.

Examples. (a) If $X_j$’s are differentials of conformal dimensions $(\lambda_j, \bar{\lambda}_j)$ (e.g., $X_j$’s are vertex fields), then the Lie derivative $\mathcal{L}_{v_0}$ acts on $\hat{E} X$ as a differential operator

$$\mathcal{L}_{v_0} \hat{E} X = \sum \left( - \frac{\partial_j}{z_j} + \frac{\lambda_j}{z_j^2} - \frac{\bar{\partial}_j}{\bar{z}_j} + \frac{\bar{\lambda}_j}{\bar{z}_j^2} \right) \hat{E} X,$$

see (3.8), and Cardy’s equation (8.15) is a linear 2nd order PDE:

$$\sum \left( - \frac{\partial_j}{z_j} + \frac{\lambda_j}{z_j^2} - \frac{\bar{\partial}_j}{\bar{z}_j} + \frac{\bar{\lambda}_j}{\bar{z}_j^2} \right) \hat{E} X = \frac{1}{2a^2} \left( \sum \partial_j + \bar{\partial}_j \right)^2 \hat{E} X.$$

(b) The 1-point function $R(z) = \mathcal{E} \hat{T}(z)$ is a Schwarzian form of order $c/12$, see Section 8.2. Recall that

$$\mathcal{L}_{v_0} X = (v\partial + 2v') X + \mu v''$$

for a Schwarzian form $X$ of order $\mu$, see (3.10). Thus

$$\mathcal{L}_{v_0} R = \left( - \frac{\partial}{z} + \frac{2}{z^2} \right) R + \frac{c/2}{z^4},$$

and Cardy’s equation (8.15) is

$$\partial^2 R = 2a^2 \mathcal{L}_{v_0} R.$$ 

Since $R(z) = h/z^2$, we have the identity

$$6h = 2a^2 \left( 4h + \frac{c}{2} \right).$$

One can directly check this identity from $h = a^2/2 - ab, c = 1 - 12b^2$, and $2a(a+b) = 1$.

(c) The last example can be generalized to the $n$-point function of $\hat{T}$,

$$R(z_1 \cdots, z_n) = \mathcal{E}[\hat{T}(z_1) \cdots \hat{T}(z_n) \parallel \text{id}_H].$$

Denote $z = (z_1, \cdots, z_n), z_j = (z_1, \cdots, \hat{z}_j, \cdots, z_n)$. By (3.10) and Leibniz’s rule (Proposition 3.6), we have

$$\mathcal{L}_{v_0} R = \sum_{j=1}^n \left( - \frac{\partial_j}{z_j} + \frac{2}{z_j^2} \right) R(z) + \frac{c}{2} \sum_{j=1}^n \frac{R(z_j)}{z_j^4}. $$
Cardy’s equation (8.15) gives us the following recursive formula:

\[
\frac{1}{2a^2}\left(\sum \partial_j\right)^2 R(z) = \sum_{j=1}^{n} \left( -\frac{\partial_j}{z_j} + \frac{2}{z_j^2}\right) R(z) + \frac{c}{2} \sum_{j=1}^{n} \frac{R(z_j)}{z_j^4}.
\]

See [FW02] for this equation in the case \(c = 0\).

### 8.4. SLE martingale-observables

- We defined martingale-observables in Section 8.1. Let us discuss this definition in more detail. Suppose \(M\) is a non-random field of \(n\) variables in the half-plane, and suppose that \(M\) is invariant with respect to \(\text{Aut}(\mathbb{H}, 0, \infty)\).

As we explained in Section 3.3, conformal invariance allows us to define \(M\) for any triple \((D, p, q)\) :

\[
(M_{D,p,q} || \text{id}) = (M || w^{-1}),
\]

where \(w\) is a conformal map from \((D, p, q)\) to \((\mathbb{H}, 0, \infty)\), so we can think of \(M\) as a function or as a collection \(\{M_{D,p,q}\}\) of fields.

Consider now choral SLE curve \(\gamma\) in \(D\) from \(p\) to \(q\) so we have a family of domains \((D_t, \gamma_t, q)\) with marked boundary points, see (8.1) and (8.3). A non-random field \(M\) is a martingale-observable if for any \(z_1, \cdots, z_n \in D\), the process

\[
M_t(z_1, \cdots, z_n) = M_{D_t, \gamma_t, q}(z_1, \cdots, z_n)
\]

(stopped when any \(z_j \notin D_t\)) is a local martingale (on SLE probability space). It is important that we compute \(M_t(z_1, \cdots, z_n)\) in (8.17) in local coordinates chart that do not change with \(t\). For instance we can use the identity chart of \(D\), and then for \((\lambda, 0)\)-differentials, we have

\[
M_t(z) = (w_t'(z))^\lambda M(w_t(z)).
\]

Similarly, if \(M\) is a Schwarzian form of order \(\mu\), then

\[
M_t(z) = (w_t'(z))^2 M(w_t(z)) + \mu S_{w_t}(z).
\]

To verify the local martingale condition, it is enough to check that the stochastic differential \(dM_t\) has no drift (i.e., no \(dt\)-term).

**Example.** The simplest example of an SLE martingale-observable is the 1-point function of the bosonic field in the case \(\kappa = 4\),

\[
M(z) = \hat{E}[\Phi(0)(z)] = \sqrt{2} \arg w(z).
\]

We have

\[
d\arg w_t(z) = -\sqrt{\kappa} \text{Im} \frac{1}{w_t} dB_t + (2 - \frac{\kappa}{2}) \text{Im} \frac{1}{w_t^2} dt,
\]

so the drift disappears if \(\kappa = 4\).

- Special cases of the following statement appeared in [BB03] and [RBGW07].

**Proposition 8.3.** If \(X_j \in \mathcal{F}_b\), then the non-random fields

\[
M(z_1, \cdots, z_n) = \hat{E}[X_1(z_1) \cdots X_n(z_n)]
\]

are martingale-observables for SLE(\(\kappa\)).
8.5. Examples

The 2-point functions, \( R_\xi(z_1, \ldots, z_n) \equiv \mathbb{E}_\xi[X_1(z_1) \cdots X_n(z_n)] = \mathbb{E}[e^{i\alpha \Phi_\xi(z_1) \cdots \Phi_\xi(z_n)} X_1(z_1) \cdots X_n(z_n)]. \)

Then
\[
M_t = m(\xi_t, t), \quad m(\xi, t) = (R_\xi \parallel g_t^{-1}).
\]

Note that the function \( m(\xi, t) \) is smooth in both variables. By Itô's formula we have
\[
dM_t = \partial_\xi \bigg|_{\xi=\xi_t} m(\xi, t) \, d\xi_t + \frac{\kappa}{2} \partial^2_\xi \bigg|_{\xi=\xi_t} m(\xi, t) \, dt + L_t \, dt,
\]
where
\[
L_t := \frac{d}{ds} \bigg|_{s=0} (R_{\xi_t} \parallel g_{t+s}^{-1}) = \frac{d}{ds} \bigg|_{s=0} (R_{\xi_t} \parallel g_t^{-1} \circ f_{s,t}^{-1}).
\]

The time-dependent flow \( f_{s,t} = g_{t+s} \circ g_t^{-1} \) satisfies
\[
\frac{d}{ds} f_{s,t}(\xi) = \frac{2}{f_{s,t}(\xi) - \xi_{t+s}}
\]
or
\[
f_{s,t} = \text{id} - 2sv_{\xi_t} + o(s) \quad (s \to 0),
\]
where \( v_\xi(z) = 1/(\xi - z) \). Since the fields in \( \mathcal{F}_{(b)} \) depend smoothly on local charts, it follows from (3.7) that
\[
L_t = (\mathcal{L}_v R_{\xi_t} \parallel g_t^{-1}),
\]
where \( v = -2v_{\xi_t} \). By Ward's equation (8.14), we get
\[
L_t = -2(\mathcal{L}_v R_{\xi_t} \parallel g_t^{-1}) = -\frac{1}{a^2} \partial^2_{\xi_t} R_{\xi_t} \parallel g_t^{-1}).
\]

Thus the drift term of \( dM_t \) vanishes. \[\square\]

Remark. If we insert the degenerate vertex field \( V_{s,(b)}^{-i(a+b)} \) (see Proposition F.2) instead of \( V_{s,(b)}^{i(a+b)} \), then we get martingale-observables for the dual SLE theory, i.e., SLE(\( \kappa' \)), \( (\kappa \kappa' = 16) \).

8.5. Examples

Example 1 (Schramm-Sheffield’s observables) The 1-point functions of the bosonic fields
\[
\hat{\varphi}(z) = \mathbb{E}_\xi[\Phi_{D,p,q}(z)] = 2a \arg w(z) - 2b \arg w'(z), \quad w : (D, p, q) \to (\mathbb{H}, 0, \infty),
\]
were introduced as SLE martingale-observables by Schramm and Sheffield, see [SS10]. By Itô's calculus,
\[
\hat{\varphi}_t(z) = \mathbb{E}_\xi[\Phi_{D_t,\gamma_t,q}(z)] = 2a \arg w_t(z) - 2b \arg w'_t(z)
\]
\[
= 2a \arg w(z) - 2b \arg w'(z) - 2 \sqrt{2} \int_0^t \Im \frac{1}{w_s(z)} \, dB_s.
\]
The fact that the 2-point functions
\[
\mathbb{E}_\xi[\Phi(z_1) \Phi(z_2)] = 2G(z_1, z_2) + \hat{\varphi}(z_1) \hat{\varphi}(z_2)
\]
are martingale-observables is essentially equivalent to the following special case of Hadamard’s variation formula
\[
(8.18) \quad dG_{D_t}(z_1, z_2) = -4\Im \frac{1}{w_t(z_1)} \Im \frac{1}{w_t(z_2)} \, dt = -\frac{1}{2} d(\hat{\varphi}(z_1), \hat{\varphi}(z_2))_t.
\]
Schramm and Sheffield used (8.18) to construct a coupling of SLE and the Gaussian free field such that
\[
E[\hat{\Phi}_{D,p,q} | \gamma[0,t]] = \hat{\Phi}_{D_t,\gamma_t,q}.
\]
Let us outline the main idea and explain how Schramm-Sheffield’s coupling is related to the fact that all \(n\)-point functions
\[
M(z_1, \ldots, z_n) = \tilde{E}[\Phi(z_1) \cdots \Phi(z_n)]
\]
are martingale-observables. For simplicity, we consider the case \(\kappa \leq 4\) (then SLE curves are Jordan, and for all \(z \in D, \xi \in D_t\) almost surely). For a fixed \(t\), we define a random field \(\Psi_t\) in \(D\) as follows. Let \(\text{GFF}(D_t)\) denote the Gaussian free field in \(D_t\) independent of SLE (e.g., consider the pull back of \(\text{GFF}(\mathbb{H})\) by some conformal map from \(D_t\) to \(\mathbb{H}\)) and set
\[
\Psi_t = \hat{\Psi}_t + \text{GFF}(D_t).
\]
It is in fact easy to define \(\Psi_t\) as a distributional field in \(D\), so that the probability space of \(\Psi_t\) is the product of probability spaces of SLE and GFF.

**Claim.** For all \(t\), the correlation functions of \(\Psi_t\) are identical to those of \(\hat{\Phi}\).

**Proof.** We first show that
\[
E[\Psi_t(z_1) \cdots \Psi_t(z_n)] = E_{\text{SLE}} M_t(z_1, \ldots, z_n)
\]
by applying Wick’s calculus to the GFF component of \(E = E_{\text{SLE}} \otimes E_{\text{GFF}}\). Then we verify that \(M_t\) is a global martingale (this requires some simple estimates from complex analysis and stochastic calculus). It follows that
\[
E_{\text{SLE}} M_t(z_1, \ldots, z_n) = M_0(z_1, \ldots, z_n) = E[\hat{\Phi}(z_1) \cdots \hat{\Phi}(z_n)].
\]
See [SS10] for the version of this statement in the case \(4 < \kappa < 8\), and for the limiting case \(t = \infty\). A more subtle question of uniqueness of SLE/GFF coupling was settled by Dubédat [Dub09b].

- **Example 2 (Friedrich-Werner’s formula)** Let us apply Ward’s equations to the function
\[
E[\tilde{T}(z_1) \cdots \tilde{T}(z_n) \mid \text{id}_\mathbb{H}] = E[V^i(a)(0)T(z_1) \cdots T(z_n) \mid \text{id}_\mathbb{H}]
\]
by replacing one of \(T(z_j)\)’s in the right-hand side by the corresponding Lie derivatives, see Propositions 4.9 and 4.11. (As usual, \(\text{id}_\mathbb{H}\) is the identity chart in the upper half-plane \(\mathbb{H}\).) Denote \(z = (z_1, \ldots, z_n)\), \(z_j = (z_1, \ldots, \xi_j, \ldots, z_n)\), and
\[
R(\xi; z) = E[V^i(\xi)T(z_1) \cdots T(z_n)];
\]
this non-random field is a boundary differential in \(\xi\). Then we have
(8.19)
\[
R(\xi; z, z) = L_{v_\xi} R(\xi; z), \quad (\text{in } \text{id}_\mathbb{H}),
\]
where \(v_\xi(\zeta) = 1/(z - \zeta)\). In particular, at \(\xi = 0\), setting \(R(z, z) \equiv R(0; z, z)\), we get a recursive formula
\[
R(z, z) = \frac{h}{z^2} R(z) + \sum_{j=1}^n \left( \left( -1 + \frac{1}{z - z_j} \right) \partial_j + \frac{2}{(z - z_j)^2} \right) R(z) + c \sum_{j=1}^n \frac{R(z_j)}{z_j^4}.
\]
In the case \(\kappa = 8/3\), \((c = 0, h = 5/8)\) and \(z_j = x_j \in \mathbb{R}\), this equation coincides with Friedrich-Werner’s formula ([FW03]) for the function
\[ B(x) = \lim_{\varepsilon \to 0} \frac{P(\text{SLE}(8/3) \text{ hits all } [x_j, x_j + i\varepsilon \sqrt{2}])}{\varepsilon^{2n}}. \]

(Also, the equation (8.16) coincides with their “dynamical” formula in [FW02].)

Since \( B = R = 1 \) for \( n = 0 \), we conclude that

\[ B(x_1, \ldots, x_n) = E[\hat{T}(x_1) \cdots \hat{T}(x_n) \| \text{id}_\mathbb{H}] . \]

One can in fact interpret the argument in [FW03] in terms of Lie derivatives and directly relate it to the equation (8.19).

We will use the restriction property of SLE(8/3); see [LSW03] or Example 3 below:

- the law of SLE(8/3) in \( \mathbb{H} \) conditioned to avoid a fixed hull \( K \) is identical to the law of SLE(8/3) in \( \mathbb{H} \setminus K \);
- equivalently, there exists \( \lambda \) such that for all \( K \),
  \[ P(\text{SLE}(8/3) \text{ avoids } K) = [\Psi'_K(0)]^\lambda, \]
  where \( \Psi_K \) is the conformal map \( (\mathbb{H} \setminus K, 0, \infty) \to (\mathbb{H}, 0, \infty) \) satisfying \( \Psi_K'(\infty) = 1 \). (The restriction exponent \( \lambda \) of SLE(8/3) is equal to 5/8.)

Define the non-random field \( A(\xi, x_1, \ldots, x_n) \) of \( n + 1 \) variables as follows:

- \( A \) is a boundary differential of conformal dimension \( \lambda \) with respect to \( \xi \) and of conformal dimension 2 with respect to \( x_j \);
- \( (A(\xi, x_1, \ldots, x_n) \| \text{id}_\mathbb{H}) = B(x_1 - \xi, \ldots, x_n - \xi) \).

**Claim.**

\[ A(0; x, x) = L_v A(0; x). \]

(So \( B \) and \( R \) satisfy the same recursive equation and are therefore equal.)

**Proof of Claim.** Denote \( x = (x_1, \ldots, x_n) \). We write \( P(x) \) for the probability that SLE(8/3) path hits all segments \([x_j, x_j + i\varepsilon \sqrt{2}]\) and \( P(x \mid -x) \) for the same probability conditioned on the event that the path avoids \([x, x + i\varepsilon \sqrt{2}]\). By construction,

\[ P(x, x) \approx \varepsilon^{2(n+1)} A(0; x, x). \]

On the other hand, by the restriction property of SLE(8/3), we have

\[ P(x, x) = P(x) - P(x \mid -x)(1 - P(x)) \approx \varepsilon^{2n} (A(0; x) - \Psi'(0)^3 \Psi'(x_1)^2 \cdots \Psi'(x_n)^2 A(\Psi(0); \Psi(x_1), \ldots, \Psi(x_n))). \]

where \( \Psi(z) = \sqrt{(z - x)^2 + 2\varepsilon^2 + x} \).

It follows from (8.20) and (8.21) that

\[ A(0; x) = \frac{1}{\varepsilon^2} (A(0; x) - \Psi'(0)^3 \Psi'(x_1)^2 \cdots \Psi'(x_n)^2 A(\Psi(0); \Psi(x_1), \ldots, \Psi(x_n))) \approx L_v A(0; x), \]

where \( v \) is the vector field of flow \( \Psi_t(z) = \sqrt{(z - x)^2 - 2t + x} \). Clearly, \( v = v_x \).
Example 3 (Lawler-Schramm-Werner’s restriction formula) Restriction property of SLE(8/3) follows, by optional stopping theorem, from the fact that for each compact hull $K$,

$$M_t = (\mathbb{E} V^{\infty}_{\xi_t}(\gamma_t; D_t \setminus K) \| g_t)$$

is a local martingale. This is a special case of Lawler-Schramm-Werner’s formula (8.22) the drift term of

$$dM_t = \frac{c}{6} S_h(t) M_t \, dt, \quad (\xi_t = \sqrt{\kappa} B_t),$$

which holds for all $\kappa \leq 4$. On the event $\gamma[0, \infty) \cap K = \emptyset$, a conformal map $h_t : \Omega_t = g_t(D_t \setminus K) \to \mathbb{H}$ is defined by

$$h_t = \tilde{g}_t \circ \Psi_K \circ g_t^{-1},$$

where $\tilde{g}_t$ is a Loewner map from $\tilde{D}_t = D \setminus \tilde{\gamma}[0, t]$ onto $\mathbb{H}$, $\tilde{\gamma}(t) = \Psi_K \circ \gamma(t)$, and $\Psi_K$ is the conformal map $(\mathbb{H} \setminus K, 0, \infty) \to (\mathbb{H}, 0, \infty)$ satisfying $\Psi_K'(\infty) = 1$. Let $\tilde{\xi}_t = h_t(\xi_t)$. Then $h_t$ satisfies

$$h_t(z) = \frac{2 h_t'(\xi_t)^2}{h_t(z) - \xi_t} - \frac{2 h_t'(z)}{z - \xi_t},$$

see e.g., [LSW03].

![Figure 8.2. The conformal maps, $\Psi_K, g_t, \tilde{g}_t$, and $h_t$](image)

We now explain why the central charge and the Schwarzian derivative appear in the formula (8.22). To prove this formula, denote

$$F(z, t) := (\mathbb{E} V^\infty_{\Omega_t}(z) \| \text{id}).$$

Then $F(z, t) = (\mathbb{E} V^\infty_{\Omega_t} \| h_t^{-1})(z)$ and

$$M_t = F(\xi_t, t) = (\mathbb{E} V_{\Omega_t}(\xi_t) \| \text{id}).$$

The function $F$ is smooth in both variables, so by Itô’s formula,

the drift term of $dM_t = \dot{F}(\xi_t, t) \, dt + \frac{\kappa}{2} F''(\xi_t, t) \, dt$. 
For the first term of the right-hand side, we represent $\dot{F}$ in terms of the Lie derivatives:

$$
\dot{F}(z, t) = \frac{d}{ds} \Big|_{s=0} (E V_H \| h_t^{-1})(z) = \frac{d}{ds} \Big|_{s=0} (E V_H \| h_t^{-1} \circ f_{s,t}^{-1})(z)
$$

where $f_{s,t} = h_{t+s} \circ h_t^{-1}$ and

$$
(v \| id_H) = \frac{d}{ds} \Big|_{s=0} f_{s,t} = h_t \circ h_t^{-1}.
$$

It follows from (8.23) that

$$
(v \| id_H)(\zeta) = -2h_t'(\xi_t)^2 \frac{1}{\xi_t - \zeta} + 2h_t'(h_t^{-1}(\zeta)) \frac{1}{\xi_t - h_t^{-1}(\zeta)}.
$$

By Proposition 4.12 we have

$$
\dot{F}(z, t) = -2h_t'(\xi_t)^2h_t'(z)\lambda(E A_H(\xi_t) V_H(h_t(z)) \| id_H) + 2(E L_{v_t} V_{\Omega_t} \| id_{\Omega_t})(z),
$$

where $\lambda$ is the conformal dimension of $V$. It follows from conformal invariance that

$$
\dot{F}(z, t) = -2(E A_{\Omega_t}(\xi_t) V_{\Omega_t}(z) \| id) + 2(E L_{v_t} V_{\Omega_t} \| id)(z).
$$

Let us now apply Proposition 4.3 to the right-hand side of the above equation:

$$
\dot{F}(\xi_t, t) = \lim_{z \to \xi_t} \dot{F}(z, t) = -2(E A_{\Omega_t} \ast V_{\Omega_t}(\xi_t) \| id).
$$

At the same time, we have

$$
\frac{\kappa}{2} F''(\xi_t, t) = \frac{\kappa}{2}(E \partial^2_{\xi} \bigg|_{\xi=\xi_t} V_{\Omega_t}(\xi) \| id) = 2(E T_{\Omega_t} \ast V_{\Omega_t}(\xi_t) \| id).
$$
Vertex observables

In this last lecture we will look at some examples of “primary” SLE observables, i.e., observables that have a covariant dependence on local coordinates. This is the type of dependence that appears as a result of rescaling or normalization of probabilities and expectations, in particular in lattice models. As we explained in the previous lecture, correlators of primary fields in $\hat{F}_b$-theories are examples of such observables. In this lecture we will expand our collection of primary fields by considering normalized tensor products of chiral vertex fields and their conjugates. Further “primary” observables can be obtained from singular vectors and, in some cases, by such operations as differentiation, integration, and “screening.” By Itô’s calculus, “primary” SLE observables are solutions to 2nd order linear differential equations, which in general are not easy to solve. The knowledge of a large collection of (multi-point) primary fields allows us, in some cases, to identify particular solutions by calculus of conformal dimensions. This is somewhat related to “Coulomb gas” methods in the physical literature.

9.1. Holomorphic 1-point vertex fields

Definition. We want to construct holomorphic single variable differentials in $\hat{F}_b$-theory. Chiral vertex fields rooted at $q$, the central charge modification point, considered under the boundary condition changing operation (see Section 8.2) seem to be natural candidates. The problem with this construction is the divergence at $q$ so, as in Section 7.3, where we defined rooted vertex fields, we will use a certain normalization procedure. (We will use it again to define correlators and, more generally, tensor product of such fields in the next section.)

The idea is to start with a (well-defined) chiral bi-vertex field,

$$\hat{V}_{i\sigma}(z, z_0) = w^{\sigma_a} (w')^{\sigma_a/2 - \sigma_b} w_0^{\sigma_a} (w_0')^{\sigma_a/2 + \sigma_b} (w - w_0)^{-\sigma^2} e^{i\sigma \Phi_0(z, z_0)},$$

see the last example in Section 8.2 and normalize it so that the limit exists as $z_0 \to q$. We denote this limit by $\hat{V}_{i\sigma}(z)$. Then it satisfies the equations of $\hat{F}_b$-theory, in particular Cardy’s equations. It turns out that by simply ignoring all terms in (9.1) involving the point $z_0$, we arrive to the following correct definition:

$$O(\sigma)(z) \equiv \hat{V}^{i\sigma}(z) = w^{\sigma_a} (w')^{\lambda} e^{i\sigma \Phi_0(z)},$$

where $\lambda = \sigma^2/2 - \sigma b$. More accurately, the expression for $O(\sigma)$ can be described as a limit similar to the formula (7.13) in Section 7.3. The vertex fields $O(\sigma)$ are invariant with respect to $\text{Aut}(D, p, q)$.

Proposition 9.1. The 1-point function $M = E O(\sigma)$ is an SLE martingale-observable.
It is of course very easy to verify this statement by Itô’s calculus but the point is that we can get it as a limit of Cardy’s equations for bi-vertex fields. Indeed, let \( R_{t}(z, z_0) \) denote the 1-point function martingale of the bi-vertex field. We have

\[
R_{t}(z, z_0) = M_t(z) E_t(z, z_0),
\]

where

\[
E_t(z, z_0) = w_t(z_0) \alpha (w'_t(z)) \beta (w_t(z) - w_t(z_0)) \gamma
\]

with appropriate exponents. Since \( R_{t} \) is a local martingale, the drift of \( M_t \) is equal to that of \( -M_t \frac{dE_t}{E_t} \). It is trivial to see that \( \frac{dE_t}{E_t} \rightarrow 0 \) \((z_0 \rightarrow q)\), for any combination of the exponents, and this proves the statement. (We will refer to this argument again in the next section.)

*Conformal dimensions.* The normalization procedure in the definition of \( O^{(\sigma)} \) produces covariance with respect to \( q \).

**Proposition 9.2.** The 1-point function \( M = E O^{(\sigma)} = w^{\sigma}(w')^\lambda \) is an \( \text{Aut}(D, p, q) \)-invariant holomorphic \( \lambda \)-differential with respect to \( z \) and a boundary \( \lambda_q \)-differential with respect to \( q \), where

\[
\lambda = \frac{\sigma^2}{2} - \sigma b, \quad \lambda_q = \lambda + \sigma a.
\]

Every martingale-observable with the stated properties is the expectation of some vertex field \( O^{(\sigma)} \).

**Proof.** See Example in Section 7.3 for the value of \( \lambda_q \). The last part, first mentioned in Smirnov, see [Smi06], follows from Itô’s formula. Let \( M_t = f(w_t)(w'_t)^\lambda \). Driftlessness of \( M_t \) reduces to Cauchy-Euler equation in \((\mathbb{H}, 0, \infty)\). Thus \( M(z) = C_1 z^{\alpha} + C_2 z^{\alpha_2} \) or \( C_1 z^{\alpha} + C_2 z^{\alpha} \log z \) in the \((\mathbb{H}, 0, \infty)\)-uniformization. We can take \( C_2 = 0 \) because \( M \) is a boundary differential at \( q \). \( \square \)

Note that

(a) \( \lambda = 0 \) if and only if \( \sigma = 2b \) (or \( \sigma = 0 \));

(b) \( \lambda = 1 \) if and only if \( \sigma = -2a \) or \( \sigma = \frac{1}{a} = 2(a + b) \);

(c) \( \lambda_q = 0 \) if and only if \( \sigma = 2(b - a) \) (or \( \sigma = 0 \)).

*Special cases.* Suppose \( \sigma \neq 0 \).

(a) If \( \lambda = 0 \) (i.e., \( M \) is a scalar), then

\[
M = w^\beta, \quad \beta = \lambda_q = 1 - 4/\kappa, \quad (\kappa \neq 4)
\]

(a conformal map onto a wedge). These “wedge” observables are some of the simplest (and well-known) SLE martingale-observables. For example, if \( \kappa = 2 \), then the observable

\[
\text{Im } M_{D, p, q} = \frac{P(z, p)}{N_q P(\cdot, p)}
\]
plays an important role in the theory of loop-erased random walks (LERWs), see [LSW04]. Here $P$ is the Poisson kernel, and $N_q P(\cdot, p)$ is its normal derivative at $q$.

**Remark.** For $\kappa > 4$, the wedge observables $M$ have the following probabilistic interpretation. Let $\eta_\varepsilon$ denote a point on $\partial D$ at distance $\varepsilon$ from $q$ (in a local chart $\phi$). Then
\[
\lim_{\varepsilon \to 0} \frac{P(\tau_z = \tau_{\eta_\varepsilon})}{\varepsilon^\beta} = \text{const} \, \text{Im} \left( M^{(2b)}(z) \| \phi \right),
\]
where $\text{const}$ is the normalization constant, and also
\[
\lim_{\varepsilon \to 0} \frac{P(\tau_z > \tau_{\eta_\varepsilon})}{\varepsilon^\beta}
\]
is a linear combination of real and imaginary parts of $(M^{(2b)}(z) \| \phi)$. These facts follow from Cardy’s formula (9.10) which we discuss later in this lecture; $\tau_z$ and $\tau_{\eta_\varepsilon}$ are the SLE stopping times (8.2). In particular, it is clear from this interpretation why wedge observables are scalars with respect to $z$ and have non-trivial conformal dimensions with respect to $q$.

(b) If $\lambda_q = 0$, then
\[
M = \left( w'/w \right)^\lambda = (f')^\lambda, \quad \lambda = 8/\kappa - 1,
\]
where $f = \log w$ is a map onto the strip. Smirnov used this observable with $\kappa = 16/3$ in his study of the random cluster version of the Ising model, see [Smi10].

**Remark.** If $\kappa \in (4, 8)$, then the boundary values of this $M$ have the following interpretation (another special case of Cardy’s formula, see Proposition 9.8). For $\eta \in \partial D \setminus \{p, q\}$ let $P(\eta, \varepsilon)$ denote the probability that the SLE curve hits the boundary interval with endpoint $\eta$ of length $\varepsilon$, where $\varepsilon \ll 1$ is measured in a local chart $\phi$. Then
\[
\lim_{\varepsilon \to 0} \frac{P(\eta, \varepsilon)}{\varepsilon^\lambda} = \text{const} \left( M^{(2b-2a)}(\eta) \| \phi \right),
\]
where $\text{const}$ is the normalization constant which depends on $(D, p, q)$ and $\kappa$. Clearly, if the limit exists and is non-trivial, then it gives a boundary martingale-observable of conformal dimensions $\lambda$ at $\eta$ and zero at $q$. On the other hand, $M^{(2b-2a)}$ is the only observable with these properties. This argument certainly does not prove the existence of the limit but it provides a quick “physical” answer. (See the formula (9.8) involving Beffara’s observables for a similar statement at interior points.)

(c) If $\lambda + \lambda_q = 0$, then $\sigma = 2b - a$ and
\[
M = \left( w'/w^2 \right)^\lambda = (f')^\lambda, \quad \lambda = 3/\kappa - 1/2,
\]
where $f = -1/w$ is a map onto the half-plane. In the case $\kappa = 2$, this observable $M$ is the derivative of the LERW observable (9.2). In the case $\kappa = 3$, $M$ plays a crucial role in Smirnov’s work on spin Ising model, see [CS09]. In both cases, one can explain the relation $\lambda + \lambda_q = 0$ from the point of view of discrete models – it comes from the rescaling of the corresponding partition functions. Smirnov suggested that the two series (b) and (c) of SLE observables describe the general random cluster and $O(N)$ models, respectively.
9.2. Normalized tensor products

- Definition. To define the product of \( O^{(\sigma_1)}(z_1) \) and \( O^{(\sigma_2)}(z_2) \), \( z_1 \neq z_2 \), we again need normalization because \( E[\Phi^+(0)z_1, \Phi^+(0)z_2] \) diverges. Applying the same idea as in Section 9.1 (normalizing the product of bi-vertex fields properly and then taking a limit), we define

\[
O^{(\sigma_1)}(z_1) \ast O^{(\sigma_2)}(z_2) = M_1M_2(w_1 - w_2)^{\sigma_1\sigma_2}e^{i\sigma_1\Phi^+(0)z_1+i\sigma_2\Phi^+(0)z_2},
\]

where \( M_j = E[O^{(\sigma_j)}] = w_j^{\sigma_j/2-\sigma_jb} \) and \( w_j = w(z_j), w_j' = w'(z_j) \). Again, a simple way to express this definition is to say that we ignore all \( q \)-terms in the cross-ratio (7.7) when we compute the expectation of Wick’s exponentials. The term \( (w_1 - w_2)^{\sigma_1\sigma_2} \) appears from the following computation: if \( \alpha_1, \alpha_2 \) are two non-intersecting paths connecting from \( q \) to \( z_1, z_2 \), respectively, then ignoring the \( q \)-terms, we have

\[
E[\Phi^+(0)z_1, \Phi^+(0)z_2] = \int_{\alpha_1} \int_{\alpha_2} E[J(0)\zeta J(0)\eta] d\zeta d\eta
= \int_{\alpha_2} \frac{1}{\zeta - \eta} \left[ \frac{\zeta}{\eta} \right]^{-z_1} \eta = -\log(z_1 - z_2), \quad (\text{in } \mathbb{H}).
\]

Note the monodromy in the expectation of the tensor product. There is no difficulty in extending the concept of martingale-observable to multivalued functions – each continuous branch should be a martingale-observable.

In a similar way, we can use \( E[\Phi^+(0)z_1, \Phi^+(0)z_2] = \log(z_2 - z_1) \) to define

\[
O^{(\sigma_1)}(z_1) \ast \overline{O^{(\sigma_2)}(z_2)} = M_1\overline{M_2}(w_1 - \bar{w}_2)^{\sigma_1\sigma_2}e^{-i\sigma_1\Phi^+(0)z_1-i\sigma_2\Phi^+(0)z_2}.
\]

- General 1-point vertex fields. This last definition (9.4) can be extended to the case \( z = z_1 = z_2 \), cf. (2.9), so if we denote

\[
O^{(\sigma,\sigma)}(z) = O^{(\sigma)}(z) \ast O^{(\sigma)}(z),
\]

then we have

\[
O^{(\sigma,\sigma)}(z) = (w - \bar{w})^{\sigma,\sigma} \bar{w}^{\sigma_2} \bar{w}^{\sigma_2} (w')^{\lambda} (\bar{w})^{\lambda^*} e^{-i\sigma \Phi^+(0) - i\sigma_2 \Phi^+(0)},
\]

where

\[
\lambda = \frac{\sigma_2}{2} - \sigma b, \quad \lambda^* = \frac{\sigma_2}{2} - \sigma_2 b
\]

(the conformal dimensions with respect to \( z \)).

- Special cases. Up to constant factors, we have the following relations:

(a) The non-rooted bi-vertex chiral field of \( \tilde{F}_{(b)} \)-theory,

\[
O^{(\sigma)}(z_1) \ast O^{(-\sigma)}(z_2) = \tilde{V}^{i\sigma}(z_1, z_2).
\]

This can be shown by direct substitution \( \sigma_1 = \sigma, \sigma_2 = -\sigma \) into (9.3). We get (9.1) because \( \Phi^+(0)z_1, \Phi^+(0)z_2 = \Phi^+(0)z_1, \Phi^+(0)z_2 \). Alternately, we can take the limit \( z_0 \to q \) in the identity

\[
\tilde{V}^{i\sigma}(z_1, z_0)\tilde{V}^{-i\sigma}(z_2, z_0) = \tilde{V}^{i\sigma}(z_1, z_2);
\]
(b) The non-rooted and non-chiral vertex field of \( \mathcal{F}_b \)-theory,
\[
\mathcal{O}^{(\sigma, -\sigma)} = \hat{\Phi}^{, i \sigma},
\]
see (8.13). This follows from the identity \( \Phi^+_{(0)} + \Phi^-_{(0)} = 2 \Re \Phi^0_{(0)} = \Phi_{(0)} \).
(c) The dual vertex field of \( \mathcal{F}_b \)-theory,
\[
\mathcal{O}^{(\sigma, \sigma)} = (w - \bar{w})^{2\sigma_0} |w|^{2\sigma_1} |w'|^{2\lambda} e^{i\sigma - \sigma \Phi_{(0)}}.
\]
(It is the properly normalized and modified exponential of the harmonic conjugate bosonic field \( \Phi \), see (7.1).) Note that \( \mathcal{O}^{(\sigma, \sigma)} \) is a real field if \( \sigma \in \mathbb{R} \). (In general \( \mathcal{O}^{(\sigma, \sigma)} \) is real if and only if \( \sigma_+ = \sigma_- \).

- **Multipoint vertex fields.** We can extend the definition to products of \( n \) fields, e.g.,
\[
\mathcal{O}^{(\sigma_1)}(z_1) \star \ldots \star \mathcal{O}^{(\sigma_n)}(z_n) = M_1 \ldots M_n \prod_{j < k} (w_j - w_k)^{\sigma_j \sigma_k} e^{i\sigma_1 \Phi^+_{(0)}(z_1) + \ldots + i\sigma_n \Phi^+_{(0)}(z_n)}.
\]
In particular, we have
\[
\mathcal{E} \mathcal{O}^{(\sigma_1, \sigma^*_{-1})}(z_1) \star \ldots \star \mathcal{O}^{(\sigma_n, \sigma^*_{-n})}(z_n) = \prod_j \mathcal{E} \mathcal{O}^{(\sigma_j, \sigma^*_{-j})}(z_j) \prod_{j < k} L_{j,k}(z_j, z_k),
\]
where
\[
L_{j,k}(z_j, z_k) = (w_j - w_k)^{\sigma_j \sigma_k} (w_j - w_k)^{\sigma_j \sigma^*_{-k}} (w_j - w_k)^{\sigma^*_{-j} \sigma_k}.
\]
In general, the operation \( \star \) is commutative (in the sense of multivalued functions), associative, and real (i.e., \( A \star B = A \star B \)).

- **Cardy’s equations and SLE martingale-observables.** It is not difficult to show that Cardy’s equations survive under the normalization procedure.

**Proposition 9.3.** Normalized correlations \( M \) of chiral vertex fields (and their complex conjugates) satisfy Cardy’s equations:
\[
\mathcal{L}_{v_0} M = \frac{1}{2a^2} (\sum \partial_j + \bar{\partial}_j)^2 M.
\]

**Example.** Let \( M = \mathcal{E} X \), where
\[
X(z_1, \ldots, z_n) = \mathcal{O}^{(\sigma_1, \sigma^*_{-1})}(z_1) \star \ldots \star \mathcal{O}^{(\sigma_n, \sigma^*_{-n})}(z_n).
\]
In \( (\mathbb{H}, 0, \infty) \), \( M \) reads as
\[
\prod_j z_j^{\sigma_j} \bar{z}_j^{\sigma^*_{-j}} (z_j - \bar{z}_j)^{\sigma_j \sigma^*_{-j}} \prod_{j < k} (z_j - z_k)^{\sigma_j \sigma_k} (\bar{z}_j - \bar{z}_k)^{\sigma^*_{-j} \sigma^*_{-k}} (z_j - \bar{z}_k)^{\sigma^*_{-j} \sigma_k} (\bar{z}_j - z_k)^{\sigma^*_{-j} \sigma^*_{-k}}
\]
and satisfies the 1st order linear PDE
\[
\frac{1}{a} \sum_j (\partial_j + \bar{\partial}_j) M = \sum_j (\frac{\sigma_j}{z_j} + \frac{\sigma^*_{-j}}{\bar{z}_j}) M,
\]
Cardy’s equation for \( M \) is the 2nd order PDE
\[
\frac{1}{2a^2} (\sum \partial_j + \bar{\partial}_j)^2 M = -(a + b) \sum \left( \frac{\sigma_j}{z_j^2} + \frac{\sigma^*_{-j}}{\bar{z}_j^2} \right) M + \frac{1}{2} \left( \sum \frac{\sigma_j}{z_j} + \frac{\sigma^*_{-j}}{\bar{z}_j} \right)^2 M
\]
\[
= \sum \left( -\frac{\partial_j}{z_j} + \frac{\lambda_j}{z_j^2} - \frac{\bar{\partial}_j}{\bar{z}_j} + \frac{\lambda^*_{-j}}{\bar{z}_j^2} \right) M = \mathcal{L}_{v_0} M.
\]
Proposition 9.4. Normalized correlations of chiral vertex fields (and their complex conjugates) are SLE observables.

This follows from the argument in the proof of Proposition 9.1.

- **Conformal dimensions at q.** The next proposition gives a necessary and sufficient condition for a multipoint vertex field to be a 0-boundary differential at q.

**Proposition 9.5.** Let \( X(z_1, \ldots, z_n) = \mathcal{O}^{(\sigma_1, \sigma_1)}(z_1) \ast \ldots \ast \mathcal{O}^{(\sigma_n, \sigma_n)}(z_n) \). Then \( X \) is a boundary differential at \( q \) of dimension

\[
\lambda_q(X) = (a - b)\Sigma + \frac{1}{2}\Sigma^2, \quad \Sigma := \sum_j (\sigma_j + \sigma_{sj}).
\]

In particular,

\[
\lambda_q(X) = 0 \quad \text{if and only if} \quad \Sigma = 0 \quad \text{or} \quad \Sigma = 2b - 2a.
\]

**Proof.** Let \( M_j(z_j) = \mathbb{E} \mathcal{O}^{(\sigma_j, \sigma_j)}(z_j) \) and \( \Sigma_j = \sigma_j + \sigma_{sj} \). Since \( X/(\mathbb{E} X) \) is a 0-boundary differential at \( q \), it follows from (9.5) that

\[
\lambda_q(X) = \sum_j \lambda_q(M_j) + \sum_{j<k} \lambda_q(L_{j,k})
= \sum_j \left((a - b)\Sigma_j + \frac{1}{2}\Sigma_j^2\right) + \sum_{j<k} \Sigma_j\Sigma_k = (a - b)\Sigma + \frac{1}{2}\Sigma^2.
\]

\( \square \)

### 9.3. 1-point martingale-observables

- **Vertex observables.** Recall the expression for the 1-point observables that we get from vertex fields:

\[
M^{(\sigma, \sigma^*)} \equiv \mathbb{E} \mathcal{O}^{(\sigma, \sigma^*)} = (w - \bar{w})^{\sigma}\sigma^* w^{\sigma^*} \bar{w} w^{\sigma^*} (w')^{\lambda} \left(\bar{w}'\right)^{\lambda^*},
\]

where

\[
\lambda = \frac{\sigma^2}{2} - \sigma b, \quad \lambda^* = \frac{\sigma^2}{2} - \sigma^* b.
\]

We can rewrite \( M \) in terms of the conformal radius:

\[
M = i^{\sigma^*} C^{\sigma\sigma^*} |w'|^{\sigma\sigma^*} w^{\sigma^*} \bar{w}^{\sigma^*} (w')^{\lambda} \left(\bar{w}'\right)^{\lambda^*}.
\]

Recall that \( C = |w - \bar{w}|/|w'| \); and \( (C \| \text{id}_D) \asymp \text{dist}(\cdot, \partial D) \). If we ignore the constant factor \( i^{\sigma^*} \), then

\[
\mathcal{O}^{(\theta, \theta^*)} = \mathcal{O}^{(\theta, \theta^*)}.
\]

It follows that the 1-point observable \( M^{(\sigma, \sigma^*)} \) has non-trivial boundary values on \( \partial D \setminus \{p, q\} \) only if either \( \sigma \) or \( \sigma^* \) is zero.

- Unlike the holomorphic case, see Proposition 9.2, not all 1-point martingale-observables can be represented by vertex fields. For example, Schramm’s observable

\[
M(z) = \mathbb{P}\{z \text{ is to the left of } \gamma\}, \quad 0 < k < 8, \ z \in D
\]

is not of the form \( M = M^{(\sigma, \sigma^*)} \). (The winding number of the positively oriented closed curve \( \gamma \cup \widehat{qp} \) around \( z \) is well-defined because \( z \) is off the curve \( \gamma \) almost surely. This winding number is either 0 or 1 since \( \gamma \) is almost surely non-self-crossing. We
say that $z$ is to the left of $\gamma$ if this winding number is 1.) Indeed, Schramm’s observable has dimensions $\lambda = \lambda_s = \lambda_q = 0$ but the scalar field $I(I(z) \equiv 1)$ is the only vertex field with such dimensions.

In addition to vertex observables, we can consider expectations (and correlations) of singular vectors (so we get “primary” observables). The simplest is the case of level one singular vectors, which are (up to conjugation) just the $\partial_2$-derivative of scalar fields. It is of course always true that derivatives of martingale-observables are martingale-observables. Conversely, if a martingale-observable $X$ is a $(1,0)$-differential, then for any curve $\alpha$, $\int_\alpha X$ is a local martingale. We continue this discussion in the next section.

**Example: Schramm’s observables.** Let $M(z) = \mathbb{P}\{z \text{ is to the left of } \gamma\}$. Then $\partial M$ is a martingale-observable with

$$\lambda = 1, \quad \lambda_s = 0, \quad \lambda_q = 0.$$ 

It is easy to find a vertex field with these conformal dimensions (applying (9.6) and Proposition 9.5), namely $O(-2a, 2b)$, so its expectation

$$E O(-2a, 2b) = \left(\frac{w - \bar{w}}{|w|}\right)^{\frac{8}{\kappa} - 2} \frac{w'}{w}$$

is a natural candidate for $\partial M$ (up to a constant). (If $\kappa = 2$, then

$$E O^{(a, 2b)} = E O^{(1, -1)} = \frac{ww'}{\bar{w}(w - \bar{w})}$$

is the other possible martingale-observable. However, $M$ is the function of arg $w$ only, so it cannot be a “primitive” of $E O^{(1, -1)}$.)

Let $N$ be a primitive of $E O(-2a, 2b)$, i.e., $\partial N = E O(-2a, 2b)$. In $(\mathbb{H}, 0, \infty)$, on a circle $z = re^{i\theta}$ we have

$$dN = (\sin \theta)^{\frac{8}{\kappa} - 2} d\theta,$$

therefore

$$N(z) = \int^\theta_0 (\sin t)^{\frac{8}{\kappa} - 2} dt.$$ 

Taking into account the boundary values of $M$, we get the presumptive formula

$$M(z) = \frac{\int^\theta_0 (\sin t)^{\frac{8}{\kappa} - 2} dt}{\int^\pi_0 (\sin t)^{\frac{8}{\kappa} - 2} dt}, \quad \theta = \text{arg } w(z).$$

We only need to apply the optional stopping time (and some basic SLE properties) to justify it rigorously.

**Example: Beffara’s observables.** Let $\kappa < 8$ and $\mathbb{P}(z, \varepsilon)$ denote the probability that the SLE curve hits the disc at $z$ of size $\varepsilon$, where $\varepsilon \ll 1$ is measured in a local chart $\phi$. We define

$$\langle M(z) \parallel \phi \rangle = \lim_{\varepsilon \to 0} \frac{\mathbb{P}(z, \varepsilon)}{\varepsilon^\delta},$$

(9.7)
where \( \delta \) is some positive number. If the limit exists and is non-trivial (for all \( z \in D \)), then \( M \) is a real martingale-observable of conformal dimensions

\[
\lambda = \lambda_\ast = \delta/2, \quad \lambda_q = 0.
\]

It is clear that the vertex field \( \mathcal{O}^{(b-a,b-a)} \) has those properties. (The only other possibility \( (\sigma, \sigma_\ast) = \pm (\sqrt{\delta}, -\sqrt{\delta}) \) with \( \kappa = 4 \) gives wrong boundary values.) We can conjecture that \( M \) is \( \mathcal{E} \mathcal{O}^{(b-a,b-a)} \) up to a constant. Then

\[
\delta = 2\lambda = (b-a)^2 - 2b(b-a) = 1 - \frac{\kappa}{8}
\]

and

\[
M(z) = \text{const } y^{\frac{\kappa}{\delta} + \frac{\delta}{\kappa} - 2} \cdot |z|^{1 - \frac{\delta}{\kappa}} \quad \text{ (in } \mathbb{H}).
\]

The justification of this conclusion (in particular, the existence of the limit (9.7)) is not as easy, e.g., see [LW10]. Beffara proved the estimate

\[
(9.8) \quad P(z, \varepsilon) \asymp \varepsilon^{1 - \frac{\delta}{8}} \mathcal{E} \mathcal{O}^{(b-a,b-a)}
\]

and used it together with the second moment estimate to derive that the Hausdorff dimension of SLE curves is almost surely \( 1 + \kappa/8 \), see [Bef08].

### 9.4. Multi-point observables

There are many natural, geometrically defined SLE multi-point observables, e.g., various multi-point generalizations of Schramm’s and Beffara’s observables, or the Friedrich-Werner observables in the case \( \kappa \neq 8/3 \). Can vertex fields (“Coulomb gas formalism”) be useful in the identification (heuristical) of (at least some) of them? The answer is not obvious but in any case it is clear that it would be useful to construct, in addition to vertex observables, as many “primary” observables as possible. For example, Friedrich-Werner’s formula involves correlations of a singular vector. One can consider singular vectors (of all levels) and one can also modify correlations of primary fields by “screening,” one of the basic operations in Coulomb gas formalism. Let us start with a historically important:

- **Example: Cardy’s observables.** Let \( \kappa > 4 \), \( z \in D \), \( \eta \in \widehat{qp} \subset \partial D \), where \( \widehat{qp} \) is the positively oriented arc from \( q \) to \( p \). Three “geometric” observables:

\[
M(z, \eta) = P(\tau_z < \tau_\eta), \quad P(\tau_z = \tau_\eta), \quad P(\tau_z > \tau_\eta),
\]

are all real with all conformal dimensions zero. No such vertex exists except the scalar field \( I \). We will argue as in the case of Schramm’s observable in Section 9.3. We try to identify the derivative \( \partial M \) with a multi-point vertex field which has conformal dimensions

\[
(9.9) \quad \lambda = 1, \quad \lambda_\ast = 0, \quad \lambda_\eta = 0, \quad \lambda_q = 0.
\]

By dimension calculus, see (9.6) and Proposition 9.5, we immediately find that the vertex field \( \mathcal{O}^{(-2a)}(z) \ast \mathcal{O}^{(2b)}(\eta) \) satisfies (9.9). Let \( N \) be a martingale-observable (scalar in all variables) such that

\[
\partial_z N(z, \eta) = \text{const } \mathcal{E} \mathcal{O}^{(-2a)}(z) \ast \mathcal{O}^{(2b)}(\eta) = w^{-\frac{4}{\kappa}} \eta^{-\frac{4}{\kappa}} (w - w_\eta)^{\frac{\kappa}{2} - 2} w',
\]
where \( w = w(z) \) and \( w_\eta = w(\eta) \). We will take

\[
N(z) = \frac{\int_p E O^{(-2a)}(\zeta) \ast O^{(2b)}(\eta)}{\int_p E O^{(-2a)}(\zeta) \ast O^{(2b)}(\eta)},
\]

where \( \zeta \) is the integration variable. The integral converges because \( \kappa > 4 \). By Schwarz-Christoffel, \( N \) is a conformal map onto the triangle with angles \((1 - 4/\kappa) \pi \) at \( N(p) = 0 \) and \( N(q) = 1 \), and \((8/\kappa - 1) \pi \) at \( N(\eta) \) with \( \text{Re} N(\eta) = 1/2 \). Using the stopping time \( \tau = \tau_z \wedge \tau_\eta \) and the fact (basic complex analysis) that

\[
N_\tau = 0 \text{ if } \tau_z < \tau_\eta, \quad N_\tau = 1 \text{ if } \tau_z > \tau_\eta, \quad N_\tau = 1/2 + i \text{Im} N(\eta) \text{ if } \tau_z = \tau_\eta,
\]

we easily justify Cardy’s formulae

\[
P(\tau_z > \tau_\eta) = \text{Re} N(z) - \frac{\text{Im} N(z)}{2 \text{Im} N(\eta)}, \quad P(\tau_z = \tau_\eta) = \frac{\text{Im} N(z)}{\text{Im} N(\eta)}.
\]

- **Cardy’s formulae** in the boundary case \((z = \eta_0 \in \partial D)\) describe the probability that the SLE curves hit some boundary intervals.

**Proposition 9.6.** If \( \eta_0 \in \hat{\eta}p \), then

\[
P(\gamma \text{ hits } \hat{\eta}_0 \eta) = \frac{\int_{\eta_0}^{\eta} E O^{(-2a)}(\zeta) \ast O^{(2b)}(\eta)}{\int_p E O^{(-2a)}(\zeta) \ast O^{(2b)}(\eta)},
\]

where \( \zeta \) is the integration variable.

**Proof.** The event \( \{\tau_{\eta_0} > \tau_\eta\} \) does not occur. Thus we get

\[
P(\gamma \text{ hits } \hat{\eta}_0 \eta) = P(\tau_{\eta_0} < \tau_\eta) = 1 - P(\tau_{\eta_0} = \tau_\eta) = 1 - N(\eta_0)/N(\eta).
\]

The denominator in the right-hand side is a constant by conformal invariance. In the \((\mathbb{H}, 0, \infty)\)-uniformization, we have

\[
P(\gamma \text{ hits } [x - \varepsilon, x]) = \frac{1}{C_\kappa} \int_0^\varepsilon t^{s-2} (1 - t)^{-\frac{4}{\kappa}} \, dt,
\]

where \( C_\kappa = \int_0^1 t^{s-2} (1 - t)^{-\frac{4}{\kappa}} \, dt \), cf. [RS05].

**Proposition 9.7.** Let \( \eta_0 \in \hat{\eta}q \). Denote by \( P(\varepsilon; \eta_0, \eta) \) the probability that \( \gamma \) hits a (boundary) \( \varepsilon \)-neighborhood of \( \eta_0 \) but not the arc \( \eta_0 \eta \), then (up to the same constant as in the previous proposition)

\[
\lim_{\varepsilon \to 0} \frac{P(\varepsilon; \eta_0, \eta)}{\varepsilon} = E O^{(-2a)}(\eta_0) \ast O^{(2b)}(\eta).
\]

Indeed, the limit is the probability density function of \( P(\tau_{\eta_0} = \tau_\eta) \).
By proposition 9.5, where we choose \( \lambda \) is a martingale-observable with conformal dimensions \( \lambda \). The idea is to integrate out the variable \( \zeta \). (If \( \kappa \) (9.13) \( M \) Lemma 9.9. For any path \( \eta \in \partial D (\eta \neq p, q) \) let \( I(\eta, \varepsilon) \) denote the boundary interval with endpoint \( \eta \) of length \( \varepsilon \), where \( \varepsilon \ll 1 \) is measured in a local chart \( \phi \). Then
\[
\lim_{\varepsilon \to 0} \frac{1}{\varepsilon^2} \mathbb{P}(\gamma \text{ hits } I(\eta, \varepsilon)) = \text{const} \left( M^{(2b-2a)}(\eta) \| \phi \right),
\]
where \( \text{const} \) is the normalization constant which depends on \( (D, p, q) \) and \( \kappa \).

**Proof.** It suffices to show this in the \( (\mathbb{H}, 0, \infty) \)-uniformization. Then the statement follows from (9.11).

- **Screening.** This is a general method of constructing primary observables which we already used in the case of Schramm’s and Cardy’s observables. The simplest situation is as follows. Suppose we want to find 2-point boundary SLE(\( \kappa \)) martingale-observables \( M(\eta_1, \eta_2) \) with given dimensions let’s say \( \lambda, \lambda \), and \( 0 \), respectively. It is not difficult to write down a differential equation in \( (\mathbb{H}, 0, \infty) \):
\[
\frac{\kappa}{4} (\partial_{\eta_1} + \partial_{\eta_2})^2 M + \left( \frac{\partial_{\eta_1}}{\eta_1} + \frac{\partial_{\eta_2}}{\eta_2} \right) M - \lambda \left( \frac{1}{\eta_1^2} + \frac{1}{\eta_2^2} \right) M = 0,
\]
but it is not clear how to solve it. We will try to guess some solutions.

Vertex observables give us solutions only for some special values of \( \lambda \), e.g.,
\[
\mathbb{E} O^{(b-a)}(\eta_1) * O^{(b-a)}(\eta_2) \quad \text{for } \lambda = 1/2 - \kappa/16.
\]
(If \( \kappa = 4 \), then we actually have solutions
\[
\mathbb{E} O^{(\sqrt{2\lambda})}(\eta_1) * O^{(\sqrt{2\lambda})}(\eta_2).
\]
We can also consider singular vectors (like \( T \) for \( \kappa = 8/3, \lambda = 2 \) as in Friedrich-Werner’s formula) but, again, they only work in some special cases.

We will now discuss a different type of 2-point boundary martingale-observables \( M(\eta_1, \eta_2) \). Consider the field
\[
N(\eta_1, \eta_2; \zeta) = \mathbb{E} O^{(\sigma_1)}(\eta_1) * O^{(\sigma_2)}(\eta_2) * O^{(s)}(\zeta),
\]
where we choose
\[
s = -2a \quad \text{or} \quad s = \frac{1}{a} = 2a + 2b
\]
(so that the “screening” field \( O^{(s)} \) is a 1-differential). In the \( (\mathbb{H}, 0, \infty) \)-uniformization, we have
\[
N(\eta_1, \eta_2; \zeta) = \eta_1^{\sigma_1 a} \eta_2^{\sigma_2 a} \zeta^a (\eta_1 - \eta_2)^{\sigma_1} (\zeta - \eta_1)^{\sigma_1} (\zeta - \eta_2)^{\sigma_2}.
\]
By proposition 9.5, \( \lambda_q = 0 \) if and only if
\[
\sigma_1 + \sigma_2 + s = 0 \quad \text{or} \quad 2b - 2a.
\]
The idea is to integrate out the variable \( \zeta \). The following lemma is obvious.

**Lemma 9.9.** For any path \( \alpha \), the field
\[
M(\eta_1, \eta_2) = \int_\alpha N(\eta_1, \eta_2; \zeta) \quad \text{(integration with respect to } \zeta) \]
is a martingale-observable with conformal dimensions \( \lambda_j = \sigma_j^2 / 2 - \sigma_j b, \lambda_q = 0 \).
We are free to choose the path \( \alpha \) as we wish but since we do not want to have any additional marked points, the natural choices for \( \alpha \) are the following arcs:

\[ \hat{\eta}_1 q, \quad \hat{\eta}_2 q, \quad \hat{\eta}_1 \hat{\eta}_2 \]

(or integer combinations of those; in some other cases, we can also consider small half-loops around \( \eta_j \) or \( q \)). However, there are integrability restrictions: e.g., to use \( \alpha = \hat{\eta}_1 q \) we need

\[ s\sigma_1 > -1 \quad \text{and} \quad s(a + \sigma_1 + \sigma_2) < -1, \]

see (9.12).

**Example.** Suppose \( \lambda \geq -b^2/2 \). If we choose \( s = -2a \), and

\[ \sigma_1 = b - \sqrt{b^2 + 2\lambda}, \quad \sigma_2 = b + \sqrt{b^2 + 2\lambda}, \]

then we have

\[ \lambda_1 = \lambda_2 = \lambda, \quad \lambda_q = 0. \]

The integrability condition is always satisfied at \( \eta_1 \) and it is satisfied at \( q \) if and only if \( \kappa > 4 \). It follows that for \( \kappa > 4 \) and \( \lambda \geq -(\kappa - 4)^2/(16\kappa) \) we have solutions (9.13) with \( \alpha = \hat{\eta}_1 q \). On the other hand, the integrability condition is satisfied at \( \eta_2 \) if \( \sigma_2 < a + b \), so for all \( \kappa > 0 \) and \( \lambda \) such that

\[ \frac{-(\kappa - 4)^2}{16\kappa} \leq \lambda < \frac{1}{2} \left( 1 - \frac{\kappa}{8} \right), \]

we have solutions (9.13) with \( \alpha = \hat{\eta}_1 \hat{\eta}_2 \). These solutions generalize Cardy’s observables mentioned earlier, which correspond to the case \( \lambda = 0 \).

**Remark.** This construction can be extended to the case of several screening fields; it can be applied to singular vectors, etc.
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