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Abstract

Various studies have been performed to investigate the accuracy of troposphere zenith wet delays (ZWDs) determined from GPS. Most of these studies use dual-frequency GPS data of large-scale networks with long baselines to determine the absolute ZWDs. For small-scale networks the estimability of the absolute ZWDs deteriorates due to high correlation between the solutions of the ZWDs and satellite-specific parameters as satellite clocks. However, as relative ZWDs (rZWDs) can always be estimated, irrespective of the size of the network, it is of interest to understand how the large-scale network rZWD-performance of dual-frequency GPS using an ionosphere-float model compares to the small-scale network rZWD-performance of single-frequency GPS using an ionosphere-weighted model. In this contribution such an analysis is performed using undifferenced and uncombined network parametrization modelling. In this context we demonstrate the ionosphere weighted constraints, which allows the determination of the rZWDs independent from signals on the second frequency. Based on an analysis of both simulated and real data, it is found that under quiet ionosphere conditions, the accuracy of the single-frequency determined rZWDs in the ionosphere-weighted network is comparable to that of the large-scale dual-frequency network without ionospheric constraints. Making use of the real data from two baselines of 15 days, it was found that the absolute differences of the rZWDs applying the two strategies are within 1 cm in over 90\% and 95\% of the time for ambiguity-float and -fixed cases, respectively.
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1. Introduction

GNSS meteorology (Bevis et al. 1992) provides the possibility to retrieve the temporal and spatial variation of the precipitable water vapour (PWV) and as such is an alternative to other techniques such as radiosondes (Coster et al. 1996), water vapour radiometer (WVR) (Gradinarsky and Elgered 2000), very long baseline interferometry (VLBI) (Coster et al. 1996; Niell et al. 2001) and Doppler orbitography radiopositioning integrated by satellite (DORIS) (Bock...
et al. 2014). The GNSS-based meteorological results are also widely used for weather nowcasting, forecasting and global climate change research (Bevis et al. 1992; Ding et al. 2017).

The accuracy of the GPS-derived PWV are related to that of the wet part of the zenith tropospheric delays, namely the zenith wet delays (ZWDs). Due to the characteristics of water vapour, the ZWDs cannot be a-priori modelled with high accuracy (Resch 1984) and therefore often remain as unknowns in the GNSS observation equations. Depending on the processing strategy, the precision of the a priori information and the correlation with other estimated parameters, the accuracy of the estimated ZWDs can vary from millimetres to centimetres (Dach and Dietrich 2000; Dousa 2001; Ge et al. 2002; Golaszewski et al. 2017; Niell et al. 2001; Rothacher and Beutler 1998). To remove the first-order ionospheric delays, DF-observations are often utilized to form the ionosphere-free linear combination (Ge et al. 2002; Yu et al. 2018) for large-scale network processing. Often also the double-differenced observables are formed to eliminate clock-parameters and hardware biases, and to enable ambiguity resolution (Dach and Dietrich 2000; Ge et al. 2002). Fixing orbit and satellite clock products to known values, using SF receivers, the zenith total delays (ZTDs) can also be determined based on the Precise Point Positioning (PPP) algorithm with the ionospheric delays obtained from the Satellite-specific Epoch-differenced Ionospheric Delay (SEID) model making use of DF signals from surrounding stations (Barindelli et al. 2018; Deng et al. 2011). In this study, we keep all the information in the observational model and make use of the undifferenced and uncombined GPS observation equations (Odijk et al. 2016), so that freedom is left for applying appropriate dynamic models for parameters that otherwise would have been eliminated.

We apply this approach to two type of networks, a DF large-scale network in which no information about the ionospheric delays is provided, and a SF small-scale network based on an ionosphere-weighted model, i.e., in which stochastic spatial constraints are placed on the differential ionospheric delays. The network coordinates processed by AUSPOS (AUSPOS 2018) and orbits, as provided by the international GNSS Services (IGS) (IGS, Dow et al. 2009; IGS 2018; Noll 2010), are given in IGS14 (Figurski and Nykiel 2017) and are assumed known, while for the remaining unknowns estimable parameters are formed to remove the rank deficiencies in the design matrix based on the $S$-system theory (Baarda 1981; Teunissen 1985). When the tropospheric mapping functions for different stations to one satellite are almost the same in small-scale networks, the design matrix becomes almost rank-defect due to the similar structures of the columns of ZWDs and satellite clocks. As a consequence, the absolute ZWD solutions become poorly estimable (Odijk et al. 2016). They are often estimated in large-scale networks including baselines longer than 500 km (Rocken et al. 1995) or more (Tregoning et al. 1998). However, assuming that within a CORS network one of the station has known ZWDs or PWV by, e.g., connecting with radiosonde or nesting with a DF receiver nearby, the ZWD estimation is only required in relative sense (Rocken et al. 1995) and smaller networks can be utilized. In this study, the relative ZWDs ($r$ZWDs) will be compared between the two networks, i.e., the ones obtained by differencing the absolute ZWDs determined from the DF large network using an ionosphere-float model and those obtained from the SF small network using an ionosphere-weighted model. We hereby show the role played by the ionospheric spatial constraints (Odijk 2002). Apart from the real data, simulations are also performed to discuss results under different troposphere and ionosphere conditions. In Section 2, the processing strategies of both approaches are described. With the measurement set up described in Section 3, a detailed analysis of the results is discussed based on both simulated and real data in Section 4. Finally, we summarize the results in Section 5.
2. Processing strategy

In this study, the relative tropospheric ZWDs are estimated separately using a small-scale network with SF GPS signals on L1, denoted as network A and alternatively, also a large-scale network with DF GPS signals on L1 and L2, denoted as network B. The corresponding processing strategies are explained in Sections 2.1 and 2.2.

2.1. Network A: SF signals

In GPS network processing, the observed-minus-computed (O-C) terms of the phase (\(\Delta \phi_{r,j}^s\)) and the code observations (\(\Delta p_{r,j}^s\)) for satellite \(s\), receiver \(r\) and frequency \(j\) can be formulated as follows (Hofmann-Wellenhof et al. 2008; Teunissen and Montenbruck 2017):

\[
E(\Delta \phi_{r,j}^s) = g_r^s \tau_r + dt_r - dt^s - \mu_j t_r^s + \delta_{r,j} - \delta_j^s + \lambda_j a_{r,j}^s, \tag{1}
\]

\[
E(\Delta p_{r,j}^s) = g_r^s \tau_r + dt_r - dt^s + \mu_j t_r^s + d_{r,j} - d_j^s, \tag{2}
\]

where the network stations are CORS in this study with the coordinates assumed to be known. A part of the ZWDs, denoted as \(\tau_{r,0}^w\), and the zenith hydrostatic delays (ZHDs) are modelled with the Saastamoinen model (Saastamoinen 1972). The remaining ZWDs, denoted as \(\tau_r\), remain as unknowns and are mapped with the Iafidis mapping function \(g_r^s\) (Iafidis 1986). The total ZWD of receiver \(r\) \((r = 1, \ldots, n)\) at the time point \(t_i\), denoted as \(\tau_r^w(t_i)\), can be formulated as:

\[
\tau_r^w(t_i) = \tau_{r,0}^w + \tau_r(t_i), \tag{3}
\]

where the modelled ZWD \(\tau_{r,0}^w\) are assumed to be constant over time for static stations. The receiver and satellite clock errors are represented by \(dt_r\) and \(dt^s\), respectively, and the ionospheric delays on the reference frequency \(f_1\) are denoted by \(\delta_{r,j}^s\) and multiplied with the coefficient \(\mu_j = f_1^2/f_j^2\). The receiver and satellite phase hardware delays \(\delta_{r,j}\) and \(\delta_j^s\) exist for each frequency \(j\). The same applies also for the receiver and satellite code hardware delays \(d_{r,j}\) and \(d_j^s\). The phase ambiguities \(\alpha_{r,j}^s\), which are given in cycles, are multiplied with the corresponding wavelength \(\lambda_j\).

\(E(\cdot)\) denotes expectation operator in this contribution. For the small-scale SF network A with the largest inter-station distance of around 30 km, we make use of the ionosphere-weighted scenario by constraining the between-receiver ionospheric delays with distance-dependant weights (Odijk 2002):

\[
E(dt_r^s) = \tau_r - \tau_1^s, \quad r \neq 1, \tag{4}
\]

where \(dt_r^s\) are pseudo-observations with sample values of zero, and the weight increases with decreasing distance (see Appendix).

To remove the rank deficiencies in the design matrix, instead of the original unknown parameters in Eqs. 1 and 2, estimable parameters are formed based on S-system theory (Baarda 1981; Teunissen 1985). The satellite hardware biases and the ambiguities are assumed to be time-constant, and the receiver hardware biases and the ZWD increments are assumed to be linked in time with a random-walk process. The O-C terms for phase and code observations (Eqs. 1 and 2) and the spatial ionospheric constraints (Eq. 4) can be reformulated with the estimable parameters \(\tilde{\tau}_r, dt_r, dt^s, \tilde{\tau}_r^s, \tilde{\delta}_{r,j}, \tilde{\delta}_j^s, \tilde{d}_{r,j}\) and \(\tilde{a}_{r,j}^s\) given in Table 1 (Wang et al. 2018):

\[
E(\Delta \phi_{r,j}^s) = g_r^s \tilde{\tau}_r + dt_r - dt^s - \mu_j t_r^s + \tilde{\delta}_{r,j} - \tilde{\delta}_j^s + \lambda_j \tilde{a}_{r,j}^s, \tag{5}
\]

\[
E(\Delta p_{r,j}^s) = g_r^s \tilde{\tau}_r + dt_r - dt^s + \mu_j t_r^s + \tilde{d}_{r,j}, \tag{6}
\]

\[
E(dt_r^s) = \tilde{\tau}_r^s - \tilde{\tau}_1^s, \quad r \neq 1. \tag{7}
\]
Table 1. Estimable parameters in Eqs. 5 and 6 in single-frequency ionosphere-weighted scenario (Wang et al. 2018). The satellite hardware biases and ambiguities are assumed to be constant, and the receiver hardware biases and ZWD increments are assumed to be linked in time (SF Network A)

| Parameter             | Interpretation                                                                 |
|-----------------------|-------------------------------------------------------------------------------|
| \( \tau_{r \neq 1}(t_i) \) | \( \tau_r(t_i) - \tau_1(t_i) \)                                           |
| \( \tilde{\tau}_r(t_i) \)       | \( \tau_r(t_i) - \tau_1(t_i) \)                                           |
| \( dt_{r \neq 1}(t_i) \)       | \( dt_1(t_i) + d_{1, j}(t_i) \)                                           |
| \( d\delta(t_i) \)            | \( d\delta(t_i) + d\delta_s - (dt_1(t_i) - d_{1, j}(t_i)) - \mu_s \delta_1(t_i) \) |
| \( \tau^e_r(t_i) \)           | \( \tau^e_r(t_i) - \tau^e_1(t_i) \), \( r \neq 1, i = 1 \) \( \forall r, i > 1 \)     |
| \( \delta_{r, j}(t_i) \)       | \( \delta_{r, j}(t_i) - \delta_{1, j}(t_1) - d_{1, j}(t_1) + \lambda_j a_{1, r, j} \), \( r \neq 1, i = 1 \) \( \forall r, i > 1 \)     |
| \( \tilde{\delta}_{j}(t_i) \)  | \( \delta_{j} - \delta_{1, j}(t_1) - (d\delta_j - d\delta_{1, j}(t_1)) + 2 \mu_j \delta_1(t_1) - 3 \lambda_j a_{1, j} \)     |
| \( \tilde{d}_{r, j}(t_i \geq 1) \) | \( \tilde{d}_{r, j}(t_i) - d_{r, j}(t_i) \)     |
| \( \tilde{a}_{r \neq 1, j} \)  | \( \tilde{a}_{r, j} - a_{1, r, j} \)                                     |
| **S-basis**             | \( \tau_1(t_1), dt_1(t_1), \delta_{1, j}(t_1), d_{r, j}(t_1), d\delta(t_1), \tau^e_1(t_1), a^e_{r, j}, a^1_{r, j} \) |

The reference receiver and satellite are denoted with the subindex and superindex 1, respectively. The between-receiver (receiver \( r \) and the reference receiver) and between-satellite (satellite \( s \) and the reference satellite) differences are denoted with \( (\cdot)_r = (\cdot)_s - (\cdot)_1 \) and \( (\cdot)_s^1 = (\cdot)_s - (\cdot)_1 \), respectively.

The Precise Point Positioning – Real-time Kinematic (PPP-RTK) technique enables the integer ambiguity resolution in PPP (Teunissen and Khodabandel 2015). Our processing is performed in a Kalman filter with the Curtin PPP-RTK Software (Nadarajah et al. 2018; Odijk et al. 2017; Wang et al. 2017). The process noise of the time-linked parameters are listed in Table 2 with \( s \) representing second. The parameters not listed are estimated as unlinked parameters in time. As a consequence of the process noise of the original parameters listed in Table 2, the corresponding estimable parameters also share the same values of the system noise, i.e., for \( \tilde{\tau}_r \) 0.1 mm/\( \sqrt{s} \), for \( \tilde{\delta}_{r, j} \) and \( \tilde{d}_{r, j} \) 1 cm/\( \sqrt{s} \), and \( \tilde{\delta}_{j}, \tilde{a}_{r \neq 1, j} \) are assumed to be constant. The zenith-referenced a priori standard deviations for phase \( (\sigma_p^0) \) and code observations \( (\sigma_p^0) \) are set to be 1.5 mm and 1.5 dm, respectively. The variances of the phase \( (\sigma^2_p) \) and code observations \( (\sigma^2_p) \) with the elevation angle \( e \) are calculated as (Dach et al. 2015):

\[
\sigma^2_p = \frac{(\sigma_p^0)^2}{\sin^2 e}, \quad \sigma^2_p = \frac{(\sigma_p^0)^2}{\sin^2 e}.
\]

Based on the estimated \( \tilde{\tau}_r \), the rZWD \( \tilde{\tau}_{1r}^{wA} \) and its dispersion \( D_{\tau_{1r}^{wA}} \) can be obtained for the SF network A:

\[
\tilde{\tau}_{1r}^{wA} = \tau_{1r}^{w0} + \tilde{\tau}_r - \tilde{\tau}_1, \quad D_{\tau_{1r}^{wA}} = D^T_{\tau_1} Q^{-1}_{\tau_1} D_{\tau_1},
\]

\[(8)\]

\[(9)\]

\[(10)\]
Table 2. Process noise of the parameters in the Kalman filter. Parameters not listed are estimated as unlinked parameters in time

| Parameter                  | Process noise |
|----------------------------|---------------|
| $\tau_r(t_i)$              | 0.1 mm/$\sqrt{s}$ |
| $\delta_{r,j}(t_i), d_{r,j}(t_i)$ | 1 cm/$\sqrt{s}$ |
| $\delta_s(t_i), d^s_{r,j}(t_i)$ | 0             |
| $a_{r,j}(t_i)$              | 0             |

where $Q_{\hat{\tau}}$ represents the variance-covariance matrix of the estimated ZWDs from the SF network A. The term $D^T_n$ is the differencing operator with $D^T_n = [-e_{n-1}, I_{n-1}]$, where $e_{n-1}$ and $I_{n-1}$ denote vector of ones with the length $n - 1$ and identity matrix with the size $n - 1$, respectively. In this study, the modelled rZWDs $\tau_{1r}^{\text{wo}}$ are assumed to be non-random.

2.2. Network B: DF signals

For comparison purposes, the rZWDs are also calculated using DF GPS signals from a large-scale network B with the inter-station distance up to around 757 km. The DF Network B contains the reference station and several other stations of the SF network A. For each of these stations, in simulations, it is assumed that receivers connected to different antennas located at the same positions are used for data tracking in these two networks.

For the large-scale DF network B, the ionosphere-float model is used, i.e., no spatial constraint is put on the between-receiver ionospheric delays. Compared to the SF network A, it is now possible to estimate the absolute ZWD increments of each network station. The O-C terms and the new estimable parameters $\tilde{\tau}_r$, $\tilde{d}_r$, $\tilde{d}^s$, $\tilde{\tau}_r$, $\tilde{\delta}_j$, $\tilde{\delta}_s$, $\tilde{d}_{r,j}$, $\tilde{d}_r^s$, $\tilde{d}_r^s$ and $\tilde{d}_r$ for DF ionosphere-float scenario are given in Eqs. 11, 12 and Table 3 (Wang et al. 2017) with the same dynamic models used as in Section 2.1:

$$E(\Delta \phi_{r,j}^s) = g_r \tilde{\tau}_r + d\tilde{\tau}_r - d\tilde{\tau} - \mu_j \tilde{\tau}_r + \tilde{\delta}_{r,j} - \tilde{\delta}_s^j + \lambda_j \tilde{a}_{r,j}^s,$$

$$E(\Delta \rho_{r,j}^s) = g_r \tilde{\tau}_r + d\tilde{\tau}_r - d\tilde{\tau} + \mu_j \tilde{\rho}_r + \tilde{d}_{r,j} - \tilde{d}_s^j.$$

Using the modelled ZWDs and the estimated absolute ZWD increments for each station, the rZWDs $\tilde{\tau}_{1r}^{\text{wB}}$ can be obtained from the DF network B:

$$\tilde{\tau}_{1r}^{\text{wB}} = \tilde{\tau}_{1r}^{\text{wo}} + \tilde{\tau}_r - \tilde{\tau}_1,$$

$$D(\tilde{\tau}_{1r}^{\text{wB}}) = D_n^T Q_{\hat{\tau}} D_n,$$

where $Q_{\hat{\tau}}$ represents the variance-covariance matrices of $\tilde{\tau}_r$ from the DF network B. The data analysis and comparison of the results using networks A and B are discussed in Section 4.

3. Data selection

As shown in Figure 1, the SF network A consists of 7 stations in Perth, Australia marked in yellow. The largest inter-station distance is around 30.0 km, and the station CUT0 was used as the reference station. The real observation data of the SF network A were provided by
Table 3. Estimable parameters in Eqs. 11 and 12 in dual-frequency ionosphere-float scenario (Wang et al. 2017). The satellite hardware biases and ambiguities are assumed to be constant, and the receiver hardware biases and ZWD increments are assumed to be linked in time (DF Network B)

| Parameter | Interpretation |
|-----------|----------------|
| $\tilde{\tau}_r(t_i)$ | $\tau_r(t_i)$ |
| $dt_{r,i}^{\neq 1}(t_i)$ | $dt_{1r}(t_i) + d_{1r,IF}(t_i)$ |
| $d\delta^s(t_i)$ | $d\delta^s(t_i) + d_{1r,IF}^s - (dt_{1r}(t_i) + d_{1r,IF}(t_i))$ |
| $\tilde{\delta}_r(t_i)$ | $\delta_r(t_i) - \delta_{1r}(t_i) + \mu_j d_{1r,IF}(t_i) - d_{1r,IF}(t_i) + \lambda_j a_{1r,j}$ |
| $\tilde{\delta}_{1r,j}(t_i)$ | $\tilde{\delta}_{1r,j}(t_i) - \delta_{1r,j}(t_i)$ |
| $\tilde{\delta}_{2r,j}(t_{i>1})$ | $\delta_{2r,j}(t_{i>1}) - \delta_{1r,j}(t_{i>1})$ |
| $d_{2r,j}^{1r,j}(t_{i>1})$ | $d_{2r,j}(t_{i>1}) - d_{1r,j}(t_{i>1})$ |
| $\tilde{a}_{1r,j}$ | $a_{1r,j} - a_{1r,j}$ |

S-basis $dt(t_i), \delta_{1r,j}(t_i), d_{v,j}^{1r,j}(t_i), a_{v,j}^{1r,j}$

For processing using DF GPS signals on L1 and L2, as shown in Figure 4, a larger network B of 13 stations with the inter-station distances up to 757 km was used. The DF network B contains the stations CUT0, SLTP and STIG in the SF network A, and in simulations it is assumed that for each of these three stations receivers connected to different antennas located at the same positions were used in networks A and B. For real data processing, only for station CUT0, two different receivers connected to the same antenna were used for processing of networks A and B separately. The real observation data of the DF network B were provided by GA.
Fig. 1. SF Network A in Perth, Australia with the largest inter-station distance of 30 km. The meteorological stations are marked with white 4-digit numbers. Map data: Google, Data SIO, NOAA, U.S. Navy. NGA. GEBCO, Image ©2018 DigitalGlobe ([Google Earth 2018a](#))

Fig. 2. Interpolated daily rainfall amounts for stations CUT0, STIG and SLTP in 15 days of June 2017. DOY is short for day of year
Fig. 3. Number of the GPS satellites above the elevation mask of 10 degrees and the PDOP values for station CUT0 on DOY 173, 2017

(Geoscience Australia 2018), RTKnetwest (RTKnetwest 2017) and the GNSS Research Centre, Curtin University (Curtin GNSS Research Centre 2018). The same 15 days in June 2017 were used for real data analysis in the DF network B as in the SF network A.

4. Analysis of the results

In this contribution, both simulated and real data were processed and analysed using solutions from both networks. The results are illustrated and discussed in the next two sub-sections. By computing the daily solutions, the first hour was considered as the filter initialization phase, and the solutions within the first hour of each day were therefore not included in the analysis.

4.1. Simulated data

In this sub-section, SF and DF O-C terms were simulated for stations in both the networks A and B. The simulated phase ($\Delta \phi_{r,j}^s$) and code O-C terms ($\Delta \rho_{r,j}^s$) were formulated with:

$$\Delta \phi_{r,j}^s = g^s_r \tau_r^s - \mu_j i_s^r + \delta_{r,j},$$

$$\Delta \rho_{r,j}^s = g^s_r \tau_r^s + \mu_j i_s^r + d_{r,j},$$

where $\delta_{r,j}$ and $d_{r,j}$ represented the simulated receiver phase and code hardware biases, respectively. Based on their dynamic models set in the Kalman filter (Table 2), they were generated as random-walk noise with the standard deviation of epoch-to-epoch differences amounting to $1 \text{ cm}/\sqrt{s} \cdot \sqrt{\Delta t}$, where $\Delta t$ denotes the sampling interval of 30 s in this study. The terms $\tau_r^s$ and $i_s^r$ denote the simulated ZWDs (after removing the modelled part $\tau_w^r$) and ionospheric delays on L1, respectively. Based on the ionosphere-weighted model described in Appendix, the ionospheric delays in the SF network A were simulated with variance-covariance matrix of $\frac{1}{\sin^2(\varphi_r)} \cdot \frac{\sigma_i^2}{2} \cdot Q_{rr}$ for satellite $s$ (Eq. A.3 in Appendix). In the DF network B, the ionospheric delays were estimated as temporally and spatially unlinked parameters and were set as zeros in the simulations. The term $\tau_r^s$ was simulated as a constant (here 5 cm) added by a random-walk noise with the standard deviation of the epoch-to-epoch differences amounting to $s_r \sqrt{\Delta t}$. The term $s_r$ denotes the process noise of the simulated ZWDs, and the corresponding process noise
Fig. 4. DF Network B in Western Australia with the largest inter-station distance of around 757 km. Map data: Google, Data SIO, NOAA, U.S. Navy, NGA. GEBCO, Image Landsat/Copernicus (Google Earth 2018b)

for ZWDs set in the dynamic model of the Kalman filter changes also with this pre-defined \( s_r \).

The simulated \( \hat{\tau}_r \) for stations CUT0, STIG and SLTP are the same in both networks, and the process noise of the ZWDs \( s_r \) varies from 0.05 to 0.3 mm/\( \sqrt{s} \) in the simulations to model different ZWD variations under different weather conditions. We remark that the simulated time series of ZWDs for each station is only one realization of the random-walk signals. The same applies also for the time series of the receiver hardware biases.

The rZWDs and their variance matrices for the two baselines, i.e., baseline CUT0-SLTP with a length of around 3 km and baseline CUT0-STIG with a length of around 17 km were computed as described in Section 2 based on the SF signals from network A and DF signals from network B (Eqs. 9, 10, 13 and 14). Figure 5 shows the estimated rZWDs deviated from their true values, which are denoted with

\[
\Delta \hat{\tau}_{wA}^{1r} = \hat{\tau}_{wA}^{1r} - \hat{\tau}_{1r}^{w},
\]

\[
\Delta \hat{\tau}_{wB}^{1r} = \hat{\tau}_{wB}^{1r} - \hat{\tau}_{1r}^{w},
\]

for networks A and B, respectively. The blue and gray lines represent the deviations and the 95% formal confidence interval in ambiguity-float case, while the green and black lines illustrate their counterparts in ambiguity-fixed case. For the ambiguity-fixed scenario, partial ambiguity resolution with a pre-defined success rate of 99.9% was enabled. The process noise of ZWDs \( s_r \) was set to be 0.1 mm/\( \sqrt{s} \), and for ionosphere-weighted model in SF network A the coefficients \( l_{max} \) (Eq. A.2) and \( \sigma_i \) (Eq. A.3) were set to be 30 km and 5 cm, respectively. The empirical standard deviations of \( \Delta \hat{\tau}_{1r}^{wA} \) and \( \Delta \hat{\tau}_{1r}^{wB} \) and the average formal standard deviations of \( \hat{\tau}_{1r}^{wA} \) (Eq. 10) and \( \hat{\tau}_{1r}^{wB} \) (Eq. 14) are also listed in Table 4 for both baselines in ambiguity-float and -fixed cases, respectively.

From Figure 5 and Table 4 we see that the empirical and formal solutions correspond well with each other, which shows again the correspondence between the simulations and the model we used. We remark that after the first hour of initialization phase, which was not used for the data analysis, the ambiguity-float solutions converge almost to the same level as the ambiguity-
Fig. 5. Estimated rZWDs deviated from their true values in simulations for (a) baseline CUT0-SLTP with a length of around 3 km and (b) baseline CUT0-STIG with a length of around 17 km. The blue and green lines represent the deviations in ambiguity-float and -fixed cases, respectively, and the gray and black lines construct the 95% formal confidence intervals for ambiguity-float and -fixed cases, respectively. The process noise of ZWDs was set to be 0.1 mm/√s by simulation. The parameters $l_{\text{max}}$ (Eq. A.2) and $\sigma_i$ (Eq. A.3) for ionosphere-weighted model in SF network A were set to be 30 km and 5 cm, respectively. The first hour is considered as the filter initialization phase and is therefore not included in the plots. The fixed and float solutions thus do not show significant differences.

Table 4. Empirical standard deviations of $\hat{\tau}^{wA}$ (Eq. 17) and $\hat{\tau}^{wB}$ (Eq. 18) and the average formal standard deviations of $\hat{r}_{fr}^A$ (Eq. 10) and $\hat{r}_{fr}^B$ (Eq. 14) in ambiguity-float and -fixed cases

| Network          | CUT0 - SLTP (3 km) | CUT0 - STIG (17 km) |
|------------------|--------------------|---------------------|
|                  | Formal [mm] | Empirical [mm] | Formal [mm] | Empirical [mm] |
|                  | Ambiguity-float  |                      | Ambiguity-fixed |
| Network A (SF)   | 1.7           | 1.7                 | 4.1         | 4.0           |
| Network B (DF)   | 2.3           | 2.3                 | 2.3         | 2.5           |
| Network A (SF)   | 1.5           | 1.6                 | 3.4         | 3.5           |
| Network B (DF)   | 2.1           | 2.1                 | 2.1         | 2.2           |
fixed solutions. This is why the differences between the ambiguity-float and fixed solutions are marginal. For the long baseline CUT0-STIG of 17 km (Figure 5b), the DF network B delivers more precise ZWDs than the SF network A, while the situation changes for the short baseline CUT0-SLTP of 3 km (Figure 5a). The precision of the rZWDs does not vary much with the baseline length for the DF network B, however, for the SF network A, it is improved by a factor of more than 2 when decreasing the baseline length from 17 to 3 km. For short baselines, the ZWD estimates from the SF network A benefit from the strong spatial correlation of the ionospheric delays and become thus more precise. By changing the parameter settings in the ionosphere-weighted model of the SF network A, i.e., the parameters $l_{max}$ (Eq. A.2) and $\sigma_i$ (Eq. A.3), the correlation between the ionospheric delays of different stations and the weights of the spatial ionospheric constraints will change accordingly. This leads also directly to changes in the precision of the ZWD estimates. Figure 6 shows the changes of the ionosphere correlation $q_{ij}$ (Eq. A.2) with the inter-station distance $l_{ij}$ under different pre-defined $l_{max}$. With increasing parameter $l_{max}$, the ionosphere correlation for stations with the same distance increases based on Eq. A.2, which leads thus also to decreasing standard deviations of the ionospheric constraints (Eq. A.3). Figure 7 shows the standard deviations of the ionospheric constraints (Eq. A.3) for baselines CUT0-SLTP and CUT0-STIG assuming an mean elevation angle $\bar{\varepsilon}$ of 50 degrees. The standard deviations increase with the increasing parameter $\sigma_i$ and the decreasing between-station correlation, i.e., the decreasing $l_{max}$. According to Dach et al. (2015), under an elevation mask of 10 degrees and quiet ionospheric condition with a Total Electron Content (TEC) value of 10 TECU (TEC Units), ionospheric gradient of around 1.5 mm/km can be expected for L1 solutions, which correspond to between-station ionospheric differences of around 4.5 mm and 2.5 cm for baselines CUT0-SLTP and CUT0-STIG, respectively. Comparing with the values shown in Figure 7, using e.g. the $l_{max}$ of 30 km (the green lines), $\sigma_i$ smaller than 4 cm should be used under quiet ionosphere conditions.

Apart from the ionosphere spatial correlation, under different troposphere conditions, different process noise $s_\tau$ could be applied to correspond to the ZWD temporal variations. As examples, for baselines CUT0- SLTP and CUT0-STIG, Figure 8 shows the changes of the average formal standard deviations of $\tilde{\tau}_{wA}$ (Eq. 10) and $\tilde{\tau}_{wB}$ (Eq. 14) with the troposphere process noise $s_\tau$ under different ionosphere conditions, i.e., when using different $l_{max}$ and $\sigma_i$. The black lines
From Figure 8 we see that the average formal standard deviation of the rZWDs increases with the increasing process noise of the ZTDs $s_\tau$ for both type of solutions. During stable troposphere conditions when small $s_\tau$ is applied in the dynamic model of ZTDs, improved precision of the rZWDs can be expected due to the increasing strength of the model. The weights of the ionosphere spatial constraints increase with the decreasing $\sigma_i$ and the increasing between-station correlation, i.e., the increasing $l_{\text{max}}$. From Figure 8 it can also be observed that strong ionosphere spatial constraints increase the strength of the model and largely improve the precision of the rZWDs computed in the SF network A. As shown in Figure 8a and d, with $\sigma_i$ of 1 cm and $l_{\text{max}}$ larger than 20 km, the SF network A could deliver more precise rZWDs than the DF network B even for the long baseline CUT0-STIG of 17 km. As mentioned before, under quiet ionospheric conditions applying e.g. $l_{\text{max}}$ of 30 km and $\sigma_i$ smaller than 4 cm, we can at least expect more precise rZWDs from the SF network A for the short baseline CUT0-SLTP of 3 km.

For a more detailed analysis and a better visualization, another network station located at different places within the region of the SF network A (Figure 1) with varying distance to the reference station CUT0 was added to the present networks. The latitude and longitude of the virtual station varies from 32°03'00"S to 31°48'00"S with a step of 1' and from 115°45'00"E to 31°54'00"E with a step of 1', respectively. The ionosphere-weighted model with $l_{\text{max}}$ of 30 km and $\sigma_i$ of 5 cm was applied to the SF network A and the process noise of the ZTDs $s_\tau$ was set to be 0.1 mm/$\sqrt{s}$. The mean formal standard deviations of the rZWDs between the virtual station and the reference station CUT0 are illustrated in Figure 9 for the SF network A with partial ambiguity resolution enabled.

From Figure 9 we see that for the SF network A the precision of the rZWDs is related to the baseline length. For the DF network B, the mean formal precision of the rZWDs amounts to around 2.1 mm and does not vary much, when the location of the virtual station changes within the region shown in Figure 9. For virtual stations located near the reference station CUT0, with a distance within around 8 km, the rZWDs obtained from the SF network A have better or almost the same precision compared to those obtained from the DF network B. When stronger
Fig. 8. Average formal standard deviations of the rZWDs for (a, b, c) baseline CUT0-SLTP of around 3 km and (d, e, f) baseline CUT0-STIG of around 17 km. The parameter $\sigma_i$ (Eq. A.3) was set to be (a, d) 1 cm, (b, e) 5 cm and (c, f) 10 cm, respectively. Partial ambiguity resolution was enabled with a pre-defined success rate of 99.9%. For the SF network A and the DF network B, ionosphere-weighted and -float models were applied in the processing, respectively.

Fig. 9. Mean formal standard deviations of the rZWDs between the virtual station and the reference station CUT0 for the SF network A in ambiguity-fixed case. Ionosphere-weighted model was applied when processing the SF network A with $l_{\text{max}}$ (Eq. A.2) of 30 km and $\sigma_i$ (Eq. A.3) of 5 cm. The process noise of the ZWDs was set to be $0.1 \text{ mm}/\sqrt{s}$ for both networks.
spatial ionospheric constraints, i.e., larger $l_{\text{max}}$ and smaller $\sigma_\iota$, are allowed to be applied to the SF network A, this distance is expected to be longer.

4.2. Real data

Apart from the simulations, we also computed the rZWDs for baselines CUT0-SLTP (3 km) and CUT0-STIG (17 km) using real GPS data from both networks. The processing was performed on a daily basis except for DOY 164, when the data of the station UWA0 (Figure 1) was only available from 5:11:30 in GPS Time (GPST) and the processing of the SF network A was also started from this time point. Based on the TEC maps provided by SWS (2017), the ionospheric condition is observed to be quiet for the SF network A during the tested days, i.e., with TEC below or around 10 TECU. Assuming that the ionospheric behaviour is not exactly known before the processing, an ionosphere-weighted model with medium strength was applied with $\sigma_\iota$ and $l_{\text{max}}$ of 5 cm and 30 km. The $\tau_r$ was temporally linked with a process noise of $0.1 \, \text{mm}/\sqrt{\text{s}}$. Since the true ZWDs are unknown, in this section, we only compare the differences between the SF and DF solutions for both baselines.

The blue time series in Figure 10 shows the differences between the rZWDs estimated in the SF network A and the DF network B, denoted as $\delta \tau_{1r}^w$, for baseline CUT0-SLTP. The y-values of the blue time series are shifted by 5 cm for reason of visualization. Partial ambiguity resolution was enabled with a pre-defined success rate of 99.9%. Due to the influences of the multipath effects, daily repeated systematic effects can be observed in the blue time series. Assuming that the GPS satellite constellation repeats after 23 h 56 min, we also computed the day-to-day differences of the $\delta \tau_{1r}^w$ to mitigate the multipath effects. The day-to-day differences of the $\delta \tau_{1r}^w$ were divided by $\sqrt{2}$ to obtain an approximate pattern of the daily differences of the solutions from both networks (see the red time series in Figure 10), assuming that the ZWDs of two consecutive days are uncorrelated. The missing part between DOY 180 and 181 in the red line is caused by the forming of day-to-day differences.

Fig. 10. Differences of the rZWDs estimated in the SF network A and the DF network B for multipath-uncorrected (blue) and multipath-corrected (red) cases. The baseline CUT0-SLTP was used for the plot. The y-values of the blue time series are shifted by 5 cm for reason of visualization.
Fig. 11. Histograms of the day-to-day differences (divided by $\sqrt{2}$) between the rZWDs estimated in the SF network A and DF network B for (a) baseline CUT0-SLTP (3 km) and (b) baseline CUT0-STIG (17 km). Partial ambiguity resolution was enabled with a pre-defined success rate of 99.9%.

Table 5. Statistics of the day-to-day differences (divided by $\sqrt{2}$) between the rZWDs estimated in the SF network A and DF network B

| Baseline           | Within $\pm 5$ mm [%] | Within $\pm 1$ cm [%] | Absolute Mean [mm] | STD [mm] |
|--------------------|-----------------------|-----------------------|--------------------|----------|
|                    | Ambiguity-fixed        |                       |                    |          |
| CUT0-SLTP (3 km)   | 88.5                  | 97.5                  | $<0.1$             | 4.1      |
| CUT0-STIG (17 km)  | 78.9                  | 95.1                  | $<0.1$             | 5.0      |
|                    | Ambiguity-float        |                       |                    |          |
| CUT0-SLTP (3 km)   | 69.3                  | 92.3                  | $<0.1$             | 6.0      |
| CUT0-STIG (17 km)  | 65.7                  | 91.2                  | $<0.1$             | 6.1      |

Figure 11 shows the histograms of the day-to-day differences divided by $\sqrt{2}$ (the red time series in Figure 10) between the rZWDs estimated from networks A and B for the ambiguity-fixed case. As shown in Table 5, for both baselines over 90% and 95% of the differences are within $\pm 1$ cm in ambiguity-float and -fixed cases, respectively.

5. Conclusions

This contribution investigates the accuracy of rZWDs based on simulated and real GPS data. Two approaches were used and compared with respect to the resulted between-receiver rZWDs. The first approach utilizes the dual-frequency GPS observations from a large-scale CORS network with the ionospheric delays estimated independently for each station, while the second approach only makes use of the single-frequency GPS signals from a small network, however, with consideration of the spatial ionospheric constraints. In both approaches, the processing was performed on the undifferenced and uncombined level with the estimable parameters formed based on $S$-system theory. All information was thus kept in the observation equations and possibilities of modelling parameters were not sacrificed by forming differences or combinations.
Based on the simulated data with different ZWD temporal variations and under different ionospheric conditions, it was found that the small-scale SF network (in this study with the longest baseline of 30 km) could generate more precise rZWDs than the large-scale DF network (in this study with the longest baseline of 757 km) under quiet ionospheric conditions, when strong between-station correlation and large weights can be applied in the ionosphere-weighted model for the SF network. This is especially true for short baselines. Using real GPS data, the differences of the rZWDs were computed using the data from the SF and DF networks. To mitigate the multipath influences, the day-to-day differences were generated and divided by $\sqrt{2}$ to obtain an approximate pattern of the multipath-corrected differences between the two sets of solutions. For both of the tested baselines of 3 and 17 km, above 90% and 95% of the differences were within $\pm 1$ cm in ambiguity-float and -fixed cases, respectively. Making use of the spatial correlation of the ionospheric delays, a small SF network could thus deliver rZWDs with comparable accuracy to that of a large-scale DF network.
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Appendix A. Appendix

For ionosphere-weighted model (Eq. 4):

The auto-correlation matrix of the ionospheric delays in the zenith direction $Q_{rr}$ are given as:

$$Q_{rr} = \begin{pmatrix} q_{11} & \cdots & q_{1n} \\ \vdots & \ddots & \vdots \\ q_{n1} & \cdots & q_{nn} \end{pmatrix} \quad (A.1)$$
with the cross correlation between station $i$ and $j$ defined with the Gaussian function:

$$q_{ij} = \exp\left(-\frac{(l_{ij})^2}{l_{\text{max}}^2}\right),$$  \hspace{1cm} (A.2)

where $l_{ij}$ represents the inter-station distance between station $i$ and $j$, and $l_{\text{max}}$ is a pre-defined parameter. Making use of the auto-correlation matrix, the elevation weighting function (Eq. 8) and a pre-defined zenith-referenced between-receiver standard deviation of the ionospheric signals $\sigma_i$, the variance-covariance matrix of the spatial ionospheric constraints for satellite $s$ is formulated as:

$$Q_{CT}^s = D_n^T \cdot \frac{1}{\sin^2(\bar{e}^s)} \cdot \frac{\sigma_i^2}{2} \cdot Q_{rr} \cdot D_n,$$ \hspace{1cm} (A.3)

where $D_n^T$ is the differencing operator with $D_n^T = [-e_n, I_{n-1}]$, and $\bar{e}^s$ represents the mean elevation angle for satellite $s$. The entire variance-covariance matrix of the spatial ionospheric constraints is the block diagonal matrix of $Q_{CT}^s$ with $s = 1, \cdots, m$, where $m$ denotes the number of satellites.