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Abstract

This research aimed at modelling and forecasting the quarterly GDP of Nigeria using the Seasonal Artificial Neural Network (SANN), SARIMA and Box-Jenkins models as well as comparing their predictive performance. The three models mentioned earlier were successfully fitted to the data set. Tentative architecture for the SANN was suggested by varying the number of neurons in the hidden layer while that of the input and output layer remained constant at 4. It was observed that the best architecture was when the hidden layer had 10 neurons and thus SANN (4-10-4) was chosen as the best. In fitting the ARIMA/SARIMA models, the Augmented Dickey Fuller (ADF) test was used to check for stationarity. Variance stabilization and Stationarity were achieved after logarithm transformation and first regular differencing. The ARIMA/SARIMA model with lowest AIC, BIC and HQIC values was chosen as the best amongst the competing models and fitted to the data. The adequacy of the fitted models was confirmed observing the correlogram of the residuals and the Ljung-Box Chi-Squared test result. The SANN model performed better than the SARIMA and ARIMA models as it had a Mean Squared Error value of 0.004 while SARIMA and ARIMA had mean squared errors of 0.527 and 0.705 respectively. It was concluded that the SANN which is a non-linear model be used in modelling the quarterly GDP of Nigeria. Hybrid models which combine the strength of individual models are recommended for further research.

*Corresponding author: Email: chukwudike.nwokike@abiastateuniversity.edu.ng;
Keywords: SANN; ARIMA; GDP; forecasting; transformation.

1 Introduction

Economic growth is a sine qua non for economic development. This informs why growth dominates the main policy thrust of government’s development objective. Economic growth is associated with policies aimed at transforming and restructuring the real economic sectors [1].

More than ever before, growing the economy of Nigeria has become earnestly imperative. This has become absolutely momentous especially given that the nation was plunged into recession between the third quarter of 2016 and the second quarter of 2017. Even though the National Bureau of Statistics says that based on recent statistics that the nation has come out of the period of recession, it is believed in most quarters that the effect of the economic down tone is yet to exit. In the last national elections of Nigeria, the mantra of the two major political parties of Nigeria, vis-à-vis, the All Progressive Congress (APC) and the People’s Democratic Party (PDP) were “Next Level” and “Get Nigeria Working Again” respectively. Both mantras can be related to economic growth.

One of the tools to measure the health of any economy is the Gross Domestic Product (GDP). It is an important tool for determining how good the economy of a country is [2]. As an indicator of economic health of a nation, it is generally viewed as the value of a country’s overall output of goods and services at market price excluding net income abroad [3]. In essence, the gross domestic product is concerned with what goods and services were produced in a particular country (irrespective of the nationality of the producers) in a given year. It answers the question: what did you produce this year as a nation?

Nigeria, the most populous black nation on earth is found in West Africa with an estimated population of about 200 million and a land mass of 923,768 sq. km. Nigeria has the third largest youth population in the world, after India and China with more than 90 million of its population under age 18 [4].

The objectives of the study include to model the GDP of Nigeria using Seasonal Artificial Neural Network, Autoregressive Integrated Moving Average and Seasonal Autoregressive Moving Average Models as well as to test which of the models considered is the best in forecasting the GDP series using Mean Square Error and Root Mean Square Error as indicators of forecasting performance.

2 Literature Review

Most researches in literature on modelling the GDP of Nigeria have been based on linear models. However, [5] asserts that most economic and financial time series, of which GDP is one, exhibit nonstationarity and nonlinearity. Hence, there is need to employ a different approach that can handle the nonlinear behaviour of the GDP of Nigeria. This study therefore investigates the performance of the seasonal artificial neural network (SANN) which is a nonlinear model and those of the seasonal autoregressive integrated moving average (SARIMA) and autoregressive integrated moving average models which are linear models.

Okereke and Bernard [2] used Box-Jenkins procedure to model the GDP of Nigeria. They fitted SARIMA model $(2, 1, 2) \times (1, 0, 1)_4$ to the quarterly GDP of Nigeria. In their work, they made use of log transformation and first order regular differencing to stabilize the variance and achieve stationarity respectively in the series.

Additionally, in the study by Onuoha et al. [6], the probability plot of the GDP series used in the work showed non-normality and heteroskedasticity. After the decomposition of the series into its component parts, they found that the GDP of Nigeria has a strong trend component with little or no seasonal component. The result of their analysis shows that the economy of Nigeria has an upward trend which indicates a positive growth rate of the economy. However, their assertion that the GDP has no or little seasonal component could be because they used annual date despite having 53 observations.

Furthermore, in 2008, Akanbi et al. [1] modelled GDP of Nigeria using Bayesian Model Averaging. According to them, this model helped overcome the problem of model uncertainty. Estimates of the posterior probabilities
Artificial Neural Network. So far, there is no work in literature which has shown the modelling of the GDP of Nigeria. Most scholars used linear models in handling this. Only few researchers have done so using nonlinear models. To conclude, a reasonable number of scholars have modelled Nigeria’s GDP using different models. However, most scholars used linear models in handling this. Only few researchers have done so using nonlinear models. So far, there is no work in literature which has shown the modelling of the GDP of Nigeria using Seasonal Artificial Neural Network.
3 Methodology

3.1 Source of data

The data used for this study was the quarterly GDP of Nigeria at 1990 constant basic prices from the first quarter of 1960 to the fourth quarter of 2014 and then the quarterly GDP of Nigeria at 2010 constant basic prices from the first quarter of 2015 to the third quarter of 2019. The data was extracted from different Statistical Bulletins of the Central Bank of Nigeria. (See Appendix I)

3.2 Methods of data analysis

The series was analysed using three models which includes the SANN, SARIMA and ARIMA models.

3.2.1 Seasonal artificial neural network

The Seasonal Artificial Neural Network (SANN) model is a typical \((s, h, s)\) ANN. Here, \(s = 4\) (which is the seasonal period). The optimal number of hidden neurons was determined by trial and error. The model is represented mathematically as shown below:

\[
\hat{Y}_{i+1,j} = \beta_j + \sum_{k=1}^{h} \left( V_{k,j} f(\alpha_k + \sum_{i=1}^{s} U_{j,k} Y_{i}) \right),
\]

where:

- \(Y_{i,j}\) = GDP observed in the \(j\)th quarter of the \(i\)th year.
- \(\hat{Y}_{i+1,j}\) = Predicted values of the GDP
- \(h\) = Number of hidden neurons
- \(s\) = Seasonal Period
- \(\alpha_k, \beta_j\) = Weights of bias connections which is usually one.
- \(U_{j,k}\) = Weights of connections from input neurons to the hidden neurons.
- \(V_{k,j}\) = Weights of connections from hidden neurons to output neurons.
- \(f\) = The activation function. The activation function used in this research is the sigmoid. This is because there were no negative values [11].

The errors were retrieved by subtracting the predicted values from the actual observed values. Mathematically, it is given by:

\[
\text{Error} = Y_{i,j} - \hat{Y}_{i+1,j}
\]

The work flow used for training the model is as follows:

1. Data was arranged on quarterly basis. That is, put in Excel with four columns, each for each quarter since the seasonal period of the series is four.
2. Input and Target data were set up.
3. Data was divided into training, validation and test set. The test set was not used in training the model.
4. Network was created. This involved setting number of neurons in the input, hidden and output layers. For this research, the number of input and output neurons was already predetermined and fixed to be same with the seasonal period which is four. Only the number of hidden neurons was alternated until optimal index was obtained.
5. The network so created in step 4 was thereafter trained. Before training proper, certain parameters were set up. The momentum term \((m)\) was set at 0.9, learning rate \((\text{lr})\) was 0.01, maximum failure \((\text{max-fail})\) was 100, epoch was 1000 and minimum performance gradient was set at 0.00001. Also, the training algorithm selected was feed-forward back propagation (FFBP), the training function was Gradient Descent with Momentum (TRAINGDM) and adaptation learning function was LEARNGDM.
Additionally, the performance function selected was Mean Squared Error (MSE) and the transfer function used was Sigmoid function (LOGSIG).

6. The network’s results was validated by the use of the MSE and Correlation Coefficient, $r$.

### 3.2.2 Autoregressive integrated moving average/seasonal autoregressive integrated moving average models

The Autoregressive Integrated Moving Average (ARIMA $(p, d, q)$) model is a linear nonstationary time series model made popular by G. E. P. Box and G. M. Jenkins. It essentially describes how a time series is statistically related to its previous observations and it is especially suited for short term forecasting. Mathematically, the ARIMA $(p, d, q)$ model is represented thus:

$$
\phi_p(B)(1 - B)^d X_t = \theta_0 + \theta_q(B)e_t
$$

In (2), $\phi_p(B)$ is a characteristic polynomial with $p$ as the order, $(1 - B)$ is a differencing operator, $d$ is the order of regular differencing, $X_t$ is the observed value at time $t$. In this study, this is simply the GDP value at a particular time. $\theta_0$ is a constant term, $\theta_q(B)$ is also a characteristic polynomial of order $q$ and $e_t$ is the error term which is a white noise process.

The seasonal autoregressive integrated moving average model (SARIMA $(p, d, q) \times (P, D, Q)$) is an extension of the ARIMA model which improves the performance of the ARIMA model in modelling and predicting seasonal time series. It is a multiplicative model. The mathematical representation of the SARIMA model is as stated below:

$$
\phi_p(B)\Phi_p(B^s)(1 - B)^d(1 - B^s)^D X_t = \theta_0 + \theta_q(B)\Theta_q(B^s)e_t,
$$

where $\phi_p(B)$ and $\theta_q(B)$ are the regular autoregressive and moving average polynomials of orders $p$ and $q$ respectively. $\Phi_p(B^s)$ and $\Theta_q(B^s)$ are the seasonal autoregressive and moving average polynomials of order $P$ and $Q$ respectively. $s$ is the periodicity, $X_t$ is the observed value at time $t$, $\theta_0$ is a constant term, $e_t$ is the error term, $d$ is the order of regular differencing while $D$ represents the order of seasonal differencing. Lastly, $(1 - B)$ and $(1 - B^s)$ stand for non-seasonal and seasonal differencing operators respectively.

Box and Jenkins postulated a four step iterative procedure for conducting ARIMA/SARIMA modelling. They are:

(a) **Identification of a suitable model**

Here, by plotting the time series plot and obtaining the graph of the autocorrelation and partial autocorrelation function, their behavior suggested a tentative model to be fitted to the data set. However, to ensure parsimony, other tentative models were suggested and the one with lowest value of the Akaike Information Criterion (AIC), Bayesian Information Criterion (BIC) and Hannan-Quinn Information Criterion (HQIC) is selected as the most suitable model. The graphs also helped to ascertain whether the series is stationary or non-stationary as well as whether appropriate transformation may be required. The ACF of a non-stationary process decays very slowly and will need regular differencing to be made stationary. The Augmented Dickey-Fuller (ADF) Unit Root Test was used to confirm stationarity. For stationarity, the zeros of the characteristic polynomial are expected to lie outside the unit circle.

(b) **Estimation of the parameters of the selected suitable model**

At the stage, the parameters of the chosen model were estimated.

(c) **Adequacy checks on the selected suitable model**

It is imperative to conduct diagnostic checks to confirm that the fitted model is adequate. At this stage, the residuals from the ARIMA and SARIMA model was observed. If the model is adequate, the residuals are expected to exhibit the properties of the white noise process. The correlogram of the residuals should show that
the residuals are serially correlated. The Ljung-Box test is an objective test used to confirm this as it checks for the absence of serial autocorrelation amongst the residual values.

**d) Forecasting**

If the model is found to be adequate, then making forecast with it is appropriate. At this stage, future values of the GDP are predicted. In most work in the literature, this last step is usually omitted. This could be because the aim of most time series analysis is to predict future values which can guide policymakers and decision makers in formulation of policies and programs.

To ensure that the seasonal artificial neural network would converge quickly [22] the input and target variables were scaled. The input and target variables were scaled using the Min-Max normalization approach thus:

\[ Z_t = \frac{x_t - x_{min}}{x_{max} - x_{min}} \]  

(4)

where \( Z_t \) is the scaled variable, \( x_t \) is the GDP observed at time \( t \). \( x_{min} \) is the smallest observed GDP value in the series and \( x_{max} \) stands for the highest observed value in the GDP series.

Logarithm transformation was used to transform the data used for the ARIMA/SARIMA modelling following the approach of [23].

The MATLAB R2014b was used to fit the Seasonal Artificial Neural Network Model where as Gnu Regression Econometric and Time Series Library (GRETL) was used to do the ARIMA and SARIMA model fitting as well as the regression analysis to determine the value of \( \beta \).

## 4 Results and Discussion

### 4.1 Results from SANN

Once the input and target variables have been imported into the MATLAB working environment, different network architectures were tentatively considered by experimentation to obtain optimal network. The number of input and output neurons are already predetermined by the periodicity of the series and in this research, it is four. The only parameter left to consider is the number of hidden neurons. One hidden layer was used in this study and Table 1 summarizes the different network architectures considered with their associated MSE and \( r \) values. The network architecture with the least MSE in the validation set and highest \( r \) was chosen as the best and used for modelling. The best architecture is in bold prints.

| \( h \) | \( MSE \) | \( r \) |
|-------|--------|------|
| 4     | 0.113  | 0.12 |
| 9     | 0.015  | 0.89 |
| **10** | **0.004** | **0.96** |
| 11    | 0.016  | 0.89 |
| 12    | 0.036  | 0.88 |

Since the architecture with 10 hidden neurons had the least MSE value \( (0.004) \) and highest correlation coefficient \( (0.96) \), it was selected and used for modelling. The performance and regression plots for the selected model are as shown in Fig. 1 and Fig. 2 respectively. The model’s parameters are presented in Appendix III.
In Fig. 1, the red line represents error in the test data set which is an indicator of how well the network will approximate the new data, the blue line represents the error in the training data set while the green line represents error in the validation set. The training stopped when error in the validation stopped decreasing and that occurred at epoch 559.

The regression plot sheds light on the strength of similitude between the observed values and the predicted values of the network. An overall \( r \) value of 0.96 indicates a strong correlation between the two sets of data.
4.2 Results from SARIMA

While fitting a SARIMA model to the data set, 85% of the data (203 observations) from the first quarter of 1960 to the third quarter of 2010 were used for model building while 15% (36 observations) from the fourth quarter of 2010 to the third quarter of 2019 were set aside for testing. Fig. 3 is the time plot of the series. From Fig. 3, it is obvious that the series is not stationary and not stable in variance. The non-stationarity claim is further confirmed by the ACF and PACF plots in Fig. 4 as the ACF of the series showed evidence of very slow decay and by the ADF test as summarized in Table 2. The ADF test returned a test statistic value of 2.07979 and a p-value of 0.9999. Since the p-value is greater than 0.05, we fail to reject the null hypothesis that the series is not stationary. Fig. 3 also indicates presence of seasonality in the series.

Fig. 3. Time series plot of the GDP of Nigeria from first quarter 1960 to third quarter of 2019

Fig. 4. Correlogram of the original GDP series
Table 2. Augmented Dickey-Fuller test on the original series

| D  | Test Statistic | P-Value |
|----|----------------|---------|
| 0  | 2.07979        | 0.9999  |

Since the series appears not to be stable in variance, the data was transformed in order to stabilize the variance. In order to achieve this, Akpanta and Iwueze’s [23] method of using Bartlett’s transformation [24] was used. The regression line obtained was \( \log_y \tilde{X}_i = 1.07602 \log_y \tilde{X}_i - 3.99102 \) (See Appendix II for full result of the regression analysis). Since \( \beta \) is 1.07602 which is approximately 1, logarithm transformation was used to transform the series.

The plot of the logarithm transformed series is as shown in Fig. 5. It can easily be seen from the graph that the series is now stable in variance. Stationarity, however, was still unattained as the ADF test as this point returned a test statistic value of -1.13115 and a p-value of 0.7057. Consequently, the logarithm transformed series was subjected to first regular differencing. After differencing, the ADF test was conducted again and this time, stationarity was reached since the test returned a statistic value of -6.02878 and a p-value of \( 1.021 \times 10^{-7} \). The test information is summarized in Table 3.

Table 3. Augmented Dickey-Fuller test on the log transformed series

| d  | Test statistic | P-value       |
|----|----------------|---------------|
| 0  | -1.13115       | 0.7057        |
| 1  | -6.02878       | \( 1.021 \times 10^{-7} \). |

Furthermore, in order to remove the seasonality in the series, the logarithm transformed and first regular differenced series was subjected to seasonal differencing. Figs. 5, 6, 7 and 8 are the time series plot of the logarithm transformed series, time plot of the logarithm transformed and first regular differenced series, time plot of the logarithm transformed, first regular differenced and seasonally differenced series and the ACF and PACF plots of the log-transformed, first regular differenced and seasonally differenced series respectively.

Fig. 5. Time Plot of the Series after logarithm transformation

From the behavior of the PACF in Fig. 8, it can be seen that there are no significant spikes at non-seasonal lags. In contrast, there are significant spikes at seasonal lags. An observation of the ACF shows no significant spike at any non-seasonal lag while there are significant spikes at the first seasonal lag and other seasonal lags. This behavior suggests that SARIMA \((0, 1, 0) (6, 1, 1)\) be fitted to the series. However, to ensure parsimony, three other tentative models are suggested and the model with least AIC, BIC and HQIC values was selected as the optimal model. Table 4 is a cross tabulation of these tentative models with their associated AIC, BIC and HQIC values. The model with the least value of these indicators is considered the optimal amongst the competing models and is presented in bold prints for easy identification.
Fig. 6. Time Plot of the series after logarithm transformation and first regular differencing

Fig. 7. Time Plot of the log-transformed and regular differenced Series after Seasonal Differencing

Table 4. A cross-tabulation of tentative SARIMA models and respective selection criteria values

| Model                  | AIC     | BIC     | HQIC    |
|------------------------|---------|---------|---------|
| (0, 1, 0)(6, 1, 1)_q   | -129.36 | -106.30 | -120.04 |
| (0, 1, 0)(1, 1, 1)_q   | -131.01 | -117.86 | -125.69 |
| (0, 1, 0)(0, 1, 1)_q   | -131.57 | -121.71 | -127.58 |
| (0, 1, 0)(0, 1, 0)_q   | -51.89  | -45.31  | -49.23  |

Consequent upon the results as summarized in Table 4, SARIMA (0, 1, 0)(0, 1, 1)_q was fitted to the series. The estimates of the parameters of the fitted model are as shown in Table 5.
Fig. 8. Correlogram of the log-transformed, first regular and seasonally differenced series

Table 5. Estimates of the parameters of the fitted SARIMA model

| Type         | Coefficient |
|--------------|-------------|
| Constant     | 0.00012     |
| SMA(4)       | -0.79317    |

The estimated model is therefore mathematically represented as \((1 - B)(1 - B^4)X_t = 0.00012 + (1 + 0.79317B^4)e_t\).

\[ \therefore \hat{X}_t = 0.00012 + X_{t-1} + X_{t-4} - X_{t-5} + 0.79317e_{t-4} + e_t \] (5)

Next, the adequacy of the fitted model was confirmed by observing the plot of the ACF and PACF of the residuals as presented in Fig. 9. As can be seen in the plots, spikes are absent, which is an indicator that there is no autocorrelation between adjacent observations. Furthermore, a portmanteau test; the Ljung-Box test was conducted to confirm the absence of autocorrelation between adjacent observations in the residuals. The test returned a test statistic value of 4.69757 and a p-value of 0.8598. Since the p-value is greater than 0.05, the absence of autocorrelation is confirmed and model was deemed adequate.

4.3 Results from ARIMA analysis

All the steps applied to achieve stability in variance and stationarity in the series as done in the SARIMA analysis was still applied to the ARIMA modelling with the exception of the seasonal differencing. Hence, an observation of the ACF and PACF plots of the series after the first regular differencing. The correlogram is Fig. 10.

Seven tentative ARIMA models were fitted to the series and the model with the lowest value of AIC, BIC and HQIC was selected as the best model amongst the competing. The competing models and their respective values for the selection criteria are as summarized in Table 6. The best model is in bold print for the purpose of ease of identification. From the results shown in Table 6, it can be seen that ARIMA (2, 1, 2) model had the least value across the stipulated selection criteria and hence it was fitted to the model. The parameters of the model, as
estimated, are given in Table 7. The fitted model is \((1 - \phi_1B - \phi_2B^2)(1 - B)X_t = \theta_0 + (1 - \theta_1B - \theta_2B^2)e_t\).

Therefore,

\[
\hat{X}_t = 0.0287 + X_{t-1} - 0.0215X_{t-1} + 0.0215X_{t-2} - 0.9488X_{t-2} + 0.9488X_{t-3} - 0.0314e_{t-1} - 0.8330e_{t-2} + e_t
\]

(6)

Fig. 9. Correlogram of the residuals of the SARIMA \((0,1,0)(0,1,1)_4\)

Fig. 10. Correlogram of the logarithm and first differenced series
Table 6. Tabulation of competing ARIMA models and associated selection criteria values

| Model | AIC     | BIC     | HQIC    |
|-------|---------|---------|---------|
| (2, 1, 2) | -145.99 | -126.14 | -137.96 |
| (0, 1, 1)  | -128.51 | -118.59 | -124.50 |
| (0, 1, 0)  | -130.43 | -123.82 | -127.76 |
| (1, 1, 1)  | -127.71 | -114.48 | -122.35 |
| (2, 1, 1)  | -131.72 | -115.18 | -125.02 |
| (2, 1, 3)  | -144.26 | -121.10 | -134.89 |
| (3, 1, 3)  | -143.75 | -117.28 | -133.04 |

Table 7. Parameter estimates of ARIMA (2, 1, 2) model

| Type   | Coefficient |
|--------|-------------|
| Constant | 0.0287     |
| AR(1)  | -0.0215     |
| AR(2)  | -0.9488     |
| MA(1)  | 0.0314      |
| MA(2)  | 0.8330      |

Going further, the adequacy of the fitted model was checked. To do this, the time plot of the residuals as well as the correlogram of the residuals was considered and a portmanteau test vis-à-vis the Ljung-Box test.

Fig. 11. Correlogram of residuals of ARIMA (2, 1, 2)

The residuals of the ARIMA (2, 1, 2) model are all within bound and as such, there is no evidence of serial correlation between adjacent observations of residuals. Also, from Fig. 11, it can be seen that the residuals snap around 0 which is indicative of the fact that the residuals have mean to be zero and a constant variance. This
attribute is expected of a white noise process. Lastly, a Ljung-Box Chi-Squared test was conducted to corroborate the claims reached on the basis of the visual inspections of Figs. 11 and 12. The test returned a statistic value of 3.64675 and a p-value of 0.7244. Since the p-value returned is greater than 0.05, the absence of autocorrelation amongst the residuals was affirmed.

![Residuals Time Plot](image1.png)

**Fig. 12.** Time plot of the residuals of ARIMA (2, 1, 2)

### 4.4 Comparison of the performance of the three models

In this segment, the performance of the three models is compared. To facilitate that, Table 8 and Fig. 13 are presented below. From Table 8, it is clear that the seasonal artificial neural network model performed better than the SARIMA and ARIMA Models since it has the least value of MSE and RMSE. Also, an inspection of figure 13 shows that while SARIMA and ARIMA Models are directional, the SANN is more inclined towards value forecasting.

![Graphical Comparison](image2.png)

**Fig. 13.** Graphical comparison of the performance of the three models
Table 8. Comparative Analysis of the performance of the three models

| Model   | Performance measures |
|---------|----------------------|
|         | MSE      | RMSE   |
| SANN    | 0.041    | 0.20   |
| SARIMA  | 0.527    | 0.73   |
| ARIMA   | 0.705    | 0.84   |

5 Conclusion and Recommendation

In this research, the modelling and predictive ability of three models vis-à-vis seasonal artificial neural network (SANN), seasonal autoregressive integrated moving average (SARIMA) and autoregressive integrated moving average (ARIMA) models were investigated and hitherto compared. The study revealed that the SANN model had the least MSE and RMSE and is thus a better model for modelling and forecasting quarterly GDP of Nigeria than the other models.

Given that SANN has outperformed the Box-Jenkins methods in the modelling and forecasting of the GDP of Nigeria, it is therefore advised that SANN model should be the first choice of the government agencies (like CBN, Commercial banks, National Bureau of Statistics), private organizations and NGOs in time series modelling of the GDP of Nigeria.

It is recommended that future studies develop hybrid models which combines strength of individual models to forecast the GDP of Nigeria and thus help decision makers take informed actions. The hybrid models have been shown to outperform modelling done with single models [13,25]. Furthermore, subsequent research may consider other Machine Learning models such Support Vector Machines, Fuzzy time series method, etc.
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# Appendix I

Quarterly GDP of Nigeria from 1960 Q1 to 2019 Q3 in Millions of naira

| Period | GDP     | Period | GDP     | Period | GDP     |
|--------|---------|--------|---------|--------|---------|
| 1      | 585.2584 | 35     | 632.152 | 69     | 8371.925 |
| 2      | 636.3923 | 36     | 661.2505| 70     | 7798.548 |
| 3      | 633.0629 | 37     | 770.7735| 71     | 7455.783 |
| 4      | 634.2864 | 38     | 820.0282| 72     | 7894.084 |
| 5      | 589.0382 | 39     | 796.7958| 73     | 7642.025 |
| 6      | 639.6127 | 40     | 837.9025| 74     | 7252.409 |
| 7      | 633.2326 | 41     | 1028.021| 75     | 6879.673 |
| 8      | 639.3165 | 42     | 1071.628| 76     | 7438.243 |
| 9      | 607.4799 | 43     | 1035.157| 77     | 7829.837 |
| 10     | 664.2013 | 44     | 1084.194| 78     | 7414.754 |
| 11     | 658.5131 | 45     | 1168.528| 79     | 7009.817 |
| 12     | 667.4058 | 46     | 1195.632| 80     | 7693.581 |
| 13     | 659.1536 | 47     | 1152.904| 81     | 8059.838 |
| 14     | 721.253  | 48     | 1198.436| 82     | 7808.829 |
| 15     | 716.0899 | 49     | 1214.197| 83     | 7380.379 |
| 16     | 729.1035 | 50     | 1239.469| 84     | 8297.714 |
| 17     | 695.3271 | 51     | 1185.03 | 85     | 53020.57 |
| 18     | 751.3449 | 52     | 1254.104| 86     | 50928.05 |
| 19     | 742.0114 | 53     | 1319.82 | 87     | 49429.93 |
| 20     | 758.9165 | 54     | 1344.929| 88     | 51843.51 |
| 21     | 744.1937 | 55     | 1275.359| 89     | 50900.68 |
| 22     | 800.8069 | 56     | 1369.892| 90     | 49573.69 |
| 23     | 786.97   | 57     | 4164.63 | 91     | 48192.88 |
| 24     | 814.8294 | 58     | 3952.303| 92     | 51017.99 |
| 25     | 728.4291 | 59     | 3749.176| 93     | 47931.74 |
| 26     | 775.0448 | 60     | 4053.576| 94     | 46102.2 |
| 27     | 755.073  | 61     | 7225.894| 95     | 44889.46 |
| 28     | 786.2532 | 62     | 6752.889| 96     | 46674.74 |
| 29     | 598.0658 | 63     | 6458.528| 97     | 47793.81 |
| 30     | 642.5718 | 64     | 6734.729| 98     | 45541.37 |
| 31     | 629.8002 | 65     | 7766.36 | 99     | 44396.04 |
| 32     | 656.8621 | 66     | 7219.931| 100    | 45831.73 |
| 33     | 600.7777 | 67     | 6897.22 | 101    | 51640.48 |
| 34     | 649.6198 | 68     | 7262.998| 102    | 49927.81 |
| 103    | 48956.05 | 137    | 70737.61| 171    | 108668.6 |
| 104    | 50511.93 | 138    | 68588.24| 172    | 108134.9 |
| 105    | 52749.65 | 139    | 67189.63| 173    | 118970.3 |
| 106    | 51200.27 | 140    | 68935.08| 174    | 119880.7 |
| 107    | 50341.79 | 141    | 72413.78| 175    | 119733.9 |
| 108    | 51679.73 | 142    | 70122.81| 176    | 118948.1 |
| 109    | 52504.77 | 143    | 68697   | 177    | 114617.6 |
| 110    | 50848.2  | 144    | 70173.81| 178    | 123702.9 |
| 111    | 49928.81 | 145    | 75716.11| 179    | 142373.6 |
| 112    | 51524.76 | 146    | 73219.33| 180    | 146881.9 |
| 113    | 56069.65 | 147    | 71703.84| 181    | 120048.9 |
| 114    | 54619.02 | 148    | 73106.1 | 182    | 128755.5 |
| 115    | 53669.11 | 149    | 77805.31| 183    | 153933.6 |
| 116    | 55517.85 | 150    | 75334.22| 184    | 159193.4 |
| 117    | 60668.75 | 151    | 73778.59| 185    | 128579.8 |
| 118    | 58849.27 | 152    | 75104.36| 186    | 135438.6 |
| 119    | 57697.3  | 153    | 80217.77| 187    | 162498.8 |
| 120    | 59514.26 | 154    | 77564.15| 188    | 169304.4 |
| 121    | 69200.29 | 155    | 75983.54| 189    | 135774.7 |
| Period | GDP     |
|--------|---------|
| 122    | 66533.39| 156 | 77124.59 | 190 | 142790.5 |
| 123    | 64939.29| 157 | 80059.44 | 191 | 173067.5 |
| 124    | 66877.02| 158 | 77992.06 | 192 | 182618.6 |
| 125    | 67998.72| 159 | 76474.8  | 193 | 142071.4 |
| 126    | 66054.4 | 160 | 77657.18 | 194 | 150862.2 |
| 127    | 64540.75| 161 | 84673.63 | 195 | 183678.8 |
| 128    | 66785.27| 162 | 82213.65 | 196 | 195590.1 |
| 129    | 69743.38| 163 | 80550.25 | 197 | 149191.5 |
| 130    | 67535.09| 164 | 81741.22 | 198 | 162101.2 |
| 131    | 66036.98| 165 | 91399.42 | 199 | 197084.3 |
| 132    | 68050.07| 166 | 89281.02 | 200 | 210600.4 |
| 133    | 70732.91| 167 | 87717.26 | 201 | 160179.1 |
| 134    | 68389.46| 168 | 88596.56 | 202 | 174562.6 |
| 135    | 66940.94| 169 | 107423.1 | 203 | 212575.9 |
| 136    | 68769.97| 170 | 108976.9 | 204 | 228208.2 |

Period | GDP     |
|--------|---------|
| 205    | 171265.9 |
| 206    | 187833.1 |
| 207    | 228454.8 |
| 208    | 246447.1 |
| 209    | 182119.4 |
| 210    | 199831.6 |
| 211    | 243263.1 |
| 212    | 263678.9 |
| 213    | 194063.5 |
| 214    | 212182.4 |
| 215    | 259839.4 |
| 216    | 284028.7 |
| 217    | 154386.8 |
| 218    | 160846.2 |
| 219    | 174791.3 |
| 220    | 181503.6 |
| 221    | 160506  |
| 222    | 164633.4 |
| 223    | 179732.3 |
| 224    | 185337.5 |
| 225    | 159437.1 |
| 226    | 162185.4 |
| 227    | 175554.4 |
| 228    | 182135.4 |
| 229    | 167997.7 |
| 230    | 163347.2 |
| 231    | 177602.3 |
| 232    | 185980.7 |
| 233    | 161067.3 |
| 234    | 165805.1 |
| 235    | 180813.4 |
| 236    | 190414.4 |
| 237    | 164345.3 |
| 238    | 169314.4 |
| 239    | 184941.1 |
Appendix II

Parameters of the Regression Model:

Model 1: OLS, using observations 1-60
Dependent variable: Natural Log of $\sigma$

| Parameter                     | Coefficient | Std. Error | t-ratio | p-value |
|-------------------------------|-------------|------------|---------|---------|
| Constant                      | -3.99102    | 0.496021   | -8.046  | <0.0001 *** |
| Natural log of $\bar{X}$      | 1.07602     | 0.0482543  | 22.30   | <0.0001 *** |

Mean dependent variable       6.839054   S.D. dependent variable       2.394499
Sum squared residual         35.33690    S.E. of regression           0.780549
R-squared                     0.895541    Adjusted R-squared         0.893740
F(1, 58)                     497.2403    P-value(F)                 3.90e-30
Log-likelihood              -69.25381    Akaike criterion          142.5076
Schwarz criterion           146.6963     Hannan-Quinn              144.1460

Appendix III

PARAMETERS OF SANN (4-10-4):

Weights from layer 1 to input 1

[-1.1544 1.3606 -1.2919 -1.0949;
 -1.0333 0.43886 2.1901 0.98917;
 1.4315 0.071676 1.9804 -0.056266;
 -1.9112 -1.1626 0.91571 0.86208;
 1.8002 0.03876 -1.5313 0.91291;
 0.97875 0.480999 -1.206 1.7721;
 -0.012478 1.0155 -0.84307 2.1544;
 0.71924 -0.92253 1.6313 -1.4707;
 -1.0057 -0.36477 -1.4915 1.2637;
 -0.18483 1.9518 0.87447 -1.2386]

Weight to layer

[-0.81652 0.69626 0.58676 0.32777 0.8676 -0.36867 0.19933 0.16598 0.53226 0.068309;
 0.65001 0.39598 0.16752 -0.81971 0.41939 0.44897 -0.72115 -0.40594 0.022689 0.34975;
 -0.26803 0.51211 -0.20788 -0.36046 0.36714 -0.41 1.0016 0.08559 0.52768 -0.53919;
 0.035162 0.87804 -0.28858 -0.66746 0.077899 -0.53777 0.77349 0.14358 -0.28935 -0.79641]

Bias to layer 1
2.5306;
1.7636;
-1.4391;
0.51196;
-0.1404;
0.34426;
-0.71735;
1.3404;
-2.242;
-2.5137]

Bias to layer 2
[1.4462;
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