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Abstract: It is quite beneficial for every company to have a strong decision-making technique at their disposal. Experts and managers involved in decision-making strategies would particularly benefit from such a technique in order to have a crucial impact on the strategy of their company. This paper considers the interval-valued linear Diophantine fuzzy (IV-LDF) sets and uses their algebraic laws. Furthermore, by using the Muirhead mean (MM) operator and IV-LDF data, the IV-LDF power MM (IV-LDFPMM) and the IV-LDF weighted power MM (IV-LDFWPMM) operators are developed, and some special properties and results demonstrated. The decision-making technique relies on objective data that can be observed. Based on the multi-attribute decision-making (MADM) technique, which is the beneficial part of the decision-making strategy, examples are given to illustrate the development. To demonstrate the advantages of the developed tools, a comparative analysis and geometrical interpretations are also provided.
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1. Introduction

Multi-attribute decision-making (MADM) procedures are practically involved in all fields of work that impose dilemmas because they play a significant role in decision-making strategies. Experts encounter difficulties while employing the MADM in the framework of fuzzy set (FS) theory. For simplicity, Zadeh [1] proposed a successful strategy based on FS. FS depends on only one term, called the membership grade (MG). Due to the ambiguities intrinsic in FS, it is rather difficult for an expert to choose the beneficial optimum in the framework of FS theory. To overcome these problems, Atanassov [2] analyzed the mathematical form of intuitionistic FS (IFS) by including the non-membership grade (NMG) in the framework of FS theory. Based on this work, several useful developments have seen the light of day: for instance, ref. [3] included bipolar fuzzy sets, ref. [4] considered a hybrid approach, ref. [5] developed divergence measures, ref. [6] considered a photovoltaic project, ref. [7] initiated a matrix game, ref. [8] considered GIS-intuitionistic fuzzy information, ref. [9] elaborated on three-way decision, and [10] explored bipolar intuitionistic fuzzy soft sets. Furthermore, Yager [11] considered the Pythagorean FS (PFS) by improving the well-known strategy of IFS such that 0 ≤ μ_1^2(ψ) + η_1^2(ψ) ≤ 1. Several further developments based on the technique of PFSs are mentioned here: for instance, in [12], the authors developed the interval-valued PFSs; in [13] the authors proposed the decision-making
strategy for PFSs; in [14], the authors used the Pythagorean m-polar FSs; in [15], the authors offered the TOPSIS method for Pythagorean m-polar FSs, and in [16], the authors developed the distance measures. The weak structure of those theories was a cause of further difficulties in applying them. For this reason, Yager [17] suggested q-rung orthopair FS (QROFS), with a new strategy \( \mu_q(\psi) + \eta_q(\psi) \leq 1, q \geq 1 \). This approach was used in a number of further developments, such as interval-valued QROFSs [18], entropy measures [19], knowledge measures [20], a new ranking technique [21], correlation coefficient [22], connection number [23], Dombi aggregation operators [24], Maclaurin symmetric mean operators [25], and L-fuzzy sets and orbits [26].

Some concepts of IFSs, PFSs, and QROFSs could resolve certain ambiguities. However, there are still examples that could not be resolved by using the available techniques. For instance, when 1 for MG and 0.1 for NMG is used, then the well-known techniques of IFSs, PFSs, and QROFSs are not successful. Thus, Riaz and Hashmi [27] proposed the solution for such cases in the form of linear Diophantine fuzzy (LDF) sets, which incorporate the MG and the NMG with the reference parameters. This development was applied in many works, including LDF soft-rough sets [28], LDF relations [29], and LDF prioritized aggregation operators [30]. An interval-valued sort of data is encountered in many situations, which call for setting a numerical scale that has an equal distance concerning two fixed points. These distances and the aforementioned intervals are often encountered in everyday problems, such as the level of measurement, interval or ratio scale and interval data analysis. For instance, someone tries to set an objective, such as Pakistan will do a run in the range 150 to 180 versus India in a T-20 match. The expert did not talk about a specific target, but provided an opinion in the form of an interval. Such a form of data creates a difficulty for an expert in making a beneficial decision. For this reason, one of the most distinct and well-known techniques of interval-valued IFS (IV-IFS) was proposed by Atanassov and Gargov [31]. Furthermore, Garg [32] suggested the well-recognized procedure of interval-valued PFSs (IV-PFS) and the interval-valued QROFS (IV-QROFS) proposed by Joshi et al. [33]. The Archimedean MM operators for IV-QROFS was suggested by Gao et al. [34].

The theories like IV-IFSs, IV-PFSs, and IV-QROFSs are dominant in the field of FS theory. However, several weaknesses and gaps in the aforementioned theories are noticed and explained below based on simple examples:

1. The pair \(([0.3, 0.61], [0.4, 0.51])\) includes interval-valued MG and NMG. The IV-IFS approach delivers the following result: \(0.61 + 0.51 = 1.12 > 1\). Hence, the technique of IV-IFS creates in this case a problem for experts.
2. Similarly, the pair \(([0.4, 0.8], [0.5, 0.7])\) includes interval-valued MG and NMG. The IV-PFS approach gives the result: \(0.8^2 + 0.7^2 = 0.64 + 0.49 = 1.13 > 1\). Hence, the technique of IV-PFS creates a problem for experts.
3. The pair \(([0.9, 1], [0.5, 0.7])\) includes the interval-valued MG and NMG, and the IV-QROFS approach delivers the following result: \(1^q + 0.7^q > 1\) for any value of \(q\). In this case, the result by the IV-QROFS technique is problematic for experts.

The idea of interval-valued LDFS offers a solution for the aforementioned problems because it includes four different sorts of terms in the form of MG and NMG with interval-valued reference parameters. The examples given below demonstrate the advantages of the IV-LDFS:

1. As already seen, the data \(([0.3, 0.61], [0.4, 0.51])\) cannot be resolved by the IV-IFS technique, while the IV-PFS technique delivers the result: \(0.61^2 + 0.51^2 = 0.6322 < 1\). It means that IV-PFS is preferable over IV-IFS.
2. The data \(([0.4, 0.8], [0.5, 0.7])\) cannot be resolved by IV-PFS, but the IV-QROFS technique gives the result: \(0.8^3 + 0.7^3 = 0.855 < 1\). Hence, the IV-QROFS technique is preferable over IV-IFS and IV-PFS.
However, by introducing the IV-LDF technique, numerous problems can be resolved due to its mathematical structure in the form: $0 \leq a^+_{D \mu} D(\psi) + b^+_{D \eta} D(\psi) \leq 1$, and in the framework of the well-known technique $0 \leq a^+_{D} + b^+_{D} \leq 1$. Due to the advantages of the IV-LDFS technique, the above dilemmas could be easily resolved, but could not be resolved by IV-IFS, IV-PFS and IV-QROFS. Hence, the approach presented here allows real-life dilemmas to be addressed. For instance, two friends, A and B, decide to open a car showroom and initially, for this, they need 2 times X dollars. They open the showroom by participating equally. The owner A has only X dollars and invested all of it, while the owner B has 50 times X dollars and only invested X dollars in the car business. However, in reality, the owner B might want to put the business into crisis because this would allow him to overtake the business from owner A. Owner A might decide to give his shares to owner B at one half, or even one-third of the price. This implies that their targeted values should be interval-values rather than specific values. The money invested in the business by owner A represents the NMG and the investment leaving him without money means the reference parameter is considered to be zero. In a similar way, the money invested in the business by owner B represents the MG and the fact that he has a lot of money means his reference parameter is also available in the form of more money available to recover possible costs/losses in the business. Such a dilemma cannot be resolved by the concepts such as IV-IFS, IV-PFS and IV-QROFS.

1. The data $([0.9, 1], [0.5, 0.7])$, could not be resolved by means of the IV-QROFS technique, while the IV-LDFS technique delivers $1 \times 0.1 + 0.7 \times 0.7 = 0.1 + 0.49 = 0.59 < 1$ by fixing the value of the reference parameter in the form $(0.1, 0.7)$. It means that the technique of IV-LDFS is preferable over IV-IFS, IV-PFS, and IV-QROFS.

Hence, several benefits offered by the IV-LDFS technique are explained above. The main contributions of this paper are listed below:

1. Analysis of the IV-LDF settings and use of their algebraic laws.
2. Introduction of the IV-LDFPMM and IV-LDFWPMM operators, and discussion of some special properties and results.
3. Demonstration of the beneficial optimum by using the MADM approach through examples.
4. Demonstration of the advantages through a comparative analysis and geometrical interpretations.

The paper is organized as follows: Section 2 gives an overview of IV-QROFS, power aggregation (PA), MM operators, and several related laws. Section 3 analyzes the IV-LDF setting and utilizes their algebraic laws. Section 4 introduces the IV-LDFPMM and IV-LDFWPMM operators and discusses some special properties and results. Section 5 demonstrates the beneficial optimum using the MADM approach and gives examples.

Figure 1 represents the contributions graphically.
2. Preliminaries

This section aims to review the IV-QROFSs, PA, MM operators, and several related laws. The notation used in this analysis is given in Table 1.

Table 1. Notation used in the present work.

| Symbol | Name | Symbol | Name | Symbol | Name |
|--------|------|--------|------|--------|------|
| $X$    | Universal set | $\psi$ | Element of $X$ | $\mu_D$ | Truth Grade |
| $\eta_D (\psi)$ | Falsity grade | $a_D$ | Reference Parameter for Truth grade | $b_D$ | Reference Parameter for Falsity grade |
| $\lambda \geq 0$ | Scaler element | $\Xi_L$ | Accuracy value | $\Pi_L$ | Score value |

**Definition 1** [33]. An IV-QROFSL$_D$ is defined by:

$$ L_D = \{(\psi, (\mu_D(\psi), \eta_D(\psi))) / \psi \in X \} \quad (1) $$

where for MG: $\mu_D(\psi) = [\mu^- D(\psi), \mu^+ D(\psi)] \subset [0,1]$ and for NMG: $\eta_D(\psi) = [\eta^- D(\psi), \eta^+ D(\psi)] \subset [0,1]$ with the rules of $0 \leq \mu^+ D(\psi) + \eta^+ D(\psi) \leq 1, q > 0$. The symbol $\chi_{L_{DFS}} = (1 - \mu^+ D(\psi) + \eta^+ D(\psi))^2$ expresses the refusal grade. Simply, $L_{Dk} = (\mu_{Dk}, \eta_{Dk})$, $k = 1, 2, \ldots, \Xi$ is called IV-QROFNs.

**Definition 2** [33]. For any two IV-QROFNs, $L_{Dk} = (\mu_{Dk}, \eta_{Dk})$, $k = 1, 2$, and $\lambda \geq 0$:

$$ L_{D1} \oplus L_{D2} = \left[ \begin{array}{c} \left( \mu^- D1 + \mu^- D2 - \mu^- D1 \mu^- D2 \right)^{\frac{1}{2}}, \left( \mu^+ D1 + \mu^+ D2 - \mu^+ D1 \mu^+ D2 \right)^{\frac{1}{2}} \\ \eta^- D1 \eta^- D2, \eta^+ D1 \eta^+ D2 \end{array} \right] \quad (2) $$

$$ L_{D1} \otimes L_{D2} = \left[ \begin{array}{c} \left( \eta^- D1 \eta^- D2 - \eta^- D1 \eta^- D2 \right)^{\frac{1}{2}}, \left( \eta^+ D1 \eta^+ D2 - \eta^+ D1 \eta^+ D2 \right)^{\frac{1}{2}} \\ \eta^- D1 \eta^- D2, \eta^+ D1 \eta^+ D2 \end{array} \right] \quad (3) $$
\[ \lambda_{L_{D1}} = \left( \left( 1 - (1 - \mu_{D1}^{-q})^{\lambda} \right)^{\frac{1}{\eta}}, \left( 1 - (1 + \mu_{D1}^{+q})^{\lambda} \right)^{\frac{1}{\eta}} \right) \]  
\[ L_{D1}^\lambda = \left( \left( \mu_{D1}^{-\lambda}, \mu_{D1}^{+\lambda} \right), \left( 1 - (1 - \eta_{D1}^{-q})^{\lambda} \right)^{\frac{1}{\eta}}, \left( 1 - (1 - \eta_{D1}^{+q})^{\lambda} \right)^{\frac{1}{\eta}} \right) \]

**Definition 3** [33]. For any IV-QROFN, \( L_{D1} = (\mu_{D1}, \eta_{D1}) \), the Score Value (SV) is defined by:

\[ \Xi_{L_{D1}} = \Xi(L_{D1}) = \frac{1}{2} \left( \mu_{D1}^{+q} + \mu_{D1}^{-q} - \eta_{D1}^{+q} - \eta_{D1}^{-q} \right) \]

**Definition 4** [33]. For any IV-QROFN, \( L_{D1} = (\mu_{D1}, \eta_{D1}) \), the Accuracy Value (AV) is defined by:

\[ \Pi_{L_{D1}} = \Pi(L_{D1}) = \frac{1}{2} \left( \mu_{D1}^{+q} + \mu_{D1}^{-q} + \eta_{D1}^{+q} + \eta_{D1}^{-q} \right) \]

**Definition 5** [33]. For any two IV-QROFNs, \( L_{D1} = (\mu_{D1}, \eta_{D1}), L_{D2} = (\mu_{D2}, \eta_{D2}) \), \( k = 1, 2 \):
1. If \( \Xi_{L_{D1}} > \Xi_{L_{D2}} \), then \( L_{D1} > L_{D2} \);
2. If \( \Xi_{L_{D1}} = \Xi_{L_{D2}} \), then:
   (i) If \( \Pi_{L_{D1}} > \Pi_{L_{D2}} \), then \( L_{D1} > L_{D2} \);
   (ii) If \( \Pi_{L_{D1}} = \Pi_{L_{D2}} \), then \( L_{D1} = L_{D2} \);

**Definition 6** [35]. For any collection of non-negative real numbers (CNNRN) \( m_k, k = 1, 2, \ldots, \Xi \), the PA operator is defined by:

\[ PA(m_1, m_2, \ldots, m_\Xi) = \frac{\sum_{k=1}^{\Xi} (1 + T(m_k)) m_k}{\sum_{k=1}^{\Xi} (1 + T(m_k))} \]

\[ T(m_k) = \sum_{i=1, i \neq k}^{\Xi} \sup (m_k, m_i) \] and \( \sup (m_k, m_i) \) assigns the support degree from \( m_i \) to \( m_k \), by holding the following conditions:
1. \( \sup (m_k, m_i) \in [0, 1] \);
2. \( \sup (m_k, m_i) = \sup (m_i, m_k) \);
3. \( \sup (m_1, m_2) \geq \sup (m_3, m_4) \), if \( |m_1 - m_2| \leq |m_3 - m_4| \).

**Definition 7** [35]. For any CNNRN \( m_k, k = 1, 2, \ldots, \Xi \), and a collection of parameters (COP) \( Y = (Y_1, Y_2, \ldots, Y_\Xi) \), where \( Y_k, k = 1, 2, \ldots, \Xi \) is a CNNRN, the Muirhead mean MM Operator is defined by:

\[ MM_Y(m_1, m_2, \ldots, m_\Xi) = \left( \frac{1}{\Xi!} \sum_{p} \prod_{k=1}^{\Xi} m_k^{Y_k(p(k))} \right)^{1/\Xi} \]

where \( p(k), k = 1, 2, \ldots, \Xi \) denotes any permutation of \( 1, 2, \ldots, \Xi \) and \( T_{\Xi} \) shows all feasible permutations of \( 1, 2, \ldots, \Xi \).

3. **Interval-Valued Linear Diophantine Fuzzy Sets**

It is very beneficial for every company to have a strong decision-making technique at their disposal. Experts and managers involved in decision-making strategies would particularly benefit from such a technique in order to have a crucial impact on the strategy of their company. This section aims to analyze the IV-LDF setting and to use its algebraic laws.
Definition 8. An IV-LDFS $L_{DFS}$ is defined by:

$$L_{DFS} = \{ (\psi, (\mu_D(\psi), \eta_D(\psi)), (a_D, b_D)) / \psi \in X \}$$

(10)

where $\mu_D(\psi) = [\mu^-(\psi), \mu^+(\psi)] \in [0, 1]$, $\eta_D(\psi) = [\eta^-(\psi), \eta^+(\psi)] \in [0, 1]$, $a_D = [a_-, a^+] \in [0, 1]$, $b_D = [b^-, b^+] \in [0, 1]$, with the rules of $0 \leq a^+ \mu_D^+(\psi) + b^+ \eta_D^+(\psi) \leq 1$, and $0 \leq a^- \mu_D^- + b^- \eta_D^- \leq 1$. The symbol $X_{DFS} = (\psi, \eta\psi, (a_D, b_D))$ is called IV-LDFN.

Definition 9. For any two IV-LDFNs, $L_{DK} = ((\mu_{DK}, \eta_{DK}), (a_{DK}, b_{DK})), k = 1, 2$, and $\lambda \geq 0$:

$$L_{D1} \oplus L_{D2} = \left( \begin{array}{c} [\mu^-(D_{1}), \mu^+(D_{1})] \\ [\eta^-(D_{1}), \eta^+(D_{1})] \\ [a^-_{D1}, a^+_{D1}] \end{array} \right) \right),$$

(11)

$$L_{D1} \oplus L_{D2} = \left( \begin{array}{c} [\mu^-(D_{1}), \mu^+(D_{1})] \\ [\eta^-(D_{1}), \eta^+(D_{1})] \\ [a^-_{D1}, a^+_{D1}] \end{array} \right) \right),$$

(12)

$$\lambda L_{D1} = \left( \begin{array}{c} [1 - (1 - \mu_{D1})^\lambda, 1 - (1 - \mu_{D1})^\lambda] \\ [1 - (1 - \eta_{D1})^\lambda, 1 - (1 - \eta_{D1})^\lambda] \\ [1 - (1 - a_{D1})^\lambda, 1 - (1 - a_{D1})^\lambda] \end{array} \right),$$

(13)

$$L_{D1}^\lambda = \left( \begin{array}{c} [(\mu_{D1})^\lambda, (\mu_{D1})^\lambda] \\ [(1 - \eta_{D1})^\lambda, 1 - (1 - \eta_{D1})^\lambda] \\ [(1 - a_{D1})^\lambda, 1 - (1 - a_{D1})^\lambda] \end{array} \right),$$

(14)

Definition 10. For any IV-LDFN, $L_{D1} = ((\mu_{D1}, \eta_{D1}), (a_{D1}, b_{D1}))$, the SV is defined by:

$$\Xi_{L_{D1}} = \Xi(L_{D1}) = \frac{1}{2} \left( \begin{array}{c} a^+_{D1} \mu^+(D_{1}) - b^+_{D1} \mu^+(D_{1}) \\ a^-_{D1} \mu^-(D_{1}) - b^-_{D1} \mu^-(D_{1}) \end{array} \right)$$

(15)

Definition 11. For any IV-LDFN, $L_{D1} = ((\mu_{D1}, \eta_{D1}), (a_{D1}, b_{D1}))$, the AV is defined by:

$$\Pi_{L_{D1}} = \Pi(L_{D1}) = \frac{1}{2} \left( \begin{array}{c} a^+_{D1} \mu^+(D_{1}) + b^+_{D1} \eta^+(D_{1}) \\ a^-_{D1} \mu^-(D_{1}) + b^-_{D1} \eta^-(D_{1}) \end{array} \right)$$

(16)

Definition 12. For any two IV-LDFNs, $L_{DK} = ((\mu_{DK}, \eta_{DK}), (a_{DK}, b_{DK})), k = 1, 2$:

1. If $\Xi_{L_{D1}} > \Xi_{L_{D2}}$, then $L_{D1} > L_{D2}$;
2. If $\Xi_{L_{D1}} = \Xi_{L_{D2}}$, then:
   (i) If $\Pi_{L_{D1}} > \Pi_{L_{D2}}$, then $L_{D1} < L_{D2}$;
   (ii) If $\Pi_{L_{D1}} = \Pi_{L_{D2}}$, then $L_{D1} = L_{D2}$;

4. Power Muirhead Mean (MM) Operators under the IV-LDFSS

Starting from the MM operator and IV-LDF data, the IV-LDFPMM and the IV-LDFWPM operators are introduced, and some special properties and results are to be shown. Furthermore, for any collection of IV-LDFNs, $L_{DK} = ((\mu_{DK}, \eta_{DK}), (a_{DK}, b_{DK})), k = 1, 2, \ldots, \Xi$
and let \( Y = (Y_1, Y_2, \ldots, Y_\Xi) \) be a COP, where \( Y_k, k = 1, 2, \ldots, \Xi \) is a CNNRN. The vector 
\( w = (w_1, w_2, \ldots, w_\Xi)^T \) is the weight vector whereby: 
\[ \sum_{k=1}^{\Xi} w_k = 1 \text{ and } w_k \in [0, 1], \ k = 1, 2, \ldots, \Xi. \]

**Definition 13.** The IV-LDFPMM Operator is defined by:

\[
\text{IV - LDFPMM}^Y(L_{D1}, L_{D2}, \ldots, L_{Dk}) = \left( \frac{1}{\Xi} \bigoplus_{p \in T_\Xi} \Xi \bigotimes_k \left( \Xi \left( \frac{1 + T(L_{p(k)})}{\sum_{k=1}^{\Xi}(1 + T(p(k)))} \right) Y_k \right) \right) \frac{1}{\sum_{k=1}^{\Xi} Y_k} \tag{17}
\]

where \( p(k), k = 1, 2, \ldots, \Xi \) denotes any permutation of 1, 2, \ldots, \Xi and \( T_\Xi \) includes all feasible permutations of 1, 2, \ldots, \Xi, and \( \Xi \) is the weighting measurement. 
\[ d(L_{Dk}, L_{Dj}) = \frac{1}{2} \left( a^+ D_1 \mu^+ D_1 - b^+ D_1 \eta^+ D_1 + a^- D_1 \mu^- D_1 - b^- D_1 \eta^- D_1 \right), \] shows the Hamming distance between \( L_{Dk} \) and \( L_{Dj} \), 
\[ \text{sup}(L_{Dk}, L_{Dj}) \text{ denotes the support degree from } L_{Dj} \text{ to } L_{Dk}, \text{ holding the following conditions:} \]

1. \( \text{sup}(L_{Dk}, L_{Dj}) \in [0, 1]; \)
2. \( \text{sup}(L_{Dk}, L_{Dj}) = \text{sup}(L_{Dj}, L_{Dk}); \)
3. \( \text{sup}(L_{D1}, L_{D2}) \geq \text{sup}(L_{D3}, L_{D4}), \text{ if } |L_{D1} - L_{D2}| \leq |L_{D3} - L_{D4}|. \)

To simplify Equation (17), one may introduce

\[ w_k = \frac{(1 + T(L_{Dk}))}{\sum_{k=1}^{\Xi}(1 + T(L_{Dk}))} \tag{18} \]

Then, Equation (17) can be written as:

\[
\text{IV - LDFPMM}^Y(L_{D1}, L_{D2}, \ldots, L_{Dk}) = \left( \frac{1}{\Xi} \bigoplus_{p \in T_\Xi} \Xi \bigotimes_k \left( \Xi w_{p(k)} L_{p(k)} \right) Y_k \right) \frac{1}{\sum_{k=1}^{\Xi} Y_k} \tag{19}
\]

Based on Equations (17)–(19), the following theorems can be proven.

**Theorem 1.** Based on Equations (17)–(19), we obtain:
\[
\text{IV} - \text{LDFPMM}^Y(L_{D1}, L_{D2}, \ldots, L_{Dk}) \}
\]
\[
= \left( \begin{array}{c}
\left( 1 - \prod_{p \in D_k} \left( 1 - \left( 1 - \mu_{p(k)}^+ \right) \mathbb{E}w_p(k) \right) Y_k \right) \frac{1}{\sum_{k=1}^{L_k} Y_k} \\
\left( 1 - \prod_{p \in D_k} \left( 1 - \left( 1 - \mu_{p(k)}^- \right) \mathbb{E}w_p(k) \right) Y_k \right) \frac{1}{\sum_{k=1}^{L_k} Y_k} \\
\left( 1 - \prod_{p \in D_k} \left( 1 - \left( 1 - \eta_p(k) \right) \mathbb{E}w_p(k) \right) Y_k \right) \frac{1}{\sum_{k=1}^{L_k} Y_k} \\
\left( 1 - \prod_{p \in D_k} \left( 1 - \left( 1 - \eta_p^+(k) \right) \mathbb{E}w_p(k) \right) Y_k \right) \frac{1}{\sum_{k=1}^{L_k} Y_k} \\
\left( 1 - \prod_{p \in D_k} \left( 1 - \left( 1 - b_{p(k)}^- \right) \mathbb{E}w_p(k) \right) Y_k \right) \frac{1}{\sum_{k=1}^{L_k} Y_k} \\
\left( 1 - \prod_{p \in D_k} \left( 1 - \left( 1 - b_{p(k)}^+ \right) \mathbb{E}w_p(k) \right) Y_k \right) \frac{1}{\sum_{k=1}^{L_k} Y_k}
\end{array} \right)
\]
\]
\[
(\mathbb{E}w_p(k) L_p(k)) Y_k = \left( \begin{array}{c}
\left( 1 - \left( 1 - \mu_{p(k)}^+ \right) \mathbb{E}w_p(k) \right) Y_k \\
\left( 1 - \left( 1 - \mu_{p(k)}^- \right) \mathbb{E}w_p(k) \right) Y_k \\
\left( 1 - \left( 1 - \eta_p(k) \right) \mathbb{E}w_p(k) \right) Y_k \\
\left( 1 - \left( 1 - \eta_p^+(k) \right) \mathbb{E}w_p(k) \right) Y_k \\
\left( 1 - \left( 1 - b_{p(k)}^- \right) \mathbb{E}w_p(k) \right) Y_k \\
\left( 1 - \left( 1 - b_{p(k)}^+ \right) \mathbb{E}w_p(k) \right) Y_k
\end{array} \right)
\]
\]
\[
\mathbb{E} \oplus_k (\mathbb{E}w_p(k) L_p(k)) Y_k = \left( \begin{array}{c}
\left( \prod_{k=1}^{L_k} \left( 1 - \left( 1 - \mu_{p(k)}^+ \right) \mathbb{E}w_p(k) \right) Y_k, \prod_{k=1}^{L_k} \left( 1 - \left( 1 - \mu_{p(k)}^- \right) \mathbb{E}w_p(k) \right) Y_k \right) \\
\left( \prod_{k=1}^{L_k} \left( 1 - \left( 1 - \eta_p(k) \right) \mathbb{E}w_p(k) \right) Y_k, \prod_{k=1}^{L_k} \left( 1 - \left( 1 - \eta_p^+(k) \right) \mathbb{E}w_p(k) \right) Y_k \right) \\
\left( \prod_{k=1}^{L_k} \left( 1 - \left( 1 - b_{p(k)}^- \right) \mathbb{E}w_p(k) \right) Y_k, \prod_{k=1}^{L_k} \left( 1 - \left( 1 - b_{p(k)}^+ \right) \mathbb{E}w_p(k) \right) Y_k \right)
\end{array} \right)
\]

**Proof.** Based on Definition 9 and Equation (20), we obtain:
\[
\mathbb{E}w_p(k) L_p(k) = \left( \begin{array}{c}
\left( 1 - \left( 1 - \mu_{p(k)}^- \right) \mathbb{E}w_p(k), 1 - \left( 1 - \mu_{p(k)}^+ \right) \mathbb{E}w_p(k) \right), \left( \eta_p(k) \mathbb{E}w_p(k), \eta_p^+(k) \mathbb{E}w_p(k) \right)
\end{array} \right)
\]
and
\[
(\mathbb{E}w_p(k) L_p(k)) Y_k = \left( \begin{array}{c}
\left( 1 - \left( 1 - \mu_{p(k)}^- \right) \mathbb{E}w_p(k) \right) Y_k, \left( 1 - \left( 1 - \mu_{p(k)}^+ \right) \mathbb{E}w_p(k) \right) Y_k
\end{array} \right)
\]
Furthermore,
\[
\mathbb{E} \oplus_k (\mathbb{E}w_p(k) L_p(k)) Y_k = \left( \begin{array}{c}
\left( \prod_{k=1}^{L_k} \left( 1 - \left( 1 - \mu_{p(k)}^- \right) \mathbb{E}w_p(k) \right) Y_k, \prod_{k=1}^{L_k} \left( 1 - \left( 1 - \mu_{p(k)}^+ \right) \mathbb{E}w_p(k) \right) Y_k \right),
\left( \prod_{k=1}^{L_k} \left( 1 - \left( 1 - \eta_p(k) \right) \mathbb{E}w_p(k) \right) Y_k, \prod_{k=1}^{L_k} \left( 1 - \left( 1 - \eta_p^+(k) \right) \mathbb{E}w_p(k) \right) Y_k \right),
\left( \prod_{k=1}^{L_k} \left( 1 - \left( 1 - b_{p(k)}^- \right) \mathbb{E}w_p(k) \right) Y_k, \prod_{k=1}^{L_k} \left( 1 - \left( 1 - b_{p(k)}^+ \right) \mathbb{E}w_p(k) \right) Y_k \right)
\end{array} \right)
\]
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Also,

\[ \bigoplus_{p \in T_k} \left( \bigoplus_{\xi} \left( \mathbb{W}_{p(\xi)} \cdot L_{p(\xi)} \right)^{Y_k} \right) \]

\[ \bigoplus_{p \in T_k} \left( \bigoplus_{\xi} \left( \mathbb{W}_{p(\xi)} \cdot L_{p(\xi)} \right)^{Y_k} \right) \]

Finally,

\[ \bigoplus_{p \in T_k} \left( \bigoplus_{\xi} \left( \mathbb{W}_{p(\xi)} \cdot L_{p(\xi)} \right)^{Y_k} \right) \]

Thus,
\[
\frac{1}{\Xi_k} \sum_{p \in T_k} \left( \Xi_{w_p(k)}^{L_p(k)} Y_k \right) \frac{1}{\Xi_{k-1} Y_k}
\]

\[
= \begin{pmatrix}
\left( 1 - \left( \prod_{p \in T_k} \left( 1 - \left( 1 - \mu_{p(k)}^- \Xi_{w_p(k)} \right) Y_k \right) \right) \right) \frac{1}{\Xi_{k-1} Y_k}, \\
\left( 1 - \left( \prod_{p \in T_k} \left( 1 - \left( 1 - \mu_{p(k)}^+ \Xi_{w_p(k)} \right) Y_k \right) \right) \right) \frac{1}{\Xi_{k-1} Y_k}, \\
\left( 1 - \left( \prod_{p \in T_k} \left( 1 - \left( 1 - \eta_{p(k)}^- \Xi_{w_p(k)} \right) Y_k \right) \right) \right) \frac{1}{\Xi_{k-1} Y_k}, \\
\left( 1 - \left( \prod_{p \in T_k} \left( 1 - \left( 1 - \eta_{p(k)}^+ \Xi_{w_p(k)} \right) Y_k \right) \right) \right) \frac{1}{\Xi_{k-1} Y_k}
\end{pmatrix}
\]

Hence, the result is proved. \(\square\)

**Theorem 2. (Idempotency)** If \(L_{D_k} = \mathbb{I}_{DFS} = ((u_D, v_D), (a_D, b_D))\), then:

\[
IV - LDFPMY(L_{D1}, L_{D2}, \ldots, L_{Dk}) = \mathbb{I}_{DFS}
\]  

(21)

**Proof.** Since \(L_{D_k} = \mathbb{I}_{DFS} = ((u_D, v_D), (a_D, b_D))\) is satisfied for \(k = 1, 2, \ldots, \Xi\), we get \(\sup (L_{D_k}, L_{D_j}) = 1\) for \(k, j = 1, 2, \ldots, \Xi\). Thus \(w = \frac{1}{\Xi}\), \(k = 1, 2, \ldots, \Xi\) is satisfied for \(k = 1, 2, \ldots, \Xi\). Therefore,

\[
IV - LDFPMY(L_{D1}, L_{D2}, \ldots, L_{Dk}) = \left( \frac{1}{\Theta_k} \sum_{p \in T_k} \prod_{k=1}^{\Xi} \left( \Xi_{L_{Dk}} Y_k \right) \right) \frac{1}{\Xi_{k-1} Y_k}
\]

\[
= \left( \frac{1}{\Theta_k} \sum_{p \in T_k} \prod_{k=1}^{\Xi} \left( L_{D_k} Y_k \right) \right) \frac{1}{\Xi_{k-1} Y_k} = \left( \frac{1}{\Theta_k} \sum_{p \in T_k} \prod_{k=1}^{\Xi} \left( \mathbb{I}_{DFS} Y_k \right) \right) \frac{1}{\Xi_{k-1} Y_k} = \mathbb{I}_{DFS}
\]

\(\square\)

**Theorem 3. (Boundedness)** If \(\mathbb{I}_{DFS} = \min(L_{D_k}) = ((u_D^-, v_D), (a_D^-, b_D))\), \(k = 1, 2, \ldots, \Xi\), and \(\mathbb{I}_{DFS} = \max(L_{D_k}) = ((u_D^+, v_D), (a_D^+, b_D))\), \(k = 1, 2, \ldots, \Xi\), then:

\[
x \leq IV - LDFPMY(L_{D1}, L_{D2}, \ldots, L_{Dk}) \leq y
\]  

(22)
\[ x = \left( \frac{1}{\Xi} \sum_{p \in T} \prod_{k=1}^{\Xi} \left( \Xi w_{p(k)} \mathbb{I}_{DFS} \right) Y_k \right)^{\frac{1}{\sum_{k=1}^{\Xi} Y_k}} \]

and

\[ y = \left( \frac{1}{\Xi} \sum_{p \in T} \prod_{k=1}^{\Xi} \left( \Xi w_{p(k)} \mathbb{I}_{DFS} \right) Y_k \right)^{\frac{1}{\sum_{k=1}^{\Xi} Y_k}} \]

**Proof.** From Definition 9 and Equation (22), we obtain:

\[ \Xi w_{p(k)} L_{p(k)} \geq \Xi w_{p(k)} \mathbb{I}_{DFS} \]

and,

\[ \left( \Xi w_{p(k)} L_{p(k)} \right)^{Y_k} \geq \left( \Xi w_{p(k)} \mathbb{I}_{DFS} \right)^{Y_k} \]

Next,

\[ \bigoplus_{k} \Xi \left( \Xi w_{p(k)} L_{p(k)} \right)^{Y_k} \geq \bigoplus_{k} \Xi \left( \Xi w_{p(k)} \mathbb{I}_{DFS} \right)^{Y_k} \]

Also,

\[ \bigoplus_{p \in T} \Xi \left( \Xi w_{p(k)} L_{p(k)} \right)^{Y_k} \geq \bigoplus_{p \in T} \Xi \left( \Xi w_{p(k)} \mathbb{I}_{DFS} \right)^{Y_k} \]

Finally,

\[ \frac{1}{\Xi} \bigoplus_{p \in T} \Xi \left( \Xi w_{p(k)} L_{p(k)} \right)^{Y_k} \geq \frac{1}{\Xi} \bigoplus_{p \in T} \Xi \left( \Xi w_{p(k)} \mathbb{I}_{DFS} \right)^{Y_k} \]

Thus,

\[ \left( \frac{1}{\Xi} \bigoplus_{p \in T} \Xi \left( \Xi w_{p(k)} L_{p(k)} \right)^{Y_k} \right)^{\frac{1}{\sum_{k=1}^{\Xi} Y_k}} \geq \left( \frac{1}{\Xi} \bigoplus_{p \in T} \Xi \left( \Xi w_{p(k)} \mathbb{I}_{DFS} \right)^{Y_k} \right)^{\frac{1}{\sum_{k=1}^{\Xi} Y_k}} = x \]

It means that \( x \leq IV - LDFPMM_{Y}^{Y}(L_{D1}, L_{D2}, \ldots, L_{Dk}) \). The proving procedure is the same as for \( IV - LDFSPMM_{Y}^{Y}(L_{D1}, L_{D2}, \ldots, L_{Dk}) \) \( y \). □

Some specific cases of the presented operators are discussed in the following. In the framework of the proposed operators, some properties are described in terms of power averaging aggregation (PAO) operators, power Bonferroni mean (PBM) operators, power Maclaurin symmetric mean (PMSM) operators, power geometric aggregation (PGA) operator, averaging aggregation (AA) operators, Bonferroni mean (BM) operators, Maclaurin symmetric mean (MSM) operators, Muirhead mean (MM) operator and geometric aggregation (GA) operator.

**Case 1.** If \( Y = (1, 0, \ldots, 0) \), then the IV-LDFPMM operator reduces to the IV-LDFPA operator.

\[ IV - LDFPMM^{(1,0,\ldots,0)}(L_{D1}, L_{D2}, \ldots, L_{Dk}) = \bigotimes_{k} \left( \frac{1 + T(L_{p(k)})}{\sum_{k=1}^{\Xi} (1 + T(L_{p(k)}))} \right) L_{Dk} = \bigotimes_{k} w_{k} L_{Dk} \]
In this case, if $\sup (L_{Dk}, L_{Dj}) = t$ for all $k \neq j$, then $\Xi w_k = 1$, and the IV-LDFPMM operator reduces to the IV-LDFA operator.

$$\text{IV - LDFPMM}^{(1,0,\ldots,0)} (L_{D1}, L_{D2}, \ldots, L_{Dk}) = \bigotimes_k \left( \frac{1 + T(L_p(k))}{\sum_{k=1}^{n} (1 + T(p(k)))} \right) L_{Dk}$$

$$= \left( \begin{array}{c} \left[ 1 - \left( \prod_{k=1}^{n} (1 - \mu_{Dk}) \right) \right]^{w_k}, \left[ 1 - \left( \prod_{k=1}^{n} (1 - \mu_{Dk}) \right) \right]^{w_k} \\
\left[ \prod_{k=1}^{n} (\eta_{Dk}) \right]^{w_k}, \left[ \prod_{k=1}^{n} (\eta_{Dk}) \right]^{w_k} \\
\left[ 1 - \left( \prod_{k=1}^{n} (1 - a_{Dk}^-) \right) \right]^{w_k}, \left[ 1 - \left( \prod_{k=1}^{n} (1 - a_{Dk}^-) \right) \right]^{w_k} \\
\left[ \prod_{k=1}^{n} (b_{Dk}^-) \right]^{w_k}, \left[ \prod_{k=1}^{n} (b_{Dk}^-) \right]^{w_k} \end{array} \right) \right)$$

(24)

**Case 2.** If $Y = (1,1,0,\ldots,0)$, then the IV-LDFPMM operator reduces to the IV-LDFPBM operator.
\[
\text{IV-LDFPMM}^{(1,1,0,...,0)}(L_{D1}, L_{D2}, \ldots, L_{Dk}) = \left( \frac{1}{\Sigma(\Sigma + 1)} \times \left( w_k L_{Dk} \oplus (w_j L_{Dj}) \right) \right)^{\frac{1}{2}}
\]

\[
= \left( 1 - \left( \prod_{k, j = 1}^{\Sigma} \left( 1 - \left( 1 - \mu_{Dk}^{w_k} \right) \mu_{Dj}^{w_j} \right) \right) \right)^{\frac{1}{2}},
\]

\[
= \left( 1 - \left( \prod_{k, j = 1}^{\Sigma} \left( 1 - \left( 1 - \eta_{Dk}^{w_k} \right) \eta_{Dj}^{w_j} \right) \right) \right)^{\frac{1}{2}},
\]

\[
= \left( 1 - \left( \prod_{k, j = 1}^{\Sigma} \left( 1 - \left( 1 - a_{Dk}^{w_k} \right) a_{Dj}^{w_j} \right) \right) \right)^{\frac{1}{2}},
\]

\[
= \left( 1 - \left( \prod_{k, j = 1}^{\Sigma} \left( 1 - \left( 1 - b_{Dk}^{w_k} \right) b_{Dj}^{w_j} \right) \right) \right)^{\frac{1}{2}}.
\]

In this case, if \( \sup (L_{Dk}, L_{Dj}) = t \) for all \( k \neq j \), then \( \Sigma w_k = 1 \), and the IV-LDFPMM operator reduces to the IV-LDFBM operator (when \( Y = t = 1 \)).
\[ IV - \text{LDFPMM}^{(1,1,0,\ldots,0)}(L_{D1}, L_{D2}, \ldots, L_{Dk}) = \sum_{i} \left( \begin{array}{c} 1 - \prod_{k, j = 1, \ k \neq j}^{\infty} \left( 1 - \mu_{Dk}^+ \mu_{Dj}^- \right)^{\frac{1}{2^{k-1}}} \left( 1 - \prod_{k, j = 1, \ k \neq j}^{\infty} \left( 1 - \eta_{Dk}^+ \eta_{Dj}^- \right)^{\frac{1}{2^{k-1}}} \right) \right) \right) \]

\[ = \left( \begin{array}{c} 1 - \prod_{k, j = 1, \ k \neq j}^{\infty} \left( 1 - \alpha_{Dk}^+ \alpha_{Dj}^- \right)^{\frac{1}{2^{k-1}}} \left( 1 - \prod_{k, j = 1, \ k \neq j}^{\infty} \left( 1 - \beta_{Dk}^+ \beta_{Dj}^- \right)^{\frac{1}{2^{k-1}}} \right) \right) \right) \]

**Case 3.** If \( Y = \left( \begin{array}{c} 1, 1, 1, \ldots, 1 \end{array} \right) \), then the IV-LDFPM operator reduces to the IV-LDFPMSM operator.
\[
\left( \begin{array}{c}
1 - \prod_{1 \leq k_1 < k_2 < \ldots < k_i} \left( 1 - \prod_{k=1}^{i} \left( 1 - \left( \mu^{-}_{D_{k}} \right) \right) \right) \frac{1}{i}
1 - \prod_{1 \leq k_1 < k_2 < \ldots < k_i} \left( 1 - \prod_{k=1}^{i} \left( 1 - \left( \mu^{+}_{D_{k}} \right) \right) \right) \frac{1}{i}
1 - \prod_{1 \leq k_1 < k_2 < \ldots < k_i} \left( 1 - \prod_{k=1}^{i} \left( 1 - \left( \eta^{-}_{D_{k}} \right) \right) \right) \frac{1}{i}
1 - \prod_{1 \leq k_1 < k_2 < \ldots < k_i} \left( 1 - \prod_{k=1}^{i} \left( 1 - \left( \eta^{+}_{D_{k}} \right) \right) \right) \frac{1}{i}
1 - \prod_{1 \leq k_1 < k_2 < \ldots < k_i} \left( 1 - \prod_{k=1}^{i} \left( 1 - \left( \nu^{-}_{D_{k}} \right) \right) \right) \frac{1}{i}
1 - \prod_{1 \leq k_1 < k_2 < \ldots < k_i} \left( 1 - \prod_{k=1}^{i} \left( 1 - \left( \nu^{+}_{D_{k}} \right) \right) \right) \frac{1}{i}
\end{array} \right)
\]

In this case, if \( \sup(L_{D_{k}}) = \tau \) for all \( k \neq j \), then \( \Sigma \omega_{k} = 1 \), and the IV-LDFPMM operator reduces to the IV-LDFMSM operator.

\[
IV - LDFFPM(1,1,1,\ldots,10,0,0,\ldots,0)(L_{D1},L_{D2},\ldots,L_{Dk})
\]
Case 4. If \( Y = (1, 1, \ldots, 1) \) or \( Y = (1, \frac{1}{k}, \frac{1}{k}, \ldots, \frac{1}{k}) \), then the IV-LDFPMM operator reduces to the following operator:

\[
\text{IV-LDFPMM}^Y = (1, 1, \ldots, 1) \text{ or } Y = (1, \frac{1}{k}, \frac{1}{k}, \ldots, \frac{1}{k})(L_{D_1}, L_{D_2}, \ldots, L_{D_k})
\]

\[
= \bigotimes_k \left( \frac{\mathcal{E}}{\sum_{k=1}^{\mathcal{E}}} \frac{(1 + T(L_{p(k)}))^{\frac{1}{2}}}{L_{D_k}} \right)^{\frac{1}{2}}
\]
Theorem 4. For any collection of IV-LDFNs \( L_{dk} \), \( k = 1, 2, \ldots, \Xi \) and let \( Y = (Y_1, Y_2, \ldots, Y_\Xi) \) be a COP, where \( Y_k, k = 1, 2, \ldots, \Xi \) is a CNNI. Then:

\[
\text{IV} \text{-LDFPMM}^Y(L_{d1}, L_{d2}, \ldots, L_{dk}) = \left( \frac{1}{\Xi!} \bigoplus_{p \in \mathbb{T}_\Xi} \sum_{k=1}^{\Xi} \frac{w_p(k)}{\sum_{k=1}^{\Xi} w_p(k) (1 + T(p(k)))} Y_k \right)^{\frac{1}{\sum_{k=1}^{\Xi} Y_k}}
\]

(31)}
IV–LDFWPMM(\(L_{D1}, L_{D2}, \ldots, L_{Dk}\))

\[
\left( \begin{array}{c}
1 - \left( \prod_{p \in T_d} \left( 1 - \left( \prod_{k=1}^K \left( 1 - \left( 1 - \mu^-_{p(k)}(v) \right) \right) Y_k \right) Y_k \right) \right) \frac{1}{\sum_{k=1}^K \xi_k Y_k} \\
1 - \left( \prod_{p \in T_d} \left( 1 - \left( \prod_{k=1}^K \left( 1 - \left( 1 - \mu^+_{p(k)}(v) \right) \right) Y_k \right) Y_k \right) \right) \frac{1}{\sum_{k=1}^K \xi_k Y_k} \\
1 - \left( \prod_{p \in T_d} \left( 1 - \left( \prod_{k=1}^K \left( 1 - \eta^-_{p(k)}(v) \right) \right) Y_k \right) Y_k \right) \frac{1}{\sum_{k=1}^K \xi_k Y_k} \\
1 - \left( \prod_{p \in T_d} \left( 1 - \left( \prod_{k=1}^K \left( 1 - \eta^+_{p(k)}(v) \right) \right) Y_k \right) Y_k \right) \frac{1}{\sum_{k=1}^K \xi_k Y_k} \\
1 - \left( \prod_{p \in T_d} \left( 1 - \left( \prod_{k=1}^K \left( 1 - \alpha^-_{p(k)}(v) \right) \right) Y_k \right) Y_k \right) \frac{1}{\sum_{k=1}^K \xi_k Y_k} \\
1 - \left( \prod_{p \in T_d} \left( 1 - \left( \prod_{k=1}^K \left( 1 - \alpha^+_{p(k)}(v) \right) \right) Y_k \right) Y_k \right) \frac{1}{\sum_{k=1}^K \xi_k Y_k} \\
1 - \left( \prod_{p \in T_d} \left( 1 - \left( \prod_{k=1}^K \left( 1 - \beta^-_{p(k)}(v) \right) \right) Y_k \right) Y_k \right) \frac{1}{\sum_{k=1}^K \xi_k Y_k} \\
1 - \left( \prod_{p \in T_d} \left( 1 - \left( \prod_{k=1}^K \left( 1 - \beta^+_{p(k)}(v) \right) \right) Y_k \right) Y_k \right) \frac{1}{\sum_{k=1}^K \xi_k Y_k}
\end{array} \right)
\]

(36)

**Proof.** Omitted. □

If information is given in terms of IFSs, IV-IFSs, PFSs, IV-PFSs, QROFSs, IV-QROFSs, and LDFs, then the proposed operators based on IV-LDFS can cope with it. However, if information is given in terms of IV-LDFs, then the existing types of operators based on IFSs, IV-IFSs, PFSs, IV-PFSs, QROFSs, IV-QROFSs, and LDFs are not able to resolve it. Hence, the presented operators based on IV-LDFS are more powerful and capable of dealing with complex information in real cases.

5. Multi-Attribute Decision-Making (MADM) Procedure under the Power MM Based on IV-LDFs

A number of authors employed MADM procedures in certain fields of work to determine the flexibility and dominance of the introduced operators. This analysis aims to introduce a MADM technique combined with the power MM operators based on IV-LDFs. For this, a family of alternatives and their attributes are provided so that \(L_{DFS} = \{L_{D1}, L_{D2}, \ldots, L_{Dm}\}, L_{DFR} = \{L_{DFR-1}, L_{DFR-2}, \ldots, L_{DFR-z}\}\) with \(w = (w_1, w_2, \ldots, w_z)^T\) being a weight vector of \((L_{D1}, L_{D2}, \ldots, L_{Dk})\), holding \(\sum_{k=1}^K w_k = 1\) and \(w_k \in [0, 1]\). For this purpose, we choose the IV-LDFS so that \(L_{Dk} = (\mu_{Dk}, \eta_{Dk}, (a_{Dk}, b_{Dk}))\), \(k = 1, 2, \ldots, z\), where \(\mu_{Dk}(\psi) = [\mu^-_{Dk}(\psi), \mu^+_{Dk}(\psi)] \subset [0, 1]\), \(\eta_{Dk}(\psi) = [\eta^-_{Dk}(\psi), \eta^+_{Dk}(\psi)] \subset [0, 1]\), \(a_{Dk} = [a^-_{Dk}, a^+_{Dk}] \subset [0, 1]\), \(b_{Dk} = [b^-_{Dk}, b^+_{Dk}] \subset [0, 1]\), with the rules of \(0 \leq a^+_{Dk} + b^-_{Dk} \leq 1\), and \(0 \leq a^-_{Dk} + b^+_{Dk} \leq 1\). The development of the algorithm is discussed below:
**Stage 1.** Investigate the matrix which covers the IV-LDF numbers $L_{D_k} = ((\mu_{D_k}, \eta_{D_k}), (a_{D_k}, b_{D_k}))$, $k = 1, 2, \ldots, \Xi$. The developed matrix covers two sorts of information, if the data are of beneficial or cost type, then the matrix is normalized by using the following principles:

$$\overline{A}_k = \left( (\overline{\mu}_{D_k}, \overline{\eta}_{D_k}), (\overline{a}_{D_k}, \overline{b}_{D_k}) \right) = \begin{cases} ((\mu_{D_k}, \eta_{D_k}), (a_{D_k}, b_{D_k})) & \text{For beneficial types} \\ ((\eta_{D_k}, \mu_{D_k}), (b_{D_k}, a_{D_k})) & \text{For cost types} \end{cases}$$

Otherwise, ignore it.

**Stage 2.** Using the principles of the IV-LDFWPMM operator, the investigated information is gathered.

**Stage 3.** Using the principle of Score Values, the score of the aggregated values is determined.

**Stage 4.** To determine the optimum, all alternatives are ranked.

5.1. An Illustrative Example

When selecting a stock to invest in, these eight aspects need to be investigated:

5.1.1. Start with the Chief Executive Officer

The CEO of a company is in charge of any trade on an open market. The trust given to the CEO is an important indicator of what is achievable in the company. CEOs represent the current moment of the business with their choices and help to decide the direction of future activities of the company.

What to look for? A CEO ought to have a history of conducting clever business choices on their résumé. One of the quickest approaches to check CEOs is through their LinkedIn profile or the company’s “About Us” page. One should check their career moves and how they helped their past (and current) companies to develop and how their experience qualifies them to lead the company. It should also be considered how the company would change if they would back down. Does the company have a greater standing than the CEO?

5.1.2. Review the Company Business Model

How a company brings in cash is known as its “plan of action.” While there is certainly not a single method to maintain a business, fruitful companies ought to amplify benefits.

What to look for? When investigating a plan of action of a company, the target market and the business it is operating in should be checked with regards to its administration and available items.

A few companies (e.g., Amazon) attract a large number of customers with low costs and higher volume deals. Other organizations (e.g., Apple) make restrictive gadgets that clients happily pay a premium for. Numerous plans of action can be effective, however, one must ensure that one comprehends—and concurs with—how the business is run.

5.1.3. Consider the Competitive Advantages of a Company

All companies tend to increase the number of customers, and a fruitful company will constantly enjoy an upper hand over the opposition. This is the company’s “mysterious ingredient,” or what makes customers select a specific company over others.

What to look for? Amazon is a phenomenal illustration of a company with a solid “monetary channel”. Amazon changed the retail business with free 2-day dispatching, making contenders lose business rapidly because they could not compete with the Amazon’s delivery costs and times.

A company with an edge over its opposition is a promising indicator of tracking down a decent stock to put resources into.
5.1.4. Examine Revenue Trends and Price History

Revenue is the total amount of income generated by the sale of goods or services related to the company’s primary operations. Income, or net income, is a company’s total earnings, i.e., profit. Assessing the company’s income history reveals whether the company develops or not in financial terms.

What to look for? When exploring income drifts, a year-over-year increment is an indication that a company takes smart actions and has solid deal techniques. While increasing income each quarter is not generally reasonable, seeing a decrease over various sequential quarters might be an alarming sign for financial backers.

Stock value history is a more significant pointer about the company’s performance. Seeing a vertical pattern over several years—particularly in the case that it corresponds to subtle, clever business moves and expanding income—is a reasonable indicator of a solid development. One should keep in mind that there are consistently high points and low points with the cost of any stock, and verifiable stock costs are not generally an assurance of future outcomes.

5.1.5. Assess Net Income Growth Year to Year

Exploring the overall gain (the company’s income minus costs and devaluation) can likewise be a decent marker of the company’s development. This is a “real” number that shows if the company develops well.

What to look for? If a company has a diminishing net gain year-over-year, its development may not be feasible. This could be an indicator that its costs are expanding excessively fast and the business activities are wasteful. On the other hand, if the net gain is expanding over a long run, this is a clear sign that the business is productive and develops well.

A definitive objective of any company is to make a profit, and this straightforwardly impacts the stock cost as well.

5.1.6. Examine the Profit Margin

Often referred to as the net overall revenue, the overall revenue is the level of income that the organization takes in as a profit (after costs, interest, and expenses have been paid). A company’s net revenue is the net gain as a level of absolute income.

For instance, if a company has an all-out income of $10,000,000 and a net gain of $1,000,000, its overall revenue is 10%.

What to look for? A company with consistent overall revenues is functionally productive and can keep costs low. Expanding overall revenues typically means that a company is a forerunner in its industry and can afford greater costs for items or administration.

Consistently and additionally developing overall revenues are a clear sign to financial backers, as those benefits should compensate partners with returns.

5.1.7. Compare Debt-to-Equity Ratio

When exploring company’s financials, obligation-to-value proportion should be investigated to perceive how well the company deals with its all-out obligation. To analyze this proportion, the complete obligation should be compared to the all-out value investors have in the company.

For instance, if a company has $10,000,000 underwater and the all-out value of the relative multitude of investors is $20,000,000, it would have a 1:2 obligation-to-value proportion.

What to look for? Being over-utilized can restrict a company’s decisions in settling on business choices. A decent general guideline suggests a proportion of 2:1 (or less), implying that the company determines 66% or less of its financing from obligation and 33% or more from investors.

The lower the obligation proportion, the more the company can face challenges without the concern of defaulting on its huge obligation load.
Note: Debt-to-value proportions differ by industry, so the industry-standard D/E proportions should be investigated before deciding whether a company is over-utilized.

5.1.8. Analyze Price-to-Earnings (P/E) Ratio

The cost-to-profit proportion is a vital marker of whether a company’s stock is over-rated. To determine the P/E proportion, the current stock cost should be compared with the yearly income per share (EPS). The price-to-earnings ratio is also sometimes known as the price multiple or the earnings multiple.

The model by Liu and Wang [36] can be suitably used to compare the proposed and existing techniques. It is illustrated as follows. Let us assume there is a hypothetical company that needs to invest an amount of money into another company. There are four potential choices for the investment:

1. $\text{AT}_{-1}$: Car Enterprise.
2. $\text{AT}_{-2}$: Computer Enterprise.
3. $\text{AT}_{-3}$: TV Enterprise.
4. $\text{AT}_{-4}$: Food Enterprise.
5. $\text{AT}_{-5}$: Laptop Enterprise.

For this, the weight vector is as follows: 0.3, 0.3, 0.3, and 0.1 for the four attributes given below:

1. $\text{AR}_{-1}$: Growth Analysis.
2. $\text{AR}_{-2}$: Social Impact Analysis.
3. $\text{AR}_{-3}$: Political Impact Analysis.
4. $\text{AR}_{-4}$: Environmental Impact Analysis.

The stages of the analysis algorithm are given below.

**Stage 1.** The matrix which covers the IV-LDF numbers $L_{Dk} = (\mu_{Dk}, \eta_{Dk}),(a_{Dk}, b_{Dk}))$, $(k = 1,2,\ldots, l)$ should be investigated. The developed matrix covers two sorts of information—if the data is of the beneficial type or of the cost type. Then the matrix is normalized by using the following principle:

$$
\overline{A}_{k} = \begin{pmatrix} \overline{\mu}_{Dk}, \overline{\eta}_{Dk} \end{pmatrix}, \begin{pmatrix} \overline{a}_{Dk}, \overline{b}_{Dk} \end{pmatrix} = \begin{cases} ((\mu_{Dk}, \eta_{Dk}),(a_{Dk}, b_{Dk})) & \text{For beneficial types} \\ ((\eta_{Dk}, \mu_{Dk}),(b_{Dk},a_{Dk})) & \text{For cost types} \end{cases}
$$

Otherwise, ignore it. Because the information in Table 2 is of beneficial type, it does not need to be standardized.

**Table 2.** Original decision matrix.

| $\text{AR}_{-1}$ | $\text{AR}_{-2}$ |
|------------------|------------------|
| $\text{AT}_{-1}$ | $((0.6,0.7), (0.5,0.6)), (0.3,0.4), (0.4,0.5))$ | $((0.61,0.71), (0.51,0.61)), (0.31,0.41), (0.41,0.51))$ |
| $\text{AT}_{-2}$ | $((0.7,0.8), (0.4,0.5)), (0.4,0.4), (0.5,0.5))$ | $((0.71,0.81), (0.41,0.51)), (0.41,0.51), (0.51,0.51))$ |
| $\text{AT}_{-3}$ | $((0.1,0.9), (0.1,0.3)), (0.2,0.3), (0.2,0.6))$ | $((0.11,0.91), (0.11,0.31)), (0.21,0.31), (0.21,0.61))$ |
| $\text{AT}_{-4}$ | $((0.4,0.8), (0.6,0.8)), (0.1,0.2), (0.3,0.4))$ | $((0.41,0.81), (0.61,0.81)), (0.11,0.21), (0.31,0.41))$ |
| $\text{AT}_{-5}$ | $((0.1,0.6), (0.3,0.4)), (0.4,0.5), (0.1,0.2))$ | $((0.11,0.61), (0.31,0.41)), (0.41,0.51), (0.11,0.21))$ |

| $\text{AR}_{-3}$ | $\text{AR}_{-4}$ |
|------------------|------------------|
| $\text{AT}_{-1}$ | $((0.62,0.72), (0.52,0.62)), (0.32,0.42), (0.42,0.52))$ | $((0.63,0.73), (0.53,0.63)), (0.33,0.43), (0.43,0.53))$ |
| $\text{AT}_{-2}$ | $((0.72,0.82), (0.42,0.52)), (0.42,0.42), (0.52,0.52))$ | $((0.73,0.83), (0.43,0.53)), (0.43,0.43), (0.5,0.53))$ |
| $\text{AT}_{-3}$ | $((0.12,0.92), (0.12,0.32)), (0.22,0.32), (0.22,0.62))$ | $((0.13,0.93), (0.13,0.33)), (0.23,0.33), (0.23,0.63))$ |
| $\text{AT}_{-4}$ | $((0.42,0.82), (0.62,0.82)), (0.12,0.22), (0.32,0.42))$ | $((0.43,0.83), (0.63,0.83)), (0.13,0.23), (0.33,0.43))$ |
| $\text{AT}_{-5}$ | $((0.12,0.62), (0.32,0.42)), (0.42,0.52), (0.12,0.22))$ | $((0.13,0.63), (0.33,0.43)), (0.43,0.53), (0.13,0.23))$ |
Stage 2. Using the principles of the IV-LDFWPMM operator, the investigated information is summarized as aggregated values in Table 3.

| IV–LDFWPMM |  |
|------------|---|
| $A_{T-1}$  | (([0.6119,0.7119], [0.5579,0.6494]), ([0.3118,0.4118], [0.4661,0.5579])) |
| $A_{T-2}$  | (([0.7137,0.8132], [0.4698,0.5612]), ([0.4144,0.4143], [0.5612,0.5522])) |
| $A_{T-3}$  | (([0.1142,0.9130], [0.1871,0.3792]), ([0.2152,0.3156], [0.2852,0.5440])) |
| $A_{T-4}$  | (([0.4142,0.8131], [0.6520,0.8333]), ([0.1132,0.2138], [0.3770,0.4694])) |
| $A_{T-5}$  | (([0.1136,0.6144], [0.3780,0.4704]), ([0.4148,0.5147], [0.1860,0.2840])) |

Table 3. The aggregated values.

Figure 2 provides a geometrical representation of the information given in Stage 3.

Stage 3. The principle of Score Values is used, and the determined SV of the alternatives are given below:

$$A_{T-1} = 0.2931, A_{T-2} = 0.4082, A_{T-3} = 0.2707, A_{T-4} = 0.1830, A_{T-5} = 0.2133$$

Stage 4. To determine the optimal solution, all the alternatives are ranked:

$$A_{T-2} > A_{T-1} > A_{T-3} > A_{T-4} > A_{T-5}$$

Obviously, the optimal solution is $A_{T-2}$.

Furthermore, a comparative analysis is given below to demonstrate the flexibility and consistency of the proposed operators.

5.2. Comparative Analysis

It is typical to describe the advantages of the developed tools by means of a comparative analysis. The main objective of this section is to compare the proposed tools with those of several prevailing works and to demonstrate the advantages of the new tools. Table 4 gives a comparison with some existing operators [32–36], and the geometrical interpretation of the result is depicted in Figure 3.
Table 4. Comparative analysis of the presented and some existing operators.

| Methods         | Score Values       | Ranking Values |
|-----------------|--------------------|----------------|
| Garg [32]       | Cannot be Formulated | Cannot be Formulated |
| Joshi et al. [33] | Cannot be Formulated | Cannot be Formulated |
| Gao et al. [34]  | Cannot be Formulated | Cannot be Formulated |
| Xu et al. [35]   | Cannot be Formulated | Cannot be Formulated |
| Liu and Wang [36]| Cannot be Formulated | Cannot be Formulated |
| IV-LDFWPMM Operator | 0.2931, 0.4082, 0.2707, 0.1830, 0.2133 | $A_T - 2 > A_T - 1 > A_T - 3 > A_T - 5 > A_T - 4$ |

Hence, it is obvious that the developments presented in the previous works [32,34,35] exhibit serous weaknesses due to their mathematically invented forms. Due to the demonstrated weaknesses of IV-IFSs, IV-PFSs, and IV-QROFSs, it is practically impossible to compare them with the tools proposed here.

6. Conclusions

Numerous authors dealt generally with the principles of fuzzy sets. The properties of IV-QROFSs and LDFS have also attracted a great deal of attention. Based on the presented work, the main achievements can be summarized as follows:

1. The principle of IV-LDFS and its algebraic laws were introduced.
2. The IV-LDFPMM and IV-LDFWPMM operators were introduced and their properties discussed to determine the strength and consistency of the operators.
3. A MADM technique is presented in combination with the introduced operators, and the numerical examples demonstrated its advantages.
4. Finally, a comparative analysis of the presented and other operators was discussed.

In the future, the presented work will be enriched by modifications of the principle of Pythagorean m-polar fuzzy sets [37,38], TOPSIS technique [39], T-spherical fuzzy sets [40], complex T-spherical fuzzy sets [41,42], complex neutrosophic sets [43,44], com-
plex neutrosophic graph [45], complex neutrosophic lattice [46], non-cooperative behavior management [47,48], and decision-making procedures [49,50].
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