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ABSTRACT. For $1 < p < \infty$, we prove that a necessary and sufficient condition for \( s \) to be a zero of the Riemann zeta function in the strip $0 < \Re s < 1$ is that

\[
\begin{pmatrix}
1 & -\frac{s}{3} & -\frac{s}{5} & -\frac{s}{7} & \cdots \\
-\frac{s}{3} & 1 & -\frac{s}{5} & -\frac{s}{7} & \cdots \\
-\frac{s}{5} & -\frac{s}{3} & 1 & -\frac{s}{5} & \cdots \\
-\frac{s}{7} & -\frac{s}{5} & -\frac{s}{3} & 1 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots \\
\end{pmatrix}
\begin{pmatrix}
v_0 \\
v_1 \\
v_2 \\
v_3 \\
\vdots \\
\end{pmatrix} = 0
\]

has a nontrivial solution \((v_k)_{k=0}^\infty \in \ell^p\). A similar matrix equation was discovered by K. M. Ball in 2017, but the current paper offers a different (and independent) perspective. In this paper an explicit formula for \( v_k \) is constructed in terms of Pidduck polynomials. In the process, it is also shown that Pidduck polynomials form an orthogonal basis with respect to an inner product of polynomials \( f, g \) whereby we replace in a formal expression \( \sum_{n=1}^{\infty} (-1)^{n+1} n f(n^2) g(n^2) \) the divergent sums \( \sum_{n=1}^{\infty} (-1)^{n+1} n n^{1+2k} \) with their zeta-function regularized values. We also discuss the modification for possible non-simple zeros and conclude with applications to the question of the simplicity of the zeros and a relation to the Hilbert-Pólya program.

1. INTRODUCTION

The Hilbert-Pólya approach to the Riemann Hypothesis is a quest for an anti-Hermitian operator whose eigenvalues \( \lambda \) correspond to zeros \( s = \lambda + \frac{1}{2} \) of the Riemann zeta function \( \zeta(s) \). Berry and Keating [1, 2] matched the asymptotic distribution of eigenvalues of the requisite operator (if it exists) with a semiclassical calculation of the phase-space area (with an appropriate cut-off) for the dilatation operator \( x \frac{d}{dx} \), and Bender, Brody and
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Müller [3] constructed an explicit operator, albeit not anti-Hermitian, with the requisite spectrum. Operators related to dilatation, acting on various spaces of functions, were also proposed in [4, 5, 6, 7, 8, 9]. (See [10, 11] for a recent review of additional related approaches.) Connections between the Riemann Hypothesis and hermiticity or unitarity in higher dimensional quantum systems have also recently been proposed in [12, 13, 14], and a connection between Robin’s criterion and bounds on multiplicities of states in certain gauge theories was suggested in [15].

The goal of this paper is to present an alternative, perhaps simpler, linear criterion for $s$ to be a zero of $\zeta(s)$ in terms of existence of a solution to a sequence of linear equations in the Banach space $\ell^p$ (for any $1 < p < \infty$).

We will show that for fixed $p > 1$ (and $p < \infty$), if $\Re s > 0$ then $\zeta(s) = 0$ if and only if

$$\begin{pmatrix}
1 & \frac{1}{3} & \frac{1}{5} & \frac{1}{7} & \frac{1}{9} & \frac{1}{11} & \ldots \\
-\frac{s}{3} & 1 & \frac{1}{3} & \frac{1}{5} & \frac{1}{7} & \frac{1}{9} & \ldots \\
-\frac{s}{5} & -\frac{s}{5} & 1 & \frac{1}{3} & \frac{1}{5} & \frac{1}{7} & \ldots \\
-\frac{s}{7} & -\frac{s}{7} & -\frac{s}{7} & 1 & \frac{1}{3} & \frac{1}{5} & \ldots \\
-\frac{s}{9} & -\frac{s}{9} & -\frac{s}{9} & -\frac{s}{9} & 1 & \frac{1}{3} & \ldots \\
-\frac{s}{11} & -\frac{s}{11} & -\frac{s}{11} & -\frac{s}{11} & -\frac{s}{11} & 1 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\begin{pmatrix}
v_0 \\
v_1 \\
v_2 \\
v_3 \\
v_4 \\
\vdots
\end{pmatrix} = 0$$

(1.1)

has a nontrivial solution $(v_k)_{k=0}^{\infty} \in \ell^p$.

One way to arrive at (1.1) is through a construction of a series of orthogonal polynomials with respect to the inner product $\langle P_1, P_2 \rangle$ defined by a regularized version of $\sum_{n=1}^{\infty} (-1)^n n P_1(n^2) P_2(n^2)$, whereby the divergent sum has to be expanded in terms of the formal sums $\sum_{n=1}^{\infty} (-1)^n n^{2k+1}$ (for $k \in \mathbb{N}$) and then those sums have to be replaced by the analytic continuation of $\sum_{n=1}^{\infty} (-1)^n n^{-s}$ at $s = -2k - 1$. (Such a regularization is ubiquitous in String Theory. See for instance [16, 17] for a recent application.) It turns out that these orthogonal polynomials can be expressed in terms of Piddock polynomials, which are closely related to Mittag-Leffler polynomials. (Coefficients of Mittag-Leffler polynomials also appear in a recently discovered series expansion for the zeta function [18].) The linear criterion for $s$ to be a zero of $\zeta(s)$ arises by using the inner product to formally express $n^{-(s+1)/2}$ in the basis of the orthogonal polynomials and then requiring it to be an
eigenfunction of the dilatation operator. We will present the heuristic argument in more details below, but also subsequently provide a formal proof. To pursue that route, it will be convenient to recast the main result (1.1) in a different way, stated below.

1.1. Main result. Let $\zeta(s)$ be the Riemann zeta-function. We will prove the following necessary and sufficient condition for $s$ to be a zero. [The condition is easily shown to be equivalent to (1.1), but is more convenient to work with.]

**Theorem 1.1.** Suppose $\zeta(s) = 0$ and $s$ is not an even negative integer. Then, there exists an infinite sequence $(u_k)_{k=1}^{\infty}$ with $u_k \in \mathbb{C}$ and

- $u_1 \neq 0$,
- $|u_{k+1} - u_k| = O\left(\frac{1}{k} \log k\right)$ as $k \to \infty$,

and such that the following matrix identity holds:

$$
\begin{pmatrix}
\frac{1}{1.3} & \frac{1}{3.5} & \frac{1}{5.7} & \frac{1}{7.9} & \ldots \\
\frac{1}{2.3} - \frac{1}{2} & \frac{1}{1.3} & \frac{1}{3.5} & \frac{1}{5.7} & \ldots \\
0 & \frac{1}{2.3} - \frac{1}{2} & \frac{1}{1.3} & \frac{1}{3.5} & \ldots \\
0 & 0 & \frac{1}{2.7} - \frac{1}{2} & \frac{1}{1.3} & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\begin{pmatrix}
u_1 \\
u_2 \\
u_3 \\
u_4 \\
\vdots
\end{pmatrix}
= 0,
$$

where (1.2) is to be read as a sequence of convergent series:

$$
\frac{1}{2} \left( s \left(\frac{1}{2k-1} + 1\right) \right) u_{k-1} + \sum_{n=0}^{\infty} \frac{u_{k+n}}{(2n+1)(2n+3)} = 0,
$$

for $k = 1, 2, \ldots$, with $u_0 \overset{\text{def}}{=} 0$.

Conversely, if $0 < \Re s < 1$, and there exists a sequence $(u_k)_{k=1}^{\infty}$ with $u_1 \neq 0$ that satisfies (1.2), and the sequence of differences

$$
v_k \overset{\text{def}}{=} u_{k+1} - u_k, \quad k = 1, 2, \ldots, \quad (u_0 \overset{\text{def}}{=} 0),
$$

satisfies $(v_k)_{k=0}^{\infty} \in \ell^p$ for some $1 < p < \infty$ (i.e., $\sum_{k=0}^{\infty} |v_k|^p < \infty$), then $\zeta(s) = 0$. 

1.2. Sketch of proof. The necessary condition for \( s \) to be a nontrivial zero is shown in §4, and the sufficient condition is shown in §5. The general idea for the proof of the sufficient condition is to find a sequence \((w_k)_{k=1}^{\infty}\), with \( w_k \in \mathbb{C} \), such that

\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
\frac{1}{3} & \frac{1}{3} & \frac{1}{3} & \frac{1}{3} & \cdots \\
\frac{s}{2} & \frac{s}{2} & \frac{s}{2} & \frac{s}{2} & \cdots \\
0 & 0 & 0 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\]

(1.5)

Then, if \(|w_k|\) falls off fast enough as \( k \to \infty \), we can combine (1.5) with (1.2) to argue that \( u_1 = 0 \). We will see that precisely if \( \zeta(s) \neq 0 \), a solution with the required large \( k \) behavior does indeed exist. The technical details are left for §5.

As for the necessary condition for \( s \) to be a zero of \( \zeta(s) \), in §4 we will explicitly construct \((u_k)_{k=1}^{\infty}\) with expressions for the \( u_k \)'s taking the form

\[
u_k = \sum_{j=0}^{k} a_{k,j} (1 - 2^{1+2j-s}) \zeta(s - 2j), \quad k = 0, 1, \ldots,
\]

where the \( a_{k,j} \)'s are rational coefficients of a series of polynomials

\[
Q_k(x) \overset{\text{def}}{=} \sum_{j=0}^{k} a_{k,j} x^j
\]

to be defined shortly. The general motivation for this construction is presented next, while the formal proof is deferred to §4.

1.3. Motivation. The \( u_k \)'s that solve (1.2) are defined as follows. First, instead of the Riemann zeta function, it is more convenient to work with the Dirichlet eta function,

\[
\eta(s) = (1 - 2^{1-s}) \zeta(s),
\]

and zeros of \( \zeta(s) \) correspond to zeros of \( \eta(s) \). For \( \Re s > 0 \), we have \( \eta(s) = \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n^s} \). Next, for \( s \in \mathbb{C} \) that is not a positive odd integer, define (the
umbral operator) $\tilde{F}_s : \mathbb{C}[x] \to \mathbb{C}$ by

$$\tilde{F}_s(P) \overset{\text{def}}{=} \sum_{j=0}^{n} a_j \eta(s-2j) \quad \text{for a polynomial } P(x) = \sum_{j=0}^{n} a_j x^j.$$

$\tilde{F}_s(P)$ can be regarded as a regularized version of the formal, divergent, expression $\sum_{n=0}^{\infty} (-1)^{n+1} n^{-s} P(n^2)$, whereby we replace the formal sum $\sum_{n=0}^{\infty} (-1)^{n+1} n^{-s} P(n^2)$ [that would appear when expanding $\sum_{n=0}^{\infty} (-1)^{n+1} n^{-s} P(n^2)$] with $\eta(s-2j)$. We then define an inner product on $\mathbb{C}[x]$ by

$$\langle P_1, P_2 \rangle \overset{\text{def}}{=} \tilde{F}_1^{-1}(P_1 \overline{P}_2), \quad \text{for } P_1, P_2 \in \mathbb{C}[x].$$

(1.7)

This turns out to be a positive definite inner product, as will be shown in §2. Next, we identify a series of orthogonal polynomials $(Q_k)_{k=0}^{\infty}$ with respect to $\langle \cdot, \cdot \rangle$, such that $Q_k(0) = 1$ and $k = \deg Q_k$ for $k = 0, 1, 2, \ldots$. We will show that for $s$ a nontrivial zero of the zeta function, the series defined by

$$u_k \overset{\text{def}}{=} \tilde{F}_s(Q_k), \quad \text{for } k = 1, 2, \ldots$$

(1.8)

satisfies (1.2). Note that if $s$ is an even negative integer, $u_k = 0$ for all $k = 1, 2, \ldots$, hence the requirement in Theorem 1.1 for $s$ to be a nontrivial zero.

The proof of Theorem 1.1 uses the generating function for $(Q_k)_{k=0}^{\infty}$, which turns out to be

$$\tilde{\Phi}(x, t) \overset{\text{def}}{=} \sum_{k=0}^{\infty} Q_k(x) t^k = \frac{1}{(1-t)} \cosh \left[ \sqrt{x} \log \left( \frac{1+\sqrt{t}}{1-\sqrt{t}} \right) \right].$$

(1.9)

Note that, despite the appearance of $\sqrt{x}$ and $\sqrt{t}$ in (1.9), $\tilde{\Phi}(x, t)$ is a power series in $\mathbb{Q}[x][[t]]$, i.e., with only integer powers of $x$ and $t$, and rational coefficients.

The heuristic motivation for (1.2) is that (1.8) can be regarded (informally!) as an expansion of the noninteger power $x^{-(s+1)/2}$ in the basis $(Q_k)_{k=0}^{\infty}$. [See (4.3) below.] The function $x^{-(s+1)/2}$ is an eigenfunction of the dilatation operator

$$D \overset{\text{def}}{=} x \frac{d}{dx}$$

(1.10)

and equation (1.2), as we will see, represents that in the basis $(Q_k)_{k=0}^{\infty}$. In §4 we will present a formal proof using the generating function (1.9).
To obtain (1.1) from (1.2), we note that for \( N > 0 \) we have

\[
\sum_{n=0}^{N} \frac{u_{k+n}}{(2n+1)(2n+3)} = \frac{1}{2} \sum_{n=0}^{N} \left( \frac{1}{2n+1} - \frac{1}{2n+3} \right) u_{k+n} = \frac{1}{2} u_k + \frac{1}{2} \sum_{n=1}^{N} \frac{1}{2n+1} \left( u_{k+n} - u_{k+n-1} \right) - \frac{u_{k+N}}{2(2N+3)},
\]

and since by (1.4) and Theorem 1.1,

\[
u_k = \sum_{n=0}^{k-1} v_n = O((\log k)^2),
\]

we can take the limit \( N \to \infty \) and rewrite (1.3) as

\[
0 = -\frac{s}{2(2k-1)} u_{k-1} + \frac{1}{2} \sum_{n=0}^{\infty} \frac{v_{k+n-1}}{2n+1}
\]

\[
= -\frac{s}{2(2k-1)} \sum_{n=0}^{k-2} v_n + \frac{1}{2} \sum_{n=0}^{\infty} \frac{v_{k+n-1}}{2n+1}, \quad k = 1, 2, 3, \ldots
\]

The expression (1.13) can be visualized in matrix form as (1.1). The expression (1.12) will be useful in §5.

1.4. Paper structure. The paper is organized as follows. We begin in §2 with basic properties of the inner product (1.7), including the proof that it is positive definite. In §3 we study the orthogonal polynomials with respect to that inner product, and we derive the generating function (1.9), and hence the relation with Pidduck and Mittag-Leffler polynomials. At the end of that section we derive the matrix elements of the dilatation operator, which correspond to the matrix elements of the matrix that appears in (1.2). §4-§5 present the proof of the main theorem. The bulk of these sections is a technical analysis of the growth rate of the coefficients \( u_k \) and \( u_{k+1} - u_k \), as well as the coefficients \( w_k \) from (1.5). This analysis is crucial for the convergence of the series (1.3), as well as the validity of certain steps later on, where the order of sums are interchanged. In §6 we present a characterization of (potential) zeros \( s \) of higher order, as a condition to be added to (1.1). In §7, we consider (1.1) in connection with the Hilbert-Pólya program. We attempt to recast (1.1) as a spectral problem for a self-adjoint operator – an attempt that (not surprisingly) fails, albeit in a somewhat technical way. In the process, we discover an additional infinite sequence of constant \( s \)-independent functionals that annihilate \( (v_k)_{k=0}^{\infty} \in \ell^p \). In principle, they could be added to (1.1), although we don’t have a form as simple as (1.1) for those other functionals. [See (7.15) and (7.17).] We conclude in §8 with a summary and suggestions for further study.
Note added. After this work was completed, the author was informed of previous work by Ball [19, 20] that arrived at a very similar result by proving a rational approximation to $\zeta(s)$ whose numerator is a determinant of a matrix similar to a truncated version of the one appearing in (1.1).

2. The inner product

Let $P_1(x) = \sum_{j=0}^{n} a_j x^j$ and $P_2(x) = \sum_{j=0}^{m} b_j x^j$ be polynomials in $\mathbb{C}[x]$. Equation (1.7) defines an inner product

$$\langle P_1, P_2 \rangle = \sum_{j=0}^{n} \sum_{k=0}^{m} \eta(-1-2j-2k) a_j b_k = \sum_{k=0}^{n+m} \frac{(4^{k+1} - 1) B_{2k+2}}{2k+2} \left( \sum_{j=0}^{k} a_j b_{k-j} \right)$$

where $B_n$ is a Bernoulli number.

Let

$$\tilde{\Phi}_1(x, t) = \sum_{k=0}^{\infty} P_{1,k}(x) t^k, \quad \tilde{\Phi}_2(x, t) = \sum_{k=0}^{\infty} P_{2,k}(x) t^k$$

be formal power series in $t$ with coefficients that are polynomials in $x$. We define

$$\langle \tilde{\Phi}_1(x, t_1), \tilde{\Phi}_2(x, t_2) \rangle \overset{\text{def}}{=} \sum_{k,m=0}^{\infty} \langle P_{1,k}, P_{1,m} \rangle t_1^k t_2^m \in \mathbb{C}[[t_1, t_2]].$$

Lemma 2.1. Viewing $\cosh(\sqrt{x} t) = \sum_{n=0}^{\infty} \frac{1}{(2n)!} x^n t^{2n}$ as a formal power series in $\mathbb{C}[x][[t]]$, we have the identity

$$\langle \cosh(\sqrt{x} t_1), \cosh(\sqrt{x} t_2) \rangle = \frac{1 + \cosh t_1 \cosh \bar{t}_2}{(\cosh t_1 + \cosh \bar{t}_2)^2}$$

Proof.

$$\langle \cosh(\sqrt{x} t_1), \cosh(\sqrt{x} t_2) \rangle = \sum_{k,m=0}^{\infty} \frac{t_1^{2k} t_2^{2m}}{(2k)!(2m)!} \langle x^k, x^m \rangle$$

$$= \sum_{k,m=0}^{\infty} \frac{t_1^{2k} t_2^{2m}}{(2k)!(2m)!} \frac{(4^{1+k+m} - 1) B_{2k+2m+2}}{2k+2m+2}$$

$$= \sum_{n=0}^{\infty} \frac{(4^{1+n} - 1) B_{2n+2}}{2(2n+2)!(2n)!} \left[ (t_1 + \bar{t}_2)^{2n} + (t_1 - \bar{t}_2)^{2n} \right]$$

$$= \frac{1}{8 \cosh^2(\frac{t_1 + \bar{t}_2}{2})} + \frac{1}{8 \cosh^2(\frac{t_1 - \bar{t}_2}{2})} = \frac{1 + \cosh t_1 \cosh \bar{t}_2}{2(\cosh t_1 + \cosh \bar{t}_2)^2}.$$
An integral representation for the inner product is provided as follows.

**Proposition 2.2.** Let $P_1(x)$ and $P_2(x)$ be polynomials. Then,

$$(2.3) \quad \langle P_1, P_2 \rangle = \int_{-\infty}^{0} \frac{P_1(x)\overline{P_2(x)}}{2 \sinh \left( \pi \sqrt{-x} \right)} dx$$

**Proof.** Using a well-known identity for the integral of $x^{-s}/\sinh x$ (see, e.g., §25.5.8 of [24]), as well as the definition of the Dirichlet eta function (1.6), and the functional equation of the Riemann zeta function, we can write for $\Re s < 0$,

$$(2.4) \quad \int_{0}^{\infty} \frac{x^{-s} dx}{\sinh x} = 2(2^{s-1} - 1)\Gamma(1-s)\zeta(1-s) = \frac{\pi^{1-s}\eta(s)}{\sin \left( \frac{\pi s}{2} \right)}.$$ 

Thus, for integer $j, k \geq 0$,

$$\int_{-\infty}^{0} \frac{x^{j+k} dx}{2 \sinh \left( \pi \sqrt{-x} \right)} = \eta(-1 - 2j - 2k) = \langle x^j, x^k \rangle.$$ 

Equation (2.3) follows by linearity. \qed

### 3. Orthogonal Polynomials

Given the inner product (2.1), we define a sequence of orthogonal polynomials in the standard way.

**Definition 3.1.** The polynomials $(Q_k)_{k=0}^{\infty}$ are defined inductively, starting with $Q_0(x) = 1$, by the following three conditions (for $k = 1, 2, \ldots$):

(a) $\deg Q_k = k$;
(b) $Q_k(0) = 1$;
(c) $\langle Q_k, Q_j \rangle = 0$ for $0 \leq j \leq k - 1$.

For example, the first four are

$Q_0(x) = 1, \quad Q_1(x) = 1 + 2x, \quad Q_2(x) = 1 + \frac{10}{3}x + \frac{2}{3}x^2, \quad Q_3(x) = 1 + \frac{196}{45}x + \frac{14}{9}x^2 + \frac{4}{45}x^3.$

The polynomials $Q_k$ turn out to be closely related to Pidduck polynomials [21], the latter being related to the perhaps more familiar Mittag-Leffler polynomials $(M_k)_{k=0}^{\infty}$ whose generating function can be expressed as

$$(3.1) \quad \tilde{\Psi}(x, t) = \sum_{n=0}^{\infty} M_n(x)t^n = \exp \left[ x \log \left( \frac{1 + t}{1 - t} \right) \right].$$

Given the generating function (1.9), which we will prove below, we have

$$(3.2) \quad Q_k(x) = \sum_{j=0}^{k} M_{2j}(\sqrt{x}).$$
Most of the properties of \((Q_k)^\infty_{k=0}\) that are described below can be derived as direct consequences of known properties of the Mittag-Leffler polynomials. (See, e.g., [22] for a comprehensive discussion.) Nevertheless, for completeness, we derive them explicitly from the generating function \(\tilde{\Phi}\).

**Proposition 3.2.** The polynomials \((Q_k)^\infty_{k=0}\) satisfy the following:

(a) Normalization:

\[(3.3) \quad (Q_k, Q_k) = \frac{1}{4}(2k + 1)\]

(b) Leading term:

\[(3.4) \quad Q_k = \frac{(4x)^k}{(2k)!} + \text{(polynomial of degree } \leq k - 1)\]

(c) Recursion relation:

\[(3.5) \quad (2k + 1 + 2 \frac{2}{2k + 1} x) Q_k = (k+1)Q_{k+1} + kQ_{k-1} \quad \text{for } k \geq 0, \text{ with } Q_{-1} \overset{\text{def}}{=} 0\]

(d) The generating function for the series \((Q_k)^\infty_{k=0}\) is given by (1.9).

**Proof.** We will first show that the coefficients \(Q_k(x)\) in (1.9) are the same as \(Q_k(x)\) defined in Definition 3.1. Let \(Q_k(x)\) be the polynomial in (1.9), i.e., the coefficient of \(t^k\) in the expansion of

\[
\frac{1}{(1-t)} \cosh \left[ \sqrt{x} \log \left( \frac{1 + \sqrt{t}}{1 - \sqrt{t}} \right) \right].
\]

It is clear that \(\deg Q_k \leq k\) and that \(Q_k(0) = 1\). To check that \((Q_k, Q_m) = \frac{1}{4}(2k + 1)\delta_{km}\), we define

\[
\rho_j \overset{\text{def}}{=} \log \left( \frac{1 + \sqrt{t_j}}{1 - \sqrt{t_j}} \right), \quad \text{for } j = 1, 2,
\]

so that \(\cosh \rho_j = (1 + t_j)/(1 - t_j)\). We then use (2.2) to compute

\[
\langle \tilde{\Phi}(x, t_1), \tilde{\Phi}(x, t_2) \rangle = \frac{\langle \cosh(\sqrt{x}\rho_1), \cosh(\sqrt{x}\rho_2) \rangle}{(1 - t_1)(1 - t_2)} = \frac{1 + \cosh \rho_j \cosh \rho_2}{2(1 - t_1)(1 - t_2)(\cosh \rho_1 + \cosh \rho_2)^2} = \frac{1 + t_1 t_2}{4(1 - t_1 t_2)^2} = \sum_{k=0}^{\infty} \left( \frac{2k + 1}{4} \right) t_1^k t_2^k.
\]

This completes the proof that the \(Q_k(x)\)'s defined in (1.9) are the same as those defined in Definition 3.1, and also proves (3.3).

To show that (1.9) implies (3.5), we multiply (3.5) by \((2k + 1)t^k\) and sum over \(k\). We find that the recursion relation is equivalent to the differential equation

\[(3.6) \quad t(t - 1)^2 \ddot{\tilde{\Phi}} + \frac{1}{2}(t - 1)(7t - 1)\partial_t \tilde{\Phi} + \frac{1}{2}(3t - 1)\tilde{\Phi} - x \tilde{\Phi} = 0,\]
and it is straightforward to check that (1.9) satisfies (3.6) with the appropriate boundary conditions at \( t = 0 \). Finally, (3.4) follows from the expansion
\[
\frac{1}{1 - t} \cosh \left( \sqrt{x} \log \left( \frac{1 + \sqrt{t}}{1 - \sqrt{t}} \right) \right) = (1 + O(t)) \cosh \left( \sqrt{x} \left( 2 \sqrt{t} + O(t) \right) \right) = \sum_{k=0}^{\infty} \frac{(4x)^k}{(2k)!} \left( t^k + O(t^{k+1}) \right).
\]

\[ \square \]

3.1. The dilatation operator. The dilatation operator \( \mathcal{D} \) was defined in (1.10). We will now compute its matrix elements in the basis of the orthogonal polynomials \( (Q_k)_{k=0}^{\infty} \).

**Proposition 3.3.** For \( k = 0, 1, 2, \ldots \), the polynomial \( xQ'_k(x) \) can be expanded as
\[
(3.7) \quad \mathcal{D}(Q_k) = xQ'_k = kQ_k - \sum_{m=1}^{k} \frac{(2k+1)}{(2m-1)(2m+1)} Q_{k-m}.
\]

**Proof.** Multiplying (3.7) by \( t^k \) and summing over \( k \), using the definition of the generating function \( \tilde{\Phi}(x, t) \) in (1.9), we can rewrite (3.7) as
\[
x \partial_x \tilde{\Phi} = t \partial_t \tilde{\Phi} \left[ 1 - \sum_{m=1}^{\infty} \frac{2t^m}{(2m-1)(2m+1)} \right] - \tilde{\Phi} \sum_{m=1}^{\infty} \frac{t^m}{2m-1} = -\frac{1}{2} \sqrt{t} \log \left( \frac{1 + \sqrt{t}}{1 - \sqrt{t}} \right) \left[ \tilde{\Phi} + (t - 1) \partial_t \tilde{\Phi} \right],
\]
and it is straightforward to check, using the explicit expression for \( \tilde{\Phi} \) in (1.9), that this holds.
\[ \square \]

4. Proof of the necessary condition in Theorem 1.1

In this section we will prove the first part of Theorem 1.1. The assertion that \( u_k \), defined in (1.8) [and more explicitly in (4.3) below], have differences \( v_k = u_{k+1} - u_k \) that grow no faster than \( O(\log k/k) \) will be proved in Proposition 4.4, and the recursion relation (1.3) will be proved in Proposition 4.10. We will actually prove a statement slightly more general than the first part of Theorem 1.1: for any \( s \in \mathbb{C} \), zero of zeta or not, the following matrix equation (4.1) has a nonzero solution \( (u_k)_{k=0}^{\infty} \) with
\( u_{k+1} - u_k = O(\log k/k), \) provided \( \Re s < 2, \) and provided \( s \) is not a negative even integer. The matrix equation is

\[
\begin{pmatrix}
\frac{s}{2} & \frac{1}{2} & \frac{1}{3} & \frac{1}{5} & \frac{1}{7} & \frac{1}{9} & \cdots \\
0 & -\frac{s}{2} & \frac{1}{2} & \frac{1}{3} & \frac{1}{5} & \frac{1}{7} & \cdots \\
0 & 0 & -\frac{s}{2} & \frac{1}{2} & \frac{1}{3} & \frac{1}{5} & \cdots \\
0 & 0 & 0 & -\frac{s}{2} & \frac{1}{2} & \frac{1}{3} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\begin{pmatrix}
u_0 \\ u_1 \\ u_2 \\ u_3 \\ u_4 \\ \vdots
\end{pmatrix} = 0,
\]

with \( u_0 = \eta(s) \). Equation (1.2) follows when \( u_0 = 0 \).

Before we delve into the proofs, we will elaborate on the motivation for Theorem 1.1. Let \( s \in \mathbb{C} \). Then \( x^{-(s+1)/2} \) is an eigenfunction of the dilatation operator \( \mathcal{D} = x \frac{d^2}{dx^2} \). If we extend the definition of \( \langle \cdot, \cdot \rangle \) in (1.7) to include inner products between polynomials and \( x^{-(s+1)/2} \):

\[
\langle x^{-(s+1)/2}, \mathbf{P} \rangle \overset{\text{def}}{=} \sum_{j=0}^{n} \bar{a}_j \eta(s - 2j) \quad \text{for a polynomial } \mathbf{P}(x) = \sum_{j=0}^{n} a_j x^j,
\]

we are led to define the sequence of complex numbers \((u_k)_{k=1}^{\infty}\) by

\[
u_k \overset{\text{def}}{=} \langle x^{-(s+1)/2}, Q_k \rangle, \quad \text{for } k = 0, 1, 2, \ldots \tag{4.3}
\]

Equation (4.3) is the same as (1.8), except that (4.3) also includes the \( k = 0 \) term. [Note that the coefficients of \( Q_k \) are real, and hence in this case \( \bar{\mathbf{a}}_j = \mathbf{a}_j \) in (4.2).] Since \( Q_0 = 1 \), by definition \( u_0 = \eta(s) \), and so \( u_0 = 0 \) is equivalent to \( s \) being a zero of the zeta function.

We now proceed with a heuristic derivation of (4.1) that, as we will later show, nonetheless leads to a correct conclusion. The conclusion will be proved independently of the heuristic arguments, but we present the latter for motivation. We begin by pretending that \( x^{-(s+1)/2} \) can be expanded in the basis \((Q_k)_{k=0}^{\infty}\):

\[
x^{-(s+1)/2} \overset{?}{=} \sum_{k=0}^{\infty} \frac{\langle x^{-(s+1)/2}, Q_k \rangle}{\langle Q_k, Q_k \rangle} Q_k = \sum_{k=0}^{\infty} \frac{4 \langle x^{-(s+1)/2}, Q_k \rangle}{2k+1} Q_k.
\]

It is not clear in what sense the series on the RHS converges to the function \( x^{-(s+1)/2} \), since it is certainly not true pointwise in \( x \). (For example, it can be checked from (1.9) that \( Q_k(1) = 2k+1 \), but \( \sum_{k=0}^{\infty} u_k \) does not appear
to converge, at least empirically.) Thus, here and below “$\approx$” indicates a heuristic statement brought for motivation only. To be sure, equations with $\approx$ will not be used in the actual proof.

To proceed, if the expansion of $x^{-(s+1)/2}$ were valid, we might hope to use the adjoint operator $D^\dagger$ of $D$ to write the eigenvalue equation

$$-\left(\frac{s + 1}{2}\right)u_k = \langle D(x^{-(s+1)/2}), Q_k \rangle \approx \langle x^{-(s+1)/2}, D^\dagger(Q_k) \rangle$$

$$\approx \sum_{m=0}^{\infty} \frac{\langle x^{-(s+1)/2}, Q_m \rangle \langle Q_m, D^\dagger(Q_k) \rangle}{\langle Q_m, Q_m \rangle} = \sum_{m=0}^{\infty} \frac{4\langle D(Q_m), Q_k \rangle}{2m + 1}u_m.$$

The end result turns out to be correct, and using (3.7) it can be rewritten as

$$-\left(\frac{s + 1}{2}\right)u_k = \sum_{m=0}^{\infty} \frac{4\langle D(Q_m), Q_k \rangle}{2m + 1}u_m$$

$$= ku_k - \sum_{m=k+1}^{\infty} \frac{2k + 1}{(2m - 2k + 1)(2m - 2k + 1)}u_m$$

which is equivalent to (1.3).

We will now prove (1.3), as well as the large $k$ behavior of being no worse than $u_k = O([\log k]^2)$, using an integral expression for $u_k$. We first need the following identity.

**Lemma 4.1.** Let $s \in \mathbb{C}$ with $\Re s < 2$. Then,

$$\langle x^{-(s+1)/2}, \cosh(\rho \sqrt{x}) \rangle = \eta(s) + 2n^{s-1} \sin \frac{\pi s}{2} \int_0^\infty \sin^2 \left(\frac{\rho x}{2\pi}\right) \frac{dx}{x^s \sinh x}$$

as an equality of formal power series in $\mathbb{C}[[\rho]]$.

**Proof.** Using the integral representation of the zeta function we have for $\Re s' < 0$:

$$\eta(s') = \frac{1}{\pi} (2\pi)^{s'} (1 - 2^{-1-s'}) \sin \frac{\pi s'}{2} \int_0^\infty \frac{x^{-s'} dx}{e^x - 1}.$$
We use this to expand
\[
\langle x^{-(s+1)/2}, \cosh(\rho \sqrt{x}) \rangle = \sum_{k=0}^{\infty} \frac{\rho^{2k}}{(2k)!} \eta(s - 2k)
\]
\[
= \eta(s) + \frac{1}{\pi} \sum_{k=1}^{\infty} \frac{\rho^{2k}}{(2k)!} (2\pi)^{s-2k} (1 - 2^{2k+1-s})(-1)^k \sin \frac{\pi s}{2} \int_{0}^{\infty} \frac{x^{2k-s} dx}{e^x - 1}
\]
\[
= \eta(s) - \frac{4 \sin \frac{\pi s}{2}}{(2\pi)^{1-s}} \int_{0}^{\infty} \sin^2 \left( \frac{\rho x}{4\pi} \right) \frac{x^{-s} dx}{e^x - 1}
\]
\[
+ \frac{4 \sin \frac{\pi s}{2}}{\pi^{1-s}} \int_{0}^{\infty} \sin^2 \left( \frac{\rho x}{2\pi} \right) \frac{x^{-s} dx}{\sinh x}.
\]
\[
\square
\]

Note that for \( \Re s < 2 \) the integral on the RHS of (4.4) converges for \(|\Im \rho| < \pi\).

We now define the generating function \( \Xi(t) \in \mathbb{C}[[t]] \) of the series \((u_k)_{k=1}^{\infty}\) [which is in turn defined by (4.3)] by
\[
(4.5) \quad \Xi(t) \overset{\text{def}}{=} \sum_{k=0}^{\infty} u_k t^k.
\]

For future reference, we denote
\[
(4.6) \quad \omega \overset{\text{def}}{=} \log \left( \frac{1 + \sqrt{t}}{1 - \sqrt{t}} \right).
\]

We now have the following integral expression for \( \Xi \).

**Lemma 4.2.** For \( \Re s < 2 \) the generating function \( \Xi \) can be expressed as
\[
(4.7) \quad \Xi(t) = \frac{1}{1 - t} \left[ \eta(s) + 2\pi^{s-1} \sin \frac{\pi s}{2} \int_{0}^{\infty} \sin^2 \left( \frac{\omega x}{2\pi} \right) \frac{x^{-s} dx}{\sinh x} \right].
\]

**Proof.** The expression (4.7) is understood as a formal power series in \( \mathbb{C}[[t]] \), and as such the integral is convergent for \( \Re s < 2 \), since the coefficient of \( t^k \) in \( \sin^2 \left( \frac{\omega x}{2\pi} \right) \) is a polynomial that is divisible by \( x^2 \), thanks to the relation (4.6) between \( \omega \) and \( t \). Using (4.3) together with the generating function (1.9), the integral expression (4.4), and the notation (4.6), we find
\[
\Xi(t) = \left\langle x^{-(s+1)/2}, \Phi(x,t) \right\rangle = \frac{1}{1 - t} \left\langle x^{-(s+1)/2}, \cosh(\omega \sqrt{x}) \right\rangle
\]
\[
= \frac{1}{1 - t} \left[ \eta(s) + 2\pi^{s-1} \sin \frac{\pi s}{2} \int_{0}^{\infty} \sin^2 \left( \frac{\omega x}{2\pi} \right) \frac{x^{-s} dx}{\sinh x} \right].
\]
\[
\square
Note that the expression (4.7) can also be regarded as the Taylor series of an analytic function with a radius of convergence \(|t| < 1\) around \(t = 0\), because it is easy to check that \(|t| < 1\) implies \(|\Im \omega| < \frac{\pi}{2}\), and therefore the integrand in (4.7) falls off exponentially fast as \(x \to \infty\). In fact, \(\omega\) is an analytic function of \(t\) in the range \(C \setminus [1, \infty)\), the real ray \([1, \infty)\) is a cut, and away from the cut \(|\Im \omega| < \pi\). Therefore, the integral (4.7) converges to an analytic function for \(t \in C \setminus [1, \infty)\).

We also note that the integral in (4.7) can be expressed in terms of the Hurwitz zeta function
\[
\zeta(s, a) = \frac{1}{\Gamma(s)} \int_0^\infty \frac{x^{s-1}e^{-ax}dx}{1 - e^{-x}}
\]
to get
\[
\Xi(t) = \frac{1}{1 - t} (2\pi)^{s-1} \Gamma(1 - s) \sin \frac{\pi s}{2} \left[ \zeta \left( 1 - s, \frac{1}{2} + \frac{i\omega}{2\pi} \right) + \zeta \left( 1 - s, \frac{1}{2} - \frac{i\omega}{2\pi} \right) \right],
\]
(4.8)
The appearance of a Hurwitz zeta function suggests a connection with the work of [3], where the proposed wavefunction was a Hurwitz zeta function, but we will not pursue this connection, and we will not need to use (4.8) for the rest of this paper.

Next, we examine the growth of \(v_k\) as \(k \to \infty\). In this section we do not need to assume that \(\zeta(s) = 0\) yet. We will need the following.

**Lemma 4.3.** *There exist (positive) constants \(C_1, C_2\) such that for \(\Re s < 1\) and \(0 < x < 1\), the coefficient of \(t^k\) in*
\[
\sin^2 \left( \frac{\omega x}{2\pi} \right)
\]
*is bounded by*
\[
C_1 x^2 \log k + C_2 x^3 \left( \log k \right)^2 \frac{k}{k},
\]
(4.10)*
*where \(\omega\) is given in (4.6).*

**Proof.** We write
\[
\sin^2 \left( \frac{\omega x}{2\pi} \right) = \frac{\omega}{2\pi} \int_0^x \sin \left( \frac{\omega x'}{\pi} \right) dx',
\]
(4.11)
and first evaluate the coefficient of \(t^k\) in \(\omega \sin \left( \frac{\omega x}{\pi} \right)\). We have
\[
\omega = \log \left( \frac{1 + \sqrt{t}}{1 - \sqrt{t}} \right) = 2 \sum_{n=0}^\infty \frac{t^{n+\frac{1}{2}}}{2n + 1}
\]
and

\[
\sin \left( \frac{\omega x'}{\pi} \right) = \frac{1}{2i} \left[ \left( \frac{1 + \sqrt{i}}{1 - \sqrt{i}} \right)^{ix'/\pi} - \left( \frac{1 - \sqrt{i}}{1 + \sqrt{i}} \right)^{ix'/\pi} \right]
\]

\[\text{(4.12)}\]

\[-i \sum_{n=0}^{\infty} \left[ \sum_{j=0}^{2n+1} (-1)^j \left( \frac{-ix'/\pi}{j} \right) \left( \frac{ix'/\pi}{2n+1-j} \right) \right] t^{n+\frac{1}{2}},\]

where

\[\text{(4.13)}\]

\[\binom{ix'/\pi}{j} = \begin{cases} 
1 & \text{for } j = 0 \\
(-1)^{j+1} \frac{ix'}{j \pi} \prod_{l=1}^{j-1} \left(1 - \frac{ix'}{\pi l} \right) & \text{for } j > 0
\end{cases}\]

is the (generalized) binomial coefficient. Altogether, the coefficient of \(t^k\) in \(\omega \sin \left( \frac{\omega x'}{\pi} \right)\) is given by

\[-2i \sum_{n=0}^{k-1} \left[ \frac{1}{2k-2n-1} \sum_{j=0}^{2n+1} (-1)^j \left( \frac{-ix'/\pi}{j} \right) \left( \frac{ix'/\pi}{2n+1-j} \right) \right].\]

From now on we assume that \(x' < x\). From (4.13) we get a bound on the binomial coefficient, for \(j > 0\),

\[\left| \binom{\pm ix'/\pi}{j} \right| = \frac{x'}{j \pi} \prod_{l=1}^{j-1} \left(1 + \frac{x'^2}{\pi^2 l^2} \right)^{1/2} \leq \frac{x'}{j \pi} \exp \left( \frac{x'^2}{12} \right) < \frac{x'}{j \pi} e^{x^2/12},\]

(4.14)

where we used the inequalities \(1 + \frac{x'^2}{\pi^2 l^2} \leq \exp \left( \frac{x'^2}{\pi^2 l^2} \right)\) and \(\sum_{l=1}^{j-1} \frac{1}{l^2} < \frac{\pi^2}{12}\).

With the bound (4.14) we now calculate,

\[\sum_{j=0}^{2n+1} (-1)^j \left( \frac{-ix'/\pi}{j} \right) \left( \frac{ix'/\pi}{2n+1-j} \right) \]

\[< \frac{2x'}{(2n+1)\pi} e^{x^2/12} + \frac{x'^2}{\pi^2} e^{x^2/6} \sum_{j=1}^{2n} \frac{1}{j(2n+1-j)}\]

\[= \frac{2x'}{(2n+1)\pi} e^{x^2/12} + \frac{x'^2}{(2n+1)^2 \pi^2} e^{x^2/6} \sum_{j=1}^{2n} \left( \frac{1}{j} + \frac{1}{2n+1-j} \right)\]

\[< \frac{2x'}{(2n+1)\pi} e^{x^2/12} + \frac{2x'^2}{(2n+1)^2 \pi^2} e^{x^2/6} \log(5n),\]

(4.15)
where we inserted “5” in $\log(5n)$ for convenience, so that we could write $\sum_{j=1}^{2n} < \log(5n)$. Since also (for $k \geq 2$)

$$\sum_{n=1}^{k-1} \frac{1}{(2k-2n-1)(2n+1)} \leq \frac{\log k}{k},$$

we have the overall bound

$$\left| \sum_{n=1}^{k-1} \frac{1}{2k-2n-1} \sum_{j=0}^{2n+1} (-1)^j \left( \left( \frac{-ix'/\pi}{j} \right) \left( \frac{ix'/\pi}{2n+1-j} \right) \right) \right| < \frac{2x'x'^2 \log(5k)}{\pi} + \frac{2x'^2 e^{x^2} \log(5k)^2}{\pi^2 k},$$

and the coefficient of $t^k$ in (4.11) is bounded by

$$\frac{x^2}{2\pi^2 e^{x^2}} \left[ \frac{\log(5k)}{k} \right] + \frac{x^3}{3\pi^3 e^{x^2}} \left[ \frac{\log(5k)^2}{k} \right].$$

Finally, for $x < 1$ we can easily find constants $C_1$ and $C_2$ such that the expression above is smaller than (4.10).

We can now prove the claim from Theorem 1.1 about the large $k$ behavior of $v_k = u_{k+1} - u_k$ [defined in (1.4)].

**Proposition 4.4.** For $0 < \Re s < 1$, the difference behaves as $v_k = O\left( \frac{1}{k} \log k \right)$.

**Proof.** The generating function of $v_k$ is

$$\Theta(t) \overset{\text{def}}{=} \sum_{k=0}^{\infty} v_k t^k = \frac{1}{t} (1 - t) \Xi(t) - \frac{u_0}{t}. \tag{4.16}$$

The $u_0/t$ term is not important for the large $k$ behavior of $v_k$, and from (4.7) we find:

$$\Theta(t) + \frac{u_0}{t} = \eta(s) + 2\pi s^{-1} \sin \left( \frac{\pi s}{2} \right) \int_0^\infty \sin^2 \left( \frac{\omega x}{2\pi} \right) \frac{x^{-s} dx}{\sinh x}. \tag{4.17}$$

For $k \geq 1$, and $\alpha = \sqrt{t}$, we consider the integral

$$v_k = \frac{1}{2\pi i} \oint_C \Theta(t) \frac{d\alpha}{\alpha^{2k+1}} = -i\pi^{s-2} \sin \left( \frac{\pi s}{2} \right) \oint_C \left[ \int_0^\infty \sin^2 \left( \frac{\omega x}{2\pi} \right) \frac{x^{-s} dx}{\sinh x} \right] \frac{d\alpha}{\alpha^{2k+1}}, \tag{4.18}$$
where $C$ is a circle around the origin of radius less than 1. The double integral in (4.18) is absolutely convergent, because

$$\left| \sin^2 \left( \frac{\omega x}{2\pi} \right) \right| = \frac{1}{2} \left| 2 - \left( \frac{1 + \alpha}{1 - \alpha} \right)^{ix} - \left( \frac{1 - \alpha}{1 + \alpha} \right)^{ix} \right|$$

$$< \frac{1}{2} + \cosh \left[ \frac{x}{\pi} \Im \log \left( \frac{1 + \alpha}{1 - \alpha} \right) \right],$$

and along $C$ the factor $|\Im \log \left( \frac{1 + \alpha}{1 - \alpha} \right)|$ is bounded by a number less than $\pi$, since $\Im \log \left( \frac{1 + \alpha}{1 - \alpha} \right) = \pm \pi$ only on the cut $(-\infty, -1) \cup (1, \infty)$. We can therefore change the order of the integrals and calculate

(4.19)

$$\frac{1}{2\pi i} \oint_C \Theta(t) \frac{d\alpha}{\alpha^{2k+1}} = -i \pi^{s-2} \sin \left( \frac{\pi s}{2} \right) \int_0^\infty \left[ \oint_C \sin^2 \left( \frac{\omega x}{2\pi} \right) \frac{d\alpha}{\alpha^{2k+1}} \right] x^{-s} dx \cosh x.$$ 

We now need to put a bound on the inner integral $\oint_C \sin^2 \left( \frac{\omega x}{2\pi} \right) \frac{d\alpha}{\alpha^{2k+1}}$. The bound, as it turns out, will be $x$-dependent, and in order for the bound to converge when plugged back into the outer integral on the RHS of (4.19), we need to use different techniques for small and large $x$.  

**Figure 1.** The contour $C_1$ used in (4.18). The small circles around $\pm 1$ are of radius $\epsilon' < 1$ and the large circle is of radius $R > 1$. In the limit $R \to \infty$ $C_1$ becomes two Hankel contours.
For $0 < x < \epsilon < 1$, we use Lemma 4.3 to get a bound on the coefficient of $\alpha^{2k}$ in $\sin^2 \left( \frac{\omega x}{2\pi} \right)$ as in (4.10). It follows that the coefficient of $t^k = \alpha^{2k}$ in

$$\int_0^\epsilon \sin^2 \left( \frac{\omega x}{2\pi} \right) \frac{x^{-s}dx}{\sinh x}$$

is bounded by

$$\frac{1}{k} \int_0^\epsilon \left[ C_1 x^2 \log k + C_2 x^3 (\log k)^2 \right] \frac{x^{-R_s}dx}{\sinh x}$$

$$< \frac{1}{k} \int_0^\epsilon \left[ C_1 x^2 \log k + C_2 x^3 (\log k)^2 \right] x^{-R_s-1}dx$$

$$= \frac{e^{2-R_s} C_1}{(2 - R_s)k} \log k + \frac{e^{3-R_s} C_2}{(3 - R_s)k} (\log k)^2.$$  

Since $R_s < 1$, we can find constants $C_3, C_4$ such that, for $k > 2$,

$$\frac{e^{2-R_s}}{2\pi^2(2 - R_s)k} e^{2\pi} \frac{\epsilon^2}{2} \log(5k) + \frac{e^{3-R_s}}{3\pi^2(3 - R_s)k} e^{2\pi} [\log(5k)]^2$$

$$< C_3 \frac{\epsilon(\log k)}{k} + C_4 \frac{\epsilon^2(\log k)^2}{k}.$$  

Thus,

(4.20)

$$\left| \frac{1}{2\pi i} \int_0^\epsilon \left[ \int_\mathcal{C} \sin^2 \left( \frac{\omega x}{2\pi} \right) \frac{d\alpha}{\alpha^{2k+1}} \right] \frac{x^{-s}dx}{\sinh x} \right| < C_3 \frac{\epsilon(\log k)}{k} + C_4 \frac{\epsilon^2(\log k)^2}{k}.$$  

In the region $\epsilon < x < \infty$ we do not need to worry about $x = 0$, but if we extend the arguments of Lemma 4.3 we will get a bound that behaves as $e^{x^2/6}$, which is not good. We must therefore find a different bound on the coefficient of $t^k$ in $\sin^2 \left( \frac{\omega x}{2\pi} \right)$.

We define

(4.21)

$$\Xi_k(x) \equiv \int_\mathcal{C} \sin^2 \left( \frac{\omega x}{2\pi} \right) \frac{d\alpha}{\alpha^{2k+1}}.$$  

Next, we deform the contour $\mathcal{C}$ into the contour $\mathcal{C}_1$ that goes around the cuts and closes along semicircles of radius $R > 1$, as depicted in Figure 1. We note that for $k \geq 1$, the contribution of the points with $|\alpha| = R$ to the contour integral in (4.21) is negligible as $R \to \infty$, since $\alpha \to \pm i\pi$ (depending on whether $\Im \alpha$ is positive or negative) and $\sin^2 \left( \frac{\omega x}{2\pi} \right)$ has a finite ($x$-dependent) limit. Thus, we can deform $\mathcal{C}_1$ into two Hankel contours that surround the cuts. Next, we expand

$$\sin^2 \left( \frac{\omega x}{2\pi} \right) = \frac{1}{2} - \frac{1}{4} \frac{1 + \alpha}{1 - \alpha}^{\frac{i\pi}{2}} - \frac{1}{4} \frac{1 + \alpha}{1 - \alpha}^{-\frac{i\pi}{2}}.$$
Let $C_L, C_R$ be the left and right Hankel contours, so that $C_L$ surrounds the cut $(-\infty, -1]$ and $C_R$ surrounds $[0, \infty)$. With a change of variables $\alpha \rightarrow -\alpha$ we find

$$\oint_{C_L} \left( \frac{1 \pm \alpha}{1 \mp \alpha} \right) \frac{d\alpha}{\alpha^{2k+1}} = \oint_{C_R} \left( \frac{1 \mp \alpha}{1 \pm \alpha} \right) \frac{d\alpha}{\alpha^{2k+1}},$$

so for $k \geq 1$ we have from (4.21)

$$\Xi_k(x) = -\frac{1}{2} \oint_{C_R} \left( \frac{1 + \alpha}{1 - \alpha} \right)^{\frac{ik\pi}{2}} \frac{d\alpha}{\alpha^{2k+1}} - \frac{1}{2} \oint_{C_R} \left( \frac{1 + \alpha}{1 - \alpha} \right)^{-\frac{ik\pi}{2}} \frac{d\alpha}{\alpha^{2k+1}},$$

(4.22)

Now, noting that $\text{Arg} \left( \frac{1 + \alpha}{1 - \alpha} \right) > 0$ when $\alpha$ is in the upper half plane and $\text{Arg} \left( \frac{1 + \alpha}{1 - \alpha} \right) < 0$ when $\alpha$ is in the lower half plane, so that

$$\left| \left( \frac{1 + \alpha}{1 - \alpha} \right)^{\frac{ik\pi}{2}} \right| \rightarrow e^{-x}$$

when approaching the cut $[1, \infty)$ from above, and

$$\left| \left( \frac{1 + \alpha}{1 - \alpha} \right)^{-\frac{ik\pi}{2}} \right| \rightarrow e^{x}$$

when approaching from below, we calculate

(4.23)

$$\int_{C_R} \left( \frac{1 + \alpha}{1 - \alpha} \right)^{\frac{ik\pi}{2}} \frac{d\alpha}{\alpha^{2k+1}} = (e^{x} - e^{-x}) \int_{0}^{\infty} e^{\frac{ik\pi}{2}} \left( \frac{\tanh^{2k+1}(\tilde{\omega})}{2 \sinh^{2}(\frac{\tilde{\omega}}{2})} \right) d\tilde{\omega},$$

where along the cut we changed variables to

(4.24)

$$\tilde{\omega} \equiv \log \left( \frac{\alpha + 1}{\alpha - 1} \right),$$

so that $\alpha = \coth(\frac{\tilde{\omega}}{2})$. We also used the fact that as $e' \rightarrow 0$ the contribution of the circular part of $C_R$ (around $\alpha = 1$) goes to zero. Now, it is easy to get the bound

$$\left| \int_{0}^{\infty} e^{\frac{ik\pi}{2}} \left( \frac{\tanh^{2k+1}(\tilde{\omega})}{2 \sinh^{2}(\frac{\tilde{\omega}}{2})} \right) d\tilde{\omega} \right| < \int_{0}^{\infty} \tanh^{2k+1}(\tilde{\omega}) d\tilde{\omega} = \frac{1}{2k},$$

and we get a similar bound for the second term on the RHS of (4.22). Thus, for $k > 0$,

$$\left| \oint_{C_1} \sin^{2} \left( \frac{\omega x}{2 \pi} \right) \frac{d\alpha}{\alpha^{2k+1}} \right| < \frac{\sinh x}{k}.$$

But this bound is not good enough because it is $O(e^{x})$ and will lead to a divergent $\int_{0}^{\infty} (\cdots) dx$ on the RHS of (4.19), unless $\Re s > 1$, which is outside
the range of \( s \) we are interested in. So, to improve the bound we integrate by parts the integral on the RHS of (4.23):

\[
\int_0^\infty e^{i\omega x} \left( \frac{\tanh^{2k+1}(\frac{\omega}{2})}{2 \sinh^2(\frac{\omega}{2})} \right) d\omega = \frac{\pi}{ix} \int_0^\infty \frac{d}{d\omega} \left( e^{i\omega x} \right) \left( \frac{\tanh^{2k+1}(\frac{\omega}{2})}{2 \sinh^2(\frac{\omega}{2})} \right) d\omega
\]

\[
= \frac{\pi}{ix} \left[ e^{i\omega x} \left( \frac{\tanh^{2k+1}(\frac{\omega}{2})}{2 \sinh^2(\frac{\omega}{2})} \right) \right]_0^\infty - \frac{\pi}{ix} \int_0^\infty e^{i\omega x} \frac{d}{d\omega} \left( \frac{\tanh^{2k+1}(\frac{\omega}{2})}{2 \sinh^2(\frac{\omega}{2})} \right) d\omega
\]

\[
= -\frac{\pi}{ix} \int_0^\infty e^{i\omega x} \left( \frac{2k + 1}{4 \cosh^2(\frac{\omega}{2})} - \frac{1}{2} \right) \frac{\tanh^{2k}(\frac{\omega}{2})}{\sinh^2(\frac{\omega}{2})} d\omega,
\]

for \( k \geq 1 \). Therefore,

\[
\left| \int_0^\infty e^{i\omega x} \left( \frac{\tanh^{2k+1}(\frac{\omega}{2})}{2 \sinh^2(\frac{\omega}{2})} \right) d\omega \right| < \frac{\pi}{x} \int_0^\infty \left( \frac{2k + 1}{4 \cosh^2(\frac{\omega}{2})} + \frac{1}{2} \right) \frac{\tanh^{2k}(\frac{\omega}{2})}{\sinh^2(\frac{\omega}{2})} d\omega = \frac{2\pi}{(2k - 1)x}.
\]

(4.25)

Substituting that back into (4.23), we get the bound

\[
\left| \int_{C_R} \left( \frac{1 + \alpha}{1 - \alpha} \right)^{\frac{ix}{\pi}} \frac{d\alpha}{\alpha^{2k+1}} \right| < 2\pi \sinh x \frac{2\pi}{(2k - 1)x},
\]

and then from (4.22) we get

\[
|\Xi_k(x)| < \frac{2\pi \sinh x}{(2k - 1)x}.
\]

(4.27)

Then, plugging (4.27) and the bound (4.20) into the integral on the RHS of (4.19) we get, for \( \Re s > 0 \),

\[
\left| \frac{1}{2\pi i} \int_0^\infty \left[ \int_C \sin^2 \left( \frac{\omega x}{2\pi} \right) \frac{d\omega}{\alpha^{2k+1}} \right] \frac{x^{-s}dx}{\sinh x} \right|
\]

\[
\leq \left| \frac{1}{2\pi i} \int_0^\epsilon \left[ \int_C \sin^2 \left( \frac{\omega x}{2\pi} \right) \frac{d\omega}{\alpha^{2k+1}} \right] \frac{x^{-s}dx}{\sinh x} \right| 
\]

\[
+ \left| \frac{1}{2\pi i} \int_\epsilon^\infty \left[ \int_C \sin^2 \left( \frac{\omega x}{2\pi} \right) \frac{d\omega}{\alpha^{2k+1}} \right] \frac{x^{-s}dx}{\sinh x} \right|
\]

\[
< C_3 \frac{e(\log k)}{k} + C_4 \frac{e^2(\log k)^2}{k} + \frac{1}{(2k - 1)} \int_\epsilon^\infty x^{-\Re s - 1}dx
\]

\[
< C_3 \frac{e(\log k)}{k} + C_4 \frac{e^2(\log k)^2}{k} + \frac{1}{(2k - 1)e\Re s}.
\]
Figure 2. The contour $C_2$ goes clockwise around the cut $[-1, 1]$ of the function $(1+\zeta)^{ix/\pi}(1-\zeta)^{-ix/\pi}/\zeta^2$. In the range $(-1, -\epsilon) \cup [\epsilon, 1)$ the contour $C_2$ passes infinitesimally close to the real axis above and below the cut. In the range $(-\epsilon, \epsilon)$ of the cut, the contour deviates from the cut and forms two semicircles of radius $\epsilon$.

Taking $\epsilon = 1/\log k$, we get

\[
|v_k| = \left| \frac{1}{2\pi i} \oint C \Theta(t) \frac{d\alpha}{\alpha^{2k+1}} \right| = O\left(\frac{\log k}{k}\right),
\]
for some ($s$-dependent) constant $C_5(s)$. Plugging (4.28) into (4.19) we find

\[
|v_k| = \left| \frac{1}{2\pi i} \oint C \Theta(t) \frac{d\alpha}{\alpha^{2k+1}} \right| = O\left(\frac{\log k}{k}\right).
\]

Note that we can get better bound than $O(\log k/k)$ by taking $\epsilon = (\log k)^{-2/3}$. The bound is then $|v_k| = O([\log k]^{2/3}/k)$, but for our purposes the bound in Theorem 1.1 is sufficient.

Now that we have established that $v_k = O(\log k/k)$, it follows that

\[
u_k = \sum_{n=0}^{k-1} v_k = O([\log k]^2),
\]
and therefore the sum $\sum_{n=0}^{\infty} u_{k+n}/(2n+1)(2n+3)$ on the LHS of (1.3) converges. We will now prove (1.3). We will need the following simple result.

Lemma 4.5. For $x \in \mathbb{R}$,

\[
\int_{-1}^{1} \left[ 2 - \left( \frac{1+\alpha}{1-\alpha} \right)^{ix} - \left( \frac{1-\alpha}{1+\alpha} \right)^{ix} \right] \frac{d\alpha}{\alpha^2} = 4(x \coth x - 1).
\]
Proof. For \( \zeta \in \mathbb{C} \setminus [-1, 1] \), consider the analytic function

\[
(4.31) \quad f_1(\zeta) \overset{\text{def}}{=} \frac{1}{\zeta^2} \left( \frac{1 + \zeta}{1 - \zeta} \right)^{i\pi},
\]
defined so that for \(-1 < \Re \zeta < 1\) the limiting values of \( f_1(\zeta) \) when \( \zeta \) approaches the cut \((-1, 1)\) from above and below are given by

\[
\lim_{\zeta \to 0^+} f_1(\zeta) = \frac{1}{(\Re \zeta)^2} \left( \frac{1 + \Re \zeta}{1 - \Re \zeta} \right)^{i\pi} e^{-2x}, \quad \lim_{\zeta \to 0^-} f_1(\zeta) = \frac{1}{(\Re \zeta)^2} \left( \frac{1 + \Re \zeta}{1 - \Re \zeta} \right)^{i\pi} e^{-2x}.
\]

Thus, crossing the cut \([-1, 1]\) from the upper half \( \zeta \)-plane to the lower half plane, the function \( f_1(\zeta) \) gets multiplied by \( e^{-2x} \).

Now let \( 0 < \epsilon < 1 \) and consider the contour integral \( \oint f_1(\zeta) d\zeta \) around the contour \( C_2 \) depicted in Figure 2. The contribution to the integral from the four horizontal segments along \((-1, -\epsilon] \cup [\epsilon, 1)\), above and below the cut, is:

\[
(e^{-2x} - 1) \left[ \int_{-1}^{-\epsilon} \left( \frac{1 + \alpha}{1 - \alpha} \right)^{i\pi} \frac{d\alpha}{\alpha^2} + \int_{\epsilon}^{1} \left( \frac{1 + \alpha}{1 - \alpha} \right)^{i\pi} \frac{d\alpha}{\alpha^2} \right].
\]

The contribution from the two semicircles of radius \( \epsilon \) (around the origin) is

\[
-2x + \frac{2}{\epsilon} + e^{-2x} \left( -2x - \frac{2}{\epsilon} \right) + O(\epsilon),
\]

and the integral \( \oint f_1(\zeta) d\zeta \) around the singularities \( \pm 1 \) is negligible. On the other hand, the contour \( C_2 \) can be deformed to infinity, and since the function \( f_1(\zeta) \) is analytic near \( \zeta = \infty \) the contour integral vanishes. Thus, we find

\[
0 = \oint_{C_2} f_1(\zeta) d\zeta = (e^{-2x} - 1) \left[ \int_{-1}^{-\epsilon} \left( \frac{1 + \alpha}{1 - \alpha} \right)^{i\pi} \frac{d\alpha}{\alpha^2} + \int_{\epsilon}^{1} \left( \frac{1 + \alpha}{1 - \alpha} \right)^{i\pi} \frac{d\alpha}{\alpha^2} \right] -2x + \frac{2}{\epsilon} + e^{-2x} \left( -2x - \frac{2}{\epsilon} \right) + O(\epsilon),
\]

So,

\[
(4.32) \quad \int_{-1}^{-\epsilon} \left( \frac{1 + \alpha}{1 - \alpha} \right)^{i\pi} \frac{d\alpha}{\alpha^2} + \int_{\epsilon}^{1} \left( \frac{1 + \alpha}{1 - \alpha} \right)^{i\pi} \frac{d\alpha}{\alpha^2} = -2x \coth x + \frac{2}{\epsilon} + O(\epsilon).
\]

Similarly,

\[
(4.33) \quad \int_{-1}^{-\epsilon} \left( \frac{1 + \alpha}{1 - \alpha} \right)^{-i\pi} \frac{d\alpha}{\alpha^2} + \int_{\epsilon}^{1} \left( \frac{1 + \alpha}{1 - \alpha} \right)^{-i\pi} \frac{d\alpha}{\alpha^2} = -2x \coth x + \frac{2}{\epsilon} + O(\epsilon).
\]
Combining (4.32) and (4.33), together with $-2 \int_{-1}^{-\epsilon} \frac{d\alpha}{\alpha^2} - 2 \int_{\epsilon}^{1} \frac{d\alpha}{\alpha^2} = 4 - \frac{4}{\epsilon}$, and taking the limit $\epsilon \to 0$, we find (4.30). □

Now we can prove that the $k = 0$ case of (1.3) holds. We will prove a more general result for $s$ not necessarily a zero of the zeta function.

**Proposition 4.6.** For $\Re s < 2$, the numbers $(u_k)_{k=0}^\infty$ defined in (4.3) satisfy the relation

$$-\frac{1}{2} (s + 1) u_0 + \sum_{n=0}^\infty \frac{u_{n+1}}{(2n+1)(2n+3)} = 0. \quad (4.34)$$

*Proof.* Since $|u_k| = O([\log k]^2)$, the generating function (4.5) can be viewed as a Taylor series of an analytic function that converges in the disk $|t| < 1$. We denote this analytic function also by $\Xi(t)$ and use it to evaluate the sum as follows.

$$\sum_{n=0}^\infty \frac{u_{n+1}}{(2n+1)(2n+3)} = \frac{1}{2} \int_0^1 (1 - \alpha^2) \sum_{n=0}^\infty u_{n+1} \alpha^{2n} d\alpha = \frac{1}{2} \int_0^1 (1 - \alpha^2) \left( \Xi(\alpha^2) - u_0 \right) \frac{d\alpha}{\alpha^2}. \quad (4.35)$$

[The order of integration and sum can be exchanged since $|u_k| = O([\log k]^2).]

Since $u_0 = \eta(s)$, by definition, we can use (4.7) to write

$$(1 - \alpha^2)(\Xi(\alpha^2) - u_0) = \alpha^2 u_0 + 2\pi^{s-1} \sin \frac{\pi s}{2} \int_0^\infty \sin^2 \left( \frac{\tilde{\omega} x}{2\pi} \right) x^{-s} dx,$$

where $\tilde{\omega}$ was defined in (4.24). So we have

$$\sum_{n=0}^\infty \frac{u_{n+1}}{(2n+1)(2n+3)} = \frac{1}{2} u_0 + \pi^{s-1} \sin \frac{\pi s}{2} \int_0^\infty \left[ \int_0^1 \sin^2 \left( \frac{\tilde{\omega} x}{2\pi} \right) \frac{d\alpha}{\alpha^2} \right] x^{-s} dx,$$

and the order of integrations can be exchanged, since the double integral converges absolutely. Using (4.30), we calculate

$$\int_0^1 \sin^2 \left( \frac{\tilde{\omega} x}{2\pi} \right) \frac{d\alpha}{\alpha^2} = \frac{1}{8} \int_{-1}^1 \left[ 2 - \left( \frac{1 + \alpha}{1 - \alpha} \right)^{\frac{\tilde{\omega}}{2\pi}} - \left( \frac{1 - \alpha}{1 + \alpha} \right)^{\frac{\tilde{\omega}}{2\pi}} \right] \frac{d\alpha}{\alpha^2} = \frac{1}{2} (x \coth x - 1), \quad (4.36)$$
and therefore
\[-\frac{1}{2} u_0 + \sum_{n=0}^{\infty} \frac{u_{n+1}}{(2n + 1)(2n + 3)} = \frac{1}{2} \pi^{s-1} \sin \frac{\pi s}{2} \int_0^{\infty} (x \coth x - 1) \frac{x^{-s} dx}{\sinh x},\]
\[(4.37)\]
The last integral converges for \(\Re s < 2\), and for \(\Re s < 0\) we can easily see using integration by parts that it evaluates to
\[\int_0^{\infty} (x \coth x - 1) \frac{x^{-s} dx}{\sinh x} = -s \int_0^{\infty} \frac{x^{-s} dx}{\sinh x} = \frac{\pi^{1-s} \eta(s)}{\sin \left(\frac{\pi s}{2}\right)},\]
where we have used (2.4) for the integral of \(x^{-s} / \sinh x\). It follows that
\[\frac{1}{2} \pi^{s-1} \sin \frac{\pi s}{2} \int_0^{\infty} (x \coth x - 1) \frac{x^{-s} dx}{\sinh x} = \frac{1}{2} s \eta(s).\]
\[(4.39)\]
Since both sides of (4.39) are analytic functions that are well defined in the entire domain \(\Re s < 2\), equation (4.39) holds for \(\Re s < 2\). Substituting the integral (4.39) back into the sum (4.37), and setting \(u_0 = \eta(s)\), we find
\[\sum_{n=0}^{\infty} \frac{u_{n+1}}{(2n + 1)(2n + 3)} = \frac{1}{2} u_0 + \frac{1}{2} s \eta(s) = \frac{1}{2} (s + 1) \eta(s),\]
which proves (4.34).

In Proposition 4.6 we proved the \(k = 0\) case of (1.3). To extend the proof to \(k > 0\) we need the following.

**Lemma 4.7.** Let \((M_k)_{k=0}^{\infty}\) be the Mittag-Leffler polynomials, defined in (3.1). For \(x \in \mathbb{R}\),
\[
\int_0^1 \left[ 2 - \left(\frac{1 + \alpha}{1 - \alpha}\right)^{ix} - \left(\frac{1 - \alpha}{1 + \alpha}\right)^{ix} \right] \alpha^{2k} \frac{d\alpha}{\alpha^{2k}} = 2 \sum_{n=0}^{k-1} \frac{M_{2n} \left(\frac{ix}{\pi}\right)}{2n - 2k + 1} - i\pi M_{2k-1} \left(\frac{ix}{\pi}\right) \coth x.
\]
\[(4.40)\]
**Proof.** Note that the integrand on the LHS of (4.30) is regular at \(\alpha = 0\) since
\[
\left(\frac{1 + \alpha}{1 - \alpha}\right)^{ix} + \left(\frac{1 - \alpha}{1 + \alpha}\right)^{ix} = 2 + 2 \sum_{n=1}^{k-1} M_{2n} \left(\frac{ix}{\pi}\right) \alpha^{2n} + O(\alpha^{2k}).
\]
Similarly to (4.31), we define

\[ f_k(\xi) \overset{\text{def}}{=} \frac{1}{\xi^{2k}} \left( \frac{1 + \xi}{1 - \xi} \right)^{\frac{i\pi}{2}}, \]

defined with a cut along \([-1, 1]\), so that for \(-1 < \Re \xi < 1\) the limiting values of \(f_k(\xi)\) when \(\xi\) approaches the cut \((-1, 1)\) from above and below are given by

\[ \lim_{\xi \to 0^+} f_k(\xi) = \frac{1}{(\Re \xi)^{2k}} \left( \frac{1 + \Re \xi}{1 - \Re \xi} \right)^{\frac{i\pi}{2}}, \quad \lim_{\xi \to 0^-} f_k(\xi) = \frac{1}{(\Re \xi)^{2k}} \left( \frac{1 + \Re \xi}{1 - \Re \xi} \right)^{\frac{i\pi}{2}} e^{-2} \cdot \]

As in the proof of Lemma 4.5, we can then calculate the integral of \((4.40)\) using \(\int \! C_2 f_k(\xi) \, d\xi\). Technically, we need the contribution to the contour integral from the two semicircles of radius \(\epsilon\) around the origin (see Figure 2).

Using (3.1) we expand

\[ \left( \frac{1 + \xi}{1 - \xi} \right)^{\frac{i\pi}{2}} = \sum_{n=0}^{2k-1} M_n \left( \frac{i\xi}{\pi} \right) \xi^n + O(\xi^{2k}), \]

in terms of the Mittag-Leffler polynomials \(M_n\). The contribution of the two semicircles is therefore

\[
\int_{\text{semicircles}} f_k(\xi) \, d\xi = \int_{\text{semicircles}} \sum_{n=0}^{2k-1} M_n \left( \frac{i\xi}{\pi} \right) \xi^n - 2k \, d\xi + O(\epsilon)
\]

\[
= i\pi M_{2k-1} \left( \frac{i\xi}{\pi} \right) \left( 1 + e^{-2} \right) + \sum_{n=0}^{2k-2} M_n \left( \frac{i\xi}{\pi} \right) \frac{e^{n-2k+1}}{n - 2k + 1} \left[ (-1)^{n+1} - 1 \right]
\]

\[
+ \sum_{n=0}^{2k-2} M_n \left( \frac{i\xi}{\pi} \right) \frac{e^{n-2k+1}}{n - 2k + 1} \left[ 1 - (-1)^{n+1} \right] e^{-2} + O(\epsilon)
\]

\[
= i\pi \left( 1 + e^{-2} \right) M_{2k-1} \left( \frac{i\xi}{\pi} \right) + 2 \left( e^{-2} - 1 \right) \sum_{n=0}^{k-1} M_{2n} \left( \frac{i\xi}{\pi} \right) \frac{e^{2n-2k+1}}{2n - 2k + 1} + O(\epsilon).
\]

Following an argument similar to the one leading to (4.32)-(4.33), and noting that \(M_{2n}\) is an even function while \(M_{2k-1}\) is odd, we now expand \(0 = \int \! C_2 f_k(\xi) \, d\xi\) to get

\[
\int_{-\epsilon}^{-1} \left( \frac{1 + \alpha}{1 - \alpha} \right)^{\frac{i\pi}{2}} \frac{d\alpha}{\alpha^{2k}} + \int_{\epsilon}^{1} \left( \frac{1 + \alpha}{1 - \alpha} \right)^{\frac{i\pi}{2}} \frac{d\alpha}{\alpha^{2k}}
\]

\[
= i\pi M_{2k-1} \left( \frac{i\xi}{\pi} \right) \coth x - 2 \sum_{n=0}^{k-1} M_{2n} \left( \frac{i\xi}{\pi} \right) \frac{e^{2n-2k+1}}{2n - 2k + 1} + O(\epsilon).
\]

It follows that
\[
\int_0^1 \left[ 2 \sum_{n=0}^{k-1} M_{2n} \left( \frac{ix}{\pi} \right) \alpha^{2n} - \left( \frac{1 + \alpha}{1 - \alpha} \right)^{i\pi x} \right] \frac{d\alpha}{\alpha^{2k}}
\]

\[
= \lim_{\epsilon \to 0} \int_\epsilon^1 \left[ 2 \sum_{n=0}^{k-1} M_{2n} \left( \frac{ix}{\pi} \right) \alpha^{2n} - \left( \frac{1 + \alpha}{1 - \alpha} \right)^{i\pi x} \right] \frac{d\alpha}{\alpha^{2k}}
\]

\[
= \lim_{\epsilon \to 0} \left[ 2 \sum_{n=0}^{k-1} M_{2n} \left( \frac{ix}{\pi} \right) \left( \frac{\epsilon^{2n-2k+1}}{2k - 2n - 1} - \frac{1}{2k - 2n - 1} \right)
+ i\pi M_{2k-1} \left( \frac{ix}{\pi} \right) \coth x + 2 \sum_{n=0}^{k-1} M_{2n} \left( \frac{ix}{\pi} \right) \frac{\epsilon^{2n-2k+1}}{2n - 2k + 1} + O(\epsilon) \right]
\]

\[
= 2 \sum_{n=0}^{k-1} \frac{M_{2n} \left( \frac{ix}{\pi} \right)}{2n - 2k + 1} - i\pi M_{2k-1} \left( \frac{ix}{\pi} \right) \coth x.
\]

Equation (4.40) follows, since \( M_0 = 1 \).

We also need an integral expression for \( v_k \).

**Lemma 4.8.** \( v_k \) is given by

\[(4.42) \quad v_k = -\pi^{s-1} \sin \left( \frac{\pi s}{2} \right) \int_0^\infty \frac{x^{-s} dx}{\sinh x}.
\]

**Proof.** Note that (4.42) converges at \( x = 0 \) because \( M_{2n}(x) = O(x^2) \) for \( n \geq 1 \). Using (1.4), (4.3), and (3.2),

\[(4.43) \quad v_k = u_{k+1} - u_k = \left\langle x^{-(s+1)/2}, Q_{k+1}(x) - Q_k(x) \right\rangle = \left\langle x^{-(s+1)/2}, M_{2(k+1)}(\sqrt{x}) \right\rangle.
\]

\( M_{2(k+1)} \) is an even function that vanishes at zero, and if we set

\[
M_{2(k+1)}(\sqrt{x}) = \sum_{j=1}^{k+1} a_j x^j,
\]

we can use (4.2) to write

\[(4.44) \quad \left\langle x^{-(s+1)/2}, M_{2(k+1)}(\sqrt{x}) \right\rangle = \sum_{j=1}^{k+1} a_j \eta(s - 2j),
\]
and using (2.4) we can express this as

\[
\sum_{j=1}^{k+1} a_j \eta(s - 2j) = - \sum_{j=1}^{k+1} a_j \pi^{s-2j-1} \sin \left( \frac{\pi s}{2} - j\pi \right) \int_0^\infty x^{2j-s} \frac{dx}{\sinh x}
\]

\[
= -\pi^{s-1} \sin \left( \frac{\pi s}{2} \right) \int_0^\infty M_{2(k+1)} \left( \frac{ix}{\pi} \right) x^{-s} \frac{dx}{\sinh x}
\]

Next, we need a couple of identities for Mittag-Leffler polynomials.

**Lemma 4.9.** The Mittag-Leffler polynomials satisfy

\[
M_n'(x) = 2 \sum_{k=0}^{\left\lfloor \frac{n}{2} \right\rfloor} \frac{M_{n-2k-1}(x)}{2k+1}
\]

and

\[
\frac{1}{x} M_{2n+1}(x) = \frac{2}{2n+1} \sum_{k=0}^{n} M_{2k}(x).
\]

**Proof.** These identities follow directly from the generating function (3.1). See §10 of [22] for details. \( \square \)

We can now prove the extension of Proposition 4.6 to \( k > 0 \).

**Proposition 4.10.** For \( \Re s < 2 \), the numbers \( (u_k)_{k=0}^\infty \) defined in (4.3) satisfy the relation

\[
-\frac{1}{2} \left( \frac{s}{2k-1} + 1 \right) u_{k-1} + \sum_{n=0}^\infty \frac{u_{k+n}}{(2n+1)(2n+3)} = 0, \quad k = 1, 2, \ldots
\]

**Proof.** We use an integral representation of the sum similar to (4.35):

\[
\sum_{n=0}^\infty \frac{u_{n+k}}{(2n+1)(2n+3)} = \frac{1}{2} \int_0^1 (1 - \alpha^2) \sum_{n=0}^\infty u_{n+k} \alpha^{2n} d\alpha
\]

\[
= \frac{1}{2} \int_0^1 (1 - \alpha^2) \left( \Xi(\alpha^2) - \sum_{m=0}^{k-1} u_m \alpha^{2m} \right) \frac{d\alpha}{\alpha^{2k}}.
\]

The evaluation of the integral is similar to the evaluation of (4.35) in Proposition 4.6, where we used (4.30), except that \( \frac{d\alpha}{\alpha^{2k}} \) is replaced with \( \frac{d\alpha}{\alpha^{2k}} \). We substitute

\[
(1 - \alpha^2) \Xi(\alpha^2) = u_0 + 2\pi^{s-1} \sin \frac{\pi s}{2} \int_0^\infty \sin^2 \left( \frac{\omega x}{2\pi} \right) x^{-s} \frac{dx}{\sinh x},
\]
where we used (4.7) and \( u_0 = \eta(s) \). We then calculate

\[
\int_0^\infty \sin^2 \left( \frac{\omega x}{2\pi} \right) \frac{x^{-s} dx}{\sinh x} = \frac{1}{4} \int_0^\infty \left[ 2 - \left( \frac{1 + \alpha}{1 - \alpha} \right) \frac{x^{-s} dx}{\sinh x} \right. \\
\left. - \left( \frac{1 - \alpha}{1 + \alpha} \right) \frac{x^{-s} dx}{\sinh x} \right. \\
\left. - \frac{1}{2} \sum_{n=1}^{k-1} \alpha^{2n} \int_0^\infty M_{2n} \left( \frac{ix}{\pi} \right) \frac{x^{-s} dx}{\sinh x} \right] \\
= \frac{1}{4} \int_0^\infty \left[ 2 - \left( \frac{1 + \alpha}{1 - \alpha} \right) \frac{x^{-s} dx}{\sinh x} \right. \\
\left. - \left( \frac{1 - \alpha}{1 + \alpha} \right) \frac{x^{-s} dx}{\sinh x} \right. \\
\left. + \sum_{n=1}^{k-1} M_{2n} \left( \frac{ix}{\pi} \right) \alpha^{2n} \right] \frac{x^{-s} dx}{\sinh x} \\
- \frac{1}{2} \sum_{n=1}^{k-1} \alpha^{2n} \int_0^\infty M_{2n} \left( \frac{ix}{\pi} \right) \frac{x^{-s} dx}{\sinh x}.
\]

(4.50)

Note that for small \( x \) and \( n > 0 \) the even Mittag-Leffler polynomials behave as \( M_{2n}(x) = O(x^2) \), so the integrals above converge absolutely.

Using (4.42) we can write

\[
\sum_{n=1}^{k-1} \alpha^{2n} \int_0^\infty M_{2n} \left( \frac{ix}{\pi} \right) \frac{x^{-s} dx}{\sinh x} = -\frac{1}{\pi^{s-1}} \sin \left( \frac{\pi s}{2} \right)
\]

and from the definition of \( v_n \) we have

\[
\sum_{n=1}^{k-1} v_{n-1} \alpha^{2n} = \sum_{n=1}^{k-1} (u_n - u_{n-1}) \alpha^{2n} = u_{k-1} \alpha^{2k} - u_0 + \left( 1 - \alpha^2 \right) \sum_{n=0}^{k-1} u_n \alpha^{2n}.
\]

Combining (4.49), (4.51), and (4.52), we have

\[
(1 - \alpha^2) \left( \frac{\Xi(\alpha^2) - \sum_{m=0}^{k-1} u_m \alpha^{2m}}{2} \right) = 2\pi^{s-1} \sin \left( \frac{\pi s}{2} \right) \int_0^\infty \left[ \sin^2 \left( \frac{\omega x}{2\pi} \right) + \frac{1}{2} \sum_{n=1}^{k-1} M_{2n} \left( \frac{ix}{\pi} \right) \alpha^{2n} \right] \frac{x^{-s} dx}{\sinh x} + u_{k-1} \alpha^{2k},
\]

and using (4.50), the last equation can be written as

\[
(1 - \alpha^2) \left( \frac{\Xi(\alpha^2) - \sum_{m=0}^{k-1} u_m \alpha^{2m}}{2} \right) = u_{k-1} \alpha^{2k}
\]

\[
+ \frac{1}{2} \pi^{s-1} \sin \left( \frac{\pi s}{2} \right) \int_0^\infty \left[ 2 - \left( \frac{1 + \alpha}{1 - \alpha} \right) \frac{x^{-s} dx}{\sinh x} \right. \\
\left. - \left( \frac{1 - \alpha}{1 + \alpha} \right) \frac{x^{-s} dx}{\sinh x} \right. \\
\left. + \sum_{n=1}^{k-1} M_{2n} \left( \frac{ix}{\pi} \right) \alpha^{2n} \right] \frac{x^{-s} dx}{\sinh x}.
\]
Now we use (4.48) and (4.40) to write
\[
\sum_{n=0}^{\infty} \frac{u_{n+k}}{(2n+1)(2n+3)} = \frac{1}{2} \int_{0}^{1} (1 - \alpha^2) \left( \Xi(\alpha^2) - \sum_{m=0}^{k-1} u_m \alpha^{2m} \right) \frac{d\alpha}{\alpha^{2k}}
\]
\[
= \frac{1}{2} u_{k-1} + \frac{1}{4} \pi^{s-1} \sin \left( \frac{\pi s}{2} \right) \int_{0}^{\infty} \left[ \sum_{n=0}^{k-1} \frac{M_{2n} \left( \frac{ix}{\pi} \right)}{2n - 2k + 1} \right. \\
\left. - i \pi M_{2k-1} \left( \frac{ix}{\pi} \right) \coth x \right] \frac{x^{-s} dx}{\sinh x}.
\]
(4.53)

For \( \epsilon > 0 \) we have, integrating by parts,
\[
\int_{\epsilon}^{\infty} \left[ \sum_{n=0}^{k-1} \frac{M_{2n} \left( \frac{ix}{\pi} \right)}{2n - 2k + 1} - i \pi M_{2k-1} \left( \frac{ix}{\pi} \right) \coth x \right] \frac{x^{-s} dx}{\sinh x} \\
= \int_{\epsilon}^{\infty} \left[ \sum_{n=0}^{k-1} \frac{M_{2n} \left( \frac{ix}{\pi} \right)}{2n - 2k + 1} \frac{2}{1 - 2k} - i \pi M_{2k-1} \left( \frac{ix}{\pi} \right) \coth x \right] \frac{x^{-s} dx}{\sinh x} \\
= 2 \int_{\epsilon}^{\infty} \left( \sum_{n=0}^{k-1} \frac{M_{2n} \left( \frac{ix}{\pi} \right)}{2n - 2k + 1} \right) \frac{x^{-s} dx}{\sinh x} + \frac{2}{1 - 2k} \int_{\epsilon}^{\infty} \frac{x^{-s} dx}{\sinh x} \\
- i \pi M_{2k-1} \left( \frac{ix}{\pi} \right) \frac{\epsilon^{-s}}{\sinh \epsilon} \\
+ \int_{\epsilon}^{\infty} M'_{2k-1} \left( \frac{ix}{\pi} \right) \frac{x^{-s} dx}{\sinh x} + i \pi s \int_{\epsilon}^{\infty} M_{2k-1} \left( \frac{ix}{\pi} \right) \frac{x^{-s-1} dx}{\sinh x},
\]
(4.54)

and using (4.45), we can write
(4.55)
\[M'_{2k-1} \left( \frac{ix}{\pi} \right) = 2 \sum_{j=0}^{k-1} \frac{1}{2j+1} M_{2k-2j-2} \left( \frac{ix}{\pi} \right) = \frac{2}{2k-1} \sum_{n=0}^{k-1} \frac{1}{2n - 2k + 1} M_{2n} \left( \frac{ix}{\pi} \right).\]

Therefore, (4.54) becomes
\[
\int_{\epsilon}^{\infty} \left[ \sum_{n=0}^{k-1} \frac{M_{2n} \left( \frac{ix}{\pi} \right)}{2n - 2k + 1} - i \pi M_{2k-1} \left( \frac{ix}{\pi} \right) \coth x \right] \frac{x^{-s} dx}{\sinh x} \\
= - i \pi M_{2k-1} \left( \frac{ix}{\pi} \right) \frac{\epsilon^{-s}}{\sinh \epsilon} + i \pi s \int_{\epsilon}^{\infty} M_{2k-1} \left( \frac{ix}{\pi} \right) \frac{x^{-s-1} dx}{\sinh x}.
\]
(4.56)

Using (4.46) we write
(4.57)
\[\frac{1}{x} M_{2k-1} \left( \frac{ix}{\pi} \right) = \frac{2i}{(2k-1) \pi} \sum_{n=0}^{k-1} M_{2n} \left( \frac{ix}{\pi} \right).\]
and therefore

\[ i\pi s \int_\epsilon^\infty M_{2k-1}(\frac{ix}{\pi}) \frac{x^{-s-1}dx}{\sinh x} = -\frac{2s}{2k-1} \int_\epsilon^\infty \left( \sum_{n=0}^{k-1} M_{2n}(\frac{ix}{\pi}) \right) \frac{x^{-s}dx}{\sinh x} \]

\[ = -\frac{2s}{2k-1} \int_\epsilon^\infty \frac{x^{-s}dx}{\sinh x} - \frac{2s}{2k-1} \int_\epsilon^\infty \left( \sum_{n=1}^{k-1} M_{2n}(\frac{ix}{\pi}) \right) \frac{x^{-s}dx}{\sinh x} \]

Note that near \( x = 0 \) we have \( M_{2n}(\frac{ix}{\pi}) = O(x^2) \) for \( n \geq 1 \) and so the limit \( \epsilon \to 0 \) can be taken in the second term (since \( \Re s < 1 \)), and using (4.8) we get

\[ \int_0^\infty \left( \sum_{n=1}^{k-1} M_{2n}(\frac{ix}{\pi}) \right) \frac{x^{-s}dx}{\sinh x} = -\frac{\pi^{1-s}}{\sin \left( \frac{\pi s}{2} \right)} \sum_{n=1}^{k-1} v_n - \frac{\pi^{1-s}}{\sin \left( \frac{\pi s}{2} \right)} (u_{k-1} - u_0). \]

Altogether, (4.56) becomes

\[ \int_\epsilon^\infty \left[ 2 \sum_{n=0}^{k-1} \frac{M_{2n}(\frac{ix}{\pi})}{2n - 2k + 1} - i\pi M_{2k-1}(\frac{ix}{\pi}) \coth x \right] \frac{x^{-s}dx}{\sinh x} \]

\[ = -i\pi M_{2k-1}(\frac{ix}{\pi}) \frac{e^{-s}}{\sinh \epsilon} - \frac{2s}{2k-1} \int_\epsilon^\infty \frac{x^{-s}dx}{\sinh x} \]

\[ + \frac{2s\pi^{1-s}}{(2k-1) \sin \left( \frac{\pi s}{2} \right)} (u_{k-1} - u_0) + O(\epsilon). \]

From (4.57) we get

\[ M_{2k-1}(\frac{ix}{\pi}) = \frac{2i\epsilon}{(2k-1)\pi} + O(\epsilon^3). \]

and therefore

\[ -i\pi M_{2k-1}(\frac{ix}{\pi}) \frac{e^{-s}}{\sinh \epsilon} = \frac{2e^{-s}}{2k-1} + O(\epsilon^{2-s}). \]

We also note that for \( \Re s < 2 \) we have

\[ \lim_{\epsilon \to 0} \left[ e^{-s} - s \int_\epsilon^\infty \frac{x^{-s}dx}{\sinh x} \right] = s\pi^{1-s} \eta(s) \left( \frac{\pi s}{2} \right), \]

as can be verified by integration by parts:

\[ s \int_\epsilon^\infty \frac{x^{-s}dx}{\sinh x} = -\int_\epsilon^\infty (x^{-s})' \frac{x}{\sinh x} dx = \frac{e^{1-s}}{\sinh \epsilon} + \int_\epsilon^\infty x^{-s} \left( \frac{x}{\sinh x} \right)' dx, \]

and therefore for \( \Re s < 2 \),

\[ \lim_{\epsilon \to 0} \left[ e^{-s} - s \int_\epsilon^\infty \frac{x^{-s}dx}{\sinh x} \right] = \int_0^\infty x^{-s} \left( \frac{x}{\sinh x} \right)' dx. \]
For $\Re s < 0$ the same formula, using (2.4), shows that
\[
\int_0^\infty x^{-s} \left( \frac{x}{\sinh x} \right) \, dx = s \int_0^\infty \frac{x^{-s} \sinh x}{\sin x} \, dx = \frac{s \pi^{1-s} \eta(s)}{\sin \left( \frac{\pi s}{2} \right)},
\]
and analytic continuation in $s$ shows that
\[
\int_0^\infty x^{-s} \left( \frac{x}{\sinh x} \right) \, dx = \frac{s \pi^{1-s} \eta(s)}{\sin \left( \frac{\pi s}{2} \right)} = \frac{s \pi^{1-s} \eta(s)}{\sin \left( \frac{\pi s}{2} \right)} u_0
\]
holds for $\Re s < 2$.

Combining (4.53), (4.58), (4.59), and (4.60), we get
\[
\sum_{n=0}^\infty \frac{u_{n+k}}{(2n+1)(2n+3)} = \frac{1}{2} u_{k-1} + \frac{s}{2(2k-1)} u_{k-1}
\]
\[
\Box
\]
If $s$ is such that $\zeta(s) = 0$, then $u_0 = \eta(s) = 0$ and (4.47) reduces to (1.3).

5. Proof of the Sufficient Condition in Theorem 1.1

We will now prove the second part of Theorem 1.1 which states that, under certain conditions listed there, existence of a nontrivial solution to (1.2) implies $\zeta(s) = 0$.

Let $s \in \mathbb{C}$, and let $(w_k)_{k=1}^\infty$ be a solution to
\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & \cdots \\
0 & 1 & 0 & 0 & 0 & \cdots \\
0 & 0 & 1 & 0 & 0 & \cdots \\
0 & 0 & 0 & 1 & 0 & \cdots \\
0 & 0 & 0 & 0 & 1 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\begin{pmatrix}
w_1 \\
w_2 \\
w_3 \\
w_4 \\
w_5 \\
\vdots
\end{pmatrix} =
\begin{pmatrix}
\frac{1}{1.3} \\
\frac{1}{3.5} \\
\frac{1}{5.7} \\
\frac{1}{7.9} \\
\frac{s}{2.3} - \frac{1}{2} \\
\frac{1}{1.3} \\
\frac{1}{3.5} \\
\frac{1}{5.7} \\
0 \\
-\frac{s}{2.3} - \frac{1}{2} \\
\frac{1}{1.3} \\
\frac{1}{3.5} \\
0 \\
0 \\
-\frac{s}{2.7} - \frac{1}{2} \\
\frac{1}{1.3} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\begin{pmatrix}
w_1 \\
w_2 \\
w_3 \\
w_4 \\
w_5 \\
\vdots
\end{pmatrix}
\]
\[
(5.1)
\]
This is to be read as a series of identities for finite sums
\[
\delta_{k1} = - \left( \frac{s}{2(2k+1)} + \frac{1}{2} \right) w_{k+1} + \sum_{n=0}^{k-1} \frac{w_{k-n}}{(2n+1)(2n+3)}; \quad k = 1, 2, \ldots
\]
Now, suppose \((u_k)_{k=1}^{\infty}\) is as in Theorem 1.1 and \(u_1 \neq 0\). Suppose also that we can find a solution \((w_k)_{k=1}^{\infty}\) to (5.2) with \(w_k\)'s that tend to zero fast enough as \(k \to \infty\) so that the infinite sum implied by the matrix notation (5.3)

\[
\begin{pmatrix}
1/3 & 1/5.7 & 1/7.9 & \cdots \\
-\frac{s}{2.3} & -\frac{1}{2} & 1/1.3 & 1/3.9 & 1/5.7 & \cdots \\
0 & -\frac{s}{2.5} - \frac{1}{2} & 1/1.3 & 1/3.5 & \cdots \\
0 & 0 & -\frac{s}{2.7} - \frac{1}{2} & 1/1.3 & \cdots \\
0 & 0 & 0 & -\frac{s}{2.9} - \frac{1}{2} & \cdots \\
& \vdots & & & \vdots & \ddots
\end{pmatrix}
\begin{pmatrix}
u_1 \\
u_2 \\
u_3 \\
u_4 \\
u_5 \\
\vdots
\end{pmatrix}
\]

is absolutely convergent. Then, by (1.2), the expression (5.3) vanishes, and by (5.1) it equals \(u_1\), and so \(u_1 = 0\), contradicting the assumptions of Theorem 1.1.

Thus, in order to prove the second part of Theorem 1.1 it would suffice to show that if \(\zeta(s) \neq 0\) there exists a solution of the recursion relation (5.2) with the requisite absolute convergence property. Unfortunately, that does not appear to be the case, which complicates the rest of the argument a bit. What we will show below, however, is that if \(\zeta(s) \neq 0\), then there exists a nonzero solution to (5.2) with \(w_k = O\left(\frac{1}{k}\right)\), and using the expressions (1.12) for the recursion relation that \(u_k\) satisfies, the \(w_k = O\left(\frac{1}{k}\right)\) behavior is sufficient to reach the same conclusion that \(u_1 = 0\), and hence a contradiction.

Thus, the actual strategy will be to find a sequence \((w_k)_{k=1}^{\infty}\) that satisfies (5.2) and falls off fast enough so that, using (1.12),

\[
\sum_{k=1}^{\infty} w_k \left[-\frac{s}{2(2k-1)} u_{k-1} + \frac{1}{2} \sum_{n=0}^{\infty} \frac{v_{k+n-1}}{2n+1}\right] = 0
\]

(5.4) is absolutely convergent, and hence the terms can be rearranged to conclude that \(u_1 = 0\), using (1.12) and (5.2). The conditions that we will use to show absolute convergence of (5.4) are

\[
\sum_{k=1}^{\infty} \frac{|w_k||u_{k-1}|}{2k-1} < \infty \quad \text{and} \quad \sum_{n=0}^{\infty} \sum_{k=1}^{\infty} \frac{|w_k||v_{k+n-1}|}{2n+1} < \infty.
\]

(5.5)

To see where the condition \(\zeta(s) \neq 0\) enters, we note that the recursion relation (5.2) determines \(w_2, w_3, \ldots\) in terms of \(w_1\), but \(w_1\) is arbitrary. For a generic \(w_1\), as we will see below, the conditions (5.5) cannot be satisfied.
However, for generic $s$, $w_1$ can be adjusted so as to obtain a solution $(w_k)_{k=1}^\infty$ with good asymptotic behavior as $k \to \infty$. But the formula for $w_1$ [equation (5.16) below] has a denominator that vanishes when $\zeta(s) = 0$, and so we can only find a suitable $w_1$ in this way when $\zeta(s) \neq 0$. We proceed to show the details.

Define the generating functions

$$
\Upsilon(t) \equiv \sum_{k=1}^\infty w_k t^{2k-1}, \quad \Omega(t) \equiv \Upsilon'(t) = \sum_{k=1}^\infty w_k t^{2k-2}.
$$

The recursion relation (5.2) is equivalent to

$$
0 = t^2 + s \left[ \frac{1}{t} \Upsilon(t) - w_1 \right] - \frac{1}{2} w_1 - \frac{1}{4t} \Upsilon'(t) (t^2 - 1) \log \left( \frac{1 + t}{1 - t} \right).
$$

Changing variables to $\rho$, defined by $t = \tanh \rho$, we find the solution to the first order linear differential equation (5.7) in the form

$$
\Upsilon = \frac{1}{\rho^s} \int_0^\rho \left[ (s+1) w_1 \tanh \gamma - 2 \tanh^3 \gamma \right] \gamma^{s-1} d\gamma + \frac{C}{\rho^s}, \quad \rho = \frac{1}{2} \log \left( \frac{1 + t}{1 - t} \right),
$$

where $C$ is an arbitrary integration constant. The integral converges, since we assume $1 > \Re s > -1$.

In order to have a good analytic behavior at $\rho = 0$ (hence at $t = 0$), we need to set $C = 0$, and in order for $w_k$ to tend to zero as $k \to \infty$, we at least need $\Upsilon$ to be analytic in the whole disk $|t| < 1$. We will go further and require $\Upsilon$ to converge as $t \to 1$, i.e., as $\rho \to \infty$. For $-1 < \Re s < 0$, we can write the $\rho \to \infty$ limit of the coefficient of $w_1$ in (5.8) as

$$
\int_0^\infty \gamma^{s-1} \tanh \gamma d\gamma = \frac{4 \Gamma(s)}{2s+1} \eta(s).
$$

Unfortunately, (5.9) does not converge for $\Re s > 0$, and so we need to rewrite (5.8) in a way that will have a manifestly convergent limit as $\rho \to \infty$. We achieve this by separating the integral into $\int_0^1$ and $\int_1^\infty$. Thus, for
$1 > \Re s > -1$ we rewrite (5.8) with $C = 0$ as
\[
\Upsilon = \frac{1}{\rho^s} (s + 1) w_1 \int_0^1 \gamma^{s-1} \tanh \gamma d\gamma + \frac{1}{\rho^s} (s + 1) w_1 \int_1^\rho \gamma^{s-1} (\tanh \gamma - 1) d\gamma \\
- \frac{2}{\rho^s} \int_0^1 \gamma^{s-1} \tanh^3 \gamma d\gamma - \frac{2}{\rho^s} \int_1^\rho \gamma^{s-1} (\tanh^3 \gamma - 1) d\gamma \\
+ \frac{1}{\rho^s} (s + 1) w_1 \int_1^\rho \gamma^{s-1} d\gamma - \frac{2}{\rho^s} \int_1^\rho \gamma^{s-1} d\gamma \\
= \frac{1}{\rho^s} (s + 1) w_1 \left[ \int_0^1 \gamma^{s-1} \tanh \gamma d\gamma + \int_1^\rho \gamma^{s-1} (\tanh \gamma - 1) d\gamma - \frac{1}{s} \right] \\
- \frac{2}{\rho^s} \left[ \int_0^1 \gamma^{s-1} \tanh^3 \gamma d\gamma + \int_1^\rho \gamma^{s-1} (\tanh^3 \gamma - 1) d\gamma - \frac{1}{s} \right] \\
+ \left( \frac{1}{s + 1} \right) w_1 - \frac{2}{s}.
\]
(5.10)

Taking the derivative of (5.10) we get
\[
\Omega = - \frac{s(s + 1)}{(1 - t^2)\rho^{s+1}} w_1 \left[ \int_0^1 \gamma^{s-1} \tanh \gamma d\gamma + \int_1^\rho \gamma^{s-1} (\tanh \gamma - 1) d\gamma - \frac{1}{s} \right] \\
+ \frac{2s}{(1 - t^2)\rho^{s+1}} \left[ \int_0^1 \gamma^{s-1} \tanh^3 \gamma d\gamma + \int_1^\rho \gamma^{s-1} (\tanh^3 \gamma - 1) d\gamma - \frac{1}{s} \right] \\
+ \frac{2(1 + t + t^2) - (s + 1)w_1}{(1 + t)\rho}.
\]
(5.11)

where we substituted $t = \tanh \rho$.

The behavior of $\Omega$ in the limit $\rho \to \infty$ ($t \to 1$) will be governed by the first two terms on the RHS of (5.11). $\Omega$ is at its best behavior as $\rho \to \infty$ if we set
\[
w_1 = \left( \frac{2}{s + 1} \right) \frac{\int_0^1 \gamma^{s-1} \tanh \gamma d\gamma + \int_1^\infty \gamma^{s-1} (\tanh \gamma - 1) d\gamma - \frac{1}{s}}{\int_0^1 \gamma^{s-1} \tanh \gamma d\gamma + \int_1^\infty \gamma^{s-1} (\tanh \gamma - 1) d\gamma - \frac{1}{s}},
\]
(5.12)
so that $(1 - t^2)\rho^{s+1}\Omega \to 0$ as $t \to 1$. We can simplify (5.12) as follows. From (5.9) we get
\[
(5.13) \int_0^1 \gamma^{s-1} \tanh \gamma d\gamma + \int_1^\infty \gamma^{s-1} (\tanh \gamma - 1) d\gamma - \frac{1}{s} = -\frac{4\Gamma(s)}{2s+1} \eta(s).
\]
While (5.9) only converges for \(-1 < \Re s < 0\), (5.13) converges for all \(\Re s > -1\). Similarly,

\[
\int_0^1 \gamma^{s-1} \tanh^3 \gamma d\gamma + \int_1^\infty \gamma^{s-1} (\tanh^3 \gamma - 1) d\gamma - \frac{1}{s} = -\frac{4\Gamma(s)}{2s+1} [2\eta(s-2) + \eta(s)],
\]

which is valid for \(\Re s > -3\), and follows by analytically continuing the identity

\[
\int_0^\infty \gamma^{s-1} \tanh^3 \gamma d\gamma = -\frac{4\Gamma(s)}{2s+1} [2\eta(s-2) + \eta(s)], \quad (0 > \Re s > -3).
\]

The latter can easily be derived by integration by parts and Taylor expansion in \(e^{-2\gamma}\). Using (5.14) and (5.14) we can rewrite (5.12) as

\[
w_1 = \left(\frac{2}{s+1}\right) \frac{2\eta(s-2) + \eta(s)}{\eta(s)}.
\]

Thus, if \(\zeta(s) \neq 0\), and hence \(\eta(s) \neq 0\), we can set \(w_1\) as in (5.16), and for that value the generating function \(\Omega\) in (5.11) will behave better than \(O(\frac{1}{(1-\rho^2)^{\rho^2}})\) as \(\rho \to \infty\). For such a solution, we will now show that (5.5) is satisfied. We first need to show the following.

**Proposition 5.1.** Let \(s\) be such that \(\zeta(s) \neq 0\), with \(0 < \Re s < 1\), and let \((w_k)_{k=1}^\infty\) be a solution to (5.2) with \(w_1\) given by (5.16), which is well defined since \(\eta(s) \neq 0\) by assumption. Then \(w_k = O(\frac{1}{k})\).

**Proof.** We will estimate \(w_k\) for large \(k\) using the generating function \(\Omega\) given in (5.11), but first we need to rewrite it. Recall that \(\rho\) is defined in (5.8) as \(\rho \stackrel{\text{def}}{=} \frac{1}{2} \log \left(\frac{1+t}{1-t}\right)\), and it is analytic in \(t\) anywhere away from the two real rays \((-\infty, -1] \cup [1, \infty)\). The inverse relation between \(t\) and \(\rho\) is \(t = \tanh \rho\). Next, we note that the expression (5.8) (with \(C = 0\) as we discussed above),

\[
\Upsilon(\rho) = \frac{1}{\rho^s} \int_0^\rho [(s+1)w_1 \tanh \gamma - 2 \tanh^3 \gamma] \gamma^{s-1} d\gamma,
\]

defines an analytic function of \(\rho\) at \(\rho = 0\). Since \(\tanh \rho\) only has poles at \(\rho = i(2n+1)\frac{\pi}{2}\) \((n = 0, 1, 2, \ldots)\), \(\Upsilon\) can be analytically continued to the entire \(\rho\)-plane except for cuts which we can choose to be along the segments \([(4n+1)^2/2, (4n+3)^2/2)]\) \((n \in \mathbb{Z})\). We will only need the analytic continuation to the strip \([|3\rho| \leq \pi]\) \(\setminus \{-\frac{\pi}{4}, \frac{3\pi}{4}\}\) depicted in Figure 3. The expression (5.11) for \(\Omega(\rho) = \Upsilon'(\rho)\) is also analytic in this strip.
For \( w_1 \) given by (5.16), we can rewrite (5.11) in a way that reflects a better behavior at \( \rho \to \infty \). First, we use the equivalent form (5.12) to write

\[
0 = \frac{s}{(1 - t^2)\rho^{s+1}}(s + 1)w_1 \left[ \int_0^1 \gamma^{s-1} \tanh \gamma \, d\gamma + \int_1^\infty \gamma^{s-1} (\tanh \gamma - 1) \, d\gamma - \frac{1}{s} \right] 
- \frac{2s}{(1 - t^2)\rho^{s+1}} \left[ \int_0^1 \gamma^{s-1} \tanh^3 \gamma \, d\gamma + \int_1^\infty \gamma^{s-1} (\tanh^3 \gamma - 1) \, d\gamma - \frac{1}{s} \right],
\]

(5.18)

and then we add (5.18) to (5.11) to get

\[
\Omega = \frac{s}{(1 - t^2)\rho^{s+1}}(s + 1)w_1 \int_\rho^\infty \gamma^{s-1} (\tanh \gamma - 1) \, d\gamma 
- \frac{2s}{(1 - t^2)\rho^{s+1}} \int_\rho^\infty \gamma^{s-1} (\tanh^3 \gamma - 1) \, d\gamma + \frac{2(1 + t + t^2) - (s + 1)w_1}{(1 + t)\rho}
\]

(5.19)

The integrals are to be performed along a path within the strip \( \{ |\Im \rho| \leq \frac{\pi}{2} \} \setminus \left\{ -\frac{\pi}{2}, \frac{\pi}{2} \right\} \).

Now we are ready to estimate \( w_k \) for large \( k \), using the definition (5.6). For \( k \geq 1 \), we calculate \( w_k \) with a contour integral around the origin,

\[
(5.20) \quad w_k = \frac{1}{2\pi i} \oint_{C_3} \frac{\Omega(\rho(t)) \, dt}{t^{2k-1}} = \frac{1}{2\pi i} \oint_{C_3'} \frac{\Omega(\rho) \, d\rho}{\cosh^2 \rho \tanh^{2k-1} \rho},
\]

where \( C_3 \) is a circle around \( t = 0 \) of radius less than 1, and \( C_3' \) is the image of \( C_3 \) under the map \( t \mapsto \rho(t) \). The integrand is well-defined as long as \( \sinh \rho \neq 0 \). We now deform the contour \( C_3' \) into two paths \( P_1', P_2' \) that run along \( \Im \rho = \pm \frac{\pi}{2} \), avoiding the singularities at \( \rho = \pm i \frac{\pi}{2} \) (where \( \sinh \rho = 0 \)) by going around them along small semicircles (see Figure 3).

We have

\[
\oint_{C_3'} \frac{\Omega(\rho) \, d\rho}{\cosh^2 \rho \tanh^{2k-1} \rho} = \oint_{P_1'} \frac{\Omega(\rho) \, d\rho}{\cosh^2 \rho \tanh^{2k-1} \rho} + \oint_{P_2'} \frac{\Omega(\rho) \, d\rho}{\cosh^2 \rho \tanh^{2k-1} \rho} = 2 \oint_{P_1'} \frac{\Omega(\rho) \, d\rho}{\cosh^2 \rho \tanh^{2k-1} \rho} = 2 \oint_{P_1'} \frac{(1 - t^2)\Omega(\rho) \, d\rho}{\tanh^{2k-1} \rho},
\]

(5.21)

since \( \Omega(\rho) \) is an even function of \( \rho \).

Along \( P_1' \), for large \( \rho \) the integrand \( \frac{\Omega(\rho)}{\cosh^2 \rho \tanh^{2k-1} \rho} \) is small because \( | \tanh \rho | > 1 \) (along that portion of the path), \( \cosh \rho \) is large, and \( \Omega(\rho) \) is small. On the other hand, on the part of \( P_2' \) where \( \rho \) is not large, \( \Omega(\rho) \) and \( 1/\cosh^2 \rho \) are bounded (by a \( k \)-independent bound), and \( 1/\tanh^{2k-1} \rho \) is small. To put a
FIGURE 3. The range $|\Re \rho| \leq \frac{\pi}{2}$ of the complex $\rho$-plane, with $\pm \frac{\pi}{2}$ excluded, is part of the domain of analyticity of $\Omega$. Also depicted are contours in the $\rho$-plane used in the evaluation of (5.20). The contour $C'_3$ is a small circle around the origin. The integral (5.20) can be deformed to two paths, $P'_1$ and $P'_2$, that run along $\Im \rho = \pm \frac{\pi}{2}$, respectively, avoiding the singularities at $\rho = \pm \frac{\pi}{2}$ with small semicircles. The dashed line from 0 to $\rho$ is the path for the $\int (\cdots) d\gamma$ integral (5.19) which defines $\Omega(\rho)$. The marked points $\frac{\pi}{2} \pm \beta_k$ are used to separate the “large $\rho$” from the “not-large $\rho$” part of the path. $P'_3$ (not shown) is defined as the part of the path $P'_1$ from $\frac{\pi}{2} + \beta_k$ to $\frac{\pi}{2} - \beta_k$.

On the other hand, to show that $\Omega(\rho)$ is small for large $\rho$, we will use the expression (5.19). We now turn to the technical details.

5.1. Breaking $P_1$ up into large and not-large $\rho$. We need to separate the part of $P_1$ with large $|\Re \rho|$ from the rest of the path. We pick a $\beta_k > 0$, whose precise value will be determined later on, and we mark the points $\frac{\pi}{2} \pm \beta_k$ on $P_1$ (see Figure 3). For now, we only assume that $\beta_k \to \infty$ as $k \to \infty$. Let the semicircle $S_1$ (in the middle of $P_1$) be of radius $\varepsilon > 0$, and

$$\frac{\Omega(\rho)}{\cosh^2 \rho} = -\frac{s}{\rho^{s+1}} \int_0^\rho \left[ (s+1)w_1 \tanh \gamma - 2 \tanh^3 \gamma \right] \gamma^{s-1} d\gamma$$

$$(5.22) + \frac{1}{\rho} \left[ (s+1)w_1 \tanh \rho - 2 \tanh^3 \rho \right],$$

with the integral taken along a straight line from 0 to $\rho$.

On the other hand, to show that $\Omega(\rho)$ is small for large $\rho$, we will use the expression (5.19). We now turn to the technical details.
separate the integral

\[ \int_{\mathcal{P}_1'} \frac{\Omega(\rho) d\rho}{\cosh^2 \rho \tanh^{2k-1} \rho}, \]

into

\[ \int_{\mathcal{P}_1'} = \int_{\frac{i\pi}{2} - \beta_k}^{\frac{i\pi}{2} - \varepsilon} + \int_{\frac{i\pi}{2} - \beta_k}^{\frac{i\pi}{2} + \varepsilon} + \int_{\frac{i\pi}{2} + \varepsilon}^{\frac{i\pi}{2} + \infty}. \]

We then denote the portion of the path along “not-large \( \rho \)” by

\[ \int_{\mathcal{P}_1'} \text{def} = \int_{\frac{i\pi}{2} - \beta_k}^{\frac{i\pi}{2} - \varepsilon} + \int_{\frac{i\pi}{2} - \varepsilon}^{\frac{i\pi}{2} + \beta_k} + \int_{\frac{i\pi}{2} + \varepsilon}^{\frac{i\pi}{2} + \infty}. \]

so that

\[ (5.24) \int_{\mathcal{P}_1'} = \int_{\frac{i\pi}{2} - \beta_k}^{\frac{i\pi}{2} - \varepsilon} + \int_{\frac{i\pi}{2} - \varepsilon}^{\frac{i\pi}{2} + \beta_k} + \int_{\frac{i\pi}{2} + \beta_k}. \]

5.2. A bound for not-large \( \rho \). Along the entire path \( \mathcal{P}_1' \) the expression \( \frac{\Omega(\rho)}{\cosh^2 \rho} = (1 - t^2) \Omega(\rho) \) is bounded by a \( k \)-independent bound,

\[ (5.25) \left| \frac{\Omega(\rho)}{\cosh^2 \rho} \right| < C_6 \quad \text{along} \quad \mathcal{P}_1', \]

where \( C_6 \) is a \((s \text{ and } \varepsilon \text{ dependent}) \) constant [to be defined in (5.27) below].

To see this we need the expression (5.22). We set \( \gamma = \ell \rho \) with \( 0 \leq \ell \leq 1 \), and then

\[ \frac{\Omega}{\cosh^2 \rho} = -\frac{s}{\rho} \int_0^1 \left[ (s + 1) w_1 \tanh(\ell \rho) - 2 \tanh^3(\ell \rho) \right] \ell^{s-1} d\ell \]

\[ + \frac{(s + 1) w_1 \tanh \rho - 2 \tanh^3 \rho}{\rho}. \]

(5.26)

Now, for \( \rho \in \mathcal{P}_1' \) the argument \( \gamma = \ell \rho \), which appears in the integrand of (5.26), is in the domain \( \mathcal{D} \) defined by excising from the strip \( |\Im \gamma| \leq \frac{\pi}{2} \) two semicircles of radius, say, \( \varepsilon / 2 \) around \( \frac{i\pi}{2} \):

\[ \mathcal{D} = \{ \gamma : |\Im \gamma| \leq \frac{\pi}{2} \text{ and } |\gamma + \pm \frac{i\pi}{2}| \geq \frac{\varepsilon}{2} \}. \]

For \( \gamma \in \mathcal{D} \), we easily find that \( \tanh \gamma \) is bounded by a \( k \)-independent bound, since it is analytic in \( \mathcal{D} \) and \( \tanh \gamma \to \pm 1 \) as \( \gamma \to \infty \) within \( \mathcal{D} \). Let that bound be \( C_7 \) so that

\[ |\tanh \gamma| \leq C_7 \quad \text{for } \gamma \in \mathcal{D}. \]
(It can be checked that \( \tanh \gamma \) attains its maximum at \( \gamma = \pm \frac{i\pi}{2} \), so we can set \( C_7 = \coth \left( \frac{i\pi}{2} \right) \), but the precise value of \( C_7 \) is not important.) Also,

\[
|\rho| \geq \frac{\pi - \varepsilon}{2}.
\]

Then, from (5.26) we find an upper bound on \( \Omega / \cosh^2 \rho \):

\[
C_6 \overset{\text{def}}{=} \frac{2}{\pi - \varepsilon} \left( \frac{|s|}{R_{s} + 1} \right) \left( |s + 1| w_1 C_7 + 2C_7^3 \right) > \left| \frac{\Omega(\rho)}{\cosh^2 \rho} \right| \quad \text{for } \rho \text{ on } P_1'.
\]

This is what we claimed in (5.25).

Next, we need an upper bound on \( 1 / \tanh^{2k-1} \rho \) in (5.23). At this point we restrict to \( \rho \) along \( P_3' \). Along that path \( |\tanh \rho| \) has local minima at \( \rho = i \left( \frac{\pi}{2} - \varepsilon \right) \) and at \( \rho = \frac{i\pi}{2} \pm \beta_k \). The value at \( i \left( \frac{\pi}{2} - \varepsilon \right) \) is

\[
\left| \tanh \left( i \left( \frac{\pi}{2} - \varepsilon \right) \right) \right| = \cot \varepsilon > 1,
\]

and the value at \( \frac{i\pi}{2} \pm \beta_k \) is

\[
\left| \tanh \left( \frac{i\pi}{2} \pm \beta_k \right) \right| = 1 + \frac{2}{e^{2\beta_k} - 1} > 1.
\]

For sufficiently large \( \beta_k \) (and hence for sufficiently large \( k \)) the value at \( \frac{i\pi}{2} \pm \beta_k \) is the global minimum. Therefore, since \( e^{2\beta_k} \geq 1 \),

\[
\frac{1}{|\tanh^{2k-1} \rho|} < \left( 1 + \frac{2}{e^{2\beta_k}} \right)^{1-2k} < \exp \left[ -(2k - 1)e^{-2\beta_k} \right],
\]

since \( 0 < e^{-2\beta_k} < 1 \) and \( e^x < 1 + \frac{2}{x} \) for \( 0 < x < 1 \). Thus, for sufficiently large \( k \),

\[
\left| \int_{P_3'} \frac{\Omega(\rho)d\rho}{\cosh^2 \rho \tanh^{2k-1} \rho} \right| \leq C_6 \exp \left[ -(2k - 1)e^{-2\beta_k} \right] \int_{P_3'} |d\rho| < C_6 \exp \left[ -(2k - 1)e^{-2\beta_k} \right] \beta_k,
\]

where we have used (5.25) and (5.28).

We now take (for \( k > 1 \)),

\[
\beta_k = \frac{1}{2} \log \left( \frac{k - 1}{\log(k - 1)} \right),
\]

so that for \( k > 3 \),

\[
\exp \left[ -(2k - 1)e^{-2\beta_k} \right] \beta_k < \frac{\log(k - 1)}{2(k - 1)^2} < \frac{\log k}{k^2}.
\]
Then, for sufficiently large $k$, we find from (5.29)

$$\left| \int_{p_3} \frac{\Omega (\rho) d \rho}{\cosh^2 \rho \tanh^{2k-1} \rho} \right| < 4C_6 \frac{\log k}{k^2}.$$  

We will substitute this bound into (5.24), as part of the total bound for (5.23), but first we need to find a similar bound on the integrals $\int_{\frac{i\pi}{2} - \beta_k}^{\frac{i\pi}{2} + \beta_k}$ and $\int_{\frac{i\pi}{2} - \infty}^{\frac{i\pi}{2} + \infty}$ in (5.24).

5.3. A bound for large $\rho$. From (5.19), with $t = \tanh \rho$, we have

$$\Omega \cosh^2 \rho = \frac{s}{\rho^{s+1}} (s + 1) w_1 \int_{\rho}^{\infty} \gamma^{s-1} (\tanh \gamma - 1) d \gamma$$

$$- \frac{2s}{\rho^{s+1}} \int_{\rho}^{\infty} \gamma^{s-1} (\tanh^3 \gamma - 1) d \gamma + \frac{2(1 - \tanh^3 \rho) - (s + 1)(1 - \tanh \rho)w_1}{\rho}.$$  

(5.31)

Along $\int_{\frac{i\pi}{2} - \beta_k}$ and $\int_{\frac{i\pi}{2} + \beta_k}$ we set $\rho = \xi + \frac{i\pi}{2}$ with $\xi \in \mathbb{R}$. To put a bound on the integrand of (5.23), we note that as $\xi \to \infty$ we have $\tanh \rho \to 1$, and at the same time (5.31) becomes small, since the factors $(\tanh \gamma - 1)$ and $(\tanh^3 \gamma - 1)$ are small.

For $\gamma = \frac{i\pi}{2} + \eta$ we have $\tanh \gamma = \coth \eta$, and in the range $\eta > \beta_k$, if we also assume $\log 2 < \beta_k$, we have

$$|\tanh - 1| = \frac{2e^{-2\eta}}{1 - e^{-2\eta}} < \frac{\eta}{3} e^{-2\eta},$$

(5.32)

$$|\tanh^3 \gamma - 1| = \frac{2e^{-2\eta}}{1 - e^{-2\eta}} (1 + \coth \eta + \coth^2 \eta) < \frac{392}{27} e^{-2\eta},$$

(5.33) and

$$|\gamma| = \left( \frac{\pi^2}{4} + \eta^2 \right)^{\frac{1}{2}} < \eta \sqrt{1 + \frac{\pi^2}{4 (\log 2)^2}} < 3\eta, \quad |\gamma^{s-1}| < 3^{R_{s-1}} \frac{1}{e^2 \pi [3s]^{Rs-1}}.$$  

Therefore, for $\rho = \frac{i\pi}{2} + \xi$, and $\log 2 < \beta_k < \xi \leq \eta$ as above, we have

$$\left| \int_{\rho}^{\infty} \gamma^{s-1} (\tanh \gamma - 1) d \gamma \right| < C_8 \int_{\xi}^{\infty} \eta^{R_{s-1}} e^{-2\eta} d \eta$$

$$= 2^{-R_s} C_8 \Gamma (R_s, 2\xi) < C_9 \xi^{R_{s-1}} e^{-2\xi},$$

(5.34)
where \( \Gamma(\alpha, x) \) is the incomplete Gamma function whose asymptotic form is \( x^{\alpha-1}e^{-x} \) for large \( x \), and \( C_8, C_9 \) are computable (possibly \( s \)-dependent) constants whose precise value is not important.

We have a similar bound for the integral with \( \tanh^3 \gamma - 1 \):

\[
\left| \int_0^\infty \gamma^{s-1}(\tanh^3 \gamma - 1) d\gamma \right| < C_8 \int_0^\infty \eta^{\Re s-1} e^{-2\eta} d\eta
\]

\[
= 2^{\Re s} C_8 \Gamma(\Re s, i) < C_9 x^{\Re s-1} e^{-2x},
\]

(5.35)

where \( C_8, C_9 \) are assumed big enough to be reused. The inequalities (5.32) and (5.33) also allow us to write

\[
\left| \frac{2(1 - \tanh^3 \rho) - (s+1)(1 - \tanh \rho)w_1}{\rho} \right| < C_{10} \frac{e^{-2\xi}}{\xi},
\]

(5.36)

for some \( s \)-dependent constant \( C_{10} \).

Thus, from (5.31), combined with (5.34), (5.35), and (5.36), as well as

\[
\frac{1}{\rho^{s+1}} < \frac{1}{\xi^{\Re s+1}} e^{\xi |3s|},
\]

we get

\[
\left| \frac{\Omega(i\frac{\pi}{2} + \xi)}{\cosh^2(i\frac{\pi}{2} + \xi)} \right| < C_{10} \frac{e^{-2\xi}}{\xi} +
\]

\[
\frac{s}{\varrho^{s+1}} \left| \frac{(s+1)w_1}{\varrho} \int_{i\frac{\pi}{2}+\xi}^\infty \gamma^{s-1}(\tanh^3 \gamma - 1) d\gamma - 2 \int_{i\frac{\pi}{2}+\xi}^\infty \gamma^{s-1}(\tanh \gamma - 1) d\gamma \right|
\]

\[
< 2C_9 s e^{-2\xi} \frac{e^{-\frac{\pi}{2}} e^{\frac{\pi}{2} |3s|}}{\xi^2} + C_{10} \frac{e^{-2\xi}}{\xi} < C_{11} \frac{e^{-2\xi}}{\xi}
\]

(5.37)

where \( C_{11} \) is an \( s \)-dependent constant. We also have \( |\coth \rho| = |\tanh \xi| < 1 \), and using (5.37), we can now put the bound

\[
\left| \int_{i\frac{\pi}{2}+\beta_k}^{d\xi} \frac{\Omega(\varrho) d\varrho}{\cosh^2 \varrho \tanh^{2k-1} \varrho} \right| < \int_{\beta_k}^{d\xi} \frac{\Omega(\varrho) d\varrho}{\cosh^2 \varrho} \]

\[
< C_{11} \int_{\beta_k}^{d\xi} \frac{e^{-2\xi} d\xi}{\xi} = C_{11} \Gamma(0, 2\beta_k) < \frac{C_{11}}{2\beta_k} e^{-2\beta_k},
\]
where we used the bound $\Gamma(0, x) < e^{-x}/x$ for $x > 0$. Using (5.29) this becomes

$$\left| \int_{\frac{i\pi}{2} + \beta}^{i\pi + \infty} \frac{\Omega(\rho) d\rho}{\cosh^2 \rho \tanh^{2k-1} \rho} \right| < \frac{C_{11} \log(k - 1)}{(k - 1)[\log(k - 1) - \log \log(k - 1)]} < \frac{C_{12}}{k},$$

(5.38)

where (like $C_{11}$) $C_{12}$ is an $s$-dependent constant whose precise value is not important for us, and we assume $k \geq 3$.

For the integral $\int_{\frac{i\pi}{2} - \beta}^{\frac{i\pi}{2} - \infty}$ the bound is similar, except that we need to replace (5.31) by

$$\frac{\Omega(\rho)}{\cosh^2 \rho} = \frac{\Omega(-\rho)}{\cosh^2 \rho} = \frac{s}{(-\rho)^{s+1}} (s + 1)w_1 \int_{-\rho}^{\infty} \gamma^{s-1} (\tanh \gamma - 1) d\gamma$$

$$- \frac{2s}{(-\rho)^{s+1}} \int_{-\rho}^{\infty} \gamma^{s-1} (\tanh^3 \gamma - 1) d\gamma + \frac{(s + 1)(1 + \tanh \rho)w_1 - 2(1 + \tanh^3 \rho)}{\rho},$$

(5.39)

5.4. Combining the bounds. Combining (5.30) and (5.38) into (5.24) we get the requisite bound on (5.23),

$$\left| \int_{\frac{i\pi}{2} + \beta}^{i\pi + \infty} \frac{\Omega(\rho) d\rho}{\cosh^2 \rho \tanh^{2k-1} \rho} \right| < \frac{C_{13}}{k}. $$

for any $C_{13} > C_{12}$ and sufficiently large $k$. Therefore (5.20) gives $w_k = O\left(\frac{1}{k}\right)$.

□

It is convenient to have the following identity before proving the second part of Theorem 1.1.

**Lemma 5.2.** For $n \geq 0$,

$$\sum_{m=0}^{n} \frac{w_{n+1-k}}{2k+1} - s \sum_{k=n+2}^{\infty} \frac{w_k}{2k-1} = 2\delta_{0n} - 2. $$(5.40)

**Proof.** For $m > 0$, by taking the sum of the first $(m - 1)$ relations in (5.2) and collecting the terms we get

$$\begin{align*}
(s + 1)w_1 - 2 + 2\delta_{m1} - s \sum_{k=1}^{m} \frac{w_k}{2k-1} &= \sum_{k=1}^{m} \frac{w_k}{2m - 2k + 1}.
\end{align*}$$

(5.41)

Taking the $m \to \infty$ limit of (5.41) we get

$$\begin{align*}
s \sum_{k=1}^{\infty} \frac{w_k}{2k-1} &= (s + 1)w_1 - \lim_{m \to \infty} \sum_{k=1}^{m} \frac{w_k}{2m - 2k + 1} = (s + 1)w_1.
\end{align*}$$

(5.42)
For the last part we used the fact that $|w_k| < C_{14}/k$ for some constant $C_{14}$, and so

$$\left| \sum_{k=1}^{m} \frac{w_k}{2m-2k+1} \right| \leq \sum_{k=1}^{m} \frac{|w_k|}{2m-2k+1} < C_{14} \sum_{k=1}^{m} \frac{1}{(2m-2k+1)k}$$

$$= \frac{2C_{14}}{2m+1} \sum_{k=1}^{m} \left( \frac{1}{2m-2k+1} + \frac{1}{2k} \right) < \frac{4C_{14} \log(2m+1)}{2m+1} \xrightarrow{m \to \infty} 0.$$

Adding (5.42) to (5.41) we get (5.40), after setting $m = n + 1$.

We are now ready to prove the sufficient condition of Theorem 1.1 for the case $u_1 \neq 0$.

**Proposition 5.3.** Let $s$ be in the range $1 > \Re s > 0$ and $\zeta(s) \neq 0$. Let $1 < p < \infty$. Suppose also that $(u_k)_{k=1}^{\infty}$ is a sequence of complex numbers such that the sequence of differences $v_k \overset{\text{def}}{=} u_{k+1} - u_k$ is in the Banach space $\ell^p$. Then, if the recursion relation (1.3) (which is convergent by our assumptions) holds, then $u_1 = 0$.

**Proof.** Let $\ell^q$ be the dual Banach space with $\frac{1}{p} + \frac{1}{q} = 1$. Let $(w_k)_{k=1}^{\infty}$ be as in Proposition 5.1. Then (5.2) holds, and by Proposition 5.1 we have $w_k = O\left(\frac{\log k}{k}\right)$.

By (1.13) we have

$$0 = \frac{-s}{2k-1} \sum_{n=0}^{k-2} v_n + \sum_{n=0}^{\infty} \frac{v_{k+n-1}}{2n+1}.$$  

These relations were formally derived by linear operations on the columns of the matrix in (1.2), and the relation for $k$ corresponds to the $k^{th}$ row of that matrix. We will now take linear combinations of these expressions with coefficients $w_k$. Consider the sum

(5.43)  \[ 0 = \sum_{k=1}^{\infty} w_k \left[ -\frac{s}{2k-1} \sum_{n=0}^{k-2} v_n + \sum_{n=0}^{\infty} \frac{v_{k+n-1}}{2n+1} \right]. \]

We first need to show that the RHS of (5.43) is absolutely convergent since we will need to rearrange terms. Note that (1.13) is equivalent to (1.1), and the $s$-dependent matrix there can be decomposed into upper and lower triangular matrices and written as $B - sW$, where $W, B$ are constant matrices.
given by:
(5.44)
\[
W \overset{\text{def}}{=} \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & \cdots \\
\frac{1}{3} & 0 & 0 & 0 & 0 & \cdots \\
\frac{1}{7} & \frac{1}{7} & 0 & 0 & 0 & \cdots \\
\frac{1}{9} & \frac{1}{9} & \frac{1}{9} & 0 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}, \quad B \overset{\text{def}}{=} \begin{pmatrix}
1 & \frac{1}{3} & \frac{1}{7} & \frac{1}{9} & \cdots \\
0 & 1 & \frac{1}{3} & \frac{1}{7} & \cdots \\
0 & 0 & 1 & \frac{1}{3} & \cdots \\
0 & 0 & 0 & 1 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}.
\]

It is a consequence of Hardy’s inequality, which puts a bound on the norm of the operator defined by
\[
(v_n)_{n=1}^{\infty} \mapsto \left(\frac{1}{k} \sum_{k=1}^{n} v_k\right)_{n=1}^{\infty}
\]
on \ell^p (see for instance [23] and references therein), that $W$ is a bounded operator on $\ell^p$. Let $\|W\|_p$ be its norm. Thus, by definition,
\[
\left[\sum_{k=2}^{\infty} \left(\frac{1}{2k-1} \sum_{n=0}^{k-2} |v_n|\right)^p\right]^\frac{1}{p} \leq \|W\|_p \left(\sum_{k=0}^{\infty} |v_k|^p\right)^\frac{1}{p} < \infty.
\]

Then, since $(w_k)_{k=1}^{\infty} \in \ell^q$, it follows from Hölder’s inequality that
(5.45)
\[
\sum_{k=2}^{\infty} \frac{|w_k|}{2k-1} \sum_{n=0}^{k-2} |v_n| \leq \left(\sum_{k=1}^{\infty} |w_k|^q\right)^\frac{1}{q} \left[\sum_{k=2}^{\infty} \left(\frac{1}{2k-1} \sum_{n=0}^{k-2} |v_n|\right)^p\right]^\frac{1}{p} < \infty.
\]

Since we need to show that
\[
\sum_{k=1}^{\infty} |w_k| \left[\frac{|s|}{2k-1} \sum_{n=0}^{k-2} |v_n| + \sum_{n=0}^{\infty} \frac{|v_{k+n-1}|}{2n+1}\right] < \infty,
\]
it only remains to check that $\sum_{k=1}^{\infty} \sum_{n=0}^{\infty} \frac{|w_k| |v_{k+n-1}|}{2n+1} < \infty$. This can be seen as follows. Since $w_k = O \left(\frac{1}{k}\right)$, we have $|w_k| < C_{15}/(2k+1)$ for some
$C_{15}$, and therefore
\[
\sum_{k=1}^\infty \sum_{n=0}^\infty \frac{|w_k||v_{k+n-1}|}{2n+1} < C_{15} \sum_{k=1}^\infty \sum_{n=0}^\infty \frac{|v_{k+n-1}|}{(2n+1)(2k+1)}
\]
\[
= C_{15} \sum_{m=0}^\infty \sum_{n=0}^m \frac{|v_m|}{(2n+1)(2m-2n+3)}
\]
\[
= \frac{1}{2} C_{15} \sum_{m=0}^\infty \left[ \frac{|v_m|}{m+2} \sum_{n=0}^m \left( \frac{1}{2n+1} + \frac{1}{2m-2n+3} \right) \right]
\]
\[
< C_{15} \sum_{m=0}^\infty \frac{|v_m| \log(2m+3)}{m+2} < C_{15} \left( \sum_{m=0}^\infty \frac{\log(2m+3)}{(m+2)^q} \right)^\frac{1}{q} \left( \sum_{m=0}^\infty |v_m|^p \right)^\frac{1}{p} < \infty.
\]
We can therefore rearrange the terms in (5.43) and collect the coefficients of $v_n$ to get
\[
0 = \sum_{n=0}^\infty v_n \left[ -s \sum_{k=n+2}^\infty \frac{w_k}{2k-1} + \sum_{m=0}^n \frac{w_{n+1-m}}{2m+1} \right] \sum_{n=1}^\infty v_n = -u_1,
\]
where we used (5.40) and then (1.4). We get $u_1 = 0$, which is a contradiction.

So far we proved the second part of Theorem 1.1 for the case $u_1 \neq 0$. Now, suppose $(u_k)_{k=1}^\infty$ is as in Theorem 1.1 and $u_j \neq 0$ for some other positive integer $j$. Then, we can modify (5.2) to
\[
\delta_{kj} = -\left( \frac{s}{2(2k+1)} + \frac{1}{2} \right) w_{k+1} + \sum_{n=0}^{k-1} \frac{w_{k-n}}{(2n+1)(2n+3)},
\]
and (5.7) is modified to
\[
0 = t^{2j} + \frac{s}{2} \left[ \frac{1}{t} \mathcal{Y}(t) - w_1 \right] - \frac{1}{2} w_1 - \frac{1}{4t} \mathcal{Y}'(t)(t^2 - 1) \log \left( \frac{1+t}{1-t} \right).
\]
Therefore, (5.8) is modified to
\[
\mathcal{Y} = \frac{1}{\rho s} \int_0^\rho \left[ (s+1) w_1 \tanh \gamma - 2 \tanh^{2j+1} \gamma \right] \gamma^{s-1} d\gamma + \frac{C}{\rho s},
\]
and (5.2) is modified to
\[
\delta_{kj} = -\left( \frac{s}{2(2k+1)} + \frac{1}{2} \right) w_{k+1} + \sum_{n=0}^{k-1} \frac{w_{k-n}}{(2n+1)(2n+3)}, \quad k = 1, 2, \ldots
\]
and the rest of the argument carries on as for $j = 1$. 

\[\square\]
As a side note, when acting on $\ell^p$, $B$ [defined in (5.44)] does not always produce a sequence in $\ell^p$ for $p > 1$. For example, consider the sequence

$$V \overset{\text{def}}{=} \left( \frac{1}{(2k+1)^{\frac{1}{p}} \log(2k+1)} \right)_{k=0}^{\infty}. $$

Then $\|V\|_p < \infty$ while $\|BV\|_p = \infty$, since we can put a lower bound on $\|BV\|_p^p$ as follows,

$$\sum_{k=1}^{\infty} \left[ \sum_{n=0}^{\infty} \frac{1}{2n+1} \left( \frac{1}{(2k+2n+1)^{\frac{1}{p}} \log(2k+2n+1)} \right) \right]^p > \sum_{k=1}^{\infty} \left[ \sum_{n=0}^{k} \frac{1}{2n+1} \left( \frac{1}{(2k+2n+1)^{\frac{1}{p}} \log(2k+2n+1)} \right) \right]^p > \sum_{k=1}^{\infty} \left[ \sum_{n=0}^{k} \frac{1}{2n+1} \left( \frac{1}{(4k+2)^{\frac{1}{p}} \log(4k+2)} \right) \right]^p = \sum_{k=1}^{\infty} \left[ \sum_{n=0}^{k} \frac{1}{2n+1} \right]^p \frac{1}{(4k+2)^{\frac{1}{p}} \log(4k+2)} = \infty. $$

Note also that the space of solutions $(u_k)_{k=1}^{\infty}$ to (1.2) is at most 1-dimensional. This is because we can modify (5.2) to

(5.51)

$$\mu_j(s) \delta_{k1} - \delta_{kj} = - \left( \frac{s}{2(2k+1)} + \frac{1}{2} \right) w_{k+1} + \sum_{n=0}^{k-1} \frac{w_{k-n}}{(2n+1)(2n+3)}, \quad k = 1, 2, \ldots $$

where $\mu_j(s)$ are computable from $s$ (and are the ratios $u_j/u_1$ in the solution we have established already), and then (5.8) can be modified to

(5.52)

$$\Upsilon = \frac{1}{\rho^s} \int_0^{\rho} \left[ (s+1)w_1 \tanh \gamma - 2\mu_j(s) \tanh^3 \gamma + 2 \tanh^{2j} \gamma \right] \gamma^{s-1} d\gamma + \frac{C}{\rho^s}. $$

Setting $w_1 = 0$ we can adjust $\mu_j(s)$ so that

(5.53)$$\Upsilon = \frac{1}{\rho^s} \int_0^{\rho} \left[ 2 \tanh^{2j+1} \gamma - 2\mu_j(s) \tanh^3 \gamma \right] \gamma^{s-1} d\gamma = 0. $$

Using the resulting $(w_k)_{k=1}^{\infty}$ as before shows that $u_j = \mu_j(s)u_1$ for any solution.
6. Non simple zeros of $\zeta$

There is a fairly simple augmentation of (1.2) for the case of a non-simple zero $s$ (if it exists). Let

$$K = \begin{pmatrix} -1 & \frac{2}{3} & \frac{2}{5} & \frac{2}{7} & \frac{2}{9} & \cdots \\ 0 & -3 & \frac{2}{3} & \frac{2}{5} & \frac{2}{7} & \cdots \\ 0 & 0 & -5 & \frac{2}{3} & \frac{2}{5} & \cdots \\ 0 & 0 & 0 & -7 & \frac{2}{3} & \cdots \\ 0 & 0 & 0 & 0 & -9 & \cdots \\ \vdots & \vdots & \vdots & \vdots & \vdots & \ddots \end{pmatrix}.$$  

(6.1)

Also, let

$$u \overset{\text{def}}{=} \begin{pmatrix} u_1 \\ u_2 \\ u_3 \\ u_4 \\ \vdots \end{pmatrix}, \quad u' \overset{\text{def}}{=} \frac{d}{ds} \begin{pmatrix} u_1 \\ u_2 \\ u_3 \\ u_4 \\ \vdots \end{pmatrix}.$$  

(6.2)

Assuming $\zeta(s) = 0$, we can rewrite (1.2) as

$$K u = s u,$$  

(6.3)

and assuming $\zeta'(s) = 0$, we can take the derivative of (4.1), using $u_0' = 0$, to obtain

$$K u' = s u' + u.$$  

(6.4)
We also define
\[ v \overset{\text{def}}{=} \begin{pmatrix} v_0 \\ v_1 \\ v_2 \\ v_3 \\ \vdots \end{pmatrix}, \quad v' \overset{\text{def}}{=} \frac{d}{ds} \begin{pmatrix} v_0 \\ v_1 \\ v_2 \\ v_3 \\ \vdots \end{pmatrix}. \]

Then, setting
\[ u_k = \sum_{n=0}^{k-1} v_k, \quad k = 1, 2, \ldots, \]
and with the definitions of \( B \) and \( W \) in \((5.44)\), we rewrite \((6.3)\) and \((6.4)\) as
\[ Bv = sWv, \quad Bv' = sWv' + Wv. \]

Moreover, analysis similar to the proof of Proposition \(4.4\) shows that \( v'_k(s) = O\left(\frac{1}{k \log k}\right) \). Thus, if \( s \) is a non-simple zero there exist \( v, \tilde{v} \in \ell^p \) solving
\[ Bv = sWv, \quad B\tilde{v} = sW\tilde{v} + Wv. \]

We will not attempt to prove a reverse of this statement, but we expect that an argument along the lines that led to §5 would work.

7. Relation to the Hilbert-Pólya Program

As a condition on \((v_k)_{k=0}^{\infty}\), \((1.1)\) is equivalent to
\[
\begin{pmatrix}
-\frac{s+1}{4} & \frac{2}{13} & \frac{3}{35} & \frac{4}{57} & \frac{5}{79} & \cdots \\
0 & -\frac{s+3}{4} & \frac{3}{13} & \frac{4}{57} & \frac{5}{79} & \cdots \\
0 & 0 & -\frac{s+5}{4} & \frac{4}{13} & \frac{5}{39} & \cdots \\
0 & 0 & 0 & -\frac{s+7}{4} & \frac{5}{13} & \cdots \\
0 & 0 & 0 & 0 & -\frac{s+9}{4} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\begin{pmatrix} v_0 \\ v_1 \\ v_2 \\ v_3 \\ \vdots \end{pmatrix} = 0,
\]

(7.1)

and

\[ 0 = \sum_{k=0}^{\infty} \frac{v_k}{2k+1}. \]

(7.2)
To see this, note that (7.2) is exactly the first element of the vector (1.1), while (7.1) is obtained by row operations on the matrix of (1.1) — subtracting \((2k - 1)\) times the \(k^{th}\) row from \((2k - 3)\) times the \((k - 1)^{th}\) row, and dividing by 4, for \(k = 2, 3, \ldots\).

Defining

\[
\mathbf{v} \overset{\text{def}}{=} \begin{pmatrix} v_0 \\ v_1 \\ v_2 \\ v_3 \\ \vdots \\
\end{pmatrix}, \quad \mathbf{f} \overset{\text{def}}{=} \begin{pmatrix} \frac{1}{3} \\ \frac{1}{5} \\ \frac{1}{7} \\
\end{pmatrix},
\]

and

\[
A \overset{\text{def}}{=} \begin{pmatrix} -\frac{3}{8} & \frac{2}{13} & \frac{3}{3.5} & \frac{4}{5.7} & \frac{5}{7.9} & \cdots \\
0 & -\frac{7}{8} & \frac{3}{13} & \frac{4}{3.5} & \frac{5}{5.7} & \cdots \\
0 & 0 & -\frac{11}{8} & \frac{4}{1.3} & \frac{5}{3.5} & \cdots \\
0 & 0 & 0 & -\frac{15}{8} & \frac{5}{1.3} & \cdots \\
0 & 0 & 0 & 0 & -\frac{19}{8} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots \\
\end{pmatrix},
\]

(7.3)

(7.1) and (7.2) can be rewritten as

\[
\frac{1}{4} \left( s - \frac{1}{2} \right) \mathbf{v} = A\mathbf{v}, \quad \mathbf{f}^\dagger \mathbf{v} = 0.
\]

The matrix \(A\) is clearly not anti-hermitian, but if we can find a hermitian \(\infty \times \infty\) matrix \(P = P^\dagger\) and a vector \(k\) such that \(PA - kf^\dagger\) is anti-hermitian, i.e.,

\[
(PA) + (PA)^\dagger = kf^\dagger + fk^\dagger,
\]

(7.5)

Then, (7.4) leads to

\[
\frac{1}{4} \left( s - \frac{1}{2} \right) = \frac{\mathbf{v}^\dagger PA\mathbf{v}}{\mathbf{v}^\dagger P\mathbf{v}} = \frac{\mathbf{v}^\dagger (PA - kf^\dagger)\mathbf{v}}{\mathbf{v}^\dagger P\mathbf{v}} \in i\mathbb{R},
\]

(7.6)

provided that all sums involved are absolutely convergent, and that \(\mathbf{v}^\dagger P\mathbf{v} \neq 0\). Thus, if we can find a solution to (7.5) that guarantees \(\mathbf{v}^\dagger P\mathbf{v} \neq 0\), the
Hilbert-Pólya program will be realized! Moreover, translating (6.7) to a similar relation for $A$:

\[ (7.7) \]
\[
PAv = \frac{1}{4} (s - \frac{3}{2}) PV, \quad PA\tilde{v} = \frac{1}{4} (s - \frac{3}{2}) P\tilde{v} + \frac{1}{4} PV, \quad f^\dagger v = f^\dagger \tilde{v} = 0,
\]

from which it follows, assuming $s - \frac{3}{2}$ is imaginary, that

\[
v^\dagger PA\tilde{v} = \frac{1}{4} (s - \frac{3}{2}) v^\dagger P\tilde{v} + \frac{1}{4} v^\dagger PV = \frac{1}{4} (s - \frac{3}{2}) (\tilde{v}^\dagger PV)^* + \frac{1}{4} v^\dagger PV \]
\[
= - (\tilde{v}^\dagger PAv)^* + \frac{1}{4} v^\dagger PV = - v^\dagger (PA)^\dagger v + \frac{1}{4} v^\dagger PV.
\]

But then (7.5) and $f^\dagger v = f^\dagger \tilde{v} = 0$ imply $v^\dagger PV = 0$. Thus, if we can show that $v^\dagger PV \neq 0$, the simplicity of the zeros would follow as well! Not surprisingly, implementation of this plan encounters some problems, as will be detailed below. However, in the process we will discover new functionals that annihilate $(v_k)_{k=0}^{\infty}$.

To solve (7.5) we define generating functions

\[ (7.8) \]
\[
\mathcal{P}(\tau, \sigma) \overset{\text{def}}{=} \sum_{i,j=1}^{\infty} P_{ij} \tau^{i-1} \sigma^{j-1}, \quad \mathcal{F}(\tau) \overset{\text{def}}{=} \sum_{i=1}^{\infty} i \tau^{i-1}.
\]

**Proposition 7.1.** The general solution of (7.5) with $P = P^\dagger$ is given by

\[ (7.9) \]
\[
\mathcal{P}(\tau, \sigma) = - \frac{4 \cosh^3 \left( \frac{\tau}{2} \right) \cosh^3 \left( \frac{\sigma}{2} \right)}{\sinh \left( \frac{\tau}{2} \right) \sinh \left( \frac{\sigma}{2} \right)} \left[ \int_0^1 \frac{\kappa G(z\varpi)zdz}{\cosh^2 \left( \frac{z\varpi}{2} \right)} + \int_0^1 \varpi G(z\kappa)zdz \right],
\]

where

\[ (7.10) \]
\[
\kappa \overset{\text{def}}{=} \log \left( \frac{1 + \sqrt{\tau}}{1 - \sqrt{\tau}} \right), \quad \varpi \overset{\text{def}}{=} \log \left( \frac{1 + \sqrt{\sigma}}{1 - \sqrt{\sigma}} \right),
\]

and

\[ (7.11) \]
\[
G(x) \overset{\text{def}}{=} \frac{\sinh \left( \frac{\sqrt{3}}{2} x \right)}{2 \cosh^3 \left( \frac{\sqrt{3}}{2} x \right)} \mathcal{F}(\tanh^2 \left( \frac{1}{2} x \right)).
\]

**Proof.** After some algebra, we turn (7.5) into a partial differential equation for $\mathcal{P}$:

\[ (7.12) \]
\[
\frac{1}{8} \left[ \left( 3\sigma - 1 \right) \log \left( \frac{1 + \sqrt{\sigma}}{1 - \sqrt{\sigma}} \right) - 1 \right] \mathcal{P}(\tau, \sigma) + \frac{1}{4} \sqrt{\sigma} (\sigma - 1) \log \left( \frac{1 + \sqrt{\sigma}}{1 - \sqrt{\sigma}} \right) \partial_\sigma \mathcal{P}(\tau, \sigma)
\]
\[
+ \frac{1}{8} \left[ \left( 3\tau - 1 \right) \log \left( \frac{1 + \sqrt{\tau}}{1 - \sqrt{\tau}} \right) - 1 \right] \mathcal{P}(\tau, \sigma) + \frac{1}{4} \sqrt{\tau} (\tau - 1) \log \left( \frac{1 + \sqrt{\tau}}{1 - \sqrt{\tau}} \right) \partial_\tau \mathcal{P}(\tau, \sigma)
\]
\[
= \frac{1}{2\sqrt{\tau}} \log \left( \frac{1 + \sqrt{\tau}}{1 - \sqrt{\tau}} \right) \mathcal{F}(\sigma) + \frac{1}{2\sqrt{\sigma}} \log \left( \frac{1 + \sqrt{\sigma}}{1 - \sqrt{\sigma}} \right) \mathcal{F}(\tau).
\]
The solution of this PDE is easy to obtain after changing variables to

$$\xi_\pm \equiv \log \log \left( \frac{1 + \sqrt{\sigma}}{1 - \sqrt{\sigma}} \right) \pm \log \log \left( \frac{1 + \sqrt{\tau}}{1 - \sqrt{\tau}} \right),$$

which converts (7.12) to a linear ODE in $\xi_+$. Let $W$ be an arbitrary analytic function. Then, the general solution to (7.12) is

$$P(\tau, \sigma) = 4 \cosh^3 \left( \frac{\kappa}{2} \right) \cosh^3 \left( \frac{\varpi}{2} \right) \left[ \left( \frac{1}{\kappa} + \frac{1}{\varpi} \right) W(\frac{\kappa}{\varpi}) - \int_0^1 \frac{\kappa G(z\varpi)zdz}{\cosh^2 \left( \frac{z\kappa}{2} \right)} - \int_0^1 \frac{\varpi G(z\kappa)zdz}{\cosh^2 \left( \frac{z\varpi}{2} \right)} \right],$$

(7.13)

where $\kappa$ and $\varpi$ are given by (7.10), $G$ is given by (7.11), and $W$ is an arbitrary function of a single variable. In order for (7.9) to be analytic in $\kappa$ and $\varpi$ at $\kappa = \varpi = 0$, we must set $W = 0$, thus recovering (7.9).

For example, if we choose

$$G(x) = \frac{x}{16 \cosh^2 \left( \frac{x}{2} \right)},$$

corresponding to

$$F(\tau) = \frac{1}{8\sqrt{\tau}} \log \left( \frac{1 + \sqrt{\tau}}{1 - \sqrt{\tau}} \right) = \frac{1}{4} \sum_{k=0}^{\infty} \frac{\tau^k}{2k + 1},$$

we get, after expanding $P$ in a power series in $\tau, \sigma$, an expression for the matrix elements of $P$ in the form

$$(7.14) \quad P_{nm} = \frac{1}{2} \int_0^1 R_{n-1}(z^2) R_{m-1}(z^2) z^2 dz,$$

where $(R_n)_{n=0}^{\infty}$ is a series of polynomials defined by

$$\sum_{n=0}^{\infty} R_n(z) \tau^n = \frac{\frac{\kappa \cosh^3 \left( \frac{\kappa}{2} \right)}{\sinh \left( \frac{\kappa}{2} \cosh \left( \frac{\sqrt{z} \kappa}{2} \right) \right)}}{\frac{1}{\sqrt{\tau}} \left( \frac{1}{1 - \tau} \right) \frac{4 \log \left( \frac{1 + \sqrt{\tau}}{1 - \sqrt{\tau}} \right)}{1 + \sqrt{\tau}} \sqrt{z} + \frac{1 - \sqrt{\tau}}{1 + \sqrt{\tau}} \sqrt{z} + 2}.$$

(7.15)
The first four polynomials in the series are
\[ R_0 = 2, \]
\[ R_1 = \frac{8}{3} - 2z, \]
\[ R_2 = \frac{46}{15} - 4z + \frac{4}{3}z^2, \]
\[ R_3 = \frac{352}{105} - \frac{88}{15}z + \frac{32}{9}z^2 - \frac{34}{15}z^3, \]
and \( P \) then takes the form
\[
\begin{pmatrix}
\frac{2}{3} & \frac{22}{45} & \frac{26}{63} & \frac{5218}{14175} & \cdots \\
\frac{22}{45} & \frac{382}{945} & \frac{1702}{4725} & \frac{4438}{13365} & \cdots \\
\frac{26}{63} & \frac{1702}{4725} & \frac{17114}{51975} & \frac{65634094}{212837625} & \cdots \\
\frac{5218}{14175} & \frac{4438}{13365} & \frac{65634094}{212837625} & \frac{1266926}{4343625} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\]

(7.16)

Since \( A \) is triangular, (7.5) also holds for the finite truncated matrices, and indeed, with (7.3) and (7.16) we calculate
\[
(PA) + (PA)^\dagger = -\frac{1}{2}
\begin{pmatrix}
\frac{1}{1.1} & \frac{1}{1.3} & \frac{1}{1.5} & \frac{1}{1.7} & \cdots \\
\frac{1}{1.3} & \frac{1}{1.5} & \frac{1}{1.7} & \frac{1}{1.9} & \cdots \\
\frac{1}{1.5} & \frac{1}{1.7} & \frac{1}{1.9} & \frac{1}{2.1} & \cdots \\
\frac{1}{1.7} & \frac{1}{1.9} & \frac{1}{2.1} & \frac{1}{2.3} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix},
\]
as expected.

While it seems at first sight that (7.14) defines a positive definite hermitian matrix, as we had hoped for, we will see that for \( v = v(s) \),
\[
v^\dagger P v = 0
\]
for \( s \) that is a zero of the zeta function. In particular, we will show that
\[
(7.17) \quad \sum_{n=0}^{\infty} R_n(z)v_n = 0,
\]
possibly reminiscent of Salem’s criterion [25].
To see that (7.17) is plausible, we note that if we modify (7.9) to

\[
\tilde{P}(\tau, \sigma) = -\frac{4 \cosh^3 \left(\frac{\kappa}{2}\right) \cosh^3 \left(\frac{\varpi}{2}\right)}{\sinh \left(\frac{\kappa}{2}\right) \sinh \left(\frac{\varpi}{2}\right)} \left[ \int_0^1 \frac{\kappa G(z \varpi) z^{1+2\nu} \mathrm{d}z}{\cosh^2 \left(\frac{\kappa}{2}\right)} + \int_0^1 \frac{\varpi G(z \kappa) z^{1+2\nu} \mathrm{d}z}{\cosh^2 \left(\frac{\varpi}{2}\right)} \right] ,
\]

(7.18)

for \( \nu \in \mathbb{R} \), then (7.5) will be modified to

\[
(\tilde{P} A) + (\tilde{P} A)^\dagger - \frac{1}{2} \nu \tilde{P} = k f^\dagger + f k^\dagger ,
\]

(7.19)

and (7.6) changes to

\[
\frac{1}{4} \left( s - \frac{1}{2} \right) = \frac{v^\dagger \tilde{P} A v}{v^\dagger \tilde{P} v} = \frac{1}{4} \nu + \frac{v^\dagger (\tilde{P} A - \frac{1}{2} \nu P - k f^\dagger) v}{v^\dagger \tilde{P} v} \quad \in \frac{1}{4} \nu + i \mathbb{R} ,
\]

(7.20)

since \( \tilde{P} A - \frac{1}{2} \nu P - k f^\dagger \) is antihermitian by (7.19). This would correspond to zeros off the critical line, at \( s = \frac{1}{2} + \nu + i \mathbb{R} \), while (7.14) will be replaced by

\[
(\tilde{P} \nu m) = \frac{1}{2} \int_0^1 R_{n-1}(z^2) R_{m-1}(z^2) z^{2+2\nu} \mathrm{d}z ,
\]

(7.21)

still leading to nonzero \( v^\dagger \tilde{P} v \), unless (7.17) holds.

It is not hard to check that

\[
R_n(0) = 2 \sum_{k=0}^{n} \frac{1}{2k+1} , \quad R_n(1) = \frac{2}{2n+1} .
\]

(7.22)

Thus (7.17) is true at \( z = 1 \) and does not converge for \( z = 0 \).

We can calculate (7.17) using (4.17) [with the definition of \( \Theta \) in (4.16)]

\[
\sum_{n=0}^{\infty} R_n(z) v_n = \frac{1}{2\pi} \int_0^{2\pi} \left[ \sum_{n=0}^{\infty} R_n(z) e^{i\theta} \right] \left( \sum_{m=0}^{\infty} v_m e^{-i\theta} \right) d\theta
\]

\[
= -\frac{1}{2\pi} \int_{\frac{\pi}{2} - \infty}^{\frac{\pi}{2} + \infty} \frac{q}{\cosh^2 \left(\frac{\sqrt{2}q}{2}\right)} \Theta \left[ \frac{\tan^2 \left(\frac{q}{2}\right)}{2} \right] q \quad \mathrm{d}q
\]

\[
= -\pi^{s-2} \sin \left(\frac{\pi s}{2}\right) \int_{\frac{\pi}{2} - \infty}^{\frac{\pi}{2} + \infty} \frac{q}{\cosh^2 \left(\frac{\sqrt{2}q}{2}\right)} \left\{ \int_0^{\infty} \sin^2 \left[ \frac{(q-i\pi)x}{2\pi} \right] \frac{x^{-s} dx}{\sinh x} \right\} \mathrm{d}q
\]

(7.23)

where we substituted, for \( 0 < \theta < 2\pi \),

\[
q = \log \left(\frac{1 + e^{\frac{1}{2}i\theta}}{1 - e^{\frac{1}{2}i\theta}}\right) = \frac{i\pi}{2} + \log \cot \left(\frac{\theta}{4}\right) .
\]
We deform the $\mathbf{q}$ contour of integration to the real axis, and using the fact that $\mathbf{q}/\cosh^2\left(\frac{\sqrt{\mathbf{q}}}{2}\right)$ is an odd function and

$$\frac{1}{2} \left\{ \sin^2\left[ \frac{\mathbf{q} - i \pi}{2 \pi} \right] - \sin^2\left[ \frac{-\mathbf{q} - i \pi}{2 \pi} \right] \right\} = -\frac{1}{2} i \sin\left(\frac{\mathbf{q} x}{\pi}\right) \sinh x,$$

we get

$$\sum_{n=0}^{\infty} \Re_n(z) v_n = \frac{1}{2} i \pi^{s-2} \sin\left(\frac{\pi s}{2}\right) \int_{-\infty}^{\infty} \frac{\mathbf{q}}{\cosh^2\left(\frac{\sqrt{\mathbf{q}}}{2}\right)} \left[ \int_{0}^{\infty} x^{-s} \sin\left(\frac{\mathbf{q} x}{\pi}\right) dx \right] d\mathbf{q} \tag{7.24}$$

We evaluate (7.24) by changing the order or integration, expanding $\sin\left(\frac{\mathbf{q} x}{\pi}\right)$ in a Taylor series, and first calculating

$$\int_{-\infty}^{\infty} \frac{\mathbf{q} \sin\left(\frac{\mathbf{q} x}{\pi}\right)}{\cosh^2\left(\frac{\sqrt{\mathbf{q}}}{2}\right)} d\mathbf{q} = \sum_{n=0}^{\infty} (-1)^n \frac{2^{2n+3} z^{-n-\frac{4}{2} x^{2n+1}}}{\pi^{2n+1} (2n+1)!} \int_{-\infty}^{\infty} \frac{\mathbf{q}^{2n+2}}{\cosh^2 \mathbf{q}} d\mathbf{q}$$

$$= \pi \sum_{n=0}^{\infty} \frac{2^{2n+4} z^{-n-\frac{4}{2} x^{2n+1}}}{(2n+1)!} (1 - 2^{-2n-1}) B_{2n+2}$$

$$= \frac{4\pi}{z \sinh \left(\frac{x}{\sqrt{z}}\right)} \left[ \frac{x}{\sqrt{z}} \coth \left(\frac{x}{\sqrt{z}}\right) - 1 \right]. \tag{7.25}$$

Putting this result back into (7.24), it remains to compute

$$\frac{4\pi}{z} \int_{0}^{\infty} \left[ \frac{x}{\sqrt{z}} \coth \left(\frac{x}{\sqrt{z}}\right) - 1 \right] \frac{x^{-s} dx}{\sinh \left(\frac{x}{\sqrt{z}}\right)}$$

$$= 4\pi z^{-\frac{1+s}{2}} \int_{0}^{\infty} \left( x \coth x - 1 \right) \frac{x^{-s} dx}{\sinh x}. \tag{7.26}$$

From the comment below (7.22), we know that (7.26) vanishes for $z = 1$, and hence for all $z \neq 0$. We can also compute it directly using (2.4) with integration by parts and analytic continuation from $\Re s < 0$ to $\Re s < 1$:

$$\int_{0}^{\infty} \left( x \coth x - 1 \right) \frac{x^{-s} dx}{\sinh x} = s \pi^{1-s} \eta(s) \sin \left(\frac{\pi s}{2}\right) \tag{7.27}$$

which vanishes when $\eta(s) = 0$. Thus, (7.17) holds [with $\Re_n$ defined by expanding (7.15)], and we have shown that if $\zeta(s) = 0$ (and $s$ is not a negative even integer) then $v(s)^{\dagger} \tilde{P} v(s) = 0$ for any solution $\tilde{P} = \tilde{P}^{\dagger}$ of (7.19).
8. Discussion

We have constructed a sequence of functionals on $\ell^p (\infty > p > 1)$ that depend linearly on a parameter $s$ and whose kernels have a common nontrivial vector precisely when $s$ is a nontrivial zero of the Riemann zeta function. This statement can be viewed as a variant of the Berry-Keating observation about the role of the dilatation operator in the problem of the Riemann Hypothesis. It might be interesting to explore whether a simple matrix as (1.1) can also be constructed for Dirichlet or Artin $L$-functions, or automorphic $L$-functions, and whether the elements of the matrix correspond to any meaningful data of the automorphic representation. For example, the order of a zero at $s = 1$ is easy to translate to a linear algebraic condition, similarly to §6, and therefore if a condition in the spirit of (1.1) can be found for an $L$-function associated with an elliptic curve, it might be interesting to explore whether additional arithmetic data that appears in the Birch and Swinnerton-Dyer conjecture is also encoded in the matrix.

We have also explored whether it is possible to convert the matrix equation (1.1) to a hermitian spectral problem. This amounts to solving a partial differential equation, and we presented the general solution in (7.9). We showed that the general solution does not actually yield a hermitian spectral problem because the change-of-basis matrix has a nontrivial kernel, but in the process we found additional constant (i.e., $s$-independent) functionals that annihilate an $\ell^p$ solution of (1.1). These additional functionals are given by substituting any $0 < z < 1$ into (7.17), where the polynomials $R_n(z)$ are defined by their generating function (7.15). Alternatively, we can take the $i^{th}$ additional functional to be the sequence of $i^{th}$ derivatives $R_n^{(i)}(1)$ at $z = 1$. It might be interesting to explore how to properly truncate the infinite matrix in (1.1) (or appropriate linear combinations of the rows), perhaps adding linear combinations of the additional functionals, to get a finite matrix whose determinant has solutions $s$ that approximate the actual zeros of $\zeta(s)$.
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