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Abstract The bullwhip effect is defined as the distortion of demand information as one moves upstream in the supply chain, causing severe inefficiencies in the whole supply chain. Although extensive research has been conducted to study the causes of the bullwhip effect and seek mitigation solutions with respect to several demand processes, less attention has been devoted to the impact of seasonal demand in multi-echelon supply chains. This paper considers a simulation approach to study the effect of seasonal stability on the bullwhip effect and inventory stability in a four-echelon supply chain that adopts a base stock ordering policy with a moving average method. The results show that high seasonality levels reduce the bullwhip effect ratio, inventory variance ratio, and average fill rate to a great extent; especially when the demand noise is low. In contrast, all the performance measures become less sensitive to the seasonality level when the noise is high. This performance indicates that using the ratios to measure seasonal supply chain dynamics is misleading, and that it is better to directly use the variance (without dividing by the demand variance) as the estimates for the bullwhip effect and inventory performance. The results also show that the supply chain performances are highly sensitive to forecasting and safety stock parameters, regardless of the seasonality level. Furthermore, the impact of information sharing quantification shows that all the performance measures are improved regardless of demand seasonality. With information sharing, the bullwhip effect and inventory variance ratios are consistent with average fill rate results.
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1. Introduction

A supply chain is defined as a system of suppliers, manufacturers, distributors, retailers, and customers where raw materials, finances and information flows connect participants in both directions. The main
objective of a supply chain is to maximize the whole supply chain value by keeping a high service level while maintaining less inventory at the different stages [1].

The lack of coordination among supply chain members and the unavoidable demand uncertainty usually result in severe inefficiencies in supply chains. An example of such inefficiency is the bullwhip effect, in which demand variability is amplified as one moves upstream in the supply chain. This can be explained by the tendency of supply chain members to adjust their inventory policies as new changes in demand are detected which then might lead to the propagation of distorted information across the supply chain. Lee et al. [2-3] explained with some useful examples that, even if the demand is stable, a supply chain will face demand amplification in any case of misalignment between demand and supply. An example of the bullwhip effect is depicted in Figure 1, in which the orders placed by each echelon in a simulated four-echelon supply chain over the same 100 periods are plotted side-by-side. Forrester [4] was one of the first to study this problem through a set of simulation experiments using system dynamics. He concluded that the structure, policies and interactions within supply chains cause demand variability amplification. A number of researchers developed simulation games to illustrate the existence of the bullwhip effect as well as its negative effects in supply chains [5-6].

This paper attempts to investigate the impact of demand seasonality on multi-echelon supply chain performances, focusing mainly on the measures of supply chain dynamics, such as bullwhip effect ratio and inventory variance ratio. To conduct this study, a simulation model will be built for a four-echelon supply chain that adopts a periodic review order-up-to ordering policy. The sensitivity of the seasonal supply chain to forecasting and ordering parameters will be investigated as well. Furthermore, the impact of information sharing will be studied in order to give more insights into the value of information sharing in seasonal supply chains.

The paper is organized as follows. In the next section, a literature review covers the context of this study, focusing on the different demand processes that have been investigated in bullwhip effect studies as well as the different mitigation approaches for the bullwhip effect. Section 3 introduces the research methodology, in which we explain the supply chain model, the demand pattern, and the performance measures. Section 4 introduces the simulation experiments for the impact of demand seasonality and other demand characteristics on supply chain dynamics. Section 5 shows the impact of the policy-related parameters, such as forecasting and safety stock, on the supply chain performances. Finally, the value of information in seasonal supply chains is investigated.

2. Literature Review

Previous work on the bullwhip effect has tried to shed light on its existence and main causes, and to identify mitigation approaches.

The causes of the bullwhip effect can mainly be categorized into two classes: behavioural causes [6] and operational causes [2-3]. Lee et al. [2-3] described five major operational causes of the bullwhip effect: demand signal processing, non-zero lead-time, order batching, price fluctuations, and rationing and shortage gaming. They have also explained how managers can overcome each cause of the bullwhip effect and emphasized collaboration among supply chain partners as the most...
important solution. Subsequently, extensive research has been conducted to quantify the bullwhip effect while considering these causes based on four modelling approaches: statistical, control theoretic, simulation games, and simulation. The statistical approaches have been mainly used to derive closed-form expressions for the bullwhip effect [3, 12-15] and recently for net inventory variance [14, 16-17] under specific supply chain settings. The control theoretic approaches have also been used as an equivalent alternative to the statistical approaches; in particular, this approach has been utilized to design ordering policies to smooth placed orders [18-20]. Hosoda and Disney [17] pointed out that “the statistical approaches become unmanageable when net inventory variances are considered for measuring the inventory performance because the expressions for the covariance between the states of the system become very complex to derive”. Different simulation modelling approaches have also been used to study supply chain dynamics; some authors adopted system dynamics [21-22] and others discrete-event simulation [7, 23-25]. In this paper, we adopt a simulation approach since we aim to study the impact of demand seasonality in a multi-echelon supply chain, which is a complex system to solve with analytical models. We further estimate some measures (e.g., inventory variance) that cannot be easily obtained by analytical approaches.

Several authors have focused on the impact of forecasting techniques, lead-time and ordering policies on the bullwhip effect in order to give useful insights on the optimum operational practices under different settings and assumptions [3, 12-15, 21-22]. The majority of these studies have assumed that the demand process is a non-seasonal and stationary process and have modelled it as an autoregressive moving average (ARMA) process type of the first order. Of particular interest to us, Chen et al. [12] used an auto-regressive AR(1) demand process for a two-echelon serial supply chain and derived analytically a lower bound of the bullwhip effect, when the retailer employs the order-up-to with the moving average (MA) method to forecast lead-time demand. Chen et al. [13] and Xu et al. [26] obtained similar results when the exponential smoothing technique is employed for forecasting. Chen et al. [13] indicated also that if a smoothing parameter in exponential smoothing is set in order to achieve equal forecasting accuracy for both exponential smoothing and moving average methods, then exponential smoothing gives larger order variance. Alwan et al. [27] studied the bullwhip effect under a base-stock policy applying the Mean Squared Error optimal forecasting method to an AR(1) and investigated further the stochastic nature of the ordering process for an incoming ARMA(1,1) using the same inventory policy and forecasting technique. Duc et al. [28] quantified the bullwhip effect for a two-stage supply chain in which the demand process followed ARMA(1, 1) with a base-stock policy with the MMSE method used at the retailer. They analytically investigated the effects of the autoregressive coefficient, the moving average coefficient, and the lead-time on the bullwhip effect. Many other studies have adopted the normality assumption of the external demand to study the bullwhip effect [7, 19, 23-25]. Recently, some authors have adopted artificial intelligence techniques such as fuzzy logic in order to model supply chain operations and external demand [29].

Limited research has been conducted to explore the effect of demand seasonality on the demand variability amplification in multi-echelon supply chains [8]. Cho and Lee [8] adopted an analytical approach to quantify the bullwhip effect in a two-echelon supply chain in which the external demand is a SARMA (1, 0) X (0,1)s scheme, a seasonal autoregressive-moving average process, and the retailer places his orders based on a base stock policy. They further extended their work by studying the value of information sharing in a two-echelon supply chain by evaluating the bullwhip effect under three information-sharing scenarios [9]. Lau et al. [30] investigated via simulation the effects of information sharing and early order commitment on the performance of four inventory policies used by retailers facing seasonal demand in a supply chain of one capacitated supplier and four retailers. Bayraktar et al. [10] analysed the impact of exponential smoothing forecasts on the bullwhip effect for electronic supply chain management (E-SCM) applications and they considered the external demand to have a seasonal component. They concluded that, although high seasonality reduces the forecast accuracy, it has a positive influence on the reduction of the bullwhip effect.

Different mitigation approaches have been suggested to handle the bullwhip effect in supply chains. Most importantly, collaboration has been proven to have a significant impact on supply chain performances and the bullwhip effect [31-33]. Several authors have examined the impact of collaboration initiatives such as vendor-managed inventory (VMI) on the bullwhip effect [3, 34-36]. Many other studies have examined the impact of sharing customer demand information [7, 9, 21, 30, 37]. Recently, innovative information-sharing policies requiring less implementation effort have been proposed by Costantino et al. [24] to improve supply chain dynamics, and other authors have also introduced a modelling formalism for the synchronized supply chain that needs full visibility of supply chain information [38]. In this research, we investigate the impact of information sharing in seasonal supply chains.

The literature analysis reveals that relatively little work has been devoted to exploring the impact of seasonal demand
on the bullwhip effect and inventory performances, especially in multi-echelon supply chains. This study is an attempt to fill this gap by studying the effect of seasonal demand and its interaction with other parameters in a multi-echelon supply chain through a simulation study. In particular, the impact of other bullwhip causes such as the forecasting and ordering policy parameters will be investigated jointly with the seasonality level. Finally, information sharing as a mitigation approach will be evaluated in a seasonal supply chain.

3. Research Methodology

3.1 Supply Chain Model

In this research, we model a multi-echelon supply chain that consists of a customer, a retailer, a wholesaler, a distributor, and a factory to conduct various investigations (see Figure 2). This is a well-known supply chain model, known as the Beer Game structure, and has been utilized in many previous bullwhip effect investigations [7, 23-25, 38]. It is assumed that all echelons have unlimited stocking capacity, both the supplier and the factory have unlimited capacity, and the ordering and delivery lead-times are deterministic and fixed across the supply chain, with ordering lead-time = 1 and delivery lead-time = 2.

![Figure 2. A multi-echelon supply chain](image)

We assume that each echelon in the supply chain employs the order-up-to ordering policy (base stock policy). This ordering policy has been widely considered in the literature of supply chain dynamics because of its popularity in practice [39]. In this policy, at the end of each review period \((R)\), an order \(O'_i\) is placed whenever the inventory position \(IP'_i\) is lower than a specific target level \(S'_i\) (see equation (1)). The inventory position represents the difference between \(S'_{i-1}\) and the incoming order \(IO'_i\), as shown in equation (2). The review period is considered to be equal to one (i.e., \(R = 1\)).

\[
O'_i = \text{Max}(S'_i - IP'_i, 0) \quad (1)
\]

\[
IP'_i = S'_{i-1} - IO'_i \quad (2)
\]

The target inventory position \(S'_i\) (order up to level) is calculated based on the expected demand over the total lead-time (ordering and delivery lead-times) plus the safety stock component \((SS'_i)\). This can be represented as shown in equation (3).

\[
S'_i = L\hat{D}'_i + SS'_i \quad (3)
\]

The moving average forecasting technique is considered to calculate the expected demand \((\hat{D}'_i)\) because of its popularity both in research and in practice [12-13, 39]. The future demand is calculated based on the last consecutive \(n_i\) incoming orders/demand, as shown in equation (4), where \(n_i\) is the averaging time.

\[
\hat{D}'_i = \frac{1}{n_i} \sum_{j=1}^{n_i} IO'_{i-j+1} \quad (4)
\]

We have considered the safety stock component in equation (3) by extending the lead-time by \(k_i\); this approach is more practical and is common in the bullwhip effect literature [19, 25]. The target inventory position \(S'_i\) can be rewritten as in equation (5).

\[
S'_i = (L + k_i)\hat{D}'_i \quad (5)
\]

3.2 Demand Model

As the main objective of this paper is to quantify the bullwhip effect and inventory performance in a seasonal multi-echelon supply chain, the external demand \((D_i)\) faced by the retailer is generated to have a seasonal component according to the formula in equation (6). This demand generator has been given by Zhao and Xie [40] and consists of constant demand (parameter, \(base\)), trend component (parameter, \(slope\)), seasonal components (sinusoidal function with parameters \(season\) and \(SeasonCycle\), and noise component (parameter, \(\sigma\)). Accordingly, different demand patterns with different characteristics can be generated using the below formula. For all demand patterns across this paper, the trend component is neglected (i.e., \(slope = 0\)) unless something else is mentioned. Furthermore, the demand parameters will be selected in a way that avoids generating negative values by selecting the \(base\) value to be high enough in comparison to \(season\) and \(\sigma\).

\[
D_i = \text{base} + \text{slope} \times t + \text{season} \times \sin \left(\frac{2\pi}{\text{SeasonCycle}} \times t\right) + N(0, \sigma^2) \quad (6)
\]

3.3 Performance Measures

The objective of this study is to investigate the impact of seasonal demand characteristics in a multi-echelon supply chain in terms of demand variability amplification and the corresponding inventory performance across the supply chain. To this end, three performance measures are considered: bullwhip effect ratio, inventory variance ratio, and average fill rate.
3.3.1 Bullwhip Effect Ratio

The bullwhip effect ratio has been widely used in the literature on supply chain dynamics [24, 38, 39]. The bullwhip effect ratio expresses the amplification of demand variability across the supply chain. In particular, Chen et al. [12] quantified the bullwhip effect (BWE) analytically in terms of the variance of the orders (σ₁²) placed by echelon i relative to the variance of the demand faced by the retailer, both divided by their respective means. Therefore, the bullwhip effect can be quantified according to the formula in equation (7).

\[
\text{BWE} = \frac{\sigma_1^2 / \mu_1}{\sigma_0^2 / \mu_0}
\]  

(7)

3.3.2 Inventory Variance Ratio

The second measure is called inventory variance ratio, which was proposed by Disney and Towill [41] to measure the degree of inventory stability. This quantifies the fluctuations in net inventory (σ₀²) relative to the fluctuations in demand variability (σ₁²), as seen in equation (8). It can also measure the amplification in inventory instability as we move up the supply chain [38]. An increased inventory variance ratio would result in higher holding and backlog costs, lower service level and increasing average inventory costs per period [39].

\[
\text{InvR} = \frac{\sigma_0^2}{\sigma_1^2}
\]  

(8)

3.3.3 Average Fill Rate

The average fill rate is representative of customer service level, since it quantifies the percentage of items delivered immediately by echelon i to satisfy an incoming order [42]. Fill rate (FRi) is computed every time there is a positive incoming order (i.e., when IOi > 0), as shown in equation (9), where SRi stands for the shipment released by echelon i at t, B'i−1 stands for the initial backlog at echelon i at t, and IOi is the incoming order to echelon i at time t. The effective simulation time is equivalent to the summation of all periods with IOi > 0; hence, Teff ≤ T. Its time series constitutes the history of the delivery system effectiveness that will be used to calculate the average fill rate (AFRi).

\[
\text{FRi} = \begin{cases} 
\frac{SR_i - B_{i-1}^t}{IO_i} \times 100 & \text{if } SR_i - B_{i-1}^t > 0 \\
0 & \text{if } SR_i - B_{i-1}^t \leq 0
\end{cases}
\]  

(9)

\[
\text{AFRi} = \frac{\sum_{t=0}^{Teff} SL_i}{T_{eff}}
\]  

(10)

The average fill rate (AFRi) is computed only over the effective simulation time (Teff), as indicated in equation (10). This measure will be calculated for all echelons in the supply chain in order to find a relationship between bullwhip effect ratio, inventory variance ratio and average service level in the seasonal supply chain.

4. Simulation Experiments and Results

A simulation model was developed considering the above multi-echelon supply chain model using the SIMUL8 simulation package. The simulation model and the demand generator were then verified and validated through a large number tests.

4.1 The impact of demand characteristics

The impact of demand seasonality was evaluated by quantifying the bullwhip effect ratio, inventory variance ratio and average fill rate under four seasonal levels, 0, 5, 10 and 15 units, keeping the slope equal to zero and the base demand fixed and equal to 100 units in all scenarios. The experiments were carried out under three different levels of the noise, σ = 5, σ = 10 and σ = 15 units, in order to understand the interaction effect between the seasonality and the noise on the supply chain performances. For all scenarios, the forecasting and safety stock parameters were considered as n = 10 and k = 1, respectively. To conduct the experiments, in each scenario the simulation model was run for 10 replications of 1200 periods each, considering the first 200 periods as a warm-up period.

4.1.1 Bullwhip Effect Analysis

The impact of seasonality on the bullwhip effect under different noise levels (σ) is summarized in Figure 3. The results show that the bullwhip effect is present in all cases and the demand variability seems to increase geometrically across the supply chain, from the retailer to the factory. This conclusion is similar to the findings of Chatfield et al. [7], Costantino et al. [24] and Dejonkheere et al. [19] regarding a normally distributed demand process. It can be further observed that increased seasonality level helps to reduce the bullwhip effect regardless of the noise level of the demand process. This happens because the higher seasonality cancels the amplification in the order variability, as confirmed by Bayraktar et al. [10] who studied the bullwhip effect in relation to a two-echelon E-Supply Chain with seasonal demand. It can also be observed that the higher noise level helps to reduce the impact of seasonality on the bullwhip effect at all echelons. When there is no seasonality (season = 0), higher levels of noise result in lower bullwhip effect. However, when seasonality is present and high, larger noise levels leads to a higher bullwhip effect in comparison to lower noise levels. As can
be seen, the gap between the bullwhip effect ratios produced by each echelon under the different seasonality levels, across the supply chain, becomes very narrow when both the seasonality and the noise are high (Figure 3c).

4.1.2 Inventory Performance Analysis

The inventory performance is evaluated through two measures: inventory variance ratio and average fill rate. The results of the inventory variance ratio under the different combinations of the demand seasonality and noise levels are exhibited in Figure 5. It can be seen that the inventory variance ratio increases geometrically in the upstream direction for all combinations of seasonality and noise levels (Figure 5a-c). The results further show that increased seasonality leads to increased inventory variance ratio to some extent at the downstream echelons, especially when the noise level is high. However, the inventory variance ratio tends to decrease at the upstream echelons with higher seasonality. This can be explained by the above results on the bullwhip effect with seasonality, as the bullwhip effect propagation across the supply chain tends to decrease when the seasonality level is higher. Again, similar to the bullwhip effect results, the gap between inventory variance ratios at each echelon under the different seasonality levels across the supply chain becomes very narrow when both the seasonality and the noise are high (Figure 5c).

Figure 3. The impact of seasonality on the bullwhip effect under different standard deviations

In addition to the above analysis, we also investigated the impact of different seasonal cycles with different levels of seasonality on the bullwhip effect in the supply chain. The results are depicted in Figure 4 and show that as the seasonal cycle increases, the bullwhip effect decreases. This conclusion is the same under the two different levels of seasonality. However, the bullwhip effect ratio will be very high when the seasonality is high and the seasonal cycle is low.

Figure 4. The impact of seasonal cycle on the bullwhip effect under different seasonality levels

Figure 5. The impact of seasonality level on the inventory variance ratio under different standard deviations
The impact of the seasonal cycle on the inventory variance ratio under different seasonality levels is depicted in Figure 6. The results reveal that the inventory variance ratio will be very high when the seasonal cycle is small and the seasonality level is high. It can also be argued that when the seasonality level is small, the inventory variance ratio will be less sensitive to the seasonal cycle. The lowest inventory variance ratio is realized when both the seasonality level and the seasonal cycle are very high (Figure 6).

![Graph showing the impact of seasonal cycle on inventory variance ratio](image)

**Figure 6.** The impact of seasonal cycle on the inventory variance ratio under different seasonality levels

The average fill rate under the different combinations of seasonality and noise levels, at each echelon in the supply chain, is presented in Figure 7. It can be seen that the highest average fill rates are realized when both the seasonality and noise are low (Figure 7a). As the seasonality increases, the average fill rate decreases as we move upstream in the supply chain, regardless of the noise level, which means that the upstream echelons are prone to additional inventory costs due to the demand seasonality. This can be attributed to the failure of upstream echelons to account for demand seasonality as we move upstream in the supply chain. Furthermore, as expected, a higher noise level reduces the average fill rate, especially when the seasonality is high.

![Graph showing the impact of seasonality level on average fill rate](image)

**Figure 7.** The impact of seasonality level on the average fill rate under different standard deviations

The joint impact of the seasonality and the seasonal cycle is depicted in Figure 8. The results show that an acceptable average fill rate is realized across the supply chain when the seasonal cycle is high, whatever the seasonality level. For example, when the seasonal cycle is high (SeasonCycle ≥ 52), the average fill rate seems to be the same under both the seasonality levels. This can be attributed to the ability of each partner in the supply chain to meet the incoming orders when the seasonal cycle is long and the demand changes are lower to some extent. It can also be observed that high seasonality with low seasonal cycle leads to an unacceptable average fill rate. With lower seasonality, the supply chain is less sensitive to the seasonal cycle change, as can be inferred from the results in Figure 8.

![Graph showing the impact of seasonal cycle on average fill rate](image)

**Figure 8.** The impact of seasonal cycle on the average fill rate under different seasonality levels

There is a paradox here: the results show that larger demand seasonality results in lower bullwhip effect and inventory variance ratios whilst the average fill rate is decreased, as explained above. It is common for the inventory variance to increase as the bullwhip effect increases, and thus the average fill rate decreases. Therefore, these results are misleading; this can be attributed to the characteristics of the performance measures used to quantify the bullwhip effect and inventory stability. Using the ratios (BWE, and InvR)
when the demand is seasonal and the seasonality level is high, the ratios tend to hide the content of information distortion in the supply chain, leading to misleading conclusions about the real dynamics in the chain. Therefore, it is better to quantify the bullwhip effect and inventory stability using the variance estimates without dividing by the demand variance. This is better clarified in Figure 9, in which we present again the results from Figures 3, 5 and 7 but in terms of the variance estimates along with the average fill rate, in order to show the consistency with these performance measures.

The results in Figure 9 reveal that the order variance and inventory variance increase exponentially whilst the average fill rate decreases as both the seasonality and the noise increase. These results with variances seem more consistent in comparison to the above results that rely on the ratios.

For each scenario, the simulation model was run for 10 replications of 1200 periods each, considering the first 200 periods as a warm-up period.

5.1 The impact of the forecasting parameter

We analysed the impact of the moving average parameter under two different levels of demand seasonality. The safety stock parameter was kept the same at $k_i = 1$ for all scenarios. The results of the supply chain performances ($BWE_{ri}$, $InvR_i$, and $AFR_i$) under the different scenarios of seasonality and moving average parameters are presented in Figure 10. The results reveal that using larger values of the moving average parameter decreases both the bullwhip effect and inventory variance ratios whilst improving the average fill rate. It can also be observed that the reduction in both bullwhip effect and inventory variance ratios will be greater when demand seasonality is high. This conclusion has already been explained above. Furthermore, it can be argued that using larger values of the moving average parameter makes the bullwhip effect less sensitive to the seasonality level.

5.2 The impact of the safety stock parameter

We analysed the impact of the safety stock parameter on the supply chain performances under two different levels...
of demand seasonality. The moving average parameter was kept the same at \( n_i = 10 \) in all simulation scenarios. The simulation results of this experiment are exhibited in Figure 11.

![Figure 11](image)

Figure 11. The impact of the safety stock parameter on the supply chain performances

The impact of the safety stock parameter reveals that, although increasing the safety stock somewhat improves the average fill rate across the supply chain, it will lead to increases in both the bullwhip effect and the inventory variance, which might be reflected again in the average fill rate across the supply chain. For example, in Figure 11c, increasing the safety stock from \( k_i = 1 \) to \( k_i = 3 \) is not enough to satisfy the customer demand 100% at all echelons. Specifically, when \( k_i = 3 \), the upstream echelons realize an average fill rate of less than 100%, regardless of seasonality level. However, the problem is severe when the seasonality level is high (season = 15). Therefore, it can be argued that increasing the safety stock level increases both the bullwhip effect and the inventory variance, especially when the seasonality level is high; this might lead to a decrease in the average fill rate because of the high variability propagated across the supply chain.

6. The impact of information sharing

It has been widely recognized that collaboration in supply chains is a significant factor to improve supply chain performances [2]. In particular, information sharing in customer demand has been the most-suggested approach to mitigate the bullwhip effect [2–3, 19]. Therefore, we attempted to quantify and compare the impact of customer demand information sharing (info_shar) on supply chain performances with no information sharing (no_info_shar).

To conduct this analysis, we considered the following demand characteristics and simulation settings: \( \text{base} = 100 \), \( \text{SeasonCycle} = 52 \) and \( \sigma = 10 \); \( n_i = 10 \) and \( k_i = 10 \), respectively. For each scenario, the simulation model was run for 10 replications of 1200 periods each, considering the first 200 periods as a warm-up period. The results show that information sharing definitely helps to mitigate both the bullwhip effect and the inventory variance, as well as improving the average fill rate, regardless of seasonality level (Figure 12). It can be observed that the best performance in terms of all performance measures (\( BWE_i \), \( InvR_i \) and \( AFR_i \)) is achieved when the customer demand information is shared and the seasonality level is low.

![Figure 12](image)

Figure 12. The impact of information sharing on supply chain performances under different seasonality levels
Interestingly, the impact of the seasonality level on the supply chain performances, when information is shared, is totally different from what we concluded when information is not shared. As can be seen, when information is shared (info_shar), increased seasonality level increases both the bullwhip effect and the inventory variance, and decreases the average fill rate. However, it is clear in both cases (info_shar & no_info_shar) that the average fill rate decreases as the seasonality level increases.

7. Discussion and Conclusions

This paper has attempted to fill a research gap by studying the impact of demand seasonality in a four-echelon supply chain that employs a base stock ordering policy with a moving average method. This study methodology relies on using a simulation approach to conduct the various experiments and analysis. The results show that high seasonality levels reduce the bullwhip effect ratio, inventory variance ratio, and average fill rate to a great extent, especially when the demand noise is low. In contrast, all the performance measures become less sensitive to the seasonality level when the noise is high. The results also show that the supply chain performances are highly sensitive to the forecasting and safety stock parameters regardless of seasonality level. Larger values of the moving average parameter reduce the bullwhip effect and inventory variance ratios whilst improving the average fill rate.

The impact of information sharing has been quantified to give useful insights into the value of information sharing in multi-echelon supply chains with seasonal demand. The impact of demand seasonality when demand information is shared is different to when it is not shared, since larger seasonality leads to a higher bullwhip effect and inventory variance ratio and a lower average fill rate. This indicates that traditional performance measures for bullwhip effect and inventory variance ratios are not appropriate when external demand is seasonal. Where there is no information sharing there are misleading discrepancies between the bullwhip effect ratio and inventory variance ratio on the one hand and average fill rate on the other. Therefore, traditional bullwhip effect and inventory performance measures should not be used for studying the bullwhip effect when the external demand is seasonal. Instead, the order variance and inventory variance are better estimates for the supply chain dynamics.

Although this study has mainly attempted to give useful insights into the impact of demand seasonality in a multi-echelon supply chain, there are many directions for extending the current study in future work. The impact of sophisticated forecasting techniques should be investigated to reveal the most appropriate methods for seasonality. In addition, other ordering policies that allow order smoothing should also be investigated. The design of new measures that can accurately estimate the seasonal supply chain dynamics is also needed, now we have shown that traditional bullwhip effect measures are misleading, especially when customer demand information is not visible for all partners in the supply chain.
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