I. INTRODUCTION

Current pseudo-random numbers suffer from predictions by machine learnings. Quantum randomness, in contrast, is in principle unpredictable, which is guaranteed by the fundamental law of quantum mechanics. The machine that can output true randomness is called a quantum random number generator, which consists of an entropy source and a measurement device that extracts the randomness. Substantial efforts have been devoted to designing various QRNG for higher randomness generation rate and security level, namely, fewer assumptions necessary to guarantee the security of the output. Among all current QRNG designs, the trusted-device QRNG can achieve the highest randomness generation rate up to 68 Gbps. While the design with the highest security level is called device-independent (DI) QRNG where neither the source nor the measurement device is trusted. Its randomness generation rate is limited to hundreds of bits per second.

In general, a higher security level means a sacrifice on the randomness generation rate. A feasible compromise is called semi-device-independent (semi-DI) QRNGs. In a semi-DI QRNG, some partial knowledge of the devices is permitted, which can dramatically improve the randomness generation rate compared with a fully DI-QRNG. Two main categories of semi-DI QRNGs are source-independent and measurement-device-independent QRNGs, where we leave only half of the device, source or measurement device untrusted, respectively. We will focus on these two categories throughout this paper.

The central task of a QRNG scheme is to prove the security, i.e., randomness quantification in the presence of the adversary Eve, who tries to extract as much information as possible in the output random numbers. Most previous semi-QRNG works analyze the security analytically, where specific techniques such as uncertainty relation, tomography, and dimension witness are applied. Recently, the numerical method was proposed, which transforms the randomness quantification problem into semidefinite programming (SDP) problems. Compared with analytical methods, numerical ones are quite general to various QRNG schemes, without the requirement of specific techniques. Moreover, tighter randomness lower bounds can usually be obtained by numerical methods when suitable constraints are chosen.

Most current numerical works focus on the asymptotic security, which provides an asymptotic randomness generation rate as an approximation of the performance in an infinite experiment time. For the finite-size security, identically independent distributed (i.i.d) outcomes are often assumed for the convenience of analyzing the statistical fluctuations. Such assumptions are not valid for practical implementations of a QRNG since the outcomes can be correlated under the most general attacks. Therefore, the i.i.d assumption need to be removed to achieve the ultimate goal of the security analysis — proving the finite-size security against general attacks.

In this work, we propose a numerical framework for semi-device-independent QRNGs, i.e., source-independent and measurement-device-independent QRNGs, which completes the finite-size security analysis against general attacks. Our framework is based on semidefinite programming (SDP) problems. Different from previous numerical works that care about the optimal value of the primal SDP problem, we consider the solution to the dual problem, which are some real-valued Lagrange multipliers enabling us to construct an operator inequality. Combining proper concentration inequalities, we can calculate the lower bound of randomness in finite-size case. As an example, we consider a simple optical setting which can be viewed as a source-independent or a measurement-device-independent QRNG by leaving the rest part untrusted. By applying our framework, we make the finite-size security analysis for both cases. It turns out that the randomness generation rate outperforms previous works with similar settings.
II. NUMERICAL FRAMEWORK FOR SOURCE-INDEPENDENT QRNGS

A. Protocol

The protocol of a general SI-QRNG is described as follows and illustrated in Fig. 1:

1. The untrusted source sends an unknown quantum state to the measurement device possessed by the user Alice.

2. The measurement device characterized by a set of positive-operator-valued measure (POVM) \( \{M_j\}_{j=1}^n \) outputs a measurement result \( j \). With probability \( p_{\text{sig}} \), Alice determines the round is a signal round. Otherwise it is a test round.

3. After repeating steps 1-2 for \( N_{\text{tot}} \) rounds, Alice records the number of outcomes for each \( j \). The number of the outcomes \( j \) in the test rounds is denoted as \( N_j \).

4. Alice calculates the upper bound of the number of successful guesses \( N^{U}_{\text{guess}}(N_{\text{tot}}, \{N_j\}, \epsilon) \) according to Eq. \((13)\), where \( \epsilon \) is the failure probability of estimating the number of successful guesses. Then she performs the post-processing to extract a final random number length of

\[
N_{\text{fin}} = - \left( N_{\text{tot}} - \sum_j N_j \right) \log_2 \left( \frac{N^{U}_{\text{guess}}(N_{\text{tot}}, \{N_j\}, \epsilon)}{N_{\text{tot}} - \sum_j N_j} \right)
\]

\[(1)\]

\[\text{Source (untrusted)} \quad \rho \quad \text{Measurement (trusted)} \quad j\]

FIG. 1. Illustration of a SI-QRNG.

B. Randomness Quantification in Asymptotic Limit

A general quantum state \( \rho \) can be expressed as a pure-state decomposition,

\[
\rho = \sum_i p_i \ket{\psi_i} \bra{\psi_i}.
\]

\[(2)\]

The way of decomposition in Eq. \((2)\) is not unique, which is determined by the adversary Eve. For a given decomposition, Eve’s guessing strategy reduces to a classical one, i.e., the guessing probability equals to the maximum probability among all the outcomes. Then considering all possible decompositions, the guessing probability is a maximization,

\[
p_{\text{guess}} = \max_{\rho_i} \sum_i p_i \max_j \text{tr}(\ket{\psi_i} \bra{\psi_i} M_j).
\]

\[(3)\]

which is usually difficult to calculate since the number of terms is not fixed. Here we assume the dimensions of the quantum state \( \rho \) and POVM element are the same, denoted by \( d \). Though the dimension of the source in a SI-QRNG is unknown, its components out of the \( d \)-dimensional space can be regarded as possessed by Eve. Then according to the Carathéodory’s theorem, for a \( d \)-dimensional density matrix, Eq. \((13)\) can be expressed as a convex combination of at most \( d^2 \) terms.

To simplify the calculation, we consider a re-grouping into \( n \)-groups \( (n \leq d^2) \) where \( n \) is the number of POVM elements. The pure-state component \( \ket{\psi_i} \) in the \( k \)-th group \( S_k \) satisfies \( \max_j \text{tr}(\ket{\psi_i} \bra{\psi_i} M_j) = \text{tr}(\ket{\psi_i} \bra{\psi_i} M_k) \). After the re-grouping, Eq. \((2)\) can be rewritten as

\[
p_{\text{guess}} = \max_{\rho_k} \sum_{k=1}^n \text{tr}(\rho_k M_k),
\]

\[(4)\]

where \( \rho_k \) is a sub-normalized quantum state \( \rho_k = \sum_{i \in S_k} p_i \ket{\psi_i} \bra{\psi_i} \). Then the randomness quantification can be formulated as the following SDP problem,

\[
\text{max} \sum_{k=1}^n \text{tr}(\rho_k M_k) \\
\text{s.t.} \quad \text{tr}(M_j \sum_{j=1}^n \rho_j) = \nu_j \\
\text{tr}(\sum_{k=1}^n \rho_k) = 1 \\
\rho_k \geq 0,
\]

\[(5)\]

where the first constraint means the unknown source should be compatible with the experimental statistics \( \nu_j := \lim_{N_{\text{tot}} \to \infty} N_j/(N_{\text{tot}}(1-p_{\text{sig}})) \), the second constraint is the normalization condition. Here we do not use the condition \( \max_j \text{tr}(\rho_k M_j) = \text{tr}(\rho_k M_k) \) since it is automatically satisfied, which can be proved by contradiction. Suppose \( \rho_1^*, \rho_2^*, \cdots, \rho_n^* \) are the solutions of Eq. \((6)\) and the corresponding optimal value of the primal problem Eq. \((5)\) is \( p^* \). If \( \text{tr}(\rho_1^* M_1) \leq \text{tr}(\rho_2^* M_2) \), we can always find another set of solution \( \rho_1^* = 0, \rho_2^* = \rho_1^* + \rho_2^* \), \( \rho_k^* = \rho_k^* \), which leads to a contradiction with the assumption that \( p^* \) is the optimal value.

By calculating the SDP problem in Eq. \((5)\), one can obtain the upper bound of the guessing probability \( p^U_{\text{guess}} \) in asymptotic limit. The randomness is quantified by the conditional min-entropy,

\[
H_{\text{min}}(A|E) = -\log_2 p_{\text{guess}}.
\]

\[(6)\]
C. Finite-size Analysis

The asymptotic security is a special case of the finite-size security, i.e., when \( N_{\text{tot}} \to \infty \) the finite-size security reduces to an asymptotic one. We consider the dual problem of Eq. \( \text{(5)} \),

\[
\min_{\lambda} - \sum_{j=1}^{n} \lambda_j \nu_j - \lambda_{n+1} \\
\text{ s.t. } M_k + \sum_{j=1}^{n} \lambda_j^* M_j + \lambda_{n+1}^* I \leq 0,
\]

where \( \bar{\lambda} = (\lambda_1, \lambda_2, \cdots, \lambda_{n+1}) \) is the dual variable. The dual problem enables us to obtain some operator inequalities. First we make an estimation of \( \nu_j \) by assuming a physical model, which are called nominal values denoted by \( \nu_j^{\text{nom}} \). We substitute \( \nu_j^{\text{nom}} \) into the dual problem in Eq. \( \text{(7)} \) and obtain the solution \( \bar{\lambda}^* = (\lambda_1^*, \lambda_2^*, \cdots, \lambda_{n+1}^*) \). Then we obtain \( n \) operator inequalities,

\[
M_k + \sum_{j=1}^{n} \lambda_j^* M_j + \lambda_{n+1}^* I \leq 0,
\]

which are independent of the input states, i.e., we can choose arbitrary quantum states \( \rho \) and \( \text{tr}[\rho (M_k + \sum_{j=1}^{n} \lambda_j^* M_j + \lambda_{n+1}^* I)] \leq 0 \) always holds. A key difference between our framework and previous numerical works is that we use \( \nu_j^{\text{nom}} \) instead of \( \nu_j \) in the process above. We intuitively explain the reason. To make sure the finite-size randomness generation rate is independent of Eve’s attack strategy, the bounded difference in the concentration inequalities should be independent of the actual experimental outcomes (as shown in Eq. \( \text{(12)} \)). Applying \( \nu_j^{\text{nom}} \) will lead to a looser upper bound of the guessing probability, which will not affect the security. One can refer to \[24\] for detailed discussions.

In the \( u \)-th round, we introduce random variables \( \chi^{(u)} \) whose values are taken following the rule in Table. \[1\]. We consider a post-measurement quantum state \( \rho_k^{F_{u-1}} = \sum_k \rho_k^{F_{u-1}} \) satisfying that the measurement results of the first \( u-1 \) rounds coincides with the values from \( \chi^{(1)} \) to \( \chi^{(u-1)} \). Recalling Eq. \( \text{(8)} \), we have

\[
\sum_{k=1}^{n} \text{tr} \left[ \rho_k^{F_{u-1}} \left( M_k + \sum_{j=1}^{n} \lambda_j^* M_j + \lambda_{n+1}^* I \right) \right] \\
= E(\chi^{(u)}|F_{u-1}) + \lambda_{n+1}^* \\
\leq 0.
\]

By applying a concentration inequality to \( \chi^{(u)} \), we have an inequality in the following form

\[
\sum_{u=1}^{N_{\text{tot}}} \chi^{(u)} \leq \sum_{u=1}^{N_{\text{tot}}} E(\chi^{(u)}|F_{u-1}) + \Delta(N_{\text{tot}}, \epsilon),
\]

which holds with probability at least \( 1 - \epsilon \). Specifically, if we apply Azuma’s inequality, the explicit form of \( \Delta \) is given by

\[
\Delta(N_{\text{tot}}, \epsilon) = \sqrt{-2N_{\text{tot}}c^2 \ln \epsilon},
\]

where \( c \) is the bounded difference of the martingale \( \sigma_t = \sum_{u=1}^{t} \chi^{(u)} - \sum_{u=1}^{t} E(\chi^{(u)}|F_{u-1}) \),

\[
c = 2 \max \left( \frac{1}{p_{\text{sig}}} \lambda_1^*, \frac{\lambda_2^*}{1-p_{\text{sig}}}, \cdots, \frac{\lambda_{n+1}^*}{1-p_{\text{sig}}} \right)
\]

Combining Eqs. \( \text{(11)} \) and \( \text{(12)} \), we can obtain the upper bound of the number of successful guesses \( N_{\text{guess}}(N_{\text{tot}}, \{N_j\}_{j}, \epsilon) \) given by

\[
N_{\text{guess}}(N_{\text{tot}}, \{N_j\}_{j}, \epsilon) :=
\]

\[
p_{\text{sig}}N_{\text{tot}} \left( - \sum_{j=1}^{N_{\text{tot}}} \frac{\lambda_j^* N_j}{N_{\text{tot}}(1-p_{\text{sig}})} - \lambda_{n+1}^* + \Delta(N_{\text{tot}}, \epsilon) \right)
\]

which holds with probability at least \( 1 - \epsilon \).

III. NUMERICAL FRAMEWORK FOR MEASUREMENT-DEVICE-INDEPENDENT QRNGS

A. Protocol

The protocol of a general MDI-QRNG is described as follows and illustrated in Fig. \[2\].

1. The user Alice randomly prepares a pure state \( |\psi_i\rangle \) with probability \( p_i \ (i \in \{1,2,\cdots,m\}) \) to an unknown measurement device. With probability \( p_{\text{sig}} \), Alice determines the round is a signal round. Otherwise it is a test round.

2. The measurement device outputs a measurement result \( j \ (j \in \{1,2,\cdots,n\}) \).

3. After repeating steps 1-2 for \( N_{\text{tot}} \) rounds, Alice records the number of outcomes for each \( j \) given the test state \( |\psi_i\rangle \) in the test rounds, denoted by \( N_{ji} \).

4. Alice calculates the upper bound of the number of successful guesses \( N_{\text{guess}}(N_{\text{tot}}, \{N_{ji}\}_{j,i}, \epsilon) \) according to Eq. \( \text{(20)} \), where \( \epsilon \) is the failure probability of estimating the number of successful guesses. Then she performs the post-processing to extract a final random number length of

\[
N_{\text{fin}} = - \left( \sum_{i=1}^{m} \sum_{j=1}^{n} N_{ji} \right) \times \log_2 \left( \frac{N_{\text{guess}}(N_{\text{tot}}, \{N_{ji}\}_{j,i}, \epsilon)}{N_{\text{tot}} - \sum_{i=1}^{m} \sum_{j=1}^{n} N_{ji}} \right).
\]
Here are some remarks on the protocol. The dimension of the unknown POVM is set to be the same as \( \rho = \sum_{i=1}^{m} p_i |\psi_i\rangle \langle \psi_i| \). According to Naimark’s dilation theorem, the actual measurement can be a projective measurement on larger system including Alice’s signal on \( \mathcal{H}_A \) and Eve’s ancillary system on \( \mathcal{H}_E \). Eve’s measurement on \( \mathcal{H}_E \) will determine the decomposition of the unknown POVM, which will be explained in detail later.

### B. Randomness Quantification in Asymptotic Limit

To quantify the output randomness of a POVM, we consider a decomposition into extremal POVMs \(^\text{[25]}\). For simplicity, we consider a single test state \(|\psi\rangle\). According to \(^\text{[26]}\), the randomness is given by a convex-roof form,

\[
R = \min_{q^n, M^n} \sum_q q^n R(|\psi\rangle \langle \psi|, M^n),
\]

where \( \sum_q q^n = 1 \), \( M^n \) is a set of extremal POVM, and \( R(|\psi\rangle \langle \psi|, M^n) \) is given by

\[
R(|\psi\rangle \langle \psi|, M^n) = R(|\psi\rangle \langle \psi| \otimes |0\rangle \langle 0|_E, P^n) = -\log_2 \max_j \text{tr} \left( \left( |\psi\rangle \langle \psi| \otimes |0\rangle \langle 0|_E \right) P^n_j \right)
\]

\[
= -\log_2 \max_j \text{tr} \left( |\psi\rangle \langle \psi| M^n_j \right).
\]

Now we explain Eq. \(^\text{[16]}\). The first equality is based on the property of a set of extremal POVM that all the Naimark dilation gives the same randomness (Thm. 1 in \(^\text{[26]}\)). Then we consider a canonical dilation with randomness \( R(|\psi\rangle \langle \psi| \otimes |0\rangle \langle 0|_E, P^n) \), where \( P^n = \{P^n_j\}_j \) is a projective measurement. Then the randomness is given by the classical min-entropy in the rhs of the second equality. The third equality comes from the property of a Naimark dilation. Suppose the optimal decomposition that minimizes Eq. \(^\text{[16]}\) is \( (q^n, M^n) \), then we have the following relation according to the concavity of a logarithmic function

\[
R_1 = -\log_2 \sum_j q^n_j \max_j \text{tr} \left( |\psi\rangle \langle \psi| M^n_j \right) \leq R.
\]

We define the guessing probability as

\[
p_{\text{guess}} = \max_{q^n, M^n} \sum_j q^n_j \max_j \text{tr} \left( |\psi\rangle \langle \psi| M^n_j \right).
\]

Then

\[
-\log_2 p_{\text{guess}} \leq R_1 \leq R,
\]

which means we can obtain a valid lower bound of the randomness by calculating the guessing probability. In general, the number of terms in Eq. \(^\text{[18]}\) is not fixed. Again by using Carathéodory’s theorem, for a \( d \)-dimensional Hilbert space that the POVM acts on, Eq. \(^\text{[18]}\) can be expressed as a convex combination of at most \( nd^2 \) terms. Then we let the number of terms in the summation be \( nd^2 \) without loss of generality. We further consider a re-grouping of these terms, i.e., we can always divide these POVM components into \( n \) groups. The terms in the \( l \)-th group \( S_l \) satisfy \( \max_j \text{tr} \left( |\psi\rangle \langle \psi| M^n_j \right) = \text{tr}(|\psi\rangle \langle \psi| \Lambda^l_j) \), then Eq. \(^\text{[18]}\) is rewritten as

\[
p_{\text{guess}} = \max_{q^n, M^n} \sum_{l=1}^{n} \sum_{q^n \in S_l} q^n_l \text{tr} \left( |\psi\rangle \langle \psi| \Lambda^l_j \right),
\]

where the probabilities \( q^n_l \) is absorbed into the POVM elements. Then the randomness quantification can be formulated as a SDP problem

\[
\max_{\Lambda^l_j} \sum_l \text{tr} \left( |\psi\rangle \langle \psi| \Lambda^l_j \right)
\]

\[
\text{s.t. } \sum_{l=1}^{n} \sum_{j=1}^{n} \Lambda^l_j = I, \Lambda^l_j \geq 0,
\]

where \( \nu_j \) has the same definition as that in Eq. \(^\text{[6]}\). This can be easily extended into the cases where \( m \leq n \).
2\log d + 1) test states are prepared and the POVM is divided into \( n^m \) groups. Then Eq. (21) is generalized into

\[
\max_{\Lambda_{j_{12}}^{l_1 l_2 \cdots l_m}} \sum_{i=1}^{n} p_i \sum_{l_1=1}^{n} \cdots \sum_{l_m=1}^{n} \text{tr} \left( |\psi_i \rangle \langle \psi_i | \Lambda_{j_{12}}^{l_1 l_2 \cdots l_m} \right)
\]

\[
\text{s.t.} \sum_{l_1=1}^{n} \cdots \sum_{l_m=1}^{n} \text{tr} \left( |\psi_i \rangle \langle \psi_i | \Lambda_{j_{12}}^{l_1 l_2 \cdots l_m} \right) = \nu_{ji}
\]

\[
\sum_{l_1=1}^{n} \cdots \sum_{l_m=1}^{n} \Lambda_{j_{12}}^{l_1 l_2 \cdots l_m} = I
\]

For both Eqs. (21) and (22), the first constraint means the unknown POVM should be compatible with the experimental statistics \( \nu_{ji} := \lim_{N_{\text{tot}} \to \infty} N_{ji}/(N_{\text{tot}}(1 - p_{\text{sig}})) \), the second constraint is the normalization condition and the last one is the positive semi-definite condition. Here we remark that the framework for MDI-QRNGs has a similar form as that in [27] and thus is also applicable to semi-device-independent QRNGs with overlap bounds on the sources, where one can construct density matrix of the source states parametrized by the overlap bounds [27].

C. Finite-size Analysis

For the finite-size analysis, we consider the dual problem of Eq. (22),

\[
\min_{H_{j_{12}}^{l_1 l_2 \cdots l_m}, \eta_{ij}} \sum_{i=1}^{n} \sum_{j=1}^{n} \eta_{ij} \nu_{ji}
\]

\[
\text{s.t.} \quad H_{j_{12}}^{l_1 l_2 \cdots l_m} = (H_{j_{12}}^{l_1 l_2 \cdots l_m})^t
\]

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} \text{tr}(|\psi_i \rangle \langle \psi_i | H_{j_{12}}^{l_1 l_2 \cdots l_m} + \eta_{ij}) \quad + \quad H_{j_{12}}^{l_1 l_2 \cdots l_m} - \text{tr}(H_{j_{12}}^{l_1 l_2 \cdots l_m}) I \leq 0.
\]

We also calculate the nominal values \( \nu_{ji}^{\text{nom}} \) before experiments. Suppose the solution to the dual problem Eq. (23) is \( \eta_{ij}^* \) and \( H_{j_{12}}^{l_1 l_2 \cdots l_m} \). We have the following operator inequalities,

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} \text{tr}(|\psi_i \rangle \langle \psi_i | p_i \sum_{k=1}^{n} \delta_{\lambda_{i,j} \delta_{k,j}} + \eta_{ij}^*) \quad + \quad H_{j_{12}}^{l_1 l_2 \cdots l_m} - \text{tr}(H_{j_{12}}^{l_1 l_2 \cdots l_m}) I \leq 0,
\]

which holds for arbitrary \( \Lambda_{j_{12}}^{l_1 l_2 \cdots l_m} \).

We also introduce a random variable \( \chi^{(u)} \) satisfying the rule in Table I. Then there always exists a set of \( \Lambda_{j_{12}}^{l_1 l_2 \cdots l_m, F_{u-1}} \) such that

\[
\sum_{i=1}^{n} \sum_{l_1=1}^{n} \cdots \sum_{l_m=1}^{n} p_i \text{tr} \left( |\psi_i \rangle \langle \psi_i | \Lambda_{j_{12}}^{l_1 l_2 \cdots l_m, F_{u-1}} \right)
\]

\[
+ \sum_{j=1}^{n} \sum_{l_1=1}^{n} \cdots \sum_{l_m=1}^{n} \text{tr} \left( |\psi_i \rangle \langle \psi_i | \Lambda_{j_{12}}^{l_1 l_2 \cdots l_m, F_{u-1}} \right)
\]

\[
= \mathcal{E}(\chi^{(u)})|F_{u-1}\rangle \leq 0.
\]

By applying concentration inequalities which hold with probability at least \( 1 - \epsilon \) to \( \chi^{(u)} \), we can calculate the upper bound of successful guesses following the same procedure of the SI-QRNG case

\[
N_{\text{guess}}(N_{\text{tot}}, \{N_{ji}\}_{i,j}, \epsilon) := p_{\text{sig}} N_{\text{tot}} \left( \sum_{i=1}^{n} \sum_{j=1}^{n} N_{\text{tot}}(1 - p_{\text{sig}}) p_i N_{ji} + \Delta(N_{\text{tot}}, \epsilon) \right),
\]

which holds with probability at least \( 1 - \epsilon \).

IV. EXAMPLE

Now we give an example of how to apply our framework. We consider a time-bin phase-encoding optical system composed of a weak coherent state source and several threshold detectors. A coherent state \( |\alpha\rangle \) is given by a superposition of Fock states \( |n\rangle \),

\[
|\alpha\rangle = e^{-|\alpha|^2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle.
\]

The source randomly sends two coherent states \( |\sqrt{2}\alpha\rangle \otimes |0\rangle_2 \) and \( |\alpha\rangle_1 \otimes |\alpha\rangle_2 \) with probabilities \( p_1 \) and \( 1 - p_1 \), respectively. The subscript 1 and 2 represent the label of the time bins. The measurement devices randomly switches between a Z-basis measurement \( \{|0\rangle, |1\rangle \} \) and a X-basis measurement \( \{|+\rangle, |-\rangle \} \) with probabilities \( p_z \) and \( 1 - p_z \), respectively. In the time-bin phase-encoding optical system, the Z-basis measurement is realized by a threshold detector followed by a time-to-digital converter (TDC) while the X-basis measurement is realized by an interferometer followed by two threshold detectors. We illustrate the experiment settings in Fig. 3.

The channel is assumed to be a lossy channel characterized by the transmittance \( \eta \). It transforms a coherent state \( |\alpha\rangle \) into \( \sqrt{\eta}|\alpha\rangle \). The parameters are set as follows. The number of total rounds is \( N_{\text{tot}} = 10^{12} \); the total failure probability of applying concentration inequalities is \( \epsilon = 10^{-10} \); the dark count rate of the detectors is \( p_d = 10^{-8} \); the probability of choosing \( p_1 \) is \( p_s = 0.5 \); the probability of choosing Z basis measurement is \( p_z = 0.5 \). The probability of choosing signal rounds as \( p_{\text{sig}} \) needs
to be optimized. This setting can be either viewed as a SI-QRNG or a MDI-QRNG. The simulation results for both cases are shown in Fig. 3. The min-entropy lower bound calculated by our framework can be improved by orders of magnitudes compared with previous works with similar settings [9, 12].

A. Randomness Quantification As a SI-QRNG

In a SI-QRNG, we need the characterization of the measurement settings and leave the source uncharacterized. Thanks to the squashing model [28], the measurement setting can be described as a three-dimensional POVM.

\[
M_1 = p_z |0\rangle \langle 0| + 0 \\
M_2 = p_z |1\rangle \langle 1| + 0 \\
M_3 = (1 - p_z) |+\rangle \langle +| + 0 \\
M_4 = (1 - p_z) |\rangle \langle +| + 0 \\
M_5 = I - \sum_{i=1}^4 M_i,
\]

(28)

Then we simulate \(q_{j}^{\text{nom}} (j \in \{1, 2, 3, 4\})\). The formulas are given in Appendix A. We can calculate \(\tilde{\lambda}^*\) by substituting \(q_{j}^{\text{nom}}\) into Eq. (7). Assuming \(N_j = N_{\text{tot}}(1 - p_{\text{sig}})q_{j}^{\text{nom}}\), we can calculate the upper bound of successful guessing by Eq. (13) and the final random number length by Eq. (14).

B. Randomness Quantification As a MDI-QRNG

In a MDI-QRNG, one cannot distinguish a Z and X basis measurement. Then the measurement device outputs 1 for \(|0\rangle \langle 0|\) and \(|+\rangle \langle +|\), outputs 2 for \(|1\rangle \langle 1|\) and \(|-\rangle \langle -|\), and outputs 3 for inconclusive results, which forms a coarse-grained POVM \(\{M_i\} (j \in \{1, 2, 3\})\). The source is rewritten in a set of canonical basis \(|\phi\rangle, |\phi^\perp\rangle\),

\[
|\sqrt{2\alpha}\rangle \otimes |0\rangle \rightarrow |\phi\rangle \\
|\alpha\rangle \otimes |\alpha\rangle \rightarrow e^{-(2+\sqrt{2})|\alpha|^2}|\phi\rangle + \sqrt{1 - e^{-2(2+\sqrt{2})|\alpha|^2}}|\phi^\perp\rangle.
\]

(29)

We simulate \(q_{j}^{\text{nom}} (i \in \{1, 2\}, j \in \{1, 2, 3\})\) with formulas given in Appendix A. Then we can calculate \(\eta_{ij}^*\) by substituting \(q_{j}^{\text{nom}}\) into Eq. (28). Assuming \(N_{ij} = N_{\text{tot}}\) \(\sum_i p_i(1 - p_{\text{sig}})q_{ij}^{\text{nom}}\), we can calculate the upper bound of successful guessing by Eq. (20) and the final random number length by Eq. (14).

V. CONCLUSION

In conclusion, we formulate a numerical framework for semi-DI QRNGs which gives finite-size security against general attacks. Our example shows that the numerical method can give tighter lower bounds of randomness generation rate. For future directions, we plan to explore the following problems. First, it is still possible to further relax assumptions in the current framework. An example is the MDI-QRNG with overlap bound on the source [27]. Then it is interesting to generalize the framework such that it can deal with the security analysis of a larger class of QRNG schemes, for example, MDI-QRNG with partial information on the source and SI-QRNG with partial information on the POVM. Second, if we make the maximum relaxation on the assumptions, the semi-DI QRNG becomes a DI one. Then we would like to explore whether the semi-DI QRNG and DI-QRNG can be further unified into a single framework. Finally, the numerical approach is naturally suitable for unstructured protocol designs, which enables us to deal with various device imperfections in practical implementations.
we consider the probabilities of outputting $j$ for enlightening discussions. This work was supported and a MDI-QRNG (right). The intensities are optimized.
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Appendix A: Simulation formulas

We list the simulation formulas as follows. Suppose the intensity of the source is $\mu$, i.e., $\mu = 2|\alpha|^2$. For a SI-QRNG, we consider the probabilities of outputting $j$ ($j \in \{1, 2, 3, 4, 5\}$) given the $i$-th state ($i \in \{1, 2\}$).

\begin{align}
    p(1|\rho_1) &= p_z((1 - (1 - p_d)e^{-\mu_\eta})(1 - p_d) + 0.5p_d(1 - (1 - p_d)e^{-\mu_\eta})) \\
    p(2|\rho_1) &= p_z(p_d(1 - p_d)e^{-\mu_\eta} + 0.5p_d(1 - (1 - p_d)e^{-\mu_\eta})) \\
    p(3|\rho_1) &= (1 - p_z)((1 - (1 - p_d)e^{-\mu_\eta/2})(1 - p_d)e^{-\mu_\eta/2} + 0.5(1 - (1 - p_d)e^{-\mu_\eta/2})^2) \\
    p(4|\rho_1) &= (1 - p_z)((1 - (1 - p_d)e^{-\mu_\eta/2})(1 - p_d)e^{-\mu_\eta/2} + 0.5(1 - (1 - p_d)e^{-\mu_\eta/2})^2) \\
    p(5|\rho_1) &= p_z((1 - p_d)^2e^{-\mu_\eta} + (1 - p_z)((1 - p_d)^2e^{-\mu_\eta}) \\
    p(1|\rho_2) &= p_z((1 - (1 - p_d)e^{-\mu_\eta/2})(1 - p_d)e^{-\mu_\eta/2} + 0.5(1 - (1 - p_d)e^{-\mu_\eta/2})^2) \\
    p(2|\rho_2) &= p_z((1 - (1 - p_d)e^{-\mu_\eta/2})(1 - p_d)e^{-\mu_\eta/2} + 0.5(1 - (1 - p_d)e^{-\mu_\eta/2})^2) \\
    p(3|\rho_2) &= (1 - p_z)p_d(1 - p_d)e^{-\mu_\eta} + 0.5p_d(1 - (1 - p_d)e^{-\mu_\eta}) \\
    p(4|\rho_2) &= (1 - p_z)((1 - (1 - p_d)e^{-\mu_\eta})(1 - p_d) + 0.5p_d(1 - (1 - p_d)e^{-\mu_\eta})) \\
    p(5|\rho_2) &= p_z((1 - p_d)^2e^{-\mu_\eta} + (1 - p_z)((1 - p_d)^2e^{-\mu_\eta}).
\end{align}

Then $q_j^{\text{nom}}$ is given by

\begin{align}
    q_j^{\text{nom}} &= p_s p(j|\rho_1) + (1 - p_s)p(j|\rho_2). \quad (A2)
\end{align}
For a MDI-QRNG, the conditional probabilities $q_{jj\uparrow}$ is given by

$$q_{11\uparrow} = p_z (1 - (1 - p_d) e^{-\mu_\eta}) (1 - p_d) + (1 - p_z) \left( (1 - (1 - p_d) e^{-\mu_\eta/2})(1 - p_d) e^{-\mu_\eta/2} \right)$$

$$q_{21\uparrow} = p_z p_d (1 - p_d) e^{-\mu_\eta} + (1 - p_z) \left( (1 - (1 - p_d) e^{-\mu_\eta/2})(1 - p_d) e^{-\mu_\eta/2} \right)$$

$$q_{31\uparrow} = 1 - q_{11\uparrow} - q_{21\uparrow}$$

$$q_{12\uparrow} = p_z p_d (1 - p_d) e^{-\mu_\eta} + (1 - p_z) \left( (1 - (1 - p_d) e^{-\mu_\eta/2})(1 - p_d) e^{-\mu_\eta/2} \right)$$

$$q_{22\uparrow} = p_z (1 - (1 - p_d) e^{-\mu_\eta})(1 - p_d) + (1 - p_z) \left( (1 - (1 - p_d) e^{-\mu_\eta/2})(1 - p_d) e^{-\mu_\eta/2} \right)$$

$$q_{32\uparrow} = 1 - q_{12\uparrow} - q_{22\uparrow}.$$