Spatial Analysis of Physical Reservoir Computers
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Physical reservoir computing is a computational framework that implements spatiotemporal information processing directly within physical systems. By exciting nonlinear dynamical systems and creating linear models from their state, we can create highly energy-efficient devices capable of solving machine learning tasks without building a modular system consisting of millions of neurons interconnected by synapses. To act as an effective reservoir, the chosen dynamical system must have two desirable properties: nonlinearity and memory. We present task agnostic spatial measures to locally measure both of these properties and exemplify them for a specific physical reservoir based upon magnetic skyrmion textures. In contrast to typical reservoir computing metrics, these metrics can be resolved spatially and in parallel from a single input signal, allowing for efficient parameter search to design efficient and high-performance reservoirs. Additionally, we show the natural trade-off between memory capacity and nonlinearity in our reservoir’s behaviour, both locally and globally. Finally, by balancing the memory and nonlinearity in a reservoir, we can improve its performance for specific tasks.

INTRODUCTION:

Reservoir computing (RC) is a unified supervised learning framework derived from recurrent neural networks (RNN) that utilizes dynamical systems to perform computations [1, 2]. A reservoir computer consists of two components; a fixed nonlinear dynamical system called a reservoir and a trainable linear readout layer. Input signals are fed into the reservoir, and the system’s resulting transient states are observed. The observed states, referred to as readout values, are then fed through the linear readout layer, which can be trained to solve specific problems. By separating the complex nonlinear dynamics of the reservoir from the trainable readout layer, the connecting weights can be solved inexpensively using a least-squares model, often requiring far less training data than conventional RNNs [3]. Typically, reservoir computers are suited to pattern recognition problems dealing with temporally or spatially correlated information, such as audio or image data [4].

The RC framework is not limited to mathematical models and can also be implemented with physical dynamical systems [5]. In physical RC, the input signal is fed into a physical substrate via time-dependent excitations. A finite representation of the system’s transient states over the excitation is then observed via experimental methods, representing the readout values. Like the non-physical case, the readout values are put through a trained linear model to perform the desired computation. By implementing reservoir computers physically, one takes advantage of physics’s inherently parallel nature and opens doors to low cost, energy-efficient computations that are not constrained by the limitations of conventional CMOS hardware.

Although one can use any physical dynamical system for reservoir computing, some are better than others. Solving complex tasks requires that the system has several fundamental properties: high dimensionality, nonlinearity, and fading memory [6]. A diverse set of physical dynamical systems based upon optics, spintronics [7] and even a bucket of water [8] have already been proposed to implement the reservoir computing paradigm including magnetic [9] and magnetic skyrmion based systems [10–12].

Existing literature provides global metrics to quantify the total memory capacity [13] and nonlinearity [6, 14] of reservoir computers. While these global metrics are useful for the characterisation of reservoir computers, they provide limited guidance in interpreting where the required properties, memory and nonlinearity, arise within a dynamical system.

This work introduces methods that measure the memory and nonlinearity locally for physical reservoirs with spatially correlated readouts. One can use these methods to understand which physical structures lead to memory and nonlinearity in the reservoir. By creating conditions that replicate such structures, one can parameterise future reservoirs in a directed manner to optimise a balance between nonlinearity and memory as required by possible tasks.

SPATIALLY RESOLVED METRICS:

We introduce two spatially resolved metrics for memory and nonlinearity. Both metrics can be calculated in parallel from the same set of input and output data and
are task agnostic, hence can be applied to various input sequences. This allows one to analyse how different input sequences, such as a sequence of uniform random numbers or series generated from a Mackey-Glass equation, couple to different structures in physical reservoirs.

**Nonlinearity**

As a reservoir is a nonlinear system with fading memory, its readout node values $y$ can be modelled as a function of input to the system $u$ using a Volterra series [15] such that

$$y(t) = h^{(0)} + \int_{\tau=0}^{\infty} h^{(1)}(\tau)u(t-\tau)d\tau + y^{NL}(t). \quad (1)$$

Here, $h^{(0)}$ and $h^{(1)}$ are zeroth and first order Volterra kernels and $y^{NL}(t)$ represents truncated nonlinear terms of the Volterra series. For a linear system, the truncated terms of Eq. (1) are zero and for a highly nonlinear system these truncated terms dominate. To measure the nonlinearity of each readout node in the reservoir, we quantify how important these truncated terms are when modelling the individual readout as a Volterra series.

We first model each readout node $y_n(t)$ in the reservoir as a discrete-time truncated Volterra series that can be estimated by the history of inputs $u(t)$.

$$y_n^L(t) = h^{(0)} + \sum_{\tau=0}^{\infty} h^{(1)}_\tau u(t-\tau), \quad (2)$$

This model is then implemented as a linear estimator of the form,

$$\hat{y}_n(t) = c + \sum_{\tau=0}^{k} w_\tau u(t-\tau), \quad (3)$$

where weights $w$ and constant $c$ are trained on the known input and output data, see Fig. [1a] $k$ is the time delay at which we truncate the Volterra kernel, picked to be longer than the relaxation time of the reservoir. The quality of the estimator in Eq. (3) is measured using the R$^2$ correlation coefficient (see Appendix for details) and can be considered a direct measure of how linear the response of each reservoir node is. To convert this to a measure of nonlinearity we subtract the correlation coefficient from one.

$$NL_n = 1 - R^2[\hat{y}_n, y_n] \quad (4)$$

The result is a measure of nonlinearity $NL_n$ for each individual node of the reservoir bound by the interval $[0, 1]$, where zero indicates a linear relationship between reservoir input and a readout node’s value, and conversely values close to one indicate a highly nonlinear relationship. The definition of nonlinearity proposed here is designed to be decoupled from the measure of memory in the system, hence it is possible to have systems with high memory and zero nonlinearity (a linear time-invariant filter) and vice versa (a high-order polynomial). This decoupling of memory and nonlinearity is in contrast to other methods such as the quadratic memory capacity task seen in Refs [16, 17] and the $n$-bit parity task [18], that measure nonlinearity as a form of memory.

**Memory**

To spatially measure memory in our system, we use an adaption of the linear memory capacity metric [13]. In the original metric, a linear estimator is trained to recall the history of a reservoir’s inputs $u$ from all the readout values of all readout nodes. We use this metric to measure memory on a per-node basis by considering the memory capacity of only the readout nodes within a threshold distance, in physical space, of the chosen node. The threshold distance and the definition of distance and the between nodes is chosen depending on the system being analysed.

For a chosen $n$th readout node we create a vector $\gamma_n$ of all other nodes of the reservoir that fall within a threshold distance, measured from $n$. We then use $\gamma_n$ to create an estimator $\hat{u}_n(t-\tau)$ that can recall the input at a time delay of $\tau$,

$$\hat{u}_n(t-\tau) = c + \sum_i w_i \gamma_{n,i}(t), \quad (5)$$

see Fig. [1b]

The memory capacity of the nodes in $\gamma_n$ is then calculated by summing the correlation coefficient of all estimators up to a cutoff threshold, $k$, that is larger than the relaxation time of the reservoir.

$$MC_n = \sum_{\tau=1}^{k} R^2[u(t-\tau), \hat{u}_n(t-\tau)] \quad (6)$$

**Stability**

We also consider the system’s stability an additional metric for physical systems as it is a prerequisite for its functional principle. Being stable is essential for physical reservoirs to ensure reproducibility and prevent the reservoir from going into a chaotic regime. For stable reservoirs, the system relaxes back to a consistent (meta)stable state in the absence of inputs.
FIG. 1. Sketches comparing the metrics for (a) nonlinearity and (b) memory capacity. For nonlinearity, we use multiple past inputs to predict the present value of individual readout nodes. For memory capacity, we use multiple readout nodes to predict the inputs at an individual time delay in the past.

To measure the stability, we first pass a random input random signal into the reservoir. After the input fizzles out, the reservoir is relaxed until it reaches a (meta)stable state. The difference between the system’s initial and final state characterises stability, where a small (high) difference refers to a high (low) stability. The details of the difference measure can be adjusted to the specific system.

SPATIAL ANALYSIS OF MAGNETIC SKYRMION RESERVOIR:

To demonstrate the application of the above-introduced metrics, we apply them to a specific implementation of physical reservoir computing [10, 12]. Magnetic skyrmions are magnetic whirls with non-trivial topology. They occur, for example, in magnetic thin films where spins favour a canted alignment, often caused by Dzyaloshinskii-Moriya interaction (DMI). Skyrmions host complex interactions with spin-polarized electric currents, defects in their host material, and also other skyrmions, resulting in deformations with highly nonlinear behaviour [11]. Skyrmions elastically deform back to their ground state upon removal of external forces; a condition which is necessary for fading memory.

In addition to the basic requirements, magnetic skyrmions are a competitive system for reservoir computing due to their nanoscale size, responsiveness to low-power excitations, and their ability to integrate with CMOS technology [19] and other potential magnetic devices [7, 14, 20, 21].

For our specific model, we consider an inhomogeneous magnetic thin-film with an interfacial DMI populated with magnetic skyrmions. We introduce grain inhomogeneities with varying magnetic anisotropy, resulting in a complex energy landscape. This causes specific locations on the film to be energetically favourable for skyrmions, referred to as pinning sites. As a result, the local energetic minimum state of the magnetic texture becomes an aperiodic arrangement of skyrmions, see Fig. 2.

We implement the input \( u(t) \) to the reservoir as a time-varying unidirectional electric current across the film characterised by the current density \( j(t) \),

\[
j(t) = j_{in} u(ft) \hat{x}.
\]  

Here \( \hat{x} \) is the current direction and \( j_{in} u(ft) \) is the time-dependent current strength. \( j_{in} \) provides control over input scaling, and the factor \( f \) controls time scaling. Discrete-time inputs are fed into the reservoir as a step function such that the reciprocal of \( f \) is the duration of each step. The electrical current interacts with the magnetic skyrmions via spin-torques, resulting in a time-dependent nonlinear deformation of the magnetic texture. Provided the current is within a certain threshold, the structure will relax back to its original state when the current is removed.

For readout nodes, we observe the changes in magnetic texture by taking a low-resolution snapshot of the film’s out-of-plane magnetisation component. We choose the resolution to be of similar magnitude to the sizes of individual skyrmions as indicated in Fig. 2 (right panel).

We implement the model in simulation using the MuMax3 software [22], with precise details on the simulation setup given in the appendix.

Results

We first analyse two distinct skyrmion reservoirs with different DMI strengths, \( 3.3 \times 10^{-3} \text{ Jm}^{-2} \) and \( 3.6 \times 10^{-3} \text{ Jm}^{-2} \), but otherwise identical dynamics. These reservoirs can be visually distinguished by the sizes of the individual skyrmions as indicated in Fig. 3. Due to the effect of DMI on the possible metastable states, the two reservoirs also have inherently different initial configurations.

Both reservoirs are tested against a discrete-time random input signal, \( u(t) \). The signal has 1500 elements drawn from a random distribution with the bounds
FIG. 2. Example distribution of grain inhomogeneities across a magnetic thin film. Left panel: each grain has a distinct magnetic anisotropy strength as depicted by their greyscale colour. Center panel: the non-uniform anisotropy creates pinning sites for skyrmions, resulting in their aperiodic arrangements. The color code depicts the out-of-plane component of the local normalized magnetization. Right panel: to readout values from the skyrmion reservoir, the out-of-plane projection of the magnetisation field is taken and then discretised by taking it’s mean value over an area.

FIG. 3. Spatial analysis of two skyrmion reservoirs with (a) high DMI and (b) low DMI. The relaxed magnetisation shows the state of the reservoir when no input is applied. The nonlinearity and memory plots show the distribution said quantities over the reservoir. The stability shows the difference between the reservoir’s initial and final state when measuring the nonlinearity and memory metrics.

[−1, +1]. The input is coupled to the reservoirs with input-scaling $j_{in} = 300 \times 10^9 \text{ Am}^{-2}$ and time-scaling $f = 4 \text{ GHz}$. The memory, nonlinearity and stability are spatially analysed. The results are shown in Fig 3. For the case of the skyrmion reservoir, we define stability as the difference between the magnetic states before and after the random input signal has been applied.

For both reservoirs, we can observe the well-studied trade-off between memory and nonlinearity [21, 14, 23] both spatially and globally.

Locally, regions of high nonlinearity correspond closely to regions of low memory, as seen predominantly in Fig 3(a) and less so in Fig 3(b). However, the metrics are not entirely orthogonal as regions or with both memory and nonlinearity do coexist. Physically, these regions of high nonlinearity appear where changes to the magnetic texture are greatest. This is reflected in the stability plots where the change in initial and final states of the reservoir is observed. Although this results in the fading memory property being violated, we argue that the material can still act as a reservoir provided the global structure of the texture is maintained. In the skyrmion reservoir case, changes to local structure can be due to individual skyrmions switching between a small group of
distinct pinning sites. However, this is not necessarily a problem as, once the reservoir is 'warmed up', the dynamics of the reservoir may lead to skyrmions constantly switching between pinning sites. The final pinning site upon removal of input is dependent on the local history of the input and hence, the time at which the signal is removed from the reservoir.

Globally, our analysis suggests that the high DMI reservoir has an overall higher mean memory capacity and lower mean nonlinearity for input $u(t)$ than the low DMI reservoir. As both high memory capacity and high nonlinearity are desirable for reservoir computing, we next analyse a skyrmion 'mixture reservoir' with a low to high DMI gradient. By mixing nonlinear and linear dynamics, we find that the skyrmion mixture reservoir has improved task performance over the low and high reservoirs. This complements the existing idea of an echo-state network-based 'mixture reservoir', where replacing small numbers of nonlinear nodes with linear nodes in the network improves their performance for time series forecasting tasks [14].

We implement the skyrmion mixture reservoir by modifying our original reservoir to possess a DMI gradient from low ($3.3 \times 10^{-3} \text{ Jm}^{-2}$) to high ($3.6 \times 10^{-3} \text{ Jm}^{-2}$) DMI along the axis parallel to the input current direction. We extend the reservoir geometrically along the same axis by a factor of four so that the DMI gradient is shallow. In Fig 4 we see that as a result of the DMI gradient, there is also a gradient in the nonlinearity and memory metrics.

We next apply the reservoir to a chaotic time-series prediction task. We use a Mackey-Glass [24] system to generate a chaotic time series, see Appendix for details. We input this series into the reservoir and train the read-out to predict the value of the series at $k$ steps in the future. The results for the prediction task are compared to the reservoirs with constant low and high DMI, extended to the same physical size as the gradient reservoir. The results of predicting up to 50 future steps are shown in Fig. 5 in which a minor performance improvement is obtained when using the gradient DMI 'mixture reservoir'.

**SUMMARY**

In this work, we have demonstrated how two independent, spatial metrics can be employed to locally quantify the properties of a reservoir computer in terms of nonlinearity and memory. Both metrics can be calculated in parallel using a small random dataset. This allows for a rapid evaluation of reservoir models and efficient screening of reservoir parameters for 'good' reservoir behaviour and tuning reservoir performance to purpose. For the particular reservoir computing model studied, the skyrmion reservoir, we find that dynamics in which both memory and nonlinear effects are present lead to improved task performance for the Mackey-Glass series prediction task.

The metrics can also be used to better understand which environments lead to memory and nonlinearity in physical systems. By creating conditions that lead to
desirable dynamics, one can parameterise reservoirs in a
guided manner to optimise a balance between nonlinearity and memory. For example, in the case of the skyrmion reservoir we achieve this by introducing a gradient in the DMI parameter. The spatial metrics also provide a path to effectively choose a readout structure guided by local contributions to memory and nonlinearity. For example, having fewer effectively placed readout nodes can reduce the number of model parameters, making the engineering of such devices more feasible.
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**Estimator Quality**

To measure the quality of the linear estimators for both nonlinearity, Eq. (3) and memory Eq. (5), we use the R² coefficient of determination. Consider the linear estimator

\[ \hat{y}(t) = \sum_i w_i u(t). \]  \hspace{1cm} (8)

We train the weights \( w \) of the estimator using the first 75% of our input \( u(t) \) and output \( y(t) \) samples, minimising the residual sum of squares error. Using the remaining 25% of input samples, we compare the corresponding estimated values \( \hat{y}(t) \) to the true value \( y(t) \) with

\[ R^2[\hat{y}, y] = \frac{\text{cov}^2(\hat{y}(t), y(t))}{\sigma^2(\hat{y}(t))\sigma^2(y(t))}. \]  \hspace{1cm} (9)

Here \( \sigma^2 \) is the variance and \( \text{cov} \) is the covariance. \( R^2[\hat{y}, y] \) is a measure for the estimators quality, ranging from zero (no correlation) to one (perfect prediction). In this work we use a total of 1000 data points for training and testing to measure estimator quality.

**Simulation Details for Skyrmion Reservoir**

The skyrmion reservoirs considered in this study were simulated using MuMax3 [22]. The homogeneous DMI reservoirs for the initial spatial analysis, were modelled with a 1024 by 1024 cell grid with a cell size of 1 nm, smaller than the exchange length of the simulated material. The gradient reservoir, along with additional homogeneous DMI reservoirs for comparing Mackey-Glass prediction performance, were modelled with a 4096 by 1024 cell grid.

We simulated the Co layer of Pt/Co/MgO [25], with the following material parameters: saturation magnetisation \( M_{\text{sat}} = 580 \text{kAm}^{-1} \), exchange constant \( A_{\text{ex}} = 15 \text{ pJm}^{-1} \), mean uniaxial anisotropy \( K_u = 0.8 \text{ MJm}^{-3} \), temperature \( T = 0 \text{ K} \), and we used an electrical current polarisation of 1. The DMI parameter is reservoir dependant, either \( 3.3 \times 10^{-3} \text{ Jm}^{-2} \) or \( 3.6 \times 10^{-3} \text{ Jm}^{-2} \). The anisotropy grain inhomogeneities were generated using a Voronoi tessellation [26] and have average size of 40 nm and anisotropy variance of 20% (see Fig. 2(a) of the main text), similar to the experimentally observed grains in [27]. In the simulations, we do not include anisotropic magneto-resistance effects and instead assume the material resistance to be constant.

We initialise the magnetic texture by first creating a skyrmion lattice and letting it relax to a metastable state. To further stabilise the system, we excite the texture with a random input current for 200 ns, then allow it to relax. This is to remove any low energy, initial instabilities in the reservoir and to obtain a metastable state with a higher energy barrier suitable for RC.

**Mackey-Glass Details**

The Mackey-Glass system is described by the equation [24]

\[ \frac{dx}{dt} = \frac{ax(t - \tau)}{1 + x^n(t - \tau)} - bx(t), \]  \hspace{1cm} (10)

where \( a = 0.2 \), \( b = 0.1 \), \( n = 10.0 \) and \( \tau = 23.0 \). Since the dynamics of the series generated by Eq. [10] are of a different timescale to the dynamics of the reservoir, we also scale time before using it as an input. This is done such that one unit of \( t \) in Eq. [10] is scaled to 1 ns of physical input. The input is coupled to the reservoir with input-scaling \( j_{\text{in}} = 3 \times 10^{11} \text{ Am}^{-2} \).
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