Abstract. Hybrid inverse problems are mathematical descriptions of coupled-physics (also called multi-waves) imaging modalities that aim to combine high resolution with high contrast. The solution of a high-resolution inverse problem, a first step that is not considered in this paper, provides internal information combining unknown parameters and solutions of differential equations. In several settings, the internal information and the differential equations may be described as a redundant system of nonlinear partial differential equations.

We propose a framework to analyze the uniqueness and stability properties of such systems. We consider the case when the linearization of the redundant system is elliptic and with boundary conditions satisfying the Lopatinskii conditions. General theories of elliptic systems then allow us to construct a parametrix for such systems and derive optimal stability estimates.

The injectivity of the nonlinear problem or its linearization is not guaranteed by the ellipticity condition. We revisit unique continuation principles, such as the Holmgren theorem and the uniqueness theorem of Calderón, in the context of redundant elliptic systems of equations.

The theory is applied to the case of power density measurements, which are internal functionals of the form $\gamma |\nabla u|^2$ where $\gamma$ is an unknown parameter and $u$ is the solution to the elliptic equation $\nabla \cdot \gamma \nabla u = 0$ on a bounded domain with appropriate boundary conditions.

1. Introduction

A recent class of (mostly medical) imaging modalities, called hybrid, coupled-physics, or multi-wave modalities offers the possibility to reconstruct high-contrast parameters of interest with high resolution. High contrast is important to discriminate between, say, healthy and non-healthy tissues. Resolution is important to detect anomalies at an early stage.

Such hybrid modalities typically involve two steps. In the first step, not considered in this paper, a high resolution modality takes as an input measurements performed at the boundary of a domain of interest and provides as an output internal functionals of the parameters of interest and of specific solutions of underlying partial differential equations describing the probing (medical imaging) mechanism. This paper is concerned with the second step, involving the quantitative reconstruction of the parameters from knowledge of said internal functionals. For recent books and reviews on hybrid inverse problems, we refer the reader to, e.g., [4, 6, 7, 32, 46, 52].

Most practically used hybrid inverse problems involve internal functionals that are polynomials in the parameters of interest and the specific solutions mentioned above. Combined with the equations describing the latter solutions, we observe that all available information represents a coupled, often redundant, system of nonlinear partial differential equations.
In some instances, local algebraic manipulations allow us to solve such a system explicitly. In the framework of functionals of solutions to second-order equations (and not of their derivatives), we refer the reader to, e.g., [14, 15, 17, 18, 19]. Such theories find applications in the quantitative step of the imaging modalities Photo-acoustic tomography, Thermo-acoustic tomography, Transient Elastography, and Magnetic Resonance Elastography; see also [24, 25, 37, 38, 45, 50]. In the framework of functionals of the gradients of solutions, which find applications in Ultrasound Modulated tomography and in Current Density Imaging, we refer the reader to, e.g., [5, 8, 9, 11, 12, 13, 16, 22, 27, 33, 39, 40, 41].

In many cases, explicit algebraic inversions may not be known or may not be applicable because not enough information is available. This paper proposes a framework to address several such problems when the linearization of the coupled system is elliptic. Hybrid inverse problems need not be elliptic; see the example of the 0-Laplacian in [8, 22] (also recalled below in section 2.6.1) or the Photo-acoustic problem as treated in, e.g., [14, 18]. However, when the number of internal functionals increases, the resulting hybrid system becomes more redundant and hence more likely to be elliptic. We consider such a setting in section 2. We recall that elliptic systems augmented with boundary conditions that satisfy the Lopatinskii conditions admit left-parametrices. This follows from the theory of Agmon-Douglis-Nirenberg [2, 3] and the extensions to redundant systems by Solonnikov [48]. The existence of parametrices allows us to solve the linear problem up to possibly a finite dimensional space. Along with the construction of a parametrix, elliptic regularity theory provides optimal stability results for the linearization of the hybrid inverse problem.

The analysis of elliptic hybrid inverse problems was first addressed in [34] by means of systems of pseudo-differential operators that were shown to be elliptic in the sense of Douglis and Nirenberg. The differential systems considered in this paper simplify the analysis of boundary conditions and hence of injectivity for the linearized and nonlinear hybrid inverse problems as we now describe.

The possible existence of a finite dimensional kernel for the linearized hybrid inverse problem prevents us from determining whether the available internal functionals uniquely determine the coefficients of interest. Moreover, the dimension of the finite dimensional kernel is not stable with respect to small perturbations, which prevents us from analyzing the uniqueness and stability properties of the nonlinear hybrid problem. A powerful methodology to obtain uniqueness results in the framework of elliptic systems of equations is the notion of unique continuation. In section 3, we revisit two classical notions of unique continuation. One is based on the Holmgren theorem, which we generalize to the setting of redundant systems considered in this paper. The second one is based on the use of Carleman estimates as they are formulated in Calderón’s uniqueness theorem. See [20, 21, 29, 30, 31, 36, 44, 53] for references on these unique continuation results. Several extensions of these results, following the presentation in [44], are given in the setting of redundant systems in section 3 with proofs postponed to the appendix.

Once a reasonable uniqueness result has been obtained for the linearization of the nonlinear hybrid inverse problem, several statements about uniqueness and iterative reconstruction procedures can be formulated for the nonlinear hybrid inverse problem. A constructive fixed point iteration method and a non-constructive local uniqueness result for the nonlinear problem are presented in section 4.
As an application of the conditions of ellipticity including boundary conditions and the conditions for unique continuation, we consider the case of power density internal functionals $H_j(x) = \gamma(x)|\nabla u_j|^2(x)$, where $u_j$ is the solution to $\nabla \cdot \gamma \nabla u_j = 0$ on an open domain $X \subset \mathbb{R}^n$ with boundary conditions $u_j = f_j$ on $\partial X$ for $1 \leq j \leq J$. For such a problem, we characterize the conditions under which the redundant problem is elliptic (for $J = 2$ in dimension $n = 2$ and $J = 3$ in higher dimension) and analyze cases in which a unique continuation principle (UCP) applies.

2. Inverse Problems with local internal functionals.

2.1. Systems of nonlinear partial differential equations. Let $\gamma$ be a set of constitutive parameters in (linear or nonlinear, scalar or systems of) partial differential equations of the form

$$L(\gamma, u_j) = 0 \quad \text{in} \quad X, \quad \tilde{B}u_j = f_j \quad \text{on} \quad \partial X, \tag{1}$$

where $L$ is a polynomial in the derivatives of the solution $u_j$ and those of $\gamma$ on the open domain $X \subset \mathbb{R}^n$, with $u_j$ augmented with boundary conditions on $\partial X$ for $1 \leq j \leq J$.

Let us now assume knowledge of the functionals $M(\gamma, u_j) = H_j$ in $X$, $1 \leq j \leq J$. \tag{2}

Several hybrid inverse problems may be recast in this general framework. More generally, we could have knowledge of functionals of the form $M(\gamma, u_i, u_j) = H_{ij}$, or functionals $M$ depending on more than two solutions $u_j$.

The above problem may thus be recast as a system of nonlinear partial differential equations for $(\gamma, \{u_j\})$:

$$L(\gamma, u_j) = 0 \quad \text{in} \quad X, \quad \tilde{B}u_j = f_j \quad \text{on} \quad \partial X, \quad 1 \leq j \leq J$$

$$M(\gamma, u_j) = H_j \quad \text{in} \quad X, \quad 1 \leq j \leq J. \tag{3}$$

The first relevant question for the inverse problem is whether the above system admits a unique solution. Since the solutions $u_j$ are uniquely determined by knowledge of $\gamma$, we are primarily interested in finding a unique solution to the parameters $\gamma$. The strategy followed in [34] consists of writing a system of pseudo-differential equations for $\gamma$. Considering the higher-dimensional coupled system of equations for $(\gamma, \{u_j\})$ allows us to simplify the analysis of the uniqueness question for (3).

The second question pertains to the stability properties of the reconstruction. Provided that the solution to the inverse problem is unique, we wish to understand how perturbations in the information $\{H_j\}$ propagates to the reconstruction of $\gamma$.

The uniqueness and stability properties of the system depend on the number of acquired internal functionals $J$ and on the way the medium was probed via the boundary conditions $\{f_j\}$. Understanding how the uniqueness and stability properties are affected by changes in $J$ and the boundary conditions $\{f_j\}$ is the third question we wish to (very partially) answer.

2.2. Linearization. Some problems of the form (3) can directly be solved as non-linear systems. For instance, when $L$ is a linear second-order equation in $u_j$ and $M(\gamma, u_j) = u_j$ the solution itself, the full non-linear problem is analyzed in [17, 19].
For many problems in which direct reconstruction procedures may not readily be available, it is fruitful to analyze the linearization of (3). Neglecting boundary conditions at first, this yields

\[
\partial_\gamma L(\gamma, u_j) \delta \gamma + \partial_u L(\gamma, u_j) \delta u_j = 0 \quad \text{in } X, \quad 1 \leq j \leq J
\]
\[
\partial_\gamma M(\gamma, u_j) \delta \gamma + \partial_u M(\gamma, u_j) \delta u_j = \delta H_j \quad \text{in } X, \quad 1 \leq j \leq J.
\]

(4)

Note that the above differential operators may all be of different orders. With \( v = (\delta \gamma, \{ \delta u_j \}) \), we may recast the above system as

\[
\mathcal{A} v = \mathcal{S},
\]

(5)

for an implicitly defined source \( \mathcal{S} \). Let us assume that each \( u_j \) is a scalar solution and that each \( H_j \) is also a scalar information. Then \( \mathcal{A} \) is a system of differential operators of size \( 2J \times (J + M) \), where \( M \) is the number of scalar functions describing \( \gamma \). Note that for \( J < M \), the above system is under-determined. We consider here the case \( J \geq M \).

In several practical problems, \( J = M \) gives rise to a determined system \( \mathcal{A} \) that is either not invertible, or invertible with non-optimal stability properties. It is therefore also fruitful to consider the setting with \( J > M \).

2.3. Ellipticity. In applications, \( L \) is often a linear, elliptic, operator in the variables \( \{ u_j \} \). Adding the constraints (2), however, may render the coupled system (3) or its linear version (4) non-elliptic. One fruitful strategy to solve (5) on the whole domain \( \{ \} \) is therefore to “ellipticize” \( \mathcal{A} \), i.e., to find a number of constraints \( J \) sufficiently large so that \( \mathcal{A} \) is elliptic, provided that such a \( J \) exists.

What we mean by elliptic is defined as follows. For each \( x \in X \), \( \mathcal{A}(x, D)_{ij} \) is a polynomial in \( D = (\partial_{x_1}, \ldots, \partial_{x_n}) \) for \( 1 \leq i \leq 2J \) and \( 1 \leq j \leq J + M \). We define the principal part \( \mathcal{A}_0 \) of \( \mathcal{A} \) in the sense of Douglis and Nirenberg [26]. For each row \( 1 \leq i \leq 2J \) of the system, we associate an integer \( s_i \) and for each column \( 1 \leq j \leq J + M \) of the system an integer \( t_j \). We normalize these integers by assuming that \( \max(s_i) = 0 \).

We assume that \( \mathcal{A}_{ij}(x, D) \) is a polynomial in \( D \) of degree not greater than \( s_i + t_j \). Then \( \mathcal{A}_{0,ij}(x, D) \) is the part of the polynomial in \( \mathcal{A}_{ij}(x, D) \) of degree exactly equal to \( s_i + t_j \).

When all differential operators in (4) are of the same order \( t \), then we may choose \( s_i = 0 \) and \( t_j = t \), in which case \( \mathcal{A}_0(x, D) \) is composed of entries that are homogeneous polynomials of degree \( t \) in \( D \). Many practical problems arise in forms in which the differential operators in (4) have different orders.

We say that \( \mathcal{A} \) is elliptic when the matrix \( \mathcal{A}_0(x, \xi) = \{ \mathcal{A}_{0,ij}(x, \xi) \} \), the symbol of the operator \( \mathcal{A}_0 \), is full-rank (i.e., of rank \( J + M \) here) for all \( \xi \in S^{n-1} \) the unit sphere and all \( x \in \bar{X} \).

Being full-rank is “more likely” when \( J \) is large, i.e., when \( \mathcal{A} \) is over-determined. It is then useful to acquire redundant information \( H_j \) until (5) above is elliptic because elliptic systems enjoy more favorable (and in fact optimal) stability estimates than non-elliptic systems.

2.4. Lopatinskii boundary conditions. Let us assume that we have been able to prove that \( \mathcal{A} \) was a redundant elliptic system of equations. Then the system can be solved, up to possibly a finite dimensional subspace, when it is augmented by boundary conditions that satisfy the Lopatinskii criterion. This is defined as follows; see [48].
We consider the system

\[ A v = S \text{ in } X, \quad B v = \phi \text{ on } \partial X, \]  

where \( B(x, D) \) is a \( Q \times (J + M) \) matrix with entries \( B_{ij}(x, D) \) that are polynomial in \( D \) for each \( x \in \partial X \). We denote by \( b_{ij} \) the order of \( B_{ij} \) and by \( \sigma_i = \max_j (b_{ij} - t_j) \).

Then \( B_0(x, D) \) is the principal part of \( B \) and consists of entries \( B_{0,ij}(x, D) \) defined as the polynomials of \( B_{ij}(x, D) \) of degree exactly equal to \( \sigma_i + t_j \).

The Lopatinskie conditions are defined as follows. For each \( x \in \partial X \), we denote by \( \nu(x) \) the outward unit normal to \( B \). Then for each \( D \) sufficiently regular. More precisely, with 

\[ A_0(x, i\zeta + \nu(x) \frac{d}{dz})u(z) = 0 \text{ in } z > 0 \]

\[ B_0(x, i\zeta + \nu(x) \frac{d}{dz})u(z) = 0 \text{ at } z = 0. \]

We assume that for each \( x \in \partial X \), the only solution to the above system such that \( u(z) \rightarrow 0 \) as \( z \rightarrow \infty \) is \( u \equiv 0 \). This is the Lopatinskie condition for \( (A, B) \). We then also say that \( B \) covers \( A \).

The above conditions need to be verified for the specific problems being considered. In some situations, the boundary conditions provided by (1) (or their linearization) generate a cover of \( A \). In other situations, they need to be augmented with additional boundary conditions for \( \delta u_j \) as well as for \( \delta \gamma \) as we shall see.

When \( A \) is elliptic and \( B \) covers \( A \), we say that \( (A, B) \) is an elliptic system.

### 2.5. Parametrices and stability estimates.

Following work in [2, 3, 26] on determined systems, the case of overdetermined elliptic systems was treated in [48]. The salient feature of these works is that the operator \( A = (A, B) \) admits a left-parametrix (a left-regularizer) in the following sense. Let \( (S, \phi) \) in (6) be in the space

\[ \mathcal{R}(p, l) = W^{l-s_1}_p(X) \times \ldots \times W^{l-s_{2J}}_p(X) \times W^{l-\sigma_1-\frac{1}{p}}_p(\partial X) \times \ldots \times W^{l-\sigma_q-\frac{1}{p}}_p(\partial X), \]

for some \( l \geq 0 \) and \( p > 1 \) and let us assume that \( (A, B) \) is a bounded operator from

\[ v \in \mathcal{U}(p, l) = W^{l+t_1}_p(X) \times \ldots \times W^{l+t_J}_p(X) \]

to \( (A, B)v = (S, \phi) \in \mathcal{R}(p, l) \). Such is the case when the coefficients of \( A \) and \( B \) are sufficiently regular. More precisely, with \( l \) sufficiently large so that \( p(l - s_i) > n \) for all \( 1 \leq i \leq 2J \) (to simplify; see [48] for slight generalizations), we assume that \( A_{ij} \) is a sum of homogeneous operators of degree \( s_i + t_j - \kappa \) for \( 0 \leq \kappa \leq s_i + t_j \) and that the coefficients of these operators are of class \( W^{l-s_i}_p(X) \). Moreover, assuming \( l \) large enough so that \( p(l - \sigma_q) > n \) as well for \( 1 \leq q \leq Q \), we assume that \( B_{qj} \) is a sum of homogeneous operators of degree \( \sigma_q + t_j - \kappa \) for \( 0 \leq \kappa \leq \sigma_q + t_j \) and that the coefficients of these operators are of class \( W^{l-\sigma_q-\frac{1}{p}}_p(\partial X) \). Here \( W^{s}_p(\partial X) \) is the standard Sobolev space of functions with \( s \) derivatives that are \( p \)-integrable in \( X \) with standard extensions for \( s \) not an integer [1].

The main result in [48] is the existence of a bounded operator \( R \) from \( \mathcal{R}(p, l) \) to \( \mathcal{U}(p, l) \) such that

\[ RA = I - T, \]

where \( I \) is the identity operator and \( T \) is compact in \( \mathcal{U}(p, l) \). When 1 is not in the spectrum of \( T \) so that \( I - T \) is invertible, then \( A \) is invertible with bounded inverse.
However, 1 could very well be in the spectrum of $T$, in which case $\dim \ker A$ is finite but positive.

Moreover, we have the following stability estimate

$$
\sum_{j=1}^{J+M} \|v_j\|_{W^{j,j}(X)} \leq C \left( \sum_{i=1}^{2J} \left\| S_i \right\|_{W^{j-i}(X)} + \sum_{i=1}^{Q} \left\| \phi_i \right\|_{W^{j-i,1-\frac{1}{p}}(\partial X)} \right) + C_2 \sum_{t_j > 0} \|v_j\|_{L^p(X)},
$$

for some constants $C > 0$ and $C_2 > 0$.

The presence of $C_2 > 0$ indicates the possibility that $A$ may not be invertible. The presence of finite dimensional kernels is a serious difficulty in the analysis of the nonlinear problem (3) because such a dimension is not stable with respect to perturbations. What we can ensure is that for $A_1$ sufficiently small, then $\dim \ker (A + A_1) \leq \dim \ker A$; see, e.g., [31].

Whether we can choose $C_2 = 0$ above, i.e., whether $A$ is invertible, depends on lower-order terms that are not captured by the principal part $(A_0, B_0)$. Their analysis can prove quite complicated in practical settings and we do not follow that route here. Instead, our aim is to modify $A$ so that a unique continuation principle may be applied.

In section 3, we augment the properly modified system $(A, B)v = (S, \phi)$ with additional boundary conditions, which in some cases allow us to obtain injectivity results.

Note that the parametrix $R$ is clearly not unique. It is theoretically constructive, as can be seen by following the proof in [3, 48]. However, its practical, for instance numerical, implementation is not straightforward. The modified, higher-order, systems proposed later in the section offer a more direct numerical inversion procedure.

2.6. Example of power-density measurements. To illustrate the theoretical result of this paper, we consider the example of the reconstruction of a scalar coefficient from knowledge of the so-called power density measurements. Consider the scalar elliptic equation

$$
\mathcal{L}(\gamma, u_j) := \nabla \cdot \gamma \nabla u_j = 0 \quad \text{in} \quad X, \quad u_j = f_j \quad \text{on} \ \partial X, \quad 1 \leq j \leq J.
$$

Here, $X$ is an open domain in $\mathbb{R}^n$ for $n \geq 2$ with smooth boundary $\partial X$. The objective is to reconstruct the scalar coefficient $\gamma$, uniformly bounded above and below by positive constants, from knowledge of the power densities

$$
H_j(x) = \mathcal{M}(\gamma, u_j) := \gamma(x) |\nabla u_j|^2, \quad x \in X, \quad 1 \leq j \leq J,
$$

where $u_j$ is the solution to (10).

This problem and some variations have received significant theoretical and numerical analyses in recent years; see, e.g., [5, 8, 9, 16, 22, 27, 33, 34, 41]; generalizations for anisotropic coefficients $\gamma$ can be found in [11, 12, 40, 39]. Explicit reconstruction procedures exist when the number of internal functionals $J$ is sufficiently large; see [9, 11, 22, 41, 39]. The case $J = 1$, which does not correspond to an elliptic system, was analyzed in [8]. The main features of this analysis are recalled in section 2.6.1. For intermediate values of $J$, the above hybrid inverse problem may not have an explicit reconstruction but may still be modeled by a redundant elliptic system. Such a problem was also analyzed in [33, 34]. The conditions of ellipticity of the system $(A, B)$ are described in detail in section 2.6.2. A modified system is presented in 2.6.5, whereas optimal stability estimates of the form (9) are presented in section 2.6.6 for the power density measurement problem.
2.6.1. The 0--Laplacian when $J = 1$. When $J = 1$, the $2 \times 2$ system of nonlinear partial differential equations is formally determined with two unknown coefficients $(\gamma, u_1)$. The elimination of $\gamma$ from such a system is in fact straightforward and we obtain the equation for $u := u_1$ (with $H := H_1$) given by

$$\nabla \cdot \frac{H(x)}{|\nabla u|^2} \nabla u = 0 \quad \text{in} \quad X, \quad u = f \quad \text{on} \quad \partial X. \quad (12)$$

The above equation may be transformed as

$$(I - 2\hat{\nabla}u \otimes \hat{\nabla}u) : \nabla^2 u + \nabla \ln H \cdot \nabla u = 0 \quad \text{in} \quad X, \quad u = f \quad \text{and} \quad \frac{\partial u}{\partial \nu} = j \quad \text{on} \quad \partial X. \quad (13)$$

Here $\hat{\nabla}u = \frac{\nabla u}{|\nabla u|}$ and we introduced Cauchy data on $\partial X$ anticipating the fact that (13) is a quasilinear strictly hyperbolic equation, at least provided that $\hat{\nabla}u$ is defined. Indeed, we observe that the operator $(I - 2\hat{\nabla}u \otimes \hat{\nabla}u) : \nabla^2$ is hyperbolic with respect to the (unknown) direction $\hat{\nabla}u$.

The above problem is analyzed in [8]. The two salient features of that analysis are: (i) unique reconstructions of $u$, and hence $\gamma$, are guaranteed only on part of the domain $X$; see [8]; and (ii) the stability estimates are sub-elliptic: first-order derivatives of $u$ are controlled by the gradient of $H$ rather than second-order derivatives as would be the case if $(I - 2\hat{\nabla}u \otimes \hat{\nabla}u) : \nabla^2$ was replaced by an elliptic operator. For $\gamma$, this translates into an inequality of the following form. Let $\hat{H}$ and $\tilde{H}$ be two measurements corresponding to the pairs $(u, \gamma)$ and $({\tilde{u}}, {\tilde{\gamma}})$, respectively. Assume that the Cauchy data of $u$ and $\tilde{u}$ agree on $\partial X$. Then we find that on an appropriate (see [8]) subdomain $O \subset X$, we have the following stability estimate:

$$\|\gamma - \tilde{\gamma}\|_{L^2(O)} \leq C\|\nabla H - \nabla \tilde{H}\|_{L^2(O)}. \quad (14)$$

As we shall see below, this estimate is sub-optimal (with a loss of one derivative) when compared to elliptic estimates of the form (9). It is however optimal for (principally normal) operators of principal type [29].

2.6.2. Linearization and ellipticity. The linearization of the above problem with $J = 1$ is a hyperbolic equation. We now wish to show that redundancy in the data ($J \geq 2$) allows us to render the system elliptic under some conditions. We consider two ways to obtain elliptic systems of equations.

We first linearize the coupled system (10)-(11) about solutions $(\gamma, u_j)$ and obtain

$$\nabla \cdot \delta \gamma \nabla u_j + \nabla \cdot \gamma \nabla \delta u_j = 0 \quad \text{in} \quad X$$
$$\delta |\nabla u_j|^2 + 2\gamma \nabla u_j \cdot \nabla \delta u_j = \delta H_j \quad \text{in} \quad X$$
$$\delta u_j = 0 \quad \text{on} \quad \partial X. \quad (15)$$

We define

$$F_j = \nabla u_j \quad (16)$$

and assume that $|F_j| \geq c_0 > 0$ is bounded from below by a positive constant uniformly. Such an assumption is valid for and appropriate open set of boundary conditions $f_j$; see, e.g., [7, 9, 17, 18] for details of constructions based on complex geometric optics solutions or unique continuation principles, which we do not reproduce here.
Let $A_J$ be the operator applied to $\delta v = (\delta \gamma, \{\delta u_j\})$ in the above system. Its principal part $P_J$ has for (principal) symbol $p_j$ a $2J \times (J + 1)$ matrix given by

$$p_J(x, \xi) = \begin{pmatrix}
|F_1|^2 & 2\gamma F_1 \cdot i\xi & \ldots & 0 \\
F_1 \cdot i\xi & -\gamma |\xi|^2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
|F_{J+1}|^2 & 0 & \ldots & 2\gamma F_J \cdot i\xi \\
F_J \cdot i\xi & 0 & \ldots & -\gamma |\xi|^2 \\
\end{pmatrix} \quad (17)$$

When $J = 1$, the determinant of $p_J$ is given by $\gamma |F_1|^2(2(\hat{F}_1 \cdot \xi)^2 - |\xi|^2)$, which is hyperbolic with respect to $F_1$ as seen in section 2.6.1 above. The above system is in Douglis-Nirenberg form for $s_{2k} = 1$, $s_{2k+1} = 0$, $t_1 = 0$, $t_j = 1$ for $j \geq 2$.

When $J \geq 1$, we observe that the sub-determinants with the largest number of powers of $|\xi|^2$ are of the form

$$\gamma^J |\xi|^{2(J-1)} |F_j|^2 q_j(x, \xi), \quad q_j(x, \xi) := 2(\hat{F}_j(x) \cdot \xi)^2 - |\xi|^2.$$  

We thus obtain that $p_J(x, \xi)$ is injective if the quadratic forms $q_j(x, \xi) = 0$ for all $1 \leq j \leq J$ imply that $\xi = 0$.

**Definition 2.1.** Define the quadratic forms and operators

$$q_j(x, \xi) = 2(\hat{F}_j \cdot \xi)^2 - |\xi|^2, \quad P_j(x, D) = \Delta - 2\hat{F}_j \otimes \hat{F}_j : \nabla \otimes \nabla. \quad (18)$$

Here $\hat{F}_j(x)$ are vector fields of unit vectors defined on $X$. We say that the family $\{q_j\}$ or $\{P_j\}$ is elliptic at $x$ if

$$q_j(x, \xi) = 0 \quad \text{for all } 1 \leq j \leq J \quad \text{implies} \quad \xi = 0. \quad (19)$$

We say that such families are elliptic in $X$ if they are elliptic in at all points $x \in X$.

We can then prove the

**Lemma 2.2.** We assume that $F_j := \nabla u_j$ is such that $|F_j|$ is bounded from below by a positive constant on $\bar{X}$ for all $1 \leq j \leq J$.

The operator $A_J$ defined in (15) with principal symbol given in (17) is elliptic in $\bar{X}$ if and only if the above family of quadratic forms $\{q_j\}$ is elliptic in $\bar{X}$.

**Proof.** We have already seen the sufficiency of the condition. Let us prove its necessity and assume that $p_J(x, \xi)$ is maximal rank for $x \in X$ and $\xi \neq 0$. This means that one determinant of $(J + 1) \times (J + 1)$ sub-matrices of $p_J$ is non-vanishing. Each column of $p_J$ beyond the first one has two non-vanishing entries. For all $1 \leq j \leq J$ except for one entry $j_0$, then either $-\gamma(x)|\xi|^2$ or $2\gamma F_j \cdot i\xi$ appears as a multiplicative factor in the determinant of the sub-matrix. Since $\gamma(x)|\xi|^2$ never vanishes, we may discard the determinant involving $2\gamma F_j \cdot i\xi$. We thus obtain that if one determinant of a sub-matrix does not vanish, then that determinant may be chosen as $\gamma^s |\xi|^{2(J-1)} |F_{j_0}|^2 q_{j_0}(x, \xi)$. Since by assumption $\gamma^s |\xi|^{2(J-1)} |F_{j_0}|^2$ is bounded away from 0, we observe that the injectivity of $p_J$ implies that (at least) one of the quadratic forms $q_j(x, \xi)$ does not vanish. Thus, $A_J$ being elliptic implies that $\{q_j\}$ is elliptic in the sense of definition 2.1. □

The ellipticity of $A_J$ is thus a consequence of the fact that the null cones of quadratic forms intersect only at 0. We have the following properties:
Proposition 2.3. (i) Let \( x \in \mathbb{R}^2 \) and assume that \( \hat{F}_1(x) \) and \( \hat{F}_2(x) \) are neither parallel nor orthogonal. Then the corresponding \((q_1, q_2)\) in (18) form an elliptic family at \( x \).

(ii) In dimension \( n \geq 2 \), let \( \hat{F}_1(x) \) and \( \hat{F}_2(x) \) be two different directions and define \( \hat{F}_3(x) = \alpha \hat{F}_1(x) + \beta \hat{F}_2(x) \) with \( \alpha \beta \neq 0 \) such that \( |\hat{F}_3(x)| = 1 \). Then the corresponding \((q_1, q_2, q_3)\) in (18) form an elliptic family at \( x \).

(iii) In dimension \( n \geq 3 \), a family \((q_1, q_2)\) is never elliptic at a given point \( x \) independent of the choice of \( F_1, \hat{F}_2 \).

Proof. (i) In dimension \( n = 2 \), it is clear that the null cones (where \( q_j \) vanishes, two lines of vectors \( \xi \) in \( \mathbb{R}^2 \)) coincide if and only if \( \hat{F}_1 \) and \( \hat{F}_2 \) are either parallel or orthogonal.

(ii) The result is obvious if \( \hat{F}_1 = \pm \hat{F}_2 \). Assume otherwise and let \( F_3 \) be a unit vector orthogonal to \( \hat{F}_1 \) and \( \hat{F}_2 \). Assume \( \hat{F}_1 \cdot \hat{F}_2 \geq 0 \) for otherwise change the sign of \( \hat{F}_2 \) (which does not modify the quadratic forms \( q_j \)). \( \xi \) belongs to the intersection of the null cones \( \{ q_j(x, \xi) = 0 \} \) for \( j = 1, 2 \) if \( 2(\hat{F}_1 \cdot \xi)^2 = 2(\hat{F}_2 \cdot \xi)^2 = |\xi|^2 \). Define \( \xi = \hat{F}_1 + \hat{F}_2 + \lambda F_3 \). The first constraint is satisfied when \( 2(1 + \hat{F}_1 \cdot \hat{F}_2)^2 = |\hat{F}_1 + \hat{F}_2|^2 + \lambda^2 \), i.e., when \( \lambda = \pm (2\hat{F}_1 \cdot \hat{F}_2 + 2(\hat{F}_1 \cdot \hat{F}_2)^2)^{\frac{1}{2}} \). But then it is clear that this \( \xi \neq 0 \) also belongs to the second cone so that \((q_1, q_2)\) is not elliptic.

(ii) Let us assume that \( \hat{F}_3 = \alpha \hat{F}_1 + \beta \hat{F}_2 \) with \( \alpha \beta \neq 0 \). Then \( \xi \) belongs to the three null cones if

\[
\left( \frac{\alpha \hat{F}_1 + \beta \hat{F}_2}{|\alpha \hat{F}_1 + \beta \hat{F}_2|}, \xi \right) = \frac{1}{2} |\xi|^2 = (\hat{F}_1 \cdot \xi)^2 = (\hat{F}_2 \cdot \xi)^2.
\]

Expanding the first constraint, we get

\[
\alpha^2(\hat{F}_1 \cdot \xi)^2 + \beta^2(\hat{F}_2 \cdot \xi)^2 + 2\alpha \beta \hat{F}_1 \cdot \hat{F}_2 \cdot \xi = \frac{1}{2} |\xi|^2(\alpha^2 + \beta^2 + 2\alpha \beta \hat{F}_1 \cdot \hat{F}_2).
\]

The last two constraints imply that \( 2\hat{F}_1 \cdot \xi \hat{F}_2 \cdot \xi = \varepsilon |\xi|^2 \) with \( \varepsilon = \pm 1 \). Combined with the latter, they also imply that

\[
\alpha \beta \varepsilon = \alpha \beta \hat{F}_1 \cdot \hat{F}_2.
\]

Since \( \alpha \beta \neq 0 \), this can only occur if \( \hat{F}_1 = \pm \hat{F}_2 \), which is a contradiction. \( \square \)

From the practical point of view, this result says that if \( F_1 = \nabla u_1 \) and \( F_2 = \nabla u_2 \) are not parallel, then the internal functionals \( H_j \) for \( u_1, u_2 \), and \( u_1 + u_2 \) (with \( F_3 = \nabla(u_1 + u_2) = \nabla u_1 + \nabla u_2 \)) generate three quadratic forms \( q_j \), \( 1 \leq j \leq 3 \) that form an elliptic family. Such internal functionals are obtained by choosing three boundary conditions of the form \( f_1, f_2, \) and \( f_3 = f_1 + f_2 \). This result holds for all \( n \geq 2 \).

2.6.3. Sufficient conditions for ellipticity. We have thus obtained the following result.

In dimension \( n = 2 \), \( J \geq 2 \) is necessary for \( A_J \) to be elliptic. Moreover, \( J = 2 \) is sufficient when \( n = 2 \) if \( \nabla u_1 \) and \( \nabla u_2 \) are nowhere parallel or orthogonal. In dimension \( n \geq 3 \), \( J \geq 3 \) is necessary for \( A_J \) to be elliptic. Moreover, \( J = 3 \) is sufficient for \( A_J \) to be elliptic in all dimensions \( n \geq 2 \) by choosing as boundary conditions, e.g., \((f_1, f_2, f_1 + f_2)\) provided that \( \nabla u_1 \) and \( \nabla u_2 \) are nowhere parallel.

2.6.4. Boundary conditions and Lopatinskii condition. In order to obtain an optimal theory of stability estimates, the system needs to be augmented with boundary conditions that satisfy the Lopatinskii condition. Dirichlet conditions on \( \delta u_j \) and no condition on
\[ \delta u_j(0) = 0, \quad (iF_j \cdot \zeta + F_j \cdot N \partial_z)\delta \gamma + \gamma (i\zeta + \partial_z)^2 \delta u_j = 0, \]
\[ |F_j|^2 \delta \gamma + 2\gamma (iF_j \cdot \zeta + F_j \cdot N \partial_z) \delta u_j = 0, \quad z > 0 \]

with \( v(z) \) vanishing as \( z \to \infty \) for \( N = \nu(x) \) at \( x \in \partial X \) and \( z \) coordinate along \(-N\).

Eliminating \( \delta \gamma \) as earlier, we deduce that
\[ \left( |F_j|^2 (i\zeta + \partial_z)^2 - 2(iF_j \cdot \zeta + F_j \cdot N \partial_z)^2 \right) \delta u_j = 0 \]

The leading term of the above second order equation with constant coefficients is \( |F_j|^2 q_j(x, N) \partial_z^2 \). If \( q_j(x, N) \neq 0 \) for some \( j = j_0 \), which is the condition for joint ellipticity described in definition 2.1, then the same proof showing that Dirichlet conditions cover the Laplace operator show that \( \delta u_{j_0} = 0 \). We then deduce that \( \delta \gamma = 0 \) from the second line in (20) and by ellipticity on the first line in (20) that all \( \delta u_j = 0 \) and hence \( v \equiv 0 \).

Let us define the spaces \( X' = W_p^l(X) \times W_p^{l+1}(X; \mathbb{R}^J) \) and \( Y^i = W_p^l(X; \mathbb{R}^{2J}) \) with \( l \) large enough so that the latter spaces are all algebras; i.e., \( pl > n \). We also define \( Y^{\partial} = W_p^{l+1-\frac{1}{2}}(X; \mathbb{R}^J) \) for the traces of \( \delta u_j \) on \( \partial X \), which vanish by construction. Then we observe that \( (A, B) \) in (15) maps \( \mathcal{U}(p, l) = X' \rightarrow \mathcal{R}(p, l) = Y^i \times Y^{\partial} \). Moreover, the coefficients \( \gamma \) and \( u_j \) appearing in the definition of \( A \) belong to \( W_p^l(X) \) and \( W_p^{l+1}(X; \mathbb{R}^J) \), respectively, by assumption for \( \gamma \) and by elliptic regularity for \( u_j \) solution of the elliptic problem (10).

2.6.5. Elimination and ellipticity. The above system involves \( J+1 \) unknowns. Strategies to lower the dimension of the system include: (i) eliminating \( \gamma \) as we did in obtaining (12); or (ii) eliminating all \( u_j \). The second strategy follows from the observation
\[ \delta u_j = L^{-1}_\gamma (\nabla \cdot \delta \gamma \nabla u_j), \quad L_\gamma = -\nabla \cdot \gamma \nabla, \]

with \( L_\gamma^{-1} \) defined by solving \( L_\gamma \) with vanishing Dirichlet conditions.

The result is a redundant system of the form \( P_j \delta \gamma = \delta H_j \) where \( P_j \) is a pseudo-differential operator with principal symbol given by \( |F_j|^2 q_j(x, \xi) \). The redundant system for \( \delta \gamma \) is therefore elliptic under the same conditions as those for (17) above. The main difficulty is that \( P_j \) is no longer local (no longer a (system of) partial differential equation). It is not clear how one may approach the question of uniqueness for such a system. The unique continuation principles presented in section 3 do not apply directly. See [34] for an analysis of such a method.

The first strategy based on the elimination of \( \delta \gamma \) preserves the differential structure of the original system since \( \delta \gamma \) appears undifferentiated in the second equation in (15). We find that
\[ \nabla \cdot \gamma \left( -\nabla \delta u_j + 2\hat{F}_j \hat{F}_j \cdot \nabla \delta u_j \right) = \nabla \cdot \frac{\delta H_j}{|F_j|^2} F_j. \]

The symbol for such an equation is then given by \( \gamma q_j(x, \xi) \) so that the above equation is not elliptic, as we already know. However, the elimination of \( \delta \gamma \) also provides the constraint
\[ 2\gamma \frac{1}{|F_j|^2} F_j \cdot \nabla \delta u_j = \frac{\delta H_j}{|F_j|^2} = 2\gamma \frac{1}{|F_k|^2} F_k \cdot \nabla \delta u_k - \frac{\delta H_k}{|F_k|^2} \quad 1 \leq j < k \leq J. \]
It turns out that the combination of (21) with (22) makes the redundant system for the \( \{ u_j \} \) elliptic provided \( q_j(x, \xi) = 0 \) for all \( j \) implies that \( \xi = 0 \) as above. To see this, assume that
\[
q_j(x, \xi) \delta u_j = 0, \quad |F_k|^2 F_j \cdot \xi \delta u_j = |F_j|^2 F_k \cdot \xi \delta u_k.
\]
Let \( \xi \neq 0 \). Then, not all \( q_j(x, \xi) \) vanish. Assume that \( q_1(x, \xi) \neq 0 \). Then \( \delta u_1 = 0 \) so that \( F_j \cdot \xi \delta u_j = 0 \) for all \( j \geq 2 \). However, \( F_j \cdot \xi \) and \( q_j(x, \xi) \) cannot vanish at the same time so that \( \delta u_j = 0 \). This shows the injectivity of the symbol of the redundant system, which is easily found to be in Douglis-Nirenberg form.

Moreover, unlike the redundant system of strategy (ii), the above system (21)-(22) is differential. It may therefore be augmented with boundary conditions that satisfy the Lopatinskii conditions. We leave the details to the reader to verify, as we did in (20), that such conditions are satisfied for Dirichlet conditions \( \delta u_j = 0 \) on \( \partial X \) under the same conditions guaranteeing ellipticity in \( X \). The above system for the \( \{ \delta u_j \} \) is therefore elliptic when the family of quadratic forms \( \{ q_j \} \) is elliptic.

2.6.6. Stability estimates. Both systems of differential equations for \( (\delta \gamma, \{ \delta u_j \}) \) and for \( (\{ \delta u_j \}) \) after elimination of \( \delta \gamma \) are elliptic with Dirichlet conditions for \( \delta u_j \) under the conditions stated, e.g., in Proposition 2.3. We may therefore apply the general theory of elliptic redundant systems described above and obtain a parametrix for both systems. Moreover, in both cases, we obtain the following stability estimates
\[
\| \delta \gamma - \delta \tilde{\gamma} \|_{W^p(X)} + \sum_{j=1}^J \| \delta u_j - \delta \tilde{u}_j \|_{W^{p+1}(X)} \leq C \sum_{j=1}^J \| \delta H_j - \delta \tilde{H}_j \|_{W^p(X)} + C_2 \sum_{j=1}^J \| \delta H_j - \delta \tilde{H}_j \|_{L^p(X)}.
\]
(23)
In other words, \( \delta \gamma \) and \( \nabla \delta u_j \) are reconstructed from \( \delta H_j \) with no loss of derivative, unlike the construction in (14). However, we are not guaranteed that any of the linear systems is indeed invertible, and hence the presence of the last term on the right-hand-size in (23). Proving the injectivity of the above systems is much more delicate than proving their ellipticity. The following section proposes some generic strategies to do so.

2.6.7. Generalization to similar models. The results presented above generalize to the setting where the internal functionals are of the form
\[
H_j(x) = \gamma^\alpha |\nabla u_j|^2,
\]
where \( \alpha \geq 0 \). The case \( \alpha = 1 \) was treated above. The case \( \alpha = 2 \) corresponds to the setting of CDII and MREIT [42, 47]. As shown, e.g., in [34, 41], the coupled problem is elliptic with \( J = 1 \) for \( \alpha > 2 \), is degenerate elliptic for \( \alpha = 2 \), and is hyperbolic for \( \alpha < 2 \). The cases \( \alpha \geq 2 \) become elliptic for \( J \) chosen sufficiently large. We do not consider these extensions further here.

2.7. Sufficient conditions for ellipticity. To summarize the above derivation, we have modeled the nonlinear hybrid inverse problem as a coupled system of nonlinear partial differential equations (3). Its linearization is then given by (4). These systems have \( J + M \) unknowns for \( 2J \geq J + M \) equations. When \( J \) is large compared to \( M \), we expect the principal part \( A_0 \) of \( A \) in the Douglis-Nirenberg sense to be elliptic since a redundant matrix is “more likely” to be full-rank than a less elongated matrix.
The matrix $A_0$ is full rank if we can prove that, for well chosen boundary conditions $f_j$, the internal functionals $H_j$ are sufficiently independent. Such a result is problem-dependent. In the setting of power-density measurements, we have obtained that the boundary conditions $f_j$ were well-chosen if the quadratic form $q_j(x, \xi)$ were jointly elliptic at each point $x \in \bar{X}$. A sufficient condition to do so is to choose two boundary conditions $f_1$ and $f_2$ such that $F_1 = \nabla u_1$ and $F_2 = \nabla u_2$ are nowhere co-linear (for the quadratic forms corresponding to the three boundary conditions $f_1$, $f_2$, and $f_1 + f_2$ are then jointly elliptic).

Strategies to ensure that, e.g., $\nabla u_1$ and $\nabla u_2$ are nowhere co-linear have been presented in, e.g., [8, 9, 18, 17], see also the review [7]. Such strategies are based on the use of Complex Geometrical Optics when the latter are available, or on the use on local construction and unique continuation properties of the operators in (1) as described in [17]. In both settings, it is proved that qualitative properties of solutions to elliptic equations, such as for instance the independence of gradients of solutions, hold for an open set of boundary conditions $f_j$. More explicit constructions of such boundary conditions are also proposed in [10].

3. Injectivity results for the linearized problem

In this section, we consider two methods to obtain injectivity of an elliptic operator $A$ augmented with appropriate boundary conditions $B$. Both are based on replacing the redundant system $A$ by its normal, determined, form $A^t A$, and augmenting it with appropriate Dirichlet boundary conditions that ensure its injectivity under certain assumptions. The first method invokes a Holmgren unique continuation principle while the second method is based on unique continuation principles that are consequences of Carleman estimates.

Here, the operator $A^t$ is defined such that $(A^t)_{kl} = (A_{ik})^t =: A^t_{ik}$, where $(A_{ik})^t$ is the formal adjoint to $A_{ik}$ for the usual inner product $(\cdot, \cdot)$ on $L^2(X)$.

One difficulty with operators $A$ that are elliptic in the Douglis-Nirenberg (DN) sense is that the normal operator $A^t A$ need not be elliptic, even in the DN sense. Consider for instance the $2 \times 2$ system in one independent variable defined by $A_{11} = a$, $A_{12} = A_{21} = \partial x$ and $A_{22} = \partial^2$, which is DN elliptic with $s_1 = t_1 = 0$ and $s_2 = t_2 = 1$ when $a \neq 1$. Defining $C = A^T A$, the principal term in $C$ is $C_{11} = \partial^2_x$, $C_{12} = C_{21} = \partial^3_x$, $C_{22} = \partial^4_x$, which is independent of $a$ and not elliptic.

One way to ensure that $A^t A$ is elliptic when $A$ is elliptic is to assume that $\tau = t_j$ independent of $j$ and $s_i = 0$ independent of $i$. We then verify that the leading term in $(A^t A)_{kl}$ is a differential operator of degree equal to $2\tau$ and that $A^t A$ is a strongly elliptic system of size $(J + M) \times (J + M)$; see, e.g., [51, Proposition 4.1.16]. The principal part of $\text{Det}(A^t A)(x, \xi)$ is equal to $\text{Det}(A_{0}^t A_{0})(x, \xi)$ and is a polynomial of degree $2(J + M)\tau$ that is uniformly bounded from below for all $x \in \bar{X}$ and $\xi \in S^{n-1}$ by assumption of ellipticity.

The results in [23] show that an elliptic system in DN form can always be transformed into an elliptic overdetermined system of first-order equations. The procedure increases the order of the system and differentiates any row involving a term with $s_i + t_j = 0$. This forces us to impose boundary conditions on the parameters $\delta \gamma$ and the solutions $\delta u_j$ that may not be necessary in the definition of $(A, B)$ above.

For the rest of the section, we assume that $A$ has been recast into a form where $\tau = t_j$ is independent of $j$ and $s_i = 0$ is independent of $i$; for instance with $\tau = 1$ or $\tau = 2$ as
described in [23]. We still keep the notation $2J$ and $J + M$ for the size of the system $\mathcal{A}$ so that with this notation, $\mathcal{A}'\mathcal{A}$ is a system of size $(J + M) \times (J + M)$.

Let us augment $\mathcal{A}'\mathcal{A}$ with the Dirichlet boundary conditions

$$
\left( \frac{\partial}{\partial \nu} \right)^q v_j = \phi_{qj} \quad \text{on } \partial X, \quad 0 \leq q \leq \tau - 1, \quad 1 \leq j \leq J + M. \tag{25}
$$

We recast the above constraints as $\mathcal{D}v = \phi$ on $\partial X$. It is proved in [3, p.43-44] that such boundary conditions cover $\mathcal{A}'\mathcal{A}$, i.e., that the Lopatinskii conditions are satisfied. We thus consider the problem

$$
\mathcal{A}'\mathcal{A}v = \mathcal{A}'S \quad \text{in } X, \quad \mathcal{D}v = \phi \quad \text{on } \partial X. \tag{26}
$$

Since $N := (\mathcal{A}'\mathcal{A}, \mathcal{D})$ is elliptic, the above system admits a left parametrix $G$ such that $GN = I - T$ with $T$ compact in $\mathcal{U}(p, l)$. Moreover, we have the stability estimate

$$
\sum_{j=1}^{J+M} \|v_j\|_{W_p^{l+r}(X)} \leq C \left( \sum_{j=1}^{J+M} \|(\mathcal{A}'S)_j\|_{W_p^{l-r}(X)} + \sum_{q,j} \|\phi_{qj}\|_{W_p^{l-\tau+q-\frac{1}{p}(\partial X)}} \right) + C_2 \sum_{j=1}^{J+M} \|v_j\|_{L_p(X)}, \tag{27}
$$

We verify that

$$
\| \sum_{i=1}^{2J} \mathcal{A}'_{ji}S_i \|_{W_p^{l-r}(X)} \leq C \sum_{i=1}^{2J} \|S_i\|_{W_p^l(X)},
$$

so that (27) may also be seen as an analog of (9).

Our objective is to find sufficient conditions under which the above system is injective, and hence invertible, so that $C_2 = 0$ in the above estimates. We start with the following simple lemma:

**Lemma 3.1.** Let us assume that $v$ is a solution of

$$
\mathcal{A}'\mathcal{A}v = 0 \quad \text{in } X, \quad \mathcal{D}v = 0 \quad \text{on } \partial X. \tag{28}
$$

Then $v$ is a solution of

$$
\mathcal{A}v = 0 \quad \text{in } X, \quad \mathcal{D}v = 0 \quad \text{on } \partial X. \tag{29}
$$

Note that the Dirichlet conditions associated to $\mathcal{A}'\mathcal{A}$ are now redundant for (29). For example, consider $\mathcal{A} = \Delta + c(x)$ a scalar operator. For some choices of $c(x)$ (for instance $c(x) = \lambda$ an eigenvalue of $-\Delta$ on $X$ with Dirichlet conditions), $\mathcal{A}$ is not invertible. However, (29) corresponds to $(\Delta + c(x))v = 0$ with both $v = 0$ and $\partial_vv = 0$ on $\partial X$. It is then known that the unique solution to the above constraints is $v = 0$ and hence $(\mathcal{A}'\mathcal{A}, \mathcal{D})$ is injective.

**Proof.** We observe that the differential operator $(\mathcal{A}')_{ki} = (\mathcal{A}_{ik})^t =: \mathcal{A}'_{ik}$ is of the same order $\tau$ as $\mathcal{A}_{ik}$. Since $\partial^q_p v_k = 0$ for $0 \leq q \leq \tau - 1$, we obtain by integrations by parts that

$$
0 = \sum_{ijk} (\mathcal{A}'_{ik}A_{ij}v_j, v_k) = \sum_i \left( \sum_j A_{ij}v_j, \sum_k \mathcal{A}_{ik}v_k \right) = \sum_i \|(\mathcal{A}v)_i\|^2.
$$

This implies the result. □
3.1. Holmgren unique continuation and generic results. The above result shows that the injectivity of (26) is a consequence of the injectivity of (29) with redundant boundary conditions. The operator \( \mathcal{A} \) is therefore augmented with more boundary conditions than is necessary to render it elliptic. This is a possible price to pay to guarantee that the solution to the normal system (26) is uniquely defined.

In general, however, even with redundant boundary conditions, it is not entirely straightforward to ensure that \( v = 0 \) is the only solution to (29). In this section, we consider the case where \( \mathcal{A} \) is well-approximated by an operator with analytic coefficients. We have the following result adapted from [30].

**Proposition 3.2.** Let \( \mathcal{A}_A(x, D) \) be a \( 2J \times (J + M) \) system of differential equations with analytic coefficients in \( X \) such that \( \mathcal{A}_A^t \mathcal{A}_A(x, D) \) is an elliptic operator for all \( x \in X \). Assume that \( \mathcal{A}_A v = 0 \) in \( X \). Then \( v \) is analytic in \( X \).

**Proof.** Since \( \mathcal{A}_A v = 0 \), we also have that

\[
\co(\mathcal{A}_A^t \mathcal{A}_A)(\mathcal{A}_A^t \mathcal{A}_A) v = \text{Diag}(\det(\mathcal{A}_A^t \mathcal{A}_A), \ldots, \det(\mathcal{A}_A^t \mathcal{A}_A)) v = 0,
\]

where \( \co(\mathcal{A}_A) \) is the matrix of co-factors of \( \mathcal{A}_A \). Since \( \mathcal{A}_A^t \mathcal{A}_A \) is elliptic (a consequence of the fact that the leading term in \( \mathcal{A}_A(x, \xi) \) is of full rank \( J + M \) for all \( (x, \xi) \in \bar{X} \times S^{n-1} \)), then \( P = \det(\mathcal{A}_A^t \mathcal{A}_A) \) is an elliptic operator such that \( \text{Char} P = \emptyset \), where the characteristic set of \( P \) is \( \{ (x, \xi) \in \bar{X} \times S^{n-1}, P_m(x, \xi) = 0 \} \) and \( P_m \) is the principal part of \( P \). We deduce from [30, Theorem 6.1] that \( WF_A(v_j) \subset \text{Char} P \cup WF_A(P v_j) = \emptyset \) so that each \( v_j \) is analytic in \( X \).

From this, we deduce the following unique continuation result:

**Theorem 3.3** (Holmgren). Let \( \mathcal{A}_A \) be as in Proposition 3.2 and let us assume that \( \mathcal{A}_A v = 0 \) in \( X \). Then we have:

(i) Assume that \( v = 0 \) in an open set \( \Omega \subset \subset X \). Then \( v = 0 \) in \( X \).

(ii) Assume that \( Dv = 0 \) on an open set \( \Sigma \) of \( \partial X \). Then \( v = 0 \) in \( X \).

**Proof.** Let us first prove (i). We know from Proposition 3.2 that the functions \( v_j \) are analytic. Since they vanish on an open set, they have to vanish everywhere.

Now (ii) is a standard consequence of (i), which we write in detail for systems. Let \( x_0 \in \Sigma \) and \( V \) a sufficiently small open ball around \( x_0 \) where the coefficients of \( \mathcal{A}_A \) are analytic and where \( Dv = 0 \) on \( \Sigma \cap V \subset \Sigma \). Since \( \mathcal{A}_A \) is injective, we deduce that \( (\partial_n)^j v_j = 0 \) on \( \Sigma \cap V \) as well, as for any higher-order derivative in fact. Let us extend \( v \) by \( 0 \) on \( V \). Then we verify that \( \mathcal{A}_A v = 0 \) in \( V \) (all that needed verification was that the equation was satisfied point-wise on \( \Sigma \cap V \)). But now (i) implies that \( v = 0 \) on \( V \cup X \).

The above result shows that \( \mathcal{A}_A = \mathcal{A}_A^t \mathcal{A} \) is injective as well. Since \( R_A A = I - T_A \) for some left-parametrix \( R_A \) and compact operator \( T_A \), we deduce that \( 1 \) is not in the spectrum of \( T_A \) so that \( \mathcal{A}_A^{-1} = (I - T_A)^{-1} R_A \). As a consequence, any operator \( \mathcal{A} \) sufficiently close to \( A_A \) is also invertible with a bounded inverse. We summarize this result as:

**Corollary 3.4.** Let \( \mathcal{A} = \mathcal{A}_A + \mathcal{A}_1 \) with \( \mathcal{A}_1 \) sufficiently small in operator norm from \( \prod_i W^j_p(X) \) to \( \prod_j W^{i+\tau}_p(X) \). Then \( \mathcal{A} \) augmented with \( Dv = 0 \) is injective and \( \mathcal{A}_A \) augmented with the same boundary conditions is invertible with bounded inverse. In other words, (27) holds with \( C_2 = 0 \).
The invertibility of $\mathcal{A}'\mathcal{A}$ is therefore generic, i.e., holds for an open and dense set of coefficients in the definition of the elliptic operator $\mathcal{A}'\mathcal{A}$; see [49]. Note, however, that the size of norm of $\mathcal{A}_1$ for which $\mathcal{A}$ is invertible depends on $\mathcal{A}_A$.

Another similar result states that the invertibility of $\mathcal{A}'\mathcal{A}$ is guaranteed when $X$ is a sufficiently small domain.

**Theorem 3.5.** Let us assume that $\mathcal{A}(0, D)$ is an elliptic operator. Then for $X$ sufficiently small, we have that $\mathcal{A}$ is injective and that $\mathcal{A}'\mathcal{A}$ is invertible when augmented with Dirichlet conditions $\mathcal{D}v = 0$. As a consequence, (27) holds with $C_2 = 0$.

As in the previous corollary, the size of the domain $X$ depends on the bound for $(\mathcal{A}(0, D)'\mathcal{A}(0, D))^{-1}$ with Dirichlet conditions on $\partial X$, which is independent of $X$ as we shall see. It is therefore possible to estimate the size of the domain $X$ for which the above theory applies; see also [13] for a similar result with a different method of proof.

**Proof.** We assume that all coefficients of $\mathcal{A}$ are sufficiently smooth and that $0 \in X$. Let $P = \mathcal{A}(0, D)$ be the operator of order $m = \tau$ with coefficients frozen at $x_0 = 0$. Then $P^tP$ with Dirichlet conditions on $\partial X$ is invertible as an application of Theorem 3.3. For constant coefficients, a more precise theory applies. Let $u \in H^m(X)$ (we restrict ourselves to Hilbert spaces to simplify notation) be such that $u = \partial_x^j u = 0$ for $1 \leq j \leq m - 1$, i.e., $\mathcal{D}u = 0$. We assume $\partial X$ sufficiently smooth that we can extend $u$ by 0 outside of $X$ and obtain a function in $H^m(\mathbb{R}^n)$ with the same norm. Let $Y$ be an open set such that $X \subset Y \subset \mathbb{R}^n$.

The elliptic theory for constant coefficient operators [30] provides the existence of a fundamental solution $E$ such that

$$E * P^* Pu = u.$$ 

This implies that

$$\|u\|_{H^m(X)} = \|u\|_{H^m(Y)} = \|E * P^* Pu\|_{H^m(Y)} \leq \|E * P^* \|_{L^2(X), H^m(Y)} \|Pu\|_{L^2(X)}.$$ 

This proves the existence of a constant $C$ independent of $X$ such that

$$\|Pu\|_{L^2(X)} \geq C \|u\|_{H^m(X)}.$$ 

This holds for any operator with constant coefficients.

Now let $Q$ be an operator of order at most $m$ and of small norm $\varepsilon$ from $L^2(X)$ to $H^m(X)$. Then

$$\|(P + Q)u\|_{L^2(X)} \geq (C - \varepsilon) \|u\|_{H^m(X)} \geq C_1 \|u\|_{H^m(X)},$$

which implies that $P + Q$ is injective for $\varepsilon$ sufficiently small.

This is applied as follows. Let $P = \mathcal{A}(x, D)$ be an elliptic operator with not-necessarily constant coefficients and define $P_0 = A(0, D)$ the operator with coefficients frozen at $x_0 = 0$. Then $P - P_0$ is an operator bounded from $H^m(X_\varepsilon)$ to $L^2(X_\varepsilon)$ with bound $C_1 \varepsilon$ for $C_1$ independent of $\varepsilon$ and $X_\varepsilon \subset B(x_0, \varepsilon)$. From the above, we deduce that

$$\|P_0u\|_{L^2(X_\varepsilon)} \geq C \|u\|_{H^m(X)}$$

for all function $u \in H^m(X)$ such that $\mathcal{D}u = 0$. For $C_1 \varepsilon < C$, we find that

$$\|Pu\|_{L^2(X_\varepsilon)} \geq C_2 \|u\|_{H^m(X)}$$

for some $C_2 > 0$. This proves that $P = \mathcal{A}$ is injective on sufficiently small domains. $\square$
3.2. **Unique continuation principle.** When the domain $X$ is large or when the operator $A$ is not sufficiently close to an operator $A_A$ with analytic coefficients, then the unique continuation results must rely on another principle than analyticity.

Unique continuation in the absence of analyticity in the coefficients is not always guaranteed, even for scalar elliptic operators, although the construction of counter-examples is not straightforward. For general references on unique continuation principles (UCP) for mostly scalar, not necessarily elliptic, operators, as well as counter-examples, see [31, 43, 44, 53] and their references.

In this section, we revisit Calderón’s [20, 21] result of uniqueness from Cauchy boundary data closely following the presentation in [44] and extend it to redundant systems. Our objective is to adapt [44, Theorem 5] to specific settings of redundant systems. We first present local uniqueness results, whose proofs are postponed to the appendix, and then use classical arguments to extend them to global uniqueness results.

3.2.1. **Local uniqueness result.** Let $x$ be a point in $\mathbb{R}^{n+1}$ and $N$ be a unit vector equal to $(0, \ldots, 0, 1)$ in an appropriate system of coordinates. We want to address the local uniqueness of the Cauchy problem. Assume that $L_q$ for $1 \leq q \leq Q$ are differential operators of order $m$ and that $L_q u = 0$ in $V \cap \{x_{n+1} > 0\}$, $\partial^j_{n+1} u = 0$ on $V \cap \{x_{n+1} = 0\}$, (30) for $1 \leq q \leq Q$ and $1 \leq j \leq m-1$, where $V$ is a neighborhood of 0. We assume that $N$ is non characteristic (at $x$) for all $L_q$, i.e., $p_q(x, N) \neq 0$ with $p_q$ the principal symbol of $L_q$. This and (30) imply that all derivatives of $u$ vanish on $\{x_{n+1} = 0\}$ and that $u$ can be extended by 0 on $V \cap \{x_{n+1} < 0\}$. The uniqueness problem may therefore be recast as: if $u$ satisfies

$$L_q u = 0 \text{ in } V \quad \text{for } 1 \leq q \leq Q \quad \text{and} \quad u = 0 \text{ in } \{x_{n+1} < 0\},$$

(31)

then $u \equiv 0$ in a full neighborhood of 0.

When $Q = 1$, it is known that $L = L_1$ needs to satisfy several restrictive assumptions in order for the result to hold; see [44]. The main advantage of the redundancy in the above system is that such assumptions need to be valid only locally (in the Fourier variable $\xi$) for each operator, and globally collectively.

Changing notation, we define $t = x_{n+1}$ and still call $x = (x_1, \ldots, x_n)$. Then $p_q = p_q(x, t, \xi, \tau)$ is the principal symbol of $L_q$ for this choice of coordinates. Sufficient conditions for the uniqueness to the above Cauchy problem involve the properties of the roots $\tau$ of the above polynomials $\tau \mapsto p_q(\cdot, \tau)$ as a function of $\xi$. In the setting of redundant measurements, these conditions may hold for different values of $q$ for different values of $\xi$. This justifies the following definition of our assumptions.

We assume the existence of a finite covering $\{\Omega_\nu\}$ of the unit sphere $S^{n-1}$ (corresponding to $|\xi| = 1$) such that the following holds. For each $\nu$, there exists $q = q(\nu)$ and $\varepsilon > 0$ such that for each $(x, t)$ close to 0 and each $\xi \in \Omega_\nu$, we have:

(i) $p_q(x, t, \xi, \tau)$ has at most simple real roots $\tau$ and at most double complex roots

(ii) distinct roots $\tau_1$ and $\tau_2$ satisfy $|\tau_1 - \tau_2| \geq \varepsilon > 0$

(iii) non-real roots $\tau$ satisfy $|\Im \tau| \geq \varepsilon$.

Then we have the following result:
Theorem 3.6. [Calderón’s result for redundant systems.] Assume that $N$ is non characteristic for the operators $L_q$ at the origin and that for a finite covering $\{\Omega_\nu\}$ of the unit sphere, (i)-(ii)-(iii) above are satisfied. Then (31) implies that $u = 0$ in a full neighborhood of 0.

The proof, which closely follows that of Theorem 5 in [44], is presented in the appendix.

In the above theorem, $u$ is scalar. The above proof extends to vector-valued functions $u$ when the system for $u$ is diagonally dominant. For a determined system given by a matrix $L_{ij}$ of operators of order $m \geq 1$, this means that the operators $L_{ii}$ are of order $m$ and satisfy the hypotheses of the above theorem and the operators $L_{ij}$ for $i \neq j$ are of order at most $m - 1$. This generalizes to the setting of redundant systems $L_{ij}u_j = S_i$ where for each $i$, only one operator $L_{ij}$ is of order $m$ and for each $j$, the operators $L_{kj}$ of order $m$ collectively satisfy the hypotheses of the above theorem; see Theorem A.2 in the appendix, which we do not reproduce here.

The above theorem may not apply directly in applications. However, it serves as a component to obtain more general results. We consider one such result that finds applications in the framework of power density measurements.

We consider a setting where the leading term in the system may not be diagonal but rather upper-triangular. Unique continuation properties may still be valid provided that (a sufficiently large number of) the diagonal operators are elliptic. However, the corresponding complex roots may no longer be double. Instead, we need the stronger condition for some $\varepsilon > 0$:

$$\text{(iv)} \quad p_q(x, t, \xi, \tau) \text{ has at most simple roots } \tau \text{ that satisfy } |\Im \tau| \geq \varepsilon.$$  

Then we have the following result.

Theorem 3.7. Consider the redundant system of equations

$$
\begin{pmatrix}
L_1 & L_0 \\
L_3 & L_2
\end{pmatrix}
\begin{pmatrix}
u_1 \\
u_2
\end{pmatrix} = 0 \text{ in } V \cap \{x_{n+1} > 0\}, \quad \partial_j^i u_k = 0 \text{ on } V \cap \{x_{n+1} = 0\},
$$  

(32)

for $1 \leq j \leq m - 1$ and $1 \leq k \leq 2$, with the following assumptions. The operators $L_1$ and $L_0$ are (vector-valued) $Q_1 \times 1$ operators of order $m$, where $L_1$ satisfies the hypotheses of Theorem 3.6 with $Q = Q_1$. The operators $L_2$ and $L_3$ are $Q_2 \times 1$ operators of order $m$ and at most $m - 1$, respectively. Moreover, $L_2$ satisfies the ellipticity hypothesis (i)-(ii)-(iv) with $Q = Q_2$. Then $(u_1, u_2) = 0$ in a full neighborhood of 0.

The same result extends to systems of the form

$$(L_{ij})_{1 \leq i, j \leq R} u = 0 \text{ in } V \cap \{x_{n+1} > 0\}, \quad \partial_j^i u_k = 0 \text{ on } V \cap \{x_{n+1} = 0\},$$  

(33)

for $1 \leq k \leq R$, where $L_{ij}$ is (a vector-valued operator) of order $m - 1$ for $i > j$, $L_{ii}$ is (a vector-valued operator) of order $m$ that satisfies the hypotheses of Theorem 3.6 with an appropriate value of $Q$ when all $L_{ik}$ are of order $m - 1$ for $k \neq i$ and the ellipticity hypothesis (i)-(ii)-(iv) with an appropriate value of $Q$ when at least one operator $L_{ik}$ for $k < i$ is of order $m$.

The proof of this theorem is also given in the appendix. Note that (i)-(ii)-(iv), as opposed to (i)-(ii)-(iii), may be seen as an ellipticity condition since the symbol $p_q(\nu)$ does not vanish on $\Omega_\nu$. It is known that Carleman estimates are sharper in such a setting; see, e.g., [35, 44].
Remark 3.8. Let $Q$ be an invertible $Q_1 \times Q_1$ matrix and define the linear operators $\tilde{L}_1 = QL_1$ and $\tilde{L}_0 = QL_0$. Then the conclusions of Theorem 3.7 are the same as those obtained when $L_1$ and $L_0$ are replaced by $\tilde{L}_1$ and $\tilde{L}_0$. In other words, the results of Theorem 3.6 hold if $L_q$ is replaced by an equivalent linear combination. The condition that $N$ be non characteristic for $L_q$ may then be replaced by the condition that it be non characteristic for the linear combinations $\tilde{L}_q = Q_{q,q'}L_{q'}$.

Remark 3.9. If $L_0$ is an operator of order $m - 1$ in the latter theorem so that the above system is diagonally dominant, then it is sufficient to assume that $L_1$ and $L_2$ satisfy the less constraining hypotheses of Theorem 3.6; see Theorem A.2 and the discussion below Theorem 3.6.

3.2.2. Global uniqueness result. The above local results extend to global unique continuation results such as [30, Sections 8.5-8.6]:

\begin{equation}
\text{Theorem 3.10. Let } A \text{ be a (redundant) system of operators of order } m, \text{ let } R_A \subset \{(x,N) \in X \times S^{n-1}\} \text{ be the set of points where the hypotheses of either Theorem 3.6 or Theorem 3.7, (and possibly their extensions in Remark 3.9) are satisfied and let us define } \Sigma_A = \bar{X} \times S^{n-1} \setminus R_A. \text{ Let}

Au = 0 \quad \text{in } X, \quad \partial_j^nu = 0 \quad \text{on } \partial X, \quad 0 \leq j \leq m - 1.
\end{equation}

Let $\bar{N}(\text{supp}(u))$ be the subset of $(x,\xi) \in X \times S^{n-1}$ composed of the closure of the normal set of the support of $\{u_j\}$; see [30]. Heuristically, that set may be seen as the points $(x,\xi)$ where $x$ belongs to the boundary of $\text{supp}(u)$ and $\xi$ is a normal (inward or outward) unit vector to that boundary.

Then $\bar{N}(\text{supp}(u)) \subset \Sigma_A$. When the latter set is empty, then $u \equiv 0$ in $X$.

The proof follows from the local results noting that the boundary to the support of $u$ cannot occur at a point and for a direction where a local UCP principle holds; see [30, Sections 8.5-8.6] for the definitions and derivations.

Remark 3.11. Let $A$ be a $p \times q$ system with $p \geq q$ and let us assume that $Au = 0$ in the above theorem is replaced by

\begin{equation}
|\left<(Au)_k\right>|_X(x) \leq C \sum_{|\alpha| \leq m-1} \sum_{l=1}^q |D^\alpha u_l|(x), \quad (34)
\end{equation}

for a constant $C$ independent of $x \in X$ and $1 \leq k \leq p$. Let, as above, $\Sigma_A$ be the set of points where the hypotheses of Theorem 3.6 do not hold (with obvious modifications for Theorems 3.7). Then the conclusions of the above theorem, namely that $\bar{N}(\text{supp}(u)) \subset \Sigma_A$, still hold; see, e.g., [31] and the proofs in the appendix.

3.3. Application to power-density measurements. We now apply the unique continuation results of sections 3.1 and 3.2 to the setting of power density measurements described in section 2.6.

3.3.1. Second-order linear systems of equations. Both unique continuation results require that the system $A$ be elliptic in the regular sense, i.e., with $\tau = t_j$ independent of $j$ and $s_i = 0$ for all $i$. The systems (15) and (21)-(22) are not in this form. We propose two modifications of the latter systems for which uniqueness results can be proven.
3.3.2. System after elimination. Let us first consider the system (21)-(22). The latter constraints are first-order. However, they easily become second-order by differentiation. We thus consider the system

\[ \nabla \cdot \gamma (-\nabla \delta u_j + 2\hat{F}_j \cdot \nabla \delta u_j) = \nabla \cdot \frac{\delta H_j}{|F_j|^2} F_j, \]

\[ \nabla \left( 2\gamma \frac{1}{|F_j|^2} F_j \cdot \nabla \delta u_j - 2\gamma \frac{1}{|F_k|^2} F_k \cdot \nabla \delta u_k \right) = \nabla \left( \frac{\delta H_j}{|F_j|^2} - \frac{\delta H_k}{|F_k|^2} \right) \quad 1 \leq j < k \leq J, \]  

(35)
in \( X \) with boundary conditions \( \delta u_j = \partial_\nu \delta u_j = 0 \) on \( \partial X \). The above system is clearly elliptic under the same hypotheses as (21)-(22). Moreover, it satisfies the above ellipticity condition with \( \tau = 2 \).

3.3.3. System in triangular form. Let us come back to (15). We apply the operator \( K_j = 2\gamma |F_j|^{-2} F_j \cdot \nabla \) to the first line and \( L_\gamma |F_j|^{-2} \) to the second line with \( L_\gamma := \nabla \cdot \gamma \nabla \) to obtain after subtraction

\[ \nabla \cdot \delta \gamma F_j + \nabla \cdot \gamma \nabla \delta u_j = 0 \]

\[ L_\gamma \delta \gamma - K_j \nabla \cdot \delta \gamma F_j + [L_\gamma K_j, K_j L_\gamma] \delta u_j = L_\gamma \frac{\delta H_j}{|F_j|^2}. \]  

(36)

Since \( L_\gamma \) is second order and \( K_j \) is first-order, the commutator \( [L_\gamma K_j, K_j L_\gamma] \) is a second-order differential operator. We thus again obtain a system that is elliptic when (15) is (we leave this proof to the reader; see also (39) below) and that is in the appropriate form with \( \tau = 2 \).

3.3.4. Holmgren unique continuation result. The results of section 3.1 apply to the power density measurement systems (35) and (36). Let \( A \) denote the linear operator in one of the aforementioned systems. Then \( A', A \) augmented with Dirichlet conditions is injective provided that \( \gamma \) and \( u_j \) are sufficiently close to analytic coefficients or provided that the problem is posed on a sufficiently small domain, and provided of course that the quadratic forms \( \{q_j\} \) are collectively elliptic on \( \bar{X} \) in the sense of Definition 2.1.

The main difference between (35) and (36) pertains to the boundary conditions. In the case of (36), vanishing Dirichlet and Neumann boundary conditions are imposed on \( \delta \gamma \) and \( \delta u_j \). This means that the value of \( (\gamma, \{u_j\}) \) and of its (normal) derivatives is known on \( \partial X \). In the case of (35), only the values of \( \{u_j\} \) and of its (normal) derivatives need to be known.

In fact, the boundary conditions for \( \delta \gamma \) at \( x \in \partial X \) may be deduced from those for \( \delta u_1 \), say, provided that \( \nu(x) \) is non characteristic for \( P_1 \). Indeed, we observe that

\[ \delta H_1 = \delta \gamma |\nabla u_1|^2 + 2\gamma \nabla u_j \cdot \nabla \delta u_1. \]

This provides boundary conditions for \( \delta \gamma \) when \( \delta u_1 \) and \( \partial_\nu \delta u_1 \) are known on \( \partial X \). The derivation of \( \partial_\nu \delta \gamma \) is obtained as follows. Using the equation

\[ \nabla \cdot \delta \gamma \nabla u_j + \nabla \cdot \gamma \nabla \delta u_j = 0, \]

and replacing \( \delta \gamma \) above using the expression of \( \delta H_1 \), we obtain after straightforward eliminations that

\[ (1 - 2(\nabla u_1 \cdot \nu(x))^2) \partial_\nu^2 u_1 = f_1, \]

where \( f_1 \) is a known expression involving \( \partial_\nu u_1 \) and tangential derivatives of \( u_1 \) of degree up to 2 at \( x \), which are known since \( u_1 \) is known on \( \partial X \). Since \( \nu \) is non characteristic for
Let \( P_1 \), this provides an expression for \( \partial^2_{\nu}u_1 \), and hence for \( \partial_{\nu}\delta\gamma \) using the above expression for \( \delta H_1 \).

So knowledge of Cauchy data for \( \delta\gamma \) is in fact a consequence of knowledge of Cauchy data for the solutions \( \delta u_j \). Thus, the major requirement in solving \( \mathcal{A}' \mathcal{A}v = \mathcal{A}'\mathcal{S} \) is that we impose that \( \partial_{\nu}\delta u_j = g_j \) for a known function \( g_j \), which implies that \( \partial_{\nu}u_j \) is known on \( \partial X \).

3.3.5. Calderón unique continuation result. The symbol of the operator (15) is elliptic in the Douglis-Nirenberg sense. Recall that the results of unique continuation principle (UCP) of the preceding sections apply to operators that are elliptic in a classical sense. We thus consider the modification of the system (36). We were not able to obtain a satisfactory global UCP using Carleman-type estimates for the system (35).

UCP for such the modified system (36) is based on proving a collective UCP for quadratic forms, which we now address in detail.

**Lemma 3.12.** Let \( P_j(x,D) \) be second-order operators with principal symbols given by \( q_j(x,\xi) = 2(\hat{F}_j \cdot \xi)^2 - |\xi|^2 \), where \( \hat{F}_j(x) \in \mathbb{S}^{n-1} \) for \( 1 \leq j \leq J \). Let \((x,N) \in X \times \mathbb{S}^{n-1} \).

For \( \xi' \in \mathbb{R}^n \) such that \( \xi' \cdot N = 0 \), we define

\[
q_{j;N}(x,\xi') = 2(\hat{F}_j \cdot \xi')^2 - (1 - 2(\hat{F}_j \cdot N)^2)|\xi'|^2.
\]

Let us assume that the quadratic forms are independent in the following UCP sense:

\[
q_{j;N}(x,\xi') = 0 \quad \text{for all } 1 \leq j \leq J \text{ s.t. } q_j(x,N) \neq 0 \quad \text{implies that } \quad \xi' = 0. \quad (37)
\]

Then \( \{P_j\} \) collectively satisfies a UCP for \((x,N)\) in the sense that we can find a partition \( \{\Omega_\nu\} \) such that (i)-(ii)-(iii) holds.

**Proof.** The proof in dimension \( n = 2 \) is trivial: \( P_j \) satisfies UCP except for four directions on the null cone, i.e., for \( \xi \) such that \( q_j(x,\xi) = 0 \). Since (37) implies that \( N \) is not in the intersection of the null cones, then UCP holds for one of the operators \( P_j \) and we can choose \( \Omega_1 = \mathbb{S}^1 \) in the partition.

Let \((x,N) \in X \times \mathbb{S}^{n-1} \) and \( n \geq 3 \). Let \( \xi' \in \mathbb{S}^{n-1} \) such that \( \xi' \cdot N = 0 \). Then

\[
q_j(x,\xi'+\tau N) = 2(\hat{F}_j \cdot (\xi'+\tau N))^2 - |\xi'+\tau N|^2 = (2(\hat{F}_j \cdot N)^2 - 1)\tau^2 + 4\hat{F}_j \cdot N\hat{F}_j \cdot \xi'\tau + 2(\hat{F}_j \cdot \xi')^2 - 1.
\]

This quadratic polynomial (because \( q_j(x,N) = 2(\hat{F}_j \cdot N)^2 - 1 \neq 0 \)) with real-valued coefficients has a double root when the determinant

\[
\Delta'_j = -1 + 2((\hat{F}_j \cdot N)^2 + (\hat{F}_j \cdot \xi')^2) = q_{j;N}(x,\xi') = 0. \quad (38)
\]

For \( \xi' \) away from such points, then the UCP condition holds for \( P_j \) since the roots cannot be simple and complex roots (which come in conjugate pairs) cannot be close to each-other. By assumption, \( \Delta'_j = 0 \) for all \( j \) is not possible and by continuity, \( \max_j |\Delta'_j| \) is bounded away from 0 so that different roots \( \tau \) are separated by some \( \varepsilon > 0 \) (as well as the imaginary part of such roots since they come in conjugate pairs). This generates a finite partition \( \{\Omega_\nu\} \). On each patch, one \( P_j \) satisfies the UCP properties (i)-(ii)-(iii).

In dimension \( n = 2 \), ellipticity of \((P_1,P_2)\) is equivalent to UCP of \((P_1,P_2)\) at each \((x,N)\). In dimension \( n \geq 3 \), collective ellipticity and collective UCP are different notions. As soon as there is one \( j \) such that \( 2(\hat{F}_j \cdot N)^2 \geq 1 \), the UCP is satisfied at \((x,\xi)\) while ellipticity does not necessarily holds. However, we have the result:
Lemma 3.13. In dimension $n = 2$, collective UCP and collective ellipticity of operators of the form $P_j$ above is equivalent. In dimension $n = 3$, collective ellipticity of $\{P_j\}$ such that $q_j(N) \neq 0$ implies collective UCP at $(x,N)$.

Proof. The case $n = 2$ is handled as in the proof of Lemma 3.12. Consider now the case $n = 3$. Non-UCP at $(x,N)$ implies from (38) and the fact that $N$ is non-characteristic for $P_j$ that

$$((\tilde{F}_j \cdot N)^2 + (\tilde{F}_j \cdot \xi')^2 = \frac{1}{2}.$$ 

If we decompose $\tilde{F}_j = \tilde{F}_j \cdot N, \tilde{F}_j \cdot \xi' + \tilde{F}_j''$ with $\tilde{F}_j''$ orthogonal to $\text{span}(N, \xi')$, then we find that

$$|\tilde{F}_j''|^2 = \frac{1}{2}.$$ 

In dimension $n = 3$, we find that $\tilde{F}_j'' = \pm|\tilde{F}_j|N \times \xi'$. This implies that $N \times \xi'$ belongs to the null cone of $q_j$, i.e., $q_j(x, N \times \xi') = 0$. This holds for every $j$, which implies that $N \times \xi' = 0$, a contradiction. 

Definition 3.14. We say that the family of operators $P_j(x, D)$ or of quadratic forms $q_j(x, \xi)$ collectively satisfy a global UCP on $\tilde{X}$ if for every $(x, N) \in \tilde{X} \times S^{n-1}$, we can find a family $\tilde{q}_j(x, \xi) = q_{jk}q_k(x, \xi)$ with $Q$ an invertible matrix such that $\{\tilde{q}_j(x, \xi)\}$ collectively satisfies a UCP at $(x, N)$ in the sense of Lemma 3.12.

The above definition involves a linear change of quadratic forms for each $(x, N)$ that allows us to obtain a family of modified forms $\tilde{q}_j$ with similar properties to those of $q_j$ and such that $\tilde{q}_j(N) \neq 0$; see Remark 3.8. This will prove useful in the analysis of reconstruction from power density functionals. We will also need the following Lemma in dimension $n = 3$.

Lemma 3.15. Let $F_1$ and $F_2$ be three-dimensional vector fields on $\tilde{X}$ such that for each $x \in \tilde{X}$, rank($F_1, F_2$) = 2. Let $F_3 = F_1 + F_2$. We denote by $\{P_j\}$ and $\{q_j\}$ the corresponding operators and quadratic forms defined in (18) for $1 \leq j \leq 3$. Then $\{q_j\}$ satisfies a global UCP on $\tilde{X}$.

Proof. Let us fix $(x, N) \in \tilde{X} \times S^2$ and choose a basis of $\mathbb{R}^3$ such that $\tilde{F}_1(x) = e_1$ and $\text{span}(F_1, F_2) = (e_1, e_2)$. The three quadratic forms $q_j$ allow us to obtain by linear combination any $q_c$ corresponding to $F_c = ce_1 + se_2$ with $s = \sqrt{1 - c^2}$. It is then not difficult to find three values of $c$ such that the corresponding $\tilde{q}_j$ for $1 \leq j \leq 3$ form an elliptic family and such that $\tilde{q}_j(N) \neq 0$. From Lemma 3.13, we obtain that $\{\tilde{q}_j\}$ satisfies a UCP at $(x, N)$. The hypotheses of global UCP in Definition 3.14 are met. 

3.3.6. Elliptic system in triangular form. We now present a modification of the linear system for $(\delta \gamma, \{\delta u_j\})$ for which a global UCP result as described in the above definition can be obtained.

We recast (36) as

$$\begin{pmatrix} P_j & \tilde{P}_j \\ 0 & \Delta \end{pmatrix} \begin{pmatrix} \delta \gamma \\ \delta u_j \end{pmatrix} = \text{l.o.t.} \begin{pmatrix} \delta \gamma \\ \delta u_j \end{pmatrix} + S_j, \quad (39)$$

where l.o.t. means a system of differential operators of order at most 1. Let $P$ and $\tilde{P}$ denote the $J \times 1$ columns of the second-order, homogeneous, operators $P_j$ and $\tilde{P}_j$, respectively. The symbol of $P_j$ is proportional to $q_j(x, \xi)$. The operator $\Delta$ satisfies
We assume here, as is the case for hybrid inverse problems, that the boundary condition

\[
P \text{ and } \nu \text{ both are satisfied for the family of three internal functionals described in Corollary 3.17.}
\]

In dimension \( n = 2 \), global ellipticity and global UCP for \( \delta u \) is obtained by imposing conditions \( \delta u = \nu \) on \( \partial X \). As we saw in the preceding section, the boundary conditions for \( \delta \gamma \) at \( x \in \partial X \) may be deduced from those for \( \delta u \).

Comparing ellipticity and uniqueness criteria for \( \tilde{A} \) in (39), we observe that ellipticity is obtained by imposing conditions \( \delta u_j = q_j \) on \( \partial X \) and ensuring that \( \{ q_j \} \) is an elliptic family of quadratic forms. UCP is obtained by imposing the additional boundary conditions \( \partial u \delta u_j = \psi_j \) and by ensuring that \( \{ q_j \} \) satisfy a global UCP on \( X \). In dimension \( n = 2 \), global ellipticity and global UCP for \( \{ q_j \} \) are equivalent. In dimension \( n = 3 \), both are satisfied for the family of three internal functionals described in Corollary 3.17.

### 4. Local uniqueness for nonlinear inverse problem

Once the injectivity of a linear system can be established, standard theories may be applied to obtain local uniqueness results for the nonlinear inverse problems. Let us recast the nonlinear system of PDE (3) as

\[
\mathcal{F}(v) = \mathcal{H} \quad \text{in } X \\
\mathcal{B}v = \tilde{g} \quad \text{on } \partial X.
\]

Here \( v = (\gamma, \{ u_j \}_{1 \leq j \leq J}) \) and \( \mathcal{B} \) is an operator that maps \( v \) to the trace of \( \{ u_j \} \) on \( \partial X \). We assume here, as is the case for hybrid inverse problems, that the boundary condition operator \( \mathcal{B} \) is linear.
The linearization of the above system involves the operator $\tilde{F}'(v_0)$ for a fixed $v_0$. The analysis of the preceding sections did not allow us to show that the differential operator $\tilde{F}'(v_0)$ augmented with the boundary conditions $\tilde{B}$ was invertible. Rather, we obtained that for an appropriate linear differential operator $T(v_0)$, then $A := T(v_0)\tilde{F}'(v_0)$ augmented with the augmented boundary conditions $B$ was invertible. More precisely, we obtained that

$$Aw := T(v_0)\tilde{F}'(v_0)w = S \text{ in } X$$
$$Bw = h \text{ on } \partial X,$$

admitted a unique solution with a stability estimate given by

$$\|w\|_X \leq C\|(S, h)\|_Y. \quad (42)$$

The above linearized operator is the linearization of the nonlinear operator

$$F(v_0 + w) := T(v_0)\tilde{F}(v_0 + w). \quad (43)$$

We thus modify the original inverse problem and replace it with an inverse problem that is necessarily satisfied by the exact solution $v = v_0 + w$ we wish to reconstruct and is given by

$$F(v_0 + w) = H := T(v_0)\tilde{H} \text{ in } X$$
$$B(v_0 + w) = g \text{ on } \partial X. \quad (44)$$

Borrowing the notation of section 2.5, we observe that the nonlinear operator $(F(\cdot), B(\cdot))$ maps $X = U(p, l)$ to $Y = R(p, l)$ for appropriately defined spaces $U$ and $R$ for $(A, B) = (F'(v_0), B)$.

Let us pause on the definition of the boundary condition $g$ for $v_0 + w$. We cannot expect $Bv_0 = g$ with $g$ known so that $Bw = 0$ on $\partial X$. The reason is that $v_0$ is typically constructed by guessing $\gamma_0$ and solving the linear elliptic problems for $\{u_j, 0\}$ with imposed Dirichlet conditions. It is for such a construction of $v_0$ that we were able to show that $A = (A, B)$ above was injective for $A = F'(v_0)$. The boundary condition $g_0 := Bv_0$ thus partially depends on solving the above problem and is not in general given by the measurements $g$ (unless $v_0$ is the solution $v$). We thus recast the (modified) nonlinear hybrid inverse problem as

$$F(v_0 + w) = H := T(v_0)\tilde{H} \text{ in } X$$
$$Bw = g - g_0 \text{ on } \partial X. \quad (45)$$

The objective of the following section is to provide an iterative algorithm to reconstruct $w$ provided that $v_0$ is sufficiently close to the solution we wish to obtain in the sense that $g - g_0$ and $H - H_0$ are sufficiently small with $H_0 := F(v_0)$. In section 4.2, we obtain an injectivity result stating that if $F(v_0 + w) = F(v_0 + \tilde{w})$ and $Bw = B\tilde{w}$, then $w = \tilde{w}$.

**Remark 4.1.** In the power density setting, we recast (10) and (11) as

$$F_{2j-1}(v_0 + w) = 0, \quad \tilde{F}_{2j}(v_0 + w) = H_j, \quad 1 \leq j \leq J,$$

respectively. Let then $L_\gamma, F_j,$ and $M_j$ constructed from $v_0 = (\gamma, \{u_j\})$ as in the derivation of (36). Finally, let us define

$$F_{2j}(v_0 + w) = L_\gamma \tilde{F}_{2j-1}(v_0 + w) - M_j F_{2j-1}(v_0 + w) = |F_j|^{-2}H_j =: K_j, \quad 1 \leq j \leq J.$$
The system $F_{2j-1}(v_0 + w) = 0$ and $F_{2j}(v_0 + w) = K_j$ for $1 \leq j \leq J$ is recast as
\[ F(v_0 + w) = \mathcal{H}, \]
in the notation of (45) and implicitly defines the linear operator $\mathcal{T}(v_0)$. We denote by $\mathcal{A} = F'(v_0)$ the linearization of $F$ at $v_0$, which agrees with the differential operator defined in (36).

Whereas the operator $\tilde{\mathcal{B}}$ maps $v_0$ to the traces of $\{u_j\}$ on $\partial X$, the extended operator $\mathcal{B}$ maps $v_0$ to the traces of $v_0$ and $\nu \cdot \nabla v_0$ on $\partial X$.

### 4.1. Iterative fixed point and reconstruction procedure.

Let us define
\[ F(v_0 + w) = F(v_0) + F'(v_0)w + G(w; v_0), \]
where $G(w; v_0)$ is quadratic in the first variable in the sense that
\[ \| (G(w; v_0), 0) \|_Y \leq C \| w \|_{\mathcal{X}}^2. \]
The latter estimate comes from the fact that $F(v)$ is polynomial in $v$ and the partial derivatives $D$ and that $\mathcal{X}$ is an algebra. We may thus recast the nonlinear system of equations for $w$ as
\[ \mathcal{A}w = \mathcal{H} - \mathcal{H}_0 - G(w; v_0) \quad \text{in } \mathcal{X} \]
\[ \mathcal{B}w = g - g_0 \quad \text{on } \partial X. \]
Since the linear operator $A = (\mathcal{A}, \mathcal{B})$ is invertible, we may recast the above equation as
\[ w = \mathcal{I}(w) := A^{-1}(\mathcal{H} - \mathcal{H}_0, g - g_0) - A^{-1}(G(w; v_0), 0). \]
From the polynomial structure of $F$ and the boundedness of $A^{-1}$ from $Y$ to $\mathcal{X}$, we deduce in addition to (47) that
\[ \| A^{-1}(G(w; v_0), 0) \|_{\mathcal{X}} \leq C_1 \| w \|_{\mathcal{X}}^2 \]
\[ \| \mathcal{I}(w) - \mathcal{I}(\tilde{w}) \|_{\mathcal{X}} \leq C_2(\| w \|_{\mathcal{X}} + \| \tilde{w} \|_{\mathcal{X}}) \| w - \tilde{w} \|_{\mathcal{X}}. \]
As a consequence, for $\| w \|_{\mathcal{X}} \leq R$ and $\| A^{-1}(\mathcal{H} - \mathcal{H}_0, g - g_0) \|_{\mathcal{X}} \leq \eta$ sufficiently small so that $\eta + C_1 R^2 \leq \eta$ sufficiently small, then the solution to (48) is unique and is obtained by the converging algorithm $w^{k+1} = \mathcal{I}(w^k)$ initialized with $w^0 = 0$.

### 4.2. Injectivity results.

The fixed point algorithm of the preceding section provides us with an explicit local reconstruction procedure for the nonlinear hybrid inverse problem. A similar methodology allows us to obtain local uniqueness results that are more general but not constructive. Using the same notation as in the preceding section, let us assume that
\[ F(v_0 + w) = F(v_0 + \tilde{w}) = \mathcal{H} \quad \text{in } \mathcal{X}, \quad \mathcal{B}w = \mathcal{B}\tilde{w} \quad \text{on } \partial X, \]
for a fixed $v_0 \in \mathcal{X}$. In other words, the measurements associated with $v_0 + w$ and $v_0 + \tilde{w}$ are identical. Injectivity of the nonlinear problem $F$ locally in the vicinity of $v_0$ then means proving that $w = \tilde{w}$.

Since $F$ is a polynomial in $w$, then there is a polynomial function in $w$ and $\tilde{w}$ such that
\[ F(v_0 + \tilde{w}) - F(v_0 + w) = \mathfrak{I}(w, \tilde{w}) \cdot (\tilde{w} - w). \]
When \( \tilde{w} - w \) is sufficiently small, then \( \mathcal{J}(w, \tilde{w}) \) satisfies the same properties as \( \mathcal{F}'(v_0) \), the Fréchet derivative of \( \mathcal{F} \). For instance, the ellipticity and unique continuation properties of \( \mathcal{F}'(v_0) \) still hold for \( \mathcal{J}(w, \tilde{w}) \) for \( w \) and \( \tilde{w} \) small in \( X \). As a consequence, we obtain that (51) implies that \( w = \tilde{w} \) and hence that \( \mathcal{F} \) is injective. More generally, \( \mathcal{J}(w, \tilde{w}) \) may still admit a left-inverse for \( w \) and \( \tilde{w} \) not necessarily close to each-other, in which case we also deduce that \( w = \tilde{w} \) for \( w \) and \( \tilde{w} \) not necessarily small.

Let us assume more generally that we have two measurements

\[
\mathcal{F}(v_0 + w) = \mathcal{H}, \quad \mathcal{B}w = g - g_0; \quad \mathcal{F}(\tilde{v}_0 + \tilde{w}) = \tilde{\mathcal{H}}, \quad \mathcal{B}\tilde{w} = \tilde{g} - g_0.
\]

Assume that \( \mathcal{F}'(v_0) \) is elliptic and injective. Then, \( \mathcal{J}(w, \tilde{w}) \) is elliptic and hence admits a left-inverse (since it is injective), at least for \( w \) and \( \tilde{w} \) sufficiently close to 0. As a consequence, we obtain as above the stability estimate

\[
\|w - \tilde{w}\|_X \leq C\|(\mathcal{H} - \tilde{\mathcal{H}}, g - \tilde{g})\|_Y. \tag{53}
\]

Note that the nonlinear problem (51) is invertible generically. Indeed, for \( v_0 \) analytic, \( \mathcal{A}'A \) augmented with Dirichlet boundary conditions \( \mathcal{D} \) is invertible. As a consequence, the above result shows that (51) may be inverted for \( (v_0 + w) \) in an open set including \( v_0 \). Since analytic coefficients \( v_0 \) in \( X_0 \) restricted to \( X \) are dense in the set of sufficiently smooth coefficients on \( X \), we obtain that the inverse problem may be inverted generically; see [49]. When \( v_0 \) is not analytic, then we need to find a unique continuation principle based on Carleman estimates to obtain an estimate of the form (53) for the fully nonlinear hybrid inverse problem.
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**Appendix A. Unique continuation for redundant systems**

**A.1. Redundant system for a scalar function.** Let \( x \) be a point in \( \mathbb{R}^{n+1} \) and \( N \) be a unit vector equal to \((0, \ldots, 0, 1)\) in an appropriate system of coordinates. We want to address the uniqueness of the Cauchy problem. Assume that \( L_q \) for \( 1 \leq q \leq Q \) are operators of order \( m \) and that

\[
L_qu = 0 \text{ in } V \cap \{x_{n+1} > 0\}, \quad \partial^j_{n+1}u = 0 \text{ on } V \cap \{x_{n+1} = 0\}, \tag{54}
\]

for \( 1 \leq q \leq Q \) and \( 1 \leq j \leq m - 1 \), where \( V \) is a neighborhood of 0. Here, \( u \) is a scalar function solution of a redundant system of equations. We assume that \( N \) is non characteristic for all \( L_q \). This implies, as in section 3.2.1, that all derivatives of \( u \) vanish on \( \{x_{n+1} = 0\} \) and that \( u \) can be extended by 0 on \( V \cap \{x_{n+1} < 0\} \). The uniqueness problem may therefore be recast as: if \( u \) satisfies

\[
L_qu = 0 \text{ in } V \quad \text{for } 1 \leq q \leq Q \quad \text{and} \quad u = 0 \text{ in } \{x_{n+1} < 0\}, \tag{55}
\]

then \( u \equiv 0 \) in a full neighborhood of 0.
When \( Q = 1 \), it is known that \( L = L_1 \) needs to satisfy some restrictive assumptions in order for the result to hold; see \([29, 36, 44, 53]\). The main advantage of the redundancy in the above system is that such assumptions need to be valid only locally (in the Fourier domain) for each operator, and globally collectively in a sense defined below. Our derivations closely follow the presentation in \([44]\), to which we refer to additional details.

Changing notation, we define \( t = x_{n+1} \) and still call \( x = (x_1, \ldots, x_n) \). We then define \( p_q = p_q(x, t, \xi, \tau) \) as the principal symbol of \( L_q \) for this choice of coordinates. Sufficient conditions for the uniqueness to the above Cauchy problem involve the properties of the roots \( \tau \) of the above polynomials \( \tau \mapsto p_q(\cdot, \tau) \) as a function of \( \xi \). In the setting of redundant measurements, these conditions may hold for different values of \( q \) depending on the value of \( \xi \). This justifies the following definition.

We assume the existence of a a finite covering \( \{ \Omega_\nu \} \) of the unit sphere \( S^{n-1} \) (corresponding to \( |\xi| = 1 \)) such that the following holds. For each \( \nu \), there exists \( q = q(\nu) \) and \( \varepsilon > 0 \) such that for each \( (x, t) \) close to \( 0 \) and each \( \xi \in \Omega_\nu \), we have

(i) \( \tau \mapsto p_q(x, t, \xi, \tau) \) has at most simple real roots and at most double complex roots

(ii) distinct roots \( \tau_1 \) and \( \tau_2 \) satisfy \(|\tau_1 - \tau_2| \geq \varepsilon > 0\)

(iii) non-real roots \( \tau \) satisfy \(|\Im \tau| \geq \varepsilon\).

Then we have the following result:

**Theorem A.1.** [Calderón's result for redundant systems.] Assume that \( N \) is non characteristic for the operators \( L_q \) at the origin and that for a finite covering \( \{ \Omega_\nu \} \) of the unit sphere, (i)-(ii)-(iii) above are satisfied. Then (55) implies that \( u = 0 \) in a full neighborhood of \( 0 \).

**Proof.** The proof very closely follows that of Theorem 5 in \([44]\). Note that the proof there requires all coefficients to be of class \( C^\infty \). It has been shown in \([28]\) (see also \([53, Notes of Chapter 2]\)) that such results also hold under less restrictive assumptions on smoothness. We do not track such results and assume that the coefficients are sufficiently smooth so that the technology developed in \([44]\) applies.

The differences between the proof of our theorem and that in \([44]\) are mostly notational. To present these differences in a somewhat self-contained manner, we need to introduce most of the notation in \([44]\), to which we refer the reader for details that are not reproduced here.

Let \( u(x, t) \) be of class \( C^m \) with support contained in \( |x| \leq r \) and \( 0 \leq t \leq T \). Define \( w = e^{k(T-t)^2} \). Then there is a constant \( C \) independent of \( u \) such that for \( r, T, \) and \( k^{-1} \) sufficiently small, we have the Carleman-type inequality

\[
\sum_{|\alpha| < m} |||D^\alpha u|||^2 \leq C(k^{-1} + T^2) \sum_{q=1}^Q |||L_q u|||^2, \tag{56}
\]

where we have defined

\[
|||u|||^2 = \int_0^T w(t) ||u||^2 dt, \quad w(t) = e^{k(T-t)^2}, \tag{57}
\]

with \( ||\cdot|| \) the \( L^2 \) norm in the variable \( x \). It is shown in \([44, p.31]\) that the theorem follows from the above inequality, which we now prove.
Since $N$ is non characteristic for $p_q$, the leading term of $p_q$ in $\tau^m$ does not vanish and we may divide $p_q$ by such a term to consider leading symbols (still called $p_q$) of the form

$$p_q(x, t, \xi, \tau) = \tau^m + \sum_{j=1}^{m} Q_{qj}(x, t, \xi) \tau^{m-j},$$

with $Q_{qj}$ homogeneous polynomials in $\xi$ of degree $j$.

Let $\Lambda = (1 - \Delta_x)^{\frac{1}{2}}$ be the operator with symbol $(1 + |\xi|^2)^{\frac{1}{2}}$. For $u$ with (small) compact support, we define

$$u_j = \Lambda^{m-j} D_t^{j-1} u, \quad 1 \leq j \leq m.$$ 

Let then $U = (u_1, \ldots, u_m)^t$. We may recast $L_q u = f_q$ as

$$D_t u_j - \Lambda u_{j+1} = 0, \quad j < m$$

$$D_t u_m + \sum_{j=1}^{m} Q_{qj}(x, t, D_x) \Lambda^{1-j} u_{m-j+1} + R_q U = f_q,$$

for $R_q$ a pseudo-differential of order 0 in $x$ while $Q_{qj}(x, t, D_x) \Lambda^{1-j}$ is a pseudo-differential of order 1 in $x$. The leading symbol of the above system for each $q$ is therefore a $m \times m$ matrix $\tau I + h_q$ with $h_q$ homogeneous of degree 1 in $\xi$. We denote by $H_q(t, x, D_x)$ the pseudo-differential operator with symbol $h_q(t, x, \xi)$. Note that $\text{Det}(\tau I + h_q) = p_q$ so that the roots of the system $\tau I + h_q$ are those of $p_q$.

From the derivation in [44, p.33 & p.35], (56) follows (for $k^{-1}$ and $T^2$ sufficiently small) from

$$\|\| U \|\|^2 \leq C(k^{-1} + T^2) \sum_{q=1}^{Q} \| (D_t + H_q) U \|^2 + C \int_0^T w(t) \| U \|^2_{-1} dt. \quad (58)$$

It thus remains to analyze the terms $\| (D_t + H_q) U \|$. The main idea of Calderón in [20, 21] is to diagonalize $h_q$ and analyze the corresponding diagonalized first-order system. For $\xi$ unit vectors close to some $\xi_0$, we find a non-singular smooth $m \times m$ matrix $r_q(x, t, \xi)$ such that for all $(x, t)$ close to 0,

$$r_q h_q r_q^{-1} = J_q,$$

with $J_q$ in Jordan form. From the assumption (i), we obtain that for $q = q(\nu)$, then $J_q$ is either a $1 \times 1$ matrix $\lambda(x, t, \xi)$ or a $2 \times 2$ matrix with $\lambda(x, t, \xi)$ on the diagonal, 0 on the (2,1) entry, and 1 on the (1,2) entry. Once $r_q$ is defined for $|\xi| = 1$, we extend it smoothly to all $\xi$ as a homogeneous function of degree 0. This may be done locally on cones in $|\xi| \geq 1$ but not necessarily globally. Following [44, p.34], the global obstructions may be overcome by replacing our finite covering $\{\Omega_{\nu}\}$ by a finer (sub)covering, which we still call $\{\Omega_{\nu}\}$ such that for each $\xi \in \Omega_{\nu}$, there is a non-singular smooth matrix $r_{q\nu}$ such that

$$r_{q\nu} h_{q\nu} r_{q\nu}^{-1} \text{ is in Jordan canonical form.}$$

We then define $\phi_{\nu}(\xi)$ a $C^\infty$ partition of unity subordinate to $\Omega_{\nu}$ such that $\sum_{\nu} \phi_{\nu}^2(\xi) = 1$ for $|\xi| = 1$ and such that each $\phi_{\nu}$ is extended to $|\xi| \geq 1$ smoothly as a homogeneous function of degree 0 and such that $\sum_{\nu} \phi_{\nu}^2(\xi) = 1$ for $|\xi| > 1$. Finally, we define $\Phi_{\nu}$ as the corresponding pseudo-differential operator of order 0 and $U_{\nu} := \Phi_{\nu} U$. 
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Since $[\Phi_\nu, H_q]$ is an operator of order 0, we verify as in [44, p.35] that (58) is a consequence of

$$|||U_\nu|||^2 \leq C(k^{-1} + T^2)|||(D_t + H_q(\nu))U_\nu|||^2 + C \int_0^T w(t)|||U|||_{-1}^2dt,$$  

(59)

which is to hold for each $\nu$. Note that the summation over $q$ in (58) is a clear consequence of us obtaining the above inequality for $q = q(\nu)$. For the rest of the derivation, $q = q(\nu)$.

Now, $H_q U_\nu$ is unchanged if $r_{q\nu}$ and $j_{q\nu}$ are changed outside of the support of $q(\nu)$. We thus construct symbols $h_\nu$ that agree with $h_q$ on $\Omega_\nu$ but that are globally reducible to a Jordan canonical form. Each $h_\nu$ is then extended to all $\xi$ by a smooth function still called $h_\nu$ that is homogeneous of degree 1 for $|\xi| \geq 1$. We thus have globally defined symbols such that $r_{q\nu} h_\nu r_{q\nu}^{-1} = j_{q\nu}$. We denote by $H_\nu, J_\nu, R_\nu$, and $S_\nu$ the pseudo-differential operators of order 1, 1, 0, 0, respectively, corresponding to the symbols $h_\nu, j_\nu, r_\nu$, and $r_\nu^{-1}$.

We finally define $V_\nu = R_\nu U_\nu$. The rest of the proof is then as in [44]. Following [44, p.35], we deduce that (59) is a consequence of

$$|||V_\nu|||^2 \leq C(k^{-1} + T^2)|||(D_t + J_\nu) V_\nu|||^2.$$

(60)

Now $J_\nu$ obtained from $p_{q(\nu)}$ for $\xi \in \Omega_\nu$ has diagonal entries of the form $A(t) + iB(t)$ with $A$ and $B$ pseudo-differential operators of order 1 and $B$ elliptic or vanishing when $J_\nu$ is a $1 \times 1$ matrix. Thus (60) is a consequence of [44, Lemma 2] and this concludes the proof of the theorem. \Box

A.2. Redundant system for vector-valued functions. The proof of the above theorem provides a local control encapsulated in (56). Above, $u$ is a scalar function. Such results may be extended to systems when $u$ is vector-valued provided that the leading term of the system is diagonal. Indeed, (56) may then be used component by component to provide a uniqueness result for the system. We now consider such an extension.

Consider operators $L_{qr}$ for $1 \leq q \leq Q$ and $1 \leq r \leq R$ and the system

$$L_{qr} u_r = 0 \text{ in } V \cap \{x_{n+1} > 0\}, \quad \partial_{n+1}^i u_r = 0 \text{ on } V \cap \{x_{n+1} = 0\},$$

(61)

with summation over repeated indexes and holding for all $1 \leq q \leq Q$ in the first equation and for all $1 \leq j \leq m - 1$ and all $1 \leq r \leq R$ in the second equation. Here $V$ is still a neighborhood of 0. We still call $t = x_{n+1}$ and $x = (x_1, \ldots, x_n)$ in an appropriate system with $N$ as before. We denote by $p_{qr} = p_{qr}(x, t, \xi, \tau)$ the principal symbol of $L_{qr}$ for this choice of coordinates. As above, this uniqueness problem may be recast as: Assume that

$$L_{qr} u_r = 0 \text{ in } V \text{ for } 1 \leq q \leq Q \quad \text{and} \quad u_r = 0 \text{ in } \{x_{n+1} < 0\},$$

(62)

for $1 \leq r \leq R$. Then $u_r \equiv 0$ in a full neighborhood of 0.

We sort the equations for $1 \leq q \leq Q$ such that the following holds. We assume that $\{1, \ldots, Q\}$ is decomposed into $R$ connected components $I_r$ of the form $l(r-1) + 1 \leq q \leq l(r)$ for a strictly increasing function $l(r)$ from $\{1, \ldots, R\}$ to $\mathbb{N}^*$ with $l(0) := -1$ and $l(R) = Q$. Then we assume that $p_{qr}$ is of order $m$ for $q \in I_r$ and of order at most $m - 1$ otherwise. When $Q = R$, then $p_{qr}$ forms a determined systems with diagonal entries of order $m$ and extra-diagonal entries of order at most $m - 1$. More generally, the matrix $p_{qr}$ is composed of operators of order $m$ that are block-diagonal with blocks of size $I_r \times 1$ and of other operators of order at most $m - 1$. \Box
Then, as we did before, we assume the existence of a finite covering \( \{ \Omega_\nu \} \) of the unit sphere \( S^{n-1} \) such that the following holds. For each \( \nu \) and \( r \), there exists a \( q = q(\nu, r) \in I_r \) such that for each \( (x, t) \) close to 0 and each \( \xi \in \Omega_\nu \), we have

(i) \( p_{qr}(x, t, \xi, \tau) \) has at most simple real roots and at most double complex roots

(ii) distinct roots \( \tau_1 \) and \( \tau_2 \) satisfy \( |\tau_1 - \tau_2| \geq \varepsilon > 0 \)

(iii) non-real roots \( \tau \) satisfy \( |\Im \tau| \geq \varepsilon \).

Then we have the following result:

**Theorem A.2.** [Calderón’s result for Redundant systems.] Assume that \( N \) is non characteristic for the operators \( L_{qr} \) for \( q \in I_r \) at the origin and that for a finite covering \( \{ \Omega_\nu \} \) of the unit sphere, (i)-(ii)-(iii) above are satisfied. Then (55) implies that \( u = 0 \) in a full neighborhood of 0.

**Proof.** The proof is similar to that of the preceding theorem. It is based on the following Carleman estimate

\[
\sum_{r=1}^{R} \sum_{|\alpha|<m} |||D^\alpha u_r|||^2 \leq C(k^{-1} + T^2) \sum_{q=1}^{Q} \sum_{r=1}^{R} |||L_{qr} u_r|||^2,
\]

(63)

whose proof is the same as that of (56). We leave the details to the reader. □

**A.3. Redundant systems in upper-triangular form.** In some applications, the leading term in the system may not be diagonal (or block-diagonal) but rather upper-triangular. In such a setting, unique continuation properties may still be valid provided that (a sufficiently large number of) the diagonal operators are elliptic. However, the corresponding complex roots may not longer be double. We have the following result, which as above, is stated for possibly redundant systems:

**Theorem A.3.** Assume that \( N \) is non characteristic for the operators \( L_q \) at the origin and that there exists a finite covering \( \{ \Omega_\nu \} \) of the unit sphere such that for each \( \nu \), there exists \( q = q(\nu) \) such that

\( p_q(x, t, \xi, \tau) \) has at most simple complex roots \( \tau \) satisfying \( |\Im \tau| \geq \varepsilon \)

for some \( \varepsilon > 0 \). Then there exists a constant \( C \) independent of \( u \) such that for \( k^{-1} \) and \( T \) sufficiently small, we have

\[
\sum_{|\alpha|\leq m} |||D^\alpha u|||^2 \leq C(k^{-1} + T^2) \sum_{q=1}^{Q} |||L_q u|||^2.
\]

(64)

**Proof.** The main difference with respect to the preceding theorem is that we have a full control of the \( m \)-th order derivatives of \( u \). We follow the proof of Theorem A.1 until the very last step. The additional control of \( D^\alpha u \) for \( |\alpha| = m \) comes from the control of \( \Lambda U_\nu \) and \( D_t U_\nu \), or equivalently, that of \( \Lambda V_\nu \) and \( D_t V_\nu \). Now, \( h_{q(\nu)} \) is diagonalized with simple eigenvalues \( \lambda(x, t, \xi) = -a(x, t, \xi) - ib(x, t, \xi) \). By assumption \( b(x, t, \xi) \) is uniformly bounded away from 0. We may then apply [44, (7.12)] to obtain that

\[
|||\Lambda V_\nu|||^2 + |||D_t V_\nu|||^2 \leq C(1 + kT^2) |||(D_t + J_\nu)V_\nu|||^2.
\]

The proof of (64) follows. □

As an application of the preceding result, let us consider the following corollary:
**Theorem A.4.** Consider the redundant system of equations

\[
\begin{pmatrix}
L_1 & L_0 \\
L_3 & L_2
\end{pmatrix}
\begin{pmatrix}
u_1 \\
u_2
\end{pmatrix} = 0 \text{ in } V \cap \{x_{n+1} > 0\}, \quad \partial_{n+1}^j u_k = 0 \text{ on } V \cap \{x_{n+1} = 0\},
\]

for \(1 \leq j \leq m-1\) and \(1 \leq k \leq 2\), with the following assumptions. The operators \(L_1\) and \(L_0\) are (vector-valued) \(Q_1 \times 1\) operators of order \(m\), where \(L_1\) satisfies the hypotheses of Theorem A.1 with \(Q = Q_1\). The operators \(L_2\) and \(L_3\) are \(Q_2 \times 1\) operators of order \(m\) and at most \(m-1\), respectively. Moreover, \(L_2\) satisfies the hypotheses of Theorem A.3 with \(Q = Q_2\). Then \((u_1, u_2) = 0\) in a full neighborhood of 0.

The same result extends systems of the form

\[
(L_{ij})_{1 \leq i, j \leq R} u = 0 \text{ in } V \cap \{x_{n+1} > 0\}, \quad \partial_{n+1}^j u_k = 0 \text{ on } V \cap \{x_{n+1} = 0\},
\]

for \(1 \leq k \leq R\), where \(L_{ij}\) is (a vector-valued operator) of order \(m-1\) for \(i > j\), \(L_{ii}\) is (a vector-valued operator) of order \(m\) that satisfies the hypotheses of Theorem A.1 with an appropriate value of \(Q\) when all \(L_{ik}\) are of order \(m-1\) for \(k \neq i\) and the hypotheses of Theorem A.3 with an appropriate value of \(Q\) when at least one operator \(L_{ik}\) for \(k < i\) is of order \(m\).

**Proof.** First of all, since \(N\) is non characteristic for \(L_1\) and \(L_2\), we observe that all derivatives of \(u_k\) vanish on \(\{x_{n+1}\}\) so that both functions can be extended by 0 for \(\{x_{n+1} < 0\}\). The above system of PDEs is thus satisfied on \(V\) with \(u_k = 0\) for \(x_{n+1} < 0\) and we wish to show that \(u_k = 0\) for \(x_{n+1} \geq 0\).

The proof is based on a modification of the method showing Theorem A.1 from (56). Indeed, we claim that for \((u_1, u_2)\) with support contained in \(|x| \leq r\) and \(0 \leq t \leq T\), then the theorem follows from

\[
\sum_{|\alpha| \leq m} \sum_{k=1}^2 |||D^a u_k|||^2 \leq C(k^{-1} + T^2)|||Lu|||^2,
\]

where we denote by \(Lu\) the left-hand side in (65). The proof is a straightforward modification of [44, p.31], which we reproduce here. Let \(\zeta\) be a smooth function defined for \(t \geq 0\) equal to 1 for \(t \leq 2T/3\) and 0 for \(t \geq T\). Let \(u_k = \zeta v_k\) for \(v = (v_1, v_2)\) solution of \(Lv = 0\). Then from (67), using only the estimate with \(|\alpha| = 0\), we obtain that

\[
\int_0^{2T/3} \|v\|^2 \, dt \leq C(k^{-1} + T^2) \int_{2T/3}^T \|L(\zeta v)\|^2 \, dt \leq C'(k^{-1} + T^2) \int_{2T/3}^T \, dt,
\]

with \(C'\) independent of \(k\). This shows that

\[
e^{kT^2/4} \int_0^{2T/3} \|v\|^2 \, dt \leq C'(k^{-1} + T^2)Te^{kT^2/9},
\]

and as \(k \to \infty\) that \(\int_0^{2T/3} \|v\|^2 \, dt \to 0\).

It remains to show (67). Using Theorem A.1, we obtain that the left-hand-side is bounded by

\[
C(k^{-1} + T^2)(|||L_1 u_1|||^2 + |||L_2 u_2|||^2) \leq C(k^{-1} + T^2)(|||Lu|||^2 + |||L_0 u_2|||^2 + |||L_3 u_1|||^2).
\]

Now from Theorem A.3, we obtain that

\[
|||L_0 u_2|||^2 \leq C(k^{-1} + T^2)|||L_2 u_2|||^2.
\]
Moreover, we obtain that
\[ ||| L_3 u_1 |||^2 \leq C \sum_{|\alpha|<m} ||| D^\alpha u_1 |||^2. \]

Therefore, for \((k^{-1} + T^2)\) sufficiently small, we deduce (67). The generalization to (66) is mostly notational and is left to the reader. □
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