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Multiview video plus depth (MVD) is a popular video format that supports three-dimensional television (3DTV) and free viewpoint television (FTV). 3DTV and FTV provide depth sensation to the viewer by presenting two views of the same scene but with slightly different angles. In MVD, few views are captured, and each view has the color image and the corresponding depth map which is used in depth image-based rendering (DIBR) to generate views at novel viewpoints. The DIBR can introduce various artifacts in the synthesized view resulting in poor quality. Therefore, evaluating the quality of the synthesized image is crucial to provide an appreciable quality of experience (QoE) to the viewer. In a 3D scene, objects are at a different distance from the camera, characterized by their depth. In this paper, we investigate the effect that objects at a different distance make on the overall QoE. In particular, we find that the quality of the closer objects contributes more to the overall quality as compared to the background objects. Based on this phenomenon, we propose a 3D quality assessment metric to evaluate the quality of the synthesized images. The proposed metric using the depth of the scene divides the image into different layers where each layer represents the objects at a different distance from the camera. The quality of each layer is individually computed, and their scores are pooled together to obtain a single quality score that represents the quality of the synthesized image. The performance of the proposed metric is evaluated on two benchmark DIBR image databases. The results show that the proposed metric is highly accurate and performs better than most existing 2D and 3D quality assessment algorithms.

1. Introduction

In everyday life, humans gain a lot of information through magazines, television, videos, images, etc. along with capturing, viewing, receiving, sending, and utilizing the information [1].

With the already presence of two-dimensional (2D) technologies, different three-dimensional (3D) technologies have also been introduced to the customers since the past few years mainly through cinemas, gaming, 3D televisions (3DTV) [2], and free viewpoint television (FTV) [3]. This huge utilization and demand of visual applications initiated the research of assessing the image quality that a consumer receives. Therefore, for the past few decades, image quality assessment (IQA) of both 2D and more recently 3D technologies has been a major focus of many researchers.

Subjective quality assessment, done through the human visual system (HVS), is considered to be the most accurate form of assessment because here humans are asked to view the images and videos and provide their opinion about the quality. However, image evaluation done subjectively can be expensive, time-consuming, and in many cases not possible [2]. In some cases, subjective experimentation can get further complicated because of many factors that include subjects’ physiological status (vision accuracy, binocular rivalry), psychological status (their emotions, mood), and certain environmental factors (distance from viewing display device, lighting conditions) [4].

Therefore, it has become the necessity of researchers to create certain mathematical models that can be able to predict the image quality for humans. IQA done objectively
includes certain computational algorithms that are usually
designed to predict the quality automatically and accurately
while maybe using some data from subjective assessment
[5]. In order to evaluate still images and videos, many
researchers use a direct or modified version of 2D quality
metrics. However, 3D image quality assessment is still a
new area to explore.

Depending on the 3D video application, different 3D
video formats are available, e.g., stereo video, video plus
depth (V+D), layered depth video (LDV), multiview video
(MVV), and multiview video plus depth (MVD) [6, 7]. In
MVD format, multiple color views and their corresponding
depth sequences are used to generate virtual views using
depth image-based rendering (DIBR) [8]. The 3D technolo-
gies and FTV allow the user to control the viewpoint in the
scene. It creates a depth perception of any scene with simul-
taneous display of numerous different views to provide
seamless horizontal parallax. Practically, capturing, coding,
and transmitting these various numbers of views at the same
time are not possible due to certain constraints of hardware,
software, and processes not being cost-effective.

Therefore, depth image-based rendering (DIBR) tech-
niques can be used to generate additional views with the
presence of limited images. DIBR algorithms help convert
2D monocular images into 3D stereoscopic image [9, 10].
DIBR consists of two stages of the process named warping
and rendering. Errors in the rendering process can typically
include image edge misalignment or displacements [11],
boundary blur, or black hole [12]. Some of the artifacts are
listed in the following.

(i) Motion blur: it is due to low light conditions
(ii) Ghosting effect: it is due to misalignment of the two
views being fused. It can also appear due to the
repeated reflection of light from the surface of the
lens and is seen in an image as a shadow
(iii) Binocular rivalry: perception alternates between
different images presented to each eye [13]
(iv) Keystone distortion: it results in a trapezoid shape,
and it affects the geometric relation and can break
the 3D effect of a stereo video
(v) Cardboard effect: unnatural flattening of objects
occurs in an image and creates inappropriate depth
scaling
(vi) Staircase effect: it affects diagonal edges of an image
(vii) Crosstalk effect: distortion occurs due to display
imperfections

The quality of views which are synthesized using DIBR
algorithms is mainly determined by depth of the image
and quality of the texture [14].

2. Related Work

In literature, many computational algorithms based on ste-
reoscopic and synthesized IQA have been documented
[15]. Most of the early 3D-IQA algorithms are extended
from 2D-IQA algorithms. For example, Ref. [16] proposed
an algorithm which is known as View Synthesis Quality
Assessment (VSQA) metric.

It starts with a 2D image quality metric to find the dis-
tortion or similarity signals between DIBR-synthesized views
and reference views. Later, three weighting maps are formed
including image contrast, gradient orientations, and textual
complexity.

Based on PSNR, Morphological Wavelet Peak Signal-to-
Noise Ratio (MW-PSNR) [12] helped find and estimate the
structural geometric distortion present in the DIBR-
synthesized image in order to find out the image’s quality.
MSSIM [17] is the extended algorithm of a 2D-IQA known
as structural similarity index (SSIM) [18]. By using this algo-
rithm, structural information of an image can be obtained by
separating the effect of illumination. The process is com-
pleted in three steps. The first step includes luminance com-
parison, the second step involves contrast comparison, and
lastly structural comparison of original and synthesized view
is done. Based on DIBR, with the help of 3D Video Quality
Measure (3VQM) [19], the first distortion-free depth esti-
mation method was established. The quality of the video
was determined by temporal and spatial variations which
were estimated by comparison between the given depth
map with the ideal depth map.

Li et al. [14] proposed a method to assess the quality of
synthesized views. This method worked on the preliminary
idea that distortions in depth images create changes in the
dge regions of the image. Three steps involved in the
method are the generation of similarity map, weighting
map, and finally edge-guided pooling is formed. Another full
reference metric was formed to assess the quality of the
image synthesized by DIBR [20]. It proposed to compare
the original view with the edges of the synthesized view.
Restricted to the structural distortion only, this algorithm
ignores the color distortion while evaluating the quality of
an image. The quality metric presented in [21] estimates
the geometric distortions and sharpness in the synthesized
image to assess its quality. The geometric distortions are esti-
mated by analyzing local similarities in the disoccluded
regions. The sharpness is measured globally using the syn-
thesized image and its downsampled version. Battisti et al.
[22] researched on 3D Synthesized view Image quality Met-
tric (3DSwiM). This metric compares certain statistical fea-
tures of wavelet subbands of reference views and DIBR-
synthesized views. This algorithm is working on the assump-
tion that humans are prone to make distortions when they
are surrounded by other humans. The 3D-IQA algorithm
presented in [23] captures the textural and structural distor-
tions in the DIBR-synthesized image to estimate its quality.

There are quality metrics designed on the fact that there
is a binocular asymmetry between a human’s right and left
eyes which disable humans to form a single binocular image.
Critical Binocular Asymmetry (CBA) metric [24] used DIBR
techniques to assess the quality of the image objectively. This
method detects the critical areas where excessive binocular
asymmetry is induced. Then, structural similarity is calcu-
lated in those critical areas. A 3D no-reference objective
metric was proposed [25] to assess the quality of virtual views. With the help of cyclopean eye theory, to measure the quality of the synthesized image, the proposed metric compares the characteristics of a cyclopean image with the produced image. In [26], an NR algorithm was presented to assess the quality of synthesized images. With the help of this method, synthesis distortion is calculated by using left and right views. It takes an original image and generates a virtual image which is used to assess the distortion that is created during the process of DIBR. A similar research [27] proposed an algorithm which was a combination of two metrics; one is used to assess the quality of synthesized images, and the second metric is responsible to assess the quality of depth maps. The proposed SIQM metric utilizes the phenomenon of cyclopean eye theory.

A no-reference 3D quality assessment metric presented in [28] proposed a natural scene statistics (NSS) model that captures the geometry distortions in the synthesized image to predict its quality. A metric proposed in [29] is known as the No-reference Image Quality assessment of Synthesized Views (NIQSV). Based on morphological operations, the algorithm integrates the distortions in saturation, contrast, and luminance.

Then, all these distortions are integrated into a single color weight factor. Another no-reference image quality assessment method for DIBR-synthesized images is presented in [30]. This method known as NIQSV+ estimates the DIBR-introduced distortions such as blurry regions, black holes, and stretching to predict the quality of the image. Tsai et al. [31] proposed an IQA based on DIBR techniques. The model was used to analyze the quality of the synthesized image made by distorting the depth map. Gaussian noise, quantization, and offset distortions were used. Consistent pixel shifts were eliminated inside the image and then rendering of an image was done.

In the existing 2D and 3D-IQA algorithms, quality computed at pixel or region level contributes equally to get an overall quality score. However, studies have shown that some regions or objects in an image attract more attention of the viewer than others; they are referred to as salient regions [32, 33]. In this paper, we investigate the impact of saliency on the overall quality of the synthesized image. Motivated by the findings of this investigation, we propose a DIBR-synthesized image quality assessment metric that finds the salient regions in the image with the help of the corresponding depth map, and based on the saliency, each pixel or region contributes differently to the final quality of the image.

The rest of the paper is arranged as follows: the proposed metric is presented in Section 3, the experimental evaluations and results are discussed in Section 4, and the conclusions of this research are presented in Section 5.

3. Proposed Method

Estimating the quality of the synthesized images is of paramount importance to provide a better viewing experience to the 3DTV and FTV viewers. Most existing quality metrics estimate the quality of individual pixels or groups of pixels and combine these estimates to obtain a single quality score of the synthesized image. However, various studies, e.g., [32–34], have shown that each pixel or region is of different importance in visual perception. The objects which are closer to the viewer are more focused upon and attract more attention of the viewer as compared to the far objects [35]. In Figure-Ground Principle [36], the figure is considered the positive space, and the ground is considered as negative space or the background, i.e., the surrounding area on which the figure is placed upon. According to these studies, one can conclude that the foreground objects are crisper and more eye-catching as compared to the objects in the background. We exploit this phenomenon to design a quality metric that segments the image into multiple regions, each with different visual importance. These regions are termed layers in the rest of the text. The quality of each layer is computed independently, and they are merged in such a way that each layer based upon its visual importance contributes differently in this merge. The layers with high visual importance should contribute more than the low saliency layers. The working of the proposed algorithm can be divided into two steps.

First, the synthesized image is divided into layers, and second, the quality of each layer is computed and pooled to obtain a single quality indicator. These steps are described in the following sections.

3.1. Image Layering. Numerous techniques have been proposed to segment the image into visually important regions and rank them accordingly, e.g., [32–34, 37]. In our case, the depth map of the image is also available which contains the geometrical information of the scene. Specifically, a depth map is a grayscale image whose values range between 0 and 255 [9]. These values are inversely coded, that is, the farthest object has depth 0 and the closest has 255. Figure 1 shows a sample synthesized image (Figure 1(a)) and its corresponding depth map (Figure 1(b)). Note that the two persons in this scene are closest to the camera and have depth values close to 255; the depth values of the rest of the scene are quite low and fall in the lower end of the depth range. Each object in an image is at a certain distance from the camera, and therefore, all its pixels have the same depth values or the variation in their depth is rather limited. We exploit this fact to divide the image into layers, where each layer corresponds to the pixels having similar depth. For example, the two persons in Figure 1(b) have similar depth values and therefore can be put into the same layer.

We propose a histogram-based algorithm to compute the image layers. The depth values of an object in an image are in a limited range, concentrated around its mean depth value, and thus form a peak in the histogram. Such a peak appears for each object or a set of objects having similar depth values. So we can identify the layers of the image by computing the histogram of the depth map and finding the peaks or the regions between the valleys in the histograms. Figure 2 shows the histogram of the depth map shown in Figure 1(b). The histogram shows two peaks, first from 0 to \( m_1 \) and second from \( m_1 \) to \( n \). All the image pixels with depth values in \([0, m_1)\) form a layer, and the pixels with
depth values in \([m_1, 255]\) form the second layer. Figure 3 shows these two layers. Figure 3(a) is the sample input image (Figure 1(a)), Figure 3(b) shows the first layer, and Figure 3(c) shows the second layer of the image obtained through the proposed layering strategy.

Let \(I_w\) be a synthesized color image of size \(M \times N\) and \(I_d\) be its depth map of the same size. To divide the image \(I_w\), a histogram of \(I_d\) is computed with \(b\) bin size. To find the layers, the local minimas in the histogram are found. Let \(m_1, m_2, m_3, \ldots, m_n\) be the \(n\) local minimas. Then, the image pixels with depth values in 0 to \(m_1\) are marked as layer 1 and those with depth values between \(m_1\) and \(m_2\) are marked as layer 2 and so on. Specifically, we define a layer map \(L\) as

\[
L(i, j) = \begin{cases} 
1, & \text{if } 0 \leq I_d(i, j) < m_1, \\
\vdots & \\
k, & \text{if } m_{k-1} \leq I_d(i, j) < 256, \\
\vdots & \\
n + 1, & \text{if } m_n \leq I_d(i, j) < 256.
\end{cases} \tag{1}
\]

This means the image pixel \(I_w(i, j)\) belongs to layer \(L(i, j)\). The pixels of a specific layer \(k\) can be obtained as \(\{I_w(i, j) | L(i, j) = k\}\). Figure 4 shows another example layer estimation, where five layers are detected. Figure 4(a) shows a sample synthesized image of Book_Arrival sequence, Figure 4(b) shows the corresponding depth map, and Figure 4(c) shows the histogram and the detected layers in the image.

3.2. Estimating the Image Quality. After segmenting the synthesized image \(I_w\) into \(n\) layers, the next step is to compute the quality of \(I_w\). To this end, the quality of each layer is estimated by comparing the layer image pixels with the corresponding pixels in the reference image \(I_r\). Any existing image quality metric can be used for this purpose. However, from experiments, we found that WSNR [38] performs the best with the proposed framework; a detailed discussion is presented in Section 4.6. Let \(Q_1, Q_2, Q_3, \ldots, Q_n\) be the quality scores for \(n\) layers. We aggregate these scores in a weighted manner in order to get the overall quality score \(Q\) of the synthesized image \(I_w\).

\[
Q = c_1 Q_1 + c_2 Q_2 + \cdots + c_n Q_n, \tag{2}
\]

where \(c_1, c_2, \ldots, c_n\) are the weights assigned to each layer. We have performed different experiments with the above described methodology and also with a fixed number of layers.

That is instead of automatically detecting the layers from the input image, we divide the image into a fixed number of layers. From experiments, we found that almost the same quality estimation accuracy can be achieved by using two layers which significantly simplifies the method and also makes it computationally efficient. When two layers are used, the layering process divides the image into foreground and background images (as shown in Figure 3, layer 1 represented the background, and layer 2 contains the foreground). The quality scores of the two layers are computed and combined in a weighted manner to obtain the quality of the image \(I_w\).

\[
Q = c Q_b + (1 - c) Q_f, \tag{3}
\]

where \(Q_b\) is the quality score of background (layer 1), \(Q_f\) is the quality score of foreground (layer 2), and \(c\) is the parameter that controls the relative importance of foreground and background. Its value is empirically estimated and set to \(c = 0.4\); a detailed discussion on this is presented in Section 4.3. This means the quality score \(Q\) is largely dominated by the foreground layer which is in line with the previous
studies stating that the closer objects in a scene are visually more important than the objects at a far distance.

4. Experiments and Results

In this section, we perform different experiments to evaluate the performance of the proposed 3D-Layered Quality Metric (3D-LQM). Various statistical tools are used in this evaluation; we compare the performance of our method with the existing 3D quality assessment algorithms.

4.1. Evaluation Datasets.

In the experimental evaluation, we have used two benchmark DIBR datasets, IRCCyN/IVC DIBR image database [39] and IETR DIBR image database [40]. Each dataset is a collection of DIBR-synthesized images generated with different DIBR algorithms and MVD sequences. Subjective evaluations are available to test the performance of objective quality assessment metrics. Each dataset is briefly introduced in the following sections.

4.1.1. IRCCyN/IVC DIBR Image Database. This database contains DIBR images generated from three multiview video plus depth sequences including Book_Arrival, LoveBird1, and Newspaper. Four new viewpoints are generated from these three sequences using seven DIBR algorithms referred to as A1 to A7 which are introduced in the following.

(a) Input image
(b) Layer 1
(c) Layer 2

Figure 3: Layers of LoveBird1 sequence based on the histogram of depth map shown in Figure 2.

(a) Color image
(b) Depth map

Figure 4: A sample synthesized image of Book_Arrival MVD sequence (a), its depth maps (b), and the histogram showing the five layers (c).

(i) A1: in [8], the holes on the borders are not filled so the border is cropped, and image is interpolated to its original size.
(ii) A2: the holes on the border are inpainted using image inpainting technique presented in [41]

(iii) A3: Tanimoto et al. [42] is a view generating system with 3D warping; it uses inpainting to fill missing parts in virtual image

(iv) A4: in the method proposed by Müller et al. [43], the depth information is used to fill holes in virtual image

(v) A5: Ndjiki-Nya et al. [44] proposed a patch-based texture synthesis approach to fill the holes

(vi) A6: Köppel et al. [45] extends the A5 approach by background sprite and uses temporal information in a video sequence to fill the holes

(vii) A7: these are the DIBR-synthesized images with unfilled holes

In Figure 5, a sample original image of LoveBird1 sequence is shown in Figure 5(a), and the synthesized images using the A1 to A7 DIBR approaches are presented in Figures 5(b)–5(h). Thus, in total, 84 view sequences were generated and rated by 48 subjects using the absolute categorical rating (ACR) and the mean opinion scores (MOS) were calculated. The reference images of the synthesized views were also rated by the subjects and were used to calculate the differential mean opinion score (DMOS).

4.1.2. IETR DIBR Image Database. IETR DIBR image database contains 140 images generated from 10 MVD sequences using 8 DIBR algorithms. The ten MVD sequences used in this database include Balloons, Book_Arrival, Kendo, LoveBird1, Newspaper, Poznan Street, Poznan Hall, Undo Dancer, Shark, and GT Fly. For each MVD sequence, two input views with their corresponding depth maps are used to generate a novel intermediate image using selected eight DIBR approaches. Two of these methods generate a single synthesized image by warping the input views of an MVD sequence to the virtual viewpoint and fusing the resultant images to obtain the target view. The rest of the six DIBR algorithms generate two synthesized images for each MVD sequence by warping the input views to the virtual viewpoint and recovering the holes using different strategies. Thus, for each MVD sequence, 14 DIBR images are obtained. These DIBR algorithms are introduced in the following.

(i) Zhu’s method [46]: the method does not use inpainting techniques to estimate the holes in the synthesized view; instead, it uses the occluded information to recover the holes

(ii) VSRS2 (View Synthesis Reference Software) [40]: it is the reference DIBR algorithm adopted by the MPEG 3D video group. The method handles the depth-related artifacts by performing different filters and then uses it to obtain the virtual view. The holes are inpainted using Telea method [41]

(iii) VSRS1 (View Synthesis Reference Software): it is single-view version of VSRS2 [42]

(iv) Criminisi’s method: the input view is warped to the target viewpoint and the holes are estimated using Criminisi’s inpainting method [47]

(v) LDI (Layered Depth Image) [48]: it is an object-based warping method that utilizes the inpainting method proposed in [49] to fill the holes

(vi) HHF (Hierarchical Hole-Filling) method [50]: the disocclusions in the DIBR-synthesized view are estimated using a pyramid-based hierarchical approach

(vii) Luo’s method [51]: this method proposed a background reconstruction algorithm to estimate the holes in the DIBR images

(viii) Ahn’s method [52]: the holes in Ahn’s DIBR generated image are filled with the patch-based texture synthesis

The subjective evaluation was carried out with the help of 42 naive observers. Their ratings were used to obtain the differential mean opinion score (DMOS) which is scaled to (0, 1). Sample images from the IETR DIBR image database are presented in Figure 6. The IETR DIBR image database only provides the DIBR-synthesized color images; the corresponding depth maps are not available. Since the proposed quality metric requires depth information for layer segmentation, the original depth map of the virtual viewpoint for each sequence is used to make the database compatible with the proposed algorithm.

4.2. Objective Evaluation Parameters. We have used different statistical measures to evaluate the performance of the proposed metric. These include Pearson’s linear correlation coefficient (PLCC), Spearman’s rank order correlation coefficient (SROCC), Kendall’s rank order correlation coefficient (KROCC), and root mean square error (RMSE). PLCC is used to test the prediction accuracy of the metric, computed as

$$PLCC = \frac{\sum_i(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_i(x_i - \bar{x})^2}(y_i - \bar{y})^2},$$  \hspace{1cm} (4)$$

where $x$ and $y$ are the subjective rating and the objective metric score of image, respectively, and $\bar{x}$ and $\bar{y}$ are the mean of $x$ and $y$, respectively.

SROCC measures the accuracy of an image quality assessment IQA metric using monotonic function. It is calculated as

$$SROCC = 1 - \frac{6\Sigma(x_i - y_i)^2}{n(n^2 - 1)},$$  \hspace{1cm} (5)$$

where $n$ is the number of observations.
KROCC is a nonparametric measure and represents the relationship between two variables.

\[
\text{KROCC} = \frac{n_c - n_d}{(1/2)n(n-1)},
\]

where \(n_c\) and \(n_d\) are the number of concordant and the number of discordant in the dataset, respectively. RMSE is used to measure the difference between predicted values and observed values.

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{N} (y_i - y_{i1})^2}{n}}.
\]

According to the video quality expert group (VQEG) recommendation [53], the objective scores are mapped to

Figure 5: Sample DIBR image from IRCCyN/IVC DIBR image database. Images of LoveBird1 sequence, original image and the DIBR images produced by the seven algorithms (A1 to A7).
the subjective differential mean opinion score (DMOS) using a nonlinear logistic mapping function. For this purpose, we have used the logistic function outlined in [9].

\[
\hat{y}(x) = \beta_1 \left( \frac{1}{2} - \frac{1}{1 + \exp \beta_2(x - \beta_3)} \right) + \beta_4(x) + \beta_5, \tag{8}
\]

where \(\hat{y}(x)\) is the predicted value, \(x\) is the score obtained by the objective quality metric, and \(\beta_1, \ldots, \beta_5\) are the parameters of the logistic function.

4.3. Parameter Settings. We recall that the final quality score of a synthesized image is calculated by combining the quality scores of the foreground and the background layers of the image (Equation (3)). The parameter \(c\) in this pooling controls the relative importance of the two scores, \(Q_b\) and \(Q_f\).

In the first experiment, we test the proposed algorithm with different values of \(c\) to find the optimal settings. Specifically, the value of \(c\) is varied between 0 and 1, and the performance parameters PLCC, SROCC, and KROCC on the results of the proposed method are computed. The results are presented in the Kiviat diagram in Figure 7. Each label at the axis denotes two values separated with \(\sim\), the first value \((c)\) represents the weight given to the \(Q_b\) score, and the second value \((1 - c)\) represents the weight given to the \(Q_f\) score.

The diagram shows that the proposed quality metric achieves the best correlation with the subjective ratings when \(Q_b\) contributes 40% and \(Q_f\) 60%, that is, \(c = 0.4\). At this setting, the proposed method achieves the highest 0.6859 PLCC, 0.6277 SROCC, and 0.6277 KROCC. Kindly note that this analysis is performed only on the IRCCyN/IVC DIBR image database and the same settings are applied in performance evaluation for the IETR DIBR image database.

4.4. Performance Comparison with 2D-IQA Metrics. In the next set of experiments, we compare the performance of the proposed quality metric with the existing 2D-IQA algorithms. For this evaluation, we have selected the widely used and well-known 2D-IQA algorithms including peak signal-to-noise ratio (PSNR). It is the ratio between the maximum power of a signal and the power of distorting noise that affects the quality of its representation. Structural similarity index (SSIM) [18] is used to measure the similarity between two images, original and synthesized image using luminance, contrast, and structural comparison. Multiscale structural similarity index (MSSIM) [17] is the modified form of SSIM. It is the mean of all the three components of SSIM. Visual signal-to-noise ratio (VSNR) [54] is based on the contrast threshold of distortion detection and visual distortion detection. Weighted signal-to-noise ratio (WSNR) [38] considers the weighting function of the human visual system with signal-to-noise ratio. Visual information fidelity (VIF) [55] is a full-reference image quality metric that uses both
the distortion model and HVS model to evaluate an image. VIFP [55] is the pixel-based version of visual information fidelity. Information Fidelity Criterion (IFC) [56] uses the natural scene statistics to assess an image. Universal Quality Index (UQI) [57] uses the loss of correlation, luminance distortion, and contrast distortion in order to model image distortion.

The compared methods are executed on each test dataset, and all performance parameters are computed similar to the proposed algorithm. In the evaluation, the implementation of the compared methods provided by the authors or third-party libraries is used. The evaluation results on the IRCCyN/IVC DIBR image database are presented in Table 1 and on the IETR DIBR image database in Table 2. The results reveal that the proposed 3D-LQM algorithm outperforms all the compared methods on both databases with significant margins. The proposed metric achieves the highest correlation coefficients and minimum RMSE.

4.5. Performance Comparison with 3D-IQA Metrics. We also compare the performance of the proposed algorithm with existing different 3D-IQA algorithms. The compared methods include Bosc [58], VSQA [16], MW_PSNR [12], RMW_PSNR [12], MP_PSNR [59], RMP_PSNR [60], 3DSwIM [22], ST_SIAQ [61], NIQSV [29], NIQSV+ [30], and SIQE [25]. We computed the scores of these methods on IRCCyN/IVC DIBR image database and applied the same nonlinear regression function on these data scores before computing the performance parameters. The results are presented in Table 3.

The results show that the proposed metric outperforms all compared methods in PLCC and achieves more than a 0.68 score. In terms of SROCC, RMP_PSNR performs marginally better than our method; however, in the other two measures, KROCC and RMSE, the proposed algorithm performs better than all compared methods.

The performance of the proposed method on the IETR DIBR image database is also computed and compared with the existing 3D-IQA metrics. The performance of the compared 3D-IQA algorithms is evaluated using the same regression function used for the proposed method. The results of the evaluation are presented in Table 4. The results show that the proposed method performs the best amongst all compared methods. It achieves the highest PLCC and SROCC of more than 0.60 and KROCC of more than 0.43 and minimum RMSE around 0.19.
From the experimental evaluation results presented in Tables 1–4, it is evident that the proposed method is accurate and achieves high correlations with the subjective ratings on both testing databases. We observe that the superior performance of the proposed algorithm is due to the segmentation of the image into the foreground and background layers and giving different importance to each layer. This helps the proposed method to find the salient regions in the image which contributes more than the other regions towards the total quality of the synthesized image. Moreover, unlike most existing saliency detection algorithms, we proposed a simple strategy that exploits the depth information of the scene to separate the visually important regions, foreground, from the visually less important regions, background. The proposed image layering method is accurate and computationally efficient.

4.6. Performance Analysis of 2D-IQA Metrics Coupled with the Proposed Framework. We recall that in the proposed quality assessment algorithm, after segmenting the synthesized image into layers with the help of the depth map, the quality of each layer is computed using available 2D quality metrics. In the next set of experiments, we used various 2D-IQA metrics with the proposed strategy to evaluate their performance using the IRCCyN/IVC DIBR image database. We executed them for the whole test dataset and computed the four performance parameters, PLCC, SROCC, KROCC, and RMSE. All the 2D-IQA metrics used in performance comparison in Section 4.4 are evaluated here with the proposed strategy. The performance of these metrics with the proposed strategy and without the proposed strategy (their standard implementation) is compared to capture the change. The results of these experiments are reported in graphs shown in Figure 8.

Figure 8(a) compares the prediction accuracy, Pearson’s linear correlation coefficient, of the quality metrics with working with the proposed strategy and without the proposed strategy. The graph shows that the PLCC of each quality metric significantly improves when it is coupled with the proposed scheme where the image is segmented into layers and quality of each layer is assessed dependently and their scores are combined in a weighted manner to obtain a single quality score. For example, the PLCC of PSNR increased from 0.42 to 0.59 when used with the proposed strategy, an increase of more than 0.17 (38%). The graph shows that the PLCC of each quality assessment metric with the proposed strategy is compared to capture the change. The results of these experiments are reported in graphs shown in Figure 8.

Figure 8(b) compares the performance of the quality assessment metrics with and without the proposed strategy in terms of SROCC. The graph shows a significant increase in SROCC when implemented with the proposed scheme. For example, the SROCC of PSNR, IFC, and VIF increases more than 0.11, 0.32, and 0.47, respectively. Similar improvements in KROCC can be seen from Figure 8(c). The final comparison is performed on RMSE, presented in Figure 8(d). Similar to the other three performance parameters, RMSE also shows a significant improvement in the
performance of all compared methods when implemented with the proposed strategy. The statistics reveal an average improvement of more than 29\% in RMSE. From the statistics presented graphs shown in Figure 8, we can conclude that the performance of the quality assessment techniques significantly improves when implemented with the proposed strategy. These conclusions are based on the experiments performed on the IRCCyN/IVC DIBR image database.

5. Conclusions and Future Research Directions

In this paper, we proposed a novel image quality assessment algorithm for 3D synthesized images. It is a layer-based algorithm where each layer contains objects at a certain distance from the viewing eye. In particular, the DIBR-synthesized images are divided into two layers, foreground layer and background layer. The former layer contains the objects close to the observing eye and attracts most of the user’s attention. The background layer, on the other hand, contains the regions in the image that are unimportant and inconspicuous and thus are less likely to have viewer attention. The quality of each layer is computed individually, and the results are combined in a weighted manner. Since the foreground layer is salient, it is weighted more than the background layer. The performance of the proposed method is evaluated on the benchmark IRCCyN/IVC DIBR image database and IETR DIBR image database, and the results are compared with the existing 2D-IQA and 3D-IQA algorithms. The results reveal the effectiveness of the proposed quality assessment metric. A software release of the proposed metric is made publicly available on the project website: http://faculty.pucit.edu.pk/~farid/Research/LQM.html.

At the end of this research, we uncovered two potential research directions for future work that were out of the
scope of this research. In the proposed metric, we use the depth information of the image to segment it into the so-called layers; the color or texture information of the image is not used in this process. In addition to exploiting the depth map for layering, using the color information to improve the segmentation would be an interesting research direction. The proposed framework is implemented with 2D quality assessment metrics and it showed appreciatively good results. However, investigating its performance when coupled with the 3D quality metrics would be another interesting study.

Data Availability

Previously reported IRCCyN/IVC DIBR image database and IETR DIBR image database were used to support this study and are available at https://qualinet.github.io/databases/image/irccynivc_dibr_images_database/ and https://vaader-data.insa-rennes.fr/data/stian/ieetom/IETR_DIBR_Database.zip, respectively. These prior studies (and datasets) are cited at relevant places within the text as references [39, 40].
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