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ABSTRACT

It is shown that the use of the representation of digital signals varying in the restricted amplitude range through elements of Galois fields and the Galois field Fourier transform makes it possible to obtain an analogue of the convolution theorem. It is shown that the theorem makes it possible to analyze digital linear systems in the same way as used to analyze linear systems described by functions that take real or complex values (analog signals). In particular, it is possible to construct a digital analogue of the transfer function for any linear system that has the property of invariance with respect to the time shift. It is shown that the result obtained has a fairly wide application, in particular, it is of interest for systems in which signal processing methods are combined with the use of neural networks.
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1. INTRODUCTION

One of the main foundations of radio engineering is the apparatus of linear systems analyzing, completely built on the use of direct and inverse Fourier transforms. Research in this direction continues at the present time [1], [2] too. In particular, such fundamental concepts of radio engineering as the frequency range, as well as the transfer function of linear systems, leading to the concept of frequency response (FR), which has been and remains one of the most powerful research tools in this area [3]-[5] were created on this basis. The concept of FR is completely based on the well-defined results of the application of Fourier analysis, built on the use of harmonic functions-the convolution theorem [6]. The theorem states that under suitable conditions the Fourier transform of a convolution of two functions is the product of their Fourier transforms.

This theorem and its consequences are used not only for the analysis of time-dependent signals. In particular, the concept of the spatial frequencies spectrum in Fourier optics [7] is formulated on this basis too. Such approach gives possibility to describe the propagation of electromagnetic waves in space through the transfer function also. On the same basis, the apparatus of generalized Fourier optics [8], [9] is built, which is applicable for description of both optical and radio engineering systems (Fourier optics tools were originally developed, in particular, for solving problems in the field of radar technique [10] to describe the reflection of electromagnetic waves). We emphasize that the signals analyzed in the framework of Fourier optics are analog ones, therefore it uses Fourier transforms based on the use of harmonic functions.
The construction of an analogue of harmonic functions intended for the description of digital signals is a non-trivial task. Their best-known analogue is the classical Walsh function, which is actively used for various applied purposes [11]-[13]. Unfortunately, neither classical Walsh function itself, nor its existing modifications [14]-[16] are not complete analogs of harmonic functions. Particularly, there are no possibility to develop, for example, the apparatus for digital linear systems analyzing in form with the same completeness and sequence in which it is developed for analog signals on the Walsh functions base.

In [17], it was proposed the following approach for processing of any digital signals that actually occur in practice: they all change in a finite range of amplitudes, and, therefore, the number of digital signal levels is also finite. Hence, it becomes possible to use Galois field, i.e., finite commutative bodies (in the algebraic sense of the last term) for digital signal processing. Let us emphasize that Galois field have been used for digital signal processing for a very long time [18]-[20], however, mainly the fields related to the binary representation of signals were used (the fields GF(2^m), where m is an integer).

In [17] it was shown that for digital signal processing it is often advisable to use non-binary Galois field, choosing the number of their elements equal to the number of signal levels. Of course, in practice, scales corresponding to binary logic (and, accordingly, binary Galois field) are currently used, but this is nothing more than a matter of agreement. Since one can construct Galois fields GF(p), where p is a prime number. This result is of interest, in particular, from the point of view of the theory of signal coding, since it is non-binary Galois field that are currently actively used in this area [21]-[23], but the area of its application is not limited to this.

In this paper, it is shown that by using functions that take values in Galois fields as a signal model, one can obtain a digital analogue of the convolution theorem. This allows us to reduce the description of any digital linear systems to finding their transfer functions in the same way as it is carried out in the classical theory of linear circuits in terms of analog signals and continuous functions.

Note that in connection with the prospect of using multivalued logics to create artificial intelligence, it is of interest not only representation of signals through non-binary Galois fields, but an analogue of the convolution theorem obtained in this work also. As emphasized in [24]-[26], intelligence, first of all, should be considered as a system of information processing, and there is no reason to assert that such systems must necessarily be built on the Aristotle’s logic, which corresponds to binary one. Multi-valued logics have been actively developed throughout the twentieth century, and it is appropriate to emphasize that in the pioneering works of Łukasiewicz [27], multi-valued logic was viewed precisely as an alternative to Aristotle’s logic. Moreover, the functioning of neural networks, which underlie many AI systems, can be analyzed from the standpoint of coding theory [28], [29]. For this purpose, the obtained analogue of the convolution theorem is also of significant interest.

2. ADVANTAGES OF NON-BINARY GALOIS FIELD FOURIER TRANSFORM

Building of non-binary Galois field Fourier transform is based on the following considerations [17]. Discrete-time functions taking values in the Galois field GF(p) can serve as a model for any signals that can be converted to digital form. Indeed, the scheme of dividing of the range of signal amplitudes into discrete intervals is nothing more than a matter of agreement. The standard procedure for converting a signal to digital form involves dividing the range of amplitudes into binary intervals, i.e., each discrete value of the amplitude corresponds to a certain binary number and the total number of levels is 2^n. This is optional. We emphasize that digital signal processing uses namely models, i.e., real physical quantities are described by mathematical objects (continuous functions, for example).

To build signal models, other mathematical objects can also be used, in particular, elements of Galois fields GF(p). Consequently, in order to use signal models built on Galois fields, it is sufficient to divide the range of amplitudes, which in practice is always finite, into such a number of intervals that the total number of discrete levels will be simple number.

For Galois fields, the next theorem for the sum of powers of a primitive element ζ is valid.

\[ 1 + \zeta + \zeta^2 + \ldots + \zeta^{n-1} = \begin{cases} n, & \zeta = 1 \\ 0, & \zeta \neq 1 \end{cases} \]

(1)

Where \( n = p - 1 \) – the number of nonzero elements in a given Galois field, which follows from the formula for a geometric progression:

\[ 1 + \zeta + \zeta^2 + \ldots + \zeta^{n-1} = \frac{1 - \zeta^n}{1 - \zeta} \]

(2)

and the fact that \( \zeta^{n+1} - \zeta = 0 \) and \( \zeta^n - 1 = 0 \) for any element \( \zeta \) of an arbitrary Galois field containing \( p = n + 1 \) elements.
If we consider a finite time interval, divided into discrete subintervals, then, following [17], we can define sequences of the form;

\[ w_m = (1, \theta^m, \theta^{2m}, \theta^{3m}, \ldots, \theta^{(n-1)m}), \]  

(3)

where \( \theta \) is a primitive element, the degrees of which up to the \((n - 1)\)-th inclusively are give all nonzero elements of the considered Galois field, i.e. all degrees appearing in (3), de facto, do not exceed \( p \), since the products of degrees are calculated by \( \text{mod}(p + 1) \).

With respect to the above intervals, sequences of the form (4) are direct “digital” analogs of harmonic functions (in contrast to the Walsh basis), in particular, they form a complete basis if set (3) is supplemented with a sequence consisting only of ones.

\[ w_0 = (1, 1, 1, 1, \ldots, 1), \]  

(5)

This follows from formula (1), which in relation to the considered sequences (3) and (4) gives the following result;

\[ \sum_{j=0}^{i=n-1} w_{k_1}^{(j)} w_{k_2}^{(j)} = \begin{cases} 1, & k_1 \equiv k_2 \text{ (mod } (p + 1) \text{)} \\ 0, & k_1 \not\equiv k_2 \text{ (mod } (p + 1) \text{)} \end{cases} \]  

(6)

which allows you to go directly to the spectral representation of the signal \( \vec{u} \) in the form;

\[ \vec{u} = \sum_{j=0}^{i=n-1} z_j \vec{w}_j \]  

(7)

where elements \( z_j \) corresponds to magnitudes of spectral components.

Multiplication of relation (7) by the vector \( \vec{w}_j^T \), conjugate (in the sense of formula (6)) to \( \vec{w}_j^T \), by virtue of (10), gives;

\[ (\vec{u}, \vec{w}_j^T) = \sum_{i=0}^{i=n-1} z_i (\vec{w}_i, \vec{w}_j^T) = z_j \]  

(8)

Relation (8) shows that obtained sequences can be interpreted as generalized Rademacher functions, and these functions constitute a complete orthogonal system by themselves, i.e., generally speaking, there is no need to pass from generalized Rademacher functions to generalized Walsh functions, especially if take into account that the prime number \( p \) can be chosen large enough to process sufficiently long information packets.

We also emphasize that the amount of information required to transmit information about spectra, obtained in terms of generalized Rademacher functions, is significantly less than, for example, when using the classical Walsh basis. Indeed, the amplitude of the spectral components calculated using the Walsh basis can vary over a very wide range. Oppositely, in the case under consideration, it certainly lies in the same range as the original signal. More precisely, the spectrum is also an integer function that takes values in the same Galois field \( GF(p) \) as the function that serves as a model of the original signal.

This is illustrated in Figure 1-4. Figure 1 shows the dependence of the number of deaths per week, during 16 weeks of 2020, in the state of Georgia, USA, used as an example of a model signal, in Figure 2 the same dependence, but reduced to a coarse scale corresponding to the Galois field \( GF(17) \), and in Figure 3 is its diagram corresponding to its spectrum in terms of this field.

Figure 1. Model "signal" - the dependence of the number of deaths per week, during 16 weeks of 2020, in the state of Georgia, USA on time (16 values)
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Figure 2. Model "signal" (Figure 1) in a coarse scale of 17 amplitude divisions

Figure 3. The spectrum of the model signal obtained using the generalized Rademacher functions constructed in the Galois field for various sequences j, according to formula 7

Figure 4. The spectrum of the model signal obtained using the classical Walsh function

For comparison, Figure 4 shows the spectrum obtained using the classical Walsh function (the comparison is legitimate, since in both cases the sequences of 16 signal values from time are considered de facto). From a comparison of the spectra, it can be seen that the use of generalized Rademacher functions actually gives the above-mentioned advantage. Another significant advantage is the description of linear systems in the same way as in terms of harmonic functions.

3. DESCRIPTION OF LINEAR SYSTEMS IN TERMS OF GENERALIZED RADEMACHER FUNCTIONS

An analogue of the convolution theorem is valid in terms of generalized Rademacher functions. Let's show it. The convolution theorem states that the Fourier transform of the convolution of two functions is the product of the Fourier transforms. Let us recall the proof of this theorem in order to be able to draw the most complete analogy, as well as to clarify the significance of the developed approach for the analysis of signals taking discrete values.

The convolution of two functions $g$ and $f$, corresponding to analog signals in a complex representation, is the operation:

$$f \otimes G = \int f(t_1)G(t - t_1)\,dt_1$$  (9)
We emphasize that the convolution operation finds more than wide application in all areas, one way or another related to the processing and analysis of analog signals. In particular, this is due to the fact that operation (9) describes the response of any stationary linear system to a signal arriving at its input. Namely, if the system is linear and stationary, that is, its characteristics do not depend on time, then its operator \( \hat{G} \) acting on a function describing an arbitrary input signal must have the property of invariance under the time shift operation;

\[
\hat{G}f(t - t_1) = g(t - t_1)
\]

provided that,

\[
\hat{G}f(t) = g(t)
\]

A linear operator \( \hat{G} \) acting on continuous functions and satisfying condition (10) can only have the form (9). This follows, among other things, from physical considerations. Namely, the function \( G(t) \) can be interpreted, inter alia, as the response of the system to the \( \delta \)-shaped signal, where \( \delta(t) \) is the Dirac delta function.

Indeed, in this case;

\[
\hat{G}\delta(t) = \int \delta(t_1)G(t - t_1)dt_1 = G(t)
\]

Consequently, relation (9) can be interpreted as a superposition of responses to a set of \( \delta \)-shaped signals, each of which is taken with a weight \( f(t_1) \). In this case, as it directly follows from (9), the shift of the original signal along the time axis will lead to exactly the same shift in the response. This interpretation will also be needed later for description of linear stationary systems in terms of generalized Rademacher functions.

Applying the Fourier transform to the right-hand side of (9) gives a result known as the convolution theorem.

\[
F[\mathcal{G} \otimes f] = \int G(t_2)e^{-i\omega t_2}dt_2 \int f(t_1)e^{-i\omega t_1}dt_1 = F[G]F[f]
\]

where \( \omega \) is variable of frequency, \( t \) - time. Symbol \( F \) marks the calculation of Fourier transform.

Formula (13) is, in particular, the basis for describing any linear radio engineering circuits in terms of transfer functions. The description of signal propagation through any such circuit is reduced, as follows from (13), to the multiplication of its spectrum by the transfer function. The use of a spectrum based on generalized Rademacher functions will make it possible to determine an analogue of transfer functions in a purely discrete representation, as well as clear from what follows.

Let us consider what can be understood as an analogue of the convolution operation for such a representation. The most general analogue of formula (11) for signals in discrete representation is the record;

\[
\vec{u} = \hat{G}\vec{u}_0
\]

where the vectors \( \vec{u}_0 \) and \( \vec{u} \), they are given over the corresponding Galois field, correspond to the input and output signals, respectively.

An analogue of condition (10) in this case is the formula;

\[
\vec{u}(m) = \hat{G}\vec{u}_0(m)
\]

where \( m \) marks a shift on \( m \) positions.

Let us find out what the requirement for the stationarity of the system corresponds to the case when the signals are represented through Galois fields. First of all, the total number of ticks in one period must be strictly equal to the number of nonzero elements of the field \( n \). Otherwise, the generalized Rademacher functions cannot be defined. Accordingly, it is advisable to consider periodic or artificially periodized signals with such a period.

An analogue of formula (12) can be represented by the following notation;

\[
(1,0,0,...,0) \downarrow (g_0,g_1,g_2,...,g_{n-1})
\]

which implies that the response of the system to a signal of unit amplitude on the first clock cycle generates a certain signal, represented as a sequence \( g_i \) of Galois field elements corresponding to different amplitude levels.
Similarly, for a signal of unit amplitude acting on the second cycle, we have:

\[(0,1,0,...,0)\]
\[\downarrow\]
\[(g_{n-1}, g_0, g_1, ..., g_{n-2})\]

In (17) takes into account that the shift of the signal along the time axis should cause exactly the same shift in the response. Since a periodic signal with a period length \(n\) is considered, this corresponds to a cyclic permutation in (17) with respect to (16).

The general formula for the response of a stationary linear system, respectively, has the form:

\[
\begin{pmatrix}
    u_1 \\
    u_2 \\
    \vdots \\
    u_{(n-1)}
\end{pmatrix} = \begin{pmatrix}
    g_0 & g_1 & \cdots & g_{(n-1)} \\
    g_1 & g_2 & \cdots & g_0 \\
    \vdots & \vdots & \ddots & \vdots \\
    g_{(n-1)} & g_{(n-2)} & \cdots & g_0
\end{pmatrix} \begin{pmatrix}
    u_{01} \\
    u_{02} \\
    \vdots \\
    u_{(n-1)}
\end{pmatrix}
\]

This operation can be interpreted as an analogue of the convolution operation for signals specified in the analog representation.

Let us show that generalized Rademacher functions play the same role for the analysis of linear stationary systems in discrete representation as harmonic functions play for the description of such systems in analog form.

Application of operator (18) to the sequence \(\vec{w}_1\) gives:

\[
\begin{pmatrix}
    u_1 \\
    u_2 \\
    \vdots \\
    u_{(n-1)}
\end{pmatrix} = \begin{pmatrix}
    g_0 & g_1 & \cdots & g_{(n-1)} \\
    g_1 & g_2 & \cdots & g_0 \\
    \vdots & \vdots & \ddots & \vdots \\
    g_{(n-1)} & g_{(n-2)} & \cdots & g_0
\end{pmatrix} \begin{pmatrix}
    1 \\
    \theta \\
    \vdots \\
    \theta^{(n-1)}
\end{pmatrix}
\]

The result of multiplying each of the rows of matrix (16) by the column \(\vec{w}_1\) is exactly described by formula (8) for calculating the spectral component of the function shifted by a certain number of clock cycles relative to the original one. Hence it follows that:

\[
\begin{pmatrix}
    u_1 \\
    u_2 \\
    \vdots \\
    u_{(n-1)}
\end{pmatrix} = (\vec{w}_1, \vec{g})(1 \quad \theta^{k} \quad \vdots \quad \theta^{(n-1)})
\]

The following general formula is proved in the same way:

\[
\vec{G}(1 \quad \theta^k \quad \vdots \quad \theta^{(n-1)}) = (\vec{w}_k, \vec{g})(1 \quad \theta^k \quad \vdots \quad \theta^{(n-1)}) = (\vec{w}_k, \vec{g})\vec{w}_k
\]

Let us now consider the action of the operator \(\vec{G}\) on an arbitrary signal representable in terms of a basis of generalized Rademacher functions defined over a Galois field with \(n + 1\) elements. We represent such a signal in the form of a finite series:

\[
\vec{u}_0 = c_0\vec{w}_0 + c_1\vec{w}_1 + c_2\vec{w}_2 + \cdots + c_{n-1}\vec{w}_{n-1}
\]

Acting on it by the operator \(\vec{G}\) and taking into account (21), we obtain:

\[
\vec{u} = \vec{G}\vec{u}_0 = \Sigma_{i=0}^{i=n-1} c_i \vec{G}\vec{w}_i = \Sigma_{i=0}^{i=n-1} (\vec{w}_0, \vec{g})c_i \vec{w}_i
\]

Let us now apply to series (23) the operation of calculating the coefficients of a series constructed using generalized Rademacher functions. We have:

\[
(\vec{w}_k^T, \vec{G}\vec{u}_0) = (\vec{w}_k, \vec{g})c_k
\]

Or, taking into account the relationship of the coefficients \(c_k\) with the original signal, we obtain:
\[
(\tilde{w}_k^T, \tilde{g} \tilde{u}_0) = (\tilde{w}_k^T, \tilde{g} \tilde{u}_0)
\]  

(25)

It can be seen that the resulting formula is a direct analogue of the formula for the Fourier transform of convolution (9), which, we emphasize once again, asserts that the Fourier transform of the convolution of two functions is the product of the Fourier transforms of these functions.

The result obtained is directly verifiable. Figure 5 shows the convolution of a signal whose values differ from zero only at the first three points, more precisely:

\[
g_i = \begin{cases} 
1, & i = 0, 1, 2 \\
0, & i \geq 3
\end{cases}
\]  

(26)

with the signal shown in Figure 2.

In Figure 6 shows the spectrum of signal (26), and Figure 7 convolution spectrum. Direct calculation shows that the spectrum in Figure 7 is the product of the spectra in Figure 6 and 3. The resulting formula (25) makes it possible to use a direct analogue of the transfer function for digital periodic signals. Such an analogue is the set of quantities \((\tilde{w}_k, \tilde{g})\), appearing in (25). As in classical radio engineering, the description of any linear operation that has the property of invariance with respect to a shift in time is reduced to an indication of its transfer function.
4. CONCLUSION

Thus, using the representation of non-binary Galois fields to represent digital signals varying in a finite range of amplitudes, it is possible to construct functions that can be interpreted as generalized Rademacher functions. They form a complete basis for any p-interval, which corresponds to signals given at p clock cycles, where p is a prime number. Such bases, in contrast to the classical Walsh basis, have many properties of harmonic functions. In particular, as shown in this paper, for the spectral representations of signals through such functions, a digital analogue of the convolution theorem is valid: the spectrum (the result of the Galois fields Fourier transform) of the convolution is the product of the spectra of the functions under its sign. It is also shown that, as in the case of analog signals, the convolution operation calculated in Galois fields describes any linear transformations over functions taking values in such fields, provided that such transformations have the property of invariance under the time shift operation.
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