QUANTIFICATION OF THE BANACH-SAKS PROPERTY
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Abstract. We investigate possible quantifications of the Banach-Saks property and the weak Banach-Saks property. We prove quantitative versions of relationships of the Banach-Saks property of a set with norm compactness and weak compactness. We further establish a quantitative version of the characterization of the weak Banach-Saks property of a set using uniform weak convergence and $\ell_1$-spreading models. We also study the case of the unit ball and in this case we prove a dichotomy which is an analogue of the James distortion theorem for $\ell_1$-spreading models.

1. Introduction

A bounded subset $A$ of a Banach space $X$ is said to be a Banach-Saks set if each sequence in $A$ has a Cesàro convergent subsequence. A Banach space $X$ is said to have the Banach-Saks property if each bounded sequence in $X$ has a Cesàro convergent subsequence, i.e., if its closed unit ball $B_X$ is a Banach-Saks set.

This property goes back to S. Banach and S. Saks who proved in [7] that, in the modern terminology, the spaces $L^p(0,1)$ for $p \in (1, +\infty)$ enjoy the Banach-Saks property. Any Banach space with the Banach-Saks property is reflexive [24] and there are reflexive spaces without the Banach-Saks property [6]. On the other hand, superreflexive spaces enjoy the Banach-Saks property (S. Kakutani showed in [21] that uniformly convex spaces have the Banach-Saks property and by [13] any superreflexive space admits a uniformly convex renorming).

A localized version of the mentioned result of [24] says that any Banach-Saks set is relatively weakly compact (see [22, Proposition 2.3]). This inspires the definition of the weak Banach-Saks property – a Banach space $X$ is said to have this property if any weakly compact subset of $X$ is a Banach-Saks set, i.e., if any weakly convergent sequence in $X$ admits a Cesàro convergent subsequence. There are nonreflexive spaces enjoying the weak Banach-Saks property, for example $c_0$ or $L^1(\mu)$ [17, 26].

In the present paper we investigate possibilities of quantifying the Banach-Saks property. This is inspired by a large number of recent results on quantitative versions of various theorems and properties of Banach spaces, see, e.g., [3, 2, 10, 14, 16, 18, 20, 8].

The quantification means, roughly speaking, to replace implications between some notions by inequalities between certain quantities. Let us now introduce the basic quantities we will use.
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Let \((x_k)\) be a bounded sequence in a Banach space. Following \([20]\) we set
\[
(1) \quad \text{ca} (x_k) = \inf_{n \in \mathbb{N}} \sup \{ \|x_k - x_l\| : k, l \geq n \},
\]
\[
(2) \quad \tilde{\text{ca}} (x_k) = \inf \{ \text{ca} (x_{k_n}) : (x_{k_n}) \text{ is a subsequence of } (x_k) \}.
\]
The first quantity measures how far the sequence is from being norm Cauchy. Clearly, \(\text{ca} (x_k) = 0\) if and only if the sequence \((x_k)\) is norm Cauchy (hence norm convergent).

Since we are interested in Cesàro convergence of sequences, it is natural to define
\[
(3) \quad \text{cca} (x_k) = \text{ca} \left( \frac{1}{k} \sum_{i=1}^{k} x_i \right),
\]
\[
(4) \quad \tilde{\text{cca}} (x_k) = \inf \{ \text{cca} (x_{k_n}) : (x_{k_n}) \text{ is a subsequence of } (x_k) \}.
\]
Let us remark that the quantities \(\text{cca} ()\) and \(\tilde{\text{cca}} ()\) behave differently than the quantities \(\text{ca} ()\) and \(\tilde{\text{ca}} ()\). More precisely, the quantity \(\text{ca} ()\) decreases when passing to a subsequence but it is not the case of \(\text{cca} ()\). Indeed, a subsequence of a Cesàro convergent sequence need not be Cesàro convergent, in fact, any bounded sequence is a subsequence of a Cesàro convergent sequence.

For a bounded set \(A\) in a Banach space \(X\) we introduce the following two quantities:
\[
(5) \quad \text{bs} (A) = \sup \{ \tilde{\text{cca}} (x_k) : (x_k) \subset A \},
\]
\[
(6) \quad \text{wbs} (A) = \sup \{ \tilde{\text{cca}} (x_k) : (x_k) \subset A \text{ is weakly convergent} \}.
\]
The first one measures how far is \(A\) from being Banach-Saks. Indeed, \(\text{bs} (A) = 0\) if and only if \(A\) is Banach-Saks by Corollary 4.2 below. Further, the same statement yields that \(\text{wbs} (A) = 0\) if and only if any weakly convergent sequence in \(A\) has a Cesàro convergent subsequence (let us stress that the limit could be outside \(A\)). The sets with the latter property will be called weak Banach-Saks sets.

## 2. Preliminaries

We use mostly a standard notation. If \(X\) is a Banach space, \(B_X\) denotes its closed unit ball. If \(A\) is any set, we denote by \(\#A\) the cardinality of \(A\). (We use this notation mainly for finite sets).

We investigate, among others, quantifications of the relationship of the Banach-Saks property to compactness and weak compactness. To formulate such results we need some quantities measuring non-compactness and weak non-compactness. There are several ways how to do it. We will use the notation from \([20]\). Let us recall the basic quantities.

If \(A\) and \(B\) are two nonempty subsets of a Banach space \(X\), we set
\[
\text{d} (A, B) = \inf \{ \|a - b\| : a \in A, b \in B \},
\]
\[
\hat{\text{d}} (A, B) = \sup \{ \text{d}(a, B) : a \in A \}.
\]
Hence, \(\text{d} (A, B)\) is the ordinary distance of the sets \(A\) and \(B\) and \(\hat{\text{d}} (A, B)\) is the non-symmetrized Hausdorff distance (note that the Hausdorff distance of \(A\) and \(B\) is equal to \(\max \{ \hat{\text{d}} (A, B), \hat{\text{d}} (B, A) \} \)).

Let \(A\) be a bounded subset of a Banach space \(X\). Then the Hausdorff measure of non-compactness of \(A\) is defined by
\[
\chi (A) = \inf \{ \hat{\text{d}} (A, F) : \emptyset \neq F \subset X \text{ finite} \} = \inf \{ \hat{\text{d}} (A, K) : \emptyset \neq K \subset X \text{ compact} \}.
\]
This is the basic measure of non-compactness. We will need one more such measure:

$$\beta(A) = \sup \{ \tilde{c}_A(x_k) : (x_k) \text{ is a sequence in } A \}.$$ 

It is easy to check that for any bounded set $A$ we have

$$\chi(A) \leq \beta(A) \leq 2\chi(A),$$

thus these two measures are equivalent. (And, of course, they equal zero if and only if the respective set is relatively compact.)

An analogue of the Hausdorff measure of non-compactness for measuring weak non-compactness is the de Blasi measure of weak non-compactness

$$\omega(A) = \inf \{ \tilde{d}(A, K) : \emptyset \neq K \subset X \text{ is weakly compact} \}.$$ 

Then $\omega(A) = 0$ if and only if $A$ is relatively weakly compact. Indeed, the ‘if’ part is obvious and the ‘only if’ part follows from [12, Lemma 1].

There is another set of quantities measuring weak non-compactness. Let us mention two of them:

$$\begin{align*}
w_{kX}(A) & = \tilde{d}(A^{w*}, X), \\
w_{ckX}(A) & = \sup \{ d(\text{clust}_{X^{**}}(x_k), X) : (x_k) \text{ is a sequence in } A \}.
\end{align*}$$

By $A^{w*}$ we mean the weak$^*$ closure of $A$ in $X^{**}$ (the space $X$ is canonically embedded in $X^{**}$) and $\text{clust}_{X^{**}}(x_k)$ is the set of all weak$^*$ cluster points in $X^{**}$ of the sequence $(x_k)$. It follows from [3, Theorem 2.3] that for any bounded subset $A$ of a Banach space $X$ we have

$$\begin{align*}
w_{ckX}(A) & \leq w_{kX}(A) \leq 2w_{ckX}(A), \\
w_{kX}(A) & \leq \omega(A).
\end{align*}$$

So, putting together these inequalities with the measures of norm non-compactness we obtain the following diagram:

$$\begin{align*}
\chi(A) & \leq \beta(A) \leq 2\chi(A), \\
\omega(A) & \leq w_{ckX}(A) \leq 2w_{kX}(A).
\end{align*}$$

Let us remark that the inequality $\omega(A) \leq \chi(A)$ is obvious and that the quantities $\omega(\cdot)$ and $w_{kX}(\cdot)$ are not equivalent, see [5, 3].

3. Quantitative relation to compactness and weak compactness

Since any convergent sequence is also Cesàro convergent, relatively norm compact sets are Banach-Saks. Further, a set is Banach-Saks if and only if it is weakly Banach-Saks and relatively weakly compact. In this section we investigate quantitative versions of these relationships. Positive results are summed up in the following theorem.

**Theorem 3.1.** Let $A$ be a bounded subset of a Banach space $X$. Then

$$\begin{align*}
\max\{ w_{ckX}(A), w_{bs}(A) \} & \leq \beta(A) \leq \omega(A) \\
& \leq w_{kX}(A) \leq 2w_{kX}(A).
\end{align*}$$

The second inequality in the theorem quantifies the implication
A is relatively norm compact ⇒ A is Banach-Saks,

the first one quantifies the implication

A is Banach-Saks ⇒ A is weakly Banach-Saks and relatively weakly compact.

We point out that the latter implication cannot be quantified by using the de Blasi measure ω and that the converse implication is purely qualitative. This is illustrated by the following two examples.

**Example 3.2.** There exists a separable Banach space X such that

∀ε > 0 ∃A ⊂ B_X : bs(A) < ε & ω(A) > 1/2.

**Example 3.3.** There exists a separable Banach space X such that

∀ε > 0 ∃A ⊂ B_X : bs(A) = 2 & wbs(A) = 0 & ω(A) < ε.

The rest of this section will be devoted to the proofs of these results. The proof of Example 3.3 will be postponed to the next section since we will make use of Theorem 4.1.

**Proof of Theorem 3.1.** We start by the second inequality. It immediately follows from the following lemma which is a quantitative version of the well-known fact that any convergent sequence is Cesàro convergent.

**Lemma 3.4.** Let (x_k) be a bounded sequence in a Banach space X. Then

\[ \text{cca}(x_k) \leq \text{ca}(x_k). \]

**Proof.** Set \( M = \sup_k \|x_k\| \) and fix any \( c > \text{ca}(x_k) \). Further, set \( y_m = \frac{1}{m} \sum_{i=1}^m x_i \) for \( m \in \mathbb{N} \).

We find \( n_0 \in \mathbb{N} \) such that \( \|x_n - x_m\| < c \) for each \( n, m \geq n_0 \). Let \( \varepsilon > 0 \) be given. We find \( n_1 \geq n_0 \) such that \( \frac{M_{n_1}}{n_1} < \varepsilon \). Then we have for \( n_1 \leq n \leq m \) inequalities

\[
\|y_m - y_n\| = \left\| \frac{1}{m} \sum_{i=1}^m x_i - \frac{1}{n} \sum_{j=1}^n x_j \right\| = \left\| \sum_{i=1}^m \sum_{j=1}^n \frac{x_i - x_j}{mn} \right\| \\
\leq \sum_{i=1}^m \sum_{j=1}^{n_0} \frac{\|x_i - x_j\|}{mn} + \sum_{i=1}^{n_0} \sum_{j=n_0+1}^n \frac{\|x_i - x_j\|}{mn} + \sum_{i=n_0+1}^m \sum_{j=n_0+1}^n \frac{\|x_i - x_j\|}{mn} \\
\leq \frac{2M_{n_0}n_0}{mn} + \frac{2M_{n_0}(n-n_0)}{mn} + \frac{(m-n_0)(n-n_0)c}{mn} \\
\leq \frac{2M_{n_0}}{n_1} + \frac{2M_{n_0}}{n_1} + c < c + 4\varepsilon.
\]

Since \( \varepsilon \) is arbitrary, \( \text{cca}(x_k) = \text{ca}(y_m) \leq c. \)

Since the inequality \( \text{bs}(A) \geq \text{wbs}(A) \) is obvious, it remains to prove \( \text{bs}(A) \geq \text{wck}_X(A) \). To do that we first prove the following lemma using an auxiliary quantity \( \gamma_0 \) defined by the formula

\[ \gamma_0(A) = \sup \{ |\lim_m \lim_n x^*_m(x_n)| : \]

\( (x^*_m) \) is a sequence in \( B_{X^*} \) weak* converging to 0,

\( (x_n) \) is a sequence in \( A \)

and all the involved limits exist.\]
Lemma 3.5. Let $A$ be a bounded set in a Banach space $X$. Then
\[ \gamma_0(A) \leq \text{bs}(A). \]

Proof. Let $\gamma_0(A) > c$. Then there exists a sequence $(x_k)$ in $A$ and a sequence $(x_j^*)$ in $B_{X^*}$ weak* converging to 0 such that $\lim_j \lim_k x_j^*(x_k) > c$. Without loss of generality we may assume that
\[ \forall j \in \mathbb{N}: \lim_k x_j^*(x_k) > c. \]
Let $y_k = \frac{1}{k}(x_1 + \cdots + x_k)$, $k \in \mathbb{N}$. Then
\[ \forall j \in \mathbb{N}: \lim_k x_j^*(y_k) = \lim_k x_j^*(x_k) > c. \]
Let $\varepsilon > 0$ be arbitrary. Fix $k \in \mathbb{N}$. Since $(x_j^*)$ weak* converges to zero, there exists $j \in \mathbb{N}$ such that $x_j^*(y_k) < \varepsilon$. Then we find $l > k$ such that $x_j^*(y_l) > c$. Then
\[ \|y_l - y_k\| \geq x_j^*(y_l - y_k) > c - \varepsilon. \]
Hence $\text{cca}(x_k) = \text{ca}(y_k) \geq c$. Further, any subsequence of $(x_k)$ has the same properties, hence $\text{cca}(x_k) \geq c$. Therefore $\text{bs}(A) \geq c$ and the proof is complete. \(\square\)

Let us now complete the proof of the remaining inequality.
Assume first that $X$ is separable. Then $(B_{X^*}, w^*)$ is metrizable, and thus angelic. By [10, Theorem 6.1], $\gamma_0(A) = \text{wck}_X(A)$, and thus $\text{wck}_X(A) \leq \text{bs}(A)$ by the previous lemma.
Assume now that $X$ is arbitrary and $\text{wck}_X(A) > c$ for some $c > 0$. Let $(x_k)$ be a sequence in $A$ with $d(\text{clust}_{X^*}(x_k), X) > c$. Set $Y = \overline{\text{span}}\{x_k: k \in \mathbb{N}\}$. Then $Y$ is a separable subspace of $X$ and $d(\text{clust}_{Y^*}(x_k), Y) > c$.
Indeed, let $y^{**} \in \text{clust}_{Y^*}(x_k)$ be arbitrary. Set $x^{**}(x^*) = y^{**}(x^*|_Y)$, $x^* \in X^*$. Then $x^{**} \in \text{clust}_{X^*}(x_k)$ and for each $y \in Y$ we have due to the Hahn-Banach theorem
\[ \|y^{**} - y\|_Y = \sup_{y^* \in B_{Y^*}} |y^{**}(y^*) - y^*(y)| = \sup_{x^* \in B_{X^*}} |(y^{**}(x^*|_Y) - x^*(y)| = \|x^{**} - y\|_X. \]
Therefore
\[ d_Y(\text{y}^{**}, Y) = d_X(\text{y}^{**}, Y) \geq d_X(x^{**}, X), \]
hence
\[ d(\text{clust}_{Y^*}(x_k), Y) \geq d(\text{clust}_{X^*}(x_k), X) > c. \]
Hence $\text{wck}_Y(A \cap Y) > c$, by the separable case we get
\[ \text{bs}(A) \geq \text{bs}(A \cap Y) \geq \text{wck}_Y(A \cap Y) > c, \]
which concludes the proof of Theorem 3.4. \(\square\)

Proof of Example 3.2. Let us fix $\alpha > 0$ and consider an equivalent norm $|\cdot|_\alpha$ on $\ell_1$ given by the formula
\[ |x|_\alpha = \max\{\alpha \|x\|_1, \|x\|_\infty\} \]
and let
\[ X = \left( \bigoplus_{n=1}^\infty (\ell_1, |\cdot|_1/n) \right)_{\ell_1}. \]
It is clear that \( X \) is a separable Banach space. Further, \( X \) has the Schur property as it is an \( \ell_1 \)-sum of spaces with the Schur property (this follows by a straightforward modification of the proof that \( \ell_1 \) has the Schur property, see [15, Theorem 5.19]).

Further, let us define the following elements of \( X \):

\[
x^n_k = (0, \ldots, 0, e^n_k, 0, \ldots), \quad n, k \in \mathbb{N},
\]

where \( e_k \) is the \( k \)-th canonical basic vector in \( \ell_1 \). Fix \( n \in \mathbb{N} \) and set

\[
A_n = \{ x^n_k : k \in \mathbb{N} \}.
\]

Since \( \|x^n_k\| = 1 \) for \( k \in \mathbb{N} \), we get \( A_n \subset B_X \). Further, \( \|x^n_k - x^n_{k'}\| \geq 1 \) whenever \( k \neq k' \), so \( \beta(A_n) \geq 1 \) and hence \( \chi(A_n) \geq \frac{1}{2} \). Since \( X \) has the Schur property, we get \( \omega(A_n) = \chi(A_n) \geq \frac{1}{2} \).

Let \( (z_k) \) be an arbitrary sequence in \( A_n \). If it has a constant subsequence, then \( \overline{c}c(a) (z_k) = 0 \). Otherwise there is a one-to-one subsequence \( (z_{k_i}) \). It is clear that

\[
\left\| \frac{1}{m}(z_{k_1} + \cdots + z_{k_m}) \right\| = \left\| \frac{1}{m}(x^n_{k_1} + \cdots + x^n_{k_m}) \right\| = \max \left\{ \frac{1}{n}, \frac{1}{m} \right\} \quad \text{for } m \in \mathbb{N},
\]

hence \( \overline{c}c(a) (z_{k_i}) \leq \frac{2}{n} \). So \( \text{bs } (A_n) \leq \frac{2}{n} \).

This completes the proof. \( \Box \)

4. Quantitative characterization of weak Banach-Saks sets

It follows from the results summarized in [22, Section 2] that the following assertions are equivalent for a subset \( A \) of a Banach space:

- \( A \) is a weak Banach-Saks set.
- Each weakly convergent sequence in \( A \) admits a uniformly weakly convergent subsequence.
- No weakly convergent sequence in \( A \) generates an \( \ell_1 \)-spreading model.

More precisely, in the quoted paper the authors formulate characterizations of Banach-Saks sets, adding to the other assertions the assumption that \( A \) is relatively weakly compact. In this section we will prove a quantitative version of these characterizations. To formulate it, we need to introduce some natural quantities related to the above-mentioned properties:

Let \( (x_k) \) be a sequence which weakly converges to some \( x \in X \). This sequence is said to be uniform weakly convergent if for each \( \varepsilon > 0 \)

\[
\exists n \in \mathbb{N} \forall x^* \in B_{X^*} \colon \# \{ k \in \mathbb{N} : |x^*(x_k - x)| > \varepsilon \} \leq n.
\]

The quantity \( wu(x_k) \) is then defined to be the infimum of all \( \varepsilon > 0 \) satisfying this condition. Further, we set

\[
\overline{wu}(x_k) = \inf \{ wu(x_{k_n}) : (x_{k_n}) \text{ is a subsequence of } x_k \}.
\]

Finally, for a bounded set \( A \) we define

\[
wus(A) = \sup \{ \overline{wu}(x_k) : (x_k) \subset A \text{ is weakly convergent} \}.
\]

We continue by a definition related to spreading models. Let \( (x_k) \) be a bounded sequence. We say that it generates an \( \ell_1 \)-spreading model with \( \delta > 0 \) if

\[
\forall F \subset \mathbb{N}, \#F \leq \min F \forall (\alpha_i)_{i \in F} \in \mathbb{R}^F : \left\| \sum_{i \in F} \alpha_i x_i \right\| \geq \delta \sum_{i \in F} |\alpha_i|.
\]
The sequence \((x_k)\) *generates an \(\ell_1\)-spreading model* if it generates an \(\ell_1\)-spreading model with some \(\delta > 0\).

For a bounded set \(A\) we set
\[
\text{sm}(A) = \sup\{\delta > 0 : \exists (x_k) \subset A, x_k \overset{w}{\to} x, (x_k - x) \text{ generates an } \ell_1\text{-spreading model with } \delta\}.
\]

Now we are ready to formulate the promised quantitative characterizations.

**Theorem 4.1.** Let \(A\) be a bounded set in a Banach space \(X\). Then
\[
(8) \quad \text{sm}(A) \leq \frac{1}{2} \text{wbs}(A) \leq \text{wus}(A) \leq 2 \text{sm}(A).
\]

As a consequence we get that the introduced quantities wbs() and bs() really measure the failure of the weak Banach-Saks (Banach-Saks, respectively) property of a set.

**Corollary 4.2.** Let \(A\) be a bounded set in a Banach space \(X\).
- If \(\text{wbs}(A) = 0\), then \(A\) is a weak Banach-Saks set.
- If \(\text{bs}(A) = 0\), then \(A\) is a Banach-Saks set.

To prove the corollary we will use the following lemma, which also proves the inequality \(\text{wbs}(A) \leq 2 \text{wus}(A)\) from Theorem 4.1.

**Lemma 4.3.** Let \((x_k)\) be a sequence in a Banach space \(X\) which weakly converges to some \(x \in X\). Then \(\text{cca}(x_k) \leq 2 \text{wu}(x_k)\).

**Proof.** Let \(M = \sup \|x_k\|\). Fix an arbitrary \(c > \text{wu}(x_k)\). Let \(N \in \mathbb{N}\) be such that
\[
\forall x^* \in B_{X^*}: \#\{k \in \mathbb{N} : |x^*(x_k - x)| > c\} \leq N.
\]
Set \(z_k = \frac{1}{k}(x_1 + \cdots + x_k), k \in \mathbb{N}\). Given \(\varepsilon > 0\), we find \(n_0 \in \mathbb{N}\) such that \(\frac{2NM}{n_0} < \varepsilon\).

Now, for any couple of indices \(n_0 \leq n < m\) and \(x^* \in B_{X^*}\) we obtain from (9)
\[
|x^*(z_m - z_n)| = |x^*(z_m - x) + x^*(x - z_n)|
\]
\[
= \left| \left(1 - \frac{1}{n} \right) (x^*(x_1 - x) + \cdots + x^*(x_n - x)) + \frac{1}{m} (x^*(x_{n+1} - x) + \cdots + x^*(x_m - x)) \right|
\]
\[
\leq \frac{2NM}{n} + c \left( n \left( \frac{1}{n} - \frac{1}{m} \right) + \frac{m - n}{m} \right)
\]
\[
\leq \varepsilon + c \left( 2 - \frac{2n}{m} \right)
\]
\[
\leq 2c + \varepsilon.
\]
Since \(x^* \in B_{X^*}\) is arbitrary,
\[
\|z_m - z_n\| \leq 2c + \varepsilon
\]
for each \(n_0 \leq n < m\). Thus \(\text{cca}(x_k) = \text{ca}(z_k) \leq 2c\), which completes the proof. \(\square\)

**Proof of Corollary 4.2.** Suppose that \(\text{wbs}(A) = 0\). By Theorem 4.1 we deduce \(\text{wus}(A) = 0\). Let \((x_k)\) be a weakly convergent sequence in \(A\). Then we can construct by induction sequences \((y^1_k)_{k=1}^\infty\) for \(n \in \mathbb{N}\) such that
- \(y^1_k = x_k, k \in \mathbb{N}\);
\( (y_k^{n+1}) \) is a subsequence of \( (y_k^n) \);
\( \limsup_{n \to \infty} (y_k^{n+1}) < \frac{1}{n+1} \).

Consider the diagonal sequence \( (z_k) = (y_k^k) \). Then \( (z_k) \) is a subsequence of \( (x_k) \), \( \limsup_{n \to \infty} (z_k) = 0 \) and hence \( \text{cca} (z_k) = 0 \) (by Lemma 4.3), so \( (z_k) \) is Cesàro convergent. This completes the proof that \( A \) is a weak Banach-Saks set.

For the second part, suppose that \( \text{bs} (A) = 0 \). Hence \( \text{wbs} (A) = 0 \), so by the first part, \( A \) is a weak Banach-Saks set. Further, by Theorem [31] we get \( \text{wck}_X (A) = 0 \), hence \( A \) is relatively weakly compact. Therefore \( A \) is a Banach-Saks set.

We continue with the inequality \( 2 \text{sm} (A) \leq \text{wbs} (A) \). It follows immediately from the following lemma.

**Lemma 4.4.** Let \( (x_k) \) be a bounded sequence in a Banach space \( X \) and \( x \in X \). Suppose that \( (x_k - x) \) generates an \( \ell_1 \)-spreading model with constant \( c \). Then \( \text{cca} (x_k) \geq 2c \).

**Proof.** Since \( \text{cca} (x_k - x) = \text{cca} (x_k) \), we may without loss of generality suppose that \( x = 0 \). Let \( M = \sup_k \|x_k\| \). Let \( (z_k) \) be any subsequence of \( (x_k) \). We will show that \( \text{cca} (z_k) \geq 2c \). To this end we notice that, for \( F \subset \mathbb{N} \) satisfying \( \#F \leq (\min F)^3 \), we have \( \|\sum_{i \in F} \alpha_i z_i\| \geq c \sum_{i \in F} |\alpha_i| \) whenever \( (\alpha_i) \) are arbitrary scalars.

Let \( N \in \mathbb{N} \) be given. We set \( n = N + N^2 \) and \( m = N + N^3 \). Then the set \( F = \{N + 1, \ldots, m\} \) satisfies \( \#F \leq (\min F)^3 \), which implies

\[
\left\| \frac{1}{m} (z_1 + \cdots + z_m) - \frac{1}{n} (z_1 + \cdots + z_n) \right\| \\
= \left\| \left( \frac{1}{m} - \frac{1}{n} \right) (z_1 + \cdots + z_n) + \frac{1}{m} (z_{n+1} + \cdots + z_m) \right\| \\
\geq \left\| \left( \frac{1}{m} - \frac{1}{n} \right) (z_{N+1} + \cdots + z_n) + \frac{1}{m} (z_{n+1} + \cdots + z_m) \right\| \\
- \left\| \left( \frac{1}{m} - \frac{1}{n} \right) (z_1 + \cdots + z_{N}) \right\| \\
\geq c \left( \frac{1}{m} - \frac{1}{n} \right) (n - N) + \frac{c}{m} (m - n) - MN \left( \frac{1}{n} - \frac{1}{m} \right) \\
= c \frac{N^2 (N^3 - N^2)}{(N + N^3)(N + N^2)} + c \frac{N^3 - N^2}{N^3 + N^2} - MN \frac{N (N^3 - N^2)}{(N + N^3)(N + N^2)}.
\]

Since the last term converges to \( 2c \) as \( N \) tends to infinity, \( \text{cca} (z_k) \geq 2c \), which completes the proof.

Finally we will show \( \text{wus} (A) \leq 2 \text{sm} (A) \). This follows from the following lemma.

**Lemma 4.5.** Let \( c > 0 \) and let \( (x_k) \) be a weakly null sequence with \( \text{wu} (x_k) > c \). Then there is a subsequence of \( (x_k) \) generating an \( \ell_1 \)-spreading model with constant \( \frac{c}{2} \).

**Proof.** Fix \( \delta \in (0, 1) \) such that \( \text{wu} (x_k) > c + 3\delta \). We begin by showing that without loss of generality (up to passing to a subsequence) we may suppose that for any finite set \( F \subset \mathbb{N} \) the following holds:
perform the following inductive construction:

\( \exists x^* \in B_{X^*}, \forall k \in F : x^*(x_k) \geq c + 3\delta \)

(10) \[ \implies \exists y^* \in B_{X^*} \left( \forall k \in F : y^*(x_k) > c + 2\delta \text{ and } \sum_{k \notin F} |y^*(x_k)| < \delta. \right) \]

To this end we will use [4] Lemma 2.4.7. The set

\[ D = \{(x^*(x_k))_{k=1}^\infty : x^* \in B_{X^*}\} \]

is a convex symmetric weakly compact subset of \( c_0 \). (Indeed, the mapping \( x^* \mapsto (x^*(x_k))_{k=1}^\infty \) is a mapping of \( B_{X^*} \) onto \( D \) which is continuous from the weak* topology to the weak topology of \( c_0 \).) Further, fix \( \varepsilon \in (0, 1) \) such that

\( (1 - \varepsilon)(c + 3\delta) > c + 2\delta \) and \( \varepsilon(c + 3\delta) < \delta. \)

Then the quoted lemma applied to the set \( D \), the constant \( c + 3\delta \) in place of \( \delta \) and \( \varepsilon \) yields an infinite set \( M \subset \mathbb{N} \) such that for any finite set \( F \subset M \) (11) is satisfied with \( M \) in place of \( \mathbb{N} \). Up to passing to a subsequence we may suppose that \( M = \mathbb{N} \), therefore without loss of generality (10) holds for any finite set \( F \subset \mathbb{N} \).

Further, set

\[ K = \{ \{ k \in \mathbb{N} : x^*(x_k) \geq c + 3\delta \} : x^* \in B_{X^*} \}. \]

Then \( K \) is a family of finite subsets of \( \mathbb{N} \). Moreover, the closure of \( K \) in \( \{0, 1\}^\mathbb{N} \) (each element of \( K \) is identified with its characteristic function) contains only finite sets. Indeed, let \( A \subset \mathbb{N} \) be an infinite set in the closure of \( K \). Then there is a sequence \( (F_n) \) in \( K \) converging to \( A \). For each \( n \in \mathbb{N} \) fix \( x^*_n \in B_{X^*} \) such that \( F_n = \{ k \in \mathbb{N} : x^*_n(x_k) \geq c + 3\delta \} \). Let \( x^* \) be any weak* cluster point of \( (x^*_n) \). Then it is easy to check that \( x^*(x_k) \geq c + 3\delta \) for each \( k \in A \). This contradicts the assumption that \( (x_k) \) is weakly null.

Further, due to [23] Theorem 2 we can, up to passing to a subsequence, suppose that \( K \) is the closure of a uniform barrier on \( \mathbb{N} \) (see [23] Definitions 1 and 4). Let \( B \) denote the respective uniform barrier. Since it is uniform, it is \( \alpha \)-uniform for some countable ordinal \( \alpha \) (by [23] Definition 4). If \( \alpha < \omega \), it follows by an easy induction from [23] Definition 4) that \( B \) is formed precisely by the sets of cardinality \( \alpha \). It follows that \( K \), being the closure of \( B \) is formed exactly by the sets of cardinality at most \( \alpha \). Then for each \( x^* \in B_{X^*} \), we have

\[ \# \{ k \in \mathbb{N} : |x^*(x_k)| \geq c + 3\delta \} = \# \{ k \in \mathbb{N} : x^*(x_k) \geq c + 3\delta \} \]

\[ + \# \{ k \in \mathbb{N} : (-x^*)(x_k) \geq c + 3\delta \} \leq 2\alpha, \]

hence \( \text{wu} (x_k) \leq c + 3\delta \), a contradiction with the choice of \( \delta \). Thus \( \alpha \) must be infinite.

Our next aim is to show that there is \( N \in \mathbb{N} \) such that \( \{ B \cap [N, \infty) : B \in \mathcal{B} \} \) contains a subfamily which is \( \omega \)-uniform on \( \{ n \in \mathbb{N} : n \geq N \} \).

If \( \alpha = \omega \), we are done. Suppose that \( \alpha > \omega \). Using [23] Definition 4] we can perform the following inductive construction:

- Let \( \alpha_0 = \alpha, B_0 = B \) and \( M_0 = \mathbb{N} \).

- If \( \alpha_k, B_k \) and \( M_k \) are given such that \( \alpha_k > \omega \) and \( B_k \) is \( \alpha_k \)-uniform on \( M_k \),

then we fix \( n_k \in M_k \) and \( \alpha_{k+1} \in [\omega, \alpha_k) \) such that the family

\[ \mathcal{B}_{k+1} = \{ F \subset M_k : \min F > n_k \& \{ n_k \} \cup F \in \mathcal{B}_k \} \]
is $\alpha_{k+1}$-uniform on the set

$$M_{k+1} = \{n \in M_k : n > n_k\}.$$

Since the ordinals $(\alpha_k)$ are strictly decreasing, the construction must finish after finitely many steps. I.e., there is some $k$ such that $\alpha_k = \omega$, i.e., $\mathcal{B}_k$ is $\omega$-uniform on $M_k$. This completes the proof of the claim.

Hence, up to passing to a subsequence (in fact, up to omitting finitely many elements) we may suppose that $\mathcal{B}$ (and hence $\mathcal{K}$) contains an $\omega$-uniform family on $\mathbb{N}$. But this means (by [22, Definition 4] and the above mentioned observation on $\alpha$-uniform families for finite $\alpha$) that there is a strictly increasing function $f : \mathbb{N} \to \omega$ such that any set $F \subseteq \mathbb{N}$ satisfying $\#F = 1 + f(\min F)$ belongs to $\mathcal{K}$.

Now we are going to check that the sequence $(x_k)$ (which was made from the original one by passing three times to a subsequence) generates an $\ell_1$-spreading model with constant $\frac{c}{2}$. To do that let $F \subseteq \mathbb{N}$ be a subset satisfying $\#F \leq \min F$ and $(\alpha_i)_{i \in F}$ be any choice of scalars. Set $F^+ = \{i \in F : \alpha_i > 0\}$ and $F^- = \{i \in F : \alpha_i < 0\}$. Without loss of generality we may suppose that $\sum_{i \in F^+} \alpha_i \geq \sum_{i \in F^-} (-\alpha_i)$ (otherwise we can pass to $(-\alpha_i)$). Since $\#F^+ \leq \#F \leq \min F \leq f(\min F)$, the set $F^+$ is contained in an element of $\mathcal{K}$. Therefore using (10) we can find $x^* \in B_{X^*}$ such that

$$x^*(x_i) > c + 2\delta \text{ for } i \in F^+ \text{ and } \sum_{i \in \mathbb{N} \setminus F^+} |x^*(x_i)| < \delta.$$

Then

$$\left\| \sum_{i \in F} \alpha_i x_i \right\| \geq \sum_{i \in F^+} \alpha_i x^*(x_i) \geq \sum_{i \in F^+} \alpha_i (c + 2\delta) - \sum_{i \in F \setminus F^+} |\alpha_i| |x^*(x_i)|$$

$$\geq \frac{1}{2} (c + 2\delta) \sum_{i \in F} |\alpha_i| - \delta \sum_{i \in F} |\alpha_i| = \frac{c}{2} \sum_{i \in F} |\alpha_i|,$$

which completes the argument.  \hfill \square

**Remark 4.6.** The proof of Theorem 4.1 is inspired by the proof of [22, Theorem 2.4]. More precisely, Lemma 4.4 is straightforward. Lemma 4.3 is a more elementary and more precise version of the argument in [22, p. 2256, second paragraph]. The quoted approach would yield $\wbs(A) \geq \frac{1}{2} \sm(A)$, with a little more care $\wbs(A) \geq \frac{1}{3} \sm(A)$. Our approach is more elementary, we use just the triangle inequality and not the possibility to extract a basic subsequence, and we obtain the best possible inequality. Finally, Lemma 4.3 is a more precise version of the proof of [22, Theorem 2.4(a) $\implies$ (b)].

We finish this section by giving the last missing proof from the previous section.

**Proof of Example 4.3.** Let $B$ be the separable reflexive space constructed in [6] and let $(b_n)$ denotes its canonical basis. Let $X = B \oplus_\infty \ell_1$ and $(e_n)$ be the standard basis of $\ell_1$. For $\varepsilon \in [0, 1]$ set $A_\varepsilon = \{(b_n, \varepsilon e_n) : n \in \mathbb{N}\}$. Then $A_\varepsilon \subset B_X$. Since $(b_n)$ converges weakly to zero, the set $A_0$ is weakly compact and hence $\omega(A_\varepsilon) \leq \hat{d}(A_\varepsilon, A_0) \leq \varepsilon$.

Fix $\varepsilon \in (0, 1]$. It is clear that the sequence $(b_n, \varepsilon e_n)$ is equivalent to the $\ell_1$ basis and hence $A_\varepsilon$ contains no nontrivial weakly convergent sequences, and thus trivially $\wbs(A_\varepsilon) = 0$. Finally, by the very definitions we get $\bs(A_\varepsilon) \geq \bs(A_0)$. By the construction of $B$ in [6] we know that $(b_n)$ is weakly null and generates
an $\ell_1$-spreading model with $\delta = 1$. Thus $\text{bs}(A_0) \geq 2$ by Theorem 1.1 and hence $\text{bs}(A_\varepsilon) \geq 2$. This completes the proof.

\section{Quantities Applied to the Unit Ball}

In this section we investigate possible values of the quantities $\text{bs}()$ and $\text{wbs}()$ when applied to the unit ball of a Banach space. There are two main results in this section. The first one is a dichotomy for the quantity $\text{wbs}()$, the second one deals with the quantity $\text{bs}()$ in nonreflexive spaces.

\begin{theorem}
Let $X$ be a Banach space. Then

$$
\text{wbs}(B_X) = \begin{cases} 
0 & \text{if } X \text{ has the weak Banach-Saks property}, \\
2 & \text{otherwise}.
\end{cases}
$$

In particular:

- There is a separable reflexive Banach space $X$ with $\text{bs}(B_X) = \text{wbs}(B_X) = 2$.
- There is a nonreflexive Banach space $X$ with separable dual with $\text{bs}(B_X) = \text{wbs}(B_X) = 2$.
- If $X = C[0,1]$, then $\text{bs}(B_X) = \text{wbs}(B_X) = 2$.

\end{theorem}

\begin{theorem}
\begin{enumerate}
\item Let $X$ be a Banach space containing an isomorphic copy of $\ell_1$. Then $\text{bs}(B_X) = 2$. In particular, $\text{bs}(B_{\ell_1}) = 2$ and $\text{wbs}(B_{\ell_1}) = 0$.
\item Let $X$ be a nonreflexive Banach space containing no isomorphic copy of $\ell_1$. Then $\text{bs}(B_X) \in [1, 2]$. In particular, $\text{bs}(B_c) = 1$, $\text{bs}(B_{c_0}) = 2$ and $\text{wbs}(B_{c_0}) = \text{wbs}(B_c) = 0$, where $c$ denotes the space of convergent sequences equipped with the supremum norm.
\end{enumerate}

\end{theorem}

The key ingredient of the proof of Theorem 5.1 is the following lemma which can be viewed as a variant of the James distortion theorem for spreading models.

\begin{lemma}
Let $X$ be a Banach space. Then $\text{sm}(B_X) \in \{0, 1\}$.

\end{lemma}

\begin{proof}
Assume that $\text{sm}(B_X) > 0$. Then there is a sequence $(x_k)$ in $B_X$ weakly converging to some $x \in B_X$ and $\delta > 0$ such that the sequence $(x_k - x)$ generates an $\ell_1$-spreading model with $\delta > 0$, i.e.,

$$
\forall F \subset \mathbb{N}, \#F \leq \min F \forall (\alpha_i): \left\| \sum_{i \in F} \alpha_i (x_i - x) \right\| \geq \delta \sum_{i \in F} |\alpha_i|.
$$

We will show that, for any $\omega > 0$, there exists a weakly null sequence $(y_k)$ in $B_X$ which generates an $\ell_1$-spreading model with $1 - \omega$.

The first step is to replace the sequence $(x_k - x)$ by a normalized weakly null sequence generating an $\ell_1$-spreading model. Since $(x_k - x)$ generates an $\ell_1$-spreading model, no subsequence is norm-convergent and hence $\inf_k \| x_k - x \| > 0$. Thus, if we set $u_k = \frac{x_k - x}{\| x_k - x \|}$, then $(u_k)$ is a normalized weakly null sequence. Moreover, since $\| x_k - x \| \leq 2$ for each $k$, the sequence $(u_k)$ generates an $\ell_1$-spreading model with $\frac{\delta}{2}$. By [1] Proposition 1.5.4 we can suppose (up to passing to a subsequence) that $(u_k)$ is a basic sequence. Moreover, by [13] Theorem 6.6 we may assume (by passing to
a further subsequence if necessary) that there exists a Banach space \((Y, |·|)\) with a
(subsymmetric) basis \((e_k)\) such that

\[
\forall \varepsilon > 0 \ \forall N \in \mathbb{N} \exists m(\varepsilon, N) \in \mathbb{N}: m(\varepsilon, N) \leq k_1 < k_2 < \cdots < k_N \implies
\]

\[
(11) \quad \forall (\alpha_i): (1 - \varepsilon) \left| \sum_{i=1}^{N} \alpha_i e_i \right| \leq \left| \sum_{i=1}^{N} \alpha_i u_k \right| \leq (1 + \varepsilon) \left| \sum_{i=1}^{N} \alpha_i e_i \right|.
\]

Since \((u_k)\) generates an \(\ell_1\)-spreading model, the sequence \((e_k)\) is equivalent to the
\(\ell_1\)-basis, so we may suppose that \(Y\) is the space \(\ell_1\) with an equivalent norm \(|·|\) and
\((e_k)\) is the canonical basis. Hence, if we set

\[
\beta = \inf \left\{ \left| \sum_{i=1}^{\infty} \alpha_i e_i \right| : \sum_{i=1}^{\infty} |\alpha_i| = 1 \right\},
\]

then \(\beta > 0\) and

\[
\forall (\alpha_i) \in \ell_1: \left| \sum_{i=1}^{\infty} \alpha_i e_i \right| \geq \beta \sum_{i=1}^{\infty} |\alpha_i|.
\]

To complete the proof choose an arbitrary \(\omega > 0\). We can fix \(\eta > 0\) such that
\[
\frac{1 - \eta}{(1 + \eta)^2} > 1 - \omega.
\]
Using the density of \(c_{00}\) in \(\ell_1\) we find \(n \in \mathbb{N}\) and scalars \((\alpha_i)_{i=1}^{n}\)
such that \(\sum_{i=1}^{n} |\alpha_i| = 1\) and \(\sum_{i=1}^{n} \alpha_i e_i < (1 + \eta)\beta\). Set \(m_0 = m(\eta, n)\). For every
\(k \in \mathbb{N}\) we set

\[
y_k = \frac{1}{(1 + \eta)^2 \beta} \sum_{i=1}^{n} \alpha_i u_{m_0 + kn + i}.
\]

From \((11)\) and the choice of \((\alpha_i)_{i=1}^{n}\) we obtain

\[
\|y_k\| \leq \frac{1}{(1 + \eta)^2 \beta} (1 + \eta) \left| \sum_{i=1}^{n} \alpha_i e_i \right| \leq \frac{(1 + \eta)^2 \beta}{(1 + \eta)^2 \beta} = 1,
\]

hence \(y_k\) are elements of \(B_X\). Further, the sequence \((y_k)\) weakly converges to zero.

Let \(N \in \mathbb{N}\) be fixed. Let \(k_1 < k_2 < \cdots < k_N\) be indices, where \(k_1 n \geq m(\eta, nN)\).
If \((\beta_j)_{j=1}^{N}\) are scalars, then we have from \((11)\) and from the definition of \(\beta\) estimates

\[
\left| \sum_{j=1}^{n} \beta_j y_k \right| = \frac{1}{(1 + \eta)^2 \beta} \left| \sum_{j=1}^{N} \beta_j \left( \sum_{i=1}^{n} \alpha_i u_{m_0 + k_j n + i} \right) \right|
\]

\[
\geq \frac{1 - \eta}{(1 + \eta)^2 \beta} \sum_{j=1}^{N} \beta_j \left( \sum_{i=1}^{n} \alpha_i e_{(j-1)n + i} \right)
\]

\[
\geq \frac{1 - \eta}{(1 + \eta)^2} \sum_{j=1}^{N} |\beta_j| \left( \sum_{i=1}^{n} |\alpha_i| \right)
\]

\[
= \frac{1 - \eta}{(1 + \eta)^2} \sum_{j=1}^{N} |\beta_j| \geq (1 - \omega) \sum_{j=1}^{N} |\beta_j|.
\]
Hence we have shown the following statement for the sequence \((y_k)\):
\[
\forall N \in \mathbb{N}: \left( \frac{m(\eta, nN)}{n} \right) \leq k_1 < k_2 < \cdots < k_N
\]
\[
\implies \forall (\beta_j): \left\| \sum_{j=1}^{N} \beta_j y_{k_j} \right\| \geq (1 - \omega) \sum_{j=1}^{N} |\beta_j|.
\]

To finish the proof it is enough to extract a further subsequence from \((y_k)\) satisfying the definition of the \(\ell_1\)-spreading model with \(1 - \omega\). To this end, we choose an increasing sequence \((n_j)\) of indices satisfying \(n_j \geq \frac{m(\eta, nN)}{n}\) and set \(z_j = y_{n_j}, j \in \mathbb{N}\). Let now \(N \in \mathbb{N}\) and let \(N \leq k_1 < k_2 < \cdots < k_N\) be indices and \((\alpha_i)\) be scalars. Then
\[
\left\| \sum_{i=1}^{N} \alpha_j z_{k_j} \right\| = \left\| \sum_{i=1}^{N} \alpha_j y_{m_{n_j}} \right\| \geq (1 - \omega) \sum_{i=1}^{N} |\alpha_i|,
\]
because \(\frac{m(\eta, nN)}{n} \leq n_N \leq k_1 < k_2 < \cdots < k_{nN}\). \(\square\)

**Proof of Theorem 5.1.** The equality follows from Lemma 5.3 and Theorem 4.1.

A separable reflexive space without the Banach-Saks property is constructed in [6].

As a nonreflexive space with separable dual which fails the weak Banach-Saks property one can take the Schreier space described for example in [9, Construction 0.2]. It is not reflexive since it contains a copy of \(c_0\) by [9, Proposition 0.7], it has separable dual since it has an unconditional basis and does not contain a copy of \(\ell_1\) [9, Proposition 0.4(iii) and Proposition 0.5]. It fails the weak Banach-Saks property since the basis is weakly null and generates an \(\ell_1\)-spreading model due to [9, Proposition 0.4(iv)].

The space \(C[0,1]\) fails the weak Banach-Saks property since it contains any separable space as a subspace. A direct proof is contained already in [25]. \(\square\)

**Proof of Theorem 5.2.** (1) Let \((x_k)\) be a bounded sequence and \(\delta > 0\) such that
\[
(12) \quad \left\| \sum_{i=1}^{n} \alpha_i x_i \right\| \geq \delta \sum_{i=1}^{n} |\alpha_i|, \quad n \in \mathbb{N}, \alpha_1, \ldots, \alpha_n \in \mathbb{R}.
\]

Then \(\text{cca}(x_k) \geq 2\delta\). Indeed, let \(m \geq n\). Then
\[
\left\| \frac{1}{m} \sum_{i=1}^{m} x_i - \frac{1}{n} \sum_{i=1}^{n} x_i \right\| = \left\| \left( \frac{1}{m} - \frac{1}{n} \right) \sum_{i=1}^{n} x_i + \frac{1}{m} \sum_{i=n+1}^{m} x_i \right\|
\]
\[
\geq \delta \left( n \left( \frac{1}{n} - \frac{1}{m} \right) + \frac{1}{m} (m-n) \right) = 2\delta \left( 1 - \frac{n}{m} \right).
\]

For any fixed \(n\) the latter expression has limit \(2\delta\) when \(m \to +\infty\). This shows that \(\text{cca}(x_k) \geq 2\delta\). Since any subsequence of \((x_k)\) satisfies (12) as well, we get even \(\tilde{\text{cca}}(x_k) \geq 2\delta\).

Let \(X\) be a Banach space containing an isomorphic copy of \(\ell_1\). By the James distortion theorem there is, given \(\varepsilon \in (0,1)\), a normalized sequence \((x_k)\) in \(X\) which satisfies (12) with constant \(1 - \varepsilon\) in place of \(\delta\). It follows that \(\text{bs}(B_X) \geq \tilde{\text{cca}}(x_k) \geq \)
2(1 − ε). Since ε ∈ (0, 1) is arbitrary, bs(B_X) ≥ 2. The converse inequality is obvious.

Finally, the equality wbs(B_{c_0}) = 0 follows from the Schur property of ℓ_1.

(2) The inequality bs(B_X) ≤ 2 is trivial. The inequality bs(B_X) ≥ 1 follows from Theorem 5.1 since for a nonreflexive space X one has wck_X(B_X) = 1 (this follows for example from [19, Theorem 1] and [10, Proposition 2.2]).

The spaces c_0 and c are isomorphic and, moreover, they enjoy the weak Banach-Saks property by [17]. Therefore wbs(B_{c_0}) = wbs(B_c) = 0.

To show that bs(B_c) = 2 define a sequence (x_k) in B_c by the formula

\[
x_k(i) = \begin{cases} 1, & 1 \leq i \leq k, \\ -1, & i \geq k + 1. \end{cases}
\]

Let (x_{k_n}) be any subsequence of (x_k). Denote by \( y_n = \frac{1}{n} \sum_{j=1}^n x_{k_j} \) for \( n \in \mathbb{N} \). Let \( m < n \) be two natural numbers. Then

\[
y_m(k_m + 1) = -1 \quad \text{and} \quad y_n(k_m + 1) = \frac{1}{n}(m \cdot (-1) + (n - m) \cdot 1) = 1 - \frac{2m}{n}.
\]

Hence \( \|y_m - y_n\| \geq 2 - \frac{2m}{n} \). For any fixed \( m \) this value has limit 2 for \( n \to \infty \), thus cca((x_{k_n})) ≥ 2. It follows that cca((x_k)) ≥ 2, so bs(B_c) ≥ 2.

Finally, it remains to show that bs(B_{c_0}) ≤ 1. To do this let us fix a sequence (x_k) in B_{c_0}. Up to passing to a subsequence we may suppose that the sequence (x_k) pointwise converges to some \( x \in B_{c_0} \). Fix an arbitrary \( \varepsilon \in (0, 1) \). We will construct increasing sequences of natural numbers \( (k_n) \) and \( (p_n) \) using the following inductive procedure:

- \( k_1 = 1; \)
- \( |x_k(i)| < \varepsilon \) for \( k \leq k_n \) and \( i \geq p_n; \)
- \( |x_k(i) - x(i)| < \varepsilon \) for \( i \leq p_n \) and \( k \geq k_{n+1}. \)

It is clear that this construction can be performed, using the facts that the points \( x_k \) belong to \( c_0 \) and that the sequence (x_k) pointwise converges to \( x \). Let us consider the sequence (x_{k_n}) and set \( y_n = \frac{1}{n}(x_{k_1} + \cdots + x_{k_n}) \) for \( n \in \mathbb{N} \). Fix an arbitrary \( i \in \mathbb{N} \). Let \( m \in \mathbb{N} \) be the minimal number such that \( i \leq p_m \). By the construction we have \( |x_{k_n}(i)| < \varepsilon \) for \( n < m \) and \( |x_{k_n}(i) - x(i)| < \varepsilon \) for \( n > m \), thus

\[
|x_{k_n}(i) - \frac{x(i)}{2}| < \frac{1}{2} |x(i)| + \varepsilon \quad \text{for} \quad n \in \mathbb{N} \setminus \{m\}.
\]

It follows that for any \( N \in \mathbb{N} \) we have

\[
\left| y_N(i) - \frac{x(i)}{2} \right| \leq \frac{1}{N} \sum_{n=1}^N |x_{k_n}(i) - \frac{x(i)}{2}| \leq \frac{1}{N} \left( (N - 1) \left( \frac{1}{2} |x(i)| + \varepsilon \right) + \frac{3}{2} \right)
\]

\[
\leq \frac{1}{2} |x(i)| + \varepsilon + \frac{3}{2N}.
\]

Therefore for any \( M, N \in \mathbb{N} \) we have

\[
\|y_N - y_M\| \leq \|x\| + 2\varepsilon + \frac{3}{2N} + \frac{3}{2M},
\]

so clearly cca((x_{k_n})) = ca((y_k)) ≤ \|x\| + 2\varepsilon. Since \( \varepsilon \in (0, 1) \) is arbitrary, we get cca((x_k)) ≤ \|x\| ≤ 1. This completes the proof. \( \square \)
6. Final remarks and open problems

It is natural to ask whether the inequalities in our results are optimal and which inequalities may become strict.

Let us start by Theorem 3.1.

- If $X = C[0, 1]$ and $A = B_X$, then $\text{wbs}(A) = \text{bs}(A) = \beta(A) = 2$, hence we have equalities. Indeed, $\text{wbs}(A) = 2$ by Theorem 5.1 and obviously $\beta(A) \leq 2$.
- If $X = \ell_1$ and $A = B_X$, then $\text{wbs}(A) = 0$ by the Schur property of $\ell_1$, obviously $\text{wck}_X(A) \leq 1$ (in fact, $\text{wck}_X(A) = 1$ since $\ell_1$ is not reflexive) and $\beta(A) = 2$ by Theorem 5.2, hence the first inequality is strict, the second one becomes equality.
- If $X = c_0$ and $A = B_X$, then $\text{wbs}(A) = 0$ by [17], $\text{wck}_X(A) = 1$ since $c_0$ is not reflexive (in this concrete case the equality can be verified directly by the use of the sequence $(x_k)$ where $x_k = e_1 + \cdots + e_k$), $\beta(A) = 2$ by Theorem 5.2 and the constant 2 is attained by the sequence $x_k = e_1 + \cdots + e_k - e_{k+1}$, hence the first inequality becomes equality and the second one is strict.

So, it seems that Theorem 3.1 is optimal.

Further, let us focus on Theorem 4.1. The first inequality may become equality – it is the case if $A = B_X$ by Theorem 5.1 and Lemma 5.3. However, we know no example when the first inequality is strict. The second inequality may become equality, for example if $X$ is the space from [6] and $A$ is the canonical basis of $X$. In this case the last inequality is strict. We do not know any example when the second inequality is strict. So, we can ask the following question.

**Question.** Let $X$ be a Banach space and $A \subset X$ a bounded set. Is it necessarily true that

$$\text{wbs}(A) = 2 \text{sm}(A) = 2 \text{wus}(A)?$$
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