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A one-dimensional quantum simulator can simulate two-dimensional quantum many-body systems. A representation of a low-energy state is obtained by applying a feedback loop.

Introduction— Most modern-day computers are universal, but this was not always the case. In the early days of computing, machines were built to solve a rather specific family of problems. A paradigmatic example is the differential analyser, which was capable of solving certain low-order differential equations. Despite being an analog device, it boasted an average error rate of one percent, which was often accurate enough for certain scientific purposes, e.g., simulation of transmission lines. This is a telling anecdote; a noisy, but a sufficiently accurate device could resolve an intractable scientific problem at the time.

The same can be said about quantum computers. While quantum algorithms typically require a fault-tolerant quantum computer, certain problems may be amenable to a noisy device. This is especially so for simulating quantum many-body systems that appear in nature, a vision that was famously put forward by Feynman. Recent progress in quantum technology provides an ample amount of opportunities to develop and test these ideas in near-term experiments.

An important milestone would be the simulation of strongly correlated two-dimensional(2D) systems, e.g., the Hubbard model. Indeed, mapping the phase diagram of such a model remains challenging; development of new numerical methods is an active area of ongoing research; analog simulation based on ultracold atoms are facing a challenge in cooling and the architectures for digital quantum simulators remain one-dimensional(1D) or small-scale.

The purpose of this paper is to propose a method that can overcome these limitations of digital simulators. We argue that the existing 1D architecture is sufficient to simulate certain 2D systems. We propose an experimental protocol, and provide a theoretical justification.

If we were to simulate arbitrary states in the Hilbert space this way, we would inevitably fail. However, we expect the physically relevant states to occupy only a small fraction of the Hilbert space. In order to understand the boundary between the physical and the unphysical states, we derive a universal structure of ground state entanglement that is present in systems with a mass gap. Such systems are expected to obey the area law of entanglement entropy. While the area law in the sense of having an area-like upper bound is unlikely to lead to an efficient representation, they do if we demand a more refined structure. Any states equipped with such a structure can be represented by a history of a 1D quantum simulator.

Owing to this universal structure, the 1D quantum simulator can serve as a “variational machine” that can probe the physics of 2D quantum many-body systems with a mass gap. A low-energy configuration can be found by estimating the energy of the simulated system and adjusting the simulator to lower the energy. Once a minimum-energy configuration is found, the relevant order parameters can be studied.

That the state of the device can be used as an ansatz was put forward in Ref. Our work shows that the dimension of the ansatz need not be limited by the size of the device. By studying the history of the device, as opposed to a static state, one can study a much larger system. Indeed, any device capable of implementing a universal gate set in a quasi-1D architecture can simulate gapped 2D quantum many-body system, similar to the proposal in Ref. The interactions should be rich enough that a universal gate set can be implemented.

The qubits are classified into three categories: system, bath, and sink. Each of these qubits play a different role, and they can be made differently to suit these purposes. Experimentalists will extract the information about the simulated system from the system qubits. These qubits must be equipped with accurate measurements. The bath qubits carry the quantum correlation between system qubits at different times. Decoherence must be minimized; otherwise, the simulator will be unable to properly simulate this quantum correlation. On the other hand, measurement need not be perfect because it is never directly measured throughout the experiment. The sink qubits are constantly reset to a fixed initial state. As such, it requires a fast initialization routine.
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**FIG. 1.** The qubits are arranged so that the system(black) qubits are surrounded by bath(white) and sink(gray) qubits. Each of the qubits can interact with their neighbors.

State of a 2D system— How can a 1D simulator sim-
ulate a 2D system? In order to answer this question, we need to ask a somewhat philosophical question: what is a quantum state? Mathematically, it is a positive semi-definite functional with a unit trace. A state is defined by (i) specifying the expectation values for all the observables and (ii) ensuring that the functional is positive semi-definite and normalized. Thus, any entity that can supply the information about the expectation values effectively has a description of a quantum state, provided that the entity can convincingly prove the second condition.

This abstract entity, in this paper, would be the 1D quantum simulator. The expectation values are expressed in terms of a data that can be gathered from the 1D simulator. The functional will be positive semi-definite and normalized by the nature of the 1D simulator, even in the presence of noise.

Any expectation value can be expressed in terms of a linear combination of $n$-point functions. Therefore, every expectation value is determined by specifying every $n$-point function. The $n$-point functions of the simulated system are defined in terms of the time-dependent $n$-point functions of the simulator:

$$\langle O(x_1,y_1)\cdots O(x_n,y_n) \rangle_{2D} := \langle O_{x_1}(y_1)\cdots O_{x_n}(y_n) \rangle_{1D},$$

where $O_{x,y}$ is an operator acting on the qubit at location $(x,y)$ of the 2D system and $O_x$ is an operator acting on the system qubit at location $x$ of the 1D simulator. Also, $\langle \cdots \rangle_{2D}$ is the expectation value of the observables for the 2D system and $\langle \cdots \rangle_{1D}$ can be measured by destructively measuring the observables $O_x$, at time $y_i$. For example, to measure $\langle \sigma^z_{x_1}(y_1)\sigma^z_{x_2}(y_2) \rangle_{2D}$, an experimentalist measures the system qubit at $x_1$ in the eigenbasis of $\sigma^z$ at time $y_1$, measure the system qubit at $x_2$ in the eigenbasis of $\sigma^z$ at time $y_2$, multiply the observed values, and repeat the measurements until the statistical error becomes sufficiently small.

![FIG. 2. At each time, the auxiliary 1D system (box) interacts with each rows of qubits that are enclosed within the box. The auxiliary system is the composite of bath and sink qubits. Each of the rows are system qubits at different times.](image)

This prescription defines a valid quantum mechanical state, provided that all the system qubits are initialized to a fixed state after the measurement. To see this on an intuitive level, consider a set of qubits arranged on a 2D grid. These qubits are initialized to a fixed product state, and this state is transformed into another state by “gliding” an auxiliary 1D system over these qubits and letting them sequentially interact with each other; see FIG. 2. A crucial property of this process is that the interaction between the auxiliary system and a row of qubits does not affect the measurement outcomes of the qubits that precede them. Therefore, instead of measuring an observable after completely transforming the state, one can measure each rows as soon as they interact with the auxiliary system. Going one step further, one can simply reset the row to the fixed state after performing the measurement, and let that state interact with the auxiliary system. The auxiliary system can be viewed as the bath-sink composite and each of the rows can be viewed as the system qubits at different times. Because every operation in this procedure is physically allowed, the state implicitly defined by Eq. 1 is valid.

More formally, let us denote the system at time $t$ as $S_t$, $B$ as the bath, and $S'$ as the sink. The physical process of initializing the system and applying a circuit to the system-bath-sink composite can be represented by a quantum channel \[\Phi_t\], whose domain is $BS'$ and image is $S_t BS'$. Thus, we have a state that encapsulates the history of the system:

$$\rho = \text{Tr}_{BS'} \circ \Phi_{t_3} \circ \cdots \circ \Phi_0 [\rho_{BS'}].$$

By the definition of channel, $\rho$ is a valid quantum mechanical state.

Variational method— A 1D simulator can simulate 2D quantum many-body systems, by using Eq. 1. This prescription implies that a valid quantum mechanical state is defined in terms of the history of the simulator. Because the history is determined by the time evolution of the device, the state is defined by the quantum circuit applied to the simulator; the circuit elements parametrize the variational state.

The circuit can be arbitrary, but one rule should be enforced. At the beginning of each time steps, the system and the sink qubits need to be initialized to some fixed state, say $|0\rangle$. The initialization of the system qubit is to ensure that Eq. 1 defines a valid quantum mechanical state. As for the sink qubits, our theoretical analysis seems to require it to be initialized at every time step. However, there is a logical possibility that this may be unnecessary.

Provided that these rules are obeyed, a low-energy state can be found by a simple feedback loop. Energy is measured after applying a random perturbation to the circuits. The change is accepted only if the energy is lowered. Once the energy converges, relevant order parameters are measured.

Sufficiency of local gates— Circuits with long-range gates are difficult to implement in practice. Fortunately, for studying physical states, they can be ignored. Furthermore, within each time steps, the circuit depth is finite, independent of the system size; see FIG. 4. Intuitively, the action of the circuit describes the following physical process. At each time $t$, the bath-sink composite stores the reduced density matrix of the
implies the existence of a local, finite-depth circuit. Since the system qubits at time \( t \), the system-bath composite stores a slab of width \( w \) that is comparable to the correlation length; the slab ranges from \( y = t \) to \( y = t + w \). The \( t \)-th row is swapped with the system qubits at time \( t \), and then the \((k)\)-th row is swapped with the \((k+1)\)-th row from \( k = t \) to \( k = t + w - 1 \). At this point, the system qubit at time \( t \) stores the qubits of the ground state on the \((t)\)-th row and the bath-sink composite stores a slab of width \( w - 1 \); see FIG. 3. Then, another finite-depth circuit is applied, which extends a slab of width \( w - 1 \) to a slab of width \( w \); the former ranges from \( y = t + 1 \) to \( y = t + w \) and the latter ranges from \( y = t + 1 \) to \( y = t + w + 1 \).
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FIG. 3. The circuit applies a sequence of two-qubit nearest-neighbor gates with fixed geometry. The sequence is chosen so that, by choosing an appropriate set of gates one can realize any quantum circuit of bounded depth.

ground state over a slab of width \( w \) which is comparable to the correlation length; the slab ranges from \( y = t \) to \( y = t + w \). The \( t \)-th row is swapped with the system qubits at time \( t \), and then the \((k)\)-th row is swapped with the \((k+1)\)-th row from \( k = t \) to \( k = t + w - 1 \). At this point, the system qubit at time \( t \) stores the qubits of the ground state on the \((t)\)-th row and the bath-sink composite stores a slab of width \( w - 1 \); see FIG. 3. Then, another finite-depth circuit is applied, which extends a slab of width \( w - 1 \) to a slab of width \( w \); the former ranges from \( y = t + 1 \) to \( y = t + w \) and the latter ranges from \( y = t + 1 \) to \( y = t + w + 1 \).
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FIG. 4. The initialized system qubits (red) are sequentially swapped with the qubits of the bath-sink composite. In the end, the system-bath composite stores a slab of width \( w - 1 \) and the system qubits store the missing row of the slab.

Only in the last step do we need the special property of the physical states, specifically, ground states of 2D systems with a mass gap. For certain exactly solvable models, circuits that achieve this goal have been already discussed in the literature\,[39, 40]. These circuits are constructed in such a way that a ground state of a system can be created by applying a low-depth circuit on the boundary of a smaller system.

A more general argument involves the effective field theory description of gapped systems, the topological quantum field theory\,[41]. The theory predicts that the entanglement entropy obeys the area law:

\[
S(A) = \alpha \ell - \gamma + \cdots ,
\]

where \( \ell \) is the perimeter of \( A \), \( \alpha \) is a non-universal constant, \( \gamma \) is the topological entanglement entropy, and the ellipsis is the subcorrection term that vanishes in the \( \ell \to \infty \) limit\,[29]. As we show in the Supplemental Material, Eq.\,[3] implies the existence of a local, finite-depth quantum circuit that extends the slab.

The existence of such a circuit is an exact statement for certain solvable models, such as quantum double\,[42] or the string-net models\,[43]. Away from the fixed point, we expect the depth of the circuit to be determined by the correlation length of the system, which would also determine the number of necessary bath qubits. We expect the ratio between the number of bath qubits and system qubits to determine the largest correlation length the simulator can probe.

All the steps outlined above only involve finite-depth local quantum circuits. Therefore, for gapped systems, it suffices to only consider circuits of such form\.[44]

**Local stability**— While the circuits within each time steps remain local and bounded-depth, the circuit depth in its entirety scales linearly with \( \ell_y \). In principle, noise can accumulate in time, and render the outcome of the simulation useless. For a general observable, this problem is surely unavoidable. However, local observables can be free of such problems; if the dissipative map induced on the bath qubits quickly equilibrates local observables, then expectation values of local observables can be perturbed by at most \( O(\epsilon) \), independent of system size.

The core argument can be summarized as follows. Let us first formulate Eq \[2\] in the Heisenberg picture. Since the measurement is only performed on the system qubits, the observable that the experimentalist measures is initially supported on the system qubits. However, since the dual of \( \Phi \) maps operators on \( S L BS' \) to operators on \( BS' \), such observables are mapped into an operator on \( BS' \) and then evolve by a sequence of channels that are restricted to \( BS' \). At every time step, the underlying circuits are bounded-depth and local, and as such, the support of the operator expands by at most by a constant amount. If local observables equilibrate quickly, the operator will equilibrate to its steady state value before the support expands too much. Consequently, the circuit elements that appear after the equilibration becomes immaterial. A more detailed analysis shall appear elsewhere\,[45].

**Quantum versus classical variational methods**— It is interesting to compare our method to the existing numerical methods that use a classical computer. The energy per site, which is the figure of merit in comparing different numerical methods, is limited by some fixed precision. In our proposal, this precision is determined by the noise rate; this is because every local observable is perturbed by at most \( O(\epsilon) \). In the existing numerical
methods, it is determined by the numerical precision and the details of the algorithm. Furthermore, both methods are variational, because the energy is estimated from a valid quantum mechanical state.

The advantage of our method is that estimation of local observable can be done efficiently by design; see Eq.\[1\] Specifically, assuming that the circuit within each time steps are depth \(D\), it takes time at most \(O(\ell_y D/\delta^2)\) to estimate a local observable up to a precision \(\delta\). In the existing numerical methods in dimensions higher than one, the same task scales as a high power of the variational parameter, or ought to be done approximately; see Ref.\[46, 47\] for the detail. On the other hand, unlike in the classical variational methods, commonly used subroutines such as singular value decomposition\[46, 47\] cannot be used in our method. To summarize, there are less options for energy minimization for our method, but the local expectation values can be estimated comparatively more efficiently.

Resource estimate—As explained above, the simulation time depends on two factors: time for estimating the energy per site and the number of iterations till convergence. The latter depends on the detail of the model, but the former is determined by the parameters of the device. These parameter are \(\tau\), time for executing the local gates, \(D\), the circuit depth, \(\ell_x\), the number of system qubits, and \(\delta\), the statistical error. They determine the time \(T\) for estimating the energy as follows:

\[
T = C \frac{\tau D}{\ell_x \delta^2}, \tag{4}
\]

where \(C\) is a numerical constant of order unity which depends on the model.

This estimate follows from two simple observations. First, fully evolving the circuit takes \(\tau D\ell_y\) time, where \(\ell_y\) is the length of the simulated system in the \(y\) direction. Second, in order to estimate the energy per site up to a statistical error \(\delta\), one needs \(O\left(\frac{1}{\delta^2 \ell_x \ell_y}\right)\) samples. The prefactor for the number of samples is the prefactor that appears in Eq.\[4\] The gate time of superconducting qubits ranges from 50 ns to 500 ns\[18\]. This translates into \(T\) in the order of milliseconds for \(\ell_x = 20\) and \(\epsilon = 0.01\). For local observables, the time can be similarly estimated as \(T = C\tau D\ell_y/\delta^2\).

Discussion—We proposed a method to simulate 2D quantum many-body systems from a 1D simulator. The method is universally applicable to any quasi-1D platform equipped with local gates and measurements, and it also drastically reduces the number of qubits necessary for the simulation. A state whose energy per site is \(O(\epsilon)\) away from the ground state can be prepared. An analogous conclusion holds in higher dimensions as well, e.g., for simulating three-dimensional quantum many-body systems from 2D simulators.

An important issue is the number of iterations of the variational method till convergence. The number will depend on the details of the model and the update rule. It is difficult to predict a general trend, because we should not expect the method to converge in systems that exhibit the spin glass phase.

The issue of local stability may be studied in quantum circuits\[39, 40\] for which the representation of the 2D system as a history of a 1D system becomes exact. The techniques in \[49, 50\] play an important role. This analysis shall appear elsewhere\[47\].

There are two interesting future directions. First, it will be interesting to compare the reported energy of the simulation to that of the state-of-the-art numerical methods. Since the energy obtained from the simulation is guaranteed to be coming from a valid quantum mechanical state, they can be compared toe-to-toe. The advantage of our method is the low computational overhead in estimating the expectation values of local observables. The disadvantage would be the lack of options for energy minimization and a precision limited by the noise rate \(\epsilon\), which is in the order of \(10^{-2}\) in the leading architectures.

Second, assuming translation invariance, in the \(\ell_y \to \infty\) limit, the state of the bath ought to encode all the properties of the 2D phase. Therefore, the steady state of the bath must possess a certain order that is inherited from the order of the 2D phase. The process of minimizing the energy in our context can be thus viewed as a process of preparing a one-dimensional phase of matter that is stabilized by a feedback control. Understanding their order parameters, as well as the phase transition between them, is left for future work.
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One can make the architecture to be truly 1D with the ex-

The states obeying Eq[3] have a form of Eq[2] where the underlying quantum channels are local. That is, the channels at each $t$ can be decomposed into finite-depth quantum channels which are localized in space. Because every channel can be recast into a unitary operation followed by partial trace[5], such states can be prepared by applying a finite-depth quantum circuit and taking a partial trace over some of the qubits.

The area law implies an identity that is universal to all topological quantum field theories:

$$S(BC) - S(B) + S(CD) - S(D) \approx 0,$$

where the subsystems are depicted in FIG[531]. In Ref.[31], it was shown that Eq[3] implies the following:

$$S(AB) + S(BC) - S(B) - S(ABC) \approx 0,$$

where the subsystems are depicted in FIG[5]. This follows from the so called weak monotonicity, also known to be the subsystems are depicted in FIG[5]. This follows from the so called weak monotonicity, also known to be
FIG. 5. The choice of $B$, $C$ and $D$ for Eq. 5.

equivalent to the strong subadditivity of entropy [54]. The technical statement is that

$$S(AB) - (B) + S(AC) - S(C) \geq 0$$

(7)

for any tripartite quantum state over $A$, $B$, and $C$. Note that

$$S(AB) + S(BC) - S(B) - S(ABC) \leq S(BC) - S(B) + S(CD) - S(D),$$

(8)

by choosing the subsystem $A$ in Eq. 7 to be the subsystem $C$ in Eq. 8, $B$ in Eq. 7 to be $AB$ in Eq. 8 and $C$ in Eq. 7 to be $D$.

FIG. 6. A state on a slab can be extended to a state that contains one more qubit by applying a local channel, supported on $BC$.

The theorem of Fawzi and Renner [55] then implies that there exists a quantum channel $\Phi$ acting on $BC$ such that

$$\rho_{ABC} \approx \Phi(\rho_{AB}).$$

(9)

One can recursively use this logic to show that a sequence of local quantum channels can extend a state on a slab to another state on a slab that is larger by a unit width. Because each of these channels are localized in space, they can be rearranged in such a way that the entire process can be compressed into finite number of local quantum channels that run in parallel; see FIG. 9.

FIG. 7. The choice of $A$, $B$, and $C$ for Eq. 11. The flat part represents the physical boundary of the 2D system.

for the following choice of subsystems. Again following Ref. [31], Eq. 11 implies the following:

$$S(AB) + S(BC) - S(B) - S(ABC) \approx 0,$$

(12)

where the subsystems are depicted in FIG. 8. The theorem of Fawzi and Renner [55] then implies that there exists a quantum channel $\Phi$ acting on $BC$ such that

$$\rho_{ABC} \approx \Phi(\rho_{AB}).$$

(13)

FIG. 8. A state on a slab can be extended to a state on a larger slab by a low-depth quantum channel.

Now, consider the following physical procedure. We first create and store the state of the first slab in the bath-sink composite in such a way that some of the sink qubits store the first row of the slab. We swap these qubits with the first row of the system qubits. At this point, the sink qubits that stored the first row is in some fixed state. Swap this fixed state with the qubits that
store the second row, and then with the third row etc. At the end of this procedure, the sink qubits that stored the first row now stores the second row, and we are left with the fixed state. The bath-sink composite now stores a slab of width $w - 1$ and a fixed state upon which we can extend the state. Apply the procedure explained in FIG. extending the state on a slab of width $w - 1$ to a state on a slab of width $w$, ranging from the second row to the $(w + 1)$th row. This completes the argument.