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Abstract

Feasible interpolation is a general technique for proving proof complexity lower bounds. The monotone version of the technique converts, in its basic variant, lower bounds for monotone Boolean circuits separating two NP-sets to proof complexity lower bounds. In a generalized version of the technique, dag-like communication protocols are used instead of monotone Boolean circuits. We study three kinds of protocols and compare their strength.

Our results establish the following relationships in the sense of polynomial reducibility: Protocols with equality are at least as strong as protocols with inequality and protocols with equality have the same strength as protocols with a conjunction of two inequalities. Exponential lower bounds for protocols with inequality are known. Obtaining lower bounds for protocols with equality would immediately imply lower bounds for resolution with parities (R(LIN)).

1 Introduction

Studying the strength of various propositional proof systems is the essence of proof complexity. Dag-like communication protocols come into play as a tool to translate, via a technique called feasible interpolation, the task of proving lower bounds on the length of proofs into the realm of communication complexity. This paper studies variants of protocols which seem to have a potential for producing new proof complexity lower bounds. Most importantly, lower bounds for a certain type of protocols, called protocols with equality in this paper, would immediately translate into lower bounds for the proof system resolution with parities (R(LIN)).
1.1 Motivation and context

Propositional proof system, in the sense of Cook and Reckhow [CR79], is a sound and complete system for propositional tautologies with proofs verifiable in polynomial time. Examples of propositional proof systems include resolution, Frege systems, sequent calculus and cutting planes. Proof complexity is then the field studying the strength of various propositional proof systems; proof complexity is tightly connected with computational complexity (one of the fundamental open problems is equivalent to the question whether \( \text{NP} = \text{coNP} \)) and logic. A reference for this field is the book by Krajíček [Kra19]. A lower bound is a theorem stating that for a certain proof system \( P \) and a sequence of tautologies \( \{\phi_n\} \) the shortest length of a proof of \( \phi_n \) in \( P \) is bounded from below by a certain function of the size of \( \phi_n \). Exponential lower bounds have been proven for various proof systems, Resolution, constant depth Frege systems, Cutting Planes, Polynomial Calculus (see Krajíček’s monograph [Kra19]), but for other proof systems studied in the literature this is still an open problem.

The feasible interpolation method was invented by Krajíček (idea formulated in [Kra94], applied in [Kra97]). In the basic setup, feasible interpolation reduces the task of proving a lower bound for a proof system \( P \) to proving a lower bound for Boolean circuits separating two NP-sets. In the case of monotone feasible interpolation, lower bounds for monotone Boolean circuits are enough. However, lower bounds for different objects than monotone Boolean circuits may be used as well. Limits of monotone feasible interpolation by monotone Boolean circuits were already considered in the aforementioned paper by Krajíček [Kra97], Section 9. However, general limits of monotone feasible interpolation are not known. The first result when monotone feasible interpolation was used with another computational model than Boolean circuits is due to Pudlák [Pud97]: He defined a generalization of monotone Boolean circuits called monotone real circuits (which were later proved by Rosenbloom [Ros97] to be strictly stronger than monotone Boolean circuits) and proved lower bounds for this model which lead, via monotone feasible interpolation, to lower bounds for the cutting planes proof system.

The history of the (dag-like communication) protocols considered in this paper starts with a paper by Karchmer and Wigderson [KW88] where the following theorem is proved: For a Boolean function \( f \), the minimum depth of a Boolean circuit computing \( f \) is equal to the communication complexity (that is the depth of a protocol) of a certain relation defined for \( f \). There is also a monotone version of the relation for monotone circuits.

In classical communication complexity, the measure of protocols is their depth and hence one can without loss of generality consider protocols with the underlying graph being a tree. Dag-like communication protocols, that is protocols with the underlying graph being a directed acyclic graph, go back to Razborov [Raz95]. Razborov, inspired by Karchmer and Wigderson, used the size of certain protocols to characterize the size of circuits. See Pudlák [Pud10] or Sokolov [Sok17] for a survey of this topic. We give more details on the origin of the protocols in Section 2. More recently, new types of protocols have been
It is now a well known open problem in proof complexity to prove lower bounds for the system which we denote, as in the Krajíček’s book, by R(LIN). This problem may be seen as a step in solving another open problem which is to prove lower bounds for the so called $AC^0[p]$-Frege proof systems. The system R(LIN) was introduced by Itsykson and Sokolov [IS20] who also prove exponential lower bounds for the tree-like version. Itsykson and Sokolov call the system Res$(\oplus)$ (or Res-Lin in a preliminary version of the paper). The system was inspired by the system R(lin) introduced by Raz and Tzameret [RT08].

Lower bounds for protocols called protocols with equality in this paper would directly lead to lower bounds for R(LIN). A different approach which could work for this proof system is randomized feasible interpolation due to Krajíček [Kra18], studied also by Krajíček and Oliveira [KO18].

1.2 Our contribution

In this section, all protocols have constant degree. Our contribution is the comparison of strength of protocols: Protocols with equality are at least as strong as protocols with inequality (in the sense of polynomial reducibility). Furthermore, we establish that protocols with a conjunction of a constant number of inequalities have the same strength as protocols with equality if the constant is at least 2. Details are given in Section 3.

1.3 Open problems

Research into the dag-like communication complexity of KW games is motivated by the quest of proving lower bounds on proof systems that are stronger than those for which we already have lower bounds. Since R(LIN) is just on the border of what we can and cannot prove and lower bounds on protocols with equality would give us such a lower bound, the main problem is to prove a superpolynomial lower bound on such protocols.

Another motivation is the general question of how far we can get with feasible interpolation. This question is mentioned by Razborov [Raz16] in his survey as one of the main challenges in proof complexity. Lower bounds based on monotone interpolation reduce the problem of proving the lower bound on the lengths of proofs to proving a lower bound on some monotone circuits (monotone Boolean circuits, monotone Real circuits, monotone span programs). Researchers in the area of proof complexity agree on the idea that in order to make progress, we have to study communication protocols instead of circuit models, because there may be no circuit type for some proof system. It seems that this is the case of R(LIN). Therefore proving lower bounds on protocols with equality seems to be the most viable approach to proving lower bounds on R(LIN) proofs.

Since we do not have lower bounds for protocols with equality, but we do have exponential lower bounds for protocols with inequality, we expect the former type of protocols to be stronger than the latter. However we do not have any
partial Boolean function that would provide such a separation. Finding such a function would also shed more light on the problem of proving lower bounds on protocols with equality.

1.4 Paper outline

In Section 2, we define all the protocols concerned in this paper and explain their origin. In Section 3, we state our results, discuss them and prove a part of them. In Section 4, we prove the main theorem. In Section 5, we show how lower bounds for protocols would translate into lower bounds for the proof systems $R(LIN)$.

2 Protocols

2.1 General protocols

Karchmer and Wigderson [KW88] used classical tree-like (i.e. the underlying graph is a tree) communication protocols and their depth to characterize the depth of circuits. Dag-like protocols (i.e. the underlying graph is a directed acyclic graph) considered in this paper go back to Razborov [Raz95] who was considering the size of protocols to characterize the size of circuits. An explicit definition of these protocols was given by Krajíček [Kra97]. Our definition is a generalization of the definition by Hrubeš and Pudlák [HP18]. Unlike in [Kra97], in this paper only the monotone version is defined and the strategy function is omitted.

The task of the monotone Karchmer-Wigderson game (the monotone KW game) for a given partial monotone Boolean function $f$ is: given $x \in f^{-1}(0)$ and $y \in f^{-1}(1)$, find an index $i$ such that $x_i = 0 \land y_i = 1$. (Observe that there is always at least one such index $i$.)

**Definition 1.** Let $n \geq 1$ be a natural number. A protocol of degree $d$ with feasibility relation is a directed acyclic graph $G = (V, E)$ and a relation $F \subseteq \{0, 1\}^n \times \{0, 1\}^n \times V$, such that

(i) $G$ has one source $v_0$ (a node of in-degree zero) and the out-degree of every vertex is at most $d$,

(ii) for every sink $\ell$ (a node of out-degree zero), there exists an index $i$ such that for every $x, y \in \{0, 1\}^n$ it holds $(x, y, \ell) \in F$ iff $x_i = 0$ and $y_i = 1$.

Let $f$ be a partial monotone Boolean function in $n$ variables. We say that the protocol solves the monotone KW game for $f$ (or simply solves $f$), if for every $x \in f^{-1}(0)$ and $y \in f^{-1}(1)$,

(a) $(x, y, v_0) \in F$,

(b) for every $v \in V$ with $p \geq 1$ children $u_1, \ldots, u_p$, if $(x, y, v) \in F$ then there exists $u_i$ with $(x, y, u_i) \in F$. 
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The size of a protocol is the number of vertices.

We say that a vertex \( v \) is feasible for \( x, y \) if \( (x, y, v) \in F \). By definition, the source is feasible for any \( x \in f^{-1}(0) \), \( y \in f^{-1}(1) \). The protocol solves the monotone KW game in the following sense: Given \( x \in f^{-1}(0) \) and \( y \in f^{-1}(1) \) and any vertex \( v \) which is feasible for \( x, y \) (it is crucial that this holds for any feasible vertex, not just the source), we can find the solution to the KW game by traversing the graph via feasible vertices down to sinks which give us the solution.

Another general definition was given by Garg et al. [GGKS18], Section 2.1. In their definition, degree is fixed to 2 and general search problems are considered. If we restrict our definition to degree 2 and their definition to the monotone KW game, the definitions become equivalent.

### 2.2 Protocols with inequality and equality

The definition of what we call a protocol with inequality was independently introduced by Hrubeš and Pudlák [HP18] and Sokolov [Sok17] (Sokolov considers only protocols of degree 2). Before that, Krajíček [Kra98] considered a different type of protocols with inequality.

**Definition 2.** A protocol of degree \( d \) with inequality is a protocol of degree \( d \) with feasibility relation such that the relation \( F \) may be expressed as follows: For each vertex \( v \in V \), there is a pair of functions \( q_v, r_v : \{0,1\}^n \to \mathbb{R} \) such that for all \( x, y \in \{0,1\}^n \), it holds \( (x, y, v) \in F \) iff \( q_v(x) < r_v(y) \).

Hrubeš and Pudlák [HP18] proved that the size of the minimum protocol of degree \( d \) with inequality solving \( f \) and the size of the minimum \( d \)-ary monotone real circuit computing \( f \) are equal (definition of monotone real circuits may be found in [Pud97] or [HP18]). This implies that the exponential lower bounds due to Pudlák [Pud97] and Haken and Cook [HC99] for monotone real circuits hold also for protocols with inequality. Replacing inequality with equality or a conjunction of inequalities, we obtain the following two definitions:

**Definition 3.** A protocol of degree \( d \) with equality is a protocol of degree \( d \) with feasibility relation such that the relation \( F \) may be expressed as follows: For each vertex \( v \in V \) there is a pair of functions \( q_v, r_v : \{0,1\}^n \to \mathbb{R} \) such that for all \( x, y \in \{0,1\}^n \) it holds \( (x, y, v) \in F \) iff \( q_v(x) = r_v(y) \).

**Definition 4.** A protocol of degree \( d \) with a conjunction of \( c \) inequalities is a protocol of degree \( d \) with feasibility relation \( F \) such that the relation \( F \) may be expressed as follows: For each vertex \( v \in V \), there are \( c \) pairs of functions \( q^j_v, r^j_v : \{0,1\}^n \to \mathbb{R} \) for \( j \in [c] \). The functions satisfy for all \( x, y \in \{0,1\}^n \) \( (x, y, v) \in F \) iff \( q^1_v(x) < r^1_v(y) \land \cdots \land q^c_v(x) < r^c_v(y) \).

All three types of the protocols defined in this subsection are mentioned by Garg et al. [GGKS18] who name the protocols after the shape of the feasible sets in the protocol. For a given \( v \), the feasible set for \( v \) is the set of all pairs...
such that $(x, y, v) \in F$. For protocols with inequality, the feasible sets are combinatorial triangles (definition may be found in [GGKS18]). For protocols with equality, the feasible sets are block-diagonal. And for protocols with a conjunction of $c$ inequalities, the feasible sets are intersections of $c$ combinatorial triangles.

3 Results

We use the $O$-notation for functions with several parameters. The precise meaning is the following:

$$g \in O(f) \iff \exists c > 0 \forall n_1 \in \mathbb{N} \ldots \forall n_k \in \mathbb{N} : g(n_1, \ldots, n_k) \leq cf(n_1, \ldots, n_k) + c$$

Our first theorem compares protocols with inequality and protocols with equality.

**Theorem 1.** Let $P$ be a protocol of degree $d$ with inequality solving an $n$-bit partial monotone Boolean function $f$. If the size of $P$ is $s$, then there exists a protocol of degree 2 with equality solving $f$ whose size is $O(sn^{d+2})$.

A more general theorem compares protocols with a conjunction of $c$ inequalities and protocols with equality.

**Theorem 2 (main).** Let $P$ be a protocol of degree $d$ with a conjunction of $c$ inequalities solving an $n$-bit partial monotone Boolean function $f$. If the size of $P$ is $s$, then there exists a protocol of degree 2 with equality solving $f$ whose size is $O(sn^{2cd+c-1})$.

Hrubeš and Pudlák [HP18] prove how to reduce the degree of protocols with inequality and correspondingly monotone real circuits. (We use their result as a part of the proof of Theorem 1.)

**Lemma 3 ([HP18], Corollary 6 (ii)).** Let $P$ be a protocol of degree $d$ with inequality solving an $n$-bit partial monotone Boolean function $f$. If the size of $P$ is $s$, then there exists a protocol of degree 2 with inequality solving $f$ whose size is $O(sn^{d-2})$.

Our results enable a similar reduction for protocols with equality.

**Corollary 4.** Let $P$ be a protocol of degree $d$ with equality solving an $n$-bit partial monotone Boolean function $f$. If the size of $P$ is $s$, then there exists a protocol of degree 2 with equality solving $f$ whose size is $O(sn^{4d+1})$.

3.1 Discussion

We consider the theorems to be most relevant for the cases when $d = O(1)$ and $c = O(1)$. In this case, we interpret the results as comparison of the strength of protocols in the sense of polynomial reducibility.

We cannot expect interesting results for very large degree because of the following simple fact:
Fact 5. For every $n$-bit partial monotone Boolean function $f$, there is a protocol of degree $n$ with inequality solving $f$ whose size is $n + 1$.

Similarly, we cannot expect interesting results if the conjunctions are large.

Fact 6. For every $n$-bit partial monotone Boolean function $f$, there is a protocol of degree 2 with a conjunction of $n - 2$ inequalities solving $f$ whose size is $2n - 1$.

It is easy to see that protocols with a conjunction of two (or more than two) equalities are at least as strong as protocols with equality.

Fact 7. Let $P$ be a protocol of degree $d$ with equality solving an $n$-bit partial monotone Boolean function $f$. If the size of $P$ is $s$, then there exists a protocol of degree $d$ with a conjunction of two inequalities solving $f$ whose size is $s$.

3.2 Proofs

We postpone the proof of Theorem 2 to Section 4.

Proof of Theorem 1. We use Lemma 3 to convert $P$ into a protocol $P'$ of degree 2 with equality. The size is $O(sn^{d-2})$. We then use Theorem 2 with $c = 1$ and $d = 2$ to convert $P'$ into a protocol of size $O(sn^{d-2} \cdot n^4) = O(sn^{d+2})$.

Proof of Corollary 4. We use Fact 7 to convert $P$ into a protocol $P'$ of degree $d$ with a conjunction of two inequalities whose size is $s$. Using Theorem 2 with $c = 2$ for $P'$, we obtain a protocol of degree 2 with equality solving $f$ whose size is $O(sn^{4d+1})$.

4 Proof of the main theorem

We prove Theorem 2 in this section.

4.1 Structure of the proof

Let $G = (V, E)$ be the underlying graph of $P$ and let $q^j_v$, $r^j_v$ for $j \in [c]$ be the functions associated with $v \in V$. Observe that for fixed inner $v \in V$ and $j \in [c]$, it holds

$$\left|\{q^j_v(x) \mid x \in f^{-1}(0)\} \cup \{r^j_v(y) \mid y \in f^{-1}(1)\}\right| \leq |f^{-1}(0) \cup f^{-1}(1)| \leq 2^n.$$

As the only thing that matters is the relative order of the values, we can w.l.o.g. assume that $q^j_v(x), r^j_v(y) \in \{0, \ldots, 2^n - 1\}$. (In fact, the functions $q^j_v(x)$ and $r^j_v(y)$ are defined for any $x, y \in \{0, 1\}^n$. However, we ignore the values for $x \notin f^{-1}(0)$ and $y \notin f^{-1}(1)$.) We treat $q^j_v(x)$ and $r^j_v(y)$ as $n$-bit numbers. The $i$-th most significant bit of $q^j_v(x)$ (resp. $r^j_v(y)$) is denoted by $q^j_v(x)[i]$ (resp. $r^j_v(y)[i]$). That is

$$q^j_v(x) = \sum_{i=1}^{n} 2^{n-i}q^j_v(x)[i] \quad \text{and} \quad r^j_v(y) = \sum_{i=1}^{n} 2^{n-i}r^j_v(y)[i].$$
The proof based on the fact that one can express inequality of $n$-bit numbers as one of $n$ particular equalities. Denote $a = q_v^i(x)$ and $b = r_v^i(y)$. Then
\[ a < b \iff \exists i \in [n] \ (a[1] = b[1] \land \cdots \land a[i-1] = b[i-1] \land a[i] = 0 \land 1 = b[i]). \]

The conjunction can be written as a single equality as
\[ a < b \iff \exists i \in [n] \ (a[1] \cdots a[i-1]a[i]1 = b[1] \cdots b[i-1]0b[i]). \]  

(1)

An important feature of the above expression is that the left-hand side of each equality is a function of only $y$ and the right-hand side of each equality is a function of only $y$.

We can similarly express the conjunction of $c$ inequalities as one of $n^c$ equalities. Consider an inner vertex $v \in V$ and define:
\[
\begin{align*}
\chi_{v}^{j,(i,=)} &\equiv q_{v}^{j}(x)[i] = r_{v}^{j}(y)[i] \\
\chi_{v}^{j,(i,\neq)} &\equiv q_{v}^{j}(x)[i] = 1 - r_{v}^{j}(y)[i] \\
\chi_{v}^{j,(i,<)} &\equiv q_{v}^{j}(x)[i] = 0 \land 1 = r_{v}^{j}(y)[i] \\
\chi_{v}^{j,(i,\geq)} &\equiv q_{v}^{j}(x)[i] = 1 \land 0 = r_{v}^{j}(y)[i]
\end{align*}
\]

(we use the symbol $\equiv$ for definitions of formulas). We can then write
\[
\bigwedge_{j=1}^{c} (q_{v}^{j}(x) < r_{v}^{j}(y)) \iff \exists (i_1, \ldots, i_c) \in [n]^c \bigwedge_{j=1}^{c} \left( \bigwedge_{k=1}^{i_{j}-1} \chi_{v}^{j,(k,=)} \land \chi_{v}^{j,(i_{j},<)} \right).
\]

The expression bounded by the existential quantifier is a conjunction of equalities of bits such that in each equality the left-hand side depends only on $x$ and the right-hand side depends only on $y$. Therefore, we can again rewrite the expression into a single equality. This is the desired expression of a conjunction of $c$ inequalities as one of $n^c$ equalities (the particular form of the equalities will be of importance, too).

We introduce the following convention: Vertices in the protocol with equality $P'$ will be labeled with conjunctions of equalities of bits such that the left-hand side of each equality is a function of $x$ and the right-hand side of each equality is a function of $y$. If a vertex $v$ in $P'$ is labeled with $\psi$ defined as
\[ b_1(x) = b_1'(y) \land \cdots \land b_c(x) = b_c'(y), \]
then the functions associated with $v$ in $P'$ are
\[ q_v(x) := b_1(x)b_2(x) \cdots b_c(x) \quad \text{and} \quad r_v(y) := b_1'(y)b_2'(y) \cdots b_c'(y). \]

Hence, $v$ labeled with $\psi$ is feasible in the new protocol $P'$ for $x$ and $y$ iff $\psi$ is true (for $x$ and $y$).

For $I = (i_1, \ldots, i_c) \in [n]^c$, we denote
\[ \Phi_v^I \equiv \bigwedge_{j=1}^{c} \left( \bigwedge_{k=1}^{i_{j}-1} \chi_{v}^{j,(k,=)} \land \chi_{v}^{j,(i_{j},<)} \right). \]

We state what this notation essentially means as a fact.
Fact 8. A vertex $v$ is feasible (in the original protocol $P$) for $x$ and $y$ iff there exists $I \in [n]^c$ such that $\Phi^I_v$ is true. We call such an $I$ a witness for $v$.

We first describe a sort of a skeleton of the protocol with equality $P'$ that simulates the given protocol $P$. It is a set of vertices $S$ between which we will later insert trees connecting them. For each sink $\ell \in V$, we put $\ell^{P'}$ into $S$. There, $\ell^{P'}$ is labeled with the conjunction $x_i = 0 \land 1 = y_i$ where $i$ is the solution of the KW game corresponding to $\ell$ in $P$. For each inner vertex $v \in V$, we put into $S$ $n^c$ vertices of the form $v(I)$ for $I \in [n]^c$ such that $v(I)$ is labeled with the conjunction $\Phi^I_v$. Observe that $v$ is feasible for $x, y$ in $P$ iff there is a witness $I \in [n]^c$ such that $v(I)$ is feasible in $P'$. An illustration for a vertex $v$ with two children is in Figure 1; the question mark corresponds to the part of the protocol which we have not described yet. The size of the skeleton is upper-bounded by $sn^c$, where $s = |P|$ and $n^c$ is the number of witnesses $I$.

To construct $P'$ it now remains to construct the trees between the elements of the skeleton and prove their properties. This is done in the following lemma.

Lemma 9. Let $\phi$ be a conjunction of bit equalities such that the left-hand side of each equality is a function of $x$ and the right-hand side of each equality is a function of $y$. Let $u_1, \ldots, u_p$ be inner vertices of $P$ and let $\ell_1, \ldots, \ell_{p'}$ be sink vertices of $P$. If the validity of $\phi$ for $x$ and $y$ implies that at least one of the vertices $u_1, \ldots, u_p$ and $\ell_1, \ldots, \ell_{p'}$ is feasible for $x$ and $y$ in $P$, then it is possible to construct a binary protocol $T$ in a form of a tree with the following properties:

1. The source of the tree is labeled with $\phi$.
2. The set of sinks of the tree is
   \[ \{u_i(I') \mid i \in [p], I' \in [n]^c\} \cup \{\ell_1^{P'}, \ldots, \ell_{p'}^{P'}\}. \]
3. The size of the tree is $O(n^{2c(p+p')-1})$.
4. The tree satisfies the feasibility condition of Definition 1(b), i.e. if a vertex with two children is feasible for $x$ and $y$, at least one of the children is feasible for $x$ and $y$.

Before we prove the lemma, we show that it implies the theorem. First, we apply the lemma with $\phi$ being an empty conjunction and $p' = 0$, $p = 1$, $u_1 = v_0$ (the source of $P$). Second, we apply the lemma for every inner $v \in V$ and $I \in [n]^c$ by setting $\phi \equiv \Phi^I_v$. In this case $u_1, \ldots, u_p$ and $\ell_1, \ldots, \ell_{p'}$ are the
children of $v$. We join all the trees we obtain and identify sources and sinks of these trees when they have the same labels. For every inner $v \in V$ and $I \in [n]^c$, the vertex $v(I)$ is a source of exactly one tree and a sink of at least one tree. Therefore, the protocol has one source labeled with empty conjunction, which is feasible for any $x$ and $y$, and sinks of the form $ℓP'$ which correspond to solutions for the monotone KW game. The out-degree of every vertex is at most 2 and the feasibility condition of Definition 1(b) is satisfied because the trees satisfy it.

What remains is to estimate the size of the protocol. We apply Lemma 9 once with empty $φ$ and $p + p' = 1$ and we apply it for every inner $v \in V$ and $I \in [n]^c$. That is at most $sn^c$-times. In these cases it holds $p + p' \leq d$. The total size is then

$$sn^c \cdot O(n^{2cd-1}) + O(n^{2c-1}) = O(sn^{2cd+c-1}).$$

4.2 Proof of Lemma 9

The protocol as a search procedure. We will start by describing the structure of the protocol without the feasibility conditions. We will first assume that all $u_i$s are inner nodes, after that we will say how to modify the protocol if some nodes are sinks. We will view the protocol as a search procedure. Formally, the search is performed by two communication parties with the help of a referee who tells them which of the available vertices of the protocol is feasible. It is clear, however, that one party (corresponding to the referee) is enough and what it does is constructing a path from the root to a leaf such that all vertices are feasible. We will take the position of the party and imagine that we are performing the search.

The search is structured in 4 levels.

1. On the highest level we are searching for an index $i \in [d]$ such that $u_i$ is feasible. We search $i$ by systematically testing $i = p, p - 1, \ldots, 1$ until we find $i$ such that $u_i$ is feasible.

2. On the level below the highest we test, for a given $i$, whether the conjunction of inequalities $\bigwedge_{j=1}^{c} q_{u_i}^{x}(x) < r_{u_i}^{y}(y)$ is satisfied. For $j = c, c - 1, \ldots, 1$, we systematically test every inequality $q_{u_i}^{x}(x) < r_{u_i}^{y}(y)$ one by one until we either find an inequality that is not satisfied, or verify that all inequalities are satisfied. If we find an inequality that is not satisfied, we proceed to the next conjunction. If all conjunctions are satisfied, the search is completed and we are at a leaf of $T$.

3. On the next level below we test inequalities $q_{u_i}^{x}(x) < r_{u_i}^{y}(y)$. Let $a = q_{u_i}^{x}(x), b = r_{u_i}^{y}(y)$. To test $a < b$, we compare the bits of $a$ and $b$ starting from the most significant one and proceeding to less significant ones. The protocol is based on formula eq. (1), which means that we continue as long as the bits are equal. So we have three cases:
(a) If for the currently tested bit $k$, $a[k] = b[k]$, the search goes on if $k > 1$. If $k = 1$ then $a = b$, so the players know that $v_i$ is not feasible and we go to test next node $u_{i-1}$.

(b) If we find $k$ such that $a[k] < b[k]$, we know that $q_{u_i}^j(x) < r_{u_i}^j(y)$ and we start testing the next inequality if $j > 1$, or finish testing if $j = 1$, because $u_i$ is feasible.

(c) If we find $k$ such that $a[k] > b[k]$, we know that $q_{u_i}^j(x) > r_{u_i}^j(y)$. In this case we know that $v_i$ is not feasible and we go to test next conjunction.

4. On the lowest level we need to determine which of the three possibilities $a[k] < b[k], a[k] = b[k], a[k] > b[k]$ holds true. Since the simulation is by a protocol of degree 2, we first decide whether $a[k] = b[k]$ or $a[k] \neq b[k]$ and in the second case we decide whether $a[k] < b[k]$ or $a[k] > b[k]$. If we are testing the first conjunction, the feasibility conditions ensure that that none of $u_i, i > 1$ is feasible, so $v_1$ must be feasible. Which means that all inequalities in the conjunction are true and thus we only need to test whether $a[k] = b[k]$ or $a[k] < b[k]$. (This is not essential, it only makes the tree a little smaller than it would be if we kept the superfluous test for $a[k] > b[k]$.)

This search procedure can be naturally represented as a directed acyclic graph or a tree but we also need to label the vertices with feasibility conditions. Therefore have to use a tree, because the feasibility conditions depend on the history of the search. To estimate the size of the tree we need a more explicit description, which we will postpone to the next section.

**Feasibility conditions.** Now we describe the feasibility conditions used in the search procedure. The feasibility conditions are given by two strings, one depending on $x$, the other depending on $y$. At the root of the tree we have two strings that make the condition of $v(I)$. In each step we extend the strings by one or two more bits. Since the protocol has the form of a tree, we do not have to forget any bits. (We could forget some bits at some stages of the protocol and thus make the protocol DAG-like and slightly smaller, but the gain would not be significant and it would complicate the proof.) The added bits are determined by what the protocol tests.

It will be more convenient to view the feasibility conditions as conjunctions of $\Phi$ and some elementary equality conditions $\chi^j_{\chi_{\chi}(k,=)}$, $\chi^j_{\chi_{\chi}(k,\neq)}$, $\chi^j_{\chi_{\chi}(k,<)}$, $\chi^j_{\chi_{\chi}(k,>)}$.

At each step of the procedure we add a new elementary term.

1. When we test $a[k] = b[k]$? and $w$ (respectively $z$) is the child where $a[k] = b[k]$ (respectively $a[k] \neq b[k]$), the feasibility condition is extended with $\chi^j_{\chi_{\chi}(k,=)}$ (respectively with $\chi^j_{\chi_{\chi}(k,\neq)}$).

2. When we test whether $a[k] < b[k]$ or $a[k] > b[k]$ and $w$ (respectively $z$) is the child where $a[k] < b[k]$ (respectively $a[k] > b[k]$), the feasibility condition is extended with $\chi^j_{\chi_{\chi}(k,<)}$ (respectively with $\chi^j_{\chi_{\chi}(k,>)}$).
This, clearly, satisfy the condition of the feasibility predicates of Definition 1(b), because in the first case always \(a[k] = b[k]\) or \(a[k] \neq b[k]\) holds true, and in the second case \(a[k] < b[k]\) or \(a[k] > b[k]\) holds true, because in the parent node we have \(a[k] = 1 - b[k]\).

At the leaves \(u_i(I)\) of the protocol, all bits terms are removed except for those that witness the feasibility of \(u_i\) in \(P\). Thus we get \(\Phi^I_{u_i}\).

This determines the feasibility conditions in the protocol. For the sake of higher clarity, we will describe explicitly the conditions in particular steps, but we will only say what is added at these steps to the previous strings. We will consider the levels of the protocol in the inverse order.

- We have already said what happens on the lowest level.
- When \(a < b\) is tested and after the \(k\)th bit has been tested without deciding the inequality, the last \(k\) terms in the feasibility condition express that \(a[n]a[n-1]\ldots a[n-k+1] = b[n]b[n-1]\ldots b[n-k+1]\). This guarantees that if \(a \neq b\), the two numbers differ at a lower bit. After testing the next bit (if there is any) the condition will be extended as defined above.
- When testing a conjunction \(a^1 < b^1 \land a^2 < b^2 \land \cdots \land a^c < b^c\) and the last \(j\) inequalities were tested positive, the strings of the feasibility conditions will contain witnesses of these inequalities. When an inequality \(a^j < b^j\) is tested negatively, the witness for \(a^j \geq b^j\) is added; there are two versions, one for \(a^j = b^j\) and one for \(a^j > b^j\). (At this point we could remove the witnesses of \(a^c < b^c,\ldots, a^{c-j+1} < b^{c-j+1}\), but we do not do it.)
- When testing the feasibility of \(u_i\) for \(i > 1\), the feasibility condition contains formulas that witness that all \(u_{i+1},\ldots, u_p\) are not feasible. If \(u_i\) is tested positively, the communication proceeds to the leaf \(u_i(I)\) where \(I\) consists of the witnesses for the members of the conjunction. Otherwise the a witness of the failure is added and the communication proceeds with testing \(u_{i-1}\).

The property of the feasibility conditions in Definition 1(b) is satisfied because:

1. When testing conjunctions for \(u_i\) for \(i < d\), the protocol considers all 3 possibilities \(a[k] < b[k], a[k] = b[k], a[k] > b[k]\) one of which must be true.
2. In the first conjunction we only test whether \(a[k] < b[k]\) or \(a[k] = b[k]\), because the feasibility conditions contain terms witnessing the feasibility of \(v\) and non-feasibility \(u_2,\ldots, u_d\) in \(P\), which imply the feasibility of \(u_1\). The last bit is not tested, because if the communication reaches this node the feasibility of \(v\), non-feasibility \(u_2,\ldots, u_d\) and \(a[n]\ldots a[2] = b[n]\ldots b[2]\) force \(a[1] < b[1]\).

Note that in spite of the fact that the first conjunction is always tested positively if the communication reaches this stage, we have to “test” it. In this case it is not literally a test, but a search for a witness \(I\) that guarantees that the conjunction is true.
4.2.1 Estimating the size of $T$

We can assume $p' = 0$, i.e., there are no sinks among $u_i$s, because if there are some, the tree is smaller.

We construct the binary tree $T$ recursively by defining its subtrees $T^\psi_{i,j,k}$. The bottom indices determine the stage of the search: $i$ corresponds to vertex $u_i$, $j$ to the element of the tested conjunction, $k$ to the tested bit. The superscript $\psi$ denotes the feasibility condition in the root of $T^\psi_{i,j,k}$. If we disregard the feasibility conditions, then for fixed $i, j, k$, all trees $T^\psi_{i,j,k}$ are isomorphic. The feasibility conditions $\psi$, however, are different, because the stage $(i, j, k)$ of the communication may be reached in different ways and the history is encoded in $\psi$. We have already defined the feasibility conditions above. Here we will define the feasibility conditions $\psi$ for the trees $T^\psi_{i,j,k}$ only for the sake of completeness; they are not needed for estimating the size of $T$.

Trees $T^\psi_{i,j,k}$ are defined recursively using the lexicographic order starting with $i = 1, j = 1, k = 2$. (Recall that we do not test the pair of least bits in the first inequality of the first conjunction, because their values are forced to 0 and 1; therefore we start with $k = 2$, but in other instances of $i$ and $j$ we do have $k = 1$.) The whole tree is $T = T^\psi_{p,c,n}$.

The tree $T^\psi_{i,j,k}$ has the root labeled with the formula $\psi$ that is a conjunction of $\phi$ (the feasibility condition of $v$ in $P$) and the elementary terms $\chi_{v,>(k,=)}^j, \chi_{v,>(k,\neq)}^j, \chi_{v,<(k,=)}^j, \chi_{v,<(k,\neq)}^j$ added on the path to its root.

Case 1: $i = 1$. For $j \in \left\{\varepsilon\right\}$ and $k \in \left\{2, \ldots, n\right\}$. The tree $T^\psi_{1,j,k}$ has a root labeled with $\psi$. There are two subtrees under the root, named $A^\geq$ and $A^\leq$. We define:

$\psi^\geq \equiv \psi \land \chi_{u_1}^{j,n-k+1,\geq}$

$\psi^\leq \equiv \psi \land \chi_{u_1}^{j,n-k+1,\leq}$

The particular choices for $A^\geq$ and $A^\leq$ are in the table. The superscript for $T$ is omitted; it is $\psi^\geq$ in the column $A^\geq$ and $\psi^\leq$ in the column $A^\leq$. When there is $u_1(I_1)$ or $u_2(I_2)$ in the table, the subtree consists of a single vertex $u_1(I_1)$ or $u_2(I_2)$.

| Case | $j$ | $k$ | $A^\geq$ | $A^\leq$ |
|------|-----|-----|----------|----------|
| 1.1  | = 1 | = 2 | $u_1(I_1)$ | $u_1(I_2)$ |
| 1.2  | = 1 | > 2 | $T_{1,1,k-1}$ | $u_1(I_2)$ |
| 1.3  | > 1 | = 2 | $T_{1,j-1,n}$ | $T_{1,j-1,n}$ |
| 1.4  | > 1 | > 2 | $T_{1,j-1,k-1}$ | $T_{1,j-1,n}$ |

The meaning of this table is as follows. In Case 1.1, this is the last step of the search procedure, hence the tree is connected to $u_1(I_1)$ and $u_1(I_2)$. The conditions $I_1$ and $I_2$ are witnesses of the first conjunction being true; they differ only in the last bits. In Case 1.2 the first conjunction is being tested and the bits of the numbers that are tested are $> 2$. Hence the testing can either continue, if the bits are same (column $A^\geq$), or finish if the first is less than the second (column $A^\leq$). In Case 1.3 the second least significant bit is tested in the $j$th conjunction. Hence testing proceeds to the next conjunction (the $j - 1$st) and
In Case 1.4 a higher bit is tested in the \( j \)th conjunction. If the tested bits are equal, testing of the inequality continues, otherwise next inequality is tested.

Case 2: \( i > 1 \). The difference is that now we have to test all three possibilities \( a[k] < b[k], a[k] = b[k], a[k] > b[k] \) for the tested \( k \)th bit.

For \( i \in \{2, \ldots, p\} \), \( j \in [c] \) and \( k \in [n] \), the tree \( T_{i,j,k}^\psi \) has again a root labeled with \( \psi \). The left subtree is \( B = \) the right subtree has a root \( b \neq \) which has two subtrees \( B < \) and \( B > \). See Figure 2. We define:

\[
\begin{align*}
\psi \neq & \equiv \psi \land \chi_u^j, (n-k+1, \neq) \\
\psi = & \equiv \psi \land \chi_u^j, (n-k+1, =) \\
\psi < & \equiv \psi \land \chi_u^j, (n-k+1, <) \\
\psi > & \equiv \psi \land \chi_u^j, (n-k+1, >)
\end{align*}
\]

The label of \( b \neq \) is \( \psi \neq \). Again, we omit the superscript for \( T \) which is \( \psi^t \) in the column \( B^t \) for \( t \in \{<, >, =\} \).

**Claim 10.** For \( j \in [c] \) and \( k \in \{2, \ldots, n\} \)

\[ |T_{1,j,k}| = 2kn^{j-1} - 1. \]

**Proof.** We use induction and verify cases 1.1 – 1.4:

Case 1.1:

\[ |T_{1,1,2}| = 3 \]
Case 2.2: For $k \in \{3, \ldots, n\}$:

$$|T_{1,1,k}| = 2 + |T_{1,1,k-1}| = 2 + 2(k - 1) - 1 = 2k - 1$$

Case 1.3: For $j \in \{2, \ldots, c\}$:

$$|T_{1,j,2}| = 1 + 2|T_{1,j-1,n}| = 1 + 2 \cdot (2n \cdot n^{j-2} - 1) = 4n^{j-1} - 1$$

Case 1.4: For $j \in \{2, \ldots, c\}$ and $k \in \{3, \ldots, n\}$:

$$|T_{1,j,k}| = 1 + |T_{i,j,k-1}| + |T_{1,j-1,n}| = 1 + 2(k-1)n^{j-1} - 1 + 2n \cdot n^{j-2} - 1 = 2kn^{j-1} - 1$$

In the more general cases, it would be too tedious to write down the exact formulas and we instead use approximate bounds.

**Claim 11.** For $n \geq 10$:

$$|T_{p,c,n}| \leq 2n^{2pc-1}$$

**Proof.** We prove by induction that for $i \in [p], j \in [c], k \in [n]$ (except for the case $i = 1$ and $k = 1$ when $T_{i,j,k}$ is undefined):

$$|T_{i,j,k}| \leq 2kn^{2(i-1)c + 2(j-1)}$$

This holds for the case $i = 1$ because the formula from Claim 10 satisfies

$$2kn^{j-1} - 1 \leq 2kn^{j-1} \leq 2kn^{2(j-1)}.$$

We consider cases 2.1 – 2.4:

Case 2.1: For $i \in \{2, \ldots, p\}$:

$$|T_{i,1,1}| = 3 + 2|T_{i-1,c,n}| \leq 3 + 2 \cdot 2n \cdot n^{2(i-2)c + 2(c-1)} \leq 7n^{2(i-1)c - 1} \leq 2n^{2(i-1)c}$$

Case 2.2: For $i \in \{2, \ldots, p\}$ and $k \in \{2, \ldots, n\}$:

$$|T_{1,k,1}| = 3 + |T_{i-1,k-1}| + |T_{1,k-1,n}| \leq 3 + 2(k-1)n^{2(i-1)c} + 2n \cdot n^{2(i-2)c + 2(c-1)}$$

$$= 2(k-1)n^{2(i-1)c} + 2n^{2(i-1)c + 2(c-1)} \leq 2kn^{2(i-1)c}$$

Case 2.3: For $i \in \{2, \ldots, p\}$ and $j \in \{2, \ldots, c\}$:

$$|T_{i,j,1}| = 2 + 2|T_{i-1,c,n}| + |T_{i,j-1,n}|$$

$$\leq 2 + 2 \cdot 2n \cdot n^{2(i-2)c + 2(c-1)} + 2n \cdot n^{2(i-1)c + 2(j-2)}$$

$$= 2 + 4n^{2(i-1)c - 1} + 2n^{2(i-1)c + 2(j-1)} + 2 \leq 2n^{2(i-1)c + 2(j-1)-1}$$

Case 2.4: For $i \in \{2, \ldots, p\}, j \in \{2, \ldots, c\}$ and $k \in \{2, \ldots, n\}$:

$$|T_{i,j,k}| = 2 + |T_{i,j,k-1}| + |T_{i,j-1,n}| + |T_{i-1,c,n}|$$

$$\leq 2 + 2(k-1) \cdot n^{2(i-1)c + 2(j-1)} + 2n \cdot n^{2(i-2)c + 2(c-1)}$$

$$= 2(k-1)n^{2(i-1)c + 2(j-1)} + 2$$

$$+ 2n^{2(i-1)c + 2(j-1)-1} + 2n^{2(i-1)c - 1} \leq 2kn^{2(i-1)c + 2(j-1)}$$
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All the cases are checked and the statement of the claim follows. □

As noted above, if we have $p'$ leaves on top of the $p$ inner vertices $u_i$, the size of $T$ is at most (in fact less, except for trivial cases) the size of $T_{n,p+p',c}$. Hence the size of $T$ can be bounded by $O(n^{2(p+p')c-1})$.

This finishes the proof of Lemma 9 and also the proof of Theorem 2.

5 A potential application of protocols with equality

We prove in this section how one could turn lower bounds for protocols from this paper to lower bounds for the proof system $R(LIN)$. The idea of using with equality for $R(LIN)$ is due to D. Sokolov (personal communication with P. Pudlák). This result has not been published, therefore, we present it here for the sake of completeness.

We define $R(LIN)$ in the spirit of Krajíček’s book [Kra19]. However, we use it only as a proof system for DNF tautologies (i.e. a refutation system for CNF formulas). Therefore, the Boolean axioms and the weakening rule can be omitted.

**Definition 5** ($R(LIN)$). The system $R(LIN)$ is an extension of resolution. A clause in the system $R(LIN)$ is a set $C = \{f_1, \ldots, f_k\}$ where all elements $f_i \in F_2[x_1, \ldots, x_n]$ are linear polynomials. As it is usual, the value 0 is interpreted as false and the value 1 as true. Then the clause $C$ is true for $\overline{\pi} \in \{0, 1\}^n$ if and only if the Boolean formula $\bigvee_{i=1}^k f_i$ is true.

Let $\phi$ be a CNF formula with the set of clauses $S$. Replacing each negative literal $-x_i$ with $1 + x_i$, we obtain an equivalent set of clauses $S'$ for $R(LIN)$. A $R(LIN)$-refutation of $\phi$ is then the derivation of the empty clause from the clauses $S'$ using the following two rules.

The contraction rule:

$$\frac{C, 0}{C}$$

The addition rule:

$$\frac{C, g \quad D, h}{C, D, g + h + 1}$$

To translate the lower bounds from protocols to proofs, we need to convert a function $f$ which is hard to solve by a protocol to a formula which is hard to refute. The following lemma is essentially Lemma 13.5.1 from Krajíček’s book [Kra19].

**Lemma 12.** Let $f : \{0, 1\}^* \rightarrow \{0, 1\}$ be a partial monotone function such that $U = f^{-1}\{0\}$ and $V = f^{-1}\{1\}$ are NP-sets. Then for each $n \geq 1$, there exists a CNF formula $\phi(\overline{x}, \overline{y}) \land \psi(\overline{x}, \overline{z})$ such that:
1. variables from $\overline{y}$ and $\overline{z}$ are disjoint,
2. variables from $\overline{x}$ occur only negatively in $\phi(\overline{x}, \overline{y})$,
3. variables from $\overline{x}$ occur only positively in $\psi(\overline{x}, \overline{z})$,
4. in each clause of $\psi(\overline{x}, \overline{z})$, there is at least one occurrence of a variable from $\overline{x}$,
5. the size of $\phi(\overline{x}, \overline{y}) \land \psi(\overline{x}, \overline{z})$ is polynomial in $n$,
6. $\overline{U} \cap \{0, 1\}^n = \{\overline{x} \in \{0, 1\}^n \mid \phi(\overline{x}, \overline{y}) \in SAT\}$,
7. $\overline{V} \cap \{0, 1\}^n = \{\overline{b} \in \{0, 1\}^n \mid \psi(\overline{b}, \overline{z}) \in SAT\}$.

Proof. Except for Item 4, this is Lemma 13.5.1 from [Kra19].

We replace each clause of $\phi(\overline{x}, \overline{z})$ by an equivalent set of clauses. For example, clause $\{x_1, x_2, x_3, z_1, \neg z_2, z_3\}$ is transformed into an equivalent set of clauses $\{\neg z_2, z_1, x_1, z_2\}, \{\neg z_2, x_2, z_3\}$. Generally: Consider a clause of the form $\{\ell_1, \ldots, \ell_k, \ell'_1, \ldots, \ell'_m\}$ where $\ell_1, \ldots, \ell_k$ are literals from $\overline{x}$ and $\ell'_1, \ldots, \ell'_m$ are literals from $\overline{z}$. Such a clause is replaced by $k$ clauses: $\{\ell'_1, \ldots, \ell'_m, \ell_1, \ell'_1\}, \{\neg \ell'_1, \ell_2, \ell'_2\}, \ldots, \{\neg \ell'_k, \ldots, \neg \ell'_k, \ell_k\}$ where $\ell'_1, \ldots, \ell'_m$ are new variables put into $\overline{z}$.

Observe that $\phi(\overline{x}, \overline{y}) \land \psi(\overline{x}, \overline{z})$ is unsatisfiable because $\overline{U} \cap \overline{V} = \emptyset$.

We are now ready to state the theorem for R(LIN) and protocols with equality.

**Theorem 13.** Let $f : \{0, 1\}^* \rightarrow \{0, 1\}$ be a monotone partial function such that $U = f^{-1}(0)$ and $V = f^{-1}(1)$ are NP-sets. Then it holds for all $n$: If $s(n)$ is the minimum size of a DAG communication protocol of degree 2 with equality solving $f_n = f|_{\{0, 1\}^n}$, then there is a formula $\alpha'_n$ of size $O(1)$ such that the minimum number of lines of a R(LIN)-refutation of $\alpha'_n$ is $s(n)$.

Proof. Let us fix $n$. We use the formula $\phi(\overline{x}, \overline{y}) \land \psi(\overline{x}, \overline{z})$ from Lemma 12 as $\alpha'_n$.

For the sake of contradiction, we assume that there is a R(LIN)-refutation $\overline{d}$ of $\phi(\overline{x}, \overline{y}) \land \psi(\overline{x}, \overline{z})$ whose number of lines is $s < s(n)$. We construct a protocol $\overline{P}$ of degree 2 with equality of size at most $s$ solving $f_n$. The underlying graph of the protocol $\overline{P}$ is the graph of the proof $\overline{d}$ with the direction of edges reversed. For each $\overline{x} \in f^{-1}(0)$, we fix $\overline{y}_n$ such that $\phi(\overline{x}, \overline{y}_n)$ is true. Analogously, for each $\overline{b} \in f^{-1}(1)$, we fix $\overline{y}_n$ such that $\psi(\overline{b}, \overline{y}_n)$ is true.

Let us consider a vertex $\overline{v}$ with the clause $f_1, \ldots, f_k$. The functions $q_{\overline{v}}, r_{\overline{v}}$ will be set so that the vertex $\overline{v}$ is feasible for $\overline{x}, \overline{y}$ iff the assignment $\overline{x}, \overline{y}, \overline{z}$ falsifies $f_1, \ldots, f_k$. For each $i$, we split $f_i = f_i^0 + f_i^1$ so that $f_i^0$ contains only variables from $\overline{x}, \overline{y}$ and the constant 1 if present, while $f_i^1$ contains only variables from $\overline{z}$. It is then enough to set $q_{\overline{v}}(\overline{x})$ to the sequence of bits $v_1 v_2 \ldots v_k$ where $v_i$ is the value of $f_i^0$ under the assignment $\overline{x}, \overline{y}, \overline{z}$ and to set $r_{\overline{v}}(\overline{b})$ to the sequence of bits $w_1 w_2 \ldots w_k$ where $w_i$ is the value of $f_i^1$ under the assignment $\overline{x}, \overline{y}, \overline{z}$. 


First, observe that the source of the graph is always feasible because the empty clause is falsified by any assignment. Next, we observe that if a vertex \( v \) is feasible for \( a \) and \( b \), then at least one of the sons is feasible for \( a \) and \( b \), too. This is trivial for the contraction rule of R(LIN). Let us consider the vertex \( v \) with the clause \( C, D, f + g + 1 \) and its two sons with clauses \( C, f \) and \( D, g \). Because \( f + g + 1 \) is false under the assignment \( \overline{a}, \overline{a}, \overline{a}, \overline{a} \), at least one of \( f, g \) must be false under the same assignment. The clauses \( C, D \) are trivially false under this assignment. Therefore at least one of the sons is indeed feasible.

Let us consider a vertex \( v \) such that all of its descendants come exclusively from the clauses of \( \phi(x, y) \). If the clause of \( v \) is falsified by the assignment \( \overline{a}, \overline{a}, \overline{a} \), it contradicts the fact that \( \phi(\overline{a}, \overline{a}) \) is true. Therefore the vertex \( v \) is never feasible. We remove all such vertices. The only remaining thing is to verify that the sinks give us a correct solution to the KW game. Each sink \( \ell \) must have a clause \( C \) from \( \psi(x, z) \). We claim that the sink is feasible if and only if \( a_i = 0 \wedge b_i = 1 \) where \( x_i \) is the (only) positive literal of \( x \) appearing in the clause \( C \). Feasibility of \( \ell \) implies that all literals in \( C \) are falsified by the assignment \( \overline{a}, \overline{a}, \overline{a} \). But \( C \) is true under the assignment \( \overline{a}, \overline{a} \). Therefore, \( a_i = 0 \wedge b_i = 1 \) as required.

We have constructed a protocol solving \( f_n \) of size at most \( s \). Because \( s < s(n) \), this is a contradiction. \( \square \)
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