Grand Challenges of Hydrologic Modeling for Food-Energy-Water Nexus Security in High Mountain Asia
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Climate-influenced changes in hydrology affect water-food-energy security that may impact up to two billion people downstream of the High Mountain Asia (HMA) region. Changes in water supply affect energy, industry, transportation, and ecosystems (agriculture, fisheries) and as a result, also affect the region’s social, environmental, and economic fabrics. Sustaining the highly interconnected food-energy-water nexus (FEWN) will be a fundamental and increasing challenge under a changing climate regime. High variability in topography and distribution of glaciated and snow-covered areas in the HMA region, and scarcity of high resolution (in-situ) data make it difficult to model and project climate change impacts on individual watersheds. We lack basic understanding of the spatial and temporal variations in climate, surface impurities in snow and ice such as black carbon and dust that alter surface albedo, and glacier mass balance and dynamics. These knowledge gaps create challenges in predicting where and when the impact of changes in river flow will be the most significant economically and ecologically. In response to these challenges, the United States National Aeronautics and Space Administration (NASA) established the High Mountain Asia Team (HiMAT) in 2016 to
INTRODUCTION

The World Economic Forum identifies water crises, energy price fluctuations, and climate change as the top three risks the world faces in the next decade. These environmental risks have been gaining prominence with the rise in carbon dioxide emissions (World Economic Forum, 2019) and global annual temperature and radiative forcing (Hawkins et al., 2017; Kramer et al., 2021). High Mountain Asia (HMA, Figure 1), extending from the Hindu Kush and Tien Shan in the northwest to eastern Himalaya in the southeast (Bolch et al., 2012; Guo et al., 2015), is particularly vulnerable to these changes in climate. The region has extensive snow and glacier cover responsible for regulating downstream water supply, with impacts on water-food-energy security (Viviroli et al., 2011; Lutz et al., 2014; Biemans et al., 2019; Immerzeel et al., 2020; Mishra et al., 2020). Changes in HMA hydrology may impact up to two billion people downstream (Akhtar et al., 2008; Biemans et al., 2019), affecting agriculture, ecosystems, industry, transportation, energy, fisheries, and recreation, and as a result, the social, environmental and economic fabrics of HMA (Barnett et al., 2005; Viviroli et al., 2007; Moors et al., 2011). Sustainability of the highly interconnected Food-Energy-Water Nexus (FEWN) will be a fundamental and increasing challenge in a changing regional climate regime (D’Odorico et al., 2018). The grand challenge for HMA is in understanding how climate change will impact the FEWN and identifying water resource management plans that can mitigate pending risks and foster Sustainable Development Goals (SDGs) in these vulnerable nations.

The highly variable topography and distribution of glaciated and snow covered areas in HMA, coupled with an overall lack of ground observations, makes it difficult to predict the response of individual watersheds to projected changes in climate. As a consequence, we lack a basic understanding of the relative impact of key physical drivers on HMA river flow. These drivers include spatial and temporal variations in climate, surface impurities such as black carbon and dust that alter surface albedo, and glacier mass balance and dynamics. These knowledge gaps create challenges in predicting where and when the impact of change in river flow will be the most significant economically and ecologically. In response to these challenges, the United States National Aeronautics and Space Administration (NASA) initiated the High Mountain Asia Team (HiMAT) in 2016.

This paper summarizes the scientific challenges in improving our understanding of the hydrology of the HMA region. We highlight findings from HiMAT that focus primarily on the use of remote sensing data, models and reanalysis products to assess historical and project future variations in water resource availability (Arendt et al., 2020). The important measurement, monitoring, and/or modeling components to consider include the cryosphere (snow, glaciers, and permafrost), topography, land use and land cover, meteorological observations, stream-gauge data, and groundwater level observations. We focus on the major challenges of high resolution hydrologic modeling in HMA in the context of FEWN security and vulnerability, particularly in (1) understanding the significant physical drivers of hydrological processes at sub-basin levels; (2) aggregating individual streamflow contributors into a comprehensive assessment of total water budgets for every catchment; (3) projection of hydrologic flow under various climate scenarios, and (4) translating the impacts of changed hydrology into food and energy production, as well as in the maintenance of biodiversity at sub-basin levels. We summarize the remotely sensed and reanalysis products available at high temporal and spatial resolution that could be used to force and calibrate various components of hydrological system models at high resolution to reduce the uncertainties in projected hydrologic changes under various likely climate scenarios. Finally, we discuss the associated challenges in predicting changes in river flow at sub-basin level where decisions made affect FEWN security.

UNDERSTANDING THE PHYSICAL DRIVERS OF HYDROLOGICAL CHANGES

HMA rivers receive water from glacier and snow melt, rainfall, surface water, baseflow, and groundwater flow. The timing and magnitude of river discharge depend on an integrated assessment of these runoff sources, each of which varies with climatic and geographic location (Immerzeel and Bierkens, 2012). For example, stream flow in the upper Ganges Basin is dominated by rainfall runoff due to heavy monsoon precipitation, whereas streamflow in the Karakoram subbasins of the Upper Indus
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FIGURE 1 | Terrain (grayscale basemap), glaciers (dark blue), snow cover days (coral), rivers (cyan lines), and hydrological basins (black lines) of High Mountain Asia and the surrounding regions. Major glacierized basins are labeled for reference. Data sources: OpenStreetMap, RGI v 6.0 (Pfeffer et al., 2014), STC-MODSCAG snow cover days (Rittger et al., 2020), Global HydroSHEDS (Lehner et al., 2008).

The watershed is dominated by glacier melt water (Lutz et al., 2014, 2016). Each runoff source also impacts river flow over distinct time spans, with precipitation often making instantaneous contributions to river flow, while glaciers and snow store water temporarily and contribute to runoff later. Glaciers provide a vital renewable water resource to sustain downstream watersheds, especially during periods of drought (Pritchard, 2019). Human activity also plays a key role in altering river dynamics through irrigation and the building of reservoirs, as well as in assessing water scarcity through hydroelectric and water resource demands.

Measurements of streamflow across the HMA region are extremely sparse, creating considerable challenges in calibrating physical or statistical models of river runoff. Therefore, discharge is often assessed through a combined estimation of runoff sources. In this section, we discuss the challenges associated with the quantification of precipitation, glacier mass balance, snow cover/water equivalent, lakes, and groundwater for predicting streamflow at the sub-basin scale. We highlight the role of reanalysis products, modeling and assimilation, and remote sensing in assessing the physical drivers of HMA hydrology in the absence of in-situ observations.

Precipitation

HMA has complex meteorological conditions in part due to its highly variable topography. The region has a mean elevation exceeding 4,000 m (Yao et al., 2012) and forms a topographic barrier to mid-latitude westerlies, causing alterations in atmospheric dynamics with impacts on global scale circulation patterns (Bothe et al., 2011; Wu et al., 2012). In the eastern and central Himalayas and their southern foothills, most precipitation falls from June to September as part of the South Asia Summer Monsoon (SASM). SASM onset in HMA follows an east to west pattern, and its total precipitation amount also decreases from east to west. Condensation of moisture-laden air from the Indian Ocean rising toward the Himalayas results in a precipitation maximum at around 2,000 m elevation. For example, weather stations in Nepal show mean annual precipitation of around 1,400 mm for elevations below 1 km, increasing to above 2,000 mm at an elevation of 1.6-2.4 km and decreasing to under 1,000 mm by 4 km (Krakauer et al., 2013). The north side of the Himalayas is in a rain shadow and has annual precipitation of only around 50–200 mm (International Centre for Integrated Mountain Development, 2005; Riley et al., 2021). Winter storms that propagate from the
Atlantic-Mediterranean sector are a significant portion of annual precipitation in the western HMA, and are critical contributors to snowpack at high elevations further east (Lang and Barros, 2004; Riley et al., 2021).

While the general, large-scale patterns in precipitation are fairly well-constrained, the details requisite for understanding precipitation at scales relevant to water resources are less well-defined. The remote and rugged terrain of the HMA region has uneven and sparse station coverage of direct precipitation measurement with stations many mountain valleys and tens or hundreds of kilometers apart and many of these in-situ observation records are too short temporally to robustly assess trends and variability (Yatagai et al., 2012). Ice core (Duan et al., 2002, 2006; He et al., 2003) and tree ring (Brauning, 2006; Schwab et al., 2016; Gaire et al., 2017, 2018) measurements in HMA have been used to fill in some temporal gaps; however, they are still spatially limited. Therefore, spatially continuous gridded precipitation products cannot be well-constrained with ground measurements. Remote sensing products are available but suffer from retrieval uncertainties by as much as 100–140% in individual seasons, along with enhanced biases in retrieval over mountainous and snowy regions (Tian and Peters-Lidard, 2010; Liu and Allan, 2012). As a result, quantifying regional precipitation climatologies and trends in the current climate is challenging and requires careful assessment of measurement biases.

We addressed these challenges by comparing gridded precipitation products with available station observations in the Indus basin and then analyzed these for basinwide precipitation trends (Krakauer et al., 2019). We found evidence for an increasing trend in basinwide precipitation from station records, which was not significant in satellite and reanalysis datasets that covered shorter periods. This work highlighted the potential utility of remote sensing products in regions with sparse station data and showed substantial biases in reanalysis products relative to station observations. Moreover, it was concluded that both satellite and reanalysis data need to be compared against available ground observations to obtain confidence in their reliability, particularly in remote and topographically complex areas.

To evaluate gridded product uncertainty, we developed a dynamic linear model for precipitation that integrates information from existing gridded climate products (Christensen et al., 2019). The integrated precipitation product is modeled as a combination of the four products’ probabilistic shared strength and structure, spatially- and temporally-dependent discrepancies between the products, and Gaussian noise. The new product provides a “consensus” precipitation product with objectively quantified uncertainties. We also used this new, integrated precipitation product to assess the discrepancies between four gridded climate products. The results show a significant dry bias in MERRA-2 and slight wet bias in ERA5 (Liu and Margulis, 2019). Remote sensing observations were also used to evaluate reanalysis products. For example, gravity observations from the Gravity Recovery and Climate Experiment/Follow On (GRACE/GRACE-FO) missions, in combination with observations of river discharge, were used to evaluate and validate Precipitation-Evaporation from several reanalysis and climate model products through the closure of the water budget in the upper Indus basin. In another study, we showed that systematic and random land surface model output errors were minimized when forced by precipitation products that incorporate information from ground observations (Yoon et al., 2019).

### Snow

Snowmelt is a critical component of the water budget in most HMA watersheds (Smith and Bookhagen, 2018), accounting in some cases for the majority of the annual water flow (Bookhagen and Burbank, 2010; Shrestha et al., 2015). Precipitation falling as snow is temporarily stored during colder days/seasons and released during warmer days/seasons as melt, shifting the seasonality of water resources relative to the seasonality of precipitation. Snow is also highly reflective of shortwave radiation and therefore plays a critical role in affecting HMA climate and surface processes (Skiles et al., 2018). Despite its importance in the HMA water budget, regional assessment of seasonal snow is difficult due to snowpack heterogeneity, limited in-situ observations, and challenges in measuring snow-water equivalent (SWE) remotely (Bormann et al., 2018).

Snow cover fraction (SCF) or snow covered area (SCA) refers to the fraction of the earth’s surface covered by snow and is one of the primary ways to assess HMA snow distribution. Satellite measurements of SCF began in the 1990s using Landsat TM (Kaufman and Dozier, 1996). Soon after the launch of MODIS in 2000, these methods were further developed using data from the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) with a method called spectral mixture analysis (Painter et al., 2003), allowing the estimate of snow grain size in addition to snow cover fraction. Continued algorithm and filter development has enabled determination of SCF in forested areas (Rango et al., 2013) and under cloud cover (Rittger et al., 2020) while also accounting for off-nadir satellite view angles (Dozier et al., 2008). We show that SCF from newer sensors like VIIRS are as accurate as MODIS (Rittger et al., 2021) and will provide data well into the future with multiple instruments launched by NASA and NOAA. SCF also plays an important role in understanding land-atmosphere feedbacks as they impact snow-derived water resources. For example, studies show the strength of the Indian monsoon is negatively related to the spring SCF in the Himalaya and positively related to the rate of snowmelt, implying that a smaller SCF and fast snowmelt is conducive for more intense summer monsoon due to land-atmosphere feedbacks (Kripalani et al., 2003; Senan et al., 2016).

SWE refers to the total amount of water stored in a snowpack and is much more difficult than SCF to measure remotely. We explored several approaches for estimating SWE, including atmospheric modeling, offline land surface modeling, and reconstruction/reanalysis. Within the context of these approaches, we discuss the use of remote sensing for validation and assimilation. An essential defining feature of any modeled SWE value is whether precipitation is generated internally by the model (atmospheric modeling) or forced externally by independent precipitation datasets (offline land surface models and reconstruction/reanalysis). In both cases, precipitation
Land (snowfall) uncertainty is generally high, and this propagates directly to SWE estimate uncertainty. To reduce this inherent uncertainty, an additional defining feature in SWE estimation schemes is whether the approach relies on external constraints from remote sensing observations (reconstruction/reanalysis).

In atmospheric models, the SWE is estimated directly from the amount and type of precipitation simulated on the 3D model grid. The models are initialized with the data describing the initial atmospheric state and then driven by chosen boundary conditions. As described in the precipitation section above, we generated a variety of WRF simulations for HMA that include SWE estimates (Sarangi et al., 2020; Riley et al., 2021). Land surface models (LSMs) are often coupled with these atmospheric models to provide surface heat and moisture fluxes at the ground. The LSM model computes snow accumulation, melting, and runoff in a simplified fashion. Land surface models can be improved through assimilation of remotely-sensed snow, ice, freeze/thaw, soil moisture and surface temperature observations in Land Data Assimilation Systems (LDASS). As described in section Glaciers below, LDASSs are uncoupled land surface modeling schemes that are forced primarily by observations that started being developed in the late 1990s. We developed a 1-km HMA-LDAS reanalysis using the NOAH-MP, forced by physically downscaled surface meteorology, parameterized by remotely sensed topography and vegetation, and constrained by remotely sensed snow, Freeze/Thaw, temperature, and glacier observations (Xue et al., 2019). The HMA-LDAS surface atmospheric forcing dataset is based on a downscaled numerical weather forecast analysis/reanalysis first guess, integrated with satellite observed precipitation, radiation, and temperature. In an LDAS, the model-generated states are corrected toward the observational estimate. For the HMA snow, freeze/thaw, and glaciers are the most critical states for assimilation into the HMA-LDAS. Therefore, the HMA-LDAS snow fields (snow depth, density, and water equivalent) were physically modeled reactions to atmospheric forcings and its errors, constrained by MODIS snow cover fraction observations, microwave snow observations, and freeze/thaw observations. HMA-LDAS uses both a machine-learning technique to assimilate satellite microwave data and a rule-based updating scheme to assimilate snow cover, freeze/thaw, and glacier extent observations (Ahmad et al., 2019; Kwon et al., 2019). These fields were evaluated using the few snow observations available over the HiMAT region and show significant improvement with respect to the open-loop model. We applied the snow reanalysis approach over the joint Landsat-MODIS era by generating an ensemble of forward model realizations driven by MERRA-2 forcing inputs and constrained by Landsat- and MODIS-derived fSCA. The newly generated HiMAT dataset (Liu et al., 2021) provides posterior estimates of SWE (and other snow variables) over 2000–2017, which can be used to assess seasonal snow storage over HMA and verify or constrain other HiMAT-generated or other data products.

Historical snow reanalysis approaches, like those above, provide an estimate of SWE by combining observations (both satellite and ground-based) with numerical (a priori) snow model estimates through the process of data assimilation. Alternatively, snow reconstruction approaches (Bair et al., 2016; Rittger et al., 2016) combine remote sensing observations with snow energy balance models applied backward in time from melt-out to peak SWE forced by reanalysis data. An advantage of this method is that it does not rely on uncertain estimates of precipitation and does not require in-situ observations. Both retrospective methods take advantage of information in the depletion time series of remotely sensed fractional snow covered area (fSCA) as a constraint on estimating SWE. The snow reconstruction approach also uses remotely sensed snow albedo, which is more accurate than snow aging schemes typically used in snow models (Bair et al., 2019). Our reconstruction method for HMA did not use precipitation inputs but relied solely on an energy balance model (ParBal) and remotely-sensed fSCA and albedo measurements to work backward from melt-out to peak SWE. Reconstructed melt is constrained to be ≥0, so large storms after peak SWE will cause an overestimate of peak SWE. The energy balance model requires (non-precipitation) forcings, including CERES estimates of incoming shortwave and longwave fluxes and near-surface air temperature, humidity, and winds from GLDAS.

The major uncertainty associated with snowmelt in current large-scale models is the parameterization of snow albedo, and consequently, the amount of solar radiation being absorbed and the rate of melt. Snow albedo parameterizations, such as those used in GFDL AM4/LM4 (Zhao et al., 2018) or ECMWF (Beljaars et al., 2018), are often oversimplified and neglect the influence of snow microstructure, the presence of Light Absorbing Particles (LAPs), such as black carbon, mineral dust, and microbial growth, and their mixing state. Most models also generalize impurity type, leading to a degree of uncertainty dependent on specific optical absorption properties of the snow and ice surface impurities (Casey et al., 2017). Even for albedo parameterizations that accounted for specific LAPs, there are still uncertainties related to quantifying the optical properties of the LAPs, especially for microbial and organic compounds. The assumption of a clean (impurity-free) snowpack with spherical grains can lead to an overestimation of surface albedo by more than 50% (He et al., 2018). The melt rate is 5 times faster if the snow albedo is reduced from 0.9 to 0.5, given the incoming radiative fluxes and turbulent fluxes and snow density. The errors due to LAPs can be significant, especially across HMA, which is surrounded by urban pollution sources and affected by dust transported from both local and distant deserts. For example, a recent study found a 30% reduction in LAP affected the timing of 6.6 km$^3$ of runoff from the Indus River basin (Bair et al., 2021).

We used multiple satellite products and coupled atmosphere-chemistry-snow models to demonstrate a robust physical association between the elevated dust layer in the atmosphere and dust-induced snow darkening (Sarangi et al., 2020). Our results revealed a signature of increasing dust-induced snow darkening effect with elevation over HMA that peaks around 4,500 m. The dust-induced snow darkening effect is greater than that of black carbon above 4,000 m, suggesting a discernable role of dust in observed spatial heterogeneity of snowmelt and snowline trends over HMA and an increasing contribution of dust to snowmelt as the snowline rises with warming. Advances in remote sensing of snow properties may provide important constraints and calibration data to improve snowmelt models. We have utilized
satellite observations of snow properties (Painter et al., 2009, 2012; Bair et al., 2019; Sarangi et al., 2020) to validate global to regional scale models to better understand regional dust and carbon impacts on snowmelt (Painter et al., 2010; Sarangi et al., 2019). We have also used satellite radar to map diurnal cycles in wet snow, which can be leveraged for model calibration and validation (Lund et al., 2020). Snow properties have also been used to partition the snow melt from the glacier melt across large river basins of High Mountain Asia (Armstrong et al., 2018).

Glaciers

Watersheds containing glaciers contribute more runoff to streamflow than similarly sized, non-glacierized basins (O’Neill et al., 2014). Glacier runoff includes meltwater derived both from seasonal and annual mass balance contributions (Cogley et al., 2011), underscoring the unique capacity of glaciers to contribute water derived from long-term storage. Mass balance variations drive changes in glacier area (primarily through terminus advance or retreat), surface elevation and ice dynamics. Therefore, an integrated assessment of glacier response to climate ideally includes direct mass balance observations coupled with inventories of ice area, volume, and surface velocity. The HMA region contains the largest concentration of glaciers outside the polar regions (Pfeffer et al., 2014). HMA glaciers are located in rugged and tectonically active terrain that deposit debris on about 11% of glacier surfaces (Kraaijenbrink et al., 2017), complicating efforts to assess surface energy balance (Scherler et al., 2018). HMA glaciers also span steep climatological gradients both spatially and with elevation, creating unique challenges for monitoring and modeling.

Direct field observations of HMA glacier mass balances provide useful information for specific watersheds (Yao et al., 2012; Wagnon et al., 2013) but are limited due to complex terrain and severe weather (Racoviteanu et al., 2014). Remote sensing data provide a more comprehensive picture of the regional mass balance (Bolch et al., 2012; Azam et al., 2018). For example, the Global Land Ice Measurement from Space (GLIMS) and the Randolph Glacier Inventory (Pfeffer et al., 2014; RGI Consortium, 2017) significantly improved maps of HMA glacier surface area via digitization of 15 to 30 m optical multispectral satellite images from ASTER (Advanced space-borne thermal emission and reflection radiometer) and Landsat. We contributed to extending the HMA mapping inventory back to the 1960s and 1970s, using declassified Corona (0.6–1.2 m) and Hexagon (6–9 m) imagery (Maurer et al., 2019), placing recent glacier changes into historical context (Dehecq et al., 2019).

In addition to providing information on glacier extent, remote sensing offers new tools for measuring glacier mass and volume change. Stereo optical imagery has been used to generate Digital Elevation Models (DEMs), which, over time, can provide measurements of changes in volume. We used this approach to generate DEMs from declassified Hexagon and from ASTER satellite imagery to show that the rate of Himalaya glacier mass loss has roughly doubled between 1975–2000 and 2000–2016 (Maurer et al., 2019). In another study, we combined DEMs from very high-resolution commercial imagery (WorldView-1/2/3 and GeoEye-1) medium-resolution ASTER stereo imagery to calculate a mass balance estimate of $-0.19 \pm 0.03$ m w.e. yr$^{-1}$ for 99% of HMA glaciers between 2000 and 2018 (Shean et al., 2020). This compared well with earlier estimates from Brun et al. (2017), who used ASTER optical satellite stereo pairs to estimate the mass balance of HMA glaciers to be $-0.18 \pm 0.04$ m w.e. yr$^{-1}$, during 2000–2016.

Data from the GRACE can also provide estimates of mountain glacier mass balance at the regional scale. We used GRACE/GRACE-FO observations to evaluate the mass balance of all HMA glaciers, and four major subregions for the period 2002–2019 (Ciraci et al., 2020). We used an ad-hoc solution to extract the signal of the glaciers to estimate the mass loss. We calculated an HMA mass balance of $-28.8 \pm 12$ Gt yr$^{-1}$, during 2002–2019. Most of the glacier mass loss was from the Tien Shan, Himalaya, South and East Tibet, and Hengduan Shan. Some of the acceleration in mass loss was driven by a large interannual variability in precipitation which reflects an influx of solid precipitation from the Mediterranean Sea during the winter season (Yao et al., 2012). While GRACE is limited in spatial resolution, given proper corrections, it provides estimates of mass change that are useful for evaluating surface mass balance estimates from re-analysis and regional atmospheric climate models.

Both mass balance and flow speeds of glaciers are significantly influenced by the presence of debris cover. Many glaciers in the HMA are heavily debris-covered, mostly in their lower parts (Rounce et al., 2021). In principle, the presence of a thick debris layer reduces the melt of the ice beneath it due to insulating effect, but thinner debris enhances melt due to lower albedo. Despite the significant influence of debris on glacier surface mass balance, HMA debris-covered glaciers have been losing mass at rates similar to debris-free glaciers (Kaab et al., 2012; Maurer et al., 2019; Buri et al., 2021). Ablation of ice cliffs, sub-aqueous melt of supraglacial ponds, and internal ablation due to englacial hydrology can substantially enhance mass losses in debris-covered glaciers and may explain the similarity in mass balance between debris-covered and debris-free glaciers. However, we showed that the primary cause of the similar thinning rates on debris-covered and debris-free glaciers can be attributed to differences in ice dynamics (Rounce et al., 2021). At the same time, we showed reduced surface melting on debris may allow glaciers to flow to lower elevations and build larger ablation areas, resulting in a more negative mass budget relative to clean glaciers (Blushan et al., 2018).

The hydrograph of glacier runoff is often similar to that for snow surfaces surrounding a glacier in the earlier ablation season, making it difficult to partition water from these two sources. To explore this, we compared snow and glacier melt estimated using the distributed Glacio-hydrological Degree-day Model (GDM) compared with remotely sensed Advanced Scatterometer (ASCAT) data and found much similarity in areas of snow and ice melt (Kayastha et al., 2020). That was the first step in examining how remote sensing products could potentially be incorporated into hydrologic models to increase the accuracy of the hydrologic flow as well as the ability to estimate river discharge in other basins with limited data. However, exact estimation of snow and glacier melt amount using the ASCAT data remains a challenge.
Groundwater

Groundwater is a component of the water balance in many glacier- and snow-dominated basins (Grah and Beaulieu, 2013) and can comprise a sizeable portion of the runoff budget in glaciated catchments (Gan et al., 2015). Contributions to river flow in several basins in Nepal were delayed by ~45 days as a result of flows through fractured aquifers (Andermann et al., 2012), and subsurface storage of glacier meltwater was found to be important to river flows in the Langtang basin (Wilson et al., 2016). In southwest China, Zeng et al. (2015) used a modeling approach to estimate glacier meltwater flows through karst terrain and Meng et al. (2015) found groundwater contained 35% of water derived from ice and snow in a region on the eastern edge of the Tibetan Plateau.

The many varied aquifer systems in the HMA are a major source of freshwater for agricultural activities, and it is likely that many such systems are overstressed under current rates of usage (Rodell et al., 2009, 2018; Aeschbach-Hertig and Gleeson, 2012; Wada et al., 2012; Richey et al., 2015). To date, existing groundwater assessments either rely on coarse resolution satellite gravimetry observations at a regional scale (Rodell et al., 2009, 2018) due to a lack of well-observations or focus on small regional scales that have access to observations at specific locations (Zavieri et al., 2016; Iqbal et al., 2017). Joshi et al. (2021) provided a recent and thorough comparison between groundwater level changes, abstraction rates, aquifer sedimentology and rainfall in the Northwestern Indian states of Punjab and Haryana, known for severe groundwater depletion (Rodell et al., 2009, 2018). They found high levels of heterogeneity in groundwater trends in both space and time that were mainly, but not always, explained by trends in abstraction, bore well-density and geologic structure. The heterogeneity was often at a scale too fine to be captured by coarser GRACE trends, but at a scale relevant to management decisions. These findings support the need for further development of groundwater modeling tools at high spatial resolution.

We assembled 2003 to 2016 depth-to-water measurements from thousands of wells for some regions of India and Pakistan and combined these with estimated storage coefficients to assess groundwater storage anomalies. As shown in Section Snow, we compared trends in total water storage (TWS) from GRACE to these groundwater observations (Loomis et al., 2019). We found that the modeled TWS trends could not fully explain the trends from GRACE and attribute this to the limited representation of groundwater dynamics in the models used, along with a lack of water management practices such as irrigation.

Lakes

Lakes act as a buffer in the HMA hydrological cycle, providing a mechanism for water storage at a variety of time scales. When lakes are dammed either naturally or through human intervention, there can be numerous downstream impacts ranging from water shortages to outburst floods. We produced a global lake inventory (Shugart et al., 2020) and HMA specific inventory (Chen et al., 2021) using semi-automated techniques based on Google Earth Engine and Landsat imagery. Some variations exist between different inventories, primarily due to how these lakes are classified (connected vs. unconnected; proglacial vs. supraglacial vs. marginal; moraine-dammed vs. ice-dammed) and the sizes of lakes and the periods that were covered. Nonetheless, these databases reveal a complex pattern of lakes growing in some parts of the HMA while either shrinking or not developing rapidly in other regions. In addition, we provided glacier mass balance data (Shean et al., 2020) to a study that examined lakes on the Tibetan plateau, most of which have undergone an increase in area and volume from the 1990s to present (Qiao et al., 2019). These results support the findings of Zhang et al. (2019) showing an overall expansion of lake area over the Tibetan Plateau during 1970 to 2018. A comparison of lake volume change (Treichler et al., 2019) and these glacier mass balance data revealed that glacier mass loss had a relatively limited contribution to lake mass increase (Brun et al., 2020). The study suggests that the remaining lake mass loss could be attributed to evaporation and/or changes in seepage to deep groundwater.

Permafrost

Although severe degradation of permafrost is expected for HMA regions where it currently exists (Sun et al., 2019), the impacts of such degradation on downstream hydrology is poorly quantified (Sun et al., 2020). Potential impacts of permafrost degradation in response to climate warming include alterations to the surface energy budget due to changes in freeze-thaw cycles, alterations to soil moisture profiles, and a dropping of the groundwater table (Cheng and Wu, 2007). The growth of thermokarst lakes in HMA permafrost areas are also of concern given their impact on ecosystems, hydrology and emission of greenhouse gases (Pandey et al., 2020, Gao et al., 2021). We did not incorporate permafrost into any of our analyses; below, we recommend the importance of considering permafrost in future assessments.

TOTAL WATER BUDGET

River flow at any location in a watershed ultimately depends on the total water budget calculated as the sum of individual components listed above. A complicating factor is that water generated from a source such as snow or glacier melt may then travel through various downstream systems where it may enter or leave storage, for example, in lakes or groundwater. Therefore, consideration of landscape characteristics, terrain, and human activity is necessary to predict the ultimate fate of water generated from high elevation watersheds. Total water budget calculations must also account for variations in evapotranspiration, which is a significant component of the budget in highly vegetated regions of HMA.

Land surface models are used to integrate individual components of the water budget and assess the total water budget in HMA as it varies in space and time. The spatial resolution of current land surface models has largely been dictated by the spatial resolutions of global climate (~100 km) and weather-forecast (~20 km) models from which they were derived. However, much higher resolutions are necessary for estimating the storage, movement, and quality of terrestrial carbon, energy, and water (Wood et al., 2011).
In this section, we describe downscaling approaches to generate spatially and temporally continuous forcing data to drive hydrology model simulations at resolutions needed to inform water resource planning. We highlight the utility of satellite gravimetric observations in measuring large scale temporal variations in total water storage. Finally, we summarize the latest generation of land surface models and their progress toward assimilating remote sensing and ground observations to estimate river discharge.

Downscaling

Land surface models typically require forcing variables of air temperature and humidity, wind speed and direction, incident longwave and shortwave radiation, and precipitation. Dynamical and statistical climate downscaling approaches can be used to provide high-resolution fields of these variables from coarser-resolution data. We used a random forest algorithm to statistically downscale MERRA-2 (Modern-Era Retrospective analysis for Research and Applications, version 2) precipitation products (form an original resolution of 0.5° × 0.625° to 1 × 1 km) for HMA (Mei et al., 2020). This approach correlated atmospheric variables with landscape information such as topography, surface roughness, and vegetation, following Rouf et al. (2020). The downscaled precipitation had higher correlation coefficients and Nash-Sutcliffe indices with respect to the reference ground-based dataset than the original coarse resolution MERRA-2, as well as similar spatial patterns to those of several satellite precipitation products. We also demonstrated the superiority of high-resolution atmospheric variables when forcing a land surface model across complex terrain in HMA (Xue et al., 2021). Specifically, the downscaled forcing dataset yields the highest skill in the model output states (including runoff and snow depth), improving the model by 7% compared to the corresponding coarse-resolution simulations.

Dynamical downscaling is often computationally more intensive than statistical downscaling but is physically based, and thus provides additional information on the processes driving spatial and temporal patterns in climate variables. We used WRF to dynamically downscale climate over HMA for 2001–2015 in three nested domains: 36, 12, and 4 km (Dars et al., 2021). Similar to Mei et al. (2020) and Xue et al. (2021), we showed significant improvement in precipitation and temperature accuracy as model resolution increased. In addition, we used the 4km WRF domain from Dars et al. (2021) to assess the characteristics of historical HMA precipitation (Riley et al., 2021). Importantly, our results show differences in amount, frequency, and seasonality of precipitation between valleys and the surrounding higher elevations. Thus, precipitation observations from lower elevations often do not capture the precipitation statistics of surrounding terrain, which can impact statistical downscaling that relies heavily on often biased distributions of in-situ data.

Dynamical downscaling can also directly inform statistical downscaling efforts by highlighting those processes that statistical approaches need to account for. In addition, dynamical downscaling can provide estimates for variables with limited or no observations. For example, the relative lack of information on LAP concentrations in HMA atmosphere, snow, and ice motivated our use of WRF-Chem to downscale the distribution of LAP concentrations in snow and their radiative effect across HMA (Sarangi et al., 2019). Because of a more realistic representation of terrain slopes over HMA, the higher-resolution WRF-Chem shows obviously better performance in simulating snow cover, snow albedo and snow grain size over HMA, as well as improvements in aerosol loading in the atmosphere and LAP concentration in snow. Himalayan snowpack has a high magnitude of LAP-induced snow albedo reduction (4 to 8%) during pre-monsoon seasons, which induces a snow-mediated radiative forcing of ~30–50 W m⁻² (Sarangi et al., 2019). Coarse spatial resolution and absence of snow-aerosol interactions in modeling the Himalayan cryosphere will result in significant underestimation of LAP effects on snowmelt and regional hydroclimate.

Both dynamical and statistical downscaling have benefits and drawbacks. Leveraging both over the complex terrain of HMA will provide the high resolution variables with their associated uncertainties needed for driving land surface models and objectively interpreting the results.

Satellite Gravimetry

GRACE results were discussed above in the context of evaluating glacier and precipitation changes. Because GRACE measures all variations in earth mass, it is also an ideal tool for estimating variations in the total water budget of HMA. Comparing GRACE observations with other water budget data can be challenging in HMA due to tectonic activity and the spatial heterogeneity of hydrological changes (Immerzeel and Bierkens, 2012). We used GRACE data to validate the accuracy of a series of land surface models and found large differences over watersheds with glaciers and significant anthropogenic groundwater abstraction, both water budget components not accounted for in the model (Yoon et al., 2019). In another study, we focused only on the glaciated watersheds of HMA and calculated the trends in mass from GRACE (Loonis et al., 2019). By forward modeling trends in glacier mass from Shean et al. (2020), we were able to close the water budget over high elevation glacier regions; however, existing groundwater data in the upper Indus basin did not account for all variations in mass due to groundwater depletion. This points toward the need for expanded ground observations of groundwater change to better understand these GRACE estimated mass variations.

Land Surface Models

Land surface models simulate energy and water exchanges at the earth’s surface and provide a mechanism for exploring the sensitivity of the HMA water budget to climate variability. Model outputs include estimates of each component of the water budget, including runoff from precipitation, snow melt, and glacier melt, as well as groundwater storage and evapotranspiration fluxes. These integrated assessments also make extensive use of remote sensing products for validation, in particular data from the GRACE satellites. We summarize the results from three land surface models, including the Water Balance Model, NASA Land
Information System Model, and Glacio-hydrological Degree-day Model.

The Water Balance Model (WBM), developed by University of New Hampshire, simulates both the vertical water exchange between the atmosphere and land surface and horizontal water transport, through both land surface runoff and via the river network (Grogan et al., 2015). Both natural and human processes, such as evapotranspiration, snowpack development and melt, glacier melt, river flow, and river impoundments from dams and diversions, are included in the model. Snowpack is based on a sub-grid approach using elevation bands (Lammers et al., 1997; Hartman et al., 1999) of 200 m to account for this region's strong vertical temperature gradients. Mishra et al. (2020) used the WBM at 0.8 km² resolution for the Hunza and Trishuli basins in the Karakoram and central Himalaya.

The NASA Land Information System [LIS; Kumar et al. (2006)] is an interoperable land surface modeling and data assimilation framework that allows the integration of land and hydrology models, remote sensing data, and methods to combine their strengths. We employed the ensemble modeling and data assimilation software capabilities in LIS over the HMA domain, and showed that that large uncertainty exists in the simulated water budget, contributed by uncertainties in the meteorology, influence of anthropogenic processes, and limitations of the models (Yoon et al., 2019). The studies with LIS also show that assimilation of remote sensing data was useful in this data poor region. For example, assimilation of microwave brightness temperature measurements was able to provide improvements in snow simulation for snowpacks <200 mm. The use of snow cover data was only to provide marginal improvements in snow estimation in this area with large seasonal snowpacks. Assimilation datasets of vegetation changes from optical sensors and gravimetry-based terrestrial water storage changes were able to impact the impacts of management impacts (agriculture, groundwater pumping). Though these approaches are promising, more reliable observations and multivariate data assimilation approaches that provide a simultaneous constraint on the water cycle are needed in this region.

The Glacio-hydrological Degree-day Model (GDM) simulates basin discharge as a combination of water from snowmelt, icemelt including melt under a debris layer, rainfall, and baseflow on a daily time scale (Kayastha and Kayastha, 2020; Kayastha et al., 2020). It is a distributed and gridded model which needs daily temperature and precipitation, degree-day factors for snow and icemelt, land use, land cover, and DEM data. We applied the GDM to three river basins in HMA and illustrated approaches for combining remote sensing products with hydrological flow models to improve the accuracy of river discharge predictions (Kayastha et al., 2020). We also combined GDM with a global glacier model to project the response of several HMA hydrological systems to future climate variability (Mishra et al., 2020). Our simulations showed that glacier runoff increased during the monsoon season and decreased during the post-monsoon season due to future changes in precipitation and melting.

PROJECTION OF FUTURE HYDROLOGIC FLOW

General Circulation Models (GCMs) are used to generate ensemble estimates of future climate conditions that are used to force cryospheric and hydrological models. The resulting projections of future HMA water budgets are complicated by uncertainties in climate forcing and land use practices. For example, increases in agricultural activity and groundwater abstraction increase evapotranspiration with impacts on atmospheric moisture and precipitation rates (de Kok et al., 2020). Therefore, models should link atmospheric, land surface, and anthropogenic activities to fully account for future conditions. Models also need to account for the complex response of glaciers to climate change via changes in glacier surface area and debris cover.

Existing GCM simulations for 1861–2100 show long-term increases in annual mean temperature and total precipitation across the HMA during the Twenty-first century (Huang et al., 2014; Lutz et al., 2014), but with a decrease in the snow/rain fraction in the central and southeast Himalaya due to atmospheric warming (Kapnick et al., 2014). Downscaled GCM ensemble runs for RCP4.5 and RCP8.5 predict strong warming and likely precipitation increases for parts of the Upper Indus Basin through the end of the Twenty-first century, although both temperature and precipitation projections had high variability and uncertainty (Lutz et al., 2016). There is evidence that any warming in the HMA region will be amplified with elevation due to surface-based feedbacks (Pepin et al., 2015). Most models show an increase in summer precipitation over the Himalayas for this century, particularly for the central and eastern portions of HMA, while there is more disagreement between models on winter precipitation, with most simulating a small decrease (Palazzi et al., 2015). A lowering of aerosol concentrations due to reductions in biomass and coal burning in South Asia would have a positive impact on precipitation (Chuwah et al., 2015). Using ensemble GCM data to force a hydrological model, Lutz et al. (2014) predicted an increase in runoff through 2050 caused primarily by an increase in precipitation in the upper Ganges, Brahmaputra, and Salween and Mekong basins.

We used a 50 km horizontal resolution NOAA GFDL GCM (Vecchi et al., 2014) to explore changes in extreme precipitation in HMA (Kirschbaum et al., 2020). By comparing precipitation from historical sea surface temperature constrained simulations with observed precipitation from the Tropical Rainfall Measuring Mission (TRMM) Multisatellite Precipitation Analysis (TMPA) satellite mission, we were able to better validate the GCM’s ability to reproduce historic precipitation extremes and test the ability of the model to reproduce landslide risk using a landslide hazard model (Kirschbaum et al., 2020). This allowed us to estimate the effect of future precipitation extreme events on landslide risk. Simulations showed increases in the likelihood of extreme precipitation events, and we illustrated the capacity for using GCM simulations to produce landslide hazard estimates to inform decision-making.
We made several advances in simulating the response of glaciers and the resulting changes to glacier runoff under future climate conditions. We developed the open source Python Glacier Evolution Model (PyGEM) that calculates glacier ablation using positive degree-days, accumulation with a temperature threshold, refreezing based on annual air temperature, and redistributes mass based on an empirical estimate of glacier dynamics. The primary advance relative to past efforts was the development of a new calibration technique using Bayesian inference to leverage the geodetic mass balance data from Shean et al. (2020) and Rounce et al. (2020b). This enabled us to quantify uncertainty associated with the model parameters and project glacier changes for an ensemble of RCPs (2.6, 4.5, 8.5) through 2100. Our simulations predict considerable spatial and temporal variability in glacier runoff projections. Specifically, most monsoon-fed river basins will hit peak water before 2050, while other major watersheds fed by the westerlies will hit peak water after 2050. Changes in glacier runoff will be the most significant at the end of the ablation season, which could have important impacts on water resources.

In an effort to link future climate changes to local conditions, we used an ensemble of GCM data to force hydrological model simulations of two high elevation drainage basins, the Hunza River basin at Naltar in the Karakorum, Pakistan and the Trishuli River basin at Trishuli in the Himalaya, Nepal (Mishra et al., 2020). We integrated the glacier runoff projections from PyGEM (Rounce et al., 2020a) with a hydrological model and coupled this with a hydropower model to assess the impacts of future climate variability on hydropower generation. While inter-model annual and summer variability in river discharge was high, especially after 2050, we found the impact on hydropower generation was higher at Karakorum site than at the Himalaya site. The model predicted a reduction in glacier meltwater by 40% and 60% for the Trishuli and Naltar sites, respectively. Earlier spring melt and later accumulation of the snowpack reduced the length of the winter low-flow period, and this had a more pronounced signal at Naltar and was accompanied by a reduced summer river flow at both sites.

**GRAND CHALLENGES IN HMA HYDROLOGY**

Despite recent advances in statistical methods and computational power enabling high resolution modeling, HMA remains a very data-poor region, and gaps remain in our understanding of many fundamental physical processes. In this section, we provide an overview of challenges currently inhibiting further progress in quantifying hydrological variations in HMA and offer recommendations for ways to address these challenges.

**Precipitation**

Acquiring accurate, high resolution estimates of HMA precipitation is crucial because precipitation forces land surface models and is required to estimate streamflow contributions and snowfall rates. Our intercomparison efforts provided new information on uncertainty in precipitation fields, increasing our understanding of which products are best for specific applications and highlighting regions/conditions where precipitation uncertainty is large. Our downscaling efforts further improved our understanding of the complex interactions between terrain and precipitation, and emphasized the importance of high resolution products for estimating precipitation in complex terrain. However, direct observations are still needed as a way to eliminate systematic errors that may span multiple existing datasets and for validating models. The lack of high elevation precipitation observations remains a significant barrier to progress in improving reanalysis and model products. Data from satellite missions such as NASA's Global Precipitation Measurement platform can fill this data gap and will be a critical resource for assessing which gridded product and model parameters best represent reality. Any new satellite precipitation product, however, will need to be fully calibrated and validated, especially over complex topography. Thus, accurate satellite precipitation products still require *in-situ* precipitation observations. Given the challenges of funding, installing, and maintaining accurate networks of *in-situ* precipitation observations in the complex and high elevation terrain of HMA, one challenge moving forward will be to develop approaches, potentially including remotely sensed, that can leverage all direct (e.g., rain gauge data) and indirect (e.g., snow-covered area, stream gauge data) observations of precipitation to develop, improve and evaluate model, reanalysis, and satellite precipitation products.

**Snow**

We have developed new approaches for estimating SWE at relatively high spatial and temporal resolution via novel reanalysis and reconstruction methods. A core challenge of our existing methods is that they rely heavily on remote satellite observations, not all of which are directly related to SWE. For example, FSCA only provides information on the presence or absence of snow cover (or snow fraction) but provides no information on total snow volume. Recent work combining daily observations at 500 m scale with less frequent observations from higher resolution satellites like Landsat 8 (Rittger et al., 2021) allows improved estimates of snow surface properties, but still do not estimate snow volumes. One way to increase confidence in SWE derived from reanalysis is to compare it with concurrent climate model estimates (Bair et al., 2020). Discrepancies in these two approaches can then be explored using climate model sensitivity analysis to pinpoint sources of uncertainty, for example, due to cloud microphysics, model dynamics in complex terrain, and overall model resolution. Ground observations of SWE, especially at high elevations (Kirkham et al., 2019), are also needed to provide vital calibration data.

Direct observations of SWE from satellites remain a central challenge of global snow hydrology studies. Current SWE estimates from passive microwave sensors often fail due to their coarse resolution, signal saturation for deep snow, and the loss of information for wet snow. SWE estimates derived from height changes (e.g., LiDAR) can be improved through enhanced methods for estimating the temporal and spatial variability of snow density. A dedicated satellite mission for measuring...
SWE would greatly improve our capacity for quantifying snow variability in the HMA region and is a designated observable recommended by the 2018 Decadal Survey (National Academies of Sciences, 2018).

Another critical challenge to assessing the role of snow in HMA hydrology is quantifying the effects of LAPs on snow melting. While many advances have been made, many uncertainties and challenges still need to be addressed (Qian et al., 2015; Kang et al., 2020). For example, accurate estimates of radiative fluxes and climate require accurate representation of LAP deposition rates, snow/ice accumulation, snow aging processes, and the meltwater scavenging efficiency of LAP (Qian et al., 2014, 2015). All of these are difficult to constrain given the scarce observations and large variation in representing these processes in models. The LAP data paucity and model uncertainties also make it difficult to determine the relative contributions of LAP vs. climate change to the loss of snowpack (Qian et al., 2011). Limited in-situ and remote sensing LAP data has also led to a significant gap in model-observation comparisons. This is compounded by the complexities inherent in model-data comparisons, such as short-term measurement vs. long-term climatology in model and in-situ point measurement vs. model grid-cell mean. Finally, to accurately quantify the LAPs effect, it is critical for models to have a very high spatial resolution in order to resolve the topography-oriented snowpack and LAPs deposition over the complex terrain of HMA. However, very high resolution simulations are often hampered by computational resource constraints. Targeted in-situ and remote sensing observations of LAP in snowpack will be a critical step toward understanding snow hydrology and SWE variations, and our ability to accurately model snow variations.

**Glaciers**

While there have been significant advances in quantifying glacier mass balance in HMA, further refinements in observations and modeling of glaciers will help reduce uncertainty in assessing past, present, and future glacier mass balance and contributions to downstream hydrology. For example, glacier area estimates using optical sensors are often limited due to extensive cloud coverage and coarse resolution. Similarly, uncertainties in coarse resolution surface elevation data arise primarily from orientation errors, difficulty identifying surface properties, uneven climatic conditions, poor contrast in snow covered and shadow areas, and the inaccurate identification of corresponding features in the stereo models (Paul et al., 2016). We expect that the spectral, spatial and temporal data availability from satellite remote sensing will continue to improve in the coming years and decades, improving our ability to map and measure volume/mass change of all glaciers covering HMA, including debris-covered glaciers and small glaciers (<1 km²). These datasets will continue to provide unique opportunities to advance model calibration and how glacier evolution models account for important physical processes like glacier dynamics, surface feedback processes, and debris cover, which will greatly improve projections of glacier mass change and glacier runoff (Olson and Rupper, 2019; Johnson and Rupper, 2020; Rounce et al., 2021). Overall, the challenges include identifying and using remote sensing and reanalysis data, as well as models, to more accurately quantify glacier mass balance and radiative forcing changes over time. This includes estimating the evolution of glacier geometry and area in response to changes in climate, which requires models that couple glacier ice flow dynamics to glacier mass balance. Such models are under development, and will require validation of ice dynamic parameterizations to provide accurate estimates of future glacier conditions (Maussion et al., 2019; Eis et al., 2021).

**Groundwater**

Our findings support the need for improved representation of groundwater, including explicit unconfined and confined groundwater layers, as well as water management in models. While in alpine drainage basins it is expected that snow and ice meltwater inputs to groundwater will be high (Vincent et al., 2019), the challenge is to understand how groundwater changes in the downstream regions of the larger basins, i.e., those that rely on irrigation for human food supply, are affected by cryospheric changes. Increased access to existing well data would provide much needed ground validation data to validate and calibrate existing models.

**Total Water Budget**

An important next step in improving the ability of models to accurately predict total basin runoff is to increase their capacity to resolve sub-grid scale processes. These processes include orographic precipitation and terrain impacts on melt that often dictate hydrological variability on scales of hundreds of meters or less. GCMS have historically not included sub-grid scale mountain hydroclimate processes, and the field is currently moving toward improved inclusion of smaller scale processes within coarser global models, but there is still significant progress needed (Chaney et al., 2016). With increased high performance computing, future global climate models may approach km-to-10 km scale resolutions in the coming decade, which will address the challenges posed by a lack of high resolution forcing data. Advancements in dynamical and statistical downscaling will further advance our ability to downscale GCMS to resolutions requisite for hydrological modeling.

Additional improvements to basin hydrology estimates will be achieved by accounting for all components of the hydrological budget. These should include permafrost and its impact on groundwater flow and the role of lakes in modulating runoff from high alpine regions. It will also be important to fully account for anthropogenic forcing on groundwater abstraction rates. These integrated assessments should include more complete uncertainty assessments, especially for those approaches that assimilate a wide variety of complex datasets.

Better precipitation data and scenarios allow for advance planning of potential increases in the rate at which water enters the region. An increase in total precipitation will be in the context of decreasing snowfall and increasing rainfall, particularly in central and eastern HMA (Kapnick et al., 2014). This will pose new challenges for water management, removing snowpack as a natural reservoir for precipitation (and glacier recharge) and altering the timing of liquid water entering the rivers. Future work should focus on providing estimates of changes in timing...
and type (snow vs. rain) of precipitation, evapotranspiration, as well as total water amount, for water resource planning.

**IMPACTS OF HYDROLOGIC VARIABILITY ON WATER-FOOD-ENERGY SECURITY**

Water, food, and energy security are inextricably linked to each other and warrant an integrated assessment approach to understand the effect of actions in one part of the nexus on the others. As such, integration of economic activities and infrastructure into coupled climate-hydrology models is necessary to generate information that supports building resilience to climate change (Mishra et al., 2018). Vulnerability of sub-basins to climate-led changes in water availability and quality vary depending upon their endowments of crops and cropland area, land use type, livestock population, infrastructure (e.g., hydropower facilities), and human populations. Crop characteristics and agricultural practices vary across sub-basins depending on the agroecological region, irrigation facilities, and status of agricultural commercialization that determine the water use intensity of crops and efficiency. Similarly, the types and number of existing and pipeline hydropower facilities vary across the sub-basins. Given that the magnitude of impacts depends upon the unmet water demand for food, electricity, and biodiversity, an improved understanding of the water-food-energy nexus at the sub-basin scale is necessary to assess potential impacts of climate change on each sector. Such sub-basin scale analyses and results can be integrated/aggregated to regional and national scale to generate information that supports policies to foster water-food-energy security.

We developed an integrated assessment framework that used economic models and biophysical models, including the positive degree-day model, hydrologic model, run-of-river power system model, and fishery suitability index (Mishra et al., 2018). The framework was used for gaining insights into the impacts of changed river flow on hydropower and fisheries of the Trishuli River in the HMA region. The Trishuli River is a transboundary river that originates in the Tibetan Autonomous Region of China (at Kirong Tsangpo), flows into Nepal as Trishuli and Narayani Rivers, and into the Ganges River in India. In the Trishuli basin, the projected increase in river flow in the months of March and April due to increased snowmelt translated to a modest increase (by ∼4 GWh) in electricity generation as compared to baseline. However, the increased flow during June and July when the glacier melt is coupled with monsoon precipitation could not be used to increase additional hydropower due to the plant’s capacity constraint. The study also developed a framework for assessing intersectoral water allocation between hydropower and fisheries. Under both RCP 4.5 and RCP 8.5 scenarios, fishery suitability was projected to be >70%. The framework was applied for the run-of-the river type hydropower plant in Trishuli and does not represent the fishery suitability downstream of storage type power plant.

We used the same framework for comparing the impacts of climate change on two HMA river basins—Trishuli and Hunza Basins from Central Himalaya and Karakoram, respectively (Mishra et al., 2020). The study compared differences in estimated river flow over historic and future time using the WBM in sixteen scenarios (eight climate models and two emissions scenarios) for rivers upstream of hydropower plants in each sub-basin. The framework was used to assess the projected changes in hydropower generation at the Naltar IV hydropower plant, with an 18 MW capacity, located in Hunza, Karakoram, and the Trishuli hydropower plant, with a 19.6 MW capacity, in Trishuli, Central Himalaya. The study found that the estimated impact of climate change and temporal variability were higher for the Naltar plant than for the Trishuli plant.

**Grand Challenges in Systems Integration**

A primary challenge is that of integrating vulnerable cropland and the vulnerable sub-basins at high resolutions necessary to generate information that supports interventions to maintain food and energy security in the HMA region under a changing climate. Similarly, linking and integrating a number of models necessary for the quantification of climate impacts on food and energy nexus is challenging. Another challenge is associated with lack of data and a poor understanding of the spatio-temporal variability in vulnerable areas. There is a lack of high resolution (sub-basin scale) analyses on (i) vulnerable crops (varieties) and area under the crops; (ii) the magnitude of impacts on crop productivity and production associated with water deficits; and (iii) the impacts of reduced production on food security and livelihoods, necessary for identifying the climate vulnerable sub-basins in the HMA region. More work is needed to identify the vulnerable sub-basins based on projected changes in water supply, impacts on food production, and population. Such an information gap poses challenges in guiding mitigation measures against the potential climate change impacts on food security in the already food insecure HMA region. A lack of reliable monitoring and validation data is a major challenge to launch crop insurance products for insurance industries. Without the current scheme where the government is bearing a high cost to support both farmers and insurance industries to improve the viability of the insurance products, farmers will be more vulnerable to risks posed by climate on food production. Climate change will have differential impacts at various sub-basins of the Ganga and Indus Basins (Mishra et al., 2020); however, more work is required to identify the most vulnerable sub-basins to focus on in order to maintain food security under climate change scenarios in the region.

More research is needed to understand future impacts on hydropower production at the sub-basin scale with a combination of hydro-climatological changes (e.g., increasing glacier retreat, decreasing snowpack, decreasing rainfall) and changes in water demand for hydropower (number and size) as well as agricultural and biodiversity in each sub-basin. Ali et al. (2018) showed that increased hydropower production in India is possible under future climates due to increases in rainfall, but the temporal distribution of rain may change within a year, which can result in a shift in how reservoirs are managed. Increasing temperatures are predicted to increase irrigation, energy demand, and evapotranspiration of stored water in dams, leading to challenging tradeoffs between water use for energy vs.
downstream use for food production and biodiversity (Perrone and Hornberger, 2014; Zeng et al., 2017). Additional studies integrating cryosphere, hydrology and hydropower production modeling highlight the importance of coupling energy systems analyses with hydro-climatic projections (Beheshti et al., 2019; Bocchiola et al., 2020; Shirsat et al., 2021).

Even when the effects of climate change on the magnitude and variability of river flows can be predicted, it is extremely challenging to estimate the potential magnitude of climate induced changes in the production, abundance, and diversity of biological resources that could occur in Himalayan river basins. This difficulty arises from a paucity of historic data for examining relationships between flows and biological resources within the region and is compounded by the site-specific nature of the information needed to assess effects within specific river basins. In some cases, appropriate information can be obtained by examining data gathered or developed to prepare environmental impact assessments for planned developments such as hydropower facilities. For example, efforts to identify flow needs for maintaining fish populations or for protecting key fish habitats can be used to develop suitability requirements against which predicted changes in flow regimes can be evaluated.

**SUMMARY**

HMA faces overarching challenges to understand how climate change will impact the food-energy-water nexus (FEWN) and to identify water resource management plans that can mitigate pending risks. Climate-mediated changes in precipitation patterns, radiative forcing agents, and snow and glacier melt are expected to substantially alter the river flow in HMA at various spatial and temporal scales. The changes in seasonal and long-term hydrological conditions have far-reaching impacts annually and over the next century. HMA nations have challenges to maintain the ecosystem stock and flow of ecosystem services generated from the altered river flow that supports the FEWN security. Sustainability of the highly interconnected FEWN will be a fundamental and increasing challenge in a changing regional climate regime.

The HMA moves from highly glacierized high mountainous terrain to agriculturally dominated floodplains and oceanic drainage. The region supports over 50 million people within the Himalaya area and over 600 million people in the larger combined drainage basin. Therefore, HMA is a unique domain in terms of the complexity of its natural systems and incredible support and dependencies of the global population and larger environment. Traditional in-situ networks are hard to establish in the high elevation source watersheds, but are crucially important to validate models of snow- and glacial-melt as well as downstream hydrology. Such complexity gives rise to innovation, both in terms of how resources may be managed as well as how scientific research can proceed. The first and now second rounds of the NASA HiMAT project demonstrate the type of research innovation that could push for collaborative, integrated methods and thinking across and within disciplines (Arendt et al., 2020) with over 50 publications coming from integrated projects thus far. These innovations included the integration of remote sensing data with novel reanalysis and downscaling approaches that provided best estimates of precipitation and SWE despite the overall lack of ground observations. We also advanced our capacity to leverage remote sensing observations in improving the accuracy of land surface models, and in generating high resolution downscaled meteorological grids. Our high resolution glacier observations provided a regionally comprehensive map of glacier change that greatly improved our capacity to calibrate glacier models and generate more accurate estimates of future glacier changes. Advances in our understanding of the impacts of LAPs on snow and glacier melt also provided new ways for us to quantify the impacts of atmospheric pollution on the surface energy budget of the HMA.

The challenges in understanding the projected impacts of climate-led changes on FEWN in predominantly agriculture based HMA nations were also discussed. In HMA, baseline information on ecosystem services stock and flow associated with HMA Rivers is extremely limited. These rivers support clean water and sanitation (SDG 6), food production (SDG 2), and in tackling poverty (SDG 1) in the HMA region in the changing climate regime. There is a pressing need for generating high resolution information on the interaction between water supply and water demand under projected climate change and the associated uncertainty. Mishra et al. (2018, 2020) attempted to develop and demonstrate an integrated assessment framework for HMA. The IAA integrates high resolution climate model outputs in hydrologic models and couples them with changes in downstream ecosystem services such as hydropower and fish biology. The analytical complexity and rigor increases quickly when multiple components need to be integrated into the modeling framework such as various types of hydropower facilities (run-of-the-river, storage type etc.), irrigation infrastructures, various crops (irrigated and rain-fed), and water supply to cities and towns as well as fisheries. Such multidisciplinary analyses for each of the several hundred HMA sub-basins require high computational facilities. Addressing the challenges is daunting; however, without a research effort commensurate with the scale of the problem, the livelihood of the 1/4th of the world’s population residing in or downstream of the HMA region will be at increasing risk with changing climate.
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