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The method of choice to study one-dimensional strongly interacting many body quantum systems is based on matrix product states and operators. Such method allows to explore the most relevant, and numerically manageable, portion of an exponentially large space. It also allows to describe accurately correlations between distant parts of a system, an important ingredient to account for the context in machine learning tasks. Here we introduce a machine learning model in which matrix product operators are trained to implement sequence to sequence prediction, i.e., given a sequence at a time step, it allows one to predict the next sequence. We then apply our algorithm to cellular automata (for which we show exact analytical solutions in terms of matrix product operators), and to nonlinear coupled maps. We show advantages of the proposed algorithm when compared to conditional random fields and bidirectional long short-term memory neural network. To highlight the flexibility of the algorithm, we also show that it can readily perform classification tasks.

The last few years have witnessed a great shift of interest of society (individuals, industries and governmental organizations) towards machine learning and its wide range of applications ranging from images classification to translation and more.

In recent years we have also witnessed an increasing activity at the intersection between machine learning and quantum physics. This includes further studies on quantum machine learning [1–3], use of machine learning for materials study [4], glassy physics [5], for phases recognition [6–13] and to numerically study quantum systems [14–23]. To be noted are studies on physical analogies and reasons for effectiveness of machine learning [24–26].

Another research direction has been to apply tools developed in many body quantum physics to typical machine learning tasks. Recent examples are [27–29], where algorithms based on matrix product states (MPS), also known as tensor trains, were successfully used for supervised classification or unsupervised generative modelling. MPS based algorithms were also used for classification [30], as predictive modeling of stochastic processes [31], for language modeling [32] and compared to Boltzmann machines [33, 34]. Usefulness of tensor representations and matrix product states was also noted in [35].

In physics, MPS are used to represent wave-functions, probability distributions or density matrices as a product of tensors [36–40]. Building on the density matrix renormalization group [41], matrix product states are very successfully used in many body quantum physics to study ground or steady states and time evolution of Hamiltonian or dissipative systems [42–48]. As an extension, quantum mechanical operators are represented by matrix product operators (MPO), which are composed of tensors and map an MPS to another one. One important aspect of matrix product states is that they can allow to give an accurate description of correlations between distant parts of a system. This feature can be of great use for machine learning models in which the algorithm needs to be able to consider accurately the context.

In this work we implement a matrix product operator approach for sequence to sequence prediction. Based on a set of input and output vectors, we are going to train an MPO which can accurately reproduce the transformation from input to output vectors and which can be then used for vectors not used in the training. As exemplary applications we are going to train an MPO to predict the evolution of dynamical systems, in particular cellular automata and coupled maps. We will show that it is possible to train an MPO to predict exactly the evolution of cellular automata, as long as the matrix product operators are large enough. It is even possible to write analytically an MPO description for cellular automata which we discuss both in the main text and in the appendix. We will then show that the predictions of the trained MPO for the evolution of cellular automata can be perfect even in presence of a large portion of errors in the training data. We compare our MPO-based method to conditional random fields, CRF [49], and discuss the respective advantages of the two methods. Later we apply our algorithm to the prediction of the evolution of a nonlinear coupled map. Despite the lack of exact analytical solutions for the MPO, we show that it can be used to predict the evolution of such systems as well. When compared to a bidirectional long short-term memory (LSTM) neural network [50], which is a widely-used sequence prediction machine learning model, we show that the MPO algorithm gives accurate and comparable results for the problem analyzed.

To exemplify the generality of the algorithm, we also describe how to apply it to classification problems, using as an example the MNIST handwritten digits data set.
The algorithm aims to provide, given a sequence, another sequence from an exponentially large number of possible one. The output will thus be a function of the ”exact” one. We will try to provide an accurate approximation of the output sequence, and it will be used to choose the output sequence. One key ingredient in the proposed algorithm is to describe inputs and outputs, or their probability distribution, as MPS [37–40]. For example, the probability of a given sequence of integer numbers $\vec{\bar{\sigma}} = (\sigma_1, \sigma_2, \ldots, \sigma_L)$, i.e. $P(\vec{\bar{\sigma}})$, can be written as

$$P(\vec{\bar{\sigma}}) = \sum_{\sigma_0, \ldots, \sigma_L} W^{\sigma_1, \tau_1}_{a_0, b_1} W^{\sigma_2, \tau_2}_{a_1, a_2} \cdots W^{\sigma_L, \tau_L}_{a_{L-1}, a_L}$$

where $\sigma_i$ describe the local degrees of freedom, whose total number is $d$, and the $a_i$ are auxiliary degrees of freedom needed to take into account correlations between different elements of the sequence. The larger the number of the auxiliary local degrees of freedom $a_i$, also known as “bond dimension” $D$, the more accurate is the probability distribution. A single sequence $\vec{\sigma}$ can be written as an MPS with $D = 1$, also known as a product state. Since we rewrite inputs and outputs as MPS the natural object to train, which will then be able to map an input MPS to an output MPS, is an MPS $W^{\tau}_{\vec{\sigma}}$ where $\vec{\sigma}$ is a sequence of output integer numbers. The MPOs can be parameterized by a product of 4-dimensional tensors

$$W^{\tau}_{\vec{\sigma}} = \sum_{b_0, b_1, \ldots, b_L} W^{\sigma_1, \tau_1}_{b_0, b_1} W^{\sigma_2, \tau_2}_{b_1, b_2} \cdots W^{\sigma_L, \tau_L}_{b_{L-1}, b_L}$$

Here, the indices $b_i$ indicate an auxiliary dimension which we refer to as the MPS’s bond dimension $D_W$.

In the next sections we are going to describe how to convert a sequence (also of real numbers) to an MPS and then how to train an MPO.

### 1. From sequence to MPS

The first necessary step to train an MPO is to convert a sequence (input or output) to a MPS. The input and output sequences may belong to different spaces, for example an input sequence could be made of words, letters, real numbers or integers. Each of the above can be represented as a vector of finite size $d$ for the input, and $d'$ for the output (which can potentially be different). Each sequence is thus readily mapped to a list of vectors. For clarity of explanation, in the following we will consider the cases in which $x_{i,l}$ is an integer number or a real number between 0 and 1. A completely analogous discussion can be done for the output sequences with elements $y_{i,l}$. If $x_{i,l}$ is an integer number which spans over $d$ possible values, it is then mapped to a vector with all 0 entries except for one of them, corresponding to a particular $\sigma_i$, which is set equal to 1 (this representation is known as one-hot vector). This means that considering $x_{i,l} = 0$, 1 or 2, then $d = 3$ and for example, if $x_{i,l} = 1$ we get...
\[ \begin{aligned}
\varepsilon_1 &= (0, 1, 0). \quad \text{If } x_{i,l} \text{ is instead a real number between 0 and 1, it can be mapped, for example, to a vector with dimension 2 with elements } \left( \sqrt{1-x_{i,l}^2}, x_{i,l} \right). \\

\text{In this way, each input sequence } \tilde{x}_i \text{ can be mapped into a product MPS of physical dimension } d.
\end{aligned} \]

where all the auxiliary indices \( a_l = 1 \) (bond dimension \( D = 1 \)), and the \( i \) index in the tensors \( X^\sigma_{i,a_l,a_{l+1}} \) differentiate the \( i \)-th sequence from others. The index \( a_l \) signals which element of the \( d \) dimensional vector is being considered. As an example, for the case in which \( x_{i,l} \) is a real number between 0 and 1, each matrix product state \( X^\sigma_{i,a_l,a_{l+1}} \) is given by

\[ X^\sigma_{i,1,1} = \sqrt{1-x_{i,l}^2} \quad \text{and} \quad X^\sigma_{i,1,1} = x_{i,l}. \]  

Note that a similar mapping was done in [27].

Analogously, each output \( \tilde{y}_i \) can be mapped into a tensor product MPS

\[ \begin{aligned}
\tilde{y}_i \rightarrow Y^\tau_i = \sum_{c_0, \ldots, c_L} Y^\tau_{i,c_0,c_1} \cdot Y^\tau_{i,c_1,c_2} \cdots Y^\tau_{i,c_{L-1},c_L}
\end{aligned} \]

where the auxiliary indices \( c_l = 1 \), while the index \( \tau_l \) signals which element of the \( d \) dimensional local output vector is being considered.

As discussed earlier, multiplying an MPS by an MPO results in another MPS

\[ \begin{aligned}
\tilde{Y}^\tau_i = W^\tau_i \cdot X^\sigma_i = \sum_{c_0, \ldots, c_L} \tilde{Y}^\tau_{i,c_0,c_1} \cdots \tilde{Y}^\tau_{i,c_{L-1},c_L},
\end{aligned} \]

where \( \tilde{c}_l \) is a new auxiliary index given by \( \tilde{c}_l = (a_l, b_l) \) on each site \( l \), and where we have used

\[ \begin{aligned}
\tilde{Y}^\tau_{i,l-1,\tilde{c}_l} &= \sum_{\sigma_l} W_{\sigma_l} \cdot X \cdot \sigma_{i,l-1,a_l}.
\end{aligned} \]

2. Iterative minimization of the cost function

With the above notations, we can define a cost function \( C(W^\tau) \), which takes into account the distance between all the predicted and the exact output sequences. The cost function we use is

\[ C(W^\tau) = \sum_{i=1}^N \left( \tilde{Y}^\tau_i - Y^\tau_i \right) \left( \tilde{Y}^\tau_i - Y^\tau_i \right) + \alpha \text{ tr } \left( W^\tau_i \right), \]

where the last term with the coefficient \( \alpha \) regularizes the MPO.

To minimize the cost function, we use an iterative approach, similar to the MPS method used for ground state search for one-dimensional quantum many body problems [36]. The central idea is to turn a global minimization problem into many local minimization problems via an iterative procedure. To minimize the cost function we compute its derivative versus the local tensor \( W_{\sigma_l} \) of \( W^\tau \), and set it to zero

\[ \frac{\partial C(W^\tau)}{\partial W^\tau_{\sigma_l}} = 0. \]

The minimization procedure is done from site \( l = 1 \) to site \( l = L \) and back, and this procedure is commonly referred to, in many body quantum physics, as sweep. Since the cost function is quadratic, a linear solver can be used to compute the locally optimal tensor \( W^\sigma_{l+1,b_l} \). The sweeps are repeated until a maximum number \( k_{max} \) or until the cost function converges to a previously determined precision \( \epsilon_l \). The algorithm can be run with different bond dimensions \( D_W \) (the size of the auxiliary space) and with different training samples number \( M \) in order to reach more accurate sequence predictions.

B. Predictions

Once the MPO has been trained, it is possible to use it to make predictions. In order to do so, first the input sequence is converted into an input MPS. This MPS is then multiplied with the trained MPO, and this results in the output matrix product state \( Y^\tau_i \), see also Fig.1. It is then necessary to convert the output MPS into an output sequence, and this is done in two steps. First we approximate the output MPS with an MPS of bond dimension \( D = 1 \) (this can done iteratively by minimizing the distance between the output MPS and the approximated one [36]). Then, the MPS with bond dimension \( D = 1 \) is converted to a sequence by reversing the way in which, in precedence, a sequence \( \tilde{x}_i \) (or \( \tilde{y}_i \)) was converted into a \( D = 1 \) matrix product state \( X^\sigma_i \) (or \( Y^\tau_i \)). For example, when \( x_{i,l} \) is a real number between 0 and 1, then we set \( x_{i,l} = X^\sigma_{i,1,1} \); when \( x_{i,l} \) is integer, we set \( x_{i,l} = \sigma_l \) for the \( \sigma_l \) for which \( X^\sigma_{i,1,1} \) is largest.

II. APPLICATIONS

We are now going study how this algorithm can be used to predict the evolution of different systems. In general one can consider systems which are extended in space, evolve in time, and take different values at each different location and time. We will first concentrate on cellular automata, for which time, space and the possible values are all discrete. We will then consider coupled maps, for which, while time and space are discretized, the possible values that a function has at a certain time and location are continuous.
A. Cellular automata

Cellular automata are models in which time and space are discretized and when at each location and time, a function takes discrete values. The values of this function at later times are determined by the values at previous time in a neighbourhood of the site considered. Such models have been used in many fields from mathematics to physics, including computer science and biology [51]. In the models that we study here, we consider sequences of 0s and 1s. At first, to each input sequence we associate an output sequence using the following algorithm. A 0 at position \( l \) is converted to a 1, or vice versa, only if the digit at position \( l + j \) is a 0 [52]. This is a nonlinear problem because the evolution depends on the state of the system, moreover it is a long-range system because the evolution of a digit at site \( l \) depends on the digit at a distance \( j \). In the classification of elementary cellular automata, and for \( j = 1 \), this corresponds to rule 153. For \( j > 1 \) we will refer to this rule as long-range rule 153.

Steady states of cellular automata can be written exactly using matrix product states [53], however here we are interested in training an MPO that describes the evolution rule of a cellular automata. Such cellular automata rule can be exactly mapped to MPOs [54]. Hence this is an ideal example to test the functioning of the MPO algorithm. To show how to compute the exact MPO for cellular automata we take the, readily generalizable, example of \( j = 1 \) (see the Appendix B for the MPOs for rules 18 and 30). In this case, the exact evolution is given by an MPO with bond dimension \( D_W = 2 \). For sites \( l \) different from 1 and \( L \), the MPOs are

\[
W_{b_{l-1}, b_l}^{0,0} = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad W_{b_{l-1}, b_l}^{0,1} = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix},
\]

while for the first and last site they are respectively given by

\[
W_{b_0, b_1}^{0,0} = [0, 1], \quad W_{b_0, b_1}^{0,1} = [1, 0],
\]

\[
W_{b_{L-1}, b_L}^{1,1} = [0, 1], \quad W_{b_{L-1}, b_L}^{1,0} = [1, 0].
\]

In the following we test our code using an interaction range \( j = 3 \) for which, since the required MPO bond dimension increases as \( 2^j \), should be described exactly by MPOs with bond dimension \( D_W = 8 \) or above.

To train our MPO we use a set of \( M \) input random sequences and their corresponding output. An example of input and output sequences is depicted in Fig.2(t1,t2). Within the output sequences we use, with a probability \( \epsilon_r \), a wrong sequence also drawn randomly as the input. After having trained our MPO, we consider a set of \( N \) initial conditions (which can be different from the ones of the training set) and each one of them we evolve it for \( T \) iterations. Two examples of the exact time evolution of sequences are depicted each in one of the two panels (e1) and (e2) of Fig.2. The results for the evo-
olution predicted with our MPO algorithm are depicted in Fig.2(p1-p2), and show perfect agreement with the exact evolutions. In this case we had considered a system with $L = 40$ sites and evolved the initial conditions for $N = 40$ steps, while choosing $M = 5000$, $D_W = 8$, $\alpha = 0.001$, $k_{\text{max}} = 20$, $\varepsilon_i = 10^{-5}$ and $\varepsilon_r = 0$ to train the MPO. For this case, which is the long-range rule 153 with $j = 3$, the evolution is periodic with a relatively short period. It is however interesting to note that, even for evolutions with much longer periods, as for example rule 18 with fixed boundary conditions for a system with $L = 60$ sites, the evolution can be perfectly predicted while no periodic evolution has yet manifested. In fact, in Fig.2(a) we show an example of exact prediction of the evolution when using MPO bond dimension $D_W = 4$ (which is large enough, as shown in Appendix B, to provide an exact evolution of rule 18), and a number of training input-output pairs $M = 50000$.

We now study the accuracy of the algorithm as a function of the various parameters. We consider again an interaction length $j = 3$ and consider $N = 100$ initial conditions. In Fig.3(a) we show the fraction of wrong predictions versus time averaged over $N$ initial conditions and for different MPO bond dimensions $D_W$. The fraction of wrong predictions is given by

$$\varepsilon = \sum_{i,t} |y_{i,t}(t) - \tilde{y}_{i,t}(t)| / (L N)$$

(14)

where $y_{i,t}(t)$ and $\tilde{y}_{i,t}(t)$ are respectively the exact and the predicted output for initial condition $i$, position $t$, and time step $t$, where $i \in [1, N]$, $l \in [1, L]$ and $t \in [1, T]$. We observe that the error $\varepsilon$ decreases as the bond dimension increases, and, as expected, for MPO bond dimension $D_W \geq 8$ the error goes down to 0 at any time, clearly indicating that the evolution is predicted exactly. As we introduce noise in the training samples the accuracy of the prediction decreases, however, for this particular problem, the algorithm still predicts the correct evolution for error rates up to 20% (i.e. $\varepsilon_r = 0.2$) in the training set provided that the sample size is large enough. This is shown in Fig.3(b) where the continuous blue line is computed for $M = 3000$ training data, and $\varepsilon_r = 0.2$, while the red-dashed line is for $M = 7000$ and $\varepsilon_r = 0.4$. In the second case the sample size $M$ is large enough that the prediction is perfect despite the presence of errors. In Fig.3(b) we also show that a training data size of $M = 7000$, if the error in the training data is even larger, for instance $\varepsilon_r = 0.4$ as in the yellow dot-dashed line, the error in the evolution $\varepsilon$ increases.
1. Comparison to conditional random fields

The evolution of cellular automata can also be studied with conditional random fields (CRF) [49]. Such method aims to best approximate a conditional probability distribution based on a set of chosen features in the training set (see Appendix C for a more detailed description of this method). Such feature can be non-local, thus allowing to take into account long distance correlations (or contextuality), and for this reason the method is used, for example, for natural language processing. We find that while the evolution of elementary automata can also be exactly predicted using CRF for the sequence to sequence prediction, there are important differences between the CRF method and the MPO algorithm. For CRF to perform well, one needs to choose the correct features. For example, for the case of rule 153, one needs to use a bi-gram features based on the value of the local element of the sequence and the element just to its right. For the long-range rule 153, one should use bi-gram features based on the local element and the one at the particular distance $j$ of the exact evolution. For more general elementary rules, like rule 18 or rule 30, one needs to use a tri-gram with features based on the local element and the ones to its right and left. However, in general, it is difficult (or not possible), to have a priori knowledge of the features needed for the algorithm to work well.

The MPO based algorithm instead has the advantage that, provided the auxiliary dimension $D_W$ is large enough, it can figure which are the most relevant features, whether the element to the right, or to the left, or both, or at a certain, large, distance. This flexibility is what allows MPS and MPO based methods to be so successful in the field of many body quantum system, and in this case, to give perfect prediction with no apriori knowledge of the problem.

B. Coupled nonlinear maps

After having studied cellular automata, we now consider a coupled nonlinear map. In particular we study a nonlinear diffusive evolution with next-nearest neighbor coupling of a probability distribution, for which the sequences are made of real numbers between 0 and 1 whose sum is equal to 1. In this case, the mapping described in Eq.1 allows us to convert a certain probability distribution to an MPS of bond dimension $D = 1$. In this case, in juxtaposition with the previous study on cellular automata, we use periodic boundary conditions. The evolution is given by

$$P_{l,t+1} = P_{l,t}$$
$$+ g_1/2 [(P_{l-1,t})^{m_1} + (P_{l+1,t})^{m_1} - 2 (P_{l,t})^{m_1}]$$
$$+ g_2/2 [(P_{l-2,t})^{m_2} + (P_{l+2,t})^{m_2} - 2 (P_{l,t})^{m_2}]$$

where $t$ is a natural number which represent the time step. The other parameters of the evolution are $g_1$ and $g_2$ which are the diffusion rate to, respectively, the nearest and next nearest sites and $m_1$, $m_2$ are the exponents which make the diffusion nonlinear. For the evolution we use initial conditions for which $P_{l,t} \in [0,1]$ up to the times studied.

Similarly to the case of cellular automata, we train our MPO by choosing random input sequences and their corresponding output sequences. In Fig.4 we show, similarly to Fig.2, samples of input and output training data, panels (t1) and (t2), and the comparison between the predicted evolutions, panels (p1-$\beta_3$), and exact ones, panels (e1-$e_3$), for three different initial conditions (chosen between hundreds which are used for further calculations). The initial conditions we use are functions of the position with different number of peaks, each of different variance. This choice is very different from the training data (for which the input sequences were chosen randomly), and also it allows one to have a qualitative understanding of the dynamics. We have in fact chosen the initial conditions as $P_{l,t=1} = (1 + \cos(2\pi l/L))/(2\pi)$ where $\lambda$ is an integer number uniformly chosen between 1 and 5, $l_0$, chosen uniformly between all the site, is the position of a gaussian envelope of standard deviation $\sqrt{\nu}$ (a real number picked uniformly between 1 and 5) and $\Gamma$ is a normalization which ensures that the sum of all values at all the sites gives 1. The evolution of the three different initial conditions in Fig.2(p1-p2,e1-e3) shows a peculiar diffusive dynamics.

To gain more insight in the prediction we compute the average position $\langle l \rangle = \sum_l P_{l,t}l$, variance $\Delta_l = (\sum_l (l^2 P_{l,t}) - \langle l \rangle)$ and total probability $P_{t} = \sum_l P_{l,t}$. These quantities are depicted in Fig.5, respectively in panels (a), (b) and (c). In each panel the dotted black lines represent the exact result, the green dashed line the prediction for a bond dimension $D_W = 5$ and $\varepsilon_t = 10^{-5}$, the red dashed line for $D_W = 20$ and $\varepsilon_t = 10^{-5}$ while the blue continuous line for $D_W = 20$ and $\varepsilon_t = 10^{-7}$. We observe that the accuracy significantly increases as the bond dimension changes from $D_W = 5$ to $D_W = 20$ and the norm is better conserved for $\varepsilon_t = 10^{-7}$.

While in Fig.4,5 we observe that the dynamics is well predicted by the MPO algorithm, to be more quantitative, we compute the average error rate as a function of time for different bond dimensions $D_W$ (panel (a)) and for different number of training data $M$. The results are represented in the two panels of Fig.6. In Fig.6(a), the bond dimension varies between $D_W = 5$ (continuous blue line) to $D_W = 10$ (dashed red line) and $D_W = 20$ (dotted-dashed yellow line), while the size of the training set is kept to $M = 20000$. In Fig.6(b) instead, we keep the same bond dimension $D_W = 20$ and we vary the training data set size between $M = 5000$ (continuous blue line), $M = 10000$ (dashed red line) and $M = 20000$ (dotted-dashed yellow line). We observe that the error decreases when both $D_W$ and $M$ increase, and $\varepsilon$ can be as low as 5/1000.
1. Comparison to bidirectional LSTM neural networks

Long short-term memory cells are very useful building blocks for recurrent neural networks [50, 55]. Thanks to their ability of remembering and forgetting information passed to them, they allow to grasp relevant long-range correlations (see Appendix D for a more detailed description of this method). They are thus used for natural language processing, to classify, to predict time series and more. Here we consider a bidirectional network [56], in which information is passed from left to right and from right to left, with the use of LSTM cells (we will refer to this model as BiLSTM). The model is trained by minimizing the distance between the predicted and the exact output. The minimization procedure does not always lower this distance and thus a development set is needed. The role of this set is to check whether the minimization is improving the performance of the model and, in that case, store the current model parameters as the best ones. More precisely, the training is done in this way: We use one input-output pair at the time to train the model with Adam algorithm [57]. After doing this 10000 times, we test the current model parameters with the development set, and record the model parameters only if the performance on the development set is better than the previous ones. We iterate this procedure for 100 epochs (one epoch corresponds to using once the complete training data set). In our realization we have used 20000 training input-output pairs and another 20000 for the development set. We have used different combinations of the hyper-parameters hidden size of LSTM cells $d_{LSTM}$ (we considered $d_{LSTM} = 50$, 100 and 200), and batch size $d_B$ (we considered $d_B = 1, 10, 25$ and 50) and picked those which performed best on the development set ($d_{LSTM} = 100$ and $d_B = 1$). More details can be found in the SI. For the optimization Adam algorithm we use a learning rate $l_R = 0.001$. The performance of the BiLSTM model (red-dashed line) and the MPO algorithm (blue continuous line) are compared in Fig.6(d), where the error $\varepsilon$ is plotted against time. We note that in these realizations, in which the total number of parameters is comparable in the two models, the performance of the MPO algorithm improve on those of the BiLSTM.

![FIG. 5: (a) Average position $l(t)$, (b) standard deviation $\Delta_l$ and (c) total probability $P_t$ versus time for $D_W = 5$ and $\varepsilon_t = 10^{-5}$, green dashed line, $D_W = 20$ and $\varepsilon_t = 10^{-5}$, red dot-dashed line, and $D_W = 20$ and $\varepsilon_t = 10^{-7}$, blue continuous line. The exact solutions are represented by the black dotted lines. Other parameters are $N = 100$, $M = 20000$, $k_{max} = 20$ and $\alpha = 0.001$.](image)

![FIG. 6: Average error $\varepsilon$ between exact and predicted evolution, computed using Eq.(14), versus time for different bond dimensions $D$ (a), for different number of training data $M$ (b), or for different regularization constants $\alpha$ (c). In (a) $M = 20000$ and $\alpha = 0.001$ while $D_W = 5$, 10 or 20 respectively for the blue continuous line, red dashed line and yellow dot-dashed line. In (b) $D_W = 20$ and $\alpha = 0.001$ while $M = 5000$, 10000 or 20000 respectively for the blue continuous line, red dashed line and yellow dot-dashed line. In (c) $D_W = 20$ and $M = 20000$ while $\alpha = 0.1$, 0.001, $10^{-5}$ or $10^{-7}$ respectively for the blue continuous line, red dashed line, yellow dot-dashed line and purple dotted line. Other parameters are $N = 100$, $k_{max} = 20$ and $\varepsilon_t = 10^{-7}$. (d) Comparison with BiLSTM model. Red dashed curve is the error for the BiLSTM model while blue continuous curve is for the MPO algorithm with $D_W = 20$, $\alpha = 0.001$, $N = 100$, $k_{max} = 20$ and $\varepsilon_t = 10^{-7}$. Both algorithms have been trained with $M = 20000$ samples and we have used $N = 100$ initial conditions. For the BiLSTM model we have used a batch size $d_B = 1$, hidden size of LSTM cell $d_{LSTM} = 100$ and learning rate $l_R = 0.001$.](image)
C. Classification

It has been previously shown that algorithms based on MPS can be useful for classification tasks [27, 29, 30]. It is straightforward to show that the MPO algorithm can also be used for such purpose. In order to explain how to do so effectively, we consider a well known example which is that of categorizing pictures of handwritten digits from the MNIST data set. In this problem, handwritten digits from 0 to 9 are converted in gray scale pictures with 28 \times 28 pixels, and the data set is composed of 60000 training images and 10000 validation images (development set), each associated to one of the ten possible digits. In order to threat this problem we convert each gray scale figure to a sequence of real numbers between 0 and 1 by evaluating how dark each pixel is. Note that this portion of the treatment of the problem is completely analogous to [27]. From these input sequences we generate input MPSs which will be used for the training of the MPO. The output is instead composed of only ten possible digits, while our algorithm can return one of the \( d^L \) possible sequences, where \( d = 2 \). We then write each possible output as a one hot vector of size \( L \) with the care that the element of the vector which is equal to 1 is in positions of the vector which span, more or less evenly, between the first and the last site [58, 59]. By doing so, we have ten possible different vector output, which we can readily write as bond dimension \( D = 1 \) MPS, as in the previous example for cellular automata. We shall stress that in this problem the input sequence is composed of a real numbers while the output is made of integer numbers. This exemplifies that the different nature of the input and output sequences is not an obstacle to the functioning of the algorithm.

We then use the MNIST training data set (60000 images) and the development set (10000 images) [60]. We find that by using a bond dimension \( D = 10 \) we obtain 93.9\% accuracy on the training data set and 94.0\% on the development set. For \( D = 20 \) the results improve to 97.6\% accuracy for the training data set and 97.2\% accuracy in the testing. In both cases we have used regularization coefficient \( \alpha = 0.001 \) and maximum number of sweeps \( k_{\text{max}} = 10 \). These results are comparable to [27].

III. CONCLUSIONS

We have presented an algorithm based on matrix product operators, MPOs, for sequence to sequence prediction. In this work we have presented the main algorithm and, to show its versatility and effectiveness, we have applied it to various examples ranging from evolution of cellular automata, nonlinear coupled maps and also for classification.

Two important aspects of using MPOs, and hence MPS for learning should be stressed now. First, the code can accept input and output sequences which are probabilistic. In this case, the input and output probabilities are each converted to matrix product states with a bond dimension typically larger than 1. These input and output matrix product states can then be readily used to train the MPO. The other noteworthy aspect, which should be further investigated, is that the algorithm does not return a mere output sequence, but a matrix product state which is then converted to an output sequence. Such matrix product state contains information on the building up of correlations during the evolution and it can thus be used to learn more about the system.

Our comparison of the MPO algorithm with CRF shows that the MPO algorithm does not require a-priori knowledge about the relevant features which are important to describe the conditional probabilities, but that it is able to find them or approximate them at best, within the limitation of the size of the matrices used. For the tasks studied the predictions of the MPO algorithm where comparable in accuracy to bidirection LSTM model, however the MPO algorithm was faster. Furthermore, the speed of the current version of the MPO algorithm can be significantly boosted.

In the future we aim to extend and apply such algorithm to problems related to natural language processing, as these problems are inherently one dimensional, a situation for which matrix product states and operators algorithms perform at their best.

Various improvements are required such as allowing for the study of sequences of unknown lengths or for which the length of the input is different from that of the output. Fundamental questions regarding the effectiveness of training an MPO depending on the underlying dynamics also need to be addressed. These will be the subjects of follow-up works.
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Appendix A: Iterative minimization

Here we describe in more detail how we use Eq.(10) to compute the optimal $W_{b_{i-1},b_i}$'. As commonly done in many MPS algorithms for quantum mechanical systems, it is convenient to group the product of the tensors in various parts as depicted in Fig. A1. From the simple derivative in Eq.(10), the tensor $W_{b_{i-1},b_i}^\sigma_{i,i_k}$ will be the result of the linear equation

$$\sum_{b_{i-1},b_i} \left( F_{b_{i-1},b_i} \delta_{i_i,i_{k+1}} + \alpha C_{b_{i-1},b_i} D_{b_{i-1},b_i} \right) W_{b_{i-1},b_i}^\sigma_{i,i_k} = U_{b_{i-1},b_i}^\sigma_{i,i_k}.$$  \hspace{1cm} (A1)

This equation is described graphically in Fig. A1(a) where the elementary tensors $W_{b_{i-1},b_i}^\sigma_{i,i_k}$ and $Y_{i_{k+1},i_{k+2}}$ are described in Fig. A1(b) and where the dotted line is used to indicate the trace operation. The tensor $F_{b_{i-1},b_i}^\sigma_{i_i,i_{k+1}}$ is composed of the product of tensors to the left and to the right of the site of interest

$$F_{b_{i-1},b_i}^\sigma_{i_i,i_{k+1}} = \sum_{i_{i_{k+1}},i_{k+2}} A_{i,a_{i+1},b_{i+1},i_{k+1},i_{k+2}} \times B_{i,a_{i+1},b_{i+1},i_{k+1}} X_{i_{k+1}}^\sigma_{i_{k+1}}$$  \hspace{1cm} (A2)

with

$$A_{i,a_{i+1},b_{i+1},i_{k+1},i_{k+2}} = \sum_{a_{i+1},b_{i+2},k} \prod_{\sigma_{i_{k+1}},\sigma_{i_{k+2}}} \left( W_{b_{i+1},b_{i+2}}^{\sigma_{i_{k+1}}} \sigma_{i_{k+2}} X_{i_{k+1}}^{\sigma_{i_{k+1}}} \sigma_{i_{k+2}} \right)$$  \hspace{1cm} (A3)

and

$$B_{i,a_{i+1},b_{i+1},i_{k+1}} = \sum_{a_{i+1},b_{i+2},k} \prod_{\sigma_{i_{k+1}},\sigma_{i_{k+2}}} \left( W_{b_{i+1},b_{i+2}}^{\sigma_{i_{k+1}}} \sigma_{i_{k+2}} X_{i_{k+1}}^{\sigma_{i_{k+1}}} \sigma_{i_{k+2}} \right)$$  \hspace{1cm} (A4)

and where $A_{i,a_{i+1},b_{i+1},i_{k+1},i_{k+2}} = A_{i,a_{i+1},b_{i+1},i_{k+1},i_{k+2}} = 1$. These tensors are depicted in Fig. A1(c). Note also that here and in the following, the sum over the tensor indices are done only if the same index label appears in two different tensors. From the graphical representation of our equations in Fig. A1, this would mean that the sum is done over the indices for lines joining different tensors. For Eq.(A1) we also need to compute the tensors $C$, $D$, and $U$. Tensor $U$ is given by

$$U_{b_{i-1},b_i}^\sigma_{i_i,i_{k+1}} = \sum_{i_{i_{k+1}},i_{k+2}} L_{i,a_{i+1},b_{i+1},i_{k+1},i_{k+2}} R_{i,a_{i+1},b_{i+1},i_{k+1},i_{k+2}} X_{i_{k+1}}^\sigma_{i_{k+1}} Y_{i_{k+1},i_{k+2}}^{\tau_{i_{k+1}},\tau_{i_{k+2}}}$$  \hspace{1cm} (A5)

where

$$L_{i,a_{i+1},b_{i+1},i_{k+1},i_{k+2}} = \sum_{a_{i+1},b_{i+1},k} \prod_{\sigma_{i_{k+1}},\sigma_{i_{k+2}}} \left( W_{b_{i+1},b_{i+2}}^{\sigma_{i_{k+1}}} \sigma_{i_{k+2}} X_{i_{k+1}}^{\sigma_{i_{k+1}}} \sigma_{i_{k+2}} Y_{i_{k+1},i_{k+2}}^{\tau_{i_{k+1}},\tau_{i_{k+2}}} \right)$$  \hspace{1cm} (A6)

and

$$R_{i,a_{i+1},b_{i+1},i_{k+1},i_{k+2}} = \sum_{a_{k+1},b_{k+2},k} \prod_{\sigma_{i_{k+1}},\sigma_{i_{k+2}}} \left( W_{b_{k+1},b_{k+2}}^{\sigma_{i_{k+1}}} \sigma_{i_{k+2}} X_{i_{k+1}}^{\sigma_{i_{k+1}}} \sigma_{i_{k+2}} Y_{i_{k+1},i_{k+2}}^{\tau_{i_{k+1}},\tau_{i_{k+2}}} \right).$$  \hspace{1cm} (A7)

The $U$ tensor is depicted in the right-hand side of the equation in Fig. A1(a). $C$ and $D$, are instead given by

$$C_{b_{i-1},b_i} = \sum_{b_{i-1},b_i} \prod_{\sigma_{i_{k+1}},\sigma_{i_{k+2}}} \left( W_{b_{i-1},b_i}^{\sigma_{i_{k+1}}} \sigma_{i_{k+2}} X_{i_{k+1}}^{\sigma_{i_{k+1}}} \sigma_{i_{k+2}} Y_{i_{k+1},i_{k+2}}^{\tau_{i_{k+1}},\tau_{i_{k+2}}} \right).$$  \hspace{1cm} (A8)

and

$$D_{b_{i-1},b_i} = \sum_{b_{i-1},b_i} \prod_{\sigma_{i_{k+1}},\sigma_{i_{k+2}}} \left( W_{b_{i-1},b_i}^{\sigma_{i_{k+1}}} \sigma_{i_{k+2}} X_{i_{k+1}}^{\sigma_{i_{k+1}}} \sigma_{i_{k+2}} Y_{i_{k+1},i_{k+2}}^{\tau_{i_{k+1}},\tau_{i_{k+2}}} \right).$$  \hspace{1cm} (A9)

Computing the products of the tensors in such groupings allows to speed up the calculations of the multiplications of tensors by growing iteratively these block of tensors. Note also that the number of tensors required for these calculations scales linearly with the number of training data $N$. The memory requirements can be mitigated by computing the products when needed.

Appendix B: Example of matrix product operator rewriting of cellular automata evolution

The cellular automata considered in the main text, rule 153, is such that the value at one site at the next iteration only depends on a site to its right and it is independent from those to the left. For this reason the evolution can be exactly described by a matrix product operator of bond dimension $D = 2$. However, in general, the 256 rules of cellular automata by Wolfram [51], can be exactly described by an MPO of bond dimension $D = 4$. We here describe two examples, rules 18 and 30. Rule 18 is also used in the main text as, also for fixed boundary conditions, can produce evolutions with long periods. Rule 30 instead is chaotic, but not within fix boundary conditions considered here, and hence, with such boundary conditions the evolution becomes regular in a short time (periodic boundary conditions can be also considered with MPOs but in this case the bond dimension $D_W$ could be the square of the fix boundaries condition case).

Since for both cases, rule 18 and rule 30, the maximum needed bond dimension is $D = 4$, there will be 5 types of tensors. Those on the first or last site, those on

...
FIG. A1: (a) Graphical representation of the linear equation (A1) in which every tensor is a structure with a different number of ‘legs’ depending on the number of tensor indices (for lighter notation we have removed the indices $l$, $\sigma_i$, and $\tau_i$). The vertical lines correspond to physical indices (like $\sigma_i$ or $\tau_i$) while the horizontal lines to auxiliary indices (like $a_i$, $b_i$, or $c_i$). Joined legs are summed over. In panel (b) we show the elementary tensors $W_{b_{i-1},b_i}^\sigma$, $X_i^{\sigma_i \alpha_{i-1},a_i}$, and $Y_i^{\tau_i \alpha_{i-1},c_i}$ while in panel (c) we show the graphical representation of intermediate tensors which are computed to evaluate more efficiently Eq.(A1).

second and second last site and the other tensors in the middle of the chain. For rule 30 we have, for the first site

$$W^0_{b_0,b_1} = \begin{bmatrix} 1 & 0 \end{bmatrix}, \quad W^1_{b_0,b_1} = \begin{bmatrix} 0 & 1 \end{bmatrix},$$

for the second site,

$$W^0_{b_1,b_2} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix}, \quad W^1_{b_1,b_2} = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{bmatrix},$$

for the intermediate sites

$$W^0_{b_{i-1},b_i} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad W^1_{b_{i-1},b_i} = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{bmatrix},$$

for the before last site

$$W^0_{b_{L-2},b_{L-1}} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 0 & 0 \\ 0 & 0 \end{bmatrix}, \quad W^1_{b_{L-2},b_{L-1}} = \begin{bmatrix} 0 & 1 \\ 1 & 0 \\ 0 & 0 \\ 0 & 0 \end{bmatrix},$$

and for the last site

$$W^0_{b_{L-1},b_L} = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \quad W^1_{b_{L-1},b_L} = \begin{bmatrix} 0 \\ 1 \\ 0 \\ 0 \end{bmatrix}.$$
Appendix C: Conditional random fields

Conditional random fields (CRF) [49] is a popular model for structured prediction and has been widely used in natural language processing tasks such as part-of-speech (POS) tagging and named entity recognition [A1]. Given an input sequence \( \mathbf{x} = (x_1, x_2, \cdots, x_L) \), where \( L \) is the number of elements, the probability of predicting a possible output sequence \( \mathbf{y} = (y_1, y_2, \cdots, y_L) \) is defined as

\[
p(\mathbf{y} | \mathbf{x}) = \frac{\exp(\mathbf{w}^T \mathbf{f}(\mathbf{x}, \mathbf{y}))}{Z(\mathbf{x})} \quad (C1)
\]

\[
Z(\mathbf{x}) = \sum_{\mathbf{y}} \exp(\mathbf{w}^T \mathbf{f}(\mathbf{x}, \mathbf{y})) \quad (C2)
\]

where \( \mathbf{f}(\mathbf{x}, \mathbf{y}) \) is the feature vector (carefully chosen by the user depending on the problem), \( \mathbf{w} \) is the weight vector consisting of parameters for the features, and \( Z(\mathbf{x}) \) is the partition function used for normalization. \( \mathbf{T} \) stands for transpose of a matrix/vector. The number of parameters is the number of features, which is the size of the feature vector. We aim to minimize the negative log-likelihood with \( L_2 \) regularization

\[
\mathcal{L}(\mathbf{w}) = -\sum_i \log p(\mathbf{y}_i | \mathbf{x}_i) + \lambda \mathbf{w}^T \mathbf{w} \quad (C3)
\]

where \( (\mathbf{x}_i, \mathbf{y}_i) \) is the \( i \)-th training instance and \( \lambda \) is the \( L_2 \) regularization coefficient. Since the objective function is convex, we can make use of the L-BFGS [A2] algorithm to optimize it. The gradient with respect to each parameter \( \mathbf{w}_k \) is calculated by setting

\[
\frac{\partial \mathcal{L}}{\partial \mathbf{w}_k} = 0 \quad (C4)
\]

Appendix D: Bidirectional long short-term memory network (LSTM)

Recurrent neural networks (RNNs) are a family of neural networks for sequence-to-sequence task. Different from CRF, it takes a sequence of vectors \( \mathbf{X}_i = (\mathbf{x}_{i,1}, \mathbf{x}_{i,2}, \cdots, \mathbf{x}_{i,L}) \) as input and return a sequence of hidden output vectors \( \mathbf{H} = (\mathbf{h}_{i,1}, \mathbf{h}_{i,2}, \cdots, \mathbf{h}_{i,L}) \). In the case discussed in Sec. II.B of the main paper, a sequence \( \mathbf{x}_i \) becomes a sequence of vectors \( \mathbf{X}_i = \left( \left( x_{i,1}, \sqrt{1 - x_{i,1}^2} \right), \cdots, \left( x_{i,L}, \sqrt{1 - x_{i,L}^2} \right) \right) \). Theoretically, traditional RNNs can learn long dependencies as the output at each position depends on information from previous positions, although an effective implementation may be difficult [A3]. Long short-term memory networks [50] are designed to provide an effective solution by using a memory-cell and they have been shown to capture long-range dependencies. Several gates are used to control the proportion of the information sent to the memory cell and proportion of information to forget. Specifically, for a one directional LSTM cell we use the implementation

\[
\mathbf{i}_{i,l} = \sigma \left( \mathbf{W}_{xi} \mathbf{x}_{i,l} + \mathbf{b}_x + \mathbf{W}_{hi} \mathbf{h}_{i,l-1} + \mathbf{b}_h \right) \quad (D1)
\]

\[
\mathbf{f}_{i,l} = \sigma \left( \mathbf{W}_{xf} \mathbf{x}_{i,l} + \mathbf{b}_x + \mathbf{W}_{hf} \mathbf{h}_{i,l-1} + \mathbf{b}_h \right) \quad (D2)
\]

\[
\mathbf{g}_{i,l} = \tanh \left( \mathbf{W}_{xg} \mathbf{x}_{i,l} + \mathbf{b}_x + \mathbf{W}_{hg} \mathbf{h}_{i,l-1} + \mathbf{b}_h \right) \quad (D3)
\]

\[
\mathbf{o}_{i,l} = \sigma \left( \mathbf{W}_{xo} \mathbf{x}_{i,l} + \mathbf{b}_x + \mathbf{W}_{ho} \mathbf{h}_{i,l-1} + \mathbf{b}_o \right) \quad (D4)
\]

\[
\mathbf{c}_{i,l} = \mathbf{i}_{i,l} \odot \mathbf{c}_{i,l-1} + \mathbf{f}_{i,l} \odot \mathbf{g}_{i,l} \quad (D5)
\]

\[
\mathbf{h}_{i,l} = \mathbf{o}_{i,l} \odot \tanh(\mathbf{c}_{i,l}) \quad (D6)
\]

where \( \sigma \) is the element-wise sigmoid function and \( \odot \) is the element-wise product. Each \( \mathbf{W} \) matrix represents the parameters of the LSTM. The \( \mathbf{W}_{xa} \) are matrices with an hidden size \( d_{LSTM} \) number of rows and two columns, the \( \mathbf{W}_{xa} \) have \( d_{LSTM} \) rows and columns. The \( \mathbf{b}_{xa} \) and \( \mathbf{b}_{xa} \) are matrices with \( d_{LSTM} \) rows and \( d_B \) columns. Here the “a” can be one of the labels i, f, g or o. \( \mathbf{i}_{i,l}, \mathbf{f}_{i,l}, \mathbf{g}_{i,l} \) and \( \mathbf{o}_{i,l} \) are, respectively, the input, forget, cell and output gates at position \( l \).

However, in order to capture better the correlations both to the right and to the left of a certain position \( l \), we use a bidirectional LSTM [56], with forward and backward LSTM pairs of cells as shown in Fig. A2.

The representation of a specific position \( l \) is given by the concatenation of the forward and backward LSTM, respectively each providing hidden output vectors \( \mathbf{h}_{i,l} \) and \( \mathbf{h}_{i,l} \), to give the overall forward-backward hidden output vector \( \mathbf{h}_{i,l}^{fb} = [\mathbf{h}_{i,l}^{f}, \mathbf{h}_{i,l}^{b}] \).

In order to obtain a scalar at each time step, we use a final non-linear layer (multi-layer perceptron MLP) to map the hidden vector to a scalar value at each position.
\[
\bar{y}_{i,l} = \sigma \left( \vec{u}_{hy}^T \vec{u}_{i,l}^{fh} + b_{hy} \right). \quad \text{(D7)}
\]

Once the sequence of $\bar{y}_{i,l}$ is generated, the optimization of the model parameters is achieved by minimizing the error between predicted $\bar{y}_i$ and exact sequences $\bar{y}_i$.

---
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