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Abstract This study evaluated the forecast performance of neural network (NN)-based radiation emulators with 300 to 56 neurons developed under the cloud-resolving simulation. These emulators are 20–100 times faster than the original parameterization and express evolutionary features well for 6 h. The results suggest that the frequent use of an NN emulator can improve not only computational speed but also forecasting accuracy in comparison to the infrequent use of original radiation parameterization, which is commonly used for speedup but can induce numerical instability as a result of imbalance with other processes. The forecast error of the emulator results was much improved in comparison with that for infrequent radiation runs with similar computational cost. The 56-neuron emulator results were even more accurate than the infrequent runs, which had a computational cost five times higher. The speed and accuracy advantages of radiation emulators can be utilized for weather forecasting.

1. Introduction

Since radiation is a fundamental energy source that drives weather and climate systems, an appropriate representation of radiative processes plays an important role in weather and climate prediction. The direct approach using a line-by-line radiative model (e.g., Clough et al., 1992, 2005), can compute radiation processes precisely but is prohibitively expensive. To address the computational cost, numerical weather/climate prediction models that employ approximate radiation parameterization (e.g., Baek, 2017; Gu et al., 2011; Iacono et al., 2008) have been developed and heuristically turned to the line-by-line model. Radiation parameterization is still computationally expensive, compared to other schemes, because of the complexity of the underlying physical system. To circumvent the computational cost, radiation parameterizations have been computed less often than the time step of the weather prediction model. However, this approach can lead to significant errors in accumulated discrepancies in interaction with other dynamic/physical processes over time (Pauluis & Emanuel, 2004; Pincus & Stevens, 2013; Xu & Randall, 1995).

The necessity of a trade-off between speed and accuracy in radiation calculations has resulted in the search for alternative approaches, such as a data-driven radiation emulator based on neural networks (NNs), which achieves considerable improvement in speed with reasonable accuracy. Chevallier et al. (1998, 2000) first attempted NN-based longwave (LW) radiation emulation for the European Centre for Medium-Range Weather Forecasts (ECMWF) models. The NN-based LW/shortwave (SW) emulators have been also developed for the Community Atmosphere Model (CAM), the Climate Forecast System (CFS), and the Super-Parameterized Energy Exascale Earth System Model (SP-E3SM) in various studies (Belochitski et al., 2011; Boukabara et al., 2019; Krasnopolsky et al., 2005; Krasnopolsky & Fox-Rabinovitz, 2006; Krasnopolsky, Fox-Rabinovitz, & Belochitski, 2008; Krasnopolsky, Fox-Rabinovitz, Tolman et al., 2008; Krasnopolsky et al., 2010; Pal et al., 2019). Krasnopolsky et al. (2010) presented impressive results for an emulator for the Rapid Radiative Transfer Model for General Circulation Models (RRTMG; Clough et al., 2005;
Iacono et al., 2008), which improved computational speed by 16–60 times in comparison to the original scheme, while preserving long-term (17-yr) stability. In Belochitski et al. (2011), the NN-based radiation emulator provided better performance than the emulators based on the Classification and Regression Tree (CART). Recently, Pal et al. (2019) achieved a tenfold speed improvement and 90–95% accuracy using a deep neural network (DNN), indicating a greater computational burden in DNN. Similarly, various emulators have been developed for idealized frameworks (e.g., Brenowitz & Bretherton, 2018; Krasnopolsky et al., 2013; Rasp et al., 2018) as well as for convection (Gentine et al., 2018), the planetary boundary layer (Wang et al., 2019), and dynamics (Scher, 2018). While the various types of advanced deep-learning techniques that have been recently applied to the postprocessing of weather/climate models, the emulation studies of dynamical/physical processes within the numerical models have remained relatively common techniques regarding the difficulty of application in the numerical model.

Previous radiation emulators were applied to climate simulations at coarse temporal (1–3 hr) and horizontal (100–300 km) resolutions. Although Pal et al. (2019) tried to develop the radiation emulator under the super-parameterized cloud simulation, they applied the results to 1° horizontal resolution. The evaluation of radiation emulator under the cloud-resolving scale (i.e., less than a few km) is essential to be applied to weather forecasting models. However, because the infrequent use of radiation scheme with a substantial speedup is often for rapid forecasting in mesoscale weather prediction models, the radiation emulator is meaningful in weather forecasting when it gives benefits both in speedup and accuracy in comparison to the conventional infrequent radiation runs.

Therefore, this study sought to evaluate the accuracy improvement achieved with a frequently used radiation emulator in comparison to the infrequent original scheme with similar computational cost under the idealized cloud-resolving framework. This evaluation approach is strongly recommended for the future development of radiation emulators. To achieve this goal, we developed an NN-based emulator for radiation parameterization for use with the Korea Local Analysis and Prediction System (KLAPS; Kim et al., 2002), which is an operational short-range weather forecast model used by the Korea Meteorological Administration (KMA). Although this study only involved evaluations in an ideal environment, it is expected that the application of the proposed method to actual weather forecasting will yield many advantages in terms of speedup and accuracy.

2. Training Data and Methods

A two-dimensional idealized squall line simulation was performed with KLAPS, which is based on the Advanced Research Weather Research and Forecasting (WRF-ARW) model (Skamarock et al., 2019). This is a popular cloud simulation for development of microphysics schemes, as well as for understanding cloud-precipitation processes (e.g., Bea et al., 2019; Lim & Hong, 2010; Song et al., 2017). In this experiment, we considered the RRTMG-K radiation (Baek, 2017) and WRF Double Moment 7-Class (WDM7) microphysics (Bea et al., 2019) schemes, which are available in WRF Version 4.1. The RRTMG-K scheme, a two-stream correlated-k approach, optimizes a Monte Carlo independent column approximation and calculates radiative fluxes and heating rates over the LW with 140 g points for 16 bands (within 820–50,000 cm⁻¹) and SW with 112 g points for 14 bands (within 10–3,000 cm⁻¹). The control run was integrated at every model/radiation time step, every 3 s, on 201 horizontal grids (at 0.25-km intervals) and 39 vertical layers (up to 50 hPa) for 6-hr periods (from noon to sunset), which is equivalent to half of a daytime solar cycle. Note that 6 hr is an important regime in the KMA operational short-range forecast system based on the KLAPS and extrapolation of radar observations. The RRTMG-K scheme is responsible for 86.47% of the total computational cost (5,572 s for 6-hr simulation) in the current simulation.

The training sets used to develop the NN emulator were random samples of 20% of the whole data set from the control run (271,360 cases). Although part of the control run included the training sets, this study focused on a limited framework for cloud simulation rather than developing a general NN emulator. For the random sampling, we tried to extract somewhat homogenous distributions for cloud fraction and forecast time, since samplings biased on clear or cloudy cloud conditions or at a specific time cause low accuracy. The NN-emulator inputs for RRTMG-K (196) are as follows: vertical pressure, temperature, water vapor, ozone, cloud fraction, surface temperature, solar constant (G), cosine solar zenith angle (cosθ), and forecast time (i.e., accumulated time steps). Here, the forecast time was considered as an input variable to alleviate the
error accumulation over the prognostic time. The microphysics variables (cloud liquid/ice/snow effective radius and water path) were excluded from the input data to improve the computational speed and prognostic stability (or implicitly considered), although coupling between radiation and microphysics schemes was inherently allowed (Bea et al., 2016; Bea & Park, 2019). The outputs (86) consist of heating rate profiles and fluxes for LW and SW (Table S1 in the supporting information). For the LW fluxes, there were total-/clear-sky upward fluxes at the top of the atmosphere (TOA) and the surface, respectively, and total-/clear-sky downward fluxes at the surface. Total-sky upward SW fluxes at the TOA and surface were also considered. However, the total-/clear-sky downward SW fluxes at the TOA were directly expressed by $G \times \cos \theta$, and clear-sky upward SW fluxes at the TOA and surface were expressed by linear regressions with respect to $G \times \cos \theta$ because of their strong dependency on the solar cycle. The total-/clear-sky downward SW fluxes at the surface were replaced by total-/clear-sky upward SW fluxes divided by a constant surface albedo (0.2). In addition to surface albedo and emissivity, these replaced flux components should be included in real-case training in the future. Additional redundant constant variables (e.g., trace gases and aerosols) were excluded to avoid additional noise.

The single-layer NN software described by Krasnopolsky (2014) was used in this study to develop the RRTMG-K emulator. For any given inputs, the NN emulator provides approximated outputs without the use of the complex processes in the original parameterization. The approximating function (Equation 1) and related coefficients are learned from the training sets.

$$ Y_q = B_{2q} + \sum_{i=1}^{k} W_{2qi} \cdot \tanh(B_{1i} + \sum_{j=1}^{m} W_{1ji} \cdot X_j) \cdot q = 1, 2, ..., m. \quad (1) $$

Here, $n$ and $m$ indicate the number of inputs and outputs; $X_i$ and $Y_q$ denote the input and output vectors; $W_1$ and $W_2$ are the matrices of the weights from input to hidden layers $[n, k]$ and from hidden to output layers $[k, m]$, respectively; and $B_1$ and $B_2$ indicate the bias vectors from input to hidden layers and hidden to output layers, respectively. Here, vertical dependencies between input and output variables are adjusted with the weight and bias coefficients. The accuracy of NN emulation can be tuned by increasing the number of hidden neurons ($k$), whereas its speedup is inversely proportional to the numerical complexity; $k \times (n + m + 1) + m$, as given by Krasnopolsky et al. (2010). Since the computational cost is increased by $k$ in the numerical complexity, the deep hidden layers such as Pal et al. (2019) may not always be a promising way in terms of speedup though it provides more opportunities for optimization. The weight and bias coefficients are implemented in the NN emulator. The NN emulator replaces combined LW and SW radiations all at once, not separately, and hence, it has an advantage in speedup related to the reduction of the $W_1$ and $B_1$ arrays, because LW and SW radiations share the majority of inputs. The NN emulators with 300 and 56 neurons (hereinafter referred to as NN300 and NN56) were applied to the 6-hr simulation, which corresponds to 7,200 accumulated model/radiation time steps at increments of 3 s. In terms of computational cost, frequent uses (i.e., every time step) of NN300 and NN56 emulators are equivalent to infrequent uses of the original radiation scheme by 20 and 100 times (WRF20 and WRF100, with 60- and 300-s radiation time steps, respectively). In other words, the calculation of radiation processes in NN300 and WRF20 (NN56 and WRF100) are 20 (100) times faster, compared to the control run with 3-s interval. That is the reason why we considered 56 and 300 neurons in this study. We did not perform the results with smaller neurons than 56 and larger neurons than 300 because the former case could be inaccurate and the latter case has no significance in terms of speedup. The accuracy of these simulations was evaluated by considering the WRF control run to be true. More details related to the development of radiation emulators are described in the supporting information.

3. Results

The trained heating rate and flux results are shown in Figure 1. Although the NN training was designed to identify an optimized convergence solution for all given input-output pairs, the explanation obtained from the inputs may vary depending on the characteristics of the outputs. We note that the training results (in terms of $R^2$) for the heating rate profiles are less accurate than those for the single-level fluxes, implying that vertical profiles involve greater uncertainty than single-level products. The SW results exhibit lower $R^2$ and higher the root mean square error (RMSE) for fluxes than those of the LW. These results suggest that SW processes are more complex than LW processes at the cloud-resolving scale. Some of the uncertainty is
presumed to be related to the excluded microphysics variables (when the microphysics variables were further considered in training sets, RMSEs for SW and LW processes were reduced by 26% and 12%, respectively). It also notes that RMSE of the 10% independent test data (on the average of four RMSEs in Figure 1) was increased by 26% compared with the training sets (Table S2).

Figure 2 shows the vertical distribution of the horizontal (50 km) mean cloud fraction and heating rate (LW and SW) with the accumulated forecast time for the WRF control run, NN300, and WRF20. The experiment simulated a vertically developing cloud by initial forcing of warm bubble heating at the lower center of the domain, following precipitation. Hence, the cloud fraction as a key factor in determining radiative processes in this experiment. Until approximately 20 min had elapsed, the negative LW and positive SW values were clearly detected as the cloud grew to 9 km (Figures 2b and 2c). Although initial cloud forcing occurred mainly near the center of the domain, it was also identified in the 50-km mean feature because of its strength. The cloud top, regarded as a 10% cloud fraction, developed up to 12 km for 2 hr, but after that, the cloud top height decreased to 9 km (Figure 2a). Areas with more than 90% cloud fractions were present at an altitude of approximately 9 km on average at 2 hr but lowered further to approximately 6.5 km after 6 hr. Evolutionary features of the LW and SW heating rate profiles, the main outputs of the radiation parameterization, are shown in Figures 2b and 2c. Above the high cloud fraction, the strongest LW cooling area was located over 9–12 km for 3 hr but fell to 7–9 km within 6 hr (Figure 2b). The strongest SW warming was also found over the LW cooling area for the first 3 hr (Figure 2c). Similar LW cooling and SW warming feature responses to the cloud fraction were reported by Zhang et al. (2017). Although the LW cooling trend lasted up to 6 hr, the SW warming weakened rapidly after 3 hr because of reduced solar insolation at an increased zenith angle. Weak LW warming also appeared below the cloud layer and near the surface after 2 hr.

Figure 1. Comparison of (a) LW heating rate, (b) SW heating rate, (c) LW flux, and (d) SW flux between the control run and NN emulation with 300 neurons for training data sets. Heating rates for 39 vertical layers and six LW and two SW fluxes are expressed together in the figure. The colors in the figure represent the occurrence frequency on a log scale.
The evolutionary feature of NN300, equivalent to 20 times speedup, exhibited good agreement with the control run, even during the latter part of the forecast time (middle row of Figure 2). Concerning the upward development of clouds, the LW cooling and SW warming features within the first 30 min were accurately simulated (Figures 2e and 2f). The strong LW cooling area present over 9–12 km within 3 hr and 7–9 km at 6 hr was well represented in NN300 (Figure 2e). The weak LW warming below the cloud and over the surface (Figure 2e) and the strong SW warming area above 3 K day\(^{-1}\) (Figure 2f) were also represented as well. The WRF20 exhibited similar performance to the NN300 for large-scale features (Figures 2g–2i). However, Table 1 shows that the NN300 results agreed better with the control run (i.e., lower RMSE and higher \(R^2\)) than did the WRF20 results. Note that the mean biases were both close to zero, so the RMSE results may be the most appropriate measure of accuracy. In terms of the RMSE, the accuracy of NN300 was improved by 19% for the LW heating rate, 22% for the SW heating rate, and 25% for the cloud fraction, relative to WRF20. The NN56, equivalent to a hundredfold speedup, yielded RMSE improvements of 24% for the LW heating rate, 11% for the SW heating rate, and 42% for the cloud fraction, in comparison to WRF100. Surprisingly, the NN56 results were even more accurate than the WRF20, despite the huge difference in computational cost during the 6-hr forecast period (i.e., a factor of 100 vs. 20 in speedup). These results suggest that the frequent use of a radiation emulator can be beneficial in terms of both computational speed and

**Figure 2.** Temporal variation of 50-km mean (a) cloud fraction and (b) LW and (c) SW heating rate profiles for the control run. (d–f) The same as (a)–(c) but for the WRF simulation using the NN emulator with 300 neurons (NN300). (g–i) The same as (a)–(c) but for the WRF simulation with the infrequent radiation time step by 20 times (WRF20).
accuracy, relative to the infrequent use of the original scheme, especially for severe weather forecasting for which radiative processes at the cloud-resolving scale are important.

The upper panel of Figure 3 shows evolutionary features in the horizontal domain (x) for LW/SW fluxes, surface temperature (Ts), and precipitation for the control run. The total-sky LW upward flux at the TOA (LWUPT) exhibited a high value under the clear sky in the early stages but rapidly decreased in relation to horizontally spread clouds (Figure 2a). Unlike the LWUPT, total-sky SW upward fluxes at the TOA (SWUPT) were greatly increased by cloudy conditions but then gradually decayed until sunset. The LW and SW fluxes at the surface (LWUPB, LWUPBC, LWDNB, LWDNBC, and SWUPB) developed into a horizontally asymmetric pattern tilted in the positive x direction that decreased toward sunset. These features are thought to be intimately related to Ts. Precipitation was mainly distributed over the ±10-km area corresponding to the center of the clouds and appears to have been biased toward the negative x direction after 5 hr.

Both NN300 and WRF20 represent characteristic features found in the control run, although difference exists from point to point (Figure 3). Although the developed NN emulator inevitably includes the discrepancies, their differences are within reasonable limits, as listed in Table 1. Here, statistics in Table 1 are obtained every 1 min. The reduced computational cost by 82–86% results from the comparison with the WRF control run (i.e., 5,572 s). The NN300 exhibited improvements of 28% in LW fluxes and 20% in SW fluxes, in terms of RMSE, compared to the WRF20. The improvements were mainly associated with LWUPT, LWDNB, LWUPBC, and SWUPT, with the results for these exhibiting the largest discrepancies for the control run. In particular, NN56 showed a 23% lower RMSE, compared to the LW fluxes of WRF20, implying advantages in both speed and accuracy. The NN300 reasonably simulated areas with Ts greater than 298 K for up to 3 hr as well, but WRF20 does not provide this feature. Compared to WRF20, the Ts results from NN300 and NN56 represent significant reductions in RMSE, that is, 43% and 34%, respectively, as well as more accurate pattern correlations, that is, 0.94 and 0.92, respectively. Precipitation is a bottleneck in prognostic forecasting since it is difficult to simulate accurately under conditions of higher uncertainty and complexity (relatively lower R² values in Table 1). Nevertheless, the NN300 results effectively represented the precipitation pattern, which was mainly concentrated at ±10 km in the control run (Figure 3). However, WRF20 exhibited a heavy rainfall area up to the 20-km point, resulting in a huge difference with respect to the control run, especially after 4 hr. For precipitation, the NN300 and NN56 results represented improvements of 25% and 21% in terms of reduced RMSE and enhanced R² (0.58), in comparison to the WRF20.

| Table 1 | Evaluations Results for NN Emulators Using 300 and 56 Neurons (NN300 and NN56) and Infrequent Radiation Time Steps by 20 and 100 Times (WRF20 and WRF100) Versus the WRF Control Run |
|---------|---------------------------------------------------------------|
| Experiments | NN300 | WRF20 | NN56 | WRF100 |
| Speedup of radiation | 20.76 | 20 | 100.81 | 100 |
| Reduced computation time | 82.12% | 82.03% | 85.96% | 85.64% |
| LW heating rate (K day⁻¹) | 0.92 (0.92) | 1.14 (0.88) | 1.03 (0.90) | 1.35 (0.83) |
| SW heating rate (K day⁻¹) | 0.40 (0.90) | 0.51 (0.84) | 0.47 (0.86) | 0.53 (0.83) |
| Cloud fraction (%) | 6.04 (0.97) | 8.04 (0.95) | 6.27 (0.97) | 10.86 (0.91) |
| LW flux (W m⁻²) | 5.68 (1.00) | 7.97 (0.99) | 6.15 (1.00) | 8.03 (0.99) |
| LWUPT | 10.90 (0.91) | 13.55 (0.87) | 11.49 (0.87) | 15.13 (0.84) |
| LWUPTC | 1.86 (0.86) | 2.85 (0.71) | 2.18 (0.80) | 3.22 (0.71) |
| LWUPB | 1.03 (0.85) | 1.56 (0.68) | 1.13 (0.81) | 1.41 (0.76) |
| LWUPBC | 0.72 (0.97) | 1.31 (0.89) | 0.96 (0.91) | 1.12 (0.94) |
| LWDNB | 6.84 (0.84) | 10.42 (0.66) | 7.19 (0.82) | 9.42 (0.74) |
| LWDNBC | 4.78 (0.97) | 8.76 (0.88) | 6.06 (0.92) | 7.44 (0.94) |
| SW flux (W m⁻²) | 38.58 (0.99) | 48.52 (0.99) | 46.79 (0.98) | 59.36 (0.97) |
| SWUPT | 53.27 (0.97) | 66.70 (0.95) | 64.76 (0.95) | 81.59 (0.93) |
| SWUPB | 11.78 (0.96) | 16.11 (0.93) | 13.62 (0.94) | 19.74 (0.90) |
| Surface temperature (Ts) (K) | 0.92 (0.94) | 1.62 (0.83) | 1.07 (0.92) | 1.78 (0.88) |
| Precipitation (mm) | 0.19 (0.58) | 0.24 (0.36) | 0.18 (0.58) | 0.21 (0.51) |

Note. The statistics in the table are based on results in Figures 2 and 3 and represent the root mean square error (RMSE) and the square of the correlation coefficient (in parentheses) relative to the control run.
Note that this study did not include particular parameter tuning besides the default recommendation by Krasnopolsky (2014), further enhancing of accuracy could be possible by parameter optimization (supporting information). Several sensitivity tests with different hidden neurons, activation functions, and initial soundings are shown in the supporting information. Although the accuracy for training (or test) sets tends to be generally improved as neurons increases (Table S2), the performance with those neurons appears to be saturated at a certain level (Table S3), implying the emulator with smaller neurons could be beneficial in terms of both speed and accuracy. All NN-emulator results in Table S3 are more accurate than the WRF20, indicating further advantage in computational cost. Further consideration of deep hidden layers and different neurons (more or less than this study) will provide more opportunities to find the best solution for improving both accuracy and speedup. Table S4 exhibits that the use of activation functions (sigmoid,
softsign, and arctan) with nonlinear property produce better performance compared with the linear function, while such nonlinear functions still present inaccurate results rather than tanh. Note that most radiation emulators in literatures and this study have been developed with tanh, except for sigmoid in Pal et al. (2019). However, optimal activation function may vary depending on the situation. The sensitivity experiments with different initial soundings were further performed using cold- and warm-type heavy rain perturbations reported in Song and Sohn (2015) and Song et al. (2017). Here, the cold- and warm-type experiments represent thermodynamically more unstable and stable environments, respectively. The RMSE and pattern correlation of the cold type were lower than those of warm type. It is thought to be related to the growth of the nonlinearity and instability by more cloudy conditions in the cold type. However, both the cold- and warm-type experiments using 56-neurons emulator represented a considerable improvement in accuracy compared to the same computational cost simulation (WRF100).

4. Summary and Conclusion

In order to evaluate the performance of NN-based radiation emulator at the cloud-resolving scale, RRTMG-K radiation emulators were developed with 300 to 56 neurons (NN300 to NN56) and implemented in the WRF model in the framework of an idealized squall-line simulation with 250-m spacing and 3-h time step. A combined algorithm for LW and SW radiation was introduced for speedup and was integrated over 6 hr. The emulator results with 20–100 times speedup appeared to reproduce well vertical evolutionary features of the LW/SW heating rate related to the cloud fraction. The prognostic features of LW/SW fluxes, surface temperature, and precipitation were also well simulated with the emulators. The NN300 and NN56 results, applied every time step, were compared with infrequent uses of 60- and 300-s radiation time steps (WRF20 and WRF100), equivalent to the same computational cost. In evaluation with the control simulation every radiation time step, the accuracy improvement achieved with NN300 (NN56), in terms of RMSE, were 19% (24%) for LW heating rate, 22% (11%) for SW heating rate, 25% (42%) for cloud fraction, 28% (23%) for LW fluxes, 20% (16%) for SW fluxes, 43% (34%) for surface temperature, and 25% (21%) for precipitation, compared to those obtained with WRF20 and WRF100, respectively. The NN56 results were even more accurate than the WRF20 results, despite 80% lower computational cost. Several experiments with different hidden neurons, activation functions, and initial soundings were further performed.

Since previous radiation emulators have applied to the climate simulations at horizontal resolutions of 100–300 km, these results are particularly meaningful in terms of first attempt to evaluate the performance of radiation emulators at the cloud-resolving scale with strong nonlinearity. It is essential to forecasting severe weather accompanied by complex cloud systems. Furthermore, the evaluation method developed in this study (which achieves better performance than the infrequent use of the original radiation scheme, equivalent to similar speedup condition) provides insights that will be useful in the future development of radiation emulators. This is important because an emulator should provide benefits in speedup or accuracy in comparison to the infrequent radiation method. No previous research has presented an evaluation of radiation emulator under such strict condition, because previous radiation emulators were focused on imitating the original radiation scheme in climate simulations with coarse temporal resolutions (1–3 hr). We acknowledge that the results obtained in this study apply to very limited ideal condition that cannot be easily generalized when applied to an actual case. Therefore, it will be necessary to ensure that the forecast performance (especially for severe weather) is truly improved by applying NN-based radiation emulators to real cases in the future.

Data Availability Statement
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