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Summary

A complete methodology, based on a two-scale asymptotic approach, that enables the homogenisation of elastic lattices at non-zero frequencies is developed. Elastic lattices are distinguished from scalar lattices in that two or more types of coupled waves exist, even at low frequencies. Such a theory enables the determination of effective material properties at both low and high frequencies. The theoretical framework is developed for the propagation of waves through lattices of arbitrary geometry and dimension. The asymptotic approach provides a method through which the dispersive properties of lattices at frequencies near standing waves can be described; the theory accurately describes both the dispersion curves and the response of the lattice. The leading order solution is expressed as a product between the standing wave solution and the long-scale envelope functions that are eigensolutions of the homogenised partial differential equation. The general theory is supplemented by a pair of illustrative examples for two archetypal classes of two-dimensional elastic lattices. The efficiency of the asymptotic approach in accurately describing several interesting phenomena is demonstrated, including dynamic anisotropy and Dirac cones. A significant advantage of the method exposited herein is that it allows one to obtain analytical expressions for the leading order asymptotic solutions and effective material properties, even for complex systems; the methodology allows for greater physical understanding of the behaviour of the system than is usually the case for purely numerical homogenisation schemes.

1. Introduction

The mechanical behaviour of discrete structures is of interest in a wide variety of physical settings, from plant and animal tissues (1), to foams (2), metamaterials for cloaking (3) as well as the more familiar area of structural mechanics with applications such as sandwich plates and truss structures (4). Much in the same way as for elastic continua, mechanical problems involving discrete structures can be broadly categorised into two kinds: scalar problems and vector problems. For continuous media the material response is characterised, for scalar problems, by a single governing partial differential equation. For example, the shear deformation of a thin elastic membrane is governed by the Helmholtz equation with only a single degree of freedom. Similarly, in scalar problems for discrete media, the response of the structure is governed by a single scalar difference equation with only one degree of freedom. An example would be the out-of-plane deformation of a planar array of masses and springs. In vector problems, the material response of the structure is characterised by a system of governing equations, partial differential equations in the case of continua.
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(Navier’s elastic equations for a vector displacement) and a vector system of difference equations for the case of discrete structures. The analysis of discrete vector problems is far more challenging than scalar problems in a similar sense to that in continua: the elastic Lamé system is significantly more challenging than similar problems for systems governed by the Helmholtz operator, for example.

In terms of their static response, cellular solids have been extensively studied in order to determine effective material properties (see, for example, \( \text{[1]–[7]} \)). Kunin \( \text{[8]} \) introduced the notation of so-called quasi-continua and, via the use of the discrete Fourier transform (and its inverse), established a correspondence between the homogenised discrete system and coupled stress elasticity. The dispersive properties of mechanical lattices have been analysed \( \text{[8–11]} \) leading to many interesting phenomena, such as dynamic anisotropy \( \text{[12–16]} \), filtering, negative refraction and focusing in structured elastic media \( \text{[17]} \). Discrete lattices have also recently been used in the design of a broadband invisibility cloak \( \text{[3]} \).

We also refer to the paper \( \text{[18]} \) by Martin who, using the method of stationary phase, analysed the far field behaviour of the dynamic Green’s function for a square scalar lattice; exact expressions, in terms of a Legendre function of the second kind, for the diagonal components of the Green’s function were provided. Martin also derived expression for the low-frequency response of the lattice. Localised modes in scalar structured media were examined by Movchan and Slepyan in \( \text{[19]} \), where the localised modes were introduced as Green’s functions for the corresponding uniform system. Asymptotic expansions were derived for the localised Green’s functions in the far field and rates of localisation were related to the depth of the band gap. Similar analysis for linear arrays of defects was given by Colquitt \textit{et al.} in \( \text{[20]} \).

We also refer to the recent review article \( \text{[21]} \) on the applications of periodic materials and lattice structures by Hussein \textit{et al.} In \( \text{[21]} \), the authors provide an extensive summary of the scholarly literature on phononic metamaterials and their applications.

Nevertheless, the determination of effective material parameters at finite frequencies remains a challenging problem. Indeed, a proper understanding of the aforementioned phenomena is incumbent on a rigorous understanding of the material response at non-zero frequencies. However, the homogenisation techniques applied to discrete elastic media are typically restricted to the long-wavelength regime (see \( \text{[22–24]} \) among others). Notably, for square lattices, there is a large contrast between shear and compressional deformabilities, which can result in long-wavelength compressional waves inducing short-wave resonant bending modes. This effect was studied, using the method of multiple scales, by Chesnais \textit{et al.} \( \text{[25]} \).

In some cases, usually for scalar problems, it is clear that a direct correspondence between discrete and continuous models exists. An example being the normal incidence of an anti-plane shear wave on a semi-infinite stack of two dissimilar media: in this case it can be shown that the dispersion curves for the stack are asymptotically equivalent to the curves corresponding to the classical one-dimensional bi-atomic chain \( \text{[26,27]} \). It is also easy to observe that the scalar difference equations for a square lattice mass-spring model have terms corresponding to the central difference approximation for the Laplacian. However, in general, and particularly for vector systems, it is unclear how to upscale from the micro-level to an effective continuum description. In particular, the determination of effective material properties for microstructured media is of significant topical interest (see, for example, \( \text{[28–31]} \)).

In recent years, a two-scale asymptotic procedure has been developed which has proven an effective tool in the homogenisation of structured media at non-zero frequencies. The method, initially developed in \( \text{[32]} \), has been successfully applied to a range of structured media including: continua governed by the Helmholtz equation \( \text{[33]} \), thin elastic plates \( \text{[34]} \) (governed by the
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Biharmonic operator), discrete scalar lattices \([34, 35]\), networks of strings \([36]\) and, more recently, the vector Lamé system \([37, 38]\). The methodology advanced in these articles uses a separation of scales to create effective continuum macroscale equations that incorporate the microscale structure through coefficients of integrated quantities. Apart from \([37, 38]\), for the Lamé system, all the examples treated thus far are limited to scalar examples and one aim here is to understand how one can extend this methodology to coupled systems, particularly given their importance as models of cellular structures.

A notable characteristic of the method, introduced in \([32]\) and developed in subsequent papers, is that it allows one to obtain analytical expressions for the leading order asymptotic solutions, even for complex systems. In particular, the long-scale response of the system is governed by partial differential equations with coefficients expressed, in closed form, as inner products of the short-scale solutions; these coefficients determine the effective behaviour of the homogenised material on the long-scale. The method described herein allows for greater physical understanding of the behaviour of the system than is usually the case for purely numerical homogenisation schemes. In particular, at certain frequencies, the long-scale homogenised equation is hyperbolic rather than elliptic (see section \([8.5]\)) leading to effects associated with dynamic anisotropy and star-shaped primitive waveforms. Similarly for the square-cell frame-like lattice we observe that, in some cases, the lattice behaves like a membrane on the long-scale, while for other frequencies the homogenised equation is fourth-order, suggesting plate-like behaviour (see section \([8.2]\)). We also remark that this two-scale approach has the usual advantage of producing reduced-order models to increase computational efficiency. Notably, however, the reduced-order model provides both the leading order long-scale behaviour and the short-scale response of the system.

It should be noted that other dynamic homogenisation schemes exist for structured elastic continua. In particular, there has been much interest in the use of the Willis model \([39]\) to describe the dynamic response of composites. In recent decades, there have been many papers published with the purpose of determining the effective material properties of periodic composites that can be homogenised to the Willis form (see, for example, \([40–45]\)). At present, however, the above works are restricted to composites, whereas the focus of the present article is on discrete media. An excellent summary of dynamic homogenisation and elastic metamaterials can be found in the very recent review article \([46]\) by Srivastava.

Recently, Movchan and Slepyan analysed the dynamic response of a triangular elastic lattice in the vicinity of resonant frequencies \([16]\). Based on local expansions of the dispersion equation, Movchan and Slepyan examine the behaviour of the lattice Green’s function in the neighbourhood of stationary points of the dispersion surfaces. In particular, the authors obtain quadratic approximations to the dispersion surfaces in the neighbourhood of resonant points and use these expansions to deduce properties of the so-called local Green’s function. Particular attention is devoted to the presence of localised star-shaped resonant waveforms that have also been observed elsewhere \([13–15]\).

We would be remiss if we failed to refer to the extensive work of Slepyan on dynamic fracture in elastic lattices (see \([47]\) Ch.11–12 and references therein) wherein the author treats the uniform propagation of a semi-infinite crack in an elastic lattice. Although primarily focused on fracture, one may extract much useful information from Slepyan’s analysis including, for example, the quasi-static elastic wave speeds. Slepyan also makes use of the macroscopic long-wave solution as well as the exact solution (in Fourier Space) to define the energy release rate ratio for a dynamic crack in discrete lattices.

In the present article, we develop and implement a finite frequency homogenisation procedure in order to obtain effective continuum properties for elastic lattices governed by vectorial difference
equations. It is emphasised that this procedure is not restricted to regimes where the wavelength is much longer than the short-scale of the lattice. The finite frequency procedure is based on the original two-scale approach \cite{32} and extends the earlier work done for scalar lattice problems \cite{34,35}. The new procedure provides a general methodology for analysing any discrete periodic structure in \( \mathbb{R}^d \).

Notably, the methodology incorporates the scalar theory introduced in earlier works \cite{34,35}, as a special case and is not restricted to resonant frequencies.

The article is structured as follows. The general theory and asymptotic procedure is introduced in section 2. The framework is described for lattices in arbitrary dimensions and can be applied to any class of lattice where waves propagate and the interaction between particles is linear. Following the general theory, the framework is applied to two archetypal lattices in section 3, a triangular lattice (of the frame type) and a square lattice (of the frame type). Of particular interest, are the degeneracies that can occur for lattices of the frame type; these degeneracies are analysed in detail in section 3.2.

Also of interest is the existence of a Dirac point in the triangular lattice and the associated linear dispersion effects. Numerical illustrations are provided in order to illustrate the efficacy of the high-frequency asymptotic procedure. The article is finalised with some concluding remarks in section 4.

2. General theory

Before proceeding to the homogenisation technique, it is convenient to briefly introduce some notation. In \cite{4}, Martinsson and Movchan introduced a framework in which to study the dispersion properties of discrete structures; we follow a similar approach in this section. Consider a regular array of nearest neighbours such that \( n \) particle is located, whereas the scalar cell. Introducing the direct lattice vectors \( \mathbf{t}_i \) \((i = 1, \ldots, d)\), the position of each particle in the lattice is then \( \mathbf{x}(\mathbf{m}, n) = \mathbf{t}_n + \mathbf{x}_0(n) \), where \( \mathbf{t} = [\mathbf{t}_1, \ldots, \mathbf{t}_d] \) and \( \mathbf{x}_0(n) \) is the location of particle \( n \) in cell \( \mathbf{m} = \mathbf{0} \). The governing equations for the time-harmonic motion of particle \( (\mathbf{m}, n) \) have the form

\[
\omega^2 \mathbf{M}(n) \mathbf{u}(\mathbf{m}, n) = \sum_{(p,q) \in \mathcal{N}(n)} C(p,q) \mathbf{u}(\mathbf{m} + p, q), \tag{2.1}
\]

where \( \mathcal{N}(n) \) is the set of particles \( (\mathbf{m} + p, q) \) connected to node \( (\mathbf{m}, n) \), typically this will be the set of nearest neighbours such that \( \mathcal{N}(n) = \{p,q\} : |\mathbf{x}(\mathbf{m} + p, q) - \mathbf{x}(\mathbf{m}, n)| \leq \ell \), where \( \ell \) is the bond length. It is emphasised that \( (\mathbf{0}, n) \in \mathcal{N}(n) \), that is a node is connected to itself. The matrix \( C(p,q) \) is the stiffness matrix of the link connecting nodes \( (\mathbf{m} + p, q) \) and \( (\mathbf{m}, n) \), the diagonal matrix \( \mathbf{M}(n) \) describes the inertial properties of node \( (\mathbf{m}, n) \), \( \mathbf{u}(\mathbf{m}, n) \) is the vector of generalised displacement at node \( (\mathbf{m}, n) \), and \( \omega \) is the radian frequency. Applying the discrete Fourier transform

\[
\mathbf{u}^p(\mathbf{k}, n) = \sum_{\mathbf{m} \in \mathbb{Z}^d} \mathbf{u}(\mathbf{m}, n) e^{-i \mathbf{k}^\top \mathbf{t}_p}, \tag{2.2}
\]

to the equation of motion (2.1) yields

\[
\sum_{(p,q) \in \mathcal{N}(n)} \left[ C(p,q) e^{-i \mathbf{k}^\top \mathbf{t}_p} - \omega^2 \mathbf{M}(n) \delta_{n,q} \right] \mathbf{u}^p(\mathbf{k}, n) = \mathbf{0}, \tag{2.3}
\]
whence the dispersion equation for a perfect lattice is immediately obtained as

\[ \det \left[ \varsigma(k) - \omega^2 M \right] = 0, \quad (2.4) \]

where the matrix \( \varsigma \) is partitioned as

\[ \varsigma_{\eta q} = \sum_{p \in N(n)} \left[ C(p, q) e^{-ik \cdot T_p} \right] \quad \text{and} \quad \mathcal{M}_{\eta q} = M(n) \delta_{n, q}. \]

It has been shown in \([32, 34]\) that the matrix \( \varsigma \) is Hermitian.

2.1 The asymptotic theory

The approach used here is that of the method of multiple scales which has already been applied to a plethora of physical problems in the setting of high-frequency homogenisation \([32, 34]\). Two scales are introduced: the short-scale discrete variable \( m \), and the long-scale continuous variable \( \eta = \varepsilon T m \). It is assumed that the small parameter \( 0 < \varepsilon \ll 1 \) characterises the short-scale of the lattice. For example, if the lattice is formed by an \( N \times N \) grid of particles, where \( N \gg 1 \), then \( \varepsilon = 1/N \). The displacement is then considered as a function of two independent vector-valued variables and a single scalar variable: \( u(m, n) = u(m, \eta, n) \). In these two-scales the equations of motion \([32, 34]\) are then written

\[ \omega^2 M(n) u(m, \eta, n) = \sum_{(p, q) \in N(n)} C(p, q) u(m + p, \eta + \varepsilon T_p, q). \quad (2.5) \]

Expanding the displacement in \( \eta \) about \( p = 0 \) yields

\begin{align*}
\omega^2 M(n) u(m, \eta, n) &= \sum_{(p, q) \in N(n)} C(p, q) \left\{ u(m + p, \eta, q) + \varepsilon \left[ T_p \cdot \nabla \right] u(m + p, \eta, q) \right. \\
&\quad + \left. \varepsilon^2 \frac{1}{2} T_p \cdot \nabla \left( \nabla u(m + p, \eta, q) \right) \right\} + O(\varepsilon^3),
\end{align*} \quad (2.6)

where \( \nabla \) acts on the continuous long-scale variable \( \eta \). In essence, and as originally developed in \([32, 34]\), the high-frequency homogenisation approach involves perturbing away from standing wave frequencies; however, the formalism in the present article has been developed such that we may homogenise about any point in Fourier space, not simply in the vicinity of resonant points. The change of phase across the unit cell is described by the function \( e^{-ik \cdot T_p} \), where \( k \) is the point of interest in Fourier space. Imposing this phase shift only on the short-scale variable yields

\[ \omega^2 M(u(m, \eta)) = \left[ \sigma_0(k) + \varepsilon \sigma_1(k) + \varepsilon^2 \sigma_2(k) \right] u(m, \eta) + O(\varepsilon^3), \quad (2.7) \]
where the matrices $\sigma_i$ are partitioned as follows

$$[\sigma_0(k)]_{nq} = \sum_{p \in N(n)} C(p, q) e^{-ik \cdot T_p}, \quad (2.8)$$

$$[\sigma_1(k)]_{nq} = \sum_{p \in N(n)} C(p, q) e^{-ik \cdot T_p} [T_p \cdot \nabla], \quad (2.9)$$

$$[\sigma_2(k)]_{nq} = \sum_{p \in N(n)} C(p, q) e^{-ik \cdot T_p} \frac{1}{2} T_p \cdot [T_p \cdot \nabla (\nabla)], \quad (2.10)$$

together with

$$u(m, \eta) = \begin{bmatrix} u(m, \eta, 1) \\ \vdots \\ u(m, \eta, P) \end{bmatrix}, \quad \text{and} \quad \mathcal{M} = \text{diag}[M(1), \ldots, M(P)].$$

Here, $P$ is the number of particles in the elementary cell. We adopt the following ansatz for the displacement and the frequency squared

$$u(m, \eta) = \sum_{n=0}^{\infty} \varepsilon^n u^{(n)}(m, \eta), \quad \omega^2 = \sum_{n=0}^{\infty} \varepsilon^n \omega_n^2. \quad (2.11)$$

Substituting this ansatz into (2.7) yields a hierarchy of equations in ascending orders of $\varepsilon$, the first three of which are

$$\left[ \omega_0^2 \mathcal{M} - \sigma_0(k) \right] u^{(0)}(\eta) = 0, \quad (2.12)$$

$$\left[ \omega_0^2 \mathcal{M} - \sigma_0(k) \right] u^{(1)}(\eta) = \left[ \sigma_1(k) - \omega_1^2 \mathcal{M} \right] u^{(0)}(\eta), \quad (2.13)$$

$$\left[ \omega_0^2 \mathcal{M} - \sigma_0(k) \right] u^{(2)}(\eta) = \left[ \sigma_1(k) - \omega_1^2 \mathcal{M} \right] u^{(1)}(\eta) + \left[ \sigma_2(k) - \omega_2^2 \mathcal{M} \right] u^{(0)}(\eta), \quad (2.14)$$

where the dependence of $u$ on $m$ has been suppressed but is considered understood. The form of the leading order equation admits a solution with the decomposition $u^{(0, i)}(m, \eta) = \phi^{(0, i)}(\eta) U^{(0, i)}(m)$, where the index $i$ enumerates the eigensolutions. It is remarked that this decomposition holds only if the corresponding eigenvalue $\omega_{(0, i)}^2$ is simple. In what follows, it will be assumed that the eigenvalue has a multiplicity of one. For the case of eigenvalues with non-unitary multiplicities, the following analysis is subject to small technical modifications, but the same approach as used for simple eigenvalues remains valid.

The scalar function $\phi^{(0, i)}$ describes the behaviour of the lattice on the long-scale, whereas the vector $\mathbf{U}^{(0, i)}$ relates to the short-scale behaviour. While this may initially seem counterintuitive, that the long-scale behaviour of the vectorial system can be described by a scalar function, it is in fact the case and there is no contradiction. Indeed for all vector problems, $\mathcal{M}^{-1} \sigma_0(k)$ is a square matrix of size $N > 1$. Hence, the leading order problem (2.12) has $N > 1$ eigensolutions. Physically, this means that the long-scale response of elastic lattices governed by vectorial equations is characterised
by two or more scalar functions. The remainder of this section will be devoted to the determination of the scalar functions $\psi^{(0,i)}$.

Moving to the first-order equation (2.13), it is clear from the leading order problem (2.12) that the bracketed term is singular and hence, according to the Fredholm alternative (equivalently the necessary and sufficient condition for the existence of solutions of the linear system $Ax = b$, that is, $[I - AA^+]b = 0$; see, for example, [48, 49]), the first-order problem is solvable iff

$$U^{(0,i)\dagger}\sigma_1(k)U^{(0,i)}\psi^{(0,i)}(\eta) - \omega_{(1,i)}^2 U^{(0,i)\dagger}M U^{(0,i)}\psi^{(0,i)}(\eta) = 0,$$

(2.15)

where $(\cdot)^\dagger$ denotes the Hermitian transpose and $(\cdot)^+$ denotes the [Moore-Penrose] pseudoinverse [48, 49]. Usually, but not always, $U^{(0,i)\dagger}\sigma_1(k)U^{(0,i)} = 0$ in which case $\omega_{(1,i)} = 0$ and the next-to-leading order solution is of the form

$$u^{(1,i)}(\eta) = S_{(0,i)}^+\sigma_1 U^{(0,i)}\psi^{(0,i)}(\eta) + \left[I - S_{(0,i)}^+S_{(0,i)}\right]v\psi(\eta),$$

where $S_{(0,i)} = \omega_{(0,i)}^2M - \sigma_0$, $v$ is an arbitrary vector, $\psi(\eta)$ is an arbitrary scalar function of $\eta$, $I$ is the identity matrix. In the event that $\omega_{(1,i)}$ is non-zero, then (2.15) is a first-order partial differential equation for the envelope function $\psi^{(0,i)}(\eta)$. The partial differential equation is posed entirely upon the long-scale and is the homogenised equation that captures behaviour near the standing wave frequency.

If $\omega_{(1,i)}$ vanishes (that is if $U^{(0,i)\dagger}\sigma_1(k)U^{(0,i)} = 0$), then it is necessary to consider the second order problem. Applying the same solvability criterion (that is the Fredholm alternative) to (2.14)

yields

$$U^{(0,i)\dagger}\sigma_1 S_{(0,i)}^+\sigma_1 U^{(0,i)}\psi^{(0,i)}(\eta) + U^{(0,i)\dagger}\sigma_1 \left[I - S_{(0,i)}^+S_{(0,i)}\right]v\psi(\eta) + U^{(0,i)\dagger}\sigma_2 U^{(0,i)}\psi^{(0,i)}(\eta) - \omega_{(2,i)}^2 U^{(0,i)\dagger}M U^{(0,i)}\psi^{(0,i)}(\eta) = 0.$$  

(2.16)

Since $\left[I - S_{(0,i)}^+S_{(0,i)}\right]$ is the orthogonal projector onto the kernel of $S_{(0,i)}$

$$U^{(0,i)\dagger}\sigma_1 \left[I - S_{(0,i)}^+S_{(0,i)}\right]v\psi(\eta) = U^{(0,i)\dagger}\sigma_1 U^{(0,i)}\psi(\eta) = 0.$$

Hence, for simple eigenvalues, the term involving the arbitrary vector $v$ in (2.16) vanishes and the solvability condition reduces to

$$U^{(0,i)\dagger}\sigma_1 S_{(0,i)}^+\sigma_1 U^{(0,i)}\psi^{(0,i)}(\eta) + U^{(0,i)\dagger}\sigma_2 U^{(0,i)}\psi^{(0,i)}(\eta) - \omega_{(2,i)}^2 U^{(0,i)\dagger}M U^{(0,i)}\psi^{(0,i)}(\eta) = 0.$$  

(2.17)

Provided that $\omega_{(2,i)}$ is non-zero, (2.17) yields a second-order partial differential equation for the scalar envelope function $\psi^{(0,i)}(\eta)$. In this case, the dispersion curves will be locally quadratic. The partial differential equation is, again, posed entirely upon the long-scale and creates the effective
homogenised equation that represents the behaviour of the medium. In the case of vanishing $\omega(2,i)$, one would again repeat the previous steps moving to higher order equations.

We remark that the formalism provided herein is not restricted to homogenisation in the neighbourhood of resonant frequencies. If desired, one can derive homogenised equations in the vicinity of any fixed wave vector $k$; this negates the necessity of including higher-order terms in order to capture the behaviour away from resonant points.

2.1.1 Eigenvalues of non-unitary multiplicity. If the eigenvalue $\omega^2(0,i)$ has multiplicity $R$, then the leading order problem admits solutions of the form

$$u^{(0,i)}(\eta) = \sum_{s=1}^R \phi^{(0,i,s)}(\eta) U^{(0,i,s)}.$$ 

The solvability condition for the $O(\epsilon)$ problem is then

$$\sum_{s=1}^R \sum_{t=1}^R U^{(0,i,s)} \left[ \sigma_1(k) U^{(0,i,t)}(\eta) - \omega^2(1,i) M U^{(0,i,t)} \right] \phi^{(0,i,s)} \phi^{(0,i,t)} = 0,$$ \hspace{1cm} (2.18)

where the dependence of $\phi^{(0,i,t)}$ on $\eta$ has been suppressed. Provided $\omega(1,i)$ is non-zero, (2.18) yields a system of $R$ equations from which the envelope functions $\phi^{(0,i,t)}$ are determined. In this case, the dispersion curves are locally linear and such points are associated with Dirac cones. If $\omega(1,i)$ vanishes, then we proceed to higher order as before. The solvability condition again yields a system of $R$ second-order equations. Upon decoupling the system, a single partial differential equation is obtained for the envelope functions. In the case of vanishing $\omega(2,i)$, one would again repeat the previous steps moving to higher order equations.

3. Two-dimensional elastic lattices: trusses and frames

The approach of high-frequency homogenisation has already been successfully applied to one- and two-dimensional scalar lattices (those corresponding to the out-of-plane displacement of particles connected via massless springs). Although the general theory presented in section 2 is equally applicable to one- and three-dimensional lattices, for the sake of clarity we exclusively consider two-dimensional lattices, which allow us to demonstrate all the salient phononic features of mechanical lattices without unnecessarily obfuscating the presentation.

Physically, two-dimensional mechanical lattices can be thought of as a regular array of point masses distributed over the plane $\mathbb{R}^2$ and connected by thin elastic massless rods. There are two fundamental types of mechanical structures: (a) truss-like and (b) frame-like. Truss-like structures are those in which the longitudinal stiffness of the lattice links dominates the problem and the flexural stiffness can be neglected. In this case, the force exerted between two particles is generated purely by the extension and compression of the link. The junctions between the links behave as pin-joints: triangular lattices are an example of truss-like structures. Conversely, frame-like structures are those in which the flexural stiffness of the links must be accounted for, otherwise the structure becomes degenerate (see, for example, (50)). Here, the links are treated as massless Euler–Bernoulli beams connecting point masses. In the case of frame-like structures, the angle at which the links meet is fixed and the junctions are endowed with a polar mass moment of inertia: square and honeycomb...
lattices are examples of frame-like structures. Alternatively, square lattices can also be interpreted as two-dimensional arrays of cylinders connected by elastic springs \cite{11}. In both cases, the lattice links are assumed to be slender (that is the thickness of the links is assumed to be small when compared with the length); this is particularly important in the case of frames so that shear effects can be neglected. Further details on the distinction between trusses and frames can be found in \cite{9, 50}.

In the current section, we will examine the dispersive properties of uniform triangular and square lattices (see Fig. 1) within the framework of high-frequency homogenisation.

### 3.1 Triangular lattices

Using the general methodology of section 2 the [non-dimensionalised] equations of motion for the time-harmonic displacement of a uniform triangular elastic lattice are as follows:

\[
-\omega^2 M(m)u(m) = C_1 [u(m + e_1) + u(m - e_1) - 2u(m)] + C_2 [u(m + e_2) + u(m - e_2) - 2u(m)] + C_3 [u(m + e_1 - e_2) + u(m - e_1 + e_2) - 2u(m)],
\]

where \( e_i = [\delta_{1i}, \delta_{2i}]^T \) are enumeration vectors and the stiesses of the lattice links are

\[
C_1 = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad C_2 = \frac{1}{4} \begin{pmatrix} 1 & \sqrt{3} \\ \sqrt{3} & 3 \end{pmatrix}, \quad C_3 = \frac{1}{4} \begin{pmatrix} 1 & -\sqrt{3} \\ -\sqrt{3} & 3 \end{pmatrix}.
\]

The position of each node in the lattice is given by \( x(m) = [m_1 + m_2/2, m_2\sqrt{3}/2]^T \) and the inertia matrix is simply \( M = \text{diag}[1, 1] \). The non-dimensional frequency is related to the physical frequency thus \( \omega^2 = \tilde{\omega}^2 m\ell^2/\mu \), where \( m \) is the particle mass, and \( \mu \) and \( \ell \) are the stiffness and length of the

---

**Fig. 1**  Schematics of the two exemplar lattices considered. Physically, the lattices can be thought of as point masses connected by thin elastic massless links. (a) Triangular lattice; (b) Square lattice.
rods, respectively. The displacement vectors are also normalised by the length of the rods $\mathbf{u}(\mathbf{m}) = [u_1(\mathbf{m})/\ell, u_2(\mathbf{m})/\ell]^T$, where $u_i(\mathbf{m})$ are the displacements along the coordinate axes. Since the lattice is uniform, there is only a single node in the elementary cell and the scalar index $n$ is therefore omitted.

For an infinite lattice, the two branches of the dispersion surfaces are (see, for example, (16))

$$
\omega_{\pm}^2 = 1 - \cos k_1 + 2 \left[ 1 - \cos \left( \frac{k_1}{2} \right) \cos \left( \frac{k_2}{2} \sqrt{3} \right) \right]
$$

$$
\pm \left[ \cos k_1 - \cos \left( \frac{k_1}{2} \right) \cos \left( \frac{k_1}{2} \sqrt{3} \right) \right]^2 + 3 \sin^2 \left( \frac{k_1}{2} \right) \sin^2 \left( \frac{k_2}{2} \sqrt{3} \right) \right]^{\frac{1}{2}}. \quad (3.3)
$$

There are four points of interest on the boundary of the irreducible Brillouin zone (see Fig. 3): $\Gamma$, $X$, $M$ and $\gamma$. The first three points lie at the corners of the irreducible Brillouin zone, while the third lies along the edge $\Gamma X$. We proceed with the high-frequency homogenisation procedure by introducing a small parameter $0 < \epsilon < 1$ and a slow variable $\eta = \epsilon \begin{bmatrix} m_1 + m_2/2, m_2 \sqrt{3}/2 \end{bmatrix}^T$. The ansatz for the field and frequency are introduced and a hierarchy of equations in ascending orders of $\epsilon$ is obtained, as described in section 2.

3.1.1 Numerics. In order to corroborate our asymptotic method it is convenient to have an efficient independent numerical alternative; with this motivation in mind, we truncate the infinite system to a finite system, containing $N \gg 1$ masses in the direction of the lattice basis vectors. The equations of motion (3.1) are reformulated into the following matrix problem

$$
\begin{pmatrix} D_1 + m \omega^2 N \end{pmatrix} \mathbf{U}_1 + \frac{1}{4} \begin{bmatrix} (\mathbf{U}_1 + \sqrt{3} \mathbf{U}_2) D_2 + D_3 (\mathbf{U}_1 - \sqrt{3} \mathbf{U}_2) D_3 \\
+D_3^T (\mathbf{U}_1 - \sqrt{3} \mathbf{U}_2) D_3^T \end{bmatrix} = 0
$$

$$
\begin{pmatrix} m N \omega^2 - 3 \end{pmatrix} \mathbf{U}_2 + \frac{\sqrt{3}}{4} \begin{bmatrix} (\mathbf{U}_1 + \sqrt{3} \mathbf{U}_2) D_2 - D_3 (\mathbf{U}_1 - \sqrt{3} \mathbf{U}_2) D_3 \\
-D_3^T (\mathbf{U}_1 - \sqrt{3} \mathbf{U}_2) D_3^T \end{bmatrix} = 0,
$$

(3.4a)

(3.4b)

where $D_3$ is an $N^2$ matrix containing 1 along a single secondary diagonal, $I_N$ is the $N^2$ identity matrix, $m$ is the mass of the nodes, $D_1 = D_2 - 3 I_N$, $D_2 = D_3 + D_3^T$ and $\mathbf{U}_1, \mathbf{U}_2$ are the displacement vectors. In order to limit spurious reflections associated with propagating solutions, PML-like boundary conditions are applied around the edges of the domain. When verifying our homogenisation method, we shall solely deal with modes derived by a specified directional forcing. Hence, the above matrix equations will be augmented with forcing terms on the right-hand sides and then solved accordingly.

3.1.2 At point $\Gamma$: Classical, low-frequency homogenisation. At point $\Gamma$, $k = 0$, the phase shift across the cell is zero: all nodes move in-phase. In this case, the leading order problem is

$$
-\omega_0^2 \mathbf{u}^{(0)}(\eta) = 0,
$$

(3.5)

‡ PML: Perfectly Matched Layers.
whence, for non-trivial solutions, we deduce that $\omega_0 = 0$ and the leading order solution admits the representation

$$u^{(0)} = \sum_{s=1}^{2} \psi_{(0,s)}^{(0,s)} U_{(0,s)}^{(0,s)},$$

(3.6)

where $U_{(0,s)}^{(0,s)}$ are any constant linearly independent vectors. Moving to the $O(\varepsilon)$ equation, we again find

$$-\omega_1^2 u^{(1)}(\eta) = 0,$$

and hence $\omega_1 = 0$. Finally, the $O(\varepsilon^2)$ equation is

$$0 = M_{(2)} \omega_2^2 u^{(0)}(\eta) + \left( C_1 + \frac{1}{4} C_2 + \frac{1}{4} C_3 \right) \partial_1^2 u^{(0)}(\eta) + \frac{3}{4} (C_2 + C_3) \partial_2^2 u^{(0)}(\eta)
+ \frac{\sqrt{3}}{2} (C_2 - C_3) \partial_1 \partial_2 u^{(0)}(\eta),$$

(3.7)

where $\partial_i \equiv \partial/\partial \eta_i$ denotes differentiation with respect to the long-scale variables. Forming the solvability condition and assuming, without loss of generality, that $U_{(0,i)}^{(0,i)} = [\delta_{1i}, \delta_{2i}]^T$; yields the following system of coupled partial differential equations

$$0 = \omega_2^2 \psi_{(0,1)}^{(0,1)}(\eta) + \frac{9}{8} \partial_1^2 \psi_{(0,1)}^{(0,1)}(\eta) + \frac{3}{4} \partial_2^2 \psi_{(0,1)}^{(0,1)}(\eta) + \frac{3}{4} \partial_1 \partial_2 \psi_{(0,1)}^{(0,2)}(\eta),$$

(3.8a)

$$0 = \omega_2^2 \psi_{(0,2)}^{(0,2)}(\eta) + \frac{3}{8} \partial_1^2 \psi_{(0,2)}^{(0,2)}(\eta) + \frac{9}{8} \partial_2^2 \psi_{(0,2)}^{(0,2)}(\eta) + \frac{3}{4} \partial_1 \partial_2 \psi_{(0,1)}^{(0,1)}(\eta).$$

(3.8b)

The system decouples as

$$\left[ \frac{3}{8} \nabla^2 + \omega_2^2 \right] \left[ \frac{9}{8} \nabla^2 + \omega_2^2 \right] \psi_{(0,i)}^{(0,i)}(\eta) = 0, \quad \text{for } i = 1, 2. \quad (3.9)$$

For a perfect lattice, $\psi_{(0,1)}^{(0,1)}(\eta) = \psi_{(0,1)}^{(0,1)} \exp(i \mathbf{k} \cdot \eta/\varepsilon)$ and we immediately obtain the dispersion branches near the origin

$$\omega \sim \mid \mathbf{k} \mid \sqrt{\frac{3}{8}}, \quad \text{and} \quad \omega \sim \mid \mathbf{k} \mid \sqrt{\frac{9}{8}}. \quad (3.10)$$

Equation (3.9) is the partial differential equation governing the envelope functions $\psi_{(0,i)}^{(0,i)}$ on the long scale. The lattice has thus been homogenised into an effective continuum, with the long-scale behaviour governed by (3.9) and the short-scale oscillations described by the vectors $U_{(0,i)}^{(0,i)}$. The reader’s attention is drawn to the fact that (3.9) is written entirely on the long-scale, in terms of macroscopic variables. As expected, the response of the lattice is isotropic and the two acoustic dispersion surfaces are linear in the low-frequency regime. Indeed, one observes the circular isofrequency curves near the origin in Fig. 2, indicating an isotropic response in the low-frequency regime.

From the low-frequency dispersion equations (3.10) one can infer the classical shear and compressional wave speeds: $c_s^2 = 3/8$ and $c_p^2 = 9/8$, from which one can further deduce the effective
Fig. 2 The irreducible Brillouin zone superimposed on the isofrequency curves for the triangular lattice. (a) The first dispersion surface $\omega_{1+}$; (b) The second dispersion surface $\omega_{1-}$.

The irreducible Brillouin zone superimposed on the isofrequency curves for the triangular lattice. (a) The first dispersion surface $\omega_{1+}$; (b) The second dispersion surface $\omega_{1-}$.

elastic moduli: $\lambda = \mu = \sqrt{3}/4$. These agree with those results found by static analysis, energy considerations, or similar analysis of the dispersion equations. Furthermore, it is clear from equation (3.9) that the envelope functions $\psi^{(0,i)}$ can be viewed as linear combinations of the shear and compressional potentials.

3.1.3 Point M: Band-edges and resonant waveforms. Proceeding as before, at point $M$ with $k = [0, 2\pi/\sqrt{3}]^T$, the leading order problem is

$$\omega_2^2 u^{(0)}(\eta) = 4 (C_2 + C_3) u^{(0)}, \quad (3.11)$$

and the solvability criterion yields two simple eigenvalues $\omega_2^2(0,1) = 2$ and $\omega_2^2(0,2) = 6$. The leading order solutions admit the decomposition $u^{(0,i)} = \psi^{(0,i)}(\eta) U^{(0,i)}$, for $i = 1, 2$ and $U^{(0,i)} = [\delta_1, \delta_2]^T$. Moving to the next-to-leading order problem, we once again find that $\omega_1^{(1,i)} = 0$ and, since $u_1^{(1,i)}$ does not appear in the $O(\varepsilon^2)$ problem, the next-to-leading order solution is irrelevant. Imposing the solvability condition on the second-order problem yields the following system of uncoupled partial differential equations

$$\frac{7}{8} \partial_1^2 \psi^{(0,1)}(\eta) - \frac{3}{8} \partial_2^2 \psi^{(0,1)}(\eta) + \omega_2^2 \psi^{(0,1)}(\eta) = 0, \quad (3.12a)$$

$$-\frac{3}{8} \partial_1^2 \psi^{(0,2)}(\eta) - \frac{9}{8} \partial_2^2 \psi^{(0,2)}(\eta) + \omega_2^2 \psi^{(0,2)}(\eta) = 0. \quad (3.12b)$$

The uncoupled system (3.12) describes the effective continuum, or long-scale, behaviour of the lattice close to the two resonant frequencies $\omega_1^{(0,1)}$ and $\omega_1^{(0,2)}$. The first partial differential equation (3.12a) is hyperbolic and is associated with dynamic anisotropy and resonant waveforms near $\omega_1^{(0,1)} = \sqrt{2}$. In this case waves propagate along the principle directions, defined by the characteristics of equation (3.12a), and decay exponentially in all other directions. These directions of preferential
Fig. 3 The Brillouin zone and dispersion curves (black) and finite frequency asymptotics (dashed) for the triangular elastic lattice. The corners of the irreducible Brillouin zone are $\Gamma = (0, 0), M = (0, 2\pi/\sqrt{3})$ and $X = (2\pi/3, 2\pi/\sqrt{3})$. (a) Dispersion diagram; (b) The Brillouin zone

propagation can also be inferred from the hexagonal and star-shaped isofrequency contours plotted in Fig. 3 see (13–16) for further details.

The second equation (3.12b) is elliptic and is associated with the global maximum of the dispersion surfaces close to $\omega(0, 2) = \sqrt{2}$. If $\omega(2, 1)$ is real, corresponding to a perturbation into the stop-band of the lattice, then it is clear that (3.12b) has only evanescent solutions. On the other hand, if $\omega(2, 1)$ is purely imaginary then (3.12b) has propagating solutions. This corresponds to a perturbation into the pass-band. The reader’s attention is drawn to the fact that (3.12b) is anisotropic.

We proceed with verifying the efficacy of our method, using the matrix approach outlined in section 3.1.1. As we wish to analyse modes located within both the stop and the pass-bands, our focus shall be on the global maximum. An $O(\epsilon)$ vertical excitation is applied to the central mass; the magnitude and direction of the forcing ensures that the term propagates to the desired second-order equation. The resulting PDE is identical to (3.12b) albeit with the forcing term, $F_\delta(\eta)$, located on the right-hand side. Solving this equation gives us the leading-order envelope modulation

$$\phi^{(0, 2)}(\eta) = \frac{2iF}{3\sqrt{3}} H_0^{(1)} \left(\omega(2, 2) \sqrt{\frac{8M}{3}} \left[\frac{\eta_1^2}{3} + \frac{\eta_2^2}{3}\right]\right).$$

(3.13)

A direct comparison between the asymptotics and the numerics within both, the decaying and propagating regions, is shown in Fig. 4. The anisotropic nature of the oscillations is also demonstrated.

3.1.4 At point $X$: Dirac cones. At point $X$, with $k = [2\pi/3, 2\pi/\sqrt{3}]^T$, the Bloch–Floquet quasi-periodicity envelope is $\exp[i2\pi/3(m_1 + 2n_2)]$ and the leading order problem is

$$\omega_0^2 \mathbf{u}^{(0)}(\eta) = 3(C_1 + C_2 + C_3) \mathbf{u}^{(0)}(\eta).$$

(3.14)
Fig. 4  Panels (a) and (b) show the evanescent solution ($\varepsilon = 0.01, \omega^2_{(2,2)} = 5$), while panels (c) and (d) show the propagating solution ($\varepsilon = 0.1, \omega^2_{(2,2)} = -5$). A pseudocolour plot of $|u(m)|$ is shown in panel (a), while $u_2(0, \varepsilon m_2)$ is plotted in panel (c). The numerical solution (solid) is compared with the asymptotic envelope (dashed) for the displacement $u_2(0, \varepsilon m_2)$ in panels (b) and (d) for the evanescent and propagating solutions, respectively.

(a) $|u(m)|$; (b) $u_2(0, \varepsilon m_2)$; (c) $u_2(m)$; (d) $u_2(0, \varepsilon m_2)$

The solvability criterion yields an eigenvalue (of multiplicity two) $\omega^2_{(0)} = 9/2$, whence the leading order solution admits the decomposition

$$u^{(0)}(\eta) = \varphi^{(0,1)}(\eta)U^{(0,1)} + \varphi^{(0,2)}(\eta)U^{(0,2)},$$

with $U^{(0,j)} = [\delta_{1i}, \delta_{2j}]^T$. Moving to the $O(\varepsilon)$ problem, we find that $\omega^{(1,j)}$ does not necessarily vanish and instead we obtain the following coupled system of partial differential equations

$$i\omega^{(1)}_2 \varphi^{(0,1)}(\eta) = 3\sqrt{3} 4 \left[ \partial_1 \varphi^{(0,1)}(\eta) - \partial_2 \varphi^{(0,2)}(\eta) \right] ,$$

$$i\omega^{(1)}_2 \varphi^{(0,2)}(\eta) = -3\sqrt{3} 4 \left[ \partial_1 \varphi^{(0,2)}(\eta) + \partial_2 \varphi^{(0,1)}(\eta) \right].$$

(3.15a)

(3.15b)

The system then decouples into a pair of second-order partial differential equations

$$\frac{27}{16} \nabla^2 \varphi^{(0,i)}(\eta) + \omega^{(1)}_2 \varphi^{(0,i)}(\eta) = 0, \quad \text{for } i = 1, 2.$$  

(3.16)
Fig. 5 The components of the displacement field generated by forcing a small cluster of nodes at a frequency close to the standing wave frequency at $X$ ($\omega = \sqrt{\omega_0^2 - 0.08}$). The response is approximately isotropic; the small level of anisotropy can be attributed to the excited of a non-resonant mode associate with the other dispersion branch. (a) The first component of the displacement field; (b) The second component of the displacement field.

In this case, the the dispersion curves are locally linear and the response is isotropic, as expected at Dirac points.

Dirac cones are of particular interest due to their dispersive properties and are the subject of significant attention in the physics community, particularly with regard to graphene. Dirac-like cones have also been found in other physical systems, such as platonic crystals, honeycomb lattices coupled with flexural plates, and, more recently, in phononic crystals. Although Dirac cones may be found in crystals with square geometry, hexagonal lattices are of particular interest since there is a connection between such geometries and band surfaces that give rise to Dirac cones; this connection is independent of governing equation.

Nevertheless, it is important to observe that Dirac-like points also occur in discrete elastic systems. We note that since the material parameters have been scaled out of the physical system, the Dirac point at $X$ is stable; that is, it will persist regardless of the material parameter of the lattice.

Figure 5 shows the displacement field generated by forcing a cluster of nodes at a frequency close to the standing wave frequency at which the Dirac cone occurs. The displacement field is approximately isotropic, indicating dispersionless wave propagation, as one would expect at Dirac cones.

3.1.5 At point $\gamma$: A saddle point. A saddle point of the dispersion surfaces occurs at $k = \{\pi - \arccos(1/8)\}[1, \sqrt{3}]^T$. Although there appears to be a local maximum in Fig. 3, it is, in fact, a saddle point. This illustrates a key problem with simply plotting dispersion curves around a contour following the edge of the Brillouin zone: it is possible to misidentify, or miss entirely, stationary points on the dispersion surfaces. Nevertheless, the nature of the stationary point is immediately apparent as a result of the homogenisation method used here; the form of the homogenised partial
differential equation is related to the type of stationary point considered. In particular, at saddle points the homogenised partial differential equation will be hyperbolic, as we have seen earlier.

At $\gamma$, the leading order problem is

$$\omega_0^2 \mathbf{u}^{(0)}(\eta) = \sigma_0 \mathbf{u}^{(0)}(\eta), \quad (3.17)$$

where $\sigma_0 = -\left[(z_1 + z_1^2) C_1 + (z_2 + z_2^2) C_2 + (z_3 + z_3^2) C_3\right]$ and the phase shift across the elementary cell is described by $z_1 = -1/8 + i3\sqrt{7}/8$, $z_2 = -31/32 - i3\sqrt{7}/32$, and $z_3 = -1/8 + i3\sqrt{7}/8$, and $(\cdot)^*$ denotes complex conjugation. The solvability condition gives two eigenfrequencies: $\omega^2 = 27/8$ and $\omega_0^2 = 81/16$. The first frequency merely corresponds to the lower dispersion curve at point $\gamma$ in the Brillouin zone, rather than a standing wave frequency, and is therefore not of interest to us. We instead concentrate on the second eigenmode, which admits a solution of the form

$$\mathbf{u}^{(1)}(\eta) = S^{(0)}_1 \psi^{(0)}(\eta) + \left[1 - S^{(0)}_1 S^{(0)}_0\right] \mathbf{v}(\eta), \quad (3.18)$$

where $\mathbf{v}$ and $\psi$ are arbitrary. The matrix $S^{(0)}_0 = \omega_0^2 \mathbf{I} - \sigma_0$ and

$$\sigma_1 = (z_1^* - z_1) C_1 \partial_1 + (z_2^* - z_2) C_2 \left(\frac{1}{2} \partial_1 + \frac{\sqrt{3}}{2} \partial_2\right) + (z_3^* - z_3) C_3 \left(-\frac{1}{2} \partial_1 + \frac{\sqrt{3}}{2} \partial_2\right). \quad (3.19)$$

Moving to the second-order problem, we find

$$\begin{align*}
\omega_0^2 \mathbf{u}^{(2)}(\eta) + \sigma_2 \mathbf{u}^{(0)}(\eta) &= \sigma_0 \mathbf{u}^{(2)}(\eta) + \sigma_1 \mathbf{u}^{(1)}(\eta) + \sigma_2 \mathbf{u}^{(0)}(\eta),
\end{align*} \quad (3.20)$$

where

$$\begin{align*}
\sigma_2 &= -\frac{1}{2}(z_1 + z_1^2) C_1 \partial_1^2 - \frac{1}{8}(z_2 + z_2^2) C_2 \left(\partial_1^2 + 2\sqrt{3}\partial_1 \partial_2 + 3\partial_2^2\right) \\
&\quad - \frac{1}{8}(z_3 + z_3^2) C_3 \left(\partial_1^2 - 2\sqrt{3}\partial_1 \partial_2 + 3\partial_2^2\right). \quad (3.21)
\end{align*}$$

Finally, forming the solvability condition as in (3.17), we obtain the following hyperbolic partial differential equation

$$\left(-\frac{45}{64} \partial_1^2 + \frac{9\sqrt{3}}{8} \partial_{12} + \frac{27}{64} \partial_2^2 - \omega_0^2\right) \psi^{(0)}(\eta) = 0. \quad (3.22)$$

Since the homogenised equation is hyperbolic, we expect to observe dynamic anisotropy and resonant waveforms when the lattice is excite close to this saddle point frequency. Figure 6 shows the displacement field generated when the triangular lattice is excited near the resonant frequency. As noted in (15), the observed displacement field depends on the orientation of the applied forcing. For Fig. 6(a), the forcing is applied to a cluster of nodes, in the direction parallel to the inclined...
Fig. 6 The displacement field generated by various forcing configurations at frequencies close to the saddle point frequency at $\omega_0 = 9/4$. In panel (a) the lattice is excited with a forcing vector $F = 1/2[1, \sqrt{3}]^T e^{i k_1 m_1 + i m_2 (k_1 + k_2 \sqrt{3})/2}$, where $k = [\pi - \arccos(1/8)] [1, \sqrt{3}]^T$, over a cluster consisting of the nodes $m \in \{0, (\pm 1, 0), (0, \pm 1)\}$. Panels (b) and (c) show the case when the lattice is forced at node $m = 0$ with forcing vector $F = [0, 1]^T$ & $F = [1, 0]^T$ respectively. In all cases, the forcing frequency is $\omega = \sqrt{\omega_0^2 - 0.05}$ and the colour scale is linear from blue (zero) to red (maximal)

bonds (i.e. $[1/2, \sqrt{3}/2]^T$). In Figs. (b) and (c), the forcing is applied to a single node at $m = 0$ in the vertical and horizontal direction respectively. In all cases, the directions of preferential propagation are defined by the characteristics of $\mathbf{(3.22)}$. In particular, the angles of the preferential directions, as measured counter-clockwise from the $\eta_1$ axis are

$$\theta_{\pm} = \arctan \left( \pm \frac{3\sqrt{7}}{5} - \frac{4\sqrt{3}}{5} \right),$$

or $\theta_{+} \approx 0.199$ and $\theta_{-} \approx 1.25$. It is remarked that these angles can also be obtained via a quadratic expansion of the dispersion surfaces in the vicinity of the saddle point, as was done in $(16)$. We also observe that the orientation of these characteristics is different from those which occur at the lower saddle point frequency (cf. $(3.22)$). A similar effect was noted in $(13)$.

3.2 Square lattices

As mentioned earlier, square lattices are degenerate if the flexural rigidity of the links is neglected. In contrast to truss-like structures, where the lattice links are connected by pin-joints, the angle at which the links meet is fixed in frame-like structures. This naturally introduces a new variable: the angle of rotation at the junctions $\theta(m)$. In natural units, the equations of motion for the in-plane displacement of a uniform square lattice are

$$M_0^2 \mathbf{u}(m) = B_1 \mathbf{u}(m + \mathbf{e}_1) + B_2 \mathbf{u}(m + \mathbf{e}_2) + B_3 \mathbf{u}(m - \mathbf{e}_1) + B_4 \mathbf{u}(m - \mathbf{e}_2) + \left[ A_1 + A_2 + A_3 + A_4 \right] \mathbf{u}(m),$$

$(3.24)$
where \( M = \text{diag}[1, 1, J] \), \( J \) is the non-dimensional ratio of mass and polar moment of inertia at the junctions,

\[
A_1 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 6\beta & 3\beta \\ 0 & 3\beta & 2\beta \end{pmatrix}, \quad A_2 = \begin{pmatrix} 6\beta & 0 & -3\beta \\ 0 & 1 & 0 \\ -3\beta & 0 & 2\beta \end{pmatrix}, \quad A_3 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 6\beta & -3\beta \\ 0 & -3\beta & \beta \end{pmatrix},
\]

\[
A_4 = \begin{pmatrix} 6\beta & 0 & 3\beta \\ 0 & 1 & 0 \\ 3\beta & 0 & 2\beta \end{pmatrix}, \quad B_1 = \begin{pmatrix} -1 & 0 & 0 \\ 0 & -6\beta & 3\beta \\ 0 & -3\beta & \beta \end{pmatrix}, \quad B_2 = \begin{pmatrix} -6\beta & 0 & -3\beta \\ 0 & -1 & 0 \\ 3\beta & 0 & \beta \end{pmatrix},
\]

\[
B_3 = \begin{pmatrix} -1 & 0 & 0 \\ 0 & -6\beta & -3\beta \\ 0 & 3\beta & \beta \end{pmatrix}, \quad B_4 = \begin{pmatrix} -6\beta & 0 & 3\beta \\ 0 & -1 & 0 \\ -3\beta & 0 & \beta \end{pmatrix},
\]

\( \beta = 2D/(\mu \ell^2) \) is the normalised ratio of the flexural rigidity \( D \) and longitudinal stiffness \( \mu \), and \( u = [u_1/\ell, u_2/\ell, \theta]^T; \theta \) is the angular rotation. Here \( J = I/(m\ell^2) \), where \( I \) is the usual polar moment of inertia. The frequency is also non-dimensionalised as before.

At this point, it is appropriate to consider the relative size of \( \beta \). The scaled flexural rigidity of the lattice links can also be expressed as \( \beta = 2I/(\alpha \ell^2) \), where \( I \) is the second moment of inertia and \( \alpha \) is the cross-sectional area. If we assume that the lattice links are solid and have thickness \( r \) then \( \beta \sim (r/\ell)^2 \). For slender links, as assumed here, \( 0 < \beta \ll 1 \). As we shall see later, the two free parameters \( \beta \) and \( J \) give rise to several interesting degeneracies, including Dirac cones.

Once again we proceed with the high-frequency homogenisation procedure by introducing a small parameter \( 0 < \varepsilon \ll 1 \) and a slow variable \( \eta = \varepsilon m \). The ansatz for the field and frequency are introduced and a hierarchy of equations in ascending orders of \( \varepsilon \) is obtained, as described in section 3.2.1 Point \( \Gamma \): Classical homogenisation. In this case, at \( \mathbf{k} = \mathbf{0} \), the leading order problem is

\[
\mathcal{M}_{0}u^{(0)}(\eta) = [B_1 + B_2 + B_3 + B_4 + A_1 + A_2 + A_3 + A_4]u^{(0)}(\eta). \tag{3.25}
\]

Imposing the usual solvability condition the following eigenvalues are obtained: \( \omega_{(0,1)} = 0 \) (multiplicity two) and \( \omega_{(0,2)} = 2\sqrt{3}\beta/J \). The leading order solution for the repeated eigenvalue \( \omega_{(1)}^{(1)} = 0 \) then admits the following form

\[
u^{(0,1)} = \varphi^{(0,1,1)}(\eta)U_1^{(0,1,1)} + \varphi^{(0,1,2)}(\eta)U_1^{(0,1,2)}, \tag{3.26}
\]
where, without loss of generality, we may take $U^{(0,1,1)} = [\delta_1, \delta_2, 0]^T$. The distinct eigenvalue admits an associated eigenvector of the form

$$u^{(0,2)} = \varphi^{(0,2)}(\eta) U^{(0,2)},$$

(3.27)

where $U^{(0,2)} = [0, 0, 1]^T$. The next-to-leading order problem yields $\omega_{(i,j)} = 0$ and we move to second-order. For the repeated root $\omega_{(0,1)} = 0$, we obtain a system of two coupled partial differential equations

$$\partial_1^2 \varphi^{(0,1,1)}(\eta) + 3\beta \partial_1 \partial_2 \varphi^{(0,1,1)}(\eta) + 3\beta \partial_1 \partial_2 \varphi^{(0,1,2)}(\eta) + \omega_{(2,1)}^2 \varphi^{(0,1,1)}(\eta) = 0,$$

(3.28a)

and

$$3\beta \partial_1^2 \varphi^{(0,1,2)}(\eta) + 3\beta \partial_1 \partial_2 \varphi^{(0,1,2)}(\eta) + 3\beta \partial_1 \partial_2 \varphi^{(0,1,1)}(\eta) + \omega_{(2,2)}^2 \varphi^{(0,1,2)}(\eta) = 0.$$

(3.28b)
The system decouples into a repeated fourth order partial differential equation for the acoustic modes

\[ \left[ 3\beta \left( \partial_1^4 + \partial_2^4 \right) + \partial_1^2 \partial_2^2 + \omega_{(2,i)}^2 \right] \psi^{(0,1,i)}(\eta) = 0, \quad (3.29) \]

for \( i = 1, 2 \). It is immediately apparent from the homogenised partial differential equation that the square lattice is anisotropic in the low-frequency limit. In the case of a perfect lattice, the asymptotic dispersion equation is linear

\[ \omega^2_{(2,1)} \sim \frac{(3\beta + 1)}{2} |k|^2 \]

\[ \pm \frac{1}{2} \sqrt{3\beta(k_1^4 + k_2^4)(3\beta - 2) + (k_1^2 - k_2^2)^2 + 18k_1^2k_2^2\beta^2 + 12k_1^2k_2^2\beta^4}. \quad (3.30) \]

The asymptotic dispersion curves are shown as the dashed red lines emanating from the origin in Fig. 7. We observe that the coupled system (3.28) is consistent with the homogenised equations derived in (2) for the static square lattice.

Moving to the simple eigenvalue \( \omega_{(0,2)} = 2\sqrt{3\beta/J} \), the first-order correction to the frequency again vanishes, and the solvability condition provides the second-order partial differential equation governing the leading order envelope function

\[ (3J - 1) \beta \psi^{(0,2)}(\eta) + J \omega^2_{(2,2)} \psi^{(0,2)}(\eta) = 0. \quad (3.31) \]

For \( J = 1/3 \), the second-order correction to the frequency vanishes and we must proceed to higher order. Moving to third order we find that \( \omega_3 \) also vanishes. Finally, at fourth order we obtain the following partial differential equation for the correction to the frequency and the envelope function

\[ \left[ \frac{\beta}{4} \left( \partial_1^4 + \partial_2^4 \right) - \frac{1}{6} \partial_1^2 \partial_2^2 + \omega_4 \right] \psi^{(0,2,1)}(\eta) = 0. \quad (3.32) \]

Here, the dispersion curve is locally quartic. Figure 7(a), (b), (d) and (e) illustrate the quadratic nature of the dispersion curves for this rotational mode near the origin. In contrast, the quartic behaviour of the curves is illustrated in Figs. 7(c) and (f). Beyond capturing the behaviour of the curves near the origin, the transition of the long scale equation from second order (3.31), to fourth order (3.32) suggests that, at the critical value of moment of inertia, the lattice transitions from membrane-like behaviour to plate-like behaviour on the long-scale.

3.2.2 At point M: resonant waveforms. The leading order problem is

\[ M\omega^2_{(0,1)} u^{(0)}(\eta) = [B_1 - B_2 + B_3 - B_4 + A_1 + A_2 + A_3 + A_4] u^{(0)}(\eta). \quad (3.33) \]

Provided that \( J \neq 1/3, 2\beta \) and \( \beta \neq 1/6 \), the solvability criterion yields three simple eigenfrequencies \( \omega_{(0,1)} = 2\sqrt{6\beta}, \omega_{(0,2)} = 2 \), and \( \omega_{(0,3)} = 2\sqrt{2\beta/J} \), with associated eigenmodes

\[ u^{(0,i)} = [\delta_{1i}, \delta_{2i}, \delta_{3i}]^T, \quad \text{where the leading order solution admits the usual decomposition} \]

\[ u^{(0,0)}(\eta) = \psi^{(0,0)}(\eta) u^{(0,0)}(\eta). \]

In all cases, the solvability condition for the next-to-leading order problem imposes...
\[ \alpha_{(1,0)} = 0. \]

Moving to the second-order problem, we find a system of three uncoupled partial differential equations for the leading order envelope functions, one for each eigenmode,

\[
\left( \partial_1^2 + 3\beta \frac{7 - 12J}{6J - 2} \partial_2^2 + \omega_{(2,1)}^2 \right) \psi^{(2,1)}(\eta) = 0, \tag{3.34a}
\]

\[
\left( \frac{3\beta}{J - 2\beta} \partial_1^2 + \omega_{(2,2)}^2 \right) \psi^{(2,2)}(\eta) = 0, \tag{3.34b}
\]

\[
\left[ \frac{(J + 9\beta J - 2\beta)\beta}{J(J - 2\beta)} \partial_1^2 + \frac{(3J + 2)\beta}{2J(3J - 1)} \partial_2^2 + \omega_{(2,3)}^2 \right] \psi^{(2,3)}(\eta) = 0. \tag{3.34c}
\]

The corresponding asymptotics are illustrated by the dashed red curves in Fig. 7(a).

If \( J \in [1/3, 2\beta] \) and/or \( \beta = 1/6 \), then one or more of the eigenmodes coincide and the standard decomposition \( U^{(0,1)}(\eta) = \psi^{(0,1)}(\eta)U^{(0,1)} \) no longer applies. Of particular interest, is the case when \( J = 1/3 \) and \( \beta = 1/6 \). In this case, all three modes collapse down onto a single mode and the leading order eigenvalue, \( \omega_0 = 2 \), has a multiplicity of three.

A single degeneracy. Let us start by supposing that the first two eigenfrequencies coincide such that \( \omega_{(0,1)} = \omega_{(0,2)} = 2 \), in which case, the leading order solution is simply a linear combination of the eigenvectors found earlier,

\[
u^{(0,1)} = \psi^{(0,1,1)}(\eta)U^{(0,1,1)} + \psi^{(0,1,2)}(\eta)U^{(0,1,2)}, \tag{3.35}
\]

where \( U^{(0,1,i)} = [\delta_{1i}, \delta_{2i}, 0]^T \). The third eigenmode remains unchanged. Imposing the solvability criterion to the first-order problem yields \( \omega_1 = 0 \). Moving to second-order solvability demands

\[
0 = U^{(0,1,i)}^T S_1 S_2^+ S_1 U^{(0,1,i)} + U^{(0,1,i)}^T S_2 U^{(0,1,i)} - \omega_0^2 U^{(0,1,i)}^T M U^{(0,1,i)}, \quad i = 1, 2. \tag{3.36}
\]

Equations 3.36 can be written as a system of two coupled second-order partial differential equations, which eventually decouple into a single fourth-order equation

\[
\begin{pmatrix}
12J - 1 \\
4(3J - 1)
\end{pmatrix}
\partial_1^4 + \begin{pmatrix}
12J - 7 \\
4(3J - 1)
\end{pmatrix}
\partial_2^4 - \begin{pmatrix}
8 - 24J \\
4(3J - 1)
\end{pmatrix}
\omega_{(2,1)}^2 \partial_1^2 - \frac{24J - 11}{4(3J - 1)} \partial_2^2 + \begin{pmatrix}
24J - 5 \\
4(3J - 1)
\end{pmatrix}
\omega_{(2,1)}^2 \partial_1^2
\partial_2^2
\end{pmatrix}
\psi^{(0,1,i)}(\eta) = 0, \tag{3.37}
\]

for \( i = 1, 2 \). The local dispersion equations for the first two modes are then

\[
\omega_{(2,1)}^2 \sim \kappa_1^2 - \kappa_2^2, \quad \omega_{(2,2)}^2 \sim \frac{12J - 1}{12J - 4} \kappa_1^2 + \frac{7 - 12J}{12J - 4} \kappa_2^2. \tag{3.38}
\]

and are illustrated in Fig. 7(e). We observe that the homogenised equation 3.37 describes an anisotropic medium. In particular, the curvature of the dispersion changes sign at \( M \); such effects are associated with dynamic anisotropy as illustrated for triangular lattice in Fig. 6 and discussed in section 3.1.5.
One-sided Dirac cones. If second and third eigenmodes coincide, that is, if \( \omega_{(0,2)} = \omega_{(0,3)} = 2 \) (i.e. \( J = 2\beta \)) the leading order solution admits the decomposition \( \psi^{(0,2)} = \psi^{(0,2,1)}(\eta)U^{(0,2,1)} + \psi^{(0,2,2)}(\eta)U^{(0,2,2)} \), with \( U^{(0,2,1)} = [0, \delta_1, \delta_2] \). Applying the Fredholm alternative to the first-order problem leads to a system of first-order partial differential equations, which decouples to

\[
9J\frac{\partial^2}{\partial \eta^2} \psi^{(0,2,1)}(\eta) + \omega_{(1,2,0)}^4 \psi^{(0,2,0)}(\eta) = 0.
\]  

(3.39)

Thus, to leading order, the dispersion curves are linear along contours where \( k \) is not constant:

\[
\omega \sim 2 \pm \frac{3\sqrt{J}}{4} k_1.
\]  

(3.40)

suggesting Dirac cone-like behaviour. If we are interested in behaviour over contours where \( k_1 \) is constant, then we assume that \( \psi^{(0,2,0)}(\eta) = \psi^{(0,2,0)}(\eta_2) \) and proceed to higher order. Imposing the usual solvability condition on the second-order problem yields a system of two uncoupled partial differential equations

\[
\left( 3J\frac{\partial^2}{\partial \eta^2} - \omega_{(2,2,1)}^2 \right) \psi^{(0,2,1)} = \partial_1^2 v_1(\eta)
\]  

(3.41a)

\[
\left[ -\frac{1}{2} \partial_1^2 + \frac{1}{2} \left( \frac{9J}{2(3J-1)} - 1 \right) \partial_2^2 + \omega_{(2,2,2)}^2 \right] \psi^{(0,2,2)} = -3\partial_1^2 v_2(\eta).
\]  

(3.41b)

where \( v_1 \) are arbitrary functions. Assuming that the macroscale functions are independent of \( \eta_1 \) (otherwise the leading order behaviour is linear), we arrive at the equations for the envelope functions

\[
\left( \omega_{(2,2,1)}^2 - \omega_{(2,2,2)}^2 \right) \psi^{(0,2,1)} = 0,
\]  

(3.42a)

\[
\left[ \frac{1}{2} \left( \frac{9J}{2(3J-1)} - 1 \right) \partial_2^2 + \omega_{(2,2,2)}^2 \right] \psi^{(0,2,2)} = 0.
\]  

(3.42b)

In this case, the dispersion curves are locally quadratic. This case is illustrated in Fig. 3(d) where we observe that the highest two dispersion curves are linear (Dirac cone like) when approaching \( M \) along \( XM \), but quadratic when approaching the same point along \( \Gamma M \).

If the first and third modes coincide, such that \( \omega_{(0,1)} = \omega_{(0,3)} = 2\sqrt{6\beta} \), we arrive at a similar result.

In this case, the degenerate eigenmode admits the decomposition \( u^{(0,1)}(\eta) = \psi^{(0,1,1)}(\eta)U^{(0,1,1)} + \psi^{(0,2,2)}(\eta)U^{(0,1,2)} \) and the leading order behaviour on the long-scale is governed by

\[
\left( \frac{36\beta^2}{J} \partial_2^2 + \omega_{(2,1,1)}^4 \right) \psi^{(0,1,i)}(\eta) = 0, \quad \text{for } i = 1, 2.
\]  

(3.43)

Moving to higher order and assuming again that the long-scale functions are independent of \( \eta_2 \), we obtain the following system of uncoupled equations

\[
\left[ \frac{1}{J} \left( 1 + \frac{9\beta^2}{1-6\beta} \right) \partial_1^2 - \omega_{(2,1,1)} \right] \psi^{(0,1,1)} = 0,
\]  

(3.44a)

\[
\left[ \partial_2^2 + \omega_{(2,1,2)} \right] \psi^{(0,1,2)} = 0.
\]  

(3.44b)
The corresponding asymptotic dispersion curves are shown in Fig. 7. In this case, the lowest two dispersion curves are linear when approaching $M$ along $\Gamma M$, but quadratic when approaching $M$ along $XM$.

A triple degeneracy. It is interesting to observe what happens when the above two degeneracies coincide, that is when $\beta = 1/6$ and $J = 1/3$. In this case, we have an eigenvalue $\omega_0 = 2$ of multiplicity three and the solution to the leading order problem admits the form

$$u_0(\eta) = \begin{bmatrix} \phi^{(1)}(\eta), \phi^{(2)}(\eta), \phi^{(3)}(\eta) \end{bmatrix}^T.$$  \hspace{1cm} (3.45)

The first order problem provides a system of three partial differential equations for the unknown scalar functions

$$0 = \left( S_1 - M \omega_1^2 \right) u_0,$$  \hspace{1cm} (3.46)

where

$$S_1 = \begin{pmatrix} 0 & 0 & \partial_2 \\ 0 & 0 & \partial_1 \\ -\partial_2 & -\partial_1 & 0 \end{pmatrix}.$$  \hspace{1cm} (3.47)

For non-zero $\omega_1$, the system then decouples into the Helmholtz equation

$$\left( 3\nabla^2 + \omega_1^4 \right) \phi^{(i)}(\eta) = 0, \text{ for } i = 1, 2, 3.$$  \hspace{1cm} (3.48)

Thus, the dispersion curves are locally linear and we expect Dirac cone-like behaviour. In order to obtain the quadratic curve, passing through the Dirac point on the dispersion diagram, we must proceed to higher order. If $\omega_1$ vanishes, then the first or problem is

$$S_1 v(\eta) = \begin{bmatrix} (\partial_1^2 - \partial_2^2 + \omega_2^2) \phi^{(1)}(\eta) \\ (\partial_1^2 - \partial_2^2 + \omega_2^2) \phi^{(2)}(\eta) \\ \frac{1}{6} (\partial_1^2 - \partial_2^2 + 2\omega_2^2) \phi^{(3)}(\eta) \end{bmatrix},$$  \hspace{1cm} (3.49)

where $v(\eta)$ is an arbitrary vector function of $\eta$. For vanishing $\omega_1$, the first-order problem requires that $\partial_1 \phi^{(5)} = \partial_2 \phi^{(3)} = 0$, whence $\phi^{(5)} = c_1$. Additionally, $\partial_1 \phi^{(2)} + \partial_2 \phi^{(1)} = 0$ and hence $\phi^{(1)} = \partial_1 H(\eta)$ and $\phi^{(2)} = -\partial_2 H(\eta)$. Thus, for the case when the structure is locally invariant with respect to $\eta_2$, $\phi^{(2)} = 0$ and we obtain a single differential equation for the envelope function

$$\left( \frac{d^2}{d\eta_1^2} + \omega_2^2 \right) \phi^{(1)}(\eta_1) = 0,$$  \hspace{1cm} (3.50a)

similarly, when the system is locally independent of $\eta_1$, we find $\phi^{(1)} = 0$, and

$$\left( \frac{d^2}{d\eta_2^2} - \omega_2^2 \right) \phi^{(2)}(\eta_2) = 0.$$  \hspace{1cm} (3.50b)

Hence, we obtain the quadratic dispersion curves passing through the Dirac point on the dispersion Fig. 7(c). We observe from the homogenised equation (3.48), that the Dirac cone has circular cross...
section and, hence, the response of the lattice will be isotropic. We also observe that the homogenised partial differential equations which govern the long scale behaviour of the third mode transition from elliptic 4.50(a) to hyperbolic 4.50(b) as we move through point M (see Fig. 4(c)). As discussed earlier, such behaviour is associated with dynamic anisotropy and wave beaming. In addition to those degeneracies already mentioned, the envelope functions become independent of one of the slow variables when \( J = 7/12 \) and \( \beta = 2J \).

3.2.3 At point X. In this case neighbouring nodes oscillate out of phase with each other and the leading order problem is

\[
\text{Mo}_0^2 \mathbf{u}^{(0)}(\eta) = [A_1 + A_2 + A_3 + A_4 - B_1 - B_2 - B_3 - B_4] \mathbf{u}^{(0)}(\eta).
\]  

(3.51)

Provided that \( J \neq \beta/(1 + 6\beta) \), we obtain two eigenvalues, the first of which is \( \omega_{0(1)} = 2\sqrt{1 + 6\beta} \) and has multiplicity two; the second is \( \omega_{0(2)} = 2\sqrt{\beta/J} \) and has unit multiplicity. The leading order eigenmodes then admit the following representation

\[
\mathbf{u}^{(0,1)} = \varphi^{(0,1)}(\eta) \mathbf{U}^{(0,1,1)} + \varphi^{(0,1,2)}(\eta) \mathbf{U}^{(0,1,2)}, \quad \text{and} \quad \mathbf{u}^{(0,2)} = \varphi^{(0,2)}(\eta) \mathbf{U}^{(0,2)},
\]

(3.52)

where \( \mathbf{U}^{(0,1,1)} = [\delta_{11}, \delta_{21}, 0]^T \) and \( \mathbf{U}^{(0,2)} = [0, 0, 1]^T \). It is observed that, once again, the translational and rotational modes decouple at leading order. At next-to-leading order, the solvability criterion requires that \( \omega_{1(1,1)} = 0 \). For the first eigenmode, the solvability criterion yields a system of second-order partial differential equations, which eventually decouple as

\[
\beta [6J + \beta(36J - 15)] \left[ \partial_1^2 + \partial_2^2 \right] + (216J - 144)\beta^3 + 36\beta^2 J + (6J - m)\beta + J \left[ \partial_1^2 + \partial_2^2 \right] - 36\omega_{(2,1)}^2 \left[ \left( J - \frac{5}{12} \right) \beta^2 + \left( \frac{1}{3} - \frac{1}{36} \right) \beta + \frac{J}{36} \right] \left[ \partial_1^2 + \partial_2^2 \right]
\]

\[
- \frac{J}{6} \omega_{(2,1)}^2 \left( J - \frac{1}{6} \right) \beta + \frac{J}{6} \right) \varphi^{(0,1)}(\eta) = 0.
\]

(3.53)

For the second, simple eigenmode, we find a single second-order partial differential equation for the envelope function

\[
\left[ \left( \frac{9J\beta^2}{\beta - J(1 + 6\beta)} + \beta \right) \left( \partial_1^2 + \partial_2^2 \right) + J\omega_{(2,2)}^2 \right] \varphi^{(0,2)}(\eta) = 0.
\]

(3.54)

For \( J \neq \beta/(1 - 3\beta) \), the above equation relates the correction to the frequency and the leading order envelope function. If however, \( J = \beta/(1 - 3\beta) \), then \( \omega_{(2,2)} = 0 \) and we must proceed to higher order where we find that \( \omega_{(3,2)} \) also vanishes. Finally, at fourth order we obtain a single partial differential equation linking the leading order envelope function \( \varphi^{(0,2)}(\eta) \) and the correction to the frequency \( \omega_{(4,2)} \)

\[
\left[ \left( \frac{1 - 3\beta}{12} \partial_4^2 + \left( \frac{1 - 3\beta}{12} \right) \frac{\beta}{18} \partial_4^2 \right) \right] \varphi^{(0,2)}(\eta) = 0.
\]

(3.55)

The corresponding asymptotic dispersion curves are shown in Fig. 4(c), when the dispersion curve for the lowest mode is almost flat. Once again, for a critical value of \( J \), we observe a transition in the homogenised partial differential equation, from second 4.54 to fourth order 4.55.
At point $X$, the three modes coincide when $J = \beta/(1 + 6\beta)$ such that we obtain a single eigenvalue $\omega_{(0)} = 2\sqrt{1 + 6\beta}$ of multiplicity three. We then proceed as in the triply degenerate case discussed in section 3.2.4 and obtain a system of three coupled partial differential equations. For non-vanishing $\omega_{(1)}$, the system can be decoupled to obtain three identical uncoupled equations

$$\left\{ 36\beta(1 + 36\beta) \left[ \hat{a}_1^2 + \hat{a}_2^2 \right] + \omega_{(1)}^2 \right\} \phi^{(0,\beta)}(\eta) = 0, \quad \text{for } i = 1, 2, 3, \quad (3.56)$$

and we obtain the two linear dispersion curves characteristic of Dirac cones (cf. Fig. 7(b)). As before, in order to obtain the quadratic curve bisecting the Dirac cone, we must proceed to higher order. In doing so, we obtain the following two dispersion curves about point $X$

$$\omega^2 \sim 4(1 + 6\beta) - (1 + 6\beta)|k|^2, \quad (3.57a)$$

along $X\Gamma$ and

$$\omega^2 \sim 4(1 + 6\beta) - k_1^2, \quad (3.57b)$$

along $XM$.

It is interesting to observe that, in contrast to the Dirac cone for the triangular lattice discussed in section 3.1.4, this Dirac cone is created by a degeneracy and only exists for a certain combination of material parameters.

4. Concluding remarks

The asymptotic theory developed herein can be applied to a wide range of discrete structures of arbitrary geometry and dimension. Indeed, any discrete system where the interaction (for example, equilibrium equation) between points is linear can be analysed using the scheme developed in the present article. As outlined in the introduction, lattice type structures are of significant interest in a wide range of physical settings, including biomechanics, structural mechanics and cloaking. Often, one can obtain effective material properties from analysing the static response of the lattice; but such approaches are limited to the low-frequency regime, whereas many novel features associated with metamaterials, such as cloaking, dynamic anisotropy and focusing occur at higher frequencies. The two-scale approach used here allows us to obtain effective material properties in the vicinity of any point in Fourier space, that is, in the neighbourhood of any wave vector. A detailed understanding of the material response at higher frequencies would, potentially, allow the design of metamaterial devices which are effective over a much wider range of frequencies.

The general theoretical methodology is accompanied by illustrative examples for two archetypal two-dimensional lattices: triangular in section 3.1 and square in section 3.2. As demonstrated in Fig. 6 in §3.1.5, the two scale approach used here accurately captures the essential dynamic behaviour at resonant frequencies away from the low-frequency regime. Moreover, the high-frequency homogenisation methodology also captures the interesting behaviour associated with degeneracies in discrete systems (cf. Fig. 7). In particular, where such degeneracies occur, the asymptotic procedure elucidates changes in the governing equations of the system on the long scale leading to physical insight; for example, moving from membrane-like to plate-like behaviour (cf. (3.31) and (3.32) on p. 222).
D. J. Colquitt gratefully acknowledges financial support from the EPSRC in the form of a Doctoral Prize Fellowship and grant (EP/J009636/1). R. V. Craster thanks the EPSRC for their support through research grants (EP/I018948/1, EP/L024926/1, EP/J009636/1) and Mathematics Platform grant (EP/I019111/1).

References

1. L. J. Gibson, M. F. Ashby and B. A. Harley, *Cellular Materials in Nature and Medicine*. (Cambridge University Press, Cambridge 2010).
2. I. Cantat, S. Cohen-Addad, F. Elias, F. Graner, R. Höhler and O. Pitois, *Foams: Structure and Dynamics*. (Oxford University Press, Oxford 2013).
3. D. J. Colquitt, I. S. Jones, N. V. Movchan, A. B. Movchan, M. Brun and R. C. McPhedran, Making waves round a structured cloak: lattices, negative refraction and fringes. *Proc. R. Soc. A* **469** (2013) 20130218.
4. N. Wicks and J. W. Hutchinson, Optimal truss plates. *Int. J. Solids Struct.* **38** (2001) 5165–5183.
5. L. J. Gibson, M. F. Ashby, G. S. Schajer and C. I. Robertson, The mechanics of two-dimensional cellular materials. *Proc. R. Soc. A* **382** (1982) 25–42.
6. L. J. Gibson and M. F. Ashby, The mechanics of three-dimensional cellular materials. *Proc. R. Soc. Lond. A Math. Physical Sci.* **382** (1982) 43–59.
7. R. M. Christensen, Mechanics of cellular and other low-density materials. *Int. J. Solids Struct.* **37** (2000) 93–104.
8. I. A. Kunin, *Elastic Media with Microstructure*, Vol. 26 of *Springer Series on Solid State Sciences*. (Springer, Berlin 1982).
9. P. G. Martinsson and A. B. Movchan, Vibrations of lattice structures and phononic band gaps. *Q. J. Mech. Appl. Math.* **56** (2003) 45–64.
10. A. S. Phani, J. Woodhouse and N. A. Fleck, Wave propagation in two-dimensional periodic lattices. *J. Acoust. Soc. Amer.* **119** (2006) 1995–2005.
11. H. Pichard, A. Duclos, J. P. Groby, V. Tournat and V. E. Gusev, Two-dimensional discrete granular phononic crystal for shear wave control. *Physical Rev. B* **86** (2012) 134307.
12. M. Ruzzene, F. Scarpa and F. Soranna, Wave beaming effects in two-dimensional cellular structures. *Smart Mater. Struct.* **12** (2003) 363–372.
13. M. V. Ayzenberg-Stepanenko and L. I. Slepyan, Resonant-frequency primitive waveforms and star waves in lattices. *J. Sound Vibration* **313** (2008) 812–821.
14. G. Osharovich, M. Ayzenberg-Stepanenko and O. Tsareva, Wave propagation in elastic lattices subjected to a local harmonic loading. ii. two-dimensional problems. *Continuum Mech. Therm.* **22** (2010) 599–616.
15. D. J. Colquitt, I. S. Jones, N. V. Movchan, A. B. Movchan and R. C. McPhedran, Dynamic anisotropy and localization in elastic lattice systems. *Wave Random Complex Media* **22** (2012) 143–159.
16. A. B. Movchan and L. I. Slepyan, Resonant waves in elastic structured media: Dynamic homogenisation versus Green’s functions. *Int. J. Solids Struct.* **51** (2014) 2254–2260.
17. D. J. Colquitt, I. S. Jones, N. V. Movchan and A. B. Movchan, Dispersion and localization of elastic waves in materials with microstructure. *Proc. R. Soc. A. Math. Physical Eng Sci.* **467** (2011) 2874–2895.
18. P. A. Martin, Discrete scattering theory: Green’s function for a square lattice. *Wave Motion* **43** (2006) 619–629.
19. A. B. Movchan and L. I. Slepyan, Band gap Green’s functions and localized oscillations. *Proc. R. Soc. A. Math. Physical Eng. Sci.* **463** (2007) 2709–2727.
20. D J Colquitt, M. J. Nieves, I. S. Jones, A. B. Movchan and N. V. Movchan, Localization for a line defect in an infinite square lattice. *Proc. R. Soc. A Math. Physical Eng. Sci.* **469** (2013) 20120579.
21. M. I. Hussein, M. J. Leamy and M. Ruzzene, Dynamics of phononic materials and structures: historical origins, recent progress, and future outlook. *Appl. Mech. Rev.* **66** (2014) 040802.
22. P. G. Martinsson and I. Babuška, Homogenization of materials with periodic truss or frame micro-structures. *Mathe. Models Methods in Appl. Sci.* **17** (2007) 805–832.
23. S. Gonella and M. Ruzzene, Homogenization and equivalent in-plane properties of two-dimensional periodic lattices. *Int. J. Solids Struct.* **45** (2008) 2897–2915.
24. S. Gonella and M. Ruzzene, Homogenization of vibrating periodic lattice structures. *Appl. Math. Model.* **32** (2008) 459–482.
25. C. Chesnais, C. Boutin and S. Hans, Effects of the local resonance on the wave propagation in periodic frame structures: generalized Newtonian mechanics. *J. Acoust. Soc. Amer.* **132** (2012) 2873–2886.
26. A. B. Movchan, V. V. Zalipaev and N. V. Movchan, Photonic band gaps for fields in continuous and lattice structures. In *IUTAM Symposium on Analytical and Computational Fracture Mechanics of Non-Homogeneous Materials* (Springer, Netherlands 2002) 437–446.
27. A. B. Movchan, N. V. Movchan and C. G. Poulton, *Asymptotic Models of Fields in Dilute and Densely Packed Composites* (Imperial College Press, London 2002).
28. T. W. McDevitt, G. M. Hulbert and N. Kikuchi, An assumed strain method for the dispersive global–local modeling of periodic structures. *Computer Methods Appl. Mech. Eng.* **190** (2001) 6425–6440.
29. G. Nagai, J. Fish and K. Watanabe. Stabilized nonlocal model for dispersive wave propagation in heterogeneous media. *Comput. Mech.* **33** (2004) 144–153.
30. M. I. Hussein and G. M. Hulbert, Mode-enriched dispersion models of periodic materials within a multiscale mixed finite element framework. *Finite Elem. Anal. Des.* **42** (2006) 602–612.
31. M. Yang, G. Ma, Y. Wu, Z. Yang and P. Sheng, Homogenization scheme for acoustic metamaterials. *Physical Rev. B.* **89** (2014) 064309.
32. R. V. Craster, J. Kaplunov and A. V. Pichugin, High-frequency homogenization for periodic media. *Proc. R. Soc. A Math. Physical Eng. Sci.* **466** (2010) 2341–2362.
33. T. Antonakakis, R. V. Craster and S. Guenneau. Moulding and shielding flexural waves in elastic plates. *EPL (Europhysics Lett.)* **105** (2014) 54004.
34. R. V. Craster, J. Kaplunov and J. Postnova, High-frequency asymptotics, homogenisation and localisation for lattices. *Q. J. Mech. Appl. Math.* **63** (2010) 497–519.
35. M. Makwana and R. V. Craster, Localised point defect states in asymptotic models of discrete lattices. *Q. J. Mech. Appl. Math.* **66** (2013) 289–316.
36. E. Nolde, R. V. Craster and J. Kaplunov, High frequency homogenization for structural mechanics. *J. Mech. Physics Solids.* **59** (2011) 651–671.
37. T. Antonakakis, R. V. Craster and S. Guenneau, Homogenisation for elastic photonic crystals and dynamic anisotropy. *J. Mech. Physics Solids.* **71** (2014) 84–96.
38. C. Boutin, A. Rallu and S. Hans, Large scale modulation of high frequency waves in periodic elastic composites. *J. Mech. Physics Solids.* **70** (2014) 362–381.
39. G. W. Milton and J. R. Willis, On modifications of Newton’s second law and linear continuum elastodynamics. *Proc. R. Soc. A. Math. Physical Eng. Sci.* **463** (2007) 855–880.
40. J. R. Willis, Exact effective relations for dynamics of a laminated body. *Mech. Mater.* **41** (2009) 385–393.
41. A. L. Shuvalov, A. A. Kutsenko, A. N. Norris and O. Poncelet, Effective Willis constitutive equations for periodically stratified anisotropic elastic media. *Proc. R. Soc. A Math. Physical Eng. Sci.* **467** (2011) 1749–1769.
42. S. Nemat-Nasser, J. R. Willis, A. Srivastava and A. V. Amirkhiz, Homogenization of periodic elastic composites and locally resonant sonic materials. *Physical Rev. B* **83** (2011) 104103.
43. A. N. Norris, A. L. Shuvalov and A. A. Kutsenko, Analytical formulation of three-dimensional dynamic homogenization for periodic elastic systems. *Proc. R. Soc. A. Math. Physical Eng. Sci.* **468** (2012) 1629–1651.
44. A. Srivastava and S. Nemat-Nasser, Overall dynamic properties of three-dimensional periodic elastic composites. *Proc. R. Soc. A. Math. Physical Eng. Sci.* **468** (2012) 269–287.
45. A. Srivastava and S. Nemat-Nasser, On the limit and applicability of dynamic homogenization, *Wave Motion.* **51** (2014) 1045–1054.
46. A. Srivastava, Acoustic/elastic metamaterials and dynamic homogenization: a review, *arXiv* (2014) 1411.3001.
47. L. I. Slepyan, *Models and Phenomena in Fracture Mechanics.* (Springer, Berlin 2002).
48. R. Penrose, A generalized inverse for matrices. *Proc. Cambridge Philos. Soc.* **51** (1955) 406–413.
49. A. Ben-Israel and T. N. E. Greville, *Generalized Inverses: Theory and Applications.* (John Wiley & Sons, New York 1974).
50. V. S. Deshpande, M. F. Ashby and N. A. Fleck, Foam topology: bending versus stretching dominated architectures. *Acta Materialia.* **49** (2001) 1035–1040.
51. M. Ostoja-Starzewski, Lattice models in micromechanics. *Appl. Mech. Rev.* **55** (2002) 35–60.
52. A. C. Neto, F. Guinea, N. Peres, K. S. Novoselov and A. K. Geim, The electronic properties of graphene. *Rev. Modern Physics.* **81** (2009) 109.
53. M. J. Smith, R. C. McPhedran and M. H. Meylan, Double dirac cones at k = 0 in pinned platonic crystals. *Wave. Random Complex Media.* **24** (2014) 35–54.
54. D. Torrent, D. Mayou and J. Sánchez-Dehesa, Elastic analog of graphene: Dirac cones and edge states for flexural waves in thin plates. *Physical Rev. B* **87** (2013) 115143.
55. O. Peleg, G. Bartal, B. Freedman, O. Manela, M. Segev and  D. N. Christodoulides, Conical diffraction and gap solitons in honeycomb photonic lattices. *Physical Rev. Lett.* **98** (2007) 103901.
56. R. V. Craster, T. Antonakakis, M. Makwana and S. Guenneau, Dangers of using the edges of the Brillouin zone. *Physical Rev. B* **86** (2012) 115130.