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Abstract

Let $V$ be the even part of the vertex operator super-algebra of $r$ pairs of symplectic fermions. Up to two conjectures, we show that $V$ admits a unique holomorphic extension if $r$ is a multiple of 8, and no holomorphic extension otherwise.

This is implied by two results obtained in this paper: 1) If $r$ is a multiple of 8, one possible holomorphic extension is given by the lattice vertex operator algebra for the even self dual lattice $D_r^+$ with shifted stress tensor. 2) We classify Lagrangian algebras in $\mathcal{S}\mathcal{F}(\mathfrak{h})$, a ribbon category associated to symplectic fermions.

The classification of holomorphic extensions of $V$ follows from 1) and 2) if one assumes that $\mathcal{S}\mathcal{F}(\mathfrak{h})$ is ribbon equivalent to $\text{Rep}(V)$, and that simple modules of extensions of $V$ are in one-to-one relation with simple local modules of the corresponding commutative algebra in $\mathcal{S}\mathcal{F}(\mathfrak{h})$.

\textsuperscript{\textasteriskcentered}Emails: davydov@ohio.edu, ingo.runkel@uni-hamburg.de
1 Introduction and summary

The chiral conformal field theory of symplectic fermions was introduced in [Kau]. It was realised in [GK2] that despite the appearance of logarithms in the conformal blocks, one can construct a full (that is, non-chiral) conformal field theory from symplectic fermions. By now, symplectic fermions are the best studied example of a (chiral and non-chiral) logarithmic conformal field theory, see e.g. [GK1, FHST, Ab, GIR, NT, AA, GRS, CRi, TW, GvR] and references therein.
To define symplectic fermions, one starts from a finite-dimensional symplectic vector space $\mathfrak{h}$ over $\mathbb{C}$. Up to isomorphism, $\mathfrak{h}$ is characterised by its dimension $d \in 2\mathbb{Z}_{>0}$. From $\mathfrak{h}$ one constructs the affine Lie super-algebra $\hat{\mathfrak{h}}$ of purely odd free super-bosons (Section 3). The vacuum $\hat{\mathfrak{h}}$-module, that is, the highest weight $\hat{\mathfrak{h}}$-module of highest weight 0, carries the structure of a vertex operator super-algebra $V(d)$ (VOSA) of central charge $-d$ [Ab]. This is the symplectic fermion VOSA. Its even subspace $V(d)_{ev}$ is a vertex operator algebra (VOA).

The characters of the irreducible representations of $V(d)_{ev}$ and their modular properties are known [Kau, GK1, Ab]. Independently of $d$, there are four irreducible representations. Let us denote their characters by $\chi_i(\tau)$, $i = 1, \ldots, 4$, so that $\chi_1(\tau)$ is the character of $V(d)_{ev}$, see Section 2 for details. One can ask if there are non-zero linear combinations $Z(\tau) = \sum_{i=1}^{4} z_i \chi_i(\tau)$ with $z_i \in \mathbb{Z}_{\geq 0}$ such that $Z(\tau)$ is modular invariant or at least projectively modular invariant. By the latter we mean that $Z(-\frac{1}{\tau}) = \xi Z(\tau)$ and $Z(\tau + 1) = \zeta Z(\tau)$ for some $\xi, \zeta \in \mathbb{C}^\times$. An easy computation shows (Proposition 2.1) that such $Z(\tau)$ exist if and only if $d \in 16\mathbb{Z}_{>0}$, in which case $(z_1, z_2, z_3, z_4) \in \mathbb{Z}_{>0} (2\frac{d}{2} - 1, 2\frac{d}{2} - 1, 1, 0)$.

The resulting projective modular invariant $Z(\tau)$ is modular invariant iff $d \in 48\mathbb{Z}_{>0}$.

A holomorphic VOA is a VOA $\mathcal{V}$ all of whose simple modules are isomorphic to $\mathcal{V}$. If $\mathcal{V}$ has no negative conformal weights and is $C_2$-cofinite, being holomorphic implies that the character of $\mathcal{V}$ is modular invariant [Z, Miy].

By a holomorphic extension of a VOA $\mathcal{U}$ we mean a conformal embedding of $\mathcal{U}$ into holomorphic VOA $\mathcal{V}$. The above observation on characters hence raises the following two questions:

Q1) Is the minimal solution in (1.1), that is, $Z_{\text{min}}(\tau) = 2\frac{d}{2} - 1 \left\{ \chi_1(\tau) + \chi_2(\tau) \right\} + \chi_3(\tau)$, the character of a holomorphic extension of $V(d)_{ev}$?

Q2) What are all holomorphic extensions of $V(d)_{ev}$?

Question 1 turns out to be easy to answer in the affirmative if one combines two observations. Firstly, $Z_{\text{min}}(\tau)$ is the character of the lattice VOA $\mathcal{V}_{D_{d/2}}$ of the even self-dual lattice $D_{d/2}$ (Section 2). Secondly, the VOSA $\mathcal{V}(d)$ is a sub-VOSA of the lattice VOSA $\mathcal{V}_{Z_{d/2}}$ of the lattice $Z_{d/2}$ with its standard inner product (see Theorem 3.2 – this holds for all $d \in \mathbb{Z}_{>0}$). However, $\mathcal{V}_{Z_{d/2}}$ does not have the standard stress tensor (aka. Virasoro element or conformal vector), but instead its stress tensor is

$$T_{FF} = \frac{1}{2} \sum_{i=1}^{d/2} \left( H_{i-1}^+ H_{i-1}^- - H_{i-2}^+ \right) 1 \quad (1.2)$$

This condition actually does not hold in the case we are interested in. However, one can find a modified stress tensor with respect to which all conformal weights are non-negative.
(‘FF’ for Feigin-Fuchs) with central charge \(-d\), where \(H_m^i, i = 1, \ldots, d/2, m \in \mathbb{Z}\) are the generators of the \(d/2\) copies of the Heisenberg algebra (Section 3). Free boson theories with modified stress tensor as above appear in the conformal field theory literature as “free boson with background charge” or “Feigin-Fuchs free boson”, see e.g. [DMS]. The construction also appears in the context of VOAs, see e.g. [Kac]. A detailed investigation of lattice VOAs with such a shifted stress tensor can be found in [DM2].

Combining the two observations above gives our first main result (Corollary 3.4):

**Theorem 1.1.** For \(d \in 16\mathbb{Z}_{>0}\), \(\mathbb{V}(d)_{ev}\) has a holomorphic extension, namely it is a sub-VOA of the holomorphic lattice VOA \(\mathbb{V}_{D_{d/2}^+}\) with stress tensor (1.2).

The character of \(\mathbb{V}_{D_{d/2}^+}\) is precisely \(Z_{\min}(\tau)\), and so this theorem answers question Q1. Question Q2 is more involved, and we can only give an answer under an additional assumption and a conjectural equivalence of categories. Let us present this result in more detail.

In addition to the affine Lie super-algebra \(\widehat{\mathfrak{h}}\), we will need a twisted version thereof, \(\widehat{\mathfrak{h}}_{tw}\). The category of \(\widehat{\mathfrak{h}}\) and \(\widehat{\mathfrak{h}}_{tw}\) representations, subject to certain finiteness properties, is equivalent to

\[
\mathcal{SF}(\mathfrak{h}) := \text{Rep}^{fd}(\mathfrak{h}) \oplus \mathcal{SVect}^{fd}
\]

as a \(\mathbb{C}\)-linear category (see [Ru] and Section 4). Here, \(\mathcal{SVect}^{fd}\) is the category of finite-dimensional super-vector spaces, and \(\text{Rep}^{fd}(\mathfrak{h})\) is the category of representations of \(\mathfrak{h}\), thought of as an abelian Lie super-algebra – in \(\mathcal{SVect}^{fd}\). We remark that \(\text{Rep}^{fd}(\mathfrak{h})\) is not semi-simple.

For an object \(A \in \mathcal{SF}(\mathfrak{h})\) we will denote by

\[
\widehat{A}
\]

the corresponding direct sum of an \(\widehat{\mathfrak{h}}\) and an \(\widehat{\mathfrak{h}}_{tw}\) representation, and by \((\widehat{A})_{ev}\) its parity-even subspace. In [Ru], the monodromy and asymptotic properties of conformal blocks were used to endow \(\mathcal{SF}(\mathfrak{h})\) with the structure of a braided tensor category. Altogether, the category \(\mathcal{SF}(\mathfrak{h})\)

- is \(\mathbb{C}\)-linear and abelian,
- has four simple objects (independently of \(\mathfrak{h}\), but is not semi-simple (unless \(\mathfrak{h} = 0\), which we exclude),
- is finite (all Hom-spaces are finite-dimensional and all objects have finite length), and
- is equipped with a ribbon structure.

The associator, braiding and ribbon twist of \(\mathcal{SF}(\mathfrak{h})\) depend on an additional parameter \(\beta\) subject to \(\beta^4 = (-1)^{d/2}\), which is omitted from the notation. In the case of the symplectic fermions, \(\beta\) takes the value

\[
\beta = e^{-\pi id/8}.
\]
A Lagrangian algebra in an abelian ribbon category is a commutative associative unital algebra with trivial ribbon twist, whose only local modules are the algebra itself or direct sums thereof [FFRS, DMNO]. The definition of local modules is recalled in Section 5 and that of Lagrangian algebras in Section 6.

The second main result of this paper is (Theorem 6.11):

**Theorem 1.2.**

1. $\mathcal{SF}(\mathfrak{h})$ contains Lagrangian algebras iff $\beta = 1$.

2. For $\beta = 1$, Lagrangian algebras are determined up to isomorphism of algebras by a Lagrangian subspace $\mathfrak{f} \subset \mathfrak{h}$ – denote this algebra by $H(\mathfrak{f})$.

3. For any two Lagrangian subspaces $\mathfrak{f}, \mathfrak{f}' \subset \mathfrak{h}$ there is a $\mathbb{C}$-linear ribbon autoequivalence $J$ of $\mathcal{SF}(\mathfrak{h})$ such that $J(H(\mathfrak{f})) \cong H(\mathfrak{f}')$ as algebras.

Note that the condition $\beta = 1$ requires $d \in 4\mathbb{Z}$, and in the case of symplectic fermions $d \in 16\mathbb{Z}$. In the symplectic fermion case one furthermore verifies that when $H(\mathfrak{f})$ exists, i.e. when $d \in 16\mathbb{Z}$, the character of $(\hat{H}(\mathfrak{f}))_{ev}$ is $Z_{\text{min}}(\tau)$.

Theorem 1.2 is purely a result about the braided tensor and ribbon structure of $\mathcal{SF}(\mathfrak{h})$. To obtain statements about the representation category $\text{Rep}(\mathcal{V}(d)_{ev})$ of the VOA $\mathcal{V}(d)_{ev}$, we recall that $\mathcal{V}(d)_{ev}$ is $C_2$-cofinite [Ab] and thus according to [HLZ], $\text{Rep}(\mathcal{V}(d)_{ev})$ is a braided tensor category. We conjecture (see Conjecture 7.4 for a more detailed version):

**Conjecture 1.3.** For $\beta = e^{-\pi id/8}$, the functor

$$F : \mathcal{SF}(\mathfrak{h}) \longrightarrow \text{Rep}(\mathcal{V}(d)_{ev}), \quad X \mapsto (\hat{X})_{ev}, \quad (1.6)$$

is a $\mathbb{C}$-linear braided monoidal equivalence.

In [HKL] it is shown that for simple $C_2$-cofinite VOAs $\mathcal{V}$, there is a one-to-one correspondence between commutative algebras $A$ with trivial twist in $\text{Rep}(\mathcal{V})$ and extensions $\mathcal{V}_A$ of $\mathcal{V}$. If $\mathcal{V}$ is rational and satisfies some additional technical conditions, it is furthermore established in [HKL] that local $A$-modules are in one-to-one correspondence to $\mathcal{V}_A$-modules.

We can combine the results of Theorem 1.1 and 1.2 as follows (see Theorem 7.8):

**Theorem 1.4.** Assume Conjecture 1.3 and that the equivalence between $\mathcal{V}_A$-modules and local $A$-modules also holds for $\mathcal{V}(d)_{ev}$. Then $\mathcal{V}(d)_{ev}$ has a holomorphic extension iff $d \in 16\mathbb{Z}_{>0}$. In this case, every holomorphic extension of $\mathcal{V}(d)_{ev}$ is isomorphic as a VOA to $\mathcal{V}_{D^+/2}$ with stress tensor (1.2).

Modulo the two assumptions we had to make, this answers question Q2.

As a consistency check, in Appendix B we analyse the vertex operator corresponding to $H(\mathfrak{f})$ and show that it does indeed contain a rank-$d/2$ Heisenberg VOA.
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2 Characters and modular invariants

2.1 Characters

The starting point of the study in this paper is a simple observation on the characters of symplectic fermions. Let \( V(d) \) the vertex operator super-algebra (VOSA) of \( d \in 2\mathbb{Z}_{>0} \) symplectic fermions (we will define it in detail in Section 3). It has central charge \( c = -d \). We write

\[
V(d) = V(d)_{ev} \oplus V(d)_{odd}
\]

for its decomposition into the parity even and odd part. \( V(d)_{ev} \) has four irreducible representations \([Kau], [GK1], [Ab]\). Their lowest conformal weights are

\[
h_1 = 0 , \quad h_2 = 1 , \quad h_3 = -\frac{d}{16} , \quad h_4 = -\frac{d}{16} + \frac{1}{2} .
\]

To express their characters, we first define the functions (as usual, \( q = e^{2\pi i \tau} \))

\[
\chi_{ns,+}(\tau) = \left( q^{\frac{1}{24}} \prod_{n=1}^{\infty} (1 + q^n) \right)^d , \quad \chi_{ns,-}(\tau) = \left( q^{\frac{1}{24}} \prod_{n=1}^{\infty} (1 - q^n) \right)^d ,
\]

\[
\chi_{r,+}(\tau) = \left( q^{-\frac{1}{24}} \prod_{n=1}^{\infty} (1 + q^{n-\frac{1}{2}}) \right)^d , \quad \chi_{r,-}(\tau) = \left( q^{-\frac{1}{24}} \prod_{n=1}^{\infty} (1 - q^{n-\frac{1}{2}}) \right)^d .
\]

Here, \( \chi_{ns,\pm} \) is the character of \( V(d) \) with or without insertion of the parity involution \( \omega \), and \( \chi_{r,\pm} \) are characters of a twisted \( V(d) \)-module. The characters of the four irreducibles on \( V(d)_{ev} \) are \([Kau], [GK1], [Ab]\), in the order stated in (2.2),

\[
\begin{align*}
\chi_1(\tau) &= \frac{1}{2} \left( \chi_{ns,+}(\tau) + \chi_{ns,-}(\tau) \right) , \\
\chi_2(\tau) &= \frac{1}{2} \left( \chi_{ns,+}(\tau) - \chi_{ns,-}(\tau) \right) , \\
\chi_3(\tau) &= \frac{1}{2} \left( \chi_{r,+}(\tau) + \chi_{r,-}(\tau) \right) , \\
\chi_4(\tau) &= \frac{1}{2} \left( \chi_{r,+}(\tau) - \chi_{r,-}(\tau) \right) .
\end{align*}
\]

Their behaviour under \( S \) and \( T \) modular transformations is \([GK1], [Ab]\):

\[
\begin{align*}
\chi_1(\tau + 1) &= e^{\pi i d} \chi_1(\tau) , \\
\chi_2(\tau + 1) &= e^{\pi i d} \chi_2(\tau) , \\
\chi_3(\tau + 1) &= e^{\pi i d} \chi_3(\tau) , \\
\chi_4(\tau + 1) &= -e^{-\pi i d} \chi_4(\tau) , \\
\chi_1\left( \frac{1}{\tau} \right) &= 2^{-\frac{d}{2} - 1} \left( \chi_3(\tau) - \chi_4(\tau) \right) + \frac{1}{2} (-i \tau)^{\frac{d}{2}} \left( \chi_1(\tau) - \chi_2(\tau) \right) , \\
\chi_2\left( \frac{1}{\tau} \right) &= 2^{-\frac{d}{2} - 1} \left( \chi_3(\tau) - \chi_4(\tau) \right) - \frac{1}{2} (-i \tau)^{\frac{d}{2}} \left( \chi_1(\tau) - \chi_2(\tau) \right) , \\
\chi_3\left( \frac{1}{\tau} \right) &= \frac{1}{2} \left( \chi_3(\tau) + \chi_4(\tau) \right) + 2^{\frac{d}{2} - 1} \left( \chi_1(\tau) + \chi_2(\tau) \right) , \\
\chi_4\left( \frac{1}{\tau} \right) &= \frac{1}{2} \left( \chi_3(\tau) + \chi_4(\tau) \right) - 2^{\frac{d}{2} - 1} \left( \chi_1(\tau) + \chi_2(\tau) \right) .
\end{align*}
\]
2.2 Modular invariant linear combinations of characters

Define \( Z(\tau) = \sum_{i=1}^{4} z_i \chi_i(\tau) \) for \( z_i \in \mathbb{C} \). We would like to know for which subspace of \( \mathbb{C}^4 \) the function \( Z(\tau) \) is modular invariant, or at least projectively modular invariant (see below). One can then easily read off all non-negative integer solutions.

We say that \( Z(\tau) \) is projectively modular invariant if it satisfies S- and T-invariance up to a factor, \( Z(-1/\tau) = \xi Z(\tau) \), \( Z(\tau+1) = \zeta Z(\tau) \) for some \( \xi, \zeta \in \mathbb{C}^\times \). Since the S-transformation is an involution, a non-zero solution must have \( \xi^2 = 1 \).

One quickly checks from (2.5) that the \( \mathbb{C} \)-vector space of solutions to the projective S-invariance condition is spanned by

\[
\begin{align*}
(0, 0, 1, 1), & \quad (2^d-1, 2^d-1, 1, 0) \quad ; \quad \xi = 1 \\
(2^d, 2^d, -1, 1), & \quad (2^d-1, -2^d-1, 0, 1) \quad ; \quad \xi = -1
\end{align*}
\]  

The T-transformation in (2.5) shows that \( \chi_3 \) and \( \chi_4 \) cannot appear at the same time in a projectively modular invariant linear combination of characters. This rules out the case \( \xi = -1 \). For \( \xi = 1 \), the vector \((z_1, z_2, z_3, z_4)\) has to be in one of the subspaces

a) \( \mathbb{C} (2^d-1, 2^d-1, 1, 0) \) , b) \( \mathbb{C} (-2^d-1, -2^d-1, 0, 1) \) 

If \( z_3 \neq 0 \), T-invariance up to a factor requires \( d \in 16\mathbb{Z} \), and if \( z_4 \neq 0 \) one needs \( d \in 16\mathbb{Z} + 8 \). However, only case a) contains non-negative integer solutions which are non-zero. We have shown:

**Proposition 2.1.** The function \( Z(\tau) = \sum_{i=1}^{4} z_i \chi_i(\tau) \) is non-zero and projectively modular invariant (resp. modular invariant) with non-negative integers \( z_i \) if and only if \( d \in 16\mathbb{Z} \) (resp. \( d \in 48\mathbb{Z} \)) and \((z_1, z_2, z_3, z_4)\) \( \in \mathbb{Z}_{>0} (2^d-1, 2^d-1, 1, 0) \).

We will write \( Z_{\text{min}}(\tau) \) for the minimal solution, that is,

\[
Z_{\text{min}}(\tau) = 2^d \chi_1(\tau) + \chi_3(\tau) , \quad \text{where} \quad d \in 16\mathbb{Z} .
\]  

Note that its lowest conformal weight occurs in \( \chi_3 \) and is \( -d/16 \).

2.3 Relation to characters of affine \( \mathfrak{so}(d) \) at level 1

The affine Lie algebra \( \widehat{\mathfrak{so}}(d)_1 \), for even \( d \), has four irreducible integrable highest weight representations, which we will denote by \( 1, v, s, c \) (vacuum, vector, spinor, and conjugate spinor), see e.g. [DMS, Sect. 15.5.4]. Via the Sugawara constructions, these carry a representation of the Virasoro algebra of central charge \( c = d/2 \), and their conformal weights are

\[
h_1 = 0 , \quad h_v = \frac{1}{2} , \quad h_s = h_c = \frac{d}{16} .
\]
The characters of these representations can be expressed in terms of Jacobi theta functions as
\[\chi_{1}^{s0}(\tau) = \frac{1}{2} \left( \left( \frac{\theta_{3}(q)}{\eta(q)} \right)^{2} + \left( \frac{\theta_{4}(q)}{\eta(q)} \right)^{2} \right), \quad \chi_{v}^{s0}(\tau) = \frac{1}{2} \left( \left( \frac{\theta_{3}(q)}{\eta(q)} \right)^{2} - \left( \frac{\theta_{4}(q)}{\eta(q)} \right)^{2} \right)\,.
\]
\[\chi_{s}^{s0}(\tau) = \chi_{s/c}^{s0}(\tau) = \frac{1}{2} \left( \frac{\theta_{2}(q)}{\eta(q)} \right)^{2} .\]

(2.10)

Here, the Dedekind eta function and the Jacobi theta functions are given by
\[\eta(q) = q^{\frac{1}{24}} \prod_{n=1}^{\infty} (1 - q^{n}) = q^{\frac{1}{24}}(1 + q + 2q^{2} + 3q^{3} + \ldots)^{-1}\]
\[\theta_{2}(q) = 2q^{\frac{1}{2}} \eta(q) \prod_{n=1}^{\infty} (1 + q^{n})^{2} = \sum_{m=-\infty}^{\infty} q^{\frac{1}{2}(m+\frac{1}{2})^{2}} = 2q^{\frac{1}{2}}(1 + q + q^{2} + \ldots)\]
\[\theta_{3}(q) = q^{-\frac{1}{24}} \eta(q) \prod_{n=1}^{\infty} (1 + q^{n-\frac{1}{2}})^{2} = \sum_{m=-\infty}^{\infty} q^{\frac{1}{2}m^{2}} = 1 + 2q^{\frac{1}{2}} + 2q^{2} + \ldots\]
\[\theta_{4}(q) = q^{-\frac{1}{24}} \eta(q) \prod_{n=1}^{\infty} (1 - q^{n-\frac{1}{2}})^{2} = \sum_{m=-\infty}^{\infty} (-1)^{m} q^{\frac{1}{2}m^{2}} = 1 - 2q^{\frac{1}{2}} + 2q^{2} + \ldots\]

(2.11)

From these formulas we can read off\(^2\)
\[2^{\frac{d}{2}-1}(\chi_{1} + \chi_{2}) = \chi_{s/c}^{s0} , \quad \chi_{3} = \chi_{1}^{s0} .\]

(2.12)

Thus \(Z_{\text{min}}(\tau) = \chi_{1}^{s0}(\tau) + \chi_{s/c}^{s0}(\tau)\).

In fact, \(Z_{\text{min}}(\tau)\) is \(\eta^{-d/2}\) times the theta series for the even selfdual lattice \(D_{d/2}^{+}\). The lattice \(D_{r}^{+}\) is an extension of the \(so(2r)\) root lattice (see e.g. [CS Sect. 4.7]). In more detail, the root lattice of \(so(2r)\) is
\[D_{r} = \{ v \in \mathbb{Z}^{r} \mid \sum_{i=1}^{r} v_{i} \in 2\mathbb{Z} \}\,.
\]

(2.13)

For \(r \in 8\mathbb{Z}\), we define \(D_{r}^{+}\) by setting, for \([1] = (\frac{1}{2}, \frac{1}{2}, \ldots, \frac{1}{2})\),
\[D_{r}^{+} = D_{r} \cup (D_{r}+[1]) = \{ v \in \mathbb{Z}^{r} \cup (\mathbb{Z}^{r}+[1]) \mid \sum_{i=1}^{r} v_{i} \in 2\mathbb{Z} \}\,.
\]

(2.14)

The theta series of \(D_{r}^{+}\) has the presentation [CS]
\[\sum_{v \in D_{r}^{+}} q^{\frac{1}{2}(v,v)} = \frac{1}{2} \left( \theta_{2}(q)^{r} + \theta_{3}(q)^{r} + \theta_{4}(q)^{r} \right) .\]

(2.15)

Altogether, for \(Z_{\text{min}}(\tau)\) this gives
\[Z_{\text{min}}(\tau) = \frac{1}{\eta(q)^{2}} \sum_{v \in D_{d/2}^{+}} q^{\frac{1}{2}(v,v)} = q^{-\frac{d}{12}}(1 + \frac{d(d-1)}{2} q + \ldots) + q^{\frac{d}{2}2^{\frac{d}{2}-1}(1 + dq + \ldots)} .\]

(2.16)

---

\(^2\) We thank Matthias Gaberdiel for making us aware of the relation between the modular invariants of Proposition 2.1 and the characters of \(\hat{so}(d)\).
3 Symplectic fermion vertex operator super-algebra

In this section we show that the relation between projectively modular invariant linear combinations of characters of \( \mathbb{V}(d)_{ev} \) (Proposition 2.1) and the character of the lattice VOA for the even self-dual lattice \( D_{d/2}^+ \) has a simple explanation: \( \mathbb{V}(d)_{ev} \) can be embedded, as a VOA, in the shifted lattice VOA for \( D_{d/2}^+ \) (Corollary 3.4).

3.1 Purely odd free super-bosons

The VOSA of \( d \) symplectic fermions is defined in [Ab] and is a special case of free super-bosons [Kac, Ru]. We briefly summarise the construction.

Let \( \mathfrak{h} \) be a finite-dimensional purely odd complex super-vector space of dimension

\[
d = \dim \mathfrak{h} \in 2 \mathbb{Z}_{>0}
\]

(3.1)

with super-symmetric non-degenerate bilinear form \((- , -)\). That is, for \( a, b \in \mathfrak{h} \) we have \((a, b) = -(b, a)\). Define the affine Lie super-algebra

\[
\hat{\mathfrak{h}} = \mathfrak{h}[t, t^{-1}] \oplus \mathbb{C} K
\]

(3.2)

where the \( K \) is even and all \( a \otimes t^m \) for \( a \in \mathfrak{h} \) are odd. We abbreviate \( a_m = a \otimes t^m \). The Lie bracket is defined by taking \( K \) to be central and, for \( a, b \in \mathfrak{h}, m, n \in \mathbb{Z} \),

\[
[a_m, b_n] = (a, b) m \delta_{m+n,0} K
\]

(3.3)

Here we use the convention of Lie super-algebras that \([a_m, b_n]\) is symmetric since \(a_m, b_n\) are both odd.

Write \( \hat{\mathfrak{h}}_{\geq 0} \subset \hat{\mathfrak{h}} \) for the sub Lie super-algebra spanned by the \( a_m \) with \( a \in \mathfrak{h} \) and \( m \geq 0 \). Let \( \mathbb{C}_1 \) be the \( \hat{\mathfrak{h}}_{\geq 0} \oplus \mathbb{C} K \)-module on which \( K \) acts as 1 and \( \hat{\mathfrak{h}}_{\geq 0} \) acts as zero. As a \( \hat{\mathfrak{h}} \)-module, \( \mathbb{V}(\mathfrak{h}) \) is the induced module

\[
\mathbb{V}(\mathfrak{h}) = U(\hat{\mathfrak{h}}) \otimes_{\hat{\mathfrak{h}}_{\geq 0} \oplus \mathbb{C} K} \mathbb{C}_1
\]

(3.4)

Note that \( \mathbb{V}(\mathfrak{h}) \) is in particular a super-vector space. On \( \mathbb{V}(\mathfrak{h}) \), for each \( a \in \mathfrak{h} \) we get a field

\[
a(x) = \sum_{m \in \mathbb{Z}} a_m x^{-m-1} \in (\text{End} \mathbb{V}(\mathfrak{h}))[x^{\pm 1}]
\]

(3.5)

on \( \mathbb{V}(\mathfrak{h}) \). These generate a VOSA such that \( Y(a, x) = a(x) \) via the reconstruction theorem. We will denote this VOSA also by \( \mathbb{V}(\mathfrak{h}) \) – this is the symplectic fermion VOSA.

Let \( \{\alpha^i | i = 1, \ldots, d\} \) be a basis of \( \mathfrak{h} \) and let \( \{\beta^i\} \) be the dual basis with respect to \((- , -)\), such that \((\alpha^i, \beta^j) = \delta_{ij}\). The stress tensor (or Virasoro element) is

\[
T^{SF} = \frac{1}{2} \sum_{i=1}^{d} \beta^i_{-1} \alpha^i_{-1} 1
\]

(3.6)
see [FLM] Sect. 1.9 and [Kac] Sect. 3.5. The corresponding Virasoro algebra has central charge $-d$.

As already remarked in [2.1], $V(h)$ decomposes into a parity even and odd part as $V(h) = V(h)_{ev} \oplus V(h)_{odd}$. By construction, $V(h)_{ev}$ is a (non-super) VOA, and it is shown in [AB] that $V(h)_{odd}$ is an irreducible $V(h)_{ev}$-module.

### 3.2 Realisation inside a lattice vertex operator super algebra

The even part of a single pair of symplectic fermions, the $W_2$-algebra, has a free field construction in terms of a free boson with modified stress tensor [PHST, AM]. In more detail, consider $\mathbb{R}$ with its standard inner product and the lattice $2\mathbb{Z} \subset \mathbb{R}$. The $W_2$-algebra is defined as the kernel of a certain screening charge and is a sub-VOA of $\mathcal{V}_{2\mathbb{Z}}$. Here $\mathcal{V}_{2\mathbb{Z}}$ is the lattice-VOA for the lattice $2\mathbb{Z}$, except that the Virasoro element is given by

$$T^{FF} = \frac{1}{2}(H_{-1}H_{-1} - H_{-2})1$$

(‘FF’ for Feigin-Fuchs), where $H_m$ are the standard Heisenberg generators, $[H_m, H_n] = m \delta_{m+n,0} K$ and $K$ acts as 1. The central charge of the resulting Virasoro representation is $c^{FF} = -2$.

Let $\mathfrak{h} = \mathbb{C}^{0|2r}$, let $\{\alpha^i \mid i = 1, \ldots, 2r\}$ be the standard basis of $\mathbb{C}^{0|2r}$ and let the supersymmetric pairing on $\mathfrak{h}$ be $(\alpha^i, \alpha^j) = \delta_{i+\frac{r}{2}, j} - \delta_{i, j+\frac{r}{2}}$. We write $V(2r)$ instead of $V(\mathfrak{h})$. A single pair of symplectic fermions, $V(2)$, forms a sub-VOSA of the lattice VOSA $\mathcal{V}_Z$ given by $\mathbb{Z} \subset \mathbb{R}$. Here, even and odd integers correspond to even and odd degree super-vector spaces. That is, as a representation of the Heisenberg algebra in $\mathcal{S}\text{Vect}$, $\mathcal{V}_Z$ is given by

$$\mathcal{V}_Z = \bigoplus_{m \in \mathbb{Z}} \Pi^m F_m \in \mathcal{S}\text{Vect},$$

where $F_m$ is the highest weight module of the Heisenberg algebra with highest weight vector $v_m$ satisfying $H_0 v_m = m v_m$, and $\Pi^m$ is the identity for $m$ even and parity shift for $m$ odd. Note that $(\mathcal{V}_Z)_{ev} = \mathcal{V}_{2\mathbb{Z}}$.

Let $Y(-, x) : \mathcal{V}_Z \to \text{End}(\mathcal{V}_Z)[[x^{\pm 1}]]$ be the vertex operator of $\mathcal{V}_Z$. Following [Kau, PHST, AM], we consider the following elements and their mode expansions:

$$f^* := v_1, \quad f := -H_{-1}v_{-1}, \quad Y(f^*, x) = \sum_{m \in \mathbb{Z}} f_m^* x^{-m-1}, \quad Y(f, x) = \sum_{m \in \mathbb{Z}} f_m x^{-m-1}.$$

One computes

$$Y(f^*, x)f = -x^{-1} \exp \left( \sum_{m < 0} \frac{x^m}{m} H_m \right) \exp \left( \sum_{m > 0} \frac{x^{-m}}{m} H_m \right) H_{-1}v_{-1}$$

$$= x^{-2}1 - \frac{1}{2}(H_{-1}H_{-1} - H_{-2})1 + O(x),$$

while $Y(f, x)f$ and $Y(f^*, x)f^*$ are regular. For the modes of $f$ and $f^*$ we hence obtain the non-trivial (super-)bracket (i.e. an anticommutator, as $f, f^*$ are both parity-odd):

$$[f^*_m, f_n] = m \delta_{m+n,0} \text{id}.$$
Thus $V_z$ becomes a $\hat{h}$-module (with $r = 1$) where $\alpha_m^1$ acts as $f_m^*$ and $\alpha_m^2$ as $f_m$.

On the vacuum $1 \in V_z$, we have $f_m 1 = 0 = f_m^* 1$ for all $m \in \mathbb{Z}_{>0}$, so that $1$ generates a highest weight module of $\hat{h}$ in $V_z$. Since highest weight modules of $\hat{h}$ are simple (see, e.g., Section 4), we obtain an injective homomorphism of $\hat{h}$-modules $\iota : V(2) \to V_z$. Thus $\iota(T_{SF}) = -f_i^* f$. From (3.10) we read off $-f_i^* f = \frac{1}{2}(H_{-1} H_{-1} - H_{-2}) 1$, as required.

We can now take the $r$-fold cartesian product of the above construction. That is, we consider the lattice $\mathbb{Z}^r$ inside $\mathbb{R}^r$ with its standard inner product. An element $(x_1, \ldots, x_r) \in \mathbb{Z}^r$ corresponds to a parity even (resp. odd) subspace of the lattice VOSA $V_{z^r}$ if $x_1 + \cdots + x_r$ is even (resp. odd). We denote the generators of the $r$ copies of the Heisenberg algebra by $H_m^i, i = 1, \ldots, r, m \in \mathbb{Z}$. To each $x \in \mathbb{Z}^r$ there corresponds a highest weight module $F_x$ of the $r$ copies of the Heisenberg algebra, and we denote the highest weight vector by $v_x$. Let $e_1, \ldots, e_r \in \mathbb{Z}^r$ be the standard set of generators. With these notations in place, the above arguments establish the following theorem, which is the main result of this section.

**Theorem 3.2.** There is a unique embedding of VOSAs

$$\iota : V(2r) \to V_{z^r}$$

such that $\iota(\alpha^i) = v_{e_i}$ and $\iota(\alpha_{i+1}^i) = -H_{e_i}^i v_{e_i}$, $i = 1, \ldots, r$. The image of the Virasoro element is $\iota(T_{SF}) = \frac{1}{2} \sum_{i=1}^r (H_{i-1}^i H_{i+1}^i - H_{i-2}^i)$.

The even subspace of $V_{z^r}$ is $V_{D_r}$, where the root lattice $D_r$ was given in (2.13). We immediately obtain:

**Corollary 3.3.** The embedding of Theorem 3.3 restricts to an embedding $\iota : V(2r)_{ev} \to V_{D_r}$ of VOAs.

We now turn to the relation to holomorphic VOAs. Recall that a VOA is **rational** if all its admissible modules are completely reducible, and a rational VOA $V$ is called **holomorphic** if every simple admissible $V$-module is isomorphic to $V$ (see e.g. [DM]). Lattice VOAs for even self-dual lattices are holomorphic [Do]. Via the embedding $\iota$ in Corollary 3.3, the lattice VOA $V_{D_r^+}$ for the even self-dual lattice $D_r^+$ ($r \in 8\mathbb{Z}_{>0}$) contains $V(2r)_{ev}$ as a sub-VOA. Thus:

**Corollary 3.4.** For $r \in 8\mathbb{Z}_{>0}$, the even part of the symplectic fermion VOA has a holomorphic extension, namely the lattice VOA of the even self-dual lattice $D_r^+$ with Virasoro element as in Theorem 3.3.

This corollary explains the relation between projectively modular invariant combinations of characters of $V(d)_{ev}$ and the lattice $D_{d/2}$ made in Section 2.3.
4 Braided monoidal structure on representations

For the convenience of the reader, in this section we restate the relevant results from [DR1, Ru]. Let \( h \) and \( (-,-) \) be as in the previous section.

In addition to \( \hat{h} \) we will need the “twisted mode algebra” \( \hat{h}_{tw} \). It is defined as \( \hat{h}_{tw} = h \otimes_{\mathbb{C}} (t \mathbb{C}[t^{\pm 1}]) \oplus \mathbb{C}K \). We again write \( a_m = a \otimes t^m \), where now \( m \in \mathbb{Z} + \frac{1}{2} \). The Lie bracket is as in (3.3), but now for \( m,n \in \mathbb{Z} + \frac{1}{2} \).

Let \( \text{Rep}_{fd,1}^{\hat{h}}(\hat{h}) \) and \( \text{Rep}_{fd,1}^{\hat{h}_{tw}}(\hat{h}_{tw}) \) (4.1) be the categories of all \( \hat{h} \)-modules and \( \hat{h}_{tw} \)-modules in super-vector spaces, respectively, which in addition satisfy:

- \( K \) acts as 1.
- The modules are bounded below. (An \( \hat{h}_{tw} \)-module \( M \) is bounded below if for each \( u \in M \) there is an \( N > 0 \) such that \( a^{1}_{m_1} \cdots a^{k}_{m_k} u = 0 \) for all \( a^{1}, \ldots,a^{k} \in \hat{h} \) whenever \( m_1 + \cdots + m_k > N \).)
- The modules have finite-dimensional spaces of ground states. (The space of ground states of a module \( M \) is the subspace on which all \( a_n \) with \( a \in \hat{h} \) and \( n > 0 \) act as zero.)

Because they are bounded below, the modules in \( \text{Rep}_{fd,1}^{\hat{h}}(\hat{h}_{tw}) \) carry an action of the Virasoro algebra. Let \( \{ \alpha^i | i = 1, \ldots, d \} \) be a basis of \( \hat{h} \) and let \( \{ \beta^j \} \) be the dual basis with respect to \( (-,-) \), such that \( (\alpha^i, \beta^j) = \delta_{ij} \). The Virasoro action resulting from the stress tensor (3.6) is, for \( m \in \mathbb{Z}, m \neq 0 \),

\[
L_m = \frac{1}{2} \sum_{k \in \mathbb{Z}} \sum_{j=1}^{d} \beta^j_k \alpha^j_{m-k} , \quad L_0 = \sum_{k \in \mathbb{Z}, \delta \neq 0} \sum_{j=1}^{d} \beta^j_k \alpha^j_{k} + \begin{cases} \frac{1}{2} \sum_{j=1}^{d} \beta^j_0 \alpha^j_0 ; & \delta = 0 \\ - \frac{d}{16} & \delta = \frac{1}{2} \end{cases} ,
\]

where \( \delta = 0 \) in the untwisted sector and \( \delta = \frac{1}{2} \) in the twisted sector (see e.g. [FLM, Sect. 1.9] for the purely even case). Note that for \( m \neq 0 \) there is no need for normal ordering in \( L_m \), since the modes \( \beta^j_k \) and \( \alpha^j_{m-k} \) anti-commute.

Given a \( \hat{h} \)-representation \( A \in \text{Rep}_{fd}^{\hat{h}}(\hat{h}) \) and a super-vector space \( B \in \text{SVect}_{fd}^{\hat{h}} \), we denote the corresponding induced \( \hat{h} \)- and \( \hat{h}_{tw} \)-representations as

\[
\hat{A} := U(\hat{h}) \otimes_{\mathbb{C}h_{>0} \oplus \mathbb{C}K} A , \quad \hat{B} := U(\hat{h}_{tw}) \otimes_{\mathbb{C}h_{tw,>0} \oplus \mathbb{C}K} B ,
\]

where \( K \) is taken to act as 1 on \( A \) and \( B \). For example, the induced module of the trivial \( \hat{h} \)-module \( \mathbb{C}^{1|0} \) is just the symplectic fermion VOSA from (3.4) \( \mathbb{C}^{1|0} = \mathbb{V}(\hat{h}) \). It is shown in
Thm. 2.4 & 2.8] (following [FLM Sect. 1.7] and [Kac Sect. 3.5]) that induction provides equivalences of \( \mathbb{C} \)-linear categories

\[
\text{Rep}^{\text{fd}}(\mathfrak{h}) \sim \text{Rep}^{\text{fd}}_{s,1}(\mathfrak{h}) \quad \text{and} \quad \mathcal{SVec}^{\text{fd}} \sim \text{Rep}^{\text{fd}}_{s,1}(\mathfrak{h}_{\text{tw}}) .
\]

(4.4)

Here, \( \text{Rep}^{\text{fd}}(\mathfrak{h}) \) is the category of finite-dimensional representations of \( \mathfrak{h} \) – understood as an abelian Lie super-algebra – in super-vector spaces, and \( \mathcal{SVec}^{\text{fd}} \) is the category of finite-dimensional super-vector spaces. We will abbreviate

\[
\mathcal{SF}_0(\mathfrak{h}) = \text{Rep}^{\text{fd}}(\mathfrak{h}) , \quad \mathcal{SF}_1(\mathfrak{h}) = \mathcal{SVec}^{\text{fd}} , \quad \mathcal{SF}(\mathfrak{h}) = \mathcal{SF}_0(\mathfrak{h}) \oplus \mathcal{SF}_1(\mathfrak{h}) .
\]

(4.5)

For an object \( C \in \mathcal{SF}(\mathfrak{h}) \) which decomposes as \( C = C_0 \oplus C_1, C_i \in \mathcal{SF}(\mathfrak{h})_i, i = 0, 1 \), we set \( \hat{C} = \hat{C}_0 \oplus \hat{C}_1 \).

The components \( \mathcal{SF}_0(\mathfrak{h}) \) and \( \mathcal{SF}_1(\mathfrak{h}) \) have two simple objects each, which we will denote as \( 1, \Pi \in \mathcal{SF}_0(\mathfrak{h}) \), \( T, \Pi T \in \mathcal{SF}_1(\mathfrak{h}) \).

(4.6)

Let \( S(\mathfrak{h}) \) be the symmetric algebra of \( \mathfrak{h} \) in \( \mathcal{SVec} \). Considered as a vector space, \( S(\mathfrak{h}) \) is the exterior algebra of \( \mathfrak{h} \) and \( \dim S(\mathfrak{h}) = 2^d \). Since \( \mathfrak{h} \) is an abelian Lie super-algebra, \( S(\mathfrak{h}) \) coincides with the universal enveloping algebra \( U(\mathfrak{h}) \) and is a commutative and cocommutative Hopf algebra in \( \mathcal{SVec} \). Moreover

\[
\text{Rep}^{\text{fd}}(\mathfrak{h}) = \text{Rep}^{\text{fd}}(S(\mathfrak{h})) .
\]

(4.7)

Denote its structure maps of \( S(\mathfrak{h}) \) by \( \mu_S \) (multiplication), \( \Delta_S \) (coproduct), \( \varepsilon_S \) (counit), and \( S_S \) (antipode). For example, for \( a \in \mathfrak{h} \) the coproduct and antipode are \( \Delta_S(a) = a \otimes 1 + 1 \otimes a \) and \( S_S(a) = -a \).

It is shown in [DR1 Sect. 4.5 & 5.2] that \( \mathcal{SF}(\mathfrak{h}) \) is a ribbon category. We will recall here the tensor product, associator, braiding and ribbon twist, but we omit the rigid structure as its explicit form is not needed.

In order to compare to [DR1] and [Ru] note that the pairing used in [Ru] is called \((-,-)\) here and is natural from the mode algebra point of view, see (3.3). The pairing used in [DR1] will be denoted by \((-,-)_{\mathcal{SF}}\) and is chosen to absorb the factors of \( \pi i \) in the associator and braiding of \( \mathcal{SF}(\mathfrak{h}) \) appearing in [Ru]. The two pairings are related by

\[
(-,-) = \pi i (-,-)_{\mathcal{SF}} .
\]

(4.8)

Denote by \( C \) the copairing dual to \((-,-)_{\mathcal{SF}}\). That is, if \( \{ a_i \mid i = 1, \ldots, d \} \) is a basis of \( \mathfrak{h} \) and \( \{ b_i \mid i = 1, \ldots, d \} \) is the dual basis in the sense that \( (a_i, b_j)_{\mathcal{SF}} = \delta_{i,j} \), then

\[
C = \sum_{i=1}^d b_i \otimes a_i .
\]

(4.9)
We will abbreviate \( \hat{C} = \mu_S(C) = \sum_{i=1}^{d} b_i a_i \) and set

\[
\gamma = \exp(C) \in S(h) \otimes S(h) \quad \sigma = \exp(\frac{1}{2} \hat{C}) \in S(h) .
\] (4.10)

Recall that \( S(h) \) is also \( \mathbb{Z} \)-graded (refining the \( \mathbb{Z}_2 \)-grading of \( \mathcal{SVect} \)), with non-zero graded components in degrees 0, 1, \ldots, \( d \). The graded components in degree 0 and \( d \) are one-dimensional. We will make use of a particular cointegral \( \lambda \) on \( S(h) \), which is non-zero only in the top degree (as are all cointegrals on \( S(h) \)) and is normalised such that

\[
\lambda(\hat{C}^d) = 2^d \frac{d!}{(\frac{d}{2})!} .
\] (4.11)

We write \( \ast \) for \( SF(h) \times SF(h) \to SF(h) \) for the tensor product functor and will reserve the notation \( \otimes \) for the tensor product in \( \mathcal{SVect} \) and for that of \( S(h) \)-modules in \( \mathcal{SVect} \). The tensor product \( \ast \) is \( \mathbb{Z}_2 \)-graded, and depending on which sector \( X,Y \in SF(h) \) are chosen from, it is defined to be:

\[
X \ast Y = \left\{ \begin{array}{c} X Y X \ast Y \\ 0 \ 0 \ X \otimes Y & \in SF_0(h) \\ 0 \ 1 \ X \otimes Y & \in SF_1(h) \\ 1 \ 0 \ X \otimes Y & \in SF_1(h) \\ 1 \ 1 \ S(h) \otimes X \otimes Y & \in SF_0(h) \end{array} \right. \] (4.12)

Here, sector by sector, the meaning of \( \otimes \) is as follows. In sector 00, it is the tensor product in \( \text{Rep}^d(S(h)) \), that is, \( S(h) \) acts on \( X \otimes Y \) via the coproduct. In sectors 01 and 10, one forgets the \( S(h) \) action and the tensor product is just that of super-vector spaces. In sector 11, both tensor products are of super-vector spaces, and the \( S(h) \) action is given by the left regular action on \( S(h) \).

To describe the associator, braiding and ribbon twist, we need to fix a \( \beta \in \mathbb{C} \) such that

\[
\beta^4 = (-1)^{d/2} .
\] (4.13)

For symplectic fermions one has to choose \( \beta = e^{-\pi i d/8} \), but the ribbon structure can be defined for all four possibilities of \( \beta \), and we will keep it arbitrary (but fixed) unless we indicate otherwise. We remark that the four braided monoidal structures on \( SF(h) \) (depending on \( \beta \)) we will now describe form an orbit under the action of the third abelian group cohomology \( H^3_{ab}(\mathbb{Z}_2,U(1)) \approx \mathbb{Z}_4 \), as is expected for a \( \mathbb{Z}_2 \)-graded tensor product functor.

The associator, braiding and twist

\[
\alpha_{X,Y,Z} : X \ast (Y \ast Z) \to (X \ast Y) \ast Z \quad c_{X,Y} : X \ast Y \to Y \ast X \quad \theta_X : X \to X
\] (4.14)

depend on the sectors \( X,Y,Z \) are taken from. The associator is trivial (i.e. that of \( \mathcal{SVect} \)) in sectors 000, 001 and 100. The non-trivial components are, in string-diagram notation
Here, $S := S_S$ is the antipode of $S(h)$, $\phi : S(h) \to S(h)$ is given by

$$\phi = \beta^2 (id \otimes (\lambda \circ \mu_S)) \circ (\gamma^{-1} \otimes id) .$$

(4.16)

The map $\phi$ is an isomorphism, and it maps the homogeneous subspace of $\mathbb{Z}$-degree $k$ to that of degree $d - k$.

For a super-vector space $X$, we write $\omega_X : X \to X$ for its parity-involution. The braiding is given by

$$\beta .$$

(4.17)

and finally the ribbon twist is

$$X \theta_X : X \to X$$

$$0 \sigma^{-2}.(-)$$

$$1 \beta^{-1} \omega_X$$

(4.18)

On the four simple objects of $SF(h)$ the ribbon twists thus are

$$\theta_1 = id , \quad \theta_{\Pi} = id , \quad \theta_T = \beta^{-1}id , \quad \theta_{TT} = -\beta^{-1}id .$$

(4.19)

To relate this to the conformal weights given in (2.2), we note that our convention for the twist isomorphism on modules of a VOA is $\theta_U = e^{-2\pi i L_0}.(-)$, and that we need to choose

$$\beta = \beta_{SF} := e^{-\pi id/8} .$$

(4.20)

Symplectic automorphisms $g \in Sp(h)$ give rise to ribbon auto-equivalences $G_g$ of $SF(h)$ [DR1 Rem.5.4]. Namely, denote by $S(g)$ the automorphism of $S(h)$ induced by $g$. On $SF_0(h)$, $G_g$ acts by pullback $S(g^{-1})^* \circ S(h)$-modules. On $SF_1(h)$, $G_g$ is the identity functor. The tensor structure on $G_g$ is $(G_g)_{A,B} : G_g(A \otimes B) \to G_g(A) \otimes G_g(B)$ with $(G_g)_{A,B} = id$ unless both $A, B \in SF_1(h)$. For $A, B \in SF_1(h)$ we have

$$(G_g)_{A,B} : S(h) \otimes A \otimes B \to S(h) \otimes A \otimes B , \quad (G_g)_{A,B} = S(g) \otimes id_A \otimes id_B ,$$

(4.21)

see [DR1 Sec.3.5] for details. Note that acting with $S(g)$ is required to turn $(G_g)_{A,B}$ into an $S(h)$-module morphism.
5 Commutative algebras and Lagrangian subspaces

Fix a $d$-dimensional purely odd complex super-vector space $\mathfrak{h}$ with non-degenerate supersymmetric pairing $(-,-)$ as in Section 3. In this and the next section we will work only in the ribbon category $\mathcal{SF}(\mathfrak{h})$ and will not make use of the symplectic fermion VOSA.

An algebra (or monoid) in a monoidal category $\mathcal{C}$ is an object $A$ together with a morphism $\mu : A \otimes A \to A$ (the multiplication) and a morphism $\eta : 1 \to A$ (the unit). They have to satisfy

$$\mu \circ (id_A \otimes \mu) = \mu \circ (\mu \otimes id_A) \circ \alpha_{A,A,A},$$

(associative)

$$\mu \circ (id_A \otimes \eta) = \rho_A, \quad \mu \circ (\eta \otimes id_A) = \lambda_A,$$

(unital) (5.1)

where $\alpha, \lambda, \rho$ denote the associator and left and right unit constraint. Suppose that $\mathcal{C}$ is in addition braided with braiding $c$. Then $A$ is called commutative if $\mu \circ c_{A,A} = \mu$.

A (left) $A$-module is an $M \in \mathcal{C}$ together with a morphism $\rho : A \otimes M \to M$ satisfying associativity and unit conditions similar to (5.1). The category of $A$-modules and $A$-module intertwiners will be denoted by $A\mathcal{C}$. If $\mathcal{C}$ is braided and $A$ is commutative, we call an $A$-module $(M, \rho)$ local if $\rho \circ c_{M,A} \circ c_{A,M} = \rho$. The full subcategory of local modules will be called $\text{loc}A\mathcal{C}$. Local modules were introduced in [Pa] and called “dyslectic” there (see e.g. [FFRS] for more details and references).

The following is a wish list for the algebras $H$ in $\mathcal{SF}(\mathfrak{h})$ we are looking for:

(W1) In the decomposition $H = H_0 \oplus H_1$ with $H_i \in \mathcal{SF}_i(\mathfrak{h})$ we have $H_1 \neq \{0\}$.

(W2) $H$ has trivial twist, $\theta_H = id_H$.

(W3) $H$ is commutative.

(W4) There exists $\kappa : H \to 1$ such that $\kappa \circ \mu : H \ast H \to 1$ is a non-degenerate pairing.

(W5) $H$ is simple as a left module over itself.

W4 says that $H$ is a Frobenius algebra, and W2 and W3 imply that it is symmetric.

**Theorem 5.1.** If $\beta = 1$, then isomorphism classes of algebras $H$ satisfying W1–W5 are in bijection with Lagrangian subspaces $\mathfrak{f} \subset \mathfrak{h}$, $H = H(\mathfrak{f})$. The class in the Grothendieck ring of $\mathcal{SF}(\mathfrak{h})$ is $[H(\mathfrak{f})] = 2^\frac{d}{2} - 1\{[\mathfrak{f}] + [\Pi_1]\} + [T]$, independent of $\mathfrak{f}$.

If $\beta \neq 1$, conditions W1–W5 have no solution.

Note that by (4.13), $\beta = 1$ is possible only if $d \in 4\mathbb{Z}$, and that W1 gets strengthened to $H_1 \cong T$.

The theorem will be proved in Sections 5.1–5.4. We will assume that we are given an algebra $H$ satisfying W1–W5 and deduce its properties. As a result of this analysis, we will establish uniqueness and existence.
5.1 Commutative multiplication and trivial twist

We will write

\[ H = L \oplus E , \quad \text{where} \quad L \in SF_0(\mathfrak{h}) , \quad E \in SF_1(\mathfrak{h}) . \quad (5.2) \]

By W1, \( E \) is non-zero.

**Lemma 5.2.** The following are equivalent:

1. \( H \) has trivial twist,
2. \( \hat{C} \) acts as zero on \( L \) and either
   
   (a) \( \beta = 1 \) and \( E \) is purely even, or 
   
   (b) \( \beta = -1 \) and \( E \) is purely odd.

**Proof.** The twist on \( SF(\mathfrak{h}) \) was given in (4.18). Since \( E \) is non-zero by W1, and since \( \theta_E = \beta - 1 \omega_E \), the twist can only be trivial if \( E \) is either purely even or purely odd. Since \( \sigma^{-2} = \exp(-\hat{C}) \) and \( \hat{C} \) is nilpotent, \( \sigma^{-2} \) acts as the identity on \( L \) if and only if \( \hat{C} \) acts as zero.

In simplifying expressions involving the parity of \( E \), such as the braiding in \( SVect \), we will use W2 and the above lemma to replace \( \omega_E = \beta \text{id}_E \) where \( \beta = \pm 1 \).

(5.3)

Next we turn to the multiplication map \( \mu : H \ast H \to H \). It has four components:

\[ \mu_{00} : L \ast L \to L , \quad \mu_{01} : L \ast E \to E , \quad \mu_{10} : E \ast L \to E , \quad \mu_{11} : E \ast E \to L . \quad (5.4) \]

We will express \( \mu_{01} \) and \( \mu_{10} \) in terms of even linear maps \( \chi^{l,r} : L \to \text{End}(E) \) via

\[ \mu_{01}(a \otimes e) = \chi^l(a)e , \quad \mu_{10}(e \otimes a) = \chi^r(a)e , \quad a \in L , \quad e \in E . \quad (5.5) \]

For \( \mu_{11} \) note that \( E \ast E = S(\mathfrak{h}) \otimes E \otimes E \). Since \( \mu_{11} \) is a map of \( S(\mathfrak{h}) \)-modules, it is fixed uniquely by the image of \( 1 \in S(\mathfrak{h}) \). Let \( m : E \otimes E \to L \) be given by \( m(e \otimes f) = \mu_{11}(1 \otimes e \otimes f) \in L_{ev} \). Then, for all \( g \in S(\mathfrak{h}) \),

\[ \mu_{11}(g \otimes e \otimes f) = g.m(e \otimes f) . \quad (5.6) \]

Next we look at W3, \( \mu \circ c_{H,H} = \mu \). For sector 00, by (4.17) this is equivalent to

\[ \mu_{00}(a \otimes b) = \mu_{00} \circ \sigma^{\ast \text{SY}}_{L,L}(\gamma^{-1}.(a \otimes b)) \quad \text{for all} \quad a,b \in L . \quad (5.7) \]

Here, \( \sigma^{\ast \text{SY}}_{U,V} : U \otimes V \to V \otimes U \) denotes the symmetric braiding in \( SVect \). Using Lemma 5.2 one checks that for the other components of \( \mu \), commutativity is equivalent to

\[ \chi^l = \chi^r , \quad m = m \circ \sigma^{\ast \text{SY}}_{E,E} . \quad (5.8) \]
We will write $\chi := \chi^t = \chi^r$. Note that $\chi$ is non-zero only on $L_{ev}$. This will allow us to avoid a number of parity signs below.

We denote the $\mathbb{Z}$-degree $k$ subspace of $S(\mathfrak{h})$ by $S^k(\mathfrak{h})$, and write $S^{\geq n}(\mathfrak{h}) = \bigoplus_{k=n}^d S^k(\mathfrak{h})$. The following lemma will be important later:

**Lemma 5.3.** Let $u \in S^k(\mathfrak{h})$ be nonzero. If $\hat{C}u = 0$, then $k > \frac{d}{2} - 2$.

**Proof.** Pick a basis $\{a_i \mid i = 1, \ldots, d\}$ of $\mathfrak{h}$ and consider the element $X = a_1a_2 + a_3a_4 + \cdots + a_{d-1}a_d \in S^2(\mathfrak{h})$. Let $k \leq \frac{d}{2} - 2$ and $u \in S^k(\mathfrak{h})$, $u \neq 0$, be given. We will show that $Xu \neq 0$.

Fix a non-zero top form $t : S(\mathfrak{h}) \to \mathbb{C}$ such that $t(a_1a_2 \cdots a_d) = 1$. Then

$$(g, h) = t(gh)$$

is a non-degenerate pairing on $S(\mathfrak{h})$. Expand $u \in S^k(\mathfrak{h})$ with respect to the above basis as

$$u = \sum_{1 \leq \delta_1 < \cdots < \delta_k \leq d} \xi_{\delta_1, \ldots, \delta_k} a_{\delta_1} \cdots a_{\delta_k}, \quad \text{where} \quad \xi_{\delta_1, \ldots, \delta_k} \in \mathbb{C}. \quad (5.10)$$

Pick a sequence $\delta_1 < \cdots < \delta_k$ for which $\xi_{\delta_1, \ldots, \delta_k} \neq 0$ and let $1 \leq \varepsilon_1 < \varepsilon_2 < \cdots < \varepsilon_{d-k} \leq d$ be its complement in $\{1, 2, \ldots, d\}$. Then $(a_{\varepsilon_1} \cdots a_{\varepsilon_{d-k}}, u) = \pm \xi_{\delta_1, \ldots, \delta_k} \neq 0$.

Now consider all consecutive pairs $(2n-1, 2n)$ in the sequence $Q = \{\varepsilon_1, \ldots, \varepsilon_{d-k}\}$, i.e. let $P = \{n \mid \{2n-1, 2n\} \subset Q\}$. The key point in the proof is the observation that since $k \leq \frac{d}{2} - 2$, $P$ must contain at least one element.

Let $F = Q \setminus \bigcup_{n \in P} \{2n-1, 2n\}$ be the set $Q$ minus all such pairs and let $\nu_1 < \cdots < \nu_{|F|}$ be the elements of $F$. We now claim

$$a_{\varepsilon_1} \cdots a_{\varepsilon_{d-k}} u = \frac{1}{(|P|)!} a_{\nu_1} \cdots a_{\nu_{|F|}} X^{|P|} u. \quad (5.11)$$

To see this, write $Y = \sum_{n \in F} a_{2n-1}a_{2n}$ and note that $a_{\nu_1} \cdots a_{\nu_{|F|}} Xu = a_{\nu_1} \cdots a_{\nu_{|F|}} Y u$. The claim follows from

$$Y^{|P|} = (|P|)! \prod_{n \in F} a_{2n-1}a_{2n}. \quad (5.12)$$

Now we compute

$$\pm \xi_{\delta_1, \ldots, \delta_k} = (a_{\varepsilon_1} \cdots a_{\varepsilon_{d-k}}, u) = \frac{1}{(|P|)!} (a_{\nu_1} \cdots a_{\nu_{|F|}} X^{|P|-1}, Xu) \quad (5.13)$$

Thus $Xu \neq 0$.

Note that up to this point we have not made use of the symplectic form $(-, -)_{SF}$ on $\mathfrak{h}$ or of $\hat{C}$. Assume now that $\{a_i \mid i = 1, \ldots, d\}$ is a symplectic basis of $\mathfrak{h}$ such that the dual basis $\{b_i \mid i = 1, \ldots, d\}$ is $b_1 = a_2$, $b_2 = -a_1$, etc. Then $\hat{C} = -2X$, with $X$ as above. \qed
5.2 Unit and associativity conditions

Let $1_H = \eta(1) \in L$. The unit condition in (5.1) is easily seen to be equivalent to, for all $a \in L$,

$$
\mu_{00}(a \otimes 1_H) = a = \mu_{00}(1_H \otimes a) \quad , \quad \chi(1_H) = 1 .
$$

(5.14)

Analysed sector by sector, associativity in (5.1) gives eight conditions on $\mu_{00}$, $\chi$ and $m$. These follow by straightforward computation after substituting the associator in (4.15).

To state the result, we write, for $a, b \in L$, $\mu_{00}(a \otimes b) =: a \cdot b$, and introduce the map

$$
P : S(\mathfrak{h}) \otimes L \otimes E \otimes E \to L ,
$$

(5.15)

The $S(\mathfrak{h})$-action on $L$ will be denoted by $\rho^L : S(\mathfrak{h}) \otimes L \to L$ or just by $\cdot$. Then the associativity conditions are:

$$
\begin{align*}
A000 : \quad & a \cdot (b \cdot c) = (a \cdot b) \cdot c \quad (\forall a, b, c \in L) \\
A001 : \quad & \chi(a \cdot b) = \chi(a) \chi(b) \quad (\forall a, b \in L) \\
A100 : \quad & \chi(a \cdot b) = \chi(b) \chi(a) \quad (\forall a, b \in L) \\
A010 : \quad & \chi(a) \chi(b) = \sum_{\gamma} (-1)^{|\gamma(2)||a|} \chi(\gamma(2)b) \chi(\gamma(1)a) \quad (\forall a, b \in L) \\
A110 : \quad & P \circ \{ id_{S(\mathfrak{h})} \otimes [ \rho^L \circ (S \otimes id_L) ] \otimes id_{E \otimes E} \} \circ (\Delta_S \otimes \sigma^{s_y}_{E \otimes E, L}) \\
& = \mu_{00} \circ \{ [ \rho^L \circ (id_{S(\mathfrak{h})} \otimes m) ] \otimes id_L \} \\
& = \mu_{00} \circ \sigma^{s_y}_{E, E, L} \circ \{ [ \rho^L \circ (id_{S(\mathfrak{h})} \otimes m) ] \otimes id_L \} : S(\mathfrak{h}) \otimes E \otimes E \otimes L \to L \\
A101 : \quad & P = P \circ \{ \gamma(.-) \circ \sigma^{s_y}_{E, E} \} : S(\mathfrak{h}) \otimes L \otimes E \otimes E \to L \\
A111 : \quad & \chi(g.m(u \otimes v))w = \beta \chi(\phi(g).m(u \otimes w))v \quad (\forall g \in S(\mathfrak{h}), u, v, w \in E)
\end{align*}
$$

In deriving A110 we employed [DR1, Lem. 2.3 (a)] and [5.8]. The first important consequence of the associativity conditions is:

**Lemma 5.4.** Let $J \subset L$ be the image of $\mu_{11} = \rho^L \circ (id_{S(\mathfrak{h})} \otimes m) : S(\mathfrak{h}) \otimes E \otimes E \to L$. Then $J \oplus E$ is a submodule of $H$, seen as a left-module over itself.

**Proof.** We need to check that the image of $\mu : (L \oplus E) \otimes (J \oplus E) \to (L \oplus E)$ is contained in $J \oplus E$. We can again proceed sector by sector. For sector 11 this is true by definition and for sectors 01 and 10 there is nothing to check.

The only non-trivial check arises in sector 00, where we need to show $a \cdot x \in J$ for all $a \in L, x \in J$. To do so, write $x = \sum_i g_i(e_i \otimes f_i)$ for some $g_i \in S(\mathfrak{h}), e_i, f_i \in E$. Then $a \cdot x$ is (possibly up to a parity sign) just the last line of A110 applied to $\sum_i g_i \otimes e_i \otimes f_i \otimes a$.

But the image of the first line of A110 is obviously in $J$.

Thus W5 implies:
Corollary 5.5. $\mu_{11} : S(\mathfrak{h}) \otimes E \otimes E \to L$ is surjective.

From this surjectivity result and the last two lines of A110 we can conclude that $L$ is commutative in $S\text{Vect}$, i.e. that

$$\mu_{00} \circ \sigma_{L,L}^{x,y} = \mu_{00}.$$  \hfill (5.16)

5.3 Non-degenerate pairing on $L$

By W4 there is an $S(\mathfrak{h})$-module map $\kappa : L \to 1$ such that $\kappa \circ \mu_{00} : L \otimes L \to 1$ is non-degenerate.

Lemma 5.6. There is an even linear map $\tilde{m} : E \otimes E \to S(\mathfrak{h}) \otimes (E \otimes E)^*$ such that the map $L \to S(\mathfrak{h}) \otimes (E \otimes E)^*$, $g.m(e \otimes f) \to g.\tilde{m}(e \otimes f)$ for all $g \in S(\mathfrak{h})$, $e, f \in E$, is well-defined and an injective $S(\mathfrak{h})$-module map.

Proof. Write $D : L \otimes L \to 1$, $D = \kappa \circ \mu_{00}$ for the non-degenerate pairing on $L$.

Let $\lambda$ be a non-zero element of $S^d(\mathfrak{h})$. Then $\lambda$ is a cointegral for $S(\mathfrak{h})$ and $1 \to S(\mathfrak{h}) \otimes S(\mathfrak{h})$, $1 \mapsto \Delta_S(\lambda)$ is a non-degenerate copairing and a morphism in $SF_0(\mathfrak{h})$. Combine this with the copairing $1 \to (E \otimes E)^* \otimes (E \otimes E)$ to get a non-degenerate copairing

$$B : 1 \longrightarrow \{S(\mathfrak{h}) \otimes (E \otimes E)^*\} \otimes \{S(\mathfrak{h}) \otimes E \otimes E\}$$ \hfill (5.17)

in $SF_0(\mathfrak{h})$.

Since $\mu_{11} : S(\mathfrak{h}) \otimes E \otimes E \to L$ is surjective by Corollary 5.5, we see that

$$(id \otimes D) \circ (id \otimes \mu_{11} \otimes id) \circ (B \otimes id) : L \longrightarrow S(\mathfrak{h}) \otimes (E \otimes E)^*$$ \hfill (5.18)

is an injective $S(\mathfrak{h})$-module map. Taking $\tilde{m}$ to be the composition of $m$ with the above map gives the statement of the lemma.

Thanks to the above lemma we may as well take $m = \tilde{m}$, i.e. assume that $L = \langle m(E \otimes E) \rangle \subset S(\mathfrak{h}) \otimes (E \otimes E)^*$ as an $S(\mathfrak{h})$-module. Then, since $\eta : 1 \to L$ is a map in $SF_0(\mathfrak{h})$, and since only the top degree $S^d(\mathfrak{h})$ has trivial $\mathfrak{h}$-action, we have

$$1_H \in S^d(\mathfrak{h}) \otimes (E \otimes E)^* \cap L.$$ \hfill (5.19)

Define the even linear map $\psi : S(\mathfrak{h}) \otimes E \otimes E \to \text{End}(E)$, $\psi(g \otimes e \otimes f) = \chi(g.m(e \otimes f))$.

Lemma 5.7. 1. $m(E \otimes E) \subset S^{\geq \frac{d}{2}}(\mathfrak{h}) \otimes (E \otimes E)^*$.

2. $\psi$ is nonzero on $S^{\frac{d}{2}}(\mathfrak{h}) \otimes E \otimes E$ and zero on all other $S^k(\mathfrak{h}) \otimes E \otimes E$.

Proof. 1. By Lemma 5.2, $\hat{C}$ acts trivially on $m(E \otimes E)$. By Lemma 5.3 and since $m$ is parity even, $m(E \otimes E) \subset S^{\geq \frac{d}{2}}(\mathfrak{h}) \otimes (E \otimes E)^*$.

2. By part 1, any $g \in S^{> \frac{d}{2}}(\mathfrak{h})$ acts trivially on $m(E \otimes E)$ and so $\psi$ is zero on $S^{> \frac{d}{2}}(\mathfrak{h}) \otimes E \otimes E$. 
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On the other hand, \( \chi(1_H) = id_E \) by (5.14) and \( 1_H \in S^d(\mathfrak{h}) \otimes (E \otimes E)^* \) by (5.19). Since \( 1_H \in \langle m(E \otimes E) \rangle \) there are \( g_i \in S(\mathfrak{h}), e_i, f_i \in E \) such that \( 1_H = \sum_i g_i, m(e_i \otimes f_i) \) and hence \( \sum_i \psi(g_i \otimes e_i \otimes f_i) = id_E \). It follows that \( \psi \) is nonzero on at least one \( S^k(\mathfrak{h}) \otimes E \otimes E \) with \( 0 \leq k \leq \frac{d}{2} \). Suppose \( \psi \) is nonzero on \( S^k(\mathfrak{h}) \otimes E \otimes E \) with \( 0 \leq k < \frac{d}{2} \). By condition A111 – since \( \phi \) maps \( S^k(\mathfrak{h}) \) isomorphically to \( S^{d-k}(\mathfrak{h}) \), \( \psi \) would be non-zero also on \( S^{d-k}(\mathfrak{h}) \otimes E \otimes E \), in contradiction to \( \psi \) being zero on \( S^{\frac{d}{2}}(\mathfrak{h}) \). \( \square \)

**Lemma 5.8.** For all \( u \in E \otimes E \) and \( g \in S^d(\mathfrak{h}) \) we have \( g.m(u) \in C1_H \).

**Proof.** By W5, \( H \) is simple as a module over itself. By reciprocity, \( \dim SF(1, H) = 1 \). Hence the action of \( S(\mathfrak{h}) \) on \( 1 \) is trivial, the image of any map \( 1 \to L \subset S(\mathfrak{h}) \otimes (E \otimes E)^* \) must lie in \( S^d(\mathfrak{h}) \otimes (E \otimes E)^* \). Thus \( SF(1, H) \cong L \cap [S^d(\mathfrak{h}) \otimes (E \otimes E)^*] \) is one-dimensional, and hence the latter is spanned by \( 1_H \). By part 1 of Lemma 5.7, \( g.m(u) \) is contained in \( S^d(\mathfrak{h}) \otimes (E \otimes E)^* \) (and of course in \( L \)), hence proportional to \( 1_H \). \( \square \)

The proof of the next proposition requires the following technical lemma:

**Lemma 5.9.** Let \( \mathcal{C} \) be an abelian rigid monoidal category and let \( A \) be a Frobenius algebra in \( \mathcal{C} \) that is simple as a left module over itself. Then for all \( U, V \in \mathcal{C} \) and all non-zero maps \( u : U \to A, v : V \to A \), also the map \( \mu \circ (u \otimes v) : U \otimes V \to A \) is non-zero.

**Proof.** Consider the \( A \)-module map (we omit coherence isomorphisms)

\[
f = [A \xrightarrow{id \otimes coev} A \otimes V \otimes V^* \xrightarrow{id \otimes id} A \otimes A \otimes V^* \xrightarrow{\mu \otimes id} A \otimes V^*]. 
\]

(5.20)

Suppose that \( \mu \circ (u \otimes v) = 0 \). Then \( f \circ u = 0 \) and so \( f \) has a non-zero kernel. Since \( A \) is simple as an \( A \)-module, we must have \( f = 0 \). But by non-degeneracy of the Frobenius pairing \( \varepsilon \circ \mu : A \otimes A \to \mathbf{1} \), the composite \((\varepsilon \otimes id) \circ f \) is non-zero, which is a contradiction. \( \square \)

After these preparations, we can show a key restriction on \( H \):

**Proposition 5.10.** \( E \) is purely even and one-dimensional.

**Proof.** As in the proof of part 2 of Lemma 5.7, we can find \( g_i \in S(\mathfrak{h}), e_i, f_i \in E \) such that \( \sum_i \psi(g_i \otimes e_i \otimes f_i) = id_E \). In particular, there must be at least one \( i_0 \) such that \( \psi(g_{i_0} \otimes e_{i_0} \otimes f_{i_0}) \neq 0 \). We write \( g = g_{i_0}, e = e_{i_0} \) and \( f = f_{i_0} \). We may assume that \( g = a_1 \cdots a_{d/2} \) for appropriate \( a_1, \ldots, a_{d/2} \in \mathfrak{h} \) (it is certainly a sum of elements of this form, hence at least one must give a non-zero contribution when applying \( \psi \)). Using Lemma 5.8 we see that we can modify \( e \) or \( f \) by a constant to achieve

\[
a_1 \cdots a_{d/2}.m(e \otimes f) = 1_H.
\]

(5.21)

Let \( u \in E \otimes E \) be arbitrary. We will now evaluate A110 on \( a_1 \cdots a_{d/2} \otimes u \otimes m(e \otimes f) \). To compute the left hand side, note that of all summands in \( \Delta_S(a_1 \cdots a_{d/2}) \), only \( 1 \otimes a_1 \cdots a_{d/2} \) gives a non-zero contribution, since by part 2 of Lemma 5.7 \( \chi(g.m(e \otimes f)) \) is zero unless
$g \in S^d_{\frac{d}{2}}(\mathfrak{h})$. With this observation one easily checks the left hand side of $A_{110}$ to be equal to $m(u)$. Altogether, $A_{110}$ becomes

$$m(u) = \{a_1 \cdots a_{d/2} m(u)\} \cdot m(e \otimes f) .$$  \hfill (5.22)

By Lemma 5.8 there is a linear function $F : E \otimes E \rightarrow C$ such that $a_1 \cdots a_{d/2} m(u) = F(u)_1 L$. Writing $m_0 := m(e \otimes f)$, the above equality becomes $m(u) = F(u) m_0$. In particular, the image of $m$ is one-dimensional.

If $\dim E \geq 2$ we can find non-zero elements $p, q \in E$ such that $F(p \otimes q) = 0$. Hence also $m(p \otimes q) = 0$. Thinking of $p, q$ as non-zero maps $C_1 |_1 \rightarrow E$ in $SF_1(h)$, it follows that $\mu_{11} \circ (p * q) = 0$ (as $\mu_{11}(g \otimes p \otimes q) = g.m(p \otimes q) = 0$ for all $g \in S(\mathfrak{h})$). Together with condition W5, this is a contradiction to Lemma 5.9.

Hence $\dim E = 1$. If $E$ were purely odd, the symmetry requirement (5.8) on $m$ would force $m$ to be identically zero. But then also $\mu_{11} = 0$, in contradiction to the non-degeneracy condition W4 (and also to Lemma 5.9).

By the above proposition, we can restrict our attention to the case $\beta = 1$ and $E = T$.

Then $m : E \otimes E \rightarrow L$ is just an even element $m \in L$, and Lemma 5.7 says that $L = \langle m \rangle \subset S^{\geq \frac{d}{2}}(\mathfrak{h})$.

**Lemma 5.11.** $m \in S^d_{\frac{d}{2}}(\mathfrak{h})$, and $\chi$ is non-zero on $S^d(\mathfrak{h})$ and zero on all other $S^k(\mathfrak{h}) \cap \langle m \rangle$.

*Proof.* Write $m$ as a sum of its homogeneous components and let $m_M \in S^M(\mathfrak{h})$ be the non-zero component of maximal $\mathbb{Z}$-degree. Since $m \in S^{\geq \frac{d}{2}}(\mathfrak{h})$ we have $M \geq \frac{d}{2}$. By non-degeneracy of the pairing (5.9) there exists a $g \in S^{d-M}(\mathfrak{h})$ such that $gm_M = 1_H$, and therefore $\chi(gm_M) = 1$. By part 2 of Lemma 5.7 we must have $d - M = \frac{d}{2}$. Altogether we obtain $m \in S^d_{\frac{d}{2}}$.

That $\chi$ is non-zero only on $S^d(\mathfrak{h})$ now follows from Lemma 5.7. \hfill $\square$

Given a subspace $u \subset \mathfrak{h}$ of dimension $k = \dim u$, $S^k(u)$ is a one-dimensional subspace of $S^k(\mathfrak{h})$. In terms of a basis $\{u_1, \ldots, u_k\}$ of $u$ it is given by

$$S^k(u) = \mathbb{C} u_1 u_2 \cdots u_k .$$ \hfill (5.24)

For an $S(\mathfrak{h})$-module $V$ the *annihilator of $V$ in $\mathfrak{h}$* is defined to be

$$\text{ann}_\mathfrak{h}(V) = \{x \in \mathfrak{h} \mid x.V = 0\} .$$ \hfill (5.25)

**Lemma 5.12.** *Abbreviate $\mathfrak{f} := \text{ann}_\mathfrak{h}(L)$. Then*

1. $m \in S^d_{\frac{d}{2}}(\mathfrak{f})$,

2. $\mathfrak{f}$ is a Lagrangian subspace of $\mathfrak{h}$ (and so $\dim \mathfrak{f} = \frac{d}{2}$),
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3. \( L = \{ g \in S(\mathfrak{h}) \mid g\mathfrak{f} = 0 \} \), that is, \( L \) is the annihilator of \( \mathfrak{f} \) in \( S(\mathfrak{h}) \).

**Proof.** Since \( m \) generates \( L \) as a \( S(\mathfrak{h}) \)-module, we can equally write \( \mathfrak{f} = \{ x \in \mathfrak{h} \mid xm = 0 \} \).

1. Let \( n = \dim \mathfrak{f} \) and let \( \{ a_1, \ldots, a_n \} \) be a basis of \( \mathfrak{f} \). Extend this to a basis \( \{ a_1, \ldots, a_d \} \) of \( \mathfrak{h} \) and let \( \{ b_1, \ldots, b_d \} \) be the dual basis with respect to \((-,-)_{SF} \). The copairing \( C \) takes the form (4.9).

   Evaluate condition A101 on \( 1 \otimes g \) for \( g \in S_{2d-1}(\mathfrak{h}) \). By Lemma 5.7, \( P(1 \otimes g) = 0 \) (here \( P \) is as in [5.15]). Furthermore, \( P(\gamma(1 \otimes g)) = P(C,(1 \otimes g)) \), so that

   \[
   \forall g \in S_{2d-1}(\mathfrak{h}) : \sum_{i=1}^{d} \chi(a_{i}gm) b_{i}m = 0 .
   \]  

   (5.26)

In other words, for all \( g \in S_{2d-1}(\mathfrak{h}) \) we have \( \sum_{i=n+1}^{d} \chi(ga_{i}m) b_{i} \in \mathfrak{f} \), where we used \( a_{i}m = 0 \) for \( i = 1, \ldots, n \) and that \( a_{i}g = \pm ga_{i} \). By construction, the elements \( a_{i}m \in S_{2d+1}(\mathfrak{h}) \), \( i = n+1, \ldots, d \) are linearly independent. Using non-degeneracy of the pairing \( (g,h) \mapsto \chi(gh) \) on \( S(\mathfrak{h}) \), we see that there are \( g_{i} \in S_{2d-1}(\mathfrak{h}) \), \( i = n + 1, \ldots, d \), such that \( \chi(g_{i}a_{j}m) = \delta_{ij} \). Hence we must have

   \[
   b_{n+1}, \ldots, b_{d} \in \mathfrak{f} .
   \]  

   (5.27)

We conclude that \( n \geq \frac{d}{2} \).

2. By (5.27), the basis elements dual to \( a_{n+1}, \ldots, a_{d} \) lie in \( \mathfrak{f} \), and since \( n = \frac{d}{2} \) they form a basis of \( \mathfrak{f} \). Since \( (a_{i}, b_{j}) = 0 \) for all \( 1 \leq i \leq n \), \( j \leq d \), it follows that \( \mathfrak{f} \) is Lagrangian.

3. The condition that \( a_{i}g = 0 \) for \( i = 1, \ldots, \frac{d}{2} \) is equivalent the condition that each monomial in \( g \) contains the factor \( a_{1} \cdots a_{d/2} \). Since \( L \) is generated by \( m \), together with (5.29) this shows the claim. \( \square \)

### 5.4 Uniqueness and existence

**Uniqueness**

**Lemma 5.13.** Let \( H, H' \) be two algebras satisfying W1–W5, and let \( \mathfrak{f} = \text{ann}_{\mathfrak{h}}(H_{0}), \mathfrak{f}' = \text{ann}_{\mathfrak{h}}(H'_{0}) \). Then \( H \) and \( H' \) are isomorphic as algebras if and only if \( \mathfrak{f} = \mathfrak{f}' \).
Proof. We will write \( H = L \oplus T \) and \( H' = L' \oplus T' \) with \( L, L' \in S \mathcal{F}_0(\mathfrak{h}) \).

The implication ‘\( \Rightarrow \)’ is clear.

For ‘\( \Leftarrow \)’, as in Lemma 5.6 (together with Proposition 5.10), we will think of \( H \) as a submodule of \( S(\mathfrak{h}) \) generated by \( m \in S^d(\mathfrak{f}) \) (Lemma 5.12). Let \( 1_H \in S^d(\mathfrak{h}) \) be the unit of \( H \). We will first show that the multiplication \( \mu \) of \( H \) is uniquely determined by \( m \) and \( 1_H \).

The map \( \chi \in S^d(\mathfrak{h})^* \) is fixed by (5.14): \( \chi(1_H) = 1 \). Let \( M : S(\mathfrak{h}) \to L \) be the map \( M(g) = gm \). By Corollary 5.5, \( M \) is surjective and thus condition A110 determines \( \mu_{00} \) uniquely. The map \( \mu_{11} \) is fixed by (5.6) to be \( \mu_{11} = M \).

Let now \( m', 1_{H'} \in S(\mathfrak{h}) \) be the corresponding elements for \( H' \). Since \( \mathfrak{f} = \mathfrak{f}' \), we have \( m, m' \in S^d(\mathfrak{f}) \), and so there is a \( \lambda_1 \in \mathbb{C}^\times \) with \( m' = \lambda_1 m \). Analogously, since \( 1_H, 1'_{H} \in S^d(\mathfrak{h}) \), there is a \( \lambda_0 \in \mathbb{C}^\times \) such that \( 1_{H'} = \lambda_0 1_H \). Consider the map \( f : H \to H' \) with components \( f_0 : L \to L' \) and \( f_1 : T \to T' \) given by

\[
f_0 = \lambda_0 \id_L \quad , \quad f_1 = \sqrt{\lambda_0/\lambda_1} \id_T.
\]

It is straightforward to check that \( f \) is an algebra isomorphism in \( \mathcal{S} \mathcal{F}(\mathfrak{h}) \).

Existence

Let \( \mathfrak{f} \subset \mathfrak{h} \) be a Lagrangian subspace, and let \( m \in S^d(\mathfrak{f}), 1_H \in S^d(\mathfrak{h}) \) be non-zero elements. Set \( L := \langle m \rangle \) and \( H := L \oplus T \). We will show that there is an algebra structure on \( H \) which satisfies W1–W5.

Fix a symplectic basis \( \{ a_1, \ldots, a_d \} \) of \( \mathfrak{h} \) such that \( \{ a_{d/2+1}, \ldots, a_d \} \) spans \( \mathfrak{f} \), \( (a_i, a_j)_{\mathcal{S} \mathcal{F}} = \pm 1 \) for \( j = i \pm \frac{d}{2} \) and zero else, and \( m = a_{d/2+1} \cdots a_d \). Then the copairing (4.9) takes the form

\[
C = - \sum_{i=1}^{d/2} a_i \otimes a_{i+d/2} + \sum_{i=d/2+1}^d a_i \otimes a_{i-d/2}.
\]

Define \( M(g) = gm \) and \( \psi(g) = \chi(M(g)) \).

Unit and multiplication: \( \eta : 1 \to H \) is fixed by the choice of \( 1_H \) and, as above, \( \chi \in S^d(\mathfrak{h})^* \) is fixed by \( \chi(1_H) = 1 \). The components \( \mu_{01}, \mu_{10} \) and \( \mu_{11} \) of the multiplication are defined by (5.5) and (5.6). It remains to check that a (necessarily unique) solution \( \mu_{00} \) to A110 actually exists. This is done in the next lemma, for which we denote the left hand side of A110 by \( f : S(\mathfrak{h}) \otimes L \to L \).

Lemma 5.14. \( \ker(M \otimes \id_L) \subset \ker f \).

Proof. The kernel of \( M \) is spanned by all words in the \( a_i \) which contain at least one factor \( a_j \) with \( j > \frac{d}{2} \). It is therefore enough to check that \( f(a_j g \otimes u) = 0 \) for all \( j > \frac{d}{2} \), \( g \in S(\mathfrak{h}) \) and \( u \in L \). This in turn follows since \( \Delta(a_j g) = (a_j \otimes 1 + 1 \otimes a_j) \Delta(g) \) and the summand \((a_j \otimes 1)\Delta(g)\) gives zero as \( a_j \) multiplies \( m \), while the summand \((1 \otimes a_j)\Delta(g)\) gives zero as as \( a_j \) acts as zero on \( L \).

\( \square \)
We thus obtain a unique map $\mu_{00}: L \otimes L \to L$ such that
\[
\mu_{00}(M(g) \otimes M(h)) = \sum_{(g)} g'm\psi(S(g'h)) ,
\]
where we used Sweedler-notation $\Delta(g) = \sum_{(g)} g' \otimes g''$. It is easy to see that $\mu_{00}$ is an $S(h)$-module map.

At this point the unit and multiplication morphisms of $H$ are fixed, and we can proceed to verify unitality, associativity and W1–W5.

W1: Holds by construction.

W2, W3: Commutativity and trivial twist: Since $a_i$ acts as zero on $L$ for $i > \frac{d}{2}$, it is clear from (5.31) that $C$ acts as zero on $L \otimes L$ and that $\hat{C}$ acts as zero on $L$. Lemma 5.2 shows that $H$ has trivial twist if and only if $\beta = 1$. For commutativity, we saw in Section 5.1 that for $E = T$, the only non-trivial condition arises in sector 00 (see (5.7)). Since $\gamma$ acts as identity on $L \otimes L$, for commutativity of $L$ we need to show:

**Lemma 5.15.** The multiplication of $H$ satisfies $\mu_{00} = \mu_{00} \circ \sigma^{s,v}_{L,L}$.

**Proof.** Substituting (5.32) and using commutativity and cocommutativity of $S(h)$, we see that commutativity of $L$ is equivalent to
\[
\sum_{(g)} g'm\psi(S(g'h)) = \sum_{(h)} \psi(gS(h')) h''m .
\]

Composing both sides with the invertible endomorphism of $S(h) \otimes S(h)$ given by $g \otimes h \mapsto \sum_{(h)} gh' \otimes h''$ gives the equivalent condition
\[
\sum_{(g)} g'h'm\psi(S(g'h'h'')) = \psi(g) hm .
\]

The left hand side simplifies further to $\sum_{(g)} g'hm\psi(g'')$ (the antipode can be omitted since it is given by parity involution and $\psi$ is an even map to $\mathbb{C}^{1\otimes 0}$). We now claim that
\[
\sum_{(g)} g'm\psi(g'') = m\psi(g) ,
\]
which implies the lemma. To see this, first note that in the basis of $S(h)$ arising from our choice $\{a_1, \ldots, a_d\}$ above, $\psi$ is non-zero only on $a_1 \cdots a_{d/2}$. This means that the only terms contributing to $\sum_{(g)} g'\psi(g'')$ have $g'$ being either 1 or containing generators $a_i$ with $i > \frac{d}{2}$. Since the latter annihilate $m$, the claim follows.

Unitality and associativity: That $1_H$ is the unit for $H$ is immediate in sectors 01 and 10, because $\chi(1_H) = 1$. For sector 00 the unit property follows from the observation that $1_H$ is a cointegral for $S(h)$.
Next we check the associativity conditions A000–A111. Condition A110 and A011 hold by definition of \( \mu_{00} \) and by Lemma [5.15]. Conditions A010 and A101 are a consequence of \( C \) acting trivially on \( L \otimes L \). The equivalent conditions A100 and A001 follow from composing \([5.32]\) with \( \chi \) and using \([5.35]\). The remaining two conditions require a small calculation:

A000: Recall the two equivalent ways to write the product \( \mu_{00} \) given in \([5.33]\). When substituting the product into \((M(g) \cdot M(h)) \cdot M(k)\) and \(M(g) \cdot (M(h) \cdot M(k))\), first use the variant of \( \mu_{00} \) where the coproduct does not act on \( M(g) \) or \( M(k) \) and then the other variant. A000 then reduces to coassociativity of \( S(\mathfrak{h}) \).

A111: Recall that \( \phi \) maps \( S^k(\mathfrak{h}) \) to \( S^{d-k}(\mathfrak{h}) \). Thus, unless \( g \in S^{\frac{d}{2}}(\mathfrak{h}) \), both \( \chi(g.m) \) and \( \chi(\phi(g.m)) \) are zero. Taking \( g \) to be a monomial in the generators \( \{a_i\} \), we see that \( g.m = 0 \) unless \( g \in \mathbb{C} a_1 \cdots a_{d/2} \).

For \( g \in S^{\frac{d}{2}}(\mathfrak{h}) \), the explicit expression for \( \phi(g) \) is (see [DR] Sect. 5.2)

\[
\phi(g) = \beta^2 (-1)^{d(d+2)/8} \sum_{i_1 < \cdots < i_{d/2}} \lambda(a_{i_1} \cdots a_{i_{d/2}} g) b_{i_1} \cdots b_{i_{d/2}} .
\] (5.36)

Here \( \lambda \) was given in \([4.11]\) and \( \{b_i\} \) is the dual basis: \( b_k = a_{k+\frac{d}{2}} \) for \( k = 1, \ldots, \frac{d}{2} \) and \( b_k = -a_{k-\frac{d}{2}} \) for \( k = \frac{d}{2} + 1, \ldots, d \). This shows that \( \phi \) maps monomials in \( \{a_i^d\} \) to monomials, and that the monomial \( a_1 \cdots a_{\frac{d}{2}} \) is an eigenvector. It remains to show that the eigenvalue is 1.

Similar to the computation in [DR] Sect. 5.2 (see also the proof of Lemma [5.3]), one first verifies that

\[
\hat{C}^d = (-1)^{d(d+2)/8} 2^d \left( \frac{d}{2} \right)! a_1 \cdots a_d .
\] (5.37)

This shows that \( \lambda(a_1 \cdots a_d) = (-1)^{d(d+2)/8} \), and so indeed \( \phi(a_1 \cdots a_{d/2}) = a_1 \cdots a_{d/2} \) (we used that \( \beta = 1 \), and that since \( d \in 4\mathbb{Z} \), \( a_1 \cdots a_{d/2} \) is an even element).

W4: Non-degenerate pairing on \( H \): Let \( \kappa : L \to 1 \) be non-zero on \( m \) and zero on \( S^{\frac{d}{2}}(\mathfrak{h}) \). This is a map of \( S(\mathfrak{h}) \)-modules. Consider the pairing

\[
d := \kappa \circ \mu : H \ast H \to 1 .
\] (5.38)

By definition, \( d \) is non-degenerate if there exists a copairing \( b : 1 \to H \ast H \) such that

\[
(d \ast \text{id}_H) \circ \alpha_{H,H,H} \circ (\text{id}_H \ast b) = \text{id}_H = (\text{id}_H \ast d) \circ \alpha_{H,H,H}^{-1} \circ (b \ast \text{id}_H) .
\] (5.39)

Let us write \( d \) as \( d = d_0 + d_1 \) with \( d_0 : L \ast L \to 1 \) and \( d_1 : T \ast T \to 1 \) and analyse non-degeneracy separately for \( d_0 \) and \( d_1 \).

For \( d_0 \), the above condition is equivalent to \( d_0 \) being non-degenerate as a bilinear map \( L \otimes L \to \mathbb{C} \). To verify this we work instead with the pairing \( d'_0 := d_0 \circ (M \otimes M) : S(\mathfrak{h}) \otimes S(\mathfrak{h}) \to \mathbb{C} \). Substituting the definition of \( \mu_{00} \) gives

\[
d'_0 = \kappa(m) \psi \circ \mu_S \circ (S_S \otimes \text{id}) \circ (M \otimes M) .
\] (5.40)
$M$ maps the subspace (not submodule) of $S(\mathfrak{h})$ with basis $a_{i_1} \cdots a_{i_m}$ for $1 \leq i_1 < i_2 < \cdots < i_m \leq \frac{d}{2}$ isomorphically to $L$. Since $\psi$ is non-zero only on $a_1 a_2 \cdots a_{d/2}$, we get on the above basis:

$$d'_0(a_{i_1} \cdots a_{i_m}, a_{j_1} \cdots a_{j_n}) = \begin{cases} \neq 0 & m + n = \frac{d}{2} \text{ and } \{i_1, \ldots, i_m, j_1, \ldots, j_n\} = \{1, 2, \ldots, \frac{d}{2}\} \\ 0 & \text{else} \end{cases}$$

(5.41)

Thus the pairing $d_0$ is non-degenerate on $L \otimes L$.

For $d_1$, we need to work with (5.39). For the copairing $b_1 : 1 \rightarrow T \ast T = S(\mathfrak{h})$ we have, up to normalisation, only one choice: to be compatible with the $S(\mathfrak{h})$-action, $b_1$ has to map $1$ to a top-degree element $t$ of $S(\mathfrak{h})$. The first equality in (5.39) becomes

$$\kappa(\phi(t)m) = 1.$$  

(5.42)

Since $\phi(t)$ is non-zero and in degree 0, $\phi(t)m$ is non-zero and proportional to $m$. We can now choose the normalisation of $t$ such that (5.42) holds. The second equality in (5.39) follows from the first since $c_{T,T} \circ b_1 = b_1$ (as $\sigma$ acts as the identity on $t$ and $\beta = 1$) and since $\mu$ is commutative.

**W5: $H$ is simple as a left module over itself:** We will show that any morphism $f : H \rightarrow X$ of $H$-modules in $SF(\mathfrak{h})$ is injective or zero.

Suppose $f$ is zero on $T$. Since it is an $H$-module map, it must also be zero on the image of $\mu_{11}$ and in particular on $m$. But $m$ generates $L$ as an $S(\mathfrak{h})$-module, and so $f$ is zero on $L$ as well.

Suppose now that $f$ is non-zero on $T$. Then $f$ has to be non-zero on $1_H$, since $1_H$ generates $H$ as an $H$-module. Since $1_H \in L = \langle m \rangle$, $f$ is non-zero also on $m \in L$. But then $f$ has to be injective on $L$, for if a non-zero $u \in L$ is mapped to zero, then also $f(gu) = 0$ for all $g \in S(\mathfrak{h})$, but there is a $g$ such that $gu = 1_H$. Since $T$ is simple and $f$ is non-zero on $T$, it is also injective on $T$.

We denote the algebra $H$ constructed above by $H(\mathfrak{f})$. It is determined by $\mathfrak{f}$ up to isomorphism. This completes the proof of Theorem 5.1.

### 6 Local modules of $H(\mathfrak{f})$

Recall from Section 3 the notation $\mathcal{A}\mathcal{C}$ (resp. $\mathcal{A}^\text{loc}\mathcal{C}$) for modules (resp. local modules) over an algebra $A$ in a (braided) monoidal category $\mathcal{C}$. Let $\beta = 1$ (and hence $d \in 4\mathbb{Z}$) and fix a Lagrangian subspace $\mathfrak{f} \subset \mathfrak{h}$. Write $H = H(\mathfrak{f})$ for the corresponding algebra as given by Theorem 5.1.

#### 6.1 Simple modules

Let $k$ be an algebraically closed field. A tensor category is a rigid monoidal $k$-linear abelian category with simple unit. A tensor category is finite if it is equivalent as a $k$-linear category.
to the category of finite dimensional modules over a finite dimensional \( k \)-algebra \([EO]\). Internally the finiteness is finite length together with the existence of projective covers for all (simple) objects (see \([EO]\) for details).

For example, the category \( \mathcal{SF}(\mathfrak{h}) \) of symplectic fermions is a finite tensor category. Indeed, \( \mathcal{SF}_0(\mathfrak{h}) \) is the category of modules over the bosonisation of \( S(\mathfrak{h}) \), while \( \mathcal{SF}_1(\mathfrak{h}) \) is the category of modules over the group algebra of the group of order 2. Rigidity is shown in \([DRI\text{, Sect. 3.6]}\).

**Lemma 6.1.** Let \( A \) be an algebra in a finite tensor category \( \mathcal{C} \). For any simple \( A \)-module \( M \) there is a simple object \( S \in \mathcal{C} \) together with an epimorphism of \( A \)-modules \( A \otimes S \rightarrow M \).

**Proof.** Let \( S \subset M \) be a simple subobject of \( M \in \mathcal{C} \). The module map \( A \otimes M \rightarrow M \) induces a non-zero morphism \( A \otimes S \rightarrow M \), which is a morphism of \( A \)-modules. Its image is a non-zero submodule of \( M \). Hence the image coincides with \( M \).

**Remark 6.2.** It follows from Lemma 6.1 that any simple \( A \)-module is a direct summand of the cosocle (the maximal semi-simple quotient) of the free \( A \)-module \( A \otimes S \) for a simple object \( S \in \mathcal{C} \).

Now let \( \mathcal{C} = \mathcal{SF}(\mathfrak{h}) \) be the category of symplectic fermions and let \( A = H \) as fixed above. The four simple objects of \( \mathcal{SF}(\mathfrak{h}) \) give rise to the free \( H \)-modules

\[
H \ast 1 = H , \quad H \ast \Pi 1 = \Pi H , \quad H \ast T , \quad H \ast \Pi T .
\] (6.1)

By Theorem 5.1, \( H \) is simple as a module over itself. Similarly \( \Pi H \) is a simple \( H \)-module (since a submodule \( N \subset \Pi H \) gives rise to a submodule \( \Pi N \subset H \)). In the following we will use Remark 6.2 to prove:

**Theorem 6.3.** The isomorphism classes of simple \( H \)-modules in \( \mathcal{SF}(\mathfrak{h}) \) are represented by \( H \) and \( \Pi H \).

The proof will be given after some more preparation.

To compute cosocles of the last two free modules in (6.1) we will use the isomorphisms

\[
\mathcal{A} \mathcal{C}(A \otimes X, A \otimes Y) \simeq \mathcal{C}(X, A \otimes Y) \simeq \mathcal{C}(X \otimes \ast Y, A)
\]

\[
f \mapsto f \circ (\eta \otimes \text{id}) \mapsto u(f),
\] (6.2)

where (we write out associators, but not unit constraints)

\[
u(f) = \left[ X \otimes \ast Y, \eta \otimes \text{id} \right] A \otimes (X \otimes \ast Y) \otimes \alpha_{A,X,\ast Y} (A \otimes X) \otimes \ast Y
\]

\[
\xrightarrow{f \otimes \text{id}} (A \otimes Y) \otimes \ast Y \xrightarrow{\alpha_{A,Y,\ast Y}^{-1}} A \otimes (Y \otimes \ast Y) \xrightarrow{\text{id} \otimes \text{ev}_Y} A.
\] (6.3)

For \( X = Y \), the left hand side of (6.2) is an algebra, and the induced multiplication on the right hand side is the convolution product, \( u(f \circ g) = \mu_A \circ (u(f) \otimes u(g)) \circ \Delta_{X \otimes \ast X} \). Here \( \Delta_{X \otimes \ast X} \) denotes the Frobenius coproduct on \( X \otimes \ast X \),

\[
\Delta_{X \otimes \ast X} = \left[ X \otimes \ast X \xrightarrow{\text{id} \otimes (\text{coev}_X \otimes \text{id})} X \otimes ((\ast X \otimes X) \otimes X)\right].
\]
\[
\frac{id \circ \alpha_{X,X,X}^{-1}}{\alpha_{X,X} \circ X} \rightarrow X \otimes (X \otimes X) \xrightarrow{\alpha_{X,X,X} \circ X} (X \otimes X) \otimes (X \otimes X).
\]

(6.4)

Let us apply the above discussion to our situation, where \( \mathcal{C} = SF(\mathfrak{h}) \) and \( A = H \), for the choice \( X = T \). The rigid structure on \( SF(\mathfrak{h}) \) is discussed in [DR1 Sect. 3.6]. We have \( *T = T \), so that for \( f : H \ast T \rightarrow H \ast T \) we get a map \( u(f) : T \ast T = S(\mathfrak{h}) \rightarrow H \). Evaluating on \( 1 \in S(\mathfrak{h}) \) gives an even element in \( L_{ev} \). Define \( \tilde{u} := u(f)(1) \in L_{ev} \).

**Lemma 6.4.** The map \( \tilde{u} : HSF(H \ast T, H \ast T) \rightarrow L_{ev} \) is an isomorphism of algebras.

*Proof.* The map \( S F_0(S(\mathfrak{h}), L) \rightarrow L_{ev}, f \mapsto f(1) \) is an isomorphism, and so \( \tilde{u} \) is a composition of two isomorphisms.

To see that \( \tilde{u}(f \circ g) = \tilde{u}(f) \cdot \tilde{u}(g) \), we compute \( \Delta_{T \ast T} \) from (6.4). We will need \( \text{coev}_T = \Lambda \in S(\mathfrak{h}) \), where \( \Lambda \) is the integral for \( S(\mathfrak{h}) \) defined in [DR1 Lem. 3.10]. A short calculation using the associator in (4.15) shows that \( \Delta_{T \ast T} : S(\mathfrak{h}) \otimes S(\mathfrak{h}) \) is given by \( a \mapsto \Delta(a)(\phi^{-1}(\Lambda) \otimes 1) \).

The integral \( \Lambda \) satisfies \( \varepsilon(\phi^{-1}(\Lambda)) = 1 \), see [DR1 Eqn. (3.61)]. Since \( S^0(\mathfrak{h}) = \mathbb{C}1 \), in our case this means \( \phi^{-1}(\Lambda) = 1 \in S(\mathfrak{h}) \). Altogether, \( \Delta_{T \ast T}(1) = 1 \otimes 1 \), proving that \( \tilde{u} \) is an algebra map. \( \square \)

*Proof of Theorem 6.5.* Since \( L_{ev} \) has no idempotents other than \( 1_H \), Lemma 6.4 shows that \( H \ast T \) is indecomposable. Furthermore, \( H \ast T \) is projective in \( HSF(\mathfrak{h}) \) (since \( T \) is projective in \( SF(\mathfrak{h}) \)). An indecomposable projective module has simple cosocle. From

\[
HSF(H \ast T, H) \cong SF(T, H) \cong SF_1(T, T) = \mathbb{C}\text{id}_T
\]

it follows that the cosocle of \( H \ast T \) must be \( H \). Similarly one shows that the cosocle of \( H \ast \Pi T \) is \( \Pi H \). Finally,

\[
HSF(\Pi H, H) \cong SF(\Pi 1, H) \cong SF_0(\Pi 1, L) = 0,
\]

so that the \( H \)-modules \( H \) and \( \Pi H \) are not isomorphic. \( \square \)

**Remark 6.5.** Since \( \Pi H \ast H \Pi H \cong H \), the simple \( H \)-modules \( H \) and \( \Pi H \) form the group \( \mathbb{Z}/2\mathbb{Z} \) with respect to the tensor product over \( H \). Thus \( HSF(\mathfrak{h}) \) is an example of a pointed tensor category. In addition, one can verify that \( HSF(\mathfrak{h}) \) is not semi-simple.

We finish this section by showing that \( HSF(\mathfrak{h}) \) is finite tensor category. We need the following auxiliary result:

**Lemma 6.6.** Let \( \mathcal{C} \) be a finite tensor category. Let \( A \in \mathcal{C} \) be an algebra such that any simple (left) \( A \)-module has a form \( A \otimes X \) for some (simple) \( X \in \mathcal{C} \). Then the category \( \mathcal{A}\mathcal{C} \) is finite.

*Proof.* Let \( P \in \mathcal{C} \) be the projective cover of \( X \). Then \( A \otimes P \) covers \( A \otimes X \) and is projective in \( \mathcal{A}\mathcal{C} \). Indeed the functor \( \mathcal{A}\mathcal{C}(A \otimes P, -) = \mathcal{C}(P, -) \) is exact. It is straightforward to see that an \( A \)-submodule which is an indecomposable direct summand of \( A \otimes P \), and which covers \( A \otimes X \), is the projective cover of \( A \otimes X \). \( \square \)
Corollary 6.7. The category $\mathcal{H S F}(\mathfrak{h})$ is finite tensor.

Proof. By Theorem 6.3 simple $H$-modules are free. Lemma 6.6 takes care of the rest.

6.2 Simple local modules

A commutative algebra $A$ in a braided tensor category is Lagrangian if any local $A$-module is a direct sum of the regular $A$-module $A$. Since submodules of a local module are local, Lagrangian algebras are in particular simple as modules over themselves.

In the case of braided fusion categories, algebras with the above properties were introduced in [FFRS] under the name “trivialising algebras” (see also [DMNO], where the term “Lagrangian” was introduced).

Remark 6.8. Recall that the left dual $^*A$ of an algebra is a left $A$-module with the module structure $A \otimes ^*A \rightarrow ^*A$ given by

$$A \otimes ^*A \xrightarrow{id \otimes \text{ev}} ^*A \otimes A \otimes ^*A \xrightarrow{id \otimes (\text{id} \otimes \theta^{-1}_{V,W})} ^*A \otimes A \otimes ^*A \xrightarrow{id \otimes \text{ev}} ^*A. \quad (6.7)$$

It is straightforward to see that for commutative $A$ this module is local. If $A$ is a Lagrangian algebra in $C$ then the $A$-module $^*A$ is isomorphic to a direct sum of copies of $A$. But $(^*A)^* \cong A$ as right $A$-modules, and since $A$ is simple as a left and right module over itself, $^*A$ must be isomorphic to a single copy of $A$. Altogether we have shown: a Lagrangian algebra in a braided tensor category is Frobenius.

A commutative algebra $A$ in a ribbon tensor category is Lagrangian if it is Lagrangian as an algebra in a a braided category and if the ribbon twist is trivial on $A$, i.e. $\theta_A = 1$.

For a local module $M$ in a ribbon category, the ribbon twist on $M$ is a module morphism. Together with $c_{V,U} \circ c_{U,V} = \theta_U \otimes \theta_V \circ (\theta_{U}^{-1} \otimes \theta_{V}^{-1})$, this observation implies the following lemma:

Lemma 6.9. Let $A$ be a commutative algebra with trivial twist in a ribbon tensor category $C$ over an algebraically closed field. Then a simple $A$-module $M$ is local if and only if the ribbon twist $\theta_M$ is a scalar multiple of the identity morphism $id_M$.

From (4.18) we see that $\theta_{H H}$ is not a scalar multiple of the identity morphism: $\theta_{H H} = id_{H H}$ while $\theta_{H H} = -id_{H H}$. Thus $H$ is the unique simple local $H$-module. The main result of this section is:

Theorem 6.10. The category of local $H$-modules $\mathcal{H SF}(\mathfrak{h})$ is (canonically ribbon equivalent to) the category $\mathcal{V ect}$ of vector spaces. In other words, the algebra $H$ is Lagrangian.

Proof. We have seen that $\mathcal{H SF}(\mathfrak{h})$ has only one simple object, the monoidal unit. Since by Corollary 6.7 $\mathcal{H SF}(\mathfrak{h})$ is a finite tensor category over a field of characteristic zero, by [EO, Thm. 2.17] there are no non-trivial extensions of the unit by itself. Thus all objects of $\mathcal{H SF}(\mathfrak{h})$ are direct sums of the monoidal unit. In other words $\mathcal{H SF}(\mathfrak{h})$ is the category $\mathcal{V ect}$ of vector spaces.
The following theorem collects our results on Lagrangian algebras in $\mathcal{SF}(\mathfrak{h})$:

**Theorem 6.11.** 1. There exist Lagrangian algebras in $\mathcal{SF}(\mathfrak{h})$ iff $\beta = 1$.

2. For $\beta = 1$ and a Lagrangian subspace $\mathfrak{f} \subset \mathfrak{h}$, $H(\mathfrak{f})$ is a Lagrangian algebra.

3. A Lagrangian algebra $F \in \mathcal{SF}(\mathfrak{h})$ is isomorphic as an algebra to $H(\mathfrak{f})$ for some Lagrangian subspace $\mathfrak{f} \subset \mathfrak{h}$.

4. $H(\mathfrak{f}) \cong H(\mathfrak{f}')$ as algebras iff $\mathfrak{f} = \mathfrak{f}'$.

5. For $g \in Sp(\mathfrak{h})$ such that $g(\mathfrak{f}) = \mathfrak{f}'$ we have $G_{g^{-1}}(H(\mathfrak{f})) \cong H(\mathfrak{f}')$ as algebras, where $G_{g^{-1}}$ is the ribbon auto-equivalence from Section 4.

**Proof of Theorem 6.11.** 1.–3. Let $F$ be a Lagrangian algebra in $\mathcal{SF}(\mathfrak{h})$. Write $F = F_0 \oplus F_1$ with $F_i \in \mathcal{SF}_i(\mathfrak{h})$. Suppose $F_1 = \{0\}$. Then the $F$-modules $F$ and $\Pi F$ are local and non-isomorphic (since the self-braiding of $\Pi F$ in the category of local modules is $-\text{id}_{\Pi F \otimes \Pi F}$), in contradiction to $F$ being Lagrangian. Thus $F_1 \neq \{0\}$ and parts 1–3 follow from Theorems 5.1 and 6.10.

4. This is shown in Section 5.4.

5. Abbreviate $J := G_{g^{-1}}$. Since $J$ is a ribbon functor, $J(H(\mathfrak{f}))$ is again an algebra which satisfies W1–W5. By construction, the annihilator of $J(H(\mathfrak{f}))_0$ in $\mathfrak{h}$ is $\mathfrak{f}'$. Thus, by Lemma 5.13 we have $J(H(\mathfrak{f})) \cong H(\mathfrak{f}')$ as algebras.

**Remark 6.12.** Here we outline an alternative proof of Theorem 6.10. The Frobenius-Perron dimensions (with respect to the Grothendieck ring) of the simple objects in $\mathcal{SF}$ are

$$d(1) = d(\Pi 1) = 1, \quad d(T) = d(\Pi T) = 2^\frac{d}{2}.$$ 

The dimension of the algebra $H$ is $d(H) = d(L) + d(T) = 2^\frac{d}{2} + 2^\frac{d}{2} = 2^{d+2}$. The dimension of the category $\mathcal{SF}_0$ is

$$D(\mathcal{SF}_0) = D(s\mathcal{V}ect)d(S(\mathfrak{h})) = 2^{d+1}.$$ 

Here we define the dimension of a finite tensor category as the sum $\sum_S d(S)d(P(S))$ over (isomorphism classes of) simple objects of Frobenius-Perron dimensions multiplied by Frobenius-Perron dimensions of projective covers. The dimension of the category $\mathcal{SF}$ is $D(\mathcal{SF}) = D(\mathcal{SF}_0) + d(T)^2 + d(\Pi T)^2 = 2^{d+2}$. Note that $D(\mathcal{SF}) = d(H)^2$. This together with the formula

$$D(\text{loc}\mathcal{C}) = \frac{D(C)}{d(A)^2} \quad (6.8)$$

for a (Frobenius, simple) commutative algebra $A$ in a finite non-degenerate braided tensor category $\mathcal{C}$ implies that $D(\text{loc}_{\mathcal{SF}(\mathfrak{h})}) = 1$ and hence $\text{loc}_{\mathcal{SF}(\mathfrak{h})} = \mathcal{V}ect$.

We could not find a proof of (6.8) for finite tensor categories in the literature (see [KO] for the case of modular categories), and we will return to it in a separate publication.
7 Classification of holomorphic extensions

In this section we will combine the previous results to show that – under two assumptions – all holomorphic extensions of the even part $V(h)_{ev}$ of the symplectic fermion VOSA are isomorphic to the lattice VOA in Corollary 3.4. To formulate the assumptions, we first need to review and extend some aspects of vertex operators for free super-bosons.

7.1 Vertex operators for symplectic fermions

We start by reviewing the relevant aspects of vertex operators for free super-bosons as treated in [Ru, Sect. 3.1]. For an object $C \in SF(h)$ we denote by $\hat{C}$ the algebraic completion of $\hat{C}$ with respect to the $\mathbb{Z}$-grading given by the total mode number, see [Ru, Sect. 2.2 & 2.4].

Definition 7.1. [Ru, Def. 3.1] For $r, s \in \mathbb{Z}_2$ let $A \in SF_r(h)$, $B \in SF_s(h)$ and $C \in SF_{r+s}(h)$. A vertex operator from $A, B$ to $C$ is a map
\[
V : \mathbb{R}^+_0 \times (A \otimes \hat{B}) \longrightarrow \hat{C}
\]
such that

(i) for all $x \in \mathbb{R}^+_0$, $V(x)$ is an even linear map; for all $a \in A, \hat{b} \in \hat{B}, \hat{\gamma} \in \hat{C}'$ (the restricted dual), the function $x \mapsto \langle \hat{\gamma}, V(x)(a \otimes \hat{b}) \rangle$ from $\mathbb{R}^+_0$ to $\mathbb{C}$ is smooth;

(ii) $L_{-1} \circ V(x) - V(x) \circ (id \otimes L_{-1}) = \frac{d}{dx} V(x)$, where $\frac{d}{dx} V(x)$ is defined in terms of matrix elements as in (i) and $L_{-1}$ was defined in (4.2);

(iii) for all $a \in h$,

\[ a_m V(x) = V(x) \left( x^m a \otimes id + id \otimes a_m \right) \quad (7.2) \]

\[ a^+ V(x) = \sum_{k=0}^{\infty} \left( \begin{array}{c} \frac{1}{2} \\ k \end{array} \right) (-x)^k a_{m+\frac{1}{2}-k} V(x) = \sum_{k=0}^{\infty} \left( \begin{array}{c} \frac{1}{2} \\ k \end{array} \right) (-1)^k x^{\frac{1}{2}-k} V(x)(id \otimes a_{m+k}) \quad (7.3) \]

The vector space of all vertex operators from $A, B$ to $C$ will be denoted by $V^C_{A, B}$.

Note that the vertex operators defined above are not the same as intertwining operators for representations of a VOA (see [Mil, HLZ] for the definition of logarithmic intertwining operators): they are not defined in terms of a formal variable and its formal logarithm; they only satisfy a subset of the conditions of intertwining operators; they are defined only on $A \otimes \hat{B}$ instead of $\hat{A} \otimes \hat{B}$. The relation between vertex operators and intertwining operators is part of Conjecture 7.4 below.
By definition of the tensor product $\ast$ of $\mathcal{SF}(\mathfrak{h})$ we have natural isomorphisms $\text{[Ru, Thm. 3.13]}$

$$\mathcal{SF}(A \ast B, C) \rightarrow \mathcal{V}_{A,B}^C,$$  

$$f \mapsto V(f, -). \tag{7.4}$$

The vertex operator $V(f, x)$ is uniquely defined by its value on ground states. Namely, write $P_{gs} : \hat{A} \rightarrow A$ for the projector to ground states. Let $\Omega$ be the copairing dual to $(-, -)$, that is, in terms of two bases $\{\alpha^i\}$ and $\{\beta^i\}$ such that $(\alpha^i, \beta^j) = \delta_{i,j}$ we have

$$\Omega = \sum_{i=1}^d \beta^i \otimes \alpha^i \in S(\mathfrak{h}) \otimes S(\mathfrak{h}).$$

Furthermore, set

$$\hat{\Omega} = \sum_{i=1}^d \beta^i \alpha^i \in S(\mathfrak{h}).$$

Then, depending on the sector $A$ and $B$ are taken from, we have $\text{[Ru, Eqn. (3.62)]}$

$$P_{gs} \circ V(f; x)|_{A \otimes B} = \begin{cases} A & B \\ 0 & 0 & f \circ \exp(\ln(4x) \Omega) \\ 0 & 1 & f \circ \exp\left(-\frac{1}{2} \ln(16x) (\hat{\Omega} \otimes \text{id})\right) \\ 1 & 0 & f \circ \exp\left(-\frac{1}{2} \ln(16x) (\text{id} \otimes \hat{\Omega})\right) \\ 1 & 1 & \exp\left(\frac{1}{2} \ln(x) \left(\frac{d}{2} + \hat{\Omega}\right)\right) \circ f \circ (1 \otimes \text{id}_{A \otimes B}) \end{cases} \tag{7.5}$$

Here, the “1” in the expression in sector 11 stands for the unit of $S(\mathfrak{h})$.

Below we will extend the vertex operators to maps $\mathbb{R}_{>0} \times (\hat{A} \otimes \hat{B}) \rightarrow \overline{C}$, at least in the case $A \in \mathcal{SF}_0(\mathfrak{h})$. The extension rules (as well as the defining rules (7.2) and (7.3)) are obtained via the usual contour deformation arguments, see $\text{[Ga1, Ga2] and e.g. [Ru, App. B.3]}$, which also states our conventions for square root branch cuts.

For the purpose of the following proposition we denote the extension by $\hat{V}$, but afterwards we will just write $V$. The proof of the proposition is a little lengthy and has been moved to Appendix A.

**Proposition 7.2.** Let $A \in \mathcal{SF}_0(\mathfrak{h})$, $B, C \in \mathcal{SF}_s(\mathfrak{h})$ for $s \in \mathbb{Z}_2$. For each $V \in \mathcal{V}_{A,B}^C$ as in Definition 7.1 there exists a unique

$$\hat{V} : \mathbb{R}_{>0} \times (\hat{A} \otimes \hat{B}) \rightarrow \overline{C} \tag{7.6}$$

such that $\hat{V}(x)(a \otimes b) = V(x)(a \otimes b)$ for all $a \in A$ and $b \in \hat{B}$ and for all $m \in \mathbb{Z}$,

- for $s = 0$:
  $$V(x)(a_m \otimes \text{id}) = \sum_{k=0}^{\infty} \binom{m}{k} (-x)^k a_{m-k} V(x) - \sum_{k=0}^{\infty} \binom{m}{k} e^{\pi i (m-k)} x^{m-k} V(x)(\text{id} \otimes a_k) \tag{7.7}$$

- for $s = 1$:
  $$\sum_{k=0}^{\infty} \binom{1}{k} x^{\frac{1}{2} - k} V(x)(a_{m+k} \otimes \text{id})$$
  $$= \sum_{k=0}^{\infty} \binom{m}{k} (-x)^k a_{m+\frac{1}{2} - k} V(x) - \sum_{k=0}^{\infty} \binom{m}{k} e^{\pi i (m-k)} x^{m-k} V(x)(\text{id} \otimes a_{k+\frac{1}{2}}) \tag{7.8}$$
This $\hat{V}$ satisfies (i) in Definition 7.1 (for all $\hat{a} \in \hat{A}$).

We remark that for $\mathfrak{h}$ purely even (rather than purely odd as treated here), twisted and untwisted vertex operators – in the case that the module inserted at $x$ is untwisted – are defined in [FLM], see e.g. (3.2.7), (4.1.8) there, as well as Chapters 8, 9.

From now on we will refer to $\hat{V}$ just as $V$.

7.2 Vertex operators and symplectic maps

An element $g \in Sp(\mathfrak{h})$ induces automorphisms $\hat{g}$ of the Lie super-algebras $\hat{\mathfrak{h}}$ and $\hat{\mathfrak{h}}_{tw}$. Via pullback by $\hat{g}^{-1}$ we obtain an $Sp(\mathfrak{h})$ action on

$$\text{Rep}_{\mathfrak{a}}^{\text{fd}}(\hat{\mathfrak{h}}) \oplus \text{Rep}_{\mathfrak{a}}^{\text{fd}}(\hat{\mathfrak{h}}_{tw})$$

(7.9)

by auto-equivalences. Denote this functor by $\hat{G}_g$.

Recall the ribbon auto-equivalence $G_g$ defined in the end of Section 4. The functors $\hat{g}^{-1} G_g$ and $\hat{G}_g \circ \hat{\mathfrak{a}}$ from $\mathcal{SF}(\mathfrak{h})$ to (7.9) are naturally equivalent via

$$\varphi_{g,A} := U(\hat{g}) \otimes id : \hat{G}_g(\hat{A}) \rightarrow \hat{G}_g(\hat{A}),$$

(7.10)

for all $A \in \mathcal{SF}(\mathfrak{h})$, where we make use of the form (4.3) of the induced module $\hat{A}$. The automorphism $U(\hat{g})$ ensures that this is a map of $\hat{\mathfrak{h}}_{(tw)}$-modules and that it is compatible with the tensor product over $\hat{\mathfrak{h}}_{(tw), \geq 0} \oplus \mathbb{C} K$ used in (4.3).

The isomorphisms (7.4) now fit into a commuting square:

**Lemma 7.3.** For all $A, B, C \in \mathcal{SF}(\mathfrak{h})$ we have the commuting square

$$\begin{array}{ccc}
\mathcal{SF}(A \ast B, C) & \rightarrow & \mathcal{Y}_{A,B}^C \\
\downarrow \scriptstyle{(1)} & & \downarrow \scriptstyle{(2)} \\
\mathcal{SF}(G_g(A) \ast G_g(B), G_g(C)) & \rightarrow & \mathcal{Y}_{G_g(A),G_g(B)}^{G_g(C)}
\end{array}$$

(7.11)

where (1) is the map $f \mapsto G_g(f) \circ (G_g)^{-1}_{A,B}$ and (2) is the map $\varphi_{g,C} \circ V(x) \circ (\varphi_{g,A}^{-1} \otimes \varphi_{g,B}^{-1})$.

In writing map (2) above, we used that the underlying $\mathbb{Z}$-graded vector spaces of $\hat{G}_g(\hat{D})$ and $\hat{D}$ are the same for all $D \in \mathcal{SF}(\mathfrak{h})$.

**Proof.** Pick $f : A \ast B \rightarrow C$, let $V = V(f, -)$ and write $V'(x) = \varphi_{g,C} \circ V(x) \circ (\varphi_{g,A}^{-1} \otimes \varphi_{g,B}^{-1})$.

One first verifies that $V(x)$ is equally a vertex operator $G_g(A) \otimes \hat{G}_g(\hat{B}) \rightarrow \hat{G}_g(\hat{C})$, i.e. it satisfies the conditions in Definition 7.1 for these modules with $g$-twisted $\hat{\mathfrak{h}}_{(tw)}$-action (and,
if $A \in \mathcal{SF}_0(h)$, the conditions of Proposition[7.2]. Since $\varphi_{g,D}$ are $\hat{h}_{\text{tw}}$-module isomorphisms for all $D \in \mathcal{SF}(h)$ we get

$$V' \in \mathcal{V}^{G_g(C)}_{G_g(A),G_g(B)}.$$  \hfill (7.12)

Therefore, $V'$ is determined by its values on ground states via (7.5). But on ground states $v \in D$ we have $\varphi_{g,D}(1 \otimes v) = 1 \otimes v$, and so it remains to check that

$$P_{gs} \circ V'(x)|_{A \otimes B} = P_{gs} \circ V(G_g(f) \circ (G_g)_{A,B}^{-1}, x)|_{A \otimes B},$$  \hfill (7.13)

which is immediate from the definitions (both sides are equal to $P_{gs} \circ V(x)|_{A \otimes B}$).

7.3 Two assumptions

The VOA $\mathcal{V}(h)_{ev}$ is $C_2$-cofinite [Ab] and according to [HLZ] the representation category $\text{Rep}(\mathcal{V}(h)_{ev})$ is a braided tensor category. We conjecture that $\text{Rep}(\mathcal{V}(h)_{ev})$ is equivalent as a braided tensor category to $\mathcal{SF}(h)$ for $\beta = e^{-\pi i d/8}$. To state this conjecture precisely, we will split it into two parts. The first part we can state now, while the second requires some additional notation.

**Conjecture 7.4. (part 1)** For each $X \in \mathcal{SF}(h)$, $(\hat{X})_{ev}$ is a (logarithmic) $\mathcal{V}(h)_{ev}$-module.

The functor

$$F : \mathcal{SF}(h) \to \text{Rep}(\mathcal{V}(h)_{ev}), \quad X \mapsto (\hat{X})_{ev},$$

is a $\mathbb{C}$-linear equivalence.

For $U, V, W \in \text{Rep}(\mathcal{V}(h)_{ev})$ denote by $\tilde{V}^U_{V,W}$ the space of logarithmic intertwining operators of type $(V, W)$, see [HLZ] Def. 3.14, and by $\tilde{\otimes}$ the tensor product bifunctor of $\text{Rep}(\mathcal{V}(h)_{ev})$ given in [HLZ] Def. 4.15. Then $V \tilde{\otimes} W$ is a representing object for $U \mapsto \tilde{V}^U_{V,W}$:

$$\nu : \text{Hom}_{\mathcal{V}(h)_{ev}}(V \tilde{\otimes} W, U) \sim \tilde{V}^U_{V,W},$$

naturally in $U$.\(^3\)

For $A, B, C \in \mathcal{SF}(h)$, consider a vertex operator $V \in \mathcal{V}^C_{A,B}$ as in Definition[7.1]. We saw in Proposition[7.2] that for $A \in \mathcal{SF}_0(h)$, $V$ has a unique extension from $A$ to $\hat{A}$. Conjecturally, such a unique extension (with an appropriate change of (7.7) and (7.8)) is possible also for $A \in \mathcal{SF}_1(h)$.

**Conjecture 7.4. (part 2)** For each $A, B, C \in \mathcal{SF}(h)$, $V \in \mathcal{V}^C_{A,B}$ has a unique extension to $V : \mathbb{R}_{>0} \times (A \otimes \hat{B})$. For each such $V$ there exists a unique intertwining operator $\tilde{V} \in \tilde{V}^F_{F(A),F(B)}$, whose formal expression converges to a smooth function on $\mathbb{R}_{>0}$ and which agrees with $V$, restricted to even subspaces. This induces an isomorphism

$$f^C_{A,B} : \mathcal{V}^C_{A,B} \to \tilde{V}^F_{F(A),F(B)}.$$  \hfill (7.16)

\(^3\)In [HLZ] Def. 4.15 the tensor product is defined via an initial object condition, but this definition is equivalent to the one in (7.15).
natural in \( A, B, C \in \mathcal{SF}(\mathfrak{h}) \). The resulting isomorphism \( F(A) \hat{\otimes} F(B) \to F(A \ast B) \) turns \( F \) into a braided monoidal functor.

The isomorphism \( F(A) \hat{\otimes} F(B) \to F(A \ast B) \) is obtained by noting that \( \mathcal{SF}(A \ast B, C) \) and \( \text{Hom}_{\mathcal{V}(\mathfrak{h})}(F(A \ast B), F(C)) \) are naturally isomorphic by part 1. By (7.4) and (7.15) we obtain a natural isomorphism \( \text{Hom}_{\mathcal{V}(\mathfrak{h})}(F(A \ast B), F(C)) \to \text{Hom}_{\mathcal{V}(\mathfrak{h})}(F(A) \hat{\otimes} F(B), F(C)) \).

Parts 1 and 2 of Conjecture 7.4 will be our first assumption in Theorem 7.8 below. Next we describe the second assumption, which extends results obtained in [HKL]. The following theorem is shown in [HKL] (see Theorem 3.2, Remark 3.3, and the last paragraph of the Appendix there).

**Theorem 7.5.** Let \( \mathcal{V} \) be a simple \( C_2 \)-cofinite VOA.

1. Let \( A \) be a commutative (unital, associative) algebra in \( \text{Rep} \mathcal{V} \) with trivial twist, and denote by \( \iota : 1 \to A \) and \( \mu : A \hat{\otimes} A \to A \) its unit and multiplication. Then \( A \), together with \( \iota : \mathcal{V} \to A \) and \( \nu(\mu) \in \mathcal{V}_A^A \) (recall (7.15)) as state-field map, is a VOA extending \( \mathcal{V} \). Denote this extension by \( \mathcal{V}_A \).

2. The assignment \( A \mapsto \mathcal{V}_A \) defines a functorial equivalence from the category of commutative algebras in \( \text{Rep} \mathcal{V} \) with trivial twist, and with algebra homomorphisms as morphisms to the category of extensions of \( \mathcal{V} \) and VOA homomorphisms, commuting with the embedding of \( \mathcal{V} \).

In addition we need to assume the following statement, which is shown in [HKL] for rational VOAs subject to some additional technical conditions.

(A) Let \( M \in \text{Rep} \mathcal{V} \) be a local \( A \)-module with action \( \rho : A \hat{\otimes} M \to M \). The assignment \( (M, \rho) \mapsto (M, \nu(\rho)) \) (recall (7.15)) gives a \( \mathbb{C} \)-linear equivalence between the category of local \( A \)-modules and logarithmic \( \mathcal{V}_A \)-modules.

For our application we require Assumption (A) only for \( \mathcal{V} = \mathcal{V}(\mathfrak{h})_{ev} \).

### 7.4 Classification

Fix a finite dimensional symplectic space \( \mathfrak{h} \) and abbreviate \( \mathcal{V} = \mathcal{V}(\mathfrak{h})_{ev} \).

**Lemma 7.6.** Suppose Conjecture 7.4 and Assumption (A) hold. Let \( \mathcal{U}, \mathcal{U}' \) be holomorphic extensions of \( \mathcal{V} \). Then

1. there exists a Lagrangian subspace \( \mathfrak{f} \subset \mathfrak{h} \) such that \( \mathcal{U} \cong \mathcal{V}_{F(H(\mathfrak{f}))} \) as extensions (i.e. via an isomorphism of VOAs that commutes with the embedding of \( \mathcal{V} \) into \( \mathcal{U} \) and \( \mathcal{V}_{F(H(\mathfrak{f}))} \)). Dito for \( \mathfrak{f}' \) and \( \mathcal{U}' \).
2. $\mathcal{U}$ and $\mathcal{U}'$ are isomorphic as extensions iff $f = f'$.

Proof. 1. By Theorem 7.5, there is a commutative algebra $A \in \text{Rep} \mathbb{V}$ with trivial twist s.t. $\mathcal{U} = \mathbb{V} A$. Since $\mathcal{U}$ is a holomorphic extension, by Assumption (A) every simple local $A$-module is isomorphic to $A$. Hence, up to isomorphism, the tensor unit $A$ is the only simple object in the finite tensor category of local $A$-modules (cf. Lemma 6.6 – Rep $\mathbb{V}$ is finite). It then follows from [EO, Thm. 2.17] that this category is equivalent to $\text{Vect}$. Thus $A$ is Lagrangian and by Theorem 6.11 and Conjecture 7.4 there is a Lagrangian subspace $f \subset \mathfrak{h}$ such that $A \cong F(H(f))$ as algebras.

2. Let $\mathcal{U}' = \mathbb{V} A'$. The existence of an isomorphism of extensions $\mathcal{U} \cong \mathcal{U}'$ is equivalent to the existence of an isomorphism of algebras $A \cong A'$ in Rep $\mathbb{V}$ (Theorem 7.5). This in turn is equivalent to an isomorphism of algebras between $H(f)$ and $H(f')$, i.e. to $f = f'$ (Theorem 6.11).

Lemma 7.7. Suppose Conjecture 7.4 holds. Let $f$ and $f'$ be two Lagrangian subspaces of $\mathfrak{h}$. Then the VOAs $\mathbb{V}_F(H(f))$ and $\mathbb{V}_F(H(f'))$ are isomorphic as VOAs.

An isomorphism of VOAs preserves the stress tensor, but for $f \neq f'$ the above isomorphism will not be compatible with the embedding of $\mathbb{V}$, i.e. it is not an isomorphism of extensions.

Proof. Let $H = H(f)$, $H' = H(f')$, and denote by $\mu$ and $\mu'$ the multiplication on $H$ and $H'$, respectively. Write $V = V(\mu, -)$ and $V' = V(\mu', -)$ for the vertex operators assigned to $\mu$ and $\mu'$ via (7.4).

After invoking Conjecture 7.4, to prove the lemma we need to find a linear isomorphism $\varphi : (\hat{H})_{ev} \to (\hat{H}')_{ev}$ which

1. preserves the $\mathbb{Z}$-grading,
2. maps $1_H$ to $1_{H'}$,
3. preserves the stress tensor,
4. satisfies $\varphi \circ V(x) = V'(x) \circ (\varphi \otimes \varphi)$.

Pick $g \in Sp(\mathfrak{h})$ such that $g(f) = f'$ and abbreviate $J := G_g$ (as defined in the end of Section 4). From Theorem 6.11 we know that $J(H) \cong H'$ as algebras. Without loss of generality we can therefore assume that $J(H) = H'$ as algebras.

Define $\varphi$ to be the isomorphism $\varphi_{g,H} : \hat{J}(\hat{H}) \to \hat{J}(\hat{H}')$ from (7.10), restricted to even subspaces. Note that as $\mathbb{Z}$-graded vector spaces $\hat{J}(\hat{H}) = \hat{H}$, and so $\varphi$ maps between the correct spaces (but it does not intertwine the $\hat{\mathfrak{h}}_{(tw)}$-action).

Property 1 is clear, property 2 follows from naturality of $\varphi_{g,-}$ (see (7.10)), and for property 3 note that the element (3.6) only depends on the symplectic structure of $\mathfrak{h}$. Finally, property 4 is Lemma 7.3.

Lemmas 7.6 and 7.7 together with Corollary 3.4 establish the following theorem:
Theorem 7.8. Suppose Conjecture 7.4 and Assumption (A) hold. Then $V = V(\mathfrak{h})_{ev}$ has holomorphic extensions if and only if $d \in 16\mathbb{Z}_{>0}$. For $d \in 16\mathbb{Z}_{>0}$,

1. the assignment $f \mapsto \tilde{V}_{F(H(f))}$ gives a bijection between Lagrangian subspaces of $\mathfrak{h}$ and isomorphism classes of holomorphic extensions of $V$ (i.e. extensions modulo isomorphisms of VOAs commuting with the embedding of $V$),

2. all holomorphic extensions of $V$ are isomorphic as VOAs to $V_{D^+_d}$ with stress tensor as in Theorem 3.2.

A Proof of Proposition 7.2

Equations (7.7) and (7.8) can be used to reduce $\hat{V}(x)$ to $V(x)$, so that uniqueness and property (i) from Definition 7.1 are immediate. Existence is more involved: In Lemma A.1, we establish a “coproduct property” analogous to [Ga1, Ga2]. We then proceed in three steps to show existence of $\hat{V}(x)$.

We will use a constant $\delta$ which takes the value $\delta = 0$ for $B, C \in SF_0(\mathfrak{h})$ and $\delta = \frac{1}{2}$ for $B, C \in SF_1(\mathfrak{h})$. In the case $\delta = \frac{1}{2}$, we will need the auxiliary Lie super-algebra $\widetilde{\mathfrak{h}}$, which has the same basis as $\hat{\mathfrak{h}}$ but the (symmetric) bracket is given by

\[ [a_m, b_n] = (a, b) (m x \delta_{m+n,0} + (m + \frac{1}{2}) \delta_{m+n+1,0}) K , \tag{A.1} \]

for some fixed $x \in \mathbb{R}_{>0}$. A similar Lie super-algebra was used in [Ru, App. A.3] to treat twisted sector vertex operators. We will abbreviate

\[ \mathfrak{h}^\delta = \begin{cases} \hat{\mathfrak{h}} : \delta = 0 \\ \widetilde{\mathfrak{h}} : \delta = \frac{1}{2} \end{cases} . \tag{A.2} \]

For $a_m \in \mathfrak{h}^\delta$ consider the endomorphisms $\rho^\delta(a_m)$ of $\hat{B}$ and $\lambda^\delta(a_m)$ of $\hat{C}$ defined as follows:

\[ \rho^\delta(a_m) = - \sum_{k=0}^{\infty} \binom{m}{k} e^{\pi i (m-k)} x^{m-k} a_{k+\delta} , \quad \lambda^\delta(a_m) = \sum_{k=0}^{\infty} \binom{m}{k} (-x)^k a_{m+\delta-k} , \tag{A.3} \]

The infinite sum in $\lambda^\delta(a_m)$ does not truncate, but it only has finitely many contributions to any given graded component of $\hat{C}$. Define the endomorphism $\xi^\delta$ of $\hat{A}$ as

\[ \xi^0(a_m) = a_m , \quad \xi^{\frac{1}{2}}(a_m) = \sum_{k=0}^{\infty} \binom{1}{k} x^{\frac{1}{2}-k} a_{m+k} . \tag{A.4} \]

With these notations, conditions (7.7) and (7.8) become simply

\[ \hat{V}(x)(\xi^\delta(a_m) \otimes \text{id}) = \lambda^\delta(a_m) \hat{V}(x) + \hat{V}(x)(\text{id} \otimes \rho^\delta(a_m)) . \tag{A.5} \]
Lemma A.1. $\xi^\delta$ and $\lambda^\delta$ define representations of $\mathfrak{h}^\delta$ with $K = 1$, while $\rho^\delta$ defines a representation of $\mathfrak{h}^\delta$ with $K = 0$. 

Proof. We treat the case $\delta = \frac{1}{2}$ only. The case $\delta = 0$ works along the same lines but is simpler. Firstly, $[\rho^\frac{1}{2}(a_m), \rho^\frac{1}{2}(b_n)] = 0$ is clear as only positive modes appear. Next, inserting the definition of $\xi^\frac{1}{2}$ gives 

$$[\xi^\frac{1}{2}(a_m), \xi^\frac{1}{2}(b_n)] = (a, b)x^{m+n+1}C_{m,n}, \quad C_{m,n} = \sum_{k,l=0}^{\infty} \binom{1}{k} \binom{1}{l} (m+k) \delta_{m+n+k+0}.$$  

(A.6)

To evaluate such sums, it is best to rewrite them as residues. In the present case, 

$$C_{m,n} = \text{Res}_0 \left( x^n (1 + x)^\frac{1}{2} \frac{d}{dx} \left( x^{m} (1 + x)^\frac{1}{2} \right) \right) = m\delta_{m+n,0} + (m + \frac{1}{2})\delta_{m+n+1,0}. \quad (A.7)$$

Thus $[\xi^\frac{1}{2}(a_m), \xi^\frac{1}{2}(b_n)] = \xi^\frac{1}{2}([a_m, b_n])$, as required. For $\lambda^\delta$ the corresponding calculation is $[\lambda^\frac{1}{2}(a_m), \lambda^\frac{1}{2}(b_n)] = (a, b)(-x)^{m+n+1}D_{m,n}$, where 

$$D_{m,n} = \sum_{k,l=0}^{\infty} \binom{m}{k} \binom{n}{l} (m + \frac{1}{2} - k) \delta_{m+n+1-k+0} = -\text{Res}_0 \left( x^{n-\frac{1}{2}} (1 + x)^n \frac{d}{dx} \left( x^{m-\frac{1}{2}} (1 + x)^m \right) \right) = (m + \frac{1}{2}) \text{Res}_0 \left( x^{m-n-1} (1 + x)^{m+n+1} \right) + \frac{1}{2} \text{Res}_0 \left( x^{m-n-1} (1 + x)^{m+n-1} \right) = -m \delta_{m+n,0} + (m + \frac{1}{2}) \delta_{m+n+1,0}. \quad (A.8)$$

To evaluate the residues in the last step, one can proceed by distinguishing cases depending on whether the corresponding contour integral is more easily evaluated around 0 or $\infty$. Inserting (A.8) into $(a, b)(-x)^{m+n+1}D_{m,n}$ gives the required answer. \[ \square \]

Define the actions $N^\delta_x(a_m)$ and $M^\delta_x(a_m)$ on $\text{Hom}(\tilde{A} \otimes \tilde{B}, \tilde{C})$ by setting, for an element $F$ in the Hom-space, 

$$N^\delta_x(a_m)(F) = F \circ (\xi^\delta(a_m) \otimes \text{id}) \quad \text{and} \quad M^\delta_x(a_m)(F) = \lambda^\delta(a_m) \circ F + F \circ (\text{id} \otimes \rho^\delta(a_m)) \quad (A.9)$$

Then (A.5) simplifies further to $N^\delta_x(a_m)(\hat{V}(x)) = M^\delta_x(a_m)(\hat{V}(x))$. Below, it will be important that Lemma A.1 implies 

$$[N^\delta_x(a_m), N^\delta_x(b_n)] = N^\delta_x([a_m, b_n]), \quad [M^\delta_x(a_m), M^\delta_x(b_n)] = M^\delta_x([a_m, b_n]), \quad (A.10)$$

where the brackets are those of $\mathfrak{h}^\delta$.

We now prove existence of $\hat{V}(x)$ in three steps.

Step 1: Fixing $\hat{V}(x)$. Pick an ordered basis $\{\alpha^i\}_i$ of $\mathfrak{h}$. Use (A.5) to define $\hat{V}(x)$ on the corresponding “PBW-like” basis of $\tilde{A}$ obtained via $\xi^\delta$, that is, on vectors of the form $\xi^\delta(\alpha^i_{-m_1}) \cdots \xi^\delta(\alpha^i_{-m_n})a$, where $a \in A$, $m_1 \geq \cdots \geq m_n \geq 1$ and $i_k > i_{k+1}$ in case $m_k = m_{k+1}$.
Indeed, for $\delta = 0$, this is just the PBW-basis itself, while for $\delta = \frac{1}{2}$ one can see by induction on the total mode number that this is again a basis. Basis-independence will follow from the already-established uniqueness, once we have proved that the so-defined $\hat{V}(x)$ satisfies (A.5) for all $a \in \mathfrak{h}$ and $m \in \mathbb{Z}$.

**Step 2:** The ground state condition. For $a \in \mathfrak{h}$, $u \in A$ and $m > 0$ we have $a_m u = 0$. To establish (A.5) in this case, we need to show that

$$0 = \sum_{k=0}^{m} \binom{m}{k} (-x)^k a_{m+k} V(x) - \sum_{k=0}^{m} \binom{m}{k} (-x)^k V(x)(id \otimes a_{m+k})$$

(A.11)

holds on $A \otimes \hat{B}$. Here, we used that for $m \geq 0$, the sum truncates, we replaced $k \sim m - k$ in the second sum, and we applied the symmetry of the binomial coefficient. Applying (7.2) reduces the above equation to

$$0 = \sum_{k=0}^{m} \binom{m}{k} (-1)^k V(x)(x^{m+k} \otimes id)$$

(A.12)

which evidently holds.

**Step 3:** Condition (A.5) in general. We proceed by induction on the total number $N$ of modes in the argument from $\hat{A}$.

$N = 0$: In this case, $\hat{V}(x)$ is evaluated on a ground state $u \in A$. For $m \leq 0$, condition (A.5) holds by definition of $\hat{V}(x)$, and for $m > 0$ the condition was established in step 2.

$N \sim N + 1$: Let $\hat{u} \in \hat{A}$ be a basis element in the basis used to define $\hat{V}(x)$. We consider the situation $\hat{V}(x)(\xi^\delta(\alpha_m)\hat{u}) \otimes \hat{v}$, where $\hat{u} = \xi^\delta(\alpha_{-n})\hat{u}'$ for some $j, n$ and $\hat{u}'$ of grade $N - n$, and $\hat{v} \in \hat{B}$ arbitrary.

- For $m < - n$, or for $m = - n$ and $i > j$, condition (A.5) holds by construction, as $\xi^\delta(\alpha_m)\xi^\delta(\alpha_{-n})\hat{u}'$ is part of the defining basis.

- For $m = - n$ and $i < j$ we need to move $\xi^\delta(\alpha_m)$ to its appropriate position to obtain a defining basis element. Let us illustrate the argument in the case where only one exchange is necessary, i.e. when $\xi^\delta(\alpha_{-n})\xi^\delta(\alpha_m)\hat{u}'$ is an element of the defining basis. The general case is an iteration of this argument. Writing $\hat{V}$ instead of $\hat{V}(x)$ to reduce the number of brackets, we get

$$(N^\delta_x(\alpha_m)\hat{V})(\hat{u} \otimes \hat{v}) \overset{(1)}{=} (N^\delta_x(\alpha_m)N^\delta_x(\alpha_{-n})\hat{V})(\hat{u}' \otimes \hat{v}) $$

$$\overset{(2)}{=} -(N^\delta_x(\alpha_{-n})N^\delta_x(\alpha_m)\hat{V})(\hat{u}' \otimes \hat{v})$$

$$\overset{(3)}{=} -(M^\delta_x(\alpha_{-n})M^\delta_x(\alpha_m)\hat{V})(\hat{u}' \otimes \hat{v})$$

$$\overset{(4)}{=} (M^\delta_x(\alpha_m)M^\delta_x(\alpha_{-n})\hat{V})(\hat{u}' \otimes \hat{v})$$
\[
\begin{align*}
(5) \quad & (M^\delta_x(\alpha^i_m)N^\delta_x(\alpha^j_m)\hat{V})(\hat{u} \otimes \hat{v}) \\
(6) \quad & (M^\delta_x(\alpha^i_m)\hat{V})(\hat{u} \otimes \hat{v}) .
\end{align*}
\]

In step 1, \( \hat{u} = \xi^\delta(\alpha^j_m)\hat{u}' \) has been inserted and step 2 uses \((A.10)\). In step 3 we use the assumption that \( \xi^\delta(\alpha^j_m)\xi^\delta(\alpha^i_m)\hat{u}' \) is an element of the defining basis, and so \((A.5)\) holds by definition. Step 4 is once more \((A.10)\), step 5 follows as \( \xi^\delta(\alpha^j_m)\hat{u}' \) is equally an element of the defining basis, and finally step 6 amounts to inserting the definition of \( \hat{u} \).

- For \( m > -n \), the argument is similar to the one above: Rewrite

\[
\xi^\delta(\alpha^i_m)\hat{u} = -\xi^\delta(\alpha^j_m)\xi^\delta(\alpha^i_m)\hat{u}' + [\xi^\delta(\alpha^i_m), \xi^\delta(\alpha^j_m)]\hat{u}' . \tag{A.14}
\]

Since \( \hat{u}' \) and \( \xi^\delta(\alpha^i_m)\hat{u}' \) have grade \( \leq N \), we can use the induction hypothesis to carry out a calculation like the one above to establish \((A.5)\) – we omit the details.

\section*{B The vertex operator corresponding to \( H \)}

This appendix is complementary to the discussion in Section 3.2. There, an explicit embedding of the even part of the symplectic fermion VOA \( \mathbb{V}(\mathfrak{h})_{ev} \) into the lattice VOA for the even self-dual lattice \( D^+_{d/2} \) was constructed. Here, conversely, we identify a rank-\( d \) Heisenberg sub-VOA in each extension of \( \mathbb{V}(\mathfrak{h})_{ev} \) as classified in Theorem 7.8. As that theorem relies on the assumptions in Section 7.3, the calculations in this appendix lend support to these assumptions (only Remark B.2 below depends on these assumptions).

Recall that \( H = L \oplus T \) where \( L \) is generated by \( S(\mathfrak{f}) \subset S^2(\mathfrak{h}) \) (Lemma 5.12), and that the multiplication on \( H \) is determined by \( m \in S(\mathfrak{f}) \) and \( 1_H \in S^d \) (Section 5.4). Pick a complement \( \mathfrak{f}^* \) of \( \mathfrak{f} \) such that \( \mathfrak{h} = \mathfrak{f}^* \oplus \mathfrak{f} \), and such that the symplectic pairing on \( \mathfrak{h} \) satisfies \( (\varphi, u) = \varphi(u) \) for all \( \varphi \in \mathfrak{f}^* \) and \( u \in \mathfrak{f} \). We obtain an isomorphism \((\cdot) : \mathfrak{f} \to L \cap S^{d-1} \) by requiring that for all \( \varphi \in \mathfrak{f}^* \) and \( a \in \mathfrak{f} \),

\[
\varphi \tilde{a} = (\varphi, a) 1_H . \tag{B.1}
\]

Denote the ground state of \( \hat{T} \) by \( \tau \) (i.e. \( \tau = 1 \in T \)). Pick a Lagrangian subspace \( \mathfrak{f} \subset \mathfrak{h} \) and set \( H = H(\mathfrak{f}) \). Denote by

\[
V := V(\mu, -) : \mathbb{R}_{>0} \times (\hat{H} \otimes \hat{H}) \to \hat{H} \tag{B.2}
\]

the vertex operator determined by multiplication map \( \mu : H \ast H \to H \) as in \((7.4)\). From \((7.5)\) and the definition of \( \mu \) in Section 5.4 we know that, for \( u, v \in L \)

\[
\begin{align*}
V(x)(u \otimes v) &= u \ast v + O(x) \\
V(x)(u \otimes \tau) &= 1^*_H(u) \tau + O(x^{1/2}) .
\end{align*}
\]
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\[ V(x)(\tau \otimes v) = 1^*_{H}(v) \tau + O(x^{\frac{3}{2}}) , \]
\[ V(x)(\tau \otimes \tau) = x^{\frac{3}{2}} (m + O(x^{\frac{3}{2}})) . \]  

(B.3)

Here we used that \( C \) acts as zero on \( L \otimes L \) and \( \hat{C} \) acts as zero on \( L \) (see Section 5.4). We can now use Definition 7.1 and Proposition 7.2 to compute the leading part of \( V(x) \). We are particularly interested in the case that the arguments are ground states and untwisted states of weight one.

**Lemma B.1.** We have, for all \( a, b \in \mathfrak{h} \) and \( u, v \in L \)

\[ V(x)((a_{-1} u) \otimes v) = x^{-1} (-1)^{|u|} u \cdot (a.v) + \text{reg.} \]
\[ V(x)(u \otimes (b_{-1} v)) = x^{-1} (-1)^{|u|+1} (b.u) \cdot v + \text{reg.} \]
\[ V(x)((a_{-1} u) \otimes (b_{-1} v)) = x^{-2} \left\{ (a, b)(-1)^{|u|} u \cdot v + (b, u) \cdot (a.v) \right\} + x^{-1} \left\{ - (-1)^{|u|} a_{-1}((b.u) \cdot v) - b_{-1}(u \cdot (a.v)) \right\} + \sum_{j=1}^{d} \beta^{j}_{-1}((\alpha^{j} b.u) \cdot (a.v)) + (-1)^{|u|}(a, b) \sum_{j=1}^{d} \beta^{j}_{-1}((\alpha^{j}.u) \cdot v) \right\} + \text{reg.} \]
\[ V(x)((a_{-1} u) \otimes \tau) = - \frac{1}{2} x^{-1} 1^*_{H}(a.u) \tau + x^{-\frac{3}{2}} \left\{ 1^*_{H}(u) a_{-\frac{1}{2}} \tau - \sum_{j=1}^{d} 1^*_{H}(\alpha^{j} a.u) \beta^{j}_{-\frac{3}{2}} \right\} + \text{reg.} \]
\[ V(x)(\tau \otimes (b_{-1} v)) = \frac{1}{2} x^{-1} 1^*_{H}(b.v) \tau - i x^{-\frac{1}{2}} \left\{ 1^*_{H}(v) b_{-\frac{1}{2}} \tau - \sum_{j=1}^{d} 1^*_{H}(\alpha^{j} b.v) \beta^{j}_{-\frac{1}{2}} \right\} + \text{reg.} \]  

(B.4)

where “reg.” stands for terms multiplied by \( x^{k} \) with \( k \geq 0 \).

**Proof.** Pick a basis \( \alpha^{i}, i = 1, \ldots, d \) of \( \mathfrak{h} \) and let \( \beta^{i} \) be the basis dual with respect to \( \langle -, - \rangle \) (and not \( \langle -, - \rangle_{SF} \), cf. (4.8)), i.e. \( (\alpha^{i}, \beta^{j}) = \delta_{ij} \). We will need the first three OPEs in (B.3) to subleading order. For \( V(x)(u \otimes v) \) we make the general ansatz

\[ V(x)(u \otimes v) = u \cdot v + x \sum_{i=1}^{d} \beta^{i}_{-1} w_{i} + O(x^{2}) , \]  

(B.5)

where \( w_{i} \in L \), and then we act with \( \alpha^{j}_{1} \) on both sides. Using (7.2), the left hand side gives \( \alpha^{j}_{1} V(x)(u \otimes v) = x V(x)(\alpha^{j} u \otimes v) = x (\alpha^{j} u) \cdot v + O(x^{2}) \). Using (3.3) and that \( u \cdot v \) is a ground state, the right hand side simplifies as \( x \sum_{i} \alpha^{j}_{1} \beta^{i}_{-1} w_{i} + O(x^{2}) = x w_{j} + O(x^{2}) \).
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Comparing coefficients of $x$ we conclude

$$ V(x)(u \otimes v) = u \cdot v + x \sum_{j=1}^{d} \beta_{-1}^{j}((\alpha^{j}u) \cdot v) + O(x^2) \quad . $$ (B.6)

A similar calculation for the other two cases yields

$$ V(x)(u \otimes \tau) = 1_{H}(u) \tau + x^{\frac{1}{2}} 2 \sum_{j=1}^{d} 1_{H}^{*}(\alpha^{j}u) \beta_{-\frac{1}{2}}^{j} \tau + O(x) \quad . $$

$$ V(x)(\tau \otimes v) = 1_{H}^{*}(v) \tau + x^{\frac{1}{2}} 2i \sum_{j=1}^{d} 1_{H}^{*}(\alpha^{j}v) \beta_{\frac{1}{2}}^{j} \tau + O(x) \quad . $$ (B.7)

Next we compute $V(x)(u \otimes (b_{-1}v))$, which we will need to constant order. We use (7.2) in the form $b_{-1}V(x)(u \otimes v) = V(x)(x^{-1}(b_{-1}u) \otimes v + (-1)^{|u|}u \otimes (b_{-1}v))$ and insert the expansion computed in (B.6). This gives

$$ V(x)(u \otimes (b_{-1}v)) = x^{-1}(-1)^{|u|+1} (b_{-1}u) \cdot v $$

$$ + (-1)^{|u|}b_{-1}(u \cdot v) - (-1)^{|u|} \sum_{j=1}^{d} \beta_{-1}^{j}((\alpha^{j}b_{-1}u) \cdot v) + O(x) \quad (B.8) $$

and thus recovers the corresponding expression in (B.4). A similar calculation recovers the expansion of $V(x)(\tau \otimes (b_{-1}v))$ stated in (B.4).

Finally we consider the expansions involving $a_{-1}u$ in the first argument. Let us give the details for $V(x)((a_{-1}u) \otimes v)$ and $V(x)((a_{-1}u) \otimes (b_{-1}v))$. We use (7.7) for $m = -1$ acting on $u \otimes \psi$, where $\psi$ is either $v$ or $b_{-1}v$:

$$ V(x)((a_{-1}u) \otimes \psi) = a_{-1}V(x)(u \otimes \psi) + \ldots $$

$$ + (-1)^{|u|}x^{-1}V(x)(u \otimes (a_{0}\psi)) + (-1)^{|u|}x^{-2}V(x)(u \otimes (a_{1}\psi)) \quad , $$ (B.9)

where “…” stands for terms in the first sum on the left hand side of (7.7) with $x^{k}$ for $k > 0$. Substituting (B.6) and (B.8) produces the expansions in (B.4). The expansion of $V(x)((a_{-1}u) \otimes \tau)$ is obtained analogously from (7.8).

The above OPEs contain square roots of $x$, but they have single valued extensions to $\mathbb{C}^{\times}$ if one restricts to the even subspace.

Next we will look for OPEs in $(\hat{H})_{ev}$ that match those of a rank-$\frac{d}{2}$ Heisenberg VOA. Pick a basis $\{ f^{i} | i = 1, \ldots, \frac{d}{2} \}$ of $\mathfrak{f}$ and let $\{ f^{i*} \}$ be the dual basis of $\mathfrak{f}^{*}$. Then $(f^{i*}, f^{j}) = \delta_{i,j} = -(f^{j}, f^{i*})$. Define, for $i = 1, \ldots, \frac{d}{2}$,

$$ H^{i} := f_{-1}^{i*} \tilde{f}^{i} \in (\hat{L})_{ev} \quad , \quad H^{i}(x) := V(x) \circ (H^{i} \otimes id) : (\hat{H})_{ev} \rightarrow (\hat{H})_{ev} \quad $$ (B.10)

From Lemma B.1 we get

$$ H^{i}(x)H^{j} = \delta_{i,j} x^{-2} 1_{H} + \text{reg.} \quad . $$ (B.11)
Remark B.2. If we assume Conjecture 7.4 by Theorem 7.5, $\hat{(H)}_{ev}$ is a VOA. The OPE \[(B.11)\] then shows that $\hat{(L)}_{ev}$ contains a $d_2$-dimensional Heisenberg VOA.

We can expand $H^i(x)$ into modes as $H^i(x) = \sum_{m \in \mathbb{Z}} H^i_m x^{-m-1}$. To see how these modes act on $\hat{(L)}_{ev}$, we need some more notation. For $A, B, C \in SF_0$ and $f \in SF(A \ast B, C)$ let $Q_f: A \otimes \hat{B} \rightarrow \hat{C}$ be defined by the properties [Ru, Lem. 3.5]

- for all $a \in A, b \in B$: $Q_f(a \otimes b) = f(a \otimes b)$,
- for all $h \in h, m \in \mathbb{Z}$: $h^m Q_f = \delta_m, 0 Q_f \circ (h \otimes id) + Q_f \circ (id \otimes h^m)$.

We will use this in the case $f = \mu|_{L \otimes L}: L \otimes L \rightarrow L$.

Next, for all $h, k \in h$ and $m, n \in \mathbb{Z}$ let the normal ordered product be

\[
h^m k^n : = \begin{cases} h^m k_n ; m \leq n \\ -k_n h^m ; m > n \end{cases}. \tag{B.12}\]

Note that by (3.3), the two alternatives can be different only for $m = -n$.

Lemma B.3. Let $h \in h, f \in f$ and $v \in \hat{(L)}_{ev}$. Then

\[
V(x)(h_{-1} \tilde{f} \otimes v) = \sum_{k \in \mathbb{Z}} x^{-k-1} X_k v, \tag{B.13}
\]

where

\[
X_k v = -Q_\mu(\tilde{f} \otimes h_k v) - \sum_{m \in \mathbb{Z} \setminus \{0\}} \frac{1}{m} : h_{k-m} f_m : v. \tag{B.14}
\]

Proof. By Proposition 7.2

\[
V(x)(h_{-1} \tilde{f} \otimes v) = \sum_{l=0}^{\infty} x^l h_{-l-1} V(x)(\tilde{f} \otimes v) - \sum_{l=0}^{\infty} x^{-l-1} V(x)(\tilde{f} \otimes h_l v). \tag{B.15}
\]

Next we substitute the expression for $V(x)$ in terms of normal ordered exponentials given in [Ru, Lem. 3.6] to find, for all $w \in \hat{L}$,

\[
V(x)(\tilde{f} \otimes w) = \sum_{m \neq 0} \frac{x^m}{m} f_{-m} w + Q_\mu(\tilde{f} \otimes w). \tag{B.16}
\]

In computing this, we used that only the first two terms in the expansion of each exponential contribute, and that $E_0(x) = id$ as $f_0$ acts as zero on $\hat{L}$ (see [Ru] for the definition of $E_0(x)$).

Combining (B.15) and (B.16) gives the statement of the lemma.

The lemma shows that the modes $H^i_k$ act on $v \in \hat{L}$ as

\[
H^i_k = -Q_\mu(\tilde{f}^i \otimes f^i_k v) - \sum_{m \in \mathbb{Z} \setminus \{0\}} \frac{1}{m} : f^i_{k-m} f^i_m : v. \tag{B.17}
\]

The symplectic fermion stress tensor (3.6) can be expressed in terms of the modes $H^i_k$ as follows:
Lemma B.4. We have $L_{-1}H = \frac{1}{2} \sum_{i=1}^{d/2} (H_i - H_i^*)$.

Proof. In the basis consisting of $f^i$ and $f^*i$, (4.2) gives $L_{-1}H = \sum_{i=1}^{d/2} f^i f^*i$. From (B.17) we read off $H_i - H_i^* = f^i - f^*i$ and $H_{-1}H = f^i - f^*i + f^i - f^*i$. Again using (B.17), one computes $H_i H_{-1}H = f^i - f^*i$. This shows the statement of the lemma.

The expression for the stress tensor obtained in the above lemma agrees with that in Theorem 3.2, as it should.

One can prove a result similar to Lemma B.3 for the action of $H_{-1}^i$ on $\hat{T}$. This allows one to determine the spectrum of the zero modes $H_0^i$ on $(\hat{H})_{ev}$. The result is the lattice $D_{d/2}^+$, as expected by Corollary 3.4 – we omit the details.
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