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Abstract

We present a method for computing the probability density function (PDF) and the cumulative distribution function (CDF) of a nonnegative infinitely divisible random variable \( X \). Our method uses the Lévy–Khintchine representation of the Laplace transform \( \mathbb{E}e^{-\lambda X} = e^{-\varphi(\lambda)} \), where \( \varphi \) is the Laplace exponent. We apply the Post–Widder method for Laplace transform inversion combined with a sequence convergence accelerator to obtain accurate results. We demonstrate this technique on several examples, including the stable distribution, mixtures thereof, and integrals with respect to nonnegative Lévy processes.
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1. Introduction

Let \( X \) be a nonnegative random variable. The distribution of \( X \) is said to be infinitely divisible if, for any positive integer \( n \), we can find independent and identically distributed (i.i.d.) random variables \( X_{i,n}, i = 1, 2, \ldots, n \), such that \( X \distr X_{1,n} + X_{2,n} + \cdots + X_{n,n} \). For background, see [3] and [22]. There are many examples of such distributions, including the gamma distribution, compound Poisson distributions, the inverse Gaussian distribution, and right-skewed stable distributions. These distributions are also central in the study of nondecreasing Lévy processes. In this paper we give a method for numerically computing the probability density function (PDF) and the cumulative distribution function (CDF) of a nonnegative infinitely divisible random variable.

Our starting point is the Lévy–Khintchine (LK) formula (see [4], [5], and [21]), which in the case of nonnegative infinitely divisible random variables states that the Laplace transform of \( X \),

\[
\psi(\lambda) \equiv \mathbb{E}e^{-\lambda X} = e^{-\varphi(\lambda)}, \quad \lambda > 0,
\]

has an exponent \( \varphi(\lambda) \) which is called the Laplace exponent, which can be written as

\[
\varphi(\lambda) = a\lambda + \int_0^\infty (1 - e^{-\lambda u})\Pi(\mathrm{d}u). \tag{1.1}
\]
Here, \( a \geq 0 \) is a shift and \( \Pi \) is a measure on \((0, \infty)\) which satisfies
\[
\int_0^{\infty} (1 \wedge x) \Pi(dx) < \infty. \tag{1.2}
\]
Since we are interested primarily in PDFs and CDFs, we will assume that \( a = 0 \) throughout, since a positive \( a \) only shifts the PDF/CDF. Let \( f_X(x) \) and \( F_X(x) \) denote the PDF and CDF of \( X \), respectively (we will promptly drop the subscript \( X \) on these functions when it is clear from the context). The Laplace transforms of the PDF and CDF can be easily obtained from the LK formula (we will use a tilde to denote a Laplace transform):
\[
\psi(\lambda) = \tilde{f}(\lambda) = \int_0^{\infty} e^{-\lambda x} f(x) \, dx,
\]
and a simple application of Fubini’s theorem implies that
\[
\Psi(\lambda) \equiv \tilde{F}(\lambda) = \int_0^{\infty} e^{-\lambda x} \left( \int_0^x f(y) \, dy \right) \, dx = \frac{1}{\lambda} \int_0^{\infty} e^{-\lambda y} f(y) \, dy = \frac{\psi(\lambda)}{\lambda}. \tag{1.3}
\]
Thus, obtaining \( f \) and \( F \) is a matter of inverting a Laplace transform. Generally, this task is not easy. Typically, it is done by complex integration of the Laplace transform (see [1]), which can be difficult if the integrands are slowly decaying, oscillatory functions. This causes many numerical integration methods to converge slowly. Here, we apply a different method of Laplace inversion known as the Post–Widder (PW) method (see [2, Theorem 2] or [7, Section VII.6]). It is based on the fact that, under weak conditions on a function \( f \), we have
\[
f(x) = \lim_{k \to \infty} \left( \frac{-1}{(k-1)!} \left( \frac{k}{x} \right)^k \tilde{f}(k-1) \left( \frac{k}{x} \right) \right), \quad x > 0, \tag{1.4}
\]
where \( \tilde{f}(k-1)(k/x) \) denotes the \((k - 1)\)th derivative of \( \tilde{f} \) evaluated at \( k/x \). Thus, instead of integrating the Laplace transform, we are taking arbitrarily high derivatives.

The obvious challenge in using this method is computing high derivatives of \( \tilde{f} \) in (1.4) to approximate the limit. Some methods have been developed to do this in general (see, for instance, [1], or [10]); however, most involve complex integration. The method we describe here for the case of infinitely divisible distributions is both easy to implement and only involves (at worst) integration of a real-valued nonnegative exponentially decaying function. The method we use here combines both computation of a finite number of terms of the sequence in (1.4) and a numerical extrapolation method to approximate the limit; see [8]. A similar method was used to compute mean first passage times of Lévy subordinators in [24].

This paper is organized as follows. In Section 2 we give an overview of the approximation method used based on the PW formula. We test the method in cases where the PDF and CDF are known in closed form in Section 3. In Section 4 we apply our method to a collection of examples. Finally, in Appendix A we outline the algorithm for finding \( f \) and \( F \), as well as numerical issues that may arise in the computation.

2. Post–Widder method with extrapolation

Given a continuous function \( g(x) \), \( x > 0 \), which is bounded as \( x \to \infty \), we will denote its \( k \)th PW approximation as
\[
g_k(x) = \frac{(-1)^{k-1}}{(k-1)!} \left( \frac{k}{x} \right)^k \tilde{g}(k-1) \left( \frac{k}{x} \right), \quad x > 0. \tag{2.1}
\]
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The fact that $g_k(x) \to g(x)$ as $k \to \infty$ can be seen by approximating $g(x)$ by $Eg(Y_k)$, where $Y_k = k^{-1}(Y_1 + Y_2 + \cdots + Y_k)$, and the $Y_i$s are i.i.d. gamma random variables with mean $x$ and variance $x^2$, and then applying the law of large numbers (see Section VII.6 of [7]).

The convergence of $g_k(x)$ to $g(x)$ is slow in general. To illustrate this point, let $g$ be a PDF $f$ of an inverse Gaussian distribution for which the Laplace transform is given by $	ilde{f}(\lambda) = \exp(-\lambda^{-1/2})$ (in this case the density $f(x)$ is known in closed form—see Section 3). In Figure 1 we plot the exact formula for $f$ as well as $f_k$ for $k = 1, 10, 50$. Note that even with 49 derivatives of $	ilde{f}$, the approximation is still poor. In fact, this is a general feature of the PW formula, as it has been shown (see [10]) that the errors $\varepsilon_k(f; x) \equiv f(x) - f_k(x)$ have a power series expansion:

$$
\varepsilon_k(f; x) = \sum_{m=1}^{\infty} \frac{a_m(x)}{k^m}.
$$

(2.2)

Here the coefficients $a_m(m)$ are given by

$$
a_m(x) = \sum_{j=1}^{m} f^{(j+m)}(x)x^{j+m}d(j+m, m)/(j+m)!
$$

and the $d(j+m, m)$ are the associated Stirling numbers of the first kind (see [18, Chapter 4, Section 4]). Thus, the convergence of $f_k$ is in general $O(1/k)$ corresponding to the $m = 1$ term. This method alone is thus inadequate for computing the inverse Laplace transform to a high level of precision.

To obtain high precision, it is necessary to couple the PW approximations with a convergence acceleration method which extrapolates the limit in (1.4) based on a finite collection of terms in the sequence. Thus, our method for computing the PDF $f$ at $x > 0$ involves two components:

1. for some sequence $k_1 < k_2 < \cdots < k_N$, compute the approximates $f_{k_i}(x)$;
2. use the points $(k_1, f_{k_1}(x)), \ldots, (k_N, f_{k_N}(x))$ to extrapolate $\lim_{k \to \infty} f_k(x)$.

For the CDF, replace $f$ with $F$. We focus first on step 1, which in view of (2.1) involves computing high derivatives of $\psi$ or $\Psi$. Next, we will discuss two methods of convergence acceleration to address step 2.
Remark. Our method produces the best results if the PDF and/or CDF are smooth functions for $x > 0$. That being said, this method still produces useful results in the nonsmooth case; however, it may fail to converge near points where the function lacks smoothness. This method should not be used for distributions which contain atoms, such as the Poisson distribution, or even distributions whose density lacks smoothness, such as a compound Poisson distribution with bounded jump distribution. For such distributions, another method based on numerically solving a Kolmogorov–Feller forward equation, is more suitable; see [23].

2.1. Computing derivatives

2.1.1. Derivatives of $\psi$. We begin by presenting two methods for computing the derivatives of $\psi(\lambda) = \exp(-\phi(\lambda))$. The first method is based on the simple observation that

$$
\psi'(\lambda) = -\phi'(\lambda)\psi(\lambda).
$$

Thus, Leibnitz’s formula implies that, for any $k \geq 1$, the $(k+1)$th derivative of $\psi$ is given by

$$
\psi^{(k+1)}(\lambda) = -\sum_{j=0}^{k} \binom{k}{j} \psi^{(j)}(\lambda)\phi^{(k+1-j)}(\lambda). \quad (2.3)
$$

Note that, for fixed $\lambda$, the values of $\psi(\lambda), \psi'(\lambda), \ldots, \psi^{(k)}$ can be computed recursively using (2.3) if one has first computed $\phi^{(j)}(\lambda)$ for $j = 1, 2, \ldots, k+1$.

Alternatively, the $k$th derivative of $\psi(\lambda) = \exp(-\phi(\lambda))$ can be given directly in terms of the derivatives of $\phi$ using Faà di Bruno’s formula (see [18, Chapter 2, Section 8]), which in our case yields

$$
\psi^{(k)}(\lambda) = \frac{d^k}{d\lambda^k} e^{-\phi(\lambda)} = e^{-\phi(\lambda)} \sum_{m_1, \ldots, m_k} \frac{k!}{m_1!m_2!\cdots m_k!} \left( -\frac{\phi^{(1)}(\lambda)}{1!} \right)^{m_1} \cdots \left( -\frac{\phi^{(k)}(\lambda)}{k!} \right)^{m_k},
$$

where the sum runs over all $m_1, \ldots, m_k$ such that $m_1 + 2m_2 + \cdots + km_k = k$. This can be expressed more simply in terms of the $k$th complete Bell polynomial, $B_k(x_1, x_2, \ldots, x_k)$, as

$$
\psi^{(k)}(\lambda) = e^{-\phi(\lambda)} B_k(-\phi^{(1)}(\lambda), -\phi^{(2)}(\lambda), \ldots, -\phi^{(k)}(\lambda)). \quad (2.4)
$$

See [17] or [19]. Furthermore, $B_k$ can be given in terms of the following $k \times k$ determinant:

$$
B_k(x_1, \ldots, x_k) = \begin{vmatrix}
1 & x_1 & x_2 & x_3 & \cdots & x_k \\
-1 & 1 & x_2 & x_3 & \cdots & x_{k-1} \\
0 & -1 & 1 & x_3 & \cdots & x_{k-2} \\
0 & 0 & -1 & 1 & \cdots & x_{k-3} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & -1 & x_1
\end{vmatrix}.
$$

This provides another way for computing $\psi^{(k)}$.  
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Both methods above require the derivatives of the Laplace exponent $\phi$. Fortunately, these can be computed directly, since the LK formula implies that, for any $\lambda > 0$,

$$
\phi^{(n)}(\lambda) = \begin{cases} 
\int_0^\infty (1 - e^{-\lambda u}) \Pi(du), & n = 0, \\
(-1)^{n+1} \int_0^\infty u^n e^{-\lambda u} \Pi(du), & n \geq 1.
\end{cases} \tag{2.5}
$$

Note that passing derivatives through the integrals above is justified by the integrability assumption (1.2), since, for any $n \geq 1$, $x^n e^{-\lambda x} \leq C_{n,\lambda} (1 \wedge x)$ uniformly on $\{x > 0\}$ for some constant $C_{n,\lambda} > 0$. For some examples, these integrals have a closed-form expression and can be computed easily. If a closed form is not available, many numerical integration methods are effective as these integrands are nonnegative, exponentially decaying functions. In this case, it is important to use a small relative error tolerance, as $\phi^{(n)}(\lambda)$ can become extremely small for large $\lambda$.

2.1.2. Derivatives of $\Psi$. For $\Psi$ defined in (1.3), we again apply Leibnitz’s formula to (1.3) and obtain

$$
\Psi^{(k)}(\lambda) = \tilde{F}^{(k)}(\lambda) = \frac{d^k}{d\lambda^k} \frac{\psi(\lambda)}{\lambda} = \sum_{j=0}^k \binom{k}{j} (-1)^j \frac{j!}{\lambda^{j+1}} \psi^{(k-j)}(\lambda). \tag{2.6}
$$

When combined with the Post–Widder formula (2.1), we see a good deal of cancellation:

$$
F_k(x) = \frac{(-1)^k}{(k-1)!} \left(\frac{k}{x}\right)^k \tilde{F}^{(k-1)}(\frac{k}{x}) = \frac{(-1)^{k-1}}{(k-1)!} \left(\frac{k}{x}\right)^k \Psi^{(k-1)}(\frac{k}{x}) = \frac{(-1)^{k-1}}{(k-1)!} \left(\frac{k}{x}\right)^{k-1} \sum_{j=0}^{k-1} \binom{k-1}{j} (-1)^j \frac{j!}{(k/x)^{j+1}} \psi^{(k-j-1)}(\frac{k}{x}).
$$

Note that this requires the values $\psi(\lambda), \psi'(\lambda), \ldots, \psi^{(n)}(\lambda)$, which can be computed using (2.3) and (2.5); hence, the recursive formula (2.3) is more convenient here than (2.4) since it computes all derivatives of $\psi$.

2.1.3. Other useful derivatives. In some applications, the derivatives of the PDF are also of interest. Assuming that the first $q-1$ derivatives of $f$ vanish at 0, i.e. $f(0) = f'(0) = \cdots = f^{(q-1)}(0) = 0$, then $f^{(q)}(x)$ has Laplace transform

$$
\tilde{f}^{(q)}(\lambda) = \lambda^q \psi(\lambda) - \lambda^{q-1} f(0) - \lambda^{q-2} f'(0) - \cdots - f^{(q-1)}(0) = \lambda^q \psi(\lambda),
$$

where $\psi(\lambda) = \frac{d}{d\lambda} \tilde{f}(\lambda)$. In which case, Leibnitz’s formula gives

$$
\frac{d^k}{d\lambda^k} \tilde{f}^{(q)}(\lambda) = \frac{d^k}{d\lambda^k} \lambda^q \psi(\lambda) = \sum_{j=0}^{q(k-1)} \binom{k}{j} \frac{j!}{(q-j)!} \lambda^{q-j} \psi^{(k-j)}(\lambda). \tag{2.7}
$$

Thus, (2.3) and (2.5) can be applied to compute the derivatives of $f$. 
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2.2. Extrapolation

We want to compute the PDF \( f(x) \) or CDF \( F(x) \) by approximating the limit as \( k \to \infty \) in the Post–Widder formula (1.4). By letting \( h = k^{-1} \), (2.2) implies that \( f(x) \) can be written as

\[
f(x) = f_k(x) + \sum_{m=1}^{\infty} a_m h^m.
\]

We shall truncate the error series \( \sum_{m=1}^{\infty} \) at \( m = N - 1 \) and consider nonconsecutive \( k_1 < k_2 < \cdots < k_n \). If \( h_i = k_i^{-1} \), \( i = 1, \ldots, N \), we can use the points \( (h_1, f_k(x)), (h_2, f_k(x)), \ldots, (h_N, f_k(x)) \) to estimate the first \( N - 1 \) unknown coefficients \( a_m \). Indeed, the (approximate) \( N \times N \) system

\[
f_k(x) \approx f(x) - a_1 h_j - a_2 h_j^2 - \cdots - a_N h_j^{N-1}, \quad j = 1, 2, \ldots, N,
\]

(2.8)
can be solved for the \( N \) unknowns \( f(x), a_1, \ldots, a_{N-1} \). Since we are only interested in \( f(x) \), it is enough to compute only the first row of the inverse of the matrix corresponding to system (2.8). This is essentially done in the polynomial extrapolation method described below in order to obtain an accurate approximation of the limit \( \lim_{k \to \infty} f_k(x) \). There is a vast literature on such extrapolation methods and the errors associated to them; see [11] for a review.

Below, we briefly review two techniques for approximating \( f(x) \) also used in [8]. We call these methods of extrapolation. The first is based on polynomial interpolation and the second is based on rational function (Padé) interpolation. Not surprisingly, the rational extrapolation provides faster convergence in many cases; however, we found it more susceptible to numerical instability for larger \( N \) and \( k_N \). Therefore, the 'better' choice depends on the particular example and the desired accuracy.

2.2.1. Polynomial extrapolation. Given the points \( (h_1, f_k(x)), (h_2, f_k(x)), \ldots, (h_N, f_k(x)) \), the \( N - 1 \) degree Lagrange polynomial \( P_N(x) \) which passes through these points is given by

\[
P_N(h) = \sum_{i=1}^{N} \frac{\prod_{j \neq i} (h - h_j)}{\prod_{j \neq i} (h_i - h_j)} f_k(x).
\]

Thus, taking \( h = 0 \) (or \( k = \infty \)) in this polynomial provides the approximation

\[
f(x) \approx P_N(0) = \sum_{i=1}^{N} c_i f_k(x), \quad \text{where} \quad c_i = \prod_{j \neq i} \frac{-h_j}{h_i - h_j} = \frac{(-1)^{N-1} k_i^{N-1}}{\prod_{j \neq i} (k_j - k_i)}.
\]

We thus use a linear combination of the approximations \( f_k(x) \) to obtain a more accurate approximation of \( f(x) \).

2.2.2. Rational extrapolation. As an alternative to polynomial extrapolation, we may instead fit a rational function to the points \( (h_1, f_k(x)), \ldots, (h_N, f_k(x)) \) of the form \( R_N(h) = P_m(h)/Q_v(h) \), where \( P_m(h) = \sum_{i=0}^{m} p_i h^i \) is a polynomial of degree \( \mu = \lfloor N/2 \rfloor \) and \( Q_v(h) = \sum_{i=0}^{v} q_i h^i \) is a polynomial of degree \( v = N - \lfloor N/2 \rfloor \). Here, the coefficients \( p_i \) and \( q_i \) are chosen so that \( R_N(h_i) = f_k(x) \). When implementing this method, these coefficients are not computed directly like in the polynomial extrapolation case, but instead \( R_N(0) \) is computed iteratively in a triangular array using the recursive formulae (see [11, Section 13])

\[
R_{i-1}^i = 0, \quad R_0^i = f_k(h_i), \quad i \geq 1, \quad R_m^i = R_{m-1}^{i+1} + \frac{R_{m-1}^{i+1} - R_{m-1}^{i}}{h_i \Theta_m^i - h_{i+m}},
\]

(2.10)

where \( \Theta_m^i = (R_{m-1}^{i+1} - R_{m-1}^{i})/(R_{m-1}^{i+1} - R_{m-1}^{i+2}) \). We then take \( f(x) \approx R_N^N(0) \) as our
Thus, asymptotically, \( \tilde{P}_N(0) \) is as good an approximation to \( f(x) \) as \( P_N(0) \), except that it approaches \( f(x) \) from the opposite direction. This second approximation is obtained using a linear combination of the form

\[
\tilde{P}_N(0) = (1 + \alpha) P_{N+1}(0) - \alpha P_N(0),
\]

and choosing the constant \( \alpha \) to change the sign of the leading term in the error \( P_N(0) - f(x) \). Bulirsch and Stoer showed that this constant \( \alpha \) is given by

\[
\alpha = 1 + \frac{2}{h_1/h_{N+1} - 1}.
\]

This allows us to construct a numerical bound on the relative error made in this method. From (2.9) we have

\[
\lim_{N \to \infty} \frac{P_N(0) - f(x)}{P_N(0) - \tilde{P}_N(0)} = -1.
\]

Thus, asymptotically, \( \tilde{P}_N(0) \) is as good an approximation to \( f(x) \) as \( P_N(0) \), except that it approaches \( f(x) \) from the opposite direction. This second approximation is obtained using a linear combination of the form

\[
\tilde{P}_N(0) = (1 + \alpha) P_{N+1}(0) - \alpha P_N(0),
\]

and choosing the constant \( \alpha \) to change the sign of the leading term in the error \( P_N(0) - f(x) \). Bulirsch and Stoer showed that this constant \( \alpha \) is given by

\[
\alpha = 1 + \frac{2}{h_1/h_{N+1} - 1}.
\]

This allows us to construct a numerical bound on the relative error made in this method. From (2.9) we have

\[
\frac{P_N(0) - f(x)}{P_N(0) - \tilde{P}_N(0)} = \frac{P_N(0) - f(x)}{f(x) - \tilde{P}_N(0)} + 1 \to 2.
\]

Fix any \( \eta \in (\frac{1}{2}, 1) \). From (2.12) and since \( \eta > \frac{1}{2} \), there exists an \( N_0(\eta) \) large enough such that, for \( N > N_0(\eta) \), \( |f(x) - \tilde{P}_N(0)| < \eta |P_N(0) - \tilde{P}_N(0)| \). Using a similar argument, there also exists an \( M_0(\eta) \) large enough such that, for \( N > M_0(\eta) \), \( |P_N(0) - f(x)| < \eta |P_N(0) - \tilde{P}_N(0)| \). Moreover, since \( P_N(0) \to f(x) \) and \( \eta < 1 \), we can pick \( N_1(\eta) \) large enough such that \( |P_N(0)/f(x)| < 1/\eta \) for all \( N > N_1(\eta) \).

We can thus refine our estimate as \( f(x) \approx (P_N(0) + \tilde{P}_N(0))/2 \). If \( N > \max(N_0(\eta), M_0(\eta)) \),

\[
\left| \frac{P_N(0) + \tilde{P}_N(0)}{2} - f(x) \right| \leq \frac{|P_N(0) - f(x)|}{2} + \frac{|f(x) - \tilde{P}_N(0)|}{2} \leq \eta |P_N(0) - \tilde{P}_N(0)| \leq |P_N(0) - \tilde{P}_N(0)|,
\]

and, if \( N > \max(N_0(\eta), M_0(\eta), N_1(\eta)) \),

\[
\left| \frac{(P_N(0) + \tilde{P}_N(0))/2 - f(x)}{f(x)} \right| \leq \frac{|P_N(0) - f(x)|}{2 f(x)} + \frac{|f(x) - \tilde{P}_N(0)|}{2 f(x)} \leq \eta \frac{P_N(0)}{f(x)} \frac{|P_N(0) - \tilde{P}_N(0)|}{f(x)} \leq \frac{|P_N(0) - \tilde{P}_N(0)|}{P_N(0)}.
\]
We thus have the following result.

**Theorem 2.1.** Suppose that \( f(x) \neq 0 \), let \( P_N(0) \) be an approximation of \( f(x) \) obtained using either polynomial extrapolation or rational extrapolation, and let \( \tilde{P}_N(0) \) be defined as in (2.10). For large enough \( N \), we have

\[
\left| \frac{P_N(0) + \tilde{P}_N(0)}{2} - f(x) \right| \leq \left| P_N(0) - \tilde{P}_N(0) \right|
\]

and

\[
\frac{|(P_N(0) + \tilde{P}_N(0))/2 - f(x)|}{f(x)} \leq \frac{|P_N(0) - \tilde{P}_N(0)|}{P_N(0)},
\]

where the right-hand sides converge to 0 as \( N \to \infty \).

This provides a numerical bound on the absolute and relative errors of the approximation and suggests increasing \( N \) until either \( |P_N(0) - \tilde{P}_N(0)| \) or \( |P_N(0) - \tilde{P}_N(0)|/P_N(0) \) is smaller than a prescribed value.

3. Testing the method

In this section we use MATHEMATICA® and consider two examples for which it is possible to compute the PDF and CDF exactly. The first example is the chi-squared distribution \( \chi^2 \) with one degree of freedom. For this distribution,

\[
f_{\chi^2}(x) = \frac{1}{\sqrt{2\pi}} x^{-1/2} e^{-x/2},
\]

\[
F_{\chi^2}(x) = \text{erf}\left(\sqrt{\frac{x}{2}}\right),
\]

\[
\psi_{\chi^2}(\lambda) = f_{\chi^2}(\lambda) = (1 + 2\lambda)^{-1/2},
\]

\[
\phi_{\chi^2}(\lambda) = -\log \psi_{\chi^2}(\lambda) = \frac{1}{2} \log(1 + 2\lambda) = \int_{0}^{\infty} (1 - e^{-\lambda u}) \frac{e^{-u/2}}{2u} \, du,
\]

\[
\phi_{\chi^2}^{(n)}(\lambda) = (-1)^{n+1} \int_{0}^{\infty} u^n e^{-\lambda u} \frac{e^{-u/2}}{2u} \, du
\]

\[
\quad = (-1)^{n+1} \int_{0}^{\infty} u^{n-1} e^{-u(\lambda + 1/2)} \, du
\]

\[
\quad = \frac{(-1)^{n+1}(n - 1)!}{2} \left(\frac{1}{2} + \lambda\right)^{-n}, \quad n \geq 1.
\]

Results over a range of inputs are shown in Table 1. We show the \( x \)-values considered as well as the value of \( N \) required to obtain a relative precision of \( 10^{-6} \) and \( 10^{-15} \). In Figure 2, we also plot the relative error as a function of \( N \). Note that the value of \( N \) required is substantially higher when the value of the PDF or CDF takes on very small values, in particular, when \( f_{\chi^2}(50) \approx 7.83 \times 10^{-13} \). This is because \( f_k(x) \) over approximates \( f \) at these points.
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Table 1: PDFs and CDFs of the $\chi^2$ distribution. Using $k_i = 10i$, we give the value of $N$ required to obtain six digits of accuracy ($N_6$) and 15 digits of accuracy ($N_{15}$) at the given values of $x$ using polynomial interpolation. Note that it becomes harder to approximate these functions to a small relative error when they become very small.

| $x$   | $f_{\chi^2}(x)$ | $N_6$ | $N_{15}$ | $F_{\chi^2}(x)$ | $N_6$ | $N_{15}$ |
|-------|-----------------|-------|----------|-----------------|-------|----------|
| $10^{-5}$ | $1.26 \times 10^2$ | 4     | 8        | $2.52 \times 10^{-3}$ | 3     | 8        |
| $10^{-1}$ | 1.20            | 4     | 8        | 0.248           | 3     | 8        |
| 1      | 0.242           | 4     | 9        | 0.683           | 3     | 8        |
| 10     | $8.50 \times 10^{-4}$ | 6     | 12       | 0.998           | 4     | 11       |
| 20     | $4.05 \times 10^{-6}$ | 9     | 15       | $1 - 7.7 \times 10^{-6}$ | 4     | 11       |
| 50     | $7.83 \times 10^{-13}$ | 14    | 21       | $1 - 1.54 \times 10^{-13}$ | 1     | 12       |

Figure 2: Plot of the relative error of our method versus the truncation level $N$ for the (a) PDF and (b) CDF of the $\chi^2$ distribution at three values of $x$.

The second example we considered is the inverse Gaussian (IG) distribution (see [3, Example 1.3.21]), for which

$$f_{\text{IG}}(x) = \frac{1}{\sqrt{4\pi x^3}} e^{-1/(4x)} ,$$

$$F_{\text{IG}}(x) = 1 - \text{erf}\left(\frac{1}{\sqrt{2x}}\right) ,$$

$$\psi_{\text{IG}}(\lambda) = \tilde{f}_{\text{IG}}(\lambda) = e^{-\sqrt{\lambda}} ,$$

$$\phi_{\text{IG}}(\lambda) = -\log \psi_{\text{IG}}(\lambda) = \sqrt{\lambda} = \int_0^\infty (1 - e^{-\lambda u}) u^{-3/2} du ,$$

$$\phi_{\text{IG}}^{(n)}(\lambda) = \frac{(-1)^{n+1}}{2\sqrt{\pi}} \int_0^\infty u^{n-3/2} e^{-\lambda u} du$$

$$= \frac{(-1)^{n+1}}{2\sqrt{\pi}} \Gamma\left(n - \frac{1}{2}\right) \lambda^{1/2-n}$$

$$= \frac{(-1)^{n+1}(2n - 3)!}{2^{n-1}(n-2)!} \lambda^{1/2-n} .$$
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Table 2: PDFs and CDFs of the inverse Gaussian (IG) distribution. Using $k_i = 10i$, we give the value of $N$ required to obtain six digits of accuracy ($N_6$) and 15 digits of accuracy ($N_{15}$) at the given values of $x$ using polynomial interpolation. Note that it becomes harder to approximate these functions to a small relative error when they become very small.

| $x$ | f_{IG}(x) | $N_6$ | $N_{15}$ | F_{IG}(x) | $N_6$ | $N_{15}$ |
|-----|-----------|-------|--------|-----------|-------|--------|
| 0.01 | $3.92 \times 10^{-9}$ | 12 | 21 | $1.53 \times 10^{-12}$ | 12 | 21 |
| 0.02 | $3.71 \times 10^{-4}$ | 8 | 17 | $5.733 \times 10^{-7}$ | 9 | 17 |
| 0.1 | 0.732 | 6 | 14 | 0.025 | 6 | 13 |
| 1 | 0.220 | 5 | 11 | 0.480 | 4 | 10 |
| 100 | $2.81 \times 10^{-4}$ | 6 | 10 | 0.944 | 4 | 8 |
| 1000 | $8.92 \times 10^{-6}$ | 6 | 11 | 0.982 | 3 | 8 |

Figure 3: Plot of the relative error of our method versus the truncation level $N$ for the (a) PDF and (b) CDF of the inverse Gaussian distribution at three values of $x$.

Table 2 shows the values of $x$ considered, the value of $f_{IG}(x)$, and the value of $N$ needed to obtain relative errors of $10^{-6}$ and $10^{-15}$. Figure 3 shows how the relative error behaves as a function of $N$ for three values of $x$. Similarly to the $\chi^2$ distribution, $N$ is largest when the value of the PDF is very close to 0.

4. Applications to infinitely divisible distributions which are not known in closed form

We will now consider examples of nonnegative infinitely divisible distributions for which the PDF and CDF are not known in closed form. We will compute them numerically using our method. The resulting plots of the PDFs and CDFs are obtained using MATLAB®. Each plot was generated in about one second. In order to apply our method, we must first write the Laplace transform in LK form, and then find $\phi(\lambda)$ and the derivatives $\phi^{(n)}(\lambda)$ by computing the integrals in (2.5). In almost every case below, these integrals can be given in ‘closed form’, which is to say they can at least be written in terms of special functions for which there are efficient methods for computation. We will assume throughout that the drift $a = 0$ in (1.1).

The following special functions will appear throughout this section, we provide their definitions here for convenience.

- Gamma function:
  \[
  \Gamma(a) = \int_0^\infty e^{-z} e^{-z} \, dz, \quad a \neq 0, -1, -2, \ldots
  \]
• Lower incomplete gamma function:
\[
\gamma(a, b) = \int_0^b z^{a-1}e^{-z} \, dz, \quad b \geq 0, \quad a \neq 0, -1, -2, \ldots
\]

• Upper incomplete gamma function:
\[
\Gamma(a, b) = \int_b^\infty z^{a-1}e^{-z} \, dz, \quad b > 0, \quad a \in \mathbb{R}.
\]

• Entire exponential integral:
\[
\text{E}in(a) = \int_0^a \frac{1 - e^{-z}}{z} \, dz, \quad a \in \mathbb{R}.
\]

• Dilogarithm:
\[
L_2(a) = \int_1^a \frac{\log(z)}{z-1} \, dz, \quad a > 0.
\]

See [15, Chapters 25, 37, 43, and 45] for more discussion of these functions and methods for efficient computation. For an integer \(n \geq 1\), we have
\[
\Gamma(n) = (n-1)! \quad \text{and} \quad \gamma(n, b) = (n-1)! \left(1 - e^{-b} \sum_{m=0}^{n-1} \frac{b^m}{m!}\right), \quad (4.1)
\]

4.1. Right-skewed stable distributions

Here we consider the class of examples with Laplace exponent given by
\[
\phi(\lambda) = \int_0^1 \lambda^\beta p(d\beta) = \int_0^\infty (1 - e^{-\lambda u}) \left(\int_0^1 \frac{u^{-\beta-1}}{\Gamma(-\beta)} p(d\beta)\right) \, du, \quad (4.2)
\]
where \(p\) is a measure supported on \((0, 1)\). The Lévy measure \(\Pi\) has a density given by
\[
\Pi'(u) = \int_0^1 \frac{u^{-\beta-1}}{\Gamma(-\beta)} p(d\beta).
\]
Mixtures of this form are considered in [12] and [13], in which these distributions are used in models of anomalous diffusion.

The Laplace exponent is expressed in (4.2) and the derivatives \(\phi^{(n)}\) for \(n \geq 1\) can be computed using (2.5), a change in the order of integration, and the definition of the gamma function:
\[
\phi^{(n)}(\lambda) = (-1)^{n+1} \int_0^\infty u^n e^{-\lambda u} \left(\int_0^1 \frac{u^{-\beta-1}}{\Gamma(-\beta)} p(d\beta)\right) \, du
\]
\[
= (-1)^{n+1} \int_0^1 \frac{\lambda^{\beta-n} \Gamma(n-\beta)}{\Gamma(-\beta)} p(d\beta), \quad n \geq 1.
\]
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Since $n$ takes only integer values, $\Gamma(n - \beta) = \Gamma(-\beta) \prod_{m=0}^{n-1} (m - \beta)$, and so the above can be simplified further as

$$
\phi^{(n)}(\lambda) = (-1)^{n+1} \int_0^1 \lambda^{n-\beta} \Gamma(n - \beta) p(d\beta) \\
= (-1)^{n+1} \int_0^1 \lambda^{n-\beta} \sum_{m=0}^{n-1} (m - \beta) p(d\beta) \\
= -\frac{1}{\lambda^n} \sum_{m=1}^n s_n(m) \int_0^1 \lambda^m \lambda \beta p(d\beta) \\
= -\frac{1}{\lambda^n} \sum_{m=1}^n c_m(\lambda) s_n(m),
$$

(4.3)

where $c_m(\lambda) = \int_0^1 \lambda^m \lambda \beta p(d\beta)$ and $\{s_n(m), n \geq 0, 0 \leq m \leq n\}$, are the Stirling numbers of the first kind (see [15, p. 162]). These are such that $\prod_{m=0}^{n-1} (\beta - m) = \sum_{m=1}^n s_n(m) \beta^m$, and can be computed with a triangular array similarly to Pascal’s triangle using the recursion formula

$$
S_0^{(0)} = 1, \quad S_0^{(0)} = 0, \quad n \geq 1, \quad S_n^{(m)} = s^{(m-1)} - (n - 1) s^{(m)}_{n-1}, \quad n, m \geq 1.
$$

Let us now consider special cases of $p$ (below, $\delta$ denotes the dirac $\delta$-distribution).

4.1.1. Right-skewed $\alpha$-stable distributions: $p(d\beta) = \delta(\beta - \alpha) d\beta$, $0 < \alpha < 1$. Indeed, an important example of this distribution is the right-skewed $\alpha$-stable distributions, for which $p$ is a point mass at $\beta = \alpha$, with $0 < \alpha < 1$ (using Proposition 1.2.11 of [20], this distribution corresponds to the stable distribution $S(\alpha, 1, \cos(\pi \alpha/2)^{(1/\alpha)}, 0)$). These distributions lie in the family of scaling limits for sums of nonnegative i.i.d. random variables with infinite mean. From (4.3), $\phi^{(n)}(\lambda)$ can be computed in various ways:

$$
\phi^{(n)}(\lambda) = (-1)^{n+1} \lambda^{\alpha-n} \Gamma(n-\alpha) \Gamma(-\alpha) = -\lambda^{\alpha-n} \prod_{m=0}^{n-1} (\alpha - m) = -\lambda^{\alpha-n} \sum_{m=1}^n \alpha^m s_n(m).
$$

The PDFs and CDFs of the right-skewed $\alpha$-stable distribution are plotted using our method in Figure 4 for several values of $\alpha$. For example, we compute the PDF of a $\frac{1}{2}$-stable distribution at $x = 1$ and obtain (in MATHEMATICA) $f(1) = 0.219695 644733 861$. This is exact to 15 decimal places and the computation took approximately half a second. An alternative method for this case is given in [14].

4.1.2. Sums of right-skewed $\alpha$-stable distributions: $p(d\beta) = \sum_{j=1}^r d_j \delta(\beta - \alpha_j) d\beta$, $d_j \geq 0$, $\sum_{j=1}^r d_j = 1$. The previous case can easily be generalized to weighted sums of independent $\alpha$-stable random variables. From (4.3), it follows that in this case

$$
\phi^{(n)}(\lambda) = (-1)^{n+1} \sum_{j=1}^r d_j \lambda^{\alpha_j-n} \prod_{m=0}^{n-1} (\alpha_j - m) = -\sum_{j=1}^r d_j \alpha_j^{\alpha_j-n} \sum_{m=1}^n \alpha_j^m s_n(m).
$$

The PDFs of such distributions are plotted in Figure 5.
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Figure 4: Plots of \(\alpha\)-stable PDFs (left) and CDFs (right) for \(\alpha = i/10, \ i = 1, 2, \ldots, 9\). The PDF for \(\alpha = 0.9\) corresponds to the right-most peak, and \(\alpha = 0.1\) corresponds to the left-most peak (which is not visible). The CDF with the steepest slope around \(x = 0.8\) corresponds to \(\alpha = 0.9\).
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Figure 5: (a) A plot of the PDF corresponding to the choice \(p_\omega(du) = (1 - \omega)\delta(x - 0.4) + \omega\delta(x - 0.8)\) for various choices of \(0 \leq \omega \leq 1\). By increasing \(\omega\), the PDF for \(\alpha = 0.4\) (on the left) morphs into the PDF for \(\alpha = 0.8\) (on the right). (b) PDFs corresponding to the sums \(p_m(du) = (1/m) \sum_{i=1}^{m} \delta(x - i/(m + 1))\) for \(m = 1, 2, \ldots, 5\) together with the uniform continuous mixture on \((0, 1)\), which has the highest peak.

4.1.3. A ‘uniform mixture’ of \(\alpha\)-stable distributions: \(p(d\beta) = d\beta, \ \beta \in (0, 1)\). This is an example of a distribution with no finite moments. The Laplace exponent (4.2) is given by

\[
\phi(\lambda) = \int_{0}^{1} \lambda^\beta d\beta = \int_{0}^{1} e^{\beta \log \lambda} d\beta = \frac{\lambda - 1}{\log \lambda} \quad \text{if} \ \lambda \neq 1,
\]

and is 1 if \(\lambda = 1\). Higher derivatives of \(\phi\) can be computed using (4.3). The coefficients \(c_m(\lambda), \ m = 1, 2, \ldots, n\), can be computed in a few different ways. First, if \(\log \lambda \leq 0\), we have

\[
c_m(\lambda) = \int_{0}^{1} \lambda^m \beta^\lambda d\beta = \int_{0}^{1} \beta^m e^{\beta \log \lambda} d\beta = \frac{\gamma(1 + m, -\log \lambda)}{(-\log \lambda)^{m+1}}, \quad (4.4)
\]
where \( \gamma(a, b) \) is the lower incomplete gamma function (see above). Formula (4.4) can still be used for \( \log \lambda > 0 \); however, this requires analytic continuation of \( \gamma \) which is not always easy to compute.

As another approach, we compute \( c_m(\lambda) \) by treating the cases \( |\log \lambda| < 1 \) and \( |\log \lambda| \geq 1 \) separately. If \( |\log \lambda| < 1 \), note that

\[
c_m(\lambda) = \int_0^1 \beta^m e^{\log(\lambda) \beta} \, d\beta = \sum_{j=0}^{\infty} (\log \lambda)^j \int_0^1 \beta^{m+j} \, d\beta = \sum_{j=0}^{\infty} \frac{\lambda^j}{(m+j+1)j!}.
\]

If \( |\log \lambda| < 1 \), taking the first 18 terms in this series gives an absolute error of less than \( 10^{-15} \). For \( |\log \lambda| \geq 1 \), the \( c_m \)s can be computed recursively by applying integration by parts:

\[
c_0(\lambda) = \int_0^1 e^{\log(\lambda) \beta} \, d\beta = \frac{\lambda - 1}{\log(\lambda)},
\]

\[
c_m(\lambda) = \int_0^1 \beta^m e^{\log(\lambda) \beta} \, d\beta = \frac{\lambda - m c_{m-1}(\lambda)}{\log(\lambda)}, \quad m = 1, \ldots, n.
\]

Since this procedure involves a division by \( \log \lambda \), it should only be used when \( |\log \lambda| \geq 1 \).

### 4.2. Integrals of nonrandom functions with respect to a Poisson random measure

In this section we consider the large class of nonnegative infinitely divisible distributions which can be expressed in terms of a Poisson stochastic integral of a nonrandom kernel. For a recent review of these integrals, see [16].

Let \( (\Omega, \mathcal{F}) \) be a probability space, and let \( \mathcal{B} \) denote the Borel sigma-field on \( \mathbb{R}^n \). Let \( N(\cdot) \) denote an independently scattered Poisson random measure with control measure \( \mu \), that is, \( \mu \) is a measure on \( \mathcal{B} \) and \( N \) is a function \( \Omega \times \mathcal{B} \to \mathbb{Z}^+ \cup \{0\} \) such that

(i) \( N(A) \perp N(B) \) if \( A, B \in \mathcal{B} \) are disjoint,

(ii) \( N(\bigcup_{n=1}^n A_i) = \sum_{n=1}^n N(A_i) \) if \( A_i \) are disjoint,

(iii) for each \( A \in \mathcal{B}, N(A) \) has a Poisson distribution with mean \( \mu(A) \).

Given such a pair \( (N, \mu) \), we can define the stochastic integral

\[
I(g) = \int_{\mathbb{R}^n} g(x) N(dx)
\]

for a function \( g \) on \( \mathbb{R}^n \), for which \( \int_{\mathbb{R}^n} \min(1, g(x)) \mu(dx) < \infty \) and, for our purposes, is nonnegative. In this case, the random variable \( I(g) \) is also nonnegative and has Laplace transform

\[
\mathbb{E} e^{-\lambda I(g)} = \exp \left( - \int_{\mathbb{R}^n} (1 - e^{-\lambda g(s)}) \mu(ds) \right), \quad \lambda > 0. \tag{4.5}
\]

In order to compute the PDF and CDF of \( I(g) \) using our method, (4.5) must first be rewritten in LK form. In many cases, this can be done with some suitable change of variables \( u = \Phi(s) \) satisfying \( u_1 = (\Phi(s))_1 = g(s) \). In this case, (4.5) becomes

\[
\mathbb{E} e^{-\lambda I(g)} = \exp \left( - \int_0^\infty (1 - e^{-\lambda u_1}) \Pi_g(du_1) \right),
\]
where, for any Borel set $A \subset \mathbb{R}^+$, the Lévy measure $\Pi_g(A)$ can be expressed formally as

$$\Pi_g(A) = \int_{A \cap \mathbb{R}^{n-1}} |J(u_1, u_2, \ldots, u_n)| (\mu \circ \Phi^{-1})(du_1, du_2, \ldots, du_n),$$

where $|J|$ is the Jacobian $\partial (u_1, \ldots, u_n)/\partial (u_1, \ldots, u_n)$.

To illustrate this, let us now focus on special cases, in dimensions $n = 1$ and $n = 2$, where this change of variable can be made and our method applied.

4.2.1. One-dimensional Poisson integral. Assume that $n = 1$ and that the integrand $g$ is a monotone, nonnegative function with inverse $g^{-1}$. In this case, (4.5) can be rewritten in LK form using the change of variables $u = g(s)$:

$$\mathbb{E} e^{-\lambda I(g)} = \exp \left( - \int_0^\infty (1 - e^{-\lambda u}) \Pi_g(du) \right).$$

Since $u = g^{-1}(g(u))$, we get $1 = (g' \circ g^{-1})(u)(g^{-1})'(u)$, and, hence,

$$\Pi_g(du) = \frac{1}{|g' \circ g^{-1})(u)|} (\mu \circ g^{-1})(du), \quad (4.6)$$

where $g((0, \infty))$ denotes the image of $(0, \infty)$ under $g$. Suppose that we want to get the PDF and CDF of

$$I(g) = \int_0^\infty e^{-s/\eta} N(ds),$$

where $g(s) = e^{-s/\eta}$, $\eta > 0$, is a parameter and the control measure $\mu$ is Lebesgue. In this case, a simple calculation shows that (4.6) becomes

$$\Pi_g(du) = \left( \frac{\eta}{u} \right) 1_{(0,1]}(u) \, du.$$

Thus, for this example,

$$\phi(\lambda) = \int_0^1 (1 - e^{-\lambda u}) \frac{\eta}{u} \, du = \eta \text{Ein}(\lambda),$$

where Ein($\lambda$) is the entire exponential integral defined earlier. The derivatives $\phi^{(n)}(\lambda)$ for $n \geq 1$ can be given in closed form, i.e.

$$\phi^{(n)}(\lambda) = (-1)^{n+1} \eta \int_0^1 u^{n-1} e^{-\lambda u} \, du$$

$$= (-1)^{n+1} \eta \frac{\lambda^n}{\gamma(n, \lambda)}$$

$$= (-1)^{n+1} \eta \frac{\lambda^n}{\gamma(n, \lambda)} \left( (n-1)! - e^{-\lambda} \sum_{m=0}^{n-1} \frac{(n-1)!}{m!} \lambda^m \right),$$

where the last equality follows from (4.1). We have plotted the PDF and CDF of the random variable $I(e^{-s/\eta})$ for various values of $\eta$ in Figure 6 using our method. Note that, since the range of integration here is $(0, \infty)$, the method described in [23] does not readily apply.
Figure 6: Plots of the PDF (left) and CDF (right) for the Poisson stochastic integral $I(e^{-s/\eta})$ with various values of the parameter $\eta$, which plays the role of a shape parameter. The PDF for $\eta = 0.5$ is the highest on the left.

4.2.2. Integration with respect to a nonnegative Lévy process with a nonnegative kernel. In this example we generalize the previous case by looking at integration with respect to a nonnegative Lévy process, or, equivalently, a one-dimensional nonnegative infinitely divisible random measure $L$ with control measure $\mu$. Here $L$ is a random measure which satisfies the same conditions as the Poisson random measure $N$, except condition (iii) is replaced by the following.

(iii)' There exists a Lévy measure $\Pi$ such that, for any $A \in \mathcal{B}$, the distribution of $L(A)$ has Laplace transform

$$E e^{-\lambda L(A)} = \exp \left( -\mu(A) \int_0^\infty (1 - e^{-\lambda u}) \Pi(du) \right).$$

Note that the Poisson random measure $N$ corresponds to the choice $\Pi(du) = \delta(u - 1) du$. For a given function $g$, the stochastic integral $I_L(g)$ can be defined in terms of a two-dimensional Poisson stochastic integral:

$$I_L(g) = \int_0^\infty g(s)L(ds) \equiv \int_0^\infty \int_0^\infty ug(z)N(du, dz). \quad (4.7)$$

Here the control measure of $N$ is given now by $\Pi(du)\mu(dz)$. Observe that the kernel $g$ must now satisfy $\int_0^\infty \int_0^\infty \min(1, ug(z)) \Pi(du)\mu(dz) < \infty$.

Assume now for simplicity that $\Pi(du) = \Pi(u) du$ for some function $\Pi$ and that $g$ is a nonnegative monotone function with inverse $g^{-1}$. In this case, we can obtain the LK form corresponding to $I_L$:

$$E e^{-\lambda I_L(g)} = \exp \left( -\int_0^\infty \int_0^\infty (1 - e^{-\lambda u}) \Pi(u) du \mu(dz) \right)$$

$$= \exp \left( -\int_0^\infty (1 - e^{-\lambda v}) \Pi'(v) dv \right).$$
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Here we have made the change of variables \( v = ug(z) \), \( z' = z \), and the measure \( \Pi_g (dv) \) is given by

\[
\Pi'_g (v) = \int_0^\infty \Pi' \left( \frac{v}{g(z')} \right) \frac{1}{g(z')} \mu(dz'). 
\]

(4.8)

To demonstrate our method in this case, consider

\[
IL(g) = \int_0^\infty e^{-z/\eta} L(dz) = \int_0^\infty \int_0^\infty u e^{-z/\eta} N(du, dz),
\]

where \( g(z) = e^{-z/\eta} \) with \( \eta > 0 \), \( \mu \) is Lebesgue, and \( \Pi(du) = \kappa u^{-1} e^{-u/\theta} du \), which is the Lévy measure corresponding to the gamma distribution with shape \( \kappa > 0 \) and scale \( \theta > 0 \) (see [3, Example 1.3.22]). With the change of variable \( w = ue^{z/\eta} \), (4.8) implies that

\[
\Pi'_g (u) = \int_0^\infty \Pi'(ue^{z/\eta}) e^{z/\eta} dz = \frac{\eta \kappa}{u} \int_u^\infty w^{-1} e^{-w/\theta} dw = \frac{\eta \kappa}{u} \Gamma \left(0, \frac{u}{\theta}\right).
\]

We can now compute the corresponding Laplace exponent for this case:

\[
\phi(\lambda) = \int_0^\infty (1 - e^{-\lambda u}) \Pi'_g (u) \, du
\]

\[
= \frac{\eta \kappa}{u} \int_0^\infty \frac{1 - e^{\lambda u}}{u} - \Gamma \left(0, \frac{u}{\theta}\right) \, du
\]

\[
= \frac{\eta \kappa}{u} \int_0^\infty \frac{1 - e^{\lambda u}}{u} - \Gamma \left(0, \frac{u}{\theta}\right) \, du
\]

\[
= \frac{\eta \kappa}{u} \int_0^\infty \frac{1}{t} \left( \int_0^\infty w^{-1} e^{-w/\theta} (1 - e^{-w t}) \, dw \right) dt
\]

\[
= \eta \kappa \int_0^\infty \frac{1}{t} \left( \int_0^\infty e^{-w/\theta} t e^{-w t} \, dw \right) dt
\]

\[
= \eta \kappa \int_0^\infty \frac{1}{t} \left( \int_0^\infty e^{-w/\theta} (w - 1) \, dw \right) dt
\]

\[
= \eta \kappa \int_0^\infty \log(1 + t \theta) \, dt
\]

\[
= \eta \kappa L_2 (1 + \lambda \theta).
\]

The derivatives of \( \phi \) can also be computed exactly in this case. Using (2.5) and (4.1),

\[
\phi^{(n)} (\lambda) = (-1)^{n+1} \eta \kappa \int_0^\infty u^{n-1} e^{-\lambda u} \Gamma \left(0, \frac{u}{\theta}\right) \, du
\]

\[
= (-1)^{n+1} \eta \kappa \int_0^\infty u^{n-1} e^{-\lambda u} \Gamma \left(0, \frac{u}{\theta}\right) \, du
\]

\[
= (-1)^{n+1} \eta \kappa \int_0^\infty w^{-1} e^{-w/\theta} \left( \int_0^w u^{n-1} \eta u \, du \right) \, dw
\]

\[
= (-1)^{n+1} \eta \kappa \int_0^\infty w^{-1} e^{-w/\theta} \left( \frac{(n-1)!}{\lambda^n} - e^{-w \lambda} \sum_{m=0}^{n-1} \frac{(n-1)!}{m!} \frac{w^m}{\lambda^{n-m}} \right) \, dw
\]
In Figure 7 we have plotted the PDF and CDF of (4.7) for \( \theta = 1 \) and various values of the product \( \rho = \eta \kappa \) using our method.

Appendix A. Implementation

We provide here an outline of the algorithm for computing the PDF and CDF based upon using the recursive formula (2.3) and the polynomial extrapolation method. This method is implemented in MATLAB and MATHEMATICA and the code is available on request from the authors. The method using rational extrapolation is also an option in the MATLAB implementation, but is not described here.

Algorithm A.1. (Algorithm for computing the PDF \( f \) at \( x > 0 \).)

1. Choose the sequence \( 1 = k_0 < k_1 < k_2 < \cdots < k_N \) and a relative error tolerance \( \varepsilon > 0 \).
   We found \( k_j = 10 j \), with \( N \) lying around 8 to be effective for \( \varepsilon = 10^{-6} \). Initialize the
following arrays.

| Variable  | Size                  | Purpose                                           |
|-----------|-----------------------|---------------------------------------------------|
| $D_\phi$  | $(k_N - 1) \times N$  | Holds derivatives of $\phi$                      |
| $D_\psi$  | $k_N \times N$        | Holds derivatives of $\psi$                      |
| $P$       | $1 \times N$          | Holds Post–Widder approximations of $f$          |
| $f$       | $1 \times N$          | Holds extrapolated approximations of $f$         |

Set $j = 1$.

2. Compute $(D_\psi)_{1,j}$ as

$$(D_\psi)_{1,j} = \psi\left(\frac{k_j}{x}\right).$$

3. For $i = k_j - 1, \ldots, k_j - 1$, compute the $i$th row of $D_\phi$ as

$$(D_\phi)_{i,j} = \begin{cases} 
\phi^{(i)}(\frac{k_j}{x}), & i \leq k_j, \\
0, & \text{otherwise}
\end{cases}, \quad j = 1, 2, \ldots, N. $$

We compute $\phi^{(i)}$ using the integrals in (2.5). The $(i + 1)$th row of $D_\psi$ is then computed as

$$(D_\psi)_{i+1,j} = \begin{cases} 
\sum_{r=1}^{i} \binom{i}{r} (D_\psi)_{r,j} (D_\phi)_{i+1-r,j}, & i \leq k_j, \\
0, & \text{otherwise},
\end{cases}, \quad j = 1, 2, \ldots, N.$$

4. Compute the $j$th Post–Widder approximation as

$$P_j = \frac{(-1)^{k_j-1}}{(k_j - 1)!} \left(\frac{k_j}{x}\right)^{k_j} (D_\psi)_{k_j,j}.$$

5. If $j = 1$, set $f_1 = P_1$, $j = 2$, and go to step 3. Otherwise, compute the $j$th extrapolation as

$$f_j = \sum_{r=1}^{j} c_r P_r, \quad \text{where} \quad c_r = \prod_{\ell=1, \ell \neq r}^{r} \frac{k_{\ell}}{k_{\ell} - k_r}.$$

Set $\alpha = 1 + 2(k_j/k_1 + 1)^{-1}$. If $|(1 + \alpha)(f_j - f_{j-1})|/f_j < \varepsilon$ or if $j = N$, return $f_j$. Otherwise, set $j = j + 1$ and go to step 3.

The method for computing the CDF is similar, except that (2.6) is used instead for step 4.

**Algorithm A.2. (Algorithm for computing the CDF $F$ at $x > 0$.)** Follow the steps for the PDF computation above, except replace step 4 with

4*. Compute the $j$th Post–Widder approximation as

$$P_j = \sum_{r=0}^{k_j-1} \frac{(-1)^{k_j+r-1}}{(k_j - r - 1)!} \left(\frac{k_j}{x}\right)^{k_j-r-1} (D_\psi)_{k_j-r,j}.$$

We will conclude with a collection of remarks regarding the implementation of this procedure.
Remarks. 1. Binomial coefficients are reused multiple times in step 3. We found it useful to compute and store rows of Pascal’s triangle as needed.

2. In MATLAB, all computations above can be ‘vectorized’ to maximize speed.

3. It is essential to compute the derivatives of $\phi$ to as many significant digits of accuracy in step 3 as you want in your final result. In many examples, a closed form for $\phi^{(n)}$ can be found.

4. To avoid overflow, ratios of large numbers like those seen in steps 4 and 4* should be computed to incorporate reduction. For example, using identities such as

$$
\frac{1}{(k_j - 1)!} \left( \frac{k_j}{x} \right)^{k_j} = \exp \left( k_j \log \left( \frac{k_j}{x} \right) - \sum_{j=1}^{k_j-1} \log(j) \right)
$$

will alleviate overflow.

5. In double precision arithmetic, it is often impossible to take $k_N$ much bigger than 100 as underflow, overflow, and numerical instability become unavoidable. In most cases, adequate convergence is met much before such large $k$ values are needed; however, if one must go further, it will become necessary to work with a high-precision arithmetic package. MATHEMATICA, for example, has powerful multiprecision capabilities. If one requires more speed, a well developed and documented library for multiple precision arithmetic for C++/Fortran is available at http://crd.lbl.gov/~dhbailey/mpdist.

6. When the true value of $f$ is very close to 0 ($f(x) \ll 10^{-8}$), the extrapolation procedure might ‘overshoot’ 0 and return a negative value for the density. In this case, 0 is a good approximation as you can be sure that the PDF or CDF takes an extremely small value in this case, and similarly when the CDF takes a value greater than 1.
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