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Abstract

The aim of the present paper is twofold:

1. We carry on with developing an abstract method for deriving decay estimates on the semigroup associated to non-symmetric operators in Banach spaces as introduced in [10]. We extend the method so as to consider the shrinkage of the functional space. Roughly speaking, we consider a class of operators written as a dissipative part plus a mild perturbation, and we prove that if the associated semigroup satisfies a decay estimate in some reference space then it satisfies the same decay estimate in another—smaller or larger—Banach space under the condition that a certain iterate of the “mild perturbation” part of the operator combined with the dissipative part of the semigroup maps the larger space to the smaller space in a bounded way. The cornerstone of our approach is a factorization argument, reminiscent of the Dyson series.

2. We apply this method to the kinetic Fokker-Planck equation when the spatial domain is either the torus with periodic boundary conditions, or the whole space with a confinement potential. We then obtain spectral gap estimates for the associated semigroup for various metrics, including Lebesgue norms, negative Sobolev norms, and the Monge-Kantorovich-Wasserstein distance $W_1$.
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1. Introduction

1.1. The Question at Hand

This paper deals with the study of decay properties of linear semigroups and their link with spectral properties as well as some applications to the Fokker-Planck equations with various types of confinement. It continues the program of research [10,19] where quantitative methods for enlarging the functional space of spectral gap estimates were developed with application to kinetic equations; specifically in [10] spectral gap estimates were obtained in Lebesgue spaces for Boltzmann and Fokker-Planck equations in the spatially homogeneous and spatially periodic frameworks.

Our approach is based on the following abstract question: consider two Banach spaces $E \subset \mathcal{E}$ with $E$ is dense in $\mathcal{E}$, and two unbounded closed linear operators $L$ and $\mathcal{L}$ respectively on $E$ and $\mathcal{E}$ with spectrum $\Sigma(L), \Sigma(\mathcal{L}) \subset \mathbb{C}$, which are assumed to generate $C_0$-semigroups $(\mathcal{S}_L(t))_{t \geq 0}$ on $E$ and $(\mathcal{S}_\mathcal{L}(t))_{t \geq 0}$ on $\mathcal{E}$ respectively and so that $\mathcal{L}|_E = L$; can one deduce quantitative information on $\Sigma(\mathcal{L})$ and $\mathcal{S}_\mathcal{L}(t)$ in terms of information on $\Sigma(L)$ and $\mathcal{S}_L(t)$ (enlargement issue), or can one deduce quantitative information on $\Sigma(L)$ and $\mathcal{S}_L(t)$ in terms of information on $\Sigma(\mathcal{L})$ and $\mathcal{S}_\mathcal{L}(t)$ (shrinkage issue)?

We prove, under some assumptions discussed below, (i) that the spectral gap property of $L$ in $E$ (resp. of $\mathcal{L}$ in $\mathcal{E}$) can be shown to hold for $\mathcal{L}$ in the space $\mathcal{E}$ (resp. for $L$ in $E$) and (ii) explicit estimates on the rate of decay of the semigroup $\mathcal{S}_\mathcal{L}(t)$ (resp. the semigroup $\mathcal{S}_L(t)$) can be computed from the ones on $\mathcal{S}_L(t)$ (resp. $\mathcal{S}_\mathcal{L}(t)$). This holds for a class of operators $\mathcal{L}$ which split as $\mathcal{L} = A + B$, where $A$ is bounded, $B$’s spectrum is well localized and some appropriate combination of $A$ and the semigroup $\mathcal{S}_B(t)$ of $B$ has some regularising properties. This last “semigroup commutator condition” is reminiscent of Hörmander’s commutator conditions [17].

The Fokker-Planck equations we consider are then shown to belong to this general class of operators and, as a consequence, we extend the hypocoercivity results—usually obtained in $L^2$ or $H^1$ spaces with inverse Gaussian type tail and
endowed with convenient twisted scalar product—into sharp exponential decay estimates on the semigroup in many larger Lebesgue and Sobolev spaces.

1.2. The Abstract Result

We denote \( \mathcal{C}(E) \) the set of closed operators on a Banach space \( E \), \( \mathcal{B}(E) \) the set of bounded operators on \( E \), and \( \mathcal{B}(E, \mathcal{E}) \) the set of bounded operators between two Banach spaces. We say that \( P \in \mathcal{C}(E) \) is hypodissipative if it is dissipative for some norm equivalent to the canonical norm of \( E \) and we say that \( P \) is dissipative for the norm \( \| \cdot \| \) on \( E \) if

\[
\forall f \in \text{Domain}(P), \forall f^* \in E^* \text{ s.t. } \langle f, f^* \rangle = \| f \|^2_E = \| f^* \|^2_{E^*}, \quad \Re \langle Pf, f^* \rangle \leq 0
\]

where the \( \langle \cdot, \cdot \rangle \) denotes the duality bracket between \( E \) and its dual \( E^* \). Finally we denote \( \Delta_a := \{ z \in \mathbb{C}; \Re z > a \} \).

**Theorem 1.1.** (Change of the functional space of the semigroup decay) Given \( E, \mathcal{E}, L, \mathcal{L} \) defined as above, assume that there are \( A, B \in \mathcal{C}(E), A, B \in \mathcal{C}(E) \) so that \( L = A + B \), \( L = A + B \), \( A = A|_E \), \( B = B|_E \), and a real number \( a \in \mathbb{R} \) such that

(i) \((B - a)\) is hypodissipative on \( E \), \((B - a)\) is hypodissipative on \( \mathcal{E} \);

(ii) \( A \in \mathcal{B}(E), A \in \mathcal{B}(\mathcal{E}) \);

(iii) There is \( n \geq 1 \) and \( C_a > 0 \) such that (semigroup commutator condition)

\[
\|(A \mathcal{L}B)^{(\ast n)}(t)\|_{\mathcal{B}(\mathcal{E}, E)} + \|(A \mathcal{L}B)^{(\ast n)}(t)\|_{\mathcal{B}(E, \mathcal{E})} \leq C_a e^{at}.
\]

Then the following two properties are equivalent:

1. There are distinct \( \xi_1, \ldots, \xi_k \in \Delta_a \) and finite rank projectors \( \Pi_{j,L} \in \mathcal{B}(E) \), \( 1 \leq j \leq k \), which commute with \( L \) and satisfy \( \Sigma(L|_{\Pi_{j,L}}) = \{ \xi_j \} \), so that the semigroup \( \mathcal{S}_L(t) \) satisfies for any \( a' > a \)

\[
\forall t \geq 0, \quad \left\| \mathcal{S}_L(t) - \sum_{j=1}^k \mathcal{S}_L(t) \Pi_{j,L} \right\|_{\mathcal{B}(E)} \leq C_{L,a'} e^{a't} \quad (1.1)
\]

with some constant \( C_{L,a'} > 0 \).

2. There are distinct \( \xi_1, \ldots, \xi_k \in \Delta_a \) and finite rank projectors \( \Pi_{j,\mathcal{L}} \in \mathcal{B}(\mathcal{E}) \), \( 1 \leq j \leq k \), which commute with \( \mathcal{L} \) and satisfy \( \Sigma(L|_{\Pi_{j,\mathcal{L}}}) = \{ \xi_j \} \), so that the semigroup \( \mathcal{S}_\mathcal{L}(t) \) satisfies for any \( a' > a \)

\[
\forall t \geq 0, \quad \left\| \mathcal{S}_\mathcal{L}(t) - \sum_{j=1}^k \mathcal{S}_\mathcal{L}(t) \Pi_{j,\mathcal{L}} \right\|_{\mathcal{B}(\mathcal{E})} \leq C_{\mathcal{L},a'} e^{a't} \quad (1.2)
\]

with some constant \( C_{\mathcal{L},a'} > 0 \).
Remarks 1.2. (a) The constants in this statement can be estimated explicitly from the proof.
(b) The same result holds in the case $\{\xi_1, \ldots, \xi_k\} = \emptyset$, that we denote as a convention as the case $k = 0$.
(c) The condition “$E \subset \mathcal{E}$” can be replaced by “$E \cap \mathcal{E}$ is dense in $E$ and $\mathcal{E}$ with continuous embedding”.
(d) Note that in the LHS of condition (iii), any of the two terms (at order $n$) can be deduced from the other (at order $n + 1$) with the help of assumptions (i) and (ii).

1.3. The Main PDE Results

Let us briefly present the evolution PDEs of Fokker-Planck types on which we are able to make use of Theorem 1.1 in order to establish exponential asymptotic stability of their equilibria.

(a) “Flat” confinement. The model is the kinetic Fokker-Planck equation
$$
\partial_t f + v \cdot \nabla_x f = \nabla_v \cdot (\nabla_v f + \nabla_v \Phi f),
$$
on the density $f = f(t, x, v)$, $t \geq 0$, $x \in \mathbb{T}^d$ the flat $d$-dimensional torus, $v \in \mathbb{R}^d$, for a friction potential $\Phi = \Phi(v)$ satisfying $\Phi \approx |v|^\gamma$, $\gamma \geq 1$, for large velocities.

Remark 1.3. Observe that this model contains as a subcase the (spatially homogeneous) Fokker-Planck equation
$$
\partial_t f = \Delta_v f + \text{div}_v(\nabla_v \Phi f), \quad f = f(t, v), \quad t \geq 0, \quad v \in \mathbb{R}^d,
$$when the probability density $f = f(t, v)$ is independent of the space variable.

(b) Confinement by a potential. The model is the kinetic Fokker-Planck equation
$$
\partial_t f + v \cdot \nabla_x f - \nabla_x \Psi \cdot \nabla_v f = \nabla_v \cdot (\nabla_v f + v f),
$$on the density $f = f(t, x, v)$, $t \geq 0$, $x \in \mathbb{R}^d$, $v \in \mathbb{R}^d$, for a confinement potential $\Psi = \Psi(x)$ on the space variable which behaves like $|x|^\beta$, $\beta \geq 1$, for large values of the vector position.

For these models, we prove semigroup exponential decay estimates in weighted Sobolev spaces with weight function increasing like polynomial function or a stretch exponential function, so much slower than the usual inverse of the Gaussian equilibrium.

Theorem 1.4. Consider $\mathcal{L}$ the Fokker-Planck operator as defined above in (a) or (b), and $\mu$ the unique positive associated equilibrium with mass 1. Consider the weighted Sobolev space $\mathcal{E} := W^{\sigma,p}(m)$ with $\sigma \in \{-1, 0, 1\}$ and $p \in [1, \infty]$, where the precise conditions on the weight $m$ (so that it is confining enough) are given in Theorems 3.1 and 4.1.

Then there exist $a < 0$ and $C_a > 0$ so that
$$
\forall f_0, g_0 \in \mathcal{E}, \quad \|\mathcal{S}_\mathcal{L}(t)f_0 - \mathcal{S}_\mathcal{L}(t)g_0\|_\mathcal{E} \leq C_a e^{at} \|f_0 - g_0\|_\mathcal{E}
$$
between two solutions with same mass; this implies the exponential convergence towards the projection on the first eigenspace $\mathbb{R}_\mu$ (associated with the eigenvalue $0$).

In the case (a) (periodic confinement), we also establish a similar decay estimate in Monge-Kantorovich-Wasserstein distance: for all $f_0, g_0$ probability measures with first moment bounded

$$W_1(\mathcal{L}_t f_0, \mathcal{L}_t g_0) \leq C_a e^{at} W_1(f_0, g_0).$$

This theorem is proved by combining:

- The spectral gap property of the Fokker-Planck semigroup which is classically known in the space of self-adjointness $L^2(\mu^{-1/2})$ in a spatially homogeneous setting (Poincaré inequality) and has been recently proved in a series of works about "hypocoercivity" in the spaces $L^2(\mu^{-1/2})$ or $H^1(\mu^{-1/2})$ for the kinetic Fokker-Planck semigroup with periodic or potential confinements [9, 16, 24];
- An appropriate decomposition of the operator with:
  - Some dissipativity estimates in the “target” functional spaces, for the “dissipative part” of the decomposition (this is the main difficulty in the case of confinement by a potential and we introduce specifically weight multipliers inspired from commutator conditions on derivatives);
  - Some regularisation estimates adapted on the semigroup inspired from ultracontractivity estimates in the spirit of Nash’s regularity estimate [22] in the spatially homogeneous case and Hérau-Villani’s quantitative global hypoellipticity estimate [15–23], [24, section A.21.3] in the spatially inhomogeneous case;
  - The application of Theorem 1.1 (whose assumptions are established by the previous items) which establishes the decay estimates of the semigroup in the target functional space;
  - Finally the $W_1$ estimate is obtained by some additional technical efforts in estimating the decay in weighted $W^{-1, 1}$ type spaces.

**Remark 1.5.** Some decay estimates for kinetic Fokker-Planck semigroups with flat confinement had been already established in [10]. In this setting this new paper improves on these previous paper as follows: we use new integral identity in order to deal with any integrability exponent $p \in [1, \infty]$ and we introduce an appropriate duality argument in order to deal with the regularity exponent $\sigma = -1$.

**Remark 1.6.** Let us mention that there is an important literature in the probability community, see for instance [3, 25], that deals with exponential relaxation to equilibrium for stochastic processes whose law follows kinetic Fokker-Planck equations. From an analysis viewpoint, these results typically correspond to the exponential decay of solutions to the PDE in weighted total variation norms, assuming higher moments or integrability on the initial data, and without quantitative estimate on the rate. It is worth pointing out that our dissipativity estimates on the dissipative part of the decomposition of the operator, discussed above, are reminiscent of the so-called “Lyapunov condition” at the core of these probability works (on the whole operator). Their uses and the results obtained are different though as we aim at
semigroup decay estimates rather than functional inequalities, and take advantage of an already existing decay estimate in a (typically) smaller functional space.

1.4. Plan of the Paper

The outline of the paper is as follows. We prove the main abstract theorem in Section 2. We prove the decay estimates on kinetic Fokker-Planck semigroups with periodic (or spatially homogeneous) confinements in Section 3. Finally we prove the decay estimates on kinetic Fokker-Planck semigroups with confinement by a potential in Section 4.

2. Factorisation of Semigroups in Banach Spaces and Applications

The section is devoted to the proof of Theorem 1.1. After having recalled some notation, we present the proof of Theorem 1.1 that we split into two steps, namely the analysis of the spectral problem and the semigroup decay.

2.1. Notations and Definitions

We denote by \( \mathcal{G}(E) \subset \mathcal{C}(E) \) the space of semigroup generators and for \( \Lambda \in \mathcal{G}(E) \) we denote by \( \mathcal{G}(t) = e^{\Lambda t}, t \geq 0 \), its semigroup, by \( \mathcal{D}(\Lambda) \) its domain, by \( \mathcal{N}(\Lambda) \) its null space, by

\[
\mathcal{M}(\Lambda) = \bigcup_{\alpha \geq 1} \mathcal{N}(\Lambda^\alpha)
\]

its algebraic null space, and by \( \mathcal{R}(\Lambda) \) its range.

We also denote by \( \Sigma(\Lambda) \) its spectrum, so that for any \( \xi \in \mathcal{C} \setminus \Sigma(\Lambda) \) the operator \( \Lambda - \xi \) is invertible and the resolvent operator

\[
R_\Lambda(\xi) := (\Lambda - \xi)^{-1}
\]

is well-defined, belongs to \( \mathcal{R}(E) \) and has range equal to \( \mathcal{D}(\Lambda) \).

We recall that \( \xi \in \Sigma(\Lambda) \) is said to be an eigenvalue if \( \mathcal{N}(\Lambda - \xi) \neq \{0\} \). Moreover an eigenvalue \( \xi \in \Sigma(\Lambda) \) is said to be isolated if

\[
\Sigma(\Lambda) \cap \{z \in \mathcal{C}, |z - \xi| < r\} = \{\xi\} \text{ for some } r > 0.
\]

In the case when \( \xi \) is an isolated eigenvalue we may define \( \Pi_{\Lambda,\xi} \in \mathcal{B}(E) \) the spectral projector by

\[
\Pi_{\Lambda,\xi} := \frac{i}{2\pi} \int_{|z - \xi| = r'} (\Lambda - z)^{-1} \, dz
\]

with \( 0 < r' < r \). Note that this definition is independent of the value of \( r' \) by Cauchy’s theorem as the application

\[
\mathcal{C} \setminus \Sigma(\Lambda) \to \mathcal{B}(E), \quad z \mapsto R_\Lambda(z)
\]
is holomorphic in $B(z, r)$. It is well-known [18, III-(6.19)] that $\Pi^{2}_{\Lambda, \xi} = \Pi_{\Lambda, \xi}$ is a projector, and its range $\mathcal{R}(\Pi_{\Lambda, \xi})$ is the closure of the algebraic eigenspace associated to $\xi$. Moreover the range of the spectral projector is finite-dimensional if and only if there exists $\alpha_{0} \in \mathbb{N}^{*}$ such that

$$\dim \mathcal{N}(\Lambda - \xi)^{\alpha_{0}} < \infty, \quad \mathcal{N}(\Lambda - \xi)^{\alpha} = \mathcal{N}(\Lambda - \xi)^{\alpha_{0}} \text{ for any } \alpha \geq \alpha_{0},$$

so that

$$\mathcal{M}(\Lambda - \xi) = \mathcal{M}(\Lambda - \xi) = \mathcal{N}((\Lambda - \xi)^{\alpha_{0}}).$$

In that case, we say that $\xi$ is a discrete eigenvalue, written as $\xi \in \Sigma_{d}(\Lambda)$. Observe that $R_{\Lambda}$ is meromorphic on $(\mathbb{C} \setminus \Sigma(\Lambda)) \cup \Sigma_{d}(\Lambda)$ (with non-removable finite-order poles).

Finally for any $a \in \mathbb{R}$ such that $\Sigma(\Lambda) \cap \Delta_{a} = \{\xi_{1}, \ldots, \xi_{k}\}$ where $\xi_{1}, \ldots, \xi_{k}$ are distinct discrete eigenvalues, we define without any risk of ambiguity

$$\Pi_{\Lambda, a} := \Pi_{\Lambda, \xi_{1}} + \cdots + \Pi_{\Lambda, \xi_{k}}.$$

We need the following definition on the convolution of semigroup (corresponding to composition at the level of the resolvent operators).

**Definition 2.1.** (Convolution of semigroups) Consider some Banach spaces $X_{1}, X_{2}, X_{3}$. For two given functions

$$\mathcal{I}_{1} \in L^{1}(\mathbb{R}_{+}; \mathcal{B}(X_{1}, X_{2})) \text{ and } \mathcal{I}_{2} \in L^{1}(\mathbb{R}_{+}; \mathcal{B}(X_{2}, X_{3})),$$

we define the convolution $\mathcal{I}_{2} \ast \mathcal{I}_{1} \in L^{1}(\mathbb{R}_{+}; \mathcal{B}(X_{1}, X_{3}))$ by

$$\forall t \geq 0, \quad (\mathcal{I}_{2} \ast \mathcal{I}_{1})(t) := \int_{0}^{t} \mathcal{I}_{2}(s) \mathcal{I}_{1}(t - s) \, ds.$$

When $\mathcal{I} = \mathcal{I}_{1} = \mathcal{I}_{2}$ and $X_{1} = X_{2} = X_{3}$, we define inductively $\mathcal{I}^{(1)} = \mathcal{I}$ and $\mathcal{I}^{(\ell)} = \mathcal{I} \ast \mathcal{I}^{(\ell - 1)}$ for any $\ell \geq 2$.

### 2.2. Factorization and Spectral Analysis When Changing Space

**Theorem 2.2.** Consider $E, \mathcal{E}, L, A, B, \mathcal{L}, \mathcal{A}, \mathcal{B}$ as above and assume that

(i) $\Sigma(B) \cap \Delta_{a} = \Sigma(\mathcal{B}) \cap \Delta_{a} = \emptyset$ for some $a \in \mathbb{R}$;

(ii) $A \in \mathcal{B}(E)$ and $\mathcal{A} \in \mathcal{B}(\mathcal{E})$;

(iii) There is $n \geq 1$ such that for any $\xi \in \Delta_{a}$, the operators $(AR_{B}(\xi))^{n}$ and $(R_{B}(\xi)A)^{n}$ are bounded from $\mathcal{E}$ to $E$.

Then the following two properties are equivalent, with the same family of distinct complex numbers and the convention $\{\xi_{1}, \ldots, \xi_{k}\} = \emptyset$ if $k = 0$:

1. $\Sigma(L) \cap \Delta_{a} = \{\xi_{1}, \ldots, \xi_{k}\} \subset \Sigma_{d}(L)$ (distinct discrete eigenvalues).
2. $\Sigma(\mathcal{L}) \cap \Delta_{a} = \{\xi_{1}, \ldots, \xi_{k}\} \subset \Sigma_{d}(\mathcal{L})$ (distinct discrete eigenvalues).

Moreover, in both cases, there hold
3. For any \( z \in \Delta_a \setminus \{\xi_1, \ldots, \xi_k\} \) the resolvent operators \( R_L \) and \( R_\mathcal{L} \) satisfy:

\[
R_\mathcal{L}(z) = \sum_{\ell=0}^{n-1} (-1)^{\ell} R_B(z) (\mathcal{A} R_B(z))^{\ell} + (-1)^n R_L(z) (\mathcal{A} R_B(z))^n \tag{2.2}
\]

\[
R_L(z) = \sum_{\ell=0}^{n-1} (-1)^{\ell} (R_B(z)A)^{\ell} R_B(z) + (-1)^n (R_B(z)A)^n R_\mathcal{L}(z). \tag{2.3}
\]

4. For any \( j = 1, \ldots, k \), we have

\[
\begin{align*}
\mathcal{N}(L - \xi_j)^\alpha &= \mathcal{N}(\mathcal{L} - \xi_j)^\alpha, \quad \forall \alpha \geq 1 \\
\mathcal{M}(L - \xi_j) &= \mathcal{M}(\mathcal{L} - \xi_j) \\
(\Pi_{\mathcal{L}, \xi_j}|E &= \Pi_{L, \xi_j} \\
\mathcal{I}_{\mathcal{L}, \xi_j}(t) &= \mathcal{I}_{\mathcal{L}}(t) \Pi_{\mathcal{L}, \xi_j} = \mathcal{I}_L(t) \Pi_{L, \xi_j}.
\end{align*}
\]

**Remarks 2.3.** 1. In this theorem, the implication (1) \( \Rightarrow \) (2) has been established in [10, Theorem 2.1]; since \( E \subset \mathcal{E} \), this is a recipe for enlarging the functional space where a property of localization of the discrete spectrum holds. The implication (2) \( \Rightarrow \) (1) is a recipe for shrinking the functional space where a property of localization of the discrete spectrum holds.

2. In the simplest case where \( \mathcal{A} \in \mathcal{B}(\mathcal{E}, E) \), the assumption (iii') is satisfied with \( n = 1 \).

3. The hypothesis (i)–(iii) (for some \( a \in \mathbb{R} \)) in Theorem 1.1 imply the hypothesis (i')–(iii') above, for any \( a' > a \).

4. A similar result holds when we replace the assumption \( E \subset \mathcal{E} \) by the assumption that \( E \cap \mathcal{E} \) is dense in both \( E \) and \( \mathcal{E} \).

**Proof of Theorem 2.2.** Because of Remark 2.3-(1), we only have to prove the implication (2) \( \Rightarrow \) (1). Let us denote \( \Omega := \Delta_a \setminus \{\xi_1, \ldots, \xi_k\} \) and define for \( z \in \Omega \)

\[
U(z) := \sum_{\ell=0}^{n-1} (-1)^{\ell} (R_B(z)A)^{\ell} R_B(z) + (-1)^n (R_B(z)A)^n R_\mathcal{L}(z).
\]

Observe that thanks to the assumptions (i')–(iii') and (2), the operator \( U(z) \) is well-defined and bounded on \( E \).

**Step 1:** \( U(z) \) is a left-inverse of \( (L - z) \) on \( \Omega \). For any \( z \in \Omega \), we compute

\[
U(z)(L - z) = \sum_{\ell=0}^{n-1} (-1)^{\ell} (R_B(z)A)^{\ell} R_B(z) (A + (B - z))
+ (-1)^n (R_B(z)A)^n R_\mathcal{L}(z) (L - z)
= \sum_{\ell=0}^{n-1} (-1)^{\ell} (R_B(z)A)^{\ell+1} + \sum_{\ell=0}^{n-1} (-1)^\ell (R_B(z)A)^{\ell}
+ (-1)^n (R_B(z)A)^n = \text{Id}_E.
\]
Step 2: $(L - z)$ is invertible on $\Omega$. Consider $z_0 \in \Omega$. First observe that if the operator $(L - z_0)$ is bijective, then composing to the right the equation

$$U(z_0)(L - z_0) = \text{Id}_E$$

by $(L - z_0)^{-1} = R_L(z_0)$ yields $R_L(z_0) = U(z_0)$ and we deduce that the inverse map is bounded (that is $(L - z_0)$ is an invertible operator in $E$) together with the desired formula for the resolvent.

Since $(L - z_0)$ has a left-inverse it is injective. Let us prove that it is surjective. Consider $g \in E$. Since $\mathcal{L} - z_0$ is invertible and therefore bijective there is $f \in \mathcal{E}$ so that

$$(\mathcal{L} - z_0)f = g \quad \text{and thus} \quad \text{Id} + R_B(z_0)A f = R_B(z_0)g = R_B(z_0)0.$$  

We denote $\bar{g} := R_B(z_0)g \in E$ and $G(z_0) := R_B(z_0)A$ and write

$$f = \bar{g} - G(z_0)f = \sum_{\ell=0}^{n-1} (-1)^\ell G(z_0)\bar{g} + (-1)^n G(z_0)^n f.$$  

Because of $(i')$–$(iii')$, it implied that $f \in E$, and in fact since $\mathcal{D}(B) = \mathcal{D}(L)$, we further have $f \in \mathcal{D}(L) \subset E$. We conclude that $(L - z_0)f = g$ in $E$, and the proof of this step is complete.

Step 3: Spectrum, eigenspaces and spectral projectors. On the one hand, we have

$$\mathcal{N}(\mathcal{L} - \xi_j)^\alpha \subset \mathcal{N}(L - \xi_j)^\alpha, \quad j = 1, \ldots, k, \quad \alpha \in \mathbb{N},$$

so that $\Sigma(L) \cap \Delta_a \subset \{\xi_1, \ldots, \xi_k\}$. On the other hand, consider $\xi_j \in \Sigma(L) \cap \Delta_a, \alpha \in \mathbb{N}^*$ and $f \in \mathcal{N}(\mathcal{L} - \xi_j)^\alpha$:

$$(\mathcal{L} - \xi_j)^\alpha f = 0.$$  

Denote $g_\beta := (\mathcal{L} - \xi_j)^\beta f, \beta = 0, \ldots, \alpha$ and argue by induction on $\beta$ decreasingly to prove that $g_\beta \in E$. The initialisation $\beta = \alpha$ is clear. Assume $g_{\beta+1} \in E$ and write $(\mathcal{L} - \xi_j) g_\beta = g_{\beta+1}$. Using $\mathcal{L} = \mathcal{A} + \mathcal{B}$ and composing to the left by $R_B(\xi_j)$, we get

$$(G(\xi_j) + \text{Id}) g_\beta = R_B(\xi_j)g_{\beta+1} \in E \quad \text{with} \quad G(\xi_j) := R_B(\xi_j)A.$$  

We deduce that

$$g_\beta = (-1)^n G(\xi_j)^n g_{\beta+1} + \sum_{k=0}^{n-1} G(\xi_j)^k R_B(\xi_j)g_{\beta+1}.$$  

Since $G(\xi_j)^n$ is bounded from $\mathcal{E}$ to $E$, and $G(\xi_j)$ is bounded from $E$ to $E$, with in each the range included in $\mathcal{D}(B) = \mathcal{D}(L)$, we deduce that $g_\beta \in \mathcal{D}(L) \subset E$, and the proof of the induction is complete. Finally $g_0 = f \in \mathcal{D}(L) \subset E$. Since the eigenvalues are discrete, this completes the proof of (1).

Finally, the fact that $\Pi_{\mathcal{L}, \xi_j} E = \Pi_{\mathcal{L}, \xi_j}$ is a straightforward consequence of $R_\mathcal{L}(z)f = R_L(z)f$ when $f \in E$ and the formula (2.1) for the projection operator. This concludes the proof of (3, 4). \qed
2.3. Factorization and Semigroup Decay When Changing Spaces

We now prove Theorem 1.1. First we notice that the assumptions of Theorem 2.2 are met since \((i')\) follows from \((i)\) and \((ii)\), \((iii)\) imply \((iii')\). Because of Theorem 2.2 we know that \(\mathcal{R}(\Pi_{L,a}) = \mathcal{R}(\Pi_{L,a}) \subset E\), and then for any \(f_0 \in \mathcal{R}(\Pi_{L,a})\), there holds

\[
\mathcal{S}_L(t)f_0 = \mathcal{S}_L(t)f_0 = \sum_{j=1}^{k} e^{L_j t} \Pi_{L,\xi_j} f_0,
\]

where \(L_j := L|_{X_j}, X_j := \mathcal{R}(\Pi_{L,\xi_j})\). By linearity, it is enough to prove the equivalent estimates \((1.1)\) and \((1.2)\) in the supplementary space of the subspace \(\mathcal{R}(\Pi_{L,a})\). We split the proof into two steps.

**Step 1: Enlargement of the functional space.** We give here an alternative presentation of the proof of \((1) \Rightarrow (2)\) in Theorem 1.1 which is in the spirit of [1] while the original (but similar) proof in [10] uses an iterate Duhamel formula. We assume \((1.1)\) and denote \(f_t := S_L(t)f_0\) the solution to the evolution equation \(\partial_t f = Lf\).

We decompose

\[
f = \Pi_{L,a} f_t + g_1 \cdot g_2 + \cdots + g_{n+1},
\]

\[
\partial_t g_1 = Bg_1, \quad g_1(0) = f_0 - \Pi_{L,a} f_0,
\]

\[
\partial_t g_k = Bg_k + Ag^{k-1}, \quad g_k(0) = 0, \quad 2 \leq k \leq n,
\]

\[
\partial_t g_{n+1} = Lg_{n+1} + Ag^n, \quad g_{n+1}(0) = 0,
\]

and we remark that this system of equations on \(g_k, 1 \leq k \leq n + 1\), is compatible with the equation satisfied by \(f\). Moreover, by induction

\[
Ag_k(t) = (AS_B^{(k)}) (t)(f_0 - \Pi_{L,a} f_0), \quad 1 \leq k \leq n,
\]

so that \(Ag_n(t) \in E\), because of assumption \((iii)\), and thus the equation on \(g_{n+1}\) is set in \(E\) and can be written as

\[
\partial_t g_{n+1} = Lg_n + Ag_n, \quad g_{n+1}(0) = 0.
\]

We deduce successively the estimates (for \(a' > a\))

\[
\|g_k(t)\|_E \lesssim t^k e^{a't} \|f_0 - \Pi_{L,a} f_0\|_E, \quad 1 \leq k \leq n,
\]

\[
\|g_k(t)\|_E \lesssim a' e^{a't} \|f_0 - \Pi_{L,a} f_0\|_E, \quad 1 \leq k \leq n,
\]

\[
\|Ag_n(t)\|_E \lesssim t^n e^{a't} \|f_0 - \Pi_{L,a} f_0\|_E,
\]

\[
\| (\text{Id} - \Pi_{L,a}) g_{n+1}(t)\|_E \lesssim (\text{Id} - \Pi_{L,a}) g_{n+1}(t)\|_E \lesssim a' e^{a't} \|f_0 - \Pi_{L,a} f_0\|_E,
\]

and since, from the definition of the decomposition,

\[
\Pi_{L,a} g_{n+1} = -\Pi_{L,a} g_1 - \cdots - \Pi_{L,a} g_n
\]
we have, using the previous decay estimates,
\[ \| \Pi_{L,a} g_{n+1}(t) \|_{\mathcal{E}} \lesssim \sum_{k=1}^{n} \| \Pi_{L,a} g_k(t) \|_{\mathcal{E}} \lesssim a' \ e^{a't} \| f_0 - \Pi_{L,a} f_0 \|_{\mathcal{E}}, \]
which concludes the proof of (1.2) by piling up these estimates on \( f \).

**Step 2: Shrinkage of the functional space.** We assume (1.2) and \( f_0 \in \mathcal{E} \) and write the following family of operators depending on time on \( \mathcal{E} \) through a factorization formula:
\[ S_*(t) = S_L(t) \Pi_{L,a} + \sum_{\ell=0}^{n-1} (-1)^\ell (\mathcal{S}(t) A)^{(s\ell)} \mathcal{S}(t)(\text{Id} - \Pi_{L,a}) \]
\[ + (-1)^n (\mathcal{S}(t) A)^{(s\ell)} \mathcal{S}(t)(\text{Id} - \Pi_{L,a}). \]

Using the assumptions and (1.2) one gets
\[ \| S_*(t) \|_{\mathcal{E}} \lesssim a' \ e^{a't}. \]
which proves that
\[ \| S_*(t) - S_L(t) \Pi_{L,a} \|_{\mathcal{E}} \lesssim a' \ e^{a't}. \]
Therefore the Laplace transform \( U_*(z) \) of \( t \mapsto (S_*(t) - S_L(t) \Pi_{L,a}) \) is well-defined on \( \Re z > a' \), and is
\[ U_*(z) = \sum_{\ell=0}^{n-1} (-1)^\ell (R_B(z) A)^\ell R_B(z)(\text{Id} - \Pi_{L,a}) + (-1)^n (R_B(z) A)^n R_L(z)(\text{Id} - \Pi_{L,a}). \]
which is exactly \( U_*(z) = R_L(z)(\text{Id} - \Pi_{L,a}) \) from Theorem 2.2. By uniqueness of the Laplace transform we deduce that \( S_*(t) = S_L(t) \), and this proves the decay (1.1).

2.4. A Practical Criterion

We finally prove a criterion implying both (iii') in Theorem 2.2 and (iii) in Theorem 1.1.

**Lemma 2.4.** Consider two Banach spaces \( E \) and \( \mathcal{E} \) such that \( E \cap \mathcal{E} \) is dense into \( E \) and \( \mathcal{E} \) with continuous embedding. Consider \( \mathcal{L} \) an operator on \( E + \mathcal{E} \) so that there exist some operators \( A \) and \( B \) on \( E + \mathcal{E} \) such that \( \mathcal{L} \) splits as \( \mathcal{L} = A + B \). Denoting with the same letter \( A, B \) and \( \mathcal{L} \) the restriction of these operators on \( E \) and \( \mathcal{E} \), we assume that there hold:
Remark 2.5. It is necessary to include the non-integrable time factor in (c) for later application since (c) will be proved by hypoelliptic regularity which has this possibly non-integrable behavior at time zero.

Then for any \( a' > a \), there is some constructive \( n \in \mathbb{N} \), \( C_{a'} \geq 1 \) such that
\[
\forall t \geq 0, \quad \| (A \mathcal{J}_B)^{(sn)}(t) \|_{\rho(E,E)} + \| (\mathcal{J}_B A)^{(sn)}(t) \|_{\rho(E,E)} \leq C_{a'} e^{a't}.
\]

As a consequence, \((A R_B(z))^n\) and \((R_B A)^n\) are bounded from \( E \) to \( E \) for any \( z \in \Delta_a \).

**Proof of Lemma 2.4.** When \( \Theta \geq 1 \), we denote by \( J \) the integer such that \( \Theta < J \leq \Theta + 1 \) and we set \( \theta := \Theta/J \in [0,1) \). We define the family of intermediate complex interpolation spaces \( \mathcal{E}_j = [E, \mathcal{E}]_{j/J} \). Thanks to the Riesz-Thorin interpolation theorem, we have
\[
A \mathcal{J}_B(t) : \mathcal{E}_{\delta, \delta'} := [[\mathcal{E}_0, \mathcal{E}_1]_{\delta}, \mathcal{E}_0]_{\delta'} \to \mathcal{E}_{\delta, \delta'} := [[\mathcal{E}_0, \mathcal{E}_1]_{\delta}, \mathcal{E}_1]_{\delta'}
\]
with the following estimate on the operator norm
\[
\| A \mathcal{J}_B(t) \|_{\mathcal{E}_{\delta, \delta'} \to \mathcal{E}_{\delta, \delta'}} \leq \| A \mathcal{J}_B(t) \|_{\mathcal{E}_0 \to \mathcal{E}_0}^{(1-\delta)(1-\delta')} \| A \mathcal{J}_B(t) \|_{\mathcal{E}_1 \to \mathcal{E}_1} \| A \mathcal{J}_B(t) \|_{\mathcal{E}_0 \to \mathcal{E}_1}.
\]

Since
\[
\mathcal{E}_{\delta, \delta'} = [[\mathcal{E}_0, \mathcal{E}_1]_{\delta}, \mathcal{E}_0]_{\delta'} = [[\mathcal{E}_0, \mathcal{E}_1]_{(1-\delta)\delta}, \mathcal{E}_0]_{(1-\delta)\delta},
\]
by taking \( \delta' = 1/J \) and \( \delta = j/(J-1) \), we get
\[
\| A \mathcal{J}_B(t) \|_{\mathcal{E}_j \to \mathcal{E}_{j+1}} \leq \| A \mathcal{J}_B(t) \|_{\mathcal{E}_0 \to \mathcal{E}_0}^{1-(j+1)/J} \| A \mathcal{J}_B(t) \|_{\mathcal{E}_j \to \mathcal{E}_{j+1}} \| A \mathcal{J}_B(t) \|_{\mathcal{E}_j \to \mathcal{E}_{j+1}}^{1/J} \leq \| A \mathcal{J}_B(t) \|_{\mathcal{E}_0 \to \mathcal{E}_1} \leq \frac{1}{J} e^{(1-1/J)a+b/J}t.
\]

We define now \( n := \ell J \) so that \((A \mathcal{J}_B)^{(sn)} = \mathcal{J}_j^{(s\ell)}\) with \( \mathcal{J}_j := (A \mathcal{J}_B)^{(sJ)}\). From the assumptions and the previous estimate, for any \( a'' > a \)
\[
\| \mathcal{J}_j(t) \|_{E \to E} \leq a'' e^{a't}, \quad \| \mathcal{J}_j(t) \|_{E \to E} \leq e^{bt}, \quad \| \mathcal{J}_j(t) \|_{E \to E} \leq a'' e^{a't}.
\]

As a consequence, we obtain
\[
\| (A \mathcal{J}_B)^{(sn)}(t) \|_{E \to E} \leq a' e^{(1-1/J)a' + b'/J}t,
\]
which concludes the proof by fixing \( \ell \) large enough so that \((1-1/J)a' + b'/J < a'\). The estimate on \((\mathcal{J}_B A)^{(sn)}\) is proved by the same argument. \( \square \)
3. The kinetic Fokker-Planck Equation with Flat Confinement

This section is dedicated to the proof of semigroup decay estimates for the kinetic Fokker-Planck equation (1.3) where the confinement is ensured by spatial periodicity, for initial data in a large class of Banach spaces, including the case of negative Sobolev spaces, and with slow decay at large velocities. We deduce decay estimates in Wasserstein distance as well. Our results apply to the simpler case where the solution is spatially homogeneous and solves (1.4).

3.1. Main Result

Consider the Fokker-Planck equation
\[ \partial_t f = Lf := \nabla_v \cdot (\nabla_v f + Ff) - v \cdot \nabla_x f, \] (3.1)
on the density \( f = f(t,x,v), t \geq 0, x \in \mathbb{T}^d \) (the torus’ volume is normalised to one), \( v \in \mathbb{R}^d \), where the (exterior) force field \( F = F(v) \in \mathbb{R}^d \) takes the form
\[ F = \nabla_v \Phi \text{ with } \forall |v| \geq R_0, \Phi(v) = \frac{1}{\gamma} \langle v \rangle^\gamma + \Phi_0 \] (3.2)
for some constants \( R_0 \geq 0 \) and \( \gamma \geq 1 \). Here and below, we denote \( \langle v \rangle := (1 + |v|^2)^{1/2} \). We define \( \mu(v) := e^{-\Phi(v)} \) with \( \Phi_0 \in \mathbb{R} \) such that \( \mu \) is a probability measure. Observe that \( \mu \) is a steady state for the evolution equation (3.1). We shall consider separately along this section the case where \( f \) does not depend on \( x \), commenting on the simpler proofs and sharper estimates in this case.

Let us now introduce the key assumptions.

Assumptions on the functional spaces

Polynomial weights For any \( \gamma \geq 2, \sigma \in \{-1,0,1\} \) and \( p \in [1, \infty] \), we introduce the weight functions
\[ m := \langle v \rangle^k, \quad k > |\sigma| + |\sigma|\sqrt{d(\gamma - 2)} + \left( 1 - \frac{1}{p} \right)(d + \gamma - 2) \] (3.3)
and the abscissa
\[ a_\sigma(p,m) := \begin{cases} |\sigma| + (1 - 1/p)d - k & \text{if } \gamma = 2, \\ -\infty & \text{if } \gamma > 2. \end{cases} \]

Stretched exponential weights For any \( \gamma \geq 1, \sigma \in \{-1,0,1\} \) and \( p \in [1, \infty] \), we introduce the weight functions
\[ m := e^{\kappa \langle v \rangle^s} \text{ with } s \in [2 - \gamma, \gamma), \kappa > 0, \ s > 0, \] (3.4)
or with \( s = \gamma, \kappa \in (0, 1/\gamma) \),
and the abscissa
\[ a_\sigma(p,m) := \begin{cases} \kappa^2 - \kappa & \text{if } \gamma = s = 1, \\ -\kappa s & \text{if } \gamma + s = 2, \ s < \gamma, \\ -\infty & \text{in the other cases.} \]
Definition of the spaces For any weight function $m$, we define $L^p(m)$, $1 \leq p \leq \infty$, as the Lebesgue weighted space associated to the norm
\[ \|f\|_{L^p(m)} := \|f m\|_{L^p}, \]
and $W^{1,p}(m)$, $1 \leq p \leq \infty$, as the Sobolev weighted space associated to the norm
\[ \|f\|_{W^{1,p}(m)} := \left(\|m f\|_{L^p}^p + \|m \nabla f\|_{L^p}^p\right)^{1/p}, \]
when $p \in [1, \infty)$ and
\[ \|f\|_{W^{1,\infty}(m)} := \max\{\|m f\|_{L^\infty}, \|m \nabla f\|_{L^\infty}\}. \]

We also define $W^{-1,p}(m)$, $p \in [1, \infty]$, as the weighted negative Sobolev space associated to the dual norm
\[ \|f\|_{W^{-1,p}(m)} := \sup_{\|\phi\|_{W^{1,p'}} \leq 1} \langle f, \phi m \rangle, \quad p' := \frac{p}{p-1}, \quad (3.5) \]
where it is worth insisting that in this last equation the condition $\|\phi\|_{W^{1,p'}} \leq 1$ refers to the standard Sobolev space $W^{1,p'}$ (without weight).

Observe that for $\sigma \in \{-1, 0, 1\}$, $p \in [1, \infty]$ and $m$ satisfying (3.3) or (3.4), the Sobolev space $W^{\sigma,p}(m)$ defined as above is such that $1 \in W^{\sigma',p'}(m^{-1})$ with $\sigma' = -\sigma \in \{-1, 0, 1\}$ and $p' := p/(p-1) \in [1, \infty]$. As a consequence, for any $f \in W^{\sigma,p}(m)$, we may define the “mass of $f$” by
\[ \langle\langle f\rangle\rangle := \langle f, 1 \rangle_{W^{\sigma,p}(m), W^{\sigma',p'}(m^{-1})} = \left\langle m f, \frac{1}{m} \right\rangle_{W^{\sigma,p}, W^{\sigma',p'}} \]
where the double bracket recalls that there are two variables $x$ and $v$. In the case $\sigma = 0, 1$, there holds $W^{\sigma,p}(m) \subset L^1$ (here $L^1$ denotes the usual Lebesgue space without weight) and therefore the “mass of $f$” corresponds to the usual definition
\[ \langle\langle f\rangle\rangle := \int_{\mathbb{T}^d \times \mathbb{R}^d} f(x, v) \, dx \, dv \]
and else this is the mass of the associated measure. Observe also that when $f$ does not depend on $x$, this reduces thanks to the normalisation of the torus volume to
\[ \langle\langle f\rangle\rangle = \langle f \rangle := \int_{\mathbb{R}^d} f(v) \, dv. \]

We finally define the projector $\Pi_1^\perp$ on the orthogonal supplementary of the first eigenspace:
\[ \forall f \in W^{\sigma,p}(m), \quad \Pi_1^\perp f := f - \langle\langle f\rangle\rangle \mu. \]
Theorem 3.1. Consider \(\sigma \in \{-1, 0, 1\}\) and \(m, p \in [1, +\infty]\) that satisfy conditions (3.3) or (3.4) above [this implies \(a_\sigma(p, m) < 0\)]. For any \(a > \max\{a_\sigma(p, m), -\lambda\}\), there exists \(C_a = C_a(\sigma, p, m)\) such that for any \(f_0, g_0 \in W^{\sigma, p}(m)\) with the same mass, there holds

\[
\|\mathcal{L}(t)f_0 - \mathcal{L}(t)g_0\|_{W^{\sigma, p}(m)} \leq C_a e^{at} \|f_0 - g_0\|_{W^{\sigma, p}(m)},
\]

(3.6)

which implies in particular the relaxation to equilibrium

\[
\|\mathcal{L}(t)f_0 - \langle f_0 \rangle \mu\|_{W^{\sigma, p}(m)} \leq C_a e^{at} \|f_0 - \langle f_0 \rangle \mu\|_{W^{\sigma, p}(m)},
\]

(3.7)

where \(\lambda := \lambda(d, \sigma, p, m) > 0\) is constructive from the proof.

Moreover, when \(\gamma \in [2, 2 + 1/(d - 1)]\), there exists \(\tilde{a}(\gamma) < 0\) and for any \(a > \tilde{a}(\gamma)\) there exists \(C_a \in (0, \infty)\) so that for any probability measures \(f_0, g_0\) with bounded first moments, there holds

\[
W_1(\mathcal{L}(t)f_0, \mathcal{L}(t)g_0) \leq C_a e^{at} W_1(f_0, g_0)
\]

(3.8)

which implies the relaxation to equilibrium

\[
W_1(\mathcal{L}(t)f_0, \langle f_0 \rangle \mu) \leq C_a e^{at} W_1(f_0, \langle f_0 \rangle \mu).
\]

(3.9)

Remarks 3.2. We first list the remarks in the spatially homogeneous case.

1. For \(m = \mu^{-1/2}\), \(p = 2\) and \(\sigma = 0\), (3.7) reduces to the classical spectral gap inequality for the Fokker-Planck semigroup in \(L^2(\mu^{-1/2})\). In that case the semigroup spectral gap is equivalent to the Poincaré inequality. Denoting as \(\lambda_P\) the best constant in the Poincaré inequality, the estimate (3.7) holds with \(a = -\lambda_P\) and \(C_a = 1\).

2. Our proof in the general case is based on the above mentioned semigroup spectral gap estimate in \(L^2(\mu^{-1/2})\) and on the abstract extension Theorem 1.1. More precisely, our approach allows one to prove an equivalence between Poincaré’s inequality and semigroup decay of the Fokker-Planck equation in Banach spaces, including the case of negative Sobolev spaces. The meaning of the sentence is that the functional inequality

\[
\forall a' > a, \quad (\mathcal{L}f, f)_{L^2(\mu^{-1/2})} \leq a' \left\| \Pi^\perp_f \right\|_{L^2(\mu^{-1/2})}^2
\]

(3.10)

is equivalent to the semigroup decay estimate (3.7) for a large class of weight function \(m\).

3. For \(\gamma \geq 2\), it has been proved recently in [5] that a semigroup decay estimate similar to (3.7) holds for the Monge-Kantorovich-Wasserstein distance \(W_2\), or in other words that for any probability measure \(f_0\) with bounded second moment, there holds

\[
W_2(\mathcal{L}(t)f_0, \langle f_0 \rangle \mu) \leq C e^{at} W_2(f_0, \langle f_0 \rangle \mu).
\]

(3.11)

In the above inequality \(C = 1\) and \(-\sigma\) is the optimal constant in the “\(WJ\) inequality” (introduced in [5, Definition 3.1]), which corresponds to the optimal constant in the “log-Sobolev inequality” for convex potential and in particular \(-\sigma\) is smaller than the optimal constant \(\lambda_P\) in the Poincaré inequality (3.10). Our
estimate (3.9) can be compared to (3.11). However we note that it had not been proved yet in the probability literature, even in the spatially homogeneous case, that the Poincaré inequality implies the convergence in \( W_1 \) distance (whereas the converse is known, see for instance [12]).

4. It is worth emphasizing that in Theorem 3.1, the function space can be chosen smaller in term of tail decay than the space of self-adjointness \( L^2(\mu^{-1/2}) \): one can choose for instance \( L^2(\mu^{-\theta/2}) \) with \( \theta \in (1, 2) \).

5. Note that this statement implies in particular that for a strong enough weight function, so that the essential spectrum move far enough to the left, there holds

\[
\Sigma(\mathcal{L}) \subset \{ z \in \mathbb{C} | \Re e(z) \leq -\lambda_p \} \cup \{0\}
\]

and that the null space of \( \mathcal{L} \) is exactly \( \mathbb{R}\mu \).

6. Moreover, thanks to Weyl’s Theorem, we know that in the \( L^2(\mu^{-1/2}) \) space the spectrum is constituted of discrete eigenvalues denotes as \( \xi_{\ell}, \ell \in \mathbb{N} \), with \( \ell \mapsto \Re e(\xi_\ell) \) decreasing. In any Banach space \( W^{\sigma,p}(m) \), exactly the same proof as for Theorem 3.1 (same splitting \( \mathcal{L} = A + B \) and same application of the abstract extension Theorem 1.1) yields to the more accurate description of the spectrum

\[
\Sigma(\mathcal{L}) \cap \Delta_{a_{\sigma}(p,m)} = \{ \xi_{\ell}; \Re e(\xi_\ell) > a_{\sigma}(p,m) \}
\]

as well as the more accurate estimate (1.2) for any \( a > a_{\sigma}(p,m) \) and with \( k \) defined by \( k = \sup\{\ell; \Re e(\xi_\ell) > a_{\sigma}(p,m)\} \).

7. As a consequence of the preceding point, we may improve the intermediate asymptotic for the heat equation established in [4]. Consider \( g \) the solution to the heat equation

\[
\partial_t g = \Delta v g, \quad g(0) = g_0,
\]

with \( g_0 \in L^p(m), m = \langle v \rangle^k, k > d/p' + n - 1, n \in \mathbb{N}^* \). Assume furthermore that

\[
\forall \ell \in \mathbb{N}^d, |\ell| \leq n - 1, \quad \int_{\mathbb{R}^d} g_0 H_\ell \, dx = 0,
\]

where \( (H_\ell) \) stands for the family of Hermite polynomials (see [4] and the references therein). In particular \( \langle g_0 \rangle = 0 \) since \( H_0 = 1 \). We observe that the function \( f \) defined thanks to

\[
g(t, x) = R^{-d} f(\log R, v/R), \quad R = R(t) = \sqrt{1 + 2t},
\]

is a solution to the harmonic Fokker Planck equation

\[
\partial_t f = \mathcal{L} f = \Delta v f + \text{div}_v(v f), \quad f(0) = g_0,
\]

and that \( (H_\ell) \) is an orthogonal family of eigenfunctions associated to the adjoint operator \( \mathcal{L}^* \) (\( H_\ell \) is associated to the eigenvalue \( |\ell| = \ell_1 + \cdots + \ell_d \) for any \( \ell \in \mathbb{N}^d \)). An immediate application of our method implies

\[
\|f_t\|_{L^p(m)} \leq C_{d,p,n} e^{-nt} \|g_0\|_{L^p(m)} \quad \forall t \geq 0,
\]
which improves (3.7) (which holds in that context with \( a = -\lambda p = -1 \) whenever \( n \geq 2 \)). Coming back to the function \( g \) we obtain the optimal intermediate asymptotic estimate

\[
\|g_t\|_{L^p(m)} \leq \frac{C_{d,p,n}}{(1 + t)^{n/2 + d/(2p')}} \|g_0\|_{L^p(m)} \quad \forall t > 0.
\]

That last estimate improves [4, Corollary 4] because the range of initial data is larger and the rate in time is better (it is in fact optimal).

Remarks 3.3. We now list the remarks specific to the spatially periodic case.

1. The value of \( \lambda \) in our quantitative estimate is related to the hypocoercivity estimate in \( L^2(\mu^{-1}) \) setting. However the best rate in general is the real part of the second eigenvalue defined by

\[
\lambda := \sup_{\|\cdot\|_{W^{\sigma,p}(m)}} \inf_{f \in C^\infty_c(\mathbb{R}^d)} \left( \frac{\langle \mathcal{L} f, f^* \rangle}{\|f^*\|_{\sigma}} \right)
\]

(3.12)

where \( C^\infty_c(\mathbb{R}^d) \) denotes the smooth compactly supported functions, and where the supremum is taken over all norms \( \|\cdot\| \) on \( W^{\sigma,p}(m) \) equivalent to the ambient norm, and where \( f^* \in W^{\sigma',p'}(m) \) is the unique element in \( W^{\sigma',p'}(m) \) such that \( \|f\|^2 = \|f^*\|^2_{\sigma} = \langle f^*, f \rangle \), where \( \|\cdot\|_{\sigma} \) is the corresponding dual norm. Let us mention that similar results have been proved for diffusion processes in [6].

2. Our result partially generalizes to a spatially inhomogeneous setting the estimate on the Monge-Kantorovich-Wasserstein distance obtained recently in [5].

3. Our proof is based on the semigroup spectral gap estimate in \( H^1(\mu^{-1/2}) \) established in [20,24] and on the abstract extension Theorem. As a consequence, it gives an alternative proof for the semigroup spectral gap estimate obtained in [8,9] for the Lebesgue space \( L^2(\mu^{-1/2}) \).

4. Again, the proof holds for \( F := \nabla \Phi + U \) which fulfills the conditions of [10, section 3]. In particular the associated Fokker-Planck operator does not take the \( AA^* + B \) structure of [24] (where the term \( \nabla_v(Uf) \) is included in the “\( B \)” part).

The proof of Theorem 3.1 is split into several steps:

1. We recall existing results for proving (3.7) in the space of \( E = H^1(\mu^{-1/2}) \):

**Lemma 3.4.** [20, Theorem 1.1] The result in Theorem 3.1 is true in the Hilbert space \( H^1(\mu^{-1/2}) \) associated to the norm

\[
\|f\|_{H^1(\mu^{-1/2})} := \left( \|f\|^2_{L^2(\mu^{-1/2})} + \|\nabla_x f\|^2_{L^2(\mu^{-1/2})} + \|\nabla_v f\|^2_{L^2(\mu^{-1/2})} \right)^{1/2}.
\]

Such a result has been proved in [20], see also [8,9,13,15,16].

2. We devise an appropriate decomposition \( \mathcal{L} = \mathcal{A} + \mathcal{B} \) with \( \mathcal{B} = \mathcal{L} - M\chi_R \) where \( \chi_R \) is a smooth characteristic function of the set \( |v| \leq R \) with \( M|\nabla_v \chi_R| \) small.
3. We need then to establish the dissipativity of \( B \) in the spaces \( W^{\sigma,p}(m) \) and of \( B := B|_E \) in \( E \). The coercivity of \( B \) in these spaces is established in Lemmas 3.8–3.10. The coercivity of \( B \) in \( E \) follows also from the same Lemma since the weight \( m = \mu^{-1/2} \) is allowed. The latter could be proved by adapting the proof of [20, Theorem 1.1]. Or finally, it could be checked more generally that the coercivity of \( B \) in \( E \) follows from that of \( L \) combined with the strengthened Poincaré inequality as described below.

4. We prove that the semigroup \( \mathcal{S}_B(t) \) is regularizing in \( L^2(\mu^{-1/2}) \).

5. We conclude by applying Theorem 1.1.

Remark 3.5. Observe that since we need only applying regularization estimates for the semigroup of \( B \) after a composition by the operator \( A \), it is enough to prove these regularisation estimates with the usual weight \( \mu^{-1/2} \).

3.2. Simplifications in the Spatially Homogeneous Case

Let us start by pointing out the simplifications in the spatially homogeneous case. First the decay (3.7) in the space \( E = L^2(\mu^{-1/2}) \) follows from the Poincaré inequality:

**Lemma 3.6.** There exists a constant \( \lambda_p > 0 \) so that for \( f \in \mathcal{D}(\mathbb{R}^d) \) with \( \langle f \rangle = 0 \)

\[
\int_{\mathbb{R}^d} \left| \nabla_v \left( \frac{f}{\mu} \right) \right|^2 \mu(v) \, dv \geq \lambda_p \int_{\mathbb{R}^d} f^2 \mu^{-1}(v) \, dv
\]  

(3.13)

and moreover for \( \lambda < \lambda_p \), there is \( \varepsilon(\lambda) > 0 \) so that

\[
\int_{\mathbb{R}^d} \left| \nabla_v \left( \frac{f}{\mu} \right) \right|^2 \mu(v) \, dv \geq \lambda \int_{\mathbb{R}^d} f^2 \mu^{-1}(v) \, dv + \varepsilon \int_{\mathbb{R}^d} \left( f^2 \left| \nabla_v \Phi \right|^2 + \left| \nabla_v f \right|^2 \right) \mu^{-1}(v) \, dv.
\]

**Proof of Lemma 3.6.** The proof of Lemma 3.6 is classical. We refer to [2] for a comprehensive proof of (3.13). For the sake of completeness, we present a quantitative proof of (3.14) as a consequence of (3.13) in the spirit of [21].

On the one hand, by developing the LHS term, we find

\[
T := \int_{\mathbb{R}^d} \left| \nabla_v \left( \frac{f}{\mu} \right) \right|^2 \mu(v) \, dv = \int_{\mathbb{R}^d} \left| \nabla_v f \right|^2 \mu^{-1} \, dv - \int_{\mathbb{R}^d} f^2 (\Delta_v \Phi) \mu^{-1} \, dv.
\]

On the other hand, a similar computation leads to the following identity

\[
T = \int_{\mathbb{R}^d} \left| \nabla_v (f \mu^{-1/2}) \right|^2 \mu^{1/2} + f \mu^{-1/2} \nabla_v \mu^{1/2} \right|^2 \mu(v) \, dv
\]

\[
= \int_{\mathbb{R}^d} \left| \nabla_v (f \mu^{-1/2}) \right|^2 \, dv + \int_{\mathbb{R}^d} f^2 \left( \frac{1}{4} \left| \nabla_v \Phi \right|^2 - \frac{1}{2} \Delta_v \Phi \right) \mu^{-1} \, dv.
\]
The two above identities together with (3.13) imply that for any \( \theta \in (0, 1) \)
\[
T \geq (1 - \theta) \lambda_p \int_{\mathbb{R}^d} f^2 \mu^{-1} \, d \nu + \theta \int_{\mathbb{R}^d} f^2 \left( \frac{1}{16} |\nabla v| \Phi - \frac{3}{4} \Delta \Phi \right) \mu^{-1} \, d \nu
+ \frac{\theta}{16} \int_{\mathbb{R}^d} f^2 |\nabla \Phi| \mu^{-1} \, d \nu + \frac{\theta}{2} \int_{\mathbb{R}^d} \left| \nabla v \right|^2 \mu^{-1} \, d \nu.
\]

Observe that \( |\nabla \Phi| - 12 \Delta \Phi \geq 0 \) for \( \nu \) large enough, and we can choose \( \theta > 0 \) small enough to conclude the proof. \( \square \)

We define
\[
\mathcal{A} f := M \chi_R f, \quad \mathcal{B} f := L f - M \chi_R f
\] (3.14)
where \( M > 0, \chi_R(v) = \chi(v/R), R > 1, \) and \( 0 \leq \chi \in \mathcal{D}(\mathbb{R}^d) \) is such that \( \chi(v) = 1 \) for any \( |v| \leq 1 \). The dissipativity estimates are proved as in the spatially periodic case in Lemmata 3.8–3.9–3.10–3.11. Finally the regularisation estimates are proved by using Nash’s inequality:

**Lemma 3.7.** For any \( 1 \leq p \leq q \leq \infty \) and for any \( R, M \) as in the definition (3.14) of \( \mathcal{B} \), there exists \( b = b(R, M) > 0 \) so that for any \( \sigma \in \{-1, 0, 1\} \)
\[
\forall t \in [0, 1], \quad \| \mathcal{B} (t) f \|_{W^{\sigma, q}(m)} \lesssim \frac{e^{bt}}{t^{\frac{1}{2}(\frac{1}{p} - \frac{1}{q})}} \| f \|_{W^{\sigma, p}(m)} \tag{3.15}
\]
and for any \( -1 \leq \sigma < s \leq 1 \)
\[
\forall t \in [0, 1], \quad \| \mathcal{B} (t) f \|_{H^{s}(m)} \lesssim \frac{e^{bt}}{t^{s - \sigma}} \| f \|_{H^{\sigma}(m)}. \tag{3.16}
\]

**Proof of Lemma 3.7.** The proof is classical and is a variation around Nash’s inequality, together with Riesz-Thorin interpolation Theorem. We refer for instance to [10, Lemma 3.9] for some similar results. \( \square \)

### 3.3. Dissipativity Property of \( \mathcal{B} \)

We define
\[
\mathcal{A} f := M \chi_R f, \quad \mathcal{B} f := L f - M \chi_R f
\] (3.17)
where \( M > 0, \chi_R(v) = \chi(v/R), R > 1, \) and \( 0 \leq \chi \in \mathcal{D}(\mathbb{R}^d) \) is such that \( \chi(v) = 1 \) for any \( |v| \leq 1 \).

**Lemma 3.8.** For any exponents \( \gamma \geq 1, p \in [1, \infty], \) for any weight function \( m \) given by (3.3) or (3.4) and for any \( a > a_0(m, p) \), we can choose \( R, M \) large enough in the definition (3.17) of \( \mathcal{B} \) such that the operator \( \mathcal{B} - a \) is dissipative in \( L^p(m) \).
Proof of Lemma 3.8. We start by establishing an identity satisfied by the operator $\mathcal{L}$. For any smooth, rapidly decaying and positive function $f$, we make the splitting

$$
\int_{T^d \times \mathbb{R}^d} (\mathcal{L} f) \ f^{p-1} \ m^p \ dx \ dv = \int_{T^d \times \mathbb{R}^d} f^{p-1} \ m^p \ (\Delta_v f + \text{div}_v(F f)) \ dx \ dv =: T_1 + T_2.
$$

For the second term $T_2$, we use integration by part in $v$:

$$
T_2 = \int_{T^d \times \mathbb{R}^d} f^{p-1} \ m^p \ \text{div}_v(F f) \ dx \ dv
= \int_{T^d \times \mathbb{R}^d} f^{p-1} \ m^p \ (\text{div}_v F f + F \cdot \nabla_v f) \ dx \ dv
= \int_{T^d \times \mathbb{R}^d} f^p \ (\text{div}_v F) \ m^p \ dv - \frac{1}{p} \int_{T^d \times \mathbb{R}^d} f^p \ \text{div}_v(F m^p) \ dx \ dv
= \int_{T^d \times \mathbb{R}^d} f^p \left[ \left(1 - \frac{1}{p}\right) \text{div}_v F - F \cdot \frac{\nabla_v m}{m} \right] \ m^p \ dx \ dv.
$$

For the first term $T_1$, we use integrations by part in $v$ and the identity $m \nabla m^{-1} + m^{-1} \nabla m = 0$ in order to get with the notation $h = fm$

$$
T_1 = \int_{T^d \times \mathbb{R}^d} h^{p-1} \ m \ \Delta_v \left(h m^{-1}\right) \ dx \ dv
= -\int_{T^d \times \mathbb{R}^d} \nabla_v \left(h^{p-1}\right) \cdot \left(\nabla_v h + h \nabla m^{-1} \nabla_v \right) \ dx \ dv
- \int_{T^d \times \mathbb{R}^d} h^{p-1} \nabla_v m \cdot \left(\nabla_v h m^{-1} + h \nabla m^{-1} \nabla_v \right) \ dx \ dv
= -\int_{T^d \times \mathbb{R}^d} \nabla_v h^{p-1} \cdot \nabla_v h \ dx \ dv + \left(1 - \frac{2}{p}\right) \int_{T^d \times \mathbb{R}^d} (\nabla_v h^p \cdot \nabla_v m) \ m^{-1} \ dx \ dv
- \int_{T^d \times \mathbb{R}^d} h^p \left(\nabla_v m \cdot \nabla m^{-1} \nabla_v \right) \ dx \ dv
= -(p - 1) \int_{T^d \times \mathbb{R}^d} |\nabla_v h|^2 \ h^{p-2} \ dx \ dv
+ \int_{T^d \times \mathbb{R}^d} h^p \left[ \left(\frac{2}{p} - 1\right) \nabla_v \left(\frac{\nabla_v m}{m}\right) + \frac{|\nabla_v m|^2}{m^2} \right] \ dx \ dv
= -(p - 1) \int_{T^d \times \mathbb{R}^d} |\nabla_v (fm)|^2 \ (fm)^{p-2} \ dx \ dv
+ \int_{T^d \times \mathbb{R}^d} (fm)^p \left[ \left(\frac{2}{p} - 1\right) \frac{\Delta_v m}{m} + 2 \left(1 - \frac{1}{p}\right) \frac{|\nabla_v m|^2}{m^2} \right] \ dx \ dv.
$$
All together, we then have established
\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} (\mathcal{B} f) f^{p-1} m^p \, dx \, dv = -(p - 1) \int_{\mathbb{T}^d \times \mathbb{R}^d} |\nabla_v(mf)|^2 (mf)^{p-2} \, dx \, dv + \int_{\mathbb{T}^d \times \mathbb{R}^d} f^p m^p \psi_{m,p}^0 \, dx \, dv, \tag{3.18}
\]
with
\[
\psi_{m,p}^0 := \left( \frac{2}{p} - 1 \right) \frac{\Delta_v m}{m} + 2 \left( 1 - \frac{1}{p} \right) \frac{|\nabla_v m|^2}{m^2} + \left( 1 - \frac{1}{p} \right) \text{div}_v F - F \cdot \nabla_v m = \frac{M}{m} \chi_R.
\]

Introducing the notation \( s := 0, \kappa := 1 \) when \( m = \langle v \rangle^k \) and \( k := s \) when \( m = e^{\kappa \langle v \rangle^s} \), we have
\[
\psi_{m,p}^0 = \left( \frac{2}{p} - 1 \right) \left( \kappa kd \langle v \rangle^{s-2} + \kappa k(k - 2)\langle v \rangle^{s-4} + \kappa^2 s^2 \langle v \rangle^{2s-4} \right) + \left( 2 - \frac{2}{p} \right) \kappa^2 k^2 \langle v \rangle^{2s-4} + \left( 1 - \frac{1}{p} \right) \left( d \langle v \rangle^{s-2} + (\gamma - 2) \langle v \rangle^{2s-4} \right) - \kappa k \langle v \rangle^{2s-4} - M \chi_R
\]
which gives the asymptotic behaviors
\[
\psi_{m,p}^0 (v) \sim \frac{\kappa^2 s^2}{k} \langle v \rangle^{2s-2} - \kappa s \langle v \rangle^{s-2} \quad \text{if } s > 0,
\]
\[
\psi_{m,p}^0 (v) \sim \left( 1 - \frac{1}{p} \right) (d + \gamma - 2) - k \langle v \rangle^{s-2} \quad \text{if } s = 0.
\]

As a consequence, when \( m = e^{\kappa \langle v \rangle^s}, \gamma \geq s > 0, \gamma + s \geq 2, \kappa > 0 \) (with \( \kappa < 1/\gamma \) if \( s = \gamma \)) we obtain
\[
\psi_{m,p}^0 \xrightarrow{v \to \infty} \kappa^2 - \kappa \quad \text{if } \gamma = s = 1,
\]
\[
\psi_{m,p}^0 \xrightarrow{v \to \infty} -\kappa s \quad \text{if } \gamma + s = 2, \ s < \gamma,
\]
\[
\psi_{m,p}^0 \xrightarrow{v \to \infty} -\infty \quad \text{in the other cases}.
\]

When \( \gamma \geq 2 \) and \( m = \langle v \rangle^k \), we get
\[
\psi_{m,p}^0 \xrightarrow{v \to \infty} \left( 1 - \frac{1}{p} \right) d - k \quad \text{if } \gamma = 2,
\]
\[
\psi_{m,p}^0 \xrightarrow{v \to \infty} -\infty \quad \text{if } \gamma > 2 \text{ and } k > \left( 1 - \frac{1}{p} \right) (d + \gamma - 2).
\]
Observe that in all cases when $\gamma + s > 2$, we have
\[
\psi_{m,p}^0 \sim_{|v| \to \infty} -\theta \langle v \rangle^{\gamma + s - 2}, \quad \text{for some constant } \theta > 0. \tag{3.19}
\]

We have then proved the following estimate: for any $a > a_{p,m}$, $\theta' \in (0, a - a_0(p,m))$ small enough and $p \in [1, \infty)$, we then can choose $R,M$ large enough in such a way that $\psi_{m,p}^0(v) \leq a - \theta'$ for any $v \in \mathbb{R}^d$, and
\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} (\mathcal{B} f) f^{p-1} m^p \, dx \, dv \leq a \int_{\mathbb{T}^d \times \mathbb{R}^d} |f|^p m^p \, dx \, dv
\]
\[
-\theta' \int_{\mathbb{T}^d \times \mathbb{R}^d} |f|^p m^p (v)^{\gamma + s - 2} \, dx \, dv \times (1 - p)
\]
\[
\times \int_{\mathbb{T}^d \times \mathbb{R}^d} |\nabla_v (fm)|^2 (fm)^{p - 2} \, dx \, dv. \tag{3.20}
\]

As a consequence and in particular, throwing out the two last terms, we have
\[
\forall f \in L^p(m), \quad \| \mathcal{B}(t)f \|_{L^p(m)} \leq e^{at} \| f \|_{L^p(m)}.
\]

Since $p \mapsto a_0(p,m)$ is increasing, we may pass to the limit as $p \to \infty$ in the above inequality and we thus conclude that $\mathcal{B} - a$ is dissipative in $L^p(m)$ for any $p \in [1, \infty]$ and any $a > a_0(p,m)$. \hfill \Box

**Lemma 3.9.** For any exponents $\gamma \geq 1$, $p \in [1, \infty]$, for any weight function $m$ given by (3.3) or (3.4) and for any $a > a_1(m, p)$, we can choose $R,M$ large enough in the definition (3.17) of $\mathcal{B}$ such that the operator $\mathcal{B} - a$ is hypodissipative in $W^{1,p}(m)$.

**Proof of Lemma 3.9.** The decay of $\nabla_x \mathcal{B}(t)f = \mathcal{B}(t)\nabla_x f$ is proved as in Lemma 3.8 since $x$-derivatives commute with the equation. We hence have
\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} (\mathcal{B} f) f^{p-1} m^p \, dx \, dv \leq a \int_{\mathbb{T}^d \times \mathbb{R}^d} |f|^p m^p \, dx \, dv,
\]
\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} \partial_{x_i} (\mathcal{B} f) \partial_{x_i} f |\partial_{x_i} f|^2 m^p \, dx \, dv \leq a \int_{\mathbb{T}^d \times \mathbb{R}^d} |\partial_{x_i} f|^p m^p \, dx \, dv.
\]

For any $i \in \{1, \ldots, d\}$, we compute
\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} (\partial_{vi} L f) \partial_{vi} f |\partial_{vi} f|^2 m^p \, dx \, dv
\]
\[
= \int_{\mathbb{T}^d \times \mathbb{R}^d} \partial_{vi} f |\partial_{vi} f|^2 m^p \left( \Delta_i \partial_{vi} f + \sum_{j=1}^d \partial_{vi} \partial_{vj} (F_j f) \right) \, dx \, dv
\]
\[
- \int_{\mathbb{T}^d \times \mathbb{R}^d} \partial_{x_i} f \partial_{vi} f |\partial_{vi} f|^2 m^p \, dx \, dv =: T_1 + T_2 + T_3.
\]
For the first term $T_1$, proceeding exactly as in the proof of Lemma 3.8, we find

$$T_1 = -(p - 1) \int_{\mathbb{T}^d \times \mathbb{R}^d} |\nabla_v m \partial_v v| \big| m \partial_v v \big|^{p-2} \ dx \ dv$$

$$+ \int_{\mathbb{T}^d \times \mathbb{R}^d} |\partial_v v|^p \left\{ \left( \frac{2}{p} - 1 \right) \frac{\Delta_v m}{m} + 2 \left( 1 - \frac{1}{p} \right) \frac{|\nabla_v m|^2}{m^2} \right\} \ dx \ dv.$$

For the second term $T_2$, we have

$$T_2 = \int_{\mathbb{T}^d \times \mathbb{R}^d} \sum_{j=1}^d \left( \partial_v v \partial_v v_j F_j f + \partial_v v \partial_v v_j f \right) \partial_v v_f |\partial_v v_f|^{p-2} m^p \ dx \ dv$$

$$+ \int_{\mathbb{T}^d \times \mathbb{R}^d} |\partial_v v|^p \left[ (\text{div} v) \left( 1 - \frac{1}{p} \right) - F \cdot \nabla_v m \right] m^p \ dx \ dv.$$

For the third term $T_3$, we use Young inequality to split it as

$$T_3 \leq \varepsilon^{-1} \int_{\mathbb{T}^d \times \mathbb{R}^d} |\partial_v v|^p m^p \ dx \ dv + \varepsilon \int_{\mathbb{T}^d \times \mathbb{R}^d} |\partial_v v|^p m^p \ dx \ dv$$

where $\varepsilon$ will later be chosen small.

Using the Young inequality, we get

$$\sum_i \int_{\mathbb{T}^d \times \mathbb{R}^d} (\partial_v v B f) \partial_v v_f |\partial_v v_f|^{p-2} m^p \ dx \ dv$$

$$= \sum_i \left\{ T_1 + T_2 + T_3 - \int_{\mathbb{T}^d \times \mathbb{R}^d} \partial_v v (M \chi f) \partial_v v_f |\partial_v v_f|^{p-2} m^p \ dx \ dv \right\}$$

$$\leq \int_{\mathbb{T}^d \times \mathbb{R}^d} \frac{|f|^p}{p'} Z m^p + \int_{\mathbb{T}^d \times \mathbb{R}^d} \psi_{m,p}^1 \left( \sum_{i=1}^d |\partial_v v|^p \right) m^p \ dx \ dv$$

$$+ \varepsilon^{-1} \int_{\mathbb{T}^d \times \mathbb{R}^d} \left( \sum_{i=1}^d |\partial_v v|^p \right) m^p \ dx \ dv,$$

with

$$Z := \sum_{i,j=1}^d |\partial_v v \partial_v v_j f| + (M/R) |(\text{div} v \chi) R|$$

and

$$\psi_{m,p}^1 := \frac{1}{p} Z + \frac{1}{p'} \sup_i \sum_j |\partial_v v_j F_j| + \frac{1}{p} \sup_j \sum_i |\partial_v v_i F_j| + \psi_{m,p}^0 + \varepsilon.$$
On the one hand, the function $Z$ is always negligible with respect to the dominant term in $\psi_{m,p}^0$ (which is $F \cdot \nabla_v \ln m$). On the other hand, we compute

$$\sup_i \sum_j |\partial v_i F_j| \leq \left(1 + \sqrt{d} (\gamma - 2)\right) (v)^{\gamma - 2},$$

$$\sup_j \sum_i |\partial v_i F_j| \leq \left(1 + \sqrt{d} (\gamma - 2)\right) (v)^{\gamma - 2}. $$

We deduce

$$\limsup \psi_{m,p}^1 \leq \limsup \tilde{\psi}_{m,p}^1$$

with

$$\tilde{\psi}_{m,p}^1 := \left(1 + \sqrt{d} (\gamma - 2)\right) (v)^{\gamma - 2} + \psi_{m,p}^0 + \varepsilon.$$  

When $m = e^{\kappa (v)^{\gamma}}$, $\gamma \geq s > 0$, $\gamma + s \geq 2$, $\gamma \geq 1$, $\kappa > 0$, we observe that $\tilde{\psi}_{m,p}^1 \sim_{v \to \infty} \psi_{m,p}^0$, and when $m = \langle v \rangle^k$, $\gamma \geq 2$, we observe that

$$\limsup_{v \to \infty} \tilde{\psi}_{m,p}^1 \leq 1 + \left(1 - \frac{1}{p} \right) d - k + \varepsilon \quad \text{if } \gamma = 2,$$

$$\limsup_{v \to \infty} \tilde{\psi}_{m,p}^1 = -\infty \quad \text{if } \gamma > 2 \quad \text{and } k > 1 + \sqrt{d} (\gamma - 2) + \left(1 - \frac{1}{p} \right) (d + \gamma - 2).$$

Summing up, for any $a > a_1 (p, m)$, $\eta \in (0, a - a_1 (p, m))$ and $p \in [1, \infty)$, we can choose $R, M$ large enough and $\varepsilon$ small enough in such a way that $\psi_{m,p}^1 (v) \leq a - \eta$ for any $v \in \mathbb{R}^d$. We then have established the following estimate

$$\sum_{i=1}^d \int_{\mathbb{T}^d \times \mathbb{R}^d} (\partial v_i B f) \partial v_i f |\partial v_i f|^p m^p \, dx \, dv$$

$$\leq C \int_{\mathbb{T}^d \times \mathbb{R}^d} |f|^p m^p (v)^{\gamma - 2} \, dx \, dv + C \int_{\mathbb{T}^d \times \mathbb{R}^d} \left(\sum_{i=1}^d |\partial v_i f|^p\right) m^p \, dx \, dv$$

$$+ a \int_{\mathbb{T}^d \times \mathbb{R}^d} \left(\sum_{i=1}^d |\partial v_i f|^p\right) m^p \, dx \, dv$$

$$- \frac{\theta}{2} \int_{\mathbb{T}^d \times \mathbb{R}^d} \left(\sum_{i=1}^d |\partial v_i f|^p\right) m^p \langle v \rangle^{\gamma + s - 2} \, dx \, dv$$

$$- (p - 1) \sum_{i,j=1}^d \int_{\mathbb{T}^d \times \mathbb{R}^d} |\partial v_i ((\partial_j f)m)|^2 \partial v_i f |\partial v_i f|^p m^p \, dx \, dv$$

where $C$ depends on $M$ and $R$.

As a consequence, any solution $f$ to the linear evolution equation

$$\partial_t f = B f, \quad f(0) = f_0 \in W^{1,p}(m)$$

satisfies
\[ \frac{d}{dt} \int_{\mathbb{T}^d \times \mathbb{R}^d} \left( \sum_{i=1}^{d} |\partial v_i f|^p \right) \frac{m^p}{p} \, dx \, dv \leq C \int_{\mathbb{T}^d \times \mathbb{R}^d} |f|^p \, m^p \, (v)^{\gamma-2} \, dx \, dv + C \int_{\mathbb{T}^d \times \mathbb{R}^d} \left( \sum_{i=1}^{d} |\partial x_i f|^p \right) \, m^p \, dx \, dv. \]

Defining the equivalent norm \( \| \cdot \|_{\tilde{W}^{1,p}(m)} \) thanks to
\[ \| f \|_{\tilde{W}^{1,p}(m)} := \| f \|_{L^p(m)} + \sum_{i=1}^{d} \| \partial x_i f \|_{L^p(m)} + \zeta \sum_{i=1}^{d} \| \partial v_i f \|_{L^p(m)} \]
and choosing \( \zeta > 0 \) small enough, we conclude thanks to Lemma 3.8 and the estimate (3.19) that \( (\mathcal{B} - a) \) is dissipative in \( \tilde{W}^{1,p}(m) \) for any \( a > a_1(p, m) \) and \( p \in (1, \infty) \), and therefore in \( W^{1,p}(m) \) for any \( a > a_1(p, m) \) and \( p \in [1, \infty] \).

**Lemma 3.10.** For any \( p \in [1, \infty] \), for any force \( F \) given by (3.2), any weight function \( m \) given by (3.3) or (3.4), and for any \( a > a_1(m, p) \), we can choose \( R, M \) large enough in the definition (3.17) of \( \mathcal{B} \) such that the operator \( \mathcal{B} - a \) is hypodissipative in \( W^{-1,p}(m) \).

**Proof of Lemma 3.10.** We split the proof into three steps.

**Step 1** We first observe that if
\[ Cf := Af + B \cdot \nabla v f + \Delta_v f - v \cdot \nabla_x f, \]
and we make the change of unknown \( h := fm \) with \( m = m(v) \), then the corresponding operator \( C_mh = mC(m^{-1}h) \) can be written as
\[ C_mh := A_mh + B_m \cdot \nabla_v h + \Delta_v h - v \cdot \nabla_x h \]
with
\[ A_m := \left[ -\frac{\Delta_v m}{m} + 2 \frac{|\nabla_v m|^2}{m^2} + A - B \cdot \frac{\nabla_v m}{m} \right], \quad B_m := \left[ B - 2 \frac{\nabla_v m}{m} \right]. \]

We also observe that the dual operator \( C^* \) is
\[ C^* \phi := A^* \phi + B^* \cdot \nabla_v \phi + \Delta_v \phi + v \cdot \nabla_x \phi, \]
with
\[ A^* := (A - \text{div}_v B), \quad B^* := -B. \]

Defining
\[ Bf := (\text{div}_v F - M_{\chi_R}) f + F \cdot \nabla_v f + \Delta_v f - v \cdot \nabla_x f \]
and using the two above identities, we get
\[
B_m^* \phi = \left[ \frac{\Delta v m}{m} - M \chi_R - F \cdot \nabla v m \right] \phi - \left[ F - 2 \frac{\nabla v m}{m} \right] \cdot \nabla v \phi + v \cdot \nabla x \phi.
\] (3.21)

Besides, any solution \( g \) to the equation
\[
\partial_t g = \alpha g + \beta \cdot \nabla v g + \frac{\nabla v m}{m} \nabla v g \pm v \cdot \nabla x g
\]
satisfies at least formally (by performing two integrations by parts) the identity
\[
\frac{d}{dt} \int_{T^d \times \mathbb{R}^d} |g|^p \, dx \, dv = -(p - 1) \int_{T^d \times \mathbb{R}^d} |\nabla v g|^2 |g|^{p-2} \, dx \, dv
+ \int_{T^d \times \mathbb{R}^d} \left( \alpha - \frac{\text{div} v \beta}{p} \right) |g|^p \, dx \, dv.
\]

As a consequence, for \( \phi \) solution to the equation
\[
\partial_t \phi = B_m^* \phi,
\] (3.22)
we have
\[
\frac{d}{dt} \int_{T^d \times \mathbb{R}^d} \frac{|\phi|^p}{p} \, dx \, dv \leq \int_{T^d \times \mathbb{R}^d} |\phi|^p \psi_{p,m}^2 \, dx \, dv,
\]
with
\[
\psi_{p,m}^2 := \left( 1 - \frac{2}{p'} \right) \frac{\Delta v m}{m} + \frac{1}{p} \text{div} v F + \frac{2}{p} \frac{|\nabla v m|^2}{m^2} - F \cdot \nabla v m - M \chi_R.
\] (3.23)

Recalling that
\[
\frac{\Delta v m}{m} \sim k \kappa (d + s - 2) |v|^{s-2} + k^2 \kappa^2 |v|^{2s-2}, \quad \text{div} v F \sim (d + \gamma - 2) |v|^{-2},
\]
\[
\frac{|\nabla v m|^2}{m^2} \sim k^2 \kappa^2 |v|^{2s-2}, \quad F \cdot \nabla v m \sim k \kappa |v|^{\gamma+s-2},
\]
we have for an exponential weight function (so that \( s > 0 \) and \( k = s \))
\[
\psi_{p,m}^2 \sim \kappa^2 s^2 |v|^{s-2} - s \kappa |v|^{\gamma+s-2},
\]
and for a polynomial weight function (so that \( s = 0 \)), we have
\[
\psi_{p,m}^2 \sim \left( \frac{d + \gamma - 2}{p} - k \right) |v|^{-2},
\]
with again \( \psi_{p,m}^2 (v) \sim -h(v)|v|^s \) for large \( v \) when \( \gamma + s > 2 \). In both case, we conclude that for any \( a > a_{p,m} \)
\[
\frac{1}{p} \frac{d}{dt} \|\phi\|_{L^p(\mathbb{R}^d)} \leq a \|\phi\|_{L^p(\mathbb{R}^d)} - \theta' \|\phi(v)^{(\gamma+s-2)/p}\|_{L^p(\mathbb{R}^d)}^p
\] (3.24)
for some small \( \theta' \), uniformly when \( p \to \infty \).
Step 2 Now, we write

\[ \partial_t (\partial_v \phi) = \partial_v B_m^* \phi \]

\[ = \Delta_v (\partial_v \phi) - \sum_{j=1}^{d} \partial_v (F_j - 2 \frac{\partial_v m}{m}) \partial_v \phi - \left[ F - 2 \frac{\nabla_v m}{m} \right] \cdot \nabla_v (\partial_v \phi) \]

\[ + \left[ \frac{\Delta_v m}{m} - F \cdot \frac{\nabla_v m}{m} - M \chi_R \right] \partial_v \phi + \partial_v \left[ \frac{\Delta_v m}{m} - F \cdot \frac{\nabla_v m}{m} - M \chi_R \right] \phi \]

\[ - v \cdot \nabla_x (\partial_v \phi) - \partial_x \phi \]

\[ =: \Delta_v (\partial_v \phi) - \sum_{j=1}^{d} \partial_v B_m^* (\partial_v \phi) - B_m^* \cdot \nabla_v (\partial_v \phi) + A_m^* (\partial_v \phi) + (\partial_v A_m^*) \phi \]

\[ - v \cdot \nabla_x (\partial_v \phi) - \partial_x \phi. \]

By integration by parts, we deduce

\[ \frac{1}{p} \frac{d}{dt} \int_{\mathbb{T}^d \times \mathbb{R}^d} \left( \sum_{i=1}^{d} |\partial_v \phi|^p \right) \, dx \, dv = \sum_{i=1}^{d} \int_{\mathbb{T}^d \times \mathbb{R}^d} (\partial_t \partial_v \phi) \partial_v \phi |\partial_v \phi|^{p-2} \, dx \, dv \]

\[ \leq \int_{\mathbb{T}^d \times \mathbb{R}^d} \left( A_m^* + \frac{1}{p} \text{div}_v B_m^* \right) \left( \sum_{i=1}^{d} |\partial_v \phi|^p \right) \, dx \, dv \]

\[ + \sum_{i=1}^{d} \int_{\mathbb{T}^d \times \mathbb{R}^d} \left[ (\partial_v A_m^*) \phi - (\partial_v B_m^*,j) \partial_v j \partial_v \phi \right] \partial_v \phi |\partial_v \phi|^{p-2} \, dx \, dv \]

\[ + \sum_{i=1}^{d} \int_{\mathbb{T}^d \times \mathbb{R}^d} \partial_x \phi \partial_v \phi |\partial_v \phi|^{p-2} \, dx \, dv \]

\[ \leq \int_{\mathbb{T}^d \times \mathbb{R}^d} \left( \frac{\varepsilon^p}{p} + \psi_{p,m}^3 + \frac{1}{p} \sup_{i=1,\ldots,d} |\partial_v A_m^*| \right) \left( \sum_{i=1}^{d} |\partial_v \phi|^p \right) \, dx \, dv \]

\[ + \frac{1}{p' \varepsilon^p} \int_{\mathbb{T}^d \times \mathbb{R}^d} \left( \sum_{i=1}^{d} |\partial_x \phi|^p \right) \, dx \, dv + \frac{1}{p'} \int_{\mathbb{T}^d \times \mathbb{R}^d} \left( \sum_{i} |\partial_v A_m^*| \right) |\phi|^p \, dx \, dv \]

where

\[ \psi_{p,m}^3 := \sup_{i=1,\ldots,d} \sum_{j=1}^{d} |\partial_v B_m^*| + A_m^* + \frac{1}{p} \text{div}_v B_m^*. \]

We have

\[ \sup_{i=1,\ldots,d} \sum_{j=1}^{d} |\partial_j B_m^*| \leq \left( 1 + (\gamma - 2) \sqrt{d} \right) |v|^\gamma - 2 + 2k \kappa \left( 1 + (s - 2) \sqrt{d} \right) |v|^s - 2, \]
as well as

\[ A_m^*(v) + \frac{1}{p} \text{div}_v B_m^*(v) \sim \left( 1 - \frac{2}{p} \right) \frac{\Delta m}{m} + \frac{2}{p} \frac{|\nabla m|^2}{m^2} \]

\[ + \frac{1}{p} \text{div} F - F \cdot \frac{\nabla m}{m} \sim \psi_{p,m}^0(v) \]

and

\[ \partial_v A_m^* \sim \begin{cases} 
  k(\gamma - 2)(k + d - 3) 
  & \text{when } \gamma \geq 2 \text{ and } m(v) = \langle v \rangle^k, \\
  [2k^2s^2 + \kappa^2s^2(2s - 4)] v_i |v|^{2s-4} - [2\kappa s + \kappa s(\gamma + s - 4)] v_i |v|^{\gamma+s-4} 
  & \text{when } \gamma \geq 1 \text{ and } m(v) = e^{\kappa(v)^{s}},
\end{cases} \]

which yields

\[ |\partial_v A_m^*| \lesssim W(v), \quad W(v) := \langle v \rangle^{\max\{2s, s + \gamma\} - 3}. \]

For an exponential weight function (so that \( s > 0 \)), we have thus

\[ \psi_{p,m}^3(v) \sim \psi_{p,m}^2(v) \sim \kappa^2k^2 |v|^{2s-2} - k\kappa |v|^{\gamma+s-2} \]

and for a polynomial weight function (so that \( s = 0 \)), we have

\[ \limsup \psi_{p,m}^3 \leq \left( 1 + (\gamma - 2)\sqrt{d} + \frac{d + \gamma - 2}{p} - k \right) |v|^{\gamma-2}. \]

In both case, we conclude that for any \( a > a_1(p, m) \) and for \( M, R \) large enough

\[ \frac{1}{p} \frac{d}{dt} \left( \sum_{i=1}^d \|\partial v_i \phi\|_{L^p}^p \right) \leq a \left( \sum_{i=1}^d \|\partial v_i \phi\|_{L^p}^p \right) + C \left( \sum_{i=1}^d \|\partial x_i \phi\|_{L^p}^p \right) + C \|\phi\|_{L^p(W)}^p \]

for some \( C \) depending on \( a \), uniformly when \( p \to \infty \). Defining again the norm

\[ \|\phi\|_{\tilde{W}^1,p(m)} := \|\phi\|_{L^p(m)} + \sum_{i=1}^d \|\partial x_i \phi\|_{L^p(m)} + \zeta \sum_{i=1}^d \|\partial v_i \phi\|_{L^p(m)} \]

for \( \zeta \) small enough, equivalent to \( W^{1,p}(m) \), and using that \( W \leq C \langle v \rangle^{\gamma+s-2} \), we obtain the following differential inequality

\[ \frac{1}{p} \frac{d}{dt} \|\phi\|_{\tilde{W}^1,p(m)}^p \leq a \|\phi\|_{\tilde{W}^1,p(m)}^p \]

uniformly as \( p \to \infty \). We have thus proved

\[ \forall t \geq 0, \forall \phi \in W^{1,p}, \|\mathcal{S}_{B_m}(t)\phi\|_{W^{1,p}} \leq C e^{at} \|\phi\|_{W^{1,p}} \]

for some \( C > 0 \) (depending on \( a \)), uniformly as \( p \to \infty \).
Step 3 For any \( h \in W^{-1,p} \) and \( \phi \in W^{1,p'} \), we have
\[
\langle \mathcal{S}_{B_m}(t)h, \phi \rangle = \langle h, \mathcal{S}_{B_m}(t)\phi \rangle \leq \|h\|_{W^{-1,p}} \|\mathcal{S}_{B_m}(t)\phi\|_{W^{1,p'}} \leq Ce^{at} \|h\|_{W^{-1,p}} \|\phi\|_{W^{1,p'}},
\]
so that
\[
\forall h \in W^{-1,p}, \quad \|\mathcal{S}_{B_m}(t)h\|_{W^{-1,p}} \leq Ce^{at} \|h\|_{W^{-1,p}}.
\]
Then, coming back to the operator \( B \), we conclude with
\[
\|\mathcal{S}_{B}(t)f\|_{W^{-1,p}(m)} \leq Ce^{at} \|f\|_{W^{-1,p}(m)},
\]
so that \( B - a \) is hypodissipative in \( W^{-1,p}(m) \) for any \( 1 \leq p \leq \infty \).

We introduce for \( \zeta > 0 \) the norm
\[
\|\psi\|_{\mathcal{F}_\infty} := \max \left\{ \|\psi(v)^{-1}\|_{L^\infty}; \sup_{i=1,\ldots,d} \|\partial_{x_i}\psi\|_{L^\infty}; \zeta \sup_{i=1,\ldots,d} \|\partial_v\psi\|_{L^\infty} \right\},
\]
and the associated space
\[
\mathcal{F}_\infty := \{ \psi \in W^{1,\infty}_{loc}; \|\psi\|_{\mathcal{F}_\infty} < \infty \}
\]
and its dual \((\mathcal{F}_\infty)'\). Observe that
\[
\|f\|_{L^1((v))} := \sup_{\psi \in L^\infty, \|\psi\|_{L^\infty} \leq 1} \int_{\mathbb{T}^d \times \mathbb{R}^d} \langle v \rangle f \phi \, dx \, dv
\]
\[
= \sup_{\psi \in L^\infty_{loc}, \|\psi(v)^{-1}\|_{L^\infty} \leq 1} \int_{\mathbb{T}^d \times \mathbb{R}^d} f \psi \, dx \, dv,
\]
so that \( L^1((v)) \subset (\mathcal{F}_\infty)' \).

Lemma 3.11. Assume that \( \gamma \in [2, 2 + 1/(d - 1)) \), then for any
\[
a > \tilde{a}_\gamma := (d - 1)(\gamma - 2) - 1,
\]
(observe that \( \tilde{a}_\gamma < 0 \) from the assumptions), we can choose \( R, M \) large enough in the definition (3.17) of \( B \) such that the operator \( B - a \) is dissipative in \((\mathcal{F}_\infty)'\).

Proof of Lemma 3.11. The proof is an adaptation of the proof of Lemma 3.10, and we sketch it briefly, writing only the needed formal a priori estimates.

Step 1 For any \( \psi \in L^\infty_{loc} \), we denote by \( \psi_t := \mathcal{S}_{B^*}(t)\psi \) the solution (when it exists) to the dual evolution equation
\[
\partial_t \psi_t = B^* \psi_t, \quad \psi_0 = \psi,
\]
with
\[
B^* \psi := \Delta_v \psi - F \cdot \nabla_v \psi - M \chi_R \psi + v \cdot \nabla_x \psi.
\]
Introducing the new unknown \( \phi := \psi \langle v \rangle^{-1} \), we observe that when \( \psi_t \) is a solution to (3.25), then the associated function \( \phi_t \) is a solution to the rescaled equation

\[
\partial_t \phi_t = \langle v \rangle^{-1} \partial_t \psi_t = \langle v \rangle^{-1} B^* \langle (v) \phi_t \rangle =: B^*_t \phi_t, \quad \psi_0 = \psi, \tag{3.26}
\]

where \( B^*_t \) is defined by (3.21).

**Step 2** We calculate

\[
\partial_t \partial_{\psi_t} = \partial_{\psi_t} B^* \psi = \Delta_v \partial_{\psi_t} \psi - (\partial_{\psi_t} F_j) \partial_{\psi_t} v_j - F_j \partial_{\psi_t} v_j \psi - M \chi_R \partial_{\psi_t} \psi + M (\partial_{\psi_t} \chi_R) \psi + v \cdot \nabla_x (\partial_{\psi_t} \psi) + \partial_{x_i} \psi,
\]

with \( F_j \sim v_j \langle v \rangle^{\gamma-2} \) and \( \partial_{\psi_t} F_j \sim \delta_{ij} \langle v \rangle^{\gamma-2} + (\gamma - 2) v_i v_j \langle v \rangle^{\gamma-4} \). We deduce

\[
\frac{1}{p} \frac{d}{dt} \int_{\mathbb{T}^d \times \mathbb{R}^d} \left( \sum_{i=1}^d |\partial_{v_i} \psi|^p \right) \, dx \, dv \\
\leq \int_{\mathbb{T}^d \times \mathbb{R}^d} \left[ - \delta_{ij} \langle v \rangle^{\gamma-2} + (\gamma - 2) v_i v_j \langle v \rangle^{\gamma-4} \partial_{v_j} v_i - v_j \langle v \rangle^{\gamma-2} \partial_{v_j} \partial_{v_i} \psi \\
- M \chi_R \partial_{v_i} \psi + M (\partial_{v_i} \chi_R) \psi + \partial_{x_i} \psi \right] \partial_{v_i} \psi |\partial_{v_i} \psi|^{p-2} \, dx \, dv =: T_1 + \cdots + T_5,
\]

with the convention of summation of repeated indices. We compute

\[
T_1 = - \int_{\mathbb{T}^d \times \mathbb{R}^d} \langle v \rangle^{\gamma-2} \left( \sum_{i=1}^d |\partial_{v_i} \psi|^p \right) \, dx \, dv
\]

\[
T_2 \leq - \sum_{i=1}^d (\gamma - 2) \int_{\mathbb{T}^d \times \mathbb{R}^d} \langle v \rangle^{\gamma-4} |v_i|^2 |\partial_{v_i} \psi|^p \, dx \, dv + \sum_{i \neq j} (\gamma - 2) \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 \langle v \rangle^{\gamma-4} \left( \frac{1}{p} |\partial_{v_j} \psi|^p + \frac{1}{p} |\partial_{v_i} \psi|^p \right) \, dx \, dv
\]

\[
\leq (d-1)(\gamma - 2) \int_{\mathbb{T}^d \times \mathbb{R}^d} |v|^2 \langle v \rangle^{\gamma-4} \left( \sum_{i=1}^d |\partial_{v_i} \psi|^p \right) \, dx \, dv
\]

\[
T_3 = - \frac{1}{p} \sum_{i,j=1}^d \int_{\mathbb{T}^d \times \mathbb{R}^d} v_j \langle v \rangle^{\gamma-2} \partial_{v_j} |\partial_{v_i} \psi|^p \, dx \, dv = \frac{1}{p} \sum_{i,j=1}^d \int_{\mathbb{T}^d \times \mathbb{R}^d} \left( \langle v \rangle^{\gamma-2} + (\gamma - 2) v_i^2 \langle v \rangle^{\gamma-4} \right) |\partial_{v_i} \psi|^p \, dx \, dv
\]

\[
\leq \frac{d}{p} (\gamma - 1) \int_{\mathbb{T}^d \times \mathbb{R}^d} \langle v \rangle^{\gamma-2} \left( \sum_{i=1}^d |\partial_{v_i} \psi|^p \right) \, dx \, dv
\]
and

\[
T_4 = \int_{\mathbb{T}^d \times \mathbb{R}^d} \left[ -M \chi_R \partial_{v_i} \psi + M \left( \frac{\partial_{v_i} \chi (v/R)}{\psi} \right) \psi \right] \partial_{v_i} \psi |\partial_{v_j} \psi|^{p-2} \, dx \, dv
\]
\[
\leq C M \| \psi \|_{L^p}^{-1} \left( \sum_{i=1}^d \| \partial_{v_i} \psi \|_{L^p}^{p-1} \right)
\]

and

\[
T_5 \leq \frac{\varepsilon^p}{p} \int_{\mathbb{T}^d \times \mathbb{R}^d} \left( \sum_{i=1}^d |\partial_{v_i} \psi|^p \right) \, dx \, dv + \frac{1}{p' \varepsilon^{p'}} \int_{\mathbb{T}^d \times \mathbb{R}^d} \left( \sum_{i=1}^d |\partial_{x_i} \psi|^p \right) \, dx \, dv.
\]

All in all, we have proved

\[
\frac{1}{p} \frac{d}{dt} \int_{\mathbb{T}^d \times \mathbb{R}^d} \frac{d}{dx} \left( \sum_{i=1}^d |\partial_{v_i} \psi|^p \right) \, dx \, dv \leq \left[ \frac{d(\gamma - 1)}{p} + \varepsilon^p \left( (d-1)(\gamma - 2) - 1 \right) \right]
\]
\[
\times \left( \sum_{i=1}^d |\partial_{x_i} \psi|^p \right) \, dx \, dv + C M \| \psi \|_{L^p}^{-1} \left( \sum_{i=1}^d \| \partial_{v_i} \psi \|_{L^p}^{p-1} \right).
\]

We recall that any solution \( \phi_t \) of (3.26) satisfies (3.24). Fixing \( a > (d-1)(\gamma - 2) - 1 \), next \( \zeta_0 > 0 \) so that \( a - \zeta_0 > (d-1)(\gamma - 2) - 1 \), and then fixing \( M \) and \( R \) so that (3.24) holds with the choice \( a - \zeta_0 \), \( M \), \( R \), we have for any \( \zeta \in (0, \zeta_0) \) and \( K \geq 1 \) the differential inequality

\[
\frac{1}{p} \frac{d}{dt} \left[ \| \phi \|_{L^p}^p + \sum_{i=1}^d \| \partial_{x_i} \phi \|_{L^p}^p + \zeta \sum_{i=1}^d \| \partial_{v_i} \psi \|_{L^p}^p \right]
\]
\[
\leq (a - \zeta_0) \left( \| \phi \|_{L^p}^p + \sum_{i=1}^d \| \partial_{x_i} \phi \|_{L^p}^p \right)
\]
\[
+ \zeta \left[ \left( \frac{d(\gamma - 1)}{p} + (d-1)(\gamma - 2) - 1 \right) \left( \sum_{i=1}^d \| \partial_{v_i} \psi \|_{L^p}^p \right) \right]
\]
\[
+ C M \left( \frac{K^p}{p} \| \phi \|_{L^p}^p + \frac{C M}{K} \left( \sum_{i=1}^d \| \partial_{x_i} \psi \|_{L^p}^p \right) \right).
\]

Taking \( K \), \( p \) large enough and then \( \zeta \) small enough, we deduce

\[
\frac{1}{p} \frac{d}{dt} \left[ \| \phi \|_{L^p}^p + \sum_{i=1}^d \| \partial_{x_i} \phi \|_{L^p}^p + \zeta \sum_{i=1}^d \| \partial_{v_i} \psi \|_{L^p}^p \right]
\]
\[
\leq a \left[ \| \phi \|_{L^p}^p + \sum_{i=1}^d \| \partial_{x_i} \phi \|_{L^p}^p + \zeta \sum_{i=1}^d \| \partial_{v_i} \psi \|_{L^p}^p \right]
\]
uniformly for $p$ large. As a consequence, we get by Gronwall lemma and then passing to the limit $p \to \infty$
\[
\|\mathcal{B}^{\ast}(t)\psi\|_{\mathcal{F}_\infty} = \|\psi_t\|_{\mathcal{F}_\infty} \leq e^{at} \|\psi\|_{\mathcal{F}_\infty}.
\]

We conclude the proof by duality. \qed

3.4. Regularisation in the Spatially Periodic Case

We prove a regularization property of the kinetic Fokker-Planck equation related to the theory of hypoellipticity. It can be considered well-known and as a piece of “folklore”, but we include a sketch of the proof for clarity and in order to make explicit the estimate. The argument follows closely the methods and discussions in [15] and [24, Section A.21].

**Lemma 3.12.** The semigroup $\mathcal{B}$ satisfies (with no claim of optimality on the exponents) first (gain of derivative in $L^2$ spaces)

1. $\forall t \in [0, 1], \forall k \in \mathbb{N}^*$
   \[
   \begin{align*}
   \|\mathcal{B}(t)f\|_{H^k(\mu^{-1/2})} &\lesssim \frac{1}{t^{3k/2}} \|f\|_{L^2(\mu^{-1/2})}, \\
   \|\mathcal{B}(t)f\|_{L^2(\mu^{-1/2})} &\lesssim \frac{1}{t^{3k/2}} \|f\|_{H^{-k}(\mu^{-1/2})}.
   \end{align*}
   \]

second (gain of integrability at order zero)

2. $\forall t \in [0, 1],$
   \[
   \begin{align*}
   \|\mathcal{B}(t)f\|_{L^2(\mu^{-1/2})} &\lesssim \frac{1}{t^{(5d+1)/2}} \|f\|_{L^1(\mu^{-1/2})}, \\
   \|\mathcal{B}(t)f\|_{L^\infty(\mu^{-1/2})} &\lesssim \frac{1}{t^{(5d+1)/2}} \|f\|_{L^2(\mu^{-1/2})}.
   \end{align*}
   \]

third (gain of integrability at order one)

3. $\forall t \in [0, 1],$
   \[
   \begin{align*}
   \|\nabla \mathcal{B}(t)f\|_{L^2(\mu^{-1/2})} &\lesssim \frac{1}{t^{(5d+1)/2}} \|\nabla f\|_{L^1(\mu^{-1/2})}, \\
   \|\nabla \mathcal{B}(t)f\|_{L^\infty(\mu^{-1/2})} &\lesssim \frac{1}{t^{(5d+1)/2}} \|\nabla f\|_{L^2(\mu^{-1/2})}.
   \end{align*}
   \]

fourth (gain of integrability at order minus one)

4. $\forall t \in [0, 1],$
   \[
   \begin{align*}
   \|\mathcal{B}(t)f\|_{W^{-1,\infty}(\mu^{-1/2})} &\lesssim \frac{1}{t^{(5d+1)/2}} \|f\|_{W^{-1,2}(\mu^{-1/2})}, \\
   \|\mathcal{B}(t)f\|_{W^{-1,2}(\mu^{-1/2})} &\lesssim \frac{1}{t^{(5d+1)/2}} \|f\|_{W^{-1,1}(\mu^{-1/2})}.
   \end{align*}
   \]

**Remark 3.13.** We have not been able to find the precise form of these regularisation estimates in the literature, however regularisation estimates for kinetic Fokker-Planck equations are well-known, see for instance [15], [24, Appendix A.21.2] on the analysis side and [11,26] on the probability side.
Proof of Lemma 3.12. We only sketch the proof which is similar to the arguments developed in [15], see also [24, A.21.2 Variants], and in Lemma 3.7.

Step 1: Proof of inequality (1). We only prove the case \( k = 1 \), higher exponents \( k \) are obtained by differentiating the equation and applying the same argument. We write down the energy estimates for the solution \( f \), its first derivatives, and the product of the first derivatives

\[
\frac{d}{dt} \| f \|_{L^2(\mu^{-1/2})}^2 \leq - \int_{\mathbb{T}^d \times \mathbb{R}^d} |\nabla_v(f/\mu)|^2 \mu \, dx \, dv
\]

\[
\frac{d}{dt} \| \partial_{x_i} f \|_{L^2(\mu^{-1/2})}^2 \leq - \int_{\mathbb{T}^d \times \mathbb{R}^d} |\nabla_v(\partial_{x_i} f/\mu)|^2 \mu \, dx \, dv
\]

\[
\frac{d}{dt} \| \partial_{v_i} f \|_{L^2(\mu^{-1/2})}^2 \leq - \int_{\mathbb{T}^d \times \mathbb{R}^d} |\nabla_v(\partial_{v_i} f/\mu)|^2 \mu \, dx \, dv
\]

\[
- \int_{\mathbb{T}^d \times \mathbb{R}^d} \partial_{v_i} f \partial_{x_i} f \mu^{-1} \, dx \, dv
\]

\[
+ \int_{\mathbb{T}^d \times \mathbb{R}^d} |\partial_{v_i} f|^2 \mu^{-1} \, dx \, dv
\]

\[
+ \frac{M}{2} \int_{\mathbb{T}^d \times \mathbb{R}^d} |\partial^2_{x} \chi_R| |f|^2 \mu^{-1} \, dx \, dv
\]

\[
\frac{d}{dt} \int_{\mathbb{T}^d \times \mathbb{R}^d} \partial_{x_i} f \partial_{v_i} f \mu^{-1} \, dx \, dv \leq - \int_{\mathbb{T}^d \times \mathbb{R}^d} |\nabla_x f|^2 \mu^{-1} \, dx \, dv
\]

\[
- 2 \int_{\mathbb{T}^d \times \mathbb{R}^d} \nabla_v(\partial_{v_i} f/\mu) \cdot \nabla_v(\partial_{x_i} f/\mu) \, dx \, dv
\]

\[
+ 2M \int_{\mathbb{T}^d \times \mathbb{R}^d} \chi_R \partial_x f \partial_v f \mu^{-1} \, dx \, dv
\]

\[
+ M \int_{\mathbb{T}^d \times \mathbb{R}^d} |\partial_{v_i} \chi_R| |f| |\partial_x f| \mu^{-1} \, dx \, dv.
\]

Observe also that

\[
\int_{\mathbb{T}^d \times \mathbb{R}^d} |\nabla_v(g/\mu)|^2 \mu \, dx \, dv = \int_{\mathbb{T}^d \times \mathbb{R}^d} |\nabla_v g|^2 \mu^{-1} \, dx \, dv
\]

\[
+ \int_{\mathbb{T}^d \times \mathbb{R}^d} |g|^2 \left( \frac{|v|^2}{2} - d \right) \mu^{-1} \, dx \, dv.
\]

Define the energy functional

\[
\mathcal{F}(t, f_t) := A \| f_t \|_{L^2(\mu^{-1/2})}^2 + at \| \nabla_v f_t \|_{L^2(\mu^{-1/2})}^2
\]

\[
+ 2ct^2 \langle \nabla_v f_t, \nabla_x f_t \rangle_{L^2(\mu^{-1/2})} + bt^3 \| \nabla_x f_t \|_{L^2(\mu^{-1/2})}^2.
\]
with \( a, b, c > 0, c < \sqrt{ab} \) (positive definite) and \( A \) large enough, and compute from above

\[
\frac{d}{dt} \mathcal{F}(t, f_i) \leq -A \int_{\mathbb{T}^d \times \mathbb{R}^d} |\nabla_v (f_i / \mu)|^2 \mu \, dx \, dv + a \| \nabla_v f_i \|_{L^2(\mu^{-1/2})}^{2} \\
+ 4ct \langle \nabla_v f_i, \nabla_x f_i \rangle_{L^2(\mu^{-1/2})} + 3br^2 \| \nabla_x f_i \|_{L^2(\mu^{-1/2})}^2 \\
- br^3 \sum_{i=1}^{d} \int_{\mathbb{T}^d \times \mathbb{R}^d} |\nabla_v (\partial_x f / \mu)|^2 \mu \, dx \, dv \\
- at \sum_{i=1}^{d} \int_{\mathbb{T}^d \times \mathbb{R}^d} |\nabla_v (\partial_f f / \mu)|^2 \mu \, dx \, dv \\
- at \sum_{i=1}^{d} \int_{\mathbb{T}^d \times \mathbb{R}^d} \partial_f f \partial_x f \mu^{-1} \, dx \, dv + at \int_{\mathbb{T}^d \times \mathbb{R}^d} |\nabla_v f|^2 \mu^{-1} \, dx \, dv \\
+ \frac{atM}{2} \sum_{i=1}^{d} \int_{\mathbb{T}^d \times \mathbb{R}^d} |\partial_v \chi_R|^2 |f|^2 \mu^{-1} \, dx \, dv - 2ct^2 \int_{\mathbb{T}^d \times \mathbb{R}^d} |\nabla_x f|^2 \mu^{-1} \, dx \, dv \\
- 4c^2 \sum_{i=1}^{d} \int_{\mathbb{T}^d \times \mathbb{R}^d} \nabla_v (\partial_f f / \mu) \cdot \nabla_v (\partial_f f / \mu) \mu \, dx \\
+ 4cMt^2 \sum_{i=1}^{d} \int_{\mathbb{T}^d \times \mathbb{R}^d} \chi_R \partial_x f \partial_v f \mu^{-1} \, dx \\
+ 2cMt^2 \sum_{i=1}^{d} \int_{\mathbb{T}^d \times \mathbb{R}^d} |\partial_v \chi_R| |f| |\partial_x f| \mu^{-1} \, dx \, dv,
\]

which implies when the compatible conditions \( c < \sqrt{ab}, 2c > 3b \) and \( A >> a, b, c, M \) are satisfied:

\[
\frac{d}{dt} \mathcal{F}(t, f) \leq -K \left( \| \nabla_v f_i \|_{L^2(\mu^{-1/2})}^2 + t^2 \| \nabla_x f_i \|_{L^2(\mu^{-1/2})}^2 \right) + C \int_{\mathbb{T}^d \times \mathbb{R}^d} f^2 \mu^{-1} \, dx \, dv
\]

for some constants \( K, C > 0 \). Since the \( L^2(\mu^{-1/2}) \) norm is decreasing over \( t \in [0, 1] \) we deduce that

\[
\forall t \in [0, 1], \quad \mathcal{F}(t, f_i) \leq \mathcal{F}(0, f_0) + C \| f_0 \|_{L^2(\mu^{-1/2})} \lesssim \mathcal{F}(0, f_0),
\]

which yields the first part of (1) by simple iteration of this gain.

For the second part of (1) we first establish in a similar manner as above

\[
\| \mathcal{S}^*(t) f \|_{H^k(\mu^{-1/2})} \lesssim \frac{1}{t^{3k/2}} \| f \|_{L^2(\mu^{-1/2})}
\]

which means

\[
\| \mathcal{S}^{-1/2} \mathcal{S}^{*(1/2)}(t) h \|_{H^k} \lesssim \frac{1}{t^{3k/2}} \| h \|_{L^2}
\]
and by duality  

\[ \| \mathcal{S}_{\mu^{-1/2}} B(\mu^{1/2}, t) h \|_{L^2} \lesssim \frac{1}{t^{3k/2}} \| h \|_{H^{-k}} \]

which means (according to our definition of weighted dual spaces)

\[ \| \mathcal{S}_B(t) f \|_{L^2(\mu^{-1/2})} \lesssim \frac{1}{t^{3k/2}} \| f \|_{H^{-k}(\mu^{-1/2})}. \]

**Proof of inequality (2).** Since the norms we consider are propagated by the flow it is no loss of generality to reduce to \( t \in [0, \eta], 0 < \eta << 1 \). We introduce the quantity

\[
G(t, f) := B \| f \|_{L^1(\mu^{-1/2})}^2 + t^2 \tilde{F}(t, f_t)
\]

\[
\tilde{F}(t, f_t) := (A \| f \|_{L^2(\mu^{-1/2})}^2 + a t^2 \| \nabla_v f \|_{L^2(\mu^{-1/2})}^2 + 2c t^4 \| \nabla_x f, \nabla_v f \|_{L^2(\mu^{-1/2})}^2 + b t^6 \| \nabla_x f \|_{L^2(\mu^{-1/2})}^2)
\]

with \( B >> A >> a, b, c \) and \( c < \sqrt{ab} \) and \( Z = (d + 3)/2 \).

A similar calculation as above yields, for well-chosen \( A, a, b, c > 0 \):

\[
\frac{d}{dt} \tilde{F}(t, f_t) \leq -K \left( \| \nabla_v f_t \|_{L^2(\mu^{-1/2})}^2 + t^4 \| \nabla_x f_t \|_{L^2(\mu^{-1/2})}^2 \right) + C \int_{T^d \times \mathbb{R}^d} f^2 \mu^{-1} dx dv
\]

and we deduce

\[
\frac{d}{dt} G(t, f) \leq \frac{dB}{2} \| f \|_{L^1(\mu^{-1/2})}^2 + Z t^{Z-1} \tilde{F}(t, f_t)
\]

\[-K t^Z \left( \| \nabla_v f_t \|_{L^2(\mu^{-1/2})}^2 + t^4 \| \nabla_x f_t \|_{L^2(\mu^{-1/2})}^2 \right) + C t^Z \int_{T^d \times \mathbb{R}^d} f^2 \mu^{-1} dx dv.
\]

We choose \( \eta \) small enough so that \( Z t^{Z+1} << K t^Z \), and deduce

\[
\frac{d}{dt} G(t, f) \leq \frac{dB}{2} \| f \|_{L^1(\mu^{-1/2})}^2 - K t^Z \left( \| \nabla_v f_t \|_{L^2(\mu^{-1/2})}^2 + t^4 \| \nabla_x f_t \|_{L^2(\mu^{-1/2})}^2 \right)
\]

\[+ C' t^{Z-1} \int_{T^d \times \mathbb{R}^d} f^2 \mu^{-1} dx dv.
\]

for some other constant \( C' > 0 \).

The Nash inequality implies

\[
\int_{T^d \times \mathbb{R}^d} f^2 \mu^{-1} dx dv \lesssim_d \left( \int_{T^d \times \mathbb{R}^d} | f | \mu^{-1/2} dx dv \right)^{2d/4d-2}
\]

\[\times \left( \int_{T^d \times \mathbb{R}^d} | \nabla_x, v | (f \mu^{-1/2})^2 dx dv \right)^{2d/4d-2} \quad (3.27)
\]

and using the Young inequality we have

\[
\| f \|_{L^2(\mu^{-1/2})}^2 \leq C_{\varepsilon, d} t^{-5d} \| f \|_{L^1(\mu^{-1/2})}^2 + \varepsilon t^5 \| \nabla_x, v | f \|_{L^2(\mu^{-1/2})}^2,
\]
for $\varepsilon$ small and $C_{\varepsilon,d}$ depending on $\varepsilon$ and the dimension $d$. Taking $\varepsilon$ small we deduce
\[
\frac{d}{dt} G(t, f) \leq \frac{dB}{2} \| f \|^2_{L^1(\mu^{-1/2})} + C'' I Z^{-1-5d} \| f \|^2_{L^1(\mu^{-1/2})}
\]
for some constant $C'' > 0$. Finally choosing $Z = 5d + 1$ we conclude that
\[
\forall t \in [0, \eta], \quad G(t, f_t) \leq G(0, f_0) + C \| f_0 \|^2_{L^1(\mu^{-1/2})} \lesssim G(0, f_0),
\]
which yields the first part of (2). The second part can be proved either by duality, or by using the inequality (1) with $k = d$ and Sobolev embedding (the constant is then slightly better: $t^{-3d/2}$ which has no consequence for the rest of the paper).

Proof of inequality (3). The proof of the first part is similar to the proof of the first part of inequality (2) after differentiating the equation to get
\[
\begin{align*}
\partial_t \partial_x f + v \cdot \nabla_x \partial_x f &= \nabla v \cdot (\nabla v \partial_x f + v \partial_x f) \\
\partial_t \partial_v f + v \cdot \nabla_x \partial_v f &= \nabla v \cdot (\nabla v \partial_v f + v \partial_v f) - \partial_x f + \partial_v f
\end{align*}
\]
(observe that it involves no term of order zero derivative). The second part is proved by applying inequality (1) to the differentiated equation for $k = d$ together with Sobolev embedding.

Proof of inequality (4). It follows from (3) by duality. □

**Corollary 3.14.** For any $a > a_0$, there exist $n \geq 1$ and a constant such that for any spaces $E$ and $E'$ of the type $W^\sigma, p(m)$ as defined above, there holds
\[
\forall t \geq 0, \quad \| T_n(t) f \|_E \lesssim e^{at} \| f \|_{E'}. \tag{3.28}
\]

**Proof of Corollary 3.14.** The proof follows from the application of Lemmas 2.4 and 3.12 that implies that $A \mathcal{S}_B(t) A$ maps any $W^\sigma, p(m)$ to $H^d(\mu^{-1/2})$ with some constant $C t^{-\Theta}$ with some $\Theta > 0$.

### 3.5. End of the Proof of Theorem 3.1

In the cases $\sigma \geq 0, 1 \leq p < \infty$ and $\sigma = -1, 1 < p \leq \infty$ estimate (3.7) is an immediate consequence of Theorem 1.1 together with Lemmas 3.6, 3.4, 3.8, 3.9, 3.10, 3.7 and 2.4.

In the case $\sigma = 0, p = \infty$ so that $L^\infty(m)$ is not dense in $L^2(\mu^{-1/2})$ (for any choice of the weight $m$), we remark that for any $\varepsilon > 0$ (small enough) there exists $p_\varepsilon$ and $m_\varepsilon$ so that $L^\infty(m) \subset L^p(m_\varepsilon)$ for any $p \geq p_\varepsilon$, so that estimate (3.7) holds in $L^p(m_\varepsilon)$, then in $L^\infty(m_\varepsilon)$ by passing to the limit $p \to \infty$ and finally in $L^\infty(m)$ by passing to the limit $\varepsilon \to 0$. We handle the two last cases in (3.7) in a similar way.

In order to prove (3.9), we first observe that combining Theorem 1.1 together with Lemmas 3.6, 3.4, 3.11 and 2.4, we have established
\[
\| \mathcal{S}_C(t) f_0 - \mathcal{S}_C(t) g_0 \|_{(\mathcal{F}_\infty)'} \leq C_a e^{at} \| f_0 - g_0 \|_{(\mathcal{F}_\infty)'}.
\]
Next, for any two probability measures $f, g$ with bounded first moment, we have

$$W_1(f, g) = \sup_{\|\nabla \phi\|_{L^\infty} \leq 1} \int_{\mathbb{R}^d} (f - g) \phi \, dv$$

$$= \sup_{\|\nabla \phi\|_{L^\infty} \leq 1} \int_{\mathbb{R}^d} (f - g) (\phi - \phi(0)) \, dv$$

$$= \sup_{\max(\|v\|^{-1} \psi_{L^\infty}, \|\nabla \psi\|_{L^\infty}) \leq 1} \int_{\mathbb{R}^d} (f - g) \psi \, dv,$$

where we have used the Kantorovich-Rubinstein theorem (see for instance [23, Theorem 1.14]) in the first line, the mass condition in the second line and the change of test functions $\psi := \phi - \phi(0)$ on the last line. As a consequence, the $W_1$ distance and the distance associated to the duality norm $\|\cdot\|_{(F_\infty)'}$ are equivalent, which ends the proof.

4. The Kinetic Fokker-Planck Equation with Potential Confinement

4.1. Main Result

Consider the kinetic Fokker-Planck equation in the whole space with a space confinement potential

$$\begin{cases}
\partial_t f = \mathcal{L} f := \mathcal{C} f + T f, \\
\mathcal{C} f := \nabla v \cdot (\nabla_v f + v f), \\
T f := -v \cdot \nabla_x f + G \cdot \nabla_v f,
\end{cases}$$

(4.1)

on the density $f = f(t, x, v)$, $t \geq 0$, $x \in \mathbb{R}^d$, $v \in \mathbb{R}^d$, where the (exterior) force field $G = G(x) \in \mathbb{R}^d$ is given by

$$G(x) = \nabla_x \Psi(x) := x \langle x \rangle^{\beta - 2} \quad \text{with} \quad \forall |x| \geq R_1, \quad \Psi(x) := \frac{1}{\beta} \langle x \rangle^\beta + \Psi_0$$

(4.2)

for some constants $R_1 > 0$ and $\beta \geq 1$.

The unique stationary state of the kinetic Fokker-Planck equation (4.1) is

$$\mu(x, v) = \exp(-\Psi(x) - |v|^2/2),$$

with the choice of the constant $\Psi_0 \in \mathbb{R}$ so that $\mu$ is a probability measure.

We define the Hamiltonian function

$$H(x, v) := 1 + \Psi(x) + \frac{|v|^2}{2},$$

and we consider the following assumptions:
Assumptions on the functional spaces

Polynomial weights

For $\beta \geq 2$ and $p \in [1, +\infty]$, we introduce the weight functions $m := H^k$ with $k > k(d, p)$ for some explicit $k(d, p) > d/p'$ from the proofs.

Stretched exponential weights

For any $\beta \geq 1$ and $p \in [1, +\infty]$, we introduce the weight functions $m := e^{\kappa H^s}$ with $s \in (0, 1)$ and $\kappa > 0$.

Definition of the spaces

We then define on $\mathbb{R}^d \times \mathbb{R}^d$ the associated weighted Lebesgue spaces $E := L^p(m)$, $p \in [1, +\infty]$.

For any $f \in E$, the terms $\langle f \rangle$, $\langle \langle f \rangle \rangle$ and $\Pi_1 f$ are defined as before.

Theorem 4.1. Consider one of the spaces $E$ defined above. Then there exists $a = a(E) < 0$ such that for any $f_0, g_0 \in E$ with same mass, the associated solutions $f_t, g_t$ of the kinetic Fokker-Planck equation (4.1) satisfy

$$\|f_t - g_t\|_E \leq C_a e^{at} \|f_0 - g_0\|_E,$$

which implies the relaxation to equilibrium

$$\|f_t - \langle \langle f_0 \rangle \rangle \mu\|_E \leq C_a e^{at} \|f_0 - \langle \langle f_0 \rangle \rangle \mu\|_E,$$

for some constructive constant $C_a > 0$.

Remarks 4.2.

1. Such a semigroup spectral gap result for the kinetic Fokker-Planck equation in the whole space with a confining potential (and the same harmonic potential for the friction force acting on velocities) has been proved in the Sobolev spaces $H^\sigma(\mu^{-1/2})$, $\sigma \in \mathbb{N}^*$ in [14, 16, 24] and in the Lebesgue space $L^2(\mu^{-1/2})$ in [8, 9] (inspiring from [14]). These last references provide also constructive estimates.

2. We did not include it in the statement for the sake of clarity but our method of proof can recover the semigroup decay estimate in $L^2(\mu^{-1/2})$ as a consequence of the known decay estimate in $H^1(\mu^{-1/2})$ proved in [14, 16, 24], which provides an alternative argument to those in [8, 9].

3. In the case of a polynomial weight, the sufficient condition $k > k(d, p)$ can be more precise: in our calculation we find $k(d, p) > d/p' + 3/2$.

4. We believe that, by combining the new estimates in this section with the strategy of the previous section, Theorem 4.1 can be extended to Sobolev space $W^{\sigma,p}(m)$ for $\sigma = \pm 1$ and a polynomial weight with a condition $k > k(d, p)$ for some $k(d, p) > d/p' + 3/2$ greater or equal to the one in (3).

5. We are not able at present to prove the exponential decay in Wasserstein distance, as for the torus case. The reason is that the minimal polynomial confinement (the condition on $k$) we can afford in the theorem is too strong for working in the space of probability measures with first moment bounded. More precisely, the condition on $k$ in the $(L^\infty_k \cap \dot{W}^{1,\infty})'$ decay estimate is no better than the one discussed above for $p = 1$, that is $k > 3/2$, and $k = 1$ is required for this dual norm to be equivalent to the $W_1$ distance.

The strategy of the proof follows the same structure as in the previous section, and we start from the following $H^1$ spectral gap estimate that has been established in [24] for potentials $\Psi$ under our assumptions, with constructive proof. See also [7, 13, 16] for previous results in that direction.
**Theorem 4.3.** [24, Theorem 35] The result in Theorem 4.1 is true in the Hilbert space $H^1(\mu^{-1/2})$, and satisfy quantitative hypodissipativity estimate for the equivalent norm

$$
(\|f\|_{L^2(\mu^{-1/2})}^2 + a\|\nabla_x f\|_{L^2(\mu^{-1/2})}^2 + b\|\nabla_v f\|_{L^2(\mu^{-1/2})}^2 + 2c\langle \nabla_x f, \nabla_v f \rangle_{L^2(\mu^{-1/2})})^{1/2}
$$

for appropriate choice of $a, b, c > 0$ with $c < \sqrt{ab}$.

### 4.2. Dissipativity Property of $\mathcal{B}$

We define $\mathcal{A}$ and $\mathcal{B}$ as follows:

$$
\mathcal{A} f := M_x f, \quad \mathcal{B} f := C f + T f - M_x f
$$

where $M > 0, \chi_R(x, v) = \chi(H(x, v))/R$, $R > 1$, and $0 \leq \chi \in C^\infty_c(\mathbb{R}^d \times \mathbb{R}^d)$ is such that $\chi(x, v) = 1$ for any $|x|^2 + |v|^2 \leq 1$.

We start with Lebesgue spaces:

**Lemma 4.4.** We have:

- (Polynomial weights) For any $\beta \geq 2$, $p \in [1, +\infty]$ and $k > k(d, p)$ for some $k(d, p) > d/p$, from the proof, there is $\alpha < 0$ such that $\mathcal{B} - \alpha$ is dissipative in the space $L^p(\mathbb{R}^d)$.

- (Exponential weights) For any $\beta \geq 1$, $p \in [1, \infty]$ and $s \in (0, 1]$ (with the extra condition $\kappa < 1$ in the case $s = 1$), there is $\alpha < 0$ such that the operator $\mathcal{B} - \alpha$ is dissipative in the space $L^p(\mathbb{R}^d)$.

**Proof of Lemma 4.4.** The proofs in the two cases will be similar: we give full details for the first case and less for the second case.

**Step 1: Polynomial weight.** Let us first consider $\beta \geq 2$ and $m(x, v) = H^k$, and the following weight multiplier:

$$
W(x, v) := m w, \quad w := \left(1 + \frac{x \cdot v}{2 H_\alpha}\right), \quad H_\alpha := 1 + \frac{\alpha^2}{\beta} + \frac{|v|^2}{\alpha^2/2}.
$$

Observe that $(x \cdot v) \leq H_\alpha$ by Young’s inequality (for any $\alpha > 0$ and $\beta \geq 2$), which proves that $w \in [1/2, 3/2]$ and $(1/2)m \leq W \leq (3/2)m$. We then consider a solution to the equation $\partial_t \mathcal{f} = \mathcal{B} \mathcal{f}$ and compute

$$
\frac{1}{p} \frac{d}{dt} \int_{\mathbb{R}^d \times \mathbb{R}^d} f^p W^p \, dx \, dv = \int_{\mathbb{R}^d \times \mathbb{R}^d} f^{p-1} C f W^p \, dx \, dv
$$

$$
+ \int_{\mathbb{R}^d \times \mathbb{R}^d} f^{p-1} T f W^p \, dx \, dv - M \int_{\mathbb{R}^d \times \mathbb{R}^d} f^p W^p \chi_R \, dx \, dv.
$$

On the other hand, we recall the following computation picked up from the proof of Lemma 3.8

$$
\int_{\mathbb{R}^d \times \mathbb{R}^d} f^{p-1} C f W^p \, dx \, dv := \int_{\mathbb{R}^d \times \mathbb{R}^d} f |f|^{p-2} (C f) W^p \, dx \, dv
$$

$$
= -(p - 1) \int_{\mathbb{R}^d \times \mathbb{R}^d} |\nabla_v (Wf)|^2 |Wf|^{p-2} \, dx \, dv
$$

$$
+ \int_{\mathbb{R}^d \times \mathbb{R}^d} \left(2 \frac{|\nabla_v W|^2}{W^2} + \left(\frac{2}{p'} - 1\right) \frac{\Delta_v W}{W} + \frac{d}{p'} - v \cdot \nabla_v W\right) \, dx \, dv.
$$
where $p' = p/(p - 1)$, and we compute
\[
\frac{\nabla_v m}{m} = \frac{k v}{H}, \quad \frac{\Delta_v m}{m} = \frac{k d}{H} + \frac{k(k - 1)|v|^2}{H^2}, \\
\frac{\nabla_v W}{W} = \frac{\nabla_v m}{m} + \frac{\nabla_v w}{w}, \quad \frac{v \cdot \nabla_v W}{W} = \frac{v \cdot \nabla_v m}{m} + \frac{v \cdot \nabla_v w}{w}, \\
\frac{|\nabla_v W|^2}{W^2} \leq 2\frac{|\nabla_v m|^2}{m^2} + 2\frac{|\nabla_v w|^2}{w^2}.
\]

We deduce
\[
\left[ \frac{2}{p'} \frac{|\nabla_v W|^2}{W^2} + \left( \frac{2}{p} - 1 \right) \frac{\Delta_v W}{W} + \frac{d}{p'} - \frac{v \cdot \nabla_v W}{W} \right]
\leq \frac{\left[ \frac{2}{p'} \frac{|\nabla_v m|^2}{m^2} + \left( \frac{2}{p} - 1 \right) \frac{\Delta_v m}{m} + \frac{d}{p'} - \frac{v \cdot \nabla_v m}{m} \right]}{\sqrt{H}} + \frac{1}{\alpha} \frac{(x \cdot v)^2}{H} - k \frac{|v|^2}{H}
\]

for some constant $C_1 > 0$. The RHS is not negative at infinity, where infinity means $H >> 1$. This explains the need for the additional correction term $w$ in $W$. We compute
\[
\int_{\mathbb{R}^d \times \mathbb{R}^d} f^{p-1} T f W^p \, dx \, dv := \frac{1}{p} \int_{\mathbb{R}^d \times \mathbb{R}^d} T (f^p) W^p \, dx \, dv
\]
\[
:= -\int_{\mathbb{R}^d \times \mathbb{R}^d} f^p W^{p-1} T W \, dx \, dv := -\int_{\mathbb{R}^d \times \mathbb{R}^d} f^p W^p \frac{T w}{w} \, dx \, dv
\]

where we have used $TH = 0$. We have then
\[
-\frac{T w}{w} \leq C_2 + \frac{C_3}{\alpha^2} \frac{|v|^2}{H} - \frac{1}{4} \frac{(x)^\beta}{H^\alpha}
\]

by differentiating and using Young inequality and the form of the potential $\Psi(x)$ at infinity, for some constants $C_2, C_3 > 0$. We deduce by taking $R, M$ large enough that for any $\eta > 0$ as small as wanted
\[
\frac{1}{p} \frac{d}{dt} \int_{\mathbb{R}^d \times \mathbb{R}^d} f^p W^p \, dx \, dv
\]
\[
\leq \int_{\mathbb{R}^d \times \mathbb{R}^d} f^p W^p \left[ C(d, p) + \left( \frac{C_3}{\alpha^2} - k \right) \frac{|v|^2}{H} - \frac{1}{4} \frac{(x)^\beta}{H^\alpha} - M \chi_R \right] \, dx \, dv
\]

where we have used $w \approx 1$. Finally we restrict to $H \geq R$ with $R$ large enough, and observe that we have either $|v|^2/2 \geq H/3$ or $|v|^2/2 \leq H/3$, together with $|v|^2/2 + \langle x \rangle^\beta/\beta \geq 2H/3$. In the first case
\[
C(d, p) + \left( \frac{C_3}{\alpha^2} - k \right) \frac{|v|^2}{H} \leq C(d, p) + \frac{2}{3} \left( \frac{C_3}{\alpha^2} - k \right) \leq -\frac{k}{2}
\]
for $k$ large enough. In the second case we only have $(C_3\alpha^{-2} - k)|v|^2/H \leq 0$ but we can use the second negative term since now $\langle x \rangle^{\beta}/\beta \geq H/3$ and $H^{-1}_{\alpha} \geq 1/(\alpha H)$:

$$C(d, p) - \frac{1}{4} \frac{\langle x \rangle^{\beta}}{H^\alpha} \leq C(d, p) - \frac{\beta}{12\alpha} \leq -\frac{\beta}{24\alpha}$$

for $\alpha$ small enough. All in all we deduce finally, for $k$ large enough and $\alpha$ small enough (depending on $p$ and $d$) and $M$ large enough:

$$\frac{d}{\alpha \sqrt{H}} \int f^p W^p \, dx \, dv \leq -K \int f^p W^p \, dx \, dv$$

for some constant $K > 0$, which concludes the proof.

**Step 2: (Stretched) exponential weight.** Let us now consider $\beta \geq 1$, $s \in (0, 1]$, $\kappa > 0$ (with $\kappa < 1$ in the case $s = 1$) and $m(x, v) = e^{\kappa H^s}$, and the corrected weight:

$$W(x, v) := m \, w, \quad w := \left(1 + \frac{1}{2} \frac{x \cdot v}{H^\alpha}\right), \quad H^\alpha := 1 + \alpha \frac{\langle x \rangle^{\beta}}{\beta} + \frac{1}{\alpha} \frac{|v|^2}{2}$$

which satisfies again $W \approx m$. We compute as before

$$\int_{\mathbb{R}^d \times \mathbb{R}^d} f^{p-1} C f W^p \, dx \, dv = -(p-1) \int_{\mathbb{R}^d \times \mathbb{R}^d} |\nabla_v(Wf)|^2 \, |Wf|^{p-2} \, dx \, dv$$

$$+ \int_{\mathbb{R}^d \times \mathbb{R}^d} |f|^p W^p \left[ \frac{|\nabla_v W|^2}{W^2} + \frac{d}{p'} - v \cdot \frac{\nabla_v W}{m} \right] \, dx \, dv$$

where $p' = p/(p-1)$, and we compute again

$$\left[ \frac{2}{p'} \frac{|\nabla_v W|^2}{W^2} + \left(\frac{2}{p} - 1\right) \frac{\Delta_v W}{W} + \frac{d}{p'} - \frac{v \cdot \nabla_v W}{W} \right]$$

$$\leq \left[ \frac{4}{p'} \frac{|\nabla_v m|^2}{m^2} + \left(\frac{2}{p} - 1\right) \frac{\Delta_v m}{m} + \frac{d}{p'} - \frac{v \cdot \nabla_v m}{m} \right]$$

$$+ \left[ \frac{4}{p'} \frac{\nabla_v m}{m^2} + \left(\frac{2}{p} - 1\right) \frac{\Delta_v m}{m} + \frac{d}{p'} - \frac{v \cdot \nabla_v m}{m} \right]$$

with

$$\frac{4}{p'} \frac{|\nabla_v m|^2}{m^2} + \left(\frac{2}{p} - 1\right) \frac{\Delta_v m}{m} + \frac{d}{p'} - \frac{v \cdot \nabla_v m}{m}$$

$$\leq \frac{d}{p'} + \frac{1}{H} \left[ -\kappa s |v|^2 H^s + \kappa s^2 |v|^2 H^{2s-1} \right]$$

$$\left[ \frac{4}{p'} \frac{|\nabla_v w|^2}{w^2} + \left(\frac{2}{p} - 1\right) \frac{\Delta_v w}{w} - \frac{v \cdot \nabla_v w}{w} \right] + 2 \left(\frac{2}{p} - 1\right) \frac{\nabla_v m \cdot \nabla_v w}{m w}$$

$$\leq \frac{C_1}{\sqrt{H}} - \frac{1}{2} \left(\frac{x \cdot v}{H^\alpha} + \frac{1}{2\alpha} \frac{(x \cdot v)^2}{H^2_{\alpha}} \right)$$
for some constant $C_1 > 0$. Since $s \in (0,1)$ we have $2s - 1 < s$ and the term
\(\kappa^2 s^2 |v|^2 H^{2s-1}\) is dominated by the previous negative term for $M$ large enough.
Then we have
\[- \frac{T w}{w} \leq C_2 - C_3 \frac{\langle x \rangle^{\beta-2} |x|^2}{H_\alpha}\]
for two other constants $C_2, C_3 > 0$. We deduce that
\[
\frac{1}{p} \frac{d}{dt} \int_{\mathbb{R}^d \times \mathbb{R}^d} f^p W^p \, dx \, dv
\leq \int_{\mathbb{R}^d \times \mathbb{R}^d} f^p W^p \left[ C(d, p) - \kappa s \frac{|v|^2 H^s}{H} - C_3 \frac{\langle x \rangle^{\beta-2} |x|^2}{H_\alpha} - M \chi_R \right] \, dx \, dv
\]
for some constant $C(d, p) > 0$. Finally we restrict to $H \geq R$ with $R$ large enough, and observe that we have either $|v|^2 / 2 \geq H/3$ or $|v|^2 / 2 \leq H/3$, together with $|v|^2 / 2 + \langle x \rangle^{\beta / \beta} \geq 2H/3$. In the first case
\[
C(d, p) - \kappa s \frac{|v|^2 H^s}{H} \leq C(d, p) - \kappa s R^s \frac{|v|^2}{H} \leq C(d, p) - \kappa s R^s \frac{3}{3} - \kappa s R^s \frac{6}{6}
\]
for $R$ large enough. In the second case we use the second negative term since now $\langle x \rangle^{\beta / \beta} \geq H/3$ and $H_\alpha^{-1} \geq 1/(\alpha H)$ and $|v| \geq (H/3)^{1/\beta} \geq (R/3)^{1/\beta}$ is non-zero:
\[
C(d, p) - C_3 \frac{\langle x \rangle^{\beta-2} |x|^2}{H_\alpha} \leq C(d, p) - \frac{C_3 \langle x \rangle^{\beta}}{2 H_\alpha} \leq C(d, p) - \frac{C_3 \beta}{6\alpha} \leq \frac{C_3 \beta}{12\alpha}
\]
for $\alpha$ small enough. All in all we deduce finally, for $R$ large enough and $\alpha$ small enough (depending on $p$ and $d$) and $M$ large enough:
\[
\frac{1}{p} \frac{d}{dt} \int_{\mathbb{R}^d \times \mathbb{R}^d} f^p W^p \, dx \, dv \leq -K \int_{\mathbb{R}^d \times \mathbb{R}^d} f^p W^p \, dx \, dv
\]
for some constant $K > 0$, which concludes the proof. \(\square\)

Then, by arguing exactly similarly as in Section 3 and using the previous calculations for the differentiated equation and the adjoint operators, we obtain the following lemma. We omit the proof in order not the repeat closely related technical estimates.

**Lemma 4.5.** We have:

- (Polynomial weights) For any $\beta \geq 2$, $p \in [1, +\infty]$ and $k > k(d, p)$ for some $k(d, p) > d / p'$ from the proof, there is $\alpha < 0$ such that the operator $B - a$ is dissipative in the spaces $W^{1,p}(H^k)$ and $W^{-1,p}(H^k)$.
- (Exponential weights) For any $\beta \geq 1$, $p \in [1, \infty]$ and $s \in (0, 1)$ (with the extra condition $\kappa < 1$ in the case $s = 1$), there is $\alpha < 0$ such that the operator $B - a$ is dissipative in the spaces $W^{1,p}(e^{sH^k})$ and $W^{-1,p}(e^{sH^k})$. 

Remark 4.6. Observe that the previous lemma implies the hypodissipativity of \( B \) in \( H^1(\mu^{-1/2}) \) (as needed in the application of our abstract theorem to this Fokker-Planck equation with confinement). This result could also be obtained easily by slightly modifying the proof of \( [24, \text{Theorem 35}] \). It is also possible to deduce this hypodissipativity from that of \( L \) together with estimates quantifying the gain of decay at infinity in \( x \) and \( v \). Since we could prove the latter estimates using the ideas developed in this paper, and they seem of independent interest and not available in the literature, we include them in a short appendix.

4.3. Regularisation Estimates

We prove a regularization property of the kinetic Fokker-Planck equation with a confining potential. It is again related to the theory of hypoellipticity, but is slightly less well-known due to the use of weighted norms defined in the whole space. The argument follows the same method as before.

Lemma 4.7. The semigroup \( \mathcal{S}_B \) satisfies similar inequalities as in Lemma 3.12, where now \( \mu = e^{-H} \) is the \((x, v)\)-dependent equilibrium, and \( \ell \) is a number large enough (note the additional \( H^\ell \) weight in \( L^2 \) and \( L^1 \) norms)

1. \( \forall t \in [0, 1], \forall k \in \mathbb{N}^* \) \[
\| \mathcal{S}_B(t)f \|_{H^k(\mu^{-1/2})} \lesssim \frac{1}{t^{3k/2}} \| f \|_{L^2(H^{\ell/2}\mu^{-1/2})},
\]
   second (gain of integrability at order zero)

2. \( \forall t \in [0, 1], \) \[
\| \mathcal{S}_B(t)f \|_{L^2(\mu^{-1/2})} \lesssim \frac{1}{t^{(5d+1)/2}} \| f \|_{L^1(H^\ell\mu^{-1/2})},
\]
   third (gain of integrability at order one)

3. \( \forall t \in [0, 1], \) \[
\| \nabla \mathcal{S}_B(t)f \|_{L^2(\mu^{-1/2})} \lesssim \frac{1}{t^{(5d+1)/2}} \| \nabla f \|_{L^1(H^\ell\mu^{-1/2})},
\]
   fourth (gain of integrability at order minus one)

4. \( \forall t \in [0, 1], \) \[
\| \mathcal{S}_B(t)f \|_{W^{-1, \infty}(H^{-\ell}\mu^{-1/2})} \lesssim \frac{1}{t^{(5d+1)/2}} \| f \|_{W^{-1, 2}(\mu^{-1/2})},
\]

\[\| \mathcal{S}_B(t)f \|_{W^{-1, 2}(\mu^{-1/2})} \lesssim \frac{1}{t^{(5d+1)/2}} \| f \|_{W^{-1, 1}(H^\ell\mu^{-1/2})}.\]
Proof of Lemma 4.7. The proof is similar to that of Lemma 3.12. The only technical change is an additional weight in energy functional for proving the point (1); it reads for instance in the case $k = 1$:

$$
\mathcal{F}(t, f_t) := A \|f_t\|^2_{L^2(H^k/2, \mu^{-1/2})} + at \|\nabla_v f_t\|^2_{L^2(\mu^{-1/2})}
+ 2ct^2 (\nabla_v f_t, \nabla_x f_t)_{L^2(\mu^{-1/2})} + bt^3 \|\nabla_x f_t\|^2_{L^2(\mu^{-1/2})}
$$

with $a, b, c > 0$, $c < \sqrt{ab}$ (positive definite) and $A > 0$ and $\ell \in \mathbb{N}$ large enough (observe the weight $H^k$ on the $L^2$ part of the norm). □

The proof of the decay estimate on $T_n(t)$ and the completion of the proof of Theorem 4.1 are then done as in Corollary 3.14 and Theorem 3.1.

Appendix A. Quantitative Compactness Estimates on the Resolvent

In this appendix we amplify the ideas of this article in order to give quantitative estimates of compactness on the resolvent of the kinetic Fokker-Planck considered; more precisely, one way to understand the compactness of resolvent is to split it into a local gain of regularity and a gain of decay at infinity, and we focus here on the gain of decay at infinity. The gain of regularity can then be recovered by local hypoelliptic estimates along the theory of Hörmander. Note that another route for deriving estimates on the gain of decay at infinity is to use the global hypoellipticity estimates as in [15] and [24, Section A.21] with Gaussian weight and deduce the gain of decay at infinity by applying some forms of “strengthened” Poincaré inequality; however the fractional derivatives involved would likely create technical difficulties, whereas our estimates based on weight multiplicators is elementary. Our estimates also do not require regularity on the solution.

Let us first say a word on the case of the periodic confinement. In this case it is enough to use the strengthened Poincaré inequality in velocity only:

$$
\frac{d}{dt} \frac{1}{2} \int_{\mathbb{T}^d \times \mathbb{R}^d} f^2 \mu^{-1} \, dx \, dv \leq - \int_{\mathbb{T}^d \times \mathbb{R}^d} \left| \nabla_v \left( \frac{f}{\mu} \right) \right| \mu \, dx \, dv
\leq -K \int_{\mathbb{T}^d \times \mathbb{R}^d} f^2 (1 + |v|^2) \mu^{-1} + C \int_{\mathbb{T}^d \times \mathbb{R}^d} f^2 \mu^{-1} \, dx \, dv
$$

for some constants $C, K > 0$, and therefore we deduce

$$
-\langle \mathcal{L} f, f \rangle_{L^2(\mu^{-1})} \geq K \int_{\mathbb{T}^d \times \mathbb{R}^d} f^2 (1 + |v|^2) \mu^{-1} \, dx \, dv - C \int_{\mathbb{T}^d \times \mathbb{R}^d} f^2 \mu^{-1} \, dx \, dv
$$

and finally

$$
\int_{\mathbb{T}^d \times \mathbb{R}^d} f^2 (1 + |v|^2) \mu^{-1} \, dx \, dv \lesssim \|\mathcal{L} f\|^2_{L^2(\mu^{-1})} + \|f\|^2_{L^2(\mu^{-1})},
$$

which gives the gain of decay at infinity on the resolvent. Combined with hypocoercivity estimates that provide bounds $\|f\|_{L^2(\mu^{-1})} \lesssim \|\mathcal{L} f - \xi\|_{L^2(\mu^{-1})}$ for certain $\xi \in \mathcal{C}$, this allows us to control $\int f^2 (1 + |v|^2) \mu^{-1}$. 

Let us now turn to the more interesting case of the potential confinement. We now differentiate the following norm

\[
\int_{\mathbb{R}^d \times \mathbb{R}^d} f^2 W^{\mu-1} \, dx \, dv, \quad W(x, v) := \left[ a|x|^{\beta/3} + b|v|^2 + 2c|x|^{\beta/6} - 1 (x \cdot v) \right],
\]

for some appropriate choice of \(a, b, c > 0\) so that \(c < \sqrt{ab}\). Then

\[
\frac{d}{dt} \frac{1}{2} \int_{\mathbb{T}^d \times \mathbb{R}^d} f^2 |x|^{\beta/3} \mu^{-1} \, dx \, dv
\]

\[
\leq - \int_{\mathbb{T}^d \times \mathbb{R}^d} \left| \nabla_v \left( \frac{f}{\mu} \right) \right| |x|^{\beta/3} \mu \, dx \, dv + C_0 \int_{\mathbb{T}^d \times \mathbb{R}^d} f^2 |x|^{-\beta/3} |v| \mu^{-1} \, dx \, dv
\]

\[
\frac{d}{dt} \frac{1}{2} \int_{\mathbb{T}^d \times \mathbb{R}^d} f^2 |v|^2 \mu^{-1} \, dx \, dv
\]

\[
\leq - \int_{\mathbb{T}^d \times \mathbb{R}^d} \left| \nabla_v \left( \frac{f}{\mu} \right) \right| |v|^2 \mu \, dx \, dv + C_0 \int_{\mathbb{T}^d \times \mathbb{R}^d} f^2 (1 + |v|^2) \mu^{-1} \, dx \, dv
\]

\[
\frac{d}{dt} \frac{1}{2} \int_{\mathbb{T}^d \times \mathbb{R}^d} f^2 |x|^{\beta/6} (x \cdot v) \mu^{-1} \, dx \, dv
\]

\[
\leq - \int_{\mathbb{T}^d \times \mathbb{R}^d} f^2 |x|^{\beta/3} \mu \, dx \, dv + C_0 \int_{\mathbb{T}^d \times \mathbb{R}^d} f^2 \left(1 + |x|^{-\beta/3} |v|^2\right) \mu^{-1} \, dx \, dv
\]

\[
+ C_0 \int_{\mathbb{T}^d \times \mathbb{R}^d} \left| \nabla_v \left( \frac{f}{\mu} \right) \right| |x|^{\beta/6} |v| \mu \, dx \, dv
\]

for some constant \(C_0 > 0\), which implies by using Young’s inequality and adjusting the constants \(a, b, c > 0\) that

\[
\frac{d}{dt} \int_{\mathbb{R}^d \times \mathbb{R}^d} f^2 W \mu^{-1} \, dx \, dv = \int_{\mathbb{R}^d \times \mathbb{R}^d} (\mathcal{L} f) f W \mu^{-1} \, dx \, dv
\]

\[
\leq -K \int_{\mathbb{R}^d \times \mathbb{R}^d} f^2 W^2 \mu^{-1} \, dx \, dv + C \int_{\mathbb{R}^d \times \mathbb{R}^d} f^2 \mu^{-1} \, dx \, dv
\]

for some constants \(C, K > 0\), and finally

\[
\int_{\mathbb{R}^d \times \mathbb{R}^d} f^2 W^2 \mu^{-1} \, dx \, dv \lesssim \| \mathcal{L} f \|_{L^2(\mu^{-1})}^2 + \| f \|_{L^2(\mu^{-1})}^2,
\]

which is again a quantitative estimate of gain of decay at infinity for the resolvent.
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