Abstract

The Steiner Tree Problem (STP) in graphs is an important problem with various applications in many areas such as design of integrated circuits, evolution theory, networking, etc. In this paper, we propose an algorithm to solve the STP. The algorithm includes a reducer and a solver using Variable Neighborhood Descent (VND), interacting with each other during the search. New constructive heuristics and a vertex score system for intensification purpose are proposed. The algorithm is tested on a set of benchmarks which shows encouraging results.

1 Introduction

The Steiner Tree Problem (STP) is an important problem in combinatorial optimization which has numerous applications, ranging from the design of (very large) integrated circuits to computer networking, evolution theory in biology and more [8]. There are plenty variants of the STP which can be found in [7]. The common part between different variants is the requirement to connect a set of objects with the shortest interconnect possible. In this paper, we investigate the general STP in graphs.

As the STP is \(NP\)-hard [10], most of the work in the literature focuses on non-exact approaches. Borradaile et. al. [2] proposed polynomial time approximation schemes for the STP in Planar Graphs. A Hybrid Local search approach was contributed by Aragao and Ribeiro [1]. Dowsland worked on Simulated Annealing [4]. An advanced algorithm which includes complicated pre-processing and the combination of Linear Programming formulations and relaxations was proposed by Polzin [14] in his PhD thesis and is the state-of-the-art for the STP.

In this paper, we propose a new algorithm for the STP. The proposed algorithm includes two components: (1) A reducer including a number of tests which reduces the problem size by removing nodes and edges whose removal does not affect the optimal solution. (2) A solver which uses a Variable Neighborhood Descent (VND) algorithm. Two constructive heuristics are proposed to find the initial solution for the VND. For the VND algorithm, two neighborhood structures are defined. During the search, the two components (reducer and solver) communicate with each other to improve their performance. Results obtained by our algorithm are promising, especially on computer chip design related graphs and hypercubes.

The contributions of this paper are threefold. Firstly, the communication between the reducer and the solver is explored. This idea has been mentioned before [14] but has not been receiving enough attention. The communication between two components helps to accelerate both of them. Secondly, two new constructive heuristics are proposed, based on the 5DISTG heuristic [16]. Lastly, the vertex score system is proposed for intensification purpose.

The rest of the paper is organized as follows. The problem description is presented in section 2. Section 3 gives an overview about the algorithm framework. The two components of the algorithm are
presented in section 4 and section 5. Experimental results are shown in section 6 and section 7 concludes the paper.

2 Problem description

Given an undirected graph \( G(V,E) \) with a set of nodes \( V \) and a set of edges \( E \) (subscript is omitted when the graph is known from the context), the problem consists of finding a subgraph \( S \) of \( G \) with minimal cost which contains at least all nodes of a set \( T \subseteq V \) (called terminals). It is allowed to add other nodes than those from \( T \) to \( S \) which are called Steiner nodes. \( S \) should be a tree, which means that from every node \( s \) and \( t \in V \) there should exist exactly one path between \( s \) and \( t \).

Throughout this paper, certain definitions and notations are used. The cost of an edge between nodes \( i \) and \( j \) is referred to as \( c_{ij} \). The degree of a node \( i \) is \( \delta(i) \) and is equal to the number of edges connected to \( i \). The Minimum Spanning Tree of a graph is denoted by MST. The distance between nodes \( i \) and \( j \) is denoted with \( d(i,j) \). A distance graph \( D(G) \) of a graph \( G \) is a complete graph containing all nodes of \( G \) and all edges have a cost equal to \( d_{ij} \) in \( G \), for all \( i,j \in V \). The terminal distance graph is a subgraph of the distance graph containing only the terminals. With Terminal Minimum Spanning Tree (TMST), we denote the MST of the terminal distance graph. The bottleneck of a path is the maximum cost of all edges in the path.

3 Algorithm overview

The algorithm includes two components communicating and interacting with each other during the search. The first component is the reducer which includes a number of reduction tests in order to simplify the graph in a way that does not affect the optimal solution. The second component is the solver which actually solves the problem using a Variable Neighborhood Descent (VND) algorithm. The detailed description of those two components is presented in section 4 and 5 respectively. During the search, the reducer and the solver interchange information to improve the performance of both components. Evidently, removing nodes and edges simplifies the task of the solver. In the other direction, some reduction tests can remove more nodes or edges if a tighter upper bound (given by the solver) is known.

The detailed framework is as follows. At first, using a simple and fast test, the reducer simplifies the graph from which our constructive heuristic constructs the initial solution. This initial solution is then fed to the VND loop. While the initial solution is constructed and the VND runs, the other reduction tests in the reducer run in parallel. Every time a tighter upper bound is found by the VND, it is fed to the bound-based tests. With this new bound, those tests might be able to reduce the graph furthermore which in turn reduces the search space and hence speeds up the VND.

The overview and interaction is illustrated in Figure 1.

![Figure 1: Overview of the algorithm and the interactions.](image-url)
4 Reducer

An instance of the Steiner Tree Problem can often be reduced using a range of different reduction tests, which are briefly described here. Reductions can be interesting since it can reduce the problem size considerably. However, some reduction tests are quite time consuming so there should a selection of tests to be applied. It is also important to note that a reduction does not affect the optimal solution. For details and proofs of these reduction tests, we refer the reader to corresponding publications.

4.1 General reduction tests

A first series of tests are those that are universally valid and do not depend on an upper or lower bound for the problem. These tests can be run and reduce the problem as soon as the graph is known. The tests that are run in the algorithm described in this paper will be shortly introduced to the reader.

Degree test described in [11], is the simplest reduction test. This test eliminates nodes from the problem graph by using their degree. For example, a node \( i \notin \mathcal{T} \) with \( \delta(i) = 1 \) will never be included in an optimal solution. Imagine a solution containing a Steiner node of degree one, then this solution can be improved upon by removing this node and its incident edge, which reduces the cost. This means that a Steiner node of degree one can never be included in an optimal solution.

Special Distance Test introduced by Duin and Volgenant in [5] is more sophisticated. To understand the principles of this test, it is convenient to introduce following terminology: a special path is a path in \( D_{\mathcal{Z}} \) of which all intermediary vertices (if any) are terminals. The special distance between two vertices \( i \) and \( j \) is the minimum bottleneck over all special paths from \( i \) to \( j \). This test uses the special distance \( s_{ij} \) between two nodes \( i \) and \( j \) and states that if an edge exists between \( i \) and \( j \), and \( c_{ij} > s_{ij} \), the edge can be removed. The test uses a labeling procedure to find the edges which can be removed. In its original form, the test is very time consuming. Polzin introduced a simplified but faster version in [14]. In the rest of this paper the Special Distance test refers to this simplified version by Polzin, unless explicitly stated otherwise. For more information about this test, see [14].

Triangle Test also described by Polzin in [14]. This test works fast and can sometimes be very effective. The test determines \( \hat{S} \): the cost of the most expensive edge in the TMST, and removes all edges in \( G \) with \( c_{ij} > \hat{S} \).

4.2 Bound-based reduction

Another series of reduction tests can be run if an upper bound is known for solutions to the instance of the STP. These tests are used to further reduce the problem after finding a (non-optimal) solution to the given problem.

Reachability Test, introduced by Duin in [6], states that given an upper bound \( \mathcal{B} \) for a solution to the problem, a vertex \( v \) can be removed if \( \max\{d(v, t)\} > \mathcal{B} \), for all \( t \in \mathcal{T} \). This test can be easily run by first computing the distance from every \( t \) to all other nodes, which takes \( O(|\mathcal{T}||E| + |\mathcal{T}||V| \log |V|) \). This order of complexity is obtained by running the Dijkstra algorithm \( |\mathcal{T}| \) times. With these distances available, the only thing needed is to find the maximum distance for every \( v \), which takes \( O(|V||\mathcal{T}|) \).

Another test is the Voronoi Region (VR) test, introduced by Polzin in [14]. One can split the graph in different Voronoi regions. Each terminal \( z \) defines its own Voronoi region containing all nodes for which this terminal is the closest terminal to the node: \( \mathcal{N}(z) = \{v \mid d(v, z) < d(v, t), \ t \in \mathcal{T}\ \setminus \ z, \ v \in V\} \). The terminal that defines the Voronoi region is called the base. The radius of a Voronoi region is the distance from its base to the closest node that is not in the Voronoi region: \( \text{radius}(z) = \min\{d(z, v) \mid v \notin \mathcal{N}(z)\} \).

We denote the \( p \)-th closest terminal to a node \( v_i \) by \( z_{ip} \). Assume a graph contains \( r \) Voronoi regions, then the radiuses can be ordered as \( \text{radius}(z_1), \ldots, \text{radius}(z_r) \) in ascending order. The VR test states that if \( S \) is an optimal Steiner tree and \( v_i \) is a Steiner node in \( S \), then \( d(v_i, z_{11}) + d(v_i, z_{22}) + \sum_{e=1}^{r-2} \text{radius}(z_e) \) is a lower bound for the weight of \( S \). With a certain upper bound \( \mathcal{B} \) available, it is easy to see that nodes \( v_i \) for which \( d(v_i, z_{11}) + d(v_i, z_{22}) + \sum_{e=1}^{r-2} \text{radius}(z_e) > \mathcal{B} \), \( v_i \) can possibly be in an optimal solution and thus can be removed.
5 Variable Neighborhood Descent solver

To solve the STP, the Variable Neighborhood Descent (VND) [13] is used. This metaheuristic is widely used in many combinatorial optimization problems [3] [15] [17].

The (VND) is a local search metaheuristic for solving combinatorial optimization problems which systematically changes neighborhoods throughout the local search procedure. The idea behind VND is that a local minimum for one neighborhood is not necessarily a local minimum for another neighborhood. The goal of VND is to traverse these local minima by switching to a different neighborhood. We define two neighborhood structures, each of which has different variants regarding to the size of the neighborhood. Before the VND procedure can start, an initial solution is needed. In the below subsections, all components of the VND are presented including the initial solution construction (section 5.1), the vertex scores that are utilized in the local search (section 5.2) and two local search procedures corresponding to two neighborhood moves (sections 5.3, 5.4).

Algorithm 1: Variable Neighborhood Descent for the STP

Require: Graph $G(V, E)$, min and max neighborhood size $B_{\text{min}}$ and $B_{\text{max}}$

$b \leftarrow B_{\text{min}}$

$S \leftarrow \text{InitialSolution}()$

$S_{\text{best}} \leftarrow S$

while $B < B_{\text{max}}$ do

$S \leftarrow \text{InsertionLocalSearch}(S, B)$

if solution has improved then

$S_{\text{best}} \leftarrow S$

$b \leftarrow B_{\text{min}}$

else

$S \leftarrow \text{RemovalLocalSearch}(S, B)$

if solution has improved then

$S_{\text{best}} \leftarrow S$

$b \leftarrow B_{\text{min}}$

else

$b \leftarrow b \times 2$ // Increase the neighborhood size

end if

end if

end while

5.1 Constructive algorithms

Any graph that is a tree and contains all nodes from $T$ would suffice as an initial solution for the local search algorithm to start. That means the MST of the graph makes a valid initial solution which is easily obtained using Kruskal’s algorithm. However, its quality is generally not good.

In this section, we propose two simple constructive algorithms to construct initial solution for the local search procedures. They are based on the SDISTG heuristic from Voß[16]. SDISTG works by creating the TMST and expanding the edges by the paths they represent. Then in the original graph “edges and Steiner nodes are removed such that no cycles exist and all leaves are terminals”. However, it does not state how to reach this. We propose two different ways of achieving this last step.

Both of our two constructive algorithms begin with the construction the “Terminal Shortest distance graph” where set of vertices contains the terminals of the original graph and edge weights represent the shortest distance also in the original graph. Then we obtain the the MST of this graph which is called TMST. The TMST is then expanded with the paths from the original graph. In the pruning step, which is where the two algorithms differ, the original graph is pruned based on the TMST. In the first algorithm, all the edges that are not in the TMST are removed from the original graph. This is called Terminal
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Minimum Spanning Tree with Edge pruning (TMSTE). Another possibility is to remove all vertices that are not in the TMST. This is the TMSTV algorithm (Terminal Minimum Spanning Tree with Vertex pruning). From each of those graphs, we take the MST to remove possible cycles, which leads to two solutions. The best of these two is the starting point for the local search algorithm. The algorithm is illustrated in Figure 2.

![Images of graphs illustrating the construction of an initial solution.](Image)

Figure 2: The construction of an initial solution.

### 5.2 Vertex scores

For intensification purpose, the concept of score is introduced. Each node gets a score which can intuitively be seen as how much a certain node is preferred to be in the solution of the STP. At the initialization, terminals get the highest score and other nodes are neither preferred nor ignored. The scores for terminals are immutable. Throughout the search process the score of one node is increased if its presence improves the current solution and decreased otherwise.

This score system is integrated into the local search procedure as follows. During the local search process, when a new solution is found, the scores of newly inserted nodes will be decreased if the new solution is worse than the previous one. Otherwise, scores of all nodes in the new solution are increased to reward their staying in a good solution. The scores for each node are kept tracked and the average value within 10 most recent iterations is considered in the local search procedure.

To avoid over-scored situations, random restarts are applied to the score system. During the VND procedure, when the maximum neighborhood size is reached, the scores in the graph get a random re-initialization.

### 5.3 Insertion local search

The Steiner node insertion local search works by taking a random starting node \( i \) from the current solution with \( \delta(i) > 2 \) and navigating a path until another node from the current solution \( j \) with \( \delta(j) > 2 \) is met. This path then gets inserted in the current solution, while maintaining the tree property. Lastly, the solution is pruned by removing Steiner nodes of degree one. If this leads to a better solution, it is accepted; if not, this new (worse) solution is used to navigate to the next neighbor.

In these neighborhoods the parameter \( B \) influences the number of starting nodes, and as a consequence the number of paths added to the graph. The start nodes are taken based on the scores information, i.e. the first \( B \ln^2 V \) best-scored nodes are chosen.
**Algorithm 2: Insertion local search**

**Require:** Graph $G(V, E)$, set of terminals $T \subseteq V$, current solution $S(V, E)$ and neighborhood size parameter $B$.

while Number of random score restarts is not reached do
  StartNodes ← Take the $B \ln^2 V$ first nodes $i$ with $\delta(i) > 2$ ordered by descending average score
  $S' ← S$
  for all nodes in StartNodes do
    $P ←$ Random path to another node $s$ in $S$ with $\delta(s) > 2$
    $S' ←$ Insert edges of $P$ into $S'$ while keeping the three property
    if Cost of $S' <$ Cost of $S$ then
      Increase score of all nodes in $S'$
      return $S'$ // Return first improvement
    else
      Decrease score of all new inserted nodes in $S'$
    end if
  end for
end while
return $S'$

**5.4 Removal local search**

The Steiner node removal local search is more time consuming than the insertion local search. It removes Steiner nodes from the current solution and then reconnects the disconnected components. This can be done by randomly taking some nodes from each component and running the Dijkstra algorithm to calculate the shortest distance to every other node in the graph. With this information available, a component connecting graph is created in which each component is represented by one node. The edges between those nodes have the cost of the shortest path found in the previous step. After taking the MST of this graph, the solution can be reconnected by expanding these paths and adding them to the disconnected solution.

The removal local search is described in Algorithm 3. The neighborhood size parameter $B$ is the number of Steiner nodes removed at once. Removing multiple Steiner nodes leads to more disconnected components, which in turn leads to more ways to reconnect.

**6 Experimental results**

To test the algorithm, the SteinLib benchmarks [12] were used. The SteinLib library is divided into different test sets. Each test set in SteinLib is labeled with one of these difficulty ratings:

- **Dead:** These sets of instances have been solved to optimality in various publications. In our results, this category is labeled $D$.
- **Solved:** These sets of instances have been solved to optimality in less than two independent publications. This category is labeled $S$.
- **Unsolved:** These sets of instances have not been solved to optimality in any publication to date. This category is labeled $U$.

Our algorithm was tested on some of the sets. The first is the $E$ test set, which contains random generated sparse graphs with edge weights between 1 and 10. The second set is $TAQ$, containing grid graphs with rectangular holes. These graphs are typically used in VLSI applications (Very-Large-Scale Integrated Circuits)
Algorithm 3: Removal local search

Require: Graph \(G(V, E)\), set of terminals \(T \subseteq V\), current solution \(S(V, E)\) and neighborhood size parameter \(B\).

while Number of random score restarts is not reached do
    PossibleVictims ← Take \(3B\) first Steiner nodes from \(S\) ordered by descending average score
    Combinations ← Take a number of combinations of size \(B\) from PossibleVictims
    for all combinations in Combinations do
        \(S' \leftarrow S\) without all nodes \(i\) in combination from \(S\) (so \(S'\) is a disconnected graph)
        \(S' \leftarrow \text{Reconnect}(S')\)
        if Cost of \(S'\) < Cost of \(S\) then
            Increase score of all nodes in \(S'\)
            return \(S'\) // Return first improvement
        else
            Decrease score of all new inserted nodes in \(S'\)
        end if
    end for
    Do random restart of the scores
end while

Integration, the design of very large integrated circuits) [9]. The last set is the \(PUC\) test set containing hypercubes. For more information about the SteinLib benchmarks, see [12].

The algorithm was implemented in C# with .NET 4.5. The experiments were run on a machine with an Intel Core i7 3632QM CPU and 12GB RAM, running Windows 10. The parameters settings for the problem are as follows: the minimum and maximum neighborhood sizes are respectively \(B_{\text{min}} = 1\) and \(B_{\text{max}} = 256\), the maximum number of random score restarts is 5.

The experiments were run 8 times on each instance. The results are shown in Table 1. The columns show (from left to right): the problem instance, number of vertices, number of edges, number of terminals, the best, average and worst solution found by the algorithm, the average running time to find the best solution, the average gap to the optimal solution, the standard deviation on the solutions found and the best known solution. If this best known solution is optimal, it is printed in bold. In the remaining columns the results achieved by Polzin are mentioned, except for the \(TAQ\) set as those were not tested on.

The results per instance, grouped per test set, can be found in Table 1 and 2. In these tables, we report the performance of our algorithm and compare our solutions with the best known and the state-of-the-art results obtained by Polzin [14]. An overview with time needed and the average gap per test set can be found in Table 2. The table shows the number of instances for which an optimal solution was found, the average time needed to solve the entire set and the average gap to the optimal for the entire set.

From these results, it is easy to see that the algorithm performs well on the \(TAQ\) test set, with an average gap of only 1.15%. It is interesting to note that on this set, the results seem to be quite consistent, which is affirmed by the low standard deviation. For the \(E\) test set, results are slightly worse, with an average gap of 1.9%. This is interesting as this set is considered easier than the \(TAQ\) set.

Results on the \(PUC\) test set are good, considering the time it takes to achieve them. For instance, when comparing the \(HC70\) instance, the solution provided by Polzin is optimal, but to achieve it he needs almost 5 hours, while our VND algorithm only has a 0.82% gap in just over one minute even though our algorithm is much simpler than his.

7 Conclusion and future work

In this paper we proposed a solver for the STP which includes two components - reducer and solver - communicating with each other during the search. The solver uses the Variable Neighborhood Descent
as the solving method. We also contributed two new constructive heuristics for the problem. The vertex score system was proposed to intensify the search. The experimental results are promising, especially on hypercubes and VLSI-derived instances. In general, our results are not comparable to the state-of-the-art regarding to solution gaps. However, taking into account the simplicity of our algorithm with the use of very simple reduction tests, those results are promising and there is still a lot of room for improvement.

Regarding to future work, we observe that our solver works well on some types of graphs (like hypercubes or VLSI-derived ones), while unable to make any move on others, such as the random score system was proposed to intensify the search. The experimental results are promising, especially on

Table 1: Test results for the VND algorithm on different instances, grouped by test set and compared to results from Polzin.

| Test set | Instances | Optima | Time (s) | Gap (%) |
|----------|-----------|--------|----------|---------|
| E        | 19        | 6      | 51134.7  | 1.9     |
| TAQ      | 10        | 4      | 14829.1  | 1.15    |
| PUC      | 10        | 2      | 11685.8  | 4.42    |

Table 2: Test results for the VND algorithm summarized for each test set, only containing the instances which can not be solved by preprocessing, compared to results obtained by Aragao and Ribeiro.
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