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In the communication scenario, we consider the problem of the discrimination between the signals of the Quantum Pulse Position Modulation. We propose a receiver scheme that employs repeated local measurements in distinct temporal slots within the symbol time interval, adaptively chosen on the basis of the outcomes in the previous slots. By employing Dynamic Programming to optimize each measurement, we approach the theoretical performance limit much closer than existing receiver schemes.
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I. INTRODUCTION

The increasing demand for higher data rates in free space communications is driving system designers to consider optical frequencies, rather than radio carriers, for the satellite-to-satellite and satellite-to-earth links. In this switch of design paradigm, quantum optics plays an important role for the correct description of the physical phenomena involved in the transmission, propagation and detection stages of the communication.

Quantum optics supports the use of coherent states for the transmission of information over free space links with a long list of studies and results in both communication and information theory. For example, in Ref. [2], it is proven that with a random coding over coherent states it is possible to achieve the capacity of a lossy bosonic link, that is the quantum model for the free space channel. Furthermore, binary coherent state discrimination has been theoretically solved and experimentally tested, reaching the ultimate quantum limit (Helstrom bound) for the performance in terms of error probability.

Different solutions have been proposed to encode information into coherent states, most notably amplitude modulation, phase modulation and pulse position modulation. The choice depends upon several factors to be taken into account in the design of the communication system, including the channel model, the target performance, and the complexity of the system at the transmitter and at the receiver side.

Pulse Position Modulation (PPM) encodes the information to be transmitted in the temporal position of a pulse within the symbol time length. For example, Figure 1 depicts the mapping from the symbols \( x = \{1, 2, 3, 4\} \) of a 4-PPM to the transmitted signal. The fact that the implementation of a PPM transmitter only requires an intensity modulator, and its efficiency in terms of average energy make this modulation a suitable candidate for communications from satellites and spacecrafts.

The classical approach of the receiver for the discrimination of PPM signals is to detect the field intensity in the symbol time interval, and to estimate the transmitted symbol according to the slot where the maximum of energy has been measured. Dolinar proposed an adaptive receiver scheme that exploits the possibility of nulling the PPM signal depending on the result of an intensity measurement. Recently, an improved version of this receiver scheme has been introduced, and has received a lot of attention due to the possibility to outperform the standard quantum limit given by the photon counting and approach the theoretical limit predicted by quantum discrimination theory (Helstrom bound). This solution has also been experimentally tested and tuned to face experimental non idealities.

In this paper we briefly review these receiver schemes and propose a similar feedback structure consisting of a sequence of local measurements optimized by means of dynamic programming. This optimization allows to approach the Helstrom bound more closely than existing receiver schemes.

The paper is organized as follows. In Section II, we describe the communication setup and formally state the problem. In Section III, we review the existing structures for PPM receivers, and propose our adaptive scheme that will be optimized later. Section IV briefly reviews some results in dynamic programming, which are then em-
employed in Section IV to derive the procedure for the optimization of the receiver scheme. In Section VI we show the performance of the receiver scheme and describe some numerical issues in the optimization procedure. Section VII summarizes the paper contribution and draws conclusions.

II. COMMUNICATION SETUP

We consider the communication system summarized in Figure 2. A transmitter encodes its message in a sequence of symbols \( x \in \{1, \ldots, M\} \), described as a random variable with distribution \( \{p_1, \ldots, p_M\} \). We assume an equal a priori distribution for the symbols \( x \), i.e. \( p_x = \frac{1}{M} \) \( \forall x \).

The transmitter maps each symbol of the sequence to a quantum state \( |\gamma_x⟩ \) taken from the set \( \{|γ_1⟩, |γ_2⟩, \ldots, |γ_M⟩\} \) and sends it through the channel. We assume the channel to be ideal, such that the quantum states at the channel output are exactly the ones that have been transmitted.

The receiver measures the output of the quantum channel and estimates which symbol \( x \) has been encoded. We denote with \( y \) the random variable associated with the symbol estimation. The figure of merit to evaluate the performance of the receiver scheme is the probability of correct decision, or equivalently, the error probability, defined from transmitted and estimated symbol as

\[
P_e = \sum_{i=1}^{M} P [y = i, x = i] = \frac{1}{M} \sum_{i=1}^{M} P [y = i | x = i],
\]

\[
P_e = 1 - P_c.
\]

Pulse Position Modulation defines a particular structure for the quantum states \( |\gamma_x⟩ \). As we can see from Figure 1 the symbol time interval can be virtually divided in \( M \) temporal slots. A pulse in the \( i \)-th slot is associated to the symbol \( x = i \). Quantum optics describes this signal as a sequence of coherent states in a tensor product, one in each slot, with all ground states |0⟩ except the coherent state |α⟩ in the \( i \)-th position, \( \alpha \neq 0 \).

\[
|\gamma_x⟩ = |\gamma_{1,x}⟩|\gamma_{2,x}⟩ \cdots |\gamma_{M,x}⟩,
\]

\[
\gamma_{i,x} = \begin{cases} \alpha & i = x \\ 0 & i \neq x \end{cases}
\]

The resulting association is shown in Table I.

| Symbol | Coherent States | Qubits |
|--------|----------------|--------|
| \( x = 1 \) | \( |\alpha⟩0⟩|0⟩ \cdots |0⟩ \) | \( |ξ_1⟩|ξ_0⟩|ξ_0⟩ \cdots |ξ_0⟩ \) |
| \( x = 2 \) | \( |0⟩|\alpha⟩0⟩|0⟩ \cdots |0⟩ \) | \( |ξ_0⟩|ξ_1⟩|ξ_0⟩ \cdots |ξ_0⟩ \) |
| \( \vdots \) | \( \vdots \) | \( \vdots \) |
| \( x = M \) | \( |0⟩|0⟩|0⟩ \cdots |\alpha⟩ \) | \( |ξ_0⟩|ξ_0⟩|ξ_0⟩ \cdots |ξ_1⟩ \) |

TABLE I: Association between symbols, transmitted quantum states and qubits representation.

In place of defining the transmitted quantum states in the Fock space and work with coherent states, an equivalent way to define the PPM format is to describe each slot in a qubit framework with an Hilbert space \( \mathcal{H} \sim \mathbb{C}^2 \), where either of two quantum states are possible, \( |ξ_0⟩ \) and \( |ξ_1⟩ \), corresponding to |0⟩ and |α⟩ respectively. The representation provides the same inner product,

\[
\chi := ⟨\gamma_i | \gamma_j⟩ = |⟨0|\alpha⟩|^2 = e^{-|\alpha|^2} = |⟨ξ_0|ξ_1⟩|^2, \quad i \neq j,
\]

because from the point of view of the slot measurement, the outcome probabilities are given by the operators in the subspace spanned by |0⟩ and |α⟩, that is isomorphic to \( \mathcal{H} \).

The transmitted quantum states are then described in the tensor Hilbert space \( \mathcal{H}_0 = \mathcal{H}^\otimes M \), by

\[
|ξ_{1,x}⟩|ξ_{2,x}⟩ \cdots |ξ_{M,x}⟩, \quad \xi_{i,x} = \begin{cases} ξ_1 & i = x \\ ξ_0 & i \neq x \end{cases}
\]

As we shall see later, this abstract definition allows us to focus on the consequences of the measurements in a slot in terms of transition probabilities, rather than the actual physical implementation of the measurement. This is obtained thanks to the possibility of implementing arbitrary projective measurement in the subspace spanned by \( \{|0⟩, |α⟩\} \), as explained in Section II-B.

The quantum limit performance for the Pulse Position Modulation is a well known result by quantum discrimination theory [9], and the optimal measurement operator has been characterized by means of square root measurement, exploiting the geometric uniform symmetry of the constellation [10]. The resulting error probability is

\[
P_e^{thco} = \frac{M - 1}{M^2} \left( \sqrt{1 + (M - 1)χ} - \sqrt{1 - χ} \right)^2.
\]

A. Quantum States and Operators in \( \mathcal{H} \)

Let us define a basis \( \{|x⟩, |y⟩\} \) in \( \mathcal{H} \) such that without loss of generality we can write

\[
|ξ_0⟩ = \cos θ|x⟩ + \sin θ|y⟩, \quad |ξ_1⟩ = \cos θ|x⟩ - \sin θ|y⟩,
\]

with \( θ \in [0, π/4] \). The inner product [11] becomes

\[
χ = |⟨ξ_0|ξ_1⟩|^2 = \cos^2 2θ.
\]
A measurement is described by a pair of POVM \((P_{k,0}, P_{k,1})\), each one associated with the outcome \(z_k \in \{0, 1\}\), which must verify the completeness relation

\[ P_{k,0} + P_{k,1} = I. \] (9)

In general, the POVM can depend upon some variables, e.g. the time slot, that are indicated in the dependency upon \(k\). In addition, with the notation \(\bar{z}_k\) we indicate the sequence of outcomes \([z_1, \ldots, z_n]\).

In the binary scenario, the POVMs can be represented in the space of the Operators on \(\mathcal{H}\) with the matrices

\[
P_{k,0} = \frac{1}{2} \begin{pmatrix} 1 + a_k & b_k \\ b_k & 1 - a_k \end{pmatrix},
\]

\[
P_{k,1} = \frac{1}{2} \begin{pmatrix} 1 - a_k & -b_k \\ -b_k & 1 + a_k \end{pmatrix},
\] (10)

with \(a_k^2 + b_k^2 \leq 1\).

In the particular case of \(a_k^2 + b_k^2 = 1\), the POVMs are rank-1 orthogonal projectors \((\Pi_0, \Pi_1)\), and can be written without loss of generality with operators

\[
P_{k,0} = \Pi_{k,0} := |\mu_k,0\rangle\langle \mu_k,0|,
\]

\[
P_{k,1} = \Pi_{k,1} := |\mu_k,1\rangle\langle \mu_k,1|,
\] (11)

with

\[
|\mu_k,0\rangle = \cos \phi_k |x\rangle + \sin \phi_k |y\rangle,
\]

\[
|\mu_k,1\rangle = \sin \phi_k |x\rangle - \cos \phi_k |y\rangle,
\] (12)

where \(\phi_k = \frac{\pi}{4}/a_k + jb_k\), \(\phi_k \in \left[-\frac{\pi}{2}, \frac{\pi}{2}\right]\) and \(\phi\) the four-quadrant inverse tangent \([13]\).

The conditional probabilities of \(z_k\) given the quantum state \(|\xi_j\rangle\) in the slot can be calculated from \([17]\) with \([10]\) as

\[
P\left[z_k = i \mid |\xi_j\rangle\right] = \frac{1 + (-1)^{j-1}a_k \sin 2\theta + (-1)^j b_k \cos 2\theta}{2}.
\] (13)

In the specific case of rank-1 projectors, we denote the conditional probability evaluated with \([12]\) as

\[
p_{ij} = |\langle \mu_k,i |\xi_j\rangle|^2 = \cos^2(\theta - (1)^j \phi_k + i \pi/2) \quad i, j = 0, 1.
\] (14)

We will use the shorthand notation \(p_{ij}, [p_{i,j}]\) for the conditional [joint] probability of \(z_k = i\) with the qubit \(|\xi_j\rangle\) when it is clear from the context which random variables the realizations \(i, j\) refer to. The same notation will be used with \(\bar{p}_{ij}, \bar{p}_{i,j}\) in the case of rank-1 projectors employed for the measurement.

### B. Implementation of a binary POVM pair

In this section we state that any arbitrary POVM pair \((P_{k,0}, P_{k,1})\) can be implemented on the subspace spanned by \(|\{0\}, |\alpha\rangle\rangle\). This fact simplifies the description and the optimization of the receiver scheme for PPM signals.

It is well known \([5, 11, 12]\) that in the case of binary discrimination with minimum error probability, the optimal measurement operators are orthogonal projectors \((\Pi_0, \Pi_1)\) on the subspace spanned by the quantum states. It is then reasonable to assume that the optimization process on the whole PPM symbol detection requires projectors (and not the more general POVMs) for the local measurements in each slot.

An optimal detection scheme for the binary coherent discrimination problem, e.g. the Dolinar receiver \([3, 4]\), necessarily implements such measurement projectors on the subspace spanned by \(|\{0\}, |\alpha\rangle\rangle\). In addition, the Dolinar receiver can implement the projectors for every possible value of the a priori probability \(|p_0, p_1\rangle\rangle\) and coherent state parameter \(\alpha\).

Since for a given \(\alpha\), each value of \(p_0'\) in the continuous range \([0, 1]\) corresponds to a pair of optimal projectors \((\Pi_0', \Pi_1')\), there exists a version of the Dolinar receiver that from parameters \(\alpha\) and \(p_0'\) implements the corresponding optimal projectors. Note that in general, \(p_0'\) does not correspond to the a priori probability \(p_0\), but it is a fictitious a priori probability assumed for the design of this version of the Dolinar’s.

From the pairs of rank-1 projectors we can design any arbitrary projectors pairs by linear combination. In fact, consider the spectral decomposition of the POVM pair \([10]\)

\[
P_{k,0} = \lambda_0 v_0^T v_0^T + \lambda_1 v_1^T v_1^T,
\]

\[
P_{k,1} = \lambda_1 v_0^T v_0^T + \lambda_0 v_1^T v_1^T,
\] (15)

where \(\lambda_0, \lambda_1\) and \(v_0, v_1\) represent the appropriate eigenvalues and eigenvectors. Any POVM pair of the type \([10]\) is implemented by performing a measurement with the projectors pair

\[
\Pi_0 = v_0 v_0^T, \quad \Pi_1 = v_1 v_1^T,
\] (16)

and then relabelling the outcome \(0\) into \(0 [1]\) with probability \(\lambda_0 [\lambda_1]\) and the outcome \(1\) with probability \(\lambda_1 [\lambda_0]\) respectively.

The Dolinar receiver scheme can be described both in the temporal and in the spatial domain \([13, 14]\). In the former case, the scheme requires a time variant displacement operation driven by a photon counter in a feedforward fashion. In the latter case, an infinite sequence of beam splitters are required \([13]\), each of them provided with a block containing a displacement operation, a photon counting and a feedforward from the previous block.

If setup limitations or constraints, e.g. the availability of only fixed (time or spatial invariant) displacements, prevents the exact realization of a Dolinar scheme, the PPM receiver design algorithm suffers from these limitations in implementing the local measurement projectors, leading to suboptimal performances.

In the present work we consider both the above scenarios, i.e. the availability of arbitrary local projective measurements in each slot, given for example by a Dolinar
receiver, and the limitation to perform only fixed displacements. If on one hand the former solution allows greater possibilities in the design, the latter one is more practical and suitable for an experimental setup.

III. STRUCTURE OF AN ADAPTIVE RECEIVER

The qubit description of the transmitted quantum state given by the tensor product of $|\xi_i\rangle$, $i=0,1$ reflects the structure of the PPM signals as a temporal sequence of $M$ coherent states. Current classical receiver schemes measure the entire signal as a whole, leaving the estimation of the symbol after the measurement is concluded. However, due to the temporal sequence of the slot pulses, this measurement can be interpreted as a sequence of $M$ measurements.

In each slot, the classical receiver performs a photon counting, also referred to as direct detection (DD), that is an energy measurement with outcomes corresponding to the presence of any or no photons. An ideal photon counter, with unit efficiency and no dark counts, is associated to operators

$$P_0 = |0\rangle\langle0|, \quad P_1 = I - |0\rangle\langle0|,$$

with conditional probabilities on the Fock space

$$q_{ij} = P[z_k = i | \gamma_{k,x} = |j\rangle], \quad i = 0,1, \quad j = 0, \alpha \quad (18)$$
calculated by the Born’s rule

$$q_{0|0} = \text{Tr}[P_0|0\rangle\langle0|] = |0\rangle\langle0| = 1,$$

$$q_{1|\alpha} = \text{Tr}[(I - |0\rangle\langle0|)|\alpha\rangle\langle\alpha|] = 1 - e^{-|\alpha|^2}. \quad (19)$$

In the corresponding qubit framework, the measurement operators are written as

$$|\mu_{k,0}\rangle\langle\mu_{k,0}| = |\xi_0\rangle\langle\xi_0|, \quad |\mu_{k,1}\rangle\langle\mu_{k,1}| = I - |\xi_0\rangle\langle\xi_0|,$$

which give the correct conditional probabilities,

$$p_{0|0} = |\langle\mu_0|\xi_0\rangle|^2 = 1,$$

$$p_{1|1} = |\langle\mu_1|\xi_1\rangle|^2 = 1 - \chi = 1 - e^{-|\alpha|^2}. \quad (21)$$

The receiver estimates the transmitted symbol corresponding to the measurement where the outcome $z_k = 1$ has been observed, that is where one or more photons have been detected. By the PPM definition, multiple outcomes equal to $1$ are impossible to detect, while it could be possible to observe only $0$. When all the outcomes are $z_k = 0$, the receiver chooses at random. The error probability is thus

$$P_e^{DD} = \frac{M-1}{M} \chi = \frac{M-1}{M} e^{-|\alpha|^2}. \quad (22)$$

It is natural to ask whether it is possible to improve this receiver structure by adapting the subsequent slot measurements on the base of previous measurement outcomes. This idea was initially pointed out by Dolinar \[6\] who proposed an adaptive nulling of the received signal.

When the nulling operation is performed in the slot, a displacement $D(-\alpha)$ is applied to the current coherent state: in the case of the ground state it is displaced to $|\xi\rangle$, while in the case of the coherent state $|\alpha\rangle$ it is displaced to $|0\rangle$. After the nulling operation, a photon counting is performed with operators \[17\]. The result of the nulling operation is that the conditional probabilities change in

$$q_{0|0} = |\langle0|D(-\alpha)|0\rangle|^2 = e^{-|\alpha|^2}, \quad (23)$$

$$q_{1|\alpha} = \text{Tr}[(I - |0\rangle\langle0|)D(-\alpha)|\alpha\rangle\langle\alpha|D(-\alpha)^\dagger] = 0. \quad (24)$$

In our qubit framework, this measurement is described by the operators

$$|\mu_{k,0}\rangle\langle\mu_{k,0}| = |\xi_1\rangle\langle\xi_1|, \quad |\mu_{k,1}\rangle\langle\mu_{k,1}| = I - |\xi_1\rangle\langle\xi_1|,$$

with consequent conditional probabilities

$$p_{0|0} = |\langle\mu_{k,0}|\xi_0\rangle|^2 = \chi = e^{-|\alpha|^2},$$

$$p_{1|1} = |\langle\mu_{k,1}|\xi_1\rangle|^2 = 0. \quad (25)$$

The Dolinar receiver for PPM starts with an initial hypothesis $y = 1$. It applies the nulling to the (unknown) coherent state in the first slot, and performs the photon counting.

If the outcome is $z_1 = 0$, i.e. no photons are detected, the receiver believes in the temporary hypothesis $y$ and simply detect the remaining slots. During this stage, the receiver keeps the temporary hypothesis unless an outcome $z_k = 1$, i.e. some photons, are observed, and in that case the hypothesis is changed in $y = k$.

On the contrary, if the measured outcome in the nulled slot is $z_1 = 1$, i.e. at least one photon is recorded, the receiver completely neglects the current hypothesis, replacing it with the sequent symbol, $y = 2$. The nulling algorithm is then repeated recursively from the next slot, reducing the original problem to its $M-1$ version.

It is easy to show that the receiver fails in the correct discrimination of symbol $x = i$ estimating $y = k$ when two wrong outcomes are observed, in the nulled slot $k$ and in the slot $i$ during direct detection \[6,7\]. The error probability of this scheme is

$$P_e^{CN} = \frac{1}{M} [1 - \chi]^M - 1 + M \chi] \quad (26)$$

Two architectures have been proposed \[7\] to improve the Conditional Nulling scheme. The key idea is that a non-exact nulling of the signal can lead to better performances, just as the Generalized Kennedy uses the same concept to improve the Kennedy receiver \[13\].

The first architecture, denoted in \[7\] as Type I, uses the same algorithm as the PPM Dolinar receiver to choose consecutive measurements on the basis of previous outcomes, but applying a constant displacement $D(\beta)$, with
\[P_{\text{INC}}(k) = \frac{q_{1|a}(1-(1-q_{0|0})^{M-1})+e^{-|\alpha|^2}(Mq_{0|0}^{-1}+1-(1-q_{0|0})^{M})}{Mq_{0|0}} \]

with

\[q_{0|0} = \frac{\exp \left[ -\frac{(\sqrt{G}+\sqrt{G}-1)^2|\beta|^2}{1+\sqrt{G}-1(\sqrt{G}+\sqrt{G}-1)} \right]}{\sqrt{G}}, \]

\[q_{1|a} = 1 - \frac{\exp \left[ -\frac{(\sqrt{G}+\sqrt{G}-1)^2|\alpha|-|\beta|}{1+\sqrt{G}-1(\sqrt{G}+\sqrt{G}-1)} \right]}{\sqrt{G}}. \]

Substituting \(G = 1\), we obtain the expression for the Type I architecture. From the expression (27), the displacement \(\beta\) and the phase-sensitive amplifier \(G\) have been numerically optimized to reach the maximum performance of this receiver scheme.

In the qubit framework, the direct detection is performed again with operators (20), while when the displacement and squeezing operations are performed, the operators are described by POVM as in (10). The POVM parameters \(a_k, b_k\) depend upon the values of \(\beta\) and \(G\) employed, and can be obtained by inversion of (13) with the transition probabilities (28).

The conditional nulling scheme and its improved versions share a common algorithm that creates a decision tree of the possible sequence of measurements. Proceeding from the root to the leaves, in each node it is decided which branch to take depending on the last outcome. However, it was pointed out in (14) that further performance improvements can be obtained by considering different displacements \(\beta_k\) for each slot \(k = 1 \ldots M\). Moreover, further generalization leads to time varying displacements \(\beta_k(t)\).

In addition, the decision tree of these architectures is not symmetrical, and the direct detection of all the slots after the outcome \(z_k = 1\) has been observed in a nulled slot may not be the best strategy.

We propose a general structure for an adaptive receiver, where the next measurements are decided upon all the previous outcomes \(\bar{z}_k\). The receiver algorithm defines a perfect binary tree with \(M\) levels, where each node corresponds to a slot measurement and each edge to an outcome (see Figure 3). In order to focus on the transition probabilities, we use the qubit representation to describe the measurement in the \(k+1\)-th slot, i.e. after \(k\) outcomes has been observed, with \(\phi_k\) the parameters that specify the local measurement. For example, in the case of the projective measurements, \(\phi_k\) coincides with the angle in the definition (22).

The receiver starts with the first measurement specified by \(\phi_0\). Then, depending on the outcome \(z_1 = 0\) or \(z_1 = 1\), it proceeds with a measurement in the second slot defined by \(\phi_1 = \pi_1(0)\) or \(\phi_1 = \pi_1(1)\) respectively. In general it results \(\pi_1(0) \neq \pi_1(1)\). The receiver continues to perform measurements following the path indicated by the outcomes sequence. After the last measurement, the final estimation is taken based on the whole outcome sequence \(\bar{z}_M\).

This receiver structure is a generalization of the previously seen adaptive receiver. In order to achieve optimal performance, an optimization of all the parameters \(\phi_k = \pi_k(\bar{z}_k)\), for all \(k\) and \(\bar{z}_k\) is necessary. Since the number of parameters grows exponentially in the number of levels, that is the PPM cardinality, the optimization of the final probability of correct decision is highly demanding. However, we can simplify the optimization problem by applying the dynamic programming algorithm, that is the topic of the next Section.

IV. REVIEW OF DYNAMIC PROGRAMMING

In this Section we introduce the (discrete time) dynamic programming framework and its basic algorithm. For a more detailed review, see (11).

Consider a discrete time dynamic system described by
the update equation
\[ s_{k+1} = f_k(s_k, u_k, w_k), \quad k = 0, \ldots, N - 1, \]  
with given initial system state \( s_0 \), where

- \( k \) is the step index corresponding to the time.
- \( s_k \in S_k \) is the system state, that is the collection of past information up to time \( k \) useful to describe the evolution of the system and relevant for the optimization problem. To avoid misunderstanding, in the following we will use the term system state and quantum state, to discriminate the description of a system as in \( \Phi \) and the physical description given by the density operator.
- \( u_k \in U_k \) is the control, that is the physical variable or quantity we can use to drive the system evolution. Since we can impose the value of \( u_k \) in order to control the system, it is not described by a random variable.
- \( w_k \in W_k \) is a random parameter out of our control, sometimes referred to as disturbance or noise. It can be related to \( s_k \) and \( u_k \), i.e. its probability description can depend upon \( s_k \) and \( u_k \) as in \( P_\sigma[s_k, u_k] \).

A reward function \( r_k \) is associated with the system evolution, that in our case we can write as
\[ r(s_N), \]  
and depends upon the final system state \( s_N \). Since the evolution \( \Phi_k \) is influenced by the random variables \( w_0, \ldots, w_{N-1} \), the final system state \( s_N \) is a random variable and the expected reward we want to maximize is
\[ E_{s_N} [r(s_N)] = \int_{s_N} d\sigma g(\sigma) \rho_{s_N}(\sigma), \]  
where with the notation \( \rho_r(\cdot) \) we indicate the probability density function of the random variable \( r \), in this case the system state \( s_N \).

Considering the update equation \( \Phi_k \) for \( k = N - 1 \), the expected reward can be rewritten as
\[ E_{s_{N-1}, w_{N-1}} [r(f_{N-1}(s_{N-1}, u_{N-1}, w_{N-1}))] = \int_{s_{N-1}} d\rho \int_{w_{N-1}} d\omega g(f_{N-1}(\rho, u_{N-1}, \omega)) \]  
\[ \times \rho_{s_{N-1}, w_{N-1}}(\rho, \omega). \]  
By \( \Phi_k \) we can iterate the substitutions backward in the index \( k \) to obtain a reformulation of the expected reward \( E_{s_N} \) in terms of the controls and the initial system state \( s_0 \),
\[ \int_{W_0} d\omega_0 \cdots \int_{W_{N-1}} d\omega_{N-1} \rho_{w_0, \ldots, w_{N-1}}(\omega_0, \ldots, \omega_{N-1}) \]  
\[ \times g(f_{N-1}(\ldots f_0(s_0, u_0, \omega_0), \ldots, u_{N-1}, \omega_{N-1})) \]  
where we use the fact that the initial state \( s_0 \) is known, and we have explicitly indicated the composition of the update functions \( f_{N-1}, f_{N-2}, \ldots, f_0 \) from \( s_0 \) with the variables \( w_0, \ldots, w_{N-1}, u_0 = \omega_0, \ldots, u_{N-1} = \omega_{N-1} \).

In seeking the maximization of \( J_k \), we can employ different strategies. For example, the values of the control \( u_0, \ldots, u_{N-1} \) can be determined before the system starts, and then applied during the evolution, or we can postpone the choice of \( u_k \) at time \( k \) since there’s no penalties in delaying the decision. In particular, this latter strategy allows to define \( u_k \) as a function of the system state \( s_k \),
\[ u_k = \pi_k(s_k), \quad s_k \in S_k, \quad u_k \in U_k, \]  
leading to an adaptive control algorithm. Its performance are not worse than the fixed control, and we can take advantage of the information gained from time \( 0 \) to \( k \).

The set of functions \( \bar{\pi} = (\pi_0, \pi_1, \ldots, \pi_{N-1}) \) is called a policy. We can define the reward-to-go function at time \( k \) from the current system state \( s_k \) as the function
\[ J_k : S_k \times U_k \times \Phi_{k+1} \times \cdots \times \Phi_{N-1} \rightarrow \mathbb{R} \]  
specified as
\[ J_k(\rho, \nu, \pi_{k+1}, \ldots, \pi_{N-1}) = \int_{W_k} \cdots \int_{W_{N-1}} \rho_{w_0, \ldots, w_{N-1}}(\omega_0, \ldots, \omega_{N-1}) \]  
\[ \times g(f_{N-1}(\ldots f_0(\rho, \nu, \omega_0), \ldots, u_{N-1}, \omega_{N-1})) \]  
with \( \Phi_k = U_k^N \) the set of all possible functions \( \pi_k : S_k \rightarrow U_k \).

Define \( \bar{\pi}^* = (\pi_0^*, \pi_1^*, \ldots, \pi_{N-1}^*) \) the optimal policy, that is the one that maximize \( J_0 \)
\[ \bar{\pi}^* := \arg\max_{\bar{\pi}} J_0(s_0, \bar{\pi}(s_0)), \]  
and define
\[ J_0^*(s_0) := J_0(s_0, \bar{\pi}^*(s_0)) \]  
the optimal reward from \( s_0 \).

The dynamic programming algorithm relies on the following idea.

**Principle of Optimality**

Let \( \pi^* = (\pi_0^*, \pi_1^*, \ldots, \pi_{N-1}^*) \) be the optimal policy that maximizes the reward \( J_0 \) and let \( s_1, s_2, \ldots, s_N \) be the corresponding system state evolution. Consider the subproblem of the maximization of the reward-to-go function from time \( k \) with \( s_k = \sigma \),
\[ \max_{\pi_k, \ldots, \pi_{N-1}} J_k(\sigma, \pi_k(\sigma), \ldots, \pi_{N-1}) =: J_k^*(\sigma). \]  
The optimal policy for this subproblem is the truncated sequence \( (\pi_k^*, \pi_{k+1}^*, \ldots, \pi_{N-1}^*) \).
The maximization of $J_0$ with respect to the policy $(\pi_0, \ldots, \pi_{N-1})$ with multivariate calculus requires the solution of a complicated system with equations in all the variables $\pi_k$. Instead, the dynamic programming algorithm decomposes the main problem into a sequence of subproblems.

**Dynamic Programming Algorithm** [16]

The optimal reward $J_0$ is the last step of the following algorithm, which proceeds backwards from $N$ to 0,

1. define the initial condition
   $$ J_N^*(\sigma) = g(\sigma), \quad \sigma \in S_N $$

2. for $k = N-1, \ldots, 0$, for all $\rho \in S_k$ evaluate the optimal control and the optimal reward-to-go function at time $k$, namely
   $$ \pi_k^*(\rho) = \arg \max_{\nu \in U_k} J_k(\rho, \nu, \pi_{k+1}^*, \ldots, \pi_{N-1}^*) $$
   $$ J_k^*(\rho) = J_k(\rho, \pi_k^*(\rho), \pi_{k+1}^*, \ldots, \pi_{N-1}^*). $$

3. the optimal reward and the optimal policy are
   $$ J_0^*(s_0) = J_0(s_0, \pi_0^*(s_0), \ldots, \pi_{N-1}^*), $$
   $$ \pi^* = (\pi_0^*, \pi_1^*, \ldots, \pi_{N-1}^*). $$

At each step $k$, assuming to know by induction the optimal policy $(\pi_{k+1}^*, \ldots, \pi_{N-1}^*)$ and the optimal reward $J_{k+1}^*(\cdot)$, the algorithm considers $s_k = \rho$ as the initial system state for the time evolution from $k$ to $N$, and maximize with respect to the control $u_k = \nu$. This maximization is solved for every possible $s_k \in S_k$, in order to define the function $\pi_k^*(s_k)$ and the optimal reward $J_k^*(s_k)$. This step is repeated until $k = 0$. Note that at each step, only one control variable $u_k$ is involved in the maximization, simplifying its optimization.

### A. Reformulation of the Dynamic Programming Algorithm

In some optimization problems, it could be of interest to include the probability of the actual system state $s_k$ among the information to pass from an iteration to another, as a component of the system state. In this case, the probability of the system state $\psi_{s_k}(\cdot)$ refers to the other components. As we will see later, this allows us to reduce the size of the system state thus speeding up the computation of the algorithm.

A consequence of this new definition is that in the steps 1. and 2. of the dynamic programming algorithm must be evaluated assuming a possible value for the probability of the state. This is not a problem since even in the original formulation the system state probability $\psi_{s_k}(\cdot)$ is not known, but it is obtained by the backward steps of the algorithm. In the same manner, non-admissible values of the system state probabilities are excluded by the backward procedure.

Including the system state probability allows us to define a reward-to-go function which uses its value, with joint probabilities rather than conditional probabilities, as in

$$
\hat{J}_k(\rho, \nu, \pi_{k+1}, \ldots, \pi_{N-1}) = \\
\int \omega_0 \cdots \int \omega_{N-1} \psi_{s_k, w_k, \ldots, w_{N-1}}(\rho, \omega_k, \ldots, \omega_{N-1}) \\
x g(f_{N-1} \cdots f_k(\rho, u_k, \omega_k), \ldots, u_{N-1}, \omega_{N-1})) \\
= \psi_{s_k}(\rho) \int \omega_0 \cdots \int \omega_{N-1} \\
x g(f_{N-1} \cdots f_k(\rho, u_k, \omega_k), \ldots, u_{N-1}, \omega_{N-1})) \\
\times \psi_{w_k, \ldots, w_{N-1}}(\omega_k, \ldots, \omega_{N-1}) | \rho, \\
= \psi_{s_k}(\rho) \hat{J}_k(\rho, \nu, \pi_{k+1}, \ldots, \pi_{N-1})
$$

In addition, the dynamic programming algorithm can be reformulated with integrals rather than expectations, as in the following procedure.

**Dynamic Programming Algorithm (Reformulation)**

The optimal reward $J_0^*$ is the last step of the following algorithm, which proceeds backwards from $N$ to 0,

1. define the initial condition
   $$ \hat{J}_N(\sigma) = \hat{g}(\sigma) := g(\sigma)\psi_{s_N}(\sigma), \quad \sigma \in S_N $$

2. for $k = N-1, \ldots, 0$, for all $\rho \in S_k$ evaluate the optimal control and the optimal reward-to-go function at time $k$, namely
   $$ \pi_k^*(\rho) = \arg \max_{\nu \in U_k} \hat{J}_k(\rho, \nu, \pi_{k+1}^*, \ldots, \pi_{N-1}^*) $$
   $$ \hat{J}_k^*(\rho) = \hat{J}_k(\rho, \pi_k^*(\rho), \pi_{k+1}^*, \ldots, \pi_{N-1}^*). $$

3. the optimal reward and the optimal policy are
   $$ J_0^*(s_0) = \hat{J}_0(s_0, \pi_0^*(s_0), \ldots, \pi_{N-1}^*), $$
   $$ \hat{\pi}^* = (\pi_0^*, \pi_1^*, \ldots, \pi_{N-1}^*). $$

Note that since $J_k$ and $\hat{J}_k$ differs by only the factor $\psi_{s_k}$, the values of $\pi_k^*(\rho)$ maximizing the two definitions of the reward-to-go function are the same.
V. OPTIMIZATION ALGORITHM

In this Section we follow the dynamic programming algorithm to optimize the parameters tree depicted in Figure 8. More details are reported in Appendix A, where some preliminary lemmas are explained in order to better understand the algorithm.

A. System state of the Algorithm

The dynamic programming algorithm applies to dynamic systems, whose time evolution is described by a system of equations involving its system state. In our case, the time evolution occurs in discrete time steps.

We refer to the iteration $k$ of the algorithm as the moment just after the sequence $\vec{z}_k$ has been observed, that is after the $k$-th measurement and before the $k+1$-th one. When $k = M$, no more measurements are performed but a final estimation is made in order to choose $y$. By extension, we can define $k = 0$ as the time step before the measurement in the first slot.

In order to define the system state $s_k$, we need to evaluate the information that is necessary to express the probability of correct decision. In general, a receiver strategy considers first a measurement stage, where information about the system under investigation are acquired performing measurement on it, and later an estimation stage, where the information are processed in order to formulate the answer to our detection problem.

The estimation stage is a (possibly probabilistic) map $h$ that assigns to each measurement outcome sequences $\vec{z}_M$ an estimate $y$ of the transmitted symbol $x$. The final probability of correct decision is therefore rewritten as

$$P_c = P[y = x] = \sum_{i=1}^{M} P[y = i, x = i]$$

$$= \sum_{i=1}^{M} \sum_{z \in Z_M} P[y = i, x = i, \vec{z}_M = z]$$

$$= \sum_{i=1}^{M} \sum_{z \in Z_M} P[y = i | x = i, \vec{z}_M = z] p_{i,x}, \quad (55)$$

where $P[y = i, \vec{z}_M = z] = p_{i,x}$.

The performance index (55) is maximized by a deterministic map $h$ according to the maximum a posteriori (MAP) criterion,

$$h(z) = \arg\max_{i \in \{1,...,M\}} p_{i,x}, \quad (56)$$

such that the probability of correct decision reads

$$P_c = \sum_{z \in Z_M} P[x = h(z), \vec{z}_M = z] = \sum_{z \in Z_M} \max_{i \leq M} p_{i,x} \quad (57)$$

The probability of correct decision (57) corresponds to the expected reward function (33), namely

$$E_{\omega_0,\ldots,\omega_{N-1}}[g(s_M)] = \sum_{z \in Z_M} \left( \max_{i \leq M} p_{i|z} \right) p_z, \quad (58)$$

and therefore we can identify $w_k = \vec{z}_{k+1}$ and

$$g(s_M(z)) = \max_{i \leq M} p_{i|z}. \quad (59)$$

While the estimation stage is completely optimized by (33), in order to optimize the measurement stage, it seems natural to consider the information described by the vector of the conditional probabilities given the outcome $\vec{z}_k$,

$$\vec{p}_{\vec{z}_k} = \left[ \begin{array}{cccc} p_{1|\vec{z}_k} & p_{2|\vec{z}_k} & \cdots & p_{M|\vec{z}_k} \end{array} \right]. \quad (60)$$

However, not all the entries in (33) are necessary in order to solve (60) and therefore define the system state of the receiver algorithm. In fact, given the outcome sequence $\vec{z}_k$, due to the local binary discrimination in each slot it turns out that only two conditional probabilities are necessary, $p_{M|\vec{z}_k}$ and $p_{0|\vec{z}_k}$, with $m(\vec{z}_k)$ the maximum a posteriori (MAP) estimate of $x$ among the symbols $1,\ldots,k$, i.e.

$$m(\vec{z}_k) = \arg\max_{i \leq k} p_{i|\vec{z}_k}. \quad (61)$$

These considerations lead to a definition of the state as in

$$s_k(\vec{z}_k) = (p_{M|\vec{z}_k}, p_{M|\vec{z}_k}, m(\vec{z}_k), p_{\vec{z}_k}). \quad (62)$$

where we include in the last component the probability of the state, as explained in the previous Section IV A.

However, due to the reformulation of the dynamic programming algorithm, it suffices to define as a system state $s_k \in S_k$ the triple

$$s_k(\vec{z}_k) = (p_{m,z_k}, p_{M,z_k}, m(\vec{z}_k)), \quad (63)$$

$$S_k = \{(u,v,i) : 0 \leq u \leq 1, 0 \leq v \leq 1, u + v \leq 1, i \in \{1,\ldots,k\} \}, \quad (64)$$

with joint probabilities rather than conditional ones, and use the definition of probability of correct decision (57).

This definition is not equivalent to (62), since we cannot recover (62) from (63), but still it suffices to perform the optimization. Note that $m(\vec{z}_k)$ can be defined in the same manner of (61) with joint probabilities.

We highlight that the system state $s_k$ is a random variable, that depends upon the realization of the outcomes sequence $\vec{z}_k$. However, to shorten the notation, when assuming a given $\vec{z}_k$, we drop its dependency.
We show that by definition \(63\) we can describe the evolution of the system state with an update equation. Later, in the next Section, we show that we can write the probability of correct decision as a function of \(s_M(\bar{z}_M)\).

Consider the system state \(s_k(\bar{z}_k)\) and the outcome sequences that can be generated from \(\bar{z}_k\) with \(z_{k+1} = 0\) or \(z_{k+1} = 1\), employing the parameters \(\phi_k = \pi_k(\bar{z}_k)\) in the measurement. The joint probabilities \(P_{M,|z_0|,P_{M,|z_1|}}\) can be easily obtained from the transition probabilities in equations \(14\), in the case \(k < M - 1\) by

\[
P_{M,|z_0|} = \hat{p}_0|0P_{M,|z_0|},
\]

while if \(k = M - 1\) by

\[
P_{M,|z_0|} = \hat{p}_0|1P_{M,|z_0|},
\]

Note that given the system state \(s_k(\bar{z}_k)\), the probability \(P_{M,|z_0|}\) equals the joint probability

\[p_i,\bar{z}_k = P\{x = i, \bar{z}_k\}, \; i = k + 1, k + 2, \ldots, M\]

due to the equal a priori probability and the same quantum states \(|\xi_0\rangle\) in the first \(k\) slots for all symbols \(x = k + 1, \ldots, M\) (see Lemma 3 in Appendix \(A\)).

In the case of \(p_m(\bar{z}_0),|z_0|\) and \(p_m(\bar{z}_1),|z_1|\), in order to obtain the update equation we apply its definition,

\[
p_m(\bar{z}_0),|z_0| = \max_{i \in k+1} \{p_i,|z_0|\},
\]

\[
= \max \{\hat{p}_0|0P_{M,|z_0|}, \max_{i \in k} \{\hat{p}_0|0P_{M,|z_0|}\}\}
\]

\[p_m(\bar{z}_1),|z_1| = \max_{i \in k+1} \{p_i,|z_1|\},
\]

\[
= \max \{\hat{p}_1|1P_{M,|z_1|}, \max_{i \in k} \{\hat{p}_1|1P_{M,|z_1|}\}\}
\]

Therefore, the symbol \(m(\bar{z}_k)\) is updated into

\[m(\bar{z}_k) \in \{m(\bar{z}_k), k + 1\}\]

accordingly with the term maximizing \(67\) and \(68\).

This means that at each update of the system state, the symbol \(m(\bar{z}_k)\) can be replaced only by the symbol corresponding to the current slot.

Given the update equations, we have to specify the initial system state \(s_0\) of the algorithm before the first measurement, that does not depend upon any outcomes, \(\bar{z}_0 = \emptyset\). This system state collects the a priori information, and due to the equal a priori distribution for the symbols, we can define

\[s_0 = \left(\frac{1}{M}, \frac{1}{M}\right),\]

where it is unnecessary to specify \(m(\emptyset)\), since the first update of the system state leads to the trivial maximization

\[m(z_1) = \arg\max_{i \leq 1} p_i, z_1 = 1.\]

The parameters \(\phi_k = \pi_k(\bar{z}_k)\) appear (implicitly) in the transition probabilities of update equations \(65\)–\(69\), highlighting their role of control variables. In the next Section we formulate the corresponding expected reward function, and following the dynamic programming we define \(\phi_k\) as function of the state \(s_k\),

\[\phi_k = \pi_k(s_k(\bar{z}_k))\]

optimizing for each \(\bar{z}_k\).

### B. Reward-to-go function

In this section we rewrite the probability of correct decision as a function of the system state and find a suitable definition in terms of the reward-to-go functions.

Consider now the system state \(s_k(z)\) before the \(k+1\)-th measurement, and define the reward-to-go function

\[
\tilde{J}_k(s_k(z), \phi_k, \pi_{k+1}, \ldots, \pi_{M-1}) =
\]

\[
= \sum \{p_m(zx')|z'x'\}
\]

where the set \(Z_{M-k}\) contains all the possible sequences \([z_{k+1} \ldots z_M]\) composed by \(M - k\) outcomes. The dependency upon the variables \(s_k(z), \phi_k, \pi_{k+1}, \ldots, \pi_{M-1}\) in the RHS of \(73\) is implicit in the transition probabilities of the outcomes. It is trivial to see that

\[
\tilde{J}_0(s_0, \pi_0(s_0), \ldots, \pi_{M-1}) = P_c
\]

and

\[
\tilde{J}_{M-1}(s_{M-1}(z), \phi_{M-1}) = \sum_{z_{M-1}=0,1} P_m(zx M),\{z x M\}(\phi_{M-1})
\]

\[
= P_m(zx 0)|z 0|\phi_{M-1} + P_m(zx 1)|z 1|\phi_{M-1}
\]

\[
= P[z M = 0|x = i] p_i x + P[z M = 1|x = j] p_j x,
\]

with \(i = h(|z 0|)\) and \(j = h(|z 1|)\).

We consider for the moment the possibility to perform arbitrary local projective measurements, as explained in Section \(11\). Therefore, the transition probabilities \(P[z M = z|x = i] = \hat{p}_{z|x} c\) can be evaluated as in \(11\).

As explained in the Lemma 1 in Appendix \(A\), expression \(70\) is the probability of correct decision of the binary discrimination problem between symbols \(i = m(z)\) and \(j = M\), with the joint probabilities \(p_{i,x}, p_{j,x}\) provided by the system state \(s_{M-1}(z)\). The expression admits the analytical maximization

\[
\tilde{J}_{M-1}(s_{M-1}) = \frac{1}{2} \left[ p_m + p_M + \sqrt{(p_m + p_M)^2 - 4p_mp_M\chi} \right]
\]
obtained employing the angle in the \( M \)-th measurement

\[
\pi_{M-1}(s_{M-1}) = \frac{1}{2} \cos 2\theta (p_m - p_M) + j \sin 2\theta (p_m + p_M)
\]

where in both (76) and (77) we drop the dependency from \( z_{M-1} \).

Moreover, we can easily write down the update equation for the reward-to-go

\[
\tilde{J}_k(s_k(z), \phi_k, \pi_{k+1}, \ldots, \pi_{M-1}) = \sum_{z'} P_m([z' x'], [z x'])
\]

\[
= \sum_{z' \in Z_{M-k}} \sum_{z'' \in Z_{M-k-1}} P_m([z z' x''], [z z' x'])
\]

\[
= \tilde{J}_{k+1}(s_{k+1}([z 0]), \pi_{k+1}, \pi_{k+2}, \ldots, \pi_{M-1})
\]

\[
+ \tilde{J}_{k+1}(s_{k+1}([z 1]), \pi_{k+1}, \pi_{k+2}, \ldots, \pi_{M-1})
\]  \hspace{1cm} (78)

In equation (78), the role of \( \phi_k \) comes into the update of the system state. In fact, for each outcome \( z_{k+1} \), two evolutions of \( s_k([z z_{k+1}]) \) are possible, which depend on parameters \( \phi = \phi_k \) that appear in the transition probabilities of (77) and (78). Therefore, four possible evolutions must be considered in evaluating (78), indicated with A, B, C and D in equations (79)–(82). Since we want to maximize the probability of correct decision, \( \tilde{J}_k(s_k) \) is the maximum between these possibilities, as in (73).

Along with the reward-to-go function, we define the function \( \pi^*_k \) that represents the optimal value of the control variable corresponding to the current system state, \( \phi_k = \pi^*_k(s_k) \), to employ in the measurement \( k + 1 \) given that the outcome sequence \( \tilde{z}_k \) has been observed.

C. Dynamic Programming Algorithm

In the dynamic programming algorithm, we have to evaluate the reward-to-go function at iteration \( k \) for each possible values of the system state \( s_k \). The expression of \( \tilde{J}_k \) depends on the variables \( p_m, p_M \) and not upon the particular sequence \( \tilde{z}_k \). Therefore, in the following we can drop the dependence of the system state from \( \tilde{z}_k \).

The optimization algorithm used to evaluate the performance of the adaptive receiver can be summarized by the following step by step procedure:

1. Evaluate the reward-to-go function \( \tilde{J}_{M-1} \) and the function \( \pi_{M-1} \) for each \((p_m, p_M)\), \( p_m + p_M \leq 1 \) as in (76) and (77).

2. Repeat step 3. and 4. for \( k = M - 1, \ldots, 1 \).

3. From \( \tilde{J}_{k+1}^* \), for each \((p_m, p_M)\), \( p_m + p_M \leq 1 \) evaluate \( \tilde{J}_k^* \) and \( \pi_k^* \) as in (83) and (84) respectively.

4. For each \((p_m, p_M)\), \( p_m + p_M \leq 1 \), depending on the association A, B, C or D of (79)–(82) used in the previous step, define the children nodes of \( s_k(z_k) \) generated with outcome \( z_{k+1} = 0 \) and \( z_{k+1} = 1 \)

   \[ \text{children}(s_k) = \{ s_{k+1}([\tilde{z}_k 0]), s_{k+1}([\tilde{z}_k 1]) \} \]  \hspace{1cm} (85)

Note that in \( s_{k+1}([\tilde{z}_k 0]) \) and \( s_{k+1}([\tilde{z}_k 1]) \) we can define \( m([\tilde{z}_k 0]) \) and \( m([\tilde{z}_k 1]) \) only in the case it is equal to \( k + 1 \), while in the case \( m([\tilde{z}_k z_{k+1}]) = m(\tilde{z}_k) \) we cannot assign an exact value, because \( m(\tilde{z}_k) \in \{1, \ldots, k\} \). Instead, we can assign the label “previous” indicating the value is \( m \leq k \), that will be defined in later iterations of the optimization.

5. Evaluate the parameter in the first measurement and the performances of the adaptive algorithm from \( s_0 \) as

\[
\pi^*_0 = \arg \max_{\phi} \tilde{J}_1(\frac{\hat{p}_{01}(\phi)}{M}, \frac{\hat{p}_{00}(\phi)}{M}, 1) + \tilde{J}^*_1(\frac{\hat{p}_{11}(\pi^*_0)}{M}, \frac{\hat{p}_{10}(\pi^*_0)}{M}, 1)
\]  \hspace{1cm} (86)

\[
P_c = \tilde{J}_1(\frac{\hat{p}_{01}(\pi^*_0)}{M}, \frac{\hat{p}_{00}(\pi^*_0)}{M}, 1) + \tilde{J}^*_1(\frac{\hat{p}_{11}(\pi^*_0)}{M}, \frac{\hat{p}_{10}(\pi^*_0)}{M}, 1)
\]  \hspace{1cm} (87)

In order to reconstruct the binary tree parameters and find the estimation region, we need to retrace the optimization steps forward. In the following procedure, two binary trees are built, one with nodes the system states \( s_k \) and the other with nodes corresponding to the parameter \( \phi_k \). The levels \( k = 0, 1, \ldots, M - 1 \) of the trees represent the system state before \( k + 1 \)-th measurement, the edges between the nodes correspond to a measurement outcome \( z_k = 0 \) or \( z_k = 1 \). The path from the root to the node gives the outcomes sequence.

In particular, retracing the path of the binary tree we can fill up the system state substituting the labels “previous” with the correct symbol \( m(\tilde{z}_k) \).

The construction of the binary trees is given by the following steps:

6. Define the initial system state \( s_0 \) as the root of the binary tree of the system states.

7. Define \( \phi_0 = \pi^*_0(s_0) \) as the root of the tree of the parameters.

8. Define the children nodes of the system state \( s_0 \), the one corresponding to the outcome \( z_1 = 0 \),

\[
s_1(0) = \left( \frac{\hat{p}_{01}(\pi^*_0)}{M}, \frac{\hat{p}_{00}(\pi^*_0)}{M}, 1 \right)
\]  \hspace{1cm} (88)

and the other corresponding to \( z_1 = 1 \),

\[
s_1(1) = \left( \frac{\hat{p}_{11}(\pi^*_0)}{M}, \frac{\hat{p}_{10}(\pi^*_0)}{M}, 1 \right)
\]  \hspace{1cm} (89)
9. Repeat step 10. for \( k = 2, \ldots, M - 1 \).

10. For each node \( s_k(\bar{z}_k) \) of the level \( k \) in the binary parameters tree, the parameter corresponding to the next measurement is

\[
\pi_k(s_k(\bar{z}_k))
\]

and in the next level of the system state tree add \( s_{k+1}(\bar{z}_0) \) and \( s_{k+1}(\bar{z}_1) \), replacing, if present, the label “previous” with the symbol \( m(s_k(\bar{z}_k)) \).

Once completed these trees, following the outcome sequence through the parameter tree we get the parameter \( \phi_k = \pi_k(s_k(\bar{z}_k)) \) to employ in the \( k + 1 \)-th measurement. The region of estimation are defined in this way: if the sequence ends in \( z_M = 1 \), it is attributed to \( y = M \), otherwise for \( z_M = 0 \) it is assigned to \( y = m(s_{M-1}(\bar{z}_{M-1})) \).

D. Adaptive Receiver Algorithm with Suboptimal Local Measurements

The adaptive receiver algorithm we proposed in Section [1] bases its performance on two key ingredients, the possibility of implementing arbitrary local projective measurements and the dynamic programming algorithm that optimize subsequent measurements on the base of previous results.

As already pointed out in Section [11] an arbitrary projective measurement can be implemented with the Dolinar receiver setup. However, it is well known that the implementation of this receiver is challenging due to the requirements of a fast feedback from the photon counter to the local oscillator during the time slot, and suboptimal discrimination schemes results to be more practical in experimental setup.

The dynamic programming algorithm can be set up with any local measurement scheme. In this section we consider the definition of an adaptive receiver scheme that uses a Generalized Kennedy receiver [13] in each slot for the local binary discrimination, but leveraging on the dynamic programming to optimize the sequence of measurements. The resulting algorithm can again be represented with a tree as in Figure [**] but with the parameter \( \beta_k = \pi_k(\bar{z}_k) \) instead of \( \phi_k \), representing the time constant displacement to apply in the slot.

The transition probabilities of a Generalized Kennedy scheme are reported in equations [28] with \( \beta = \beta_k \) and \( G = 1 \). In the framework setup, this transition probabilities are obtained from a pair of POVM, whose parameters can be obtained by inversion of [13].

Since the two expressions are not symmetric, we may consider two different associations between the outcomes \( \{0, 1\} \) and the qubits \( \{|0\rangle, |1\rangle\} \). The association

\[
\begin{cases}
p_{0|0} = q_{0|0} \\
p_{1|1} = q_{1|1}
\end{cases}
\]  

comes directly from the definition of the Generalized Kennedy receiver. The other association,

\[
\begin{cases}
p_{0|0} = q_{1|\alpha} \\
p_{1|1} = q_{0|0}
\end{cases}
\]

can be obtained placing a displacement operation \( D(-\alpha) \) before the receiver, therefore inverting the role of the ground state and the non-nulled coherent state.

Replacing the local measurements leads to minor changes in the dynamic programming algorithm. The reward-to-go function \( \tilde{J}_{M-1}^* \) and the optimized parameter \( \pi_{M-1}^* \) for the last measurement are evaluated as

\[
\tilde{J}_{M-1}^*(s_{M-1}) = \max_{\beta_{M-1}} \tilde{J}_{M-1}(s_{M-1}, \beta_{M-1}),
\]

\[
\pi_{M-1}^*(s_{M-1}) = \arg\max_{\beta_{M-1}} \tilde{J}_{M-1}(s_{M-1}, \beta_{M-1}),
\]

with

\[
\tilde{J}_{M-1}(s_{M-1}, \beta_{M-1}) = p_M + [(p_m + p_M) \sinh \alpha \beta_{M-1} + (p_m - p_M) \cosh \alpha \beta_{M-1}] e^{-\beta_{M-1}^2 - \frac{\alpha^2}{4}}.
\]
The transition probabilities \( \{\hat{p}_{0|0}, \hat{p}_{1|1}\} \) of the projective measurements need to be replaced with \( \{p_{0|0}, p_{1|1}\} \). Both the possible associations \( [21] \) and \( [22] \) must be considered in the update equations \( (79)-(82) \), as well as in the optimization of the first measurement in equations \( (80) \) and \( (87) \).

This adaptive receiver improves the performance of the Improved Conditional Nulling type I scheme due to the more generality obtained by the dynamic programming. On the other hand, the performance will be suboptimal since a suboptimal scheme is used for the local measurements.

VI. RESULTS AND NUMERICAL ISSUES

In the previous Section we described the algorithm to optimize the sequences of parameters \( \phi_k \) used by the adaptive receiver. We run the optimization algorithm for different cardinalities \( M \) of the PPM and for different values of the inner product \( \chi \). For a fair comparison with respect to the other existing schemes, we compare the performances of the receiver architectures on the base of mean photon number in the coherent state \( |\alpha\rangle \), i.e. \( |\alpha|^2 \), obtained by inversion of \( (4) \).

A first result is that in the case of \( M = 2 \) the adaptive receiver with local projective measurements reaches the theoretical quantum limit. This is not surprising, because as already pointed out in \([12]\) in the case of binary discrimination of pure states an optimized sequence of local measurements suffice to implement the POVM for the optimal discrimination. In Figure 3 the performances of the classical receiver, conditional nulling, type I and type II schemes are compared with respect to the theoretical limit. The performance of the adaptive receivers surpass these schemes, and in the case of the adaptive receiver with projective measurements the performance overlaps with the theoretical one.

As the cardinality \( M \) increases, the performance of the adaptive receiver with local projective measurements slightly moves away from the theoretical optimum. In Figure 5 the performance of the existing and adaptive receivers are compared for \( M = 3, M = 4 \) and \( M = 8 \) respectively. The trend is the same in all the figures: the adaptive schemes outperform the existing conditional nulling, type I and type II receiver, placing the error probability curves between these and the theoretical limit. The adaptive schemes maintain the gap with respect to type I and type II even around \( |\alpha|^2 = 2 \), where these schemes get close to the conditional nulling performances. In addition, the performance of our scheme gets really close to the theoretical limit for low mean photon number.

The evaluation of the dynamic programming algorithm can be really demanding, in particular the evaluation of \( J_k^* \) for all possible system states \( s_k \) may require a non trivial amount of computational time and memory. In addition, this evaluation must be repeated from \( k = M - 1 \).

![FIG. 4: (Color online) Performances comparison of different receiver schemes, for 2-PPM. The curves, from top to bottom, correspond to: --- classical direct detection (black), - - - - conditional nulling receiver (red), - - - type I improved conditional nulling scheme (violet), - - - type II improved conditional nulling scheme (orange), - - - - adaptive scheme with local Generalized Kennedy measurements (magenta), quantum theoretical limit and adaptive with projective measurements (overlapped, blue).](image1)

![FIG. 5: (Color online) Performances comparison of different receiver schemes, for 3-PPM. The curves, from top to bottom, correspond respectively to: --- classical direct detection (black), - - - conditional nulling receiver (red), - - - type I improved conditional nulling scheme (violet), - - - type II improved conditional nulling scheme (orange), - - - - adaptive scheme with local Generalized Kennedy measurements (magenta), - - - retraced forward adaptive scheme with projective measurements (cyan), - - - adaptive with projective measurements (blue), - - - quantum theoretical limit (green).](image2)
down to \( k = 1 \).

Since a numerical procedure is required to evaluate \( \bar{J}_k^* \) at each step, the set \( \{(u, v), 0 \leq u \leq 1, 0 \leq v \leq 1, u + v \leq 1\} \) of the system state space \( S_k \) needs to be discretized in a two dimensional grid. As a consequence, the search of the optimal parameters \( \pi_k^* \) in (84) and the evaluation of \( \bar{J}_k^* \) in (85) requires to approximate the system state \( s_{k+1} \) in the grid when considering \( \bar{J}_{k+1}^*(s_{k+1}) \). The issue of this approximation spread out in successive evaluations of \( \bar{J}_k^* \), especially in the case of poorly discretized grid, where we encounter bad (even unfeasible) results for high values of \( M \) and \(|\alpha|^2\). In our optimization, we use a discretization with at least a grid step of \( 10^{-3} \) for each side of the unit square that includes the set of \( (u, v) \) in (85).

Some considerations can be done in order to lighten the computation. The first consideration is that for different cardinality \( M \), the sequence of tables \( \bar{J}_k^* \) to be calculated are the same. This means that if we want to evaluate the performances of the adaptive receiver for a PPM with cardinality \( M_1 < M_2 < \ldots < M \), we can calculate the table sequence \( \bar{J}_M^*, \bar{J}_{M-1}^*, \ldots, \bar{J}_1^* \) for the maximum cardinality \( M \). In evaluating the performances of the other modulation cardinality \( M_i \), we only need to start from a different initial system state, that is

\[
s_0 = \left( \frac{1}{M_i}, \frac{1}{M_i} \right)
\]

end evaluate the probability of correct decision as

\[
P_c = \max_{\phi} \bar{J}_{M-M_i+1}^* \left( \frac{\tilde{p}_{0|1}(\phi)}{M_i}, \frac{\tilde{p}_{1|0}(\phi)}{M_i}, 1 \right) + \bar{J}_{M-M_i+1}^* \left( \frac{\tilde{p}_{1|1}(\phi)}{M_i}, \frac{\tilde{p}_{1|0}(\phi)}{M_i}, 1 \right)
\]

In addition, as already pointed out and proved in Lemma 3 before the \( k+1 \)-th measurement the joint probability of the \( M-k \) symbols \( x = k+1, k+2, \ldots, M \) are the same. This means that considering the variables \( p_m, p_M \) of the system state \( s_k \) that define the entries of \( \bar{J}_k^* \), it results \( p_M \leq \frac{1}{M-k+1} \), therefore reducing the elements of the set \( \{(u, v)\} \) of \( S_k \) to evaluate in

\[
\{(u, v), u + v \leq 1, 0 \leq u \leq 1, 0 \leq v \leq \frac{1}{M-k+1}\}
\]

Furthermore, if we are interested in the performance for a single value of the cardinality \( M \), we can take advantage of Lemma 4 in Appendix A. Since the elements \( p_m \) and \( p_M \) are joint probabilities of symbols with the outcome sequence, and since they start from the value \( 1/M \), we can restrict the grid to evaluate for table \( \bar{J}_k^* \) to consider only the set

\[
\{(u, v), 0 \leq u \leq \frac{1}{M}, 0 \leq v \leq \frac{1}{M}\}
\]

In order to understand the consequence of the approximation of the system state space \( S_k \), we check the performances of the dynamic programming retracing all the parameters path for each measurement, evaluating the final joint probabilities and calculating the probability of correct decision as the sum in (88). Due to the discretization of \( S_k \) as a grid, the performance obtained retracing the parameters tree can be slightly different with respect to the performances of dynamic programming. The performances of this forward path retracing are depicted in Figures 4 5 and 6 in a dashed (cyan) line. As you can see, for lower cardinality it coincides with the prediction, but the gap spreads out as \( M \) increases, especially for high \( \alpha^2 \) (see for example Figure 6).

In Figure 7 we managed to keep the performances of the forward retracing close to the predicted one for \( M = 8 \) by discretizing the grid \([0, 1/8] \times [0, 1/8] \) with \( 10^3 \times 10^3 \) samples.

VII. CONCLUSION

In the present work we have studied the design of quantum receivers for Pulse Position Modulation.

By the PPM signal structure, we could describe the overall transmitted quantum states in the symbol time interval as sequences of quantum states in shorter temporal slots in a tensorial product. The signal measurement
Let type A3 A5 adaptive with projective quantum theoretical limit (green).
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Appendix A: Useful Lemmas

In this Appendix we give some useful Lemmas that helps to better understand the optimization algorithm.

Lemma 1 Let $p_0, p_1, p_0 + p_1 \leq 1$ be the a priori probability of two symbols $i = 0, 1$ associated to the quantum states $|\xi_0\rangle, |\xi_1\rangle$ respectively. The maximum probability of correct discrimination between $i = 0$ and $i = 1$ achievable with measurement operators (12) defined by $\phi$ is

$$1 \leq p_0 + p_1 + \sqrt{(p_0 + p_1)^2 - 4p_0p_1\chi},$$  \hspace{1cm} (A1)

and the optimal angle is defined by

$$\phi^* = \frac{1}{2} \sqrt{\cos 2\theta(p_0 - p_1) + j \sin 2\theta(p_0 + p_1)}.$$ \hspace{1cm} (A2)

Proof. Consider the measurement operators (12), and without loss of generality associate the outcomes $z = 0$ with the estimation of $i = 0$ and $z = 1$ with $i = 1$. The probability of correct discrimination can be written as

$$P_c = P[z = 0|i = 0]p_0 + P[z = 1|i = 1]p_1 = \cos^2(\theta - \phi)p_0 + \sin^2(\theta + \phi)p_1$$

$$= \frac{1 + \cos(2\theta - 2\phi)}{2}p_0 + \frac{1 - \cos(2\theta + 2\phi)}{2}p_1$$ \hspace{1cm} (A3)

with transition probabilities defined by (14). The maximization of (A3) with respect to the angle $\phi$ leads to the relation

$$\tan 2\phi = \frac{\tan 2\theta p_0 + p_1}{p_0 - p_1},$$ \hspace{1cm} (A4)

solved by the angles verifying

$$\sin 2\phi = \pm \frac{p_0 + p_1}{R} \sin 2\theta,$$

$$\cos 2\phi = \pm \frac{p_0 - p_1}{R} \cos 2\theta,$$ \hspace{1cm} (A5)

with $R$ a normalization term,

$$R = \cos^2 2\theta(p_0 - p_1)^2 + \sin^2 2\theta(p_0 + p_1)^2.$$ \hspace{1cm} (A6)

Expression (A5) with the plus sign corresponds to the point of maximum, and the thesis (A2) follows. Substituting (A2) in (A3) gives

$$P_c = \frac{1}{2} \left[ p_0 + p_1 + \sqrt{R} \right]$$

$$= \frac{1}{2} \left[ p_0 + p_1 + \sqrt{(p_0 + p_1)^2 - 4p_0p_1\cos^2 2\theta} \right].$$ \hspace{1cm} (A7)
Corollary 1 If the quantum states associated to the two symbols $i=0,1$ is the same, i.e. $|\xi_0\rangle = |\xi_1\rangle$, the maximal probability of correct discrimination between $i=0$ and $i=1$ is the maximum of their a priori probability,

$$P_c = \max\{p_0, p_1\}.$$  \hfill (A8)

The Corollary follows from $\chi = |\langle \xi_0 | \xi_1 \rangle|^2 = 1$. Intuitively, this means that in the case of the same quantum states, we cannot discriminate the symbols $i=0,1$ better that their a priori distribution.

Moreover, since $P(z_k)$ is always non lower than $P(z_{k-1})$, at the last measurement it is always better to discriminate between the last symbol $x=M$ and a previous one $x=i<M$. This is reasonable since the last slot would eventually deliver information about the last symbol, and it is useless to discriminate previous ones.

In addition, expression $P(z_k)$ is monotonically increasing with the probabilities $p_0, p_1$, such that it is always better to compare the symbol $x=i<M$ with highest a priori probability.

Lemma 2 The relative ordering of the a priori probabilities of symbols $i,j \neq k$ before the k-th measurement is maintained in the a posteriori distribution, independently of the outcome $z_k$.

Proof. Consider two symbols $i=x$ and $j=x$, $i,j \neq k$ with a priori probabilities $p_{i,z_k-1}, p_{j,z_k-1}$ before the k-th measurement, with $p_{i,z_k-1} \geq p_{j,z_k-1}$. Both symbols $i,j$ has a quantum state $|\xi_0\rangle$ in the k-th position of $|\tilde{\gamma}_i\rangle, |\tilde{\gamma}_j\rangle$. Hence, the transition probability is the same,

$$P[z_k|i] = |\langle \mu_{z_k} | \xi_0 \rangle|^2 = P[z_k|j]$$  \hfill (A9)

and the joint probabilities are multiplied by the same factor

$$p_{i,z_k} = |\langle \mu_{z_k} | \xi_0 \rangle|^2 p_{i,z_k-1}, \quad p_{j,z_k} = |\langle \mu_{z_k} | \xi_0 \rangle|^2 p_{j,z_k-1},$$  \hfill (A10)

and hence the a posteriori distribution of $x=i,j \neq k$ reflects the same relative ordering of the priori.

This Lemma is a consequence of the fact that $i,j \neq k$ has the same quantum states $|\xi_0\rangle$ in position $k$. The k-th measurement does not give any information about the discrimination between symbols $i,j \neq k$ because they all behave in the same way with respect to a measurement in this slot. The k-th slot can give information only for the discrimination of the k-th symbol, whether it is more likely or not respect the other.

Corollary 2 Given an outcome sequence $\tilde{z}_k$, the relative ordering of the joint probabilities of symbols $x=1,\ldots,k$ is maintained in the joint probabilities after measurement $k+1,\ldots,M$, independently of the outcomes $\tilde{z}_{k+1},\ldots,\tilde{z}_M$.

Proof. The quantum states of symbols $x=1,\ldots,k$ in position $k+1,\ldots,M$ of the tensor product are $|\xi_0\rangle$, so the joint probabilities after measurement $l>k$ is

$$p_{i,[\tilde{z}_k \tilde{z}_{k+1} \ldots \tilde{z}_l]} = P[z_l|\tilde{z}_{l-1}, \ldots, \tilde{z}_k, |\xi_0\rangle] \cdot \ldots \cdot P[z_{k+1}|\tilde{z}_k, |\xi_0\rangle] p_{i,\tilde{z}_k}$$  \hfill (A11)

that is, all the joint probabilities are multiplied by the same factors.

Lemma 3 The joint probabilities of symbols $x=k+1,k+2,\ldots,M$ with $\tilde{z}_i$ after any measurement in the l-th slot, $l=1,\ldots,k$, verify $p_{k+1,\tilde{z}_i} = p_{k+2,\tilde{z}_i} = \ldots = p_{M,\tilde{z}_i}$.

Proof. Consider a measurement $l \in 1,\ldots,k$. The joint probabilities of symbols $x=k+1,k+2,\ldots,M$ with the outcomes vector $\tilde{z}_i$ can be calculated as

$$p_{x,\tilde{z}_i} = P[z_l|\tilde{z}_{l-1}, x] P[z_{l-1}|\tilde{z}_{l-2}, x] \cdots P[z_1|x] \frac{1}{M},$$  \hfill (A12)

but since each symbol $x=k+1,\ldots,M$ has a quantum state $|\xi_0\rangle$ in position $1,\ldots,l$, the conditional probabilities give

$$p_{x,\tilde{z}_i} = |\langle \mu_{\tilde{z}_i} | \xi_0 \rangle|^2 |\langle \mu_{\tilde{z}_{l-1}} | \xi_0 \rangle|^2 \cdots |\langle \mu_{\tilde{z}_1} | \xi_0 \rangle|^2 \frac{1}{M},$$  \hfill (A13)

and hence $p_{k+1,\tilde{z}_i} = p_{k+2,\tilde{z}_i} = \ldots = p_{M,\tilde{z}_i}$.

Intuitively, since all symbols $x=k+1,k+2,\ldots,M$ have the quantum state $|\xi_0\rangle$ in position $1,\ldots,k$, we cannot gain any information about their discrimination on the base of the first $k$ outcomes, and therefore their joint probabilities are the same.

Lemma 4 Joint probabilities are non increasing in subsequent measurements, and always lower than the a priori probability $\frac{1}{M}$.

Proof. Writing the joint probability with the conditional chain rule

$$p_{i,\tilde{z}_k} = P[z_k|\tilde{z}_{k-1}, i] P[z_{k-1}|\tilde{z}_{k-2}, i] \cdots P[z_1|i] \frac{1}{M}$$  \hfill (A14)

we see that after each measurement, the joint probabilities are updated with the transition probabilities depending upon the outcome. Since the transition probabilities are not greater than 1, they are non increasing, and it is clear that $p_{i,\tilde{z}_k} \leq \frac{1}{M}$.
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