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Abstract—Consider a channel $W$ along with a given input distribution $P_X$. In certain settings, such as in the construction of polar codes, the output alphabet of $W$ is often ‘too large’, and hence we replace $W$ by a channel $Q$ having a smaller output alphabet. We say that $Q$ is upgraded with respect to $W$ if $W$ is obtained from $Q$ by processing its output. In this case, the mutual information $I(P_X, W)$ between the input and output of $W$ is upper-bounded by the mutual information $I(P_X, Q)$ between the input and output of $Q$. In this paper, we present an algorithm that produces an upgraded channel $Q$ from $W$, as a function of $P_X$ and the required output alphabet size of $Q$, denoted $L$. We show that the difference in mutual informations is ‘small’. Namely, it is $O(L^{-2/(|X|-1)})$, where $|X|$ is the size of the input alphabet. This power law of $L$ is optimal.

I. INTRODUCTION

In his seminal paper on polar codes, Arikan introduced synthetic channels [1, equation (5)], also called bit-channels. These synthetic channels have a binary input alphabet and an intractably large output alphabet. Namely, the output alphabet size of such a channel is at least $2^N$, where $N$ is the length of the polar code. When constructing a polar code, the vast size of the output alphabet is very much an issue. We note that in many settings more general than the seminal one, we search for channels that are ‘very noisy’. A crucial observation is that instead of considering the original synthetic channel, one may approximate it by another channel having a much smaller output alphabet size [2]. Specifically, if the approximating channel is upgraded with respect to the original channel and shown to be ‘very noisy’, then this must also be the case for the original channel.

II. SETTING

We are given a channel $W : X \rightarrow Y$ along with an input distribution $P_X$. We denote the mutual information between the input and output of $W$ as $I(P_X, W) \triangleq I(X; Y)$, where $X$ and $Y$ are random variables with joint distribution

$$P_{X,Y}(x,y) = P_X(x)W(y|x).$$

Let $Q : X \rightarrow Z$ be a channel with the same input alphabet as $W : X \rightarrow Y$. We say that $Q$ is upgraded with respect to $W$ if we can obtain $W$ by processing the output of $Q$. That is, if there exists a third channel $\Phi : Z \rightarrow Y$ such that, for every $x \in X$ and $y \in Y$,

$$W(y|x) = \sum_{z \in Z} Q(z|x)\Phi(y|z).$$

Put another way, we want $X$, $Z$, and $Y$ to form a Markov chain, in that order.

Our goal in this paper, given a fixed input alphabet size $|X|$, an input distribution $P_X$, a channel $W : X \rightarrow Y$, and a parameter $L$, is to construct a channel $Q : X \rightarrow Z$ that is upgraded with respect to $W$ and whose output alphabet size satisfies $|Z| \leq L$. Our method produces such a $Q$ for which

$$I(P_X, Q) - I(P_X, W) = O(L^{-2/(|X|-1)}).$$

By [3, Section IV], the above power law of $L$ is optimal.

III. THE ALGORITHM

Similarly to the method in [4], we use the ‘one-hot’ representation of $x \in X$ to affect a reduction from the non-binary alphabet $X$ to the binary alphabet $X'$. Namely, w.l.o.g. let us assume that $X = \{1, 2, \ldots, q\}$. We will replace $x \in X'$ by a length $q-1$ vector $f(x) = (x_1, x_2, \ldots, x_{q-1})$, such that

$$x_i = \begin{cases} 1 & \text{if } x = i \\ 0 & \text{otherwise} \end{cases}$$

for each $1 \leq i \leq q-1$. We then define the joint distribution $P_{X,Z,Y}(x,z,y) = P_Y(y) \cdot \prod_{i=1}^{q-1} \beta_{X_i,Z_i,Y_i}(x_i,z_i,y)\cdot \frac{P_{Y}(y)\cdot \prod_{i=1}^{q-1} \beta_{X_i,Z_i,Y_i}(x_i,z_i,y)}{\sum_{z \in Z} Q(z|x)\Phi(y|z)}.$

where, for $1 \leq i \leq q$,

$$\beta_{X_i,Z_i,Y_i}(x_i,z_i,y) = \begin{cases} \beta_{X_i,Z_i,Y_i}(x_i,z_i,y) & \text{if } x_i = 0, \\
1 & \text{if } x_i = 0, \\
0 & \text{otherwise}. \end{cases}$$
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