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Abstract—Koopman spectral theory has provided a new perspective in the field of dynamical systems in recent years. Modern dynamical systems are becoming increasingly non-linear and complex, and there is a need for a framework to model these systems in a compact and comprehensive representation for prediction and control. The central problem in applying Koopman theory to a system of interest is that the choice of finite-dimensional basis functions is typically done apriori, using expert knowledge of the systems dynamics. Our approach learns these basis functions using a supervised learning approach where a combination of autoencoders and deep neural networks learn the basis functions for any given system. We demonstrate this approach on a simple pendulum example in which we obtain a linear representation of the non-linear system and then predict the future state trajectories given some initial conditions. We also explore how changing the input representation of the dynamic systems time series data can impact the quality of learned basis functions. This alternative representation is compared to the traditional raw time series data approach to determine which method results in lower reconstruction and prediction error of the true non-linear dynamics of the system.
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I. INTRODUCTION

Dynamical systems are systems for which a function defines the time dependency of a point in a finite dimensional space. There are plenty of examples of such systems from airplanes flight paths to motion of a liquid in a container. While some can be described by sets of non-linear equations representing the desired physics, this approach can sometimes be a complex challenge. Numerical modeling is an appealing approach used in simulation which can help represent very complex non-linear systems which often leads to computationally intensive simulations. This becomes cumbersome in controlled dynamical systems where the controller feedback to the dynamical system is time sensitive and lagging information can have severe consequences.

Over the past 2 decades or so, a new perspective of dynamics capable of approaching the challenge posed by the complexity of certain dynamical systems has emerged: Data-driven modeling. These methods are capable of determining the spectrum of high-dimensional, non-linear dynamical systems. The specifics of these methods will be introduced in detail in the following section. Most popular current methods derive from Dynamic Mode Decomposition (DMD) [1]. This method has led to promising techniques and more recently deep learning has grabbed most of the research attention in this field of research. All derivative methods of DMD rely to some extent on the Koopman operator theory [2] also described later. DMD and deep learning approaches have already been used in many different areas with a substantial level of success and some of those examples are now presented.

A. Data-driven modeling method relevance through examples:

There is a broad spectrum of applications that can benefit from the Data-driven modeling methods though not all dynamical systems are well suited. As mentioned already, one important aspect of the deep neural network approach to learn the basis functions is that it is heavily dependent on access to existing data or ways to generate the required data. A good example and relevant application is environment control systems in buildings, where large amounts of sensor information is captured and even virtual building simulation can be used to generate datasets. In this case, using Koopman operators facilitates the comparison of complex data while also simplifying the system representation. In Eisenhower et al. 2016 [3], the spectral decomposition approach is used to analyze building system data by accelerating the comparison between models and data as well as drawing conclusions about the sensor functions. The authors show that using the spectral decomposition can help understand the changes in the different parts of a building and help highlight poor control performance.

A similar approach can also be applied to power grid systems to help evaluate the response to continuously changing local demand. In this case, the challenge is in the size of the system and the amount of heterogeneous dynamic sub-systems like power plants, transmission lines and other renewable energy systems. The objective in using the Koopman operator technique here is to help identify key dynamic phenomena to help understand cascading power outages. Susuki et al. 2017 [4] successfully used Koopman Mode Decomposition (KMD) to enable direct computation from data without describing the complex underlying system.

More examples can be found in Xiao et al. 2020 [5] (Vehicle motion planning and control algorithms), Broad et al. 2019 [6] (Manufacturing systems) and many others.
The formulation of EDMD is as follows. Let $\mathcal{D} = \{\psi_1, \psi_2, \ldots, \psi_N\}$ be the set of dictionary functions or observables where $\psi_i \in L_2(X,B,\mu = G)$. Here $\mu$ is a positive invariant measure, but not necessarily an invariant measure of $T$. Let $\mathcal{G}_\mathcal{D}$ denote the span of $\mathcal{D}$ such that $\mathcal{G}_\mathcal{D} \subset \mathcal{G}$. The choice of dictionary functions are critical to the accuracy of the approximated eigenfunctions of the Koopman operator. Define the vector valued function $\Psi : X \to \mathbb{C}^N$

$$\Psi(x) := [\psi_1(x), \psi_2(x), \ldots, \psi_N(x)]^T$$

$\Psi$ is the mapping from physical space to feature space. Any function $\phi, \hat{\phi} \in \mathcal{G}_\mathcal{D}$ with some set of coefficients $a, \hat{a} \in \mathbb{C}^N$ can be expressed as,

$$\phi = \sum_{k=1}^{N} a_k \psi_k = \Psi^T a$$

$$\hat{\phi} = \sum_{k=1}^{N} \hat{a}_k \psi_k = \Psi^T \hat{a}$$

Let the future observable $\hat{\phi}$ be related to current observable $\phi$ by the Koopman operator in the feature space. We can write

$$\hat{\phi}(x) = [U\phi](x) + r$$

Where $r \in \mathcal{G}$ is a residual function that appears because $\mathcal{G}_\mathcal{D}$ is not necessarily invariant to the action of the Koopman operator. To find the optimal mapping which can minimize this residual such that we can obtain

$$[U\phi](x) = \hat{\phi}(x)$$

We need to choose a basis function such that the span of $\mathcal{D}$ contains the minimum least squares solution to the following.

$$G = \frac{1}{M} \sum_{m=1}^{M} \Psi(x_m)\Psi(x_m)^T$$

$$A = \frac{1}{M} \sum_{m=1}^{M} \Psi(x_m)\Psi(y_m)^T$$

$$\min_{x} \|GK - A\|_F$$

The symbol $\|\cdot\|_F$ denotes the Frobenius norm of a matrix. The explicit least squares solution to this optimization problem is given as,

$$K_{EDMD} = G^\dagger A$$

Where $G^\dagger$ the Moore-Penrose pseudoinverse of matrix G. Therefore, assuming the dictionary of basis functions $\Psi$ spans the subspace $L_2(X,B,\mu)$ then we can say that the leading eigenfunctions of the Koopman operator and the associated eigenvalues given by the EDMD approximation can be computed. The right eigenvectors of $K$ generate the approximation of the eigenfunctions, given by,

$$\phi_j = \Psi^T v_j$$

Where $v_j$ is the $j$-th right eigenvector of $K$, $\phi_j$ is the eigenfunction approximation of the Koopman operator associated with the $j$-th eigenvalue.

**B. Existing works:**

Advances in research from both the controls and computer science communities has contributed to much of the underlying mechanisms and tools discussed in this paper. Our proposed approach is a direct improvement of the original DKRC paper [9], where we introduce the autoencoder to learn the basis functions. Existing works have utilized the same approach for just processing in the raw data alone [10]. Other works have already considered integrating images into this framework such as DKRC-I [11] and CKNet [12]. Our work looks at combining both the raw time series data and a spectrogram image which is derived only from the raw time series data as an additional input feature to the autoencoder network. Closer examination of the pros and cons between these existing works and how the underlying DKRC code could be restructured are outside of the scope of this paper but will be explored in future research.

**II. Preliminaries and Notations**

The following preliminaries are cited from [13]. In order to define the properties of the Koopman operator, let $x_{t+1} = T(x_t)$ where $T : X \subset \mathbb{R}^n \to X$. We also denote $B(X)$ the Borel-$\sigma$ algebra on $X$, $M(X)$ a vector space of bounded complex valued measure on $X$, and $\mathcal{F}$ the space of complex valued functions from $X \to \mathbb{C}$. Associated with this discrete time dynamical system is the linear operator, $U$, called the Koopman operator. The Koopman operator is an infinite-dimensional linear operator defined on the space of functions as follows:

$$[U\varphi](x) = \varphi(T(x))$$

(1)

Where the observable function $\varphi$ is mapped forward in time by the Koopman operator. The spectrum (eigenvalues and eigenfunctions) of the Koopman operator satisfy the following relationship

$$[U\phi_\lambda](x) = e^{\lambda t}\phi_\lambda(x)$$

(2)

Where $\phi_\lambda$ is an eigenfunction and $\lambda \in \mathbb{C}$ is the associated eigenvalue. The eigenfunctions of the Koopman operator can be used as coordinates for the linear representation of nonlinear systems. The relationship between the spectrum of the Koopman system and stability is explored in [14].

Dynamic Mode Decomposition (DMD) is a computational algorithm for approximating the spectrum of the Koopman operator [1]. Extended Dynamic Mode Decomposition (EDMD) is more accurate in approximating the spectrum of the Koopman operator for both linear and non-linear dynamical systems [15]. The formulation of EDMD is as follows.

$$\bar{X} = [x_1, x_2, \ldots, x_M]$$

$$\bar{Y} = [y_1, y_2, \ldots, y_M]$$

(3)

Where $x_i \in X$ and $y_i \in X$. The set $\bar{Y}$ is the time shifted time series data such that $y_i = T(x_i)$. Let $\mathcal{D} = \{\psi_1, \psi_2, \ldots, \psi_N\}$ be the set of dictionary functions or observables where $\psi_i \in L_2(X,B,\mu = G)$. Here $\mu$ is a positive invariant measure, but not necessarily an invariant measure of $T$. Let $\mathcal{G}_\mathcal{D}$ denote the span of $\mathcal{D}$ such that $\mathcal{G}_\mathcal{D} \subset \mathcal{G}$. The choice of dictionary functions are critical to the accuracy of the approximated eigenfunctions of the Koopman operator. Define the vector valued function $\Psi : X \to \mathbb{C}^N$.

$$\Psi(x) := [\psi_1(x), \psi_2(x), \ldots, \psi_N(x)]^T$$

(4)

$\Psi$ is the mapping from physical space to feature space. Any function $\phi, \hat{\phi} \in \mathcal{G}_\mathcal{D}$ with some set of coefficients $a, \hat{a} \in \mathbb{C}^N$ can be expressed as,

$$\phi = \sum_{k=1}^{N} a_k \psi_k = \Psi^T a$$

$$\hat{\phi} = \sum_{k=1}^{N} \hat{a}_k \psi_k = \Psi^T \hat{a}$$

(5)

(6)

Let the future observable $\hat{\phi}$ be related to current observable $\phi$ by the Koopman operator in the feature space. We can write

$$\hat{\phi}(x) = [U\phi](x) + r$$

(7)

Where $r \in \mathcal{G}$ is a residual function that appears because $\mathcal{G}_\mathcal{D}$ is not necessarily invariant to the action of the Koopman operator. To find the optimal mapping which can minimize this residual such that we can obtain

$$[U\phi](x) = \hat{\phi}(x)$$

(8)

We need to choose a basis function such that the span of $\mathcal{D}$ contains the minimum least squares solution to the following.

$$G = \frac{1}{M} \sum_{m=1}^{M} \Psi(x_m)\Psi(x_m)^T$$

$$A = \frac{1}{M} \sum_{m=1}^{M} \Psi(x_m)\Psi(y_m)^T$$

$$\min_{x} \|GK - A\|_F$$

(9)

(10)

(11)

The symbol $\|\cdot\|_F$ denotes the Frobenius norm of a matrix. The explicit least squares solution to this optimization problem is given as,

$$K_{EDMD} = G^\dagger A$$

(12)

Where $G^\dagger$ the Moore-Penrose pseudoinverse of matrix G. Therefore, assuming the dictionary of basis functions $\Psi$ spans the subspace $L_2(X,B,\mu)$ then we can say that the leading eigenfunctions of the Koopman operator and the associated eigenvalues given by the EDMD approximation can be computed. The right eigenvectors of $K$ generate the approximation of the eigenfunctions, given by,

$$\phi_j = \Psi^T v_j$$

(13)

Where $v_j$ is the $j$-th right eigenvector of $K$, $\phi_j$ is the eigenfunction approximation of the Koopman operator associated with the $j$-th eigenvalue.
DMD approximates the Koopman operator with a specific choice of dictionary functions chosen to be the unit vectors \( e_i \in \mathbb{R}^n \) of the lifted vector space.

\[
e_1 = \begin{bmatrix} 1 \\ 0 \\ \vdots \\ \vdots \\ 0 \end{bmatrix}, \quad e_2 = \begin{bmatrix} 0 \\ 1 \\ \vdots \\ \vdots \\ 1 \end{bmatrix}, \ldots \tag{14}
\]

\[
D = \{e_1^T, \ldots, e_N^T\}
\tag{15}
\]

such that the least square solution to the DMD Koopman operator can be solved directly from the data.

\[
K_{DMD} = \hat{Y} \hat{X}^T
\tag{16}
\]

In this paper, the EDMD formulation is solved in the lifted space for a controlled dynamical system as formulated in [16]. Therefore we can first redefine our datasets as,

\[
X_{lift} = [\psi(x_1), \ldots, \psi(x_k)]
\]

\[
Y_{lift} = [\psi(y_1), \ldots, \psi(y_k)]
\tag{17}
\]

\[
U = [u_1, \ldots, u_k]
\]

We want to obtain the lifted linear dynamical system

\[
Y_{lift} = AX_{lift} - BU
\tag{18}
\]

The least squares solution for the lifted linear state space system is solved using (19), (20). Where \( N \) is the lifting dimension, \( m \) is the number of data snapshots, and the dimensions are \( A_{N \times (1:N)}, B_{N \times (N+1:m)}, C_{n \times N} \).

\[
[A, B] = \begin{bmatrix} Y_{lift}^T X_{lift}^T \end{bmatrix} \begin{bmatrix} X_{lift}^T \\ U \end{bmatrix} \begin{bmatrix} X_{lift}^T \\ U \end{bmatrix}^{-1}
\tag{19}
\]

\[
C = XX_{lift}^T
\tag{20}
\]

This solution leads to a better fit of the lifted linear dynamical system since the solution is obtained in the the lifted space.

### III. Algorithm

Our implementation consists of several sub-processes which makeup the overall pipeline for determining the final linear lifted representation of the non-linear system. Provided time series data which contains measured state variables and control inputs, we first perform data pre-processing. During pre-processing, a Mel spectrogram image is created by sampling the available time series dataset at a frequency less than the data was measured. In this case, we lose some of the time resolution of the data, so in cases where high frequency sampling is not available, this approach may not be as data efficient. Most modern engineering systems do have high sampling rates, so this is not a major concern but rather something to consider when applying it to the system of interest. Once the spectrogram images are created, a convolutional autoencoder is trained to minimize the reconstruct error of the input image. At the output of the encoder in the convolutional autoencoder network, there is a bottleneck layer which captures the latent features of the images. These latent features are then combined together with the raw time series data as inputs to a fully connected autoencoder network. Similarly, the autoencoder trains to minimize the reconstruction error of the enriched input representation. The bottleneck layer of this network is equal to the lifting dimension, and once the mean absolute error between the input and output of the network is minimized, we can remove the decoder. Now we can use the encoder as the lifting basis function which we call the lifting DNN. Finally, the lifting DNN maps latent image data and raw time series data to the lifted state space. In the end, we want to find a linear state space model which minimizes reconstruction error as well as prediction error compared to the real non-linear system. Another criteria for this system is that it must be controllable. Once these 2 criteria are satisfied, the linear system is evaluated to see how well it can track the state trajectories given some initial conditions and control inputs. Further analysis on the controllability and stability of these systems is beyond the scope of this paper, as we are only focused on the model predictive element of the system identification problem.

### IV. Convolutional Autoencoder

The purpose of the convolutional autoencoder network (CAE) shown in figure 1 is to learn the encoding from pixel space to the latent vector space and then decoding back to the pixel space minimizing the reconstruction error of the spectrogram input image. The loss function used to update the weights and biases of the network is simply the mean square error. The encoder portion is composed of two convolution layers with LeakyReLU activation functions and including ‘same’ padding. The decoder is also using LeakyReLU activation function with the exception of the last activation function, which is Sigmoid. The main objective is to extract the latent representation of the state data as depicted in figure 2.

![Fig. 1: Convolutional autoencoder network mapping from pixel space to a latent vector space then back to pixel space.](image)

After training we remove the decoder from the CAE. The encoder section shown in figure 2 generates the latent labels from the input images which are then concatenated with the raw state data.

![Fig. 2: Encoder network used to generate latent labels for each spectrogram image.](image)
Algorithm 1: Unsupervised DKRC

1 Input:
2 dataset containing all data up to time \( T \)
3 \( D = \{ x_i, y_i, u_i, q_i \}_{i=0}^T \)
4 training loss from previous training iterations \( L_{tot} \)
5 Output:
6 Linear Lifted System \( X_{t+1}^{lift} = AX_{t}^{lift} + BU_t \)
7 lifting basis function DNN \( \psi_\theta(x) \)
8 initialize DNN weights \( \theta \)
9 define number of training epochs \( n_t \)
10 let \( \psi_\theta \) be the lifting network \( \psi_\theta : x_{nx1} \rightarrow X_{N \times 1} \)
11 let \( \psi_\theta^{-1} \) be the decoding network \( \psi_\theta^{-1} : X_{N \times 1} \rightarrow x_{nx1} \)
12 given the lifted system \( \psi_\theta(x_t+1) = A\psi_\theta(x_t) + Bu_t \)
13 which can also be written as \( X_t^{\text{lift}} = AX_t + Bu_t \)

14 for \( n_t \) do
15 generating lifted states using \( \psi_\theta \)
16 \( X_t = \psi_\theta(x) \)
17 \( Y_t = \psi_\theta(y) \)
18 computing the bi-linear system
19 \[ [A, B] = \begin{bmatrix} Y_t & X_t^T \end{bmatrix} \begin{bmatrix} X_t & U_t \end{bmatrix}^{-1} \]
20 compute linearization loss \( L_1 = X_{t+1} - [AX_t + Bu_t] \)
21 compute controllability loss \( L_2 = N_{lift} - rank(ctrb(A, B)) \)
22 compute encoder loss \( L_3 = \psi_\theta^{-1}(X_{t+1}) - x_{t+1} \)
23 compute total loss \( L_{tot} = L_1 + L_2 + L_3 \)
24 if \( L_{tot} < min(L_{tot}) \) and \( L_2 = 0 \) then
25 solve (19) and (20) and store \( A, B, C \) and \( \theta_{final} \)
26 else
27 backpropagate loss and update \( \psi_\theta^{-1} \) and \( \psi_\theta \)
28 \( \theta_{old} \rightarrow \theta_{new} \)
29 end
30 end

Algorithm 2: Supervised DKRC

1 Input:
2 dataset containing all data up to time \( T \)
3 \( D = \{ x_i, y_i, u_i, q_i \}_{i=0}^T \)
4 Output:
5 Linear Lifted System \( X_{t+1}^{lift} = AX_{t}^{lift} + BU_t \)
6 lifting basis function DNN \( \psi_\theta(x) \)
7 initialize DNN weights \( \theta \)
8 define number of training epochs \( n_t \)
9 define the accuracy tolerance \( \epsilon \)
10 let \( \psi_\theta \) be the lifting network \( \psi_\theta : x_{nx1} \rightarrow X_{N \times 1} \)
11 given the lifted system \( \psi_\theta(x_t+1) = A\psi_\theta(x_t) + Bu_t \)
12 which can also be written as \( X_t^{\text{lift}} = AX_t + Bu_t \)
13 lifting dimension \( N = n + 1 \)
14 for \( n_t \) do
15 train CAE \( \gamma_\theta \) and \( \gamma_\theta^{-1} \)
16 train AE \( \psi_\theta(x) \) and \( \psi_\theta^{-1}(x) \)
17 generate spectrogram latent states using \( \gamma_\theta \)
18 generate lifted states using \( \psi_\theta \)
19 \( X_t = \psi_\theta(x) \)
20 \( Y_t = \psi_\theta(y) \)
21 computing the bi-linear system
22 \[ [A, B] = \begin{bmatrix} Y_t & X_t^T \end{bmatrix} \begin{bmatrix} X_t & U_t \end{bmatrix}^{-1} \]
23 compute linearization heuristic \( h_1 = X_{t+1} - [AX_t + Bu_t] \)
24 compute controllability criteria \( h_2 = N_{lift} - rank(ctrb(A, B)) \)
25 compute total loss \( h_{tot} = h_1 \)
26 if \( h_{tot} < \epsilon \) and \( h_2 = 0 \) then
27 solve (19) and (20) and store \( A, B, C \) and \( \theta_{final} \)
28 else
29 increment lifting dimension \( N = N + 1 \)
30 end

The encoder portion is composed of a single dense layer using the tanh activation function. Following training of the AE, the decoder is removed and the lifted states can be predicted as shown in Figure 4.

Fig. 4: Fully connected encoder network (lifting basis function) mapping latent image data and raw time series data to the lifted N-dimensional state.

Fig. 3: Fully connected autoencoder network

Once the lifting basis functions \( \psi_\theta(x) \) have been learned, we can predict the lifted state for \( X_{t+1}^{lift} \), as shown in Figure 5.

V. AUTOENCODER

The main purpose of the autoencoder network (AE) is to learn the lifted \( N \)-th dimension latent space mapping shown in Figure 3. The AE is the core of the supervised data-driven approach for the learning of the basis functions used to compute the Koopman operator.
Fig. 5: Deep Neural Network that maps the latent image representations and raw data to the lifted state

In our case, we are dealing with forced dynamical systems, which require a different set of equations to compute the lifted linear representation of the system. The derivation of these formulas used in this section are beyond the scope of this text, but are cited for reference [16].

In order to obtain the state space representation of our lifted linear forced dynamical system, we compute $A$, $B$, and $C$ matrices where $D$ is equal to zero.

\[
[A, B] = \begin{bmatrix} X_{t+1_{lift}} \\ X_{lift} \end{bmatrix}^T \begin{bmatrix} X_{lift} \\ U_t \end{bmatrix} \begin{bmatrix} X_{lift} \\ U_t \end{bmatrix}^T \begin{bmatrix} A \\ B \end{bmatrix} \begin{bmatrix} X_{lift} \\ U_t \end{bmatrix}^T
\]

\[C = X_t [X_{lift}]^T\]

\[D = 0\]

In order to evaluate the accuracy of the lifted system, we compute the heuristic term $h_1$ using equation (24) which compares the lifted state at the next time step to the linear dynamic systems output which should result in zero if the approximation is accurate. This is in contrast to the original unsupervised DKRC algorithm (shown in algorithm 1) proposed in [9], where the error is computed as a loss which is used to update the networks weights.

\[h_1 = X_{t+1_{lift}} - [AX_{lift} + BU_t]\]  

The rank function determines the number of linearly independent columns in $Q$. By definition, a linear dynamical system is controllable if the rank of the controllability matrix is equal to the order of the system which in this case is equal to the lifted dimension $N$.

\[Q = [B \ AB \ A^2B \ \ldots \ A^{N-1}B]\]  

Hence, we define our second loss function $L_2$ to be equal to the difference between the rank of the controllability matrix and the order of the system $N$.

\[h_2 = N_{lift} - \text{rank}(Q)\]  

So finally, the total heuristic value $h$ is computed in equation (27) as equal to the lifted prediction error heuristic $h_1$. The controllability criteria $h_2$ is not included in the total heuristic value since we only want to admit solutions which are controllable such that $h_2 = 0$. In order for an identified linear system to be admissible, it must have a total loss less than some constant $\epsilon$. Using the combination of heuristic measures and admissibility criteria, the final identified system will be controllable and accurate with in the specified tolerance. If a solution cannot be found at the lifting dimension $N = n + 1$ then the AE networks latent space is increased to dimension $N = N + 1$ for as many times as it takes to obtain an admissible solution.

\[h_{tot} = h_1 < \epsilon\]

\[\text{rank}(Q) = N\]  

The hypothesis here is that since we are approximating an infinite dimensional operator and deriving our lifted linear system from that approximation of the operator, then the larger dimension $N$ we choose should converge to the exact solution in the limit. In this case $\epsilon$ is equal to zero and the original nonlinear dynamics maps perfectly lifted linear state space system. Therefore, we could say that as $N$ increases towards infinity, $h_1$ goes to zero.

\[\lim_{N \to \infty} X_{t+1_{lift}} - [AX_{lift} + BU_t] = 0\]  

This is why if the solution is not accurate or the controllability criteria is not met, we increase the size of $N$ incrementally. The proposed algorithm is shown in algorithm 2.

VI. Simulation Results

In this study, the usage of spectrogram images with raw time series data is compared to only raw time series data as the input in order to determine if the quality of the learned basis functions can be improved with additional features included in the input (which are derived from the time series data). The main objective being to increase the quality of the learned basis functions such that we can accurately predict the dynamics for the design of a controller (MPC, LQR, ect). From this, we identified three metrics to evaluate the success of our model. The first metric is the complexity of the model setup in terms of data gathering and preparation, as well as the decoding of the model outputs for interpretation. A second metric considered is the dimension of the A and B matrices. Low dimension A and B matrices are targeted as it would require a lower computational effort in computing control signals. The last metric in this study is the average state error of a trajectory of states $\theta$ and $\tilde{\theta}$. We used Python to implement the proposed algorithms with TensorFlow being the foundation for all neural networks in the architecture. The OpenAI gym ‘Pendulum-V0’ [17] was modified to step forward at a frequency of 1,000 Hz in order to increase the sampling frequency for the spectrogram images time resolution to match well with the frequency resolution.

A. Metric 1: Complexity of the model setup

If we evaluate the model structure of different publications like Han et al. [9] and the example presented in Brunton et al. [18], they use DNN structures only, which do not require the extra step of learning the latent space representation of the raw data. Leaving aside the autoencoders themselves and focusing on the data pre-processing step, the simple fact that the proposed model uses spectrogram images means that the data undergoes an extra transformation. The time series data conversion to image is a direct one but as the training progresses to the networks and reaches the first DNN encoder,
it then gets merged with the initial raw data which increases the complexity of the architecture. Altogether, having this extra input feature of the spectrogram image does induce greater algorithmic and time complexity into solving this problem. Therefore, in evaluating the first criteria, the proposed model brings extra complexity with the addition of the CNN in comparison to the other models presented in literature [9] [18]. The hope is that this added complexity is compensated for in the fidelity of the identified system.

B. Metric 2: Size of the A and B matrices

Controlling the size of both A and B matrices enables a direct comparison for both the proposed approach and the model using the raw data only. The comparison here is done in terms of accuracy of the prediction. As the goal is to head toward a controller, the better model would be able to achieve good accuracy for an extended period of time. The maximum lifted dimension used in this study was \( N = 12 \) and it was also the lifting dimension giving the best prediction in both cases. In figure 6, it is possible to see that the utilization of the latent images generates poor initial predictions. With the raw data only in figure 7 initial predictions are good while prediction after 3 seconds are less accurate. The results shown in Table I support the hypothesis of equation (29) in that the accuracy increases with higher dimension approximations. In both cases, the angular velocity \( \dot{\theta} \) is not well predicted.

![Fig. 6: Raw data + Latent image data compared to non-linear system lifting dimension = 12](image6)

![Fig. 7: Raw data only compared to non-linear system lifting dimension = 12](image7)

![Fig. 8: Periodicity of pendulum Spectrogram image for all training time](image8)

| Lifting Dimensions | \( \dot{\theta}^* \) | \( \dot{\theta}^* \) | \( \dot{\theta}^{**} \) | \( \dot{\theta}^{**} \) |
|--------------------|---------------------|---------------------|---------------------|---------------------|
| 3rd Dimension      | 0.515               | 1.95                | 0.30                | 1.18                |
| 5th Dimension      | 0.517               | 2.04                | 0.22                | 0.82                |
| 12th Dimension     | 0.456               | 1.84                | 0.14                | 0.54                |

**TABLE I:** *Raw Data + Latent Image Data, **Raw Data Only

C. Metric 3: Average State Trajectory Prediction

For this last criteria, a comparison of the mean absolute error over average state trajectory prediction is presented in Table I. The results show an improvement for the raw data model only between the 3rd and 12th lifting dimension. The improvement trend only starts after the 5th dimension in the case where raw and latent image data is used for the basis function identification.

VII. DISCUSSION

One potential downfall of the simple pendulum system is that it is almost too simple of a non-linear system for the spectrogram image to bear any meaningful transient frequency information. To highlight this, we show our spectrogram image from the pendulum in figure 8. It is clear that there is little difference distinguishing the trajectory of the dynamics of the measured state since it is repeatedly cycling through the same set of fixed values. A more complex example of a nonlinear system could be the measurement of acoustics such as what is shown in figure 9. Visually it is clear that over time the state is evolving in a unique and identifiable manner, making the content of the image more useful for determining the trajectory of the audio or state. Ideally we would like to try out our approach on a more complex nonlinear system, especially a real system with noise and uncertainty to truly measure the robustness of the approach in performing accurate system identification.
In conclusion, the current investigation showed that the usage of a latent image data representation increases the complexity of the deep learning model, though it doesn’t present any increase in prediction accuracy until a lifting dimension of 12. At that dimension, the approach shows a good capture of the transient aspect of the dynamic while the usage of only raw data still shows better prediction over short time. The major advantage that this approach has over previous implementations of DKRC is that it adds the supervised learning component to this problem. This greatly reduces training time and allows for several different heuristics and criteria to be tested against the identified models such that a linear system with desired properties can be found through an external optimization process.

Fig. 9: Spectrogram Image from acoustic data

VIII. CONCLUSION

The investigation around the use of spectogram images generated from a non-linear dynamical system showed that the approach can lead to accurate predictions, though it does not seem to be achieved as quickly as when only using raw data as the input. The current results provided by this work don’t show conclusive evidence as to the benefit of the spectogram images in the quality increase in basis function identification at for low lifting dimensions.

Here, it is worth mentioning that only a single Neural Network format was evaluated and it would be worthwhile to evaluate different activation functions and layer structure in both the CAE and AE sections of the model. Also, the current model implementation uses simple CAE/AE networks and the usage of a variational autoencoders (VAE) networks should be considered. Existing work has shown that the use of VAEs and convolutional VAEs do a good job of reducing sample complexity in unexplored regions of the state space during sampling. While the spectogram images provided an enriched set of data, its accurate reconstruction through the initial autoencoder is crucial and could become a critical improvement leading to the actual desired outcome: An increased quality of the learned basis functions for more accurate prediction of transient dynamics.

A final aspect that wasn’t considered in the current investigation is the testing of higher order nonlinear systems. The simple pendulum problem is considered as a simple non-linear system and may be poorly suited to highlight the benefits of using spectogram image representation of the non-linear state space data. Now that the framework is available, it would be very valuable to test the proposed approach against another non-linear dynamic system like a walking quadruped or biped structure. Additionally, this framework makes it possible that image data could be used in the Koopman operator framework in solving problems outside of control design or system identification.

In conclusion, the current investigation showed that the usage of a latent image data representation increases the complexity of the deep learning model, though it doesn’t present any increase in prediction accuracy until a lifting dimension of 12. At that dimension, the approach shows a good capture of the transient aspect of the dynamic while the usage of only raw data still shows better prediction over short time. The major advantage that this approach has over previous implementations of DKRC is that it adds the supervised learning component to this problem. This greatly reduces training time and allows for several different heuristics and criteria to be tested against the identified models such that a linear system with desired properties can be found through an external optimization process.
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Figure 9: Spectrogram Image from acoustic data