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Abstract

This paper introduces a popular dimension reduction method, sliced inverse regression (SIR), into multivariate statistical process monitoring. Provides an extension of SIR for the single-index model by adopting the idea from partial least squares (PLS). Our partial sliced inverse regression (PSIR) method has the merit of incorporating information from both predictors ($x$) and responses ($y$), and it has capability of handling large, nonlinear, or “$n < p$” dataset. Two statistics with their corresponding distributions and control limits are given based on the X-space decomposition of PSIR for the purpose of fault detection in process monitoring. Simulations showed PSIR outperformed over PLS and SIR for both linear and nonlinear model.
1 Introduction

Quality-relevant multivariate statistical process monitoring has been studied for a long time, it is one of the most active research topics in the interdisciplinary area of statistical and engineering during the past two decades. And it has been widely used in chemical engineering, manufacture, healthcare, pharmaceutical, electronics, and agriculture. There are many literatures in this area, for example, Kresta et al. [8], Nomikos and MacGregor [18], Dunia and Qin [4], Qin [19] and Li, et al. [9].

The concept of the quality-relevant multivariate statistical process monitoring is to monitor the abnormal observations in the measurements, which is usually assumed to have a multivariate normal distribution. And the responses are the quality variables associated with the processing conditions. The quality variables are often assumed to be correlated with the measurements, but the relationship is unknown and they may also be affected by some other independent factors. Therefore, the better way to detect the fault in a process is to consider the information from both measurements and quality variables.

Two of the latest methods to analysis multivariate statistical process are principal component analysis (PCA) and partial least square (PLS). Dunia and Qin [4] and Qin [19] gave a complete introduction for using the latent space decomposition via PCA to perform the fault detection in process monitoring. Li, et al. [9] extended such methodology to the latent space of PLS, which integrates the information from both the measurements and quality variables.

In 1991, Li [10] and Duan and Li [3] proposed a new way of thinking in the regression analysis, called sliced inverse regression (SIR). SIR reverses the role of responses $\mathbf{x}$ and predictors $\mathbf{y}$. Traditional regression methods mainly studies the conditional density $f(y|x)$. SIR gains the information of the variation of predictors $\mathbf{x}$ when responses $\mathbf{y}$ change, by studying the conditional density $h(x|y)$. Usually the dimension of the responses is far more less than the dimension of the predictors, hence, it is a way to avoid the “curse of
dimensionality”.

The basic SIR algorithm considers the inverse conditional expectation \( E(x|y) \). There are several extensions of SIR using the high order moments of the inverse function. For example, SIR-II (Li, [11]), sliced average variance estimator (SAVE) (Cook and Weisberg, [2]) and sliced inverse moment regression (SIMR) (Ye and Yang, [22]). There are also some extensions of SIR for the highly collinearity data and \( n < p \) problems, for example, regularized sliced inverse regression (Zhong, et al., [24], Li and Ying, [14]) and partial inverse regression (Li, et al., [13]).

The objective of this paper is to apply the partial sliced inverse regression in multivariate process monitoring. The remaining of the paper is organized as follows. Section 2 reviews the SIR and PSIR algorithms with their conditions and selection of parameters. Section 3 introduces the X-space decomposition for both PSIR and PLS. The process monitoring based on PSIR is presented in Section 4, two fault detection statistics and a combined index with their corresponding distributions and control limits are presented. Section 5 provides a simulation study to compare the performance of PSIR and PLS. The conclusion and discussion are given in the last section.

2 Dimension Reduction in Regression

2.1 Sliced Inverse Regression (SIR)

SIR is a model free dimension reduction method introduced by Li [10] and Duan and Li [3]. Consider the single-response case first. The model takes the form of

\[
y = g(\beta_1^T x, \beta_2^T x, \ldots, \beta_K^T x, \epsilon),
\]

where \( y \) is assumed to be univariate, \( x \) is a \( p \)-dimensional column vector, and the random error \( \epsilon \) is unknown and independent of \( x \). \( g(\cdot) \) is an arbitrary unknown function. Model (2.1) means that \( y \) depends on \( x \) only through the
The $K$-dimensional subspace spanned by projection vectors $\beta_1, \ldots, \beta_K$, known as the effective dimension reducing directions (e.d.r.-directions).

Unlike traditional regression methods, SIR intends to collect the information on how $x$ changes along with $y$. Hence, instead of estimating the forward regression function $\eta(x) = E(y|x)$, the inverse regression methodology is to consider $\xi(y) = E(x|y)$. Compared to the forward regression function, the inverse regression function depends on one-dimension $y$, which makes the analysis much more easier.

Duan and Li \[3\] showed that the e.d.r.-directions can be estimated by solving

$$\text{Cov}(E(x|y)) \beta_j = \lambda_j \text{Cov}(x) \beta_j,$$

where $\lambda_j$ is the $j$-th eigenvalue and $\beta_j$ is the corresponding eigenvector with respect to $\text{Cov}(x)$. The covariance matrices can be replaced by their sample counterparts during the forecasting procedure.

For the given data $(y, x_i), i = 1, \ldots, p, x_i, y \in \mathbb{R}^{n \times 1}$, the SIR algorithm can be described as following:

1. Normalize predictors $x_i$ to zero means and identity covariance:

   $$z_i = \hat{\Sigma}_x^{-1/2}(x_i - \bar{x}),$$

   where $\hat{\Sigma}_x = \sum_{i=1}^{p} (x_i - \bar{x})(x_i - \bar{x})^T / p, \bar{x} = \sum_{i=1}^{p} x_i / p$;

2. Sort the values of $y$ and then partition them into $H$ slices;

3. Distribute $z_i$ into these $H$ slices and compute their covariance:

   $$\Sigma_\rho = \sum_{h=1}^{H} \hat{\rho}_h \bar{X}_h \bar{X}_h^T,$$

   where $\hat{\rho}_h$ is the proportion of observations falling into slice $h$, and $\bar{X}_h = \sum_{i=1}^{p} I_{z_i \in h} z_i / n_i$;
4. Find the eigenvector of $\Sigma_{\rho}$, $\hat{\eta}_1, \hat{\eta}_2, \ldots, \hat{\eta}_K$. The e.d.r.-directions are

$$\hat{\beta}_k = \hat{\Sigma}_{x}^{-1/2} \hat{\eta}_k, \quad k = 1, 2, \ldots, K.$$ 

A chi-square test was given by Li [10] to determine the number of significant e.d.r.-directions $K$.

Li [10] proved the Fisher consistency of SIR by assuming the following linearity condition.

**Linearity Condition 1.** For any $b \in \mathbb{R}^p$, the conditional expectation $E(b^T x | \beta_1^T x, \ldots, \beta_K^T x)$ is linear in $\beta_1^T x, \ldots, \beta_K^T x$.

**Theorem 1 (Li [10]).** Assume Linearity Condition 1, the centered inverse regression curve $E(x|y)$ is contained in the space spanned by $\Sigma_x \beta_j$, $j = 1, \ldots, K$, where $\Sigma_x$ is the covariance matrix of $x$.

Although the Linearity Condition 1 is not easy to be verified, it can be shown when $x$ is elliptically symmetrically distributed, and particularly, when $x$ follows a multivariate normal distribution, the linearity condition holds [5].

Figure 1 shows a three-dimensional case when $x = (x_1, x_2, x_3)'$, since the inverse regression function $E(x|y)$ is a function of $y$, it draws a curve in the three-dimensional space when $y$ changes. Theorem 1 indicates that such curve is located exactly on the plane spanned by two directions $d_1$ and $d_2$ from $\Sigma_x \beta_j$, $j = 1, 2$, assuming $K = 2$.

The methodology of sliced inverse regression can be easily extended to the multiple responses case. For example, if $y$ has $m$ variables, each variable can be partitioned into $H_i$, $i = 1, \ldots, m$ slices, yielding a total of $H = H_1 \times H_2 \times \cdots \times H_m$ slices. Then the slice means and covariance of slice means can be calculated similarly. Note that the total number of slices will inflate quickly when the dimension of $y$ increases. Li, et al. [12] discussed such problem thoroughly, and they found a way to reduce the dimension for $y$ using the same approach as SIR. One may refer to their article if interested.
2.2 Partial Sliced Inverse Regression (PSIR)

To begin with, the single-index model is considered, and the multiple-index model will be discussed later. The single-index model includes only one linear combination of the predictors $x$. It is adequate enough for most of the cases in industry if the dimension of the predictors is not large.

$$y = g(\beta^T x, \epsilon).$$  

(2.3)

Helland [6], Næs and Helland [16], and Naik and Tsai [17] gave a close form for the partial least squares (PLS) for the single-index model (2.3),

$$\beta_{PLS} = R_q (R_q^T \Sigma_x R_q)^{-1} R_q^T \sigma_{xy} \quad (2.4)$$

$$= R_q (R_q^T \Sigma_x R_q)^{-1} R_q^T \Sigma_x \beta_{OLS},$$  

(2.5)

where $\beta_{OLS}$ is the coefficient estimator from ordinary least squares, $\Sigma_x$ is the variance matrix of $x$, $(\cdot)^{-1}$ is the generalized inverse for singular matrices, and
$R_q$ is the matrix of Krylov sequence,

$$R_q = (\sigma_{xy}, \Sigma_{x} \sigma_{xy}, \ldots, \Sigma_{x}^{q-1} \sigma_{xy}).$$  \hspace{1cm} (2.6)

$q$ is the number of columns if $R_q$ and will be discussed in the following section.

Followed the idea of single-index PLS, Li et al. [13] proposed partial sliced inverse regression (PSIR) algorithm as an extension of SIR. The PSIR direction can be written as

$$\beta_{\text{PSIR}} = P_{R_q^*(\Sigma_{x})}\beta_{\text{SIR}},$$  \hspace{1cm} (2.7)

where $\beta_{\text{SIR}}$ is the SIR e.d.r.-direction, which is one-dimensional for the single-index model, and $P_{R_q^*(\Sigma_{x})}$ is the projection matrix onto the Krylov subspace spanned by $R_q^*$ with respect to $\Sigma_{x}$ inner product,

$$P_{R_q^*(\Sigma_{x})} = R_q^* ((R_q^*)^T \Sigma_{x} R_q^*)^{-1} (R_q^*)^T \Sigma_{x},$$  \hspace{1cm} (2.8)

Then, the PSIR direction can be further written as

$$\beta_{\text{PSIR}} = R_q^* ((R_q^*)^T \Sigma_{x} R_q^*)^{-1} (R_q^*)^T \Sigma_{x} \beta_{\text{SIR}},$$  \hspace{1cm} (2.9)

$$= R_q^* ((R_q^*)^T \Sigma_{x} R_q^*)^{-1} (R_q^*)^T \omega,$$  \hspace{1cm} (2.10)

where $\omega = \Sigma_{x} \beta_{\text{SIR}}$, similar to PLS, $R_q^*$ can be defined as

$$R_q^* = (\omega, \Sigma_{x} \omega, \ldots, \Sigma_{x}^{q-1} \omega).$$  \hspace{1cm} (2.11)

The estimator of $\beta_{\text{PSIR}}$, $\hat{\beta}_{\text{PSIR}}$, can be calculated by replacing $\Sigma_{x}$ and $\beta_{\text{SIR}}$ in (2.9) and (2.11) by their sample estimator $\hat{\Sigma}_{x}$ and $\hat{\beta}_{\text{SIR}}$, respectively.

From (2.5) and (2.7), one can see that PLS projects the coefficient from ordinary least squares onto the Krylov subspace with respect to $\Sigma_{x}$ inner product, while PSIR projects the direction estimator from SIR, which consider the conditional expectation $E(x|y)$. So PSIR should have better performance than PLS and SIR. It is shown that PSIR performs similar to or superior to PLS and much better than SIR when $n < p$ for regression, especially when the regression model is nonlinear or heteroscedastic [13].
2.3 Parameter Selection

For PSIR method, two parameters need to be determined. One is the number of slices $H$ in the sliced inverse regression, and the other is the $q$ for Krylov sequence (2.11).

First, it is suggested in [10] that the number of slices $H$ is not a crucial issue, since theoretical results showed that the SIR outputs do not change much for a wide range of $H$. Thus, $H$ was fixed at the most commonly used value $H = 10$ during the simulation.

There are several approaches estimating $q$ for either $R_q$ or $R_q^*$. Næs and Helland [16] use the AIC as a criteria to select $q$. McQuarrie and Tsai [15] and Naik and Tsai [17] use a corrected AIC to select $q$. A threshold approach by Li, et al. [13] was used in this paper. Such approach is computationally simple and yields satisfactory results in the simulation.

Let

$$R_p = (\omega, \Sigma_x \omega, \ldots, \Sigma_x^{p-1} \omega). \quad (2.12)$$

and its estimator $\hat{R}_p$. Parameter $q$ can be estimated by the following formula.

$$q = \sum_{j=1}^{p-1} I(r_j > \alpha), \quad (2.13)$$

$$r_j = \lambda_j / \lambda_{j+1}, \quad j = 1, \ldots, p - 1,$$

where $I(\cdot)$ is the indicator function, $\lambda_j$ ($j = 1, \ldots, p-1$) are ordered eigenvalues of $\hat{R}_p \hat{R}_p^T$, and $\alpha$ is a prespecified threshold. In the simulation, the suggested value $\alpha = 1.5$ [13] was used.

2.4 PSIR for Multiple-Index Model

Only single-index model is discussed in the previous sections, but single-index partial sliced inverse regression can also be applied to the multiple-index model via space decomposition technique.
To start with, for a given data \((y, x)\), perform the single-index PSIR to find the first direction \(\beta_1\). The model can be written as \(y = g(\beta_1^T x, e_1)\), where \(e_1 = (I - \beta_1 \beta_1^T)x\), denoting the unexplained variation. Then, use \(e_1\) as the new predictors, and apply the single-index PSIR again to find the direction \(\beta_2\) for the model \(y = g(\beta_2^T e_1, e_2)\), where \(e_2 = (I - \beta_2 \beta_2^T)e_1\). Keep doing such process until the unexplained variation is small enough. Therefore, the final e.d.r.-directions of \(x\) is \((\beta_1, \beta_2(I - \beta_1 \beta_1^T), \ldots)\).

### 3 X-space Decomposition

#### 3.1 X-Space Decomposition of PLS

PLS projects \((X, Y)\) to the subspace spanned by the latent variables \((t_1, \ldots, t_A)\), where \(A\) is the number of PLS components:

\[
\begin{aligned}
X &= TP^T + E, \\
Y &= TQ^T + F.
\end{aligned}
\] 

The PLS scores and loadings can be calculated using nonlinear iterative partial least squares (NIPALS) algorithm [21], which determines the score vectors \(t\) and \(u\) iteratively. In each iteration, the loadings \(p\) and \(q\) are computed as

\[
\begin{aligned}
p &= X^T t / (t^T t), \\
q &= Y^T u / (u^T u).
\end{aligned}
\]

Matrix \(X\) is deflated before starting a new iteration:

\[
X = X - tp^T.
\] 

Note that there exists several PLS schemes and deflation of \(Y\) is not always needed [20]. The relationship between \(T\) and original \(X\) is

\[
T = XR,
\]
where $\mathbf{R} = \mathbf{W}(\mathbf{P}^T\mathbf{W})^{-1}$ along with $\mathbf{P}$ forms an oblique projector. The PLS decomposition of input variable space can be written as (9)

$$
\mathbf{x} = \hat{\mathbf{x}} + \tilde{\mathbf{x}},
$$

$$
\hat{\mathbf{x}} = \mathbf{PR}^T\mathbf{x},
$$

$$
\tilde{\mathbf{x}} = (\mathbf{I} - \mathbf{PR}^T)\mathbf{x}.
$$

### 3.2 X-space Decomposition of PSIR

Similar to PLS, one can construct the space decomposition of PSIR. Let $\mathbf{P}_{\text{PSIR}}$ be the loading matrix of PSIR. Given a new input vector $\mathbf{x}$, it can be decompose into

$$
\mathbf{x} = \mathbf{P}_s\mathbf{x} + (\mathbf{I} - \mathbf{P}_s)\mathbf{x}.
$$

(3.17)

where $\mathbf{P}_s$ is the projector onto the space spanned by $\mathbf{P}_{\text{PSIR}},$

$$
\mathbf{P}_s = \mathbf{P}_{\text{PSIR}}(\mathbf{P}_{\text{PSIR}}^T\mathbf{P}_{\text{PSIR}})^{-1}\mathbf{P}_{\text{PSIR}}^T.
$$

(3.18)

The dimension of $\mathbf{P}_{\text{PSIR}}$ is $p \times r$, where $p$ is the number of process variables, and $r$ is the number of PSIR components. Usually, $r$ is relatively small and all the components in $\mathbf{P}_{\text{PSIR}}$ are not highly correlated. Thus, it is possible to take inverse of $\mathbf{P}_{\text{PSIR}}^T\mathbf{P}_{\text{PSIR}}$. If the input data is highly correlated, one can use generalized inverse $(\cdot)^{-}$ instead of the regular inverse in (3.18).

In the single-index model (2.3), $r = 1$ because only one direction will be chosen. $\beta_{\text{PSIR}}$ in (2.9) is used to denote the direction chosen by PSIR method. Moreover, the loading matrix $\mathbf{P}_{\text{PSIR}}$ is degenerate to the loading vector $\beta_{\text{PSIR}}$. Let

$$
\mathbf{t} = ((\beta_{\text{PSIR}}^T\beta_{\text{PSIR}})^{-1}\beta_{\text{PSIR}}^T\mathbf{x})^T,
$$

(3.19)

$$
\mathbf{e} = (\mathbf{I} - \beta_{\text{PSIR}}(\beta_{\text{PSIR}}^T\beta_{\text{PSIR}})^{-1}\beta_{\text{PSIR}}^T)\mathbf{x}.
$$

(3.20)
The decomposition of new vector $x$ (3.17) can be written as

$$x = \hat{x} + \tilde{x},$$  \hspace{1cm} (3.21)

$$\hat{x} = \beta_{\text{PSIR}} t^T,$$

$$\tilde{x} = e.$$

4 Process Monitoring based on PSIR

Qin [19] summarizes several statistical fault detection indices. Among them, two statistics, Hotelling’s $T^2$ and the squared prediction error (SPE) are most commonly used to determine if a process is under normal condition.

4.1 Hotelling’s $T^2$

Hotelling’s $T^2$ is a generalized version of Student’s $t$ statistic in the multivariate normal case. In the statistical process monitoring, $T^2$ is defined as following,

$$T^2 = t \Lambda^{-1} t^T.$$  \hspace{1cm} (4.22)

where $t$ is defined in (3.19). $\Lambda^{-1}$ is the sample covariance matrix of the score $T$, $\Lambda^{-1} = T^T T / (n - 1)$. If the input vector $x$ has a multivariate normal distribution, the linear combination of its components $t$ also has a multivariate normal distribution.

Based on the normal assumption, the Hotelling’s $T^2$ follows a $F$ distribution,

$$\frac{n(n-r)}{r(n^2-1)} T^2 \sim F_{r,n-r},$$  \hspace{1cm} (4.23)

whose degrees of freedom is $r, n-r$.

The $T^2$ statistic with its corresponding $F$ distribution can be used to test whether the score of a new input vector $x$ has zero mean or not. If such test is failed for a given significance level, it is thought that there is a fault occurred in the score space.
In fact, in the single-index model, $t$ degenerates to a univariate normal distribution. In addition, since the first degrees of freedom of $F$ is $r = 1$, the $F$ distribution degenerates to the Student’s $t$ distribution. For a given significance level $\alpha$, the upper control limit for $T^2$ is

$$
\tau^2_\alpha = \frac{n^2 - 1}{n(n - 1)} t_{n-1,\alpha}.
$$

(4.24)

The process is considered to be normal if $T^2 \leq \tau^2_\alpha$.

### 4.2 Squared Prediction Error, SPE

The squared prediction error is defined as the squared norm of the residual $\tilde{x}$.

$$
\text{SPE} = \|\tilde{x}\|^2 = \left\| (I - \beta_{\text{PSIR}}(\beta_{\text{PSIR}}^T\beta_{\text{PSIR}})^{-1}\beta_{\text{PSIR}}^T)x \right\|^2.
$$

(4.25)

It can be treated as the squared distance of $x$ to the space spanned by $\beta_{\text{PSIR}}$.

Similar to Hotelling’s $T^2$, assuming $x$ has a multivariate normal distribution with zero mean and variance $\Sigma_x$, thus, the residual $\tilde{x}$ also has a multivariate normal distribution with zero mean and variance

$$
\Sigma_{\text{SPE}} = (I - P_s)\Sigma_x(I - P_s)^T.
$$

(4.26)

Hence, SPE is a quadratic form of rank $p$. Box \[\text{III}\] gave an approximate distribution for the quadratic form (4.25),

$$
\text{SPE} \sim g\chi^2(h),
$$

(4.27)

where $g$ is the weight and $h$ is the degrees of freedom,

$$
g = \frac{\theta_2}{\theta_1}, \quad h = \frac{\theta^2_1}{\theta_2},
$$

and

$$
\theta_1 = \sum_{i=1}^{p} \lambda_i, \quad \theta_2 = \sum_{i=1}^{p} \lambda_i^2.
$$

(4.28)
where $\lambda_i$ are the eigenvalues of the variance matrix $\Sigma_{SPE}$.

The SPE statistic can be used to test whether the residuals have zero means or not. For a given significance level $\alpha$, the upper control limit for SPE is

$$\delta_\alpha = g\chi^2_\alpha(h). \quad (4.29)$$

If the SPE statistic for a new input vector $x$ exceeds the upper limit $\delta_\alpha$, there is significance evidence shows the mean of the residual of such vector is not zero, which means the new input vector $x$ lies outside of the space spanned by $\beta_{PSIR}$, there is a fault occurred in the residual space.

Jackson and Mudholkar [7] gave another estimator for the upper limit of the quadratic form (4.25) via normal approximation.

$$\delta^\ast_\alpha = \theta_1 \left(1 + \frac{\theta_2 h_0 (h_0 - 1)}{\theta_1^2} + \frac{z_\alpha (2\theta_2 h_0^2)^{1/2}}{\theta_1}\right)^{1/h_0}, \quad (4.30)$$

where

$$h_0 = 1 - \frac{2\theta_1 \theta_3}{3\theta_2^2}, \quad \theta_3 = \sum_{i=1}^{p} \lambda_i^3,$$

and $z_\alpha$ is the upper $1 - \alpha$ quantile of the standard normal distribution.

Jackson and Mudholkar’s approximation (4.30) is close to Box’s (4.29) when $\theta_2 \approx \theta_1 \theta_3$ (Nomikos and MacGregor [18]), this is not common, it may happen when there is a large principal component in $\Sigma_{SPE}$. Therefore, Box’s approximated upper control limit (4.29) is recommended. The process is considered to be normal if $SPE \leq \delta^2_\alpha$.

### 4.3 Combined Index $\varphi$

$T^2$ captures the faults occurred in the score space whereas SPE captures the faults occurred in the residual space. Therefore, a combined index proposed by Yue and Qin [23] is used in this paper.

The combined index $\varphi$ combines the $T^2$ and SPE statistics, it is defined as follows,

$$\varphi = \frac{T^2}{\tau^2_\alpha} + \frac{SPE}{\delta^2_\alpha}. \quad (4.31)$$
Yue and Qin [23] gave a control limit \( \zeta^2 \) for the combined index \( \varphi \).

\[
\zeta^2_{\alpha} = g_{\varphi} \chi^2_{\alpha}(h_{\varphi}),
\]

with confidence level \((1 - \alpha) \times 100\), \( g_{\varphi} \) and \( h_{\varphi} \) are defined as

\[
g_{\varphi} = \frac{1}{\gamma^4 + \theta_2^2} \left/ \frac{1}{\gamma^2 + \theta_1^2} \right.,
\]

\[
h_{\varphi} = \frac{1}{\gamma^2 + \theta_1^2} \left/ \frac{1}{\gamma^2 + \theta_2^2} \right.,
\]

\( \theta_1 \) and \( \theta_2 \) are defined in (4.28).

The process is considered to be normal if \( \varphi \leq \zeta^2_{\alpha} \).

5 Simulation Studies

The purpose of the simulation is to compare the fault detection rates among PLS, SIR, and PSIR by Monte Carlo simulation. Two single-index models were considered, one was linear and the other was nonlinear,

\[
y_1 = x_1 + x_2 + \cdots + x_{10} + \sigma_1 \epsilon,
\]

\[
y_2 = \frac{\exp(x_1 + x_2 + \cdots + x_{10})}{1 + \exp(x_1 + x_2 + \cdots + x_{10})} + \sigma_2 \epsilon,
\]

where \( \mathbf{x} = (x_1, x_2, \ldots, x_{10})^T \) followed a multivariate normal distribution with zero means, the variance of each \( x_i \) was assumed to be one, and the covariance of each pair \( (x_i, x_j), i \neq j \) was 0.5, i.e., \( \mathbf{x} \sim \mathcal{N}_{10}(\mathbf{0}, \Sigma) \),

\[
\Sigma = \begin{pmatrix}
1 & 1 & 0.5 \\
1 & \ddots & \ddots \\
0.5 & \ddots & 1 \\
0 & 0.5 & 1 \\
& & & 1
\end{pmatrix}.
\]

\( \epsilon \) in (5.35) and (5.36) were random noises, which were assumed to have standard normal distributions and were independent with \( \mathbf{x}, \sigma_1 \) and \( \sigma_2 \) were
the standard deviation of the random noises in order to make a reasonable noise magnitude. In the simulation, \( \sigma_1 \) and \( \sigma_2 \) were chosen to be \( 1/20 \) of the standard deviation of \( y_1 \) and \( y_2 \), respectively.

The simulated faulty samples \( x^* \) were in the form

\[
x^* = x + f \times \xi,
\]

(5.37)

where \( \xi \) was the fault direction to be added, and \( f \) was the fault magnitude.

To perform the simulation, 100 fault directions with unit magnitude were generated first. Then, 10 Monte Carlo simulations were run for each fault direction. Within each simulation, 500 regular samples were generated, followed by another 100 faulty samples produced by (5.37). Three methods, PLS, SIR, and PSIR, were performed to detect the fault occurrence. The mean of the fault detection rates based on the combined index (4.31) and its control limit (4.32) as well as the standard deviation of the detection rates were calculated.

Table 1 presents the means of the fault detection rates for PLS, SIR, and PSIR methods in both the linear model (5.35) and nonlinear model (5.36), with the fault magnitudes from 0 to 15. Table 2 presents the corresponding standard deviations from the simulation.

From Table 1, it is observed that for all the three methods, the fault detection rates increased when the fault magnitude became larger, and the fault detection rates eventually reached 100% for a large fault magnitude. By comparing the fault detection rates in each fault magnitude, the inverse regression based method PSIR and SIR performed better than PLS, especially in nonlinear model, and PSIR had the best fault detection rates among these three methods.

6 Conclusion and Discussion

Sliced inverse regression is a popular dimension reduction method in computer science, biology, social science, and economics. In this paper, the methodology
Table 1: Means of the Fault Detection Rates (%)

| $f$ | Linear Model | Nonlinear Model |
|-----|--------------|-----------------|
|     | PLS | SIR | PSIR | PLS | SIR | PSIR |
| 0   | 1.41 | 1.51 | 1.51 | 1.41 | 1.86 | 1.80 |
| 1   | 2.16 | 2.26 | 3.17 | 2.16 | 2.75 | 3.84 |
| 2   | 5.51 | 5.71 | 7.03 | 5.51 | 6.50 | 8.10 |
| 3   | 14.35| 14.57| 16.36| 12.54| 15.83| 15.99|
| 5   | 54.08| 55.00| 55.26| 51.09| 55.21| 57.72|
| 8   | 97.03| 97.02| 98.86| 97.05| 96.93| 99.03|
| 12  | 100  | 100  | 100  | 100  | 100  | 100  |

Table 2: Standard Deviations of the Fault Detection Rates (%)

| $f$ | Linear Model | Nonlinear Model |
|-----|--------------|-----------------|
|     | PLS | SIR | PSIR | PLS | SIR | PSIR |
| 0   | 1.24 | 1.26 | 1.54 | 1.24 | 1.41 | 1.83 |
| 1   | 1.46 | 1.49 | 1.79 | 1.46 | 1.68 | 2.11 |
| 2   | 2.39 | 2.47 | 2.80 | 2.39 | 2.65 | 3.15 |
| 3   | 4.12 | 4.15 | 4.43 | 4.10 | 4.45 | 4.47 |
| 5   | 10.05| 10.02| 8.95 | 10.05| 9.78 | 8.19 |
| 8   | 3.55 | 3.48 | 1.85 | 3.54 | 3.40 | 0.86 |
| 12  | 0    | 0    | 0    | 0    | 0    | 0    |
of the partial sliced inverse regression is used for quality-relevant multivariate process monitoring. Li, et al. [13] showed PSIR can gain information on both conditional mean $E(y|x)$ and conditional variance $\text{var}(y|x)$, while PLS can only retrieve information from conditional mean. The simulation study in Section 5 confirmed that PSIR had better fault detection rates in both linear and nonlinear model.

Because the fault detection is only performed in the X-space, the superiority of the inverse regression based methods is limited. But in process monitoring, the responses should definitely be taken into account because they are quality variables which contains the information of processing conditions.

Moreover, comparing with PLS, which is the most commonly used method in this area, PSIR is computationally simple since it requires no iterations for finding the loading matrix. Therefore, PSIR is the most advantage method for multivariate statistical process monitoring.
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