Maximum Loss and Maximum Gain of Spectrally Negative Lévy Processes
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Abstract The joint distribution of the maximum loss and the maximum gain is obtained for a spectrally negative Lévy process until the passage time of a given level. Their marginal distributions up to an independent exponential time are also provided. The existing formulas for Brownian motion with drift are recovered using the particular scale functions.
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1 Introduction

The maximum loss, or maximum drawdown of a process $X$ is the supremum of $X$ reflected at its running supremum. The motivation comes from mathematical finance as it is useful to quantify the risk associated with the performance of a stock. The loss process has been studied for Brownian motion (Salminen and Vallois, 2007, Vardar-Acar et al. 2013), and some Lévy processes (Mijatovic and Pistorius, 2012). The maximum loss at time $t > 0$ is formally defined by

$$M_t^- := \sup_{0 \leq u \leq v \leq t} (X_u - X_v),$$
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which is equivalent to \( \sup ( \sup (X_u - X_v)) \) and \( \sup (S_v - X_u) \), that is, the supremum of the reflected process \( S - X \), or the so-called loss process, where \( S \) denotes the running supremum. Similarly, a counterpart quantity called the maximum gain is given by \( M^+_t := \sup_{0 \leq s \leq t} (X_u - X_s) = \sup_{0 \leq v \leq t} (X_v - I_s) \) where \( I \) is the running infimum. It is easy to see that the maximum gain of \( X \) is the maximum loss of the process \(-X\).

A spectrally negative Lévy process \( X \) is a Lévy process with no positive jumps, that is, its Lévy measure \( \Pi \) is concentrated on \((-\infty, 0)\). Let \( \psi \) denote the Laplace exponent of \( X \), as given by \( \mathbb{E}(\exp \lambda X_t) = \exp(t \psi(\lambda)) \), which is finite for all \( \lambda \geq 0 \) (Bertoin, 2007, pg. 188). It is related to the characteristic exponent \( \Psi \) by \( \psi(\lambda) = -\Psi(-i\lambda) \). The Laplace exponent of a spectrally negative Lévy process is given by

\[
\psi(\lambda) = -\mu \lambda + \frac{\sigma^2}{2} \lambda^2 + \int_{(-\infty,0)} (e^{\lambda x} - 1 - \lambda x 1_{(x>1)}) \Pi(dx)
\]

where \( \mu \in \mathbb{R} \), and \( \sigma \neq 0 \). Note that Brownian motion with drift \( \mu \) can be taken as a special case when \( \Pi \equiv 0 \).

In this paper, we first consider the joint distribution of the maximum loss and the maximum gain of a spectrally negative Lévy process up to the passage time above a level \( \beta \), denoted by \( \tau_\beta \). It is found as

\[
\mathbb{P}\{M^-_{\tau_\beta} \leq u, M^+_{\tau_\beta} \leq v\} = \begin{cases} 
\frac{e^{-\beta W'_+(u)/W(u)} - e^{-(v-u)W'_+(u)/W(u)}}{W(u)} & u \leq v - \beta \\
\frac{e^{-\beta W'_-(v)/W(v)} - e^{-(v-u)W'_-(v)/W(v)}}{W(v)} & v \leq u \leq v
\end{cases}
\]

for \( u \geq 0 \) and \( v \geq \beta \), where \( W \) is the so-called scale function, which is defined as the inverse Laplace transform of \( 1/\psi(\lambda) \). We recover the analogous result as given in Salminen and Valois (2007) for Brownian motion with drift \( \mu \) and \( \sigma = 1 \), using in particular \( W(x) = (1 - e^{-2\mu x})/2\mu \).

Second, we find the marginal distributions of the maximum loss and the maximum gain up to an independent exponential time by drawing upon the existing results by Avram et al. (2004) and Pistorius (2004). Let \( \gamma > 0 \) denote the parameter of the exponential random variable. The formulas obtained are

\[
\mathbb{P}\{M^-_T > a\} = Z^{(\gamma)}(a) - \gamma [W^{(\gamma)}(a)]^2/W'_+(\gamma')(a)
\]

\[
\mathbb{P}\{M^+_T > a\} = \frac{Z^{(\gamma)}(0)}{Z^{(\gamma)}(a)}
\]

for \( a > 0 \), where \( W^{(\gamma)} \) and \( Z^{(\gamma)} \) are the so-called \( \gamma \)-scale functions (Kyprianou, 2014). We show that these expressions yield the available results for the special case of Brownian motion with drift when the corresponding \( \gamma \)-scale functions are used.

The paper is organized as follows. In Section 2, we give the essential definitions related to the excursions and the scale function of a spectrally negative...
Lévy process. In Section 3, the joint distribution of the maximum loss and the maximum gain are obtained up to a time the process passes above a given level. The marginal distributions are found up to an independent exponential time in Section 4.

2 Preliminaries

We consider a spectrally negative Lévy process $X$ which is not the negative of a subordinator or a deterministic drift with $X_0 = 0$. The passage time above a level $x \geq 0$ is defined by

$$\tau_x = \inf\{t \geq 0 : X_t > x\}$$

which is also the right-continuous inverse of $S$ by definition. Since $S$ serves as a local time for the reflected process $S - X$ for spectrally negative Lévy process $X$, it follows that we can express excursions of $X$ from its maximum using $\tau$. For brevity, we will use the notation $\tau$ instead of $L^{-1}$, which is the conventional notation for the right inverse of the local time. It is well known that $\tau$ is a subordinator (killed at an exponential time if $X$ drifts to $-\infty$); see e.g. Bertoin (2007, Thm.VII.1). The points of discontinuity of $\tau = \{\tau_x : x \geq 0\}$ indicate the start of excursions $\epsilon_x$ of $S - X$, or excursions of $X$ from its previous maximum, defined by

$$\epsilon_x := \{ X_{\tau_x} - X_{\tau_x^-} + s, 0 < s \leq \tau_x - \tau_x^- \}.$$

for $x > 0$ such that $\tau_x - \tau_x^- > 0$ (Kuznetsov et al., 2013). If $\tau_x - \tau_x^- = 0$, take $\epsilon_x = \partial$ for some cemetery state $\partial$. Let $\mathcal{E}$ denote the space of real valued right continuous paths with left limits killed at the first hitting time of $(-\infty, 0]$, endowed with the $\sigma$-algebra generated by coordinates. Then, $\{\epsilon_x : x \geq 0, \epsilon_x \neq \partial\}$ forms a Poisson point process with a characteristic measure $n$ on $\mathcal{E}$, which is called the excursion measure and can be constructed as in Bertoin (2007, Chp.IV). Let $N$ denote the Poisson random measure on $(0, \infty) \times \mathcal{E}$ which is associated with this Poisson point process, and let $\nu$ denote its mean measure given by

$$\nu(dx, de) = dx \, n(de)$$

for $e \in \mathcal{E}$ and $x > 0$ (Çinlar, 2011, Chp.6). Let $\zeta := \inf\{s > 0 : \epsilon(s) \leq 0\}$, which is the lifetime of an excursion $\epsilon \in \mathcal{E}$, and let

$$\bar{\epsilon} := \sup\{\epsilon(s) : s \leq \zeta\}.$$

When $\tau_x < \infty$, $X_{\tau_x} = x$ since spectrally negative Lévy process $X$ moves continuously up having no positive jumps (Kyprianou, 2014).

For a spectrally negative Lévy process, there exists a unique continuous increasing function $W : \mathbb{R}_+ \to \mathbb{R}_+$, called the scale function, such that the probability that $X$ makes its first exit from an interval $[-x, y]$, $x, y > 0$, at $y$ is

$$\mathbb{P}\{I_{\tau_y} \geq -x\} = \frac{W(x)}{W(x + y)}$$

(2)
for every $x, y > 0$, and the Laplace transform of $W$ is given by
\[ \int_{0}^{\infty} e^{-\lambda x} W(x) dx = \frac{1}{\psi(\lambda)} \]
see e.g. Bertoin (2007, Thm.VII.8). The scale function $W$ is related to excursions by
\[ \frac{W(x)}{W(y)} = \exp \left\{ - \int_{y}^{x} dt n(\tilde{\epsilon} > t) \right\} \]
for $y > x > 0$, Kyprianou (2014, Lem.8.2). It follows that
\[ n(\tilde{\epsilon} > t) = \frac{W'(t)}{W(t)} \]
where $W'$ denotes the right derivative of $W$. Similarly, $n(\tilde{\epsilon} \geq t) = W'_-(t)/W(t)$ where $W'_-(t)$ denotes the left derivative of $W$. The function $W$ is almost everywhere differentiable as $n(\tilde{\epsilon} > t)$ has at most countably many discontinuities (Kuznetsov et al., 2013, Lem. 2.3).

3 Joint Distribution of Maximum Loss and Maximum Gain

We find the joint distribution of the maximum loss and the maximum gain until the time that the process passes above a level $\beta > 0$, that is, till $\tau_\beta$, as defined in (1). They are denoted by
\[ M^-_{\tau_\beta} := \sup_{0 \leq u \leq v \leq \tau_\beta} (X_u - X_v), \quad M^+_{\tau_\beta} = \sup_{0 \leq u \leq v \leq \tau_\beta} (X_v - X_u). \]

Alternatively the following expression in terms of the excursions can be used for the maximum loss
\[ M^-_{\tau_\beta} = \sup_{a < \beta} \xi_a \]
An analogous expression is valid for the maximum gain in terms of excursions of $X$ from its minimum.

The event that $X$ makes its first exit from an interval $[-x, y]$, $x, y > 0$, at the upper boundary point $y$ can be written as $\{I_{\tau_y} \geq -x\}$ and will be used to find the joint distribution of the maximum loss and the maximum gain in this section. It follows as a corollary to the following theorem, the proof of which uses similar ideas as in Salminen and Valois (2007).

**Theorem 1** Consider a spectrally negative Lévy process $X$ with scale function $W$. Then, for $u > 0$, $\alpha > 0$, $\beta > 0$, we have
\[ \mathbb{P}\{M^-_{\tau_\beta} \leq u, I_{\tau_\beta} \geq -\alpha\} = \begin{cases} e^{-\beta W'_+(u)/W(u)} & u \leq \alpha \\ \frac{W(\alpha)}{W(\alpha+\beta)} e^{-(\beta+\alpha-u) W'_+(u)/W(u)} & \alpha \leq u \leq \alpha + \beta \\ \frac{W(\alpha+\beta)}{W(\alpha)} & \alpha + \beta \leq u \end{cases} \]
In particular, $\mathbb{P}\{M^-_{\tau_\beta} \leq u\} = e^{-\beta W'_+(u)/W(u)}$. 

Proof: For $u > 0, \alpha > 0, \beta > 0$, by (4) we have
\[ \{ M_{\tau_a}^- \leq u \} = \{ \forall \alpha < a < \beta, \bar{\varepsilon}_a \leq u, \varepsilon_a \neq \partial \} \]

Now, consider the sets $A = \{(a, \varepsilon) : 0 < a < \beta, \bar{\varepsilon} > u\}$ and $B = \{(a, \varepsilon) : 0 < \alpha < a < \beta, \bar{\varepsilon} > a + \alpha\}$. Note that
\[ \mathbb{P}\{M_{\tau_a}^- \leq u, I_{\tau_a} \geq -\alpha\} = \mathbb{P}\{N(A \cup B) = 0\} \]
where $N$ is the Poisson random measure corresponding to the excursions. Now, consider this probability in the following cases

i. if $u \leq \alpha$, then $\{ M_{\tau_a}^- \leq u \}$ is covered by $\{ I_{\tau_a} \geq -\alpha \}$ and
\[ \mathbb{P}\{M_{\tau_a}^- \leq u, I_{\tau_a} \geq -\alpha\} = \mathbb{P}\{M_{\tau_a}^- \leq u\} = \mathbb{P}\{N(A) = 0\} \]
by (3), which also yields the marginal distribution.

ii. if $u \geq \alpha + \beta$ then $\{ I_{\tau_a} \geq -\alpha \}$ is covered by $\{ M_{\tau_a}^- \leq u \}$ and we have
\[ \mathbb{P}\{M_{\tau_a}^- \leq u, I_{\tau_a} \geq -\alpha\} = \mathbb{P}\{I_{\tau_a} \geq -\alpha\} = \frac{W(\alpha)}{W(\alpha + \beta)} \]

iii. if $\alpha \leq u \leq \alpha + \beta$, then we have
\[ \mathbb{P}\{M_{\tau_a}^- \leq u, I_{\tau_a} \geq -\alpha\} = \mathbb{P}\{M_{\tau_a}^- \leq u\} \]
where $\mathbb{P}_x$ denotes the probability law of $X$ starting from $x \in \mathbb{R}$ and we have used the strong Markov property. Similar arguments to those in i) yield
\[ \mathbb{P}_{u-\alpha}\{M_{\tau_a}^- \leq u, I_{\tau_a-(u-\alpha)} \geq -u\} \]
\[ = \mathbb{P}_{u-\alpha}\{M_{\tau_a}^- \leq u\} = e^{-(\beta + \alpha - u)u(\varepsilon > u)} = e^{-(\beta + \alpha - u)W'_u(\varepsilon)/W(u)} \]
where the last equality is due to (3). Since $\mathbb{P}\{I_{\tau_a-\alpha} \geq -\alpha\} = W(\alpha)/W(u)$, the result follows.

\[ \square \]

The joint distribution of the maximum loss and the maximum gain is obtained as in the Brownian case, cf. Salminen and Vallois (2007), using the observations that $M_{\tau_a}^+ > \beta$ and for $\alpha > 0$
\[ \{ M_{\tau_a}^+ \leq \beta \leq \alpha \} = \{ I_{\tau_a} \geq -\alpha \} \]
We put $v = \alpha + \beta$ in Theorem 1 and get the following corollary.
Corollary 1 For $v \geq \beta$ and $u \geq 0$, we have
\[
\mathbb{P}\{M_{T_0}^- \leq u, M_{T_0}^+ \leq v\} = \begin{cases} 
  e^{-\beta W_u^+(u)/W(u)} & u \leq v - \beta \\
  e^{-(v-u)W_u^+(u)/W(u)} & u - \beta \leq u \leq v \\
  e^{-\beta W_v^-/(W(v))} & v \leq u
\end{cases}
\]

As a special case of a spectrally negative Lévy process, recall that the scale function for Brownian motion with drift $\mu$ and $\sigma^2 = 1$ is given by
\[
S^\mu(x) := W(x) = \frac{1}{2\mu} \left(1 - e^{-2\mu x}\right).
\]
Then, we get
\[
W_u^+(u)/W(u) = 2\mu/(e^{2\mu u} - 1) = 1/S^-\mu(u).
\]
By substituting this term and the scale function $S^\mu$ in the statements of Theorem 1 and in Corollary 1, we see that the results for the Brownian motion with drift given in Salminen and Vallois (2007, Prop. 2.1, Cor. 2.2) are recovered.

4 Marginal Distributions up to an Exponential Time

Let the right inverse of $\psi$ be denoted with $\phi$, which is given by
\[
\phi(\gamma) = \sup\{\lambda \geq 0 : \psi(\lambda) = \gamma\}
\]
for $\gamma > 0$. In addition to the scale function $W$, there exist a family of increasing functions $W^{(q)} : \mathbb{R}_+ \to \mathbb{R}_+$ which satisfy
\[
\int_0^\infty e^{-\lambda x} W^{(q)}(x) dx = \frac{1}{\psi(\lambda) - q}, \tag{5}
\]
for $q \geq 0$ and $\lambda > \phi(q)$, and also functions $Z^{(q)}$ defined on $\mathbb{R}$ by
\[
Z^{(q)}(x) = 1 + q \int_0^x W^{(q)}(y) dy. \tag{6}
\]
The properties of the so-called $q$-scale functions $W^{(q)}$, and $Z^{(q)}$ can be gathered from Kyprianou (2014, Thm. 8.1). Note that $W^{(0)} \equiv W$ above. Let $W^{(q)}_+(x)$ denote the right derivative of $W^{(q)}$ at $a$.

Proposition 1 For the maximum loss and the maximum gain up to an independent exponential time $T$ with parameter $\gamma > 0$
\[
\mathbb{P}\{M_T^- > a\} = Z^{(\gamma)}(a) - \gamma [W^{(\gamma)}(a)]^2/W^{(\gamma)}_+(a)
\]
\[
\mathbb{P}\{M_T^+ > a\} = \frac{Z^{(\gamma)}(0)}{Z^{(\gamma)}(a)}
\]
for $a > 0$. 

**Proof:** For the loss process, the first time to pass the level $a$ is defined by

$$\sigma_a = \inf\{v \geq 0 : S_v - X_v > a\}$$

The Laplace transform of $\sigma_a$ has been found in Avram et al. (2004, Thm.1) as

$$\mathbb{E}(e^{-\gamma \sigma_a}) = Z^{(\gamma)}(a) - \gamma [W^{(\gamma)}(a)]^2 / W_+^{(\gamma)}(a).$$

Clearly, we have $\mathbb{P}\{M^-_T > a\} = \mathbb{E}(e^{-\gamma \sigma_a})$. Similarly, we can use the formula for $\mathbb{E}(e^{-\gamma \sigma_a})$ from Pistorius (2004, Prop.2) to get the distribution of $M^+_T$, where $\sigma_a = \inf\{v \geq 0 : X_v - I_v > a\}$. □

In Hubalek and Kyprianou (2010), the scale function $W^{(\gamma)}$, $\gamma \geq 0$, for Brownian motion with drift $\mu$ and $\sigma^2 = 1$ is given for $x \geq 0$ as

$$W^{(\gamma)}(x) = \frac{2}{\sqrt{2\gamma + \mu^2}} e^{-\mu x} \sinh(x \sqrt{2\gamma + \mu^2})$$

which can be obtained by inverting the Laplace transform, Equation 5. Using this $\gamma$-scale function and Equation 6, we have $Z^{(\gamma)}(0) = 1$, and we obtain

$$Z^{(\gamma)}(a) = 1 + \gamma \int_0^a \frac{2}{\sqrt{2\gamma + \mu^2}} e^{-\mu x} \sinh(x \sqrt{2\gamma + \mu^2}) dx = \frac{\mu}{\sqrt{2\gamma + \mu^2}} e^{-\mu a} \sinh(a \sqrt{2\gamma + \mu^2}) + e^{-\mu a} \cosh(a \sqrt{2\gamma + \mu^2})$$

and

$$\frac{W^{(\gamma)}(a)^2}{W_+^{(\gamma)}(a)} = \frac{2e^{-\mu a} \sinh^2(a \sqrt{2\gamma + \mu^2})}{(2\gamma + \mu^2) \cosh(a \sqrt{2\gamma + \mu^2}) - \mu \sqrt{2\gamma + \mu^2} \sinh(a \sqrt{2\gamma + \mu^2})}.$$ 

By substituting these expressions in Proposition 1, the marginal distributions for Brownian motion with drift case are found as

$$\mathbb{P}\{M^-_T > a\} = \frac{1}{e^{\mu a} \cosh(a \sqrt{2\gamma + \mu^2})} - \frac{\mu}{\sqrt{2\gamma + \mu^2}} e^{\mu a} \sinh(a \sqrt{2\gamma + \mu^2})$$

$$\mathbb{P}\{M^+_T > a\} = \frac{1}{e^{-\mu a} \cosh(a \sqrt{2\gamma + \mu^2})} - \frac{\mu}{\sqrt{2\gamma + \mu^2}} e^{-\mu a} \sinh(a \sqrt{2\gamma + \mu^2})$$

for $a > 0$. Note that, these results match with the formulas given in Eqns. (1.8) and (1.9) in Salminen and Vallois (2007).
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