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ABSTRACT

We extend the $\tau$-estimation method to unsteady problems and use it to adapt the polynomial degree for high-order discontinuous Galerkin simulations of unsteady flows. The adaptation is local and anisotropic and allows capturing relevant unsteady flow features while enhancing the accuracy. We first revisit the definition of the truncation error, studying the effect of the treatment of the mass matrix. Secondly, we extend the $\tau$-estimation strategy to unsteady problems. Finally, we present and compare two adaptation strategies for unsteady problems: the dynamic and static methods. We test the efficiency of the $p$-adaptation strategies with unsteady two-dimensional simulations using the Euler and Navier–Stokes equations. Since the method relies on the exponential convergence of the scheme, we focus in laminar test cases. The adaptation methods enable reductions in the number of degrees of freedom with respect to uniform refinement, leading to speed-ups of up to $\times 4.5$ and $\times 4.5$ for Euler and Navier–Stokes.
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1. Introduction

High-order DG methods are expected to be the engine of the next generation of CFD codes (Wagner 2022). Commonly, high-order DG schemes are formulated as multi-domain spectral methods. As a result, besides the increased accuracy of spectral (high-order) methods, they also provide a compact stencil and, therefore, a local character, a feature that makes them highly parallelizable and flexible for complex 3D geometries (Cockburn, Karniadakis, and Shu 2000; Z. Wang et al. 2013). Moreover, DG methods can handle non-conforming meshes with hanging nodes and different polynomial degrees efficiently (Ferrer 2012, 2017; Ferrer and Willden 2012). This feature makes them well suited for mesh adaptation strategies.

Among the different DG formulations, the discontinuous Galerkin spectral element method (DGSEM) (Black 1999; Kopriva 2009) is a nodal (collocation) version of the DG method. Traditionally, this method employs tensor-product Lagrange basis functions within hexahedra and stores data at the Gauss or Gauss-Lobatto nodes of the quadrature rule. It is important to note that DGSEM is not restricted to tensor product elements; it showcases adaptability to simplex elements as well, as elaborated by Hesthaven and Warburton (2007). The use of a quadrature rule with the same number of nodes as the approximate solution equips the DGSEM with a diagonal mass matrix and very cheap-to-compute operators. This translates into a computational cost that maintains linear scalability with the increasing number of degrees of freedom, even as the polynomial degree is raised, as highlighted by Hindenlang et al. (2012) and Ranocha et al. (2021). In fact, the computational cost of the DGSEM has been estimated to be a factor of four smaller than other conventional DG methods (Beck et al. 2016). In addition, since the DGSEM uses tensor-product bases, it can handle $p$-anisotropic discretizations efficiently (Kompenhans et al. 2016a; Rueda-Ramírez et al. 2019a), i.e. discretizations with different polynomial degrees in each coordinate direction. For all those properties, the DGSEM has been used in a wide range of applications, including the discretization of the incompressible Navier–Stokes equations (Manzanero et al. 2019a), the compressible Navier–Stokes equations (Ferrer et al. 2023; Gassner et al. 2018), the Cahn Hilliard equation (Manzanero et al. 2019b), magneto-hydrodynamics...
(Bohm et al. 2018; Rueda-Ramírez et al. 2023), among others.

In their famous review paper, Z. Wang et al. (2013) point out that one of the challenges the high-order community must address to impact the design process and replace traditional low-order codes is the development of efficient mesh adaptation strategies. The idea behind these strategies is to reduce the number of degrees of freedom (DOFs) while maintaining high accuracy, which translates into shorter computational times and reduced storage requirements. Local adaptation can be performed by subdividing or merging elements (h-adaptation), by enriching or reducing the polynomial degree in certain elements (p-adaptation), by relocating the position of the nodes in a mesh (r-adaptation). For all these strategies, it is of paramount importance to identify the flow regions that require refinement or coarsening with a local error estimation.

Adaptation strategies have been classified according to the type of error measure that is employed as feature-based adaptation, adjoint-based adaptation, and local error-based adaptation. A comparison of these three approaches was performed by Fraysse, Valero, and Ponsín (2012) for finite volume approximations and by Kompenhans et al. (2016b) and Naddei et al. (2018) for high-order DG methods. The feature-based adaptation is the classical approach and uses easy-to-compute error measures that depend on the flow features. They rely on the assumption that high errors are expected where the flow is more difficult to resolve. Hence, refinement is predicted where high velocity, density or pressure gradients are identified (Aftosmis 1994; Persson and Peraire 2006). For DG discretizations, an easy-to-compute feature-based adaptation criterion is the assessment of jumps across element interfaces (Krivodonova and Flaherty 2003; Krivodonova et al. 2004a; Remacle, Flaherty, and Shepard 2003). The main disadvantage of these methods is that there is no direct relation between the adaptation criterion and the numerical errors, and thus, the accuracy is not easily predictable. Additionally, the only way to solve steady-state problems is to adapt iteratively.

A second and more sophisticated approach is known as adjoint-based adaptation. In this approach, a functional target is defined (e.g. drag or lift in external flow aerodynamics), and the adjoint problem is solved to obtain a spatial distribution of the functional error, which is then used to adapt the mesh. This technique was originally developed for structural analysis using FEM by Babuška and Miller (Babuška and Miller 1984a, 1984b), and has been used recently for adaptation strategies in DG methods (Hartmann 2006; Hartmann and Houston 2002; L. Wang and Mavriplis 2009). The main drawback of this approach is the high computational cost to solve the adjoint problem and the storage requirements needed to save the error estimators, especially in unsteady flows. Moreover, only the error of the functional analysed is guaranteed to be reduced, whereas the error of other functionals may deteriorate.

A computationally more efficient alternative is the local error-based adaptation, which is based on the assessment of any measurable (not feature-based) local error in all the cells of the domain (Hartmann and Houston 2002). The local error-based adaptation methods are interesting since, in contrast to feature-based methods, they provide a way to predict and control the overall accuracy and are computationally cheaper than adjoint-based schemes (Kompenhans et al. 2016a, 2016b). For those reasons, local error-based adaptation strategies are retained in this work. A large amount of effort has been invested in the development of reliable local error-based adaptation methods. Mavriplis (1989, 1994) has used Estimations of the local discretization error to develop hp-adaptation techniques for the spectral element method. Residual-based p-adaptation is also a local error-based adaptation method, which uses the residual to measure how accurate the local approximation is. This method was originally developed for Finite Elements (FE) and has been successfully used with DG methods (Hartmann 2006; Naddei et al. 2018). In the case of modal (hierarchical) DG methods, a possibility is to employ low cost error estimates that take advantage of the modal approximation to drive p-adaptation procedures, such as the Variational Multiscale (VMS) indicator by Kuru and De la Llave Plata (2016), or the spectral decay indicator by Persson and Peraire (2006).

Other techniques used to dynamically adapt the dissipation properties of high-order methods include troubled cell-indicators, Multidimensional Optimal Order Detection (MOOD) and adaptive dissipation control. Troubled cell-indicators were initially introduced by Cockburn and Shu (1989) and are commonly employed in conjunction with TVD-TVB limiters (Fu and Shu 2017; Krivodonova et al. 2004b; Zhu and Qiu 2009). MOOD methods involve assessing
the maximum achievable accuracy order at each cell that ensures the fulfillment of physical and numerical admissibility conditions (Boscheri and Dimarco 2022; Diot, Loubère, and Clain 2013; Dumbser et al. 2014; Gassner and Winters 2021; Maltsev et al. 2023; Vilar 2019). Finally, adaptive dissipation control aims at adapting the dissipation properties of the scheme by means of, e.g., modal filters (which are closely related to $p$-adaptation) (Dzanic, Trojan, and Wiederden 2023; Flad, Beck, and Munz 2016; Hamedi and Vermeire 2022; Winters et al. 2018).

In this work, we favor truncation error estimators, another local error-based alternative to drive a mesh adaptation method. The truncation error is related to the discretization error through the Discretization Error Transport Equation (Roy 2010), where it acts as a local source term. This relation makes it useful as an indicator for mesh adaptation methods (Choudhary and Roy 2013; Syrakos et al. 2012), since refining the mesh where the truncation error is high reduces the discretization error in all the mesh (Rubio et al. 2015), with an additional advantage: truncation error estimation requires less computational effort than adjoint methods. Finally, it has been shown that controlling the truncation error targets the numerical accuracy of all functionals at once (Kompenhans et al. 2016a; Laskowski et al. 2022), ensuring that adapting a mesh using the truncation error leads necessarily to an error decrease in any other functional (e.g., lift or drag).

The $\tau$-estimation method proposed by Brandt and Livne (2011), which estimates the local truncation error by injecting a fine grid solution into coarser meshes, has been used to perform local error-based mesh adaptation in low-order schemes (Berger 1987; Fraysse et al. 2014; Fraysse, Valero, and Ponsin 2012; Fraysse, Valero, and Rubio 2013; Syrakos et al. 2012; Syrakos and Goulas 2006). Rubio et al. (2013) extended the $\tau$-estimation approach to high-order methods using a continuous Chebyshev collocation method. Later, Rubio et al. (2015) applied it to DGSEM discretizations. Kompenhans et al. (2016a) applied the $\tau$-estimation approach to perform steady-state $p$-adaptation using the Euler and Navier–Stokes equations, and showed that a reduction of the truncation error increases the numerical accuracy of all functionals at once. Furthermore, Kompenhans et al. (2016b) also showed that truncation error-based adaptation can exhibit better performance than feature-based adaptation. In contrast to most local error-based adaptation methods, where multiple error estimation and adaptation stages are needed in a steady-state solution, the $\tau$-estimation method generates a unique prediction of what polynomial degree is needed for a desired truncation error threshold. Therefore, in steady state the adaptation strategy is to converge a high-order approximation (reference mesh) to a specified global residual and then to perform a single error estimation followed by a corresponding $p$-adaptation process. Besides, the truncation error is known to decay exponentially in smooth solutions (Kompenhans et al. 2016a; Rubio et al. 2015). Therefore, if the estimation is good, it is possible to extrapolate the behaviour and predict the polynomial degree needed for a desired error threshold (Kompenhans et al. 2016a; Rueda-Ramírez et al. 2019b).

Being a relatively recent technique, $p$-adaptation methods that use $\tau$-estimators have only been applied to steady-state solutions with high-order methods (Kompenhans et al. 2016a; Rueda-Ramírez et al. 2019a). In this work, we propose a methodology to extend this technique to unsteady problems. The rest of this work is organised as follows. First, in Section 2.2, we show that the truncation error can be formulated in several forms, depending on the choice of the continuous and discrete partial differential operators. Herein, a thorough analysis of the formulation that is traditionally used in the DG community (Kompenhans et al. 2016a, 2016b; Rubio et al. 2015; Rueda-Ramírez et al. 2019, 2019b) is presented, a new formulation for the truncation error is proposed, and a comparative analysis of both techniques is detailed. Second, we provide a strategy to estimate the truncation error in unsteady problems in Section 2.3. Third, we propose two $p$-adaptation algorithms for unsteady problems in Section 2.4, which use an unsteady $\tau$-estimation method: (i) a dynamic $p$-adaptation strategy, which performs several stages of estimation and $p$-adaptation throughout a simulation and second, and (ii) a static $p$-adaptation strategy, which performs several truncation error estimation stages, but only one $p$-adaptation stage. Finally, the methods are applied to unsteady problems modelled by the compressible Euler and Navier–Stokes equations in Section 3, and a detailed analysis of their performance is presented. The most important findings of this paper are summarised in Section 4.
2. Numerical Methods

2.1. The Discontinuous Galerkin Spectral Element Method

We consider the approximation of systems of conservation laws,
\[ \partial_t q + F(q) = 0, \quad \text{in } \Omega, \tag{1} \]
subject to appropriate boundary conditions, where \( q \) is the state vector of conserved variables, and \( F(q) = \nabla \cdot \text{div} \) is the continuous partial differential operator, where \( \text{div} \) is a flux block vector, which depends on \( q \).

In an advection–diffusion conservation law, such as the Navier–Stokes equations, the flux vector can be written as
\[ \text{div} = \hat{f}^a(q) - \hat{f}^v(q, \nabla q), \tag{2} \]
where \( \hat{f}^a \) is the advective flux and \( \hat{f}^v \) is the diffusive flux. Because of the dependency of the diffusive flux on \( \nabla q \), (1) is a second order PDE. Following Arnold et al. (2002), (1) can be rewritten as a first-order system,
\[ \begin{cases} \partial_t q + \nabla \cdot \left( \hat{f}^a(q) - \hat{f}^v(q, \nabla q) \right) = 0, & \text{in } \Omega, \tag{3a} \\ \nabla q = \hat{g}, & \text{in } \Omega. \tag{3b} \end{cases} \]

To obtain the DGSEM-version of (3a), the computational domain is subdivided into non-overlapping hexahedral elements, all variables are approximated by piece-wise Lagrange interpolating polynomials of degree \( N \) that are continuous in each element, but allowed to be discontinuous across element interfaces: \( q \leftarrow q^N, \hat{f} \leftarrow \hat{f}^N \) and \( \hat{g} \leftarrow \hat{g}^N \). Furthermore, (3a) and (3b) are multiplied by an arbitrary polynomial (test function) of degree \( N \), the derivative terms are integrated by parts, and all integrals are evaluated numerically with a quadrature rule of \( N+1 \) points, to obtain
\[ \begin{cases} \int_{\Omega} \nabla \cdot \left( \hat{f}^a(q) - \hat{f}^v(q, \nabla q) \right) \text{d}\Omega = 0, & \text{for each degree of freedom of each element. In (4a),} \\ \hat{f} \text{ and } \hat{g} \text{ are the numerical traces of the flux and the solution, respectively, the superindex } N \text{ on the integrals denotes the evaluation with a quadrature rule of } N+1 \text{ points, the functions } \phi_j \text{ are the so-called basis functions, which are tensor product expansions of the Lagrange interpolating polynomials, the } f_j \text{ are the Jacobians of the geometry transformation with which the mesh is created, and the } w_j \text{ are the weights of the quadrature rule. The derivation of (4a) is given in Kopriva (2009) and Gassner (2009).} \tag{4a} \end{cases} \]

\[ \begin{cases} \int_{\Omega} q^N \nabla \phi_j \text{d}\Omega + \int_{\partial \Omega} \phi_j \hat{g}^N \text{d}s = j w_j \phi_j^N, & \text{for each degree of freedom of each element. In (4b),} \tag{4b} \end{cases} \]

The discretization of the system can be compactly written as
\[ M^N \frac{dQ^N}{dt} + \mathbf{F}^N(Q^N) = 0, \tag{5} \]
where \( M^N \) is the mass matrix of the system, \( Q^N \) a vector with all the unknowns, and \( \mathbf{F}^N \) the discrete partial differential operator.

The mass matrix of the DGSEM is diagonal. Therefore, (5) is often rewritten as
\[ \frac{dQ^N}{dt} + (M^N)^{-1} \mathbf{F}^N(Q^N) = 0. \tag{6} \]

The DGSEM allows the selection of different polynomial degrees \( N \) for each element. Moreover, it allows distinct polynomial degrees in each spatial dimension \( (N_x, N_y, N_z) \), enabling anisotropic p-adaptation. Handling the geometric representation of \( p \)-non-conforming faces in general curvilinear hexahedral elements follows the guidelines outlined in Kopriva et al. (2019). The coupling between the faces of elements with different polynomial degrees follows the mortar method (Kopriva, Woodruff, and Hussaini 2002). Determining the polynomial degree within each element can occur either prior to initiating the simulation (concurrently with mesh generation) or automatically during steady or unsteady simulations. The automatic adaptation process relies on a sensor that designates which elements require refinement or coarsening. In this work we will show how to use the truncation error as a sensor for adaptation in unsteady flows.

The simulations showcased in this paper were conducted utilising the open source code HORSES3D (Ferrer et al. 2023). For a more comprehensive understanding of the formulation, please refer to the aforementioned paper and its associated references.

2.2. Formulation of the Truncation Error

The truncation error is defined as the difference between the discrete partial differential operator and
the continuous partial differential operator, both applied to the exact solution of the problem. This is often known as Generalised Truncation Error Expression (GTEE) (Oberkampf and Roy 2010; Roy 2009). For the problem at hand, we take the difference between the discrete Equation (6) applied to the sampled continuous solution, $I^N q$, and the sampled continuous Equation (1) to obtain:

$$\frac{dQ^N}{dt} - I^N \partial_t q + (M^N)^{-1} \tilde{F}^N (I^N q) - I^N F(q) = 0,$$

(7)

where $\tilde{r}^N$ is the truncation error and $I^N$ is a projection operator used to project the solution from one space to another. Here we are simply sampling the continuous solution into our discrete space.

Assuming that the restriction operator commutes with the time derivative ($I^N \partial_t q = \frac{dI^N q}{dt}$), the two first terms in (7) cancel out,

$$\tilde{r}^N = (M^N)^{-1} \tilde{F}^N (I^N q) - I^N F(q).$$

(8)

The discretization error is defined as the difference between the approximate solution and the exact solution to the problem, i.e. $\epsilon^N = Q^N - I^N q$. Taking the difference between (6) and (1) sampled into the discrete space, we get the following.

$$\frac{dQ^N}{dt} - I^N \partial_t q + (M^N)^{-1} \tilde{F}^N (Q^N) - I^N F(q) = 0.$$

(9)

By the linearity of the time derivative and using the definition of the discretization error,

$$\frac{d\epsilon^N}{dt} = -(M^N)^{-1} \tilde{F}^N (\epsilon^N + I^N q) + I^N F(q).$$

(10)

Now, for simplicity, we consider that $\tilde{F}^N$ is a linear operator (it can be linearised otherwise to achieve a similar result; see, e.g. Tyson et al. 2019),

$$\frac{d\epsilon^N}{dt} + (M^N)^{-1} \tilde{F}^N (\epsilon^N)$$

$$= -(M^N)^{-1} \tilde{F}^N (I^N q) + I^N F(q) = -\tilde{r}^N.$$

(11)

Therefore, for linear operators, the discretization error is governed by the same equation as the numerical solution with the addition of the truncation error as a source term. This equation is known as Discrete Error Transport Equation (DETE). As can be seen, the truncation error is interesting for mesh adaptation, as it acts as a source for the generation of discretization error.

The truncation error definition, (8), can be re-scaled with the mass matrix:

$$r^N = M^N \tilde{r}^N = \tilde{F}^N (I^N q) - M^N I^N F(q),$$

(12)

which is equivalent to defining the truncation error as the projection of the difference between discrete and continuous operators on the individual basis functions of the finite element subspace. With this definition, the DETE reads:

$$M^N \frac{d\epsilon^N}{dt} + \tilde{F}^N (\epsilon^N)$$

$$= -\tilde{F}^N (I^N q) + M^N I^N F(q) = -r^N.$$ (13)

The definition (12) has previously been used by Rubio et al. (2015), Kompenhans et al. (2016a, 2016b), Kompenhans et al. (2016b) and Rueda-Ramírez et al. (2019, 2019b), and will be called traditional formulation in this work. The definition (8) has been recently used in Laskowski et al. (2022) and will be called, in this work, new formulation. The main advantage of the new formulation is that it is directly related to functional errors, as shown in Laskowski et al. (2022).

Note that previous works in the context of the DGSEM (Kompenhans et al. 2016a, 2016b; Laskowski et al. 2022; Rubio et al. 2015; Rueda-Ramírez et al. 2019, 2019b) focused primarily on steady-state problems; therefore, the second term in the RHS of (8) and (12) was zero.

We have derived two formulations of the truncation error and showed that each leads to a different version of the DETE: (11) and (13). Although both formulations appear to be similar, some remarks can be made about their properties.

1. The traditional version of the truncation error (12) acts as a source term for the discretization error, after projecting it pointwise on the basis functions $\phi_j$, which build the finite element subspace, as shown in (13). On the other hand, the new approximation of the truncation error (8) acts directly as a source term of the pointwise values of the discretization error; see (11).

2. Since the DGSEM is a collocation method and the mass matrix is a diagonal matrix
containing the mapping Jacobian and quadrature weights, see, for example, Ferrer et al. (2023), each form of the truncation error can be obtained from the other by scaling it point-wise with $J_j w_j$, see (12). In other words, the main difference between both formulations is the weight that they give to the element size.

(3) Due to the strong similarities between the two truncation error approximations, the anisotropic properties and the possibility to estimate the error in a multigrid cycle (see Rueda-Ramírez et al. 2019) hold for both error measures.

Due to the similarities of both truncation error formulations, the tilde notation will be dropped in next sections, and the expressions will hold for both, unless the contrary is explicitly stated.

On a final note, Rubio et al. (2015) introduced the concept of isolated truncation error. While the standard non-isolated truncation error uses all terms appearing in the discrete discontinuous Galerkin variational formulation, (4a), the isolated truncation error replaces the surface numerical flux functions by simple evaluations of the flux with the inner solution of each element. The isolated truncation error has some advantages for mesh adaptation, as shown by Kompenhans et al. (2016b).

### 2.3. Truncation Error Estimation in Unsteady Problems

Now that we have defined the truncation error, we need a method to estimate it when the exact solution is not available. Previous works, see Rubio et al. (2015), Kompenhans et al. (2016a), Kompenhans et al. (2016b), Rueda-Ramírez et al. (2019, 2019b) and Laskowski et al. (2022), consider only steady problems, and, therefore, only the first term of (8) or (12) takes nonzero values. In these works, the exact solution is approximated by a solution obtained on a higher-order mesh ($P > N$),

$$I^N q \approx I^N q^P,$$  \hspace{1cm} (14)

in a process known as $\tau$-estimation (Rubio et al. 2013, 2015). Using this solution, the truncation error is estimated in all coarser meshes $N \in [1, P - 1]$. This is useful for adaptation, as the exact polynomial degree required for a given accuracy can be directly read from the estimated truncation errors. If the problem solved has spatial dimension higher than one, the coarser meshes can be generated with anisotropic polynomial degrees (different polynomial degrees for the different spatial dimensions), resulting in the so-called truncation error map. Additionally, the truncation error for polynomial degrees $N > P - 1$ can be estimated by $\tau$-extrapolation, and the whole estimation process can be embedded within an anisotropic multigrid cycle. The interested reader is referred to Rueda-Ramírez et al. (2019) and references therein for details. It is worth noting that the accuracy of the truncation error estimation, as analysed in Rubio et al. (2013) and Rubio et al. (2015), relies on the validity of (14). This implies that if the flow is significantly underresolved, the truncation error estimate might be influenced by the discretization error present in the finer mesh. In such scenarios, the truncation error estimation could be coarse, and the insights provided by the methodology would primarily highlight regions of complexity. This situation may arise in turbulent flows or compressible flows featuring shockwaves. However, it is worth mentioning that the $\tau$-estimation method has yielded promising outcomes for mesh adaptation in low-order methods even when shocks are present, as indicated by in Fraysse et al. (2014). This work will not delve into the examination of these more intricate test cases, leaving them for future investigations.

When addressing unsteady problems, our approach involves approximating the second term in (8) and (12). A logical strategy for achieving this approximation is to rely on the high-order solution, denoted as $q^P$, and approximate the continuous partial differential operator with its high-order counterpart as follows:

$$I^N F(q) \approx I^N (M^P)^{-1} \mathcal{F}^P (q^P).$$ \hspace{1cm} (15)

This approach introduces minimal overhead, as the term $(M^P)^{-1} \mathcal{F}^P (q^P)$ is computed during the calculation of $q^P$, which is necessary for estimating the truncation error.

### 2.4. $p$-Adaptation Strategies

Two adaptation strategies can be identified in unsteady flow simulations: dynamic and static adaptation. These two strategies have already been widely used for
unsteady adaptivity. See, for example, Blaise and St-Cyr (2012) and Cagnone and Nadarajah (2012) for dynamic adaptation methods or Naddei et al. (2018) and Fidkowski (2011) for static adaptation methods.

In the following sections, we present a detailed description of how dynamic and static $p$-adaptation can be implemented for truncation error-based $p$-adaptation methods. The main difference between the strategies presented here and those encountered in the literature is the way the adaptation algorithms treat the error estimates.

Most of the error estimation strategies available in the literature are designed to mark a number of elements for enrichment or order reduction (Blaise and St-Cyr 2012; Cagnone and Nadarajah 2012; Naddei et al. 2018). As a result, in every adaptation stage, the polynomial degrees are increased or reduced by one. On the contrary, the truncation error estimation provides an exact value for the polynomial degree needed for each coordinate direction of every element after each estimation stage. This property of the $\tau$-estimation method provides several advantages for the $p$-adaptation of unsteady computations, as will be discussed in the following sections.

### 2.4.1. Dynamic $p$-Adaptation

The dynamic $p$-adaptation is the most straightforward $p$-adaptation strategy for unsteady flows. It computes an error measure periodically during a simulation and adapts the polynomial degrees of the discretization according to the estimated error, right after every estimation procedure. The adaptation of the polynomial degree in every step follows the procedure introduced in Rueda-Ramírez et al. (2019). The dynamic $p$-adaptation strategy is well suited for transient simulations in which the region of interest changes over time.

Figure 1 illustrates the dynamic $p$-adaptation process. The interval between adaptation stages, $\Delta t_e$, can be specified as a physical time, as a number of iterations (time steps) or can be changed throughout the simulation. At every $p$-adaptation stage, the underlined process in Figure 1, the storage must be reallocated and the solution projected in the new polynomial spaces. Since this process is done several times during the solution procedure, some overhead is expected. Therefore, the construction of the data structures for the new spatial resolution and the transfer of information are critical steps that must be optimised to enhance the performance. Furthermore, if the $\tau$-estimation method is used, a number of low-order ($N < P$) discretizations are needed to evaluate the truncation error. As a result, an additional overhead is added in the construction of these coarse grids.

Note that a traditional error estimator, which simply marks some elements for refinement or coarsening, may perform poorly with the dynamic $p$-adaptation strategy of Figure 1. Such an error estimator imposes a one-by-one increase in the polynomial degree. Therefore, if $\Delta t_e$ is too large, a dynamic $p$-adaptation strategy may not have enough time to increase the resolution of a zone of the domain before the flow feature of interest goes out of it. In other words, the refinement zones are likely to lag behind the difficult-to-capture flow features. On the contrary, since the truncation error estimator identifies what polynomial degree is needed immediately, the resolution can be increased to the necessary level immediately. As a result, the truncation error estimator may be more suitable to handle larger values of $\Delta t_e$ than traditional estimators.

It is possible to obtain overshoots in the truncation error estimates if the polynomial degree of the reference mesh, $P$, is too low, as shown by Rueda-Ramírez et al. (2019). Therefore, a truncation error-based dynamic $p$-adaptation method may suffer unnecessary polynomial degree oscillations that are caused and nurtured by the constant jump between a low and a high $P$. These polynomial degree oscillations may deteriorate the accuracy and, therefore, should be avoided when possible. A possible way to attenuate this phenomenon is to limit the maximum polynomial degree jump (by element and coordinate direction) after each $p$-adaptation stage.
Additionally, in parallelised simulations, a dynamic $p$-adaptation strategy requires dynamic load balancing to maintain an even workload between the processors and avoid deadlocks. Otherwise, the reduction in the number of degrees of freedom achieved with the enhanced spatial discretization may not translate into shorter computation times. The design of efficient dynamic load balancing algorithms is a challenging topic of research that is not treated in this work.

### 2.4.2. Static $p$-Adaptation

The static $p$-adaptation strategy differs from the dynamic $p$-adaptation in that only one $p$-adaptation process is performed after several estimation stages.

Figure 2 presents a flowchart of the static adaptation strategy. First, the solution is advanced in time with a fixed spatial resolution until a final estimation time, $T_e$, is reached. During this stage, periodic error estimations are performed with an interval of $\Delta t_e$ but, instead of changing the spatial resolution, the error estimation is stored for future processing. When $T_e$ is reached, a $p$-adaptation procedure is performed using all the stored error estimates. Subsequently, the simulation is advanced in time with the new fixed spatial resolution until the final time. The static $p$-adaptation is well suited for simulations in which the features of interest are located in a fixed region of the domain.

Note that a traditional error estimator, which only marks some elements for one-by-one refinement or coarsening, may also perform poorly in the static $p$-adaptation algorithm of Figure 2. In fact, if such an error estimator is used, the algorithm would have to be slightly modified, so that after the $p$-adaptation stage, the simulation goes back to the error estimation stage, as in Naddei et al. (2018). That extra loop would have to be repeated a specific number of times, or until no element is marked for refinement or coarsening, which represents increased computational cost. Therefore, the ability to predict the exact polynomial that is needed makes the truncation error estimator an attractive indicator for statically $p$-adapted unsteady simulations.

The static $p$-adaptation strategy provides several implementation advantages over the dynamic $p$-adaptation. First, the construction of the data structures and the projection of the solution to the new spatial discretization are no longer critical steps, as the $p$-adaptation procedure is only done once. Therefore, these operations can even be performed off-line, and their computational cost does not significantly impact the performance of the method. Second, the coarse-grid discretizations that are needed for the truncation error estimation are only constructed once at the beginning of the simulation and used throughout the entire estimation stage. Finally, dynamic load balancing is no longer needed, as the loads must be balanced only once after the $p$-adaptation step.

The static $p$-adaptation algorithm has two drawbacks. First, it is only useful for statistically steady flows or where the features that need high spatial resolution are located in a specific region of the domain. Second, the static $p$-adaptation strategy requires a preliminary simulation to estimate the error.

In the case of aerodynamic simulations of external flow, the flows are usually statistically steady, and the interesting flow features are concentrated in a small region of the domain. Furthermore, the estimation time is generally much shorter than the total simulation time.

To process the $p$-anisotropic truncation error estimation data and feed the $p$-adaptation algorithm, two main approaches can be identified:

1. At each estimation stage, $s$, select the polynomial degrees for each of the elements in the mesh, $N_i^{e,s}$, and then predict a final polynomial degree from the estimates,

   $$ N_i^e = F(N_i^{e,1}, \ldots, N_i^{e,n_e}), $$  

   where $n_e$ is the number of estimation stages.
At each estimation stage, \( s \), generate the truncation error map (see Rueda-Ramírez et al. 2019 for details) for every element of the mesh, \( \| \mathbf{r} \|_{\infty}^{c,s} \), compute a total truncation error map for every element based on the estimations,

\[
\| \mathbf{r} \|_{\infty} = F \left( \| \mathbf{r} \|_{\infty}^{c,1}, \ldots, \| \mathbf{r} \|_{\infty}^{c,s} \right), \tag{17}
\]

and select the polynomial degree from the total truncation error map.

The function \( F(\cdot) \) can be defined in multiple ways, for example, the average or maximum functions,

\[
F_{av}(N_i^{c,1}, \ldots, N_i^{c,s}) = \frac{1}{n_e} \sum_{s=1}^{n_e} N_i^{c,s},
\]

\[
F_{max}(N_i^{c,1}, \ldots, N_i^{c,s}) = \max_s |N_i^{c,s}|. \tag{18}
\]

As a conservative criterion, we use \( F_{max} \) to ensure that the specified truncation error threshold is satisfied throughout the whole simulation.

**Approach 1** needs less storage space and can be implemented more easily than **approach 2**. However, it may lead to the over-enrichment of some areas of the domain when combined with \( p \)-anisotropic discretizations. To illustrate this, let us consider a specific element in a hypothetical two-stage estimation procedure \( (n_e = 2) \) of a 2D simulation that uses \( F_{max} \). Let us assume a minimum polynomial degree \( N_{min} = 1 \) and a maximum polynomial degree \( N_{max} = 3 \) for the \( p \)-adaptation. Furthermore, we are interested in selecting the polynomial degree combination that minimises the number of degrees of freedom (NDOF).

Table 1 shows a possible outcome of the two-stage estimation procedure. There are five polynomial degrees that fulfill the specified error threshold, \( \tau_{max} \), in each estimation stage. Among those, **approach 1** would select the polynomial degrees underlined in red in each estimation stage because they minimise the instantaneous NDOF. As can be observed, at the end of the estimation, **approach 1** selects the polynomial degrees \( N^e = (3, 3) \), which correspond to NDOF = 16. This outcome is not optimal because \( N^e = (2, 2) \), with an associated NDOF = 9, would actually fulfill \( \tau_{max} \) with fewer degrees of freedom.

**Approach 2** generates a total truncation error map by applying \( F_{max} \). The use of \( F_{max} \) implies that the polynomial degree combinations that fulfill \( \tau_{max} \) in the total map are those that fulfill \( \tau_{max} \) in all the estimation stages, i.e. the combinations that are not underlined in red. Of that set of combinations, **approach 2** clearly selects \( N^e = (2, 2) \), with an associated NDOF = 9.

As shown in this simple example, **approach 2** is better than **approach 1**. Therefore, **approach 2** is selected for the static \( p \)-adaptation simulations that are shown in this paper.

Although superior, **approach 2** has two drawbacks. First, the extrapolated truncation error map (see, e.g. Rueda-Ramírez et al. 2019) must be obtained for each estimation process, so that the total truncation error map can be obtained with (17), which involves more computational resources per estimation stage. Second, if an element is not in the asymptotic range in any of its reference coordinate directions, it may not be possible to extrapolate the values of the inner truncation error map. In such cases, instead of extrapolating the truncation error, we assign a high value to it for \( N_i \geq P_i \) as a secure criterion.

### 3. Numerical Results

In this section, we test the performance of the methods described in this paper to perform \( p \)-adaptation of unsteady flow problems using truncation error estimates. The methodology presented in this paper is valid for the non-isolated and isolated truncation errors. For simplicity, we only use the isolated truncation error in this section to drive the \( p \)-adaptation procedures.
The governing equations are the two-dimensional compressible Euler/Navier–Stokes equations in conservative form,

$$\partial_t q + \hat{\nabla} \cdot \left( \hat{f}^a - \hat{f}^v \right) = 0,$$

(19)

where the conserved quantities are the mass, momentum and energy (per unit of volume), $q = [\rho, \rho \hat{v}, \rho E]^T$, $\rho$ is the fluid’s density, $\hat{v}$ is the velocity vector, $E$ is specific total energy (internal energy plus kinetic energy), and $\hat{f}^a$ and $\hat{f}^v$ are called the advective and diffusive flux tensors, respectively.

The flux tensors can be written in compact form as

$$\hat{f}^a(q) = \begin{bmatrix} \rho \hat{v} \\ \rho \hat{v} \otimes \hat{v} + \mathbf{I}p \\ \hat{v}(\rho E + p) \end{bmatrix},$$

$$\hat{f}^v(q, \hat{v} q) = \begin{bmatrix} 0 \\ \tau \hat{v} + \kappa \hat{v} T \\ \hat{v} \end{bmatrix}.$$

(20)

where $p$ is the (static) pressure, $\mathbf{I}$ is the identity matrix, $\tau$ is the stress tensor, $T = p/\rho R$ is the temperature, $\kappa$ is the thermal conductivity, and $R$ is the specific gas constant.

In this paper, we use the calorically perfect gas approximation to compute the pressure,

$$p = (\gamma - 1)\rho e,$$

(21)

where $e = E - \left\| \hat{v} \right\|^2/2$ is the specific internal energy and $\gamma = c_p/c_v$ is the heat capacity ratio. Furthermore, we use Stokes’ hypothesis to compute the stress tensor,

$$\tau = \mu \left( \hat{v} \hat{v}^T + \hat{v} \hat{v} \right) - \lambda \hat{v} \cdot \hat{v} \mathbf{I},$$

(22)

with $\lambda = -\frac{2}{3}\mu$ the bulk viscosity coefficient.

We choose the typical parameters for air: $Pr = c_p/\mu\kappa = 0.72$, $\gamma = 1.4$, while $\mu$ is calculated using Sutherland’s law.

The Euler equations of gas dynamics are defined in the same way, but setting the viscosity to zero, $\mu = 0$, such that the viscous flux vanishes.

The $p$-adaptation procedures are implemented in the open source high-order discontinuous Galerkin framework HORSES3D (Ferrer et al. 2023). All simulations use the Roe solver (Roe 1981) as the advective numerical flux and BR1 (Bassi and Rebay 1997) as the diffusive numerical flux. The time-marching scheme in the following examples is Williamson’s low-storage third-order Runge–Kutta method (Williamson 1980). Additionally, the time-step size is dynamically changed using the CFL condition in all simulations (see Ferrer et al. 2023 for details). The main reason is that we want to take time steps that are as large as possible, and the time-step size is a function, among others, of the polynomial degree.

Since the flow features that we analyse have a periodicity in time, the interval between estimation/adaptation stages, $\Delta t_e$, is selected as a constant time for each simulation and not as the time that corresponds to a number of time steps.

### 3.1. Advection of a Density Pulse in a Uniform Flow

In this section, we simulate the advection of a Gaussian pulse in a square domain with periodic boundary conditions with the compressible Euler equations of gas dynamics and $Ma_\infty = 0.5$. The initial condition is

$$u = 1, \quad \rho = e^{5(x^2+y^2)} + 1,$$

$$v = 0, \quad p = 1,$$

(23)

and the two-dimensional computational domain is tessellated with a structured mesh of 841 quadrilateral elements, as shown in Figure 3. The final time is $t = 29$, when the pulse should be back where it started. All simulations are run in serial with a sixth generation 8-core Intel i7 processor and 32GB of RAM.

In this test case, both forms of the truncation error (traditional and new) perform equivalently. The polynomial degree distributions obtained with the new...
formulation of the truncation error are almost identical to those obtained with the traditional formulation, if the specified error threshold, $\tau_{\text{max}}$, is scaled with the (constant) element size. As we discussed in Section 2.2, the main difference between the two formulations is that the traditional truncation error is scaled with the element size. Since the element size is uniform in the whole domain, no significant differences are observed between the traditional and new forms of the truncation error.

We tested static and dynamic $p$-adaptation algorithms with truncation error thresholds ranging between $10^{-3} \leq \tau_{\text{max}} \leq 1$, and intervals between adaptation/estimation stages ranging between $0.5 \leq \Delta t_e \leq 10$. The polynomial degree is adapted according to the output of the error estimations in the range $1 \leq N_i \leq 8$ for every direction $i$ of every element. Furthermore, the two different polynomial degree jump conditions that were introduced in Rueda-Ramírez et al. (2019) are considered:

(a) The first one imposes that the polynomial degree after every adaptation stage must fulfill

$$N_i^e \geq \max_{j \in \mathcal{N}(e)} \left\lfloor \frac{2}{3} N_i^j \right\rfloor,$$  

where $N_i^e$ is the polynomial degree of the element $e$ in the coordinate direction $i$, $\mathcal{N}(e)$ is the list of the neighbour elements of $e$, $N_i^j$ is the polynomial degree of the neighbour element $j$ in the matching coordinate direction $i$, and $\lfloor \cdot \rfloor$ is the integer part floor function.

(b) The second polynomial degree jump condition imposes

$$N_i^e \geq \max_{j \in \mathcal{N}(e)} \left| N_i^j - 1 \right|.$$  

In the static $p$-adaptation cases, a preliminary simulation must be run to estimate the error, as seen in Figure 2. Since the pulse always changes position, the preliminary simulation must be run for 29 time units to obtain a significant sample. To have enough points to extrapolate the anisotropic truncation error estimates, the $\tau$-estimation simulation uses a discretization of uniform polynomial degree $P = 3$.

Figures 4 and 5 show the behaviour of the dissipation error as a function of the number of degrees of freedom and the computation time for the $p$-adaptive simulations with the polynomial degree jump conditions of (24) and (25), respectively. The dissipation error is measured as the difference in $\rho$ between the exact solution and the simulation outcome at the centroid of the moving Gaussian. The dispersion error, which can be measured as the absolute value of the position of the Gaussian centroid, is of the order of machine zero (the DGSEM exhibits very low dispersion errors in this case). Note that the computation time needed for the estimation simulation in the static $p$-adaptation cases has already been added to the simulation time in Figures 4(b) and 5(b).
As can be observed, the truncation error-based $p$-adaptation techniques perform better than uniform refinement when a dissipation error $\|e^N\|_\infty < 10^{-2}$ is desired, as they achieve the same errors with fewer degrees of freedom, which results in shorter computation times for a given accuracy.

Figures 4(a) and 5(a) show that the number of degrees of freedom for the statically $p$-adaptive simulations is 2–4 times higher than for the dynamically $p$-adaptive simulation. This makes sense since the static $p$-adaptation algorithm enriches all the regions through which the pulse passes, whereas the dynamic $p$-adaptation algorithm effectively follows it. The longer computation times that are observed in Figures 4(b) and 5(b) for the statically $p$-adaptive simulations are not only the result of this effect, but also of the extra computation time invested in the preliminary $\tau$ estimation simulation.

The number of degrees of freedom of the $p$-adaptive simulations that obey the polynomial degree jump condition (b) (25) is higher than for condition (a) (24). This is expected since many more elements are enriched in the former, as can be observed in Figure 6. The additional enrichment translates to computation times up to 25% higher when using condition (b) (25).

An additional difference between the two polynomial degree jump conditions, which can be inferred from Figure 6, is that condition (a) is more sensitive to the estimation/adaptation interval, $\Delta t_e$. On the one hand, in the dynamically $p$-adaptive simulations and for a given $\Delta t_e$, it is more likely that the density pulse escapes the refined area for condition (a) than for (b), and arrives at an area where no $\tau$-estimation is possible ($P = 1$) or where no extrapolation is possible ($P < 3$). On the other hand, in statically $p$-adaptive simulations and for a given $\Delta t_e$, the refinement areas are more likely to be connected if condition (b) is used instead of (a). This behaviour is also illustrated in Figure 7 for the static $p$-adaptation with the threshold $\tau_{\text{max}} = 10^{-1}$.

### 3.2. Subsonic Flow Past a Cylinder

We simulate the flow around a circular cylinder at a Reynolds number of $Re = 100$ and a Mach number of $Ma = 0.15$ on a high-order curved ($N_{\text{geo}} = 3$) mesh with 1282 quadrilateral elements and the DGSEM method. We assess the performance of the truncation error-based static and dynamic $p$-adaptation methods and show that the static $p$-adaptation algorithm performs well in this example since the solution is statistically steady, as in most external aerodynamic problems.

Figure 8 shows the mesh that was used, the instantaneous horizontal velocity contours, and an instantaneous distribution of polynomial degrees for the dynamic $p$-adaptation method.

The results presented in this section were obtained using a 40-core 2.10GHz Intel(R) Xeon(R) Gold 6230 CPU with 170 GB of RAM. Each simulation was run with 10 cores and shared memory parallelization (OpenMP + guided schedule) to compute the spatial terms. Note that this parallel implementation
Figure 6. Average polynomial degree distribution for static $p$-adaptation with $\tau_{\text{max}} = 10^{-1}$ and different estimation intervals. (a) $N_i^+ \geq \lfloor N_i^- - 1 \rfloor$, $\Delta t_e = 10$. (b) $N_i^+ \geq \lfloor 2N_i^- / 3 \rfloor$, $\Delta t_e = 10$. (c) $N_i^+ \geq \lfloor N_i^- - 1 \rfloor$, $\Delta t_e = 5$. (d) $N_i^+ \geq \lfloor 2N_i^- / 3 \rfloor$, $\Delta t_e = 5$. (e) $N_i^+ \geq \lfloor N_i^- - 1 \rfloor$, $\Delta t_e = 1$ and (f) $N_i^+ \geq \lfloor 2N_i^- / 3 \rfloor$, $\Delta t_e = 1$.

Figure 7. Combined effect of the polynomial degree jump condition and the estimation interval in the static $p$-adaptation error with threshold $\tau_{\text{max}} = 10^{-1}$.

has a near-optimal scalability for $p$-anisotropic discretizations and the selected OpenMP schedule, as was shown in Rueda-Ramírez et al. (2019). We remark that the guided OpenMP scheduling acts directly as a dynamic load balancing technique in the simulations with dynamic $p$-adaptation.

For the $p$-adaptive simulations, the new form of the truncation error is retained because it was shown to work more efficiently on the lift and drag predictions than the traditional form. The reason why is easily seen in Figure 9, which shows the contours of the average polynomial degrees for both formulations of the truncation error as the error threshold, $\tau_{\text{max}}$, is reduced in a static $p$-adaptation method. For a similar number of degrees of freedom, the $p$-adaptation algorithm that uses the traditional form of $\tau$ tends to enrich large elements that are away from the cylinder, whereas the new form tends to enrich only the boundary layer area and the wake. As explained in Section 2.2, the main difference between the two approaches is the weight they assign to the volume of each element.

The truncation error-based static and dynamic $p$-adaptation algorithms are tested with truncation
Figure 8. Vortex shedding behind a cylinder at $\Re = 100$. (a) Instantaneous horizontal velocity contours and (b) Instantaneous average polynomial degrees (dynamic $p$-adaptation) for $\tilde{\tau}_{\text{max}} = 5$.

Figure 9. Comparison of the two possible formulations of the truncation error: traditional (left) and new (right). Average polynomial degree distribution for static $p$-adaptation for different error thresholds. (a) Trad. $\tau_{\text{max}} = 10^{-1}$ (NDOF = 43574). (b) New. $\tilde{\tau}_{\text{max}} = 10^2$ (NDOF = 41808). (c) Trad. $\tau_{\text{max}} = 10^{-2}$ (NDOF = 69644). (d) New. $\tilde{\tau}_{\text{max}} = 1$ (NDOF = 67766). (e) Trad. $\tau_{\text{max}} = 5 \times 10^{-3}$ (NDOF = 90192) and (f) New. $\tilde{\tau}_{\text{max}} = 10^{-1}$ (NDOF = 95930).
error thresholds ranging between \(10^{-1} \leq \tau_{\text{max}} \leq 10^2\), and four estimation/adaptation intervals \(\Delta t_e = 0.5, 1, 3, 6\) in non-dimensional time units, taking into account that the vortex shedding period is expected to be \(T = 6\). Furthermore, the polynomial degree jump across faces is limited to \(N^+_i \geq [N^-_i - 1]\) (25), since this condition provides robustness to the simulation and allows larger estimation intervals, as discussed in Section 3.1. Additionally, the maximum polynomial degree was set to \(N_{\text{max}} = 8\) and the minimum polynomial degree to \(N_{\text{min}} = 3\). This minimum polynomial degree allows the dynamic \(p\)-adaptation to always have enough points to perform the directional truncation error extrapolation.

In the dynamic \(p\)-adaptation algorithm, the submeshes that are used for the truncation error estimation are constructed every \(\Delta t_e\) time units. After that, the error is estimated using the \(\tau\)-estimation method and the polynomial degrees are changed accordingly. At every adaptation stage, we only allow the polynomial degree to decrease by one in each element to reduce spurious oscillations that may arise because of large polynomial degree jumps throughout the simulation (a phenomenon discussed in Section 2.4.1). In the static \(p\)-adaptation algorithm, the \(\tau\)-estimation submeshes are only constructed once at the beginning of the simulation. Thereafter, an estimation simulation with polynomial degree \(P = 4\) is run for a sampling time of \(T_e = 12\), i.e. two vortex shedding cycles. The polynomial degrees are then adapted using strategy 2 (17), and the rest of the simulation runs without further modifications.

The average adaptation cost for the non-isolated and isolated \(\tau\)-estimation methods is presented in Tables 2 and 3. We have collected data for various truncation error thresholds and adaptation intervals \(\Delta t_e\), utilising the dynamic \(p\)-adaptation method. To enhance clarity, we present results corresponding to different truncation error levels, since the adaptation cost remains consistent across varying \(\Delta t_e\) intervals. These costs were measured serially and normalised against the cost of a single explicit time step with \(N = 8\), using identical hardware and a single thread.

The adaptation cost is divided into three categories: estimation, interpolation, and total. The estimation cost encompasses all operations necessary for selecting new polynomial degrees for each element in the mesh. The interpolation cost accounts for projecting the solution from the original to the newly adapted mesh. The total cost includes all operations within the adaptation function. Notably, the total cost significantly exceeds the combined estimation and interpolation costs, largely due to the allocation and deallocation of memory, which is not optimised in our implementation.

A comparison of Tables 2 and 3 reveals that the isolated \(\tau\)-estimation method incurs a lower cost, attributed to the decoupling of elements and the reduced number of elements marked for refinement. The adaptation cost escalates as the truncation error threshold diminishes. The main reason for that behaviour is that a low truncation error threshold results in meshes with higher polynomial degrees, thereby increasing both estimation and interpolation costs due to the necessity of constructing more submeshes and requiring higher-order interpolation.

In static adaptation scenarios, the interpolation cost is lower, as it involves only a single interpolation step (as shown in ‘Adapt polynomial degrees’ in Figure 2) after the estimation stage. Moreover, the cost of allocation and deallocation is almost negligible when doing static \(p\)-adaptation because the estimation sub-meshes are only constructed only once at the beginning of the estimation stage.

For the specific test case and setups evaluated, we found that the overhead associated with estimation and adaptation remains below 10% of the total computational cost. This overhead is more pronounced in dynamic adaptation, with multiple adaptation routine
Figure 10. Performance of the static and dynamic $p$-adaptation procedures for the flow past a cylinder at $Re = 100$, $Ma_{\infty} = 0.15$. Each point in the graph corresponds to a truncation error threshold, ranging between $10^{-1} \leq \tilde{\tau}_{\text{max}} \leq 10^2$. Different intervals between adaptation/estimation stages are represented with lines of different colours (black, red, blue and purple). Performance of the uniform polynomial degree refinement (in green) is also included. (a) Absolute lift vs. NDOF. (b) Absolute lift vs. CPU-Time. (c) Drag error vs. NDOF and (d) Drag error vs. CPU-Time.

calls, compared to static adaptation, where adaptation occurs only once after the sampling process concludes.

Figure 10 shows the performance of the uniform $p$-refinement, dynamic and static truncation error-based $p$-adaptation algorithms. The mean absolute lift and the mean drag error (the latter with respect to a solution of order $N = 9$) are plotted as a function of the number of degrees of freedom (NDOF) and the computation time for each of the methods. Lift and drag are monitored for 100 time units and their average values are computed. The reported computation time is the sum of the CPU time that is needed to advance 100 time units and the CPU time that is needed for the estimation.

Because of the adaptive time-stepping, the monitored variables had to be re-sampled at a uniform time-step sequence to calculate the averages. A brief description of the process to obtain the re-sampled data is provided in Appendix. In addition, the number of degrees of freedom that is shown for the dynamic $p$-adaptation simulations corresponds to a weighted
average,

\begin{equation}
NDOF_{dyn} = \frac{1}{S} \sum_{i=1}^{S} NDOF_i,
\end{equation}

where \( S \) is the number of simulation time steps and \( NDOF_i \) corresponds to the number of degrees of freedom of the discretization in the iteration \( i \).

It can be observed in Figure 10 that the truncation error-based locally adaptive simulations need fewer degrees of freedom than the simulations with uniform order. Furthermore, in contrast to the advected pulse example, the static \( p \)-adaptation method needs fewer degrees of freedom than the dynamic \( p \)-adaptation method for the same accuracy. The main reason for this behaviour is that the dynamic \( p \)-adaptation algorithm might overestimate the polynomial degree needed when the polynomial degree of the reference mesh (used for the estimation), \( P \), is low (a behaviour discussed in Section 2.4.1). In fact, the dynamic \( p \)-adaptation algorithm is more likely to overpredict the required polynomial degree than the static polynomial degree since the minimum specified polynomial degree acts sometimes as the estimation polynomial degree in dynamically \( p \)-adaptive simulations, \( P = N_{\min} = 3 \), which is lower than the estimation polynomial degree of the static \( p \)-adaptation algorithm, \( P = 4 \).

The behaviour of the error with respect to the computation times is highly dependent on the implementation, the hardware used, and the problem. The results obtained with the current implementation in HORSES3D (Ferrer et al. 2023) are reported as a reference. As can be observed, the performance is different for each variable analysed, but in general a speed-up of about 2.2 can be observed for the static \( p \)-adaptation algorithm at the highest level of accuracy that is reached. The dynamic \( p \)-adaptation algorithm has the same performance as the static \( p \)-adaptation algorithm in some cases, and in some others it exhibits a worse performance. The main reason for that is that the dynamic \( p \)-adaptation algorithm is more sensitive to the estimation interval, \( \Delta t_e \), and that it may also suffer from non-physical oscillations in the solution and its gradients due to the frequent jumps in the polynomial degree.

The truncation error-based \( p \)-adaptation methods show the best CPU-time performance when measuring the mean absolute lift, where speed-ups can be observed in virtually all the error range considered for small enough \( \Delta t_e \). When measuring the mean drag error, the truncation error-based \( p \)-adaptation performs relatively similar to the uniform \( p \)-refinement with respect to to CPU-time (if \( \Delta t_e \) is small enough) down to an error of \(|\bar{C}_d - \bar{C}_d^{N=9}| \approx 5 \times 10^{-5}\). Below that error, the truncation error-based \( p \)-adaptation algorithms outperform the uniform refinement technique.

4. Conclusions

In this paper, we have extended the truncation error-based \( p \)-adaptation method to unsteady problems. First, we presented a new form of the truncation error, which holds close similarities to the formulation traditionally used in the literature for variational methods (Kompenhans et al. 2016a; Ramírez et al. 2019, 2019a, 2019b). The new form of the truncation error performs well and similarly to the traditional form for a test case with uniform mesh size. However, when considering a nonuniform mesh size, the new form outperforms the traditional formulation. Second, we extended the \( \tau \)-estimation method to estimate the truncation error of unsteady flow problems with the DGSEM. The method developed here retains the anisotropic properties and the ability to be estimated in a multigrid cycle, as proposed by the authors in Rueda-Ramírez et al. (2019). Third, we proposed two truncation error-based \( p \)-adaptation strategies: the dynamic and static adaptation methods. We analysed both strategies and used them successfully to enhance the performance of DGSEM in the open-source framework HORSES3D (Ferrer et al. 2023). We conclude that the static \( p \)-adaptation method performs better than the dynamic one in statistically steady problems where the flow features are concentrated in a small part of the domain. Similarly, the dynamic \( p \)-adaptation method outperforms the static one when the flow features move through a large portion of the domain. As the \( \tau \)-estimation method relies on the exponential convergence of the numerical scheme, we have focused in laminar test cases without shocks (problems with smooth solutions). For these test cases, significant speed-ups (up to \( \times 4 \)) are reported. Future work includes extending the methodology incorporate compressible test cases featuring shocks and turbulence.
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**Appendix. A Note on Post-Processing**

In this section, we provide a short description of the post-processing method used to acquire the results presented in Section 3.2. Since we carried out the calculations with a constant CFL (instead of a constant time-step size) and stored the lift and drag at every time step, we re-sample the lift and drag signals to obtain equispaced data in time. The process consists of three steps:

1. We take the last part of the signal to avoid the effect of any transients from the restart. For all simulations considered, the last 20 time units (of a total of 100) showed to have a periodic behaviour.

2. We cut the signal from left and right to ensure that we are averaging over entire periods of the signal. First, we compute the mean value of the signal (lift or drag), locate the first position where this mean value appears in the time series, and remove data left from that point. Then, we locate the last position where this mean value appears in the time series with a slope of the same sign and remove data right from that point. The resulting signal has \( n \) points.

3. We feed the time series obtained in step 2 into the MATLAB function `resample` to get a new signal with \( 4 \times n \) equidistant points.