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Abstract The graph partitioning problem has many applications in scientific computing such as computer aided design, data mining, image compression and other applications with sparse-matrix vector multiplications as a kernel operation. In many cases it is advantageous to use hypergraphs as they, compared to graphs, have a more general structure and can be used to model more complex relationships between groups of objects. This motivates our focus on the less-studied hypergraph partitioning problem.

In this paper, we propose a serial multi-level bi-partitioning algorithm. One important step in current heuristics for hypergraph partitioning is clustering during which similar vertices must be recognized. This can be particularly difficult in irregular hypergraphs with high variation of vertex degree and hyperedge size; heuristics that rely on local vertex clustering decisions often give poor partitioning quality. A novel feature of the proposed algorithm is to use the techniques of rough set clustering to address this problem. We show that our proposed algorithm gives on average between 18.8% and 71.1% better quality on these irregular hypergraphs by comparing it to state-of-the-art hypergraph partitioning algorithms on benchmarks taken from real applications.
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1 Introduction

This paper is concerned with hypergraph partitioning. A hypergraph is a generalization of a graph in which edges (or hyperedges) can contain any number of vertices rather than just two. Thus hypergraphs are able to represent more complex relationships and model less structured data [7,23,44] and thus can, for some applications in High Performance Computing, provide an improved model. For this reason, hypergraph modelling and hypergraph partitioning have become widely used in the analysis of scientific applications [2,7,9,22,24,32,42,47].

We propose a Feature Extraction Hypergraph Partitioning (FEHG) algorithm for hypergraph partitioning which makes novel use of the technique of rough set clustering. We evaluate it in comparison with several state-of-the-art algorithms.

1.1 The Hypergraph Partitioning Problem

We first define the problem formally. A hypergraph $H = (V,E)$ is a finite set of vertices $V$ and a finite set $E \subseteq 2^V$ of hyperedges. Each hyperedge $e \in E$ can contain any number of vertices (contrast with a graph where every edge contains two vertices). Let $e \in E$ and $v \in V$ be a hyperedge and a vertex of $H$, respectively. Then hyperedge $e$ is said to be incident to $v$ or to contain $v$, if $v \in e$. This is denoted $e \ni v$. The pair $(e,v)$ is further called a pin of $H$. The degree of $v$ is the number of hyperedges incident to $v$ and is denoted $d(v)$. The size or cardinality of a hyperedge $e$ is the number of vertices it contains and is denoted $|e|$. An example of a hypergraph with 16 vertices and 16 hyperedges is given in Fig. [1]

Let $\omega: V \mapsto \mathbb{N}$ and $\gamma: E \mapsto \mathbb{N}$ be functions defined on the vertices and hyperedges of $H$. For $v \in V$ and $e \in E$, we call $\omega(v)$ and $\gamma(e)$ the weights of $v$ and $e$. For a non-negative integer $k$, a $k$-way partitioning of $H$ is a collection of non-empty disjoint sets $\Pi = \{\pi_1, \pi_2, \ldots, \pi_k\}$
We say that vertex \( A \) is hyperedge \( e \), where

\[
\text{ inconsistency of the balance constraint.}
\]

1.2 Heuristics for Hypergraph Partitioning

The Hypergraph Partitioning Problem is known to be NP-Hard [18], but many good heuristic algorithms have been proposed to solve the problem [6,11,15,28] and we now briefly give an overview of the methods that have been developed.

As graph partitioning is a well-studied problem and good heuristic algorithms are known [10] one might expect to solve the hypergraph partitioning problem using graph partitioning. This requires a transformation of the hypergraph into a graph that preserves its structure. There is no known algorithm for this purpose [25].

Move-based or flat algorithms start with an initialisation step in which vertices are assigned at random to the parts. Then the algorithm builds a new problem solution based on the neighbourhood structure of the hypergraph [15,36]. The main weakness of these algorithms is that while the solution found is locally optimal, whether or not it is also globally optimal seems to depend on the density of the hypergraph and the initial random distribution [21]. Saab and Rao [35] show that the performance of one such algorithm (the KL algorithm) improves as the graph density increases.

Recursive bipartitioning algorithms generate a bipartitioning of the original hypergraph and are then recursively applied independently to both parts until a \( k \)-way partitioning is obtained [15,6,11]. Direct \( k \)-way algorithms calculate a \( k \)-way partitioning by working directly on the hypergraph [16]. There is no consensus on which paradigm gives better partitioning. Karypis reports some advantages of direct \( k \)-way partitioning over recursive algorithms [20]. Cong et al. report that direct algorithms are more likely to get stuck in local minima [8]. Aykanat et al. report that direct algorithms give better results for large \( k \) [4]. In fact, recursive algorithms are widely used in practice and are seen to achieve good performance and quality.

We mention in passing that other algorithms consider the hypergraph partitioning problem with further restrictions. Multi-constraint algorithms, are used when more than one partitioning objective is defined by assigning a weight vector to the vertices [4]. In the context of VLSI circuit partitioning, there are terminals, such as I/O chips, that are fixed and cannot be moved. Therefore when partitioning these circuits some vertices are fixed and must be assigned to particular parts. Problems of this type are easier to solve and faster running times can be achieved [10,16,4].

In this paper, we introduce a multi-level algorithm so let us describe this general approach. These algorithms have three distinct phases: coarsening, initial partitioning and uncoarsening. During coarsening vertices are merged to obtain hypergraphs with progressively smaller vertex sets. After the coarsening stage, the partitioning problem is solved on the resulting smaller hypergraph. Then in the uncoarsening stage, the coarsening stage is reversed and the solution obtained on the small hy-
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pergraph is used to provide a solution on the input hypergraph. The coarsening phase is sometimes also known as the refinement phase.

During coarsening the focus is on finding clusters of vertices to merge to form vertices in the coarser hypergraph. One wishes to merge vertices that are, in some sense, alike so a metric of similarity is required; examples are Euclidean distance, Hyperedge Coarsening, First Choice (FC), or the similarity metrics proposed by Alpert et al. [3], and Catalyurek and Aykanat [7].

A problem encountered with high dimensional data sets is that the similarity between objects becomes very non-uniform and defining a similarity measure and finding similar vertices to put into one cluster is very difficult. This situation is more probable when the mean and standard deviation of the vertex degrees increases (see, for example, the analysis of Euclidean distance as a similarity measures by Ertöz et al. [14]). Although other measures, such as cosine measure and jaccard distance, address the issue and resolve the problem to some extent, they also have limitations. For example, Steinbach et al. [19] have evaluated these measures and found that they fail to capture similarity between text documents in document clustering techniques (used in areas such as text mining and information retrieval). The problem is that cosine and jaccard distances emphasise the importance of shared attributes for measuring similarity and they ignore attributes that are not common to pairs of vertices. Consequently, other algorithms use other clustering techniques to resolve the problem such as shared nearest neighbour (SNN) methods [13] and global vertex clustering information.

Decisions for vertex clustering are made locally and global decisions are avoided due to their high cost and complexity though they give better results [33]. All proposed heuristics reduce the search domain and try to find vertices to be matched using some degree of randomness [14]. This degrades the quality of the partitioning by increasing the probability of getting stuck in a local minimum and they are highly dependent on the order the vertices are selected for matching. A better trade-off is needed between the low cost of local decisions and the high quality of global ones.

Furthermore, there is a degree of redundancy in modelling scientific applications with hypergraphs. Removing this redundancy can help in some optimisations such as clustering decisions, storage overhead, and processing requirements. An example is proposed by Heinz and Chandra [22] in which the hypergraph is transformed into a Hierarchy DAG (HDAG) representation and reducing the memory requirement for storing hypergraphs. Similarly, one can identify redundancies in the coarsening phase and make better vertex clustering decisions and achieve better partitioning on the hypergraph.

The FEHG algorithm proposed in this paper makes novel use of the technique of rough set clustering to categorise the vertices of a hypergraph in the coarsening phase. FEHG treats hyperedges as features of the hypergraph and tries to discard unimportant features to make better clustering decisions. It also focuses on the trade-off to be made between local vertex matching decisions (which have low cost in terms of the space required and time taken) and global decisions (which can be of better quality but have greater costs). The emphasis of our algorithm is on the coarsening phase: good vertex clustering decisions here can lead to high quality partitioning [20].

2 Preliminaries

2.1 Rough Set Clustering

Rough set clustering is a mathematical approach to uncertainty and vagueness in data analysis. The idea was first introduced by Pawlak in 1991 [33]. The approach is different from statistical approaches, where the probability distribution of the data is needed, and fuzzy logic, where a degree of membership is required for an object to be a member of a set or cluster. The approach is based on the idea that every object in a universe is tied with some knowledge or attributes such that objects which are tied to the same attributes are indiscernible and can be put together in one category [34].

The data to be classified are called objects and they are described in an information system:

Definition 1 (Information System) An information system is a system represented as $\mathcal{J} = (\mathcal{U}, \mathcal{A}, \mathcal{V}, \mathcal{F})$ where:

- $\mathcal{U}$ is a non-empty finite set of objects or the universe.
- $\mathcal{A}$ is a non-empty finite set of attributes with size $|\mathcal{A}| = t$.
- $\mathcal{V} = (V_1, V_2, \ldots, V_t)$ where, for each $a \in \mathcal{A}$, $V_a$ is the set of values for $a$.
- $\mathcal{F} : \mathcal{U} \times \mathcal{A} \rightarrow \mathcal{V}$ is a mapping function such that, for $u \in \mathcal{U}, a \in \mathcal{A}$, $\mathcal{F}(u,a) \in V_a$.

For any subset of attributes $\mathcal{B} = \{b_1, b_2, \ldots, b_j\} \subseteq \mathcal{A}$, the $B$-Indiscernibility relation is defined as follow:

$$\text{IND}(\mathcal{B}) = \{(u,v) \in \mathcal{U}^2 \mid \forall b \in \mathcal{B}, \mathcal{F}(u,b) = \mathcal{F}(v,b)\}$$
When \((u, v) \in \text{IND}(B)\), it is said that \(u \) and \(v \) are indiscernible under \(B \). The equivalence class of \(u \) with respect to \(B \) is represented as \([u]_B \) and includes all objects which are indiscernible with \(u \). The equivalence relation provides a partitioning of the universe \(U\) in which each object belongs only one part and it is denoted \(U/\text{IND}(B)\) or simply \(U/B\).

The set of attributes can contain some redundancy. Removing this redundancy could lead us to a better clustering decisions and data categorisation while still preserving the indiscernibility relation amongst the objects \([46,48]\). The remained attributes after removing the redundancy is called the reduct set \([11]\). More precisely, if \(B \subseteq A\), then \(B \) is a reduct of \(A\) if \(\text{IND}(B) = \text{IND}(A)\) and \(B\) is minimal (that is, no attribute can be removed from \(B\) without changing the indiscernibility relation). But the reduct is not unique and it is known that finding a reduct of an information system is an NP-hard problem \([29]\). This is one of the computational bottlenecks of rough set clustering. A number of heuristic algorithms have been proposed for problems where the number of attributes is small. Examples have been given by Wroblewski using genetic algorithms \([45,46]\), and by Ziarko and Shan who use decision tables based on Boolean algebra \([15]\). These methods are not applicable to hypergraphs which usually represent applications with high dimensionality and where the operations have to be repeated several times during partitioning. We propose a relaxed feature reduction method for hypergraphs by defining the Hyperedge Connectivity Graph (HCG).

### 2.2 The Hyperedge Connectivity Graph

The Hyperedge Connectivity Graph (HCG) of a hypergraph is the main tool used used in our algorithm for removing superfluous and redundant information during vertex clustering in the coarsening phase. The similarity between two hyperedges \(e_i\) and \(e_j\) is denoted \(\text{sim}(e_i, e_j)\) (we will discuss later possible similarity measures).

**Definition 2 (Hyperedge Connectivity Graph)** For a given similarity threshold \(s \in (0, 1)\), the Hyperedge Connectivity Graph (HCG) of a hypergraph \(H = (V, E)\) is a graph \(G^s = (V, E)\) where \(V = E\) and two hyperedges \(e_i, e_j \in V\) are adjacent in \(G^s\) if \(\text{sim}(e_i, e_j) \geq s\).

The definition is similar to that of intersection graphs \([12]\) (graphs that represent the intersections of a family of sets) or line graphs of hypergraphs (graphs whose vertex set is the set of the hyperedges of the hypergraph and two hyperedges are adjacent when their intersection is non-empty). The difference is the presence of the similarity measure that reduces the number of edges in the HCG. Different similarity measures, such as Jaccard Index or Cosine Measure, can be used for measuring the similarity. As the hyperedges of the hypergraph are weighted, similarity between two hyperedges is scaled according to the weight of hyperedges: for \(e_i, e_j \in E\) the scaling factor is \(\frac{\gamma(e_i) + \gamma(e_j)}{\max_{e \in E} \gamma(e)}\). One of the characteristics of the HCG is that it assigns hyperedges to non-overlapping clusters (that is, the connected components of the HCG).

### 3 The Serial Partitioning Algorithm

The proposed Feature Extraction Hypergraph Partitioning (FEHG) algorithm is a multi-level recursive serial bi-partitioning algorithm composed of three distinct phases: coarsening, initial partitioning, and uncoarsening. The emphasis of FEHG is on the coarsening phase as it is the most important phase of the multi-level paradigm \([20]\).

We provide a general outline of the algorithm before going into further detail. In the coarsening phase, we transfer the hypergraph into an information system and we use rough set clustering decisions to match pairs of vertices. This is done in several steps. First, the reduct set is found to reduce the size of the system and remove superfluous information. Second, the vertices of the hypergraph are categorised using their indispensability relations. These categories are denoted as core and non-core where, in some sense, vertices that belong to the same core are good candidates to be matched together and the non-core vertices are what is left over. The cores are traversed before the non-cores for finding pair-vertex matches. The whole coarsening procedure is depicted in Fig. 2.

### 3.1 The Coarsening

The first step of the coarsening stage is to transfer the hypergraph \(H = (V, E)\) into an information system. The information system representing the hypergraph is \(I_H = (V, E, V, F)\); that is, the objects are the vertices \(V\) and the attributes are the hyperedges \(E\). We define the set of values as each being in \([0, 1]\) and the mapping function is defined as:

\[
F(v, e) = \frac{f(e)}{\sum_{v' \in V} \gamma(e')},
\]

where \(f(e) = \gamma(e)\) if \(e \supset v\) and is otherwise 0.

The transformation of the hypergraph given in Fig. 1 into an information system is given in Table 1.
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Transfer the hypergraph into an information system
Find redundant attributes and remove them
Categorise vertices as core and non-core vertices

Cores?

Yes
Traverse each core list and find best pair matches
No
Traverse the non-core list and find best pair matches

Fig. 2: The coarsening phase at a glance. The dashed arrow means that non-core vertex list is processed after all cores have been processed.

Table 1: The transformation of the hypergraph $H$ depicted in Fig. 1 into an information system. The values are rounded to 2 decimal places.

| $e_1$ | $e_2$ | $e_3$ | $e_4$ | $e_5$ | $e_6$ | $e_7$ | $e_8$ | $e_9$ | $e_{10}$ | $e_{11}$ | $e_{12}$ | $e_{13}$ | $e_{14}$ | $e_{15}$ | $e_{16}$ |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|---------|---------|---------|---------|---------|---------|---------|
| 0.33  | 0.25  | 0.33  | 0.33  | 0.33  | 0.25  | 0.33  | 0.33  | 0.25  | 0.33    | 0.25    | 0.33    | 0.25    | 0.25    | 0.25    | 0.25    |
| 0.25  | 0.33  | 0.25  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    |
| 0.33  | 0.25  | 0.33  | 0.25  | 0.33  | 0.33  | 0.25  | 0.25  | 0.25  | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    |
| 0.25  | 0.33  | 0.25  | 0.33  | 0.25  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    |
| 0.33  | 0.25  | 0.33  | 0.25  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    |
| 0.25  | 0.33  | 0.25  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    |
| 0.33  | 0.25  | 0.33  | 0.25  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    |
| 0.25  | 0.33  | 0.25  | 0.33  | 0.25  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    |
| 0.33  | 0.25  | 0.33  | 0.25  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    |
| 0.25  | 0.33  | 0.25  | 0.33  | 0.25  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    |
| 0.33  | 0.25  | 0.33  | 0.25  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    |
| 0.25  | 0.33  | 0.25  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    |
| 0.33  | 0.25  | 0.33  | 0.25  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    |
| 0.25  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    |
| 0.33  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33  | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    | 0.33    |

Calculating the HCG: Initially, hyperedges are not assigned to any cluster. Then, until all hyperedges are assigned, a hyperedge $e$ is selected, a new cluster number is assigned to it and the cluster is developed around $e$ by processing its adjacent hyperedges using Definition 2. At the end of HCG calculation, each hyperedge is assigned to exactly one cluster. We refer to the cluster set as edge partitions and denote it $E_R$. The size and weight of each $e_R \in E_R$ is the number of hyperedges it contains and the sum of their weights, respectively. An example of the HCG for the sample hypergraph in Fig. 1 and similarity threshold $s = 0.5$ is depicted in Fig. 3.

Hyperedges belonging to the same edge partition are considered to be similar. For each edge partition, we choose a representative and all other hyperedges in the same edge partition are removed from the information system $I_H$ and replaced by their representative. After this reduction, the new information system is built and represented as $I_R^H = (V, E^R, V^R, F^R)$ in which the attribute set is replaced by $E^R$. In the new information system, the set of values is $V^R \subseteq N$. Furthermore, the mapping function for $\forall e_R \in E^R$ is redefined as follows:

$$F^R(v, e_R) = |\{e \supset v \land e \in e_R | e \in E\}|.$$

We can further reduce the set of attributes by picking the most important ones. For this purpose, we define a clustering threshold $c \in [0, 1]$ and the mapping function
is changed according to Eq. (6) below to construct the final information system $F^f$. 

$$F^f(v, e_R) = \begin{cases} 1, & \text{if } \frac{\gamma_R(v, e_R)}{|v, e_R \in E|} \geq c \\ 0, & \text{otherwise.} \end{cases} \quad (6)$$

An example of the reduced information system and the final table using the clustering threshold $c = 0.5$ for the hypergraph of Fig. 1 is depicted in Table 3. The final table is very sparse compared to the original table. At this point, we use rough set clustering. For every vertex, we calculate its equivalence class. Then, a partitioning $U/\text{IND}(E^R)$ on the vertex set is obtained using the equivalence relations. We refer to parts in $U/\text{IND}(E^R)$ as cores such that each vertex belongs to a unique core. For some of the vertices in the hypergraph, the mapping function gives zero output for all attributes that is $F^f(v, e_R) = 0$, $\forall e_R \in E^R$. These vertices are assigned to a list denoted as the non-core vertex list.

We observe that cores are built using global clustering information. The final operation is to match pairs of vertices. Cores are visited sequentially one at a time and they are searched locally to find pair matches. Inside each core, a vertex $u$ is selected at random and matched with its “most similar” neighbour. Then the process is repeated with the remaining vertices. These decisions are made with a local measure of similarity. We use the Weighted Jaccard Index that is defined as follows:

$$J(u, v) = \frac{\sum_{{e \in V \land u \in E}} \gamma(e)}{\sum_{{e \in V \lor u \in E}} \gamma(e)}, \quad v, u \in V, \text{ and } \forall e \in E. \quad (7)$$

This is similar to non-weighted jaccard index in PaToH (where it is called Scaled Heavy Connectivity Matching). This captures similarity in high dimensional datasets better than Euclidean based similarity measures. Vertices that do not find any pair matches during core search are transferred into the non-core vertex list (such as $v_{15}$ in Table 2).

One possible problem is that only a small fraction of the hypergraph’s vertices might belong to cores. This can happen, for example, the average vertex degree in the hypergraph is high so there is a large denominator in Eq. (6).

As proposed by Karypis [20], we define the compression ratio between two levels of coarsening in the multi-level paradigm with $c$ levels as follows:

$$r = \frac{|V_i|}{|V_{i+1}|}, \forall 0 \leq i < c \quad (8)$$

Table 2: The reduced information system that is built based on the HCG in Fig. 3.

| $C_1$ | $C_2$ | $C_3$ | $C_4$ | $C_5$ | $C_6$ |
|-------|-------|-------|-------|-------|-------|
| $v_1$ | 3     | 0     | 0     | 0     | 0     |
| $v_2$ | 1     | 1     | 1     | 0     | 0     |
| $v_3$ | 0     | 0     | 1     | 1     | 2     |
| $v_4$ | 1     | 0     | 3     | 0     | 0     |
| $v_5$ | 2     | 0     | 0     | 1     | 0     |
| $v_6$ | 0     | 0     | 0     | 0     | 3     |
| $v_7$ | 0     | 0     | 1     | 0     | 2     |
| $v_8$ | 0     | 3     | 0     | 0     | 0     |
| $v_9$ | 0     | 0     | 0     | 0     | 2     |
| $v_{10}$ | 3 | 0     | 0     | 0     | 0     |
| $v_{11}$ | 0   | 0     | 0     | 1     | 1     |
| $v_{12}$ | 0   | 0     | 3     | 0     | 0     |
| $v_{13}$ | 2   | 0     | 0     | 0     | 0     |
| $v_{14}$ | 0   | 0     | 0     | 0     | 1     |
| $v_{15}$ | 0   | 1     | 0     | 0     | 0     |
| $v_{16}$ | 0   | 0     | 1     | 0     | 0     |

Table 3: The final information system for clustering threshold $c = 0.5$.

| $C_1$ | $C_2$ | $C_3$ | $C_4$ | $C_5$ | $C_6$ |
|-------|-------|-------|-------|-------|-------|
| $v_1$ | 1     | 0     | 0     | 0     | 0     |
| $v_5$ | 1     | 0     | 0     | 0     | 0     |
| $v_{10}$ | 1   | 0     | 0     | 0     | 0     |
| $v_{13}$ | 1   | 0     | 0     | 0     | 0     |
| $v_2$ | 0     | 0     | 0     | 0     | 0     |
| $v_3$ | 0     | 0     | 0     | 0     | 1     |
| $v_6$ | 0     | 0     | 0     | 0     | 1     |
| $v_4$ | 0     | 0     | 1     | 0     | 0     |
| $v_8$ | 0     | 0     | 1     | 0     | 0     |
| $v_{12}$ | 0   | 0     | 1     | 0     | 0     |
| $v_{16}$ | 0   | 0     | 1     | 0     | 0     |
| $v_9$ | 0     | 0     | 0     | 0     | 1     |
| $v_{11}$ | 0   | 0     | 0     | 0     | 1     |
| $v_{14}$ | 0   | 0     | 0     | 0     | 1     |
| $v_{15}$ | 0   | 1     | 0     | 0     | 0     |
| $v_{16}$ | 0   | 0     | 1     | 0     | 0     |
An advantage of the multi-level approach is that it provides a trade-off between quality and speed-up. The more coarsening levels, the better the partitioning quality, but the longer the running time and the greater the memory consumption. On the other hand, with few coarsening levels, we end up with a large hypergraph in which it is not possible to find a good partitioning. Having many coarsening levels will give a very small coarsest hypergraph with perhaps few feasible solutions. This may result in a poor partitioning quality. Karypis [20] provides a tradeoff between quality and levels of partitioning by limiting the compression ratio \( r \) to between 1.5 and 1.8. In order to satisfy a certain compression ratio, we will visit the non-core vertex list and select vertices randomly. For every selected vertex, the algorithm finds a pair match among its unmatched adjacent vertices in the non-core list.

When pair matches are found, the hypergraph is contracted to build a coarser hypergraph for the next coarsening level. This is done by merging matched vertices. The weight of the coarser vertex is the sum of the weight of two merged vertices and its set of incident hyperedges is the union of the hyperedges incident on each of the merged vertices. After building the coarser hypergraph, we perform two final operations on the hyperedge list. First, hyperedges of unit size are removed as they do not have any impact on the partitioning cut. Second, identical hyperedges (that is, those having the same vertex set) are detected and each set of identical hyperedges is replaced by a single hyperedge whose weight is the sum of the weight of hyperedges in the set. To find identical hyperedges, each hyperedge is hashed to an integer number based on its vertex list. To avoid hash conflicts, the content of the hyperedges are compared if they hash to the same number.

3.2 Initial Partitioning and Refinement

The coarsening phase ends when the number of the vertices in the coarsest hypergraph is less than a threshold (that is 100 in our algorithm). The size of the coarsest hypergraph is very small compared to the original hypergraph and its partitioning can be calculated quickly. We use a series of algorithms for this purpose. The best partitioning that preserves the balancing constraint is selected and it is projected back to the original hypergraph. The category of algorithms used for this stage are *random* (randomly assigns vertices to the parts), *linear* (linearly assigns vertices to the parts starting from a random part), and *FM Based* (selects a vertex randomly and assigns it to part 1 and all other vertices to part 0; then the FM algorithm is run and the bipartitioning is developed).

Then partitioning algorithms refine the partitioning as the hypergraph is projected back in the uncoarsening phase. Due to the success of the FM algorithm in practice, we use a variation of FM algorithm known as Early-Exit FM (FM-EE) [20] and Boundary FM (BFM) [5].

4 Evaluations

In this section we provide the evaluation of our algorithm compared to state-of-the-art partitioning algorithms including *PHG* (the Zoltan hypergraph partitioner) [11], *PaToH* [6] and *hMetis* [20]. *PaToH* is a serial hypergraph partitioner developed by Çatalyürek and it is claimed to be the fastest multilevel recursive bipartitioning based tool. The earliest and the most popular tool for serial hypergraph partitioning is *hMetis* developed by Karypis and Kumar; it is specially designed for VLSI circuit partitioning and the algorithms are based on multilevel partitioning schemes and support recursive bisectioning (*shmetis* and *hmetis*) and direct *k*-way partitioning (*kmetis*). Finally, *Zoltan* data management services for parallel dynamic applications is a toolkit developed at Sandia National Laboratories. The library includes a wide range of tools for problems such as Dynamic Load Balancing, Graph/Hypergraph Colouring, Matrix Operations, Data Migration, Unstructured Communications, Distributed Directories and Graph/Hypergraph Partitioning. It follows a distributed memory model and uses MPI for interprocessor communications. It is available within *Trilinos*, an open source software project for scientific applications, since version 9.0 [37].

All of these algorithms are multi-level recursive bipartitioning algorithms and *PHG* is a parallel hypergraph partitioner while the other two are serial partitioning tools.

For the evaluation, we have selected a number of test hypergraphs from a variety of scientific applications with different specifications. The hypergraphs are obtained from the University of Florida Sparse Matrix Collection [10]. It is a large database of sparse matrices from real applications. Each sparse matrix from the database is treated as the hypergraph incident matrix with the vertices and hyperedges as rows and columns of the matrix, respectively. This is similar to the column-net model proposed in [7]. The weight of each vertex and each hyperedge is assumed to be 1. The list of test data used for our evaluation is in Table 4

The simulations are done on a computer with Intel(R) Xeon(R) CPU E5-2650 2.00GHz processor, 8GB of RAM and 40GB of disk space and the operating system running on the system is 32-Bit Ubuntu 12.04 LTS. Furthermore, we set the imbalance tolerance to

---

**Note:** The above text is a faithful transcription of the original document. Any references, charts, or tables in the original document are not included in the transcription as they are not provided in the image. The text is formatted to match the style of the original document to the extent possible.
In graph theory, a set of vertices are said, informally, to be clustered if they induce more edges (or hyperedges) than one would expect if the edges had been placed in the graph at random. There are various ways in which one can formally define a clustering coefficient (CC) of either a vertex or a graph, and for hypergraphs various definitions have been proposed. We need something a little different as we are interested in the clustering of hyperedges and we want to take account of their weights. Given a hypergraph \( H = (V, E) \), we define CC for a hyperedge \( e \in E \) as follows:

\[
CC(e) = \frac{\sum_{\{v',v'' \mid v' \sim v'' \} \in e} \gamma(v') \gamma(v'')}{\sum_{v' \in e} \sum_{v'' \in e} \gamma(v') \gamma(v'')}, \quad \forall e', e'' \in E \setminus e, \quad \text{if } |e| > 1
\]

\[
CC_H = \sum_{e \in E} \frac{CC(e)}{|E|}. \tag{11}
\]

During coarsening, each time we proceed to the next coarsening level, the structure of the hypergraph changes and so the value of CC in the coarser hypergraph is different. To recalculate the CC value in each coarsening level could be costly so we are interested in finding a way of updating the CC value without a complete recalculation (possibly sacrificing accuracy in the process). Fouldalis et al. [17] studied the structure of social network graphs and looked at several characteristic metrics including the clustering coefficient. They found that social networks have high CC compared to random networks, and that the CC is negatively correlated to the degree of vertices. Two vertices with low vertex degree are more likely to cluster to each other than two vertices with higher degree. In addition, Bloznelis [5] has theoretically investigated random intersection graphs and

\[\text{Table 4: Tested hypergraphs for sequential algorithm simulation and their specifications}\]

| Hypergraph | Description | Rows | Columns | Non-Zeros | NSCC \(^1\) |
|------------|-------------|------|---------|-----------|-----------|
| CNR-2000   | Small web crawl of Italian CNR domain | 325,507 | 325,567 | 3,216,192 | 100.997 |
| AS-22JULY96 | Internet routers | 22,963 | 22,963 | 96,872 | 1 |
| CELEGANSNEURAL | Neural Network of Nematode C. Elegans | 297 | 297 | 3,245 | 57 |
| NETSCIENCE | Co-authorship of scientists in Network Theory | 1,589 | 1,589 | 5,484 | 396 |
| PGPGIANTCOMPO | Largest connected component in graph of PGP users | 10,680 | 10,680 | 48,632 | 1 |
| GUPTAI | Linear Programming matrix \((A \times A^T)\) | 31,802 | 31,802 | 2,164,210 | 1 |
| MARK2JAC120 | Jacobian from MULTIMOD Mark3 | 54,929 | 54,929 | 322,483 | 1 |
| NOTREDAME | Barabasi's web page network of nd.edu | 325,729 | 325,729 | 21,982 | 96,872 |
| PATENTS_MAIN | Collaboration network, www.arxiv.org | 396 | 396 | 2,164,210 | 1 |
| STD1JAC3 | Chemical process simulation | 21,982 | 21,982 | 1,798 | 1 |
| COND-MAT-2005 | Barabasi's web page network of nd.edu | 240,547 | 240,547 | 31,802 | 40,421 |

\(^1\) NSCC stands for the Number of Strongly Connected Components.

2% and the number of parts (the value of \(k\)) is each of \([2, 4, 8, 16, 32]\). The final imbalance achieved by the algorithms are not reported because the balancing requirement was always met.

4.1 Algorithm Parameters

Each of the evaluated tools has different input parameters that can be set by the user. We use default parameters for each tool. All algorithms use a variation of the FM algorithm (FM-EE and BFM) in their refinement phase. PHG uses an agglomerative coarsening algorithm that uses the inner product as the measure of similarity between the vertices [11]. This is also used in hMetis. The default partitioning tool for hMetis is shmetis and the default coarsening scheme is the Hybrid First Choice (HFC) scheme which is a combination of the First Choice (FC) [20] and Greedy First Choice scheme (which is a variation of the FC algorithm in which vertices are grouped and the grouping is biased in favor of faster reduction in the number of the hyperedges in the coarser hypergraph). PaToH is initialised by setting the SBProb-Type parameter to PATOH_SUGPARAM_DEFAULT. It uses Absorption Clustering using Pins as the default coarsening algorithm (this is an agglomerative vertex clustering scheme). The similarity metric, known as absorption metric, of two vertices \(u\) and \(v\) is calculated as follows:

\[
\sum_{\{v \in E \mid u \in v \text{ and } v \in e\}} \frac{1}{|e|-1}. \tag{9}
\]

The algorithm finds the absorption metric for every pin that connects \(u\) and the cluster that vertex \(v\) is already assigned to. See the manuals of the tools for the full description of the parameters [6,27,38].

The FEHG algorithm has two parameters that need to be set: the similarity threshold in Definition 2 for building the HCG, and the clustering threshold in Eq. 6. In the rest of this subsection, we look further at these two parameters.
shown that the CC is inversely related to the average vertex degree in the graph. Based on these results, we update the value of CC from one coarsening level to the next based on the inverse of the average vertex degree. Finally, the similarity threshold is set as the CC of the hypergraph at the beginning of the coarsening phase. In the simulation section, we investigate how our algorithm performs, in terms of partition quality and running time, when the similarity threshold is updated compared to when it is recalculated in each coarsening level.

In order to investigate the impact of the clustering threshold on the quality of the partitioning, we have checked the dependency of the algorithm on the clustering threshold. Figure 4 depicts the quality of the 2-way partitioning of the hypergraphs for variable clustering threshold values. The cut is normalised based on the best partitioning cut for each hypergraph. The average correlation between the cut and the clustering threshold over all hypergraphs is calculated to be 0.2442 and excluding CNR–2000 is 0.2096, a very weak correlation. The standard deviation of the changes with respect to the average cut values is also less than 4.2% over all hypergraphs. Therefore, changing the clustering threshold has a very small effect on the partitioning quality. (An exception occurs for the CNR–2000 hypergraph such that the variation of change is very high.) Hyperedges with high CC values are those that are more likely clustered with other hyperedges and those with low CC values do not form any cluster and form edge partitions in HCG of size 1. Consequently, we can remove every edge partition in HCG of unit size and set the value of the clustering threshold to zero in Eq. (6). As an example, edge partitions $C_2$ and $C_4$ can be removed from the reduced information system in Table 3 without causing any changes in the cores. Using this strategy, the partitioning cut for CNR–2000 is 29.9% better than the best bipartitioning cut reported in Fig. 4 and this is achieved for $c = 0.6$.

4.2 Simulations

In the first evaluation, we assume unit weight for both vertices and hyperedges of the hypergraph. In this situation, a partitioning algorithm performs well if it can capture strongly connected components of the hypergraph. A strongly connected component is a group of the vertices that are tightly coupled together. Assuming that the hypergraph represents a graph (by limiting the hyperedge cardinality to two), a strongly connected component is a clique. Because the weight of all hyperedges is 1, the aim of the partitioning algorithm is to take these cliques out of the cut as they are the major cause of increasing the cut; therefore, the vertex connectivity is more important for identifying those cliques. An algorithm that identifies those cliques and merged their vertices to build a coarser vertex is the one that gives better partitioning quality and the clustering algorithm that captures those strongly connected components in the first few levels of coarsening would obtain competitive partitioning qualities.

Each algorithm is run 20 times and its average cut is stated in Table 5 as well as the best cut among all runs. The results in the table are normalised with respect to the minimum value among algorithms. For example, FEHG finds the minimum average cut of 79 for a bipartitioning on the CELEGANSNEURAL hypergraph. PHG, hMetis and PaToH find, respectively, average partitioning cuts that are worse by factors of 1.07, 1.17, and 1.01. The results show that FEHG performs very well compared to PHG and hMetis and it is competitive with PaToH; considering the best cut, this is found in 30 (of the 55 cases) by FEHG and in 27 of the cases by PaToH (this includes some ties). As can be seen from the results, all algorithms give similar partitioning cut when the hypergraph has only a few strongly connected components. In this situation, even the local clustering algorithms can capture these strongly connected components and merge their vertices; therefore, the differences in partitioning cut for different algorithms that are using different clustering methods (either global or local) is very small.

As the number of strongly connected components increases, it is harder to identify those components especially when the boundaries between them are not clear and they have overlaps. This situation happens...
Table 5: Quality comparison of the algorithms for different part sizes and 2% imbalance tolerance. The values are normalised according to the minimum value for each hypergraph; therefore, the algorithm that gives 1.0 cut value is considered to be the best. Unit weights are assumed for both vertices and hyperedges.

|                  | 2       | 4       | 8       | 16      | 32      |
|------------------|---------|---------|---------|---------|---------|
|                  | AVE BEST| AVE BEST| AVE BEST| AVE BEST| AVE BEST|
| AS-22JULY06      |         |         |         |         |         |
| FEHG             | 1.11    | 1.00    | 1.02    | 1.00    | 1.04    |
| PHG              | 2.90    | 2.46    | 1.77    | 1.56    | 1.64    |
| hMetis           | 1.34    | 1.95    | 1.19    | 1.30    | 1.16    |
| PaToH            | 1.00    | 1.43    | 1.00    | 1.03    | 1.00    |
| Min Value        | 136     | 93      | 355     | 319     | 629     |
|                  |         |         |         |         |         |
| CELEGANSNEURAL   |         |         |         |         |         |
| FEHG             | 1.00    | 1.00    | 1.09    | 1.00    | 1.10    |
| PHG              | 1.07    | 1.00    | 1.04    | 1.03    | 1.02    |
| hMetis           | 1.17    | 1.21    | 1.00    | 1.05    | 1.00    |
| PaToH            | 1.01    | 1.04    | 1.00    | 1.06    | 1.03    |
| Min Value        | 81      | 45      | 244     | 202     | 569     |
|                  |         |         |         |         |         |
| CNR-2000         |         |         |         |         |         |
| FEHG             | 1.37    | 1.00    | 1.71    | 1.07    | 1.59    |
| PHG              | 35.88   | 45.62   | 12.48   | 9.17    | 5.73    |
| hMetis           | 12.19   | 18.82   | 8.24    | 8.43    | 5.08    |
| PaToH            | 1.00    | 1.71    | 1.00    | 1.00    | 1.00    |
| Min Value        | 58      | 45      | 244     | 202     | 569     |
|                  |         |         |         |         |         |
| COND-MAT-2005    |         |         |         |         |         |
| FEHG             | 1.00    | 1.00    | 1.00    | 1.00    | 1.00    |
| PHG              | 1.17    | 1.17    | 1.11    | 1.10    | 1.05    |
| hMetis           | 1.05    | 1.07    | 1.11    | 1.12    | 1.11    |
| PaToH            | 1.02    | 1.02    | 1.03    | 1.03    | 1.00    |
| Min Value        | 2134    | 2087    | 5057    | 4951    | 8609    |
|                  |         |         |         |         |         |
| NETSCIENCE∗      |         |         |         |         |         |
| FEHG             | 0.0     | 0.0     | 0.0     | 0.0     | 2.0     |
| PHG              | 0.0     | 0.0     | 0.0     | 0.0     | 1.5     |
| hMetis           | 2.0     | 2.0     | 5.0     | 5.0     | 4.2     |
| PaToH            | 0.0     | 0.0     | 0.0     | 0.0     | 1.0     |
| Min Value        | 0       | 0       | 0       | 0       | 2       |
|                  |         |         |         |         |         |
| PGPIGANTCOMPO     |         |         |         |         |         |
| FEHG             | 2.12    | 1.27    | 1.00    | 1.00    | 1.04    |
| PHG              | 13.23   | 1.83    | 1.44    | 1.04    | 1.25    |
| hMetis           | 9.7     | 9.61    | 1.46    | 1.71    | 1.04    |
| PaToH            | 1.00    | 1.00    | 1.04    | 1.27    | 1.00    |
| Min Value        | 18      | 18      | 242     | 200     | 419     |
|                  |         |         |         |         |         |
| GUPTA1           |         |         |         |         |         |
| FEHG             | 1.00    | 1.00    | 1.00    | 1.00    | 1.00    |
| PHG              | 1.58    | 1.45    | 1.31    | 1.24    | 1.15    |
| hMetis           | 1.73    | 1.82    | 1.61    | 1.69    | 1.58    |
| PaToH            | 1.22    | 1.17    | 1.08    | 1.09    | 1.04    |
| Min Value        | 486     | 462     | 1466    | 1384    | 3077    |
|                  |         |         |         |         |         |
| MARK3JAC120      |         |         |         |         |         |
| FEHG             | 0.0     | 0.0     | 1.00    | 1.00    | 1.12    |
| PHG              | 4326    | 4326    | 158.56  | 288.69  | 13.82   |
| hMetis           | 880     | 707     | 67.92   | 129.92  | 10.98   |
| PaToH            | 24      | 22      | 1.90    | 3.31    | 1.00    |
| Min Value        | 0       | 0       | 27      | 13      | 316     |
|                  |         |         |         |         |         |
| NOTREDAME∗       |         |         |         |         |         |
| FEHG             | 1.20    | 1.00    | 1.03    | 1.01    | 1.05    |
| PHG              | 12.49   | 13.19   | 2.52    | 2.30    | 1.79    |
| hMetis           | 2.38    | 2.77    | 1.16    | 1.24    | 1.26    |
| PaToH            | 1.00    | 1.02    | 1.00    | 1.00    | 1.00    |
| Min Value        | 643     | 528     | 3490    | 3198    | 6451    |
|                  |         |         |         |         |         |
| PATENTS–MAIN     |         |         |         |         |         |
| FEHG             | 1.01    | 1.00    | 1.00    | 1.03    | 1.00    |
| PHG              | 1.15    | 1.08    | 1.16    | 1.10    | 1.18    |
| hMetis           | 1.15    | 1.00    | 1.52    | 1.03    | 1.54    |
| PaToH            | 1.00    | 1.00    | 1.08    | 1.00    | 1.16    |
| Min Value        | 1490    | 1371    | 5735    | 5333    | 7616    |
|                  |         |         |         |         |         |
| STD1–JAC3        |         |         |         |         |         |
| FEHG             | 1.00    | 1.00    | 1.00    | 1.03    | 1.00    |
| PHG              | 1.15    | 1.08    | 1.16    | 1.10    | 1.18    |
| hMetis           | 1.05    | 1.00    | 1.52    | 1.03    | 1.54    |
| PaToH            | 1.00    | 1.00    | 1.08    | 1.00    | 1.16    |
| Min Value        | 11322   | 10640   | 6451    | 6096    | 11170   |

*When the minimum cut for the average or best cases are zero, the values shown are actual cut values rather than normalised values.
in hypergraphs such as Notredame, Patents-Main, and CNR-2000. As shown, FEHG achieves a superior quality improvement compared to Zoltan and hMetis, but PaToH still generates very good partitionings with absorption clustering using pins. One reason that may explain this is that PaToH allows matching between a group of vertices instead of pair-matching. Therefore, the algorithm can merge strongly connected components of vertices in the first few levels of coarsening and remove them from the cut. Though hMetis also allows multiple matches, it seems that the agglomerative clustering strategy of PaToH is much better compared to the hybrid first choice algorithm in hMetis.

The standard deviation (STD) from the average cut is calculated for some of the algorithms and is reported in Table 6. This shows the reliability of the partitioning algorithm when it is used in practical applications. The values are reported as a percentage of STD based on the average partitioning cut for each algorithm. We note, first, that the standard deviation is an increasing function of the number of parts (this is due to the recursive bipartitioning nature of the algorithms which adds to the STD in each recursion), and, second, that the percentage of the STD based on the average cut is decreasing as the number of parts increases (as the average cut increases exponentially when as the number of parts increases, while the increase of the STD is linear). We observe very good reliability for hMetis despite the fact that it gives the worst quality (on average) compared to the others. If we consider bring the average of the cut into the calculation, the least reliability is obtained for hMetis and PHG. Our evaluations recognise FEHG and PHG as the most reliable algorithms compared to others.

In some practical applications such as parallel distributed systems, hypergraph partitioning is employed to reduce the communication volume between the processor set. In this situation, the weight of hyperedges represents the volume of communications between a group of vertices, and the objective of hypergraph partitioning is to reduce the number of messages communicated between processors as well as the volume of communication. In order to model this scenario, we set the weight of the hyperedges to be their sizes for the next phase of simulations. The main reason for this simulation is that we want to investigate the performance of the clustering algorithms in multi-level hypergraph partitioning tools when there are weights on the hyperedges.

When hyperedges have different weights, vertex connectivity is no longer the only measure used for clustering decisions. Compared to the previous scenario, taking a group of strongly connected components of vertices will not always result in cut reduction as connectivity, as well as how tightly the vertices are connected to each other, is important. The simulation results for this scenario are depicted in Fig. 5.

According to the results, FEHG gives the best partitioning cut on most of the hypergraphs (in 40 out of the 55 cases). In our evaluation, we have three different

| Number of Parts | 2 | 4 | 8 | 16 | 32 |
|-----------------|---|---|---|----|----|
| AS-22JULY06     |   |   |   |    |    |
| FEHG            | 22.4 | 8.8 | 3.8 | 2.8 | 1.7 |
| PHG             | 21.8 | 14.6 | 7.6 | 5.8 | 4.1 |
| hMetis          | 0.6 | 1.6 | 1.6 | 2.1 | 1.6 |
| PaToH           | 2.9 | 4.5 | 3.2 | 3.5 | 2.7 |
| CNR-2000        |   |   |   |    |    |
| FEHG            | 56.4 | 31.3 | 24.8 | 14 | 6.9 |
| PHG             | 18.9 | 24.9 | 17.4 | 13.3 | 11.4 |
| hMetis          | 7.5 | 8.1 | 8.3 | 6.8 | 4.5 |
| PaToH           | 47.9 | 79 | 17.2 | 15.1 | 9.2 |
| COND_MAT        |   |   |   |    |    |
| FEHG            | 1.3 | 1.1 | 1.0 | 0.7 | 0.6 |
| PHG             | 1.5 | 1.5 | 1 | 0.9 | 0.8 |
| hMetis          | 0.6 | 1.3 | 0.8 | 0.9 | 0.8 |
| PaToH           | 1.8 | 3.7 | 1.1 | 1.2 | 1.1 |
| PGPGIANT        |   |   |   |    |    |
| FEHG            | 8 | 23 | 18 | 16 | 18 |
| PHG             | 48.6 | 45 | 53 | 46 |
| hMetis          | 3 | 11 | 13 | 24 | 25 |
| PaToH           | 0 | 0 | 7 | 2 | 5 |
| GUPTA1          |   |   |   |    |    |
| FEHG            | 20 | 9.5 | 4.1 | 2.3 | 1.9 |
| PHG             | 20.1 | 18.6 | 8.6 | 7.5 | 4.4 |
| hMetis          | 1.7 | 3.1 | 2.2 | 2.6 | 2.1 |
| PaToH           | 0 | 0 | 1.7 | 0.3 | 0.5 |
| MARK3JAC        |   |   |   |    |    |
| FEHG            | 1.5 | 1.4 | 0.8 | 1.3 | 3.9 |
| PHG             | 1 | 1.2 | 0.9 | 0.8 | 2.0 |
| hMetis          | 3.2 | 1.2 | 1 | 2.6 | 1.6 |
| PaToH           | 0 | 0.9 | 0.6 | 3.1 | 8.5 |
| NOTREDAME       |   |   |   |    |    |
| FEHG            | 0 | 33.2 | 11.2 | 6.7 | 3.6 |
| PHG             | 0 | 2.9 | 1.5 | 1.6 | 1.4 |
| hMetis          | 9.5 | 3.5 | 3.1 | 2.7 | 1.8 |
| PaToH           | 4.1 | 15.5 | 8.5 | 3.3 | 2 |
| PATENTS         |   |   |   |    |    |
| FEHG            | 23.2 | 7.6 | 4 | 2.9 | 2 |
| PHG             | 16 | 19.7 | 15.1 | 9.8 | 7.7 |
| hMetis          | 2.4 | 1.7 | 1.4 | 1.1 | 1.1 |
| PaToH           | 10.9 | 4.2 | 3.4 | 2 | 1.8 |
| STD1_JAC3       |   |   |   |    |    |
| FEHG            | 17.3 | 6.6 | 5.6 | 4.1 | 2.5 |
| PHG             | 13.3 | 8.7 | 8.3 | 4.5 | 2.7 |
| hMetis          | 6.7 | 29.1 | 17.5 | 10.3 | 7.9 |
| PaToH           | 8.4 | 12.6 | 7.9 | 6.2 | 3.3 |
Fig. 5: Comparing the variation of the average cut for different partitioning numbers. The weight of vertices are unit and the weight of hyperedges are their sizes.

types of hypergraphs. The first group are those with very irregular structure and high variation of vertex degree or hyperedge size: CNR–2000, GUPTA1, NotredameWWW, AS–22JULY06, and STD_JAC3. FEHG gives much better quality, finding smaller cuts than the other algorithms in every case. This shows that FEHG suits well this type of hypergraph (such as is found in social networks).

The second group have less irregularity: COND–MAT–2005, PGPGIANTCOMPO, and CELEGANSNEURAL hypergraphs. These hypergraphs have less variable vertex degree or hyperedge size than the first group. Again, FEHG gives the best partitioning results on these types of hypergraphs, but the difference between all partitioners, except hMetis, is small. On these types of hypergraphs, we can get reasonable partitioning quality using local partitioners and the performance of the algorithm highly depends on the vertex similarity measure; for example, the one proposed by hMetis gives the worst quality.

The third group are those with regular structure and very small variability of vertex degree and hyperedge size: NETSCIENCE, PATENTS_MAIN, and MARK3JAC120. The evaluations show that the quality of FEHG is worse than the other partitioners. In the case of NETSCIENCE (which

(b) No results for hMetis for 16 and 32 parts.

(c)

(d)

(e)

(f)
has a very small size), most of the algorithms go through only one level of coarsening. The difference between the cuts is less than 50. Due to the regular structure, local vertex matching decisions give much better results than global vertex matching. We have noticed that in these hypergraphs, the algorithm builds cores that contain a very small fraction of the vertices. Therefore, \textit{FEHG} mostly relies on the local and random vertex matching which is based on \textit{Jaccard} similarity. It seems that \textit{Jaccard} similarity does not perform well compared to the other partitioners and the agglomerative vertex matching of \textit{PHG} gives the best results.

The results show that \textit{PaToH}, which was very competitive with our algorithm for the unit hyperedge size tests, here generates very bad partitioning results. This suggests that our algorithm is more reliable than \textit{PaToH} considered over all types of hypergraphs. Overall, \textit{PaToH} and, then, \textit{hMetis} generate the worst partitioning quality. Some of the partitioning results are not reported for \textit{hMetis} because the algorithm terminates with an internal error on some of the hypergraphs and part numbers. Perhaps the reason is that \textit{hMetis} suits only partitioning on unit hyperedge size as it is designed for VLSI circuit partitioning.

The running times of the algorithms are reported in Table 7. The ranking of algorithms in order of decreasing running time is \textit{hMetis}, \textit{FEHG}, \textit{PHG}, and \textit{PaToH}. We note that allowing multiple matches of the vertices can provide not only better partitioning quality compared to pair-matching, but also that it can improve the running time of the algorithm because of the faster reduction in hypergraph size during coarsening. In the case of non-unit hyperedge weights, we have tested our
algorithm to see the effects of multiple matching on the performance of the algorithm. In order to do this, we match all vertices that belong to a core when a core is found in our rough set clustering algorithm. The only limitation is that we do not allow the weight of a coarser vertex to exceed the size of a part because it makes it difficult to maintain the balance constraint. The evaluation shows that using multiple matching in our algorithm can improve the runtime by up to 7% and the maximum improvement is observed for CNR-2000 (up to 30% improvement in runtime).

In another evaluation, we have evaluated the performance of our clustering coefficient update strategy. For this purpose, we calculate the CC of the hypergraph in every coarsening level and compare the results with when updates are used. The quality does not improve in all cases. For example, the quality of the third type of hypergraph described above was diminished by 1% on average. The best quality improvement is for CNR-2000 that is 6% and it was between 0.2% to 1.5% on other hypergraphs. On the other hand, the runtime of the algorithms is increased by up to 16%. This shows that our update method is very reliable and there is no need to calculate the CC in each coarsening level.

Finally, the detailed running time of FEHG and the amount of time the algorithm spends in each section is given in Table 2 for {2,8,32}-way partitioning on some of the hypergraphs. In the table, the overall running time is given in the first row. Build is the time for building data structures and preparation time, recursion is recursive bipartitioning time, vcycle is the amount of time for reduction and hypergraph projection in the multi-level paradigm, HCG is for building HCG, matching includes the time for rough set matching algorithm. Finally, coarsening, initPart and refinement are the time taken for building the coarser hypergraph in the coarsening phase, initial partitioning and uncoarsening phases of FEHG.

The most time consuming part of the algorithm is building HCG: around 27% of the whole running time. The rough set clustering takes only 13% of the runtime. Building the coarser hypergraph and the initial partitioning and the coarsening each takes around 20%. One can reduce the initial partitioning time by decreasing the number of algorithms in this section. According to the data, the part where one can most usefully perform optimisations is in building the HCG. If the number of hyperedges is much higher than the number of vertices, its running time can take up most of the algorithm’s running time. The refinement phase takes at most 6% of the whole running time. Therefore, using more passes of the FM algorithm to improve the quality will not increase the overall time significantly. On the other hand, there is little need for this. As discussed in [20], a good coarsening algorithm causes less effort in the refinement phase and increasing the passes of the FM algorithm does not make considerable improvement to the cut. This is the case for our FEHG algorithm.

5 Conclusion

In this paper, we have proposed a serial multi-level hypergraph partitioning algorithm (FEHG) based on feature extraction and attribute reduction using rough set clustering. The hypergraph is transformed into an information system and rough set clustering techniques are used to find pair-matches of the vertices during the coarsening phase. This was done by, first, categorising the vertices into core and non-core vertices which is a global clustering decision using indispensability relations. In the later step, cores are traversed one at a time to find best matchings between vertices. This provides a trade-off between global and local vertex matching decisions.

The algorithm is evaluated against the state-of-the-art partitioning algorithms and we have shown that FEHG can achieve up to 40% quality improvement on hypergraphs from real applications. We chose our test hypergraphs to model different scenarios in real applications and we found that FEHG is the most reliable algorithm and generates the highest quality partitionings on most of the hypergraphs. The quality improvement was much better in hypergraphs with more irregular structures; that is, with higher variation of vertex degree or hyperedge size.

We found that one of the drawbacks of local vertex matching decisions is that they perform very differently under various problem circumstances and their behaviour can change based on the structure of the hypergraph under investigation. The worst case observed was PaToH that generated very good and competitive partitioning compared to our algorithm when the hyperedge weights were assumed to be 1, while it gave much worse quality when the hyperedge weights were driven by the hyperedge sizes.

Evaluation of the runtime of the algorithms has shown that the FEHG, while using global clustering decisions, runs slower than PHG and PaToH, but faster than hMetis. We showed that the runtime can be improved by using multiple matching on the vertex set instead of pair-matching. Furthermore, we have observed that the most time consuming part of the algorithm is building HCG. In future work, we are planning to improve this aspect of the proposed algorithm to improve the runtime.
The performance of serial hypergraph partitioning algorithms is limited and it is not possible to partition very large hypergraphs with billions of vertices and hyperedges using the computing resources of one computer, and in future work we will propose a scalable parallel version of the FEHG algorithm based on the parallel rough set clustering techniques.
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