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Abstract—This paper investigates a device-to-device (D2D) cooperative computing system, where an user can offload part of its computation task to nearby idle users with the aid of an intelligent reflecting surface (IRS). We propose to minimize the total computing delay via jointly optimizing the computation task assignment, transmit power, bandwidth allocation, and phase beamforming of the IRS. To solve the formulated problem, we devise an alternating optimization algorithm with guaranteed convergence. In particular, the task assignment strategy is derived in closed-form expression, while the phase beamforming is optimized by exploiting the semi-definite relaxation (SDR) method. Numerical results demonstrate that the IRS enhanced D2D cooperative computing scheme can achieve a much lower computing delay as compared to the conventional D2D cooperative computing strategy.

Index Terms—Intelligent reflecting surface, D2D cooperative computing, delay.

I. INTRODUCTION

Recently, intelligent reflecting surface (IRS) has been envision as an innovative technique for beyond fifth-generation (5G) communication systems, due to its ability to reconfigure the wireless propagation environment [1]. In particular, IRS is composed of a large number of passive reflecting elements, which can intelligently reflect incident signals to enhance signal power or suppress co-channel interference by adjusting their amplitudes and phases [2], [3]. Different from traditional relay communications, IRS not only can operate in full duplex mode naturally without suffering from undesired self-interference, but also can greatly reduce power consumption and hardware cost by using passive reflecting elements [4].

Meanwhile, mobile edge computing (MEC) has been leveraged to enable a variety of computation-intensive and delay-sensitive applications, such as virtual reality (VR), autonomous driving, interactive online games, and so on [5], [6], [7], [8]. However, the quality of computation offloading service cannot be ensured when the communication link between the user and the AP is blocked occasionally by moving objects in the surrounding environment or due to user mobility [9], [10], [11]. To address this issue, the authors in [12] and [13] introduce IRS into MEC systems and investigated the latency minimization and computational bits maximization problems, respectively, in IRS-assisted MEC systems.

In addition to equipping the edge server at access points (APs), device-to-device (D2D) cooperative computing is another promising solution to support computation-intensive services by utilizing the spare computation resources at end users. In particular, IRS has great potential to enhance D2D cooperative computing by establishing high-rate composite links among end users, especially in the scenario that direct communication links between end users are blocked. Different from the edge server with powerful computing capability, user devices each have limited computing capability and energy, it is thus essential to design the task offloading and resource management strategy in D2D cooperative computing, considering both the user computing capability and channel state between cooperative users. However, the methodology for AP-based MEC in [12], [13] cannot be applied in the IRS-assisted D2D cooperative computing. Furthermore, prior works in [14], [15] studied the energy-efficient D2D cooperative computing strategy, but they ignored the benefits of IRS to task offloading.

Motivated by these observations, this paper investigates the task offloading and resource management for an IRS-assisted D2D cooperative computing system, which consists of a source node and multiple helper nodes. The source node can offload part of its computation task to helper nodes with the assistance of an IRS. In this scenario, we aim at minimizing the computing delay of source node by optimally designing the computation task assignment, transmit power, bandwidth allocation, and phase beamforming of the IRS. In order to solve the formulated non-convex joint optimization problem, we first derive the optimal computation task assignment in closed-form expression and then obtain the optimal transmit power and bandwidth allocation, as well as the IRS phase beamforming by exploiting the convex optimization theory and SDR method. Simulation results illustrate the delay reduction achieved by our proposed IRS-assisted D2D cooperative computing, when compared to benchmark methods.

Notations: For a vector $\mathbf{x}$, its transpose, Hermitian transpose and diagonalization are denoted by $\mathbf{x}^T$, $\mathbf{x}^H$ and $\text{diag}(\mathbf{x})$, respectively. For a matrix $\mathbf{M}$, its trace is denoted by $\text{Tr}(\mathbf{M})$, while $[\mathbf{M}]_{mn}$ indicates its element in the $m$-th row and $n$-th column.
The transmission rate from the source node to $k$-th helper node is given by
\[ R_k = b_k B \log_2 \left( 1 + \frac{p_k |g_k^H \Lambda r + h_{d,k}|^2}{b_k BN_0} \right), \]
where $b_k \in [0, 1]$ represents the bandwidth allocation coefficient for the $k$-th helper node, $B$ is the system total bandwidth, $p_k$ is the source node transmission power toward the $k$-th helper node, $\Lambda = \text{diag}(\beta_1 e^{j\theta_1}, \beta_2 e^{j\theta_2}, \cdots, \beta_N e^{j\theta_N})$ is the reflection coefficient matrix, where $\beta_n \in [0, 1]$ and $\theta_n \in [0, 2\pi]$ are the reflection amplitude and phase shift of the $n$-th passive element, respectively, $n_d$ and $N_0$ denotes the additive Gaussian noise power spectral density. We set $\beta_n = 1$ to maximize the reflected signal power.

Therefore, the delay for D2D cooperative computing at the $k$-th helper node is given by
\[ T_k = \frac{D_k}{R_k} + \frac{D_k C}{f_{l,k}}, \]
where $f_{l,k}$ is the CPU-cycle frequency of the $k$-th helper node.

In this paper, we aim at minimizing the task execution delay by jointly optimizing the computation task assignment $\{D_k\}$, bandwidth allocation $\{b_k\}$, transmission power $\{p_k\}$ and IRS phase beamforming $\Lambda$, the optimization problem can be formulated as
\[
\begin{align*}
\text{minimize} & \quad \{T_k\}_{k \in \{0, K\}} \\
\text{s.t.} & \quad \sum_{k=0}^{K} D_k = D, \quad \sum_{k=1}^{K} b_k \leq 1, \quad \sum_{k=1}^{K} p_k \leq P_{\text{max}}, \quad 0 \leq \theta_n \leq 2\pi, \forall n \in \{1, 2, \cdots, N\}, \\
& \quad D_k, b_k, p_k \geq 0,
\end{align*}
\]
where (5a) is the task allocation constraint, (5b) denotes the bandwidth allocation constraint, (5c) restricts the maximum transmission power $P_{\text{max}}$ at the source node, and (5d) gives the constraints on phase beamforming of IRS.

It is worth noting that problem (5) is non-convex and is difficult to solve, due to the following reasons: (i) the min-max formulation; (ii) the fractional expression of delay in (4); and (iii) the transmit power and phase beamforming variables coupled in the objective function.

III. PROPOSED METHOD

In order to address the non-convex problem (5), we first introduce an auxiliary variable $t = \max_{k \in \{0, K\}} \{T_k\}$ to transform
the min-max problem as follows

\[
\begin{align*}
\text{minimize} & \quad t \\
\{D_k, b_k, p_k, f_{i,k}\}, \Lambda, t \\
\text{s.t.} & \quad T_k \leq t, \forall k \in \{0, K\}, \\
& \quad (5b)-(5f).
\end{align*}
\]

Next, we adopt the block coordinate descent (BCD) method to transform the non-convex problem (6) into three subproblems, namely the computation task assignment, transmit power and bandwidth allocation, and phase beamforming optimization subproblems.

A. Computation Task Assignment

For given \( \{b_k^*, p_k^*, \Lambda^*\} \), (6) reduces to the following computation task assignment subproblem:

\[
\begin{align*}
\text{minimize} & \quad t \\
\{D_k\}, t \\
\text{s.t.} & \quad T_0 = \frac{CD_0}{f_{i,0}} \leq t, \\
& \quad T_k = D_k \sum_{k=0}^{K} \frac{b_k^* B \log_2 \left(1 + \frac{p_k^* |\mathbf{h}_k^H \Lambda^* \mathbf{h}_r + h_{d,k}|^2}{b_0^* BN_0}\right)}{b_k^* \log_2 \left(1 + \frac{p_k^* |\mathbf{h}_k^H \Lambda^* \mathbf{h}_r + h_{d,k}|^2}{b_0^* BN_0}\right)} \\
& \quad \quad \quad \quad + \frac{D_k C}{f_{i,k}} \leq t, \forall k \in K, \\
& \quad (5b), (5f).
\end{align*}
\]

We can see that (7) is a linear programming (LP) problem. We further derive the optimal task assignment in Proposition 1.

**Proposition 1**: The optimal task assignment strategy of (7) satisfies

\[
D_k^* = \frac{x_k D}{\sum_{k=0}^{K} x_k}, k \in \{0, K\},
\]

where \( x_0 = \frac{f_{i,0}}{t} \) and \( x_k = \frac{1}{\frac{1}{P_k} + \frac{1}{f_{i,k}}}, k \in K. \)

**Proof**: See Appendix A.

B. Transmit Power and Bandwidth Allocation

Under given \( \{D_k^*, \Lambda^*\} \), (6) reduces to the transmit power and bandwidth allocation subproblem, which can be expressed as

\[
\begin{align*}
\text{minimize} & \quad t \\
\{b_k, p_k\}, t \\
\text{s.t.} & \quad b_k^* B \log_2 \left(1 + \frac{p_k^* |\mathbf{h}_k^H \Lambda^* \mathbf{h}_r + h_{d,k}|^2}{b_0^* BN_0}\right) \\
& \quad \quad \quad \quad \geq \frac{D_k^*}{t - \frac{D_k^*}{f_{i,k}}}, \forall k \in K, \\
& \quad (5c)-(5d), (5f), (7b),
\end{align*}
\]

where (9b) is derived from the constraint (6a), i.e., \( T_k \leq t \). Based on the convex optimization theory, \( B \log_2 \left(1 + \frac{p_k^* |\mathbf{h}_k^H \Lambda^* \mathbf{h}_r + h_{d,k}|^2}{b_0^* BN_0}\right) \) is a concave function with respect to \( p_k \), thus its perspective function \( b_k^* B \log_2 \left(1 + \frac{p_k^* |\mathbf{h}_k^H \Lambda^* \mathbf{h}_r + h_{d,k}|^2}{b_0^* BN_0}\right) \) is also concave. Moreover, \( \frac{D_k^*}{t - \frac{D_k^*}{f_{i,k}}} \) is a convex function of \( t \). Therefore, the constraint (9b) is convex. Since the other constraints and the objective function is linear, problem (9) is a convex optimization problem, and classic convex optimization algorithms, e.g., the interior-point method, can be applied to solve it.

C. Phase Beamforming Optimization

For Given \( \{D_k, b_k^*, p_k^*\} \), (6) reduces to the following phase beamforming optimization subproblem:

\[
\begin{align*}
\text{minimize} & \quad t \\
\{\Lambda, t\}, t \\
\text{s.t.} & \quad b_k^* B \log_2 \left(1 + \frac{p_k^* |\mathbf{h}_k^H \Lambda^* \mathbf{h}_r + h_{d,k}|^2}{b_0^* BN_0}\right) \\
& \quad \quad \quad \quad \geq \frac{D_k^*}{t - \frac{D_k^*}{f_{i,k}}}, \forall k \in K, \\
& \quad (5e), (7b).
\end{align*}
\]

We set \( \mathbf{v} = (\beta_1 e^{j\theta_1}, \beta_2 e^{j\theta_2}, \cdots, \beta_N e^{j\theta_N})^T, \mathbf{\hat{v}} = [\mathbf{v}^T, 1]^T \), and \( \mathbf{g}_k^H \text{diag} (\mathbf{h}_r), h_{d,k} \mathbf{v} = \mathbf{h}_k^H \mathbf{\hat{v}} \). Since \( \mathbf{g}_k^H \Lambda^* \mathbf{h}_r + h_{d,k} \mathbf{v} = \mathbf{g}_k^H \text{diag} (\mathbf{h}_r), h_{d,k} \mathbf{\hat{v}} \mathbf{v} = \mathbf{h}_k^H \mathbf{\hat{v}} \), (10) can be transformed to the following problem:

\[
\begin{align*}
\text{minimize} & \quad t \\
\{\mathbf{v}, t\}, t \\
\text{s.t.} & \quad b_k^* B \log_2 \left(1 + \frac{p_k^* |\mathbf{h}_k^H \mathbf{\hat{v}}|^2}{b_0^* BN_0}\right) \\
& \quad \quad \quad \quad \geq \frac{D_k^*}{t - \frac{D_k^*}{f_{i,k}}}, \forall k \in K, \\
& \quad (11b), (11c), (7b).
\end{align*}
\]

In order to tackle the second-order equality constraint (11c), we introduce a matrix variable \( \mathbf{V} = \mathbf{\hat{v}} \mathbf{\hat{v}}^H \), thus (11) is equivalent to

\[
\begin{align*}
\text{minimize} & \quad t \\
\{\mathbf{V}, t\}, t \\
\text{s.t.} & \quad b_k^* B \log_2 \left(1 + \frac{p_k^* \text{Tr}(\mathbf{H}_k \mathbf{V})}{b_0^* BN_0}\right) \\
& \quad \quad \quad \quad \geq \frac{D_k^*}{t - \frac{D_k^*}{f_{i,k}}}, \forall k \in K, \\
& \quad (12b), (12c), (12e), (7b),
\end{align*}
\]

where \( \mathbf{H}_k = \mathbf{h}_k^H \mathbf{h}_k^H \). Then, we adopt the SDR method to relax the rank-one constraint (12e). As a result, the optimal solution of problem (12) cannot be ensured rank-one, which implies that the optimal value of problem (12) will be an upper bound of problem (10).

According to above derivations, we develop an alternating optimization method for solving (5). All the variables in (5) will be divided into three blocks, namely \( \{D_k\}, \{b_k, p_k\}, \mathbf{V} \). Then, the task assignment \( \{D_k\} \), the transmit power and bandwidth allocation \( \{b_k, p_k\} \), and the phase beamforming
The proposed Algorithm 1 can converge to the optimal solution. Computing delay is lower bounded by a certain value, thus the obtained from (7), (9), (12), respectively. Besides, the total D2D cooperative computing strategy. For comparison, we also validate the performance of our proposed IRS enhanced method to solve the formulated problem, while the optimal performance gain of the proposed IRS-assisted D2D cooperative communication reduces, especially when the size of task is large. In Fig. 4, we reveal the convergence rate of the proposed Algorithm 1 with $B = 0.5$ MHz and $D = 1$ Mbits. As can be observed, the proposed method will converge to the optimal point within a few iterations. In addition, the convergence rate is much faster when the IRS is equipped with a smaller number of reflection elements. Moreover, it is observed that the computing delay decreases with the number of reflection elements at IRS. This is because that a larger number of reflections elements implies a higher freedom to design phase beamforming for improving the task transmission rate. Finally, we see that a higher task computational complexity $C$ will result in a larger computing delay.

**Algorithm 1: Proposed Method for Solving (5)**

1. **Initialize:** Set $(D_k, b_k, p_k, \Lambda)$, and \(i = 1\).
2. **Repeat:**
   3. Calculate the optimal computation task assignment scheme $D_k$ according to Proposition 1;
   4. Solve (9) to obtain optimal transmit power and bandwidth allocation strategy $(b_k, p_k)$;
   5. Obtain the optimal $V$ by solving (12);
   6. Update the iterative number $i = i + 1$;
3. **Until** the increase of objective function is below a threshold $\epsilon$.
4. **Recover** the optimal rank-one phase beamforming $\Lambda^*$ from the optimal $V^*$ by utilizing the Gaussian randomization method.
5. **Return** optimal solution $(D^*, b^*_k, p^*_k, \Lambda^*)$.

1) **Convergence Analysis:** To analyze the convergence of Algorithm 1, we first prove that the objective function $t(D_k, b_k, p_k, V)$ is non-increasing after each iteration. It follows that

\[
\begin{align*}
&t(D_k, b_k, p_k, V) \geq t(D_{k+1}, b_{k+1}, p_{k+1}, V) \\
&= t(D_{k+1}, b_{k+1}, p_{k+1}, V) \geq t(D_{k+1}, b_{k+1}, p_{k+1}, V),
\end{align*}
\]

where $(a_1)$, $(a_2)$ and $(a_3)$ are due to the optimal value of $t$ obtained from (7), (9), (12), respectively. Besides, the total computing delay is lower bounded by a certain value, thus the proposed Algorithm 1 can converge to the optimal solution.

**IV. PERFORMANCE EVALUATION**

In this section, extensive numerical results are provided to validate the performance of our proposed IRS enhanced D2D cooperative computing strategy. For comparison, we also present the following three benchmark methods:

- **Partial offloading without IRS:** the source node offloads its computation task to helper nodes without the aid of IRS.
- **Full offloading only:** the source node offloads all of its computation task to helper nodes, i.e., $D_0 = 0$.
- **Local computing only:** all computation tasks at the source node will be executed by local computing, thus the computing delay is calculated as $T = \frac{C_D}{f_0}$.

In the simulations, the number of helper nodes is $K = 2$, the source node is located at the original point, IRS is located at $(0.5, 0)$, and the helper nodes are located at the horizontal coordinates $\{(1.5, 2.4)\}$. The large-scale fading is given by $L(d) = C_0 d^{-\alpha}$, where $C_0 = -30$ dB and $\alpha = 3$. The small-scale fading follows the Rayleigh fading with a unity mean. In addition, it is assumed that the direct link between the source node and 2-th helper node is fully blocked. The other simulation parameters are set as follows: $N_0 = 10^{-16}$ Watt/Hz, $P_{\text{max}} = 1$ Watt, $f_{1,0} = 1.2$ GHz, and $f_{1,2} = 1.5$ GHz.

In Fig. 2, we plot the total computing delay versus system bandwidth with $N = 32$ and $D = 1$ Mbits. It is observed that the total computing delay decreases with the increase of system bandwidth. This is due to the fact that a larger bandwidth implies a higher offloading rate. As compared to the partial offloading scheme without the aid of IRS, our proposed method can achieve lower computing delay. It demonstrates that IRS plays a vital role in improving the user experience in terms of computing delay. Another important observation is that our proposed scheme exhibits a larger delay reduction than the full offloading strategy, when the bandwidth is small. This is because that the limited bandwidth restricts the task offloading rate, and further incurs a high total computing delay of full offloading scheme. It also reveals that the local computing is more efficient than computing offloading in the communication-restricted scenario. Besides, we see that the proposed scheme can achieve lower computing delay than the local computing scheme, and the gap between them larger as the bandwidth increases.

Fig. 3 shows the total computing delay versus the size of computation tasks with $N = 32$ and $B = 0.5$ MHz. As desired, the total computing delay increases monotonically with the size of the computation tasks. Obviously, a larger size of the computation tasks will cause higher task execution delay and longer task offloading duration. Furthermore, we also observe that the proposed scheme outperforms the baseline methods in delay reduction, especially when the size of task is large. In Fig. 4, we reveal the convergence rate of the proposed Algorithm 1 with $B = 0.5$ MHz and $D = 1$ Mbits. As can be observed, the proposed method will converge to the optimal point within a few iterations. In addition, the convergence rate is much faster when the IRS is equipped with a smaller number of reflection elements. Moreover, it is observed that the computing delay decreases with the number of reflection elements at IRS. This is because that a larger number of reflections elements implies a higher freedom to design phase beamforming for improving the task transmission rate. Finally, we see that a higher task computational complexity $C$ will result in a larger computing delay.

**V. CONCLUSION**

This paper studied the IRS-assisted D2D cooperative computing. We aimed at minimizing the total computing delay with the joint optimization of computation task assignment, transmit power, bandwidth allocation, and phase beamforming design. Furthermore, we developed an alternating optimization method to solve the formulated problem, while the optimal computation task assignment was derived in closed form and the phase beamforming was obtained by utilizing SDR method. Finally, our simulation results validated the performance gain of the proposed IRS-assisted D2D cooperative computing strategy.
APPENDIX A: PROOF OF PROPOSITION 1

The Karush-Kuhn-Tucker (KKT) conditions can be applied to obtain the optimal solution of (7). The Lagrange function of (7) is given by

\[ L(D_k, t, \lambda_k, \mu) = t + \lambda_0 \left( \frac{C D_0}{f_{t,0}} - t \right) + \sum_{k=1}^{K} \lambda_k \left( \frac{D_k}{R_k} + \frac{D_k C}{f_{t,k}} - t \right) - \mu \left( \sum_{k=0}^{K} D_k - D \right), \]

where \( R_k^* = b_k^2 B \log_2 \left( 1 + \frac{\nu_k^2}{\rho_k^2 + h_{k,1}^2} \right) \), \( \lambda_k \) and \( \mu \) denote the dual variables associated with the inequality and equality constraints of (7), respectively. The KKT conditions will be

\[ \frac{\partial L}{\partial t} = 1 - \sum_{k=0}^{K} \lambda_k^* = 0, \quad \frac{\partial L}{\partial D_0} = C \lambda_0^* - \mu^* = 0, \quad (15) \]

\[ \frac{\partial L}{\partial D_k} = \left( \frac{1}{R_k} + \frac{C}{f_{t,k}} \right) \lambda_k^* + \mu^* = 0, \quad k \in \mathcal{K}, \quad (16) \]

\[ \lambda_k^* \left( \frac{C D_0^*}{f_{t,0}} - t^* \right) = 0, \quad \lambda_k^* \left( \frac{D_k^*}{R_k} + \frac{D_k^* C}{f_{t,k}} - t^* \right) = 0, \quad k \in \mathcal{K}, \quad (17) \]

\[ \sum_{k=0}^{K} D_k^* = D, \quad \lambda_k^* \geq 0, \quad k \in \{0, \mathcal{K} \}, \quad (18) \]

where (15)-(16) denote the first-order derivative optimality conditions, (17) indicates the complementary slackness conditions, and (18) is the primal/dual feasible conditions. According to (15)-(16) and (18), we have \( \lambda_k^* > 0 \). Then, we can derive the following equality based on (17):

\[ t^* = \frac{D_0^*}{x_0} = \frac{D_1^*}{x_1} = \cdots = \frac{D_k^*}{x_K}, \quad (19) \]

Applying the equality \( \sum_{k=0}^{K} \frac{D_k^*}{x_k} = D \), we complete the proof.
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