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Abstract

We consider distributed approval voting schemes. Each voter \( i \in I \) has \( \alpha_i \) cards that (s)he distributes among the candidates \( a \in A \) as a measure of approval. One (or several) candidate(s) who received the maximum number of cards is (are) elected. We provide polynomial algorithms to recognize voting forms and voting correspondences generated by such voting schemes in cases when either the number of candidates or the number of voters is equal to 2. We prove that for two voters, if \( \alpha_2 \geq \alpha_1 - 2 \geq 0 \) then the unique voting correspondence has distinct rows. We also characterize voting forms with distinct rows.
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1 Introduction

Let \( I = \{1, \ldots, n\} \) be a set of \( n \) voters (electors, players) and \( A = \{a_1, \ldots, a_p\} \) be a set of \( p \) candidates (decisions, outcomes). In the literature, several voting schemes are considered in which one (or all) candidate(s) who received the maximum number of votes is (are) elected.

In plurality voting (see for example, [3, 8, 15, 16]) each voter chooses only one candidate. In approval voting each voter can choose (approve) an arbitrary subset \( A' \subseteq A \) of candidates. This model was considered by Brams and Fishburn [6]; see also [1, 7]. Masso and M. Vorsatz [14] suggested further generalization, called weighted approval voting, waving the neutrality condition: each voter has a positive integer weight (which may correspond, for example, to the number of people that (s)he represents). Then, naturally, the elected candidate(s) is (are) the candidate(s) with the maximum weighted sum of approval.

In this paper we focus on distributed approval voting: Each voter \( i \in I \) is given a positive integer number \( \alpha_i \) of voting cards that (s)he can distribute arbitrarily among the candidates, thus expressing the measure of approval by this voter. This notion generalizes both approval and weighted approval voting. The candidates with the highest number of voting cards are chosen for the final round, and eventually one of them is selected. The integer \( \alpha_i \) is called the weight or power of voter \( i \) and the obtained voting scheme is called distributed approval voting. In this paper we consider both the sets of
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candidates entering the final round (distributed approval voting correspondences) and the possible final round selections (distributed approval voting forms).

The standard mathematical approach in voting theory (see, for example, [18, 19]) is to consider the normal form of a voting scheme. In this paper we also use normal form to represent distributed approval voting. Most of our results in this paper are related to the case of \( n = 2 \) voters. We therefore adopt a simplified notation where the number of voting cards of the two voters is denoted by \( \alpha \) and \( \beta \) instead of \( \alpha_1 \) and \( \alpha_2 \). In Section 4.3 we focus on the case of two candidates and arbitrary number of voters, so there we switch back to the notation \( \alpha_i, i \in I \) for the powers of voters.

For \( n = 2 \) we denote by

\[
X = \left\{ x \in \mathbb{Z}_+^A \left| \sum_{a \in A} x_a = \alpha \right. \right\} \quad \text{and} \quad Y = \left\{ y \in \mathbb{Z}_+^A \left| \sum_{a \in A} y_a = \beta \right. \right\}
\]

the sets of possible voting strategies of the two voters. We denote by

\[
k = \left( \frac{\alpha + p - 1}{p - 1} \right) = |X| \quad \text{and} \quad \ell = \left( \frac{\beta + p - 1}{p - 1} \right) = |Y|
\]

the cardinalities of these sets.

To simplify our notation, for voting strategies \( z \in \mathbb{Z}_+^A \) we also introduce

\[
AM(z) = \arg\max_{a \in A} z_a
\]

to denote the subset of candidates that receive the most voting cards under voting strategy \( z \).

A matrix \( h \in (2^A)^{k \times \ell} \) is called a voting correspondence. We call it a distributed approval voting correspondence (DAV correspondence for short) if we can label the sets of voting strategies \( X = \{x^1, \ldots, x^k\} \) and \( Y = \{y^1, \ldots, y^\ell\} \) such that

\[
h(i, j) = AM(x^i + y^j)
\]

for all \( i = 1, \ldots, k \) and \( j = 1, \ldots, \ell \). We call a matrix \( g \in A^{k \times \ell} \) a voting form. We call it a distributed approval voting form (DAV form for short) if we can label the sets of voting strategies \( X = \{x^1, \ldots, x^k\} \) and \( Y = \{y^1, \ldots, y^\ell\} \) such that

\[
g(i, j) \in AM(x^i + y^j)
\]

for all \( i = 1, \ldots, k \) and \( j = 1, \ldots, \ell \).

As a small example assume that \( A = \{a, b\} \) and \( \alpha = \beta = 3 \). Then we have \( X = Y = \{(3, 0), (2, 1), (1, 2), (0, 3)\} \), and \( k = \ell = 4 \). See Figures 1 and 2 for the corresponding DAV correspondence and some possible DAV forms.

|       | (3,0) | (2,1) | (1,2) | (0,3) |
|-------|-------|-------|-------|-------|
| (3,0) | \{a\} | \{a\} | \{a\} | \{a,b\} |
| (2,1) | \{a\} | \{a\} | \{a,b\} | \{b\} |
| (1,2) | \{a\} | \{a,b\} | \{b\} | \{b\} |
| (0,3) | \{a,b\} | \{b\} | \{b\} | \{b\} |

Figure 1: A DAV correspondence with \( p = 2 \) and \( \alpha = \beta = 3 \).

Note that while a given set of parameters \( p, \alpha, \) and \( \beta \) defines a unique DAV correspondence, we may have many different DAV forms corresponding to it. In some of these DAV forms we may have identical rows, see Figures 1 and 2.
Recall that for given $p$, $\alpha$, and $\beta$ we can easily compute $k$ and $\ell$ by (1). On the other hand, given a voting correspondence or voting form, we can determine $p$ just by inspecting the matrix entries (since all candidates must appear in any DAV correspondence or form). Consequently we can also determine the values of $\alpha$ and $\beta$ or conclude that no $\alpha$ and/or $\beta$ can satisfy (1). In the rest of the paper we assume that for the considered voting correspondences or forms the parameters $p$, $\alpha$, and $\beta$ that satisfy (1) always exist. We also assume that if a voting correspondence or form is given, then the set $A$ of candidates is simply the set of elements appearing in the given matrix.

The paper is structured as follows. Section 2 deals with DAV correspondences for two voters ($n = 2$). It contains two main results: sufficient and necessary conditions for any DAV correspondence satisfying these conditions to have distinct rows (or columns, by symmetry), and a polynomial time recognition algorithm which for a given input voting correspondence decides whether it is a DAV correspondence, and in the affirmative case outputs a corresponding labelling of rows and columns by voting strategies. Section 3 deals with DAV forms for two voters. Similarly, it also contains two main results. The first one provides sufficient and necessary conditions for any DAV form satisfying these conditions to have distinct rows (or columns, by symmetry). Here the set of conditions is more complex than for DAV correspondences, and also the proof is more involved. The second result is a polynomial time recognition algorithm which for a given input voting form decides whether it is a DAV form, and in the affirmative case outputs a corresponding labeling of rows and columns by voting strategies. However, this algorithm assumes additional conditions on the input parameters $p$, $\alpha$ and $\beta$, and therefore, unlike for correspondences, it cannot be used for every input voting form. Section 4 treats three special cases not covered completely by the previous sections. The first special case $\alpha = \beta = 1$ is the original plurality voting (for two voters) which motivated the concept of distributed approval voting. For this case we give a complete characterization of DAV voting forms by a set of three forbidden submatrices. For the second special case $\alpha, \beta \leq 2$ we give a simple polynomial time recognition algorithm for DAV forms as this case is not fully covered by the general recognition algorithm of Section 3. The last special case deals with two candidates ($p = 2$) and an arbitrary number of voters ($n \geq 2$). We conclude the paper by several remarks and open problems in Section 5.

2 Distributed Approval Voting Correspondences

Our first result characterizes the cases when all corresponding DAV forms have pairwise distinct rows.

**Theorem 1** For $p \geq 2$ and $\alpha \geq 2$ a DAV correspondence has distinct rows if and only if $\beta \geq \alpha - 2$.

**Proof.** Let us show first that $\beta < \alpha - 2$ implies that the DAV correspondence has two identical rows. Consider two voting strategies $x, x' \in X$ with $x_a = \alpha$ (and hence $x_b = 0$ for all $b \neq a$) and $x'_a = \alpha - 1$. Since $\beta < \alpha - 2$ candidate $a$ received enough voting cards in both $x$ and $x'$ so that
Lemma 2 \(\text{AM}(x + y) = \text{AM}(x' + y) = \{a\}\) for all \(y \in Y\). Hence the DAV correspondence has identical rows and \(x'\).

Let us assume next that \(\beta \geq \alpha - 2\) and for two arbitrary distinct voting strategies \(x, x' \in X\) consider the following two cases:

Case 1: \(\text{AM}(x) \neq \text{AM}(x')\). Without loss of generality we assume \(a \in \text{AM}(x) \setminus \text{AM}(x')\). Choose \(b \in \text{AM}(x')\). This choice of \(a\) and \(b\) implies that \(x_a \geq x_b\) and \(x'_a < x'_b\). Let us consider voting strategy \(y \in Y\) which splits all \(\beta\) voting cards among \(a\) and \(b\) (i.e. \(y_c = 0\) for all \(c \in A \setminus \{a, b\}\)) in such a way that \(y_b \leq y_a \leq y_b + 1\). If \(\beta\) is even, then \(y_a = y_b\) and hence \(x_a + y_a \geq x_b + y_b\) while \(x'_a + y_a < x'_b + y_b\). Therefore we have \(a \in \text{AM}(x + y) \setminus \text{AM}(x' + y)\). If \(\beta\) is odd, then \(y_a = y_b + 1\) and hence \(x_a + y_a > x_b + y_b\) while \(x'_a + y_a \leq x'_b + y_b\). Therefore we have \(b \in \text{AM}(x' + y) \setminus \text{AM}(x + y)\). In either case we proved that \(\text{AM}(x + y) \neq \text{AM}(x' + y)\).

Case 2: \(\text{AM}(x) = \text{AM}(x')\). Choose \(a \in \text{AM}(x)\) and without loss of generality assume that \(x_a \geq x'_a\). If \(x_b \geq x'_b\) for all \(b \in A\), then \(x \geq x'\), which in turn implies \(x = x'\) (because the sum of all coordinates is \(\alpha\) for both \(x\) and \(x'\)) which is a contradiction. Hence there exists a candidate \(c \in A\) such that \(0 \leq x_c < x'_c\) and therefore the set \(B = \{c \in A \mid x'_c - x_c > x'_a - x_a\}\) is not empty. Let us now fix an arbitrary \(b \in \text{argmax}_{c \in B} x'_c\). Clearly \(x'_b > 0\). Note also that \(x_b < x_a\) since \(B \cap \text{AM}(x) = \emptyset\) by the definition of \(B\) and the assumption \(a \in \text{AM}(x) = \text{AM}(x')\).

Let us show that there exists a voting strategy \(y \in Y\) such that all \(\beta\) voting cards are split among candidates \(a\) and \(b\) in such a way that \(x'_a + y_a \leq x'_b + y_b \leq x'_a + y_a + 1\) holds. This is not difficult to verify since \(\beta \geq \alpha - 2\) is assumed and \(x'_a > x'_b > 0\) implies \(x'_a < x'_b\). If \(x'_a + y_a = x'_b + y_b\) then we have \(b \in \text{AM}(x' + y) \setminus \text{AM}(x + y)\), while if \(x'_a + y_a + 1 = x'_b + y_b\) then we have \(a \in \text{AM}(x + y) \setminus \text{AM}(x' + y)\). In either case we have \(\text{AM}(x + y) \neq \text{AM}(x' + y)\).

Thus the rows corresponding to voting strategies \(x\) and \(x'\) are different. Since this is true for two arbitrary rows, the statement follows.

Now we proceed to the main result of this section which is a polynomial time recognition algorithm for DAV correspondences. We start with introducing additional notation.

For a voting strategy \(x \in X\) and a candidate \(a \in A\) let us denote by \(s(x, a)\) the number of occurrences of \(a\) in the row of the DAV correspondence labeled by \(x\), i.e.,

\[s(x, a) = |\{y \in Y \mid a \in \text{AM}(x + y)\}|.\]

We call the vector \(s(x) = (s(x, a) \mid a \in A)\) the signature of \(x\).

Lemma 2 If \(\beta \geq \alpha - 1\), then the rows of a DAV correspondence have pairwise distinct signatures.

Proof. Let us consider arbitrary two distinct voting strategies \(x, x' \in X\), and set \(B = \text{argmax}_{a \in A} (x_a - x'_a)\). We first claim that for every \(y \in Y\) the containment \(\text{AM}(x' + y) \cap B \subseteq \text{AM}(x + y)\) holds. Indeed, for any \(a \in A\) and \(b \in \text{AM}(x' + y)\), we have \(x'_a + y_b \geq x'_a + y_a\). Moreover, if \(b \in \text{AM}(x' + y) \cap B\) then \(x_b + y_b \geq x_a + y_a\) and thus \(b \in \text{AM}(x + y)\).

The above containment implies that \(s(x', b) \leq s(x, b)\) for every \(b \in B\). To complete the proof we show that for at least one \(b \in B\) this inequality is strict, i.e., \(s(x', b) < s(x, b)\).

Case 1: \(p = 2\). In this case, \(|B| = |A \setminus B| = 1\). Let \(B = \{b\}\) and \(A \setminus B = \{a\}\). By definition \(x_b > x'_b\) and \(x_a < x'_a\). Since \(\beta \geq \alpha - 1\) there exists \(y \in Y\) for which \(x_a + y_a \leq x_b + y_b \leq x_a + y_a + 1\). From these inequalities it is not hard to derive that \(b \in \text{AM}(x + y) \setminus \text{AM}(x' + y)\), implying that \(s(x', b) < s(x, b)\).
Case 2: \( p \geq 3 \). Define \( b \in \text{argmax}_{d \in B} x'_d \) and \( c \in \text{argmax}_{d \in A \setminus B} x'_d \). Note that \( \text{max}(x'_b, x'_c) \) is equal to the maximum of the components of \( x' \). Note also that we have \( x'_c > 0 \) since otherwise \( x \geq x' \) follows, contradicting that \( x \) and \( x' \) are distinct elements in \( X \). Since \( \beta \geq \alpha - 1 \) and \( p \geq 3 \), there exists a \( y \in Y \) such that \( x'_b + y_b = x'_c + y_c \) and \( y_b + y_c \geq \beta - 1 \). Then we have \( b \in AM(x+y) \setminus AM(x'+y) \) by \( b \in B \). Thus \( s(x', a) < s(x, a) \). \hfill \blacksquare

Given a voting correspondence \( h \in (2^A)^{\ell \times k} \) we define \( s_h(i, a) \) as the number of candidates \( a \in A \) that occur in row \( i \) of \( h \):

\[
s_h(i, a) = |\{j \in \{1, \ldots, \ell\} \mid a \in h(i, j)\}|.
\]

We call the vector \( s_h(i) = (s_h(i, a) \mid a \in A) \) the signature of row \( i \) of \( h \), or simply a row-signature of \( h \).

**Theorem 3** Let \( h \in (2^A)^{\ell \times k} \) be a voting correspondence. Then we can recognize in polynomial time if \( h \) is a DAV correspondence. Also, if we can also obtain in polynomial time a labeling of rows and columns by the elements of \( X \) and \( Y \), respectively. Moreover, if \( \ell \geq k \) then the labeling of the rows is unique, otherwise the labeling of the columns is unique.

**Proof.** Let us recall that if \( h \) is indeed a DAV correspondence then we can compute the unique \( \alpha \) and \( \beta \) values. Without loss of generality we can assume that \( \ell \geq k \) since otherwise we can interchange the roles of \( k \) and \( \ell \) and transpose the input matrix. Thus, \( \beta \geq \alpha \) can also be assumed. Let us next compute the row-signatures of \( h \) and compare them to the signatures of the voting strategies \( x \in X \). If \( s_h(i) = s(x) \), then we assign \( x \) to the \( i \)th row of \( h \), i.e., we label \( x = x' \). By Lemma 2 \( h \) is a DAV correspondence if and only if we have exactly one such \( x \in X \) for every row of \( h \). If it is the case, we obtain in \( O(k\ell p) \) time a unique assignment of \( X = \{x_1, \ldots, x_k\} \) to the rows of \( h \).

Next we check if \( Y \) can be assigned to columns of \( h \). For this we create a bipartite graph \( G = (V, E) \) with \( V = Y \cup \{1, \ldots, \ell\} \) and \( E = \{(y, j) \mid AM(x_i + y) = h(i, j) \} \) for all \( i = 1, \ldots, k \) in \( O(\ell^2 kp) \) time. It is not difficult to see that \( G \) has a perfect matching if and only if \( h \) is a DAV correspondence, where the matching provides a one-to-one assignment of \( Y \) to the columns of \( h \). Since a perfect matching can be computed in \( O(\ell^3) \) time if exists \( [10, 11, 12] \), the labeling of columns can be computed in \( O(\ell^3 p) \) time. Since such a perfect matching may not be unique, our labeling of the columns may not be unique either. \hfill \blacksquare

### 3 Distributed Approval Voting Forms

In this section, we consider DAV forms. For voting strategies \( x, x' \in X \) let us define

\[
D(x, x') = \{y \in Y \mid AM(x + y) \cap AM(x' + y) = \emptyset\}
\]

as the set of voting strategies \( y \in Y \) that surely differentiate the rows labeled by voting strategies \( x \) and \( x' \) of any DAV form.

**Lemma 4** Given distinct voting strategies \( x, x' \in X \) choose \( a \in AM(x - x') \) and \( b \in AM(x' - x) \) and consider the voting strategy \( x'' \in X \) defined by

\[
x''_e = \begin{cases} 
x'_a + 1 & e = a, \\
x'_b - 1 & e = b, \\
x'_c & e \in A \setminus \{a, b\}.
\end{cases}
\]

Then we have

\[
D(x, x'') \subseteq D(x, x').
\]
Proof. For \( x, x' \in X \) with \( x \neq x' \), let \( a \in AM(x - x') \) and \( b \in AM(x' - x) \). We assume that there exists a \( y \in D(x, x') \setminus D(x, x') \), and derive a contradiction.

By definition, we have \( AM(x + y) \cap AM(x'' + y) = \emptyset \) and \( AM(x + y) \cap AM(x' + y) \neq \emptyset \). Hence, we have a candidate \( c \in (AM(x + y) \cap AM(x' + y)) \setminus AM(x'' + y) \), and the following inequalities are satisfied:

\[
\begin{align*}
&x_e + y_c \geq x_e + y_e \quad \text{for all } e \in A, \quad (2a) \\
x'_e + y_c \geq x'_e + y_e \quad \text{for all } e \in A, \quad (2b) \\
x''_e + y_c < x''_d + y_d \quad \text{for some } d \in AM(x'' + y). \quad (2c)
\end{align*}
\]

By definition, \( a \neq b \) and \( c \neq d \) hold. Moreover, (2a) and (2b) imply that \( c = b \) or \( d = a \). In the following we separately consider the following three cases.

Case 1. \( c = b \) and \( d = a \): Recall that by the choice of \( a \) and \( b \) we have

\[
x_a - x'_a > 0 > x_b - x'_b. \tag{3}
\]

Therefore, we have

\[
x_a + y_a = (x_a - x'_a - 1) + x''_a + y_a > (x_a - x'_a - 1) + x'_b + y_b = (x_a - x'_a - 2) + x'_b + y_b \\
\geq (x_b - x'_b) + x'_b + y_b = x_b + y_b,
\]

where the first and second inequalities follow from (2a) and (3), respectively. This contradicts (2a).

Case 2. \( c = b \) and \( d \in A \setminus \{a, b\} \): In this case \( x'_d = x''_d \), and thus (2b) and (2c) imply \( x_b + y_b = x'_d + y_d \).

Since \( x_b - x'_b \leq x_d - x'_d \) by our choice of \( b \), we also get \( x_d + y_d \geq x_b + y_b \), which together with (2a) and \( c = b \) implies that \( d \in AM(x + y) \). This contradicts \( AM(x + y) \cap AM(x'' + y) = \emptyset \).

Case 3. \( c \in A \setminus \{a, b\} \) and \( d = a \): In this case we have \( x'_c = x''_c \) and thus inequalities (2b) and (2c) imply that \( a \in AM(x' + y) \cap AM(x'' + y) \). By our choice of \( a \) we also have \( x_a - x'_a \geq x_e - x'_e \) for all \( e \in A \).

Therefore, \( a \in AM(x' + y) \) implies \( a \in AM(x + y) \), which contradicts \( AM(x + y) \cap AM(x'' + y) = \emptyset \).

Lemma 4 implies that decreasing the distance \( \sum^n_{i=1} |x_i - x'_i| \) between two (row) voting strategies \( x \) and \( x' \) (i.e. moving from \( x' \) to \( x'' \)) can only shrink the set of (column) voting strategies that surely differentiate the two rows. Hence, in order to verify that every pair of (row) voting strategies \( x \) and \( x' \) has nonempty \( D(x, x') \), it suffices to verify this condition for ”neighboring” pairs, i.e. those \( x \) and \( x' \) for which \( x_a = x'_a + 1 \), \( x_b = x'_b - 1 \), and \( x_e = x'_e \) if \( e \notin \{a, b\} \) for some candidates \( a \) and \( b \).

Lemma 5 For \( p \geq 3 \), let \( x \) and \( x' \) be two voting strategies in \( X \) such that \( x_a = x'_a + 1 \), \( x_b = x'_b - 1 \), and \( x_e = x'_e \) if \( e \notin \{a, b\} \) for some candidates \( a \) and \( b \). Let \( y \in Y \) be arbitrary, Then \( AM(x + y) \cap AM(x' + y) = \emptyset \) implies \( AM(x + y) = \{a\} \) and \( AM(x' + y) = \{b\} \).

Proof. We first note that \( b \notin AM(x + y) \), since otherwise also \( b \in AM(x' + y) \) holds, which contradicts the disjointness assumption \( AM(x + y) \cap AM(x' + y) = \emptyset \). Similarly we have \( a \notin AM(x' + y) \).

We next assume by contradiction that there exists a candidate \( c \in AM(x + y) \) such that \( c \notin \{a, b\} \). Let us select \( d \in AM(x' + y) \). If \( d \notin \{a, b\} \), then we must have \( x_d = x_c = x''_d = x'_c \), which implies \( c \in AM(x' + y) \), a contradiction to the disjointness assumption. By \( c \in AM(x + y) \), we have \( x'_c = x_c \geq x_a > x'_a \) and so \( d \neq a \) follows. Hence \( AM(x' + y) = \{b\} \) is the only remaining possibility. However,
in this case \( x'_b > x'_c \) and so \( x_b = x'_b - 1 \geq x'_c = x_c \) implying \( b \in AM(x + y) \), which again contradicts the disjointness assumption. Therefore there exists no \( c \notin \{a, b\} \) such that \( c \in AM(x + y) \), and by a symmetrical argument also no \( c \notin \{a, b\} \) such that \( c \in AM(x' + y) \).

Combining the arguments in the above two paragraphs proves the claim, i.e. \( AM(x + y) = \{a\} \) and \( AM(x' + y) = \{b\} \).

\textbf{Theorem 6} Given \( p, \alpha \) and \( \beta \), all distributed approval voting forms have distinct rows if and only if one of the following conditions hold:

(i) \( p = 2: \beta \geq \alpha - 1 \) and \( \alpha + \beta \) is odd;

(ii) \( p = 3: \beta \geq 2\alpha \) or \( \beta = 2\alpha - 2 \);

(iii) \( p \geq 4: (\alpha, \beta) \neq (1, 1) \) and \( \beta \geq 2\alpha - 2 \).

\textbf{Proof.} We separately prove each of the three cases (i), (ii), and (iii).

(i) For \( p = 2 \) let us denote \( A = \{a, b\} \). Note that if \( \alpha + \beta \) is odd, we always have a unique elected candidate for every pair of voting strategies \( x \in X \) and \( y \in Y \). Therefore, in this case the DAV correspondence represents in fact a unique DAV form. Moreover, note that \( \beta = \alpha - 2 \) is impossible for \( \alpha + \beta \) odd, and so \( \beta \geq \alpha - 2 \) is equivalent to \( \beta \geq \alpha - 1 \). Thus, by Theorem \[4] if \( \alpha + \beta \) is odd, the unique DAV form has distinct rows if and only if \( \beta \geq \alpha - 1 \).

Let us now consider the case in which \( \alpha + \beta \) is even. We show in this case that there always exists a DAV form with two identical rows. Assume first that both \( \alpha \) and \( \beta \) are even. Then we consider two voting strategies \( x, x' \in X \) where \( x = (\alpha/2, \alpha/2) \) and \( x' = (\alpha/2-1, \alpha/2+1) \). Let \( y = (\beta_1, \beta_2) \in Y \) be arbitrary. If \( \beta_1 \geq \beta_2 + 2 \), we have \( a \in AM(x + y) \cap AM(x' + y) \). If \( \beta_1 \leq \beta_2 \), we have \( b \in AM(x + y) \cap AM(x' + y) \). Note that \( \beta_1 \neq \beta_2 + 1 \) by the assumption that \( \beta \) is even. We next assume that both \( \alpha \) and \( \beta \) are odd. Then we consider voting strategies \( x = ([\alpha/2], [\alpha/2]) \), \( x' = ([\alpha/2], [\alpha/2]) \), and \( y = (\beta_1, \beta_2) \). If \( \beta_1 \geq \beta_2 + 1 \), we have \( a \in AM(x + y) \cap AM(x' + y) \). If \( \beta_1 \leq \beta_2 - 1 \), we have \( b \in AM(x + y) \cap AM(x' + y) \). Note that \( \beta_1 \neq \beta_2 \) by the assumption that \( \beta \) is odd.

(ii). For \( p = 3 \) let us denote \( A = \{a, b, c\} \). Let us first show that if \( \beta \geq 2\alpha \) or \( \beta = 2\alpha - 2 \) than any DAV form has pairwise distinct rows. Let \( x \) and \( x' \) be two voting strategies in \( X \) such that \( x_a = x'_a + 1 \), \( x_b = x'_b - 1 \) and \( x_c = x'_c \). We prove that the rows corresponding to \( x \) and \( x' \) are distinct which by Lemma \[4\] implies that any two rows are distinct. To this end, we construct a voting strategy \( y = (y_a, y_b, y_c) \in Y \) for which we prove that \( AM(x + y) = \{a\} \) and \( AM(x' + y) = \{b\} \). Let us define \( (y_a, y_b, y_c) \) such that

\[
x_a' + y_a = x_b + y_b \quad \text{and} \quad y_c \in \{0, 1\}.
\]

Voting strategy \( y \in Y \) satisfying \[4\] can be constructed as follows. We distribute the \( \beta \) voting cards in such a way that we first add \( |x_a' - x_b| \leq \alpha - 1 \leq \beta \) cards to either \( y_a \) or \( y_b \) depending which of \( x_a, x_b \) is smaller, and then add pairs of cards to \( y_a \) and \( y_b \) until all \( \beta \) cards are used except maybe one, which is then given to \( y_c \). Note that since up to \( \beta \geq 2(\alpha - 1) \) cards were distributed into \( y_a \) and \( y_b \), the construction of \( y \) guarantees \( x_a' + y_a \geq \alpha - 1 \) and \( x_b + y_b \geq \alpha - 1 \) which implies

\[
x_a + y_a \geq \alpha \quad \text{and} \quad x_b + y_b \geq \alpha.
\]

Furthermore note that

\[
x_c = x'_c \leq \alpha - 1, \quad x_a + y_a > x_b + y_b, \quad \text{and} \quad x'_a + y_a < x'_b + y_b,
\]

where the first inequality follows from \( x_a \geq 1 \) and the remaining two are an easy consequence of \[4\].
Let us consider the case of $\beta = 2\alpha - 2$. If $x_c = x'_c = \alpha - 1$, then $x = (1, 0, \alpha - 1), x' = (0, 1, \alpha - 1)$, and $y = (\alpha - 1, \alpha - 1, 0)$. Hence we have $AM(x + y) = \{a\}$ and $AM(x' + y) = \{b\}$. On the other hand, if $x_c = x'_c \leq \alpha - 2$, then we have $x_a + y_a > x_b + y_b$ by (6) and $x_a + y_a \geq \alpha > x_c + y_c$ by (5) implying $AM(x + y) = \{a\}$. Similarly, $x'_b + y_b > x'_a + y_a$ holds by (6) and $x'_b + y_b \geq \alpha > x'_c + y_c$ by (5) implying $AM(x + y) = \{b\}$.

Let us consider the case of $\beta \geq 2\alpha$. In this case we can replace (5) by stronger inequalities $x'_a + y_a \geq \alpha$ and $x'_b + y_b \geq \alpha$ which imply $x_a + y_a \geq \alpha + 1 > x_c + y_c$ and $x'_b + y_b \geq \alpha + 1 > x'_c + y_c$. These together with (6) again imply that $AM(x + y) = \{a\}$ and $AM(x' + y) = \{b\}$.

We next consider the case in which $\beta = 2\alpha - 1$ or $\beta \leq 2\alpha - 3$. Let $x$ and $x'$ be two voting strategies such that $x = (1, 0, \alpha - 1)$ and $x' = (0, 1, \alpha - 1)$. We show that $AM(x + y) \cap AM(x' + y) \neq \emptyset$ holds for any $y \in Y$, which completes the proof of (ii). By contradiction assume that there exists $y \in Y$ such that $AM(x + y) \cap AM(x' + y) = \emptyset$. By Lemma 5 we have $AM(x + y) = \{a\}$ and $AM(x' + y) = \{b\}$. Thus $y$ satisfies $y = (\lambda, \mu)$ for some nonnegative integers $\lambda$ and $\mu$ and moreover we may assume $\mu \in \{0, 1\}$. If $\beta = 2\alpha - 1$, we have $\lambda = \alpha - 1$ and $\mu = 1$ which implies that $c \in AM(x + y) \cap AM(x' + y)$. If $\beta \leq 2\alpha - 3$, we have $\lambda \leq \alpha - 2$ which again implies $c \in AM(x + y) \cap AM(x' + y)$. Thus, in either case, we derive a contradiction.

(iii). For $p \geq 4$ let us denote $A = \{a, b, c, d\}$. This case is somewhat similar to (ii) so we make the proof less detailed. Let us first show that if $(\alpha, \beta) \neq (1, 1)$ and $\beta \geq 2\alpha - 2$ then any DAV form has pairwise distinct rows. Let $x$ and $x'$ be two voting strategies in $X$ such that $x_a = x'_a + 1, x_b = x'b - 1$ and $x_c = x'_c$ for all $e \not\in \{a, b\}$. We prove that the rows corresponding to $x$ and $x'$ are distinct which by Lemma 4 implies that any two rows are distinct. To this end, we construct a voting strategy $y \in Y$ for which we prove that $AM(x + y) = \{a\}$ and $AM(x' + y) = \{b\}$. Let $c$ be a candidate in $A$ such that $c \in \arg\max_{e \in A \setminus \{a, b\}} x_e$ and let us define $y$ such that $x'_a + y_a = x_b + y_b, y_c \in \{0, 1\}$ and $e = 0$ if $e \not\in \{a, b, c\}$. We can again derive both (5) and (6) with the only difference that this time $x_c = x'_c \leq \frac{\alpha - 1}{2}$ because there are at least two other candidates outside of $\{a, b\}$ and $c$ is the one with fewer (or equal number of) voting cards. Furthermore note that

$$x_a + y_a \geq \alpha > x_e + y_e \text{ for all } e \in A \setminus \{a, b, c\}, \text{ and } x'_b + y_b \geq \alpha > x'_e + y_e \text{ for all } e \in A \setminus \{a, b, c\}. \quad (7)$$

Now if $\alpha > 1$, we have

$$x_a + y_a \geq \alpha > \frac{\alpha - 1}{2} + 1 \geq x_c + y_c \text{ and } x'_b + y_b \geq \alpha > \frac{\alpha - 1}{2} + 1 \geq x'_c + y_c,$$

which together with (6) and (7) implies $AM(x + y) = \{a\}$ and $AM(x' + y) = \{b\}$. If $\alpha = 1$ and $\beta \geq 2$, then we have $x = (1, 0, 0 \ldots), x' = (0, 1, 0 \ldots)$, and $y = (\lambda, \lambda \ldots)$ for $\lambda \geq 1$, and so

$$x_a + y_a \geq 2 > 1 \geq x_c + y_c \text{ and } x'_b + y_b \geq 2 > 1 \geq x'_c + y_c,$$

which again together with (6) and (7) implies $AM(x + y) = \{a\}$ and $AM(x' + y) = \{b\}$. This proves our claim.

We next consider the case in which $(\alpha, \beta) = (1, 1)$ or $\beta \leq 2\alpha - 3$. Let $a, b, c \in A$, and let $x$ and $x'$ be two strategies such that $x_a = 1, x'_a = 0, x_b = 0, x'_b = 1, x_c = x'_c = \alpha - 1$, and $x_e = x'_e = 0$ if $e \not\in \{a, b, c\}$. We show that $AM(x + y) \cap AM(x' + y) \neq \emptyset$ holds for any $y \in Y$, which completes the proof of (iii). By contradiction assume that there exists $y \in Y$ such that $AM(x + y) \cap AM(x' + y) = \emptyset$. By Lemma 5 we have $AM(x + y) = \{a\}$ and $AM(x' + y) = \{b\}$. Thus $y$ satisfies $y_a = y_b = \lambda$. If $(\alpha, \beta) = (1, 1)$, then $\lambda = 0$. If $d$ is the candidate with $y_d = 1$ then $d \in AM(x + y) \cap AM(x' + y)$. If $\beta \leq 2\alpha - 3$ then $\lambda \leq \alpha - 2$ which implies $c \in AM(x + y) \cap AM(x' + y)$. Therefore, in either case, we derive a contradiction. ■
In the rest of this section we study the problem of recognizing if a given voting form \( g \in A^{k \times \ell} \) is distributed approval. Recall that it is easy to check equalities (I), and thus we can assume those in the sequel. To formulate our result, we need a few more definitions.

Given a subset \( B \subseteq A \), we denote by
\[
|\{j \mid g(i, j) \in B, j = 1, \ldots, \ell\}| = s_g(i, B)
\]
the number of candidates belonging to \( B \) in row \( i \) of \( g \). For a voting strategy \( x \in X \) we denote by
\[
L(x, B) = \{y \in Y \mid AM(x + y) \subseteq B\} \quad \text{and} \quad U(x, B) = \{y \in Y \mid AM(x + y) \cap B \neq \emptyset\}
\]
the sets of voting strategies of the second (column) voter for which we must (resp. can) have a candidate from \( B \) in the row of a DAV form labeled by \( x \). Note that \( L(x, B) \subseteq U(x, B) \) always hold. Note also that \( x \) can label row \( i \) of voting form \( g \) only if
\[
|L(x, B)| \leq s_g(i, B) \leq |U(x, B)|
\]
holds for all subsets \( B \subseteq A \).

Let us consider two voting strategies \( x, x' \in X \) and associate to them the set
\[
B(x, x') = \{a \in A \mid x_a > x'_a\}.
\]
By definition, for any distinct \( x \) and \( x' \) in \( X \) we have \( B(x, x') \neq \emptyset \) and \( B(x, x') \cap B(x', x) = \emptyset \).

**Lemma 7** If \( p \geq 3 \) and \( \beta \geq 2\alpha \), then for all \( x, x' \in X \), \( x \neq x' \) we have \(|U(x', B(x, x'))| < |L(x, B(x, x'))|\).

**Proof.** Let us denote \( B = B(x, x') \). Note that \( x_b > x'_b \) for all \( b \in B \), and \( x'_c \geq x_c \) for all \( c \in A \setminus B \).

Hence if \( y \in Y \) satisfies that \( AM(x' + y) \cap B \neq \emptyset \), then we have \( AM(x + y) \subseteq B \), implying that \( U(x', B) \subseteq L(x, B) \). Thus, to prove the claim, it remains to show that \( L(x, B) \setminus U(x', B) \neq \emptyset \).

Choose two candidates \( b \) and \( c \) such that \( b \in \operatorname{argmax}_{a \in B} x_a \) and \( c \in \operatorname{argmax}_{a \in B(x', x)} x'_a \) and construct \( y \in Y \) such that \( x_b + y_b = x'_c + y_c \) and \( y_b + y_c \geq \beta - 1 \). If \( \beta \) and \( x_b - x'_c \) are of different parity then we must have \( y_a = 1 \) for some \( a \notin \{b, c\} \). Such an \( a \) exists because we assume \( p \geq 3 \). Since \( x_b \geq 1 \), \( x'_c \geq 1 \), and \( \beta \geq 2\alpha \), we get that \( x_b + y_b = x'_c + y_c \geq \alpha + 1 \), while \( y_a + \max\{x_a, x'_a\} \leq \alpha \) for every \( a \notin \{b, c\} \). It is now not difficult to verify that \( AM(x + y) = \{b\} \) and \( AM(x' + y) = \{c\} \) which implies \( y \in L(x, B) \setminus U(x', B) \).

Note that for \( p = 3 \) and \( \beta = 2\alpha - 1 \) the above claim is not true, e.g., for voting strategies \( x = (1, 0, \alpha - 1) \) and \( x' = (0, 1, \alpha - 1) \). A similar claim can be shown for \( p = 2 \) if \( \beta \geq \alpha - 1 \) and \( \alpha + \beta \) is odd, which is equivalent to the condition in Theorem 6(i).

Now we are ready to prove our main result for the recognition of DAV forms.

**Theorem 8** Let \( g \) be a voting form such that \( p \geq 3 \) and \( \beta \geq 2\alpha \) hold for the corresponding parameters. Then we can recognize in polynomial time if \( g \) is DAV form. If so, we can also obtain in polynomial time a labeling of rows and columns by the elements of \( X \) and \( Y \), respectively. Moreover, the labeling of rows is unique.

**Proof.** As before, we assume that equalities (I) hold, otherwise \( g \) is not a DAV form. Let us next define
\[
\mathcal{B} = \{B(x, x') \mid x, x' \in X\}.
\]
Then for each row \( i \) of \( g \) let us check the inequalities (S) for all \( B \in \mathcal{B} \) and \( x \in X \). By Lemma 4 there can be at most one \( x \in X \) such that (S) hold for all \( B \in \mathcal{B} \). If to all rows there is one such \( x \in X \)
corresponding, then \( g \) is distributed approval, and we constructed a unique assignment of the voting strategies in \( X \) to the rows of \( g \).

If such a unique row labeling exists, then we can follow the proof of Theorem 8 and construct a bipartite graph between the elements of \( Y \) and the columns of \( g \). We define \( G = (V, E) \) with \( V = Y \cup \{1, \ldots, \ell\} \) and \( E = \{(y, j) \mid AM(x + y) \ni g(i, j) \text{ for all } i = 1, \ldots, k\} \). It is again easy to see that any perfect matching in \( G \) provides us with a labeling of the columns of \( g \) by the elements of \( Y \). ■

Note that if \( p \geq 3 \) and \( \alpha \geq 2\beta \), then we can repeat the previous claim for the columns instead of the rows.

4 Special Cases

In this section we shall investigate DAV forms in three special cases, namely \( \alpha = \beta = 1 \), \( \alpha, \beta \leq 2 \) (in both cases with \( n = 2 \) as before), and \( p = 2 \) with arbitrary \( n \). For \( \alpha = \beta = 1 \) we give a characterization of DAV forms by a collection of forbidden submatrices. For \( \alpha, \beta \leq 2 \) (which includes the previous case as a subcase) we give a recognition algorithm for DAV forms which uses similar techniques as Theorem 8 (note that the cases \( \alpha = \beta = 1 \) and \( \alpha = \beta = 2 \) are not covered by Theorem 8). Finally, for \( p = 2 \) (only two candidates) we derive a characterization of DAV forms for any number of voters \( n \).

4.1 Case \( \alpha = \beta = 1 \).

This case corresponds to what is known as plurality voting with two voters\(^1\). Here we get \( k = \ell = p \) by (1), so every DAV form is a square \( p \times p \) matrix where each of the \( p \) candidates serves once as a row label (voting strategy) and once as a column label because the sets \( X \) and \( Y \) of row and column voting strategies are in this case just sets of all unit vectors of dimension \( p \) that can be identified with the set \( A \) of candidates. Hence recognizing whether a given voting form \( g \) is a DAV form amounts to finding the two appropriate permutations of \( A \) (one for rows and one for columns) or proving that such permutations do not exist. Let us define the following three matrices

\[
 m_1 = \begin{bmatrix} a & b \\ c & a \end{bmatrix} \quad m_2 = \begin{bmatrix} a & a \\ a & a \end{bmatrix} \quad m_3 = \begin{bmatrix} a & a & b & b \end{bmatrix}
\]  

(9)

where candidate \( a \) is distinct from both candidates \( b \) and \( c \) (but \( b = c \) is allowed).

Lemma 9 Let \( g \) be a \( p \times p \) voting form, \( i \neq j \) two distinct parallel lines (two rows or two columns) in \( g \), and let \( a \) be a candidate such that both \( i \) and \( j \) contain at least two occurrences of \( a \) each. Then \( g \) contains \( m_1 \) or \( m_2 \) as a submatrix.

Proof. Assume that lines \( i, j \) are rows (the proof for columns is completely analogous). Take one occurrence of \( a \) in row \( i \), say in column \( k \) (that is \( g(i, k) = a \)), and one occurrence of \( a \) in row \( j \) in some column \( \ell \neq k \) (\( g(j, \ell) = a \)). Such entries in \( g \) of course exist by the assumption of the lemma. Now if \( g(i, \ell) = g(j, k) = a \) then \( g \) contains \( m_2 \). So assume without loss of generality that \( g(j, k) \neq a \). Now if also \( g(i, \ell) \neq a \) we have that \( g \) contains \( m_1 \). So let us assume \( g(i, \ell) = a \). By assumption of the lemma row \( j \) contains two occurrences of \( a \), so let \( g(j, m) = a \) for some column \( m \) different from both \( k \) and \( \ell \). Now if \( g(i, m) = a \) we have \( m_2 \) in rows \( i, j \) and columns \( \ell, m \), while if \( g(i, m) \neq a \) we have \( m_1 \) in rows \( i, j \) and columns \( k, m \), which finishes the proof. ■

\(^1\) A generalization, called a separable discrete function, was considered in [2].
Lemma 10 Let \( g \) be an \( p \times p \) voting form which contains at most \( p - 1 \) candidates. Then \( g \) contains \( m_1 \) or \( m_2 \) as a submatrix.

**Proof.** By the cardinality constraint, each row \( i \) of \( g \) contains some entry \( a_i \) twice (there may be more than one such entry, in such a case pick any of them as \( a_i \)). Since there are \( p \) rows and only \( p - 1 \) distinct \( a_i \)'s, there must be two distinct rows \( i \neq j \) such that \( a_i = a_j \). Such two rows fulfill the assumptions of Lemma 9 and so the claim follows.

Definition 11 Let \( g \) be an \( p \times p \) voting form containing candidates from set \( A \) of size \( p \). Let us define a greedy assignment (GA for short), which assigns to each row and column of \( g \) a (possibly empty) subset of \( A \) in the following manner: \( a \in A \) is assigned to line \( j \) if and only if line \( j \) contains at least two occurrences of \( a \).

Lemma 12 Let \( g \) be an \( p \times p \) voting form containing candidates from set \( A \) of size \( p \), such that \( g \) contains no \( m_1 \) or \( m_2 \) or \( m_3 \) as a submatrix. Then GA assigns at most one label to every row and column, and both the assignment to rows and the assignment to columns are injective, i.e. no two rows are assigned the same label and no two columns are assigned the same label.

**Proof.** Since \( g \) does not contain \( m_3 \) as a submatrix, no line (row or column) in \( g \) gets assigned more than one label. Now assume by contradiction, that the same label \( a \) was assigned to two distinct rows \( i \neq j \). That means by the definition of the greedy assignment that both \( i \) and \( j \) contain a pair of \( a \)'s, and hence rows \( i \) and \( j \) fulfill the assumptions of Lemma 9. This gives a contradiction with the assumption, that \( g \) contains neither \( m_1 \) nor \( m_2 \). The argument for columns is identical.

We have proved so far that for a voting form \( g \) with no \( m_1 \) or \( m_2 \) or \( m_3 \) as a submatrix procedure GA in fact assigns "partial" permutations of \( A \) to both rows and columns of \( g \). Now we shall prove that these "partial" permutations fulfill the conditions required by a DAV form and can be easily extended to full permutations.

Lemma 13 Let \( g \) be an \( p \times p \) voting form containing candidates from set \( A \) of size \( p \), such that \( g \) contains no \( m_1 \) or \( m_2 \) or \( m_3 \) as a submatrix. Then the labeling created by GA can be extended to permutations of \( A \) for both rows and columns which define a DAV form.

**Proof.** There are two cases to consider.

1. All entries in \( g \) are covered by the labels assigned by GA, i.e. for all \( 1 \leq i, j \leq p \) we have that \( g(i, j) = a \) implies that row \( i \) was assigned label \( a \) by GA, or column \( j \) was assigned label \( a \) by GA (or both). In this case we take the injective assignment for rows given by GA (injectivity is guaranteed by Lemma 12) and complete it in an arbitrary manner to a permutation of all \( p \) labels, and we do the same thing for columns.

2. There exists an entry \( x \) in row \( i \) and column \( j \) of \( g \) covered neither by the label assigned by GA to row \( i \) nor by the label assigned by GA to column \( j \). It is obvious from the definition of GA, that there is no other occurrence of \( x \) in row \( i \) or column \( j \), which in turn implies that there is no other occurrence of \( x \) in the entire voting form \( g \), as such an occurrence, say in row \( k \) and column \( \ell \), would give \( m_1 \) in the intersections of rows \( i \) and \( k \) with columns \( j \) and \( \ell \). Thus \( x \) has a single occurrence in \( g \).

Now let us assume by contradiction there is another entry \( y \neq x \) in \( g \) which is also not covered by GA. By the same arguments as above, we can conclude that also candidate \( y \) has a single
occurrence in \( g \). Now deleting row \( i \) and the column containing \( y \) we arrive to an \( (n - 1) \times (n - 1) \) voting form which contains at most \( (n - 2) \) distinct candidates (all occurrences of both \( x \) and \( y \) were deleted). Now by Lemma 10 we get that \( g \) must contain \( m_1 \) or \( m_2 \) as a submatrix, which is a contradiction. Thus all other entries in \( g \) except of the single occurrence of \( x \) are covered by GA.

The fact that \( x \) occurs only once in \( g \) implies that every row other than \( i \) and every column other than \( j \) contain at most \( n - 1 \) distinct candidates, which means that at least one candidate is repeated in every line except of \( i \) and \( j \), and hence GA assigns a label to every line except of \( i \) and \( j \) (and of course no such label may be \( x \)). Therefore, by Lemma 12 all rows except of \( i \) are assigned a permutation of the \( n - 1 \) remaining labels except of \( x \), and the same is true for columns except of \( j \). Since no label can be assigned to two rows or two columns by Lemma 12, the only possibility is that both row \( i \) and column \( j \) are not assigned any label by GA. So to complete the labels given by GA to full permutations, it suffices to assign candidate \( x \) to both \( i \) and \( j \).

Lemma 13 immediately implies the following corollary.

**Corollary 14** Let \( g \) be an \( p \times p \) voting form containing candidates from set \( A \) of size \( p \), such that \( g \) contains no \( m_1 \) or \( m_2 \) or \( m_3 \) as a submatrix. Then \( g \) is a DAV form.

Let us now observe, that the sufficient condition used in Corollary 14 is also necessary.

**Lemma 15** Let \( g \) be an \( p \times p \) voting form containing candidates from set \( A \) of size \( p \), such that \( g \) contains one of \( m_1 \) or \( m_2 \) or \( m_3 \) as a submatrix. Then \( g \) is not a DAV form.

**Proof.** If \( g \) contains \( m_1 \) then the two \( a \) entries in it cannot be covered by a single line and hence any assignment covering both of them must use one row and one column with label \( a \) (it cannot use two distinct rows or two distinct columns with the same label). But now the entry at the intersection of this row and column which is distinct form \( a \) is not covered. Thus \( g \) is not a DAV form. If \( g \) contains \( m_2 \) then it is immediately obvious the the four \( a \) entries in it cannot be covered by one row and one column with label \( a \). Thus \( g \) is not a DAV form. Finally, if \( g \) contains \( m_3 \) then again it is quite obvious that if the line of \( g \) containing \( m_3 \) is assigned label \( a \), then there is no way to cover the two \( b \) entries (only one column may be assigned label \( b \)), and vice versa. Thus it follows again that \( g \) is not a DAV form.

We are now ready to state the main result of this section.

**Theorem 16** Let \( g \) be an \( p \times p \) voting form containing candidates from set \( A \) of size \( p \). Then \( g \) is a DAV form if and only if \( g \) contains no \( m_1 \) or \( m_2 \) or \( m_3 \) as a submatrix. Moreover, \( \{m_1, m_2, m_3\} \) is a unique minimal set with this property.

**Proof.** Corollary 14 and Lemma 15 proves the first half of our claim.

What remains to show, is that the set \( \{m_1, m_2, m_3\} \) is minimal, that is, if we leave any one of the three matrices out, then there exists \( p \times p \) voting form \( g \) with exactly \( p \) distinct candidates, which is not a DAV form, and does not contain any of the remaining two \( m_i \)’s as a submatrix. Let us consider the following three voting forms

\[
g_1 = \begin{bmatrix}
a & b & b \\
c & a & b \\
c & c & a \\
\end{bmatrix} \quad \quad g_2 = \begin{bmatrix}
a & a & a \\
a & a & b \\
a & a & c \\
\end{bmatrix} \quad \quad g_3 = \begin{bmatrix}
a & a & b & b \\
a & c & c & b \\
a & c & d & b \\
a & d & d & b \\
\end{bmatrix}
\]

(10)
which are all of type $p \times p$ with exactly $p$ distinct candidates. Clearly each $g_i$ contains the corresponding $m_i$ and so none of the $g_i$'s is a DAV form. Moreover, no $g_i$ contains any of the other two $m_j$'s, $j \neq i$, as a submatrix, proving the minimality of the set $\{m_1, m_2, m_3\}$.

Note that recognizing if a given voting form is DAV can be done by simply running procedure GA in $O(p^2)$ time. According to the above results, if GA does not produce a valid labeling then the given form is not DAV, while if it does, then it is DAV.

**Remark 17** The game forms that appear in plurality voting for two voters can be further generalized. Such generalizations were recently considered in several papers [3, 5, 16, 13] under the name of separable or assignable game forms. In this generalization the dimensions of the voting form can be arbitrary and the same candidate may appear as a label of rows and/or columns arbitrary number of times. Some interesting relations between improvement acyclicity, Nash-solvability, and assignability were found.

### 4.2 Case $\alpha \leq 2$, $\beta \leq 2$, and $p \geq 3$.

In this case we do not give a full characterization by a set of forbidden submatrices as in the $\alpha = \beta = 1$ case, instead we provide a polynomial time recognition algorithm for all voting forms of this type. If $\alpha = \beta = 1$ then the polynomial time recognition algorithm is a byproduct of the characterization theorem (Theorem 16). If $\alpha = 1$, $\beta = 2$ or $\alpha = 2$, $\beta = 1$ then the recognition algorithm follows directly from Theorem 8. Hence the remaining case is $\alpha = 2$, $\beta = 2$ (and $p \geq 3$) which we shall solve using counting arguments, where for each row we count the number of particular entries in that row. This is very similar to the concept of row signatures used in the lemmas proving Theorem 8 in particular to the use of inequalities (8) where we will consider only one-element subsets. We proceed by case analysis for all possible types of row and column labels, each such label being a pair of candidates (not necessarily distinct).

The row labeled by $aa$ has at least $p(p-1)/2 + 1 = (p^2 - p + 2)/2$ occurrences of $a$ (at all columns labeled by distinct pairs and at column labeled by $aa$) and at most $p(p+1)/2$ occurrences of $a$ (all columns may contain $a$ in this case). For a fixed $b \neq a$ the row labeled by $aa$ has no forced occurrence of $b$ and at most 1 occurrence of $b$ (the possible occurrence being at the column labeled by $bb$).

The row labeled by $ab$ for $a \neq b$ has at least $p-1$ occurrences of $a$ (at $p-1$ columns labeled by pairs of entries containing $a$ and not containing $b$) and at most $p-1 + (p-2)(p-3)/2 + 1 = (p^2 - 3p + 6)/2$ occurrences of $a$ (the possible occurrences being at columns labeled by pairs of distinct entries containing neither $a$ nor $b$ and at a column labeled by $ab$). By symmetry, also the number of occurrences of $b$ in such a row must be in the interval $[p-1, (p^2 - 3p + 6)/2]$. For an entry $c$ different from both $a$ and $b$ the number of occurrences in the row labeled by $ab$ must be in the interval $[1, p-2]$ as the only forced occurrence of $c$ is in the column labeled by $cc$ and the possible occurrences in $p-3$ columns labeled by $cd$ for $d \notin \{a, b, c\}$.

Again notice that intervals $[1, p-2]$, $[p-1, (p^2 - 3p + 6)/2]$, and $[(p^2 - p + 2)/2, p(p+1)/2]$ do not intersect (here we are using $p \geq 3$) and so we can use the entry count to determine the correct row labels. If the number of occurrences of the most frequent entry (say $a$) lies in $[(p^2 - p + 2)/2, p(p+1)/2]$, all other entries must occur at least once and the row label is $aa$. If the number of occurrences of the most frequent entry (say $a$) lies in $[p-1, (p^2 - 3p + 6)/2]$ then for some other entry (say $b$) the number of occurrences must lie in the same interval, for all other entries the count is in $[1, p-2]$, and the row label is $ab$. If any of the counts lies outside its prescribed interval or if the assigned labels do not exhaust all possible label (each exactly once), then the input matrix is not a DAV form. Otherwise, once we assign the row labels and check that all counts are in the right intervals, we proceed to assign the column labels in the same way as in Theorem 8.
4.3 Case $p = 2$ and arbitrary $n$.

In this case we have $n \geq 2$ voters and each voter $i \in I = \{1, \ldots, n\}$ has $\alpha_i$ voting cards that can be distributed between the two candidates, denoted here by $A = \{a, b\}$. For a nonnegative integer $z$ the 2-dimensional vector $(z, \alpha_i - z)$ can be viewed as a strategy of voter $i \in I$ if $\alpha_i - z \geq 0$. To simplify our notation, we simply use integers $z_i \in \mathbb{Z}_{\alpha_i} = \{0, 1, \ldots, \alpha_i\}$ to denote the corresponding unique strategy $(z_i, \alpha_i - z_i)$ of voter $i \in I$. Thus, voting correspondences and forms must have dimensions $(\alpha_1 + 1) \times \cdots \times (\alpha_n + 1)$ and $Z = \mathbb{Z}_{\alpha_1} \times \cdots \times \mathbb{Z}_{\alpha_n}$ is the set of strategies of the voters.

Let us first observe the following easy property:

**Lemma 18** If $h : Z \rightarrow 2^A$ is a DAV correspondence, $g : Z \rightarrow A$ is a DAV form, and $\sigma = \sum_{i \in I} \alpha_i$, then for all $(z_1, \ldots, z_n) \in Z$ we have

$$h(z_1, \ldots, z_n) = \begin{cases} \{a\} & \text{for } \sum_{i \in I} z_i > \frac{\sigma}{2} \\ \{a, b\} & \text{for } \sum_{i \in I} z_i = \frac{\sigma}{2} \\ \{b\} & \text{for } \sum_{i \in I} z_i < \frac{\sigma}{2} \end{cases}$$

and

$$g(z_1, \ldots, z_n) = \begin{cases} a & \text{for } \sum_{i \in I} z_i > \frac{\sigma}{2} \\ a \text{ or } b & \text{for } \sum_{i \in I} z_i = \frac{\sigma}{2} \\ b & \text{for } \sum_{i \in I} z_i < \frac{\sigma}{2} \end{cases}$$

Note that if $\sigma$ is odd, then we have no difference between DAV correspondences and forms.

Given an $n$-dimensional array $f$, let us denote by $f_{i,z}$ its $(n-1)$-dimensional subarray obtained by fixing the $i$th coordinate at value $z$, and varying all other coordinates over their possible values. We call $f_{i,z}$ a plane of $f$ (called a row or a column in the 2-dimensional case).

For a voter $i \in I$, integer $z \in \mathbb{Z}_{\alpha_i}$, candidate $c \in A$, and voting correspondence $h : Z \rightarrow 2^A$ let us denote by

$$s_h(i, z, c) = \left| \{(z_1, \ldots, z_n) \in Z \mid z_i = z \text{ and } c \in h(z_1, \ldots, z_n)\} \right|$$

the number of occurrences of $c$ in the plane $h_{i,z}$. Similarly for a voting form $g : Z \rightarrow A$ let us denote by

$$s_g(i, z, c) = \left| \{(z_1, \ldots, z_n) \in Z \mid z_i = z \text{ and } c = g(z_1, \ldots, z_n)\} \right|$$

the number of occurrences of $c$ in the plane $g_{i,z}$.

**Lemma 19** If $h : Z \rightarrow 2^A$ is a DAV correspondence, $i \in I$, and $z, z' \in \mathbb{Z}_{\alpha_i}$, $z \neq z'$ then we have $(s_h(i, z, a), s_h(i, z, b)) = (s_h(i, z', a), s_h(i, z', b))$ if and only if the planes $h_{i,z}$ and $h_{i,z'}$ are identical. Similarly, for a DAV form $g : Z \rightarrow A$ we have $s_g(i, z, a) = s_g(i, z', a)$ if and only if the planes $g_{i,z}$ and $g_{i,z'}$ are identical.

**Proof.** Immediate by Lemma 18.

The above claims readily imply that DAV correspondences and forms can be recognized in polynomial time:
Theorem 20  Given a voting correspondence \( h : Z \to 2^A \) let us relabel its planes such that for all \( i \in I \) the sequence \((s_h(i, z, a) \mid z \in \mathbb{Z}_{\alpha_i})\) is monotone non-increasing. Then \( h \) is a DAV correspondence if and only if equalities (11) hold for all \((z_1, \ldots, z_n) \in Z\). Computing \( s_h(i, z, a) \) for \( i \in I, z \in \mathbb{Z}_{\alpha_i} \), relabeling planes, and checking (11) can be done in \( O(\prod_{i \in I}(\alpha_i + 1)) \) time.

Theorem 21  Given a voting form \( g : Z \to A \) let us relabel its planes such that for all \( i \in I \) the sequence \((s_g(i, z, a) \mid z \in \mathbb{Z}_{\alpha_i})\) is monotone non-increasing. Then \( g \) is a DAV form if and only if relations (12) hold for all \((z_1, \ldots, z_n) \in Z\). Computing \( s_g(i, z, a) \) for \( i \in I, z \in \mathbb{Z}_{\alpha_i} \), relabeling planes, and checking (12) can be done in \( O(\prod_{i \in I}(\alpha_i + 1)) \) time.

5  Conclusions

In this paper we deal with distributed approval voting (DAV) correspondences and DAV forms for two voters \((n = 2)\). For both correspondences and forms we have two main results. The first result gives necessary and sufficient conditions under which every DAV correspondence (form) has distinct rows (and symmetrical conditions for distinct columns). The second result is a polynomial time recognition algorithm that for a given input voting correspondence (form) decides whether it is a DAV correspondence (form). In the affirmative case the algorithm also outputs a corresponding labelling of rows and columns by voting strategies. The main difference between correspondences and forms rests in the fact that while the recognition algorithm for DAV correspondences admits any input, the recognition algorithm for DAV forms has additional conditions on the input parameters, and thus does not give an answer for all possible inputs. The last section of the paper treats three special cases. The first special case - two voters, each having only one vote - is the original plurality voting (for two voters) which motivated the concept of distributed approval voting. For this case we give a complete characterization of DAV voting forms by a set of three forbidden submatrices. For the second special case - two voters, each having at most two votes - we give a simple polynomial time recognition algorithm for DAV forms as this case is not fully covered by the general recognition algorithm mentioned above. The last special case characterizes the case of two candidates and an arbitrary number of voters.

There are two directions in which the problems solved in this paper could be generalized. One is to consider partial DAV correspondences and partial DAV forms. By "partial" we mean the following: both rows and columns are still labeled by voting strategies (and a voting strategy is still a particular distribution of voting cards of a given voter among all candidates), but the set of labels may now be any subset of the set of all voting strategies. Recognizing such "subcorrespondences" and "subforms" in polynomial time seems to be hard to achieve. Another generalization is to have simultaneously more than two candidates \((p > 2)\) and more than two voters \((n > 2)\). This second generalization of course works for both the original problems and for the partial ones.
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