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LifeLonger: A Benchmark for Continual Disease Classification
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Abstract. Deep learning models have shown a great effectiveness in recognition of findings in medical images. However, they cannot handle the ever-changing clinical environment, bringing newly annotated medical data from different sources. To exploit the incoming streams of data, these models would benefit largely from sequentially learning from new samples, without forgetting the previously obtained knowledge. In this paper we introduce LifeLonger, a benchmark for continual disease classification on the MedMNIST collection, by applying existing state-of-the-art continual learning methods. In particular, we consider three continual learning scenarios, namely, task and class incremental learning and the newly defined cross-domain incremental learning. Task and class incremental learning of diseases address the issue of classifying new samples without re-training the models from scratch, while cross-domain incremental learning addresses the issue of dealing with datasets originating from different institutions while retaining the previously obtained knowledge. We perform a thorough analysis of the performance and examine how the well-known challenges of continual learning, such as the catastrophic forgetting exhibit themselves in this setting. The encouraging results demonstrate that continual learning has a major potential to advance disease classification and to produce a more robust and efficient learning framework for clinical settings. The code repository, data partitions and baseline results for the complete benchmark are publicly available\textsuperscript{1}.
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1 Introduction

Applying deep learning models to automate disease classification in medical images has a major potential to assist diagnosis in clinical practice and minimize labour\textsuperscript{19,20}. Current deep learning models achieve best performance when
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\textsuperscript{1} https://github.com/mmderakhshani/LifeLonger
trained on large general datasets. However, adopting this to medical settings has additional challenges compared to when dealing with general data. Obtaining large enough datasets is difficult due to discrepancies in the imaging protocols and medical equipment across different hospitals. Additionally, learning from new incoming data requires constant retraining of existing models, which is less efficient. An ideal approach would be to update models as new data arrives, without forgetting the knowledge obtained from previously seen datasets, which is the objective of this paper.

In the machine learning parlance, the ability of a model to learn sequentially from incoming streams of data is known as *continual or lifelong learning* [20,22,26]. Unlike the conventional supervised learning of tasks by observing the whole dataset and its label space at once, this sequential learning of tasks is constantly updating the knowledge of the model as it processes more data. Applying this learning paradigm would make deep learning models much more versatile to the constant growth of medical datasets. Therefore, training models for disease classification to learn sequentially is highly desired. Despite the promise, very few efforts have been made to exploit continual learning in medical settings. Existing work tackles this paradigm in image segmentation [30,40,25,39], disease classification [9,18,37], domain adaptation [16] and domain incremental learning [32], showing that they are only approaching a small spectrum of continual learning scenarios. They are bypassing more challenging scenarios, which are already considered for well-curated general imagery datasets and tasks [21]. Consequently, no appropriate continual learning baselines exist to detect findings in medical images, creating additional challenges for this promising learning paradigm.

This paper introduces the first continual learning benchmark on medical images for multi-class disease classification, by adopting five popular approaches, namely *Elastic Weight Consolidation* (EWC) [15], *Learning without Forgetting* (LwF) [17], *Memory Aware Synapses* (MAS) [38], *Incremental Classifier and Representation Learning* (iCaRL) [28] and *End-to-End Incremental Learning* (EEIL) [5]. We train and evaluate models on the multi-class disease classification datasets of the publicly available MedMNIST [36], which represents a large-scale MNIST-like collection of biomedical images. Furthermore, we analyse the performance by reporting the average accuracy and forgetting criteria. This analysis also represents an effort to address the major challenge in continual learning, which causes performance degradation on previous tasks after the model is trained on new tasks, named catastrophic forgetting [10,15,24,17].

In the scope of the benchmark, we introduce a new continual learning scenario, termed *cross-domain incremental learning* where each dataset is treated as a distinct domain. This way of learning is especially practical when dealing with datasets originating from different hospitals or imaging equipment. Instead of being retrained from scratch for each specific dataset, models can benefit from sharing the learned knowledge across different datasets. Particularly, to better mimic a future clinical scenario, where a complete diagnosis of a patient is required beyond a single medical modality, our cross-domain incremental learning
Fig. 1. Continual learning scenarios covered in the LifeLonger benchmark: task incremental learning, class incremental learning and cross-domain incremental learning. Each scenario uses a random subset of the incoming data stream and its label space and each domain is a separate dataset (see Table 1). The classifier is shared across all tasks and domains and it yields output logits (denoted by colored circles) representing the current task (and/or domain). We provide baseline results for all tasks.

setting also assumes that disease classification tasks can come from different medical modalities. Moreover, the ability to aggregate knowledge from data coming from different institutions, without the need to re-train from scratch, provides another clear benefit for cross-domain incremental learning. Secondly, we examine two types of existing continual learning scenarios, namely, task incremental and class incremental learning. In these two scenarios, the disease labels are grouped as separate subsets, representing the “tasks”. In task incremental learning, the model is able to relate each data sample to one specific task since it is aware of which classification label appears within each task. In the more complex class incremental learning setting, it is not known which task the data sample belongs to, making this type of learning considerably more difficult. These scenarios are highly useful in clinical practise, since the model should be able to respond well to new labels i.e. diseases in a dataset, while preserving the performance on previously seen labels and without being trained from scratch on it.

The following is the summary of our contributions: (1) We introduce the first benchmark on the MedMNIST dataset, for task, class and cross-domain incremental learning, as an effort to advance the continual learning methods in disease classification of medical images. (2) We introduce a new setting, termed cross-domain incremental learning for multi-class disease classification to illustrate a highly relevant clinical scenario of sharing learned knowledge across different medical datasets. (3) We explore task and class incremental learning scenarios of continual learning, to respond well to new labels i.e. diseases for multi-class disease classification.

2 LifeLonger benchmark definition

Formally, continual learning for multi-class disease classification consists of a sequence of $n$ non-stationary tasks $\{T_1, T_2, T_3, \cdots, T_n\}$, where each task $T_i$ is
Table 1. Multi-class disease datasets used in the LifeLonger benchmark, adopted from MedMNIST [36]. We follow the splits defined by MedMNIST, but add the class per task division to allow for continual learning.

| Dataset          | Train     | Val       | Test      | Class Tasks | Classes per Task |
|------------------|-----------|-----------|-----------|-------------|------------------|
| BloodMNISTs [1]  | 11,959    | 1,712     | 3,421     | 8           | [2, 2, 2, 2]     |
| OrganaMNIST [4]  | 34,581    | 6,491     | 17,778    | 11          | [3, 3, 3, 2]     |
| PathMNIST [13]   | 89,996    | 10,004    | 7,180     | 9           | [3, 2, 2, 2]     |
| TissueMNIST [4]  | 165,466   | 23,640    | 47,280    | 8           | [2, 2, 2, 2]     |

represented by the training data $X_i$ and its label space $Y_i$, which refers to a random subset of disease labels. The tasks are disjoint, and there is no overlap between tasks’ label space ($Y_i \cap Y_j = \emptyset$ for $i \neq j$). During the training of task $t$, the learner only has access to the corresponding subset $X_t$. The model is trained once on each task using online incremental learning techniques or multiple times using offline learning approaches. In this paper, we utilize offline incremental learning.

2.1 Multi-class disease datasets

We consider the MedMNIST collection [36] to define our benchmark, due to its balanced and standardized datasets spanning across various modalities. All images are normalized and rescaled to size $28 \times 28$ to enable fast computation and evaluation. We select subsets of the collection appropriate for multi-class disease classification, namely, BloodMNIST [1], OrganaMNIST [4], PathMNIST [13] and TissueMNIST [4]. We divide each dataset according to its label space $Y$ into disjoint subsets $(X_1, Y_1), (X_2, Y_2), \ldots, (X_n, Y_n)$, such that $Y_i \cap Y_j = \emptyset$ for $i \neq j$, where each $(X_i, Y_i)$ is considered as a separate task. Dataset details are provided in Table 1.

2.2 Continual learning scenarios

We consider three continual learning scenarios to establish the benchmarks and to evaluate the model performance: task and class incremental learning [30,18,28] and the newly introduced cross-domain incremental learning.

The task incremental learning protocol uses knowledge of the task identifier $t$ and evaluates the model exclusively on the label space $Y_i$. This is in contrast to class incremental learning, as a more challenging scenario in which the performance of the model is evaluated on all observed classes $\bigcup_{i=1}^t Y_i$.

The cross-domain incremental learning scenario allows to measure the ability of continual learning models in terms of transferring knowledge between different domains. In particular, each domain is defined as a separate dataset for multi-class disease classification. Formally, in this scenario, given a sequence of $n$ distinct domains, multi-class disease classification datasets, $D_1, D_2, \ldots, D_n$, we consider each domain $D_i$ as a separate task $T_i$. The learner is then trained on
this series of tasks, same as in task incremental learning and class incremental learning scenarios. Additionally, we define domain-aware and domain-agnostic incremental learning. In domain-aware incremental learning, the domain identifier is available during inference, whereas in domain-agnostic incremental learning, this information does not exist. Figure 1 illustrates these three continual learning scenarios.

2.3 Evaluation criteria

We quantify continual learning performance by examining average accuracy and average forgetting criterion, following existing work [28,8]. When a training task \( t \) is complete, the average accuracy of a model is computed as

\[
A_t = \frac{1}{t} \sum_{i=1}^{t} a_{t,i},
\]

where \( a_{t,i} \) indicates the accuracy of the model on task \( i \) when training on task \( t \) is finished. Average forgetting quantifies the decline in the model performance between the highest and lowest accuracy for each task, calculated as

\[
F = \frac{1}{T-1} \sum_{i=1}^{T-1} \max_{1,\ldots,T-1}(a_{t,i} - a_{T,i}).
\]

3 Baseline continual learners

We provide implementation code for five state-of-the-art continual learners, covering all existing categories of continual learning methods, namely, regularization methods, rehearsal methods and bias correction methods. We establish a lower bound (LB) by simply fine-tuning the model on the current task, without relying on any specific continual learning strategy. Moreover, we provide the multi-task learning average accuracy for each benchmark as the upper bound (UB).

Regularization methods They reduce catastrophic forgetting by combining regularization term with the classification loss. While some algorithms such as Elastic Weight Consolidation (EWC) and Memory Aware Synapses (MAS) regularize the weights and estimate an importance measure for each parameter in the network [15,2,38,7], others, e.g. Learning without Forgetting (LwF), regularize the feature map and try to minimize activation drift via knowledge distillation [17].

Rehearsal-based methods These methods assume the availability of data from previous tasks via a fixed-size memory unit [28,34,5], a generative model capable of synthesizing samples [31,27] or pseudo samples [14,35] from previous tasks. Rehearsal systems aim to avoid forgetting by replaying previously stored or produced data from earlier tasks. From this category, we evaluate on Incremental Classifier and Representation Learning (iCaRL) [28].

Bias correction methods Regularization and rehearsal approaches are primarily affected by task recency bias, which refers to a network’s inclination to be biased toward classes, associated with the most recently learnt task. This is partly because by the time the training is complete, the network has seen numerous instances of classes in the most recent task but none (or very few in the case of rehearsal) in the prior tasks. Methods for bias correction are meant to resolve this issue [12,5,34]. A simple yet effective approach is proposed by Castro et
Fig. 2. LifeLonger benchmark results for four consecutive datasets in terms of average accuracy and average forgetting. The results show that all baselines for task incremental learning (top row) perform similarly, whereas for class incremental learning (bottom row) we observe better performance of iCarL, a conclusion that deviates from existing benchmarks for general imagery datasets [23].

al. [5], termed End-to-End Incremental Learning (EEIL), in which they suggest a balanced training step at the end of each training session. This phase uses an equal number of exemplars from each class for a specified number of iterations.

3.1 Implementation details

As the learner, we use a deep neural network parameterized by weights \( \theta \), to transform the input data \( x \) to the output logits \( o \). We split this network into two parts: a feature extractor \( h \) parameterized by \( \psi \), and a classifier \( f \) in particular a fully-connected layer with parameters \( \phi \). To predict the label, we apply a softmax layer on the network logits \( \hat{y} = \sigma(o) \) where \( o = f_\phi(h_\psi(x)) \). For all baselines, we use a ResNet-18 [11] as \( h_\theta \) (without the penultimate fully-connected layers), trained on five distinct random seeds across four sequential tasks. \( f_\phi \) includes a set of fully-connected layers with 512 neurons. To provide fair comparisons, we train the model using the same hyperparameters for all baselines. All baseline runs have a batch size of 32. For each task, we train the model on one NVIDIA RTX 2080ti GPU for 200 epochs with the option of early stopping in the occurrence of overfitting.

4 Baseline results

Task and Class incremental learning To compare the various baselines, we provide the average accuracy and forgetting, for four sequential tasks on five
Table 2. Life Longer benchmark results for the provided baselines in terms of average accuracy and average forgetting. All baselines perform comparably in task incremental learning, while iCaRL consistently outperforms other alternatives in class incremental learning, suggesting the potential of the rehearsal-based approaches for disease classification.

| Method | BloodMNIST | PathMNIST | OrganaMNIST | TissueMNIST |
|--------|------------|-----------|-------------|-------------|
|        | Accuracy ↑ Forgetting ↓ | Accuracy ↑ Forgetting ↓ | Accuracy ↑ Forgetting ↓ | Accuracy ↑ Forgetting ↓ |
| LB     | 88.9 ± 0.09 9.8 ± 0.10 | 82.4 ± 0.10 12.6 ± 0.10 89.2 ± 0.10 2.5 ± 0.10 | 77.6 ± 0.10 12.1 ± 0.10 |
| EWC    | 89.9 ± 0.16 9.3 ± 0.12 | 83.0 ± 0.10 6.4 ± 0.11 90.4 ± 0.10 3.0 ± 0.10 | 86.9 ± 0.10 1.5 ± 0.10 |
| MAS    | 86.6 ± 0.17 10.7 ± 0.02 | 80.8 ± 0.10 4.6 ± 0.11 90.3 ± 0.10 2.4 ± 0.10 | 75.5 ± 0.10 5.1 ± 0.10 |
| LwF    | 90.2 ± 0.04 0.9 ± 0.10 | 82.4 ± 0.10 -2.2 ± 0.10 91.5 ± 0.10 -0.1 ± 0.10 | 84.8 ± 0.10 2.1 ± 0.10 |
| iCaRL  | 91.7 ± 0.22 1.8 ± 0.13 | 85.6 ± 0.10 0.3 ± 0.10 90.6 ± 0.10 2.7 ± 0.10 | 82.9 ± 0.10 2.9 ± 0.10 |
| EIL    | 90.5 ± 0.30 2.0 ± 0.14 | 82.6 ± 0.10 -0.2 ± 0.10 90.3 ± 0.10 -0.2 ± 0.10 | 84.9 ± 0.10 3.7 ± 0.10 |
| UB     | 97.9 ± 0.18  - | 93.5 ± 0.10 - | 92.5 ± 0.10 - | 91.2 ± 0.10 - |

Table 3. Life Longer benchmark results for the provided baselines on the domain-aware and domain-agnostic incremental learning tasks, in terms of average accuracy and average forgetting, where each domain is represented by a separate dataset. iCaRL consistently outperforms alternatives in both cases, suggesting again the potential of the rehearsal-based approaches for continual disease classification.

| Baselines | Domain-aware | Domain-agnostic |
|-----------|--------------|-----------------|
|          | Accuracy ↑ Forgetting ↓ | Accuracy ↑ Forgetting ↓ |
| EWC      | 28.6 ± 0.99 50.4 ± 1.95 | 21.5 ± 0.35 58.3 ± 5.86 |
| LwF      | 40.9 ± 0.98 42.5 ± 0.88 | 37.9 ± 0.61 52.9 ± 1.19 |
| iCaRL    | 51.2 ± 1.49 22.0 ± 0.75 | 50.7 ± 1.51 21.7 ± 1.29 |
| UB       | 93.3 ± 0.28 - | 93.3 ± 0.28 - |

distinct random seeds among four medical datasets, given in Table 2. In terms of accuracy, all benchmarks show comparable performance, whereas in terms of the forgetting it can be noticed a larger gap between some approaches, indicating the drop of performance over time. Additionally, in Figure 2 we illustrate the running average accuracy to show the performance over time. In task incremental learning, all baselines exhibit comparable performance, whereas, in class incremental learning the iCaRL method highlights its great superiority and effectiveness over other alternatives across all benchmarks by a large margin. This is in contrast with the findings of previous work [24], showing that the EEIL method performs remarkably better than iCaRL in task and class incre-
Cross-domain incremental learning

We conduct two separate experiments to evaluate the performance for disease classification of domain-aware and domain-agnostic incremental learning. For the first experiment, we report the average accuracy and forgetting on the best performing approaches, namely, EWC, LwF and iCarL. We treat each dataset (domain) as a separate task and train a continual learning model and we report the results on Table 3. It can be observed that iCarL constantly outperforms LwF and EWC, once again proving its superiority for disease classification. Similarly as in the previous scenarios, we report the average accuracy across time of domain-aware and domain-agnostic models, in the top row of Figure 3. This shows that both scenarios are similar in terms of complexity when we treat each domain as a separate task. The second experiment ablates a fine-grained version of cross-domain incremental learning by subdividing each domain into a sequence of tasks, for example, four tasks per domain. The bottom row of Figure 3 shows the running average accuracy for domain-aware and domain-agnostic classification. As shown, iCarL still outperforms other approaches. Additionally, these experiments suggest that fine-grained cross-domain incremental learning improves the performance of domain-aware incremental learning, while it deteriorates that of domain-agnostic incremental learning, suggesting opportunities for improvements of existing approaches.
5 Conclusion

In this paper we introduce the first benchmark for continual learning for disease classification of medical images. We introduce cross-domain incremental learning which shows to be a suited approach when dealing with datasets originating from different institutions. Additionally, we adopt task and class incremental learning to illustrate a relevant clinical scenario when the model should readjust to newly labeled samples without being trained from scratch on previously seen data. Last, but not least, we evaluate various state-of-the-art methods, showing that the rehearsal-based methods are the most promising category of methods for disease classification. The obtained results demonstrate the shortcomings of the current continual learning methods for disease classification of medical images, due to their inherent complexity, such as the spatial locality of diseases, compared to general images. Nevertheless, this paper represents an initial effort to establish the foundation of continual learning for disease classification of medical images.
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