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Abstract

Time-reversal symmetry arises naturally as a structural property in many dynamical systems of interest. While the importance of hard-wiring symmetry is increasingly recognized in machine learning, to date this has eluded time-reversibility. In this paper we propose a new neural network architecture for learning time-reversible dynamical systems from data. We focus in particular on an adaptation to symplectic systems, because of their importance in physics-informed learning.
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1. Introduction

Neural networks are universal approximators: in principle, any sufficiently well-behaved function can be approximated, with arbitrary accuracy, using a neural network (Hornik et al., 1989). In practice, to achieve good approximations we need large datasets and for physical systems data acquisition can be costly. On the other hand, when dealing with physical systems, we very often use models which carry particular mathematical structures. Such structure can be recognised a priori, to guide - and improve the quality of - learning. In this paper, we address the problem of learning time-reversible and symplectic dynamics, motivated by their widespread occurrence in physics. Time-reversibility and symplecticity are fundamental properties that the corresponding learned dynamical system should have exactly, rather than approximately.¹

Time-reversing symmetry arises naturally as a structural property of many physical systems of interest (Lamb and Roberts, 1998). An elementary example is given by the Newtonian-type second order differential equations  \( \ddot{x} = F(x, \dot{x}) \): when the forces \( F \) do not depend on the velocities \( \dot{x} \) (or are even functions of the velocities), the equations do not change after the reversal of time \( t \rightarrow -t \). This implies that if \( (x(t), \dot{x}(t)) \) is a solution, then \( (x(-t), -\dot{x}(-t)) \) is also a solution.

In general, a smooth system

\[
\dot{x} = F(x),
\]

1. In practical terms, this means that any deviation in the structure should be limited by the numerical accuracy of the computational device rather than the (larger) error of the optimisation algorithm.
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of autonomous ordinary differential equations is said to possess a \textit{reversing symmetry} if there exists an invertible smooth map $R$ such that

$$\frac{dR(x)}{dt} = -F(R(x)). \tag{2}$$

In this case, we call such system $R$-\textit{reversible}. Similarly, a \textit{discrete-time dynamical system} defined by an invertible map $T$ is called $R$-reversible if it possesses a reversing symmetry $R$:

$$R \circ T = T^{-1} \circ R. \tag{3}$$

The time-$t$ flow map of an $R$-reversible system of differential equations is $R$-reversible for all $t \in \mathbb{R}$.

\textit{Symplectic dynamics} are generated by the \textit{Hamiltonian} differential equations

$$\dot{q} = \frac{\partial H}{\partial p}, \quad \dot{p} = -\frac{\partial H}{\partial q}, \tag{4}$$

where $H$, the Hamiltonian or energy function, is a given function of the coordinates $q \in \mathbb{R}^n$ and their conjugate momenta $p \in \mathbb{R}^n$. This particular class of equations is important because of one of the most basic facts of physics: every \textit{isolated} physical system has a Hamiltonian structure. Hamiltonian systems \textit{preserve energy}, i.e., dynamics are constrained to the $(2n - 1)$-dimensional manifold $\mathcal{H}(p, q) = \text{constant}$. The flow maps of a Hamiltonian system are symplectic in the following sense.\textsuperscript{2}

A smooth map $T : \mathcal{M} \rightarrow \mathbb{R}^{2n}$ (where $\mathcal{M}$ is an open subset of $\mathbb{R}^{2n}$) is said to be symplectic if

$$(d_x T)^\top J (d_x T) = J, \quad \forall x \in \mathcal{M}, \tag{5}$$

where $d_x T$ is the Jacobian matrix of $T$ at the point $x$, and $J = \begin{bmatrix} 0 & \mathbb{I}_n \\ -\mathbb{I}_n & 0 \end{bmatrix}$.

When the Hamiltonian is an even function of the momenta, i.e., it is invariant with respect to the involution

$$R : (p, q) \rightarrow (-p, q), \tag{6}$$

system (4) is $R$-reversible. The classical example is given by mechanical systems where the Hamiltonian is the sum of potential and kinetic energies. However, not every Hamiltonian system is time-reversible (those involving an interaction with a magnetic field are, often, not). Also not every reversible system is Hamiltonian (non-holonomic mechanics provide many examples (Gonchenko et al., 2020)).

Note that the canonical reversing symmetry $R(p, q) = (-p, q)$ is an involution (i.e., $R^2 = \text{id}$) and is also \textit{anti-symplectic}, i.e., it satisfies $R^\top JR = -J$. It is indeed natural to consider Hamiltonian systems with (anti-)symplectic time-reversal symmetries. In the examples discussed in this paper, reversing symmetries are always anti-symplectic, but our results also hold for symplectic reversing symmetries. The structure defined by a combination of symplecticity and an involutory reversing (anti-)symplectic symmetry is henceforth called \textit{reversible symplectic structure}.\textsuperscript{3}

\textsuperscript{2} For simplicity, we confine the discussion here to systems with a standard Darboux symplectic form.

\textsuperscript{3} Non-involutory reversing symmetries may also be considered, but they imply the existence of additional time-preserving symmetries, leading to reversible equivariant (symplectic) settings, which will not be considered in this paper.
The importance of geometric structure - such as symmetry or symplecticity - has begun to be recognized in the context of learning dynamical systems from observations (Burby et al., 2020; Jin et al., 2020), but - to date - this has eluded time-reversing symmetries. In this paper, we propose a new structure-preserving neural network for learning reversible dynamical systems. We focus in particular on learning reversible symplectic dynamics for their importance in physics-informed learning.

We implement our method for several examples of chaotic behavior including the paradigmatic Hénon-Heiles system and the periodically forced pendulum. Both in qualitative and quantitative aspects, we demonstrate improved performance and accuracy of our structure-preserving network, over the existing symplectic learning algorithms that are not time-reversible.

2. Setup

As usual in a supervised learning setting, the objective is to learn a map \( T : M \rightarrow M \) representing the evolution of a dynamical system, from observations: given a set \( \{(x_i, y_i = T(x_i))\}_{i=1}^N \subset M \), the goal is to approximate \( T \) with some map \( \hat{T} \in H \), where \( H \) a given function space which we refer to as the hypothesis space. We aim to find \( \hat{T} \) approximating \( T \) with best fit, in the sense that

\[
\hat{T} = \arg \min_{\hat{T}^* \in H} \frac{1}{N} \sum_{i=1}^N d(T(x_i), \hat{T}^*(x_i)),
\]

where \( d \) denotes the Euclidean metric \( d(x, y) = \sqrt{\|x - y\|^2} \).

In the context of physics-informed learning, there may be a priori knowledge about the structure of the dynamical system that is to be learned. In this case, the hypothesis space should possess this structure intrinsically. Natural hypothesis spaces that approximate with arbitrary accuracy are infinite dimensional. The constructive approach is to build a countable family of hypothesis subspaces \( \{H_\ell\}_{\ell \in \mathbb{N}} \), with \( H_\ell \subset H_{\ell+1} \) for all \( \ell \in \mathbb{N} \), such that \( \lim_{\ell \to \infty} H_\ell = H \) in an appropriate topology. In other words, \( \bigcup_{\ell} H_\ell \) universally approximates \( H \). When the learned function is represented by a neural network, the number \( \ell \) is indicative of the number of degrees of freedom in the network. In practice, one settles for a certain \( H_{\ell^*} \) with \( \ell^* \) large enough, so that targets are sufficiently well approximated. Key to a structure-preserving approach is that \( H_\ell \) has the desired structure exactly for all \( \ell \in \mathbb{N} \). The objective of this paper is to propose choices of \( \{H_\ell\}_{\ell \in \mathbb{N}} \) that are reversible or reversible symplectic.

Neural networks architectures with hardwired symplectic structure have been proposed before. (Greydanus et al., 2019; Desai et al., 2021) learn a Hamiltonian function using a neural network. This requires numerical integration and training datasets with points that are sufficiently close to each other to estimate derivatives. Jin et al. (2020); Burby et al. (2020) develop algorithms for learning symplectic maps (including time-shifts by the flow of Hamiltonian systems). In either approach, time-reversibility was not yet taken into account.

3. Reversible symplectic neural networks

In this section we introduce reversible and reversible symplectic neural networks, which we subsequently show to be universal approximators for reversible and reversible symplectic dynamical systems.
3.1. Reversible neural networks

Consider the target space of $R$-reversible diffeomorphisms with an involutary symmetry $R$ (i.e., $R \circ R = id_{\mathbb{R}^d}$):

$$H = \left\{ \mathcal{T} \in \text{Diff}(\mathbb{R}^d) \; | \; \mathcal{T} = R \circ T^{-1} \circ R \right\}. \quad (8)$$

We aim to find a family of hypothesis spaces $\{H_\ell\}_{\ell \in \mathbb{N}}$ of $R$-reversible maps (i.e. $H_\ell \subset H$ for all $\ell \in \mathbb{N}$) such that $\lim_{\ell \to \infty} H_\ell = H$. Furthermore, the functions in $H_\ell$ are to be parameterised in such a way that we can use common gradient-descent based optimization algorithms to find the best approximation to the unknown target function $T \in H$. We construct $H_\ell$ using compositions of neural network-like maps.

Note that, in general, compositions of $R$-reversible maps are not $R$-reversible. However, given any set of invertible maps $\{f_n\}_{n=1}^\ell$ and letting $\hat{f}_i := R \circ f_i^{-1} \circ R$, it is readily verified that the following composition is $R$-reversible

$$F := \hat{f}_1 \circ \hat{f}_2 \circ \cdots \circ \hat{f}_\ell \circ f_\ell \circ f_\ell^{-1} \circ \cdots \circ f_1. \quad (9)$$

We propose $H_\ell$ to consist of functions of the form (9), where the functions $\{f_n\}_{n=1}^\ell$ are Real NVP bijective layers (Dinh et al., 2016) which have the important useful property that they are exactly (and easily) invertible. Real NVP bijective layers are defined as follows:

**Definition 3.1** Given a $d$-dimensional input $x$, two functions $s, t : \mathbb{R}^{d'} \rightarrow \mathbb{R}^{d-d'}$, with $d' < d$, the output function $y_{1:d} := y(x_{1:d})$ of a Real NVP is

$$\begin{cases} y_{1:d'} = x_{1:d'} \\ y_{d'+1:d} = x_{d'+1:d} \odot \exp(s(x_{1:d'})) + t(x_{1:d'}), \end{cases} \quad (10)$$

where $\odot$ is the element-wise product, and $y_{1:d} := (y_1, y_2, \ldots, y_d)$.

3.2. Symplectic reversible neural networks

In analogy to Section 3.1, we consider $R$-reversible symplectic diffeomorphisms on a $\mathbb{R}^{2n}$ as the target space:

$$\tilde{H} = \left\{ \mathcal{T} \in \text{Diff}(\mathbb{R}^{2n}) \; | \; \mathcal{T} = R \circ T^{-1} \circ R \; \text{and} \; (D_x \mathcal{T})^T J (D_x \mathcal{T}) = J, \; \forall x \in \mathbb{R}^{2n} \right\}. \quad (11)$$

We propose to construct the hypothesis spaces $\tilde{H}_\ell$ using compositions of the form (9), where the maps $\hat{f}_i$ are polynomial Hénon maps. Polynomial Hénon maps are symplectic transformations on $\mathbb{R}^n \times \mathbb{R}^n$, $(x, y) \mapsto (\bar{x}, \bar{y})$, with

$$\begin{cases} \bar{x} = y \\ \bar{y} = -x + \nabla V(y), \end{cases} \quad (12)$$

with $V : \mathbb{R}^n \rightarrow \mathbb{R}^n$ polynomial. We note here that, as required, the resulting composition (9) is symplectic if $R$ is symplectic or anti-symplectic.

For practical implementation, it is useful that, like Real NVPs, the inverses of polynomial Hénon maps admit convenient and straightforward analytical expressions.
3.3. Universal approximation

We finally establish the universal approximation properties of the hypothesis spaces $H_\ell$ and $\tilde{H}_\ell$, proposed in Sections 3.1 and 3.2. Note that the composition (9) can be expressed as

$$T = R \circ g^{-1} \circ R \circ g,$$

with $g := f_N \circ f_{N-1} \circ \cdots \circ f_1$. Let us first show that reversible maps indeed admit such a decomposition under mild assumptions. Let $R$ be a linear involution. Recall that an orientation-preserving $R$-reversible $C^2$-diffeomorphism $T$ of a $d$-dimensional ball into $\mathbb{R}^d$ is smoothly isotopic to the identity, i.e., there exists a smooth family of $R$-reversible diffeomorphisms $f : \mathbb{R}^d \times [0, 1] \to \mathbb{R}^d$ such that $f(x, 0) = x$, and $f(x, 1) = T(x)$, for all $x$. Moreover, if $T$ is symplectic, that the diffeomorphism in the family $f$ are also symplectic.

**Theorem 3.1** Let $T$ be an $R$-reversible diffeomorphism, with $R$ being a linear involution. Let $T$ be smoothly isotopic to the identity. Then there exists a diffeomorphism $g : \mathbb{R}^d \to \mathbb{R}^d$, such that

$$T = R \circ g^{-1} \circ R \circ g.$$

If $T$ is symplectic, then $g$ can be chosen symplectic.

**Proof** Define the non-autonomous vector field $h_s$ by the rule $h_s(f(x, s)) = \partial_s f(x, s)$, where $f$ is the isotopy from the condition of the theorem. It is well-known that if the isotopy is symplectic, then $h_s$ is Hamiltonian. Define the vector field

$$y_s = \frac{1}{2} Rh_s \circ R.$$

We claim, that the inverse of the sought map $g$ is the time-1 map defined along the orbits of the non-autonomous vector field $y_s$.

Indeed, it is enough to show that, for all $s \in [0, 1]$,

$$Rf_s \circ g_s = y_s \circ R,$$

where $g_s$ is the time-$s$ map defined by the orbits of $y_s$ (we denote $f_s = f(\cdot, s)$). Differentiating this with respect to $s$, we find that it is enough for the vector field $y_s$ to satisfy the following identity:

$$Rh_s \circ f_s + (RD_x f_s)y_s = y_s \circ R \circ f_s.$$  \hspace{1cm} (14)

By the reversibility,

$$f_s \circ R \circ f_s = R.$$

Differentiating this equality with respect to $s$, we find

$$h_s \circ R + (D_{Rf_s(x)} f_s)Rh_s \circ f_s = 0,$$

and (14) indeed follows.

By construction, if $h_s$ is Hamiltonian, then $y_s$ is Hamiltonian too, so $g$ is symplectic, as required.

Theorem 3.1 implies that the problem of approximating $T$ with arbitrary accuracy is reduced to the problem of approximating $g$ with arbitrary accuracy. In the general (non-symplectic) reversible case, we can approximate any diffeomorphism $g$ by Real NVP bijective layers in $L^p$ according to the result of (Teshima et al., 2020). A stronger, $C^\infty$-approximation result, follows from (Turaev, 2015). When $g$ is symplectic, it can be $C^\infty$-approximated by compositions of polynomial Hénon maps according to (Turaev, 2002).
4. Numerical experiments

Finally, we present some results concerning the approximation of Poincaré return maps of time-reversible Hamiltonian systems. We consider a periodically driven pendulum and the Hénon-Heiles system. In each of these examples, the dynamical systems are defined as solutions of explicitly given differential equations. However, the Poincaré maps that we aim to learn do not admit explicit expressions that can be derived directly from the differential equations. Hence, it is a natural objective to learn such maps using a neural network.

4.1. The Hénon-Heiles system

Consider a particle in $\mathbb{R}^2$, with phase space coordinates $(x, y, p_x, p_y) \in \mathbb{R}^4$, whose equations of motion are generated by the Hamiltonian

$$
H(x, y, p_x, p_y) = \frac{1}{2}(p_x^2 + p_y^2 + x^2 + y^2) + \lambda(x^2y - \frac{y^3}{3}). \tag{15}
$$

This dynamical system is known as the Hénon-Heiles System, after Michel Hénon and Carl Heiles who introduced it in their celebrated 1964 paper (Hénon and Heiles, 1964), as a model for the motion of a star in an axisymmetric potential. For a given value of the energy $E \in \mathbb{R}$ the orbits are constrained to 3-dimensional level sets of the Hamiltonian $E = H^{-1}(E)$.

The aim is to study the dynamics of the Hénon-Heiles system using a so-called Poincaré return map. A Poincaré section $P$ is a $(2n - 2)$-dimensional submanifold of $E$ that is everywhere transversal to the flow. Let $\phi_t$ be the flow of the Hamiltonian system and $P$ a Poincaré section. Then the Poincaré return map $T : P \rightarrow T(P) \subseteq P$ is defined as

$$
T(x) = \phi_{t_0}(x),
$$

with $t_0 > 0$ least so that $\phi_{t_0}(x) \in P$. If the section is smooth then $T : P \rightarrow T(P)$ is a symplectic diffeomorphism. For more details on Poincaré return maps see (Broer and Takens, 2010).

It is readily verified that for the Hénon-Heiles system

$$
P = \{(x, y, p_x, p_y) \in E \mid x = 0, p_x > 0\} \tag{16}
$$

defines a Poincaré section on $E$. In Fig. 1(a-c) we present some Poincaré plots (portraits containing selected orbits of initial conditions under the Poincaré map, illustrating the dynamics) for different values of the energy $E$. The Hénon-Heiles Hamiltonian (15) satisfies the property that $H(x, y, p_x, p_y) = H(x, y, -p_x, -p_y)$ which yields its dynamics reversible with respect to the reversing symmetry $R(x, y, p_x, p_y) = (x, y, -p_x, -p_y)$. As a consequence, it follows that the Poincaré return map $T$ on $P$ is also reversible, with respect to the involution $R_P : (y, p_y) \rightarrow (y, -p_y)$. This time-reversal symmetry gives rise to the reflection symmetry $R_P$ in the Poincaré plots in Fig. 1(a-c).

Poincaré maps provide important information about the dynamics. However, extensive studies of such maps obtained directly from the differential equations by numerical integration is often impractical due to the expense of the computations involved, tracking trajectories in the ambient space between hitting the surface of section. Training a neural network to learn a Poincaré map may be computationally expensive as well, but once trained it is fast to iterate.
4.2. Periodically driven pendulum

Consider the time-periodic Hamiltonian

\[ H(p, q, t) = \frac{1}{2}p^2 - \nu^2 \cos(q) - \lambda [0.3pq \sin(2t) + 0.7pq \sin(3t)] \] .

This Hamiltonian represents a simple pendulum with natural frequency \( \nu \) driven by a \( 2\pi \)-periodic force. The time-\( 2\pi \) map of this system defined by the flow \( \Phi_{2\pi} \) is usually also referred to as a Poincaré map as one could view time as an augmented phase space coordinate and \( t = 2\pi \) can be considered a surface of section in the extended phase space \( (p, q, t) \). A Poincaré plot of this map is depicted in Fig. 1(d).

It can be shown that the time-\( 2\pi \) map \( \Phi_{2\pi} \) is reversible symplectic with reversing symmetry \( R(q, p) = (q, -p) \), which is also reflected by the observed symmetry in the Poincaré plot in Fig. 1(d).

4.3. Dataset and hypothesis spaces for experiments

For both systems the dataset is of form \( \{(x_i, y_i), T(x_i, y_i)\}_{i=1}^{N} \) where \( T \) is the Poincaré map obtained via numerical integration. For both the pendulum and the Hénon-Heiles system, the optimizer has a small number of points available, i.e., \( N = 100 \) and \( N = 300 \) respectively.
We include the most significant experiments for three different physics-informed hypothesis spaces and the hypothesis space of plain MLPs:

- **$H_{NN}$**: the set of MLPs, with depth 6, and a total of $\approx 5000$ trainable parameters.

- **$H_R$**: A function space $H_\ell$ of $R_P$-reversible diffeomorphisms with 6 different, appropriately masked, Real NVP bijective layers of form (10) in which the functions $s$ and $t$ are represented by shallow MLPs.

- **$H_{HR}$**: A function space $\tilde{H}_\ell$ of $R$-reversible compositions of polynomial Hénon maps of degree 4, with depth 25.

- **$H_{SN}$**: The set of symplectic neural networks (SympNets (Jin et al., 2020)) of depth 18, with 8 linear modules for each activation module.

The hyperparameters of these hypothesis spaces have been chosen so that they all have comparable numbers of trainable parameters and training times. All the experiments are implemented using Keras (Chollet et al., 2015) and have been run on a single Nvidia RTX 2080. The source code can be found at github.com/Ricvalp/SymplecticTimeReversibleNN. The models have been trained with Adam optimizer and a decaying learning rate; unless stated otherwise, the dataset has been divided into training/validation sets with a 9:1 ratio. Figure 2 reports the losses during training.

### 4.4. Results

To compare performances we have evaluated the trained evolution maps in the following way. First, we compare the resulting Poincaré plots. From these figures it is clear that evolution maps from intrinsically time-reversible hypothesis spaces result in Poincaré plots that look very similar to the ground truth obtained using numerical integration (Fig. 1). We then calculate the average Euclidean norm between a few ground truth trajectories and the predictions. Poincaré plots and errors are shown in Fig. 3 for the driven pendulum, and in Fig. 4 for the Hénon-Heiles system.

![Figure 2](image.png)

**Figure 2**: Training and validation loss versus epoch for the four hypothesis spaces and the two systems.
5. Conclusion

We have addressed the problem of learning the evolution map of a discrete-time dynamical system that is known to be either reversible or reversible symplectic. Many Hamiltonian systems (and their Poincaré maps) are reversible symplectic. We have proposed relevant hypothesis spaces with these structures in terms of trainable neural networks, extending the results of Jin et al. (2020) and Burby et al. (2020) to symplectic systems that are also reversible. We observed in numerical experiments that reversible symplectic networks perform better than existing symplectic ones, like SympNets. Also, even reversible networks without symplectic structure, involving non-symplectic Real NVP bijective layers, perform remarkably well on reversible symplectic systems.
Figure 4: Hénon-Heiles system. Top: Poincaré plots obtained iterating the trained evolution maps from $H_{SN}$, $H_{R}$, and $H_{HR}$. Bottom: a few predicted trajectories.
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