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Abstract We develop an unsupervised machine learning algorithm for the automated discovery and identification of traveling waves in spatiotemporal systems governed by partial differential equations (PDEs). Our method uses sparse regression and subspace clustering to robustly identify translational invariances that can be leveraged to build improved reduced-order models (ROMs). Invariances, whether translational or rotational, are well known to compromise the ability of ROMs to produce accurate and/or low-rank representations of the spatiotemporal dynamics. However, by discovering translations in a principled way, data can be shifted into a coordinate systems where quality, low-dimensional ROMs can be constructed. This approach can be used on either numerical or experimental data with or without knowledge of the governing equations. We demonstrate our method on a variety of PDEs of increasing difficulty, taken from the field of fluid dynamics, showing the efficacy and robustness of the proposed approach.
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1 Introduction

Spatiotemporal dynamical systems, characterized by partial differential equations (PDEs), are ubiquitous across science and engineering and are central to many fields such as fluid dynamics, neuroscience, and atmospheric science. PDEs are rarely amenable to analytic, closed-form solutions, thus requiring recourse to computational solutions. However, numerical discretization is prone to generating high-dimensional representations of the solution in order to accurately resolve multiple time and space scales and underlying nonlinearities [1]. This is in contrast with the observation that the underlying dynamics often exhibit low-dimensional structure [2]. This is especially true in fluid systems which manifest many coherent structures dynamics such as vortices, large-scale eddies, and traveling waves [2, 3]. Reduced-order models (ROMs) exploit the intrinsic, low-rank structure of the simulation data in order to create more tractable models for the spatiotemporal evolution dynamics of...
the PDE. Many ROMs leverage the singular value decomposition (SVD) to produce a linear dimensionality reduction [1,4], whereby a dominant set of correlated modes provide a subspace in which to project the PDE dynamics [5–7]. Typically, low-energy modes are truncated, and the governing equations are projected onto the remaining high-energy modes to create an approximate and low-dimensional model. Dimensionality reduction and modal decomposition approaches have been well-studied and are extremely efficient [5–10]. The resulting models are computationally tractable, enabling downstream tasks such as prediction, estimation and low-latency control. However, many dimensionality reduction techniques are known to have severe limitations in capturing symmetry in the data, specifically translational symmetries found in traveling waves [4]. In this paper, we develop an unsupervised, data-driven framework for identifying interpretable representations for traveling wave speeds that can be exploited for improved reduced-order models.

ROMs have evolved into a critically enabling computational framework for PDE systems that are prohibitively expensive or intractable to simulate. Historically, ROMs arose in the fluid dynamics community in order to study the low-dimensional structures which are canonical to complex flows [2]. Even high-dimensional turbulence can be more efficiently represented and analyzed within such a reduction framework. Indeed, the majority of ROM simulations today for time-dependent PDEs are focused on fluid dynamic simulations, typically at high Reynolds numbers where improved simulation architectures are required for Monte Carlo simulations for parametric studies and uncertainty quantification. ROMs are tractable since they exploit the underlying low-dimensional nature of the spatiotemporal evolution dynamics. Although emerging techniques in machine learning are being used to identify more effective coordinate systems and models for systems in fluid mechanics [11–16], the majority of the time, low-rank structure used in ROMs is extracted using the proper orthogonal decomposition (POD) [2,17–19], which is typically computed via the SVD. If the governing equations are available, Galerkin projection [2,17,18,20], or the improved Petrov-Galerkin projection [21,22], can then be used to create an interpretable model of the few modes that contain the majority of the system’s energy (variance). While POD-Galerkin projections have been quite successful in many cases [23,24], this approach requires access to the governing equations, and there are well-known issues with the POD subspace [25]. In addition to POD-based methods, data-driven methods for ROMs have gained traction, such as the dynamic mode decomposition (DMD) [26–29] which creates a best-fit linear operator to advance spatiotemporal snapshots forward in time.

Regardless of the ROM architecture used, many PDE systems of importance contain symmetries that are obvious to the observer, such as rotations, translations, and scaling. Recognizing these symmetries makes object tracking and forward-time prediction trivial for a human, for example to estimate where and when a baseball will land from a limited set of observations. In traditional and widely accepted ROM approaches, however, these symmetries greatly restrict our ability to produce meaningful dimensionality reduction. Specifically, SVD-based methods are known to fail in handling rotations, translations, and scaling. More precisely, the SVD is only appropriate for the small subset of dynamical systems where time and space interactions can be decoupled through separation of variables. In fluids, such symmetries and translations play a foundational role in the dynamics, such as the traveling waves observed in pipe flows [30] or the Tollmien–Schlichting waves which arise from bounded shear flow, as in as boundary layers and channel flows [31]. For even moderately complex fluid flows, the effective rank for POD is still too high because this tool is unable to handle these invariances [7,31–34]. Thus, many systems are not amenable to POD/SVD model reduction strategies because this separability assumption fails to hold—the space and time dynamics are nonlinear and inherently coupled. To illustrate this canonical phenomenon, the POD/SVD of a stationary and traveling soliton are compared in Fig. 1. The stationary wave is perfectly captured by one spatial mode, as seen in the rapid singular value decay, whereas a wave translating in time cannot be represented by a low-dimensional representation with POD/SVD. This space–time separation problem has received surprisingly little attention, but research is growing [33,35–37]. The focus of this paper will be the study of reduced-order modeling techniques for transport-dominated systems characterized by traveling waves. Our unsupervised data-driven methods can be applied with or without knowledge of the governing equations, thus providing a robust mathematical architecture for ROMs exhibiting wave phenomenon.

1.1 Background

Previous work [38–41] has focused on using modal decomposition techniques, such as POD, in single transport phenomenon. Others have also explored symmetry groups and coordinate transforms [38,41–43] for decompositions, but these methods all require knowledge of the underlying equations, which are not always readily
available. Instead, it is often desirable to focus on methods that will be effective on either simulated equations or experimental data with no closed-form solution.

Many approaches to creating ROMs for traveling waves have focused on using a template fitting approach as demonstrated by Kirby and Armbruster [35] to shift waves into a transport-invariant coordinate frame. In this template fitting approach, the shift amount \( c(t) \) is determined by projecting \( u(x, t) \) onto a template \( u_0(x) \), often taken to be the initial condition. This approach is well-suited to single waves which maintain a near-constant waveform, though multiple waves, breathing, or dispersion characteristics cannot be effectively captured. In 2000, Rowley and Marsden [36] developed a method of reconstructing systems with translational symmetry by pre-shifting the POD modes by a speed \( c(t) \) discovered through template fitting with the initial condition, resulting in:

\[
u(x, t) = N \sum_{r=1}^{N} a_r(t) \varphi_r(x - c(t)) .
\]

While this approach may handle even complicated periodic systems well, such as the Kuramoto–Sivashinsky equation, the model creation is based inherently in the known dynamics of the system. This approach does not generalize well to systems with unknown governing equations, similar to methods developed by others in [38,41–43]. Work by Iollo and Lombardi [38] accounted for diffusive phenomenon in traveling wave decomposition by relying on the governing equations to separate advective and diffusive components. Without relying on equations of motion, Lucia et al [39] were able to create reduced-order models for shock waves by separating out and reducing the transport-dominated domain. This approach may introduce an undesirable bias in the selection of the domains to decompose, and here we aim for an unsupervised approach.

Rim et al. [37] use the template fitting approach to determine the so-called shift numbers in which the wave is stationary. They perform a transport reversal to shift each time step of the snapshot matrix into the moving coordinate frame of the transport phenomenon. They also propose solutions to many of the difficulties introduced by a periodic shift operator and quick evolution of the transported structures. They present a scaling vector to account for changing wave heights, a cutoff map for non-periodic boundaries, regularization for a smooth and interpretable transport vector, and a greedy algorithm to account for multiple or rapidly changing transported quantities. The authors show examples of the linear wave equation for demonstration, Burgers’ equation to show shock formation, and the acoustic equation with heterogeneous materials to exhibit variable wave speeds. Here, we aim to build interpretable models for the shift speeds, which will allow understanding of the physics and future state of the system. Nonetheless, these innovations are promising computational tools that should be incorporated into future work.

Most closely related to this work is the work of Reiss et al [33], who introduced a data-driven decomposition for multiple traveling waves. The shifted Proper Orthogonal Decomposition (sPOD) views the snapshot matrix \( u(x_i, t_n) \) of discretized spatiotemporal data in \( N_t \) moving coordinate frames, decomposing each with POD:

\[
u(x_i, t_n) \approx \sum_{k=1}^{N_t} T^{ck} \left( \sum_{r} \alpha_r^k(t_n) \varphi_r(x_i) \right).
\]
The sPOD algorithm uses the discrete shift operator $T^{c_k}$, corresponding to the transport speeds $c_k$, to pre-shift the data. After aligning data into a moving coordinate frame, POD is iteratively used to determine the modes for each transport speed until a prescribed error tolerance is met. The shift operator is found in one of two ways: using a thresholding algorithm or using an SVD-based search in a prescribed interval. In the thresholding method, the threshold must be chosen ad hoc, and a potentially noisy or non-smooth set of shift values is returned. In the SVD-based shift search, many candidate constant shift values $c$ must be supplied, and the SVD computation is performed for each in order to determine which leads to the maximum leading singular values (or quickest decaying singular value spectrum). This leads to a potentially high computational cost and a lack of robustness to non-constant wave speeds. In addition, both of these supervised methods yield black box shift values that are not robust to drastically evolving wave shapes or non-periodic boundaries.

Regardless of these limitations, Reiss et al. [33] provide an exceptional step forward for handling traveling waves in PDEs. Building on this work, we propose a data-driven, optimization-based approach to utilize symmetries present in traveling waves for dimensionality reduction with interpretable physics. We explore the use of our speed detection method on four examples of traveling waves, varying in complexity. We demonstrate that our method efficiently accounts for non-periodicity and non-constant speeds in multiple interacting traveling waves and uncovers the relevant wave speed physics. We then develop ROMs, comparing various reduction approaches. Finally, we present further improvements and future work.

2 Unsupervised traveling wave identification with shifting and truncation (UnTWIST)

Our mathematical architecture provides a method for pre-shifting traveling wave data in order to improve the performance of standard dimensionality reduction techniques for ROMs. We develop an optimization framework for discovering interpretable wave speed models for multiple, non-constant speed waves, called UnTWIST (Unsupervised Traveling Wave Identification with Shifting and Truncation).

2.1 The optimization formulation

For a traveling wave with time-varying speed $c(t)$, the function $u(x, t) = f(x - c(t))$ describes the waveform over space and time. The first task is to determine a set of $x$ and $t$ pairs of wave peak points that follow the path of the traveling wave over time. Ridge detection is a ubiquitous and well-studied task in computer vision [44], by which we can determine these points. The number of wave peak points $N$ is arbitrary, but a more refined discretization of space and time will yield higher $N$ and more accurate peak point detection.  

**Simple case** In the case of a single traveling wave with constant speed $c$, we can formulate the optimization as $x - ct = 0$. Determining the scalar value of $c$ that best describes these points is a simple least-squares regression. In most cases of interest, however, wave speeds are not constant. Rather, they may be non-constant, nonlinear, or have some prescribed time dynamics in the form of $x - c(t) = 0$, as seen in the spatial modes $\phi$ of (1).

**Non-constant speeds** In order to describe waves with speed functions $c(t)$, we form a matrix $T$ of $k$ candidate wave functions of time, for example, $1$, $t^2$, or $\sin(t)$ that may describe the wave’s non-constant speed over time. The choice of library functions allows the user enormous flexibility to customize the method to their application. The functions can be thoughtfully chosen based on visualization or similarity to other known dynamical systems, though this is not necessary. Using a rich library of simple terms such as polynomial and trigonometric functions usually yields strong candidate models. The input variable $n$ gives the number of waves present in the wave field. We repeat our $x$ vector $n$ times to form the $X$ matrix. Searching for a wave’s speed is a least-squares problem which yields coefficients $C \in \mathbb{R}^{k \times n}$ to potential wave speed functions: 

$$\min_C \frac{1}{2} \|X - TC\|^2_2.$$

The matrix $C$ is composed of rows corresponding to each term in the candidate function library $T$. Columns of $C$ correspond to each wave. In general, we will seek the simplest model for the wave speed, given by the fewest terms or the sparsest matrix $C$, similar to the sparse identification of nonlinear dynamics (SINDy) [45].

**Multiple waves** When more than one wave is present in a wave field, however, a mask must be used to differentiate between the wave speed model for each wave. The weighting matrix $W$ is implemented to isolate
rows of $X$ and $T$, corresponding to wave peak points, which are active for each wave. Here, $W \in \mathbb{R}^{N \times n}$ assigns $N$ points to $n$ waves, with each row of $W$ encoding a normalized probability distribution for each wave peak point. Entries are forced toward binary values of 0 or 1, corresponding to a wave peak point belonging to only one wave with high probability. We formulate the optimization to include multiple waves and non-constant wave speeds as

$$\min_{C, W \in \Omega} \frac{1}{2} W \odot \|X - TC\|_2^2,$$

where the symbol $\odot$ denotes the Hadamard element-wise product.

Parsimonious models Ultimately, the success of this method relies on accommodating a wide variety and arbitrary number of candidate functions to express the proper wave speed. However, only a small subset of these candidate functions will be relevant for characterizing a real system; even the most complex physically based systems, such as Navier–Stokes, contain relatively few terms. With this in mind, we introduce a sparsity promoting constraint, usually in the form of a $\ell_0$- or $\ell_1$-norm \[45\]. This additional constraint penalizes a dense matrix and forces many terms to zero. We apply this sparsity constraint on the $C$ matrix so that many of the coefficients of the candidate model functions become zero, i.e., the wave speeds have few active terms in the library. If this sparsity constraint was not imposed, the $C$ matrix generically contains many high-order terms since this minimizes a least-square $\ell_2$-norm. This is seldom, if ever, physically meaningful. Further, it generally leads to instability for future-time prediction and is prone to over-fitting.

2.2 Sparse relaxed regularized regression optimization

Enforcing a sparsity constraint on the wave speed models makes the optimization challenging, and in some cases, nonconvex. While many methods have been developed to address the pursuit of sparsity, such as the ubiquitous LASSO \[46\], sparse relaxed regularized regression (SR3) \[47\] was chosen because of its adaptability to different nonconvex sparsity constraints and its computational efficiency. The SR3 formulation of the optimization problem to fit speed models to multiple waves with non-constant candidate functions is formulated as

$$\min_{C, B, W \in \Omega} \frac{1}{2} W \odot \|X - TC\|_2^2 + \lambda R(B) + \frac{1}{2\zeta} \|C - B\|_2^2.$$

The regularizing function $R(B)$ is chosen to be a sparsity constraint; for example, the $\ell_0$- or $\ell_1$-norm is used so that $R(B) = \|B\|_0$, for instance. The number of nonzero terms is controlled by the value of the $\lambda$ parameter. The matrix $B$ is an auxiliary variable which relaxes the sparsity constraints by being enforced here rather than on $C$ directly. $B$ is forced to be close to $C$, with tuning from the relaxation parameter $\zeta$. Tuning the hyperparameters $\lambda$ and $\zeta$ carefully is critical to reaching a meaningful minimum, although there is no a priori knowledge of the optimal values. Generally, $\lambda$ is considered the sparsity parameter and should be chosen such that only handful of terms in the library are allowed to remain active. The $\zeta$ parameter can be considered a step size and should be chosen such that the optimization changes significantly enough in error for each iteration, but that it does not take too many iterations to converge. In the examples presented, a judicious choice of hyperparameters was made for the sake of simplicity. However, this could be done in a principled fashion by using a parameter sweep and choosing optimal values. Hyperparameter tuning is standard in most machine learning algorithms \[48\]. The SR3 optimization architecture has proven accurate, robust, and efficient in nonconvex problems with sparsity constraints such as the one presented.

2.3 Implementation

Algorithm 1 details the UnTWIST algorithm. Algorithm 2 details the corresponding sparsity promoting SR3 algorithm used for selecting a wave speed model (Fig. 2).
Algorithm 1 UnTWIST

Input: \( U \): wave field, \( x \) and \( t \); space–time discretization, \( n \): number of waves, \( \theta_{1:k} \): library of candidate speed models, and \( \lambda \) and \( \zeta \): optimization hyperparameters

Output: \( A \)

Initialize:
1: \((x, t) \leftarrow \text{RidgeDetection}(U)\)
2: \( T \leftarrow \theta_{1:k}(t)\)
3: \( X \leftarrow \text{repmat}(x, k)\)
4: \( W_0 \leftarrow \text{SpectralClustering}(x, t, n)\)
5: \( C_0 \leftarrow \text{ThresholdedLeastSquares}(W_0, x, t)\)
6: \((B_{1:v}, C_{1:v}, W_{1:v}) \leftarrow \text{SR3}(C_0, W_0)\)
7: \( U_{1:n} \leftarrow \text{Shift}(n, U, C_{1:v}, T)\)
8: \( \sum_{i=1}^n a_i \phi(\tau_i) \leftarrow \text{POD}(U_{1:n})\)

\( \triangleright \) Find wave peak points, see Figure 2.2
\( \triangleright \) Form library from candidate speed functions, from Figure 2.1
\( \triangleright \) Find probable wave groups, see Figure 2.2
\( \triangleright \) Initialize models for each wave speed
\( \triangleright \) Optimize using SR3, detailed in Algorithm 2, see Figure 2.3
\( \triangleright \) Shift in each reference frame, see Figure 2.4
\( \triangleright \) Any dimensionality reduction method may be used, see Figure 2.4

Algorithm 2 SR3 for UnTWIST

1: Input: \( C_0, W_0, \lambda, \zeta \)
2: Initialize: \( v = 0, B_0 = C_0 \)
3: while not converged do
4: \( v \leftarrow v + 1 \)
5: \( C_{v+1} \leftarrow \arg\min_C \left\{ \frac{1}{2} W \circ \| X - TC \| ^2 + \frac{1}{2 \zeta} \| C - B \| ^2 \right\} \)
6: \( B_{v+1} \leftarrow \text{prox}_{\lambda \eta}(C_{v+1})\)
7: \( W_{v+1} \leftarrow \text{proj}_{W_0}(X - TC_{v+1} \odot (X - TC_{v+1}))\)
8: Output: \( v, C_{1:v}, B_{1:v}, W_{1:v} \)

It is important to note that initialization of our algorithm plays a key role in the success of this method over a very broad optimization space. To initialize the weighting matrix \( W \), as seen in a clustering performed on the initial \( x \) and \( t \) data, assigning initial probabilities that each wave peak point belongs to a given wave. We employed spectral clustering [49] to obtain these initial probabilities, relying on the eigenvalue spectrum of a similarity matrix of the points. This yields points that are connected along a spectrum, rather than within a simple Euclidean distance from a centroid, as with many other clustering algorithms. Points in a given cluster are assigned a weight of unity in a column of \( W_0 \) and zero elsewhere, with each column of \( W_0 \) corresponding to a different cluster, or wave.

The \( C \) matrix of speed function coefficients was initialized using a sequential thresholded least-squares algorithm, as in [45]. In this scheme, the least-squares solve is performed for each row of the \( C \) matrix, corresponding to each wave. The smallest terms will be thresholded out and “deactivated” to enforce sparsity, another least-squares is performed, and the process is repeated until the sparsity constraint is satisfied. This yields a sparse initial model for each wave as coefficients in \( C_0 \).

The SR3 optimization is comparable in computational cost to the ADMM algorithm, a popular and ubiquitous optimization scheme, with a one-time overhead of \( O(Nn^2 + n^3) \) and iteration cost of \( O(n^2) \). It is important to note that, here, this cost does not scale with the size of the original data. Rather, it scales with the number of points selected by the ridge detection, i.e., the size of the \( X \) and \( T \) matrices, which is typically much smaller than the input. In future use for higher-dimensional systems, this cost would not scale proportional to the additional dimensions but with the same points denoting the translated quantity, which would be higher but on the order of magnitude of the 1D examples. One-time computations in the initialization include ten total operations on the original data for the ridge detection [44], a \( k \)-means clustering, which scales with \( O(Nn) \).

The optimization given by (5) yields the \( C \) matrix, which is used with the library \( T \) to determine the interpretable speed models for each of the waves. These speed models are used to shift each time slice of the input data matrix. This effectively places the wave field into a traveling reference frame in which one wave appears stationary. Traditional decompositions such as POD are then used and result in meaningful and low-rank modes for ROM reconstruction.

3 Results

We demonstrate the UnTWIST algorithm on four different linear and nonlinear fluid dynamic systems that exhibit traveling waves. We first show the initialization of the data from the spectral clustering and model.
Fig. 2 Schematic of the optimization-based shift mechanism. (1) The input data are passed in as a 2D snapshot matrix U. A model library is constructed by choosing simple functions of time to describe candidate wave speeds, and a number of waves is chosen. (2) To initialize, a ridge detection is performed and finds the locations of the wave ridges as (x, t) pairs. Then, spectral clustering is performed to preliminarily assign the (x, t) pairs to each wave, shown separated into orange and blue waves. (3) An optimization is performed over the W and C matrices, with B acting as an auxiliary variable. W governs the assignment of the (x, t) pairs to each wave. C gives the coefficients of the library terms that account for each wave speed, orange and blue. This matrix is penalized to be sparse so that only a few library terms are chosen out of many candidates. The speeds for each wave are interpreted as each row of the C matrix. (4) The original data are shifted into each wave’s reference frame, making each a stationary wave. Traditional model reduction techniques can then be used to find \( \phi \) modes for each (color figure online).
3.1 UnTWIST results

Example 1 Korteweg-de Vries equation The first example is one of the simplest examples of a traveling wave: a single soliton of constant speed propagating over a domain with periodic boundary conditions. The evolution of the wave field governed by the Korteweg-de Vries (KdV) equation is given by

$$u_t + uu_x + u_{xxx} = 0$$

with initial condition

$$u_0(x) = 1 + 24 \text{sech}^2(\sqrt{2}x).$$

The KdV equation is widely used to describe gravity waves propagating through shallow water [50]. The initial condition (7) is a known soliton solution of the KdV equation, which maintains a constant wave shape, with a wave propagation speed of 9. This initial condition was discretized into 512 grid points in \([-\pi, \pi]\) and solved for \(t \in [0, 0.6]\) using an exponential time-differencing fourth-order Runge–Kutta scheme [51], where the results were saved at steps of \(\Delta t = 0.001\) in time. The initial data can be seen in the surface plot in Fig. 3 (left panel).

A library of potential wave speeds, as given in Fig. 3, was chosen to be polynomials of the time variable up to third order, with a constant included for centering the data in \(x\). The number of waves was chosen to be \(n = 2\) in order to allow the algorithm to converge to a meaningful and interpretable wave speed model. A single wave model could have been used and, in this case, found to be a parallel wave directly in between the periodic extensions of the right-traveling wave. Hyperparameters were tuned to be \(\lambda = 10\) and \(\zeta = 1e^{-4}\).

For this simple example, where the wave speeds are constant in time, the UnTWIST algorithm performed with high accuracy, yielding coefficients within \(3.98e^{-4}\) of the ground truth wave speed models, written explicitly in Fig. 3. The two wave crests were identified clearly with the ridge detection step. The algorithm
was constructed using the governing equation fabricated non-periodic wave field of two crossing Gaussian solitons of non-constant speed. The wavefield Example 2 Two crossing solitons: non-periodic and non-constant speed The second example we present is a fabricated non-periodic wave field of two crossing Gaussian solitons of non-constant speed. The wavefield was constructed using the governing equation

\[ u(x, t) = \exp(-0.1(x + 3t - 80)^2) + \exp(-0.1(x - 0.15t^2 - 20)^2) \]  

on \( x, t \in [0, 100] \times [0, 20] \) in a uniform \((256 \times 512)\) grid. The library is taken to be polynomial terms of \( t \) up to the second order. Hyperparameters were tuned to be \( \lambda = 10, 000 \) and \( \zeta = 1e^{-4} \). The number of waves \( n \) was chosen to be 3 as an initial value. The UnTWIST algorithm allows the number of waves to change if the number of points in a cluster shrinks below a threshold in the optimization step. In this example, giving a starting value of \( n = 3 \) allowed a subset of points to be in a temporary third wave group until a more probable wave belonging is found. It can be seen in Fig. 4 that the addition of a third wave group allows the yellow points, corresponding to the complicated wave intersection area, to belong to a wave group of their own. After the optimization converged in 2743 iterations, the third wave group has fewer points than the threshold allows, so this model is removed. These points are assigned to the right-traveling wave, and the models closely fit the wave crests. The speed models also have close agreement, with the coefficient error at 1.15e−3 compared to the ground truth speeds.

Example 3 Burgers’ equation The third example we present uses viscous Burgers’ Equation, \( (9) \). Because of its characteristic of forming sharp discontinuities, viscous Burgers’ equation is used to describe shock waves common in gas dynamics \([50]\). This provides an example of a changing wave profile alongside a non-constant wave propagation speed, as shown in Fig. 5. This example does not provide a known speed, but it is well known that the wave front propagates at a speed proportional to the wave height.

\[ u_t + uu_x - 0.1u_{xx} = 0. \]

This equation was solved using fourth-order Runge-Kutta scheme for \( t \in [0, 20] \) in steps of \( \Delta t = 0.1 \) in a periodic domain of \( x \in [-8, 8] \) with 256 grid points. The initial condition is given in \( (10) \), representing a Gaussian wave.

\[ u_0(x) = \exp(-(x + 2)^2). \]  

The library was chosen to be a linear, square-root, and constant term. The square-root term was chosen in order to accommodate the nonlinear speed simply. The number of waves was chosen to be \( n = 1 \). Hyperparameters were tuned to be \( \lambda = 10 \) and \( \zeta = 1e^{-4} \). As shown in Fig. 5, the wave speed model determined by the optimization fits closely to the data, converging in only 15 iterations. Since there is no known ground truth, the wave speed model was also compared to the wave amplitude over time, as shown in Fig. 5. The close agreement indicates that the wave speed was well identified. This example also illustrates the success of the ridge detection algorithm for this application, as wake peak points are captured well, even with changing wave height.

Example 4 Nonlinear Schrödinger equation The final example we present showcases many of the complications we wish to address with the UnTWIST algorithm—nonlinear wave interaction, non-periodicity, and rapidly-changing wave profiles. The complex nature of the wave field can be seen in Fig. 6. The nonlinear Schrödinger equation is used across many fields. In fluid mechanics, it describes gravity-driven surface water waves in the deep water regime \([50]\) and is typically solved using expensive and finely tuned numerical methods. NLS is given as

\[ iu_t = -\frac{1}{2}u_{xx} + \kappa |u|^2u. \]

This was solved on the domain \( x, t \in [-15, 15] \times [0, 2\pi] \) in a \( 1024 \times 501 \) uniform grid. The initial condition

\[ u_0 = 2 \text{sech} (x + 7) \exp(2ix) + 2 \text{sech} (x - 7) \exp(-2ix) \]  

was propagated forward in time using a pseudo-spectral, fourth-order Runge-Kutta scheme \([1]\).

For this example, the library of candidate functions was made up of polynomials up to the third order including a constant term. Similar to the fabricated data in Example 3, this wave field has complicated wave crossings, so an extra wave group was initialized with \( n = 3 \) waves. Hyperparameters were tuned to be \( \lambda = 10 \) and \( \zeta = 1e^{-4} \). As shown in Fig. 6, the initialization did not cluster the points into a centered wave-crossing
Fig. 4 Results of the optimization on artificially generated data of non-constant velocity linear soliton waves and a library as given.
Dimensionality reduction and reduced-order modeling

3.2 Reduced-order models

We now present low-rank reconstructions of two of the example wave fields using UnTWIST. We couple our algorithm with two common dimensionality reduction methods, POD and Robust Principal Component Analysis (RPCA) [52]. We compare these rank-reduced wave field reconstructions with those of the traditional (unshifted) POD approach, each using only two modes. The singular value spectrum is also given for each example, showing the amount of information contained by each successive mode in the decomposition. It is important to note that when shifting is applied, we obtain $n$ wave fields. For the shifted reconstructions, dimensionality reduction is performed for each of resulting pre-shifted wave fields. The first mode is taken from each shifted wave field, and all are superimposed, each counting as one mode when comparing to traditional POD.

The first example wave field is described in Example 2, presenting complications of non-constant wave speeds, non-periodicity, and multiple crossing waves. As seen above, the wave speeds are well-identified using the UnTWIST method. The data were pre-shifted into two frames using the two identified speed functions, and both POD and RPCA were performed. These are presented in Fig. 7 and compared to traditional POD with all methods truncating to rank-2.

The singular value spectra for each of these decompositions are shown in Fig. 7. It can be seen that the shifted RPCA captures the most energy out of the three methods out to around 75 modes, or about 30% of the original size. In this case, traditional POD appears to perform preferably to the shifted POD, when viewing the total spectrum. It can be seen that for 2–8 modes of retention, shifted methods both outperform traditional POD. In the images of the reconstructions, the two-mode reconstruction is clearly superior in terms of faithfully representing the dynamics of the system. The shifted RPCA performs the best, with two clear solitons interacting and maintaining smoothness outside this domain. The shifted POD somewhat recreates the wave pattern, but with artifacts obscuring the smooth soliton behavior. In the traditional POD example, however, the wave field is unrecognizable. There is no continuity between the two solitons, and there is no clear traveling behavior represented.
Fig. 6 Results of the UnTWIST algorithm to find the shifts in simulated NLS equation data. Three clusters are used to allow the algorithm to threshold out complicated areas at first. The initial clustering is poor, as are corresponding initial models. However, after the optimization, the clustering has improved, and the models are visually an excellent fit. The extraneous model is ignored, and the error in the coefficients is 0.028 after 2748 iterations.
The second example we present is of Example 4, the NLS equation. The results of the decompositions are shown in Fig. 8. It can be seen in the singular value spectrum that for this case, the shifted RPCA decomposition outperforms the others for all ranks of truncation. The shifted POD again outperforms the traditional POD for few modes, from 2–4 modes retained. The traditional POD quickly takes over the shifted, however, and captures more information for five and higher modes than the shifted version. Overall, it can be seen clearly that the shifted RPCA quickly captures the most possibly information in only about 35, or about 7% of all possible, modes. The rank-2 reconstructions illustrate this concept similarly. While the shifted RPCA does not have the characteristic sharp peaks of the original data, the area outside the breathers is relatively smooth. In contrast, both the shifted POD and the traditional POD maintain oscillations near the edges of the breathers. These are a product of the many high-frequency oscillatory modes needed to represent the breathing waves.

The success of these shifted reconstructions may hinge on the ability of the dimensionality reduction algorithm to filter background from higher-frequency phenomenon. When implementing a shift into a moving reference frame, a single traveling wave is viewed as stationary in time. When more than one wave is present in the field, however, shifting simply distorts the wave’s speed. This problem is akin to a background separation—one low-frequency, stationary wave is the background of wave field, and the other is the foreground. When performing a dimensionality reduction, this mode is often the most energetic. Many dimensionality reduction methods, including RPCA, have focused on isolating these background modes, explaining the success of RPCA in this example.
Fig. 8 Comparison of different dimensionality reduction methods for NLS data, each using two modes. (a) shows the singular value spectra for each dimensionality reduction method for various ranks, showcasing the energy captured in each successive rank. Error plots at right show the $\ell_2$-norm error for each method with a rank-2 reconstruction, whose surface plots are shown in (b–d).

4 Conclusions and improvements

Dimensionality reduction methods play a key role in reduced-order modeling across a broad range of engineering applications. In this paper, we have shown the difficulty of using traditional methods such as POD on systems with translational symmetry in the data, namely, traveling waves. We then presented an unsupervised machine learning method for identifying interpretable representations for the speeds of these traveling waves. Using the speeds, it is possible to pre-shift the data before applying traditional dimensionality reduction methods in order to reduce the number of modes needed to accurately represent the data.

While other approaches have similarly aimed to improved traditional methods, this work expands the application of pre-shifting methods to systems whose physics and dynamics are less well known. The unsupervised nature of this method allows for an unbiased dimensionality reduction, regardless of whether the equations are known a priori. Whether data are generated from experiments or numerical simulation of equations, the UnTWIST algorithm can uncover translational symmetries. The interpretable nature of the translations also allows one to uncover dynamics within the data. This proves especially important when there is little prior understanding of the underlying physics.

The primary improvement that can be made to the UnTWIST algorithm is including a term for the wave field reconstruction in the objective function. The way the optimization is currently formulated, each wave
speed model is fit independently, and they are not considered as a superposition in the original data. Primarily, this leads to issues in the reconstruction when multiple waves are considered—superimposing two waves can skew the intersection points to be double the height. In the future, assigning wave heights optimally to match the original data, as is done in [33], is necessary to create accurate reconstructions. Indeed, our unsupervised learning algorithm for the detection of waves with the algorithms of [33] provides an excellent architecture for ROM efforts.

Despite the challenges in implementing UnTWIST thus far, the opportunities to expand its applications are promising. In this work, we have presented a method of identifying translational symmetries in the data. In future work, unsupervised identification of rotational symmetries will allow for more efficient dimensionality reduction in a broader class of problems. Many fluids systems of interest, including flow across a cavity or over an airfoil, present vortex shedding that is not easily captured in few modes with traditional methods. Implementing a method to identify rotational symmetries and pre-rotate data may lead to considerable savings in simulation time for fluid systems. Furthermore, the opportunities of this method to identify arbitrary symmetries are exciting. Given any symmetry group parameterized by \( c = f(x, t) \), unsupervised machine learning methods are well suited to uncover underlying patterns that may not be obvious to the observer. Expanding methods such as UnTWIST to allow for arbitrary symmetry identification is a promising path to significant improvements in dimensionality reduction.
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