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Abstract
Big data analysis requires the speedup of parallel computing. However, in the virtualized systems, the power of parallel computing is not fully exploited due to the limit of current VMM schedulers. Xen, one of the most popular virtualization platforms, has been widely used by industry to host parallel job. In practice, the virtualized systems are expected to accommodate both parallel jobs and serial jobs, and resource contention between virtual machines results in severe performance degradation of the parallel jobs. Moreover, the physical resource is vastly wasted during the communication process due to the ineffective scheduling of parallel jobs. Unfortunately, the existing schedulers of Xen are initially targeting at serial jobs, which are not capable of correctly scheduling the parallel jobs. This paper presents vChecker, an application-level co-scheduler which mitigates the performance degradation of the parallel job and optimizes the utilization of the hardware resource. Our co-scheduler takes number of available CPU cores in one hand, and satisfies need of the parallel jobs in other hand, which helps the credit scheduler of Xen to appropriately schedule the parallel job. As our co-scheduler is implemented at application level, no modifications on the hypervisor is required. The experimental result shows that the vChecker optimizes the performance of the parallel job in Xen and enhances the utilization of the system.
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1 Introduction

Big data analytics is facing the super large volume of data, which normally requires the parallel computing to accelerate the analytic process nowadays. As the virtualization technique has been vastly adopted by the parallel computing server providers, more and more data analytic jobs are executed on the virtualized platform. Among various virtualization platforms, Xen, a novel virtualize solution, has become one of the most popular virtualization platforms in this field. Xen provides a hypervisor which directly works on top of hardware layer to separate hardware management and software management. VMs are running above the hypervisor known as domains. A privileged domain (dom0) is created at boot time and is given access to the hypervisor’s controlling interface, which makes dom0 a key role in managing all other domains (called guest domains or domUs), for example, creating VM, deleting VM, and terminating VM. Xen uses a credit scheduler to allocate the computing resource to vCPUs, which achieves outstanding performance overall.

Credit scheduler, which is a fairly proportionally sharing based strategy, is the primary scheduler of Xen. This scheduler provides a global workload balance during the process of resource allocation, which has achieved an outstanding overall performance. Unfortunately, researchers found a severe problem when it hosts parallel jobs. Since parallelization becomes the mainstream in modern program designing, various parallel job frameworks have been developed to enable the implementation of the parallel fashion. A parallel job usually has communications between the subtasks to exchange the intermediate result, which requires related vCPUs to be online at same time.
Otherwise, the execution of the parallel job will be delayed due to failed communications. For example, the performance of MPI job is severely dependent on the efficiency of communication. However, credit scheduler, the default scheduling strategy of Xen, was initially designed for scheduling serial jobs, which is considered to be less capable of appropriately allocating pCPUs to the vCPUs that are hosting a parallel job.

This paper presents vChecker, a co-scheduler which improves the ability of scheduling parallel job of the credit scheduler. Our co-scheduler is implemented as an application-level co-scheduler which requires no modification to the hypervisor of Xen. Comparing our previous work in [4], vChecker considers the time period of scheduling a parallel job, which achieves better fairness in terms of resource allocation. The experimental results show that the performance of the parallel job is significantly improved. Moreover, the result indicates that the utilization of the system is also optimized.

The rest of paper is organized as follows: Sect. 2 reviews the state-of-the-arts in the field and provides some background. Section 3 states the problem and analyses it. The design of co-scheduler is described in Sect. 3.2. Then we will explain the implementation details of the prototype of vChecker in Sect. 4. Section 5 shows the experimental result and evaluation. A conclusion is given in Sect. 6.

### 2 Background and related work

#### 2.1 Background

The credit scheduler is a proportionally fair sharing scheduling algorithm, is the default scheduler of Xen. Each domain has two values weight and cap, which defines the share of execution time the domain will be given. Weight indicates the relative proportion of CPU time, and cap defines the upper limit of execution time. Each domain is given credits decided by its weight value, and a domain’s credits are evenly assigned to its vCPUs. Credits will be consumed as long as the vCPU gets executed on a pCPU and subtracted according to the execution time of the vCPU. Each scheduled vCPU has a timeslice of maximum 30ms to run, and a global value called ratelimit indicates the minimum time to occupy the pCPU. A vCPU is set to UNDER if there are remaining credits, and OVER priority is given to vCPU with negative credits. The credit scheduler re-calculate and replenish credits every 30 ms.

#### 2.2 Related works

Xen has several schedulers which can be chosen by users according their practical needs. Simple Early Deadline (SEDF) [8] is another scheduler option besides credit scheduler, which is less popular in practice due to lack of global balancing ability. Real Time Deferrable Server (RTDS) [16] is a newly added scheduler for scheduling real-time applications.

Xen has been intensively studied in recent years, many efforts have been made to optimize the performance of Xen. Wu and et al. propose a scheduler to improve the utilization of pCPU of Xen host [18]. In their work, the credit scheduler is given knowledge of workload distribution, which enables resource allocation to be adjusted. Xi and et al. proposes RT-Xen to improve the performance of the real-time application in Xen in terms of catching up the deadline [19]. Moreover, Xu and et al. develop vBOOST [14], vSlicer [21] and vTurbo [20] to mitigate the performance degradation of I/O intensive applications in Xen. Cheng and et al. propose vBlancer to optimize the I/O performance of SMP VM [1]. Some optimizations have been made to reduce the I/O responding time on UniProcessor virtual system [2, 5, 7]. Kim and et al. optimizes inter-domain communications in their work [6] while Huang and et al. improve the communications that are processed in the same host [3]. Furthermore, various studies of job scheduling were conducted [9–13, 15, 17, 22].

### 3 Strategy design

#### 3.1 Problem discussion

The credit scheduler is initially designed for serial jobs, it has no knowledge of parallel jobs, which leads the particularity of the parallel job is ignored. The parallel job usually requires related nodes to be scheduled at the same time to exchange the intermediate result over internal communications. We assume that there are sufficient number of serial jobs co-running with the parallel jobs on the same host. It is highly possible that the execution of a parallel job will be negatively affected by the failed communications.

In traditional co-scheduling algorithm, the intuitive co-scheduler can be achieved by four steps. Firstly, current information of of Xen virtual system can be obtained by the co-scheduler. Secondly, the co-scheduler observes the VMs that host the running parallel job. If one of the parallel nodes is scheduled, the co-scheduler will de-schedule and pause the running VM to assure there are enough pCPU available for other nodes of a parallel job. Thirdly, all VMs that host the subtasks of a parallel job will be executed for a time slice. Finally, the normal serial jobs are resumed to the running state afterwards. However, critical problem may exist in this strategy. The co-scheduler is only an
additional module to assist the credit scheduler in properly scheduling parallel jobs, it is necessary to respect principle of fairly scheduling of credit scheduler. However, this strategy disrupts the fairness of credit scheduler and the parallel job will be allocated too much resources, the performance of other VMs are severely affected, especially when a large parallel job is launched on the system.

Alternatively, we can let the vCPUs of a parallel job wait for enough CPU resources to be scheduled, and the parallel nodes will be scheduled and execute for a period where there are enough pCPUs. As the result, the allocated computational resource of serial jobs will not be affected. This strategy benefits from appropriately scheduling a parallel job while reducing the influence to the performance of sequential jobs. The currently available pCPUs will be monitored, however, the demand of parallel jobs will be ignored. The co-scheduler will check the available CPU, and schedule all parallel nodes once there are enough pCPUs. However, if there is not enough number of pCPUs, the parallel job may have to wait enough pCPUs available.

Both strategies mentioned above have significant drawbacks which may have severe negative impacts on the performance of the virtualized system. Therefore, a compromised strategy is required to consider both the particularity of the parallel job and the fairness of scheduling.

### 3.2 Design of the co-scheduler

The compromised strategy observes the number of available pCPUs while taking the waiting time of the parallel jobs into account. In this design, we assume the VMs are uniprocessor system, which is a normal setup of parallel job in practice. As the parallel job will achieve the best performance when all vCPUs of subtasks of the parallel job are simultaneously scheduled online, we only allow the vCPUs of subtasks of a parallel job to be scheduled together to avoid performance degradation of the parallel job, namely, single subtask will not be scheduled alone. Moreover, We use a threshold of available pCPUs to indicate the time when the serial job should sacrifice its execution time for the parallel job. That is, if the available resource reaches the pre-defined threshold, the co-scheduler will execute all subtasks of the parallel job by pausing/resuming VMs operations. For example, if a parallel job with 6 subtasks and the threshold is 5, the parallel job will be scheduled if there are 5 available pCPUs.

The co-scheduler considers how long the parallel job has been waiting for enough resource. We set a timer to guarantee the parallel job being scheduled within a certain period. We assess the current workload of the system to direct the maximum waiting time of the parallel job. Specifically, in the virtual system, each vCPU is given a timeslice to run each turn, if a vCPU is scheduled off, then it has to wait other vCPUs of the same queue to complete the execution, which can be quantified by using the average length of the run queue and the time slice setting in Xen.

### 4 Implementation

The implementation of this co-scheduler includes four modules: (1) the **Initializing module**, (2) the **System information collecting module**, (3) the **Detecting and monitoring module** and (4) the **Operating module**. The workflow is illustrated in Fig. 1. The detail of each module is given in the rest of the section.

#### 4.1 Initializing

This module will prepare the tools by establishing the connection between the vChecker and management tools of Xen. Firstly, the vChecker will be connecting to the Xen hypervisor for using the APIs of virtualized system. The global system information of the Xen host can be retrieved from the APIs. Secondly, the XLI package, which is a set of Xen management functions, will be prepared. Thirdly, libvirt interface connection is established.

The function `init()` actually implements the initializing operations. When the vChecker is called to run, `init()` will be called at once. To establish connection to the virtual

![Fig. 1 The workflow of the vChecker](image)
system, we need to call `virtConnectOpenReadOnly()` to prepare the `libvirt`. Moreover, as some information of the virtual machines are privilege to the `XI` package, we need to call `xc_interface_open()` to create the connection to `XI`.

### 4.2 System information collecting

Most of the information in this module is static information. For instance, amount of pCPUs of the physical host, amount of subtasks of the parallel job. This module requires two arguments: (1) the threshold of available pCPUs and (2) the list of virtual machines which host the subtasks of the parallel job. Based on the provided information, the size of the parallel job can be calculated. The algorithm is given in Algorithm 1.

```
Algorithm 1: Information collecting function
Input: None
Output: None
1 if (threshold == NONE) || (parallel_doms == NONE) then
2   threshold = INPUT;
3   parallel_doms = INPUT;
4 end
5 for dom NOT IN parallel_doms do
6   Add to serial_doms;
7 end
8 activeDoms_total = virtConnectNumOfDomain();
9 P_total = virtNodeGetInfo();
10 queue_length = activeDoms_total / P_total;
11 waiting_time = (queue_length - 1) * timeslice;
12 goto monitoring();
```

In this module, the function `virtNodeGetInfo()` of `Libvirt` is called to retrieve the information of the virtual machines. Moreover, the amount of active domains can be obtained by calling `virtConnectNumOfDomain()` provided by `Libvirt`. For the other system information we need in the runtime, we calculate based on these two values, for example, amount of serial jobs.

### 4.3 Monitoring

The monitoring module observes the execution process of the virtual machines. In this module, the information of the virtual system will be repeatedly evaluated in the runtime, which includes the number of available pCPUs and the waiting time of the parallel job. At the beginning of this module, a timer is set for scheduling the parallel job. As explained above, the number of the active domains can be obtained by calling `virtConnectNumOfDomain()`, and the total number of the pCPUs of the host can be got by calling `virtNodeGetInfo()`, thus, the length of the run queue can be obtained. The waiting time of the parallel job can also be obtained, which will be used to set the timer. After that, a loop monitors the available pCPUs and check if the threshold is reached. The number of available pCPUs requires the information of the number of running serial jobs, and this module repeatedly checks the running status of the serial jobs. If the threshold is reached, then the operation module will be called to perform a scheduling of the parallel job. Otherwise, the loop will keep checking until the timer calls the operation module. We call `xc_domain_getinfo_list()` of `XI` to get the list of virtual machines. `xc_domain_info_t` structure is used to store the domain information. The algorithm is given in Algorithm 2.

```
Algorithm 2: Monitoring function
Input: None
Output: None
1    time = now();
2    set_timer(time, waiting_time);
3    count = 0;
4   while true do
5       for dom IN serial_doms do
6          if dom.running == 1 then
7             count++;
8          end
9       end
10      P_available = P_total - count;
11     if P_available >= threshold then
12        break;
13     end
14 end
15 goto operating();
```

### 4.4 Operating module

In the operation module, we use `xc_domain_pause()` and `xc_domain_resume()` functions provided by `XI` package to control the progress of the parallel jobs and the serial jobs. When this module is called, it will pause the running domains first, and then resume the parallel nodes to running state. As the all serial jobs are paused, the host is fully occupied by the parallel job, and the credit scheduler will allocated these parallel nodes to different pCPUs according to the principle of workload balancing. The parallel nodes will be permitted to run simultaneously for a time slice by counting the running time. The parallel job will be allowed to executed for a time slice, then the co-scheduler will pause the parallel VMs and resume those serial jobs to execute. After that, the co-scheduler goes back to the system information collecting module.

### 5 Performance and evaluation

We conduct the experiments on a host which has a quad-core CPU (Intel Core i7-3820 CPU @ 3.60GNz) and 16GB RAM. The Xen 4.2.0 is adopted as the virtualization
platform, and the guest operating system is Ubuntu 14.04. We create a total of 32 uniProcessor virtual machines for the experiment, namely, each VM has only one vCPU. These VMs will be randomly allocated to the cores, apart from vCPUs of dom0, each pCPU will be assigned to serve 4 vCPUs.

5.1 Evaluations on performance of the parallel job

In this experiment, we choose NAS Parallel Benchmark Suite to evaluate the performance of vChecker. In this experiment, we randomly choose some VMs as PVMs to execute the parallel workload in a hybrid execution environment. We use bash to generate serial workloads on non-parallel VMs. Additionally, we add periodic communications between parallel node to simulate the servers in real world. We set the problem size to C and run all benchmark programs using 4 nodes for five times. The average results which are normalized to native performance are shown in Fig. 2.

The experimental result shows that vChecker is able to enhance the performance of communication-intensive parallel workloads. As can be seen from the Fig. 2, the vChecker reduces the execution time for IS (15%) LU (10.6%) FT (6.7%), these testing workloads are communication-intensive programs which use massive AlltoAll primitive, AllReduce and PointtoPoint primitives. However, the performance of computation-intensive parallel workload is decreasing, the performance of BT drops 8.7% for example. This is due to the fact that parallel nodes spend extra time in waiting to be scheduled together.

In this experiment, we use the number of communications per unit time (NCUT) to evaluate the resource utilization. We record the number of parallel job related I/O operations processed by dom0 and combine it with the execution time to calculate NCUT. This metric is more accurate because it reflects the real resource utilization rather than the load of CPU. As can be seen from Fig. 3, the utilisations for IS and LU increase by 38% and 17% respectively, while resource utilizations for other workloads are also slightly improved.
6 Conclusion

In this paper, we have presented an application-level co-scheduler designed for improving the performance of the parallel job in Xen. This strategy considers the waiting time of parallel job on one hand, and takes the number of available pCPUs into account on the other hand. Moreover, we have implemented a co-scheduler named vChecker based on the co-scheduling strategy. The experimental results shows that the vChecker dramatically enhances the performance of the parallel job in Xen by reasonably assigning pCPUs to the sub-tasks of the parallel in runtime. The utilization of CPU is also optimized by effective communications between parallel nodes.
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