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Abstract. We study by Γ-convergence the stochastic homogenization of discrete energies on a class of random lattices as the lattice spacing vanishes. We consider general bounded spin systems at the bulk scaling and prove a homogenization result for stationary lattices. In the ergodic case we obtain a deterministic limit.

1. Introduction. In this paper we study the discrete-to-continuum limit of a system of bounded spins on stochastic lattices at the bulk scaling. In particular we focus on the properties of these discrete systems at zero temperature where the abstract methods of Γ-convergence have already proved to be an effective tool for the asymptotic analysis (see [2], [3], [4], [5], [10], [11]). More specifically we consider systems parameterized over the points of a lattice $\mathcal{L} \subset (\mathbb{R}^d)^\mathbb{Z}^d$ that we see as the outcome of a random variable on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$, namely $\omega \mapsto \mathcal{L}(\omega) = \{\mathcal{L}(\omega)(i)\}_{i \in \mathbb{Z}^d}$. On the geometry of the lattices we make two assumptions preventing arbitrarily big empty regions and cluster of points. We then scale the lattices by a small parameter $\varepsilon$ that will be eventually sent to 0 in the continuum limit. On these admissible lattices we define a spin field $u : \varepsilon \mathcal{L}(\omega) \to K$ where $K \subset \mathbb{R}^m$ is a bounded set and consider non negative energies of the form

$$F_\varepsilon(u) = \sum_{x, y \in D} \varepsilon^d f_\varepsilon(x, y, u(\varepsilon x), u(\varepsilon y)). \quad (1)$$

Under boundedness and long-range decay assumptions on the densities $f_\varepsilon$ we prove a compactness and integral representation result for a Γ-limit of $F_\varepsilon$. In this analysis the assumptions on the geometry of the lattice play an important role. In particular they allow us to relate our spin systems to systems on a periodic lattice and to take advantage of the results in [5] to show that the limit functional fulfills the assumption of an integral representation theorem proved in [14]. As a result the compactness and integral representation Theorem 3.2 follows. In Theorem 3.4 we extend the proven Γ-convergence result to the case when the spin field is constrained to realize a certain prescribed mean value. As a corollary we obtain the convergence of minimum problems under mean value constraints which turns out to be a key element in order to prove a stochastic homogenization theorem for spin systems on stationary random lattices. It is at this point that we need to combine the abstract methods of Γ-convergence with the subadditive ergodic theorem in [1].
This argument has been first used in the framework of stochastic homogenization in [18] and in the context of discrete-to-continuum limits under bulk scaling in [6] for functionals defined on Sobolev spaces. In this paper we apply it in the context of Lebesgue spaces. Even if in this framework the proofs benefit from the analysis done in [5], [6] and [18], a number of technical issues deserve some care (see for instance the measurability Lemma A.1). Finally, it is worth noticing that in the simple case $K = \{ \pm 1 \}$ and $f_\varepsilon(x, y, u, v) = c_\varepsilon(x, y)|u - v|$, our results fill a gap in the asymptotic theory of Ising systems on stochastic networks. Indeed, for this choice of $K$ and $f_\varepsilon$, the main result in this paper together with that in [7], where the surface scaling ($\varepsilon^{d-1}$ in place of $\varepsilon d$) of the energy functional in (1) is considered, can be seen as the first two terms in the development by $\Gamma$-convergence (see [13]) of long-range Ising systems. As a final remark, it is worth noticing that, the results contained in this paper are the first necessary step for the extension to the stochastic setting of the discrete-to-continuum limits of frustrated spin systems recently considered in [16] and [15].

2. Stochastic lattices and discrete energies. In this section we introduce the stochastic framework we will use in the rest of the paper.

2.1. Basic notation. Given $x \in \mathbb{R}^d$ we denote by $|x|$ the Euclidean norm of $x$. If $B \subset \mathbb{R}^d$ is a Borel set we denote by $|B|$ its Lebesgue measure. Given an open set $D \subset \mathbb{R}^d$ we denote by $\mathcal{B}(D)$ the Borel $\sigma$-algebra on $D$, by $\mathcal{A}(D)$ the class of all bounded open subsets of $D$ and by $\mathcal{A}_R(D)$ the family of those sets in $\mathcal{A}(D)$ such that $|\partial A| = 0$. We denote by $\dim H(\cdot)$ the Hausdorff dimension. The triple $(\Omega, \mathcal{F}, \mathbb{P})$ denotes a fixed probability space $\Omega$ with a complete $\sigma$-algebra $\mathcal{F}$ and a probability measure $\mathbb{P}$. In the proofs $C$ denotes a generic constant that may change from line to line.

2.2. Random networks. The random lattices in terms of which we will define our discrete systems need to satisfy some geometric properties. These are listed below and characterize what we call admissible sets of points.

**Definition 2.1 (admissible sets).** Given a countable set of points $\Sigma = \{ x_i \}_{i \in \mathbb{N}}$ in $\mathbb{R}^d$, we say that $\Sigma$ is admissible if

(i) there exists $R > 0$ such that $\inf_{z \in \mathbb{R}^d} \#(\Sigma \cap B(z, R)) \geq 1$ (i.e., arbitrarily big empty regions are forbidden),

(ii) there exists $r > 0$ such that $\inf\{|x - y|, \ x, y \in \Sigma, \ x \neq y\} \geq r$ (i.e., clusters are forbidden).

To an admissible set of points we associate the Voronoi tessellation $(C(x))_{x \in \Sigma}$ defined by $$C(x) := \{ y \in \mathbb{R}^d : |x - y| \leq |x - \pi|, \ \forall \pi \in \Sigma \setminus \{x\} \}.$$ Two points in $\Sigma$ are said to be nearest neighbors if the Voronoi cells having them as centers share a $(d - 1)$-dimensional edge. Hence we define the set of nearest neighbors of $\Sigma$ as $$\mathcal{N}(\Sigma) := \{(x, y) \in \Sigma^2 : \dim H(C(x) \cap C(y)) = d - 1 \}.$$ The following two properties are proved in [7].

**Lemma 2.2 (geometric properties of admissible sets).** Let $\Sigma$ be an admissible set of points with constants $r, R$ as in Definition 2.1. Then there exists a constant $M > 0$ depending only on $r$ and $R$ such that, for all $x \in \Sigma$,
(i) $B_Z(x) \subset C(x) \subset B_R(x)$,
(ii) $\#\{y \in \Sigma : C(x) \cap C(y) \neq \emptyset\} \leq M$.

By stochastic lattices we mean a random variable realizing almost surely sets which are admissible with respect to the same constants $r, R$ in Definition 2.1. To describe the stochastic properties of these lattices we need some additional definition.

**Definition 2.3** (group action). Let $(\tau_z)_{z \in \mathbb{Z}^d}, \tau_z : \Omega \to \Omega$, be an additive group action on $\Omega$. We say that it is measure preserving if
\[
P(\tau_z B) = \mathbb{P}(B) \quad \forall B \in \mathcal{F}, z \in \mathbb{Z}^d.
\]
If in addition, for all $B \in \mathcal{F}$ we have
\[
(\tau_z (B) = B \quad \forall z \in \mathbb{Z}^d) \implies \mathbb{P}(B) \in \{0, 1\},
\]
then $(\tau_z)_{z \in \mathbb{Z}^d}$ is called ergodic.

Let us specify the assumptions on the random variable generating the network.

**Definition 2.4** (stochastic lattice). A random variable $L : \Omega \to (\mathbb{R}^d)^\mathbb{Z}^d$, $\omega \mapsto L(\omega)$ is called a stochastic lattice. We say that $L$ is admissible if $L(\omega)$ is admissible in the sense of Definition 2.1 and the constants $r, R$ can be chosen independent of $\omega$ $\mathbb{P}$-almost surely. The stochastic lattice $L$ is said to be stationary if there exists a measure preserving group action $(\tau_z)_{z \in \mathbb{Z}^d}$ on $\Omega$ such that, for $\mathbb{P}$-almost every $\omega \in \Omega$,
\[
L(\tau_z \omega) = L(\omega) + z. \tag{3}
\]
If in addition $(\tau_z)_{z \in \mathbb{Z}^d}$ is ergodic, then $L$ is called ergodic.

Given a realization $L(\omega)$ of a stochastic lattice, we denote by $\mathcal{N}(\omega)$ the corresponding nearest neighbors.

**Remark 1.** We stress that our geometric assumptions on the random lattice rule out many examples of stationary point processes used in stochastic geometry, e.g. homogeneous Poisson point processes.

We set $\mathcal{I} = \{[a, b) : a, b \in \mathbb{Z}^d, a \neq b\}$, where $[a, b) := \{x \in \mathbb{R}^d : a_i \leq x_i < b_i \ \forall i\}$ and we introduce the notion of discrete subadditive stochastic process.

**Definition 2.5.** A function $\mu : \mathcal{I} \to L^1(\Omega)$ is said to be a discrete subadditive stochastic process if the following properties hold $\mathbb{P}$-almost surely:

(i) for every $I \in \mathcal{I}$ and for every finite partition $(I_k)_{k \in K} \subset \mathcal{I}$ of $I$ we have
\[
\mu(I, \omega) \leq \sum_{k \in K} \mu(I_k, \omega).
\]
(ii) $\inf \left\{ \frac{1}{|I|} \int_{\Omega} \mu(I, \omega) \ d\mathbb{P}(\omega) : I \in \mathcal{I} \right\} > -\infty$.

Our homogenization results are based on the following pointwise ergodic theorem (see [1]), which has already been used in the pioneering paper [18] in the context of stochastic homogenization of elliptic integral functionals and in [6] in the case of discrete hyperelastic systems.
Theorem 2.6. Let $\mu : I \to L^1(\Omega)$ be a discrete subadditive stochastic process and let $I \in I$. If $\mu$ is stationary with respect to a measure preserving group action $(\tau_z)_{z \in \mathbb{Z}^d}$; i.e.,

$$\forall I \in I, \forall z \in \mathbb{Z}^d : \mu(I+z, \omega) = \mu(I, \tau_z \omega) \text{ almost surely},$$

then there exists $\Phi : \Omega \to \mathbb{R}$ such that, for $\mathbb{P}$-almost every $\omega$,

$$\lim_{k \to +\infty} \frac{\mu(kI, \omega)}{|kI|} = \Phi(\omega).$$

2.3. Discrete spin-type energies. Having settled the stochastic environment, we are now able to define our discrete spin energies on these stochastic lattices. We restrict ourselves to pairwise interaction energies, but it is worth noticing that the core of these results can be (modulo details) generalized to multi-body interactions as well. We let $\varepsilon > 0$ be a small parameter (describing the average distance between particles), $D \in A(\mathbb{R}^d)$ be a regular reference domain and let $\mathcal{L}(\omega)$ be admissible.

The energies we have in mind are defined on functions $u : \varepsilon \mathcal{L}(\omega) \to \mathbb{R}$. We consider $u$ as generalized spin fields parameterized over the $\varepsilon$ lattice $\varepsilon \mathcal{L}(\omega)$, with $\varepsilon$ eventually going to zero in what is usually referred to as a discrete-to-continuum limit. As our proofs rely on an integral representation result, as usual in this setting we need to define a localized version of the energies. Given $A \in A(\mathbb{R}^d)$, we consider

$$F_\varepsilon(\omega)(u, A) = F_{\varepsilon,nn}(\omega)(u, A) + F_{\varepsilon,lr}(\omega)(u, A), \quad (4)$$

where the nearest neighbor interactions and long-range interactions are respectively given by functionals of the form

$$F_{\varepsilon,nn}(\omega)(u, A) = \sum_{(x,y) \in \mathcal{N}(\omega)} \varepsilon^d f_{\varepsilon,nn}(x, y, u(\varepsilon x), u(\varepsilon y)),$$

$$F_{\varepsilon,lr}(\omega)(u, A) = \sum_{(x,y) \notin \mathcal{N}(\omega)} \varepsilon^d f_{\varepsilon,lr}(x, y, u(\varepsilon x), u(\varepsilon y)).$$

Note that the random character of our energies depends on the underlying random geometry of the lattice but not in the interaction coefficients $f_{\varepsilon,nn}, f_{\varepsilon,lr}$, which are instead considered deterministic.

As usual in the discrete-to-continuum analysis, we embed the problems in a suitable Lebesgue space (depending on the scalings). In general, note that we can identify each function $u : \varepsilon \mathcal{L}(\omega) \to \mathbb{R}^m$ with its piecewise constant interpolation on the Voronoi cells of $\varepsilon \mathcal{L}(\omega)$. Therefore, given a bounded set $K \subset \mathbb{R}^m$ let us introduce the class

$$C_\varepsilon(\omega, K) := \{ u : \mathbb{R}^d \to K : u|_{\mathcal{L}(\varepsilon x)} = \text{const.} \quad \forall \varepsilon x \in \varepsilon \mathcal{L}(\omega) \}.$$ 

Since the intersection of two Voronoi cells has zero Lebesgue-measure, this class is well defined and $C_\varepsilon(\omega, K) \subset L^\infty(D)$. As a result we may define $F_\varepsilon(\omega)(u, A) : L^\infty(D) \to (-\infty, +\infty]$ as

$$F_\varepsilon(\omega)(u, A) = \begin{cases} F_\varepsilon(\omega)(u, A) & \text{if } u \in C_\varepsilon(\omega, K), \\ +\infty & \text{otherwise}. \end{cases} \quad (5)$$

Following some ideas in [6], we now use the square lattice $\frac{1}{\sqrt{d}} \mathbb{Z}^d$ to conveniently rewrite the energies $F_\varepsilon$. 

\vspace{1cm}

\vspace{1cm}
On setting \( r' = \frac{r}{\sqrt{d}} \) it follows that for all \( \alpha \in r'\mathbb{Z}^d \) it holds \( \#(\mathcal{L}(\omega) \cap \{ \alpha + [0,r')^d \}) \leq 1 \). We now set
\[
\mathcal{Z}_{r'}(\omega) := \{ \alpha \in r'\mathbb{Z}^d : \#(\mathcal{L}(\omega) \cap \{ \alpha + [0,r')^d \}) = 1 \}, \quad x_\alpha := \mathcal{L}(\omega) \cap \{ \alpha + [0,r')^d \}, \quad \alpha \in \mathcal{Z}_{r'}(\omega)
\]
and, for \( \xi \in r'\mathbb{Z}^d \), \( U \subset \mathbb{R}^d \) and \( \varepsilon > 0 \),
\[
\mathcal{R}_{\varepsilon,\alpha}(U) := \{ \alpha : \alpha, \alpha + \xi \in \mathcal{Z}_{r'}(\omega), \varepsilon x_\alpha, \varepsilon x_{\alpha+\xi} \in U, (x_\alpha, x_{\alpha+\xi}) \in N\mathcal{N}(\omega) \},
\]
\[
\mathcal{R}_{\varepsilon,\alpha}(U) := \{ \alpha : \alpha, \alpha + \xi \in \mathcal{Z}_{r'}(\omega), \varepsilon x_\alpha, \varepsilon x_{\alpha+\xi} \in U, (x_\alpha, x_{\alpha+\xi}) \notin N\mathcal{N}(\omega) \}.
\]
For fixed \( \xi \in r'\mathbb{Z}^d \) we can now rewrite the energy contribution using
\[
F_{\varepsilon,\alpha}(\omega)(u, A) = \sum_{\alpha \in \mathcal{R}_{\varepsilon,\alpha}(U)} \varepsilon^d f_{\varepsilon,\alpha} (x_\alpha, x_{\alpha+\xi}, u(\varepsilon x_\alpha), u(\varepsilon x_{\alpha+\xi})),
\]
\[
F_{\varepsilon,\alpha}(\omega)(u, A) = \sum_{\alpha \in \mathcal{R}_{\varepsilon,\alpha}(U)} \varepsilon^d f_{\varepsilon,\alpha} (x_\alpha, x_{\alpha+\xi}, u(\varepsilon x_\alpha), u(\varepsilon x_{\alpha+\xi})).
\]

3. **The bulk scaling.** As pointed out in the introduction this paper deals with the case, where \( f_{\varepsilon,nn} \) and \( f_{\varepsilon,lr} \) are of order 1 with respect to \( \varepsilon \). In particular, in contrast to [6], there is no gradient structure in the energy. As a result, the variational limit of the energies \( F_{\varepsilon}(\cdot)(\omega) \) is given by volume integrals of the form \( \int_D f(x, u(x)) \, dx \). We divide this section into three paragraphs. At first we show how to derive an integral representation result for the variational limit. Then we prove the convergence of minimum problems under mean-value constraints. Finally we use the first two results to prove a stochastic homogenization theorem under the assumption of stationarity of the random lattices.

In this paragraph, for a fixed bounded set \( K \) we consider non negative interaction energies fulfilling the following assumptions:

**Hypothesis 1.** There exist \( C > 0 \) and a decreasing function \( J_{lr} : [0, +\infty) \to [0, +\infty) \) with
\[
\int_{\mathbb{R}^d} J_{lr}(|x|) \, dx = J < +\infty \tag{6}
\]
such that
\[
0 \leq f_{\varepsilon,nn}(:, :, u, v) \leq C \quad \text{for all } (u, v) \in K \times K,
\]
\[
0 \leq f_{\varepsilon,lr}(x, y, u, v) \leq J_{lr}(|x - y|) \quad \text{for all } (u, v) \in K \times K.
\]

The next proposition, whose simple proof we omit, suggests to conveniently embed \( C_{\varepsilon}(\omega, K) \subset L^\infty(D, \overline{co(K)}) \) and equip \( L^\infty(D, \overline{co(K)}) \) with the weak*-topology so that \( L^\infty(D, \overline{co(K)}) \) is a separable metric space.

**Proposition 1.** Let \( u_\varepsilon \in C_{\varepsilon}(\omega, K) \) be such that \( u_\varepsilon \rightharpoonup u \) in \( L^\infty(D) \). Then \( u_\varepsilon \in L^\infty(D, \overline{co(K)}) \). Conversely, for every \( u \in L^\infty(D, \overline{co(K)}) \) there exists a sequence \( u_\varepsilon \in C_{\varepsilon}(\omega, K) \) such that \( u_\varepsilon \rightharpoonup u \).

**3.1. Integral representation.** As in [6] the key ingredient is the following integral representation theorem (see [14]).

**Theorem 3.1.** Let \( p \in [1, +\infty) \) and let \( F : L^p(D, \mathbb{R}^m) \times \mathcal{B}(D) \to [0, +\infty] \) be a functional satisfying:
Proposition 2. There exists a constant $c > 0$ to prove the following proposition. We provide a sketch of its proof for readers' convenience.

(i) $F$ is local on $B(D)$; i.e., for all $u, v \in L^p(D, \mathbb{R}^m)$ and $B \in B(D)$ such that $u = v$ a.e. on $B$, then $F(u, B) = F(v, B)$.

(ii) $F$ is additive; i.e., for all $u \in L^p(D, \mathbb{R}^m)$ and $B_1, B_2 \in B(D)$ such that $B_1 \cap B_2 = \emptyset$, then $F(u, B_1 \cup B_2) = F(u, B_1) + F(u, B_2)$.

(iii) there exists $u_0 \in L^p(D, \mathbb{R}^m)$ such that $F(u_0, \cdot)$ is a Borel measure on $B(D)$ which is absolutely continuous with respect to the $d$-dimensional Lebesgue measure.

(iv) for all $B \in B(D)$ the functional $F(\cdot, B)$ is lower semicontinuous with respect to the strong (respectively weak) convergence of $L^p(D, \mathbb{R}^m)$.

Then there exists a positive measurable function $f : D \times \mathbb{R}^m \to [0, +\infty]$, with the property that $f(x, \cdot)$ is lower semicontinuous (respectively convex and lower semicontinuous) for a.e. $x \in D$, such that

$$F(u, B) = \int_B f(x, u(x)) \, dx$$

for all $u \in L^p(D, \mathbb{R}^m)$ and $B \in B(D)$.

If in addition there exists $\alpha \in L^1(D, \mathbb{R}^m)$, $c, C > 0$ such that

$$c\|u\|_{L^p(B)}^p - \|\alpha\|_{L^1(B)} \leq F(u, B) \leq C\|u\|_{L^p(B)}^p + \|\alpha\|_{L^1(B)},$$

then $f$ is a Carathéodory function satisfying

$$c|z|^p - \alpha(z) \leq f(x, z) \leq C|z|^p + \alpha(x) \quad \text{for all } z \in \mathbb{R}^m \text{ and a.e. } x \in D.$$

**Remark 2.** (i) If $F(\cdot, A)$ is lower semicontinuous with respect to weak or strong convergence in $L^p(D, \mathbb{R}^m)$ for every open set and the additional growth hypothesis in Theorem 3.1 holds, then it is enough to prove the locality on open sets.

(ii) Given locality and additivity, it suffices to prove lower semicontinuity on open sets.

For $u \in L^\infty(D, \text{co}(K))$, $A \in \mathcal{A}^R(D)$ let us introduce

$$F'(\omega)(u, A) := \inf \left\{ \liminf_{\varepsilon \to 0} F_{\varepsilon}(\omega)(u_\varepsilon, A) : u_\varepsilon \rightharpoonup u \text{ in } L^\infty(D, \mathbb{R}^m) \right\},$$

$$F''(\omega)(u, A) := \inf \left\{ \limsup_{\varepsilon \to 0} F_{\varepsilon}(\omega)(u_\varepsilon, A) : u_\varepsilon \rightharpoonup u \text{ in } L^\infty(D, \mathbb{R}^m) \right\},$$

i.e. the $\Gamma$-liminf and the $\Gamma$-limsup of the energies $F_{\varepsilon}(\cdot, A)(\omega)$ with respect to the weak*-topology on $L^\infty(D, \text{co}(K))$ (we refer to [9] for an introduction to $\Gamma$-convergence). With the help of the auxiliary square lattice introduced in Section 2.3 one can use the same technique developed in [6] and repeat the arguments in [3] to prove the following proposition. We provide a sketch of its proof for readers' convenience.

**Proposition 2.** There exists a constant $C > 0$ such that for almost every $\omega \in \Omega$

(i) $0 \leq F'(\omega)(u, A) \leq F''(\omega)(u, A) \leq C|A|$

(ii) $F'(\omega)(\cdot, A)$ and $F''(\omega)(\cdot, A)$ are weak* lower semicontinuous.

(iii) $F''(\omega)(u, A) = \sup \{ F''(\omega)(u, A') : A' \subset A \}$

(iv) $F''(\omega)(u, A \cup B) \leq F''(\omega)(u, A) + F''(\omega)(u, B)$

(v) If $A \cap B = \emptyset$, then $F'(\omega)(u, A \cup B) \geq F'(\omega)(u, A) + F'(\omega)(u, B)$

(vi) If $u, v \in L^\infty(D, \text{co}(K))$ and $u = v$ a.e. in $A$, then $F''(\omega)(u, A) = F''(\omega)(v, A)$

**Proof.** Given $\xi \in rZ^d$, we let $\hat{\xi} \in \xi + [-r', r']^d$ be such that $|\hat{\xi}| = \text{dist}([0, r']^d, [0, r']^d + \xi)$. 


(i): Fix $u \in L^\infty(D, co(K))$. Since the discrete energy is non-negative, the lower bound is trivial. For the upper bound, let $u_\varepsilon \in C_\varepsilon(\omega, K)$ be such that $u_\varepsilon \overset{\ast}{\rightharpoonup} u$ (see Proposition 1). Take $A' \subset \mathbb{R}^d$ such that $A \subset A'$. From Lemma 2.2 we deduce that, for $\varepsilon$ small enough,

$$
\varepsilon^d \left( \# R_{nn, \varepsilon}^\varepsilon(A) + \# R_{lr, \varepsilon}^\varepsilon(A) \right) \leq C|A'|
$$

so that, by the monotonicity and integrability assumptions on $J_{lr}$, we have

$$
\limsup_{\varepsilon \to 0} F_\varepsilon(\omega)(u_\varepsilon, A) \leq C \left( 1 + \sum_{\xi \in \mathbb{Z}^d} J_{lr}(|\xi|) \right)|A'| \leq C|A'|
$$

Letting $A' \downarrow A$ we deduce the upper bound since $|\partial A| = 0$.

(ii) holds by the lower semicontinuity property of $\Gamma$-lower/upper limits.

(iii) can be proven by standard arguments using (iv) and the upper bound in (i), therefore we only prove (iv). To reduce notation we take into account only the long-range term. We may assume that the right-hand side is finite and we let $u_\varepsilon, v_\varepsilon \in C_\varepsilon(\omega, K)$ both converge weakly* to $u$ such that

$$
\limsup_{\varepsilon \to 0} F_\varepsilon(\omega)(u_\varepsilon, A) = F''(\omega)(u, A), \quad \limsup_{\varepsilon \to 0} F_\varepsilon(\omega)(v_\varepsilon, B) = F''(\omega)(u, B).
$$

Given $\delta > 0$, by the decay assumptions on $J_{lr}$ we may find $M_\delta > 0$ such that

$$
\sum_{|\xi| > M_\delta} J_{lr}(|\xi|) < \delta.
$$

We define a function $z_\varepsilon \in C_\varepsilon(\omega, K)$ setting

$$
z_\varepsilon(\varepsilon x) = 1_A(\varepsilon x)u_\varepsilon(\varepsilon x) + (1 - 1_A(\varepsilon x))v_\varepsilon(\varepsilon x).
$$

Since $A \in A^R(D)$ we still have that $z_\varepsilon \overset{\ast}{\rightharpoonup} u$. Fix $|\xi| \leq M_\delta$. Then, for $\varepsilon$ small enough, we have

$$
R_{lr, \varepsilon}^\varepsilon(A \cup B) \subset R_{lr, \varepsilon}^\varepsilon(A) \cup R_{lr, \varepsilon}^\varepsilon(B \setminus A) \cup R_{lr, \varepsilon}^\varepsilon(S_\delta),
$$

where $S_\delta := \{ x \in D : \text{dist}(x, \partial A) \leq \delta \}$. Thus we can estimate as

$$
F_\varepsilon(\omega)(z_\varepsilon, A \cup B) \leq F_\varepsilon(\omega)(u_\varepsilon, A) + F_\varepsilon(\omega)(v_\varepsilon, A) + F_\varepsilon(\omega)(z_\varepsilon, S_\delta) + C \sum_{|\xi| > M_\delta} J_{lr}(|\xi|)\varepsilon^d \#(\varepsilon L(\omega) \cap D)
$$

$$
\leq F_\varepsilon(\omega)(u_\varepsilon, A) + F_\varepsilon(\omega)(v_\varepsilon, B) + F_\varepsilon(\omega)(z_\varepsilon, S_\delta) + C\delta.
$$

Letting $\varepsilon \to 0$, as in the proof of (i), we infer that

$$
F''(\omega)(u, A \cup B) \leq F''(\omega)(u, A) + F''(\omega)(u, B) + C(|S_\delta| + \delta).
$$

Since $|\partial A| = 0$, the inequality (iv) follows letting $\delta \to 0$.

The proof of (v) and (vi) is straightforward.

From Proposition 2 we deduce our first main theorem.

**Theorem 3.2.** Let $\mathcal{L}$ be an admissible stochastic lattice and let $f_{\varepsilon, nn}$ and $f_{\varepsilon, lr}$ satisfy Hypothesis 1. For $\mathbb{P}$-almost every $\omega$ and every sequence $(\varepsilon_j)$ converging to 0, there exists a (not relabelled) subsequence $(\varepsilon_j)$ such that $F_{\varepsilon_j}(\omega)$ $\Gamma$-converge with respect to the weak* $L^\infty(D, co(K))$-topology to the functional $F(\omega) : L^\infty(D, co(K)) \to [0, +\infty)$ defined by

$$
F(\omega)(u) = \int_D f(\omega; x, u(x)) \, dx,
$$

(7)
where $f(\omega; \cdot, \cdot): D \times \overline{co(K)} \to [0, +\infty)$ is a measurable function such that $f(\omega; x, \cdot)$ is convex and lower semicontinuous for a.e. $x \in D$.

A local version of the theorem holds. For all $A \in \mathcal{A}^R(D)$ and all $u \in L^\infty(D, co(K))$ we have

$$
\Gamma \text{-} \lim_{j} F_{\varepsilon_j}(\omega)(u, A) = \int_{A} f(\omega; x, u(x)) \, dx.
$$

Proof. In order to apply Theorem 3.1 we need to define an appropriate functional on $L^p(D)$ for some $p \in [1, +\infty)$. This can be done as follows: by compactness of $\Gamma$-convergence on separable metric spaces (see Proposition 1.42 in [9]) we can construct a diagonal sequence such that there exists a $\Gamma$-limit $\tilde{F}(\omega)(u, A)$ of $F_{\varepsilon_j}(\omega)(u, A)$ for all $(u, A) \in L^\infty(D, co(K)) \times \mathcal{A}^R(D)$ (in order to pass from countably many sets $A$ to $\mathcal{A}^R(D)$ one can argue as in the proof of Theorem 10.3 in [12]). We extend this limit to all open sets by

$$
F(\omega)(u, V) := \sup \{ \tilde{F}(\omega)(u, A) : A \in \mathcal{A}^R(D), A \subset\subset V \}.
$$

Referring to Proposition 2, we can apply the De Giorgi-Letta-criterion (see e.g. Theorem 1.62 in [19]) and deduce that $F(\omega)(u, \cdot)$ is the trace of a Borel measure that is absolutely continuous with respect to the Lebesgue measure (Proposition 2 (i)), so we can extend $F(\omega)(u, \cdot)$ to all Borel sets $B \in \mathcal{B}(D)$. Let us denote by $p_K: \mathbb{R}^m \to co(K)$ the projection map onto the compact, convex set $co(K)$. Consider the functional $F_K(\omega)(\cdot, B): L^1(D) \to [0, +\infty)$ defined by

$$
F_K(\omega)(u, B) = F(u)(p_K \circ u, B).
$$

One can show that $F_K(\omega)(u, B)$ satisfies the assumptions of Theorem 3.1 with respect to strong convergence in $L^1(D)$. The convexity and lower semicontinuity of the integrand follows from well known properties of weak* lower semicontinuous integral functionals and the local version is a direct consequence of the above construction. \qed

Remark 3. In general the integrand $f(\omega; x, \cdot)$ in Theorem 3.2 is not continuous up to the boundary of $co(K)$. A counterexample can be constructed easily using the discontinuous, convex function on the unit ball given by the first lemma in [20]. However $f(\omega; x, \cdot)$ is continuous on one-dimensional segments contained in $co(K)$. Thus we can fully characterize it by its values on the relative interior of $co(K)$. In particular only countably many of these values are needed since the function is continuous on the relative interior of $co(K)$. In the case $co(K)$ is a convex polytope, then the results given in [20] show that continuity holds.

3.2. Convergence of minimum problems. In order to prove a (stochastic) homogenization result we will use a blow-up argument to characterize the limit integrands. To relate the blow-up to our discrete energy functionals we need to prove a result regarding the convergence of minimum problems under average constraints. We first introduce a notion of discrete mean value.

Definition 3.3. For $A \in \mathcal{A}^R(D)$, $\varepsilon > 0$, $\omega \in \Omega$ and $u \in C_\varepsilon(\omega, K)$ we set

$$
\langle u \rangle^A_{\varepsilon, \omega} := \sum_{\varepsilon x \in \mathbb{E}(\omega) \cap A} \frac{|C(\varepsilon x)|}{|A|} u(\varepsilon x).
$$

Given an open set $A \in \mathbb{R}^d$ and $u \in L^1(A)$ we define $\langle u \rangle_A$ as the average of $u$ in $A$, that is $\langle u \rangle_A = \frac{1}{|A|} \int_A u(x) \, dx$. 

Since the co-domain of our functions will be relaxed in the limit, we do not require our constrained functionals to be defined only on those functions fulfilling a precise mean value constraint. Instead we introduce a threshold \( \delta > 0 \) and, for fixed \( z \in \co(K), \varepsilon > 0 \) and \( \omega \in \Omega \) we define the functional \( F_{\varepsilon,\delta}^{\omega} : L^\infty(D,\co(K)) \times A^R(D) \to [0, +\infty] \) as

\[
F_{\varepsilon,\delta}^{\omega}(u, A) := \begin{cases} 
F_{\varepsilon}^{\omega}(u, A) & \text{if } \langle u \rangle_A^{\omega,\varepsilon} \in B_\delta(z), \\
+\infty & \text{otherwise.}
\end{cases}
\]

The following convergence result holds true:

**Theorem 3.4.** Let \( \mathcal{L} \) be an admissible stochastic lattice and let \( f_{m,n} \) and \( f_{e,i} \) satisfy Hypothesis 1. Then, for \( \mathbb{P} \)-almost every \( \omega \), the following holds: for every sequence \( (\varepsilon_j) \) converging to 0, let the subsequence \( (\varepsilon_j) \) and the function \( f \) be as in Theorem 3.2. For every \( z \in \co(K), \delta > 0 \) and every \( A \in A^R(D) \) the functionals \( F_{\varepsilon,\delta}^{\omega} : L^\infty(D,\co(K)) \times A^R(D) \to [0, +\infty] \) defined by

\[
F_{\varepsilon,\delta}^{\omega}(u, A) = \begin{cases} 
\int_A f(\omega; x, u(x)) \, dx & \text{if } \langle u \rangle_A \in B_\delta(z), \\
+\infty & \text{otherwise.}
\end{cases}
\]

has positive measure. For \( \varepsilon > 0 \) small enough take \( A_\varepsilon \subset A^1 \) such that \( |A_\varepsilon| \leq \varepsilon \). We define \( u_\varepsilon \in L^\infty(D,\co(K)) \) via

\[
u_{\varepsilon}(x) = \begin{cases} 
z & \text{if } x \in A_\varepsilon, \\
\langle u \rangle_A & \text{otherwise.}
\end{cases}
\]

We have, for \( \varepsilon \) small enough,

\[
|\langle u \rangle_A - z|^2 = \left| \delta \nu - \frac{1}{|A|} \int_{A_\varepsilon} u(x) - z \, dx \right|^2 \leq \delta^2 \left( 1 - \frac{|A_\varepsilon|}{|A|} \right)^2 + \left( \frac{C_K |A_\varepsilon|}{|A|} \right)^2 < \delta^2.
\]

Since \( F(\omega)(u, A) \to F(\omega)(u, A) \) as \( \varepsilon \to 0 \) we deduce the claim from lower semi-continuity.

By standard arguments in the theory of \( \Gamma \)-convergence we obtain the following corollary about the convergence of minimum problems.

**Corollary 1.** Under the assumptions of Theorem 3.4, for almost every \( \omega \), for \( z \in \co(K), \delta > 0 \) and \( A \in A^R(D) \), it holds that
(i) \[
\lim_{j} \left( \inf_{u \in L^\infty(D, K)} F_{j, \delta}^z(\omega)(u, A) \right) = \min_{u \in L^\infty(D, \text{co}(K))} F_{\delta}^z(\omega)(u, A).
\]

(ii) Moreover, if \((u_j)_j\) is a weakly* converging sequence in \(L^\infty(D, \text{co}(K))\) such that
\[
F_{j, \delta}^z(\omega)(u_j, A) = \inf_{u \in L^\infty(D, K)} F_{\delta}^z(\omega)(u, A) + o(1),
\]
then its limit is a minimizer of \(F_{\delta}^z(\omega)(\cdot, A)\).

3.3. **Stochastic homogenization.** This section contains the main result of the paper, namely Theorem 3.7, about the stochastic homogenization of the bulk scaling of discrete spin type energies on random lattices.

As a first result needed in the proof of the stochastic homogenization Theorem 3.7, we prove a lemma that ensures that we can recover the continuum limit energy density by a suitable blow-up procedure. Our proof follows the same arguments of the one of Theorem 1 in [17]. At first let us recall the definition of *nicely shrinking sets*.

**Definition 3.5.** A family \((Q_\eta)_{\eta > 0}\) of Borel sets shrinks nicely to \(x \in \mathbb{R}^d\) if there exists a constant \(c > 0\) such that
\[
Q_\eta \subset B_\eta(x), \quad |Q_\eta| \geq c|B_\eta(x)|.
\]

**Lemma 3.6.** Let \(f : D \times \text{co}(K) \to \mathbb{R}\) be bounded function that is measurable in the first variable and convex and lower semicontinuous in the second one for almost every \(x \in D\). Then there exists a null set \(N \subset D\) such that
\[
f(x, z) = \lim_{\delta \to 0} \lim_{\eta \to 0} \frac{1}{|Q_\eta|} \inf \left\{ \int_{Q_\eta} f(y, u(y)) \, dy : u \in L^\infty(D, \text{co}(K)), (u)_{Q_\eta} \in B_\delta(z) \right\}
\]
for all \(x \in D \setminus N, z \in \text{co}(K)\) and every family \(Q_\eta\) shrinking nicely to \(x\).

**Proof.** To reduce notation we set
\[
U_\delta(z) := B_\delta(z) \cap \text{co}(K)
\]
and
\[
m_\delta(z, Q_\eta) := \frac{1}{|Q_\eta|} \inf \left\{ \int_{Q_\eta} f(y, u(y)) \, dy : u \in L^\infty(D, \text{co}(K)), (u)_{Q_\eta} \in B_\delta(z) \right\}.
\]

At first we prove the statement in the case \(f\) is Lipschitz continuous on \(\text{co}(K)\) uniformly in \(x \in D\). Applying Jensen’s inequality we have that
\[
\frac{1}{|Q_\eta|} \inf \left\{ \int_{Q_\eta} f(x, u(y)) \, dy : u \in L^\infty(D, \text{co}(K)), (u)_{Q_\eta} \in B_\delta(z) \right\} = \inf_{v \in U_\delta(z)} f(x, v)
\]
for almost every \(x\). It follows that
\[
\left| \inf_{v \in U_\delta(z)} f(x, v) - m_\delta(z, Q_\eta) \right| \leq \frac{1}{|Q_\eta|} \sup_{u \in L^\infty(D, \text{co}(K))} \left| \int_{Q_\eta} f(x, u(y)) - f(y, u(y)) \, dy \right|
\]
\[
\leq \frac{1}{|Q_\eta|} \int_{Q_\eta} \sup_{q \in \text{co}(K)} |f(x, q) - f(y, q)| \, dy.
\]
From this estimate, using Lebesgue’s differentiation theorem combined with a covering argument (see the proof of Proposition 1.1 in [17] for details) one concludes that there exists a null set \( N \subset D \) such that

\[
\inf_{v \in U_\delta(z)} f(x, v) = \lim_{\eta \to 0} m_\delta(z, Q_\eta) \tag{9}
\]

for all \( x \in D \setminus N, z \in \overline{\text{co}(K)} \) and every family \( Q_\eta \) shrinking nicely to \( x \). Letting \( \delta \to 0 \) in the above equality yields the claim.

For a general function \( f \) let \( N' \) be the null set such that \( f(x, \cdot) \) it is not convex and lower semicontinuous. We define a decreasing sequence \( f_n : D \times \overline{\text{co}(K)} \to \mathbb{R} \) by

\[
f_n(x, z) = \sup_{q \in \overline{\text{co}(K)}} \{ f(x, q) - n|z - q| \}.
\]

It is well known that \( f_n(x, \cdot) \) is Lipschitz continuous with Lipschitz constant bounded by \( n \). By lower semicontinuity for \( x \in D \setminus N' \) the supremum defining \( f_n \) can be taken over a countable dense set \( G \subset \overline{\text{co}(K)} \) ensuring the measurability of \( f_n(\cdot, z) \) for every \( z \in \overline{\text{co}(K)} \). Using Lebesgue’s differentiation theorem one can construct a set \( N_n \) of measure zero such that

\[
\lim_{\eta \to 0} \frac{1}{|Q_\eta|} \int_{Q_\eta} |f_n(y, q) - f_n(x, q)| \, dy = 0 \tag{10}
\]

for all \( x \in D \setminus N_n, q \in G \) and every family \( Q_\eta \) shrinking nicely to \( x \). Using the uniform Lipschitz continuity of \( f_n \), it is not hard to verify that (10) holds also if we replace \( q \) by any \( z \in \overline{\text{co}(K)} \). Set \( N_- = N' \cup \bigcup_{n \geq 1} N_n \) and fix \( x \in D \setminus N_-, z \in \overline{\text{co}(K)} \) and a family \( Q_\eta \) shrinking nicely to \( x \). Denoting by \( m_\delta^n(z, Q_\eta) \) the corresponding infimum value of the approximating sequence, by monotonicity and (10) we have

\[
\limsup_{\eta \to 0} m_\delta(z, Q_\eta) \leq \limsup_{\eta \to 0} m_\delta^n(z, Q_\eta)
\]

\[
\leq \inf_{v \in U_\delta(z)} \limsup_{\eta \to 0} \frac{1}{|Q_\eta|} \int_{Q_\eta} f_n(y, v) \, dy \leq \inf_{v \in U_\delta(z)} f_n(x, v). \tag{11}
\]

By Remark 3 it holds that

\[
\inf_{v \in U_\delta(z)} f(x, v) = \inf_{v \in B_\delta(z) \cap \text{ri}_{\text{aff}}(\overline{\text{co}(K)})} f(x, v),
\]

where \( \text{ri}_{\text{aff}} \) denotes the relative interior. Let \( v \in \text{ri}_{\text{aff}}(\overline{\text{co}(K)}) \). Since \( f(x, \cdot) \) is continuous in \( v \) we have

\[
\lim_{n \to +\infty} f_n(x, v) = f(x, v)
\]

which yields by (11)

\[
\limsup_{\eta \to 0} m_\delta(z, Q_\eta) \leq \inf_{v \in U_\delta(z)} f(x, v). \tag{12}
\]

In order to get the converse inequality we define \( g_n : D \times \overline{\text{co}(K)} \to \mathbb{R} \) as

\[
g_n(x, z) = \inf_{q \in \overline{\text{co}(K)}} \{ f(x, q) + n|z - q| \}.
\]

This family is increasing, convex and Lipschitz continuous with Lipschitz constant bounded by \( n \) in \( z \) and, again by Remark 3, we can restrict the infimum over a countable dense set ensuring measurability in \( x \). In this case, by lower semicontinuity, monotonicity and Proposition 1.27 in [9], we have

\[
\lim_n g_n(x, z) = \Gamma \lim_n g_n(x, z) = f(x, z).
\]
for all $z \in \overline{co(K)}$. By the first part of the proof, for every $g_n$, we can find null sets $N'_n \subset D$ such that $[9]$ holds for all $x \in D \setminus N'_n$, $z \in \overline{co(K)}$ and every family $Q_\eta$ shrinking nicely to $x$. Since $g_n \leq f$ we deduce that
\[
\inf_{v \in U_d(z)} g_n(x, v) = \lim_{\eta \to 0} m_\delta(n, z, Q_\eta) \leq \lim_{\eta \to 0} \inf_{v \in U_d(z)} m_\delta(n, z, Q_\eta).
\]
Using the fundamental theorem of $\Gamma$-convergence we can pass to the limit in $n$ which implies together with $[12]$ that
\[
\lim_{\eta \to 0} m_\delta(z, Q_\eta) = \inf_{v \in U_d(z)} f(x, v)
\]
for all $x \in N := N \cup \bigcup_{n \geq 1} N'_n$, $z \in \overline{co(K)}$ and every family $Q_\eta$ shrinking nicely to $x$. Letting $\delta \to 0$ and using again the fact that $f(x, \cdot)$ is lower semicontinuous yields the claim of the proposition. \hfill \Box

For a bounded set $A \subset \mathbb{R}^d$, $\rho > 0$, $z \in \mathbb{R}^m$ and $\varepsilon > 0$ we set
\[
C_{\varepsilon}^0(\omega, A) := \{u \in C_1(\omega, K) : \langle u^\omega_A \rangle_{\delta} \in B_{\delta}(z)\}.
\]
In this section we consider spin-type systems of a particular form. Let us suppose that $f_{nn}, f_r : \mathbb{R}^n \times K \times K \to [0, +\infty)$ are measurable in the first variable, upper semicontinuous in the remaining couple of variables and such that
\begin{align*}
&f_{\varepsilon, nn}(x, y, u, v) = f_{nn}(y - x, u, v), \\
&f_{\varepsilon, lr}(x, y, u, v) = f_{lr}(y - x, u, v). \\
&[13]
\end{align*}

Theorem 3.7. Let $\mathcal{L}$ be a stationary admissible stochastic lattice and assume Hypothesis 1 holds with the additional upper semicontinuity and structure assumption in $[19]$. For $\mathbb{P}$-almost every $\omega \in \Omega$ and for all $z \in \overline{co(K)}$ there exists
\[
f_{\text{hom}}(\omega; z) := \lim_{\delta \to 0} \lim_{N \to +\infty} \frac{1}{N^d} \inf \left\{ F_1(\omega)(u, (0, N)^d) : u \in C_{\varepsilon}^0(\omega, (0, N)^d) \right\}.
\]
The functionals $F_\varepsilon(\omega)$ $\Gamma$-converge with respect to the weak$^* L^\infty(D, \overline{co(K)})$-topology to the functional $F_{\text{hom}}(\omega) : L^\infty(D, \overline{co(K)}) \to [0, +\infty)$ defined by
\[
F_{\text{hom}}(\omega)(u) = \int_D f_{\text{hom}}(\omega; u(x)) \, dx.
\]
If $\mathcal{L}$ is ergodic, then $f_{\text{hom}}(\cdot, z)$ is constant almost surely and it is given by
\[
f_{\text{hom}}(z) = \lim_{\delta \to 0} \lim_{N \to +\infty} \frac{1}{N^d} \int_{\Omega} \inf \left\{ F_1(\omega)(u, (0, N)^d) : u \in C_{\varepsilon}^0(\omega, (0, N)^d) \right\} \, d\mathbb{P}(\omega).
\]

Remark 4. The upper semicontinuity assumption can be dropped if $K$ is at most countable. In fact it is only needed to prove measurability of the stochastic process defined in $[19]$. \hfill \Box

Proof of Theorem 3.7. Let $\varepsilon_j \to 0$. By Theorem 3.2 for almost every $\omega \in \Omega$ there exists a subsequence (not relabeled) such that
\[
\Gamma\text{-}\lim_{j} F_{\varepsilon_j}(\omega)(u, A) = \int_A f(\omega; x, u(x)) \, dx
\]
for all $A \in \mathcal{A}^R(D)$ and $u \in L^\infty(D, \overline{co(K)})$. We divide the proof into several steps.

Step 1. (characterization of the energy density)

Theorem 3.2 allows us to apply Lemma 3.6 to obtain a null set $N(\omega) \subset D$ depending only on $\omega$ such that
Step 2. is given by $G_x$ shrinking nicely to that for fixed $\delta$ almost surely for every open cube $Q$ such that $x$ for all $z$.

Observing that we have that (15) holds for all $z$.

Given a set $R$ where $L$ that (14) is proved if we show that for every $\omega \rightarrow \Omega$

Suppose we have shown that for every $\eta > 0$ there exists a function $\phi_{z,\delta} : \Omega \rightarrow \mathbb{R}$ such that

$$\phi_{z,\delta}(\omega) = \lim_{t \rightarrow +\infty} \frac{1}{|tQ|} \inf \left\{ F_1(\omega)(u, tQ) : u \in C^z_{\delta}(\omega, tQ) \right\}$$

almost surely for every open cube $Q \subset D$ with rational vertices. Then we can take the limit with respect to $\delta$ because $\phi_{z,\delta}$ is increasing when $\delta \rightarrow 0$. Taking a countable dense set $G \subset \overline{co(K)}$ we can construct a set $\Omega'$ of full probability such that for fixed $\omega \in \Omega'$ we have

$$f(\omega; x_0, z) = f_{\text{hom}}(\omega; z) \quad \forall x_0 \in D \setminus N(\omega), \ z \in G.$$  

(15)

Observing that $z \mapsto f_{\text{hom}}(\omega; z)$ is convex and lower semicontinuous, by Remark 3 we have that (15) holds for all $z \in \overline{co(K)}$. Thus the $\Gamma$-limit exists and the integrand is given by $f_{\text{hom}}(\omega; z)$. It remains to show (14).

Step 2. (truncation of the interaction range)

Let us fix $z \in \overline{co(K)}$ and $\delta > 0$. As a next step we limit the range of interactions as well as the possible positions of interacting points:

To this end, for $\xi \in r'\mathbb{Z}^d$ and $U \subset \mathbb{R}^d$, we set

$$I^\xi_m(U) := \{ \alpha \in R^\xi_m,1(U) : \exists \eta > 0 : |B_\eta(x_\alpha) \cap U, B_\eta(x_\alpha + \xi) \cap U| \subset U \} ;$$

(16)

$$I^\xi_U(U) := \{ \alpha \in R^\xi_{i,r},1(U) : \exists \eta > 0 : |B_\eta(x_\alpha) \cap U, B_\eta(x_\alpha + \xi) \cap U| \subset U \},$$

(17)

where $[A, B] := \{ tx + (1 - t)y : x \in A, y \in B, 0 \leq t \leq 1 \}$. Note that $I^\xi_m,1(U) = I^\xi_{m,1}(U)$ if $U$ is convex. Moreover for $L \in \mathbb{N} \cup \{+\infty\}$ we define the (truncated) energy by

$$F^L_1(\omega)(u, U) := \sum_{|\xi| < L} \sum_{\alpha \in I^\xi_m(U)} f_{nn}(x_\alpha + \xi - x_\alpha, v(x_\alpha), v(x_\alpha + \xi)) + \sum_{|\xi| < L} \sum_{\alpha \in I^\xi_U(U)} f_{ir}(x_\alpha + \xi - x_\alpha, v(x_\alpha), v(x_\alpha + \xi)).$$

Given a set $Q \subset \mathbb{R}^d$ we let

$$\mu^L(\omega; Q) := \inf \left\{ F^L_1(\omega)(u, Q) : u \in C^z_{\delta}(\omega, Q) \right\} .$$

By the decay assumptions on the long-range interactions of Hypothesis 1, it follows that (14) is proved if we show that for every $L \in \mathbb{N}$ there exists a function $\phi^L_{z,\delta} : \Omega \rightarrow \mathbb{R}$ with

$$\phi^L_{z,\delta}(\omega) = \lim_{t \rightarrow +\infty} \frac{1}{|tQ|} \inf \left\{ F^L_1(\omega)(u, tQ) : u \in C^z_{\delta}(\omega, tQ) \right\}$$

(18)
for every open cube \( Q \subset D \) with rational vertices and all \( \omega \in \Omega_L \), where \( \Omega_L \) is a set of full measure. At this point note that if \( t_k \) is large enough, then there exists at least one function \( u \in C^{\varepsilon,\delta}_1(\omega, t_k Q) \) to test the two infimum problems. It remains to prove \([18]\).

**Step 3. (definition of the stochastic process)**

As observed in the previous step, since \( z \) and \( \delta \) are fixed there exists \( n \in \mathbb{N} \) such that \( C^{\varepsilon,\delta}_1(\omega, nI) \neq \emptyset \) for all \( I \in \mathcal{I} \). Let us define a discrete stochastic process \( \tilde{\mu}^L : \mathcal{I} \to L^1(\Omega) \) by

\[
\tilde{\mu}^L(I)(\omega) := \frac{\mu^L(\omega; nI)}{n^d} + \gamma \text{Per}(nI, \mathbb{R}^d),
\]

where \( \gamma > 0 \) is a suitable constant to be chosen. Testing the infimum problem defining \( \mu^L \) with any function \( u \in C^{\varepsilon,\delta}_1(\omega, nI) \) we infer from Hypothesis 1 that there exists a constant \( C > 0 \) such that

\[
\tilde{\mu}^L(I) \leq C|I| + \gamma \text{Per}(nI, \mathbb{R}^d),
\]

in particular \( \tilde{\mu}^L(I) \in L^\infty(\Omega) \). The proof of the measurability is more involved and can be found in the appendix. For the proof of stationarity we can assume without loss of generality that \( r' = \frac{1}{l} \) for some \( l \in \mathbb{N} \). Then, using \([3] \) and \([13] \) it is straightforward to check that

\[
\tilde{\mu}^L(I - z)(\omega) = \tilde{\mu}^L(I)(\tau_z \omega),
\]

which yields stationarity. In order to establish subadditivity, let \( \mathcal{J} \) be the set of finite unions of elements in \( \mathcal{I} \) and let \( I_1, I_2 \in \mathcal{J} \) be disjoint. Given \( \theta > 0 \) there exist functions \( u_1 \in C^{\varepsilon,\delta}_1(\omega, nI_1) \) and \( u_2 \in C^{\varepsilon,\delta}_1(\omega, nI_2) \) such that

\[
\mu^L(\omega; nI_i) \geq F^L_1(\omega)(u_i, nI_i) - \theta.
\]

The function \( u \) defined on \( \mathcal{L}(\omega) \) by

\[
u(x) = \begin{cases} 
 u_1(x) & \text{if } x \in nI_1, \\
 u_2(x) & \text{otherwise},
\end{cases}
\]

is admissible in the infimum problem defining \( \mu^L(\omega; n(I_1 \cup I_2)) \). Note that by the special structure of the sets \( I^*_{\varepsilon,n}(U) \) and \( I^*_{\varepsilon,n}(U) \) two lattice points \( x_\alpha \in nI_1 \) and \( x_\alpha + \xi \in nI_2 \) can interact only if the ray \([x_\alpha, x_\alpha + \xi]\) has length at most \( L + 2r \) and intersects a \((d - 1)\)-dimensional side of \( n(T_1 \cap T_2) \). Using Lemma 2.2 it follows that

\[
\mu^L(\omega; n(I_1 \cup I_2)) \leq F^L_1(u_1, nI_1) + F^L_1(u_2, nI_2) + C_L \text{Per}(n(T_1 \cap T_2), \mathbb{R}^d) + 2\theta.
\]

Letting \( \theta \to 0 \) and using the inequality

\[
\text{Per}(n(I_1 \cup I_2), \mathbb{R}^d) + \text{Per}(n(T_1 \cap T_2), \mathbb{R}^d) \leq \text{Per}(nI_1, \mathbb{R}^d) + \text{Per}(nI_2, \mathbb{R}^d),
\]

we deduce that the stochastic process is subadditive if we choose \( \gamma \) large enough. The fact that

\[
\inf \left\{ \frac{1}{|I|} \int_{\Omega} \tilde{\mu}^L(I)(\omega) \, d\mathbb{P}(\omega) : I \in \mathcal{I} \right\} > -\infty
\]

is trivial since the integrand is always positive.

**Step 4. (proof of \([18] \) and the case of ergodic lattices)**

Applying Theorem 2.6 to the process \( \tilde{\mu}^L(I)(\omega) \) we deduce that there exists a function \( \phi^{L,\delta}_{\varepsilon,\delta} : \Omega \to \mathbb{R} \) such that
\[ \phi_{z,4}(\omega) = \lim_{k \to +\infty} \inf \left\{ \frac{1}{|kQ|} F^L_1(\omega)(u, kQ) : u \in C^z_1(\omega, kQ) \right\} \quad (21) \]

for almost every \( \omega \in \Omega \) and every \( Q \in n\mathbb{Z} \). The extension to arbitrary sequences and to all open cubes with rational vertices is straightforward since the differences are lower order terms. Finally note that the function \( \phi_{z,4}(\omega) \) is invariant under the group action \( \tau_z \), thus ergodicity implies that it is constant together with its limit as \( L \to +\infty \).

**Appendix A.**

**Lemma A.1.** For fixed \( I \in \mathcal{I} \) the function \( \hat{\mu}^L(I) \) defined in (10) is measurable.

**Proof.** Let us write \( \mathbb{Z}^d = \{ z_1, z_2, \ldots \} \). By \( \Sigma_{r,R} \) we denote the set of admissible point sets, where \( r, R \) are as in Definition 2.3. Since \( \mathcal{F} \) is a complete sigma algebra we may assume that \( \mathcal{L}(\omega) \in \Sigma_{r,R} \) for all \( \omega \in \Omega \). Identifying every \( u \in C_1(\omega, K) \) with a vector \( u \in (K)^{\mathbb{Z}^d} \) we can write

\[ \mu^L(\omega; I) = \inf \left\{ F^L_1(\omega)(u, I) : u \in (K)^{\mathbb{Z}^d}, \sum_{i \geq 1} \frac{|C(\mathcal{L}(\omega)_{z_i})|}{|I|} u_{z_i} \in B_\delta(z) \right\}. \]

**Substep 1.** At first we prove that, for fixed \( i \in \mathbb{N} \), the mapping \( \omega \mapsto |C(\mathcal{L}(\omega)_{z_i})| \) is measurable.

Given \( \mathcal{L}(\omega) \in \Sigma_{r,R} \), there exists \( M \in \mathbb{N} \) such that, for all \( x = (x_{z_j}) \in \Sigma_{r,R} \) with \( \sup_j |\mathcal{L}(\omega)_{z_j} - x_{z_j}| \leq R \), we have

\[ C(x_{z_j}) = \{ y \in \mathbb{R}^d : |y - x_{z_j}| \leq |y - x_{z_j}|, \forall j = 1, \ldots, M \}. \]

Indeed, let \( M := \max \{ j \in \mathbb{N} : |\mathcal{L}(\omega)_{z_j} - \mathcal{L}(\omega)_{z_j}| \leq 6R \} \). If \( y \in \mathbb{R}^d \) is such that \( |y - x_{z_j}| \leq |y - x_{z_j}| \) for all \( j \leq M \), we can estimate as follows \((k > M)\):

\[
|y - x_{z_k}| = |\mathcal{L}(\omega)_{z_k} - \mathcal{L}(\omega)_{z_k}| - |\mathcal{L}(\omega)_{z_k} - x_{z_k}| - |x_{z_k} - \mathcal{L}(\omega)_{z_k}| - |y - x_{z_k}| \\
\geq 4R - |y - x_{z_k}|.
\]

Then (22) follows if we show that \( |y - x_{z_j}| \leq 2R \). Assume by contradiction that this is not the case. Then, for \( y := x_{z_i} + 2R \frac{y - x_{z_i}}{|y - x_{z_i}|} \), there exists \( j \leq M, j \neq i \) such that \( |y - x_{z_j}| \leq R \), where we have used that \( x \in \Sigma_{r,R} \). We conclude that

\[
|y - x_{z_j}| \leq R + |y - y| = R + \frac{|y - x_{z_j}| - 2R}{|y - x_{z_j}|} |y - x_{z_j}|
\]

which leads to a contradiction. Using (22) a short argument based on dominated convergence shows that for every \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that for all \( x \in \Sigma_{r,R} \) with \( \sup_j |\mathcal{L}(\omega)_{z_j} - x_{z_j}| \leq R \) the following implication holds:

\[
\max_{j \leq M} |x_{z_j} - \mathcal{L}(\omega)_{z_j}| \leq \delta \quad \Rightarrow \quad ||C(x_{z_j})| - |C(\mathcal{L}(\omega)_{z_j})|| \leq \varepsilon.
\]

Hence for an open set \( U \subset \mathbb{R} \) the preimage of the mapping \( \Sigma_{r,R} \ni x \mapsto |C(x_{z_j})| \) can be written as an a priori uncountable union of measurable sets of the form \( \Sigma_{r,R} \cap \left( \prod_{j=1}^M B_\delta(x_{z_j}) \times \prod_{j>M} B_R(x_{z_j}) \right) \), where \( M \) and \( \delta \) can vary. However, for fixed \( M \in \mathbb{N} \), the corresponding union can be taken countable since \((\mathbb{R}^d)^M\) is second countable. Therefore the whole union can be written as a countable union.
of measurable sets. By the measurability of the mapping \( \omega \mapsto \mathcal{L}(\omega) \) we have proven the claim of this substep.

**Substep 2.** From the previous substep we know that for fixed \( u \in (K)^{2d} \) the mapping

\[
\omega \mapsto M(u)(\omega) := \begin{cases} 
0 & \text{if } \sum_{i \geq 1} \frac{|\mathcal{L}(\omega)_{nI}|}{|nI|} u_{z_i, nI}(\mathcal{L}(\omega)_{z_i}) \in B_\delta(z), \\
+\infty & \text{otherwise}. 
\end{cases}
\]

is measurable. However the set over which we take the infimum in order to define \( \mu^L(\omega; I) \) is not countable and still depends on \( \omega \). To overcome this issue we first fix \( l \in \mathbb{N} \). Now take a countable dense subset \( G \) of \( K \) and pick one element \( g_0 \in G \). We set

\[
v_{z_i}(g_1, \ldots, g_l) := \begin{cases} 
g_i & \text{if } i \leq l, \\
g_0 & \text{otherwise}, 
\end{cases}
\]

where \( g_i \in G \). These are countably many vectors. Using upper semicontinuity of \( f_{nn} \) and \( f_{1n} \) with respect to the second two variables and the fact that we took the open ball \( B_\delta(z) \) for the constraint we deduce by density that

\[
\mu^L(nI)(\omega) = \lim_{l \to +\infty} \inf_{(g_1, \ldots, g_l) \in G^l} \{ F^L_1(\omega)(v(g_1, \ldots, g_l), nI) + M(v(g_1, \ldots, g_l))(\omega) \}
\]

and we conclude the proof if we show that for fixed \( u \in (K)^{2d} \) the function \( F^L_1(u, nI) \) is measurable. This is shown in the appendix of \[7\].

### REFERENCES

[1] M. A. Akcoglu and U. Krengel, *Ergodic theorems for superadditive processes*, J. Reine Ang. Math., 323 (1981), 53–67.

[2] R. Alicandro and M. Cicalaese, A general integral representation result for continuum limits of discrete energies with superlinear growth, *SIAM J. Math. Anal.* 36 (2004), 1–37.

[3] R. Alicandro, A. Braides and M. Cicalese, book in preparation.

[4] R. Alicandro, A. Braides and M. Cicalese, Continuum limits of discrete thin films with superlinear growth densities, *Calc. Var. and PDE*, 33 (2008), 267–297.

[5] R. Alicandro, M. Cicalese and A. Gloria, Variational description of bulk energies for bounded and unbounded spin systems, *Nonlinearity*, 21 (2008), 1881–1910.

[6] R. Alicandro, M. Cicalese and A. Gloria, Integral representation results for energies defined on stochastic lattices and application to nonlinear elasticity *Arch. Rat. Mech. Anal.*, 200 (2011), 881–943.

[7] R. Alicandro, M. Cicalese and M. Ruf, Domain formation in magnetic polymer composites: An approach via stochastic homogenization, *Arch. Rat. Mech. Anal.*, 218 (2015), 945–984.

[8] R. Alicandro and M. S. Gelli, Local and non local continuum limits of Ising type energies for spin systems, *SIAM J. Math. Anal.*, 48 (2016), 895–931.

[9] A. Braides, *Γ-convergence for Beginners*, Oxford Lecture Series in Mathematics and its Applications 22, Oxford University Press, Oxford, 2002.

[10] A. Braides and M. Cicalese, Interfaces, modulated phases and textures in lattice systems *Arch. Rat. Mech. Anal.*, (2016), 1–41.

[11] A. Braides, M. Cicalese and F. Solombrino, Q-tensor continuum energies as limits of head-to-tail symmetric spin systems *SIAM J. Math. Anal.*, 47 (2015), 2832–2867.

[12] A. Braides and A. Defranceschi, *Homogenization of Multiple Integrals*, Oxford Lecture Series in Mathematics and its Applications 12, Oxford University Press, New York, 1998.

[13] A. Braides and L. Truskinovsky, Asymptotic expansions by Γ-convergence, *Contin. Mech. Thermodyn.*, 20 (2008), 21–62.

[14] G. Buttazzo, *Semicontinuity, Relaxation and Integral Representation in the Calculus of Variations*, (Pitman Research Notes in Mathematics Ser. 207), 1989.

[15] M. Cicalese, M. Ruf and F. Solombrino, Chirality transitions in frustrated \( S^2 \)-valued spin systems *Math. Models Methods Appl. Sci.*, 26 (2016) 1481–1529, arXiv:1505.04995.
[16] M. Cicalese and F. Solombrino, Frustrated ferromagnetic spin chains: A variational approach to chirality transitions, *Journal of Nonlinear Science*, 25 (2015), 291–313.

[17] G. Dal Maso and L. Modica, Integral functionals determined by their minima, *Rend. Semin. Mat. Univ. Padova*, 76 (1986), 255–267.

[18] G. Dal Maso and L. Modica, Nonlinear stochastic homogenization and ergodic theory, *J. Reine. Ang. Math.*, 368 (1986), 28–42.

[19] I. Fonseca and G. Leoni, *Modern Methods in the Calculus of Variations: Lp Spaces*, Springer, New York, 2007.

[20] D. Gale, V. Klee and R. T. Rockafellar, Convex functions on convex polytopes, *Proc. Amer. Math. Soc.*, 19 (1968), 867–873.

Received March 2015; revised June 2015.

E-mail address: cicalese@ma.tum.de
E-mail address: mruf@ma.tum.de