Renormalization group methods are an essential ingredient in the study of nonperturbative problems of quantum field theory. This paper deals with the symmetry constraints on the renormalization group flow for quartic melonic tensorial group field theories. Using the unitary invariance of the interactions, we provide a set of Ward-Takahashi identities which lead to relations between correlation functions. There are numerous reasons to consider such Ward identities in the functional renormalization group. Their compatibility along the flow provides a non-trivial constraint on the reliability of the approximation schemes used in the non-perturbative regime, especially on the truncation and the choice of the regulator. We establish the so-called structure equations in the melonic sector and in the symmetric phase. As an example, we consider the $T_4^4$ TGFT model without gauge constraint. The Wetterich flow equation is given and the way to improve the truncation on the effective action is also scrutinized.

1 Introduction

The construction of a quantum theory of gravity (QG), combining general relativity (GR) and quantum mechanics (QM), may give a deeper understanding of the nature of space, time and geometry. QG become the tools for addressing questions about the origin of our universe, whose current description is incomplete due to the breakdown of GR at the Big Bang [1]-[7]. In the last years there have been key developments in several approaches to quantum gravity, turning them into mature fields. Our approach in these directions is called tensorial group field theory (TGFT). It is a new class of field theories which aims to combine group field theories (GFTs) and tensor models (TMs), to enjoy renormalization and asymptotic freedom in quite some generality, and for which we can show another case of its coexistence with a Wilson–Fisher fixed point. GFTs are quantum field theories over the group manifolds and are characterised by a specific form of non-locality in their interactions, with the basis variable being a complex field, function of $d$-group elements [8]. It can be represented graphically as a $(d-1)$-simplex with field arguments associated to its faces, or as a $d$-valent graph vertex, with...
the field argument associated to its links. TMs generalize matrix models and are considered as a convenient formalism for studying random geometries \[9\]-\[15\]. Recently, these TMs have acknowledged a strong revival thanks to the discovery by Gurau of the analogue of the t’Hooft $1/N$-expansion for the tensor situation \[16\]-\[17\] and of tensor renormalizable actions \[18\]-\[28\]. The tensor model framework begins to take a growing role in the problem of quantum gravity and rises as a true alternative to several known approaches. The renormalizability of large class of TGFTs models ensure the quantum consistency at macroscopic scales. On the other hand the computation of the nonperturbative renormalization group (RG) flow to large scale of the same models maybe help to identify the macroscopic structure and probably show if the condensate phase exists see \[38\]-\[39\] and references therein.

The RG equations aim for a piecewise solution of the fluctuation problem. They describe the scale dependence of some type of “effective action”. It is a nonperturbative method which allows us to interpolate smoothly between the UV laws and the IR phenomena in physical systems \[10\]-\[11\]. It realization to quantum field and statistical theories is called the functional renormalization group (FRG). FRG can be roughly described as a flow in a certain infinite dimensional functional space for actions, the theory space and have allowed to prove particularly the asymptotic freedom and the non-trivial IR behavior of the certain models in field theory. The main advantages of such a formulation are its flexibility when it comes to truncations of the full theory, as well as its numerical accessibility. One truncates the infinite tower of flow equations for the $n$-point functions considering only vertices up to a given number of legs, possibly using various ansatzs for some of them \[12\]. Flows for a general class of correlation functions are derived, and it is shown how symmetry relations of the underlying theory are lifted to the regularised theory. The flow equation allows us to calculate the full effective action $\Gamma$ from an initial effective action $\Gamma_{\Lambda}$ if the latter is well under control ($\Lambda$ is some initial scale also called the UV cutoff).

Recently the analysis of the FRG to various TGFT models is performed \[29\]-\[37\]. The occurence of non-perturbative fixed points and their critical behavior in the UV and IR is studied. The confirmation of asymptotically freedom and safety is also given. In the first time the simplest available truncation is used, and in which only the perturbative relevant coupling constants are taken into account. In practice simple truncations $\Gamma = S$ usually detect quite easily non-trivial fixed points. In the other hand the truncation is extended to take into account the interaction of high order melonic contributions. The existence of other fixed point can be proved rigorously and make these extensions excellent approximations. Despite the fact that very encouraging results have been obtained, the question with the consistency of the truncations remain unsatisfactory due to the lack of convergence in the flow. Also the choice of the regulator in the Wetterich equation are given without prove of it consistency.

The aims of the following paper is to scrutinize the FRG in detail for a TGFT models by interesting to alternative schemes. The Ward-Takahashi (WT) identities is used to defined the nontrivial constraint on the flows. This leads to define the hyper-line in which the regulator can be chosen without clumsiness and also impose the chosen of the truncation in appropriate way. In the case of symmetric phase a nontrivial UV attractive fixed point is given. The numerical computation of the flow diagram is also set up. Note that our approach here is completely different from the usual FRG method. It is based on solving order by order the flows by using the WT-identities for $n$-point correlators as a constraint.
This paper is organized as follows. In section (2) we provide the definition of the model and its symmetries. The FRG method is also given for particular $U(1)$-TGFT. The symmetric and non-symmetric phase is discussed in section (3), in which we point out the melonic structure of the corresponding Feynman graphs. The recursive construction of the vacuum melons is also given. The section (4) is devoted to the WT-identities which result from the symmetry of the functional action. The case of the symmetric phase is scrutinized. In section (5) the melonic structure equations are given. We also provide the generalization of these equations respect to higher order melons which results from the gluing of elementary melon. The exact melonic flow equations for local interactions is derived in the unitary symmetry constrained. In section (6) we give the way to improve the local truncation by using the structure equations. The conclusion and remarks are given in section (7).

2 Renormalization group flow for TGFT

2.1 A TGFT model without closure constraint

We recall the main steps of the procedure leading to the FRG for TGFT models described in [33]. The applications of FRG method to TGFT leads to the subtraction of all the divergences occurring in the perturbative expansion. The fact that a divergence occurs in the Ward identities for the initial value of the effective action, the TGFT models requires renormalization and the choice of the initial conditions seems to be crucial in contrast with ordinary field theories. We define the TGFT model with the action $S[\varphi, \bar{\varphi}]$ in which the fields $\varphi$ and it conjugate $\bar{\varphi}$ take values on $d$-copies on the Lie group $U(1)$ as

$$\varphi : U(1)^d \longrightarrow \mathbb{C}$$

$$\vec{g} := (g_1, \cdots, g_d) \longmapsto \varphi(\vec{g})$$

such that $S[\varphi, \bar{\varphi}]$ takes the form

$$S[\varphi, \bar{\varphi}] = \int_G d\vec{g} \bar{\varphi}(\vec{g})(-\Delta + m^2)\varphi(\vec{g}) + S_{int}[\varphi, \bar{\varphi}],$$

where $\Delta$ is the sum of the Laplace-Beltrami operator on $U(1)$ i.e. $\Delta = \sum_{k=1}^{d} \Delta_k$. The interaction part of the action $S_{int}$ involves higher power of the fields, and for tensorial models, it is a sum of connected tensorial invariants. A tensorial invariant is made with an equal number of $\varphi$ and $\bar{\varphi}$, whose arguments are identified and summed only between a $\varphi$ and a $\bar{\varphi}$. For instance, with $d = 3$:

$$\int d\vec{g}\phi(g_1, g_2, g_3)\bar{\phi}(g_1, g_2, g_3) = \int d\vec{g}d\vec{g}'\phi(g_1, g_2, g_3)\left[\prod_{i=1}^{3} \delta(g_i - g'_i)\right]\bar{\phi}(g'_1, g'_2, g'_3) \equiv$$

$$\begin{array}{c}
\end{array}$$

it is an example of tensorial invariant made with two fields. We can see that any argument $g_i$ in $\varphi$, is summed with the corresponding argument on $\bar{\varphi}$. The last term of the equation (3) introduce the diagramatic notation that we will use in the rest of this paper. Each interaction may be mapped into a regular bipartite colored graph, whose black (resp. white)
vertices correspond to \( \varphi \) (resp. \( \bar{\varphi} \)) fields, and colored line to Kronecker delta insertions between corresponding field variables. As maps over the circle, the field \( \varphi \) admits the Fourier transformation of the form

\[
\varphi(\vec{g}) = \sum_{\vec{p} \in \mathbb{Z}^d} T_{\vec{p}} \exp[i(\vec{p}, \vec{\theta})], \quad (\vec{p}, \vec{\theta}) = \sum_j p_j \theta_j, \quad g_j = e^{i \theta_j}
\]  

(4)

where \( T_{\vec{p}} \) stands for the Fourier mode. Then the action \( S \) in the dual space \( \mathbb{Z} \) of \( U(1) \) is written as:

\[
S[T, \bar{T}] = \sum_{\vec{p} \in \mathbb{Z}^d} \bar{T}_{\vec{p}} (\vec{p}^2 + m^2) T_{\vec{p}} + \sum_{\vec{p}_i \in \mathbb{Z}^d, \forall j} V_{\vec{p}_1, \vec{p}_2, \vec{p}_3, \vec{p}_4} T_{\vec{p}_1} \bar{T}_{\vec{p}_2} T_{\vec{p}_3} \bar{T}_{\vec{p}_4} + \mathcal{O}(T^2, \bar{T}^2),
\]

(5)

where \( \vec{p}^2 = \sum_i p_i^2 \), and \( V \) is the interaction vertex or a sum of product of Kronecker deltas providing tensorial invariants, weighted with some coupling constants. As an example, for \( d = 4 \):

\[
V_{\vec{p}_1, \vec{p}_2, \vec{p}_3, \vec{p}_4}^{(i)} := \lambda \delta_{p_1 p_4} \delta_{p_2 p_3} \prod_{j \neq i} \delta_{p_{j1} p_{j2}} \delta_{p_{j3} p_{j4}} \equiv \lambda \,
\]

(6)

is the melonic interaction with intermediate lines of color \( i \) (for a definition of melonic interactions and melonic diagrams, see [9] and we will give a short definition in the next paragraph). The interactions are not local in the ordinary sens. However it has been showed that tensorial invariance provides an appropriate notion of locality for GFTs\(^3\) (see [19] for instance):

**Definition 1** A connected tensorial invariant interaction is said to be local. In the same footing, any interacting action expanded as a sum of such diagrams is said to be local.

The statistical description of the model is given by the partition function \( Z(J, \bar{J}) \):

\[
Z(J, \bar{J}) = \int dT d\bar{T} e^{-S[T, \bar{T}] + J^T T + \bar{T}^T J}, \quad \text{with } A \cdot B := \sum_{\vec{p}} \bar{A}_{\vec{p}} B_{\vec{p}}.
\]

(7)

The Feynman rules allow to compute it in perturbation theory. In order to prevent UV divergences, the propagator \( C(\vec{p}) = (\vec{p}^2 + m^2)^{-1} \) has to be regularized. A current regularization scheme is the Schwinger regularization:

\[
C^{-1}(\vec{p}) = \int d\mu_{C, \lambda} \ T_{\vec{p}} \bar{T}_{\vec{p}} = \frac{e^{-(\vec{p}^2 + m^2)/\Lambda^2}}{\vec{p}^2 + m^2},
\]

(8)

Note that other regularization schemes holds. In the rest of this paper we will consider the dimensional regularization, which consists as an extension of the dimension of the group manifold and exploit the analytic properties of the divergent amplitudes in term of this extension.

---

\(^{3}\)In particular, this locality principle called traciality allows to define local counter-terms in the ordinary sens.
Let us conclude this section by providing some remarks about the regularization procedure. We do not make any explicit choice for the regularization of the UV divergences, and many expressions which appears in this paper are superficially divergent. To be more precise, we have to think that all the divergences are regularized from a specific dimensional regularization procedure and such that any expressions are analytically continued in the dimension of the group manifold. In practice, this corresponds to the replacement $U(1) \rightarrow U(1)^D$ as an analytically continuation on the parameter $D$ and have been considered in [20]-[21]. Using such regularization procedure leads to a nice simplification in the computation of the WT-identities and exhibit the term of the form $C(\vec{p}) - C(\vec{p}')$, which could be complicated to trait using other regularization schemes.

2.2 Renormalizability and renormalization group flow

The model defined with the action (5) is showed to be just-renormalizable for $d = 5$ [18] and the interaction restricted to quartic melonic interactions. The model is defined with the action of the form

$$S[T, \bar{T}] = \sum_{\vec{p} \in \mathbb{Z}^5} \hat{T}_\vec{p}(\vec{p}^2 + m^2)T_\vec{p} + \lambda \sum_{i=1}^{d=5} \sum_{\vec{p}_i \in \mathbb{Z}^5, \forall j} \mathcal{W}^{(i)}_{\vec{p}_1, \vec{p}_2, \vec{p}_3, \vec{p}_4} T_{\vec{p}_1} \hat{T}_{\vec{p}_2} T_{\vec{p}_3} \hat{T}_{\vec{p}_4}, \quad (9)$$

where $\mathcal{W}^{(i)}$ corresponds to the diagram of equation 6 and all the divergences occurring on the amplitudes may be removed at all order with a finite number (three) of counter-terms: one for mass, one for coupling, and the last one for wave function; $Z_m$, $Z_\lambda$ and $Z$ respectively. The renormalized parameters $\lambda_r$ and $m_r^2$ are then defined as:

$$(T, \bar{T}) \rightarrow Z^{1/2}(T, \bar{T}) , \quad m^2 = Z m^2_r , \quad \lambda = Z^{-2} Z_\lambda \lambda_r , \quad (10)$$

such that all the amplitudes computed from the partition function built in term of the renormalized quantities are finite order by order in the perturbative expansion. In the classical point of view the renormalized action becomes:

$$S[T, \bar{T}] = \sum_{\vec{p} \in \mathbb{Z}^5} \hat{T}_\vec{p}(Z \vec{p}^2 + Z_m m^2)T_\vec{p} + Z_\lambda \lambda_r \sum_{i=1}^{d=5} \sum_{\vec{p}_i \in \mathbb{Z}^5, \forall j} \mathcal{W}^{(i)}_{\vec{p}_1, \vec{p}_2, \vec{p}_3, \vec{p}_4} T_{\vec{p}_1} \hat{T}_{\vec{p}_2} T_{\vec{p}_3} \hat{T}_{\vec{p}_4}. \quad (11)$$

The divergent parts of the counter-terms are fixed from the requirement that they cancels the UV-loop-divergences. The finite parts however are fixed from renormalized conditions: see (6). We will trait in detail the choice of these renormalization conditions in the next sections.

The renormalization group flow describes the change of the couplings in the effective action when UV degrees of freedom are integrated out. The functional renormalization group formalism is a specific way to build such an evolution in the parameter space. To make the partition function dynamic, let us consider the following parameter ($s \in \mathbb{R}$) such that $Z(J, \bar{J})$ is replaced by $Z_s(J, \bar{J})$:

$$Z_s(J, \bar{J}) = \int dT d\bar{T} e^{-S[T, \bar{T}]-R_s[T, \bar{T}]+J.T+\bar{J}.\bar{T}}, \quad (12)$$
where for the rest we denote by $S_{\text{source}}(T, \bar{T}, J, \bar{J}) := \bar{J} \cdot T + \bar{T} \cdot J$, and where the regulator $R_s[T, \bar{T}]$ is chosen of the form:

$$R_s[T, \bar{T}] := \sum_{\vec{p}} r_s(\vec{p}^2) \bar{T}_{\vec{p}} T_{\vec{p}}.$$  (13)

Note that the regulator may be included in a suitable redefinition of the bare propagator:

$$C^{-1}(\vec{p}) \to C_s^{-1}(\vec{p}) = \frac{1}{Z\vec{p}^2 + r_s(\vec{p}^2) + Z_m m_R^2}.$$  (14)

The function $r_s$ satisfy the standard properties of the Wetterich-Morris regulator, that we recall here for convenience for the reader:

- $r_s \geq 0$,
- $\lim_{s \to -\infty} r_s = 0$,
- $\lim_{s \to \infty} r_s = \infty$.

To be more precise, $\Lambda \gg 1$ is an UV-cutoff, and corresponds to the microscopic scale at which the classical action is well defined and playing the role of an initial condition. When $s$ goes from $\ln(\Lambda)$ to $-\infty$, the effective cutoff $e^s$ run from $\Lambda$ (UV regime) to 0 (IR regime).

The central object of the FRG approach is the effective action, which is defined as the Legendre transform of the standard free energy. The free energy itself, $W_s$ is defined as:

$$W_s := \ln(Z_s).$$  (15)

The regulator modify the definition of the effective action used in the FRG formalism, called average effective action and denoted by $\Gamma_s$. It is a functional depending on the means fields $M$ and $\bar{M}$

$$M_{\vec{p}} := \frac{\partial W}{\partial \bar{J}_{\vec{p}}}, \quad \bar{M}_{\vec{p}} := \frac{\partial W}{\partial J_{\vec{p}}},$$  (16)

and defined as

$$\Gamma_s[M, \bar{M}] + R_s[M, \bar{M}] = \bar{J} \cdot M + \bar{M} \cdot J - W_s[J, \bar{J}].$$  (17)

This transformation is said to be a modified Legendre transformation because of the presence of the regulator on the left hand side. This definition ensures that the effective average action satisfies the boundary conditions

$$\Gamma_s = \ln(\Lambda) = S, \quad \Gamma_{s=-\infty} = \Gamma,$$  (18)

where $\Gamma$ is the standard effective action, i.e. the Legendre transform of the free energy without regulator. In contrast with ordinary presentations, we choose the initial conditions $S$ so that the perturbative expansion built from $\Gamma$ (or equivalently from the original partition function) is free of divergences. Obviously, all loop divergences for arbitrary $s$ are canceled by the counter-terms computed for $e^s = 0$ (because the regulator behaves has an effective mass, which decreases the weight of each propagator lines). As a result, it is suitable to fix the renormalization conditions for $s = -\infty$, so that all the counter-terms do not depend on
The difference between loops at arbitrary $s$ and counter-terms provide from the effective mass, coupling and wave-function and whose evolution is governed by the so called Wetterich equation. We will define and scrutinize very clearly the effective parameter in Section 4 and we will give the motivations for these initial conditions in the next section.

The evolution of the effective average action $\Gamma_s$ with the renormalization scale $s$ is governed by an exact flow given by the Wetterich equation \cite{42}:

$$\partial_s \Gamma_s = \sum_{\vec{p}} \partial_s r_s(\vec{p}) (\Gamma_s^{(2)} + r_s)^{-1}(\vec{p}, \vec{p}'), \quad (19)$$

where $\Gamma_s^{(2)}$ is the second functional derivative respect to the mean fields or inverse propagator in the presence of arbitrary fields $\Gamma_s^{(2)} := \frac{\partial^2 \Gamma_s}{\partial M \partial \bar{M}}$. Note that the inverse of the two-point function (the effective propagator) is $\Gamma_s^{(2)} + r_s$. The infrared cutoff $r_s$ should guarantee that only a small momentum range contributes to (19), and such that the r.h.s. is ultraviolet and infrared finite. Despite its simple structure, Equation (19) is a complicated non-linear functional differential equation, which generally requires some approximation in order to be solved. To close this section, we make a little change in the notation. At this stage and for the rest of the paper, we will denote by $Z_{-\infty}$ the wave function counter-term, that we called $Z$ in the previous section. The “$-\infty$” recalling that finite part is fixed in the infrared limit. We will talk about this point in Section 4.

To close this section, we recall for the reader a central notion for our purpose the notion of canonical dimension. In standard quantum field theories, interactions are classified following their proper dimension (coming from the definition of the action over a $d$-dimensional differential manifold). Interactions with positive or zero dimensions are said to be renormalizable, while interactions with negative dimensions are said to be non-renormalizable. For TGFTs, such classification holds, but the notion of dimension is more subtle. Indeed, strictly speaking, there are no dimensions in the action (2.2) (the sums over $Z^d$ are dimensionless in contrast with integration over space-time in standard quantum field theory). The notion of canonical dimension emerge from the perturbative expansion, and basically corresponds to the way in which the radiative corrections occurs. In some words, one can show that all the radiative corrections in the leading sector of the perturbative expansion for the 4-point function are logarithmically divergent. Then, it is coherent to associate an exponent zero for the scaling of the effective couplings, and this is the scaling that we call canonical dimension. The dimension of the quartic coupling being fixed, we can consider the loop corrections for the mass, and we conclude that this parameter scale with a power 2 of the cut-off. Then, we fix the dimensions of $m^2$ and $\lambda$ as:

$$[\lambda] = 0, \quad [m^2] = 2. \quad (20)$$

For more informations about canonical dimension, the reader may consult \cite{34}.
3 Symmetric and non-symmetric phases

We start this section with a definition and a discussion about a crucial notation for our results:

**Definition 2** Symmetric and non-symmetric phases in the melonic sector - As long as the effective two-points function \( G_s \) remains diagonal: \( G_{s,\vec{p}\vec{q}} = G_s(\vec{p})\delta_{\vec{p}\vec{q}} \), the theory is said to be in the symmetric or perturbative phase. If this is not the case the theory is said to be in the non-symmetric or non-perturbative regime.

Note that this definition make sens. First, the equivalences between symmetric and perturbative on one hand, and non-symmetric and non-perturbative on the other hand can be deduced easily. Indeed, in the perturbation theory, the effective propagator is obtained from the computation of the leading-order self-energy \( \Sigma \) in the UV as a sum of Feynman graphs, as follow:

\[
\Sigma = \left\{ \begin{array}{c}
\begin{array}{c}
\includegraphics{fig1.png}
\end{array}
\end{array} \right\} + \cdots + \left\{ \begin{array}{c}
\begin{array}{c}
\includegraphics{fig2.png}
\end{array}
\end{array} \right\} + \cdots + \mathcal{O}(\lambda^3), \quad (21)
\]

where the dot lines correspond to the Wick contractions with the propagator \( C_s \) according to the Gaussian measure, and the half dot lines correspond to the external lines of the Feynman graphs. Note that such a Feynman graph, strictly speaking corresponds to a 2-complexes rather than ordinary Feynman graphs, i.e. gluing sets of vertices, lines and faces. The vertices and lines are the sets of black and white nodes and the set of colored lines, including lines of color 0 conventionally attributed to dashed lines. We recall the following definition:

**Definition 3** A face is defined as a maximal and bicolored connected subset of lines, necessarily including the color 0. We have two kind of faces:

- **The closed or internal faces**, when the bicolored connected set correspond to a cycle.
- **The open or external faces** when the bicolored connected set does not close as a cycle.

Moreover, we recall that the leading order graphs have a well known recursive structure and are well known as melonic diagrams \[17\]. Now, for each diagrams, the melonic configuration identify \( d - 1 \) external momenta over \( d \) at the external vertex, and the last ones from the momentum conservation along the boundary of the external faces (pictured as the red arrow path). Then, the perturbative melonic 2-point function is necessarily a diagonal function. Furthermore, non-perturbative effects may be a source of deviation from this structure. To
see why, we can simply consider the truncation around quartic interaction. In the perturbative theory, the means field vanish. However a non-vanishing means field provides from a non-perturbative effect. But if the means field does not vanish, non-symmetric terms occurs simply due to the contribution of the quartic interaction term in the average effective action.

**Corollary 1** The symmetric phase corresponds to a vanishing means field, whereas the non-symmetric phase corresponds to non-vanishing means field.

**Corollary 2** In the symmetric phase regime, all the odd-functions vanish.

We will recall some properties of the leading order diagrams, called melons (the reader may be consult [17] and [21] for more details). We recall that for any Feynman graph $\mathcal{G}$, the perturbative power counting is given by:

$$\omega(\mathcal{G}) = -2L(\mathcal{G}) + F(\mathcal{G}), \quad (22)$$

where $L$ and $F$ denote the sets of and internal faces.

**Definition 4** *(Melonic diagrams)* At fixed number of external lines, said $2N$ ($N \in \mathbb{N}$), the graphs for which the power counting is optimal are said melonics.

**Proposition 1** *(Recursive construction of vacuum melons)* For the quartic melonic model, the elementary vacuum melons denoted $g_i$ and built of a single vertex are the following

$$g_i = \includegraphics[width=0.5in]{diagram.png} \quad (23)$$

Then, higher melons are obtained recursively from elementary melon by the replacements:

$$\includegraphics[width=0.5in]{diagram.png} \quad \rightarrow \quad \includegraphics[width=0.5in]{diagram.png}$$

for arbitrary $i$.

The figure 3 provide an illustration of this explicit construction. The proposition can be easily proved by induction. For more details the reader may be consult standard references as [29].

![Figure 1: Example of melonic vacuum diagrams built from an elementary vacuum diagram. It is easy to check that all these diagrams have the same power counting.](image.png)
1PI-non-vacuum vertices may be obtained from vacuum vertices cutting some dotted lines in such a way that the divergent degree of the resulting graph remains optimal. For a fixed number of external lines, the 1PI-non-vacuum melons are then defined as the graphs with highest divergent degree in this procedure. Figure 2 provides an example for 6-points functions.

Figure 2: A melonic vacuum graph (a) and a leading order 6-point function (b). Cutting the three internal lines discard \(3(d-1)\) faces of length 1, and a red face of length 3 having the three discarded lines as boundary.

Starting from the vacuum melon on figure 2a, we have to cut three lines to obtain a graph with 6 external lines. It is easy to see that we can not cut a line of the central loop of length three. Indeed, if we cut such a line, we obtain a 1PR graph. Then, the only way is to cut tadpole lines. The first cutting delete \(d\) faces, while the two second deletes \(2(d-1)\) faces. The reason is that the first cutting has deleted \(d-1\) faces of length one, and a long face of length three passing through all the vertices, which becomes three external lines of the same color passing through the internal lines. Note that it is possible only because all the vertices are of the same type. The procedure may be easily generalized. To this end, we start with some definitions:

**Definition 5** Boundary and heart vertices and external lines

- Any vertex hooked with an external line is said to be a boundary vertex. Other vertices are said heart vertices
- Any external faces passing through a single external vertex is said to be an boundary external faces.
- Any external faces passing through at least one heart vertex is said to be an heart external faces.

**Definition 6** The heart graph of a melonic 1PI Feynman graph \(\mathcal{G}\) is the sub-graph (i.e. the subset of vertices and lines) obtained from deletion of the external vertices.

Now, consider a vacuum melonic diagram. We obtain a 2-point graph cutting one of the dotted lines. Because of the structure of melonic diagrams, it is clear that if we cut a line which is not a tadpole line (i.e. a line in a loop of length upper than one), we obtain a 1PR diagrams. Then, we have to cut only tadpole lines. Cutting the first one, we delete \(d\) faces,
$d-1$ become boundary external lines while the other one becomes an heart external lines. We have then obtain a 1PI 2-points melonic diagram. To obtain a 4-points melonic diagram, we have to cut another tadpole line on this diagram. However, it is clear that such a cutting could be deleted $d$ internal faces, except if the chosen vertex share the opened heart external face. Indeed, in this case, the cutting cost $d-1$ faces (which become boundary external lines) for the same cost in dotted lines, and the power counting is clearly optimal. Moreover, the heart external face of the original 2-point diagram become two heart external faces, clearly of the same colors. Recursively, we deduce the following proposition:

**Proposition 2** A 1PI melonic diagram with $2N$ external lines has $N(d-1)$ external faces of length 1 shared by external vertices and $N$ heart external faces of the same color running through the internal vertices and/or internal lines (i.e. through the heart graph).

The figure 3 and the graphs on equation (21) give some examples. On figure 3 three red external faces run through internal lines, and on the graphs of equation (21), the red external face run through internal lines and vertices. To complete these definitions, and of interest for our incoming results, we have the following proposition:

**Proposition 3** For all the model that we consider, all the divergences are contained in the melonic sector.

Let us point out that all the counter-terms in the perturbative renormalization are fixed from the melonic diagrams only. A proof may be found in [27]. Finally, we can add an important remark about melonic diagrams: Their divergent degrees depends only on their external lines. This is expected for a renormalizable theory. To be more precise, note that the number of line is related to the number of vertices as $2L = 4V - N_{\text{ext}}$, where $N_{\text{ext}}$ denotes the number of external lines. Moreover, it is easy to see, from the recursive definition of melons that $F = 4(L - V + 1)$ [25]. Indeed, contracting a tree line does not change the divergent degree and the number of faces. Then, contracting all the line over a spanning tree, we get $L - V + 1$ lines contracted over a single vertex. Now, we delete the lines optimally. We have some external lines, but we know from the definition of melons that no more one heart external face pass through one of them. Then, an optimal cutting is for a line which is on the boundary of one external face. As a result, the cutting remove 4 internal lines. By processing the operation until the last line have been contracted, we find the counting for faces and therefore the divergence degree becomes

$$\omega = -2L + F = -2(2V - N_{\text{ext}}/2) + 4(V - N_{\text{ext}}/2 + 1) = 4 - N_{\text{ext}}.$$  \hspace{1cm} (24)

### 4 Ward-Takahashi identities

Symmetries in quantum field theories give rise the relations between various Green’s functions and, therefore, between the transition amplitudes. For TGFT, WT-identities come from the unitary invariance of the interactions in the classical theory. It is expected that the WT-identities may introduce non-trivial constraint on the renormalization group flow, that we could take into account for an improvement of standard non-perturbative methods in the TGFT context. In fact, we will see in the next section that, in the leading order sector in the
Computing each term separately, we get successively using linearity of the operator:

$$U[T]_{p_1,p_2,\ldots,p_d} = \sum_{p_1',\ldots,p_d'} U_{1,p_1p_1'}U_{2,p_2p_2'}\cdots U_{d,p_dp_d'} T_{p_1',p_2',\ldots,p_d'}$$

$$=: \sum_{p_1',\ldots,p_d'} \prod_{i=1}^{d} \delta_{p_i p_i'} T_{p_1',p_2',\ldots,p_d'}$$

such that the interaction term is invariant i.e.

$$U[S_{\text{int}}] = S_{\text{int}}.$$

However the kinetic term is not left invariant with $U$. The formal invariance of the path integral then imply that the variations of these terms have to be compensate by a non trivial variation of the source terms. Then, we will investigate the effect of an infinitesimal variation, and let us consider an infinitesimal transformation:

$$\tilde{\epsilon} = \sum_i \mathbb{I}^{(i-1)} \otimes \epsilon_i \otimes \mathbb{I}^{(d-i)},$$

where $\mathbb{I}$ is the identity on $\text{Unit}_d$, $\mathbb{I} = \mathbb{I}^{\otimes d}$ the identity on $\text{Unit}_d$, and $\epsilon_i$ denotes skew-symmetric hermitian matrix such that $\epsilon_i = -\epsilon_i^\dagger$ and

$$\tilde{\epsilon}_i[T]_{\bar{p}} = \epsilon_{ip_{ip}'} T_{\bar{p},p_{ip}'} \epsilon_{ip_{ip}'},$$

The invariance of the path integral means $\tilde{\epsilon}[Z_s[J,\bar{J}]] = 0$, i.e.

$$\tilde{\epsilon}[Z_s[J,\bar{J}]] = \int dTdT \left[ \tilde{\epsilon}[S_{\text{kin}}] + \tilde{\epsilon}[S_{\text{int}}] + \tilde{\epsilon}[S_{\text{source}}] \right] e^{-S_s[T,T]+JT+\bar{T}J} = 0.$$

Computing each term separately, we get successively using linearity of the operator $\tilde{\epsilon}$:

$$\tilde{\epsilon}[S_{\text{int}}] = 0,$$

$$\tilde{\epsilon}[S_{\text{source}}] = -\sum_{i=1}^{d} \sum_{p,\bar{p}'} \prod_{j \neq i} \delta_{p_j p_j'} (\bar{J}_{p_j'} T_{p_j\bar{p}''} - \bar{T}_{\bar{p}''} J_{p_j}) \epsilon_{ip_{ip}'};$$

$$\tilde{\epsilon}[S_{\text{kin}}] = \sum_{i=1}^{d} \sum_{p,\bar{p}'} \prod_{j \neq i} \delta_{p_j p_j'} T_{\bar{p}'} \left[ C_s(\bar{p}^2) - C_s(\bar{p}'^2) \right] T_{\bar{p}'} \epsilon_{ip_{ip}'}. $$

Combining the two expressions (29) and (32), we come to

$$\sum_{i=1}^{d} \sum_{p,\bar{p}'} \prod_{j \neq i} \delta_{p_j p_j'} \left[ \frac{\partial}{\partial J_{p_j}} [C_s(\bar{p}^2) - C_s(\bar{p}'^2)] \frac{\partial}{\partial J_{p_j'}} - \bar{J}_{p_j} \frac{\partial}{\partial J_{p_j'}} + J_{p_j'} \frac{\partial}{\partial J_{p_j}} \right] \epsilon W_s[J,\bar{J}] = 0,$$
where we used the fact that, for all polynomial \( P(T, \tilde{T}) \) the following identity holds:

\[
\int d\mu_C \, P(T, \tilde{T}) e^{JT+\tilde{T}J} = \int d\mu_C \, P(\frac{\partial}{\partial J^i}, \frac{\partial}{\partial \tilde{J}^i}) e^{JT+\tilde{T}J}.
\] (34)

Equation (33) is satisfied for all \( i \). Then, expanding each derivative, and setting \( i = 1 \), we deduce the following theorem:

**Theorem 1** The partition function \( Z_s[J, \tilde{J}] =: e^{W_s[J, \tilde{J}]} \) of the theory defined by the action (2.2) verify the following (WT identity),

\[
\sum \prod \delta_{p, p'} \left\{ \left[ C_s(\tilde{p}^2) - C_s(\tilde{p'}^2) \right] \left[ \frac{\partial^2 W_s}{\partial J_{\tilde{p}'r} \partial J_{\tilde{p}'r}} + \tilde{M}_p \delta_{\tilde{p}'r} \right] - \tilde{J}_{\tilde{p}} \tilde{M}_p + J_{p'} \tilde{M}_p \right\} = 0, \quad (35)
\]

with \( \tilde{p}_\perp := (0, p_2, \cdots, p_d) \in \mathbb{Z}^d \).

WI-identity contains some informations on the relations between Green functions. In particular, they provide a relation between 4 and 2 points functions, which, maybe translated as a relation between wave function renormalization \( Z \) and vertex renormalization \( Z_s \). Applying \( \partial^2 / \partial M_q \partial M_q \) on the left hand side of (35), and taking into account the relations

\[
\frac{\partial \tilde{M}_p}{\partial J_{\tilde{p}r}} = \frac{\partial^2 W_s}{\partial J_{\tilde{p}r} \partial J_{\tilde{p}r}} \quad \text{and} \quad \frac{\partial \Gamma_s}{\partial M_{\tilde{p}}} = \tilde{J}_{\tilde{p}} - r_s(\tilde{p}) \tilde{M}_p,
\] (36)

as well as the definition \( G^{-1}_{s, \tilde{p}\tilde{p}'} := (\Gamma^{(2)}_s + r_s)_{\tilde{p}\tilde{p}'} \), we find that

\[
\sum \prod \delta_{p, p'} \left[ C_s(\tilde{p}^2) - C_s(\tilde{p'}^2) \right] \left[ \frac{\partial^2 G_{s, \tilde{p}p'}^{(2)}}{\partial M_{q}' \partial M_q} + \delta_{\tilde{p}p'} \delta_{\tilde{q}'q} \right] - \Gamma^{(2)}_s \delta_{\tilde{p}p'} + \Gamma^{(2)}_s \delta_{\tilde{p}p'} \delta_{\tilde{q}'q} - r_{s, \tilde{p}}(\tilde{p}^2) \delta_{\tilde{p}p'} \partial M_{\tilde{q}'} + \Gamma^{(1, 2)}_s \delta_{\tilde{p}p'} \partial M_{\tilde{q}} \right] = 0, \quad (37)
\]

where we have introduced the following notation:

\[
\Gamma^{(n+m)}_{s, \tilde{p}_1 \cdots \tilde{p}_n ; \tilde{q}_1 \cdots \tilde{q}_m} := \frac{\partial^{m+n} \Gamma_s}{\partial M_{\tilde{p}_1} \cdots \partial M_{\tilde{p}_n} \partial M_{\tilde{q}_1} \cdots \partial M_{\tilde{q}_m}}, \quad \Gamma^{(2)}_s := \Gamma^{(1, 1)}_s. \quad (38)
\]

Now setting

\[
\frac{\partial^2 G_{s, \tilde{p}p'}^{(2)}}{\partial M_{q}' \partial M_q} = -G_{s, \tilde{p}'q} \Gamma^{(4)}_{s, \tilde{p}'q, \tilde{m}q} G_{s, \tilde{m}p'} \quad (39)
\]

where we use Einstein summation for repeated indices. We come to

\[
\tilde{\Gamma}^{(4)}_{s, \tilde{n}, \tilde{m}, \tilde{q}, \tilde{q}'} := \Gamma^{(4)}_{s, \tilde{n}, \tilde{m}, \tilde{q}'} - \Gamma^{(2, 1)}_{s, \tilde{n}, \tilde{m}, \tilde{q}'} G_{s, \tilde{r}q} \Gamma^{(1, 2)}_{s, \tilde{r}q, \tilde{m}q} G_{s, \tilde{m}p'} - \Gamma^{(1, 2)}_{s, \tilde{n}, \tilde{m}p'} G_{s, \tilde{r}q} \Gamma^{(2, 1)}_{s, \tilde{n}, \tilde{m}q}; \quad (40)
\]

Finally, we deduce the following relation that we called **First Ward-Takahashi identity**:  
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Corollary 3  **First Ward-Takahashi identity**

\[
\sum_{\bar{p}_1 \neq \bar{p}_2} \prod_{j \neq 1} \delta_{\bar{p}_j \bar{p}_j'} \left[ \Delta C_s(\bar{p}, \bar{p}') \left[ G_{s, \bar{p}} \Gamma^{(4)}_{s, \bar{p}, \bar{q}, \bar{r}, \bar{m}, \bar{q}' \bar{r} \bar{m}} G_{s, \bar{m} \bar{p}} - \delta_{\bar{p} \bar{q}} \delta_{\bar{p}' \bar{q}'} \right] - \Gamma^{(2)}_{s, \bar{q} \bar{q}'} \delta_{\bar{p} \bar{p}'} + \Gamma^{(2)}_{s, \bar{q} \bar{r}} \delta_{\bar{p} \bar{r}} \right] - r_s(\bar{p}^2) \delta_{\bar{q} \bar{q}'} + r_s(\bar{p}'^2) \delta_{\bar{q}' \bar{q}'} - \pi(i) \delta_{\bar{p} \bar{p}'} M_{\bar{p}'} + \Gamma^{(2)}_{s, \bar{q} \bar{r}} \delta_{\bar{p} \bar{r}} \right] = 0. \tag{41}
\]

with:

\[
\Delta C_s(\bar{p}, \bar{p}') := C_s(\bar{p}^2) - C_s(\bar{p}'^2). \tag{42}
\]

For the rest of this paper, we will consider only the WT-identity in the symmetric phase, which is given for vanishing mean field. In this sector, the 3-point functions vanish. Moreover, in the melonic sector, the 4-point function has the following structure:

\[
\Gamma^{(4)}_{s, \bar{p}, \bar{q}, \bar{r}, \bar{s}} = \sum_{i=1}^{d} \pi^{(i)}(\bar{s}) + \bar{q} \leftrightarrow \bar{q}' \equiv \sum_{i=}^{d} \pi^{(i)}(\bar{p}_i \bar{q}_i) \text{Sym} \mathcal{W}^{(i)}_{\bar{p}, \bar{q}, \bar{r}, \bar{s}} = : \sum_{i=1}^{d} \Gamma^{(4), i}_{s, \bar{p}, \bar{q}, \bar{r}}, \tag{43}
\]

with:

\[
\text{Sym} \mathcal{W}^{(i)}_{\bar{p}, \bar{q}, \bar{r}, \bar{s}} := \mathcal{W}^{(i)}_{\bar{p}, \bar{q}, \bar{r}, \bar{s}} + \mathcal{W}^{(i)}_{\bar{q}, \bar{r}, \bar{s}}, \tag{44}
\]

This structure comes from the definition of melonic diagrams. Let us recall that in Corollary 2, the melonic diagrams with external lines necessarily have internal faces of the same color running in the interior of the diagrams, while other external faces remain at the level of external vertices. In [43], these internal lines have a color i (in red). Note that in [43], \( \pi^{(i)}_{\bar{p}, \bar{q}_{i}} \) depends \textit{à priori} on the four external variables, that is \( p_i, q_i, r_i, s_i \), but the momentum conservation along the boundaries of the external faces ensure that \( p_i = s_i \) and \( q_i = r_i \). This quantity is called effective vertex function. Now, due to the fact that in the symmetric phase: \( G_{s, \bar{q} \bar{q}} = G_s(\bar{p}) \delta_{\bar{q} \bar{q}}, \) the left hand side of the Ward identity [41] take the form:

\[
\sum_{\bar{p}_1 \neq \bar{p}_2} \delta_{\bar{p}_1 \bar{p}_1'} (C_s(\bar{p}) - C_s(\bar{p}')) \left\{ \begin{array}{c}
\pi^{(1)}(\bar{s}) + \bar{q} \leftrightarrow \bar{q}' + \cdots \end{array} \right\}. \tag{45}
\]

In this diagrammatic expression only the first one contribute to the leading order. Moreover, it is easy to see that all other contributions lost an internal face, and then do not contribute at leading order. For instance, this is the case of the last term on the right hand side, in
which we lost an internal faces of color 2. Therefore, taking the limit \( p_1 \to p'_1 \) (we assume that \( G_s \in \mathcal{F}(\mathbb{Z}) \)), and setting \( \vec{q} = \vec{q}' = 0 \), we find:

\[
\sum_{\vec{p}_\perp} \frac{1}{2} \Gamma^{(4),1}_{s,\vec{0},\vec{0},\vec{0}} \left( Z_{-\infty} + \frac{\partial r_s(\vec{p}_\perp)}{\partial p_1^2} \right) [G_s(\vec{p}_\perp)]^2 = -\frac{\partial}{\partial p_1^2} \left( \Gamma^{(2)}_s(\vec{p}_\perp) - Z_{-\infty} \vec{p}_\perp^2 \right) \bigg|_{\vec{p}=0} .
\]

(46)

This maybe summarize into the following corollary in terms of \( \pi^{(i)} \):

**Corollary 4 Zero momenta First WT-identity** In the symmetric phase, the zero-momenta 4-point fonction satisfies:

\[
\pi^{(1)}_{00} Z_{-\infty} \mathcal{L}_s = -\frac{\partial}{\partial p_1^2} \left( \Gamma^{(2)}_s(\vec{p}_\perp) - Z_{-\infty} \vec{p}_\perp^2 \right) \bigg|_{\vec{p}=0} ,
\]

where we defined the loop \( \mathcal{L}_s \) as:

\[
\mathcal{L}_s := \sum_{\vec{p}_\perp} \left( 1 + \frac{\partial r_s(\vec{p}_\perp)}{\partial p_1^2} \right) [G_s(\vec{p}_\perp)]^2 , \quad r_s =: Z_{-\infty} r_s .
\]

(47)

(48)

5 Melonic structure equations and their consequences

The recursive definition of the melonic diagrams which is given in the section \[2\] imply that all correlations functions maybe expressed in terms of the 2-points function. The explicit form of the correlations functions are obtained in a systematic way, and well established the melonic structure equations that we will investigate in this section, as well as their have consequences on the renormalization group flow equations. Moreover, we will see that the structure equations satisfies WT-identities identically. Then, we do not have any additional information coming from Ward identities. The flow equations improved with structure equations provides effective actions which, satisfy the WI-identities along the flow. The structure equations that we will discuss in the context of the non-perturbative renormalization group have been discussed in recent works \[46]-\[49\].

5.1 Melonic structure equations and improved \( \phi^4 \) truncation

The first structure equation concern the self energy (or 1PI 2-point functions). It takes the form of the closed equation for self energy\[\square\] and state that:

**Proposition 4** In the melonic sector, the self energy \( \Sigma_s(\vec{p}) \) is given by the closed equation which takes into account the effective coupling \( \lambda(s) \):

\[
-\Sigma_s(\vec{p}) = 2\lambda_r Z_{\lambda} \sum_{\vec{q}} \left( \sum_{i=1}^{d} \delta_{p_i,q_i} \right) G_s(\vec{q}) .
\]

(49)

\[4\]The rank of the tensors is fixed to 5, and we denote it by \( d \) to clarify the proof(s).
**Proof:** Because of the recursive definition of melons, we expect the following structure:

\[
-\Sigma_s = \sum_i \Pi(i) =: \sum_i \sigma_s^{(i)}.
\] (50)

This equation may be obtained as follows: In the melonic sector, the expansion of \(\Sigma_s\) as a sum of 1PI-Feynman graphs which only involves melonic diagrams. Because of proposition \(\text{[2]}\) the external lines are necessarily hooked to the same vertex, and only the configuration of equation (49) is melonic \(\text{[48]}\). The same argument holds for all diagrams, and the function \(\Pi(i)\) is the sum of all heart melonic diagrams in the Feynman expansion. It is not a 1PI function (even if we cut a bridge, the graph remains connected), and with a moment of reflection, one convince oneself that \(\Pi(i)\) is equivalent to the effective propagator \(G_s\). □

In the same way, for the 4-points function, we have:

**Proposition 5 \(\phi^4\)-structure equation.** In the melonic sector, the perturbative zero-momenta 1PI four-point contribution \(\Gamma_{s,\vec{p}_0,\vec{p}_0}^{(4)}\) is given by:

\[
\Gamma_{s,\vec{p}_0,\vec{p}_0}^{(4)} = 2\pi_{00} = \frac{4Z\lambda r}{1 + 2\lambda r ZA_s},
\] (51)

where \(A_s\) is defined as:

\[
A_s = \sum_{\vec{p}_\perp} [G_s(\vec{p}_\perp)]^2, \quad \vec{p}_\perp := (0, p_1, \ldots, p_d),
\] (52)

\(G_s(\vec{p})\) being the effective propagator: \(G_s^{-1}(\vec{p}) = Z_{-\infty}\vec{p}^2 + m^2 + r_s(\vec{p}) - \Sigma_s(\vec{p})\). Let us recall that \(Z_{-\infty}\) and \(m_0\) are the counter-terms discarding the UV divergences of the original partition function, the initial conditions in the UV are given such that the classical action contain only renormalizable interactions.

**Proof:** Let us define \(4Z\lambda r\Pi\) as the zero momenta melonic 4-points functions made into the graphs for which two vertices maybe singularized (i.e. by graphs which are at least of order 2 in the perturbative expansion). We have\(^5\)

\[
2\pi_{00} =: 4Z\lambda r (1 + \Pi),
\] (53)

Because of the face connectivity of the melonic diagrams and proposition \(\text{[2]}\), the boundary vertices may be such that the two internal faces of the same color running on the interior of the diagrams building \(\Pi\) pass through of them. As a result, we expect the following structure:

\[
-4Z\lambda r \Pi = \quad (54)
\]

\(^5\)The notations are similar to the ones used for the previous proof. The context however allows to exclude any confusion.
where the grey disk is a sum of Feynman graphs. Note that it is the only configuration of the external vertices in agreement with the assumption that $\Pi$ is building with the melonic diagrams. Any other configurations of the external vertices are not melonics. At the lowest order, the grey disk corresponds to propagator lines,

$$-4Z_\lambda \lambda_r \Pi^{(2)} = 8Z_\lambda^2 \lambda_r^2 A_s |_{\lambda_r=0} \equiv \begin{array}{c}
\end{array}.$$

Note that, as we explained in the section 2, the external faces have the same color. Now, we can extract the amputated component of $\bar{\Pi}$, say $\bar{\Pi}'$ (which contains at least one vertex, and is irreducible by hypothesis) extracting the effective melonic propagators connected to the dotted lines linked to $\bar{\Pi}$. We get:

$$-4Z_\lambda \lambda_r \Pi = \begin{array}{c}
\end{array} + \begin{array}{c}
\end{array}.$$

At first order, $\bar{\Pi}'$ is built with a single vertex, and there are only one configuration in agreement with the melonic structure, i.e. maximazing the number of internal faces. The higher order contributions contain at least two vertices, and the argument may be repeated so that the function $\bar{\Pi}'$ appears. Finally we deduce the closed relation:

$$\begin{array}{c}
\end{array} = \begin{array}{c}
\end{array} + \begin{array}{c}
\end{array}.$$

This equation can be solved recursively as an infinite sum

$$-4Z_\lambda \lambda_r \Pi = \left\{ \sum_{n=1}^{\infty} \left( \begin{array}{c}
\end{array} \right)^n \right\} \equiv \begin{array}{c}
\end{array},$$

which can be formally solved as

$$2\pi_0 = 4Z_\lambda \lambda_r \left( 1 - \begin{array}{c}
\end{array} \right)^{-1}.$$

The loop diagram $\begin{array}{c}
\end{array}$ maybe easily computed recursively from the definition of melonic diagrams, or directly using Wick theorem for a one-loop computation with the effective propagator $G$. The result is:

$$\begin{array}{c}
\end{array} = -2Z_\lambda \lambda_r A_s,$$

and the proposition is proved.
Note this construction can be also considered in perturbation theory: We can proceed recursively by counting the number of vertices, and show that the power counting remains unchanged at each steps. This is obvious because we have recalled (equation (24)) that divergent degrees is only depended on the number of external lines of the melonic diagrams.

These propositions allow to extract the expression of the counter-terms at all orders, and represent an interesting result to show that the wave function renormalization and the 4-points vertex renormalization are the same. We have:

**Proposition 6** Choosing the following renormalization prescription:

\[
\Gamma_{s=-\infty}^{(4)} = 4\lambda_r ; \quad \Gamma_{s=-\infty}^{(2)}(\vec{p}) = m_r^2 + \vec{p}^2 + \mathcal{O}(\vec{p}^2),
\]

where \(m_r^2\) and \(\lambda_r\) are the renormalized mass and coupling constant; the counter-terms are given by:

\[
Z_\lambda = \frac{1}{1 - 2\lambda_r A_{s=-\infty}} ; \quad Z_{-\infty} = Z_\lambda ; \quad m^2 = m_r^2 + \Sigma_{s=-\infty}(\vec{p} = 0),
\]

where \(\Sigma_s\) denote the melonic self-energy.

**Proof:** From Proposition 5 we have that:

\[
\Gamma_{s,06;06}^{(4),i} = \frac{4Z_\lambda \lambda_r}{1 + 2\lambda_r Z_\lambda A_s} = \frac{4\lambda_r}{Z_\lambda^{-1} + 2\lambda_r A_s}.
\]

Then, setting \(s = -\infty\), we deduce that

\[
Z_\lambda^{-1} + 2\lambda_r A_{-\infty} = 1 \rightarrow Z_\lambda = \frac{1}{1 - 2\lambda_r A_{-\infty}}.
\]

We now concentrated our self on to \(Z_{-\infty}\) and \(m^2\). Without lost of generality, the inverse of the effective propagator \(\Gamma_s^{(2)}\) has the following structure:

\[
\Gamma_{s=-\infty}^{(2)}(\vec{p}) = Z_{-\infty}\vec{p}^2 + m^2 - \Sigma_{s=-\infty}(\vec{0}) - \vec{p}^2 \Sigma'_{s=-\infty}(\vec{0}) + \mathcal{O}(\vec{p}^2)
\]

with the notation: \(\Sigma'(\vec{0}) := \partial \Sigma/\partial p_i^2(\vec{p} = \vec{0})\). Then from the renormalization conditions, we have:

\[
Z_{-\infty} - \Sigma'_{s=-\infty}(0) = 1 , \quad m^2 - \Sigma_{s=-\infty}(\vec{0}) = m_r^2.
\]

Setting \(s = -\infty\) in the closed equation (proposition 4), and by derivating with respect to \(p_i\) for \(\vec{p} = \vec{0}\), we get:

\[
1 - Z_{-\infty} = -2\lambda_r Z_\lambda A_{s=-\infty}.
\]

Using the explicit expression for \(Z_\lambda\) in (64), we get finally:

\[
(1 - Z_{-\infty})(1 - 2\lambda_r A_{s=-\infty}) = -2\lambda_r A_{s=-\infty} \rightarrow Z_{-\infty} = Z_\lambda.
\]
Now, consider the monocolor 4-points function $\Gamma_{s,0000}^{(4),i}$. If we replace $Z_\lambda$ by its expression from Proposition 6 we deduce that

$$\Gamma_{s,0000}^{(4),i} = \frac{4\lambda_r}{1 + 2\lambda_rA_s},$$

with the definition: $\bar{A}_s := A_s - A_{s=-\infty}$. In other words, we have an explicit expression for the effective coupling $\lambda(s) := \frac{1}{4} \Gamma_{s,0000}^{(4),i}$,

$$\lambda(s) = \frac{\lambda_r}{1 + 2\lambda_rA_s},$$

from which we get

$$\partial_s \lambda(s) = -\frac{2\lambda^2 \dot{A}_s}{(1 + 2\lambda_r \Delta A_s)^2} = -2\lambda^2(s) \dot{A}_s.$$

In the above relation we introduce the dot notation $\dot{A}_s = \partial_s A_s$

$$A_s = \sum_{\vec{p}_\perp} \frac{1}{[\Gamma^{(2)}_s(\vec{p}_\perp) + r_s(\vec{p}_\perp)]^2}, \quad \dot{A}_s = -2\sum_{\vec{p}_\perp} \frac{\dot{\Gamma}^{(2)}_s(\vec{p}_\perp) + \dot{r}_s(\vec{p}_\perp)}{[\Gamma^{(2)}_s(\vec{p}_\perp) + r_s(\vec{p}_\perp)]^3}.$$

In proposition 6 we have investigated the relations between counter-terms i.e. we have considered the melonic equations as Ward identities for $s = -\infty$. Far from the initial conditions, the Taylor expansion of the 2-point function $\Gamma^{(2)}_s(\vec{p})$ is written as:

$$\Gamma^{(2)}_s(\vec{p}) = m_r^2 + (\Sigma_s(\vec{0}) - \Sigma_0(\vec{0})) + (Z_{-\infty} - \Sigma'_s(\vec{0}))\vec{p}^2 + \mathcal{O}(\vec{p}^2).$$

We call the "physical" or effective mass parameter $m^2(s)$ the first term in the above relation:

$$m^2(s) := m_r^2 + (\Sigma_s(\vec{0}) - \Sigma_0(\vec{0})),$$

while the coefficient $Z_{-\infty} - \Sigma'_s(\vec{0})$ is the effective wave function renormalization and is denoted by $Z(s)$ i.e.

$$Z(s) := Z_{-\infty} - \Sigma'_s(\vec{0}).$$

Now let us consider the closed equation given in proposition 6. By derivating with respect to $p_1$ and by taking $\vec{p} = \vec{0}$, we get:

$$Z - Z_{-\infty} = -2\lambda_r Z_\lambda \sum_{\vec{p}_\perp} G^2_s(\vec{p}_\perp)(Z + r'_s(\vec{p}_\perp)).$$

Using equation 72, we can express $\lambda_r Z_\lambda$ in terms of the effective coupling $\lambda(s)$, and we get:

$$(Z - Z_{-\infty})(1 - 2\lambda(s)A_s) = -2\lambda(s) \left( Z A_s + \sum_{\vec{p}_\perp} G^2_s(\vec{p}_\perp)r'_s(\vec{p}_\perp) \right),$$

19
Then we come to the following relation

$$Z = Z_{-\infty} (1 - 2\lambda(s)\mathcal{L}_s) \ .$$  

(80)

At this stage, without all confusion let us clarify that: $Z_{\infty}$ is the wave function counter-term i.e, whose divergent parts cancels the loop divergences, and whose finite part depend on the renormalization prescription. $Z(s)$ however is fixing to be 1 for $s = -\infty$ from our renormalization conditions.

Our goal for this section require the structure equation for melonic 6-points functions given in the following proposition:

**Proposition 7 $\phi^6$-structure equation.** In the melonic sector, the 6-point functions $\Gamma^{(3,3)}_{s, \vec{p}_1 \vec{p}_3 \vec{p}_5 ; \vec{p}_2 \vec{p}_4 \vec{p}_6}$ expanded in the symmetric phase have the following structure:

$$\Gamma^{(3,3)}_{s, \vec{p}_1 \vec{p}_3 \vec{p}_5 ; \vec{p}_2 \vec{p}_4 \vec{p}_6} = \sum_{i=1}^{d} \Gamma^{(3,3),i}_{s, \vec{p}_1 \vec{p}_3 \vec{p}_5 ; \vec{p}_2 \vec{p}_4 \vec{p}_6} \ ,$$  

(81)

where :

$$\Gamma^{(3,3),i}_{s, \vec{p}_1 \vec{p}_3 \vec{p}_5 ; \vec{p}_2 \vec{p}_4 \vec{p}_6} =: \prod_{i} \pi^{(i)}_{3,p_{i1},p_{i5}} \delta_{p_{i1},p_{i6}} \delta_{p_{i5},p_{i4}} \delta_{\vec{p}_{i2},\vec{p}_{i3}} \delta_{\vec{p}_{i4},\vec{p}_{i5}} + \text{perm}(\vec{p}_1, \vec{p}_3, \vec{p}_5) \ .$$  

(82)

**Proof**  Consider the melonic contribution to $\Gamma^{(3,3)}_{s, \vec{p}_1 \vec{p}_3 \vec{p}_5 ; \vec{p}_2 \vec{p}_4 \vec{p}_6}$. From proposition 2 it follows that external lines are hooked to three vertices of the same type. Moreover, they share the three external faces of the same color running in the heart graph. Because these heart external faces have the same color, they defined $d$ components, that we call $\Gamma^{(3,3),i}_{s, \vec{p}_1 \vec{p}_3 \vec{p}_5 ; \vec{p}_2 \vec{p}_4 \vec{p}_6}$, which have the following structure:

$$\Gamma^{(3,3),i}_{s, \vec{p}_1 \vec{p}_3 \vec{p}_5 ; \vec{p}_2 \vec{p}_4 \vec{p}_6} = \prod_{i} \pi^{(i)}_{3,p_{i1},p_{i5}} \delta_{p_{i1},p_{i6}} \delta_{p_{i5},p_{i4}} \delta_{\vec{p}_{i2},\vec{p}_{i3}} \delta_{\vec{p}_{i4},\vec{p}_{i5}} + \text{perm}(\vec{p}_1, \vec{p}_3, \vec{p}_5) \ ,$$  

(83)

where $\Pi^{(i)}$ is of order zero (i.e. its proper Feynman expansion start without vertices). As for the 4-points function we can discard the external propagators, and we get

$$\prod_{i} \pi^{(i)}_{3,p_{i1},p_{i5}} \delta_{p_{i1},p_{i6}} \delta_{p_{i5},p_{i4}} \delta_{\vec{p}_{i2},\vec{p}_{i3}} \delta_{\vec{p}_{i4},\vec{p}_{i5}} + \text{perm}(\vec{p}_1, \vec{p}_3, \vec{p}_5) \ .$$  

(84)

Without all confusion we use the notation $\Pi^{(i)}$ in the expression [84], which is already used for the self energy. It is clear that it is not the same function. The recursion relation is
equivalent to the equation \(57\) for the 4-point function. Indeed, \(\Pi^{(4)'}\) is equivalent to the amputated of the function \(\Pi^{(4)}\), and the resulting equation maybe solved following from the same recursive method like the result which leads to the 4-point function. We get \((\text{perm}(\vec{p}_1, \vec{p}_3, \vec{p}_5)\) is omitted):

\[
\Gamma_{\vec{p}_2\vec{p}_4\vec{p}_6;\vec{p}_1\vec{p}_3\vec{p}_5}^{(3,3),\hat{I}} = \pi_3^{(i)} \rightarrow \pi_3^{(i)}_{\vec{p}_1\vec{p}_3\vec{p}_5} = \ldots . \quad (85)
\]

The function \(\pi_3^{(i)}\) may be directly identified in the left hand side of the expression \(81\). The proposition in then proved!

\[\square\]

Ler us remark that we only need the zero momentum value \(\pi_3^{(i)\,000} =: \pi_3\). Its explicit expression can be easily deduced from the structure of the graph on \(85\), up to a purely numerical number which can be straightforwardly computed from Wick theorem. We get:

\[
\pi_3(s) = 8\lambda^3(s) \sum_{\vec{p}_\perp} |G_s(\vec{p}_\perp)|^3 = 8Z^3(s) \tilde{\lambda}^3(s)e^{-2s\tilde{A}_3} . \quad (86)
\]

**Remark 1**

(i) Note that the dimension of \(\pi_3(s)\) given in \(86\) is \([\pi_3(s)] = -2\). Our final goal is to use the structure equations given on the propositions \(5, 4, 7\) to solve the hierarchies equations obtained by expanding the exact flow equation \(19\) in its irreducible parts. More precisely, the structure equations express all the 1PI functions in term of the quartic melonic coupling and the self energy, which introduce a natural cutoff in the hierarchies equations around the marginal coupling. The derivation of the corresponding equations is given in the proposition \(8\).

(ii) We have to make the following important remarks. As announced at the beginning of section \(3\), there are equivalence between WT-Identities and melonic structure equations. Indeed, we do not introduce any additional constraint on the flow equation which is obtained just from the structure equations. However, at least in the melonic sector, the Ward identities are completely redundant with respected to the structure equations. To be more precise, let us consider the WI given from Proposition \(4\)

\[
\pi_0^{(1)} Z_{-\infty} \mathcal{L}_s = \frac{\partial}{\partial \vec{p}_0} \left( \Gamma_s^{(2)}(\vec{p}_\perp) - Z_{-\infty} \vec{p}_0^2 \right) \bigg|_{\vec{p}_0=0} . \quad (87)
\]

Now, \(\pi_0^{(1)} = 2\lambda(s)\) and the last term is \(Z(s) - Z_{-\infty}\). We can show that this equation is reduced to \(80\). In appendix \(A\) we show the same equivalence for 6-point structure equations, and state that it is true for higher irreducible functions.

(iii) The second remark concern the notion of local interactions. This notion have been briefly discussed in the introduction. Obviously our interactions are not local on the \(U(1)^5\)
group. However, the locality for tensorial interactions and traciality is given through a list of references in the literature. See [19]-[21] and references therein. For our purpose, a local interaction is a sum of connected melonic tensorial invariants as they have been defined in section 2. For our purpose, and in accordance with standard conventions, we call local potential approximation any effective average action expanded as a sum of connected tensorial interaction.

(iv) Finally, before giving the key proposition of this section, we introduce the notion of renormalized sums. All the equations that we will consider are of the form:

\[ S_{l,n}(s, p) = \sum_{\vec{q}} G^n_s(\vec{q}) i^l_s(\vec{q}) \bigg|_{q_i=p}, \]  

where \( l = \{0, 1\} \). To built the renormalized sum, we extract the scaling in \( s \) and the global factor \( Z(s) \) coming from the renormalization of \( \Gamma_s^{(2)} \) : \( \Gamma_s^{(2)} = Z^{-1} \Gamma_s^{(2)} \). To this end, we assume that \( r_s \) share a factor \( Z \), and has canonical dimension 2. Then, the renormalized sum \( S_{l,n}(s, p) \) corresponds to:

\[ S_{l,n}(s, p) = Z^{l-n}(s) e^{2(\ell-n+2)s} \tilde{S}_{l,n}(s, p). \]  

Note that \( S_{0,n} \equiv A_{ns} \) and as \( A_{ns} \) we simply denote by \( S_{l,n} \) the sum for \( p = 0 \) in the rest of the paper. In the same way, \( S_{l,n}' \) will be \( \partial S_{l,n}(p = 0) / \partial p^2 \).

We are now in position to enunciate the key proposition of this section:

**Proposition 8 (Improved \( \phi^4 \) truncation)** In the UV sector \( 1 \ll e^s = k \ll \Lambda \), the exact flow equations for the dimensionless-renormalized essential and marginal couplings, i.e. for mass, wave function and quartic melonic interaction are given by:

\[ \begin{align*}
\beta_m &= -(2 + \eta_s) \bar{m}^2 - 2d \bar{\lambda} \bar{S}_{1,2} \\
\eta_s &= 4 \lambda^2 \bar{S}_{0,2,1,2} - 2 \bar{\lambda} \bar{S}_{1,2} \\
\beta_{\lambda} &= -2 \eta_s \bar{\lambda} + 4 \lambda^2 \bar{S}_{1,3} - 8 \lambda^3 \bar{S}_{1,2,3} \bar{A}_s
\end{align*} \]  

(90)

**Proof:** By taking the partial derivative of the flow equation [19] with respect to \( \bar{M}_p \) and to \( \bar{M}_p \), we get:

\[ \partial_s \Gamma_s^{(2)}(\bar{p}) = - \sum_q \Gamma_s^{(4)}(s, \bar{p}^2, \vec{q}) \frac{\dot{r}_s(\vec{q})}{[\Gamma_s^{(2)}(\vec{q}) + r_s(\vec{q})]^2} = - \sum_i \sum_q \Gamma_s^{(4),i}(s, \bar{p}^2, \vec{q}) \frac{\dot{r}_s(\vec{q})}{[\Gamma_s^{(2)}(\vec{q}) + r_s(\vec{q})]^2}. \]  

(91)

The leading order contractions with the effective propagator \( \frac{\dot{r}_s(\vec{q})}{[\Gamma_s^{(2)}(\vec{q}) + r_s(\vec{q})]^2} \) only concern tadpole contractions over the same external vertices of \( \Gamma_s^{(4),i}(s, \bar{p}^2, \vec{q}) \) (see Figure 3).
Then, keeping only the melonic contributions, we find (using the notations of section \ref{sec:melonic}) that:
\begin{equation}
\partial_s \Gamma^{(2)}_s (\vec{p}) = - \sum_i \sum_{\vec{q}} \gamma_s^{(4),i} \frac{\hat{r}_s(\vec{q})}{[\Gamma^{(2)}_s (\vec{q}) + r_s(\vec{q})]^2}, \quad \gamma_s^{(4),i} = \pi^{(i)}_{s,p_i,p_i} W^{(4)}_{p,p,p,p}. \tag{92}
\end{equation}

The 4-point function \(\pi^{(i)}_{s,p_i,p_i}\) may be computed following exactly the same strategy as for proposition \ref{prop:4pt}, then:
\begin{equation}
\pi^{(i)}_{s,p_i,p_i} = \frac{2\lambda_r}{1 + 2\lambda_r (S_{0,2}(p_i) - A_{-\infty})}. \tag{93}
\end{equation}

Setting \(\vec{p} = 0\) in the flow equation \ref{eq:floweq} and because \(\Gamma^{(2)}_s (0)\) is identify to \(m^2(s)\), we deduce that
\begin{equation}
\partial_s m^2(s) = -2d\lambda(s) S_{1,2}, \tag{94}
\end{equation}
and the equation for \(\beta_m := \dot{m}^2\) follows straightforwardly from:
\begin{equation}
\partial_s \dot{m}^2 + (2 + \eta_s)\dot{m}^2 = : \beta_m + (2 + \eta_s)\dot{m}^2 = e^{-2s} Z(s)^{-1} \partial_s m^2. \tag{95}
\end{equation}

Now, consider the first derivative of the flow equation \ref{eq:floweq} with respect to \(p_i^2\) evaluated at \(\vec{p} = 0\). In the symmetric phase, the derivative of the 2-point function evaluated at zero momenta is equal to the effective wave function renormalization:
\begin{equation}
\frac{d\Gamma^{(2)}_s}{dp_i^2} (\vec{q} = 0) = Z(s), \tag{96}
\end{equation}
and we get:
\begin{align}
\partial_s \frac{d\Gamma^{(2)}_s}{dp_i^2} (\vec{q} = 0) &= - \frac{d\pi^{(1)}_{s,0,0}}{dp_i^2} S_{1,2} - \pi^{(1)}_{s,0,0} \frac{d}{dp_i^2} \sum_{\vec{q}_\perp} \frac{\hat{r}_s(\vec{q}_\perp)}{[\Gamma^{(2)}_s (\vec{q}_\perp) + r_s(\vec{q}_\perp)]^2} \bigg|_{p_i = q_i = 0} \\
&= 4\lambda^2(s) S'_{0,2} S_{1,2} - 2\lambda(s) S'_{1,2}. \tag{97}
\end{align}
Then, extracting the renormalized part, we can derive the two first equations of the proposition. For the last flow equation, using \(92\) we get
\[
\partial_s \Gamma^{(4)}_{s,\vec{0},\vec{0},\vec{0},\vec{0}} = -\sum_{\vec{p}} \dot{r}_s(\vec{p}) G^2_s(\vec{p}) \left[ \Gamma^{(6)}_{s,\vec{0},\vec{0},\vec{0},\vec{0},\vec{0}} - 2 \sum_{\vec{p}'} \Gamma^{(4)}_{s,\vec{0},\vec{0},\vec{0},\vec{0}} G_s(\vec{p}') \Gamma^{(4)}_{s,\vec{0},\vec{0},\vec{0},\vec{0}} \right] + 2 \sum_{\vec{p}} \dot{r}_s(\vec{p}) G^3_s(\vec{p}) \left[ \Gamma^{(4)}_{s,\vec{0},\vec{0},\vec{0}} \right]^2. \tag{98}
\]

Setting \(\vec{p} = \vec{0}\) in the flow equation \(98\) and by using Lemma \(7\), the definition of the effective coupling \(\lambda(s)\) \((72)\) and the definition (equation) \((43)\) of \(\pi_{pp'}^{(1)}\), and keeping only the leading order contractions as for the computation of the flow equation for 2-point observables, we obtain:
\[
4\partial_s \lambda = -\sum_{\vec{p}} \dot{r}_s(\vec{p}) G^2_s(\vec{p}) \Gamma^{(3,3),1}_{s,\vec{0},\vec{0},\vec{0},\vec{0},\vec{0}} + 4(\pi_{s,00}^{(1)})^2 \sum_{\vec{p}_\perp} \dot{r}_s(\vec{p}_\perp) G^3_s(\vec{p}_\perp) \\
= -2S_1 \pi_{3,000}^{(1)} + 4(\pi_{s,00}^{(1)})^2 S_{3s}. \tag{99}
\]

where the first factor 2 comes from the counting of independent leading order contractions: For a melonic contraction, the end points contracting the \(\dot{r}_s G^2_s\) are necessarily on the same boundary vertex. Then, we have 4 such diagrams, corresponding to the permutations of the remaining boundary variables.

\[\square\]

### 5.2 Higher structure equations

The quantity that we called \(\pi_3(s)\) is identified to the effective interaction of valence six. The combinatoric of the effective vertex correspond to the following tensorial interaction:
\[
\chi^{(3,3),(i)} = \pi_3(s) \times \begin{array}{c}
\text{\includegraphics[width=0.2\textwidth]{diagram.png}}
\end{array}, \tag{100}
\]
in virtue of why it legitimate to call \(\lambda_6(s)\) the effective coupling for this interaction. Because of the explicit expression \((86)\), we deduce the beta function:
\[
\beta_6 = 24\beta_3 \lambda^2(2) \bar{A}_{3s} + 8\bar{\lambda}^3(s) \partial_s \bar{A}_{3s}. \tag{101}
\]

This method maybe extended for effective vertices with arbitrary valence. Note that we do not generate all melonic vertices from our initial conditions for the effective action. As an example, there are no contraction of quartic melons which allows to reproduce the effective vertex:
\[
\begin{array}{c}
\text{\includegraphics[width=0.2\textwidth]{diagram.png}}
\end{array}. \tag{102}
\]
The effective coupling $\pi_N(s)$ for local interaction of valence $2N$ may be computed following the same method as $\pi_3$, and we have the following result:

**Proposition 9** In the melonic (UV) sector, the effective coupling $\pi_N(s)$ satisfy:

$$\pi_N(s) = (2\lambda)^N \sum_{v=1}^{N-2} \sum_{c} (2\lambda)^{v-1} \prod_{n=1}^{v} A_{c_n},$$

(103)

where

$$A_n := \sum_{\mathbf{p}_\perp} [G_s(\mathbf{p}_\perp)]^n,$$

$$A_2 \equiv A,$$

(104)

and $T_v^c$ are trees with mono-colored edges of color $c$, with $N$ $c$-colored external edges and boundary nodes with at least two external edges.

Note that this expression involve the canonical dimension of $\pi_N$. Indeed, $\lambda$ is dimensionless, we have to consider only the first term of the expansion: $[\pi_N] = [A_{N_s}] = 2(2 - N)$.

**Proof:** For convenience, the proof of this proposition require an appropriate notation for graphs. From now, we denote by $^{(i)}$ the elementary melon with index of color $i$, that is:

$$^{(i)} =$$

(105)

Moreover, to each loops made with a chain of $N$ effective propagator, we have considered only the structure equations and we draw a point with $N$ colored external lines. For instance:

$$,$$

(106)

the graph given in figure (106) corresponds to a 8-point function with two external vertices of color red, one of color blue and one of color green, each “arc” or corner being one of the $N$ effective propagator in the loop. For the rest, we denote by edges and nodes the lines and vertices of this representation, keeping the terminology vertex and line for the standard diagrams.

Using the above convention, we can establish the proof of our proposition. Remark that a general melonic effective vertex receive many contributions. To proceed step by step, we are setting $N = 4$, which is the first non-trivial case. Obviously, from the same argument used for building the $N = 3$ functions, we have the contributions

$$.$$
Indeed, diagrams contributing to this function have power counting \( \omega = 4 - 8 = -4 \), and it is easy to see that the configuration:

\[
\text{Diagram (108)}
\]

Is also a leading order graph. Indeed, when we merge two diagrams \( G_m \) and \( G_n \) to a diagram \( G_N \) following the rule pictured on (108), the power counting of \( G_N \) is:

\[
\omega(G_N) = \omega(G_n) + \omega(G_m) - F_{G_n \cap G_m}, \tag{109}
\]

where the last term comes from the fact that the internal faces are counted twice. It is clear that optimal counting gives \( F_{G_n \cap G_m} = 0 \), but it is exactly the case of diagram (109). Note that we do not create any new common internal face. Then, the power counting of 6-point melonic graphs being \(-2\), the sum match with the power counting for melonic 8-point graphs.

The full 8-point melonic function\(^6\) that we designate with a white circle, is weighted sum of these contributions:

\[
\frac{1}{4!} \left\{ K_1 + K_2 \right\}, \tag{110}
\]

where \( K_1 \) and \( K_2 \) are combinatorial coefficients which can be easily computed counting the number of melonic contractions at lower order in perturbation theory. For the first diagram, we have \((4!)^2\) ways to contract external fields (one \(4!\) for \(T\)’s and one for \(\bar{T}\)’s). Moreover, each vertex has an axial symmetry, which generate a factor 2 per vertex. Finally, a factor \(1/4!\) comes from the exponential expansion, leading to \(K_1 = 4!2^4\). In the same way, for the second diagram, we have 5 manners to choose the bridge vertex, \((4!)^2\) coming from the contractions of external fields, and \(1/5!\) coming from the exponential. Adding the \(2^5\) dues to the axial symmetry, we get \(K_2 = 4!2^5\). Note that \(4!\) is equal to the cardinality of \(\text{perm}(\vec{p}_1, \vec{p}_2, \vec{p}_3, \vec{p}_4)\), and have to be discarded for the definition of the effective vertex \(\pi_4\), as for the definition of \(\pi_3\) (it corresponds to the factor \(1/4!\) in front of (110)).

The same argument can be easily generalized: Any mono-colored tree build with this rule is melonic. Moreover, it is easy to see that any loop created with colored lines provides a sub-leading diagram: Any created loop increases the number of internal faces by 1, which do not compensate the number of added internal lines with respect to the tree configuration (at least two). As a result, this contributions are mono-colored trees as:

\[
\text{Diagram (111)}
\]

\(^6\)Strictly speaking, it is the red colored component of the 8-melonic function.
and the equation for $\pi_N$ may be written as a sum over mono-colored trees:

$$\pi_N = \lambda^N \sum_{v=1}^{N-2} \sum_{T_{cv}} K_{T_{cv}} \lambda^{v-1} \prod_{n=1}^{v} A_{c_n},$$  \hspace{1cm} (112)

where the bound number $N - 2$ comes from the fact that the maximal length for a tree with $N$ external lines is $N - 2$ and the $T_{cv}$ are mono-colored trees with $v$ nodes, edges of color $c$ and $N$ opening lines (except the external edges, a tree have $v - 1$ edges). Moreover, note that the trees on which we sums have another important property: Their boundary nodes (i.e. nodes hooked to the rest of the tree with a single colored edge) have at last two external edges. The $K_{T_{cv}}$, indexed by trees are combinatorial factor taking into account symmetries of the trees. The last term is the product over all loops functions $A_{c_n}$ for coordination number (number of hooked colored edges) $c_n$ at the node $n$. Note that the $c_n$ satisfy the constraint: $\sum_n c_n = N + v$. The factors $K_{T_{cv}}$ count the number of way providing a given tree. To compute it, we proceed as for the 8-point function and consider the lower term in the perturbative expansion. Firstly, we have a factor $1/(N + v - 1)!$ coming from the exponential (we have $N + v - 1$ red vertices). On the other hand, we have $(N + v - 1)(N + v - 2) \cdots (N + 1)$ choices for the bridge vertices, providing a factor $(N + v - 1)!/N!$, and the factor $(N!)^2$ coming from the possibles contractions of the remaining vertices with external fields. Finally, the axial symmetry provides a factor $2^{N + v - 1}$, and we have to add an additional $1/N!$ factor to remove the cardinality of $\text{perm}(\vec{p}_1, \cdots, \vec{p}_N)$. The resulting factor $K_{T_{cv}}$ is then:

$$K_{T_{cv}} = \frac{1}{N!(N + v - 1)!} \frac{(N + v - 1)!}{N!} (N!)^2 \times 2^{N + v - 1} = 2^{N + v - 1},$$ \hspace{1cm} (113)

and this does not depend on the structure of the tree, but just only depend on their opening lines and the number of nodes.

\[\square\]

The notations used in the proof of proposition (9) involve the set of diagrams which are resummed and being the version of well known diagrams in intermediate field representation (see [51]-[56]). The intermediate field is a matrix-like field, and the colored edges of our diagrams are effective edges of these fields. An important consequence is that it reveals another limitation of the sector of melons that we study: it corresponds to an effective matrix-like model.

6 Improved local truncation versus ordinary truncation

Until now, the truncation around local interactions was the only way to extract non-perturbative information from the Wetterich equation in the TGFT context. The computation of the flow equations for the $\phi^4$ truncation and for $d = 5$ has been scrutinized in appendix B. For these computation we used of the standard modified Litim’s regulator:

$$r_s(\vec{p}) = Z(s)(e^{2s} - \vec{p}^2)\Theta(e^{2s} - \vec{p}^2),$$ \hspace{1cm} (114)
where $\Theta$ is the Heaviside step function. Other standard choices could have been considered, and have been investigated in literature [51]. For our purpose we only consider this choice, which can be viewed as a first limitation of our result. Indeed, even if the full renormalization group flow must be independent of the choice of the regulator, it is well known that approximations used to solve the exact renormalization group equation introduce a spurious dependence on the regulator.

In the UV limit, the flow equation for the local $\pi^4$ truncation are ($\Omega_{d-1} = \pi^2/2$ for $d = 5$):

$$
\begin{align*}
\beta_m &= -(2 + \eta_s)\bar{m}^2 - \frac{10\lambda\pi^2}{(1 + \bar{m}^2)^2} \left( 1 + \frac{\eta}{6} \right) \\
\beta_\lambda &= -2\eta_s \bar{\lambda} + \frac{4\lambda\pi^2}{(1 + \bar{m}^2)^3} \left( \frac{\eta}{6} + 1 \right).
\end{align*}
$$

(115)

where the anomalous dimension is given by:

$$
\eta_s = \frac{4\bar{\lambda}\pi^2}{(1 + \bar{m}^2)^2 - \lambda\pi^2}.
$$

(116)

Truncation proceed with a systematic projection into a finite dimensional region of the full theory space. For the $\phi^4$ truncation, we combine both a derivative expansion and a mean field expansion, and therefore the average effective action is assumed to be of the form:

$$
\Gamma_s = Z(s) \sum_{\vec{p}} T_{\vec{p}}(\bar{p}^2 + e^{2s}\bar{m}^2(s)) \bar{T}_{\vec{p}} + Z^2(s) \bar{\lambda}(s) \sum_i \mathcal{V}^{(i)}[T, \bar{T}]
$$

(117)

where the $\mathcal{V}^{(i)}[T, \bar{T}]$ denotes the quartic melonic interactions:

$$
\mathcal{V}^{(i)}[T, \bar{T}] = \sum_{\{\vec{p}_k, k = 1, \ldots, 4\}} \delta_{p_1, p_4} \delta_{p_2, p_3} \left( \prod_{j \neq i} \delta_{p_{1, j}, p_{2, j}} \delta_{p_{3, j}, p_{4, j}} \right) T_{\vec{p}_1} \bar{T}_{\vec{p}_2} T_{\vec{p}_3} \bar{T}_{\vec{p}_4}.
$$

(118)

The flow equation (115) are obtained from the Wetterich-Morris equation from an expansion of the right hand side in powers of the fields, and after systematic identification we only retains the melonic diagrams i.e. the relevant contributions in the UV limit. Hence, one can think that we recover exactly the same information by using the melonic structure equations. Note also that the melonic structure being incremented from the melonic diagrams and keeping to build the renormalization group flow. The flow equations are computed using a local approximation. Then, the momentum dependence of the 1PI $n$-points functions is lost. This dependence play an important role in the computation of the anomalous dimension, through the term $\partial \pi^{(1)}_{00}/\partial p_1^2$. More precisely, we may writes the following corollary of proposition 8:

**Corollary 5** The $\pi^4$ local truncation remains a good approximation as long as:

$$
\bar{\lambda} \left[ \frac{\mathcal{S}_{1.2} \bar{A}_{3s}}{\mathcal{S}_{1.3}} \right] \ll 1, \quad \text{and} \quad \bar{\lambda} \left[ \frac{\mathcal{S}_{0.2} \bar{A}_{3s}}{\mathcal{S}_{1.2}} \right] \ll 1.
$$

(119)
We will estimate the results of this section by using two methods, and discuss the corrections coming from the improvements of the structure equations. Let us start with a summary of the results provided from the $\phi^4$ truncation. Note that the terminology $\phi^4$ truncation is abusive to talk about the improved flow equation. Indeed, roughly speaking the flow is not truncated in the subspace of the local melonic interactions generated from the $\phi^4$ melonic interactions following the receipt given from definition (3) and proposition (2). The flow of all these melonic couplings is entirely controlled from the flow of the $\phi^4$ melonic interaction. Then, keeping in mind that in the subspace of the theory space that we consider, the choice of the initial conditions and the restriction to the UV sector is generated by the only approximations that we make on $\Gamma_s^{(2)}(\vec{p})$. The closed equation given in the proposition (4) cannot be solved directly, and the approximation that we propose here consist to make a choice for this function. In the symmetric phase, the derivative expansion seems to be natural, and the flow of each parameters that we introduced can be computed following a straightforward generalization of the proof of proposition 8. A simple choice, close to the one of the $\phi^4$ truncation may be:

$$\Gamma_s^{(2)}(\vec{p}) = Z(s)(\vec{p}^2 + e^{2s}\bar{m}^2).$$

(120)

This choice neglects all the contributions of order $O(\vec{p}^2)$ in the derivative expansion. The standard proof involve renormalizability of the model: In the sector $\Lambda \ll k \ll 1$, we expect that only renormalizables interactions survive, i.e. all operators with positive or null canonical dimension.

6.1 Ordinary $\phi^4$ truncation

The system (115) has a trivial fixed point: (the Gaussian fixed point (gfp)). Expanded the beta function around this point, we can show that the flow is asymptotically free, i.e., the beta function $\beta_\lambda$ is negative:

$$\beta_\lambda \approx -4\pi^2\bar{\lambda}^2 + O(\bar{\lambda}^2, \bar{m}^2).$$

(121)

In addition to the Gaussian fixed point, we find two non-Gaussian fixed points, say $ng1$ and $ng2$ ($ngi = (\bar{m}^2_i, \bar{\lambda}_i)$, $i = 1, 2$):

$$ng1 \approx (-0.52, 0.0028), \quad ng2 \approx (-0.87, 0.0036).$$

(122)

Let $\beta_i = (\beta_m, \beta_\lambda)$ and $u_i = (\bar{m}^2, \bar{\lambda})$. The stability matrix $\beta_{ij} := \partial \beta_j / \partial u_i$ may be computed around each fixed point, as its eigenvalues and eigenvectors. The opposite values of the eigenvalues are critical exponents, and we find two eigenvalues all times, say $\theta^+$ and $\theta^-$:

$$(\theta^+, \theta^-)|_{\text{gfp}} = (2, 0), \quad (\theta^+, \theta^-)|_{ng1} \approx (-4.9, 0.9), \quad (\theta^+, \theta^-)|_{ng2} \approx (232.3, 6.9).$$

(123)

In addition, we have the values of the anomalous dimensions:

$$\eta_{fp1} \approx 0.55, \quad \eta_{fp2} \approx -7.22.$$  (124)

Then, the Gaussian fixed point has one relevant and one marginal direction, the first non-Gaussian fixed point has one relevant and one irrelevant direction, and finally the second
non-Gaussian fixed point has two irrelevant directions. The irrelevant direction around \( fp1 \) span a critical line, separating two different phases and reaching the Gaussian fixed point such that this phenomena is reminiscent with respect to the well-known Wilson-Fisher fixed point. The last non-Gaussian fixed point is localized under the singularity line whose equation is given by the denominator of \( \eta_s \): \( (1 + \bar{m}^2)^2 - \bar{\lambda} \pi^2 = 0 \). All the points in this region are disconnected from the Gaussian fixed point, which is in the symmetric phase. Then the truncated flow does not reach any point in the region under this singularity line, starting in the region upper this line. The figure 4 summarize these properties. For an extended discussion, see \[33\] and references therein.

Figure 4: Renormalization group flow trajectories around the relevant fixed points obtained from a numerical integration. The Gaussian fixed point and the first non-Gaussian fixed point are respectively in blue and in red, and the last fixed point is in black. This fixed point is in the grey region bounded by the singularity line corresponding to the denominator of \( \eta_s \). Finally, in green and brown we draw the eigendirections around Gaussian and non-Gaussian fixed points respectively. Note that arrows this fixed point the flow are oriented from IR to UV.

6.2 Improved \( \phi^4 \) truncation

We will now investigate the discussions to get some improvement of the truncation. Note that Litim’s regulator simplifies the computation of the sums given in the previous subsection. For instance, using the same integral approximation as in Appendix 3 \( \bar{S}_{1,2} \) and \( \bar{S}_{1,3} \) are given by:

\[
\bar{S}_{1,2} = \frac{\pi^2}{(1 + \bar{m}^2)^2} \left( \frac{\eta_s}{d+1} + 1 \right), \quad \bar{S}_{1,3} = \frac{\pi^2}{(1 + \bar{m}^2)^3} \left( \frac{\eta_s}{d+1} + 1 \right). \tag{125}
\]
The sum $\mathcal{S}'_{1,2}$ has been also computed. The sums $\mathcal{A}_{3s}$ and the derivative $\mathcal{S}'_{0,2}$ can be given easily. First of all $\mathcal{A}_{3s}$ is convergent and is given by

$$\mathcal{A}_{3s} = \frac{1}{2} \frac{\pi^2}{1 + m^2} \left[ \frac{1}{(1 + m^2)^2} + \left( 1 + \frac{1}{1 + m^2} \right) \right]. \quad (126)$$

To compute the last sum, i.e. For the computation of the last sum $\mathcal{S}'_{0,2}$, we separates the terms depending on the cut-off as :

$$\mathcal{A}_s(p_1) = \sum_{\vec{p}_\perp} \left[ \frac{\Theta(k^2 - \vec{p}^2)}{(Z k^2 + m^2)^2} + \frac{\Theta(\vec{p}^2 - k^2)}{(Z \vec{p}^2 + m^2)^2} \right]. \quad (127)$$

The last term in the above relation is divergent, and then requires an UV regularization. Computing the derivative with respect to $\vec{p}_1^2$, the regulator dependent terms are canceled in the deep UV, and we get:

$$\frac{d\mathcal{A}_s}{dp_1^2} (p_1 = 0) : = \Omega_{d-1} \frac{d}{dp_1^2} \left[ \frac{(k^2 - \vec{p}_1^2)^{d-1}}{(Z k^2 + m^2)^2} + (d - 1) \int_{k^2 - \vec{p}_1^2}^{+\infty} \frac{x^{d-2} dx}{\sqrt{x^2 - \vec{p}_1^2}} \right]_{p_1 = 0} + (d - 1) \Omega_{d-1} \int_{k}^{\Lambda} x^{d-1} dx \frac{d}{dp_1} \left[ \frac{1}{(Z(x^2 + \vec{p}_1^2 + m^2)^2)} \right]_{p_1 = 0, \Lambda \rightarrow \infty}. \quad (128)$$

Setting $d = 5$, we get

$$\frac{d\mathcal{A}_s}{dp_1^2} (p_1 = 0) = -\frac{\pi^2}{2k^2 Z^2 (1 + m^2)} \left( 1 + \frac{1}{1 + m^2} \right). \quad (129)$$

By adding these sums in the improved flow equations, we get the beta functions:

$$\begin{cases}
\beta_m = -(2 + \eta_s) m^2 - 10 \bar{\lambda} - \frac{\pi^2}{(1 + m^2)^2} \left( \frac{\eta_s}{6} + 1 \right) \\
\beta_\lambda = -2 \eta_s \bar{\lambda} + 4 \bar{\lambda} \frac{\pi^2}{(1 + m^2)^2} \left( \frac{\eta_s}{6} + 1 \right) \left[ 1 - \frac{1}{2} \frac{\lambda \pi^2}{(1 + m^2)^2} + \left( 1 + \frac{1}{1 + m^2} \right) \right]. \quad (129)
\end{cases}$$

The anomalous dimension may be computed in the same way using the result of proposition 8 we get simply

$$\eta_s = 4 \bar{\lambda} \pi^2 \frac{(1 + m^2)^2 - \frac{1}{2} \bar{\lambda} \pi^2 (2 + m^2)^2}{(1 + m^2)^4 + \frac{1}{2} \lambda \pi^4 (2 + m^2) - \pi^2 \lambda (1 + m^2)^2}. \quad (130)$$

The flow equations (129) and (130) may be investigated numerically as their truncated counterpart (115). From now we can recover the singularity of the line, and its flow equation is exactly the same. This result comes from the symmetric phase but not for the restriction on the number of interactions. In the second part, we find a fixed point with one relevant and one irrelevant direction, say $ng1'$, exactly as for the crude truncation. Moreover, the coordinates, as well as the critical exponents in the anomalous dimension remains very close to their corresponding values for truncation:

$$ng1' \approx (-0.55, 0.003), \quad \eta_{ng1'} \approx 0.63, \quad (\theta^+, \theta^-)|_{ng1'} \approx (-3.91, 0.86). \quad (131)$$
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Finally, the third fixed point \( ng2 \) which was localized under the singularity line has been completely discarded, and we can explain it as a consequence of the crude truncation. The figure \( \text{fig} \) – on right is very similar to what we obtain using the crude truncation. In particular, we strengthen the conclusions about the existence of a non-trivial fixed point in the phase-space, which behaves like a Wilson-Fisher fixed point. The occurrence of such a fixed point has been considered as an important feature because it advocate a phase transition, which plays an important role in the space-time emergence following the geometrogenesis scenario (see introduction or [57]-[59] for more details).

Let us remark that, if a fixed point is stable by adding the higher order interactions, this fixed point can be taking into account and is called a true fixed point. But we see from proposition [9] that any fixed point for \( \tilde{m}^2 \) and \( \tilde{\lambda} \) is a fixed point for renormalized higher interactions. Indeed, consider for instance \( \tilde{\pi}_3 \) given by expression (86):

\[
\bar{\pi}_3 = 8\bar{\lambda}^3(s)\bar{A}_{3s} .
\]  

We have seen explicitly using expression (126) that \( \bar{A}_{3s} \) only depends on \( \bar{m}^2 \), then:

\[
\beta_{\lambda} = \beta_{m} = 0 \rightarrow \dot{\bar{x}}_3 = 0 .
\]  

The same argument holds for higher interactions: all the \( \bar{A}_{Ns} \) only depends on \( \bar{m}^2 \), so that any fixed point for mass and quartic melonic coupling is a true fixed point for all the local interactions built from them. To put in a nutshell:

**Claim 1** In the UV sector, and at the first non-trivial order in the derivative expansion, there exist a critical non-Gaussian fixed point in the subspace of local interactions generated from the quartic melonic ones.

### 7 Discussions and conclusion

In this paper we have studied the Wetterich flow equation for the TGFT models. In particular we consider the \( T_5^4 \) model defined without gauge projection. This model is showed to be just renormalizable. Using the symmetric properties of the model, the first, second WT-identities are derived. On the other hand the Wetterich flow equation is discussed. In the symmetric phase and in the melonic sector the WT-identities are used to derive the so call structure equations. As physical consequence, these equations can help to improve the truncation for this TGFT model. The conjecture that the N-WT-identities maybe derived from the first-WT-identity by derivative maybe used to show if or not the fixed point is stable. For instance in the case of \( T_5^4 \) TGFT model we have showed that the fixed point is stable. Note also that this is the case where the higher order interaction is added to the the theory. Also, the flow equations can be translated in the autonomous system of differential equation which leads to the numerical computation of other fixed point. The trajectory behavior around these fixed point is also discussed.

As a discussion, first of all, we only considered the symmetric phase, and the influence of \( \Gamma_{s,(n,m)} \), \( n \neq m \), which are of order \( M \) and is completely discarded from our analysis. Moreover \( M \neq 0 \) maybe introduce a non-trivial dependence for the wave function renormalization:
Z \rightarrow Z(M, \bar{M})$. On the other hand we only consider the lowest terms in the derivative expansion for $\Gamma_s^{(2)}$. A first way of investigation could be then to explore the robustness of our conclusion for higher truncation in the derivative expansion. We only consider the local potential approximation, i.e. the potential which can be expanded as an infinite sum of connected melons generated from quartic melonic interaction. But the power counting show that, by chosing the truncation at any order over the melonic subspace, the terms coming from the derivative expansion in a local interactions will contribute of the same footing as higher local interactions. Then, we have to consider the full momentum dependence of the 1PI functions. Finally, we restrict our attention to the melonic sector, which is know to be the relevant sector in the UV. However, as for the deviations from ultralocal interactions, for a given truncation, non melonic bubbles have to be treated on the same way as higher melonic interactions with respect to the power counting (i.e. they could have the same canonical dimension). For these reasons, the conclusion of this paper becomes partial and we will investigate in forthcoming work the discussion about that.
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Appendix

A Redundancy of the Ward-Takahashi identities

In this section we discuss the WT-identity for zero-momenta 6-point function. This equation have the same information than the melonic structure equation for $\pi_3$, given by Lemma [7] or equation (86). One can prove that this similarities can be generalized in the melonic sector, that we summarize in the following statement: *In the melonic sector, the structure equations for $\pi_N$ contains no more information than the WT-identities.*

For $\pi_3$, this result can be show directly. In the first time, we have to derive the WT-identity for $\phi^6$ interaction. Our analysis in the next appendix requires the second WT-identity, obtained from the WT-identity applying the fourth derivative $\frac{\partial^4}{\partial M_{\vec{p}_1} \partial M_{\vec{p}_2} \partial M_{\vec{p}_3} \partial M_{\vec{p}_4}}$. From the same strategy as for the first WI-identity, we get:

$$
\sum_{\vec{p}'_{\perp}, \vec{p}_{\perp}'_{\perp}} \delta_{\vec{p}', \vec{p}_{\perp}'} \Delta C_s(\vec{p}, \vec{p}') \left[ \Gamma_s^{(6)}_{s,\vec{p}_1 \vec{p}_2 \vec{p}_3 \vec{p}_4 \vec{p}_1 \vec{p}_2} - 2 \Gamma_s^{(4)}_{s,\vec{p}_1 \vec{p}_2 \vec{p}_3 \vec{p}_4} G_s(\vec{p}) \Gamma_s^{(4)}_{s,\vec{p}_1 \vec{p}_2 \vec{p}_3 \vec{p}_4} \right] G_s(\vec{p}) G_s(\vec{p}')
+ \sum_{\vec{p}'_{\perp}, \vec{p}_{\perp}'} \delta_{\vec{p}', \vec{p}_{\perp}'} \left[ - \delta_{\vec{p}_3 \vec{p}_1} \Gamma_s^{(4)}_{s,\vec{p}_2 \vec{p}_4 \vec{p}_3 \vec{p}_1 \vec{p}_2 \vec{p}_1} - \delta_{\vec{p}_3 \vec{p}_1} \Gamma_s^{(4)}_{s,\vec{p}_2 \vec{p}_4 \vec{p}_3 \vec{p}_1 \vec{p}_2 \vec{p}_1} + \delta_{\vec{p}_3 \vec{p}_1} \Gamma_s^{(4)}_{s,\vec{p}_2 \vec{p}_4 \vec{p}_3 \vec{p}_1 \vec{p}_2 \vec{p}_1} + \delta_{\vec{p}_3 \vec{p}_1} \Gamma_s^{(4)}_{s,\vec{p}_2 \vec{p}_4 \vec{p}_3 \vec{p}_1 \vec{p}_2 \vec{p}_1} \right] = 0.
$$

(134)

The *second WT-identity* then gives a relation between 6 and 4 points functions. As for the first WT-identity, we will interested by the zero-momenta version. To this end, we introduce the quantity $X_{\vec{p}_1 \vec{p}_2 \vec{p}_3 \vec{p}_4}$ defined as:

$$
X_{\vec{p}_1 \vec{p}_2 \vec{p}_3 \vec{p}_4} = - \delta_{\vec{p}_3 \vec{p}_1} \Gamma_s^{(4)}_{s,\vec{p}_2 \vec{p}_4 \vec{p}_3 \vec{p}_1 \vec{p}_2 \vec{p}_1} - \delta_{\vec{p}_3 \vec{p}_1} \Gamma_s^{(4)}_{s,\vec{p}_2 \vec{p}_4 \vec{p}_3 \vec{p}_1 \vec{p}_2 \vec{p}_1} + \delta_{\vec{p}_3 \vec{p}_1} \Gamma_s^{(4)}_{s,\vec{p}_2 \vec{p}_4 \vec{p}_3 \vec{p}_1 \vec{p}_2 \vec{p}_1} + \delta_{\vec{p}_3 \vec{p}_1} \Gamma_s^{(4)}_{s,\vec{p}_2 \vec{p}_4 \vec{p}_3 \vec{p}_1 \vec{p}_2 \vec{p}_1}.
$$
\[
\begin{align*}
     &\quad = \sum_i \left\{ -\pi^{(i)}_{p'p''} \left[ \delta_{p'p''} \text{Sym} W^{(i)}_{\vec{p}_2 \vec{p}_3; \vec{p}_1} + \delta_{\vec{p}_1 \vec{p}'} \text{Sym} W^{(i)}_{\vec{p}_2 \vec{p}_3; \vec{p}_1} \right] \\
     &\quad \quad -\pi^{(i)}_{p''p'} \left[ \delta_{p''p'} \text{Sym} W^{(i)}_{\vec{p}_2 \vec{p}_3; \vec{p}_1} + \delta_{\vec{p}_2 \vec{p}_3} \text{Sym} W^{(i)}_{\vec{p}_2 \vec{p}_3; \vec{p}_1} \right] \right\}.
\end{align*}
\] (135)

Setting \( \vec{p}_3 = \vec{p}_4 = \vec{0} \) yield to
\[
\begin{align*}
X_{\vec{p}_1 \vec{p}_2 \vec{0} \vec{0}} &= \sum_i \delta_{\vec{p}_1 \vec{p}'} \left\{ -\pi^{(i)}_{p'p''} \left[ \delta_{p'p''} \text{Sym} W^{(i)}_{\vec{p}_2 \vec{0}; \vec{p}_{1}\vec{p}_{1}} + \delta_{\vec{p}_1 \vec{p}'} \text{Sym} W^{(i)}_{\vec{p}_2 \vec{0}; \vec{p}_{1}\vec{p}_{1}} \right] \\
&\quad \quad -\pi^{(i)}_{p''p'} \left[ \delta_{p''p'} \text{Sym} W^{(i)}_{\vec{p}_2 \vec{0}; \vec{p}_{1}\vec{p}_{1}} + \delta_{\vec{p}_2 p_{1}} \text{Sym} W^{(i)}_{\vec{p}_2 \vec{0}; \vec{p}_{1}\vec{p}_{1}} \right] \right\}.
\end{align*}
\] (136)

Now, setting \( \vec{p}_1 = (p'_1, \vec{0}_1) \), \( \vec{p}_2 = (p'_2, \vec{0}_2) \), we get:
\[
X_{\vec{p}_1 \vec{p}_2 \vec{0} \vec{0}} = \sum_i \delta_{\vec{p}_1 \vec{p}'} \left\{ -\pi^{(i)}_{p'p''} \left[ \delta_{p'p''} \delta_{p_2, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1} + \delta_{\vec{p}_1 \vec{p}'} \delta_{p_2, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1} + \delta_{\vec{p}_2 \vec{0}_1} \delta_{p_2, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1} + \delta_{\vec{p}_1 \vec{p}'} \delta_{p_2, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1} \right] \\
&\quad \quad -\pi^{(i)}_{p''p'} \left[ \delta_{p''p'} \delta_{p_2, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1} + \delta_{\vec{p}_1 \vec{p}'} \delta_{p_2, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1} + \delta_{\vec{p}_2 \vec{0}_1} \delta_{p_2, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1} + \delta_{\vec{p}_1 \vec{p}'} \delta_{p_2, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1, \vec{0}_1} \right] \right\}.
\] (137)

By adding these two result in the equation [134], we deduce:

**Corollary 6** _Second zero momenta Ward-Takahashi identity:_ In the symmetric phase, the zero-momenta 6-point function satisfies:
\[
\sum_{\vec{p}_1} Z_{-\infty} \left( 1 + \frac{\partial \tilde{r}_s(\vec{p}_1)}{\partial \vec{p}_1} \right) G^s(\vec{p}_1) \left[ \frac{1}{3} \Gamma^{(6),1}_{s, 00000000} - \frac{2}{4} (\Gamma^{(4),1}_{s, 00000000})^2 G^s(\vec{p}_1) \right] = -\frac{d}{dp_1^{(i)}} \pi^{(1)}_{s, \vec{p}_1} |_{p_1=0}.
\] (138)

where \( \Gamma^{(3,3),i}_{s, 00000000} \) denote the component of the melonic 6-point function which build the graphs with heart external faces of color \( i \).

Note that the two factors 1/3! and 1/4 come from the fact that we only keep the leading order contributions. For instance, if we consider the 6-point function, there are (3!)² allowing the permutation of the external variables. However, the leading order contractions are such that \( \vec{p} \) and \( \vec{p}' \) are on the same vertex, and this leads to 3 possibilities, times the number of configurations of the remaining variables i.e. 2. Hence, there are only 3! melonic contraction among the (3!)² allowed.

Because \( \Gamma^{(6),1}_{s, 00000000} = \pi_3 \times 3! \) and \( \Gamma^{(4),1}_{s, 00000000} = 4\lambda(s) \), the WI-identity maybe rewritten as
\[
Z_{-\infty} (2\mathcal{L}_s \pi_3 - 8\lambda^2(s) \mathcal{U}_s) = -\frac{d}{dp_1^{(i)}} \pi^{(1)}_{s, \vec{p}_1} |_{p_1=0}.
\] (139)
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The right-hand-side may be computed directly from the definition of $\pi_{s_{p_1 p_1}}^{(1)}$

$$\frac{d}{dp_1^2} \pi_{s_{p_1 p_1}}^{(1)}|_{p_1=0} = -4\lambda^2(s) \frac{d}{dp_1^2} A_s(p_1 = 0),$$

such that

$$Z_{-\infty} L_s \pi_3 = 4\lambda^2(s) \left[ 2Z_{-\infty} U_s + \frac{d}{dp_1^2} A_s(p_1 = 0) \right].$$

(141)

Because $\pi_3$ is at least of order 3 in $\lambda$, the last term have to be of order 1. To be more precise let us introduce the following definition of the quantity $U_s$,

$$2Z_{-\infty} U_s + \frac{d}{dp_1^2} A_s(p_1 = 0) = \sum_{\vec{p}_\perp} \left[ 2 \left( Z_{-\infty} + \frac{d\dot{r}_s G(0)}{dp_1^2} (p_1 = 0) \right) - 2 \left( Z(s) + \frac{d\dot{r}_s G(0)}{dp_1^2} (p_1 = 0) \right) \right] G_s^3(\vec{p}_\perp),$$

$$= 2 \sum_{\vec{p}_\perp} (Z_{-\infty} - Z(s)) G_s^3(\vec{p}_\perp),$$

$$= 4Z_{-\infty} \lambda(s) L_s \sum_{\vec{p}_\perp} G_s^3(\vec{p}_\perp),$$

(142)

where we used the relation $Z(s) = Z_{-\infty}(1 - 2\lambda(s)L_s)$. Then the WT-identity (141) is written as:

$$Z_{-\infty} L_s \pi_3 = Z_{-\infty} L_s \times 8\lambda^3(s) \sum_{\vec{p}_\perp} G_s^3(\vec{p}_\perp).$$

(143)

Therefore we recover the structure equation for $\pi_3$ givin in (86) by simplifying the factor $Z_{-\infty} L_s$.

**B $\phi^4$ truncation for $T^4_5$-U(1) model**

In this section we derive the flow equation for $\phi^4$ melonic truncation. The procedure is now standard in the TGFT literature, and we only indicate the main steps, the references [31]-[37] maybe consulted for more details. The truncation is a systematic projection of the renormalization group flow into a finite dimensional subspace of the full theory space.

For $d = 5$ we consider the $T^4_5$-U(1) truncation given for the effective action ($k = e^s$) by:

$$\Gamma_s = Z(s) \sum_{\vec{p}} T_{\vec{p}}(p^2 + e^{2s} \bar{m}^2(s))\bar{T}_{\vec{p}} + Z^2(s)\bar{\lambda}(s) \sum_i \mathcal{V}^{(i)}[T, \bar{T}],$$

(144)

where we used renormalized couplings $Z^2(s)\bar{\lambda}(s)$, and $\sum_i \mathcal{V}^{(i)}[T, \bar{T}] =: V[T, \bar{T}]$ is the quartic melonic potential. The Wetterich equation (19) can be formally expand as:

$$\partial_s \Gamma_s = \text{Tr} \dot{r}_s G_s^{(0)} \left[ 1 - 2\lambda(s) V''[T, \bar{T}] G_s^{(0)} + 4\lambda^2(s) V''[T, \bar{T}] G_s^{(0)} V''[T, \bar{T}] G_s^{(0)} + \cdots \right].$$

(145)

The flow equations involves many contractions of lines, and maybe pictured as sums of the following diagrams:

$$\partial_s \Gamma_s^{(2)} = \sum_{i=1}^d \left\{ K^{(2)}_1 \right\} + K^{(2)}_2,$$

(146)
\[ \partial_s \Gamma_s^{(4)} = \sum_{i,j} \left\{ K_1^{(4)ij} (\gamma^0) \tau^0 \, \gamma^0 + K_2^{(4)ij} (\gamma^0) \tau^0 \, \gamma^0 + K_3^{(4)ij} (\gamma^0) \tau^0 \right\}, \]

where \( K_1^{(2)}, K_2^{(2)}, \ldots, K_3^{(4)ij} \) are numerical coefficients. In the deep UV sector, we have retained only the melonic contributions. They come from the first term on the right hand side of equation (146), and from the first term of the right hand side for equation (147), with the condition that \( i = j \). Moreover, because of the choice of the truncation, we have the following relations:

\[ m^2(s) = \Gamma_s^{(2)}(\tilde{0}), \quad Z(s) = \frac{d\Gamma_s^{(2)}(\tilde{0})}{dp_1^2}, \quad \partial_s \Gamma_s^{(4),1} = 4\partial_s \lambda(s), \]

leading to the following

\[ \partial_s m^2(s) = -2d\lambda(s) \sum_{\vec{p}_\perp} \frac{\hat{r}_s(\vec{p}_\perp)}{[Z\vec{p}_\perp^2 + m^2 + \tau_s(\vec{p}_\perp)]^2} \]
\[ \partial_s Z(s) = -2\lambda(s) \frac{d}{dp_1^2} \sum_{\vec{p}_\perp} \left. \left[ \hat{r}_s(\vec{p}) \right] \right|_{p_1 = 0} \]
\[ 4\partial_s \lambda(s) = 16\lambda^2(s) \sum_{\vec{p}_\perp} \left[ Z\vec{p}_\perp^2 + m^2 + \tau_s(\vec{p}_\perp) \right]^3. \]  

Now we have to compute the sums in the above relations. Using the Litim modified regulator: \( r_s(\vec{p}) = Z(k^2 - \vec{p}^2)\theta(k^2 - \vec{p}^2) \), we get:

\[ \hat{r}_s(\vec{p}) = Z \left[ \eta_s(k^2 - \vec{p}^2) + 2k^2 \right] \theta(k^2 - \vec{p}^2), \]

such that

\[ \partial_s m^2(s) = -\frac{2d\lambda(s)}{(Zk^2 + m^2)^2} \sum_{\vec{p}_\perp} \hat{r}_s(\vec{p}_\perp) = -\frac{2d\lambda(s)Z}{(Zk^2 + m^2)^2} \sum_{\vec{p}_\perp} \left[ \eta(k^2 - \vec{p}^2) + 2k^2 \right] \theta(k^2 - \vec{p}^2). \]

In the continuum approximation this sum can be given simply for large \( k \). For convenience for the rest, we introduce two sums:

\[ S_1(p_1^2) := \sum_{\vec{p}_\perp} \theta(k^2 - \vec{p}^2), \quad S_2(p_1^2) := \sum_{\vec{p}_\perp} \vec{p}^2 \theta(k^2 - \vec{p}^2), \]

and we get:

\[ S_1(p_1^2) \approx (k^2 - p_1^2)^{d-1} \Omega_{d-1}, \quad S_2(p_1^2) \approx \left[ \frac{d-1}{d+1} (k^2 - p_1^2) + p_1^2 \right] (k^2 - p_1^2)^{d-1} \Omega_{d-1}, \]

36
where $\Omega_d$ is the volume of the $d$-ball: $\Omega_d := \pi^{d/2}/\Gamma(d/2 + 1)$. It follows:

$$\partial_s m^2_s = -\frac{4d\lambda Z}{(Z^2 k^2 + m^2)^2} \left( \frac{\eta}{d + 1} + 1 \right) \Omega_{d-1},$$

and the beta function $\beta_m := \dot{m}^2(s)$ can be straightforwardly deduced:

$$\beta_m = -(2 + \eta_s) \dot{m}^2 - \frac{4d\lambda}{(1 + \dot{m}^2)^2} \left( 1 + \frac{\eta_s}{d + 1} \right) \Omega_{d-1}. (156)$$

In the same manner we get the flow for the wave function renormalization:

$$\partial_s Z(s) = -\frac{2 \lambda}{(Z^2 k^2 + m^2)^2} \sum_{\vec{p}_\perp} \dot{r}_s(\vec{p}) \bigg|_{p_1=0} = -\frac{2 \lambda}{(Z^2 k^2 + m^2)^2} \left( (2 + \eta_s) k^2 S'_1 - \eta_s S'_2 \right), (157)$$

with the definitions:

$$S'_1 := \frac{dS_1(p_1)}{dp_1^2} \bigg|_{p_1=0} \approx -\frac{d - 1}{2} k^{d-3} \Omega_{d-1}, \quad S'_2 := \frac{dS_2(p_1)}{dp_1^2} \bigg|_{p_1=0} \approx -\frac{d - 3}{2} k^{d-1} \Omega_{d-1}, (158)$$

Also the anomalous dimension takes the form

$$\eta_s = \frac{8 \lambda \Omega_{d-1}}{(1 + \dot{m}^2)^2 - 2 \lambda \Omega_{d-1}}. (159)$$

Finally, the beta function of the coupling constant maybe computed:

$$\partial_s \lambda_s = \frac{16 \lambda^2}{4(Z^2 k^2 + m^2)^3} \sum_{\vec{p}_\perp} \dot{r}_s(\vec{p}_\perp) = \frac{8 \lambda^2 Z k^{d-1} \Omega_{d-1}}{(Z^2 k^2 + m^2)^3} \left( \frac{\eta_s}{d + 1} + 1 \right), (160)$$

which leads to

$$\beta_{\lambda} = -2 \eta_s \bar{\lambda} + \frac{8 \lambda^2 \Omega_{d-1}}{(1 + \dot{m}^2)^3} \left( \frac{\eta_s}{d + 1} + 1 \right). (161)$$
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