PERTURBATION ANALYSIS IN THERMODYNAMICS USING MATRIX REPRESENTATIONS OF RUELLE TRANSFER OPERATORS

HARUYOSHI TANAKA

ABSTRACT. We study perturbations of topological pressures, Gibbs measures and measure-theoretic entropies of these measures concerning perturbed potentials defined on topologically transitive subshift of finite type. The subshift with respect to non-perturbed system is assumed to be no topologically transitive. Therefore, the subshift of the perturbed systems and the subshift of the unperturbed system are different. We reduce this situation to a perturbation problem of certain irreducible nonnegative matrices generated by Ruelle transfer operators. Consequently, under suitable conditions of potentials, we characterize the limit points of those thermodynamics and give a necessary and sufficient condition for convergence of Gibbs measures and the measure-theoretic entropy of this measure when the subshift of the non-perturbed system has 2 or 3 transitive components with the maximal pressure. Finally, we illustrate the relation between potentials and convergence of Gibbs measures by using asymptotic expansion techniques for eigenvalues of Ruelle transfer operators.
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1. INTRODUCTION AND MAIN RESULTS

We study perturbations of thermodynamic features (topological pressures, Gibbs measures and measure-theoretic entropies of these measures) concerning perturbed potentials defined on topologically transitive subshift of finite type. Our perturbed potential which is given by (1.5) tends to \(-\infty\) partially. This implies that the subshift with respect to the perturbed systems and the subshift with respect to the unperturbed system are different in general. Such a situation was first considered by Ikawa [2, 3] in the study of billiard dynamics problems. This was developed by Morita and Tanaka [6] who also applied it
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to the study of degeneration of one-dimensional Markov maps and of asymptotic variance concerning with the central limit theorem. They only considered the case that the subshift with respect to non-perturbed system is mixing essentially. Therefore, it was difficult to consider a more natural perturbation. In this paper, we treat the case where the subshift with respect to the unperturbed system is no topologically transitive, and aim to give a necessary and sufficient condition of convergence of thermodynamic features and to characterize these limit points.

For details, we introduce some notation and notions of thermodynamic formalism below. Let $d \geq 1$ be an integer and $S = \{1, 2, \ldots, d\}$ a finite state space with the discrete topology. Denoted by $\mathbb{Z}^+$ the all of nonnegative integers and by $\mathbb{S}^{\mathbb{Z}^+}$ the direct sum of $S$ endowed with the normal product topology. If $\omega \in \mathbb{S}^{\mathbb{Z}^+}$ then $\omega$ is written by $\omega_0\omega_1\cdots$. For a $d \times d$ one-zero matrix $M = M(ij)$ indexed by $S \times S$, we define $\Sigma^+_M = \{\omega = (\omega_n)_{n=0}^{\infty} \in \mathbb{S}^{\mathbb{Z}^+} : M(\omega_n\omega_{n+1}) = 1 \text{ for all } n \geq 0\}$. In general, $\Sigma^+_M$ may be an empty set. Assume $\Sigma^+_M \neq \emptyset$. The shift transformation $\sigma$ on $\mathbb{S}^{\mathbb{Z}^+}$ is defined by $(\sigma\omega)_n = \omega_{n+1}$ for any $n \geq 0$ and $\omega \in \mathbb{S}^{\mathbb{Z}^+}$. For $\sigma_M = \sigma|_{\Sigma^+_M}$, the dynamics $(\Sigma^+_M, \sigma_M)$ is called by subshift of finite type with transition matrix $M$. In particular, the dynamics $(\mathbb{S}^{\mathbb{Z}^+}, \sigma)$ is called by a full shift. A word $w \in S^n$ is $M$-admissible if $M(w_0w_1)M(w_1w_2)\cdots M(w_{n-1}w_n) = 1$ is satisfied. We set $W_n(M) = \{w \in S^n : w \text{ is } M\text{-admissible}\}$ for $n \geq 1$, $W_0(M) = \emptyset$, and $W_n(M) = \bigcup_{k=0}^{\infty} W_k(M)$. For integers $k \geq 0$ and $n \geq 1$ and a word $w \in S^n$, we write $k[w] = \{\omega \in \mathbb{S}^{\mathbb{Z}^+} : \omega_k \cdots \omega_{k+n-1} = w\}$ and $k[w]^M = k[w] \cap \Sigma^+_M$. Such sets are called by cylinder sets on $\Sigma^+_M$. For $\theta \in (0, 1)$, we define a metric $d_\theta$ on $\mathbb{S}^{\mathbb{Z}^+}$ by $d_\theta(\omega, \omega') = \theta^n$ with $n = \min\{n \geq 0 : \omega_n \neq \omega'_n\}$. For $K = \mathbb{R}$ or $K = \mathbb{C}$, we denote by $C(\Sigma_M, K)$ the totally of all $K\text{-valued continuous functions on } \Sigma^+_M$ and by $F_\theta(\Sigma^+_M, K)$ the totally of all $K\text{-valued } d_\theta\text{-Lipschitz continuous functions on } \Sigma^+_M$. For simplicity, we write $C(\Sigma_M^+, K) = C(\Sigma_M, \mathbb{C})$ and $F_\theta(\Sigma_M^+, K)$ as $F_\theta(\Sigma_M^+, \mathbb{C})$. For $f \in F_\theta(\Sigma_M^+, \mathbb{C})$ and $n \geq 1$, we let $[f]_{\theta, n} = \sup\{||f(\omega) - f(\upsilon)||_\theta / d_\theta(\omega, \upsilon) : \omega, \upsilon \in \Sigma^+_M, \omega \neq \upsilon \text{ and } \omega \in [u_0 \cdots u_{n-1}]^M\}$. For convenience sake, we set $[f]_{\theta, 1} = [f]_{\theta, 1}$ and $[f]_{\theta, 2} = [f]_{\theta, 2}$. We see that $C(\Sigma^+_M, K)$ is a Banach space endowed with the supremum norm $||f||_\infty = \sup_{\omega \in \Sigma^+_M} |f(\omega)|$, and $F_\theta(\Sigma^+_M, K)$ a Banach space endowed with the Lipschitz norm $||f||_\theta = ||f||_\infty + [f]_\theta$. We denote by $M(\Sigma^+_M)$ the totally of all Borel probability measures on $\Sigma^+_M$ and by $M_\theta(\Sigma^+_M)$ the totally of all $\sigma_M$-invariant measures belonging to $M(\Sigma^+_M)$.

For $f \in C(\Sigma^+_M, \mathbb{R})$, it is known in [1] that the limit

$$P(\sigma_M, f) = \lim_{n \to \infty} \frac{1}{n} \log \sum_{w \in W_n(M)} \exp\left(\sup_{\omega \in [w]^M} S_n f(\omega)\right)$$

exists in $\mathbb{R}$ and is called the topological pressure of $f$. Assume that the matrix $M$ is irreducible, namely for any indexes $i, j$ of $M$, there exists an integer $n \geq 0$ such that $M^n(ij) > 0$. For $\varphi \in C(\Sigma^+_M, \mathbb{R})$, a measure $\mu \in M_\theta(\Sigma^+_M)$ is called a Gibbs measure of the potential $\varphi$ if there exist constants $c \geq 1$ and $P \in \mathbb{R}$ such that for all $n \geq 1$ and $\omega \in \Sigma^+_M$,

$$c^{-1} \leq \frac{\mu([\omega_0 \omega_1 \cdots \omega_{n-1}]^A)}{\exp(-nP + S_n \varphi(\omega))} \leq c$$
holds, where $S_N \varphi(\omega) = \sum_{k=0}^{n-1} \varphi(\sigma_M^k \omega)$. It is well known that if $\varphi$ is in $F_\theta(\Sigma_M^+, \mathbb{R})$, then there exists an unique ergodic Gibbs measure $\mu$ of the potential $\varphi$. Moreover, the number $P$ is equals to $P(\sigma_M, \varphi)$. For $m \in M_\sigma(\Sigma_M^+)$, the measure-theoretic entropy of $m$ is defined by

$$h(\sigma_M, m) = \lim_{n \to \infty} \frac{1}{n} \sum_{w \in W_n(M)} m(0[w]^M) \log m(0[w]^M).$$

By virtue of Variational Principle [1], for $f \in C(\Sigma_A^+, \mathbb{R})$, the topological pressure $P(\sigma_M, f)$ satisfies the equation

$$P(\sigma_M, f) = \sup \{ \int f \, dm + h(\sigma_M, m) : m \in M_\sigma(\Sigma_A^+) \}.$$

When $f$ is in $F_\theta(\Sigma_M^+, \mathbb{R})$, this supremum is attained at $m = \mu_f$

$$P(\sigma_M, f) = \int \varphi \, d\mu + h(\sigma_M, \mu_f).$$

We mention our formulation and main results. Let $A = (A(ij))$ and $B = (B(ij))$ be $d \times d$ zero-one matrices indexed by $S \times S$. Throughout this paper, we assume that $\Sigma_A^+$ is not empty. We introduce the following conditions for $A$ and $B$:

(S.1) $A$ is irreducible, i.e. the dynamics $(\Sigma_A^+, \sigma_A)$ is topologically transitive.

(S.2) $B(ij) = 1$ implies $A(ij) = 1$.

(S.3) $\Sigma_B^+$ is not empty.

Assume (S.2). General theory of nonnegative matrices implies that there is a suitable permutation matrix $P$ so that

$$P^{-1} BP = \begin{pmatrix} \begin{array}{cccc} B_{11} & B_{12} & \cdots & B_{1m} \\ O & B_{22} & \cdots & \vdots \\ \vdots & \ddots & \ddots & B_{m-1m} \\ O & \cdots & O & B_{mm} \end{array} \end{pmatrix}$$

with an unique integer $m \geq 1$, where each submatrix $B_{kk}$ of $B$ is square and irreducible. For a square matrix $M$, we define a subset $S_M$ by the set of indexes of $M$. Put $\Sigma_M = \bigcup_{i \in S_M} [i]^A$ for a square submatrix $M$ of $A$. We give the notation

$$T = T(B) = \{ B_{kk} : 1 \leq k \leq m, \Sigma_{B_{kk}} \neq \emptyset \}.$$

Let $\varphi \in F_\theta(\Sigma_A^+, \mathbb{R})$. We write $\lambda(M) = \exp(P(\sigma_M, \varphi_M))$ for each $M \in T$ with $\Sigma_M^+ \neq \emptyset$, where $\varphi_M = \varphi|_{\Sigma_M^+}$. If $\Sigma_M^+ = \emptyset$ then we set $\lambda(M) = 0$. Put $\lambda = \lambda(B, \varphi) = \max_{M \in T} \lambda(M)$,

$$T_0 = T_0(B, \varphi) = \{ M \in T(B) : \lambda(M) = \lambda(B, \varphi) \}$$

and

$$T_1 = T_1(B, \varphi) = T(B) \setminus T_0(B, \varphi).$$

We sometimes call $\Sigma_M^+$ ($M \in T_0$) the transitive component of $\Sigma_B^+$ with maximal pressure. Let $N = \bigcup_{ij : B(ij) = 0} [ij]^A$. We give the following three conditions for two real-valued functions $\varphi(\cdot, \cdot), \psi(\cdot, \cdot) \in F_0(\Sigma_A^+, \mathbb{R})$ with a small parameter $\epsilon > 0$:

(\Phi.1) There exists a function $\varphi \in F_0(\Sigma_A^+, \mathbb{R})$ such that $\| \varphi(\epsilon, \cdot) - \varphi \|_\infty \to 0$ as $\epsilon \to 0$.

(\Phi.2) $\max_{\omega \in N} \psi(\epsilon, \omega) \to -\infty$ as $\epsilon \to 0$. 
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(Φ.3) \( \sup_{\theta>0}[|\varphi(\epsilon, \cdot)|]_\theta < \infty \) and \( \sup_{k>0}[|\psi(\epsilon, \cdot)|]_\theta < \infty \).

We define

\[
(1.5) \quad \Phi(\epsilon, \cdot) = \varphi(\epsilon, \cdot) + \chi_N\psi(\epsilon, \cdot),
\]

where \( \chi_N \) is the identity map of \( N \). We obtain one of the main theorems below:

**Theorem 1.1.** Assume that the conditions (Σ.1)-(Σ.2) and (Φ.1)-(Φ.2) are satisfied. Then if (Σ.3) also holds then \( P(\sigma_A, \Phi(\epsilon, \cdot)) \) converges to \( P(\sigma_B, \varphi_B) \) as \( \epsilon \to 0 \). If (Σ.3) does not valid then \( P(\sigma_A, \Phi(\epsilon, \cdot)) \) tends to \(-\infty\).

Denoted by \( \mu(M, \cdot) \) the Gibbs measure of the potential \( \varphi_M \) for each \( M \in \mathbb{T} \) with \( \Sigma^+_M \neq \emptyset \). Next we have the forms of limit points of the Gibbs measure \( \mu(\epsilon, \cdot) \) of the potential \( \Phi(\epsilon, \cdot) \) and the measure-theoretic entropy \( h(\sigma_A, \mu(\epsilon, \cdot)) \) of \( \mu(\epsilon, \cdot) \):

**Theorem 1.2.** Assume that the conditions (Σ.1)-(Σ.3) and (Φ.1)-(Φ.3) are satisfied. Then any accumulation point of the Gibbs measure \( \mu(\epsilon, \cdot) \) in \( M(\Sigma^+_M) \) with weak* topology has the form \( \sum_{M \in T_0} \delta(M)\mu(M, \cdot) \) for some nonnegative constant \( \delta(M) \) with \( \sum_{M \in T_0} \delta(M) = 1 \). Moreover, if \( \mu(\epsilon, \cdot) \) converges to \( \sum_{M \in T_0} \delta(M)\mu(M, \cdot) \) weakly, then the entropy \( h(\sigma_A, \mu(\epsilon, \cdot)) \) converges to \( \sum_{M \in T_0} \delta(M)h(\sigma_M, \mu(M, \cdot)) \).

By virtue of this theorem, when \( \sharp T_0 = 1 \) (write \( T_0 = \{M\} \)), the Gibbs measure \( \mu(\epsilon, \cdot) \) converges to \( \mu(M, \cdot) \) weakly and the entropy \( h(\sigma_A, \mu(\epsilon, \cdot)) \) converges to \( h(\sigma_M, \mu(M, \cdot)) \).

When \( \sharp T_0 \geq 2 \), \( \mu(\epsilon, \cdot) \) and \( h(\sigma_A, \mu(\epsilon, \cdot)) \) do not converge as \( \epsilon \to 0 \) in general. In fact, the relation between the potential \( \Phi(\epsilon, \cdot) \) and convergence of \( \mu(\epsilon, \cdot) \) is very complex and difficult. In this paper, we find a simple relation between convergence of \( \mu(\epsilon, \cdot) \) and convergence of an expression composed of Perron eigenvalues of generalized Ruelle operators in the case when \( \sharp T_0 = 2, 3 \). To describe the precise statement, we give some notation as follows. For \( M, M' \in \mathbb{T} \), \( A_{M, M'} \) denotes the submatrix of \( A \) indexed by \( S_M \times S_{M'} \). For a non-empty subset \( M \subseteq \mathbb{T} \), \( A(M) \) is defined by the submatrix of \( A \) indexed by \( (\bigcup_{M \in M} S_M)^2 \). Similarly, \( B(M) \) is given as a submatrix of \( B \). When we write \( T_0 = \{M_1, M_2, \ldots, M_m\} \), we let \( M(k) = \{M_k\} \cup T_1 \) and \( M(k, k') = \{M_k, M_{k'}\} \cup T_1 \) for \( k, k' = 1, 2, \ldots, m_0 \) with \( k \neq k' \). Set

\[
\lambda(\epsilon) = \exp(P(\sigma_A, \Phi(\epsilon, \cdot))) \text{ for } \epsilon > 0,
\]

\[
\lambda(M, \epsilon) = \exp(P(\sigma_{A(M)}, \Phi(\epsilon, \cdot))) \text{ for } M \subseteq T \text{ with } \Sigma^+_{A(M)} \neq \emptyset.
\]

If \( \Sigma^+_{A(M)} = \emptyset \) then we put \( \lambda(M, \epsilon) = 0 \). Note that the number \( \lambda(\epsilon) \) becomes the eigenvalue of the Ruelle operator of \( \Phi(\epsilon, \cdot) \), and \( \lambda(M, \epsilon) \) coincides with the Perron eigenvalue of the generalized Ruelle operator of \( \{A(M), \Phi(\epsilon, \cdot)\} \) (see Section 2.3). In the case when \( \sharp T_0 = 2, 3 \), we can equate convergence of \( \mu(\epsilon, \cdot) \) with convergence of the number of a representation by differences of these eigenvalues:

**Theorem 1.3.** Assume that the conditions (Σ.1)-(Σ.3) and (Φ.1)-(Φ.3) are satisfied and \( \sharp T_0 = 2 \), i.e. \( T_0 = \{M_1, M_2\} \). Then the number \( \delta_k = (\lambda(\epsilon) - \lambda(M_{k'})) / (\Delta^1_{k=1}(\lambda(\epsilon) - \lambda(M_{k'}))) \) converges to a number \( \lambda_k \) for each \( k = 1, 2 \) with \( \{k, k'\} = \{1, 2\} \) if and only if the Gibbs measure \( \mu(\epsilon, \cdot) \) converges to a measure \( \mu \). In these cases, \( \mu \) has the form

\[
\mu = \sum_{k=1}^2 \delta_k(M_k, \cdot).
\]
For $k = 1, 2, 3$ and $\{k, k', k''\} = \{1, 2, 3\}$, we define

$$
\begin{align*}
\delta_\epsilon(k) &= \frac{\delta^0_\epsilon(k)}{\sum_{l=1}^{3} \delta^0_\epsilon(l)} \\
\delta^0_\epsilon(k) &= (\lambda(\epsilon) - \lambda(M(k', k''), \epsilon)) \\
&\quad \times \left(\lambda(\epsilon) + \lambda(M(k', k''), \epsilon) - \lambda(M(k', k''), \epsilon) - \lambda(M(k'', \epsilon))\right).
\end{align*}
$$

**Theorem 1.4.** Assume that the conditions $(\Sigma.1)$-$(\Sigma.3)$ and $(\Phi.1)$-$(\Phi.3)$ are satisfied and $\sharp T_0 = 3$, i.e. $T_0 = \{M_1, M_2, M_3\}$. Then the vector $\delta_\epsilon(k)$ defined by (1.6) converges to a number $\delta(k)$ for all $k = 1, 2, 3$ if and only if the Gibbs measure $\mu(\epsilon, \cdot)$ converges to a measure $\mu$. In these cases, $\mu$ has the form $\sum_{k=1}^{3} \delta(k)\mu(M_k, \cdot)$.

**Remark 1.5.**

1. Theorem [1.3] and Theorem [1.4] are proven by using the fact from which convergence of the Gibbs measure $\mu(\epsilon, \cdot)$ is reduced to convergence of the right Perron eigenvector of a $\sharp T_0 \times \sharp T_0$ nonnegative irreducible matrix $\mathcal{Y}_{\sharp T_0}$ (Theorem 3.6). In addition, it plays the essential role in the proof of Theorem [1.4] that the difference of the eigenvalues of generalized Ruelle operators and the difference of the eigenvalues of the submatrices of $\mathcal{Y}_{\sharp T_0}$, going to 0 at the same speed (Lemma 4.2(2) and Lemma 4.3).

2. By a general theory of measure-theoretic entropies, if a parametrized $\sigma$-invariant measure $m_\epsilon \in \mathcal{M}(\Sigma_\sigma^+)$ converges to a measure $m$ in $\mathcal{M}(\Sigma_\sigma^+)$ weakly, then $\lim \sup_{\epsilon \to 0} h(\sigma, m_\epsilon) \leq h(\sigma, m)$ is valid (e.g. Theorem 8.2 in [1.4]) and it doesn’t mean convergence of this entropy. Theorem [1.2] states that if $\mu(\epsilon, \cdot)$ converges, then so is for this entropy $h(\sigma, \epsilon, \cdot)$.

3. Morita and Tanaka [6] gave the following conditions stronger than $(\Sigma.1)$, $(\Sigma.3)$ and $(\Phi.3)$:

- $(\Sigma.1)'$ $A^{n_0} > 0$ for some $n_0 \geq 1$, i.e. $(\Sigma_{\sigma}^+, \sigma_\sigma)$ is topologically mixing.
- $(\Sigma.3)'$ The set $\Sigma_\sigma^+$ is not empty and if $\Sigma^+$ is the maximal $\sigma$-invariant subset of $\Sigma_\sigma^+$, then the subshift $(\Sigma_{\sigma}^+, \sigma|_{\Sigma^+})$ is topologically mixing.
- $(\Phi.3)'$ $\sup_{\epsilon > 0}[\varphi(\epsilon, \cdot)]_\theta < \infty$ and $\sup_{\epsilon > 0}[\psi(\epsilon, \cdot)]_\theta < \infty$.

Note that the condition $(\Sigma.3)'$ is satisfied if and only if $T_0$ consists of only one element $M$, the subshift $(\Sigma_{\sigma}^+, \sigma_\sigma)$ is topologically mixing, and for each $M' \in T_1$, $M'$ is a $1 \times 1$ zero matrix. They showed that under the six conditions $(\Sigma.1)', (\Sigma.2), (\Sigma.3)', (\Phi.1), (\Phi.2)$ and $(\Phi.3)'$, the three thermodynamic futures $P(\sigma, \Phi(\epsilon, \cdot), \mu(\epsilon, \cdot), h(\sigma, \mu(\epsilon, \cdot)))$ converge (Theorem 1.1 in [6]).

4. In [11], we showed that in addition to the conditions $(\Sigma.1)$-$(\Sigma.3)$ and $(\Phi.1)$-$(\Phi.3)$, when we assume differentiability conditions for the potential $\Phi(\epsilon, \cdot)$ at $\epsilon = 0$, a semisimplicity for $\lambda(B, \varphi)$ and some strong conditions for $B$ and $\varphi$, the Gibbs measure $\mu(\epsilon, \cdot)$ and the entropy of this measure converge.

5. The general analytic perturbation theory provides with a (Puiseux) series expansion of an isolated eigenvalue with finite multiplicity of a bounded linear operator and a (Puiseux) series expansion of the corresponding eigenvector [11]. Therefore, when the potential $\Phi(\epsilon, \cdot)$
is analytically expanded in \((F_0(\Sigma^+_A, \mathbb{R}), \| \cdot \|_\theta)\), so is for the Ruelle operator \(\mathcal{L}_{A, \Phi(\epsilon, \cdot)} \in \mathcal{L}(F_0(\Sigma^+_A))\) and consequently thermodynamic futures are continuous at \(\epsilon = 0\), where these notation appear in Section 2.3.1.

(6) The condition (\(\Phi.3\)) implies Lasota-Yorke type inequality for the Ruelle operator of \(\Phi(\epsilon, \cdot)\) uniformly in \(\epsilon > 0\). Indeed, assume (\(\Sigma.1\)) and (\(\Phi.3\)) (other conditions do not need). Recall that the Ruelle operator \(\mathcal{L}_{A, \Phi(\epsilon, \cdot)}\) of \(\Phi(\epsilon, \cdot)\) is a bounded linear operator acting on \(C(\Sigma^+_A)\) or \(F_0(\Sigma^+_A)\) which is defined as (2.10) by putting \(M = A\) and \(\varphi = \Phi(\epsilon, \cdot)\). Let
\[
\begin{align*}
\hat{\Phi}(\epsilon, \cdot) &= \Phi(\epsilon, \cdot) - \log g(\epsilon, \cdot) \circ \sigma_A + \log g(\epsilon, \cdot) \\
\hat{\Phi}(\epsilon, \cdot) &= \hat{\Phi}(\epsilon, \cdot) - \log \lambda(\epsilon),
\end{align*}
\]
where \(g(\epsilon, \cdot) \in F_0(\Sigma^+_A)\) is the Perron eigenfunction of \(\mathcal{L}_{A, \Phi(\epsilon, \cdot)}\) with \(\|g(\epsilon, \cdot)\|_\infty = 1\). In this setting, the equality
\[
\mathcal{L}_{A, \Phi(\epsilon, \cdot)} 1 = 1
\]
holds for any \(\epsilon > 0\). For \(c > 0\), we define
\[
\Lambda_c = \{ f \in C(\Sigma^+_A) : 0 \leq f \leq 1 \text{ and } f(\omega) \leq e^{cd_\theta(\omega, \nu)} f(\nu) \}
\]
for \(\omega, \nu \in \Sigma^+_A\) with \(\omega_0 = \nu_0\).

Note that this set is a subset of \(F_\theta(\Sigma^+_A, \mathbb{R})\) and a compact subset of \(C(\Sigma^+_A)\) for each \(c > 0\). It is well-known that \(g(\epsilon, \cdot)\) belongs to \(\Lambda_c\) with the constant \(c = \theta \sup_{\epsilon > 0} \|[\Phi(\epsilon, \cdot)]\|_\theta / (1 - \theta)\) for any \(\epsilon > 0\) \([6]\). Therefore, \([\log g(\epsilon, \cdot)]_\theta \leq c'\) for some constant \(c' > 0\). Moreover, it is not hard to see that there exist constants \(c'' > 0\) such that for any \(\epsilon > 0, n \geq 1\) and \(f \in F_\theta(\Sigma^+_A)\),
\[
[L^{n}_{A, \Phi(\epsilon, \cdot)} f]_\theta \leq \theta^n [f]_\theta + c'' \|f\|_\infty.
\]
by using a similar argument of Proposition 2.1 in \([7]\). On the other hand, \(\mathcal{L}_{A, \hat{\Phi}(\epsilon, \cdot)} \in \mathcal{L}(C(\Sigma^+_A))\) has a convergence subsequence \((\epsilon_n)\) and a limit point \(\hat{\mathcal{L}}\) from Proposition 2.10(1) and the equation (1.9). Thus it follows from these results that for a sufficiently small enough \(\eta > 0\), the eigenprojection
\[
\int_{\partial B(1, \eta)} (z\mathcal{I} - \mathcal{L}_{A, \Phi(\epsilon, \cdot)})^{-1}dz
\]
converges to the eigenprojection
\[
\int_{\partial B(1, \eta)} (z\mathcal{I} - \hat{\mathcal{L}})^{-1}dz
\]
as \(\epsilon \to 0\) running through \((\epsilon_n)\) \([3]\), where \(B(a, \eta)\) is the open ball in \(\mathbb{C}\) with a center \(a\) and a radius \(\eta\), and \(\mathcal{I}\) is the identity operator belonging to \(\mathcal{L}(C(\Sigma^+_A)) \cap \mathcal{L}(F_\theta(\Sigma^+_A))\). However even if \(\mathcal{L}_{A, \hat{\Phi}(\epsilon, \cdot)}\) converge, this fact does not imply convergence of the (geometric) eigenfunction \(g(\epsilon, \cdot)\), convergence of the Perron eigenvector of the dual \(\mathcal{L}^*_{A, \hat{\Phi}(\epsilon, \cdot)}\) of \(\mathcal{L}_{A, \hat{\Phi}(\epsilon, \cdot)}\) and convergence of the Gibbs measure \(\mu(\epsilon, \cdot)\).

In Section 2, we introduce the notion which is often used throughout this paper. In the beginning of this section, we give a notation of asymptotic relation. After that,
we show an expansion formula of M-matrices by using the eigenvalues of submatrices (Proposition 2.3). Furthermore, we recall spectral properties of the generalized Ruelle operators which are introduced in [9] and are basic tools to prove the main theorems. Note that the topological pressure, the Gibbs measure and the measure-theoretic entropy are expressible in terms of the eigenvalues and eigenspaces of this operators. In Section 3 we mention an abstract frame that reduce the perturbation problem of the (generalized) Ruelle operators to the perturbation problem of certain irreducible nonnegative matrices. In particular, we shall reduce convergence of the Gibbs measure \( \mu(\varepsilon, \cdot) \) to convergence of the Perron eigenvector of a nonnegative irreducible matrix (Theorem 3.6). Section 4 is devoted to proofs of main results. Under the case when \( \sharp T_0 = 3 \), we show that the ratio between the difference of the eigenvalues of generalized Ruelle operators and the difference of the eigenvalues of the submatrices of \( \tilde{\mathcal{V}}_{\mathcal{M}, \varepsilon} \) converges to 1 as \( \varepsilon \to 0 \) (Lemma 4.2(2) and Lemma 4.3). These facts play an important role in the proof of Theorem 1.4.

In the final section, we demonstrate that such facts do not follow in general under the case \( \sharp T_0 = 4 \) (Section 5.3). Moreover, we illustrate the relation between the potential \( \Phi(\varepsilon, \cdot) \) and convergence of the Gibbs measure \( \mu(\varepsilon, \cdot) \) under the case \( \sharp T_0 = 2 \) by using asymptotic expansion techniques for eigenvalues of Ruelle transfer operators (Section 5.1).
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2. Preliminaries

2.1. Asymptotic relation. Let \( f_\varepsilon \) and \( g_\varepsilon \) be two nonnegative valued functions defined on a set \( X \) with a small parameter \( \varepsilon > 0 \). We consider the condition that there exist constants \( c \geq 1 \) and \( \varepsilon_0 > 0 \) such that for any \( x \in X \) and for any \( 0 < \varepsilon \leq \varepsilon_0 \)

\[
c^{-1}g_\varepsilon(x) \leq f_\varepsilon(x) \leq cg_\varepsilon(x)
\]

holds. We then write \( f_\varepsilon \asymp g_\varepsilon \ (\varepsilon \to 0) \), or simply, \( f_\varepsilon \asymp g_\varepsilon \). We see that \( \asymp \) is an equivalent relation. The following basic proposition is useful in some proofs.

**Proposition 2.1.** Assume that \( a_\varepsilon(i) \) and \( b_\varepsilon(i) \) are nonnegative numbers with a small parameter \( \varepsilon > 0 \) for \( i = 1, 2, \ldots, n \) satisfying that there exists \( c_\varepsilon(i) \) such that \( a_\varepsilon(i) = c_\varepsilon(i)b_\varepsilon(i) \) and \( c_\varepsilon(i) \asymp 1 \) as \( \varepsilon \to 0 \) for each \( i = 1, 2, \ldots, n \). Assume also \( a_\varepsilon(n) > 0 \) and \( b_\varepsilon(n) > 0 \). Then

\[
d_\varepsilon = \frac{a_\varepsilon(1) + a_\varepsilon(2) + \cdots + a_\varepsilon(n)}{b_\varepsilon(1) + b_\varepsilon(2) + \cdots + b_\varepsilon(n)} \asymp 1
\]

as \( \varepsilon \to 0 \). In particular, if \( c_\varepsilon(i) \to 1 \) for each \( i \), then \( d_\varepsilon \to 1 \).

**Proof.** Let \( c_\varepsilon = \min_i c_\varepsilon(i) \) and \( \tau_\varepsilon = \max_i c_\varepsilon(i) \). Since \( d_\varepsilon \) is a number between \( c_\varepsilon \) and \( \tau_\varepsilon \), we obtain the assertion. \( \square \)

2.2. Some properties of nonnegative irreducible matrices. We start with elementary results for M-matrices.
2.2.1. Relation between $M$-matrices and eigenvectors. Let $T$ be a finite set and $M = (M(ij))$ a $\mathbb{R}^T \times \mathbb{R}^T$ nonnegative irreducible matrix indexed by $T \times T$. Perron-Frobenius Theorem provides the right Perron eigenvector $t^*(b(i))$ and the left Perron eigenvector $(c(i))$ with $\sum_{i \in T} b(i) = \sum_{i \in T} b(i)c(i) = 1$. Denoted by $I$ an identity matrix. For a square nonnegative matrix $M_0$, let $\eta(M_0)$ be the Perron eigenvalue of $M_0$. We write the adjoint matrix of $\eta(M)I - M$ by $(M_{\eta(M)}(ji))$ whose elements are given by $M_{\eta(M)}(ji) = (-1)^{j+i}\det D_{ji}$ and $D_{ji}$ is a minor of order $n-1$ of $\eta(M)I - M$ obtained by striking out $j$th row and $i$th column.

We often call an element $i = (i_j)_{j=1}^p = i_1i_2\ldots i_p \in T^p$ a path on $T$ from $i_1$ to $i_p$. This path $i$ is a simple path on $T$ from $i_1$ to $i_p$ if $i_1$, $i_2$, $\ldots$, $i_p$ are distinct. We give

$$SP(i, j : T^p) = \{i \in \bigcup_{n=1}^{\infty} T^n : i \text{ is a simple path on } T' \cup \{i, j\} \text{ from } i \text{ to } j\}$$

for a subset $T' \subset T$ and for each $i, j \in T$.

**Proposition 2.2** ([S]). (1) $c(j)b(i) = M_{\eta(M)}(ji)/\sum_{k \in T} M_{\eta(M)}(kk)$ for each $i, j \in T$. (2) $b(i)/b(k) = M_{\eta(M)}(ji)/M_{\eta(M)}(jk)$ for each $i, k, j \in T$. (3) $c(j)/c(k) = M_{\eta(M)}(ji)/M_{\eta(M)}(ki)$ for each $j, k, i \in T$.

**Proof.** The assertion (1) follows from [S] (Corollary 2, p 9). The assertions (2) and (3) are obtained by (1). \(\square\)

For a simple path $i = (i_j)_{j=1}^p$ on $T$, we define a submatrix $M(i)$ of $M$ by

$$M(i) = M(i_1, i_2, \ldots, i_p) = 
\begin{pmatrix}
M(i_1i_1) & M(i_1i_2) & \cdots & M(i_1i_p) \\
M(i_2i_1) & M(i_2i_2) & \cdots & M(i_2i_p) \\
\vdots & \vdots & \ddots & \vdots \\
M(i_pi_1) & M(i_pi_2) & \cdots & M(i_pi_p)
\end{pmatrix}.$$  

We have the following:

**Proposition 2.3.** For each $k \in T$, there exist integers $q(k) \geq 1$ and $p(k, i) \geq 1$ $(1 \leq i \leq q(k))$, and simple paths $i(k, i, j), i'(k, i, j)$ on $T$ such that $i'(k, i, j) \subseteq i(k, i, j)$ by regarding as sets, and $M_{\eta(M)}(kk)$ has the form

$$M_{\eta(M)}(kk) = \sum_{i=1}^{q(k)} \prod_{j=1}^{p(k, i)} (\eta(M(i(k, i, j))) - \eta(M(i'(k, i, j))))$$.

**Proof.** We write $T = \{i_1, i_2, \ldots, i_m\}$. Put $M^{(k)} = M(i_1, \ldots, i_{k-1}, i_{k+1}, \ldots, i_m)$ for $k = 1, 2, \ldots, m$. For $\xi = (\xi_j) \in \mathbb{R}^p$, we denote by $\operatorname{diag}(\xi)$ the diagonal matrix whose diagonal elements are $\xi_1, \xi_2, \ldots, \xi_p$. Consider the following steps (a) and (b) by the first defining as $D := M^{(1)}$, $q := m - 1$ and $\xi := (\xi_1, \xi_2, \ldots, \xi_q)$ with $\xi_j = \eta(M)$ for $j = 1, 2, \ldots, q$:

(a) In the case when $q = 1$,

$$\det(\operatorname{diag}(\xi) - D) = \xi_1 - D(11) = \xi_1 - \eta(D(i_1))$$

is satisfied.
In the case when \( q \geq 2 \), let \( \mathbf{m}_1, \mathbf{m}_2, \ldots, \mathbf{m}_q \) be the columns of \( \mathbf{D} \). By using the unit vectors \( \mathbf{e}_1, \mathbf{e}_2, \ldots, \mathbf{e}_q \), we have

\[
\det(\text{diag}(\mathbf{\xi}) - \mathbf{D}) = \det(\mathbf{\xi}_1\mathbf{e}_1 - \mathbf{m}_1 - \mathbf{\xi}_2\mathbf{e}_2 - \mathbf{m}_2 - \cdots - \mathbf{\xi}_q\mathbf{e}_q - \mathbf{m}_q)
\]

\[
= \sum_{i=1}^{q} \left( \det \left( \eta(D)\mathbf{e}_1 - \mathbf{m}_1 \cdots \eta(D)\mathbf{e}_{i-1} - \mathbf{m}_{i-1} \xi_i\mathbf{e}_i - \mathbf{m}_i \cdots \xi_q\mathbf{e}_q - \mathbf{m}_q \right) \right)
\]

\[
- \det \left( \eta(D)\mathbf{e}_1 - \mathbf{m}_1 \cdots \eta(D)\mathbf{e}_i - \mathbf{m}_i \xi_i\mathbf{e}_i - \mathbf{m}_i \cdots \xi_q\mathbf{e}_q - \mathbf{m}_q \right) \right)
\]

\[
= \sum_{i=1}^{q} (\xi_i - \eta(D)) \det \left( \eta(M_i)\mathbf{e}_1 - \mathbf{m}_1 \cdots \eta(M_i)\mathbf{e}_{i-1} - \mathbf{m}_{i-1} \right.
\]

\[
\left. \xi_{i+1}\mathbf{e}_{i+1} - \mathbf{m}_{i+1} \cdots \xi_d\mathbf{e}_d - \mathbf{m}_q \right)
\]

\[
= \sum_{i=1}^{q} (\xi_i - \eta(D)) \det(\text{diag}(\mathbf{\xi}'(i)) - \mathbf{D}'(i)),
\]

where each \( \mathbf{\xi}'(i) \) is in \( \mathbb{R}^{q-1} \) and each \( \mathbf{D}'(i) \) is a \((q - 1) \times (q - 1)\) nonnegative matrix.

(b) We repeat the step (a) as \( \mathbf{D} := \mathbf{D}'(i) \) and \( \mathbf{\xi} := \mathbf{\xi}'(i) \).

By using the steps (a) and (b) repeatedly, we see that the assertion is valid. \( \square \)

**Remark 2.4.** Denote by \( T = \{i_1, i_2, \ldots, i_m\} \).

1. In the case when \( \mathbf{M} \) is a \( 2 \times 2 \) matrix, we have

\[
\eta(M_{ij})(i_1i_1) = \eta(M) - \eta(M_{ij}), \quad M_{\eta(M)}(i_2i_2) = \eta(M) - \eta(M(i_1))
\]

and \( b(i_k)c(i_k) = M_{\eta(M)}(i_ki_k)/\sum_{i=1}^{2} M_{\eta(M)}(i_ii_i) \) for \( k = 1, 2 \), by using Proposition 2.2(1).

2. In the case when \( \mathbf{M} \) is a \( 3 \times 3 \) matrix, we obtain

\[
M_{\eta(M)}(i_1i_1) = (\eta(M) - \eta(M(i_2, i_3)))\eta(M) - \eta(M(i_2)) + \eta(M(i_2, i_3)) - \eta(M(i_3))
\]

for \( T = \{i_1, i_2, i_3\} \) and \( b(i_k)c(i_k) = M_{\eta(M)}(i_1i_k)/\sum_{i=1}^{3} M_{\eta(M)}(i_ii_i) \) for \( k = 1, 2, 3 \).

2.2.2. **Behaviours of Perron eigenvectors of perturbed nonnegative matrices.** Let \( T \) be a finite totally ordered set and \( \mathbf{M}_\epsilon = (\mathbf{M}_\epsilon(ij)) \) be nonnegative irreducible matrix indexed by \( T \times T \) with a small parameter \( \epsilon > 0 \) satisfying the following (M.1)-(M.4):

(M.1) For any \( i, j \in T \), either \( M_\epsilon(ij) > 0 \) for all \( \epsilon > 0 \) or \( M_\epsilon(ij) = 0 \) for all \( \epsilon > 0 \).

(M.2) There exists a constant \( c > 0 \) such that \( M_\epsilon(ij) \leq c \) for any \( \epsilon > 0 \) and \( i < j \).

(M.3) \( M_\epsilon(ij) \) vanishes as \( \epsilon \rightarrow 0 \) for any \( i > j \).

(M.4) \( M_\epsilon(ii) \) converges to a number \( \eta_i \geq 0 \) as \( \epsilon \rightarrow 0 \) for any \( i \).

Put \( \eta_i(i) = \mathbf{M}_\epsilon(iii) \) for any \( \epsilon > 0 \) and \( i \in T \). Give

\[
T_0 = \{i \in T : \eta_i = \max_{j \in T} \eta_j\}, \quad T_1 = T \setminus T_0.
\]
Furthermore, there exists $\epsilon_0 > 0$ such that for any $0 < \epsilon \leq \epsilon_0$, the inequality $\eta_k(i) < \max_{j \in T} \eta_j$ holds for $i \in T_1$.

Denoted by $\eta(\epsilon)$ the Perron eigenvalue of $M_\epsilon$, by $^t(b_\epsilon(i))$ the right Perron eigenvector of $M_\epsilon$ with $\sum_{i \in T} b_\epsilon(i) = 1$ and by $(c_\epsilon(i))$ the left Perron eigenvector of $M_\epsilon$ with $\sum_{i \in T} b_\epsilon(i)c_\epsilon(i) = 1$. Then we have the following which will be used in Section 3.

**Proposition 2.5.** Under the above notation, for any $i \in T_1$

\[ b_\epsilon(i) = \sum_{j \in T_0} \sum_{w \in \text{SP}(i,j)} c_\epsilon(i) = \sum_{j \in T_0 \setminus \{i\}} M_\epsilon(i,j)b_\epsilon(j) \]

\[ c_\epsilon(i) = \sum_{j \in T_0} \sum_{w \in \text{SP}(i,j)} M_\epsilon(i,w)c_\epsilon(j). \]

**Proof.** Put $L$ be a $\#T_1 \times \#T_1$ zero-one matrix indexed by $T_1 \times T_1$ so that $L(j,k) = 1$ for $j \neq k$ and $L(jj) = 0$ for $j$. For $i \in T_1$,\n
\[ \eta(\epsilon)b_\epsilon(i) = \sum_{j \in T_0} M_\epsilon(i,j)b_\epsilon(j) + \sum_{j \in T_0 \setminus \{i\}} M_\epsilon(i,j)b_\epsilon(j) + \eta_\epsilon b_\epsilon(i). \]

Put $a_\epsilon = (a_\epsilon(i))_{i \in T_1}$ with $a_\epsilon(i) = \sum_{j \in T_0} (\eta(\epsilon) - \eta_j)^{-1} M_\epsilon(i,j)b_\epsilon(j)$ and $M_\epsilon(i,j)$ be a matrix indexed by $T_1 \times T_1$ so that $L_\epsilon(i,j) = (\eta(\epsilon) - \eta_j)^{-1} M_\epsilon(i,j)$ for $i \neq j$ and $L_\epsilon(ii) = 0$. The equation (2.7) yields $b_\epsilon(i) = a_\epsilon(i) + L_\epsilon b_\epsilon(i)$. By using this equation repeatedly, we obtain\n
\[ b_\epsilon(i) = (I + L_\epsilon + \cdots + L_\epsilon^{m_1-1})a_\epsilon(i) + L_\epsilon^{m_1} b_\epsilon(i) \]

with $m_1 = \#T_1$. Note that for any $w = w_1 \cdots w_{m_1+1} \in W_{m_1+1}(L)$, $w$ contains a cycle, i.e. $w_j = w_p$ for some $1 \leq j < p \leq m_1 + 1$. Therefore $L_\epsilon(w) = \prod_{k=1}^{m_1} L_\epsilon(w_k w_{k+1})$ tends to $0$ by the conditions (M.2)-(M.4). For a sufficiently small $\epsilon > 0$, $\|L_\epsilon^{m_1}\| < 1$ is satisfied, where $\| \cdot \|$ is a matrix norm. We see\n
\[ \|L_\epsilon^{m_1} b_\epsilon(\cdot)\| \leq \|L_\epsilon^{m_1}\|^n \|b_\epsilon(\cdot)\| \to 0 \]

as $n \to \infty$. Thus we have the form\n
\[ b_\epsilon(i) = a_\epsilon(i) + \sum_{n=0}^{\infty} \sum_{j \in T_0} \sum_{w \in W_n(L)} L_\epsilon(i \cdot w \cdot j) a_\epsilon(j). \]

Let $d_\epsilon = (d_\epsilon(i))$ with $d_\epsilon(i) = \sum_{j \in T_0} \sum_{w \in \text{SP}(i,j)} M_\epsilon(w,b_\epsilon(j))$. Note that for $w \in \text{SP}(i,j) \in T_1$, $w = i \cdot u \cdot j$ for some $u \in W_k(L)$ for some $0 \leq k \leq m_1$. Now we show $b_\epsilon(i) \geq d_\epsilon(i)$ for $i \in T_1$. Since $a_\epsilon$ and $M_\epsilon$ are nonnegative,\n
\[ b_\epsilon(i) \geq (I + L_\epsilon + \cdots + L_\epsilon^{m_1-1})a_\epsilon(i) \]

\[ = a_\epsilon(i) + \sum_{i \in T_1} \sum_{j=1}^{m_1} \sum_{u \in W_j(L)} L_\epsilon(i \cdot u \cdot j) \sum_{s \in T_0} (\eta(\epsilon) - \eta_j)^{-1} M_\epsilon(ls) b_\epsilon(s) \]

\[ \geq c \sum_{s \in T_0} \sum_{j=0}^{m_1} \sum_{u \in W_j(L)} M_\epsilon(i \cdot u \cdot s) b_\epsilon(s) \geq c d_\epsilon(i) \]

is satisfied for any small $\epsilon > 0$ with $c = \min_{0 \leq k \leq m_1} (\max_{j \in T_1} (\max_{k \leq m_1} \eta_k - \eta_j))^{-k/2} > 0$. 
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To prove the converse inequality, let
\[
    r(\epsilon) = \max_{v \in W_*(L): \text{simple cycle}} M_\epsilon(v).
\]
Then we see \( r(\epsilon) \to 0 \) as \( \epsilon \to 0 \). Take \( \epsilon_0 > 0 \) and \( r \in (0,1) \) so that \( m_1 r(\epsilon)^{1/m_1} \leq r \) for \( 0 < \epsilon < \epsilon_0 \). Recall the form (2.9). For any \( w \in W_n(L) \) with \( i \cdot w \cdot j \in W_{n+2}(L) \), there exist \( u = u(w) \in W_*(L) \) and simple cycles \( v_1, \ldots, v_k \in W_*(L) \) such that \( |u| \leq m_1 - 2, i \cdot u \cdot j \) is simple path, and
\[
    L_\epsilon(i \cdot w \cdot j) = L_\epsilon(i \cdot u \cdot j) \prod_{s=1}^{k} L_\epsilon(v_s)
\]
with \( n = |w| = |u| + \sum_{s=1}^{k} (|v_s| - 1) \leq (k + 1)m_1 \), where \( |w| \) is the length of \( w \). Therefore,
\[
    \sum_{j \in T_1} L_\epsilon(i \cdot w \cdot j) a_\epsilon(j) = \sum_{j \in T_1} L_\epsilon(i \cdot u \cdot j) a_\epsilon(j) \prod_{s=1}^{k} L_\epsilon(v_s) \leq d_\epsilon(\epsilon^k) \leq d_\epsilon(\epsilon^{n/m_1 - 1}).
\]
Thus we see by (2.9)
\[
    b_\epsilon(i) \leq a_\epsilon(i) + d_\epsilon(\epsilon^{n}) \sum_{n=0}^{\infty} (m_1)^n \epsilon^{n/m_1} \leq d_\epsilon(i) \left( 1 + \frac{1}{1 - r} \right).
\]
The proof of the assertion (2.5) is complete. We also obtain the assertion (2.6) by considering the transposed matrix of \( M_\epsilon \). \( \square \)

2.3. Generalized Ruelle operators.

2.3.1. Ruelle-Perron-Frobenius type theorem. Denoted by \( \mathcal{L}(\mathcal{X}) \) the totality of all bounded linear operators acting on a Banach space \( \mathcal{X} \). In this section, we recall an analogous Ruelle operators acting on \( C(\Sigma^+_A, \mathbb{R}) \) or on \( F_\theta(\Sigma^+_A) \) (9). Let \( S', S'' \subset S \) be non-empty subsets and \( M = (M(ij)) \) a \( S' \times S'' \) zero-one matrix indexed by \( S' \times S'' \) satisfying that \( M(ij) = 1 \) implies \( A(ij) = 1 \). For \( \varphi \in C(\Sigma^+_A, \mathbb{R}) \), we define \( \mathcal{L}_{M, \varphi} \in \mathcal{L}(C(\Sigma^+_A)) \) by
\[
    \mathcal{L}_{M, \varphi} f(\omega) = \sum_{i \in S: M(i\omega_0) = 1} e^{\varphi(i\omega)} f(i \cdot \omega),
\]
where \( i \cdot \omega \) is the concatenation of \( i \) and \( \omega \), i.e. \( i \cdot \omega = i\omega_0\omega_1 \cdots \), and where if \( i \) or \( \omega_0 \) is not an index of \( M \), then \( M(i\omega_0) \) regards as 0. For \( \varphi \in F_\theta(\Sigma^+_A, \mathbb{R}) \), \( \mathcal{L}_{M, \varphi} \in \mathcal{L}(F_\theta(\Sigma^+_A)) \) is well-defined. We call this operator a generalized Ruelle operator of \( \{ M, \varphi \} \). The dual operator \( \mathcal{L}^*_{M, \varphi} \in \mathcal{L}(M(\Sigma^+_A)) \) of \( \mathcal{L}_{M, \varphi} \) is defined by \( \mathcal{L}^*_{M, \varphi} m(f) = m(\mathcal{L}_{M, \varphi} f) \) for \( m \in M(\Sigma^+_A) \) and \( f \in C(\Sigma^+_A) \).

The following is an analogues of Ruelle-Perron-Frobenius Theorem:

Theorem 2.6 (6,9). Assume that the conditions (Σ1)-(Σ3) are satisfied. Let \( \varphi \in F_\theta(\Sigma^+_A, \mathbb{R}) \) and \( M \subset \mathbb{T} \) with \( \mathcal{L}_{B(M), \varphi} \in \mathcal{L}(C(\Sigma^+_A)) \cap \mathcal{L}(F_\theta(\Sigma^+_A)) \), \( h \) is a nonnegative eigenfunction corresponding
to \( \lambda \), and \( \nu \) is an eigenvector corresponding to \( \lambda \) of the dual \( \mathcal{L}_{B(M),\varphi}^* \) with \( \nu(h) = 1 \). In particular, \( h/\|h\|_{\infty} \) is in \( \Lambda_{c} \) with \( c = \theta([\varphi])/(1 - \theta) \) is satisfied.

Denote \( T_0(B(M), \varphi) = \{M\} \). We also see

\[
\text{supp } h = \bigcup \{0[j]A : B(M)^n(ij) > 0 \text{ for some } n \geq 0, \ i \in S_M\}
\]

(2.11)

\[
\text{supp } \nu = \Sigma_{B(M)}^+ \cap \bigcup \{0[j]A : B(M)^n(ji) > 0 \text{ for some } n \geq 0, \ i \in S_M\}.
\]

It is known that the topological pressure \( P(\sigma_{B(M)}, \varphi_{B(M)}) \) of \( \varphi_{B(M)} = \varphi|_{\Sigma_{B(M)}^+} \) is equals to \( \log \lambda \), \( \mu = h\nu \) is in \( M_* (\Sigma_A^+) \) with \( \text{supp } \mu = \Sigma_{M}^+ \), and the restriction \( \mu|_{\Sigma_{M}^+} \) of this measure becomes the Gibbs measure of \( \varphi_M \). For the sake of convenience, we call the triplet \( (\lambda, h, \nu) \) the thermodynamic spectral characteristic (or TSC for a short) of the operator \( \mathcal{L}_{B(M),\varphi}^* \).

We sometimes write \( (\lambda, h, \nu) \) by

\[
(\lambda_{B(M),\varphi}, h_{B(M),\varphi}, \nu_{B(M),\varphi}).
\]

Put

(2.13)

\[
g_{B(M),\varphi} = h_{B(M),\varphi}/\|h_{B(M),\varphi}\|_{\infty}.
\]

Finally, we consider a behaviour of the operator \( \mathcal{L}_{A_{MM'},\Phi_{(\epsilon,\cdot)}} \) for each \( M, M' \in \mathbb{T} \). Assume the conditions (\Sigma.2) and (\Phi.1)-(\Phi.3). Let

\[
t_* (MM') = \max_{\omega \in \Sigma_{MM'}} e^{\Phi(\epsilon, \omega)}
\]

with

(2.15)

\[
\Sigma_{MM'} = \{\omega \in \Sigma_A^+ : \omega_0 \in S_M, \ \omega_1 \in S_{M'}\}
\]

for \( M, M' \in \mathbb{T} \). We note that \( t_* (MM') = 0 \) iff \( \Sigma_{MM'} = \emptyset \) iff \( A_{MM'} = O \).

**Proposition 2.7.** Assume that the conditions (\Sigma.2) and (\Phi.1)-(\Phi.3) are satisfied. Then for any \( M, M' \in \mathbb{T} \) with \( A_{MM'} \neq O \), \( \mathcal{L}_{A_{MM'},\Phi_{(\epsilon,\cdot)}} / t_* (MM') \) has a convergent subsequence in \( \mathcal{L}(C(\Sigma_A^+)) \) running through any positive sequence \( (\epsilon_n) \) with \( \lim_{n \to \infty} \epsilon_n = 0 \). This limit point is not zero operator. Moreover, \( \|\mathcal{L}_{A_{MM'},\Phi_{(\epsilon,\cdot)}} 1\|_{\infty} \leq t_* (MM') \).

**Proof.** For \( \omega, \omega' \in \Sigma_{MM'} \) with \( \omega_0 = \omega'_0, \omega_1 = \omega'_1 \), we have

\[
\left| \frac{e^{\Phi(\epsilon, \omega)}}{t_* (MM')} - \frac{e^{\Phi(\epsilon, \omega')}}{t_* (MM')} \right| = \frac{e^{\Phi(\epsilon, \omega')}}{t_* (MM')} \left| e^{\Phi(\epsilon, \omega)} - e^{\Phi(\epsilon, \omega')} - 1 \right| \leq e^{\theta^2} c d_{\theta}(\omega, \omega')
\]

with \( c = \sup_{[\Phi(\epsilon, \cdot)]_0} \). Note that \( e^{\Phi(\epsilon, \cdot)}/t_* (MM') \) on \( \Sigma_{MM'} \) is bounded by 1. Therefore Ascoli-Arzelà Theorem implies that there exists a subsequence \( (\epsilon_n') \) of \( (\epsilon_n) \) such that \( \chi_{\Sigma_{MM'}} e^{\Phi(\epsilon_n, \cdot)}/t_* (MM') \) converges to a function \( \psi_{MM'} \) in \( C(\Sigma_A^+) \). For \( f \in C(\Sigma_A^+) \) with
\[ \|f\|_\infty \leq 1, \text{ we obtain} \]
\[ \left\| \frac{\mathcal{L}_{A_{MM'}}\phi(\epsilon, \cdot)}{t_\epsilon(MM')} - \mathcal{L}_{A_{MM'}, 0}(\psi_{MM'}) \right\|_\infty \]
\[ = \sup_{\omega \in \Sigma_{MM'}} \left| \sum_{i: A_{MM'}(\omega) = 1} \left( \frac{e^{\Phi(\epsilon, i)} - \psi_{MM'}(i \cdot \omega)}{t_\epsilon(MM')} \right) f(i \cdot \omega) \right| \]
\[ \leq d \left\| \frac{\chi_{\Sigma_{MM'}} e^{\phi(\epsilon, \cdot)}}{t_\epsilon(MM')} - \psi_{MM'} \right\|_\infty \to 0 \]
as \( \epsilon \to 0 \) running through \( (\epsilon'_n) \). Thus \( \mathcal{L}_{A_{MM'}, \phi(\epsilon, \cdot)} / t_\epsilon(MM') \) has a limit point \( \mathcal{L}_{A_{MM'}, 0}(\psi_{MM'}) \) in \( \mathcal{L}(C(\Sigma^+_M)) \).

We finally show \( \|\mathcal{L}_{A_{MM'}, \phi(\epsilon, \cdot)} 1\|_\infty \approx t_\epsilon(MM') \). We see
\[ \|\mathcal{L}_{A_{MM'}, \phi(\epsilon, \cdot)} 1\|_\infty \leq \|\mathcal{L}_{A_{MM'}, 0} 1\|_\infty t_\epsilon(MM') \leq dt_\epsilon(MM'). \]
On the other hand, take \( \omega(\epsilon) \in \Sigma_{MM'} \) so that \( t_\epsilon(MM') = e^{\phi(\epsilon, \omega(\epsilon))} \). Thus
\[ t_\epsilon(MM') = e^{\phi(\epsilon, \omega(\epsilon))} \leq \mathcal{L}_{A_{MM'}, \phi(\epsilon, \cdot)} 1(\sigma_A(\omega(\epsilon)) \leq \|\mathcal{L}_{A_{MM'}, \phi(\epsilon, \cdot)} 1\|_\infty. \]

Hence we obtain the final assertion. \( \Box \)

### 2.3.2. Perturbation of thermodynamic spectral characteristics

Assume that the conditions (\Sigma.1)-(\Sigma.3) and (\Phi.1)-(\Phi.2) are satisfied. Let \( \mathcal{M} \) be a subset \( T \) so that the following condition holds:

(\Sigma.\mathcal{M}) There exists \( \epsilon_0 > 0 \) such that for any \( 0 < \epsilon \leq \epsilon_0 \), \( T_0(A(\mathcal{M}), \phi(\epsilon, \cdot)) \) consists of only one element \( M_0 \) and this matrix do not depend on \( \epsilon \).

When no confusion can arise, we always assume \( 0 < \epsilon \leq \epsilon_0 \) under this condition. We note that if \( \mathcal{M} \cap T_0 \neq \emptyset \) then \( T_k(B(\mathcal{M}), \varphi) = \mathcal{M} \cap T_k \) for \( k = 0, 1 \) are satisfied. We also see that \( M_0 \) is a \( 1 \times 1 \) zero matrix \( (0) \) iff \( A(\mathcal{M}) = (0) \) iff \( \mathcal{M} \) consists of one element \( M \) and \( A_{MM} = (0) \). By using the notion (2.12), we denote

\[ (\lambda(\mathcal{M}, \epsilon), h(\mathcal{M}, \epsilon, \cdot), \nu(\mathcal{M}, \epsilon, \cdot)) \]
\[ = \begin{cases} (\lambda_{A(\mathcal{M})}, h_{A(\mathcal{M})}, \nu_{A(\mathcal{M})}), & A(\mathcal{M}) \neq 0 \\ (0, \chi_{\Sigma_{\mathcal{M}}}, \delta_{\omega(M)}), & A(\mathcal{M}) = 0, \end{cases} \]
\[ g(\mathcal{M}, \epsilon, \cdot) = h(\mathcal{M}, \epsilon, \cdot) / \|h(\mathcal{M}, \epsilon, \cdot)\|_\infty, \]

where \( \omega(M) \in \Sigma_{\mathcal{M}} \) is a fixed element. For simplicity, if \( \mathcal{M} = T \) then we write these by

\[ (\lambda(\epsilon), h(\epsilon, \cdot), \nu(\epsilon, \cdot)) \]
and if \( \mathcal{M} \) consists of only one element \( M \), then we denote by

\[ (\lambda(M, \epsilon), h(M, \epsilon, \cdot), \nu(M, \epsilon, \cdot)) \]
and \( g(M, \epsilon, \cdot) \).
Let \( \tilde{h}(M, \epsilon, \cdot), \tilde{g}(M, \epsilon, \cdot) \in C(\Sigma^+_A, \mathbb{R}) \) and \( \tilde{\nu}(M, \epsilon, \cdot) \in M(\Sigma^+_A) \) be
\[
\tilde{h}(M, \epsilon, \cdot) = \frac{\nu[M, \epsilon, g(\epsilon, \cdot)]}{g(\epsilon, \cdot)} h(M, \epsilon, \cdot), \quad \tilde{g}(M, \epsilon, \cdot) = \tilde{h}(M, \epsilon, \cdot) / \| \tilde{h}(M, \epsilon, \cdot) \|_{\infty},
\]
(2.20)
\[
\tilde{\nu}(M, \epsilon, f) = \frac{\nu[M, \epsilon, g(\epsilon, \cdot)f]}{\nu[M, \epsilon, g(\epsilon, \cdot)]} \quad \text{for } f \in C(\Sigma^+_A).
\]
(2.21)
In the setting, we see that the triplet \((\lambda(M, \epsilon), \tilde{h}(M, \epsilon, \cdot), \tilde{\nu}(M, \epsilon, \cdot))\) satisfies the property of the TSC of \( \mathcal{L}_{A(M), \tilde{\varphi}(\epsilon, \cdot)} \), i.e.
\[
\mathcal{L}_{A(M), \tilde{\varphi}(\epsilon, \cdot)} \tilde{h}(M, \epsilon, \cdot) = \lambda(M, \epsilon) \tilde{h}(M, \epsilon, \cdot),
\]
\[
\mathcal{L}_{A(M), \tilde{\varphi}(\epsilon, \cdot)}^* \tilde{\nu}(M, \epsilon, \cdot) = \lambda(M, \epsilon) \tilde{\nu}(M, \epsilon, \cdot), \quad \tilde{\nu}(M, \epsilon, \tilde{h}(M, \epsilon, \cdot)) = 1,
\]
where \( \tilde{\varphi}(\epsilon, \cdot) \) is defined in (1.7). When \((\Phi, 3)\) is imposed, Theorem 2.6 implies that the functions \( g(\epsilon, \cdot) \) and \( g(M, \epsilon, \cdot) \) are in \( \Lambda_c \) with the constant \( c = \theta \sup_{\epsilon > 0}|(\Phi(\epsilon, \cdot))| \theta / (1 - \theta) \) and therefore so is for \( \tilde{g}(M, \epsilon, \cdot) \). Furthermore, \( \sup h(M, \epsilon, \cdot) \) and \( \sup \nu(M, \epsilon, \cdot) \) do not change by \( \epsilon \) from (2.11), and we see \( \sup \tilde{h}(M, \epsilon, \cdot) = \sup h(M, \epsilon, \cdot) \) and \( \sup \tilde{\nu}(M, \epsilon, \cdot) = \sup \nu(M, \epsilon, \cdot) \) from these definitions.

We begin with convergence of the Perron eigenvalue \( \lambda(M, \epsilon) \) of \( \mathcal{L}_{A(M), \tilde{\varphi}(\epsilon, \cdot)} \).

**Proposition 2.8.** Assume that the conditions \((\Sigma, 1)-(\Sigma, 2), (\Phi, 1)-(\Phi, 2)\) and \((\Sigma, M)\) are satisfied. Then \( \lambda(M, \epsilon) \) converges to the Perron eigenvalue \( \lambda(M) \) of \( \mathcal{L}_{B(M), \varphi} \in \mathcal{L}(C(\Sigma_A^+)) \).

**Proof.** Note that \( \lambda(M, \cdot) \) is bounded by \( \| \mathcal{L}_{A(M), \tilde{\varphi}(\epsilon, \cdot)} 1 \|_{\infty} \). There exists a sequence \((\epsilon_n)\) with \( \lim_{n \to \infty} \epsilon_n = 0 \) such that \( \lambda(M, \epsilon_n) \) converges to a number \( \lambda_0 \in \mathbb{R} \) and \( \nu(M, \epsilon_n, \cdot) \) converges weakly to a measure \( \nu_0 \in M(\Sigma^+_A) \) as \( n \to \infty \). We notice that the equality \( \mathcal{L}_{A(M), \tilde{\varphi}}^* \nu_0 = \lambda_0 \nu_0 \) is satisfied.

In the case when \( B(M) = O \), \( \mathcal{L}_{B(M), \varphi}^d \) becomes a zero operator and therefore \( \lambda_0 = 0 = \lambda(M) \) is fulfilled.

In the case when \( B(M) \neq O \), we see
\[
\lambda_0 = \nu_0(\mathcal{L}_{B(M), \varphi}^n 1)^{1/n} \leq \| \mathcal{L}_{B(M), \varphi}^n 1 \|_{\infty}^{1/n} \to \lambda(M)
\]
as \( n \to \infty \) by using Proposition 5.2 in [9]. The inequality \( \lambda_0 \leq \lambda(M) \) is obtained. To see the opposite inequality, we recall the equations \( \log(\lambda(M, \epsilon)) = P(\sigma_{A(M)}, \Phi(\epsilon, \cdot)_{A(M)}) \) and \( \log(\lambda(M)) = P(\sigma_{B(M)}, \varphi_{B(M)}) \). For \( B(M) \)-admissible word \( w \), the inclusion \( 0[w] B(M) \subset \) \( 0[w] A(M) \) holds and then \( w \) is \( A(M) \)-admissible. Therefore we have that for any \( n \geq 1 \)
\[
\sum_{w \in W_n(B(M))} \sup_{\omega \in 0[w]B(M)} \exp(S_n \varphi, \omega) = \sum_{w \in W_n(B(M))} \sup_{\omega \in 0[w]B(M)} \exp(S_n \Phi, \omega) \leq \sum_{w \in W_n(A(M))} \sup_{\omega \in 0[w]A(M)} \exp(S_n \Phi, \omega).
\]
Thus \( P(\sigma_{B(M)}, \varphi(\epsilon, \cdot)_{B(M)}) \leq P(\sigma_{A(M)}, \Phi(\epsilon, \cdot)_{A(M)}) \) for any \( \epsilon > 0 \). We see the inequality \( P(\sigma_{B(M)}, \varphi_{B(M)}) \leq \lim_{\epsilon \to \infty} P(\sigma_{A(M)}, \Phi(\epsilon, \cdot)_{A(M)}) \). Hence \( \lambda(M) \leq \lambda_0 \). Consequently, \( \lambda(M, \epsilon) \) converges to \( \lambda(M) \). \( \square \)
Proposition 2.9. Assume that (Σ.1)-(Σ.3), (Φ.1)-(Φ.3) and (Σ.M) are satisfied. Then there exist constants \( c = c(B(M), \varphi) \geq 1 \) and \( \epsilon_0 > 0 \) such that for any \( i, j \in S \) with \( (B(M))^n(ij) > 0 \) for some \( n \geq 0 \) and for any \( \omega \in 0[i]A, v \in 0[j]A \) and \( 0 < \epsilon < \epsilon_0 \),

1. \( g(M, \epsilon, \omega) \leq cg(M, \epsilon, v) \) and
2. \( \nu(M, \epsilon, 0[j]A) \leq c\nu(M, \epsilon, 0[i]A) \).

Proof. Without loss of generality, we may assume \( d > n \).

1. Assume \( i \neq j \). Then there exists \( w \in W_{n-1}(B(M)) \) such that \( i \cdot w \cdot j \in W_{n+1}(B(M)) \).

Choose any \( \epsilon_0 > 0 \) so that for any \( 0 < \epsilon < \epsilon_0 \), \( 0 < \lambda(M, \epsilon) \leq \lambda(M) + 1 \) and \( \|\varphi(\epsilon, \cdot)\|_\infty \leq \|\varphi\|_\infty + 1 \). We have

\[
g(M, \epsilon, v) = \lambda(M, \epsilon)^{-n}L^n_{A(M), \varphi(\epsilon, \cdot)}g(M, \epsilon, v)
\]

\[
\geq \lambda(M, \epsilon)^{-n}L^n_{B(M), \varphi(\epsilon, \cdot)}g(M, \epsilon, v)
\]

\[
\geq \lambda(M, \epsilon)^{-n}\exp(S_n\varphi(\epsilon, \omega_0 \cdot w \cdot v))g(M, \epsilon, \omega_0 \cdot w \cdot v)
\]

\[
\geq \lambda(M, \epsilon)^{-n}\exp(-n\|\varphi(\epsilon, \cdot)\|_\infty - c_0\theta)g(M, \epsilon, \omega) \geq c^{-1}g(M, \epsilon, \omega)
\]

for \( 0 < \epsilon < \epsilon_0 \) by putting \( c_0 = \theta \sup_{\epsilon > 0}[\|\varphi(\epsilon, \cdot)\|_\theta/(1 - \theta) \) and \( c = (\lambda(M) + 1)^d \exp(d(\|\varphi\|_\infty + 1) + c_0\theta) \).

On the other hand, if \( i = j \) then we have \( \omega_0 = v_0 \) and \( g(M, \epsilon, \omega) = \exp(c_0d_\theta(\omega, v))g(M, \epsilon, v) \leq \exp(c_0\theta)g(M, \epsilon, v) \). Thus \( g(M, \epsilon, \omega) \leq cg(M, \epsilon, v) \) is satisfied.

2. The case \( i = j \) is trivial. Assume \( i \neq j \). By taking \( w \) and \( \epsilon_0 \) given in (1), we obtain

\[
\nu(M, \epsilon, 0[i]A) = \lambda(M, \epsilon)^{-n}\nu(M, \epsilon, L^n_{A(M), \varphi(\epsilon, \cdot)}\chi_{0[i]A})
\]

\[
\geq \lambda(M, \epsilon)^{-n}\nu(M, \epsilon, L^n_{B(M), \varphi(\epsilon, \cdot)}\chi_{0[i]A})
\]

\[
\geq \lambda(M, \epsilon)^{-n}\int_{0[j]A}\exp(S_n\varphi(\epsilon, i \cdot w \cdot \omega))d\nu(M, \epsilon, \omega)
\]

\[
\geq \lambda(M, \epsilon)^{-n}\exp(-n\|\varphi(\epsilon, \cdot)\|_\infty)\nu(M, \epsilon, 0[j]A) \geq c^{-1}\nu(M, \epsilon, 0[j]A)
\]

for any \( 0 < \epsilon < \epsilon_0 \). Hence the assertion holds. \( \square \)

By virtue of the above proposition, we have the asymptotic relation:

\[
g(M, \epsilon, \cdot)\chi_{\Sigma_M} \asymp g(M, \epsilon, \omega)\chi_{\Sigma_M}, \quad \nu(M, \epsilon, \Sigma_M) \asymp \nu(M, \epsilon, 0[i]A)
\]

for each \( M \in T, \omega \in \Sigma_M \) and \( i \in S_M \). Now we obtain an important perturbation result for the TSC of \( L_{A(M), \varphi(\epsilon, \cdot)} \):

Proposition 2.10. Assume that the conditions (Σ.1)-(Σ.3), (Φ.1)-(Φ.3) and (Σ.M) with \( M \cap T_0 \neq \emptyset \) are satisfied. Then

1. For \( M \in M \cap T_0 \) with \( g(M, \epsilon, \cdot) \neq 0 \) on \( \Sigma_M \), \( g(M, \epsilon, \cdot)\chi_{\Sigma_M}/\nu(M, \epsilon, g(M, \epsilon, \cdot)) \) converges to \( h(M, \cdot) \) in \( C(\Sigma^+_M) \).
2. For \( M \in M \cap T_0 \) with \( \nu(M, \epsilon, \Sigma_M) > 0 \), \( \nu(M, \epsilon, f\chi_{\Sigma_M})/\nu(M, \epsilon, \Sigma_M) \) converges to \( \nu(M, f) \) for each \( f \in C(\Sigma^+_M) \).

Proof.

1. By the former of \( (2.22) \), we have \( g(M, \epsilon, \cdot)\chi_{\Sigma_M}/\nu(M, \epsilon, g(M, \epsilon, \cdot)) \asymp \Sigma_M \). We can take a sequence \( (\epsilon_n) \) and \( g_\infty \in C(\Sigma^+_M) \) with \( g_\infty \neq 0 \) so that the function \( g(M, \epsilon_n, \cdot)\chi_{\Sigma_M}/\nu(M, \epsilon_n, g(M, \epsilon_n, \cdot)) \)}
converges to $g_\infty$ in $C(\Sigma_+^A)$ as $n \to \infty$. Denoted by $I$ the identity operator belonging to $\mathcal{L}(C(\Sigma_+^A))$, For $\omega \in \Sigma_M$,

\[
(\lambda(M, \epsilon) - \mathcal{L}_{AMM, \Phi(\epsilon, \cdot)}) (g(M, \epsilon, \cdot) \chi_{\Sigma_M}) (\omega)
= \lambda(M, \epsilon) g(M, \epsilon, \omega) - \mathcal{L}_{AMM, \Phi(\epsilon, \cdot)} g(M, \epsilon, \omega)
= \mathcal{L}(\lambda(M) - A_{MM, \Phi(\epsilon, \cdot)}) g(M, \epsilon, \omega)
\]

\[
= \sum_{M' \in M' : M \neq M'} \mathcal{L}_{A_{MM}, \Phi(\epsilon, \cdot)} g(M, \epsilon, \omega)
\]

\[
\approx \sum_{M' \in M' : M \neq M'} t(\epsilon) (M'M) \nu(M', \epsilon, g(M, \epsilon, \cdot)).
\]

by Proposition 2.7. Here the last expression has the relation

\[
(\lambda(M, \epsilon) - \lambda(M', \epsilon)) \nu(M', \epsilon, g(M', \epsilon, \cdot))
= \nu(M', \epsilon, (\mathcal{L}_{AMM, \Phi(\epsilon, \cdot)} - \mathcal{L}_{AMM, \Phi(\epsilon, \cdot)}) g(M', \epsilon, \cdot))
= \nu(M', \epsilon, \sum_{M' \in M' : M \neq M'} \mathcal{L}_{A_{MM}, \Phi(\epsilon, \cdot)} g(M', \epsilon, \cdot))
\]

\[
\approx \sum_{M' \in M' : M \neq M'} t(\epsilon) (M'M) \nu(M', \epsilon, g(M', \epsilon, \cdot)).
\]

Therefore we obtain the relation

\[
\left\| (\lambda(M, \epsilon) - \mathcal{L}_{AMM, \Phi(\epsilon, \cdot)}) \left( g(M, \epsilon, \cdot) \chi_{\Sigma_M} \right) \right\|_\infty \approx \lambda(M, \epsilon) - \lambda(M, \epsilon).
\]

Since $M \cap T_0$ is not empty and $M$ is in $T_0$, the eigenvalues $\lambda(M, \epsilon)$ and $\lambda(M, \epsilon)$ converge to both $\lambda = \lambda(B, \varphi)$. This implies that the left hand side of the above relation tends to 0. Thus we have the equation $\mathcal{L}_{BM, \varphi} g_\infty = \mathcal{L}_{M, \varphi} g_\infty = \lambda g_\infty$. This yields $g_\infty = \beta g(M, \cdot)$ for some $\beta > 0$ from $\lambda$ is a simple eigenvalue of $\mathcal{L}_{M, \varphi} \in \mathcal{L}(C(\Sigma_+^A))$. By

\[
1 = \frac{\nu(M, \epsilon, g(M, \epsilon, \cdot))}{\nu(M, \epsilon, g(M, \epsilon, \cdot))} = \frac{g(M, \epsilon, \cdot) \chi_{\Sigma_M}}{\nu(M, \epsilon, g(M, \epsilon, \cdot))}
\]

\[
\to \nu(M, \beta g(M, \cdot)) = \beta \nu(M, g(M, \cdot)),
\]

as $\epsilon \to 0$ running through $(\epsilon_n)$, $\beta = 1/\nu(M, g(M, \cdot))$ is satisfied. Consequently, we obtain $g_\infty = g(M, \cdot)/\nu(M, g(M, \cdot)) = h(M, \cdot)$. 

We have
\[(2.23)\]
\[
\begin{align*}
&\left| (\lambda(M, \epsilon) - \mathcal{L}_{AM, \lambda, \varphi_{(\epsilon, \cdot)}}^* \nu(M, \epsilon, f \chi_{M}) - \mathcal{L}_{AM, \varphi_{(\epsilon, \cdot)}}^* \nu(M, \epsilon, f \chi_{M})) \right| \\
&\leq \nu(M, \epsilon, \sum_{M' \neq M} \mathcal{L}_{AM, \varphi_{(\epsilon, \cdot)}}(f \chi_{M})) \|f\|_{\infty} \\
&\leq \sum_{M' \neq M} \nu(M, \epsilon, \Sigma_{M'}) t_{\epsilon}(M) \|f\|_{\infty}.
\end{align*}
\]

On the other hand,
\[
(2.24) \quad \lambda(M, \epsilon) - \lambda(M, \epsilon) = \frac{\nu(M, \epsilon, \mathcal{L}_{AM, \varphi_{(\epsilon, \cdot)}}(f \chi_{M}))}{\nu(M, \epsilon, h(M, \epsilon, \cdot))},
\]

from \( h(M', \epsilon, \cdot) \leq \chi_{M'} \). Let \( m(M, \epsilon, f) = \nu(M, \epsilon, f \chi_{M}) / \nu(M, \epsilon, \Sigma_{M}) \) for \( f \in C(\Sigma_{M}^{+}) \). There exist a sequence \((\epsilon_{n}')_{n}\) and \( m_{\infty} \in M(\Sigma_{M}^{+}) \) such that \( m(M, \epsilon_{n}', \cdot) \rightarrow m_{\infty} \) as \( n \rightarrow \infty \) weakly. Thus the inequalities (2.23) and (2.24) yield \( \mathcal{L}_{AM, \varphi_{(\epsilon, \cdot)}} m_{\infty} = \lambda m_{\infty} \). This implies \( m_{\infty} = \nu(M, \cdot) \) and \( m_{\infty}(\Sigma_{M}^{+}) = \nu(M, \Sigma_{M}^{+}) = 1 \).

Finally, we consider a special case when \( T_{0}(B(M), \varphi) \) consists of only one element.

**Proposition 2.11.** Assume that \((\Sigma, 1)-(\Sigma, 3)\), and \((\Phi, 1)-(\Phi, 3)\) are satisfied. Assume also that \( T_{0}(B(M), \varphi) \) consists of only one element \( M \). Then we have the following:

1. The condition \((\Sigma, M)\) is valid.
2. The TSC \((\lambda(M, \epsilon), h(M, \epsilon, \cdot), \nu(M, \epsilon, \cdot))\) of \( \mathcal{L}_{AM, \varphi_{(\epsilon, \cdot)}} \) converges to the TSC \((\lambda(M), h(M, \cdot, \cdot), \nu(M, \cdot, \cdot))\) of \( \mathcal{L}_{B(M), \varphi_{(\cdot, \cdot)}} \), and \( g(M, \epsilon, \cdot) \) converges to \( g(M, \cdot, \cdot) \) in \( C(\Sigma_{M}^{+}) \).
3. \( h(M, \cdot) \chi_{M} = h(M, \cdot) \nu(M, \Sigma_{M}) \) and \( \nu(M, f \chi_{M}) = \nu(M, \Sigma_{M}) \nu(M, f) \) for \( f \in C(\Sigma_{M}^{+}) \).

**Proof.**

1. We see that there exists \( M_{0} \in T(A(M)) \) such that \( S_{M} \subset S_{M_{0}} \). Since \( \lim_{\epsilon \rightarrow 0} \lambda(M_{0}, \epsilon) = \lambda \) and \( \lim_{\epsilon \rightarrow 0} \lambda(M_{1}, \epsilon) < \lambda \) for any \( M_{1} \in T(A(M), \Phi_{(\epsilon, \cdot)}) \setminus \{M_{0}\}, T_{0}(A(M), \Phi_{(\epsilon, \cdot)}) = \{M_{0}\} \) is satisfied for a small \( \epsilon > 0 \).
2. Take a limit point \( g \in C(\Sigma_{M}^{+}) \) of \( g(M, \epsilon, \cdot) \) and a limit point \( \nu \in M(\Sigma_{M}^{+}) \) of \( \nu(M, \epsilon, \cdot) \). Since \( \mathcal{L}_{AM, \varphi_{(\epsilon, \cdot)}} \) converges to \( \mathcal{L}_{B(M), \varphi_{(\cdot, \cdot)}} \) in \( C(\Sigma_{M}^{+}) \) and since \( \lambda(M, \epsilon) \) converges to \( \lambda(M) \) by Proposition 2.8, we have the equations \( \mathcal{L}_{B(M), \varphi_{(\cdot, \cdot)}} g = \lambda(M) g \) and \( \mathcal{L}_{B(M), \varphi_{(\cdot, \cdot)}} \nu = \lambda(M) \nu \). By
virtue of Theorem 2.6, we obtain \( g = g(M, \cdot) \) and \( \nu = \nu(M, \cdot) \). In particular, \( \nu(g) \) is positive and \( h(M, \cdot, \varepsilon, \cdot) \) converges to \( g/\nu(g) = h(M, \cdot) \).

(3) Since \( \text{supp} \nu(M, \cdot) \cap \text{supp} h(M, \cdot) = \Sigma_M \), we see
\[
1 = \nu(M, h(M, \cdot)) = \nu(M, h(M, \cdot) \chi_{\Sigma_M}).
\]
By Proposition 5.3(3) in [9], the equation \( h(M, \cdot) \chi_{\Sigma_M} = c h(M, \cdot) \) holds for some constant \( c > 0 \). Similarity, Proposition 5.4(3) in [9] yields \( \nu(M, f \chi_{\Sigma_M}) = c' \nu(M, f) \) for some \( c' > 0 \). When \( f = 1 \), we have \( c' = \nu(M, \Sigma_M) \). Furthermore,
\[
1 = \nu(M, h(M, \cdot) \chi_{\Sigma_M}) = c' \nu(M, h(M, \cdot)) = c'.
\]
Hence the assertion is valid by \( c = 1/\nu(M, \Sigma_M) \). \( \square \)

3. Matrix representations of linear operators

The eigenvalue and the eigenvector of bounded linear operators will be able to be reduced to the eigenvalue and the eigenvector of the guided finite matrix under suitable conditions. This idea might be useful for the analysis of the convergence of the eigenfunction and the eigenvector of transfer Ruelle operators. In this section, the abstract formulation is described in the first half, and applications to generalized Ruelle operators are mentioned in the latter half. Note that the way of making our matrix in this section resembles the matrix which appears to block numerical ranges of block operator matrices (e.g. [12]).

3.1. An abstract formulation. Let \( T \) be a finite set and \( X \) a Banach algebra over \( \mathbb{K} = \mathbb{C} \) or \( \mathbb{R} \). Take \( \mathcal{L}_k \in \mathcal{L}(X) \) for each \( k \in T \). Denoted by \( 1_X \) the unit element of \( X \). We assume the following:

(MR.1) Pairs \((\eta, \nu) \in \mathbb{K} \times X^* \) with \( \mathcal{L}^* \nu = \eta \nu \) and \((\eta_k, h_k) \in \mathbb{K} \times X \) with \( \mathcal{L}_k h_k = \eta_k h_k \) for \( k \in T \) satisfy \( \nu(h_k) \neq 0 \) for some \( k \in T \).

(MR.2) There exists a subset \( \left\{ f_{kk'} \in X' : k, k' \in T \text{ s.t. } \nu(h_{kk'}) \neq 0 \right\} \) of \( X' \) such that \( \nu((\mathcal{L} - \mathcal{L}_k) h_k) = \sum_{k' : \nu(h_{kk'}) \neq 0} \nu(f_{kk'}(\mathcal{L} - \mathcal{L}_k) h_k) \) for each \( k \in T \).

Note that if \( 1_X = \sum_{k' : \nu(h_{kk'}) \neq 0} f_{kk'} \) for \( k \in T \) then (MR.2) is valid. For \( k \in T \), we have
\[
\eta \nu(h_k) = \nu(\mathcal{L}_k h_k) = \nu((\mathcal{L} - \mathcal{L}_k) h_k) + \nu(\mathcal{L}_k h_k) = \sum_{k' \in T} \nu(k'k') \mathbf{V}_k \mathbf{V}(k')
\]
by putting
\[
\mathbf{V}(k) = \nu(h_k), \quad \nu(k'k') = \delta_{kk'} \eta_k + \left\{ \begin{array}{ll}
\frac{\nu(f_{kk'}(\mathcal{L} - \mathcal{L}_k) h_k)}{\nu(h_{kk'})}, & \nu(h_{kk'}) \neq 0 \\
0, & \nu(h_{kk'}) = 0
\end{array} \right.
\]
for \( k, k' \in T \), where \( \delta_{kk'} = 1 \) if \( k = k' \) and \( \delta_{kk'} = 0 \) otherwise. Therefore \( \eta \) is an eigenvalue of the matrix \( \mathcal{Y} = \begin{pmatrix} \nu(k'k') \end{pmatrix} \) and the corresponding right eigenvector is \( \mathbf{V} = (\mathbf{V}(k)) \).

Next we give a transformed operator \( \mathcal{L} \in \mathcal{L}(X) \) defined by
\[
\mathcal{L} f = \xi^{-1} \mathcal{L}(\xi f),
\]
where \( \xi \in X \) satisfies that \( \xi^{-1} \in X \) exists. In addition to the conditions (MR.1) and (MR.2), we introduce the following:

(MR.3) \( \xi \) and \( f_{kk'} \) are commutation for each \( k, k' \), i.e. \( \xi f_{kk'} = f_{kk'} \xi \).
(MR.4) \( \nu(\xi) \neq 0 \). Further, for each \( k \in T \), there exists \( \nu_k \in \mathcal{X}^* \) with \( \mathcal{L}_k \nu_k = \eta_k \nu_k \) such that \( \nu_k(h_k) \neq 0 \) and \( \nu_k(\xi) \neq 0 \).

We define \( \tilde{\nu}, \tilde{\nu}_k \in \mathcal{X}^* \) and \( \tilde{h}_k \in \mathcal{X} \) by

\[
\tilde{\nu}(f) = \frac{\nu(\xi f)}{\nu(\xi)}, \quad \tilde{\nu}_k(f) = \frac{\nu_k(\xi f)}{\nu_k(\xi)}, \quad \tilde{h}_k = \frac{\nu_k(\xi) \xi^{-1} h_k}{\nu_k(h_k)}.
\]

**Proposition 3.1.** Assume (MR.1)-(MR.4). Then

1. The pairs \((\lambda, \tilde{\nu})\) and \((\lambda_k, \tilde{h}_k)\) satisfy the conditions (MR.1), (MR.2), and \( \tilde{\nu}_k(\tilde{h}_k) = 1 \) for \( k \in T \).
2. We let

\[
\mathcal{V}(k) = V(k) \frac{\nu_k(\xi)}{\nu(\xi)} \nu_k(h_k)
\]

for \( k, k' \in T \). Then the pair \((\tilde{\mathcal{V}}, \tilde{\mathcal{V}})\) has the equations (3.1) by replacing \( \mathcal{L} = \tilde{\mathcal{L}}, \nu = \tilde{\nu}, \mathcal{L}_k = \tilde{\mathcal{L}}_k \) and \( h_k = \tilde{h}_k \).

**Proof.** Proofs directly follow. \( \square \)

On the other hand, we consider a symmetric situation of the above:

(MR.5) Pairs \((\eta, h) \in \mathbb{K} \times \mathcal{X}\) with \( \mathcal{L} h = \eta h \) and \((\eta_k, \nu_k) \in \mathbb{K} \times \mathcal{X}^*\) with \( \mathcal{L}_k \nu_k = \eta_k \nu_k \) for \( k \in T \) satisfy \( \nu_k(h) \neq 0 \) for some \( k \).

(MR.6) There exists a subset \( \{g_{kk'} \in \mathcal{X} : k, k' \in T \text{ s.t. } \nu_{k'}(h) \neq 0\} \) of \( \mathcal{X} \) such that

\[
\nu_k((\mathcal{L} - \mathcal{L}_k) h) = \sum_{k' : \nu_{k'}(h) \neq 0} \nu_k((\mathcal{L} - \mathcal{L}_k)(g_{kk'} h)) \text{ for } k \in T.
\]

Under (MR.5) and (MR.6), we have

\[
\eta \nu_k(h) = \nu_k(\mathcal{L} h) = \nu_k((\mathcal{L} - \mathcal{L}_k) h) + \nu_k(\mathcal{L}_k h) = \sum_{k' \in T} \mathcal{G}(k'k) \mathbb{G}(k')
\]

with

\[
\mathbb{G}(k) = \nu_k(h), \quad \mathcal{G}(k'k) = \eta_k \delta_{kk'} + \begin{cases} \frac{\nu_k((\mathcal{L} - \mathcal{L}_k)(g_{kk'} h))}{\nu_{k'}(h)}, & \nu_{k'}(h) \neq 0, \\ 0, & \nu_{k'}(h) = 0 \end{cases}
\]

Then \( \eta \) becomes the eigenvalue of the matrix \( \mathcal{G} = (\mathcal{G}(kk')) \) and \( \mathbb{G} = (\mathbb{G}(k)) \) is the corresponding left eigenvector. Take the operator (3.2). We also assume the following:

(MR.7) \( \xi \) and \( g_{kk'} \) are commutation for each \( k, k' \in T \).

(MR.8) An eigenvector \( \nu \in \mathcal{X}^* \) with \( \mathcal{L} \nu = \eta \nu \) has the condition \( \nu(h) \neq 0 \).

Put

\[
\tilde{h} = \xi^{-1} h \nu(h)^{-1} \nu(\xi).
\]

**Proposition 3.2.** Assume (MR.4)-(MR.8) and \( \tilde{\nu}_k \) is defined in (3.3). Then

1. The pairs \((\lambda, \tilde{h})\) and \((\lambda_k, \tilde{\nu}_k)\) satisfy the conditions (MR.5), (MR.6), and \( \tilde{\nu}_k(\tilde{h}_k) = 1 \).
2. We set

\[
\tilde{\mathcal{G}}(kk') = \mathcal{G}(kk') \frac{\nu_k(\xi)}{\nu_{k'}(\xi)}, \quad \tilde{\mathbb{G}}(k) = \mathbb{G}(k) \frac{\nu(\xi)}{\nu_k(\xi)} \nu(h)
\]
for \( k, k' \in T \). Then the pair \((\tilde{\mathcal{G}}, \mathcal{G})\) gives the equation \((3.5)\) by replacing \(\mathcal{L} = \tilde{\mathcal{L}}\), \(h = \tilde{h}\), \(\mathcal{L}_k = \tilde{\mathcal{L}}_k\) and \(\nu_k = \tilde{\nu}_k\).

Proof. The proofs immediately follow. \(\square\)

We sometimes call the four set
\[
(3.8) \quad (\mathcal{V}, \tilde{\mathcal{G}}, \mathcal{V}, \tilde{\mathcal{G}})
\]
a spectral matrix representation (SMR for a short) of \(( (\mathcal{L}, \eta, h, \nu) )\) using \(( (\mathcal{L}_k, \eta_k, h_k, \nu_k) )\), \((f_{kk'})_{kk'}\), \((g_{kk'})_{kk'}\).

3.2. Matrix representation of Ruelle operators (I). Assume the conditions \((\Sigma.1)\)-\((\Sigma.3)\), \((\Phi.1)\)-(\(\Phi.3)\) and \((\Sigma.\mathbb{M})\). In this section, we study a spectral matrix representation of the operator \(\mathcal{L}_{A(\mathbb{M}), \Phi(\epsilon, \cdot)}\) by using \(\mathcal{L}_{A_{MM}, \Phi(\epsilon, \cdot)}\) for \(M \in \mathbb{M}\). We use the notation in Section 2.3.2. Let \(f_{MM'} = g_{M'M} = \chi_{\Sigma_{M'}}\) for each \(M, M' \in T(B(\mathbb{M})) = \mathbb{M}\). We take the SMR
\[
(3.9) \quad (\mathcal{V}_e(\mathbb{M}, \cdot), \tilde{\mathcal{G}}_e(\mathbb{M}, \cdot), \mathcal{V}_t(\mathbb{M}, \cdot), \tilde{\mathcal{G}}_t(\mathbb{M}, \cdot))
\]
of \((\mathcal{L}_{A(\mathbb{M}), \Phi(\epsilon, \cdot)}, \lambda(\mathbb{M}, \epsilon), \nu(\mathbb{M}, \epsilon, \cdot), g(\mathbb{M}, \epsilon, \cdot))\) using the sets \(( (\mathcal{L}_{A_{MM}, \Phi(\epsilon, \cdot)}, \lambda(M, \epsilon), h(M, \epsilon, \cdot), \nu(M, \epsilon, \cdot))_{MM'})\), \((f_{MM'})\), \((g_{MM'})\)). Recall the function \(\tilde{g}(\mathbb{M}, \epsilon, \cdot)\) and the TSC \((\lambda(\mathbb{M}, \epsilon), \tilde{h}(\mathbb{M}, \epsilon, \cdot), \tilde{\nu}(\mathbb{M}, \epsilon, \cdot))\) of the operator \(\mathcal{L}_{A(\mathbb{M}), \Phi(\epsilon, \cdot)}\) defined in \((2.20)\) and \((2.21)\). We pay attention to the equation
\[
\mathcal{L}_{A(\mathbb{M}), \Phi(\epsilon, \cdot)} f = g(\epsilon, \cdot)^{-1} \mathcal{L}_{A(\mathbb{M}), \Phi(\epsilon, \cdot)}(g(\epsilon, \cdot)f).
\]
By putting \(\xi = g(\epsilon, \cdot)\), we can take
\[
(3.10) \quad (\mathcal{V}_e(\mathbb{M}, \cdot), \tilde{\mathcal{G}}_e(\mathbb{M}, \cdot), \mathcal{V}_t(\mathbb{M}, \cdot), \tilde{\mathcal{G}}_t(\mathbb{M}, \cdot))
\]
by the SMR given by \((3.3)\) and \((3.7)\) formed with \((\mathcal{L}_{A(\mathbb{M}), \Phi(\epsilon, \cdot)}, \lambda(\mathbb{M}, \epsilon), \tilde{g}(\mathbb{M}, \epsilon, \cdot), \tilde{\nu}(\mathbb{M}, \epsilon, \cdot))\), \((\mathcal{L}_{A_{MM}, \Phi(\epsilon, \cdot)}, \lambda(M, \epsilon), \tilde{h}(M, \epsilon, \cdot), \tilde{\nu}(M, \epsilon, \cdot))_{MM'}\). For a simple, if \(\mathbb{M} = T\) then we may omit \(\mathbb{M}\) from notation of \((3.9)\) and \((3.10)\), i.e. we may write those as
\[
(\mathcal{V}_e, \tilde{\mathcal{G}}_e, \mathcal{V}_t, \tilde{\mathcal{G}}_t), \quad (\mathcal{V}_e, \tilde{\mathcal{G}}_e, \mathcal{V}_t, \tilde{\mathcal{G}}_t).
\]
In those setting, we have the forms
\[
\mathcal{V}_e(\mathbb{M}, M) = \nu(\mathbb{M}, \epsilon, h(M, \epsilon, \cdot))
\]
\[
\mathcal{V}_t(\mathbb{M}, MM') = \begin{cases} 
\lambda(M, \epsilon), & M = M' \\
\nu(\mathbb{M}, \epsilon, h(M, \epsilon, \cdot)), & M \neq M' \text{ and } \mathcal{V}_e(\mathbb{M}, M') > 0 \\
0, & \text{otherwise}
\end{cases}
\]
\[
\mathcal{G}_e(\mathbb{M}, M) = \nu(\mathbb{M}, \epsilon, g(\mathbb{M}, \epsilon, \cdot))
\]
\[
\mathcal{G}_t(\mathbb{M}, MM') = \begin{cases} 
\lambda(M, \epsilon), & M = M' \\
\nu(M', \epsilon, g(M, \epsilon, \cdot)), & M \neq M' \text{ and } \mathcal{G}_e(\mathbb{M}, M) > 0 \\
0, & \text{otherwise}
\end{cases}
\]
For \( M, M' \in \mathbb{M} \), we define
\[
\begin{equation}
\tilde{t}_e(M, MM') = \begin{cases}
\frac{G_{e(M, M')}}{G_{e(M, MM')}} t_e(MM'), & G_e(M, M') > 0 \\
0, & G_e(M, M') = 0
\end{cases}
\end{equation}
\]
and for \( W = W_1W_2 \cdots W_n \in \mathbb{M}^n \)
\[
(3.13) \quad t_e(W) = \prod_{k=1}^{n-1} t_e(W_kW_{k+1}),
\]

\[
(3.14) \quad \tilde{t}_e(M, W) = \prod_{k=1}^{n-1} \tilde{t}_e(M, W_kW_{k+1}), \quad \tilde{t}_e(M, W) = \prod_{k=1}^{n-1} \tilde{t}_e(M, W_kW_{k+1}).
\]

Let
\[
V_{SP_e}(M, M) = \sum_{M' \in \mathbb{M} \cap T_0} \sum_{W \in SP(M, M', M' \cap T_1)} t_e(W)V_e(M, M')
\]
\[
G_{SP_e}(M, M) = \sum_{M' \in \mathbb{M} \cap T_0} \sum_{W \in SP(M, M', M' \cap T_1)} G_e(M, M) t_e(W).
\]

**Proposition 3.3.** Assume that the conditions (Σ.1)-(Σ.3), (Φ.1)-(Φ.3) and (Σ.М) with \( \mathbb{M} \cap T_0 \neq \emptyset \) are satisfied. Then we have the following:

1. For all \( M, M' \in \mathbb{M} \) with \( V_e(M, M') > 0 \), \( \mathcal{Y}_e(M, MM') \asymp t_e(MM') \).
2. For all \( M, M' \in \mathbb{M} \) with \( G_e(M, M) > 0 \), \( \mathcal{G}_e(M, MM') \asymp t_e(MM') \).
3. For each \( M \in T_1(B(\mathbb{M}), \varphi) \), \( V_e(M, M) \asymp V_{SP_e}(M, M) \).
4. For each \( M \in T_1(B(\mathbb{M}), \varphi) \), \( G_e(M, M) \asymp G_{SP_e}(M, M) \).
5. For \( M, M' \in \mathbb{M} \), \( t_e(M, MM') = O(1) \). In particular, if \( M \in T_0(B(\mathbb{M}), \varphi) \) and \( M' \neq M \), then \( t_e(M, MM') \to 0 \).
6. For \( M, M' \in \mathbb{M} \), \( \tilde{t}_e(M, MM') = O(1) \). In particular, if \( M \in T_0(B(\mathbb{M}), \varphi) \) and \( M' \in \mathbb{M} \), then \( \tilde{t}_e(M, MM') \to 0 \).

**Proof.**

1. We have
\[
\mathcal{Y}_e(M, MM') = \frac{\nu(M, \mathbb{M}, L_{A_{MM'}, \phi_{(\varepsilon, \cdot)}} h(M, \varepsilon, \cdot))}{\nu(M, \varepsilon, h(M', \varepsilon, \cdot))} \asymp \frac{\nu(M, \varepsilon, L_{A_{MM'}, \phi_{(\varepsilon, \cdot)}} \chi_{M', \varepsilon})}{\nu(M, \varepsilon, \chi_{M', \varepsilon})} \times t_e(MM')
\]
by using Proposition 2.7 and the fact \( h(M, \varepsilon, \cdot) \asymp \chi_{M', \varepsilon} \) on \( \Sigma_M \).
2. Similarly, we obtain
\[
\mathcal{G}_e(M, MM') = \frac{\nu(M', \varepsilon, L_{A_{MM'}, \phi_{(\varepsilon, \cdot)}} g(M, \varepsilon, \cdot))}{\nu(M, \varepsilon, g(M, \varepsilon, \cdot))} \asymp \nu(M', \varepsilon, L_{A_{MM'}, \phi_{(\varepsilon, \cdot)}} \chi_{M', \varepsilon}) \times t_e(MM')
\]
from the relation \((\text{2.22})\).

(3) By virtue of Proposition \(2.3\), the relation

\[
V_\varepsilon(M, M) \sim \sum_{M' \in T_0(B(M), \varphi)} \sum_{W \in \text{SP}(M, M' : T_1(B(M), \varphi))} \gamma_\varepsilon(M, W) V_\varepsilon(M, M')
\]

is satisfied, where we define \(\gamma_\varepsilon(M, W) = \prod_{i=1}^{k-1} \gamma_\varepsilon(M, W_iW_{i+1})\) for \(W = W_1W_2 \cdots W_k \in \mathbb{T}^k\). By using (1), we see the assertion.

(4) By a similar argument above (3), the assertion follows from Proposition \(2.5\) and (2).

(5) We note the relation

\[
\sum_{M' \in M: M' \neq M} \tilde{t}_\varepsilon(M, M') \leq \sum_{M' \in M: M' \neq M, G_\varepsilon(M, M') > 0} \frac{G_\varepsilon(M, M')}{G_\varepsilon(M, M)} = \lambda(\Omega, \varepsilon) - \lambda(M, \varepsilon).
\]

Therefore \(\tilde{t}_\varepsilon(M, M')\) is bounded. When \(M \in T_0(B(M), \varphi)\) with \(M' \neq M\), we have \(\tilde{t}_\varepsilon(M, M') \to 0\) by \(\lambda(\Omega, \varepsilon) - \lambda(M, \varepsilon) \to 0\).

(6) By a similar argument above (5), we obtain the assertion. \(\square\)

Finally, we consider the speed of convergence of \(g(M, \varepsilon, \cdot)\) on \(\Sigma_M\) and of \(\nu(M, \varepsilon, \Sigma_M)\) for each \(M \in \mathbb{M} \cap T_1\). These results are useful to show main theorems.

**Proposition 3.4.** Assume the conditions \((\Sigma.1)-(\Sigma.3), (\Phi.1)-(\Phi.3)\) and \((\Sigma.\mathbb{M})\) with \(\mathbb{M} \cap T_0 \neq \emptyset\). Assume also that for each \(M, M' \in \mathbb{M}\) with \(A_{M, M'} \neq 0\), \(L_{A_{M, M'}, \Phi(\varepsilon)}/t_\varepsilon(MM')\) converges to an operator \(L(MM')\) in \(L(C(\Sigma^+_A))\).

1. If \(G_\varepsilon(M, M')t_\varepsilon(W)/V_\varepsilon(M, M)\) converges to a number \(c_1(W)\) in \([0, 1]\) for each \(M \in \mathbb{M} \cap T_1, M' \in \mathbb{M} \cap T_0\), and \(W \in \text{SP}(M', M : \mathbb{M} \cap T_1)\) as \(\varepsilon \to 0\), then for each \(M \in \mathbb{M} \cap T_1\)

\[
g(M, \varepsilon, \cdot) \to \sum_{M' \in M \cap T_0} \sum_{W \in \text{SP}(M', M' : M' \cap T_1)} c_1(W)RL(W)h(M', \cdot)
\]

on \(\Sigma_M\) as \(\varepsilon \to 0\), where \(RL(W)\) is defined by

\[
RL(MM') = (\lambda I - L_{M', \varphi})^{-1} L(MM')
\]

\[
RL(W) = RL(W_{n-1}W_n)RL(W_{n-2}W_{n-1}) \cdots RL(W_1W_2)
\]

for each \(M \in T, M' \in T_1\) and \(W = W_1W_2 \cdots W_n \in T \times T_1^{n-1}\).

2. If \(t_\varepsilon(W)V_\varepsilon(M, M')/V_\varepsilon(M, M)\) converges to a number \(c_2(W)\) in \([0, 1]\) for each \(M \in \mathbb{M} \cap T_1, M' \in \mathbb{M} \cap T_0\), and \(W \in \text{SP}(M, M' : \mathbb{M} \cap T_1)\) as \(\varepsilon \to 0\), then for each \(M \in \mathbb{M} \cap T_1\) and \(f \in C(\Sigma_A^+),\)

\[
\nu(M, \varepsilon, \Sigma_M f) \to \sum_{M' \in M \cap T_0} \sum_{W \in \text{SP}(M, M' : M' \cap T_1)} c_2(W)\nu(M', LR(W)f)
\]

as \(\varepsilon \to 0\), where \(LR(W)\) is defined by

\[
LR(MM') = L(MM')(\lambda I - L_{M', \varphi})^{-1}
\]

\[
LR(W) = LR(W_{n-1}W_n)LR(W_{n-2}W_{n-1}) \cdots LR(W_1W_2)
\]

for each \(M \in T_1, M' \in T\) and \(W = W_1W_2 \cdots W_n \in T_1^{n-1} \times T\).
Proof. Put $\mathbb{M}_0 = \mathbb{M} \cap T_0$, $\mathbb{M}_1 = \mathbb{M} \cap T_1$ and $m_1 = \sharp \mathbb{M}_1$.

(1) For $\epsilon > 0$, $M \in T$, $M' \in \mathbb{M}_1$ and $W = W_1 W_2 \cdots W_n \in \mathbb{M} \times (\mathbb{M}_1)^{n-1}$, we give the notation

\[ RL_\epsilon(MM') = (\lambda(\epsilon) \mathcal{I} - \mathcal{L}_{A_{MM'}}(\Phi(\epsilon)))^{-1} \mathcal{L}_{A_{MM'}}(\Phi(\epsilon)), \]

\[ RL_\epsilon(W) = RL_\epsilon(W_{n-1} W_n) RL_\epsilon(W_{n-2} W_{n-1}) \cdots RL_\epsilon(W_1 W_2). \]

For $M \in T_1$, let $L_M = (L_M(M'M''))$ be zero-one matrix indexed by $(\mathbb{M}_1 \setminus \{M\}) \times (\mathbb{M}_1 \setminus \{M\})$ defined as $L_M(M'M') = 0$ and $L_M(M'M'') = 1$ for $M' \neq M''$. Take $M \in \mathbb{M}_1$ and $\omega \in \Sigma_M$. We consider the decomposition

\[ \lambda(M, \epsilon) g(M, \epsilon, \omega) = \mathcal{L}_{A(M), \Phi(\epsilon)} g(M, \epsilon, \omega) \]

\[ = \sum_{M' \in \mathbb{M}_0} \mathcal{L}_{A_{MM'}, \Phi(\epsilon)} g(M, \epsilon, \omega) \]

\[ + \sum_{M' \in \mathbb{M}_1 \setminus \{M\}} \mathcal{L}_{A_{MM'}, \Phi(\epsilon)} g(M, \epsilon, \omega) + \mathcal{L}_{A_{MM}, \Phi(\epsilon)} g(M, \epsilon, \omega). \]

Therefore, we have the equation

\[ g(M, \epsilon, \omega) = \sum_{M' \in \mathbb{M}_0} RL_\epsilon(M'M) g(M, \epsilon, \omega) + \sum_{M' \in \mathbb{M}_1 \setminus \{M\}} RL_\epsilon(M'M) g(M, \epsilon, \omega). \]

By using the above repeatedly, we obtain

\[ g(M, \epsilon, \omega) = \sum_{M' \in \mathbb{M}_0} \sum_{i=0}^{m_1-1} RL_\epsilon(M'WM) g(M, \epsilon, \omega) \]

\[ + \sum_{i=0}^{m_1-1} \sum_{W \in W_i(L_M)} RL_\epsilon(M'WM) g(M, \epsilon, \omega) \]

\[ + \sum_{W \in W_{m_1}(L_M)} RL_\epsilon(WM) g(M, \epsilon, \omega). \]

To calculate $\lim_{\epsilon \to 0} g(M, \epsilon, \omega)/GSP_\epsilon(M, M)$, we consider the following. For $0 \leq i \leq m_1 - 1$ and $W \in W_i(L_M)$, if $M'WM$ is not simple path, there exist $W_1, W_2 \in W_i(L_M)$ such that $W_2$ is cycle, $M'W_1M$ is in SP($M'$, $M$ : $\mathbb{M}_1$), and the relation $RL_\epsilon(M'WM) g(M, \epsilon, \cdot) \asymp t_\epsilon(W_2) t_\epsilon(M'W_1M) G_\epsilon(M, M)$ is satisfied. Thus we see

\[ \frac{RL_\epsilon(M'W_1M) g(M, \epsilon, \omega)}{GSP_\epsilon(M, M)} = \frac{t_\epsilon(W_2) t_\epsilon(M'W_1M) G_\epsilon(M, M)}{GSP_\epsilon(M, M)} \leq t_\epsilon(W_2) \to 0. \]

If $M'WM$ is a simple path, then we have

\[ \frac{RL_\epsilon(M'WM) g(M, \epsilon, \omega)}{GSP_\epsilon(M, M)} = \frac{t_\epsilon(M'WM) G_\epsilon(M, M')}{GSP_\epsilon(M, M)} \frac{RL_\epsilon(M'WM) g(M, \epsilon, \omega)}{t_\epsilon(M'WM) G_\epsilon(M, M')} \]

\[ \to c_1(M'WM) RL(M'WM) h(M'), \]

and

\[ \frac{RL_\epsilon(MWM) g(M, \epsilon, \omega)}{GSP_\epsilon(M, M)} \asymp t_\epsilon(MWM) \frac{G_\epsilon(M, M)}{GSP_\epsilon(M, M)} \asymp t_\epsilon(MWM) \to 0. \]
by virtue of Proposition 3.3(4). For $W \in W_{m_1}(L_M)$, $WM$ contains of a simple path and therefore there exist $W_1, W_2 \in W_*(L_M)$ such that $W_2$ is cycle, $W_1M \in \text{SP}(M, M' : M_1)$ and $t_\epsilon(WM) = t_\epsilon(W_2)t_\epsilon(W_1M)$. Thus we see

$$\frac{\text{RL}_\epsilon(WM)g(\mathbb{M}, \epsilon, \omega)}{\text{GSP}_\epsilon(\mathbb{M}, M)} < \frac{t_\epsilon(WM)G_\epsilon(\mathbb{M}, W_1)}{G_\epsilon(\mathbb{M}, M)} = \tilde{t}_\epsilon(W_2)\tilde{t}_\epsilon(W_1M) \to 0$$

from Proposition 3.3(5). Consequently, we obtain the assertion.

(2) For $\epsilon > 0$, $M \in M_1$, $M' \in M$ and $W = W_1W_2 \cdots W_n \in M_{n-1} \times M$, we put

$$\text{LR}_\epsilon(MM') = \mathcal{L}_{A_{MM'}, \phi(\epsilon)}(\lambda(\epsilon)\mathcal{I} - \mathcal{L}_{A_{MM}, \phi(\epsilon)})^{-1} \text{LR}_\epsilon(W) = \text{RL}_\epsilon(W-W_1)\text{RL}_\epsilon(W-W_{n-2})\cdots\text{RL}_\epsilon(W_1W_2).$$

Fix $M \in M_1$ and $f \in C(\Sigma_+^+).$ We consider the decomposition

$$\lambda(\epsilon)\nu(\mathbb{M}, \epsilon, \chi_{\Sigma_M}g) = \mathcal{L}_{A_{M}, \phi(\epsilon)}*\nu(\mathbb{M}, \epsilon, \chi_{\Sigma_M}g)$$

$$= \sum_{M' \in M_0} \nu(\mathbb{M}, \epsilon, \mathcal{L}_{A_{MM'}, \phi(\epsilon)}g)$$

$$+ \sum_{M' \in M_1 \setminus \{M\}} \nu(\mathbb{M}, \epsilon, \mathcal{L}_{A_{MM'}, \phi(\epsilon)}g)$$

for $g \in C(\Sigma_+^+)$. Therefore, we have the equation

$$\nu(\mathbb{M}, \epsilon, \chi_{\Sigma_M}f) = \sum_{M' \in M_0} \nu(\mathbb{M}, \epsilon, \text{LR}_\epsilon(MM')f) + \sum_{M' \in M_1 \setminus \{M\}} \nu(\mathbb{M}, \epsilon, \text{LR}_\epsilon(MM')f)$$

by putting $g = (\lambda(\epsilon)\mathcal{I} - \mathcal{L}_{A_{MM}, \phi(\epsilon)})^{-1}f$. By using the above repeatedly, we obtain

$$\nu(\mathbb{M}, \epsilon, \Sigma_Mf) = \sum_{M' \in M_0} \sum_{i=0}^{m_1-1} \sum_{W \in W_i(L_M)} \nu(\mathbb{M}, \epsilon, \text{LR}_\epsilon(MWM')f)$$

$$+ \sum_{i=0}^{m_1-1} \sum_{W \in W_i(L_M)} \nu(\mathbb{M}, \epsilon, \text{LR}_\epsilon(MWM)f)$$

$$+ \sum_{W \in W_{m_1}(L_M)} \nu(\mathbb{M}, \epsilon, \text{LR}_\epsilon(MW)f).$$

We will estimate $\lim_{\epsilon \to 0} \nu(\mathbb{M}, \epsilon, \Sigma_Mf)/\text{VSP}_\epsilon(\mathbb{M}, M)$. For $0 \leq i \leq m_1 - 1$ and $W \in W_i(L_M)$, if $MWM'$ is not simple path, there exist $W_1, W_2 \in W_*(L_M)$ such that $W_2$ is cycle, $MWM'$ is in $\text{SP}(M, M' : M_1)$ and the inequality $|\nu(\mathbb{M}, \epsilon, \text{LR}_\epsilon(MWM')f)| \leq ct_\epsilon(W_2)t_\epsilon(MWM') \text{V}_\epsilon(\mathbb{M}, M')\|f\|_\infty$ is satisfied for some positive constant $c$. Thus we see

$$\frac{|\nu(\mathbb{M}, \epsilon, \text{LR}_\epsilon(MWM')f)|}{\text{VSP}_\epsilon(\mathbb{M}, M)} \leq \frac{ct_\epsilon(W_2)t_\epsilon(MWM') \text{V}_\epsilon(\mathbb{M}, M')\|f\|_\infty}{\text{VSP}_\epsilon(\mathbb{M}, M)} \leq ct_\epsilon(W_2)\|f\|_\infty \to 0.$$
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If $MW M'$ is a simple path, then we have
\[
\frac{\nu(M, \epsilon, LR_e(MW M')f)}{VSP_e(M, M)} = t_e(MW M') V_e(M, M') \frac{\nu(M, \epsilon, LR_e(MW M')f)}{VSP_e(M, M)}
\]
\[
\rightarrow c_2(MW M') \nu(M', RL(MW M')f),
\]
\[
\frac{|\nu(M, \epsilon, LR_e(MW M')f)|}{VSP_e(M, M)} \leq c t_e(MW M') \frac{\nu(M, \epsilon, \Sigma M)}{V_e(M, M)} \|f\|_{\infty}
\]
\[
\leq cc' t_e(MW M') \|f\|_{\infty} \rightarrow 0.
\]

For $W \in W_m(L_M)$, $MW$ contains of simple path and therefore, there exist $W_1, W_2 \in W_*(L_M)$ such that $W_2$ is cycle, $W_1 M \in SP(M, M' : M_1)$ and $t_e(MW) = t_e(W_2) t_e(MW_1)$. Thus we see
\[
\frac{|\nu(M, \epsilon, LR_e(MW M')f)|}{VSP_e(M, M)} \leq c t_e(MW) V_e(M, M_1) \|f\|_{\infty}
\]
\[
= c t_e(W_2) t_e(MW_1) \|f\|_{\infty} \rightarrow 0
\]
by $t_e(W_2) \rightarrow 0$ and $t_e(MW_1)$ is bounded from Proposition 3.3(6). Consequently, we obtain the assertion. \(\square\)

### 3.3. Matrix representation of Ruelle operators (II)

Assume the conditions $(\Sigma.1)$-$(\Sigma.3)$, $(\Phi.1)$-$(\Phi.3)$ and $(\Sigma.M)$ with $M \cap T_0 \neq \emptyset$. For $M \in M \cap T_0$, we denotes $M_M = \{M\} \cup (M \cap T_1)$ and set
\[
(3.17) \quad \mathfrak{M} = \mathfrak{M}(B, M, \varphi) = \{M_M : M \in M \cap T_0\}.
\]

In this section, we study a spectral matrix representation of $L_{A(M), \Phi(\cdot, \cdot)}$ by using $L_{A(M,M'), \Phi(\cdot, \cdot)}$ for $M \in M \cap T_0$. We notice that each $M_M$ satisfies $\sharp(M_M \cap T_0) = 1$ and the condition $(\Sigma.M)$ (Proposition 2.11(1)). Therefore Proposition 2.11(2) implies that the TSC $(\lambda(M_M, \epsilon), h(M_M, \epsilon), \nu(M_M, \epsilon, \cdot))$ converges to $(\lambda, h(M_M, \cdot), \nu(M_M, \cdot))$ in $\mathbb{R} \times C(\Sigma_A^+) \times M(\Sigma_A^+)$ for $M \in M \cap T_0$. We put
\[
(3.18) \quad f_{MM'} = g_{MM'} = \left\{ \begin{array}{ll}
\Sigma_{M'} \in M_M, \chi_{M'} = 1, & M' = M \\
\Sigma_{M'}, & M' \neq M
\end{array} \right.
\]
for $M, M' \in M \cap T_0$. Take a SMR
\[
(3.19) \quad \{ \mathcal{V}_{2M, \epsilon}, \mathcal{G}_{2M, \epsilon}, \mathcal{V}_{2M, \epsilon}, \mathcal{G}_{2M, \epsilon} \}
\]
of $(L_{A(M), \Phi(\cdot, \cdot)}, \lambda(M_M, \epsilon), g(M_M, \epsilon, \cdot), \nu(M_M, \epsilon, \cdot))$ using $(L_{A(M,M'), \Phi(\cdot, \cdot)}, \lambda(M_M, \epsilon), h(M_M, \epsilon, \cdot), \nu(M_M, \epsilon, \cdot))$ and $(f_{MM'}, (g_{MM'}))$. Furthermore, we have the normalized version as follows: Assume that
\[
(3.20) \quad \{ \tilde{\mathcal{V}}_{2M, \epsilon}, \tilde{\mathcal{G}}_{2M, \epsilon}, \tilde{\mathcal{V}}_{2M, \epsilon}, \tilde{\mathcal{G}}_{2M, \epsilon} \}
\]
is the SMR given by (3.4) and (5.7) formed with \((\mathcal{L}_{A(M)}, \Phi(\epsilon, \cdot), \lambda(M, \epsilon), \tilde{g}(M, \epsilon, \cdot), \tilde{v}(M, \epsilon, \cdot))\), \((\mathcal{L}_{A(M')}, \Phi(\epsilon, \cdot), \lambda(M', \epsilon), \tilde{h}(M', \epsilon, \cdot), \tilde{v}(M', \epsilon, \cdot))\). Therefore, we have

\[
V_{2\epsilon, e}(M) = \nu(M, \epsilon, h(M, \epsilon, \cdot))
\]

\[
= \begin{cases} 
\lambda(M, \epsilon), & M = M' \\
\nu(M, \epsilon, h(M, \epsilon, \cdot)) \sum_{M' \in M} \mathcal{L}_{A(M,M'), \Phi(\epsilon, \cdot)} h(M, \epsilon, \cdot), & M \neq M' \text{ and } V_{2\epsilon, e}(M') > 0 \\
0, & \text{otherwise}
\end{cases}
\]

\[
G_{2\epsilon, e}(M) = \nu(M, \epsilon, g(M, \epsilon, \cdot))
\]

\[
= \begin{cases} 
\lambda(M, \epsilon), & M = M' \\
\nu(M, \epsilon, g(M, \epsilon, \cdot)) \sum_{M' \in M} \mathcal{L}_{A(M,M'), \Phi(\epsilon, \cdot)} g(M, \epsilon, \cdot), & M \neq M' \text{ and } G_{2\epsilon, e}(M) > 0 \\
0, & \text{otherwise}
\end{cases}
\]

Similarity, it follows from Proposition 3.1 and Proposition 3.2 that

\[
(3.21) \quad \mathcal{Y}_{2\epsilon, e}(MM) = \mathcal{G}_{2\epsilon, e}(MM) = \lambda(M, \epsilon)
\]

\[
(3.22) \quad \mathcal{Y}_{2\epsilon, e}(MM') = \mathcal{G}_{2\epsilon, e}(MM') \frac{\nu(M, \epsilon, g(\epsilon, \cdot))}{\nu(M, \epsilon, g(\epsilon, \cdot))} \text{ for } M \neq M',
\]

\[
(3.23) \quad V_{2\epsilon, e}(M) = V_{2\epsilon, e}(M) \frac{\nu(M, \epsilon, g(\epsilon, \cdot))}{\nu(M, \epsilon, g(\epsilon, \cdot))}
\]

\[
(3.24) \quad \mathcal{G}_{2\epsilon, e}(MM') = \mathcal{G}_{2\epsilon, e}(MM') \frac{\nu(M, \epsilon, g(\epsilon, \cdot))}{\nu(M, \epsilon, g(\epsilon, \cdot))} \text{ for } M \neq M'
\]

\[
(3.25) \quad G_{2\epsilon, e}(M) = G_{2\epsilon, e}(M) \frac{\nu(M, \epsilon, g(\epsilon, \cdot))}{\nu(M, \epsilon, g(\epsilon, \cdot))}\nu(M, g(M, \cdot)).
\]

Put

\[
(3.26) \quad t_{\epsilon}(M, M' : \mathbb{T}'') = \sum_{W \in \text{SP}(M, M', \mathbb{T}'')} t_{\epsilon}(W)
\]

\[
(3.27) \quad \tilde{t}_{\epsilon}(M, M' : \mathbb{T}') = \sum_{W \in \text{SP}(M, M', \mathbb{T}')} \tilde{t}_{\epsilon}(W), \quad \tilde{t}_{\epsilon}(M, M' : \mathbb{T}') = \sum_{W \in \text{SP}(M, M', \mathbb{T}') \setminus \text{SP}(M, M, \mathbb{T}') \setminus \text{SP}(M, M', \mathbb{T}'')} \tilde{t}_{\epsilon}(W)
\]

for a nonempty subset \(\mathbb{T}' \subseteq \mathbb{T}\) and \(M, M' \in \mathbb{T}\), where \(\tilde{t}_{\epsilon}(W) = \tilde{t}_{\epsilon}(\mathbb{T}, W)\) and \(\tilde{t}_{\epsilon}(W) = \tilde{t}_{\epsilon}(\mathbb{T}, W)\).

**Proposition 3.5.** Assume the conditions (\(\Sigma.1\))-(\(\Sigma.3\)), (\(\Phi.1\))-(\(\Phi.3\)) and (\(\Sigma.\mathbb{M}\)) with \(\mathbb{M} \cap \mathbb{T}_0 \neq \emptyset\). Then we have the following for \(M \in \mathbb{M} \cap \mathbb{T}_0\):

1. \(\tilde{h}(M, \epsilon, \cdot) \to 1\) on \(\Sigma_M\).
2. \(\tilde{h}(M, \epsilon, \cdot) \asymp \tilde{t}_{\epsilon}(M, M' : \mathbb{M} \cap \mathbb{T}_1)\) on \(\Sigma_M\) for each \(M' \in \mathbb{M} \cap \mathbb{T}_1\).
Proof.
(1) Note the form
\[
\hat{h}(\mathbb{M}_M, \epsilon, \cdot) = \frac{\nu(\mathbb{M}_M, \epsilon, g(\epsilon, \cdot))}{g(\epsilon, \cdot)} h(\mathbb{M}_M, \epsilon, \cdot)
\]
\[
= \left( \frac{\nu(\mathbb{M}_M, \epsilon, g(\epsilon, \cdot)\chi_{\Sigma_M}) + \sum_{M' \in \mathbb{M} \cap T_1} \nu(\mathbb{M}_M, \epsilon, g(\epsilon, \cdot)\chi_{\Sigma_{M'}})}{G_{\epsilon}(M)} \right) \cdot \frac{h(\mathbb{M}_M, \epsilon, \cdot)}{g(\epsilon, \cdot)/G_{\epsilon}(M)}.
\]
We have that for \( M' \in \mathbb{M} \cap T_1 \)
\[
\frac{\nu(\mathbb{M}_M, \epsilon, g(\epsilon, \cdot)\chi_{\Sigma_{M'}})}{G_{\epsilon}(M)} \asymp \mathcal{V}_{\epsilon}(\mathbb{M}_M, M') \frac{G_{\epsilon}(M')}{G_{\epsilon}(M)}
\]
(3.28)
\[
\asymp \sum_{W \in \text{SP}(M', M : \mathbb{M} \cap T_1) \cap \mathbb{B}(M' \cap T_1, \varphi)} t_{\epsilon}(W) \mathcal{V}_{\epsilon}(\mathbb{M}_M, M) \frac{G_{\epsilon}(M')}{G_{\epsilon}(M)}
\]
by using Proposition 3.3(3) and the facts \( \mathbb{T}_1(\mathbb{B}(\mathbb{M}_M, \varphi) = \mathbb{M} \cap T_1 \) and the relation \( \mathcal{V}_{\epsilon}(\mathbb{M}_M, M) \asymp 1 \). When \( W = W_1W_2 \cdots W_n \in \text{SP}(M', M : \mathbb{M} \cap T_1) \), we have \( \tilde{t}_{\epsilon}(W) \to 0 \) from \( \tilde{t}_{\epsilon}(W_{i-1}W_i) = O(1) \) \((2 \leq i \leq n - 1)\) and \( \tilde{t}_{\epsilon}(W_{n-1}W_n) \to 0 \) by Proposition 3.3(5).
Thus we see \( \tilde{t}_{\epsilon}(M', M : \mathbb{M} \cap T_1) \to 0 \) for \( M' \in \mathbb{M} \cap T_1 \). By virtue of Proposition 2.11(2)(3), we obtain
\[
\hat{h}(\mathbb{M}_M, \epsilon, \cdot) \to \frac{\nu(\mathbb{M}_M, h(M, \cdot))}{h(M, \cdot)} h(\mathbb{M}_M, \cdot)
\]
\[
= \frac{\nu(\mathbb{M}_M, \Sigma_M)\nu(M, h(M, \cdot))}{h(M, \cdot)} \left( \frac{h(M, \cdot)}{\nu(\mathbb{M}_M, \Sigma_M)} \right) = 1 \quad \text{on } \Sigma_M.
\]
(2) For \( M' \in \mathbb{M} \cap T_1 \), on \( \Sigma_{M'} \)
\[
\mathcal{H}(\mathbb{M}_M, \epsilon, \cdot)
\]
\[
= \frac{\nu(\mathbb{M}_M, \epsilon, g(\epsilon, \cdot)\chi_{\Sigma_{M'}}) + \sum_{M'' \in \mathbb{M} \cap T_1} \nu(\mathbb{M}_M, \epsilon, g(\epsilon, \cdot)\chi_{\Sigma_{M''}})}{g(\epsilon, \cdot)} h(\mathbb{M}_M, \epsilon, \cdot)
\]
\[
\asymp \frac{G_{\epsilon}(M) + \sum_{M'' \in \mathbb{M} \cap T_1} \tilde{t}_{\epsilon}(M'', M : \mathbb{M} \cap T_0) G_{\epsilon}(M)}{G_{\epsilon}(M')}
\]
\[
= \left( 1 + \sum_{M'' \in \mathbb{M} \cap T_1} \tilde{t}_{\epsilon}(M'', M : \mathbb{M} \cap T_0) \right) \tilde{t}_{\epsilon}(M, M' : \mathbb{M} \cap T_1)
\]
is satisfied by using Proposition 3.3(3)(4) and the relation (3.28). □

Consequently, convergence of the measure $\tilde{v}(\mathbb{M}, \epsilon, \cdot)$ is reduced to convergence of the right Perron eigenvector of the matrix $\mathcal{Y}_{\mathbb{M}, \epsilon}$ as follows. Note that when $M = T$, $\tilde{v}(\mathbb{M}, \epsilon, \cdot)$ is equal to the Gibbs measure $\mu(\epsilon, \cdot)$.

**Theorem 3.6.** Assume that the conditions (Σ.1)-(Σ.3), (Φ.1)-(Φ.3) and (Σ.Μ) with $\mathbb{M} \cap T_0 \neq \emptyset$ are satisfied. Then $\tilde{v}(\mathbb{M}, \epsilon, \cdot)$ converges to a measure $\mu$ if and only if $\mathcal{V}_{\mathbb{M}, \epsilon}(M)$
converges to a number $\delta(M)$ for all $M \in \mathcal{M} \cap T_0$. In these cases, $\mu$ has the form $\mu = \sum_{M \in \mathcal{M} \cap T_0} \delta(M)\mu(M, \cdot)$. In particular, $\delta(M) = \mu(\Sigma_M)$ for each $M \in \mathcal{M} \cap T_0$ and $\text{supp} \mu \subset \bigcup_{M \in \mathcal{M} \cap T_0} \Sigma_M$.

Proof. Assume that $\tilde{\nu}(\mathcal{M}, \epsilon, \cdot)$ converges to $\mu$. First we prove $\mu(\bigcup_{M \in \mathcal{M} \cap T_1} \Sigma_M) = 0$. For $M \in \mathcal{M} \cap T_1$, we see

$$
\tilde{\nu}(\mathcal{M}, \epsilon, \Sigma_M) = \frac{\nu(\mathcal{M}, \epsilon, g(\cdot, \cdot)\chi_{\Sigma_M})}{\nu(\mathcal{M}, \epsilon, g(\cdot, \cdot))} \approx \frac{G_\epsilon(M) \mathbf{V}_\epsilon(\mathcal{M}, M)}{\nu(\mathcal{M}, \epsilon, g(\cdot, \cdot))} \times \frac{\sum_{M' \in \mathcal{M} \cap T_0} \sum_{W \in \mathcal{W}(M, M'M \cap T_1)} t_\epsilon(W) \mathbf{V}_\epsilon(\mathcal{M}, M')}{\nu(\mathcal{M}, \epsilon, g(\cdot, \cdot))} \\
\leq \sum_{M' \in \mathcal{M} \cap T_0} \hat{t}_\epsilon(M, M') : \mathcal{M} \cap T_1 \rightarrow 0 \times \sum_{M' \in \mathcal{M} \cap T_0} \hat{t}_\epsilon(M, M') : \mathcal{M} \cap T_1 \rightarrow 0
$$

from Proposition 3.3(3). Therefore $\mu(\bigcup_{M \in \mathcal{M} \cap T_1} \Sigma_M) = 0$ is valid. Next, we show that $\mu$ has the form $\sum_{M \in \mathcal{M} \cap T_0} \delta(M)\mu(M, \cdot)$ for some nonnegative constants $\delta(M)$ with $\sum_{M \in \mathcal{M} \cap T_0} \delta(M) = 1$. Let $m(M, \epsilon, \cdot) \in M(\Sigma_M^+)$ and $f(M, \epsilon, \cdot) \in C(\Sigma_M^+)$ be $m(M, \epsilon, f) = \nu(\mathcal{M}, \epsilon, \chi_{\Sigma_M} f)/\nu(\mathcal{M}, \epsilon, \Sigma_M)$ and $f(M, \epsilon, \cdot) = g(\cdot, \cdot)\chi_{\Sigma_M} / \nu(\mathcal{M}, \epsilon, g(\cdot, \cdot))$. We obtain that for $M \in \mathcal{M} \cap T_0$ with $\nu(\mathcal{M}, \epsilon, \Sigma_M) > 0$

$$
\tilde{\nu}(\mathcal{M}, \epsilon, f\chi_{\Sigma_M}) = \frac{\nu(\mathcal{M}, \epsilon, g(\cdot, \cdot) f\chi_{\Sigma_M})}{\nu(\mathcal{M}, \epsilon, g(\cdot, \cdot))} \\
= \frac{\nu(\mathcal{M}, \epsilon, g(\cdot, \cdot)\chi_{\Sigma_M}) \nu(M, \epsilon, \Sigma_M) \nu(M, \epsilon, g(\cdot, \cdot)\chi_{\Sigma_M})}{\nu(\mathcal{M}, \epsilon, g(\cdot, \cdot))} \times \frac{1}{\nu(\mathcal{M}, \epsilon, \Sigma_M)} \nu(\mathcal{M}, \epsilon, g(\cdot, \cdot)\chi_{\Sigma_M}) f(M, \epsilon, f) \\
= \tilde{\nu}(\mathcal{M}, \epsilon, \chi_{\Sigma_M}) m(M, \epsilon, f(M, \epsilon, f)) / m(M, \epsilon, f(M, \epsilon, f)).
$$

Letting as $\epsilon \rightarrow 0$, $\mu$ has the form $\mu = \sum_{M \in \mathcal{M} \cap \mathcal{T}_0} \mu(\Sigma_M)\mu(M, f)$ from Proposition 2.10(1)(2).

Now we will prove convergence of $\mathbf{V}_\mathcal{M}(\epsilon)$ under the assumption $\mu(\cdot, \cdot) \rightarrow \mu$. Choose any positive sequence $(\epsilon_n)$ with $\inf \epsilon_n = 0$. The function $\tilde{h}(\mathcal{M}, \epsilon, \cdot)$ is bounded from Proposition 3.3(1)(2), and $\tilde{h}(\mathcal{M}, \epsilon, \cdot) / \|\tilde{h}(\mathcal{M}, \epsilon, \cdot)\|_\infty$ belongs to $\Lambda_\epsilon$ with some constant $c$. Therefore there is a subsequence $(\epsilon'_n)$ of $(\epsilon_n)$ such that for each $M \in \mathcal{T}_0$, $\tilde{h}(\mathcal{M}, \epsilon'_n, \cdot)$ converges to a function $\tilde{h}$ in $C(\Sigma_M^+)$. Proposition 3.3(1) yields $\tilde{h} = 1$ on $\Sigma_M$. We obtain

$$
\mathbf{V}_\mathcal{M}(\epsilon) = \tilde{\nu}(\mathcal{M}, \epsilon, \tilde{h}(\mathcal{M}, \epsilon, \cdot)) \rightarrow \mu(\tilde{h}) = \sum_{M \in \mathcal{M} \cap \mathcal{T}_0} \mu(\tilde{h}\chi_{\Sigma_M}) = \mu(\Sigma_M)
$$
as \( \epsilon \to 0 \) running through \( (\epsilon_n') \). By arbitrarily choosing \( (\epsilon_n) \), convergence of \( \hat{V}_{\gamma\epsilon}(M) \) is fulfilled.

Conversely, we consider convergence of \( \nu(M, \epsilon, \cdot) \) under \( \hat{V}_{\gamma\epsilon}(M) \to \delta(M) \) for each \( M \in \mathbb{M} \cap T_0 \). Take a limit point \( \mu \) of \( \nu(M, \epsilon, \cdot) \) in \( M(\Sigma^+_A) \). By virtue of (3.29), \( \mu \) has the form \( \mu = \sum_{M \in \mathbb{M} \cap T_0} \mu(M, \cdot) \). The fact (3.30) implies \( \mu(\Sigma_M) = \delta(M) \). Hence the accumulation points of \( \nu(M, \epsilon, \cdot) \) consists of only one element \( \sum_{M \in \mathbb{M} \cap T_0} \mu(\Sigma_M) \mu(M, \cdot) \). The proof is complete. \( \square \)

**Proposition 3.7.** Assume the conditions (\( \Sigma, 1 \))-(\( \Sigma, 3 \)), (\( \Phi, 1 \))-(\( \Phi, 3 \)) and (\( \Sigma, M \)) with \( \mathbb{M} \cap T_0 \neq \emptyset \). Assume also that for each \( M, M' \in \mathbb{T}, L_{A_M, \Phi(\epsilon, \cdot)}/t_c(M, M') \) converges to an operator \( \mathcal{L}(M M') \) in \( \mathcal{L}(\mathcal{C}(\Sigma^+_A)) \) and for each \( M, M' \in \mathbb{M} \cap T_0 \) and \( W \in \mathcal{S}(M, M' : \mathbb{M} \cap T_1), t_c(W)/t_c(M, M' : \mathbb{M} \cap T_1) \) converges to a number \( c_{M, M'}(W) \) in \([0, 1] \).

1. For all \( M, M' \in \mathbb{M} \cap T_0 \) with \( M \neq M' \) and \( t_c(M, M' : \mathbb{M} \cap T_1) > 0 \),

\[
\frac{\gamma_{2\epsilon, \epsilon}(M M')}{t_c(M, M' : \mathbb{M} \cap T_1)} \to \sum_{W \in \mathcal{S}(M, M' : \mathbb{M} \cap T_1)} c_{M, M'}(W) \nu(M, M, L_{RL}(W) h(M, M, \cdot)).
\]

Here for \( W = W_1 W_2 \cdots W_n \in \mathbb{T} \times T^n \times T \),

\[
L_{RL}(W) = L(W_{n-1} W_n) R(W_{n-1}) L(W_{n-2} W_{n-1}) R(W_{n-2}) \cdots L(W_2 W_3) R(W_2) L(W_1 W_2),
\]

and \( \mathcal{R}(M) = (\lambda I - L_{M, \epsilon})^{-1} \).

2. For all \( M, M' \in \mathbb{M} \cap T_0 \) with \( M \neq M' \) and \( t_c(M, M' : \mathbb{M} \cap T_1) > 0 \),

\[
\frac{\gamma_{2\epsilon, \epsilon}(M M')}{t_c(M, M' : \mathbb{M} \cap T_1)} \to \sum_{W \in \mathcal{S}(M, M' : \mathbb{M} \cap T_1)} c_{M, M'}(W) \nu(M, M, L_{RL}(W) h(M, M, \cdot)).
\]

**Proof.** Put \( \mathbb{M}_k = \mathbb{M} \cap T_k \) and \( m_k = \sharp \mathbb{M}_k \) for \( k = 0, 1 \).

1. Let \( M, M' \in \mathbb{M}_0 \) with \( M \neq M' \). We recall

\[
\gamma_{2\epsilon, \epsilon}(M M') = \frac{\nu(M, \epsilon, \sum_{M'' \in \mathbb{M}_M} L_{A_M, \Phi(\epsilon, \cdot)} h(M, \epsilon, \cdot))}{\nu(M, \epsilon, h(M', \epsilon, \cdot))} \times \frac{\nu(M, \epsilon, \chi_{\Sigma_M} h(M, \epsilon, \cdot))}{V_c(M, M')} \left( \frac{\nu(M, \epsilon, \chi_{\Sigma_M} h(M, \epsilon, \cdot))}{V_c(M, M')} + \sum_{M'' \in \mathbb{M}_M} \nu(M, \epsilon, \chi_{\Sigma_{M''}} h(M, \epsilon, \cdot)) \right)^{-1}.
\]

We will show that the last expression converges to \( \nu(M', h(M', \cdot))^{-1} \). We have that for \( M'' \in \mathbb{M}_1 \)

\[
\frac{\nu(M, \epsilon, \chi_{\Sigma_{M''}} h(M, \epsilon, \cdot))}{V_c(M, \epsilon, \cdot)} \rightarrow \nu(M, \epsilon, \chi_{\Sigma_{M''}}) \frac{t_c(M, \epsilon, \cdot)}{V_c(M, \epsilon, \cdot)} t_c(M', \epsilon, \cdot) \rightarrow 0
\]
is satisfied from Proposition 3.3(4), convergence \( \hat{\nu}(M', M'' : \mathbb{M}_1) \to 0 \) with Proposition 3.3(6), and the fact \( \nu(M, \epsilon, \chi_{\Sigma_{M''}}) \approx \nabla(M, M'') \). Moreover, we see

\[
\frac{\nu(M, \epsilon, \chi_{\Sigma_{M''}} h(M_{M''}, \cdot))}{\nabla(M, M')} \to \nu(M', h(M_{M'}, \cdot)).
\]

On the other hand, we have

\[
\begin{align*}
\sum_{M'' \in \mathbb{M}_M} L_{A_{M''}, \Phi_{(\epsilon, \cdot)}} h(M_{M''}, \epsilon, \cdot) \\
= L_{A_{M''}, \Phi_{(\epsilon, \cdot)}} h(M_{M''}, \epsilon, \cdot) + \sum_{M'' \in \mathbb{M}_1} L_{A_{M''}, \Phi_{(\epsilon, \cdot)}} h(M_{M''}, \epsilon, \cdot) \\
= L_{A_{M''}, \Phi_{(\epsilon, \cdot)}} h(M_{M''}, \epsilon, \cdot) + \sum_{M'' \in \mathbb{M}_1} \sum_{W \in W_{M''}(L_{M''})} L_{A_{M''}, \Phi_{(\epsilon, \cdot)}} \text{RL}_e(W M'' h(M_{M''}, \epsilon, \cdot)) \\
+ \sum_{M'' \in \mathbb{M}_1} \sum_{i=1}^{m_1-1} \sum_{W \in W_{M''}(L_{M''})} L_{A_{M''}, \Phi_{(\epsilon, \cdot)}} \text{RL}_e(M W M'' h(M_{M''}, \epsilon, \cdot)) \\
+ \sum_{M'' \in \mathbb{M}_1} L_{A_{M''}, \Phi_{(\epsilon, \cdot)}} \text{RL}_e(M M'' h(M_{M''}, \epsilon, \cdot))
\end{align*}
\]

(3.31)

with

\[
\begin{align*}
I(\epsilon) &= L_{A_{M''}, \Phi_{(\epsilon, \cdot)}} h(M_{M''}, \epsilon, \cdot) \\
&+ \sum_{M'' \in \mathbb{M}_1} \sum_{i=1}^{m_1-1} \sum_{W \in W_{M''}(L_{M''}) \setminus M W M'':} L_{A_{M''}, \Phi_{(\epsilon, \cdot)}} \text{RL}_e(W M'' h(M_{M''}, \epsilon, \cdot)) \\
&+ \sum_{M'' \in \mathbb{M}_1} L_{A_{M''}, \Phi_{(\epsilon, \cdot)}} \text{RL}_e(M M'' h(M_{M''}, \epsilon, \cdot))
\end{align*}
\]

and

\[
\begin{align*}
II(\epsilon) &= \sum_{M'' \in \mathbb{M}_1} \sum_{W \in W_{M''}(L_{M''}) : W M''} L_{A_{M''}, \Phi_{(\epsilon, \cdot)}} \text{RL}_e(W M'' h(M_{M''}, \epsilon, \cdot)) \\
&+ \sum_{M'' \in \mathbb{M}_1} \sum_{i=1}^{m_1-1} \sum_{W \in W_{M''}(L_{M''}) \setminus M W M'':} L_{A_{M''}, \Phi_{(\epsilon, \cdot)}} \text{RL}_e(M W M'' h(M_{M''}, \epsilon, \cdot)) \\
&+ \sum_{M'' \in \mathbb{M}_1} \sum_{i=1}^{m_1-1} \sum_{W \in W_{M''}(L_{M''}) \setminus M W M'':} L_{A_{M''}, \Phi_{(\epsilon, \cdot)}} \text{RL}_e(M W M'' h(M_{M''}, \epsilon, \cdot))
\end{align*}
\]
from (3.15) by replacing $M = M_M$, $g(M, \epsilon, \cdot) = h(M_M, \epsilon, \cdot)$. To estimate $I(\epsilon)$ and $II(\epsilon)$, we note the equation

$$t_c(M, M': M_1) = t_c(MM') + \sum_{M'' \in M_1} t_c(M, M' : M_1)t_c(M''M').$$

We have that for $M'' \in M_1$ and $W \in W_i(L_{M''})$ with $1 \leq i \leq m_1$, if $WM''$ contains a cycle, $t_c(M, M'' : M_1) > 0$ and $t_c(M''M') > 0$, then $G_c(M_M, M') > 0$ is satisfied and

$$\frac{||L_{A_{MM'}t_c(\epsilon)}RL_c(WM'')h(M_M, \epsilon, \cdot)||_{\infty}}{t_c(M, M' : M_1)} \leq \frac{||L_{A_{MM'}t_c(\epsilon)}RL_c(WM'')h(M_M, \epsilon, \cdot)||_{\infty}}{t_c(M, M'' : M_1)t_c(M''M')}$$

$$= \frac{||L_{RL_c(\epsilon)}(WM'M')h(M_M, \epsilon, \cdot)||_{\infty}}{t_c(M, M'' : M_1)t_c(M''M')}$$

$$\leq c t_c(WM'M')t_c(M, W_1 : M_1) \Rightarrow c t_c(WM'M')G_c(M_M, W_1) \to 0$$

for some positive constant $c$ with Proposition 3.3(5). Therefore we obtain $|II(\epsilon)|/t_c(M, M' : M_1) \to 0$. On the other hand, we have

$$\frac{I(\epsilon)}{t_c(M, M' : M_1)} \to c_{MM'}(MM')L_{MM'h(M_M, \cdot)}$$

$$\quad + \sum_{W \in SP(M, M'M_1) : |W| \geq 3} c_{MM'}(W)L_{RL(W)h(M_M, \cdot)}$$

$$= \sum_{W \in SP(M, M'M_1)} c_{MM'}(W)L_{RL(W)h(M_M, \cdot)}.$$

Thus

$$\frac{\nu_{2\epsilon}(MM')}{t_c(M, M' : M_1)} \to \frac{\nu(M', \sum_{W \in SP(M, M'M_1)} c_{MM'}(W)L_{RL(W)h(M_M, \cdot)})}{\nu(M', h(M_M', \cdot))}$$

$$= \frac{\nu(M', \sum_{W \in SP(M, M'M_1)} c_{MM'}(W)L_{RL(W)h(M_M, \cdot)})}{\nu(M', h(M', \cdot))/\nu(M_M', M')}$$

$$= \sum_{W \in SP(M, M'M_1)} c_{MM'}(W)\nu(M_M', L_{RL(W)h(M_M, \cdot)}).$$

(2) We have

$$\mathcal{G}_{2\epsilon}(MM') = \frac{\nu(M_M', \epsilon, \sum_{M'' \in M_M} L_{A_{MM'M''t_c(\epsilon)}g(M, \epsilon, \cdot)}}{\nu(M_M, \epsilon, g(M,M, \epsilon, \cdot))}$$

$$= \frac{\nu(M_M', \epsilon, \sum_{M'' \in M_M} L_{A_{MM'M''t_c(\epsilon)}g(M, \epsilon, \cdot)}}{G_c(M_M, M)} \times$$

$$\left(\frac{\nu(M_M, \epsilon, \chi_{MM}g(M, \epsilon, \cdot))}{G_c(M_M, M)} + \sum_{M'' \in M_M} \frac{\nu(M_M, \epsilon, \chi_{MM}g(M, \epsilon, \cdot))}{G_c(M_M, M)}\right)^{-1}.$$
By a similar argument above (1), the last expression converges to the number $\nu(M, h(M, \cdot))^{-1}$ by using Proposition 3.3(5). Let $f_{\epsilon} = g(M, \epsilon, \cdot)/G_{\epsilon}(M, M)$. Moreover, we have the following from using the expansion like (3.31):

$$
\sum_{M'' \in M_1} \nu(M, \epsilon, L_{A, M''}, \Phi(\epsilon, \cdot)) f_{\epsilon} = III(\epsilon) + IV(\epsilon)
$$

with

$$
III(\epsilon) = \nu(M, \epsilon, L_{A, M''}, \Phi(\epsilon, \cdot)) f_{\epsilon}
$$

$$
+ \sum_{M'' \in M_1} \sum_{i=1}^{m_1-1} \sum_{W \in W_i(L_{M''})} \nu(M', \epsilon, \Phi_{\epsilon}((M''W)M') L_{A, M''}, \Phi(\epsilon, \cdot)) f_{\epsilon}
$$

$$
+ \sum_{M'' \in M_1} \nu(M', \epsilon, \Phi_{\epsilon}((M''W)M') L_{A, M''}, \Phi(\epsilon, \cdot)) f_{\epsilon}
$$

$$
IV(\epsilon) = \sum_{M'' \in M_1} \sum_{W \in W_i(L_{M''})} \nu(M', \epsilon, \Phi_{\epsilon}((M''W)M') L_{A, M''}, \Phi(\epsilon, \cdot)) f_{\epsilon}
$$

$$
+ \sum_{M'' \in M_1} \sum_{i=1}^{m_1-1} \sum_{W \in W_i(L_{M''})} \nu(M', \epsilon, \Phi_{\epsilon}((M''W)M') L_{A, M''}, \Phi(\epsilon, \cdot)) f_{\epsilon}
$$

Note that

$$
t_{\epsilon}(M, M' : M_1) = t_{\epsilon}(M M') + \sum_{M'' \in M_1} t_{\epsilon}(M M'') t_{\epsilon}(M'', M' : M_1).
$$

For $M'' \in M_1$ and $W \in W_i(L_{M''})$ with $1 \leq i \leq m_1$, if $M''W$ contains a cycle, $t_{\epsilon}(M M'') t_{\epsilon}(M'', M' : M_1) > 0$ and $t_{\epsilon}(M M'') > 0$, then we have

$$
\frac{|\nu(M, \epsilon, \Phi_{\epsilon}((M''W)M') L_{A, M''}, \Phi(\epsilon, \cdot)) f_{\epsilon}|}{t_{\epsilon}(M, M' : M_1)} 
\leq \frac{|\nu(M, \epsilon, \Phi_{\epsilon}((M''W)M') L_{A, M''}, \Phi(\epsilon, \cdot)) f_{\epsilon}|}{t_{\epsilon}(M M'') t_{\epsilon}(M'', M' : M_1)}
$$

$$
= \frac{|\nu(M, \epsilon, LR_{\epsilon}(MM''W) f_{\epsilon})|}{t_{\epsilon}(M M'') t_{\epsilon}(M'', M' : M_1)}
$$

$$
\leq \frac{t_{\epsilon}(M''W) t_{\epsilon}(W_{M''} M, M' : M_1)}{t_{\epsilon}(M'', M' : M_1)} \times \frac{t_{\epsilon}(M''W) V_{\epsilon}(M, M'')}{V_{\epsilon}(M, M'')} \to 0
$$
from $WM'$ contains a cycle for some constant $c$. Therefore we have convergence $|IV(\epsilon)|/t_\epsilon(M, M': \mathbb{M}_1) \to 0$. On the other hand, we obtain

$$\frac{W_\mathbb{M}_1(MM')}{t_\epsilon(M, M': \mathbb{M}_1)} \to \frac{c_{MM'}(MM')\nu(\mathbb{M}_M, \mathcal{L}_{MM'}h(M, \cdot))\nu(\mathbb{M}_M, h(M, \cdot))}{\nu(\mathbb{M}_M, h(M, \cdot))} + \sum_{W \in SP(M, M': \mathbb{M}_1): |W| \geq 3} c_{MM'}(W)\nu(\mathbb{M}_M, LRL(W)h(M, \cdot))$$

by using Proposition 2.11(3).

**Corollary 3.8.** Assume the conditions $(\Sigma, 1)$-$(\Sigma, 3)$, $(\Phi, 1)$-$(\Phi, 3)$ and $(\Sigma, \mathbb{M})$ with $\mathbb{M} \cap \mathbb{T}_0 \neq \emptyset$. Then for all $M, M' \in \mathbb{M} \cap \mathbb{T}_0$ with $M \neq M'$ and $t_\epsilon(M, M': \mathbb{M} \cap \mathbb{T}_1) > 0$, $\mathcal{V}_{\mathbb{M}, \epsilon}(MM')/\mathcal{G}_{\mathbb{M}, \epsilon}(MM')$ converges to 1.

**Proof.** By the proof of Proposition 3.8 we see $\mathcal{V}_{\mathbb{M}, \epsilon}(MM') \cong t_\epsilon(M, M': \mathbb{M} \cap \mathbb{T}_1) \cong \mathcal{G}_{\mathbb{M}, \epsilon}(MM')$. Therefore, $t_\epsilon(M, M': \mathbb{M} \cap \mathbb{T}_1) > 0$ implies $\mathcal{V}_{\mathbb{M}, \epsilon}(MM') > 0$ and $\mathcal{G}_{\mathbb{M}, \epsilon}(MM') > 0$. Choose any positive sequence $(\epsilon_n)$ with $\inf_n \epsilon_n = 0$. We can take a subsequence $(\epsilon'_{n})$ of $(\epsilon_n)$ satisfying that $L_{AMM', \phi_{(\cdot)}(\cdot)}(MM')$ converges for all $M, M' \in \mathbb{M} \cap \mathbb{T}$ with $t_\epsilon(MM') > 0$, and $t_\epsilon(W)/t_\epsilon(M, M': \mathbb{M} \cap \mathbb{T}_1)$ converges for all $W \in SP(M, M': \mathbb{M} \cap \mathbb{T}_1)$. By virtue of Proposition 3.8 again and by the equations (3.22) and (3.24), we obtain $\mathcal{V}_{\mathbb{M}, \epsilon}(MM')/\mathcal{G}_{\mathbb{M}, \epsilon}(MM') = \mathcal{V}_{\mathbb{M}, \epsilon}(MM')/\mathcal{G}_{\mathbb{M}, \epsilon}(MM') \to 1$ as $\epsilon \to 0$ running through $(\epsilon'_{n})$. By arbitrary choosing $(\epsilon_n)$, we see the assertion. \qed

4. **Proof of main theorems**

This section is devoted to proofs of main results given in Section 1.

4.1. **Proof of Theorem 1.1.** The assertion directly follows from Proposition 2.8 by putting $\mathbb{M} = \mathbb{T}$.

4.2. **Proof of Theorem 1.2.** By virtue of Theorem 3.6 with $\mathbb{M} = \mathbb{T}$, if $\mu(\epsilon, \cdot)$ converges to a measure $\mu$ weakly, then we obtain the form $\mu = \sum_{M \in \mathbb{T}_0} \delta(M)\mu(M, \cdot)$ for some constants $\delta(M)$. It is sufficient to show that the last assertion holds. Recall the equation

$$h(\sigma_A, \mu(\epsilon, \cdot)) = P(\sigma_A, \Phi(\epsilon, \cdot)) - \int \Phi(\epsilon, \cdot)d\mu(\epsilon, \cdot)$$

$$= P(\sigma_A, \Phi(\epsilon, \cdot)) - \int \varphi(\epsilon, \cdot)d\mu(\epsilon, \cdot) - \int \psi(\epsilon, \cdot)\chi_Nd\mu(\epsilon, \cdot)$$
Now we show $\int \psi(\epsilon, \cdot) \chi_N d\mu(\epsilon, \cdot) \to 0$. Let $u(\epsilon, \cdot) = \psi(\epsilon, \cdot) \chi_N - \log g(\epsilon, \cdot) \circ \sigma_A + \log g(\epsilon, \cdot)$. We have

$$
\int \psi(\epsilon, \cdot) \chi_N d\mu(\epsilon, \cdot) = \int u(\epsilon, \cdot) d\mu(\epsilon, \cdot)
= \lambda(\epsilon)^{-1} \int \mathcal{L}_{A, \Phi(e, \cdot)} u(\epsilon, \cdot) d\mu(\epsilon, \cdot)
= \lambda(\epsilon)^{-1} \int \mathcal{L}_{A, \varphi(e, \cdot)} (e^{u(e, \cdot)}) d\mu(\epsilon, \cdot)
= \lambda(\epsilon)^{-1} \sum_{M, M' \in \mathbb{T}} \int \mathcal{L}_{A_{M M'}, \varphi(e, \cdot)} (e^{u(e, \cdot)}) d\mu(\epsilon, \cdot)
$$

from $\mu(\epsilon, \cdot)$ is $\sigma_A$-invariant. Note $e^{u(e, \cdot)} = e^{\Phi(e, \cdot)} = \tilde{t}_e(MM')$ on $\Sigma_{M M'}$. Therefore,

$$
e^{u(e, \cdot)} \log(e^{u(e, \cdot)})
\in \left[ \min(c \tilde{t}_e(MM') \log(c^{-1} \tilde{t}_e(MM')), c^{-1} \tilde{t}_e(MM') \log(c^{-1} \tilde{t}_e(MM'))), \max(c \tilde{t}_e(MM') \log(c \tilde{t}_e(MM')), c^{-1} \tilde{t}_e(MM') \log(c \tilde{t}_e(MM'))) \right]
$$

on $\Sigma_{M M'}$ for some constant $c \geq 1$. For $M' \in \mathbb{T}_0$ and $M \in \mathbb{T}$ with $M \neq M'$, $e^{u(e, \cdot)} \log(e^{u(e, \cdot)})$ converges to 0 uniformly on $\Sigma_{M M'}$ by using $\tilde{t}_e(MM') \to 0$ (Proposition 3.3). For $M' \in \mathbb{T}_1$, $e^{u(e, \cdot)} \log(e^{u(e, \cdot)})$ is bounded on $\Sigma_{M M'}$ by $\tilde{t}_e(MM') = O(1)$. Furthermore, when $M = M' \in \mathbb{T}_0$, $e^{u(e, \cdot)}$ converges to 0 on $\Sigma_{M M} \cap N$ by the condition $(\Phi.2)$. By using $\mu(\epsilon, \sum_{M \in \mathbb{T}_1} \chi_{\Sigma M}) \to 0$, we obtain

$$
\left| \int \psi(\epsilon, \cdot) \chi_N d\mu(\epsilon, \cdot) \right|
\leq \lambda(\epsilon)^{-1} \sum_{M, M' \in \mathbb{T}} \mu(\epsilon, \Sigma M) \| \mathcal{L}_{A_{M M'}, \varphi(e, \cdot)} 1 \|_{\Sigma \mathbb{T}} \| \chi_{\Sigma M} e^{u(e, \cdot)} \log(e^{u(e, \cdot)}) \|_{\infty} \to 0.
$$

Thus $\int \psi(\epsilon, \cdot) \chi_N d\mu(\epsilon, \cdot) \to 0$. Consequently, we give

$$
\begin{align*}
& h(\sigma_A, \mu(\epsilon, \cdot)) \\
= & \rightarrow P(\sigma_B, \varphi_B) - \sum_{M \in \mathbb{T}_0} \delta(M) \int \varphi_M d\mu(M, \cdot) \\
= & \sum_{M \in \mathbb{T}_0} \delta(M) \left( P(\sigma_M, \varphi_M) - \int \varphi_M d\mu(M, \cdot) \right) = \sum_{M \in \mathbb{T}_0} \delta(M) h(\sigma_M, \mu(M, \cdot))
\end{align*}
$$

by $P(\sigma_M, \varphi_M) = P(\sigma_B, \varphi_B)$ for $M \in \mathbb{T}_0$. \hfill \square

4.3. **Proof of Theorem 1.3.** Assume $(\Sigma.1)$-$(\Sigma.3)$ and $(\Phi.1)$-$(\Phi.3)$. We give a set $\mathcal{M} = \mathcal{M}(B, T, \varphi)$ and recall the notation $\mathcal{Y}_{\mathcal{M}, e}$, $\mathcal{Y}_{\mathcal{M}, e}$, $\mathcal{G}_{\mathcal{M}, e}$, $\mathcal{G}_{\mathcal{M}, e}$, $\mathcal{V}_{\mathcal{M}, e}$, $\mathcal{V}_{\mathcal{M}, e}$, $\mathcal{G}_{\mathcal{M}, e}$ and $\mathcal{G}_{\mathcal{M}, e}$ defined in Section 3.3 with $\mathbb{M} = \mathbb{T}$. We see $\mathcal{G}_{\mathcal{M}, e}(M) = 1$ for all $M \in \mathbb{T}_0$ by this definition. We also notice that the matrices $\mathcal{Y}_{\mathcal{M}, e}$ and $\mathcal{G}_{\mathcal{M}, e}$ are both irreducible nonnegative matrices.
We take the left Perron eigenvector of $\mathcal{Y}_{2\ell,e}$ and the left Perron eigenvector of $\tilde{\mathcal{Y}}_{2\ell,e}$ which are denoted by

\begin{equation}
\tilde{U}_{2\ell,e} = (\tilde{U}_{2\ell,e}(M), \tilde{U}_{2\ell,e} = (\tilde{U}_{2\ell,e}(M))
\end{equation}

respectively, satisfying $U_{2\ell,e} \cdot V_{2\ell,e} = \tilde{U}_{2\ell,e} \cdot \tilde{V}_{2\ell,e} = 1$. Here the dot \textbullet means the inner product.

Assume also $\#T_0 = 2$. By Proposition 2.2(2)(3), we have the equations

\[
\frac{\tilde{U}_{2\ell,e}(M_1)}{\tilde{U}_{2\ell,e}(M_2)} = \frac{(\tilde{\mathcal{Y}}_{2\ell,e})_{\lambda(e)}(M_1 M_1)}{(\tilde{\mathcal{Y}}_{2\ell,e})_{\lambda(e)}(M_2 M_1)} = \lambda(e) - \lambda(M_{M_2}, \epsilon),
\]

\[
\frac{1 - \tilde{G}_{2\ell,e}(M_1)}{\tilde{G}_{2\ell,e}(M_2)} = \frac{(\tilde{\mathcal{G}}_{2\ell,e})_{\lambda(e)}(M_1 M_1)}{(\tilde{\mathcal{G}}_{2\ell,e})_{\lambda(e)}(M_2 M_1)} = \lambda(e) - \lambda(M_{M_2}, \epsilon).
\]

Therefore, $\frac{\tilde{U}_{2\ell,e}(M_1)}{\tilde{U}_{2\ell,e}(M_2)} = \frac{\tilde{G}_{2\ell,e}(M_1 M_2)}{\tilde{G}_{2\ell,e}(M_1 M_2)} \to 1$ follows from Corollary 3.3. Since $\sum_{k=1}^{\#} V_{2\ell,e}(M_k) \tilde{U}_{2\ell,e}(M_k) = 1$ holds,

\[
\frac{1}{\tilde{U}_{2\ell,e}(M_2)} = V_{2\ell,e}(M_1) \frac{\tilde{U}_{2\ell,e}(M_1)}{\tilde{U}_{2\ell,e}(M_2)} + V_{2\ell,e}(M_2) \to m(\Sigma_1) + m(\Sigma_2) = 1
\]
is satisfied under the assumption $\mu(\epsilon, \cdot) \to m$. Thus $\tilde{U}_{2\ell,e}(M_k) \to 1$ for $k = 1, 2$. On the other hand, Remark 2.4(1) yields the form

\[
V_{2\ell,e}(M_k) \tilde{U}_{2\ell,e}(M_k) = \frac{\lambda(e) - \lambda(M_{M_k}, \epsilon)}{\sum_{k=1}^{\#} (\lambda(e) - \lambda(M_{M_k}, \epsilon))}
\]

for each $k = 1, 2$. Theorem 3.6 implies that the left hand side converges to a number if and only if $\mu(\epsilon, \cdot)$ converges to a measure. Hence the assertion is complete.

\section{4.4. Proof of Theorem 1.4}

To prove this theorem, we need some lemmas as follows.

\begin{lemma}
Assume that the conditions $(\Sigma_1)$-$(\Sigma_3)$, $(\Phi_1)$-$(\Phi_3)$ and $\#T_0 = 3$ are satisfied. Then $\tilde{U}_{2\ell,e}(M) \to 1$ for each $M \in T_0$.
\end{lemma}

\begin{proof}
We write $T_0 = \{M_1, M_2, M_3\}$. In this case,

\[
\frac{\tilde{U}_{2\ell,e}(M_1)}{\tilde{U}_{2\ell,e}(M_2)} = \frac{(\tilde{\mathcal{Y}}_{2\ell,e})_{\lambda(e)}(M_1 M_1)}{(\tilde{\mathcal{Y}}_{2\ell,e})_{\lambda(e)}(M_2 M_1)} = \frac{(\tilde{\mathcal{Y}}_{2\ell,e})_{\lambda(e)}(M_1 M_2)}{(\tilde{\mathcal{Y}}_{2\ell,e})_{\lambda(e)}(M_2 M_2)} = \frac{(\tilde{\mathcal{Y}}_{2\ell,e})_{\lambda(e)}(M_1 M_3)}{(\tilde{\mathcal{Y}}_{2\ell,e})_{\lambda(e)}(M_2 M_3)}
\]

\[
\frac{1 - \tilde{G}_{2\ell,e}(M_1)}{\tilde{G}_{2\ell,e}(M_2)} = \frac{(\tilde{\mathcal{G}}_{2\ell,e})_{\lambda(e)}(M_1 M_1)}{(\tilde{\mathcal{G}}_{2\ell,e})_{\lambda(e)}(M_2 M_1)} = \frac{(\tilde{\mathcal{G}}_{2\ell,e})_{\lambda(e)}(M_1 M_2)}{(\tilde{\mathcal{G}}_{2\ell,e})_{\lambda(e)}(M_2 M_2)} = \frac{(\tilde{\mathcal{G}}_{2\ell,e})_{\lambda(e)}(M_1 M_3)}{(\tilde{\mathcal{G}}_{2\ell,e})_{\lambda(e)}(M_2 M_3)}
\]

and

\[
1 = \frac{\tilde{G}_{2\ell,e}(M_1)}{\tilde{G}_{2\ell,e}(M_2)} = \frac{(\tilde{\mathcal{G}}_{2\ell,e})_{\lambda(e)}(M_1 M_1)}{(\tilde{\mathcal{G}}_{2\ell,e})_{\lambda(e)}(M_2 M_1)} = \frac{(\tilde{\mathcal{G}}_{2\ell,e})_{\lambda(e)}(M_1 M_2)}{(\tilde{\mathcal{G}}_{2\ell,e})_{\lambda(e)}(M_2 M_2)} = \frac{(\tilde{\mathcal{G}}_{2\ell,e})_{\lambda(e)}(M_1 M_3)}{(\tilde{\mathcal{G}}_{2\ell,e})_{\lambda(e)}(M_2 M_3)}
\]

\end{proof}
are satisfied from Proposition $2.2(2)(3)$. By $\tilde{\mathcal{Y}}_{2\mathcal{R},\epsilon}(M_k M_{t})/\tilde{\mathcal{Y}}_{3\mathcal{R},\epsilon}(M_k) \to 1$ for each $k \neq l$, we obtain convergence $\tilde{U}_{3\mathcal{R},\epsilon}(M_{1})/\tilde{U}_{3\mathcal{R},\epsilon}(M_{2}) \to 1$ by using Corollary $3.8$ and Lemma $2.1$. By a similar argument above, $\tilde{U}_{3\mathcal{R},\epsilon}(M_{1})/\tilde{U}_{3\mathcal{R},\epsilon}(M_{2}) \to 1$ is fulfilled for $(i, j) = (1, 3), (2, 3)$. By $1 = \sum_{k=1}^{3} V_{2\mathcal{R},\epsilon}(M_k) \tilde{U}_{3\mathcal{R},\epsilon}(M_k)$, we have

\[
\frac{1}{U_{3\mathcal{R},\epsilon}(M_k)} = \sum_{M \in \mathcal{T}_0} \tilde{V}_{3\mathcal{R},\epsilon}(M) \tilde{U}_{3\mathcal{R},\epsilon}(M_k) \to \sum_{M \in \mathcal{T}_0} \mu(\Sigma_M) = 1
\]

when $\mu(\epsilon, \cdot)$ converges to a measure $\mu$ weakly by using Theorem $3.6$. Hence the assertion follows.

Let $i \subset \mathcal{T}_0$ be a non-empty subset with $|i| = 2$. Denoted by $\lambda^v(\mathcal{R}, i, \epsilon)$ the Perron eigenvalue of the submatrix $\mathcal{Y}_{2\mathcal{R},\epsilon}(i)$ of $\mathcal{Y}_{2\mathcal{R},\epsilon}$, and by $V_{2\mathcal{R},\epsilon}(i, \cdot) = (V_{2\mathcal{R},\epsilon}(i, M))_{M \in \mathcal{I}}$ the corresponding right Perron eigenvector of $\mathcal{Y}_{3\mathcal{R},\epsilon}(i)$ satisfying $\sum_{M \in \mathcal{I}} V_{2\mathcal{R},\epsilon}(i, M) = 1$. Note that the Perron eigenvalue of $\mathcal{Y}_{2\mathcal{R},\epsilon}(i)$ coincides with $\lambda^v(\mathcal{R}, i, \epsilon)$. We also take the corresponding right Perron eigenvector $V_{2\mathcal{R},\epsilon}(i, \cdot)$ of $\mathcal{Y}_{3\mathcal{R},\epsilon}(i)$ with $\sum_{M \in \mathcal{I}} V_{2\mathcal{R},\epsilon}(i, M) = 1$.

**Lemma 4.2.** Assume that the conditions $(\Sigma.1)$-$($$\Sigma.3$)$, $(\Phi.1)$-$($$\Phi.3$)$ and $i \mathcal{T}_0 \geq 2$ are satisfied. Let $i = \{M_1, M_2\} \subset \mathcal{T}_0$ with $M_1 \neq M_2$, $\mathcal{M}_i = i \cup \mathcal{T}_1$ and $\mathcal{J} = \mathcal{R}(\mathcal{B}, \mathcal{M}_i, \varphi) = \{\mathcal{M}_{M_1}, \mathcal{M}_{M_2}\}$. Then we have

1. $\mathcal{Y}_{2\mathcal{R},\epsilon}(M,M') > 0$ if and only if $\mathcal{Y}_{2\mathcal{R},\epsilon}(2M,M') > 0$ for $M, M' \in i$ with $M \neq M'$. In these cases, $\mathcal{Y}_{2\mathcal{R},\epsilon}(M,M') / \mathcal{Y}_{3\mathcal{R},\epsilon}(M,M') \to 1$.
2. If $\mathcal{Y}_{2\mathcal{R},\epsilon}(M_1 M_2) > 0$ and $\mathcal{Y}_{2\mathcal{R},\epsilon}(M_2 M_1) > 0$, then we have convergence $(\lambda^v(\mathcal{R}, i, \epsilon) - \lambda(\mathcal{M}_{M_1}, \epsilon))/(\lambda(\mathcal{J}_{\mathcal{M}_i, \epsilon}) - \lambda(\mathcal{M}_{M_1}, \epsilon)) \to 1$ for $M \in i$.
3. If $\mathcal{Y}_{2\mathcal{R},\epsilon}(M'M) > 0$ then $V_{2\mathcal{R},\epsilon}(i, M)/V_{3\mathcal{R},\epsilon}(M) \to 1$ for $\{M,M'\} = i$.

**Proof.**

1. By the proof of Proposition $3.7$ we see $\mathcal{Y}_{2\mathcal{R},\epsilon}(M''M''' = t_{e}(M'', M''' : T_1) \asymp \mathcal{Y}_{3\mathcal{R},\epsilon}(M''M''')$. In particular, the assertion in the first half is valid. By virtue of Proposition $3.7(1)$ again, for $\mathcal{Y}_{2\mathcal{R},\epsilon}(M'')/\mathcal{Y}_{3\mathcal{R},\epsilon}(M'') = \mathcal{Y}_{2\mathcal{R},\epsilon}(M''M')/\mathcal{Y}_{3\mathcal{R},\epsilon}(M''M') \to 1$ as $\epsilon \to 0$.

2. Denoted by $\tilde{Y}_{2\mathcal{R},\epsilon}(i) = \left( \begin{array}{ccc} \eta_{1}(\epsilon) & a_{12}(\epsilon) \\ a_{21}(\epsilon) & \eta_{2}(\epsilon) \end{array} \right)$ and $\tilde{Y}_{3\mathcal{R},\epsilon}(i) = \left( \begin{array}{ccc} \eta_{1}(\epsilon) & b_{12}(\epsilon) \\ b_{21}(\epsilon) & \eta_{2}(\epsilon) \end{array} \right)$...
with \( \eta_i(\epsilon) = \lambda(M_{M_i}, \epsilon) \) for \( i = 1, 2 \), and \( a_{ij}(\epsilon) = \tilde{V}_{2\epsilon}(M_iM_j) \) and \( b_{ij}(\epsilon) = \tilde{V}_{2\epsilon}(M_iM_j) \) for \( i \neq j \). Then \( a_{12}(\epsilon)/b_{12}(\epsilon) \to 1 \) and \( a_{21}(\epsilon)/b_{21}(\epsilon) \to 1 \) by (1). By the form
\[
\lambda'(M, i, \epsilon) - \min(\eta_1(\epsilon), \eta_2(\epsilon)) = \left( |\eta_1(\epsilon) - \eta_2(\epsilon)| + \sqrt{(\eta_1(\epsilon) - \eta_2(\epsilon))^2 + 4a_{12}(\epsilon)a_{21}(\epsilon)} \right)/2
\]
Thus we obtain (1) and by Lemma 2.1, we obtain
\[
\lambda'(M, i, \epsilon) - \min(\eta_1(\epsilon), \eta_2(\epsilon)) = \left( |\eta_1(\epsilon) - \eta_2(\epsilon)| + \sqrt{(\eta_1(\epsilon) - \eta_2(\epsilon))^2 + 4b_{12}(\epsilon)b_{21}(\epsilon)} \right)/2.
\]
and by Lemma 2.1, we obtain
\[
\frac{\lambda'(M, i, \epsilon) - \min(\eta_1(\epsilon), \eta_2(\epsilon))}{\lambda(\beta, \epsilon) - \min(\eta_1(\epsilon), \eta_2(\epsilon))} = 1.
\]
On the other hand, we see
\[
\frac{a_{12}(\epsilon)a_{21}(\epsilon)}{b_{12}(\epsilon)b_{21}(\epsilon)} = \frac{(\lambda'(M, i, \epsilon) - \min(\eta_1(\epsilon), \eta_2(\epsilon)))(\lambda'(M, i, \epsilon) - \max(\eta_1(\epsilon), \eta_2(\epsilon)))}{(\lambda(\beta, \epsilon) - \min(\eta_1(\epsilon), \eta_2(\epsilon)))(\lambda(\beta, \epsilon) - \max(\eta_1(\epsilon), \eta_2(\epsilon)))},
\]
Thus
\[
\frac{\lambda'(M, i, \epsilon) - \max(\eta_1(\epsilon), \eta_2(\epsilon))}{\lambda(\beta, \epsilon) - \max(\eta_1(\epsilon), \eta_2(\epsilon))} = 1.
\]
Since \( \eta_1(\epsilon), \eta_2(\epsilon) \) are in \( \{\min(\eta_1(\epsilon), \eta_2(\epsilon)), \max(\eta_1(\epsilon), \eta_2(\epsilon))\} \), the assertion is fulfilled.

(3) We have the form
\[
\begin{pmatrix}
\tilde{V}_{3\epsilon}(M''') \\
\tilde{V}_{3\epsilon}(M''')
\end{pmatrix} = \frac{c(\epsilon)}{c_1(\epsilon)} \begin{pmatrix}
\lambda(\beta, \epsilon) - \lambda(MM'', \epsilon) \\
\tilde{V}_{3\epsilon}(M''')
\end{pmatrix}
\]
and
\[
\begin{pmatrix}
\tilde{V}_{2\epsilon}(i, M') \\
\tilde{V}_{2\epsilon}(i, M')
\end{pmatrix} = \frac{1}{c_2(\epsilon)} \begin{pmatrix}
\lambda(M, i, \epsilon) - \lambda(MM'', \epsilon) \\
\tilde{V}_{2\epsilon}(M''')
\end{pmatrix}
\]
with \( c(\epsilon) = \tilde{V}_{3\epsilon}(M_1) + \tilde{V}_{3\epsilon}(M_2), c_1(\epsilon) = \lambda(\beta, \epsilon) - \lambda(MM'', \epsilon) + \tilde{V}_{3\epsilon}(M''') \) and \( c_2(\epsilon) = \lambda(M, i, \epsilon) - \lambda(MM'', \epsilon) + \tilde{V}_{2\epsilon}(M''') \). We have \( c(\epsilon) \to 1 \) from Theorem 5.1 by replacing \( M = \beta \). The assumption \( \tilde{V}_{2\epsilon}(M''') > 0 \) implies \( \tilde{V}_{3\epsilon}(M'') > 0 \) and \( \tilde{V}_{2\epsilon}(i, M') > 0 \). Hence the assertion follows from (1), (2) and Proposition 2.1.

Lemma 4.3. Assume that the conditions (1.1)-(1.3), (2.1)-(2.3) and \( \tau_0 = 3 \) are satisfied. We use the notation \( i, M, \beta, \lambda(\beta, \epsilon) \) in Lemma 4.2. Then we have
\[
\frac{\lambda(\beta, \epsilon) - \lambda(\beta, \epsilon)}{\lambda(\beta, \epsilon) - \lambda'(M, i, \epsilon)} = 1.
\]

Proof. \( \tau_0 \) denotes \( \{M, M', M''\} \). In the case when either \( \tilde{V}_{2\epsilon}(M'M') = 0 \) or \( \tilde{V}_{2\epsilon}(M'M) = 0 \), we notice
\[
\lambda(\beta, \epsilon) = \lambda'(M, i, \epsilon) = \max(\lambda(MM', \epsilon), \lambda(MM'') \epsilon).
\]
Thus we obtain
\[
(\lambda(\beta, \epsilon) - \lambda(\beta, \epsilon))/(\lambda(\beta, \epsilon) - \lambda'(M, i, \epsilon)) = 1.
\]
Assume \( \tilde{\gamma}_{3t,\epsilon}(MM') > 0 \) and \( \tilde{\gamma}_{3t,\epsilon}(M'M) > 0 \). In this case, we notice that the \( M = M_i \) satisfies the condition \( (\Sigma, M) \). First we estimate the difference \( \lambda(\epsilon) - \lambda^c(2\epsilon, i, \epsilon) \). We have

\[
\lambda(\epsilon) - \lambda^c(2\epsilon, i, \epsilon) = \frac{\tilde{U}_{3t,\epsilon}(\tilde{\gamma}_{3t,\epsilon}(i)) - \tilde{\gamma}_{3t,\epsilon}(i)}{U_{3t,\epsilon} \cdot \tilde{V}_{3t,\epsilon}(i, \cdot)} = \frac{\tilde{U}_{3t,\epsilon}(M''(\tilde{\gamma}_{3t,\epsilon}(M)\tilde{V}_{3t,\epsilon}(M) + \tilde{\gamma}_{3t,\epsilon}(M'M)\tilde{V}_{3t,\epsilon}(M'))}{U_{3t,\epsilon}(M)\tilde{V}_{3t,\epsilon}(i, M) + \tilde{U}_{3t,\epsilon}(M')(\tilde{V}_{3t,\epsilon}(i, M')}
\]

\[
= I_1(\epsilon)(\tilde{\gamma}_{3t,\epsilon}(M'M)I_2(\epsilon)\tilde{V}_{3,\epsilon}(M) + \tilde{\gamma}_{3t,\epsilon}(M'M')I_3(\epsilon)\tilde{V}_{3,\epsilon}(M'))
\]

\[
= I_1(\epsilon)\left(\frac{\nu(M_M', \epsilon, g(\epsilon, \cdot))}{\nu(M_M, \epsilon, g(\epsilon, \cdot))}\tilde{\gamma}_{3t,\epsilon}(M'M)I_2(\epsilon)\frac{\nu(M_M, \epsilon, g(\epsilon, \cdot))}{\nu(M_M, \epsilon, g(\epsilon, \cdot))}\tilde{V}_{3,\epsilon}(M)ight)
\]

\[
= I_1(\epsilon)\left(\frac{\nu(M_M', \epsilon, g(\epsilon, \cdot))}{\nu(M_M, \epsilon, g(\epsilon, \cdot))}\tilde{\gamma}_{3t,\epsilon}(M'M')I_3(\epsilon)\frac{\nu(M_M', \epsilon, g(\epsilon, \cdot))}{\nu(M_M, \epsilon, g(\epsilon, \cdot))}\tilde{V}_{3,\epsilon}(M')ight)
\]

and

\[
I_1(\epsilon) = \frac{1}{U_{3t,\epsilon}(M)\tilde{V}_{3t,\epsilon}(i, M) + U_{3t,\epsilon}(M')\tilde{V}_{3t,\epsilon}(i, M')} \to 1
\]

\[
I_2(\epsilon) = \frac{\tilde{V}_{3t,\epsilon}(i, M)}{\tilde{V}_{3,\epsilon}(M)} \to 1, \quad I_3(\epsilon) = \frac{\tilde{V}_{3t,\epsilon}(i, M')}{\tilde{V}_{3,\epsilon}(M')} \to 1
\]

by Lemma 1.11 Lemma 1.22(3) and the fact \( \tilde{V}_{3t,\epsilon}(i, M) + \tilde{V}_{3t,\epsilon}(i, M') = 1 \). Let

\[
t_\epsilon(i) = \sum_{W \in i} t_\epsilon(M'', W : T_1)\tilde{V}_{3,\epsilon}(W).
\]

We take a sequence \( (\epsilon_n) \) so that for any \( W = W_1 \cdots W_{|W|} \in \bigcup_{W \in i} SP(M'', W' : T_1) \), \( t_\epsilon(W)\tilde{V}_{3,\epsilon}(W) \) converges to a number \( c(W) \) when \( \epsilon = \epsilon_n \to 0 \). Thus,

\[
\frac{\gamma_{3t,\epsilon}(M'M)I_2(\epsilon)\tilde{V}_{3,\epsilon}(M) + \gamma_{3t,\epsilon}(M'M')I_3(\epsilon)\tilde{V}_{3,\epsilon}(M')}{t_\epsilon(i)} \to \sum_{W \in i} \sum_{W \in SP(M'', W' : T_1)} c(W)\nu(M_{W' \epsilon}, LRL(W)h(M_{M'' \epsilon}, \cdot))
\]

is satisfied as \( \epsilon \to 0 \) running through \( (\epsilon_n) \).
Next, we will evaluate the difference $\lambda(\epsilon) - \lambda(\tilde{\lambda}, \epsilon)$. By using the equations $\mathcal{L}_{A, \Phi(\epsilon, \cdot)} 1 = \lambda(\epsilon)$ and $\mathcal{L}^*_{A(M_i, \Phi(\epsilon, \cdot))} \tilde{\nu}(M_i, \epsilon, \cdot) = \lambda(\tilde{\lambda}, \epsilon) \tilde{\nu}(M_i, \epsilon, \cdot)$, we find
\[
\lambda(\epsilon) - \lambda(\tilde{\lambda}, \epsilon) = \tilde{\nu}(M_i, \epsilon, \mathcal{L}_{A, \Phi(\epsilon, \cdot)} 1) = \nu(M_i, \epsilon, \sum_{W \in M_i} \mathcal{L}_{A, \Phi(\epsilon, \cdot)} 1)
\]
\[
= \nu(M_i, \epsilon, \sum_{W \in M_i} \mathcal{L}_{A, \Phi(\epsilon, \cdot)} f(M''', \epsilon, \cdot)) \frac{\nu(M_{M'''}, \epsilon, g(\epsilon, \cdot))}{\nu(M_i, \epsilon, g(\epsilon, \cdot))}
\]
with
\[
f(M'', \epsilon, \cdot) = \frac{g(\epsilon, \cdot) \chi_{\Sigma M''}}{\nu(M_{M''}, \epsilon, g(\epsilon, \cdot))} \rightarrow \frac{h(M'', \cdot)}{\nu(M_{M''}, \epsilon, h(M'', \cdot))} = h(M_{M''}, \cdot)
\]
from $\nu(M_{M''}, \epsilon, g(\epsilon, \cdot) \chi_{\Sigma W})/G(\epsilon) \rightarrow 0$ for $W \in T_1$ by using (3.28) and Proposition 2.11(2). Here we have
\[
\nu(M_i, \epsilon, \mathcal{L}_{A, \Phi(\epsilon, \cdot)} f(M''', \epsilon, \cdot))
\]
\[
= \nu(M_i, \epsilon, \mathcal{L}_{A, \Phi(\epsilon, \cdot)} f(M''', \epsilon, \cdot))/\nu(M_i, \epsilon, \chi_{\Sigma W})
\]
\[
t_e(i)
\]
\[
= \frac{V_{3, c}(W) t_e(M'''W)}{t_e(i)} \frac{\nu(M_i, \epsilon, LR(\epsilon) \mathcal{L}_{A, \Phi(\epsilon, \cdot)} f(M'''', \epsilon, \cdot))/\nu(M_i, \epsilon, \chi_{\Sigma W})}{\nu(W, h(M_{M'''}, \cdot))} + o(1)
\]
\[
\rightarrow c(M'''W) \nu(M_{M'''}, \mathcal{L}(M'''W)h(M_{M'''}, \cdot))
\]
as $\epsilon \rightarrow 0$ running through $(\epsilon_n)$ by Proposition 2.10(2). Furthermore, the proof of Proposition 3.3(2) implies that for $W \in T_1$
\[
\nu(M_i, \epsilon, \mathcal{L}_{A, \Phi(\epsilon, \cdot)} f(M''', \epsilon, \cdot))/t_e(i)
\]
\[
= \sum_{W' \in VSP} \nu(M_i, \epsilon, LR(\epsilon) \mathcal{L}_{A, \Phi(\epsilon, \cdot)} f(M'''', \epsilon, \cdot))/t_e(i)
\]
\[
+ o(VSP_\epsilon(M_i, W))/t_e(i)
\]
\[
= \sum_{W' \in VSP} \nu(M_i, \epsilon, LR(\epsilon) \mathcal{L}_{A, \Phi(\epsilon, \cdot)} f(M'''', \epsilon, \cdot))/t_e(i) \times
\]
\[
\rightarrow c(M'''W) \nu(M_{M'''}, \mathcal{L}(M'''W)h(M_{M'''}, \cdot))
\]
by using the limit
\[
\frac{\nu(M_i, \epsilon, f_{\chi_{\Sigma W}})}{V_{3, c}(W')} = \frac{\nu(M_i, \epsilon, f_{\chi_{\Sigma W}})}{\nu(M_i, \epsilon, h(M_{M'''}, \epsilon, \cdot))} \rightarrow \frac{\nu(W', f)}{\nu(W', h(M_{M'''}, \cdot))} = \nu(M_{M'''}, f)
\]
Recall the form (Proof of Theorem 1.4) with Proposition 2.10(2), where LRL is defined in Proposition 3.7. Thus we have

$$\nu(\mathcal{M}, \epsilon, \sum_{W \in \mathcal{M}_2} \mathcal{J}_{\mathcal{M}'}(\mathcal{f}(\mathcal{M'}, \epsilon))^2)$$

\begin{equation}
\lambda(\epsilon) - \lambda(3, \epsilon) \\to \sum_{W' \in W \in SP(M_2, W', T_1)} \epsilon(W) \nu(\mathcal{M}, \epsilon, \mathcal{J}_{\mathcal{M}'}(\mathcal{f}(\mathcal{M'}, \epsilon)))
\end{equation}

as \( \epsilon \to 0 \) running over \((\epsilon_n)\). Consequently, the limits (4.2) and (4.3) yield

\[
\frac{\lambda(\epsilon) - \lambda(3, \epsilon)}{\lambda(\epsilon) - \lambda(2, \epsilon)} = \frac{I_1(\epsilon)(\mathcal{J}_{\mathcal{M}'}(\mathcal{M}')I_2(\epsilon)\mathcal{V}_{\mathcal{M}, \epsilon}(\mathcal{M}) + \mathcal{J}_{\mathcal{M}'}(\mathcal{M}'\mathcal{M}'\mathcal{M}))}{\nu(\mathcal{M}, \epsilon, \sum_{W \in \mathcal{M}_2} \mathcal{J}_{\mathcal{M}'}(\mathcal{f}(\mathcal{M'}, \epsilon)))} \rightarrow 1
\]

as \( \epsilon \to 0 \) running over \((\epsilon_n)\). This converging does not depend on how to choose a sequence \((\epsilon_n)\). Hence the proof is complete. \(\square\)

**5. Examples**

5.1. A relation between potentials and convergence of Gibbs measures. In Theorem 1.3 and Theorem 1.4, we found the relation between convergence of the Gibbs measure \( \mu(\epsilon, \cdot) \) and convergence of the expression \( \delta_i(k) \) using eigenvalues of generalized Ruelle operators. However, the relation between convergence of \( \mu(\epsilon, \cdot) \) and the potential \( \Phi(\epsilon, \cdot) \) is not immediately clear. In this section, we illustrate this relation by using asymptotic expansion techniques for eigenvalues of Ruelle operators under the case \( \sharp \mathbb{T}_0 = 2 \).

Assume that \((\Sigma.1)-(\Sigma.3), (\Phi.1)-(\Phi.3)\) and \( \sharp \mathbb{T}_0 = 2 \) are satisfied. We use the notation \( \lambda(\epsilon) \) and \( \lambda(\mathcal{M}, \epsilon) \) defined in Theorem 1.3. Let

\[
c_1(\epsilon) = \frac{\lambda(\epsilon) - \lambda(\mathcal{M}(1), \epsilon)}{\lambda(\epsilon) - \lambda(\mathcal{M}(2), \epsilon)},
\]

\[
c_2(\epsilon) = \frac{\lambda(\mathcal{M}(2), \epsilon) - \lambda(\mathcal{M}(1), \epsilon)}{\mathcal{J}_{\mathcal{M}'}(\mathcal{M}_1\mathcal{M}_2)\mathcal{J}_{\mathcal{M}'}(\mathcal{M}_2\mathcal{M}_1)}.
\]

By direct calculation, we have the expression

\[
\frac{|1 - c_1(\epsilon)|(1 - c_1(\epsilon))}{c_1(\epsilon)} = \frac{\lambda(\mathcal{M}(2), \epsilon) - \lambda(\mathcal{M}(1), \epsilon)}{(\lambda(\epsilon) - \lambda(\mathcal{M}(1), \epsilon))(\lambda(\epsilon) - \lambda(\mathcal{M}(2), \epsilon))}.
\]
By expanding the equation \( \det(\lambda I - \mathcal{Y}_{\theta, \epsilon}) = 0 \), we see the relation

\[
\frac{|1 - c_1(\epsilon)|(1 - c_1(\epsilon))}{c_1(\epsilon)} = c_2(\epsilon).
\]

Thus Theorem 1.3 implies that \( \mu(\epsilon, \cdot) \) converges iff \( c_1(\epsilon) \) converges in \( \mathbb{R} \cup \{\infty\} \) iff \( c_2(\epsilon) \) converges in \( \mathbb{R} \cup \{\pm \infty\} \). If \( c_2(\epsilon) \to c_2 \) then \( \mu(\epsilon, \cdot) \) converges to

\[
\begin{cases}
1 + \text{sign}(c_2)\sqrt{\frac{|c_2|}{(|c_2|+4)}} \mu(M_1, \cdot) + \frac{1-\text{sign}(c_2)\sqrt{\frac{|c_2|}{(|c_2|+4)}}}{2} \mu(M_2, \cdot), & c_2 \in \mathbb{R} \\
\mu(M_1, \cdot), & c_2 = \infty \\
\mu(M_2, \cdot), & c_2 = -\infty.
\end{cases}
\]

For simplicity we consider only the case:

(a) \( T = T_0 \) and \( A_{M,M} = M \) for each \( M \in T_0 \).

Under this condition, \( \lambda(M_0, \epsilon) \) equals \( \lambda(M, \epsilon) \) and is the Perron eigenvalue of the operator \( \mathcal{L}_{A_{M,M}, \Phi(\cdot, \cdot)} = \mathcal{L}_{M, \Phi(\cdot, \cdot)} \) for \( M \in T_0 \). Moreover, for fixed integers \( n(1) \geq 0 \) and \( n(2) \geq 1 \), we introduce the following conditions of asymptotic expansions:

(b) \( \varphi(\epsilon, \cdot) \in F_\theta(\Sigma_A^+, \mathbb{R}) \) has the \( n(1) \)-order asymptotic expansion \( \varphi(\epsilon, \cdot) = \varphi + \varphi_1 \epsilon + \cdots + \varphi_{n(1)} \epsilon^{n(1)} + \tilde{\varphi}_{n(1)}(\epsilon, \cdot) \epsilon^{n(1)} \) and \( \|\tilde{\varphi}_{n(1)}(\epsilon, \cdot)\|_\infty \to 0 \) as \( \epsilon \to 0 \), where \( \varphi, \varphi_1, \ldots, \varphi_{n(1)} \) are in \( F_\theta(\Sigma_A^+, \mathbb{R}) \).

(c) \( \psi(\epsilon, \cdot) \in F_\theta(\Sigma_A^+, \mathbb{R}) \) has the \( n(2) \)-order asymptotic expansion \( \psi(\epsilon, \cdot) = \psi_1 \epsilon + \cdots + \psi_{n(2)} \epsilon^{n(2)} + \tilde{\psi}_{n(2)}(\epsilon, \cdot) \epsilon^{n(2)} \) and \( \|\tilde{\psi}_{n(2)}(\epsilon, \cdot)\|_\infty \to 0 \) as \( \epsilon \to 0 \), where \( \psi_1, \ldots, \psi_{n(2)} \) are in \( F_\theta(\Sigma_A^+, \mathbb{R}) \).

(d) \( \sup_{\theta>0}[|\tilde{\varphi}_{n(1)}(\epsilon, \cdot)|_\theta] < \infty \) and \( \sup_{\theta>0}[|\tilde{\psi}_{n(2)}(\epsilon, \cdot)|_\theta] < \infty \).

We notice that the assumptions (b) – (d) yield the conditions \((\Phi.1)-(\Phi.3)\). The condition (b) implies the following:

**Proposition 5.1** \((\text{II})\). Assume that \((\Sigma.1)-(\Sigma.3), (a) and (b)\). Then for each \( M \in T_0 \), there exist unique numbers \( \lambda_{M,j} \in \mathbb{R} \) \((1 \leq j \leq n)\) such that the asymptotic expansion

\[
\lambda(M_0, \epsilon) = \lambda + \lambda_{M,1} \epsilon + \cdots + \lambda_{M,n} \epsilon^n + \tilde{\lambda}_{M,n}(\epsilon) \epsilon^n
\]

is satisfied with \( |\tilde{\lambda}_{M,n}(\epsilon)| \to 0 \) as \( \epsilon \to 0 \).

**Proof.** By applying Lemma 4.1 in \((\text{I})\) to the operator \( \mathcal{L}_{M, \Phi(\cdot, \cdot)} \in \mathcal{L}(C(\Sigma_M^+)) \), this assertion follows immediately. \(\square\)
For a convenience, we put $\psi_0 = \chi_{\Sigma'_{kk} \setminus N}$ and write $\mathbb{T}_0 = \{1, 2\}$ by regarding as $k = B_{kk}$ for $k = 1, 2$. We introduce some numbers below.

$$s = \begin{cases} l, & \lambda_{1,1} = \lambda_{2,1}, \ldots, \lambda_{1,l-1} = \lambda_{2,l-1} \\
\infty, & \lambda_{1,l} \neq \lambda_{2,l} \text{ for some } 1 \leq l \leq n(1) \end{cases}$$

for any $0 \leq l \leq n(1)$.

$$s(\ell k') = \begin{cases} l, & \psi_0 = \cdots = \psi_{l-1} = 0 \text{ on } \Sigma_{kk'} \text{ and} \\
\infty, & \psi_l \neq 0 \text{ on } \Sigma_{kk'} \text{ for some } 0 \leq l \leq n(2) \end{cases}$$

for any $0 \leq l \leq n(2)$.

$$d(\ell k') = \nu(k', \mathcal{L}_{B_{kk'}, \varphi}(h(k', \cdot) \psi_0(\ell k') )) \text{ if } s(\ell k') < \infty.$$}

for $k, k' \in \mathbb{T}_0$ with $k \neq k'$. Under these notation, we obtain the following:

**Proposition 5.2.** Assume that $(\Sigma.1)$-$(\Sigma.3)$, $(a)$-$(d)$ and $\mathbb{T}_0 = 2$ are satisfied. Then $c_2(\ell)$ converges to

$$c_2 = \begin{cases} \frac{1}{d(12)d(21)} [\lambda_{1,s} - \lambda_{2,s}] (\lambda_{2,s} - \lambda_{2,s}), & \text{if } 2s = s(12) + s(21) < \infty \\
0, & \text{if } 2s > s(12) + s(21) \\
\text{sign}(\lambda_{1,s} - \lambda_{2,s}) \infty, & \text{if } 2s < \min(n(2) + 1, s(12)) + \min(n(2) + 1, s(21)). \end{cases}$$

**Proof.** First we show that if $s(\ell k') < \infty$ then $\nu_{2M_0}(MM') / \epsilon^s(\ell k')$ converges to $d(\ell k')$. To do this, we will claim $e^{\Phi(\cdot)} / \epsilon^s(\ell k') \rightarrow e^{\Phi(\ell k')} \psi_0(\ell k')$ on $\Sigma_{kk'}$. Indeed, in the case when $s(\ell k') = 0$ i.e. $\psi_0 = \chi_{\Sigma_{kk'} \setminus N} \neq 0$ on $\Sigma_{kk'}$, we have

$$e^{\Phi(\cdot)} = e^{\Phi(\ell k')} \psi_0 + e^{\Phi(\ell k')} \psi^0 \chi_N \rightarrow e^{\Phi(\ell k')} \psi_0 \text{ on } \Sigma_{kk'}.$$

In the case when $0 < s(\ell k') < \infty$, we see

$$e^{\Phi(\ell k')} / \epsilon^s(\ell k') \rightarrow e^{\Phi(\cdot)} \psi^0 \chi_N / \epsilon^s(\ell k') \rightarrow e^{\Phi(\ell k')} \psi_0(\ell k') \text{ on } \Sigma_{kk'}.$$

Therefore, we obtain

$$\frac{\nu_{2M_0}(MM')}{\epsilon^s(\ell k')} = \frac{\nu(M_0, \epsilon, \mathcal{L}_{A_{MM'}, \Phi(\cdot), \psi^0} h(M, \epsilon, \cdot))}{\nu(M_0, \epsilon, h(M', \epsilon, \cdot) / \epsilon^s(\ell k'))} \rightarrow d(\ell k').$$

Next we will show the assertion by considering the following cases:

The case $s < \infty, s(12) < \infty$ and $s(21) < \infty$: In this case, the expression

$$c_2(\ell) = \frac{|\lambda_{1,s} - \lambda_{2,s}| (\lambda_{1,s} - \lambda_{2,s}) \epsilon^{2s} + o(\epsilon^{2s})}{d(12)d(21)\epsilon^{s(12) + s(21)} + o(\epsilon^{s(12) + s(21)})}.$$
is satisfied. This implies the assertion \((5.2)\).
The case \(s = \infty\), \(s(12) < \infty\) and \(s(21) < \infty\): We see
\[
c_2(\epsilon) = \frac{o(\epsilon^{2n})}{d(12)d(21)\epsilon^{s(12)} + o(\epsilon^{s(12)} + s(21))} \to 0.
\]
The case \(s < \infty\), \(s(12) = \infty\) and \(s(21) = \infty\): In this case, we have
\[
c_2(\epsilon) = \frac{|\lambda_{1,s} - \lambda_{2,s}|(\lambda_{1,s} - \lambda_{2,s})\epsilon^{2s} + o(\epsilon^{2s})}{o(\epsilon^{2n})} \to \text{sign}(\lambda_{1,s} - \lambda_{2,s})\infty.
\]
The case \(s(12) = \infty\), \(s(21) < \infty\) and \(2s < n(2) + 1 + s(21)\):
\[
c_2(\epsilon) = \frac{|\lambda_{1,s} - \lambda_{2,s}|(\lambda_{1,s} - \lambda_{2,s})\epsilon^{2s} + o(\epsilon^{2s})}{o(\epsilon^{n+s(21)})} \to \text{sign}(\lambda_{1,s} - \lambda_{2,s})\infty.
\]
The case \(s(21) = \infty\), \(s(12) < \infty\) and \(2s < n(2) + 1 + s(12)\): By a similar argument in above case, we obtain the assertion. \(\Box\)

If \(s\), \(s(12)\) and \(s(21)\) do not satisfy in the conditions \((5.2)\), then \(c_2(\epsilon)\) might not converge. For example, we assume
\[
\bar{\varphi}_n(1)(\epsilon, \cdot) = \sin(1/\epsilon)\chi_{\Sigma_1}\epsilon^{n(1)+1} + o(\epsilon^{n(1)+1}),
\]
\[
\bar{\psi}_n(2)(\epsilon, \cdot) = \chi_{\Sigma_2 \cup \Sigma_1} \epsilon^{n(2)+1} + o(\epsilon^{n(2)+1})
\]
in \(C(\Sigma_A^+).\) Choose any positive sequence \((\epsilon(k))\) with \(\inf_k \epsilon(k) = 0\) so that \(\sin(1/\epsilon(k))\) converges to a number \(c(j)\) as \(k \to \infty\). Assume \(s = s(12) = s(21) = \infty\) and \(n = n(1) = n(2)\). Lemma 4.1 in [10] again implies that
\[
(5.3) \quad c_2(\epsilon) \to c_2 = \frac{|\lambda_{1,n+1} - \lambda_{2,n+1}|(\lambda_{1,n+1} - \lambda_{2,n+1})}{\nu(2, L_{B_{12}, \varphi}(h(1, \cdot))) \nu(2, L_{B_{12}, \varphi}(h(1, \cdot)))}
\]
routing through \((\epsilon(k))\), where \(\lambda_{k,n+1}\) has the form
\[
(5.4) \quad \lambda_{k,n+1} = \sum_{j=1}^{n+1} \nu(k, \mathcal{P}_{k,n+1-j} L_{k,j} h(k, \cdot)),
\]
\[
L_{k,j} = L_{B_{k,k}, \varphi}(F_j), \quad F_j = \sum_{0 \leq i_1, \cdots, i_j \leq j, i_1 + 2i_2 + \cdots + ji_j = j} \varphi_{i_1}^j \cdots \varphi_{i_j}^j / (i_1! \cdots i_j!)
\]
and \(\mathcal{P}_{k,0}\) is the eigenprojection of the eigenvalue \(\lambda\) of \(L_{B_{k,0}, \varphi}\) defined by \(\mathcal{P}_{k,0}f = \nu(k, h(k, \cdot) f)\), \(\mathcal{P}_{k,j} = \sum_{i=1}^j \mathcal{P}_{k,j-i}(\lambda_{k,j} I - L_{k,j}) S_k\) and \(S_k = (L_{B_{k,0}, \varphi} - \mathcal{P}_{k,0} - \lambda I)^{-1}(I - \mathcal{P}_{k,0})\). Notice that terms depending on \(\epsilon(1)\) in the summation \((5.4)\) are only \(\nu(1, \mathcal{P}_{1,0} L_{1,n+1} h(1, \cdot))\), and this term is equal to \(\lambda \epsilon(1)\). Therefore the number \(c_2\) given by \((5.3)\) depends on \(\epsilon(1)\). This implies that \(c_2(\epsilon)\) does not converge as \(\epsilon \to 0\) and hence so is for the Gibbs measure \(\mu(\epsilon, \cdot)\).
5.2. **An example in the case when** $\mathbb{T}_0 = 3$. In this section, we demonstrate limits of Gibbs measures by using Theorem 1.4 under the case $\mathbb{T}_0 = 3$. Let $A$ and $B$ be $6 \times 6$ matrices so that

\[
A = \begin{pmatrix} I & I & O \\ O & I & I \\ I & I & I \end{pmatrix}, \quad B = \begin{pmatrix} I & O & O \\ O & I & O \\ O & O & I \end{pmatrix} \text{ with } I = \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix},
\]

\[
\Phi(\epsilon, \omega) = \begin{cases} 
\log \epsilon & \omega \in \Sigma_{12} \cup \Sigma_{23} \\
s \log \epsilon & \omega \in \Sigma_{32} \\
(\sin(1/\epsilon)/3 + 1) \log \epsilon & \omega \in \Sigma_{31} \\
0 & \text{otherwise},
\end{cases}
\]

where $s$ is a positive number and $\Sigma_{kk'} = \{ \omega \in \Sigma^+_d : \omega_0 \omega_1 \in \{2k-1, 2k\} \times \{2k'-1, 2k'\} \}$. In this case, we see that the six conditions $(\Sigma.1)-(\Sigma.3)$, $(\Phi.1)-(\Phi.3)$ are satisfied, and $\mathbb{T}_0 = 3$ holds. For a simple, we write $\mathbb{T}_0 = \{1, 2, 3\}$ by regarding as $k = B_{kk}$ for $k = 1, 2, 3$. We find

\[
\lambda(1, \epsilon) = \lambda(2, \epsilon) = \lambda(3, \epsilon) = \lambda(\{1, 2\}, \epsilon) = \lambda(\{1, 3\}, \epsilon) = 2 \quad \text{and} \quad \lambda(\{2, 3\}, \epsilon) = 2 + 2e^{(1+s)/2}.
\]

Therefore, the expression (1.6) have the forms

\[
\delta_1^0(1) = (\lambda(\epsilon) - \lambda(\{2, 3\}, \epsilon))(\lambda(\epsilon) + \lambda(\{2, 3\}, \epsilon) - \lambda(2, \epsilon) - \lambda(3, \epsilon)) = (\lambda(\epsilon) - 2)^2 - 4e^{1+s}
\]

\[
\delta_2^0(2) = (\lambda(\epsilon) - \lambda(\{1, 3\}, \epsilon))(\lambda(\epsilon) + \lambda(\{1, 3\}, \epsilon) - \lambda(1, \epsilon) - \lambda(3, \epsilon)) = (\lambda(\epsilon) - 2)^2
\]

\[
\delta_3^0(3) = (\lambda(\epsilon) - \lambda(\{1, 2\}, \epsilon))(\lambda(\epsilon) + \lambda(\{1, 2\}, \epsilon) - \lambda(1, \epsilon) - \lambda(2, \epsilon)) = (\lambda(\epsilon) - 2)^2.
\]

We see

\[
\delta_1(1) = c(\epsilon) \left(1 - \frac{4e^{1+s}}{(\lambda(\epsilon) - 2)^2}\right), \quad \delta_2(2) = \delta_3(3) = c(\epsilon)
\]

with $c(\epsilon) = (3 - 4e^{1+s}/(\lambda(\epsilon) - 2)^2)^{-1}$. Moreover,

\[
\lambda(\epsilon) = \frac{1}{3} K(\epsilon)^{1/3} + \frac{4e^{s+1}}{K(\epsilon)^{1/3}} + 2
\]

with $K(\epsilon) = 108e^{2}e^{(1/3)\sin(1/\epsilon)+1} + 12\sqrt{-12}e^{3(s+1)} + 81e^{4e^{2/3}\sin(1/\epsilon)+2}$. For any sequence $a(\epsilon)$ on $\mathbb{R}$, denoted by $A(a(\epsilon))$ the totally of the accumulation points of this sequence as $\epsilon \to 0$. Now, we consider the five cases as follows:

The case $0 < s < 7/9$: We have $K(\epsilon) = e^{3s+3/2}(12\sqrt{-12} + o(1)), \lambda(\epsilon) = e^{s+1/2}(2 + o(1)) + 2$ and therefore $4e^{s+1}/(\lambda(\epsilon) - 2)^2 \to 1$. Thus we see $\mu(\epsilon, \cdot) \to \sum_{k=2}^3 \mu(B_{kk}, \cdot)/2$.

The case $s = 7/9$: In this case, $K(\epsilon) = c_1(\epsilon)e^{3s+3/2}$ with $c_1(\epsilon) = 108e^{2}e^{(1/3)\sin(1/\epsilon)+1} + 12\sqrt{-12} + 81e^{-4/3}e^{2\sin(1/\epsilon)}/3^{1/3}$ and $4e^{s+1}/(\lambda(\epsilon) - 2)^2 = 4/(c_1(\epsilon)^{1/3} + 4/c_1(\epsilon)^{1/3})^2$ are satisfied. Since $A(c_1(\epsilon)) = [0, c_1]$ with $c_1 = 108 + 12\sqrt{69}$ and the map $x \mapsto x^{1/3} + 4/x^{1/3}$ has the lower bound $4/\sqrt{3}$ at $x = 24\sqrt{3} < c_1$, we see $A(\mu(\epsilon, \Sigma_1)) = [1/3, 1/3] \quad \text{and} \quad A(\mu(\epsilon, \Sigma_k)) = [1/3, 4/9]$ for $k = 2, 3$. In particular, $\mu(\epsilon, \cdot)$ does not converge.
The case $7/9 < s < 11/9$: If $\sin(1/\epsilon) = -1$ then we notice $K(\epsilon) = \epsilon^2 e^{\sin(1/\epsilon)/3 + 1}(c_1 + o(1))$, $\lambda(\epsilon) = \epsilon^{8/9}(c_1^{1/3} + o(1)) + 2$ and therefore we obtain $4\epsilon^{s+1}/(\lambda(\epsilon) - 2)^2 \to 0$. On the other hand, if $\sin(1/\epsilon) = 1$ then $4\epsilon^{s+1}/(\lambda(\epsilon) - 2)^2 \to 1$ as well as the case $(II)$. Thus $A(\mu(\epsilon, \Sigma)) = [0, 1/3]$ and $A(\mu(\epsilon, \Sigma_k) = [1/3, 1/2]$ for $k = 2, 3$.

The case $s = 11/9$: We have $K(\epsilon) = c_3(\epsilon)\epsilon^2 e^{\sin(1/\epsilon)/3 + 1}$ with the map $c_3(\epsilon) = 108 + 12\sqrt{-12e^{8/3} - 2e^{\sin(1/\epsilon)/3 + 2/3} + 81}$. Therefore $A(4\epsilon^{s+1}/(\lambda(\epsilon) - 2)^2) = [0, c_2]$, where $c_2 = 4/(c_1^{1/3} + 4/c_1^{1/3})$. In particular, $\mu(\epsilon, \cdot)$ does not converge. In particular, $A(\mu(\epsilon, \Sigma)) = [(1 - c_2)/(3 - c_2), 1/3]$.

The case $s > 11/9$: $K(\epsilon) \in [\epsilon^{10/3}(108 + 12\sqrt{-12e^{8/3} + 81}, \epsilon^{8/3}(108 + 12\sqrt{-12e^{10/3} + 81}]]$ is satisfied and thus $\lambda(\epsilon) \in [2^{2/3}e^{10/9}, 3e^{8/9}]$ for a small $\epsilon > 0$. We obtain $e^{1+s}/(\lambda(\epsilon) - 2)^2 \to 0$ and hence $\mu(\epsilon, \cdot) \to \sum_{k=1}^{3} \mu(B_{kk}, \cdot)/3$.

5.3. An example in the case when $\mathcal{T}_0 = 4$. Assume $(\Sigma_1)(\Sigma_3)$, $(\Phi_1)(\Phi_3)$ and $\mathcal{T}_0 = 4$. By Proposition 2.3, we have the forms $\mathcal{V}_{2n, \epsilon}(k)\mathcal{U}_{2n, \epsilon}(k) = (\mathcal{V}_{2n, \epsilon})_{\lambda(\epsilon)}(kk)/\sum_{l=1}^{4} (\mathcal{V}_{2n, \epsilon})_{\lambda(\epsilon)}(ll)$ and

$$(\mathcal{V}_{2n, \epsilon})_{\lambda(\epsilon)}(i_1 i_1) = \left((\lambda(\epsilon) - \lambda^v(\{i_2, i_3, i_4\}, \epsilon)) \times \right.$$

$$(\lambda(\epsilon) - \lambda^v(\{i_2, i_3, i_4\}, \epsilon))(\lambda(\epsilon) - \lambda^v(\{i_3, i_4\}, \epsilon) + \lambda^v(\{i_3, i_4\}, \epsilon) - \lambda^v(i_4, \epsilon))$$

$$(\lambda(\epsilon) - \lambda^v(\{i_2, i_3, i_4\}, \epsilon)) \times \left(\lambda^v(\{i_2, i_3, i_4\}, \epsilon) - \lambda^v(\{i_2, i_3, i_4\}, \epsilon) - \lambda^v(\{i_2, i_3, i_4\}, \epsilon)\right)$$

for $\{i_1, i_2, i_3, i_4\} = \mathcal{T}_0$. If

$$(5.5) \quad \frac{\lambda^v(\{j_1, \ldots, j_k\}, \epsilon) - \lambda^v(\{j_1', \ldots, j_k'\}, \epsilon)}{\lambda(\{j_1, \ldots, j_k\}, \epsilon) - \lambda(\{j_1', \ldots, j_k'\}, \epsilon)} \to 1$$

as $\epsilon \to 0$ for all distinct elements $j_1, \ldots, j_k \in \mathcal{T}_0$ and $j_1', \ldots, j_k' \in \{j_1, \ldots, j_k\}$ with $k' < k$, and if $\mathcal{U}_{2n, \epsilon}(i) \to 1$ for each $i \in \mathcal{T}_0$, then $\mathcal{V}_{2n, \epsilon}(i)/\delta_\epsilon(i)$ converges to 1 for each $i \in \mathcal{T}_0$, where $\delta_\epsilon$ is defined by $\delta_\epsilon(k) = \delta_\epsilon^0(k)/\sum_{l=1}^{4} \delta_\epsilon^0(l)$ and

$$(\lambda(\epsilon) - \lambda(\{i_2, i_3, i_4\}, \epsilon)) \times \left(\lambda(\epsilon) - \lambda(\{i_2, i_3, i_4\}, \epsilon))(\lambda(\epsilon) - \lambda(\{i_3, i_4\}, \epsilon) + \lambda(\{i_3, i_4\}, \epsilon) - \lambda(i_4, \epsilon))$$

$$(\lambda(\epsilon) - \lambda(\{i_2, i_3, i_4\}, \epsilon)) \times \left(\lambda(\epsilon) - \lambda(\{i_2, i_3, i_4\}, \epsilon) - \lambda(\{i_2, i_3, i_4\}, \epsilon) - \lambda(\{i_2, i_3, i_4\}, \epsilon)\right)$$

$$(\lambda(\epsilon) - \lambda(\{i_2, i_3, i_4\}, \epsilon) - \lambda(\{i_2, i_3, i_4\}, \epsilon) - \lambda(i_3, \epsilon))$$

$$(\lambda(\epsilon) - \lambda(\{i_2, i_3, i_4\}, \epsilon) - \lambda(\{i_2, i_3, i_4\}, \epsilon) - \lambda(i_3, \epsilon))$$
for \( \{i_1, i_2, i_3, i_4\} = T_0 \). In fact, under the case when \( \sharp T_0 = 3 \), Lemma 4.3 provide that the ratio between the difference of the eigenvalues of generalized Ruelle operators and the difference of the eigenvalues of the submatrices of \( \mathcal{Y}_{3t, \epsilon} \) converges to 1 as \( \epsilon \to 0 \). This fact plays an important role in the proof of Theorem 1.4. When \( \sharp T_0 = 4 \), unfortunately (5.5) are not valid in general.

For example, we take \( 8 \times 8 \) matrices \( A \) and \( B \), and a potential \( \Phi(\epsilon, \cdot) \) as follows:

\[
A = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{pmatrix}, \quad B = \begin{pmatrix}
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1
\end{pmatrix},
\]

\[
\Phi(\epsilon, \omega) = \begin{cases}
\log(\frac{11}{10} \epsilon + 1), & \omega \omega_1 = 43 \\
\log(\frac{11}{10} \epsilon + 2), & \omega \omega_1 = 44 \\
\log 2, & \omega \omega_1 \in \Sigma \setminus \{43, 44\} \text{ and } \omega_0 = \omega_1 \\
0, & \omega \omega_1 \in \Sigma \setminus \{43, 44\} \text{ and } \omega_0 \neq \omega_1 \\
4 \log \epsilon, & \omega \omega_1 \in \{45, 46\} \\
\log(\frac{11}{10} \epsilon), & \omega \omega_1 \in \{57, 67, 76, 86\} \\
\log \epsilon, & \text{otherwise},
\end{cases}
\]

where \( \Sigma = \bigcup_{i \in \{1, 3, 5, 7\}} \{ii, i(i+1), (i+1)i, (i+1)(i+1)\} \).

In these setting, we easily see that the conditions (\( \Sigma.1 \))-(\( \Sigma.3 \)), (\( \Phi.1 \))-(\( \Phi.3 \)) and \( \sharp T_0 = 4 \) are satisfied. In particular, we see \( \lambda(2, \epsilon) = \lambda(\{3, 4\}, \epsilon) \). Since \( \Phi(\epsilon, \omega) \) depends only on two coordinates \( \omega \omega_1 \), the eigenfunction \( g(\epsilon, \omega) = g(\epsilon, \omega_0) \) depends only on one coordinate \( \omega_0 \). We write \( T_0 = \{1, 2, 3, 4\} \) by regarding as \( k = B_{kk} \) for \( k = 1, 2, 3, 4 \). We have the form

\[
\mathcal{Y}_{3t, \epsilon} = \begin{pmatrix}
3 & 2 \epsilon & 2 \epsilon & 2 \epsilon \\
2 \epsilon & \frac{11}{10} \epsilon + 3 & \epsilon^4 & 0 \\
2 \epsilon & \epsilon & 3 & \frac{g(\epsilon, 7) + 10 g(\epsilon, 8)}{5} \frac{g(\epsilon, 7) + g(\epsilon, 8)}{g(\epsilon, 9) + g(\epsilon, 6)} \\
2 \epsilon & 2 \epsilon & \frac{10 g(\epsilon, 5) + g(\epsilon, 6)}{5} & 3
\end{pmatrix}.
\]

This yields the following:

**Proposition 5.3.** Under the above notation,

\[
\frac{\lambda(\{2, 3, 4\}, \epsilon) - \lambda(2, \epsilon)}{\lambda^\prime(\{2, 3, 4\}, \epsilon) - \lambda^\prime(2, \epsilon)} \to \infty.
\]
Proof. Indeed,
\[
\lambda(2, \epsilon) = \lambda^v(2, \epsilon) = 3 + \frac{11}{10} \epsilon \\
\lambda([\{2, 3, 4\}, \epsilon]) = 3 + \frac{11}{10} \epsilon + \frac{\sqrt{6}}{2} \epsilon^{5/2} + o(\epsilon^3) \\
\lambda^v([\{2, 3, 4\}, \epsilon]) = 3 + \frac{11}{10} \epsilon + \frac{20 \cdot 14884c^2 + 9028c + 2035}{3 \cdot 14884c^2 + 5368c - 605} \epsilon^3 + o(\epsilon^3)
\]
with \(c = \cos\left(\frac{1}{3} \arctan\left(\frac{180}{\sqrt{1273610}}\right)\right)\) are satisfied.

By a similar argument, we obtain
\[
\frac{\lambda([\{2, 3, 4\}, \epsilon]) - \lambda([\{2, 3\}, \epsilon])}{\lambda^v([\{2, 3, 4\}, \epsilon]) - \lambda([\{2, 3\}, \epsilon])} \to \infty, \quad \frac{\lambda([\{2, 3, 4\}, \epsilon]) - \lambda([\{2, 4\}, \epsilon])}{\lambda^v([\{2, 3, 4\}, \epsilon]) - \lambda([\{2, 4\}, \epsilon])} \to \infty, \\
\frac{\lambda([\{2, 3, 4\}, \epsilon]) - \lambda([\{3, 3\}, \epsilon])}{\lambda^v([\{2, 3, 4\}, \epsilon]) - \lambda([\{3, 3\}, \epsilon])} \to 0.
\]
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