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Abstract:

Purpose: The research aims to determine how the level of customer satisfaction in a small business is a field of flower arrangement services as well as information that can be dug from a collection of customer data.

Approach/Methodology/Design: The samples used were ten customers who considered loyal. The method used is a Rough set with a satisfaction attribute consisting of confidence, integrity, pride, and desire.

Findings: Based on this decision rule, confidence becomes the most dominant attribute. The results showed that the four dimensions of the emotional bond used as an attribute in the Rough Set process to analyze the level of customer satisfaction that strongly affects is the dimension of Confidence, this is evident from the resulting General Rule. Every decision produced always uses the confidence dimension in the comparison input, meaning the level of customer confidence in the company should be a special concern. In the dimensions of the emotional bonds the first dimensions are constructed and fundamental is the confidence dimension, this dimension indicates the level of customer confidence in the company. Confidence dimensions cannot stand by itself yet to build long-term relationships with customers without the other dimensions.

Practical Implications: The study will contribute positively to give some information of knowledge that contained on customer satisfaction. It shown the alternative for measuring for satisfaction that can be used for a small business and academic.

Originality/Value The results generated in this study opened new avenues for customer satisfaction analysis. We must not limit the analysis of customer satisfaction survey data using conventional statistical methods. The Rough theory Set is an innovative tool for finding Knowledge of customer behaviour patterns.
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1. Introduction

The quality of customer service should get special attention so that the company can continue to maintain the image in the customer's eyes. By prioritizing good service, customers will make it easy for the company to achieve the maximum profit by increasing the number of customers who stay continuously. An increase in the number of customers who stay this can happen if customers are satisfied with the service facilities offered by the company. Services that do not meet the quality will be very easily abandon and eventually the customer will switch to another company (Yakut, Turkoglu, and Yakut, 2015; Dhandayudam and Krishnamurthi, 2013; Salajegheh, 2016; Li, Tang, Luo, and Xu, 2009).

The purpose of analyse customer satisfaction surveys is not only to understand performance about each attribute regarding the product, the service, overall, but also to capture causal relationships between performance impacts on overall satisfaction attributes and customer loyalty. Question about the cause-dependency effect between the performance and overall attributes. The current problem encountered from the complete text archive of the journals available in satisfaction is a causal and associative relationship between factors factor that affects the customer's pusher in a simple and multiple way (Chen, 2009; Wang and Chou, 2013; Ali et al., 2016; Hadiansah, 2017).

Traditionally, customer satisfaction survey data was analysed using statistic method i.e., such as multivariate regression analysis. However, this technique is primarily based on a strong assumption as before the knowledge of self-reliance, a numerical scale of attributes and a uniform probability of distribution among independent attributes (Al-malaise, 2013). In general, the results of the study are unable to obtain conclusions from the survey data collected because the scale of the question or questionnaire statement is usually measured using an ordinal or nominal scale. Several statistic and intelligence methods have been applied to customer satisfaction analysis such as unified analysis of the smallest squares and partially targeted quadratic stages (Chen, 2009; Sembiring and Azhar, 2017).

In recent years, we have seen an increase of attention given to the satisfaction analysis in the literature intelligence method, where simple descriptions of how models of customer retention problems use a rough set model is given. Pawlak (1982) proposes a method using a rough classification for predictive purchase and discovery knowledge of customer behaviour patterns. The theory of Rough Set, introduced by Pawlak (1982), relates to the analysis of classification (Nafis, Makhtar, Awang, Rahman, and Deris, 2016; Zifu, Hong, and Lihua, 2015). Inappropriate, uncertain, or incomplete data by incorporating the classic set of theories. It has successfully applied for data analysis in pattern recognition and information processing, business and finance, industrial and environmental engineering, medical diagnosis and analysis of medical data, diagnosis of system errors and monitoring and intelligent control systems. This theory is very useful when this data cannot be analysed easily using
traditional statistical methods (Nafis et al., 2016; Morcov, Pintelon and Kusters, 2020; Li et al., 2009).

The concept of Rough set is a reliable tool for conducting customer satisfaction analysis. Customers who feel dissatisfied are defined as customers who report overall satisfaction, but who hold the characteristic characteristics of the customer are not satisfied. These customers have a high tendency to switch to other competitors. With early warning signals, the percentage of business losses in the future can be predicted, and the appropriate customer satisfaction measures can be taken for the unsatisfied customers to avoid the possibility of loss of business (Shyng, Wang, Tzeng, and Wu, 2007).

This encourages writers to research on the level of customer satisfaction. This research aims to analyse the customer satisfaction level of company. In measuring the level of customer satisfaction, the author uses the measuring system contained in the book Human Sigma is a qualitative measurement by using the four-dimensional emotional bonds of Confidence, Integrity, Pride, and Passion. Then these four dimensions will process using the Rough Set method. Where the Rough Set method can classify the data and is quite effective in the search knowledge. The resulting General Rule will depict which of these four dimensions most dominant affects customer satisfaction, so that the company can manage the strategy in creating customer satisfaction in the future (Stefanowski, 1998; Yakut et al., 2015; Jiang, Kwong, Law, and Ip, 2013).

Some research on the application of data mining methods and customer satisfaction that has been done by previous authors, among others, research conducted. This research uses several aspects or attributes such as teaching learning, tutoring, and consulting, research and community service, and other tasks beyond the main task as a consideration in judgment Subsequent research that utilizes the Rough Set method, which uses a variable of education, academic position and Department of office is then used to determine the desired rector candidate in accordance with the existing provisions. The results of the study show that education is a major factor in the election of foreign rector which is then supported by the academic position and structural department owned by the lecturer (Chen et al., 2020; Turčinek and Turčínkova, 2015; Dhandayudam and Krishnamurthi, 2013; Shyng et al., 2007; Suchacka and Chodak, 2017; Sembiring and Azhar, 2017; Hadiansah, 2017; Wang and Chou, 2013; Sanny, Susastra, Roberts, and Yusramdalen, 2020).

2. Research Method

Data mining, also called Knowledge Discovery from Databases (KDD), is a process of discovering knowledge. This knowledge obtained automatically from information on the real world as well as large and complex data sets (Schoemaker, Day, and Rao, 2020). Data mining refers to the discovery of useful information from large datasets (Salajegheh, 2016). KDD is a data processing process that has several stages. The core stage of the KDD process is data mining (Dhandayudam and Krishnamurthi,
The main function of data mining is to extract the stored data patterns by applying various methods and algorithms (Liou and Tzeng, 2010; Sembiring and Azhar, 2017; Chen, 2009). Because data mining is a series of processes, data mining can divide into several phases. The stages are interactive where the user is directly involved or with the Knowledge Based (Schoemaker et al., 2020; Morcov et al., 2020; Liou, 2009). Figure 1 explained the stages of data mining as follows:

**Figure 1. Step of data mining (Huang, Tseng, and Chen, 2016)**

Source: Own study.

Rough Set is a part of the data mining techniques used to handle problems uncertainty, imprecision, and vagueness in Artificial intelligence (AI) applications. Rough Set is an efficient technique for KDD in the stages of process and data mining. Rough Set is a mathematical technique developed by Pawlack in the year 1980 (Chatterjee et al., 2018).

3. Results

Before processing the data, the first thing to do is to determine the criteria of the assessment or the output of how to be obtained, the criteria used are four-dimensional emotional bonds. Table 1 is a criterion used to determine the level of customer satisfaction.

Table 2 presents the recapitulation of the results of the quarantine of company customers that have transformed. In the Rough Set, data set is represented as a table, where the rows in the table represent objects and columns represent the attributes of those objects, the Table is called Information Systems (IS), which:
Table 1. Valuation Criteria

| Input / Output | Criteria  | Variable | Data Set | Score | Range  |
|----------------|-----------|----------|----------|-------|--------|
| Input          | Confidence| CF       | Good     | 0 – 20| 15 – 20|
|                |           |          | Enough   |       | 7 – 14 |
|                |           |          | Less     |       | 1 – 6  |
|                | Integrity | IG       | High     | 0 - 8 | 6 – 8  |
|                |           |          | Less     |       | 1 – 5  |
|                | Pride     | PR       | High     | 0 - 8 | 6 – 8  |
|                |           |          | Less     |       | 1 – 5  |
|                | Passion   | PS       | High     | 0 – 8 | 6 – 8  |
|                |           |          | Less     |       | 1 – 5  |
| Output         | Customer Satisfaction | CS       | Very Satisfied | 0 - 44 | 34 – 44 |
|                |           |          | Quite Satisfied |       | 16 – 33 |
|                |           |          | Not Satisfied |       | 1 – 15 |

Source: Own study.

Table 2. Information Systems

| Name            | Confidence | Integrity | Pride | Passion | Customer Satisfaction |
|-----------------|------------|-----------|-------|---------|-----------------------|
| H. Hasim A      | 15         | 6         | 6     | 6       | Very Satisfied        |
| Mahkota         | 14         | 6         | 6     | 5       | Quite Satisfied       |
| Vera Magria     | 20         | 8         | 8     | 8       | Very Satisfied        |
| PT. Djarum      | 15         | 6         | 6     | 6       | Very Satisfied        |
| Sanbe Farma     | 11         | 4         | 5     | 4       |                       |
| PM              | 10         | 5         | 5     | 4       |                       |
| Malaya          | 15         | 7         | 6     | 6       |                       |
| Smansa          | 14         | 6         | 7     | 6       |                       |
| Setih Setio     | 16         | 6         | 6     | 7       |                       |
| Mega Bank       | 16         | 6         | 6     | 6       |                       |

Source: Own study.

In the use of Information Systems, there is the outcome of a known classification called the decision attribute. The Information Systems called the Decision System (DS), which described as (Table 3):

Table 3. Decision system

| Name            | Confidence | Integrity | Pride | Passion | Customer Satisfaction |
|-----------------|------------|-----------|-------|---------|-----------------------|
| H. Hasim A      | 15         | 6         | 6     | 6       | Very Satisfied        |
| Mahkota         | 14         | 6         | 6     | 5       | Quite Satisfied       |
| Vera Magria     | 20         | 8         | 8     | 8       | Very Satisfied        |
| PT. Djarum      | 15         | 6         | 6     | 6       | Very Satisfied        |
| Sanbe Farma     | 11         | 4         | 5     | 4       | Quite Satisfied       |
The next stage is the formation of Equivalence Class. The first step is the data in the transformation in the form attribute A (Confidence), attribute B (Integrity), attribute C (Pride) and attribute D (Passion). Each of these attributes or variables converted into the set form according to the specified range. Table 4 describes the results of the Decision System formation after second transformations.

**Table 4. Second Transformations of decision System**

| Object       | Confidence | Integrity | Pride | Passion | Customer Satisfaction |
|--------------|------------|-----------|-------|---------|-----------------------|
| A            | Good       | High      | High  | High    | Very Satisfied        |
| B            | Enough     | High      | High  | High    | Quite Satisfied       |
| C            | Good       | High      | High  | High    | Very Satisfied        |
| D            | Good       | High      | High  | High    | Very Satisfied        |
| E            | Enough     | Less      | High  | Less    | Quite Satisfied       |
| F            | Enough     | High      | High  | Less    | Quite Satisfied       |
| G            | Good       | High      | High  | High    | Very Satisfied        |
| H            | Enough     | High      | High  | High    | Very Satisfied        |
| I            | Good       | High      | High  | High    | Very Satisfied        |
| J            | Good       | High      | High  | High    | Very Satisfied        |

*Source: Own study.*

Equivalence Class is the process of grouping the same objects. In Table 5 can be seen the result of forming equivalent Class, where we can obtain equivalent Class (EC1 – EC4).

**Table 5. Equivalent Class**

| A   | B   | C   | D   | E   |
|-----|-----|-----|-----|-----|
| EC1 | Enough | High | High | High | Quite Satisfied |
| EC2 | Enough | High | High | Less | Quite Satisfied |
| EC3 | Enough | Less | High | Less | Quite Satisfied |
| EC4 | Good  | High | High | High | Very Satisfied  |

*Source: Own study.*

The next step of forming Discernibility Matrix Modulo D. Discernibility Matrix Modulo D is a matrix that contains comparisons between different data attribute conditions and decision attributes. Data with different attribute conditions, but the same decision attribute still considered the same. To get the discernibility matrix value is to classify the different attributes between the I (line) object and the To-J
Object (column), if the same then is given the X mark. As for the Discernibility Matrix Modulo D can it be seen in Table 6:

**Table 6. Modulo Matrix D**

| Object | EC1 | EC2 | EC3 | EC4 |
|--------|-----|-----|-----|-----|
| EC1    | X   | BD  | D   | X   |
| EC2    | BD  | X   | X   | ABD |
| EC3    | D   | X   | X   | AD  |
| EC4    | X   | ABD | AD  | X   |

*Source: Own study.*

The next Rough Set process is a Reduction. The author uses Discernibility Matrix as a reference to perform the Reduction process. For the data that the number of variables is very large, it is not possible to search the entire combination of existing variables, therefore created a search technique attribute combination known as Quick Reduction is by: The first sought-after Indiscernibility value is Indiscernibility which the smallest attribute combination of one item; Then do the lookup process of dependency attributes if the dependency attributes value gets equal to one item then Indiscernibility for the set of minimum variables is the variable; If in the search process the attribute combination does not find the dependency attributes equal to one item, then do a greater combination search, where the combination of variable's sought is a combination of variables that are the greatest dependency attributes value. Perform last process until the dependency attributes value is equal to one item.

In Table 7 can be seen some Boolean theorems used in the Rough Set algorithm to produce Reduction (Acharjya and Das, 2017; Omar, Syed-abdullah, and Mohd, 2012).

**Table 7. Boolean Theorems**

| Boolean Theorems   | Reduction |
|--------------------|-----------|
| Comutative Law     | A + B = B + A  
|                    | A * B = B * A  |
| Associative Law    | (A+B)+C = A+(B+C)  
|                    | (A * B) * C = A * (B * C)  |
| Distributive Law   | A * (B+C) = A * B + A . C  
|                    | A + (B+C) = (A+B) * (A+C)  |
| Negation Law       | (A') = A'  
|                    | (A')' = A  |
| Absortion law      | A+A . B = A  
|                    | A * (A+B) = A  |
| Identity Law       | A + A = A  
|                    | A * A = A  
|                    | 0 +A = A ---- 1* A = A  
|                    | 1+A = 1 ----0*A = 0  
|                    | A' + A = 1  
|                    | A' * A = 0  |
Based on the rules in the Boolean theorem then the reduction process used to select the attributes the condition will take to generate rule of knowledge. The Reduction result obtained from the Discernibility Matrix process as present on Table 8 bellow:

**Table 8. Reduction**

| Class | CNF of Boolean Function | Prime Implication | Reduction |
|-------|--------------------------|-------------------|-----------|
| EC1   | (B + D) * D * A          | (A * D)           | {A, D}    |
| EC2   | (B + D) * B * (A + B + D)| B                 | {B}       |
| EC3   | D * B (A + D)            | (B * D)           | {B, D}    |
| EC4   | A * (A + B + D) * (A + D)| A                 | {A}       |

Source: Own study.

Description:

{A} = Confidence  
{B} = Integrity  
{D} = Passion  
{AD} = Confidence, Passion  
{BD} = Integrity, Passion

Once the result obtained from Reduction, the final step determines its General Rules. The resulting General Rules consist of the following combinations of attributes:

Reduction A = Confidence

- If Confidence = good Then Customer Satisfaction is very satisfied OR Customer Satisfaction quite satisfied.
- If Confidence = simply Then Customer Satisfaction quite satisfied OR Customer Satisfaction very satisfied

Reduction B = Integrity

- If Integrity = High Then Customer Satisfaction is very satisfied OR Customer Satisfaction quite satisfied.
- If Integrity = Low Then Customer Satisfaction quite satisfied

Reduction D = Passion

- If Passion = High Then Customer Satisfaction is very satisfied OR Customer Satisfaction quite satisfied.
- If Passion = Low Then Customer Satisfaction quite satisfied

Reduction AD = Confidence, Passion

- If Confidence = good And Passion = high Then Customer Satisfaction is very satisfied OR Customer Satisfaction quite satisfied
If Confidence = enough And Passion = high Then Customer Satisfaction quite satisfied OR Customer Satisfaction very satisfied
If Confidence = enough And Passion = low Then Customer Satisfaction quite satisfied

4. Discussion

As mentioned in the customer satisfaction theory on services are influenced by product quality, service quality, emotion, price, and cost. The valuation attribute on the customer satisfaction level used in this study refers to the emotional approach. Emotions believed to be one variable-forming customer satisfaction. When consumers make purchasing decisions, they are an emotional element, alongside their racial elements. Especially for certain products. Customer satisfaction is an emotional response, when consumers want to buy a product, certainly decide through a series of rational and emotional evaluations (Sanny et al., 2020; Ali et al., 2016; Calvo-Porrata, Ruiz-Vega, and Lévy-Mangin, 2018; Hadiansah, 2017; Wang and Chou, 2013).

The rational aspect usually related to the basic functions of a product plus an attribute that complements the basic functions. While the emotional aspect will usually accompany the purchase decision when consumers meet with some additional attributes embedded in the product. This additional attribute can be a beautiful design, a compelling colour (or one that is fanatical with certain colours), the value of which is given by products, associations or images obtained if consuming, buying or using such products and other emotional factors (Santoso, 2018; Bakar, Damara, and Mansyur, 2020; Chen et al., 2020; Lee, Aziz, Sidin, and Saleh, 2014; Liu, Chi, and Gremier, 2019; Pedragosa, Biscaia, and Correia, 2015; Pousheh and Vasquez-Parraga, 2019; Wong, 2004). The attribute of confidence, integrity, pride, and desire chosen to be the dimension of study in this research is a dimension in the emotional factor of a customer. While the satisfaction of the customers to be a decision and rough based on customer data information (Bakar et al., 2020).

The Rough Set approach has illustrated a series of knowledge information from attribute attributes within the customer to illustrate the degree of satisfaction it is felt. From the combination of knowledge generated through a series of previous experiments proved that the rough set can be used to dig the knowledge either manually or by using the application (Acharjya and Das, 2017; Chatterjee et al., 2018; Chen, 2009; Huang et al., 2016; Sembiring and Azhar, 2017). A description of the results in a set of rules on consumer satisfaction attributes identify some combination combinations of trust attributes with other attributes such as pride, integrity and desire. Although the end of result is that confidence dominates the rule.

5. Concluding and Implications

One of the goals of knowledge discovery is to extract meaningful information from raw data. Given the customer satisfaction in the past and present, along with loyalty behaviour. Best predictors of future customer retention. With a better understanding
of customer perception, the company can determine the right action to meet customers’ needs. However, there can be ambiguity in customer data, which requires the need to analyse large amounts of subjective gratification data effectively. In this study, the theory of Rough Set has been applied to find the relationship between the attributes of confidence, integrity, pride, desire, and customer satisfaction of the service users of a flower-arranging company in Bungo district. The result of Rough Set approach from decision-making, core and reduction regulations that give us Valuable information to classify attributes. Only use core attributes quality classification reaches up to 0.77. This implies that the core attribute is well chosen.

To properly estimate the classification. Based on this decision rule, confidence becomes the most dominant attribute. The results showed that the four dimensions of the emotional bond used as an attribute in the Rough Set process to analyse the level of customer satisfaction that strongly affects is the dimension of Confidence, this is evident from the resulting General Rule. Every decision produced always uses the confidence dimension in the comparison input, meaning the level of customer confidence in the company should be a special concern. In the dimensions of the emotional bonds the first dimensions are constructed and fundamental is the confidence dimension, this dimension indicates the level of customer confidence in the company. Confidence dimensions cannot stand itself yet to build long-term relationships with customers without by other dimensions.

The result of General Rule showed customer satisfaction (customer satisfaction level) average in the range is quite satisfied; therefore, the company must create a strategy in increasing customer satisfaction in the future. Previously, the company only use feedback directly from customers in the form of complaints as a material consideration in knowing the level of customer satisfaction (Al-malaise, 2013; Huang et al., 2016; Istrat and Lalić, 2017; Sembiring and Azhar, 2017).

6. Limitations and Main Contributions

A practical point of view, the use of a rough set has been able to elaborate on what is the problem in consumer satisfaction in the service sector so that the company has an opportunity to fix problems before real customers lose happen, namely the need for precautions should be done if the customer is dissatisfied and not loyal because the customer is considered as a valuable asset for the company.

In this study, a set of important attributes that assure high quality Classification and rules for each class the overall satisfaction presented. To companies that believe that these rules are with potentially valuable information to make better services. The results generated in this study opened up new avenues for customer satisfaction analysis. We must not limit the analysis of customer satisfaction survey data using conventional statistical methods. The Rough theory Set is an innovative tool for finding Knowledge of customer behaviour patterns.
The limitation of these findings is that it is limited to the case study of one service company only. However, this approach can applied to the service sector with a well-designed service satisfaction questionnaire by applying attributes and sample counts.
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