Exposing and addressing the fragility of neural networks in digital pathology
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Abstract

Neural networks have achieved impressive results in many medical imaging tasks but often perform substantially worse on out-of-distribution datasets originating from different medical centres or patient cohorts. Evaluating this lack of ability to generalise and address the underlying problem are the two main challenges in developing neural networks intended for clinical practice.

In this study, we develop a new method for evaluating neural network models’ ability to generalise by generating a large number of distribution-shifted datasets, which can be used to thoroughly investigate their robustness to variability encountered in clinical practice. Compared to external validation, shifted evaluation can provide explanations for why neural networks fail on a given dataset, thus offering guidance on how to improve model robustness. With shifted evaluation, we demonstrate that neural networks, trained with state-of-the-art methods, are highly fragile to even small distribution shifts from training data, and in some cases lose all discrimination ability.

To address this fragility, we develop an augmentation strategy, explicitly designed to increase neural networks’ robustness to distribution shifts. StrongAugment is evaluated with large-scale, heterogeneous histopathology data including five training datasets from two tissue types, 274 distribution-shifted datasets and 20 external datasets from four countries. Neural networks trained with StrongAugment retain similar performance on all datasets, even with distribution shifts where networks trained with current state-of-the-art methods lose all discrimination ability. We recommend using strong augmentation and shifted evaluation to train and evaluate all neural networks intended for clinical practice.

1 Introduction

Through digitalisation and neural network based solutions, pathology is experiencing its third revolution [1]. Neural networks have been applied to tissue diagnostics with impressive results, often surpassing human counterparts in consistency, speed and accuracy [2, 3]. Despite promising results, many recent works have demonstrated neural networks performing substantially worse on datasets not used during training [4, 5, 6, 7, 8, 9, 10]. The two main challenges facing neural networks intended for clinical practice are how to identify networks failing to generalise to these out-of-distribution datasets without having access to a large number of such datasets, and how to create networks not suffering from this problem [11]. Otherwise, neural network predictions can only be trusted with in-distribution datasets, thus requiring training or fine-tuning a neural network for each medical centre, imaging equipment and sample processing pipeline.

Clinical grade neural networks should be robust to all data distribution shifts between in-distribution and out-of-distribution datasets possibly encountered in clinical practice [12]. This robustness of neural networks is hard to assess and has been commonly evaluated by performance on external validation datasets. Although an important part of neural networks’ path to clinic [11], external validation is limited to exposing a failure to generalise in the particular dataset, and cannot establish clinical usefulness, robustness or generalisation ability of a network [13]. Even if a neural network achieves good performance on multiple external datasets, it may fail on another dataset or a small subset of samples. Thus, there is a crucial need for evaluating neural networks’ robustness to data distribution shifts.

Large multi-cohort datasets, which are representative of all types of data encountered in clinical practice, are often seen as the solution to the generalisation problem [11]. Although important, larger datasets often have lower data quality [14] and different cohorts introduce their own biases, which makes training harder as neural networks overfit these biases easily [10, 12, 15]. Still, even a large high-quality multi-cohort dataset could not fully represent all types of data encountered in clinical practice, and
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other complementary methods for improving neural networks’ robustness are needed.

Several solutions have been suggested for increasing neural networks’ robustness to data distribution shifts encountered in clinical practice. Removing variability (mainly colour) by normalising each image to a well-defined common standard \[6][16][17][18][19][20]\, does allow networks trained on less representative samples to perform more consistently, but can be computationally costly. The recently proposed method of spectral decoupling \[21\] can be used to avoid overfitting unwanted biases, for example in multi-cohort datasets, while also increasing robustness to data distribution shifts \[12\]. Recent works have also shown that introduction of artificial variability to images during neural network training, also known as augmentation, can be used to explicitly improve robustness to certain data distribution shifts \[12][20][22\]. For example, the sharpness of the scanned pathology slide images varies significantly between medical centres, scanning equipment and slide areas \[12][20\]. By randomly adjusting the sharpness of the images during training, neural networks can be made robust to sharpness variations. Automatic augmentation strategies \[23][24][25\] have become a standard in training neural networks \[20\]. However, augmentation has been traditionally seen as a way to increase the amount of training data, and the development of augmentation strategies has not focused explicitly on improving neural networks’ robustness to data distribution shifts.

In this study, we tackle both of the main challenges facing neural networks intended for clinical practice \[11\]. First, we develop an evaluation method, shifted evaluation, which can be used to exhaustively evaluate neural networks’ robustness to data distribution shifts, and thus also its generalisation ability in clinical practice. We use shifted evaluation to demonstrate that neural networks trained with the current state-of-the-art methods are extremely fragile to even small shifts from the training data distribution. Second, we develop an automatic augmentation method, StrongAugment (SA), which is designed to explicitly improve neural networks’ robustness to data distribution shifts. We demonstrate that neural networks trained with SA perform consistently despite large data distribution shifts, even when networks trained with the current state-of-the-art methods display no better than random performance. Importantly, SA also improves robustness for data distribution shifts, which are not included in the augmentation strategy, such as shifts caused by different haematoxylin and eosin stain intensities. Finally, we validate the results by training neural networks on four different datasets, evaluating each on five external datasets. Networks trained with SA achieve better or comparable performance in each external dataset, whereas networks trained with the current state-of-the-art methods fail to generalise to several datasets.

2 Materials and methods

2.1 Shifted evaluation with distribution-shifted dataset

External validation datasets are often used for evaluating neural networks. This evaluation method is limited to exposing a failure to generalise in the specific dataset used, and cannot establish clinical usefulness, robustness or generalisation ability of a network \[13\]. Additionally, when a neural network fails to generalise to an external dataset, there is no practical way of knowing why. For these reasons, we define distribution-shifted datasets which can be used to evaluate neural networks’ robustness to known data distribution shifts.

To create a distribution-shifted dataset \(X_f\) from dataset \(X\), function \(f\) is applied to each image \(x \in X\). As \(f\) completely describes the data distribution shift, any performance differences between the datasets \(X_f\) and \(X\) is guaranteed to be due to the distribution shift defined by \(f\). For example, using function \(f(x) = 255 - x\) creates a new dataset, where colours in each image have been inverted. This distribution-shifted dataset can then be used to evaluate neural networks’ robustness to the distribution shift caused by colour inversion. A more useful example would be to create several datasets with \(jpeg(x, q)\), where \(jpeg\) denotes the JPEG compression algorithm \[27\] and \(q \in \{0.1, 0.2, \ldots, 1.0\}\) the quality level. These distribution-shifted datasets can then be used to evaluate whether a neural network is robust to artefacts created during image compression.

Figure 1 demonstrates the usefulness of shifted evaluation. The training dataset \(X_{train}\), evaluation dataset \(X_{eval}\) and several distribution-shifted datasets \(X_{shift}\) are represented in the space of all possible data distributions. Gray arrows represent the known function \(f\) used to shift the data distribution in each \(X_{shift}\). The red arrow indicates the unknown \(f\) which represents the transformation from the training to evaluation distribution. With shifted evaluation, it is easy to evaluate neural networks’ robustness to different known data distribution shifts.
2.1.1 Common image transformations

To evaluate neural networks’ overall robustness to data distribution shifts, 12 commonly used image transformations are used to create 94 distribution-shifted datasets. These datasets are denoted by \( X(t, m) \), where \( t \) denotes the used transformation and \( m \) its magnitude. By increasing or decreasing magnitude \( m \), the data distribution can be incrementally shifted further from the original distribution of dataset \( X \). Figure 2 presents all selected transformations with examples of transformed images with different magnitudes.

The distribution-shifted datasets presented in Figure 2 are used to evaluate neural networks’ overall robustness to data distribution shifts. As the transformations and their magnitudes were selected to measure overall robustness to distribution shifts, some of the distribution-shifted datasets may not be directly encountered in a clinical setting. For example, it is unlikely that a neural network will ever encounter a dataset similar to \( X(\text{Posterize}, 1) \), but image sharpness and colours vary within and between datasets. Nevertheless, it is reasonable to expect a neural network to perform similarly on all of the examples in Figure 2 and any potential failures will give important insights to make the network more robust.

We use the transformations implemented by the torchvision (1.11.1) library, except for the colour channel intensity transformations (Red, Green, Blue) which have been implemented by us.

2.1.2 Haematoxylin and eosin stain intensities

Colours of the digital slide images vary widely due to differences in the staining processes and the choice of imaging equipment and its settings, especially between medical centres [20]. Several transformations presented in Figure 2 evaluate robustness to data distribution shifts caused by changes in the colour of the images, but none explicitly measure robustness to data distribution shifts caused by differences in the staining process. For this reason, and to demonstrate the flexibility of distribution-shifted datasets, 180 datasets are created by adjusting the intensity of the haematoxylin and eosin stains.

To create a distribution-shifted dataset \( X(\text{M}, h, e) \), the Macenko method [16], denoted by \( M \), is used to separate the haematoxylin and eosin stains, and then concentrations of each stain are multiplied with magnitudes \( h, e \), respectively. For example, \( h = 0.0, e = 1.0 \) would remove eosin stain completely from the image and \( e = 1.0, m_h = 2.0 \) would double the haematoxylin stain intensity. Figure 3 shows example images from all distribution-shifted datasets \( X(\text{M}, h, e) \). We use the mean stain vector of the dataset to separate the stains.

2.2 StrongAugment

SA is a novel automatic augmentation method, explicitly designed to increase neural networks’ robustness to data distribution shifts from the training data. In this study, SA is compared to RandAugment (RA) [24], one of the most commonly used automatic augmentation methods, and TrivialAugment (TA) [25] which represents the current state-of-the-art in automatic augmentation. Additionally, implementations for both methods...
Table 1: Augmentation spaces of StrongAugment, RandAugment \cite{24} and TrivialAugment \cite{25}. No effect column represents the magnitude which does not change the image where applicable. StrongAugment includes 6 additional transformations, Gaussian blurring and wider magnitude ranges for most of the common transformations. Examples for some of the transformations can be seen in Figure 2.

| Transformation | StrongAugment | RandAugment | TrivialAugment | No effect |
|----------------|---------------|-------------|----------------|-----------|
| Identity       | included      | included    | included       |           |
| Shear \(X,Y\)  | \([-145, 145]\) | \([-17, 17]\) | \([-145, 145]\) | 1.0       |
| Translate \(X,Y\) | \([-32, 32]\) | \([-72, 72]\) | \([-32, 32]\) | 0         |
| Rotate         | \([-135, 135]\) | \([-30, 30]\) | \([-135, 135]\) | 0         |
| Saturation     | \([0.0, 2.0]\) | \([0.1, 1.9]\) | \([0.01, 1.99]\) | 1.0       |
| Brightness     | \([0.1, 1.9]\) | \([0.1, 1.9]\) | \([0.01, 1.99]\) | 1.0       |
| Contrast       | \([0.1, 1.9]\) | \([0.1, 1.9]\) | \([0.01, 1.99]\) | 1.0       |
| Sharpness      | \([1.0, 2.0]\) | \([0.1, 1.9]\) | \([0.01, 1.99]\) | 1.0       |
| Gaussian blur  | \([0.0, 2.0]\) | 0.0         |               |           |
| Solarize       | \([0, 255]\)  | \([0, 255]\) | \([0, 255]\)  | 256       |
| Posterize      | \([1, 8]\)    | \([4, 8]\)  | \([2, 8]\)    | 8         |
| Equalize       | included      | included    | included       |           |
| Auto contrast  | included      | included    | included       |           |

Grayscale included
Gamma \([0.1, 1.9]\) 1.0
Hue \([-0.5, 0.5]\) 0.0
Red \([0.01, 1.99]\) 1.0
Green \([0.01, 1.99]\) 1.0
Blue \([0.01, 1.99]\) 1.0

Figure 3: Examples of image \(x\), where the haematoxylin and eosin stain intensities have been transformed with \(M(x, h, e)\), where \(M\) denotes the Macenko method of separating stains, and \(h\) and \(e\) magnitudes are denoted by the y-axis and x-axis labels.

are offered through the torchvision library and are thus likely to be used by other researchers.

SA applies a varying number of transformations sequentially to an image \(x\). Each transformation \(t\) and its magnitude \(m\) is sampled uniformly from an augmentation space \(A\), and after each transformation \(t(x, m)\), the transformation \(t\) is removed from \(A\). After \(x\) has been transformed two times, each consecutive transformation is applied with probability \(p\), or until \(x\) has been transformed five times. Only one affine transformation is allowed per image, to allow significantly higher number of transformations than previous state-of-the-art methods \cite{24, 25, 29}. The augmentation space \(A\) contains a specified list of transformations \(t\) and a range of possible magnitudes \(m\) for the transformation. RA, TA and transformations implemented in the torchvision (1.11.1) library are used, except for the colour channel intensity transformations (Red, Green, Blue) which have been implemented by us. For RA, the magnitude and number of operations are set to \(m = 10\) and \(n = 2\) \cite{26}, and for TA there are no tunable hyper-parameters.
2.3 Training details

ResNet-RS50 [20] neural networks are used for all the experiments in this study. Dropout [30] and stochastic depth [31] are set to 0.2 for all networks. For training, a random area of the image is cropped and resized to $160 \times 160$ pixels with either bi-linear, bi-cubic or nearest interpolation, and flipped horizontally and/or vertically with a probability of 0.5. Then the image is transformed with either SA, RA or TA, a random area of the image is erased with an 0.2 probability, and either Mixup [32] or Cutmix [33] is applied for pair of images in a batch with an alpha value of 0.2. For testing, the images are resized to $224 \times 224$ pixels with bi-linear interpolation.

Adaptive sharpness aware minimisation [34] is used with $\rho = 0.05$ and Adam [35] with $\beta_1 = 0.9, \beta_2 = 0.999$ as the base optimiser. Learning rate is increased linearly from $10^{-6}$ to $0.0004 \times \text{batch\_size}/256$ during the first 10 epochs, and then reduced back to $10^{-6}$ with a cosine schedule. Label smoothing is set to 0.1 [36]. All networks are trained for 150 epochs with a batch size of 1024, and each experiment is repeated 5 times.

Spectral decoupling [21] is used instead of weight decay, which has been shown to increase neural networks’ robustness to data distribution shifts [12]. Spectral decoupling coefficient is set to 0.0001 and weight decay to 0. For experiments, where spectral decoupling is intentionally left out to assess its effect on neural networks’ robustness, we set weight decay to 0.00004.

PyTorch (1.10.0) [37] is used for training the neural networks, and ResNet-RS50, Mixup and Cutmix implementations are from the torchvision (0.5.4) library [38].

2.4 Evaluation metric

To evaluate the performance of a neural network in a given dataset, the area under the receiver operating characteristic curve (AUROC) is reported for each experiment. AUROC measures the ability to discriminate between positive and negative samples. The AUROC value corresponds to the proportion of positive and negative samples. We denote this dataset as Helsinki60.

A total of 30 prostate cancer patients’ full glass slide sets from surgical specimens are annotated for classification into cancerous and benign tissue, where the cancerous areas were annotated in consensus by two observers (C.S., T.M.). All patients have undergone radical prostatectomy at the Helsinki University Hospital between 2014 and 2015. Each case contains 14 to 21 tissue section slides. Tissue sections have a thickness of 4 $\mu$m and were stained with hematoxylin and eosin in a clinical-grade laboratory at the Helsinki University Hospital Diagnostic Center, Department of Pathology. Two different scanners are used to obtain images of the tissue section slides at 20x magnification. Larger macro slides (whole-mount, 2x3 inch slides) are scanned with an Axio Scan Z.1 scanner (Zeiss, Oberkochen, Germany), and the normal size slides with a Pannoramic Flash III 250 scanner (3DHistech, Budapest, Hungary). From the 30 patient cases, seven are set aside for a validation set. Digital slide images are cut into tiles with $1024 \times 1024$ pixels and 20% overlap, resulting in 4.7 million tiles with 10% containing cancerous tissue. For training, we selected all cancerous tiles and sample randomly the same amount of benign tiles to have equal amounts of positive and negative samples. We denote this dataset as Helsinki30.

Another set of 60 radical prostatectomy slides is also annotated into cancerous and benign tissue by one of six experienced pathologists. All patients have undergone radical prostatectomy at the Helsinki University Hospital between 2019 and 2020. Each case contains 10 to 21 normal and macro tissue section slides of the prostate. Tissue sections have a thickness of 4 $\mu$m and are also stained with hematoxylin and eosin in a clinical-grade laboratory at the Helsinki University Hospital Diagnostic Center, Department of Pathology. All slides are scanned with an Axio Scan Z.1 scanner. From the 60 patient cases, seven are set aside for a validation set. Digital slide images are cut into $1024 \times 1024$ pixel tiles with 20% overlap, resulting in 13.1 million tiles with 16% containing cancerous tissue. For training, we selected all cancerous tiles and sample randomly the same amount of benign tiles to have equal amounts of positive and negative samples. We denote this dataset as Helsinki60.

As external datasets, four freely available prostate cancer datasets are used. These publicly available datasets yield five external datasets from three different countries.

The PANDA development dataset contains 10616 prostate biopsy slides from 2113 patients from Radboud University Medical Center between 2012 and 2017 and Karolinska Institutet (Stockholm, Sweden) between 2012 and 2014 [28]. The biopsy slides from Radboud University Medical Center are scanned with a Pannoramic Flash II 250 (3DHistech, Budapest, Hungary) scanner and the slides from Karolinska Institutet with either Hamamatsu C9600-12 (Hamamatsu Photonics, Hamamatsu, Japan) or Aperio ScanScope AT2 (Leica Biosystems, Wetzlar, Germany) scanners. The annotations for the biopsy slides from Radboud University Medical Center are determined on the pathology reports from routine clinical practice, and the biopsy slides from Karolinska Institutet from routine clinical workflow of one uropathologist. The digital slide images are cut into $512 \times 512$ pixel tiles with 20% overlap resulting in 609180 (48% cancer) and 780694 (23% cancer) tiles from Radboud University Medical Center and Karolinska Institutet, respectively. Tile images were labelled as cancerous if there was any overlap with the annotations. Tiles with pen markings were excluded.

2.5 Datasets

Seven different datasets from two tissue types, originating from four countries are used in this study. A basic summary of the datasets is presented in Table 2.
Validation splits are omitted for both datasets as patient identifiers are missing from the publicly available data. Thus, the validation split might contain slides from patients also in the training split. We denote the datasets from Radboud University Medical Center and Karolinska Institutet as Radboud and Karolinska, respectively.

The PESO dataset contains tissue section slides from patients who have undergone a radical prostatectomy at the Radboud University Medical Center (Nijmegen, the Netherlands) between 2006 and 2011 \([39, 40]\). The dataset contains images with 2500 \(\times\) 2500 pixels annotated by a uropathologist as either cancerous or benign. Slides are scanned with a Pannoramic Flash II 250 scanner (3DHistech, Budapest, Hungary) at 20x magnification but later reduced to 10x magnification. These images are cut into 512 \(\times\) 512 pixel tiles with 20% overlap, resulting in 5655 tiles with 45% containing cancerous tissue.

The Gleason2019 dataset contains 333 prostate tissue microarray spots from 231 patients who had undergone radical prostatectomy at Vancouver General Hospital between 1997 and 2011 \([41]\). The slides are scanned with a SCN400 Slide Scanner (Leica Microsystems, Wetzlar, Germany). All slides are annotated by four to six pathologists with 1 to 27 years of experience. There are considerable disagreements between the pathologists, and thus a pixel-wise majority vote is used as the ground truth label. These digital slide images are cut into 224 \(\times\) 224 pixel tiles with 20% overlap resulting in 94230 tiles with 88.5% containing cancerous tissue.

To evaluate augmentation strategies on training data from a different tissue type, a dataset was compiled from 167 patients with renal cell carcinoma (clear cell). All patients had undergone radical nephrectomy at the Helsinki University Hospital between 2006 and 2013. Tissue sections were stained with hematoxylin and eosin in a clinical-grade laboratory at the Helsinki University Hospital Diagnostic Center, Department of Pathology. A total of 698 cancerous and 172 benign tissue microarray spots were gathered from the sections and scanned with a Pannoramic Flash III 250 scanner (3DHistech, Budapest, Hungary). Of the 167 patients, 24 were set aside for a validation set. Scanned tissue microarray spots were cut into tiles with 384 \(\times\) 384 pixels and 20% overlap, resulting in 2.0 million tiles with 21% containing cancerous tissue. We denote this dataset as HelsinkiRCC.

All digital slide images are processed with the HistoPrep library \([42]\) (1.0.7).

### 2.5.1 Label noise

Each dataset used in this study has been annotated with a different strategy, and thus contains different amounts of label noise. For this reason, the network performances on different datasets are not directly comparable. For example, a perfect classifier would achieve 100% accuracy on a clean dataset, but only 80% accuracy on a dataset with 20% label noise. In reality, there are no perfect classifiers \([43]\) and the decreased performance on an external dataset may also be caused by the fact that the classifier cannot generalise to the dataset. For this reason, the amount of label noise in a dataset should be estimated.

To estimate the amount of label noise in a given dataset, a neural network is trained on the dataset, and the training discrimination performance is reported. Due to overfitting, the estimate of label noise in the dataset can easily be to be deflated. To minimise overfitting, we use strong regularisation outlined in Section 2.5.5 with SA. To evaluate the accuracy of this estimation method, label noise is introduced to the Helsinki30 dataset, which contains negligible amounts of label noise. After flipping 0, 5, 10 and 20% of the labels in the Helsinki30 dataset, the estimated label noise is 0.03, 5.5, 10.21 and 20.16%, respectively.

The estimated amount of label noise in the Helsinki30, Helsinki60, Karolinska, Radboud, Gleason2019 and HelsinkiRCC datasets are 0.03%, 17.0%, 9.6%, 3.9%, 14.7% and 8.1%, respectively.

### 3 Results

#### 3.1 Robustness to data distribution shifts

In this section, we evaluate neural networks’ robustness to data distribution shifts with 193 distribution-shifted datasets created from the PESO dataset. For each experiment, five neural networks are trained on the Helsinki30 with either SA, RA or TA while keeping all other hyper-parameters fixed.

First, the general robustness to data distribution shifts is evaluated using the 94 distribution-shifted datasets, described in Section 2.1.1 with example images presented in Figure 2. Discrimination performances of the trained neural networks on these datasets are presented in Figure 4. Neural networks trained with either RA or TA are highly sensitive to even small data distribution shifts, which can be seen by the large performance differences between the original and distribution-shifted datasets. Neural networks trained with SA retain the discrimination performance on all datasets, even in situations where networks...
Second, neural networks’ robustness to data distribution shifts caused by differences in the haematoxylin and eosin stain intensities are evaluated using the 81 distribution-shifted datasets described in Section 2.1.2, with example images presented in Figure 3. Neural networks trained with either RA or TA are again highly sensitive to distribution shifts caused by changes in the haematoxylin and eosin stain intensities, and the discrimination performance quickly degrades with even small distribution shifts. Neural networks trained with SA retain their discrimination performance on all distribution-shifted datasets, even with several datasets where networks trained with RA or TA have degraded to random discrimination. The only exception is the dataset $X_{\text{brightness}, 0.05}$, which contains almost black images. The performance decreases for networks trained with RA and TA are unacceptable with most of the datasets, especially when considering that the decrease does not happen with networks trained with SA. We recommend comparing the discrimination performances in Figure 4 to the example images in Figure 2.

3.2 Performance on real-world datasets

To assess, whether better performance on the distribution-shifted datasets translates to better performance on real-world datasets, we evaluate the trained neural networks on the Helsinki30, Helsinki60, Karolinska, Radboud [28], PESO [39] and Gleason2019 [41] datasets. To demonstrate that SA has not just been over-fitted to the Helsinki30 dataset used in Section 3.1, we also train and evaluate neural networks on the Helsinki60, Karolinska and Radboud datasets.

The discrimination performances of neural networks trained with SA, RA or TA are presented in Figure 6. Each trained neural network is evaluated with five external datasets. Columns denote the training dataset and rows the evaluation dataset. Performances are measured on the validation split for Helsinki30 and Helsinki60, and on the whole dataset with Karolinska, Radboud, PESO and Gleason2019. Metrics where the training and evaluation datasets are the same, have been denoted by a red box.
Figure 5: Robustness of neural networks, trained on the Helsinki30 dataset with either SA, RA or TA, to distribution shifts caused by differences in the haematoxylin and eosin stain intensities. Each cell represents a given distribution-shifted dataset \(X_{(M, h, e)}\), where \(h\) and \(e\) denote the magnitudes for haematoxylin and eosin stains, respectively. Cells are annotated with AUROC×100 value, rounded to the closest integer. Neural networks trained with SA retain performance on all datasets, even when networks trained with RA or TA have degraded to random discrimination. Supplementary Figure S2 presents the same results with the use of weight decay instead of spectral decoupling.

Figure 6: Discrimination performance of neural networks trained with SA, RA or TA on four different training datasets. Each network is evaluated with five external datasets and the training dataset, denoted by a red box. Neural networks trained with SA achieve better or comparable performance on every evaluation dataset, whereas RA and TA demonstrate a significant lack of generalisation ability with several evaluation datasets. Please note that the y-axes of Helsinki60, Karolinska and Gleason2019 evaluation datasets have been truncated to account for the label noise in these datasets.
Neural networks trained with SA achieve better or comparable results on every external validation dataset than current state-of-the-art methods. Networks trained with RA or TA outright fail to generalise to several of the external datasets, and in many cases, these same networks achieve good results on other external validation datasets. For example, networks trained on the Helsinki30 dataset with RA perform only slightly worse than SA on the Helsinki60, Karolinska, Radboud and PESO datasets, but then achieve unacceptably low discrimination performances of 0.628 to 0.692 on the Glaesone2019 dataset. Without the Glaesone2019 external validation dataset, the failure to generalise would have been missed, whereas the network fragility to data distribution shifts was easily discovered with shifted evaluation in Section 3.1.

Neural networks trained on the datasets with more label noise achieve noticeably worse performance with all augmentation methods. Networks trained with SA still maintain an acceptable performance on all evaluation datasets, whereas several networks trained with the other methods degrade to no better than random discrimination performance. This is most apparent with the Karolinska and Radboud training datasets, where SA improves the mean discrimination performance over RA and TA by 0.116 to 0.196 on the Helsinki30 dataset, and by 0.099 and 0.181 on the Helsinki60 dataset.

In addition to improved performance, with SA there is a significantly lower variance in the discrimination performances across the five trained networks, whereas the difference between the best and worst-performing networks trained with RA and TA is as high as 0.132 and 0.121, respectively.

3.3 Effect of spectral decoupling

As spectral decoupling has been shown to increase robustness to data distribution shifts \[12\], five neural networks are trained on the Helsinki30 dataset with weight decay instead of spectral decoupling. The neural networks are then evaluated on the 99 distribution-shifted datasets created in Section 2.1.2.

The discrimination performances of the trained neural networks are presented in Supplementary Figure S2. Networks trained with SA achieve consistent results even without spectral decoupling, although the result is not as good as in Figure 5. Spectral decoupling is much more crucial for RA and TA, where the use of weight decay decreases the AUROC values by up to 0.25 AUROC. Based on the results, spectral decoupling is complementary with SA and crucial for training robust neural networks.

3.4 Other tissues

As all of the above results have been trained on scanned images of prostate sections, five neural networks are trained with SA, RA or TA on the HelsinkiRCC training split to evaluate whether SA achieves similar results on other tissue types. The neural networks are evaluated on 81 distribution-shifted datasets created from HelsinkiRCC validation split by adjusting haematoxylin and eosin stains similarly to Section 2.1.2.

The discrimination performances of the trained neural networks are presented in Supplementary Figure S3. Neural networks trained with SA achieve consistent performance on 80 of the 81 distribution-shifted datasets, whereas the performance of networks trained with RA and TA degrades quickly with even small distribution shifts. We see no reason why SA could not achieve similar results on other tissue types as well.

4 Discussion

Neural network evaluation is crucial for understanding the clinical usefulness, safety and accuracy of neural networks intended for clinical practice \[11\]. Nevertheless, there are no methods which could exhaustively evaluate the developed neural networks. Currently, neural networks are typically validated in two steps. During model development, neural network training is monitored with a held-out split of the training data, the validation split. Differences in performance between the training and validation split may indicate overfitting and suggest using for example stronger regularisation. After model development, the performance is evaluated with internal and/or external validation, where performance is measured on another dataset from the same or different source. This is done to assess the performance of new situations, and possibly uncover problems with generalisability.

There are several limitations to the currently used validation methods. During model development, the training and validation split often originate from the same dataset, and thus there can still be significant overfitting to the underlying dataset. The same is true with internal validation after model development, where overfitting to the data source would not be discovered. Finally, external validation is limited to uncovering potential problems, and good performance cannot establish clinical usefulness, robustness or generalisation ability of a model \[13\].

Shifted evaluation offers an easy solution to all these limitations. By shifting the data distribution of a dataset to known directions, neural networks’ robustness to these distribution shifts can be assessed. This way, it is possible to "expand" internal or external datasets, which can be then used to more thoroughly validate the network. For example, in Figure 6 all networks trained on the Radboud dataset all achieve above 0.95 AUROC values with the training dataset and the external PESO dataset. Without access to the other external datasets, such as Helsinki30 and Helsinki60 where networks trained with RA and TA achieve unacceptably low discrimination performances, a researched would have no way of knowing which of the networks would fail to generalise. Alternatively, by “expanding” the PESO dataset by creating distribution-shifted datasets described in Section 2.1.1, the networks can be validated more thoroughly. When exploring performance on these distribution-shifted datasets, demonstrated in Supplementary Figure S4, it is easy to conclude that networks trained with RA and TA are extremely fragile to data distribution shifts, and thus would not most likely generalise to other external datasets. Most importantly, shifted evaluation tells us exactly what the reason is for the decreased performance, and the reason can be addressed.

We believe that due to the lack of adequate evaluation methods, the role of augmentation as a method of increasing neural networks’ robustness to data distribution shifts has been largely unexplored. In medical imaging, some work has been done with
training stain-invariant neural networks through augmentation \cite{22}. A comparison of different stain augmentation and normalisation methods concluded that augmentation is crucial for achieving good performance, but found slightly better results with light rather than strong augmentation \cite{20}. As the results were based on external validation performance and augmentation was coupled with stain normalisation, it is likely that the fragility of neural networks was simply not discovered. With natural images, the development of augmentation methods has focused on improving performance on the validation split of the ImageNet \cite{44} dataset \cite{23,24,25,29}. Thus, light augmentation has been preferred over strong, which can reduce performance on in-distribution datasets, although the reduction in performance is often dwarfed when compared to the performance decrease on external datasets \cite{14} and Figure 6.

Neural networks trained with SA achieve consistent results with out-of-distribution datasets, even in cases where current state-of-the-art methods have degraded to random discrimination. Often the decrease in performance with current state-of-the-art methods is unacceptably high, especially when considering that the drop in performance does not happen with SA. In a clinical setting, it should be reasonable to expect that a neural network performs consistently, for example with blurry images, and not experience a 0.276 and 0.324 drop in AUROC as happens respectively with RA and TA (X_{Blur,7} dataset in Figure 7).

Although all augmentation methods contain several of the transformations used to create the distribution-shifted datasets in Section 2.1.1 there are large differences in discrimination performance as seen in Figure 4. TA even has a wider augmentation space for Brightness and Contrast transformations (Table 1), but the networks trained with SA achieve up to 0.45 better AUROC values in Figures 4 and 4H. We speculate that the combination of a wide augmentation space coupled with a significantly higher number of transformations per image has made neural networks trained with SA robust to all data distribution shifts, not just the ones included in the augmentation space. This is supported by the fact that networks trained with SA achieve consistent results when varying the haematoxylin and eosin stain intensities in Figure 5 although these distribution shifts are not included in the augmentation space.

Although neural networks trained with SA achieve unprecedented results, it does not solve the generalisation problem on its own. Other methods which increase neural networks’ robustness to data distribution shifts should be used. For example, spectral decoupling has been shown to increase robustness to data distribution shifts \cite{12}, and it is highly complementary with SA as seen in Supplementary Figure S2. Also, high-quality and representative datasets are crucial for training neural networks intended for clinical practice. This is demonstrated in Figure 6 where datasets with more label noise achieve lower discrimination performance on external validation. With SA this gap is significantly smaller, emphasising the usefulness of strong augmentation on lower quality datasets. With SA, the collection of representative training datasets can now focus on biological representativeness, instead of using multiple different scanners or staining pipelines.

5 CONCLUSIONS

In this study, we have exposed the fragility of neural networks using distribution-shifted datasets. Shifted evaluation offers an easy way to thoroughly evaluate a neural network, while also providing an exact reason in case of a potential failure. To address the exposed fragility of neural networks, we developed an augmentation strategy to explicitly train neural networks to be robust to data distribution shifts. StrongAugment achieves consistent results on out-of-distribution datasets, even when previous state-of-the-art methods have degraded to no better than random performance. We recommend using strong augmentation and distribution-shifted datasets to train and evaluate all future neural networks intended for clinical practice.
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**Supplementary Figures**

**Figure S1:** Example of augmented images using SA with $p = 0.4$ (A), RA with $m = 10$ and $n = 2$ (B), and TA with (C). Images augmented with SA differ significantly more from each other than with either of the other methods.

**Figure S2:** Robustness of neural networks, trained on the Helsinki30 dataset with weight decay instead of spectral decoupling, to distribution shifts caused by differences in the haematoxylin and eosin stain intensities. Each cell represents a given distribution-shifted dataset $X(m_h, m_e)$, where $m_h$ and $m_e$ denote the magnitudes for haematoxylin and eosin stains, respectively. Even without spectral decoupling SA achieves good results on all datasets (A), whereas spectral decoupling is more important to RA and TA (B-C).
Figure S3: Robustness of neural networks, trained on the HelsinkiRCC dataset to distribution shifts caused by differences in the haematoxylin and eosin stain intensities. Each cell represents a given distribution-shifted dataset $X_{(m_h, m_e)}$, where $m_h$ and $m_e$ denote the magnitudes for haematoxylin and eosin stains, respectively. SA achieves consistent discrimination performance on 80 of the 81 datasets (A), whereas the performance of RA and TA quickly degrade with even small distribution shifts (B-C). The results with scanned sections of kidney are similar to ones of prostate, indicating that SA can achieve similar results on any tissue type.
Figure S4: Robustness of neural networks, trained on the Radboud dataset with either SA, RA or TA, to distribution shifts caused by common image transformations. The lines show the mean AUROC values and shaded regions one standard deviation around the mean from five trained networks. The distribution-shifted datasets $X_{(t,m)}$ are represented by dots, where the title denotes the transformation $t$ and x-axis the magnitude $m$. The original PESO dataset $X$ is represented by dotted red lines. It is clear that the neural networks trained with RA or TA are extremely fragile to distribution shifts, especially to colour changes, which is not apparent from the performance on the original PESO evaluation dataset, denoted by the dotted red lines.