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Abstract

This paper considers a compressed-coding scheme that combines compressed sensing with forward error control coding. Approximate message passing (AMP) is used to decode the message. Based on the state evolution analysis of AMP, we derive the performance limit of compressed-coding. We show that compressed-coding can approach Gaussian capacity at a very low compression ratio. Further, the results are extended to systems involving non-linear effects such as clipping. We show that the capacity approaching property can still be maintained when generalized AMP is used to decode the message.

To approach the capacity, a low-rate underlying code should be designed according to the curve matching principle, which is complicated in practice. Instead, analog spatial-coupling is used to avoid sophisticated low-rate code design. In the end, we study the coupled scheme in a multiuser environment, where analog spatial-coupling can be realized in a distributive way. The overall block length can be shared by many users, which reduces block length per-user.
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I. INTRODUCTION

This paper is concerned with the following compressed-coding scheme:

\[ x = Ac, \]

where \( c \in \mathbb{R}^{N \times 1} \) is an forward error control (FEC) coded and modulated sequence and \( A \in \mathbb{R}^{M \times N} \) refers to a compression matrix \([1], [3]\). We denote \( \delta \triangleq M/N \) as the compression ratio of \( A \). For simplicity we consider the real case for (1) and the results can be directly extended to complex cases \([4], [5]\).

Sparse regression codes, introduced in \([6]–[8]\), can also be represented by (1). We will discuss this in Section II-B in detail using the equivalence between position modulation (PM) and Hadamard coding. Approximate message passing (AMP), originally developed for compressed sensing, has been applied to decode sparse regression codes \([9]–[11]\). The performance of AMP can be analyzed using a state evolution (SE) technique \([12], [13]\). It has been shown that detection algorithms based AMP and the related orthogonal AMP (OAMP) can potentially outperform the conventional Turbo-type detection algorithms in coded linear systems as \([1], [4], [5], [14]\).

Spatial-coupling offers improved performance for Turbo and LDPC type codes \([15], [16]\). Most works on spatial-coupling are based on binary additions \([15]–[18]\). Analog spatial-coupling over real or complex fields have been investigated for applications involving code-division multiple-access (CDMA) \([19]\), data-coupling \([20]\) and compressed sensing \([21]–[23]\). It is shown that data-coupling can approach Gaussian capacity at a asymptotically high signal-to-noise-ratio (SNR) \([20]\). This is theoretically interesting, but the SNR range is outside the scope of most practical systems.

It has been shown that spatially-coupled sparse regression code (SC-SRC) is asymptotically capacity achieving \([11], [24], [25]\). However, SC-SRC requires a very small \( \delta \) for good performance at low-to-medium SNRs. For \( A \) with a fixed \( M \), \( N \) grows as \( \delta \) decreases, which incurs an increase of memory for storing and decoding complexity. For this reason, most available simulation results of SC-SRC are for high SNR scenarios \([11], [25], [26]\).
In this paper we study the scheme in (1) involving general FEC codes. We will show that combining some powerful techniques from signal processing and communications, namely compressed sensing, concatenated FEC coding, AMP based decoding and spatial-coupling, can offer significant performance gains. Our main findings are as follows.

- We derive the performance limit of compressed-coding with AMP based decoding. Our basic assumption is that the SE for AMP remains accurate in the presence of an FEC decoder. Based on the area property of extrinsic information transfer charts, we show that compressed-coding can approach Gaussian capacity, even though the underlying coded sequence is non-Gaussian. This is consistent with the Gaussian distribution of the signals after compression.

- We further extend the results to systems involving non-linear effects such as clipping and quantization. We show that the near-optimal performance can be maintained when generalized AMP (GAMP) is used for decoding. This alleviates the problem of high peak-to-average-power ratio (PAPR) related to Gaussian signaling. Incidentally, sparse regression codes suffer from the same problem [27].

- The above capacity approaching property requires careful code optimization using the curve matching technique, which is rate specific and lacks flexibility [28]–[30]. We will introduce a spatially-coupled compressed-coding (SC-CC) scheme to circumvent this difficulty. Compared with SC-SRC, SC-CC can offer good performance over a wider SNR range. We will provide a graphic illustration that clearly explains this advantage of SC-CC over SC-SRC.

- A code is said to be universal if it remains good after random puncturing. Such codes are useful in, e.g., type-II automatic repeat request (ARQ) applications [31]–[33]. The existing high rate coded modulation methods typically do not work well after heavy puncturing. We show that SC-CC is inherently universal and potentially capacity approaching at both low and high SNRs.

- We study SC-CC in a multiuser environment. A traditional view is that spatial-coupling will increase overall block length, which causes difficulty in applications with stringent latency requirements. Interestingly, in a multi-user system, analog spatial-coupling can be realized in a distributive way.
and the overall length can be shared by many users, which effectively reduces block length per-user.

This offers an interesting new solution for future multi-user wireless communication systems.

In summary, the proposed SC-CC scheme offers practical solutions to some open challenges in coding techniques: (i) a simple method to approach the ultimate capacity of Gaussian signaling (beyond that of discrete signaling), (ii) a simple treatment of non-linear effects during transmission, (iii) a low-cost universal coding and decoding strategy and (iv) a multi-user scheme with short per-user block length and good performance. These claims are supported by extensive theoretical and numerical results.

II. COMPRESSED-CODING SCHEME

A. Compressed-Coding

Fig. 1(a) illustrates the system model for compressed-coding. A binary information sequence \( d \in \mathbb{B}^{J \times 1} \) is encoded into \( c \in \mathbb{R}^{N \times 1} \) based on an FEC code \( C \) and a constellation \( S \). We assume that the entries of \( c \) are drawn from \( S \equiv \{s_j\} \) with equal probabilities and \( E[s] = 0, E[|s|^2] = 1 \). Consider transmitting \( x = Ac \) in an additive while Gaussian noise (AWGN) channel. The received signal \( y \in \mathbb{R}^{M \times 1} \) is given by

\[
y = Ac + n,
\]

where \( n \sim \mathcal{N}(0, \sigma^2 I) \) contains AWGN samples. For theoretical analysis, we assume that the entries of \( A \in \mathbb{R}^{M \times N} \) are independent and identically distributed (i.i.d.) as \( A_{m,n} \sim \mathcal{N}(0, 1/N) \)

\(^{1}\)The information rates of \( c \) and \( Ac \) are defined as \( R_C \triangleq J/N \) and \( R_{AC} \triangleq J/M \) bits per channel use (bpcu), respectively. Recall that the compression ratio of \( A \) is \( \delta = M/N \), thus we have \( R_{AC} = R_C/\delta \). When \( R_C \) is fixed, \( R_{AC} \) can be adjusted by choosing different \( \delta \). The task at the receiver is to recover \( d \) from \( y \) with known \( A \).

B. Connection to Sparse-Regression Codes

Sparse regression code can be represented by (1) with \( c \) segmented as \( c^T = [c_1^T, ..., c_l^T, ..., c_L^T] \), where each \( c_l \in \mathbb{R}^{B \times 1} \) contains exact one entry of “1” and \( B - 1 \) “0”. Such PM is equivalent to Hadamard

\(^{1}\)Note that \( A \) is row-normalized to unit in this paper, while \( A \) is column-normalized to unit in the original AMP algorithm in [9]. We adopt row-normalization here to ensure that, at the fixed symbol power of \( c \), the symbol power of \( x \) does not change with \( \delta \). This makes the capacity expression in (10)–(12) relatively simpler.
coding. Too see this, let $H \in \mathbb{R}^{B \times B}$ be a Hadamard matrix over $\{-1, +1\}$ \[34\]. The columns of $H$ form a Hadamard code. For $c_t$ defined above, $\tilde{c}_t = Hc_t$ is a Hadamard codeword. Define a block diagonal matrix $\tilde{H} \triangleq \text{diag}[H, H, \ldots, H] \in \mathbb{R}^{LB \times LB}$. Then $\tilde{c} \equiv \tilde{H}c$ can be segmented as $\tilde{c}^T = [\tilde{c}_1^T, \ldots, \tilde{c}_L^T]$, with each $\tilde{c}_t$ being a Hadamard codeword. Due to the orthogonality of Hadamard matrices ($\tilde{H}^T \tilde{H} = B \cdot I$), we have

$$x = Ac = B^{-1} \tilde{A}^T \tilde{H}c = \tilde{A}\tilde{c},$$

(3)

where $\tilde{A} \triangleq B^{-1} \tilde{A}^T$. Therefore, $x$ can be generated using either PM ($x = Ac$) or Hadamard coding ($x = \tilde{A}\tilde{c}$). Assume that the entries of $A$ are i.i.d Gaussian. Due to the orthogonality of $\tilde{H}$, the entries of $\tilde{A}$ are also i.i.d Gaussian. Statistically, $A$ and $\tilde{A}$ are equivalent. This clearly shows the equivalence between sparse regression code and compressed-coding using a Hadamard code. Numerical results for such equivalence will be given in Fig. 7.

C. AMP-based Decoding

Initializing from $c^1 = 0$ and $r^1_{\text{Onsager}} = 0$, the AMP algorithm alternates between a linear estimator (LE) and an nonlinear estimator (NLE) as \[9\]–[11]

$$\text{LE} : \quad r^t = \hat{c}^t + \delta A^T (y - \hat{c}^t) + r^t_{\text{Onsager}}, \quad (4a)$$

$$\text{NLE} : \quad \hat{c}^{t+1} = \eta(r^t), \quad (4b)$$

In fact, AMP can be extended to a more general case, where $A_{m,n} \sim N(0, \sigma^2 a/M)$. In this case, we can rewrite the system to $y' = \sigma_a^{-1} y = A'c + n'$, where $A_{m,n}' \sim N(0, 1/M)$ and $n' \sim N(0, \sigma_a^{-2}\sigma^2 I)$. Then, the original AMP algorithm and SE in \[9\] can be applied by replacing $y, A, \sigma^2$ with $y', A', \sigma_a^{-2}\sigma^2$, respectively. For example, for the column normalization considered in this paper, we set $\sigma_a^2 = \delta$ to make the results of this paper valid.
where \( \eta \) is a denoising function of \( \mathbf{r}^t \). In (4a), \( \mathbf{r}_{\text{Onsager}}^t \) is an “Onsager” term defined as

\[
\mathbf{r}_{\text{Onsager}}^t \triangleq \frac{1}{\delta} \langle \eta' (\mathbf{r}^{t-1}) \rangle \left( \mathbf{r}^{t-1} - \mathbf{c}^{t-1} \right),
\]

where \( \langle \cdot \rangle \) denotes the average of the inputs. The final estimate is given by the hard decision based on \( \hat{\mathbf{c}}^{T+1} \), where \( T \) is the maximum number of iterations. LE is used to handle the linear observation constraint \( \mathbf{y} = \mathbf{A} \mathbf{c} + \mathbf{n} \) while NLE is used to explore the prior information of \( \mathbf{c} \). The Onsager term is used to regulate correlation among messages during iterative processing.

Fig. 1(b) illustrates an iterative receiver for (2) based on AMP. The denoising function \( \eta \) in (4b) is given by an a posteriori probability (APP) decoder for the underlying FEC code \( \mathcal{C} \). Its input \( \mathbf{r}^t \) generated in (4a) is treated as a noisy observation of \( \mathbf{c} \) using the following model \[10\], \[11\]

\[
\mathbf{r}^t = \mathbf{c} + (\rho^t)^{-1/2} \cdot \mathbf{w},
\]

where \( \mathbf{w} \sim \mathcal{N}(0, \mathbf{I}) \) is independent of \( \mathbf{c} \) and \( \rho^t \) is the equivalent channel SNR. The output of \( \eta \) is the APP mean of \( \mathbf{c} \) based on \( \mathbf{r}^t \) in (6) as

\[
\hat{\mathbf{c}}^t = \eta(\mathbf{r}^t) \triangleq \mathbf{E}[\mathbf{c}|\mathbf{r}^t, \mathcal{S}, \mathcal{C}].
\]

In practice, we compute (7) as follows. We feed \( \mathbf{r}^t \) into a soft-output decoder that generates the APP log-likelihood ratio (LLR) for each coded bit. Such APP LLRs are then used to generate the APP mean \( \hat{\mathbf{c}}^t \) (see \[35\] Section IV-A)). The corresponding mean squared-error (MSE) is denoted as

\[
\psi(\rho^t) = \frac{1}{N} \cdot \mathbf{E} \left[ \| \mathbf{c} - \mathbf{E}[\mathbf{c}|\mathbf{r}^t, \mathcal{S}, \mathcal{C}] \|^2 \right],
\]

where the expectation is over the distribution of \( \mathbf{w} \) in (6) and the underlying code \( \mathcal{C} \) (including modulation over \( \mathcal{S} \)).

D. Evolution Analysis

Define the large system limit as \( M, N \to \infty \) with a fixed \( \delta \in (0, \infty) \). The MSE performance of AMP in the large system limit can be tracked by a scalar SE recursion \[9\], \[12\]. For the \( t \)-th iteration, let \( v^t \)
be the *a priori* variance at the input of LE and $\rho^t$ the *a priori* SNR at the input of the FEC decoder. Initializing with $v^1 = 1$, the SE recursion at the $t$-th iteration is given by \[12\]

$$\rho^t = \phi(v^t) \quad \text{and} \quad v^{t+1} = \psi(\rho^t),$$ (9)

where $\phi(v^t)$ gives the SNR at LE output and $\psi(\rho^t)$ gives the variance at decoder output. Fig. 1(c) illustrates the SE recursion.

The accuracy of SE was proved for AMP and GAMP under the assumption that $\eta$ is “separable” \[12\], \[13\]. In general, an FEC decoder cannot be regarded as “separable”. The discussions in this paper are based on Assumption \[1\] below. Simulation results will be provided to support this assumption.

**Assumption 1:** SE is accurate for both AMP and GAMP algorithms involving an FEC decoder in the large system limit including a fixed $\delta$ that is arbitrarily close to zero.

Fig. 2(a) illustrated the SE recursion for a general $\psi$. Starting from $v^1 = 1$, the zigzag curve between $\phi$ and $\psi$ illustrates the iterative recovery trajectory as $v^\infty = \psi(\phi(\cdots \psi(\phi(v^1 = 1))))$. The fixed point of SE is given by the first intersection of $\phi$ and $\psi$ shown as $(\rho_1, v_1)$. The final MSE performance of the AMP algorithm is given by the variance of the fixed point, i.e., $v_1$.

**Property 1:** Error-free decoding is achieved when $v_1 \to 0$, which requires $\psi(\rho) \leq \phi^{-1}(\rho)$ for $\rho \in [0, \infty)$ with $v = \phi^{-1}(\rho)$ being the inverse function of $\rho = \phi(v)$.

**E. Area Property**

According to \[9\], $\phi(v)$ in (9) is given by

$$\rho = \phi(v) = \frac{\delta}{v + \sigma^2}, \quad 0 \leq v \leq 1.$$ (10)

The capacity of a real-valued AWGN channel with Gaussian signaling is given by

$$C_G = 0.5 \log(1 + 1/\sigma^2).$$ (11)

From (10)–(11), we have the following lemma:

**Lemma 1:**

$$\frac{1}{2} \int_0^1 \phi(v) \, dv = \delta \cdot C_G.$$ (12)
Fig. 2. Graphic illustrations for (a) an SE recursion with a general decoding function $\psi$ and (b) the optimal $\psi^{opt}$ satisfying the matching condition. The functions $\phi$ in two figures are the same.

The left hand side of (12) can be interpreted as the area under $\phi$ scaled by 0.5 (for a real-valued channel). Lemma [1] bridges the area under $\phi$ and the AWGN channel capacity.

Assume that $\eta$ for decoding $c$ in (7) is Bayes-optimal. Then $\psi$ in (8) gives the minimum MSE for decoding $c$. The lemma below follows [36, Corollary 1]:

**Lemma 2:**

$$\frac{1}{2} \int_0^\infty \psi(\rho) \, d\rho = R_C. \quad (13)$$

**F. Achievable Rate**

Define the inverse function of $\phi$ in (10) as

$$v = \phi^{-1}(\rho) = \begin{cases} 1, & 0 \leq \rho < \rho_0, \\ \frac{\delta}{\rho} - \sigma^2, & \rho \geq \rho_0, \end{cases} \quad (14)$$

where $\rho_0 \triangleq \frac{\delta}{1 + \sigma^2}$ is shown in Fig. 2(b).

Let $\text{mmse}(S, \rho)$ be the MMSE for the symbol-by-symbol detection (without the coding constraint $\mathcal{C}$):

$$\text{mmse}(S, \rho) = E \left[ |c - E(c) + \rho^{-1/2} w, S)|^2 \right], \quad (15)$$
where \( w \sim \mathcal{N}(0,1) \) is independent of \( c \) and the expectation is taken over \( \mathcal{S} \). The symbol-by-symbol estimation in (15) cannot outperform the one in (8) since the latter considers the coding constraint. Thus, we have
\[
\psi(\rho) \leq \text{mmse}(\mathcal{S}, \rho) \quad \text{for} \quad \rho \in [0, \infty).
\]
Combining with Property 1 yields
\[
\psi(\rho) \leq \min\{\phi^{-1}(\rho), \text{mmse}(\mathcal{S}, \rho)\}, \quad \rho \in [0, \infty). \tag{16}
\]
According to Lemma 2, the achievable rate of \( c \) can be maximized by maximizing the area under \( \psi \). From (16), the maximal area is achieved when
\[
\psi_{\text{opt}}(\rho) = \min\{\phi^{-1}(\rho), \text{mmse}(\mathcal{S}, \rho)\}, \quad \rho \in [0, \infty). \tag{17}
\]
Based on (17), we define
\[
a \triangleq \int_{0}^{\infty} \left( \phi^{-1}(\rho) - \psi_{\text{opt}}(\rho) \right) d\rho. \tag{18}
\]
Fig. 2(b) shows examples of \( \psi_{\text{opt}}(\rho) \) and \( a \) that are illustrated by the dot line and the shadowed area, respectively. According to Lemmas 1–2 we have
\[
a = \int_{0}^{1} \phi(v) dv - \int_{0}^{\infty} \psi_{\text{opt}}(\rho) d\rho = 2\delta C_G - 2R_C. \tag{19}
\]
The overall rate after the compression matrix is given by
\[
R_{AC} = R_C / \delta = C_G - a / 2\delta. \tag{20}
\]
Eq. (20) shows that the rate of compressed-coding is away from the AWGN capacity by a gap of \( a / 2\delta \).
In the next subsection, we show that this gap vanishes as \( \delta, R_C \to 0 \) with \( R_{AC} = R_C / \delta \) fixed.

G. Approaching Capacity

We first consider BPSK for \( \mathcal{S} \). Afterwards, we extend the results to more general cases.

For BPSK, the entries of \( c \) are drawn from \( \mathcal{B} = \{+1, -1\} \) with equal probabilities. From (17), we have
\[
\psi_{\mathcal{B}}^{\text{opt}}(\rho) = \min\{\phi^{-1}(\rho), \text{mmse}(\mathcal{B}, \rho)\}, \quad \rho \in [0, \infty), \tag{21}
\]
where \( \text{mmse}(\mathcal{B}, \rho) \) is the MMSE for detecting BPSK from an AWGN channel [37]:
\[
\text{mmse}(\mathcal{B}, \rho) = 1 - \int_{-\infty}^{+\infty} \frac{e^{-x^2/2}}{\sqrt{2\pi}} \tanh(\rho - \sqrt{\rho} x) dx. \tag{22}
\]
Following (18), we define

$$a_B \triangleq \int_0^{\infty} (\phi^{-1}(\rho) - \psi_B^{opt}(\rho)) \, d\rho.$$  \hfill (23)

The corresponding rate is given by

$$R_{AC} = C_G - a_B/2\delta.$$  \hfill (24)

**Theorem 1:** Assume that the matching condition (21) holds for BPSK. Then, $R_{AC} \to C_G$ when $\delta, R_C \to 0$ with $R_C/\delta$ fixed.

**Proof:** See Appendix A. \hfill ■

Next, we consider a commonly used symmetric constellation $S_C$ such that if $s \in S_C$ then $-s \in S_C$. Such a $S_C$ includes quadrature phase shift keying (QPSK) and quadrature amplitude modulation (QAM) as special examples. For such $S_C$, similar to (24), we can show that

$$R_{AC} = C_G - a_{S_C}/2\delta,$$  \hfill (25)

where

$$a_{S_C} = \int_0^{\infty} (\phi^{-1}(\rho) - \psi_{S_C}^{opt}(\rho)) \, d\rho$$

with the following matching condition

$$\psi_{S_C}^{opt}(\rho) = \min\{\phi^{-1}(\rho), \text{mmse}(S_C, \rho)\}, \quad \rho \in [0, \infty).$$  \hfill (26)

**Theorem 2:** Assume that the matching condition (26) holds for $S_C$. Then, $R_{AC} \to C_G$ when $\delta, R_C \to 0$ with $R_C/\delta$ fixed.

**Proof:** Due to the symmetry, we can treat $S_C$ as the sum of multiple BPSK constellations multiplied by proper scalings. Recall the assumption that constellation points are drawn from $S_C$ with equal probability. According to [37, Proposition 14], we have $\text{mmse}(S_C, \rho) \geq \text{mmse}(B, \rho)$ for $\rho \in [0, \infty)$.

Comparing (21) and (26) yields $\psi_{S_C}^{opt}(\rho) \geq \psi_B^{opt}(\rho)$ for $\rho \in [0, \infty)$. Furthermore, we have $a_{S_C} \leq a_B$ according to $a$ defined in (18). Recall Theorem 1 that $a_B/2\delta \to 0$ when $\delta, R_C \to 0$ with $R_C/\delta$ fixed. Since $a_{S_C} \leq a_B$, $a_{S_C}/2\delta \to 0$ also holds. From (25), we have $R_{AC} \to C_G$ and complete the proof. \hfill ■
Remark 1: Theorem 2 shows that $R_{AC}$ of compressed-coding with $S_C$ can approach $C_G$ under two sufficient conditions: (a) the matching condition (26) holds and (b) both $R_C$ and $\delta \to 0$. These conditions require an underlying low-rate FEC code $C$ that meets the matching condition (26). In practice, it is a highly complicated task to design such a low-rate code (see [28]–[30] for details). There is another difficulty. Due to the Gaussian distribution of $x$, the compressed-coding scheme suffers from a high PAPR problem.

In what follows, we will address these two difficulties in the next two sections separately.

III. COMPRESSED-CODING WITH CLIPPING

The aforementioned results are for the linear system $y = Ac + n$. In this section, we extend the results to a more general system modeled below:

$$y = f(x) + n = f(Ac) + n,$$  \hspace{1cm} (27)

where $f$ is a symbol-by-symbol function. This generalized scheme arises in various practical applications. An example is the clipping function for alleviating the high PAPR problem mentioned at the end of Section II that is given by

$$f(x) \triangleq \begin{cases} Z, & x > Z, \\ x, & -Z \leq x \leq Z, \\ -Z, & x < -Z, \end{cases} \hspace{1cm} (28)$$

where $Z > 0$ is the clipping threshold.

Alternatively, consider a slightly different system model:

$$y = f(Ac + n).$$  \hspace{1cm} (29)

As an example, $f$ in (29) may represent the quantization effect of low-resolution analog-to-digital conversion on the received signal. In this section, we first focus on (27). The treatment for (29) is discussed in Appendix C-C.
A. GAMP and State Evolution

At the receiver side, GAMP can be used to recover $c$ from $y$ in (27) involving nonlinearity. Similar to AMP, the MSE performance of GAMP can be characterized by a SE recursion [13], [38]. We now briefly outline the GAMP algorithm and the corresponding SE recursion. Based on the SE, we analyze the achievable rate of GAMP for (27) following the procedure in Section II.

When $M, N \to \infty$ with $\delta = M/N$ fixed, we have $\|A\|_F^2/M \to 1$ and $\|A\|_F^2/N \to \delta$ since $A_{m,n} \sim \mathcal{N}(0,1/N)$ (see (2)). Initializing $\hat{c}^1 = 0$, $s^0 = 0$ and $v^1 = 1$, the GAMP algorithm in [38] can be summarized by the following iteration between a generalized LE (GLE) and a NLE:

**GLE:**

$$p^t = Ac^t - v^t s^{t-1},$$

$$s^t = \frac{g(p^t, y) - p^t}{v^t},$$

$$r^t = c^t + \frac{v^t / \delta}{1 - \langle \partial g(p^t, y)/\partial p^t \rangle A^T s^t},$$

**NLE:**

$$c^{t+1} = \eta(r^t).$$

For GLE, $g(p^t, y)$ in (30b) performs the MMSE estimation of $x$ based on its prior $\hat{p}^t$ and the observation $y$ in (27) as

$$g(p^t_m, y_m) = \mathbb{E}[x_m|\hat{p}^t_m, y_m], \quad m = 1, 2, ..., M,$$

where $p(x|\hat{p}^t) = \mathcal{N}(\hat{p}^t, v^t I)$ at the $t$-th iteration. Similar to (6), $r^t$ in (30c) can be treated as an AWGN observation of $c$. For NLE, $\eta$ is given by an FEC decoder as illustrated in Fig. 1(b).

The MSE performance of GAMP in (30) can be tracked by an SE recursion [13], [38]. With abuse of notation, let $v^t$ be the a priori variance at the input of GLE and $\rho^t$ the a priori SNR at the input of the decoder as shown in Fig. 1(c). Initializing with $v^1 = 1$, the SE recursion for (30) is given by [12], [38]

$$\rho^t = \varphi(v^t) \quad \text{and} \quad v^{t+1} = \psi(\rho^t),$$

where $\psi$ is the same as (8), and $\varphi$ is given as follows.

Let $p(x, \hat{p})$ be a joint Gaussian distribution as

$$[x, \hat{p}]^T \sim \mathcal{N}(0, \Sigma),$$

(33)
where
\[ \Sigma = \begin{bmatrix} 1 & 1 - v \\ 1 - v & 1 - v \end{bmatrix}. \] (34)

Denote \( p(y|x) \) as the likelihood of (27). According to [38], \( \varphi \) in (32) is given by
\[ \rho = \varphi(v) = \delta \left( 1 - \frac{\text{mmse}(x|\hat{p}, y)}{v} \right), \] (35)
with
\[ \text{mmse}(x|\hat{p}, y) \equiv \mathbb{E}[|x - \mathbb{E}(x|\hat{p}, y)|^2], \] (36)
where the expectation is over \( p(\hat{p}, x, y) \). The following result follows [38, Claim 1]:

**Property 2:** In (33)–(36), \( \hat{p} \to x \to y \) forms a Markov chain. Thus, \( p(\hat{p}, x, y) = p(y|x)p(x, \hat{p}) \), where \( p(y|x) \) and \( p(x, \hat{p}) \) are given by (27) and (33), respectively.

**B. Area Property**

The area properties derived below will be useful for achievable rate analyses in the next subsection.

Since \( \psi \) is still given by (8), Lemma 2 applies to \( \psi \) in (32). Theorem 3 below is presented first to underpin the area property of \( \varphi \) in Theorem 4.

Consider three random variables \( S_1, S_2, S_3 \) that form a Markov chain \( S_1 \to S_2 \to S_3 \). Assume that \( S_1 \) and \( S_2 \) are jointly distributed as
\[ [S_1, S_2]^T \sim \mathcal{N}(0, \Sigma), \] (37)
where \( \Sigma \) is given by (34). \( S_2 \to S_3 \) is characterized by a likelihood as \( p(S_3|S_2) \). Denote the mutual information between \( S_1 \) and \( S_3 \) as \( I(S_1; S_3) \) and define
\[ \text{mmse}(S_2|S_1, S_3) \triangleq \mathbb{E}[|S_2 - \mathbb{E}(S_2|S_1, S_3)|^2], \] (38)
where the expectation is over \( p(S_1, S_2, S_3) \).

**Theorem 3:**
\[ -\frac{\partial}{\partial v} I(S_1; S_3) = \frac{1}{2v} \left( 1 - \frac{\text{mmse}(S_2|S_1, S_3)}{v} \right). \] (39)

*Proof:* See Appendix B
Denote $I(y; x)$ as the mutual information between $y$ and $x$ in (27), where $x \sim \mathcal{N}(0, 1)$. Theorem 4 below establishes an area property for $\varphi$.

**Theorem 4:**

\[
\frac{1}{2} \int_0^1 \varphi(v) dv = \delta \cdot I(y; x). \tag{40}
\]

**Proof:** According to Property 2, applying Theorem 3 to the Markov chain $\hat{\rho} \rightarrow x \rightarrow y$ yields

\[-\frac{\partial}{\partial v} I(\hat{\rho}; y) = \frac{1}{2v} \left(1 - \frac{\text{mmse}(x|\hat{\rho}, y)}{v}\right). \tag{41}\]

Taking integrations of the above equation yields

\[
\frac{1}{2} \int_0^1 \frac{1}{v} \left(1 - \frac{\text{mmse}(x|\hat{\rho}, y)}{v}\right) dv = \int_0^1 -\frac{\partial}{\partial v} I(y; \hat{\rho}) dv
\]

\[
= [I(y; \hat{\rho})]_{v=0} - [I(y; \hat{\rho})]_{v=1} \tag{42a}
\]

\[
\overset{(a)}{=} I(y; \hat{\rho} = x) - I(y; \hat{\rho} = 0) \tag{42b}
\]

\[
= I(y; x), \tag{42c}
\]

where (a) is due to $p(\hat{\rho}, x)$ in (33)–(34). Comparing (42) and (35), it is clear to get (40). \hfill \blacksquare

**Remark 2:** Beyond (27), Theorem 4 holds for general systems that can be modeled by $p(y|x) = \prod_{m=1}^M p(y_m|x_m)$, since the underlying proof of Theorem 3 does not specify $p(S_3|S_2)$. This can be seen from the proof of Theorem 4 where $p(S_3|S_2)$ characterizes the relationship between $x$ and $y$ in (27).

### C. Achievable Rate

With the area properties of $\psi$ and $\varphi$ obtained in Lemma 2 and Theorem 4 respectively, we now evaluate the achievable rate of the generalized compressed-coding scheme according to the curve matching principle. The property below follows [24, Lemma 4.2].

**Property 3:** For $v \in [0, 1]$, $\varphi(v)$ is positive and decreasing with $v$.

From Property 3, $\rho = \varphi(v)$ is a one-to-one mapping from $v \in [0, 1]$. Following the definition of $\varphi^{-1}$ in (14), we define the inverse function of $\rho = \varphi(v)$ as $v \equiv \varphi^{-1}(\rho)$ that is shown by the solid line in Fig. 3.
Assume a symmetrical constellation $S_C$ for $c$. Similar to (16), $\psi$ in GAMP is upper bounded by
\[
\psi_f(\rho) \leq \min\{\varphi^{-1}(\rho), \text{mmse}(S_C, \rho)\}, \quad \rho \in [0, \infty).
\]

According to Lemma 2, the achievable rate of $\psi$ can be maximized when the equality holds in (43), i.e.,
\[
\psi_f^{\text{opt}}(\rho) = \min\{\varphi^{-1}(\rho), \text{mmse}(S_C, \rho)\}, \quad \rho \in [0, \infty).
\]

Based on (44), define
\[
a_f \triangleq \int_{0}^{\infty} \left( \varphi^{-1}(\rho) - \psi_f^{\text{opt}}(\rho) \right) d\rho. \tag{45}\]

Fig. 3 shows an example of $a_f$ that is illustrated by the shadowed area. The maximal rate of $\psi_f^{\text{opt}}$ in (44) after compression is given by
\[
R_{AC} = \frac{1}{2\delta} \int_{0}^{\infty} \psi_f^{\text{opt}}(\rho) d\rho. \tag{46}\]

Substituting (40) and (46) into (45) yields
\[
a_f = 2\delta \cdot I(y; x) - 2\delta \cdot R_{AC} \Rightarrow R_{AC} = I(y; x) - a_f/2\delta. \tag{47}\]

The theorem below shows that the gap $a_f/2\delta$ vanishes when $\delta, R_C \to 0$ with $R_C/\delta$ fixed.

**Theorem 5:** Assume that the matching condition (44) holds for a symmetrical constellation $S_C$. Then, $R_{AC} \to I(y; x)$ when $\delta, R_C \to 0$ with $R_C/\delta$ fixed.

**Proof:** See Appendix C-B.

Theorem 5 shows that $R_{AC}$ of the generalized compressed-coding scheme with a practical $S_C$ can approach the mutual information between $x$ and $y$ in (27). To approach $I(y; x)$ in practice, a code should
be designed to meet the matching condition (44) and meanwhile the code rate should be kept as low as possible. However, it is complicated to design a low-rate code to ensure (44) using curve matching [28]–[30]. The same obstacle happens to Theorem 2 as discussed in Remark 1. Indeed, Theorem 2 is a special case of Theorem 5 since \( I(y; x) = C_G \) when \( f \) in (27) is removed. In the next section, we will treat this issue together.

IV. ANALOG SPATIAL COUPLING

In this section, analog spatial-coupling is introduced to avoid the difficulty in curve matching, which provides a simple method to approach capacity without complicated code optimizations [28], [29]. Incidentally, we will see in Section III-C that SC-CC reveals a new multi-user scheme with short per-user block length and good performance.

A. Spatial Coupling Principle

![Diagram](image-url)

Fig. 4. (a) A modified version of Fig. 1(a) with \( W = 3 \). (b) An SC-CC system based on (a) with \( W = 3 \).

Fig. 4(a) shows a slightly modified form of Fig. 1(a), in which \( c \) is repeated for \( W \) times (\( W = 3 \) in Fig. 4(a)). Each replica is multiplied by a compression matrix \( A_i \). The transmitted signal is

\[
x = (A_1 + A_2 + \cdots + A_W)c.
\]

(48)

When the entries of \( A \) and \( \{A_i\} \) are i.i.d. Gaussian distributed, Figs. 1(a) and 4(a) are equivalent by setting \( A = A_1 + A_2 + \cdots + A_W \) after proper normalization.
Applying the spatial-coupling principle \cite{15, 16, 39} to \( K \) copies of Fig. 4(a), we obtain a spatially-coupled compressed-coding (SC-CC) scheme in Fig. 4(b) \cite{1, 3, 27}. The coupling is “analog” in that the summation is on the real or complex field. Specifically, for the \( j \)-th (\( 1 \leq j \leq K + W - 1 \)) copy, the transmitted signal is given by

\[
x_j = \frac{1}{W} \sum_{k=1}^{K} A_{j+1-k,k} c_k,
\]

(49)

where \( \{A_{j+1-k,k}\} \) are assumed to be independent and the entries of each \( A_{j+1-k,k} \) have the same distribution as \( A \) in (2). We assume the termination as \( A_{j+1-k,k} = 0 \) for \( j + 1 - k < 1 \) or \( j + 1 - k > W \).

When \( K \) is large, we approximately have \( \mathbb{E}[|x|^2] = 1 \) if we ignore the boundary effects for \( j < W \) and \( j > K \). Consider transmitting \( x_j \) over an AWGN channel as

\[
y_j = x_j + n_j = \frac{1}{W} \sum_{k=1}^{K} A_{j+1-k,k} c_k + n_j,
\]

(50)

where \( j = 1, 2, \ldots, K + W - 1 \) and \( n_j \) contains i.i.d. Gaussian noise. The AMP algorithm can be directly applied to the system in (50), of which the details can be found in \cite{11, 24, 40}.

**B. State Evolution for the SC-CC System**

Compared with the SE in (9) for compressed-coding, SE for the SC-CC system is a recursion between two vectors denoted as \( \{v_j, j = 1, \ldots, K + W - 1\} \) and \( \{\rho_k, k = 1, \ldots, K\} \). Initializing with \( \{v_j^1 = 1, \forall j\} \), the vector SE given by \cite[Definition 4.9]{24} is equivalent to the following recursion

\[
\rho_k^t = \frac{1}{W} \sum_{w=1}^{W} \phi \left( v_{k-1+w}^t \right), \quad \forall k,
\]

(51a)

\[
v_j^{t+1} = \frac{1}{W} \sum_{w=1}^{W} \psi \left( \rho_{j-W+w}^t \right), \quad \forall j,
\]

(51b)

where \( \rho_k^t = 0 \) for \( k < 1 \) or \( k > K \) due to the assumed termination. Functions \( \phi(v) \) and \( \psi(\rho) \) are the same as those in (9).
C. Potential Function Analysis

Following [41], we define the uncoupled potential function as

\[ U(v) = \int_{\phi(v)}^{\phi(1)} [\psi(\rho) - \phi^{-1}(\rho)] d\rho, \text{ for } v \in [0, 1]. \] (52)

Lemma 3: [41, Theorem 1] For the coupled recursion in (51), the variance of the fixed point is upper bounded by the minimizer of \( U(v) \) when \( K, W \to \infty \).

Here, we assume that \( U(v) \) has a unique minimum. From Lemma 3, a sufficient condition for error-free decoding is that the minimizer of \( U(v) \) tends to zero.

We consider typical scenarios of \( \phi \) and \( \psi \) in Fig. 5 to illustrate Lemma 3. In Fig. 5(a), \( \phi \) and \( \psi \) have three intersections marked as \((\rho_i, v_i), i = 1, 2, 3\). In particular, we assume that \( v_3 \approx 0 \), which implies error free decoding approximately. Fig. 5(b) can be seen as an special case of Fig. 5(a) where \((\rho_2, v_2) \to (\infty, 0)\) and \((\rho_3, v_3) \to (\infty, 0)\). The areas \( a_1, a_2 \) and \( a_3 \) in Fig. 5(a) are, respectively, calculated as

\[ a_1 \equiv \int_{v_1}^{1} [\phi(v) - \psi^{-1}(v)] dv, \quad a_2 \equiv \int_{v_2}^{v_1} [\psi^{-1}(v) - \phi(v)] dv, \quad a_3 \equiv \int_{v_3}^{v_2} [\phi(v) - \psi^{-1}(v)] dv. \] (53)

1^Function \( U(v) \) is defined based on the underlying uncoupled system in Section II. The definition here differs from [41, Equation (4)] by an additive constant. Such difference does not affect the minimizer of \( U(v) \).
It can be verified that the minimizer of $U(v)$ is either $v_1$ or $v_3$. The critical point is $U(v_1) = U(v_3)$, or equivalently, $a_2 = a_3$. According to Lemma 2 and (53), we have from Fig. 5(a)

$$R_C = \frac{1}{2} \int_0^\infty \psi(\rho) d\rho = \frac{1}{2} \left\{ \int_0^1 \phi(v) dv - a_1 + a_2 - a_3 \right\}. \quad (54)$$

When the critical condition ($a_2 = a_3$) is reached, the achievable rate $R_{AC}$ is given by

$$R_{AC} = \frac{R_C}{\delta} = \frac{1}{2\delta} \left\{ \int_0^1 \phi(v) dv - a_1 \right\} = C_G - a_1/2\delta, \quad (55)$$

where the termination effects are ignored. For the special case in Fig. 5(b) according to (53), the critical point is given by $a_2 \to 0$ and $a_3 \to 0$.

D. Achievable Rate of SC-CC

![Fig. 6. Transfer functions $\phi$ and $\psi$ for different underlying codes. The CZH code (non-systematic and un-punctured) has two component codes with BPSK modulation and the Hadamard code length is 64 [34]. (a) $\delta = 1.1977, 0.3628, 0.1065$ for PM with $B = 16, 64, 256$, respectively, and $\delta = 0.0916$ for CZH. (b) $\delta = 0.1193, 0.0429, 0.0138$ for PM with $B = 16, 64, 256$, respectively, and $\delta = 0.0205$ for CZH.]

The critical condition $a_2 = a_3$ for (55) can be equivalently stated as

$$\int_0^{v_1} \phi(v)dv = \int_0^{v_1} \psi^{-1}(v)dv, \quad (56)$$

where $v_1 \in (0, 1)$ is the root of $\phi(v) = \psi^{-1}(v)$. Recall that $\phi(v) = \frac{\delta}{\sqrt{v} + \sigma^2}$, implying that $v_1$ is a function of $\delta$. Hence, the critical condition in (56) determines a unique value for $\delta$, which in turn determines the achievable rate after compression, i.e., $R_{AC} = \frac{R_C}{\delta} = \frac{1}{2\delta} \int_0^\infty \psi(\rho)d\rho$. 
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Fig. 6 illustrates the curves $\rho' = \phi(v)/2\delta$ and $v = \psi(2\delta\rho')$ for PM with different $B$ and a concatenated zigzag Hadamard (CZH) code [34]. The curves for PM are identical to those for Hadamard codes, as analyzed in Section II-B. More details on the CZH code will be given in Section V-A1. Fig. 6 involves scaling $\rho' = \frac{\phi(v)}{2\delta} = \frac{0.5}{v + \sigma^2}$ to make $\rho'$ be independent of $\delta$. The values of $\delta$ for all $\psi(2\delta\rho')$ curves are numerically computed such that (56) is satisfied. According to (12), (13) and (55), we have
\[
\int_0^1 \frac{\phi(v)}{(2\delta)} dv = C_G \quad \text{and} \quad \int_0^\infty \psi(2\delta\rho') d\rho' = R_{AC} = C_G - \frac{a_1}{(2\delta)},
\] where the areas indicated by $\frac{a_1}{2\delta}$ in Fig. 6 give the gaps to the capacity.

For the relatively low SNR in Fig. 6(a), the achievable rate of SC-SRC is quite poor. This is because the slow roll-off rates of the PM curves, which lead to large values of $\delta$ from (56) and hence small values of $R_{AC} = R_C/\delta$. SC-SRC performs better at a high SNR in Fig. 6(b). The reason is that the flatter curves of $\rho' = \frac{0.5}{v + \sigma^2}$ lead to smaller values of $\delta$ and hence larger values of $R_{AC}$. We can see from Fig. 6 that the CZH code performs better as its curves have high roll-off rates in both low and high SNRs, resulting in quite small values of $\delta$. Incidentally, the roll-off rate of PM increases when $B$ increases. This is consistent of the claim that SC-SRC is asymptotically capacity approaching when $B \to \infty$. However, decoding cost can be a concern when $B$ is large.

The above analyses provide useful insights into the rationales of SC-SRC and SC-CC. As a final note, Theorems 2 and 5 are under the assumption that $\psi(\rho)$ in the vicinity of $\rho = 0$ is given by symbol-by-symbol estimation. A classic non-concatenated code, such as PM or a Hadamard code, generally does not meet this assumption. A concatenated code fits this assumption better. The latter usually has performance close to symbol-by-symbol estimation before a certain SNR threshold and a sharp water-fall behavior afterward [16].

V. SIMULATION RESULTS

In this section, we provide simulation results to show the advantages offered by SC-CC in approaching Gaussian capacity, universal coding and short block length coding in multi-user systems.
Fig. 7. Simulation results for compressed-coding. PM and Hadamard coding refer to sparse regression coding and compressed-coding, respectively. \(L = 4096\) and \(B = 128\) for PM. \(K = 50\) and \(W = 3\) for spatial-coupling. CR = 1 dB for clipping.

A. Compressed-Coding with a Low Rate Underlying Code

1) Low-Rate CZH Coding: A CZH code (non-systematic and un-punctured) with BPSK modulation is used for \(e\) with two component codes [34]. The Hadamard code length is 64, the number of information bits (per copy) is 24576 and \(R_C = \frac{3}{64}\). For complexity considerations, the compression matrix is generated using randomly selected rows from an \(N \times N\) Hadamard matrix. We observed that the difference between Hadamard and i.i.d. Gaussian sensing matrices is typically very small for large \(N\). Fast Hadamard transform (FHT) is used with complexity \(\log_2(N)\) per bit. Soft output FHT is used for decoding the CZH code [34]. Iteration proceeds until convergence.

Theoretically, AMP requires asymptotically large sensing matrices, which incurs high cost even with FHT. Simulations show that the performance of the above scheme remains almost unchanged for \(N > 65536\). Therefore, to reduce cost, each copy (coded length = 524288) is partitioned into 8 parts, each of length 65536, that are individually compressed.

2) Spatial-Coupling and Clipping: Recall that the theoretical analysis for spatial-coupling in Section IV-C requires \(K, W \to \infty\). For practical \(K\) and \(W\), termination incurs rate loss in spatial-coupling and the actual rate realized by SC-CC is given by \(R_{SC} \equiv R_{AC} \cdot \frac{K}{(K + W - 1)}\) [15]. Fig. 7 shows the bit error rate (BER) performance of compressed-coding in various settings. For SC-CC with clipping, the
received signal is given by
\[
y_j = \alpha \cdot \text{clip}(x_j) + n_j, \quad j = 1, 2, ..., K + W - 1,
\]
where \(\text{clip}(\cdot)\) and \(\{x_j, \forall j\}\) are given by (28) and (49), respectively. The coefficient \(\alpha \triangleq \sqrt{1/E[|\text{clip}(x)|^2]}\) normalizes the transmit power to unit. Define the clipping ratio (CR) as \(\text{CR} \triangleq 10 \log_{10}(Z^2/E[x^2])\).

From Fig. 7, we have the following observations:

- The SE predictions are reasonably accurate for AMP or GAMP based decoding. Note that SE assumes i.i.d. Gaussian matrices while simulations use the Hadamard matrices due to complexity concerns.
- Spatial-coupling offers significant performance gains for compressed-coding. Such gains are marginal for sparse-regression code at low-to-medium SNRs. For the latter, the gain is more prominent at high SNRs [11], [25], [26].
- SC-SRC and SC-CC based on Hadamard codes have exactly the same BER performance. Similar results are reported in [3]. SC-CC based on a CZH code offers excellent performance. This is consistent with the analysis related to Fig. 6.
- Clipping causes performance loss in the uncoupled cases. However, very interestingly, clipping may improve performance in the coupled case. This phenomenon was first reported in [27], where an intuitive explanation is given based on the area property. The improvement is significant at \(R_{SC} = 0.48\): SC-CC with clipping approaches about 0.7 dB away from the Gaussian capacity.

### B. Universal Coding Scheme

![Fig. 8. Performance of the modified SC-CC system.](image-url)
We consider a modified version of Fig. 4(b), in which each input $d_k$ is, after independent interleaving, encoded for $W$ times. Graph illustration can be found in [1, Fig. 5]. We observed that the extra interleaving leads to performance improvement. However, so far, we are unable to provide analytical explanations. Fig. 8 shows the BER performance of the modified SC-CC system using a rate-$1/2$ non-systematic and un-punctured ZH code [34] with Hadamard code length $= 4$ and number of information bits per copy $= 16384$. The rate of the CZH code $= 1/6$. Each copy is partitioned into 3 parts that are individually compressed. The sensing matrices are based on a size $N_H = 32768$ Hadamard matrix. For spatial-coupling, $W = 3$ and $K = 100$.

We call this SC-CC scheme as a master code. We can puncture this master code to obtain different rates. Fig. 8 shows the simulation results for $R_{SC} = 0.4902$, $0.9804$ and $1.4706$, where random puncturing is used. The non-puncturing rate is $1/6$. From Fig. 8, we can see that this master code is universal since it can be randomly punctured without affecting the relative performance measured by the gaps toward capacity. At $R_{SC} = 0.4902$, nearly error-free performance is achieved at only $0.7$ dB away from the theoretical limit for Gaussian signaling. Such universal codes have been widely discussed for various applications, such as type-II ARQ [32], [33] and distributed caching systems [42].

C. A Multiuser SC-CC System with Short Block Length per User

We now consider the application of SC-CC in a multi-user system of $K$ users. The overall system structure is the same as that in Fig. 4(b) except that $\{d_k\}$ are generated separately by $K$ users. The transmitted signals from $K$ users are encoded and transmitted in a decentralized way without information sharing except for proper transmission time scheduling. Specifically, we divide the time span into slots, each of which corresponds to a copy. In slot $k$, user $k$ generates the signals based on its data $d_k$ and transmits them over $W$ slots starting from $k$. The signals from different users are separated by user-specific interleaving, following the interleave division multiple access (IDMA) principle [43]. At the receiver, the signals from $K$ users are combined, which has the same effect as a linear summation in Fig. 4(b) [20].

In general, to achieve improved performance, a spatially-coupled LDPC code requires much longer
block length than the underlying LDPC code before coupling [16], [39]. This is because the former involves multiple copies of the latter. In a multiuser SC-CC system, the increased overall block length is shared by multiple users. This achieves the benefit of spatial-coupling without increasing the codeword length of each user.

Incidentally, the block length problem is usually due to the latency constraint. It cannot be solved by, e.g., increasing processing speed. It is a source problem, and in many real-time applications, the source can only generate a limited number of information bits within a fixed duration. The scheme below is to fill this fixed duration with the signals from multiple users, which effectively increases block length.

![Graph showing multiuser performance of the modified SC-CC scheme and the WiMax LDPC code.](image)

Fig. 9. Multiuser performance of the modified SC-CC scheme and the WiMax LDPC code [44]. All schemes have a coding rate 0.5.

Fig. 9 shows the performance of the SC-CC-IDMA scheme for both $K = 16$ and 64 using a rate-1/4 non-systematic and un-punctured ZH code with Hadamard code length $= 16$. The rate of the CZH code $= 1/16$. Number of information bits (per copy) = 1024. Each copy is partitioned into 4 parts that are individually compressed. To achieve a rate exactly $R_{AC} = 0.5$, for $K = 16$, each $A_{j,w}$ is formed by randomly selecting 1725 rows in an Hadamard matrix with $N_H = 4096$ so $\delta = 0.4211$; for $K = 64$, each $A_{j,w}$ is formed by randomly selecting 1956 rows in an Hadamard matrix with $N_H = 4096$ so $\delta = 0.4775$. For spatial-coupling, $W = 4$. The SC-CC performance improves with $K$. This is a common property of spatial-coupling [16], since the overhead due to termination reduces when $K$ increases.

The performance of the rate-1/2 LDPC code for the WiMax standard [44] with 1152 information bits is compared in Fig. 9 for which users are separated by time division multiple access (TDMA). We can see that SC-CC outperforms the conventional LDPC coded TDMA scheme noticeably. Intuitively, the coding
rate of each user in SC-CC is $1/8$ (after compression) since it occupies $W = 4$ slots. This is much lower than the rate ($= 1/2$) of the LDPC code. Therefore, SC-CC might provide better coding gain if cross user interference can be ignored. However, interference does exist in SC-CC. It appears that SC-CC provides an efficient way for multiuser interference cancelation. This phenomenon was first noted in [45] for LDPC codes with SC but without compression.

CDMA with conventional successive interference cancelation (SIC) cannot help in this case. If a short code is used by each user in CDMA, decoding loss will accumulate in SIC, resulting in large overall loss. Superposition coding [46] also suffers from the same problem. Clearly, SC-CC offers an attractive solution to the latency problem by sharing a long block length by multiple users in multi-user systems.

VI. CONCLUSIONS

In this paper, we proposed a compressed-coding scheme that combines compressive sensing with FEC coding, where AMP is used for decoding. We derived the performance limit of compressed-coding and showed that compressed-coding can asymptotically approach Gaussian capacity. This capacity approaching property can be maintained in systems with non-linear effects such as clipping and quantization. We also studied an SC-CC scheme to circumvent the difficulty in optimizing low-rate codes for approaching capacity in compressed-coding. We showed that SC-CC can maintain universally good performance under random puncturing. By sharing the overall code length among multiple users, SC-CC also relieves the requirement on per-user block length to achieve good performance in multi-user environments. The above claims are supported by extensive theoretical and numerical results.

APPENDIX A

PROOF OF THEOREM [1]

It can be verified that $\text{mmse}(B, \rho) = \phi^{-1}(\rho)$ has exactly one solution for $\rho \in [0, \infty)$, which is denoted as $\rho_B$. Recalling $\rho = \phi(v) = \frac{\delta}{v + \sigma^2}$, we have $\rho \rightarrow 0$ as $\delta \rightarrow 0$. Apply the first-order Taylor expansion to $\text{mmse}(B, \rho)$ in (22) at $\rho = 0$ as [37]

$$v = \text{mmse}(B, \rho) = 1 - \rho + o\left(\rho^2\right).$$

(59)
Substituting (59) into $\phi(v)$ yields

$$\rho_B = \frac{\delta}{1 - \rho_B + \sigma^2} \iff \rho_B^2 - (1 + \sigma^2)\rho_B = -\delta$$  \hspace{1cm} (60a)

$$\iff \left(\rho_B - \frac{1 + \sigma^2}{2}\right)^2 = \left(\frac{1 + \sigma^2}{2}\right)^2 - \delta$$  \hspace{1cm} (60b)

$$\iff \rho_B = \frac{1 + \sigma^2}{2} - \sqrt{\left(\frac{1 + \sigma^2}{2}\right)^2 - \delta},$$  \hspace{1cm} (60c)

where (a) is due to that we consider the solution at the vicinity of $\rho = 0$ and the other solution (a larger value) is abandoned.

According to (21), we have

$$\psi_B^{\text{opt}}(\rho) = \begin{cases} \text{mmse}(B, \rho), & 0 \leq x \leq \rho_B, \\ \phi^{-1}(\rho), & \rho_B < x. \end{cases}$$  \hspace{1cm} (61)

For $a_B$ in (23), it can be shown from (61) that

$$a_B = \int_0^{\rho_B} (\phi^{-1}(\rho) - \text{mmse}(B, \rho)) \, d\rho \leq \int_0^{\rho_B} (1 - \text{mmse}(B, \rho)) \, d\rho.$$  \hspace{1cm} (62)

Combining (62) and (59) yields

$$a_B \leq \int_0^{\rho_B} \left(\rho + o(\rho^2)\right) \, d\rho = 0.5\rho_B^2 + o(\rho_B^3).$$  \hspace{1cm} (63)

In (60c), we treat $\rho_B$ as a function of $\delta$ and apply Taylor expansion at $\delta = 0$ as

$$\rho_B = \frac{\delta}{1 + \sigma^2} + o(\delta).$$  \hspace{1cm} (64)

Substituting (64) into (63), we have

$$\frac{a_B}{2\delta} \leq 0.25 \frac{\delta}{(1 + \sigma^2)^2} + o(\delta).$$  \hspace{1cm} (65)

As $\delta \to 0$, we can see from (65) that $a_B/2\delta \to 0$, and therefore complete the proof.

**APPENDIX B**

**PROOF OF THEOREM 3**

Start with evaluating $I(S_1; S_3)$ as

$$I(S_1; S_2, S_3) = I(S_1; S_3, S_2) \overset{(a)}{=} I(S_1; S_3) + I(S_1; S_2|S_3) = I(S_1; S_2) + I(S_1; S_3|S_2)$$  \hspace{1cm} (66a)

$$\overset{(b)}{=} I(S_1; S_3) = I(S_1; S_2) - I(S_1; S_2|S_3).$$  \hspace{1cm} (66b)
In (66a), we simply rearrange the variables. In (a), we apply the chain rule of the conditional mutual information. In (b), we apply the property of Markov chain, i.e., \( I(S_1; S_3|S_2) = 0 \). From (66b), we evaluate \( I(S_1; S_2) \) and \( I(S_1; S_2|S_3) \) separately as follows.

Based on interpretation in [37], \( S_1 \) and \( S_3 \) can be viewed as two independent observations for \( S_2 \). In particular, \( S_1 \) is an AWGN observation of \( S_2 \) according to (37) and (34). From [37], we have \( I(S_1; S_2) = 0.5\log(1 + \rho) \) with \( \rho \) being the effective SNR of the AWGN channel. Following the mutual information and MMSE identity for AWGN channel with side information, we have [37]

\[
I(S_1; S_2) = \frac{1}{2} \int_0^\rho \text{mmse}(\rho, S_2|S_3 = s_3) d\rho,
\]

(67)

where \( s_3 \) is a realization of \( S_3 \) and \( \text{mmse}(\rho, S_2|S_3 = s_3) \) represents the minimum MSE of estimating \( S_2 \) from the AWGN observation \( S_1 \) with side information \( S_3 = s_3 \). Taking expectation of \( I(S_1; S_2|S_3 = s_3) \) with respect to (w.r.t.) \( S_3 \) yields

\[
I(S_1; S_2|S_3 = s_3) = \mathbb{E}[I(S_1; S_2|S_3 = s_3)] = \frac{1}{2} \int_0^\rho \mathbb{E}[\text{mmse}(\rho, S_2|S_3 = s_3)] d\rho = \frac{1}{2} \int_0^\rho \text{mmse}(\rho, S_2|S_3) d\rho.
\]

(68)

For (66b), we substitute \( I(S_1; S_2) \) and \( I(S_1; S_2|S_3) \) and yield

\[
I(S_3; S_1) = \frac{1}{2} \log(1 + \rho) - \frac{1}{2} \int_0^\rho \text{mmse}(\rho, S_2|S_3) d\rho.
\]

(69)

Note that \( \text{mmse}(\rho, S_2|S_3) \) in (69) is a function of the effective SNR \( \rho \). Taking partial derivative of \( I(S_3; S_1) \) w.r.t. \( \rho \) in (69) yields

\[
\frac{\partial}{\partial \rho} I(S_3; S_1) = \frac{\partial}{\partial \rho} \left[ \frac{1}{2} \log(1 + \rho) - \frac{1}{2} \int_0^\rho \text{mmse}(\rho, S_2|S_3) d\rho \right] = \frac{1}{2(1 + \rho)} - \frac{1}{2} \text{mmse}(\rho, S_2|S_3).
\]

(70)

Next, the effective SNR \( \rho \) should be identified for the effective AWGN channel. According to [37] and (34), \( p(S_1, S_2) \) is given by

\[
p(S_2, S_1) \propto \exp \left( -\frac{1}{2} [S_2, S_1] \Sigma^{-1} [S_2, S_1]^T \right) \propto \exp \left[ -\frac{1}{2} \left( \frac{S_2^2}{v(1-v)} - \frac{2}{v} S_2 S_1 + \frac{S_2^2}{v} \right) \right].
\]

(71)
According to Bayes’ rule, \( p(S_1|S_2) \) is given by

\[
p(S_1|S_2) = \frac{p(S_2, S_1)}{p(S_2)} \propto \exp \left[ -\frac{1}{2} \left( \frac{1}{v(1-v)} S_1^2 - \frac{2}{v} S_2 S_1 + \frac{1}{v} S_2^2 \right) \right] (72a)
\]

\[
\propto \exp \left[ -\frac{1}{2} \left( \frac{S_1^2}{v(1-v)} - \frac{2}{v} S_2 S_1 + \frac{1 - v}{v} S_2^2 \right) \right] (72b)
\]

\[
\propto \exp \left[ -\frac{S_1^2}{2v(1-v)} - 2(1-v) S_2 S_1 + (1-v)^2 S_2^2 \right] (72c)
\]

\[
\propto \exp \left[ -\frac{(S_1 - (1-v)S_2)^2}{2v(1-v)} \right]. (72d)
\]

The conditional distribution of \( p(S_1|S_2) \) is given by

\[
p(S_1|S_2) = \mathcal{N}(S_1; (1-v)S_2, v(1-v)) . (73)
\]

Eq. (73) is equivalent to the following AWGN channel

\[
S_1 = (1-v) \cdot S_2 + \mathcal{N}(0, v(1-v)) , (74)
\]

where the noise is independent of \( S_2 \). The effective SNR \( \rho \) is given by

\[
\rho = \frac{(1-v)^2}{v(1-v)} \Leftrightarrow v = \frac{1}{1 + \rho} . (75)
\]

Substituting \( v = \frac{1}{1+\rho} \) into (70) yields

\[
-\frac{\partial}{\partial v} I(S_3; S_1) = \left[ -\frac{\partial}{\partial \rho} I(S_3; S_1) \right]_{\rho = \frac{1-v}{v}} \cdot \frac{d}{dv} \rho
\]

\[
= \left( \frac{1}{2(1+\rho)} - \frac{\text{mmse}(\rho, S_2|S_3)}{2} \right)_{\rho = \frac{1-v}{v}} \cdot \left( \frac{1}{v^2} \right) (76b)
\]

\[
= \frac{1}{2} [v - \text{mmse}(S_2|S_1, S_3)] \cdot \frac{1}{v^2} (76c)
\]

\[
= \frac{1}{2v} \left( 1 - \frac{\text{mmse}(S_2|S_1, S_3)}{v} \right) . (76d)
\]

Therefore,

\[
-\frac{\partial}{\partial v} I(S_3; S_1) = \frac{1}{2v} \left( 1 - \frac{\text{mmse}(S_2|S_1, S_3)}{v} \right), (77)
\]

which completes the proof of Theorem 3.
A. An Upper Bound of $\varphi(v)$

For $y = f(x) + n$, we assume that $f$ does not change the average power of $x$, i.e., $E[|f(x)|^2] = E[|x|^2]$. The following proposition gives an upper bound of $\varphi$.

**Proposition 1:** For $v \in [0, 1]$, $\rho = \varphi(v)$ in (35) is upper bounded by $\delta \cdot \left( \frac{1 + \sigma^2}{4\sigma^2} \right)$.

**Proof:** Define $z = f(x)$ and $\text{mmse}(z|y)$ as the minimum MSE of estimating $z$ from $y = z + n$. Note that $E[|f(x)|^2] = 1$. According to [37], $\text{mmse}(z|y) \geq \frac{1}{1 + 1/\sigma^2}$. According to the data processing inequality, it is clear that $\text{mmse}(x|y) \geq \text{mmse}(z|y)$. Rewriting $\varphi(v)$ in (35) as

$$\rho = \varphi(v) = \delta \left( v + \frac{1}{\text{mmse}(x|\hat{p}, y) - \frac{1}{v}} \right)^{-1},$$

(78)

Combining $\text{mmse}(x|y) \geq \frac{1}{1 + 1/\sigma^2}$ with (78) yields

$$\rho \leq \delta \left( v + \frac{1}{1 + 1/\sigma^2 - \frac{1}{v}} \right)^{-1} = \delta \left( \frac{1 + 1/\sigma^2 - \frac{1}{v}}{v(1 + 1/\sigma^2)} \right)$$

(79a)

$$= \delta \left( -\frac{\sigma^2}{1 + \sigma^2} \cdot \frac{1}{v^2} + \frac{1}{v} \right)$$

(79b)

$$= \delta \left( -\frac{\sigma^2}{1 + \sigma^2} \left( \frac{1}{v} - \frac{1 + \sigma^2}{2\sigma^2} \right)^2 + \frac{1 + \sigma^2}{4\sigma^2} \right)$$

(79c)

$$\leq \delta \left( \frac{1 + \sigma^2}{4\sigma^2} \right),$$

(79d)

which completes the proof.

B. Proof of Theorem 5

First, we prove that $R_{AC} \rightarrow I(y; x)$ as $\delta, R_C \rightarrow 0$ with $R_C/\delta$ fixed for the BPSK case as follows.

Recall $\rho = \varphi(v)$ in (35) as

$$\rho = \varphi(v) = \frac{\delta}{v} \left( 1 - \frac{\text{mmse}(x|\hat{p}, y)}{v} \right) \leq \frac{\delta}{v}.$$ 

(80)

From Proposition 1, we can see that $\rho \rightarrow 0$ as $\delta \rightarrow 0$. Then, we apply Taylor expansion to $\text{mmse}(B, \rho)$ at $\rho = 0$ as [37]

$$v = \text{mmse}(B, \rho) = 1 - \rho + o \left( \rho^2 \right).$$

(81)
Denote $\rho_f$ as solutions of $\varphi^{-1}(\rho) = \text{mmse}(\mathcal{B}, \rho)$. Combining (80) and (81), we have $\rho_f$ at the vicinity of $\rho = 0$

$$\rho_f \leq \frac{\delta}{1 - \rho_f} \overset{(a)}{\Rightarrow} \left( \rho_f - \frac{1}{2} \right)^2 \leq \frac{1}{4} - \delta \overset{(b)}{\Rightarrow} 0 \leq \rho_f \leq \frac{1}{2} - \sqrt{\frac{1}{4} - \delta}, \quad (82)$$

where (a) and (b) are due to that $\delta \to 0$ and $\rho \to 0$. Define $\rho_f^{\text{max}} \triangleq \frac{1}{2} - \sqrt{\frac{1}{4} - \delta}$. From (45), we have

$$a_f \leq \int_0^{\rho_f} (1 - \text{mmse}(\mathcal{B}, \rho)) \, d\rho \leq \int_0^{\rho_f^{\text{max}}} (1 - \text{mmse}(\mathcal{B}, \rho)) \, d\rho \overset{\triangleq}{=} a_f^{\text{max}}. \quad (83)$$

Following (60c) and (63)–(65), we can show $\frac{(a_f^{\text{max}})^2}{2\delta} \to 0$ as $\delta \to 0$. Since $a_f \leq a_f^{\text{max}}$, we have $a_f/2\delta \to 0$ as $\delta \to 0$, which completes the proof for the BPSK case.

Following the same method in the proof of Theorem 2, the above result can be extended to a general symmetrical constellation $\mathcal{S}_C$.

C. Extension of Theorem 5

The proof of Theorem 5 relies on Proposition 1 to show that $\rho$ is in the vicinity of zero when $\delta \to 0$. In fact, Theorem 5 holds for an arbitrary signal model as long as Proposition 1 holds. Another provable example is $y = f(x + n)$. When $f$ is a one-to-one mapping function, it can be shown that $\text{mmse}(x|\hat{y}) = \frac{v\sigma^2}{v + \sigma^2}$, which is the MMSE for $y = x + n$. When $f$ is a many-to-one mapping function, we have $\text{mmse}(x|\hat{y}) > \frac{v\sigma^2}{v + \sigma^2}$ due to the ambiguity from $y$ to $x + n$. Thus, we have $\text{mmse}(x|\hat{y}) \geq \frac{v\sigma^2}{v + \sigma^2}$.

Combining with (78) yields

$$\rho = \varphi(v) \leq \delta \left( v + \frac{1}{\frac{v + \sigma^2}{v} - \frac{1}{v}} \right)^{-1} \leq \frac{\delta}{v + \sigma^2} \leq \frac{\delta}{\sigma^2}. \quad (84)$$

It is clear that $\rho \to 0$ as $\delta \to 0$.
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