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Abstract

Machine learning (ML) is the branch of computer science that studies computer algorithms that can learn from data. It is mainly divided into supervised learning, where the computer is presented with examples of entries, and the goal is to learn a general rule that maps inputs to outputs, and unsupervised learning, where no label is provided to the learning algorithm, leaving it alone to find structures. Deep learning is a branch of machine learning based on numerous layers of artificial neural networks, which are computing systems inspired by the biological neural networks that constitute animal brains. In asteroid dynamics, machine learning methods have been recently used to identify members of asteroid families, small bodies images in astronomical fields, and to identify resonant arguments images of asteroids in three-body resonances, among other applications. Here, we will conduct a full review of available literature in the field and classify it in terms of metrics recently used by other authors to assess the state of the art of applications of machine learning in other astronomical subfields. For comparison, applications of machine learning to Solar System bodies, a larger area that includes imaging and spectrophotometry of small bodies, have already reached a state classified as progressing. Research communities and methodologies are more established, and the use of ML led to the discovery of new celestial objects or features, or new insights in the area. ML applied to asteroid dynamics, however, is still in the emerging phase, with smaller groups, methodologies still not well-established, and fewer papers producing discoveries or insights. Large observational surveys, like those conducted at the Zwicky Transient Facility or at the Vera C. Rubin Observatory, will produce in the next years very substantial datasets of orbital and physical properties for asteroids. Applications of ML for clustering, image
identification, and anomaly detection, among others, are currently being developed and are expected of being of great help in the next few years.
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## 1 Introduction

Astronomical datasets are rapidly growing in size and complexity, ushering in the era of big data science in Astronomy (Ball and Brunner 2010; Pesenson et al. 2010). As discussed in the recent review paper by Baron (2019), the sheer magnitude of recent datasets in astronomy demands the introduction of techniques other than the visual inspection by a human researcher. Clustering methods to identify groups of objects sharing similar properties, like galaxies, asteroids, or variable stars, can now be performed with much simpler to write software, yielding faster results. New possible members of known groups in large databases can be automatically assigned to their most likely class. Anomaly detection algorithms can now identify outliers and new classes of astronomical objects with minimal training from a human observer. To stand up to the challenges of modern astronomy, many new techniques in machine learning (ML) have been recently adopted by more and more subfields in astronomy.

Machine learning is a subfield of Engineering and Computer Science. Machine learning explores the study and construction of algorithms that can learn from data. Algorithms for machine learning are often split into two main categories. Supervised machine learning algorithms are used to learn a mapping from a set of features to a target variable based on provided examples of input-output pairs. Unsupervised learning algorithms are utilized to learn relationships that exist in the dataset without using labels.

Fluke and Jacobs (2020) recently reviewed the then-current status of applications of ML to various subfields of astronomy, like Planetary studies, Active Galactic nuclei, Solar Astronomy, and Variable Stars, among others. Applying a set of metrics to the scientific outcome of the available literature, the authors were able to classify fields for applications of ML into emerging, progressing, and established. Fields like Solar Astronomy and Variable Stars were classified as established by Fluke and Jacobs (2020), with large groups operating in the field, a substantial body of literature available, and scientific outcomes reaching the more advanced phases of discovery and insight, where new scientific knowledge is demonstrated as a consequence of applying ML.

While applications of machine learning in other astronomical subfields have recently flourished, the number of papers that applied such methods in asteroids dynamics has been more limited, with just 12 papers that tried to use such approaches in the last three years. The main goal of this paper is to review recent applications of ML to the field of asteroid dynamics and to use Fluke and Jacobs (2020) metrics to assess the impact that the use of existing algorithms has had in the field. Once this task is done, we will then assess open problems and some possible future lines of research.

Many of the revised papers used ML algorithms developed in the Python language (van Rossum 1995), or, less frequently, in R (R Core Team 2013) or Julia (Bezanson et al. 2017). Here, we will cover three main areas of applications of ML to asteroid dynamics, mostly associated with applications of three popular Python libraries: i) supervised and unsupervised learning, scikit-learn (Pedregosa et al. 2012), ii) time series analysis, statsmodels (Seabold and Perktold 2010) and iii) deep learning, Tensorflow (Abadi et al. 2015) and Keras (Chollet 2018).
The most commonly used approaches in asteroid dynamics and application to small bodies will be covered in the next sections. Please note that the purpose of these sections is not to provide a full description of all available algorithms in the literature, and of the theory behind them, but rather to offer a review of the field and to provide resources where interested readers could find an additional material. Interested readers can find a more broad review of the statistical methods discussed in this work in Baron (2019). We will start our review by discussing the most commonly used methods in ML. Less popular techniques, like time series analysis, will be discussed in Sect. 2.3. Finally, applications of deep learning and the use of Artificial Neural Networks will be covered in Sect. 2.4. After a full review of existing literature in the field has been performed, we will apply the metrics used by (Fluke and Jacobs 2020) to assess the impact, use, and current level of diffusion of existing algorithms in the field in Sect. 4. Section 5 will cover what we consider some likely future trends in the field. Finally, in Sect. 6 we will present our conclusions.

2 Machine learning

Machine learning approaches used in applications to small bodies are divided into two main categories:

1. Supervised learning: “The computer is presented with the task of learning a function that maps an input to an output based on example input-output pairs” (Russell and Norvig 2010).

2. Unsupervised learning: no label is given to the learning algorithm, leaving the method alone to find the structure at its entrance (Wang 2001).

Another category of ML, reinforcement learning, has not yet had applications in the area of interest of this work and will not be further discussed. ML algorithms can either predict a label for classification problems, or a quantity, and in this case, one has regression problems. We will start our review by looking into supervised training algorithms.

2.1 Supervised learning

Concerning supervised learning, several algorithms have been developed in the Python language in recent years. They are freely available to the scientific community (scikit-learn package, (Pedregosa et al. 2012)). Supervised learning is defined by the use of labeled datasets to train algorithms that classify data or predict outcomes accurately. Supervised learning algorithms can either be standalone or ensemble methods.

Standalone methods are approaches based on a single algorithm. Some of the most used standalone methods in astronomy are Linear regression, Logistic regression, and Decision tree.

Linear regression looks for a linear relationship between an independent variable, $x$ or the input, and a dependent variable, $y$ or the output. The algorithm fits a linear model to minimize the residual sum of squares difference between observed and predicted data, as shown in Fig. 1. In this method, it is possible to force the coefficients to be positive, which could be useful for some physical problems.

Logistic regression is a statistical method applied to cases where the input data need to be labeled into different categories (Dalpiaz et al. 2021). It is a special case of linear regression where the output variable is a single value. Logistic regression uses probability theory to
predict whether anything belongs to a group or not. This type of problem is known as a “binary classification problem” as one classifies an object as either belonging to a group or not. In this case, there are two possible results: “yes” and “no”. Usually, a positive result points to the presence of some identity separate from those of its members while a negative result points to the absence of it. Thus, one needs to predict the probability that identity is present. In practice, the binary responses variable is coded using 1 and 0 for “yes” and “no”, respectively.

To do so, we fit the function logit to the set of training data to map any real value to value in the interval between 0 and 1 based on a linear combination of dependent predictor variables as:

\[
\text{logit} P_i = \log \left( \frac{P_i}{1 - P_i} \right) = \beta_0 + \beta_1 x_{1,i} + \beta_2 x_{2,i} + \ldots + \beta_k x_{k,i},
\]

(1)

where \( P_i \) is the probability of the event i term, and the coefficients \( \beta_i (i = 1, 2, \ldots, k) \) are parameters of the model usually estimated through the maximum likelihood estimation (MLE) and \( x_i (i = 1, 2, \ldots, k) \) is a vector containing discrete or continuous values (Cramer 2004; Gudivada et al. 2016). An example of logit function is shown in Fig. 2.

A Decision tree is a model that is described by a top-to-bottom tree-like graph. It can be used in both classification and regression. Decision tree algorithms make decisions in a tree-shaped form, as consecutive nodes. The lowest nodes in the tree are called leaves or
Fig. 3 Decision tree regressor. 7406 objects from the Gaia Data Release 2 (Collaboration et al. 2018) are used to train a decision tree algorithm to found correlations between the relative flux uncertainties and the diameter measurements of the object (de Souza et al. 2021).

Fig. 4 An example of the procedure used by Random Forest to reach decisions.

terminal nodes. They are not associated with a condition, but instead, carry the label of a path within the tree. The number of decision nodes, or the maximum depth, “max_depth”, is a free parameter of the model. An example of a tree diagram for a Decision tree is shown in Fig. 3, where we display the path to classify a sample of asteroids from the Gaia Data Release 2 (Collaboration et al. 2018), as used by (de Souza et al. 2021). In the first node of this regressor, all the objects with relative flux uncertainties $\leq 9$, in a logarithmic scale, will follow the arrow marked as True, and the rest will follow the False arrow. Other decisions will follow as marked.

Ensemble methods use several standalone algorithms to obtain a result. We can distinguish between:

1. **Bootstrap aggregation (bagging):** the training data are divided into several samples, called bootstrap samples, obtained by selecting a random sample with replacement of the training set. Each model is counted with the same weight.

2. **Boosting:** emphasizes the training cases where the previous models made fewer mistakes in the classification, and the autonomous models that had a better performance.

Examples of Bagging Classifiers are the Random Forest and the Extremely Randomized Trees. For Random Forest, a multitude of decision trees is created at training time. For classification tasks, the Random forest’s output is the class chosen by the majority of trees (Ho 1995, 1998). The mean or average prediction of the individual trees is returned for regression tasks. Extremely Randomized Trees, or ExtraTree, follows a similar procedure, but the bagging process is performed without substitutions. An example of the procedure used by Random Forest to reach an outcome is shown in Fig. 4.

Examples of Boosting algorithms are Adaptive Boosting (AdaBoost), Gradient Boosting (Gboost), and eXtreme Gradient Boosting (XGBoost). In the AdaBoost method (Freund and Schapire 1995), the reinforcement algorithms track the models that provided the least accurate forecast and give them lesser weights. The final result is achieved as a weighted average of the result of each autonomous model, as also shown in Fig. 5. GBoost differs from AdaBoost because it employs a gradient descent algorithm in the process of assigning weights to the
standalone models’ outcome (Boehmke and Greenwell 2019). The gradient algorithm was regularized and optimized in $XGBoost$ by Chen and Guestrin (2016).

Another example of ensemble tree-based methods are the Bayesian additive regression trees ($BART$) (Chipman et al. 2010; Hill et al. 2020). $BART$ is a model in which each tree is limited by a regularization before being a weak learner, and fitting and inference are carried out using an iterative Bayesian back-fitting algorithm that generates samples a posterior. While not a part of the standard $Python$ scikit-learn package, $BART$ is available in Python at the GitHub repository “https://github.com/JakeColtman/bartpy”, last accessed on June 1st 2022.

$Naive$ $Bayes$ is a simple approach for creating classifiers, which are models that offer class labels to problem cases represented as vectors of feature values, with the class labels selected from a limited set. There is no single technique for training such classifiers; rather, there are several algorithms based on the same principle: all $Naive$ $Bayes$ classifiers assume that the value of one feature is independent of the value of any other feature, given the class variable.
For example, a fruit is called an apple if it is red, round, and has a diameter of roughly 10 cm. A robust Naive Bayes classifier considers each of the color, roundness, and diameter features to contribute independently to the likelihood that this fruit is an apple (Piryonesi and El-Diraby 2020), regardless of any possible correlations between them. The continuous values associated with each class are assumed to follow a normal distribution in the Gaussian Naive Bayes method.

Finally, Support-Vector Machines (SVM) have also been recently used for classification and regression problems (Cortes and Vapnik 2009). Assume that some data points are assigned to one of two classes, and the purpose is to determine which class a new data point will be assigned to. A data point is seen as a $p$-dimensional vector (a list of $p$ numbers) in support-vector machines, and we want to know if we can separate such points with a $(p - 1)$-dimensional hyperplane. Numerous hyperplanes might be used to categorize the data. The hyperplane that represents the greatest separation, or margin, between the two classes is a viable choice as the best hyperplane. The algorithm upon which SVMs are based automatically selects the best hyperplane.

### 2.2 Unsupervised learning

Unsupervised learning is a general term that incorporates a large set of statistical tools used to perform data exploration. Here we are going to review mostly algorithms used for clustering, which is the problem of arranging a set of items so that objects in the same group (called a cluster) are more comparable (in some sense) to those in other groups (clusters), and for anomaly detection, which is a step in data mining that identifies data points, events, or observations that deviate from a dataset most observed behavior. Concerning clustering, K-Nearest-Neighbors (KNN), $k$-means, and the Hierarchical Clustering Method (HCM) were the most used methods in recent literature, while recently published papers that worked with anomaly detection used Isolation forests. All the algorithms that we outline in this section are available in the Python library scikit-learn (Pedregosa et al. 2012).

The basic idea behind KNN is to predict the status of a point based on its closest neighbors. If most of the closest neighbors belong to a class, the point is also classified as such. A free parameter of this algorithm is the number of neighbors used for the classification. Figure 6 shows a case where, if we use three as a number of neighbors, the central point will be
classified as belonging to class B, while for a larger sample of 7 the point is classified as belonging to class A. KNN can be used for both supervised and unsupervised learning. Most recent applications used for problems of unsupervised learning, which is why we decided to list it in this section.

K-means, a centroid-based clustering technique, is one of the most extensively used clustering methods (MacQueen 1967). The distance assignment between the objects in the sample is the first stage in K-means. The Euclidean metric is the default distance, however other metrics that are better relevant for the dataset at hand can be utilized. The algorithm then chooses \( k \) random items from the dataset to act as the initial centroids, with \( k \) being an external free parameter. The closest of the \( k \) centroids is then allocated to each object in the dataset. The average position of the objects associated with the specified cluster is then used to construct new cluster centroids. These two procedures, re-assigning objects to clusters based on their distance from the centroid and recomputing cluster centroids, are performed until convergence is achieved. Convergence can be described in a variety of ways, such as when the vast majority of objects (90 percent or more) are no longer reassigned to various centroids, or when the cluster centroids converge to a single position. The cluster centroids and an association of the individual objects to the different clusters are the algorithm’s output.

HCM is the most commonly used method for identifying families of asteroids (Bendjoya and Zappalà 2002). First, it checks for objects closer to a parent body than to a distance cut-off. If a new object is found, the new body is used as the parent body and the process is repeated until no new members are identified. Results of HCM are usually displayed in form of a dendrogram, as shown in Fig. 7, where HCM has been used to find groups in a domain of three non-periodic quantities of asteroid light curves. Each vertical line in the dendrogram represents a cluster, while each horizontal line is associated with the merging of groups. The vertical axis displays the distance cut-off.

Finally, concerning anomaly detection algorithms, Isolation forest is the first anomaly detection algorithm to use isolation to identify anomalies. It was first conceived and developed by Liu et al. (2008). Anomalies are described as those instances in the dataset that do not conform to the normal profile, according to the most common methodologies for anomaly detection. Isolation forest takes a different approach: instead of attempting to construct a model of normal examples, it separates anomalous points in the dataset explicitly. The key benefit of this approach is the ability to use sampling techniques in ways that profile-based methods cannot, resulting in a fast algorithm with low memory requirements.

In the next sub-section we are going to review ML methods recently applied in the fields of time-series analysis.
2.3 ML application in time-series analysis

Time-series analysis studies data points collected over a period of time. This form of study, on the other hand, is more than just gathering data over time. The ability to depict how variables change over time distinguishes time-series data from other types of data. In other words, time is an important variable since it reveals how the data changes through time as well as the final outcomes.

In this review paper, we are going to discuss two ML methods that have been recently used for studies of asteroid dynamics, ARIMA models and the use of auto-correlation functions ACF. Other methods, like the use of exponential smoothing models (ETS) or the use of deep learning approaches based on artificial neural networks will not be treated in this section. Interested readers can find further details on these topics in Brownlee (2020). Numerical methods discussed in this section are available in the Python library statsmodels (Seabold and Perktold 2010).

One exciting area where ML has been recently applied is time-series analysis. Auto-regressive (AR), integrated (I), moving average (MA), or ARIMA models have been developed to predict stock prices behavior (Mills 1999). Recent applications of ARIMA models include Fraud detection in Credit Card transactions (Moschini et al. 2020), studies of variable stars light curves (Feigelson et al. 2018), and studies of coronal index solar cycles (Akhter et al. 2020), among others.

In an auto-regressive (AR) process current values depend on past ones through a relationship:

\[ x_t = a_1 x_{t-1} + a_2 x_{t-2} + \ldots + a_p x_{t-p} + \epsilon_t, \]  

(2)

where \( \epsilon_t \) is a normally distributed error with constant variance and zero mean, \( p \) is the process order (i.e., how many time lags are employed in the model), and \( a_i (i = 1, 2, \ldots, p) \) are the model coefficients for each lag up to order \( p \). Current values in a moving average (MA) process are influenced by recent errors, or shocks, via the following relationship:

\[ x_t = \epsilon_t + b_1 \epsilon_{t-1} + b_2 \epsilon_{t-2} + \ldots + b_q \epsilon_{t-q}, \]  

(3)

where \( \epsilon_t \) is the error term for the \( t \)-th term, and the coefficients \( b_i (i = 1, 2, \ldots, q) \) quantify the response to the previous shocks up to order \( q \). Adding the two equations produces an ARMA\((p,q)\) model. The coefficients \( a_i \) and \( b_i \) are estimated using regression procedures, like the maximum likelihood estimation.

The ARMA model operates under several assumptions, that include the series being stationary, i.e., with constant mean and variance. A stationary series presents the same behavior at all times. Stationarity in a time series can be checked by performing tests such as the Dickey-Fuller, also known as Adfuller test (Dickey and Fuller 1979). This test can be used by verifying the null hypothesis that a unit root is present in an AR model. If the probability \( p_{AF} \) associated with the null hypothesis is less than 0.05, the series can be assumed to be stationary. A non-stationary series can be transformed into a stationary one by taking the difference of all elements with respect to their previous ones. If the new difference series is stationary, a modelization of this new series can then be carried out. If that is not the case, a new difference series can be computed from the order 1 difference series, and then checked for stationarity. The process can be then repeated until stationarity is achieved.

ARIMA models depend on three free parameters, \((p, d, q)\). These are the order \( p \) of the autoregressive part of the model, the order \( d \) of series differentiation by which stationarity is achieved, and the order \( q \) of the moving average part. These coefficients can be determined using the Box-Jenkins approach (Box, Jenkins 1976).
On the left, we have a plot of a sinusoidal wave’s time behavior (top panel) and its autocorrelation function (bottom panel). We have simulated white noise (top panel) and its $ACF$ on the right side (bottom panel). In the $ACF$ plots, the area between dashed horizontal lines represents the region where autocorrelation coefficients are less than 5% and represent negligible autocorrelation. Adapted from Fig. 1 of (Carruba et al. 2021)

Other astronomical applications based on time series analysis were based on the autocorrelation function. Chaos in dynamical systems can be identified using an approach based on the autocorrelation function of time series, the ACF index ($ACFI$). The Pearson correlation coefficient (Pearson 1895) measures how strong two time series are related. $R$ is near to 1, the maximum value, if the two variables depicted by the series are tightly connected. $R$ will be close to the minimal value of -1 if they are significantly anti-correlated, and $R \approx 0$ if there is no correlation at all. A correlation coefficient can be defined in a variety of ways, but Pearson’s approach is the most frequent. If the $i$-th term of the series in $x$ and $y$ is defined as $x_i$ and $y_i$, then:

$$R = \frac{cov(X, Y)}{\sigma_X \sigma_Y},$$

where $cov(X, Y)$, which is the covariance of the two series, is defined as:

$$cov(X, Y) = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{1}{2} (x_i - x_j)(y_i - y_j).$$

$N$ is the number of terms in the two series, and $\sigma_X$ is the standard deviation of the $x_i$ series, defined as:

$$\sigma_X = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i - \mu_x)^2},$$

where $\mu_x = \frac{1}{N} \sum_{i=1}^{N} x_i$ is the average value of the series. For $\sigma_Y$, a similar expression exists. The correlation function of a time series with a lagged copy of the series is the autocorrelation coefficient of the series. Assume we have built a time series with a lag of one, $y_i = x_{i-1}$. Equation (4) will be used to calculate the autocorrelation coefficient for this $y_i$. For lags of 2 ($y_i = x_{i-2}$), 3 ($y_i = x_{i-3}$), and so on, analogous autocorrelation coefficients can be found. The spectrum of autocorrelation coefficients for various values of the time lag is the autocorrelation function ($ACF$) of $x_i$. The autocorrelation function is useful for determining the predictability of a series’ temporal behavior.

For a function that periodically repeats itself, all its auto-correlation coefficients are equal to 1 (see Fig. 8). It is always possible to predict its future behavior. For white noise time
series, such as random variables, all its auto-correlation coefficients are around 0. It is not possible to predict the series future behavior.

We can define a chaos indicator using the ACF, the auto-correlation function indicator (ACFI), as:

$$ACFI = \frac{1}{i_{fin} - i_{init}} \sum_{i=i_{init}}^{i_{fin}} n_i(|R|) > 0.05,$$

(7)

where $n_i(|R|) > 0.05)_i$ is the number of autocorrelation coefficients larger, in absolute value, than 5%, the null hypothesis for auto-correlation. $ACFI$ is computed over the interval $i_{fin} - i_{init}$ to avoid including auto-correlation at short timescales.

2.4 Deep learning

Deep learning is part of a larger family of machine learning methods based on artificial neural networks. There are three types of learning for deep learning methods: supervised, semi-supervised, and unsupervised. Artificial neural networks (ANNs) were inspired by biological systems’ neuron networks. A typical ANN has numerous layers between the input and output layers, as shown in Fig. 9, which depicts a neural network with an input, a hidden layer, and an output layer. Neural networks come in a variety of shapes and sizes, but they all include the same basic components: neurons, weights, biases, and activation functions. These components function in a similar way to the human brain and may be trained in the same way as any other conventional ML method. While the terms deep learning and artificial neural networks are often used interchangeably in some literature, there is a significant difference between the two. Neural networks use neurons to convey data in the form of input values and output values through connections, while deep learning is connected with feature transformation and extraction, which aims to build a relationship between stimuli and the corresponding neural responses. For the sake of simplicity, here we are going to use the term deep learning in a broader sense, which includes simple applications of neural networks. The reader is advised that this may not be a generally accepted practice.

Three types of neural networks are among the most used in astronomy:

1. Multilayer perceptron (MLP).
2. Long short-term memory (LSTM).
3. Convolutionary neural networks (CNN)
A MLP is a type of feedforward ANN and is typically composed by a network of multiple layers of perceptrons. A single perceptron is a function that can decide whether or not an input, represented by a vector of numbers, belongs to some specific class (Freund and Schapire 1999). A feedforward ANN is a network in which nodes do not form a cycle of connections, but only propagate forward. There are at least three levels of nodes in an MLP: an input layer, a hidden layer, and an output layer (see also Fig. 9). Each node, except for the input nodes, is a neuron with a nonlinear activation function. Backpropagation is a supervised learning technique used by MLP during training (Rosenblatt 1963). MLP were very popular in the 1980s for problems like speech and image recognition, but other methods like CNN have been more commonly used for the latter applications more recently (Duev et al. 2019). The latest applications of MLP are in the field of time series forecasting (see Brownlee (2020)).

LSTM is a deep learning architecture based on an artificial recurrent neural network (RNN). Unlike normal feedforward neural networks, LSTM has feedback connections, which allows them to handle not only individual data points (such as photos), but also complete data streams (such as speech or video). Applications of LSTM in astronomy include time series forecasting (Brownlee 2020) and time series anomaly detection (Malhotra et al. 2015).

CNN are regularized versions of multilayer perceptrons. Multilayer perceptrons are typically completely connected networks, meaning that each neuron in one layer is linked to all neurons in the following layer. These networks’ “complete connectedness” makes them vulnerable to data overfitting. Regularization, or preventing overfitting, can be accomplished in a variety of methods, including punishing parameters during training (such as weight loss) or reducing connectivity (skipped connections, dropout, etc.). To create patterns of increasing complexity, CNNs employ a different method of regularization: they take advantage of the hierarchical structure in data and use smaller and simpler patterns imprinted in their filters. CNNs have shown to be effective on difficult computer vision issues, reaching state-of-the-art results on tasks like picture classification while also serving as a component in hybrid models for completely new problems like object localization, image captioning, and more (Brownlee 2020). Because of their effectiveness, they are the most commonly used ANN architecture for image detection of Solar System small bodies (Duev et al. 2019, 2021).

Finally, more complex architecture involving combinations of LSTM and CNN are also possible and have been discussed in Brownlee (2020). Deep learning Python routines are available in the Tensorflow (Abadi et al. 2015) and Keras packages (Chollet 2018). Because of their applications to image processing, convolutional neural networks (CNN) can also very efficiently run on graphics processing unit (GPUs) (Strigl et al. 2010), and, more recently, have found applications in Tensor Processing Units (TPUs) (Yazdanbakhsh et al. 2021). Interested readers can find more information on the subject in the above references.

3 Applications to solar system small bodies

Smirnov and Markov (2017) applied KNN, Decision tree, Gradient boosting, and Logistic regression to identify resonant three-body asteroids in the main belt. The results of identification by machine learning methods were accurate and take much less time than numerical integration (seconds versus days). The authors identified 404 new asteroids in the 4J-2S-1A three-body resonance using a machine-learning methodology (see Fig. 10).
The subdivision of the observed objects of the Kuiper Belt (KBOs) into different dynamic classes is based on their orbits. Smullen and Volk (2020) used a GBoost model to automatically classify newly discovered objects into four classes.

Some families of asteroids may also be the result of spin-up-induced fission of a parent body in critical rotation (fission clusters, Pravec et al. (2010)). In at least four young groups of fission, more than 5% of its members belong to subfamilies. K-means can be used to automatically identify these groups (Carruba et al. 2020).

Carruba et al. (2019) applied hierarchical clustering algorithms HCM for supervised learning to identify families of asteroids. This approach can find family members with scores above 89.5%. The authors identify 6 new families and 13 new clusters in regions where the method can be applied.

Carruba et al. (2020) used machine learning classification algorithms to identify new family members based on the orbital distribution in \((a, e, \sin(i))\) of previously known family members. They compared the result of nine classification algorithms for autonomous and joint approaches. The Extremely Randomized Trees (ExtraTree) method had the highest precision, allowing to recover up to 97% of the family members identified with the standard HCM method. An application of this method to the Hansa asteroid family is shown in Fig. 11.
where previously known family members are shown as black dots, and members predicted by the ExtraTree approach are red circles.

Selecting the ideal machine learning model and its hyperparameters can be a difficult task, especially when the domain of hyperparameters to be optimized is vast. Genetic algorithms (Chen et al. 2004) have this name because they mimic the process of genetic evolution. They have recently been used to select the ideal algorithm for predicting the asteroid population in the secular resonances $z_1$ and $z_2$, which are resonances involving the commensurabilities $g - g_6 + s - s_6$ and $2(g - g_6) + s - s_6$, where $g$ is the precession frequency of the longitude of pericenter, $s$ is the precession frequency of the longitude of nodes, and the suffix 6 identify Saturn, the sixth planet (Carruba et al. 2021).

If we extend the field to general applications to asteroids, including observations, imaging, and taxonomy, three more works were produced in the last few years.

de Souza et al. (2021) used a logistic Bayesian additive regression tree model (BART) to find correlations between relative large flux uncertainties and systematic right ascension errors and large diameters in the Gaia database.

Taxonomic classification of NEA (Erasmus et al. 2017) and MBA (Erasmus et al. 2018) based on VRI spectrophotometry data was recently obtained with algorithms using KNN, SVM, and a Gaussian Naive Bayes method developed by Mommert et al. (2016).

Chen et al. (2018) used an algorithm developed by Lin et al. (2018) and based on Random forest and Isolation forest for the supervised and unsupervised learning to detect moving objects, including asteroids, from images obtained from the Hyper Suprime-Cam Subaru Strategic Program (HSC-SSP).

Asteroid’ brightness is not generally constant, but presents time variations that depend on the asteroid shape, albedo, rotation period, and other factors. ARIMA models can fit the light curve shapes with an error of less than 1%, even for very complex shapes. Based on the order of the best-fitting model $(p, d, q)$, a new classification scheme for asteroid light curves can be introduced (Carruba and Aljbaae 2021).

ACFI can be applied to well-known systems, like the Hénon-Heiles Hamiltonian (see Fig. 12). For Solar System small bodies, it can be used to separate the effects of resonance overlapping from close encounters with massive bodies (Carruba et al. 2021).
Neural networks can be used to predict the orbital stability of asteroids in the main belt. Liu et al. (2021) used ANN to fit data obtained from the integration of 151,000 orbital initial conditions. A temporal stability map in the \((a, e)\) plane was obtained as a result.

Neural networks can also be used to automatically recognize images from time series. This allows one to automatically determine whether an asteroid is in resonance or not, as performed by (Carruba et al. 2021) for asteroids near the \(M1 : 2\) mean-motion resonance. Figure 13 displays a set of 20 images of resonant arguments for 20 such asteroids. The first panel displays the time behavior of an argument for an asteroid in a circulating orbit, the seventeenth one that of an asteroid in a librating state, and the third panel shows the case of an asteroid alternating phases of libration and circulation. Similar sets of images can be used to train artificial neural networks so that the process of identifying the resonant state is performed automatically.

Fig. 13 A set of 20 images of asteroids in or near resonant states of the 1:2 MMR (mean-motion resonance) with Mars. The x-axes display the predicted classification (0 for circulating orbits, 1 for switching and 2 for librating ones) and their probabilities of belonging to a given class. The titles of each figure panel are the asteroid identifications.
Aljbaae et al. (2021) applied a Time-Series prediction with Neural Networks in Python with Keras to identify non-chaotic behavior of spacecraft close to the asteroid (99942) Apophis during its exceptionally close approach with Earth on 2029 April 13, at about 38 000 km from the Earth’s center. The authors classify orbits based on a relationship between the difficulty in the prediction and the stability. This method can isolate the most regular orbits that could be stable in the system. A good correlation was found between the Time-Series prediction approach and MEGNO (Cincotta and Simó 2000) or the Perturbation Map of type II (PMap) (Sanchez and Prado 2017, 2019). Pugliatti and Topputo (2020) adopted a CNN approach for the small-body shape recognition task. The authors obtained very good performances of their model, with a precision of 98.52%. Meaningful results are also presented with varying illumination conditions.

Finally, Li et al. (2022) recently used ANN to predict the trajectories of the 2:3 Neptune resonators over periods of $\approx 20000$ yrs. The outcome of the model can predict the resonant angle with an accuracy as small as of a few degrees. This approach, faster than standard numerical methods, can help in identifying populations of KBOs to be discovered in future surveys.

If we extend the field to include the detection and imaging of small bodies, a series of related papers have been published in the last years. Duev et al. (2019) created DeepStreaks in 2019, a convolutional neural network, deep-learning system designed to efficiently identify streaking fast-moving near-Earth objects identified in the Zwicky Transient Facility (ZTF), a wide-field, time-domain survey. The method cut human involvement in the streak detection process by orders of magnitude, from several hours to less than 10 minutes every day.

Duev et al. (2021) also developed Tails, an open-source deep-learning framework for the identification and localization of comets in the image data of the Zwicky Transient Facility (ZTF). Tails employs a custom EfficientDet-based architecture and is capable of finding comets in single images in near-real-time (see Fig. 14 for an example of images used to train the ANN. Information on the ANN architecture is available in Fig. 1 of Duev et al. (2021)). This includes the first AI-assisted discovery of a comet (C/2020 T2) and the recovery of a comet (P/2016 J3 = P/2021 A3).

Neural networks can also be used to automatically classify asteroids into their taxonomic spectral classes. Penttilä et al. (2021) used feed-forward neural networks to predict asteroid taxonomies with the Bus-DeMeo classification using datasets simulating GAIA observations, and, more recently, simulating Legacy Survey of Space and Time (LSST) observations (Penttilä et al. 2022). Results show that neural networks can identify taxonomic classes of asteroids in a robust manner.
Fig. 14  A set of images used by Tails for the purpose of training ANNs to recognize comets image data. Image adapted from the Fig. 1 of Duev et al. (2021) and reproduced with permission of the American Astronomical Society (©AAS)
4 From classification to insight: assessing the impact of machine learning applications to asteroid dynamics

Fluke and Jacobs (2020) utilized seven categories to assess recently published literature, where the last two are those with a higher scientific outcome.

1. **Classification**: objects or features are assigned to one of several categories or labels. The machine learning algorithm learns the properties that link an instance to a category based on a training set (labeled or unlabeled). When the algorithm is applied to a new instance, it assigns the most likely category label.

2. **Regression**: The assignment of a numerical value (or values) based on the characteristics that the machine learning algorithm has learned or otherwise predicted. A training set, similar to classification, can be utilized, or the features might be deduced from the dataset.

3. **Clustering**: these techniques assess if an object or feature is a part of (or a member of) anything. This could be a physical structure or association, like an asteroid family, or a region within an N-dimensional parameter space.

4. **Forecasting**: The machine learning algorithm’s goal is to learn from prior occurrences and anticipate or forecast the occurrence of a similar event. The forecast has an inherent time dependence.

5. **Generation and Reconstruction**: Missing information is generated and reconstructed, with the expectation that it will be consistent with the underlying truth. The absence of information could be caused by noise, processing artifacts, or other astronomical events, all of which conspire to obfuscate the required signal.

6. **Discovery**: New celestial objects, features, or relationships are discovered as a result of using a machine learning or artificial intelligence technology.

7. **Insight**: New scientific knowledge is demonstrated as a result of applying machine learning, which goes beyond the finding of astronomical objects. This includes situations where information about the suitability of using machine learning, dataset selection, hyperparameters, and comparisons to human-based classification is gathered.

Classification, regression, and clustering methods are frequently compared to a comparable human-centered approach, but with the need to “scale-up” either the size of the dataset to be studied or the time it takes to complete the work. The results of classification and regression can be the culmination of an investigation or the input to a forecasting, generating, finding, or insight process.

These seven categories, which constitute a loose hierarchy of sophistication, provide an assessment of the maturity of the use of machine learning and artificial intelligence within a subfield of astronomy. Using a machine learning technique to conduct a classification, regression, or clustering problem is a frequent starting point. Machine learning can be used to estimate expected future outcomes, like future solar flares (Florios et al. 2018), or produce discoveries, like the identification of new candidates of rare objects (Zhang et al. 2018), once it has been established as being comparable to, or exceeding, a more traditional approach.

How can papers published in the field of asteroid dynamics and Solar System small bodies be classified in terms of these categories? We can divide the field into five main types of subfields:

1. **Resonant and chaotic dynamics**: in this subfield we consider papers that deal with the identification and classification of asteroidal populations in mean-motion and secular resonances, or deal with the effects of chaotic motions either caused by resonant dynamics or stochastic effects, like close encounters with massive bodies.
Table 1  A qualitative summary of the categories of ML algorithms and the most common subareas of research for asteroid dynamics (first four rows) and for the extended area of applications to small bodies (second set of five rows)

| Nature/type                  | Classification | Regression | Clustering | Forecasting | Generation | Discovery | Insight |
|-----------------------------|----------------|------------|------------|-------------|------------|-----------|---------|
| Res. & Chaotic Dyn          | 6              | 2          | 1          | 7           | 3          | 2         | 0       |
| Ast. Fam. Id.               | 1              | 0          | 2          | 3           | 1          | 2         | 0       |
| Time series An.             | 3              | 1          | 1          | 3           | 2          | 1         | 0       |
| Image recognition           | 1              | 0          | 0          | 1           | 1          | 0         | 0       |
| Res. & Chaotic Dyn          | 6              | 3          | 1          | 7           | 3          | 3         | 0       |
| Ast. Fam. Id.               | 1              | 0          | 2          | 3           | 1          | 2         | 0       |
| Time series An.             | 3              | 2          | 1          | 4           | 4          | 2         | 0       |
| Image recognition           | 1              | 1          | 0          | 4           | 4          | 4         | 2       |
| Ast. Tax. Phys              | 4              | 1          | 0          | 4           | 1          | 1         | 0       |

2. **Asteroid families’ identification**: articles that deal with identifying new members of known or newly identified asteroid groups, which could either be dynamical families or groups produced by rotational fission.

3. **ML applications to time series analysis**: articles that focus on the prediction and classification of a time series, which could be a time series of orbital elements, an asteroid light curve, or other applications.

4. **Image recognition**: these are papers that mostly use *Artificial Neural Networks (ANN)* to recognize patterns or images. Applications include asteroid or comets images, asteroid spectra, and asteroid resonant arguments, among others.

5. **Asteroid taxonomy and physical properties**: papers that focus on obtaining taxonomical information from spectral or spectrophotometric data, or physical properties like masses, shapes, and densities, using *ML*.

These categories are not mutually exclusive. For instance, papers that deal with resonant dynamics can use ANN to recognize images of resonant arguments (Carruba et al. 2021). Articles that focus on chaos may use time series analysis techniques to identify regular and chaotic orbits (Carruba et al. 2021). Once the number of papers in the field increases, other divisions into subfields may appear to be more useful for classifying research done in this area. For the time being, however, we will use this scheme to organize current papers in the field.

Table 1 displays our analysis of 12 papers in the field of machine learning applied to asteroid dynamics, and 21 in the broader area of Solar System small bodies. For each of the sub-areas that we introduced in this section, we classify if a paper covers one or more of the seven categories of scientific outcomes introduced by (Fluke and Jacobs 2020). Results are also summarized for the whole subareas of asteroid dynamics and small bodies in Fig. 15. A more detailed classification, article by article, is also presented in Table 2 in “Appendix 1”.

What can be learned from this analysis? Fluke and Jacobs (2020) used a hierarchy of three categories to evaluate the maturity of ML within a subfield of astronomy: *emerging, progressing, and established*.

The *emerging* stage is used for astronomy and astrophysics subfields that are beginning to study the use of machine learning and artificial intelligence, generally by attacking easier to solve problems. This could be a challenge that necessitates a classification or regression strategy, or a comparison of machine learning and another, well-known method. For *emerging*
communities, the ML methodologies best suited to a given problem may have not yet been encountered, or the community is tiny.

In a progressing stage, a greater range of approaches are utilized, or a single technique is used several times, or there is an immediate jump to the forecasting, discovery, or insight phases in fields regarded as progressing in their usage of ML.

Finally, a subfield reached an established stage if the application of machine learning has become essential in established subfields, there is a considerable body of research, and the focus is mostly on predicting, discoveries, or insight. It is no longer necessary to assess the applicability of machine learning because its application has become of wide use.

Fluke and Jacobs (2020) classified the study of Small bodies objects as having reached a progressing stage. Based on our analysis, we agree on this result: there is a wider community already studying Small bodies, which has produced works that produced scientific outcomes reaching the categories of discovery and insight, like the articles from Duev et al. (2019) and Duev et al. (2021), with the first ML-assisted discovery of a comet (C/2020 T2). More advanced techniques, like the use of neural networks for image recognition, are becoming more and more common in the area, almost reaching the status of an established method, associated with the (Fluke and Jacobs 2020) progressing stage.

This is less true if we consider the subfield of asteroid dynamics. The community working in the area is less established, with six groups with published papers so far, fewer papers produced scientific outcomes that can be categorized as belonging to generation or discovery, and none reached the stage of insight. Overall, we believe that ML applied to asteroid dynamics may be classified as still being in the emerging phase, but already approaching a progressing phase.

5 Future trends

Having reviewed recent literature in the field, it is now time to attempt to look for possible future trends in the area. In performing such a task one always runs the risk of painting a biased portrait, influenced by personal experiences and expectations. Yet, we think that this could be a useful thought experiment, and could at least form the base for a more educated discussion on the subject.
Most recent efforts have focused on the use of ANNs, either for classification of images of asteroid resonant arguments (Carruba et al. 2021), for the detection of images of Solar System small bodies (Duev et al. 2019, 2021), or for classifying asteroids into their taxonomic spectral classes Penttilä et al. (2021, 2022). The use of more and more complex architecture of ANNs, as described in Sect. 2.4, could significantly improve the speed and efficiency of the models currently used by the scientific community. It is reasonable to expect that some of the next scientific advancements may occur in this area.

An engine for progress in the field of $ML$ has been in the recent past Kaggle competitions (see also https://www.kaggle.com/competitions, last accessed on June 1st 2022). Kaggle competitions are machine learning tasks made by Kaggle or other companies, like Google or WHO. Competitions range in types of problems and complexity, but they are generally open to novices. They usually award a monetary prize for the best problem solution. A recent example of a Kaggle-like competition in the field of asteroid dynamics has been a challenge hosted in Kelvins about the prediction of the effects of an impact while deflecting asteroids in the context of the HERA mission (https://kelvins.esa.int/-planetary-defence/, last accessed on August 5th, 2021). A dataset is provided to explore a way to do this task in a purely $ML$-driven way.

Another way in which the field could advance is by using algorithms that have found applications in other fields, but are not yet of common use among the small bodies community. Examples of these are density-based clustering algorithms, like $DBSCAN$ and $GDBSCAN$, which can cluster point objects, as well as spatially extended objects according to both, their spatial and their non-spatial attributes (Sander et al. 1998).

Concerning deep learning algorithms, a very promising method is the Transformer architecture (Vaswani et al. 2017). Complex recurrent or convolutional neural networks with an encoder and a decoder are the most common sequence transduction models. The finest models additionally use an attention mechanism to connect the encoder and decoder. The Transformer is a new simple network architecture model purely based on attention processes, with no recurrence or convolutions. Experiments on two machine translation tasks reveal that these models are superior in quality, parallelizable, and take much less time to train.

Another area where applications of $ML$ are most likely to be of great importance is the analysis of data produced by next-generation astronomical surveys. We already saw that large databases produced by space missions like GAIA will need $ML$ methods to fully take advantage of the information available in the data (Penttilä et al. 2021). Ongoing observational robotic surveys, like those produced by the Zwicky Transient Facility ($ZTF$) (Dekany et al. 2020) have already produced modeling efforts in the $ML$ area, with the already discussed papers on the DeepStreaks (Duev et al. 2019) and Tails (Duev et al. 2021) software packages for the identification of fast-moving near-Earth objects and comets. $ZTF$ is a large optical survey in multiple filters producing hundreds of thousands of transient alerts per night. $ML$ is already commonly used for the analysis of such data, and plans to expand its implementations are already underway (Mahabal et al. 2019).

Data produced by $ZTF$ are, however, estimated to be just $\approx 10\%$ of what is expected from the Vera C. Rubin Observatory. This 8.4-meter three-mirror design telescope, currently under construction in Chile, is expected to start operations in October 2023. Jones et al. (2015) estimated that the catalogs generated by the Vera C. Rubin Observatory will increase the known number of small bodies in the Solar System by a factor of 10-100 times, among all populations, with $\approx 1$ million new asteroid discoveries predicted in just the first year of operations. The need to handle such a massive amount of data has already caused the development of new methods, like the use of Lomb-Scargle algorithm on Graphics Processing
Units (Gowanlock et al. 2021). More ML-oriented software development is expected in the next years.

6 Conclusions

In this work, we reviewed 21 papers with applications of ML to Solar System bodies, 12 of which had a focus on ML applied to asteroid dynamics. A brief outline of the methods used in the reviewed references has been first provided, with references to the theoretical papers most relevant to each approach, and links to some of the most commonly used software packages for each method. Current references were then classified in terms of metrics recently used by Fluke and Jacobs (2020) to assess the impact of applications of ML algorithms in other astronomical subfields.

ML applications to Solar System bodies, which include imaging and spectrophotometry of small bodies have already reached the progressing stage, with established research communities and methodologies, as well as papers describing how the use of ML led to the discovery of new celestial objects, or features, or to new insights in the field. ML applied to asteroid dynamics has seen many recent developments, especially in the Space missions to asteroids area. However, since fewer papers producing discoveries or insights are still produced, we believe that this area may be still considered as an emerging field, moving on to the progressing phase.

As discussed in Sect. 5, the most recent efforts have focus on the use of ANNs, either for classification of images of asteroid resonant arguments, for the detection of images of Solar System small bodies, or for classifying asteroids into their taxonomic spectral classes Developments on the line of what was discussed in Sect. 2.4, could in the next year significantly improve the speed and efficiency of methods currently used by the scientific community.

Finally, the development of new, more advanced, ML algorithms, and the need to develop new methods able to handle the massive amount of data expected to be produced by robotic astronomical surveys, like the Zwicky Transient Facility (ZTF) and the Vera C. Rubin Observatory have already been a powerful motivation to develop new ML methods for data analysis, as discussed in Sect. 5. It is fair to expect many new exciting developments and discoveries in the field in the next few years.
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Appendix 1: data on current applications of ML in asteroid dynamics

In this section we report the data used to classify current literature according to Fluke and Jacobs (2020) category scheme, as discussed in Sect. 4. Our data are shown in Table 2.

| Article number | Reference                           | ML application | Article field | Subject subfield | Category |
|----------------|-------------------------------------|----------------|---------------|------------------|----------|
| 1              | Smirnov and Markov (2017)           | SL             | AD            | RD               | C,R,F    |
| 2              | Smullen and Volk (2020)             | SL             | AD            | AFI              | R,CLF    |
| 3              | Carruba et al. (2020)               | UL             | AD            | AFI              | CL,F     |
| 4              | Carruba et al. (2019)               | UL             | AD            | AFI              | CL,F     |
| 5              | Carruba et al. (2020)               | SL             | AD            | AFI              | C,F,D    |
| 6              | Carruba et al. (2021)               | SL             | AD            | AFI,RD           | R,F,G,D   |
| 7              | de Souza et al. (2021)              | SL             | SL            | ATP              | C,F      |
| 8              | Erasmus et al. (2017)               | SL             | SL            | ATP              | C,F      |
| 9              | Erasmus et al. (2018)               | SL             | SL            | ATP              | C,F      |
| 10             | Chen et al. (2018)                  | UL             | SL            | IR               | R,D,I    |
| 11             | Carruba and Aljbaae (2021)          | TSA            | AD            | TSA              | C,R,CL,F,G |
| 12             | Carruba et al. (2021)               | TSA            | AD            | RD,TSA           | C,F,D    |
| 13             | Liu et al. (2021)                   | DL             | AD            | RD               | C,F,G    |
| 14             | Carruba et al. (2021)               | DL             | AD            | RD,IR            | C,F,G    |
| 15             | Aljbaae et al. (2021)               | DL             | AD            | RD,TSA           | C,F,G    |
| 16             | Duev et al. (2019)                  | DL             | SL            | IR               | F,D,G    |
| 17             | Duev et al. (2021)                  | DL             | SL            | IR               | F,D,G,I  |
| 18             | Penttilä et al. (2021)             | DL             | SL            | ATP              | C,F,G    |
| 19             | Penttilä et al. (2022)             | DL             | SL            | ATP              | C,F,G    |
| 20             | Pugliatti and Topputo (2020)        | DL             | AD            | ATP              | C,G      |
| 21             | Li et al. (2022)                    | DL             | SL            | RD,TSA           | R,F,G,D   |

The first column shows the article number, which refers to the order of citation in this work. The second column yields the reference to the cited work. The third column displays the types of machine learning applications, which could be either an application of supervised (SL) or unsupervised (UL) learning, time-series analysis (TSA), or deep learning (DL). The fourth column show if the article is in the field of asteroid dynamics (AD) or small bodies in the Solar System (SB). The fifth column shows the article field, which can be resonant and chaotic dynamics (RD), asteroid families’ identification (AFI), time-series analysis (TSA), Image recognition (IR), asteroid taxonomy and physical properties (ATP), or space missions to asteroids (ASM). Finally, the sixth column shows the Fluke and Jacobs (2020) categories by which the scientific outcomes of the paper were classified in this work: Classification (C), Regression (R), Clustering (CL), Forecasting (F), Generation and Reconstruction (G), Discovery (D), and Insight (I). Multiple categories may apply to a single work.
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