Two-body recombination in a quantum mechanical lattice gas: Entropy generation and probing of short-range magnetic correlations
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We study entropy generation in a one-dimensional (1D) model of bosons in an optical lattice experiencing two-particle losses. Such heating is a major impediment to observing exotic low temperature states, and “simulating” condensed matter systems. Developing intuition through numerical simulations, we present a simple empirical model for the entropy produced in this 1D setting. We also explore the time evolution of one and two particle correlation functions, showing that they are robust against two-particle loss. Because of this robustness, induced two-body losses can be used as a probe of short range magnetic correlations.
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I. INTRODUCTION

As cold gas experimentalists turn their attention toward more strongly correlated states (such as Mott insulators and fractional quantum Hall states) they find that equilibration times become large. This is problematic: inelastic processes limit the time over which one can conduct an experiment, and the experimentalists find themselves in a race. Can the system equilibrate before the entropy generated by the inelastic processes destroy the state of interest? A similar issue arises when the experimental protocol involves some sort of “adiabatic” change of parameters (such as ramping up the intensity of an optical lattice): can the adiabatic ramp be completed before inelastic processes take over? Here we explore a simple one-dimensional (1D) model where one can quantitatively study the entropy generated by two-body losses. Within this model we find that the entropy produced by each recombination event is of order the logarithm of the number of atoms, highlighting the difficulty faced by future experiments. We hope that quantitative studies of such inelastic processes can help overcome them – though we see no simple solution at this point and time. On a more positive note, we find that within our model the inter-atomic correlations are largely time independent, even in the presence of drastic atom loss. Thus even with atom loss one can confidently measure the inter-atomic correlations of an initial state of interest. While one hopes that this result is generic, it is possible that the robustness of the correlations is an artifact of 1D, where the dynamics are non-ergodic. To test this we have looked at small 2D clusters, finding nearly identical results. Extrapolating to more complex systems, we give an explicit example of how one could use losses to measure nearest neighbor antiferromagnetic correlations in a two component Fermi gas.

The problem of heating due to atom losses goes back to the first attempts to experimentally create degenerate Fermi gases. Then it was pointed out that while atom losses are relatively benign in a Bose condensate, they have drastic consequences for a degenerate Fermi gas. Randomly removing particles from a Fermi sea generates large amounts of entropy.

Here we consider a version of a model introduced by Verstraete et al. This and related models were explored in a number of theoretical and experimental works. The original model consists of a gas of bosons moving in a 1D lattice. Whenever two bosons are on the same site they recombine with rate $\Gamma_0$. The composite object which they form is then lost. This model could describe a gas of molecules (where a recombination mechanism always exists) or a gas of atoms (where light assisted collisions provide a recombination mechanism). Most experiments are engineered to minimize these two-body losses. They can intentionally be made stronger and also occur in near-resonant optical traps, such as the blue-detuned lattices used by Schneider et al.

When $\Gamma_0$ is sufficiently high, or in the presence of strong on-site interactions, one can integrate out the doubly occupied sites, producing a model with hard-core interactions and a nearest neighbor loss term. Mathematically the time evolution of this dissipative system is then given by a Master equation

$$\frac{d\rho}{dt} = -\frac{i}{\hbar}[H,\rho] + \Gamma \sum_{\langle i,j \rangle} \left[ a_i a_j \rho a_i^\dagger a_j^\dagger - \frac{1}{2} (n_i n_j \rho + \rho n_i n_j) \right],$$

where the conservative part of the dynamics are described by the Hamiltonian

$$H = -J \sum_{\langle i,j \rangle} a_i^\dagger a_j + a_j^\dagger a_i.$$  

In these equations, $a_i$ is the operator which annihilates an atom at site $i$, $J$ is the tunneling matrix element, $\rho$ is the density matrix, $\hbar$ is the reduced Planck’s constant, $\langle i,j \rangle$ denotes nearest neighbor sites, $1/\Gamma$ is the time it...
takes for atoms at nearest neighbor sites to recombine. These equations implicitly assume that one works in a Hilbert space where each site is occupied by only zero or one particle. The remarkable result found in previous work is that $\Gamma$ scales inversely $\Gamma_0$. Thus when $\Gamma_0 \to \infty$, the dynamics become conservative, coinciding with those of a hard-core gas of particles, a lattice Tonks-Girardeau gas.

We are interested in how entropy and correlations evolve with time in this model when $\Gamma \ll J$, but $\Gamma \neq 0$. For example, suppose one begins at time $t = 0$ in an $N$-particle Tonks state. As time evolves atoms are lost, until the system has $N' < N$ particles. Does the system adiabatically evolve into a $N'$ particle Tonks gas (or an ensemble of such gases with a different particle numbers)? We find that this is not the case. As we describe below, we find that the $N'$ particle system is better described by the initial $N$-particle Tonks state with random atoms removed. This is a high entropy state. Despite its highly non-equilibrium character, it inherits the two-particle correlations of the initial $N$-particle Tonks gas. These correlations, which are very different from what one expects for the $N'$-particle Tonks gas, are directly measurable, and greatly impact the behavior of the system.

II. NUMERICAL APPROACH

To solve the Master equation in Eq. (11), we consider a small chain of length $L$. We numerate all $2^L$ possible many-body states in which no more than one particle sits on each site. We explicitly write the density matrix in this basis as a $2^L \times 2^L$ matrix, and express Eq. (1) as a coupled system of equations for the $2^{2L}$ matrix elements. Note the time evolution does not create coherences between states of different particle number. This lack of coherence represents the fact that recombination events at different places or time are in principle distinguishable. Consequently the density matrix is block diagonal, and for even number of particles $N$ can be written

$$\rho = \rho^{(0)} \oplus \rho^{(2)} \oplus \ldots \oplus \rho^{(N)}$$

where $\rho^{(n)}$ is the $\binom{N}{n}$-dimensional density matrix for the sector with $n$ particles. We use a split-step method for our time evolution — alternating the exact Hamiltonian dynamics with the exact dissipative dynamics. We vary our time step to verify that our results are independent of the time step. We find that it is impractical to take $L > 12$, as the Hilbert space becomes too large. We typically quote results using $L = 10$ or $L = 12$.

Other approaches, such as the density matrix renormalization group can be applied to this problem [9], allowing one to consider larger systems, but making some observables more difficult to calculate.

III. TIME EVOLUTION OF THE DENSITY

As described by García-Ripoll et al. [10], the time evolution of the density in this model can be understood by a rather simple argument. One begins by noting that the rate of change of the number of atoms at a site only depends on the correlations between particles on nearby sites:

$$\frac{dn_i}{dt} = -\Gamma \left[ \langle n_{i+n_{i+1}} \rangle + \langle n_{i}n_{i-1} \rangle \right]$$

Translational invariance implies that the two terms in brackets are equal to one-another, and one can write

$$\frac{dn}{dt} = -2\Gamma g^{(2)} n^2(t)$$

FIG. 1: (Color online) Left: Average particle number $\langle N \rangle = \sum n \cdot \text{Tr} \rho^{(n)}$ as a function of time for an initial Mott insulator state on a $L = 10$ lattice. Solid line: numerical simulation; Dotted line: two-body decay law for an uncorrelated state $N(t) = N(0)/[1 + 2\Gamma t]$. Middle: Same, but for a Tonks-Girardeau gas initial state (ground state of a hard core lattice gas with $L = 10, N = 6$). Solid line: simulation. Green dashed curve: two-body decay law for an uncorrelated state. $N(t) = N(0)/[1 + 2\Gamma t]$. Dotted line: two-body decay low assuming time independent correlations $N(t) = N(0)/[1 + 2\Gamma t]$. Right: Average particle numbers in the different sectors $\langle N^{(n)}(t) \rangle = n \cdot \text{Tr} \rho^{(n)}(t)$ for the Mott insulator initial state. The sum of all curves at a certain time gives the blue in the leftmost figure. All times measured in units of the inverse hopping $J^{-1}$. 
We quantify the time evolution of the correlations by studying two objects: the single particle density matrix \( \langle a_i^\dagger a_{i+j} \rangle / \langle n \rangle \), and the density-density correlations function \( \langle n_i n_{i+j} \rangle / \langle n \rangle^2 \). The equilibrium value of the latter correlation function is efficiently calculated by performing a Jordan-Wigner transformation and mapping the hard-core Bose gas onto a gas of non-interacting Fermions. In particular, in the thermodynamic limit the equilibrium nearest neighbor density-density correlator at density \( n \) is

\[
g_{eq}^{(2)}(n) = 1 - \left( \frac{\sin(\pi n)}{\pi n} \right)^2. \tag{7}\]

As already emphasized, we see large deviations from this equilibrium prediction.

Figure 2 shows the time dependence of the correlation functions for the two initial conditions previously explored. The two figures on the left show the behavior is

\[
g^{(2)}(t) \approx g^{(2)}(t = 0). \tag{6}\]

Variations on this equation have appeared in the literature \cite{6,10}, which can be interpreted as different models for \( g^{(2)}(t) \).

Figure 1(a,b) compares the time evolution found from the Master equation with that from Eq. (6). Panel (a) shows the evolution beginning from a Mott state (with \( g^{(2)}(t = 0) = 1 \)), while panel (b) shows the decay of a correlated state. Panel (c) shows the weight in each of the different particle number channels.

Similar results for the decay of the Mott insulator were found in \cite{10}. In particular, García-Ripoll et al. \cite{6} used a Density Matrix Renormalization Group simulation to show that the observations in Fig. 1(a) are independent of system size. In the remainder of this paper we extend these results, directly analyzing the time dependence of correlations and entropy.
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of the Mott state. Not only are the density correlations largely time independent, but so is the single-particle density matrix. One immediate implication is that the atom momentum distribution (and hence a time-of-flight image) is unchanged by the loss. The inset of the lower left figure compares the $g^{(2)}$ extracted from our simulations to Eq. (7).

As shown by the two figures on the right, the dynamics from the Tonks state also leads to nearly time independent correlation functions. As time evolves there is a very slight drop in the nearest neighbor density correlations, and the single particle density matrix begins to fall off more rapidly with distance. This redistribution of the off-diagonal weight of the single particle density matrix corresponds to a shift of particles to larger momentum. Interestingly, this is the opposite of what one would expect if one instead modeled the dynamics as just an adiabatic change in the number of particles. The inset to the top-right figure shows the equilibrium single particle density matrix (corresponding to the number of particles are at time $t = 200 J^{-1}$). The slower slower spatial variation of the equilibrium $\langle a_1^\dagger a_1 \rangle / \langle n \rangle$, corresponds to a lower occupation of large $k$ states. This is intuitively sensible, since when $n = 1$ one should have only the $k = 0$ state occupied.

In addition to being conceptually important, these correlation functions are directly observable. For example a time of flight measurement of the momentum distribution (as was for example done in [14]) yields the Fourier transform of the single particle density matrix. The full density-density correlation function can be studied within experiments with single-site resolution such as [13]. Alternatively noise correlation measurements [16] or elastic light scattering [17] also probe this static structure factor.

V. ENTROPY

We now proceed to calculate the entropy

$$S(t) = - \text{Tr} \rho(t) \ln \rho(t). \quad (8)$$

For ultra-cold atom experiments, where one is dealing with a small isolated system, the entropy is a more relevant than the temperature. This is especially true here, where the dynamics take one out of thermal equilibrium.

It is convenient, as in Fig. 3, to parametrically plot $S(t)$ as a function of $N(t)$. For $\Gamma \ll J$ the resulting curve is then independent of $\Gamma$. We find that the entropy is well approximated by the simple law

$$S(N) \sim \ln \left( \frac{N_0}{N} \right), \quad (9)$$

where $N_0$ is the number of particles at $t = 0$.

There is a particularly simple interpretation of this result when one starts in the Mott insulating state. The entropy in Eq. (9) is what one would find if one randomly punched holes in the Mott insulator. One would naively expect Eq. (9) to be an upper bound to the entropy, yet the numerical simulations find an entropy which is strictly above this curve. The extra entropy principally comes from the fact there is an indefinite number of particles. When the Mott insulator is depleted to half-filling for large systems one finds that two-body losses are a reliable way to learn about the initial correlations, even when a large fraction of the atoms are depleted.

A similar interpretation can be produced for the entropy of a depleted Tonks-Girardeau gas. There it is convenient to map the system onto a gas of non-interacting fermions via a Jordan-Wigner transform. The fermions initially occupy $N_0$ different momentum states. If one randomly removes fermions from momentum states one arrives at the entropy in Eq. (9). This is similar to the arguments of Timmermans, where a trapped noninteracting Fermi gas in three dimensions was considered [2].

Again, the simulation finds an entropy slightly larger than this estimate.

To understand the applicability of our results to higher dimensional systems, we have performed simulations of a two dimensional (2D) hardcore Bose gas on a rectangular square lattice geometry with a dimension of $4 \times 3$ sites and periodic boundary conditions. The result for entropy vs. particle number is also shown in Fig. 3 (a) and is almost identical to what we found in a 1D system with the same number of lattice sites.

VI. INDUCED LOSSES AS A PROBE OF LOCAL SPIN CORRELATIONS

Our observation that initial correlations are preserved during time evolution makes two-body losses an extremely powerful probe of cold atoms. Losses have long been recognized as a probe of correlations, but have always been viewed as quite invasive [10, 11, 18, 21]. We find that two-body losses are a reliable way to learn about the initial correlations, even when a large fraction of the atoms are depleted.

As a particular example, we now describe how photoassociation induced losses [12, 18, 22] may be used to measure short-range magnetic correlations in two-species lattice bosons or fermions in the $n = 1$ Mott insulating phase [23]. This approach complements methods that detect long range order, such as noise correlations and light scattering [17, 24]. Section VI A will discuss the fermionic case, while Sec. VI B will deal with bosons.

We wish to emphasize that this weak photoassociation approach is very different from a sudden probe such as sweeping the system through a Feshbach resonance or photoassociating the system using a STIRAP protocol [13, 25]. In those latter approaches the signal size is limited by the instantaneous number of doubly occupied sites, which scales as $J/U$. For the weak probes used
here, however, one can remove a large fraction of the atoms. The nearest neighbor spin correlations are a smooth function of temperature \(^{26}\), and represent an important precursor of the magnetic order which sets in on temperatures \(T \sim J_s\), where \(J_s\) is the coupling constant in the effective spin model. Alternative approaches to measure these correlations use lattice modulation spectroscopy \(^{27}\) or manipulation of double well potentials combined with band mapping \(^{28}\).

### A. Two species fermions

We consider a two-species Fermi gas in a deep optical lattice that can be described by a Hubbard-model

\[
H = -J \sum_{\langle i,j \rangle, \sigma = \uparrow, \downarrow} \left( c_{i\sigma}^\dagger c_{j\sigma} + c_{j\sigma}^\dagger c_{i\sigma} \right) + U \sum_i n_{i\uparrow} n_{i\downarrow}, \tag{11}
\]

We envision introducing a photoassociation laser which drives two atoms on the same site into a molecular state, which is lost from the system. The bare loss rate \(\Gamma_0\), depends on the intensity of the photoassociation laser, as well as details of the atomic/molecular states. Integrating out the doubly-occupied sites produces a master equation similar to Eq. (11), which can formally be represented as a complex Hamiltonian

\[
H_F = \left( \hat{J}_F + i\Delta \right) \sum_{\langle i,j \rangle} \left( \mathbf{S}_i \cdot \mathbf{S}_j - \frac{1}{4} n_{i\uparrow} n_{i\downarrow} \right), \tag{12}
\]

with \(\hat{J}_F = 4J^2 U_0 / \left[ U_0^2 + (\Gamma_0 / 2)^2 \right]\) and \(\Delta = J^2 (\Gamma_0 / 2) / \left[ U_0^2 + (\Gamma_0 / 2)^2 \right]\). We envision letting the system equilibrate with the photoassociation lasers turned off (\(\Gamma_0 = 0\)). The lasers are then turned on at a low enough intensity that \(\hat{J}_F \approx J_F\). The subsequent density evolution will then be described by

\[
\frac{dn}{dt} = -q\Gamma_0 \langle \hat{g}^{(2)}_{\uparrow\downarrow} \rangle n^2(t), \tag{13}
\]

where \(q\) is the number of nearest neighbors and the correlation function \(\langle \hat{g}^{(2)}_{\uparrow\downarrow} \rangle\) is given by

\[
\langle \hat{g}^{(2)}_{\uparrow\downarrow} \rangle = \langle n_{i\uparrow} n_{j\downarrow} - 4 \mathbf{S}_i \cdot \mathbf{S}_j \rangle / \langle n_{i\uparrow} \rangle^2. \tag{14}
\]

The initial two-body loss coefficient is proportional to \(\langle \hat{g}^{(2)}_{\uparrow\downarrow} (t=0) \rangle = 1 - 4 \langle \mathbf{S}_i \cdot \mathbf{S}_j \rangle\) and provides a direct measure of nearest neighbor spin correlations.

### B. Two species bosons

For an \(n = 1\) Mott insulator of a two-species Bose gas one can similarly measure local spin correlation functions. Integrating out doubly occupied sites, the Hamiltonian of such a system is formally \(^{29}\)

\[
H_B = \sum_{\langle i,j \rangle} J_z S_i^z S_j^z - J_\perp (S_i^x S_j^x + S_i^y S_j^y) + \frac{\hbar}{2} \left( S_i^z n_j + n_i S_j^z \right) - V n_i n_j, \tag{15}
\]

In the absence of losses, the coupling constants are related to the hopping rate of the two species \((J_\uparrow, J_\downarrow)\), and the on-site interactions between same \((U_{\uparrow\uparrow}, U_{\downarrow\downarrow})\) and different \((U_{\uparrow\downarrow})\) species,

\[
J_\perp = \frac{4J_\uparrow J_\downarrow}{U_{\uparrow\uparrow}}, \quad h = 4 \left[ \frac{J_\uparrow^2}{U_{\uparrow\downarrow}} - \frac{J_\downarrow^2}{U_{\downarrow\downarrow}} \right], \tag{16}
\]

\[
J_z = J_\uparrow^2 \left[ \frac{2}{U_{\uparrow\downarrow}} - \frac{4}{U_{\uparrow\uparrow}} \right] + J_\downarrow^2 \left[ \frac{2}{U_{\downarrow\downarrow}} - \frac{4}{U_{\downarrow\downarrow}} \right], \tag{17}
\]

\[
V = J_\uparrow^2 \left[ \frac{1}{2U_{\uparrow\uparrow}} + \frac{1}{U_{\uparrow\downarrow}} \right] + J_\downarrow^2 \left[ \frac{1}{2U_{\downarrow\downarrow}} + \frac{1}{U_{\downarrow\downarrow}} \right]. \tag{18}
\]
With a two species Bose gas one can selectively address three different photoassociation transitions (↑↑→molecule, ↑↓→molecule and ↓↓→molecule). This versatility may be used to measure a variety of nearest-neighbor spin-correlation functions. For example, driving a photoassociation resonance that converts an ↑- and a ↓-boson into a molecule can be formally described by substituting $U_{↑↑}\rightarrow U_{↑↑} + \Gamma_{↑↓}/2$. Specializing to the case $J_\uparrow = J_\downarrow = J$, corresponding to a typical optical lattice setup, one has

$$H = \sum_{(i,j)} \left[ \tilde{J}_z S_i^z S_j^z - \tilde{J}_\perp (S_i^x S_j^x + S_i^y S_j^y) \right]$$

$$+ \hbar \left( \frac{1}{2} (S_i n_j + n_i S_j^z) - \tilde{V} n_j n_i \right)$$

$$- i4\Gamma_{↑↓} \sum_{(i,j)} \left[ \frac{1}{4} n_j n_j - S_i^z S_j^z + S_i^x S_j^x + S_i^y S_j^y \right]$$

where $\tilde{J}_\perp = 4J^2U_{↑↓}/[U_{↑↑}^2 + (\Gamma_{↑↓}/2)^2]$, $\tilde{J}_z = 4J^2U_{↑↓}/[U_{↑↑}^2 + (\Gamma_{↑↓}/2)^2] - 4J^2(1/U_{↑↑} + 1/U_{↑↓})$, $\tilde{V} = J^2/[U_{↑↑}^2 + (\Gamma_{↑↓}/2)^2] + J^2(1/U_{↑↑} + 1/U_{↑↓})$ and $\Gamma_{↑↓} = (\Gamma_{↑↓}/2)^2/J^2/[U_{↑↑}^2 + (\Gamma_{↑↓}/2)^2]$. In this case two-body losses measure

$$g_{↑↓}^{(2)}(t = 0) = 1 - 4(S_i^x S_j^x - S_i^y S_j^y) \text{ and } S_i^x S_j^y + S_i^y S_j^x.$$