Abstract. In this paper I provide a general framework based on $\delta N$ formalism to study the features of unavoidable higher dimensional non-renormalizable Kähler operators for $\mathcal{N} = 1$ supergravity (SUGRA) during primordial inflation from the combined constraint on non-Gaussianity, sound speed and CMB dipolar asymmetry as obtained from the recent Planck data. In particular I study the nonlinear evolution of cosmological perturbations on large scales which enables us to compute the curvature perturbation, $\zeta$, without solving the exact perturbed field equations. Further I compute the non-Gaussian parameters $f_{NL}$, $\tau_{NL}$ and $g_{NL}$ for local type of non-Gaussianities and CMB dipolar asymmetry parameter, $A_{CMB}$, using the $\delta N$ formalism for a generic class of sub-Planckian models induced by the Hubble-induced corrections for a minimal supersymmetric D-flat direction where inflation occurs at the point of inflection within the visible sector. Hence by using multi parameter scan I constrain the non-minimal couplings appearing in non-renormalizable Kähler operators within, $\mathcal{O}(1)$, for the speed of sound, $0.02 \leq c_s \leq 1$, and tensor to scalar, $10^{-22} \leq r \leq 0.12$. Finally applying all of these constraints I will fix the lower as well as the upper bound of the non-Gaussian parameters within, $\mathcal{O}(1 - 5) \leq f_{NL} \leq 8.5$, $\mathcal{O}(75 - 150) \leq \tau_{NL} \leq 2800$ and $\mathcal{O}(17.4 - 34.7) \leq g_{NL} \leq 648.2$, and CMB dipolar asymmetry parameter within the range, $0.05 \leq A_{CMB} \leq 0.09$. 
1 Introduction

The primordial inflationary paradigm is a very rich idea to explain various aspects of the early universe, which creates the perturbations and the matter. For recent developments see Refs. [1, 2]. Usually inflation prefers slow-rolling of a single scalar field on a flat potential, which has unique predictions for the Cosmic Microwave Background (CMB) observables. The induced cosmological perturbations are generically random Gaussian in nature with a small tilt and running in the primordial spectrum which indicates that inflation must come to an end in our patch of the universe. But a big issue may crop up in model discrimination and also in the removal of the degeneracy of cosmological parameters obtained from CMB observations [3–6]. Non-Gaussianity has emerged as a powerful observational tool to discriminate between different classes of inflationary models [7–11]. The Planck data show no significant evidence in favour of primordial non-Gaussianity, the current limits [6] are yet to achieve the high statistical accuracy expected from the single-field inflationary models and for this opportunities are galore for the detection of large non-Gaussianity from various types of inflationary models. To achieve this goal, apart from the huge success of cosmological linear perturbation theory, the general focus of the theoretical physicists has now shifted towards the study of nonlinear evolution of cosmological perturbations. Typically any types of nonlinearities are expected to be small; but, that can be estimated via non-Gaussian n-point correlations of cosmological perturbations. The so-called “δN formalism” (where
$N$ being the number of e-foldings) [12–19] is a well accepted tool for computing non-linear evolution of cosmological perturbations on large scales ($k \ll aH$), which is derived using the “separate universe” approach [14, 15, 20, 21]. Particularly, it provides a fruitful technique to compute the expression for the curvature perturbation $\zeta$ without explicitly solving the perturbed field equations from which the various local non-Gaussian parameters, $f_{\text{local}}^{\text{NL}}, \tau_{\text{local}}^{\text{NL}}, g_{\text{local}}^{\text{NL}}$ and CMB dipolar asymmetry parameter $A_{\text{CMB}}$ are easily computable.

We will be using the following constraints on the amplitude of the power spectrum, $P_s$, spectral tilt, $n_s$, tensor-to-scalar ratio, $r$, sound speed, $c_s$, local type of non-Gaussianity, $f_{\text{local}}^{\text{NL}}$ and $\tau_{\text{local}}^{\text{NL}}$ and CMB dipolar asymmetry from Planck data throughout the paper [4–6, 27]:

\[
\ln(10^{10} P_s) = 3.089^{+0.024}_{-0.027} \quad (\text{at } 2\sigma \text{ CL}), \\
n_s = 0.9603 \pm 0.0073 \quad (\text{at } 2\sigma \text{ CL}), \\
r \leq 0.12 \quad (\text{at } 2\sigma \text{ CL}), \\
0.02 \leq c_s \leq 1 \quad (\text{at } 2\sigma \text{ CL}), \\
f_{\text{local}}^{\text{NL}} = 2.7 \pm 5.8 \quad (\text{at } 1\sigma \text{ CL}), \\
\tau_{\text{local}}^{\text{NL}} \leq 2800 \quad (\text{at } 2\sigma \text{ CL}), \\
A_{\text{CMB}} = 0.07 \pm 0.02 \quad (\text{at } 2\sigma \text{ CL}).
\]

In this paper I will concentrate our study for Hubble induced inflection point MSSM inflation derived from various higher dimensional Planck scale suppressed non-minimal Kähler operators in $\mathcal{N} = 1$ supergravity (SUGRA) which satisfies the observable universe, and it is well motivated for providing an example of visible sector inflation.

In section 2, I will briefly review the setup with one heavy and one light superfield which are coupled via non-minimal interactions through Kähler potential. In section 3 I discuss very briefly the role of various types of Planck suppressed non-minimal Kähler corrections to model a Hubble induced MSSM inflation for any D-flat directions. Hence in section 4 I present a quantitative analysis to compute the expression for the local types of non-Gaussian parameters and CMB dipolar asymmetry parameter which characterize the bispectrum and trispectrum using the $\delta N$ formalism. For the numerical estimations I analyze the results in the context of two D-flat direction, $\tilde{L}\tilde{L}\tilde{e}$ and $\tilde{u}\tilde{d}\tilde{d}$ within the framework of MSSM inflation [28, 29].

---

1One can also compute all the non-gaussian parameters, $f_{\text{local}}^{\text{NL}}, \tau_{\text{local}}^{\text{NL}}, g_{\text{local}}^{\text{NL}}$ and CMB dipolar asymmetry parameter, $A_{\text{CMB}}$ using In-In formalism in the quantum regime. But the inflationary dynamics responsible for the interactions between the modes occurs at the super-horizon scales within the effective theory setup proposed in this paper. Here I use $\delta N$ formalism as-(1) it perfectly holds good at the super-horizon scales and (2) are also independent of any kind of intrinsic non-Gaussianities generated at the scale of horizon crossing.
2 Planck suppressed non-minimal Kähler operators within \( \mathcal{N} = 1 \) SUGRA

2.1 The Superpotential

In this section I concentrate on two sectors; heavy hidden sector denoted by the superfield \( S \), and the light visible sector denoted by \( \Phi \) where they interact only via gravitation. Specifically the inflaton superfield \( \Phi \) is made up of \( D \)-flat direction within MSSM and they are usually lifted by the \( F \)-term \([30]\) of the non-renormalizable operators as appearing in the superpotential. In the present setup for the simplest situation I start with the following simplified expression for the superpotential made up of the superfields \( S \) and \( \Phi \) as given by:

\[
W(\Phi, S) = W(\Phi) + W(S) = \frac{\lambda \Phi^n}{nM_p^{n-3}} + \frac{M_s^2}{2} S^2,
\]

(2.1)

where for MSSM D-flat directions, \( n \geq 3 \) (In the present context \( n \) characterizes the dimension of the non-renormalizable operator) and the coupling, \( \lambda \sim O(1) \). The scale \( M_s \) characterizes the scale of heavy physics which belongs to the hidden sector of the effective theory. Furthermore, I will assume that the VEV, \( \langle s \rangle = M_s \leq M_p \) and \( \langle \phi \rangle = \phi_0 \leq M_p \), where both \( s \) and \( \phi \) are fields corresponding to the super field \( S \) and \( \Phi \). We also concentrate on two MSSM flat directions, \( \tilde{L}\tilde{L}\tilde{e} \) and \( \tilde{u}\tilde{d}\tilde{d} \), which can drive inflation with \( n = 6 \) via \( R \)-parity invariant \( (\tilde{L}\tilde{L}\tilde{e}) (\tilde{L}\tilde{L}\tilde{e}) / M_p^3 \) and \( (\tilde{u}\tilde{d}\tilde{d}) (\tilde{u}\tilde{d}\tilde{d}) / M_p^3 \) operators in the visible sector, which are lifted by themselves \([31]\), where \( \tilde{u}, \tilde{d} \) denote the right handed squarks, and \( \tilde{L} \) denotes that left handed sleptons and \( \tilde{e} \) denotes the right handed slepton.

2.2 The Kähler potential

In this paper I consider the following simplest choice of the holomorphic Kähler potential which produces minimal kinetic term, and the Kähler correction of the form:

\[
K(s, \phi, s^\dagger, \phi^\dagger) = s^\dagger s + \phi^\dagger \phi + \frac{\delta K}{\text{minimal part}} + \frac{\delta K}{\text{non-minimal part}},
\]

(2.2)

where \( \delta K \) represent the higher order non-minimal Kähler corrections which are extremely hard to compute from the original string theory background. In a more generalized prescription such corrections allow the mixing between the hidden sector heavy fields and the soft SUSY breaking visible sector MSSM fields. Using Eq (2.2) the most general \( \mathcal{N} = 1 \) SUGRA kinetic term for \( (s, \phi) \) field can be written in presence of the non-minimal Kähler corrections through the Kähler metric as:

\[
L_{\text{Kin}} = \left( 1 + \frac{\partial \delta K}{\partial \phi \partial \phi^\dagger} \right) (\partial_\mu \phi^\dagger)(\partial^\mu \phi) + \left( 1 + \frac{\partial \delta K}{\partial s \partial s^\dagger} \right) (\partial_\mu s^\dagger)(\partial^\mu s) + \left( \frac{\partial \delta K}{\partial \phi \partial s^\dagger} \right) (\partial_\mu s^\dagger)(\partial^\mu \phi) + \left( \frac{\partial \delta K}{\partial s \partial \phi^\dagger} \right) (\partial_\mu \phi^\dagger)(\partial^\mu s).
\]

(2.3)
Figure 1. Schematic representation of effective field theory setup within $\mathcal{N} = 1$ SUGRA setup in presence of non-minimal Kähler interaction. In the final step $\mathcal{N} = 1$ SUGRA inflation is governed by the light inflaton field $\phi$ which belongs to the soft SUSY breaking MSSM sector. Additionally, the sinusoidally time dependent dynamical heavy field $s$ always triggers the dynamics of the inflationary framework as the VEV, $\langle s \rangle = M_s(\neq 0) < M_p$ via the Hubble induced correction $\langle V(s) \rangle = M_p^4$ and non-minimal interactions $a, b, c, d$ as appearing in the $a_H$ (A-term) and $c_H$ (mass term) in the SUGRA induced MSSM inflation.

In this paper I consider the following gauge invariant non-minimal Planck scale suppressed Kähler operators within $\mathcal{N} = 1$ SUGRA $[31–33]$:

\[
\delta K^{(1)} = \frac{a}{M_p^2} s^\dagger \phi^\dagger \phi s + \text{h.c.} + \cdots, \\
\delta K^{(2)} = \frac{b}{2M_p} s^\dagger s \phi^\dagger \phi + \text{h.c.} + \cdots, \\
\delta K^{(3)} = \frac{c}{4M_p^2} s^\dagger s^\dagger s \phi^\dagger \phi + \text{h.c.} + \cdots, \\
\delta K^{(4)} = \frac{d}{M_p} s \phi^\dagger \phi + \text{h.c.} + \cdots.
\]
where \(a, b, c, d\) are dimensionless non-minimal coupling parameters. The \(\cdots\) contain higher order non-minimal terms which has been ignored in this paper. In Fig (1) let me have shown the schematic picture of the total effective field theory setup within \(\mathcal{N} = 1\) SUGRA in presence of non-minimal Kähler interaction.

## 3 Modeling MSSM inflation from light & heavy sector

In this section let me consider a situation where inflation occurs via the slow roll of \(\phi\) field within an MSSM vacuum with a gauge enhanced symmetry, where the entire electroweak symmetry is completely restored. Let me imagine a physical situation where the heavy field is coherently oscillating around a VEV, \(\langle s\rangle \sim M_s\), during the initial phase of inflation,

\[
s(t) = M_s + M_s \sin(M_s t)
\]  

(3.1)

which arises quite naturally from the hidden sector string moduli field and is coherently oscillating before being damped away by the phase of inflation. The contribution to the potential due to the time dependent oscillating heavy field, with an effective mass \(M_s \gg H_{inf}\), is averaged over a full cycle (0 < t\(_{osc}\) < H\(^{-1}\)\(_{inf}\)) is given by:

\[
\langle V(s) \rangle \approx M_s^2 \langle s^2(t) \rangle \sim H^2 M_p^2.
\]  

(3.2)

Let me now concentrate on the Hubble induced potential when \(V(s) = 3H^2M_p^2 \sim M_s^2|s|^2\), in which case the contributions from the Hubble-induced terms are important compared to the soft SUSY breaking mass, \(m_\phi\), and the A-term for all the cases mentioned in Eq (2.4-2.7). Consequently the potential is dominated by a single scale, i.e. \(H \sim H_{inf}\), \[34\] 

\[
V(\phi) = V(s) + c_H H^2 |\phi|^2 - \frac{a_H H \phi^n}{n M_p^{n-3}} + |\phi|^{2(n-1)} M_p^{2(n-3)},
\]  

(3.3)

where I have taken \(\lambda = 1\) and, the Hubble-induced mass parameter \(c_H\) and A-term \(a_H^2\) for \(s << M_p\) can be expressed in terms of the non-minimal couplings appearing in Eq (2.4). Fortunately for this class of potential given by Eq (3.3), inflection point inflation can be characterized by a fine-tuning parameter, \(\delta\), defined as \[35\]:

\[
\frac{a_H^2}{8(n-1)c_H} = 1 - \left(\frac{n-2}{2}\right)^2 \delta^2.
\]  

(3.4)

Here the tuning parameter, \(|\delta|\) is small enough \[3\], for which a point of inflection at the position of the VEV of the inflaton \(\langle \phi \rangle = \phi_0\) exists, so that the flatness condition \(V''(\phi_0) = 0\) holds good in the present context, with

\[
\phi_0 = \left(\sqrt{\frac{c_H}{(n-1)HM_p^{n-3}}}\right)^{1/n-2} + \mathcal{O}(\delta^2).
\]  

(3.5)

\[2\] In the present setup the Hubble induced mass term \(c_H\) and the A-term \(a_H\) can be expressed in terms of the non-minimal parameters \(a, b, c, d\). For more details see Ref [31–33] on these aspects.

\[3\] In the present context I consider that the tuning is of the order of \(\delta \sim 10^{-4}\)
For $\delta < 1$, one can Taylor-expand the inflaton potential around an inflection point, $\phi = \phi_0$, as:

$$V(\phi) = \alpha + \beta(\phi - \phi_0) + \gamma(\phi - \phi_0)^3 + \kappa(\phi - \phi_0)^4 + \cdots,$$

(3.6)

where $\alpha$ denotes the height of the potential, and the coefficients $\beta, \gamma, \kappa$ determine the shape of the potential in terms of the model parameters $^4$. Note that once the numerical values of $c_H$ and $H$ are specified, all the terms in the potential are determined.

For $c_s \neq 1$, the upper bound on the numerical value of the Hubble parameter ($H$), the scale of inflation ($\sqrt{V_*}$) and the scale of the heavy string moduli field ($M_s$) are expressed as:

$$H \leq 9.241 \times 10^{13} \times \sqrt{\frac{r_*}{0.12}} \, c_s^{\frac{V_*}{2(V_* - 1)}} \text{ GeV},$$

(3.7)

$$\sqrt{V_*} \leq 1.96 \times 10^{16} \times \sqrt{\frac{r_*}{0.12}} \, c_s^{\frac{V_*}{2(V_* - 1)}} \text{ GeV},$$

(3.8)

$$M_s \leq 1.77 \times 10^{16} \times \sqrt{\frac{r_*}{0.12}} \, c_s^{2(V_* - 1)} \text{ GeV},$$

(3.9)

where $r_*$ is the tensor-to-scalar ratio at the pivot scale of momentum $k_* \sim 0.002 \text{Mpc}^{-1}$.

## 4 δN formalism in presence of non-minimal Kähler operators for $c_s \neq 1$

In this section I have used the $\delta N$ formalism $^{[12–19]}$ to compute the local type of non-Gaussianity, $f_{NL}^\text{local}$ from the prescribed setup for $c_s \neq 1$. In the non-attractor regime, the $\delta N$ formalism shows various non-trivial features which has to be taken into account during explicit calculations. Once the solution reaches the attractor behaviour, the dominant contribution comes from only on the perturbations of the scalar-field trajectories with respect to the inflaton field value at the initial hypersurface, $\phi$, as the velocity, $\dot{\phi}$, is uniquely determined by $\phi$. However, in the non-attractor regime of solution, both the information from the field value $\phi$ and also $\dot{\phi}$ are required to determine the trajectory $^{[42]}$.

In order to compute the scalar-field trajectories explicitly, here I feel the need to solve the equation of motion of the scalar field, which is in general a second-order differential equation in a prescribed background. This can be solved by providing two initial conditions on $\phi$ and $\dot{\phi}$ on the initial hypersurface. I have, therefore, integrated the equation of motion to the final time, $t = t_*$. Here I have solved the equation of motion perturbatively by expanding it around a particular trajectory given by $\phi \propto e^{\vartheta H t}$, where $\vartheta$ is time dependent function in the generalized physical prescription. So I have used these background solutions for the field trajectories to compute the

$^4$The analytical expressions for the co-efficients appearing in the inflection point potential, $\alpha, \beta, \gamma$ and $\kappa$, can be expressed in terms of the mass parameter $c_H$, Hubble scale $H$ and, the VEV of the inflaton $\phi_0$ and tuning parameter $\delta$ are explicitly mentioned in the appendix.
perturbations of the number of e-folds with respect to the initial field value and its time derivative. During the computation of the trajectories let me assume here that the universe has already arrived at the adiabatic limit via attractor phase by this epoch, or equivalently it can be stated that a typical phase transition phenomena appears to an attractor phase at the time \( t = t_* \). More specifically, in the present context, I have assumed that the evolution of the universe is unique after the value of the scalar field arrived at \( \phi = \phi_* \) where it is mimicking the role of standard clock, irrespective of the value of its velocity \( \dot{\phi}_* \). Let me mention that only in this case \( \delta N \) is equal to the final value of the comoving curvature perturbation \( \zeta \) which is conserved at \( t \geq t_* \). In Fig (2) I have shown the schematic picture of the \( \delta N \) formalism.

### 4.1 General conventions

In the present context, further I have neglected the canonical kinetic term during the non-attractor phase for simplicity. The background equation of motion for the four physical situations are given by

\[
0 = \begin{cases}
(\ddot{\phi} + 3H\dot{\phi}) \left[ 1 + \frac{aM^2}{2M_p^2} (1 + \sin(M_*t))^2 \right] + \frac{2aM^3}{M_p^2} \left[ \left( 2 \phi + 3H \dot{\phi} \right) \cos(M_*t) - \phi M_* \sin(M_*t) \right] \left( 1 + \sin(M_*t) \right) + V'(\phi) & \text{for Case I} \\
\ddot{\phi} + 3H \dot{\phi} + \frac{bM^2}{M_p^2} \left[ \left( \phi + 3H \dot{\phi} \right) \cos(M_*t) - M_* \phi \sin(M_*t) \right] + V'(\phi) & \text{for Case II} \\
\ddot{\phi} + 3H \dot{\phi} + \frac{cM^2}{2M_p^2} \left[ \left( \phi + 3H \dot{\phi} \right) \cos(M_*t) (1 + \sin(M_*t)) + M_* \phi \cos^2(M_*t) \right] - \sin(M_*t) (1 + \sin(M_*t))) + V'(\phi) & \text{for Case III} \\
(\ddot{\phi} + 3H \dot{\phi}) \left[ 1 + \frac{dM}{M_p} (1 + \sin(M_*t)) \right] + \frac{2dM^2}{M_p} \left[ \left( 2 \phi + 3H \dot{\phi} \right) \cos(M_*t) \right] - \phi M_* \sin(M_*t) + V'(\phi) & \text{for Case IV}
\end{cases}
\] (4.1)

From the Eq (4.1), it is obvious that the determination of a general analytical solution is too much complicated. To simplify the task here I consider a particular solution,

\[
\phi = \phi_L \propto e^{\delta H t} \quad \text{(i.e.} \quad \phi = \phi_L(N) = \phi_* e^{-\delta N}),
\] (4.2)

and further my prime objective is to obtain a more generalized solution for the background up to the second order in perturbations around this particular solution. Here I also assume that the non-attractor phase ends when the inflaton field value is achieved at \( \phi = \phi_* \). Let me define a perturbative parameter,

\[
\Delta \equiv \phi - \phi_0 - \phi_L = \Delta_1 + \Delta_2 + \cdots,
\]

which represents the difference between the true background solution and the reference solution to solve the background Eq (4.1) perturbatively. Here \( \Delta_1 \) and \( \Delta_2 \) are
the general linearized and second order perturbative solution of the background field equations. The contribution comes from the higher order perturbation scenario which I will neglect for further computation.

4.2 Linearized perturbation

Let me consider the contribution from the linear perturbation, $\Delta_1$. Consequently in the leading order the background linearized perturbative equation of motion takes the following form:

\[
0 \approx \begin{cases} 
\left( \ddot{\Delta}_1 + 3H\dot{\Delta}_1 + \vartheta H^2 (3 + \vartheta) \phi_L \right) \left[ 1 + \frac{nM^2}{4M_p^2} \right] - \frac{aM^2}{M_p^2} (\Delta_1 + \phi_L) M_\ast + \beta & \text{for Case I} \\
\Delta_1 + 3H\dot{\Delta}_1 + \vartheta H^2 (3 + \vartheta) \phi_L + \beta & \text{for Case II} \\
\Delta_1 + 3H\dot{\Delta}_1 + \vartheta H^2 (3 + \vartheta) \phi_L + \beta & \text{for Case III} \\
\left( \ddot{\Delta}_1 + 3H\dot{\Delta}_1 + \vartheta H^2 (3 + \vartheta) \phi_L \right) \left[ 1 + \frac{2aM^2}{M_p^2} \right] + \beta & \text{for Case IV}
\end{cases}
\]

(4.3)

where I have neglect the higher powers of $\Delta_1$ in the linearized approximation. The general solution is given by

\[
\Delta_1 \approx \begin{cases} 
C_1 e^{\frac{1}{2} \left( -3H - \sqrt{\frac{4aM^2}{M_p^2} + 9H^2} \right) t} + C_2 e^{\frac{1}{2} \left( -3H + \sqrt{\frac{4aM^2}{M_p^2} + 9H^2} \right) t} & \text{for Case I} \\
C_3 - \frac{C_4}{3H} e^{-3Ht} - \frac{3H}{3H} - \phi_L e^{\vartheta Ht} & \text{for Case II} \\
C_5 - \frac{C_6}{3H} e^{-3Ht} - \frac{3H}{3H} - \phi_L e^{\vartheta Ht} & \text{for Case III} \\
C_7 - \frac{C_8}{3H} e^{-3Ht} - \frac{3H}{3H} \left( 1 + \frac{2aM^2}{M_p^2} \right) - \phi_L e^{\vartheta Ht} & \text{for Case IV}
\end{cases}
\]

(4.4)

where $C_i \forall i (= 1, 2, \ldots, 8)$ are dimensionful arbitrary integration constants which can be fixed by imposing the boundary conditions.

4.3 Second-order perturbation

Next I have considered the contribution from the second-order perturbation, $\Delta_2$. Consequently in the leading order the background Second-order perturbative equation of motion takes the following form:
motion takes the following form:

\[
\Pi_s \approx \begin{cases} 
\left( 3H \Delta_2 + \partial H^2(3 + \vartheta) \phi_L \right) \left[ 1 + \frac{a M^2}{4M_p^2} \right] - \frac{a M^3}{M_p} (\Delta_2 + \phi_L) M_s + \beta & \text{for Case I} \\
\Delta_2 + 3H \Delta_2 + \partial H^2(3 + \vartheta) \phi_L + \beta & \text{for Case II} \\
\Delta_2 + 3H \Delta_2 + \partial H^2(3 + \vartheta) \phi_L + \beta & \text{for Case III} \\
\left( 3H \Delta_2 + \partial H^2(3 + \vartheta) \phi_L \right) \left[ 1 + \frac{2a M^2}{M_p} \right] + \beta & \text{for Case IV} 
\end{cases}
\]

(4.5)

where the source term, \( \Pi_s \), for the sub-Planckian Hubble induced inflection point inflation within \( \mathcal{N} = 1 \) SUGRA is given by

\[
\Pi_s = 3\gamma (\Delta_1 + \phi_L)^2.
\]

(4.6)

Now to solve Eq (4.5) in presence of non-linear source term, let me assume that the contribution from \( \phi_L \) is sub-dominant. Consequently the general solution in presence of second-order perturbation is given by:

\[
\Delta_2 \approx \begin{cases} 
G_1 e^{\frac{1}{2} \left( -3H - \frac{4a M^2}{M_p^2 (1 + a M^2 / 4M_p^2)} \right) t} + G_2 e^{\frac{1}{2} \left( -3H + \frac{4a M^2}{M_p^2 (1 + a M^2 / 4M_p^2)} + 9H^2 \right) t} + \Sigma_s(t) & \text{for Case I} \\
G_5 - \frac{12 G_6}{H} e^{-3H t} + \Xi_s(t) & \text{for Case II} \\
G_5 - \frac{12 G_6}{H} e^{-3H t} + \Psi_s(t) & \text{for Case III} \\
G_7 - \frac{12 G_8}{H} e^{-3H t} + \Theta_s(t) & \text{for Case IV} 
\end{cases}
\]

(4.7)

where the time dependent functions \( \Sigma_s(t), \Xi_s(t), \Psi_s(t) \) and \( \Theta_s(t) \) are explicitly mentioned in the Appendix 5. Here \( G_i \forall i(=1,2,....,8) \) are dimensionful arbitrary integration constants which can be fixed by imposing the boundary conditions.

4.4 \( \delta N \) at the final hypersurface

In the present context my prime objective is to compute the perturbations of the number of e-folds, \( \delta N \). The truncated background solution of \( \phi \) up to the second-order
perturbations around the reference trajectory, $\phi_L \propto e^{-\theta N}$ in terms of $N$ is given by,

$$
\phi = \phi_0 + 1 + C_1 + C_2 + \frac{\phi_0^{M_2}}{n_0, M^2_2} G_1 + G_2 + \Sigma_s(0) \left( e^{-\theta N} + \hat{\Delta}_1(N) + \hat{\Delta}_2(N) \right) \quad \text{for Case I}
$$

$$
1 + C_1 - \frac{C_2}{n_0, M^2_2} + G_4 + G_5 + \Sigma_s(0) \left( e^{-\theta N} + \hat{\Delta}_1(N) + \hat{\Delta}_2(N) \right) \quad \text{for Case II}
$$

$$
1 + C_5 - \frac{C_6}{n_0, M^2_2} + G_6 + G_7 + \Sigma_s(0) \left( e^{-\theta N} + \hat{\Delta}_1(N) + \hat{\Delta}_2(N) \right) \quad \text{for Case III}
$$

$$
1 + C_7 - \frac{C_8}{n_0, M^2_2} + G_8 + \Sigma_s(0) \left( e^{-\theta N} + \hat{\Delta}_1(N) + \hat{\Delta}_2(N) \right) \quad \text{for Case IV}
$$

(4.8)

where the symbol $\hat{\cdot}$ is introduced to rescale the integration constants as well as the perturbative solutions by $\phi_s$. Here I have neglected the contribution from $e^{-\theta N}$ in $\hat{\Delta}_2(N)$ to avoid over counting in the Eq (4.8). It is important to note that in the present context of all these sets of scaled integration constants parameterizes different trajectories, and I have set $\phi(0, \hat{W}_k) = \phi_s$ for any value of $\hat{W}_k \forall k = ([1, 2], [3, 4], [5, 6], [7, 8])$ in accordance with the assumption that the end of the non-attractor phase is determined only by the value of the scalar field, $\phi = \phi_s$. Here $\hat{W}_k = \hat{C}_k, \hat{G}_k$ represent collection of all integration constants.

Further inverting Eq (4.8) for a fixed set of $\hat{W}_k$, I have obtained $N$ as an implicit function of $\phi$ and $\hat{W}_k$. Then the $\delta N$ formula can be obtained by [43]:

$$
\delta N = N(\phi + \phi, \hat{W}_k) - N(\phi, 0) = \sum_k \sum_{n, m} \frac{1}{n! m!} \partial_{\phi^n} \hat{W}_k^m N(\phi, 0) \delta \phi^{n} \hat{W}_k^m .
$$

(4.9)

Here I have introduced the shift in the inflaton field $\phi \to \phi + \delta \phi$ and the number of e-folds $N \to N + \delta N$ on both sides of Eq (4.8) to compute $\delta N$ iteratively. In the present context I have obtained, perturbative solutions of the scalar-field trajectories around the particular reference solution, $\phi_L = \phi_s e^{\theta H t}$, which are valid only when the perturbed trajectories are not far away from the reference solution. Additionally, since I have neglected the sub-dominant solution, $\Delta_1 \propto e^{\theta H t}$, my approximation holds good only at sufficiently late times. These imply that here I should choose the initial time as close as possible to the final time for which $N \lesssim 1$. Then the simplest choice is to take the initial time to be infinitesimally close to $t = t_s$.

Now perturbing the number of e-folds $N$ up to the second order at the epoch $t = t_s$, I get [43]:

$$
\zeta = \delta N = N, \phi, \phi + \frac{1}{2} N, \phi, \phi, \phi + \frac{1}{6} N, \phi, \phi, \phi, \phi + \cdots . \quad (4.10)
$$

where I have used the $\hat{W}$-independence of $N$ at $N = 0$ for which, $N, \hat{W}_k = N, \hat{W}_k \hat{W}_k$. Here $\cdots$ corresponds to the higher order contributions, which are negligibly small compared to the leading order contributions. By taking the derivatives of both sides of Eq. (4.8) and setting $N = 0 = \hat{W}_k (= \hat{C}_k, \hat{G}_k) \forall k$ at the end, my next task is to identify $\delta \phi_s$ and $\hat{W}_k (= \hat{C}_k, \hat{G}_k)$ which are actually generated from quantum fluctuations on flat
Figure 2. Diagrammatic representation of $\delta N$ formalism. In this schematic picture $\Sigma(t_i)$ and $\Sigma(t_f)$ represent the initial and final hypersurface where time arrow flows from $t_i \rightarrow t_f$.

slicing, $\delta \phi$. To serve this purpose let me consider the evolution of $\delta \phi$ on super-horizon scales. The shift in the inflaton field can be expressed here as:

$$\delta \phi(N) = \delta \phi_1(N) + \delta \phi_2(N) = \phi \left( \hat{\Delta}_1(N) + \hat{\Delta}_2(N) \right)$$  \hspace{1cm} (4.11)

where the subscript “1” and “2” represent the solution at the linear and the second order respectively. It is important to note that both the solutions include the features of growing and decaying mode. Now imposing the boundary condition from the end
of the non-attractor phase, where $N = 0$, I get:

$$
\delta \phi_1(0) = \delta \phi_1 = \phi_1 \hat{\Delta}_1(0) = \left\{
\begin{array}{ll}
\phi_1 \left( \hat{C}_1 + \hat{C}_2 - \frac{3M_p^2}{4\phi_* M_*^2} \right) & \text{for Case I} \\
\phi_1 \left( \hat{C}_3 - \frac{3\hat{C}_2}{4\phi_*} \right) & \text{for Case II} \\
\phi_1 \left( \hat{C}_5 - \frac{3\hat{C}_2}{4\phi_*} \right) & \text{for Case III} \\
\phi_1 \left( \hat{C}_7 - \frac{3\hat{C}_2}{4\phi_*} \right) & \text{for Case IV.}
\end{array}
\right.
$$

(4.12)

$$
\delta \phi_2(0) = \delta \phi_2 = \phi_2 \hat{\Delta}_2(0) = \left\{
\begin{array}{ll}
\phi_2 \left( \hat{G}_1 + \hat{G}_2 + \hat{\Sigma}_s(0) \right) & \text{for Case I} \\
\phi_2 \left( \hat{G}_3 - \frac{3\hat{G}_2}{4H} + \hat{\Sigma}_s(0) \right) & \text{for Case II} \\
\phi_2 \left( \hat{G}_5 - \frac{3\hat{G}_2}{4H} + \hat{\Sigma}_s(0) \right) & \text{for Case III} \\
\phi_2 \left( \hat{G}_7 - \frac{3\hat{G}_2}{4H} + \hat{\Sigma}_s(0) \right) & \text{for Case IV.}
\end{array}
\right.
$$

(4.13)

Further neglecting the mixing between the solutions corresponding to the linearized and second order perturbation, the analytical expression for $\delta N$ can be expressed as:

$$
\zeta = \delta N = - \frac{\delta \phi_1 + \delta \phi_2}{\partial \phi_*} + \frac{(\delta \phi_1^2 + \delta \phi_2^2)}{2 \partial \phi_*^2} + \ldots
$$

(4.14)

4.5 Computation of local type of non-Gaussianity and CMB dipolar asymmetry

The local type of non-Gaussianity is originally implemented as a position space expansion of non-Gaussian fluctuations around Gaussian perturbations [44]:

$$
\zeta(x) = \zeta_g(x) + \frac{3}{5} f_{NL} \zeta_g^2(x) + \frac{9}{25} g_{NL} \zeta_g^3(x) + \ldots
$$

(4.16)

where $\zeta_g(x)$ satisfies the Gaussian statistics. Here $f_{NL}$, $g_{NL}$, $\ldots$ are the non-Gaussian estimators. However, the inflationary perturbation itself is implemented in the momentum space and thus the momentum space correlators provide a clear picture of non-Gaussianity compared to the isolated position space. Using Eq (4.16) in fourier space the three point and the four point correlator can be expressed as [44]:

$$
\langle \zeta_{k_1} \zeta_{k_2} \zeta_{k_3} \rangle = (2\pi)^7 \delta^3(k_1 + k_2 + k_3) \left[ 3 f_{NL} \frac{P_s(k_1)P_s(k_2) + (k_2 \leftrightarrow k_3) + (k_1 \leftrightarrow k_3)}{10k_1^2k_2^3} \right]
$$

(4.17)
\[
(\zeta_1 k_2 \zeta_3 k_4) = (2\pi)^9 \delta^4 (k_1 + k_2 + k_3 + k_4) \left[ \frac{27 g_{\text{local}}}{100} \sum_{i<j<p=1}^3 \frac{P_s(k_i) P_s(k_j) P_s(k_p)}{(k_i k_j k_p)^3} + \frac{f_{\text{local}}}{8} \sum_{j<p, i\neq j, p=1}^{11} \frac{P_s(k_{ij}) P_s(k_j) P_s(k_p)}{(k_{ij} k_j k_p)^3} \right]
\]

(4.18)

My next job is to derive and to estimate the amount of the local type of non-Gaussianity from the prescribed setup. Further using the results obtained for \(\delta N\) in the earlier section, the non-Gaussian parameter corresponding to the local type of non-Gaussianity \(f_{\text{local}}\), \(g_{\text{local}}\) and \(\tau_{\text{local}}\) can be computed as:

\[
f_{\text{local}} = \frac{5}{6} \frac{N_{\phi \phi}}{N_{\phi \phi}} + \cdots = \frac{5\vartheta}{6} + \cdots
\]

(4.19)

\[
\tau_{\text{local}} = \frac{N_{\phi \phi}}{N_{\phi \phi}} + \cdots = \vartheta^2 + \cdots
\]

(4.20)

\[
g_{\text{local}} = \frac{25}{54} \frac{N_{\phi \phi}}{N_{\phi \phi}} + \cdots = \frac{25\vartheta^2}{108} + \cdots
\]

(4.21)

where the parameter \(\vartheta\), appearing in all the physical situations, can be expressed in terms of the sound speed \(c_s\), potential dependent slow roll parameter \(\epsilon_V, \eta_V\) and the model parameters \((\alpha, \beta, \gamma)\) as:

\[
\vartheta \approx \left[ \eta_V \left( 1 + \frac{1}{c_s^2} \right)^2 + \epsilon_V \left( 1 - \frac{1}{c_s^2} \right) \right] \approx \left[ \frac{6\gamma \phi_s M_p^2}{\alpha} \left( 1 + \frac{1}{c_s^2} \right)^2 + \frac{\beta^2 M_p^2}{2\alpha^2} \left( 1 - \frac{1}{c_s^2} \right) \right].
\]

(4.22)

where the sound speed \(c_s\) can be expressed in terms of non-canonical Kähler corrections, \(a, b, c, d\) and the scale of heavy field, \(M_s\) as:

\[
c_s \approx \left[ \frac{\Sigma_1(t) - \Sigma_2(t) - \hat{V}}{\Sigma_1(t) + \Sigma_2(t) + \hat{V}} \right]_{t=t_*}
\]

(4.23)

The dot denotes derivative w.r.t. physical time, \(t\). Here \(\hat{V} = V(\phi) - V(S)\) and the symbol \(\Sigma = X, Y, Z, W\), appearing for the four cases in Eq (4.23) are mentioned in the appendix.

Additionally, it is important to note that the well-known Suyama-Yamaguchi consistency relation \([45, 46]\) between the three and four point non-Gaussian parameters,

\footnote{In [43] the authors have shown that for a specific \(P(X, \phi)\) theory with \(c_s \neq 1\) the non-Gaussian parameter, \(f_{\text{local}} = \frac{5}{4} \left( 1 + \frac{1}{c_s^2} \right)\). In this paper I have obtained different result as the non-minimal Kähler interactions within \(N = 1\) SUGRA effective theory setup which is completely different compared to the case studied in [43].}
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\(f_{NL}^\text{local}, \tau_{NL}^\text{local}\) and \(g_{NL}^\text{local}\) violates [47–50] in the present context due to the appearance of \(\cdots\) terms in Eq (4.19, 4.20, 4.21). As the contributions form \(\cdots\) terms are positive, the consistency relation is modified as:

\[
g_{NL}^\text{local} = \frac{25}{108} \tau_{NL}^\text{local} = \frac{9}{25} (f_{NL}^\text{local})^2 + \cdots. \tag{4.24}
\]

However, it is important to note that since \(\cdots\) terms are small, the amount of violation is also small.

Further using \(\delta N\) formalism, the CMB dipolar asymmetry parameter for single field inflationary framework can be expressed as [51]:

\[
A_{CMB} = \frac{1}{4} \frac{\Delta P_s(k)}{P_s(k)} \approx \frac{1}{2} \frac{\Delta (\delta N)}{\delta N} = \frac{3}{5} f_{NL}^\text{local} |N_\phi \Delta \phi| + \frac{27}{50} g_{NL}^\text{local} |N_\phi \Delta \phi|^2 + \cdots \tag{4.25}
\]

where \(|N_\phi \Delta \phi| < 1\) for which the perturbative expansion is valid here. In it the field excursion \(\Delta \phi = \phi_{\text{cmb}} - \phi_e \approx \phi_* - \phi_e\), can be expressed as [52, 53]:

\[
\left| \frac{\Delta \phi}{M_p} \right| \approx \frac{3}{25 \sqrt{c_s} \sqrt{0.12}} \left\{ \frac{3}{400} \left( \frac{r_*}{0.12} \right) - \frac{1}{2} \right\} \tag{4.26}
\]

where \(\phi_{\text{cmb}} \approx \phi_*\) and \(\phi_e\) be the value of the inflaton field at the horizon crossing and the end of inflation respectively. Here \(r_*\) be the tensor-to-scalar ratio at the pivot scale of momentum, \(k_* \sim 0.002\) Mpc\(^{-1}\). Hence substituting Eq (4.19, 4.20, 4.21) in Eq (4.25) I derive the following simplified expression in terms of the tensor-to-scalar ratio, sound speed and :

\[
A_{CMB} = \frac{1}{2} \left| \frac{\Delta \phi}{\phi_*} \right| + \frac{1}{8} \left( \frac{\left| \Delta \phi \right|}{\phi_*} \right)^2 + \cdots \approx \frac{3M_p}{50\phi_* \sqrt{c_s} \sqrt{0.12}} \left\{ \frac{3}{400} \left( \frac{r_*}{0.12} \right) - \frac{3\gamma \phi_* M_p^2}{\alpha} - \frac{1}{2} \right\} + \cdots \tag{4.27}
\]

where \(\left| \frac{\Delta \phi}{\phi_*} \right| < 1\) in the present sub-Planckian setup.

4.6 Constrainng local type of non-Gaussianity and CMB dipolar asymmetry via multi parameter scanning

My present job is to now scan the parameter space for \(c_H, a_H\) with the help of, by fixing \(\lambda = O(1)\) and \(\delta \sim 10^{-4}\). In order to satisfy the inflationary paradigm, the Planck observational constraints, as stated in the introduction of the paper, I obtain the following constraints on our parameters for \(H_{m} \geq m_\phi \sim O(\text{TeV})\):

\[
c_H \sim O(10 - 10^{-6}), \tag{4.28}
\]

\[
a_H \sim O(30 - 10^{-3}), \tag{4.29}
\]

\[
M_s \sim O(9.50 \times 10^{10} - 1.77 \times 10^{16}) \text{ GeV}, . \tag{4.30}
\]
Figure 3. Behaviour of the local type of non-Gaussian parameter $f_{NL}^{local}$ computed from the effective theory of $N = 1$ supergravity with respect to the sound speed $c_s$ in the Hubble induced inflection point inflationary regime, represented by $H \gg m_{\phi}$. The shaded yellow region represents the allowed parameter space for Hubble induced inflation which satisfies the combined Planck constraints on the $f_{NL}^{local}$ (within 1$\sigma$ CL) and sound speed $c_s$ (within 2$\sigma$ CL). The red, blue coloured boundaries and the bounded dark coloured regions are obtained from the scanning range of the scale of the of heavy scalar degrees freedom $M_s$ corresponds to the hidden sector, within the window $9.50 \times 10^{10}$ GeV $\leq M_s \leq 1.77 \times 10^{16}$ GeV. The four distinctive features are obtained by varying the model parameters of the effective theory of $N = 1$ SUGRA, $c_H$, $a_H$, $M_s$ and $\phi_0$, subject to the constraint as stated in Eq (4.28-4.31). The overlapping region between the dark coloured and yellow region satisfied the combined constraints on the $f_{NL}^{local}$ and $c_s$ within our proposed framework and the rest of the regions are excluded.

Inflation would not occur outside the scanning region since, at least, one of the constraints would be violated. Note that for the above ranges, the VEV of the inflaton,
Figure 4. Behaviour of the local type of non-Gaussian parameter $\tau_{NL}^{\text{local}}$ computed from the effective theory of $\mathcal{N} = 1$ supergravity with respect to the sound speed $c_s$ in the Hubble induced inflationary regime is represented by $H >> m_\phi$. The red and blue coloured boundaries are obtained from the scanning range of the scale of the of heavy scalar degrees freedom $M_s$ corresponds to the hidden sector, within the window $9.50 \times 10^{10} \, \text{GeV} \leq M_s \leq 1.77 \times 10^{16} \, \text{GeV}$. The four distinctive features are obtained by varying the model parameters of the effective theory of $\mathcal{N} = 1$ SUGRA, $c_H$, $a_H$, $M_s$ and $\phi_0$, subject to the constraint as stated in Eq (4.28-4.31). The dark coloured region satisfied the combined constraints on the $\tau_{NL}^{\text{local}}$ and $c_s$ within the proposed framework. As Planck puts an upper bound, $\tau_{NL}^{\text{local}} \leq 2800$, the rest of the region above the $\tau_{NL}^{\text{local}} = 2800$ line is excluded.

$\langle \phi \rangle = \phi_0$, gets automatically fixed by Eq. (3.5), in the sub-Planckian scale as:

$$\phi_0 \sim \mathcal{O}(10^{14} - 10^{17}) \, \text{GeV}$$

which bounds the tensor-to-scalar ratio within, $10^{-22} \leq r_s \leq 0.12$ for the present
Figure 5. Behaviour of the CMB dipolar asymmetry parameter $A_{CMB}$ computed from the effective theory of $\mathcal{N} = 1$ supergravity with respect to the tensor-to-scalar ratio $r_*$ at the pivot scale, $k_* \sim 0.002$ Mpc$^{-1}$ for the Hubble induced inflation. The red and blue coloured boundaries are obtained by fixing the sound speed at $c_S = 0.02$ and $c_S = 1$. The four distinctive features are obtained by varying the model parameters of the effective theory of $\mathcal{N} = 1$ SUGRA, $c_H, a_H, M_s$ and $\phi_0$ subject to the constraint as stated in Eq (4.28-4.31). The orange dark coloured region satisfied the Planck constraint on the $A_{CMB}$ within the proposed framework. Here only the region bounded by the red, blue and brown colour is the allowed one and the rest of the region is excluded by the Planck data.

setup. This analysis will further constrain the non-minimal Kähler coupling parameters $a, b, c, d$\textsuperscript{6} appearing in the higher dimensional Planck scale suppressed operators within

\textsuperscript{6}The analytical expressions for the non-minimal coupling parameters, $a, b, c, d$ can be expressed in terms of the scale (VEV) of the heavy field $M_s$ are explicitly mentioned in the appendix.
the following range:

\[ a \sim \mathcal{O}(1 - 0.99) , \quad (4.32) \]
\[ b \sim \mathcal{O}(1 - 0.92) , \quad (4.33) \]
\[ c \sim \mathcal{O}(0.3 - 1) , \quad (4.34) \]
\[ d \sim \mathcal{O}(1 - 0.5) . \quad (4.35) \]

In Fig (3) and Fig (4) I have shown the behaviour of the local type of non-Gaussian parameter \( f_{NL}^{local} \) and \( \tau_{NL}^{local} \) with respect to the sound speed \( c_s \) in the Hubble induced inflationary regime \((H \gg m_{\phi})\). In Fig (3), the shaded yellow region represent the allowed parameter space for Hubble induced inflation which satisfies the combined Planck constraints on the \( f_{NL}^{local} \) and \( c_s \). For all the four cases, the region above the \( f_{NL}^{local} = 8.5 \) line is observationally excluded by the Planck data. The four distinctive features are obtained by varying the model parameters of the effective theory of \( \mathcal{N} = 1 \) SUGRA, \( c_H, a_H \) and \( M_s \) subject to the constraint as stated in Eq (4.28-4.31). As Planck puts an upper bound, \( \tau_{NL}^{local} \leq 2800 \), the rest of the region above the \( \tau_{NL}^{local} = 2800 \) line in Fig (4) is excluded. In the present setup I have obtained the following stringent bound on the \( f_{NL}^{local} \), \( \tau_{NL}^{local} \) and \( g_{NL}^{local} \) within the following range:

\[
\begin{align*}
5 \leq f_{NL}^{local} \leq 8.5, \quad 100 \leq \tau_{NL}^{local} \leq 2800, \quad 23.2 \leq g_{NL}^{local} \leq 648.2 \quad \text{for Case I} \\
1 \leq f_{NL}^{local} \leq 8.5, \quad 150 \leq \tau_{NL}^{local} \leq 2800, \quad 34.7 \leq g_{NL}^{local} \leq 648.2 \quad \text{for Case II} \\
5 \leq f_{NL}^{local} \leq 8.5, \quad 75 \leq \tau_{NL}^{local} \leq 2800, \quad 17.4 \leq g_{NL}^{local} \leq 648.2 \quad \text{for Case III} \\
2 \leq f_{NL}^{local} \leq 8.5, \quad 110 \leq \tau_{NL}^{local} \leq 2800, \quad 25.5 \leq g_{NL}^{local} \leq 648.2 \quad \text{for Case IV}.
\end{align*}
\]

Here the theoretical upper and lower bound on \( f_{NL}^{local} \) satisfy both the constraints on the \( f_{NL}^{local} \) and \( c_s \) observed by Planck data. Also it is important to note that, within this prescribed framework, \( \tau_{NL}^{local} \) is bounded by below for all the four cases and consequently it is possible to put a stringent lower bound on \( \tau_{NL}^{local} \) which satisfies the constraints on \( \tau_{NL}^{local} \) and \( c_s \) both. Till date the observational results obtained from Planck do not give any significant constraint on \( g_{NL}^{local} \). However in this paper I have provided a theoretical lower and upper bound of \( g_{NL}^{local} \) using the consistency relation between \( \tau_{NL}^{local} \) and \( g_{NL}^{local} \) as stated in Eq (4.24).

Finally, in Fig (5) I have shown the behaviour of the CMB dipolar asymmetry parameter \( A_{CMB} \) with respect to the tensor-to-scalar ratio \( r_s \) within, \( 10^{-22} \leq r_s \leq 0.12 \), at the pivot scale, \( k_s \sim 0.002 \ \text{Mpc}^{-1} \) for the Hubble induced inflation. Here the red and blue coloured boundaries are obtained by fixing the sound speed at \( c_S = 0.02 \) and \( c_S = 1 \). The orange dark coloured region satisfied the Planck constraint on the \( A_{CMB} \)

---

7In the prescribed setup the consistency relation between the non-Gaussian parameter \( f_{NL}^{local} \) and the spectral tilt \( n_s \) [7], \( f_{NL}^{local} \sim \frac{5}{2}(1 - n_s) \), does not hold as in the present setup sound speed, \( c_s \neq 1 \) and for such non-minimal \( \mathcal{N} = 1 \) SUGRA setup, Planck data favours lower values of the sound speed (within \( 0.02 < c_s < 1 \)).
i.e. \(0.05 \leq A_{CMB} \leq 0.09\) \(^8\) for \(10^{-22} \leq r_s \leq 0.12\) within our proposed framework. In Fig (5) only the region bounded by the red, blue and brown colour is the allowed one and the rest of the region \((A_{CMB} < 0.02 \text{ and } A_{CMB} > 0.09)\) is excluded by the Planck data.

5 Conclusion

In this paper, I have shown that in any general class of \(\mathcal{N} = 1\) SUGRA inflationary framework, the behaviour of Kähler potential in presence of non-minimal Kähler corrections in effective theory setup are constrained via the non-minimal couplings of the non-renormalizable gauge invariant Kähler higher dimensional Planck scale suppressed operators from the observational constraint on non-Gaussianity, sound speed and CMB dipolar asymmetry as obtained from the Planck data. In the present setup the hidden sector based heavy field is settled down in its potential via its Hubble induced vacuum energy density. In particular, for the numerical estimations in this paper I have used a very particular kind of (inflection point) inflationary model, which is fully embedded within MSSM, where the inflaton is made up of \(\tilde{L}\tilde{L}\tilde{e}\) and \(\tilde{u}\tilde{d}\) gauge invariant D-flat directions. However the prescribed methodology holds good for other kinds of inflationary models too.

Further I have scanned the multiparameter region characterized by the Hubble induced mass parameter, \(c_H\), A-term, \(a_H\) and the scale of the heavy field \(M_s\), where I have satisfied the current Planck observational constraints on the, inflationary parameters: \(P_S, n_S, c_s, r_s\) (within 2\(\sigma\) CL), non-Gaussian parameters: \(f_{NL}^{local}, \tau_{NL}^{local}\) (within 1\(\sigma\) – 1.5\(\sigma\) CL) and CMB dipolar asymmetry parameter \(A_{CMB}\) (within 2\(\sigma\) CL). Consequently the non-minimal Kähler couplings, \(a, b, c, d\) are fixed within \(\sim O(1)\) in the present effective theory setup. Finally, using this methodology, I have obtained the theoretical upper and lower bound on the non-Gaussian parameters within the range, \(\mathcal{O}(1-5) \leq f_{NL} \leq 8.5, \mathcal{O}(75-150) \leq \tau_{NL} < 2800\) and \(\mathcal{O}(17.4-34.7) \leq g_{NL} \leq 648.2\), and the CMB dipolar asymmetry parameter within, \(0.05 \leq A_{CMB} \leq 0.09\), which satisfy the observational constraints stated in Eq (1.1-1.7), as obtained from Planck data.

There is also a future prospect of upgrading the present methodology proposed in this paper by studying the further stringent phenomenological constraints on the non-minimal couplings \(a, b, c, d\), as appearing in the context of higher dimensional Planck scale suppressed Kähler operators within \(\mathcal{N} = 1\) SUGRA by imposing the constraint on Higgs mass [55, 56] and the dark matter abundance [5, 57] via WIMPy baryogenesis scenario (see also Refs. [58–60] for the various theoretical issues). A detailed analysis on these aspects have been reported shortly as a separate paper [61].

\(^8\)The upper bound of the CMB dipolar asymmetry parameter \((A_{CMB})\) can be expressed in terms of the non-Gaussian parameter \(f_{NL}^{local}\) through a consistency relation as [54], \(A_{CMB} \lesssim 10^{-1} f_{NL}^{local}\), which perfectly holds good in the present effective theory setup.
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Appendix

A. The model parameters $\alpha, \beta, \gamma, \kappa$:

The model parameters characterizing the potential stated in Eq (3.6) can be expressed as:

$$\alpha = M_s^4 + \left(\frac{(n-2)^2}{n(n-1)} + \frac{(n-2)^2}{n}\delta^2\right) c_H H^2 \phi_0^2 + \cdots,$$

$$\beta = 2 \left(\frac{n-2}{2}\right)^2 \delta^2 c_H H^2 \phi_0 + \cdots,$$

$$\gamma = \frac{c_H H^2}{\phi_0} \left(4(n-2)^2 - \frac{(n-1)(n-2)^2}{2} \delta^2\right) + \cdots,$$

$$\kappa = \frac{c_H H^2}{\phi_0^2} \left(12(n-2)^3 - \frac{(n-1)(n-2)(n-3)(7n^2 - 27n + 26)}{2} \delta^2\right) + \cdots \quad (5.4)$$

where the higher order $\cdots$ terms are neglected due to $\delta^2 \ll 1$. During numerical estimations I fix $n = 6$ for $\tilde{L}\tilde{L}\tilde{e}$ and $\tilde{u}\tilde{d}\tilde{d}$ D-flat directions respectively.

B. The symbol $\Sigma = X, Y, Z, W$:

The symbols appearing in the Eq (4.23), in the definition of the sound speed $c_s$ for $s \ll M_p$, after imposing the slow-roll approximation are given by:

$$X_1(t) = \sqrt{\frac{2\epsilon_V(\phi)V(\phi)}{3}} \left\{ \sqrt{\frac{2\epsilon_V(\phi)V(\phi)}{3}} \frac{aM_s^3}{M_p^2} [2 \sin(2M_s t) + 4 \cos(M_s t)] 
- \frac{aM_s^4}{M_p^2} |\phi| \cos \Theta \left[\cos(2M_s t) - \sin(M_s t)\right]\right\},$$

$$Y_1(t) = \sqrt{\frac{2\epsilon_V(\phi)V(\phi)}{3}} \left\{ \sqrt{\frac{2\epsilon_V(\phi)V(\phi)}{3}} \frac{2bM_s^2}{M_p^2} \cos(M_s t) + \frac{bM_s^2}{M_p^2} |\phi| \cos \Theta \sin(M_s t) \right\}.$$
\[ Z_1(t) = \sqrt{2\epsilon_V(\phi)V(\phi)} \left\{ \frac{2\epsilon_V(\phi)V(\phi)}{3} \frac{cM_s^3}{M_p^2} [2 \sin(2M_s t) + 4 \cos(M_s t)] - \frac{cM_s}{M_p^2} |\phi| \cos \Theta [\cos(2M_s t) - \sin(M_s t)] \right\}, \]  
(5.7)

\[ W_1(t) = \sqrt{2\epsilon_V(\phi)V(\phi)} \left\{ \frac{2\epsilon_V(\phi)V(\phi)}{3} \frac{cdM_s^2}{M_p} \cos(M_s t) + \frac{dM_s^3}{M_p} |\phi| \cos \Theta \sin(M_s t) \right\}, \]  
(5.8)

\[ X_2(t) = \left( Y_2(t) + \frac{a|\phi|^2 M_s^5}{M_p^2} \sin(2M_s t) \right), \]

\[ Y_2(t) = Z_2(t) = W_2(t) = 5M_s^5 \sin(2M_s t) + 8M_s^5 \cos(M_s t), \]  
(5.9)

\[ X_3(t) = \left( Y_3(t) - \frac{a|\phi|^2 M_s^5}{M_p^2} \sin(2M_s t) \right), \]

\[ Y_3(t) = Z_3(t) = W_3(t) = 3M_s^5 \sin(2M_s t) - 8M_s^5 \cos(M_s t). \]

Here the complex inflaton field \( \phi \) is parameterized by, \( \phi = |\phi| \exp(i\Theta) \). Here the new parameter \( \Theta \) characterizes the phase factor associated with the inflaton and it has a two dimensional rotational symmetry.

C. Expression for the non-minimal couplings \( a, b, c, d \):

The expressions for the non-minimal supergravity coupling parameter \( a, b, c, \) and \( d \) for all the four physical cases within \( \mathcal{N} = 1 \) SUGRA with \( H_{inf} \gg m_\phi \) can be expressed in terms of the VEV of the heavy field, \( \langle s \rangle = M_s \) as:

\[
a \sim \mathcal{O} \left( 1 - 1.06 \times 10^{-5} \frac{n^2}{(n-1)} \frac{M_s^2}{M_p^2} \right) \quad \text{for Case I},
\]

\[
b \sim \mathcal{O} \left( \frac{(3 - \frac{1}{n})^2 M_s^2}{100(n-1) M_p^2} - 1 \right) \quad \text{for Case II},
\]

\[
c \sim \mathcal{O} \left( \frac{1}{500} \frac{\pm 8.16 M_s M_p \sqrt{n - 1} - \sqrt{\frac{2}{3} (n - 3) + 1}}{1.24 M_s M_p - i \sqrt{\frac{2}{3} n}} \right) \quad \text{for Case III}, \]

\[
d \sim \mathcal{O} \left( \frac{2.54 \times 10^{-4} \frac{(n - 1 + \sqrt{6})^2 M_s^2}{(n-1) M_p^2} - 1}{(n-1) M_p^2} \right) \quad \text{for Case IV}.
\]
D. Expression for $\Sigma_s(t), \Xi_s(t), \Psi_s(t), \Theta_s(t)$:

$$
\Sigma_s(t) = \frac{e^{-3Ht}}{M_p^2 (1 + aM_p^2 / 4M_p^2)^{1/2}} \left\{ \frac{3\gamma}{M_p^2 (1 + aM_p^2 / 4M_p^2)^{1/2}} \left[ \frac{aM_p^4}{M_p^2 (1 + aM_p^2 / 4M_p^2)} + 3H^2 \right] \right. \\
\left. - H \sqrt{\frac{4aM_p^4}{M_p^2 (1 + aM_p^2 / 4M_p^2)} + 9H^2} \right\} \left[ \frac{2}{\gamma} \left( \frac{aM_p^4}{M_p^2 (1 + aM_p^2 / 4M_p^2)} + 9H^2 \right) t \right. \\
\left. - 6C_1C_2 \left( \frac{aM_p^4}{M_p^2 (1 + aM_p^2 / 4M_p^2)} + 2H^2 \right) \right]\right\},
$$

(5.11)

$$
\Xi_s(t) = \gamma \left[ \frac{C_3}{54Ht} e^{-6Ht} + \frac{t}{81H^2} \left\{ \beta^2 (2 - 3Ht) - 3H^2 \beta (9HtC_3 \right. \right. \\
\left. - [\beta^2 + 6C_3]) - 81H^4 \left( \frac{\beta}{\gamma} - C_3 \right) \right\} - \frac{C_6}{243H^2} e^{-3Ht} \\
\left. \times \left\{ \beta (2 + 6Ht + 9H^2 t^2) - 18H^2 (1 + 3Ht) C_3 \right\} \right]\right\}, 
$$

(5.12)

$$
\Psi_s(t) = \gamma \left[ \frac{C_7}{54Ht} e^{-6Ht} + \frac{t}{81H^2} \left\{ \beta^2 (2 - 3Ht) - 3H^2 \beta (9HtC_5 \right. \right. \\
\left. - [\beta^2 + 6C_5]) - 81H^4 \left( \frac{\beta}{\gamma} - C_5 \right) \right\} - \frac{C_6}{243H^2} e^{-3Ht} \\
\left. \times \left\{ \beta (2 + 6Ht + 9H^2 t^2) - 18H^2 (1 + 3Ht) C_5 \right\} \right]\right\}, 
$$

(5.13)

$$
\Theta_s(t) = \frac{\gamma}{(1 + 2M_p^2 / 4M_p^2)} \left[ \frac{C_7}{54Ht} e^{-6Ht} + \frac{t}{81H^2} \left\{ \frac{\beta^2}{(1 + 2M_p^2 / 4M_p^2)} (2 - 3Ht) - \frac{3H^2 \beta}{(1 + 2M_p^2 / 4M_p^2)} (9HtC_7 \right. \right. \\
\left. - \left[ \frac{\beta^2}{(1 + 2M_p^2 / 4M_p^2)} + 6C_7 \right]) - 81H^4 \left( \frac{\beta}{\gamma} - C_7 \right) \right\} - \frac{C_6}{243H^2} e^{-3Ht} \\
\left. \times \left\{ \frac{\beta}{(1 + 2M_p^2 / 4M_p^2)} (2 + 6Ht + 9H^2 t^2) - 18H^2 (1 + 3Ht) C_7 \right\} \right]\right\].
$$

(5.14)

References

[1] A. Mazumdar and J. Rocher, Phys. Rept. 497 (2011) 85 [arXiv:1001.0993 [hep-ph]].
[2] A. Mazumdar, arXiv:1106.5408 [hep-ph].
[3] D. N. Spergel et al. [WMAP Collaboration], Astrophys. J. Suppl. 170 (2007) 377 [astro-ph/0603449].
[4] P. A. R. Ade et al. [Planck Collaboration], arXiv:1303.5082 [astro-ph.CO].
[5] P. A. R. Ade et al. [Planck Collaboration], arXiv:1303.5076 [astro-ph.CO].
[6] P. A. R. Ade et al. [Planck Collaboration], arXiv:1303.5084 [astro-ph.CO].
[7] J. M. Maldacena, JHEP 0305 (2003) 013 [astro-ph/0210603].
[8] N. Bartolo, E. Komatsu, S. Matarrese and A. Riotto, Phys. Rept. 402 (2004) 103 [astro-ph/0406398].
[9] E. Komatsu, N. Afshordi, N. Bartolo, D. Baumann, J. R. Bond, E. I. Buchbinder, C. T. Byrnes and X. Chen et al., arXiv:0902.4759 [astro-ph.CO].
[10] X. Chen, Adv. Astron. 2010 (2010) 638979 [arXiv:1002.1416 [astro-ph.CO]].
[11] E. Komatsu, Class. Quant. Grav. 27 (2010) 124010 [arXiv:1003.6097 [astro-ph.CO]].
[12] A. A. Starobinsky, Phys. Lett. B 117, 175 (1982); JETP Lett. 42, 152 (1985).
[13] D. S. Salopek and J. R. Bond, Phys. Rev. D 42, 3936 (1990).
[14] M. Sasaki and E. D. Stewart, Prog. Theor. Phys. 95 (1996) 71 [astro-ph/9507001].
[15] D. Wands, K. A. Malik, D. H. Lyth and A. R. Liddle, Phys. Rev. D 62 (2000) 043527 [astro-ph/0003278].
[16] D. H. Lyth, K. A. Malik and M. Sasaki, JCAP 0505 (2005) 004 [astro-ph/0411220].
[17] D. H. Lyth and Y. Rodriguez, Phys. Rev. Lett. 95 (2005) 121302 [astro-ph/0504045].
[18] A. Mazumdar and L. -F. Wang, JCAP 1209 (2012) 005 [arXiv:1203.3558 [astro-ph.CO]].
[19] N. S. Sugiyama, E. Komatsu and T. Futamase, Phys. Rev. D 87 (2013) 023530 [arXiv:1208.1073 [gr-qc]].
[20] M. Sasaki and T. Tanaka, Prog. Theor. Phys. 99 (1998) 763 [gr-qc/9801017].
[21] M. Sasaki, Class. Quant. Grav. 24 (2007) 2433 [astro-ph/0702182].
[22] A. L. Erickcek, M. Kamionkowski and S. M. Carroll, Phys. Rev. D 78 (2008) 123520 [arXiv:0806.0377 [astro-ph]].
[23] D. H. Lyth, JCAP 1308 (2013) 007 [arXiv:1304.1270 [astro-ph.CO]].
[24] L. Wang and A. Mazumdar, Phys. Rev. D 88 (2013) 023512 [arXiv:1304.6399 [astro-ph.CO]].
[25] L. Dai, D. Jeong, M. Kamionkowski and J. Chluba, Phys. Rev. D 87 (2013) 123005 [arXiv:1303.6949 [astro-ph.CO]].
[26] A. Mazumdar and L. Wang, JCAP 1310 (2013) 049 [arXiv:1306.5736 [astro-ph.CO]].
[27] P. A. R. Ade et al. [Planck Collaboration], arXiv:1303.5083 [astro-ph.CO].
[28] R. Allahverdi, K. Enqvist, J. Garcia-Bellido and A. Mazumdar, Phys. Rev. Lett. 97, 191304 (2006) [hep-ph/0605035].
[29] R. Allahverdi, A. Kusenko and A. Mazumdar, JCAP 0707, 018 (2007)
[hep-ph/0608138].

[30] K. Enqvist and A. Mazumdar, Phys. Rept. 380, 99 (2003) [hep-ph/0209244].

[31] M. Dine, L. Randall and S. D. Thomas, Phys. Rev. Lett. 75, 398 (1995) [hep-ph/9503303]. M. Dine, L. Randall and S. D. Thomas, Nucl. Phys. B 458, 291 (1996) [hep-ph/9507453]. T. Gherghetta, C. F. Kolda and S. P. Martin, Nucl. Phys. B 468, 37 (1996) [hep-ph/9510370].

[32] J. McDonald, Phys. Lett. B 456 (1999) 118 [hep-ph/9902416].

[33] M. Dine, L. Randall and S. D. Thomas, Phys. Rev. Lett. 75, 398 (1995) [hep-ph/9503303]. M. Dine, L. Randall and S. D. Thomas, Nucl. Phys. B 458, 291 (1996) [hep-ph/9507453]. T. Gherghetta, C. F. Kolda and S. P. Martin, Nucl. Phys. B 468, 37 (1996) [hep-ph/9510370].

[34] J. McDonald, Phys. Lett. B 456 (1999) 118 [hep-ph/9902416].

[35] S. Kasuya and M. Kawasaki, Phys. Rev. D 74 (2006) 063507 [hep-ph/0606123].

[36] S. Choudhury, A. Mazumdar and E. Pukartas, arXiv:1402.1227 [hep-th].

[37] R. Allahverdi, K. Enqvist, J. Garcia-Bellido, A. Jokinen and A. Mazumdar, JCAP 0706, 019 (2007) [arXiv:hep-ph/0610134].

[38] R. Allahverdi, B. Dutta and A. Mazumdar, Phys. Rev. D 78, 063507 (2008) [arXiv:0806.4557 [hep-ph]].

[39] K. Enqvist, A. Mazumdar and P. Stephens, JCAP 1006, 020 (2010) [arXiv:1004.3724 [hep-ph]].

[40] A. Mazumdar, S. Nadathur and P. Stephens, Phys. Rev. D 85, 045001 (2012) [arXiv:1105.0430 [hep-th]].

[41] S. Hotchkiss, A. Mazumdar and S. Nadathur, JCAP 1106 (2011) 002 [arXiv:1101.6046 [astro-ph.CO]].

[42] L. Wang, E. Pukartas and A. Mazumdar, JCAP 1307, 019 (2013) [arXiv:1303.5351 [hep-ph]].

[43] S. Choudhury, A. Mazumdar and S. Pal, JCAP 07 (2013) 041 [arXiv:1305.6398 [hep-ph]].

[44] J. McDonald, L. Randall and S. D. Thomas, Phys. Rev. Lett. 75, 398 (1995) [hep-ph/9503303]. M. Dine, L. Randall and S. D. Thomas, Nucl. Phys. B 458, 291 (1996) [hep-ph/9507453]. T. Gherghetta, C. F. Kolda and S. P. Martin, Nucl. Phys. B 468, 37 (1996) [hep-ph/9510370].

[45] Y. Wang, arXiv:1303.1523 [hep-th].

[46] T. Suyama and M. Yamaguchi, Phys. Rev. D 77 (2008) 023505 [arXiv:0709.2545 [astro-ph]].

[47] K. Ichikawa, T. Suyama, T. Takahashi and M. Yamaguchi, Phys. Rev. D 78 (2008) 023513 [arXiv:0802.4138 [astro-ph]].

[48] K. M. Smith, M. LoVerde and M. Zaldarriaga, Phys. Rev. Lett. 107 (2011) 191301 [arXiv:1108.1805 [astro-ph.CO]].

[49] N. S. Sugiyama, E. Komatsu and T. Futamase, Phys. Rev. Lett. 106 (2011) 251301 [arXiv:1101.3636 [gr-qc]].

[50] S. Choudhury and S. Pal, arXiv:1210.4478 [hep-th].

[51] Y. Rodriguez, J. P. Beltran Almeida and C. A. Valenzuela-Toledo, JCAP 1304 (2013) 039 [arXiv:1301.5843 [astro-ph.CO]].
[51] K. Kohri, C. -M. Lin and T. Matsuda, arXiv:1308.5790 [hep-ph].
[52] S. Choudhury and A. Mazumdar, arXiv:1306.4496 [hep-ph].
[53] S. Choudhury and A. Mazumdar, arXiv:1307.5119 [astro-ph.CO].
[54] M. H. Namjoo, S. Baghram and H. Firouzjahi, Phys. Rev. D 88 (2013) 083527 [arXiv:1305.0813 [astro-ph.CO]].
[55] G. Aad et al. [ATLAS Collaboration], Phys. Lett. B 716 (2012) 1 [arXiv:1207.7214 [hep-ex]].
[56] S. Chatrchyan et al. [CMS Collaboration], JHEP 1306 (2013) 081 [arXiv:1303.4571 [hep-ex]].
[57] C. Boehm, J. Da Silva, A. Mazumdar and E. Pukartas, Phys. Rev. D 87, 023529 (2013) [arXiv:1205.2815 [hep-ph]].
[58] Y. Cui, L. Randall and B. Shuve, JHEP 1204 (2012) 075 [arXiv:1112.2704 [hep-ph]].
[59] N. Bernal, F. -X. Josse-Michaux and L. Ubaldi, JCAP 1301 (2013) 034 [arXiv:1210.0094 [hep-ph]].
[60] N. sBernal, S. Colucci, F. o. -X. Josse-Michaux, J. Racker and L. Ubaldi, JCAP 1310 (2013) 035 [arXiv:1307.6878].
[61] S. Choudhury, in preparation.