Saliency detection or foreground segmentation is a fundamental and important task in computer vision, which can be treated as a pixel-wise classification problem. Recently, although fully convolutional network (FCN) based approaches have made remarkable progress in this task, segmenting salient objects in complex image scenes is still a challenging problem. In this paper, we argue that, when predicting the saliency of a given pixel, human-like attention mechanisms play an important role in structural saliency inference. Therefore, we propose a simple yet surprisingly effective self-gated soft-attention mechanism for fast saliency detection. The soft-attention mechanism generates a gating signal that is end-to-end trainable, which allows deep networks to contextualize local information useful for saliency prediction. In addition, the proposed attention mechanism is channel-wise, generic and can be easily incorporated into any existing FCN architectures like Trojan Horse, while only requiring negligible parameters. Extensive experiments verify the superior effectiveness of the proposed method. More specifically, our method achieves a new state-of-the-art performance on seven public saliency benchmarks, and outperforms the very recent methods with a large margin.

1 Introduction

When human observers look at an image, effective attentional mechanisms attract their gazes on salient regions which have distinctive variations in visual stimuli. Emulating such ability has been studied for more than 90 years by neuroscientists [4] and more recently by computer vision researches. Traditionally, saliency prediction algorithms focus on identifying the eye fixation points that human observers would focus on at first glance. In recent years, due to large-scale scalable applications, more and more efforts of saliency research have been made to automatically identify and segment the most conspicuous objects or regions in an image. In general, saliency prediction is regarded as the first step to narrow down subsequent object-related vision tasks. For example, saliency detection can be used in pattern classification [44], image retrieval [38], semantic segmentation [1, 6], image manipulation [26], visual tracking [25, 46] and person re-identification [51], etc.

Recently, with the prevalence of deep architectures, remarkable progresses have been achieved in a wide range of computer vision tasks supported by large-scale training datasets, such as image classification [13, 32], object detection [9], and semantic segmentation [22]. Thus, many researchers start to shift their efforts to deep convolutional neural networks (CNNs) and train large-scale CNNs to automatically extract powerful feature representations for saliency detection. Although effective, most of state-of-the-art methods require pre-trained CNNs, which usually employ the strided convolution and pooling operations. These downsampling methods increase the receptive field of CNNs, helping to extract high-level semantic features, nevertheless they inevitably drop the location information and fine details of objects, leading to unclear boundary predictions. Furthermore, the lack of structural supervision also makes saliency prediction a challenging problem in complex image scenes.

*The corresponding author. This work was done during the first author’s visit at the University of Adelaide.
Figure 1: Image examples of diverse scenes. If we only see the parts of the images, salient objects could be mistaken. However, if we can have a glance at the whole image even shorter than one second, it is easy to tell where salient objects are coarsely located depending on their surroundings. The original images are captured from the Westworld Series (https://www.hbo.com/westworld/season-01).

As for our human-beings, visual attention mechanism is fairly important for us to fast locate objects in images [4]. When facing a complex visual scene as shown in Fig. 1, we can efficiently locate regions of interest and analyze the scene by selectively processing subsets of visual input. Even we check the entire image with a glance, we could recognize where salient objects are. Based on this fact, visual attention is a hot topic in computer vision, neuroscience and deep learning area. Many works have proven that attention modules can significantly boost the performance. However, as will be discussed in the following section, existing attention modules only use a small context of feature descriptors to generate local attention masks, which will lose some important contextual information.

To remedy the aforementioned problems, we propose a novel attention module which can be easily incorporated into any existing deep architectures and learned in the end-to-end manner. To be specific, we design a self-gated soft-attention which consists of context-aware unit and soft-attention generator, as illustrated in Fig. 2 (b). The context-aware unit takes extracted features as inputs and performs large-context pooling to aggregate the complementary visual features for generating attention. The soft-attention generator exports channel-wise masks to integrate the local features for feature selection. In addition, to effectively train our network, we propose a novel loss function which incorporates structural information to supervise the training process. Equipped with these new schemes, our proposed model effectively mimics the visual attention of human and captures the boundaries and spatial contexts of salient objects, hence significantly boosts the saliency performance.

In summary, our contributions are three folds:

- We propose a novel self-gated soft-attention mechanism in the context of pixel-wise image classification. We apply the proposed attention model to saliency detection and show its superior classification performance over the baseline approaches.
- We demonstrate that the proposed attention mechanism can be incorporated into any existing deep architectures and provide fine-scale attention maps with minimal computational overhead, which is a crucial step towards explainable deep learning.
- Extensive experiments on seven large-scale saliency benchmarks demonstrate that the proposed approach achieves superior performance and outperforms the very recent state-of-the-art methods with a large margin.

2 Related Work

Visual Saliency Detection. Saliency detection is important in understanding the content of images and finding target objects. Over the past two decades, lots of saliency detection methods have been developed. The majority of existing methods are based on hand-crafted features. Most of them have been well summarized in [4]. Nowadays, thanks to the powerful feature representations, deep learning based approaches have achieved impressive performance improvements. Most, if not all, of the state-of-the-art saliency models are based on the fully convolutional network (FCN) [22]. For example, Wang et al. [36] develop a recurrent version of FCN to incorporate saliency priors for saliency map inference. Liu et al. [21] propose a deep hierarchical network to learn a coarse global estimation and then refine the saliency map, progressively. Hou et al. [10] naively introduce dense short connections to the holistically-nested edge detection (HED) architecture [39] to enrich multi-scale features for saliency prediction. Zhang et al. [47] propose to aggregate multi-level convolutional features for saliency detection. And they also develop a novel dropout method to learn uncertain
convolutional features to improve the robustness and accuracy of saliency detection [48]. Wang et al. [37] provide a stage-wise refinement model to gradually get accurate saliency detection results. Inspired by the image intrinsic reflection, Zhang et al. [45] design a symmetrical FCN to learn lossless complementary features for accurate saliency detection. To accelerate the speed of saliency detection, Zhang et al. [49] utilize contextual pyramids to fast locate salient objects, resulting real-time detection. Despite aforementioned approaches achieve remarkable success, there still exist several obvious problems. For example, due to the usage of strided pooling and convolution layers, the size of the predicted map is usually much smaller than that of the original image, which makes it difficult to assign labels for every pixel in the input image. To solve this issue, essential upsampling methods are needed to rescale the predicted map to the size of the input image. However, they inevitably drop the location information and fine details of objects, leading to unclear boundary predictions. In addition, the receptive field of commonly used pre-trained models are not large enough.

**Visual Attention Mechanism.** Attention mechanisms were first popularized in the context of natural language processing (NLP), especially in machine translation [24]. Basically, attention mechanisms can be separated into two types: soft-attention and hard-attention. In soft-attention, continuous functions (e.g., soft-max, sigmoid) are used to assign the attention weight on the input, making it fully differentiable. In contrast, hard-attention models propose specific regions by sampling from the weights. As the sampling operation is not differentiable, hard-attention is trained using the gradient of the likelihood term generated by Monte-Carlo sampling. In computer vision, attention mechanisms are applied to a variety of problems, including image classification [11, 33], action recognition [20, 29], image captioning [23, 40], and visual question answering [42, 28]. However, for pixel-wise classification tasks, despite the importance of local information, only a handful of works use attention mechanisms [30, 49]. In these methods, either extra labels are available to guide the attention, or the local context is extracted by a hard-attention model. In our work, we aim to improve the attention modules with feature aggregation approaches. We incorporate large-context information into the mask generation, deriving a self-gated soft-attention approach that is end-to-end trainable.

### 3 Gated Attention Network Model

Fig. 2 illustrates the semantic overview of our Gated Attention Network (GANet) for saliency detection. GANet is constructed by stacking multiple Self-Gated Soft-Attention modules (Fig. 2(b)) with its FCN backbone. Each attention module is divided into two branches: feature extraction branch and attention generation branch. The feature extraction branch performs multi-level feature extraction and can be adapted to any state-of-the-art FCN architectures. The attention generation branch learns attention maps which focus computation on specific parts of the input features relevant to the salient objects. In the following subsections, we elaborate core components of the proposed model.

#### 3.1 Existing Spatial Attentions

Before we talk about the proposed method, we need to take a detour and briefly review the existing attention methods. Generally, existing attention structures consist of two modular branches: the feature extraction branch and attention generation branch. The attention generation branch is jointly trained with the feature extraction branch end-to-end. Formally, we denote the output features of some convolutional/pooling layers by \( X \in \mathbb{R}^{W \times H \times C} \). The attention generator takes feature map \( X \) as the input and outputs spatial-normalized attention mask \( A \in \mathbb{R}^{W \times H} \). A is applied on \( X \) to get attended feature \( \hat{X} \in \mathbb{R}^{W \times H \times C} \). For notation simplicity, we denote the 3-D feature output of FCNs with upper-case letters and feature at one spatial location with its corresponding lower-case letters. For example, \( x_{i,j} \in \mathbb{R}^{C} \) is the feature at the position \((i, j)\) of \( X \). Attention generator outputs attention mask \( A \) which acts as a spatial regularizer to enhance the relevant regions and suppress the non-relevant regions for feature \( X \). The details of the attention generation branch are as follows: an attention generator consists of a convolutional layer, a non-linear activation layer and a spatial-normalization as

\[
\alpha_{i,j} = \frac{z_{i,j}}{\sum_{i,j} z_{i,j}} = \sigma(w^T x_{i,j} + b),
\]

where \( \sigma \) is a non-linear activation function, such as softmax and sigmoid function in [30, 49]. \( w_{i,j} \in \mathbb{R}^{C} \) and \( b \in \mathbb{R} \) are the parameters of the attention generator model, which is a \( 1 \times 1 \) convolution layer. The attended feature \( \hat{x}_{i,j} \in \mathbb{R}^{C} \) is calculated as \( \hat{x}_{i,j} = x_{i,j} \alpha_{i,j} \). This kind of spatial
Our proposed GANet framework.

(a) Our proposed GANet framework.

(b) Self-gated soft-attention module

Figure 2: Semantic illustration of our proposed GANet framework. We adopt the modified VGG-16 model [47] as its backbone and each convolutional block can be expanded to a soft attention block. Note that we display the channel dimension of feature maps. More details can be found in the text.

attentions is a single mask mechanism to assign different weights to different feature spatial regions depending on their feature content. It automatically predicts the weighted heat map to enhance the relevant features and suppress the irrelevant features during the training process for specific tasks.

3.2 Large Grid Pooling based Context Aware Unit

In previous works [30, 49], the attention masks are generated directly by sampling the original features with involving simple convolutional layers (Section 3.1). This results in a lazy context-free soft attention mask generator, which can yield satisfactory performance only when we do not need to localize which image parts should be attended in a suitable context. However, if visual structures are very complex and salient objects can be localized only in a certain context, the attention mask generator should be equipped with a frontend unit to model visual contexts. Inspired by the dilation convolutional structure [43], we introduce a novel context-aware unit. It is constructed by stacking a large-context pooling and convolutional layers together. This structure can be viewed as aggregating the input locally by applying a non-linearity to the content of some patches. More specifically, for the large-context pooling, we use the dilation grid pooling, which can be defined as

\[ x(p, q) = \text{pooling}(x_{i,j}, x_{i+p,j+p}, ..., x_{i+pq,j+pq}). \]  

(2)

where \( p \in \mathbb{N}^1 \) is a dilation factor and \( q \in \mathbb{N}^1 \) is the cover size. The proposed dilation grid pooling is the “pooling with a dilated stride” in the grid structure. The large-context pooling operator can apply the same pooling at different ranges using different dilation factors. Our definition uses the grid selection of the input features, which involves large-region contextual information. The rationalities can be summarized as follow: 1) when aggregating local and contextual information, we should consider as many descriptors as possible, which helps us to get comprehensive context features for pixel-wise classification. 2) although more descriptors are required, we should give different attention
to them because descriptors near the target pixel usually contain more related semantic information, and we are supposed to build a fine representation for it. For those descriptors far from the given pixel, a coarse representation should be enough. On the other hand, in the convolutional layers, we simply employ a kernel filter of size $1 \times 1$ to ensure the equal-size feature maps. Eventually, the output layer of this “context-aware unit” has the same size as the input features, but captures a larger size of receptive field and deeper context-aware features. In this fashion, attention masks can be generated side-by-side by inserting such contextual layer (see Fig. 2 and section 3.3). Some soft attention models (e.g., [33, 49]) also consider context-aware information to guide attention selection but with more complicated structures. In addition, with high complexity, their designs are ineffective in model deployment and prone to being overfitting when only a small set of labeled data is available for model training like pixel-wise classification tasks.

3.3 Soft Attention Generator

Based on the pooled contextual features in section 3.2, we describe the gated soft attention generator. Formally, suppose $P(X)$ is the output feature map of the context-aware unit with the input feature $X$. The soft attention generator derives an attention mask $M(X)$ of the same size with $P(X)$ through a channel-wise sigmoid modification. Thus, the attention-aware feature map can be computed as

$$X_{i,j,c}^a = M_{i,j,c}(X) \ast P_{i,j,c}(X),$$

where $i \in \{1, ..., W\}, j \in \{1, ..., H\}, c \in \{1, ..., C\}$ index the width, the height and the channel of the feature map, respectively. In our soft attention generator, the mask $M_{i,j,c}(X)$ is computed by:

$$M_{i,j,c}(X) = \frac{1}{1 + exp(-W_{\text{att}}A_{i,j,c}(X))}, A_{i,j,c}(X) = \text{ReLU}(W_{\text{con}} \ast P_{i,j,c}(X) + b_{\text{con}}),$$

Here, $W_{\text{att}}$ is the attention parameter. $W_{\text{con}}$ and $b_{\text{con}}$ are the context aggregation parameters. All of them would be learnt during the training process. Such structure extend the conventional attention structure to multi-channel cases. Moreover, it generates attention maps of different contexts which identify object regions and predict the discriminative parts jointly. In addition, the proposed gated attention mechanism can be directly embedded into any state-of-the-art FCN frameworks.

3.4 Hierarchical Feature Interaction

Conceptually, the above attention-aware feature learning aims at depicting the most discriminative local regions of input features, while the original feature $X$ is dedicated to encoding the optimal global level features from the entire image. In this sense, the attention-aware features can be viewed as some kind of local features and are largely complementary with the original features in functionality. Intuitively, their combination can integrate both advantages (i.e., preserving global information and being more sensitive to particular local positions) and relieve the modeling burden from the same (particularly small) training data. Therefore, we further introduce a hierarchical feature interaction scheme for maximizing the complementary benefit and compatibility of both the global and local feature representations. To be specific, the original features are combined with the obtained attention-aware features by dense skip connections. Formally, the interaction is defined by

$$\varphi_l(X) = \begin{cases} \psi([\phi_l(X), \varphi_{l+1}(X), \phi_l(X^a)]), l < L \\ \psi([\phi_{L}(X), \phi_{L}(X^a)]), l = L \end{cases}$$

where $\psi$ denotes the interaction operator, which is a $1 \times 1$ convolutional layer followed by a deconvolutional layer to ensure the same resolution. $[,]$ is the concatenation operator in channel-wise. $\phi_l$ is the feedforward process to extract features of the $l$-th convolutional block. For the saliency map prediction, we add a convolutional layer with two filters after the integrated features.

3.5 GANet Model Training

In this paper, we define a new loss function that handles the class imbalance problems in saliency detection. More specifically, our model is trained by optimizing two loss functions: (i) weighted binary cross-entropy loss (pixel based) and (ii) Dice loss (shape based). The cross-entropy loss provides a probabilistic measure of similarity between the prediction and ground truth. The Dice loss is inspired by the Dice overlap ratio and yields a true positive count based estimate of similarity [27].
After passing input images through the defined GANet, each pixel \( x \) will have a score estimation \( y_m(x) \) to belong to the class \( m \). Pixel-wise softmax is used to transform \( y_m(x) \) into the probability \( p_m(x) \in [0,1] \) by \( p_m(x) = \frac{e^{y_m(x)}}{\sum_{m=0}^{M} e^{y_m(x)}} \). The ground truth probability is \( g_m(x) \). Thus, the loss function is defined by

\[
L = -\alpha \sum_x w(x) g_m(x) \log(p_m(x)) - (1 - \alpha) \frac{2 \sum_x p_m(x) g_m(x)}{\sum_x p_m^2(x) + \sum_x g_m^2(x)},
\]

where \( \alpha \) controls the amount of loss terms. We introduce weights \( w(x) \) to tailor the loss function to challenges that we have encountered in saliency detection: the class imbalance and the segmentation errors along object boundaries. Given the frequency \( f_m \) of class \( m \) in the training data, \( \text{i.e., the class probability, the indicator function } I \), the training segmentation \( S \), and the 2D gradient operator \( \nabla \), the weights are defined as

\[
w(x) = \sum_m I(S(x) == m) \frac{\text{median}(f)}{f_m} + w_0 I(|\nabla S(x)| > 0),
\]

with the vector of all frequencies \( f = [f_0, ..., f_M] \). The first term models median frequency balancing \( 2 \) and compensates for the class imbalance problem by highlighting classes with low probability. The second term puts higher weight on object boundary regions to emphasize on the correct segmentation of contours. \( w_0 \) balances the two terms.

4 Experiments

4.1 Experimental Settings

Evaluation Datasets. For the performance evaluation, we adopt seven public saliency datasets described as follows: DUT-OMRON \( 41 \) dataset has 5,168 high quality natural images. Each image in this dataset has one or more objects with relatively complex image background. DUTS-TE dataset is the test set of currently largest saliency detection benchmark (DUTS) \( 35 \). It contains 5,019 images with high quality pixel-wise annotations. ECSSD \( 31 \) dataset contains 1,000 natural images, in which many semantically meaningful and complex structures are included. HKU-IS-TE \( 16 \) dataset has 1,447 images with pixel-wise annotations. Images of this dataset are well chosen to include multiple disconnected objects or objects touching the image boundary. PASCAL-S \( 19 \) dataset is generated from the PASCAL VOC \( 7 \) dataset and contains 850 natural images with segmentation-based masks. SED \( 3 \) dataset has two non-overlapped subsets, \( \text{i.e., SED1 and SED2}. \) SED1 has 100 images each containing only one salient object, while SED2 has 100 images each containing two salient objects. SOD \( 12 \) dataset has 300 images, in which many images contain multiple objects either with low contrast or touching the image boundary.

Evaluation Criteria. To evaluate our method with other algorithms, we follow the works in \( 47 \), \( 48 \), \( 45 \) and use four main metrics as the standard evaluation score (with typical parameter settings), including the widely used precision-recall (PR) curves, F-measure \( (\eta = 0.3) \), mean absolute error (MAE) and S-measure \( (\lambda = 0.5) \). More details can be found in \( 4 \), \( 8 \).

Implementation Details. We implement our proposed model based on the modified Caffe toolbox \( 2 \) with the MATLAB 2016 platform. We train and test our method with an NVIDIA Titan 1070 GPU (with 8G memory). For training our model, we follow the works in \( 47 \), \( 48 \), \( 45 \), and adopt the MSRA10K \( 4 \) dataset, which has 10,000 training images with high quality pixel-wise saliency annotations. We also augment this dataset by random cropping and mirror reflection, producing 120,000 training images totally. We do not use validation set and train the model until its training loss converges. The input image is uniformly resized into \( 384 \times 384 \times 3 \) pixels and subtracted the ImageNet mean \( 5 \). The weights of feature extraction parts are initialized from the VGG-16 model \( 32 \). For other layers, we initialize the weights by the “msra” method. To speed the training process, we add the batch normalization (BN) \( 2 \) before each ReLU layer. During the training, we use standard SGD method with a batch size 12, momentum 0.9 and weight decay 0.0005. We set the base learning rate to 1e-7 and decrease the learning rate by 10% when training loss reaches a flat. We found that the equal contribution \( (i.e., \alpha = 0.5, w_\eta = 1) \) of pixel based and shape based terms gives the best results. The training process took about 40 hours. When testing, our proposed model runs at about 12.2 fps. The source code will be made publicly available upon the acceptance of this work.
4.2 Comparison with State-of-the-Arts

We compare our method with other 12 state-of-the-art ones, including AMU [47], DCL [17], DHS [21], DS [18], DSS [10], ELD [15], LEGS [34], LFR [45], MCDL [50], MDF [16], RFCN [36], UCF [48]. For fair comparison, we use either the implementations with recommended parameter settings or the saliency maps provided by the authors.

Quantitative Evaluation. As illustrated in Tab. [1] Tab. [2] and Fig. [3], our method outperforms other competing ones across all datasets in terms of near all evaluation metrics. From these results, we have other notable observations: (1) our method consistently achieves higher S-measure than other methods, especially on complex structure datasets, e.g., the SED and SOD datasets. We attribute this result to our structural loss. (2) Without segmentation pre-training and conditional random field (CRF) post-processing, our method still achieves better results than the DCL, DS, DSS and RFCN, especially on the DUTS-TE, ECSSD and SED datasets, where our method achieves about 2% performance leap of F-measure and around 4% improvement of S-measure, as well as around 3% decrease in MAE compared with existing best methods. (3) compared to the DSS, our method is inferior on the DUT-OMRON datasets. However, our method ranks in the second place and is still very comparable.

Ablation Studies. To verify the effectiveness of each component in our model, we design several ablation studies with different settings on the ECSSD datasets, including different number of self-attention gates, w/ and w/o using large-context structure, different pooling strategies, different attention methods and different FCN backbones. Note that all unrelated settings are the same as the

| Models          | FCN baseline | Recurrent Attention | Residual Attention | Single Attention | Our methods |
|-----------------|--------------|--------------------|-------------------|-----------------|-------------|
| MAE             | 0.808        | 0.808              | 0.805             | 0.804           | 0.812       |
| SOD             | 0.815        | 0.815              | 0.814             | 0.813           | 0.816       |

Table 3: Results with different model settings on the ECSSD dataset.
Figure 3: The PR curves of different state-of-the-art methods. Our method is labeled as GAN.

Figure 4: Comparison of saliency maps. (a) Inputs; (b) GT; (c) Ours; (d) AMU; (e) DCL; (f) DHS; (g) DSS; (h) LFR; (i) MCDL; (j) RFCN; (k) UCF. We don’t show the results of DS, ELD, LEGS and MDF. More examples can be found in supplemental materials.

implementation details in section 4.1. Due to the limitation of space, we only show the results of different attention methods in the main text and list most of the results in supplemental materials. Tab. 3 shows the performance of our GANet with different attention methods. It can be observed that most of attention methods improve the performance, this further prove that attentive features do help the pixel-wise labeling tasks. The channel-wise residual attention [14] performs better than single mask attention [53, 49] in the most cases. The reason is that channel-wise attention takes all locations of a particular parts into account and all the locations contribute to the final representation. Experimental results also demonstrate that our method achieves much better results compared with using either of them. More visual comparisons are present in supplemental materials.

5 Conclusion

In this work, we propose a novel self-gated attention approach to address the challenging saliency detection task. The proposed attention exploits multi-level information of deep networks, which successfully selects the most related regions and enhances the discriminative ability of features for saliency detection. In addition, we leverage large-context pooling to mine the discriminative information of each part in a global-local manner. We also introduce a new structural loss function to supervise the model training. All the components detailed in this work can be easily embedded into any other FCN framework to make a further performance improvement. Extensive ablation studies and comparisons well demonstrate the effectiveness of our approach. In the future, we are planning to exploit more challenging pixel-wise classification tasks, such as semantic segmentation.
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