MODIFIED SAMPLING METHOD WITH NEAR FIELD MEASUREMENTS
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Abstract. This paper investigates the inverse scattering problems using sampling methods with near field measurements. The near field measurements appear in two classical inverse scattering problems: the inverse scattering for obstacles and the interior inverse scattering for cavities. We propose modified sampling methods to treat these two classical problems using near field measurements without making any asymptotic assumptions on the distance between the measurement surface and the scatterers. We provide theoretical justifications based on the factorization of the near field operator in both symmetric factorization case and non-symmetric factorization case. Furthermore, we introduce a data completion algorithm which allows us to apply the modified sampling methods to treat the limited-aperture inverse scattering problems. Finally numerical examples are provided to illustrate the modified sampling methods with both full- and limited-aperture near field measurements.
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1. Introduction. Inverse scattering plays an important role in non-destructive testing, medical imaging, geophysical exploration and numerous problems associated with target identification. In the last thirty years, sampling methods for shape reconstruction in inverse scattering problems have attracted a lot of interest. Classical examples include the linear sampling method [6], the singular sources method [25] and the factorization method [15]. The basic idea is to design an indicator which is large inside the underlying scatterer and relatively small outside. We refer to the monographs [3, 7, 16] for a comprehensive introduction. Recently, other types of sampling methods are proposed for the inverse scattering problems, e.g., orthogonality sampling [25, 10, 11], direct sampling method [12, 19], single-shot method [17], reverse time migration [5]. These sampling methods inherit many advantages of the classical ones, e.g., they are independent of any a priori information on the geometry and physical properties of the unknown objects. The main feature of these sampling methods is that only inner product of the measurements with some suitably chosen functions is involved in the imaging function and thus these sampling methods are robust to noises. In all of the sampling methods, the measurements may be divided into two types: far-field measurements and near field measurements. Generally speaking, the analysis is more rich in the far-field case compared to the near field case. This paper is devoted to sampling methods in the near field case with both full- and partial-aperture data.

Compared to orthogonal/direct sampling methods using far-field measurements [25, 10, 19, 11], the study on near field orthogonal/direct sampling method is relatively limited. The near field measurements appear in two classical inverse scattering problems: the inverse scattering for obstacles (see for instance the monograph [7]) and the interior inverse scattering for cavity [27, 26, 18, 4, 24]. Is it possible to treat these two classical inverse scattering problems using one unified framework? The answer is yes and this is one of our main results in this paper. We survey literatures on both problems as follows. Concerning the inverse scattering for obstacles, there have been considerable works on the reverse time migration [5] and direct sampling methods [12] using near field measurements. In these works, numerical algorithms illustrated the performance of the imaging method and the analysis was done when the measurement surface is not close to the scatterer. Our work differs from these existing literatures because we propose modified sampling methods to treat these two classical problems using near field measurements without making any asymptotic assumptions on the distance between the measurement surface and the scatterers. One difficulty in this treatment is the non-symmetric factorization [13, 24] of the near field operator and the other difficulty is the necessity to consider the “distance” related fundamental solution (as contrary to considering the plane wave in the far-field case). We show in this paper how to design a sampling method to overcome these difficulties. Furthermore, the sampling method is completely theoretically justified in the sense that the proposed imaging function has both an upper and lower bound which peak when the sampling point is at the obstacle boundary. On the other aspect, there seems to be no attempts to design orthogonal/direct
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imaging methods in the interior inverse scattering for cavity where the measurements are in the near field naturally. In the cavity setting, it is not possible to asymptotically consider the near field measurements whereby the existing methods [5, 12] do not apply. Fortunately, our proposed sampling method is in a unified framework, which allows us to treat the interior inverse scattering for cavity by a similar sampling method using near field measurements. Once again, this modified sampling method provides both theoretical justifications and efficient numerical algorithms. This seems a first attempt on orthogonal/direct sampling methods in the interior inverse scattering for cavity.

In many cases of practical interest, it is difficult or even impossible to obtain the full-aperture measurements, this motivates us to consider our modified sampling methods with limited-aperture measurements. Reconstruction algorithms have been developed using the limited-aperture data directly [1, 8, 14, 16, 21, 22, 31]. Alternatively, [20, 21] first recover the full-aperture data and then solve the inverse problems. Recently two novel data completion algorithms were proposed [9] for the inverse scattering problems in the far-field case, see also [2] for the waveguide case. We aim to apply a similar data completion algorithm in the near field case to recover the full-aperture data and then apply our modified sampling methods.

The paper is further organized as follows. In Section 2, we give the mathematical formulation of the two classical inverse scattering problems with near field measurements: the inverse scattering for obstacles and the interior inverse scattering for cavities. We also provide a preliminary result on the coercivity estimate of the single-layer operator. The modified sampling methods using near field measurements are investigated in Section 3 for obstacles and in Section 4 for cavities, respectively. Such modified sampling methods give both theoretical justifications and numerical algorithms, no matter the associated near field operators have symmetric factorizations or not. The key idea is to design properly chosen functions to overcome the above two difficulties associated with non-symmetric factorization and “distance” related fundamental solution. Section 5 is devoted to a data completion algorithm which recovers the full-aperture data and allows us to apply the modified sampling methods in the previous sections. Finally, numerical examples are provided in Section 6 to illustrate the modified sampling methods with both full- and limited- aperture near field measurements.

2. Mathematical model and setup.

2.1. Mathematical models. We consider two classical inverse scattering problems with near field measurements: the inverse scattering for obstacles and the interior inverse scattering for cavities. Throughout the paper we focus on the two dimensional case. The three dimensional case is similar yet to be done. In both problems, let \( k > 0 \) be the wave number. A point source \( \phi(\cdot; y) \) at \( y \) is the fundamental solution with the following explicit expression

\[
\phi(x; y) = \frac{i}{4} H_0^1(k|x - y|), \quad x \neq y,
\]

where \( H_0^1 \) is the Hankel function of the first kind of order zero [7].

**Inverse scattering for obstacles:** Let \( \Omega \subset \mathbb{R}^2 \) be an open and bounded domain with Lipschitz boundary \( \partial \Omega \) such that \( \mathbb{R}^2 \setminus \overline{\Omega} \) is connected. The domain \( \Omega \) is referred as the obstacles. The scattering for the obstacles due to a point source \( \phi(\cdot; y) \) is to find scattered wave field \( u^s(\cdot; y) \) such that

\[
\Delta_x u^s(\cdot; y) + k^2 u^s(\cdot; y) = 0 \quad \text{in} \quad \mathbb{R}^2 \setminus \overline{\Omega},
\]

\[
u^s(\cdot; y) = -\phi(\cdot; y) \quad \text{on} \quad \partial \Omega,
\]

\[
\lim_{r:=|x| \to \infty} \sqrt{r} \left( \frac{\partial u^s(\cdot; y)}{\partial r} - ik u^s(\cdot; y) \right) = 0.
\]

This scattering problem is well-posed, see for instance [7]. Here we have assumed a sound-soft obstacle.

Let \( \partial B := \{ x : |x| = r_o, r_o > 0 \} \) be the measurement surface and \( B := \{ x : |x| < r_o, r_o > 0 \} \) includes \( \Omega \) as its interior. The inverse problem is to determine \( \partial \Omega \) from the following near field measurements:

\[
\{ u^s(x; y) : x, y \in \partial B \}.
\]

The inverse problem has a unique solution [7].
Interior inverse scattering for cavities: Let \( D \subset \mathbb{R}^2 \) be an open, connected and bounded domain with Lipschitz boundary \( \partial D \). The domain \( D \) is referred as the cavity. The scattering for the cavity due to a point source \( \phi(\cdot; y) \) is to find scattered wave field \( u^s(\cdot; y) \) such that

\[
\begin{align*}
\Delta x u^s(\cdot; y) + k^2 u^s(\cdot; y) &= 0 & \text{in} & & D, \\
u^s(\cdot; y) &= -\phi(\cdot; y) & \text{on} & & \partial D.
\end{align*}
\]

If \( k^2 \) is not an eigenvalue of \( -\Delta \) in the domain \( D \) or \( C \), this scattering problem is well-posed, see for instance \([18, 27]\). Again here we have assumed a sound-soft cavity.

Let \( \partial C := \{ x : |x| = r_i, r_i > 0 \} \) be the measurement surface and \( C := \{ x : |x| < r_i, r_i > 0 \} \) is in the interior of \( D \). The inverse problem is to determine \( \partial D \) from the following near field measurements:

\[
\{ u^s(x; y) : x, y \in \partial C \}. \tag{2.8}
\]

In the interior inverse scattering for cavity problem, we always make the assumptions that \( k^2 \) is not an eigenvalue of \( -\Delta \) in the domain \( D \) or \( C \). Note that the assumption that \( k^2 \) is not an eigenvalue of \( -\Delta \) in \( C \) is not a restriction, since one can always choose \( C \) such that this assumption holds. With these assumptions, the inverse problem has a unique solution \([18, 27]\).

2.2. Estimate of Single-layer operator. Let \( \Gamma \) be either \( \partial D \) or \( \partial \Omega \) and assume that \( k^2 \) is not an eigenvalue of \( -\Delta \) in the domain \( \Omega \) and \( D \), respectively. We define \( T_{\Gamma} : H^{1/2}(\Gamma) \rightarrow H^{-1/2}(\Gamma) \) by

\[
T_{\Gamma} g = h, \tag{2.9}
\]

where, for any \( g \in H^{1/2}(\Gamma), h \in H^{-1/2}(\Gamma) \) is the unique solution to

\[
g(x) = \int_{\Gamma} \phi(x; y) h(y) \, ds_y, \quad x \in \Gamma. \tag{2.10}
\]

We note that the above integral equation is uniquely solvable due to that \( k^2 \) is not an eigenvalue of \( -\Delta \) in the domain \( D \) or \( \Omega \), see for instance \([23, 7, 16]\).

The following coercivity estimate plays an important role in the analysis of our imaging function.

**Lemma 2.1.** Let \( \Gamma \) be either \( \partial D \) or \( \partial \Omega \). For any \( g \in H^{1/2}(\Gamma) \),

\[
\langle T_{\Gamma} g, g \rangle_{\Gamma} \geq c_0 \| g \|^2_{H^{1/2}(\Gamma)}. \tag{2.11}
\]

Here \( \langle \cdot, \cdot \rangle_{\Gamma} \) denotes the duality paring between \( H^{-1/2}(\Gamma) \) and \( H^{1/2}(\Gamma) \).

**Proof.** We prove the theorem for \( \Gamma = \partial \Omega \). The proof of the case that \( \Gamma = \partial D \) is exactly the same.

(a) We first show

\[
-\Im \langle T_{\Gamma} g, g \rangle_{\Gamma} < 0, \quad \forall g \neq 0. \tag{2.12}
\]
Let $T_{fg} = h$. Let $w^\pm(x) := \int_{\partial\Omega} \overline{\phi(x; y)} h(y) dy$ for $x \in \Omega^\pm$ where $\Omega^- = \Omega$ and $\Omega^+ = \mathbb{R}^2 \setminus \overline{\Omega}$. From equation (2.10), we have from the jump relations of the single layer potential that $\mathbb{T} = \frac{\partial \overline{\nu}}{\partial \nu} |_{\partial\Omega} - \frac{\partial \overline{\nu}}{\partial \nu} |_{\partial \Omega}$ (here $\nu$ is the outward normal to $\partial \Omega$). Then we have that

$$-\Im \langle T_{fg}, g \rangle = \Im \langle h, w^- \rangle = \Im \langle \frac{\partial \overline{\nu}}{\partial \nu} - \frac{\partial \overline{\nu}}{\partial \nu}, w^- \rangle = \Im \left( \| \nabla \overline{w} \|_{L^2(B_R)}^2 + \| w \|_{L^2(B_R)}^2 - \int_{\partial B_R} \frac{\partial \overline{w}}{\partial \nu} w ds \right).$$

(Integration by parts)

$$= -\Im \int_{\partial B_R} \frac{\partial \overline{w}}{\partial \nu} w ds = \Im \int_{\partial B_R} \frac{\partial w}{\partial \nu} \overline{w} ds.$$

The proof is completed if

$$-\Im \langle T_{fg}, g \rangle = \Im \int_{\partial B_R} \frac{\partial w}{\partial \nu} \overline{w} ds < 0, \quad \forall g \neq 0. \quad (2.13)$$

This is valid due to the following. Assume on the contrary that

$$-\Im \langle T_{fg}, g \rangle = \Im \int_{\partial B_R} \frac{\partial w}{\partial \nu} \overline{w} ds \geq 0,$$

Since $\overline{w}$ is a radiating solution to the Helmholtz equation in $\mathbb{R}^2 \setminus B_R$, by [7, Theorem 2.13] $\overline{w}$ vanishes in $\mathbb{R}^2 \setminus B_R$, and by unique continuation $\overline{w}$ vanishes in $\mathbb{R}^2 \setminus \overline{\Omega}$ and hence $w|_{\partial \Omega} = 0$. Since $w$ satisfies the Helmholtz equation in $\Omega$, and the assumption that $-k^2$ is not an eigenvalue of $-\Delta$ in $\Omega$, we conclude that $w$ vanishes in $\Omega$. Recall that $\overline{w}$ vanishes in $\mathbb{R}^2 \setminus \overline{\Omega}$, then by the jump relation of the single layer potential, we conclude that $h$ vanishes and hence $g$ vanishes. This proves (2.12).

(b) Note that $T_\Gamma$ is the sum of a strictly coercive self-adjoint operator and a compact operator [7, Lemma 5.38]. This together with [3, Lemma 7.28] or [7, Lemma 5.37], we conclude that

$$\langle \langle T_{fg}, g \rangle \rangle \geq c_0 \| g \|_{H^{1/2}(\Gamma)}^2.$$

and this completes the proof. \[ ]

3. Inverse scattering for extended obstacles.

3.1. Near field operator and its factorization. The near field operator $N : L^2(\partial B) \to L^2(\partial B)$ is denoted by

$$(Ng)(x) := \int_{\partial B} u^* (x; y) g(y) dy, \quad x \in \partial B. \quad (3.1)$$

To facilitate the analysis, we define $H : L^2(\partial B) \to H^{1/2}(\partial \Omega)$ by

$$(Hg)(x) := \int_{\partial B} \phi(x; y) g(y) dy, \quad x \in \partial \Omega, \quad (3.2)$$

and thereby $H^* : H^{-1/2}(\partial \Omega) \to L^2(\partial B)$ is given by (which can be directly verified again by the definition that $\langle H^* h, g \rangle_{\partial B} = \langle h, Hg \rangle_{\partial \Omega}$)

$$(H^* h)(x) = \int_{\partial \Omega} \overline{\phi(x; y)} h(y) dy, \quad \forall h \in H^{-1/2}(\partial \Omega). \quad (3.3)$$

For any function $g$ in a complex Banach space, we define the “conjugate operator” $R$ by $Rg = \overline{g}$.

The near field operator has the following factorization.

**Theorem 3.1.** It holds that

$$N = -R H^* T_{\partial \Omega} R H, \quad (3.4)$$
where $T_{\partial \Omega} : H^{1/2}(\partial \Omega) \to H^{-1/2}(\partial \Omega)$ is defined via (2.9)–(2.10).

Proof. Let $w(x) := \int_{\partial \Omega} u^*(x; y) g(y) \, ds_y$ for $x \in \mathbb{R}^2 \setminus \Omega$. From the definition of $H$ (3.2) and superposition principle, we have that

$$\Delta w + k^2 w = 0 \quad \text{in} \mathbb{R}^2 \setminus \Omega,$$

$$w = -Hg \quad \text{on} \ \partial \Omega,$$

and $w$ satisfies the Sommerfeld radiation condition. Thereby we look for

$$w(x) = \int_{\partial \Omega} \phi(x; y) \psi(y) \, ds_y$$

with unknown density $\psi \in H^{-1/2}(\partial \Omega)$. From the boundary condition of $w$ on $\partial \Omega$, we have that

$$\int_{\partial \Omega} \phi(x; y) \psi(y) \, ds_y = -Hg \text{ on } \partial \Omega.$$

Taking the conjugate of the above equation yields

$$\int_{\partial \Omega} \bar{\phi}(x; y) \bar{\psi}(y) \, ds_y = -\bar{H}g \text{ on } \partial \Omega.$$

This together with the definition of $T_{\partial \Omega}$ (2.9)–(2.10) yields that the density is solved by $\bar{\psi} = T_{\partial \Omega}(-\bar{H}g) = T_{\partial \Omega} R(-Hg)$. Therefore we have that, for any $x \in \partial B$,

$$(Ng)(x) = w(x) = \text{Re} \int_{\partial \Omega} \phi(x; y) \psi(y) \, ds_y = \text{Re} \int_{\partial \Omega} \bar{\phi}(x; y) (T_{\partial \Omega} R(-Hg)) \, ds_y = -\text{Re} \, T_{\partial \Omega} R Hg.$$

This completes the proof. \qed

There are other ways to factorize the near field operator [13] using near field measurements. The key point is that these factorizations are non-symmetric factorizations which is in contrast to the symmetric factorization using far-field measurements. We show in the following section how to design a sampling method even though the factorization is non-symmetric. Furthermore, the sampling method is completely theoretically justified in the sense that the proposed imaging function has both an upper and lower bound which peak when the sampling point is at the obstacle boundary.

3.2. Imaging function. We introduce the imaging function

$$I_{\text{obstacle}}(z) := |\langle N \varphi_z, \overline{\varphi_z} \rangle_{\partial \Omega}|$$

(3.5)

where $\langle \cdot, \cdot \rangle_{\partial \Omega}$ denotes the $L^2(\partial \Omega)$-inner product, and $\varphi_z$ is given by

$$\varphi_z(y) := \sum_{n=-M}^{M} \frac{4}{i|y| \pi (1 + \delta_{0n})} \frac{J_n(k|z|)}{H_n^{(1)}(k|y|)} \cos(n \theta_{yz}), \quad y \in \partial \Omega$$

(3.6)

with $M$ chosen to be a positive integer and $\theta_{xy}$ denoting the angle between $x$ and $y$ for any $x, y \in \mathbb{R}^2$. Moreover we also consider

$$\varphi_{z, \infty}(y) := \sum_{n=-\infty}^{\infty} \frac{4}{i|y| \pi (1 + \delta_{0n})} \frac{J_n(k|z|)}{H_n^{(1)}(k|y|)} \cos(n \theta_{yz}), \quad y \in \partial \Omega,$$

(3.7)

which is the infinite series version of (3.6).

Remark 1. The function $\varphi_{z, \infty}$ (3.7) is well-defined. Indeed, note that $H_n^{(1)}(k|y|) = H_n^{(1)}(kr_0)$ does not vanish, so first $\varphi_z(y)$ (3.6) is well-defined. Letting $M \to +\infty$, we have from the asymptotic of Hankel and Bessel functions [7, Section 3.5] that

$$H_n^{(1)}(kr_0) \sim \frac{2^n (n-1)!}{\pi i (kr_0)^n}, \quad J_n(k|z|) \sim \frac{(|z|)^n}{2^n n!}, \quad n \gg 1,$$
which yields that

$$\frac{J_n(k|z|)}{H_n^{(1)}(k|y|)} \sim \frac{(k|z|)^n \pi i(kr_o)^n}{2^n n! 2^n (n-1)!}$$

and hence by ratio test $\varphi_{z, \infty}$ (3.7) is well-defined for sampling points $z$ in a bounded sampling region.

The next theorem gives the explicit expressions of $H_\varphi_z(x)$ and $H_\varphi_{z, \infty}(x)$.

**Theorem 3.2.** It holds that

$$\left( H_\varphi_z \right)(x) = \sum_{n=-M}^{M} J_n(k|x|) J_n(k|z|) \cos(n\theta_{xz}), \quad x \in \partial \Omega, \quad (3.8)$$

and

$$\left( H_\varphi_{z, \infty} \right)(x) = \sum_{n=-\infty}^{\infty} J_n(k|x|) J_n(k|z|) \cos(n\theta_{xz}) = J_0(k|x-z|), \quad x \in \partial \Omega. \quad (3.9)$$

Here the convergence is uniformly for $x \in \partial \Omega$ and $z$ in a bounded sampling region.

**Proof.** We first prove (3.8). From [3, 7],

$$\phi(x; y) = \frac{i}{4} \sum_{n=-\infty}^{\infty} H_n^{(1)}(k|y|) J_n(k|x|) \cos(n\theta_{xy}), \quad x \in \partial \Omega, y \in \partial B. \quad (3.10)$$

This together with (3.6) yields that

$$\left( H_\varphi_z \right)(x) = \int_{\partial B} \phi(x; y) \varphi_z(y) \, ds_y$$

$$= r_o \int_{-\pi}^{\pi} \left( \frac{i}{4} \sum_{n=-\infty}^{\infty} H_n^{(1)}(kr_o) J_n(k|x|) \cos(n\theta_{xy}) \right)$$

$$\times \left( \sum_{n=-M}^{M} \frac{4}{ir_o \pi (1 + \delta_{0m})} J_n(k|z|) \cos(m\theta_{yz}) \right) \, d\theta_y$$

$$= \sum_{n=-M}^{M} J_n(k|x|) J_n(k|z|) \cos(n\theta_{xz}), \quad (3.10)$$

where in the last step we have applied the orthogonality property that

$$\int_{-\pi}^{\pi} \cos(n\theta_{xy}) \cos(m\theta_{yz}) \, d\theta_y$$

$$= \int_{-\pi}^{\pi} \left( \cos(n\theta_{xy}) \cos(n\theta_{y}) + \sin(n\theta_{x}) \sin(n\theta_{y}) \right) \left( \cos(m\theta_{z}) \cos(m\theta_{y}) + \sin(m\theta_{z}) \sin(m\theta_{y}) \right) \, d\theta_y$$

$$= \cos(n\theta_{x}) \cos(n\theta_{z}) \pi (1 + \delta_{0n}) + \sin(n\theta_{x}) \sin(n\theta_{z}) \pi = \pi (1 + \delta_{0n}) \cos(n\theta_{xz}),$$

where $\delta$ is the Kronecker delta. This completes the proof of (3.8). Letting $M \to \infty$ and using the asymptotic of the Bessel function [7, Section 3.5], we prove

$$\left( H_\varphi_{z, \infty} \right)(x) = \sum_{n=-\infty}^{\infty} J_n(k|x|) J_n(k|z|) \cos(n\theta_{xz}), \quad x \in \partial \Omega,$$

where the convergence is uniformly for $x \in \partial \Omega$ and $z$ in a bounded sampling region. Note that [3, 7] when $|x| > |z| > 0$,

$$H_n^{(1)}(k|x-z|) = \sum_{n=-\infty}^{\infty} H_n^{(1)}(k|x|) J_n(k|z|) \cos(n\theta_{xz}), \quad |x| > |z| > 0.$$
and when $|z| > |x| > 0$

$$H_0^{(1)}(k|x - z|) = \sum_{n=-\infty}^{\infty} H_n^{(1)}(k|z|) J_n(k|x|) \cos(n\theta_{xz}), \quad |z| > |x| > 0,$$

we then take the real parts of the above equations to get

$$\sum_{n=-\infty}^{\infty} J_n(k|x|) J_n(k|z|) \cos(n\theta_{xz}) = J_0(k|x - z|), \quad x \in \partial \Omega.$$  

This proves (3.9). This completes the proof. \[\square\]

The following theorem plays an important role in the analysis of the imaging function. Recall the assumption that $k^2$ is not an eigenvalue of $-\Delta$ in the domain $\Omega$.

**Theorem 3.3.** There exists positive constants $c_1', c_1''$ and $c_2', c_2''$ independent of $z$ such that

$$c_1' \|\varphi_z\|_{H^{1/2}(\partial \Omega)}^2 \leq |I_{\text{obstacle}}(z)| \leq c_2' \|\varphi_z\|_{H^{1/2}(\partial \Omega)}^2.$$  

and

$$c_1'' \|\varphi_z\|_{H^{1/2}(\partial \Omega)} \leq |I_{\text{obstacle}}(z)| \leq c_2'' \|\varphi_z\|_{H^{1/2}(\partial \Omega)}^2.$$  

**Proof.** From the factorization of $N$, we have that

$$-(N \varphi_z, \overline{\varphi_z})_{\partial B} = (RH^*T_{\partial \Omega}RH\varphi_z, \overline{\varphi_z})_{\partial B} = (T_{\partial \Omega}RH\varphi_z, \overline{\varphi_z})_{\partial B} = (T_{\partial \Omega}RH\varphi_z, H\varphi_z)_{\partial \Omega}.$$  

By Theorem 3.2, we have that $H\varphi_z$ is indeed a real-valued function in $H^{1/2}(\partial \Omega)$, therefore

$$|I_{\text{obstacle}}(z)| = |\langle T_{\partial \Omega}H\varphi_z, H\varphi_z \rangle|.$$  

Therefore we can apply the coercivity estimate in Lemma 2.1 to derive that

$$|I_{\text{obstacle}}(z)| = |\langle T_{\partial \Omega}H\varphi_z, H\varphi_z \rangle| \geq c_1' \|\varphi_z\|_{H^{1/2}(\partial \Omega)}^2.$$  

The upper bound follows from the fact that $T_{\partial \Omega}$ is bounded. Note that both the positive constants $c_1'$ and $c_1''$ are independent of $z$. Using exactly the same argument, the same estimate (with constants $c_2''$ and $c_2''$) also holds when replacing $\varphi_z$ by $\varphi_{z,\infty}$. This completes the proof. \[\square\]

**Remark 2.** Though the factorization (3.4) of the near field operator is non-symmetric, we are still able to design our modified sampling method. The key point is that $H\varphi_z$ and $H\varphi_{z,\infty}$ are indeed real-valued functions in $H^{1/2}(\partial \Omega)$ by Theorem 3.2. Furthermore, the sampling method is completely theoretically justified in the sense that the proposed imaging function has both an upper and lower bound which peak when the sampling point is at the obstacle boundary.

It is seen from Theorem 3.2 that

$$\left( H\varphi_{z,\infty} \right)(x) = J_0(k|x - z|), \quad x \in \partial \Omega,$$  

and when $M$ is large,

$$\left( H\varphi_z \right)(x) \approx J_0(k|x - z|), \quad x \in \partial \Omega.$$  

In this sense, we find that when the sampling point $z$ approaches $x \in \partial \Omega$, $(H\varphi_z)(x)$ peaks when $z$ coincides with $x$. Unfortunately, it is not possible to plot $H\varphi_z\|_{H^{1/2}(\partial \Omega)}^2$ since $\Omega$ is the unknown obstacle. What is significant about Theorem 3.3 is that it shows that the imaging function $I_{\text{obstacle}}(z)$ is qualitatively the same.
as \( \|H\varphi_z\|_{H^{1/2}(\partial\Omega)}^2 \) without the knowledge of \( \Omega \). Therefore from Theorem 3.3 and Theorem 3.2, we conclude that the imaging function \( I_{\text{obstacle}}(z) \) peaks when the sampling point \( z \) is at the obstacle boundary \( \partial\Omega \).

**Remark 3.** The main feature of sampling methods in the literature \([5, 12]\) is that only inner product of the measurements with some suitably chosen functions is involved in the imaging function. In these works, numerical algorithms illustrated the performance of the imaging method and the analysis was done when the measurement surface is not close to the scatterer, which might be due to that those suitably chosen functions are “distance” related function (as contrary to considering the plane wave in the far-field case), e.g. depending on the distance between the measurement surface and the scatterers. The chosen functions \( \varphi_{z,\infty} \) and \( \varphi_z \) are different from the existing chosen functions in the literature \([5, 12]\) and they play a very important role in the analysis of our modified sampling method. Though our chosen \( \varphi_{z,\infty} \) and \( \varphi_z \) are also “distance” related, they “cancel” such “distance” together with \( H\varphi_z(x) \) and \( H\varphi_{z,\infty}(x) \) without making any asymptotic assumptions on the distance between the measurement surface and the scatterers (see Theorem 3.2).

**Remark 4.** In the sampling method using far-field measurements \([19]\), it is seen from the Jacob-Anger expansion of \( e^{ikx \cdot d} \) that the imaging function \( \bar{I}(z) \) in \([19]\) in fact has lower and upper bound given by

\[
\left\| \int_{|d|=1} e^{ikx \cdot d} e^{-ikz \cdot d} ds_d \right\|_{H^{1/2}(\partial\Omega)}^2 \leq I(z) \leq \left\| \int_{|d|=1} e^{ikx \cdot d} e^{-ikz \cdot d} ds_d \right\|_{H^{1/2}(\partial\Omega)}^2,
\]

and

\[
\left\| \int_{|d|=1} e^{ikx \cdot d} e^{-ikz \cdot d} ds_d \right\|_{H^{1/2}(\partial\Omega)} \sim \left\| J_0(k|x - z|) \right\|_{H^{1/2}(\partial\Omega)} \text{ for some constant } c.
\]

Together with (3.9) in Theorem 3.2, we find that this resolution with far-field measurements is in fact the same as the resolution using our modified sampling method with near field measurements. This theoretical result is further confirmed via numerical examples in Section 6.

Finally we summarize the imaging algorithm.

**Imaging Algorithm for obstacles.**
- Collect the near field measurements \( u^s(x; y), x, y \in \partial B \).
- Select a sampling region in \( \mathbb{R}^2 \) with a fine mesh containing \( \Omega \).
- Compute the imaging function \( I_{\text{obstacle}}(z) \) in (3.5) with \( \varphi_z \) given by (3.6) for all sampling points.
- Plot the imaging function \( I_{\text{obstacle}}(z) \) over the sampling region to determine \( \Omega \).

4. **Interior inverse scattering for cavities.**

4.1. **Near field operator and its factorization.** The near field operator \( N_{\partial C} : L^2(\partial C) \to L^2(\partial C) \) is denoted by

\[
(N_{\partial C} g)(x) := \int_{\partial C} u^s(x; y) g(y) \, ds_y, \quad x \in \partial C.
\]  

(4.1)

To facilitate the analysis, we define \( S : L^2(\partial C) \to H^{1/2}(\partial D) \) by

\[
(Sg)(x) := \int_{\partial C} \phi(x; y) g(y) \, ds_y, \quad x \in \partial D,
\]

and thereby \( S^* : H^{-1/2}(\partial D) \to L^2(\partial C) \) is given by (which can be directly verified by the definition that \( \langle S^* h, g \rangle_{\partial C} = \langle h, Sg \rangle_{\partial D} \))

\[
(S^* h)(x) = \int_{\partial D} \overline{\phi(x; y)} h(y) \, ds_y, \quad \forall h \in H^{-1/2}(\partial D).
\]  

(4.3)

The near field operator has the following factorization.

**Theorem 4.1.** It holds that

\[
N_{\partial C} = -S^* T_{\partial D} S,
\]

(4.4)
where \( T_{\partial D} : H^{1/2}(\partial D) \to H^{-1/2}(\partial D) \) is defined via (2.9)–(2.10).

**Proof.** The proof is almost the same as the proof of Theorem 3.1. For completeness we outline the proof. Let \( w(x) := \int_{\partial C} u^s(x;y)g(y)\,ds_y \) for \( x \in D \). From the definition of \( S (4.2) \) and superposition principle, we have that

\[
\Delta w + k^2 w = 0 \quad \text{in} \quad D,
\]
\[
w = -Sg \quad \text{on} \quad \partial D.
\]

This is a classical boundary value problem which can be solved via integral equation method. In particular, we look for

\[
w(x) = \int_{\partial D} \overline{\phi(x;y)} \psi(y) \, ds_y
\]

with unknown density \( \psi \in H^{-1/2}(\partial D) \). From the boundary condition of \( w \) on \( \partial D \), we have that

\[
\int_{\partial D} \overline{\phi(x;y)} \psi(y) \, ds_y = -Sg \quad \text{on} \quad \partial D.
\]

This together with the definition of \( T_{\partial D} \) (2.9)–(2.10) yields that the density is solved by \( \psi = T_{\partial D}(-Sg) \). Therefore we have that, for any \( x \in \partial C \),

\[
(N_{\partial C}g)(x) = w(x) = \int_{\partial D} \overline{\phi(x;y)} \psi(y) \, ds_y = \int_{\partial D} \overline{\phi(x;y)}(T_{\partial D}(-Sg)) \, ds_y = -S^*T_{\partial DS}g.
\]

This completes the proof. \( \square \)

**4.2. Imaging function.** The imaging function is given by

\[
I_{\text{cavity}}(z) := |\langle N_{\partial C} \psi_z, \psi_z \rangle_{\partial C}| \quad (4.5)
\]

where \( \langle \cdot, \cdot \rangle_{\partial C} \) denotes the \( L^2(\partial C) \)-inner product, and \( \psi_z \) is given by

\[
\psi_z(y) := \sum_{n=-\infty}^{\infty} \frac{4}{i|y|\pi(1+\delta_{0n})} J_n(k|y|) \cos(n\theta_{yz}), \quad y \in \partial C, \quad (4.6)
\]

where \( \mathbb{N} \) is chosen to be a positive integer. Note that \( k^2 \) is not an eigenvalue of \(-\Delta\) in \( C \), therefore \( J_n(k|y|) = J_n(kr_i) \) never vanishes for any \( n \), i.e. \( \psi_z \) (4.6) is well-defined. We now prove the resolution analysis result for the cavity case.

**Theorem 4.2.** There exists positive constants \( c_1 \) and \( c_2 \) independent of \( z \) such that

\[
c_1 \|S\psi_z\|_{H^{1/2}(\partial D)}^2 \leq I_{\text{cavity}}(z) \leq c_2 \|S\psi_z\|_{H^{1/2}(\partial D)}^2. \quad (4.7)
\]

**Proof.** From the factorization of \( N_{\partial C} \) (4.4), we have that

\[
-\langle N_{\partial C} \psi_z, \psi_z \rangle_{\partial C} = \langle S^*T_{\partial DS}\psi_z, \psi_z \rangle_{\partial C} = \langle T_{\partial DS}\psi_z, S\psi_z \rangle_{\partial D}. \quad (4.8)
\]

Therefore we can apply the coercivity estimate in Lemma 2.1 to derive that

\[
I_{\text{cavity}}(z) = |\langle T_{\partial DS}\psi_z, S\psi_z \rangle_{\partial D}| \geq c_1 \|S\psi_z\|_{H^{1/2}(\partial D)}^2.
\]

The upper bound follows from the fact that \( T_{\partial D} \) is bounded. Note that both the positive constants \( c_1 \) and \( c_2 \) are independent of \( z \). This completes the proof. \( \square \)

Theorem 4.2 states that the imaging function \( I(z) \) is qualitatively the same as \( \|S\psi_z\|_{H^{1/2}(\partial D)} \). The next theorem gives the explicit expression of \( S\psi_z(x) \).

**Theorem 4.3.**

\[
(S\psi_z)(x) = \sum_{n=-\infty}^{\infty} H_n^{(1)}(k|x|)J_n(k|z|) \cos(n\theta_{xz}), \quad x \in \partial D. \quad (4.9)
\]
We find that, as the sampling point \( z \) approaches the boundary \( \partial D \), \( \psi \) is the same reason that would limit us to consider a cavity since we have the following asymptotic for \( z \) large:

\[
\psi \sim \frac{H_n^{(1)}(k|z|)J_n(kr)}{J_n(kr)} \cos(n\theta_{xy}),
\]

This together with (4.6) yields that

\[
(S\psi_z)(x) = \int_{\partial D} \phi(x; y)\psi_z(y) \, ds_y
= r_i \int_{-\pi}^{\pi} \left( \sum_{n=-\infty}^{\infty} \frac{1}{r_i \pi (1 + \delta_{nm})} \int_{\partial C} J_n(kr) J_n(kr_i) | \cos(m\theta_{yz}) | \, d\theta_y \right) \cos(n\theta_{xy})
= \sum_{n=-\infty}^{\infty} H_n^{(1)}(k|z|)J_n(k|z|) \cos(n\theta_{xz}),
\]

where we have applied the orthogonality property (3.10). This completes the proof.

Remark 5. We have seen a difference between the obstacle case and the cavity case. In the obstacle case, we have considered the limit case (3.7) by letting \( M \to \infty \) in (3.6). This is not feasible in the cavity case since we have the following asymptotic for \(|y| = r_i\):

\[
\frac{J_n(k|z|)}{J_n(k|y|)} \sim \left( \frac{|z|}{r_i} \right)^n, \quad n \gg 1
\]

which does not allow us to take the limit \( M \to \infty \) in the definition of \( \psi_z \) (4.6) for all sampling points \( z \). It is the same reason that would limit us to consider a cavity that is not too large in the numerical examples, since otherwise \( \psi_z \) (4.6) would become too large which may lead to numerical instability. Since the radius \( r_i \) of \( C \) appears in the denominator of the asymptotic (4.11), smaller \( r_i \) may lead to numerical instability for noisy measurements. We further illustrate these in the numerical examples section.

We end this section by summarizing the following imaging algorithm.

**Imaging Algorithm for the cavity.**
- Collect the near field measurements \( u^r(x; y), x, y \in \partial C \).
- Select a sampling region in \( \mathbb{R}^2 \) with a fine mesh containing \( D \).
- Compute the imaging function \( I_{\text{cavity}}(z) \) in (4.5) with \( \psi_z \) given by (4.6) for all sampling points.
- Plot the imaging function \( I_{\text{cavity}}(z) \) over the sampling region to determine \( D \).

**5. Imaging with limited-aperture data.** In this section we consider imaging with the following limited-aperture “backscattering” data

\[
\{ u^r(x; y) : x, y \in \Gamma_0 \}
\]

where \( \Gamma_0 := \{ r(\cos \alpha, \sin \alpha) : \theta \in [-\alpha, \alpha] \} \) is a subset of the measurement circle \( \Gamma \) (which is either \( \partial C \) or \( \partial B \)), here \( 0 < \alpha \leq \pi \) (\( \alpha = \pi \) gives full-aperture data) and we denote the radius of \( \Gamma \) by \( r \) in this section.
without the danger of confusion. In the following, we first apply a data completion algorithm to recover the full-aperture data in appropriate sense and then apply the modified sampling methods in the previous sections. The idea of the data completion algorithm is to represent the full-aperture data in the form of Fourier series, and to relate the corresponding Fourier coefficients to the limited-aperture data via a prolate matrix. This is in a similar fashion to the far-field case [9] which considers two data completion algorithms: one based on Fourier series and the other one based on boundary integral equation. For completeness and to shed light on the near field case, we give the details on the data completion algorithm based on Fourier series in a modified way. We refer to [9] for more related data completion algorithms.

**Notation 5.1.** In this section we are going to work with matrices and vectors with negative indexes for notational convenience. For \(-N_1 \leq n \leq N_2\), we denote by
\[
b := (b_n), \quad -N_1 \leq n \leq N_2
\]
as a \(N_1 + N_2 + 1\) dimensional vector.

For \(-M_1 \leq m \leq M_2\) and \(-N_1 \leq n \leq N_2\), we denote by
\[
A := (A_{mn}), \quad -M_1 \leq m \leq M_2, -N_1 \leq n \leq N_2
\]
as a \((M_1 + M_2 + 1) \times (N_1 + N_2 + 1)\) dimensional matrix.

**Limited-aperture data using Fourier basis:** To begin with, we introduce polar coordinates \(x = r \cos \theta_x\) with \(\theta_x \in (-\pi, \pi)\). At a fixed \(y \in \Gamma_0\), for the limited-aperture backscattering far field measurements \(u^\circ(x; y)\) with \(\theta_x \in [-\alpha, \alpha]\), we introduce the the infinite dimensional vector \(C_\infty^\alpha\) with \(p\)-th entry given by \(c^\alpha_p\)
\[
c^\alpha_p := \int_{-\alpha}^{\alpha} u^\circ(x; y) \phi_p(\theta_x) \, d\theta_x, \quad p = 0, \pm 1, \cdots, \tag{5.2}
\]
here the Fourier basis is given by \(\phi_p(\theta) = \frac{1}{\sqrt{2\pi}} e^{i p \theta}, \quad p = 0, \pm 1, \pm 2, \cdots\).

**Full-aperture data using Fourier basis:** At a fixed \(y \in \Gamma_0\), for the full-aperture backscattering far field measurements \(u^\circ(x, y)\) where \(x \in \Gamma\), we introduce the infinite dimensional vector \(C_\infty\) with \(p\)-th entry given by \(c_p\)
\[
c_p := \int_{-\pi}^{\pi} u^\circ(x; y) \phi_p(\theta_x) \, d\theta_x, \quad p = 0, \pm 1, \cdots. \tag{5.3}
\]
The full-aperture backscattering far field measurements in the Fourier basis correspond to the infinite dimensional matrix \(C_\infty\).

Furthermore, given the knowledge of \(C_\infty\), we can write down \(u^\circ\) at a fixed \(y \in \Gamma_0\) in Fourier series as
\[
u^\circ(x; y) = \sum_{m=-\infty}^{\infty} c_m \phi_m(\theta_x), \quad \theta_x \in (-\pi, \pi), \tag{5.4}
\]
and approximate \(u^\circ\) using a truncated Fourier series as
\[
u^\circ(x; y) \approx \sum_{m=-J}^{J} c_m \phi_m(\theta_x), \quad \theta_x \in (-\pi, \pi), \tag{5.5}
\]
for \(J\) large enough so that the approximation error is sufficiently small in the \(L^2\) sense.

**Relation between limited-aperture data and full-aperture data:** We first derive a relation between the limited-aperture data and full-aperture data as follows.

**Lemma 5.2.** Let \(C_\infty^\alpha\) and \(C_\infty\) be given by (5.2) and (5.3) respectively. It holds that
\[
C_\infty^\alpha = \mathcal{P} C_\infty, \tag{5.6}
\]
where the infinite dimensional matrix $\mathbb{P}$ is the prolate matrix (with dimension infinity) given by (5.7) whose

$$m_n := \int_{-\alpha}^{\alpha} \phi_m(\theta)\phi_n(\theta) \, d\theta = \frac{1}{2\pi} \int_{-\alpha}^{\alpha} \epsilon^{i(m-n)\theta} \, d\theta = \left\{ \frac{\alpha}{\pi(m-n)\alpha}, \quad m = n \right\}.$$  

Proof. Assume that the full-aperture measurements are given, then there is the Fourier series expansion (5.4). Plugging this expression into the definition (5.2) yields

$$c_p^* = \mathbb{P}c_m.$$  

Note that $\mathbb{P}$ is symmetric, this proves (5.6) and completes the proof. \hfill \Box

Finite dimensional case: In practice, the measurements are discrete data. This motivates us to consider a finite dimensional space consisting of $\phi_m(\theta) = \frac{1}{\sqrt{2\pi}} e^{im\theta}$, $m = 0, \pm 1, \cdots, \pm J$ for a sufficiently large $J$.

The following theorem in the finite dimensional case follows immediately from Lemma 5.2.

THEOREM 5.3. Let $C^\alpha := \left( c_p^{\alpha} \right)_{-J \leq p \leq J}$ and $C := \left( c_p \right)_{-J \leq p \leq J}$ with $c_p^{\alpha}$ and $c_p$ given by (5.2) and (5.3) respectively. It holds that

$$C^\alpha = \mathbb{P}C,$$  

where $\mathbb{P}$ is the $(2J + 1) \times (2J + 1)$ prolate matrix given by (5.7).

From limited-aperture data to full-aperture data: Now it is clear that the limited-aperture data is related to the full-aperture data via (5.8). Our goal is then to find $C$ or its approximation from $C^\alpha$ via (5.8) at each fixed $y \in \Gamma_0$. From the properties of the prolate matrix in [9, Lemma 3.2], we have that the eigenvalues of $\mathbb{P}$ are all positive, but they are clustered near 1 and 0, and hence the matrix $\mathbb{P}$ is severely ill-conditioned. In fact the eigenvalues decay exponentially to 0 when $J$ becomes large. We refer to [28, 29] for more details on the prolate matrix. Therefore we can only hope to invert $\mathbb{P}$ using regularization techniques in order to find $C$ from $C^\alpha$. We shall apply the following Regularization (5.9) to find approximate inverse of $\mathbb{P}$.

**Regularization:** Similar to [9], our choice is to consider the regularization such that

$$\mathbb{P}^\dagger = U \left( \frac{1}{\sigma_j + \epsilon} \right) U^*,$$  

where $\epsilon > 0$ is a regularization parameter, and

$$\mathbb{P} = U\Sigma U^*, \quad \Sigma = \text{diag}(\sigma_{-J}, \sigma_{-J+1}, \cdots, \sigma_J).$$

In this case, we take $\mathbb{P}^\dagger$ to approximate $\mathbb{P}^{-1}$. From the point of view of Slepian’s spheroidal wave functions [28, 29], this method attempts to use some information of the spheroidal wave functions with “small energy” on the interval $[-\alpha, \alpha]$. Now we are ready to summarize the imaging algorithm with limited-aperture data.

**Imaging Algorithm.**

- **Data completion for $\{u^s(x; y) : x \in \Gamma, \ y \in \Gamma_0\}$:** At each fixed $y \in \Gamma_0$, recover the full-aperture data $\{u^s(x; y) : x \in \Gamma, \ y \in \Gamma_0\}$ approximately using the limited-aperture data $\{u^s(x; y) : x \in \Gamma_0, \ y \in \Gamma_0\}$.
  - Step I: Compute $C^\alpha := \left( c_p^{\alpha} \right)$ from the measurements $\{u^s(x; y) : x \in \Gamma_0\}$ by (5.2).
  - Step II: Approximate $C$ by $\mathbb{P}^\dagger C^\alpha$, where $\mathbb{P}^\dagger$ is the approximate inverse of $\mathbb{P}$ using Regularization (5.9).
  - Step III: Recover the full-aperture data by (5.5).
- **At each fixed $x \in \Gamma$, repeat the above Data Completion to recover the full-aperture data $\{u^s(x; y) : y \in \Gamma, \ x \in \Gamma\}$ approximately using the recovered data $\{u^s(x; y) : y \in \Gamma_0, \ x \in \Gamma\}$ in the above step (note the reciprocity relation $u^s(x; y) = u^s(y; x)$ [7]).
- **Modified sampling method:** Reconstruct the object by the imaging function (3.5) for the obstacle case and (4.5) for the cavity case.
6. Numerical Examples. In this section, we present some numerical examples to illustrate the performance of the modified sampling methods proposed in the previous sections. The numerical examples are divided into three groups.

- Reconstructions of obstacles using the imaging function (3.5);
- Reconstructions of cavities using the imaging function (4.5);
- Reconstructions of obstacles with limited-aperture data (5.1).

The boundaries of the scatterers used in our numerical experiments are parameterized as follows:

- Circle: \( x(t) = (a, b) + r(\cos t, \sin t), \quad 0 \leq t \leq 2\pi \), (6.1)
- Ellipse: \( x(t) = (a, b) + (2 \cos t, 3 \sin t), \quad 0 \leq t \leq 2\pi \), (6.2)
- Round Square: \( x(t) = (a, b) + (1.5 \cos^3 t + 1.5 \cos t, 1.5 \sin^3 t + 1.5 \sin t), \quad 0 \leq t \leq 2\pi \), (6.3)
- Peanut: \( x(t) = (a, b) + 1.5 \sqrt{3} \cos^2 t + 1(\cos t, \sin t), \quad 0 \leq t \leq 2\pi \), (6.4)
- Kite: \( x(t) = (a, b) + (1.1 \cos t + 0.625 \cos 2t - 0.625, 1.5 \sin t), \quad 0 \leq t \leq 2\pi \), (6.5)

with \((a, b)\) be the location of the scatterer which will be specified in different examples.

In our simulations, the boundary integral equation method is used to compute the scattered fields \( u^s(x; y) \) for \( L \) equidistantly distributed measurement points and \( L \) equidistantly distributed source points over the measurement surface. These data are then stored in the matrices \( N \in \mathbb{C}^{L \times t} \). We further perturb \( N \) by random noise using

\[
N^\delta = N + \delta \|N\|_2 \frac{R_1 + R_2}{\|R_1 + R_2\|_2}
\]

where \( R_1 \) and \( R_2 \) are two \( L \times L \) matrices containing pseudo-random values drawn from a normal distribution with mean zero and standard deviation one. The value of \( \delta \) used in our code is \( \delta := \|N^\delta - N\|_2/\|N\|_2 \) which represents the relative error.

6.1. Obstacle. We first illustrate the performance of the imaging function \( I_{\text{obstacles}} \) for obstacles. In the simulations, we use a grid \( G \) of 301 × 301 equally spaced sampling points on the rectangle \([-5, 5] \times [-5, 5]\). We use \( L = 128 \) equidistant sensors \( y_i, i = 1, 2, \cdots, 128 \) on the circle \( \partial B_5 := \{y \in \mathbb{R}^2 : |y| = 5\} \). We take \( k = 10 \). Therefore the wavelength \( \lambda = 2\pi/k \approx 0.618 \) and consequently the measurement surface \( \partial B_5 \) is just two or three wavelengths away from the obstacles. As suggested in the arguments after Theorem 3.3, we take \( M = 32 \) in the definition \( \varphi_z \) of (3.6). For each sampling point \( z \in G \), we define the indicator function

\[
W_{\text{obstacle}}(z) := |\Phi^T_z N^\delta \Phi_z|,
\]

where \( \Phi_z = (\varphi_z(y_1), \varphi_z(y_2), \cdots, \varphi_z(y_{128}))^T \in \mathbb{C}^{128} \). Clearly, the indicator function is independent of any a priori information of the unknown obstacles.

We report five examples. In the first three examples, the underlying obstacles are round square, peanut and kite located at \((0, 0)\), respectively. In the fourth example the obstacle \( \Omega \) is given by the union of two disjoint components \( \Omega := \Omega_1 \cup \Omega_2 \), where \( \Omega_1 \) is a disk with radius 1 and center \((-2.5, 0)\) while \( \Omega_2 \) is a kite located at \((2, 0)\). For the fifth example the obstacle \( \Omega \) is also given by the union of two disjoint components \( \Omega := \Omega_1 \cup \Omega_2 \), where \( \Omega_1 \) is a disk with radius 1 and center \((0, 2.5)\) while \( \Omega_2 \) is a peanut located at \((-1.2, 0)\). These five exact obstacles are shown in the first column of Figure 6.1.

Reconstructions are shown in the second and third column of Figure 6.1. Obviously, the indicator function \( W_{\text{obstacle}} \) peaks on the boundaries of the obstacles and is capable to reconstruct the locations and shapes. As shown in the last two examples, the different components are also well reconstructed. As shown in the third column of Figure 6.1, the reconstructions with 10% noise are almost the same as the those without noises. This further implies that our modified sampling methods are quite stable with respect to noises. These reconstructions are comparable to those using similar imaging function with far-field measurements [19].

6.2. Cavity. This subsection is denoted to illustrating the performance of the imaging function \( I_{\text{cavity}} \) for cavities. In the simulations, we used a grid \( G \) of 81 × 81 equally spaced sampling points on the rectangle
Fig. 6.1. Reconstructions of obstacles. The first column is the exact obstacles. The second column shows the reconstructions without noises, while the third column shows the reconstructions with 10% noise.
As suggested in Remark 5, we take \( M = 3 \) in the definition \( \psi_z \) of (4.6). For each sampling point \( z \in \mathcal{G} \), we define the indicator function
\[
W_{cavity}(z) := |\Psi_z^T \Psi_z|,
\]
where \( \Psi_z = (\psi_z(y_1), \psi_z(y_2), \cdots, \psi_z(y_{128}))^\top \in \mathbb{C}^{64} \) and the superscript \( * \) denotes the conjugate transpose.

The cavities we considered are round square, disk, ellipse, peanut and kite with center \((0, 0)\). The radius of the disk is 2. We refer to the first column of Figure 6.2 for the exact cavities. In the cavity case, general reconstructions using low frequency waves seem to perform better than those using high frequency waves [30], we therefore take the wave number \( k = 0.2 \).

In Figure 6.2, we show the reconstructions of various cavities in the second column (without noises) and third column (with 1% noise). We find that the indicator function \( W_{cavity} \) starts to peak as the sampling point approaches the boundary from the interior of the cavities and this allows us to reconstruct the shapes. As shown in the third column of Figure 6.2, the reconstructions are not that robust to noises compared to the obstacle case.

As discussed in Remark 5, measurement circle with smaller radius may lead to numerical instability for noisy measurements, we illustrate this in Figures 6.2-6.4 by considering three measurement circles with radius \( r = 1, r = 0.5 \), and \( r = 0.005 \), respectively. Without noise, the proposed imaging functional \( W_{cavity} \) gives quite good reconstructions. Surprisingly, as shown in Figure 6.4, even the measurement surface is very small and there are only 8 sensors, the cavities can be well reconstructed. However, the reconstructions are more sensitive to noises for measurement circle with smaller radius.

6.3. Limited-aperture. In this subsection, we illustrate the performance of our modified sampling methods using limited-aperture data. We consider 64 sensors (of the total 128 sensors) equidistantly located on the upper half circle \( \partial B_+ := \{(x_1, x_2) \in \partial B_5 : x_2 > 0 \} \). These data are then stored in the matrices \( \mathbb{N}_{\text{partial}} \in \mathbb{C}^{64 \times 64} \). We consider the following two strategies for the limited-aperture problems.

- Recover the obstacles using the limited-aperture data directly with the indicator function
  \[
  W_{\text{limit}}(z) := |\Phi_z^T \mathbb{N}_{\text{partial}} \Phi_z|,
  \]

where \( \Phi_z = (\varphi_z(y_1), \varphi_z(y_2), \cdots, \varphi_z(y_{64}))^\top \in \mathbb{C}^{64} \).

- Recover the full aperture data using the data completion algorithm in Section 5, where the Regularization (5.9) is used with parameter \( \epsilon = 10^{-3} \). With the recovered full aperture data, we then apply the modified sampling methods to reconstruct the obstacles with the indicator function (6.6).

The first two columns of Figure 6.5 show the reconstructions using these two strategies, respectively. For comparison, we show in the third column of Figure 6.5 the results using full aperture data. 10% noise is added in all of these reconstructions. It is observed that the upper half parts of the obstacles can be well reconstructed and the resolution indeed can be improved with the help of the data completion algorithm.
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