The self-assembly and evolution of homomeric protein complexes
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We introduce a simple “patchy particle” model to study the thermodynamics and dynamics of self-assembly of homomeric protein complexes. Our calculations allow us to rationalize recent results for dihedral complexes. Namely, why evolution of such complexes naturally takes the system into a region of interaction space where (i) the evolutionarily newer interactions are weaker, (ii) subcomplexes involving the stronger interactions are observed to be thermodynamically stable on destabilization of the protein-protein interactions and (iii) the self-assembly dynamics are hierarchical with these same subcomplexes acting as kinetic intermediates.

PACS numbers: 87.15.km, 87.14.ak, 81.16.Dn, 87.23.Kg

INTRODUCTION

A large proportion of proteins are not monomeric in vivo, but instead 50-70% of those of known structure exist as homomeric protein complexes.¹ ². These complexes are usually symmetrical with each protein in an identical environment.³ This latter constraint limits the number of possible symmetries for such complexes. Thus, for homomeric tetramers, the two possible symmetries that obey this rule are cyclic (C₄) or dihedral (D₂) (Fig. 1). The C₄ geometry involves only one type of interaction, whereas the D₂ complex involves at least two self-complementary interactions. Interestingly, dihedral complexes are over ten times more abundant than cyclic complexes with the same number of subunits.⁴

The origin of this preference seems to be evolutionary, namely because self-complementary interactions are easier to generate⁵ and because the evolution of dihedral complexes from a monomer does not have to proceed in a single step, e.g. a C₂ dimer can be an intermediate on the evolutionary pathway to a D₂ tetramer.

Insights into the evolution of homomeric protein complexes have recently come from a study that compared the complexes adopted by homologous proteins.⁵ Although, for most homologues the quaternary structure is conserved, those cases where it is not conserved can tell us something about the evolutionary relationships between complexes of different symmetry. So, for example, it was found that where a tetramer shared an evolutionary relationship with a dimer, the tetramer always had D₂ symmetry and in the majority of cases the dimer interface was conserved in the tetramer, supporting the postulated role of the dimer as an evolutionary intermediate. The study went on to show that the evolutionarily older interface was usually larger, and so presumably had a stronger interaction strength. In addition, mass spectrometry revealed that when the disassembly of dihedral complexes was induced by changing the solution conditions (e.g. through the addition of denaturant) stable subcomplexes involving the larger interfaces were detected in the majority of cases.⁶ Thus, the static structure of a dihedral complex, in particular the ratios of the interface areas, can provide insight into the evolution and assembly of the complex.

Here, we provide a framework for understanding these results for dihedral complexes by studying the thermodynamics and dynamics of assembly for a simple model of the complexes, particularly focussing on the role played by the relative strengths of the different interactions.

As the proteins in oligomeric complexes interact through highly specific contact surfaces or “patches”, we model the proteins using a patchy particle model used previously, but with the introduction of an additional torsional component to the potential that ensures that the patches must not only point at each other to interact strongly, but also have the correct relative orientation. In this model, the repulsion between the particles is based upon an isotropic Lennard-Jones potential:

\[ V_{\text{LJ}}(r) = 4\varepsilon_{\text{ref}} \left( \frac{\sigma_{\text{LJ}}}{r} \right)^{12} - \left( \frac{\sigma_{\text{LJ}}}{r} \right)^{6}, \]  

but where the attraction is modulated by an orientational...
dependence of the most stable state of the system on temperature and relative interaction strengths. The lines indicate where the equilibrium constants for the association reactions in Fig. 1(a) are one, and are solid when the equilibrium is between the two most stable forms, and dashed otherwise. The diagram is shaded according to whether the equilibrium constants for the associations on monomers, dimers and tetramers are most stable. The arrow indicates a possible evolutionary path from a dimeric to a tetrameric complex. (b) Dependence of the final yields of monomers, dimers or tetramers from our dynamics simulations on \( kT/\epsilon_{AA} \) and \( \epsilon_{BB}/\epsilon_{AA} \). Each pixel represents the result of a separate simulation, where each simulation started from a random configuration of the 400 particles and was 10^8 steps long. (c) Equilibrium probability of a particle being monomeric, or in a dimer or tetramer at \( \epsilon_{BB}/\epsilon_{AA} = 0.2 \).
and the $AA$ dimer to tetramer transitions occur at the same temperature is expected to be less than one, and is predicted to be 0.5, in agreement with Fig. 2(a), if the entropy change for both of these ‘dimerizations’ is simply assumed to be equal.

The reliability of our analytical thermodynamic model is confirmed by comparisons to results obtained using the Wang-Landau algorithm \[^9\] and to our dynamics simulations. The kinetic yields of monomer, dimer and tetramer presented in Fig. 2(b) mirror the form of the free energy diagram (Fig. 2(a)), showing that near equilibrium is reached in the simulations except at very low temperatures where tetramers fail to form properly. In this latter case, the rate of cluster formation is so fast and the rate of cluster breakup so slow that all the monomers are used up before complete tetramers can form. Instead, many particles get trapped in trimers (e.g. Fig. 3(b)).

We can use Fig. 2(a) to help us understand the evolution of a $D_2$ tetramer. The arrow in this figure shows a possible evolutionary pathways that takes the system from a dimeric state (i.e. where $\epsilon_{BB}/\epsilon_{AA} = 0$) to a region of interaction space where tetramers are stable. The important thing to note is that the result of this evolution is a tetramer where the evolutionary newer $BB$ interactions are weaker. This conclusion is in agreement with Levy et al.’s observation that newer patches have smaller areas \[^3\], assuming that the interface area is a reasonable proxy for estimating the interaction strength.

We can also use Fig. 2(a) to consider the effect of additives that cause disassembly of protein complexes. If such additives destabilize all interactions equally, this process would correspond to a vertical pathway in Fig. 2(a). Therefore, if a complex has a value of $\epsilon_{BB}/\epsilon_{AA} \lesssim 0.5$, a thermodynamically stable dimeric phase will be seen for some concentration of the denaturant. The equilibrium probabilities of being in the different states along one such pathway is illustrated in Fig. 2(c). Again, as evolution will naturally take the system into a region to the left of the ‘triple point’, our results are in agreement with the mass spectroscopic results of Ref. \[^3\] that detected subcomplexes involving the stronger interactions, and with more traditional studies of tetramer formation \[^10, 11\] . For example, Fig. 2(c) is very similar to results presented for phosphofructokinase \[^12\] .

Fig. 2(a) also allows us to think about the kinetic mechanisms of tetramer formation. In particular, the region in which tetramers are stable can be divided up into three subregions, depending on the stability of $AA$ and $BB$ dimers. In region $N$ neither dimers are stable with respect to monomers, and so all intermediates are unstable and there will be a nucleation free energy barrier to tetramer formation. In region $H$, $AA$ dimers, but not $BB$ dimers, are stable with respect to monomers, and so $AA$ dimers will act as kinetic intermediates. In this region, we therefore expect a hierarchical self-assembly mechanism to dominate, in which $AA$ dimers first form, and which in turn dimerize to form tetramers, rather than a mechanism which proceeds by sequential addition of monomers. Finally, in region $D$ both $AA$ and $BB$ dimers are stable with respect to monomers and so all pathways for tetramer formation are downhill in free energy.

To test these predictions, we first look at the time dependence of the probabilities of being in the different states. In region $D$, the sequential passage from monomers to dimers to trimers to tetramers is evident (Fig. 3(a)). However, the initial rapid rise in the number of tetramers slows down as monomers become depleted, and the further formation of tetramers from trimers is dependent on cluster breakup (a relatively slow process) releasing additional monomers. By contrast, in region $H$, $AA$ dimers are clear intermediates and there is a steady growth of tetramers indicative of formation by dimer-dimer addition (Fig. 3(b)). Indeed, this plot has a very similar form to results for experimental studies on the rate of tetramer formation, such as for phosphoglycerate mutase \[^13\] and lactate dehydrogenase \[^14\] .

We have further analysed how hierarchical the dynamics are by introducing a ‘hierarchicity’ index $h$ that we define as the fraction of tetramer forming events that
occurred by dimer-dimer addition weighted by the fractional yield of tetramers. It can be clearly seen that the region in Fig. 3(c) where $h$ is high corresponds well to region $H$ in Fig. 2(a).

The approach we have put forward in this paper for understanding the formation of tetrameric complexes can be equally applied to complexes with other numbers of sub-units. To illustrate this, we show the free energy diagram for the formation of a $D_4$ octamer in Fig. 4(b) calculated by a simpler version of the theory used for Fig. 2(a), superimposed on the yields of different clusters obtained from our dynamics simulations. In our model for this system, the particles have three patches, two types of interaction (AB and CC) and for simplicity the octamer has a cubic shape (Fig. 4(a)). There are two possible hierarchical pathways for octamer assembly either via a tetrameric intermediate that is stabilized by the AB interaction (AB and CC) and for simplicity the octamer has a cubic shape (Fig. 4(a)). There are two possible hierarchical pathways for octamer assembly either via a cyclic tetramer or a dimer, and which will again lead to complexes where the newer patches are weaker and where the assembly is hierarchical.

In this paper we have shown how an analysis of the dependence of the thermodynamics and kinetics of homomeric protein complexes on the relative interaction strengths can provide a framework for understanding how their properties are constrained by their evolution, in particular their asymmetry in their interface areas and their hierarchical assembly. Although we have focussed on tetrameric complexes, the approach is easily generalizable to larger complexes and leads to similar conclusions. Thus, it would be very interesting if diagrams similar to the free energy diagrams of Figs. 2(a) and 4(b) could be mapped out experimentally by studying in detail how the thermodynamics of disassembly depends on the relative interface areas in a variety of protein complexes.
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**FIG. 4:** (Colour Online) (a) Possible equilibria involved in the formation of a $D_4$ octamer. (b) Free energy diagram showing the dependence of the most stable state on temperature and interaction strengths, superimposed on the final yields of monomers, dimers, tetramers and octamers in our dynamics simulations (800 particles, $10^8$ steps). Note the change in the ordinate and abscissa in each half of the diagram.
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