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ABSTRACT
We present polynomial conversions between each of 11 different strong line gas-phase metallicity calibrations, each based on ~1.1 million star-forming spaxels in the public Sloan Digital Sky Survey (SDSS) Data Release 15 (DR15) Mapping Nearby Galaxies at Apache Point Observatory (MaNGA) survey. For this sample, which is ~20 times larger than previous works, we present 5th order polynomial fits for each of 110 possible calibration conversions, for both Small Magellanic Cloud (SMC)-type and Milky Way (MW)-type dust corrections. The typical 2σ scatter around our polynomial fits is 0.1 dex; we present the range over which the metallicities are valid. Conversions between metallicities which rely on the same set of line ratios, or a heavily shared set of emission lines, have reduced scatter in their conversions relative to those conversions with little overlap in required emission lines. Calibration conversions with less consistent sets of emission lines also have increased galaxy-to-galaxy variability, and this variability can account for up to 35% of the total scatter. We also compare our conversions to previous work with the single fibre SDSS DR7 spectra along with higher spatial resolution data from the TYPHOON Integral Field Spectroscopy survey, resulting in comparison samples with spatial resolutions from several kpc down to ~100 pc. Our metallicity conversions, obtained with the large sample of MaNGA, are robust against the influence of diffuse ionized gas, redshift, effective radius and spatial blurring, and are therefore consistent across both integrated spectra and the high resolution integral field spectroscopy data.
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1 INTRODUCTION
In looking to find useful metrics by which we can trace a galaxy’s evolution through cosmic time, gas-phase metallicity has been used for many years as a tracer of the enrichment of the interstellar medium by generations of stellar end-of life cycles. Whether by the dramatic, highly energetic enrichment events of a supernova of a high mass star, or the longer timescale process of a solar mass star sloughing off its outer layers into a planetary nebula, it is the stars of a galaxy which build hydrogen up into heavier elements. To find low metallicity gas in the local Universe is therefore to find gas which has not cycled through the core of very many stars; conversely, high metallicity gas has been enriched by the journey through many generations of stars.

Through the measurement of gas-phase metallicities via emission lines, it has been found that galaxies typically have higher metallicities in their centres and lower metallicities at larger galactic radii (e.g., Rich et al. 2012; Sánchez-Menguiano et al. 2016), that there exists a strong relationship between the stellar mass of a galaxy and its metallicity (e.g., Lequeux et al. 1979; Tremonti et al. 2004; Lee et al. 2006; Kewley & Ellison 2008; Lara-Lopez et al. 2010; Sanchez et al. 2014, 2019), and that these relationships persist with a change in scaling out to high redshift (e.g., Kobulnicky et al. 2003; Liang et al. 2006; Maiolino et al. 2008; Mannucci et al. 2010; Zahid et al. 2011; Maier et al. 2015; Sanders et al. 2020).

Deviations from these trends found in the general galaxy population can be used to infer the existence of some perturbing event, such as a recent inflow of low metallicity gas. At low redshift, flattened metallicity gradients could serve as a flag of a recent or ongoing merger event which has perturbed the gravitational potential of the galaxy, as suggested by both theoretical (e.g., Mihos & Hernquist 1996; Rupke et al. 2010a; Torrey et al. 2012; Bustamante et al. 2018) and observational results (e.g., Ellison et al. 2008; Rupke et al. 2010b; Kewley et al. 2010; Scudder et al. 2012b; Sanchez et al. 2015; Barrera-Ballesteros et al. 2015), or as evidence for a galactic scale fountain of gas redepositing high metallicity gas in the outskirts of the galaxy (e.g., Belfiore et al. 2015, 2017). Atypically high central metallicities may also serve to trace galactic environments where such perturbing events are rare (e.g., Scudder et al. 2012a).

Accurate measurements of gas-phase metallicities are therefore very helpful for studies of galaxy evolution, but these measurements are not always straightforward. Fundamentally we are attempting to assess the metal content within a cloud of gas which is dominated (if we count by individual nuclei) by hydrogen, but any metric we develop to attempt this must account for (or be insensitive to) physical changes in gas temperature, ionization parameters, and density, each
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of which can change the strength of the emission lines from the metals we wish to trace (e.g., Kewley et al. 2019).

There is a direct method of measuring the gas-phase metallicity, which is to use two different ionization species of the same element. With a ratio of lines with two different ionization levels (usually [OII]4363 and the lower energy [OII]15007), the gas temperature can be directly calculated, and a metallicity inferred by solving for this gas temperature (Liang et al. 2007; Andrews & Martini 2013). However, the higher energy [OII]4363 forbidden line required for this direct method is typically very weak in all except for very specific physical conditions - high gas temperature, low density, and low metallicity (Kewley et al. 2019). The limitations on the direct method mean that to use it as a probe of higher metallicity, lower gas temperature, or higher density regions, spectral stacking is typically required (Liang et al. 2007; Andrews & Martini 2013; Brown et al. 2016; Bian et al. 2018; Curti et al. 2020).

These limitations have driven the development of other methodological pathways to calculate gas-phase metallicity. The most common alternative is to use calibrations of strong emission line ratios. These strong emission lines are much easier to detect, and so expand the range of calculable metallicities. However, as the line ratios are not a direct measurement of the metallicity, they must be benchmarked either to a subset of direct measurements where possible, or to theoretical models which can account for varying physical parameters in the gas cloud. Strong line metallicity calibrations based on theoretical models are each tied to their own set of models, such as the photoionization models CLOUDY (Ferland et al. 1998), or MAPPINGS (Groves et al. 2004a,b), which are often paired with a spectral synthesis model such as STARBURST99 (Leitherer et al. 1999) underpinning the source of the stellar ionization field. These differences in model choices and in emission line ratios chosen as the tracers of metallicity will result in different numerical values of the resultant metallicity, often varying by 0.5 dex (Kewley & Ellison 2008).

Metallicities calculated through different methods thus cannot be directly compared to each other due to differences in their zero points, resulting in the need for conversions between calibrations (Kewley & Ellison 2008). Such conversions permit comparisons between studies which, for reasons of preference or necessity, use different metallicity calibrations. For instance, instrument wavelength coverage and the spatial scale of the galaxy can conspire to put certain emission lines in model choices and in emission line ratios chosen as the tracers of the photoionization models. These differences in the MaNGA data set therefore represent a substantial improvement on the typical redshift of 0.03 (Law et al. 2016). The Data Release 15 (DR15: Aguado et al. 2019) is a cumulative, and the penultimate, data release of the MaNGA survey, comprising 4824 galaxies and over 9 million spectra.

With the advent of large IFS surveys, many properties of galaxies, previously examined with a central fibre of the galaxy, are now being re-examined and modified with the advantage of both finer resolution and spectral coverage outside the galactic nucleus. In this context, we wish to re-examine the conversions between metallicity calibrations in the MaNGA DR15 sample. We aim to determine whether the spatially resolved data used here reveals a strong dependence on the spatial scale of the spectrum, or whether the conversions presented for integrated spectra are functional for IFS surveys. We therefore re-calculate conversions between commonly used metallicity calibrations for the DR15, assess the accuracy of these conversions, and compare these results to those of other surveys, both at lower and at higher resolutions.

This work is organized as follows: in Section 2, we outline our quality assurance on strong emission lines and introduce the 11 different metallicity calibrations we use in the current work. In Section 3, we explore the polynomial fitting procedure, additional restrictions imposed, and outline the conversions between calibrations. In Section 4, we assess the scatter around the polynomial fits. We also compare the results of this work directly to surveys with different spectral resolutions, and assess these results for the influence of known observational biases. We conclude with a brief discussion in Section 5 and summary of our results in Section 6, and present a complete set of figures and tables in the supplementary material, available online. We assume cosmology of $\Omega_M = 0.3$ and $\Omega_{\Lambda} = 0.7$.

2 METALLICITY CALCULATIONS

2.1 Sample selection & Quality Control

Emission line data are taken from the Pipe3D publicly processed MaNGA data (Sanchez et al. 2016a,b). Fluxes are then dust corrected, assuming an optically thick Balmer decrement of 2.85, for all spaxels where the S/N in the H/β ratio is > 5.0. Dust corrections in the target spaxels are undertaken with two extinction curves, one with a Small Magellanic Cloud (SMC)-like dust curve (Pei 1992) and one with a Milky Way (MW)-like curve (Cardelli et al. 1989), with characteristic values of E(B-V) of 0.123 and 0.096 respectively. The two dust correction curves result in slightly different final fluxes for the emission lines considered, which has the consequence of slightly altering the emission line ratios. For this reason, all of the analysis which follows is conducted for both the MW and the SMC dust correction curves independently.

To ensure the validity of the strong emission lines required of the metallicity calibrations we consider for the remainder of this work, we
also require classification on the AGN diagnostic diagram (Baldwin et al. 1981, henceforth BPT). We require a S/N of > 5.0 in the four emission lines required; [Oii]λ5007, Hα, Hβ, and [Nii]λ6584. Each spaxel is classified according to its location on the diagram as AGN or star forming by the diagnostic line of Kauffmann et al. (2003b). If a given spaxel is considered star forming by Kauffmann et al. (2003b), it remains in the sample. The BPT classification also introduces a difference in sample size between the MW & SMC samples. While the dust correction does not affect the total number of classifiable spaxels, the choice of dust correction model alters the distribution of the spaxels across the BPT diagram. Out of a total of 3,063,241 classifiable spaxels, the SMC dust correction results in 2,332,924 (76.1 per cent) spaxels passing the Kauffmann et al. (2003b) criteria. The MW dust correction results in 2,229,702 (72.8 per cent) star forming spaxels by the same criteria.

We also impose an Hα EW cut. Following the work of Cid Fernandes et al. (2011), we impose an Hα EW threshold > 6 Å to eliminate ionization regions not dominated by young star formation, but by aged stars or shocked gas (Sanchez et al. 2018). To prevent spurious ionization regions not dominated by young star formation, but by calibration basis, we require S/N lines beyond the four required of the BPT diagram; on a per-

We make use of four published calibrations of R23 to a metallicity. While measuring the R23 line ratio itself is straightforward, converting from this ratio into a metallicity requires the use of photoionization models, which each of these 4 published calibrations approach slightly differently. These calibrations are: Zaritsky et al. (1994, hereafter Z94), which uses the average of 3 different theoretical models to convert R23 into a metallicity. McGaugh (1991, M91) benchmarks the R23 ratio to CLOUDY photoionization models to calculate a metallicity. Kobulnicky & Kewley (2004, KK04) uses R23 in combination with an iterative approach to estimate ionization parameter; this estimate of ionization parameter and emission line are converted to a metallicity via the theoretical model outlined in Kewley & Dopita (2002, KD02); the photoionization code MAPPINGS III (Sutherland & Dopita 1993; Sutherland et al. 2013), using both STARburst99 and PEGASE (Fioc & Rocca-Volmerange 1997) stellar synthesis codes as a basis. Finally, the calibration of Kewley & Dopita (2002) as reformulated in Kewley & Ellison (2008, KE08). This reformulation uses the same theoretical model as KD02, which it therefore shares with KK04, but for lower branch values of R23, an average of the lower branch M91 and KK04 solutions is used.

2.2 Metallicity Calibrations

For this work, we compare 11 different metallicity calibrations. This list includes the majority of the calibrations included in Kewley & Ellison (2008) and is supplemented by the inclusion of calibration methods which have appeared in the literature since the publication of that work in 2008. This set of 11 is identical to those included in Teimoorinia et al. (2021). We include a brief summary of the original works, but refer the reader to each publication, where the calibration is described in full.

2.2.1 R23-based calibrations

The R23 ratio is defined (Pagel et al. 1979) as the sum of the [Oii] and [Oiii] lines divided by the Hβ flux:

\[
R_{23} = \frac{[\text{O}ii]\lambda3727 + [\text{O}iii]\lambda4959, 5007}{H\beta}
\]  

(1)

R23 is notoriously double-valued with chemical abundance, and theoretical models indicate that it additionally depends on ionization parameter (e.g., Kewley & Dopita 2002). The double valued nature of the dependence of R23 on metallicity is due to two distinct regimes in the interstellar medium (ISM). At low metallicity, R23 correlates with O/H. However, as metallicity increases, the ISM is able to cool more effectively, leading to an inverse correlation between R23 and metallicity above a value of log(O/H)+12 ~ 8. Therefore, for a given value of R23, there is both a high and a low metallicity solution. Metallicity calibrations using this line ratio thus have two ‘branches’: an upper branch (high metallicity), and a lower branch (low metallicity). To choose between the degenerate upper and lower branch solutions, a second emission line ratio is required. Typically, this second emission line ratio involves the [Nii]λ6584 line, and for all the calibrations examined in the present work, the [Nii]/[Oii] line ratio is employed1.

We make use of four published calibrations of R23 to a metallicity. While measuring the R23 line ratio itself is straightforward, converting from this ratio into a metallicity requires the use of photoionization models, which each of these 4 published calibrations approach slightly differently. These calibrations are: Zaritsky et al. (1994, hereafter Z94), which uses the average of 3 different theoretical models to convert R23 into a metallicity. McGaugh (1991, M91) benchmarks the R23 ratio to CLOUDY photoionization models to calculate a metallicity. Kobulnicky & Kewley (2004, KK04) uses R23 in combination with an iterative approach to estimate ionization parameter; this estimate of ionization parameter and emission line are converted to a metallicity via the theoretical model outlined in Kewley & Dopita (2002, KD02); the photoionization code MAPPINGS III (Sutherland & Dopita 1993; Sutherland et al. 2013), using both STARburst99 and PEGASE (Fioc & Rocca-Volmerange 1997) stellar synthesis codes as a basis. Finally, the calibration of Kewley & Dopita (2002) as reformulated in Kewley & Ellison (2008, KE08)2. This reformulation uses the same theoretical model as KD02, which it therefore shares with KK04, but for lower branch values of R23, an average of the lower branch M91 and KK04 solutions is used.

2.2.2 N2-based calibrations

The second of the commonly used emission line ratios is N2, proposed by Storchi-Bergmann et al. (1994), and which is defined as:

\[
N2 = \frac{[\text{N}ii]6584}{H\alpha}
\]  

(2)

This line ratio has the advantages of being much simpler, requiring only two emission lines which are not widely separated in wavelength space (making them relatively insensitive to wavelength-dependent dust reddening), and not requiring a degeneracy breaking step, unlike R23. However, [Nii] is somewhat sensitive to ionization parameter (Denicoló et al. 2002) and does have a tendency to saturate at high metallicities (Baldwin et al. 1981; Kewley & Dopita 2002) as [Nii] becomes an important coolant of the ISM.

We make use of three calibrations which use the N2 line ratio; these line ratios are benchmarked empirically to a subset of data where “direct” (electron temperature) metallicities are possible to measure. Pettini & Pagel (2004, PP04) converts a set of 137 Hii regions which have either direct or detailed photoionization model based metallicities against the [Nii]/Hα line ratio. Similarly, Marino et al. (2013, M13) calibrates against a sample of 3423 Hii regions from the CALIFA survey for which electron temperatures are calculable, and Curti et al. (2017, C17) provide N2 calibrations using stacks of ~110,000 spectra from the SDSS DR7 to obtain “direct” metallicity estimates.

1 The N/O ratio depends on the relative abundances of these two metals. As nitrogen can be produced by more than one synthesis pathway, this ratio is not always a constant (Belfiore et al. 2017).

2 Throughout this work we will refer to the calibration as KE08, and provide the citation for the publication in which it appeared.
2.2.3 O3N2-based calibrations

O3N2, first presented in Alloin et al. (1979) and revisited by Pettini & Pagel (2004) is defined as:

\[ \text{O3N2} = \frac{[\text{OIII}] \lambda 5007/\text{H}\beta}{[\text{NII}] \lambda 6584/\text{H}\alpha} \]  \hspace{1cm} (3)

The O3N2 line ratio, like N2, is designed to incorporate emission lines which are close in wavelength space, which is particularly convenient for high redshift spectral abundance measurements, where observing time is expensive, and was proposed as an alternative to the N2 calibrations, as the O3N2 ratio does not saturate at high metallicity. However, it is more sensitive to changes in ionization parameter than the simpler N2 calibration (Kewley et al. 2019).

Each of the N2-based calibrations presented above is also paired with an alternate metallicity calibration based on the O3N2 line ratio (PP04, M13, and C17). These O3N2-based calibrations are empirically benchmarked to the same direct metallicity subsamples as their N2-based counterparts; we include the O3N2-based calibrations presented in PP04, M13, and C17.

2.2.4 N2S2-based calibration

Finally, we include Dopita et al. (2016, D16), which uniquely among our set requires the sulfur doublet [SII] \( \lambda 6717, 6731 \). This calibration, like the R23-based calibrations, is based upon photoionization models to convert the line ratio into a metallicity; in this case MAPPINGS 5.0 (Sutherland et al. 2018). This calibration requires [NII], H\( \alpha \), and the [SII] lines; the polynomial form requires both the N2 ratio ([NII]/H\( \alpha \)) and [NII]/[SII]. These lines are close in wavelength, so dust corrections should be minimal, and is designed to be insensitive to variations in both ionization parameter and pressure, including in their theoretical models both high ionization fields and high pressures, to account for these regions in the high redshift universe.

2.2.5 The final set of calibrations

With the four R23-based calibrations, three N2-based calibrations, and one N2S2-based calibration, our sample comprises 11 unique methods. Z94, M91, KK04, KE08, PP04 N2, PP04 O3N2 were included in Kewley & Ellison (2008); we additionally include D16, M13 N2, M13 O3N2, C17 N2, and C17 O3N2. Each of these calibrations has a different range of validities, which are sometimes specified in terms of a 12+log(O/H) metallicity value and sometimes specified in terms of the line ratio on which they are based. Common to all of these calibrations is the need for the [NII] \( \lambda 6584 \) line. A summary of all 11 calibrations, their required lines, and their range of validity, and whether or not they have an upper and lower branch is given in Table 1.

For each calibration, we follow the prescriptions given in their respective papers to calculate metallicities for all possible MaNGA spaxels. The final counts of the number of spaxels with metallicities for each of the calibrations, for both the SMC and MW dust correction curves, is given in Table 2.

3 CONVERSIONS BETWEEN CALIBRATIONS

For each pairing of calibrations, we select all spaxels with both metallicities present, given the dust correction method choice: either SMC or MW. As different calibrations are valid over different metallicity ranges, and may require a larger or smaller number of significant emission lines, the number of spaxels with calculated metallicities in common varies by several tens of thousands for each pairing, though typically remains of order 1 million spaxels. The number of spaxels included in each pairing is listed in Appendix Table A1, and in full in the supplementary material.

3.1 Polynomial fitting procedure

The correlations between calibrations vary substantially both in scatter and in functional form. Many of these calibrations show rather complex features in their correlations; for others the correlations are nearly linear. Our polynomial fitting procedure reflects the complexity of the data. A simple ordinary least squares (OLS) fit to the full data set fails to accurately trace the median of the distribution. In this data set, there is often significant skew around the median y value at fixed x metallicity value. For calibrations that have large scatter, this skewness typically trends low at high x metallicity, and high at low x metallicity. An OLS fitting routine presumes some level of gaussianity to the data distribution, which is not present in this particular data. Therefore, in an attempt to reduce the overall distance from the fitted curve, the OLS tends to result in a polynomial fit which is flatter than desired, often missing the median ridge entirely.

We approach the polynomial fit with the specific aim of reducing skew between the polynomial fit and the upper and lower envelopes of the data. We thus identify, for each of 100 bins in the horizontal axis, the 99.7th, 98.8th, 95.5th, 86.6th, and 68.3rd percentile of the data, corresponding to 3\( \sigma \), 2.5\( \sigma \), 2\( \sigma \), 1.5\( \sigma \), and 1\( \sigma \) vertical scatter, which provides contours around the data distribution. Repeating this exercise with 1 minus the above percentiles produces the lower bound. We then select all the individual data points within each of these contours and perform a polynomial fit\(^3\) to the raw data points within these bounds. If there are fewer than 10 spaxels in a horizontal bin, it is omitted. This omission is in play for the polynomial fit only for the very upper and lower x values of the sample. We assess the performance of this fit by finding the median offset between the selected contour boundaries and the polynomial fit in both the positive and negative direction. Skew is assessed by the difference in these median offsets. If the negative contour were closer to the polynomial fit, then the polynomial fit is systematically underpredicting the correlation. We iterate through all percentile bounds, and select as the best polynomial fit whichever has the smallest residual offsets between the upper and lower percentile bounds. This is usually (but not required to be) the 1\( \sigma \) contour, which most closely traces the bulk of the metallicity values. The selected best-fit polynomials are presented in Appendix Table A1, and in full in the supplementary material.

For x calibrations with upper and lower branches, this process is repeated for both branches, with a separate percentile finding and polynomial fit process. Given the smaller data range in the lower branch, a second order polynomial is used for the fit, and the number of horizontal bins is reduced to 30. All other processes are kept the same.

3.1.1 Upper and lower bounds on the conversions

While our polynomial fits are performed on the full x range of the data (excluding bins with less than 10 spaxels), there are conversions where the polynomial does not well match the data at the upper or lower limits. An extreme example of this issue is seen at both the high
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Table 1. List of the considered metallicity calibrations and their range of validity, and emission lines required. The KD02 metric only requires Hβ and [OIII]λ5007 for the lower branch.

| Metallicity calibration                  | Range of validity                  | Lines required                       | Upper branch dividing point |
|------------------------------------------|-------------------------------------|--------------------------------------|----------------------------|
| Zaritsky et al. 1994 (Z94)              | log([NII]/[OIII]) > -1.2 < -0.2 & 12+ log(O/H) > 8.35 | [OIII]λ43727, [OIII]λ5007 Hβ, [NII]λ6584 | Upper branch only: log([NII]/[OIII]) > -1.2 |
| McGaugh 1991 (M91)                      | 7.24 < 12+ log(O/H) < 9.4          | [OIII]λ43727, [OIII]λ5007 Hβ, [NII]λ6584 | log([NII]/[OIII]) > -1.2 |
| Kewley & Dopita 2002 (KD02)             | 8.2 < 12+ log(O/H) < 9.4           | [OIII]λ43727, [NII]λ6584 Hβ, [OIII]λ4007 | log([NII]/[OIII]) > -1.2 |
| Kewley & Ellison 2008 (KE08)            | 7.6 < 12+ log(O/H) < 9.2           | [OIII]λ43727, [NII]λ6584, Hβ, [OIII]λ4007 | 12+ log(O/H)>8.4 |
| Kobulnicky & Kewley 2004 (KK04)        | 7.6 < 12+ log(O/H) < 9.2           | [OIII]λ43727, [NII]λ6584, Hβ, [OIII]λ4007 | log([NII]/[OIII]) > -1.2 |
| Dopita et al. 2016 (D16)                | 7.76 < 12+ log(O/H) < 9.05         | [NII]λ6584, Hα, [NII]λ6717, 6731 | ... |
| Pettini & Pagel 2004 (PP04 N2)          | -2.5 < N2 < -0.2                   | [NII]λ6584, Hα                      | ... |
| Pettini & Pagel 2004 (PP04 O3N2)        | O3N2 < 2.0                         | [NII]λ6584, Hα, [OIII]λ5007, Hβ     | ... |
| Marino et al. 2013 (M13 N2)             | -1.6 < N2 < -0.2                   | [NII]λ6584, Hα                      | ... |
| Marino et al. 2013 (M13 O3N2)           | -1.1 < O3N2 < 1.7                  | [NII]λ6584, Hα, [OIII]λ5007, Hβ     | ... |
| Curti et al. 2017 (C17 N2)              | 7.6 < 12+ log(O/H) < 8.85          | [NII]λ6584, Hα                      | ... |
| Curti et al. 2017 (C17 O3N2)            | 7.6 < 12+ log(O/H) < 8.85          | [NII]λ6584, Hα, [OIII]λ5007, Hβ     | ... |

Figure 1. Left hand panel: Conversion from KK04, a conversion with an upper/lower branch division at log (O/H) + 12 = 8.4. A yellow-black dashed line shows the results of a 5th order polynomial for this data. Upper and lower branches are fit separately. The legend indicates the percentile ranges by colour, which range from 99.7th percentile in dark purple, to 68.3rd percentile in light green. The upper metallicity end has been truncated to maintain the polynomial only where it is within the 1σ contours. Center panel: The axis-reversal of the left hand panel. The conversion from M13 N2, a calibration with only a single branch, into KK04, a calibration with upper and lower branches. A yellow-black dotted line shows the results of a poorly fitting 5th order polynomial for this data, without the application of the 1σ contour clipping. Plotted in vertical white dotted lines are a manual superposition of 8.2 & 8.25 to flag the most unreliable portion of this data. Right panel: The results of the additional quality control imposed. Upper and lower regimes are fit separately, and a range limit has been imposed on the higher metallicity end to prevent the polynomial from departing the 68.3rd percentile range.

The polynomial fit deviates substantially outside the range of the data. In these cases, we truncate the range of validity of our calibration conversions. This is usually a small truncation, both in terms of metallicity range and in the fraction of spaxels which are excluded as a result; the typical total reduction in range is 0.04 dex. To implement this limitation in a consistent way, we find the x value which corresponds to the polynomial being out of the bounds of the 68.3rd percentile (1σ) region, either in the positive or negative direction. If the polynomial fit remains within the region that encompasses the data across all x values, no further cuts are implemented. However, in cases where the polynomial fit deviates strongly from the bulk of the data, we are able to limit the functional range of the calibration conversion. The second from right and right hand panels of Figure 2 (both upper and lower rows) show the results of this truncation at the high x metallicity end. The range of validity presented in Table A1, and the polynomial fits shown in all figures (excepting the exemplar centre panel of Figure 1) have undergone this additional criterion.

There are 110 possible pairs between metallicity calibrations, including the two directions to convert from and to. With approximately a million spaxels in each pairing, plotting even a density histogram to display all of them simultaneously is prohibitively memory-intensive,
and even a subset of the data is rapidly impractical. Therefore, for presentation purposes, we simply show the edges of our percentile contours identified for our fitting procedure. The results of this polynomial fit method are shown in Figure 2, which shows, from dark blue to green, the regions enclosing the percentile ranges from 99.7th to 68.3rd, respectively, for all metallicities paired with C17 N2 as the y axis. C17 N2 contains most of the data pathologies encountered in the full data set. For the results across all combinations of calibrations, see the online supplementary material for SMC & MW dust correction curve figures. The 5th order polynomial line of best fit is shown as a yellow/black dashed line in all panels.

4 Due to the large data volumes treated in this work, we have opted to present the results for the SMC dust correction curves. The SMC curve is consistent with previously published work, and does not substantially differ from the MW dust correction curve.

3.1.2 The choice of 5th order polynomials

Previous works (Kewley & Ellison 2008; T21) have used 3rd order polynomial fits. If 5 orders are not required, the polynomial fit routine (either 3rd or 5th order) can reproduce an OLS fit. MW-dust corrected spaxels are fewer in number due to a reduced fraction of them passing the BPT classification.

Table 2. Total number of metallicity values per calibration, for both the SMC and MW dust correction models, after S/N cuts, BPT classifications, and including an Hα EW cut. MW-dust corrected spaxels are fewer in number than the SMC spaxels.

| Calibration   | SMC spaxels: | MW spaxels: |
|---------------|-------------|-------------|
| Z94           | 1,047,232   | 858,244     |
| M91           | 1,070,812   | 962,022     |
| KK04          | 1,065,094   | 989,498     |
| KE08          | 1,069,318   | 1,027,191   |
| D16           | 1,012,424   | 978,738     |
| PP04 N2       | 1,091,383   | 1,055,164   |
| M13 N2        | 1,092,348   | 1,055,271   |
| C17 N2        | 1,081,521   | 1,051,017   |
| PP04 O3N2     | 1,090,897   | 1,055,272   |
| M13 O3N2      | 1,081,897   | 1,042,398   |
| C17 O3N2      | 1,092,428   | 1,055,361   |

We also test, using the data from Teimoorinia et al. (2021), that a 5th order polynomial is able to match the 3rd order polynomial reasonably well when fitting to the same data, and find that across the bulk of the data range, 3rd and 5th order polynomials are in near perfect agreement. We also verify that the percentile-based polynomial fitting routine (either 3rd or 5th order) can reproduce an OLS fit for the DR7 data set used by Teimoorinia et al. (2021). At the very upper and lower ends of the data range, 5th order and 3rd order solutions do deviate from each other, but inspecting the data, the 5th order polynomial is again more faithfully tracing the data itself. We conclude that the 5th order polynomials are preferable and should not be strongly affected by overfitting issues.
3.2 Converting to calibrations with upper & lower branches

The choice of $x$ and $y$ metallicities in Figure 2 is completely arbitrary, and indeed for a complete set of conversions these figures should also be generated with their axes reversed. It is a coincidental feature of our choice of calibration ordering that calibrations with a lower branch (all $R_{23}$-based calibrations except Z94, which only has the upper branch) are preferentially on the horizontal axis. Plotting in the other direction reveals that converting from calibrations without upper/lower branches into calibrations with two branches results in a segment of double-valued metallicities, and extremely large scatter for metallicities which are found near the transition from upper to lower branch of the $y$ metallicity. The left and centre panels of Figure 1 show an example of the dramatic change triggered by an axis reversal, with the left hand panel of Figure 1 showing the calibration with two branches on the $x$ axis, and in the centre panel of Figure 1, that same calibration on the $y$ axis.

The sharp vertical turn in the centre panel of Figure 1 just above M13 N2 values of log(O/H)+12 = 8.2 is blurring across the upper and lower branches of KK04, which appears at log(O/H) + 12 = 8.4, more clearly visible in the left hand panel. In this calibration pairing, and generally across any such single-branched into a double brached calibration pairing, this vertical turn spans a vertical range of ~0.5 dex, but a horizontal range of only ~ 0.05 dex. With KK04 on the vertical axis, a fifth order polynomial does not perform well to this contour; the results of such an attempt are shown in a black & yellow dashed line in the centre panel of Figure 1, without the application of the 1$\sigma$ contour clipping. Increasing the degree of the polynomial fit also does not improve the quality of the fit.

As the purpose of this work is to provide practical conversions between calibrations, this region of extremely broad scatter is problematic. However, this upturned region (bounded manually in vertical white dashed lines in the centre panel of Fig 1 at 8.2 & 8.24) is relatively narrow. We therefore opt to exclude this region from the range of valid metallicity conversions. An attempt to convert a M13 N2 calibration into KK04 in this metallicity range is functionally meaningless; even the 1$\sigma$ calibration into KK04 in this metallicity range is functionally meaningless; even the 1$\sigma$ contour spans a wide range (>0.4 dex) of metallicity values. These exclusions do not result in the loss of a substantial fraction of valid spaxels; for the SMC (MW) dust correction curve is available as supplementary material.

This exclusion region, which we have manually set for affected conversions, imposes a divide in the validity of a metallicity calibration which would not otherwise have one, when converting into a calibration which is double-valued. However, since such divisions in the calibrations are common among our metallicity calibrations with upper and lower branches, we continue by applying the same method as is used for upper and lower branch calibrations, applying a 5th order polynomial to the upper component, and a 2nd order polynomial to the lower component. With the exclusion region set, the polynomial fits are able to match the centroid of the data as expected. The right hand panel of Figure 1 shows the results of the polynomial fitting procedure once the exclusion region has been set; the black and yellow dashed line which marks the polynomial now follows the 1$\sigma$ region much more faithfully. The inverse axis ordering of Figure 2 is shown in Figure 3, with this additional cut imposed. The vertical blank spaces midway through the data range in the upper, central three panels are the results of our masking procedure, and not a true gap in the data.

Calibrations affected by this issue are any of: C17 N2, C17 O3N2, M13 N2, M13 O3N2, PP04, & D16 into any of the $R_{23}$-based calibrations M91, KK04, & KE08, for a total of 18 conversions between calibrations. We note that the dust calibration does make a slight difference in the positioning of this exclusion region, and so we have imposed separate exclusion regions depending on dust correction. The positions of these regions are included in our tabulation of the range of validity in Table A1.

3.3 Residuals from the polynomial fit

To visually represent the quality of fit and the residuals of the method outlined thus far, we show in Figure 4 the results of subtracting each metallicity value from the polynomial line of best fit. This figure is an exact analogue to Figure 2. We plot the contours as percentiles of the full distribution; upper and lower bounds of the 99.7th, 98.8th, 95.5th, 86.6th, and 68.3rd percentiles in the positive and negative directions are plotted. Vertical axes are chosen such that they are symmetric around the zero line, which represents the normalized position of the polynomial best fit curve. With few exceptions, the residuals are broadly symmetric around zero, though we note that the scatter often has some variation as a function of the $x$ metallicity.

For the majority of the calibration pairings, the contours are largely consistent across the valid range of the $x$ metallicity, and so we can expect that a median value is a reasonable approximation of the typical scatter.

As such, we report the median value for upper and lower bounds of the 2$\sigma$ (95.5th contour) in the bottom right corner of each panel of Figures 2 – 4. These medians are the median values of the 100 (or 130, for calibrations with upper & lower branches) points denoting our contours, and correspond to the median values of the third (middle) contour in Figure 4. Many of these median bounds in the positive and negative directions are within 0.01 dex of each other, indicating that we have indeed reduced skew in the fitting procedure. In Table A1, we list the median vertical separation from the best fit polynomial in the positive and negative directions for all pairings. A full set of residual figures is available in the online supplementary material.

The residuals traced by the 95.5th percentile are slightly larger for the MW dust curve corrections for the majority of the calibration pairings when compared to the SMC dust correction curve, but generally this difference is quite small (the median change in the range of upper and lower 2$\sigma$ contours is 0.015 dex), illustrated in Figure 5. Exceptions are present for the D16 & Z94, M91, and KK04 pairings; the upper medians increase their offset by 0.1 dex when switching from SMC to MW curves, and there is a maximal change in the range spanned by the 2$\sigma$ contours of 0.17 dex. As with the previous figures, a complete, parallel set of figures for the MW dust correction curve is available as supplementary material.

4 ANALYSIS

With all quality assurance mechanisms in place, and robust polynomial fits for conversions between all combinations of metallicity calibrations, we now examine these results in more detail. It is immediately apparent from Figure 2 that there is not a single typical level of scatter for all conversions between metallicity calibrations. For conversions into C17 N2 alone, the level of 2$\sigma$ scatter varies from ±0.003 dex to +0.14/-0.124 dex. We therefore investigate possible sources of scatter in these conversions. We check for dependencies on required emission lines, and use comparison data sets to assess these conversions for observational biases.
Figure 3. Conversions from C17 N2 into all other metallicities. This Figure is the same as Figure 2 but with each panel’s axes reversed. This set of conversions typifies the range of correlation morphologies present across the dataset. Horizontal bins which have fewer than 10 spaxels are excluded from this visualization. The complete set of correlations is available online.

Figure 4. Residuals from the conversion for metallicity calibrations into C17 N2. The horizontal dashed line indicates the normalized position of the polynomial line of best fit. Each solid line is the contour enclosing 99.7, 98.8, 95.5, 86.6, and 68.3 per cent of the data, from purple to green respectively. Axes are symmetric around zero, but the scaling is distinct for each panel due to the dynamic range across the 10 panels. The median values of the upper and lower 2σ contour is presented in the bottom right corner of each panel. The complete set of correlations is available online.

4.1 Trends in the residual scatter

There are six pairings which result in effectively zero scatter between the calibrations. Two of these are visible in Figures 2 & 3, in the lower left, and lower second from left panels of both Figures. The full set of these are between PP04 N2, M13 N2, & C17 N2, and between PP04 O3N2, M13 O3N2, & C17 O3N2. Each set of these calibrations relies exclusively on the exact same emission line ratios, and all three, in each case, apply a polynomial calibration to either the N2 ratio or the O3N2 ratio. As the emission lines are identical for the same spaxels, we should expect zero scatter around the conversion between these calibrations. The scatter which does appear (2σ scatter for these conversions is of order ±0.003 dex) is due to a combination of the binning procedure used to determine percentile bounds, and our polynomial fit not providing an exact analytic solution between these polynomial calibrations.

At the other extreme, certain calibrations appear to have particularly large scatter. The Z94, M91, and KK04 calibrations, while smoothly converting between each other, demonstrate extremely large scatter when converting into other calibrations. Most notably, the scatter for all three of these calibrations is large when converting into the D16 calibration. The only emission line in common between the D16 calibration and the Z94, M91, and KK04 calibrations is the [NII]6584 line. We thus propose that the scatter in the conversions...
is at least partially dependent on the overlap in the strong emission lines required by each calibration.

4.1.1 Differences in required emission lines

To assess the dependence the scatter has on the overlap between the emission lines in a more quantitative fashion, we select each calibration pairing, and for each emission line, subtract them to find the total range, and then subtract the SMC range from the MW range. In general, the MW dust correction curves result in slightly larger scatter, though the median difference between dust correction models is only 0.015 dex above zero.

Table 3 shows the unique excluded and included emission lines, the typical (median) 2$\sigma$ scatter for all metallicity pairings with that set of emission line inclusions/exclusions, along with the minimum and maximum values of the 2$\sigma$ scatter. The [N$\alpha$] line is in common between all pairings, and is always in overlap. The three pairings with complete overlap also are the pairings with the smallest median 2$\sigma$ scatter, and the conversions between O3N2-based calibrations are represented by the top row with a maximum 2$\sigma$ scatter of 0.0036 dex. The largest typical scatter is found for calibrations which are being converted into a metallicity with no lines in common beyond the [N$\alpha$] line. Calibrations which rely on the N2 ratio, or the D16 calibration which relies on H$\alpha$, [S$\alpha$] and [N$\alpha$] thereby perform most poorly when converting into the subset of calibrations which do not have H$\alpha$ or [S$\alpha$] line requirements respectively. Calibration pairs where the $x$ calibration requires the H$\alpha$ line, and the $y$ calibration does not, also seems to correlate with generally higher levels of scatter.

Conversions from R$23$-based calibrations, which require [O$\alpha$], [O$\nu$], H$\beta$, and [N$\nu$], can convert with minimal scatter (the minimum 2$\sigma$ scatter is $\sim 0.013$ dex); but these calibrations can also produce large scatter, even to other R$23$-based calibrations. The largest 2$\sigma$ scatter between R$23$-based calibrations is 0.14 dex. This large scatter between two R$23$-based calibrations (KK04 $\rightarrow$ KE08) indicates that the emission lines required are not the only controlling factor for the level of scatter. In the case of the R$23$-based calibrations, the other variable is likely to be the theoretical models to which the R$23$ line ratio is benchmarked.

To summarize the scatter surrounding each of our polynomial fits, we show in Figure 5 all possible combinations of $x \rightarrow y$ calibration conversions. Each square is color-coded by the average of the positive 2$\sigma$ and the absolute value of the negative 2$\sigma$ bounds, and this 2$\sigma$ value is also shown at the centers of each square. Dark purple indicates very low scatter, and yellow, the largest scatter around our polynomial fits. In black and white dashed squares, we denote the regions where the calibrations are based upon the same emission lines. These boundaries, consistent with our analysis of Table 3, contain the lowest scatter conversions between calibrations.

From this analysis, we conclude that the conversion between metallicity calibrations with very few lines in common is likely to be subject to higher scatter than conversions where a larger number of lines are in overlap. Converting between any two calibrations where the only required emission line in common is [N$\nu$], or conversions where H$\alpha$ is excluded from the $y$ calibration is particularly prone to larger scatter around a polynomial fit. However, differences in required emission lines are not the only controlling factor, as evidenced by large 2$\sigma$ scatter being found between two R$23$-based calibrations.

4.1.2 Redshift dependence

To further investigate potential sources of the scatter around our polynomial fits within the MaNGA sample, we can test the influence of covering fraction on the scatter present in these calibrations by dividing the MaNGA sample into two redshift bins at the median.

**Figure 5.** The change in 2$\sigma$ range, for the MW dust correction, vs the SMC dust correction, for each pairing. We find the upper - lower bounds of the 2$\sigma$ contour, subtract them to find the total range, and then subtract the SMC range from the MW range. In general, the MW dust correction curves result in slightly larger scatter, though the median difference between dust correction models is only 0.015 dex above zero.
redshift, $z = 0.037$. This higher redshift and lower redshift subsample should be relatively free from physical evolution, and so the main difference between these two samples should be the covering fraction of the MaNGA fibres. The median redshift of the low redshift slice is $z = 0.026$, which corresponds to 1.05 kpc coverage within the 2 arcsec fibre. The high redshift subsample corresponds to a typical physical scale of 2.2 kpc fibre$^{-1}$.

We repeat the entire fitting process on both subsets of the data, and examine differences in the polynomial fits to the redshift selected subsample. To assess the difference between the two samples, we measure the median offset between the polynomials across the entire range of $x$ calibration. A large number of calibrations do not show substantial offsets between the higher and lower redshift bins; in particular we can expect those conversions with minimal scatter (e.g., C17 N2 → PP04 N2 or C17 N2 → M13 N2, as illustrated in Figure 6) to not display redshift offsets.

Typical 2$\sigma$ scatter for the MaNGA sample is 0.10 dex. We select all conversions which have a redshift offset in their polynomials of greater than ±0.05 dex, about half of the typical 2$\sigma$ scatter across all conversions. Only five out of our 110 conversions are prone to shifts > 0.05 dex in their median offset when sliced by redshift. These conversions are: M91 → PP04 N2, C17 O3N2 → D16, Z94 → D16, KK04 → D16, & M91 → D16. These five notably also have larger than average 2$\sigma$ scatter, so this represents a small relative shift for these conversions.

The redshift offsets are universally well below the 2$\sigma$ median scatter for all conversions. Typical offsets between the polynomials for high and low redshift fits are 0.003 dex, more than an order of magnitude smaller than the typical scatter. Calculated on a conversion by conversion basis, the distinction between redshift polynomials represents only ~3% of the typical scatter. Where larger offsets between redshift samples exist, they are usually strongest at the low metallic-ity end of the upper branch in $R_{23}$ conversions. Given the extremely small shifts overall when we divide our sample by redshift, we conclude that the redshift distribution, and thus the covering fraction, is not responsible for the varying level of scatter in these conversions.

Within MaNGA, we conclude that scatter around our polynomial fits to convert between any two metallicity metrics is generally minimized when the two calibrations have a large fraction of their emission lines in common. However, this overlap in emission line is not sufficient to guarantee minimal scatter, as not all of the $R_{23}$-based calibrations convert smoothly into each other. These varying levels of scatter, even with consistent emission lines, are likely due to differences in the underlying theoretical models. Redshift (covering fraction) is not a driving factor for scatter between any two calibrations in the MaNGA sample.

### 4.2 Consistency with other data sets

While the polynomial fits presented here are valid for the current DR15 MaNGA sample, we assess whether they can be flexibly applied to other data sets beyond the MaNGA data used here. We make

![Figure 6. We present a summary chart indicating the 2$\sigma$ scatter surrounding our lines of best fit, for all calibration pairings ($x \rightarrow y$). The colorbar goes from dark purple for the lowest levels of scatter, to yellow for the highest values. Each square also has the 2$\sigma$ scatter, rounded to 3 decimal places, presented in the centres of each square. In black and white dashed squares, we show the regions which contain calibrations based on the same emission line ratios. The largest scatter is KK04 → D16, at a 2$\sigma$ scatter of 0.287 dex. The smallest scatter is found between the N2 calibrations, and between the O3N2 calibrations.](image-url)
Table 4. Summary of the TYPHOON data used in this work. We show the galaxy NGC number, the redshift, the corresponding spatial scale of the spectra, and the number of spaxels which have at least one calculable metallicity.

| Galaxy   | redshift (z) | resolution (pc) | n spaxels |
|----------|--------------|-----------------|-----------|
| NGC 5236 | 0.00171      | 57              | 3,681     |
| NGC 5068 | 0.002235     | 76              | 2,583     |
| NGC 2835 | 0.002955     | 101             | 1,529     |
| NGC 2997 | 0.003633     | 124             | 1,526     |

use of two comparison data sets, which cover a wide range of spatial resolution, to assess the viability of using these conversions on other data sets.

4.2.1 SDSS I/II comparison sample: 3 kpc spatial scale

First, we use the work of Teimoorinia et al. (2021), which reassessed the work of Kewley & Ellison (2008) using the larger data volume available in the SDSS DR7. In this SDSS DR7-based work, S/N > 8 is required in the emission lines for each metallicity calibration, and a redshift limit 0.04 < z < 0.1 is imposed. T21 use an SMC-like dust correction curve (Pei 1992), which is assessed to have negligible correction curve, and is consistent with the SMC values used in the current work. Roughly 61,000 galaxies had calculable metallicities; each of these galaxies had a single, 3 arcsecond spectrum taken at the nucleus of each galaxy. T21, along with providing publicly available Random Forest models, produced 3rd order polynomials for conversions between an identical set of metallicity calibrations used in the present work.

4.2.2 TYPHOON comparison sample: 100 pc spatial scale

Second, we use a set of 4 galaxies observed as part of the TYPHOON IFS survey (Seibert, Rich & Madore, 2021, private communication): NGC 2997, NGC 5068, NGC 5236 (M83), & NGC 2835. These galaxies range from a redshift of z = 0.00171 to z = 0.003633, placing them at much lower redshifts than the MaNGA sample, which has a median redshift of z = 0.0. TYPHOON is observed with a 1.65" slit, which corresponds to physical scales ranging from 57 pc for NGC 5236 to 123.75 pc per spaxel for NGC 2997. This is an order of magnitude smaller in resolution element than the typical 1.8 kpc scales of the MaNGA survey (Law et al. 2016), and a factor of >25 smaller than that of the SDSS DR7. For the current comparisons, we use the data cubes at their native resolutions, and we summarize the data (redshifts, spatial scale in parsecs, and the number of spaxels for which any metallicity is calculable) in Table 4.

To calculate metallicities for the TYPHOON galaxies, we begin with data cubes of emission line strengths, and manipulate these emission line fluxes in an identical fashion to the MaNGA data. We impose the same data requirements: S/N > 5 in all required lines, flagged as SF on the BPT diagram via Kauffmann et al. (2003b) or Stasińska et al. (2006), and dust corrected via the SMC dust correction curve. This data processing is slightly more stringent than that of Poetrodjojo et al. (2019), which required S/N > 3 in all lines. Our data processing generates a set of 11 metallicity values which are based entirely on the four TYPHOON galaxies, and conversions between these metallicities can be undertaken in a consistent manner. We use the same fitting procedure to compare metallicities in TYPHOON spaxels, with only two changes.

The first is a reduction in the number of horizontal bins from 100 to 50 in the determination of the percentile ranges, which reflects the lower data volume in the TYPHOON data set of 9,319 spaxels with at least one calculable metallicity. The number of viable spaxels per galaxy is presented in Table 4. Secondly, we then fit 3rd order polynomials instead of 5th order to the TYPHOON data, for the same reason of reduced statistical power. The TYPHOON data has sufficiently poor number statistics in the lower branch of R23-based calibrations (typically fewer than 20 spaxels) that the lower branch is excluded from the analysis which follows. For calibrations involving the R23 line ratio, due to the paucity of [OII] detections (also noted in Poetrodjojo et al. 2019), the number of viable spaxels is severely limited and typically numbers ~ 600 across all four galaxies. Calibrations which do not involve this line ratio typically have > 8000 spaxels with calculable metallicities.

4.2.3 Comparisons between polynomials

Given that these three data sets probe very different spatial scales, comparing between them will allow us to assess scale-invariance of these conversions, between the ~100 pc regime of TYPHOON, the ~1.8 kpc resolution of the MaNGA data, and the ~3 kpc nuclear spectra of the SDSS DR7. We plot the polynomials which convert between metallicities on the same axes in Figure 7.

In Figure 7, we plot the MaNGA based curve in a black solid line, the DR7-based polynomials in a blue dot-dashed line, and the polynomial based on the TYPHOON data in a green dashed line, for the conversion from Z94 into all other calibrations. We note immediately that a subset of the conversions appear to have excellent agreement between all three data sets; in particular, Z94 ➔ KK04 & Z94 ➔ KE08. Z94 ➔ M91 has excellent agreement between MaNGA and TYPHOON.

We present in Figure 8 an overall summary of the offsets between these polynomial fits, similar to Figure 6. For each calibration pairing, we identify the x range where all three polynomials are valid. We then sample this x range evenly, and produce y values from each polynomial. We then subtract the y values from the TYPHOON polynomial from the MaNGA polynomial, and separately subtract the DR7 polynomial results from the MaNGA polynomial. We then take the absolute value of all differences, and find the median offset for each pair of polynomials (MaNGA - TYPHOON & MaNGA - DR7), in the left and right panels of Figure 8 respectively. We show the results of this test for all calibration conversions in Figure 8.

---

6 Poetrodjojo et al. 2019 also used the MW dust correction curve. However, this choice of MW or SMC curve, based on comparisons between DR4 and DR7 (Teimoorinia et al. 2021), should not influence these results.

7 In some of the supplementary Figures, there are several calibrations which have discrepancies in the metallicity at which they transfer from upper to lower branches. In particular, there are several KK04 calibrations which in the current work have a strong transition from upper and lower branch at 12+log(O/H) = 8.4, but which are fit across this boundary in Teimoorinia et al. (2021). In the DR7, the upper and lower branch are naturally fit by a third order polynomial for certain conversions, and so no separate lower branch was implemented. In the MaNGA data, this division is significant, and imposed for all conversions.

---

5 Differences in scale between this estimate and the 45 pc quoted in Poetrodjojo et al. (2019) are due to the change from Galactocentric Hubble flow distances to cosmological distances.
when both different data sets. For the MaNGA sample, we noted that there is exclusively, and the differences between the polynomials fit to entirely different data sets between polynomial fits for certain calibration conversions than they are for MaNGA - DR7, so we have not uncovered MaNGA - TYPHOON polynomial offsets are higher for N2-based more similar between MaNGA and DR7. However, in contrast, the scatter range in a pale blue background shading.

In 16 cases across both data set comparisons, there are larger offsets between data sets than \( 2\sigma \) scatter around the MaNGA curves. 11 of these are found in MaNGA-DR7; and almost all are cases where the scatter around the MaNGA polynomials is near zero, and the offsets between polynomials fit to the different data sets remains low \( (\sim 0.02 \text{ dex}) \) even in these cases. The only major exception is M13 O3N2 \( \rightarrow \) PP04 O3N2, where the scatter is near zero in MaNGA, but the DR7 polynomial is offset by 0.1 dex. The remaining 5 are for MaNGA-TYPHOON; these are D16 \( \rightarrow \) R23 calibrations and KE08 \( \rightarrow \) D16. We return to a potential explanation for these high offsets in Section 5.

We conclude from these initial tests that the polynomial fits pre-

The similarity between Figures 6 & 8 also indicates that the conversions with lower \( 2\sigma \) scatter, discussed in Section 4.1.1 to be minimized when the emission line ratios rely on a consistent set, are also the conversions where the conversions are most consistent across data sets. In T21, systematic changes in the emission line fluxes between the DR7 and DR4 were found to influence the positioning of the polynomial conversion between the two data sets. While most of the emission lines were revised upwards, the per cent change was not consistent across all emission lines. As a result, calibrations which relied on consistent emission lines were more consistent between the data sets, than those which were subject to this additional change. We thus caution that when using these polynomial functional forms, the details of the data processing may cause systematic changes.

It is also worth noting that the magnitude of the offsets between polynomials fit to different data sets is typically substantially smaller \((\sim 3\times \text{ for MaNGA - TYPHOON} \& \sim 5\times \text{ for MaNGA - DR7})\) than the \( 2\sigma \) scatter around the MaNGA data alone. Even for one of the largest polynomial offsets between data sets \((Z94 \rightarrow D16, 0.183 \text{ dex})\), the \( 2\sigma \) scatter for that particular conversion in MaNGA alone is 0.273 dex, 1.5\times as large. Nearly every entry in Figure 6, showing the \( 2\sigma \) scatter, is larger than the corresponding entry in Figure 8, showing the differences between polynomials fit to different data sets, indicating that these polynomial offsets between data sets are much smaller than the scatter around a given conversion. In the supplementary material, we include the residuals of the polynomial fits shown in Figure 7, subtracted from the MaNGA polynomial. We denote the MaNGA 2\(\sigma \) range in a pale blue background shading.

In comparing Figures 6 & 8, we note some similarities between which conversions have minimal scatter within the MaNGA sample exclusively, and the differences between the polynomials fit to entirely different data sets. For the MaNGA sample, we noted that there is functionally zero scatter for around conversions between calibrations when both \( x \) \& \( y \) calibration are based either on the O3N2 line ratio or on the N2 line ratio. Polynomials fit to entirely different data sets, for these same set of conversions (among N2-based calibrations, or among O3N2 calibrations) are functionally identical.

The colorbar is scaled to the median polynomial offset, and each offset value is indicated in the centre of each cell. The colorbar is scaled identically in both the left and right hand panels. For the MaNGA-TYPHOON data pairing, it is clear that offsets between the TYPHOON and MaNGA data are much higher for conversions between D16 and any of the R23-based calibrations than for any other pairing. The largest discrepancies between any of the three polynomials are \( \sim 0.25 \text{ dex} \), for KE08 \( \rightarrow \) D16, and \( \sim 0.18 \text{ dex} \) for KK04 \( \rightarrow \) D16, and Z94 \( \rightarrow \) D16, and all between the MaNGA and the TYPHOON data. The differences between MaNGA and the DR7 are comparable in magnitude, with the exception of having smaller polynomial offsets when converting between D16 and any of the R23-based calibrations. The typical offset between MaNGA and TYPHOON polynomials is \( 0.019 \text{ dex} \), and the typical offset between MaNGA and DR7 is \( 0.017 \text{ dex} \). In both cases, a substantial number of the polynomials have offsets less than \( 0.01 \text{ dex} \).

We note that while MaNGA - TYPHOON does show higher offsets between polynomial fits for certain calibration conversions than the MaNGA - DR7, in other cases, MaNGA - TYPHOON shows smaller offsets. The conversions between R23 based calibrations, and conversions from \& to PP04 O3N2, are generally more consistent between MaNGA and TYPHOON than they are between the MaNGA and DR7. This is interesting both because the difference in spatial scale is larger between MaNGA and TYPHOON than it is between MaNGA and the DR7, and because the survey design is more similar between MaNGA and DR7. However, in contrast, the MaNGA - TYPHOON polynomial offsets are higher for N2-based and O3N2-based calibrations when converting into R23 based calibrations than they are for MaNGA - DR7, so we have not uncovered a universal trend.

In comparing Figures 6 & 8, we note some similarities between which conversions have minimal scatter within the MaNGA sample exclusively, and the differences between the polynomials fit to entirely different data sets. For the MaNGA sample, we noted that there is functionally zero scatter for around conversions between calibrations when both \( x \) \& \( y \) calibration are based either on the O3N2 line ratio or on the N2 line ratio. Polynomials fit to entirely different data sets, for these same set of conversions (among N2-based calibrations, or among O3N2 calibrations) are functionally identical.

The similarity between Figures 6 & 8 also indicates that the conversions with lower \( 2\sigma \) scatter, discussed in Section 4.1.1 to be minimized when the emission line ratios rely on a consistent set, are also the conversions where the conversions are most consistent across data sets. In T21, systematic changes in the emission line fluxes between the DR7 and DR4 were found to influence the positioning of the polynomial conversion between the two data sets. While most of the emission lines were revised upwards, the per cent change was not consistent across all emission lines. As a result, calibrations which relied on consistent emission lines were more consistent between the data sets, than those which were subject to this additional change. We thus caution that when using these polynomial functional forms, the details of the data processing may cause systematic changes.

It is also worth noting that the magnitude of the offsets between polynomials fit to different data sets is typically substantially smaller \((\sim 3\times \text{ for MaNGA - TYPHOON} \& \sim 5\times \text{ for MaNGA - DR7})\) than the \( 2\sigma \) scatter around the MaNGA data alone. Even for one of the largest polynomial offsets between data sets \((Z94 \rightarrow D16, 0.183 \text{ dex})\), the \( 2\sigma \) scatter for that particular conversion in MaNGA alone is 0.273 dex, 1.5\times as large. Nearly every entry in Figure 6, showing the \( 2\sigma \) scatter, is larger than the corresponding entry in Figure 8, showing the differences between polynomials fit to different data sets, indicating that these polynomial offsets between data sets are much smaller than the scatter around a given conversion. In the supplementary material, we include the residuals of the polynomial fits shown in Figure 7, subtracted from the MaNGA polynomial. We denote the MaNGA 2\(\sigma \) range in a pale blue background shading.
metallicity measurements.

Low spatial resolution blurs together many separate Hα regions, leading to an averaged metallicity measurement; and certainly this blurring will influence the \textit{absolute} measurements of a metallicity. As we proceed from low resolution (3 arcsecond fibre, 0.04 < z < 0.1) to high resolution (1.65 arcsec, 0.00171 < z < 0.0036), we can expect that the raw metallicity values calculated may vary. If this were a dominant effect in the conversions between calibrations, we would expect to see that the MaNGA, DR7, and TYPHOON polynomials would not align well with each other, that this discrepancy would be strongest between the DR7 and TYPHOON data, and that offsets to our calculated conversions would affect all calibration pairs.

However, we see from Figure 8 that in most cases, the DR7, MaNGA, and TYPHOON curves are in excellent agreement despite a varying spatial resolution of nearly two orders of magnitude. The DR7 data corresponds to a typical fibre coverage of ~ 3 kpc, while the TYPHOON data data corresponds to a physical scale of ~ 100 pc.

We conclude by the agreement between some calibrations, though it is not universal, that pure spatial blurring does not dominate the conversions between calibrations. This lack of sensitivity to pure spatial resolution indicates that either all metallicity calibrations are roughly equally affected by the resolution effects, and/or that the gas-phase metallicity is not substantially varying on these spatial scales. A few studies of 2 dimensional maps of the variation in metallicities across the disk of a galaxy have appeared in the literature; Kreckel et al. (2020) finds increased homogeneity in the gas-phase metallicity at sub-kpc scales in 8 galaxies in the PHANGS-MUSE survey, while Li et al. (2021) finds a mean correlation length of 1 kpc in 100 galaxies in the CALIFA IFS survey. While this spatial scale is smaller than the roughly 3 kpc scales of the DR7, it would help to tie together the 1.7 kpc scales of MaNGA and the 100 pc scales of TYPHOON.

### 4.2.5 The influence of diffuse ionized gas

Our second issue in comparing between data sets is the potential presence of diffuse ionized gas (DIG). The role of DIG light in metallicity calculations has become a subject of considerable concern, as it is preferentially a low surface brightness feature (e.g., Reynolds 1984, 1990; Haffner et al. 2009), but due to its ubiquitous nature, can be increasingly flux-dominant as the spatial scale of the spaxel increases (Poetrodjojo et al. 2019). The DIG light tends to also become more dominant at large radii (Poetrodjojo et al. 2019), so centrally situated fibres such as those which are present in the DR7 will be less impacted by DIG light than the larger radius spaxels present in MaNGA. As the DIG light is not produced by photoionization (Zhang et al. 2017), metallicity calibrations which rely on photoionization models will not be well adapted to this diffuse light. The DIG’s emission...
pathway thus results in alterations to the emission line ratios used to calibrate metallicities.

How strong an impact this ought to have on the final metallicities seems to depend on both how DIG-dominated spaxels are identified, and what the quality control process involves. Pilyugin et al. (2018) assessed the validity of the metallicity in MaNGA spaxels, given that there might be significant DIG-based biases in the data, finding broadly that the inclusion of BPT-based cuts will remove the majority of the most severely affected spaxels, as it is in the 'composite' region of the BPT diagram where the DIG-dominated spaxels are most likely to reside. Law et al. (2020) find that for the BPT diagram used in the present work ([OIII]/Hβ vs [NII]/Hα), the Kauffmann et al. (2003a) curve, in combination with a S/N > 5 cut, does a good job of separating dynamically cold regions, such as those found in HII regions in the Milky Way, from dynamically warm regions. Zhangetal. (2017) has suggested that if evolved stars are responsible for some of the production of DIG light, the spectrum would shift into this composite region of the BPT diagram, reflecting a harder ionization field. In addition, Law et al. (2020) find that a selection criterion limiting Hα EW < 2.0 excludes the dynamically cold region. Therefore, our selection criteria of Hα EW > 6.0 Å should also be excluding a large component of dynamically warm, LINER-like regions, even if they had passed the BPT criterion.

Although our selection criteria are likely to exclude the majority of DIG-dominated spaxels, there may still be some remaining contamination, so it is wise to assess the magnitude and direction of low-level contamination on our metallicity conversions. Zhangetal. (2017) came to the conclusion that DIG light will typically overestimate metallicity in MaNGA. The DIG component has a lower ionization parameter than an HII region associated with star formation, and as metallicity calibrations rely on a relationship between the ionization parameter and the metallicity, in DIG-dominated regions, this correlation breaks down and the calibration will fail. The impact of this bias changes depending on the line ratio used for the metallicity calibration. O3N2 calibrations and D16 are found in Zhang et al. (2017) to vary by ±0.05 dex. R23-based calibrations typically are biased low by ~0.1 dex, and N2 by 0.05 - 0.1 dex high. Any DIG-dominated spaxel should be DIG-dominated for all calibrations; it is possible for R23-based calibrations and N2-based calibrations to have their biases cancel each other, but for all other combinations, we should expect to see increased scatter in the conversion, as a result of any remaining DIG contamination.

By way of example; any of our calibrations will capture some set of spaxels which are truly dominated by HII regions. These spaxels will produce some relation between a chosen x calibration and any other. For the sake of simplicity, let us assume the x & y calibrations are both N2-based. DIG dominated spaxels will then be offset from these HII region-dominated spaxels, biased high by 0.05 - 0.1 dex. For the x calibration, this would extend the DIG-dominated spaxels to higher x values. The same would be true of the y metallicity. Since the bias in this case is the same for both target and source, we would expect that the conversion between them would be shifted above the conversion line for HII dominated spaxels, diagonally up and to the right. In the case where the calibrations follow a 1-1 line, then this bias could be invisible, as the DIG-dominated spaxels would simply move up along the line. However, the N2 → N2 conversions we present here are not 1-1 linear functions, and so we would expect to see that the presence of DIG-influenced spaxels would result in an increase in scatter.

In contrast to this expectation, N2 → N2 calibrations, along with O3N2 → O3N2 calibrations, present almost zero scatter, in spite of their nonlinear relationships. We can conclude from this non-detection of substantial scatter that we are unlikely to be working with a large volume of DIG-dominated spaxels, in line with our expectations as a result of our S/N cuts and BPT classifications.

To check directly for the influence of DIG-dominated spaxels in MaNGA, we select, for all metallicity pairings, the number of spaxels which would be classified as DIG-dominated by Poetrodjojo et al. (2019) using log([SII]/Hα) > 0.29. We find that this number ranges from 7 spaxels to 98 spaxels, with a typical selection of 97 spaxels, representing, typically, 0.25 per cent of the overall sample. There is a 0.2 per cent dropout rate due to non-detections in the [SII] line. Hα regions therefore typically comprise 99.75 per cent of the sample in the MaNGA data. If we repeat this process for the TYPHOON sample, we find that zero spaxels with metallicities pass the DIG-dominated classification of Poetrodjojo et al. (2019), with a median dropout rate 0 of 0 per cent where [SII] is nondetected. In the DR7, there is again a 0.2 per cent dropout rate for [SII] non-detections, and the HI-dominated fraction is 99.99 per cent, with somewhere between zero and 0.0005 per cent of any remaining DIG contamination.

We thus do not expect to be influenced by a substantial fraction of DIG-dominated spaxels, given our BPT and S/N requirements for each spaxel. This negligible DIG-dominated contamination is consistent with the results of both Law et al. (2020) and Zhang et al. (2017), where a combination of BPT classification and high S/N cuts remove a majority of DIG-dominated spaxels. Poetrodjojo et al. (2019) did not perform a BPT classification prior to assessing metallicities; so while these metallicities can be calculated, they are likely to be affected by multiple biases, one such being the inclusion of more DIG spaxels. We find that our sample is > 99 per cent HII-dominated regions, and do not expect low-level contamination to influence the metallicity calibrations presented here.

5 DISCUSSION

We have provided 5th order polynomial fits to facilitate conversions between a set of 11 different gas-phase metallicities, based upon roughly 1.1 million spaxels for each metallicity calibration. We assess relative levels of scatter within our MaNGA DR15 sample, and find that the scatter around the polynomial fit is minimized when the x & y calibrations are based on similar sets of emission lines. We determine that redshift does not influence the positioning of these fits within MaNGA. We additionally compare the polynomial fits to two different data sets, the SDSS DR7, and the IFS survey TYPHOON, which provide a total dynamic range of nearly two orders of magnitude in resolution, from ~ 50 pc to 5.5 kpc. We find that the polynomial fits are in excellent agreement across data sets, and we do not expect any bias from the inclusion of DIG-dominated spaxels in any of the data sets, nor do we see any evidence for strong effects based purely on spatial resolution blurring.

5.1 Galactocentric radius effects

As part of the change from single-fibre, nuclear metallicities, to those provided by IFS surveys, we now have many metallicity values for each galaxy. We can, for the first time, investigate the role that galactocentric radius may have on the conversions between calibrations in MaNGA. For all calibration pairs, we find the offsets of all spaxels in the MaNGA sample from the polynomial fit, and the effective radius of the spaxel, corrected for inclination angle. We then perform the same percentile bounds finding exercise as for the calibrations (e.g., Figure 2) for the effective radius $R_e$ vs the vertical offset from the
polynomial fit. We show an example of the results of this test in Figure 9, for all calibrations converting into C17 N2.

We limit effective radius to less than $4R_e$, as number statistics become extremely poor outside that region. We fit a first order (linear) fit to the $1\sigma$ contours of the data, and from this acquire a slope of the relationship between effective radius and the offset from the polynomial fit. As seen in Figure 9, and confirmed with a visual inspection of all other calibration conversions, a first order line of best fit is sufficient. If there is no dependence on galactocentric radius, then we should fit a slope of approximately zero, i.e., that all offsets are equally likely to be found at all galactic radii. If certain calibration conversions, on the other hand, do show a trend with effective radius, we can capture the strength of this correlation by the slope of the line. These slopes are summarized in Figure 10. As with similar figures, the color coding indicates the magnitude of the slope of the line, and the slope itself is indicated in the centre of each square. Dark purple indicates slopes close to zero, while yellow indicates higher slopes.

Conversions between calibrations from and to consistent emission lines, which have very small $2\sigma$ scatter, also are independent of galactocentric radius, showing no relationship between metallicity offset from the polynomial, and effective radius. Across all calibration pairs, the median slope is $0.0 \text{ dex } R_e^{-1}$; the median magnitude of the slopes across all conversions is $0.008 \text{ dex } R_e^{-1}$, with a maximum of $0.027 \text{ dex } R_e^{-1}$. Given the low typical dependence on $R_e$, we would not expect this to impact the majority of the conversions. However, for those conversions with slightly larger dependencies, (e.g., C17 O3N2 → D16), we find that of the 1,012,224 spaxels with $R_e < 4.0$, 707,094 (70 per cent) of them are found at < $1 R_e$, and so should be subject to an offset bias maximally of order the slope (0.027 dex)$^8$. Given that the $2\sigma$ scatter for C17 O3N2 → D16 is 0.186 dex, this slope maximally represents 14.5% of the total scatter for spaxels far from the intercept.

We test the strength of this dependence directly. We take our polynomial fits, and for each spaxel, we correct for its $R_e$ by using the slope of the line fit to that conversion. We then find the $2\sigma$ scatter for these conversions, having been calibrated for their $R_e$ location. We can then compare the $2\sigma$ scatter for the full MaNGA sample (as illustrated in Figure 6) to the scatter in this newly corrected conversion. If the $R_e$ correction has no substantial impact on the scatter around a calibration, we should expect to see that the two $2\sigma$ values are approximately equal. If the $R_e$ correction is a substantial influence, we should see reductions in the scatter in the $R_e$ corrected sample. Subtracting the scatter of the $R_e$ corrected correlations from the full $2\sigma$ scatter results in a median change of 0.0006 dex$^9$, with a maximum change of 0.02 dex. We therefore conclude that the effective radius of a given spaxel does not drive the scatter around the calibration conversions.

### 5.2 Galaxy-by-galaxy variability

In addition to the effective radius of a given spaxel, the IFS data gives us enough data on a per-galaxy basis that we can test if there is significant galaxy-to-galaxy variability in the conversions between calibrations. This particular test can only practically be done with MaNGA; with the sample of four galaxies from TYPHOON, we do not have any statistical power, but MaNGA, with 4824 unique galaxies, can be used to probe if some individual galaxies tend to lie above or below the polynomial fit describing the typical conversion between two metallicity calibrations.

To assess whether individual galaxies are variable for our conversions between calibrations, we conduct a test similar to that illustrated in Figure 4, which showed the offset of the contours of our data from the polynomial line of best fit. For each galaxy in the MaNGA sample, we select all spaxels, converting the $x$ metallicity into the $y$ metallicity. We then subtract the converted $x$ metallicity from the $y$ metallicity to find a residual offset from the polynomial fit. On a per-galaxy basis, we find the median value of this offset. If this median offset is 0, or close to it, then that galaxy’s spaxels lie equally above and below our polynomial fit, with no systematic shift. We iterate through all metallicity pairings, and assemble these median offsets for each galaxy, in each pairing. For each conversion, we then have a distribution of offsets for all of our galaxies.

Given that the polynomial fit is itself closely tied to the median of all galaxies, we should not expect to see the peak of the distribution for all galaxies to be shifted away from zero. However, the breadth of the median offset distribution gives a sense of how much variability there is in the sample. If the range in median offsets is near zero, but the overall $2\sigma$ scatter is large, then even for a single galaxy, the conversion between metallicity calibrations is subject to significant scatter, but between galaxies, there is not a lot of variability. By contrast, we may be summing over narrower distributions, but with a broad range in where these distributions lay in our parameter space; this scenario would be marked by a larger range in the median offsets from the polynomial fit.

To quantify this, for each metallicity conversion, we take the set of median offsets for each galaxy, and find the standard deviation of the distribution. This should indicate the breadth of the distribution without being unduly sensitive to individual galaxy outliers. We summarize these standard deviations in Figure 11, which is color coded by the standard deviation of the median offsets for our galaxy-by-galaxy assessment, and has the standard deviation, rounded to three decimal places, indicated in the center of each square.

Typical standard deviation is 0.047 dex, with minima found for those calibrations with minimal $2\sigma$, and a maximum of 0.143 dex for M91 → D16. The overall $2\sigma$ scatter for that conversion is 0.264 dex, so this standard deviation could be responsible for up to ~50% of the total scatter. As with the $R_e$ test, we can test this directly.

For each galaxy, we can subtract the median offset from the polynomial fit from all of its constituent spaxels. This should have the effect of manually shifting the galaxy’s spaxels to be centered on the polynomial fit. As a result, if the galaxy-to-galaxy variability is a strong influence on the total scatter, we should see a general reduction in scatter. We show the results of this galaxy correction in Figure 12. On the $y$ axis, we show the $2\sigma$ scatter after the galaxy-to-galaxy variability has been artificially removed, and on the $x$ axis, we show the $2\sigma$ values for the unmodified MaNGA sample. A 1-1 line is shown in a black dotted line. In general, the scatter around the polynomial fit is reduced by 0.015 dex as a result of this correction, with a maximum change of 0.09 dex (Z94 → D16). There are three cases where scatter increases (O3N2 → M91), but this increase is, fractionally, small. The impact (in dex) is strongest where the scatter was the highest; but fractionally, the reduction is relatively consistent across all calibrations. The typical reduction in the scatter as a result of removing individual galaxy variation is 17 per cent. However, we note that this is a median with a broad distribution; for individual

---

$^8$ Repeating this slope-finding analysis including only spaxels which are found at $< 1.5 R_e$ does not substantially change these results. The median slope remains at 0.0 dex $R_e^{-1}$. The median magnitude of the slope increases very slightly to 0.014 dex $R_e^{-1}$.

$^9$ The median change when calibrated only to spaxels within $R_e < 1.5$ is 0.001 dex. The maximum reduction in scatter is unchanged: 0.02 dex. The choice of $R_e$ limit therefore does not affect these results.
conversions this can range from 5 per cent to 35 per cent of the total scatter. The median overall scatter in the MaNGA sample is ~ 0.1 dex; after this correction, removing the impact of galaxy-to-galaxy variation, the 2σ scatter is reduced to ~ 0.08 dex.

We may speculate that galaxy-to-galaxy variability is present for all calibrations, but for those with the most emission lines in common, any bias in a change to the strength of the emission line will cancel out in the conversion, as any elevation or suppression in an emission line strength is present in both x & y calibrations. However, for conversions with fewer emission lines in common (such as the R23-based calibrations converting into D16), any emission lines which systematically change from galaxy to galaxy, or which are poorly predicted by the set of emission lines used by the x calibration, may result in increased scatter. This may also be at least partially driving the strong polynomial offsets seen between D16 and the R23-based calibrations in Figure 8; as these calibration conversions do have strong galaxy to galaxy variability, and the TYPHOON data is only four galaxies, the small number statistics may be able to drive significant changes to the shape of a polynomial fit, where MaNGA and DR7 both have the benefit of increased galactic number statistics.

5.3 Emission line ratio correlations

As the galaxy to galaxy variability does not fully account for the 2σ scatter in the MaNGA sample, and as Figure 12 shows that even accounting for this variability leaves the high 2σ scatter galaxies still at the highest values, there must be another strong factor present to drive scatter in the MaNGA relations. If, as proposed above, the remaining high scatter among certain calibrations is truly reflecting the relative weakness of an underlying correlation with emission line ratios, this weaker correlation should also appear statistically in this data. We thus perform a Spearman Rank correlation test. We select all valid spaxels for each metallicity calibration, and all emission lines required for any of the other metallicity calibrations. We then, in all spaxels with high S/N emission line fluxes, calculate the emission line ratios N2, N2S2, O3N2, and R23. We then perform a Spearman Rank correlation test between each metallicity calibration and all of the 4 possible line ratios, including the one upon which the metallicity is based. For the R23 calibration, which is double-valued, we select only the upper branch (log([NII]/[OIII]) > −1.2) of the R23 line ratio. The majority of the spaxels are found in the upper branch, and including
Figure 11. For the MaNGA sample, we show the standard deviation of the median offset for each galaxy’s spaxels from the polynomial fit. This median represents the 4824 unique galaxies in MaNGA. For the set of calibrations with low overall scatter, we again find very small standard deviations in the median values, which indicates low galaxy-to-galaxy variability. On the other hand, larger standard deviations indicate that galaxies typically are much more variable in where they lie. R$_{23}$-based calibrations converting into D16 have particularly strong variability from galaxy to galaxy.

The correlations are in general reasonable; no metallicity has a correlation coefficient ($\rho$) alongside a p-value which indicates the null hypothesis of uncorrelated data. All metallicities and all emission line ratios are able to exclude the null hypothesis of uncorrelated data (p-val = 0.0 in all cases). The correlation coefficient $\rho$ ranges from +1 (perfect positive correlation) to -1 (perfect negative correlation), with 0 indicating no correlation. The results of this test are shown in Figure 13, where we show in colors the absolute value of the correlation coefficient $\rho$, and inside each square, we display $\rho$. All metallicity calibrations are extremely well correlated (by definition) to the emission line ratios which they make use of, color-coded in yellow.

The correlations are in general reasonable; no metallicity has a correlation with a line ratio used for another calibrator of less than 0.7. However, it is the case that many of the calibrations correlate worse with certain line ratios than with others. The oldest R$_{23}$-based calibrations, M91, Z94, and KK04, for instance, have the weakest correlations with the N2 and N2S2 line ratios out of the entire sample; this matches their location at the highest $2\sigma$ scatter for those conversions in MaNGA.

In fact, if we compare ascending $2\sigma$ scatter in the MaNGA sample with the increasing strength of the correlation between calibration and emission line ratios, we find a good match, illustrated in Figure 14. The highest scatter are exclusively found with $x$ metallicity calibrations less well correlated with the emission line ratios required of the $y$ metallicity. Lowest scatter conversions are found among those with stronger correlations between $x$ calibration and $y$ line ratio.

We conclude, as a result of these final tests, that while calibrations which use consistent emission lines have minimal scatter in the first place, and are not substantially impacted by any further biases, calibrations which use different emission lines are more sensitive to variations on a galaxy-to-galaxy basis, and are subject to increased scatter even after this is accounted for. However, the radial location
of a given spaxel does not appear to cause a significant shift; correcting for effective radius typically only decreases the scatter by 0.0006 dex. By contrast, corrections for galaxy-to-galaxy variations reduce the scatter by 0.015 dex, accounting for (typically) 17 per cent of the total 2σ scatter, though for extreme cases, the variation is 0.08 dex and 35 per cent of the total scatter. Even after this correction is undertaken, those conversions which rely on different emission lines remain with higher scatter, as the galaxy-to-galaxy variability broadly represents a consistent fraction of the overall scatter. This remaining higher scatter is likely due to the relative weaker correlation between certain metallicity calibrations and the emission line ratios used by other metrics.

These two issues, increased galaxy-to-galaxy variability, and poor underlying correlations with emission line ratios used for other calibrations, can naturally coexist. Each galaxy may be subject to different physical conditions, and the metallicity calibrations used here are sensitive to such differences in physical characteristics, depending on their theoretical underpinnings and/or emission line ratios. Since emission line strengths are not perfectly predictive of each other, we can imagine that converting between metallicity calibrations relying on different emission line ratios will indeed have broader or narrower distributions. Broadened scatter can thus be a reflection of both increased variability from galaxy to galaxy, and that specific emission line ratios are not perfectly predictive of other line ratios.

The emission lines of different galaxies may replicate the effect seen by T21 when transitioning from the DR4 to the DR7. As emission line strengths changed between the two SDSS data releases, this change introduced a systematic bias for galaxies whose metallicities relied on different emission lines. For galaxies where metallicity metrics were based upon the same line ratios, the two data releases were very consistent, as this enhancement in the emission line strength was present in both x & y calibrations, and so in the conversion, there was no systematic effect. In the current work, while we are instead looking at differences between individual galaxies, rather than a reprocessing of spectral data, this will reflect variability in the star forming regions in different galaxies generating slightly different emission line ratios.

While it is beyond the scope of the current work to provide a comprehensive study of why certain emission line ratios would correlate less well with each other, or have increased variability from galaxy to galaxy, we do note that these metal lines are produced in different physical environments. In principle, we should expect that the line ratios using metal lines produced in similar physical environments should correlate better between them. Kewley et al. (2019) presented predictions from MAPPINGS 5.1 to indicate which regions of a nebula surrounding a photoionizing source are responsible for different emission line fluxes (their Figs. 2 & 3). [OII] is produced throughout, though stronger closer to the ionizing source. [NII], along with [OIII], is also found throughout the nebula, but with a stronger preference for emission further from the ionizing source. [SII], by contrast, is strongly concentrated far from the ionizing source, in partially ionized gas. Compounding these issues are differences in theoretical models underpinning the conversions from line ratio to metallicity, or differences in data sets for which “direct” measurements are possible. We therefore present these correlations by way of informing the reader as to which conversions are more or less likely to encounter significant scatter, and allow the user to determine whether this scatter and galaxy variability will impede on their own science questions.

6 CONCLUSIONS

We have computed and make available a set of 5th order polynomial fits, allowing for the conversion between 11 different metallicity calibrations, based on the public MaNGA DR15 data release, for both SMC and MW dust corrections. Each fit is based on ~1.1 million spaxels, and represents the largest sample ever considered for conversions between metallicity calibrations. We analyse the resultant conversions between calibrations for trends and assess our sample for biases in covering fraction, DIG contamination, and conclude that the largest influence over which conversions in MaNGA are subject to increased scatter is simply that of relying on different sets of emission lines.

The results of this work can be summarized as:

- Polynomial fits are repeated for both SMC and MW dust correction curves. In general we do not find a large discrepancy between the two dust correction models; however, the SMC curve typically has a slightly larger number of valid spaxels due to a change in the distribution of spaxels in the BPT diagram, and the scatter around the polynomial is typically slightly larger for the MW curve. The figures in this work show the SMC dust correction curve data; the MW dust corrected metallicity figures are available online.
- Conversions between calibrations are insensitive to redshift binning over the range of redshifts present in the MaNGA data set (0 < z < 0.15). This is consistent with no substantive dependence on covering fraction.
- 2σ scatter in MaNGA around the polynomial fits ranges from 0.002 dex to 0.287 dex, with a typical value of 0.1 dex. Calibrations with fewer emission lines in common are broadly subject to increased scatter in MaNGA, and especially so for calibrations which only share one emission line. Metallicity calibration pairs with a larger fraction of lines in overlap typically display smaller scatter.
- The effective radius of a given spaxel does not show a strong trend with the offset of a spaxel from the polynomial fit, and is not a driving factor of the scatter around a given polynomial fit.
We test for the influence of DIG light, and determine that its influence in the current work should be minimal, as our combination of S/N, EW cuts, and BPT classifications have excluded the majority of DIG-dominated spaxels from our sample. The spaxels in this samples used in this work are > 99 per cent HII region-dominated.

- There are significant galaxy-to-galaxy systematic offsets from the polynomial fit; these offsets are strongest in situations where emission lines are less in overlap, and account for 5 - 35 per cent (typically 17 per cent) of the 2σ scatter present in the MaNGA sample. These galaxy-to-galaxy variations partially account for the very different levels of scatter in the MaNGA sample from calibration to calibration.

- The polynomial fits for the MaNGA data match comparison data sets at different resolutions (the SDSS DR7 & the IFS survey TYPHOON), and do so particularly well in cases where the scatter in the conversion between calibrations in MaNGA is very small, which is also where galaxy-to-galaxy variability is smallest. This occurs preferentially when the emission lines required for both calibrations are consistent. The median offset between polynomials fit to calibration.

We do not intend this work to indicate a “preferred” metallicity calibration, but to allow conversions between calibrations for more direct comparisons between works using different metallicity calibrations in the MaNGA data set and beyond, and to make the user aware of potential issues when converting between different metallicity calibrations.

Due to the large data volume presented here, the figures in this manuscript, additional figures, and full, machine-readable, versions of the table in the Appendix, along with a parallel set of the same for the MW dust correction curve, are available online as supplementary material.
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APPENDIX A: TABLES

In this Appendix, we provide a sample few rows of the tables which list conversions between all calibrations, the number of spaxels used in the fitting procedure, the range of validity, and the polynomial fits used in this work as an example of the data structure.
Table A1. Summary of the median offset from a 5th order polynomial best fit in both positive and negative directions, for the contour that encloses 95.5 per cent of the data. For each metallicity calibration pairing, the number of spaxels which are present is also recorded, for the SMC dust correction curve. The full table, along with the same for all other pairings, and for the MW dust correction curve, is available as supplementary material.

| Conversion $x \rightarrow y$ | $n$ spaxels | $2\sigma$ scatter | Range of validity ($12 + \log(O/H)$) | a   | b               | c   | d               | e       | f               |
|----------------------------|-------------|-------------------|--------------------------------------|-----|-----------------|-----|-----------------|---------|-----------------|
| **Z94** $\rightarrow$ PP04 O3N2 | 1047043     | [-0.1235, 0.1251] | [8.3647, 9.2955]                      | -8770.91616636 | +5802.01495817 | -1482.76057393 | +184.82094889 | -11.30013709 | +0.27215961 |
| **Z94** $\rightarrow$ M13 O3N2 | 1044153     | [-0.0826, 0.0827] | [8.3745, 9.3053]                      | -47272.33798346 | +27298.59022885 | -6287.55001335 | +722.2414351  | -41.3814117  | +0.94623929 |
| **Z94** $\rightarrow$ C17 O3N2 | 1047222     | [-0.092, 0.0873]  | [8.3745, 9.3053]                      | -32271.51422548 | +19287.44483188 | -4581.46297283 | +541.17950728 | -31.80856677 | +0.74459933 |
| **M91** $\rightarrow$ Z94     | 1037616     | [-0.0264, 0.0206] | [8.4035, 9.0696]                      | -82822.51326969 | +51125.46960079 | -12549.66580389 | +1532.47593546 | -93.14893094 | +2.25576348 |
| **M91** $\rightarrow$ KK04    | 1055420     | [-0.0199, 0.0098] | [8.4035, 9.0712]                      | +49862.66651585 | -26473.36992983 | +5590.08956813 | -586.27362519 | +30.50799985 | -0.62930761 |

... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ...

**lower branch:**

| **Z94** $\rightarrow$ PP04 O3N2 | 1047043     | [-0.1235, 0.1251] | [8.3647, 9.2955]                      | -25.16773802 | +7.44906684 | -0.40975953 | +0.94623929 |
| **Z94** $\rightarrow$ M13 O3N2 | 1044153     | [-0.0826, 0.0827] | [8.3745, 9.3053]                      | -25.16773802 | +7.44906684 | -0.40975953 | +0.94623929 |
| **Z94** $\rightarrow$ C17 O3N2 | 1047222     | [-0.092, 0.0873]  | [8.3745, 9.3053]                      | -25.16773802 | +7.44906684 | -0.40975953 | +0.94623929 |
| **M91** $\rightarrow$ Z94     | 1037616     | [-0.0264, 0.0206] | [8.4035, 9.0696]                      | -25.16773802 | +7.44906684 | -0.40975953 | +0.94623929 |
| **M91** $\rightarrow$ KK04    | 1055420     | [-0.0199, 0.0098] | [8.4035, 9.0712]                      | -25.16773802 | +7.44906684 | -0.40975953 | +0.94623929 |
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