Fuzzy Multicriteria Modelling of Decision Making in the Renewal of Healthcare Technologies
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Abstract: In the current literature, there are a clear lack of systems to assist in making decisions about the renewal of technology for healthcare equipment, which means that the limited capacity to invest in new equipment cannot usually be appropriately applied as determined by the care requirements of a community. This may have important repercussions for patients, such as the inability to offer treatment or diagnosis, having to delay treatment or diagnosis, increase the risk of patients and care staff of using obsolete equipment, and preventing early, accurate, and reliable diagnosis, all of which have effects on the quality of care to a community. This study therefore describes the first multicriteria model in a fuzzy environment to assist in decision making related to the renewal of healthcare equipment. The fuzzy analytic hierarchy process (FAHP), which allows for ambiguities, uncertainties, and doubts inherent in real-world decision processes to be taken into account, was used to do this. The model produces a plan with actions to be taken depending on the obtained results. The model includes a novel methodology that consists of modifying the top–down technique to allow for the levels of priority for renewing healthcare equipment to be determined from judgements given by three experts. The model was validated by applying it to a set of medical devices, and we show the results for a surgical C-arm, an X-ray CT room, a neonatal ventilator, a defibrillator, and a video-colonoscope. A program was also created using the NI Labview software to process the model so that it could be applied with a user interface that acts quickly, simply, and intuitively.
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1. Introduction

Healthcare technology in Spain is the oldest it has been for decades [1]. A number of societies and associations (The Spanish Society of Electromedicine and Clinical Engineering (SEEIC), the Spanish Society of Radiotherapeutic Oncology (SEOR), the Technology and Health Foundation, the Spanish Association against Cancer (AECC), the Official Medical Organization (OMC), and the Spanish Federation of Healthcare Technology Companies (FENIN)) and the scientific community have warned about the serious consequences of this problem. Three out of every ten patients do not receive radiotherapy treatment because of a lack of equipment, drastically reducing their life chances [2]. The efficient renewal of equipment would serve to improve early diagnosis and avoid or minimize risks to healthcare staff and patients (a modern computed tomography (CT) scanner produces 75–80% less radiation than an old machine, and it includes dose modulation, reiterative reconstruction, and artificial intelligence algorithm technologies, which considerably reduce the required X-ray dose [3]); it also allows healthcare staff to continuously monitor the safety and comfort of patients, reduce the number of diagnostic tests, increase the reliability of results [4], reduce the time needed for the post-processing of data and images used by healthcare staff who can give greater attention to patients, and it favors the
traceability and exploitation of data and access to the most up-to-date treatments and monitoring [1]. In addition to the previous advantages, the renewal of equipment can reduce hazardous waste, which seriously affects the environment, and it provides significant energy savings, which can be up to 40% in some models of CT scanners, which would decrease costs and improve environmental management [5]. It should also not be forgotten that reducing investment in the maintenance of healthcare technology, which has also been seen to exist in recent years, increases the risks of use and speeds up the decline of the available technology [6].

Though the problem is most obvious in the electromedical sector, which includes devices such as echograph respirators, magnetic resonance imaging (MRI), CT, and defibrillators, it is present in all medical equipment. The situation is especially concerning in equipment that is used for heat therapy, life support, X-rays, and monitoring equipment, 72.73–55.00% of which, at the end of 2018, were found to be installed at least ten years ago [1], putting Spain in second-last place within the European Union in terms of the obsolescence of CT and MRI [7].

This problem is, however, not limited to Spain. The European Coordination Committee of the Radiological, Electromedical, and Healthcare IT Industry (COCIR) has indicated that extant European healthcare technologies would be unable to handle the aging of the population, the increase in chronic illnesses, and expectations of patient safety and comfort [8]. Using statistical data from different European countries in 2003, 2009, and 2013, COCIR set out golden rules to support decision making in technology renewal that consider a balance between technological innovation and obtaining the greatest benefit from investment. The golden rules are as follows:

1. At least 60% of the installed medical devices should be no older than five years.
2. No more than 30% of devices should be from 6 to 10 years old.
3. No more than 10% of devices should be older than 10 years.

The analysis by COCIR of European countries showed that the fulfilment of these golden rules in the last ten years has not significantly improved these issues; rather, in CT and MRI, it has worsened them even more. The number of countries that do not satisfy the golden rules for CT has increased threefold, and it has doubled for MRI. However, although small improvements have been seen in equipment density in Eastern and Western Europe, the situation in Eastern Europe is still much worse than in Western Europe [3].

Due to the exponential introduction of novel technology and the increasingly early obsolescence of hardware and software, medical equipment replacement cycles are becoming shorter, going from 10 years or more about 20 years ago to three years currently [9]. The criterion of obsolescence in time has been joined by instrumental obsolescence [10]. The healthcare industry provides updates to installed equipment that allows its useful life to be extended; however, as technology ages, incompatibilities may appear (a lack of interconnectivity or an inability to adapt to new standards, the redesign of components to adapt to changes in software and hardware, etc.) that make the continuous updating of equipment difficult.

The oldest equipment has a higher risk of failure or breakdown due to wear. This may endanger the health and safety of patients and healthcare workers, as well as causing delays to care services because of the unavailability of the device.

Hospital technical services (maintenance services) therefore have a crucial role in reaching and extending the working life of medical devices and carrying out necessary upgrading to add new functions. However, despite their important role in healthcare organizations, these services are not usually consulted about decisions on renewing technology.

The maintenance service is also responsible for managing spares (which have a peripheral obsolescence since they may stop being produced or supplied by the supplier) and internal obsolescence (which is linked to the replacement by the manufacturer of first generation devices with others of the second or third generation, thus leading to spares not being available for devices over ten years old [11]).
There has also been failure to comply with the recommendations of the Spanish Medicines and Health Products Agency (AEMPS) on device maintenance, as set out in Circular 3/2012 [12]. Thus, the specifications for preventive maintenance are not met for 20–60% of devices [1], and with corrective maintenance, manufacturer recommendations are not followed, there are deficiencies in calibration, and there is not systematic compliance with safety criteria for patients and users according to the specifications set by the AEMPS.

On the other hand, healthcare technologies are one of the most important items in health system expenditure [13,14], and so at times of limited economic resources, decisions on renewing technology becomes more complex. This requires the development of more rational models and practices of technological renewal in hospitals [15]. FENIN [11] has mentioned the need for a management model that guarantees an investment plan in healthcare technologies that is in accordance with the criteria of repayment and cost–benefit analysis. Cost–benefit analysis is a tool traditionally used for the economic assessment of healthcare technology decisions [16]. However, this method tends to emphasize the quantifiable effects, even when intangible or qualitative effects can be equally or more important, as can happen in the healthcare environment.

The results of cost–benefit, cost–efficiency, and cost–utility analyses do not allow for direct decisions about whether or not to introduce technologies in a given environment [17]. The results are also not habitually included in the process of decision making in a clinical setting, nor in health policies. In order for this process of putting results of economic assessments of healthcare alternatives into practice to be possible, all the actors involved should be assigned responsibilities. The authors of [18,19] stated that the research community should provide managers and users with a better understanding of the circumstances in which technology adds value, the planner should establish incentives for the better use of the technology, and all parts should contribute to maintaining transparency in the production and translation of knowledge. Therefore, the optimum strategy for decision making in technological renewal in healthcare centers should consider the opinions of different stakeholders.

Decisions regarding healthcare technologies are complex, since they include a lot of risk and uncertainty, changing technology, obsolescence of products, clinical efficiency, inertia to change in organizations, operating costs, refund policy, etc. [20]. Additionally, the distribution of public resources for health has ethical, moral, and political implications [21]. It thus requires explicit and efficient processes to ensure the transparency and consistency of results [22], which is more defensible than the current situation [23,24]. These processes should do the following:

1. Include tools that allow for the simultaneous consideration of multiple factors such as clinical benefits, the level of technological innovation, the quality of clinical evidence, the quality and accuracy of information, cost–efficiency analysis [25], price and impact on budget, value judgements, and facts or evidence that give reasons to back up a judgement [26]. Without these explicit processes to structure complex decisions, the decision group will make intuitive judgements or use subjective methodologies, losing important information for the decision [27].

2. Ensure that they can be reviewed by public opinion, making it easier for the decisions to be approved. Transparency in the renewal of medical equipment, including the availability of data, would increase societal confidence in the investment decisions taken [28].

Therefore, the technological renewal of medical devices is a strategic decision requiring many factors to be considered, e.g., care, social, economic, technical, environmental, and political factors; as well as cost, it is necessary to consider the safety of patients and staff, the impact on care activity and the environment, and the maintainability of the device, etc. Thus, for example, the World Health Organization, in its 2015 report [29] described aspects of the assessment of healthcare technology that should be taken into account, including safety, clinical effectiveness, economic considerations, viability, and acceptability to healthcare providers and patients. However, these factors do not all have the same impact on the quality of care. There may also be different stakeholders and scenarios involved [30].

These characteristics make it very appropriate to apply multicriteria decision techniques to these decisions, as it allows for acceptable compromise solutions for when the criteria conflict. They can also
handle large amounts of data, relations, and goals, which are typical features of real-life problems [31]. These techniques lead to significant improvements in the decision process and can guarantee acceptance by public opinion, the stakeholders involved, or the managers of an organization of the proposed solution [32]. These techniques also provide the necessary flexibility and robustness to deal with decision problems when multiple variable or units of measure are used [33]. One or more decision centers or decision groups can be used to give judgements that allow for a valuation of the importance that each criterion involved in the renewal of healthcare technology has for the organization. They are also able to simultaneously analyze multiple quantitative and qualitative criteria and guarantee that there is no redundancy in the assessment of items. They include the possibility of including uncertainty, scenarios, and tools to evaluate inconsistencies in the judgements given by decision makers. They are susceptible to integration with other multicriteria techniques, as well as with linear programming, the Taguchi loss function, neural networks, genetic algorithms, principal component analysis, Monte Carlo simulation, etc., and they allow for multiple constraints, decision rules (characteristics of expert systems), etc. These techniques generally produce a complete classification of alternatives.

All these advantages have contributed to a considerable increase in the literature applying Multi-Criteria Decision Analysis (MCDA) techniques in the last two decades [34], and they are promising approaches for decision making in healthcare organizations [27]. There are, however, no precedents in the literature for applying fuzzy multicriteria techniques to the technological renewal of medical devices, and so the uncertainties, ambiguities, and inaccuracies inherent in the decision process have not so far been considered. These deficiencies in systems to help make decisions for technological renewal in healthcare equipment mean that the limited capacity to invest in new equipment is not, in general, applied properly or satisfactorily in accordance with the care requirements of healthcare organizations. This can lead to important repercussions for patients, care staff, and the environment. This study therefore describes a fuzzy multicriteria model to assist in decisions about the renewal of healthcare equipment.

The fuzzy analytic hierarchy process (FAHP) was used for this purpose. Given that there are few tools in the field of multicriteria decision making that work with fuzzy calculus, a new software was created in NI Labview that could process the methodology to be applied through a user interface that allows data to be gathered quickly, easily, and intuitively. It also offers an action plan with the measures to be taken depending on the obtained results. To this end, an innovative methodology was produced that consisted of a modification of the traditional top–down technique that allows for the boundaries between the levels of priority of healthcare device renewal to be identified. Once the data are obtained, there is a sensitivity analysis—also based on a program created in NI Labview—with the aim of proving the robustness of the model. The program also includes a model designed for this study using the AHP in order to contrast the solutions provided by both methodologies.

The main contributions of this research are:

1. To develop a fuzzy multicriteria model using the FAHP to facilitate decision making in the renewal of healthcare equipment to give objective, transparent, consistent, and checkable results.
2. To incorporate into the model the preferences, judgements, and knowledge of the three decision centers with knowledge and experience in the renewal of healthcare technologies.
3. To provide actions to be taken by healthcare organizations based on the establishment of boundaries between levels that depend on the judgements given by the decision centers.
4. To provide software that allows the model to be applied to all healthcare equipment easily, quickly, and intuitively.

This paper is structured as follows. Section 2 contains a review of the literature on the technological renewal of healthcare equipment. Section 3 describes the fuzzy multicriteria model for decision making in the renewal of healthcare technology, first showing the criteria, descriptors, weightings of criteria, and calculation of the boundaries between levels of renewal. Next are the case studies the model is applied to, as well as the sensitivity analysis. Section 6 sets out the conclusions and the references.
Finally, the supplementary data documents show the description and programming of the software program created with NI Labview.

2. Literature Review

The literature that has applied multicriteria techniques to the healthcare sector has focused on diagnosis and treatment [35], and the AHP is the most commonly used method [36–38], followed by the fuzzy AHP [39].

The literature review carried out by Liberatore and Nydick [37] analyzed 50 contributions with applications aimed at assessing healthcare and medical decision-making problems using the AHP; however, none included an application aimed at assessing medical equipment, although there have been some contributions that have looked at the choice between various technologies or models for one medical device, such as that by Hummel et al. [40], who evaluated a new pulsatile blood pump, together with two existing pump technologies. Sloane et al. [41] used 46 criteria to assess neonatal ventilators using the AHP. Cho and Kim [42] applied the AHP to the choice of medical devices in Korea, using marketability, applicability of the technology, and the public benefit as criteria. Tak [43] uses the AHP to evaluate the quality of X-ray images obtained by conventional and computerized devices in Hong Kong. Joshi et al. [44] used the AHP to choose the most suitable imaging and communication technology for radiology. Husereau et al. [45] described an application procedure for MCDA to the prioritizing of healthcare technologies where the most important criteria are: the seriousness of the illness, clinical impact, alternatives, budgetary impact, economic impact, and available evidence. Though used in 29 projects for choosing technologies, the consistency indices have been seen to be 0.2, which would mean including a degree of randomness higher than that traditionally permitted in decision making. This is a serious problem which has been recognized in the literature through MCDA applied to the healthcare environment; for example, 22 of the 69 studies analyzed by Schmidt et al. [46] did not calculate the consistency of the judgements given, and in five of them, a consistency ratio greater than 0.1 was allowed; many of the other analyzed articles did not include a threshold for the consistency ratio, and only a very small proportion of studies had a procedure to resolve the excessive inconsistency of the judgements. There were also no sensitivity analyses [47] or robustness studies.

Diaby et al. [48] reviewed 521 papers, of which 27% analyzed clinical applications, 27% reported on methods, and 46% studied healthcare resource allocation. In a more recent literature review, which included all multicriteria techniques, Mardani et al. [39] analyzed 130 research studies related to decision-making processes in healthcare and medical issues, but again, no contribution was aimed at analyzing medical technology, although there were assessments of new medical technologies [14,49–53].

Furthermore, in the literature review on MCDA in the healthcare environment, no validations of the models developed with other multicriteria techniques were found, which is now a trend in the literature on MCDA, which gives an additional trustworthiness to sensitivity and robustness analyses.

Among the few contributions that have used MCDA techniques in the renewal of medical equipment were those of Faisal and Sharawi [54], who used the criteria support availability, performance, maintenance cost, age, equipment function, operation impact, and clinical acceptability in a model built with the AHP to obtain as a result a replacement priority index of devices. Sheriff [55] used a multi-attribute value analysis to build a model that automatically provided a budget planning tool for medical equipment replacement. Stolze [9] defined a series of issues that should be borne in mind in medical equipment replacement such as the compatibility of previous hardware and software, equipment supplies, equipment connectivity, equipment and user training, equipment service, and life cycle cost of ownership, while Jasuta and Parrott [56] suggested that as well as the age of the equipment, aspects such as the frequency of work orders and the availability and supportability of parts, utilization, operational, and maintenance cost should be considered. From the environmental perspective not focused on healthcare equipment, Sloan [57] considered the following aspects to be relevant: environmental costs and compliance mechanisms (which provide incentives or penalties according to whether or not given levels of environmental performance are achieved); additionally,
they though that the scope of the decision should also be considered beyond the initial period. Other contributions to the choice of maintenance policies for medical equipment can also be used to choose the criteria relevant to renewal of medical equipment; in this case, the intention was generally to associate a criticality index to each device: for example, Fennigkoh and Smith [58] considered the task performed by the equipment, the physical risks associated with the clinical application, and the need for maintenance, while Masmoudi et al. [59] included the criteria degree of complexity of the maintenance, function, risk, degree of the mission importance, and age. Taghipour et al. [60] considered that function, mission criticality, age, risk, recalls, hazard alerts, and maintenance requirements are the appropriate criteria to be included in a model built with the AHP for the prioritization of criticality of medical devices; the obtained normalized scores can be used together with other pre-set thresholds to establish the most suitable maintenance policy, e.g., for devices in the high criticality class (and therefore with scores between 40% and 100% of the total score), proactive, predictive, or time-based maintenance is recommended. The research of Houria et al. [61] followed a similar line, using the fuzzy Technique for Order Preference by Similarity to Ideal Situation (TOPSIS) in a model built with the criteria of the degree of complexity of the maintenance, function, risk, the degree of importance of the mission, age, recalls, user errors, and the class of equipment, so time-based maintenance was the strategy assigned to high critical medical devices, followed by condition-based maintenance and corrective maintenance strategies for devices in descending order of criticality. A similar study was described by Houria et al. [62], who used the AHP, the TOPSIS, and mixed integer problems but tried to limit the total maintenance costs within a budget. Jamshidi et al. [63] first developed a fuzzy failure modes and effects analysis (FFMEA) methodology in which they established a risk priority number from the product of the criteria detectability, occurrence, and failure consequences, which, in turn, included the subcriteria of the probability of non-detection, the method of failure detection, the mean time between failures, repeatability, visibility, patient safety, the potential risk for the device operator and maintenance personnel, the mean time to repair, and economic loss. At a second stage, they included additional criteria in the analysis that contributed to risk in the prioritization of medical equipment for maintenance such as age, usage-related hazards, utilization, the number of available identical devices, recalls, hazard alerts, function, and maintenance requirements; the AHP was used to calculate the weightings of these additional criteria. Finally, a maintenance planning diagram was used to assign priority levels to each device and thereby maintenance strategies according to these priorities. Tawfik et al. [64] assessed risk in medical devices by also considering the operational conditions of equipment via a fuzzy model to assign appropriate maintenance strategies with limited resources. Mahfoud et al. [65] developed a method that combined the AHP and Preference Ranking Organization METHod for Enrichment of Evaluations (PROMETHE) and that used the criteria of function, recalls, hazard alerts, use, redundancy, age, technological obsolescence, maintenance requirements, and risk; then, they assigned a maintenance strategy according to the position a medical device occupied in a diagram.

In the United States, the valuation criteria used in the renewal of technology come, for example, from the American Hospital Association, which has published a guide, updated periodically, to the good use of hospital stock resources. In 2012, the Veterans Association published an exhaustive guide to the average lifetime of electromedical devices. This guide says that the life cycle should not be a criterion used to replace a device, as it instead should be used with other factors, such as a failure index, maintenance problems, and safety deficits. In Canada, there is a guide that analyzes the criteria of radiology equipment renewal [66], among which the level of use over the life cycle, for three levels of use should be noted as high (24 h), medium (16 h), and low (8 h). Additionally, the need to separate the hardware and the software in the analysis is clear, and it gives recommendations for equipment planning. In 2015, the United Kingdom published a guide to the management of medical technology. It analyzes the concept of global life cycle from planning to installation to deinstallation. It underlines the need to have a single documented record with all the information about the device, whether it be technical, safety, or economic.
Therefore, the concept of life cycle should be taken into account in these decisions, but it should be considered that its definition is modified in public safety systems because benefits are defined a priori, and, therefore, there are no economic incentives that justify the application of the return on investment (ROI) parameter.

The Mini-Health Technology Assessment (Mini-HTA) is a checklist-based decision support tool that includes a number of issues related to the prerequisites and consequences of using a new healthcare technology, where the issues are grouped into four large areas: technology, patient, organization, and economy [67]. The success of the Mini-HTA is its ability to more effectively integrate end-user evaluations within hospital action policies [68]. Furthermore, being a tool developed at a local or regional level, it is better adapted to the established objectives.

In Spain, the checklists have been gathered into different guides for the acquisition of medical technologies, such as the Guide for Acquisition of New Technologies (GANT) in Andalusia [69], or the guide for the preparation of health technology assessment reports from the Ministry of Health and Consumption, both of which have been followed by guides in different autonomous communities. Among them, we can highlight the guide for technological renewal and updating in radiology published by the Spanish Society of Medical Radiology in 2017. It contains a series of suggestions and recommendations to apply in the process of technological acquisition and renewal based on the criteria and indicators of the most developed countries in this area. However, these guides lack the contribution of objective mathematical models.

Fuzzy logic is a multi-valued logic that allows one to mathematically represent uncertainty, inaccuracies, and vagueness, as well to provide formal tools for their treatment. Therefore, applying multicriteria methods, together with fuzzy logic, would take the uncertainty, inaccuracies, and ambiguity inherent in decision-making processes into account. Current trends in MCDA literature advocate the greater use of fuzzy multicriteria techniques due to the advantages they bring to the solution; however, in the field of new technologies, only in a study by Ivlev et al. [70] were the AHP and the Delphi method integrated in a fuzzy field to identify the preferences of experts in the selection of MRI equipment in a regional hospital in the Czech Republic, and Zhou et al. [52] used the FAHP and the fuzzy Multicriteria Optimization and Compromise Solution (VIKOR) to select a mobile robot in hospital pharmacy. The other fuzzy MCDA contributions have mainly been oriented to waste treatment [71–74] or to evaluate the service quality or performance of healthcare organizations [75–83], but in no case have they been oriented to analyzing the renewal of healthcare technologies.

### 3. Fuzzy Multi-Criteria Model for the Renewal of Health Technologies

The model for the renovation of healthcare equipment described in this article tries to objectively analyze the different factors that must be taken into account in decision-making to renew healthcare technologies; for this, a fuzzy multicriteria decision technique was used, since technological healthcare renewal is normally supported by unreliable information on costs, ambiguous analyses, inaccurate data on years of operation, inaccurate conditions of equipment, inaccurate levels of use, and incorrect forecasts of expected services or uncontrasted benefits to be obtained by new technologies [54].

The model analyzes families of products that are susceptible to obsolescence, for which the philosophy of the golden rules was incorporated and adapted to the Spanish legislative framework.

For the construction of the model, a literature review on previous studies was carried out, including research on technological renewal, maintenance, management, and risks of healthcare equipment [54,60–64]. Therefore, the proposed model includes economic, technical, and healthcare criteria, just as some authors have advised [84].

In the real word, decision makers prefer to use expressions rather than deterministic values because it is difficult to provide exact data when evaluating alternatives with respect to a criterion or comparing criteria [85]. According to Zadeh, “Almost all the logic of human reasoning is not the classic logic of two values, or even of several values, but a logic of fuzzy truths, of fuzzy conjunctions, of fuzzy deduction rules” [86].
A triangular fuzzy number (TFN) is made up of a triplet $\widetilde{M} = (l, m, u)$ with $l \leq m \leq u$, where $l$ and $u$ are the lower and upper value, respectively, and $m$ is the modal value. A TFN is characterized by a continuous membership function $\mu(x|\widetilde{M}) : R \rightarrow [0, 1]$, as noted by [87].

$$\mu(x|\widetilde{M}) = \begin{cases} \frac{x - l}{m - l}, & x \in [l, m] \\ \frac{u - x}{u - m}, & x \in [m, u] \\ 0, & \text{otherwise} \end{cases}$$  (1)

Some algebraic calculations of two TFNs $\widetilde{M}_1 = (l_1, m_1, u_1)$ and $\widetilde{M}_2 = (l_2, m_2, u_2)$ are [88]:

- **Addition** $\widetilde{M}_1 \oplus \widetilde{M}_2 = (l_1 + l_2, m_1 + m_2, u_1 + u_2)$
- **Multiplication** $\widetilde{M}_1 \odot \widetilde{M}_2 \approx (l_1 l_2, m_1 m_2, u_1 u_2)$
- **Division** $\widetilde{M}_1 \div \widetilde{M}_2 = (l_1 / u_2, m_1 / m_2, u_1 / l_2)$ with $u_2$, $m_2$ and $l_2 \neq 0$
- **Reciprocal** $\widetilde{M}_1^{-1} \approx (1/u_1, 1/m_1, 1/l_1)$ for $l$, $m$, $u > 0$
- **Scalar multiplication** $k \odot \widetilde{M}_1 = (kl_1, km_1, ku_1), k > 0$, $k \in R$; $k \odot \widetilde{M}_1 = (ku_1, km_1, kl_1), k < 0$, $k \in R$.

The FAHP is a widely applied method in the literature on complex real-world problems (see, for example, [88–93]). However, it should be remembered that, as described by Saaty and Tran [94], fuzzification does not necessarily improve the numerical value of a result in those cases where the true value is known, represents the judgements of the decision makers involved, and shows whether they are well or badly informed. The crisp numbers used in pairwise comparison judgements are already fuzzy, since the values used after fuzzification are already uncertain. To do this, this study applied the FAHP, where convenient, the results obtained with the AHP can be contrasted with those of the FAHP in the search for the greater validity of the outcome.

Some FAHP methodologies have been proposed in the literature to calculate the relative weights of the criteria, the Chang extent analysis methodology being the most applied; however, this methodology is the one that provides least accurate results [95]. In this research, the geometric mean method suggested by Buckley [96] was used because it was easier to apply and understand than other methodologies [97], it guaranteed the existence of a single solution, and it has not received much criticism [93] compared other methodologies.

The steps to follow to apply Buckley’s geometric mean methodology are:

1. **Step 1.** Define the problem: The problem, conditions, and boundary situation must be clearly defined, and all possible solutions or alternatives to be evaluated must be identified; different scenarios or stakeholders should also be identified.
2. **Step 2.** Select the decision maker: A decision maker or a group of experts in the analyzed problem must provide the judgements that complete the pairwise matrices, and they should also validate the results obtained by the model.
3. **Step 3.** Hierarchy architecture construction: The problem is divided into different levels that constitute a hierarchy tree. The objective is located at the top level of the hierarchy, and the criteria and subcriteria are located at the following levels to place the alternatives at the bottom level of the hierarchy.
4. **Step 4.** Select the fuzzy scale: The scale proposed by Saaty [98] is composed of integers between 1 and 9 or their inverses, and it allows a judgement to be associated with one of the previous numbers; however, this scale does not take the doubt, vagueness, hesitancy, or ambiguous situations [99] that characterize decisional problems in real world into account. Furthermore, decision makers sometimes feel more confident when providing interval judgements rather than crisp judgements [100]. Though different fuzzy scales from the literature can be used, in this research, the scale proposed by Kabir [101] was used; it is very similar to that proposed by Saaty, but it is in the fuzzy environment (see Table 1).
Step 5. Establish the fuzzy pairwise matrices among the hierarchy: The experts must provide fuzzy judgements when comparing criteria, subcriteria, or alternatives—as well as between the levels of scale of each criteria and subcriteria, for which they can use the fuzzy scale defined previously in Table 1 or another fuzzy scale. The verbal scale can be translated into fuzzy numbers according to the equivalences in Table 1 to construct the fuzzy pairwise comparison matrix \( \tilde{A} \), at the same level of hierarchy.

\[
\tilde{A} = (\tilde{M}_{ij}) = \begin{pmatrix}
\tilde{M}_{11} & \tilde{M}_{12} & \cdots & \tilde{M}_{1n} \\
\tilde{M}_{21} & 1 & \cdots & \tilde{M}_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{M}_{n1} & \tilde{M}_{n2} & \cdots & 1
\end{pmatrix}
\]

(2)

where \( \tilde{M}_{ij} = (1, 1, 1) \) and \( \tilde{M}_{ii} = 1/M_{ji} \), \( i, j = 1, 2, \ldots, n \).

Given a fuzzy number \( \tilde{M}_{ij} = (l_{ijk}, m_{ijk}, u_{ijk}) \) from the previous fuzzy pairwise comparison matrix obtained by comparing criterion \( i (i = 1, 2, \ldots, n) \) to alternatives \( j (j = 1, 2, \ldots, m) \) in order to aggregate the judgements given by a group of decision makers, each denoted by \( k (k = 1, 2, \ldots, K) \), the geometric mean of \( l_{ijk}, m_{ijk}, \) and \( u_{ijk} \) is used, given the aggregated judgements of Equation (3):

\[
l_{ij} = \left( \prod_{k=1}^{K} l_{ijk} \right)^{1/K}, \quad m_{ij} = \left( \prod_{k=1}^{K} m_{ijk} \right)^{1/K}, \quad u_{ij} = \left( \prod_{k=1}^{K} u_{ijk} \right)^{1/K}
\]

(3)

Step 6. Compute fuzzy weights: The geometric mean method developed by Buckley [96] is applied to obtain the fuzzy weights of criteria and subcriteria through the following equations:

\[
\tilde{r}_i = \left( \tilde{M}_{i1} \otimes \tilde{M}_{i2} \otimes \cdots \otimes \tilde{M}_{in} \right)^{1/2}
\]

(4)

\[
\tilde{w}_i = \tilde{r}_i \otimes (\tilde{r}_1 \otimes \tilde{r}_2 \otimes \cdots \otimes \tilde{r}_n)^{-1} \quad \forall i = 1, 2, \ldots, n
\]

(5)

where \( \tilde{M}_{ij} \) is the fuzzy comparison value of criterion \( i \) to criterion \( j \), \( \tilde{r}_i \) is the geometric mean of fuzzy comparison value of criterion \( i \) with respect to each criterion, and \( \tilde{w}_i \) is the fuzzy weight of the criterion \( i \).

Step 7. Defuzzification process: \( \tilde{w}_i \) needs to be defuzzified, for which there are different methods available. In this research, the center of area (COA) or centroid method was applied. The selection of this method was due to the fact that it is simple and practical, and there is no need to bring in the preferences of any evaluators [102]. For this, it must be applied to the fuzzy weight of the criterion and Equation (6) [103]:

\[
w_i = (l_i + m_i + u_i) / 3, \quad i = 1, 2, \ldots, n
\]

(6)

Step 8. Normalize the weights: The crisp weight \( w_i \) must be normalized, for which Equation (7) is applied:

\[
z_i = \frac{w_i}{\sum_{i=1}^{n} w_i}, \quad i = 1, 2, \ldots, n
\]

(7)

Step 9. Quantify the consistency of the judgements: If \( \tilde{R} = [\tilde{r}_{ij}] \) is a fuzzy judgement matrix composed of the triangular fuzzy numbers \( \tilde{r}_{ij} = (a_{ij}, b_{ij}, c_{ij}) \), a crisp matrix \( R = (b_{ij}) \) can be constituted. According to Csutora and Buckley [104], if \( R \) is consistent, then \( \tilde{R} \) is consistent.
To quantify the inconsistency of the judgements made in each pairwise matrix, Saaty [98] proposed computing the consistency ratio (CR) according to Equation (8):

$$CR = \frac{CI}{RCI}$$  \hspace{1cm} (8)

where $CI$ is a consistency index computed from Equation (9), $\lambda_{\text{max}}$ is the largest eigenvalue, and $n$ is the dimension of the matrix. The random consistency index (RCI) is generated by simulation, and its value is independent of the size of the matrix, as can be seen in Table 2 [90].

$$CI = \frac{(\lambda_{\text{max}} - n)}{(n - 1)}$$  \hspace{1cm} (9)

| Table 1. Verbal scale and associated fuzzy numbers. |
|---------------------------------------------------|
| **Verbal scale** | **Fuzzy Numbers** | **Reciprocal Fuzzy Numbers** |
|------------------|-------------------|-----------------------------|
| Equally preferable | $1 = (1, 1, 3)$  | $(1/3, 1, 1)$ |
| Between equally and moderately preferable | $\tilde{2} = (1, 2, 4)$ | $(1/4, 1/2, 1)$ |
| Moderately preferable | $\tilde{3} = (1, 3, 5)$ | $(1/5, 1/3, 1)$ |
| Between moderately and strongly preferable | $\tilde{4} = (2, 4, 6)$ | $(1/6, 1/4, 1/2)$ |
| Strongly preferable | $\tilde{5} = (3, 5, 7)$ | $(1/7, 1/5, 1/3)$ |
| Between strongly and very strongly preferable | $\tilde{6} = (4, 6, 8)$ | $(1/8, 1/6, 1/4)$ |
| Very strongly preferable | $\tilde{7} = (5, 7, 9)$ | $(1/9, 1/7, 1/5)$ |
| Between very strongly and extremely preferable | $\tilde{8} = (6, 8, 9)$ | $(1/9, 1/8, 1/6)$ |
| Extremely preferable | $\tilde{9} = (7, 9, 9)$ | $(1/9, 1/9, 1/7)$ |

| Table 2. Random consistency index (RCI). |
|-----------------------------------------|
| **Matrix Dimension** | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  |
| RCI                        | 0.00| 0.58| 0.9 | 1.12| 1.24| 1.32| 1.41| 1.45| 1.49|     |

The judgements are considered if the CR is less than 0.05 for a $3 \times 3$ matrix, 0.08 for a $4 \times 4$ matrix, or 0.1 for matrices with dimension superior to 4 [105]. If the CR exceeds the previous values, the judgements of the pairwise comparison matrix are not valid and the process must be repeated [106]. However, it should also be remembered that improving the consistency of the judgement matrix does not necessarily improve the validity of the outcome, as manipulating the judgements to improve consistency can move the correct solution away from that given by the method [94].

Figure 1 shows the flowchart with the steps followed in the study.

3.1. Structuring

The first level of the hierarchy structure is made up of four scenarios, each associated with the defined categories of medical devices [107] that encompass different medical equipment. This approach allows each type of medical equipment to be treated separately in order to later form part of a joint solution. In addition to favoring the simplicity of the model, the distinction between equipment based on different technologies is considered necessary for the correct subjective evaluation by a decision maker. Therefore, the hierarchical model applied to four different product categories, whose objective is to obtain the renewal priorities of the equipment in each category, is presented. The four equipment categories are as follows:

- Category 2: Products for anesthesia and respiration, e.g., respirators, resuscitators, medicinal gas administration systems, and monitors for respiratory physiological parameters.
- Category 4: Electromedical/mechanical products, e.g., ultrasound physiotherapy equipment, infusion pumps, defibrillators, and incubators for newborns.
Category 12: Products that use radiation for diagnosis and therapy, e.g., gamma cameras, positron emission tomography (PET), equipment that uses radiation for diagnostic purposes (CAT and MRI), and equipment that uses radiation for therapeutic purposes.

Category 8: Ophthalmic and optical products, e.g., refractometers, keratometers, and lasers for ophthalmology.

\[ z_j = \frac{w_j}{\sum w_j} \oplus_j, i = 1, 2, \ldots, n \] (7)

Step 9. Quantify the consistency of the judgements: If \( R = [\rho_{ij}] \) is a fuzzy judgement matrix composed of the triangular fuzzy numbers \( \rho_{ij} = [\alpha_{ij}, \beta_{ij}, \gamma_{ij}] \), a crisp matrix \( R = [\beta_{ij}] \) can be constituted. According to Csutora and Buckley [104], if \( R \) is consistent, then \( R = [\rho_{ij}] \) is consistent. To quantify the inconsistency of the judgements made in each pairwise matrix, Saaty [98] proposed computing the consistency ratio \( (CR) \) according to Equation (8):

\[ CR = \frac{CI}{RI} \] (8)

where \( CI \) is a consistency index computed from Equation (9), \( \lambda_{\text{max}} \) is the largest eigenvalue, and \( n \) is the dimension of the matrix. The random consistency index (RCI) is generated by simulation, and its value is independent of the size of the matrix, as can be seen in Table 2 [90].

Table 2. Random consistency index (RCI).

| Matrix Dimension | RCI |
|------------------|-----|
| 1                | 0   |
| 2                | 0   |
| 3                | 0.58 |
| 4                | 0.9  |
| 5                | 1.12 |
| 6                | 1.24 |
| 7                | 1.32 |
| 8                | 1.41 |
| 9                | 1.45 |
| 10               | 1.49 |

The judgements are considered if the \( CR \) is less than 0.05 for a 3 x 3 matrix, 0.08 for a 4 x 4 matrix, or 0.1 for matrices with dimension superior to 4 [105]. If the \( CR \) exceeds the previous values, the judgements of the pairwise comparison matrix are not valid and the process must be repeated [106]. However, it should also be remembered that improving the consistency of the judgement matrix does not necessarily improve the validity of the outcome, as manipulating the judgements to improve consistency can move the correct solution away from that given by the method [94].

Figure 1 shows the flowchart with the steps followed in the study.

Figure 1. Flowchart of the study.

Below are the criteria and subcriteria considered in the replacement model that are common to all categories. Though the criteria and subcriteria are the same, there are nuances in certain descriptors depending on the category. The criteria and subcriteria were chosen by taking the following characteristics into account:

- They must be independent and have a sufficiently representative relationship with the model’s goal.
- They must be well defined and precise enough not to create ambiguities.
- They must be located at different levels in a coherent and consistent way regarding the repercussion and importance that they represent to the objective.
- The subcriteria must be grouped in a coherent way regarding the impact and importance they represent with respect to the criterion.

For each criterion, a descriptor is defined. A descriptor is an ordered set of impact levels that allows each alternative to be objectively evaluated.

The criteria used in this investigation were the following:

- Age of the device (AGE): This is one of the most important factors to consider when renovating healthcare equipment. Furthermore, it is a dynamic criterion that extols the need for periodic reviews of the model. Regarding the literature, there is a broad consensus when it comes to including this criterion [54,60,108]. It should be noted that, depending on the equipment to be dealt with, its useful life may be more or less short, although it is generally ten years. This criterion is made up of the following subcriteria:
  - Years since start-up (AGE1): This refers to the years the device has been active. The start date of use (start-up) should not be confused with the date of installation, because a device may
be installed without use made of it. The descriptors of this subcriterion are adapted to the years set by the golden rules and are as follows:

- Very old equipment: The age of the equipment is over 10 years.
- Old equipment: The age of the equipment is between 7 and 10 years.
- Average age equipment: The age of the equipment is between five and seven years.
- New equipment: The age of the equipment is between two and five years.
- Very new equipment: The age of the equipment is less than two years.

• Age of technology (AGE2): This refers to the current age of the technology used in the equipment. It should be understood as new advances and improvements within the technology of the device and not as a change in its purpose. The time interval that defines this age starts from the moment the equipment was released. The descriptors of this subcriterion are as follows:

- Old technology: The technology has been on the market for more than 10 years.
- Quite old technology: The age of the technology is between 5 and 10 years.
- Quite new technology: The age of the technology is between three and five years.
- New technology: The age of the technology is less than three years.

• Frequency of changes in technology, standards and regulations (AGE3): This allows for knowledge of how dynamic the market is for a given device, given that, as previously mentioned, changes in standards and regulations can also make a device obsolete. The descriptors of this subcriterion are as follows:

- Very high: High inclusion of new equipment in the market. Very frequent changes in regulations and/or standards.
- High: High inclusion of new equipment in the market. Frequent changes in regulations and/or standards.
- Medium: Moderate inclusion of new equipment in the market. Frequent changes in regulations and/or standards.
- Low: Moderate inclusion of new equipment in the market. Infrequent changes in regulations and/or standards.
- Very low: Little inclusion of new equipment in the market. Very infrequent changes in regulations and/or standards.

• Function of the equipment (FUN): This criterion evaluates the service that the device provides, as well as the importance that the different types of equipment have for the decision center according to their risk. The following subcriteria are considered:

• Service (FUN1): The role played by each device within the hospital is evaluated, attending to the different possible healthcare purposes. The descriptors of this subcriterion are as follows:

- Life support: Equipment whose operation (continuous or discontinuous) is necessary to maintain the life of the patient.
- Therapeutic: Equipment that allows for the treatment of ailments and rehabilitation.
- Diagnosis: The diagnostic equipment that allows for the identification a disease or pathology in order to know the patient’s condition.
- Analysis or assessment: Equipment intended for the analysis of patient parameters.

• Risk category (FUN2): As described in Royal Decree 1951/2002, products can be classified at different levels depending on the risk they represent for the patient. The decision maker must express the importance for him/her of the different risk classes. The descriptors of this subcriterion are as follows:
- Class III: High risk.
- Class IIb: Moderate–high risk.
- Class IIa: Low–moderate risk.
- Class I: Low risk.

The risk class is described based on the risk to which the patient is exposed and, a priori, can be interpreted as a subcriterion more related to safety than to function; however, as described in Annex IX of Royal Decree 1951/2009, the four classes of risk are justified depending on how the device interacts with the patient. In this way, this subcriterion answers the question of in what way? Therefore, the decision maker assesses what the service is and how it is performed, thus defining the role of the device in the hospital and adapting this criterion to Spanish regulations. Since the service of the device and its place in a certain risk class are already given in advance, the decision maker makes comparisons between the different services and classes in order to locate and assign a score to the alternative.

- Availability of support (SUP): An important characteristic to take into account in renovation is the support that the equipment has, such as guarantees, maintenance contracts, documentation, and training of staff [54], since all contributions to increase in useful life equipment must be valued. The subcriteria are as follows:
  - Supplier support (SUP1). The time remaining for the device to receive support from its supplier or manufacturer is considered, based on guarantees, maintenance contracts, and employee training. The descriptors of this subcriterion are as follows:
    - Very low: The remaining supplier or manufacturer support time is less than one year.
    - Low: The remaining support time of the supplier or manufacturer is between one and three years.
    - Medium: The remaining support time of the supplier or manufacturer is between three and five years.
    - High: The remaining support time of the supplier or manufacturer is more than five years.
  - Alternative support service (SUP2). Once the manufacturer’s support has ended, the life of the equipment can be extended by the services of the health center itself or by the person in charge. Therefore, this subcriterion refers to the ease with which said services can find spare parts for this purpose. The descriptors for this subcriterion are as follows:
    - Null: None of the parts are available.
    - Low: Some of the parts are available but are difficult to find.
    - High: Some of the parts are available and easy to find.
    - Full: All spare parts are available.

- Impact of operation (IMP): This criterion includes in the model the repercussion that a device has on the activity of the health center. It is considered that the most used equipment will have a greater operational impact, that is, problems in it would negatively influence the normal development of healthcare activity [60]. This is a criterion highly dependent on the health context in which it is found and assessed, since the same devices located in unequal health centers can have very different operational impacts. The following subcriteria are considered:
  - Use of device (IMP1): It is difficult to obtain precise information on this subcriterion, since within the fluctuations in the use of equipment, its aim is to estimate an average of its daily use. To facilitate its assessment, the working day of a worker at the center (eight hours) is considered as a reference. The descriptors for this subcriterion are as follows:
    - Very high: The equipment is used more than eight hours a day.
- High: The equipment is used between six and eight hours a day.
- Medium: The equipment is used between four and six hours a day.
- Low: The equipment is used between two and four hours a day.
- Very low: The equipment is used less than two hours a day.

The decision maker, in case of precisely knowing the use of equipment during his day, must extrapolate said data to the rest of the days or shifts existing in his/her center if he/she has knowledge of its use in them. This descriptor can also be expressed in terms of the number of patients seen per unit of time, but given the complexity of this assessment, it was decided to measure in units of time.

- Backup devices (IMP2): It should be considered that the equipment under study may have failures or problems that prevent its use for a period of time; the severity of the resulting impact is given by the number of patients who do not receive the care intended by said device. Therefore, having equipment with similar characteristics that can provide support to patients during the device’s withdrawal times helps to reduce the impact [54,60]. The descriptors for this subcriterion are as follows:
  - Non-existence: There is no backup device that can provide support to patients during periods of device downtime.
  - Low stocks: There are one or two backup devices that can provide support to patients during periods of device downtime.
  - High stocks: There are three or four backup devices that can provide support to patients during periods of device downtime.
  - Full support: There are more than four backup devices that can provide support to patients during periods of device downtime.

- It is necessary to include this subcriterion because, although there are devices with similar characteristics to the non-working device, if these devices have a high level of use, they may not be able to cope with the original patient demand and, therefore, not serve as backup devices.

The first subcriterion evaluates how important the device under study is in the day-to-day running of the hospital (depending on the hours it is used), based on the philosophy that it is necessary to prioritize the renewal of the most used device. Therefore, this subcriterion answers the question: what workload does the device support? The second subcriterion refers to the hospital’s ability to cope with the load of the device in the event that it is not operational, having equipment of similar characteristics that can cope with the workload that the first cannot handle. It is a difficult criterion to assess because it is highly dependent on the context in which it is studied. It is not a matter of listing the devices that are similar; rather, it is a matter of how many devices can take on the additional burden. In this way, this subcriterion answers the question: how many devices can carry their load? With both subcriteria, the decision maker first establishes how many hours the device is used (its workload) and then studies whether there are other devices that can cope with that load in the event that the first one is not available, in this way defining the impact of operation that the device has in the hospital. Though it is true that both subcriteria can be expressed as one (expanding the descriptors), this would cause two problems. The first would be the need for many levels of the descriptor to be able to cover all the scenarios that can occur considering them separately (20 levels in total). This would create too much complexity for the model and would pose a major difficulty in applying the FAHP. The second problem is related to the first problem, since in order to solve the problem of the number of scale levels, much flexibility must be sacrificed for the subcriterion. The importance of indicating the number of backup
devices (not only indicating that backup equipment is available) should also be highlighted, since such equipment may also fail and be unavailable.

• **Staff preferences (PRE):** This criterion represents the degree of the satisfaction of healthcare personnel with respect to the device used. This is the most subjective criterion of all those included in the model, but it was be considered that the decisions of the users of the technology at the time of renovation within health centers cannot be excluded. In this way, the needs of healthcare personnel are incorporated into the model, assessing the effectiveness and efficiency with which they rate the device and its need for change. It is the only criterion that does not have subcriteria, and its descriptors are as follows:

- Very low level of satisfaction: The device does not respond to the needs of the staff. It has a very high difficulty in the use and maintenance of the device by healthcare personnel, as well as much higher training requirements compared to current technologies.
- Low level of satisfaction: The device does not respond to the needs of the staff. It has a high difficulty in the use and maintenance of the equipment by healthcare personnel, as well as higher training requirements compared to current technologies.
- Average level of satisfaction: The device partially responds to the needs of the staff. It has a medium difficulty in the use and maintenance of the equipment by healthcare personnel, as well as higher training requirements compared to current technologies.
- High level of satisfaction: The device fully responds to the needs of the staff. It has a low difficulty in the use as well as maintenance of the equipment by the healthcare personnel, as well as similar training requirements compared to current technologies.
- Very high level of satisfaction: The device fully responds to the needs of the staff. It has a very low difficulty in the use and maintenance of the equipment by healthcare personnel, as well as similar training requirements compared to current technologies.

• **Equipment failures or breakdowns (FAI):** A very important aspect is the failures that occur in the device during its period of use, since they represent a clear indication of its current state and its need for change. The number of failures should not be the only aspects taken into account; the danger they entail, the periods that the device is not available, and the ease with which users can detect them should also be considered. For all this, equipment failures can be interpreted according to the following subcriteria:

- **Frequency of failures (FAI1):** The number of failures occurred in a time interval compared to today. Faults can be mechanical, electrical, and other types of failures. It is also important to observe failure trends, since in a short period of time, a large proportion of failures can occur with respect to the total of the history. The descriptors for this subcriterion are as follows:

  - Very high frequency: The device registers several failures in its last year of use.
  - High frequency: The device registers several failures in the interval of one-to-two years.
  - Medium frequency: The device registers several failures in the interval of two-to-five years.
  - Low frequency: The device registers a failure in the interval of two-to-five years.
  - Very low frequency: The device registers a failure or none in more than five years.

However, due to the limitations in the information available to assess the device, it was decided to calculate the annual average of failures for each of the product families analyzed in this investigation, and later, within each family, to compare the individual average of the alternative with that of the device family. This was the reason that each of the product categories has different descriptors. Finally, the descriptors for this subcriterion are the following:
- Very high frequency: The device annual failure rate is greater than or equal to twice the annual failure rate for its category.
- High frequency: The device annual average of failures is between twice the annual average of failures in its category and the annual average.
- Medium frequency: The annual failure rate of the devices corresponds to the annual failure rate of its category.
- Low frequency: The annual average of device failures is between the annual average of failures of its category and an annual average of one failure.
- Very low frequency: The annual average of device failures is less than one.

The precision of the annual average of failures by category improves depending on the number of devices used for its calculation.

- Detectability of failures (FAI2): This is related to the degree of difficulty associated with having knowledge of a failure at the time it occurs. This subcriterion must not only be reflected in equipment maintenance decisions, it must also be incorporated into renovation decisions, as poor detectability has been interpreted as a factor that enhances the impact of equipment failure. It can be affected by the history of failures and by the age of the device, and it can be compared in relation to new devices available on the market. The descriptors for this subcriterion are as follows:
  - Very low: Faults are not detectable with regular inspection of the device or with the naked eye.
  - Low: Faults are detectable with regular inspection but not with the naked eye.
  - High: Faults are detectable with the naked eye.
  - Very high: The fault is announced by the device itself.

- Post-failure dead time (FAI3): This is defined as the dead time that an average device is out of service once a failure has occurred. It is important to consider this subcriterion based on the time that patients have to wait until the device is available and they can be treated, as well as the number of patients who do not receive service due to device failure [60]. The descriptors of this subcriterion are as follows:
  - Extremely high: High waiting time and a high number of neglected patients.
  - Very high: Average waiting time and a high number of neglected patients.
  - High: Low waiting time and high number of neglected patients.
  - Medium high: High waiting time and an average number of neglected patients.
  - Medium: Average waiting time and an average number of neglected patients.
  - Medium low: Low waiting time and average number of neglected patients.
  - Low: High waiting time and a low number of neglected patients.
  - Very low: Average waiting time and a low number of neglected patients.
  - Extremely low: Low waiting time and a low number of neglected patients.

It is necessary to define a very precise descriptor since the two factors to take into account (waiting time and neglected patients), although dependent, can be highly variable. Additionally, given that the primary objective is always the patient, these factors become more important than the actual device down time.

- Impact of failure on patients (FAI4): This is focused on the consequences to the patient if the failure occurs during the use of the device. The descriptor scale levels are:
  - Very high: Equipment failure can lead to death of the patient.
  - High: Equipment failure can involve serious injury to the patient.
- Medium: Equipment failure may involve improper therapy, a misdiagnosis, or minor injury to the patient.
- Low: Equipment failure may lead to a delay in treatment.
- Very low: Equipment failure has no consequence on the patient.

When assessing this subcriterion, it is important to think about the worst-case scenario, assuming that it may have different impacts on the patient. Most of the data collected for this subcriterion came from the bibliography [60].

- Costs associated with the device (COS): This criterion analyzes the costs associated with the current state of the device, so that in order not to blur the assessment of renewal priorities, the acquisition costs (purchase and installation) of the device are not taken into account. Acquisition costs are considered as a purchasing factor that does not influence the need for it. Therefore, the costs derived from equipment maintenance and repair are considered in this criterion, giving rise to the following subcriteria:

  - Maintenance costs (COS1): These include the maintenance costs of the device, as well as its repairs (labor and spare parts). It is understood that when the sum of these costs is compared during the last three years with respect to the acquisition cost and it exceeds 25%, the device must be replaced. The descriptor scale levels for this subcriterion are as follows:
    - Unacceptable: Maintenance costs in the last three years exceed 25% of the acquisition cost.
    - High: Maintenance costs in the last three years are between 15% and 25% of the acquisition cost.
    - Acceptable: Maintenance costs in the last three years are between 10% and 15% of the acquisition cost.
    - Low: Maintenance costs in the last three years are less than 10% of the acquisition cost.

  - Expected benefits (COS2): This refers to the impact that device replacement can have on operating costs of the activity carried out by the device. These costs are classified as direct costs, although indirect costs are also considered in this criterion. Below is a short description of each cost:
    - Direct costs: These refer to hospital costs related to patient care. These costs include the resources that are used and cannot be reused. It is worth distinguishing between direct healthcare costs—such as the costs of diagnosis, intervention, and tests—and direct non-healthcare costs—such as transporting the patient to the center and social services.
    - Indirect costs: These are associated with the loss of productivity suffered by the patient and others, such as a lack of attendance at work. The descriptor scale levels for this subcriterion are as follows:
      - High: Direct and indirect costs would greatly decrease with the use of new technology.
      - Medium: Direct and indirect costs would decrease little with the use of new technology.
      - Low: Direct and indirect costs would decrease very little with the use of new technology.
      - Non-existent: Direct and indirect costs would not decrease with the use of new technology.

Figure 2 shows the hierarchy of the model.
3.2. Weighting

In order to carry out the weighting process, the judgements provided by three expert decision makers in maintenance and healthcare technologies were used, and each had extensive knowledge and experience in the hospital environment. One of the experts has been in charge for the renewal of health technologies in the Castilla-La Mancha region (Spain).

To carry out pairwise comparisons, the fuzzy verbal scale shown in Table 1 was used. The results of the three decision makers were combined with geometric means. All the data were processed by the computer program created in NI Labview. As an example, the calculations carried out to obtain the criteria weights are shown, and Table 3 shows the pairwise matrix of judgements obtained using geometric means of the judgements provided by the three decision makers.

Using Equation (4), the geometric mean of fuzzy comparison value of criterion i with respect to each criterion, \( \tilde{r}_i \), was found:

\[
\tilde{r}_{\text{FUN}} = [(1, 1, 1) \otimes (0.288, 0.464, 0.874) \otimes (1.442, 3.107, 5.192)]^{1/3} = (0.750, 1.267, 2.181)
\]

\[
\tilde{r}_{\text{AGE}} = (1.376, 2.521, 3.799); \quad \tilde{r}_{\text{SLIP}} = (0.276, 0.429, 0.875); \quad \tilde{r}_{\text{IMP}} = (1.174, 2.318, 3.470)
\]

\[
\tilde{r}_{\text{PRE}} = (0.345, 0.578, 1.059); \quad \tilde{r}_{\text{FAI}} = (0.575, 1.028, 1.944); \quad \tilde{r}_{\text{COS}} = (0.331, 0.530, 0.981)
\]

The fuzzy weight of the criterion i \( \tilde{w}_i \) was calculated using Equation (5), giving:

\[
\tilde{w}_{\text{FUN}} = \left( \frac{0.750}{4.826}, \frac{1.267}{8.671}, \frac{2.181}{14.219} \right) = (0.053, 0.146, 0.452)
\]

\[
\tilde{w}_{\text{AGE}} = (0.097, 0.291, 0.787); \quad \tilde{w}_{\text{SLIP}} = (0.019, 0.049, 0.163); \quad \tilde{w}_{\text{IMP}} = (0.083, 0.267, 0.719);
\]

\[
\tilde{w}_{\text{PRE}} = (0.024, 0.067, 0.219); \quad \tilde{w}_{\text{FAI}} = (0.040, 0.119, 0.403); \quad \tilde{w}_{\text{COS}} = (0.023, 0.061, 0.203)
\]

The centroid method, set out in Equation (6), was used to apply defuzzification, giving a crisp weight for each criterion:

\[
\bar{w}_{\text{FUN}} = \frac{0.053 + 0.146 + 0.452}{3} = 0.217
\]

\[
\bar{w}_{\text{AGE}} = 0.392; \quad \bar{w}_{\text{SLIP}} = 0.077; \quad \bar{w}_{\text{IMP}} = 0.356; \quad \bar{w}_{\text{PRE}} = 0.103; \quad \bar{w}_{\text{FAI}} = 0.187; \quad \bar{w}_{\text{COS}} = 0.096
\]

After normalization, the resulting crisp weights were found to be: \( w_{\text{FUN}} = 0.152, w_{\text{AGE}} = 0.274, w_{\text{SLIP}} = 0.054, w_{\text{IMP}} = 0.249, w_{\text{PRE}} = 0.072, w_{\text{FAI}} = 0.131, \) and \( w_{\text{COS}} = 0.067. \)
Table 3. Matrix of combined judgements using geometric means for the criteria. FUN: function of the equipment; AGE: age of device; SUP: availability of support; IMP: impact of operation; PRE: staff preferences; FAI: equipment failures or breakdowns; COS: costs associated with device.

|     | FUN  | AGE  | SUP  | IMP  | PRE  | FAI  | COS  |
|-----|------|------|------|------|------|------|------|
| l_{ij} | m_{ij} | u_{ij} | l_{ij} | m_{ij} | u_{ij} | l_{ij} | m_{ij} | u_{ij} | l_{ij} | m_{ij} | u_{ij} | l_{ij} | m_{ij} | u_{ij} | l_{ij} | m_{ij} | u_{ij} | l_{ij} | m_{ij} | u_{ij} | l_{ij} | m_{ij} | u_{ij} |
| FUN  | 1.000 | 1.000 | 1.000 | 0.288 | 0.464 | 0.874 | 1.442 | 3.107 | 5.192 | 0.322 | 0.437 | 1.145 | 1.260 | 2.884 | 4.932 | 0.500 | 1.000 | 1.817 | 1.587 | 2.884 | 5.040 |
| AGE  | 1.145 | 2.154 | 3.476 | 1.000 | 1.000 | 1.000 | 2.289 | 4.481 | 6.542 | 0.630 | 1.442 | 2.714 | 2.466 | 4.121 | 6.316 | 1.000 | 2.621 | 4.642 | 2.289 | 4.309 | 6.316 |
| SUP  | 0.193 | 0.322 | 0.693 | 0.153 | 0.223 | 0.437 | 1.000 | 1.000 | 1.000 | 0.150 | 0.215 | 0.382 | 0.368 | 0.693 | 1.587 | 0.191 | 0.315 | 0.630 | 0.397 | 0.794 | 1.587 |
| IMP  | 0.874 | 2.289 | 3.107 | 0.368 | 0.693 | 1.587 | 2.621 | 4.642 | 6.649 | 1.000 | 1.000 | 1.000 | 1.817 | 3.915 | 5.944 | 1.260 | 3.302 | 5.313 | 1.587 | 3.780 | 5.848 |
| PRE  | 0.203 | 0.347 | 0.794 | 0.158 | 0.243 | 0.405 | 0.630 | 1.442 | 2.714 | 0.168 | 0.255 | 0.550 | 1.000 | 1.000 | 1.000 | 0.342 | 0.693 | 1.710 | 0.500 | 1.000 | 1.817 |
| FAI  | 0.550 | 1.000 | 2.000 | 0.215 | 0.382 | 1.000 | 1.587 | 3.175 | 5.241 | 0.188 | 0.303 | 0.794 | 0.585 | 1.442 | 2.924 | 1.000 | 1.000 | 1.000 | 2.289 | 4.309 |
| COS  | 0.198 | 0.347 | 0.630 | 0.158 | 0.232 | 0.437 | 0.630 | 1.260 | 2.520 | 0.171 | 0.265 | 0.630 | 0.550 | 1.000 | 2.000 | 0.232 | 0.437 | 1.000 | 1.000 | 1.000 | 1.000 |
To check the consistency of the judgements given by the decision makers when building the pairwise comparison matrix, the \( CR \) was calculated from the values \( m_{ij} \) of the judgement matrix in Table 3:

\[
CI = \frac{(7 - 7)}{(7 - 1)} = 0
\]

\[
CR = \frac{0}{1.32} = 0 < 0.1
\]

A similar procedure was applied in Tables 4–9, in which the pairwise comparison matrices obtained by geometric means of the judgements issued by the three decision makers are shown to obtain the subcriteria weights. The weights obtained after applying the Bucley and CR methodology are shown in the righthand columns. It can be seen that all fuzzy pairwise comparison matrices had consistency ratios below 0.1. These consistency ratios were obtained with the first judgements given by the decision makers, and there was no need to reassess the judgements, thus avoiding the problem mentioned by Saaty and Tran [94] of the result diverging from reality when adjusting the judgements in search of consistency.

Table 4. Matrix of combined judgements using geometric means for the subcriteria of the criterion Age of the device. CR: consistency ratio.

|      | AGE1     | AGE2     | AGE3     | Weights | CR  |
|------|----------|----------|----------|---------|-----|
| m_{ij} | m_{ij}  | m_{ij}  | m_{ij}  | l_{ij}  | u_{ij} |
| AGE1  | 1.000    | 1.000    | 1.000    | 2.289   | 4.309 |
| AGE2  | 0.232    | 0.437    | 1.000    | 1.000   | 1.000 |
| AGE3  | 0.158    | 0.243    | 0.405    | 0.240   | 0.500 |

Table 5. Combined judgement matrix using geometric means for the subcriteria of the criterion Availability of support.

|      | SUP1     | SUP2     | Weights | CR  |
|------|----------|----------|---------|-----|
| m_{ij} | m_{ij}  | m_{ij}  | l_{ij}  | u_{ij} |
| SUP1  | 1.000    | 1.000    | 1.000   | 2.466 |
| SUP2  | 0.147    | 0.212    | 0.405   | 1.000 |

Table 6. Combined judgement matrix using geometric means for the subcriteria of the criterion Impact of operation.

|      | IMP1     | IMP2     | Weights | CR  |
|------|----------|----------|---------|-----|
| m_{ij} | m_{ij}  | m_{ij}  | l_{ij}  | u_{ij} |
| IMP1  | 1.000    | 1.000    | 0.693   | 1.077 |
| IMP2  | 0.598    | 0.928    | 1.442   | 1.000 |

Table 7. Combined judgement matrix using geometric means for the subcriteria of the criterion Function.

|      | FUN1     | FUN2     | Weights | CR  |
|------|----------|----------|---------|-----|
| m_{ij} | m_{ij}  | m_{ij}  | l_{ij}  | u_{ij} |
| FUN1  | 1.000    | 1.000    | 0.500   | 0.794 |
| FUN2  | 0.644    | 1.260    | 2.000   | 1.000 |

A similar procedure was applied in Tables 4–9, in which the pairwise comparison matrices obtained by geometric means of the judgements issued by the three decision makers are shown to obtain the subcriteria weights. The weights obtained after applying the Bucley and CR methodology are shown in the righthand columns. It can be seen that all fuzzy pairwise comparison matrices had consistency ratios below 0.1. These consistency ratios were obtained with the first judgements given by the decision makers, and there was no need to reassess the judgements, thus avoiding the problem mentioned by Saaty and Tran [94] of the result diverging from reality when adjusting the judgements in search of consistency.
Next, it was necessary to reapply the fuzzy AHP using the geometric means method of Bucley between the scale levels of each descriptor. The decision makers also issued the judgements regarding the pairwise comparison between the scale levels using the same verbal scale shown in Table 1. As an example, the calculations for the subcriterion Years since start-up are shown. A similar procedure was applied for the rest of the subcriteria and for the Staff preferences criterion. Table 10 shows the matrix obtained by geometric means of the judgements provided by the decision makers for the subcriterion Years since start-up. The results obtained for the rest of the criteria/subcriteria are shown in Tables 11–16.

| Very Old Devices | Old Devices | Medium Age Devices | New Devices | Very New Devices |
|------------------|-------------|--------------------|-------------|------------------|
| l_{ij} m_{ij} u_{ij} l_{ij} m_{ij} u_{ij} l_{ij} m_{ij} u_{ij} l_{ij} m_{ij} u_{ij} l_{ij} m_{ij} u_{ij} |
| Very old devices | 1.000 1.000 1.000 1.000 3.000 5.000 2.449 4.472 6.481 4.472 6.481 8.485 5.916 7.937 9.000 |
| Old devices     | 0.200 0.333 1.000 1.000 1.000 1.000 2.449 4.472 1.732 3.873 5.916 7.937 |
| Medium age devices | 0.154 0.224 0.408 0.224 0.408 1.000 1.000 1.000 1.000 1.000 1.000 |
| New devices     | 0.118 0.154 0.224 0.154 0.224 0.408 0.224 0.408 0.577 0.224 0.408 1.000 1.000 1.000 1.000 |
| Very new devices | 0.111 0.126 0.169 0.126 0.169 0.258 0.169 0.258 0.577 0.224 0.408 1.000 1.000 1.000 1.000 |

Table 11. Weightings of the scale levels of the other descriptors of the criterion Age of device.

| Scale Levels | Age of Technology | Scale Levels | Frequency of Change in Technology, Standards and Regulations |
|--------------|-------------------|--------------|----------------------------------------------------------|
| Old technology | 0.523              | Very high    | 0.457                                                   |
| Fairly old technology | 0.284          | High         | 0.275                                                   |
| Fairly new technology | 0.128          | Medium       | 0.145                                                   |
| New technology    | 0.065              | Low          | 0.078                                                   |
| -                | -                  | Very low     | 0.045                                                   |

Table 12. Weightings of the scale levels of the descriptors of the criterion Availability of support.

| Scale Levels | Supplier Support | Scale Levels | Alternative Support Service |
|--------------|------------------|--------------|-----------------------------|
| Very low     | 0.529            | Null         | 0.533                       |
| Low          | 0.281            | Low          | 0.276                       |
| Medium       | 0.130            | High         | 0.127                       |
| High         | 0.060            | Full         | 0.064                       |
Table 13. Weightings of the scale levels of the descriptors of Impact of operation.

| Scale Levels | Use of Device | Scale Levels | Backup Devices |
|--------------|---------------|--------------|----------------|
| Very high    | 0.461         | No stock     | 0.548          |
| High         | 0.276         | Low stock    | 0.262          |
| Medium       | 0.147         | High stock   | 0.129          |
| Low          | 0.075         | Full support | 0.060          |
| Very low     | 0.040         | -            | -              |

Table 14. Weightings of the scale levels of the descriptor of Staff preferences.

| Scale Levels | Staff Preferences |
|--------------|-------------------|
| Very low level of satisfaction | 0.463 |
| Low level of satisfaction      | 0.288 |
| Medium level of satisfaction   | 0.139 |
| High level of satisfaction     | 0.070 |
| Very high level of satisfaction| 0.040 |

Table 15. Weightings of the scale levels of the descriptors of Failures.

| Scale Levels | Frequency of Failures | Scale Levels | Detectability of Failures | Scale Levels | Post-Failure Dead Time | Scale Levels | Impact of Failure on Patients |
|--------------|-----------------------|--------------|---------------------------|--------------|------------------------|--------------|------------------------------|
| Very high frequency | 0.458          | Very low    | 0.565                     | Extremely high | 0.285          | Very high   | 0.509                        |
| High frequency     | 0.277         | Low         | 0.253                     | Very high     | 0.216         | High        | 0.259                        |
| Medium frequency   | 0.142         | High        | 0.121                     | High          | 0.162         | Medium      | 0.139                        |
| Low frequency      | 0.078         | Very high   | 0.061                     | Medium high   | 0.116         | Low         | 0.059                        |
| Very low frequency | 0.045         | -           | -                         | Medium        | 0.081         | Very low    | 0.034                        |
|                   | -           | -           | -                         | Low           | 0.038        | -           | -                            |
|                   | -           | -           | -                         | Very low      | 0.027        | -           | -                            |
|                   | -           | -           | -                         | Extremely low | 0.019        | -           | -                            |

Table 16. Weightings of the scale levels of the descriptors of Cost.

| Scale Levels | Maintenance Costs | Scale Levels | Expected Benefits |
|--------------|-------------------|--------------|--------------------|
| Unacceptable | 0.531             | High         | 0.515              |
| High         | 0.289             | Medium       | 0.292              |
| Acceptable   | 0.121             | Low          | 0.129              |
| Low          | 0.059             | Non-existent | 0.064              |

Using Equation (4), the geometric mean of fuzzy comparison values of each scale level of the descriptor j with respect to the other levels, \( \tilde{r}_j \), was calculated:

\[
\tilde{r}_{\text{Very old devices}} = \left[ (1, 1, 1) \otimes (1, 3, 5) \otimes (2.449, 4.472, 6.481) \otimes (4.472, 6.481, 8.485) \otimes (5.916, 7.937, 9.000) \right]^\frac{1}{5} = (2.303, 3.696, 4.772)
\]

\[
\tilde{r}_{\text{Old devices}} = (1.137, 1.849, 2.967); \tilde{r}_{\text{Medium age devices}} = (0.569, 0.972, 1.610); \tilde{r}_{\text{New devices}} = (0.333, 0.510, 0.836)
\]

\[
\tilde{r}_{\text{Very new devices}} = (0.221, 0.295, 0.479)
\]

The fuzzy weight of the scale level j, \( \tilde{w}_j \), was calculated using Equation (5), giving:

\[
\tilde{w}_{\text{Very old devices}} = \left( \frac{2.303}{4.563}, \frac{3.696}{7.322}, \frac{4.772}{10.664} \right) = (0.216, 0.505, 1.046)
\]

\[
\tilde{w}_{\text{Old devices}} = (0.107, 0.252, 0.650);
\]
Medium age devices \(= (0.053, 0.133, 0.353)\);

New devices \(= (0.031, 0.070, 0.183)\);

Very new devices \(= (0.021, 0.040, 0.105)\);

The centroid method was used to perform defuzzification, giving the crisp weight for the scale level:

\[
\bar{w}_{\text{Very old devices}} = \frac{0.216 + 0.505 + 1.046}{3} = 0.589
\]

After normalization, the resulting weights were:

\[
\begin{align*}
\bar{w}_{\text{Very old devices}} &= 0.469; \\
\bar{w}_{\text{Old devices}} &= 0.268; \\
\bar{w}_{\text{Medium age devices}} &= 0.143; \\
\bar{w}_{\text{New devices}} &= 0.075; \\
\bar{w}_{\text{Very new devices}} &= 0.044.
\end{align*}
\]

These scale level weights were adjusted to utilities so that the least preferred scale level had a utility of 1.0 and the most preferred alternative had a utility of 0.0 (this allocation of utilities is generally made the opposite way, but in this model, the higher the final evaluation of a device, the more necessary the need for renewal).

### 3.3. Levels of Priority of Renewal

To establish the boundaries between the priority levels for renewal, the top–down technique was used for each criterion and global model. These boundaries were determined by the particular valuations of the three decision makers and are unique to this model, making another top–down study necessary if more decision makers were included.

Firstly, four levels of renovation priority were defined; an action is proposed to be taken depending on the priority assigned. The four renewal priority levels are as follows:

- **Urgent**: The equipment must be replaced in the current financial year.
- **High**: The equipment must be replaced in the following financial year.
- **Medium**: Equipment must be reviewed in the following financial year.
- **Low**: Equipment must be reviewed in the next two financial years.

These levels were defined based on the state of the Spanish technology stock, which is why they are levels that offer a very short-term solution. If the context is different, the different solutions could be more relaxed.

The top–down technique consists of making variations from the higher levels of each descriptor (which lead to the weight of the criterion being 1) to the lower levels by means of minimum jumps (lowering the level that subtracts least value from the previous value) until the minimum weight is reached. In this way, a list of minimum jumps is obtained, which shows which levels have the most influence on the weight and where the boundaries between levels can be found. Once the list of minimum jumps has been made, the three maximum differences between the weight of each level assignment with the previous level assignment can be found, since it is understood that when one of these maximum differences is found, it can be attributed to a change in the renewal priority level. Once a maximum difference is found, the lower value of the difference (the weight of the lower level assignment) is taken as the boundary. When the boundaries for all criteria are known, they are added, taking into account the weight assigned to each criterion. Below are the minimum jump lists for each criterion, from which the differences that define the level changes are made. The three maximum differences are shaded.

The renewal levels by criterion bearing in mind the boundaries identified \((N_{1i}, N_{2i}, \text{ and } N_{3i})\) are defined as follows:

- \((1–N_{1i})\]: Urgent.
- \((N_{1i}–N_{2i})\]: High.
- \((N_{2i}–N_{3i})\]: Medium.
• \( N_{3i=0} \): Low.

The results obtained for the criterion Function are shown in Table 17.

| Combination | Service | Risk Category | Weight | Difference |
|-------------|---------|---------------|--------|------------|
| 1           | Life support | Class III     | 1      | -          |
| 2           | Therapy   | Class III     | 0.713307 | 0.286693 |
| 3           | Diagnosis | Class III     | 0.655358 | 0.047949 |
| 4           | Analysis  | Class III     | 0.623109 | 0.032249 |
| 5           | Analysis  | Class IIb     | 0.30334  | 0.319769 |
| 6           | Analysis  | Class IIa     | 0.152447 | 0.150893 |
| 7           | Analysis  | Class I       | 0.103216 | 0.049231 |

The intervals of the four levels are defined as:

• (1–0.71]: Urgent.
• (0.71–0.30]: High.
• (0.30–0.15]: Medium.
• (0.15–0]: Low.

The results for the criterion Age of device are shown in Table 18.

| Combination | Years from Start-Up | Age of Technology | Frequency of Change in Technology, Standards of Rules | Weight | Different |
|-------------|---------------------|-------------------|------------------------------------------------------|--------|-----------|
| 1           | Very old            | Old               | Very high                                            | 1      | -         |
| 2           | Very old            | Old               | High                                                | 0.947852 | 0.052148 |
| 3           | Very old            | Old               | Medium                                              | 0.910492 | 0.037366 |
| 4           | Very old            | Old               | Low                                                 | 0.891334 | 0.019156 |
| 5           | Very old            | Old               | Very low                                            | 0.881686 | 0.009648 |
| 6           | Very old            | Fairly old        | Very low                                            | 0.744558 | 0.137126 |
| 7           | Very old            | Fairly new        | Very low                                            | 0.655519 | 0.089039 |
| 8           | Very old            | New               | Very low                                            | 0.619375 | 0.036144 |
| 9           | Old                 | New               | Very low                                            | 0.375249 | 0.244162 |
| 10          | Medium age          | New               | Very low                                            | 0.223709 | 0.151546 |
| 11          | New                 | New               | Very low                                            | 0.14162  | 0.082089 |
| 12          | Very new            | New               | Very low                                            | 0.103697 | 0.037923 |

The intervals for the four levels are defined as follows:

• (1–0.74]: Urgent.
• (0.74–0.38]: High.
• (0.38–0.22]: Medium.
• (0.22–0]: Low.

The results for the criterion Availability of support are shown in Table 19.
Table 19. Top–down technique for the criterion Availability of support.

| Combination | Supplier Support | Availability of Alternative Support | Weight | Difference |
|-------------|------------------|-------------------------------------|--------|------------|
| 1           | Very low         | Null                               | 1      | -          |
| 2           | Very low         | Low                                | 0.904062 | 0.095938 |
| 3           | Very low         | High                               | 0.84829 | 0.051772  |
| 4           | Very low         | Full                               | 0.824953 | 0.023337 |
| 5           | Low              | Full                               | 0.449285 | 0.037668  |
| 6           | Medio            | Full                               | 0.210578 | 0.238707  |
| 7           | High             | Full                               | 0.115463 | 0.905115  |

The intervals of the four levels are defined as follows:

- (1–0.90]: Urgent.
- (0.89–0.45]: High.
- (0.45–0.21]: Medium.
- (0.21–0]: Low.

The results for the criterion Impact of operations are shown in Table 20.

Table 20. Top–down technique for the criterion Impact of operation.

| Combination | Use    | Backup Devices | Weight | Difference |
|-------------|--------|----------------|--------|------------|
| 1           | Very high | No stock   | 1      | -          |
| 2           | High    | No stock   | 0.808992 | 0.191008 |
| 3           | Medium  | No stock   | 0.675864 | 0.131308 |
| 4           | Low     | No stock   | 0.602284 | 0.077716 |
| 5           | Very low | No stock   | 0.566059 | 0.033941 |
| 6           | Very low | Low stock  | 0.292658 | 0.273401 |
| 7           | Very low | High stock | 0.165464 | 0.127194 |
| 8           | Very low | Full backup| 0.0992519 | 0.0662121 |

The intervals of the four levels are defined as follows:

- (1–0.81]: Urgent.
- (0.81–0.68]: High.
- (0.68–0.29]: Medium.
- (0.13–0]: Low.

The results for the criterion Staff preferences are shown in Table 21.

Table 21. Top–down technique for the criterion Staff preferences.

| Combination | Degree of Satisfaction | Weight | Difference |
|-------------|------------------------|--------|------------|
| 1           | Very low               | 1      | -          |
| 2           | Low                    | 0.622107 | 0.377893 |
| 3           | Medio                  | 0.3004 | 0.321707 |
| 4           | High                   | 0.152139 | 0.148261 |
| 5           | Very high              | 0.087417 | 0.064722 |

The intervals of the four levels are defined as follows:

- (1–0.62]: Urgent.
- (0.62–0.30]: High.
- (0.30–0.15]: Medium.
(0.15–0]: Low.

The results for the criterion Failures of faults are shown in Table 22.

**Table 22.** Top–down technique for the criterion.

| Combination | Failure Rate | Detectability | Post-Failure Dead Time | Impact on Patient | Weight | Difference |
|-------------|--------------|---------------|------------------------|-------------------|--------|------------|
| 1           | Very high    | Very low      | Extremely high         | Very high         | 1      | -          |
| 2           | Very high    | Very low      | Very high              | Very high         | 0.987703 | 0.012297  |
| 3           | Very high    | Very low      | High                   | Very high         | 0.978204 | 0.009499  |
| 4           | Very high    | Very low      | The results for the criterion | Very high         | 0.969943 | 0.008261  |
| 5           | Very high    | Very low      | Medio                  | Very high         | 0.963729 | 0.006214  |
| 6           | Very high    | Very low      | Medium low             | Very high         | 0.959299 | 0.00443   |
| 7           | Very high    | Very low      | Low                    | Very high         | 0.956238 | 0.003061  |
| 8           | Very high    | Very low      | Very low               | Very high         | 0.951841 | 0.002054  |
| 9           | Very high    | Very low      | Extremely low          | Very high         | 0.952976 | 0.001388  |
| 10          | High         | Very low      | Extremely low          | Very high         | 0.896662 | 0.059934  |
| 11          | Medium       | Very low      | Extremely low          | Very high         | 0.855527 | 0.041335  |
| 12          | Low          | Very low      | Extremely low          | Very high         | 0.835593 | 0.019394  |
| 13          | Very low     | Very low      | Extremely low          | Very high         | 0.825585 | 0.100113  |
| 14          | Very low     | Low           | Extremely low          | Very high         | 0.757388 | 0.068192  |
| 15          | Very low     | High          | Extremely low          | Very high         | 0.728303 | 0.029085  |
| 16          | Very low     | Very high     | Extremely low          | Very high         | 0.715281 | 0.013022  |
| 17          | Very low     | Very high     | Extremely low          | High              | 0.379452 | 0.339289  |
| 18          | Very low     | Very high     | Medium                 | Low               | 0.217504 | 0.161948  |
| 19          | Very low     | Very high     | Extremely low          | Medium            | 0.110733 | 0.010671  |
| 20          | Very low     | Very high     | Extremely low          | Very low          | 0.076628 | 0.0341043 |

The intervals of the four levels are defined as follows:

- (1–0.38]: Urgent.
- (0.38–0.22]: High.
- (0.22–0.11]: Medium.
- (0.11–0]: Low.

The results for the criterion Associated costs are shown in Table 23.

**Table 23.** Top–down technique for the criterion Costs associated with the device.

| Combination | Maintenance Costs | Expected Benefits | Weight | Difference |
|-------------|--------------------|-------------------|--------|------------|
| 1           | Unacceptable       | High              | 1      | -          |
| 2           | High               | High              | 0.833022 | 0.166978  |
| 3           | Acceptable         | High              | 0.717155 | 0.115867  |
| 4           | Low                | High              | 0.674582 | 0.042573  |
| 5           | Low                | Medium            | 0.399393 | 0.275189  |
| 6           | Low                | Low               | 0.198891 | 0.200502  |
| 7           | Low                | Non existent      | 0.119722 | 0.079169  |

The intervals of the four levels are defined as follows:

- (1–0.83]: Urgent.
- (0.83–0.40]: High.
- (0.40–0.20]: Medium.
- (0.20–0]: Low.

Once each criterion has been handled, it is necessary to achieve a joint solution for the model. Global boundaries that define the levels of renewal (\(L_{G1}\), \(L_{G2}\), and \(L_{G3}\)) were calculated. For the calculation of these boundaries, the weights obtained for each criterion in Section 3.2 were taken into account. For this, a weighted aggregation of each of the boundaries of each criterion was performed, following Equation (10):

\[
L_{Gn} = \sum_{i=1}^{k} w_i \cdot l_{ni}
\]
where \( k \) is the number of criteria, \( w_i \) is the weight of each criterion, and \( l_{ni} \) represents the boundaries found for each criterion; their computation gives:

\[
L_{G1} = 0.714; \quad L_{G2} = 0.419; \quad L_{G3} = 0.208;
\]

In this way, one can fully define the renewal intervals and know which solution should be adopted depending on the total weight of the alternative.

- (1–0.714]: Urgent: The device must be replaced in the current financial year.
- (0.714–0.419]: High. The device must be replaced in the following financial year.
- (0.419–0.208]: Medium. Review of the device in the following financial year.
- (0.208–0]: Low. Review of the device in the next two financial years.

4. Case Studies

A hospital, whose identity is not given due to confidentiality, provided the data on medical equipment that were assessed by the model.

In an initial review of the data, problems such as a lack of traceability of equipment maintenance or great age were detected. The data associated with the criterion staff preferences were not available, so we chose to assign a probability distribution of the most probable values. It should be noted that in the full study, more devices were analyzed than those shown in each category in this paper; this is especially relevant in the subcriterion Failure rate, in which the descriptor assesses the annual average of equipment failures with respect to the annual average of failures in its category.

The following briefly describes some of the medical equipment to which the model was applied to calculate its renewal priority using the program designed in NI Labview and the results obtained with the calculation engine.

4.1. Surgical C-arm X-ray Machine

The X-ray surgical C-arm device was found to be in Category 12 of healthcare equipment since it uses radiation during its operation and to fall under Class IIb in the risk category. The device allows for the monitoring of the patient during a surgical intervention, and, normally, it consists of two parts: a monitor or monitors where images of the patient’s body can be observed and the mobile arch-shaped pedestal that captures and intensifies these images. The specific model available is not disclosed for confidentiality, but an image can be seen in Figure 3.

The results obtained for the X-ray surgical C-arm device are shown in Table 24. It is the second newest device of those shown in this paper, but the score of this device placed it in the high renovation priority. The end of supplier guarantees placed it at an urgent level for the Availability of support criterion; however, for this type of device, spare parts are easier to find. The Impact of operation criterion scored high because there were no backup devices. In the seven years since its start-up, it has had three breakdowns that have accounted for 13.56% of maintenance costs compared to the
acquisition cost in the last three years, placing it at an acceptable scale level. It should be noted that, although a failure of this device during use by a surgeon in an operation could, in the worst case, cause the death of a patient, a lower level of impact was given because there was no history of this event.

### Table 24. Results for the X-ray surgical C-arm device.

| Criterion                          | Valuation | Renewal Priority by Criterion |
|-----------------------------------|-----------|-------------------------------|
| Function                          | 0.335588  | High                          |
| Age of device                     | 0.513247  | High                          |
| Availability of support           | 0.837475  | Urgent                        |
| Impact of operation               | 0.904496  | Urgent                        |
| Staff preferences                 | 0.432413  | High                          |
| Equipment failures or breakdowns  | 0.429614  | Urgent                        |
| Costs associated with the devices | 0.341716  | Medium                        |

Valuation: 0.574723. Global renewal priority: High. The device should be replaced in the next financial year.

#### 4.2. X-ray CT room

The X-ray CT room was found to belong to Category 12 of healthcare equipment since it uses radiation during its operation and to fall under Class IIb of the risk category. Computed axial tomography is a non-invasive technique used to obtain images of a patient’s body (such as images of different tissues) from different angles. An image can be seen of this type of equipment in Figure 4.

![Figure 4. X-ray computed tomography (CT) room.](image)

The results obtained for the equipment analyzed at the hospital are shown in Table 25. In this case, the least repercussion for the patient derived from equipment failure placed the level for this criterion in the lowest position of those calculated for this category; however, the 52 breakdowns it has suffered in its 11 years of operation have led to maintenance costs rising to 24.61% of acquisition costs in the last three years, which was the highest of all the equipment analyzed in this category, thus placing it at a high level. The unavailability of backup equipment, as well as the age of the equipment, placed it at the high renovation priority level.

#### 4.3. Defibrillator

Defibrillators were found to belong to Category 4 of electromedical/mechanical healthcare equipment and to fall under Class IIb of the risk category. This device applies an abrupt and brief current to the patient suffering cardiac arrest and, in addition, allows for the monitoring of cardiac constants. Data were available for a model similar to that shown in Figure 5.
Table 25. Results for X-ray CT room.

| Criterion                  | Valuation | Renewal Priority by Criterion |
|----------------------------|-----------|--------------------------------|
| Function                   | 0.335588  | High                           |
| Age of device              | 0.894502  | Urgent                         |
| Availability of support    | 0.848682  | Urgent                         |
| Impact of operation        | 0.904496  | Urgent                         |
| Staff preferences          | 0.432413  | High                           |
| Equipment failures or breakdowns | 0.288108 | Urgent                         |
| Costs associated with the devices | 0.624561 | High                           |

Valuation: 0.680697
Global renewal priority: High. The device should be replaced in the next financial year.

Figure 5. Defibrillator.

The results for the defibrillator are shown in Table 26. This device had an urgent renovation priority given that, in addition to being 13 years old, there are no backup devices that can replace it in the event of a failure, and said failure, in the worst case, could cost a patient’s life. Despite the 14 breakdowns it has experienced, maintenance costs in the last three years represented only 3.02% of the acquisition cost, placing it at a low level in said subcriterion.

Table 26. Results for the defibrillator.

| Criterion                               | Valuation | Renewal Priority by Criterion |
|-----------------------------------------|-----------|--------------------------------|
| Function                                | 0.68023   | High                           |
| Age of device                           | 0.929172  | Urgent                         |
| Availability of support                 | 0.875466  | High                           |
| Impact of operation                     | 0.904496  | Urgent                         |
| Staff preferences                       | 0.432413  | High                           |
| Equipment failures or breakdowns        | 0.768599  | Urgent                         |
| Costs associated with the devices       | 0.299142  | Medium                         |

Valuation: 0.783709
Global renewal priority: Urgent. The device should be replaced in the current financial year.

4.4. Neonatal Ventilator

A neonatal ventilator was found to belong to Category 2 of anesthesia and breathing equipment and to fall under Class III of the risk category. It provides respiratory support to sick or premature infants. Several models are available, but the one analyzed is similar to that of Figure 6.
The results obtained for a specific neonatal ventilator unit are shown in Table 27. Despite being in a less critical situation than other neonatal ventilators in the hospital, since it is a more modern model and thus has more potential spare parts available, the role it performs is essential. So, although it has backup devices, its age of 11 years placed the device at the urgent level. In addition, it has had six failures, meaning 15.07% maintenance costs with respect to acquisition costs over last three years, so a high level was assigned in this criterion.

Table 27. Results for neonatal ventilator.

| Criterion                        | Valuation | Renewal Priority by Criterion |
|----------------------------------|-----------|-------------------------------|
| Function                         | 1         | Urgent                        |
| Age of device                    | 0.986963  | Urgent                        |
| Availability of support          | 0.917498  | Urgent                        |
| Impact of operation              | 0.516778  | Medium                        |
| Staff preferences                | 0.432413  | High                          |
| Equipment failures or breakdowns | 0.775429  | Urgent                        |
| Costs associated with the devices| 0.457583  | High                          |
| Valuation:                       | 0.762975  |                                |
| Global renewal priority:         | Urgent. The device should be replaced in the current financial year. |

4.5. Video Colonoscope

The video colonoscope was found to belong to Category 4 of healthcare equipment for electromedical/mechanical products and to fall under Class IIa of the risk category. These are devices that provide images, through fiber optics, for the diagnosis of problems in the lower digestive tract, which mainly corresponds to the large and distal intestines of the ileum such as mucous lesions of the large intestine (mucosal lesions, bleeding lesions, and neoformations), as well as well as some alterations of its normal structure (stenosis, diverticula, fistulas, duplications). An image of the device is shown in Figure 7.

Figure 6. Neonatal ventilator.

Figure 7. Video colonoscope.
The results obtained for a specific video colonoscope unit are shown in Table 28. It was the newest device of all those analyzed in this study at only four years old. Though the support time has ended, it is a device that has so far not had any breakdown, so its maintenance costs have been low; in any case, it has more backup equipment, which, together with the role it performs, led to the decision of a low renewal priority.

Table 28. Results for video colonoscope.

| Criterion                        | Valuation | Renewal Priority by Criterion |
|----------------------------------|-----------|-------------------------------|
| Function                         | 0.102     | Low                           |
| Age of device                    | 0.145     | Low                           |
| Availability of support          | 0.829     | High                          |
| Impact of operation              | 0.073     | Low                           |
| Staff preferences                | 0.357     | High                          |
| Equipment failures or breakdowns | 0.023     | Low                           |
| Costs associated with the devices| 0.043     | Low                           |

Valuation: 0.151
Global renewal priority: Review device in next two financial years.

5. Sensitivity Analysis

A sensitivity analysis was of paramount importance for verifying the robustness of the model, because if small changes in the criteria weights produced large changes in the prioritization of the equipment, it could be deduced that the models were highly variable, and, therefore, their robustness was open to question.

For the sensitivity analysis, a computer program was created whose execution was carried out independently of the other programs developed for the study.

Small increases and decreases (±10%) were made to the weights obtained for each criterion in order to observe changes in the global renewal priority of each analyzed medical device and to thereby see whether this entailed a change in their priority level of renewal.

For this study, the boundaries that delimit the different levels of renovation were left fixed. It was necessary to highlight this aspect because with the methodology used to calculate them, a variation in the weight of one of the criteria would modify the value of the boundary.

To demonstrate the sensitivity analysis, the value obtained for each of the modifications is shown, as is the percentage deviation from the real priority value of each alternative. Tables 29–33 show the results of the sensitivity analysis of the equipment analyzed in this paper.

Table 29. Sensitivity analysis for neonatal ventilator.

| Original Use | 0.680697 |
|--------------|----------|
| Function     |          |

| Variation | Use | Deviation (%) | Variation |
|-----------|-----|---------------|-----------|
| +10%      | 0.767837 | 0.64%         | 0.758424  | −0.60%    |
| −10%      | 0.771494 | 1.12%         | 0.754766  | −1.08%    |

| Age of device | |
|---------------|-----|

| Variation | Use | Deviation (%) | Variation |
|-----------|-----|---------------|-----------|
| +10%      | 0.767837 | 0.64%         | 0.758424  | −0.60%    |
| −10%      | 0.771494 | 1.12%         | 0.754766  | −1.08%    |
Table 29. Cont.

| Function                  | Original Use | 0.680697 |
|---------------------------|--------------|----------|
| **Availability support**  |              |          |
| Use                       | Deviation (%)| Use Deviation (%) |
| 0.764338                  | 0.18%        | 0.761923 | −0.14% |
| **Impact of operation**   |              |          |
| Use                       | Deviation (%)| Use Deviation (%) |
| 0.757013                  | −0.78%       | 0.769248 | 0.82%  |
| **Staff preferences**     |              |          |
| Use                       | Deviation (%)| Use Deviation (%) |
| 0.760593                  | −0.31%       | 0.765668 | 0.35%  |
| **Equipment failures or breakdowns** | | |
| Use                       | Deviation (%)| Use Deviation (%) |
| 0.763879                  | 0.12%        | 0.762382 | −0.08% |
| **Costs associated with the devices** | | |
| Use                       | Deviation (%)| Use Deviation (%) |
| 0.761012                  | −0.26%       | 0.765248 | 0.30%  |

Table 30. Sensitivity analysis for defibrillator.

| Function                  | Original Use | 0.783709 |
|---------------------------|--------------|----------|
| **Function**              |              |          |
| Use                       | Deviation (%)| Use Deviation (%) |
| 0.782693                  | −0.13%       | 0.783322 | −0.05% |
| **Age of device**         |              |          |
| Use                       | Deviation (%)| Use Deviation (%) |
| 0.790419                  | 0.86%        | 0.775595 | −1.04% |
| **Availability support**  |              |          |
| Use                       | Deviation (%)| Use Deviation (%) |
| 0.784127                  | 0.05%        | 0.781887 | −0.23% |
| **Impact of operation**   |              |          |
| Use                       | Deviation (%)| Use Deviation (%) |
| 0.789011                  | 0.68%        | 0.777004 | −0.86% |
Table 30. Cont.

| Use Deviation (%) | Use Deviation (%) |
|-------------------|-------------------|
| 0.780713          | -0.38%            |
| 0.785302          | 0.20%             |

### Equipment failures or breakdowns

| Use Deviation (%) | Use Deviation (%) |
|-------------------|-------------------|
| 0.784083          | 0.05%             |
| 0.781932          | -0.23%            |

### Costs associated with the devices

| Use Deviation (%) | Use Deviation (%) |
|-------------------|-------------------|
| 0.779864          | -0.49%            |
| 0.786151          | 0.31%             |

Table 31. Sensitivity analysis for X-ray surgical C-arm device.

| Use Deviation (%) | Use Deviation (%) |
|-------------------|-------------------|
| 0.570248          | -0.78%            |
| 0.577359          | 0.46%             |

### Function

| Use Deviation (%) | Use Deviation (%) |
|-------------------|-------------------|
| 0.572877          | -0.32%            |
| 0.57473           | 0.00%             |

### Age of device

| Use Deviation (%) | Use Deviation (%) |
|-------------------|-------------------|
| 0.575673          | 0.17%             |
| 0.571934          | -0.49%            |

### Availability support

| Use Deviation (%) | Use Deviation (%) |
|-------------------|-------------------|
| 0.584366          | 1.68%             |
| 0.563241          | -2.00%            |

### Impact of operation

| Use Deviation (%) | Use Deviation (%) |
|-------------------|-------------------|
| 0.572858          | -0.32%            |
| 0.574749          | 0.00%             |

### Staff preferences

| Use Deviation (%) | Use Deviation (%) |
|-------------------|-------------------|
| 0.572077          | -0.46%            |
| 0.575529          | 0.14%             |
### Table 31. Cont.

| Costs associated with the devices | Variation $+10\%$ | Variation $-10\%$ |
|----------------------------------|-------------------|-------------------|
| Original Use                     | $0.574723$        |                   |

| Use                              | Deviation (%)     | Use              | Deviation (%) |
|----------------------------------|-------------------|------------------|---------------|
| $0.572226$                       | $-0.43\%$        | $0.57538$        | $0.11\%$     |

### Table 32. Sensitivity analysis for X-ray CT room.

| Function                          | Original Use $0.680697$ |
|-----------------------------------|--------------------------|

| Variation $+10\%$ | Variation $-10\%$ |
|-------------------|-------------------|
| Use               | Deviation (%)     | Use              | Deviation (%) |
| $0.675015$        | $-0.83\%$        | $0.684753$       | $0.60\%$     |

| Age of device       | Variation $+10\%$ | Variation $-10\%$ |
|---------------------|-------------------|-------------------|
| Use                 | Deviation (%)     | Use              | Deviation (%) |
| $0.688758$          | $1.18\%$         | $0.67101$        | $-1.42\%$    |

| Availability support| Variation $+10\%$ | Variation $-10\%$ |
|---------------------|-------------------|-------------------|
| Use                 | Deviation (%)     | Use              | Deviation (%) |
| $0.681342$          | $0.09\%$         | $0.678426$       | $-0.33\%$    |

| Impact operation     | Variation $+10\%$ | Variation $-10\%$ |
|----------------------|-------------------|-------------------|
| Use                  | Deviation (%)     | Use              | Deviation (%) |
| $0.688224$           | $1.11\%$         | $0.671544$       | $-1.34\%$    |

| Staff preferences    | Variation $+10\%$ | Variation $-10\%$ |
|----------------------|-------------------|-------------------|
| Use                  | Deviation (%)     | Use              | Deviation (%) |
| $0.678281$           | $-0.35\%$        | $0.681487$       | $0.12\%$     |

| Equipment failures or breakdowns| Variation $+10\%$ | Variation $-10\%$ |
|-------------------------------|-------------------|-------------------|
| Use                           | Deviation (%)     | Use              | Deviation (%) |
| $0.674816$                    | $-0.86\%$        | $0.684952$       | $0.63\%$     |

| Costs associated with the devices| Variation $+10\%$ | Variation $-10\%$ |
|----------------------------------|-------------------|-------------------|
| Use                              | Deviation (%)     | Use              | Deviation (%) |
| $0.679933$                       | $-0.11\%$        | $0.679835$       | $-0.13\%$    |
Table 33. Sensitivity analysis for video colonoscope.

| Function                  | Original Use | 0.151 |
|---------------------------|--------------|-------|
| **Variation +10%**        | Use Deviation (%) | Use Deviation (%) |
| Use                       | 0.150        | −0.66% | 0.152 | 0.66% |
| **Age of device**         |              |       |
| **Variation +10%**        | Use Deviation (%) | Use Deviation (%) |
| Use                       | 0.150        | −0.66% | 0.151 | 0%   |
| **Availability support**  |              |       |
| **Variation +10%**        | Use Deviation (%) | Use Deviation (%) |
| Use                       | 0.154        | 1.99%  | 0.147 | −2.65% |
| **Impact operation**      |              |       |
| **Variation +10%**        | Use Deviation (%) | Use Deviation (%) |
| Use                       | 0.148        | −1.99% | 0.153 | 1.32% |
| **Staff preferences**     |              |       |
| **Variation +10%**        | Use Deviation (%) | Use Deviation (%) |
| Use                       | 0.152        | 0.66%  | 0.149 | −1.32% |
| **Equipment failures or breakdowns** | | |
| **Variation +10%**        | Use Deviation (%) | Use Deviation (%) |
| Use                       | 0.149        | −1.32% | 0.153 | 1.32% |
| **Costs associated with the devices** | | |
| **Variation +10%**        | Use Deviation (%) | Use Deviation (%) |
| Use                       | 0.150        | −0.66% | 0.152 | 0.66% |

It can be seen that in all cases the deviations resulting from the modification of the weightings of the criteria were quite low, generally with a greater deviation when the modifications were made to the Age of device and Impact of operation criteria, since these were the criteria that had most influence on the final result.

In no case was the deviation greater than 3% over the valuation obtained in the model, and it can also be guaranteed that there was no change in the level of renewal. The same behavior was observed in the rest of the devices analyzed in the study from different categories.

Therefore, it can be said that the model was robust and the results it obtained were consistent. To this must be added that the boundaries used in the project were designed to vary depending on the weights of the criteria, which increased its robustness.
6. Conclusions

There is a complete absence in the literature of models in the fuzzy environment that assess the need for renewal of each medical device in an objective way, and that includes the uncertainty, ambiguities, or doubts typical of decision-making processes in the real world. These models are also highly valued since they allow for public spending to be conveniently justified to the public.

In this research, a model using the FAHP was designed to support the decision to renew the technology of healthcare equipment in hospitals. Three decision makers with knowledge of the hospital environment and technological renewal, as well as multicriteria techniques (one of whom is a recognized expert in the field), were in charge of issuing the judgements to obtain the weightings of the criteria and subcriteria of the models, as well as the assessments of the scale levels of the descriptors.

The model was validated by applying it to different devices belonging to different categories of equipment, five of which have their results shown in this paper: a surgical C-arm, an X-ray CT room, a neonatal ventilator, a defibrillator, and a video colonoscope. The results obtained from applying the model showed how the current state of the equipment is rather poor, given that all but one were found to be at the urgent and high prioritization levels. Since the computer program created in NI Labview for the study applied not only the model designed via the FAHP but also one built with the AHP, it should be noted that similar renewal decisions were obtained using the two methodologies for all the analyzed devices. However, a slight increase of, on average, 2.17% was seen in end utility when applying the FAHP rather than the AHP in all analyzed devices. That is, the model built with the FAHP slightly increased priority in renewal of healthcare technology compared to the model using the AHP and was therefore slightly more conservative. The obtained results can help raise awareness among hospital managers of the need to base technology renewal decisions on criteria and the need to rely on objective models focused on quality of care, rather than other types of consideration.

As for the function of the device, decision makers indicated a clear preference to giving high priorities to life support systems, as well as for Class III; combining this with the great weight stemming from those devices whose failure could lead to the death of the patient and the expected benefits of equipment replacement, it is clear that the decisions made in the model gave preference to the patient.

The results were largely due to two criteria that were considered the most important by decision makers: the Age of the device and the Impact of operation. Both criteria gave quite high priorities in all the devices, especially given that the newest device was over five years old (with the exception of the video colonoscope), and, in general, there was no backup of any kind in many of the devices analyzed.

It should be noted that none of the equipment is currently covered by the guarantee provided by the supplier, and several are virtually discontinued, making the task of searching for spare parts for them difficult. The data available for the assessment of medical equipment by the model were very scarce, and in some cases, such as in the preferences of the staff, it was necessary to use discrete probability distributions with the most probable values. Thus, if better data are available, the model would provide less uncertainty in its results.

The consistency ratio of each of the valuations was always below the 10% threshold, so all the judgements issued by the decision makers were valid for their introduction in the models. The inconsistency analysis that was carried out, unlike most of the contributions to the literature that have not had it, provided a greater solidity to the model.

The research also provided a sensitivity analysis of the models, demonstrating that the model was robust, something that most of the literature’s contributions have also lacked.

It can thus be deduced that a valid model was found for the calculation of the renewal of medical equipment, one that incorporates aspects of maintenance, economic, healthcare, risk, and patient safety, as well as software. This model allows all the data to be entered in a fast and simple way that facilitates the assessment of the renewal status of the entire set of medical equipment in a short time, as well as constant reassessments after the periods established by the model in the low or medium renewal level cases. It should be noted that the results obtained for the equipment analyzed are very representative of the current situation of Spanish healthcare.
The impact of the research on theory is the modelling of the decision to renew health technologies when considering a series of current criteria and sub-criteria that take the rate of renewal of health technologies and the preferences of the users of these devices (doctors, nurses, radiologists, etc.) into account. This was considered fundamental in this research, and, generally, it has not been included in the decision-making process for health technology renewal. It must be considered that technology users are the ones who can provide the most critical assessment of the effectiveness and efficiency of the devices they use. Furthermore, the proposed model presents an innovative system for calculating the limits between priority levels for technological renewal by using a modified top–down methodology, which makes a big difference in how these levels are decided. From the point of view of practice, the proposed approach—both a model developed through the FAHP and the built software—can provide undoubted benefits to healthcare organizations by employing objective methodologies and tools that can be presented to taxpayers or the public and that guarantee the objectivity of public spending in the case of public sector healthcare organizations, as well as against investors in the case of private health institutions. In addition, the built-in software automatically performs a sensitivity analysis that ensures that the results obtained for each medical device are robust. This software could be of great help at the hospital management level in decisions related to the annual budget for the renewal of technologies, as well as for the establishment of a homogeneous and objective procedure by the health departments of the autonomous communities or the Spanish Health Ministry.

Therefore, as an advantage of this research, the availability of the multicriteria model implemented in the software that provides renewal decisions for medical equipment simply and quickly—including expert judgments—is appreciated. As disadvantages of the proposed approach, the model provides a decision with, at best, a two-year time horizon and, at worst, in the current financial year. Therefore, it forces reassessment every year or every two years by means of the created software for all the devices that do not have to be replaced in the current year. Though the designed software is very intuitive and easy to use, it requires a series of data with each reassessment that could be quite time consuming for the personnel in charge of this task. However, the connection of the software created with a computerized maintenance management system (CMMS) or with an enterprise resource planning (ERP), which has a maintenance module, could carry out the automatic acquisition of the necessary information and facilitate the entire process. Therefore, if the proposed software was implemented in the aforementioned information systems, a great benefit would be obtained for the entire healthcare organization, as would a faster and more comfortable way of obtaining results.

As future developments of this research, we intend to carry out a cost–benefit analysis decision making to replace medical equipment. Once the technological renovation priorities are available, a feasibility study can be carried out, one that prioritizes which equipment should be replaced, the order of replacement, and the execution periods, all taking into account different factors such as the health center budget for each financial year, the cost of equipment acquisition, and the specific benefits resulting from the equipment change. It is also expected to be able to incorporate more decision centers to the giving of judgements of the pairwise comparison matrices and to see if there is any significant modification in the established renewal boundaries. In addition, it is expected to be able to model the renewal of medical technologies using other techniques in the fuzzy environment, such as the fuzzy TOPSIS.
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