Influence of surface roughness on cold formability in bending processes: a multiscale modelling approach with the hybrid damage mechanics model
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Abstract
Experimental and numerical investigations on the description of cold formability of extra abrasion-resistant steel considering surface roughness effects were performed in this study. A novel multiscale numerical approach to quantitatively evaluate the impacts of surface roughness on the cold formability/bendability of heavy plates was proposed and verified. The macroscopic ductile damage behavior of the investigated steel was described by a hybrid damage mechanics model, whose parameters were calibrated by notched round-bar (NRB) tensile tests and single-edge notched bending (SENB) tests. The surface roughness was characterized by confocal microscopy and statistically incorporated into a two-dimensional representative volume element (RVE) model. For the assessment of the bendability of heavy plates in the component level, the critical ratio between the punch radius and the sample thickness \( r/t \) in three-point bending tests was predicted and compared with experimental results. After the surface roughness effects were taken into consideration, a significant improvement in the predicted results was achieved. A good match between the simulation and experimental results confirmed the indispensable influences of surface roughness on the bendability of steels and validated the efficiency of the multiscale simulation approach in the quantitative description of surface roughness affected ductile damage evolutions.
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Introduction
In order to improve the lightweight engineering potential, materials scientists and metallurgists have developed different generations of high strength steels [1, 2]. Due to the development of materials forming technology, more demands on the processing properties of these materials have been raised in addition to their obviously enhanced mechanical properties in terms of strength and toughness [2].

Surface integrity, including surface roughness, residual stresses, and microstructure of surface layers, is a significant factor in the determination of the degradation and failure process of materials [3–6]. Concerning the effects of surface roughness on the fracture properties of metallic materials, numerous studies have been focused on the impacts of surface roughness on the fatigue behaviors due to the specified fracture mechanism, which has a natural dependence on the surface quality [3, 4, 7–10]. Surface roughness is usually treated as a geometrical surficial defect and a source of stress concentration. A popular engineering method in the quantitative evaluation of surface roughness effects on fatigue strength is to introduce some empirical surface modification factors [8, 9]. However, this method is sometimes inadequate. Under monotonic loading conditions, surface roughness is believed to have an important influence on the mechanical and ductile damage properties of metallic materials as well. For example, during bending experiments, the cold formability, or bendability in particular, of heavy plates are significantly affected by the surface roughness of the specimens. However, in the open literature, there is hardly any research on the quantitative
assessment of the influences of surface roughness on the bendability of steels [3]. Therefore, the major aim of this study is to propose a numerical approach to quantify surface roughness affected ductile damage behavior of steels. Multiscale modeling approaches have been an efficient method to correlate the macroscopic mechanical properties with specific microscopic features, such as phase distribution [11, 12], grain shape [13], and texture [14]. In order to numerically investigate the ductile damage behaviors of extra abrasion-resistant steel (XAR 450) considering surface roughness effects, a multiscale modeling approach has been proposed in this study. The macroscopic ductile damage is described using a phenomenological hybrid damage mechanics model [15, 16], while the surface roughness is characterized by a two-dimensional sub-model.

The ductile damage behavior of advanced high strength steels with improved toughness is usually characterized by three different stages: void nucleation, void growth, and void coalescence which leads to the final failure of the component [17–19]. Tremendous research works have been performed on the precise characterization and description of ductile damage behavior of metallic materials [17, 20–26]. Due to tireless efforts of the peers, several damage mechanics models have been developed and applied [15, 18, 21–23, 26–37]. Based on different assumptions of whether damage has an impact on plasticity, these damage mechanics models can be classified into two groups, namely the coupled and uncoupled models [21].

In the coupled models, the effect of damage on plastic flow is taken into consideration. The Gurson family models [34, 36, 38–48] and the continuum damage mechanics (CDM) models [27, 49–54] are the two famous types of coupled models that are widely applied. Based on the fundamental work of Gurson, Tvergaard, and Needleman [36, 43–45], the void volume fraction variable as a measure of damage effect has been integrated into the yield potential and the void nucleation, evolution and coalescence effect has been considered in the GTN model. Later on, further developments of the GTN model have been made in order to consider the void distribution effect [39], the void shape change [38, 40, 41], the void rotation effect [25, 38, 41] and the void shear effect dependent on the third invariant of the stress deviator [42, 47, 48]. Another famous approach in coupling damage and plasticity are the so-called CDM based models [27], which are derived within the framework of thermodynamics. In the CDM models, an integral damage variable is introduced to quantify the degree of material degradation [27]. Further developments of the CDM models have been conducted by many researchers to consider kinematic hardening, anisotropy, and crack closure effects due to its relatively easy implementation [51–54]. The macroscopic consideration of damage in coupled models restricts their capability in the description of microscopic damage mechanisms. Furthermore, due to the aforementioned modifications, more parameters are included and the calibration procedure becomes increasingly difficult and time-consuming [37].

Part of these disadvantages of the coupled damage models is to some extent overcome by adopting the uncoupled approach, in which no interaction between damage and plasticity is assumed. Recently, it has been a major trend that the ductile fracture equivalent plastic strain of metallic materials is characterized as a weighted function of the stress triaxiality and Lode angle parameter. Remarkable research work has been done by Bao and Wierzbicki [20], who have performed a systematic study on a series of fracture specimens with different geometries covering a wide range of stress states. They have constructed a clear fracture locus of the AI 2024 T351 alloy. Since then several fracture criteria [29, 31, 55, 56] which consider the influence of Lode angle have been proposed and developed. Even though these uncoupled ductile fracture criteria can provide high accuracy and easy calibration procedure, they suffer from a common disadvantage that the various microscopic damage mechanisms are not properly revealed.

Based on the above-mentioned corresponding advantages and disadvantages of coupled and uncoupled damage mechanics models, Lian et al. [15] have proposed a new hybrid damage mechanics model, which is extending the uncoupled fracture model into the coupled framework, where the damage initiation strain instead of the fracture strain is adopted [11]. The hybrid damage mechanics model can provide high accuracy not only in the characterization of the damage initiation and failure strains but also in the description of the damage evolution under various applications, such as for dynamic loading [57, 58], anisotropic fracture [59] and even cleavage fracture [60]. In the present research, the model is applied to assess the cold formability of a high-strength steel with extraordinary abrasion resistance.

For the numerical modeling of surface roughness, some researchers have used the finite element method (FEM) in which the surface roughness is represented by a curved surface boundary [7, 61]. However, Considering the huge length scale difference between roughness characteristics and component applications in this study, a novel multiscale approach based on the sub-modeling concept has been applied to precisely reveal the influences of localization in the finer level of the investigated material. The sub-model is a mesoscale volume element which contains sufficient information of the given materials without losing the computational efficiency for micromechanics based simulations [62–65].

The macroscopic damage related parameters are calibrated by a numerical and experimental study of single edge notched bending (SENB) tests. The micro-level features, in particular surface roughness profiles, are characterized by confocal microscopy and statistically incorporated into the two-dimensional sub-model. On the industrial scale, the critical ratio between the punch radius and the sample thickness r/t
in the three-point bending tests is a characteristic value for the assessment and evaluation of the bendability of heavy plates [16]. While taking the surface roughness effects into consideration, a good match between the predicted and experimental results of the critical values of the r/t ratio in the three-point bending tests has proved the efficiency of the proposed method in bridging multi-scale simulations.

### Numerical modeling

#### Material model

The hybrid damage mechanics model that describes the damage and fracture behavior in macroscopic level considers the local conditions of the structure, i.e., local equivalent plastic strain $\varepsilon_p$ and local stress-states. For the sake of completeness, the brief equations of the model [15] are given below. Given three principal stresses $\sigma_1$, $\sigma_2$, and $\sigma_3$, the three invariants read:

\[ p = -\sigma_m = -\frac{1}{3}(\sigma_1 + \sigma_2 + \sigma_3) \]  \hfill (1)

\[ q = \sigma = \sqrt{\frac{1}{2} \left[ (\sigma_1 - \sigma_2)^2 + (\sigma_2 - \sigma_3)^2 + (\sigma_3 - \sigma_1)^2 \right]} \]  \hfill (2)

\[ r = \left[ \frac{27}{2} \cdot (\sigma_1 - \sigma_m)(\sigma_2 - \sigma_m)(\sigma_3 - \sigma_m) \right]^{\frac{1}{3}} \]  \hfill (3)

By the definition of these invariants, the variables which define stress-states are stress triaxiality $\eta$ and Lode angle $\theta$ defined by:

\[ \eta = \frac{p}{q} \]  \hfill (4)

\[ \theta = \frac{1}{3} \cdot \arccos \left[ \left( \frac{r}{q} \right)^{\frac{3}{2}} \right] \]  \hfill (5)

Due to symmetry of the Lode angle, it can be characterized in the range of $0 \leq \theta \leq \frac{\pi}{3}$. The normalized Lode angle is called Lode angle parameter and reads:

\[ \theta = 1 - \frac{6\theta}{\pi} \]  \hfill (6)

As the strain develops during loading applied, the constitutive model that governs mechanical behavior does not take any effect on any type of damages. The damage $D$ can cause a softening effect onto the yield stress $\sigma_y$. The yield potential $\Phi$ is represented by:

\[ \Phi = \sigma - (1-D)\sigma_y \leq 0 \]  \hfill (7)

At an instant that the damage initiation criterion is fulfilled, the yield potential considers the softening effect from ductile
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The damage initiation criterion determined by the damage initiation locus (DIL) reads:

\[ \varepsilon^i = (c_1 \cdot \exp(-c_2 \cdot \eta)-c_3 \cdot \exp(-c_4 \cdot \eta))\theta^i + c_1 \cdot \exp(-c_1 \cdot \eta) \]  

(8)

where \( c_1, c_2, c_3, \) and \( c_4 \) are DIL parameters that shall be calibrated. It is not only to determine the damage initiation as strain develops but also to identify the moment when the fracture occurs. As the damage evolution has once initiated, the damage evolution law is taken into account. It describes how the damage \( D \) evolves while the strain increases by:

\[ D = \begin{cases} 0, & \varepsilon^p \leq \varepsilon^i \\ \frac{\sigma_y}{G_f} \int_{\varepsilon^i}^{\varepsilon^p} d\varepsilon^p, & \varepsilon^i < \varepsilon^p < \varepsilon^f \\ D_{cr}, & \varepsilon^f \leq \varepsilon^p \end{cases} \]  

(9)

where \( \varepsilon^f \) denotes the strain at the fracture point, \( \sigma_y \) defines the yield stress at the damage initiation, \( G_f \) is energy dissipation between the damage initiation and the fracture point of the material, and \( D_{cr} \) is the critical value of the damage which defines the fracture point. More details on this material model can be found in [16]. In our numerical analysis, any local elements which yield this fracture point will be deleted from the analysis.

**Surface roughness model**

In order to characterize a state of a surface, the measured surface topology must be decomposed into two components, longwave and shortwave components. Longwave components of a surface profile can be simplified as smoothened surface profiles. For visualization purposes, a sample of 3D surface measurement data is illustrated in Fig. 1 (a). The raw surface is then filtered into waviness and roughness profiles as shown in Fig. 1 (b) and (c) respectively. One can notice that small peaks and outliers disappear from the waviness profile. On one hand, it can be argued that the waviness represents a flat line if the region of interest is downsized to an infinitesimal scale. On the other hand, the roughness represents surface information on such a scale in which the inclination of the surface is removed.

To decompose these two components, the Gaussian filter is applied. Gaussian filter is a linear filter that is normally used in signal processing applications. It was introduced in profile analysis in 1992 [66] and later included as an official standard in 2011 [67]. In order to perform an areal surface filtration, a linear areal Gaussian filter shall be utilized. This requires a 2D convolution operation. It applies a mapping between the surface in the form of a 2D matrix and a weighting function \( S \) (so-called kernel).

The main purpose of using such a filter is to extract waviness and roughness from the raw surface measurement data. Given \( Z \) as the raw areal surface, the areal waviness \( W \) and areal roughness \( R \) can be calculated by:

\[ W = Z \otimes S \]  

(10)

\[ R = Z - W \]  

(11)

where \( \otimes \) is the convolution operator.

The filter employs weighting function \( S(x, y) \) and applies convolution using this kernel to the surface. The weighting function is given by [68]:

\[ S(x, y) = \frac{1}{\alpha^2 \lambda_c^2} \exp \left[ -\frac{\pi}{\alpha^2} \left( \frac{x^2 + y^2}{\lambda_c^2} \right) \right] \]  

(12)

where \( x, y \) are spatial location in x and y directions; \( \lambda_c \) is a predefined cut-off wavelength; \( \alpha \) is a constant equal to \( \sqrt{\ln 2 \cdot 0.4697} \). The weighting function with \( \lambda_c = 100 \mu m \) can be plotted as shown in Fig. 2.

After filtering the waviness out of the raw surface, the roughness from every measurement is accumulated and
assumed to be distributed according to a normal distribution function, which reads:

$$f(r|\mu_r, \sigma_r) = \frac{1}{\sqrt{2\pi} \sigma_r} \exp\left(-\frac{(r-\mu_r)^2}{2\sigma_r^2}\right)$$  \hspace{1cm} (13)

where $\mu_r$ is the mean value of the distribution function; $\sigma_r$ is the standard deviation of the distribution function; $r$ is the depth of the roughness — a positive value means the measured surface is higher than the reference line and a negative value means vice versa.

### Material characterization

The hybrid damage mechanics model consists of two parts, the description of the plastic flow behavior and the damage behavior. In this paper, the final application is bending process which yields its strain path at Lode angle parameter at $\theta = 0$. Therefore, the characterization can be done by experimental results from standard tensile tests and single-edge notched bending tests incorporating finite-element (FE) simulations. In addition, the surface condition of the material is also characterized by measurements from a white-light confocal microscope.

### Experiments

#### Tensile tests

The steel grade XAR 450 (eXtra Abrasion Resistant) provided by ThyssenKrupp Steel Europe is taken into account. The tensile properties of the XAR 450 bulk material were measured by the smooth round bar (SRB) tensile tests. For the consideration of anisotropy, the SRBs were cut along two directions, rolling direction (L) and transverse direction (T). The SRB tests were performed at room temperature on a Zwick Z100/TL3 machine. According to the European standard EN 6892–1 [69], specimens with geometry illustrated in Fig. 3 were prepared. The detailed dimensions are listed in Table 1. To achieve a quasi-static loading condition, the cross-head speed of 0.8 mm/min was set, and the resulting strain rate for the uniaxial loading is approximately $3 \times 10^{-4} \text{ s}^{-1}$.

#### Single-edge notched bending (SENB) tests

According to the damage model formulation, a series of fracture tests are required to characterize the damage curve of the XAR 450. The geometrical features of the SENB specimens are illustrated in Fig. 4. All specimens have a length of 92 mm, a width of 10 mm and a height of 20 mm. One of the important characteristics in the design of SENB specimens is the depth of the pre-crack. The target for the design is to cover a broad range of stress states. The first crack that appears in SENB specimens is located beneath the pre-crack or notch (when no pre-crack is assigned) in the mid-plane of the thickness direction. The stress state at this location features a Lode angle parameter in the vicinity of zero and its value is influenced by the implementation of side grooves. The stress triaxiality of the same location is varied by the existence of pre-cracks. Therefore, there are three different types of specimens investigated, according to the possible changes of the depth of the pre-crack. The corresponding measured dimensions after the manufacture of these samples are listed in Table 2.

The SENB tests were performed at room temperature at a constant piston velocity of 0.4 mm/min in a Schenck servo-
Table 3 Calibrated XAR 450 hardening parameters for equivalent plastic strain larger than 0.02

| A, − | n, − | \(\tau_0, −\) |
|------|------|---------------|
| 1756.29 | 0.056 | 0.0048 |

hydraulic testing machine with a maximum force of 400 kN. During the tests, the applied force was measured with a load cell. Furthermore, the crack tip opening displacement (CTOD) was determined with clip gages. The experimental device for carrying out the SENB test consists of two rollers at a distance of 80 mm, serving as supports on the top side of the specimen. The third roller embedded in a piston presses the specimen in the middle from the bottom side. The two support bearings have the same diameter of 10 mm, while the third roller fixed to the piston has a diameter of 5 mm. All tests were performed until the specimens were totally fractured. The instant of damage initiation is detected by the direct current potential drop method [70].

**Parameter calibration**

**Plastic flow behavior**

The engineering stress–strain curve from tensile test results in the rolling direction is converted to the true stress–strain curve. In order to provide a sufficient range of the flow curve to the finite element analysis (FEA) software for the damage behavior study, the converted true stress–strain curve is extrapolated according to the Swift hardening law.

\[
\sigma = A \cdot \left( \varepsilon^p +\varepsilon_0 \right)^n
\]  

where \(\sigma\) is extrapolated equivalent stress; \(\varepsilon_0\) is yield strain; \(A\) and \(n\) are parameters to be identified from experimental results. The true stress–strain results are fitted according to (14) and both the experimental flow curve and the fitted one are presented in Fig. 5. It is noted that due to the steep initial hardening of the material, the stress–strain curve cannot be fitted with one Swift equation for good quality. Therefore, a piece-wise hardening description is adopted in this study. For equivalent plastic strain lower than 0.02, the experimental data is used, while for larger strains, the Swift equations is fitted and used to describe the hardening behavior. The corresponding material parameters are listed in Table 3.

**Damage behavior**

This part requires a combination of SENB experimental results and its FE simulations. The simulation settings follow the FE model reported in a previous study [16]. The elements are the type of 3D continuum elements with reduced integration (C3D8R). The region around the ligament under the notch tip is meshed with a fine size of 0.1 mm × 0.1 mm × 0.1 mm, as it features the most plastic deformation, while the remaining part of the specimen has significantly coarser enmeshment to improve the computational efficiency. The support bearings and the punch are modeled as rigid solids, and a Coulomb friction value of 0.1 is assumed to consider the contact phenomena between sample and rollers. According to the experiment, two supporting rollers on the top are fixed in all degrees of freedom, while the bottom roller is lifted up with a constant velocity to bend the specimen until it is fractured.

The hybrid damage mechanics model describes the damage initiation by the equivalent plastic strain with a weight function of stress triaxiality and Lode angle parameter. The DIL is constructed by experimental results from SENB tests at different pre-crack depths. As mentioned earlier, the final application’s Lode angle parameter along the strain path is zero, the DIL in (8) can be simplified to:

\[
\varepsilon^t = c_1^t \cdot \exp(-c_4^t \cdot \eta)
\]

FE simulations are employed to calculate the local stress triaxiality \(\eta\) at the critical element at the instant of fracture. These values are then included in the calculation and calibrate the DIL parameter which is listed in Table 4.

**Surface roughness measurement**

There are two samples delivered for roughness analysis, SP1 and SP2. Both samples are simple rectangular steel plates with a difference in width. The surface roughness for both specimens was measured by NanoFocus confocal microscope using 10x magnitude, lens aperture (f-value) 0.3, shutter speed 1/100 s, ISO 100. This setting allows us to achieve 3.125 \(\mu m\) on-plane resolution and 20 \(nm\) out-of-plane resolution. The total number of measurement regions is 40. Each measurement covers 4.2 mm by 4.2 mm area. The noise from measurement is filtered by a robust Gaussian regression filter [71] with a cut-off wavelength of 3.125 \(\mu m\) to eliminate some artifacts whose wavelength is lower than the machine’s resolution. The filtered surface is then decomposed into waviness and roughness component using Gaussian filter with \(\lambda_c = 100 \mu m\). This number is chosen to match the element size in the critical region and the sub-model size.

Before merging the surface information, all surfaces are shifted to obtain zero mean value. Thus, all points lie on an identical reference plane. Afterwards, a regression is
performed to find the overall standard deviation \( \sigma_r \). The distribution function corresponding to these parameters are plotted along with a roughness histogram in Fig. 6.

**Plate bending process**

A three-point bending test is a standard test for the characterization of bendability. For the heavy plate application, it is also often used as an experimental technique to assess the cold formability of steels for the manufacturing of components with extensive cold forming involved. In the experimental set-up of bending tests, a steel plate of defined size is subjected to a symmetric three-point bending treatment. The distance between the two support bearings is a function of the plate thickness and the radius of the cylindrical punch which applies the load, so that the whole geometrical set-up of the test is defined by the punch radius \( r \) and the sample thickness \( t \).

![Fig. 7 Operating cycle of the cold forming test: (a) Setup of the test with a given \( r/t \) ratio; (b) Bending deformation of the plate to approximately 90° by the movement of the punch; (c) Unloading by moving the punch to its initial place to allow the plate to release the elastic deformation [16] (a)](image)

![Fig. 6 Histogram of the measured roughness and fitted distribution function with \( \mu_r = 0 \), \( \sigma_r = 1.83 \) (b)](image)

| \( r/t \), – | Support distance, mm | Punch displacement, mm |
|-------------|----------------------|------------------------|
| 0.2         | 42                   | 60.20                  |
| 1.0         | 66                   | 67.22                  |
| 1.5         | 81                   | 71.61                  |
| 3.0         | 126                  | 73.00                  |
| 4.0         | 156                  | 78.00                  |
| 4.5         | 171                  | 93.00                  |
| 5.0         | 186                  | 102.40                 |
| 7.0         | 246                  | 120.00                 |

The working cycle of the bending test is illustrated in Fig. 7: (a) the plate is placed according to a given \( r/t \) ratio; (b) the punch moves from top to the bottom to deform the plate into a certain extent when the plate is bent at approximately 90° in the middle; (c) the punch goes back to the initial place and allows the plate to release its elastic deformation. After one cycle, the plate is removed, and the system starts with another working cycle. In this way, a series of tests are performed, in which the dimension of the plate is constant, but the \( r/t \) ratio is defined as a variable by varying the punch radius. Accordingly, the distance between two barriers, \( 3t+2r \) is changed for each test. The investigation is aiming to find the critical \( r/t \) ratio to trigger crack/damage initiation on the plate.

**FE model**

The investigations were performed on samples with a length of 400 mm, a width of 150 mm and a thickness of 12 mm. The \( r/t \) ratios are chosen as 0.2, 1.0, 1.5, 3.0, 4.0, 4.5, 5.0 and 7.0. The selection of these \( r/t \) ratios was based on the available punch radii of the laboratory where the experiments were conducted. Before the simulations were carried out, the load line displacement of the punch required to bend the sample to an angle of 90° was calculated analytically. Likewise, the simulations could be performed such that the required punch displacement is applied, and the punch
moves back to its original position. All the geometrical details required to perform the simulations are summarized in Table 5, and Fig. 8 shows the geometrical set-up considered in the simulations.

Due to the simplification of the material property of the three pins, the boundary condition is constrained to a single reference point. All the boundary conditions lie in the category of displacement restriction. Simply the two barriers above are restricted in all directions to move, whereas the hammer on the top is fixed in both x and z directions, but movable in the y-direction to deform the plate. The specific displacement is calculated to meet the requirement that after the hammer is back to the initial place, the plate remains bent at approximately 90°. For the plate, according to the symmetrical boundary condition, the corresponding plane is restricted to move in the symmetrical direction, which is the z-direction in this case. At the zones of contiguity among the pins and plate, the surface-to-surface contact interactions are applied with the consideration of friction. The friction coefficient is assumed to be 0.1.

**Scale bridging approach**

In order to analyze roughness features, a multiscale modeling scheme is defined. The overview of the scheme is depicted in Fig. 9. It starts from an analysis at the component level, the plate bending test in this context. The bending test simulation is conducted in the configuration without any consideration of the roughness profile. The mesh size for such simulations is typically 100 μm. With these simulations, the local loading history for the critical element is achieved. Accordingly, the same loading condition is then applied to a smaller level, namely meso-level, in which a single element from the macro-level is further discretized for finer resolution and the roughness profile is also statistically included for simulations.
via the creation of the sub-model. Naturally, a 100 μm x 100 μm sub-model with roughness features located at critical region of the component is considered corresponding to the macro-scale models. The element size in the representative volume element (RVE) is sub-micrometer, 0.6 μm in particular, for a proper representation of the roughness profile; however, the damage initiation is not rendered in such a tiny length scale. Therefore, the evaluation of damage initiation is not performed on the single element of the RVE model in the meso-level. Consequently, a third level, micro-level is introduced. This level features a size of 5 μm, which physically corresponds the minimum damage initiation length from the DCPD method [2, 11]. The homogenized local values, such as equivalent plastic strain and stress triaxiality, within in this level size are considered as the local results for damage initiation analysis incorporating with the roughness profile, while the homogenized values over the whole sub-model in the meso-scale are considered as the average result, which can be interpreted in the macro level for the $r/t$ ratio analysis.

**Sub-model generation**

The meso-scale and the micro-scale model require an unconventional sub-model generation. The top surface of the sub-model contains the specimen’s surface information. This information is characterized by plate roughness measurement. The obtained distribution function represents the material’s surface condition despite their difference in measured locations. Figure 10 illustrates how to generate a roughness feature onto the sub-model. The dashed line indicates the original flat surface of the sub-model. Points are randomly placed according to the corresponding distribution function. Subsequently, those points are connected by second-order polynomial lines.
Sub-models with roughness characteristics identified experimentally are generated in the FE software ABAQUS/CAE 6.14, as shown in Fig. 11. The sub-model generation platform also distinguishes the grains for the microstructure. However, this work treats these grains homogeneously by the J2 plasticity material model. Symmetrical boundary conditions at the left and bottom side as well as 10 μm displacement (10%) in +x direction at the right-hand side are applied. Local results with the length scale of 5 μm and average results are extracted from the simulation. The triaxiality η, Lode angle parameter θ̇ and equivalent plastic strain εp are calculated from these results.

**Results**

**Plate bending experiments**

It can be expected that the plate bending tests with smaller r/t ratios are more likely for cracks to be detected after the process. However, to obtain the best shape of the final structure, a smaller radius tool is more appreciated. The experimental results performed by the Heavy Plate Unit of Thyssen Krupp Steel Europe AG are summarized in Fig. 12. It illustrates the application boundary which yields the smallest r/t ratio without crack observed after bending. If the application is applied on the right-hand side of this boundary, it is ensured that the process is crack-free. On the other hand, if the r/t ratio exceeds the boundary to the left-hand side, it is likely to observe cracks after the bending process.

**Cold-formability prediction**

**Prediction without considering surface roughness**

The cold formability is evaluated from the plate bending simulation in which r/t ratios are varied. The values 0.2, 1.0, 1.5, 3.0, 4.0, 4.5, 5.0 and 7.0 are selected. Their response curves are illustrated in Fig. 13. The point at the end of each line indicates the end of the process when the plate is bent to a 90° angle after unloading. It is clear that only the loading paths of r/t ratio 0.2 and 1.0 intersect with the DIL derived from the SENB tests, which means under these two r/t ratios, the plate will encounter damage during the bending process. All the rest r/t ratios will be safe for the bending process. One can notice that the smaller r/t ratio is more likely to trigger damage.
Figure 14 compares the prediction with the boundary obtained from the experiments. It is obvious that the model suggests that the process is safe to perform until $r/t = 1.5$. This conclusion deviates from the experimental discovery in quite a large extent. Therefore, the model with roughness included shall be investigated.

Prediction considering roughness profiles

Once roughness is included in the sub-model, the localization shall be taken into account. This analysis applies a $5 \times 5 \mu m$ rectangle as the region of interest to identify the localization as shown in Fig. 15. The local stress triaxiality and equivalent...
plastic strain are calculated and averaged inside this region. Simultaneously, the local variables over the whole 100 × 100 μm sub-model are calculated to represent the response in the meso-scale.

As the loading is applied to the sub-model, the plate is considered to fracture upon the time step in which the local strain path exceeds the DIL. This time step is linked to the mesoscale response and compared to the macro strain path. Due to the random function that generates the roughness feature of the sub-model, multiple sub-models with a constant standard deviation are generated and simulated. Figure 16 illustrates local strain paths comparing to strain path from the macroscopic simulation. The results indicate possibilities that the plate will fracture at the PEEQ between 0.252 and 0.169. In other words, the simulations with surface roughness predict that the bending plate will definitely see the crack at the \( r/t \) ratio lower than 1.5 and it will be crack-free bending as long as the \( r/t \) ratio is higher than 4.0. The crack-free boundary is considered from the most severe surface, which yields the minimum corresponding damage initiation point in the meso-scale. The prediction curve in Fig. 17 indicates that the roughness features allows us to predict the crack-free boundary closer to the experimental result than the smooth surface model. It is obvious from the analysis that the stress localization due to the structure surface geometry, and therefore the surface condition plays a role in triggering the onset of damage during loading.

Conclusions

- In this paper, we have proposed a novel multi-scale simulation strategy that considers the effect of surface roughness in the plate bendability prediction. The approach links the macroscopic bending test with the micro-roughness profile by sub-models, in which the measured roughness profile was statistically represented. Via proper definition of the length scales of different levels and the homogenization method, the approach, on the one hand, renders the physical “local-level” damage behavior under the presence of roughness profile and on the other hand links the result to a “meso-level” for the analysis of the critical \( r/t \) ratio.
- Evaluating the simulation results, the critical \( r/t \) ratio lies between 1.0 and 1.5 when the roughness profile was not considered in the analysis. Considering the roughness profile via the multiscale modeling scheme, the critical \( r/t \) ratio falls between 1.5 and 4.0 when the local material point reached the damage initiation. In other words, instead of predicting the \( r/t \) ratio of 1.5 as safe, it predicts a safe \( r/t \) ratio at 4.0. This result yields a better prediction despite some deviations.
- It is concluded that the roughness profile plays a significant role in the cold formability/bendability prediction in plate bending tests. The roughness of the surface reduces the cold formability/bendability to a large extent compared with the results of an ideal smooth surface condition. The reason for this degradation of the mechanical property is related to the severe local strain localization included by the geometrical inhomogeneity of the surface roughness profile, which ultimately triggers an early local damage initiation on the surface.
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