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Abstract—Although deep reinforcement learning (RL) has been successfully applied to a variety of robotic control tasks, it’s still challenging to apply it to real-world tasks, due to the poor sample efficiency. Attempting to overcome this shortcoming, several works focus on reusing the collected trajectory data during the training by decomposing them into a set of policy-irrelevant discrete transitions. However, their improvements are somewhat marginal since i) the amount of the transitions is usually small, and ii) the value assignment only happens in the joint states. To address these issues, this paper introduces a concise yet powerful method to construct Continuous Transition, which exploits the trajectory information by exploiting the potential transitions along the trajectory. Specifically, we propose to synthesize new transitions for training by linearly interpolating the conjunctive transitions. To keep the constructed transitions authentic, we also develop a discriminator to guide the construction process automatically. Extensive experiments demonstrate that our proposed method achieves a significant improvement in sample efficiency on various complex continuous robotic control problems in MuJoCo and outperforms the advanced model-based / model-free RL methods.

I. INTRODUCTION

Deep reinforcement learning (RL), with high-capacity deep neural networks, has been applied to solve various complex decision-making tasks, including chess games [1], [2], video games [3], [4], etc. In robotics, the ultimate goal of RL is to endow robots with the ability to learn, improve, adapt, and reproduce tasks (e.g., robotic manipulation [5], [6], robot navigation [8], [9], robot competition [10] and other robotic control tasks [11], [12], [13], [14]). However, as a matter of fact, the RL applications in the context of robotics suffer from the poor sample efficiency of RL [15]. For instance, even when solving a simple task, RL still needs substantial interaction data for policy improvement. Furthermore, the poor sample efficiency not only slows down the policy improvement but also brings about other deleterious problems for deep RL, such as memorization and sensitivity to out-of-manifold samples [16], [17]. Generally, RL agent gathers data for policy improvement along the learning process, which means that at the early stage of learning, the amount of training data is small, and deep neural network is prone to memorize (instead of generalizing from) these training data [18]. Unfortunately, such memorization causes the bootstrapping value function does not generalize well to the unvisited (out-of-manifold) state-action combinations and thus can hamper the policy improvement via Bellman backup [19]. Moreover, it also degrades the performance of the agent in the environment, due to its exploring preference towards unvisited states.

There are many attempts in RL to improve the sample efficiency. One of the most successful attempts is to adopt off-policy instead of on-policy reinforcement learning. On-policy methods (e.g. PPO [20], TRPO [21], A3C [22]) requires new trajectories to be collected for each update to the policy. Off-policy methods, such as DDPG [23], TD3 [24], and SAC [25], [26] achieve greater sample efficiency via reusing collected data. In these methods, the imprint of the policy is erased from the data by splitting the trajectory data into a set of discrete transitions in terms of action so that the transitions are only dependent on the immediate states and actions and can be reused [19]. However, splitting an episode into several discrete transitions still has a limited improvement on sample efficiency, because the number of transitions is usually small, and only several joint states are visible to the policy during training, as depicted in Fig. 1.

Fig. 1: Improve sample efficiency from trajectory to continuous transition. From left to right, there are the trajectory, the discrete transition, and the continuous transition by interpolating the conjunctive discrete transitions.

Seeing the great success in improving sample efficiency through decomposing the trajectory into discrete transitions, we wonder if the extracted transitions can be denser and more states of the trajectory can be used to improve the policy. Conventionally, the most popular strategy to extend data is through data-augmentation. Different data-augmentation strategies have been broadly studied and proved to be effective in the field of computer vision [27], [28], [29], [30], [31]. A recently proposed such technique, MixUp [32], is a simple yet very effective, data augmentation approach for enhancing the performance of deep classification models. Through linearly interpolating random data sample pairs and their training targets, MixUp generates a synthetic set of training samples and use these out-of-manifold examples to regularize the deep models. These methods reveal the potential of improving the performance of deep neural networks by constructing data from those already exists. However, most of these strategies are developed for image inputs [33], and there are still no effective approaches to augment the feature input in RL, to our best knowledge.

In this paper, we exploit the potential of improving sample
efficiency in RL by further extracting transitions from the trajectory data via MixUp-alike strategy – linearly interpolating two conjunctive transitions. This strategy is likely to produce meaningful transitions on continuous robotic control tasks. As on the continuous robotic control tasks, the time-interval between two successive decisions is usually small, so that the transition manifold is generally smooth and similar state-action pairs usually result in similar transitions. In this sense, the constructed transitions by linear interpolating two conjunctive transitions might exist in or not far away from the actual transitions manifolds. By this means, we can extract an infinite amount of transitions from the trajectory which varies continuously. We name the constructed transition as “continuous transition” compared to the original discrete transition, as depicted in Fig.1.

In our continuous transition framework, an interpolation ratio is used to weigh the importance of the two conjunctive transitions. As the interpolation ratio close to 0 or 1, continuous transitions are more likely to exist in the authentic dynamics manifolds. The original discrete transitions can be obtained by taking the interpolation ratios as either 0 or 1. The interpolation ratio is sampled from a beta distribution $\beta(\beta, \beta)$ parameterized by the temperature $\beta$. When the temperature is close to 1, the beta distribution is similar to uniform distribution $U[0, 1]$, and when it is close to 0, the beta distribution is similar to a 2-point Bernoulli distribution. Therefore, tuning the temperature can change the distribution of the interpolation ratio, and thus will change the expectation distance between the continuous transitions and the authentic transition manifold. To keep the distance small, we develop an energy-based discriminator to auto-tune the temperature. Specifically, the discriminator learns a dynamics model using the authentic discrete transitions. Therefore, the discriminator tends to render a small estimation error if the transition shares the same dynamics as the authentic transition. Therefore, the prediction error between the estimated and the actual dynamics of the transition is used to represent the distance between that transition and the authentic transition manifold. This discriminator guides the temperature $\beta$ to ascend to increase the variety of transitions if the continuous transitions are not far away from the estimated transition manifold in expectation.

The main contribution is summarized as two-fold: i) We propose to construct continuous transition to further improve the sample efficiency of the reinforcement learning on continuous control problems; ii) To keep the continuous transition not far from the authentic transition manifold, we introduce an energy-based discriminator to auto-tune the temperature of the beta distribution. Extensive and comprehensive experimental evaluations demonstrate the our proposed framework achieves clear improvement to sample efficiency on complex continuous control tasks.

II. RELATED WORK

Improving sample efficiency is one of the most critical issues in reinforcement learning, which has been widely studied. Several aspects could alleviate the limitations: considering the exploration-learning procedure, how to better optimize the policy [21], [34], [35] and how to efficiently explore the environment [36], [37], [38]; considering the environment, how to learn the dynamics model [39], [40], [41], etc.

Improving Sample Efficiency. One cause for the poor sample efficiency of deep RL methods is on-policy learning: some of the most commonly used deep RL algorithms, such as TRPO [21], PPO [20] or A3C [22], require new samples to be collected for each gradient step. This quickly becomes extremely expensive, as the number of gradient steps and samples per step needed to learn an effective policy increases with task complexity. Off-policy algorithms aim at reusing past experience, e.g., DQN [3]. Extending these methods to continuous control, deep deterministic policy gradient (DDPG) [23], provides for sample-efficient learning but is notoriously challenging to use due to the brittleness of learning and hyperparameter sensitivity [42]. [24] combines twin critics to further improve its stability. To address the efficiency of exploration, [25], [26] resort to maximizing both value and policy entropy.

Data Augmentation. Data augmentation plays an important role on almost all successful applications of deep learning, ranging from image classification [27], [28], [29], [30], [31] to speech recognition [43], [44]. In these works, substantial domain knowledge is leveraged to design suitable data transformations leading to an improved generalization. In image classification, for example, rotation, translation, cropping, resizing and flipping [45], [46] are routinely used to endow the model with visually plausible invariances through the training data. As for speech recognition, it is prevalent to inject noise to improve the robustness and accuracy of the trained models [44]. Recently, MixUp [32], a simple yet effective data-augmentation strategy, synthesize out-of-manifold training data via linear interpolating random data sample pairs and their targets. In [32], MixUp is shown to efficiently improve the classification accuracy of the deep neural networks. To remedy the out-of-manifold problem, that is, the synthesized data conflict too much with the authentic training data, [47] proposed to classify the synthetic data and original data. However, as noted in [33], these tasks are invariant to certain image transformations such as rotations or flips. In the field of RL, data augmentation is still applied in tasks with image input [48], [33], [49], [50], [51]. Data augmentation on feature input in RL is still touchless, to our best knowledge.

III. PRELIMINARIES

Reinforcement Learning. We consider a standard RL framework where an agent interacts with an environment according to the observation in discrete time. Formally, the agent observes a state feature $s_t$ (e.g., position, velocity) from the environment at each time step $t$ and then chooses an action $a_t$ according to its policy $\pi$. The environment returns a reward $r_t$ and the next state $s_{t+1} \sim p_e(s_t, a_t)$, where $p_e$ is the environment transition mapping. Normally,
Algorithm 1 Continuous Transitions Framework

**Input:** initial beta distribution parameters \( \beta \), Q-function parameters \( \theta \), replay buffer \( B \), tolerance \( m \).

**Output:** Q-function \( Q_\theta \).

1: for each iteration do
2: Sample a batch of pairs of conjunctive transitions \( (T_t, T_{t+1}) \) from the replay buffer \( B \).
3: Sample a batch of interpolation ratio \( \{ \epsilon \sim B(\beta, \beta) \} \)
4: Construct continuous transitions: \( \{ T'_t \leftarrow M_\epsilon (T_t, T_{t+1}) \} \)
5: Update \( Q_\theta \) with \( T'_t \) \( \triangleright \) Any Q Learning Method
6: Update \( \phi \) by one gradient descent step on Equ. (2)
7: Update \( \beta \) by one gradient descent step on Equ. (3)
8: end for
9: return \( Q_\theta \)

the environment will also provide a done signal \( d_t \) to indicate the end of the trajectory. Transition \( T_t \) is the quintet \( (s_t, a_t, r_t, s_{t+1}, d_t) \). Conventionally, a trajectory is composing of successive transitions. And the return of a trajectory from timestep \( t \) is \( r_t = \sum_{k=0}^{\infty} \gamma^k r_{t+k} \), where \( \gamma \in [0, 1] \) is the discount factor. RL aims to optimize the policy to maximize the expected return from each state \( s_t \).

MixUp. MixUp [32], a data-augmentation strategy, was first introduced to image classification. In a nutshell, MixUp enhances the training of deep classification models by generating synthetic samples through linearly interpolating a pair of training samples as well as their modeling targets. Given a pair of samples \( x^1 \) and \( x^j \) from the original training set, where \( x \) includes the input and the one-hot encoding of the corresponding class of the sample. The linear interpolation w.r.t. an interpolation ratio \( \epsilon \in [0, 1] \) is formulated as:

\[
\epsilon x^1 + (1 - \epsilon)x^j, \quad (1)
\]

where the interpolation ratio \( \epsilon \) weighs the importance of the samples. The synthetic data are then fed into the model for training to minimize the loss function. MixUp employs these out-of-manifold samples to regularize the deep models.

**IV. METHODOLOGIES**

Generally, there is a minimal time-interval for an agent to make two successive decisions and a trajectory is composing of several successive discrete transitions with the minimal time-interval. These transitions are decoupled from the behavior policy and thus they can be repeatedly used to improve the policy [33]. Off-policy methods like DDPG [24] and SAC [25] training with transitions largely improve sample efficiency on complex continuous control tasks, against the on-policy methods [20], [21], [22] which are training with trajectory data.

Continuous Transition. However, improving policy with transitions still has its limitation in enhancing the sample efficiency, because the amount of transitions is usually small and the value assignment only happens to their joint states. The intermediate information between these joint states is uncollected and largely wasted. Obtaining these intermediate information might help the policy to better generalize instead of memorizing the information of the several discrete joint states. Moreover, it might also help the value to propagate across different trajectories if these trajectories intersect at similar intermediate states. Therefore, in this paper, we aims to exploit the potential of the intermediate information along the trajectory to further improve the sample efficiency.

To obtain the intermediate information for training, we resort to linear interpolating two conjunctive discrete transitions to construct new transitions that varies smoothly and continuously along the trajectory, as depicted in Fig. 1. This synthesized transition is termed as continuous transition. Specifically, a continuous transition \( T'_t \) is obtained by \( T'_t = M_\epsilon (T_t, T_{t+1}) \), where \( \epsilon \) is the interpolation ratio sampled from a beta distribution, i.e., \( \epsilon \sim B(\beta, \beta) \) (parameterised by temperature \( \beta \in (0, 1) \)). The reason why the transitions to interpolate should be conjunctive is that the conjunctive transitions usually has more similar dynamics information (e.g., position) on continuous control tasks. As depicted in Fig. 2, the interpolation of two close transitions is more likely to produce a new transition (yellow dot in the figure) which is also existed in the manifold, compared to interpolation between two distant transitions (blue dot in the figure). Then, the continuous transitions instead of the original discrete transitions are used for training.

Automatic Temperature Tuning. In the previous section, we derived a linear interpolation algorithm for constructing continuous transitions. The most important hyperparameter is the temperature \( \beta \in (0, 1] \) of the beta distribution. When \( \beta \) is close to 0, the beta distribution is similar to a 2-point Bernoulli distribution. In this scenario, the interpolation ratio sampled from the beta distribution is about 0 or 1, reducing the continuous transition to one of the discrete transitions (red dot in Fig. 2). When \( \beta \) is approaching 1, the beta distribution is similar to a uniform \( [0, 1] \) distribution. In this case, the continuous transition is likely be out-of-manifold (blue dot in Fig. 2). In this sense, the expectation distance between the continuous transitions and the authentic transitions manifold is positively associate to the value of \( \beta \). We could adjust the \( \beta \) to keep the expectation distance below the tolerance \( m \).

As for distance modeling, we adopt an energy-based discriminator [52] to estimate the distance between a transition
and the transition manifold. We denote \((s_t, a_t)\) as \(x_t\) and \((s_{t+1}, r_t, d_t)\) as \(y_t\). Then, the distance estimator \(d(\cdot)\) is formulated as:

\[
d(T_t) = \|E(x_t, y_t)\| = \|f_\phi(x_t) - y_t\|^2,
\]

(2)

where \(E\) is the energy of the pair of \((x_t, y_t)\) and \(f_\phi\) is the MLP parameterized by \(\phi\). This discriminator is improved by optimizing \(\phi\) to minimize \(\text{Eq.}(2)\) for all discrete transitions. For simplicity, we denote \(E_t\) for \(E(x_t, y_t)\). However, due to the difficulty of learning, given an authentic transition \(T_t\), \(d(T_t)\) is biased to be non-zero. Therefore, we further correct the discriminator by subtracting the energy of the discrete transition:

\[
d(\mathbb{M}_t(T_t, T_{t+1})) = \tilde{d}(T_t) = \|E'_t - \mathbb{M}_t(E_t, E_{t+1})\|^2,
\]

(3)

where \(E'_t\) is the energy w.r.t. the \textit{continuous transition} \(T'_t\). When \(\epsilon\) is 0 or 1, \(d(\mathbb{M}_t(T_t, T_{t+1}))\) equals to 0, agnostic to the parameter \(\phi\). This means that the unbiased distance estimator automatically adapt itself to work even at the very beginning of the training.

Unfortunately, it is non-trivial to choose the optimal \(\beta\) so that the expectation distance is kept within a specific tolerance, and the \(\beta\) might vary at different periods of the training process. Instead of requiring the user to set the temperature manually, we can automate this process by formulating a constraint satisfaction problem. Our aims is to find a stochastic policy to construct \textit{continuous transitions} that the distance between the synthetic transition and the actual manifolds is under a tolerance \(m\). Formally, we want to solve the constrained optimization problem

\[
\max \beta, \ s.t. \ \mathbb{E}[\tilde{d}(\mathbb{M}_t(T_t, T_{t+1}))] \leq m, \ 0 < \beta \leq 1,
\]

(4)

we can optimize the \(\beta\) by function approximators and stochastic gradient descent using the simplified subjective:

\[
\arg\min_{\beta} \mathbb{E}[\tilde{d}(\mathbb{M}_t(T_t, T_{t+1}))] - m, \ \text{where} \ \epsilon \sim \mathbb{B}(\beta, \beta).
\]

(5)

After each update, we clip \(\beta\) to be within \((0, 1]\).

V. EXPERIMENTS

To demonstrate the effectiveness of our introduced \textit{continuous transitions}, we conduct several comprehensive experimental evaluations to compare with the current advanced model-based / model-free baseline methods on difficult continuous control OpenAI Gym environments \[54\]. Moreover, we also ablate different choices of the important components and hyperparameters of \textit{continuous transitions} to validate their contributions to the model performance.

Environments. We evaluate the performance of off-policy methods training with \textit{continuous transitions} on four complex continuous control environments from OpenAI Gym \[54\], i.e., Ant, Cheetah, Walker, and Hopper. The observation information of these tasks is in the form of feature (e.g., velocity and position) and the agent is required to choose an action in continuous space. These tasks are difficult to solve for their high-dimensional states and action spaces.

Baselines. In our experiments, we train the state-of-the-art (SOTA) actor-critic methods for continuous control tasks,
As for SAC, we adopt the version in [26], which tunes the hyperparameters with original SAC and TD3, we also compare our methods with them with (TD3) in the table. For those parameters of TD3 that are different from SAC, we mark them with (TD3) in the table.

### Table I: Performance on OpenAI Gym at 200K timesteps.

The results show the mean and standard deviation across four runs. For baselines, we report the best number in SUNRISE [55]. The best results are highlighted in bold.

| Method   | Cheetah | Walker | Hopper | Ant |
|----------|---------|--------|--------|-----|
| METRPO   | 2283.7±109.0 | 1272.5±50.9 | 282.2±18 |
| PETS     | 2288.4±1019.0 | 1149.9±621.0 | 1165.5±226.9 |
| POPLIN-A | 1528.6±1336.7 | 202.5±962.5 | 1148.4±438.3 |
| POPLIN-P | 4235.0±1133.0 | 2055.2±613.8 | 2530.1±320.9 |
| SUNRISE  | 5370.6±483.1 | 2601.9±306.5 | 1627.0±202.7 |
| TD3      | 2509.4±2152.2 | 722.4±1247.9 | 737.8±2164.9 |
| TD3+c.t. | 3879.7±3432.0 | 1816.6±738.7 | 1231.7±685.0 |
| SAC      | 5511.9±616.1 | 1414.8±400.7 | 1028.8±321.7 |
| SAC+c.t. | 8217.5±440.2 | 2688.0±859.6 | 2821.1±1178.7 |

Following the experiment setups in SUNRISE, the curves and results in our experiments are calculated after 200K timesteps. For better visualization and comparison, all of the curves are smoothed with a window of size five. Each experiment is conducted four times with the mean and the standard deviation reported. The detailed hyperparameters used in our experiments are presented in Tab. II for those parameters of TD3 that are different from SAC, we mark them with (TD3) in the table.

### Table II: Values of hyperparameters used in this paper.

| Hyperparameter | Value | Hyperparameter | Value |
|----------------|-------|----------------|-------|
| #training frames | 2e5  | #evaluation interval | 1e3  |
| Non-linearity   | ReLU  | Backbone        | MLP   |
| Hidden layers   | 2     | Optimizer       | Adam  |
| Torleness η     | 0.1   | Target update freq | 1    |
| Hidden units    | 256   | Learning rate   | 3e-4  |
| Batch size      | 256   | Discount τ      | 0.99  |
| Initial β       | 1     | Polyak factor τ | 0.005 |
| Replay buffer size | 1e6  | #evaluation episodes | 10   |
| Actor update freq (TD3) | 2 | Learning rate (TD3) | 1e-3  |

### A. MuJoCo Results

In this part, we present the performance of all baselines on four continuous control tasks from OpenAI Gym [54], [59], i.e., Ant, Walker, Cheetah as well as Hopper. The evaluation results are presented in Tab. I. The curves of the evaluation return along the training process are plotted in Fig. 3 and Fig. 4 for SAC and TD3 respectively.

As shown in Tab. I, SAC+c.t. outperforms all of the baselines by a clear margin across all tasks. Especially for the performance on Cheetah and Walker, SAC+c.t. consistently makes a breakthrough, i.e., exceeding 8000 and 2500 on average. TD3+c.t. also gains a considerable improvement, compared to TD3 on all tasks. Since that TD3 is unstable on all tasks and its performances with some random seeds are not improved during the whole training process, there exists a very large standard deviation. This problem is also observed in TD3+c.t. However, in those experiments that TD3 does not collapse, TD3+c.t. can further improve the sample efficiency resulting in an overall improvement. From the evaluation curves in Fig. 3 and Fig. 4, we can observe that the performances of both SAC+c.t. and TD3+c.t. improve at the very early stage of the training process, which implies that continuous transition is effective even with a small amount of collected data. In comparison with

![Fig. 5: Evaluation curves of SAC+c.t. with different tolerance values. SAC+c.t. with different tolerances has consistent performance and outperforms SAC.](image)

### i.e. TD3 [24] and SAC [26], with continuous transition. We denote SAC+c.t. / TD3+c.t. as SAC / TD3 training with continuous transitions, respectively. Besides the comparison with original SAC and TD3, we also compare our methods with the recent SOTA model-based / model-free algorithms. Specifically, following the same experiment settings in SUNRISE [55], we compare our methods with a combination of TRPO [21] and ensembles of dynamics models (i.e., METRPO [56]), an advanced model-based (MB) RL method based on ensembles of dynamics models (i.e., PETS [57]), a SOTA MBRL method (i.e., POPLIN-P [58]), a variant of POPLIN-P by injecting noise to the action space (i.e., POPLIN-A [59]), and a combination of ensemble policies and upper confidence bound exploration strategy (i.e., SUNRISE [55]). In contrast to these methods, our method improves the sample efficiency only on the level of data, and neither requires any modification to the original algorithms.

### Training details.

In our experiments, the hyperparameters for continuous transitions across different tasks and different approaches are the same. The baselines methods are training by using the same setting as the publicly released implementation repository (https://github.com/vitchyr/rlkit). As for SAC, we adopt the version in [26], which tunes the policy entropy automatically. The complete algorithm of the combination of the actor-critic method and continuous transition is depicted in Alg. 1. For simplicity, all network structures (i.e., actors, critics, and discriminator) in our experiments have the same hidden layers and hidden units.
all baselines, our introduced continuous transition is more compute-efficient since it does not require any ensemble of dynamics, any bootstrapping policies and planning during the evaluation phase.

B. Ablation Study

In this section, we ablate the effects of different values of the tolerance used in the discriminator, and different strategy of interpolation such as interpolation with random pairs of transitions, uniformly distributed interpolation ratio as well as manually determining the temperature of the beta distribution. In this section, we only conduct experiments with SAC and SAC+c.t. since they are more stable on different tasks.

Effects of different values of the tolerance. In the proposed continuous transition framework, the most critical hyperparameter is the tolerance $m$. To evaluate whether our methods are sensitive to $m$, we conduct experiments with different values of $m$. The evaluation curves are shown in Fig. 5 where the values of $m$ are 0.05, 0.1 and 0.15 respectively. From the results, one can find that different values of tolerance have little difference to SAC+c.t, and all of these experiments obtain clear improvements against the original SAC on different tasks. This means that it is not necessary for users to pay many efforts on tuning the tolerance to achieve the improvement. In the experiment of Hopper, we observe that different tolerance resulting in the same results. This is because on this task, $m$ is optimized to the maximum (i.e., 1) given different tolerance, therefore the curves have collid.

Different interpolation strategies. In this part, we design a set of experiments to demonstrate i) the effectiveness of constructing continuous transitions using conjunctive transitions, compared to random pairs of transitions, ii) the performance of uniformly sample interpolation ratio, and iii) the benefit of auto-tuning the temperature. To show the effectiveness of choosing the conjunctive transition, we construct continuous transitions by linearly interpolating random pairs of transitions, denoted as SAC+c.t.(R). As shown by the blue curves in Fig. 6, the performance of SAC+c.t.(R) degrades on most of the tasks. Especially for Cheetah, the performance of SAC+c.t.(R) improves much more slowly than the original SAC. And as for the strategy of choosing the ratio of interpolation, we conduct an experiment that interpolation ratio is a sample from uniform [0, 1] distribution. According to the orange curves shown in Fig. 6, the performances of the controlled experiments are also decreased. However, training with transitions interpolated with a uniform sampling ratio still outperforms the original SAC. This might be because the linear regularization brought by the MixUp operation is helpful to learn a more generalized value approximator [32]. Thus, the agent can better estimate bootstrapping value during training and further generalize to out-of-manifold states during testing. To understand the benefit of automatically tuning $\beta$, we conduct a set of experiments with different $\beta \in \{0.3, 0.5, 0.7\}$. As depicted in Fig. 7, the curves w.r.t. different $\beta$ seem to vary, and automatically tuning $\beta$ can achieve relatively good performance.

VI. CONCLUSIONS

In this paper, we exploited the potential of the intermediate information along the trajectory by constructing continuous transition through linearly interpolating the conjunctive discrete transitions. In order to synthesize more authentic transitions, we introduced an energy-based discriminator to auto-tuning the temperature of the beta distribution. Experimental results demonstrated our proposed methods achieve significant improvements on sample efficiency against the compared methods. Considering that our methods are testified in simulated environments, we will extend our work to real robotic control tasks in the future.
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