How are vibrational excitations and thermal conductivity related to elastic heterogeneities in disordered solids?
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In crystals, molecules thermally vibrate around the periodic lattice sites. Vibrational motions are well understood in terms of phonons, which carry heat and control heat transport. The situation is notably different in disordered solids, where vibrational excitations are not phonons and can be even localized. Recent numerical work has established the concept of elastic heterogeneity: Disordered solids show inhomogeneous local mechanical response. Clearly, the heterogeneous nature of elastic properties strongly influences vibrational and thermal properties, and it is expected to be the origin of anomalous features, including boson peak, vibrational localization, and temperature dependence of thermal conductivity. These are all crucial long-standing problems in material physics, which we address in the present work. We have considered a toy model able to stabilize different states of matter, by introducing an increasing amount of size disorder. The phase diagram generated by Molecular Dynamics simulation encompasses the perfect crystalline state with spatially homogeneous elastic moduli distribution, multiple defective phases with increasing moduli heterogeneities, and eventually a series of amorphous states. We have established clear correlations among heterogeneous local mechanical response, vibrational states, and thermal conductivity. We provide evidence that elastic heterogeneity controls both vibrational and thermal properties, and is a key concept to understand the anomalous puzzling features of disordered solids.
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I. INTRODUCTION

In crystalline materials, molecules are located at the periodic lattice sites, and their vibrational motions are well understood in terms of quantized plane waves, the phonons. At low frequencies (ω), vibrations are described as acoustic plane waves, whose vibrational density of states (vDOS) conforms to the Debye model, gD(ω) ∝ ω^2, which agrees with experimental results for crystals. In contrast, disordered solids feature vibrational properties anomalous compared to those of the corresponding crystals. (Here, disordered solids include not only topologically amorphous materials as structural glasses, but also disordered crystals, which show periodic lattice structures but in the presence of disordered inter-particle potentials, like colloidal crystals with size disorder.) Among these anomalies, the origin of an excess in the low-ω spectrum of the excitations, the boson peak (BP), is still an open issue. More precisely, g(ω) shows an excess over the Debye prediction for the corresponding crystal value, around a frequency ω = ΩBP ∼ 1 THz. At ΩBP, vibrational excitations can even be localized, and in general cannot be described as plane waves.

Interestingly, acoustic-like excitations have been observed in disordered solids by experimental techniques, including light and (inelastic) X-ray and Neutrons scattering. Numerical methods like Molecular Dynamics (MD) simulations have also provided clear evidences...
in this direction. In the case of crystals, acoustic excitations are exact normal modes of the system, and an acoustic plane wave excites one normal mode only. In contrast, an acoustic-like vibrational excitation in disordered solids is a superposition of several different normal modes, with different vibrational frequencies. Such the mode attenuates rather rapidly compared to vibrations in crystals. It has been reported that the Ioffe-Regel frequency, $\Omega^{IR}$, which corresponds to an upper bound for the frequency of propagation of true plane waves, is located around the BP frequency, $\Omega^{BP}$, which captures well the low-$T$ heat capacity. Recent simulation works have addressed a direct measure of local elastic moduli, and have well established this concept. (Note that local measurements of elastic properties can be quite easily implemented in numerical simulations, whereas analogous experimental measurements are rather difficult.) The study of Ref. showed that local moduli spatially fluctuate at mesoscopic length-scales, $\xi_{eh} \sim 10$ to $15\sigma$, with $\sigma$ the typical atomic diameter. Also,Refs. showed that the spatial heterogeneities in elastic properties generate non-affine deformations, which add to the affine contributions and are of comparable magnitude. During the non-affine deformations, particles have been shown to undergo correlated displacements, with a mesoscopic correlation length, $\xi_{na} \sim 20$ to $30\sigma$. It is natural to expect that elastic heterogeneities must contribute in turning phonons to more complex vibrational excitations, therefore scattering acoustic plane-waves and reducing thermal conductivity. Remarkably, it was reported that the wavelength $\Lambda$ of acoustic waves corresponding to $\Omega^{BP}$, is close to the mesoscopic length-scale $\xi_{na}$, i.e., $\Lambda \sim \xi_{na} \sim \xi_{eh}$. The breakdown of continuum elasticity and Debye-approximation for acoustic plane-waves, and the onset of the strong scattering regime have been also found to take place at similar length-scales as $\xi_{eh}$ and $\xi_{na}$. Also, strong correlations between local moduli and vibrational modes have been detected: Localization of vibrational excitations tends to appear in soft regions, characterized by elastic constants significantly lower than the macroscopic values. A theoretical approach based on the concept of spatially fluctuating elastic moduli has been able to reproduce both the BP feature and the $T$-dependence of thermal conductivity. All this work therefore supports the hypothesis that elastic heterogeneities control both vibrational and thermal anomalies.

In recent works, we have addressed this point, by systematically modulating the extent of the heterogeneous elastic response. We have provided evidence of direct correlations with vibrational states features and thermal conductivity, determined by completely independent calculations without any adjustable parameter. Our approach was based on Molecular Dynamics (MD) simulations of a toy model, which allowed us to generate states of matter ranging from the perfect crystal state to defective crystal phases, and eventually, amorphous states, by introducing an increasing amount of disorder in particles size. Next, we: i) characterized the changes of elastic...
moduli heterogeneities in the different phases; ii) independently studied the consequent modifications of vibrational excitations, both in terms of eigenvalues and eigenvectors of the Hessian matrix and spectroscopic parameters extracted from dynamical structure factors; and iii) monitored the associated changes in the $T$-dependence of thermal conductivity.

Here, we present significantly more extended data sets, explore in details the nature of vibrational excitations and their correlation with different local elastic constants in various regions of the spectrum, clarify the effect of anharmonic couplings, and offer a general perspective on our work. The paper is organized as follows. In Section II we describe our numerical model, and give details about the method used to measure the local elastic constants. In Section III we present a discussion of our results on elastic heterogeneities. We also attempt to correlate heterogeneities of local moduli to those present in more familiar local structural quantities. In Sections IV and V, we present the results on vibrational states (vDOS, participation ratios, life-times) and thermal conductivity, respectively, and detail the correlations between the elastic heterogeneities on one side, and vibrational states and thermal conductivity, on the other. Finally, in Section VI we summarize our results and draw general conclusions on our work.

II. NUMERICAL METHODS

A. Model and simulations details

Soft spheres. We have considered a soft-sphere model in a (3D) cubic box of linear size $L$, with periodic boundary conditions in all directions. Particles $i$ and $j$ interact through a soft-sphere potential,

$$v_{ij} = \epsilon \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12},$$

where $\sigma_{ij} = (\sigma_i + \sigma_j)/2$, $\sigma_i$ and $\sigma_j$ are the diameters of the particles, and $r_{ij}$ is the mutual distance. The potential $v_{ij}$ is cut-off and shifted to zero at $r_{ij} = 2.5\sigma_{ij}$. Our reference state is the one-component perfect face-centred-cubic (FCC) crystal, where the particle diameter and mass are $\sigma$ and $m$ for all particles. Throughout this study, we use $\sigma$, $\epsilon/k_B$ ($k_B$ is the Boltzmann constant), and $\tau = (ma^2/\epsilon)^{1/2}$ as units of length, temperature, and time, respectively, i.e., we set $\sigma = \epsilon = \tau = 1$.

We have fixed the number density $\rho = N/V = N/L^3 = 1.015$ ($N$ is number of particles, and $V$ is the system volume), and the length of the unit cell of the FCC crystal is $a = 1.58$. Most of the simulations were performed with $N = 4000$ particles, in boxes of linear size $L = 10a = 15.8$. Larger systems, with $L$ ranging from $L = 12a$ ($N = 6912$) to $30a$ ($N = 108000$), were also used for the calculations of the vibrational states (see Sec. IV). The FCC crystal was equilibrated at temperature $T = 10^{-2}$ in the $(NVT)$ ensemble, by using a Berendsen thermostat. Although we set the number density $\rho$ and the temperature $T$ independently, the thermodynamic state of the present system depends on a single parameter, $\Gamma = \rho/T^{1/4}$, due to the scaling properties of inverse-power-law potentials. $\Gamma = 3.21$ in the present case. For a one component soft-sphere system, melting and glass transition temperatures are $T_m \simeq 0.6$ ($\Gamma_m \simeq 1.15$) and $T_g \simeq 0.2$ ($\Gamma_g \simeq 1.5$), respectively. All simulations have been performed by using the MD code LAMMPS.

Size disorder. Starting from the reference perfect crystal state, we introduce disorder in particle size, as described in Ref. We randomly select $N/2$ particles which are assigned to species 1 with size $\sigma_1$, the remaining pertaining to species 2 ($\sigma_2$), therefore designing an initial equimolar binary mixture. In an approximate one-component description, an effective diameter can be defined as $\sigma_{\text{eff}}^2 = \sum_{\alpha,\beta} x_{\alpha} x_{\beta} \sigma_{\alpha,\beta}^2$, where $\sigma_{\alpha,\beta} = (\sigma_\alpha + \sigma_\beta)/2$ and $x_{\alpha} = x_{\beta} = 0.5$ are the respective molarities. The coupling parameter $\Gamma$ is therefore replaced by $\Gamma_{\text{eff}} = (\rho/T^{1/4})/\sigma_{\text{eff}}^2$. Next, $\sigma_1$ is gradually re-

![FIG. 1. (a) Mean-squared displacement $\langle \Delta r^2 \rangle$ and (b) $Q_6$, versus the disorder parameter $\lambda$, at $T = 10^{-2}$. The system is initialized in the perfect FCC-crystal state $\lambda = 1$, where $\langle \Delta r^2 \rangle$ is $0$ and $Q_6 \simeq 0.57$. Next, $\lambda$ is decreased from $1$ to $0.7$ in the fully developed amorphous state, as discussed in the text. Data for two independent instances of the size disorder are shown by open circles and triangles. Both samples undergo the amorphisation transition at $\lambda = \lambda^* \simeq 0.81$, indicated by the vertical line. We also show in (b) by closed circles data for $Q_6$ obtained by following the reverse path, increasing $\lambda$ from $0.7$ to $1$. In this case, $Q_6$ shows no significant changes for $\lambda = \lambda^*$, keeping the value pertaining to the amorphous state. This hysteresis effect is discussed in the text.](image-url)
duced below the initial value $\sigma = 1$, while $\sigma_2$ is increased above 1, by keeping constant both the effective diameter $\sigma_{eff} = 1$ and the coupling parameter $\Gamma_{eff} = 3.21$. The extent of the disorder is therefore encoded in the disorder parameter, $\lambda = \sigma_1/\sigma_2 \leq 1$, which directly provides the values of $\sigma_1$ and $\sigma_2$. We started with the ideal crystal case, $\lambda = 1$, and gradually decreased $\lambda$ by a series of small steps, $\Delta \lambda = 10^{-4}$, encompassing the range $\lambda \in [0.7 : 1]$. The system was re-equilibrated at $T = 10^{-2}$ after each step before production runs. We note that the total volume fraction $\phi$ varies only mildly ($\phi = 53$ to 56%) during the entire process (see Fig. 1(b))

The amorphisation transition. As the disorder parameter $\lambda$ is decreased, therefore introducing an increasing size disorder, the system undergoes a structural transition into an amorphous state at $\lambda = \lambda^*$, as first observed in Ref. 68. Note that, although Ref. 68 considered a 2D system, the result is very similar for our 3D case. We determined the transition point $\lambda^* \simeq 0.81$ by monitoring both the mean-squared displacement $\langle \Delta r^2 \rangle = \sum_{j=1}^{N_j} (r_j^f - r_j^i)^2$ and the bond order parameter $Q_{66,70}$. Here, $\langle \cdot \rangle$ denotes the time average (ensemble average), $r_j^f$ is the instantaneous position of particle $j$, and $r_j^i$ is the reference FCC lattice site.

In Fig. 1 we show the $\lambda$-dependence of $\langle \Delta r^2 \rangle$ and $Q_6$, by open symbols. For the perfect crystal, $\lambda = 1$, we have $\langle \Delta r^2 \rangle = 0$ and $Q_6 \simeq 0.57$. As $\lambda$ decreases, both quantities show discontinuous jumps at the transition point, $\lambda^*$. We have additionally monitored the order parameter $\langle \rho G \rangle = \left\langle \left( \frac{1}{N} \sum_{j=1}^{N} \exp(iG \cdot r_j) \right) \right\rangle$, with $G = (2\pi/a, 2\pi/a, -2\pi/a)$, which also shows a discontinuity at $\lambda^*$. The value of $\lambda^*$ does not depend on the initial reparation of the two species on the lattice, as we demonstrate in Fig. 1 where we show analogous results for two independent instances of the disorder.

For $\lambda^* \leq \lambda \leq 1$, particles are localized very close to the initial lattice sites, notwithstanding the presence of size disorder. The system is therefore in a chemically-disordered crystalline state$^{34}$, characterized by well-defined Bragg peaks. In contrast, for $0.7 \leq \lambda < \lambda^*$, the system cannot keep the lattice structure any longer, and falls in an amorphous arrested state, with complete loss of translational invariance. As discussed in Ref. 68, the transition is first-order-like. Indeed, the first derivative of the free energy with respect to $\lambda$, $\partial F/\partial \lambda$, exhibits a discontinuous change at $\lambda^*$, which is a behaviour typical of a genuine first-order phase transition. The parameter $\lambda$, however, is not a true thermodynamic variable, and therefore the transition cannot be strictly considered as such in a genuine thermodynamic sense (see Ref. 68 for details).

Hysteresis. It is interesting to reversely increase $\lambda$, searching for hysteresis effects. We show our result in Fig. 1(b) (filled symbols). Interestingly, $Q_6$ shows no significant changes in the entire $\lambda$-range. This means that, at the investigated low $T$, the system is trapped in the amorphous state and cannot overcome the energy barrier leading to the crystalline minimum, at least on our simulation time scale. Indeed, we have also confirmed that at $T = 10^{-1}$, the system partially recovers the lattice structure, at $\lambda \simeq 0.95$, but still cannot return to the perfect crystal state. This is at variance with Ref. 68, where a reinitialization to the perfect lattice structure upon increasing $\lambda$ was observed. This difference can be explained by observing that in the 2D case for small system with $N = 108$, the energy barrier separating the amorphous and crystalline states can be expected to be much smaller than that of the present 3D case with $N = 4000$. Our results are also consistent with those of Refs. 44,47,78, where a larger 2D system with $N = 1000$ was studied varying both $T$ and $\lambda$, and poly-crystalline domains separated by amorphous boundaries were reported.

B. Measuring the local elastic moduli

Disordered solids, including glasses and complex crystals, exhibit inhomogeneous and scale-dependent spatial distributions of local elastic moduli. These can be measured following different methods$^{44,47,78}$. In the present study, we employ the equilibrium fluctuation formulae, which can be used to calculate both global$^{23,24}$ and local$^{44,47,78}$ moduli. In Ref. 77, we referred to this method as the fully-local approach, which we summarize below.

The local modulus tensor. The local elastic response at a coarse-graining length scale $w$ can be determined by partitioning the simulation box into $20^3$ cubic domains, identified by the index $m$, of linear size $w = 2a = 3.16$. A domain has a volume $v^m = 8a^3$, which is 8 times that of the unit cell of the FCC crystal, and includes about 30 particles. The local modulus tensor $C_{\alpha\beta\gamma\delta}$ ($\alpha, \beta, \gamma, \delta = x, y, z$) is defined as the derivative of the local stress $\sigma^m_{\alpha\beta}$ with respect to the local (linear) strain $\epsilon^m_{\gamma\delta}$, and can be expressed as:

$$C^m_{\alpha\beta\gamma\delta} = C^m_{Ba\beta\gamma\delta} + C^m_{K\alpha\beta\gamma\delta} + C^m_{C\alpha\beta\gamma\delta} - C^m_{N\alpha\beta\gamma\delta}$$

Here $C^m_{Ba\beta\gamma\delta}$ is the Born term, $C^m_{K\alpha\beta\gamma\delta}$ the kinetic contribution, $C^m_{C\alpha\beta\gamma\delta}$ the pressure correction$^{23}$, and $-C^m_{N\alpha\beta\gamma\delta}$ the non-affine term. (Note that the Born term $C^m_{Ba\beta\gamma\delta}$ is the second derivative of the energy density with respect to the Green-Lagrange strain tensor$^{23,24}$. Therefore, if we define the modulus by using the linear strain tensor, the stress correction term $C^m_{C\alpha\beta\gamma\delta}$ is necessary as long as the stress tensor has finite valued components$^{23}$.)

The quantity $C^m_{Na\beta\gamma\delta}$ is the Born term $C^m_{Ba\beta\gamma\delta}$, the kinetic contribution $C^m_{C\alpha\beta\gamma\delta}$, the pressure correction$^{23}$, and $-C^m_{Na\beta\gamma\delta}$ the non-affine term. (Note that the Born term $C^m_{Ba\beta\gamma\delta}$ is the second derivative of the energy density with respect to the Green-Lagrange strain tensor$^{23,24}$. Therefore, if we define the modulus by using the linear strain tensor, the stress correction term $C^m_{C\alpha\beta\gamma\delta}$ is necessary as long as the stress tensor has finite valued components$^{23}$.)

The quantity $C^m_{Na\beta\gamma\delta}$ is the Born term $C^m_{Ba\beta\gamma\delta}$, the kinetic contribution $C^m_{C\alpha\beta\gamma\delta}$, the pressure correction$^{23}$, and $-C^m_{Na\beta\gamma\delta}$ the non-affine term. (Note that the Born term $C^m_{Ba\beta\gamma\delta}$ is the second derivative of the energy density with respect to the Green-Lagrange strain tensor$^{23,24}$. Therefore, if we define the modulus by using the linear strain tensor, the stress correction term $C^m_{C\alpha\beta\gamma\delta}$ is necessary as long as the stress tensor has finite valued components$^{23}$.)
The terms in Eq. (2) are evaluated as:

\[
C^m_{B \alpha \beta \gamma \delta} = \frac{1}{w^3} \sum_{i<j} \left( \frac{\partial^2 v^{ij}}{\partial r^{ij}^2} - \frac{1}{2} \frac{\partial^2 v^{ij}}{\partial r^{ij} \partial \rho^{ij}} \right)
\times \frac{w^{ij} r_{ij}^3}{r^{ij}},
\]

\[
C^m_{K \alpha \beta \gamma \delta} = 2 \left( \frac{\bar{\rho}}{m^2} \right) T(\delta \alpha_\gamma \delta \beta_\delta + \delta \alpha_\delta \delta \beta_\gamma),
\]

\[
C^m_{C \alpha \beta \gamma \delta} = -\frac{1}{2} \left[ 2 \langle \sigma^m_{\alpha \gamma} \rangle \delta_\delta \delta_\beta \delta_\beta - \langle \sigma^m_{\alpha \gamma} \rangle \delta_\delta \delta_\beta \delta_\gamma - \langle \sigma^m_{\alpha \beta} \rangle \delta_\delta \delta_\gamma \delta_\gamma \right],
\]

\[
C^m_{N \alpha \beta \gamma \delta} = \frac{V}{T} \left[ \langle \sigma^m_{\alpha \beta} \sigma_\delta \delta \rangle - \langle \sigma^m_{\alpha \beta} \rangle \langle \sigma^m_\delta \delta \rangle \right].
\]

Here, \( N \) is the number of particles contained in the domain \( m \) (dubbed \( m \) hereafter), \( \bar{\rho} = \frac{N}{w^3} \) is the local number density in \( m \), \( r_{ij} \) is the vector joining particles \( i \) and \( j \), and \( r^{ij} \) is their distance. The quantity \( q^{ij} \) represents the fraction of the line segment \( r_{ij} \) which is located inside \( m \). As a consequence, if \( r_{ij} \) is located outside \( m \), \( q^{ij} = 0 \), and \( q^{ij} / r^{ij} \) determines the contribution of each pairwise interaction to the Born term \( C^m_{B \alpha \beta \gamma \delta} \). Note that in principle one needs to add an impulsive correction to \( C^m_{B \alpha \beta \gamma \delta} \) due to the truncation of the potential at the cut-off. Also we have to be careful of cut-off nonlinearities on the non-affine term \( C^m_{N \alpha \beta \gamma \delta} \). In the present case, however, we have confirmed that those correction and effect are always negligible.

Local, \( \sigma^m_{\alpha \beta} \), and global, \( \sigma_{\alpha \beta} \), stresses are calculated as:

\[
\sigma^m_{\alpha \beta} = -\frac{1}{w^3} \sum_{i<j} \left( \frac{\partial v^{ij}}{\partial r^{ij} \partial \rho^{ij}} \right) \frac{r_{ij}^3}{r^{ij}} q^{ij} + \frac{1}{w^3} \sum_{i<j} \frac{\partial v^{ij}}{\partial \rho^{ij}} \frac{r_{ij}^3}{r^{ij}} q^{ij} \frac{r_{ij}^3}{r^{ij}},
\]

\[
\sigma_{\alpha \beta} = -\frac{1}{V} \sum_{m} w^3 \sigma^m_{\alpha \beta},
\]

\[
= -\bar{\rho} T \delta_{\alpha \beta} + \frac{1}{V} \sum_{i<j} \frac{\partial v^{ij}}{\partial \rho^{ij}} \frac{r_{ij}^3}{r^{ij}} q^{ij}.
\]

By using the system configurations generated by MD simulation, we can therefore directly calculate all components of \( C^m_{B \alpha \beta \gamma \delta} \) in \( m \) from Eqs. (2)–(4).

**Local bulk and shear moduli.** We have considered the bulk modulus, \( K^m \), and the five shear moduli \( G^m_i \) (\( i = 1, 2, \ldots, 5 \)), defined as:

\[
K^m = C^m_{xxx} + C^m_{yyy} + C^m_{zzz} + C^m_{xyy} + C^m_{yyy} + C^m_{xzz} + C^m_{yyz} + C^m_{yzz} / 9,
\]

\[
G^m_1 = C^m_{xxx} + C^m_{yyy} - C^m_{xyy} - C^m_{yxx} / 4,
\]

\[
G^m_2 = C^m_{xxx} + C^m_{yyy} + 4C^m_{xzz} + C^m_{yyz} - C^m_{yzz} - 2C^m_{xxyy} - 2C^m_{xyxy} - 2C^m_{xyzx} - 2C^m_{yxyz} - 2C^m_{yxzy} - 2C^m_{yzyx} - 2C^m_{xzyz} - 2C^m_{xzzz} / 12,
\]

\[
G^m_3 = C^m_{xyy},
\]

\[
G^m_4 = C^m_{zzz},
\]

\[
G^m_5 = C^m_{yzyz}.
\]

The moduli \( G^m_1 \) and \( G^m_2 \) correspond to pure shear deformations (plane and tri-axial strain deformations), while \( G^m_3, G^m_4, \) and \( G^m_5 \) are related to simple shear deformations. We give a schematic illustration of these deformations in Fig. 2. Note that the moduli defined in Eq. (4) are not eigenvalues of the modulus tensor, which is an alternative possibility. In that case, however, the corresponding deformations, which are determined by the associated eigenvectors, are not fixed and depend on \( m \).

**Distributions of the local moduli.** From the data calculated via Eq. (5), we have built the probability distribution functions, \( P(C^m) \), by repetitively sampling the \( 20^3 \) values of \( C^m = K^m, G^m_1, G^m_2, \ldots, G^m_5 \). We have confirmed that \( P(C^m) \) are Gaussian distributions in all cases. Although \( G^m_1 \neq G^m_2 \) and \( G^m_3 \neq G^m_4 \) in each \( m \), we found \( P(G^m_1) = P(G^m_2) \) and \( P(G^m_3) = P(G^m_4) \). Thus, in the following, we identify with \( G^m_1 \) the pure shear moduli \( G^m_1 \) and \( C^m_{B \alpha \beta \gamma \delta} \), and with \( G^m_2 \) the simple shear moduli \( G^m_2, G^m_3, \) and \( G^m_5 \). (Note that \( P(G^m_1) \) and \( P(G^m_2) \) are different in cubic crystals, whereas they coincide in isotropic glasses.)

For better clarifying a few points of our discussion, we also separately calculated from Eq. (2) the affine \( (C^A_\alpha = K^m \delta_\alpha \delta_\beta, G^A_\alpha) \) and non-affine \( (C^N_\alpha = K^m \delta_\alpha \delta_\beta, G^N_\alpha) \) components of the moduli, together with the resulting \( P(C^N_\alpha) \) and \( P(C^N_\alpha) \). Finally we note that although relatively small systems \((N = 4000, L = 10a)\) were used for these calculations, we verified that system size effects are negligible (see also Fig. 8 in Ref. \( ^{47} \)).

**III. ELASTIC HETEROGENEITIES**

**A. Disorder dependence**

We have first investigated to which extent the elastic heterogeneities can be controlled by the size disorder, \( \lambda \). From the distribution functions \( P(C^m) \), we extracted the average values \( C = K, G_p, G_s \), and standard deviations...
\( \delta C = \delta K, \delta G_p, \delta G_s \), as:

\[
C = \int C^m P(C^m) dC^m, \\
\delta C = \sqrt{\int (C^m - C)^2 P(C^m) dC^m}.
\]  

C coincides with the macroscopic modulus, while \( \delta C \) measures the extent of the modulus heterogeneity, i.e., larger values of \( \delta C \) correspond to larger heterogeneities. We also calculated \( \delta C_{A(N)} \) and \( \delta C_{A(N)} \) for the affine and non-affine components separately, from the distributions \( P(C^m_{A(N)}) \).

**The macroscopic moduli.** In Figs. 3(a)-(c), we show by open symbols the \( \lambda \)-dependence of \( K, G_p, \) and \( G_s \), respectively, decreasing \( \lambda \) (increasing the disorder) from \( \lambda = 1 \) (perfect crystal) to 0.7 (amorphous state). The bulk modulus \( K \) assumes the highest value, the pure-shear modulus \( G_p \) the lowest. In the lattice structures \( G_p < G_s \), due to the affine terms \( G_{pA} < G_{sA} \), whereas \( G_p \approx G_s \) in the isotropic amorphous states with \( \lambda \leq 0.78 \). In the following we will therefore refer to \( G^m_p \) and \( G^s_s \) as the low and the high shear moduli, respectively.

Also, we note that the present soft-sphere model, which exhibits in the supercooled liquid state a strongly non-Arrhenius behaviour of the structural relaxation time\(^{23}^{24} \) and shear viscosity\(^{25} \), is classified as a fragile glass\(^{26} \). According to Ref.\(^{27} \), fragile glasses show relatively high Poisson ratios, \( \nu = (3K - 2G)/(3K + G) \), compared to strong glasses. For our system, we obtain a high value, \( \nu \approx 0.43 \) for \( \lambda \leq 0.78 \), which is consistent with the findings of Ref.\(^{22} \). Also, fragile glasses are characterized by high atomic packing density and incompressibility\(^{88} \). Indeed, in the amorphous state, our system shows a high value of the bulk modulus compared to the shear modulus, \( K \approx 40 \gg G = G_p = G_s \approx 7 \).

**The elastic instability.** In general, in systems with inverse-power-law interactions the non-affine component of the bulk modulus is \( K_N = 0 \), and therefore \( K = K_A \), as well demonstrated in Fig. 3(a). The situation is totally different for the shear moduli, \( G_p \) and \( G_s \), that we show in Figs. 3(b) and (c). For \( \lambda = 1 \) (perfect crystal), the non-affine components are negligible, \( G_{pN} \approx G_{sN} \approx 0 \). However, as size disorder is introduced by decreasing \( \lambda \), the non-affine components, \( G_{pN} \) and \( G_{sN} \), progressively increase. At the transition point \( \lambda^* \), \( G_{pN} \) eventually reaches the affine component \( G_{pA} \), and the total \( G_p \) vanishes. This observation indicates that the transition at \( \lambda^* \) can be described as an elastic instability controlled by the low modulus \( G_p \). This instability drives the structural transition, leading to steep changes of the affine terms of the shear moduli, \( G_{pA} \) and \( G_{sA} \), while the bulk modulus \( K_A \) stays almost unchanged. For \( \lambda < \lambda^* \), the system rapidly becomes isotropic, as manifested by the convergence \( G_p \approx G_s \). A similar instability of the shear modulus was also observed in BCC \( \rightarrow \) FCC transitions of alkali metals\(^{89} \).

**Spatial heterogeneities of local moduli.** The \( \lambda \)-dependence of the standard deviations, \( \delta C = \delta K, \delta G_p, \delta G_s \), is shown in Figs. 3(d), (e), and (f) (open
sition, in the isotropic amorphous states below the tran-
sults. In this case, the system keeps its initial amor-
the case where we reversely increase $\delta K$ and $\delta G$.$^\lambda$ decrease from 0 to 1, 0.9, $\delta K$ and $\delta G_s$ increase monotonically, mainly due to the affine
term, $\delta K_A$ and $\delta G_{sA}$. On the other hand, the variation
of $\delta G_p$ is less pronounced, as it is already dominated by
the heterogeneity in the non-affine term, $\delta G_{pN}$. Next, as
$\lambda$ approaches the transition point $\lambda'$, the value of $\delta G_p$ in-
creases dramatically, driven by the non-affine term $\delta G_{pN}$. At
the transition $\lambda'$, the distribution of $C^m_p$ becomes ex-
tremely heterogeneous, with a vanishing average value $G\eta \simeq 0$, and a large standard deviation $\delta G_p \simeq 5$. Eventually,
in the isotropic amorphous states below the transition $\lambda'$, $\delta G_p$ and $\delta G_s$ rapidly converge to similar values $\delta G_p \simeq \delta G_s \simeq 2$.

In Fig. 3, we also show (filled circles) our results in
the case where we reversely increase $\lambda$ from 0.7 to 1 (see
Fig. 1(b)). In this case, the system keeps its initial amor-
phous state, and the distributions of local elastic moduli
undergo no significant changes in average values, $C = K, G_p, G_s$, and standard deviations, $\delta C = \delta K, \delta G_p, \delta G_s$.
This result indicates that controlling the moduli distribu-
tions by varying size disorder is rather difficult in the
amorphous states.

B. Correlation of structural quantities and elastic
heterogeneities

Disordered solids exhibit spatial heterogeneities not
only in local elastic moduli, but also in other local quan-
tities, such as local density, stress, or structural order.
It is therefore interesting to try to elucidate correlations
among these observables, in order to highlight the possi-
ble structural origin of elastic heterogeneities. Indeed, we
may intuitively expect that values of local elastic moduli
higher than the macroscopic average could be associated
with denser, more close-packed regions, lower moduli to
softer regions. Similarly, we could expect to observe dis-

tinct values of local elastic moduli for locally ordered
structures and locally more disordered regions.

The values of the local pressure $p^m$, and the pure $\sigma_p^m$
and simple $\sigma_s^m$ shear stresses for each $m$, were calculated
from the stress tensor $\sigma_{\alpha\beta}^m$ of Eq. (4), as

\[
\begin{align*}
\rho^m &= (\sigma_{xx}^m + \sigma_{yy}^m + \sigma_{zz}^m)/3, \\
\sigma_p^m &= (\sigma_{xx}^m - \sigma_{yy}^m)/2, \quad (\sigma_{xx}^m + \sigma_{yy}^m - 2\sigma_{zz}^m)/4, \\
\sigma_s^m &= \sigma_{xy}^m, \quad \sigma_{xz}^m, \quad \sigma_{yz}^m.
\end{align*}
\]

The mass density $\rho^m$, volume fraction $\phi^m$, and orienta-
tional, $Q_6^m$, and centro-symmetry, $CS^m$, order parame-

FIG. 4. $\lambda$-dependence of the macroscopic (average) values of (a) pressure $p$, pure shear stress $\sigma_p$, simple shear stress $\sigma_s$; (b) mass density $\rho$, volume fraction $\phi$; and (c) bond-order $Q_6$ and centro-symmetry $CS$ order parameters. We also plot the corresponding standard deviations in (d) $\delta p$, $\delta \sigma_p$, $\delta \sigma_s$, (e) $\delta \rho$, $\delta \phi$, and (f) $\delta Q_6$, $\delta CS$. The vertical lines indicate the transition point $\lambda'$.
ters were obtained from
\[ p^m = \frac{1}{w^3} \sum_{i \in m} 1 = \frac{N^m}{w^3} = \rho^m, \]
\[ \phi^m = \frac{1}{w^3} \sum_{i \in m} \pi^6 (\sigma^i)^3, \]
\[ Q^m_6 = \frac{1}{N^m} \sum_{i \in m} q^i_6, \]
\[ CS^m = \frac{1}{N^m} \sum_{i \in m} cs^i. \]

Here, \( q^i_6 \) and \( cs^i \) are the values pertaining to particle \( i \) (see for details, Refs. 69, 70 for \( q^i_6 \), and Ref. 90 for \( cs^i \)). The FCC crystal is characterized by \( q^i_6 \approx 0.57 \) and \( cs^i \approx 0 \), whereas lower values of \( q^i_6 \) and higher values of \( cs^i \) are expected for amorphous phases. Similarly to local moduli considered in the previous Section, we calculated the average (macroscopic) value and the standard deviation for all local quantities defined above.

**The local structure.** Our results as a function of \( \lambda \) are shown in Fig. 1. At \( \lambda = 1 \), all standard deviations assume vanishing values, i.e., the local quantities are homogeneously distributed in space. Since for inverse-power-law potentials \( p^m \sim K^m \), the pressure \( p^m \) shows the same heterogeneity as the bulk modulus \( K^m \), i.e., \( \delta p / p \approx \delta K / K \). The heterogeneities of the shear stresses, \( \delta \sigma_p \) and \( \delta \sigma_s \), show a \( \lambda \)-dependence similar to that of \( \delta p \), with an average \( \sigma_p \approx \sigma_s \approx 0 \).

In our simulations the macroscopic number density \( \rho \) and mass density \( \rho = \rho^m \) are kept constant, and the volume fraction \( \phi \) mildly varies in the range of \( \phi = 53 \) to \( 56\% \). Locally, however, \( \rho^m \) and \( \phi^m \) fluctuate, even in the disordered crystalline states. Indeed, in these cases, the particles are still tethered to the crystal lattice nodes, as manifested by very small values of \( \langle \Delta r^2 \rangle \) in Fig. 1(a), but they slightly deviate from the exact lattice sites positions, leading to non-zero values for \( \delta \rho \) and \( \delta \phi \).

Also, for \( \lambda > 0.86 \) the local order parameters, \( Q^m_6 \) and \( CS^m \), show values corresponding to those of the FCC crystalline structures, \( Q^m_6 \approx 0.57 \) and \( CS \approx 0 \), together with \( \delta Q^m_6 \approx 0 \) and \( \delta CS \approx 0 \). In contrast, as \( \lambda \) approaches \( \lambda^* \) from above, \( Q^m_6 \) and \( CS^m \) start to fluctuate, with the respective variances strongly increasing around \( \lambda^* \). Eventually, just below the amorphisation transition, these fluctuations keep significantly enhanced values, indicating the coexistence of lattice- and amorphous-like local environments. In the fully developed amorphous states, \( \lambda < 0.78 \), \( \delta Q^m_6 \) and \( \delta CS \) converge to finite values.

**Correlations.** In order to quantify the degree of correlation between the local moduli \( C^m \) and the above local structural observables \( X^m \), we have calculated the correlation parameters,
\[ \Psi_{C^m,X^m} = \left| \left\langle \left( \frac{C^m - C}{\delta C} \right) \left( \frac{X^m - X}{\delta X} \right) \right\rangle_m \right|, \]
where \( \langle \rangle_m \) is the average over all cubic domains \( m \). If the variables \( C^m \) and \( X^m \) are perfectly correlated, we expect \( \Psi_{C^m,X^m} = 1 \), while \( \Psi_{C^m,X^m} = 0 \) for the perfectly uncorrelated case. The \( \lambda \)-dependence of the \( \Psi_{C^m,X^m} \) is shown in Fig. 3 for the total moduli, \( C^m = K^m, G^m \), and the affine contributions alone, \( C_A^m = K_A^m, G_{pA}^m, G_{sA}^m \) (a), (b), (c)), and the affine contributions alone, \( C_A^m = K_A^m, G_{pA}^m, G_{sA}^m \) (d), (e), (f)).

Since \( K^m \approx K_A^m \approx p^m \) in this case, trivially \( \Psi_{K^m,p^m} \approx \Psi_{K_A^m,p^m} \approx 1 \), as shown in Figs. 3(a) and (d). \( p^m \) can also be considered a good predictor for the bulk modulus.
at all $\lambda$’s, whereas the correlation with the density $\rho^m$ tends to decrease in the amorphous states, $\lambda \leq 0.78$. In contrast, the shear moduli, $G_p^m$ and $G_s^m$, only show small correlations with local quantities, as shown in Figs. 4(b) and (c). The affine terms, $G_{pA}^m$ and $G_{sA}^m$, are relatively correlated with $p^m$ and $\phi^m$ (Figs. 4(c), (f)), as it is the bulk modulus $K_A^m \simeq K^m$. Those correlations are therefore lost due to the effect of the non-affine terms, $G_{pN}$ and $G_{sN}$.

Two additional observations are in order. First, correlations with the order parameters $Q_p^m$ and $CS^m$, are enhanced around $\lambda^*$. This effect can be explained by recalling that ordered and amorphous structures, which show respectively lower (higher) and higher (lower) values of shear modulus $G_p^m$ ($G_s^m$), coexist locally. In the amorphous states ($\lambda \leq 0.78$), in contrast, very small correlations only are found with $Q_p^m$ and $CS^m$. Second, it is worth to note that the two affine terms, $G_{pA}^m$ and $G_{sA}^m$, should feature very similar correlations in the isotropic amorphous structures. We have found, however, that they show different values of $\Psi_{G_pX^m}$, even in the deeply amorphous state $\lambda = 0.7$. This result seems to indicate that some anisotropies still survive, as a memory of the initial perfect crystal structure. Although the distribution of the two affine shear moduli are very similar, $P(G_{pA}^m) \simeq P(G_{sA}^m)$ for $\lambda \leq 0.78$, weak anisotropies can therefore still be detected from correlations with local quantities, even in cases where the moduli distributions are indistinguishable.

**Open issues**. To summarize, $p^m$ and $\phi^m$ show clear correlations with the bulk modulus $K^m$, i.e., we indeed measured higher values of bulk modulus in denser and closely packed regions. Slight deviations of the particles positions from the perfect lattice sites induce the heterogeneities of $\delta p$ and $\delta \phi$, which are the origin of the heterogeneity $\delta K$ developing for $0.9 \leq \lambda \leq 1$. The origin of the high shear modulus heterogeneity $\delta G_s$ can also be partially associated with the fluctuations of $p^m$ and $\phi^m$ in the disordered crystalline states. This is not the case, however, for the amorphous states. Also, we have not found any clear correlation for the shear moduli, $G_p^m$ and $G_s^m$, probably due to some subtle effect caused by the important non-affine components. The local structural origin of the shear moduli heterogeneities is therefore still an open issue\textsuperscript{41,92}, as it is the origin of the diverging behaviour of $\delta G_p$ as $\lambda$ approaches $\lambda^*$.

**IV. VIBRATIONAL EXCITATIONS**

**A. Density of states and participation ratios**

In this Section we characterize the system vibrational states in terms of the vibrational density of states, and participation ratios and life-times of the vibrational modes. In particular, we quantify the modifications due to the modulation of the local mechanical response above and below the amorphisation transition. We also investigate the behaviour of sound-like excitations. We show that variations with $\lambda$ of the vibrational observables closely mirror the changes in the elastic heterogeneities, allowing one to establish clear correlations with different moduli for different regions of the spectrum.

**Normal-modes analysis**. For each value of $\lambda$, we performed a standard normal modes analysis, diagonalizing the Hessian matrix calculated at the local minima of the potential energy landscape (the inherent structures\textsuperscript{12,15}). We have obtained the eigenvalues, $\omega_k^2$, and the corresponding eigenvectors, $\mathbf{e}_k^j$, where $j = 1, \ldots, N$ and $k = 1, \ldots, 3(N - 1)$ are the atomic and eigenmode indexes, respectively. From the histogram of the $\omega_k$ we have calculated the vDOS as

$$g(\omega) = \frac{1}{3(N - 1)} \sum_{k=1}^{3(N-1)} \delta(\omega - \omega_k).$$

From the eigenvectors, $\mathbf{e}_k^j$, we have calculated the participation ratios,

$$\mathcal{P}_k = \frac{1}{N} \left[ \sum_{j=1}^{N} (\mathbf{e}_k^j \cdot \mathbf{e}_k^j) \right]^{-1},$$

which quantify the extent of localization of the vibrational mode\textsuperscript{3,9}. As a reference, $\mathcal{P}_k = 2/3$ for an ideal standing plane wave, and $\mathcal{P}_k \simeq 1/N$ for an ideal localized mode involving one particle only. For these calculations we have generated additional systems with $L$ ranging from $L = 10a$ ($N = 4000$) to $30a$ ($N = 108000$), in order to adequately sample the lower frequency region of the spectrum\textsuperscript{35}. We show the $\lambda$-dependence of $g(\omega)$ in...
to more complex excitations, even localized. modes, which transform from true (delocalized) phonons \( \omega \rightarrow 0 \) as \( \lambda \rightarrow \lambda^* \). Exactly at \( \lambda^* \), we observe \( g(\omega) \sim \omega^{3/2} \) (see inset of Fig. 6), a strongly non-Debye-like behaviour. Eventually, below the transition point \( \lambda^* \), the reduced vDOS feature the expected BP, with \( \Omega_{\text{BP}} \approx 1 \), already observed in glasses (see, among many others, Refs. 18, 20). In addition, as \( \lambda \) approaches \( \lambda^* \), vibrational localization occurs in the low-\( \omega \) region, as can be seen in Fig. 7(f),(g) for \( \lambda = 0.82 \) and 0.81 (\( \lambda^* \)). These results are clearly correlated with the behaviour of the low modulus \( \delta G_p \), which therefore seems to be the relevant observable, responsible for the modification of the low-\( \omega \) part of the spectrum\(^{12}\).

**A closer look at the Debye model.** To better quantify the excess of vibrational modes over the Debye model, we consider \( \tilde{g}(\omega) = g(\omega)/g_D(\omega) \) (Fig. 8(b)), where the vDOS is scaled to the Debye-model prediction, \( g_D(\omega) = \omega^2/(3\omega_D^3) \). The Debye frequency \( \omega_D \) and, therefore, the Debye level \( 3/\omega_D^2 \) can be calculated directly from the macroscopic moduli \( K \), \( G_p \), and \( \gamma_s \). For mechanically isotropic cases with \( G = G_p = G_s \), like in glasses, \( \omega_D = [18\rho \pi^2/(1/c_L^4 + 2/c_T^4)]^{1/3} \), where
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**Fig. 7.** Participation ratios, \( P_k \), versus the eigenfrequencies, \( \omega_k \), at the indicated values of \( \lambda \). The solid lines represent the averaged values \( \langle P_k \rangle \) calculated by smoothing the data in bins of width \( \Delta \omega = 0.015 \). A detailed discussion of these data is given in the main text.
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**Fig. 8.** (a) Reduced density of state \( \tilde{g}(\omega) = g(\omega)/g^2 \) at the indicated values of \( \lambda \). (b) \( \tilde{g}(\omega) = g(\omega)/g_D(\omega) \) plotted versus \( \omega/\omega_D \), where \( g_D(\omega) \) is the Debye-model prediction, and \( \omega_D \) the Debye frequency. For \( \lambda \leq 0.78 \), we observe the boson peak, at the frequency \( \Omega_{\text{BP}} \approx 1 \), typical of many studies on Lennard-Jones type of glasses\(^{18, 20}\).
of both longitudinal and transverse natures.\cite{17, 51, 109}. In this latter case, the bulk modulus features values relatively close to those of the shear modulus, and therefore both are found to affect the low-$\omega$ modes, consequently determining the nature of the BP. In our fragile system, for $\lambda < \lambda^\ast$, bulk and shear moduli are well separated ($K \approx 40 \gg G = G_p = G_s \approx 7$ at $\lambda \leq 0.78$), and the shear modulus only can be related to the low-$\omega$ excitations in the BP region, consistently with Ref.\cite{189}.

Based on the results of Fig. 9(b), we can address this point more precisely. At $\lambda = 0.815$ and 0.81 ($\lambda^\ast$), where $G_p \ll G_s$ and $\delta G_p$ ($\approx 3.5$ to 5) is quite large, the peak values of $\hat{g}(\omega)$ are close to those at $\lambda \approx 0.78$ with $G_p \approx G_s$ and $\delta G_p \approx \delta G_s \approx 2$ (note that $\delta G_p^\ast + \delta G_s^\ast \approx 4$). This observation indicates that, for $\lambda > \lambda^\ast$, where the two shear moduli are separated, only the low shear modulus heterogeneity $\delta G_p$ contributes to the excess low-$\omega$ excitations. In contrast, both (degenerate) moduli heterogeneities, $\delta G_p$ and $\delta G_s$, equally contribute below $\lambda^\ast$. We thus conclude that the lowest moduli heterogeneities are related to the BP in the entire $\lambda$-range, which can be general for disordered materials.

B. Life-times of the vibrational excitations

We now focus on the life-times of the normal modes, which are finite even in the perfect crystal phase $\lambda = 1$, due to the anharmonic couplings. These finite temperature effects combine, for $\lambda < 1$, with modifications due to additional non-linearities, coming from the introduction of defects. We also clarify how these modifications impact the dynamical evolution of the sound-like excitations propagating in the system.

The life-times of normal modes. We can quantify the finite life-times of the normal modes as the relaxation time of the auto-correlation function $C_{E_k}(t)$ of the associated vibrational energy \cite{23, 24}:

$$C_{E_k}(t) = \frac{\langle \delta E_k(t) \delta E_k(0) \rangle}{\langle \delta E_k^2 \rangle},$$  

(12)

where $\delta E_k(t) = E_k(t) - \langle E_k(t) \rangle$, and $E_k(t)$ is the energy of the vibrational mode $k$,

$$E_k(t) = E_k^P(t) + E_k^K(t) = \frac{\omega_k^2}{2} S_k(t) S_k(t) + \frac{1}{2} \hat{S}_k(t) \hat{S}_k(t),$$  

(13)

with $\dagger$ denoting complex conjugation, and

$$\hat{S}_k(t) = \sum_{j=1}^{N} e_k^j \cdot \mathbf{r}^j(t),$$

(14)

$$\hat{S}_k(t) = \sum_{j=1}^{N} e_k^j \cdot \mathbf{v}^j(t).$$

Here, $e_k^j$ is the eigenvector corresponding to the eigenfrequency $\omega_k$, $\mathbf{r}^j(t)$ and $\mathbf{v}^j(t)$ are the instantaneous position
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C-energy correlation function, and velocity of particle $j$ at time $t$, and $r_j^t$ is the position of particle $j$ in the corresponding inherent structure. For the perfect crystal ($\lambda = 1$), the positions of atoms in the inherent structure coincide with the lattice sites, $r_j^0 = r_j^t$. In Eq. (13), $E^\text{p}_E^k$ and $E^\text{k}_E^k$ are potential and kinetic energy of the mode $k$, respectively. Note that $(E^\text{p}_E^k(t)) = 2 \langle E^\text{p}_E^k(t) \rangle = 2 \langle E^\text{k}_E^k(t) \rangle = T$, for the equipartition of energy.

In Fig. 10 we show the temporal evolution of the energy correlation function, $C_{E_k}(t)$, for $E^\text{p}_E^k(t)$, $E^\text{k}_E^k(t)$, and $E^{X_k}_{E}(t)$, at the indicated values of $\lambda$. Both potential and kinetic energies show a damped oscillating behaviour of frequency $2\omega_k$, whereas the total energy exhibits a simple exponential decay. The life-time $\tau_k$ of mode $k$ can be extracted as (twice) the relaxation time $\tau_k = 2 \int_0^\infty dt \ C_{E_k}(t)$, or, equivalently, $C_{E_k}(t = \tau_k/2) = \frac{1}{e}$. (15)

Life-times of acoustic-like excitations. Additional information comes from the life-times of acoustic-like modes, that we have studied in detail in the three propagation directions (100), (110), and (111)\textsuperscript{23,24}. These are defined in analogy with Eqs. (15) and (16) for normal modes, where we replace $e_k^j$ by $X_q^j$.

\[ e^j_{Xq} = N^{-1/2} \exp(-i q \cdot r^t_j) p_X. \] (17)

Here, the $k$-index is replaced by $X_q$, where $X = L, T (T_1, T_2)$, for longitudinal and transverse modes respectively, $q$ is the wave-vector, and $p_X$ is the corresponding polarization vector.\textsuperscript{23,24} The considered $q$ and $p_X$ are schematically illustrated in Fig. 11. The life-times can be therefore calculated from the auto-correlation function of the energy $\delta E_{Xq}(t)$, from relations analogous to Eqs. (15) and (16). Note that, since the acoustic waves are not genuine normal modes in the disordered states, the energy equipartition does not hold and $(E_{Xq}(t)) \neq T$.

Normal modes versus acoustic-like excitations. In the left panel of Fig. 12 we show our data sets for $\tau_k$ (normal modes) and $\tau_{Xq}$ (acoustic-like excitations) as a function of the corresponding frequencies, $\omega_k$ and $\omega_{Xq}$. For the perfect crystal at $\lambda = 1$ (Fig. 12(a)), acoustic plane waves and exact normal modes coincide, implying $\tau_{Xq} \simeq \tau_k$. Note that, as expected, data are scattered, as wave propagations are different in the three directions considered, contrary to the isotropic disordered case at $\lambda = 0.7$ (Fig. 12(b)).

As $\lambda$ decreases from 1 to 0.7, the life-times of the acoustic waves decrease overall of about two orders of magnitudes at any frequency, whereas normal modes show a much smaller reduction. This effect is made even more clear in the right panel of Fig. 12 where the same data are averaged in bins of width $\Delta \omega = 1$, irrespective to their longitudinal or transverse nature. Note that, for $\lambda \leq 0.86$, at the higher frequencies the $\tau_{Xq}$ are of the order of the Einstein period, $\tau_k \sim O(10^{-1})$, which is the minimum typical time-scale of thermal vibrations for the present soft-core systems\textsuperscript{102,103}. Additional insight on how mild variations with frequency of $\tau_k$ can induce very important modifications in $\tau_{Xq}$ comes from Fig. 13. Here we plot parametrically, for each normal mode $k$, the life-times $\tau_k$ versus the corresponding participation ratios $P_k$. Interestingly, although at each $\lambda$ modes with larger $P_k$ tend to show higher values of $\tau_k$ (as one could expect), the overall correlation is...
averaged life-times of the normal vibrational modes and the thermal motion of particles, and was estimated as \( \tau_{\lambda} \) (Fig. 12(k)).

Contrast frequency attenuation of the acoustic-like excitations of different normal modes and their life-times. Since acoustic plane waves are superpositions of the acoustic waves at fixed frequency is important for the acoustic-like excitations are the normal modes. We investigate this point, based on the present new data sets. Assuming that \( \langle \tau_{Xq} \rangle \) (Fig. 12(k)) represents the typical life-time of the acoustic-like excitation of frequency \( \omega \), we have determined at each \( \lambda \) three (frequency-independent) life-times, \( \tau_{ac} \), \( \tau_{ac}^h \), and \( \tau_{ac}^l \), averaged over the entire spectrum and, separately, in the high (\( \omega > 5 \)) and low (\( \omega < 5 \)) frequency regions. These averages obviously involve the number of sound waves comprised in those spectrum regions. If we assume that this number does not change with \( \lambda \), it is directly provided by the vDOS of the perfect crystal at \( \lambda = 1 \) (\( g_{X=1}(\omega) \)), where the acoustic-like excitations are the normal modes.

Life-times are controlled by the heterogeneities. In Ref. 23, we analyzed in details the attenuation rates \( \Gamma_{Xq} \sim \tau_{Xq}^{-1} \) restricted to the (lowest) transverse branch of the low-frequency acoustic excitations (\( \omega_{Xq} < 5 \)), extracted from the line-broadening of the transverse dynamical structure factors. We now additionally investigate this point, based on the present new data sets.

FIG. 12. Left panel: Life-times of the normal modes \( \tau_{Xq} \), and of the acoustic-like waves \( \tau_{Xq} \), plotted as functions of \( \omega_k \) and \( \omega_{Xq} \), respectively, at the indicated values of \( \lambda \). Here we consider the longitudinal (L) and transverse (T) acoustic waves propagating in the (100), (110), and (111) directions (see Fig. 11). Specifications of the different data sets are shown in the key. The vertical lines indicate \( \omega = 5 \) for reference. In the perfect crystalline state \( \lambda = 1 \), \( \tau_{k} \approx \tau_{Xq} \), while in defective and disordered states, life-times of acoustic-like modes strongly deviate from those pertaining to normal modes. For \( \lambda \leq 0.86 \), the \( \tau_{Xq} \) at high frequencies are of the order of the minimum time scale set by the Einstein period \( \tau_E \). This is the typical time scale of the thermal motion of particles, and was estimated as \( \tau_E \approx 10^{-5} \) for the present soft-sphere system. Right panel: The averaged life-times of the normal vibrational modes \( \langle \tau_k \rangle \) (j), and of acoustic plane waves \( \langle \tau_{Xq} \rangle \) (k), versus the frequency \( \omega_k \) and \( \omega_{Xq} \), respectively, at the indicated values of \( \lambda \). These data are the same as those shown in the left panels, averaged in bins of width \( \Delta \omega = 1 \), and over all considered propagation directions and polarizations. A comprehensive discussion of these data is included in the main text.

弱性和正常模式的相似 \( \tau_k \) 显示广泛变化的值 \( P_k \)。这种观察似乎是表明那种模态的不均匀性影响的结构空间的正常模式60, 67, 62，而不是简单地减少其寿命。由于声波平面波是不同正常模式的超positions of different normal modes14, 15, 我们可以推断这些改变是主因的主要的频率衰减的声波的激起源 (Fig. 12(k)).

Life-times at high and low frequencies. The data of Fig. 12(k) suggest an additional observation. As \( \lambda \) decreases from 1 to 0.9, the reduction of the life-times of the acoustic waves at fixed frequency is important at high frequencies, \( \omega_{Xq} > 5 \), but relatively mild for \( \omega_{Xq} < 5 \). In contrast, as \( \lambda \) approaches \( \lambda^* \), the effect is reversed and the low frequency modes (\( \omega_{Xq} < 5 \)) show a larger variation. These results seem again to indicate that the high and low moduli heterogeneities control high and low frequency vibrational states, respectively. Also, we emphasize that the high moduli heterogeneities, \( \delta K \) and \( \delta G_s \), impact a large fraction of normal modes in the broad frequency range \( \omega > 5 \). Indeed, the integral \( \int_{\omega_0}^{\omega_5} g(\omega) d\omega \approx 0.95 \) at \( \lambda = 1 \), and \( \approx 0.9 \) at \( \lambda \leq 0.8 \), indicating that 90 to 95 % of the total number of normal modes is included in this frequency range. In contrast, the low modulus heterogeneity \( \delta G_p \), only influences a small fraction of the spectrum with \( \omega < 5 \), including only 5 to 10 % of the total number of normal modes.

(Note that the \( \Omega^{BP} \) is comprised in this region.)

Assuming that \( \langle \tau_{Xq} \rangle \) (Fig. 12(k)) represents the typical life-time of the acoustic-like excitation of frequency \( \omega \), we have determined at each \( \lambda \) three (frequency-independent) life-times, \( \tau_{ac} \), \( \tau_{ac}^h \), and \( \tau_{ac}^l \), averaged over the entire spectrum and, separately, in the high (\( \omega > 5 \)) and low (\( \omega < 5 \)) frequency regions. These averages obviously involve the number of sound waves comprised in those spectrum regions. If we assume that this number does not change with \( \lambda \), it is directly provided by the vDOS of the perfect crystal at \( \lambda = 1 \) (\( g_{X=1}(\omega) \)), where the acoustic-like excitations are the normal modes. We
can, therefore, write

\[
\begin{align*}
\tau_{ac} &= \int \left\langle \tau_X q \right\rangle g_{\lambda=1}(\omega) \, d\omega, \\
\tau_{ac}^{h(l)} &= \int_{\omega > (l, h)} \left\langle \tau_X q \right\rangle g_{\lambda=1}(\omega) \, d\omega.
\end{align*}
\]

In Fig. 14(a) we plot \(\tau_{ac}\) as a function of the extent of the elastic heterogeneities, \(\delta K + \delta G_p + \delta G_s\), together with an exponential fit of the form (solid line),

\[
\tau_{ac} \sim \exp\left(-\frac{\delta K + \delta G_p + \delta G_s}{g_r}\right).
\]

This is similar to what we considered for the low-frequency transverse acoustic waves attenuations in Ref. 63, where, however, only the shear contribution was included in the argument of the exponential. Also note that the adjusted value \(g_r \simeq 0.4\) must be compared to \(g_{rl} \simeq 0.5\) found in Ref. 63. Since 95\% of the acoustic modes are included in the high-\(\omega\) region, it also results \(\tau_{ac}^{h(l)} \simeq \tau_{ac}\) (see Fig. 14(a)). In contrast, \(\tau_{ac}^{l}\) is not controlled by the total elastic heterogeneities, \(\delta K + \delta G_p + \delta G_s\), but rather by the lowest one \(\delta G\) only (\(\delta G = \delta G_p\) for \(\lambda \geq \lambda^*\) and \(\delta G = \delta G_p + \delta G_s\) for \(\lambda < \lambda^*\)). Indeed, in the inset of Fig. 14(a) we show \(\tau_{ac}^{l}\) versus \(\delta G\), together with a fit of the form \(\tau_{ac}^{l} \sim \exp(-\delta G/g_{rl})\) with \(g_{rl} \simeq 0.5\), which is fully consistent with our previous observation 63.

In summary, based on the above results we propose the following scenario. By decreasing \(\lambda\), as the extent of the elastic heterogeneities grows, \(\tau_{ac} \simeq \tau_{ac}^{l}\) decreases monotonically and eventually reaches the minimum possible value, corresponding to the Einstein period, \(\tau_{ac} \sim \mathcal{O}(10^{-1})\). Although the low shear modulus \(\delta G_p\) obviously exerts some influence, \(\delta K\) and \(\delta G_s\) turn out to be the main cause for changes in the lifetime of the acoustic excitations, influencing a predominant fraction of the vibrational modes with \(\omega > 5\). In
contrast, low-frequency acoustic excitations with $\omega < 5$, result to be only influenced by the lowest modulus heterogeneities ($\delta G_p$ or $\delta G_p + \delta G_s$ for the crystal and amorphous case, respectively). The above results therefore provide us with a direct correlation between acoustic-like excitations and elastic heterogeneity in the entire frequency range of the vibrational excitations.

V. THERMAL CONDUCTIVITY

A. Disorder dependence

In this Section we explore the impact of the above studied elastic heterogeneities and vibrational excitations on the thermal conductivity, $\kappa$. $\kappa$ can be calculated by nonequilibrium simulation methods, where one applies to the system a temperature gradient or a heat current, and measures the induced heat current or temperature gradient, respectively. These methods, however, have been demonstrated to be prone to important system size effects, especially in the case of crystals where heat carriers (phonons) have long mean-free-paths.

The Green-Kubo thermal conductivity. Being aware of these limitations, in the present study we employed the equilibrium method, based on the Green-Kubo (GK) formula,

$$\kappa = \frac{1}{3VT^2} \int_0^\infty \langle J(t) \cdot J(0) \rangle \, dt,$$

where $J(t)$ is the heat current vector. This formulation has been shown to provide accurate determinations of $\kappa$ in the cases of both crystals and amorphous solids. Also, a recent study reported detailed results based on the Einstein relation, which is equivalent to the GK method, while the studies of Refs. confirmed that it produces values for $\kappa$ that are consistent with those determined from the Boltzmann equation. In addition, Ref. presented evidences that $\kappa$ is correctly calculated by using relatively small systems without important system size effects, even for crystals.

In the present study, we have compared the values obtained from $N = 4000$ and $32000$ (larger system size), and confirmed that both values coincide well with each other. From this observation, we concluded that $N = 4000$ is large enough to exclude the system size effects on our GK calculations of $\kappa$. (See also the discussion about system size effects for the GK method in Ref.)

Modulating $\kappa$ by controlling $\lambda$. In Fig. 15(a), we show (open circles) the $\lambda$-dependence of $\kappa$, at $T = 10^{-2}$. As $\lambda$ decreases from 1 to 0.7 (open circles), $\kappa$ is reduced by almost two orders of magnitude, similarly to the important reduction of the life-times of the acoustic-like plane waves in Fig. 12. Indeed, the behaviour of $\kappa$ is fully consistent with that of the life-time $\tau_{ac}$ of the acoustic waves shown in Fig. 14(a) (compare Figs. 13(a) and (b)).

The acoustic-like plane waves, rather than the normal modes, therefore play the essential role in heat conduction, for all phases.

The above evidence has two implications. First, $\kappa$ reaches the minimum allowed value already at $\lambda \simeq 0.86$, where the life-time $\tau_{ac}$ of the acoustic wave is of the order of the Einstein period and the mean-free-path is of the order of the particle diameter, as noted before. Second, due to $\tau_{ac} \simeq \tau_{ac}^h$ (Fig. 13(a)), we can conclude that the large
number of high frequency modes \( (\omega_{Xq} > 5) \) determine \( \kappa \), while those in the narrow low-frequency range \( (\omega_{Xq} < 5) \) have a more limited effect. Also, in Fig. 15(a) we show (closed circles) additional data for the case where \( \lambda \) is reversely increased from 0.7 to 1 (see Fig. 1). In this case, there are no significant changes by the size disorder \( \lambda \) observed in \( \tau \). This is clearly correlated to the analogous behaviour of the elastic heterogeneities, as shown by the closed circles in Fig. 9.

The kinetic theory for \( \kappa \). We can better characterize the thermal behaviour of the system by expressing \( \kappa \) in terms of the simple kinetic theory expression\(^{12}\).

\[
\kappa = \frac{1}{3} \rho C_v \ell = \frac{1}{3} \rho C_v 2^\tau. \tag{21}
\]

Here, \( C \) is the specific heat per particle, and \( v, \ell, \) and \( \tau = \ell/v \) are the average sound speed, mean-free-path, and life-time of the heat carriers (acoustic waves), respectively. Note that for our classical system the specific heat is constant, \( C = 3 \), and the disorder (i.e., the elastic heterogeneities) influences mainly \( \ell \) and \( \tau \). We can reasonably assume for \( \tau \) the values of \( \tau_{ac} \) of Fig. 14(a) and, for simplicity, we also consider a constant sound speed determined as \( v = (3 \kappa/\mu)^{1/2} \).\(^{7} \) We note that this value is comparable to the Debye speed of sound, \( v_D = \omega_D/k_D \) \((k_D = (6\pi^2 \rho)^{1/3}) \) is the Debye wave-number, \( \omega_D \) and \( v_D \) are the Debye frequencies of Fig. 9, that assumes values in the range of \( v_D \approx 2 \) to 3.5, depending on \( \lambda \).

In Fig. 15(a) we compare the simulation data with the model of Eq. (21) (open squares), and conclude that the two data sets are in good agreement. The slight deviations for \( \lambda < 0.82 \) very likely derive from the over-simplification of imposing a \( \lambda \)-independent value of \( v \). The simplified models seem to capture, however, the essential features of the simulation data.

\( \kappa \) is controlled by the heterogeneity. This agreement indirectly supports the conclusion that elastic heterogeneities significantly modify both the life-times of sound waves and the thermal conductivity. More specifically, the high modulus heterogeneities, \( \delta K \) and \( \delta G_s \), influence the large fraction of acoustic waves \( (\omega_{Xq} > 5) \), causing the steep decrease of \( \kappa \) for \( \lambda > \lambda^* \), while for \( \lambda \approx \lambda^* \) the low shear modulus heterogeneity \( \delta G_p \) also comes into play, affecting, however, only the narrow low-frequency regime \( (\omega_{Xq} < 5) \), inducing a very small additional variation of \( \kappa \). This conclusion is evident from the representation of our data shown in Fig. 14(b), where we plot \( \kappa \) versus the extent of the elastic heterogeneities, \( \delta K + \delta G_p + \delta G_s \). This curve seems to follow an exponential relation, \( \kappa \sim \exp[-(\delta K + \delta G_p + \delta G_s)/\kappa] \), similar to Eq. (13) for \( \tau_{ac} \), with an identical value of the parameter \( \kappa \sim (\ln 0.4) \).

**FIG. 16.** (a) \( T \)-dependence of the anharmonic term, \( 1/\tau_{anh} \) (Eq. 26) at \( \lambda = 1 \), and (b) \( \lambda \)-dependence of the disorder term, \( 1/\tau_{dis} \) (Eq. 24) at the indicated values of \( T \). The vertical line indicates the melting temperature \( T_m \approx 0.6 \) at \( \lambda = 1 \) in (a), and the transition point \( \lambda^* \) in (b). In (b) we also plot (closed black circles) the values extracted from the lifetimes \( \tau_{ac} \) shown in Fig. 14(a) by using Eq. 26. We can see that \( 1/\tau_{dis} \) does not depend on temperature for \( T \leq 10^{-1} \), and there is a good agreement with the values extracted from \( \tau_{ac} \). This observation supports the validity of the additive decomposition of the attenuation of Eq. 26.

**B. Temperature dependence**

We now analyse the interplay of disorder and temperature in determining the thermal properties of the model. Our temperature data at the indicated values of \( \lambda \) are shown in Fig. 15(b) by symbols. We first observe that data at all values of \( \lambda \) are superimposed for \( T > T_m \), due to the fact that in the liquid state size heterogeneity plays very little role in transport properties. Next, in the crystal reference state \( \lambda = 1 \), we expect a vanishing effect ascribed to disorder and a non-trivial behaviour entirely associated with the effect of anharmonicities. This is indeed well demonstrated by the data, where at low temperatures \( \kappa \sim T^{-1} \), as expected. As \( \lambda \) decreases, in contrast, the effect of the locally heterogeneous elastic response becomes increasingly important, and generates a more complex reduction of \( \kappa \) at all temperatures, which does not follow the simple anharmonic prediction. Eventually, \( \kappa \) undergoes very mild variations with \( T \) for \( \lambda \leq 0.86 \), indicating that disorder dominates over anhar-
monic couplings, reducing $\kappa$ to a $T$ and $\lambda$ independent minimum value in the amorphous states.

**Separating disorder and anharmonicities.** The above peculiar $T$ and $\lambda$ dependences can be described in terms of an obvious generalization of Eq. (21), with constant $C = 3$ and $v = 2.67$, but $\tau = \tau(T, \lambda)$. We now assume that the attenuation rate (the inverse of the life-time) can be decomposed into two terms, as:

$$\frac{1}{\tau(T, \lambda)} = \frac{1}{\tau_{\text{anh}}(T)} + \frac{1}{\tau_{\text{dis}}(\lambda)}. \quad (22)$$

Here, $1/\tau_{\text{anh}}(T)$ encodes the purely anharmonic attenuation, whereas $1/\tau_{\text{dis}}(\lambda)$ describes that originating from the presence of the elastic heterogeneities. We can evaluate the anharmonic attenuation by using the value of $\kappa$ for the pure crystal ($\lambda = 1$),

$$\frac{1}{\tau_{\text{anh}}(T)} = \frac{\bar{\rho}Cv^2}{3\kappa(T, \lambda = 1)} \sim T. \quad (23)$$

The corresponding data are shown in Fig. 16(a), with $1/\tau_{\text{anh}}(T)$ increasing with $T$ at low-$T$ and saturating to a constant value around the melting temperature $T_m \sim 0.6$. As a consequence, we can extract the disorder-related term from

$$\frac{1}{\tau_{\text{dis}}(\lambda)} = \frac{\bar{\rho}Cv^2}{3\kappa(T, \lambda)} - \frac{1}{\tau_{\text{anh}}(T)} = \frac{\bar{\rho}Cv^2}{3} \left[ \frac{1}{\kappa(T, \lambda)} - \frac{1}{\kappa(T, \lambda = 1)} \right]. \quad (24)$$

**The effect of disorder.** If the additive decomposition of Eq. (24) is valid, the right-hand side of Eq. (24) should be independent of $T$. This is confirmed by the data of Fig. 16(b), where we plot $1/\tau_{\text{dis}}(\lambda)$ at the indicated values of $T$. These data superimpose at all temperatures, thus corroborating our hypothesis. In the same figure, we also plot (closed circles) an alternative determination of $1/\tau_{\text{dis}}$, based on the calculated values of $\tau_{\text{ac}}$ (Fig. 14(a)):

$$\frac{1}{\tau_{\text{dis}}(\lambda)} = \frac{1}{\tau_{\text{ac}}(T = 10^{-2}, \lambda)} - \frac{1}{\tau_{\text{ac}}(T = 10^{-2}, \lambda = 1)}, \quad (25)$$

where the right hand side is calculated for $T = 10^{-2}$. The two sets of data (Eqs. (24) and (25)) are in very good agreement for $\lambda > \lambda^*$, while they show some discrepancies below $\lambda^*$. This can, again, be ascribed to the over-simplified hypothesis of a constant value for $v$. The overall similarities are however striking, confirming the strict correlation existing between the behaviour of the acoustic-like modes and heat transport.

**Modelling simulation data.** In Fig. 15(b), we now compare the simulation data with a model (lines) based on Eqs. (24) and (22), where the values of $\tau_{\text{anh}}(T)$ and $\tau_{\text{dis}}(\lambda)$ are given by Eqs. (23) and (25), respectively. The model is overall capable to capture the main features of both the $T$- and $\lambda$-dependences of $\kappa$. We have shown that $1/\tau_{\text{anh}}(T)$ increases with $T$, while $1/\tau_{\text{dis}}(\lambda)$ is enhanced as $\lambda$ decreases. The competition between these two terms finally controls the overall behaviour of $\kappa$. Here we recall the melting temperature, $T_m \sim 0.6$, and the glass transition temperature, $T_g \sim 0.2$. In the liquid state, Eq. (24) is certainly not valid. Indeed, for $T > T_m$ our simulation data for $\kappa$ converge to a value independent of $\lambda$, which cannot be accounted for by the model.

**C. Quantum corrections**

We now discuss the modifications to our calculations of thermal conductivity when we consider effective quantum corrections. Indeed, in classical systems including...
those studied here, vibrational modes of any energy are populated with the same statistical weight, conforming to a flat probability distribution. This is, however, in contrast with the principles of quantum mechanics, where a vibrational mode of frequency \( \omega \) is excited according to the Bose-Einstein distribution,

\[
f(\omega, T) = \frac{1}{\exp(\beta \omega) - 1}.
\]  

Here, \( \beta = 1/k_B T \), and \( h = h/2\pi \) with \( h \) the Plank constant. The peculiar form of Eq. (26) has the important implication that the lower frequency modes are more excited than those pertaining to the upper part of the spectrum, modifying both the specific heat and thermal conductivity in the low-\( T \) regime. As a consequence, the (per particle) specific heat \( C \), which based on the equipartition theorem is a \( T \)-independent constant \( C = 3 [k_B] \) for classical systems, depends on \( T \) in the quantum formulation.

**Quantum-like specific heat from classical data.** By using the vibrational density of states of Fig. 6, we can approximately embed the effect of quantum correction in our calculations, and determine the quantum-like value of \( C(T) \) as:

\[
C_{QM}(T) = 3 \int \hbar \omega \frac{\partial f(\omega, T)}{\partial T} g(\omega) d\omega = 3k_B \int \frac{\beta h \omega^2}{(\exp(\beta h \omega) - 1)^2} g(\omega) d\omega.
\]  

The Debye model \( g_D(\omega) = (3/\omega^3) \omega^2 \sim \omega^2 \) implies a specific heat \( C_D(T) = (12\pi^4 k_B/5)(T/T_D)^3 \sim T^3 \), with \( T_D = \hbar \omega_D/k_B \) the Debye temperature. We can underline the variation of \( C_{QM}(T) \) compared to the Debye prediction by plotting \( C_{QM}(T)/T^3 \) against \( T \) in Fig. 17(a). Here we have used physical Argon units, \( \sigma = 3.405 \) Å, \( \epsilon/k_B = 125.2 \) K, and \( \tau = 2.11 \) ps. From these data we clearly see that the excess values in \( g(\omega)/\omega^2 \) (Fig. 3a)) are directly mirrored on the non-monotonic \( T \)-dependence of \( C_{QM}(T)/T^3 \), one of the main features of glasses.21,22 In the crystal state, \( \lambda = 1 \), the Debye prediction holds and \( C_{QM}(T)/T^3 \) is therefore \( T \)-independent. In contrast, as \( \lambda \) tends to \( \lambda^* \), we observe the appearance of clear maxima of increasing intensity at decreasing values of \( T \). For \( \lambda < \lambda^* \), an opposite behaviour is observed, with a rapid convergence to the final stable value in the amorphous states.

**Quantum-like \( \kappa \).** This non-trivial temperature dependence of the specific heat \( C_{QM}(T) \) must be followed by significant modifications in the \( T \)-dependence of the thermal conductivity. By keeping in Eq. (21) the classical values for \( v \) and \( \tau \), but replacing \( C \) by \( C_{QM}(T) \), we can map the classical values \( \kappa(T_{MD}) \) to the quantum-like values \( \kappa_{QM}(T) \) as:

\[
\kappa_{QM}(T) = \left[ \frac{C_{QM}(T)}{C} \right] \kappa(T_{MD}).
\]  

Here, \( T_{MD} \) is the classical heat bath temperature, determined from the particles kinetic energy in the MD simulation, which we can map onto an appropriate quantum-like value, by equating the total vibrational energy of the classical and quantum systems, as

\[
k_B T_{MD} = \int \hbar \omega \left[ \frac{1}{2} + f(\omega, T) \right] g(\omega) d\omega.
\]  

Here, the first term of the right-hand side is the zero-point energy which we excluded from our calculations, following previous works.24,62,108,110 (See Ref. 24 for further details on this point.)

**Reproducing the experimental \( \kappa(T) \).** We show the temperature dependence of \( \kappa_{QM}(T) \) in Fig. 17(b). For \( \lambda = 1 \), the computed values are similar to those determined experimentally for solid Argon,112 confirming the validity of our approach. Note, however, that the \( T^{-1} \) dependence shown by our data does not cross-over to the predicted \( T^3 \) behaviour at very low temperatures. This regime is indeed expected in perfect crystals,21,27,28,112 where the mean-free-path of heat carriers cannot grow indefinitely and must eventually be limited by the finite-size of the material sample.113 This discrepancy can be rationalized by noticing that, using periodic boundary conditions, we consider a system which is virtually of infinite extent in all directions. In these conditions, as \( T \) decreases the mean-free-path can increase indefinitely, determining the observed non-bounded behaviour of \( \kappa_{QM}(T) \).

Interestingly, however, introducing a very limited amount of disorder (\( \lambda = 0.98 \)) is sufficient to trigger an inversion of the monotonicity at \( T \simeq 10 \) K, with the appearance of a well-defined maximum. Eventually, for \( \lambda \leq 0.86 \), we approximately recover the \( T \)-dependence typical of glasses, \( \kappa \sim T^\gamma \), with \( \gamma = 1.8 \approx 2 \), followed by a plateau value appearing around \( T \approx 20 \) K. It is worth to emphasize that this glass-like behaviour is already acquired above the amorphisation transition, in the defective crystalline states. This observation is consistent with the experimental work of Refs. 27,28, which reported a glass-like \( T \)-dependence of thermal conductivity for disordered crystals of mixed alkali halides and cyanides (KBr)$_{1-x}$(KCN)$_x$, (NaCl)$_{1-x}$(NaCN)$_x$ and fluorite structure crystals [Zr$_{1-x}$Y$_x$O$_{2-x/2}$, Ba$_{1-x}$La$_x$F$_{2+x}$], concluding that disorder can produce a glass-like thermal conductivity even in positionally ordered crystals. We remark, however, that in the former case, beside size or mass disorder, librations of CN molecules are also expected to strongly couple to acoustic excitations, contributing to strong scattering and reduction of thermal conductivity.114 Similarly, vacancies or interstitials can play a role similar to that as disorder in fluorite structure crystals. Different mechanisms can, therefore, contribute to achieve glass-like \( \kappa \) similar as that observed here.

**The Boson peak and \( \kappa(T) \).** An observation is in order at this point. Although the values of \( \kappa_{QM}(T) \) are consistent with earlier experimental results,21,27,28,112 one should note that the above method to include effec-
tive quantum corrections does not allow to precisely implement the Bose-Einstein distribution, as discussed in Ref. 115. The considered quantum correction is in fact global, in the sense that it is based on the simple expression of Eq. (21), where a single effective excitation represents the average effect of all heat carriers. In order to properly deal with the Bose-Einstein distribution, it is necessary to consider the mode-by-mode expression,

$$\kappa = \frac{1}{3V} \sum_k C_k \nu^2 \tau_k = \frac{1}{3V} \sum_{k} \hbar \omega_k \frac{\partial f(\omega_k, T)}{\partial T} \nu^2 \tau_k, \quad (30)$$

where $C_k$, $\omega_k$, $\nu_k$, and $\tau_k$ refer to the single mode $k$. In this expression the Bose-Einstein distribution is explicitly included into the specific heat $C_k$, which makes the contribution of lower frequency modes to $\kappa$ higher. This point is not taken into account in our calculations, with the following important consequence.

In Fig. 17(b) we show that $\kappa_{QM}$ becomes $\lambda$-independent for $\lambda \leq 0.86$, similarly to the classical $\kappa$ shown in Fig. 17(b). This implies that both formulations are controlled by the high frequency modes ($\omega > 5$) only, without any important contributions arising from the low-frequency excitations ($\omega < 5$), including those pertaining to the BP. Indeed, Figs. 17(a) and (b) indicate that the BP temperature, where $C_{QM}/T^3$ has a maximum, and the temperature where the plateau manifests in $\kappa_{QM}$, do not coincide. One should therefore conclude that these two features are not related one to the other. This conclusion, however, partially originates from the classical nature of the system, and might be modified by a correct calculation of $\kappa_{QM}$ based on Eq. (30). In this case, one should observe non-negligible overall variation of $\kappa_{QM}$ in the amorphous states close to the transition $\lambda^*$, influenced by the low-frequency vibrational excitations.

VI. CONCLUSIONS AND REMARKS

We have investigated the interplay among local heterogeneous mechanical response, vibrational excitations, and heat transport, for a numerical model able to interpolate continuously from the perfect crystal, through increasingly defective crystalline systems, to plainly amorphous phases. By substantially improving the data sets investigated in our previous work,29,30, we have provided a general discussion in a unique framework, unifying in a single picture large part of the possible solid states of matter. In particular, by generating extremely extended ensembles of system configurations, we have: i) determined the extent of the elastic constants heterogeneities (bulk and shear moduli), and investigated possible correlations with more immediate structural features; ii) characterized in details the elementary vibrational excitations in terms of eigenvalues and eigenvectors of the Hessian matrix together with the associated life-times; iii) investigated the more involved acoustic-like excitations, as those detected in inelastic X-rays scattering experiments, for instance; iv) determined temperature and disorder dependence of thermal conductivity, with an in-depth discussion of the limitations imposed by plainly classical calculations. Take-home messages of our work include:

1. Spatial fluctuations in local elastic moduli modify the overall structure of the vibrational modes, transforming plane waves into more complex vibrational excitations, rather than simply reducing their life-times. A substantial fraction of normal modes is also transformed in localized excitations. The above important modifications lead to a large reduction of the life-times of the acoustic-like excitations, which are superpositions of several different normal modes with different frequencies.

2. The heterogeneity of the higher-valued moduli impact the high frequency vibrational modes, whereas the low-$\omega$ excitations are primarily modified by the heterogeneity associated to the lower-valued moduli. More precisely, the low-$\omega$ vibrational excess, identifying the boson peak in the glassy phases, is determined by the pure shear modulus $\delta G_p$ for $\lambda > \lambda^*$, and by the two degenerate shear moduli, $\delta G_p \simeq \delta G_s$, in the amorphous states.

3. The acoustic plane waves play an essential role in heat conduction even in disordered solids, the thermal conductivity being related to their life-time, $\kappa \sim \tau$. The temperature, $T$, and disorder, $\lambda$, dependences of $\kappa$ are well described by a simple model based on Eqs. (21) and (22). This successfully reproduces the interplay between anharmonic couplings and the effect of disorder due to the presence of the elastic heterogeneities.

4. The thermal conductivity $\kappa$ is determined by the high-$\omega$ modes ($\omega > 5$), which cover most part (90 to
95 %) of the vibrational spectrum and are mainly controlled by the high moduli heterogeneities, $\delta K$ and $\delta G_s$. $\kappa$ is, in contrast, almost insensitive to the remaining small fraction (5 to 10 %) of low-$\omega$ modes ($\omega < 5$) and, therefore, to the low modulus heterogeneity, $\delta G_p$. As an important consequence, we conclude that in the glass the thermal conductivity and the BP follow distinct mechanisms and are not correlated features. This result is exact for the classical systems investigated here, where all the vibrational modes are equally excited. For more realistic cases, however, we must take into account the Bose-Einstein statistics correctly, and more involved quantum calculations are required.

**Theories based on elastic heterogeneity.** We now discuss a few implications of this work. Our results support the validity of the heterogeneous elasticity theory\textsuperscript{[58–61]}, where elastic heterogeneities control both the BP and the glass thermal conductivity. A recent simulation study\textsuperscript{[122,123]} has tested these theoretical predictions by studying Lennard Jones glasses at different temperatures. It could be interesting to apply the theory in the case of the present system, where elastic heterogeneities can be tuned extensively. Also, in Fig. 1, we have shown an exponential relation, connecting the extent of the elastic heterogeneities both to the life-times of the acoustic-like excitations and to the thermal conductivity. In our previous work\textsuperscript{[44,92]} we also discovered a similar relation for the low-frequency transverse acoustic-like modes in the BP range. These findings deserve a more precise explanation, and should trigger additional theoretical development in the future.

**The microscopic origin of heterogeneity.** In this work we have also scrutinized possible correlations between local elastic moduli and local structural quantities (including stress, density, or nature of the local order), to clarify the microscopic origin of the elastic heterogeneity. We have found that the bulk modulus heterogeneity ($\delta K$) is related to the spatial fluctuations of volume fraction ($\delta \phi$) and pressure ($\delta p$). This implies that denser and more dilute systems show lower and higher compressibility, respectively. On the other hand, we have not been able to highlight any effective predictor for the shear moduli heterogeneities ($\delta G_p$, $\delta G_s$). Indeed, we found some degree of correlation of the affine components with $\delta \phi$ and $\delta p$. These correlations, however, are erased by the development of the non-affine components. Identifying local quantities which are precursors of the local shear moduli heterogeneities is still an open issue\textsuperscript{[44,92]}.

**Relevance for ultra-stable glasses.** The experimental work of Ref.\textsuperscript{124} has demonstrated that glasses prepared by vapour deposition show extreme stability, which corresponds to equilibrium states of ordinary glasses after an aging process on time scales of thousands of years. For this reason these materials are dubbed as *ultra-stable glasses*\textsuperscript{124,125}. In Ref.\textsuperscript{125}, a numerical simulation study of ultra-stable glasses was reported, showing that the BP is reduced compared to the ordinary glasses. Differences in the local structure were also detected in the two cases. Additional work is needed to quantify in details the local elastic response in ultra-stable glasses, and highlight possible differences compared to the ordinary case.

**Relevance for jammed systems.** The BP\textsuperscript{[126,127]} acoustic-like excitations (Ioffe-Regel limit\textsuperscript{[128]}, glass-like $T$-dependence of $\kappa$,\textsuperscript{[116,117]} and elastic heterogeneities\textsuperscript{[129]} have been also studied in a-thermal jammed systems. As the packing fraction $\phi$ tends to the transition point, $\phi_c$, a BP progressively develops with the frequency $\Omega_{BP}$ vanishing\textsuperscript{[126,127]} (as also observed in experiments\textsuperscript{[130]}), and the transverse Ioffe-Regel frequency decreases towards zero\textsuperscript{[128]}. Those results imply the existence of a diverging length scale\textsuperscript{[127,128]}, accompanying both features. Interestingly, Refs.\textsuperscript{116,117} have reported some degree of correlation between the BP and the $T$-dependence of $\kappa$. Also, a recent work\textsuperscript{129} reported that the spatial fluctuations of shear modulus diverge with vanishing global shear modulus as $\phi$ goes to $\phi_c$, which can be related to the growing BP and vanishing transverse Ioffe-Regel frequency.

In addition, in Refs.\textsuperscript{39,40,131,132} a theoretical picture has been developed where the BP and glass-like thermal conductivity originate from the weak connectivities of particles (isostatic feature), due to the vicinity of the jamming transition point. We believe that a connection must exist between the elastic heterogeneities investigated here and those weak connectivities. Addressing directly this issue is an important open direction for future work.

**Unified understanding of ordered and disordered solids.** We have focused on a toy model able to generate states of matter ranging from the perfect crystal, through defective crystal phases, to fully developed amorphous structures, by tuning a well designed form of particles size disorder. This choice partly follows an increasingly used methodological attitude, where data from disordered systems are systematically compared to those coming from the corresponding well-known crystalline counterparts. This approach has been employed, for instance, in the case of a-thermal jammed system in a previous work\textsuperscript{133}, where the effect of structural modifications on the distribution of contact forces was systematically studied. Other recent works\textsuperscript{134–137} have followed this direction, providing a deeper understanding of important properties of materials in their crystalline and amorphous forms. Finally, in Ref.\textsuperscript{38} the vDOS and the specific heat of various glassy and crystalline polymorphs of SiO$_2$ were systematically compared. We believe that trying to connect completely ordered to disordered structures, highlighting the important variations continuously, is a fruitful line of action.

**Lower-than-amorphous limit of thermal conductivity.** As a final remark, modern technologies, such as thermal management in electronic devices or thermoelectric energy conversion, employ materials with very low thermal conductivity\textsuperscript{138–140}. We have demonstrated that size disorder can indeed reduce $\kappa$ towards the glass value\textsuperscript{62}. Similar conclusions have been drawn in experimental work\textsuperscript{27,28}, where the disorder was controlled by
tuning the chemical composition of the material. In these cases, $\kappa$ is found to reach a minimum value in well-developed amorphous states, where the life-times of the heat carriers are of the order of the time scale of thermal vibrations and their mean-free-paths approach the particles sizes.

It has been shown, however, that one can reduce the thermal conductivity even below the amorphous limit, by an appropriate design at the nano-scale of ordered systems\textsuperscript{138–140}. This possibility is a crucial opportunity\textsuperscript{142}, which would allow to devise (meta-)materials which are excellent thermal insulators while preserving good electronic properties, as needed in many applications\textsuperscript{143–145}. Remarkably, recent experiments\textsuperscript{143–145} have measured ultra-low values of $\kappa$, suggested to be smaller than the amorphous limit. These results have been confirmed by recent simulation works\textsuperscript{146,147} demonstrating ultra-low $\kappa$ in wisely designed super-lattice nano-structures.
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