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Abstract—Face aging is to render a given face to predict its future appearance, which plays an important role in the information forensics and security field as the appearance of the face typically varies with age. Although impressive results have been achieved with conditional generative adversarial networks (cGANs), the existing cGANs-based methods typically use a single network to learn various aging effects between any two different age groups. However, they cannot simultaneously meet three essential requirements of face aging—including image quality, aging accuracy, and identity preservation—and usually generate aged faces with strong ghost artifacts when the age gap becomes large. Inspired by the fact that faces gradually age over time, this paper proposes a novel progressive face aging framework based on generative adversarial network (PFA-GAN) to mitigate these issues. Unlike the existing cGANs-based methods, the proposed framework contains several sub-networks to mimic the face aging process from young to old, each of which only learns some specific aging effects between two adjacent age groups. The proposed framework can be trained in an end-to-end manner to eliminate accumulative artifacts and blurriness. Moreover, this paper introduces an age estimation loss to take into account the age distribution for an improved aging accuracy, and proposes to use the Pearson correlation coefficient as an evaluation metric measuring the aging smoothness for face aging methods. Extensively experimental results demonstrate superior performance over existing cGANs-based methods, including the state-of-the-art one, on two benchmarked datasets. The source code is available at https://github.com/Hzzone/PFA-GAN.
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I. INTRODUCTION

Face aging is to render a given young face to predict its future appearance with natural aging effects while preserving his/her personalized features. It has broad applications ranging from digital entertainment to information forensics and security; e.g., predicting the future appearances of lost children, and the cross-age face verification [1, 2, 3, 4]. Thanks to the appealing application value of face aging, the literature has proposed numerous methods to address this problem in the past two decades [5, 6], especially the supervised-based deep neural networks explored in [7, 8, 9]. However, these methods require massive paired faces of the same subject over a long period for training, which is impractical and cumbersome.

To alleviate the need for paired faces, in recent years, generative adversarial networks (GANs) [10] and its variant, conditional GANs (cGANs) [11], have been widely used to train a face aging model with unpaired face aging data [12, 13, 14, 15, 16, 17, 18, 19, 20, 21], achieving better aging performance than conventional methods such as physical model-based methods [6] and prototype-based methods [22]. The resultant methods can be roughly summarized into two categories: cGANs- and GANs-based methods. The cGANs-based methods [13, 14, 18, 19, 20, 21] typically train a single network to learn various aging effects between any two different age groups, with a target age group as the condition. However, the generated faces from these methods cannot simultaneously meet three important requirements for face aging: image quality, aging accuracy, and identity preservation. For example, the conditional adversarial autoencoder (CAAE) [13] was proposed to learn a face manifold, traversing on which smooth age progression and regression can be achieved simultaneously. Its generated faces cannot preserve the identity well and are prone to blurriness. On the contrary, the GANs-based methods [15, 17] attempt to improve the performance from different perspectives. For instance, Yang et al. designed a pyramid-architecture discriminator to estimate high-level age-related details [15], and Liu et al. fed the facial attribute vectors into both the generator and discriminator to keep facial attributes consistent. However, these existing methods attempt to learn aging effects between any different age groups by a different network. That is, each network is trained independently. A major drawback is that they cannot guarantee a smooth aging result due to the intrinsic complexities of face aging, such as various expressions and races. The aged faces are sometimes even younger than those of previous age groups; see Appendix Fig. A.1. Besides, when the age gap between the source age and target one becomes large, these methods usually generate ghosted or blurry faces.

Inspired by the fact that faces gradually age over time, we are motivated to model the face aging process in a progressive way [23, 24, 25]. Therefore, we propose a novel progressive face aging framework based on generative adversarial network (PFA-GAN). More specifically, our PFA-GAN consists of multiple small sub-networks, each of which only deals with specific aging effects between two adjacent age groups. The rationale behind this idea is that the aging effects appear to be different at different ages; e.g., the phenomenon of hair turning white typically happens from 50 to 60 years old but is rare from 20 to 30 years old. To facilitate the
understanding of this rationale. Fig. 1 depicts the face age progression on a face manifold, in which the dominant aging effects vary in the aging progress. In addition to that, the proposed framework can be trained in an end-to-end manner to alleviate the accumulative artifacts and bluriness, and generate smooth aging results. The main difference between PFA-GAN and previous GANs-based methods [15, 17] is that PFA-GAN trains several sub-networks simultaneously, each of which aims at learning the aging effects between two adjacent age groups, while previous GANs-based methods train several networks independently, each of which learns the aging effects between any two age groups. Experimental results on two large-scale age datasets empirically demonstrate the superiority of PFA-GAN over three state-of-the-art methods in generating high-quality faces with natural aging effects while preserving identity information.

Here, we highlight the importance of modeling face aging in a progressive way in the following four aspects. First, progressive face aging focuses on modeling face aging effects between two adjacent age groups, which can decrease the learning complexity of face aging compared to traditional GAN-based or cGAN-based models that suffer from ghosted artifacts. Second, training progressive face aging in an end-to-end manner can enforce the network to produce smooth face aging results, which can further improve the image quality, aging accuracy, and identity preservation. Third, the ordinal relationship between age groups can be utilized to enhance the aging smoothness so that faces in a young group should be younger than the ones in an old group. Last, progressive face aging can improve the performance of cross-age verification, which is very important for security. As a by-product, progressive face aging can produce a sequence of aged faces for reference, facilitating cross-age verification in practice.

The main contributions of this paper are summarized as follows.

1) We propose a progressive face aging framework based on generative adversarial network (PFA-GAN) to model the face age progression in a progressive way.

2) Unlike the traditional way that uses the target age group as a conditional input, we propose a novel age encoding scheme for PFA-GAN by adding binary gates to control the aging flow.

3) We introduce an age estimation loss to take into account the age distribution for an improved aging accuracy.

4) We propose to use the Pearson correlation coefficient (PCC) as an evaluation metric to measure the aging smoothness for face aging methods.

5) We conduct extensive experiments on two benchmarked datasets to demonstrate the effectiveness and robustness of the proposed method in rendering accurate aging effects while preserving identity through both qualitative and quantitative comparisons.

The rest of the paper is organized as follows. Sec. II surveys the development of face aging methods. In Sec. III, we first formulate the face age progression into a progressive neural network, and then present the network architectures as well as the loss functions for PFA-GAN. This is followed by comprehensively comparing the proposed framework with recently published four state-of-the-art methods on two benchmarked age datasets in Sec. IV. Finally, Sec. V presents a concluding summary.

II. RELATED WORK

Traditional methods of modeling face age progression can be roughly divided into two categories: physical model- and prototype-based methods. Physical model-based methods [5, 6] mechanically simulate the changes of facial appearance over time, such as muscles and facial skins, via a set of parameters. However, physical model-based methods are usually computationally expensive and do not generalize well due to the mechanical aging rules. On the contrary, prototype-based methods [6, 22, 26] compute the average faces of people in the same age group as the prototypes. As a result, the testing face can be aged by adding the differences between the prototypes of any two age groups. The main problem of prototype-based methods is that the personalized features cannot be preserved well due to the use of average faces.

Recently, deep neural networks have shown their potential for face aging [7, 8, 9]. For example, Wang et al. proposed a recurrent face aging framework that first maps the faces into eigenface subspace [27] and then utilizes a recurrent neural network to model the transformation patterns across different ages smoothly [8]. As one of many supervised-based face aging methods, it requires massive paired faces of the same subject over a long period for training, which is impractical. On the contrary, PFA-GAN uses several sub-networks to learn aging effects with unpaired faces.

To address this issue, many recent works utilize the availability of unpaired faces to train face aging models, either based on generative adversarial networks (GANs) [10] or conditional GANs (cGANs) [11]. Most of unsupervised face aging methods are cGANs-based [12, 13, 14, 16, 18, 19, 20, 21], with a target age group as the condition. For example, Zhang et al.
proposed a conditional adversarial autoencoder (CAAE) [13] to achieve both age progression and regression simultaneously by traversing on a low-dimensional face manifold. Nevertheless, projecting faces into a latent subspace often compromises the image quality due to the reconstruction and fails to preserve the identity-related information [8, 13]. To overcome the above deficiencies, Wang et al. introduced an identity-preserved cGAN (IPCGAN) that utilizes a perceptual loss based on a pre-trained model to preserve identity information [14]. Considering that face rejuvenation is the reverse process of face aging, Song et al. extended dual GANs [28] into dual conditional GANs (Dual cGAN) framework to achieve both face age progression and regression [16], and then Li et al. combined this framework with a spatial attention mechanism to better keep the identity information and reduce ghost artifacts [19].

There are a few works directly using GANs to model the aging progression between any two age groups [15, 17]. For example, Yang et al. designed a discriminator with the pyramid architecture (PAG-GAN) [15], which can estimate high-level age-related details through a pre-trained neural network. In addition to preserving identity information, Liu et al. further found that the inconsistency of facial attributes still exists in previous works, and they fed the facial attribute vectors into both the generator and discriminator to suppress the unnatural changes of facial attributes [17].

In summary, cGANs-based methods typically learn different age mappings by one or two models with a target age group as the condition, while the GANs-based methods train several models for different age mappings separately. The difference between these two different kinds of methods turns out that cGANs-based methods are more flexible than GANs-based methods but GANs-based methods can produce better results in face aging. A significant difference from previous works is that our proposed PFA-GAN enjoys the best of both worlds; it is a GAN-based method but with a novel age encoding scheme, is more flexible than current (c)GAN-based methods, and most importantly, achieves the best performance in image quality, aging accuracy, and identity preservation.

III. METHODOLOGY

Assuming that the faces lie on a face manifold residing in a high-dimensional space as shown in Fig. 1, traversing from light to deep color achieves age progression. The change direction on the face manifold corresponds to the natural aging effects in the pixel space at different age stages. However, directly modeling the face manifold complicates the aging process of different races and sexes, resulting in low-quality faces and unexpected changes of identity. Therefore, we formulate this complicated aging process into a progressive neural network consisting of several sub-networks, each of which only learns the specific aging effects between two adjacent age groups in the image domain. The geodesic distance between any two age groups on the face manifold can be approximated by several locally linear Euclidean distances, similar to [29, 30].

Following [15, 17, 19], we divide all ages into $N$ non-overlapping age groups, where $N = 4$ in this paper. More specifically, the age ranges in age group 1, 2, 3, and 4 correspond to 30–, 31–40, 41–50, and 51+, respectively. We interchange the age range and the age group index based on the context to simplify the expression without confusing.

The following subsections present our novel progressive face aging framework, network architectures, and loss functions, respectively.

A. Progressive Face Aging Framework

Prior to introducing our framework, we first briefly describe the cGAN-based methods. The cGANs-based methods employ one-hot encoding to represent the target age group $t$ as a vector $c_t \in \mathbb{R}^{1 \times N}$, whose elements are all 0s except for a single 1 to indicate the target age group. When given an input face image $X_s \in \mathbb{R}^{w \times h \times 3}$ from source age group $s$, they first pad the vector $c_s$ into a tensor $C_s \in \mathbb{R}^{w \times h \times N}$, and then concatenate $X_s$ and $C_s$ along the channel dimension as the input to an aging network $G$. Formally, the aged face $X_t$ belonging to target age group $t$ can be expressed as:

$$X_t = G\left([X_s; C_t]\right),$$

(1)

where $[X_s; C_t]$ denotes the concatenation of two tensors $X_s$ and $C_t$ along the channel dimension. Although this encoding scheme is convenient to some extent, it enforces a single network to learn various aging effects between any two age groups, failing to generate high-quality faces when the age gap becomes large.
To address these issues, we propose a novel progressive aging framework inspired by the fact that faces gradually age over time. We formulate the aging process into a progressive neural network comprising several sub-networks, each of which only learns specific aging effects between two adjacent age groups. Fig. 2 shows that $i$-th sub-network $G_i$ is to age faces from age group $i$ to $i + 1$; i.e., $X_{i+1} = G_i(X_i)$. Therefore, the progressive aging framework from the source age group $s$ to target one $t$ can be formulated as follows:

$$X_t = G_{t-1} \circ G_{t-2} \circ \cdots \circ G_s(X_s),$$  \hspace{1cm} (2)

where symbol $\circ$ denotes the function composition.

To prevent from memorizing the exact copy of the input face through several sub-networks, we employ a residual skip connection [31] to perform identity mapping from input to output in each sub-network, enabling sub-network to learn the aging effects. By introducing skip connection, we can easily recast the target age group into a sequence of binary gates that control the aging flow. The changes from age group $i$ to $i + 1$ can be rewritten as:

$$X_{i+1} = G_i(X_i) = X_i + \lambda_i G_i(X_i).$$  \hspace{1cm} (3)

To be clear, each sub-network consists of a residual skip connection, a binary gate, and the sub-network itself. Here, $\lambda_i \in \{0, 1\}$ is the binary gate controlling if the sub-network $G_i$ is involved in the path to target age group. That being said, $\lambda_i = 1$ if the sub-network $G_i$ is between source age group $s$ and target age group $t$, i.e., $s \leq i < t$; otherwise $\lambda_i = 0$. Put differently, we recast the tensor $C$ used in the cGANs-based methods into a binary gate vector $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_{N-1})$ controlling the aging flow for the proposed PFA-GAN framework.

With the proposed framework, the age progression, for example from age group 1 to 4 as shown in Fig. 2, can be expressed as:

$$X_4 = X_3 + \lambda_3 G_3(X_3)$$  \hspace{1cm} (4)

$$= X_2 + \lambda_2 G_2(X_2) + \lambda_3 G_3(X_3)$$  \hspace{1cm} (aging effects:3$\rightarrow$4)

$$= X_1 + \lambda_1 G_1(X_1) + \lambda_2 G_2(X_2) + \lambda_3 G_3(X_3).$$  \hspace{1cm} (aging effects:1$\rightarrow$4)

When one wants to predict the aged face from age group 2 to 3, the above equation reduces to $X_3 = X_2 + G_2(X_2)$ since the gate vector for this aging mapping is $(0, 1, 0)$, which consequently bypasses sub-networks $G_1$ and $G_3$. It can be seen that the proposed framework is quite flexible in modeling the age progression between any two different age groups with this novel age encoding scheme.

Finally, given a young face $X_s$ of source age group $s$, the aging process of $X_s$ from $s$ into an old age group $t$ could be formulated as:

$$X_t = G(X_s, \lambda_{s:t}),$$  \hspace{1cm} (5)

where $G = G_{N-1} \circ G_{N-2} \circ \cdots \circ G_1$ denotes the entire progressive face aging network in PFA-GAN, and $\lambda_{s:t}$ controls the aging process, where subscript $s:t$ indicates the elements in $\lambda_{s:t}$ are all 0s except for the indices from $s$ to $t - 1$ that are 1s. Note that PFA-GAN can also be applied to face rejuvenation by reversing the order of the age groups, which is detailed in Sec. IV.

Considering that the (c)GAN-based models can also be used sequentially for face aging just like our PFA-GAN, we call such variants of (c)GANs-based models sequential (c)GANs. Since the GANs and cGANs are used differently for face aging, we discuss the sequential (c)GANs separately. First, the cGANs-based methods typically learn different age mappings separately. To be used sequentially, we consider the case that GANs-based methods train several sub-networks for adjacent age groups separately, which is similar to our proposed PFA-GAN. The drawback of the sequential GANs is that those sub-networks are trained separately, which cannot sense the generated faces for latter sub-networks. The artifacts produced by earlier sub-networks could be enlarged by the latter ones, leading to poor image quality. Different from the sequential (c)GANs, the unique advantage of PFA-GAN is that PFA-GAN optimizes these sub-networks in an end-to-end training, which can eliminate the accumulative errors and sense the generated faces from previous sub-network.

### B. Network Architecture

As we described above, our PFA-GAN consists of several sub-networks to model the different age progression. Each sub-network only learns specific aging effects between two adjacent age groups. We use the GAN framework [10] to optimize each sub-network due to the lack of paired age dataset. A GAN has two components: generator and discriminator. Without confusing, a sub-network is also called a sub-generator as the progressive face aging network serves as the generator in the GAN framework. Fig. 3 describes the GAN framework used for the proposed PFA-GAN, which comprises a generator $G$, a discriminator $D$, and an age estimation network $A$. The discriminator is to distinguish the fake aged faces from the real faces. The generator is to synthesize faces that fool the discriminator by producing more realistic faces. Each sub-generator should learn the aging patterns between two adjacent age groups. Therefore, compared to previous (c)GANs-based methods, our method can generate smooth aging results due to its nature of modeling the progressive aging. Here we describe the network architectures of the generator, discriminator, and age estimation network. The detailed network architectures can be found in Appendix Table A.3.
Fig. 3: The GAN framework for PFA-GAN. The generator $G$ is to age a young face $X_s$ into an aged face $G(X_s, \lambda_s)$ that is indistinguishable from real face $X_t$ by the discriminator $D$. $\lambda_s$ is the binary gate vector to achieve progressive face aging from age group $s$ to $t$ for the generator while $C_t$ is the age condition to align target age with the generated images for the discriminator. The pre-trained age estimation network $A$ is used to compute the age estimation loss—including an age group classification accuracy and an age regression error—for improved age accuracy and smoothness.

1) Generator: When given $N$ age groups, our proposed PFA-GAN consists of $N - 1$ sub-generators $\{G_i\}_{i=1}^{N-1}$. The input to each sub-generator is colorful facial images of size $256 \times 256 \times 3$. Similar to [32], our network structure is a residual encoder-decoder network. The encoder has three convolutional layers that have respectively $32 \times 9 \times 9$, $64 \times 4 \times 4$, and $128 \times 4 \times 4$ convolution filters. Likewise, the decoder has two deconvolutional and one convolutional layers, whose filter sizes and the numbers of filters are the same as the encoder in reverse. We employ 4 residual blocks to convey the information from encoder to decoder. The skip connection from input to output enables the sub-network to learn aging effects without memorizing the exact copy of the input face. All the convolutional layers except the last one are followed by an instance normalization and leaky rectified linear unit (LReLU) activation whose slope is 0.2 for negative input. Unlike [17] that uses the tanh activation after the final layer to constrain the final output images within the range of $[-1, 1]$, we found that the tanh activation is not appropriate in our framework, which limits the update of earlier sub-generators of $G$ during the training process. Instead, we did not use any activation function after the final layer.

2) Discriminator: We adopt the PatchDiscriminator from [33] as our discriminator $D$ thanks to its impressive results in a number of image-to-image translation tasks. The discriminator has a series of 6 convolutional layers with an increasing number of $4 \times 4$ filters. A spectral normalization layer [34] and a LReLU activation with a slope of 0.2 for negative input follow each convolutional layer except the first and last ones. Besides, similar to [14], $C_t$ is concatenated with the feature maps after the first convolutional layer for aligning conditions with the generated images.

3) Age Estimation Network: To better characterize the face age distribution for an improved aging accuracy, an age estimation network $A$ with 6 convolutional layers and 1 fully-connected layer is incorporated into the progressive face aging framework. The last layer has 101 neurons corresponding to all possible ages from 0 to 100. Unlike [19] that shares parts of parameters between the age estimation network and discriminator, we found that this sharing scheme could give rise to the training difficulty of GANs. Therefore, we separate them in PFA-GAN. It is important to note that the age estimation network has much fewer parameters than the pre-trained model adopted in [14, 15].

Previous works typically employ either an age classification [14] term or an age regression [19] term to check whether the generated face belongs to the target age group, which may be insufficient to characterize the face age distribution. In PFA-GAN, we adopt a deep expectation (DEX) [35] term to learn the age distribution by computing a softmax expected value for age estimation. Formally, the estimated age $\hat{y}$ for an input face $X$ can be computed as follows:

$$\hat{y} = \sum_{i=0}^{100} i \times \sigma[A(X)]_{i+1},$$

where $\sigma$ represents a softmax function. The number of output neurons of the age estimation network $A(X)$ was empirically set to be 101 according to [35], where one neuron is expected to respond to one certain age. This should cover a wide age range from 0 to 100, and apparently includes the age ranges of the two datasets used in this paper. To regularize the learned age distribution for an improved learning efficiency, we train this age estimation network in a multi-task framework addressing the age regression and classification tasks simultaneously. We append another fully-connected layer with $N$ neurons on the top of $A$ for the age group classification task. By training the age estimation task in a multi-task framework, we found that the number of output neurons has no significant impact on the performance of the age estimation network as the age classification loss is able to regularize the learned age distribution. In addition, another consideration is that this setting could enable our framework to be adapted to other age estimation datasets such as the IMDB-WIKI [35] and FGNET [5] with different age ranges.

Instead of training this age estimation network $A$ within our proposed framework, we found that it is better to pre-train this network on the training data. Once trained, the age estimation network is frozen and regularizes the generator for an improved aging accuracy.

C. Loss Functions

The overall loss functions used for PFA-GAN contain three components in order to meet these three requirements of face aging: 1) Adversarial loss aims to produce high-quality aged faces indistinguishable from real ones; 2) Age estimation loss expects to improve the aging accuracy; 3) Identity consistency loss seeks to preserve the same identity. These three loss components are detailed as follows.

1) Adversarial Loss: The training of the GANs describes a competing game between a generator $G$ and a discriminator $D$, where $D$ aims to distinguish fake images from real ones, and $G$ attempts to fool $D$ by producing more realistic fake images. Once reaching a balance, $G$ can generate faithful images indistinguishable from the real ones. However, conventional GANs [10] suffer from maintaining a healthy competition...
between $G$ and $D$, leading to an unsatisfied performance. Therefore, we employ the least-squares GANs [36] for the discriminator to improve the quality of generated images and stabilize the training process. More specifically, least-squares GANs adopt the least-squares loss function to force the generator to generate samples toward the decision boundary rather than the negative log-likelihood loss function used in conventional GANs.

Given a young face $X_s$ from age group $s$, the output of $G$ from $s$ to an old age group $t$ is $G(X_s, \lambda_{st})$. In the context of least-squares GANs, the adversarial loss for the generator $G$ is thus defined as:

$$L_{\text{adv}} = \frac{1}{2} \mathbb{E}_{X_s} \left[ D \left( G(X_s, \lambda_{st}); C_t \right) - 1 \right]^2. \quad (7)$$

2) Age Estimation Loss: Apart from being photo-realistic, synthetic face images are also expected to satisfy the target age condition. Therefore, we include an age estimation network $A$ in our progressive face aging framework to regularize the face age distribution by minimizing age estimation loss—including age regression loss and age group classification loss. The age estimation network $A$ is pre-trained on training data, and frozen in our framework, regularizing the generator towards more accurate age estimation. Formally, the age estimation loss between estimated age $\hat{y}$ and target age $y$ for the generator $G$ is defined as:

$$L_{\text{age}} = \mathbb{E}_{X_s} \left[ \| y - \hat{y} \|_2 + \ell(A(X_s)W, c_t) \right], \quad (8)$$

where $W \in \mathbb{R}^{101 \times N}$ denotes the final fully-connected layer for age group classification task outputting the age group logits, and $\ell$ is the cross-entropy loss for age group classification. Note that Eq. (8) is also the loss function to pre-train age estimation network $A$ and $W$.

3) Identity Consistency Loss: To preserve the identity-related information of the face and keep the identity-irrelevant information such as the background unchanged, we adopt a mixed identity consistency loss between the input face and generated one, which includes a pixel-wise loss, a structural similarity (SSIM) loss [37], and a feature-level loss. These three losses for identity preservation are defined as follows:

$$L_{\text{pix}} = \mathbb{E}_{X_s} \| G(X_s, \lambda_{st}) - X_s \|,$$\quad (9)

$$L_{\text{ssim}} = \mathbb{E}_{X_s} \left[ 1 - \text{SSIM}(G(X_s, \lambda_{st}), X_s) \right], \quad (10)$$

$$L_{\text{fea}} = \mathbb{E}_{X_s} \left\| \phi(G(X_s, \lambda_{st})) - \phi(X_s) \right\|_F. \quad (11)$$

The feature-level loss $L_{\text{fea}}$ is employed to keep identity consistency in a high-level feature space, where $\| \cdot \|_F$ represents the Frobenius norm. Here, $\phi$ in Eq. (11) denotes the activation output of the 10th convolutional layer from the VGG-Face descriptor [38], which is adapted to extract the identity-related semantic representation of a face image. However, this loss alone could lead to unexpected changes to the identity-irrelevant information. Therefore, the image reconstruction loss, i.e., mean absolute error (MAE) between the input and output images, is adopted so that the sparse aging effects are produced and the background is unchanged. It may produce some outliers in the resultant aging effects. We leverage the SSIM loss to balance the identity-related information for feature-level loss and identity-irrelevant information for MAE because SSIM loss can measure the local structure similarity and is a trade-off between MAE in the image space and feature-level loss in a high-level feature space.

Finally, the identity consistency loss for generator $G$ is defined as:

$$L_{\text{ide}} = (1 - \alpha_{\text{ssim}})L_{\text{pix}} + \alpha_{\text{ssim}}L_{\text{ssim}} + \alpha_{\text{fea}}L_{\text{fea}}, \quad (12)$$

where $\alpha_{\text{ssim}}$ and $\alpha_{\text{fea}}$ are the hyperparameters to control the balance between these three losses.

4) Final Loss: To generate a photo-realistic face which belongs to the target age group and has the same identity as the input one, the final loss function to optimize generator $G$ is expressed as:

$$L_G = \lambda_{\text{adv}}L_{\text{adv}} + \lambda_{\text{age}}L_{\text{age}} + \lambda_{\text{ide}}L_{\text{ide}}. \quad (13)$$

The discriminator $D$ is optimized by minimizing the following loss:

$$L_D = \frac{1}{2} \mathbb{E}_{X} \left[ D \left( (X, C) \right) - 1 \right]^2 + \frac{1}{2} \mathbb{E}_{X_{\text{fake}}} \left[ D \left( (G(X_s, \lambda_{st}); C_t) \right) \right]^2, \quad (14)$$

where the first term is computed over all real faces from all age groups and second term over all generated fake faces from all target age groups.

During the training phase, the generator $G$ and discriminator $D$ are updated alternatively until the training converges. By feeding the output of sub-generator $G_t$ as the input to the next sub-generator $G_{t+1}$, we can train our whole model in an end-to-end manner to eliminate the accumulative error. Note that there is only one discriminator in our PFA-GAN. We inject the age condition $C_t$ into discriminator so that one discriminator can be adapted to different age groups with different conditions. Besides, the error from the latter sub-generator is backpropagated to former sub-generators. Because we train PFA-GAN in an end-to-end manner, consequently, there may exist leakage of aging effects between sub-generators. On the one hand, the aging effects between two adjacent age groups only reflect the primary pattern transformation, there are still some faces that cannot fit in this transformation and may be suitable for other two adjacent age groups. In this case, the leakage of aging effects between sub-generators is unavoidable. On the other hand, our end-to-end training could eliminate the accumulative error. For example, once one sub-generator amid the whole aging process produces ghosted faces, the following sub-generators can detect such anomalies and enforce that sub-generator to produce satisfied faces through back-propagation. In a sense, the latter sub-generators provide an attention mechanism for earlier ones to age faces effectively, which is more critical than the leakage of aging effects.

IV. EXPERIMENTS

A. Data Collection

We conducted extensive experiments on two benchmarked age datasets: MORPH [39], and CACD [40]. The MORPH
Fig. 4: The generated aged faces by PFA-GAN on the MORPH dataset. We show the input faces with their real ages in the first column, and different aged faces of the same subject in the next three columns corresponding to three age groups 31 – 40, 41 – 50 and 51+, respectively.

The CACD dataset [39] is the most popular benchmark for face aging, which contains 55,134 colorful face images with strictly controlled conditions such as the near-frontal pose, neutral expression, moderate illumination, and simple background. The CACD dataset [40] contains 163,446 face images of 2,000 celebrities, which were collected via Google Image Search with few controlled conditions. Therefore, CACD has large variations in pose, illumination, and expression, making it much more challenging than the MORPH dataset. For the raw face images in both datasets, we first extend the transformation matrix used in [41] to have an output size of 256 × 256 with additional 20% margin on all sides of the faces, doubling the image size of most previous works such as [13, 14]. We then align and crop the faces with five facial landmarks detected by Face++ API [42] using an affine transformation to make the faces in the center of the input images. Before being fed into the network, the original intensity range of all cropped faces, [0, 256], is linearly normalized into [−1, 1]. For the interpretation of the outputs, all the outputs of the network are first truncated into [−1, 1] and then rescaled back to [0, 256] for the metrics calculation and display. Following the convention [15, 17, 19], we divided the face images into four age groups; i.e., 30−, 31 – 40, 41 – 50, 51+. For each dataset, we randomly select 80% images for training and the rest for testing, and ensure that there is no overlap in identities between these two sets. Here, we also adopted FG-NET [5] as testing set for a fair comparison with more prior works. Specifically, FG-NET is popular in face aging analysis but only contains 1,002 images from 82 individuals ranging from 0 to 69 and we used the model trained on CACD to age the faces from FG-NET.

B. Implementation Details

During training, we trained all models with a maximum of 200,000 iterations on a single NVIDIA GTX 2080Ti GPU. PFA-GAN was initialized with He initialization [43], and optimized by Adam optimization method [44]. The age estimation network was pre-trained on each dataset from scratch for 50 epochs with a mini-batch size of 128, an initial learning rate of 1.0 × 10⁻⁴, and a learning rate decay factor of 0.7 after every 15 epochs. The generator and discriminator used the same training hyperparameters with learning rates of 1.0 × 10⁻⁴, exponential decay rates for the first moment estimates β₁ of 0.5, exponential decay rates for the second moment estimates β₂ of 0.99, and mini-batch sizes of 12. G and D were trained alternately. Input images were randomly sampled from the training set and normalized into the range of [−1, 1]. Note that in the testing phase, the final output images were clipped into the normal pixel range. The hyperparameters in the loss functions were empirically set as follows: λ_adv was 100; λ_idf was 0.02; λ_age was 0.4; α_ssim was 0.15; and α_inx was 0.025. We implemented PFA-GAN based on PyTorch v1.3.1, and used Face++ APIs v3 to evaluate all methods.

C. Qualitative Evaluations

Figs. 4 and 5 showcase the aged faces from the MORPH and CACD datasets, respectively, which were generated by our PFA-GAN from the age group 30− to the other three old age groups. Although input faces cover a wide range of the population in terms of race, gender, pose, makeup, and expression, those aged faces are photo-realistic, with natural details in the skin, muscles, wrinkles, etc. For example, the beard turns into gray, and the skin gets wrinkles. Besides, all faces, even at a large age gap, can preserve their original identities. Although hair color generally turns white as the
face ages, it varies from person to person and depends on the race and the training data, which explains why some generated faces in Figs. 4 and 5 have few aging effects. Note that we have to compress the presented images for a reduced file size, which may cause some chessboard artifacts when zoomed in.

To demonstrate the superiority of our progressive face aging framework, we compare the PFA-GAN with the most recently published state-of-the-art methods: GLCA-GAN [45], ldGAN [21], Pyramid-architected GAN (PAG-GAN) [15], IPCGAN [14], CAAE [13], Dual AcGAN [19], Attribute-aware GAN (A3GAN) [17], WGLCA-GAN [18], and RFA [8]. Note that we directly compared with the published results in their own papers, which is widely adopted in the face aging literature such as [15, 16, 17, 18, 19, 21]. This can form a fair comparison for image quality and avoid any bias or error caused by our implementation. Fig. 6 shows the comparison between PFA-GAN and the other baseline methods in generating high-quality aged faces. In contrast to previous cGANs-based methods including GLCA-GAN, ldGAN, IPCGAN, and CAAE, PFA-GAN achieves a better performance in aging faces of higher resolution (2×) with enhanced aging details and realistic aging effects. Although PAG-GAN, Dual AcGAN, and A3GAN can generate high-quality face images, their aged faces usually contain ghost artifacts and unexpected changes of the background area. For instance, PAG-GAN fails to keep the background color where the clothes are also strongly ghosted. In addition, when the age gap becomes large, PFA-GAN is better at suppressing ghost artifacts and color distortion than Dual AcGAN and A3GAN. This benefits from the progressive aging framework, where the whole age progression is split into several small steps rather than a single step in the previous (c)GANs-based methods, and each sub-network only learns the adjacent aging translation patterns, which is relatively easy.

Although we mainly focus on face age progression, the proposed method can also be applied to face age regression. In the face rejuvenation, the input faces come from 51+ age group, and are rejuvenated into three young age groups. Fig. 7 shows the rejuvenated faces by our PFA-GAN. With the age decreasing from old to young, the face skin is tightened, and
the hair becomes thick and luxuriant as expected. Moreover, PFA-GAN is not limited to face aging, it can also be easily extended to other image translation tasks; see Appendix Fig. A.2 for the sample results by applying PFA-GAN to smile-like facial expression translation.

D. Quantitative Evaluations

In this subsection, we used two widely-used and two auxiliary quantitative metrics to evaluate the performance of face aging methods: 1) **Aging Accuracy** measures the difference of age distributions of both generic and synthetic faces in each age group; 2) **Aging Smoothness** evaluates the capability of different methods in generating smooth aging results; 3) **Inception Score** evaluates the image quality quantitatively; and 4) **Identity Preservation** checks whether the identities have been preserved during face aging.

Following the convention [15, 17, 19], we adopted the online face analysis tool developed by Face++ to estimate the face aging accuracy and identity preservation objectively. Moreover, we also conducted a double-blinded user study to evaluate the image quality of the generated faces subjectively.

We compared the proposed model with previous state-of-the-art methods, including CAAE [13], IPCGAN [14], WGLCA-GAN [18], and PAG-GAN [15], to demonstrate the effectiveness. Note that we have tried our best to reproduce the performance of these baseline methods as close as to that reported in their original papers. Specifically, the pre-trained AlexNet in IPCGAN and pre-trained LightCNN [46] in WGLCA-GAN were also replaced with VGG-Face descriptor for a fair comparison. We followed the original setting suggested in their original papers for CAAE and PAG-GAN.

1) **Aging Accuracy:** In the mainstream works of face aging [15, 17, 18, 19, 20, 21], the discrepancy between the age distributions of both generic and synthetic faces in each age group, also referred to as age estimation error, is a widely-used evaluation metric to measure the aging accuracy of different face aging methods. Specifically, the ages of both real and fake faces in each age group are first estimated by Face++ APIs for a fair comparison, and then the discrepancy between the mean ages of real and fake faces from the same age group is the age estimation error, where a lower value indicates a more accurate simulation of aging effects. Following the convention, only young faces from the age group of 30− are considered as the testing samples, and their aged faces in the other three age groups are produced by different methods. Table I presents the age estimation errors of different methods for each age group on the MORPH and CACD datasets. Markedly, our PFA-GAN consistently outperforms other baseline methods by a large margin in these three age groups, even when the age gap becomes large. CAAE fails to produce strong enough aging effects so that the synthetic faces are also over-smoothed with subtle changes, leading to large errors in estimated ages. Compared to IPCGAN, PAG-GAN performs better in aging faces with enhanced details due to the pyramid architecture. Modeling face age progression in a progressive way renders PFA-GAN achieve the best performance in aging accuracy among all methods, in which the difficulties of learning several aging translation patterns in cGANs-based methods are significantly reduced.

2) **Aging Smoothness:** Although aging accuracy, or age estimation error, can evaluate the performance of the aging accuracy of different methods, this metric cannot reflect the aging smoothness of individual faces, which is another important metric for face aging methods. When achieving a satisfied aging accuracy, face aging models should, as expected, produce a smooth aging process. Intuitively, given the ages of input faces...
TABLE I: Quantitative results of age estimation error of three age groups, the Pearson correlation coefficient (PCC), and the inception score (IS) on the MORPH and CACD datasets. For age estimation error, we report the absolute value between the mean estimate ages of real faces and fake faces in each age group. IS are calculated over all aged test faces. We also report the results of applying IPCGAN and PAG-GAN sequentially to age faces, which are denoted as IPCGAN$^2$ and PAG-GAN$^2$, respectively. The best results are highlighted in bold.

| Method     | Age Estimation Error | PCC   | IS   |
|------------|----------------------|-------|------|
| CAAE       | 4.41                 | 5.84  | 6.07 |
| IPCGAN     | 2.04                 | 2.68  | 2.01 |
| IPCGAN$^2$ | 2.04                 | 1.05  | 1.57 |
| WGLCA-GAN  | 3.52                 | 1.41  | 2.98 |
| PAG-GAN    | 0.77                 | 0.43  | 1.56 |
| PAG-GAN$^2$| 0.77                 | 1.01  | 1.34 |
| PFA-GAN    | 0.38                 | 0.14  | 1.11 |
| w/o DEX    | 1.74                 | 1.55  | 1.40 |
| w/o PFA    | 0.69                 | 1.27  | 1.49 |

| Method     | Age Estimation Error | PCC   | IS   |
|------------|----------------------|-------|------|
| CAAE       | 3.55                 | 5.07  | 5.32 |
| IPCGAN     | 1.78                 | 0.50  | 2.64 |
| IPCGAN$^2$ | 1.78                 | 3.00  | 1.66 |
| WGLCA-GAN  | 0.63                 | 1.75  | 2.33 |
| PAG-GAN    | 0.94                 | 1.09  | 1.27 |
| PAG-GAN$^2$| 0.94                 | 1.12  | 0.72 |

Face descriptor [38]. Table I presents the inception scores for all methods. Due to the limited variation in the MORPH dataset, the inception scores are much lower than the ones on the CACD dataset. Note that all results are calculated over aged test faces for a fair comparison, hence the results of IPCGAN are not comparable to the one reported in the original paper. Obviously, PFA-GAN achieved the best results in terms of the inception score, indicating that PFA-GAN tends to produce higher image-quality faces than others.

4) Identity Preservation: Face verification experiments are conducted with Face++ APIs to examine identity preservation during face age progression. For each input young face, we checked if the aged and the input faces have the same identities. Following [15, 17], we report the verification confidence between the synthetic aged images from different age groups of the same subject in the top portion of Table II, where the high verification confidence demonstrates that the identity information is consistently preserved. We also report the results of face verification rate in the bottom portion of Table II, in which the false accept rate (FAR) and threshold used in Face++ APIs were set to be $10^{-5}$ and 76.5, respectively, as suggested by [15, 17]. With the great improvement of face aging accuracy on these two benchmarked datasets, PFA-GAN achieves the highest verification rate on all three age groups, and outperforms previous state-of-the-art methods by a large margin, especially in the challenging case from 30− to 51+. CAAE fails to preserve the identity permanence since it maps the faces into a latent vector. Compared to IPCGAN that outperforms PAG-GAN thanks to the identity-preserved module, PFA-GAN still performs better in both aging accuracy and identity preservation. The main reason is that IPCGAN re-estimates all pixels in the output images, leading to a drop in performance, especially for in-the-wild images in the CACD dataset. Benefiting from the progressive face aging framework, each sub-network learns a residual image—aging effects—which greatly improves the identity preservation of PFA-GAN. Note that it is reasonable that the verification rate and confidence slightly decrease as more changes appear...
TABLE II: Quantitative results of face verification confidence and rate on the MORPH and CACD datasets. For the face verification rate, the false accept rate (FAR) and threshold in Face++ APIs were set to be $10^{-5}$ and 76.5, respectively. We also report the results of applying IPCGAN and PAG-GAN sequentially to age faces, which are denoted as IPCGAN^♯ and PAG-GAN^♯, respectively. The best results are highlighted in bold.

| Age Group | Verification Confidence (%) | Verification Rate (%) |
|-----------|-----------------------------|-----------------------|
| MORPH     |                             |                       |
| 31 - 40   | 95.36                       | 93.23                 |
| 41 - 50   | 96.20                       | 92.87                 |
| 51+       | 95.47                       | 94.57                 |

| CACD      |                             |                       |
|-----------|-----------------------------|-----------------------|
| 30        | 96.21                       | 94.50                 |
| 31 - 40   | 95.52                       | 91.70                 |
| 41 - 50   | 94.59                       | 94.59                 |

in the face when the age gap becomes age. Therefore, face verification results show that our method was relatively robust to preserve the identity information of input faces regardless of various attributes such as races and sexes.

5) Double Blinded User Study: We further conducted a double-blinded user study to evaluate all generated faces quantitatively from the perspective of human beings on Amazon Mechanical Turk (AMT). First, we randomly selected 20 real young faces from each dataset and collected their generated faces by the baseline methods as well as our method for the age group of 51+. Second, 50 volunteers evaluated all the aged faces with the reference input real young faces. These aged faces were in a randomly shuffled order. Finally, we asked them to select which one is the most realistic aged face at the age of over 51 years old, which should be 1) the same identity as the input face, 2) with natural aging effects, and 3) without ghost artifacts.

The odds of the aged face being selected as the most realistic one are 6.6% for CAAE, 19.0% for IPCGAN, 30.0% for PAG-GAN, and 44.4% for PFA-GAN, respectively. Among all methods, our PFA-GAN achieves the best performance in this double-blinded user study. CAAE fails to produce photo-realistic faces with the identities preserved while IPCGAN produced lower resolution images ($2\times$) with blurry aging effects in contrast to PAG-GAN and PFA-GAN. Additionally, PAG-GAN fails to maintain identity consistency as good as PFA-GAN, making the results worse than PFA-GAN. In summary, our PFA-GAN can not only generate visually photo-realistic faces but also outperform other methods in aging accuracy and identity preservation.

E. Comparison with Sequential (c)GANs

As discussed in Sec. III-A, the advantage of our PFA-GAN over the sequential (c)GANs is the end-to-end training.

![Generated aged faces of different methods](image-url)

Fig. 8: The generated aged faces of different methods to investigate the impact of sequential use on the (c)GANs-based methods including IPCGAN (cGANs-based method) and PAG-GAN (GANs-based method), which are denoted as IPCGAN^♯ and PAG-GAN^♯, respectively. The input faces from the age group of 30– are aged into the age group of 51+.

To demonstrate the difference between our PFA-GAN and sequential (c)GANs through both quantitative and qualitative comparisons, we implemented the sequential IPCGAN and sequential PAG-GAN as IPCGAN^♯ and PAG-GAN^♯, respectively, and reported their results in Fig. 8, Tables I and II. Fig. 8 shows that when (c)GANs-based methods are applied sequentially to age faces, the aged faces are strongly ghosted and blurry with unsatisfied image quality. Quantitatively, the inception scores in Table I also drop as expected. It should be noted that the sequential use could improve the aging accuracy for some age groups, and improve the aging smoothness at
the cost of compromising identity preservation as shown in Table II, especially when the age gap becomes large.

However, different from sequential (c)GANs, our PFA-GAN trains these sub-networks simultaneously in an end-to-end manner. Consequently, PFA-GAN are able to remove accumulative error and produce satisfied faces through backpropagation. Besides, benfitting from the end-to-end manner, PFA-GAN provides the latter sub-networks with the capability of sensing the generated faces to eliminate the potential domain shift, and only focusing on changing these area of the face image relevant to face aging. As a result, PFA-GAN could not only further improve the image quality and aging accuracy with smooth aging results, but also maintain the identity consistency better than sequential (c)GANs.

F. Ablation Study

In this subsection, an ablation study of PFA-GAN is conducted to fully explore the importance of DEX term and progressive face aging framework (PFA) in simulating accurate age translations. We investigate the impact of these two modules by removing DEX term in loss function (w/o DEX) and training only one sub-network that uses $C_t$ to control the aging process like cGANs (w/o PFA). When replacing DEX term with an age group classification loss, we increased $\lambda_{age}$ from 0.4 to 8 for a fair comparison. Therefore, without DEX term, PFA-GAN only optimizes a single age group classification task in age estimation loss, and without progressive face aging framework, PFA-GAN reduces to a common cGANs-based method.

Fig. 9 shows the visual comparison of face images generated by different variants of the proposed model. Highlighted by the hair and beard of the generated faces, PFA-GAN without DEX term fails to produce enhanced aging effects, and PFA-GAN without PFA suffers from severe ghost artifacts. On the contrary, the integration of DEX and PFA suppresses the ghost artifacts and produce realistic aging effects. To be specific, DEX is used to achieve an improved aging accuracy and PFA divides the whole aging process into several small steps towards a better image quality especially when the age gap becomes large.

Fig. 10: The generated aged faces under three extreme conditions of face on the CACD dataset: (a) illumination, (b) occlusion, (c) low quality. Each input face was aged into three old age groups by our PFA-GAN (first row), IPCGAN (second row), and PAG-GAN (third row).

Tables I and II show the quantitative results for ablation study. The results in Table I indicate that although introducing DEX greatly improves the aging accuracy, it fails to generate smooth aging results as the PFA does. Besides, the progressive face aging framework can achieve a better image quality than cGANs-based methods. With the improved image quality and aging accuracy, PFA-GAN achieves the best face verification rate in Table II since the identity-related features are preserved by the identity consistency loss.

G. Robustness Analysis

The qualitative results above show that PFA-GAN is robust to various conditions such as pose, expression, and occlusion, during face aging and rejuvenation. For example, the occlusion, such as glasses and jewelry on the faces, is well preserved during face rejuvenation. Here, we further investigate the robustness of the face aging model under extreme uncontrolled conditions. Fig. 10 showcases some aged faces under three representative extreme conditions—including illumination, occlusion, and low quality—demonstrating the strong robustness of PFA-GAN over IPCGAN and PAG-GAN.

We revisit previous works to better explain why our PFA-GAN outperforms others under these extreme conditions. Specifically, the cGANs-based methods such as IPCGAN [14] achieve face aging with a single generator while GANs-based
methods such as PAG-GAN [15] train several generators separately to learn each mapping from young faces to elder ones. Due to the intrinsic complexities of face aging, they cannot generate high-quality aged faces with smooth aging effects, especially when the age gap becomes large, making them not robust under extreme conditions. On the contrary, the generator of PFA-GAN consists of several sub-generators, and the output of one sub-generator is fed into the next sub-generator. Once one sub-generator amid the whole aging process produces ghosted faces, the following sub-generators can detect such anomalies and enforce that generator to produce satisfied faces through back-propagation. In a sense, the latter sub-generators provide an attention mechanism for earlier ones to age faces effectively. Therefore, PFA-GAN is capable of focusing on these areas of the face image relevant to face aging through only learning the residual images—aging effects.

H. Generalization Ability

To evaluate the generalization ability of PFA-GAN, we applied the model trained on the CACD dataset to external images from FG-NET [5], CelebA [48], and IMDB-WIKI [35] datasets for face aging and rejuvenation. For those images without ground-truth age labels, face ages were estimated by the Face++ APIs. Fig. 11 presents exciting results, demonstrating that PFA-GAN generalizes well to face images with different sources for both face age progression and regression. Noticeably, the occlusions on the input faces, such as the makeup, scars, and glasses, are also well preserved in the aged faces.

I. Limitations

Although PFA-GAN can achieve state-of-the-art performance both qualitatively and quantitatively, some limitations exist in PFA-GAN. First, compared to cGANs-based methods, the major limitation of the GANs-based methods including PFA-GAN, PAG-GAN [15], and A3GAN [17], is that the networks require the source age label as the input to achieve the aging process. To eliminate the doubts towards the effectiveness of PFA-GAN, we removed the source age label in the testing phase and instead estimated it by the trained age estimation network \( \hat{A} \). Fig. 12 shows the sample results for both face age progression and regression. Even though some faces are misclassified into other age groups, the results verify that our PFA-GAN is robust even with noisy age labels. Besides, considering that the faces age progressively, PFA-GAN can produce more smooth aging results than PAG-GAN [15]. Second, PFA-GAN needs to re-train another model for rejuvenation, although what we need to do is only to reverse the order of the age groups for the training of face rejuvenation. However, PFA-GAN can achieve face progression and rejuvenation in one model if it uses invertible neural network such as [49] as the sub-network. Since this paper mainly presents the progressive face aging framework for face aging, the invertible neural network for face progression and rejuvenation deserves studying as a future work.

Third, with more age groups split in face aging, the difficulty of end-to-end training from scratch for our network would be increased and the patterns between two adjacent age groups will become less clear. The possible solutions are to first train each sub-network independently and then fine-tune these sub-networks in an end-to-end manner, and use more data to characterize the aging patterns between two adjacent age groups, respectively.

Last, PFA-GAN may produce worse background compared to the one without progressive module as shown in Fig. 9. This may be caused by the simple background presented in the dataset and could be addressed with diverse background like CACD dataset.

V. Conclusion

In this paper, we proposed a novel progressive face aging framework based on generative adversarial networks (PFA-GAN) to model the age progression by a progressive neural network. In doing so, PFA-GAN aged the input young face in a progressive way to mimic the human face age progression. We also introduced a novel age estimation loss and an aging smoothness metric. The PFA-GAN can be optimized in an end-to-end manner to eliminate the accumulative error. Experimental results on two benchmarked datasets demonstrated the superiority of PFA-GAN over the state-of-the-art cGAN-based methods in terms of image quality, aging accuracy, aging smoothness, and identity preservation.
Fig. 12: Sample results of PFA-GAN on the MORPH (left two columns) and CACD (right two columns) datasets for both face aging and rejuvenation. To examine the performance of PFA-GAN when the source age is unavailable, we estimate the age of a given face by the trained age estimation network $A$. Red boxes indicate input faces with the ground truth age label below it. Note that not all ages are estimated correctly.
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APPENDIX

Fig. A.1: Examples of unsmoothed face aging generated by PAG-GAN [15]. The young faces from the age group 30− are aged into the three old age groups, whose appearance ages are obtained via publicly available Face++ APIs [42]. The estimated ages are placed below images, where the first row shows two expected normal samples and the resting rows shows some unsmoothed ages highlighted in red color.

Fig. A.2: Sample results achieved by PFA-GAN on the CACD dataset for facial expression translation. First, following [50], the CACD dataset was annotated with [51] to obtain continuous action units (AUs) [52]. Second, we only utilize the AU12 for smile-like facial expression translation as the age label for face aging, and we roughly split the data into 4 groups according to the annotated AU12 intensity ranging from 0 to 5 for the sake of data balance; i.e., 0.5−, 0.5−1.5, 1.5−2.5 and 2.5+. At last, PFA-GAN was adapted to achieve facial expression translation and the testing faces came from 0.5− group.
### Sub-network

| Layer     | Filter/Stride | Normalization | Activation | Output Shape |
|-----------|---------------|---------------|------------|--------------|
| Conv      | $9 \times 9/1$ | Instance      | LReLU      | $32 \times 256 \times 256$ |
| Conv      | $4 \times 4/2$ | Instance      | LReLU      | $64 \times 128 \times 128$ |
| Conv      | $4 \times 4/2$ | Instance      | LReLU      | $128 \times 64 \times 64$   |
| ResBlock x 4 | $3 \times 3/1$ | Instance      | LReLU      | $128 \times 64 \times 64$   |
| Deconv    | $4 \times 4/2$ | Instance      | LReLU      | $64 \times 128 \times 128$   |
| Deconv    | $4 \times 4/2$ | Instance      | LReLU      | $32 \times 256 \times 256$   |
| Conv      | $9 \times 9/1$ | -              | -          | $3 \times 256 \times 256$   |

### Discriminator

| Layer     | Filter/Stride | Normalization | Activation | Output Shape |
|-----------|---------------|---------------|------------|--------------|
| Conv      | $4 \times 4/2$ | -              | LReLU      | $64 \times 128 \times 128$ |
| Conv      | $4 \times 4/2$ | Spectral      | LReLU      | $128 \times 64 \times 64$ |
| Conv      | $4 \times 4/2$ | Spectral      | LReLU      | $256 \times 32 \times 32$ |
| Conv      | $4 \times 4/2$ | Spectral      | LReLU      | $512 \times 16 \times 16$ |
| Conv      | $4 \times 4/1$ | Spectral      | LReLU      | $512 \times 15 \times 15$ |
| Conv      | $4 \times 4/1$ | -              | -          | $1 \times 14 \times 14$ |

### Age Estimation Network

| Layer     | Filter/Stride | Normalization | Activation | Output Shape |
|-----------|---------------|---------------|------------|--------------|
| Conv      | $4 \times 4/2$ | Batch         | ReLU       | $64 \times 128 \times 128$ |
| Conv      | $4 \times 4/2$ | Batch         | ReLU       | $128 \times 64 \times 64$ |
| Conv      | $4 \times 4/2$ | Batch         | ReLU       | $256 \times 32 \times 32$ |
| Conv      | $4 \times 4/2$ | Batch         | ReLU       | $512 \times 16 \times 16$ |
| Conv      | $4 \times 4/2$ | Batch         | ReLU       | $512 \times 8 \times 8$   |
| Conv      | $4 \times 4/2$ | Batch         | ReLU       | $512 \times 4 \times 4$   |
| Linear    | $101$         | -             | -          | $101$         |
| Linear    | $N$           | -             | -          | $N$           |