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ABSTRACT

In many applications, a dataset can be considered as a set of observed signals that live on an unknown underlying graph structure. Some of these signals may be seen as white noise that has been filtered on the graph topology by a graph filter. Hence, the knowledge of the filter and the graph provides valuable information about the underlying data generation process and the complex interactions that arise in the dataset. We hence introduce a novel graph signal processing framework for jointly learning the graph and its generating filter from signal observations. We cast a new optimisation problem that minimises the Wasserstein distance between the distribution of the signal observations and the filtered signal distribution model. Our proposed method outperforms state-of-the-art graph learning frameworks on synthetic data. We then apply our method to a temperature anomaly dataset, and further show how this framework can be used to infer missing values if only very little information is available.

Index Terms— GSP, graph learning, filter learning.

1. INTRODUCTION

Structured data in form of graphs has become increasingly popular in scientific applications such as brain network analysis or social networks inference. Scientific research aims to use graph signal processing (GSP) or graph convolutional networks to leverage the graph topology to create better models. However, the graph topology underlying the data is often unknown, which gives rise to the problem of learning a graph from observed data.

In the literature, various graph learning frameworks are proposed. Most frameworks rely on learning the graph representation in terms of a graph shift operator (GSO) such as the adjacency matrix or the graph Laplacian, which in turn fully characterizes the graph structure. A common assumption is that the observed signals are smooth on the unknown graph topology. Smoothness is typically related to the signal variations between nodes that are connected through an edge. In frameworks exploiting this assumption, graph learning amounts to finding the GSO that corresponds to the topology on which the signal differences across edges are minimized [1,2,3,4].

Beyond the original smoothness assumptions, more recent methods assume that the observed data corresponds to some signals that were filtered on the graph with graph spectral filtering. In graph spectral filtering, a filter is applied to the eigenvalues of the GSO, while the eigenvectors remain unchanged [5,6]. Learning the graph thus amounts to learning the eigenvalues of the GSO before the filtering operation, while the eigenvectors can be estimated from some estimate of the covariance [7,8] or precision matrix [9,10]. Assumptions have to be made about how the eigenvalues of the GSO relate to the observed eigenvalues. To this effect, authors of [7] assume that the observations are initially independent signals which have been filtered by a diffusion process. This process is modeled by taking powers of the GSO. Meanwhile, authors of [8] assume that the optimal GSO is sparse.

However, in case of few data being available, the eigenvectors of the GSO can only be poorly approximated using the data. This motivates methods that jointly learn eigenvectors and eigenvalues. Authors of [11] assume that the observed signals can be decomposed into a sum of heat kernel signals with different diffusion times. They simultaneously learn the diffusion time, the localization of the heat signals and the GSO. In [12], the authors propose a framework in which the GSO can be seen as the maximum likelihood estimator. This framework is extended in [13] where the authors propose an algorithm to simultaneously learn the GSO and the graph filter. The graph filter is assumed to stem from a filter family with one learnable parameter.

In all those methods, strong assumptions about the nature of the filter must be made. The most flexibility is provided in [13] and [11] where some aspects of the filter are learned. Nevertheless, they make strong assumptions about the filter: [13] assumes that the filter is known up to some parameter, whereas [11] assumes a sum of heat kernels. Since in many applications those assumptions are too strong, we introduce a framework that models the filter as neural network, and thus constrains the filter only to be continuous. We further propose a new loss function that minimises the distance between the observed signal distribution, and the filtered signal distribution model. This distance is captured with optimal transport, which permits to develop a notion of distance between graphs that is better suited to capture structural properties of the data [14]. We solve this problem by alternative optimisation and accelerated gradient descent, and show that our learning framework achieves better results than baseline algorithms in learning tasks, but also in data completion applications.
2. GRAPH AND FILTER ESTIMATION

2.1. Graph signal processing

Within this work, we consider an undirected, unweighted graph \( G = (V, E) \) with a set \( V \) of \( N \) vertices and a set \( E \) of edges. The adjacency matrix is denoted by \( W \in \mathbb{R}^{N \times N} \). The degree of a vertex \( i \in V \), denoted by \( d(i) \), is the number of edges incident to \( i \) in the graph \( G \). The degree matrix \( D \in \mathbb{R}^{N \times N} \) is defined as \( D = \text{Diag}(d(1), \ldots, d(N)) \). Based on \( W \) and \( D \), the Laplacian matrix of \( G \) is \( L = D - W \). As the graph Laplacian is a real symmetric matrix, it has a complete set of orthonormal eigenvectors \( U = [U_0, \ldots, U_{N-1}] \) and a corresponding set of non-negative eigenvalues \( \Lambda = \text{Diag}[\lambda_0, \ldots, \lambda_{N-1}] \).

In addition, we consider some attributes modeled as features on the graph vertices. Assuming that each node \( i \in V \) is associated to a feature vector \( x \in \mathbb{R}^M \), the graph signal is represented as \( X \in \mathbb{R}^{N \times M} \). Following [5] [6], we will consider a graph signal \( x \) on a given graph \( G \) as an initial signal \( x^0 \sim \mathcal{N}(0, \text{Id}) \) that is filtered with the graph filter \( h(\cdot) \) to yield

\[
x = h(L) x^0.
\]

Therefore, \( x \) follows a normal distribution given by

\[
\nu^G = \mathcal{N}(0, h^2(L)).
\]

The graph filter \( h(\cdot) \) carries the spatial and the spectral characteristics of the graph and is defined as follows:

\[
h(L) = U H(\Lambda) U^T,
\]

with a diagonal matrix

\[
H_{i,j}(\Lambda) = \begin{cases} h(\lambda_i) & \text{if } i = j, \\ 0 & \text{otherwise}. \end{cases}
\]

2.2. Distribution comparisons

Graph signal distributions can take different forms, depending on the graph filter and on the actual graph that underlies the graph signals. In order to compare distributions, we need tools that are able to properly handle the structure of the data, such as those based on the optimal transport framework. Optimal transport (OT) is a fundamental notion in probability theory [15] [16] [17] that defines a notion of distance between probability distributions by quantifying the optimal displacement of mass according to a so-called ground cost associated to the geometry of a supporting space. In particular, given two normal distributions \( \nu_1 = \mathcal{N}(m_1, \Sigma_1) \) and \( \nu_2 = \mathcal{N}(m_2, \Sigma_2) \), one can compute the distance between the probability measures through the 2-Wasserstein distance. More precisely, the 2-Wasserstein distance corresponds to the minimal “effort” required to transport \( \nu_1 \) to \( \nu_2 \) with respect to the Euclidean norm [18], that is

\[
W_2^2(\nu_1, \nu_2) = \inf_{T_{\nu_1} = \nu_2} \int \|x - T(x)\|^2 \, dv(x),
\]

where \( T_{\nu_1} \) denotes the push-forward of \( \nu_1 \) by the transport map \( T : \mathcal{X} \rightarrow \mathcal{X} \) defined on a metric space \( \mathcal{X} \). For normal distributions such as \( \nu_1 \) and \( \nu_2 \), the 2-Wasserstein distance can be explicitly written in terms of their means and covariance matrices [19] [14], yielding

\[
W_2^2(\nu_1, \nu_2) = \|m_1 - m_2\|^2 + \|\Sigma_1^{1/2} - \Sigma_2^{1/2}\|^2_F.
\]

2.3. Problem formulation

We now formulate a problem that learns the unknown filter \( h \) and graph \( L \) that best explains the observed signals. In other words, we look for the best combination of \( h \) and \( L \) such that \( \nu^G \) is close in distribution to the observed signal.

The observed graph signals are denoted by \( \bar{X} \in \mathbb{R}^{M \times N} \). We can estimate the sample mean \( \bar{m} \) and covariance matrix \( \bar{C} \) from the signals \( \bar{X} \), yielding the estimated graph signal distribution

\[
\tilde{\nu} = \mathcal{N}(\bar{m}, \bar{C}).
\]

Following the probabilistic model introduced in Section 2.1 the observed signals in \( \bar{X} \) should follow a Gaussian distribution driven by a graph filter \( h \) and a graph \( L \). In other words, we assume that \( \forall i \in \{1, \ldots, N\}, \bar{x}_i \) follows a Gaussian distribution

\[
\bar{x}_i \sim \nu^G = \mathcal{N}(0, h^2(L)).
\]

We propose to recover \( L \) and \( h(\cdot) \) from \( \bar{X} \) by minimizing the Wasserstein distance in Eq. (10) between the theoretical distribution \( \nu^G \) and the estimated distribution \( \tilde{\nu} \), namely

\[
\min_{L \in \mathbb{R}^{N \times N}, h} \|\hat{C}^{1/2} - h(L)\|^2_F + \|\hat{m}\|^2_F, \quad \text{s.t.} \quad L \in \mathcal{C},
\]

where \( \mathcal{C} \) is the space of valid combinatorial graph Laplacians defined as follows

\[
\mathcal{C} = \{L \in \mathbb{R}^{N \times N} \mid L_{ij} = L_{ji} \leq 0, L_{ii} = - \sum_{j \neq i} L_{ij}\}.
\]

The main difficulty of this optimization problem arises from the non-convexity of the Wasserstein distance with respect to \( L \) and \( h \). Hence, we divide the optimization problem into two subtasks, namely learning i) the filter \( h \) and ii) the graph Laplacian \( L \). When neither the filter nor the Laplacian are known, we alternate between learning the graph and the filter.

\[\| \cdot \|_F \] is the Frobenius norm.
3. ALGORITHMS

In this section, we propose an alternating optimization algorithm to solve Problem (9). Both optimization problems are fully differentiable, and thus can be solved via accelerated gradient descent algorithm (Adam) 

**Filter learning** Given the graph $L$, we aim to estimate the filter $h$ that describes the data generation process well. This amounts to the following minimization:

$$ \min_h \| \hat{C}^{1/2} - h(L) \|_F^2 + \| \hat{m} \|_2^2. \quad (11) $$

Note that when we apply a filter over a graph, only the eigenvalues of $L$ are taken into account (Eqs. (3) and (4)). As a consequence, the estimated filter is thus only fitted at the eigenvalue positions. We will assume that the filter is continuous between the observed eigenvalues.

In order to solve the minimization problem formulated in equation (11), the filter $h$ consists of a fully connected feed-forward neural network with 5 hidden layers of 30 neurons each, yielding the output $f_\theta(L)$, where $\theta$ denotes the parameter vector of the neural network. We apply the softplus function to the output of the network in order to assure that the final filter $h$ maps all values to positive real numbers. The expression for the filter hence becomes $h(x) = \ln (1 + \exp(f_\theta(L)))$ and Eq. (11) can be rewritten as

$$ \min_{\theta} \| \hat{C}^{1/2} - \ln (1 + \exp(f_\theta(L))) \|_F^2 + \| \hat{m} \|_2^2. \quad (12) $$

**Graph learning** To facilitate the optimization defined in equation (9) with respect to the graph structure, we seek for a valid adjacency matrix $\hat{L}$ instead of a Laplacian. Moreover, we can exploit the symmetry of the adjacency matrix by only optimizing the upper triangular part $w$. If we denote as $\mathcal{L} : \mathbb{R}^{(N-1)N/2} \rightarrow \mathbb{R}_+^{N \times N}$ the linear operator that converts the upper-triangular part $w$ of an adjacency matrix into the corresponding Laplacian matrix, we can reformulate the problem as

$$ \min_{w \in \{0,1\}^{(N-1)N/2}} \| \hat{C}^{1/2} - \hat{h}(\mathcal{L}w) \|_F^2 + \| \hat{m} \|_2^2. \quad (13) $$

To solve our problem with gradient descent, we further relax the binary constraint onto the unitary interval $w \in [0,1]^{(N-1)N/2}$. To avoid a projection step, we express $w$ in terms of some $z \in \mathbb{R}^{(N-1)N/2}$ as $w = 1/(1 + \exp(-z))$. We disregard the mean $\hat{m}$ as it is constant with respect to the parameters, to finally obtain

$$ \min_{z \in \mathbb{R}^{(N-1)N/2}} \left\| \hat{C}^{1/2} - \hat{h}\left(\frac{1}{1 + \exp(-z)}\right) \right\|_F^2. \quad (14) $$

4. EXPERIMENTS

The numerical analysis is decomposed in two parts. Firstly, we assess the performance achieved when solving Problem Eq. (9) on synthetic data. Secondly, we demonstrate the application of our framework to missing data inference in a temperature data set.

**Synthetic data** To compare the performance of our algorithm to other algorithms, we randomly generate 60 graphs from stochastic block model partitioned into graphs with 30, 50, and 70 nodes with probability of an edge between clusters of 0.1, and a probability of an edge within clusters of 0.3, 0.5 and 0.7, respectively. On each graph, we generate 500 signals by filtering white noise with different filters as in Eq. (2), in particular the following:

$$ h_{\text{normal}}(x) = \begin{cases} \frac{1}{\sqrt{2}}, & \text{if } x > 0 \\ 0, & \text{if } x = 0, \end{cases} \quad (15) $$

$$ h_{\text{heat}}(x) = \exp(-0.1\,x), \quad (16) $$

$$ h_{\text{high-pass}}(x) = \frac{0.1\,x}{1 + 0.1\,x}. \quad (17) $$

For each combination of stochastic block model and graph filter, we repeat the experiment 20 times. We assess the method’s performance in a single experiment by calculating the F1-score between the true and the learned Laplacian matrices. We compare our method with the current state-of-the-art methods GSI [13] and CGL [12]. Note that CGL is merely a graph learning algorithm and not capable of learning graph filter and GSI requires prior information about the type of the one-to-one filter (e.g., normal, heat, or high-pass) which we feed into the model. Hence, both CGL and GSI are less powerful than FiGLearn which learns the filter with-

### Table 1: Graph learning performance.

| Algorithm  | F1-score | Precision | Recall | Accuracy |
|------------|----------|-----------|--------|----------|
| h\text{heat} | 0.8791   | 0.8952    | 0.8637 | 0.9454   |
| GSI        | 0.7903   | 0.7450    | 0.9147 | 0.8621   |
| CGL        | 0.4697   | 0.3107    | 1.0    | 0.3676   |
| h\text{normal} | 0.6660   | 0.8352    | 0.5649 | 0.8254   |
| GSI        | 0.6137   | 0.5570    | 0.7271 | 0.7199   |
| CGL        | 0.6356   | 0.4736    | 0.9739 | 0.6865   |
| h\text{high-pass} | 0.4960   | 0.5742    | 0.4514 | 0.7300   |
| GSI        | 0.4878   | 0.3606    | 0.9030 | 0.4297   |
| CGL        | 0.2551   | 0.2051    | 0.3455 | 0.3711   |

1The function gradients are obtained automatically using the autograd functionality of PyTorch [21].
2$W = \{W \in \mathbb{R}_+^{N \times N} : W = W^T, \text{diag}W = 0, W_{ij} \in \{0,1\}\}$.
3The values for $z$ are initialized uniformly at random in $[-0.5, 0.5]$. 
Inference of Missing Temperature Data

We demonstrate an application of our approach in which we have a good estimate for the covariance matrix, but have some observations with many missing values. We emulate this on a temperature anomaly dataset [22] with 397 measure points in Europe and North Africa. We split the data into a complete set (95%, 2042 observations) that will be used to calculate the covariance matrix and infer the graph, and an incomplete set (5%, 122 observations) for which we will infer the missing values. In the incomplete set, we only retain 10% of the data entries that are chosen at random, all other data will be considered as missing. The task thus amounts to inferring missing values when only very little information is available.

To infer missing values, we first learn a graph and its filter on the complete set using our method described in Section 3. Visual inspection of the graph (Fig. 1) shows that the graph connects adjacent quadrants. Some meteorological features are captured as well: There is no edge crossing the Alps, capturing that the climate in the north and south of the Alps is very different.

Using the learned graph Laplacian $L$ and filter $h$, we can now infer the missing values as follows: Let $y_i \in \mathbb{R}^N$ be the temperature signal for which the values $\{y_i\}_{i \in \mathcal{I}}$ are available ($\forall i \notin \mathcal{I}, y_i = \text{NA}$). We infer missing values by finding the generating signal $x$ that, when filtered on the graph with the learned filter, is close to $y$ in terms of the mean absolute error at the available positions $\mathcal{I}$. Formally, we solve the following optimization problem

$$\min_{x \in \mathbb{R}^N} \sum_{i \in \mathcal{I}} |(h(L)x)_i - y_i|^2.$$  \hspace{1cm} (18)

$x$ is initialized as white noise, and the problem is solved with Adam [20].

On the data in the incomplete set, this inference method achieves an MSE of 0.195 in average, and a standard deviation of 0.136. Figure 1 shows the inference with the highest MSE. We observe that the method strongly underestimates temperature in Norway, where it has no information that would suggest the unusually high temperatures there. It further overestimates temperatures north of the black sea, but other than that still is able to capture the overall dynamics very well.

This demonstrates that our graph inference method can infer a meaningful graph of medium size (around 400 nodes, computation takes a few minutes). Moreover, it shows how the knowledge of the filter can be leveraged to understand how the nodes interact, which in this case was used to infer missing data from very few observations.

5. CONCLUSION

We introduced a new framework [6] for graph inference, which outperforms the current state-of-the-art methods. The better performance may be explained by the fact that our approach jointly learns the graph and the filter generating the signal, thus taking advantage of important information about the way the data is generated. We demonstrated how this knowledge can be used by accurately inferring missing values when only very little data is available.

Some applications may require weights to be outside of the interval between 0 and 1. Our framework can easily be extended to weighted graphs, which will open new challenges concerning the filter priors in order to have a better estimate with respect to the real settings.

Another perspective is to explore dynamic graphs, where timing information is critical, e.g., instant message networks or financial transaction graphs. It will be interesting to explore the task of incorporating timing information about edges and to develop a complete approach to solve (spatio-)temporal graph and filter estimation.

\footnote{The code is available online: github.com/mattminder/FigLearn}
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