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Abstract
Prompt tuning has become a new paradigm for model tuning and it has demonstrated success in natural language pretraining and even vision pretraining. In this work, we explore the transfer of prompt tuning to multimodal pretraining, with a focus on generative multimodal pretrained models, instead of contrastive ones. Specifically, we implement prompt tuning on the unified sequence-to-sequence pretrained model adaptive to both understanding and generation tasks. Experimental results demonstrate that the light-weight prompt tuning can achieve comparable performance with finetuning and surpass other light-weight tuning methods. Besides, in comparison with finetuned models, the prompt-tuned models demonstrate improved robustness against adversarial attacks. We further figure out that experimental factors, including the prompt length, prompt depth, and reparameteratization, have great impacts on the model performance, and thus we empirically provide a recommendation for the setups of prompt tuning. Despite the observed advantages, we still find some limitations in prompt tuning, and we correspondingly point out the directions for future studies.

1 Introduction
Recent years have witnessed the great success of large-scale pretraining based on large models and big data in natural language processing (NLP) (Radford et al., 2018; Devlin et al., 2019; Yang et al., 2019; Liu et al., 2019; Raffel et al., 2020; Brown et al., 2020) and computer vision (Chen et al., 2020b,a,c; Chen and He, 2021; Bao et al., 2021; He et al., 2021b). Mirroring the success of BERT-like models (Devlin et al., 2019), researchers have found that pretraining can level up the downstream performance of cross-modal representation learning algorithms by a large margin (Chen et al., 2020d; Lu et al., 2019; Su et al., 2020; Tan and Bansal, 2019). Recent advances show that this idea is compatible with sequence-to-sequence (Seq2Seq) learning, and the Seq2Seq-based multimodal pretrained model can adapt to both understanding and generation tasks, and even achieve the state-of-the-art performance in a series of downstream tasks (Cho et al., 2021; Wang et al., 2021, 2022).

Despite the great success of large-scale pretrained models across multiple domains, training such models requires a large amount of computation costs. The conventional finetuning is though effective in gaining high performance yet suffers from low training efficiency, especially when the pretrained model is of large scale in model size. Brown et al. (2020) introduced the idea of prompt to encourage the model to generate the correct answer with a manual prompt of task instruction or a demonstration of several task examples, without further training to tune the model parameters. This is often regarded as “in-context learning”, as the model generates responses based on the given context. It helps large-scale pretrained language models achieve unprecedented performance in few-shot and zero-shot learning (Brown et al., 2020; Chowdhery et al., 2022; Sanh et al., 2021; Wei et al., 2021). Inspired by this idea, researchers have moved forward to a new paradigm called prompt tuning (Li and Liang, 2021; Liu et al., 2021c; Lester et al., 2021; Liu et al., 2021a). In comparison with fine-tuning, prompt tuning only tunes pretrained models by a trivial amount of parameters (e.g., 1%). Prompt tuning freezes most parameters of the pretrained model and only tunes several prompt embeddings, as well as the output layer if necessary. Recent advances have shown that prompt tuning can help pretrained models achieve comparable performance with finetuning across different NLP downstream tasks, including natural language un-
derstanding and generation (Liu et al., 2021b; He et al., 2021a). Such significant achievements have attracted attention of the research community of large pretrained models.

In the domains other than NLP, recent studies have also demonstrated the effectiveness of prompt tuning. Jia et al. (2022) demonstrated that visual prompt tuning could surpass finetuning across a series of tasks, and its advantages in training efficiency were significant. In cross-modal representation learning, the research in prompt tuning mainly focuses on the CLIP-like models (Radford et al., 2021). CLIP is a contrastive-learning-based multimodal pretrained model, pretrained on large-scale image-text pairs. CLIP is able to achieve outstanding performance in zero-shot image classification by turning labels to textual prompts with manual prompt templates. To enhance the performance, Radford et al. (2021) proposed prompt ensembling by handcrafting a number of prompt templates. However, as creating hard prompts is tedious, researchers turned to the application of soft prompts for CLIP (Rao et al., 2021; Zhou et al., 2021, 2022) or the incorporation of adapters (Gao et al., 2021; Zhang et al., 2021). Except for the implementation on CLIP-like models, another line of work is the application of image prompts to pretrained language models for multimodal representation learning (Yao et al., 2021b; Tsimpoukelli et al., 2021). Though the large-scale pretrained language model is frozen in the process of downstream transfer, it can adapt to the few-shot learning scenarios of multimodal downstream task. Be that as it may, prompt tuning for the popular generative multimodal pretrained models, including BERT-like models and encoder-decoder pretrained models for cross-modal representation learning, is still unexplored. Yao et al. (2022) matched the tuning paradigm to the pretraining one with manual prompts. Yet it is still unknown whether the light-weight prompt tuning is able to help the pretrained model achieve comparable performance with finetuning across 4 multimodal downstream tasks, spanning from understanding to generation. To analyze the difference between fine-tuning and prompt tuning, we follow the assumption that prompt tuning with most parameters in the pretrained model frozen should induce model robustness. We experiment on the tuning methods with adversarial attack and observe phenomena consistent with the hypothesis. To make a step further, this study delves into the implementation details and investigate whether experimental factors like the prompt length, prompt depth, and reparameterization could saliently influence the final downstream performance. We find that in general a longer prompt length (longer than 20 tokens) is a preferable choice, and our experiments show that 64 should be favored in most cases as a longer prompt sequence will not only increase the computation costs but also incur performance degradation. Also, we show that reparameterization with additional trainable parameters cannot introduce significant improvements in downstream performance. Finally, we reflect on the method and illustrate its defects of computation costs and training instabilities, and correspondingly, we point out some directions for the future work.

In the following sections, we briefly review the related work, deliver an introduction to prompt tuning for generative multimodal pretrained models, and report the experimental results and analysis. Lastly, we discuss the problems of prompt tuning in this scenario, point out the future work, and finally conclude this work.

## 2 Related Work

In this section, we include the review of multimodal pretraining as well as prompt tuning. We first review the studies in the two main lines of mul-
timodal pretraining, namely generative pretraining and contrastive pretraining, and we then review researches of prompt-based learning in both NLP and cross-modal representation learning.

2.1 Multimodal Pretraining
The rise of vision & language pretraining started from the transfer of BERT (Devlin et al., 2019) to cross-modal representation learning. A series of studies (Lu et al., 2019; Su et al., 2020; Tan and Bansal, 2019; Chen et al., 2020d; Li et al., 2019) introduced BERT to multimodal pretraining. The encoder-decoder framework for multimodal pretraining has recently raised attention, as a number of encoder-decoder models achieved state-of-the-art performance in the cross-modal understanding and generation tasks (Wang et al., 2021, 2022; Yu et al., 2022). Besides, such framework allows the unification of tasks to sequence-to-sequence learning format and thus allows multitask pretraining with manual prompts (Cho et al., 2021; Wang et al., 2022). This leads to our motivation that prompt tuning should be a perfect combination with the recent unified multimodal pretrained model and it can unleash the power of pretrained models with much fewer computation costs than the conventional finetuning.

Another trend in multimodal pretraining is contrastive learning. The most typical contrastive pretrained model is CLIP (Radford et al., 2021). It uses a Vision Transformer (ViT) (Dosovitskiy et al., 2021) or ResNet (He et al., 2016; Tan and Le, 2019) as the image encoder and a transformer model as the text encoder, and trains the two encoders jointly with contrastive loss (van den Oord et al., 2018). Note that this model is pretrained on extremely large-scale data of image-text pairs. Following CLIP, a series of studies demonstrated the success of this route of contrastive-learning-based pretraining on large-scale data (Jia et al., 2021; Yao et al., 2021a). CLIP can achieve remarkable performance in cross-modal retrieval. What makes it really attractive is its strong performance in zero-shot classification with prompt ensembling, i.e., ensembling the outputs of the model with a handful of handcrafted prompts as the inputs. This started the research of prompt in multimodal pretraining.

2.2 Prompt-based Learning
Brown et al. (2020) illustrated that large-scale pretrained models can learn from the context and perform few-shot and zero-shot learning with the prompts of task instruction or a few task examples. Instead of using hard prompts by handcrafting, Li and Liang (2021) demonstrated that only tuning soft prompt embeddings at each layer is sufficient for the pretrained model to achieve competitive performance in natural language generation, and later a number of studies showed that prompt tuning can be essentially effective for low-resource scenarios (Liu et al., 2021c; Gu et al., 2022; Sun et al., 2022b) and it can even achieve comparable performance with finetuning (Lester et al., 2021; Liu et al., 2021b). Following this trend, a series of modification to prompts and adapters (Hu et al., 2022; He et al., 2021a; Jiang et al., 2022; Sun et al., 2022a) for improvements in performance or training efficiency have emerged and made prompt tuning a heated topic in the whole NLP community.

Recent prompt tuning methods for multimodal pretrained models mostly serve for CLIP-like models (Zhou et al., 2021, 2022; Rao et al., 2021). Similarly, researchers tried to incorporate adapters to CLIP and also achieved satisfactory performance (Gao et al., 2021; Zhang et al., 2021). Except for prompt tuning for CLIP-like models, another line of work explored visual prompts for frozen language models. Tsipoukelli et al. (2021) showed that when there is a powerful large pretrained language model, a visual encoder for prompt tuning is sufficient for multimodal few-shot learning. To take a step forward, Alayrac et al. (2022) proposed Flamingo, a colossal multimodal model that enables in-context learning. It could achieve state-of-the-art performance in a series of cross-modal downstream tasks in either few-shot or full-shot learning scenarios. Such tremendous success indicates the strong potential of prompt tuning in multimodal pretraining. In this work, we focus on an unexplored topic, prompt tuning for generative multimodal pretrained model.

3 Method
This section introduces the details of our proposed method. It provides the detailed implementation of prompt tuning on a unified generative multimodal pretrained model. The overall framework is illustrated in Figure 1.

3.1 Preliminaries
We select the unified sequence-to-sequence framework as it unifies understanding and generation tasks, and we specifically implement prompt tuning
on the recent open-sourced state-of-the-art model OFA (Wang et al., 2022). In brief, it is built with a Transformer-based (Vaswani et al., 2017) encoder-decoder framework.

Both the encoder and decoder consist of Transformer layers. To be more specific, an encoder layer consists of a multi-head self attention and a point-wise Feed-Forward Network (FFN). To build a connection between the encoder and decoder, the Transformer decoder layer additionally contains a cross-attention module in comparison with the encoder layer. The cross-attention is essentially multi-head attention, where the keys $K$ and values $V$ are the transformation of the encoder output states, instead of the inputs. Such architecture can handle tasks that provide inputs of the sequence-to-sequence format.

In this work, we focus on prompt tuning for the transfer of the multimodal pretrained model. We leave the prompt learning in the stage of pretraining to the future work.

3.2 Prompt Tuning for Generative Multimodal Pretrained Models

In the following, we introduce our implementation details of prompt tuning on the sequence-to-sequence multimodal pretrained model. Note that our method can extend to other generative multimodal pretrained models, e.g., BERT-like models.

**Basic Implementation** We focus on implementing prefix tuning (Li and Liang, 2021; Liu et al., 2021b) based on its outstanding performance in either natural language understanding or generation. In comparison with the other prompt tuning methods, e.g., P-Tuning (Liu et al., 2021c), Prompt Tuning (Lester et al., 2021), PPT (Gu et al., 2022), adding soft prompt embeddings to each layer demonstrates enhanced training stability and improved downstream task performance even on relatively small models. Specifically, for the encoder and decoder, we add tunable prompt embeddings to each layer. Formally, we refer the pretrained model to a function $M(\cdot)$, and the generation function of the prompt embeddings to $G(\cdot)$. The formulation is demonstrated below:

$$y = M(G(L, l), x),$$

where $x$ refers to the multimodal inputs, $L$ refers to the number of layers, and $l$ refers to the prompt length, which should be predefined by a hyperparameter. At each layer, we prefix soft prompt embeddings $p(i)$ to the input hidden states $h(i)$. Note that we only prefix prompt embeddings at Transformer layers. In the simplest practice, the prompt generator $G$ is a sparse embedding matrix of $\mathbb{R}^{L \times l \times h}$, and we select the corresponding embedding at the $i$-th index and the $j$-th layer as the prompt embedding. Below we provide an illustration of some more complex implementations, and we compare those methods in this study.

In the downstream tuning process, we only tune the newly added prompt embeddings at each layer and keep the parameters of the large pretrained model frozen. Therefore, while there are only a small amount of parameters that need to be updated, e.g., $1\%$, the computation costs are far fewer than those of finetuning.

**Reparameterization** Except for the simplest implementation of adding a sparse embedding matrix at each layer, a more complex one should be adding an encoder, e.g., an MLP layer, to reparameterize prompt embeddings. We also investigate the influence of reparameterization in this context.

**Prompt Length** Similar to previous studies (Li and Liang, 2021; Liu et al., 2021b), we find that the
length of prompt embeddings make a great difference in different downstream tasks. In this study, we investigate how this factor imposes influence on model performance in different downstream tasks.

**Prompt Depth** To investigate the impacts of the place of prompt embedding insertion, we delve into the issue of prompt depth. Specifically, we simplify it to adding prompt embeddings to the encoder or decoder only, as well as to both modules.

## 4 Experiments
To validate the effectiveness of prompt tuning for multimodal pretrained models, we conduct experiments on the conventional cross-modal tasks. Specifically, we experiment on cross-modal understanding and generation, including referring expression comprehension, visual entailment, image captioning, and visual question answering (VQA). We use the mostly-used base-size and large-size models for the experiments, whose sizes are around 180M and 470M respectively. We provide more details about the experimental setups in the Appendix A.1.

### 4.1 Datasets & Metrics

**Referring Expression Comprehension** We conduct experiments on the 3 subtasks of referring expression comprehension, namely RefCOCO, RefCOCO+, and RefCOCOg (Yu et al., 2016; Mao et al., 2016). This task requires the model to generate a correct bounding box that answers the given text query on a provided image. We use Acc@0.5 as the evaluation metric.

**Image Captioning** We evaluate the image captioning capability of our method on the Microsoft COCO Image Captioning dataset (Chen et al., 2015). In this task, the model should generate a description that corresponds to the information of the given image. We use BLEU@4 (Papineni et al., 2002), METEOR (Lavie and Agarwal, 2007), CIDEr (Vedantam et al., 2015), and SPICE (Anderson et al., 2016) as the evaluation metrics.

**Visual Entailment** To evaluate the performance of entailment, we implement the experiments on SNLI-VE (Xie et al., 2019). Given an image and a text, the model should figure out their relations, whether they are entailment, contradiction, or neutrality. We follow the setups in (Wang et al., 2022) and add the given premise to the input. We use accuracy as the evaluation metric.

**VQA** We implement our experiments on VQA 2.0 (Antol et al., 2015; Goyal et al., 2017). This task requires the model to generate the correct answer based on an image and a question about certain information on the image. Following Wang et al. (2022), we use the all-candidate evaluation, which requires the model to generate a probability for each candidate among the 3, 129 most frequent answers. We use accuracy as the evaluation metric.

### 4.2 Experimental Results

Below we provide the detailed experiment results, including the comparison of prompt tuning and finetuning, as well as prompt tuning and other parameter-efficient tuning methods.

**Comparison with Finetuning** We demonstrate the experimental results of the 4 tasks in Table 1. In general, for the base-size model, prompt tuning underperforms finetuning by significant margins, but for the large-size model, prompt tuning is able to achieve comparable performance. To be more specific, in the evaluation of referring expression comprehension, for the base-size model, prompt tuning significantly underperforms finetuning by lagging behind a large margin of 5.64 on average across RefCOCO, RefCOCO+, and RefCOCOg.

![Table 1: Experimental results on RefCOCO, RefCOCO+, RefCOCOg, SNLI-VE, COCO Image Captioning, and VQA. For the base-size model, prompt tuning significantly underperforms finetuning, but for the large-size model, prompt tuning is able to achieve comparable performance.](image-url)
Table 2: Evaluation of different parameter-efficient tuning methods using large-size models. We find that prompt tuning can generally outperform Bitfit and Adapter.

| Method          | RefCOCO val | RefCOCO testA | RefCOCO testB | RefCOCOg val | RefCOCOg test-u | SNLI-VE dev | B @ 4 test | M test | C test | S test | test-dev | test-std |
|-----------------|-------------|---------------|---------------|--------------|-----------------|-------------|------------|--------|--------|--------|---------|---------|
| Bitfit          | 89.61       | 92.20         | 84.91         | 82.60        | 88.08           | 75.16       | 84.66      | 84.68  | 89.70  | 89.42  | 41.02   | 24.23   |
| Adapter         | 90.01       | 92.30         | 85.02         | 83.79        | 89.33           | 76.09       | 85.10      | 85.45  | 89.84  | 89.78  | 41.38   | 24.30   |
| Prompt Tuning   | 90.05       | 92.31         | 85.59         | 84.54        | 89.40           | 77.77       | 85.27      | 85.89  | 90.04  | 90.12  | 41.81   | 24.42   |
| Bitfit          | 88.08       | 84.66         | 84.68         | 89.70        | 89.42           | 41.02       | 30.92      | 138.8  | 78.23  | 78.44  | 24.30   | 78.30   |
| Adapter         | 89.33       | 89.33         | 89.33         | 89.84        | 89.78           | 41.38       | 31.16      | 139.5  | 78.27  | 78.47  | 24.30   | 78.30   |
| Prompt Tuning   | 90.12       | 90.12         | 90.12         | 90.04        | 90.12           | 41.81       | 31.51      | 141.4  | 78.30  | 78.53  | 24.42   | 78.30   |

Figure 2: Analysis of prompt lengths on multimodal downstream tasks. We observe that increasing prompt lengths can generally bring performance improvements. Yet it cannot extend to all scenarios, and the increase might meet saturation. Based on the experimental results, we recommend 64 for the prompt length as it helps the model achieve the average best results across tasks.

Comparison with Other Parameter-Efficient Tuning Methods We additionally add a comparison with two parameter-efficient tuning methods, namely Adapter (Houlsby et al., 2019) and BitFit (Zaken et al., 2022) to test whether prompt tuning is the best solution of light-weight transfer. Table 2 shows the results of different light-weight tuning methods implemented on the aforementioned datasets. In all the downstream tasks, prompt tuning surpasses the performance of Adapter and BitFit.

4.3 Analyses

In this section, we move forward to analyzing prompt tuning in multimodal pretraining. Specifically, we examine the robustness of prompt tuning based on the assumption that keeping most parameters of the pretrained model frozen should lead to improved robustness to adversarial attack. Also, we evaluate how different setups of prompt tuning, say the prompt length, the depth of prompt, and
Figure 3: Experimental results on adversarial attack using large-size models. We discover that in the scenario of adversarial attack prompt tuning suffers from lower performance degradation across the tasks.

### Table 3: Evaluation of different prompt insertion methods.

| Method          | RefCOCO | RefCOCO+ | RefCOCOg | SNLI-VE | COCO Captions | VQA   |
|-----------------|---------|----------|----------|---------|---------------|-------|
|                 | val     | testA    | testB    | val     | testA         | testB |
| Encoder         | 89.48   | 91.71    | 84.98    | 84.50   | 89.22         | 89.71 |
| Decoder         | 88.90   | 91.28    | 83.46    | 88.24   | 84.54         | 85.58 |
| Encoder+Decoder | 90.05   | 92.31    | 85.59    | 89.40   | 87.77         | 85.27 |

Table 3: Evaluation of different prompt insertion methods. We specifically evaluate the performance of prompt tuning with prompts inserted to the encoder only, to the decoder only, or to both the encoder and decoder.

reparameterization, influence the downstream performance, and try to provide a recommended setup for consistently better performance.

**Robustness Analysis** To test whether the pretrained model with prompt tuning for downstream transfer is robust, we conduct experiments of adversarial attack for the examination. Adversarial attack was first proposed in computer vision, which revealed the vulnerability of deep learning models. The most common adversarial attack methods in computer vision are gradient-based methods, such as FGSM (Goodfellow et al., 2014), PGD (Madry et al., 2017), MIM (Dong et al., 2017) and SI (Lin et al., 2019). Most of the typical unimodal adversarial attack on tasks are gradient-based methods. Among them, we select FGSM, which requires only one step of gradient computation on text and image embeddings. Experimental results are demonstrated in Figure 3. Prompt tuning consistently demonstrates better robustness in comparison with finetuning across all tasks. This confirms our hypothesis and also shows one significant advantage of prompt tuning not reflected in the standard evaluation. In practice, if model vulnerability is an issue that matters, we recommend the application of prompt tuning for the enhanced robustness without significant performance degradation.

**Prompt Length** To study the effects of the prompt length on the final downstream performance, we evaluate the prompt tuning performance on the downstream tasks with a prompt length selected from \{10, 16, 30, 64, 100, 120\}. As shown in Figure 2, a general tendency is that a longer prompt length with more parameters to tune can encourage improvements in downstream performance across the tasks. However, we observe diminishing marginal utility and a prompt too long may even negatively impact the performance. Although the best prompt length for tasks are different, we empirically advise that the length of 64 tokens can achieve a better performance on average. See Appendix A.2 for more details.

**Prompt Depth** As we base our implementation on the encoder-decoder model, we intuitively assume that where to insert prompt embeddings matters the performance. To simplify this issue, in our practice, we evaluate the performance of inserting prompts to the encoder only, to the decoder only, or to both the encoder and decoder. Experimental results are demonstrated in Table 3. We find...
that it is best to insert prompts to every layer of the whole Transformer model, though compared with the other alternatives it is less computationally efficient. In the comparison between insertion to the encoder only and to the decoder only, we observe that the former solution leads to a significantly better results across multiple downstream tasks. This suggests that the insertion of prompts to the bottom layers might contribute more to the success of downstream transfer.

**Reparameterization** Empirically, directly updating the trainable embeddings leads to unstable optimization and a slight drop in performance. Prior work usually leveraged an encoder, e.g., an MLP (Li and Liang, 2021), to reparameterize the trainable embeddings. We evaluate the performance of reparameterization, and we demonstrate the experimental results in Table 4. For some datasets (e.g., RefCOCO and RefCOCOg), MLP brings consistent improvements. For the others, MLP leads to relatively negative impacts (e.g., SNLI-VE and VQA). Thus we cannot come to a conclusion about which should be a preferable one. To achieve better performance on a specific dataset, it is still necessary to make an attempt on both methods.

| Method         | RefCOCO val | RefCOCO testA | RefCOCO+ val | RefCOCO+ testA | RefCOCOg val-u | RefCOCOg test-u | SNLI-VE dev | SNLI-VE test | COCO Captions B@4 | M | S | VQA test-dev | VQA test-std |
|----------------|-------------|---------------|--------------|----------------|----------------|----------------|-------------|--------------|------------------|---|---|-------------|-------------|
| Prompt Tuning  | 90.05       | 92.31         | 85.59        | 84.54          | 89.40          | 77.77          | 85.27       | 85.89        | 90.04           | 90.12 | 41.81 | 31.51       | 78.30       |
| MLP            | 90.12       | 92.56         | 85.63        | 84.83          | 89.85          | 79.94          | 85.42       | 86.01        | 89.98           | 90.02 | 41.67 | 31.48       | 78.26       |

Table 4: Experimental results on reparameterization using large-size models.

Another common defect of prompt tuning is the difficulty in searching for a suitable hyperparameter setup. The hyperparameter tuning experience in finetuning is not suitable for prompt tuning. Fortunately, we find that prompt tuning for generative multimodal pretrained models is not as sensitive to hyperparameters as prompt tuning for pretrained language models. We provide details of hyperparameter setups in Appendix A.1.

Despite the aforementioned limitations, prompt tuning demonstrates significantly better robustness against adversarial attack. In the future, we should pay more attention to this merit and find ways to leverage it.

6 Conclusion

In this work, we explore prompt tuning for generative multimodal pretrained models. Through extensive experiments, we demonstrate that the light-weight prompt tuning can achieve comparable performance with finetuning with much fewer parameters to tune (e.g., 1%), and it can surpass other light-weight tuning methods, e.g., Adapter and BitFit. Through our analysis, we figure out a significant advantage of prompt tuning about its robustness against adversarial attack. Furthermore, we provide a comprehensive analysis about the influence of prompt tuning setups, including the prompt length, prompt depth, and reparameterization. Potentially prompt tuning can be an alternative to finetuning, but still, there are some salient limitations in this method, e.g., slow convergence and training instabilities. We hope that future studies in this field can alleviate the aforementioned problems and thus promote the application of prompt tuning.
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We report the spent time per 100 samples of finetuning and prompt tuning on RefCOCO.

Referring Expression Comprehension Referring expression comprehension requires models to locate an image region described by a language query. We perform experiments on RefCOCO (Yu et al., 2016), RefCOCO+ (Yu et al., 2016), and RefCOCOg (Mao et al., 2016). We report the standard metric Acc@0.5 on the validation and test sets. For finetuning, the batch size is set to 128, the learning rate is set to 0.03, and the prompt length varies from 10–120.

Visual Entailment Visual entailment requires the model to evaluate the semantic relation between the given image and text, i.e., entailment, neutrality, or contradiction. We perform experiments on the SNLI-VE (Xie et al., 2019) dataset. We report accuracy on both dev and test sets. The model is finetuned with a learning rate of 0.03 and a batch size of 128. The prompt length varies from 10–120.

Table 5: Computation resource consumption of different tasks. We specifically compute the GPU-hours of both finetuning and prompt tuning on large-size models.

| Method      | Finetuning | Prompt Tuning |
|-------------|------------|---------------|
| RefCOCO     | 40.00      | 77.44         |
| SNLI-VE     | 80.96      | 164.48        |
| COCO Captions | 29.60    | 16.16         |
| VQA         | 616.16     | 455.52        |

A.2 Additional Experimental Results

In this section, we provide more experimental results for comprehensive understanding of the performance of prompt tuning.

Below we summarize the detailed performance of prompt tuning on the downstream tasks in the conditions of different prompt lengths. See Table 6. On average, a prompt length of 64 helps achieve the best average performance in the downstream tasks.

To evaluate the training efficiency of different methods, we experiment on the base model OFA of different sizes, spanning from 93M to 930M parameters. Figure 4 demonstrates their performance in efficiency by evaluating their used time.
of processing 100 samples. We find that prompt tuning consistently performs better than finetuning in training efficiency. For the huge-size model, it can perform around 2 times faster than finetuning. However, based on our observation, the advantage in training efficiency does not lead to less required computation resource. Table 5 lists the detailed computation resource consumption of both finetuning and prompt tuning. Specifically, we compute the computation resource consumption by calculating the GPU-hours of finetuning and prompt tuning on different tasks. We find that for image captioning and VQA, prompt tuning consumes less resource, but for the other tasks prompt tuning adversely consumes more. It reflects that for tasks similar to pretraining tasks, especially those with more data in the pretraining stage, prompt tuning is able to outperform finetuning, but for others, prompt tuning even incurs more carbon footprints. This indicates that the real computation resource consumption for downstream transfer should be an important issue in the field of prompt tuning and the solution to this problem can further the developments of the application.

| Length | 10  | 16  | 32  | 64  | 100 | 120 |
|--------|-----|-----|-----|-----|-----|-----|
| Score  | 91.84 | 91.29 | 91.94 | 92.29 | 92.10 | 91.93 |

Table 6: Evaluation average performance of prompt tuning on the downstream tasks with different prompt lengths.