Winograd Convolution: A Perspective from Fault Tolerance
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ABSTRACT

Winograd convolution is originally proposed to reduce the computing overhead by converting multiplication in neural network (NN) with addition via linear transformation. Other than the computing efficiency, we observe its great potential in improving NN fault tolerance and evaluate its fault tolerance comprehensively for the first time. Then, we explore the use of fault tolerance of winograd convolution for either fault-tolerant or energy-efficient NN processing. According to our experiments, winograd convolution can be utilized to reduce fault-tolerant design overhead by 27.49% or energy consumption by 7.19% without any accuracy loss compared to that without being aware of the fault tolerance.

1 INTRODUCTION

Deep neural network (DNN) has been demonstrated to be successful in numerous domains of applications such as computer vision, natural language processing, and data analytics [24]. It attracts worldwide attentions and substantial research efforts have been devoted to improving DNNs from the perspective of precision, performance, energy efficiency, and so on [6]. Fault tolerance is also a vital DNN metric yet has generally been overlooked [33].

Although DNNs are inherently fault-tolerant to errors or noise [39] [47] [32] [5], improving the fault tolerance of DNNs remains highly demanded as it can potentially bring in multi-fold benefits. First of all, the underlying computing engines fabricated on silicon are not perfect and can suffer increasing soft errors because of the continuously lower power supply and higher transistor density over the years [3] [31]. The influence of soft errors on the DNN execution is almost unavoidable. They can cause dramatic accuracy drop and even catastrophic consequences for safety-critical DNN applications such as autonomous driving and medical diagnosis [43]. Although soft errors can be mitigated with fault-tolerant hardware designs, fault tolerant DNN models can greatly alleviate or even completely avoid the fault-tolerant hardware design overhead [25] [13]. Second, when DNNs are applied to applications like entertainment that are insensitive to the soft errors, the fault tolerance of DNNs can also be explored to relax the requirements of absolute correctness of the DNN execution, which can improve the energy efficiency substantially with techniques such as aggressive voltage scaling[32] [48], overclocking [5] [22], and model pruning [6]. Thereby, improving the fault tolerance of DNNs is beneficial in general and required for safety-critical applications particularly.

A few work have been proposed to improve the fault tolerance of DNNs from different angles. The authors in [15] [43] opted to mitigate soft errors in neural network accelerators with in-situ model retraining. Despite the fault tolerance to the targeted fault configurations, they may require additional retraining to adapt to a different fault scenario. The authors in [25] [29] utilized network architecture search (NAS) to search both high-precision and fault-tolerant neural networks. Basically, they have fault tolerance and precision combined into a unified metric for the network candidate selection during NAS. Hence, the network design space shrinks because of the more stringent design constraints, and the resulting DNN models usually get more complex and induce additional overhead. According to their experiments, the searched neural network models have quite some duplicated cells. Jack Kosatian et al. [17] proposed a lightweight algorithm-based fault tolerance (ABFT) approach for error mitigation of neural network processing on GPUs. Elbruz Ozen et al. [1] proposed Sanity-Check, which employs spatial and temporal checksums to protect fully-connected and convolutional layers in deep neural networks. Although these approaches improve the DNN fault tolerance, they generally require additional computing overhead or compromise the model generality.

Unlike prior work, we aim to enhance the inherent fault tolerance of DNNs without compromising other features of the models. With the observation that bit flip errors in input operands of multiplication typically can cause more severe computing errors over the golden outputs and multiplication is generally more sensitive to the soft errors compared to addition, we envision that winograd convolution which is originally proposed to reduce the computing overhead by reducing the number of multiplications [18] is potentially beneficial to the fault tolerance of DNN execution. As winograd convolution offers an efficient way to conduct the DNN computing at a lower cost, we develop an operation-level fault injection approach rather than reusing existing neuron-level fault injection methods [27] [4] [33] which can hardly differentiate the standard convolution and winograd convolution due to the lack of fault simulation of details in each neuron computing.

On top of the fault tolerance evaluation of winograd convolution, we further explore two different ways to take advantage of the fault tolerance brought by winograd convolution. One of them is to reduce DNN fault-tolerant design overhead. Specifically, we propose a fine-grained triple modular redundancy (TMR) protection approach and demonstrate the reduced DNN fault-tolerant design overhead under different fault configurations. The other one is to reduce DNN energy consumption. Basically, we can conduct more aggressive voltage scaling of computing engines while the
Neural network fault tolerance can also be utilized to improve the performance or energy efficiency of neural network processing other than the soft error mitigation as demonstrated in prior work [32] [48] [22] [5] [23] [28]. For instance, Fengbin Tu et al. [48] proposed to take eDRAM with relaxed retention as the data buffers of neural network accelerators for lower energy consumption while the data corruption induced by the aggressive data retention is tolerated by the neural network models. Thibaut Marty et al. [28] adopted timing speculation coupled with lightweight error detection as an approach to improve the performance of hardware accelerators for CNNs. Brandon Reagen et al. [32] explored the inherent neural network fault tolerance to lower the neural network energy consumption by scaling the SRAM supply voltage. These approaches generally achieve significant energy saving or performance improvement by relaxing the requirements of absolute correctness of the neural network processing with only minor or no accuracy drop of the neural networks. These work demonstrate the great potential of inherent fault tolerance of the neural networks.

2.2 Winograd Convolution

Winograd convolution converts the matrix multiplication in standard convolution into element-wise multiplication by linearly transforming the input feature map and convolution kernels to a different domain of data representation. The element-wise multiplication results can be restored to the standard feature map domain with the corresponding inverse linear transformation. With the transform-calculation-inverse transformation process, the number of multiplication operations is considerably reduced and replaced with more cost-effective addition operations compared to standard convolution, which significantly enhances the computing efficiency. A basic two-dimensional winograd convolution is formulated in Equation 1. $Y$ denotes the output feature, $d$ denotes the input feature, $g$ denotes the filter, $G$ denotes the linear transformation matrix, $B$ denotes the input transformation matrix, and $A$ are all constant matrices. When winograd convolution is conducted on small windows including $3 \times 3$ filter with unit stride, there will be no accuracy penalty. Even when the convolution filter and stride are larger, they can also be split to small ones according to the decomposable winograd method proposed in [11]. In this case, winograd convolution can be processed without any accuracy penalty. Winograd convolution has been explored from various angles such as quantization [19] [10], tiling [37], hardware acceleration [21], and [20] for efficient DNN computing. As far as we know, there is still a lack of investigation of winograd convolution from the perspective of fault tolerance.

$$Y = A^{T} [(G_{B_{d},G_{T}}) \odot (B^{T}d_{h,B})] A \quad (1)$$

In this work, we aim to investigate the fault tolerance of winograd-based convolution neural networks and take advantage of the improved neural network fault tolerance for either soft error mitigation or energy saving.

3 FAULT TOLERANCE OF WINOGRAD DNNs

3.1 Fault Injection Platform

Winograd convolution is conducted in layer wise and does not change the value of the neurons in DNNs with lossless conversion.
With the operation-level fault injection platform, we investigate the we conduct a layer-wise fault tolerance evaluation of the neural network processing with both standard convolution and winograd convolution. Fidelity [14] has more hardware details considered, but it does not support winograd convolution yet. To that end, we propose an operation-level fault injection platform that has random soft errors injected to the results of primitive operations i.e. multiplication and addition in the neural network processing. It is implemented on top of PyTorch and open sourced on github. It focuses on computing of neural network processing rather than a specific computing engine.

To illustrate the precision of the proposed operation-level fault injection platform, we take VGG19 quantized with 16bit fixed point on CIFAR-100 dataset as an example and evaluate the model accuracy when different number of bit flip errors are injected. Bit error rate that denotes the probability of a bit flip in an operation is utilized as the soft error metric. We have the model accuracy of VGG19 with both standard convolution and winograd convolution evaluated on both neuron-level fault injection platform and operation-level fault injection platform when the bit error rate ranges from 7E-11 to 9E-10. The experiment result is shown in Figure 1. It can be seen that there is no accuracy difference between standard convolution and winograd convolution under different bit error rate while the difference is clearly observed when the fine-grained operation-level fault injection platform is adopted. On the other hand, the general trend of the model accuracy under different bit error rate obtained from the two different fault injection platforms remains consistent in spite of the fault simulation accuracy difference.

3.2 Fault Tolerance Evaluation

With the operation-level fault injection platform, we investigate the fault tolerance of winograd DNNs from different angles. First of all, we evaluate the neural network accuracy calculated with standard convolution and winograd convolution respectively under distinct bit error rate and present an end-to-end fault tolerance comparison of the different computing methods of neural networks. Second, we conduct a layer-wise fault tolerance evaluation of the neural networks with standard convolution and winograd convolution respectively to investigate the winograd induced fault tolerance improvement across the different layers. Third, we evaluate the influence of soft errors on different types of operations in neural network processing with both standard convolution and winograd convolution. Finally, we conclude the fault tolerance comparison of the two different calculation methods.

![Figure 1: Comparison of the neuron-level fault injection (FI) and the operation-level FI.](image)

As a result, neural network fault injection platforms such as TensorFI [4] and PyTorchFI [27] that generally have bit errors injected to neurons and weights can not differentiate the influence of soft errors on neural networks processed with standard convolution and winograd convolution. Fidelity [14] has more hardware details considered, but it does not support winograd convolution yet. To that end, we propose an operation-level fault injection platform that has random soft errors injected to the results of primitive operations i.e. multiplication and addition in the neural network processing. It is implemented on top of PyTorch and open sourced on github. It focuses on computing of neural network processing rather than a specific computing engine.

To illustrate the precision of the proposed operation-level fault injection platform, we take VGG19 quantized with 16bit fixed point on CIFAR-100 dataset as an example and evaluate the model accuracy when different number of bit flip errors are injected. Bit error rate that denotes the probability of a bit flip in an operation is utilized as the soft error metric. We have the model accuracy of VGG19 with both standard convolution and winograd convolution evaluated on both neuron-level fault injection platform and operation-level fault injection platform when the bit error rate ranges from 7E-11 to 9E-10. The experiment result is shown in Figure 1. It can be seen that there is no accuracy difference between standard convolution and winograd convolution under different bit error rate while the difference is clearly observed when the fine-grained operation-level fault injection platform is adopted. On the other hand, the general trend of the model accuracy under different bit error rate obtained from the two different fault injection platforms remains consistent in spite of the fault simulation accuracy difference.

3.2 Fault Tolerance Evaluation

With the operation-level fault injection platform, we investigate the fault tolerance of winograd DNNs from different angles. First of all, we evaluate the neural network accuracy calculated with standard convolution and winograd convolution respectively under distinct bit error rate and present an end-to-end fault tolerance comparison of the different computing methods of neural networks. Second, we conduct a layer-wise fault tolerance evaluation of the neural networks with standard convolution and winograd convolution respectively to investigate the winograd induced fault tolerance improvement across the different layers. Third, we evaluate the influence of soft errors on different types of operations in neural network processing with both standard convolution and winograd convolution. Finally, we conclude the fault tolerance comparison of the two different calculation methods.

![Figure 2: Accuracy of benchmark neural networks calculated with standard convolution and winograd convolution.](image)

3.2.1 Evaluation Setup. In this evaluation, we have DenseNet169 on ImageNet, ResNet50 on ImageNet, VGG19 on CIFAR-100, and GoogleNet on CIFAR-10 utilized as the benchmark neural networks. Each neural network is quantized to a 8bit fixed point version and a 16bit fixed point version respectively. The bit error rate ranges from 0 to 1E-7 to cover the entire model accuracy drop process of the benchmark neural networks.

3.2.2 Network-wise Fault Tolerance Evaluation. We evaluated and compared the accuracy of the benchmark neural networks implemented with standard convolution and winograd convolution under different bit error rate. The experiment result is shown in Figure 2. It can be observed that neural network implemented with winograd convolution generally shows significant higher accuracy compared to that implemented with standard convolution. The accuracy improvement of winograd convolution relative to standard convolution as shown in dotted line in this figure reveals that the improvement can be up to 35% and it holds true despite the network architectures, data width, and bit error rate. Nevertheless, the benefits can vary. For instance, models quantized with int16 are more vulnerable than that with int8 because bit flip for int16 can cause larger data variation on average. The network architectures also lead to dramatic difference. DenseNet and ResNet on top of the same dataset exhibit distinct accuracy improvement using winograd convolution. DenseNet shows rather sharp model accuracy improvement while ResNet shows more smooth model accuracy improvement. Hence, more fine-grained fault analysis is required to understand the fault tolerance of winograd DNNs comprehensively.

3.2.3 Layer-wise Fault Tolerance Evaluation. To gain insight of the fault tolerance of winograd DNNs, we conduct layer-wise fault analysis of the neural networks with both winograd convolution and standard convolution, which is also an important basis for selective model protection. To characterize a layer fault tolerance of neural networks, we take VGG19 on CIFAR-100 as an example and conduct fault simulation of two different configurations. In
one configuration, we have random bit errors injected to operations of the entire neural network. On the other configuration, we have random bit errors injected to operations of the entire neural networks except the layer under evaluation. The model accuracy obtained with the first fault simulation is denoted as baseline. The model accuracy difference of that obtained with the second fault simulation relative to the baseline represents the fault sensitivity of the layer under evaluation. Larger fault sensitivity indicates that higher model accuracy can be recovered from the baseline when the evaluated layer is fault-free. Hence, the corresponding layer is more critical to the fault tolerance of the entire neural network.

The layer-wise model accuracy of the entire neural network implemented with both standard convolution and winograd convolution can be obtained with the same fault simulation approach. They are denoted as ST-Conv-WG-Conv respectively while the baselines are denoted as ST-Conv-Base and WG-Conv-Base accordingly.

The experiment result is shown in Figure 3. It reveals that the centering layers of the neural network are more sensitive to the bit errors while the layers in the beginning and the end of the network are less sensitive. It is probably because of the difference in operation number involved in each layer, as the layer-wise model accuracy is roughly consistent with the number of multiplication operations involved in each layer according to Figure 3. Basically, the layers with more operations are likely to induce higher accuracy improvement when they are fault-free. In general, the layer-wise accuracy of the neural network implemented with winograd convolution is generally much higher than that implemented with standard convolution. The trend of the layer-wise accuracy is roughly consistent for neural networks implemented with both standard convolution and winograd convolution.

3.2.4 Operation Type Fault Tolerance Evaluation. As winograd greatly changes the number of multiplication and addition in neural networks, we also investigate the fault tolerance from the perspective of operation types. The evaluation metric is similar to that of layer-wise accuracy. Assume that the entire model is exposed to random bit errors, then the model accuracy when the multiplication operations are kept fault-free can be used to measure the sensitivity of the multiplication operations to bit errors. Higher accuracy indicates that these operations are more vulnerable and need to be protected with higher priority. Similarly, the sensitivity of operations in different neural networks under different bit error rate can be obtained. The experiment result is shown in Figure 4. Note that ST-Conv-Add and ST-Conv-Mul represent addition and multiplication in standard convolution respectively while WG-Conv-Add and WG-Conv-Mul represent addition and multiplication in winograd convolution accordingly. The experiment result shows that multiplication operations are more vulnerable than addition operations in all the different neural networks under various bit error rate.

This also holds true for both standard convolution and winograd convolution. In addition, we notice that the accuracy of WG-Conv-Add with more addition included is generally higher than that of ST-Conv-Add but it remains much less important to the accuracy of the entire neural network. In contrast, the accuracy of WG-Conv-Mul with much less multiplications is still comparable to that of ST-Conv-Mul, which reveals that winograd convolution is more cost-effective for protection.

4 EXPLORING WINOGRAD FAULT TOLERANCE

We already demonstrate significant fault tolerance improvement with winograd convolution and the internal difference in terms of layers and operation types in subsection 3.2. We further illustrate how the winograd convolution fault tolerance can be explored for more efficient fault tolerance and higher energy efficiency.

4.1 Using Winograd for Fault Tolerance

TMR is a key strategy to mitigate soft errors in silicon. Unlike prior layer-wise TMR [43], we propose a fine-grained heuristic TMR instead. The basic idea is to select the most vulnerable layer of a neural network with layer-wise vulnerability factor but protecting only a fraction of the operations in the layer rather than the entire layer. Note that the vulnerability factor of each layer is defined as the accuracy improvement when it is fault-free over when it is faulty. It can be obtained from the analysis in subsubsection 3.2.3. The operations to be selected is randomly chosen to ensure that the proposed TMR protection approach can be implemented efficiently on various computing engines. According to the analysis in subsubsection 3.2.4, multiplication operations are much more vulnerable. Thus, we have multiplication operations selected with higher priority. The TMR protection is performed iteratively and a fraction of the operations will be protected in each iteration until the design goal i.e. accuracy is fulfilled.
4.2 Using Winograd for Energy Efficiency

We can also utilize neural network fault tolerance in combination with voltage scaling of the underlying computing engines for more energy-efficient processing [9] [41] [34] [44]. Basically, neural network fault tolerance relaxes the requirement of absolute computing of neural networks and we can have the computing engines for neural network processing working at lower voltage as long as the lower voltage induced timing errors and computing result variations can be tolerated by the neural networks. We take a typical neural network accelerator proposed in [41] and VGG19 quantized with int16 for the experiment. The accelerator enables voltage scaling from 0.9V to 0.7V at 667MHz clock. The relationship between voltage and bit error rate as well as model accuracy is presented in Figure 6. Note that the voltage is constrained between 0.77V and 0.82V to highlight the major difference of interest in this experiment. We apply voltage scaling to three different implementations including standard convolution (ST-Conv), winograd convolution without being aware of the fault tolerance (WG-Conv-W/O-AFT), and winograd convolution with being aware of the fault tolerance (WG-Conv-W/AFT). Note that WG-Conv-W/O-AFT evaluates the vulnerability factor of each layer with standard convolution and utilizes the same TMR protection option with ST-Conv because it is not aware of the fault tolerance of winograd convolution. The major difference between WG-Conv-W/O-AFT and ST-Conv is that WG-Conv-W/O-AFT conducts the neural network processing and protection on top of winograd convolution while ST-Conv conducts on standard convolution. In contrast, WG-Conv-W/AFT conducts both the layer-wise vulnerability factor analysis and TMR on top of winograd convolution. VGG19 quantized with int16 on CIFAR-100 is used as the benchmark example and its original model accuracy is 72.6%. The bit error rate is set to be 3E-10. Since the TMR protection is essentially a design trade-off between TMR overhead and model accuracy. We set the model accuracy as the design goal and it ranges from 45% to 70% in this experiment. Then, we evaluate the TMR design overhead for the different design goals in this experiment. The TMR overhead is normalized to that of ST-Conv. The experiment result is presented in Figure 5. It can be observed that WG-Conv-W/O-AFT that greatly reduces the number of multiplication with winograd convolution achieves the same accuracy with much less TMR overhead. The benefit is mainly attributed to both the much less operations to be protected and part of the inherent fault tolerance of winograd convolution because of the lack of accurate layer vulnerability evaluation for the winograd convolution. In contrast, WG-Conv-W/AFT that fully explores the winograd convolution fault tolerance further reduces the TMR overhead by 27.49% on average.

4 CONCLUSION

This paper discovers and studies the fault tolerance of winograd convolution that has been generally overlooked comprehensively for the first time. With this evaluation, we further explore the use of winograd fault tolerance for hardware-efficient fault-tolerant design and energy-efficient neural network processing respectively. For the hardware-efficient fault tolerance, we propose a novel fine-grained TMR protection approach which protects the neural network processing with layer-wise vulnerability analysis yet operation-wise
TMR redundancy. The experiment reveals that winograd convolution fault tolerance can be utilized to reduce the TMR overhead by 61.21% and 27.49% on average compared to standard convolution and that without being aware of the winograd convolution fault tolerance respectively. For the energy-efficient neural network processing, we take advantage of the winograd convolution fault tolerance to enable more aggressive supply voltage scaling of a typical neural network accelerator. The experimental result demonstrates 42.89% and 7.19% energy reduction compared to standard convolution and that without being aware of winograd convolution fault tolerance respectively.
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