A possible time dependent generalization of the bipartite quantum marginal problem
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Abstract

In this work we study an inverse dynamical problem for a bipartite quantum system governed by the time local master equation: to find the class of generators which give rise to a certain time evolution with the constraint of fixed reduced states (marginals). The compatibility of such choice with a global unitary evolution is considered. For the non unitary case we propose a systematic method to reconstruct examples of master equations and address them to different physical scenarios.

I. Introduction

The preparation on demand of a microscopic system in a quantum state of interest is nowadays regarded as a reachable target in several experimental contexts, such as control of chemical reactions, selective population transfers and nuclear magnetic resonance [1]. Manipulating the dynamics of a microscopic system can be thought as the ability to control the dynamical evolution of a bipartite quantum system governed by the time local master equation: to find the class of generators which give rise to a certain time evolution with the constraint of fixed reduced states (marginals). The question posed is how to construct a protocol aimed at engineering the realization of a global physical scenario evolving in accordance with the constraints imposed on both the reduced quantum dynamics [2].

Mathematically speaking, in order to tackle such problem, one is reduced to the following question: to single out from a joint density matrix $\rho_{AB}(t)$ at least one possible generator of its time evolution, namely a superoperator $L_t$ such that:

$$\dot{\rho}_{AB}(t) = L_t[\rho_{AB}(t)]. \tag{1}$$

The structure of the generator $L_t$ then contains all the information about the system, whether it is isolated or interacting with an environment [9]. If we restrict ourselves to unitary dynamics only, we simply have that $L_t = -i[H_{AB}(t), \cdot ]$ so that our problem can be addressed to the construction of the class of self-adjoint bipartite Hamiltonians $H_{AB}(t)$ from a certain $\rho_{AB}(t)$ compatible with the assigned reduced density matrices $\rho_A(t)$ and $\rho_B(t)$. In ref. [10], a method of reconstruction of Hamiltonians from a given time evolution was provided by means of a stereographic parametrization of unitary operators. Such a method is based on the foliation of the space of states into non intersecting orbits [11].

Generalizing the inverse dynamical problem posed here for a dissipative evolution, i.e. for an open quantum system, implies many complications. Firstly, we have a much larger freedom due to the lack of knowledge about the total system and, most importantly, necessary and sufficient conditions on the superoperator $L_t$ of eq. (1) to be physically legitimate are generally not known [12]. Nevertheless, special classes of valid generators can be identified and their mathematical structure reflect important properties of the environment [13].

A second fundamental implication is given by the constraints on the global state evolution $\rho_{AB}(t)$ imposed by the knowledge of its reduced density matrices $\rho_A(t)$ and $\rho_B(t)$ or marginals. The search of such constraints shows a con-
connection with the Quantum Marginal Problem (QMP) which is of interest in several contexts, ranging from quantum chemistry to quantum information theory [13, 15, 16]. In our framework, they appear naturally as an aspect regarding kinematics providing thus a first time-dependent generalisation of the QMP. Moreover, assuming knowledge of a joint state \( \tilde{\rho}_{AB}(t) \) from the answer to the above problem, a subsequent dynamic QMP generalization can be formulated: to tailor the features of a physical system dynamically following the trajectory \( \tilde{\rho}_{AB}(t) \) from \( \tilde{\rho}_{AB}(t_0) \) and then satisfying:

\[
\rho_A(t) = \text{Tr}_B \tilde{\rho}_{AB}(t) \quad \rho_B(t) = \text{Tr}_A \tilde{\rho}_{AB}(t)
\]

at any time instant\(^{[1]}\). In this work we set the stage by analyzing such problems for the lowest dimensional case, i.e. those of two interacting qubits, showing how such apparently simple cases already present a remarkable physical and mathematical richness. The paper is organized as follows. In section [II], we recall the mathematical notation and the fundamental formalism of closed and open system quantum dynamics. In section [III] and [IV] we introduce instead the two classes of problems which can be thought as possible generalizations of the QMP to the time dependent domain. The method described in each section is applied to specific examples of physical interest.

II. Time evolution of quantum systems and local generators

Before formulating the problems let us provide a concise introduction to closed and open quantum dynamics. Firstly, the space of density matrices of a quantum system whose Hilbert space \( \mathcal{H} \) has dimension \( n \) can be identified with the convex positive definite subset of the affine linear space:

\[
S_n = i\mathfrak{su}(n) \oplus \left\{ \frac{1}{n} \right\} \mathbb{R}^n.
\]

where \( \mathfrak{su}(n) \) is the Lie algebra of the special unitary group \( SU(n) \), namely the space of skew-Hermitian matrices [10]. Any time evolution for a closed quantum system satisfies the Liouville-Von Neumann equation:

\[
\dot{\rho}(t) = -i [H(t), \rho(t)],
\]

where \([A, B] = AB - BA\) and the self-adjoint operator \( H(t) \) is the Hamiltonian. The evolution generated by a self-adjoint operator \( H(t) \) can always be represented by a unitary operator so that the solution eq. \((4)\) reads:

\[
\rho(t) = U_{t,t_0} \rho(t_0) U_{t,t_0}^\dagger.
\]

In a geometrical language, one says that the space of states of a quantum system is foliated by the action of the unitary group into a set of non-intersecting orbits labeled by the spectrum of \( \rho(t_0) \) [11]. Moreover, orbits are uniquely determined by a set of parameters called trace invariants [17]. This characterization is provided by the following preposition:

**Preposition 1:** A density matrix \( \rho(t) \) evolves unitarily if and only if:

\[
\text{Tr}[\rho^k(t)] = \text{Tr}[\rho^k(t_0)] = \text{const.}
\]

where \( 1 \leq k \leq n \).

**Proof** - If \( \rho(t) \) evolves unitarily, eq. \((6)\) holds because the trace operation is invariant under every similarity transformation. On the other hand, denoting with \( \lambda_i(t) \) the eigenvalues of \( \rho(t) \) and assuming all the matrix powers of \( \rho(t) \) constants in time, we have that the characteristic polynomial can be expanded in a power series with coefficients given by the elementary symmetric polynomials \( e_i \), functions of the roots \( \lambda_i(t) \) [18]:

\[
\prod_{i=1}^{n} [\lambda - \lambda_i(t)] = \sum_{k=0}^{n} (-1)^n e_{n-k} \lambda^k
\]

Each \( e_i \) appearing in the left side of eq. \((7)\) can be related through the Newton-Girard identities to the \( k \)-th power sum \( p_k \), thus:

\[
p_k \equiv \sum_{i=1}^{n} \lambda_i^k(t) = \text{Tr}(\rho(t)^k) = \text{const.}
\]

Therefore, the coefficients of the characteristic polynomial of \( \rho(t) \) are functions on the \( p_0 \) only which, by assumption, are constants and so do the eigenvalues \( \lambda_i(t) \).

Generally speaking, the evolution of a quantum system denoted with \( S \) coupled to an environment denoted with \( E \), is obtained performing the partial trace over a larger joint quantum state \( \rho_{SE}(t) \), namely:

\[
\rho(t) = \text{Tr}_E \left[ U_{t,t_0} \rho_{SE}(t_0) U_{t,t_0}^\dagger \right],
\]

where \( \rho_{SE}(t_0) \) is the initial joint state.

If we assume the two systems being in a product state at time \( t = t_0 \), i.e. \( \rho_{SE}(t_0) = \rho_S(t_0) \otimes \rho_E(t_0) \), eq. \((9)\) defines, at any time instant, a one parameter family of maps from the space of states of system \( S \) onto itself and can be represented as follows:

\[
\rho(t) = \Lambda_{t,t_0} \rho(t_0).
\]
Moreover, the map $\Lambda_{t,t_0}$ defined by this prescription satisfies always the property of being completely positive (CP) and trace preserving (TP) and therefore called CPTP or dynamical map \[^{19}\]. If the map is invertible at any $t$, the generator appearing in eq. \[^{1}\] is simply given by:

$$\mathcal{L}_t = \hat{\Lambda}_{t,t_0}\Lambda_{t,t_0}^{-1}, \quad (11)$$

or, equivalently, the dynamical equation for the map can be written in the time convolutionless form $\Lambda_t = \mathcal{L}_t \Lambda_t$. Such description gives rise to the so-called time local master equation. In the case when the generator is time independent, the map $\Lambda_t$ fulfills the semigroup property \[^{1}\] and we recover the result of Gorini, Kossakowski and Sudarshan \[^{20}\] and Lindblad \[^{21}\], namely that the generator of a quantum dynamical semigroup has the following form (GKSL):

$$\dot{\rho}(t) = -i[H,\rho(t)] + \sum_k \left( V_k \rho(t) V_k^\dagger - \frac{1}{2}(V_k^\dagger V_k,\rho(t)) \right), \quad (12)$$

where $V_k$ are operators in $\mathcal{H}$ and $[A,B] = AB - BA$.

Relaxing the assumption of a time independent generator leads to an uncharted territory. In other words, necessary and sufficient conditions on $\mathcal{L}_t$ guaranteeing that the corresponding dynamical map is CP are not known. To our knowledge, the only class of generators which was partially characterized corresponds to the time commutative case, i.e. $[\mathcal{L}_t,\mathcal{L}_{u}] = 0$ for any $t,u \geq 0$. \[^{12}\]. From the next section we start discussing the time dependent problems anticipated above based on the reduced state picture.

III. Time dependent marginals

We can now discuss our class of problems for two qubits $A$ and $B$. We distinguish between a time dependent QMP in a kinematic and dynamic sense but the two clearly originate from the following:

**Problem:** Given a bipartite system $A + B$, assign at will a couple of reduced evolutions of interest, $\rho_A(t)$ and $\rho_B(t)$. Characterize the features of the global time evolution $\rho_{AB}(t)$ that can be inferred from the knowledge of such constraints.

Suppose we are given two time dependent marginals, denoted with $\rho_A(t)$ and $\rho_B(t)$. We ask first whether it is possible in principle to obtain them from a certain joint state $\rho_{AB}(t)$, i.e a density matrix such that eq. \[^{2}\] holds at every time instant. The purpose of this section is then to classify all states $\rho_{AB}(t)$ with the assigned marginals and then single out in this class examples which can be dealt with as possible real physical scenarios. We choose the term Kinematic QMP to indicate what follows:

**Kinematic QMP:** Given at will two time dependent marginals $\rho_A(t)$ and $\rho_B(t)$, characterize the class of global states $\rho_{AB}(t)$ compatible with $\rho_A(t)$ and $\rho_B(t)$ for all $t$.

Let us start noticing that there exists at least one trivial answer of the above problem, namely the tensor product $\rho_{AB}(t) = \rho_A \otimes \rho_B(t)$. For all other cases, we adopt the decomposition of $\rho_{AB}(t)$ with respect to eq. \[^{3}\] that gives rise to the generalization of the well known Bloch vector parametrization when $n = 2$. In the case of two qubits, a generic element of $\mathcal{S}_{2 \times 2}$ reads as follows (we omit time dependence) \[^{22}\]:

$$\rho_{AB} = \frac{1}{4} \left( I_4 + \sum_{i=1}^{3} x_i \sigma^i_A \otimes I_B + \sum_{j=1}^{3} y_j \sigma^j_B \otimes I_A + \sum_{i,j=1}^{3} z_{ij} \sigma^i_A \otimes \sigma^j_B \right), \quad (13)$$

where the 15 real coefficients represent the coherence vector $\mathbf{r} = [x_i, y_i, z_{ij}]^T$ and $\sigma^i = [1,0,0], [0,1,0], [0,0,1]$. A joint density matrix $\rho_{AB}$ can thus be simply expressed exploiting the following suitable representation:

$$\rho_{AB} = \rho_A \otimes \rho_B + \Delta_{\text{corr}}. \quad (14)$$

Therefore, the class of $\rho_{AB}$ with fixed partial traces $\rho_A$ and $\rho_B$ is given by all 9 possible entries of the correlation tensor, namely:

$$\Delta_{\text{corr}} = \frac{1}{4} \sum_{i,j} \tilde{z}_{ij} \sigma^i_A \otimes \sigma^j_B, \quad (15)$$

where $\tilde{z}_{ij} = z_{ij} - x_i y_j$ and $\Delta_{\text{corr}}$ has vanishing partial traces, i.e. $\text{Tr}_A \Delta_{\text{corr}} = \text{Tr}_B \Delta_{\text{corr}} = 0$. Therefore, the answer to the kinematic QMP is given by all possible time dependent $\Delta_{\text{corr}}(t)$ such that the form \[^{14}\] is positive definite. The main difficulty concerning the above parametrization is that, in order to construct examples within such class, the conditions ensuring positive semi-definiteness at any time instant of $\rho_{AB}(t)$ can be unpractical for $n \geq 3$ \[^{17}, [23]\]. However, one can show that in this case $\Delta_{\text{corr}}$ can always be brought by two independent local transformations in the following form \[^{24}\]:

---

\[^{2}\] $\Lambda_t \Lambda_u = \Lambda_{t+u}$ for any $t_1,t_2 \geq 0$
The form of eq. (13) is the following:

\[ \Delta_{\text{cor}} = \frac{1}{4} \sum_i z_i \sigma_i^A \otimes \sigma_i^B = \]

\[
\begin{pmatrix}
  \tilde{z}_{33} & 0 & 0 & \tilde{z}_{11} - \tilde{z}_{22} \\
  0 & -\tilde{z}_{33} & \tilde{z}_{11} + \tilde{z}_{22} & 0 \\
  \tilde{z}_{11} + \tilde{z}_{22} & 0 & -\tilde{z}_{33} & 0 \\
  \tilde{z}_{11} - \tilde{z}_{22} & 0 & 0 & \tilde{z}_{33}
\end{pmatrix}
\]

(16)

We will use such restricted class to show whether it is possible or not to find a unitarily evolving \( \rho_{AB}(t) \) within the solution of a certain kinematic QMP, i.e., all compatible states. Indeed, if an attempt of constructing such \( \rho_{AB}(t) \) within this class fails, one can safely conclude that there are no other counterparts in the general class. For any other \( \rho_{AB}(t) \) of the form (13) there are general approaches to ensure \( \rho_{AB} \geq 0 \), e.g., inequalities based on Newton-Girard identities [23] or matrix factorization theorems [25].

In what follows we provide two of examples to show how fixed time dependent marginals imply constraints on the global time evolution. The next section is devoted to characterize possible physical scenarios from which the two marginals originate. We classify such an inverse problem as a dynamic quantum marginal problem, precisely defined in sec. [IV].

III.1. Example 1: global unitary evolution

Let us consider the following two simple marginals in diagonal form:

\[
\rho_A(t) = \frac{1}{16} \begin{pmatrix} 8 - \cos(Jt) & 0 & 0 & 8 + \cos(Jt) \\ 0 & 8 + \cos(Jt) & 0 \\ 0 & 0 & 8 - \cos(Jt) \end{pmatrix},
\]

(17)

\[
\rho_B(t) = \frac{1}{16} \begin{pmatrix} 8 + \cos(Jt) & 0 & 0 \\ 0 & 8 - \cos(Jt) & 0 \\ 0 & 0 & 8 + \cos(Jt) \end{pmatrix},
\]

where \( J > 0 \). It is easy to prove that the most general matrix form of eq. (13) is the following:

\[
\rho_{AB} = \rho_A \otimes \rho_B + \begin{pmatrix} \epsilon & \Delta_{12} & \Delta_{13} & \Delta_{14} \\ -\epsilon & \Delta_{23} & -\Delta_{13} & -\Delta_{14} \\ \epsilon & -\Delta_{12} & \epsilon & \epsilon \\ -\epsilon & \Delta_{23} & \Delta_{13} & \Delta_{14} \end{pmatrix},
\]

(18)

where we denoted for simplicity with \( \Delta_{12}, \Delta_{13}, \Delta_{14}, \Delta_{23} \) the off diagonal coherences resulting from eq. (13) and with \( \epsilon \) the real parameter in the populations of \( \rho_{AB} \). Once a legitimate value for \( \epsilon \) is chosen, a simple approach to ensure \( \rho_{AB} \geq 0 \) is the following, based on Cholesky factorization: we impose that \( \rho_{AB} \) in eq. (18) is factorizable in a certain matrix product i.e. \( \rho_{AB} = LL^\dagger \). In particular, \( L \)

must be a lower triangular matrix with non negative diagonal entries \( \Delta_{ii} \). Such entries can be calculated as functions of \( \Delta_{12}, \Delta_{13}, \Delta_{14}, \Delta_{23} \) and imposing \( \Delta_{ii} > 0 \) yields necessary and sufficient conditions for \( \rho_{AB} \geq 0 \). Therefore, the class of states singled out here provides the complete answer to this kinematic QMP.

In what follows we show how to achieve a unitarily evolving solution choosing the following matrix structure:

\[
\rho_{AB}(t) = \rho_A(t) \otimes \rho_B(t) + \begin{pmatrix} \epsilon(t) & \cdots & \cdots & \cdots \\ \cdots & -\epsilon(t) & \Delta_{23}(t) & \cdots \\ \cdots & \cdots & -\epsilon(t) & \cdots \\ \cdots & \cdots & \cdots & \epsilon(t) \end{pmatrix},
\]

(19)

with only one coherence \( \Delta_{23}(t) \neq 0 \). It is easy to see that imposing \( \epsilon(t) = \frac{1}{256} \cos^2(Jt) \), each diagonal element of eq. (19) is positive and the positive semidefiniteness condition for \( \Delta_{23}(t) \) becomes:

\[
|\Delta_{23}(t)|^2 \leq \frac{1}{256} (16 - \cos^2(Jt)).
\]

(20)

According to eq. (19), a unitarily evolving \( \rho_{AB}(t) \) would require the following trace invariants:

\[
\text{Tr}[\rho^2(t)] - \frac{1}{4} = 2|\Delta_{23}(t)|^2 + \frac{1 + \cos(2Jt)}{256} = c_1,
\]

\[
\text{Tr}[\rho^3(t)] - \frac{1}{16} = \frac{3}{2}|\Delta_{23}(t)|^2 + \frac{3 \cos^2(Jt)}{512} = c_2.
\]

(21)

where \( c_1 \) and \( c_2 \) are two constants. Solving eq. (21) for \( |\Delta_{23}(t)|^2 \) we get the following relation:

\[
c_1 - \frac{2}{3}c_2 = \cos(2Jt) - 2 \cos^2(Jt) = -1.
\]

(22)

Thus, since the LHS is time independent, it is possible to achieve a unitarily evolving \( \rho_{AB}(t) \) with only \( \Delta_{23}(t) \neq 0 \). For example, choosing \( c_1 = \frac{1}{128} \) we get:

\[
|\Delta_{23}(t)|^2 = \frac{\sin^2(Jt)}{256}
\]

(23)

so that we can choose \( \Delta_{23} = -\frac{i \sin(Jt)}{16} \), obtaining finally the following mixed and unitarily evolving density matrix:

\[
\rho_{AB}(t) = \begin{pmatrix}
  \frac{1}{4} & \frac{1}{16} \cos(Jt) & 0 & \frac{1}{16} i \sin(Jt) \\
  \frac{1}{16} \cos(Jt) & \frac{1}{16} & \frac{1}{16} \cos(Jt) & \frac{1}{16} i \sin(Jt) \\
  0 & \frac{1}{16} i \sin(Jt) & \frac{1}{16} & \frac{1}{16} \cos(Jt) \\
  \frac{1}{16} i \sin(Jt) & \frac{1}{16} \cos(Jt) & \frac{1}{16} i \sin(Jt) & \frac{1}{4}
\end{pmatrix}
\]

(24)

In sec. [IV] we show how to apply our procedure of reconstruction of a bipartite Hamiltonian of the composed system to this particular example.
III.2. Example 2: global non-unitary evolution

We show here that for an arbitrary choice of marginals a unitarily evolving joint state \( \rho_{AB}(t) \) could not exist and thus our two-qubits system has to be open. In order to illustrate that, let us consider the following marginals:

\[
\rho_A(t) = \frac{1}{2} \begin{pmatrix}
1 & \cos(2\omega t) \\
\cos(2\omega t) & 1
\end{pmatrix},
\]

\[
\rho_B(t) = \frac{1}{2} \begin{pmatrix}
1 & \sin(2\omega t) \\
\sin(2\omega t) & 1
\end{pmatrix},
\]

where \( \omega > 0 \). Again, the eigenbasis is time independent but the same is not true for the eigenvalues:

\[
\text{spec}_A(t) = \{\alpha_1(t), \alpha_2(t)\} = \left\{ \frac{1 - \cos(2\omega t)}{2}, \frac{1 + \cos(2\omega t)}{2} \right\}
\]

\[
\text{spec}_B(t) = \{\beta_1(t), \beta_2(t)\} = \left\{ \frac{1 - \sin(2\omega t)}{2}, \frac{1 + \sin(2\omega t)}{2} \right\},
\]

where \( \text{spec}_A(t) \) indicates the spectrum of \( \rho_A(t) \). Thus, the two marginals are not isospectral (except in a countable set of times) and this leads us to conclude that a pure joint \( \rho_{AB}(t) \) does not exist since, from the Schmidt decomposition, any pure state \( |\Psi_{AB}(t)\rangle \) has isospectral marginals. Moreover, they are not even compatible with a unitarily evolving \( \rho_{AB}(t) \). Indeed, denoting the two non-vanishing coherences with \( \Delta_{14}(t) \) and \( \Delta_{23}(t) \), we choose:

\[
\rho_{AB}(t) = \begin{pmatrix}
\rho_{11}(t) & \cdots & \rho_{14}(t) \\
\vdots & \ddots & \vdots \\
\rho_{41}(t) & \cdots & \rho_{44}(t)
\end{pmatrix}.
\]

in the eigenbasis of the marginals. Necessary and sufficient conditions to achieve a unitarily evolving joint state \( \rho_{AB}(t) \) equivalent to eq. [6] are the following\(^4\):

\[
\begin{align*}
\rho_{11}(t) + \rho_{44}(t) &= c \in [0, 1] \\
\rho_{11}(t)\rho_{44}(t) - |\Delta_{14}(t)|^2 &= d_1 \geq 0 \\
\rho_{22}(t)\rho_{33}(t) - |\Delta_{23}(t)|^2 &= d_2 \geq 0.
\end{align*}
\]

Recalling that \( \rho_{11}(t) = \alpha_1(t)\beta_1(t) + \epsilon(t) \) and \( \rho_{44}(t) = \alpha_2(t)\beta_2(t) + \epsilon(t) \), one must have:

\[
2\epsilon(t) = c - (\alpha_1(t)\beta_1(t) + \alpha_2(t)\beta_2(t)).
\]

On the other hand, the real number \( 0 \leq c \leq 1 \) must be such that the corresponding \( \epsilon(t) \) keeps the populations of \( \rho_{AB}(t) \) non-negative. It is easy to demonstrate that such condition on \( c \) can be re-arranged in the following form:

\[
\begin{align*}
\max |\alpha_1(t)\beta_1(t) - \alpha_2(t)\beta_2(t)| &\leq c \\
\min [1 - |\alpha_1(t)\beta_2(t) - \alpha_2(t)\beta_1(t)|] &\geq c,
\end{align*}
\]

For the present example, such constant does not exist, since:

\[
\begin{align*}
\max |\alpha_1(t)\beta_1(t) - \alpha_2(t)\beta_2(t)| &= \frac{1}{\sqrt{2}} \\
\min [1 - |\alpha_1(t)\beta_2(t) - \alpha_2(t)\beta_1(t)|] &= 1 - \frac{1}{\sqrt{2}}.
\end{align*}
\]

Therefore, we see in already simple cases that choosing time dependent correlations which ensure both positivity of the joint state \( \rho_{AB}(t) \) and unitarity of its time evolution could lead to contradictions. As a general procedure one has to intersect constraints for positivity with those given by trace invariants of \( \rho_{AB}^k(t), k = 2, 3 \) in our two qubit case, with respect to the Bloch representation, one can derive the following two conditions:

\[
I_1 = \frac{1}{4} \left[ \text{Tr}(\rho_{AB}^2(t)) - \frac{1}{4} \right] = |x(t)|^2 + |y(t)|^2 + \sum_{i=1}^{3} z_i^2(t) = \text{const.}
\]

\[
I_2 = \frac{1}{8} \left[ \frac{3}{2} \left[ \text{Tr}(\rho_{AB}^3(t)) - \frac{1}{16} \right] - I_1 \right] = \sum_{i=1}^{3} [x_i(t)y_i(t)z_i(t)] - z_{11}(t)z_{22}(t)z_{33}(t) = \text{const.}
\]

Note that \( |x(t)|^2 = x_1^2(t) + x_2^2(t) + x_3^2(t) \), i.e. the square modulus of the Bloch vector of system A. For an arbitrary choice of marginals, i.e. the two Bloch vectors \( x(t) \) and \( y(t) \), such an intersection may not exist.

IV. Dynamic Quantum Marginal Problem

This last section focuses on our second class of time dependent marginal problems, namely the dynamic QMP. Recalling the definition given above, the general target of a kinematic QMP is to parametrize the class of all states \( \rho_{AB}(t) \) whose time evolution realizes two marginals of interest. A dynamic counterpart of such problem can be stated as follows:

\textbf{Dynamic QMP: Given a joint state } \rho_{AB}(t) \text{ such that the partial traces reproduce the two given marginals } \rho_A(t) \text{ and } \rho_B(t), \text{ characterize the class of time evolution generators.}
Firstly, we discuss the case of unitarily evolving states. As said before, the problem of characterizing the physical scenario of the two qubits amounts essentially at the construction of a bipartite Hamiltonian $H_{AB}(t)$ which, from the initial state $\rho_{AB}(t_0)$, generates the desired evolution with the fixed time dependent marginals. Finally, we provide also a particular protocol for constructing the form of a possible Master Equation for the case of dissipative evolution.

IV.1. Unitary evolution: stereographic parametrization

Each unitary time evolution is realized within an orbit, namely the set of all states obtained by eq. (38) when the evolution operator $U_{t,t_0}$ runs the group $SU(n)$. The diagonal form of $\rho(t_0) = \Gamma$ identifies the orbit where $\rho(t)$ lies. For arbitrary system size, different $\rho(t_0)$ lead to orbits of different dimensions. In particular, one has dimension $n(n-1)$ when $\Gamma = \text{diag}(\gamma_1, \ldots, \gamma_n)$, $\gamma_i \in [0,1]$. Degenerate orbits are obtained when some $\gamma_i$ are equal. In the case when all $\gamma_i$ are equal but one (pure states), we have an orbit of dimension $2(n-1)$ [10]. Our target is then to achieve a parametrization of an evolution matrix $\hat{u} \in SU(n)$, such that:

$$\rho(t) = \hat{u} \Gamma \hat{u}^\dagger. \quad (33)$$

From group theory, each element of $SU(n)$ can be decomposed according the Gauss and Iwasawa decompositions for its complexified group $SL(n, \mathbb{C})$ [26]. Indeed, defining an orbit as a coset space, in case of $SU(n)$, we have from Gauss decomposition that such space is parametrized by the subgroup of $SL(n, \mathbb{C})$ of complex lower triangular matrices, that we denote with $Z$. On the other hand, from Iwasawa decomposition we get that each $\hat{z}$ of $Z$ can be written in terms of a $\hat{u} \in SU(n)$ as:

$$\hat{z} = \hat{u} \hat{a} \hat{r}, \quad (34)$$

where $\hat{a}$ is an element of $A = \text{diag}(d_1, \ldots, d_n), \prod_k d_k = 1$, (abelian subgroup of $SL(n, \mathbb{C})$) and $\hat{r} \in R$ which is a group of lower triangular matrices. One thus simply relates the entries of $\hat{a}$ and $\hat{r}$ to $\hat{z}$ as follows:

$$\hat{a}^* \hat{z} = \hat{r}^* \hat{a}^2 \hat{r}. \quad (35)$$

Such an identification allows us to obtain a generic form of the operator $\hat{u}$ in terms of $\hat{z}$ which parametrize the orbit and are called canonical coordinates. Finally, the evolution operator $\hat{u}$ is calculated according to:

$$\hat{u} = \hat{z} \hat{r}^{-1} \hat{a}^{-1}. \quad (36)$$

As a remark, the above parametrization methods yields an expression realizing a trajectory starting from the zero point of the orbit, i.e. the point where all $\{z_i\}$ vanish. In order to obtain the actual evolution operator, we multiply the parametrized $\hat{u}$ by the time dependent unitary operator which shifts the state from $\Gamma$ to $\rho(t)$, namely:

$$\hat{U}_{t,t_0} = \hat{u} \hat{U}_{t} \hat{u}^\dagger. \quad (37)$$

Nevertheless, it is easy to check that the Hamiltonian generating such evolution does not depend on this feature. Indeed one has:

$$\hat{H}(t) = i \left( \frac{d}{dt} \hat{U}_{t,t_0} \right) \hat{U}^{-1}_{t,t_0} = i \left( \frac{d}{dt} \hat{u} \right) \hat{u}^{-1}. \quad (38)$$

For the two-qubit case, eq. (38) admits an additive expansion in the basis of Hermitian operators in $\mathcal{H}_A \otimes \mathcal{H}_B$:

$$H_{AB}(t) = \sum_{\alpha,\beta=0}^3 h_{\alpha\beta}(t) (\sigma_\alpha^A \otimes \sigma_\beta^B), \quad (39)$$

where $\sigma_0 = I$ and $h_{\alpha\beta}(t) = \text{Tr}(H_{AB}(t) \sigma_\alpha^A \otimes \sigma_\beta^B)$. Therefore, eq. (39) generally contains a local term, i.e.

$$H_A(t) \otimes H_B(t) = \sum_{\alpha=1}^3 h_{0\alpha}(t) (\sigma_\alpha^A \otimes I_B) + \sum_{\beta=1}^3 h_{0\beta}(t) (I_A \otimes \sigma_\beta^B), \quad (40)$$

plus a remaining part $H_{AB} - H_A \otimes H_B$ can be defined as the interaction term $H_I$. Therefore, for the case of global unitary evolution, a full reconstructed Hamiltonian in the form of eq. (39) completes the picture and the stereographic parametrization method provides the answer to any dynamical QMP for a unitarily evolving $\rho_{AB}(t)$. Let us apply such method to the example constructed in eq. (24), namely:

$$\rho_{AB}(t) = \begin{pmatrix}
\frac{1}{4} & \cdot & \cdot \\
\cdot & \frac{1}{16} (cos(Jt) + 4) & \cdot \\
\cdot & \cdot & \frac{1}{16} (4 - cos(Jt))
\end{pmatrix}. \quad (41)$$

Due to the particular form of $\rho_{AB}$, the corresponding orbit exhibit a degeneracy which, with the stereographic parametrization, leads to the following simple form of evolution operator:

$$\hat{U}_t = \begin{pmatrix}
1 & \cdot & \cdot \\
\frac{1}{\sqrt{1+|z|^2}} & \cdot & \frac{-z(t)}{1+|z|^2} \\
\frac{\bar{z}(t)}{\sqrt{1+|z|^2}} & \cdot & \frac{1}{1+|z|^2}
\end{pmatrix}. \quad (42)$$

Solving the following equation for $z(t)$:

$$\rho_{AB}(t) = \hat{U} \rho_{AB}(0) \hat{U}^\dagger, \quad (43)$$

"Namely the special linear group of complex matrices with determinant equal to 1"
we obtain:

\[
\hat{U}_t = \begin{pmatrix}
1 & \frac{1}{\sqrt{1 + \tan^2(\frac{\pi}{4})}} & -\frac{it\tan(\frac{\pi}{4})}{\sqrt{1 + \tan^2(\frac{\pi}{4})}} \\
\frac{1}{\sqrt{1 + \tan^2(\frac{\pi}{4})}} & 1 & 0 \\
-\frac{it\tan(\frac{\pi}{4})}{\sqrt{1 + \tan^2(\frac{\pi}{4})}} & 0 & 1
\end{pmatrix}.
\] (44)

The bipartite Hamiltonian \(H_{AB}\) in this case is time independent and reads:

\[
H_{AB} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & -\frac{1}{2} & 0 \\
0 & -\frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix},
\] (45)

which is equivalent to the following one:

\[
H_{AB} = -\frac{J}{4} (\sigma_A^1 \otimes \sigma_B^1 + \sigma_A^2 \otimes \sigma_B^2).
\] (46)

In the following section we show how to extend the applicability of the stereographic parametrization method to the more general case of dissipative evolution.

IV.2. Dissipative evolution: reconstruction of a master equation

Suppose that we are given a density matrix \(\rho_{AB}(t)\) for our bipartite system \(S = A + B\), undergoing non unitary evolution. We aim at reconstructing examples of master equations from and compatible with \(\rho_{AB}(t)\). Such dissipative evolution stems from the fact that our two-qubits are interacting with another quantum system \(E\). We denote the interaction term in the Hamiltonian by \(H_{SE}(t)\). As stated in sec. II, the open-system nature of time evolution reflect itself in the presence of an additional term called dissipator \(\mathcal{D}_t\) in the dynamical equation for \(\rho_{AB}(t)\):

\[
\dot{\rho}_{AB}(t) = -i[H_{AB}(t), \rho_{AB}(t)] + \mathcal{D}_t \rho_{AB}(t),
\] (47)

where, in general, \(\mathcal{D}_t \rho_{AB}(t) = -i\text{Tr}_E [[H_{SE}, \rho_{SE}(t)]]\).

The approach to time evolution generators that we consider in this paper is a time convolutionless one, namely \([11]\):

\[
\dot{\rho}_{AB}(t) = \mathcal{L}_t \rho_{AB}(t)
\] (48)
or, in a formal relation for dynamical maps: \(\dot{\Lambda}_t = \mathcal{L}_t \Lambda_t\), where \(\Lambda_t\) denotes differentiation of the map \(\Lambda_t\) with respect to \(t\). An important problem in open quantum system theory is to point out physical conditions implying the divisibility of \(\Lambda_t\), namely that for any \(0 \leq t_1 \leq t_2\) we have \([27]\):

\[
\Lambda_{t_2} = V_{t_2, t_1} \Lambda_{t_1}.
\] (49)

In particular, when the propagator of the dynamics \(V_{t_2, t_1}\) is also a CP-map, the whole dynamics is said CP-divisible or Markovian since it can be considered as a quantum generalization of the equation for a classical Markovian stochastic process \([12]\). Measures of the deviation of a quantum process from Markovianity were also proposed, based on the information flow between an open system and the environment \([27], [28]\). According to the above definition, the divisibility feature of a map is fully characterized in terms of the generator of the master equation. Indeed, the following general theorem holds \([19]\):

**Theorem:** A dynamical map \(\Lambda_t\) is CP-divisible (Markovian) if and only if the corresponding generator is GSKL at all times \(t\), namely:

\[
\dot{\rho}(t) = -i[H(t), \rho(t)] + \sum_k (V_k(t)\rho(t)V_k(t)\dagger - \frac{1}{2}(V_k(t)\dagger V_k(t), \rho(t))).
\] (50)

The first commutator term in eq. (50) can be identified by means of the above parametrization of unitary operators. Indeed, instead of the form \([33]\) with time dependent eigenvalues, the scheme of reconstruction is applied to the following:

\[
\rho_{AB}(t) = \hat{u}_0 \Gamma(t) \hat{u}_0^\dagger,
\] (51)

where \(\Gamma(t)\) denotes the fact that the eigenvalues are not constants any more. Once we get the corresponding Hamiltonian \(H_{AB}\), we are left with the following identity:

\[
\rho_{AB}(t) + i[H_{AB}, \rho_{SE}(t)] = \mathcal{D}_t \rho_{AB}(t).
\] (52)

Given a legitimate two qubit time evolution \(\rho_{AB}(t)\) in the form \([15]\), the scheme of reconstruction relies on the representation of the dissipator as a generic affine transformation of the coherence vector \(\nu(t)\):

\[
\dot{\nu}(t) = H(t)\nu(t) = D(t)\nu(t) + I(t),
\] (53)

where \(H(t)\) represents the action of the Hamiltonian term \(H_{AB}(t)\) on the coherence vector. Moreover, \(D(t)\) is a real \(n^2 - 1 = 15\) dimensional square matrix whose entries are given by \(D_{ij}(t) = \text{Tr}(\lambda_i \Lambda_t [\hat{l}_j])\) and \(I(t) = \text{Tr}(\lambda_i \Lambda_t [\hat{l}_n])\), where \(\{\hat{l}_n\}\) denote the 15 generators in eq. \([13]\). Eq. (53) can be represented in matrix form as follows:

\[
\begin{pmatrix}
1 \\
\dot{\nu}(t) - H(t)\nu(t)
\end{pmatrix} = \begin{pmatrix}
1 & \frac{1}{I(t)} \hat{D}^T \\
\hat{D}(t)
\end{pmatrix} \begin{pmatrix}
1 \\
\nu(t)
\end{pmatrix}.
\] (54)

Finally, the inverse problem of reconstructing the corresponds simply to the parametrization of all possible \(I(t)\) and

\[
\mathcal{L}_t \rho_{AB}(t).
\] (48)
where, the matrix $K$ such that eq. (54) is satisfied for a given $r(t)$. For arbitrary dimensions, this amounts to solving an undetermined system of $n^2 - 1$ equations with $n^2(n^2 - 1)$ unknowns. Thus, to fully characterize the dynamical map one needs the knowledge of at least $n^2$ time evolutions for $\rho_{AB}(t)$ [30]. The entire class of generators is in principle given by all possible $D(t)$, whose total superoperator $L_\rho$ generates a CP evolution. Solving the dynamic QMP problem in full generality for only one dissipative evolution is clearly out of reach. However, let us show such difficulty by constructing at least one form of master equation from $\rho_{AB}(t)$.

We limit the complexity by reducing the number of free parameters. A first attempt is to restrict only to unitary quantum processes, i.e. those having the maximally mixed state $\rho_{AB} = \frac{1}{n+1}$ as a fixed point. This implies $|t| = 0$. Furthermore, we choose a symmetric form of $D(t)$ since any antisymmetric part of $D(t)$ would represent a further contribution to unitary dynamics. To understand this let us consider the lowest dimensional case, i.e. a single qubit. Let us substitute the corresponding expansion for $\rho_{S}(t)$ and $H_{S}(t)$ in terms of Pauli matrices $\sigma_i$ into the left side of eq.(52), obtaining then:

$$i[H_{S},\rho_{S}(t)] = \frac{i}{2} \sum_{i,j=1}^{3} h_{ij}^{S}(t) r_{ij}(t) [\sigma_i,\sigma_j].$$  \hspace{1cm} (55)

Recalling that $[\sigma_i,\sigma_j] = 2i\epsilon_{ijk} \sigma_k$, where $\epsilon_{ijk}$ is the totally antisymmetric tensor, it is easy to show that the LHS of eq. (55) can be cast in the following matrix form:

$$2 \begin{pmatrix} 0 & -h_{12}^{S}(t) & h_{13}^{S}(t) \\ h_{21}^{S}(t) & 0 & -h_{23}^{S}(t) \\ -h_{31}^{S}(t) & h_{32}^{S}(t) & 0 \end{pmatrix} \begin{pmatrix} r_{1}(t) \\ r_{2}(t) \\ r_{3}(t) \end{pmatrix}.$$  \hspace{1cm} (56)

Thus, we recognize the skew-symmetry of the matrix representing the commutator term $i[H_{S},\rho_{S}(t)]$ acting on the Bloch vector of $\rho_{S}(t)$. Analogously, one recovers the skew-symmetry in the two-qubit case.

Finally, we are left with the problem of finding at least one symmetric form of $D(t)$ satisfying eq. (53) to which correspond terms of the following GKSL representation:

$$i[H_{S},\rho_{S}(t)] = \frac{i}{2} \sum_{i,j=1}^{n-1} K_{ij}(t) \left( L^j S - \frac{1}{2} L^j L^j S \right).$$  \hspace{1cm} (57)

where the matrix $K(t) = [K_{ij}(t)]$, called Kossakowski matrix, is Hermitian and the theorem above holds if and only if $K(t)$ is positive semidefinite at all $t \geq 0$ [9]. Let us show how the entire method is applied with one example. Suppose, after going through a certain kinematic QMP, that we want to construct a time-local generator of two qubits whose time evolution is given as follows:

$$\rho_{AB}(t) = \begin{pmatrix} \frac{1}{2} \beta_{+(t)} \cos^2 \left(\frac{3\gamma}{4}\right) & 0 & 0 & -\frac{1}{2} \beta_{+(t)} \sin \left(\frac{3\gamma}{4}\right) \\ 0 & 0 & 0 & 0 \\ 0 & 0 & \frac{1}{2} \beta_{-(t)} \sin \left(\frac{3\gamma}{4}\right) & 0 \\ 0 & 0 & 0 & \frac{1}{2} \beta_{+(t)} \sin^2 \left(\frac{3\gamma}{4}\right) \end{pmatrix}.$$  \hspace{1cm} (58)

where $\beta_{\pm}(t) = (1 \pm e^{-\gamma t})$. This yields the two following marginals:

$$\rho_A(t) = \frac{1}{2} \begin{pmatrix} \beta_{+(t)} \cos^2 \left(\frac{3\gamma}{4}\right) + \beta_{-(t)} & 0 \\ 0 & \beta_{+(t)} \sin^2 \left(\frac{3\gamma}{4}\right) \end{pmatrix}.$$  \hspace{1cm} (59)

$$\rho_B(t) = \frac{1}{2} \begin{pmatrix} \beta_{+(t)} \cos^2 \left(\frac{3\gamma}{4}\right) & 0 \\ 0 & \beta_{-(t)} \sin^2 \left(\frac{3\gamma}{4}\right) + \beta_{-(t)} \end{pmatrix}.$$  \hspace{1cm} (60)

which have purities $P(t) = \text{Tr}[\rho^2(t)]$ evolving as in fig. 1.

Theorem for the analysis of quantum correlations developed by the systems $A$ and $B$. This can be seen analyzing the entanglement as measured by the so-called negativity, based on the Peres-Horodecki criterion: a two-qubit state $\rho_{AB}$ is entangled if the partially

Figure 1: Parity of marginals $A$ and $B$ for $J = 2, \gamma = 0.2$
After a straightforward derivation, the corresponding problem of eq. (54) can be derived by computing the components of the coherence vector \( \mathbf{r}(t) \). Note that possible matrix forms of \( D(t) \) can be guessed much more easily from the diagonal form \( \Gamma_{AB}(t) \) of \( \rho_{AB}(t) \), namely:

\[
-\gamma \begin{pmatrix}
0 & e^{-\gamma t} \\
e^{-\gamma t} & 1
\end{pmatrix} = D'(t) \begin{pmatrix}
1 & e^{-\gamma t} \\
e^{-\gamma t} & 1
\end{pmatrix},
\]

where we have simply reduced the dimension of the problem by taking into account only the non vanishing components of \( \mathbf{r}(t) \), i.e. \( r_3 = 1, \ r_{12}(t) = r_{15}(t) = e^{-\gamma t} \). The resulting map described by \( D'(t) \) has to be unitarily transformed according to the following identity:

\[
\hat{\rho}_{AB}(t) + i[H_{AB}, \hat{\rho}_{AB}(t)] = \hat{U}_t^\dagger \hat{D}'_t \Gamma_{AB}(t) \hat{U}_t.
\]

As an example, one would be tempted to choose the following form of \( D'(t) \)

\[
D' = \text{diag} \left\{0, -\gamma, -\gamma\right\}.
\]

However, such choice does not correspond to a CP dynamical map \( \Lambda_t \). Indeed, for the special case of diagonal elements in \( D' \) the CP conditions are easy to derive since the diagonal elements \( K_{ij} \) of the Kossakowski matrix are uniquely determined as functions of \( D'_{ij}, j = 1, \ldots, 15 \). In particular, one has that \( D' \) generates a CP map if and only if \( K_{ij} \geq 0 \). For the choice in eq. (67) one obtains the following Kossakowski matrix:

\[
K = \text{diag} \left\{0,0,-\gamma,0,0\right\}.
\]

so that the presence of negative eigenvalues indicates that the above choice does not correspond to a physically legitimate scenario. One can also involve several other elements of \( D' \). For instance, by choosing \( D'_{ii} = 0, i = 1, \ldots, 7 \) and \( D'_{ij} = -\gamma, j = 8, \ldots, 15 \) one obtains:

\[
K = \text{diag} \left\{0,0,0,\gamma,0,0,0,0\right\}.
\]

This choice corresponds instead the following legitimate dissipator map:

\[
\hat{D}'_t[\rho] = \frac{\gamma}{2} \left[(\sigma_1 \otimes \mathbb{1}_2)\rho(\sigma_1 \otimes \mathbb{1}_2) - \rho\right].
\]

Finally, one applies the unitary rotation as in eq. (66). One can in principle consider also time dependent diagonal elements for \( D'(t) \) allowing then for non-divisible (non-Markovian) time evolution if such entries become negative. In such case, the CP conditions can be given in the following form:

\[^6\text{All other elements are also imposed equal to zero.}\]
Interestingly, the freedom provided by only one time evolution $\rho_{AB}(t)$ implies in principle possible legitimate generators of both Markovian and Non-Markovian dynamics. Such generators can be addressed to different physical scenarios meaning that the same $\rho_{AB}(t)$ can originate from a huge variety of contexts. This difficulty can be overtaken, for example by introducing other global time evolutions from different initial conditions $\rho_{AB}(t_0)$. Such case will be considered in further studies.

V. Conclusions

In this work, inspired by recent experimental progresses, we have addressed a control target in which two interacting subsystems have an assigned dynamics of interest, reducing it to the search of a global tailored time evolution generator. Such an investigation presents several problems even in simplest case of two qubits. The first step consists in the search of the class of joint density matrices compatible with such time dependent marginal constraint. The time dependent nature of the problem leads us to consider it as a kinematic generalization of the quantum marginal problem. A second time dependent quantum marginal problem arises instead naturally when we characterize a possible dynamical scenario generating a certain bipartite evolution from an initial condition on the joint state $\rho_{AB}(t_0)$. Our results can be regarded as an extension of the stereographic parametrization method to the case of interacting systems and non-unitary evolution. We hope that such a perspective could represent an interesting applicative platform in order to realize effective control protocols of experimental interest and to shed light on some still open problems, such as the necessary and sufficient conditions for the legitimacy of a Non-Markovian time evolution generator.
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