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Abstract. This paper addresses the problem of intellectual human herpes viruses recognition based on the analysis of their protein sequences. To compare proteins, we use a new dissimilarity measure based on finding an optimal sequence alignment. In the previous work, we proved that the proposed way of sequence comparison generates a measure that has properties of a metric. These properties allow for more convenient and effective use of the proposed measure in further analysis in contrast to the traditional similarity measure, such as Needleman-Wunch alignment. The results of herpes viruses recognition show, that the metric properties allow to improve the classification quality. In addition, in this paper, we adduce an updated computational scheme for the proposed metric, which allows to speed up the comparison of proteins.

1. Introduction

Human herpes viruses are pathogens that establish lytic and latent infections. These viruses usually are not life-threatening, but in some cases they might cause serious infections of eyes and brain that can lead to blindness and, possibly, death. An effective drug (acyclovir and its derivatives) is available against these viruses. Therefore, early detection and identification of these viral infections is highly important for an effective treatment [1,2].

In this work, we propose the way to recognize herpes viruses basing only on their protein sequences. It is evident that in this case the sequence comparison quality plays an important role for the resulting quality of recognition.

Traditionally, comparison of proteins consists in computing similarity measures based on finding an optimal pair-wise alignment [3–6]. But they don’t provide the possibility for using advantages of popular and effective linear methods initially designed for feature spaces, like SVM for the two-class pattern recognition problem [7].

Partially, the problem of harnessing linear methods in featureless situations can be solved by constructing special similarity measures called positive definite kernel functions [8–10], which embed a set of proteins into some hypothetical linear space and play the role of inner product in it [10]. But constructing mathematically correct and at the same time biologically motivated kernel functions is, as a rule, theoretically and computationally hard problem [10–12]. Besides, there are entire continuous classes of kernels, which are equivalent from the viewpoint of the final decision rule [13].

At the same time, obviously, it is not the feature vectors of entities in some linear space that are the actual basis of machine learning and data mining algorithms but rather the respective metric, i.e., pairwise distance between entities [14]. In this connection there is a natural desire to use comparison measures possessing metric properties, especially since a metric allows for embedding any set of...
proteins into a linear space, and apply linear methods in it in accordance with the generalized linear approach to dependence estimation [15].

However, the dependence-estimation methods effectiveness crucially depends on the choice of the metric between entities, which has to satisfy the compactness hypothesis [16,17]. This means that the values of the accepted metric between the proteins performing the same function in a living organism must be small and, respectively, they must be large for proteins that perform different functions.

We know a number of ways to introduce metrics on a set of sequences [14], but in the case of amino acid sequences none of them has satisfactory interpretation from the biological point of view. In this connection, it is unlikely that the compactness hypothesis would hold true in the respective metric space of proteins. This point has multiple confirmations in practice [18,19], which gave rise to an entire series of papers aimed at improving the initial metric via various algebraic constructions of different complexity rate (Metric Learning), [17–21], including constructing metrics on the basis of kernel functions (Metric Kernel Learning) and constructing secondary features or new metrics on the basis of some similarity measures. Also, a number of papers tries to involve structural and protein-protein interaction information [22,23]. However, in this paper our goal is to provide recognition of human herpes viruses via constructing appropriate metrics for protein sequences without involving any additional information.

In this paper, we describe a simple way of constructing a mathematically correct metric on proteins set. This method follows the traditional Needleman-Wunsch algorithm, it is based on finding a global optimal alignment of sequences, and leans upon the probabilistic model PAM (Point Accepted Mutation) [24] of single amino acids. But, at the same time, it differs from the traditional approaches in the optimization criterion and in the way of comparing amino acids. In the previous paper [26], we proved that the proposed comparison measure possesses the properties of a metric. These properties allow for more convenient and effective use of the initial comparison measure.

In this paper, we adduce an updated computational scheme for the proposed metric, which allows to speed up the process of protein comparison. It is essential for real data processing.

This paper contains a more detailed experimental study of the proposed metric. Our results have shown that the metric’s properties allow for improving the recognition quality of herpes viruses as distinct from the traditional Needleman-Wunsch procedure.

2. Comparison of protein sequences

2.1. A metric on the set of protein sequences

Let \( \Omega \) be the set of all protein sequences. In this work, we consider only the primary structures of proteins, thus, we consider sequences over the alphabet of 20 known amino acids \( A = \{\alpha_1^*, \ldots, \alpha_m^*\} \), \( m = 20 \).

Let also \( \omega' = (\alpha_1', \alpha_2', \ldots, \alpha_N') \in \Omega \) and \( \omega'' = (\alpha_1'', \alpha_2'', \ldots, \alpha_N'') \in \Omega \) be two sequences of lengths \( N' \) and \( N'' \) that contain amino acids \( \alpha_i', \alpha_j'' \in A \), \( i = 1, \ldots, N' \), \( j = 1, \ldots, N'' \).

It is evident that any protein sequences comparison should be based on the comparison of amino acids forming them. The main theoretical concept underlying the proposed amino acids comparison method is the well-known probabilistic model of amino acids evolution by Margaret Dayhoff, called PAM (Pointed Accepted Mutation) [24]. Its main instrument is the notion of the Markov chain of amino acids evolution at some single point of protein’s chain, which is represented by the matrix of transitional probabilities \( \Psi = \left( \psi_{ij}(\alpha_j' | \alpha_i') \right) \) of changing amino acid \( \alpha_i' \) into amino acid \( \alpha_j' \) at the next step of evolution. The index “1” in the brackets means that the initial one-step Markov chain is considered.

In accordance with the PAM model, it is supposed that this Markov chain is an ergodic and reversible random process, i.e., a process that possesses a final probability distribution
\[ \sum_{\alpha' \in \mathcal{A}} \xi(\alpha') \psi_{|\mathcal{A}|} (\alpha' | \alpha^j) = \xi(\alpha^j) \]

and satisfies the reversibility condition
\[ \xi(\alpha^i) \psi_{|\mathcal{A}|} (\alpha^i | \alpha^j) = \xi(\alpha^j) \psi_{|\mathcal{A}|} (\alpha^i | \alpha^j) \]

Let us consider the probabilistic process of evolution with a greater evolutionary step \( s > 1 \), i.e., a sparse Markov chain with the matrix of transitional probabilities \( \Psi_{|s|} = [\Psi_{|1|} \times \cdots \times \Psi_{|1|}]_s \). Previously we proved \([10]\) that, for any \( s \), similarity measures
\[ \kappa_s (\alpha^i, \alpha^j) = \frac{\psi_{|\mathcal{A}|} (\alpha^i | \alpha^j)}{\xi(\alpha^j)} \]

form nonnegative definite matrices of amino acids pairwise similarity. So, each of them is kernel function that embeds the set of amino acids \( \mathcal{A} \) into a respective hypothetical linear space \( \tilde{\mathcal{A}} \subset \mathcal{A} \) with Euclidean metric \([25]\)
\[ r(\alpha^i, \alpha^j) = \left( \kappa(\alpha^i, \alpha^j) + \kappa(\alpha^j, \alpha^i) - 2 \kappa(\alpha^i, \alpha^j) \right)^{1/2} \]  

(1)

This is the same metric we use here to compare amino acids. Hereafter, we shall omit lower index \( \rho(\alpha^i, \alpha^j), \kappa(\alpha^i, \alpha^j) \) assuming that the evolutionary step \( s > 1 \) is predefined.

Further, we define a metric on the amino acid sequences set on the basis of global pairwise sequence alignment \( \mathbf{w}(\omega', \omega'') \), which is understood as a way of sequence transformation by inserting gaps in some positions of aligned sequences for reducing them to a common length with preserving correspondences between their elements.

If the position \( w_i, i = 1, \ldots, |w| \), of an alignment \( \mathbf{w}(\omega', \omega'') \) of two sequences \( \omega' = (\alpha_1', \ldots, \alpha_{N'}') \in \Omega \) and \( \omega'' = (\alpha_1'', \ldots, \alpha_{N''}) \in \Omega \) does not contain a gap, it explicitly defines two aligned amino acids \( (\alpha^*, \alpha^*) \).

We define the comparison measure of any two sequences as the optimal value of the specific optimization criterion
\[ r(\omega', \omega'') = \min_{\mathbf{w}} \sqrt{\sum_{i=1}^{|w|} \left[ I(w_i) \beta^2 + (1 - I(w_i)) \rho^2 (\alpha^*, \alpha^*) \right]} \]

(2)

where \( I(w_i) = 1 \) if the \( i \)-th position of the alignment \( \mathbf{w} \) contains a gap and \( I(w_i) = 0 \) otherwise, and coefficient \( \beta \) in (2) has the meaning of gap penalty. In our previous work \([26]\) we proved that for any
\[ \beta \geq 0.5 \max_{\alpha^i, \alpha^j} \rho(\alpha^i, \alpha^j), \quad \forall \alpha \in \mathcal{A} \]

(3)

the comparison measure (2) possesses all the properties of a metric.

2.2. Dynamic programming procedure for computing the metric on the set of protein sequences

The criterion (2) falls into the class of pairwise separable goal functions. A minimum of such function can be found using dynamic programming procedure, which is similar to the Needleman-Wunsch procedure \([3]\) for finding the optimal global alignment of any two amino acid sequences, which maximizes their similarity.
The idea of this algorithm consists in recurrent computing of unknown dissimilarity values $F_{i,j}$ for growing fragments of two protein sequences $(\alpha'^1_1,\alpha'^1_2,\ldots,\alpha'^1_i)$ and $(\alpha''^1_1,\alpha''^1_2,\ldots,\alpha''^1_j)$ on the basis of dissimilarity values, which are assumed to be already computed:

$$F_{i,j} = \min \left\{ F_{i-1,j-1} + \rho^2(\alpha'^1_i,\alpha''^1_j); \quad F_{i-1,j} + \beta^2; \quad F_{i,j-1} + \beta^2, \quad i = 1,\ldots,N'; \quad j = 1,\ldots,N'' \right\} \quad (4)$$

The computation starts from the initialization:

$$F_{0,0} = 0; \quad F_{i,0} = i\beta^2, \quad i = 1,\ldots,N'; \quad F_{0,j} = j\beta^2, \quad j = 1,\ldots,N''$$

and is finished, when the end of sequences is met: $F_{N',N''}$.

It is convenient to represent such a computation process as a table of pairwise correspondences (figure 1).

![Figure 1: A table of pair-wise correspondences between elements of two sequences being compared: an illustration of the computation process (left) and a possible optimal alignment (right).](image)

The computation process consists in consecutive passing through all the cells of the table (figure 1, left), from the top left cell to the right bottom one, making recurrent computations of incomplete dissimilarity values $F_{i,j}$, choosing (and possibly saving) the direction of the optimal movement to the current cell (horizontal, vertical or diagonal), which are to be used later to find the optimal alignment (figure 1, right).

3. **Speeding-up the metric computation**

3.1. **Speeding-up the metric computation for two protein sequences**

It is evident that the computational complexity of the dynamic programming procedure described in the previous section is proportional to the product $N_0N_00$. So, the computing time is essentially increasing, when the lengths of sequences increase. As a result, there is the problem of applying the described algorithm to real data, which are usually represented by big sets of long protein sequences. This is a well-known problem, and there is a number of heuristic realizations of similar dynamic programming procedures for comparing biological sequences (such as BLAST, FASTA, and etc.) [27–29], that allow to obtain a fast but approximate solution to the dynamic programming problem.

To speed-up the comparison of protein sequences, we adapt here the approach that was proposed for comparing discrete signals with the purpose of speech recognition [30,31].

In accordance with this approach, we find the optimal alignment among only those alignments, which fully fall into a pruned subtable of pairwise alignments (figure 2).
The respective modified recurrent computation scheme can be expressed in the form

\begin{equation}
F_{i,j} = \min \left\{ F_{i-1,j-1} + \rho^2 (\alpha_i', \alpha_j'); \right. \\
F_{i-1,j} + \beta^2; \\
F_{i,j-1} + \beta^2, \\
\left. i = 1, \ldots, N'; j = j_{\text{start}}(i), \ldots, j_{\text{end}}(i), \right. \end{equation}

where \( j_{\text{start}}(i) = \max \left( 1, \left\lfloor \frac{N^* i - N^*}{t} \right\rfloor \right) \), \( j_{\text{end}}(i) = \min \left( N^*, \left\lfloor \frac{N^* i + N^*}{t} \right\rfloor \right) \).

It should be noticed that, in the strict sense, the proposed approach does not guarantee finding the optimal value of the criterion (2). But, at the same time, the strip width parameter \( t \) allows to control the number of alignments under consideration and, thus, to balance the accuracy and the speed of computation. Our experiments with real protein sequences of Herpes Viruses, described in Sect. 3 of this paper, have shown that the initial algorithm and its approximations with \( t = 1, \ldots, 1.5 \) have absolutely the same results for all the pairs of 1532 considered proteins, the lengths of which range from 36 to 1378 amino acids.

Filling up the pruned table is simple enough, which results in increasing the computation speed even for essentially different sequences, in contrast to a more intellectual approach that was proposed for signals [32].

### 3.2. Speeding-up the computation of a metric values matrix for proteins set

Let \( \Omega = \{ \omega_1, \ldots, \omega_K \} \) be some set of \( K \) protein sequences to be analyzed. It should be noticed, that for many problems of protein analysis including herpes virus recognition, it is needed to compute the entire metric values matrix for the given set of proteins. However, due to the metric’s symmetry, it is enough to compute the triangular matrix of metric values.

Moreover, it is easy to see that all the elements of such a matrix could be computed independently. Following the latter remark, we involve the technology of parallel computing OpenMP for further computation speeding-up. We have used a simple enough scheme of parallel computing, according to which for each row containing more than \( h \) elements, \( p \) threads have been created for parallel computing elements of the respective row.

### 4. Experiments

#### 4.1. Data description
For the experiments, we have used six sets of herpes virus amino acid sequences that perform functions specified in Table 1. These are the sets from the VIDA database (Virus Database at University College London) [33]. Proteins of each set have been partitioned into classes and homologous protein families on the basis of laboratory research of herpes viruses [2].

| Set (num. of proteins) | Function                                      | Class (num. of proteins) | Description                           | Homologous Protein Families (HPFs) |
|-----------------------|-----------------------------------------------|--------------------------|---------------------------------------|-----------------------------------|
| 1 (233)               | Membrane/ Glycoprotein                        | 1 (109)                  | Glycoprotein H                        | 12, 42, 531                       |
|                       |                                               | 2 (76)                   | Glycoprotein L                        | 47, 50, 114, 256                  |
|                       |                                               | 3 (48)                   | Glycoprotein M                        | 20                                |
| 2 (407)               | Nucleotide/ repair metabolism                 | 1 (256)                  | Thymidine kinase                      | 2, 27                             |
|                       |                                               | 2 (83)                   | Alkaline exonuclease                   | 11, 51                            |
|                       |                                               | 3 (37)                   | Ribonucleotide reductase              | 33                                |
|                       |                                               | 4 (31)                   | dUTPase                               | 43                                |
| 3 (262)               | Virion Assembly                               | 1 (54)                   | Transport/ capsid assembly protein     | 7                                 |
|                       |                                               | 2 (92)                   | DNA packaging protein                 | 18, 22                            |
|                       |                                               | 3 (77)                   | Cleavage/ packaging protein           | 34, 39                            |
|                       |                                               | 4 (20)                   | Packaging and capsid formation        | 79                                |
|                       |                                               | 5 (19)                   | DNA packaging and capsid formation    | 108                               |
| 4 (99)                | Enzyme                                        | 1 (89)                   | Protein kinase                        | 29, 40                            |
|                       |                                               | 2 (10)                   | Phospholipase-like protein            | 328, 329                          |
| 5 (144)               | DNA replication                               | 1 (52)                   | Origin binding protein                | 5, 152                            |
|                       |                                               | 2 (22)                   | DNA polymerase processivity factor    | 104, 1003                         |
|                       |                                               | 3 (48)                   | Helicase/ primase associated protein  | 16                                |
|                       |                                               | 4 (22)                   | Component of DNA helicase/ primase complex | 72                               |
| 6 (195)               | Virion protein                                | 1 (47)                   | Virion tegument protein               | 21                                |
|                       |                                               | 2 (28)                   | Tegument protein / FGARAT             | 44                                |
|                       |                                               | 3 (21)                   | Tegument phosphoprotein               | 65                                |
|                       |                                               | 4 (91)                   | Tegument protein                      | 83, 86, 87, 93                    |
|                       |                                               | 5 (29)                   | Virion protein                        | 62, 106                           |

Besides, for some experiments we used an additional set of 143 protein sequences, which are not herpes viruses. These proteins were randomly chosen from the data set collected by Lanckriet et al [34]. The resulting data set contains 1532 protein sequences of essentially different length in the range from 36 to 1378 amino acids.

4.2. Experimental investigation of metric computing efficiency

For experimental investigation of metric computing efficiency, we compared the initial dynamic programming procedure (section 2.2) and its approximation with different values of the width parameter t (section 2.3), where t = 1 corresponds to the initial full-width procedure. Additionally, each of these procedures was tested with 1, 2, and 4 threads on the personal computer of the following configuration: Intel Core i5-4210U CPU 1.70 GHz, 2 processor cores with the Hyper Threading, 6Gb RAM, 3Mb L3 cache.

The time for computing the whole matrix of the metric values for 1532 protein sequences was measured in minutes 5 times for each set of parameters. The average results are presented in Table 2.

It is evident that the speed increases when the value t is increasing. Nevertheless, we have found that the initial algorithm and its heuristic approximations with t = 1,...,1.5 showed absolutely the same results.
for all the pairs of 1532 proteins studied in the experiment. So, the proposed modifications of the computation scheme allow for decreasing the computation time from 82.01 to 28.74 minutes without accuracy loss (for \( t = 1.5 \) and \( p = 4 \) threads). The acceleration in this case is about 2.85. This result is good enough for the architecture with only 2 real processor cores.

### Table 2. Average time (in minutes) for computing the matrix of the metric for 1532 proteins for different computation schemes and parameters of the computation.

| Number of threads (\( p \)) | \( t = 1 \) | \( t = 1.2 \) | \( t = 1.5 \) | \( t = 2 \) |
|-----------------------------|------------|------------|------------|------------|
| \( p = 1 \)                | 82.01      | 74.64      | 65.57      | 53.44      |
| \( p = 2 \)                | 42.15      | 39.27      | 35.43      | 30.61      |
| \( p = 4 \)                | 34.61      | 31.23      | 28.74      | 23.29      |

### 4.3. Investigation of metric properties usability for Herpes Viruses recognition

#### 4.3.1. Constructing kernel functions on the basis of comparison measures

The experiment’s main purpose is to demonstrate that the presence of comparison measure metric properties allows to increase the recognition quality. So, for this purpose, we have compared two very similar comparison measures, each of them is based on the global optimal pair-wise alignment of sequences - the Needleman-Wunch (NW) alignment and the proposed metric. These two comparison measures have similar structures, but while the first is a similarity measure, the second one possesses the metric properties.

In our experiments, we used NW algorithm from the MATLAB bioinformatics toolbox with both PAM250 and BLOSSUM62 substitution matrixes for comparing single amino acids and with the gap penalties \( g = 12 \) for start and \( b = 1 \) for continuation of gaps series.

The metric on the set of amino acids was constructed in accordance with (1) on the basis of PAM model with the evolutionary step \( s = 250 \). The parameter \( \beta \) of the proposed metric was set to \( \beta = 0.0234 \) for all the experiments.

The proposed metric, as it turned out, is the Euclidean metric for the considered sets of proteins. This fact gave us the possibility to apply the radial kernel function \( K_{\text{tr}} = K_{\text{tr}} (\omega', \omega'') = \exp(-\alpha r^2(\omega', \omega'')) \) \([9,23]\). But it should be noticed, that, in general case, the proposed way of metric construction doesn’t guarantee the Euclidean property of the proposed metric and, thus, such transformation can lead to the presence of negative eigenvalues of the respective kernel matrix for proteins set. But the practice shows that the Euclidean property usually holds true.

Also we have constructed linear kernel functions in the space of the respective secondary features \( K_{\text{tr}} = R_{\text{tr}}^T R_{\text{tr}} \), where \( R_{\text{tr}} = \{ r(\omega_i, \omega_j) \}, i,j = 1, \ldots, 1532 \) is the matrix of metric values.

As to the NW similarity measure, the respective radial function was not used for it at all, because it is a similarity measure, and, moreover, it often yields negative values. So, any heuristic transformation of such similarity measure into a metric requires moving its values into the positive range. This fact requires having a full set of proteins at the training stage, but usually it is impossible in practice. In this connection, for the NW similarity measure we constructed linear kernel functions in the space of the respective secondary features \( K_{\text{SF}}^{\text{NW}} = S_{\text{SF}}^{\text{T}} S_{\text{NW}} \), where \( S_{\text{NW}} \) is a NW protein similarity matrix.

#### 4.3.2. Recognition of classes and HPFs of Herpes viruses

For this experiment we used two sets of Herpes viruses amino acid sequences that perform, respectively, the following functions: "Membrane/glycoprotein" and "Nucleotide repair/metabolism". It is important to distinguish these classes and HPFs from one another, the more so because previous investigations showed them to be most problematic ones for recognition \([2]\).

For each indicated way of proteins comparison and for each of the two considered proteins sets, a number of two-class pattern recognition problems were solved (one-against-all and one-against-one recognition for classes and for HPFs). In each case, the training was made via SVM \([7]\). The quality of
obtained decision rules was estimated by the leave-one-out cross validation (LOO) procedure. Table 3 contains LOO-error percentages only for the cases with results that differ at least for two algorithms. Besides, the results obtained for NW with PAM250 and BLOSUM62 are practically the same in these experiments. In this connection, we included only one row for NW algorithm, which corresponds to the BLOSUM62 substitution matrix.

Table 3. LOO percentages for recognition of the most interesting HPFs and classes.

| Membrane/glycoprotein | One-against-all HPFs | Classes | One-against-one (HPFs) |
|-----------------------|---------------------|---------|-----------------------|
|                       | 12                  | 20      | 47                    | 50       | 114      | 1       | 2       | 3       | 531/32   | 531/47   | 531/12   |
|                       |                     |         |                       |          |          |         |         |         |          |          |          |
| $K_{NW}^{SF}$         | 15.02               | 0.43    | 4.72                  | 0.43     | 4.72     | 0.43    | 0.43    | 0.43    | 6.45     | 4.17     | 48.06    |
| $K_{mtr}^{SF}$        | 15.40               | 0.00    | 0.00                  | 0.00     | 0.43     | 0.43    | 0.00    | 3.22    | 2.08     | 50.00    |
| $K_{mtr}^{0.01}$      | 14.59               | 0.00    | 0.00                  | 0.43     | 0.43     | 0.43    | 0.00    | 3.22    | 2.08     | 50.00    |

Nucleotide repair/metabolism

| Comparing measure | One-against-all HPFs | classes | One-against-one HPFs | classes |
|-------------------|---------------------|---------|---------------------|---------|
| $K_{NW}^{SF}$     | 14.25               | 0.49    | 0.49                | 1.91    | 1.91     | 0.59    |
| $K_{mtr}^{SF}$    | 14.49               | 0.49    | 0.25                | 0.64    | 0.64     | 0.30    |
| $K_{mtr}^{0.01}$  | 14.09               | 0.25    | 0.25                | 0.64    | 0.64     | 0.30    |

4.3.3. Recognition of Herpes Viruses proteins performing a specified function

In this experiment, we solved 12 two-class protein recognition problems: tasks 1-6 for recognition each of 6 proteins sets (table 1) from not Herpes viruses, and tasks 7-12 for recognition each of 6 sets from all other proteins. The classical SVM was used for constructing decision rules. The quality of decisions was estimated by ROC-scores computed for 10-times cross-validation with random forming training and testing sets in the proportion 20:80. The results are presented in Table 4. The best result for each task is shown in bold.

Table 4. Average ROC scores for 12 tasks of recognition Herpes viruses.

| Comparing measure | tasks |
|-------------------|-------|
| $K_{NW}^{SF}$     | 1     | 0.923 | 0.823 | 0.758 | 0.932 | 0.804 | 0.856 | 0.856 | 0.973 | 0.935 | 0.915 | 0.938 | 0.927 |
| $K_{mtr}^{SF}$    | 0.909 | 0.848 | 0.747 | 0.972 | 0.790 | 0.856 | 0.874 | 0.968 | 0.978 | 0.882 | 0.950 | 0.933 |
| $K_{mtr}^{0.5}$   | 0.926 | 0.926 | 0.883 | 0.966 | 0.894 | 0.887 | 0.960 | 0.970 | 0.999 | 0.997 | 0.990 | 0.991 |
| $K_{mtr}^{0.2}$   | 0.962 | 0.942 | 0.907 | 0.985 | 0.927 | 0.929 | 0.966 | 0.973 | 1.000 | 0.997 | 0.994 | 0.996 |
| $K_{mtr}^{0.1}$   | 0.966 | 0.948 | 0.898 | 0.981 | 0.917 | 0.937 | 0.959 | 0.970 | 0.998 | 0.996 | 0.993 | 0.993 |
| $K_{mtr}^{0.01}$  | 0.965 | 0.944 | 0.870 | 0.975 | 0.826 | 0.935 | 0.943 | 0.969 | 0.995 | 0.994 | 0.987 | 0.986 |
| $K_{mtr}^{0.001}$ | 0.965 | 0.943 | 0.868 | 0.974 | 0.824 | 0.935 | 0.942 | 0.970 | 0.995 | 0.994 | 0.987 | 0.985 |

The obtained results have shown that the use of proposed metric instead of the traditional NW-similarity measure allows for essential increasing in the Herpes viruses recognition quality of. Of course, it should be noticed, that we have the structural parameter $\alpha$, so we need some instrument for automatic selection of its appropriate value. But this aspect is outside the scope of this investigation.
5. Conclusions and discussion
This paper proposes a proteins comparison measure based on the optimal global alignment. The proposed measure is very similar to the traditional Needleman-Wunsch similarity measure, but, in contrast to it, possesses metric properties. Also, we have proposed some ways for speeding-up its computation. The obtained results have shown that the use of proposed metric instead of the traditional NW similarity measure allows for essentially increasing the quality of Herpes viruses recognition.
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