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Abstract

Nowadays, there is a strong need to deploy the target speaker separation (TSS) model on mobile devices with a limitation of the model size and computational complexity. To better perform TSS for mobile voice communication, we first make a dual-channel dataset based on a specific scenario, LibriPhone. Specifically, to better mimic the real-case scenario, instead of simulating from the single-channel dataset, LibriPhone is made by simultaneously replaying pairs of utterances from LibriSpeech by two professional artificial heads and recording by two built-in microphones of the mobile. Then, we propose a lightweight time-frequency domain separation model, LSTM-Former, which is based on the LSTM framework with source-to-noise ratio (SI-SNR) loss. For the experiments on LibriPhone, we explore the dual-channel LSTMFormer model and a single-channel version by a random single channel of LibriPhone. Experimental results show that the dual-channel LSTMFormer outperforms the single-channel LSTMFormer with relative 25% improvement. This work provides a feasible solution for the TSS task on the mobile devices, playing back and recording multiple data sources in real application scenarios for getting dual-channel real data can assist the lightweight model to achieve higher performance.
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1. Introduction

Cocktail party effect [1], or cocktail party problem, refers to the phenomenon that human beings can easily focus on the interested voice with background noises and multiple speakers talking around.

As an effective solution to solve the above problem, speech separation was proposed and has been studied for decades. It decomposes the given mixed utterance into individual sources. Deep clustering (DPCL) [2,3], deep attractor network (DANet) [4,5] and permutation invariant training (PIT) [6,7] are very representative works. Breakthrough is made by time-domain audio source separation (Tas-Net) [8,9,10] and Dual-path RNN (DPRNN) [11], which introduce the source-to-noise ratio (SI-SNR) loss for separation and take the phase information into account.

Despite the great progress made, the aforementioned methods all require the number of speakers to be known in advance in the training or inference stage. It limits the usage of speech separation in real-world applications, and in reality, only the target speaker’s voice is needed in most cases, such as talking on the phone and waking up the voice assistant. Thus a new technique, namely target speaker separation (TSS) [12,13] or speaker extraction [14,15,16,17], is brought up in recent years. It could separate the target speaker’s voice from the mixed utterance when the reference utterance of the target speaker is available.

Studies on this technique have achieved impressive and heuristic performance. Single-channel work like the time-frequency domain model VoiceFilter [13] and time-domain model SpEx+ [16] use the speaker embedding extracted from the reference utterance to help the model learn whom to separate. Multi-channel work like [18] makes use of the location information of the target speaker to get the utterance wanted. In the multi-modal domain, researchers incorporate visual information into the speech separation system for better separation performance [19].

The mentioned studies do achieve state-of-the-art results on public speech separation datasets. However, there are still some limitations when it comes to real-world applications. First, due to the restriction of computational resources on some platforms, e.g. mobile devices, cell phone, the model size, and computing complexity are often constrained strictly. And the real constriction is on the separation module rather than the speaker verification module. Specifically, the target speaker’s utterance is usually enrolled in advance, thus the speaker embedding could be extracted and saved beforehand. So only the parameters and multiply-accumulate operations (MACs) cost of the separation module are considered and reported. However, to improve the separation accuracy, speech separation modules always have a large number of parameters and deep network design. For instance, the Long short-term memory (LSTM) based models usually contain hundreds even thousands of hidden units, which results in large model size and complexity. The Atss-Net [20] do decrease the number of parameters, while the computational complexity is still very high. Another issue is the need for causal and real time processing which many attention based models can not satisfy. The third difficulty for the application on mobile is that there is a domain mismatch between the real scenario of mobile voice communication and that of the simulated available public corpus. Moreover, the dual-channel data used for dual-channel separation is always simulated from the single-channel public corpus [21]. The domain gaps caused by both the simulation and the difference of the scenarios may lead to the degradation of the real-case inference performance.

To overcome the aforementioned problems for the application on mobile devices, we first record a dual-channel dataset called LibriPhone to mimic the mobile voice communication scenario. Specifically, instead of simulating mixed data by direct addition, LibriPhone is collected in a relatively real setting
in which two random utterances from LibriSpeech are simultaneously played by two professional artificial heads and recorded by two built-in microphones in a cell phone.

Based on our previous work in Atss-Net [20], we design a lightweight time-frequency domain separation model and share the same speaker verification module with Atss-Net. The reason for choosing the time-frequency domain model is that it has a smaller input dimension than the time-domain model. Inspired by the effort made in lightweight model development in speech separation domain [22, 24] and the introduction of the SI-SNR loss [8], we design a lightweight target speaker separation model, LSTMFormer, based on the LSTM network and incorporate SI-SNR loss for better performance. Nonetheless, recording will inevitably introduce delays between the original clean utterance sent to artificial mouth and the one received by the microphones caused by the recording equipment. This may cause the non-convergence problem for training. The reason is that the computation of the SI-SNR loss is not robust to the time delay. Therefore, we perform generalized cross-correlation [24] based alignment as a training strategy to address this problem.

For the experiments on LibriPhone, we explore both the dual-channel and single-channel versions of LSTMFormer. Specifically, both single- and dual-channel versions work well on LibriPhone. Moreover, we discover that the dual-channel model outperforms the single-channel one significantly when they have similar model size. It shows that the dual-channel data is easier for the lightweight model to learn and to achieve better performance.

2. DataSet Description

The LibriPhone is a dual-channel dataset re-recorded from LibriSpeech for mobile voice communication scenario. There are 25 hours 16 kHz sampled mixed utterances in total and split with 15 hours for training, 5 hours for validating, and 5 hours for testing. The subsets for training and validating is made from train-clean-100, the validation subset is made from dev-clean. In each subset, we respectively playback and record the mixed utterance and target utterance. Specifically, for each mixed utterance, we select a pair of utterances, the target speaker utterance, and the other speaker utterance, with non-repetition of the target speaker identity. And then, two artificial heads separately replay two clean utterances simultaneously. A cell phone with two microphones is used to record the mixed sound. Likewise, we also record the target speaker utterances as the ground truth for supervised learning with the similar setup but only one artificial head replaying the target speaker utterance.

The detailed setup is shown in Figure 1. The recording equipment is an Android phone placed in the center of the room. The room is 3.3 meters wide and 3.5 meters long with a height of 2.3 meters. Two artificial heads are used to mimic people talking. The one closer to the phone is the target speaker, the other is the interference. The specific locations of both artificial heads are illustrated in Figure 1. The mouths of both artificial heads are placed at 1.5m height, the screen of the phone is horizontal and orients towards the target speaker. By measuring the acoustic parameters of the recording room, the background noise level is 25 dBA, the reverberation time $T_{60}$ is 0.45s to 0.55s.

3. Model Designing

Our TSS framework shares the same speaker verification module with our previous work in [20]. Due to the high computational complexity of the Transformer-encoder-based separation module, when designing LSTMFormer, we replace the self-attention in the Transformer encoder with a single direction LSTM and keep the idea of skip connection and layernorm.

In this work, we want to explore whether the real-collected dual-channel data in our simulated acoustic studio can achieve superior separation performance. Hence, we first designed a dual-channel version LSTMFormer on the LibriPhone. And then, for comparison, we also design a single-channel version LSTMFormer trained by using the random single channel of LibriPhone. The two versions of the LSTMFormer are respectively introduced in section 3.1 and section 3.2.

3.1. Dual-channel LSTMFormer

As shown in Figure 2, an STFT Conv1D layer is used to transform the mixed dual-channel waveform $x \in \mathbb{R}^{2 \times L}$ into magnitude and phase spectrogram, where $L$ is the length of sample points, and $x$ is a linear combination of $C$ sources $s_1(t), \ldots, s_C(t)$. The mixed dual-channel utterance is first split into two channels and passed through the Conv1D layer separately.

$$M_i, P_i = \text{Conv1D}(\text{channel}_i), \quad i = 1, 2$$

where $M_i, P_i \in \mathbb{R}^{T \times F}$ stand for magnitude and phase spectrogram respectively. $T$ and $F$ are the dimension of frames and spectrogram bin axes.

As the yellow block in Figure 2 shows, the two magnitude spectrogram are firstly concatenated along the feature dimension and then compressed using fully-connected layer for feature extraction.

The speaker embedding is repeated for $T$ times for the ease of concatenation. The extracted feature map and the repeated speaker embedding are then concatenated along the feature dimension and fed into the following LSTMFormer. The backbone network of our proposed LSTMFormer model is shown in Figure 3. Motivated by the idea of residual learning [25], there is a skip connection between the compressed magnitude spectrogram and the Layer Norm output. This design makes our network better remember the information of compressed magnitude spectrogram. The fully-connected layers (FC) are used for deeper feature extraction as well as the flexible dimension changes between different modules of the whole model. An extra FC layer in the end serves as the compress layer to reduce the dimension to match with the time-frequency mask for a sin-
gle reference channel. Specifically, we choose the first channel as the reference channel. The estimated magnitude spectrogram is calculated by performing the element-wise product between the mixed magnitude spectrogram of the first channel $M_1$ and the estimated mask $R \in \mathbb{R}^{T \times F}$. With the estimated magnitude spectrogram and phase spectrogram of the first channel, the iSTFT Conv-Trans1D outputs the estimated target speaker’s utterance $\hat{s} \in \mathbb{R}^{1 \times L}$.

$$\hat{s} = \text{Conv}-\text{Trans1D} (M_1 \odot R, P_1)$$  \hspace{1cm} (2)

where $\odot$ denotes the element-wise product operation.

As the input and output of this whole separation module are both waveform, we choose scale-invariant source-to-noise ratio (SI-SNR) as our training target, to directly optimize the separation performance [8]. The SI-SNR is defined as follows:

$$\text{SI-SNR} := 10 \log_{10} \frac{\|s_{\text{target}}\|^2}{\|e_{\text{noise}}\|^2}$$ \hspace{1cm} (5)

where $s \in \mathbb{R}^{1 \times L}$ is the ground truth target speaker’s utterance.

### 3.2. Single-channel LSTMFormer

For the single-channel version, as shown in Figure 2, removing modules with the dashed line, including one STFT Conv1D layer and one compress layer of the dual-channel version. There are two kinds of single-channel LSTMFormer with the same architectures but different model size. One of the model size of single-channel LSTMFormer is decreased to half by halving the hidden numbers of the LSTM and the output dimension of the FC layer. Another one’s model size is close to the dual-channel LSTMFormer.

![Figure 2: Solid part + Dashed part: Model architecture of Dual-channel LSTMFormer. Solid part only: Model architecture of Single-channel LSTMFormer. Mag1 and Mag2 represent the magnitude spectrogram of the split two channels of mixed utterance. Pha1 is the phase spectrogram of the first channel used to reconstruct the target utterance. The box in yellow is used to compress Mag1 and Mag2.](image)

As the input and output of this whole separation module are both waveform, we choose scale-invariant source-to-noise ratio (SI-SNR) as our training target, to directly optimize the separation performance [8]. The SI-SNR is defined as follows:

$$s_{\text{target}} = \frac{\langle s, \hat{s} \rangle}{\|\hat{s}\|^2}$$ \hspace{1cm} (3)

$$e_{\text{noise}} = \hat{s} - s$$ \hspace{1cm} (4)

4. Experiment Setup

#### 4.1. Model Training

All of our systems are implemented using PyTorch [26]. Adam serves as the optimizer during training [27] with an initial learning rate of 0.0001. All models are trained with the batch size of 64 and stopped till the model performance didn’t improve on the validation set any longer. The model configurations of all the models related to LSTMFormer are shown in table1. The single-channel model shares the same architecture with the dual-channel one using half of the parameters in the dual-channel LSTMFormer module. To find out the impact of increasing model parameters and validate the advantage of dual-channel complementary information in the TSS task, we trained another single-channel model with as much parameters as the dual-channel model. During the training of the single-channel model, we randomly chose one channel of the mixed utterance.

![Figure 3: The backbone network of the LSTMFormer model.](image)
Signal-to-distortion ratio (SDR) is used as the evaluation metric for the TSS task.

### 4.2. Alignment

The unstable time delay between the target and mixed utterances in our LibriPhone dataset is found to be a big barrier during the training stage. To overcome it, we compute the time delay of each target and mixed utterance pairs based on the generalized cross-correlation method implemented in MATLAB.

### 5. Results and Discussion

For the performance of different models on the LibriPhone dataset, Table 2 shows the before-separated, after-separated SDR values and the relative improvement, the information on the model size and computational complexity are also reported.

From Table 2, we can see that both dual- and single-channel LSTMFormer achieve an over 4.8dB SDR improvement, which means alignment can well address the problem that the SI-SNR loss cannot converge because of the delay introduced by the recording. We can also find that the MACs cost of any model with 1 second input speech is very low, which requires less computation resources of the application platforms.

Specifically, the improvement of single-channel (half) with 36.32M MACs is 4.85dB, and the improvement of single-channel (equal) with 128.45M MACs is 5.12dB. The increase of 25% improvement compared with the single-channel model. Experimental result shows that the dual-channel model outperforms the single-channel significantly when they have the same model size, and when the former is twice bigger than the latter, showing that the dual-channel data are complementary and easier for the lightweight model to learn. Our proposed lightweight model, and corresponding training strategies demonstrate the promising prospects of deep-learning-based TSS models being applied on real-world low-resource platforms.

### 6. Conclusions

In this paper, to reduce the domain gap of dual-channel TSS systems for mobile voice communication, we first design and collect a dual-channel dataset, LibriPhone. Specifically, to better mimic the real application scenario, instead of directly mixing the single-channel dataset, LibriPhone is made by simultaneously replaying pairs of utterances from LibriSpeech by two artificial heads and recording by two microphones of the mobile device. And then, we propose a lightweight time-frequency domain separation model, LSTMFormer for the experiments on LibriPhone. We explore both the dual-channel and the single-channel LSTMFormer model. Experimental result shows that the dual-channel model outperforms the single-channel significantly when they have the same model size, and when the former is twice bigger than the latter, showing that the dual-channel data are complementary and easier for the lightweight model to learn. Our proposed lightweight model, and corresponding training strategies demonstrate the promising prospects of deep-learning-based TSS models being applied on real-world low-resource platforms.
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