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Abstract

We investigate the last passage percolation problem on transitive tournaments, in the case when the edge weights are independent Bernoulli random variables. Given a transitive tournament on $n$ nodes with random weights on its edges, the last passage percolation problem seeks to find the weight $X_n$ of the heaviest path, where the weight of a path is the sum of the weights on its edges.

We give a recurrence relation and use it to obtain a (bivariate) generating function for the probability generating function of $X_n$. This also gives exact combinatorial expressions for $\mathbb{E}[X_n]$, which was stated as an open problem by Yuster [Disc. Appl. Math., 2017]. We further determine scaling constants in the limit laws for $X_n$. Define $\beta_{tr}(p) := \lim_{n \to \infty} \frac{\mathbb{E}[X_n]}{n^2}$. Using singularity analysis, we show

$$\beta_{tr}(p) = \left(\sum_{n \geq 1} (1-p)^{(n)}\right)^{-1}.$$ 

In particular, $\beta_{tr}(0.5) = \left(\sum_{n \geq 1} 2^{-\binom{n}{2}}\right)^{-1} = 0.60914971106...$. This settles the question of determining the value of $\beta_{tr}(0.5)$, initiated by Yuster. $\beta_{tr}(p)$ is also the limiting value in the strong law of large numbers for $X_n$, given by Foss, Martin, and Schmidt [Ann. Appl. Probab., 2014]. We also derive the scaling constants in the functional central limit theorem for $X_n$ proved by Foss et al.

1 Introduction

The problem of finding the longest or heaviest path in a graph is a classic problem in computer science, and also has significance in other areas like operations research, economics, ecological studies, etc. [5, 4, 9]. Accordingly it has been extensively studied both from the mathematical and algorithmic points of view. For general graphs, even deciding the existence of a Hamiltonian path is known to be NP-complete [11]; however for directed acyclic graphs it is solvable in linear time [16]. The directed acyclic setting assumes significance because several problems like the critical path method [16], layered graph drawing [2], etc. require the computation of longest paths in such graphs. We investigate a probabilistic version of the problem, where we have a directed acyclic graph and the edges have random and independently chosen weights. In this setting, the problem is an instance of the well-known last passage percolation problem, studied
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in statistical physics and probability theory \[3, 15\]. Unlike the classical setting for last passage percolation on the \(d\)-dimensional integer lattice \(\mathbb{Z}^d\) \[15, 12, 3\], our setting shall be the directed number line graph or transitive tournament.

For \(n \in \mathbb{Z}^+\), a transitive tournament of size \(n\), consists of a set \(V\) of \(n\) labelled elements, here taken to be \(\{1, \ldots, n\}\), together with a directed edge relation \(E \subset V \times V\), given by \(E = \{(i, j) \in V \times V | i < j\}\). Transitive tournaments may be considered as finite subgraphs of the number line \((\mathbb{Z}, <)\), i.e. the infinite directed acyclic graph given by \((\mathbb{Z}, \{(i, j) \in \mathbb{Z}^2 | i < j\})\). Transitive tournaments are also a subclass of tournaments, where for every pair of vertices \(i, j \in V\), exactly one of the directed edges \((i, j), (j, i)\), must be in \(E\). Transitive tournaments and their subgraphs have been used to model problems in several areas, e.g. \[4, 13\].

### Notation

Let \(B(p)\) denote the Bernoulli distribution with parameter \(p\), i.e. the distribution of a variable which is 1 with probability \(p\), and zero with probability \(1 - p\). For a given assignment of edge weights to the number line, for vertices \(i < j\), \(w(i, j)\) denotes the weight of the edge \((i, j)\), and \(w[i, j]\) denotes the weight of the maximum-weighted path from vertex \(i\) to vertex \(j\). Let \(X_n\) denote \(w[1, n]\).

### Previous Work

Besides the extensive literature on last passage percolation problems, for which we refer the reader to e.g. \[15\], much research has also been devoted to problems on randomly weighted graphs. Walkup \[17\] and later Aldous \[1\] studied minimum weight perfect matchings in randomly weighted complete bipartite graphs, with Aldous showing that the expected value converges to \(\zeta(2) = \sum_{k \in \mathbb{N}} k^{-2} = \pi^2/6\). Frieze \[10, 9\], Karp \[14\] and several others also considered problems on weighted random graphs, finding limiting constants in several cases. Closer to our problem, Denisov, Foss and Konstantopoulos \[6\] considered random subgraphs of the number line, with constant weights. Foss, Martin, and Schmidt \[8\] considered maximum weight paths on random subgraphs of the number line, for general edge weight distributions. Recently, Yuster \[18\] considered maximum weight paths on randomly weighted tournaments, for Bernoulli and uniform-distributed weights on the edges. These last two mentioned results are described in more detail below.

Yuster \[18\] proved bounds on the expected weight of the maximum weighted path, for i.i.d. edge weights having the \(B(1/2)\) distribution and the uniform distribution on \([0, 1]\). For small \(n\), he computed \(\mathbb{E}[X_n]\) using a program, and gave the following table of values.

| \(n\) | \(3\) | \(4\) | \(5\) | \(6\) | \(7\) | \(8\) |
|---|---|---|---|---|---|---|
| \(\mathbb{E}[X_n]\) | \(1/8\) | \(1/64\) | \(25/96\) | \(367/320\) | \(3603/1920\) | \(4119/2048\) |

Table 1: Values of \(\mathbb{E}[X_n]\) for small \(n\).

Given \(p \in [0, 1]\), define the limit

\[
\beta_{tr}(p) := \lim_{n \to \infty} \frac{\mathbb{E}[X_n]}{n - 1}
\]

For transitive tournaments with \(B(1/2)\) random weights on the edges, Yuster showed the following.

\[
0.595 \leq \beta_{tr}(1/2) \leq 0.614.
\]

These were proved using a partial recurrence relation for the upper bound, and a combinatorial partitioning argument for the lower bound. He also asked the question of finding an exact formula for the expected weight in \(k\)-vertex transitive tournaments, for both the above-mentioned
distributions, describing it as a challenging problem even for small \( k \).

Foss, Martin, and Schmidt \[8\] on the other hand, approached the problem from the point of view of last passage percolation. Using ideas from renewal theory, they showed that the last passage percolation problem in this case has a regenerative structure, which could be used to prove very general limit laws, scaling laws, and asymptotic distributions for i.i.d. non-negative weight distributions on the edges of random subgraphs of the number line. In particular for weight distributions having finite variance and third moment, they gave a strong law of large numbers and a functional central limit theorem. These can be summarized as below.

**Theorem 1** (\[8, Theorems 2.1,2.4\]). For edge weight distributions having finite variance and third moment, there exist finite constants \( C, c > 0 \), depending only on the edge weight distribution, such that the following hold true:

1. \[ \frac{\omega_{[0,n]} }{n} \to C, \text{ almost surely, as } n \to \infty. \]
2. \[ \frac{\omega_{[0,n]}^+ }{n} \to C, \text{ in } L_1, \text{ as } n \to \infty. \]
3. Define, for every \( t \geq 0 \), \( W(t) := \frac{\omega_{[0,nt]} - Cnt}{c\sqrt{n}} \). Then as \( n \to \infty \), \( W(t) \) converges in distribution to a standard Brownian motion.

We observe that though bounds on the constants \( C \) and \( c \) can be obtained from the proofs in \[8\], they depend in general on probabilities of collections of infinitely many events, which are themselves defined using maximum-weight paths. In general, as with Yuster’s methods, it seems very hard to obtain precise values of the scaling limits using their techniques, without knowing beforehand the entire probability distribution of the maximum weight path.

**Our Contribution** We consider the last passage percolation problem on transitive tournaments on \( n \) vertices, taken as subgraphs of the number line, on the set of nodes \( \{1, \ldots, n\} \), for edge weights having the Bernoulli distribution with parameter \( p \in (0, 1) \). Our approach involves utilizing the combinatorial structure of the problem, as well as the discrete and binary nature of the Bernoulli distribution, to obtain a tractable recurrence relation for the maximum weight of a path, from which, a generating function for the expected maximum weight can be obtained. Further, since the recurrence relation actually applies to the random variable itself, it is possible to obtain a bivariate generating function which is a generating function for the probability generating function (or Mellin transform) of our random variable.

Next, using techniques from Analytic Combinatorics \[7\], we show that the generating function gives not only an exact formula for the expectation, but also the limiting constant \( \beta_{\text{tr}} \). This bivariate generating function can now be utilized to obtain the scaling constants in the functional central limit theorem of Foss et al. \[8\], for the \( B(p) \) edge weight distribution. Lastly, we briefly discuss how analytic combinatorics techniques can be used to obtain pointwise central limit theorems directly, (for suitably translated and scaled versions of our random variable), and how these can be extended to give a alternate proof of the functional central limit theorem of Foss et al.

Our first result therefore, is a generating function for \( E[X_n] \), the expected weight of a maximum-weighted path from 1 to \( n \).

For \( n \in \mathbb{N} \), let \( g(n) = 1 + E[X_n] \). Let \( G_p(x) := \sum_{n \geq 0} g(n) x^n \). Define \( A_p(x) := \sum_{n \geq 0} (1 - p)^{\binom{n}{2}} x^n \), and \( B_p(x) := \sum_{n \geq 0} (1 - p)^{\binom{n+1}{2}} x^n = A_p((1 - p)x) \).
Therefore, having distribution $\beta$ with independently random weights on the edges having distribution $\beta$ satisfies Theorem 5. Let $\beta$ (Generating function). Given $p \in (0, 1)$, and a transitive tournament $T$ on $n$ nodes with independently random weights on the edges having distribution $B(p)$, then with $B_p(x)$ and $G_p(x)$ as defined above,

$$G_p(x) = 1 + \frac{x}{(1 + x)^2 B_p(x)}.$$  

Theorem 2 follows from a recurrence relation on certain partial maximum-weighted paths, which we prove (see Lemma 3). More generally, we also derive a generating function for the probability generating function of the maximum weighted path from 1 to $n$. Let $Y_n := t^{X_n}$, where $t$ is a formal indeterminate variable. Define $Z(x, t) := \sum_{n \geq 0} \mathbb{E}[Y_n] x^n$.

**Theorem 3.** The probability generating function $\mathbb{E}[Y_n]$ of the maximum weight path $w[1, n]$, satisfies

$$\mathbb{E}[Y_n] = \sum_{i=1}^{n-1} t \cdot [(1 - p)^{(i)} - (1 - p)^{(i+1)}] \cdot \mathbb{E}[Y_{n-i}] + (1 - p)^{(i)}.$$  

Therefore,

$$Z(x, t) = 1 + \frac{x B_p(x)}{1 - t [A_p(x) - B_p(x)]}.$$  

Next, we give a combinatorial expression from the generating function $G_p(x)$. Define $H_p(x) := \frac{1}{B_p(x)}$.

**Corollary 4.** (a) For $n \geq 1$, the coefficient of $x^n$ in $\frac{1}{B_p(x)}$ is

$$[x^n] \left( \frac{1}{B_p(x)} \right) = \sum_{j=1}^{n} (-1)^j \sum_{a \in C_{n,j}} (1 - p)^{j \sum_{i=1}^{j} \left( \binom{n+1}{2} \right)}.$$  

(b) $g(n)$ is given by the following expressions:

$$g(n) = \sum_{m=0}^{n-1} (n - m)h_m = \sum_{m=0}^{n-1} (n - m) \sum_{a \in C_m} (-1)^{(a)} (1 - p)^{\sum_{i=1}^{(a)} \left( \binom{n+1}{2} \right)}.$$  

$$g(n) = \sum_{m=0}^{n-1} \sum_{j=0}^{m} \sum_{k=0}^{j} (-1)^{k} \sum_{a \in C_{j,k}} (1 - p)^{\sum_{i=1}^{k} \left( \binom{n+1}{2} \right)}.$$  

We then investigate the limit $\beta_{\ell\ell}(p)$ using techniques from analytic combinatorics. The exact value of $\beta_{\ell\ell}(p)$ was asked by Yuster [18] for $p = 1/2$. From Theorem 2 $G_p(x)$ is a meromorphic function for $x \in \mathbb{C}$, i.e. it is the ratio of two power series which converge everywhere in $\mathbb{C}$. Complex analysis then allows us to obtain an exact expression for $\beta_{\ell\ell}(p)$, for any $p \in (0, 1)$. Further, from the results of Foss et al. [8] and Yuster [18], it is easy to observe a connection between $\beta_{\ell\ell}(p)$ and the strong law of large numbers for the expected value of the heaviest path in an acyclic tournament on $n$ nodes. These results are stated below.

**Theorem 5.** Let $p \in (0, 1)$. Then for the number line $(\mathbb{Z}, <)$, with random independent weights on the edges, having distribution $B(p)$, it holds that

$$\frac{X_n}{n - 1} \rightarrow \beta_{\ell\ell}(p), \text{ almost surely, and}$$

$$\frac{X^+_n}{n - 1} \rightarrow \beta_{\ell\ell}(p), \text{ in } \mathcal{L}_1,$$

where the constant $\beta_{\ell\ell}(p)$ is given by,

$$\beta_{\ell\ell}(p) = B_p(1)^{-1} = \left( \sum_{n \geq 1} (1 - p)^{(n)} \right)^{-1}.$$  
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That is, the normalised weight \( w[x, y] \) of the heaviest path converges almost surely and in \( L_1 \) to \( \beta_{tr}(p) \). In particular, we get the following improvement on Yuster’s bounds.

**Corollary 6.** For \( p = 1/2 \), we have

\[
\beta_{tr}(1/2) = \left( \sum_{n \geq 1} \frac{2^{-n/2}}{n} \right)^{-1} = 0.60914971106 \ldots
\]

Next, using the generating function for the Mellin transform of the maximum-weighted path, we obtain the precise constants in the functional central limit theorem of Foss et al. Let \( B_p'(x) \) and \( B_p''(x) \) denote the first and second derivatives of \( B_p(x) \) with respect to \( x \). Differentiating the power series \( B_p(x) \), it is easy to observe that \( B_p'(x) \) and \( B_p''(x) \) are bounded everywhere for \( x \in \mathbb{C} \).

**Theorem 7.** For all \( t \geq 0 \), let \( W_n(t) := \frac{X_{nt-\beta_{tr}(p)(nt-1)}}{\sigma_w \sqrt{n-1}} \), where

\[
\sigma_w := B_p(1)^{-1} \left( 1 + \frac{6B_p'(1)}{B_p(1)} \right) \left( 1 + \frac{6B_p''(1)}{B_p(1)} \right)^{1/2}.
\]

Then as \( n \to \infty \), \( W_n(t) \) converges to \( W(t) \), where \( W(t) \) is a standard Brownian motion.

To conclude, we discuss some possible further questions and extensions in Section 4.

## 2 Expected maximum weight

In this section we give the proofs of theorems 2 and 3. The main idea is to prove a recursive formula for \( Z_n = \mathbb{E} \left[ X^n \right] \). For integers \( a < b \), \( a, b \in \mathbb{Z} \), let \( T[a, b] \) denote the subgraph of \( \mathbb{Z} \) in the segment \([a, b]\), i.e. the directed acyclic graph with vertex set \( \{a, \ldots, b\} \) and directed edges \( \{(j, k) \in \mathbb{E} \mid a \leq j < k \leq b\} \). The central idea is as follows. First, it is easy to observe that for any \( n \in \mathbb{N} \), the distribution of \( X_n \) is translation-invariant. Further, the distribution of \( w[a, b] \) in a given interval \([a, b]\), depends only on the arcs within the interval.

Thus, if the heaviest path in \([1, n]\) is known to pass through a node \( j \in [n] \), then the distribution of the segment of the path that lies in \([j, n]\), is the same as that of \( w[1, n-j+1] \). Furthermore, the range of the random weights is \( \{0, 1\} \), which means that there is a unique node \( i \in [1, n] \), at which the weight along a maximum-weight path starting from node 1, increases from zero to 1. Also, if we choose a maximum-weight path which has the minimum index for this node, say \( i \), then all the weights in \( T[1, i-1] \) must be identically zero, and the weights of the edges going from \( T[1, i-1] \) to \( T[i, n] \) do not matter, as such an edge can increase the weight of a path at most from zero to 1.

For the formal proof, we first observe that the distribution of the maximum-weight path in any interval is translation-invariant. Given two random variables \( X, Y \) we use the notation \( X \overset{D}{=} Y \) to mean that \( X \) and \( Y \) are identically distributed.

**Lemma 8.** For any \( x, y, j \in [n] \), such that \( 1 \leq x \leq y \leq y + j \leq n \), we have that

\[
w[x, y] \overset{D}{=} w[x + j, y + j].
\]

**Proof.** Observe that the distribution of the heaviest path from \( x \) to \( y \) depends only on the edges in \( T[x, y] \), that is, the set of edges in \( T[x, y] \). Similarly, \( w[x + j, y + j] \) depends only on the set of edges \( T(x + j, y + j) \). Since \( T[x, y] \) is isomorphic to \( T[x + j, y + j] \), the distributions are identical. \( \square \)
Let $f(n)$ denote $\mathbb{E}[X_n]$. The next lemma is our main combinatorial result, on which all our subsequent theorems are based.

**Lemma 9.** The function $f(n)$ satisfies the recurrence

$$f(n) = \sum_{i=2}^{n} (1 - (1 - p)^{i-1})(1 - p)^{(i-1)}(f(n - i + 1) + 1), \quad (7)$$

with $f(0) = f(1) = 0$.

**Remark 1.** It is easy to verify that Lemma 9 gives the values computed in Yuster’s table 1 (see Table 1).

**Proof.** Let $E_i$, $2 \leq i \leq n + 1$ denote the event that the $i - 1$ is the maximum integer such that the induced linear order $T[1, i - 1]$ on vertices $\{v_1, \ldots, v_{i-1}\}$ has weight zero, i.e. (i) $w[1, i - 1] = 0$, and (ii) there exists at least one edge having weight 1 in the set of arcs $\{(v_j, v_i) : 1 \leq j < i\}$. (For $i = n + 1$, only condition (i) is applicable).

Clearly the events $(E_i)_{i=2}^{n+1}$, are mutually exclusive, since $E_i$ occurs if and only if (i) the maximum weighted path from $v_1$ to $v_{i-1}$ has zero weight, and (ii) the maximum weighted path from $v_1$ to $v_i$ has weight 1. (i) implies $E_j$ doesn’t occur for all $j < i$, and (ii) implies $E_j$ doesn’t occur for all $j > i$. The event $E_{n+1}$ implies the maximum weight path has zero weight, so its contribution to the expected weight of the heaviest path, is zero.

We shall prove that in the case where the heaviest path has non-zero weight, the events $E_i : 2 \leq i \leq n$ are in fact exhaustive, i.e. exactly one of them always occurs. This will allow us to compute a recurrence relation for $f(n)$, by conditioning on the set of events $\{E_i : 2 \leq i \leq n\}$.

For a given path $P = (v_0, \ldots, v_i, \ldots, v_m)$, let $P[v_0, v_i]$ denote the subsequence of vertices in $P$, from $v_0$ to $v_i$. For a maximum weight path $P$ in $T[1, n]$, let $(v_r, v_s)$ be the first edge in $P$ having weight 1, i.e. $w(r, s) = 1$. Choose $P$ having the minimum index of the end-point $v_s$. We claim that $w[1, s - 1] = 0$, and $w[1, s] = 1$, i.e. the event $E_s$ occurs. First, observe that $w[1, s] \geq 1$, since the edge $(v_r, v_s) \in T[1, s]$ and $w(v_r, v_s) = 1$. Next, suppose $w[1, s - 1] \geq 1$, then a maximum-weighted path $P'$ from $v_l$ to $v_{s-1}$ has weight $w[1, s - 1] \geq 1$. Now extending $P'$ using the edge $(v_{s-1}, v_s)$ (possibly zero-weighted) and attaching the rest of the path $P$ from $v_s$ to $v_n$, i.e. $P \leftarrow (P \setminus P'[1, s]) \cup P'[1, s - 1] \cup \{(v_{s-1}, v_s)\}$, gives a path of weight at least $w(P)$ and having a non-zero edge with index less than $s$, which contradicts our choice of $P$.

Now this set of mutually exclusive and exhaustive events can be used to get a recurrence relation. Suppose $E_i$ occurs. By the definition of $E_i$, the maximum weight of any path in $T[1, n]$, conditioned on $E_i$, is $1 + (w[i, n])$, that is,

$$w[1, n] \mid E_i \overset{D}{=} 1 + w[i, n] \mid E_i. \quad (8)$$

Since the event $E_i$ depends only on the edges in $T[1, i]$, therefore the distribution of $w[i, n] \mid E_i$, which depends only on the arcs in $T[i, n]$, is the same as the (unconditional) distribution of $w[i, n]$, which by Lemma 3 is the same as the distribution of $w[1, n - i + 1]$ in the transitive tournament $T[1, n - i + 1]$, or,

$$w[i, n] \mid E_i \overset{D}{=} w[i, n] \overset{D}{=} w[1, n - i + 1].$$

Taking expectations conditioned on $E_i$, the maximum weight in $T[i, n]$ under the event $E_i$ is $f(n - i + 1)$. Now, taking expectations in (8) gives

$$\mathbb{E}[w[1, n] \mid E_i] = 1 + f(n - i + 1).$$
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Finally, observe that $\mathbb{P}[E_i] = (1 - (1 - p)^{i-1})(1 - p)^{(i-1)/2}$. Thus we have

\[
 f(n) = \sum_{i=2}^{n} \mathbb{P}[E_i] \cdot (w[1, n]|E_i) = \sum_{i=2}^{n} \mathbb{P}[E_i] \cdot (1 + f(n - i + 1)) = \sum_{i=2}^{n} (1 - (1 - p)^{i-1})(1 - p)^{(i-1)/2}(1 + f(n - i + 1)).
\]

\[\square\]

### 2.1 Generating Functions

Recall that $A_p(x) := \sum_{n \geq 0} (1 - p)^{\binom{n}{2}}x^n = 1 + x + (1 - p)x^2 + (1 - p)^3x^3 + \ldots$.

**Lemma 10.** With $x$ as a formal variable, the following identity holds

\[1 + xB_p(x) = A_p(x).\]

**Proof.** We have that $A_p(x) = \sum_{n \geq 0} (1 - p)^{\binom{n}{2}}x^n$, and

\[
 B_p(x) = \sum_{n \geq 0} (1 - p)^{\binom{n}{2}} \cdot (1 - p)^n x^n = \sum_{n \geq 0} (1 - p)^{\binom{n+1}{2}} x^n.
\]

Thus

\[
 B_p(x) = \sum_{n \geq 0} (1 - p)^{\binom{n+1}{2}} x^n = \frac{1}{x} \left( \sum_{n \geq 0} (1 - p)^{\binom{n+1}{2}} x^{n+1} \right) = \frac{1}{x} (A_p(x) - 1).
\]

Now multiplying both sides by $x$ and adding 1 to both sides, gives the lemma. \[\square\]

Let $g(n) := 1 + f(n)$ denote the function with value 1 more than $f(n)$. Define $g(0) = g(1) = 1$. We shall give a generating function $G_p(x) := \sum_{n \geq 0} g(n)x^n$.

**Proof of Theorem 2.** First, rewrite the recurrence in Lemma 9 as

\[
 f(n) = \sum_{i=1}^{n-1} \left( (1 - p)^{\binom{i}{2}} - (1 - p)^{\binom{i+1}{2}} \right) \cdot (f(n - i) + 1), \text{ or,}
\]

\[
 g(n) = 1 + \sum_{i=1}^{n-1} \left[ (1 - p)^{\binom{i}{2}} - (1 - p)^{\binom{i+1}{2}} \right] g(n - i).
\]

(9)

Now, multiplying both sides of (9) by $x^n$, where $x$ is an indeterminate, for all $n = 2, 3, \ldots$, and summing up the equations, we get

\[
 \sum_{n \geq 2} g(n)x^n = \sum_{n \geq 2} x^n + \sum_{n \geq 2} \sum_{i=1}^{n-1} \left( (1 - p)^{\binom{i}{2}} - (1 - p)^{\binom{i+1}{2}} \right) g(n - i), \text{ or,}
\]

\[
 G_p(x) - 1 - x = \frac{1}{1 - x} - 1 - x + \sum_{n \geq 2} \sum_{i=1}^{n-1} \left[ (1 - p)^{\binom{i}{2}} - (1 - p)^{\binom{i+1}{2}} \right] g(n - i), \text{ or,}
\]

\[
 G_p(x) = \frac{1}{1 - x} + \sum_{n \geq 2} \sum_{i=1}^{n-1} a_i g(n - i) x^n - b_i g(n - i) x^n,
\]

(10)
where \( a_i = (1 - p)(i) \) and \( b_i = (1 - p)(i+1) \). Observe that we have \( A_p(x) = \sum_{n \geq 0} a_n x^n \) and \( B_p(x) = \sum_{n \geq 0} b_n x^n = A_p((1 - p)x) \). Comparing the coefficients of \( x^n \) on both sides, we observe that

\[
\sum_{n \geq 2} \sum_{i=1}^{n-1} a_i g(n - i) x^n = (a_1 x + \ldots + a_{n-1} x^{n-1} + \ldots) \cdot (g(1)x + \ldots + g(n-1)x^{n-1} + \ldots) = (A_p(x) - 1) \cdot (G_p(x) - 1).
\]

Similarly, we have that

\[
\sum_{n \geq 2} \sum_{i=1}^{n-1} b_i g(n - i) x^n = (B_p(x) - 1) \cdot (G_p(x) - 1).
\]

Now substituting (11) and (11) in (10), we get

\[
G_p(x) = \frac{1}{1 - x} + (A_p(x) - 1) \cdot (G_p(x) - 1) - (B_p(x) - 1)(G_p(x) - 1) - 1.
\]

Simplifying,

\[
G_p(x) (1 - A_p(x) + B_p(x)) - (B_p(x) - A_p(x)) = \frac{x}{1 - x}, \quad \text{or,}
\]

\[
(G_p(x) - 1) \cdot (1 - A_p(x) + B_p(x)) = \frac{x}{1 - x},
\]

This gives

\[
G_p(x) = 1 + \frac{x}{(1 - x) \cdot (1 - A_p(x) + B_p(x))}.
\]

Using Lemma 10, we get that \( 1 - A_p(x) = -xB_p(x) \). Substituting in the denominator of the second term in the RHS of (11), we obtain

\[
G_p(x) = 1 + \frac{x}{(1 - x)^2 B_p(x)}.
\]

2.2 Generating Function for Mellin Transform

The key observation is that the recurrence between the conditional expectations obtained in Lemma 9 is actually a recurrence between the corresponding conditional random variables, and does not depend on taking expectations. Define the events \( (E_i)_{i=2}^{n+1} \), as in the proof of Lemma 9. The arguments will be similar. A point of difference though, is that the event \( E_{n+1} \) cannot be ignored here, since we have \( \mathbb{E} [t^{X_n} | E_{n+1}] = t^0 = 1 \). Arguing as in the proof of Lemma 9 we get

\[
\mathbb{E} [Y_n] = \mathbb{E} [t^{X_n}] = \sum_{i=2}^{n+1} \mathbb{P} [E_i] \cdot (\mathbb{E} [t^{X_n} | E_i])
\]

\[
= \sum_{i=2}^{n+1} \mathbb{P} [E_i] \cdot (\mathbb{E} [t^{w[i,n]} | E_i])
\]

\[
= \sum_{i=2}^{n} \mathbb{P} [E_i] \cdot t \cdot \mathbb{E} [t^{w[1,n-i+1]}] + \mathbb{P} [E_{n+1}],
\]

\[
= \sum_{i=2}^{n} \mathbb{P} [E_i] \cdot t \cdot \mathbb{E} [t^{w[1,n-i+1]}] + \mathbb{P} [E_{n+1}],
\]

\[
= \sum_{i=2}^{n} \mathbb{P} [E_i] \cdot t \cdot \mathbb{E} [t^{w[1,n-i+1]}] + \mathbb{P} [E_{n+1}],
\]
where the last step follows from the fact that for \( i \in \{2, \ldots, n\} \), we have \( \mathbb{E} \left[ t^{w[i,n]+1} \right] = t \mathbb{E} \left[ t^{w[i,n]} \right] \), and by translational invariance (Lemma 3), \( \mathbb{E} \left[ t^{w[i,n]} \right] = \mathbb{E} \left[ t^{w[1,n-i+1]} \right] \).

Now observing that \( \mathbb{P} \left[ E_i \right] = (1 - (1 - p)^{i-1}) (1 - p)^{\left( \frac{i}{2} \right)} \) for \( i = 2, \ldots, n \), and \( \mathbb{P} \left[ E_{n+1} \right] = (1 - p)^{\left( \frac{n}{2} \right)} \) gives the following.

\[
\mathbb{E} \left[ Y_n \right] = \sum_{i=2}^{n} (1 - (1 - p)^{i-1})(1 - p)^{\left( \frac{i}{2} \right)} \left( t \mathbb{E} \left[ t^{w[1,n-i+1]} \right] \right) + (1 - p)^{\left( \frac{n}{2} \right)}
\]

\[
= \sum_{i=2}^{n} (1 - (1 - p)^{i-1})(1 - p)^{\left( \frac{i}{2} \right)} \left( t \mathbb{E} \left[ Y_{n-i+1} \right] \right) + (1 - p)^{\left( \frac{n}{2} \right)}
\]

\[
= t \sum_{i=1}^{n-1} \left( (1 - p)^{\left( \frac{i}{2} \right)} - (1 - p)^{\left( \frac{i+1}{2} \right)} \right) \mathbb{E} \left[ Y_{n-i} \right] + (1 - p)^{\left( \frac{n}{2} \right)},
\]

or,

\[
\mathbb{E} \left[ Y_n \right] - (1 - p)^{\left( \frac{n}{2} \right)} = t \sum_{i=1}^{n-1} \left( (1 - p)^{\left( \frac{i}{2} \right)} - (1 - p)^{\left( \frac{i+1}{2} \right)} \right) f^*(n-i,t).
\]

Taking \( (1 - p)^{\left( \frac{n}{2} \right)} \) to the other side completes the proof of the first part of the theorem. To obtain the equation for the generating function \( Z(x,t) \), we proceed as in the proof of Theorem 2.

Multiplying (3) by \( x^n \) and summing over all \( n \geq 2 \) gives

\[
Z(x,t) - 1 - x - (A_p(x) - 1 - x) = t \left( Z(x,t) - 1 \right) \cdot (A_p(x) - 1) - t \left( Z(x,t) - 1 \right) \cdot (B_p(x) - 1)
\]

\[
= t \left( Z(x,t) - 1 \right) \cdot (A_p(x) - B_p(x))
\]

\[
= t \left( Z(x,t) - 1 \right) \cdot (A_p(x) - B_p(x)).
\]

Rearranging the terms gives us

\[
Z(x,t) = 1 + \frac{xB_p(x)}{1 - t(A_p(x) - B_p(x))},
\]

which completes the proof of the second statement of the theorem. \( \Box \)

### 2.3 Combinatorial Expressions for \( \mathbb{E} [X_n] \)

We now give an expression for the expected maximum weight of a path as a function of \( n \). Given a positive integer \( n \in \mathbb{N} \), define an \( i \)-composition of \( n \in \mathbb{N} \) to be any \( i \)-tuple of positive integers, whose sum is \( n \), i.e. \( \mathbf{a} = (a_1, \ldots, a_i) : \sum_{j=1}^{i} a_j = n; a_j \in \mathbb{N} \) for all \( j = 1, \ldots, i. \) Let \( C_{n,i} \) denote the set of all \( i \)-compositions of \( n \). Let \( \mathcal{C}_n \) denote the set of all possible compositions of \( n \), i.e. \( \mathcal{C}_n = \bigcup_{i=1}^{n} C_{n,i} \). Given a composition \( \mathbf{a} \in \mathcal{C}_n \), let \( l(\mathbf{a}) \) denote the length of \( \mathbf{a} \), i.e. \( l(\mathbf{a}) = i : \mathbf{a} \in C_{n,i}. \)

In the rest of the paper, we adopt the following convention: given a power series \( S(x) = \sum_{n \geq 0} s(n)x^n \) and a fixed \( i \in \mathbb{N} \), the coefficient of \( x^i \) in \( S(x) \) will be denoted by \( [x^i] S(x) \).

**Corollary 4** (a) First, consider the expression \( \frac{1}{B_p(x)} \). Note that for any \( p \in (0,1) \) and any \( x \in \mathbb{C} \), the function \( B_p(x) \) is analytic, since the sequence \( ((1 - p)^{\left( \frac{j}{2} \right)} x^j)_{j=0}^{\infty} \) is uniformly convergent. Now writing \( B_p(x) := 1 + C(x) \), where \( C(x) := \sum_{j=1}^{\infty} (1 - p)^{\left( \frac{j}{2} \right)} x^j \), and expanding the fraction \( \frac{1}{1 + C(x)} \), we get

\[
\frac{1}{B_p(x)} = \frac{1}{1 + C(x)} = \sum_{j=0}^{\infty} (-1)^j (C(x))^j.
\]
We therefore have

\[ [x^n] \left( \frac{1}{B_p(x)} \right) = \sum_{j=0}^{n} [x^n] \left( (1 - C(x))^j \right), \]

i.e., the coefficient of \( x^n \) in \( \frac{1}{B_p(x)} \) is the sum of the coefficients of \( x^n \) in \( (1 - C(x))^j \), over all non-negative integers \( j \). Any term in \( [x^n](1 - C(x))^j \) is of the form \( (1 - p) \sum_{i=1}^{j} \binom{n+1}{2}, \)

where \( a \in C_{n,j} \) is a \( j \)-composition of \( n \), and each such \( j \)-composition contributes a term to \( [x^n](1 - C(x))^j \). Therefore, summing over all possible \( j \) and all \( j \)-tuples in \( C_{n,j} \), we get the claimed expression for \( [x^n] \frac{1}{B_p(x)} \). This proves the first statement of the corollary.

(b) To prove (4), we expand the expression \( \frac{x}{(1-x)} \) to get \( \sum_{j=1}^{\infty} jx^j \). Now comparing coefficients gives us that for \( n \geq 1 \),

\[
g(n) = [x^n]G_p(x) = [x^n] \left( \frac{x}{(1-x)^2 B_p(x)} \right) = [x^n] \left( \sum_{j \geq 1} jx^j \right) \cdot H_p(x) = \sum_{j=1}^{n} j[x^{n-j}]H_p(x) = \sum_{j=1}^{n} jh_{n-j} = \sum_{j=0}^{n-1} (n-j)h_j,
\]

where in the last step we substituted the variable \( j \) in the previous expression by \( n-j \). This gives the first equality in (4). The second equality in (4) follows by rewriting the above expression as a triangular sum. We get

\[
g(n) = \sum_{m=0}^{n-1} \sum_{j=0}^{m} [x^j] \left( \frac{1}{B_p(x)} \right).
\]

Substituting the value of \( [x^j] \left( \frac{1}{B_p(x)} \right) \) from the proof of (a), now completes our proof.

\[
\square
\]

3 Limit Laws

We shall now investigate the asymptotics of the expected weight of the heaviest path in \( T[1,n] \), when scaled by the number of nodes, that is, the value of \( \beta_{tr} = \lim_{n \to \infty} \frac{X_n}{n} \). The main result of this section will be a bound on the approximation error of \( \beta_{tr} \), when the generating function \( G_p(x) \) is approximated by simpler rational generating functions. We first present some preparatory lemmas. Recall from Section 2.3 that the coefficient of \( x^i \) in a power series \( S(x) \) in \( x \), is denoted by \( [x^i]S(x) \).

**Lemma 11.** Let \( (a_n)_{n \geq 0} \) be a decreasing positive sequence of reals, with \( a_0 \neq 0 \). Then the power series \( \mathcal{F}(z) = \sum_{j \geq 0} a_j z^j \) has no roots in \( \{ z \in \mathbb{C} : \|z\| \leq 1 \} \).

**Proof.** Let \( z \) be a complex root of \( \mathcal{F}(z) = 0 \), with \( \|z\| \leq 1 \). Consider \( (1 - z) \mathcal{F}(z) \). We have

\[
(1 - z) \mathcal{F}(z) - a_0 = \sum_{j \geq 1} (a_j - a_{j-1}) z^j.
\]
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Taking absolute values and applying the triangle inequality, we get
\[
|(1 - z)F(z) - a_0| = \left| \sum_{j \geq 1} (a_j - a_{j-1})z^j \right| \leq \sum_{j \geq 1} |a_j - a_{j-1}| |z|^j
\leq \sum_{j \geq 1} (a_j - a_{j-1}) = -a_0.
\]
where the penultimate step follows since $|z|^j \leq 1$ for all $j \geq 1$. Thus we get $|a_0| \leq -a_0$, which is a contradiction since we assumed $a_0$ to be a positive non-zero real number.

**Proposition 12.** For any $p \in (0, 1]$, $B_p(x)$ and $B_p(x)^2$ are analytic, bounded functions of $x$ for all $x \in \mathbb{C}$. Moreover, there exists a real $r_p > 1$ such that $B_p(x)$ and $B_p(x)^2$ are non-zero for all $x$ with $\|x\| \leq r_p$.

**Proof.** The function $B_p(x)$ being a power series in $x$, with coefficients $(1 - p)^{\frac{1}{2}}$ going to zero as $n \to \infty$, is clearly analytic and bounded, for all $x \in \mathbb{C}$. From this it also follows that $B_p(x)^2$ is analytic and bounded for all $x \in \mathbb{C}$. The fact that $B_p(x)$ has no complex root in $\|x\| \leq 1$, follows from the observation that $\left((1 - p)^{\frac{1}{2}}\right)_{n \geq 0}$ is a decreasing sequence of positive reals for all $p < 1$, and applying Lemma 11.

**Lemma 13.** For any $p \in (0, 1]$, let $B(x) := B_p(x)$, $Y(x) := Y_p(x) = \frac{1}{1 - x}B(x)$, and $S(x) := S_p(x) = \frac{1}{1 - x}B(x)$. Then there exists a real $r = r_p > 0$, such that for $x \in \mathbb{C}$, with $|x| \leq r_p$, we have
\[
Y(x) = c_2(x - 1)^{-2} + c_1(x - 1)^{-1} + Y_a(x),
\]
where $c_2 = \frac{-B(1)}{B(1)^2}$, $c_1 = -\frac{B'(1)}{B(1)^2}$, and $Y_a(x)$ is analytic in $x$, and
\[
S(x) = d_3(x - 1)^{-3} + d_2(x - 1)^{-2} + d_1(x - 1)^{-1} + S_a(x),
\]
where $d_3 = \frac{-B(1)}{B(1)^2}$, $d_2 = \frac{2B'(1)}{B(1)^3}$, $d_1 = \frac{-B''(1)}{B(1)^3}$, and $S_a(x)$ is analytic in $x$.

**Proof.** By Proposition 12, $Y(x)$ and $S(x)$ are meromorphic functions, for all $x \in \mathbb{C}$, and for any fixed $p \in (0, 1]$, there exists a real $r = r_p$, such that for all $x$ in the disc $|x| \leq r_p$ in $\mathbb{C}$, both $Y(x)$ and $S(x)$ have a unique dominant pole at $x = 1$. For $Y(x)$, the pole at $x = 1$ is of order 2 and for $S(x)$, it is of order 3. Thus, expanding $Y(x)$ and $S(x)$ respectively near $x = 1$, we get
\[
Y(x) = \sum_{j \geq -2} c_{-j}(x - 1)^j,
\]
and
\[
S(x) = \sum_{j \geq -3} d_{-j}(x - 1)^j,
\]
where the constants $c_2, c_1, \ldots \in \mathbb{C}$ and $d_3, d_2, \ldots \in \mathbb{C}$ can be obtained by differentiation and substitution. For $Y(x)$, we get $c_2 = (x - 1)^2Y(x)|_{x=1} = \frac{1}{B(1)}$, $c_1 = \frac{\partial}{\partial x}((x - 1)^2Y(x))|_{x=1} = -\frac{B'(1)}{B(1)^2}$. Similarly, for $S(x)$, we get $d_3 = (x - 1)^3S(x)|_{x=1} = -\frac{1}{B(1)^2}$, $d_2 = \frac{\partial}{\partial x}((x - 1)^3S(x))|_{x=1} = \frac{2B'(1)}{B(1)^3}$, and
\[
d_1 = \left(\frac{1}{2}\right) \frac{\partial^2}{\partial x^2}((x - 1)^3S(x))|_{x=1} = -\frac{3B'(1)^2}{B(1)^3} + \frac{B''(1)}{B(1)^3}.
\]
Taking $Y_a(x) = \sum_{j \geq 0} c_{-j}(x - 1)^j$ and $S_a(x) = \sum_{j \geq 0} d_{-j}(x - 1)^j$, we get the statement of the lemma.

\footnote{We name the constants $c_{-j}$ rather than $c_j$ for notational convenience in the later proofs.}
The following theorem from the book by Flajolet and Sedgewick [7] will be very useful in proving our main results in this section.

**Theorem 14** ([7] Theorem IV.10). Let \( \mathcal{F} : \mathbb{C} \rightarrow \mathbb{C} \) be a function meromorphic at all points in \( |x| \leq r \), with poles at \( \beta_1, \ldots, \beta_s \). If \( \mathcal{F}(x) \) is analytic at \( |x| = r \), and at \( x = 0 \), then there exist \( s \) polynomials \( P_1(x), \ldots, P_s(x) \), such that

\[
f_n \equiv [x^n] \mathcal{F}(x) = \sum_{j=1}^{s} P_j(n) \beta_j^{-n} + O(r^{-n}),
\]

where for each \( j = 1, \ldots, s \), the degree of the polynomial \( P_j(x) \) is one less than the order of the pole \( \beta_j \).

**Theorem** Our goal is to compute \( \lim_{n \rightarrow \infty} \frac{w[0,n]}{n} \). Since the Bernoulli distribution has a finite variance and third moment for any \( p \in (0,1) \), from Lemma 8 and Theorem 1 (i) and (ii), we know that there exists a constant \( C > 0 \), such that

\[
\lim_{n \rightarrow \infty} \frac{w[0,n]}{n} = \lim_{n \rightarrow \infty} \frac{w[1,n+1]}{n} = \lim_{n \rightarrow \infty} \frac{X_{n+1}}{n} = \lim_{n \rightarrow \infty} \frac{X_n}{n-1} = C,
\]

almost surely, and similarly,

\[
\lim_{n \rightarrow \infty} \frac{w[0,n]^+}{n} = \lim_{n \rightarrow \infty} \frac{X_n^+}{n-1} = C,
\]

in \( L_1 \). Taking expectations in (11) gives

\[
C = \lim_{n \rightarrow \infty} \frac{\mathbb{E}[X_n]}{n-1} = \beta_{tr}(p).
\]

From Theorem 2 we have that

\[
\lim_{n \rightarrow \infty} \frac{\mathbb{E}[X_n]}{n-1} = \lim_{n \rightarrow \infty} \frac{1}{n-1} [x^n] G_p(x).
\]

For \( n \geq 1 \), we have

\[
[x^n] G_p(x) = [x^{n-1}] \frac{x}{(1-x)^2 B_p(x)} = [x^{n-1}] \frac{1}{(1-x)^2 B_p(x)}.
\]

Now applying Theorem 14 to the function \( \frac{1}{(1-x)^2 B_p(x)} \) with \( r = r_p > 1 \) from Proposition 12, and \( x = 1 \) as the only pole, having order 2, we see that there exists a polynomial \( P_1(x) \) having degree 1, such that

\[
[x^{n-1}] \frac{1}{(1-x)^2 B_p(x)} = P_1(n-1) + O(r^{-n+2}). \tag{12}
\]

By Lemma 13 there exists \( r > 1 \) such that

\[
[x^{n-1}] \frac{1}{(1-x)^2 B_p(x)} = [x^{n-1}] c_2(1-x)^{-2} + [x^{n-1}] (c_1(1-x)^{-1} + [x^{n-1}] Y_{a}(x),
\]

where \( c_2 = \frac{1}{B_p(1)} \), \( c_1 = \frac{-B'(1)}{B_p(1)^2} \) and \( Y_{a}(x) \) is analytic in \( |x| \leq r \). Now applying Newton’s expansion for negative binomials gives

\[
[x^{n-1}] \frac{1}{(1-x)^2 B_p(x)} = c_2(n) - c_1 + [x^{n-1}] Y_{a}(x), \tag{13}
\]
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Thus, \( X \) et al. [8]. For a random variable \( X \) expressions for the scaling constants in the functional central limit theorem for \( X \).

Substituting \( t \) e.g. [7, Proof of Theorem IV.10], we compute

\[
[x^{n-1}] \frac{1}{(1-x)^2 B_p(x)} = c_2(n) - c_1 + O(r^{-n+1}).
\]

Thus,

\[
\lim_{n \to \infty} \frac{\mathbb{E}[X_n]}{n-1} = [x^{n-1}] \frac{1}{(1-x)^2 B_p(x)} = c_2 - \lim_{n \to \infty} \frac{c_1}{n-1} + \lim_{n \to \infty} \frac{r^{-n+1}}{n-1}
\]

since \( \lim_{n \to \infty} \frac{c_1}{n-1} = 0 \), and \( r > 1 \) implies \( \lim_{n \to \infty} \frac{r^{-n+1}}{n-1} = 0 \). Together with (11), this gives that \( \beta_r(p) = C = B_p(1)^{-1} \), completing the proof of the theorem.

Next, we’ll see how the bivariate generating function for \( X_n \) can be used to obtain precise expressions for the scaling constants in the functional central limit theorem for \( X_n \) given by Foss et al. [8]. For a random variable \( X \), let \( \text{var}(X) \) denote its variance.

**Lemma 15.**

\[
\lim_{n \to \infty} \frac{\text{var}(X_n)}{n-1} = B_p(1)^{-2} \left( 1 - \frac{2B_p'(1)}{B_p(1)^3} \right).
\]

**Proof.** Recall that \( Z_p = Z_p(x,t) \) denotes the generating function for the probability generating of \( X_n \). The variance \( \text{var}(X) \) is given by

\[
\text{var}(X_n) = \mathbb{E}[X_n^2] - \mathbb{E}[X_n]^2
\]

From Theorem 3 the probability generating function for \( X_n \) is given by \( Z = Z(x,t) = 1 + \frac{x B_p(x)}{1-x^2 B_p(x)} \). For convenience, we shall use the shorthand \( A := A_p(x) \), \( B := B_p(x) \), and \( D := A_p(x) - B_p(x) \). We have

\[
\mathbb{E}[X_n^2] = [x^n] \left( \frac{\partial}{\partial t} \left( t \frac{\partial Z}{\partial t} \right) \right)_{t=1}
\]

Substituting \( t = 1 \) and using that \( D = A - B \), and Lemma 14 we get that \( 1 - D = 1 - A + B = -xB + B = (1-x)B \), and \( 1 + D = 1 + A - B = 2 - (1-x)B \). Thus,

\[
\mathbb{E}[X_n^2] = [x^n] \left( \frac{2xBD}{(1-x)^3 B^3} - \frac{x(1-x)B^2 D}{(1-x)^3 B^3} \right)
\]

\[
= [x^n] \frac{2xD}{(1-x)^3 B^2} - [x^n] \frac{xD}{(1-x)^2 B}
\]

\[
= [x^n] \frac{2x(1-(1-x)B)}{(1-x)^3 B^2} - [x^n] \frac{x(1-(1-x)B)}{(1-x)^2 B}
\]

\[
= 2[x^{n-1}] \frac{1}{(1-x)^3 B^2} - 3[x^{n-1}] \frac{1}{(1-x)^2 B} + [x^{n-1}] \frac{1}{1-x}.
\]
As in the previous proof, Proposition [12] gives that there exists a real \( r = r_p > 1 \), such that the functions \( B_p(x) \) and \( B_p(x)^2 \) are analytic for all \( |x| \leq r \), with a unique zero at \( x = 1 \). Now applying Theorem [14] to the function \( \frac{2}{(1-x)^2 B_p(x)^2} - \frac{3}{(1-x)^3 B_p(x)} + \frac{1}{1-x} \), with \( r \) as the radius of meromorphy, we obtain that

\[
[x^n] \frac{2x}{(1-x)^3 B_p^2(x)} = 2[x^{n-1}] \frac{1}{(1-x)^3 B_p^2(x)} = 2[x^{n-1}](d_3(1-x)^{-3} + 2[x^{n-1}](d_2)(1-x)^{-2} + 2[x^{n-1}](d_1)(1-x)^{-1} + 2[x^{n-1}] S_a(x),
\]

where \( d_3 = -B_p(1)^{-2}, \ d_2 = 2B_p'(1)B_p(1)^{-3}, \ d_1 = -3B_p'(1)^2B_p(1)^{-4} + B_p(1)^{-3}B_p''(1) \) and \( S_a(x) \) is analytic in \( |x| \leq r \). Similarly,

\[
[x^{n-1}] \frac{1}{(1-x)^2 B_p(x)} = [x^{n-1}]c_2(1-x)^{-2} + [x^{n-1}](c_1)(1-x)^{-1} + [x^{n-1}]Y_a(x),
\]

where \( c_2 = \frac{1}{B_p(1)}, \ c_1 = -\frac{B_p'(1)}{B_p(1)^2} \) and \( Y_a(x) \) is analytic in \( |x| \leq r \). Finally, \( [x^{n-1}] \frac{1}{1-x} = 1 \). Now using Newton’s expansion for negative binomials (see e.g. [7] Theorem IV.9), we get

\[
\text{var}(X_n) = \mathbb{E} \left[ X_n^2 \right] - (\mathbb{E}[X_n])^2 \nonumber
\]

\[
= -2d_3 \left( \frac{n+1}{2} \right) + 2d_2(n) - 2d_1 - 3(c_2n - c_1 - 1 + o(1)) \nonumber
\]

\[
= n^2 (-d_3 - c_2^2) + n(-d_3 + 2d_2 - 3c_2 + 2c_2(1 + c_1)) + o(n). \tag{16}
\]

Substituting the values of \( d_3, d_2, c_2 \) and \( c_1 \) in (16), we get

\[
\text{var}(X_n) = n^2 \left( \frac{1}{B_p(1)^2} - \frac{1}{B_p(1)^2} \right) + n \left( \frac{1}{B_p(1)^2} + \frac{4B_p'(1)}{B_p(1)^3} - \frac{3}{B_p(1)^3} + 2 \frac{1}{B_p(1)} \left( 1 - \frac{B_p'(1)}{B_p(1)^2} \right) \right) + o(n) \nonumber
\]

\[
= \frac{n}{B_p(1)^2} \left( 1 + 6 \frac{B_p'(1)}{B_p(1)} - B_p(1) \right) + o(n). \tag{17}
\]

Dividing both sides of (17) by \( n-1 \) and taking the limit as \( n \to \infty \), we get the statement of the theorem.

\[\square\]

**Theorem 7** Let \( X_n = X_n(t) := w[1, nt] \). Since the Bernoulli distribution has finite variance and third moment for any choice of \( p \in (0, 1) \), by Foss et al. (Theorem 11), [8][Theorem 2.4], we know that there exist \( C, c > 0 \) such that \( W_n(t) \) converges to a standard Brownian motion as \( n \to \infty \). Further, from Theorem 2 we have that for any \( t \geq 0 \), \( \mathbb{E}[X_n(t)] \to \beta_t(p)(nt - 1) \) as \( n \to \infty \). Therefore in order to prove the theorem, we only need to find the scaling limit for the variance of \( W_n(t) \). For \( t = 1 \), Theorem 1 gives that \( W_n(1) \) converges to a standard normal distribution, i.e. has variance 1. Now comparing variances gives that the scaling constant \( c = \left( \lim_{n \to \infty} \frac{\text{var}(X_n)}{n-1} \right)^{1/2} \). From Lemma 15 we get that

\[
\lim_{n \to \infty} \frac{\text{var}(X_n)}{n-1} = B_p(1)^2 \left( 1 + \frac{6B_p'(1)}{B_p(1)} - B_p(1) \right).
\]

Taking square roots therefore, completes the proof of the theorem. \[\square\]
4 Conclusions

For the Bernoulli distribution, we were able to find precise values of the scaling constants for the strong law of natural numbers and the functional central limit theorem using techniques from enumerative and analytic combinatorics. In some sense, our techniques are a simplification of the regenerative structure described by Foss et al. [8] to the case of Bernoulli-distributed weights. This connection can be extended further, to get a direct proof of the functional limit theorem of Foss et al. [8] for Bernoulli-distributed weights (without using Donsker’s theorem). We give a brief outline of the proof here.

First, it is straightforward to show that the random variable $W_n(t)$ in Theorem 7 weakly converges pointwise to a normal random variable with variance $t$, using singularity perturbation for meromorphic functions [7, Theorem IX.9] on the bivariate generating function $Z(x, t)$, and verifying that the conditions for applicability are satisfied. Next, we need to prove that for every $0 = t_0 < t_1 < t_2 < \ldots$, the variables $W(t_{i_2}) - W(t_{i_1})$, $W(t_{i_3}) - W(t_{i_2})$, etc. are mutually independent. Consider the variable $W(t_2) - W(t_1) = \lim_{n \to \infty} \frac{X_{nt_2} - X_{nt_1} - (Cnt_2 - Cnt_1)}{\sigma_w \sqrt{n} - 1}$.

By “unravelling” the recursive argument in the proof of Lemma 9, it can be shown that asymptotically the distribution of $X_{nt_2} - X_{nt_1}$, converges to that of $X_n(t_2 - t_1)$. This is because the difference $D_n(t) = X_{nt_2} - X_{nt_1} - X_n(t_2 - t_1)$ can only be due to an edge in a maximum-weight path that jumps the node $nt_1$, i.e. has exactly one end-point in $[0, nt_1)$ and the other in $(nt_1, nt_2]$. Thus, $D_n(t)$ is at most 1, which disappears after scaling by $\sigma_w \sqrt{n} - 1$, $n$ goes to infinity in the limit.

Lastly, to see that the function $t \mapsto W(t)$ is continuous, it suffices to use the pointwise convergence to a normal distribution with variance $t$ and independence of increments proved already, together with standard concentration bounds for the normal distribution.

It would be interesting to know if these combinatorial techniques can be extended to other distributions, for example the uniform distribution on $[0, 1]$, or even the uniform discrete distribution on $\{0, \ldots, k-1\}$ for some $k \geq 2$. The main obstruction is that $k$-valued distributions are not binary, and therefore, it is possible for edges that “jump” a given point, to supercede the weight of any path that passes through the point. Other questions of interest such as the asymptotic expectation for the general class of tournaments, remain open.
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