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Abstract—This paper addresses the challenge of reconstructing an animatable human model from a multi-view video. Some recent works have proposed to decompose a non-rigidly deforming scene into a canonical neural radiance field and a set of deformation fields that map observation-space points to the canonical space, thereby enabling them to learn the dynamic scene from images. However, they represent the deformation field as translational vector field or SE(3) field, which makes the optimization highly under-constrained. Moreover, these representations cannot be explicitly controlled by input motions. Instead, we introduce blend weight fields to produce the deformation fields. Based on the skeleton-driven deformation, blend weight fields are used with 3D human skeletons to generate observation-to-canonical and canonical-to-observation correspondences. Since 3D human skeletons are more observable, they can regularize the learning of deformation fields. Moreover, the blend weight fields can be combined with input skeletal motions to generate new deformation fields to animate the human model. To improve the quality of human modeling, we further represent the human geometry as a signed distance field in the canonical space. Additionally, a neural point displacement field is introduced to enhance the capability of the blend weight field on modeling detailed human motions. Experiments show that our approach significantly outperforms recent human modeling methods.

Index Terms—Human modeling, implicit neural representations, view synthesis.

I. INTRODUCTION

ENDERING animatable human characters has many applications such as free-viewpoint videos, telepresence, video games and movies. The core step is to reconstruct animatable human models, which tends to be expensive and time-consuming in traditional pipelines due to two factors. First, human reconstruction generally relies on complicated hardware, such as a dense array of cameras [1], [2] or depth sensors [3], [4]. Second, human animation requires skilled artists to manually create a skeleton suitable for the human model and carefully design skinning weights [5] to achieve realistic animation, which takes countless human labor.

In this work, we aim to reduce the cost of human reconstruction and animation, to enable the creation of digital humans at scale. Specifically, we focus on the problem of reconstructing animatable humans from multi-view videos, as illustrated in Fig. 1. However, this problem is extremely challenging. There are two core questions we need to answer: how to represent animatable human models and how to learn this representation from videos?

Recently, neural radiance fields (NeRF) [6] has proposed a representation that can be efficiently learned from images with a differentiable renderer. It represents static 3D scenes as color and density fields, which work particularly well with volume rendering techniques. To extend NeRF to handle non-rigidly deforming scenes, [7], [8] decompose a video into a canonical NeRF and a set of deformation fields that transform observation-space points at each video frame to the canonical space. The deformation field is represented as translational vector field [8] or SE(3) field [7]. Although they can handle some dynamic scenes, they are not suited for representing animatable human models due to two reasons. First, jointly optimizing NeRF with translational vector fields or SE(3) fields without motion prior is an extremely under-constrained problem [8], [9]. Second, they cannot synthesize novel scenes given input motions.

To overcome these problems, we propose a novel motion representation named blend weight field. Based on the skeleton-driven deformation framework [5], blend weight fields are combined with 3D human skeletons to generate deformation fields. This representation has two advantages. First, since the human skeleton is easy to track [10], it does not need to be jointly optimized and thus provides an effective regularization on the learning of deformation fields. Second, we are able to explicitly animate the canonical human model with input human skeletons, in contrast to previous methods [8], [9].

To learn the human model from videos, we first leverage blend weight fields to produce deformation fields that transform 3D points from the observation space to the canonical space, and then render the canonical NeRF into video frames. The model parameters are optimized to minimize the photometric loss between rendered frames and input frames. In practice, experiments show that it is difficult to learn blend weight fields...
from scratch. Therefore, we propose to obtain blend weight fields from SMPL models [11] and then combine it with a neural residual field to better model human motions.

Based on the proposed human representation, we add two extensions to improve the performance of human modeling. Considering that NeRF tends to produce noisy geometry surface, the human geometry is represented as a signed distance field, which has a well-defined surface at the zero-level set and thus facilitates more direct regularization on the geometry learning. However, we found that jointly optimizing the signed distance field with neural residual vector fields tends to get into local minima. To solve this issue, a neural point displacement field is introduced to model motion details, instead of using neural residual vector field. Experiments demonstrate that neural point displacement field works well with the signed distance field.

We evaluate our approach on the Human3.6M [12], ZJU-MoCap [13] and MonoCap [14, 15, 16] datasets. Experiments show that our approach achieve state-of-the-art performance on image synthesis. In addition, we demonstrate that using signed distance field significantly improve the reconstruction performance on SyntheticHuman [16].

In the light of previous work, this work has the following contributions: i) We reconstruct animatable human models from videos using a novel framework, which represents a dynamic human with a canonical neural field and a pose-driven deformation field. ii) We compares different implicit neural representations for human modeling from videos. iii) Our approach demonstrates significant performance improvement on image rendering and 3D reconstruction compared to recent methods on the Human3.6M, ZJU-MoCap, MonoCap and SyntheticHuman datasets.

A preliminary version of this work appeared in ICCV 2021 [17]. Here, the work is extended in the following ways. First, the signed distance field is used to enhance the quality of human geometry. We validate the effectiveness of signed distance field on 3D reconstruction on a synthetic dataset. Second, we introduce the neural point displacement field to model accurate human motions in conjunction with the blend weight field. Third, we compare with more recent methods and additionally perform experiments on a monocular dataset [14, 15]. More ablation studies are added to evaluate the proposed components. The code has been publicly available at https://github.com/zju3dv/animatable_nerf, which has received more than 400 stars.

**II. RELATED WORK**

**Human reconstruction:** Modeling human characters is the first step of traditional animation pipelines. To achieve high-quality reconstruction, most methods rely on complicated hardware [2], [3], [4], [18], [19]. Recently, some works [6], [20], [21], [22] have attempted to learn 3D representations from images with differentiable renderers, which reduces the number of input camera views and achieves impressive reconstruction results. However, they have difficulty in recovering reasonable 3D human shapes when the camera views are too sparse, as shown in [13]. Instead of optimizing the network parameters per scene, [23], [24], [25], [26] utilize networks to learn human shape priors from ground-truth 3D data, allowing them to reconstruct human shapes from even a single image.

**Human animation:** Skeletal animation [5], [27] is a common approach to animate human models. It first creates a scale-appropriate skeleton for the human mesh and then assigns each mesh vertex a blend weight that describes how the vertex position deforms with the skeleton. Skinned multi-person linear model (SMPL) [11] learns a skeleton regressor and blend weights from a large amount of ground-truth 3D meshes. Based on SMPL, some works [28], [29], [30], [31], [32] reconstruct an animated human mesh from sparse camera views. However, SMPL only describes the naked human body and thus cannot be directly used to render photorealistic images. To overcome this problem, [33], [34], [35] apply vertex displacements to the SMPL model to capture the human clothing and hair. [36] proposes a 2D warping method to deform the SMPL model to fit the input image. Recent implicit function-based methods [37], [38], [39] have exhibited state-of-the-art reconstruction quality. [40], [41] combine implicit function learning with the SMPL model to obtain detailed animatable human models. [42] combines a set of local implicit functions with human skeletons to represent dynamic humans. [43], [44], [45], [46], [47] propose to animate implicit neural representations with the linear blend skinning algorithm.

**Neural rendering:** To reduce the requirement for the reconstruction quality, some methods [48], [49], [50], [51], [52] improve the rendering pipeline with neural networks. Based on the advances in image-to-image translation techniques [53], [54], [55], [56] train a network to map 2D skeleton images to target rendering results. Although these methods can synthesize photorealistic images under novel human poses, they have difficulty...
in rendering novel views. To improve the performance of novel view synthesis, [48], [49], [51], [57], [58], [59], [60] introduce 3D representations into the rendering pipeline. [49] establishes neural texture maps and uses UV maps to obtain feature maps in the image space, which is then interpreted into images with a neural renderer. [51], [57] reconstruct a point cloud from input images and learn a 3D feature for each point. Then, they project 3D features into a 2D feature map and employ a network to render images. However, 2D convolutional networks have difficulty in rendering inter-view consistent images, as shown in [20].

To solve this problem, [6], [21], [61], [62], [63], [64] interpret features into colors in 3D space and then accumulate them into 2D images. In the field of human modeling, [13], [65], [66], [67], [68] represent 3D human models as implicit neural representations and optimize network parameters from images with differentiable volume rendering. [13] combines neural radiance field with the SMPL model, allowing it to handle dynamic humans and synthesize photorealistic novel views from very sparse camera views. Reconstructing 3D humans from videos is a fast growing field, and there are many concurrent works [69], [70], [71], [72], [73], [74], [75], [76]. Similar to [17], [71], [72], [74], [76] leverage the LBS model to establish observation-to-canonical correspondences, which enables them to aggregate temporal observations in the input video.

III. Method

Given a multi-view video of a performer, our task is to reconstruct an animatable human model that can be used to synthesize free-viewpoint videos of the performer under novel human poses. The cameras are synchronized and calibrated. For each frame, we assume the 3D human skeleton is given, which can be obtained with marker-based or marker-less pose estimation systems [10], [12]. For each image, [77] is used to extract the foreground human mask, and the values of the background image pixels are set as zero.

The overview of our approach is shown in Fig. 2. We decompose a non-rigidly deforming human body into a canonical human model represented by a neural radiance field (Section III-A) and a per-frame blend weight field (Section III-B) that is used to establish correspondences between the observation space and canonical space. Section III-C introduces two extensions to the human representation to enhance the quality of human modeling. Then we discuss how to learn the representation on the multi-view video (Section III-D). Based on blend weight fields, we are able to animate the canonical human model (Section III-E).

A. Representing Videos With Neural Radiance Fields

NeRF represents a static scene as a continuous volumetric representation. For any 3D point, it takes a spatial position \( x \) and viewing direction \( d \) as input to a neural network and outputs a volume density \( \sigma \) and color \( c \).

Inspired by [7], [8], we extend NeRF to represent the dynamic human body by introducing deformation fields, as shown in Fig. 2. Specifically, for each video frame \( i \in \{1, \ldots, N\} \), we define a deformation field \( T_i \) that transforms observation-space points to the canonical space. Given the canonical-frame density model \( F_\sigma \), the density model at frame \( i \) can be thus defined as:

\[
\sigma_i(x, z_i(x)) = F_\sigma(\gamma_\times(T_i(x))),
\]

where \( z_i(x) \) is the shape feature in the original NeRF, and \( \gamma_\times \) is the positional encoding [6] for spatial location.

When predicting the color, we define a per-frame latent code \( \ell_i \) to encode the state of the human appearance in frame \( i \). Similarly, with the canonical-frame color model \( F_c \), the color model at frame \( i \) can be defined as:

\[
c_i(x) = F_c(z_i(x), \gamma_d(d), \ell_i),
\]

where \( \gamma_d \) is the positional encoding for viewing direction.

There are several ways to represent the deformation field, such as translational vector field [8], [9] and SE(3) field [7]. However, as discussed in [7], [9], optimizing a radiance field together with a deformation field is an ill-posed problem. To solve this issue, [7], [9] propose many regularization techniques to facilitate the training, which makes the optimization process complex. Moreover, their representations cannot robustly generate new deformation fields given novel motion sequences.
B. Blend Weight Fields

Considering that we aim to model dynamic humans, it is natural to leverage the human priors to learn the deformation field, which helps us to solve the under-constrained problem. Specifically, we construct the deformation field based on the 3D human skeleton and the skeleton-driven deformation framework [5].

The human skeleton defines $K$ parts, which produce $K$ transformation matrices $\{G_k\} \in SE(3)$. The detailed derivation is listed in the supplementary material, available online. In the linear blend skinning algorithm [5], a canonical-space point $v$ is transformed to the observation space using

$$v' = \left( \sum_{k=1}^{K} w(v)_k G_k \right) v,$$

where $w(v)_k$ is the blend weight of $k$th part. Similarly, for an observation-space point $x$, if we know its corresponding blend weights, we are able to transform it to the canonical space using

$$x' = \left( \sum_{k=1}^{K} w^o(x)_k G_k \right)^{-1} x,$$

where $w^o(x)$ is the blend weight function defined in the observation space. To obtain the blend weight field, a natural idea is to define a function that maps a 3D point to blend weights, which then gives the dynamic radiance fields based on (1), (2) and (4). However, experiments show that learning the blend weight field from scratch is still ill-posed and is prone to local minima.

Neural residual vector field: To solve this problem, we propose to leverage the human priors in 3D statistical body models [11], [78], [79], [80]. Specifically, for any 3D point, we assign an initial blend weight based on the body model and then use a network to learn a residual vector, resulting in the subject-specific blend weight field. The residual vector fields for all training video frames are implemented using a single MLP network $F_{\Delta w} : (x, S_i) \rightarrow \Delta w$, where $\psi_i$ is a per-frame learned latent code and $\Delta w_i$ is a vector $\in \mathbb{R}^K$. The resulted blend weight field at frame $i$ is defined as:

$$w_i(x) = \text{norm}(F_{\Delta w}(x, \psi_i) + w^o(x, S_i)),$$

where $w^o$ is the initial blend weights that are computed based on the statistical body model $S_i$, and we define $\text{norm}(w) = w / \sum w_i$. Without loss of generality, we adopt SMPL [11] as the body model, which can be obtained by fitting the SMPL model to the 3D human skeleton [10]. Note that this idea can also apply to other human models [78], [79], [80]. To compute $w^o$, we take the strategy proposed in [40], [81]. For any 3D point, we first find the closest surface point on the SMPL mesh. Then, the target blend weight is computed by performing barycentric interpolation of blend weights of three vertices on the corresponding mesh facet.

To animate the template NeRF, we additionally define a blend weight field $w_{\text{can}}$ at the canonical space. The SMPL blend weight field $w^o$ is calculated using the canonical SMPL model, and the residual vector field $F_{\Delta w}$ is conditioned on an additional latent code $\psi^\text{can}$. We utilize the consistency between blend weights to optimize the residual vector field $F_{\Delta w}$, which is described in Section III-D. During animation, the canonical blend weight field is used to compute blend weights for observation-space coordinates under unseen human poses, which is described in Section III-E.

Instead of calculating blend weights of novel human poses from the canonical blend weight field $w_{\text{can}}$, an alternative method is to define the pose-dependent residual vector field $F'_{\Delta w} : (x, S) \rightarrow \Delta w$, which enables us to directly predict the blend weight field under human pose $S$ using (5). However, the input coordinate $x$ for $F'_{\Delta w}$ is in the observation space, whose value could vary significantly with human pose, making the residual vector field $F'_{\Delta w}$ difficult to generalize to unseen poses.

C. Improving the Learning of Human Geometry

Although NeRF has shown impressive performance on view synthesis, it does not explicitly constrain the learned geometry and tends to produce the noisy surface. To enhance the reconstruction quality, we model the human geometry using the signed distance field. In contrast to density field, signed distance field has a well-defined surface at the zero-level set, which facilitates more direct regularization on the geometry learning and generally achieves better reconstruction performance [82], [83]. In practice, since signed distance is a scalar, we can predict the signed distance $s$ for each 3D point $x$ using the same geometry network $F_g : x \rightarrow s$. We apply Eikonal constraint [84] to enforce the network prediction to conform with the property of signed distance field, which will be described in Section III-D. However, we empirically find that it is difficult to jointly learn the signed distance field with the neural residual vector field from videos.

Neural point displacement field: To overcome this challenge, we propose to model human motions by combining the SMPL blend weight field with a neural point displacement field, instead of using the neural residual vector field. Specifically, for an observation-space point $x$ at frame $i$, we first obtain its blend weights from the SMPL model and warp it to the canonical space using (4), resulting in the transformed point $x'$. Then, we use a displacement field to deform the point $x'$ to the surface. Denote the displacement field as $F_{\Delta x} : (x, S_i) \rightarrow \Delta x_i$, where $S_i$ is the 3D human pose at frame $i$. The final point is $x' + F_{\Delta x}(x', S_i)$. The displacement field is implemented as an MLP network.

Experiments show that the point displacement field $F_{\Delta x}$ can generalize to unseen human poses. A plausible reason is that $F_{\Delta x}$ takes the canonical-space coordinate as input, whose value is similar across different human poses. Compared with neural residual vector field, the point displacement field is more convenient to use, as neural residual vector field additionally requires us to calculate blend weights under novel poses during animation. More details can be found in Section III-E.

D. Training

Based on the proposed canonical human representations and motion representations, we can construct two types of animatable human representations: (1) NeRF with residual vector field
(NeRF-RVF). (2) SDF with point displacement field (SDF-PDF). To verify the advantage of point displacement field over neural residual vector field, we additionally test a type of animatable human representation: NeRF with point displacement field (NeRF-PDF). We describe the training of these three models in this section.

Given an animatable human representation, we can use volume rendering techniques [6], [85] to synthesize images of particular viewpoints for each video frame $i$. The near and far bounds of volume rendering are estimated by computing the 3D boxes that bound the SMPL meshes. When the density field is used to model the human geometry, we directly use the rendering strategy in [6] to render pixel colors. The model parameters are optimized over the video by minimizing the difference between the rendered pixel color $C_i(r)$ and the observed pixel color $C_i'(r)$:

$$L_{rgb} = \sum_{r \in R} \| \bar{C}_i(r) - C_i(r) \|_2,$$

where $R$ is the set of rays passing through image pixels.

When the neural residual vector field is used to represent the human motion, we introduce a consistency loss to learn the weight field $w^{can}$ at the canonical space. As shown by (3) and (4), two corresponding points at canonical and observation spaces should have the same blend weights. For an observation-space point $x$ at frame $i$, we map it to the canonical-space point $T_i(x)$ using (4). The consistency loss is defined as:

$$L_{nsf} = \sum_{x \in X} \| w_i(x) - w^{can}(T_i(x)) \|_1,$$

where $\lambda_i^c$ is the set of 3D points sampled within the 3D human bounding box at frame $i$. For the model “NeRF-RVF”, we use the rendering loss $L_{rgb}$ and consistency loss $L_{nsf}$ for training, which is defined as:

$$L_{NeRF-RVF} = L_{rgb} + L_{nsf}. \quad (8)$$

**Learning of model “SDF-PDF”:** To optimize the SDF from the video, we first convert predicted signed distances into densities using the strategy in VolSDF [83] and then synthesize pixel colors through the volume rendering. The mask loss and the Eikonal term [84] are used for learning the SDF. To supervise the SDF with the mask, we find the minimal SDF value $s_i^m$ of sampled points along the ray $r$ and apply the binary cross entropy loss BCE:

$$L_{mask} = \sum_{r \in R} \text{BCE}(\text{sigmoid}(-\rho s_i^m), M_i(r)), \quad (9)$$

where $M_i(r) \in \{0, 1\}$ is the ground-truth mask value. Similar to [22], we set $\rho$ as 100 and multiply it by 2 every 10000 iterations. The number of multiplications is up to 5. We sample a set of points $X_i$ in the observation space and apply the Eikonal term on these sampled points:

$$L_E = \sum_{x \in X_i} (\| \nabla F_g(T(x, S_i)) \|_2 - 1)^2. \quad (10)$$

When the neural point displacement field is used to produce the deformation field, we apply the regularization to predicted displacements, which is defined as:

$$L_{\Delta x} = \sum_{x \in X'} \| F_{\Delta x}(x, S_i) \|_2^2, \quad (11)$$

where $X'$ is the set of 3D points sampled in the canonical space. The final loss for training model “SDF-PDF” is

$$L_{SDF-PDF} = L_{rgb} + L_{mask} + 0.01L_E + 0.01L_{\Delta x}. \quad (12)$$

**Learning of model “NeRF-PDF”:** When the canonical human model is represented as NeRF and the human motion is predicted based on neural point displacement field, we use the rendering loss $L_{rgb}$ and displacement regularization term $L_{\Delta x}$ for training, which is defined as:

$$L_{NeRF-PDF} = L_{rgb} + 0.01L_{\Delta x}. \quad (13)$$

**E. Animation**

After training, we can use the deformation field to animate the canonical human model. Given the novel human pose $S\text{new}$, the deformation field warps observation-space points to the canonical space, which are then fed into the geometry and color models. Note that the color model is conditioned on a latent code, which is not defined for unseen human pose. Therefore, we select the latent code of the training human pose that is nearest to the novel human pose $S\text{new}$.

When the deformation field is modeled using the neural residual vector field, we need to additionally optimize blend weights under novel poses based on the canonical blend weight field. Specifically, for the novel human pose $S\text{new}$, our method first computes the SMPL blend weight field $w^c$. Then, the blend weight field $w^\text{new}$ for the novel human pose is defined as:

$$w^\text{new}(x, \psi^\text{new}) = \text{norm}(F_{\Delta w}(x, \psi^\text{new}) + w^c(x, S\text{new})), \quad (14)$$

where the $F_{\Delta w}$ is conditioned on a new latent code $\psi^\text{new}$. Based on the $w^\text{new}$ and (4), we can generate the deformation field $T\text{new}$ for the novel human pose. The parameters of $\psi^\text{new}$ are optimized using

$$L_{\text{new}} = \sum_{x \in X'} \| w^\text{new}(x) - w^\text{can}(T\text{new}(x)) \|_1, \quad (15)$$

where $X'$ is the set of 3D points sampled within the human box under the novel human pose. Note that we fix the parameters of $w^\text{can}$ during training. In practice, we train neural residual vector fields under multiple novel human poses simultaneously. This is implemented by conditioning $F_{\Delta w}$ on multiple latent codes. With the deformation field $T\text{new}$, our method uses (1) and (2) to produce the human model under the novel human pose.

When the neural point displacement field $F_{\Delta x}$ is used, we can establish the observation-to-canonical correspondences by first warping observation-space points to the canonical space and then deforming them using $F_{\Delta x}$. In contrast to neural blend weight field, the pose-dependent displacement field does not require the additional optimization during animation, which is easier to use.
IV. IMPLEMENTATION DETAILS

The network of NeRF-based human model “NeRF-RVF” adopts the same architecture as the original NeRF [6], while the network of SDF-based human model “SDF-PDF” closely follows the original IDR [22]. “NeRF-PDF” also adopts the network of the original IDR [22]. The networks of $F_{z,w}$ and $F_{z,x}$ consist of nine fully connected layers. More details of network architectures are described in the supplementary material, available online. The appearance code $\ell_i$ and residual vector field code $\psi_i$ both have dimensions of 128.

Training: The Adam optimizer [86] is adopted for the training. The learning rate starts from $5e^{-3}$ and decays exponentially to $5e^{-5}$ along the optimization. The training is conducted on a 2080 Ti GPU. For a three-view video of 300 frames, the training takes around 200 k iterations to converge. During animation, we use the same optimizer and learning rate scheduler to optimize the neural blend weight field. For 200 novel human poses, the optimization takes around 10 k iterations to converge. More details about training can be found in the supplementary material, available online.

V. EXPERIMENTS

In experiments, we evaluate three types of animatable human representations, including “NeRF-RVF”, “SDF-PDF”, and “NeRF-PDF”, which are described in Section III-D. The model “NeRF-RVF” is our conference version [17]. To fairly compare “NeRF-RVF” and “SDF-PDF”, we update the network of “NeRF-RVF” to the same architecture as “SDF-PDF” and denote it as “NeRF-RVF*”.

A. Dataset and Metrics

Human3.6M [12] records multi-view videos with 4 cameras and collects human poses using the marker-based motion capture system. It includes multiple human subjects performing complex actions. We select representative human actions, split the videos into training and test frames, and perform experiments on subjects S1, S5, S6, S7, S8, S9, and S11. Three cameras are used for training and the remaining camera is selected for test. ZJU-MoCap [13] records 9 multi-view videos with 21 cameras and collects human poses using the marker-less motion capture system. Following the experimental protocol in [13], we select four uniformly distributed cameras as training input and test on the remaining cameras. MonoCap consists of two videos from DeepCap dataset [14] and two videos from DynaCap dataset [15]. We use one camera view for training and select ten uniformly distributed cameras for test. We select a clip of each video to perform experiments. Each clip has 300 frames for training and 300 frames for evaluating novel pose synthesis.

SyntheticHuman is a synthetic dataset created by [16], which contains 7 animated 3D characters. 4 human characters perform rotation while holding A-pose, which are rendered into monocular videos. Another 3 human characters perform random actions, which are rendered with four cameras. All video frames and camera views are used for training. This dataset is only used to evaluate the performance on 3D reconstruction.

Metrics: For 3D reconstruction, we follow [24] to use two metrics: point-to-surface euclidean distance (P2S) and Chamfer distance (CD). Units for the two metrics are in cm. For image synthesis, we follow [6] to evaluate our method using two metrics: peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM).

B. Performance on Image Synthesis

Our method is compared with previous methods that train a separate network for each video. We do not compare with [66], [88], because they do not release the source code. Detailed descriptions of the baseline methods are presented in the supplementary material, available online.

Results on the Human3.6M dataset: Table I compares our method with [8], [13], [49], [51], [87] on image synthesis. The results indicate that our models with the IDR network outperforms the baseline methods. Comparing model “NeRF-RVF*” with model “NeRF-RVF” shows that the IDR network largely improves the performance of “NeRF-RVF”, which will be further discussed in Section VI.

In Figs. 3 and 4, we present qualitative results of our method and baseline methods on novel view synthesis of training and novel poses. Our method produces photo-realistic rendering results and outperforms baseline methods. We can see that [51] has difficulty in controlling the rendering viewpoint and tend to synthesize contents of training views. As shown in the third person of Fig. 4, they render the human back that is seen during training. Although [13] synthesizes high-quality images on training poses, it struggles to give reasonable rendering results on novel human poses. In contrast, our method explicitly animates the canonical human model using a pose-driven deformation field, which is similar to the classical graphics pipeline and has better controllability on the image generation process than CNN-based methods. The supplementary material presents more qualitative results, available online.
Fig. 3. Novel view synthesis under training human poses. The first and second rows present results from the ZJU-MoCap dataset and the Human3.6 M dataset, respectively. “NeRF-RVF∗” means “NeRF-RVF” with the IDR network.

Fig. 4. Qualitative results of novel pose synthesis. Figures on the first row are results from the ZJU-MoCap dataset. The second row comes from the MonoCap dataset. The last two rows are from the Human3.6 M dataset. “NeRF-RVF∗” indicates “NeRF-RVF” with the IDR network.

Results on the ZJU-MoCap dataset: The quantitative results are listed in Table II. When trained on 4 camera views, our method is competitive to [13] on novel view synthesis of training poses and outperforms [13] on novel pose synthesis. Figs. 3 and 4 present qualitative results of models that are trained on 4 camera views. When trained on the single camera view, our method significantly outperforms [13] on both training and novel poses.

Results on the MonoCap dataset: Table IV summarizes the quantitative comparison of novel view synthesis between our methods and [87], [13], [51] under training and novel human
pose. Specifically, our methods all perform better than the baselines on novel view synthesis under novel human poses. And the pose-dependent deformation field methods NeRF-PDF and SDF-PDF outperform [13] on monocular novel view synthesis. Fig. 4 presents the qualitative comparison of image synthesis of our methods and baselines on MonoCap dataset, which show that our model is able to produce photo-realistic novel view synthesis under novel human poses even with only one input view.

C. Performance on 3D Reconstruction

To validate our method on 3D reconstruction, we compare with [8], [13], [87]. Because [51] does not reconstruct the human geometry and [66], [88] do not release the code, we do not compare with them. We use the Marching Cubes algorithm [89] to extract the underlying human geometry from the neural field. For methods that use the density field, we empirically set the threshold to extract the geometry when applying the Marching Cubes. For our proposed representation “SDF-PDF”, we set the threshold as zero.

Results on the SyntheticHuman datasets: Table III compares our method with [13], [17], [87] in terms of the P2S and CD metrics. [13], [17], [87] and our “NeRF-RVF+”, “NeRF-PDF” representations model the human geometry with the volume density field, while our “SDF-PDF” representation adopt the signed distance field. We empirically set the threshold of volume density to extract the geometry of [13], [17], [87] and our “NeRF-RVF+”, “NeRF-PDF”. Our representation “SDF-PDF” significantly outperforms baseline methods [13], [17], [87] by a margin of at least 0.72 in terms of P2S metric and 0.63 in terms of CD metric. Fig. 5 presents the qualitative comparison.

Results on real data: To further validate the effectiveness of our method, we also perform reconstruction experiments on the real data. Since there are not ground-truth human geometries on real data, we only present the qualitative comparisons. Fig. 6 presents the reconstruction results on the Human3.6 M and MonoCap dataset. The methods are trained on one view on the MonoCap dataset and three views on the Human3.6 M dataset.

D. Ablation Studies

We conduct ablation studies on one subject (S9) of the Human3.6M [12] dataset in terms of the novel pose synthesis performance. First, to analyze the benefit of learning \( \Delta w \), we compare neural blend weight field with SMPL blend weight field. Then, to explore the influence of human pose accuracy, we estimate SMPL parameters from predicted human poses [10], [90] and perform training on these parameters. Finally, we explore the performances of our method under different numbers of video frames and camera views. Ablation studies are performed on the model “NeRF-RVF”, which is the conference version [17]. Tables V, VI, VII, and VIII summarize the results of ablation studies.

Impact of neural residual vector field: Table V shows the quantitative comparisons, which indicate that SMPL blend weight field with neural residual vector field gives better results. To better show the improvement on the SMPL blend weight field, Fig. 7 visualizes the residual vector field \( F_{\Delta w} \) on our reconstructed geometry at the canonical space. The bigger residual has a redder color. We can see that regions of big residual mainly locate on the neck, hand, chest, and pants, which are human-specific details that SMPL cannot describe. The results indicate that our learned \( F_{\Delta w} \) are physically interpretable.

Impact of the human pose accuracy: Table VI compares the models trained with human poses from marker-based and marker-less systems. The results show that more accurate human poses produce better rendering quality. The qualitative comparison is presented in Fig. 8.
Table III

Results of 3D Reconstruction on SyntheticHuman Dataset

|                  | P2S1 | CD1 |
|------------------|------|-----|
|                  | D-NeRF | NB [13] | A-NeRF [87] | NeRF-RVF* | NeRF-PDF | SDF-PDF | D-NeRF | NB [13] | A-NeRF [87] | NeRF-RVF* | NeRF-PDF | SDF-PDF |
| S1               | 3.40  | 1.44 | 1.30  | 4.30  | 1.59  | 0.75   | 2.40   | 1.39  | 1.29  | 2.94  | 1.45  | 0.86   |
| S2               | 3.38  | 1.68 | 1.39  | 4.66  | 1.74  | 0.70   | 2.45   | 1.48  | 1.22  | 3.03  | 1.51  | 0.81   |
| S3               | 3.95  | 1.52 | 1.80  | 4.45  | 1.61  | 0.62   | 2.71   | 1.42  | 1.53  | 3.02  | 1.40  | 0.81   |
| S4               | 4.18  | 1.20 | 1.46  | 2.84  | 1.58  | 0.58   | 2.85   | 1.23  | 1.28  | 2.07  | 1.40  | 0.74   |
| S5               | 1.22  | 1.20 | 3.75  | 2.87  | 1.85  | 0.66   | 1.10   | 1.14  | 3.64  | 2.33  | 1.44  | 0.65   |
| S6               | 1.76  | 1.31 | 1.17  | 2.62  | 1.97  | 0.74   | 1.43   | 1.28  | 1.07  | 2.05  | 1.54  | 0.73   |
| S7               | 1.66  | 1.61 | 1.03  | 2.88  | 2.11  | 0.69   | 1.82   | 1.74  | 1.29  | 2.59  | 2.02  | 0.65   |
| average          | 2.81  | 1.42 | 6.52  | 3.52  | 1.78  | 0.70   | 2.11   | 1.38  | 6.30  | 2.57  | 1.54  | 0.75   |

The first four rows show the results on monocular videos, and the remaining rows present the results on 4-view videos. [87] failed to converge on subject S5.

Fig. 6. 3D reconstruction on the Human3.6 M and MonoCap dataset. The results in the first row are reconstructions from 3-view videos, and the results in the second row are reconstructions from monocular videos.

Table IV

Results of Novel View Synthesis of Training Poses and Novel Poses on MonoCap Dataset in Terms of PSNR and SSIM (Higher is Better)

|                  | Training poses | Novel poses |
|------------------|----------------|-------------|
|                  | PSNR† | SSIM† | PSNR† | SSIM† |
| NB [13]          | 21.76 | 0.872 | 20.83 | 0.854 |
| NHRI [51]        | 21.29 | 0.875 | 20.45 | 0.866 |
| A-NeRF [87]      | 20.52 | 0.845 | 19.53 | 0.828 |
| NeRF-RVF*        | 21.47 | 0.868 | 20.66 | 0.860 |
| NeRF-PDF         | 22.34 | 0.883 | 21.19 | 0.866 |
| SDF-PDF          | 21.89 | 0.885 | 20.88 | 0.869 |

These methods are trained on one view and tested on ten or eleven views. The results show that our proposed methods can generate high-quality novel view and novel pose image synthesis results with even one input view. “NeRF-RVF*” means “NeRF-RVF” [17] with the IDR network [22].

Table V

Comparison of Different Models With and Without Neural Residual Vector Field on the Human3.6 M Dataset

|                  | PSNR | SSIM |
|------------------|------|------|
| w/ Neural residual vector field | 23.72 | 0.886 |
| w/o Neural residual vector field | 21.65 | 0.850 |

Experiments are conducted on the model “NeRF-RVF”, namely the conference version [17].

Table VI

Comparison Between Models Trained With Human Poses From Marker-Based and Marker-Less Pose Estimation Methods on Subject “S9”

|                  | PSNR | SSIM |
|------------------|------|------|
| Marker-based pose estimation | 23.72 | 0.886 |
| Marker-less pose estimation | 22.27 | 0.858 |

Experiments are conducted on the conference version model “NeRF-RVF”.

Table VII

Results of Models Trained With Different Numbers of Video Frames on “S9” of Human3.6 M Dataset

| Frames | PSNR | SSIM |
|--------|------|------|
| 1      | 20.29 | 0.881 |
| 100    | 23.40 | 0.883 |
| 200    | 23.69 | 0.875 |
| 800    | 23.16 | 0.875 |

We perform experiments on the model “NeRF-RVF” [17].

Table VIII

Results of Models Trained With Different Numbers of Camera Views on “S9” of Human3.6 M Dataset

|                  | PSNR | SSIM |
|------------------|------|------|
| 1 view           | 23.81 | 0.877 |
| 2 views          | 24.16 | 0.880 |
| 3 views          | 23.72 | 0.886 |

Experiments are performed on the model “NeRF-RVF” [17].
Fig. 7. Visualization of the residual vector field $F_{\Delta w}$ on the reconstructed geometries of subject “S9”. Red means large residual. Best viewed in color.

Fig. 8. Qualitative results of models trained on poses from marker-less and marker-based systems.

Fig. 9. Comparison of models trained with different numbers of video frames on the subject “S9”.

E. Running Time

For $512 \times 512$ images, the model “NeRF-RVF” takes 1.09 s to render an image on a desktop with an Intel i7 3.7 GHz CPU and a GTX 1080 Ti GPU. Specifically, our implementation takes 0.39 s for predicting the color and density fields, 0.63 s for predicting the blend weight fields, and 0.07 s for volume rendering. Because the number of points sampled along the ray is only 64 and the scene bound of a human is small, the rendering speed of our method is relatively fast.

VI. DISCUSSION

Density field versus Signed distance field: By comparing “NeRF-PDF” and “NeRF-SDF” in Tables I, II and IV, we find that the density field and signed distance field give similar performance in terms of image synthesis on the Human3.6 M, MonoCap, and ZJU-MoCap datasets. In Table III, “SDF-PDF” significantly outperforms “NeRF-PDF” in terms of 3D reconstruction on the SyntheticHuman dataset. The qualitative results in Figs. 5 and 6 also demonstrate that the reconstruction results of “SDF-PDF” are better.

Residual vector field versus Point displacement field: Comparing “NeRF-RVF” with “NeRF-PDF” in Tables I, II and IV, we find that the point displacement field outperforms the residual vector field in terms of image synthesis. In addition, Table III indicates that the point displacement field also achieves better performance on 3D reconstruction.

Network architecture: The model “NeRF-RVF” adopts the network of IDR [22], while the conference version model “NeRF-RVF” uses the network of NeRF [6]. The newly adopted network has a bigger color head than NeRF’s network. Table I shows that the bigger network improves the rendering performance. Detailed network architectures are described in the supplementary material, available online.
Limitations: Combining neural radiance fields with blend weight fields enables us to obtain impressive performances on novel view synthesis and novel pose synthesis. However, our method has a few limitations. (1) The skeleton-driven deformation model [5] cannot express the complex non-rigid deformations of garments. As a result, the performance of our method tends to degrade when reconstructing performers that wear loose clothes. (2) Same to NeRF, our proposed model is trained per-scene, which requires a lot of time to produce animatable human models. Generalizing the networks across different videos and reducing training time is left as future work. (3) Moreover, the rendering time of our model is a bit high. It is could be solved with recent caching-based techniques [91], [92].

VII. CONCLUSION

We introduced a novel dynamic human representation for modeling animatable human characters from multi-view videos. Our method augments a neural radiance field with deformation fields that transform observation-space points to the canonical space. The deformation fields are constructed based on the skeleton-driven deformation framework, where we learn neural blend weight fields to generate observation-to-canonical and canonical-to-observation correspondences. The animatable neural radiance field is learned over the multi-view video with volume rendering and the consistency among blend weight fields. To improve the quality of human modeling, we additionally propose to represent the human geometry as a signed distance field and introduce a neural point displacement field and canonical-to-observation correspondences. The animatable neural radiance field is learned over the multi-view video with volume rendering and the consistency among blend weight fields. To improve the quality of human modeling, we additionally propose to represent the human geometry as a signed distance field and introduce a neural point displacement field to model non-rigid human motions. After training, our method can synthesize free-viewpoint videos of a performer given novel motion sequences. Experiments on the Human3.6 M, MonoCap, ZJU-MoCap, and SyntheticHuman datasets demonstrated that the proposed model achieves state-of-the-art performances on image synthesis and 3D reconstruction.
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