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Abstract: Aiming at the problems of poor decomposition quality and the extraction effect of a weak signal with strong noise by empirical mode decomposition (EMD), a novel fault diagnosis method based on cascaded adaptive second-order tristable stochastic resonance (CASTSR) and EMD is proposed in this paper. In the proposed method, low-frequency interference components are filtered by using high-pass filtering, and the restriction conditions of stochastic resonance theory are solved by using an ordinary variable-scale method. Then, a chaotic ant colony optimization algorithm with a global optimization ability is employed to adaptively adjust the parameters of the second-order tristable stochastic resonance system to obtain the optimal stochastic resonance, and noise reduction pretreatment technology based on CASTSR is developed to enhance the weak signal characteristics of low frequency. Next, the EMD is employed to decompose the denoising signal and extract the characteristic frequency from the intrinsic mode function (IMF), so as to realize the fault diagnosis of rolling bearings. Finally, the numerical simulation signal and actual bearing fault data are selected to prove the validity of the proposed method. The experiment results indicate that the proposed fault diagnosis method can enhance the decomposition quality of the EMD, effectively extract features of weak signals, and improve the accuracy of fault diagnosis. Therefore, the proposed fault diagnosis method is an effective fault diagnosis method for rotating machinery.
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1. Introduction

As a basic part of mechanical equipment, rolling bearing is often one of the fuses of equipment failure [1–3]. As most of the mechanical equipment in industrial production is in a very noisy environment, it is difficult to find the early weak failure, and, even when the mechanical equipment has a more serious failure caused by the early weak failure, it is still impossible to judge the problem manually [4–6]. Therefore, the main purpose of the study is to extract the weak signal characteristics of mechanical equipment under strong noise so as to implement weak fault diagnosis.

Empirical mode decomposition (EMD) is a widely used time–frequency analysis method, which is extremely suitable for analyzing nonlinear and nonstationary signals because it stabilizes the signal by decomposing [7]. Zhang et al. [8] used variational mode decomposition for fault diagnosis of the rolling bearings. Hong et al. [9] used wavelet packet to modulate bearing signals, and then EMD was used to extract fault features. Guo et al. [10] combined EMD with fast Fourier transform (FFT). In this method, the useless high-frequency noise components and useful high signal-to-noise ratio (SNR) components were decomposed by using EMD, and fast Fourier transform was performed on useful components.
At present, most of the weak signal features are extracted through noise suppression, which is effective but also has problems: it inhibits both noise and target features at the same time. When the noise intensity is low, it may have little effect; however, when the noise intensity is high, the weak fault features may become more difficult to extract. The theoretical basis of stochastic resonance is quite different from traditional noise suppression methods. It transfers the noise energy to the low-frequency region with weak features and strengthens the weak signal features by weakening and transferring noise. Therefore, it is of great significance for weak signal feature extraction under strong noise. Variational mode decomposition (VMD) and analytical mode decomposition are used to extract features of multi-steady stochastic resonance. Wang [11] studied the structure of multi-steady signal-noise ratio (SNR) and influence of parameters, and the average output SNR was taken as the objective function of the multi-steady stochastic resonance output. The composite fault signals were used for simulation verification. Han [12] made use of the advantages of multi-steady state and wavelet transform to realize the bearing fault detection. Li et al. [13] proposed a fault feature extraction method for bearing prognostics. Two real bearing run-to-failure test datasets are used to demonstrate the effectiveness. Zhu et al. [14] proposed a fault feature extraction method for bearings to realize bearing fault diagnosis. Chen et al. [15] proposed a multi-scale alternating direction multiplier method in order to extract a fault impact signal. In addition, some signal feature extraction methods have been proposed in recent years [8,16–26].

EMD has been recognized by scholars and further studies since it was proposed [27]. It has been widely used in the field of fault diagnosis of rolling bearings and has shown many advantages and conveniences, but it also has some disadvantages. In order to overcome its disadvantages, a chaotic ant colony optimization algorithm with global optimization capability is introduced to adaptively adjust the parameters of the second-order tristable stochastic resonance system to obtain optimal stochastic resonance, and a fault diagnosis method based on CASTSR and EMD is proposed in this paper. In the proposed method, the interference components of low frequency are filtered by high-pass filtering, the limitation of stochastic resonance theory is solved by using an ordinary variable-scale method, and a high-frequency signal is transformed into a low-frequency signal far lower than 1 Hz. Each CASTSR output SNR is taken as the objective function, the chaotic ant colony algorithm is used to calculate the optimal parameter combination when the output SNR of each stage is maximum, and the optimal results of each stage are input into the stochastic resonance system to achieve a sufficient noise reduction of weak signals. After that, EMD is employed to decompose the denoising signal and extract the characteristic frequency from the IMF so as to realize fault diagnosis.

The innovations and main contributions are described as follows:

- A novel fault diagnosis method based on CASTSR and EMD is proposed.
- The restriction conditions of stochastic resonance theory are solved by using an ordinary variable-scale method.
- The chaotic ACO with a global optimization ability is used to adaptively adjust the parameters of the CASTSR system to obtain the optimal stochastic resonance.
- The noise reduction pre-treatment technology based on CASTSR is realized to enhance the weak signal characteristics of low frequency.
- EMD is employed to decompose the denoising signal and extract the characteristic frequency from the IMF so as to realize fault diagnosis.

2. Materials and Methods

2.1. Stochastic Resonance Model and Second-Order System

The three-stable situation function model proposed by Wang [7] is adopted, and its potential function is expressed as follows:

\[
U(x) = U_v(x) + U_{\text{wS}}(x) = -\frac{4}{2}x^2 + \frac{4}{3}x^4 - \frac{V}{\exp \left( \frac{V}{2} \right)}
\] (1)
The second-order stochastic resonance system can be described as follows:

\[
\frac{d^2 x}{dt^2} = -\frac{dU(x)}{dx} - k \frac{dx}{dt} + s(t) + n(t) \tag{2}
\]

In the equation, \(x\) is the output signal, \(S(t) + n(t)\) is the input signal, \(k\) is the damping factor, and \(U(x)\) is the potential function. \(n(t) = \sqrt{2Dw(t)}, D\) is the noise intensity, and \(w(t)\) is the Gaussian white noise. Substitute Equation (1) with Equation (2) to obtain the following:

\[
\frac{d^2 x}{dt^2} = ax - bx^3 - \frac{V}{c} \text{sgn}(x) \exp\left(\frac{|x|-r}{c}\right) \left(1 + \exp\left(\frac{|x|-r}{c}\right)\right)^{-2} - k \frac{dx}{dt} + s(t) + n(t) \tag{3}
\]

where Equation (3) is the functional expression of STSR, for the solution of STSR, Equation (3) is split into two first-order differential equations, and the parameter \(y\) is introduced. If \(dx/dt = y\), then the following equation is obtained:

\[
\begin{align*}
\frac{dy}{dt} &= y \\
\frac{dx}{dt} &= ax - bx^3 - \frac{V}{c} \text{sgn}(x) \exp\left(\frac{|x|-r}{c}\right) \left(1 + \exp\left(\frac{|x|-r}{c}\right)\right)^{-2} - ky + s(t) + n(t)
\end{align*} \tag{5}
\]

where Equations (3) and (5) are equivalent, the fourth-order Runge–Kutta algorithm is used to solve the Equation (3), which is described as follows:

\[
\begin{align*}
k_1 &= y_n \\
l_1 &= S_n - kk_1 - U'(x_n) \\
k_2 &= y_n + 0.5hl_1 \\
l_2 &= S_n - kk_2 - U'(x_n + 0.5hk_1) \\
k_3 &= y_n + 0.5hl_2 \\
l_3 &= S_{n+1} - kk_3 - U'(x_n + 0.5hk_2) \\
k_4 &= y_n + hl_3 \\
l_4 &= S_{n+1} - kk_4 - U'(x_n + hk_3) \\
x_{n+1} &= x_n + (h/6)(k_1 + 2k_2 + 2k_3 + k_4) \\
y_{n+1} &= y_n + (h/6)(l_1 + 2l_2 + 2l_3 + l_4)
\end{align*} \tag{6}
\]

where \(S_n\) is the input signal of stochastic resonance, \(x_n\) is the output signal of stochastic resonance, and \(h\) is the step size of numerical calculation.

2.2. Chaotic Ant Colony Optimization Algorithm

A chaotic ant colony optimization (CACO) algorithm is a combination of chaos search and the ant colony optimization algorithm. After the ant colony search is completed, chaos is used to improve the search accuracy and avoid falling into the local optimum [28–40]. Therefore, the CACO algorithm takes on a global optimization ability. In addition, some new optimization algorithms have been proposed in recent years [41–55].

Pheromones are substances secreted by an individual outside the body and detected by other individuals of the same species through olfactory organs, so that the latter shows some changes in behavior, emotion, psychological, or physiological mechanisms [56–58]. Since the selection of stochastic resonance system parameters plays an important role...
and the ACO has the same pheromone on each path during initialization, the pheromone update formula can be expressed as follows:

$$\tau_{ij}(t + 1) = (1 - \rho)\tau_{ij}(t) + \Delta\tau_{ij}(t)$$  \hspace{1cm} (7)$$

where $$\tau_{ij}(t)$$ represents the pheromone quantity on branch $$j$$ at time $$t$$. When $$t = 0$$, the information intensity on each path is equal, and $$\rho$$ represents the volatile factor of the global pheromone, generally valued as $$[0, 1]$$, which determines the volatilization speed of the pheromone. When each ant is looking for a path, has the same probability, and the searching period is long, the CACO is used to optimize the parameters of the stochastic resonance system, and the ergodicity of the chaos algorithm is introduced to initialize chaos. The iteration formula is described as follows:

$$Z_{ij}(t + 1) = \mu Z_{lj}(t) \left[1 - Z_{ij}(t)\right]$$  \hspace{1cm} (8)$$

where $$\mu$$ is the control parameter, and its value is $$[3.56, 4]$$. When $$\mu = 4$$, $$0 \leq Z_{ij} \leq 1$$, logistics mapping is completely chaotic. In order to avoid local optimization problems in the process of ACO, chaos disturbance was added to the process of pheromone adjustment so as to realize the whole optimization [59–61]. The pheromone adjustment of the CACO algorithm is described as follows:

$$\tau_{ij}(t + 1) = (1 - \rho)\tau_{ij}(t) + \Delta\tau_{ij}(t) + q_1Z_{ij}(t)$$  \hspace{1cm} (9)$$

where $$Z_{ij}(t)$$ is a chaotic variable, which is obtained by iteration of Equation (8), and $$q_1$$ is a coefficient.

2.3. Adaptive Second-Order Tristable Stochastic Resonance Method Based on CACO

The parameter selection of the stochastic resonance method determines its ability to enhance weak signal characteristics. Therefore, the chaotic ACO with global optimization performance was introduced to optimize the parameters of STSR in order to obtain the best stochastic resonance method. That is, the objective function of optimization parameters for CACO is set as the output SNR, which can reflect the advantages and disadvantages of the system output. The parameters $$a, b, V, r, c$$ of the STSR system were adjusted adaptively by using the CACO algorithm, and the optimal STSR method was obtained. The flow of adaptive STSR method is shown in Figure 1.

The process of the adaptive STSR method based on the CACO algorithm is described as follows:

- **Step 1.** Signal preprocessing. For the simulation data, the simulation signal is first passed through a high-pass filter, and then the variable-scale processing is carried out.
This processing ensures that the signal is input into the stochastic resonance system in order to meet the condition that the frequency signal is less than 1 Hz. As for the bearing vibration signal, it needs to be transformed into an envelope signal before the signal is processed.

- **Step 2.** The parameters $a$, $b$, $V$, $r$ and $c$ are optimized by using the CACO algorithm.
- **Step 3.** The optimal parameters are input into the stochastic resonance system to extract fault features, and then the fault diagnosis is completed.

![Figure 1. The flow of adaptive STSR method.](image)

### 2.4. Cascaded Adaptive Second-Order Tristable Stochastic Resonance

Several single-stage adaptive second-order tristable stochastic resonances are connected in a series to form the cascaded adaptive second-order tristable stochastic resonances (CASTSR). Its structure block is shown in Figure 2.

![Figure 2. Block of CASTSR system.](image)

Where, $s(t)$ and $n(t)$ represent input signal and noise of CASTSR, respectively. $p$ represents the series of CASTSR, $X_p$ represents the output signal of CASTSR at level $p$ and the input signal of CASTSR at the next level.

### 2.5. Fault Diagnosis Based on CASTSR

Accurate fault feature extraction is the key to fault diagnosis. As most fault signals collected in practical engineering are in strong noise, their characteristic signals are weak and polluted by the strong noise. Their signal-to-noise ratio is extremely low, and they cannot be identified directly. Therefore, the cascaded adaptive second-order tristable stochastic resonance method (CASTSR) is used to extract the features of weak signals to realize the fault diagnosis of rolling bearings. The CASTSR method uses the principle of stochastic resonance to continuously transfer noise energy in the signal to be measured from the high-frequency region to the low-frequency region. Thus, the weak signal characteristics of the low-frequency region need to be enhanced. The output SNR of the adaptive second-order tristable stochastic resonance method for each stage was taken as the objective function, and the optimal parameter combination for the maximum output SNR of each stage was calculated by using the u algorithm. The optimal results of each stage were obtained by inputting the SNR of each stage into the stochastic resonance system.
The detailed fault diagnosis process based on CASTSR for rolling bearings is shown in Figure 3.

3. Fault Diagnosis Method Based on CASTSR and EMD

To solve the mode-aliasing problem of EMD decomposition, improve the accuracy of EMD decomposition and make the extracted characteristic frequency more prominent, it is essential to carry out pre-noise reduction before the signal is measured. Therefore, a cascade system needs to select the appropriate series so that the characteristic frequency obtained by EMD decomposition of the signal after denoising is in IMF1. For this purpose, Hilbert transform is adopted to propose a rolling bearing fault diagnosis method based on CASTSR and EMD. The specific steps of the proposed fault diagnosis method are described as follows:

- **Step 1.** The signal was transformed into an envelope signal by Hilbert transformation, which is passed into a high-pass filter to filter interference components in the low-frequency region. The simulation signal is directly passed into the high-pass filter.
- **Step 2.** The filtered signal is input into the CASTSR system for noise reduction pretreatment. Then, EMD is used to process output results of the first-stage stochastic resonance system. If the characteristic frequency is in IMF1, stop this method.
- **Step 3.** If the characteristic frequency is not in IMF1, EMD is used to process the results of the stochastic resonance system at the next level until the characteristic frequency is in IMF1.
- **Step 4.** According to the extracted characteristic frequency, the fault diagnosis of rolling bearing is carried out.

The fault diagnosis flow based on CASTSR and EMD is shown in Figure 4.
4. Simulation Experiment and Analysis

A simulation noisy signal with 50 Hz is used to prove the effectiveness of the proposed method. The simulation signal is \( S(t) = 0.1 \sin(2 \times \pi \times 50 \times t) + n(t) \), and \( n(t) \) is Gaussian white noise with an intensity of 0.5. The sampling frequency of the signal is 3 kHz, and the sampling number is 3000. Its frequency domain waveform is shown in Figure 5. Due to too much interference noise, it is impossible to extract the fault characteristics. The SNR is \(-27.58\) Db by calculation, which indicates that the characteristic frequency is heavily polluted by noise. The original signal is passed into the high-pass filter, and the frequency domain waveform is shown in Figure 6. The CASTSR is used to extract the features of weak signals. The output spectrum of the first-order adaptive second-order tristable system and second-order adaptive second-order tristable system is shown in Figures 7 and 8.

![Figure 4. Fault diagnosis flow based on CASTSR and EMD.](image)

**Figure 4.** Fault diagnosis flow based on CASTSR and EMD.

As can be seen from Figure 7, after the input signal goes through the first-order stochastic resonance, noise energy is transferred from the high frequency to the low frequency. As a result, the high-frequency noise is weakened, while the fault feature of the low frequency is strengthened. However, there is still a little noise around the characteristic frequency of 50 Hz, and the characteristic frequency is extracted, but it is weak. As can be seen from Figure 8, after the second stage of stochastic resonance is carried out, noise energy is transferred from the high frequency to the low frequency, and the fault characteristics of the
low frequency are strengthened further by resonance. At this point, there is still some noise interference around the characteristic frequency, and the peak value at the characteristic frequency begins to stand out. Compared with the noise-interference components in the cascaded stochastic resonance output of the first stage, the noise-interference components in the second stage are greatly reduced, and the characteristic frequency can be effectively identified. As can be seen from the frequency domain waveform in Figures 5 and 6, the peak values of the input signal, the results of the first stage stochastic resonance, and the results of the second stage stochastic resonance are all superior to those of the upper stage at the characteristic frequency of 50 Hz. In addition, from the viewpoint of the calculated output SNR, the first-stage SNR reaches $-17.53$ dB, which is 10.05 dB higher than the input signal. The SNR of the second stage reached $-17.12$ dB, which is 0.41 dB higher than that of the first stage. In general, the effect of stochastic resonance is significant, which verifies the effectiveness of the CASTSR method to further extract weak signal features.

![Figure 6. The frequency domain waveform of the high-pass filtered signal.](image)

![Figure 7. The output spectrum of the first cascade system.](image)
Figure 6. The frequency domain waveform of the high-pass filtered signal.

Figure 7. The output spectrum of the first cascade system.

Figure 8. The output spectrum of the second cascade system.

As can be seen from Figure 7, after the input signal goes through the first-order stochastic resonance, noise energy is transferred from the high frequency to the low frequency. As a result, the high-frequency noise is weakened, while the fault feature of the low frequency is strengthened. However, there is still a little noise around the characteristic frequency of 50 Hz, and the characteristic frequency is extracted, but it is weak. As can be seen from Figure 8, after the second stage of stochastic resonance is carried out, noise energy is transferred from the high frequency to the low frequency, and the fault characteristics of the low frequency are strengthened further by resonance. At this point, there is still some noise interference around the characteristic frequency, and the peak value at the characteristic frequency begins to stand out. Compared with the noise-interference components in the cascaded stochastic resonance output of the first stage, the noise-interference components in the second stage are greatly reduced, and the characteristic frequency can be effectively identified. As can be seen from the frequency domain waveform in Figures 5 and 6, the peak values of the input signal, the results of the first stage stochastic resonance, and the results of the second stage stochastic resonance are all superior to those of the upper stage at the characteristic frequency of 50 Hz. In addition, from the viewpoint of the calculated output SNR, the first-stage SNR reaches $-17.53$ dB, which is 10.05 dB higher than the input signal. The SNR of the second stage reached $-17.12$ dB, which is 0.41 dB higher than that of the first stage. In general, the effect of stochastic resonance is significant, which verifies the effectiveness of the CASTSR method to further extract weak signal features.

The processing results of the original noisy signals by EMD are shown in Figure 9.

Figure 9. The processing results of the original noisy signals.

As can be seen from Figure 9, the decomposition results of the original signal show that the first four orders are high-frequency noise-containing components, and the characteristic frequency of 50 Hz appears in IMF5, but there is a lot of interference noise around it, so fault features cannot be accurately extracted. The proposed CASTSR was used to extract the weak signal features.

The proposed CASTSR was used to extract the weak signal features. The processing results of the first-order stochastic resonance output are shown in Figure 10. The processing results of the second-order stochastic resonance output are shown in Figure 11.

In Figure 10, IMF1 is a high-frequency interference component, in which the characteristic frequency is submerged. The characteristic frequency appears in IMF2, where the surrounding noise is less, and the characteristic frequency can be clearly identified. Compared with the result without denoising, the IMF order of EMD decomposition decreases by two orders after denoising. According to the processing results of the second-order stochastic resonance output in Figure 11, it can be seen that the characteristic frequency appears in IMF1. Compared with the first-order result, the ambient noise is effectively
transferred to the characteristic frequency, and the IMF order of EMD decomposition is reduced by one order.

![First order adaptive second order triable stochastic resonance EMD spectrum](image1)

**Figure 10.** The processing results of the first-order stochastic resonance output.

![Second order adaptive second order triable stochastic resonance EMD spectrum](image2)

**Figure 11.** The processing results of the second-order stochastic resonance output.

From Figures 9–11, after the pretreatment of the noise signal by CASTSR is carried out, the high-frequency interference noise is transferred into the low frequency to increase the characteristic frequency. Compared with the result of direct EMD decomposition without noise reduction, the IMF component obtained by EMD is more accurate and clearer with fewer noise-interference components and more prominent characteristic frequency information. In addition, from the perspective of the IMF order of EMD decomposition, the IMF order of EMD decomposition decreases with the increase in CASTSR order, and the most direct result is the improvement in computing efficiency.

5. Case Analysis

The processing flow in Figure 3 is used to analyze the experimental signal in order to prove the effectiveness of the proposed method in practical engineering. The bearing fault data came from the Western Reserve University [62,63]. The experimental platform of the Western Reserve University is shown in Figure 12. Deep groove ball bearings 6205-2RS JEM SKF were used in the experiment; the bearing specific parameters were: inner ring
diameter, 25.001 mm; outer ring diameter, 51.999 mm; pitch circle diameter, 39.4 mm; roller diameter, 7.94 mm; and the number of rollers, 9.

Bearing inner ring fault signals are collected from deep groove ball bearings with a motor speed of 1730 r/min and fault size of 0.011 × 0.014 (inch); the sampling frequency is 12 kHz, and the sampling points are 4096. The theoretical value of the inner ring fault characteristic frequency \( f_i = 156.1 \text{ kHz} \) is obtained.

The power spectrum of inner ring fault signal is shown in Figure 13.

It can be seen from Figure 13 that the fault characteristic frequency cannot be identified. The collected inner ring fault signal was applied to Hilbert transform, and the envelope spectrum was obtained as shown in Figure 14; its amplitude was 0.06528 V. The characteristic frequency is in the surrounding noise and cannot be identified. The SNR is \(-19.40 \text{ Db}\) by calculation.

The envelope spectrum signal after high-pass filtering is shown Figure 15, and most of the low-frequency interference components are filtered out.

The CASTSR method is used to analyze the inner ring fault signal. The output spectrum of the three-stage adaptive second-order tristable system is obtained in Figures 16–18.

Figure 12. Rolling bearing experimental data test platform.

Figure 13. The power spectrum of inner ring fault signal.
Figure 14. The envelope spectrum of original signal.

Figure 15. The envelope spectrum of high-pass filtered signal.

Figure 16. The output spectrum of the first cascade system.
As can be seen from the output spectra of Figures 16–18, the noise energy is continuously transferred from the high frequency to the low frequency by using the CSR system at the characteristic frequency of 155.3 Hz. The peak value of the input signal, the first-order stochastic resonance results, the second-order stochastic resonance results and the third-order stochastic resonance results are all superior to the previous order stochastic resonance. In addition, from the perspective of the calculated output SNR, the first stage SNR reaches $-13.81$ dB, which is $5.59$ dB higher than that of the inner ring fault envelope signal; the SNR of the second stage was $-13.03$ dB, which is $0.78$ dB higher than that of the first stage; and the SNR of the third stage was $-12.34$ dB, which is $0.69$ dB higher than that of the second stage. In general, the effect of stochastic resonance is significant, which verifies the effectiveness of the proposed CASTSR method to further extract weak signal features.

The results of the inner ring fault envelope signal directly decomposed by EMD are shown in Figure 19. The first three orders are high-frequency noise. The feature frequencies are between IMF4 and IMF5, and the mode aliasing phenomenon occurs. Moreover, there are a lot of interference frequencies and noises around the feature frequencies, so the fault features cannot be accurately extracted. The processing results of noise reduction signals by using EMD are shown in Figures 20–22.
**Figure 19.** The processing results of inner ring fault signal.

**Figure 20.** The processing results of the first cascaded stochastic resonance.

**Figure 21.** The processing results of the second cascaded stochastic resonance.
6. Conclusions

Aiming at the problems of poor decomposition quality and poor extraction performance of weak signal features by using EMD under strong noise, the stochastic resonance theory and chaotic ACO are introduced to propose a new fault diagnosis method based on CASTSR and EMD. In the proposed method, chaotic ACO is used adaptively to adjust the parameters of the second-order tristable stochastic resonance system to obtain the best stochastic resonance. The measured signals were denoised and decomposed by using EMD. Finally, the characteristic frequencies were extracted from the IMF1. Simulation results and analysis results of bearing inner ring faults from Western Reserve University show that the proposed method can improve the quality of EMD decomposition, realize weak signal feature extraction, and improve the accuracy of fault diagnosis.
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