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Abstract

We present the technique of derivation of a theory to obtain an \((n + 1)f\)-degrees-of-freedom theory from an \(f\)-degrees-of-freedom theory and show that one can calculate all of the quantities of the derived theory from those of the original one. Specifically, we show that one can use this technique to construct, from an integrable system, other integrable systems with more degrees of freedom.

1 Introduction

There are not many systems of more than one degrees of freedom, which can be manipulated easily. In this article, we propose a method to construct from a system, another one with more degrees of freedom. In this construction, almost anything which can be said about the original system has an analogue in the resulting system.

The main idea of this construction is based on the formal derivation of the entities of the original system with respect to a parameter, which may or may not explicitly appear in the original theory. One meaning of this is that the initial conditions of the system are functions of this parameter \((\lambda)\) and the solution of the original system depends on \(\lambda\) through these initial conditions, and through the evolution of the system, which may depend on \(\lambda\), if \(\lambda\) appears explicitly in the original theory. Another way of viewing this is through the concept of contraction: consider two systems with parameters \(\lambda\) and \(\lambda + \Delta\). These two systems are independent of each other. One can write an action as the difference of the actions of the two system divided by \(\Delta\) to describe both systems. One can use one of these degrees of freedom and the difference of them divided by \(\Delta\) a new set of variables. This system, however, is equivalent to two copies of the original system. But if one lets \(\Delta\) tend to zero, a well-defined theory of double number of variables is obtained, which can be no longer decomposed to two independent parts. One can, however, solve this theory in terms of the solution of the original theory. This procedure is nothing but a contraction.

In section 2, we introduce the concept of derivation of a theory, and obtain the action, the equation of motion, and the solution of an \(n\) times derived theory in terms of those of the original theory. In section 3, we do the same thing for the phase space of the derived theory, and obtain its momenta and Hamiltonian in terms of those of the original one. In section 4, it is shown that any symmetry, and any constant of motion of the original theory, results in a symmetry and a constant of motion of the derived one. In fact, any constant of motion of the original theory leads to \(n + 1\) constants of motion of its \(n\) times derived theory. This fact
has an important consequence, which we show in section 5: any theory derived from an integrable theory is integrable. There are several techniques of obtaining and studying integrable systems [1, 2]. The technique of derivation enables one to obtain an integrable system of \((n + 1)f\) degrees of freedom from an integrable system of \(f\) degrees of freedom. Specifically, as any system of one degrees of freedom is integrable, one can easily construct integrable systems of \(n + 1\) degrees of freedom. At last, it is easy to see that this technique is applicable to classical field theories as well. A group of 1 + 1 dimensional integrable field theories are those which have a Lax structure [3]. In section 7, we show that the derivation of such a theory has a Lax structure as well, and hence is integrable. We also obtain its Lax pair in terms of that of the original theory.

This technique is applicable to quantum systems as well. There, other interesting questions arise. We will address this problem in a future work [3].

2 Lagrangian formulation, equation of motion, and its solution

Consider the Lagrangian

\[ L^{(0)} = L(x, \dot{x}, \lambda) \] (1)

where \(x\) denotes the coordinate(s) of the configuration space and \(\lambda\) is some parameter. Now differentiate this Lagrangian with respect to \(\lambda\), treating \(x\) as a function of \(\lambda\). In this way, one finds another Lagrangian

\[ L^{(1)} = \frac{\partial L^{(0)}}{\partial \lambda} + \frac{\partial L^{(0)}}{\partial x} \frac{\partial x}{\partial \lambda}. \] (2)

Fixing \(\lambda\) and introducing

\[ x^{(0)} = x, \quad x^{(1)} = \frac{\partial x}{\partial \lambda}, \] (3)

one can see that this new Lagrangian is in fact a function of two sets of variables

\[ L^{(1)}(x^{(0)}, x^{(1)}, x^{(0)}, x^{(1)}, \lambda) = \frac{\partial L^{(0)}(x, \dot{x}, \lambda)}{\partial \lambda} + \frac{\partial L^{(0)}(x, \dot{x}, \lambda)}{\partial x} x^{(1)} + \frac{\partial L^{(0)}(x, \dot{x}, \lambda)}{\partial \dot{x}} \dot{x}^{(1)}. \] (4)

It is easy to obtain the action \(S^{(1)}\) for this new Lagrangian and write the equations of motion. These turn out to be

\[ \frac{\delta S^{(1)}}{\delta x^{(0)}(t)} = 0 \quad \Rightarrow \quad \frac{\partial^2 L^{(0)}}{\partial x^{(0)} \partial \lambda} \frac{\partial x^{(1)}}{\partial x^{(0)}} + \frac{\partial^2 L^{(0)}}{\partial x^{(0)} \partial \dot{x}} \frac{\partial x^{(1)}}{\partial \dot{x}} \frac{d}{dt} \left\{ \frac{\partial^2 L^{(0)}}{\partial x^{(0)} \partial \lambda} + \frac{\partial^2 L^{(0)}}{\partial x^{(0)} \partial \dot{x}} \frac{\partial x^{(1)}}{\partial \dot{x}} + \frac{\partial^2 L^{(0)}}{\partial \dot{x} \partial \dot{x}} \dot{x}^{(1)} \right\} = 0, \] (5)

and

\[ \frac{\delta S^{(1)}}{\delta x^{(1)}(t)} = 0 \quad \Rightarrow \quad \frac{\partial L^{(0)}}{\partial x^{(0)}} - \frac{d}{dt} \frac{\partial L^{(0)}}{\partial \dot{x}} = 0. \] (6)

It is obvious that the equation (6) is in fact the Euler-Lagrange equation obtained from \(S^{(0)}\). One also notices that equation (4) is the total derivative of (6) with respect to \(\lambda\). That is

\[ \frac{\delta S^{(1)}}{\delta x^{(0)}(t)} = \frac{d}{d\lambda} \frac{\delta S^{(0)}}{\delta x^{(0)}(t)} = 0. \] (7)

We can repeat this procedure, differentiate \(S^{(0)}\), \(n\) times and obtain \(S^{(n)}\):

\[ S^{(n)} := \frac{d^n}{d\lambda^n} S^{(0)}, \] (8)

and then write the Euler-Lagrange equations. It can be easily shown that

\[ \frac{\delta S^{(n)}}{\delta x^{(k)}(t)} = \binom{n}{k} \frac{d^{n-k}}{d\lambda^{n-k}} \frac{\delta S^{(0)}}{\delta x^{(0)}(t)}. \] (9)
So, we obtain \( n + 1 \) equations of motion. Note that this differentiation of the action does not alter the previous equation of motions. It just adds one more equation and one more variable. Also notice that the equation of motion of \( x^{(0)} \) contains just \( x^{(0)} \), and the equation of motion \( x^{(i)} \)

\[
\frac{\delta S^{(n)}}{\delta x^{(n-i)}(t)} = 0
\]  

contains \( x^{(0)}, x^{(1)}, \ldots, x^{(i)} \). That is, these equations are recursive: one obtains \( x^{(0)} \) first, then uses this to obtain \( x^{(1)} \), and so on.

Now suppose a general solution of the equation (5) has been obtained, that is,

\[
x^{(0)}(t, a, b, \lambda) = \tilde{x}^{(0)}(t)
\]  

satisfies (5) for arbitrary values of \( a \) and \( b \). Treat \( a \) and \( b \) as functions of \( \lambda \), and differentiate (7) with respect to \( \lambda \); one obtains:

\[
x^{(1)}(t) = \frac{da}{d\lambda}\frac{\partial x^{(0)}}{\partial a} + \frac{db}{d\lambda}\frac{\partial x^{(0)}}{\partial b} + \frac{\partial x^{(0)}}{\partial \lambda},
\]  

which obviously satisfies (7). Note, however, that in this function there are two additional arbitrary constants \( \frac{da}{d\lambda} \) and \( \frac{db}{d\lambda} \). So the solutions (11) and (12) have sufficient constants of integration which means that these are in fact the most general solution of the equations of motion (6) and (7). One can generalize this procedure up to \( x^{(n)}(t) \). In this case, there appears, in the solution of the Euler-Lagrange equations, constants of integration \( a, b, \frac{da}{d\lambda}, \frac{db}{d\lambda}, \ldots, \frac{d^n a}{d(\lambda)^n}, \frac{d^n b}{d(\lambda)^n} \), which are sufficient to provide a general solution. Note that as we are considering \( S^{(n)} \) at a fixed value of \( \lambda \), the dynamical variables \( x^{(i)} \), and the constants \( \frac{d^i a}{d(\lambda)^i} \) and \( \frac{d^i b}{d(\lambda)^i} \) are independent.

To summarize, we begin with a system of \( f \) degrees of freedom, and obtain another system with \( (n + 1)f \) degrees of freedom. The appropriate Lagrangian, equation of motion, and their solutions are systematically derived from the corresponding entities of the initial problem.

### 3 Hamiltonian formulation

Consider the Lagrangian

\[
L_{\Delta}^{(n)} = \frac{1}{\Delta^n} \sum_{i=0}^{n} (-1)^{n-i} \binom{n}{i} L(q^i, \dot{q}^i, \lambda + i\Delta).
\]  

Defining

\[
x^{(k)}_{\Delta} = \frac{1}{\Delta^k} \sum_{i=0}^{k} (-1)^{k-i} \binom{k}{i} q^i,
\]  

it is seen that in the limit \( \Delta \to 0 \) (13) and (14) tend to the definitions of the previous section, provided that one treats \( q^i \) formally as \( q(\lambda + i\Delta) \). The momenta conjugate to the coordinates \( q \), are defined as

\[
\pi_i = \frac{\partial L_{\Delta}^{(n)}}{\partial \dot{q}^i} = \frac{(-1)^{n-i}}{\Delta^n} \binom{n}{i} \frac{\partial L(q^i, \dot{q}^i, \lambda + i\Delta)}{\partial \dot{q}^i} = \frac{(-1)^{n-i}}{\Delta^n} \binom{n}{i} \hat{\pi}_i
\]  

Writing the point transformation (14) as

\[
x^{(k)}_{\Delta} = \Lambda^k q^i,
\]  

one can construct a corresponding canonical transformation:

\[
p^{(n)}_{\Delta} = \pi_i (\Lambda^{-1})^i_k,
\]  

3
(as \( \Lambda \) is independent of \( q \)). The inverse matrix is easily seen to be

\[
(\Lambda^{-1})^k_i = \Delta^k \binom{i}{k}.
\]  

(18)

So, one obtains

\[
p_n(k) = \sum_{i=0}^{n-k} (-1)^{n-k} \binom{n}{i} \binom{i}{k} \tilde{\pi}_i
\]  

(19)

or

\[
p_n(k) = \sum_{j=0}^{n-k} (-1)^j \Delta^k \binom{n}{j} \binom{n-k}{j} \tilde{\pi}_{n-j}.
\]  

(20)

It is seen that, as functions of the configuration space variables,

\[
p_k(n) = \frac{d^{n-k}}{d\lambda^{n-k}} p
\]  

(21)

where the left hand side is the limit of \( p_\Delta \) as \( \Delta \to 0 \), and

\[
p(x^{(0)}, \dot{x}^{(0)}) := \frac{\partial L^{(0)}}{\partial \dot{x}^{(0)}}.
\]  

(22)

Note that the functional dependence of the conjugate momentum \( p^{(n)}_k \) of the coordinate \( x^{(i)} \), does depend on \( n \), the number of differentiations, as it is seen from (22). Using this one can construct the Hamiltonian corresponding to the Lagrangian \( L^{(n)} \). We have

\[
H^{(n)} = \sum_i p^{(n)}_i x^{(i)} - L^{(n)}
\]  

\[
= \sum_i \binom{n}{i} \left( \frac{d^{n-i}}{d\lambda^{n-i}} p \right) \left( \frac{d^i \dot{x}}{d\lambda^i} \right) - \frac{d^n L}{d\lambda^n}
\]  

(23)

or

\[
H^{(n)} = \frac{d^n H}{d\lambda^n}
\]  

(24)

Once again, note that this relation holds, provided one writes it in terms of the variables of the configuration space.

Now starting from the definition (13), for \( L^{(n)}_\Delta \). We have in fact \( n + 1 \) Lagrangian in terms of \( q^i \)’s each depending on just one of \( q^i \)’s. From each Lagrangian, one can construct a Hamiltonian:

\[
h_i := \dot{q}^i \tilde{\pi}_i - L(q^i, \dot{q}^i, \lambda + i\Delta) \quad \text{no summation}
\]  

(25)

Using these, we define

\[
H^{(n)}_{k\Delta} = \frac{1}{\Delta k} \sum_{i=0}^{k} (-1)^{k-i} \binom{k}{i} h_i
\]  

(26)

In the limit \( \Delta \to 0 \), one obtains

\[
H^{(n)}_k = \frac{d^k H}{d\lambda^k}
\]  

(27)
Unlike the momenta, the functional dependence of these on the variables of the configuration space does not depend on $n$. However, their dependence on the variables of the phase space, does depend on $n$. Now writing $h_i$'s in terms of $q$ and $\pi$, it is seen that
\[
\{h_i, h_j\}_{q,\pi} = 0
\]  
(28) 

This relation, among with the definition (26), leads to

\[
\{H^{(n)}_i, H^{(n)}_j\}_{q,\pi} = 0
\]  
(29) 

However, as a canonical transformation does not change the poisson bracket structure, the above relation is also true in terms of $x$ and $p$. Then, letting $\Delta \rightarrow 0$, we find that

\[
\{H^{(n)}_i, H^{(n)}_j\}_{x,p} = 0,
\]  
(30) 

The importance of this relation is that one automatically obtains $n + 1$ involutive constants of motion.

At last we come to the question of obtaining $H^{(n)}$ and $H^{(n)}_i$'s directly from the form of $H$ in the phase space. Regarding (22) and (27) it is easy to see that first, one must change

\[
H(x, p) \rightarrow H(x^{(0)}, p^{(n)}_n) = H^{(n)}
\]  
(31) 

Then differentiate it $k$ times to obtain

\[
H^{(n)}_k = \frac{d^k}{d\lambda^k} H(x^{(0)}, p^{(n)}_n)
\]  
(32) 

and use (23) to obtain expressions for the derivative of $p^{(n)}_n$. In this way we obtain $n + 1$ functions of the phase space, the last of which is the Hamiltonian of the system:

\[
H^{(n)}_n = H^{(n)} = \frac{d^n}{d\lambda^n} H(x^{(0)}, p^{(n)}_n).
\]  
(33) 

4 **Symmetries and constants of motion**

The formulation of the previous section can be easily used to treat symmetries. A symmetry, in general is an operation which changes an arbitrary solution of the equation of motion to another solution. Suppose that the system defined through $L$, relation (1), is symmetric under the action of $O$:

\[
O : x(t) \rightarrow (Ox)(t)
\]  
(34) 

Now, consider the system defined by $L^{(1)}$. The dynamical variables of this system are $x^{(0)}$ and $x^{(1)}$. Using the discretization procedure of the previous section, and the variables $q^0$ and $q^1$, one can see that any solution $(q^0(t), q^1(t))$ of the equations of motion change to another solution $(Oq^0, Oq^1)$, under the action of $O$. However,

\[
q^1 = q^0 + \Delta x^{(1)}
\]  
(35) 

So one can define

\[
Ox^{(1)}_\Delta = \frac{1}{\Delta}[O(q^0 + \Delta x^{(1)}) - O(q^0)]
\]  
(36) 

or

\[
Ox^{(1)} = \frac{d}{d\lambda}[Ox^{(0)}]
\]  
(37) 

Proceeding in this way, one can define the action of $O$ on the dynamical variables through

\[
Ox^{(i)} = \frac{d^i}{d\lambda^i}[Ox^{(0)}].
\]  
(38)
This action has the property that changes any solution of the equations of motion to another solution, so it is a symmetry of the new system.

The symmetry $\mathcal{O}$ is called Noetherian if it does not change the Lagrangian, or changes it by a total derivative. It is straightforward to see that if $\mathcal{O}$ is a Noetherian symmetry of $L$, then it is also the Noetherian symmetry of $L^\Delta$. Letting $\Delta \to 0$, we calculate that $\mathcal{O}$, the definition of its action extended through (38), is also a Noetherian symmetry of $L^{(n)}$. Any Noetherian symmetry which is continuously related to identity results a conserved quantity (according to Noether’s theorem). Now we can show that any infinitesimal Noetherian symmetry of $L$, results in $n + 1$ conserved quantities for the system described by the Lagrangian $L^{(n)}$. In fact, if the symmetry action

$$x \to x + \epsilon \mathcal{G}$$

(39)

where $\mathcal{G}$ is the generator of the symmetry which may depend on $x$, $\lambda$ and $t$, and under the action of this operator,

$$L \to L + \epsilon \frac{df}{dt}$$

(40)

then it is easy to check that under

$$x^{(i)} \to x^{(i)} + \epsilon \frac{d^i \mathcal{G}}{d\lambda^i}$$

(41)

the Lagrangian $L^{(n)}$ is transformed according to

$$L^{(n)} \to L^{(n)} + \epsilon \frac{d^n}{d\lambda^n} \left( \frac{df}{dt} \right)$$

(42)

So that this is a Noetherian symmetry. The conserved quantity corresponding to this symmetry is

$$I^{(n)} = \sum_i p_i^{(n)} \frac{d^i \mathcal{G}}{d\lambda^i} - \frac{d^n f}{d\lambda^n}$$

$$= \sum_i \binom{n}{i} \frac{d^{n-i} p \frac{d^i \mathcal{G}}{d\lambda^i}}{d\lambda^{n-i}} - \frac{d^n f}{d\lambda^n}$$

(43)

or

$$I^{(n)} = \frac{d^n}{d\lambda^n} (p \mathcal{G} - f)$$

$$= \frac{d^n}{d\lambda^n} I$$

(44)

However, note that not only $I^{(n)}$, but also ( for $0 \leq i \leq n$ )

$$I_i^{(n)} := \frac{d^i}{d\lambda^i} I$$

(45)

is constant as well. The proof of this is similar to the proof of the constancy of the Hamiltonian. In other words, any Noetherian symmetry of the initial system results in a Noetherian symmetry of the final system and $n + 1$ constants of motion. There may be a constant of motion not coming from the Noetherian symmetry but from a dynamical symmetry. It is easily seen that if $C(x, \dot{x}, \lambda, t)$ is such a constant of motion of the initial system, then

$$C_i^{(n)} = \frac{d^i}{d\lambda^i} C_i$$

(46)

is a constant of motion of the final system. So beginning by a constant of motion of initial system, we end by $n + 1$ constants of motion of the final system. The functional dependence of $C_i^{(n)}$’s on the variables of the configuration space does not depend on $n$, and $C_i^{(n)}$ depends on the configuration space variables up to $x^{(i)}$ and $\dot{x}^{(i)}$. But in phase space, this functional dependence does depend on $n$, as it was the case for the Hamiltonian.
5 Integrability

A system of \( f \) degrees of freedom is integrable if it has \( f \) involutive (and independent) constants of motion \( \pi_{\alpha}(\alpha = 1, 2, \cdots, f) \):

\[
\{\pi_{\alpha}, H\} = \{\pi_{\alpha}, \pi_{\beta}\} = 0. \tag{47}
\]

This is the phase space description. For the configuration space description, one can say that the system is integrable if one can find well-behaved function(s) of time and initial values, \( \Pi \), which satisfy the equation(s) of motion. For the configuration space, we saw that integrability of \( L \) results in the integrability of \( L^{(n)} \). In phase space, we want to obtain also \( (n + 1)f \) involutive constants of motion. We have two choices.

The first one is to express \( \pi \)'s in terms of \( q \)'s and \( \dot{q} \)'s. Then use the discretization procedure, obtain \( \pi_{\Delta \alpha} \)'s and at last write derivatives of \( \pi_{\alpha} \)'s in terms of \( x \)'s and \( \dot{x} \)'s. At the first stage, one can express \( \dot{x} \)'s in terms of \( p \)'s. This is similar to the procedure done for the Hamiltonian. The same reason also works here to show that these quantities are in fact involutive.

The more straightforward procedure is to use (21) and change

\[
\pi_{\alpha}(x, p) \rightarrow \pi_{\alpha}(x(0)^{(n)}, p_{n}^{(n)}) = P_{\alpha}^{(n)}(x(0)^{(n)}, p_{n}^{(n)}) \tag{48}
\]

Now, differentiate it with respect to \( \lambda \) to obtain

\[
P_{\alpha i}^{(n)} = \frac{d}{d\lambda} P_{\alpha 0}^{(n)}(x(0)^{(n)}, p_{n}^{(n)}) \tag{49}
\]

In this way, one obtains \((n + 1)f\) involutive independent constants of motion which show the integrability of the system described by \( H^{(n)} \).

6 A simple example

Consider the simple Lagrangian of a harmonic oscillator,

\[
L = \frac{m}{2} \dot{x}^2 - \frac{m\omega^2}{2} x^2 =: L^{(0)} \tag{50}
\]

Treat \( \omega \) as the variable parameter and obtain

\[
L^{(1)} = m\dot{x}^{(0)} \dot{x}^{(1)} - m\omega |x^{(0)}|^2 - m\omega^2 x^{(0)} x^{(1)}. \tag{51}
\]

The equation of motion corresponding to \( L^{(1)} \) are

\[
\frac{\delta S^{(1)}}{\delta x^{(1)}} = -m\dot{x}^{(0)} - m\omega^2 x^{(0)} = \frac{\delta S^{(0)}}{\delta x^{(0)}} = 0 \tag{52}
\]

and

\[
\frac{\delta S^{(1)}}{\delta x^{(0)}} = -m\dot{x}^{(1)} - m\omega^2 x^{(1)} - 2m\omega x^{(0)} = 0 \tag{53}
\]

which is the derivative of the first equation. According to the discretization procedure of section 3, we could suspect that this system in fact consists of two independent harmonic oscillators. This is, however, true only when we have not let \( \Delta \rightarrow 0 \). The system we are considering has another feature. To see this solve (52) to obtain

\[
x^{(0)} = a \cos \omega t + b \sin \omega t \tag{54}
\]

It is seen that

\[
x^{(1)} = a' \cos \omega t + b' \sin \omega t - ta \sin \omega t + tb \cos \omega t \tag{55}
\]

which could be obtained by differentiation (54) with respect to \( \omega \).

One can suggest a physical system where its equations of motion are like (52) and (53). Suppose that we have two masses \( m_1 \) and \( m_2 \), and three springs \( k_1, k_2 \) and \( k_3 \). \( k_1 \) is attached to a wall and \( m_1, k_2 \) to \( m_1 \)
and \(m_2\), and \(k_3\) to \(m_2\) and another wall. The whole system is contained in one dimension. Denoting the positions of \(m_1\) and \(m_2\) by \(x\) and \(y\), respectively, we arrive at the equations of motion

\[
\ddot{x} + \frac{k_1 + k_2}{m_1} x - \frac{k_2}{m_1} y = 0
\]
\[
\ddot{y} + \frac{k_2 + k_3}{m_2} y - \frac{k_3}{m_2} x = 0
\]

(56)

Now suppose that

\[
\frac{k_1}{m_1} = \frac{k_2 + k_3}{m_2} = \omega^2 \quad k_2 << k_1 \quad (m_2 << m_1)
\]

(57)

the equations (56) then are simplified:

\[
\ddot{x} + \omega^2 x = 0
\]
\[
\ddot{y} + \omega^2 y - \frac{k_3}{m_2} x = 0
\]

(58)

But these are just (52) and (53), provided one defines

\[
x^{(0)} = x \quad x^{(1)} = -\frac{2m\omega}{k_3} y
\]

(59)

This system contains of a very massive oscillator, which oscilates with the natural frequency of another oscillator, thus putting this second oscillator in resonance.

In phase space we have

\[
H = \frac{p^2}{2m} = \frac{m\omega^2}{2} x^2
\]

(60)

which gives

\[
H_0^{(1)} = \frac{[p_1^{(1)}]^2}{2m} + \frac{m\omega^2}{2} [x^{(0)}]^2
\]

(61)

differentiating this, we obtain

\[
H_1^{(1)} = \frac{p_0^{(1)} p_1^{(1)}}{m} + m\omega^2 [x^{(0)}]^2 + m\omega^2 x^{(0)} x^{(1)}
\]

(62)

It is easy to check that this two functions (the second of which is the Hamiltonian) are in fact involutive. So that the system is integrable (as it should be).

7 Field theory and the Lax pair

It is obvious that the above constructions is applicable also to any classical field theory. Also note that if the original field theory is integrable, the derived one is also integrable. Now, if a 1 + 1 dimensional field theory has a Lax structure, that is, if there exists a connection in terms of the field so that the zero curvature condition of this connection is equivalent to the equation of motion of the field, then the theory is integrable. The zero curvature condition is written as

\[
[D_0, D_1] = 0,
\]

(63)

where

\[
D_\mu := \partial_\mu + L_\mu \quad \mu = 0, 1.
\]

(64)

Suppose that the original theory has a Lax structure. The equation (63) is then written as

\[
\partial_0 L_1 - \partial_1 L_0 + [L_0, L_1] = 0.
\]

(65)

Differentiating this with respect to \(\lambda\), we obtain

\[
\partial_\lambda L_0' - \partial_0 L_1' + [L_0', L_1] + [L_0, L_1'] = 0,
\]

(66)
where
\[ L'_\mu := \frac{d}{d\lambda} L_\mu. \] (67)

This equation is of course equivalent to the equation of motion of the derived field. It is not difficult to see that equations (65) and (66) can be combined in the single equation
\[ \partial_0 L_1^{(1)} - \partial_1 L_0^{(1)} + [L_0^{(1)}, L_1^{(1)}] = 0, \] (68)

where
\[ L_\mu^{(1)} := \begin{pmatrix} L_\mu & 0 \\ L'_\mu & L_\mu \end{pmatrix}. \] (69)

This means that if the original theory has a Lax structure, the derived theory has a Lax structure as well. The Lax pair of the derived theory is expressed in terms of that of the original theory through (69).
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