The series Lecture Notes in Artificial Intelligence (LNAI) was established in 1988 as a topical subseries of LNCS devoted to artificial intelligence.

The series publishes state-of-the-art research results at a high level. As with the LNCS mother series, the mission of the series is to serve the international R & D community by providing an invaluable service, mainly focused on the publication of conference and workshop proceedings and postproceedings.
The 2023 edition of the European Conference on Machine Learning and Principles and Practice of Knowledge Discovery in Databases (ECML PKDD 2023) was held in Turin, Italy, from September 18 to 22, 2023.

The ECML PKDD conference, held annually, acts as a worldwide platform showcasing the latest advancements in machine learning and knowledge discovery in databases, encompassing groundbreaking applications. With a history of successful editions, ECML PKDD has established itself as the leading European machine learning and data mining conference, offering researchers and practitioners an unparalleled opportunity to exchange knowledge and ideas.

The main conference program consisted of presentations of 255 accepted papers and three keynote talks (in order of appearance):

– Max Welling (University of Amsterdam): Neural Wave Representations
– Michael Bronstein (University of Oxford): Physics-Inspired Graph Neural Networks
– Kate Crawford (USC Annenberg): Mapping Generative AI

In addition, there were 30 workshops, 9 combined workshop-tutorials, 5 tutorials, 3 discovery challenges, and 16 demonstrations. Moreover, the PhD Forum provided a friendly environment for junior PhD students to exchange ideas and experiences with peers in an interactive atmosphere and to get constructive feedback from senior researchers. The conference included a Special Day on Artificial Intelligence for Financial Crime Fight to discuss, share, and present recent developments in AI-based financial crime detection.

In recognition of the paramount significance of ethics in machine learning and data mining, we invited the authors to include an ethical statement in their submissions. We encouraged the authors to discuss the ethical implications of their submission, such as those related to the collection and processing of personal data, the inference of personal information, or the potential risks. We are pleased to report that our call for ethical statements was met with an overwhelmingly positive response from the authors.

The ECML PKDD 2023 Organizing Committee supported Diversity and Inclusion by awarding some grants that enable early career researchers to attend the conference, present their research activities, and become part of the ECML PKDD community. A total of 8 grants covering all or part of the registration fee (4 free registrations and 4 with 50% discount) were awarded to individuals who belong to underrepresented communities, based on gender and role/position, to attend the conference and present their research activities. The goal of the grants was to provide financial support to early-career (women) scientists and Master and Ph.D. students from developing countries. The Diversity and Inclusion action also includes the SoBigData Award, fully sponsored by the SoBigData++ Horizon2020 project, which aims to encourage more diverse participation in computer science and machine learning events. The award is intended to cover expenses for transportation and accommodation.
The papers presented during the three main conference days were organized in four different tracks:

- **Research Track**: research or methodology papers from all areas in machine learning, knowledge discovery, and data mining;
- **Applied Data Science Track**: papers on novel applications of machine learning, data mining, and knowledge discovery to solve real-world use cases, thereby bridging the gap between practice and current theory;
- **Journal Track**: papers published in special issues of the journals *Machine Learning and Data Mining and Knowledge Discovery*;
- **Demo Track**: short papers introducing new prototypes or fully operational systems that exploit data science techniques and are presented via working demonstrations.

We received 829 submissions for the Research track and 239 for the Applied Data Science Track.

We accepted 196 papers (24%) in the Research Track and 58 (24%) in the Applied Data Science Track. In addition, there were 44 papers from the Journal Track and 16 demo papers (out of 28 submissions).

We want to thank all participants, authors, all chairs, all Program Committee members, area chairs, session chairs, volunteers, co-organizers, and organizers of workshops and tutorials for making ECML PKDD 2023 an outstanding success. Thanks to Springer for their continuous support and Microsoft for allowing us to use their CMT software for conference management and providing support throughout. Special thanks to our sponsors and the ECML PKDD Steering Committee for their support. Finally, we thank the organizing institutions: CENTAI (Italy) and Politecnico di Torino (Italy).
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Neural Wave Representations

Max Welling

University of Amsterdam, The Netherlands

Abstract. Good neural architectures are rooted in good inductive biases (a.k.a. priors). Equivariance under symmetries is a prime example of a successful physics-inspired prior which sometimes dramatically reduces the number of examples needed to learn predictive models. In this work, we tried to extend this thinking to more flexible priors in the hidden variables of a neural network. In particular, we imposed wavelike dynamics in hidden variables under transformations of the inputs, which relaxes the stricter notion of equivariance. We find that under certain conditions, wavelike dynamics naturally arises in these hidden representations. We formalize this idea in a VAE-over-time architecture where the hidden dynamics is described by a Fokker-Planck (a.k.a. drift-diffusion) equation. This in turn leads to a new definition of a disentangled hidden representation of input states that can easily be manipulated to undergo transformations. I also discussed very preliminary work on how the Schrödinger equation can also be used to move information in the hidden representations.

Biography. Prof. Dr. Max Welling is a research chair in Machine Learning at the University of Amsterdam and a Distinguished Scientist at MSR. He is a fellow at the Canadian Institute for Advanced Research (CIFAR) and the European Lab for Learning and Intelligent Systems (ELLIS) where he also serves on the founding board. His previous appointments include VP at Qualcomm Technologies, professor at UC Irvine, postdoc at the University of Toronto and UCL under the supervision of Prof. Geoffrey Hinton, and postdoc at Caltech under the supervision of Prof. Pietro Perona. He finished his PhD in theoretical high energy physics under the supervision of Nobel laureate Prof. Gerard ‘t Hooft. Max Welling served as associate editor-in-chief of IEEE TPAMI from 2011–2015, he has served on the advisory board of the NeurIPS Foundation since 2015 and was program chair and general chair of NeurIPS in 2013 and 2014 respectively. He was also program chair of AISTATS in 2009 and ECCV in 2016 and general chair of MIDL in 2018. Max Welling was a recipient of the ECCV Koenderink Prize in 2010 and the ICML Test of Time Award in 2021. He directs the Amsterdam Machine Learning Lab (AMLAB) and co-directs the Qualcomm-UvA deep learning lab (QUVA) and the Bosch-UvA Deep Learning lab (DELTA).
Physics-Inspired Graph Neural Networks

Michael Bronstein
University of Oxford, UK

Abstract. The message-passing paradigm has been the “battle horse” of deep learning on graphs for several years, making graph neural networks a big success in a wide range of applications, from particle physics to protein design. From a theoretical viewpoint, it established the link to the Weisfeiler-Lehman hierarchy, allowing us to analyse the expressive power of GNNs. We argue that the very “node-and-edge”-centric mindset of current graph deep learning schemes may hinder future progress in the field. As an alternative, we propose physics-inspired “continuous” learning models that open up a new trove of tools from the fields of differential geometry, algebraic topology, and differential equations so far largely unexplored in graph ML.

Biography. Michael Bronstein is the DeepMind Professor of AI at the University of Oxford. He was previously a professor at Imperial College London and held visiting appointments at Stanford, MIT, and Harvard, and has also been affiliated with three Institutes for Advanced Study (at TUM as a Rudolf Diesel Fellow (2017–2019), at Harvard as a Radcliffe fellow (2017–2018), and at Princeton as a short-time scholar (2020)). Michael received his PhD from the Technion in 2007. He is the recipient of the Royal Society Wolfson Research Merit Award, Royal Academy of Engineering Silver Medal, five ERC grants, two Google Faculty Research Awards, and two Amazon AWS ML Research Awards. He is a Member of the Academia Europaea, Fellow of the IEEE, IAPR, BCS, and ELLIS, ACM Distinguished Speaker, and World Economic Forum Young Scientist. In addition to his academic career, Michael is a serial entrepreneur and founder of multiple startup companies, including Novafora, Invision (acquired by Intel in 2012), Videocites, and Fabula AI (acquired by Twitter in 2019).
Mapping Generative AI

Kate Crawford
USC Annenberg, USA

Abstract. Training data is foundational to generative AI systems. From Common Crawl’s 3.1 billion web pages to LAION-5B’s corpus of almost 6 billion image-text pairs, these vast collections – scraped from the internet and treated as “ground truth” – play a critical role in shaping the epistemic boundaries that govern generative AI models. Yet training data is beset with complex social, political, and epistemological challenges. What happens when data is stripped of context, meaning, and provenance? How does training data limit what and how machine learning systems interpret the world? What are the copyright implications of these datasets? And most importantly, what forms of power do these approaches enhance and enable? This keynote is an invitation to reflect on the epistemic foundations of generative AI, and to consider the wide-ranging impacts of the current generative turn.
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Abstract. High-dimensional and incomplete (HDI) data usually arise in various complex applications, e.g., bioinformatics and recommender systems, making them commonly heterogeneous and inclusive. Deep neural networks (DNNs)-based approaches have provided state-of-the-art representation learning performance on HDI data. However, most prior studies adopt fixed and exclusive $L_2$-norm-oriented loss and regularization terms. Such a single-metric-oriented model yields limited performance on heterogeneous and inclusive HDI data. Motivated by this, we propose a Multi-Metric-Autoencoder (MMA) whose main ideas are two-fold: 1) employing different $L_p$-norms to build four variant Autoencoders, each of which resides in a unique metric representation space with different loss and regularization terms, and 2) aggregating these Autoencoders with a tailored, self-adaptive weighting strategy. Theoretical analysis guarantees that our MMA could attain a better representation from a set of dispersed metric spaces. Extensive experiments on four real-world datasets demonstrate that our MMA significantly outperforms seven state-of-the-art models. Our code is available at the link https://github.com/wudi1989/MMA/
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1 Introduction

Matrices are commonly adopted to describe pairwise relationships between entities with a wide range of application scenarios, such as bioinformatics [15], industrial manufacturing [1], and recommendation system (RS) [8,14,32] to mention a few. For instance, the user-item matrix is usually used to record users’ behaviors interacting with different items in online shopping systems [35]. Typically, the rows/columns of the user-item matrix represent users/items, and the entries record the results of their interactions.

The core of analyzing and representing these data matrices lies in handling their high-dimensional and incomplete (HDI) characteristics [20,22,47] that conceptually and basically exist in real application scenarios. For example, an RS usually has a large number of items that a user cannot fully access, leaving the user behavior data to be highly incomplete [13,31]. Moreover, the different types of interactions and systems mold the diversity of data matrices. Hence, well-designed methods are desired to represent HDI matrices for excavating hidden patterns and knowledge [3,21,43].

With the rapid development of deep learning, deep neural network (DNNs) has been widely adopted for analyzing HDI matrix [32] and provided state-of-the-art representation performance. Despite their success, they share the same essence: their loss and regularization terms are exclusive and fixed, i.e., they are a single-metric-oriented model. However, the real-world HDI data are heterogeneous and diversified with various underlying properties [2,33], manifesting the limitations of such single-metric-oriented model [19,42]. A brief example is provided in Fig 1 to discuss the differences of $L_p$-norms as loss function and regularization, respectively.

- **Difference between $L_p$-norms as loss function.** Let $\triangle_{j,k} = x_{j,k} - \hat{x}_{j,k}$ denotes the distance between the ground truth and the prediction. $L_1$-norm-oriented loss is $l(\triangle_{j,k}) = \|\triangle_{j,k}\|_{L_1}$, and $L_2$-norm-oriented loss is $l(\triangle_{j,k}) = \|\triangle_{j,k}\|_{L_2}$. 

**Fig. 1.** An example of $L_p$-norms as loss function and regularization. The orange/blue/green arrow represents the regularization’s normal/gradient/real update direction at the current parameter position $w'$, and $w^*$ is the optimal parameter.
The significant differences between them are three-fold: 1) Robustness. $L_2$-norm-oriented loss is more sensitive to errors, making it less robust than $L_1$-norm-oriented loss to the outliers; 2) Stability. Since $L_1$-norm-oriented loss has vertices causing the gradient of $L_1$-norm-oriented loss oscillates around zero, while $L_2$-norm-oriented is smooth, so the loss is stable; 3) Uniqueness of solution. There are multi-solution of $L_1$-norm-oriented loss in high dimensional space, while $L_2$-norm-oriented loss has a unique solution.

**Difference between $L_p$-norms as regularization.** Regularization is used to prevent overfitting. Let $L_1$-norm regularization be $r(w_i) = \|w_i\|_{L_1}$, and $L_2$-norm regularization be $r(w_i) = \|w_i\|_{L_2}^2$, as shown in the middle and right panels of Fig. 1. Their major difference is their contour shape, i.e., $L_1$-norm regularization’s contour shape is a rectangle, while $L_2$-norm regularization is a circle. Then, they have two-fold different consequences: 1) Sparse parameters. The updating process of $L_1$-norm regularization is mostly stopped at its vertices, resulting in the regularized parameters being mostly zero, providing a feature selection effect. 2) Fine representation. The parameters regularized by $L_2$-norm are mostly non-zero, which can fine-tune the value of parameters for a better representation.

We offer an affirmative answer by proposing a Multi-Metric-Autoencoder (MMA) with a two-fold main idea: 1) employing different $L_p$-norms to build four variant Autoencoders, each of which resides in a unique metric space with distinct loss and regularization terms, and 2) aggregating these Autoencoders with a tailored, self-adaptive weighting strategy. By doing so, the proposed MMA enjoys a better multi-metric-based learning ability, achieving non-biased and comprehensive representations of HDI data. This paper has the following contributions:

- It first proposes to exploit a multi-metric strategy to boost a DNNs-based model’s representation learning ability on the HDI matrix.
- It proposes a Multi-Metric-Autoencoder (MMA) that can accurately represent an HDI matrix by ensembling four variant Autoencoders built with different $L_p$-norms.
- Empirical studies verify that the proposed MMA can aggregate the merits from disparate metric spaces with different $L_p$-norms.
- Algorithm design and comprehensive analyses are provided for the proposed MMA.

Experimental results on four real-world benchmark datasets demonstrate that the proposed MMA significantly outperforms both non-DNN-based and DNN-based single-metric state-of-the-art models.
2 Related Work

2.1 LFA-Based Model

Latent factor analysis-based (LFA-based) models are widely used to represent HDI matrices \[10,44\]. However, prior works have mainly used only one fixed loss function or regularization to train their models. Examples include matrix factorization based \[37\], generalized non-negative with momentum-based \[24\], linked open data-based \[26\], dual regularization based \[29\], mapreduce-based \[11\], and generalized nesterov-based \[23\] to name a few. Although the $L_2$ loss function has been shown to be more sensitive to outliers but stable during training \[34\], the $L_1$ loss function is more robust to outliers but unstable during training \[18\], and $L_1$ regularization contains the built-in feature selection characterize \[18\]. Hence, LFA-based representation methods trained under different $L_p$-norms have been proposed, including elastic-net regression regularize-based \[28\], and smooth $L_1$-norm-oriented \[40\]. However, these studies are built on the linear MF model, and they only discuss different metrics on loss function while ignoring the regularization. Thus, there is currently a lack of discussion on multi-metric DNN-based HDI matrix representation methods built on different $L_p$-norms.

2.2 Deep Learning-Based Model

The recent development of deep learning has led to the widespread use of deep learning-based models for representing HDI data, owing to their ability to learn highly non-linear representations \[38,41,47\]. Comprehensive reviews of recent DNN-based HDI matrix representation methods have been conducted by some researchers \[47\]. Among these methods, one of the representative methods is autoencoder-based \[30\], which has inspired the development of variational autoencoder-based methods \[6\], kernelized synaptic-based autoencoder \[25\] and global and Local Kernels-based autoencoder \[9\]. Other notable research includes neural rating regression-based \[17\], unsupervised disentangle representation \[39\], unsupervised hyperbolic representation \[27\], and dual metric learning-based \[36\]. In addition, GNN-based representation methods \[7,12\] have also been proposed for representing HDI data, such as inductive matrix completion-based methods \[45\].

Compared to the aforementioned methods, MMA holds the following significance: 1) DNN-based models possess greater data representation capabilities owing to their nonlinear features compared to LFA-based models; 2) DNN-based models do not require complex graph data in contrast to GNN-based models, resulting in lower computational resource consumption; 3) To the best of our knowledge, MMA is the first work to investigate the performance of multi-metrics-oriented DNN-based models regarding representing HDI data. Section 3 of the paper presents numerical experiments and comparisons with state-of-the-art models, demonstrating the superior performance of the proposed MMA.
3 Methodology

To aggregate the advantages of different $L_p$-norm, we propose the MMA model. Figure 2 demonstrates the architecture and predicting process of MMA, which can be divided into two parts: 1) Utilization of the observed entries of $X$ to train four variant models with independent parameters and predict the unobserved entries; 2) Ensemble these predictions with a tailored self-adaptive weighting strategy to obtain the final output. The establishment of the variant, the self-adaptively weighting strategy, and the theoretical analysis are depicted in the following contents.

3.1 Establishment of Base Model

We choose the representative I-AutoRec [30] to be the basic model in this paper. Formally, given a vector $x^{(k)} \in X$, I-AutoRec completes the unknown entities by excavating the hidden pattern from known entries. Its error function $L(\cdot)$ is:

$$L(f) = \sum_{x^{(k)} \in X} \left\| \left( x^{(k)} - f \left( x^{(k)}; \theta \right) \right) \circ m^{(k)} \right\|^2_{L_2} + \frac{\lambda}{2} \sum_{i \in I} \| w_i \|^2_{L_2}, \quad (1)$$

where $\lambda > 0$ is the regularization factor, $\theta = \{w_i, b_i\}$ ($i \in \{1, 2, \cdots, I\}$) denotes the weighted term and bias term of $i_{th}$ hidden layer, $\| \cdot \|^2_{L_2}$ is the square of $L_2$-norm, $\circ$ represents the Hadamard product, and vector $x^{(k)} = \{x_{1,k}, \cdots, x_{|J|,k}\}$ of $k$ column of $X$, $m^{(k)}$ is the $k_{th}$ column of index matrix $M$ for I-AutoRec in which $m_{j,k}$ records whether $x_{j,k}$ is observed, $m_{j,k} = 1$ if there is, $m_{j,k} = 0$ otherwise.

We employ different $L_p$-norms in loss function $l(\cdot)$ and regularization $r(\cdot)$ to establish four base variant models summarized in Table 1.

**MMA-1 (L$_1$ loss function and L$_1$ Regularization).** The objective function for MMA-1 to minimize is as follows:

$$L^1(f) = \sum_{x^{(k)} \in X} \left\| \left( x^{(k)} - f^1 \left( x^{(k)}; \theta \right) \right) \circ m^{(k)} \right\|^1_{L_1} + \frac{\lambda}{2} \sum_{i \in I} \| w_i \|_{L_1}. \quad (2)$$
Table 1. Summarization of four base variant models

| base models | $l(\Delta_{j,k})$ | $r(w_i)$ | Characteristic          |
|-------------|-------------------|---------|-------------------------|
| MMA-1       | $|\Delta_{j,k}|$ | $\|w_i\|_1$ | Robustness & Feature Selection |
| MMA-2       | $|\Delta_{j,k}|$ | $\|w_i\|^2_2$ | Robustness & Fine representation |
| MMA-3       | $(\Delta_{j,k})^2$ | $\|w_i\|_1$ | Stability & Feature Selection |
| MMA-4       | $(\Delta_{j,k})^2$ | $\|w_i\|^2_2$ | Stability & Fine representation |

**MMA-2 ($L_1$ loss function and $L_2$ Regularization).** The objective function for MMA-2 to minimize is as follows:

$$\mathcal{L}^2(f) = \sum_{x^{(k)} \in X} \| (x^{(k)} - f^2(x^{(k)}; \theta)) \odot m^{(k)} \|_{L_1} + \frac{\lambda}{2} \cdot \sum_{i \in I} \| w_i \|^2_{L_2}. \quad (3)$$

**MMA-3 ($L_2$ loss function and $L_1$ Regularization).** The objective function for MMA-3 to minimize is as follows:

$$\mathcal{L}^3(f) = \sum_{x^{(k)} \in X} \| (x^{(k)} - f^3(x^{(k)}; \theta)) \odot m^{(k)} \|^2_{L_2} + \frac{\lambda}{2} \cdot \sum_{i \in I} \| w_1 \|_{L_1}. \quad (4)$$

**MMA-4 ($L_2$ loss function and $L_2$ Regularization).** The objective function for MMA-4 to minimize is as follows:

$$\mathcal{L}^4(f) = \sum_{x^{(k)} \in X} \| (x^{(k)} - f^4(x^{(k)}; \theta)) \odot m^{(k)} \|^2_{L_2} + \frac{\lambda}{2} \cdot \sum_{i \in I} \| w_1 \|^2_{L_2}. \quad (5)$$

### 3.2 Self-Adaptively Aggregation

Ensemble learning is an excellent method for aggregating multi-models. It requires the base model to be diversified and accurate. The usage of different $L_p$-norm guarantees diversity. And the representative I-AutoRec guarantees accuracy. Thus, the base models satisfy the two requirements of the ensemble. We adopt the self-adaptively aggregation method in the validation set according to their loss. The principle of this idea is to increase the weight of the $t_{th}$ base model if its loss decreases in the $n_{th}$ training iteration or reduce its weight otherwise. We present the related definitions to explain the theoretical analysis better.

**Definition 1 (Separate Loss of Base Models).** We use $Sl^t(n)$ to denote the separate loss of the $t_{th}$ base model at $n_{th}$ iteration, which can be computed as follows:

$$Sl^t(n) = \sqrt{\sum_{j \in J, k \in K, (j, k) \in \Gamma} \left( x_{j,k} - \hat{x}_{j,k}^t \right) \times m_{j,k} / \| \Gamma \|_0$$

$$\hat{x}_{j,k}^t = f^t(j, k; \theta) \quad \text{s.t.} \quad t = 1, 2, 3, 4,$$  

(6)
where \( \| \cdot \|_0 \) represents the \( L_0 \)-norm of a matrix which indicates the number of non-zero elements in it, and \( \Gamma \) denotes the validation subset of \( X \).

**Definition 2 (Accumulative Loss of Base Models).** The accumulative loss \( Al^t(n) \) of \( Sl^t \) until \( n_{th} \) training iteration can be computed as follows:

\[
Al^t(n) = \sum_{h=1}^{n} Sl^t(h). \tag{7}
\]

**Definition 3 (Ensemble Weight of Base Models).** The ensemble weight \( \varepsilon^t \) of the \( t_{th} \) base model can be calculated as follows:

\[
\varepsilon^t(n) = \frac{e^{-\delta Al^t(n)}}{\sum_{t=1}^{4} e^{-\delta Al^t(n)}}, \tag{8}
\]

where \( \delta \) is the equilibrium factor that controls the ensemble aggregation weights during the training process. Based on Definitions 1–3, the final prediction of MMA in \( n_{th} \) training iteration can be represented as follows:

\[
\hat{x}_{j,k} = \sum_{t=1}^{4} \varepsilon^t(n) \hat{x}_{j,k}^t. \tag{9}
\]

### 3.3 Theoretical Analysis

**Definition 4 (Separate Loss of MMA).** We use \( Sl(n) \) to represent the loss of MMA at \( n_{th} \) training iteration, which is computed as follows:

\[
Sl(n) = \sqrt{\sum_{j \in J, k \in K, (J,K) \in \Gamma} \left( (x_{j,k} - \hat{x}_{j,k}) \times m_{j,k} \right)^2 / \| \Gamma \|_0 } \tag{10}
\]

where \( \hat{x}_{j,k} \) is calculated by align (9).

**Definition 5 (Accumulative Loss of MMA).** The accumulative loss of MMA can be represented as follows:

\[
Al(n) = \sum_{h=1}^{n} Sl(h). \tag{11}
\]

**Theorem 1.** Given an MMA model, supposing the \( Al^t(n) \) of base models lies between \([0,1]\). If \( \varepsilon^t(n) \) sets as align (8) during the training, then the following align holds:

\[
Al(N) \leq \min \{ Al^t(N) | t = 1, 2, 3, 4 \} + \frac{\ln 4}{\delta} + \frac{\delta N}{8}, \tag{12}
\]

where \( N \) is the maximum iteration.
By setting $\delta = \frac{1}{\ln N}$ of Theorem 1, the upper bound becomes:

$$A_l(N) \leq \min \{ A_l^t(N) \mid t = 1, 2, 3, 4 \} + \ln 4\sqrt{\ln N} + \frac{N}{8\sqrt{\ln N}},$$  

(13)

where $\ln 4\sqrt{\ln N} + \frac{N}{8\sqrt{\ln N}}$ is bound by $N$ linearly. Then we have the following proposition.

**Proposition 1.** Given $\delta = \frac{1}{\sqrt{\ln N}}$, the inequality holds:

$$A_l(N) \leq \min \{ A_l^t(N) \mid t = 1, 2, 3, 4 \} + \text{const},$$  

(14)

where $\lim_{N \to \infty} \text{const} = 19.45$.

**Remark 1.** Proposition 1 indicates that $A_l(N)$ is constrained by $\min \{ A_l^t(N) \mid t = 1, 2, 3, 4 \} + \text{const}$ with $\delta = \frac{1}{\ln N}$. Remarkably, each base variant with different $L_p$-norms as loss function and regularization leave them to enjoy separate metric space. The ensemble weight in align (8) guarantees that the MMA’s loss is always lesser than that of the base models, empowering it to have multimetric orientation from different $L_p$-norms. In addition, Proposition 1 is not intended to demonstrate the accuracy improvement of MMA on the test set, but rather to establish that the model possesses the advantages of the basic models. By showing that the proposed model achieves a smaller loss compared to each individual basic model used separately, it indicates that the model retains the respective strengths of the basic models without compromising its ability to fit the data.

### 4 Experiments

In this session, the subsequent experiments are aimed at answering the following research questions (RQs):

- **RQ. 1.** Does the proposed MMA outperform state-of-the-art models in representing the original and outlier-added HDI matrix?
- **RQ. 2.** How does the MMA self-adaptively control the ensemble weights of its based models during the training process to guarantee performance?
- **RQ. 3.** Are the base models of MMA diversified in representing the identical HDI matrix to ensure better performance of MMA?

#### 4.1 General Settings

**Datasets.** Four commonly used real-world HDI datasets are collected to conduct the subsequent experiments. The details of these datasets are summarized in Table 2. These HDI matrix datasets include MovieLens_1M (D1), MovieLens_100k (D2), MovieLens_HetRec (D3), and Yahoo (D4). We adopt a 70%-10%-20% train-validate-test division ratio for all datasets in all experiments involved.
### Table 2. Properties of all the datasets.

| No. | Name              | M  | N  | $H_u$     | Density* |
|-----|-------------------|----|----|-----------|----------|
| D1  | MovieLens_1M      | 6040| 3952| 1000209  | 4.19%    |
| D2  | MovieLens_100k    | 943 | 1682| 100000   | 6.30%    |
| D3  | MovieLens_HetRec  | 2113| 10109| 855598   | 4.01%    |
| D4  | Yahoo             | 15400| 1000| 365704   | 2.37%    |

* Density denotes the percentage of observed entries in the user-item matrix.

**Evaluation Metrics.** The primary purpose of representing the HDI matrix is to predict its missing entries. To evaluate the representation’s accuracy of the tested model, we adopt the root mean square error (RMSE) and mean absolute error (MAE) as the evaluation metrics according to [40,42]. In addition, we have adopted commonly used metrics in recommendation systems, namely Normalized Discounted Cumulative Gain (NDCG) and Hit Ratio to evaluate the performance of our proposed model in the specific task of ranking prediction. To calculate NDCG and Hit Ratio, We select $k$ items that users like (with ratings greater than or equal to 4) as positive samples and pair them with 100 negative samples (with ratings lower than 4). If a positive sample ranks within the top $k$ in the recommendation list, it is considered a hit. The NDCG calculation formula is $NDCG_{u,i} = 1/(log2(rank_{u,i} + 1))$. By calculating the average metric values of positive samples for each user, we obtain the NDCG and Hit Ratio results.

**Baselines.** The proposed MMA model is compared with seven state-of-the-art HDI data representation models, including one original model AutoRec [30], two Latent factor analysis-based (LFA-based) models MF [16] and FML [46], and four DNN-based models NRR [17], SparseFC [25], IGMC [45], and GLocal-K [9]. Table 3 briefly describes these competitors.

**Implementation Details.** The hyper-parameters of all the models involved are fine-tuned to achieve optimal performance. Expressly, we set the regularization coefficient of MMA-1 and MMA-2 to 0.01 and that of MMA-3 and MMA-4 to 30 to get a comprehensive high-performance MMA to all datasets. And the learning rate of all variants is set to 0.001 for a better representation performance. The final testing result is output by the optimal model that reaches the lowest prediction error in the validation set during the training process. The training procedure of a model will terminate if its training iterations reach the preset threshold, and all the experiments are conducted on a GPU server with two 2.4 GHz Xeon Gold 6240R with 24 cores, 376.40 GB RAM, and 4 T V100 GPU.

#### 4.2 Performance Comparison (RQ.1)

**Comparison of Missing Entries Prediction.** Table 4 records the prediction accuracy of all models involved in D1 to D4. The statistical analysis of the loss/tie/win, the Wilcoxon signed-ranks test [4], and the Friedman test [4] are
Table 3. Descriptions of all the contrasting models.

| Model       | Description                                                                                                                                 |
|-------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| MF [16]     | The representative LFA-based model factorizes the HDI matrix for data representation. *Computer 2009.*                                         |
| AutoRec [30]| The representative autoencoder-based model encodes HDI data into low-dimension representation and decodes them to finish the prediction. *WWW 2015.* |
| NRR [17]    | It is a DNN-based multi-task learning framework for HDI data representation. *SIGIR 2017.*                                                  |
| SparseFC [25]| A DNN-based model parametrizes the weighted matrices into low-dimensional vectors to capture essential features of the HDI matrices. *ICML 2018.* |
| IGMC [45]   | It is a GNN-based model which can excavate hidden patterns from graphs built from a HDI matrix without using side information. *ICLR 2020.*   |
| FML [46]    | An LFA-based model combines metric learning (distance space) with collaborative filtering. *IEEE TII 2020.*                                  |
| GLocal-K [9]| A DNN-based model generalizes and represents user behavior data into a low-dimensional space with the fine-tuned global kernel. *CIKM 2021* |

Table 4. The comparison of the prediction accuracy of MMA and its competitors, including the loss/tie/win counts, Wilcoxon signed-ranks test, and Friedman test.

| Dataset | Metric | MF     | AutoRec | NRR     | SparseFC | IGMC  | FML   | Glocal-K | MMA (ours) | p-value | F-rank | Statistic   |
|---------|--------|--------|---------|---------|----------|-------|-------|----------|------------|---------|--------|--------------|
|         |        | RMSE   | MAE     | RMSE    | MAE      | RMSE  | MAE   | RMSE     | MAE        |         |        | loss/tie/win |
| D1      |        | 0.857* | 0.847*  | 0.854*  | 0.839*   | 0.867*| 0.849*| 0.839*   | 0.849*     | 0.006   | 3.188  | 5/1/50   |
| D2      |        | 0.914* | 0.897*  | 0.905*  | 0.899*   | 0.915*| 0.904*| 0.899*   | 0.899*     | 0.014   | 5.5    | 2/0/6     |
| D3      |        | 0.757* | 0.752*  | 0.775*  | 0.749*   | 0.769*| 0.776*| 0.756*   | 0.744      | 0.005   | 1.688  | 5/1/50*   |
| D4      |        | 1.206* | 1.172*  | 1.227*  | 1.203*   | 1.133*| 1.176*| 1.176*   | 1.163      | 0.018   | 4.938  | 3.375    |

*The total loss/tie/win cases of MMA. • The cases that MMA wins the other models in comparison. ◦ The cases that MMA loses the comparison.

made to analyze these results better. These results are presented in the third-to-last, second-to-last, and last row of Table 4. From Table 4, we observe that MMA achieves the lowest RMSE/MAE in most cases, and the total loss/tie/win cases are 5/1/50. Its p-value is lower than the significance level of 0.05 and achieves the lowest F-rank among all the participants. These observations reveal that MMA achieves a better representation accuracy for the HDI matrix than other models.

Comparison of Ranking Prediction. We have also conducted statistical analysis on the results of NDCG and Hit Ratio and recorded them in Table 5.
Table 5. The NDCG and Hit Ratio of MMA and its competitors.

| Dataset | Metric | MF | AutoRec | NRR | SparseFC | IGMC | FML | Glocal-K | MMA (ours) |
|---------|--------|----|---------|-----|----------|------|-----|----------|------------|
| D1      | NDCG@5 | 0.530* | 0.551* | 0.528* | 0.565* | 0.532* | 0.563* | 0.567* | 0.564 |
|         | Hit@5  | 0.740* | 0.726* | 0.717* | 0.728* | 0.726* | 0.735* | 0.758* | 0.758 |
|         | D2     | NDCG@10 | 0.590* | 0.602* | 0.568* | 0.608* | 0.571* | 0.606* | 0.608 |
|         | Hit@10 | 0.883* | 0.887* | 0.866* | 0.892* | 0.875* | 0.887* | 0.891* | 0.890 |
| D1      | NDCG@5 | 0.520* | 0.647* | 0.569* | 0.514* | 0.519* | 0.514* | 0.514* | 0.559 |
|         | Hit@5  | 0.714* | 0.714* | 0.671* | 0.750* | 0.730* | 0.741* | 0.761* | 0.761 |
|         | D2     | NDCG@10 | 0.570* | 0.593* | 0.561* | 0.557* | 0.568* | 0.592* | 0.595* | 0.608 |
|         | Hit@10 | 0.852* | 0.897* | 0.888* | 0.901* | 0.889* | 0.899* | 0.901* | 0.911 |
| D1      | NDCG@5 | 0.470* | 0.475* | 0.461* | 0.491* | 0.461* | 0.491* | 0.484* | 0.493 |
|         | Hit@5  | 0.645* | 0.645* | 0.612* | 0.660* | 0.621* | 0.651* | 0.641* | 0.662 |
|         | D2     | NDCG@10 | 0.520* | 0.529* | 0.504* | 0.514* | 0.514* | 0.522* | 0.520* | 0.542 |
|         | Hit@10 | 0.780* | 0.791* | 0.773* | 0.800* | 0.779* | 0.794* | 0.790* | 0.802 |
| D1      | NDCG@5 | 0.470* | 0.475* | 0.461* | 0.491* | 0.461* | 0.491* | 0.484* | 0.493 |
|         | Hit@5  | 0.645* | 0.645* | 0.612* | 0.660* | 0.621* | 0.651* | 0.641* | 0.662 |
|         | D2     | NDCG@10 | 0.520* | 0.529* | 0.504* | 0.514* | 0.514* | 0.522* | 0.520* | 0.542 |
|         | Hit@10 | 0.780* | 0.791* | 0.773* | 0.800* | 0.779* | 0.794* | 0.790* | 0.802 |
| D1      | NDCG@5 | 0.470* | 0.475* | 0.461* | 0.491* | 0.461* | 0.491* | 0.484* | 0.493 |
|         | Hit@5  | 0.645* | 0.645* | 0.612* | 0.660* | 0.621* | 0.651* | 0.641* | 0.662 |
|         | D2     | NDCG@10 | 0.520* | 0.529* | 0.504* | 0.514* | 0.514* | 0.522* | 0.520* | 0.542 |
|         | Hit@10 | 0.780* | 0.791* | 0.773* | 0.800* | 0.779* | 0.794* | 0.790* | 0.802 |

| Statistic | loss/tie/win | p-value | F-rank |
|-----------|--------------|---------|--------|
|           | 0/0/16       | 0.002   | 5.938  |
|           | 0/0/16       | 0.002   | 3.960  |
|           | 0/0/16       | 0.002   | 7.563  |
|           | 0/0/16       | 0.002   | 1.094  |
|           | 0/0/16       | 0.002   | 5.438  |
|           | 0/0/16       | 0.002   | 4.844  |
|           | 0/0/16       | 0.002   | 4.375  |

* The total loss/tie/win cases of MMA. • The cases that MMA wins the other models in comparison. ◦ The cases that MMA loses the comparison.

From the results in Table 5, we can observe that our proposed model outperforms other comparison methods in most cases, with a final score of 8/4/100 in terms of loss/tie/win. Moreover, the p-values are below the significant value of 0.05, and MMA also reaches the lowest F-rank.

Comparison of Computational Efficiency. Figure 3 displays the total time all models require to reach the optimal RMSE on the validation set. As shown in Fig. 3, LFA-based models are more efficient than DNN-based models as they only train on observed data. Additionally, due to its complex data form and architecture, the GNN-based model consumes significant computational resources and time. Our proposed MMA is with acceptable time consumption, which lands between the LFA-based and GNN-based models. Compared to the original model, MMA’s growth time mainly focuses on calculating ensemble weights since its basic model is trained in parallel. The time ratios for D1 to D4 growth...
Fig. 4. The robustness testing results under the RMSE metric of MMA and its competitors.

Fig. 5. The curve graph of the changes of ensemble weights during the training process.

are: 64%, 37.5%, 43.2%, and 43.2%. As a result, we conclude that MMA can outperform other state-of-the-art models with only minor sacrifices in terms of computational resources and time.

Robustness of MMA to Outlier Data. As previously discussed, the $L_1$ loss function has been shown to be more robust to outlier data. To investigate if MMA can inherit this robustness from the ensemble, we compare its accuracy on datasets with 10% to 50% outliers added, which includes two steps: 1) Select 10% to 50% of the known entries from the original dataset, and 2) randomly assign maximum or minimum known value to these entries. In reality, HDI matrices often contain various outliers that can impair the accuracy of the representation, making robustness an important evaluation indicator for HDI data representation.

Figure 4 records the accuracy of different models’ RMSE on D1 to D4 and Fig. IGMC’s computational efficiency is limited due to its time-consuming graph construction and operations, as evidenced by the over 70 h running the original data set (Fig. 3). With increasing noise and data set size, its performance further deteriorates. We omit its results after a five-day failed run. Figure 4 and Fig. S2 show that MMA outperforms its competitors in all cases, e.g., on D1 with 50% outliers, MMA’s RMSE/MAE is 0.886/0.691, while most other models are above 0.9/0.7, indicating that it benefits from different metrics to obtain robustness.
Table 6. The comparison of the prediction accuracy of MMA and its base models with statistical analysis.

| Dataset | Metric | MMA-1 | MMA-2 | MMA-3 | MMA-4 | MMA |
|---------|--------|-------|-------|-------|-------|-----|
|         | RMSE   | 0.867 | 0.859 | 0.849 | 0.847 |
|         | MAE    | 0.663 | 0.660 | 0.668 | 0.667 |
| D1      | RMSE   | 0.969 | 0.906 | 0.898 | 0.897 |
|         | MAE    | 0.700 | 0.698 | 0.706 | 0.706 |
| D2      | RMSE   | 0.755 | 0.755 | 0.752 | 0.754 |
|         | MAE    | 0.563 | 0.563 | 0.571 | 0.569 |
| D3      | RMSE   | 1.198 | 1.194 | 1.185 | 1.173 |
|         | MAE    | 0.870 | 0.877 | 0.909 | 0.908 |
| D4      | RMSE   | 0.564 | 0.564 | 0.571 | 0.569 |
|         | MAE    | 0.607 | 0.607 | 0.607 | 0.599 |
| Statistic loss/tie/win | 0/0/7 | 0/0/8 | 0/0/8 | 0/0/8 | 1/0/32 |
| p-value | 0.025 | 0.006 | 0.006 | 0.006 | - |
| F-rank  | 3.625 | 3.250 | 3.875 | 3.125 | 1.125 |

* The MMA’s total loss/tie/win cases. ● The cases that MMA wins the base models in comparison. ◦ The cases that MMA loses the comparison.

4.3 The Self-ensembling of MMA (RQ.2)

We further record the ensemble weights during the training process and compare the accuracy between MMA and its base models to discuss how MMA achieves self-adaptively control empirically.

Monitoring the Variations of Ensemble Weights. Figure 5 demonstrates the ensemble weight variations of D1 to D4. In Fig 5, we find that all the weights self-adaptively change across the training process. We note that the ensemble weights of MMA-3 and MMA-4, calculated according to Equation (8) on the validation set, gradually increase and surpass MMA-1 and MMA-2 until the base models are fitted. The reason may be that this dataset has fewer outliers, making the $L_2$-norm loss function dominant during the training process to achieve better predictions.

Accuracy Comparison between MMA and its Base Models. The prediction accuracy of MMA and the base variant models are recorded in Table 6. In like manner, we also conduct the loss/tie/win count, the Wilcoxon signed-rank test, and the Friedman test. Table 6 demonstrates that the MAE of MMA-1 and MMA-2 are generally lower than MMA-3 and MMA-4, but RMSE is the opposite.

Summary. We can conclude that MMA does take advantage of different metric spaces. MMA outperforms other state-of-the-art models with minor computational resource sacrifice by ensembling different metric spaces in the aggregation stage.
4.4 Base Models’ Latent Factors Distribution (RQ. 3)

To verify if the base models of MMA are diversified in representing the HDI matrix, we visualize the encoder output of these base models, which we regard as its latent factors. We adopt the Gaussian Function for better analysis. Figure 6 depicts the LF’s distribution of the base models on D3. The figure shows that MMA-1 and MMA-3 distribute around 0 and 1 because parameters regularized by $L_1$-norm are sparse due to their feature selection characteristic. These observations prove the base models are diversified in representing the HDI matrix. According to the principle of the ensemble theory [5], such variation is beneficial for boosting a base model, guaranteeing the representation accuracy of MMA on HDI data.

5 Conclusion

This paper proposes a multi-metric-Autoencoder to represent HDI data matrices more accurately. Its essential idea is two-fold: 1) deploy different $L_p$-norms as loss function and regularization to develop four variant Autoencoders with unique metric spaces, and 2) aggregate these Autoencoders with self-adaptively weighting ensemble strategy. Extensive theoretical and empirical studies verify that the proposed MMA model is benefited from the multi-metrics of basic models. Experiments on four real-world datasets prove that 1) MMA has remarkably higher accuracy and better robustness in representing HDI data, and 2) its computational efficiency is higher than most DNN-based models. In addition, the loss functions of the four different basic models can also be integrated into a single loss function and applied to other types of models, such as latent factor analysis models. We hope to expand the work of MMA in these aspects in the future.
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Abstract. Deep machine learning models, e.g., image classifier, are increasingly deployed in the wild to provide services to users. Adversaries are shown capable of stealing the knowledge of these models by sending inference queries and then training substitute models based on query results. The availability and quality of adversarial query inputs are undoubtedly crucial in the stealing process. The recent prior art demonstrates the feasibility of replacing real data by exploring the synthetic adversarial queries, so called data-free attacks, under strong adversarial assumptions, i.e., the deployed classifier returns not only class labels but also class probabilities. In this paper, we consider a general adversarial model and propose an effective data-free stealing algorithm, TANDEM-GAN, which not only explores synthetic queries but also explicitly exploits the high quality ones. The core of TANDEM-GAN is composed of (i) substitute model which imitates the target model through synthetic queries and their inferred labels; and (ii) a tandem generator consisting of two networks, \( G_x \) and \( G_e \), which first explores the synthetic data space via \( G_x \) and then exploits high-quality examples via \( G_e \) to maximize the knowledge transfer from the target to the substitute model. Our results on four datasets show that the accuracy of our trained substitute model ranges between 96–67% of the target model and outperforms the existing state-of-the-art data-free model stealing approach by up to 2.5X.

Keywords: model stealing · data-free · generative adversarial networks

1 Introduction

Emerging intelligent services, such as Google translate and optical character recognition [8], are increasingly powered by deep models. Users can access these services by sending queries via APIs to get outputs, for instance, the class labels of queried images. While an open access to deployed models greatly eases users’ experience, it opens up vulnerability issues related to model stealing [10,26,29]. Adversaries may use such an access to steal the knowledge of the deployed model and create a copy of it, named substitute model, which can then be used to do malicious actions, e.g., adversarial attacks [4,6,14,26,27] or membership
exploring and exploiting data-free model stealing [28]. Several studies design defenses against model stealing [11, 12, 21], but [2] provides theoretical evidence that model extraction is inevitable.

To launch a model stealing attack, the adversary first needs to query the target model and get the corresponding inference results. For instance, to steal an image classifier, the adversary sends query images to the deployed classifier and then receives the predicted class labels. Recognizing the issue of limited availability of real data, recent studies [10, 26] introduce data-free model stealing methods, i.e., only using synthetic query images. Generative adversarial networks (GANs), composed of generator and substitute models, are key to synthesize queries. Synthetic query quality is paramount to extract knowledge from the target model. Low quality queries provide little information to train the substitute model, e.g. low confidence results from the target model leading to small feedback losses.

Though the existing studies demonstrate the feasibility to steal models in a (real) data-free way, they are limited in the adversarial assumptions and quality of synthesised queries. The common adversarial assumption of the prior art [10, 26] is that both predicted class labels and confidence are provided by the target model. The additional information beyond class labels is crucial for existing methods to carry out GANs training which can not backpropagate the gradients simply from the class labels.

Furthermore, the competition between generator and substitute models pushes the two networks to continuously explore the synthetic data space, but the classic min-max loss used in training GANs eschews to exploit synthetic examples [3]. As a result the average quality of synthetic queries is low, i.e., target model has low confidence in classifying synthetic data, and further limits the knowledge extraction performance in model stealing. Fig. 1 illustrates the average prediction confidence of the target model on real and synthetic data generated by the state of the art data-free stealing methods, namely DFME [26], DaST [29] and MAZE [10]. In this example, the target model is RestNet34 trained on CIFAR 10 and the settings of adversaries can be found in the evaluation section. Shown in the figure, the existing methods can only generate synthetic queries reaching an average confidence level of 80% that is 20% lower than the real data and limits its capacity to extract knowledge.

In this paper, we propose an effective data-free model stealing framework, TandemGAN, which does not require any real data and considers general adversarial assumptions where queries return label predictions, termed label-only, or label probabilities, termed probability-only. The core components of TandemGAN are (i) the substitute model and (ii) the tandem generator consisting of
two networks to explore and exploit the synthesizing space. The substitute model minimizes the distance loss between its and the target model’s predictions while the two tandem generator networks jointly synthesize diverse and high confidence query examples which maximize the stealing potential. The first network, $\mathcal{G}_x$, explores the synthetic data space, whereas the second network $\mathcal{G}_e$ exploits and refines the synthesizing space to produce high-quality synthetic examples with high target model confidence. In the example of Fig. 4, we demonstrate more systematically the effectiveness of incorporating exploitation evaluating the performance of TANDEM-GAN on stealing four deployed classifiers under both scenarios of label-only and probability-only against SOTA prior art.

The contributions of this paper are: (i) an effective data-free model stealing framework, TANDEM-GAN, which uniquely features joint exploration and exploitation of synthetic data space and examples; (ii) more general adversarial scenarios: only class labels are available to the adversary; (iii) extensive evaluation and comparison against existing SOTA data-free model stealing approaches; and (iv) remarkable accuracy of the trained substitute models, i.e., reaching 67% up to 96% accuracy of the target classifiers.

2 Related Work

Model stealing aims to distill the knowledge from a deployed (target) model, specifically, to train a highly similar substitute model [2,9,13,20,24,26,29]. A successful substitute model is able to obtain the implicit mapping function (or knowledge, at high level) of the target model via different (simpler) network structures [10,20]. Two types of model stealing methods exist depending on whether the attackers have (partially) access to real training data or not. When real data is available, knowledge distilling [7,19] extracts the knowledge of the target model through its class probabilities and transfers it to a lightweight substitute model. Without real data attackers can only query the target model through synthetic examples [10,13,18,29] –a data-free approach.

The core of existing data-free model stealing methods [10,26,29] follows the design principle of GANs –competing generator-substitute networks. A generator produces synthetic examples to query the target model, $T$, whereas the substitute model, $S$, tries to imitate/steal $T$ via the synthetic query results. The target model parameters and architecture are unknown. MAZE [10] and DFME [26] rely on a gradient approximation [22] to train their generator. DFME and MAZE can not be applied to scenarios where the target model provides only inference labels, Furthermore, DaST [29] regards the output of the target model as a constant vector forgoing the need for gradient approximation. Aforementioned studies explore the general synthesizing space, overlooking the option of exploitation. The features of different data-free model stealing methods are summarized in Table 1.
Table 1. Existing data-free model stealing methods.

| Method            | Probability-only | Label-only | Exploration | Exploitation |
|-------------------|------------------|------------|-------------|--------------|
| MAZE [10]         | ✓                | ✗          | ✓           | ✗            |
| DFME [26]         | ✓                | ✗          | ✓           | ✗            |
| DaST [29]         | ✓                | ✓          | ✓           | ✗            |
| TANDEMGAN (ours)  | ✓                | ✓          | ✓           | ✓            |

3 Methodology

In this section, we introduce TANDEMGAN, a data-free model stealing framework that explores and exploits synthetic queries. Prior to introducing the design of TANDEMGAN, we first introduce the adversarial assumptions.

Adversarial Assumptions. We consider a realistic deployment setting where a target classifier $T$ is deployed and its parameters and architecture of $T$ are unknown. The only way to interact with the target model is by sending queries, e.g., images, and getting the inferred results, for both benign and malicious adversaries. Furthermore, due to the limitation and difficulty of obtaining real data, we further assume adversaries have no access to the real data. According to the format of the inference results, we consider two types of adversarial scenarios: (i) label-only scenario: $T$ only provides a label prediction for each query without any additional information, and (ii) probability-only scenario: $T$ returns the class probabilities instead.

3.1 TandemGAN Framework

We propose TANDEMGAN to steal the knowledge from $T$ and train an accurate substitute model $S$, shown in Fig. 2. $S$ can be regarded as a clone of $T$ but

---

1 TANDEMGAN can be extended to other model types but here we only discuss classification tasks.
with a different network architecture. Different from related work TANDEMGAN leverages a tandem generator which generates synthetic queries\(^2\) with high classification confidence. Specifically, the generating process includes two networks, one network for exploring the new areas of the synthetic data space and one network for exploiting a particular space to generate high-quality synthetic queries. In Fig. 3, we illustrate the projected synthesizing space of TANDEMGAN on CIFAR10, the exploration points randomly scatter, whereas the exploitation points center around some exploration points. Note that we apply UMAP [16] to reduce the data dimension for visualization.

![Fig. 3. Exploration and exploitation of TANDEMGAN in projected 2D space.](image)

**Preliminary.** In the data-free model stealing, a generator \(G\) is fed a noise vector \(z\) as seed to generate a synthetic example \(x = G(z)\) to query \(T\) and obtain \(T(x)\). We assume \(T\) to be a model for classification task with \(N\) classes. Depending on the context, \(T(x)\) is either the predicted probability vector (probability-only) or predicted one-hot encoded label (label-only) for input \(x\) and \(T_i(x)\) denotes the \(i\)-th \((i = 1, ..., N)\) class output. Similarly, we use \(S(x)\) to denote the probability output of the substitute model \(S\) for input \(x\).

**Algorithm Architecture.** Figure 2 shows the architecture of our proposed model stealing framework, TANDEMGAN. The key components are the substitute model \(S\), and the tandem generator, \(G(z) = G_e(G_x(z))\), comprising \(G_x\) and \(G_e\). \(G\) generates synthetic queries that explore the synthetic data space via \(G_x\) and exploit a particular generation space via \(G_e\). We use \(\theta_S\), \(\theta_G_x\) and \(\theta_G_e\) to denote the model parameters of \(S\), \(G_x\) and \(G_e\), respectively.

During model stealing, a noise vector \(z\) is fed into \(G\) to produce a synthetic example \(x\) via \(G_x\) and \(G_e\). \(G_x\) transforms \(z\) into a latent code \(G_x(z)\) while \(G_e\) generates the query, e.g. image, from the latent code \(x = G_e(G_x(z))\). \(x\) is used to query \(T\) and get the prediction \(T(x)\). Next, \(x\) associated with \(T(x)\) is used to train \(S\). When training \(S\), we minimize the distance measure to maximize the agreement between \(S\) and \(T\). Besides training \(S\), we separately train \(G_x\) and \(G_e\)

\(^2\) We refer the data sample sent to the target model as a query. In case of querying via synthetic data sample, we abbreviate it as a synthetic query.
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according to the outputs $T(x)$ and $S(x)$. Since $G_x$ is designed to explore new areas of the data generating space which can provide new knowledge to train $S$, we employ the design idea of GANs – a minmax optimization to train $G_x$ and $S$ jointly.

Hence to train $G_x$, we optimize the model parameters $\theta_{G_x}$ to maximize the distance measure between $T(x)$ and $S(x)$. $G_e$ is responsible to refine the new area searched by $G_x$ to generate high-quality synthetic queries. The objective of $G_e$ thus needs to be aligned with the definition of query quality. Following the risk analysis of knowledge distillation [17], we define the optimization objective of $G_e$ according to effectiveness of knowledge extraction, i.e., maximizing the confidence of the target model in predicting synthetic queries. Other possible definitions by active learning [1] are discussed in Sect. 5. As a result $G$ simultaneously explores and exploits the synthetic data space to find diverse and highly informative examples which maximize the knowledge transfer to $S$. The optimization objectives of $S$, $G_x$ and $G_e$ are detailed in the following.

3.2 Optimization Objectives and Training Procedure

**Optimization Objective of $S$.** Since $S$ is a substitute of $T$, their outputs are expected to be as similar as possible. Inspired by knowledge distillation [7], $S$ imitates the outputs of $T$ through the loss of distance measure. The loss function of $S$ over a query example $x$ is as follows:

$$L_S = D(T(x), S(x)),$$

where $D(\cdot)$ denotes the distance measure for loss, e.g., L1-Norm or cross-entropy. L1-Norm provides a stronger feedback than cross-entropy. This fits well the *probability-only* scenario where the loss inputs are the class probabilities. When working with the more limited scenario of *label-only*, the L1-Norm would require the output of the two models to be identical which is an aggressive condition given that only a one-hot output is provided rather than the full distribution on all classes. Thus, cross-entropy is applied for *label-only*. After training $S$, we can steal the knowledge of $T$ because $S$ learns the mapping of $T$.

**Optimization objective of $G_x$.** We incorporate $G_x$ to diversify the latent codes fed to $G_e$ and generate queries in new areas of the data space. $G_x$ aims at making $S(x)$ as different as possible from $T(x)$. This is the opposite training objective of $S$. Thus, we formulate the loss of $G_x$ as:

$$L_{G_x} = -L_S = -D(T(x), S(x)), \text{ where } x = G_e(G_x(z)).$$

By this means, $G_x$ ensures that $S$ is trained by a broad spectrum of diverse synthetic queries in data space to prevent model collapse or degenerated cases. It should be noted that although $T(x)$ can not be differentiated directly via backpropagation (since its network parameters are unavailable), it is possible to apply gradient approximation (details below) under *probability-only* scenario.
On the other hand, under label-only scenario, the output of the target model is the class label and it is a non-differentiable constant.

**Optimization Objective of $G_e$.** We incorporate $G_e$ to generate high quality queries around a latent space explored by $G_x$. We derive the loss function of $G_e$ inspired by the risk analysis of knowledge distillation [17]. We aim to achieve high quality $T$ so as to better teach $S$. Specifically, the quality of the probability estimate of $T$ can be measured by log-loss and calibration error [5], the lower the better. Inspired by this observation, for minimizing the log-loss (or calibration error) on the outputs $T(x)$, in our model stealing process, the inference confidence of $x$, i.e., the biggest element of $T(x)$, is expected to be high. Consequently, the objective of $G_e$ is to generate a synthetic query $x$ that maximizes the confidence over model $T$. We thus define high-quality queries as ones with high inference confidence on $T$. Then, we define the loss function of $G_e$ as:

$$L_{G_e} = - \{ \log T_k(x) \mid \forall j : T_j(x) \leq T_k(x) \}, \quad \text{where } x = G_e(G_x(z)). \quad (3)$$

With this loss, for an input example $x = G_e(G_x(z))$, we maximize the value of the $k$-th element of $T(x)$ where $k$ is the index of the biggest element. For probability-only, calculating Eq. (3) relies on gradient approximation (details below). For label-only, $T(x)$ is a constant (one-hot label) and gradient approximation is not applicable because one can not obtain its directional derivative. Thus, we use $S(x)$ to approximate $T(x)$ since $S(x)$ gradually approaches $T(x)$ during training. Hence, updating $G_e$ only needs the gradient of $S$ which fits the label-only scenario.

**Gradient Approximation.** Training the generator $G$ requires the gradient $\nabla_{\theta_g} L$ where $L$ has two arguments $T(x)$ and $S(x)$. However, $T$ is not differentiable in our black-box setting as its model parameters are unknown. Therefore we cannot obtain $\nabla_{\theta_g} L$ without $\nabla_{\theta_g} T(G(z))$. To address this challenge, we apply gradient approximation [26] to approximate $\nabla_{\theta_g} L$. Given

$$\nabla_{\theta_g} L = \frac{\partial L}{\partial \theta_g} = \frac{\partial L}{\partial x} \times \frac{\partial x}{\partial \theta_g},$$

the second term can be computed because $G$ is differentiable with known parameters. Thus, we only need to approximate $\frac{\partial L}{\partial x}$. This can be done by the forward differences method [22]. It approximates the gradient of a function at a point by computing directional derivatives along some random directions. For a synthetic example $x \in \mathbb{R}^d$, the approximate gradient is:

$$\hat{\nabla}_x L(x) = \frac{1}{M} \sum_{j=1}^{M} \frac{L(x + \epsilon u_j) - L(x)}{\epsilon} u_j$$

where $u_j$ is a random direction (a $d$-dimensional unit vector) and $M$ is the number of directions used for the approximation. $\epsilon$ is a small step size in the direction of $u_j$. The approximate value becomes more precise when $M$ increases. For TandemGAN, gradient approximation is used to optimize both $G_x$ and $G_e$ under probability-only scenario.
Algorithm 1. TANDEM GAN

Input: \( n_x, n_e, n_s, \mu_x, \mu_e \) and \( \mu_s \)

In the following, \( z \sim \mathcal{N}(0, 1) \)

for number of rounds do
  for \( i = 1, \ldots, n_x \) do // explore the data space
    Get \( T(x) \) and \( S(x), x = G_e(G_x(z)) \)
    if probability-only then
      \( \mathcal{L}_{G_x}(x) = -\|T(x) - S(x)\|_1 \)
    else
      \( \mathcal{L}_{G_x}(x) = -CE(T(x), S(x)) \)
    \( \theta_{G_x} \leftarrow \theta_{G_x} - \mu_x \nabla_{\theta_{G_x}} \mathcal{L}_{G_x}(x) \)
  end

  for \( j = 1, \ldots, n_e \) do // exploit the data space
    Get \( T(x) \) and \( S(x), x = G_e(G_x(z)) \)
    Compute \( \mathcal{L}_{G_e}(x) \) // see Eq. (3) for the loss calculation
    \( \theta_{G_e} \leftarrow \theta_{G_e} - \mu_e \nabla_{\theta_{G_e}} \mathcal{L}_{G_e}(x) \)
  end

  for \( j = 1, \ldots, n_s \) do
    Get \( T(x) \) and \( S(x), x = G_e(G_x(z)) \)
    if probability-only then
      \( \mathcal{L}_{S}(x) = \|T(x) - S(x)\|_1 \)
    else
      \( \mathcal{L}_{S}(x) = CE(T(x), S(x)) \)
    \( \theta_S \leftarrow \theta_S - \mu_s \nabla_{\theta_S} \mathcal{L}_{S}(x) \)
  end

Result: The trained \( S \)

Stealing Algorithm. Algorithm 1 shows the training process. In each round, there are two stages, exploration (line 1–5) and exploitation (line 6–7). In exploration, \( G \) and \( S \) are playing a min-max game just like GANs. By the game, \( G_x \) is updated to explore a new area in the latent space of \( G_e \). In exploitation, \( G_e \) exploits the area and produces synthetic examples to train \( S \). After the exploitation, we sample multiple examples for updating the substitute model \( S \) (line 8–13).

To fine-tune the balance between exploration and exploitation in each round, each training stage of the tandem generator is repeated \( n_x \) and \( n_e \) times, respectively. The optimization goal of \( G_x \) is opposite to \( S \). If the exploration is too aggressive, the training of \( S \) diverges. If the exploration is too conservative, \( S \) can collapse to a bad local optima because of the limited area searched in the latent space during training. After training \( G_e, S \) needs enough updates to extract knowledge from \( T \).

4 Evaluation

In this section, we comprehensively evaluate the model stealing performance via the accuracy of the substitute model. We compare TANDEM GAN with state-of-the-art data-free model stealing approaches and conduct an ablation study to verify the effectiveness of exploration and exploitation, and the impact of different substitute model architectures.
Table 2. Comparison of the Substitute model Acc(uracy) under DaST, MAZE, DFME, and TANDEMGAN. Arch. stands for model architecture.

| Dataset | $T_{target}$ | $S$ | Label-only | Probability-only |
|---------|-------------|-----|------------|------------------|
|         |             |     | DaST       | TANDEMGAN        |
| MNIST   | VGG16       | VGG11 | 83.98     | 91.30            |
|         |             |      | 95.13     | 90.22            |
| F-MNIST | VGG16       | VGG11 | 43.00     | 72.15            |
|         |             |      | 41.63     | 48.43            |
| SVHN    | ResNet34    | VGG11 | 58.39     | 62.41            |
|         |             |      | 52.60     | 50.62            |
| CIFAR10 | ResNet34    | VGG11 | 21.28     | 29.58            |
|         |             |      | 58.67     | 54.79            |

Datasets and Model Structures. We evaluate our proposed method on four benchmark datasets: MNIST, Fashion-MNIST (F-MNIST), SVHN and CIFAR10. For MNIST and F-MNIST, we use VGG16 for the target model and ResNet34 for SVHN and CIFAR10. For the substitute model, we apply VGG11 for every dataset so that comparisons on the same/different network architecture(s) family between $S$ and $T$ are possible. However, for each baseline approach and TANDEMGAN, we use the same target and substitute models to guarantee a fair comparison. Finally, TANDEMGAN uses a two convolutional layers network for $G_x$ and a one convolutional layer network for $G_e$.

Evaluation Criteria. The goal of our data-free model stealing is to achieve high classification accuracy on substitute model. We also compare the convergence process of TANDEMGAN with the baseline models to show the learning performance. For evaluating the attack efficiency, we also show the accuracy of the substitute model on different number of queries during model stealing.

Experiment Settings. The networks $S$, $G_x$ and $G_e$ are trained with a batch size of 256. We apply RMSprop as the optimizer for all the networks. The recommended learning rates for $S$, $G_x$ and $G_e$ are $0.001$, $10^{-5}$ and $10^{-6}$ respectively. $G_x$ has two convolutional layers and $G_e$ has one convolutional layer. We apply batch normalization after each convolutional layer on the generator. For gradient approximation, we set the number of random directions $M$ to be 1 and choose the step size $\epsilon = 0.001$. To balance the training of $S$, $G_x$ and $G_e$, we let $n_s = 5$, $n_x \in \{1, 3, 5\}$ and $n_e \in \{1, 3, 5\}$ for all experiments. We implement our method using pytorch. Intel Xeon E3-1200 CPUs and Nvidia GeForce RTX 2080 Ti GPUs are utilized to run the experiments. The code of our method will be released should the paper be accepted.

4.1 Model Stealing Performance

Model Stealing Accuracy. We evaluate the accuracy of model stealing results compared to the DaST, MAZE and DFME, for both label-only and probability-only scenarios, and the original target model. Table 2 and Fig. 4 summarize the results. Here we use VGG11 as substitute model. This is more challenging for SVHN and CIFAR10 since the target model is ResNet34, differing significantly in neural network architecture family. The accuracy of the target model represents
the upper bound accuracy for the substitute model. It should be noted that MAZE and DFME are only used on probability-only scenario since they require the additional information on class probabilities. We further note that DaST, MAZE, DFME and TandemGAN generate synthetic data per training iteration for generator or substitute model in different ways and different order. For a fair comparison, we report the accuracy under same number of queries.

Table 2 shows that TandemGAN achieves the highest accuracy among all datasets and inference scenarios. The accuracy of TandemGAN’s substitute models trails behind the target models by margins of 4 to 32%, except for CIFAR10 under the label-only case. In other words, TandemGAN can achieve roughly 96 to 67% of the accuracy of the target model for a given dataset and inference scenario. The substitute model accuracy of TandemGAN is consistently and significantly higher than DaST, MAZE and DFME, showing an accuracy improvement up to 67% for the challenging label-only scenario, and up to 250% for the probability-only scenario.

Comparing probability-only to label-only, the accuracy of substitute models is higher for any given stealing method that is applicable to both scenarios. This is due to the fact that probability-only provides more inference information about the target model and we do not need to use $S$ to approximate $T$. For label-only scenarios, the accuracy of the substitute model trained by TandemGAN on MNIST surpasses 90% with a less than 10% This strongly demonstrates the effectiveness of TandemGAN. Owing to the increasing task difficulty, for F-MNIST, SVHN and CIFAR10, the stealing performance of TandemGAN drops. Even so the accuracy of the trained substitute models is still more than half of the target models (except CIFAR10), and $1.67 \times$, $1.06 \times$ and $1.39 \times$ the accuracy achieved by DaST. For probability-only scenarios, the additional information provided by the class probabilities improves the accuracy of the substitute models. DFME outperforms MAZE and DaST on F-MNIST. MAZE outperforms DFME and DaST on MNIST and CIFAR10. DaST is better on SVHN. However, TandemGAN outperforms all. More impressive, TandemGAN achieves results close to the target model. The gap is limited from 3 to 26.

**Model Stealing Convergence.** Figure 4 shows the evolution of the substitute model accuracy across the number of queries to the target model. For DaST, we can see that for all cases the accuracy fluctuates and does not converge at a good local optima during the entire training. Sometimes the accuracy does not even show an increasing trend, for instance Fig. 4b, 4f and 4h. Due to the unstable convergence, another issue with DaST is to choose an appropriate stopping criteria for training. Further, DaST saves the substitute model at each iteration, and chooses the one with the highest accuracy to be the final result. We argue that this is normally infeasible because attackers do not have real data to evaluate their saved substitute models. It also requires additional resources and efforts to store and select the best substitute model once the model stealing process ends. This further leads to the unstable training process of DaST. For MAZE and DFME, the convergence has no significant oscillation. The convergence of TandemGAN is almost monotonic. The accuracy increases smoothly.
Fig. 4. The convergence of accuracy of substitute models during training.
during the whole training, and converges to local optima at around 2M queries for MNIST and SVHN, and 4M for F-MNIST respectively. For CIFAR10, label-only scenario requires 6M queries while it takes around 13M for probability-only scenario. The reason behind the different number of queries is that label-only scenario provides limited information which cannot improve the accuracy even with increased queries for this relatively difficult task. This observation also implies that less information provided by the target model may serve as the short board for challenging tasks to apply model stealing attack.

Inherited from GANs, the generator design of DaST, MAZE and DFME only contains exploration to train the generator and substitute model in a min-max game. In TandemGAN, besides $G_x$ to search for new space areas which generate diverse data examples, the tandem generator also contains $G_e$ to exploit the latent code generated by $G_x$, fine-tuning the task-specific data properties to train $S$ for model stealing. Benefiting from both exploration and exploitation, our synthetic data captures the real data training scenarios better, resulting in stable convergence towards a good local optima.

### 4.2 Ablation Study

| Table 3. Ablation study for exploration and exploitation. | Table 4. Analysis for different substitute model architectures. |
|---------------------------------------------------------|---------------------------------------------------------------|
| **Ablation** | **TANDEMGAN** |
| main results | 75.81 |
| w/o exploration | 60.74 |
| w/o exploitation | 67.23 |
| **Architecture** | **TANDEMGAN** |
| VGG11 | 75.81 |
| ResNet18 | 84.70 |
| AlexNet | 23.25 |

**Importance of Both Exploring and Exploiting.** In previous sections we highlight the advantages to additionally exploit, and not only explore, the synthetic examples. To quantify the benefits of either phase, we present an ablation study using VGG11 as $S$ for CIFAR10 where TANDEMGAN forgoes either $G_x$ (w/o exploration) or $G_e$ (w/o exploitation). This is achieved by skipping the corresponding training phase, i.e. keeping either $\theta_{G_x}$ or $\theta_{G_e}$ fixed. Table 3 shows the results. One clearly sees that both exploring the synthetic data space and exploiting known examples holds the best results. Without exploitation the accuracy drops by 8%

**Impact of Architecture Choice.** As the neural network architecture is unknown by the attacker, we evaluate the impact of choosing different architectures for $S$. Besides VGG11, we try ResNet-18, which is of the same neural network family of the target model (using ResNet34), as well as AlexNet which is a simpler CNN [15, 25]. The accuracy of the substitute AlexNet is low, i.e., 23.25% (see Table 4). The reason is that AlexNet contains 5 convolutional layers
Table 5. Comparison of the Substitute model Acc(uracy) under DaST, MAZE, DFME, and TANDEMGAN. Arch. stands for model architecture.

| Dataset | Target | $S$ | Label-only | Probability-only |
|---------|--------|-----|------------|------------------|
|         | Acc    | Arch | Public Samples | TANDEMGAN | Public Samples | TANDEMGAN |
| F-MNIST | 93.09  | VGG16 | 37.08 | 72.15 | 32.06 | 79.96 |
| CIFAR10 | 90.71  | ResNet34 | 15.45 | 29.58 | 14.01 | 75.81 |

and 3 fully connected layers which is too shallow to train on CIFAR10. Choosing a suitable task-specific substitute model architecture is crucial. ResNet18 achieves the highest accuracy. While ResNet18 is able to achieve slightly better accuracy than VGG11 on CIFAR10, i.e. 92.36% against 91.6% , we impute the performance gap of 9Since the exact architecture of $T$ is unknown to attackers we choose VGG11 for our main results. Using VGG11 we can better verify broadly the effectiveness and generality of TANDEMGAN.

Stealing the Target Using Publicly Available Data Samples. It is possible to query a target model and steal it using publicly available data samples (E.g., MNIST samples etc), when the real training dataset of the target model is unknown. To study the effectiveness of directly using publicly available data samples for model stealing, in the following, we apply MNIST samples to steal a F-MNIST target model and use SVHN samples to steal a CIFAR10 target model. The results are shown in Table 5. We can see that TANDEMGAN significantly outperforms the baseline which directly uses public samples for querying. Besides, comparing to Table 2, DaST, MAZE and DFME also outperform the baseline. Directly using public data samples to query cannot effectively and efficiently search the input data space of the target model, especially when the model and the task are complicated e.g., the CIFAR10 target. It also cannot utilize the inference feedback from the target to adjust the stealing process. That’s why it is much worse than DaST, MAZE, DFME and TANDEMGAN which apply data sample generators for data space searching. In a data-free scenario, it is important to design a good data space searching strategy to perform model stealing attacks.

5 Possible Extension

In this section, we discuss the possible extension of the proposed algorithm. In the following, we show some other perspectives of exploitation.

In the methodology part, we derive the optimization objective of $G_t$ from a statistical observation [17] that the quality of a target (or a teacher) $T$ can be measured by log-loss and calibration error (the lower the better). Since we regard the predictions from $T$ as the ground truth labels in model stealing, in order to minimize the log-loss (or calibration error) on $T$ we aim to increase the inference confidence of each data example $x$. Then we define the loss (see Eq. (3)) according to this motivation. From the statistical perspective, the high-quality
examples produced by exploitation are defined as examples with high inference confidence on $T$. Actually, it is possible to extend TANDEMGAN by designing the optimization objective of $G_e$ from other perspectives.

From active learning [23] perspectives, $T$ can be seen as an oracle or a expert who can provide ground truth labels for unlabeled examples. In order to train $S$, we need examples to query $T$ and get the predictions. For efficiently and effectively querying $T$, we need query strategies to select informative examples (high-quality examples). Therefore the query strategies, e.g., variance reduction, entropy sampling and margin sampling etc., of active learning can be utilized to define high-quality examples and design the optimization objective of $G_e$.

If attackers know some prior information about the training data space of $T$, e.g., data distribution, we can also consider the information when designing the loss of $G_e$. In this case, $G_e$ can be utilized to ensure that the data examples are sampled from the prior distribution. A special case is to consider the class balance of the generated examples when training $G_e$.

6 Conclusion

It is challenging to design adversarial attacks without knowing the target model parameters nor having access to real-world data. In this paper, we propose a novel and effective data-free model stealing framework, TANDEMGAN, consisting of substitute model and a tandem generator networks, which aims to steal the knowledge of the target model by synthetic queries. Beyond the state of the art, we not only consider a general adversarial scenario with only the availability of predicted class labels only but also design a steal optimization algorithm to explore and exploit synthetic queries generation. We empirically demonstrate that TANDEMGAN effectively steals the target model using a small number of queries for four datasets. Under various adversarial scenarios, we show that the model stolen through TANDEMGAN achieves up to 2.5 times higher accuracy than state-of-the-art data-free model stealing attacks, and its accuracy is as high as the 96 – 67% of target model.
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Abstract. In real scenarios, state observations that an agent observes may contain measurement errors or adversarial noises, misleading the agent to take suboptimal actions or even collapse while training. In this paper, we study the training robustness of distributional Reinforcement Learning (RL), a class of state-of-the-art methods that estimate the whole distribution, as opposed to only the expectation, of the total return. Firstly, we validate the contraction of distributional Bellman operators in the State-Noisy Markov Decision Process (SN-MDP), a typical tabular case that incorporates both random and adversarial state observation noises. In the noisy setting with function approximation, we then analyze the vulnerability of least squared loss in expectation-based RL with either linear or nonlinear function approximation. By contrast, we theoretically characterize the bounded gradient norm of distributional RL loss based on the categorical parameterization equipped with the Kullback-Leibler (KL) divergence. The resulting stable gradients while the optimization in distributional RL accounts for its better training robustness against state observation noises. Finally, extensive experiments on the suite of environments verified that distributional RL is less vulnerable against both random and adversarial noisy state observations compared with its expectation-based counterpart (Code is available in https://github.com/datake/RobustDistRL. The extended version of the paper is in https://arxiv.org/abs/2109.08776.).
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1 Introduction

Learning robust and high-performance policies for continuous state-action reinforcement learning (RL) domains is crucial to enable the successful adoption of
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deep RL in robotics, autonomy, and control problems. However, recent works have demonstrated that deep RL algorithms are vulnerable either to model uncertainties or external disturbances [3, 7, 9, 10, 17–19, 21]. Particularly, model uncertainties normally occur in a noisy reinforcement learning environment where the agent often encounters systematic or stochastic measurement errors on state observations, such as the inexact locations and velocity obtained from the equipped sensors of a robot. Moreover, external disturbances are normally adversarial in nature. For instance, the adversary can construct adversarial perturbations on state observations to degrade the performance of deep RL algorithms. These two factors lead to noisy state observations that influence the performance of algorithms, precluding the success of RL algorithms in real-world applications.

Existing works mainly focus on improving the robustness of algorithms in the test environment with noisy state observations. Smooth Regularized Reinforcement Learning [18] introduced a regularization to enforce smoothness in the learned policy, and thus improved its robustness against measurement errors in the test environment. Similarly, the State-Adversarial Markov Decision Process (SA-MDP) [21] was proposed and the resulting principled policy regularization enhances the adversarial robustness of various kinds of RL algorithms against adversarial noisy state observations. However, both of these works assumed that the agent can access clean state observations during the training, which is normally not feasible when the environment is inherently noisy, such as unavoidable measurement errors. Hence, the maintenance and formal analysis of policies robust to noisy state observations during the training is a worthwhile area of research.

Recent distributional RL algorithms, e.g., C51 [2], Quantile-Regression DQN (QRDQN) [5], Implicit Quantile Networks (IQN) [4] and Moment-Matching DQN (MMD) [16], constantly set new records in Atari games, gaining huge attention in the research community. Existing literature mainly focuses on the performance of distributional RL algorithms, but other benefits, including the robustness in the noisy environment, of distributional RL algorithms are less studied. As distributional RL can leverage additional information about the return distribution that captures the uncertainty of the environment more accurately, it is natural to expect that distributional RL with this better representation capability can be less vulnerable to the noisy environment while training, which motivates our research. In this paper, we probe the robustness superiority of distributional RL against various kinds of state observation noises during the training process. Our contributions can be summarized as follows:

- **Tabular setting.** We firstly analyze a systematical noisy setting, i.e., State-Noisy Markov Decision Process (SN-MDP), incorporating both random and adversarial state observation noises. Theoretically, we derive the convergence of distributional Bellman operator in SN-MDP.

- **Function approximation setting.** We elaborate the additional convergence requirement of linear Temporal difference (TD) when exposed to noisy state observations. To clearly compare with distributional RL, we attribute its robustness advantage to the bounded gradients norms regarding state
features based on the categorical parameterization of return distributions. This stable optimization behavior is in contrast to the potentially unbounded gradient norms of expectation-based RL.

Experiments. We demonstrate that distributional RL algorithms potentially enjoy better robustness under various types of noisy state observations across a wide range of classical and continual control environments as well as Atari games. Our conclusion facilitates the deployment of distributional RL algorithms in more practical noisy settings.

2 Background: Distributional RL

In the tabular setting without noisy states, the interaction of an agent with its environment can be naturally modeled as a standard Markov Decision Process (MDP), a 5-tuple $\langle S, A, R, P, \gamma \rangle$. $S$ and $A$ are the state and action spaces, $P : S \times A \times S \rightarrow [0, 1]$ is the environment transition dynamics, $R : S \times A \times S \rightarrow \mathbb{R}$ is the reward function and $\gamma \in (0, 1)$ is the discount factor.

**Value Function vs Return Distribution.** Firstly, we denote the return as $Z_\pi(s) = \sum_{k=0}^{\infty} \gamma^k r_{t+k+1}$, where $s_t = s$, representing the cumulative rewards following a policy $\pi$, and $r_{t+k+1}$ is reward scalar obtained in the step $t+k+1$. In the algorithm design, classical expectation-based RL normally focuses on value function $V_\pi(s)$, the expectation of the random variable $Z_\pi(s)$:

$$V_\pi(s) := \mathbb{E}[Z_\pi(s)] = \mathbb{E} \left[ \sum_{k=0}^{\infty} \gamma^k r_{t+k+1} \mid s_t = s \right].$$

(1)

In distributional RL we focus on the return distribution, the full distribution of $Z_\pi(s)$, and the state-action return distribution $Z_\pi(s, a)$ in the control case where $s_t = s, a_t = a$. Both of these distributions can better capture the uncertainty of returns in the MDP beyond just its expectation [4,14].

**Distributional Bellman Operator.** In expectation-based RL, we update the value function via the Bellman operator $T_\pi$, while in distributional RL, the updating is applied on the return distribution via the distributional Bellman operator $\mathfrak{T}_\pi$. To derive $\mathfrak{T}_\pi$, we firstly define the transition operator $P_\pi : \mathcal{Z} \rightarrow \mathcal{Z}$:

$$P_\pi Z(s, a) :\overset{D}{=} Z(S', A') \mid S' \sim P(\cdot \mid s, a), A' \sim \pi(\cdot \mid S').$$

(2)

where we use capital letters $S'$ and $A'$ to emphasize the random nature of both, and $:\overset{D}{=}$ indicates convergence in distribution. For simplicity, we denote $Z_\pi(s, a)$ by $Z(s, a)$. Thus, the distributional Bellman operator $\mathfrak{T}_\pi$ is defined as:

$$\mathfrak{T}_\pi Z(s, a) :\overset{D}{=} R(s, a, S') + \gamma P_\pi Z(s, a).$$

(3)

$\mathfrak{T}_\pi$ is still a contraction for policy evaluation under the maximal form of either Wasserstein metric $d_p$ (Quantile Regression distributional RL) [2,5] or the categorical parameterization equipped with Kullback-Leibler (KL) divergence (Categorical distributional RL) [2] over the target and current return distributions.
3 Tabular Case: State-Noisy MDP

In this section, we extend State-Adversarial Markov Decision Process (SA-MDP) [21] to a more general State-Noisy Markov Decision Process (SN-MDP) by incorporating both random and adversarial state noises, and particularly provide a proof of the convergence and contraction of distributional Bellman operators in this setting.

Definitions. SN-MDP is a 6-tuple \( (S, A, R, P, \gamma, N) \), as exhibited in Fig. 1, where the noise generating mechanism \( N(\cdot|s) \) maps the state from \( s \) to \( v(s) \) using either random or adversarial noise with the Markovian and stationary probability \( N(v(s)|s) \). It is worthwhile to note that the explicit definition of the noise mechanism \( N \) here is based on discrete state transitions, but the analysis can be naturally extended to the continuous case if we let the state space go to infinity. Moreover, let \( B(s) \) be the set that contains the allowed noise space for the noise generating mechanism \( N \), i.e., \( v(s) \in B(s) \).

Following the setting in [21], we only manipulate state observations but do not change the underlying environment transition dynamics based on \( s \) or the agent’s actions directly. As such, our SN-MDP is more suitable to model the random measurement error, e.g., sensor errors and equipment inaccuracies, and adversarial state observation perturbations in safety-critical scenarios. This setting is also aligned with many adversarial attacks on state observations [9,12]. The following contractivity analysis regarding value function or distribution is directly based the state \( s \) rather than \( v(s) \) as it is more natural and convenient to capture the uncertainty of MDP.

3.1 Analysis of SN-MDP for Expectation-Based RL

We define the value function \( \tilde{V}_{\pi \circ N} \) given \( \pi \) in SN-MDP. The Bellman Equations regarding the new value function \( \tilde{V}_{\pi \circ N} \) are given by:

\[
\tilde{V}_{\pi \circ N}(s) = \sum_a \sum_{v(s)} N(v(s)|s) \pi(a|v(s)) \sum_{s'} p(s'|s, a) \left[ R(s, a, s') + \gamma \tilde{V}_{\pi \circ N}(s') \right],
\]

where the random noise transmits \( s \) into \( v(s) \) with a certain probability and the adversarial noise is the special case of \( N(v(s)|s) \) where \( N(v^*(s)|s) = 1 \) if \( v^*(s) \) is the optimal adversarial noisy state given \( s \), and \( N(v(s)|s) = 0 \) otherwise. We denote Bellman operators under random noise mechanism \( T^r \pi \) and adversarial noise mechanism \( T^a \pi \) as \( \tilde{T}^r \pi \tilde{V}_{\pi \circ N} = \tilde{V}_{\pi \circ N} \) and \( \tilde{T}^a \pi \tilde{V}_{\pi \circ N} = \tilde{V}_{\pi \circ N^a} \). We extend Theorem 1 in [21] to both
random and adversarial noise scenarios, and immediately obtain that both $T^\pi_r$ and $T^\pi_a$ are contraction operators in SN-MDP. We provide a rigorous description in Theorem 3 with the proof in Appendix A.

The insightful and pivotal conclusion from Theorem 3 is $T^\pi_a \bar{V}_{\pi \circ N} = \min_N \bar{V}_{\pi \circ N}$. This implies that the adversary attempts to minimize the value function, forcing the agent to select the worse-case action among the allowed transition probability space $N(\cdot|s)$ for each state $s$. The crux of the proof is that Bellman updates in SN-MDP result in the convergence to the value function for another “merged” policy $\pi'$ where $\pi'(a|s) = \sum_{v(s)} N(v(s)|s)\pi(a|v(s))$. Nevertheless, the converged value function corresponding to the merged policy might be far away from that for the original policy $\pi$, which is more likely to worsen the performance of RL algorithms.

### 3.2 Analysis of SN-MDP in Distributional RL

In the SN-MDP setting for distributional RL, the new distributional Bellman equations use new transition operators in place of $P^\pi$ in Eq. 2. The new transition operators $P^\pi_r$ and $P^\pi_a$, for the random and adversarial settings, are defined as:

\[
\begin{align*}
P^\pi_r Z_N(s,a) &\overset{D}{=} Z_{N^\pi}(S',A'), \quad A' \sim \pi(\cdot|V(S')) , \\
P^\pi_a Z_N(s,a) &\overset{D}{=} Z_{N^\pi}(S',A'), \quad A' \sim \pi(\cdot|V^*(S')) ,
\end{align*}
\]

where $V(S') \sim N^\pi(\cdot|S')$ is the state random variable after the transition, and $V^*(S')$ is attained from $N^*(\cdot|S')$ under the optimal adversary. Besides, $S' \sim P(\cdot|s,a)$. Therefore, the corresponding new distributional Bellman operators $\Sigma^\pi_r$ and $\Sigma^\pi_a$ are formulated as:

\[
\begin{align*}
\Sigma^\pi_r Z_N(s,a) &\overset{D}{=} R(s,a,S') + \gamma P^\pi_r Z_N(s,a), \\
\Sigma^\pi_a Z_N(s,a) &\overset{D}{=} R(s,a,S') + \gamma P^\pi_a Z_N(s,a).
\end{align*}
\]

In this sense, four sources of randomness define the new compound distribution in the SN-MDP: (1) randomness of reward, (2) randomness in the new environment transition dynamics $P^\pi_r$ or $P^\pi_a$ that additionally includes (3) the stochasticity of the noisy transition $N$, and (4) the random next-state return distribution $Z(S',A')$. As our first theoretical contribution, we now show that the new derived distribution Bellman Operators defined in Eq. 6 in SN-MDP setting are convergent and contractive for policy evaluation in Theorem 1.

**Theorem 1.** (Convergence and Contraction of Distributional Bellman Operators in the SN-MDP) Given a policy $\pi$, we define the distributional Bellman operators $\Sigma^\pi_r$ and $\Sigma^\pi_a$ in Eq. 6, and consider the Wasserstein metric $d_p$, the following results hold.

(1) $\Sigma^\pi_r$ is a contraction under the maximal form of $d_p$.

(2) $\Sigma^\pi_a$ is also a contraction under the maximal form of $d_p$ when $p = 1$, following the greedy adversarial rule, i.e., $N^*(\cdot|s') = \arg\min_{N(\cdot|s')} \mathbb{E}[Z(s',a')]$ where $a' \sim \pi(\cdot|V(s'))$ and $V(s') \sim N(\cdot|s')$. 
We provide the proof in Appendix B. Similar to the convergence conclusions in classical RL, Theorem 1 justified that distributional RL is also capable of converging in this SN-MDP setting. The contraction and convergence of distributional Bellman operators in the SN-MDP is one of our main contributions. This result allows us to deploy distributional RL algorithms comfortably in the tabular setting even with noisy state observations.

4 Function Approximation Case

In the tabular case, both expectation-based and distributional RL have convergence properties. However, in the function approximation case, we firstly show linear TD requires more conditions for the convergence, and point out the vulnerability of expectation-based RL against noisy states even under the bounded rewards assumption. In contrast, we analyze that distributional RL with the categorical representation for the return distributions, is more robust against noisy state observations due to its bounded gradient norms.

4.1 Convergence of Linear TD Under Noisy States

In classical RL with function approximation, the value estimator \( \hat{v} : S \times \mathbb{R}^d \rightarrow \mathbb{R} \) parameterized by \( w \) is expressed as \( \hat{v}(s, w) \). The objective function is Mean Squared Value Error [20] denoted as \( \overline{VE}(w) \):

\[
\overline{VE}(w) = \sum_{s \in S} \mu(s) [v_\pi(s) - \hat{v}(s, w)]^2,
\]

where \( \mu \) is the state distribution. In linear TD, the value estimate is formed simply as the inner product between state features \( x(s) \) and weights \( w \in \mathbb{R}^d \), given by \( \hat{v}(s, w) \stackrel{\text{def}}{=} w^T x(s) \). At each step, the state feature can be rewritten as \( x_t \stackrel{\text{def}}{=} x(S_t) \in \mathbb{R}^d \). Thus, the TD update at step \( t \) is:

\[
w_{t+1} \leftarrow w_t + \alpha_t (R_{t+1} + \gamma w_t^T x_{t+1} - w_t^T x_t) x_t
\]

where \( \alpha_t \) is the step size at time \( t \). Once the system has reached the steady state for any \( w_t \), then the expected next weight vector can be written as \( \mathbb{E}[w_{t+1}|w_t] = w_t + \alpha_t (b - Aw_t) \), where \( b = \mathbb{E}(R_{t+1}x_t) \in \mathbb{R}^d \) and \( A = \mathbb{E}[x_t d_t^T] \in \mathbb{R}^{d \times d} \). The TD fixed point \( w_{TD} \) to the system satisfies \( Aw_{TD} = b \). From [20], we know that the matrix \( A \) determines the convergence in the linear TD setting. In particular, \( w_t \) converges with probability one to the TD fixed point if \( A \) is positive definite. However, if we add state noises \( \eta \) on \( x_t \) in Eq. 8, the convergence condition will be different. As shown in Theorem 2 (a more formal version with the proof is given in Appendix D), linear TD under noisy state observations requires additional positive definiteness condition.

Theorem 2. (Convergence Conditions for Linear TD under Noisy State Observations) Define \( P \) as the \( |S| \times |S| \) matrix forming from the state transition probability \( p(s'|s) \), \( D \) as the \( |S| \times |S| \) diagonal matrix with \( \mu(s) \) on its diagonal, and
as the $|S| \times d$ matrix with $x(s)$ as its rows, and $E$ is the $|S| \times d$ perturbation matrix with each perturbation vector $e(s)$ as its rows. $w_t$ converges to TD fixed point when both $A$ and $(X + E)^\top DPE$ are positive definite.

However, directly analyzing the convergence conditions of distributional linear TD and then comparing with them in Theorem 2 for classical linear TD is tricky in theory. As such, we additionally provide a sensitivity comparison of both expectation-based and distributional RL through the lens of their gradients regarding state features as follows.

### 4.2 Vulnerability of Expectation-Based RL

We reveal that the vulnerability of expectation-based RL can be attributed to its unbounded gradient characteristics in both linear and nonlinear approximation settings.

#### Linear Approximation Setting

To solve the weighted least squared minimization in Eq. 7, we leverage Stochastic Gradient Descent (SGD) on the empirical version of $VE$, which we denote as $g_{VE}$. We focus on the gradient norm of $g_{VE}$ regarding the state features $x(s)$ (or $x_t$) as the gradient of loss w.r.t state observations is highly correlated with the sensitivity or robustness of algorithms against the noisy state observations. For a fair comparison with distributional RL in next section, we additionally bound the norm of $w$, i.e., $\|w\| \leq l$, which can also be easily satisfied by imposing $\ell_1$ or $\ell_2$ regularization. Therefore, we derive the upper bound of gradient norm of $g_{VE}$ as

$$\| \frac{\partial g_{VE}(w)}{\partial x_t} \| = |U_t - w_t^\top x_t| \|w_t\| \leq |U_t - w_t^\top x_t| l, \quad (9)$$

where the target $U_t$ can be either an unbiased estimate via Monte Carlo method with $U_t = \sum_{k=0}^{\infty} \gamma^k r_{t+k+1}$, or a biased estimate via TD learning with $U_t = r_{t+1} + \gamma w_t^\top x_{t+1}$. However, this upper bound $|U_t - w_t^\top x_t|$ heavily depends on the perturbation size or noise strength. Even under the bounded rewards assumption, i.e., $r \in [R_{\text{min}}, R_{\text{max}}]$, we can bound $U_t$ as $U_t = \sum_{k=0}^{\infty} \gamma^k r_{t+k+1} \in [\frac{R_{\text{min}}}{1-\gamma}, \frac{R_{\text{max}}}{1-\gamma}]$. However, this upper bound can be arbitrarily large if we have no restriction on the noise size, leading to a potentially huge vulnerability against state observation noises.

#### Nonlinear Approximation Setting

The potentially unbounded gradient norm issue of expectation-based RL in the linear case still remains in the nonlinear approximation setting. We express the value estimate $\hat{v}$ as $\hat{v}(s; w, \theta) = \phi_w(x(s))^\top \theta$, where $\phi_w(x(s))$ is the representation vector of the state feature $x(s)$ in the penultimate layer of neural network-based value function approximator. Correspondingly, $\theta$ would be the parameters in the last layer of this value neural network. We simplify $\phi_w(x(s))_t$ as $\phi_{w,t}$ in the step $t$ update. As such, akin to the linear case, we derive the upper bound of gradient norm of $g_{VE}$ as

$$\| \frac{\partial g_{VE}(w, \theta)}{\partial x_t} \| = |U_t - \phi_{w,t}^\top \theta_t| \| \nabla_{x_t} \phi_{w,t}^\top \theta_t \| \leq |U_t - \phi_{w,t}^\top \theta_t| L, \quad (10)$$
where we assume the function $\phi_w(\cdot)$ is $L$-Lipschitz continuous regarding its input state feature $x(s)$, and $\|\theta\| \leq l$ as well for a fair comparison with distributional RL. It turns out that $|U_t - \phi_w^T \theta_t|$ still depends on the perturbation size, and can be still arbitrarily large if there is no restriction on the noise size. In contrast, we further show that gradient norms in distributional RL can be upper bounded regardless of the perturbation size or noise strength.

### 4.3 Robustness Advantage of Distributional RL

We analyze the distributional loss in distributional RL can potentially lead to bounded gradient norms regarding state features regardless of the perturbation size or noise strength, yielding its training robustness against state noises. In distributional RL our goal is to minimize a distribution loss $L(Z_w, \Sigma Z_w)$ between the current return distribution of $Z_w$ and its target return distribution of $\Sigma Z_w$.

Our robustness analysis is based on the categorical parameterization [11] on the return distribution with the KL divergence, a typical choice also used in the first distributional RL branch, i.e., C51 [2]. Specifically, we uniformly partition the support of $Z_w(s)$ into $k$ bins, and let the histogram function $f: \mathcal{X} \rightarrow [0,1]^k$ provide $k$-dimensional vector $f(x(s))$ of the coefficients indicating the probability the target is in that bin given $x(s)$. We use softmax to output the $k$ probabilities of $f(x(s))$. Therefore, the categorical distributional RL loss $L(Z_w(s), \Sigma Z_w(s))$, denoted as $L_w$, equipped with KL divergence between $Z_w$ and $\Sigma Z_w$ can be simplified as

$$L(Z_w(s), \Sigma Z_w(s)) \propto - \sum_{i=1}^{k} p_i \log f^w_i(x(s)), \quad (11)$$

where we use $w$ to parameterize the function $f$ in the distributional loss $L_w$, and the target probability $p_i$ is the cumulative probability increment of target distribution $\Sigma Z_w$ within the $i$-th bin. Detailed derivation about the simplification of categorical distributional loss is in Appendix C.

**Linear Approximation Setting.** We leverage $x(s)^T w_i$ to express the $i$-th output of $f$, i.e., $f_i(x(s)) = \exp(x(s)^T w_i) / \sum_{j=1}^{k} \exp(x(s)^T w_j)$, where all parameters are $w = \{w_1, ..., w_k\}$. Based on this categorical distributional RL loss, we obtain Proposition 1 (proof in Appendix C), revealing that value-based categorical distributional RL loss can result in bounded gradient norms regarding state features $x(s)$.

**Proposition 1.** *(Gradient Property of distributional RL in Linear Approximation)* Consider the categorical distributional RL loss $L_w$ in Eq. 11 with the linear approximation. Assume $\|w_i\| \leq l$ for $\forall i = 1, .., k$, then $\left\| \frac{\partial L_w}{\partial x(s)} \right\| \leq kl$.

In contrast with the unbounded gradient norm in Eq. 9 of classical RL, we have a restricted upper bound in distributional RL loss with a linear approximator, i.e., $kl$, which is independent of the perturbation size or noise strength.
Nonlinear Approximation Setting. Similar to the nonlinear form in classical expectation-based RL as analyzed in Sect. 4.2, we express the $i$-th output probabilities of $f(x(s))$ as $f^{w,\theta}_i(x(s)) = \exp(\phi_w(x(s))^\top \theta_i) / \sum_{j=1}^{k} \exp(\phi_w(x(s))^\top \theta_j)$ in distributional RL, where the last layer parameter $\theta = \{\theta_1, ..., \theta_k\}$ and $\phi_w(x(s))$ is still the representation vector of $x(s)$. In Proposition 2, we can still attain a bounded gradient norm of distributional RL loss in the nonlinear case.

**Proposition 2.** *(Gradient Property of distributional RL in Nonlinear Approximation)* Consider the categorical distributional RL loss $L_{w,\theta}$ in Eq. 11 with the nonlinear approximation. Assume $\|\theta_i\| \leq l$ for $\forall i = 1, .., k$ and $\phi_w(\cdot)$ is $L$-Lipschitz continuous, then $\left\| \frac{\partial L_{w,\theta}}{\partial x(s)} \right\| \leq klL$.

Please refer to Appendix C for the proof. For a fair comparison with nonlinear approximation in classical RL, we still assume the function $\phi_w(\cdot)$ to be $L$-Lipschitz continuous and $\|\theta_i\| \leq l$. Interestingly, the bounded gradient norm of the distributional RL loss is independent of the noise size, which is in stark contrast to the potentially unrestricted gradients in classical RL in Eq. 10 that heavily depends on the noise size. Based on Theorems 1 and 2, we conclude that the bounded gradient behaviors of distributional RL could reduce its sensitivity to state noises, and thus mitigate the interference of the state observation noises compared with expectation-based RL, potentially leading to better training robustness.

Extension of TD Convergence and Sensitivity Analysis. As supplementary, we also conduct the analysis on different TD convergence conditions under the unbalanced perturbations on either the current or next state observations. Please refer to Theorem 4 with the detailed explanation in Appendix D. In addition, we also conduct a sensitivity analysis from the perspective of the influence function to characterize the impact of state noises on an estimator. We provide the details in Theorem 5 of Appendix E.

5 Experiments

We make a comparison between expectation-based and distributional RL algorithms against various noisy state observations across classical and continuous control environments as well as Atari games, including Cartpole and MountainCar (classical control), Ant, Humanoidstandup and Halfcheetah (continuous control), Breakout and Qbert (Atari games). For the continuous control environment, we use Soft Actor Critic [8] and Distributional Soft Actor Critic [13] with C51 as the critic loss and thus we denote them as SAC and DAC (C51), respectively. For the classical control and Atari games, we utilize DQN [15] as the baseline, and C51 [2], QRDQN [5] as its distributional counterparts. The training robustness of C51 could be consistent with our theoretical analysis, while QRDQN, the more commonly-used one, is also applied to demonstrate that our robustness analysis can also be empirically applicable to broader distributional RL algorithms.
Implementation and Experimental Setup. For the continuous control environment, we modified our algorithm based on released implementation of [13]. For classical control and Atari games, we followed the procedure in [6,23]. All the experimental settings, including parameters, are identical to the distributional RL baselines implemented by [5,22]. We perform 200 runs on both Cart Pole and Mountain Car and 3 runs on Breakout and Qbert. Reported results are averaged with shading indicating the standard error. The learning curve is smoothed over a window of size 10 before averaging across runs. Please refer to Appendix F for more details about the experimental setup.

Evaluation of Training Robustness. Due to final performance difference between expectation-based and distributional RL, for a fair comparison we calculate the ratio between final average returns under random or adversarial state noises with different noise strengths and the original level without any state noises. This ratio can be used to measure the robustness maintenance after the agent gets exposed to noisy state observations.

Random and Adversarial State Noises. We use Gaussian noise with different standard deviations to simulate random state noises, while for the adversarial state noise, we apply the most typical adversarial state perturbations proposed in [9,17]. For the choice of perturbation size, we followed [21], where the set of noises $B(s)$ is defined as an $\ell_\infty$ norm ball around $s$ with a radius $\epsilon$, given Fig. 2.

Fig. 2. Average returns of SAC and DAC (C51) against adversarial state observation noises in the training on Ant and Humanoidstandup under 5 runs. Gradient norms in the logarithm scale of AC and DAC (C51) in the adversarial setting. advX in the legend indicates random state observations with the perturbation size $\epsilon X$. 
by \( \ell_\infty B(s) := \{ \hat{s} : \|s - \hat{s}\|_\infty \leq \epsilon \} \). We apply Projected Gradient Descent (PGD) version in [17], with 3 fixed iterations while adjusting \( \epsilon \) to control the perturbation strength. Due to the page limit, we defer similar results under more advanced MAD attack [21] in Appendix H.

5.1 Results on Continuous Control Environments

We compare SAC with DAC (C51) on Ant and Humanoidstandup. Due to the space limit, we mainly present the algorithm performance in the adversarial setting. Figure 2 suggests that distributional RL algorithms, i.e., DAC (C51), are less sensitive to their expectation-based counterparts, i.e., SAC, according to learning curves of average returns on Ant and Humanoidstandup. More importantly, Fig. 2 demonstrates that DAC (C51) enjoys smaller gradient norms compared with SAC, and SAC with a larger perturbation size is prone to unstable training with much larger gradient magnitudes. In particular, On Humanoidstandup, SAC converges undesirably with adv0.01 (green line), but its gradient norm diverges (even infinity in the very last phase). By contrast, DSAC (C51) has a lower level gradient norms, which is less likely to suffer from divergence. This result corroborates with theoretical analysis in Sect. 4.3 that exploding gradients are prone to divergence when exposed to state noises.

Table 1. Robustness ratio of algorithms under adversarial state observations with different \( \epsilon \) on Ant and Humanoidstandup.

| Algorithm  | Adversarial | \( \epsilon = 0.02 \) | \( \epsilon = 0.03 \) | \( \epsilon = 0.1 \) |
|------------|-------------|----------------------|----------------------|----------------------|
| Ant        | SAC         | \approx 0            | \approx 0            | \approx 0            |
|            | DAC (C51)   | 74.0                 | 48.3                 | 20.5                 |
| Humanoidstandup | SAC     | 92.1                 | 81.7                 | 87.1                 |
|            | DAC (C51)   | 91.8                 | 86.4                 | 86.4                 |

Fig. 3. Average returns of DQN, C51 and QRDQN against random state observation noises on CartPole and Breakout. randX in the legend indicates random state observations with the standard deviation X.
A quantitative result is also shown in Table 1, where distributional RL algorithms tend to maintain a higher robustness ratio as opposed to their expectation-based RL versions. We also note that the training robustness of distributional RL algorithms may not be significant if the perturbation size is slightly small, e.g., on Humanoidstandup. However, if we carefully vary perturbation sizes in a proper range, we can easily observe the robustness advantage of distributional RL against adversarial noises, e.g., on Ant. We also investigate the training robustness of more distributional RL algorithms over more games. Thus, we evaluate the sensitivity of D4PG [1] against adversarial noises on Halfcheetah, which can be viewed as the distributional version of DDPG. As suggested in Fig. 12 in Appendix I, the distributional RL algorithm D4PG is much less vulnerable than its expectation-based RL counterpart DDPG against adversarial noises.

5.2 Results on Classical Control and Atari Games

Results under Random State Noises. We investigate the training robustness of DQN, C51 and QRDQN on classical control environments and typical Atari games, against the random noisy state observations. Gaussian state noises are continuously injected in the training process of RL algorithms, while the agent encounters noisy current state observations while conducting the TD learning. Due to the space limit, here we mainly present learning curves of algorithms on CartPole and Breakout. As shown in Fig. 3, both C51 and QRDQN achieve similar performance to DQN after the training without any random state noises. However, when we start to inject random state noises with different noise sizes during the training process, their learning curves show different sensitivity and robustness. Both C51 and QRDQN are more robust against the random state noises than DQN, with the less interference for the training under the same random noises. Remarkably, in Breakout the performance of both C51 and QRDQN (solid lines) only slightly decreases, while DQN (dashed lines) degrades dramatically and even diverges when the standard deviation is 0.05. This significant difference provides a strong empirical evidence to verify the robustness advantage of distributional RL algorithms.

A detailed comparison is summarized in Table 2. It turns out that the training robustness of both QRDQN and C51 surpass DQN significantly. Note that the robustness ratio for C51 under std = 0.01 noises is 146.5%, which is above 100%. This can be explained as a proper randomness added in the training might be beneficial to exploration, yielding better generalization of algorithms.
Fig. 4. Average returns of DQN, C51 and QRDQN against adversarial state observation noises across four games. $\text{advX}$ in the legend indicates random state observations with the perturbation size $\epsilon \times X$.

Results under Adversarial State Noises. Next, we probe the training robustness of DQN, QRDQN and C51 in the setting where the agent encounters the adversarial state observations in the current state in the function approximation case. Figure 4 presents the learning curves of algorithms on CartPole and Breakout against noisy states under different adversarial perturbation sizes $\epsilon$.

It turns out that results under the adversarial state observations are similar to those in the random noises case. Specifically, all algorithms tend to degrade when getting exposed to adversarial state observations, and even are more likely to diverge. However, a key observation is that distributional RL algorithms, especially QRDQN, are capable of obtaining desirable performance even when DQN diverges. For instance, in Breakout DQN (dotted green line) in Fig. 4 under the adversarial perturbation with $\epsilon = 0.001$ leads to divergence, while QRDQN (solid green lines) still maintains a desirable performance. The quantitative robustness ratio comparison is also provided in Table 3. It suggests that the adversarial robustness of C51 is superior to DQN and QRDQN in CartPole, while QRDQN is remarkably less sensitive to adversarial noises than both DQN and C51 in Breakout.

| Algorithm | CartPole | Breakout |
|-----------|----------|----------|
| DQN       | 34.8     | 29.8     |
| QRDN      | 26.0     | 107.1    |
| C51       | 75.6     | 61.0     |
Results on MountainCar and Qbert. Due to the space limit, we mainly summarize the robustness ratio of algorithms on MountainCar and Qbert in Table 4. It turns out that the training robustness of QRDQN is significantly advantageous over DQN on both MountainCar and Qbert environments across two types of state noises, which also corroborates the robustness advantage of distributional RL algorithms over their expectation-based RL counterpart.

Sensitivity Analysis of Different Perturbed States and Influence Function Analysis. We also conduct experiments to verify the sensitivity analysis results (Theorems 4 and 5) in Appendix D about more TD convergence conditions and influence function in Appendix E. These empirical evidence also coincides with our theoretical results.

6 Discussion and Conclusion

Our analysis is mainly based on categorical distributional RL, and it would be more convincing if we can still have an analytical conclusion under Wasserstein distance. Moreover, we attribute the robustness advantage of distributional RL algorithms into the unbounded gradient norms regarding state features, but other factors, e.g., representation ability, may also contribute to the training robustness. We leave the exploration towards this direction as future works.

In this paper, we explore the training robustness of distributional RL against both random and adversarial noisy state observations. Based on the convergence proof of distributional RL in the SN-MDP, we further reveal the stable gradient behavior of distributional RL loss as opposed to classical RL, accounting for its less vulnerability. Empirical observations coincides with our theoretical results.
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Abstract. Robustly and accurately localizing objects in real-world environments can be challenging due to noisy data, hardware limitations, and the inherent randomness of physical systems. To account for these factors, existing works estimate the aleatoric uncertainty of object detectors by modeling their localization output as a Gaussian distribution $\mathcal{N}(\mu, \sigma^2)$, and training with loss attenuation. We identify three aspects that are unaddressed in the state of the art, but warrant further exploration: (1) the efficient and mathematically sound propagation of $\mathcal{N}(\mu, \sigma^2)$ through non-linear post-processing, (2) the calibration of the predicted uncertainty, and (3) its interpretation. We overcome these limitations by: (1) implementing loss attenuation in EfficientDet, and proposing two deterministic methods for the exact and fast propagation of the output distribution, (2) demonstrating on the KITTI and BDD100K datasets that the predicted uncertainty is miscalibrated, and adapting two calibration methods to the localization task, and (3) investigating the correlation between aleatoric uncertainty and task-relevant error sources. Our contributions are: (1) up to five times faster propagation while increasing localization performance by up to 1%, (2) up to fifteen times smaller expected calibration error, and (3) the predicted uncertainty is found to correlate with occlusion, object distance, detection accuracy, and image quality.

Keywords: Aleatoric Localization Uncertainty · Object Detection · Loss Attenuation · Uncertainty Calibration

1 Introduction

Object detectors in safety-critical systems face multiple challenges, including limited sensor resolution, difficult weather conditions, and ambiguous situations \cite{8,16,20}. These challenges decrease performance regardless of the training frequency, as they induce an inevitable uncertainty called aleatoric uncertainty \cite{17}.
Therefore, existing works explicitly integrated aleatoric uncertainty into object detectors via loss attenuation \cite{17} for varying applications, such as enhancing safety, robustness, and performance \cite{5,20,24}. This paper prioritizes localization due to the absence of confidence information from the localization head in object detectors, when compared to the scores provided by the classification head.

EfficientDet \cite{31}, a one-stage anchor-based detector, demonstrates state-of-the-art performance in terms of both accuracy and speed on various benchmark datasets, making it an ideal use-case for this paper. An anchor-based detector predicts anchor-relative offsets, which are subjected to non-linear transformations during post-processing to compute the final object coordinates. These offsets are modeled as distributions to account for uncertainty, which raises the crucial question: **How is the output distribution propagated through non-linear functions?** Le et al. \cite{24} is the only work known to us that considers the propagation, and addresses it via sampling. Sampling from a distribution involves drawing samples, transforming them, then recalculating the distribution parameters. It has the downside of either a high computation time for a large sample size or a reduced accuracy for a small one. We therefore develop two novel, fast and exact approaches. The first method is based on normalizing flows, with the advantage of universal applicability to many non-linear, arbitrarily complex functions and output distributions. The second method is tailored for a normal distribution and an exponential transformation. It utilizes the properties of the log-normal distribution, and its advantage is efficiency.

Once the uncertainty is propagated, the focus shifts to assessing its quality: **Is the predicted localization uncertainty calibrated?** Other research on localization uncertainty estimation typically overlooks its calibration \cite{5,15,16,20,24}. Hence, we introduce different approaches inspired by calibration for general classification and regression tasks. We select two established methods: calibrating via an auxiliary model, e.g. isotonic regression \cite{3,21,33}, and factor scaling \cite{14,22}. We extend the first method to coordinate- and class-specific calibration. For the second calibration method, we establish and evaluate loss functions during the optimization of the scaling factor, which directly adjusts the predicted uncertainty based on its proximity to the residuals. Both methods are further improved by incorporating the object size, where each object’s uncertainty is normalized by its width and height, resulting in a balanced calibration of objects of all sizes and aspect ratios. Furthermore, we provide a data selection process for calibration, which allocates all predictions to their ground-truth based on proximity, in contrast to, e.g. thresholding detections based on the classification score.

After the localization uncertainty is estimated, propagated and calibrated, its interpretability is required to define potential applications (see Fig. 1): **What correlations exist between the data and the uncertainty?** Related works discover that aleatoric uncertainty correlates with occlusion \cite{5,8,10,20} and object distance due to sparsity in point clouds \cite{8}, but not with detection accuracy \cite{8,10}. We investigate the latter and discover the contrary. We verify and show to which extent aleatoric uncertainty correlates with occlusion and detection performance, and extend the analysis to object distance and image quality.
In summary, the contributions of our work are:

– Development of two novel, exact and fast methods for uncertainty propagation through non-linear functions, enabling accurate uncertainty estimation without additional drawbacks.

– Development and extension of two calibration methods and a data selection approach for accurate calibration in the context of object localization.

– A comprehensive experimental overview of the quality and correlation between aleatoric uncertainty and traceable metrics, which further advances the understanding of aleatoric uncertainty.

Fig. 1. Aleatoric localization uncertainty $\sigma$ per object normalized by its width and height (right), and an example crop with $\mu \pm 10\sigma$ per coordinate (left). Uncertainty correlates with occlusion, distance and localization accuracy. Calibration reduces uncertainty. Per-coordinate calibration strengthens the correlation with accuracy. Per-class calibration shifts the uncertainty towards classes with lower accuracy. Relative calibration considers object area and aspect ratio.

2 Background and Related Work

This section presents a concise overview of existing works on aleatoric uncertainty estimation, decoding in object detectors, and calibration for regression.

Loss Attenuation. A widely adopted approach for estimating aleatoric uncertainty is the sampling-free loss attenuation, which assumes that observation noise depends on the input [17]. By extending the network output to include both the
mean $\mu$ and variance $\sigma^2$, i.e. modeling it as a Gaussian distribution, and training the network on the negative log-likelihood (NLL), the uncertainty can be learned as a function of the data. Choi et al. [5], Kraus and Dietmayer [20] and Feng, Rosenbaum and Dietmayer [8,10] show that loss attenuation enhances the performance of 2D and 3D object detectors. They find that the estimated uncertainty correlates with occlusion [8,10,20] and object distance based on LiDAR data [8,10], but it does not correlate with detection accuracy, measured via the intersection over union (IoU) [8,10]. These works focus primarily on the performance enhancement of object detectors, as they place less emphasis on the reliability and interpretability of the uncertainty estimates.

**Anchor-Relative Localization.** Choi et al. [5] and Kraus and Dietmayer [20] implement loss attenuation in YOLOv3 [30]. Anchor-based object detectors such as YOLOv3 [30], single-shot detector (SSD) [26], and EfficientDet [31] divide their final feature maps into a grid. Whereby each grid cell contains a pre-defined set of static bounding boxes known as anchors. During training, the detector learns the offsets for the center, width and height between the pre-defined anchors and the ground truth. In the post-processing, the predicted offsets are decoded based on their corresponding anchors, usually via non-linear functions, such as exponential and sigmoid [26,29–31]. This transforms them into bounding box coordinates, which are then scaled to the original image size. As introduced in Sect. 1, Le et al. [24] is the only work that considers the non-linearity in the decoding process. They implement loss attenuation in SSD [26]. To decode the anchor-relative coordinates along their corresponding variances, they draw samples from the predicted multivariate normal distribution $\mathcal{N}(\mu, \sigma^2)$, decode the samples, then calculate the mean and variance of the decoded values. Other works do not explicitly address the non-linearity in the decoding process, i.a. decode the predicted variance by reversing the encoding equation of the mean [5,15,16,20]. Therefore, there is currently no deterministic and exact method available for decoding the values of both $\mu$ and $\sigma^2$.

**Regression Uncertainty Calibration.** Calibration is crucial after estimating and propagating the uncertainty. Approximate Bayesian approaches such as loss attenuation produce miscalibrated uncertainties [7]. Laves et al. [22] and Feng et al. [9] argue that minimizing the NLL should result in the estimation of $\sigma^2$ matching the squared error. However, they and Phan et al. [28] find that the prediction of $\sigma^2$ is in reality biased, since it is predicted relative to the estimated mean. Kuleshov, Fenner and Ermon [21] propose a calibration method, which is guaranteed to calibrate the regression uncertainty given sufficient data. Calibration via an (1) auxiliary model implies training a model, e.g. isotonic regression, on top of a network so that its predicted distribution is calibrated. Its main disadvantage is that it is not suitable for fitting heavy-tailed distributions, and is prone to over-fitting [4]. Laves et al. [22,23] propose (2) factor scaling, another approach that consists of scaling the predicted uncertainty using a single scalar value $s$. The latter is optimized using gradient descent with respect to the NLL on the validation dataset. Method (2) is more suitable for embedded applications and requires less data than (1), but it has less calibration potential.
since one value is equally applied to all the uncertainties. Phan et al. [28] adapt method (1) for the localization of single objects, and show that it results in more reliable uncertainty estimates. Part of their future work and Kraus et al.’s [20] is to extend it to multiple-object detection; as addressed in this work.

3 Method

This section presents our approach to loss attenuation in EfficientDet [31] and outlines its decoding process. Furthermore, it introduces our uncertainty propagation methods, and explains our extensions for uncertainty calibration in localization tasks. The proposed methods are model agnostic, i.e. they are identically applicable to any other object detector.

3.1 Uncertainty Estimation

The loss attenuation introduced by Kendall and Gal [17] is defined as follows:

$$\mathcal{L}_{NN} = \frac{1}{2N} \sum_{i=1}^{N} \frac{\|y_i^* - f(x_i)\|^2}{\sigma(x_i)^2} + \log \sigma(x_i)^2$$

(1)

with $N$ samples, ground truth $y^*$, variance $\sigma(x)^2$ and output $f(x)$ for input $x$.

The output of the localization head in anchor-based object detectors consists of four variables: the anchor-relative object center coordinates ($\hat{x}, \hat{y}$), width $\hat{w}$, and height $\hat{h}$. For the estimation of the aleatoric uncertainty, the four variables are modeled via a multivariate Gaussian distribution $\mathcal{N}(\mu, \sigma^2)$ with a diagonal covariance approximation. Hence, we extend Eq. (1) for object detection:

$$\mathcal{L}_{NN} = \frac{1}{8N_{pos}} \sum_{i=1}^{N_{pos}} \sum_{j=1}^{4} \frac{\|y_{ij}^* - \hat{\mu}_j(x_i)\|^2}{\hat{\sigma}_j(x_i)^2} + \log \hat{\sigma}_j(x_i)^2 \odot m_i$$

(2)

with $N_{pos}$ as the number of anchors with assigned ground truth in each batch of input images, and the mask $m$ consisting of foreground ground truth boxes $m = [y^* \neq 0]$. These features are specific for the EfficientDet baseline loss.

3.2 Uncertainty Propagation

The default decoding process of the localization output in EfficientDet is similar to other anchor-based object detectors such as SSD [26] and YOLO [29]. The final coordinates ($y, x, h$ and $w$) are computed via two post-processing steps. The first step consists of transforming the anchor-relative center coordinates $\hat{x}, \hat{y}$, width $\hat{w}$ and height $\hat{h}$ based on the center coordinates $x_a, y_a$, width $w_a$, and height $h_a$ of the corresponding anchor:

$$y = \hat{y} \odot h_a + y_a \quad h = \exp(\hat{h}) \odot h_a$$
$$x = \hat{x} \odot w_a + x_a \quad w = \exp(\hat{w}) \odot w_a$$

(3)
Equation (3) is calculated for each prediction in the five feature maps, resulting in $A_{\text{cell}} \cdot \left( \frac{I_H \cdot I_W}{128^2} + \frac{I_H \cdot I_W}{64^2} + \frac{I_H \cdot I_W}{32^2} + \frac{I_H \cdot I_W}{16^2} + \frac{I_H \cdot I_W}{8^2} \right)$ iterations, with $A_{\text{cell}}$ as the number of anchors per grid cell, $I_H$ as the height of the input image and $I_W$ as its width. The decoding process yields coordinates that are relative to the scaled input image rather than the corresponding anchors. As a result, the second step consists of linearly rescaling the decoded coordinates to the original image size.

Both our methods provide a fast and exact propagation, with (1) allowing universality and (2) being computationally efficient.

Sampling is the only approach in existing works that enables the transformation of a distribution via a non-linear function such as the exponential in Eq. (3). It however either increases computation time or reduces accuracy. We therefore present two novel, exact and fast methods for decoding, via (1) normalizing flows and via (2) properties of the log-normal distribution.
(1) Decoding via Normalizing Flows. As explained by Kobyzev, Prince and Brubaker [18], a normalizing flow is a transformation of a probability distribution via a sequence of invertible and differentiable mappings. The density of a sample in the transformed distribution can be evaluated by computing the original density of the inverse-transformed sample, multiplied by the absolute values of the determinants of the Jacobians for each transformation:

\[ p_Y(y) = p_Z(f(y)) | \det Df(y) | = p_Z(f(y)) | \det Dg(f(y)) |^{-1} \]  

where \( Z \in \mathbb{R}^D \) is a random variable with a known and tractable probability density function \( p_Z : \mathbb{R}^D \to \mathbb{R} \), \( g \) is an invertible function, \( f \) is the inverse of \( g \), \( Y = g(Z) \) is a random variable, \( Df(y) = \frac{\partial f}{\partial y} \) is the Jacobian of \( f \) and \( Dg(z) = \frac{\partial g}{\partial z} \) of \( g \). The determinant of the Jacobian of \( f \) captures the scaling and stretching of the space during the transformation, which ensures that the transformed distribution has the same area as the original distribution and is a valid probability density function that integrates to one. In other words, the original density \( p_Z \) is pushed forward by the function \( g \), while the inverse function \( f \) pushes the data distribution in the opposite normalizing direction, hence the name normalizing flow. Equation (3) can be reformulated into four chains of transformations on normal distributions. Let \( g_1(y), g_2(y) \) be invertible functions; the transformation of the distributions corresponding to the width \( \hat{w} \) and height \( \hat{h} \) is written as:

\[ g_1(y) = \exp(y) \quad g_2(y) = c \odot y \]

\[ h = g_2 \circ g_1(\hat{h}) \quad with \quad c = h_a \quad w = g_2 \circ g_1(\hat{w}) \quad with \quad c = w_a \]  

(5)

Each of the transformations in Eq. (5) is implemented with the help of bijectors, which represent differentiable and injective functions. The final coordinates and variances in the scaled image are then directly calculated from the transformed distribution. This method can also be applied for uncertainty propagation in other anchor-based object detectors such as YOLOv3 [30], by including a sigmoid function in the chain of transformations in Eq. (5).

(2) Decoding via Properties of the Log-Normal Distribution. The calculation of the Jacobi matrix and inverse functions is computationally expensive. We therefore introduce a different method that directly calculates the transformed mean and variance for the specific case of a normal distribution and exponential or sigmoid transformation. If \( Z \) follows a normal distribution with mean \( \mu \) and variance \( \sigma^2 \), then \( Y = \exp(Z) \) follows a log-normal distribution. The density function, mean and standard deviation of a log-normal distribution are calculated as follows [2]:

\[ f(y; \mu, \sigma^2) = \frac{1}{y\sigma\sqrt{2\pi}} \exp\left(-\frac{\log(y) - \mu^2}{2\sigma^2}\right) \]

\[ \text{Mean}(Y) = \exp(\mu) \sqrt{\exp(\sigma^2)} = \exp(\mu + \frac{\sigma^2}{2}) \]

\[ \text{SD}(Y) = \exp(\mu) \sqrt{\exp(\sigma^2)(\exp(\sigma^2) - 1)} \]  

(6)
Combining Eq. (6) with Eq. (3) results in the transformed mean and variance for the width and height, as shown in Fig. 2. Due to the preservation of linearity for Gaussian distributions, Eq. (3) remains unchanged for the mean of the center coordinates. For the variance, the equations undergo modification in compliance with the applicable transformation rules.

Log-Normal During Training. Figure 2 and \( Mean(Y) \) in Eq. (6) show that a factor \( \sigma^2 \) is added to the mean of the width and height during the decoding. This always results in an enlargement of the bounding boxes \( (\sigma^2 > 0, \exp(\sigma^2) > 1) \). However, the model fits the offsets during training based solely on the mean, with no regard to the uncertainty (see Eqs. (1) and (2)). We propose incorporating the same factor during training, thereby accounting for the exponential transformation in the decoding equations of \( \mu_h \) and \( \mu_w \). This results in \( \|y^*_ij - [\hat{\mu}_j(x_i) + \frac{\sigma_j(x_i)^2}{2}]\|^2 \) for \( j = 3, 4 \) in Eq. (2).

3.3 Uncertainty Calibration

The main idea behind post-hoc calibration on the validation set is to map the uncertainty to the residuals via a model \( r \) or a scaling factor \( s \).

Extensions to Calibration by a Model. Since the model predicts a multivariate Gaussian distribution with a diagonal covariance matrix (see Sect. 3.1), all four coordinates are predicted independently. Furthermore, the performance of the object detector varies from one class to the other due to heavy class imbalance, potentially leading to a bias towards one class during calibration while neglecting the other. Therefore, we extend calibration via an auxiliary model \( [3] \) from calibrating all four uncertainties simultaneously with one isotonic regression model \( r \) to the calibration of the uncertainty for each coordinate \( c \) with a separate model \( r_c \) for \( c \in [1, 4] \), each ground truth class \( k \) with \( r_k \) for \( k \in [1, n_{classes}] \), and each coordinate \( i \) plus each ground truth class \( k \) with \( r_{c,k} \). For an input \( x \), a ground truth \( y \) and predicted output \( p = r(x) \), an isotonic regression model minimizes \( \sum_{i=0}^{N} w_i(y_i - p_i)^2 \) on \( N \) predictions \( [3] \), with \( w \geq 0 \) as the observation weight and \( p_i \leq p_j \) for all \( i, j \in E \), where \( E = \{(i, j) : x_i \leq x_j\} \).

Extensions to Calibration by a Factor. Laves et al. \([22]\) optimize the factor \( s \) by minimizing the NLL with gradient descent. However, the log-likelihood objective is highly sensitive towards outliers and mislabeled variables, which is particularly relevant for real-world datasets \([11,19]\). Since their method only adjusts the predicted uncertainty \( \sigma \) in \( N(\mu, (s \cdot \sigma)^2) \), we propose to directly optimize the scaling factor \( s \) based on a distance metric between the predicted uncertainty and the true intervals, similar to the isotonic regression optimization goal. Therefore, two different loss functions are introduced, the root-mean-square uncertainty error (RMSUE) and the mean absolute uncertainty error (MAUE):

\[
\text{RMSUE}(s) = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\Delta_i - s \cdot \sigma_i)^2} \quad \text{MAUE}(s) = \frac{1}{N} \sum_{i=1}^{N} |\Delta_i - s \cdot \sigma_i| \quad (7)
\]
with \( N \) detections, \( \sigma \) as the predicted uncertainty, and \( \Delta = |y^* - \mu| \) as the residual.

**Relative Uncertainty.** Existing methods are not attuned to localization tasks as they do not account for varying aspect ratios and sizes of bounding boxes. We introduce relative calibration, which consists of calibrating \( \sigma \) after normalizing \( \sigma \) and \( \Delta \) with the width \( w \) and height \( h \) of their corresponding object, defined by its four coordinates \((x_{\text{min}}, x_{\text{max}}, y_{\text{min}}, y_{\text{max}})\). Specifically, \( \sigma_{x_{\text{min}}}, \sigma_{x_{\text{max}}}, \Delta_{x_{\text{min}}}, \Delta_{x_{\text{max}}} \) are divided by \( w \) and \( \sigma_{y_{\text{min}}}, \sigma_{y_{\text{max}}}, \Delta_{y_{\text{min}}}, \Delta_{y_{\text{max}}} \) by \( h \). This prevents large objects from negatively influencing the calibration of smaller objects. Contextualizing the uncertainty with respect to its object also helps mitigate the effect of missing depth information in 2D images, which is crucial for comprehending a detector’s confidence in real-world detections.

**Proximity-Based Data Sorting.** Post-hoc calibration is performed on the validation set. The output of non-maximum suppression (NMS) in object detectors typically involves selecting top \( n \) detections based on their classification score using a manually specified threshold, resulting in the exclusion of specific detections. Such exclusions, in turn, could correspond to actual ground truths and therefore can impede the calibration of the localization uncertainty. EfficientDet employs soft-NMS, which entails the adjustment and subsequent sorting of its output based on the classification score. Nevertheless, a higher score does not necessarily imply a more accurate detection. We propose resorting the NMS output based on the nearest neighbor to the ground truth via a distance metric, such as mean squared error (MSE), hence retaining and correctly allocating all samples in the validation set.

### 4 Experiments

The datasets used in this work are common in autonomous driving research: KITTI [12] (all 7 classes, 20% split for validation), and BDD100K [32] (all 10 classes, 12.5% official split). The baseline is EfficientDet-D0 [31] pre-trained on COCO [25] and fine-tuned on the two datasets respectively for 500 epochs with 8 batches and an input image resolution of 1024 \( \times \) 512 pixels. The default hyperparameters for EfficientDet-D0 are maintained. To prevent the classification results from affecting the localization output, we use ground truth classes for the per-class calibration and reorder the detections based on MSE (the distance measure used during training, see Eq. (2)) for both calibration and evaluation.

#### 4.1 Decoding Methods

To showcase the effectiveness of the presented methods, eight metrics are selected. For localization: Average Precision (AP), root-mean-square error (RMSE), mean intersection over union (mIoU) and average time: model exporting time (ET) in seconds (s) and inference time (IT) in milliseconds (ms) per
image. For uncertainty: RMSUE, expected calibration error (ECE) [21], negative log-likelihood (NLL) and sharpness (Sharp). Sharpness is the average of the variance, i.e. it relates to the concentration of the predictive distribution [13]. Each model is trained three times. The results of sampling and IT are averaged over three trials on the validation set. ET is calculated as the average of three exporting iterations. Time measurements are performed on one GPU (RTX 3090). We compare our normalizing flows (N-FLOW) and log-normal (L-NORM) approaches to the baseline without uncertainty, and to the sampling method (SAMP) with 30, 100 and 1000 samples, inspired by Le et al. [24]. We also add false decoding (FALSEDEC), where both $\mu$ and $\sigma$ are decoded via Eq. (3), as an ablation study to analyze the effect of correct propagation and including the uncertainty in the decoding process of the mean (see Eq. (6)). The N-FLOW method is implemented using the library TensorFlow Probability [6].

**Table 1.** KITTI (top) and BDD100K (bottom): Comparison between EfficientDet-D0 baseline and model with uncertainty. Our propagation methods are faster and more accurate than sampling. Uncertainty estimation increases localization performance and reduces computation time.

| Method     | AP↑  | RMSE↓ | mIoU↑ | NLL↓ | ET↓ (s) | IT↓ (ms) |
|------------|------|-------|-------|------|---------|----------|
| Baseline   | 72.8 ± 0.1 | **5.07 ± 0.1** | 90.1 ± 0.1 | -    | **115.6 ± 3** | 34.8 ± 4 |
| FalseDec   | 73.1 ± 0.5 | 5.27 ± 0.1 | 90.3 ± 0.1 | 4.27 ± 0.1 | 116.0 ± 3 | 31.1 ± 3 |
| L-norm     | **73.3 ± 0.5** | 5.17 ± 0.2 | 90.3 ± 0.0 | 3.22 ± 0.0 | **115.6 ± 2** | **31.0 ± 3** |
| N-flow     | **73.3 ± 0.5** | 5.17 ± 0.2 | 90.3 ± 0.0 | 3.22 ± 0.0 | 116.6 ± 1 | 31.6 ± 3 |
| Samp30     | 68.6 ± 0.4 | 5.43 ± 0.1 | 88.7 ± 0.1 | **3.19 ± 0.0** | 118.8 ± 2 | 34.5 ± 3 |
| Samp100    | 71.8 ± 0.5 | 5.23 ± 0.1 | 90.1 ± 0.0 | 3.20 ± 0.0 | 117.4 ± 4 | 47.0 ± 3 |
| Samp1000   | 73.1 ± 0.5 | 5.18 ± 0.2 | **90.4 ± 0.0** | 3.21 ± 0.0 | 117.9 ± 4 | 187.4 ± 4 |
| Baseline   | **24.7 ± 0.1** | 8.96 ± 0.2 | 66.6 ± 1.6 | -    | 115.7 ± 3 | 33.0 ± 4 |
| FalseDec   | 23.9 ± 0.2 | 8.81 ± 0.2 | 67.3 ± 0.0 | 4.40 ± 0.1 | 115.9 ± 2 | **30.4 ± 4** |
| L-norm     | 24.4 ± 0.1 | **8.53 ± 0.2** | **67.7 ± 0.0** | **3.69 ± 0.0** | **115.3 ± 1** | 30.6 ± 4 |
| N-flow     | 24.4 ± 0.1 | **8.53 ± 0.2** | **67.7 ± 0.0** | **3.69 ± 0.0** | 116.4 ± 1 | 31.0 ± 3 |
| Samp30     | 21.0 ± 0.1 | 9.02 ± 0.2 | 64.7 ± 0.0 | 3.70 ± 0.0 | 118.0 ± 3 | 33.6 ± 4 |
| Samp100    | 23.2 ± 0.1 | 8.68 ± 0.2 | 66.7 ± 0.0 | **3.69 ± 0.0** | 117.0 ± 3 | 45.4 ± 4 |
| Samp1000   | 24.2 ± 0.1 | 8.55 ± 0.2 | 67.6 ± 0.1 | **3.69 ± 0.0** | 118.4 ± 3 | 187.3 ± 4 |

**Baseline vs Uncertainty.** Predicting the localization aleatoric uncertainty increases the original 3,876,321 parameters by only 2,327 (0.06%). It reduces the required inference time per image, due to the Tensor Cores in the GPU utilizing the extension of the model output to eight values (mean and variance) [1]. The exporting time varies by decoding function. Direct calculation functions (Baseline, FALSEDEC, L-NORM) are faster than distribution-based (N-FLOW, SAMPL) functions, due to lower complexity of operations in the graph. Estimating the uncertainty improves the baseline AP and mIoU by 0.5% on KITTI. On BDD100K, it reduces the AP by 0.3%, but improves both the
mIoU and RMSE, as seen in Table 1. Therefore, on both datasets, the localization performance increases. The COCO-style AP is affected by the classification performance, since it is calculated per class and detections are sorted based on their classification score to determine the cumulative true and false positives. This is amplified in the case of BDD100K, due to the larger number of images and their lower fidelity, and by extension, the overall decrease in performance and higher misclassification rate (see Fig. 4) in comparison to KITTI.

**Our Methods vs Sampling.** The only difference between N-FLOW and L-NORM is the processing time, due to different mathematical complexity (see Sect. 3.2). The main advantage of the N-FLOW approach is the flexibility in changing the distribution or the transformations without manually recalculating the posterior distribution. The latter is especially beneficial when the transformations render the posterior distribution intractable. Table 1 shows that incorrectly propagating the mean and variance (FALSEDEC) reduces performance, and the precision of the uncertainty. Compared to our methods, sampling shows on both datasets either a substantial reduction in performance (up to 3% AP and mIoU) or a longer inference time per image (up to 5 times slower). However, sampling with 30 samples does offer slightly sharper uncertainties on KITTI, which results in a lower NLL. The opposite is true for BDD100K. This can be retraced to the overestimation of the uncertainty by the model. Therefore, any reduction in the uncertainty leads to an enhancement of its precision. Sampling with a mere 30 samples can result in substantial deviation in both directions, hence the fluctuation between the datasets. Based on the results in Table 1, we select the L-NORM decoding method for the calibration evaluation.

### 4.2 Calibration Evaluation

Calibration improves the reliability and interpretability of predicted uncertainties by reducing misalignment between the error distribution and the standard Gaussian distribution. This is highly relevant for safety-critical applications, where uncertainty should reflect the true outcome likelihood.

**Uncertainty Behavior.** We notice that EfficientDet predicts a lower $\sigma$ on the validation set, despite the higher NLL and RMSE compared to the training set, in accordance with Laves et al. [22]. We also found that $\sigma^2$ is predicted higher than the MSE, hence being miscalibrated. Reasons therefor can be found in the optimization of multiple losses and uneven data distribution. For both datasets, the model overestimates the uncertainty, with the interval $\mu \pm \sigma$ containing 99% of the true values instead of the expected 68.27%.

**Calibration Methods.** For factor scaling (FS), gradient descent is applied for 100 optimization epochs with a learning rate of 0.1 on the validation dataset. Optimizing the factor $s$ based on MAUE and RMSUE (see Sect. 3.3 and Eq. (7)) results in a lower ECE and sharper uncertainties, but a higher NLL (see Table 2). We discover a trade-off between the ECE and NLL, since optimizing $s$ based on the NLL instead results in a higher ECE. For the auxiliary isotonic
regression (IR) model, we compare its extensions to per-coordinate (PCo) and per-class (CL) calibration. An illustrative example is featured in Fig. 1. Table 2 shows that per-coordinate calibration outperforms the calibration on all coordinates as expected, since all four normal distributions are assumed to be independent. Per-class calibration further reduces the ECE, RMSUE and NLL, since both datasets contain heavily unbalanced classes with different aspect ratios and localization accuracy. IR outperforms FS for both datasets, because the size of the calibration dataset is large enough for the auxiliary model to train on, as also observed by Feng et al. [9]. Relative calibration results in further improvement for IR in both NLL and ECE. Our hypothesis in Sect. 3.3 is that relative calibration mitigates bias towards larger objects. We empirically demonstrate that it effectively achieves this objective by conducting a comparative analysis on small, medium and large objects based on their area as defined by the COCO API [25].

Our findings reveal that relative calibration causes a more substantial reduction in ECE on small objects with a 6-fold further decrease compared to absolute calibration, whereas it is 2-fold on medium objects and 3-fold on large objects. Accordingly, relative isotonic regression per-coordinate and per-class (Rel. IR PCo CL) is selected for further investigations.

### Table 2. KITTI (left) and BDD100K (right): Comparison between different calibration methods. Our factor scaling (FS) losses outperform NLL. Isotonic regression (IR) per-coordinate (PCo) and per-class (CL) outperforms classic one-model IR and all FS approaches. Relativity increases calibration performance.

| Method     | RMSUE | ECE | NLL | Sharp | RMSUE | ECE | NLL | Sharp |
|------------|-------|-----|-----|-------|-------|-----|-----|-------|
| Uncalibrated | 13.0 ± 0.0 | 0.384 ± 0.000 | 3.22 ± 0.0 | 14.9 ± 0.0 | 15.1 ± 0.1 | 0.323 ± 0.000 | 3.69 ± 0.0 | 17.22 ± 0.0 |
| FS MAUE     | 4.6 ± 0.2 | 0.047 ± 0.001 | 3.14 ± 0.4 | 2.5 ± 0.0 | 7.5 ± 0.3 | 0.026 ± 0.001 | 4.72 ± 0.2 | 4.28 ± 0.0 |
| FS RMSUE    | 4.6 ± 0.2 | 0.088 ± 0.003 | 2.79 ± 0.2 | 3.0 ± 0.0 | 7.6 ± 0.3 | 0.074 ± 0.000 | 6.43 ± 0.3 | 3.21 ± 0.0 |
| FS NLL      | 5.0 ± 0.3 | 0.194 ± 0.021 | 2.51 ± 0.1 | 4.7 ± 0.5 | 9.4 ± 0.4 | 0.217 ± 0.008 | 3.46 ± 0.0 | 9.72 ± 0.4 |
| Rel. FS RMSUE | 7.2 ± 0.1 | 0.306 ± 0.002 | 2.74 ± 0.0 | 8.3 ± 0.1 | 8.5 ± 0.3 | 0.175 ± 0.003 | 3.50 ± 0.1 | 8.06 ± 0.1 |
| Abs. IR     | 4.5 ± 0.2 | 0.032 ± 0.001 | 3.15 ± 0.3 | 2.5 ± 0.0 | 7.5 ± 0.3 | 0.027 ± 0.001 | 4.60 ± 0.1 | 4.09 ± 0.0 |
| Abs. IR CL  | 4.4 ± 0.2 | 0.029 ± 0.001 | 2.86 ± 0.2 | 2.7 ± 0.0 | 7.4 ± 0.3 | 0.026 ± 0.001 | 4.39 ± 0.1 | 4.23 ± 0.0 |
| Abs. IR PCo | 4.5 ± 0.2 | 0.032 ± 0.001 | 3.03 ± 0.2 | 2.6 ± 0.0 | 7.5 ± 0.3 | 0.027 ± 0.001 | 4.57 ± 0.2 | 4.11 ± 0.0 |
| Abs. IR PCo CL | 4.3 ± 0.2 | 0.028 ± 0.000 | 2.70 ± 0.1 | 2.9 ± 0.0 | 7.4 ± 0.3 | 0.025 ± 0.001 | 4.36 ± 0.1 | 4.33 ± 0.0 |
| Rel. IR     | 4.5 ± 0.2 | 0.027 ± 0.001 | 3.06 ± 0.3 | 2.5 ± 0.0 | 7.4 ± 0.3 | 0.018 ± 0.001 | 4.52 ± 0.1 | 4.07 ± 0.0 |
| Rel. IR CL  | 4.4 ± 0.2 | 0.026 ± 0.001 | 2.78 ± 0.2 | 3.1 ± 0.4 | 7.3 ± 0.3 | 0.017 ± 0.000 | 4.29 ± 0.1 | 4.24 ± 0.0 |
| Rel. IR PCo | 4.5 ± 0.2 | 0.027 ± 0.001 | 3.03 ± 0.2 | 2.5 ± 0.1 | 7.4 ± 0.3 | 0.018 ± 0.000 | 4.49 ± 0.1 | 4.08 ± 0.0 |
| Rel. IR PCo CL | 4.4 ± 0.3 | **0.025 ± 0.000** | 2.69 ± 0.2 | 3.2 ± 0.5 | 7.3 ± 0.3 | 0.017 ± 0.000 | 4.23 ± 0.1 | 4.27 ± 0.0 |

### 4.3 Uncertainty Correlation

We investigate the correlation between the localization aleatoric uncertainty and performance, object area, i.e. distance in the real world, occlusion level and the Blind/Referenceless Image Spatial Quality Evaluator (BRISQUE) [27]. In the following, \( \sigma_{\text{obj}} = \frac{1}{4} \sum_{i=1}^{4} \sigma_{i} \) is the average of all four uncertainties per object.
Uncertainty vs Real-World Metrics. We assume that the distance of an object in the real world is connected to its area in an image in pixels² (px²). For both datasets, Fig. 3 demonstrates that the smaller the object in the image, or the farther away it is, the higher its aleatoric uncertainty. As mentioned in Sect. 2, aleatoric uncertainty correlates with occlusion. Figure 3 visualizes the results based on the annotations for occlusion in both datasets. KITTI has three occlusion levels: 0 is fully visible, 1 is occluded less than 50%, and 2 is occluded more than 50%. BDD100K has only two: 0 is visible and 1 is occluded. The correlation is present in both datasets, but less for BDD100K. We trace this back to the model predicting double the uncertainty on average for the traffic light and sign classes, as compared to other classes. While 56568 instances of these classes were labeled as visible, only 5040 were labeled as occluded (8%). This, combined with the high uncertainty, negatively impacts the correlation. However, when excluding these two classes, the average uncertainty of visible objects is 34% lower than occluded objects pre-calibration and 40% lower post-calibration.

Uncertainty vs Image Quality. The assumption that aleatoric uncertainty correlates with inherent noise in the data is investigated based on the BRISQUE score. For every detection, the score is calculated on the standardized crop around its bounding box in the corresponding image. Standardizing crops involves mean subtraction and division by the standard deviation of pixel values. As Fig. 3 shows, the BRISQUE score positively correlates with the uncertainty, indicating a higher uncertainty for lower image quality.

Uncertainty vs Detection Performance. Aleatoric uncertainty estimated via loss attenuation should ideally correlate with localization accuracy given
that the uncertainty is fitted during training with respect to the MSE distance metric (see Eq. (2)). The comparison with IoU and RMSE for both datasets in Fig. 3 shows this correlation. Overall, calibration via Rel. IR PCo CL strengthens the correlation with all metrics. The calibrated uncertainty can be used as a threshold between misdetections (IoU <= threshold) and correct detections (IoU > threshold) for both datasets. As shown in Fig. 4, this also extends to classification and the resulting false and true positives. Therefore, the localization aleatoric uncertainty allows for the detection of the model prediction errors.

Fig. 4. KITTI (left) and BDD100K (right): Calibrated aleatoric uncertainty ($\mu \pm \sigma_{\text{obj}}$) for misdetections (MD, IoU <= threshold) and correct detections (CD, IoU > threshold) at each IoU threshold, and true positives (TP) and false positives (FP) for the classification of each class. The uncertainty of MDs and FPs is on average higher than CDs and TPs.

5 Conclusion

We provide an object detection pipeline with reliable and interpretable localization uncertainty, by covering the estimation, propagation, calibration, and explanation of aleatoric uncertainty. Our methods enhance the safety and reliability of object detectors without introducing drawbacks. We propose two approaches to propagation, which allow an exact and fast propagation of distributions, along the corresponding uncertainty, through non-linear functions such as exponential, sigmoid and softmax. We demonstrate the efficacy of our techniques through their implementation in the post-processing of EfficientDet as a use-case. Our propagation methods improve the localization performance of the baseline detector on both datasets KITTI and BDD100K, and decrease the inference time. They generalize to any model with a tractable output distribution requiring its transformation via invertible and differentiable functions. They particularly alleviate the disadvantages of sampling, namely either low accuracy and reproducibility or high computation time. Furthermore, we extend regression calibration to localization, by considering the relativity of the uncertainty to its
bounding box, as well as per-class and per-coordinate calibration with different optimization functions. We also investigate the data selection process for calibration and propose an approach for the allocation of predictions to their corresponding ground truth, which alleviates the disadvantages of manual thresholding. We find a correlation between aleatoric uncertainty and detection accuracy, image quality, object occlusion, and object distance in the real world. We hope the methods and results presented in this paper will encourage wider adoption of uncertainty estimation in different industrial and safety-critical applications, e.g. for safer decision making via more reliable detection monitoring, and more efficient use of labeled data in active learning.
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Abstract. Quantification learning deals with the task of estimating the target label distribution under label shift. In this paper, we first present a unifying framework, distribution feature matching (DFM), that recovers as particular instances various estimators introduced in previous literature. We derive a general performance bound for DFM procedures, improving in several key aspects upon previous bounds derived in particular cases. We then extend this analysis to study robustness of DFM procedures in the misspecified setting under departure from the exact label shift hypothesis, in particular in the case of contamination of the target by an unknown distribution. These theoretical findings are confirmed by a detailed numerical study on simulated and real-world datasets. We also introduce an efficient, scalable and robust version of kernel-based DFM using Random Fourier Features.
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1 Introduction

The success of supervised learning over the last decades is mainly based on the belief that the training and test samples follow the same data generation process. However, in real-world applications, this assumption is often violated and classical learning methods are challenged. Unsupervised domain adaptation, a field of transfer learning, specifically addresses this problem by transferring knowledge from the different but related training or source domain to the test or target domain of interest [30, 31].

From a formal point of view, consider a covariate space $\mathcal{X}$, typically a subset of $\mathbb{R}^d$, and a label space $\mathcal{Y} = [c] := \{1, \ldots, c\}$. We define the two source and target domains as different probability distributions over the covariate-label space pair $\mathcal{X} \times \mathcal{Y}$. The target label distribution is denoted $\alpha^* = (\alpha^*_i)_{i=1}^c$ while each class-$i$ conditional target distribution is denoted $Q_i$. Similarly, the source
label distribution is denoted $\beta^* = (\beta^*_i)_{i=1}^c$ while each class-$i$ conditional source distribution is denoted $P_i$. We will consider the classical label shift hypothesis:

$$\forall i = 1, \ldots, c, \quad P_i = Q_i. \quad (\mathcal{LS})$$

Another setting we will consider involves contamination of the target by a new class. In this contaminated label shift setting, we assume that the target domain is $\mathcal{X} \times \tilde{\mathcal{Y}}$, with $\tilde{\mathcal{Y}} = \{0, \ldots, c\}$ and that the label shift hypothesis is still verified for the class $\{1, \ldots, c\}$:

$$Q = \sum_{i=1}^c \alpha^*_i P_i + \alpha^*_0 Q_0 \quad (\mathcal{CLS})$$

$$\forall i = 1, \ldots, c, \quad P_i = Q_i.$$

The distribution $Q_0$ is seen as a noise or a contamination, for which we have no prior knowledge nor sample. Therefore, our objective in this contaminated scenario is to be robust to a large class of noise distributions. In Sect. 3.2, we will give insight on the kind of contamination we can be robust to.

In both settings, we suppose a source dataset $\{(x_j, y_j)\}_{j \in [n]} \in (\mathcal{X} \times \mathcal{Y})^n$ and a target dataset $\{x_{n+j}\}_{j \in [m]} \in \mathcal{X}^m$ are given. All data points from the source (respectively the target) dataset are independently sampled from the source (resp. the target) domain. We have access to the source labels $y_j$ but not to the target labels which are not observed. We denote by $\hat{P}_i := \sum_{j \in [n]: y_j = i} \delta_{x_j}(\cdot)/n_i$ the empirical source class-$i$ conditional distribution, where $\delta_{x_j}$ denotes the Dirac measure at point $x_j$ and $n_i$ the number of instances labeled $i$ in the source dataset. Note that $n_1 + \ldots + n_c = n$. We finally denote by $\hat{\beta}$ the empirical proportions of each class in the source dataset, i.e. $\hat{\beta}_i := n_i/n$.

Several different objectives have been addressed under the label shift assumption in the literature, and can be summarised in three points: (i) detection, i.e. determining whether distribution shift has occurred; (ii) correction, i.e. fitting a classifier with high accuracy on the target distribution; and (iii) quantification, i.e. estimating the target label distribution $[2, 15, 18, 19, 26, 35]$. We focus here on the last challenge, and develop a general analysis unifying several existing techniques with estimation guarantees for the target proportions $\alpha^*$, as well as dealing with the contaminated label shift setting.

1.1 Related Literature

The research area of quantification learning has a somewhat fragmented nature. Quantifying the target label distribution and learning a classifier are actually very closely related objectives. The most classical approach for the construction of efficient classifiers on the target domain is based on weighted empirical risk minimisation, which itself requires the estimation of the shift between the source and target distributions. Thus, while we are here interested in estimating the target proportions $\alpha^*_i$, many related works are interested in estimating the
weights \( w_i = \alpha_i^* / \beta_i^* \). Obtaining an estimator of those weights from an estimator of the target proportions \( \alpha_i^* \) is straightforward: simply use the labels in the source data to form a direct estimate of the source proportions and then consider the ratio. Conversely, starting from the weights estimator, it is possible to obtain an estimate of the weights \( \alpha_i^* / \beta_i^* \) by multiplying it by an estimate of the source proportions. For this reason, there have been two different literature threads that address closely related problems but apparently grew independently: the Quantification Learning literature \[13,19\] and the Label Shift literature \[18\].

Most methods dealing with label shift are expressed as variants of the so-called Classify & Count (CC) technique proposed in the seminal works of Forman \[15–17\]. The idea is to fit a classifier on the source dataset, e.g. a random forest \[28\], an SVM \[3\], or a Nearest-Neighbour \[4\], and to estimate the target class distribution using the distribution of predictions. To account for the misclassification that the underlying classifier suffers on the target set due to the label shift, Forman \[17\] proposed the Adjusted Classify & Count (ACC) method, a modification to the standard Classify & Count which simply adjusts the estimate after computing the quantifier. This approach is also popular in the label shift correction literature. Based on the same principle, more recently the Black-Box Shift Estimation (BBSE) algorithm introduced by \[26\] used the confusion matrix of the classifier to adjust the predicted label distribution, while Azizzadenesheli et al. \[2\] proposed to regularise the re-weighting vector in BBSE in order to make the final estimated target distribution less sensitive to the quality of the estimated confusion matrix. Another technique, using an off-the-shelf classifier, is based on the maximum likelihood principle. The most popular version of this approach is probably the Maximum Likelihood Label Shift (MLLS) \[1\] strategy which is widely used in the label shift correction community. This technique is actually a variation of the original work of Saerens et al. \[35\] that uses an Expectation-Maximisation (EM) algorithm to efficiently correct for the shift in class proportions between source and target distributions given estimates from a predictive model, alternately updating the target class-prior and class-posterior probabilities from some initial estimates until convergence. In fact, \[18\] argues that only the choice of the calibration method differs between MLLS and BBSE and that both procedures actually solve the same optimisation objective, thus explaining that the empirical advantage of MLLS over BBSE is only due to coarse calibration of the latter.

Another completely different approach consists in viewing quantification as a statistical mixture problem. Since both source and target covariates marginal distributions can be written as mixtures \( P = \sum_{i=1}^{c} \beta_i^* P_i \) and \( Q = \sum_{i=1}^{c} \alpha_i^* Q_i \) respectively. Under the label shift assumption, the conditional distribution of the covariates given the label is the same for both source and target data \( (P_i = Q_i) \), and can be estimated using the empirical conditional distribution \( \hat{P}_i := \sum_{j:y_j=i} \delta_{\{x_j\}}(\cdot)/n_i \) based on the labeled source sample. Thus, the marginal covariates distribution \( Q \) can be approximated by \( \sum_{i=1}^{c} \alpha_i^* \hat{P}_i \), and the goal of quantification can be seen as finding the mixture weights \( (\alpha_i)_{i=1}^{c} \) such that the mixture \( \sum_{i=1}^{c} \alpha_i \hat{P}_i \) resembles the most the empirical target covariates marginal
distribution $\hat{Q} := \sum_{j=1}^{m} \delta_{\{x_{j+n}\}}(\cdot)/m$ based on the target dataset, with respect to some metric. Many different statistical divergences have been considered in the literature, such as the Hellinger distance [20], the Wasserstein distance [5], the Pearson divergence [10], the Energy distance [25] or the Maximum Mean Discrepancy (MMD) [24,38]. The last two distances operate in a Reproducing Kernel Hilbert Space (RKHS) and adapt to the label shift problem the Kernel Mean Matching (KMM) approach [22], that minimises the RKHS distance between the kernel mean embeddings of the distributions. The use of kernel methods enables here to operate in an implicit high-dimensional space without requiring computing the coordinates of the data in that space, but rather by simply computing the inner products between the images of all pairs of data in the space. However, the applicability of these methods on a larger scale still remains an important limitation due to the computation of the kernel matrix. Consequently, distribution matching has sometimes been performed on a low-dimensional function of the covariates instead of a high-dimensional kernel embedding. For instance, the Distribution y-Similarity framework (DyS) [27] exploits the histogram of a decision function obtained by a trained binary classifier and then minimises the Topsøe distance between the two histograms, while the HDx algorithm [20] uses the Hellinger distance between histograms of the Source and Target directly. The general formulation we will adopt in this paper is in line with this approach of minimising some distance in a feature space between feature mappings of the distributions.

1.2 Contributions of the Paper

We introduce a general framework for label shift quantification, Distribution Feature Matching (DFM), that generalises existing methods such as Black-Box Shift Estimation (BBSE) [26], Kernel Mean Matching (KMM) [24,38] and its variant Energy Distance Matching [25].

The contributions of the paper are the following:

1. In Sect. 2, we propose a general framework of Label-shift quantification based on the minimisation of the distance between representations of distributions (in a Euclidean or Hilbert space) obtained by taking expectations of a feature mapping. We show that existing methods in the literature such as KMM or BBSE are particular instances of this general framework.
2. In Sect. 3, we provide a general statistical analysis of DFM under label shift. In particular, we show that our bound on the estimation error significantly improves the previous ones derived in the literature for both KMM and BBSE.
3. We also derive a novel analysis of DFM methods under departures of the label shift hypothesis, using a geometric decomposition of the problem and we show the implication of this analysis when we are in the contamination setting presented earlier. We thus show that certain DFM methods can exhibit robustness against particular types of perturbations or contaminations.
4. In Sect. 4, we support our theoretical results regarding the robustness of the different methods, with experiments on synthetic Gaussian mixtures and real cytometric datasets.
5. Finally, we implement the KMM procedure in Python, using fast GPU-compatible code, using Random Fourier Features (RFF) to significantly reduce the computation burden while keeping the same type of theoretical guarantees. This implementation can still be used on GPU with limited memory.

2 Distribution Feature Matching

Let $\Phi : \mathcal{X} \to \mathcal{F}$ be a fixed feature mapping from $\mathcal{X}$ into a Hilbert space $\mathcal{F}$ (possibly $\mathcal{F} = \mathbb{R}^D$). We extend the mapping $\Phi$ to probability distributions on $\mathcal{X}$ via taking expectation, i.e. $\Phi : \mathbb{P} \mapsto \Phi(\mathbb{P}) := \mathbb{E}_{X \sim \mathbb{P}}[\Phi(X)] \in \mathcal{F}$. Thus, it holds $\Phi(\hat{\mathbb{P}}_i) = n_i^{-1} \sum_{j \in [n] : y_j = i} \Phi(x_j)$, and similarly $\Phi(\hat{\mathbb{Q}}) = m^{-1} \sum_{j = n+1}^{n+m} \Phi(x_j)$.

We call Distribution Feature Matching (DFM) any estimation procedure that can be formulated as the minimiser of the following problem:

$$\hat{\alpha} = \arg\min_{\alpha \in \Delta^c} \left\| \sum_{i=1}^c \alpha_i \Phi(\hat{\mathbb{P}}_i) - \Phi(\hat{\mathbb{Q}}) \right\|_F^2$$

where $\Delta^c$ is the $(c-1)$-dimensional simplex.

In the contamination setting, we aim at finding the proportions of the non-noise classes of the target. As these proportions don’t sum to one, the “hard” condition $\sum_i \alpha_i = 1$ is no longer needed. One way to overcome this is to introduce a fictitious “dummy” class in the source that formally has a vectorisation equal to 0 (note that adding a dummy class is a computational and theoretical convenience; we don’t require to have a real distribution $\mathbb{P}_0$ that maps to 0 in the feature space for the results to hold). If we write $\Phi(\hat{\mathbb{P}}_0) := 0$ one can see that:

$$\arg\min_{\alpha \in \Delta^{c+1}} \left\| \sum_{i=0}^c \alpha_i \Phi(\hat{\mathbb{P}}_i) - \Phi(\hat{\mathbb{Q}}) \right\|_F^2 = \arg\min_{\alpha \in \text{int}(\Delta^c)} \left\| \sum_{i=1}^c \alpha_i \Phi(\hat{\mathbb{P}}_i) - \Phi(\hat{\mathbb{Q}}) \right\|_F^2$$

where $\text{int}(\Delta^c) := \{x \in \mathbb{R}^c : x \geq 0, \sum x_i \leq 1\}$. A procedure that solves $\mathcal{P}_2$ will be called soft-DFM. In Sect.3, we will present theoretical results, in the classical Label Shift hypothesis ($\mathcal{LS}$), for DFM methods of the form (P) under an identifiability and boundedness assumption.

In Sect.3.2, we will show a general result for (“hard”) DFM methods when the label shift hypothesis is not verified. As a corollary of these bounds we will directly obtain corresponding guarantees for the soft-DFM methods as well through the representation ($\mathcal{P}_2$) and formal inclusion of the dummy class.

In the remainder of this section, we will show the link between DFM and other classical Label Shift Quantification algorithms. However, any black-box feature mapping will be suitable for the results of Sect.3.

2.1 Kernel Mean Matching

Iyer et al. [24] used Kernel Mean embedding (KME) as their mapping. We refer the reader to [29] for a survey on KME. We briefly recall that for any symmetric
and semi-definite positive kernel $k$ defined on $\mathcal{X}$, one can associate a Hilbert space denoted $\mathcal{H}_k$, or simply $\mathcal{H}$ when there is no ambiguity, and a “feature” mapping $\Phi : \mathcal{X} \to \mathcal{H}$ such that $\langle \Phi(x), \Phi(y) \rangle = k(x, y)$.

This mapping can be extended to the space of distributions by taking expectations as described above, which constitutes the principle of KME. We can compute scalar products between mappings using the formula $\Phi(P), \Phi(Q)_{\mathcal{H}} = E_{(X,Y) \sim P \otimes Q}[k(X,Y)]$, which provides a way to find an explicit solution of $\mathcal{(P)}$ in practice. Then $D_{\Phi}(P,Q) = \|\Phi(P) - \Phi(Q)\|_{\mathcal{H}}$ is a pseudo-distance on the space of measures on $\mathcal{X}$, called Maximum Mean Discrepancy (MMD) [21]. The specific use of a kernel feature mapping for class proportion estimation via $\mathcal{(P)}$ has been called Kernel Mean Matching (KMM) by [24].

If $\mathcal{X} = \mathbb{R}^d$ with the usual Euclidean norm, Kawakubo et al. [25] proposed a particular case of KMM using the Energy kernel: $k(x, y) = \|x\| + \|y\| - \|x - y\|$, which is indeed a reproducing kernel [36].

2.2 BBSE as Distribution Feature Matching

Black-Box Shift Estimation is a method using the output of a black-box classifier to estimate the proportions in the target. To take into account the bias of the training data (i.e. the source) [26] used the confusion matrix.

To understand how Black-Box Shift Estimation can be cast as a Distribution Feature Matching procedure, we start from its original formulation as seeking the vector of proportions $\alpha$ that satisfies $Y = MA$, where $M$ is the estimated conditional confusion matrix defined as $M_{ij} = \frac{1}{n} \sum l \{f(x_l) = i \text{ and } y_l = j\}$ and $Y$ is the empirical mean of the observed outputs of the black-box classifier $f$ on the target data, $Y_i = \frac{1}{n} \sum l \{f(x_l) = i\}$. The BBSE estimate is then $\hat{\alpha} = M^{-1}Y$ ($M$ is explicitly assumed invertible by [26]).

**Proposition 1.** The BBSE estimator based on the black-box classifier $f$ is the same as the solution of the DFM problem $\mathcal{(P)}$ using the feature mapping $\Phi(x) = \{1\{f(x) = i\}\}_{i=1,...,c} \in \mathbb{R}^c$, where the positivity constraint on $\alpha$ is dropped.

In the experiments to come, we will use BBSE+, our modified version of BBSE including the positivity constraint. The experimental results are slightly better for BBSE+. The reason is that in many cases, due to the presence of small classes in the source and in the target, BBSE returns negative proportions. When it does not output negative values, the two algorithms are the same.

This version of BBSE already existed in the literature, it has been used for text content analysis [23] and as a building block for classification, in a domain adaptation setting, more general than Label Shift [9].

3 Theoretical Guarantees

We now provide statistical guarantees for DFM quantification procedures, All proofs can be found in the ArXiv version of the paper [12].
We make the following identifiability hypothesis on the mapping $\Phi$:

$$\sum_{i=1}^{c} \beta_i \Phi(P_i) = 0 \iff \beta_i = 0 \forall i = 1, \ldots, c,$$

(\(A_1\))

and

$$\exists C > 0 : \| \Phi(x) \| \leq C \text{ for all } x.$$  

(\(A_2\))

If we use KMM, the boundedness property is satisfied as soon as the kernel is bounded (e.g. Gaussian kernel, or any continuous kernel on a compact space). For BBSE, the boundedness is verified with $C = 1$.

Concerning Condition \(A_1\), it is satisfied in the KMM case as long as the kernel is characteristic (e.g. Gaussian kernel) and the distributions $P_i$ are linearly independent (which is the minimal assumption for the class proportions to be identifiable). These assumption have been previously used by [24] for KMM. Similarly, for BBSE, [26] also assumed identifiability and required that the expected classifier outputs for each class be linearly independent.

We introduce the following notation and state our main theorem:

**Definition 1.** We denote $\hat{G}$ the Gram matrix, resp. $\hat{M}$ the centered Gram matrix of \{\(\Phi(\hat{P}_1), \ldots, \Phi(\hat{P}_c)\}\}. That is, $G_{ij} = \langle \Phi(\hat{P}_i), \Phi(\hat{P}_j) \rangle$ and $M_{ij} = \langle \Phi(\hat{P}_i) - \bar{\Phi}, \Phi(\hat{P}_j) - \bar{\Phi} \rangle$ with $\bar{\Phi} = c^{-1} \sum_{k=1}^{c} \Phi(\hat{P}_k)$. Furthermore, let $\Delta_{min}$ be the second smallest eigenvalue of $\hat{M}$ and $\lambda_{min}$ the smallest eigenvalue of $\hat{G}$. In particular, it holds $\Delta_{min} \geq \lambda_{min}$.

**Theorem 1.** If the Label Shift hypothesis (\(LS\)) holds, and if the mapping $\Phi$ verifies Assumptions (\(A_1\)) and (\(A_2\)), then for any $\delta \in (0, 1)$, with probability greater than $1 - \delta$, the solution $\hat{\alpha}$ of (\(P\)) satisfies:

$$\| \hat{\alpha} - \alpha^* \|_2 \leq \frac{2CR\delta/c}{\sqrt{\Delta_{min}}} \left( \frac{\|w\|_2}{\sqrt{n}} + \frac{1}{\sqrt{m}} \right),$$

(1)

$$\leq \frac{2CR\delta/c}{\Delta_{min}} \left( \frac{1}{\sqrt{\min_i n_i}} + \frac{1}{\sqrt{m}} \right),$$

(2)

where $R_x = 2 + \sqrt{2 \log(2/x)}$, $w_i = \frac{\alpha^*_i}{\beta_i}$.

The same result holds when replacing $\alpha^*$ by the (unobserved) vector of empirical proportions $\hat{\alpha}$ in the target sample, both on the left-hand side and in the definition of $w$.

Under the same assumptions, the solution $\hat{\alpha}_{soft}$ of (\(P_2\)) satisfies the same bounds with $\Delta_{min}$ replaced by $\lambda_{min}$.

### 3.1 Comparison to Related Literature

We compare our result to Theorem 1 of [24] and Theorem 3 of [26], which as we have mentioned earlier hold under the same assumptions as we make here.
Concerning KMM, a comparison between our inequality (2) and Theorem 1 in [24] shows that our bound is tighter than theirs, which is of leading order

$$\frac{c}{\sqrt{m}} + \sum_i \frac{1}{\sqrt{n_i}} \text{ vs ours in } \frac{1}{\sqrt{m}} + \max_i \frac{1}{\sqrt{n_i}}$$

up to logarithmic factors. Thus, Theorem 1 improves upon the previous upper bound by a factor of $c$ with respect to the term in $m$, and reduces the sum into a maximum regarding the number of instances per class $n_i$, which may also decrease the order of by factor $c$ when the classes are evenly distributed in the source dataset. Furthermore, Inequality (1) even significantly improves over both Inequality (2) and Theorem 1 in [24]. Indeed, in situations where one of the classes $i$ on the source domain is rare, then the rate $\max_i n_i^{-1/2}$ in Inequality (2) explodes, which is not the case of the rate $\|w\|_2/\sqrt{n}$ in Inequality (1) when the source and target proportions are similar, as the weight vector $w$ reflects the similarity between the source and target distributions. Note that we use the theoretical proportions $\alpha^*$ for the target in the definition of $w$ as the empirical ones are unknown here. Hence, our theorem significantly improves the existing bound for KMM established by [24]. Similarly, our bound (1) applied to BBSE also improves Theorem 3 in [26]. In particular, when both inequalities are formulated with the same probability level (e.g. $1 - \delta$), our bound for BBSE is tighter by a factor $\sqrt{c}$ w.r.t. the term in $m$ than the guarantee provided by [26]. Note however that contrary to our result and to Theorem 1 in [24], the bound of [26] does not involve any empirical quantity that can be computed using the source dataset.

Another key component of the bounds is the second smallest eigenvalue $\Delta_{\text{min}}$ of the centered Gram matrix, which replaces the minimum singular value of the Gram matrix in the case of KMM (see Theorem 1 in [24]) and the smallest eigenvalue of the confusion matrix divided by the infinite norm of the source proportions in the case of BBSE (see Inequality (3) of Theorem 3 in [26]), and improves upon both of them.

This improvement is particularly important when the two source classes are unbalanced. For instance, in a two-class setting with a black-box classifier feature map and $\beta^* = (p, 1 - p)$, the theoretical version of $\Delta_{\text{min}}$ is equal to 1 when the classifier is perfect and replaces the factor that would be $\min \left( \frac{p}{1-p}, \frac{1-p}{p} \right) < 1$ in the bound of [26]. When the classifier is not perfect but both classes share the same classification accuracy $a \in (1/2, 1)$, then $\Delta_{\text{min}} = 2a - 1$, which strictly improves the factor of [26] except when both classes are equally balanced, in which case both quantities are equal.

To fully understand the nature of $\Delta_{\text{min}}$, we can interpret DFM as the projection of the target feature mapping onto the convex hull of the source feature mappings. Our estimation is then simply the barycentric coordinate of the projection, as formalised in (QP), and $\Delta_{\text{min}}$ is a geometric property of that convex hull. It represents the ease with which our mapping can distinguish between one class and any mixture of the other classes. For instance, for two classes and two embeddings ($\Phi_1, \Phi_2$), one can show that $\Delta_{\text{min}} = \frac{1}{2} \| \Phi_1 - \Phi_2 \|_F^2$. From a geometric
point of view, it is clear that the larger the convex hull (i.e. the line connecting the two features in situations where there are two classes), the less the barycentric coordinate will be affected by a small perturbation of the weights. From a statistical point of view, if our mixture is composed of two very different distributions, it will be intuitively easier to distinguish them in a new sample. The quantity $\Delta_{\min}$ (which we recall is empirical) also provides a natural criterion for the choice of the feature map hyperparameter (i.e. choice of the kernel in KMM), as the dependence in our bound only appears in $\Delta_{\min}$ which can then be maximised.

3.2 Robustness to Contamination

We now introduce a novel theoretical analysis of the robustness of the method with respect to the contaminated label shift model (assumption $CLS$). First, let us obtain a general result when Label Shift is not verified.

A naive approach would simply include the bias term $\|\Phi(P_i) - \Phi(Q_i)\|_{\mathcal{F}}$ in the bound. We put into light the robustness of the procedure with respect to certain types of perturbation.

**Theorem 2.** Denote $V$ the affine span of the vectors $\Phi(P_i)$ and $C$ the convex hull of those same vectors. Denote $\Pi_V$ and $\Pi_C$ the orthogonal resp. convex projection onto $V$ and $C$.

Suppose the same assumptions as in Theorem 1 hold, except for the exact label shift assumption $LS$. Then, with probability greater than $1 - \delta$:

$$\|\hat{\alpha} - \alpha^*\|_2 \leq \frac{1}{\sqrt{\Delta_{\min}}} \left( 3\epsilon_n + \epsilon_m + \sqrt{2\epsilon_n B^\perp + B}\right),$$

with:

$$\epsilon_n = C \frac{R_\delta/c}{\sqrt{\min_i n_i}}; \quad \epsilon_m = C \frac{R_\delta}{\sqrt{m}}; \quad (4)$$

$$B^\perp = B^\perp(P, Q) = \sqrt{\|\Phi(Q) - \Pi_C(\Phi(Q))\|_{\mathcal{F}}};$$

$$B = B(P, Q) = \max_i \|\Phi(P_i) - \Pi_V(\Phi(Q_i))\|_{\mathcal{F}}.$$

Observe that the bound (3) shows robustness of a DFM procedure against perturbations $B^\perp$ that are “orthogonal” to the source space $V$ in feature space. In particular, consistency (i.e. convergence of the bound to 0 as the sample sizes grow to infinity) is still granted if $Q_i \neq P_i$ but $\Pi_V(Q_i) = P_i$. Which type of perturbation of the distributions will result in (close to) orthogonal shifts in feature space very much depends on the feature mapping used. For BBSE, the feature space is of the same dimension as the number of sources, thus under condition $(A_1)$, $V$ will coincide with $E_1$, the affine space of vectors summing to one. Since any distribution will be also mapped to $E_1$, the orthogonal component will always be 0. Thus, we expect no particular robustness property for BBSE methods. For more general feature maps, such as kernel methods or any other...
vectorisations, this orthogonality property remains to be investigated in general, but we will exhibit below a favorable scenario for KMM in the contaminated label shift setting $\mathcal{CLS}$.

We first state a corollary in the $\mathcal{CLS}$ scenario. To do so, we recall that, in this case, we use the soft-DFM procedure $P_2$. We are now in a particular case, where the only difference between source and target is that the unknown noise class $Q_0$ is formally replaced by the dummy class having feature map equal to 0 in the source. Introduce $\bar{V} := \text{Span}\{\Phi(P)_i, i \in [c]\}$ (i.e. vector span rather than affine span for $V$ previously) and let $\Pi_{\bar{V}}$ be the orthogonal projection on $\bar{V}$.

**Corollary 1.** Denote by $\hat{\alpha}_{\text{soft}}$ the minimiser of the soft-DFM problem $P_2$. Assume the contaminated Label Shift hypothesis ($\mathcal{CLS}$) holds, and if the mapping $\Phi$ verifies Assumptions $(A_1)$ and $(A_2)$. Then, with probability greater than $1 - \delta$:

$$\|\hat{\alpha}_{\text{soft}} - \alpha^*\|_2 \leq \frac{1}{\sqrt{\lambda_{\min}}} \left( 3\epsilon_n + \epsilon_m + \sqrt{2\alpha_0 \epsilon_n \|\Phi(Q_0)\|} + \|\Pi_{\bar{V}}(\Phi(Q_0))\|_F \right),$$

with $\epsilon_n, \epsilon_m$ defined as in (4).

In the particular case of KMM with a translation-invariant kernel $k(x, y) = \varphi(x - y)$, for any distributions $P, P'$ it holds $\langle \Phi(P), \Phi(P') \rangle = E_{(X,Y) \sim P \otimes P'}[\varphi(X - Y)]$. Thus, if $\varphi$ is rapidly decaying with distance (e.g. Gaussian kernel), the feature mappings $\Phi(P)$ and $\Phi(P')$ will be close to orthogonal (have a scalar product close to 0) whenever the distributions $P, P'$ are well-separated. From this analysis, we anticipate that KMM with a Gaussian kernel will be robust against contaminations distributions $Q_0$ whose main mass is far away from the source distributions, since its representation $\Phi(Q_0)$ will then be close to orthogonal to $\bar{V}$ in feature space.

### 4 Algorithm and Applications

In this section, we will apply four methods on both synthetic and real datasets.

We choose to test three soft-DFM methods: KMM using the Energy Kernel [25], our modified version of BBSE [26] and KMM using the Gaussian kernel [24] enhanced with Random Fourier Features, that we present in the next section. To show the benefit of the soft version, we also compare with one hard-DFM method: KMM enhanced with Random Fourier Features.

The main objective of the experiments is, in view of our theoretical results of Sect. 3.2 and particularly Corollary 1, to test robustness properties of several DFM methods against contamination of the the target dataset by different types of noise. Moreover, we want to check if the soft version presented in Sect. 2 leads to improved results in some cases, and will not hurt the results in the others.

All the code and datasets are publicly available [11]. All the computations were done on a computer equipped with a NVIDIA RTX A2000 Laptop.
4.1 Optimisation Problem

Whatever the chosen mapping, solving (P) amounts to solving a Quadratic Programming (QP) in dimension $c$. Indeed, we can rewrite the problem as:

$$\begin{align*}
\text{minimise} & \quad \frac{1}{2} \alpha^T \hat{G} \alpha + q^T \alpha \\
\text{subject to} & \quad \alpha \succeq 0_c \text{ and } 1_c^T \alpha = 1,
\end{align*}$$

(QP)

with $q = \left( \langle \Phi(\hat{P}_i), \Phi(\hat{Q}) \rangle \right)_{i=1}^c$. This is a $c$-dimensional QP problem, which can be solved efficiently.

The computational bottleneck is the computation of the Gram matrix $\hat{G}$ and the vector $q$. Using KMM directly leads to a complexity of $O(n(n + m))$, as computing $q$ requires evaluating the kernel for every pair of points from the source and the target and computing $\hat{G}$ requires evaluating the kernel for every pair of points between the source classes. Moreover, one needs to have permanent access to the source distributions, as computing $q$ requires both the source and target raw dataset.

Due to such issues, kernel matrix approximations are often used in order to reduce the computational cost of kernel methods [7,33]. In our case we use the well-established principle of Random Fourier Features (RFF) approximation [32]. RFF allows to obtain an approximation of a translation invariant kernel $k$, i.e. $k(x,y) = \varphi(x - y)$, of the form: $k(x,y) = \tilde{\Phi}(x)^T \tilde{\Phi}(y)$, with $\tilde{\Phi}(x) \in \mathbb{R}^D$, which is itself a positive semi-definite kernel. For a theoretical analysis of the uniform approximation quality of $k$ by $\tilde{k}$, see e.g. [34,37].

Relying on RFF with $D$ Fourier features induces a complexity of $O(D(n + m))$ since we only have to compute $\tilde{\Phi}(\hat{P}_i)$ and $\tilde{\Phi}(\hat{Q})$. Computing $\tilde{\Phi}(\hat{P})$ reduces to a matrix multiplication, for which GPU are well suited. To deal with memory overflow on GPU, we rely on the Python package PyKeops [8]. With this implementation can solve (P) for high-dimensional data with a very large number of points in sub-second times. For example, for two datasets containing $5 \times 10^6$ points in dimension 5, $(P)$ is solved in less than a second, while almost 2 min are needed when we use the exact KMM.

In the experiments, we will design by Random Fourier Features Matching (RFFM) the DFM method that uses $\tilde{\Phi}$ as a feature mapping. RFFM can be used with any translation invariant kernel, but we choose to stick to the classical Gaussian kernel: $k(x,y) = \exp\left(-\frac{||x - y||^2}{2\sigma^2}\right)$ where the parameter $\sigma$ is optimised using the criterion derived from (1). Note that RFFM is only used as a way to speed up the computation, and hence we would obtain similar results with a classical KMM using the Gaussian kernel.

4.2 Experiments

We want to test the robustness of the DFM methods in the contaminated scenario $CLS$. We will compare 4 methods: RFFM, softRFFM, softEnergy and
softBBSE+. RFFM is the method introduced in the previous section while soft-RFFM is RFFM when we use the soft procedure introduced in Sect. 2. SoftEnergy is the kernel mean matching method when we used the Energy kernel [25] and softBBSE+ is our version of BBSE [26].

We will test the methods on both synthetic data and real datasets.

Gaussian Mixture
In this setting, the source is a list of $c$ Gaussian distributions: $P_1, \ldots, P_c$. Our objective is to estimate $\alpha^*$ for different values of the contamination level $\epsilon = \alpha^*_0$ ranging from 0 to 0.3 and different kinds of noise distributions $Q_0$. We will test three kinds of noise:

1. $Q_0$ is uniformly distributed over the data range (“Background noise”).
2. $Q_0$ is Gaussian with a mean distant from the other means.
3. $Q_0$ is Gaussian with a similar mean to the others.

Throughout the experiments, we fix the number of classes in the source to $c = 5$ and the number of non-contaminated points to 10000. The dimension varies from 2 to 10. For each contamination level $\epsilon$ and each possible dimension, we perform 20 repetitions with different Gaussian distributions. Results for the three experiments can be found in Fig. 1.

In the absence of noise contamination in the target, all methods give excellent results because the source distributions are easy to distinguish. Obviously, the results deteriorate as the contamination level increases. All methods still perform well against background noise (the loss is around 0.1 in the worst case), with softRFFM being significantly better than the others. In the same fashion, when we add a Gaussian far away from the other distributions, softRFFM significantly outperforms the others. As discussed following Corollary 1, this is because when contamination puts mostly mass far from the other classes, the Gaussian KME of the noise distribution will be close to orthogonal to the source KMEs. This property does not hold when a class is added close to the others and thus can be more easily confounded. Thus, the results align well with our theoretical analysis.

While Theorem 2 and Corollary 1 hold for the Energy kernel as well (assuming bounded data) or BBSE+, we don’t observe robustness against noise. Again, this is in line with the theoretical study for BBSE+ for which we expected no robustness. Concerning the Energy kernel, we surmise that the lack of robustness comes from the fact that $k(x, y)$ can take large values even if $\|x - y\|$ is large, hence near-orthogonality of the noise distribution to the source does not hold in the corresponding feature space, in contrast to the Gaussian kernel.

Cytometry Dataset
We test the robustness of our methods on the T-cell panel of the Human Immunology Project Consortium (HIPC) [6,14]. HIPC is composed of 63 samples. Seven laboratories analysed 3 replicates from 3 different patients. The number of measurements in the samples range from $10^4$ to $10^5$. The samples were manually separated into 10 categories using 7 markers.
Fig. 1. Robustness of the algorithms to three types of noise. (Lower is better.) Left: background noise; middle: noise is a new class far from the others; right: noise is a new class in the middle of the others.

Fig. 2. Each column represents the error - computed using the $\ell_2$ norm between the true proportions and the estimated proportions - obtained when some class is absent from the source but present in the target distribution. The first column gives the results when no class is discarded. The class are sorted according to the average proportions they represent in the samples (x labels mention class held out from the source and its proportion).

To put ourselves in the **CLS** setting, we choose to remove one of the class of the source, so that this class becomes the noise in the target. In detail, each of the patient replicates are joined into a single patient sample, resulting in 3 patient joined samples for each of the seven laboratories. We take each sample successively as source, and patients samples of the same laboratory as target.$^1$

---

$^1$ There can be large variability between samples coming from different laboratories, while there is homogeneity within each lab. The label shift hypothesis is therefore reasonable when keeping source and target from the same lab.
We first perform the experiment with all cell classes: in that case we can assume that we are in the vanilla Label Shift $\mathcal{LS}$ setting. Then, we repeat the experiment 10 times, removing each time a class from the source but not from the target, thus playing the role of contaminant. The results can be found in Fig. 2.

We reach the same conclusion on the robustness of softRFFM compared to RFFM, softBBSE+ and softEnergy when we apply them on a noisy real-world dataset. This advantage of robustness is all the more significant as the proportion of noise is high.

5 Conclusion

We introduced Distribution Feature Matching (DFM) as a general approach for class proportion estimation (also known at label shift estimation or quantification learning), recovering methods from previous literature as special cases. We also proposed the use of Random Fourier Features to speed up the computation of kernel-based approaches and obtain an explicit finite-dimensional vectorization (or “sketch”) of the distributions.

We provided a general theoretical analysis of DFM, improving over previously known bounds derived for specific instantiations only. Furthermore, we analysed theoretically the behavior of DFM under departures from the label shift hypothesis, a situation not studied in earlier works, and put into light a robustness against certain types of perturbations, depending on the feature mapping used. The theoretical analysis suggested a better robustness property of RFF approaches based on a rapidly decaying translation-invariant kernel, and this could be confirmed through numerical experiments on synthetic and real data.

Recent works [9,38] considered a more general situation beyond label shift. In the Generalized Label Shift model of [9], the condition ($\mathcal{LS}$) does not hold in input space, but only after transformation through a suitable feature mapping $\Phi$, and these authors proposed an algorithm alternating between class proportion estimation using BBSE+ and feature learning (using a separate domain adaptation algorithm, suitably adapted to handle label proportion shift). We believe that using one of the proposed methods in the present paper could be used fruitfully in such a framework to replace the BBSE+ module.
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The original Classify & Count [15] method for label shift quantification is known to
inherit the potential biases of the classification method it is based on (i.e. the misclassification errors can be very unevenly distributed across classes and “favor” majority classes). The Adjusted Classify & Count (ACC) approach and related methods [17,26] aim at rectifying this bias. In the present paper, we aim at going one step further and analyze certain robustness properties of the proposed label shift quantification methods, and introduce the contaminated label shift (CLS) setting with the goal of investigating trustworthiness of such methods under mild violations of the standard Label Shift model. Certainly the robustness property is desirable for improved reliability in practice, but does not mean immunity against biases; additionally, the user should always be wary of stronger model violations between reference and test data, in particular class-conditional distribution shifts. We therefore recommend established good practice of regularly checking on control data possible biases or drifts from the model, in particular for sensitive applications.
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Abstract. Classification of high-dimensional low sample size (HDLSS) data poses a challenge in a variety of real-world situations, such as gene expression studies, cancer research, and medical imaging. This article presents the development and analysis of some classifiers that are specifically designed for HDLSS data. These classifiers are free of tuning parameters and are robust, in the sense that they are devoid of any moment conditions of the underlying data distributions. It is shown that they yield perfect classification in the HDLSS asymptotic regime, under some fairly general conditions. The comparative performance of the proposed classifiers is also investigated. Our theoretical results are supported by extensive simulation studies and real data analysis, which demonstrate promising advantages of the proposed classification techniques over several widely recognized methods.
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1 Introduction

High-dimensional low sample size data is characterized by having a large number of features or variables, but only a few samples or observations. The problem of HDLSS classification has been an important problem in the statistics and machine learning communities. In today’s world, high-dimensional low sample size problems are frequently encountered in scientific areas including microarray gene expression studies, medical image analysis, and spectral measurements in chemometrics to name a few.

Traditional classification techniques such as logistic regression, support vector machines, and $k$-nearest neighbors \cite{9,12} often fail on this type of data \cite{20} when
certain regularity conditions on the underlying distributions are not met. In case of \( k \)-nearest neighbors, for example, when the dimension of the data is far greater than the number of observations, the concept of neighbors becomes loose and ill-defined. Consequently, the \( k \)-nearest neighbor classifier exhibits erratic behavior \([4]\). Due to distance concentration, Euclidean distance (ED)-based classifiers suffer certain limitations in HDLSS situations \([2,13]\). Some recent work has studied the effect of distance concentration on some widely used classifiers based on Euclidean distances, such as 1-nearest neighbor (1-NN) classifier \([15]\), support vector machines (SVM) \([8]\), etc. They derived conditions under which these classifiers yield perfect classification in the HDLSS setup \([14]\). Moreover, ED-based classifiers lack robustness to outliers, since ED is sensitive to outliers.

For the HDLSS setup, numerous studies adopt dimension reduction approach as a pre-processing step before performing the classification. These work include modern classifiers and learning techniques centered mainly on feature selection (e.g., correlation-based, information theory-based, feature clustering \([27]\), etc.), projection based on transformation \([1,17]\), regularization (ridge, LASSO, SCAD, and Elastic-net \([32]\)), deep learning (autoencoders \([16,30]\)), etc. However, this is not optimal when the dimension reduction step is conducted independently of the goals of finding reduced features that maximize the separation between classes of signals. In fact, it is inevitable that some information is lost via dimension reduction if a large number of features turn out to be relevant and weakly dependent upon each other. A few studies have conducted classification of HDLSS data without employing dimension reduction \(\text{see, e.g., }[23,26,31]\).

Energy distance was introduced in \([3,28]\) as a statistical measure of distance between two probability distributions on \(\mathbb{R}^d\). It was primarily designed with a goal of testing for equality of two or more multivariate distributions, and worked particularly well with high-dimensional data. Recently, energy distances have been utilized in the context of classification \(\text{see, e.g., }[22–24]\) as well. In this article, we develop classifiers based on a more general version of energy distance that yield asymptotically perfect classification (i.e., zero misclassification rate) under fairly general assumptions in an HDLSS setting, without maneuvering dimension reduction.

Suppose \(X\) and \(Y\) are two \(d\)-variate random vectors following the distribution functions \(F\) and \(G\), respectively. In the context of testing for equality of the two distributions, a constant multiple of the following was introduced in \([18]\) as squared multivariate Cramér-von Mises (CvM) distance between \(F\) and \(G\). It is a special case of the generalized energy distance \([25]\):

\[
W_{\text{FG}}^2 = 2 \int \int (F_{\beta}(t) - G_{\beta}(t))^2 \, dH(\beta, t) ,
\]

where \(\beta \in \mathbb{R}^d\), and \(F_{\beta}(t) = \mathbb{P}[\beta^T X \leq t]\) and \(G_{\beta}(t) = \mathbb{P}[\beta^T Y \leq t]\), for \(t \in \mathbb{R}\), are the cumulative distribution functions of \(\beta^T X\) and \(\beta^T Y\) respectively, evaluated at \(t\), \(dH(\beta, t) = dH_{\beta}(t) \, d\lambda(\beta)\) with \(\lambda(\beta)\) being the uniform probability measure on \(d\)-dimensional unit sphere \(S^{d-1} = \{x \in \mathbb{R}^d : x^T x = 1\}\), and \(H_{\beta}(t) = \alpha F_{\beta}(t) + (1 - \alpha) G_{\beta}(t)\). Here, \(\alpha\) is a fixed value in \((0, 1)\). In the same context of hypothesis testing, \([19]\) considered a constant multiple of \((1)\), with
the distribution function of a \((d+1)\)-dimensional normal random vector with mean \(0_{d+1}\), the \((d+1)\)-dimensional zero vector, and covariance matrix \(I_{d+1}\), the identity matrix of order \((d+1)\). However, considering such a fixed distribution which is not data-dependent may not be useful in general. On the other hand, the weight function \(H_{\beta}\) considered in [18] is more flexible, since it adapts according to the underlying class distributions. In that sense, \(W_{FG}^*\) is referred to as a data-adaptive energy distance between \(F\) and \(G\). It was shown in [18] that \(W_{FG}^* = 0\) if and only if \(F = G\). This property of \(W_{FG}^*\) says that it has the capability of discriminating between two different distributions. This motivates us to utilize \(W_{FG}^*\) in the context of binary classification problems.

1.1 Our Contribution

In this article, we start off by developing a classifier based on \(W_{FG}^*\). However, it suffers certain limitations in the HDLSS setting. We investigate and address those issues by modifying \(W_{FG}^*\) in different ways, and based on the new measures of distance, we develop classifiers that are robust in the sense that their performance does not depend on the existence of the moments of the underlying class distributions. Moreover, the proposed classifiers are free from tuning parameters and admit strong theoretical guarantees under fairly general assumptions, in an HDLSS setup.

The rest of the paper is organized as follows. In Sect. 2, we develop a classifier based on \(W_{FG}^*\), discuss its limitations and modify it to obtain three robust classifiers to achieve asymptotically perfect classification under milder conditions. Section 3 provides an analysis of the asymptotic behaviors and a relative comparison of the proposed classifiers. Section 4 demonstrates convincing advantages of the proposed classifiers using numerical simulations and real data analysis. Proofs of the theoretical results are included in Section A of Supplementary Material. Lastly, Section B of the Supplementary Material contains some additional details on the simulation studies and real data analysis. The supplementary material and the relevant R codes for simulation studies and real data analysis are available at: https://github.com/jyotishkarc/sub-834-ecml-2023.

2 Methodology

Consider two mutually independent samples

\[
X^{(d)}_1, X^{(d)}_2, \ldots, X^{(d)}_m \overset{i.i.d.}{\sim} F_d \quad \text{and} \quad Y^{(d)}_1, Y^{(d)}_2, \ldots, Y^{(d)}_n \overset{i.i.d.}{\sim} G_d
\]

where \(X^{(d)}_i = (X_{i1}, X_{i2}, \ldots, X_{id})^\top\) for \(i = 1, 2, \ldots, m\), and \(Y^{(d)}_j = (Y_{j1}, Y_{j2}, \ldots, Y_{jd})^\top\) for \(j = 1, \ldots, n\) are \(d\)-dimensional random vectors arising from two different population distributions \(F_d\) and \(G_d\). For the sake of convenience, we shall drop \(d\) from notations where dependence on \(d\) is obvious. As mentioned in Sect. 1.1, we shall keep the sample sizes \(m\) and \(n\) fixed throughout our analysis.
The angular distance between any \( u, v \in \mathbb{R}^d \) was defined in [18] as follows:

\[
\rho(u, v) = \mathbb{E} [\rho_0(u, v; Q)] \quad \text{with} \quad Q \sim \alpha F + (1 - \alpha) G. \tag{2}
\]

\[
\rho_0(u, v; w) = \begin{cases} 
\frac{1}{\pi} \angle(u - w, v - w) & \text{if } u \neq w \text{ and } v \neq w, \\
0 & \text{otherwise},
\end{cases} \tag{3}
\]

with \( \alpha = \frac{m}{m+n} \), and \( \angle(a, b) = \cos^{-1}\left( \frac{a^\top b}{||a||_2 ||b||_2} \right) \) with \( ||v||_2 \) as the \( l_2 \) norm of \( v \). Note that \( \rho \in [0, 1] \) since \( \rho_0 \) takes values in \([0, 1]\). It was shown in [18] that \( W^*_{FG} \), defined in (1), has the following closed-form expression:

\[
W^*_{FG} = \mathbb{E} [2\rho(X_1, Y_1) - \rho(X_1, X_2) - \rho(Y_1, Y_2)]. \tag{4}
\]

### 2.1 A Classifier Based on \( W^*_{FG} \)

Let us consider the unknown expectations \( t_{FF} = \mathbb{E} [\rho(X_1, X_2)] \) and \( t_{GG} = \mathbb{E} [\rho(Y_1, Y_2)] \). We start off by defining estimators of \( t_{FF} \) and \( t_{GG} \) as follows.

\[
\hat{t}_{FF} = \frac{1}{m(m - 1)} \sum_{i \neq j} \hat{\rho}(X_i, X_j) \quad \text{and} \quad \hat{t}_{GG} = \frac{1}{n(n - 1)} \sum_{i \neq j} \hat{\rho}(Y_i, Y_j),
\]

where \( \hat{\rho} \) is defined as a sample version of \( \rho \) in the following manner:

\[
\hat{\rho}(u, v) = \frac{1}{m + n} \left( \sum_{i=1}^{m} \rho_0(u, v, X_i) + \sum_{j=1}^{n} \rho_0(u, v, Y_j) \right). \tag{5}
\]

Similarly, for \( z \in \mathbb{R}^d \), we define

\[
\hat{I}_F(z) = \frac{1}{m} \sum_i \hat{\rho}(X_i, z), \quad \hat{I}_G(z) = \frac{1}{n} \sum_j \hat{\rho}(Y_j, z), \\
I_F(z) = \hat{I}_F(z) - \frac{1}{2} \hat{t}_{FF}, \quad I_G(z) = \hat{I}_G(z) - \frac{1}{2} \hat{t}_{GG}. \tag{6}
\]

Finally, the classifier \( \delta_0 \) is defined as follows:

\[
\delta_0(z) = \begin{cases} 
1 & \text{if } I_G(z) - I_F(z) > 0, \\
2 & \text{otherwise},
\end{cases} \tag{7}
\]

where \( \delta_0(z) = 1 \) or \( \delta_0(z) = 2 \) correspond to assigning \( z \) to class 1 or class 2 having data distribution \( F \) or \( G \), respectively. Let \( \mu_F \) and \( \mu_G \) denote the mean vectors for \( F \) and \( G \), respectively, and \( \Sigma_F \) and \( \Sigma_G \) denote the covariance matrices for \( F \) and \( G \), respectively. In order to analyze the behavior of the \( \delta_0 \) in HDLSS setup, consider the following assumptions:

**Assumption 1.** There exists a constant \( c < \infty \) such that \( E[|U_k|^4] < c \) for all \( 1 \leq k \leq d \), where \( U = (U_1, \ldots, U_d)^\top \) follows either \( F \) or \( G \).

**Assumption 2.** \( \lambda_{FG} = \lim_{d \to \infty} \left\{ \frac{1}{d} \|\mu_F - \mu_G\|^2 \right\} \) and \( \sigma^2_l = \lim_{d \to \infty} \left\{ \frac{1}{d} \text{trace}(\Sigma_l) \right\} \) exist for \( I \in \{F, G\} \).
Assumption 3. Let \( U, V \) and \( Z \) be three independent random vectors such that each of them follows either \( F \) or \( G \). Then,

\[
\sum_{i<j} \text{cov}((U_i - Z_i)(V_i - Z_i), (U_j - Z_j)(V_j - Z_j)) = o(d^2).
\]

Assumption 1 requires finiteness of the fourth moments of all marginals of \( F \) and \( G \). Assumption 2 demands the existence of the limiting values of the average of the squared mean difference between the marginals of two distributions and the variances of the marginals to exist. Assumption 3 is trivially satisfied when the component variables of the underlying populations are independent. It also holds with certain additional constraints on their dependence structure, e.g., when the sequence \( \{(U_k - Z_k)(V_k - Z_k)\}_{k\geq 1} \) has \( \rho \)-mixing property. In fact, if the sequences \( \{U_k\}_{k\geq 1}, \{V_k\}_{k\geq 1} \) and \( \{Z_k\}_{k\geq 1} \) all have \( \rho \)-mixing property, then the sequence \( h(U_k, V_k, Z_k) \) also has \( \rho \)-mixing property, for any Borel measurable function \( h \) (see [7] for more details).

Theorem 1. Suppose Assumptions 1 to 3 are satisfied. Then, \( \theta_{FG}^* = \lim_{d \to \infty} \mathcal{W}_{FG}^* \) is finite, and for a test observation \( Z \),

(a) if \( Z \sim F \), then \( l_G(Z) - l_F(Z) \overset{\mathbb{P}}{\to} \frac{1}{2} \theta_{FG}^* \) as \( d \to \infty \);

(b) if \( Z \sim G \), then \( l_G(Z) - l_F(Z) \overset{\mathbb{P}}{\to} -\frac{1}{2} \theta_{FG}^* \) as \( d \to \infty \).

As \( d \to \infty \), \( l_G(Z) - l_F(Z) \) converges in probability to the limit of \( \frac{1}{2} \mathcal{W}_{FG}^* \) if \( Z \sim F \), and to the negative of it, if \( Z \sim G \). This justifies the construction of the classifier \( \delta_0 \) in (7). The probability of misclassification of a classifier \( \delta \) is defined as \( \Delta = \alpha P[\delta(Z) = 2|Z \sim F] + (1 - \alpha)P[\delta(Z) = 1|Z \sim G] \). Now, we state a result on the convergence of the misclassification probabilities of the classifier \( \delta_0 \) (denoted by \( \Delta_0 \)), under the set of assumptions stated above.

Theorem 2. Suppose that Assumptions 1 to 3 are satisfied, and either \( \lambda_{FG} \neq 0 \) or \( \sigma_F^2 \neq \sigma_G^2 \) holds. Then, \( \Delta_0 \to 0 \) as \( d \to \infty \).

It follows from Theorem 2 that if \( F \) and \( G \) differ in their locations and/or scales, then \( \Delta_0 \) converges to 0 as the dimension grows. Clearly, the asymptotic properties of the classifier \( \delta_0 \) are governed by the limiting constants, \( \lambda_{FG}, \sigma_F, \) and \( \sigma_G \). Similar issues regarding assumptions on the existence of moments of class distributions were also present in the two-sample test based on \( \mathcal{W}_{FG}^* \) in [18]. Let us now consider the following two examples:

**Example 1:** \( X_{1k} \overset{i.i.d.}{\sim} N(1, 1) \) and \( Y_{1k} \overset{i.i.d.}{\sim} N(1, 2) \)

**Example 2:** \( X_{1k} \overset{i.i.d.}{\sim} N(0, 3) \) and \( Y_{1k} \overset{i.i.d.}{\sim} t_3 \)

for \( 1 \leq k \leq d \). Here, \( N(\mu, \sigma^2) \) refers to a Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \), and \( t_s \) denotes the Student’s t-distribution with \( s \) degrees of freedom.
In Example 1, $\|\mu_F - \mu_G\|^2 = 0$ but $\sigma^2_F = 1, \sigma^2_G = 2$. It can be observed from Fig. 1 that $\delta_0$ identifies this difference in scale and its performance improves as $d$ increases, whereas most of the popular classifiers misclassify nearly 45% of the observations.

In Example 2, $\|\mu_F - \mu_G\|^2 = 0$ and $\sigma^2_F = \sigma^2_G = 3$, i.e., there is no difference between either location parameters or scale parameters. Consequently, $\delta_0$ (as well as the popular classifiers) fails to classify the test observations correctly since the assumptions in Theorem 2 are not met.

These simulations support Theorem 2 (see Fig. 1) and illustrate the limitations of the classifier $\delta_0$ when there is no difference in either location parameters or scale parameters. In the next subsection, we refine $\delta_0$ to develop some classifiers whose asymptotic properties are free of any moment conditions, as well as the limiting constants $\lambda_{FG}, \sigma^2_F$, and $\sigma^2_G$, mentioned in Assumptions 1 and 2.

### 2.2 Refinements of $\delta_0$

**A New Measure of Distance:** We modify $W_{FG}^\ast$ by taking the average of the distances between each $F_k$ and $G_k$, the $k$-th marginals of $F$ and $G$, respectively. Define $\overline{W}_{FG}^\ast = \frac{1}{d} \sum_{k=1}^d W_{F_k,G_k}^\ast$. For each $1 \leq k \leq d$, it follows from (4) the quantity $W_{F_k,G_k}^\ast$ has the following closed-form expression:

$$W_{F_k,G_k}^\ast = \mathbb{E} [2\rho (X_{1k}, Y_{1k}) - \rho (X_{1k}, X_{2k}) - \rho (Y_{1k}, Y_{2k})],$$

where $X_1, X_2 \overset{i.i.d.}{\sim} F$ and $Y_1, Y_2 \overset{i.i.d.}{\sim} G$.

Recall the definition of $\rho$ in (2). For any two $d$-dimensional random variables $\mathbf{u} = (u_1, u_2, \ldots, u_d)^\top$ and $\mathbf{v} = (v_1, v_2, \ldots, v_d)^\top$, we define

$$\bar{\rho} (\mathbf{u}, \mathbf{v}) = \frac{1}{d} \sum_{k=1}^d \rho (u_k, v_k).$$

Fig. 1. Average misclassification rates with errorbars for $\delta_0$, along with some popular classifiers for increasing dimensions. Bayes classifier is treated as a benchmark.
We now introduce some notations:

\[ T_{FG}^* = \mathbb{E} [\bar{\rho}(X_1, Y_1)] , \ T_{FF}^* = \mathbb{E} [\bar{\rho}(X_1, X_2)] , \text{ and } T_{GG}^* = \mathbb{E} [\bar{\rho}(Y_1, Y_2)] . \]

This implies that \( \overline{W}_{FG}^* = 2T_{FG}^* - T_{FF}^* - T_{GG}^* \). Note that \( W_{F_kG_k}^* \geq 0 \), and equality holds iff \( F_k = G_k \). Thus, \( \overline{W}_{FG}^* = 0 \) iff \( F_k = G_k \) for all \( 1 \leq k \leq d \). This property of \( \overline{W}_{FG}^* \) suggests that it can be utilized as a measure of separation between \( F \) and \( G \).

Since \( T_{FF}^* , T_{GG}^* , \text{ and } T_{FG}^* \) are all unknown quantities, we consider the following estimators based on the sample observations:

\[ \hat{T}_{FG} = \frac{1}{mn} \sum_{i,j} \hat{\rho}(X_i, Y_j) , \]
\[ \hat{T}_{FF} = \frac{1}{m(m-1)} \sum_{i \neq j} \hat{\rho}(X_i, X_j) , \]
\[ \hat{T}_{GG} = \frac{1}{n(n-1)} \sum_{i \neq j} \hat{\rho}(Y_i, Y_j) . \]

where \( \hat{\rho}(u, v) \) is a natural estimator of \( \bar{\rho}(u, v) \), defined as follows:

\[ \hat{\rho}(u, v) = \frac{1}{d} \sum_{k=1}^{d} \hat{\rho}(u_k, v_k) . \]

This leads to an empirical version of \( \overline{W}_{FG}^* \) defined as

\[ \hat{\overline{W}}_{FG} = 2\hat{T}_{FG} - \hat{T}_{FF} - \hat{T}_{GG} . \]

For \( z = (z_1, z_2, \ldots, z_d)^{\top} \in \mathbb{R}^d \), we define:

\[ \hat{T}_F(z) = \frac{1}{m} \sum_i \hat{\rho}(X_i, z_i) , \hat{T}_G(z) = \frac{1}{n} \sum_j \hat{\rho}(Y_j, z_j) , \]
\[ L_F(z) = \hat{T}_F(z) - \frac{1}{2} \hat{T}_{FF} , \ L_G(z) = \hat{T}_G(z) - \frac{1}{2} \hat{T}_{GG} , \]
\[ S(z) = \hat{T}_F(z) + \hat{T}_G(z) - \frac{1}{2} \left( \hat{T}_{FF} + \hat{T}_{GG} \right) - \hat{T}_{FG} . \]

**Classifier Based on \( \overline{W}_{FG}^* \):** Define \( \mathcal{D}_1(z) = L_G(z) - L_F(z) \). We prove that \( \mathcal{D}_1(Z) \) converges in probability to \( \frac{1}{2} \overline{W}_{FG}^* \), if \( Z \sim F \) and to \( -\frac{1}{2} \overline{W}_{FG}^* \), if \( Z \sim G \), as \( d \to \infty \) (see Theorem 3). This, along with the fact that the average energy distance, \( \overline{W}_{FG}^* \) is non-negative, motivates us to consider the following classifier:

\[ \delta_1(z) = \begin{cases} 1 & \text{if } \mathcal{D}_1(z) > 0 , \\ 2 & \text{otherwise} . \end{cases} \]

Recall that \( (T_{FG} - T_{FF}) \) and \( (T_{FG} - T_{GG}) \) sum up to \( \overline{W}_{FG}^* \). So, in case \( T_{FG} \) lies between \( T_{FF} \) and \( T_{GG} \), adding them up might nearly cancel each other out,
resulting in a very small value of $W_{FG}^*$. Consequently, it may not fully capture the actual dissimilarity between $F$ and $G$. A natural way to address this problem is to square the two quantities before adding them. We define

$$\bar{\tau}_{FG} = (T_{FG} - T_{FF})^2 + (T_{FG} - T_{GG})^2.$$  

It follows from simple calculations that one may write $\bar{\tau}_{FG}$ in the following form:

$$\bar{\tau}_{FG} = \frac{1}{2} W_{FG}^* + \frac{1}{2} (T_{FF} - T_{GG})^2. \quad (13)$$

Note that $\bar{\tau}_{FG}$ being a convex combination of squares of $W_{FG}^* = 2T_{FG} - T_{FF} - T_{GG}$ and $T_{FF} - T_{GG}$, both of which are measures of disparity between $F$ and $G$, can be considered as a new measure of disparity between the two distributions. The modification approach proposed in (13) is similar to what had been suggested in the literature of two-sample hypothesis tests to improve the power of some two-sample tests for HDLSS data in [6].

**Classifier Based on $\bar{\tau}_{FG}$:** We now develop a classifier that utilizes $\bar{\tau}_{FG}$. Recall the definitions of $D_1(z)$ and $S(z)$. For $z \in \mathbb{R}^d$, define

$$D_2(z) = \frac{1}{2} \hat{W}_{FG}^* \cdot D_1(z) + \frac{1}{2} (\hat{T}_{FF} - \hat{T}_{GG}) \cdot S(z).$$

We show that as $d \to \infty$, $D_2(Z)$ converges in probability to $\bar{\tau}_{FG}$ ($>0$) if $Z \sim F$, and to $-\bar{\tau}_{FG}$ ($<0$) if $Z \sim G$ (see Theorem 3 in Sect. 3 below). This motivates us to consider the following classifier:

$$\delta_2(z) = \begin{cases} 1 & \text{if } D_2(z) > 0, \\ 2 & \text{otherwise}. \end{cases} \quad (14)$$

We consider another measure of disparity between $F$ and $G$ (say, $\psi_{FG}$), by simply replacing the squares of $W_{FG}^*$ and $S_{FG}$ by their absolute values in the expression for $\bar{\tau}_{FG}$. A similar modification has already been considered, in the context of two-sample testing (see, e.g., [29]). Based on this, we define yet another measure of separation:

$$\psi_{FG} = \frac{1}{2} \hat{W}_{FG}^* + \frac{1}{2} |T_{FF} - T_{GG}|.$$  

**Classifier Based on $\psi_{FG}$:** For $z \in \mathbb{R}^d$, we define

$$D_3(z) = \frac{1}{2} \hat{W}_{FG}^* \text{ sign}(D_1(z)) + \frac{1}{2} (\hat{T}_{FF} - \hat{T}_{GG}) \cdot \text{ sign}(S(z))$$

where sign($\cdot$) is defined as sign($x$) = $\frac{x}{|x|}$ for $x \neq 0$, and 0 for $x = 0$.

We prove that as $d \to \infty$, $D_3(Z)$ converges in probability to $\psi_{FG}$, a positive quantity if $Z \sim F$, and to $-\psi_{FG}$, a negative quantity if $Z \sim G$ (see Theorem 4 in Sect. 3 below). This motivates us to construct the following classifier:

$$\delta_3(z) = \begin{cases} 1 & \text{if } D_3(z) > 0, \\ 2 & \text{otherwise}. \end{cases} \quad (15)$$
3 Asymptotics Under HDLSS Regime

Suppose $\mathbf{U} = (U_1, U_2, \ldots, U_d)^\top$ and $\mathbf{V} = (V_1, V_2, \ldots, V_d)^\top$ are drawn independently from $\mathbf{F}$ or $\mathbf{G}$. We assume that the component variables are weakly dependent. In particular, we assume the following.

**Assumption 4.** For any four $d$-dimensional random vectors $\mathbf{U}, \mathbf{V}, \mathbf{Q}, \mathbf{Q}^*$ having distribution $\mathbf{F}$ or $\mathbf{G}$, such that they are mutually independent,

i. $\sum_{1 \leq k_1 < k_2 \leq d} \text{cov}(\rho_0(U_{k_1}, V_{k_1}; Q_{k_1}), \rho_0(U_{k_2}, V_{k_2}; Q_{k_2})) = o(d^2)$;

ii. $\sum_{1 \leq k_1 < k_2 \leq d} \text{cov}(\rho_0(U_{k_1}, V_{k_1}; Q_{k_1}), \rho_0(U_{k_2}, V_{k_2}; Q^*_{k_2})) = o(d^2)$.

Assumption 4 is trivially satisfied if the component variables of the underlying distributions are independently distributed, and it continues to hold when the components have $\rho$-mixing property.

**Theorem 3.** Suppose Assumption 4 is satisfied. For a test observation $\mathbf{Z}$,

(a) if $\mathbf{Z} \sim \mathbf{F}$, then $|D_1(\mathbf{Z}) - \frac{1}{2} \bar{W}^*_{\mathbf{FG}}| \overset{p}{\to} 0$ and $|D_2(\mathbf{Z}) - \bar{\tau}_{\mathbf{FG}}| \overset{p}{\to} 0$ as $d \to \infty$;

(b) if $\mathbf{Z} \sim \mathbf{G}$, then $|D_1(\mathbf{Z}) + \frac{1}{2} \bar{W}^*_{\mathbf{FG}}| \overset{p}{\to} 0$ and $|D_2(\mathbf{Z}) + \bar{\tau}_{\mathbf{FG}}| \overset{p}{\to} 0$ as $d \to \infty$.

Theorem 3 states that if $\mathbf{Z} \sim \mathbf{F}$ (respectively, $\mathbf{Z} \sim \mathbf{G}$), the discriminants corresponding to $\delta_1$ and $\delta_2$ converge in probability to a positive (respectively, negative) quantity as $d \to \infty$. This justifies our construction of the classifiers $\delta_1$ and $\delta_2$ in (12) and (14), respectively.

Now, we expect $\delta_1$ to yield an optimal performance if $W^*_{\mathbf{FG}}$ does not vanish with increasing dimensions. Hence, it is reasonable to assume the following:

**Assumption 5.**

$$\lim \inf_{d \to \infty} \bar{W}^*_{\mathbf{FG}} > 0.$$  

Assumption 5 implies that the separation between $\mathbf{F}$ and $\mathbf{G}$ is asymptotically non-negligible. Observe that this assumption is satisfied if the component variables of $\mathbf{F}$ and $\mathbf{G}$ are identically distributed. We also need the following assumption for the asymptotic analysis of $\delta_3$.

**Assumption 6.**

$$\lim \inf_{d \to \infty} |T_{\mathbf{FF}} - T_{\mathbf{GG}}| > 0.$$  

**Theorem 4.** Suppose Assumptions 4 to 6 hold true. For a test observation $\mathbf{Z}$,

(a) if $\mathbf{Z} \sim \mathbf{F}$, then $|D_3(\mathbf{Z}) - \bar{\psi}_{\mathbf{FG}}| \overset{p}{\to} 0$ as $d \to \infty$;

(b) if $\mathbf{Z} \sim \mathbf{G}$, then $|D_3(\mathbf{Z}) + \bar{\psi}_{\mathbf{FG}}| \overset{p}{\to} 0$ as $d \to \infty$.

Theorem 4 states that if $\mathbf{Z} \sim \mathbf{F}$ (respectively, $\mathbf{Z} \sim \mathbf{G}$), the discriminant $D_3$ corresponding to $\delta_3$ converges in probability to a positive (respectively, negative) quantity as $d \to \infty$, which justifies our construction of the classifier $\delta_3$ in (15).
3.1 Misclassification Probabilities of $\delta_1$, $\delta_2$, and $\delta_3$ in the HDLSS Asymptotic Regime

We now show the convergence of the misclassification probabilities of our classifiers $\delta_i$ (denoted as $\Delta_i$), under some fairly general assumptions for $i = 1, 2, 3$.

**Theorem 5.** Suppose Assumptions 4 and 5 hold. Then, $\Delta_1 \to 0$ and $\Delta_2 \to 0$ as $d \to \infty$. If, in addition, Assumption 6 holds, then $\Delta_3 \to 0$ as $d \to \infty$.

Observe that the asymptotic behaviors of the classifiers $\delta_1, \delta_2$, and $\delta_3$ are no longer governed by the constants $\lambda_{\text{FG}}, \sigma_F$ and $\sigma_G$. In fact, they are robust in terms of moment conditions since their behavior does not depend on the existence of any moments of $F$ and $G$ altogether.

3.2 Comparison of the Classifiers

Although the proposed classifiers yield perfect classification with increasing dimensions, they have some ordering among their misclassification rates under appropriate conditions. The following result describes the same.

**Theorem 6.** Suppose Assumptions 4 and 5 hold. Then,

(a) if $\liminf_{d \to \infty} (\max\{T_{FF}, T_{GG}\} - T_{FG}) > 0$, there exists $d'_0 \in \mathbb{N}$ such that $\Delta_2 \leq \Delta_3 \leq \Delta_1$ for all $d \geq d'_0$,

(b) if $\liminf_{d \to \infty} (T_{FG} - \max\{T_{FF}, T_{GG}\}) > 0$ and Assumption 6 holds, there exists $d'_0 \in \mathbb{N}$, such that $\Delta_2 \geq \Delta_3 \geq \Delta_1$ for all $d \geq d'_0$.

**Remark.** If Assumption 6 is dropped from Theorem 6(b), it can still be concluded that if $\liminf_{d \to \infty} (T_{FG} - \max\{T_{FF}, T_{GG}\}) > 0$, under Assumptions 4 and 5, there exists $d'_0 \in \mathbb{N}$ such that $\Delta_2 \geq \Delta_1$ for all $d \geq d'_0$ (see Lemma A.8(b) of the Supplementary Material).

We observe that $\delta_3$ always works ‘moderately’ among the proposed classifiers, in the sense that its misclassification probability is neither the largest nor the smallest in both the aforementioned situations. It might be difficult to verify the conditions in Theorem 6 in practice. Under such circumstances, it is more reasonable to use $\delta_3$ since it is the most ‘stable’ among the proposed classifiers.

4 Empirical Performance and Results

We examine the performance of our classifiers on a variety of simulated and real datasets, compared to several widely recognized classifiers such as GLMNET [15], Nearest Neighbor Random Projection (NN-RP) [11], Support Vector Machine with Linear (SVM-LIN) as well as Radial Basis Function (SVM-RBF) kernels [8], Neural Networks (N-NET) [5], and $k$-Nearest Neighbor [9,12] with $k = 1$ (i.e., 1-NN). Additionally, the Bayes classifier is treated as a benchmark classifier in all the aforementioned simulated examples to assess the performances of the proposed classifiers, since it performs optimally when the true data distributions
are known. All numerical exercises were executed on an Intel Xeon Gold 6140 CPU (2.30 GHz, 2295 Mhz) using the R programming language [21]. Details about the packages used to implement the popular classifiers are provided in Section B of Supplementary Material.

4.1 Simulation Studies

We perform our comparative study on five different simulated examples concerning different location problems as well as scale problems. In each example, we consider a binary classification problem with data simulated from two different $d$-variate distributions. Fixing the training sample size, we increase $d$ to mimic an HDLSS setting. In such situations, our proposed classifiers are expected to achieve perfect classification at higher values of $d$. We carry out our analysis for eight different values of $d$, namely, 5, 10, 25, 50, 100, 250, 500, and 1000.

Examples 1 and 2 were already introduced in Sect. 2. We consider three more simulated examples as follows:

**Example 3:** $X_{1k} \sim i.i.d. \mathcal{N}(0, 1)$ and $Y_{1k} \sim i.i.d. \mathcal{N}(1, 1)$,

**Example 4:** $X_{1k} \sim i.i.d. \mathcal{N}(1, 1)$ and $Y_{1k} \sim i.i.d. \mathcal{N}(1, 2)$,

**Example 5:** $X_{1k} \sim i.i.d. \frac{9}{10} \mathcal{N}(1, 1) + \frac{1}{10} \mathcal{C}(4, 1)$ and $Y_{1k} \sim i.i.d. \frac{9}{10} \mathcal{N}(1, 2) + \frac{1}{10} \mathcal{C}(4, 1)$,

for $1 \leq k \leq d$. Here, $\mathcal{C}(\mu, \sigma^2)$ refers to Cauchy distribution with location $\mu$ and scale $\sigma$. Example 3 and Example 4 are location and scale problems, respectively. In Example 5, we consider the competing distributions to be $\mathcal{N}(1, 1)$ and $\mathcal{N}(1, 2)$ but with 10% contamination from a $\mathcal{C}(4, 1)$ distribution.

For all the examples, a training dataset was formed with a random sample of 20 observations from each class, and a randomly generated test dataset of size 200 (100 from each class) is used. The same process was repeated 100 times independently, and all individual misclassification rates were averaged to estimate the probability of misclassification of $\delta_1$, $\delta_2$, and $\delta_3$ as well as the popular classifiers, which are reported in Sect. 2 of the Supplementary Material.

In Examples 2, 3, and 4, the competing distributions have identical first and second moments. Consequently, $\delta_0$ performs poorly in such situations. For this reason, we have dropped $\delta_0$ from further analysis. Plots of estimated misclassification probabilities of $\delta_1$, $\delta_2$, and $\delta_3$ along with those of the aforementioned popular classifiers are given in Fig. 2. In each example, since the component variables are i.i.d., Assumptions 4 and 5 hold. Consequently, $\hat{T}_{IJ}$ is a consistent estimator of $T_{IJ}$ as $d \to \infty$ (see Lemma A.7(b) of the Supplementary Material) for $I,J \in \{F, G\}$. Hence, we estimate $T_{IJ}$ by $\hat{T}_{IJ}$ to explain Fig. 2. Figure 2 shows that $\Delta_1$, $\Delta_2$, and $\Delta_3$ approach zero as $d$ increases for all the examples.

For Examples 1, 2, and 4, we observe $\max\{\hat{T}_{FF}, \hat{T}_{GG}\} > \hat{T}_{FG}$. For these three examples, Fig. 2 shows that $\Delta_2 \leq \Delta_3 \leq \Delta_1$. For Example 3, we observe that $\max\{\hat{T}_{FF}, \hat{T}_{GG}\} < \hat{T}_{FG}$ (see Table 1, Section B of the Supplementary Material). For this example, Fig. 2 shows that $\Delta_2 \geq \Delta_3 \geq \Delta_1$. Thus, the numerical findings are consistent with Theorems 5 and 6 (see Sects. 3.1 and 3.2).
Example 5 was specially curated to validate the effectiveness of our classifiers in terms of robustness to outliers. In this example, we have considered two competing mixture distributions with contamination arising from the $C(4, 1)$ distribution. All of $\delta_1$, $\delta_2$, and $\delta_3$ outperform the popular classifiers as $d$ increases. Even in the presence of contamination, all of our proposed classifiers tend to achieve perfect classification as $d$ increases.

4.2 Implementation on Real Data

Alongside the simulation studies, we implement our methods on several HDLSS datasets for a comprehensive performance evaluation. For each dataset, 50% of the observations were selected at random to create a training set, while keeping the proportions of observations from each class consistent with those of all original datasets. The remaining observations were used to create the test set. To obtain stable estimates of the misclassification probabilities, this procedure was repeated 100 times independently, and individual misclassification rates were averaged out to estimate the probability of misclassification of $\delta_1$, $\delta_2$, and $\delta_3$, as well as the popular classifiers.

Although our methods are primarily designed for binary classification, we implement a majority voting ensemble in the case of $J$-class problems with $J \geq 3$. So, for a dataset with $J$ different classes, we consider all $\binom{J}{2} = \frac{J(J-1)}{2}$ many unordered pairs of classes and treat them as separate binary classification problems. For each test observation, we perform classification for all of those $\binom{J}{2}$ many problems and classify the test observation to the class to which it gets assigned the maximum number of times. Ties are broken at random.

We conduct a case study on six real HDLSS datasets, namely, GSE1577 and GSE89 from the Microarray database\(^1\), Golub-1999-v2 and Gordon-2002 from the CompCancer database\(^2\), and Computers and DodgerLoopDay from the UCR Time Series Classification Archive\(^3\) [10]. A brief description follows.

---

\(^1\) Available at https://file.biolab.si/biolab/supp/bi-cancer/projections/.

\(^2\) Available at https://schlieplab.org/Static/Supplements/CompCancer/datasets.htm.

\(^3\) Available at https://www.cs.ucr.edu/~eamonn/time_series_data_2018/.
• The **GSE1577** dataset consists of 19 data points and 15434 features. It is divided into 2 classes which are T-cell lymphoblastic lymphoma (T-LL) and T-cell acute lymphoblastic leukemia (T-ALL).
• The **GSE89** dataset consists of 40 data points and 5724 features. It is divided into 3 classes corresponding to three stages of tumor - T2+, Ta, and T1.
• The **Golub-1999-v2** dataset consists of 72 data points and 1877 features. It is divided into 3 classes: Acute Myeloid Leukemia (AML), and two types of Acute Lymphoblastic Leukemia - B-cell ALL and T-cell ALL.
• The **Gordon-2002** dataset consists of 181 data points and 1626 features, divided into 2 classes about the pathological distinction between malignant pleural mesothelioma (MPM) and adenocarcinoma (AD) of the lung.
• The **Computers** dataset contains readings on electricity consumption from 500 households in the UK, sampled in two-minute intervals over a month. Each observation has 720 features. The data points are categorized into two classes: ‘Desktop’ and ‘Laptop’.
• The **DodgerLoopDay** dataset consists of 158 data points and 288 features, divided into 7 classes corresponding to the 7 days of a week.

The estimated misclassification probabilities of $\delta_1$, $\delta_2$, and $\delta_3$, and the popular classifiers for these datasets are reported in Table 1. The number of classes, data points, and features are denoted by class, $N$, and $d$, respectively.

| Dataset       | Description | Popular Classifiers | Proposed Classifiers |
|---------------|-------------|---------------------|----------------------|
|               |             | GLM-NET | NN-RP | SVM-LIN | SVM-RBF | N-NET | 1-NN |
| GSE1577       | 2 19 15434  | 6.51    | 11.59 | 6.38    | 30.06   | 33.87 | 11.12 | 6.06 | 7.33 | 6.06 |
| GSE89         | 3 40 5724  | 25.67   | 25.15 | 20.18   | 41.12   | 43.03 | 17.54 | 15.21 | 24.26 | 16.53 |
| Golub-1999-v2 | 3 72 1877  | 8.78    | 15.28 | 10.55   | 33.05   | 75.26 | 8.98  | 6.89 | 9.40 | 7.49 |
| Gordon-2002   | 2 181 1626 | 2.58    | 4.11  | 1.26    | 1.84    | 11.28 | 2.69  | 0.53 | 0.54 | 0.53 |
| Computers     | 2 500 720  | 39.99   | 42.53 | 47.06   | 40.76   | 46.92 | 41.33 | 38.65 | 36.38 | 36.50 |
| DodgerLoopDay | 7 158 288  | 55.45   | 48.72 | 39.42   | 47.03   | 71.32 | 47.38 | 37.68 | 44.73 | 42.23 |

For the datasets GSE1577, GSE89, Golub-1999-v2, Gordon-2002, and DodgerLoopDay, the estimated misclassification probabilities of our proposed classifiers are in the order $\Delta_1 \leq \Delta_3 \leq \Delta_2$, i.e., the performance of $\delta_1$ is the best for these examples and the misclassification probability of $\delta_3$ lies in between that of $\delta_1$ and $\delta_2$. To understand the relative performance of these classifiers, we computed $\hat{T}_{FF}$, $\hat{T}_{FG}$ and $\hat{T}_{GG}$, and they satisfy $(\hat{T}_{FG} - \max\{\hat{T}_{FF}, \hat{T}_{GG}\}) > 0.$
As discussed in Theorem 6, this ordering among the empirical versions of $T_{\text{FF}}$, $T_{\text{FG}}$ and $T_{\text{GG}}$ is consistent with the relative ordering of the performances of $\delta_1$, $\delta_2$ and $\delta_3$. Furthermore, $\delta_1$ and $\delta_3$ performed better than all the popular classifiers. Although $\delta_2$ performed relatively worse than $\delta_1$ and $\delta_3$, it outperformed NN-RP, SVM-RBF, N-NET, and 1-NN.

For the dataset Computers, the estimated misclassification probabilities of our proposed classifiers are in the order $\Delta_2 \leq \Delta_3 \leq \Delta_1$, i.e., $\delta_2$ showed the best performance with a misclassification probability close to 36%. The misclassification probability of $\delta_3$ lies between that of $\delta_1$ and $\delta_2$. It turns out that $\hat{T}_{\text{FF}}$, $\hat{T}_{\text{FG}}$ and $\hat{T}_{\text{GG}}$ satisfy $(\max\{\hat{T}_{\text{FF}}, \hat{T}_{\text{GG}}\} - \hat{T}_{\text{FG}}) > 0$. This ordering among the empirical versions of $T_{\text{FF}}$, $T_{\text{FG}}$ and $T_{\text{GG}}$ is consistent with the relative ordering of the performances of $\delta_1$, $\delta_2$ and $\delta_3$ (see Theorem 6 of Sect. 3.2). All of $\delta_1$, $\delta_2$, and $\delta_3$ performed better than every popular classifier mentioned earlier.

Table 1 shows that $\delta_1$, $\delta_2$ and $\delta_3$ outperform widely recognized classifiers in a majority of the reported datasets, which establishes the merit of our proposed methods over the widely recognized ones. In addition, for all the reported datasets, the ordering among $\hat{T}_{\text{FF}}$, $\hat{T}_{\text{FG}}$ and $\hat{T}_{\text{GG}}$ were found out to be consistent with the results stated in Theorem 6.

5 Concluding Remarks

In this paper, we developed some classification methods that draw good intuition from both classical and recent developments. We proved that under some general conditions, the misclassification probabilities of these classifiers steadily approach 0 in the HDLSS asymptotic regime. The major advantages of our proposed methods are that they are free of tuning parameters, robust in terms of moment conditions, and easy to implement. Theoretical justification and comprehensive empirical studies against other well-established classification methods establish the advantages of our approach.

Nevertheless, when the competing distributions have at most $o(d)$ many different marginals, and the rest are identically distributed, Assumptions 5 and 6 will no longer hold. The theoretical guarantees for the optimal performance of the proposed classifiers will break down in such situations. Developing classifiers that avoid these assumptions is a fruitful avenue for further research.
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Abstract. Semi-supervised learning provides an expressive framework for exploiting unlabeled data when labels are insufficient. Previous semi-supervised learning methods typically match model predictions of different data-augmented views in a single-level interaction manner, which highly relies on the quality of pseudo-labels and results in semi-supervised learning not robust. In this paper, we propose a novel SSL method called DualMatch, in which the class prediction jointly invokes feature embedding in a dual-level interaction manner. DualMatch requires consistent regularizations for data augmentation, specifically, 1) ensuring that different augmented views are regulated with consistent class predictions, and 2) ensuring that different data of one class are regulated with similar feature embeddings. Extensive experiments demonstrate the effectiveness of DualMatch. In the standard SSL setting, the proposal achieves 9% error reduction compared with SOTA methods, even in a more challenging class-imbalanced setting, the proposal can still achieve 6% error reduction. Code is available at https://github.com/CWangAI/DualMatch.

Keywords: Semi-supervised learning · Dual-Level interaction · Data augmentation · Feature embeddings

1 Introduction

Machine learning, especially deep learning [12], has achieved great success in various tasks. These tasks, however, crucially rely on the availability of an enormous amount of labeled training data. In many real-world applications, the acquisition of labeled data is expensive and inefficient. On the contrary, there are usually massive amounts of unlabeled data. Therefore, how to exploit unlabeled data to improve learning performance is a hot topic in the machine learning community [18].

Semi-supervised learning (SSL) provides an expressive framework for leveraging unlabeled data when labels are insufficient. Existing SSL methods can be
Fig. 1. An illustration of DualMatch with dual-level head interaction. Aligning the predictions of augmented data into their ground-truth labels is a single-level interaction manner (1) in semi-supervised learning, while the class predictions in such a manner may lack a stability guarantee for pseudo-labeling, even not robust. DualMatch reconsiders (1) by aligning the feature embedding of one class and then considers a new interaction (2) by aggregating class distribution with consistent feature embeddings.

categorized into several main classes in terms of the use of unlabeled data, such as pseudo-labeling methods [13], which assign pseudo-labels to unlabeled data based on the model prediction and train the model with labels and pseudo-labels in a supervised manner, and consistency regularization methods, which require that the output of the model should be the same when the model or data is perturbed. In much recent work, it has been reported that holistic SSL methods, e.g., MixMatch [3], ReMixMatch [2], and FixMatch [21], which consider the pseudo-labeling and consistency strategies simultaneously, have reached state-of-the-art (SOTA) performance. For example, in the image classification task, holistic SSL methods can achieve the performance of fully supervised learning even when a substantial portion of the labels in a given dataset have been discarded [21].

Although the holistic SSL methods have been reported to achieve positive results, they mainly adopt a single-level interaction manner between class prediction and the feature embedding, resulting in low quality of the pseudo-labels and weak SSL robustness performance. Take the SOTA FixMatch method as an example: FixMatch generates both weakly and strongly augmented views for unlabeled data, assigns high-confidence pseudo-labels predicted on the weakly augmented data to the strongly augmented one, and then optimizes the model by minimizing the cross-entropy loss between the prediction of the strongly augmented views and the corresponding pseudo-labels. This process is a single-level interaction since only different data augmentations are regulated by consistent class predictions. This results in the SSL performance being highly related to the correctness of the pseudo-label, and wrong pseudo-labels can lead to the confirmation bias of the model with error accumulation [1]. How to improve the robustness of SSL methods for pseudo-labels has emerged as a critical issue in SSL research.

In this paper, we propose a novel SSL algorithm called DualMatch. Compared with previous SSL methods that only consider the consistency between predictions for different augmentations, two consistency regularization factors are proposed in DualMatch, which derives more robust learning performance: 1)
different augmented representations of training data should be regulated with consistent class predictions, and 2) different class predictions should be regulated with consistent feature representations. We illustrate the new manner of dual-level interaction in Fig. 1. Specifically, in the first-level interaction, supervised contrastive learning is utilized for aligning the feature representations of one class with highly confident predictions. This requires that the features of strongly augmented views be clustered together in the low-dimensional embedding space, and then pseudo-labels are assigned from their weakly augmented views. In the second-level interaction, class distributions with consistent feature embeddings are aggregated to generate pseudo-labels for class prediction fine-tuning. Under this dual-level learning manner, the consistency of the same data represented in two heads is enhanced, and more reliable pseudo-labels are generated for matching strongly augmented class prediction. Compared with the FixMatch algorithm, the DualMatch achieves 9% error reduction in the CIFAR-10 dataset; even on a more challenging class-imbalanced semi-supervised learning task, the DualMatch can still achieve 6% error reduction compared with the FixMatch algorithm.

Our contributions can be summarized as follows:

- We point out that the single-level interaction that existing SSL methods commonly adopted will result in weak SSL robustness performance.
- We first propose the dual-level interaction between classification and feature embeddings and a novel DualMatch algorithm to improve the robustness of SSL.
- We rigorously evaluate the efficacy of our proposed approach by conducting experiments on standard SSL benchmarks and class-imbalanced semi-supervised learning. Our results demonstrate significant performance improvement.

2 Related Work

2.1 Semi-supervised Learning

A prerequisite for SSL is that the data distribution should be based on a few assumptions, including smoothness, cluster, and manifold [4]. Technically, the smoothing assumption denotes that the nearby data are likely to share the same class label, and the manifold assumption denotes that the data located inner on low-dimensional streaming clusters are more likely to share the same labels. Recently, consistency regularization methods [3, 26] have been widely applied and achieved outstanding results in SSL. An inherent observation is that the consistency regularization could be founded on the manifold or smoothness assumption, and requires that different perturbation methods for the same data hold consistent predictions against their employed diverse models.

From the perspective of consistency, there are two classical branches: model-level [11, 20] and data-level consistency. As an early branch, [20] denotes the addition of random perturbation techniques (such as dropout [22] and random
max-pooling methods) to the model should have consistent prediction results. To improve its robustness, [11] further aggregates the previous results of the model. Considering the pseudo-label cannot vary in iterative epochs, [24] then replace the aggregation with the exponential moving average (EMA) method. Data-level consistency is established by virtual adversarial training (VAT) [17] and unsupervised data augmentation (UDA) [26]. As an expressive consistency method, VAT produces optimally augmented views by adding random noise to the data and using an adversarial attack method. Differently, UDA utilizes the random augmentation (RA) [7] technique to produce strongly augmented views and minimizes the prediction disagreement between those views and their associated original data. Considering different levels of perturbations to the original input data, aligning different models’ feedback to their early slightly perturbed inputs, i.e., anchoring, has been proven to be more effective. A series of strategies are then presented by taking this augmentation anchoring idea. In detail, MixMatch [3] adopts the mixup [28] trick to generate more augmented data by randomly pairing samples with each other and sharpening the average of multiple augmented data prediction distributions to generate pseudo-labels. Remixmatch [2] further improves the MixMatch approach by proposing a distribution alignment method (DA), which encourages the prediction of the marginal distribution of mixed data to be consistent with the true data distribution. FixMatch [21] simply considers weakly augmented view predictions with high confidence in unlabeled data as pseudo-labels for strongly augmented views and achieves SOTA performance.

2.2 Supervised Contrastive Learning

Self-supervised contrastive learning has been widely noticeable for its excellent performance by training models using unlabeled data and fine-tuning them for downstream tasks. MoCo [8] and SimCLR [5] establish the classical framework of self-supervised contrastive learning, which distinguishes the representations of each sample from the others. The contrastive learning frameworks consider different augmented views of the same sample as positive sample pairs and other samples as negative samples, by minimizing the info Noise Contrastive Estimation (InfoNCE) loss to pull the positive samples together and to push the negative samples away in the low-dimensional embedding space. For semi-supervised tasks, SimCLR v2 [6] indicates that a big self-supervised pre-trained model is a strong semi-supervised learner and simply fine-tunes the pre-trained model by using labeled samples to train a semi-supervised model. However, self-supervised contrastive learning only considers data features without focusing on class information and causes class conflicts by pushing far away samples, resulting in the inability to be directly combined with SSL. Supervised contrastive learning [9] extends the self-supervised contrastive learning methods by leveraging labeled data information to pull the samples of one class closer and push apart clusters of samples from different classes in a low-dimensional embedding space. Therefore, supervised contrastive learning mitigates the class collision phenomenon and it can be considered for application in SSL tasks.
3 Method

In this section, we introduce the preliminaries and present the two levels of interaction of DualMatch. Consisting of the new manner, the final objective is constructed.

3.1 Preliminaries

The semi-supervised classification setting is described as follows. For an $C$-class classification problem, given a batch of $B$ labeled samples $\mathcal{X} = \{(x_b, y_b) : b \in (1, \ldots, B)\}$, where $x_b$ denotes the training samples and $y_b$ denotes its one-hot label, and a batch of unlabeled samples are denoted by $\mathcal{U} = \{u_b : b \in (1, \ldots, \mu B)\}$, where $\mu$ determines the relative sizes of $\mathcal{X}$ and $\mathcal{U}$. Given those settings, the next is to learn a convolutional encoder $f(\cdot)$ with labeled and unlabeled samples, a fully connected classification head $g(\cdot)$, and a non-linear projection head $h(\cdot)$. In particular, the labeled samples are randomly weakly augmented $\text{Aug}_w(\cdot)$ predicted by the classifier head $p_b = g(f(\text{Aug}_w(x_b)))$. Then the labeled samples can be optimized with cross-entropy loss which evaluates the ground-truth labels and the class predictions:

$$L_x = \frac{1}{B} \sum_{b=1}^{B} H(y_b, p_b),$$

where $H(\cdot, \cdot)$ denotes the cross-entropy between two distributions.

---

**Fig. 2.** The framework of the proposed DualMatch. Given a batch of unlabeled images, a class prediction of weakly augmented views is generated by the classifier head. The first-level interaction aligning distribution: pseudo-labels with high confidence are used to generate the supervised contrastive matrix and the sample similarity matrix is constructed by computing the similarity between strongly augmented embeddings to match the supervised contrastive matrix. The second-level interaction aggregating pseudo-labeling: the low-dimensional embedding similarity features of the weakly augmented view are combined with predictions to aggregate the class distribution of samples. (The red and green lines indicate the process lines of the weakly and strongly augmented views, respectively.) (Color figure online)
Following FixMatch, [21] apply the weak augmentation operation and the Random Augmentation method as strong augmentation operation Aug\(_s\) (\(\cdot\)) to the unlabeled samples to obtain weakly and strongly augmented views respectively. The unsupervised classification loss can be defined as the cross-entropy loss of the predictions of the two views:

\[
L_u = \frac{1}{\mu B} \sum_{b=1}^{\mu B} \mathbb{1} \left( \max(\text{DA} (p^w_b)) \geq \tau \right) H(\hat{y}_b, p^s_b),
\]

where \(p^w_b = g(\text{Aug}_w(u_b))\) and \(p^s_b = g(\text{Aug}_s(u_b))\) refer to the prediction distributions of the weakly augmented and strongly augmented classifications of unlabeled samples. \(\hat{y}_b = \text{argmax}(\text{DA} (p^w_b))\) is the pseudo-label of the predicted weakly augmented view. \(\tau\) is the pseudo-label confidence threshold. We only consider data pseudo-labels with maximum class probability greater than the threshold \(\tau\). By following [2], DA (\(\cdot\)) denotes the distribution alignment (DA) trick that is applied to the model’s class prediction for unlabeled samples. DA maintains the predicted marginal distribution of the data consistent with the true data distribution. We compute \(\tilde{p}^w\) as the moving average of the model’s predictions for unlabeled samples over the last 32 steps as the marginal distribution and adjust \(p^w_b\) with Normalize (\(p^w_b / \tilde{p}^w\)).

3.2 The DualMatch Structure

**Motivation of DualMatch.** In DualMatch, we adopt dual-level interaction between class prediction \(p\) of classification head and feature embedding \(z = h(f(x))\) of non-linear projection head. Following the augmentation anchoring method [2], there are two augmented views used to represent the feature embedding, i.e., weakly augmented embedding \(z^w_b\) and strongly augmented embedding \(z^s_b\). However, some strategies use multiple augmented views to capture the feature embedding and also obtain promised performance. To provide a fair comparison with classical SSL methods [21], we generate a weakly augmented view for labeled samples and also solicit another strongly augmented view for unlabeled samples.

**Framework of DualMatch.** Figure 2 illustrates the DualMatch framework with dual-level interaction. In the first-level interaction, we introduce the aligning distribution algorithm, which utilizes supervised contrastive learning to cluster the feature embedding with consistent predictions. Then, we show the aggregated pseudo-labeling method in the second-level interaction, which fine-tunes the class prediction by aggregating pseudo-labels of similar feature embeddings. We below explain the two interactions of DualMatch in detail.

3.3 First-Level Interaction: Align

The first-level interaction aligning distribution aims to align the underlying distribution of the class prediction and feature embedding, where its inherent
assumption is that different data of one class should have similar feature embedding. Theoretically, strongly augmented views of unlabeled samples should be clustered together in the low-dimensional embedding space, while their weakly augmented views should have the same confidence level on pseudo-labeling.

**Protocol of Aligning.** Our protocol of aligning the class prediction and feature embedding is generalized into their matrix match. Specifically, we construct a supervised contrastive matrix to solicit those predictions with high confidence from the weakly augmented views, which are required to match its associated embeddings of the sample similarity matrix from the strongly augmented views.

In short, we construct the set \( \mathcal{Z} = \mathcal{Z}_x \cup \mathcal{Z}_u \) of the feature embeddings, including all labeled feature embeddings and partial unlabeled feature embeddings, where \( \mathcal{Z}_x = \{(z^x_b, y_b) : b \in (1, \ldots, B)\} \) and \( \mathcal{Z}_u = \{(z^u_s, \hat{y}_b) : \max(p^w_b) \geq \tau, b \in (1, \ldots, \mu B)\} \). Note that \( \tau \) denotes the confidence level threshold.

**Supervised Contrastive Matrix** aims to obtain associations between samples from the class prediction information of the weakly augmented views. Inspired by the positive and negative sample pairs proposed by self-supervised contrastive learning [8], we consider the samples of one class as positive samples and samples of different classes as negative samples. In this way, we construct a supervised contrastive matrix \( \mathbf{W}_{scl} \) to represent the category relationship between different samples, where the element located at the \( i \)-th row and \( j \)-th column is defined as follows:

\[
\omega^{s_{c l}}_{i j} = \begin{cases} 
0 & \text{if } i = j, \\
1 & \text{if } y_i = y_j \text{ and } i \neq j, \\
0 & \text{otherwise}.
\end{cases}
\]  

(3)

**Remark 1.** Following contrastive learning, each sample is used as an anchor for the other samples, not as a positive sample. We thus set the samples with the same indices (i.e., elements on the diagonal) as 0 and the samples with the same labels as 1.

**Sample Similarity Matrix** aims to obtain the similarity between the low-dimensional feature embeddings of the samples. The sample similarity matrix \( \mathbf{S} \) is constructed by computing the similarity between embeddings in the set \( \mathcal{Z} \). For each element \( s_{i j} \in \mathbf{S} \), it is characterized by the cosine similarity, i.e.,

\[
\text{sim}(z_i, z_j) = \frac{z_i^T z_j}{||z_i|| \cdot ||z_j||}.
\]  

(4)

where \( z_i \) and \( z_j \) are feature embeddings of \( \mathcal{Z} \).

Recalling the protocol of aligning, improving the consistency between the class predictions and feature embeddings can be achieved by matching two matrices \( \mathbf{W}_{scl} \) and \( \mathbf{S} \). Due to the disagreement of metrics in the two matrices, we employ the InfoNCE loss of supervised contrastive learning [9] to align their
elements:

$$L_{scl} = \sum_{i \in I} \mathcal{L}_i(z_i)$$

$$= \sum_{i \in I} - \frac{1}{|\mathcal{J}(i)|} \sum_{j \in \mathcal{J}(i)} \log \frac{\exp(z_i \cdot z_j / t)}{\sum_{a \in A(i)} \exp(z_i \cdot z_a / t)},$$

(5)

where $i \in I$ denotes the indices of the embedding in $Z$, $A(i) = I \setminus \{i\}$ denotes the set of indices without $i$, $\mathcal{J}(i) = \{j \in A(i) : y_j = y_i\}$ is the indices of the set of positive instances of the same label as $i$, and $t$ is a temperature parameter. Let $W_i$ denote the $i$-th row of the matrix $W_{scl}$. To facilitate computer calculations, the Eq. (5) can be simplified by the elements in matrix $W_{scl}$ and $S$ as follows:

$$L_{scl} = - \sum_{i \in I} \frac{1}{\|W_i\|} \sum_{j \in I} \log \frac{w_{ij}^{scl} \cdot \exp(s_{ij} / t)}{\sum_{a \in A(i)} \exp(s_{ia} / t)}$$

(6)

### 3.4 Second-Level Interaction: Aggregate

The second-level interaction aggregating pseudo-labeling aims to aggregate class distributions with consistent feature embeddings to generate pseudo-labels for class prediction fine-tuning. Intuitively, samples with similar features embeddings in the low-dimensional embedding space should have the same labels, so that, for a batch of unlabeled samples, we can generate aggregated pseudo-labels by aggregating the class predictions of each sample’s neighbors in the embedding space to improve pseudo-labeling robustness. To avoid the cumulative error caused by the class predictions of dissimilar samples, we select $K$ neighbor samples with the most similar feature embeddings. Then the aggregated pseudo-label $q_{wb}$ of $u_b$ in a batch of unlabeled samples can be defined as follows:

$$q_{wb} = \frac{1}{K} \sum_{k=1}^{K} \text{sim}(z_{wb}^u, z_{wk}^u) \cdot p_k^w,$$

(7)

where $p_k^w$ and $z_k^u$ denote the class prediction and feature embedding of weakly augmented unlabeled views, respectively. In particular, the class distribution is weighted by the similarity $\text{sim}(z_{wb}^u, z_{wk}^u)$ of the samples to their neighbors. Since the weighted class distribution cannot directly represent the classification probabilities, we adjust $q_{wb}^w = \text{Normalize}(q_{wb}^w)$. Like the unsupervised classification loss, we only consider the samples with high confidence aggregated pseudo-labels. The difference is that aggregated pseudo-label is soft (a vector of probabilities) because we aim to adjust the class predictions. The aggregation loss can be optimized by cross-entropy as follows:

$$L_{agg} = \frac{1}{\mu B} \sum_{b=1}^{\mu B} \mathbb{1} \left( \max (q_{wb}^w) \geq \tau_1 \right) \mathcal{H}(q_{wb}^w, p_b^w),$$

(8)

where $\tau_1$ is the confidence threshold of the aggregated label.
3.5 Final Objective

The overall loss of the semi-supervised DualMatch method consists of the supervised loss $L_x$ (w.r.t. Eq. (1)) and unsupervised loss $L_u$ (w.r.t. Eq. (2)). Meanwhile, to achieve the consistency of the classification prediction and feature embedding, we add the supervised contrastive loss $L_{scl}$ (w.r.t. Eq. (6)), and aggregation loss $L_{agg}$ (w.r.t. Eq. (8)). In such settings, our optimization objective is to minimize the overall loss:

$$L_{overall} = L_x + \lambda_u L_u + \lambda_{scl} L_{scl} + \lambda_{agg} L_{agg},$$  \hfill (9)$$

where $\lambda_u$, $\lambda_{scl}$, and $\lambda_{agg}$ are hyperparameters used to control the weights of loss. DualMatch can be summarized as Algorithm 1.

\begin{algorithm}
\caption{DualMatch algorithm.}
\begin{algorithmic}[1]
  \State \textbf{Input:} Labeled batch $\mathcal{X} = \{(x_b, y_b) : b \in \{1, \ldots, B\}\}$, unlabeled batch $\mathcal{U} = \{u_b : b \in \{1, \ldots, \mu B\}\}$, encoder $f(\cdot)$, classification head $g(\cdot)$, non-linear projection head $h(\cdot)$.
  \For {step = 1 to total-step}
    \State $p_b = g(f(\text{Aug}_w(x_b)))$
    \State $q_b = \frac{1}{K} \sum_{k=1}^{K} \exp(z_k^w \cdot p_b)$
    \State $q_b^w = \text{Normalize}(q_b)$
    \State $L_x = \frac{1}{B} \sum_{b=1}^{B} H(y_b, p_b)$,
    \State $L_u = \frac{1}{\mu B} \sum_{b=1}^{B} \mathbb{1}(\text{max}(\text{DA}(p_b^w)) \geq \tau) H(\hat{y}_b, p_b^s)$
    \State $L_{scl} = -\sum_{i \in I} \log \sum_{j \in I} \alpha_{ij} \exp(\frac{s_{ij}}{t})$
    \State $L_{agg} = \frac{1}{\mu B} \sum_{b=1}^{B} \mathbb{1}(\text{max}(q_b^w) \geq \tau_t) H(q_b^w, p_b^s)$
    \State $L_{overall} = L_x + \lambda_u L_u + \lambda_{scl} L_{scl} + \lambda_{agg} L_{agg}$
    \State Optimize $f(\cdot)$, $g(\cdot)$, and $h(\cdot)$ by minimizing $L_{overall}$
  \EndFor
  \State \textbf{Output:} Trained model.
\end{algorithmic}
\end{algorithm}

**Exponential Moving Average.** From the perspective of consistent model regularization, we employ the Exponential Moving Average (EMA) strategy [24]
to smooth the model parameters with an expectation of lower variation. Technically, the parameters of EMA are usually weighted by previously associated model parameters in the iterative updates:

$$\overline{\theta} = m\theta + (1 - m)\theta,$$

where $\overline{\theta}$ denotes the parameters of the EMA model, $\theta$ denotes the parameters of the training model, and $m$ denotes the EMA decay rate. Note that the experiments also employ the EMA model for testing.

4 Experiment

In this section, we evaluate DualMatch on several semi-supervised tasks including semi-supervised classification and class-imbalanced semi-supervised classification. Our ablation studies the effect of dual-level interaction and hyperparameters on the framework.

4.1 Semi-supervised Classification

First, we evaluate DualMatch on the semi-supervised classification using the CIFAR-10, CIFAR-100 and STL-10 datasets. CIFAR-10 consists of 60,000 $32 \times 32$ images divided into 10 classes, with 6,000 images in each class. There are 50,000 training images and 10,000 test images. Following the widely adopted setting in SSL studies Fixmatch [21], we randomly select 4, 25, and 400 samples per class from the training set as labeled data and then use the rest of the training set as unlabeled data, respectively. In this setting, CIFAR-100 has the same number of training set and test set images as CIFAR-10, while CIFAR-100 is divided into 100 classes with 600 images in each class. We thus randomly select 25, 100 samples per class as labeled data. STL-10 has 5,000 labeled and 100,000 unlabeled $96 \times 96$ images in 10 classes for training, and 8,000 images for testing. We randomly select 100 samples per class from labeled images as labeled data. Please note that we evaluate the experiment with different random seeds for 5 runs.

Implementation Details. We use the Wide ResNet-28-2 [27] with a weight decay of 0.0005 for the CIFAR-10, Wide ResNet-28-8 with a weight decay of 0.001 for the CIFAR-100, and Wide ResNet-37-2 with a weight decay of 0.0005 for the STL-10. The classification head is a softmax layer and the non-linear projection head is set as a two-layer MLP. Following the implementation of [21], the model uses the SGD optimizer with the Nesterov momentum [23] of 0.9. For the learning rate, we use the cosine learning rate decay and set the learning rate to $0.03 \cdot \cos\left(\frac{\tau n}{16N}\right)$, where $n$ denotes the current training steps and $N$ denotes the number of the total training steps. For the rest of the hyperparameters, we set $\lambda_u = 1$, $\lambda_{scl} = 1$, $\lambda_{agg} = 0.5$, $\mu = 7$, $B = 64$, $\tau = 0.95$, $\tau_1 = 0.9$, and $t = 0.5$, $m = 0.999$. For the training steps, we set $N = 2^{20}$ for CIFAR-10, STL-10 and $N = 2^{19}$ for CIFAR-100. Moreover, we utilize the warm-up trick
Table 1. Error rate (mean ± std %) of semi-supervised classification of DualMatch vs. baseline methods over varying numbers of labeled samples (5 runs).

| Method          | CIFAR-10  | CIFAR-100 | STL-10  |
|-----------------|-----------|-----------|---------|
|                 | 40 labels | 250 labels| 4000 labels | 2500 labels | 10000 labels | 1000 labels |
| Π-Model         | 74.34 ± 1.76 | 54.26 ± 3.97 | 41.01 ± 0.38 | 57.25 ± 0.48 | 37.88 ± 0.11 | 32.78 ± 0.40 |
| Pseudo-Labeling | 74.61 ± 0.26 | 49.78 ± 0.43 | 16.09 ± 0.28 | 57.38 ± 0.46 | 36.21 ± 0.19 | 32.64 ± 0.71 |
| Mean Teacher    | 70.09 ± 1.60 | 32.32 ± 2.30 | 9.19 ± 0.19   | 53.91 ± 0.57 | 35.83 ± 0.24 | 33.90 ± 1.37 |
| MixMatch        | 47.54 ± 1.15 | 11.05 ± 0.86 | 6.42 ± 0.10   | 39.94 ± 0.37 | 28.31 ± 0.33 | 21.70 ± 0.68 |
| UDA             | 29.05 ± 5.93 | 8.82 ± 1.08  | 4.88 ± 0.18   | 33.13 ± 0.22 | 24.50 ± 0.25 | 6.64 ± 0.17  |
| ReMixMatch      | 19.10 ± 9.64 | 5.44 ± 0.05  | 4.72 ± 0.13   | 27.43 ± 0.31 | 23.03 ± 0.56 | 6.74 ± 0.14  |
| FixMatch        | 13.81 ± 3.37 | 5.07 ± 0.65  | 4.26 ± 0.05   | 28.29 ± 0.11 | 22.60 ± 0.12 | 6.25 ± 0.33  |
| CoMatch         | 6.91 ± 1.39  | 4.91 ± 0.33  | 4.06 ± 0.03   | 27.18 ± 0.21 | 21.83 ± 0.23 | 8.66 ± 0.41  |
| CR              | 5.69 ± 0.90  | 5.04 ± 0.30  | 4.16 ± 0.13   | 27.58 ± 0.37 | 21.03 ± 0.23 | 6.96 ± 0.42  |
| DualMatch(Ours) | 5.75 ± 1.01  | 4.89 ± 0.52  | 3.88 ± 0.10   | **27.08 ± 0.23** | **20.78 ± 0.15** | **5.94 ± 0.08** |

Compared Methods. We compare with the following baseline methods: 1) Model-level consistency methods including the Π-Model [19], Pseudo-labeling [13], and Mean Teacher [24], 2) Data-level methods including the UDA [26], MixMatch [3], ReMixMatch [2], FixMatch [21], CoMatch [15], CR [14].

Results. The SSL results are presented in Table 1, where DualMatch achieves SOTA performance at different number settings of labeled samples. For model-level consistency, we observe that the Π-model, Pseudo-Labeling, and Mean Teacher perform poorly with extremely few numbers of labeled samples, but the improvement in error rate becomes more significant after adding more labeled samples. It is thus the model-level consistency semi-supervised methods that are highly dependent on the number of labeled samples. For data-level consistency, we observed that the performance of UDA, MixMatch, ReMixMatch, and FixMatch with the help of data augmentation methods improved significantly in extremely few labeled samples. Moreover, the performance of the semi-supervised methods using strong augmentation (e.g., Randaugment [7]) tricks exceeds that of simple that of the simple tricks for data augmentation, e.g., mixup. Therefore, the data-level consistency semi-supervised methods utilize various data augmentation tricks to overcome the shortcoming of insufficient labeled data volume. Compared to the above methods, CoMatch and DualMatch introduce feature embedding to further exploit the underlying distribution of classes, and the error rate reduction of training on 40 labeled samples of CIFAR-10 is much better than that of the data-level and model-level consistency methods. Furthermore, training on 250 and 4000 labeled samples of CIFAR-10 also achieves attractive results, but not so significantly as 40 labeled samples. Additionally, compared with FixMatch, DualMatch achieves a 9% error reduction in CIFAR-10.
Table 2. Error rate (mean ± std %) for CIFAR-10 with the labeled ratio $\beta = 10\%$ and imbalance ratio $\gamma = \{50, 100, 200\}$ (5 runs).

| Method                  | $\gamma = 50$       | $\gamma = 100$      | $\gamma = 200$      |
|-------------------------|----------------------|----------------------|----------------------|
| Pseudo-Labeling         | 47.5 ± 0.74          | 53.5 ± 1.29          | 58.0 ± 1.39          |
| Mean Teacher            | 42.9 ± 3.00          | 51.9 ± 0.71          | 54.9 ± 1.28          |
| MixMatch                | 30.9 ± 1.18          | 39.6 ± 2.24          | 45.5 ± 1.87          |
| FixMatch                | 20.6 ± 0.65          | 33.7 ± 1.74          | 40.3 ± 0.74          |
| FixMatch w/ DA          | 19.8 ± 0.45          | 30.3 ± 1.27          | 38.0 ± 0.84          |
| CoMatch                 | 19.7 ± 0.68          | 28.6 ± 1.85          | 40.0 ± 1.56          |
| DualMatch(Ours)         | **19.0 ± 0.82**      | **28.3 ± 1.38**      | **37.3 ± 0.39**      |

potential result is that such a semi-supervised training manner with efficient feature embeddings performs closely to fully supervised training in CIFAR-10.

4.2 Class-Imbalanced Semi-supervised Classification

Standard SSL assumes the class distribution is balanced, however, in real-world tasks, the data distribution is often class-imbalanced [16]. How to guarantee the performance robustness of SSL algorithms under class-imbalanced settings is an important problem that has attracted the great attention of SSL researchers [10,25]. Therefore, we also conduct experiments to evaluate the effectiveness of our proposal on class-imbalanced semi-supervised learning problems. DARP [10] denotes that class-imbalanced data biases SSL methods in generating pseudo-labels for the majority classes. To evaluate the effectiveness of the semi-supervised model in the class-imbalance task, we compare the results of Dualmatch and major semi-supervised methods under imbalanced data distribution.

Problem Setup. By following [25], for an $C$-class classification problem, given a labeled set $\mathcal{X} = (x_m, y_m) : m \in (1, \ldots, M)$, where $x_m$ are the training samples and $y_m$ are one-hot labels. The number of class $c$ in $\mathcal{X}$ is denoted as $M_c$ and $\sum_{c=1}^C M_c = M$. [25] assume that the marginal class distribution of $\mathcal{X}$ is skewed and the classes are ordered by decreasing order, i.e. $M_1 \geq M_2 \geq \cdots \geq M_C$. Class imbalance can be measured by the imbalance ratio $\gamma = \frac{M_1}{M_C}$. And given a unlabeled set $\mathcal{U} = (u_l : l \in (1, \ldots, L)$ with the same class distribution as $\mathcal{X}$. The labeled ratio $\beta = \frac{M}{M+L}$ denotes the percentage of labeled data to the training data. Specifically, the CIFAR-10 dataset consists of 5000 images in each class, and the imbalanced majority class employs 5000 images. The setting of our evaluation experiment is on CIFAR-10 with the labeled ratio $\beta$ of 10%, i.e. 500 labeled images and 4500 unlabeled images in the majority class and the imbalance ratio $\gamma$ of 50, 100, and 200, respectively. For the evaluation criterion of the experiment, the data of the test set is class-balanced.
Implementation Details. We use mostly the same parameter settings as for the semi-supervised classification task, except that the number of neighbor samples $K$ is set to 2. For each experimental setting, the training steps are set to $2^{17}$ for MixMatch and $2^{16}$ for FixMatch and CoMatch. For a fair comparison, we set the total training steps to $2^{16}$ for DualMatch. For each experiment, we evaluate 5 times with different random seeds and report the mean and std of the test error rate. We report the performance using the EMA model.

Results. The results of class-imbalanced semi-supervised classification are presented in Table 2. Overall, the DualMatch achieves better performance than the typical semi-supervised baselines using different imbalance ratios. Moreover, all semi-supervised baselines are affected by class-imbalanced data, and their error rate increases with the increase of the imbalance ratio. For this ratio, we also observe that the data-level consistency baselines achieve the best performance if the imbalance ratio is set as 100, at least better than the setting of 50 and 200. The potential reasons are as follows. For the imbalance ratio of 200, there is only 1 labeled sample for the minority class, which leads difficult to learn the features of the minority class during model training. For the imbalance ratio of 50, the effect of imbalanced data is not significant in causing class bias, but rather in the increase in error rate due to the reduction of training samples. For the imbalance ratio of 100, the class bias caused by class-imbalanced data leads to instability of the model and increases the std of error rate. The results show that CoMatch is more affected by the imbalance ratio and performs poorly at the imbalance ratio of 200, and the improvement of DualMatch is effective. We can conclude that DualMatch aligns the feature embeddings of one class during the training period, which can separate the features of different classes and make the classification boundary clearer. It also adjusts the bias of class prediction by aggregating feature embeddings to enhance the robustness of the classification boundary and mitigate the influence of class with few samples from others. Additionally, DualMatch achieves a 6% error reduction at the imbalance rate of 100 compared to FixMatch, and a 6.5% error reduction at the imbalance rate of 200 compared to CoMatch.

4.3 Ablation Study

We study the unlabeled data error rate of FixMatch and DualMatch on the setting of training CIFAR-100 with 10000 labeled samples. This helps us to reveal the potential influence of pseudo-labeling on semi-supervised training. Then, we analyze the head interaction and parameter perturbation of each level of DualMatch on the setting of training CIFAR-10 with 250 labeled samples.

Unlabeled Samples Error Rate. In Fig. 3, we study the training process of FixMatch, FixMatch with DA, and DualMatch on the setting of training CIFAR-100 with 10000 labeled samples. The potential observation factors are 1) the unlabeled sample error rate, and 2) the sample ratio of high-confidence pseudo-labels. From the presented curves of Figs. 3b and 3a, as the number of training
epochs increases, both the unlabeled sample error rate and high-confidence sample ratio of FixMatch fluctuate dramatically and become increasingly unstable. It is worth noting that the DualMatch starts with a high unlabeled sample error rate in the first few epochs, however, as the number of training epochs increases, the unlabeled sample error rate decreases more smoothly to the FixMatch level. The DualMatch achieves a lower test error rate than FixMatch and FixMatch with DA throughout the training process. The results show that the pseudo-labels of the unlabeled samples of FixMatch vary continuously, which makes the learning model’s poor stability even worse and affects the classification results. In contrast, DualMatch provides more robust and high-quality pseudo-labeling during training, which significantly improves the performance of the semi-supervised learning model.

Align Distribution. We vary the labeled and unlabeled augmentation views of the feature embedding set to perform the ablation study of Align Distribution (AD). The results are presented in Table 3. Note that when the feature embeddings are not used, the experiments fall back to DualMatch without AD. Furthermore, we also observe that simultaneously employing both labeled and unlabeled feature embeddings can effectively improve the model performance.

Number of Neighbors. Figure 4a illustrates the effect of different numbers of neighbors $K$ of Eq. (7) on the aggregating pseudo-labeling. Note that $K = 0$ means that DualMatch only uses Aligning Distribution. We observe that aggregating neighbor information improves model performance, but the number of neighbors within a scope has less influence on the model with a high confidence threshold.
Table 3. Error rate(%) of varying the labeled and unlabeled augmentation views of the feature embedding set.

| Ablation          | Labeled | Unlabeled | Error Rate |
|-------------------|---------|-----------|------------|
|                   | Weak    | Weak      | Strong     |            |
| DualMatch         | 1       | 0         | 1          | 4.41       |
| w/o AD            | 0       | 0         | 0          | 4.77       |
| w/o AD ($\tau_1 = 0.6$) | 0       | 0         | 0          | 5.49       |
| w/o labeled       | 0       | 0         | 1          | 4.68       |
| w/o unlabeled     | 1       | 0         | 0          | 4.93       |
| w/ multi          | 2       | 1         | 1          | 4.48       |

Fig. 4. Ablation study of the Second-level Interaction: (a) Error rate of the varying number of neighbors. (b) Error rate of the varying threshold of aggregated pseudo-labeling. (c) Error rate of the varying number of neighbors with $\tau_1 = 0.6$.

Aggregation Threshold. We vary the threshold $\tau_1$ of Eq. (8) to control the confident level of aggregated labels. Figure 4b shows the effect on aggregation threshold. When $\tau_1 > 0.6$, the aggregated labels are less affected by the unreliable pseudo-labels.

We also investigate the effect of different aggregation thresholds combined with different numbers of neighbors on model performance. Figure 4c illustrates the effect of the number of neighbors $K$ with the aggregation threshold $\tau_1 = 0.6$. We observe that performance decreases as the number of neighbors increases with a low confidence threshold. The number of neighbors interacts with the aggregation threshold to ensure the reliability of aggregated pseudo-labeling.

5 Conclusion

Our paper introduces a novel dual-interaction method for SSL that regulates diverse augmented representations with consistent class predictions and different class predictions with coherent feature representations. Leveraging this new perspective, we present a new SSL technique named DualMatch. DualMatch
could learn more data-efficient representation and provide more robust pseudo-labels than the previous single-interaction-based SSL methods. Experimental results on both standard semi-supervised settings and more challenging class-imbalanced semi-supervised settings clearly demonstrate that DualMatch can achieve significant performance improvement.
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Abstract. Tree ensembles are powerful models that are widely used. However, they are susceptible to evasion attacks where an adversary purposely constructs an adversarial example in order to elicit a misprediction from the model. This can degrade performance and erode a user’s trust in the model. Typically, approaches try to alleviate this problem by verifying how robust a learned ensemble is or robustifying the learning process. We take an alternative approach and attempt to detect adversarial examples in a post-deployment setting. We present a novel method for this task that works by analyzing an unseen example’s output configuration, which is the set of leaves activated by the example in the ensemble’s constituent trees. Our approach works with any additive tree ensemble and does not require training a separate model. We evaluate our approach on three different tree ensemble learners. We empirically show that our method is currently the best adversarial detection method for tree ensembles.

Keywords: Evasion attack detection · Tree ensembles

1 Introduction

Tree ensembles such as (gradient) boosted trees and random forests are a popular class of models. However, like many other model families, such as neural networks [2,18,40], they are susceptible to evasion attacks [9,12,14,23,47,50]. In this attack setting, a previously trained model is deployed and, while operating in the wild, is exposed to adversarial examples that an adversary purposely constructed to elicit a misprediction from the model. Such examples are undesirable because they degrade a model’s performance and erode a user’s trust in the model. For tree ensembles, the literature attempts to deal with evasion attacks in one of two ways. First, verification techniques attempt to ascertain how robust a learned ensemble is to adversarial examples [9,12,34] by empirically determining how much an example would have to be perturbed (according to some norm) for its predicted label to change. Second, the problem can be addressed at training time by trying to learn a more robust model by adding adversarial examples to the training set [23], pruning the training data [49], changing aspects of the learner such as the splitting criteria [1,7,8,44] or the objective [21], relabeling...
the values in the leaves [45], using constraint solvers to learn optimal trees [46], or interleaving learning and verification [35].

This paper explores an alternative approach to mitigating the effect of an evasion attack. Given a current example for which a prediction is required, we attempt to ascertain if this current example is adversarial or not. If the example is identified as being adversarial, then the deployed model could refrain from making a prediction similar to a learning with rejection setting [11]. While this question has been extensively explored for neural networks, this is not the case for tree ensembles. Unfortunately, most existing methods for neural networks are not applicable to tree ensembles because they use properties unique to neural networks [51]. For example, some modify the model [17, 19, 30], learn other models (e.g., nearest neighbors) on top of the network’s intermediate representations [16, 24, 27, 39], or learn other models on top of the gradients [37]. Moreover, nearly all methods focus only on detecting evasion attacks for image classification.

Tree ensembles are powerful because they combine the predictions made by many trees. Hence, the prediction procedure involves sorting the given example to a leaf node in each tree. The ordered set of the reached leaf nodes is an output configuration of the ensemble and fully determines the ensemble’s resulting prediction. However, there are many more possible output configurations than there are examples in the data used to train the model. For example, the California housing dataset [31] only has eight attributes, but training an XGBoost ensemble containing 6, 7, or 8 trees each of at most depth 5 yields 62,248, 173,826, and 385,214 output configurations respectively. These numbers (far) exceed the 20,600 examples in the dataset. The situation will be worse for the larger ensembles sizes that are used in practice. Our hypothesis is that in an evasion attack adversarial examples exploit unusual output configurations, that is, ones that are very different to those observed in the data used to train the model.

That is, small, but carefully selected perturbations can yield an example that is quite similar to another example observed during training, but yields an output configuration that is far away from those covered by the training data.

Based on this intuition, we present a novel method to detect an evasion attack based on assessing whether an example encountered post deployment has an unusual output configuration. When a new example is encountered, our approach encodes it by its output configuration and then measures the distance between the encoded example and its nearest (encoded) neighbor in a reference set. If this distance is sufficiently high, the example is flagged as being an adversarial one and the model can abstain from making a prediction. Our approach has several benefits. First, it is general: it works with any additive tree ensemble. Second, it is integrated: it does not require training a separate model to identify adversarial examples, one simply has to set a threshold on the distance. Finally, it is surprisingly fast as the considered distance metric can be efficiently computed by exploiting instruction level parallelism (SIMD).

---

1 Computed using Veritas [12].
Empirically, we evaluate and compare our approach on three ensemble methods: gradient boosted trees (XGBoost [10]), random forests [4], and GROOT [44], which is an approach for training robust tree ensembles. We empirically show that our method outperforms multiple competing approaches for detecting adversarial examples post deployment for all three considered tree ensembles. Moreover, it can detect adversarial examples with a comparable computational effort.

2 Preliminaries

We assume a $d$-dimensional input space $\mathcal{X} = \mathbb{R}^d$ and a target space $\mathcal{Y} = \{0, 1\}$. Though we evaluate our algorithm on binary classification problems, the method generalizes to multi-classification and regression. The random variable $X$ with distribution $p(X)$ represents a $d$ dimensional feature vector, and the random variable $Y$ with distribution $p(Y)$ represents the target variable. The instances $(x, y) \in D$ are sampled from the joint distribution $p(X, Y)$, written $(x, y) \sim p(X, Y)$. We use $A_k$ to denote the $k$th attribute in the data, $k = 1, \ldots, d$.

Additive Tree Ensembles. This paper proposes a method that works with additive tree ensembles of decision trees. These are a frequently used family of machine learning models encompassing both random forests and (gradient) boosted trees. Excellent open-source packages are available such as XGBoost [10], LightGBM [25], Scikit-learn [32] and many others. The models are learned from a dataset $D \subseteq \mathcal{X} \times \mathcal{Y}$ and define a mapping from $\mathcal{X}$ to $\mathcal{Y}$.

A binary decision tree $T$ is a recursive data structure consisting of nodes. It starts at a root node that is not a descendant of any other node. Every node is either a leaf node storing an output value, or an internal node storing a test (e.g., is attribute $A_k$ less than 5?) and two child nodes. A tree is evaluated for an example $x \in \mathcal{X}$ starting at the root node. If the node is an internal node, the test is executed for the node and, if successful, $x$ moves down to the left child node, or if unsuccessful, moves down to the right child node, and the procedure recurs. If the node is a leaf, the output value of the leaf is the prediction for $x$.

An additive ensemble of trees $T$ is a sum of $M$ trees. The prediction is the sum of the predictions of the trees: $T(x) = \sigma(\sum_{m=1}^{M} T_m(x))$. The transformation $\sigma$ depends on the ensemble type and the learning task. Figure 1 shows an example of a tree ensemble.

Output Configuration (OC). The output configuration of an example $x$ in an ensemble $T$ is the ordered set of leaves $(l^{(1)}, \ldots, l^{(M)})$ visited by $x$ in each tree of the ensemble. Each leaf is reached by exactly one root-to-leaf path. The split conditions in the internal nodes along the root-to-leaf paths of all leaves in an OC define the box in the input space of the OC. That is, for an OC $o \in \mathcal{O}$, $\text{box}(o) = \prod_{k=1}^{d} [u_k, v_k]$, where each $[u_k, v_k]$ is an interval constraining the $k$th attribute. Note that a valid OC has a non-empty box. This also means that the OC-space is not just the Cartesian product of all leaves because some leaf
combinations are impossible. For example, in Fig. 1, (1, 2) and (1, 3) are invalid OCs because \( A_k \) cannot be both less than 3 and greater than 4 at the same time.

We define an operator \( OC : x \mapsto (l^{(1)}, \ldots, l^{(M)}) \) mapping an example \( x \) to its output configuration, where \( l^{(m)} \) are leaf identifiers. This naturally defines the OC-space \( \mathcal{O} = \{OC(x) \mid x \in \mathcal{X}\} \) as the discrete space of all OCs. There is a one-to-one map between the boxes and the OC-space and the set of all boxes is a partition of the input space. Moreover, if two examples have the same OC, they belong to the same box and the ensemble \( T \) produces the same output for both examples.

**Evasion Attacks and Adversarial Examples.** Adversaries can attack machine learning models at training time (poisoning), or at deployment time (evasion) [3]. We focus on detecting evasion attacks. An evasion attack consists of constructing an example \( \tilde{x} \) close to a real correctly labeled example \( x \) such that \( \tilde{x} \) elicits a misprediction, i.e., \( T(x) \neq T(\tilde{x}) \) and \( \|\tilde{x} - x\| < \epsilon \) for some norm \( \| \cdot \| \) and some \( \epsilon > 0 \). We call such an \( \tilde{x} \) an adversarial example. The same definition of an adversarial example is also used in previous work on tree ensembles [9,12,23], and corresponds to the prediction-change setting of [13].

Evasion attacks can vary on two important dimensions: (1) black-box vs. white-box, and (2) low-confidence vs. high-confidence. A white-box method has full access to the structure of the model, while a black-box method only uses the model’s predictions. Low- and high-confidence refers to how the attacker tries to manipulate the confidence that the ensemble assigns to the incorrect label. For example, a low-confidence adversarial example in binary classification problem has a predicted probability close to 0.5.

3 Detecting Evasion Attacks with \( OC\text{-score} \)

We assume a post-deployment setting where a tree ensemble \( T \) is operating in the wild. The OC-score method then solves the following task:

**Given:** a deployed tree ensemble \( T \) and an unseen example \( x \in \mathcal{X} \) for which a prediction is required,

**Do:** assign a score \( OC\text{-score}(x) \) to \( x \) indicating whether \( x \) is an adversarial example generated by an evasion attack.
Our algorithm is based on the fact that for sufficiently large models, the vast majority of the model’s possible OCs will not be observed in the data used to train the model.

Decision tree learners employ heuristics to select splitting criteria in internal nodes with the goal of separating examples from different classes. Consequently, most leaf nodes tend to be (strongly) predictive of one class. Correctly classified examples will tend to have OCs consisting largely of leaves that are predictive of the correct class. An evasion attack constructs an adversarial example using carefully selected perturbations to a small number of attribute values so that enough leaves in the original example’s OC are replaced by leaves that are predictive of the opposing class, yielding unusual OCs with an incorrect output label. This suggests that measuring how unusual an OC is, i.e., measuring how similar a newly encountered example’s OC is to those that appear in the training set, is an effective strategy to detect adversarial examples.

3.1 The OC-score Metric

Our approach requires a learned ensemble $T$ and a reference set $D_R \subseteq D$ of correctly classified examples. It constructs two reference sets $R_{\hat{y}} = \{\text{OC}(x) \mid (x, y) \in D_R, y = \hat{y}\}$, one for each class, by encoding the examples in $D_R$ into the OC-space by finding each one’s output configuration.

Given a newly encountered example $x \in X$, the ensemble is used to obtain its predicted label $\hat{y} = T(x)$ and output configuration $o = \text{OC}(x)$. Then it receives an OC-score by computing the Hamming distance to the closest OC in $R_{\hat{y}}$:

$$\text{OC-score}(x) = \min_{o' \in R_{\hat{y}}} h(o, o'),$$

with $h(o, o') = \sum_{m=1}^{M} \mathbb{1}[l^{(m)} \neq l'^{(m)}]$ the number of leaves that differ between the OCs and $l^{(m)}$ and $l'^{(m)}$ the $m$th leaf in $o$ and $o'$ respectively. Higher OC-scores correspond to a higher chance of being an adversarial example. Operationally, a threshold can be set on the OC-scores to flag potential adversarial examples: when the threshold is exceeded, the model abstains from making a prediction.

The OC-score algorithm can be implemented very efficiently by exploiting instruction-level parallelism using SIMD. The reference set’s OCs can be compactly represented as a matrix of small integers (e.g., 8-bit integers), with in the $i$th row the identifiers of the leaves in the OC of the $i$th example in $R$. To compute $\text{OC-score}(x)$, we slide the vector $\text{OC}(x)$ over the rows of this matrix and compute the Hamming distance. This can be done on x86 using the 256-bit AVX* SIMD extensions. The full details are in the supplement and the source code is available at https://github.com/laudv/ocscore.

3.2 Theoretical Analysis

Our approach flags adversarial examples generated as part of an evasion attack by setting a threshold on the OC-score. It will only be accurate if, on average,
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The expected \textit{OC-score} of an adversarial example is larger than the expected \textit{OC-score} of a normal example. We prove that with two reasonable assumptions that this is indeed the case.

The first is the split-uniqueness assumption, which requires that no two splits in the ensemble are identical. The second assumption requires that adversarial examples produce OCs that are unlikely to be observed in the data used to train the model. Therefore, we first need to formally define how likely an OC is and what constitutes an unlikely OC.

\textbf{Definition 1 (Probability of an OC).} Let \(X\) be a random variable denoting the feature vector, the probability \(P_X(o)\) of an OC \(o \in O\) is the probability of finding a normal example \(x \sim p(X)\) in the box of \(o\):

\[
P_X(o) = P_X(\text{box}(o)) = P(X \in \text{box}(o)).
\]  

(2)

We can then restrict ourselves to low probability OCs:

\textbf{Definition 2 (Unlikely OC).} Given an \(\varepsilon > 0\), an OC \(o \in O\) is unlikely if \(P_X(o) < \varepsilon\).

The supplement shows that there always exists an \(\varepsilon\) such that unlikely OCs exist.

We want the \textit{OC-score} to be high for adversarial examples, and low for normal ones. This leads to the definition of an unusual OC. The \textit{OC-score} measures the distance to the closest reference set example in \textit{OC-space}. For the \textit{OC-score} to be large with high probability, the likelihood of finding a reference set example in the \textit{OC-space} neighborhood must be low. Specifically, given an unlikely OC \(o_\varepsilon\) and its \textit{OC-space} neighbors \(o', h(o_\varepsilon, o') \leq w\) for some distance \(w \leq M\), the likelihood of finding a reference set example \(x \sim p(X)\) in the a box of any neighbor must be low.

\textbf{Definition 3 (Unusual OCs).} Choose \(\varepsilon\) such that unlikely OCs exist. Then, for any distance \(w \leq M\), an unlikely OC \(o_\varepsilon\) is unusual if its \textit{OC-space} neighborhood is less likely to contain a reference set example than the neighborhood of a non-unlikely OC \(o\):

\[
P_X\left(\bigcup\{\text{box}(o') | h(o', o_\varepsilon) \leq w, o' \in O\}\right) \leq P_X\left(\bigcup\{\text{box}(o') | h(o', o) \leq w, o' \in O\}\right)
\]  

(3)

If we assume that adversarial examples use unusual OCs, then we prove that adversarial examples must have larger expected \textit{OC-scores} on average than normal examples:

\textbf{Theorem 1.} Let \(\varepsilon > 0\). Let \(O_{<\varepsilon} = \{o \in O \mid P_X(o) < \varepsilon\}\) the set of unlikely OCs and \(O_{\geq\varepsilon} = O \setminus O_{<\varepsilon}\). Let \(x_\varepsilon \sim p(X|O_{\leq\varepsilon})\), with \(p(X|O_{\leq\varepsilon})\) the distribution of instances with unlikely OCs, i.e., \(x_\varepsilon \sim p(X)\) such that \(x_\varepsilon \in \text{box}(o_\varepsilon)\) and \(o_\varepsilon \in O_{<\varepsilon}\). Similarly, let \(x \sim p(X|O_{\geq\varepsilon})\), where \(p(X|O_{\geq\varepsilon})\) is the distribution of instances with non-unlikely OCs. Then,

\[
E_{x \sim p(X|O_{\geq\varepsilon})}[E_R[\text{OC-score}(x)]] < E_{x_\varepsilon \sim p(X|O_{<\varepsilon})}[E_R[\text{OC-score}(x_\varepsilon)]]
\]  

(4)

The proof is in the supplement.
4 Related Work

Beyond the approaches mentioned in the introduction for detecting adversarial examples in neural networks, there are methods that look at the behavior of the decision boundary in an example’s neighborhood [15, 36, 42]. Unfortunately, these methods do not work well with tree ensembles because the use of binary axis-parallel splits make them step functions, which makes exploring the neighborhood difficult. Also, the work investigating the relation between model uncertainty and adversarial examples [20, 29] is relevant to this paper.

Certification methods [26, 33] try to guarantee that, given an example, no adversarial examples exist within an $l_\infty$ ball. In practice, this is achieved by (1) certifying the training data where labels are known, or (2) sampling in the neighborhood around an unseen instance and certifying that the unseen example and the sampled instances have the same predicted label. These methods achieve tractability by relaxing and approximating the (neural) model (e.g., bounding the activation function).

Each example’s OC-score can be viewed as a model’s secondary output with the predicted class being its primary output. This fits into the larger task of machine learning with a reject option [11]. Rejection aims to identify test examples for which the model was not properly trained. For such examples, the model’s predictions have an elevated risk of being incorrect, and hence may not be trustworthy. An example can be rejected due to ambiguity (i.e., how well the decision boundary is defined in a region) or novelty (i.e., how anomalous an example is with respect to the observed training data) [22]. The OC-score metric goes beyond measuring ambiguity in an ensemble (i.e., the model’s confidence in a prediction). Therefore, it can detect adversarial examples even if they fall in a region of the input space where the model’s decision boundary appears to be well defined given the training data.

The random forest manual [5] discusses defining distances between training examples in an analogous manner to OC-score. Typically, (variations on) this distance has been used for tasks such as clustering [38], feature transformations [43], or making tree ensembles more interpretable [41]. To our knowledge, it has not been used for detecting adversarial examples.

5 Experimental Evaluation

Our experimental evaluation addresses three questions:

Q1. Can OC-score more accurately detect adversarial examples than its competitors?
Q2. What is each approach’s prediction time cost associated with detecting adversarial examples?
Q3. How does the size of the reference set affect the performance of our OC-score metric?
We compare our $OC$-score to four approaches:

**Ambiguity ($\text{ambig}$).** This approach uses the intuition that because adversarial examples are somehow different than the training ones, the model will be uncertain about an adversarial example’s predicted label [20]. This entails deciding whether an example lies near a model’s decision boundary. This can be done by ranking examples according to the uncertainty of the classifier: $\text{ambig}(x) = 1 - |2p_T(x) - 1|$, where $p_T$ is the probability of the positive class as predicted by the ensemble $T$ for an example $x$.

**Local Outlier Factor ($\text{lof}$).** [6] Another intuition to detect adversarial examples is to employ an anomaly detector under the assumption that adversarial examples are drawn from a different distribution than non-adversarial ones. $\text{lof}$ is a state-of-the-art unsupervised anomaly detection method that assigns a score to each example denoting how anomalous it is. This approach entails learning a $\text{lof}$ model which is applied to each example.

**Isolation Forests ($\text{iforest}$).** An isolation forest [28] is a state-of-the-art anomaly detector. It learns a tree ensemble that separates anomalous from normal data points by splitting on a randomly selected attribute using a randomly chosen split value between the minimum and maximum value of the attribute. Outliers tend to be split off earlier in the trees, so the depth of an example in the tree is indicative of how normal an example is. Again, this requires learning a separate model at training time.

**ML-LOO ($\text{mlloo}$).** This is an approach for detecting adversarial examples from the neural network literature [48]. Unlike most other approaches, it is model agnostic as it looks at statistics of the features. It uses the accumulated feature attributions to rank examples: $\text{std}_k \{p_T(x) - p_T(x(k))\}$, where $p_T$ is the probability prediction of ensemble $T$, and $x(k)$ is $x$ with the $k$th attribute set to 0. The observation in [48] is that variation in the feature attributions is larger for adversarial examples.

### 5.1 Experimental Methodology

We mimic the post-deployment evasion attack setting using 5-fold cross validation. In each fold, an ensemble is trained on four folds of clean training data. Then, using random subsets (with replacement) of the remaining fold, we generate $4 \times 500$ adversarial examples using four different methods. The adversarial examples are then supplemented by 2000 randomly selected normal (i.e., unmodified) examples. The resulting test set has an equal number of adversarial examples ($4 \times 500$) as normal examples (2000). The different detection methods are then evaluated on the test set by comparing their performance on the task of distinguishing the adversarial examples from the normal examples.

We test our approach on the eight benchmark datasets listed in Table 1. All datasets are min-max normalized to make perturbations of the same size to different attributes comparable. To demonstrate our approach’s generality, we consider three types of additive tree ensembles: (1) XGBoost boosted trees
Table 1. Datasets’ characteristics and learners’ hyperparameter settings. \#F and \(n\) are the number of features resp. examples. \(M\) is the number of trees. The learning rate and tree depth for XGBoost are \(\eta\) and \(d_T\). \textit{Calhouse} is a regression dataset converted to binary classification by predicting when the target is greater than the median value.

| Dataset    | \#F | \(n\)  | \(\eta\) | \(M\) | \(d_T\) | Class Balance |
|------------|-----|--------|----------|-------|--------|---------------|
| calhouse   | 8   | 20.6k  | 0.5      | 100   | 5      | 50%           |
| electricity| 8   | 45.3k  | 0.4      | 80    | 8      | 58%           |
| covtype    | 54  | 581.0k | 0.5      | 80    | 6      | 51%           |
| higgs      | 33  | 250.0k | 0.1      | 100   | 8      | 66%           |
| ijcnn1     | 22  | 141.7k | 0.9      | 50    | 5      | 90%           |
| mnist2v4   | 784 | 13.8k  | 0.7      | 50    | 5      | 51%           |
| fmnist2v4  | 784 | 14.0k  | 0.1      | 100   | 4      | 50%           |
| webspam    | 254 | 350.0k | 0.9      | 50    | 5      | 39%           |

[10], (2) Scikit-learn random forests [32], and (3) GROOT robustified random forests [44], which modifies the criteria for selecting the split condition when learning a tree to make them more robust against adversarial examples. Due to space constraints, we only show plots for some of the datasets. The results for the remaining datasets are along the same lines and are provided in the supplement.

**Experimental Settings.** For a given dataset, each learner has the same number of trees in the ensemble. The XGBoost trees are depth-limited to the values in Table 1. The random forests are not depth limited, but are limited to have at most 255 leaves. GROOT ensembles are limited to depth 8. Table 1 reports other characteristics for the datasets. Except for Q3, the reference set contains all correctly classified training examples. We use the scikit-learn [32] implementation for \textit{lof} and \textit{iforest} and use the default hyper-parameters. The supplement reports the average accuracies of the learned models on each dataset and the attack model \(\varepsilon\) of the GROOT ensembles. All experiments ran on an Intel E3-1225 with 32GB of memory. Multi-threading was enabled for all methods.

**Simulating the Evasion Attacks.** We use four different evasion attack methods. Each of these generates a different set of 500 adversarial examples. All the methods use the \(l_\infty\)-norm to measure the perturbation size. They are:

- **LT-attack** (abbreviated ‘lt’, [50]) iteratively moves a random initial example \(\tilde{x}\) with \(T(\tilde{x}) \neq T(x)\) towards the attacked example \(x\) in steps within a neighborhood such that \(\|x - \tilde{x}\|_\infty\) is minimized.
- **Kantchevlian attack** (abbr. ‘kan’, [23]) is an exact approach\(^2\) that directly minimizes \(\|x - \tilde{x}\|_\infty\).

\(^2\) We use Veritas’s binary-search approach to find the closest adversarial example because it is an order of magnitude faster than their mixed-integer linear programming solution.
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Fig. 2. The distribution of the confidence values $0.5 + |0.5 - p_T(x)|$ of the XGBoost ensembles for the test examples and the adversarial examples of all generation methods. The results are aggregated over all datasets and all folds.

- **Veritas attack** (abbr. ‘ver’, [12]) is an approximate search-based approach that optimizes the ensemble’s output in an $l_\infty$ box of size $\delta$ centered around an original example $x$: $\max_{\tilde{x}} T(\tilde{x})$ subject to $\|\tilde{x} - x\|_\infty < \delta$.

- **Cube attack** (abbr. ‘cub’, [1]) is a model agnostic approach. Given an example $x$, it iteratively makes a random perturbation. If the perturbation moves the prediction towards the desired label it is accepted and otherwise it is rejected. The procedure is successful if the desired label is reached after a fixed number of iterations.

The Cube attack is the only black box approach. It does not use the ensemble’s inner structure and uses only the ensemble’s predictions.

5.2 Results Q1: Detecting Evasion Attacks

The task is to distinguish the adversarial from the normal examples. Each method generates a score, ranking the examples ideally from least adversarial (low score) to most adversarial (high score).

First, we evaluate the ranking performance using the area under the ROC (ROC AUC). This measures the quality of a ranking with respect to the classification task of separating adversarial and normal examples. Table 2 shows the mean AUC values for each method and the standard deviations over the five folds for XGBoost, random forests, and GROOT. Averaged over all adversarial sets, OC-score outperforms all other methods. An interesting observation is that XGBoost is less robust than random forests, and random forests are less robust than GROOT ensembles. The perturbations required to flip the label become larger as the models become more robust, and thus some adversarial examples become outliers in the traditional sense. Nonetheless, the results show that even robust GROOT ensembles benefit from detecting evasion attacks during deployment.

Second, we evaluate the performance of each detection method on one important characteristic of the evasion attack: model confidence. The confidence with which the ensemble predicts the incorrect class is computed as $0.5 + |0.5 - p_T(x)|$. The attack can simply try to elicit a misprediction or it can try to construct an adversarial example such that the model is highly confident in its misprediction. The LT- and Kantchelian attacks optimize the distance $\|x - \tilde{x}\|_\infty$ between the
Table 2. Average ROC AUC for each detection method on all four sets of adversarial examples on each dataset. Best results are in bold.

| XGBoost          | calhouse | electricity | covtype | higgs | icnn1 | mnist2v4 | fmnist2v4 | webspam |
|------------------|----------|-------------|---------|-------|-------|----------|-----------|---------|
| ocscor           | .92±.00  | .94±.01     | 1.0±.00 | .90±.01 | .98±.00 | .99±.00  | .94±.01   | .99±.00 |
| ambig            | .76±.01  | .78±.01     | .76±.01 | .82±.01 | .75±.02 | .88±.02  | .74±.04   | .96±.01 |
| iforest          | .61±.02  | .59±.02     | .56±.01 | .60±.02 | .62±.01 | .50±.00  | .55±.01   | .51±.02 |
| lof              | .67±.00  | .53±.01     | .65±.01 | .54±.02 | .73±.01 | .61±.01  | .60±.01   | .53±.01 |
| mllool           | .55±.01  | .61±.02     | .49±.01 | .72±.01 | .62±.02 | .89±.02  | .73±.03   | .93±.01 |

Random forests

|                         | calhouse | electricity | covtype | higgs | icnn1 | mnist2v4 | fmnist2v4 | webspam |
|-------------------------|----------|-------------|---------|-------|-------|----------|-----------|---------|
| ocscor                  | .92±.01  | .97±.00     | 1.0±.00 | .91±.00 | .99±.00 | 1.0±.00  | .98±.00   | .99±.00 |
| ambig                   | .87±.01  | .82±.01     | .88±.01 | .82±.01 | .97±.00 | .95±.01  | .77±.02   | .96±.01 |
| iforest                 | .61±.02  | .63±.02     | .60±.01 | .61±.01 | .56±.01 | .46±.01  | .61±.01   | .51±.01 |
| lof                     | .77±.00  | .63±.01     | .81±.00 | .60±.01 | .76±.00 | .61±.00  | .65±.01   | .59±.01 |
| mllool                  | .37±.02  | .48±.02     | .39±.02 | .58±.01 | .37±.03 | .93±.01  | .51±.02   | .36±.01 |

| GROOT                  | calhouse | electricity | covtype | higgs | icnn1 | mnist2v4 | fmnist2v4 | webspam |
|------------------------|----------|-------------|---------|-------|-------|----------|-----------|---------|
| ocscor                 | .87±.02  | .96±.00     | .85±.01 | .96±.01 | .99±.00 | .94±.01  | .94±.00   | .99±.00 |
| ambig                  | .85±.01  | .80±.01     | .72±.04 | .82±.02 | .99±.00 | .92±.02  | .77±.03   | .86±.01 |
| iforest                | .67±.01  | .78±.02     | .70±.03 | .84±.01 | .77±.03 | .55±.01  | .65±.01   | .72±.01 |
| lof                    | .83±.01  | .73±.01     | .84±.00 | .81±.01 | .89±.01 | .69±.01  | .71±.01   | .90±.01 |
| mllool                 | .37±.01  | .55±.01     | .34±.02 | .52±.02 | .04±.01 | .86±.01  | .66±.03   | .46±.04 |

original example $x$ and the adversarial example $\tilde{x}$. Hence, the methods find the smallest perturbation such that $\tilde{x}$ just crosses the decision boundary, which often results in the misprediction having a low confidence. Veritas directly optimizes the model’s output, so it specifically looks for the example with the maximally incorrect output within the $l_{\infty}$-box. Cube uses a fixed number of iterations and attempts to improve the confidence at each step. Because of the random model-agnostic approach, many iterations are required, resulting in high-confidence adversarial examples.

Figure 2 shows the distribution of ensemble’s confidences for each set of adversarial examples and the normal test set examples, averaged over all datasets for XGBoost. As expected, the LT- and Kantchelian attacks produce low-confidence adversarial examples, and the Veritas and Cube attacks produce high-confidence ones. Additionally, the figure shows that XGBoost has very confident predictions for normal examples. This has the immediate effect that low-confidence attacks are weaker attack vectors that are easily detectable by ambiguity. OC-score also performs extremely well on these (see Table 3). However, ambiguity performs poorly on the more challenging high-confidence adversarial examples. Only OC-score consistently works well for high-confidence adversarial examples.
Table 3. The average ROC AUC values for each detection method on low-confidence (lt and kan) and high-confidence (ver and cub) adversarial examples for XGBoost (XGB), random forests (RF), and GROOT (GRT). The best results are in bold.

|               | low confidence |       | high confidence |       |
|---------------|----------------|-------|-----------------|-------|
|               | XGB            | RF    | GRT             | XGB   |
| ocscore       | .94±.05        | .98±.02| .93±.10         | .97±.03|
| ambit         | .98±.02        | .99±.01| .98±.03         | .63±.21 .76±.15 .70±.16 |
| iforest       | .53±.02        | .52±.05| .64±.10         | .60±.11 .63±.15 .77±.13 |
| lof           | .52±.04        | .57±.08| .70±.12         | .69±.18 .78±.18 .90±.10 |
| mlloo         | .80±.19        | .54±.18| .52±.26         | .58±.21 .45±.25 .43±.26 |

Fig. 3. Relation between detection performance and prediction confidence for XGBoost by sliding fixed-sized window over the full set of test examples (normal and the four sets of adversarial examples) sorted by model confidence. Top: Accuracy for each detection method in the window. Bottom: Average confidence in the window. The $x$-axis is the fraction of examples already considered by a window.

Next, we further investigate the effect of model confidence on detection performance for XGBoost. We order the examples by the ensemble’s confidence and compute each method’s detection accuracy within a window. Regardless of the window, a method’s global median score over all examples is used to make a hard prediction. This is a sensible choice because the test set contains 50% normal and 50% adversarial examples. The top plots in Fig. 3 show the accuracy and the bottom plots show the model’s average confidence for the examples in the considered window. The $x$-axis shows the fraction of examples processed as the window slides from left (low confidence) to right (high confidence). OC-score offers consistently strong performance across the full range of confidences and outperforms the other methods apart from ambiguity on the windows with the lowest average confidence. ambiguity offers good performance for low confidence examples. However, its detection performances declines dramatically when the $x$-axis approaches 0.5 because these windows start to contain roughly equal num-
Fig. 4. Left: OC-score’s ROC AUC values for detecting adversarial vs. non-adversarial test examples as a function of the reference set size. Right: fraction of time used to compute the OC-score relative to the case the full training set is used. Using a small reference set has a minimal impact on OC-score’s performance.

bers of adversarial and normal examples. Its performance only rebounds slightly thereafter because it is incapable of detecting high-confidence adversarial examples. \textit{lof} performs poorly on low confidence windows but can perform better in the highest confidence because a (small) fraction of these adversarial examples are outliers wrt the training data. ML-LOO (apart from \textit{mnist2v4}) and \textit{iforest} perform poorly regardless of the window.

The anomaly detectors (\textit{iforest} and \textit{lof}) tend to perform poorly in most settings. \textit{lof} performs reasonably well for the Cube-attack examples on \textit{calhouse}, \textit{covtype}, \textit{ijcnn1} and \textit{mnist2v4}. This might be because this is the crudest black-box generation method whose examples might be closer to out of distribution than actually being truly deceitful adversarial examples (see per-dataset results in the supplement). ML-LOO has highly variable performance and is consistently worse than \textit{OC-score}. It tends to work best on image data. However, it frequently performs worse than random on several other datasets (e.g., \textit{calhouse}, \textit{covtype}). For the XGBoost ensembles, ML-LOO is reasonably effective at detecting the low-confidence adversarial examples, but its performance is poor in general for high-confidence ones.

5.3 Results Q2: Prediction Time Cost

Regardless of the detection method, whether an example is adversarial can usually be computed in well under 1 millisecond (see timing results in the supplement). \textit{ambiguity} consistently takes less than 0.01ms because it is a simple mathematical computation. \textit{iforest} is also fast (< 0.15 ms) because it only requires executing a tree ensemble. \textit{OC-score} takes less than 0.2ms for 6 out of 8 datasets. Its prediction time scales with the number of trees and the reference set size, so higher prediction times are measure for the larger datasets. However, the results in Subsect. 5.4 indicate that it is possible to decrease the size of the reference set without degrading performance. ML-LOO’s costs comes from computing an importance for each feature. Hence, it yields longer times for datasets with many features (1.4 ms for \textit{mnist2v4}, 2.6 ms for \textit{fmnist2v4}, < 0.5 ms otherwise). The evaluation time of \textit{lof} is similar for all larger datasets (< 0.14 ms) because we
limit the training set size to a random subset of at most 20,000 examples (affects covtype, higgs, ijcnn1, and webspam) because using the full training set takes hours.

5.4 Results Q3: Size of the Reference Set

Finally, we explore the effect of the reference set size on the detection performance. Reference set examples are randomly sampled from the set of correctly classified training examples (see model accuracies in supplement). Figure 4 shows the results for this experiment on three datasets using XGBoost. The plot on the left shows ROC AUC values for detecting adversarial vs. non-adversarial examples. These values are stable for all datasets. There is a small decline in performance for the smallest reference set proportion, where the number of examples in the reference set ranges from 1050 for fmnist2v4 to 41,700 for covtype.

The plot on the right shows the time to compute the OC-scores as the reference set size is varied relative to using the full reference set. For ijcnn1, the relative time reduction follows the relative subset sizes almost exactly. The results for covtype are even better. With barely any effect on the detection performance using only 10% of the full reference set, the evaluation time drops by 97%. We expect that this is due to CPU cache performance (e.g. fewer cache misses). fmnist2v4 also sees a considerable reduction in time, but not as impressive as the previous two datasets. We suspect this is due to the smaller reference set, and the relatively higher constant overhead. OC-score already is really fast on fmnist2v4, however, taking only 0.03 ms per example using the full reference set.

These experiments suggest that using a small reference set drastically improves the evaluation time without degrading performance. Note that changing the reference set does not require relearning the underlying ensemble used to make predictions, which is still learned using the full training set.

6 Conclusions and Discussion

This paper explored how to detect evasion attacks for tree ensembles. Our approach works with any additive tree ensemble and does not require training a separate model. If a newly encountered example’s output configuration differs substantial from those in the reference set, then it is more likely to be adversarial. Empirically, our OC-score metric resulted in superior detection performance.
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Abstract. Time-series forecasting models often encounter abrupt changes in a given period of time which generally occur due to unexpected or unknown events. Despite their scarce occurrences in the training set (i.e., data imbalance), abrupt changes incur loss that significantly contributes to the total loss (i.e., heteroscedasticity). Therefore, they act as noisy training samples and prevent the model from learning generalizable patterns, namely the normal states. To resolve overfitting problem posed by heteroscedasticity and data imbalance, we propose a reweighting framework that down-weights the losses incurred by abrupt changes and up-weights those by normal states. For the reweighting framework, we first define a measurement termed Local Discrepancy (LD) which measures the degree of abruptness of a change in a given period of time. Since a training set is mostly composed of normal states, we then consider how frequently the temporal changes appear in the training set based on LD (i.e., estimated LD density). Our reweighting framework is applicable to existing time-series forecasting models regardless of the architectures. Through extensive experiments on 12 time-series forecasting models over eight datasets with various in-output sequence lengths, we demonstrate that applying our reweighting framework reduces MSE by 10.1% on average and by up to 18.6% in the state-of-the-art model.

Keywords: Time-series forecasting · Data imbalance · Noisy samples

1 Introduction

As vast records are collected over time in diverse fields, the demand to predict the future based on the previous sequential data has led to efforts to solve the time-series forecasting problem in various applications such as energy [1], economics [7], traffic [24], weather [22], environment pollution [6] and mechanical system monitoring [30]. Previous studies focused on addressing the well-known challenges of time-series forecasting such as finding reliable dependencies from intricate and entangled temporal patterns [20, 26] or extending the forecasting time (i.e., long-term forecasting) [18, 26, 30, 31]. For example, recent studies
focused on improving the Transformer-based [23] models to address the long-term forecasting by taking the advantage of the long-term capacity of the self-attention mechanism and reducing quadratic computational costs [16, 18, 26, 30].

![Figure 1](image)

**Fig. 1.** We observe that the state-of-the-art forecaster correctly predicts the target values during the training phase over both (a) normal states and (b) abrupt changes, respectively. However, (c) illustrates that the model fails to correctly predict the abrupt change during the test phase. (d) shows imbalanced loss when the training samples are sorted by MSE loss of each sample in the early training phase. Our important finding is that the training samples with abrupt change (b) occupy the large portion of total loss. On the other hand, training samples within the normal states (a) have a relatively small loss. This leads the model to focus less on the normal states during training.

Despite the remarkable improvements of the previous studies, even the state-of-the-art models take little account of the abrupt changes in time-series data. Abrupt change refers to the drastic change of target values (either increase or decrease) beyond the extent of the changes observed in the recent past. These abrupt changes are challenging, if not impossible to predict based solely on previous observations of the target variable, as they are generally caused by unexpected and external events (e.g., natural disaster and war). Such changes break the auto-correlation structures, the periodic relationships between target variables, which are essential for a time-series forecaster to predict futures. One straightforward remedy is to laboriously collect external variables (e.g., annotations of external events) and enforce a model to learn the relationship between the collected variables and the target variables (i.e., cross-correlation). However, utilizing additional variables without thorough verification causes the model to learn a spurious correlation between variables, which worsens the generalization ability. Moreover, some abrupt changes have unknown causes (e.g., sensor malfunction), which cannot be addressed by simply collecting external variables.

While forecasting abrupt changes is known to be challenging [10, 19], even worse, another significant issue of abrupt changes is that they limit the generalization performance of forecasting models during the test phase. Deep learning models are known to correctly predict all training samples regardless of the noisy labels by simply memorizing them (i.e., overfitting) [28]. Our finding is that recent time-series forecasting models can easily memorize even abrupt changes in which the output sequence shows the different temporal characteristics (e.g., mean, variance, and periodic structure) with the input sequence as shown in Fig. 1. To be more specific, Fig. 1(a) and (b) show that the model
correctly predicts the target values during the training phase in both normal states (i.e., trend or periodicity of input sequence maintained in the output sequence) and abrupt changes, respectively. However, Fig. 1(c) illustrates that the model fails to correctly predict the abrupt change during the test phase. The main reason is that the model is heavily overfitted to the abrupt changes since they take a significant portion of the total loss value compared to the ones in normal states (i.e., heteroscedasticity problem as shown in Fig. 1(d)).

Fig. 2. (a) We trained a model with a training series including four abrupt changes (red-shaded regions). (b) While the losses caused by the abrupt changes are considerably high in the early training phase, they are reduced significantly after several epochs of training. (d) After the losses by abrupt changes are decreased, however, we observe that the test losses rather increase, implying the degraded generalization capability. (c) We mitigate such an issue by proposing a reweighting framework that down-weights the losses of samples containing the abrupt changes (blue arrow) and up-weights normal samples (red arrow). (d) The model trained with our proposed reweighting framework achieves lower test MSE compared to that of the model without our framework. (Color figure online)

Therefore, we propose a simple yet effective reweighting framework that encourages the model to balance the imbalanced loss between abrupt changes and normal states as shown in Fig. 2. Generally, time-series datasets do not provide explicit labels as to when the abrupt changes occur. Moreover, explicitly bisecting time stamps into abrupt changes and normal states is challenging since the definition of abrupt change may be vague depending on perspectives. Thus, we define a measure called Local Discrepancy (LD) which is used to determine how much a change in a given period of time is abrupt. By sliding a fixed-size window over the training time-series data, we compute the statistical difference between the in-output sequences as LD. Then, based on the observation that abrupt changes rarely appear in the training samples while normal states comprise the majority of the training set (i.e., data imbalance problem), we count the frequency of temporal changes based on LD. We divide the LD values into a predefined number of bins which are smoothed by kernel density estimation (i.e.,
estimated LD density). By obtaining low LD density for the abrupt changes and high ones for the normal states, we reweight loss values proportional to the estimated LD Density, which we term our method as ReLD. This enables us to emphasize the normal states which are the ones a model should learn for enhancing the forecasting capability. In summary, the main contributions of our work are as follows:

- Our findings reveal that the time-series forecasting performance is significantly degraded by the losses resulting from the abrupt changes, despite their relatively scarce occurrences compared to the normal states.
- Considering both the heteroscedasticity and data imbalance problems associated with the abrupt change, we propose a simple yet effective reweighting framework that adjusts the balance of the loss based on LD density, namely ReLD.
- Our reweighting framework consistently improves the performance of twelve existing time-series models on eight datasets, which reduces MSE by 10.1% on average and up to 18.6% when applied to the state-of-the-art model.
- ReLD also outperforms methods addressing the noisy samples such as smoothing, outlier filtering, and error-based baselines with a significant margin.

2 Related Work

2.1 Deep Learning Models for Time-Series Forecasting

Deep learning-based models that have shown successful results in various domains have been actively applied to the time-series forecasting problem, which was originally dominated by classic statistical-based models [2]. Recent studies focused on extending forecasting time [18, 26, 30, 31]. As the demand for long-term planning and early warning in the real-world applications has increased, long-term forecasting has become essential. Thus, transformer-based forecasting models, which are known to effectively learn global temporal patterns, have emerged. These studies proposed sparse attention mechanisms to reduce the computational cost of the canonical attention mechanism when processing long sequences. The previous studies have demonstrated their effectiveness on various time-series datasets across multiple domains. However, they do not deal with how the locally appearing anomalous patterns \(i.e.,\) abrupt changes of time series affect the generalization capability of models.

2.2 Robustness Against Noisy Samples and Data Imbalance

As aforementioned, deep learning models perfectly classify samples even with wrong annotations \(i.e.,\) noisy samples by simply memorizing them during the training phase [28], an issue explored widely in image classification [8, 15, 29]. Similarly, the abrupt changes in time-series forecasting are generally occurred by unexpected or unknown events, making them challenging to forecast correctly solely based on the previous time series. Due to this fact, perfectly forecasting
them during the training phase indicates that the models simply memorized them which are in fact noisy samples in the time-series data.

Unlike studies addressing noisy samples in other fields, the number of abrupt changes is excessively scarce compared to that of normal states in time-series, so considering the data imbalance in addition to the noisy samples is important. The main intuition of addressing data imbalance is to emphasize the training of the minor samples based on the frequency of each class \[ [17,27] \]. For example, Yang et al. [27] proposed the label distribution smoothing method that addresses the data imbalance in the image regression task. To tackle such data imbalance in time-series forecasting due to the scarce temporal patterns, few studies proposed an augmentation approach [19] or modified model architectures [10]. However, when addressing the data imbalance, they did not take account of models being overfitted to the scarce abrupt changes during the training phase. In this regard, we propose a reweighting framework that takes both issues into account: 1) abrupt changes work as noisy samples, and 2) they cause the data imbalance.

3 Method

We first describe the forecasting task in a rolling window setting \([16,18,26,30]\), which covers all possible in-output sequence pairs of the entire time series \( S = \{s_1, \ldots, s_T \mid s_t \in \mathbb{R}^m\} \), where \( T \) is the length of observed series and \( m \) denotes the number of variables at time \( t \). Univariate and multivariate time-series forecasting addresses time-series data with \( m = 1 \) and \( m > 1 \), respectively. By sliding a fixed-size window on \( S \), we obtain the windows \( \mathcal{D} = \{(\mathcal{X}_t, \mathcal{Y}_t)\}_{t=1}^N \), which are divided into two parts: input sequence \( \mathcal{X}_t = \{s_{t-I}, \ldots, s_{t-1}\} \) with given length \( I \) and output sequence \( \mathcal{Y}_t = \{s_t, \ldots, s_{t+O-1}\} \) with length \( O \) to predict. A forecaster \( f \) predicts the most probable length-\( O \) sequence in the future given the past length-\( I \) sequence by learning temporal dependencies in \( S \). We mainly address the loss imbalance caused by the in-output sequence pairs which include a large discrepancy between adjacent \( \mathcal{X}_a \) and \( \mathcal{Y}_a \) compared to other \( \mathcal{X}_t \) and \( \mathcal{Y}_t \) pairs where \( a \) is the time stamp with an abrupt change. However, since most time-series datasets do not provide a label for the abrupt change, we propose a training framework in an unsupervised setting.

3.1 Local Discrepancy

We propose the \textit{Local Discrepancy} (LD) based on a statistical difference in order to measure how two adjacent in-output sequences, \( \mathcal{X}_t \) and \( \mathcal{Y}_t \), are different from each other. We define LD as follows:

\[
\text{LocalDis}(\mathcal{X}_t, \mathcal{Y}_t) = \frac{\bar{\mathcal{X}}_t - \bar{\mathcal{Y}}_t}{\sqrt{\frac{s_{\mathcal{X}_t}^2}{I} + \frac{s_{\mathcal{Y}_t}^2}{O} + \varepsilon}} := v_t, \tag{1}
\]

where \( \bar{\mathcal{X}}_t \) is the sample mean and \( s_{\mathcal{X}_t} \) is the sample standard deviation of \( \mathcal{X}_t \).
Fig. 3. The four examples of temporal changes locally seen in time series data: (a) normal, (b) fluke, (c) frequency change, and (d) trend shift. Local discrepancy computed by the sliding window captures the three abrupt changes beyond the bounds (red line) seen in normal states. In the estimated LD density distribution, training samples with abrupt changes are visibly fewer than training samples with normal state and are sparsely distributed with large absolute local discrepancy. (Color figure online)

Statistical tests are generally used to determine whether means of two samples (i.e., groups of data points in a sequence) are identical or not [25]. In this regard, we leverage t-statistic\(^1\), a scalar value, as normalized discrepancy to measure how much two adjacent groups of samples are distinct. Figure 3 describes how LD reflects the different types of local temporal changes in time-series data (e.g., (a) normal changes, (b) fluke point, (c) frequency change, and (d) trend shift). The LD values of normal states oscillate within a certain range (see (a) red line) since the LD also has periodicity as proven by Theorem 1, but the LD values of abrupt changes is beyond the range of normal LD. Additionally, the periodicity and boundedness of LD in normal periodic series are theoretically discussed in Supplementary with all proofs.

**Theorem 1 (Periodicity of LD).** If \( f \) is a periodic function that satisfies \( f(t) = f(t + p) \),

\[
LD(a, a + L) = \frac{m(a) - m(a + L)}{\sqrt{s(a) + \frac{s(a+L)}{N}}} \tag{2}
\]

is also a periodic function with period \( p \), where \( m(a) = \frac{1}{N} \sum_{t \in I(a)} f(t) \), \( s(a) = \frac{1}{N} \sum_{t \in I(a)} (f(t) - m(a))^2 \), and \( I(a) = \{a + \frac{i}{N} \cdot L : i \}_{i=0}^{N-1} \) for range \([a, a + L]\) and sampling interval \( L/N \).

\(^1\) Other statistics such as KPSS and \( t \)-squared can be used as LD. However, when we conduct a preliminary experiment, the \( t \)-statistic measures better than others. We further discuss the details in Sect. 4.
As aforementioned, the definition of abrupt change may be vague depending on perspectives. Thus, rather than bisecting the time stamps into abrupt changes and normal states, we utilize LD values as weights of reweighting framework to mitigate the impact of abrupt changes in training phase. In other words, losses of training samples which have large absolute $v_t$ values will be down-weighed since we consider them to be close to the abrupt change. By computing LD over the training dataset $\mathcal{D}_{\text{train}}$ and each of $m$ dimensions, we obtain the dataset $\mathcal{D}_{\text{train}} = \{(X_t, Y_t, v_t)\}_{i=1}^N$ containing local discrepancy $v_t \in \mathbb{R}^m$ for prediction time $t$ and for each of $m$ dimensions. We then assign the weight $w_t = \frac{c}{|v_t|+1} \in \mathbb{R}^m$ to each training sample inversely to LD value of sample in $\mathcal{D}_{\text{train}}$ with constant $c$ as scaling factor. Finally, we calculate the reweighted MSE loss $L_w$ as follows:

$$L_w(Y_t, \hat{Y}_t) = \frac{1}{m \cdot O} \sum_{j=1}^{m} \sum_{i=0}^{O-1} w_t^j \cdot (s_{t+i}^j - \hat{s}_{t+i}^j)^2$$

where $\hat{Y}_t$ is forecasting results of $f$ conditioned on $X_t$. Through this simple reweighting framework which assigns weight inversely to LD values, namely $\text{invLD}$, we down-weight the loss of abrupt changes (large absolute LD) and up-weight the loss of normal states (small absolute LD), following the observation that the original MSE loss in the presence of abrupt changes is much larger than the loss at the normal state. Reweighting MSE only based on LD, however, does not take into account the property that normal states frequently appear while the abrupt changes are rarely included in the time-series data. We further improve our reweighting framework by considering such frequency differences between abrupt changes and normal states.

### 3.2 Density-Based Reweighting for Time-Series Forecasting

![LD Density-based reweighting](image)

**Fig. 4.** For the real-world dataset (ETTh1), we visualize the estimated LD density distribution and the averaged MSE loss of samples in each LD bin after training a forecaster for one epoch. Our density-based re-weighting framework effectively down-weights (blue arrow) the losses on abrupt changes (low density and large LD) and up-weights (red arrow) those on normal states (high density and small LD). (Color figure online)
Time series often exhibit both short-term and long-term repeating patterns [14] by periodicity, and taking them into account is crucial for making accurate predictions. Suppose a time series which has large shifts in a short period, but repeated. We can assume such large shifts are part of the normal states considering their frequent occurrences. However, this temporal pattern is down-weighted because of their large LD values regardless of the number of occurrences. In other words, invLD based on the inverse of LD (i.e., \( w_t \propto \frac{1}{|v_t|} \)) will not only down-weight the loss values of abrupt changes but also those of normal states, which the model should learn to properly forecast. Therefore, we improve the time-series forecasting by considering the frequency of temporal changes (i.e., LD density) when reweighting loss values in time-series forecasting.

Inspired by deep imbalanced regression [27], we use the kernel density estimation to address the missing regions between continuous LD spaces. Through the estimated density of LD \( \tilde{p}(v) \), we assign the weight \( w_t = c \cdot \tilde{p}(v_t) \propto \tilde{p}(v_t) \) and use these weights to train a model as \( L_w \) described in Eq. 3. Figure 4 demonstrates that our final reweighting framework based on LD density, ReLD, mitigates the imbalanced loss problem in a real-world dataset. The procedure of our framework is described in Algorithm 1.

**Algorithm 1 ReLD: Reweighting framework based on Local Discrepancy Density**

**Require:** Training set \( \mathcal{D} = \{(\mathcal{X}_t, \mathcal{Y}_t)\}_{t=1}^N \), bin size \( \Delta b \), symmetric kernel distribution \( k(v, v') \)

Compute Local Discrepancy \( \text{LD} (\mathcal{X}_t, \mathcal{Y}_t) = \frac{\bar{\mathcal{X}}_t - \bar{\mathcal{Y}}_t}{\sqrt{\frac{s^2_{\mathcal{X}_t}}{n} + \frac{s^2_{\mathcal{Y}_t}}{n} + \varepsilon}} := v_t \)

Compute the empirical label density distribution \( p(v) \) based on \( \Delta b \) and \( \mathcal{D} \)

Compute the effective label density distribution \( \tilde{p}(v') := \int k(v, v') p(v) dv \)

for all \( (\mathcal{X}_t, \mathcal{Y}_t, v_t) \in \mathcal{D} \) do

Assign weight for each sample as \( w_t \propto c \cdot \tilde{p}(v_t) \) (constant \( c \) as scaling factor)

end for

for all number of training iterations do

Sample a mini-batch \( \{(\mathcal{X}_b, \mathcal{Y}_b, w_b)\}_{b=1}^B \) from \( \mathcal{D} \)

Forward \( \{\mathcal{X}_b\}_{b=1}^B \) and get corresponding predictions \( \{\hat{\mathcal{Y}}_b\}_{b=1}^B \)

Do one training step using the weighted loss \( \frac{1}{B} \sum_{b=1}^B L_{w_b}(\hat{\mathcal{Y}}_b, \mathcal{Y}_b) \)

end for

4 Experiments

This section demonstrates that our proposed framework consistently improves existing time-series forecasting models regardless of the architectures. We also provide other experiments in the Supplementary, which include results on synthetic series, hyperparameter sensitivity of the proposed method, qualitative
results, and details for reproducibility. Our source code and Supplementary are available at GitHub\(^2\).

4.1 Experiment Setting

**Dataset Descriptions.** As mainstream benchmarks, ETT are widely used to evaluate long-term forecasting methods [18, 26, 30, 31] ETT contains the crucial indicators (e.g., oil temperature, load, etc.) collected from the electricity transformers over two years, and are categorized into four datasets depending on the location (ETT1 and ETT2) and interval (15 min and one hour). Electricity dataset contains the hourly electricity consumption of 321 customers from 2012 to 2014. Weather dataset is recorded every 10 min for a year, which contains 21 meteorological indicators (e.g., air temperature, humidity, etc.). Pump dataset is collected from 52 sensors monitoring the water pump. AirQuality dataset [6], taken from the UCI repository, contains hourly averaged responses obtained from five metal oxide chemical sensors of an chemical multi-sensor. Traffic dataset compiles hourly data from the California Department of Transportation, detailing the occupancy rates of roads as measured by different sensors on freeways in the San Francisco Bay area. All dataset sources can be found in Supplementary.

**Forecasting Models.** To verify that our reweighting framework works consistently in existing forecasting models, we applied it to 12 forecasting models and reported the reduced forecasting errors by applying ReLD. The baselines are roughly categorized into three groups: Transformer-based [12, 16, 18, 23, 26, 30, 31], CNN-based [4], and RNN-based [3, 14] models. We also include two univariate forecasting models: DeepAR [21] and N-BEATS [20]. We applied our ReLD to the baselines without additional external data indicating abrupt changes or modifications of architectures.

**Experiment Details.** The forecasting performance is measured using the mean square error (MSE). Note that we follow the evaluation protocol proposed by previous work [26, 30], including normalization through the mean and standard deviation of the train dataset. We conducted experiments on five different lengths of time series. All reported values are averaged MSE from five independent experiments with different random initializations. Due to the space limit, the main paper only reports the averaged MSE while the Supplementary includes the full benchmarks along with the confidence intervals.

\(^2\) https://github.com/junwoopark92/ECMLPKDD2023-ReLD.
Table 1. Multivariate results with different input length $I$ and prediction lengths $O$. A lower MSE indicates a better prediction and the best results in each row are bolded. Imp. means averaged MSE reduction rate for a given model and dataset. Total denotes the averaged MSE reduction rate of a given dataset across all baselines models. The full results, including other ETT datasets and univariate results, are available in Supplementary with their corresponding confidence intervals.

| Models     | FEFormer | PyFormer | Autoformer | Informer | Refformer | LSTNet | LSTMa | TCN | Total |
|------------|----------|----------|------------|----------|-----------|--------|-------|-----|-------|
| I/O        | base     | ReLD     | base       | ReLD     | base      | ReLD   | base  | ReLD| ReLD  |
| ETTm1      | 0.356    | 0.364    | 0.544      | 0.462    | 0.585     | 0.675  | 0.648 | 0.644| 0.675  |
| 336/168    | 0.365    | 0.376    | 0.559      | 0.524    | 0.719     | 0.731  | 0.719 | 0.731| 0.759  |
| 336/336    | 0.385    | 0.399    | 0.569      | 0.546    | 0.734     | 0.754  | 0.734 | 0.754| 0.788  |
| 336/720    | 0.411    | 0.434    | 0.586      | 0.569    | 0.756     | 0.776  | 0.756 | 0.776| 0.807  |
| Imp.       | 0.00%    | -0.00%   | -0.00%     | -0.00%   | -0.00%    | -0.00% | -0.00%| -0.00%| -0.00% |
| ETTm2      | 0.287    | 0.303    | 0.437      | 0.487    | 0.682     | 0.701  | 0.682 | 0.701| 0.726  |
| 336/168    | 0.343    | 0.356    | 0.556      | 0.569    | 0.719     | 0.741  | 0.719 | 0.741| 0.768  |
| 336/336    | 0.388    | 0.399    | 0.579      | 0.596    | 0.734     | 0.754  | 0.734 | 0.754| 0.788  |
| 336/720    | 0.425    | 0.439    | 0.608      | 0.612    | 0.756     | 0.776  | 0.756 | 0.776| 0.807  |
| Imp.       | 0.00%    | -0.00%   | -0.00%     | -0.00%   | -0.00%    | -0.00% | -0.00%| -0.00%| -0.00% |
| Weather-3  | 0.288    | 0.301    | 0.427      | 0.447    | 0.658     | 0.695  | 0.658 | 0.695| 0.716  |
| 48/48      | 0.388    | 0.400    | 0.558      | 0.569    | 0.719     | 0.741  | 0.719 | 0.741| 0.768  |
| 96/96      | 0.487    | 0.501    | 0.579      | 0.596    | 0.734     | 0.754  | 0.734 | 0.754| 0.788  |
| 192/384    | 0.511    | 0.525    | 0.608      | 0.612    | 0.756     | 0.776  | 0.756 | 0.776| 0.807  |
| Imp.       | 0.00%    | -0.00%   | -0.00%     | -0.00%   | -0.00%    | -0.00% | -0.00%| -0.00%| -0.00% |
| AirQuality | 0.288    | 0.301    | 0.427      | 0.447    | 0.658     | 0.695  | 0.658 | 0.695| 0.716  |
| 48/48      | 0.388    | 0.400    | 0.558      | 0.569    | 0.719     | 0.741  | 0.719 | 0.741| 0.768  |
| 96/96      | 0.487    | 0.501    | 0.579      | 0.596    | 0.734     | 0.754  | 0.734 | 0.754| 0.788  |
| 192/384    | 0.511    | 0.525    | 0.608      | 0.612    | 0.756     | 0.776  | 0.756 | 0.776| 0.807  |
| Imp.       | 0.00%    | -0.00%   | -0.00%     | -0.00%   | -0.00%    | -0.00% | -0.00%| -0.00%| -0.00% |
| Pumps      | 0.288    | 0.301    | 0.427      | 0.447    | 0.658     | 0.695  | 0.658 | 0.695| 0.716  |
| 48/48      | 0.388    | 0.400    | 0.558      | 0.569    | 0.719     | 0.741  | 0.719 | 0.741| 0.768  |
| 96/96      | 0.487    | 0.501    | 0.579      | 0.596    | 0.734     | 0.754  | 0.734 | 0.754| 0.788  |
| 192/384    | 0.511    | 0.525    | 0.608      | 0.612    | 0.756     | 0.776  | 0.756 | 0.776| 0.807  |
| Imp.       | 0.00%    | -0.00%   | -0.00%     | -0.00%   | -0.00%    | -0.00% | -0.00%| -0.00%| -0.00% |

4.2 Main Results

As shown in Table 1, applying our reweighting framework reduces the MSE consistently in all existing time-series forecasting models across different datasets and varying length-averaged settings. In addition, the lowest MSE in each setting was generally achieved by the models which applied ReLD. We also observe that the performance improvements vary depending on the datasets. For example, applying ReLD to the baselines achieves an average of 21.14% lower MSE compared to the average of original errors on ETTm2. On the other hand, applying ReLD achieves only 3.97% lower MSE on average with AirQuality dataset. We analyze such an issue in Sect. 4.5.

4.3 Comparisons with Other Methods

Smoothing and Outlier Filtering Methods. Table 2(a) compares our ReLD with two smoothing and outlier filtering methods. Moving average (MA) and exponential MA (EMA) are widely used smoothing techniques that remove noise and reduce values of outliers, allowing meaningful temporal patterns to stand out. Similarly, outlier filtering also mitigates the influence of outliers on learning the normal patterns. However, we observe that adopting such methods
Table 2. Comparison with other methods which can deal with abrupt changes. We conduct experiments using ETTm2 dataset on two recent state-of-the-art time-forecasting models. ‘↔’ indicates adopting the method in place of the original L2 loss and ‘+’ indicates adding the method to the original L2 loss.

| Group | Models | FEDformer | Autoformer |
|-------|--------|-----------|------------|
|       | Methods | (1→0)     | Imp.       |
|       |         | MSE       | MAE        | MSE       | MAE        | MSE       | MAE        | MSE       | MAE        | MSE       | MAE        |
| Vanilla (L2) | 0.343 | 0.406 | 0.338 | 0.387 | 0.432 | 0.461 | 0.309 | 0.371 | 0.508 | 0.490 | 0.502 | 0.478 |
| (a) + MA | 0.355 | 0.411 | 0.343 | 0.388 | 0.418 | 0.443 | 0.313 | 0.374 | 0.431 | 0.447 | 0.542 | 0.500 | −0.85% |
| + EMA | 0.364 | 0.419 | 0.343 | 0.389 | 0.404 | 0.432 | 0.319 | 0.377 | 0.516 | 0.473 | 0.549 | 0.506 | 1.33% |
| + Outlier | 0.292 | 0.364 | 0.330 | 0.380 | 0.405 | 0.429 | 0.384 | 0.422 | 0.420 | 0.444 | 0.468 | 0.475 | −3.26% |
| (b) ↔ L1 | 0.282 | 0.345 | 0.321 | 0.366 | 0.402 | 0.416 | 0.308 | 0.368 | 0.349 | 0.391 | 0.434 | 0.439 | −11.24% |
| ↔ Huber | 0.285 | 0.353 | 0.322 | 0.369 | 0.418 | 0.432 | 0.307 | 0.369 | 0.398 | 0.424 | 0.452 | 0.456 | −8.32% |
| ↔ IRLS | 0.281 | 0.345 | 0.322 | 0.368 | 0.398 | 0.416 | 0.292 | 0.356 | 0.350 | 0.387 | 0.435 | 0.433 | −12.12% |
| ↔ Focal-R | 0.403 | 0.451 | 0.377 | 0.423 | 0.504 | 0.523 | 0.315 | 0.379 | 0.445 | 0.463 | 0.520 | 0.497 | 6.02% |
| ↔ flip Focal-R | 0.284 | 0.344 | 0.322 | 0.367 | 0.405 | 0.417 | 0.307 | 0.366 | 0.371 | 0.405 | 0.470 | 0.453 | −9.70% |
| (c) + invLD | 0.282 | 0.343 | 0.326 | 0.374 | 0.402 | 0.414 | 0.288 | 0.353 | 0.343 | 0.385 | 0.411 | 0.421 | −12.82% |
| + ReLD | 0.275 | 0.339 | 0.315 | 0.361 | 0.393 | 0.409 | 0.283 | 0.348 | 0.331 | 0.377 | 0.413 | 0.422 | −14.34% |

either shows insignificant performance improvement or rather aggravates the time-series forecasting performance.

**Error-Aware Loss.** We also compare our method with error-based reweighting approaches for robust regression, which aims at mitigating heteroscedasticity problem, (L1, Huber [11], and IRLS [5]) and data imbalance problem (Focal-R [17,27] and flip Focal-R). Focal-R, the regression version of focal loss, allows a model to focus on samples with relatively large loss while down-weighting loss on samples with small errors. It works in a way that is contrary to our findings. We modified such an approach by putting negation on the input of Focal-R, termed as flip Focal-R (Details in Supplementary). Table 2(b) shows that the performance of Focal-R is rather degraded while that of flip Focal-R improved. Such a result well demonstrates that our intuition, de-emphasizing the samples with high loss, is valid. Also, we observe that utilizing other error-based approaches fails to outperform our proposed method. We conjecture such superior performance of ReLD is mainly due to reflecting the temporal changes and periodicity.

**Ablation Study of Our Reweighting Framework.** We conduct the ablation study of our proposed method by comparing our full framework ReLD and an approach which considers the LD values only (invLD). Table 2(c) shows that our full framework is superior to invLD. Additionally, we observe that both approaches outperform the methods in (a) and (b).

### 4.4 Variants for Local Discrepancy

We propose the **Local Discrepancy (LD)** based on the statistics formulated by a statistical test, Welch’s t-test [25], in order to measure how two adjacent in-output sequences, \( X_t \) and \( Y_t \), are different from each other. There may exist other
Table 3. Ablation study on variants of local discrepancy used in our reweighting framework. We compare models which uses 1) KPSS, 2) \( t \)-squared, and 3) \( t \)-statistic. The \( t \)-statistic shows more consistent and superior results compared to other statistics in the multivariate setting.

| Model           | Dataset         | ETTh1 | ETTh2 | ETTm1 | Imp. |
|-----------------|-----------------|-------|-------|-------|------|
|                 |                 | 96    | 168   | 336   |      |
| Pyraformer      |                 | 0.645 | 0.864 | 0.933 |      |
| Pyraformer + KPSS |              | 0.554 | 0.782 | 0.909 | 1.609 |
| Pyraformer + \( t \)-squared |          | 0.640 | 0.809 | 0.898 | 1.440 |
| Pyraformer + \( t \)-statistic |            | 0.534 | 0.742 | 0.889 | 1.173 |
| Autoformer      |                 | 0.442 | 0.504 | 0.569 | 0.386 |
| Autoformer + KPSS |             | 0.446 | 0.528 | 0.486 | 0.358 |
| Autoformer + \( t \)-squared |           | 0.454 | 0.521 | 0.515 | 0.357 |
| Autoformer + \( t \)-statistic |          | 0.444 | 0.491 | 0.511 | 0.351 |
| Informer        |                 | 0.908 | 1.372 | 1.343 | 3.400 |
| Informer + KPSS |                 | 0.850 | 1.215 | 1.215 | 3.050 |
| Informer + \( t \)-squared |          | 0.871 | 1.262 | 1.234 | 2.796 |
| Informer + \( t \)-statistic |          | 0.856 | 1.113 | 1.151 | 2.462 |

The \( t \)-statistic shows more consistent and superior results compared to other statistics in the multivariate setting.

We can interpret the time-series data in terms of stochastic processes. KPSS tests are used for testing a null hypothesis that an observable time series is stationary around a deterministic trend (i.e., trend-stationary) against the alternative of a unit root. When the given time series is trend stationary, the KPSS statistic has
small value, which is close to zero. Thus, to measure the degree of abruptness of a change in a given period of time, we leverage the KPSS statistic as LD:

$$\text{LocalDis} \left( \text{concat}(X_t, Y_t) \right) = \frac{1}{(I + O)^2} \sum_{i=-I}^{O-1} \frac{\varepsilon_t^2}{\sigma^2} := v_t \quad (5)$$

where $\varepsilon_t$ is partial sum of the residuals and $\hat{\sigma}^2$ is the estimate of the long-run variance of the residuals as follows:

$$\mathcal{E}_k = \sum_{k=1}^{t} e_i, \quad e = (e_{t-I}, e_{t-I+1}, \ldots, e_{O-1})$$

where $e$ means OLS residuals when regressing the concatenated in-output sequence (i.e., concat$(X_t, Y_t)$).

We observe that our reweighting framework consistently outperforms the ones without our framework regardless of the statistics used for measuring the local discrepancy. While we empirically confirmed that using t-statistic is more suitable for LD compared to KPSS or t-Squared statistic, such result demonstrates that our framework can be used with any statistics measure the user deems appropriate.

4.5 Dataset Analysis

Preserving the Robustness on the Abrupt Changes. Since we impose less emphasis on the abrupt changes during the training phase, utilizing our framework may limit the model’s ability to cope with the abrupt changes in the test phase. Table 4 reports the MSE of test samples by categorizing them into time series with abrupt changes and those without abrupt changes. For the experiment, we generated synthetic time-series dataset and injected abrupt changes into the series since the real-world dataset does not have labels for abrupt changes. As originally intended, applying our framework achieves larger MSE reduction rates (i.e., $\text{MSE}_N$) compared to the ones without ReLD. As for the MSE of abrupt changes (i.e., $\text{MSE}_A$), the $\text{MSE}_A$ of three models decreased, and those of Pyraformer show competitive forecasting results. This result shows that our ReLD improves the forecasting performance on normal samples while preserving the robustness on the abrupt changes.

Different Performance Gains Across Datasets. From the multivariate results (Table 1) and univariate results, we found that the reduction rates of MSE vary depending on the datasets. For an in-depth analysis, we present the correlation between the average of reduction rate and the average of LD for each dataset using the scatter plot in Fig. 5. We observed a positive linear correlation between LD and the reduction rate, indicating that we obtain a higher reduction rate of MSE as the average of LD increases in a given dataset. To further demonstrate such a finding, we intentionally inject abrupt changes into the Traffic and ECL, the datasets which showed the marginal improvements in
Table 4. Forecasting results by categorizing time-series sequences into normal states and abrupt changes. We observe that our ReLD significantly reduces MSE on normal states (MSE\(_N\)) while also showing comparable MSE on abrupt changes (MSE\(_A\)).

| Prediction length | 48 | 96 | 168 | 336 | 720 | Averaged Imp. |
|-------------------|----|----|-----|-----|-----|---------------|
| Model             |    |    |     |     |     |               |
|                   | Base | ReLD | Base | ReLD | Base | ReLD | Base | ReLD | Base | ReLD | Base | ReLD | Base | ReLD | Total |
| Pyraformer        | 0.0702 | 0.0305 | 0.0580 | 0.0232 | 0.0547 | 0.0221 | 0.0049 | 0.0326 | 0.0049 | 0.0326 | 0.0049 | 0.0326 | 0.0247 | 0.0247 | −47.67% | −27.38% |
| MSE\(_N\)         | MSE\(_A\) |
| Autoformer        | 0.2063 | 0.1473 | 0.2560 | 0.1430 | 0.2137 | 0.1261 | 0.3645 | 0.1857 | 0.5099 | 0.3950 | 0.37.06% | −33.25% |
| N-BEATS           | 0.3331 | 0.3794 | 0.6109 | 0.5375 | 0.5989 | 0.5944 | 0.6497 | 0.4197 | 0.2853 | 0.2809 | 0.1.12% |
| MSE\(_N\)         | MSE\(_A\) |
| Informer          | 0.1350 | 0.0538 | 0.0819 | 0.0341 | 0.0782 | 0.0344 | 0.2854 | 0.0492 | 0.5564 | 0.1775 | −64.96% | −51.84% |
| MSE\(_N\)         | MSE\(_A\) |

Fig. 5. Scatter plots showing the correlation between the averaged LD of each dataset and MSE reduction rates of experiments on the multivarite and univariate settings.

the univariate setting. We obtained a larger reduction rate of MSE with both Traffic and ECL including intentional abrupt changes compared to the original datasets. This demonstrates that the marginal performance gain in both Traffic and ECL is due to the few number of abrupt changes in the dataset. We emphasize that using ReLD does not degrade performance on such datasets, if not marginally improve it, due to a few number of abrupt changes inevitably included in time-series datasets.

4.6 Computational Cost of ReLD

Our reweighting framework requires a marginal amount of additional computational cost of calculating the weights for all input-output sequences before training. As shown in Table 5, the cost of calculating the weights on datasets with multiple settings is less than 1% of the time it takes to train with the dataset during one epoch. The absolute time was mostly less than 1 s.


Table 5. The processing time of ReLD and training time of Autoformer.

| Dataset     | # of Windows | Window size (I + O) | # of Series | ReLD time (a) (seconds) | Training time (b) (seconds per epoch) | Ratio (a)/(a) + (b) |
|-------------|--------------|---------------------|-------------|-------------------------|---------------------------------------|-------------------|
| ETTh1       | 8449         | 192 (96 + 96)       | 7           | 0.18                    | 38.12                                 | 0.47%             |
| ETTh2       | 8449         | 192 (96 + 96)       | 7           | 0.17                    | 39.11                                 | 0.43%             |
| ETTm1       | 34369        | 192 (96 + 96)       | 7           | 0.69                    | 154.68                                | 0.44%             |
| ETTm2       | 34369        | 192 (96 + 96)       | 7           | 0.68                    | 160.31                                | 0.42%             |
| Weather-hour| 5093         | 1056 (336 + 720)    | 21          | 0.63                    | 121.19                                | 0.52%             |
| Pump        | 9610         | 672 (336 + 336)     | 35          | 1.22                    | 125.30                                | 0.96%             |
| ECL         | 17741        | 672 (336 + 336)     | 1           | 0.08                    | 94.67                                 | 0.08%             |
| Traffic     | 11225        | 1056 (336 + 720)    | 1           | 0.07                    | 99.05                                 | 0.07%             |

5 Discussion and Limitation

In this paper, we reveal that abrupt changes between adjacent sequences deteriorate the generalization performance of time-series forecasting models by occupying most of the losses despite their scarce occurrence in the training set. To solve this problem, we propose a simple yet effective reweighting framework that down-weights loss values of abrupt changes and up-weights those of normal states based on LD density. Although our ReLD consistently enhances the performance on real-world datasets, there is a limitation we found. We assume that an abrupt change is caused by unobserved external variables. However, if we can have access to those variables, our framework may not show performance improvement from the down-weighted losses of the abrupt changes.
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1 Introduction

Time series forecasting is considered one of the major steps in principled decision-making in a wide range of applications [11,13,19]. However, due to the complex and time-evolving nature of time series, forecasting has also been considered one of the most challenging tasks in time series analysis. Hence, time series may encompass sources of non-stationary variations and, as a result, be most often subject to the so-called concept drift phenomenon [9]. Several Machine Learning (ML) models have been effectively applied to address time series forecasting [4,17,18,21]. In particular, Deep Neural Networks (DNNs) have shown some improvements over previous shallow neural net architectures and have been successfully applied to time series forecasting [16]. Their success is mainly linked to their ability to address non-linearity and capture complex temporal patterns in time series data [16]. Recurrent-based NNs such as Long Short-Term Memory Networks (LSTMs), as well as Convolutional Neural Networks (CNNs), are considered State-of-the-Art (SoA) NN methods in the forecasting task [16]. More recently, particular attention has been given to CNNs due to their proven ability to automatically learn new enriched feature representations from raw input time series data [14]. Nevertheless, it has been proven that in many cases, classical ML models, such as linear autoregression models and exponential smoothing, can be effective in forecasting time series data, especially if the data is rather small and relatively simple [6]. These models are generally faster to train and require less data than deep learning models.

Even though some rules can guide the selection of an adequate family of ML models for forecasting, such as the complexity of the problem and the size of the data [6], it is widely agreed that none of the existing ML models is universally valid for all forecasting problems. This seems to be a direct consequence of the No Free Lunch theorem established by Wolpert [25], which implies that no learning algorithm can be optimal for all learning tasks. Furthermore, ML models can exhibit time-dependent behavior, even when used in the same forecasting application. This means that their accuracy may not remain consistent over time as a result of the aforementioned challenges in time series modeling [17,18]. Therefore, one reasonable solution would be to combine the forecasts of many experts, i.e., models, using an ensemble technique [4,21].

Ensemble learning can be divided into three main stages. The first consists of base model generation, where \( N \) multiple possible hypotheses are formulated to model a given time series. Second, ensemble pruning is performed, where only a subset of \( M < N \) hypotheses is kept. Finally, ensemble aggregation or combination takes place to combine the predictions of the individual models into one single prediction. More recently, the concept of the so-called Regions of Competence (RoCs) of a forecasting model, i.e., time series parts in which the forecasting model outperforms other candidate models, is shown to be very useful for both online single model selection [17] and ensemble pruning [15,18] in the task of time series forecasting. The determination of the forecasting models’ RoCs can be done in several ways. Some works have considered model-agnostic approaches [5,15], while others have focused on specific methods to
DNNs [17,18]. For ensemble aggregation, several approaches, ranging from averaging tactics [19] to applying meta-learning methods [8,24], have been proposed to learn how to combine individual models. Finding the optimal strategy for ensemble aggregation remains an open research question, particularly when the ensemble needs to be updated in real-time [20,22].

In this paper, we leverage both the power of CNNs as powerful feature extractors and ensemble learning to build an online deep hybrid ensemble model for time series forecasting. Hence, the ensemble is composed of many convolutional layers connected to a pool of heterogeneous models, including neural networks and classical ML models. The final prediction is output using a weighted average. We exploit the concept of models’ RoCs to set up the weights in a timely adaptive manner. The RoCs of these models are determined using a gradient-based approach that establishes a mapping between the input time series and the performance of the models in the pool. At each time step, the weights are decided using the distance between the recent observed window of time series observations (i.e., lagged values used to compute the forecast) and the pre-computed RoCs. Additionally, the pre-computed RoCs are adaptively updated in an informed manner following concept drift detection in the time series. This adaptation aims at taking into account the probable presence of new concepts in the data when computing RoCs. These RoCs can also be exploited to provide suitable explanations for the reason behind opting for a given aggregation strategy, i.e., particular model weights setting, at a given time instant.

We further conduct an extensive empirical analysis to validate our method using 98 real-world time series datasets from various application domains. The obtained results demonstrate that our method achieves excellent results in comparison to the SoA approaches for online ensemble learning as well as several baselines for time series forecasting. The conducted experiments are fully reproducible, and both code and datasets are publicly available\(^1\). The main contributions of this paper are thus summarized as follows: We present a novel online deep hybrid ensemble for time series forecasting that combines CNN with a pool of heterogeneous ML models, including neural networks and classical ML models; Ensemble aggregation is performed using gradient-based pre-computed Regions of Competence (RoCs) in a timely adaptive manner following concept drift detection in time series; We exploit the gradient-based RoCs to generate saliency maps that provide suitable explanations for the reason behind opting for a specific aggregation strategy, i.e., weights setting, at a certain time instant. We provide a comparative empirical study with state-of-the-art methods and discuss their implications in terms of predictive performance and scalability.

2 Related Works

Several works in the literature highlighted the usefulness of using online heterogeneous ensembles, i.e., ensembles composed of individual models belonging to

---

\(^1\) [https://github.com/MatthiasJakobs/odh_ets](https://github.com/MatthiasJakobs/odh_ets)
different families of ML models \[4, 5, 8, 15, 22\] for time series forecasting, especially when these ensembles are designed to cope with the time-evolving nature of time series and the presence of concept drifts \[19–21\]. More recently, online ensembles of DNNs have also been successfully applied in the task of time series forecasting \[18\]. Many of these methods focus on optimizing one or many stages in ensemble learning, and amongst them, ensemble aggregation receives most of the interest \[4, 5, 8, 15\]. Recent works focused restrictively on the online convex linear weighted combination of individual models \[8, 20–22\]. These works apply different paradigms to estimate the weights of each model. Thus, learning the optimal combination strategy is an important research question \[5, 22\]. In the first part of this section, we briefly describe the State-of-the-Art methods for online model combination in ensemble frameworks. Then, since our aggregation policy is based on the concept of RoCs, the second part of this section is dedicated to ensemble learning using the individual models’ RoCs.

2.1 On Online Ensemble Aggregation for Time Series Forecasting

Aggregation strategies in an ensemble can be categorized into three main families \[20\]. The first family includes averaging approaches. Ensemble models often use simple averaging to combine the outputs of individual models in both forecasting and regression tasks \[18\]. Weighted averages can also be used with a time-sliding window and a forgetting mechanism to prioritize recent observations \[19\]. These approaches assume that the immediate future is more likely to resemble the most recent past. The second family relies on the Regret Minimization paradigm, where regret refers to the average error relative to the best possible outcome. Several online ensemble aggregation methods in the literature use regret minimization, including the exponentially and polynomially weighted averages \[8\], as well as the fixed share aggregation, which tracks the best expert in a time series. Additionally, Zinkevich et al. \[26\] proposed an approach based on online gradient descent that minimizes regret while guaranteeing theoretical loss bounds. The third family is based on meta-learning. Meta-learning is defined as a way of modeling the learning process of a given algorithm, and it can be exerted for ensemble aggregation to learn combination rules of individual models \[4, 8, 20, 22\]. One popular approach for meta-learning-based online ensemble aggregation involves using multiple regression on the outcome of individual models. Gaillard and Goude \[8\] used ridge regression to adaptively estimate the ensemble weights. In \[4\], a meta-learning approach based on arbitrating, where the weights of individual models are combined based on their predicted loss, is proposed. In the same context, Saadallah et al. \[21\] introduced a meta-learning framework based on adaptive clustering. This method performs an online adaptive clustering of candidate models after selecting them using a drift-aware method. Finally, cluster representatives are integrated into a sliding-window weighted ensemble. More recently, Deep Reinforcement Learning (DRL) was leveraged as an online aggregation meta-learning procedure for learning linearly weighted ensembles \[20, 22\]. In these works, the aggregation policy in ensembles is modeled as a sequential
decision-making process and an actor-critic DRL-based approach that aims at learning the optimal weights of models in a continuous action space is used.

2.2 On Ensemble Learning Using RoCs

The concept of Regions of Competence (RoCs) has been used for ensemble learning, more precisely for ensemble pruning, i.e., the selection of individual models to take part in the ensemble [4, 5, 15], in the forecasting task. In [15], at test time, the most similar pattern to the current input (i.e., in our case, time series input sequence) is determined, and the model with the smallest error is selected for prediction. In [4, 5], meta-learning is used to build models capable of modeling the competence of each ensemble member across the input space. The authors frame their ensemble learning as a ranking task, in which ensemble members are ranked sequentially by their decreasing weight (i.e., the one predicted to perform better is ranked first). Correlation among the output of the individual models is used to quantify their redundancy. A given individual model is penalized for its correlation to each individual model already ranked. If it is fully correlated with other individual models already ranked, its weight becomes zero. Opposingly, if it is completely uncorrelated with its ranked peers, it gets ranked with its original weight. In the above methods, the meta-models responsible for computing the RoCs are kept static over time. Only distances or error comparison is performed online in a blind manner at each time step, i.e., without taking into account the occurrence of significant changes in either the time series data or the performance of the candidate models. More recently, In [17], the authors use the most salient parts of the time series, called the models Region of Competence, to forecast new, unseen data points by comparing the new data to its historical record using an ensemble of DNNs. To extract these Regions of Competence, they use a variation of Grad-CAM [23], a gradient-based heat mapping method for highlighting important input regions in CNNs used for computer vision applications. Although the RoCs are updated following concept drift detection in time series, the proposed method is specific to a particular class of DNNs, namely Convolutional Neural Networks (CNNs). In this work, we exploit the gradient-based approach presented in [17] and generalize it to an ensemble of heterogeneous pool models connected to CNN layers devised to enable the extraction of meaningful time series representation and compute the RoCs of the models in the pool. These RoCs are used to attribute weights to the ensemble members in a timely manner and provide suitable explanations for these weights at a given time instant. The RoCs are updated in an informed manner following concept drift detection in time series.

3 Methodology

In this section, we present our method and its main stages. In the first stage, we design the hybrid network architecture that encompasses the pool of models. The second stage consists of determining the gradient-based RoCs of these
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models using time-sliding windows over a validation set. In the third stage, to
generate a forecast at a given time \( t_f \), the predictions of the individual models
in the pool are combined using an RoC-based weighted average. The ensemble
aggregation is also made in an adaptive, informed manner following concept drift
detection in the time series. In addition, the RoCs can be used to provide suitable
explanations for the reason for using particular weights at a particular point in
time. Practical examples of explanations are presented in detail in Sect. 4. Our
framework is referred to as **ODH-ETS**: Online Deep Hybrid Ensemble learning
for Time Series forecasting in the rest of the paper.

### 3.1 Preliminaries

A time series \( X \) is a temporal sequence of values, where \( X_{1:t} = \{x_1, x_2, \cdots, x_t\} \)
is a sequence of \( X \) recorded until time \( t \) and \( x_i \) is the value of \( X \) at time \( i \). Denote with \( M = \{M_1, M_2, \cdots, M_N\} \) a pool of \( N \) trained models. Let \( \hat{x} = (\hat{x}_{t+1}^{M_1}, \hat{x}_{t+1}^{M_2}, \cdots, \hat{x}_{t+1}^{M_N}) \) be the vector of forecast values of \( X \) at time instant \( t + f \), \( f \geq 1 \) (i.e. \( x_{t+f} \)) by each of the models in \( M \). It is possible to formally write
an ensemble of these \( N \) models for predicting \( x_{t+f} \) as a convex combination of
their individual predictions at \( t + f \).

\[
\hat{x}_{t+f}^E = \sum_{j=1}^{N} w_{t+f}^{M_j} \hat{x}_{t+f}^{M_j},
\]

where \( w_{t+f}^{M_j}, j \in \{1, \cdots, N\} \), determine the weights attributed to the model \( M_j \).

The weights are time-dependent as the optimal weight setting (i.e., aggregation
strategy) should naturally be dependent on the dynamics of the time series
data that change over time. In our work, the weights are adapted over time
using timely computed distances between the current input time sequence of
\( l \)-lagged values and the individual models’ RoCs. We divide the time series \( X_t \)
into \( X_{\omega}^{train} = \{x_1, x_2, \cdots, x_{t-\omega}\} \) and \( X_{\omega}^{val} = \{x_{t-\omega+1}, x_{t-\omega+2}, \cdots, x_t\} \), where \( \omega \)
is a provided window size. \( X_{\omega}^{train} \) is used for training the ensemble, and \( X_{\omega}^{val} \) is
used to compute the RoCs since, to measure model performance, both true and
predicted values of the time series are required. The RoCs are computed over
many time windows in the validation. These windows are obtained by performing
time-sliding window operations by one step of size \( n_\omega, n_\omega < \omega \) over \( X_{\omega}^{val} \). These
windows are denoted by \( X_{\omega}^{val,i} \) with \( i \in [1, Z] \) and \( Z \) is the total number of
resulting windows.

### 3.2 Ensemble Architecture

**ODH-ETS** is composed of multiple convolutional layers connected to the pool
\( M \) composed of \( N \) forecasting models belonging to different families of ML mod-

els. The architecture of **ODH-ETS** is shown in Fig.1.

The introduction of the convolutional layers is motivated by their ability to
learn new time series representations but also by the enriched spatial information
encompassed in the feature maps produced by the last convolutional layer that enables the computation of gradient-based saliency maps, which highlight important regions in the input time series. The importance can be defined with regard to the predicted output or to any other differentiable measure related to the predictive part linked to the convolutional layers. Performance Gradient-based Saliency Maps were introduced in [17] but restrictively used with CNNs. However, since only gradient information about the performance of each individual model given by its loss is required, PGSMs can be used with any ML model that can be trained with gradient descent. Therefore, we constructed a pool \( M \) composed of Feed Forward Neural Networks (FNNs), Soft Decision Trees (SDTs), Linear regression models (LINs), and Polynomial regression models (POLs), each with different hyperparameters. The candidate models are trained on \( X_{\omega}^{\text{train}} \) in an end-to-end manner in conjunction with the feature extractor.

### 3.3 RoCs Computation

To compute the RoCs, the error of each model \( M_j, j \in \{1, \ldots, N\} \) in \( M \) is evaluated using the Mean Squared Error, \( \zeta_j \) on \( X_{\omega}^{\text{val},i} \), i.e., the \( i^{th} \) time interval window of \( X_{\omega}^{\text{val}} \) of size \( n_\omega \), \( \zeta_j = MSE(X_{t_i:t_i+n_\omega-1}, \hat{X}_{t_i:t_i+n_\omega-1}) \), where \( MSE \) is the Mean Square Error, \( X_{t_i:t_i+n_\omega-1} \) and \( \hat{X}_{t_i:t_i+n_\omega-1} \) are the true and predicted values of \( X \) by the model \( M_j \) over \( X_{\omega}^{\text{val},i} \). The objective is to determine the significance of each time point in \( X_{\omega}^{\text{val},i} \) with respect to a specific performance of \( M_j \). This approach is similar to Grad-CAM, which utilizes spatial information preserved in convolutional layers to identify important regions of an input image for classification [23]. However, in this case, the focus is on the temporal information that explains certain behaviors of \( M_j \). The last feature maps \( f_{\text{maps}} \) layer is utilized for this purpose. Importance weights \( \alpha \) associated with \( \zeta_j \) are computed for each activation unit \( u \) in each generic feature map \( A \) by calculating the gradient of \( \zeta_j \) relative to \( A \). Finally, a global average is computed over all units in \( A \): \( \alpha_j = \frac{1}{U} \sum_u \frac{\partial \zeta_j}{\partial A_u} \), where \( U \) is the total number of units in \( A \). We use \( \alpha_j \) to compute a weighted combination between all the feature maps for a
given measured value of the error $\zeta_{t}^{M_j}$. Since we are mainly interested in highlighting temporal features contributing most to $\zeta_{t}^{M_j}$, ReLU is used to remove all the negative contributions by: $L_{t}^{M_j} = ReLU(\sum f_{maps} \alpha_{t}^{M_j} A)$. To identify the regions in $X_{val,i}$ that primarily contributed to $\zeta_{t}^{M_j}$, $L_{t}^{M_j} \in \mathbb{R}^{U}$ is used. Note that $U$ is chosen such that $U < n_{\omega}$. Multiple time windows of size $n_{\omega}$ are created from $X_{val}$ to evaluate the performance of the same model on different windows and increase the number of RoCs. An RoC buffer RoC$^{M_j}$ is created for each model $M_j$. The models are ranked for each $X_{val,i}^{val}$, and only the RoC of the best model is computed. The models in $M$ use the same $l$-lagged values of the time series as input. Therefore, we reject the smoothed RoCs with lengths different from $l$ in order to constrain the RoCs lengths to $l$. The RoCs of a given model $M_j$ in $M$ are already collected in an RoC buffer RoC$^{M_j} = \{R_{1}^{M_j}, R_{2}^{M_j}, \cdots, R_{n_{j}}^{M_j}\}$, where $n_{j}$ is the total number of regions of competence determined for $M_j$.

### 3.4 Ensemble Aggregation

At test time, in order to forecast the value of $X$ at $t + f$, $f \geq 1$, one possible way is to use a weighted average to aggregate the individual predictions of the models in $M$. The weights can be inferred from the pre-computed RoCs by measuring the distance/similarity between the input pattern $X_{t+f−l:t+f−1} = \{x_{t+f−l}, \cdots, x_{t+f−1}\}$ and the RoCs for each model in $M$. The Euclidean Distance (ED) is used to measure the similarity between $X_{t+f−l:t+f−1}$ and each $R_{z}^{M_j}, \forall z \in [1,n_{j}]$ within each RoC$^{M_j}$, $\forall j \in \{1,\cdots, N\}$ buffer. For each model $M_j$, $\forall j \in \{1,\cdots, N\}$, the RoC $R^{M_j}$ satisfying:

$$R^{M_j} = \text{argmin}_{R_{z}^{M_j} \in \text{RoC}^{M_j}} ED(R_{z}^{M_j}, X_{t+f−l:t+f−1})$$  \hspace{1cm} (2)

is selected to represent $M_j$ for the ensemble aggregation for $t + f$. The weights are set such that the lower the distance between the models’ representative RoCs $R^{M_j}, \forall j \in \{1,\cdots, N\}$ and the current input pattern is, the higher the weight gets. This can be explained by the fact that the models’ representative RoCs can be viewed as an approximation of the current input pattern. In other words, the prediction by $M_j$ of the data points in $X_{t+f−l:t+f−1}$ are represented approximately by the data points $r_{q}^{M_j} \in R^{M_j}, \forall q \in [1,l]$: $x_{t+f−l+q−t} \approx r_{q}^{M_j}, \forall q \in [1,l], t \geq l−1$. Therefore, the computed EDs between $X_{t+f−l:t+f−1}$ and $R^{M_j}, \forall j \in \{1,\cdots, N\}$ can be considered as losses estimation of the models in $M$ on the most recent pattern.

$$w_{t+f}^{M_j} = \sigma(w_{t+f})^{M_j} = \frac{e^{-ED(R^{M_j}, X_{t+f−l:t+f−1})}}{\sum_{M_j \in M} e^{-ED(R^{M_j}, X_{t+f−l:t+f−1})}}$$  \hspace{1cm} (3)

where $w_{t+f} = \{w_{t+f}^{M_1}, \cdots, w_{t+f}^{M_N}\}$ and $\sigma$ is the softmax function to ensure that the combination is convex. The final prediction is the weighted average of the predictions given by Eq. 1.
3.5 Ensemble Adaptation

As previously stated, the ROCs are initially computed using the validation set $X_{\omega}^{val}$ offline. However, since time series exhibit dynamic behavior, streaming new values can lead to significant changes, such as concept drifts. Therefore, the ROCs need to be updated to account for these changes and to identify the most appropriate models to handle these new patterns. Note that the previously computed ROCs are preserved and enhanced with the new ones. When a concept drift is detected, an alarm is triggered to update the ROCs by sliding $X_{\omega}^{val}$ to include the new observations. To detect concept drifts, we monitor the deviation $\Delta M_{X_{1:t_f}}$ in the mean of the time series recorded till time $t_f$ [21]. Here, $\Delta M_{X_{1:t_f}}$ is defined as $E(M_{X_{1:t_f}}) - \mu$, where $\mu$ is the initial computed mean of $X_{1:t}$ up to time $t$ (i.e., $t \leq t_f$). A drift is assumed to have occurred at $t_f$ if the true mean of $\Delta M_{X_{1:t_f}}$ significantly diverges from 0. To determine this, we use the well-known Hoeffding-Bound [12], which states that after $\omega$ independent observations of a real-value random variable with range $R$, its true mean has not diverged if the sample mean is contained within $\pm \xi_M$. Here, $\xi_M$ is defined as: $\xi_M = \sqrt{\frac{R^2 \ln(1/\delta)}{2\omega}}$ with a probability of $1 - \delta$, a user-defined hyperparameter. Once $|\Delta M_{t_f}|$ exceeds $\xi_M$, an alarm is triggered, and the reference mean $\mu$ is reset by setting $t = t_f$. This procedure is continuously applied online during the forecasting time.

4 Experiments

We present the experiments carried out to validate ODH-ETS and to answer the following research questions: Q1: How does ODH-ETS perform compared to the state-of-the-art (SoA) and existing deep learning and online ensemble aggregation methods for time series forecasting?; Q2: What is the advantage of using the RoCs concept for the online ensemble aggregation?; Q3: What is the advantage of using a heterogeneous pool of models in ODH-ETS?; Q4: What is the advantage of updating the RoCs in an informed fashion (i.e., following drift detection)?; Q5: How scalable is ODH-ETS in terms of computational resources compared to the most competitive online ensemble aggregation methods? What is the computational advantage of the drift-aware adaption of the models’ RoCs?; Q6: How can the RoCs be exploited to provide suitable explanations for the reason behind specific weights setting at a certain time interval or instant?

4.1 Experimental Set-Up

The methods used in the experiments were evaluated using the root mean squared error (RMSE). The time series data used in the experiments were split into three portions: 50% for training ($X_{\omega}^{train}$), 25% for validation ($X_{\omega}^{val}$), and 25% for testing. The results were compared using the non-parametric Wilcoxon Signed Rank test. A total of 98 real-world time series were utilized, originating from diverse application scenarios, including audio data, sensor readings, and
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financial forecasting. The code repository contains a comprehensive list of all the datasets used, accompanied by their descriptions\(^2\). The datasets are also included in the supplementary material.

### 4.2 ODH-ETS Setup and Baselines

We construct a pool \(\mathcal{M}\) of heterogeneous ML models (Feed Forward Neural Networks (FNNs), Soft Decision Trees (SDTs), Linear regression models (LINs), and Polynomial regression models (POLs)). By varying the hyperparameters values of these models, we obtain a pool \(\mathcal{M}\) of size 25. The pool \(\mathcal{M}\) takes as input the time series representation created by the CNN-based feature extractor, which is composed of one 1-D Convolutional Layer with 64 filters and a size of 3, followed by a ReLU activation and a Dropout with \(p = 0.3\). Afterward, we utilize a final 1-D Convolutional Layer with 32 filters to create the extracted features. ODH-ETS also has a number of hyper-parameters: \(l\) is the number of lagged values, i.e., size of the input to ODH-ETS \(X_{t+f-l:t+f-1}\); \(\omega\) is the size of validation set: 25% of the dataset length; \(n_\omega\) is the size of time windows within the validation set: 20; \(\delta\) is the Hoeffding-Bound parameter: 0.05. We compare ODH-ETS against the following approaches, which include SoA methods for forecasting and ensemble aggregation methods devised in the context of forecasting. Some of them operate in an online fashion.

**SoA Forecasting Models.** We compare ODH-ETS against the AutoRegressive Integrated Moving Average ARIMA [1] and Exponential Smoothing ETS [1]. We also included ensemble-based regression models, precisely Random Forest RF [2]. We also add three popular SoA DNNs for forecasting, namely LSTM [10], CNN [16] and CNN-LSTM [16]. We also compare ODH-ETS against recent benchmarking DNN-based models for forecasting [11], namely DeepAR, N-BEATS, and the Transformer.

**Online Ensemble Aggregation Methods.** We feed the same pool \(\mathcal{M}\) individual models of ODH-ETS to all the ensemble methods used for comparison: SE [7]: An ensemble model that averages the models in \(\mathcal{M}\) using arithmetic mean; SWE [19]: A linear online combination of predictions of the models in \(\mathcal{M}\), in which the weights are set based upon recent performance over a time sliding window; EWA [8]: An online ensemble combination using Exponential Weighted Average; FS [8]: The fixed share approach from Herbster and Warmuth is designed for the online tracking of the best expert across the time series; OGD [8]: An aggregation approach based on online gradient descent that provides theoretical loss-bound guarantees; Top-Sel [21]: A drift-aware method for selecting the Top-best performing models in \(\mathcal{M}\) and combining them using SWE; DEMSC [21]: A drift-aware combination of Top-Sel for ensemble pruning and model clustering for diversity enhancement to construct the SWE-based ensemble model; OEA-DRL [20]: A drift-aware method that uses Deep RL for learning linearly

\(^2\) https://github.com/MatthiasJakobs/odh_ets.
weighting combination policy. The policy is updated at test time following drift detection in the time series; DETS [5]: An advanced version of SWE, selecting a subset of members based on recent errors and using a smoothing function on the average of recent errors for weighting.

**Online Ensemble RoCs-Based Methods.** KNN-RoC [15]: computes static RoCs using a validation set as input and the rank of the individual candidates on each interval as labels for a KNN classifier, using DTW distance. At test time, the KNN predicts which candidate models from M should be selected; ADE [4, 5]: is an online dynamic ensemble where a meta-learning strategy is used that specializes the models in M across the time series to determine their RoCs. In addition, model weighting is applied based on the estimated errors combined with a softmax. Weights are additionally adapted to take diversity between ensemble members into account; OEP-RoC [18]: is an online drift-aware ensemble of DNNs pruning method that uses gradient-based RoCs specifically for CNN-based single models. The final selected CNNs are combined using a simple average. Since our method is based on the same principle for computing the RoCs, we include the comparison to OEP-RoC to show the advantage of including a gradient-based trainable heterogeneous pool of models and exploiting the RoC for weighting which can implicitly solve the pruning stage.

**ODH-ETS Variations.** We also compare ODH-ETS with some variants of itself. Note that ODH-ETS uses the Hoeffding-based drift detection mechanism to update the RoCs: ODH-ETS-NoW: Uses ODH-ETS architecture but no weighting is involved. The models in M are combined using a simple average; ODH-ETS-St: Same as our method, but the RoCs are not updated using the drift detection mechanism. The RoCs are computed and stored offline; only the selection takes place online; ODH-ETS-Per: Same as our method, but the RoCs are updated periodically in a blind manner (i.e., without taking into account the occurrence of concept drift) with periodicity each upcoming 10% data points.

### 4.3 Results

Table 1 presents the average ranks and their deviation for all methods. For the paired comparison, we compare our method ODH-ETS against each of the other methods. We counted wins and losses for each dataset using the RMSE scores. We use the non-parametric Wilcoxon Signed Rank test to compute significant wins and losses, which are presented in parenthesis (significance level 0.05).

The pairwise comparison results presented in Table 1 demonstrate that ODH-ETS performs better than the baseline methods. Online drift-aware ensemble approaches, including Top-Sel and DESCm, exhibit poorer performance than ODH-ETS, while online RoC-based ensemble models such as ADE, OEP-RoC, and KNN-RoC also fare worse. Although online aggregation methods that employ regret-minimization principles, namely EWA, FS, and OGD, perform better than these methods, they still lag behind ODH-ETS. ARIMA, ETS, CNN-LSTM, and CNN, which are state-of-the-art forecasting methods,
Table 1. Comparison between ODH-ETS and different SoA for 98 time series. The rank column presents the average rank achieved by each model, with a rank of 1 indicating the best performance across all datasets.

| Method     | ARIMA   | ETS      | RF       | LSTM     | CNN      |
|------------|---------|----------|----------|----------|----------|
| Losses/Wins| 0(0)/98(98) | 0(0)/98(98) | 0(0)/98(96) | 25(19)/73(69) | 16(13)/82(74) |
| Avg. Rank  | 20.04 ± 0.83 | 21.5 ± 0.87 | 15.16 ± 2.08 | 6.52 ± 6.61 | 9.46 ± 6.63 |

| Method     | CNN-LSTM | DeepAR   | N-BEATS  | Transformer | SE       |
|------------|----------|----------|----------|-------------|----------|
| Losses/Wins| 22(18)/76(68) | 23(18)/75(70) | 20(15)/78(67) | 24(17)/74(69) | 18(15)/80(73) |
| Avg. Rank  | 7.76 ± 6.64 | 9.80 ± 8.17 | 7.12 ± 8.18 | 9.56 ± 7.82 | 10.4 ± 3.6 |

| Method     | SWE      | ADE      | DETS     | DEMSC     | KNN-RoC  |
|------------|----------|----------|----------|----------|----------|
| Losses/Wins| 12(8)/86(84) | 13(4)/85(70) | 16(3)/83(68) | 32(13)/67(51) | 34(19)/64(50) |
| Avg. Rank  | 13.8 ± 3.5 | 11.18 ± 3.80 | 10.81 ± 4.06 | 6.40 ± 4.23 | 6.35 ± 4.86 |

| Method     | OEP-RoC  | Top-Sel  | EWA      | FS        | OGD      |
|------------|----------|----------|----------|----------|----------|
| Losses/Wins| 18(10)/81(69) | 41(7)/57(48) | 44(24)/54(38) | 41(20)/57(41) | 43(24)/55(39) |
| Avg. Rank  | 12.01 ± 4.0 | 5.19 ± 3.20 | 4.39 ± 2.90 | 4.64 ± 4.07 | 4.50 ± 2.5 |

| Method     | OEA-DRL  | **ODH-ETS-NoW** | **ODH-ETS-St** | **ODH-ETS-Per** | **ODH-ETS** |
|------------|----------|------------------|----------------|----------------|-------------|
| Losses/Wins| 49(16)/49(33) | 35(5)/63(39) | 67(3)/32(24) | 53(20)/45(29) | -/-         |
| Avg. Rank  | 3.91 ± 3.31 | 4.04 ± 3.11 | 3.33 ± 4.11 | 3.37 ± 3.9 | 2.95 ± 3.52 |

have a considerably lower average rank than ODH-ETS. LSTM performs better than these individual baselines but is still significantly worse than ODH-ETS. Similarly, the latest DNNs used for forecasting, such as DeepAR, N-BEATS, and Transformer, are also inferior to ODH-ETS. The most competitive SoA approach to ODH-ETS is OEA-DRL, which is based on an online Deep Reinforcement procedure for aggregation, but it has a higher average rank and lower performance than all variants of our method that use the RoCs-based weighting. These findings demonstrate that our RoCs-based weighting scheme outperforms other ensemble aggregation methods, including simple and sliding-window averaging (SE, SWE, and DETS), regret-minimization (EWA, FS, and OGD), and meta-learning (ADE, Top-Sel, DESCM, and OEA-DRL). The performance of ODH-ETS-NoW, which is a variant of ODH-ETS that combines the outputs of models in the pool M using a simple average, also underscores the importance of RoCs-based weighting. In summary, these results address research questions Q1 and Q2.

When comparing OEP-RoC, which uses gradient-based RoCs restrictively for an pruned ensemble of CNNs simply averages their predictions, there is a significant difference to ODH-ETS in the average rank. Specifically, OEP-RoC has an average rank that is almost four times higher than ODH-ETS. This highlights the advantage of not only using RoCs for the ensemble aggregation stage, which may implicitly solve the pruning stage by setting some of the weights to zero but also considering a heterogeneous pool of individual models. The benefits of this in the performance of ODH-ETS can be attributed to the fact that a heterogeneous pool of models enhances ensemble diversity, which affects the variance-type ensemble error [3,21]. In fact, diversity is reflected in the unique
patterns of each model’s inductive bias derived from the different hypotheses on which it is built to model the input time series data and its dependence structure. These findings address research question Q3.

ODH-ETS, which relies on an informed adaptation of the RoCs using concept drift detection, is better than ODH-ETS-Per and ODH-ETS-St. This can be explained by the fact that the update of RoCs is only beneficial for datasets where concept drifts can be detected. Taking into account these newly appearing concepts is helpful for selecting models since knowledge of which models are more suitable to handle these patterns can be gained, and the old sets of RoCs are enriched. Additionally, we observe that ODH-ETS-St performs even better than ODH-ETS-Per, demonstrating that unnecessary updates are not always beneficial. This answers the research questions Q4.

The next experiment involves comparing the runtime of ODH-ETS and its variations with OEA-DRL, the most competitive SoA method, as shown in Table 1. Only the online operations are considered while reporting the runtime. ODH-ETS and ODH-ETS-Per consider possible new RoCs’ computation after drift detection. OEA-DRL [20] also employs drift-aware updates of the aggregation policy with Deep Reinforcement Learning. The results in Table 2 show that ODH-ETS and its variations have a significantly lower average runtime than OEA-DRL. ODH-ETS exhibits lower runtime compared to ODH-ETS-Per due to the use of drift detection to update the RoCs only when required. This leads to faster predictions and fewer computational requirements. The wide range of runtime deviation for ODH-ETS is attributed to the varying number of drifts in each time series. This answers the research question Q5.

Table 2. Empirical runtime comparison between different methods in Seconds.

| Method       | OEA-DRL | ODH-ETS | ODH-ETS-St | ODH-ETS-Per |
|--------------|---------|---------|------------|-------------|
| Avg. Runtime | 33.06   | 6.12    | 2.60       | 12.42       |
| ±            | 16.40   | 4.00    | 0.30       | 2.15        |

Last but not least, we provide some insights into how the RoCs in ODH-ETS can be used to provide suitable explanations for the reason behind specific ensemble weights setting at a specific time instant.

We can see from the barplot on the left side of Fig. 2 the values of the weights attributed to the different models in M. The right side shows a comparison between the current input pattern that will be fed to the models in the pool M composing ODH-ETS to forecast the next value and the pre-computed closest and furthest RoCs representative of two models in the pool M at the current time instant (See Eq. 2). We can see that the model with the furthest RoC from the current pattern gets the lowest weight. In fact, the visualization shows that this model is incompetent at predicting based on the current input pattern, as the closest pattern to the current one on which this model is the most competent (marked in red) is clearly very different from the current input pattern.
incompetence of the model explains why it gets the lowest weight, which is zero, and this is the case for another model in the pool. This also shows that our RoC-based aggregation can implicitly serve the pruning stage, resulting thus in an ensemble of smaller size by excluding incompetent models. Opposingly, the model with the closest RoC (marked in green) reveals a higher competence in handling such input pattern and gets, therefore, the highest weight, which confirms the coherence of the design of our aggregation method. This answers research question Q6.

4.4 Discussion

The empirical results indicate that ODH-ETS has performance advantages compared to popular forecasting methods and the most recent SoA approaches for online forecasting. We show that our method, using adaptive gradient-based RoCs of a heterogeneous pool of forecasters, is able to gain excellent and reliable empirical performance in our setting. The informed update of the RoCs following concept drift detection makes our method, in addition to better predictive performance, computationally cheaper than the most competitive SoA, namely OEA-DRL. ODH-ETS can also successfully be used for providing useful explanations behind ensemble aggregation, which can be used to explain the models’ competence across different regions in the time series and optimize our framework further, e.g., by removing the models that always get weights equal to zero from the pool. In future work, we plan to enlarge the pool of candidate models. We also aim to investigate the impact of the length of the input pattern, i.e., the number of lags used for training the model pool, on the RoCs creation. In addition, the possible resulting large number of RoCs can be optimized further using a clustering inside each $RoC^j$ for each model. Only cluster representatives are considered for distance computation to select the best model.
5 Concluding Remarks

This paper introduces **ODH-ETS**: a novel, practically useful online deep hybrid ensemble model for time series forecasting. **ODH-ETS** uses gradient-based RoCs concept for online ensemble aggregation. These RoCs are updated in an informed manner using concept drift detection in the time series. An exhaustive empirical evaluation, including 98 real-world datasets and multiple comparison algorithms, showed the advantages of **ODH-ETS** in terms of performance and scalability.

**Ethical Statement.** The methods we propose in this paper were trained on widely available datasets commonly used in the time-series forecasting community. They do not contain personal data. Additionally, we did not include any additional data that might contain personal information. Should our methods be applied to sensitive data by a third party, we caution the use of the explainability methods utilized in this work to draw quick conclusions that might impact people or institutions without an additional, rigorous evaluation of the results first. Our methods can be used in general for time-series forecasting and do not specifically target application scenarios where people's well-being is at stake. To summarize, to the best of our knowledge, our work does not have negative ethical implications.
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Abstract. Large quantities of asynchronous event sequence data such as crime records, emergence call logs, and financial transactions are becoming increasingly available from various fields. These event sequences often exhibit both long-term and short-term temporal dependencies. Variations of neural network based temporal point processes have been widely used for modeling such asynchronous event sequences. However, many current architectures including attention based point processes struggle with long event sequences due to computational inefficiency. To tackle the challenge, we propose an efficient sparse transformer Hawkes process (STHP), which has two components. For the first component, a transformer with a novel temporal sparse self-attention mechanism is applied to event sequences with arbitrary intervals, mainly focusing on short-term dependencies. For the second component, a transformer is applied to the time series of aggregated event counts, primarily targeting the extraction of long-term periodic dependencies. Both components complement each other and are fused together to model the conditional intensity function of a point process for future event forecasting. Experiments on real-world datasets show that the proposed STHP outperforms baselines and achieves significant improvement in computational efficiency without sacrificing prediction performance for long sequences.

Keywords: Temporal point process · Long sequence forecasting · Sparse self-attention

1 Introduction

Event sequence data such as electronic patient diagnosis records, crime reports, disaster rescue events, and financial transactions are becoming increasingly available from various fields such as healthcare [22], predicted policing [16], and financial markets [1]. Different from traditional time series where observations are recorded at regular time intervals, the asynchronous event sequences contain events with arbitrary time stamps in continuous-time domain and the intervals between events are as crucial as the sequential order in modeling the dynamics [18]. Moreover, event sequences frequently demonstrate short-term and long-term dependencies on their history.
Temporal point processes (TPP) are popular tools in event sequence modeling. Classic statistical methods such as Hawkes Process and Poisson point process \cite{10,11} make simple parametric assumptions of the conditional intensity function, which usually limits the model capacity of learning from arbitrary distributions. In contrast, emerging neural network based temporal point processes such as recurrent neural network (RNN) \cite{7}, continuous-time LSTM \cite{15}, and attention based Hawkes \cite{27,29} have been increasingly powerful in modeling event sequences. Studies using the vanilla RNN \cite{7} or its variations \cite{15} demonstrate excellent ability to capture the historical dynamics of the sequence data and achieve significant improvements in likelihood event prediction accuracy.

It is important to capture both long-term and short-term dependencies for modeling event intensities of point processes. For example, in flood prediction, short-term dependency exists since a region that has been recently at risk may experience elevated risks in the near future. Long-term dependency also exists since flood events appear periodically in a specific season over a long period of time. In general, RNN based models \cite{6,15} are less likely to capture long-term dependencies even with forget gates such as Gated Recurrent Gates (GRU). In contrast, attention based point processes \cite{2,27,29} can model the influence among events by assigning attention scores and capture the influence of events that are at any temporal distance from the current event, which are better at capturing both long-term and short-term dependencies.

However, many current neural network based point processes struggle with long event sequences. For RNN-based models, events are fed into the model sequentially and future states are processed after the current state. Therefore, it is hard to process all events in parallel, which limits the ability to scale to long event sequences. For self-attention based models, it is also prohibitively expensive to scale to long sequences since the time and memory complexities are quadratic with respect to the sequence length.

To tackle the challenge, we propose a Sparse Transformer Hawkes Process (STHP), which is uniquely tailored to model long asynchronous event sequences. Our framework contains two closely coupled components to model temporal dynamics to capture both short-term and long-term dependencies.

The contributions of our paper are as follows:

- We propose a novel temporal sparse self-attention mechanism to substitute the classic self-attention in Transformer to focus more on short-term dependencies in modeling asynchronous long sequences. We remark that even though variations of sparse transformer have been proposed in natural language processing \cite{3,12}, such an architecture is not readily applicable to event sequences that are defined in a continuous-time domain. In particular, unlike regularly spaced tokens in natural languages, the time intervals between consecutive events can be arbitrary.

- To complement the first component, we introduce another transformer to model the time series of aggregated event counts in a fixed time window, which focuses more on capturing long-term periodical dependencies. Both components are fused together to model the conditional intensity function
of a point process for future event forecasting. By choosing an appropriate time bin size to aggregate counts, the integration of the two components can reduce computation complexity without sacrificing prediction performance.

- We provide extensive experimentation results on three real-world datasets with different sequence lengths and various event types, which shows the efficiency and state-of-art prediction accuracy of our model.

2 Related Work

Temporal Point Process. Point processes, such as the Hawkes process, have been widely used for modeling self- and mutual-excited event sequences and forecasting future events in various fields such as predictive policing [17, 20] and online social activities [7, 9, 19, 25]. In comparison with classic statistical methods such as Hawkes Process and Poisson point process, emerging neural network based temporal point processes such as RNN [7], continuous-time LSTM [15], and generative point process [24] have been increasingly powerful in modeling event sequences. Existing work [5] also considers the integration of GRU based point process with traditional time series analysis to capture both microscopic and macroscopic event dynamics.

Self-attention Mechanism. Self-attention has been shown to be a powerful mechanism for modeling temporal dependencies in a variety of sequential data domains such as natural language processing. Recently, several self-attention-based temporal point process models such as the self-attentive Hawkes process [27], the transformer Hawkes process [29], and the long-short evolution model [2] have been proposed to capture complex temporal dependencies among events. However, it is computational expensive to scale most of the current architectures to long sequences.

Sparse Attention Mechanism. Various efficient attention mechanisms have been proposed to reduce the quadratic computational and memory complexity of full attention in language and vision domains [4, 26]. One category of methods is to construct a sparse attention matrix with predefined or learnable sparse patterns such as probabilistic-sparse attention [28] and sliding window attention mechanisms [3]. However, an efficient mechanism readily applicable to event sequences that are defined in a continuous-time domain is less explored. To the best of our knowledge, our proposed sparse Transformer Hawkes is the first of this type in point process literature.

3 Background

In this section, we briefly review Hawkes processes including traditional statistical methods [10] and neural network based Hawkes processes [6, 15], as well as self-attention mechanism in Transformer [27, 29].
3.1 Hawkes Process

A temporal point process (TPP) such as a Poisson process and a Hawkes process is a stochastic process, where its realization is a sequence of events in continuous time domain. Typically, a TPP is characterized by its intensity function denoted as $\lambda(t)$, which represents the expected instantaneous rate of occurrence for an event at time $t$. For example, a multivariate Hawkes process [10] is characterized by intensity functions $\lambda(t) = \{\lambda_k(t)\}_{k \in K, t \in [0, T)}$, where $\lambda_k(t)$ represents the intensity of type-$k$ event at time $t$ given all historical events, i.e., $\lambda_k(t) = \mu_k + \sum_{i:t_i < t} \phi_{k,k}(t-t_i)$. Note $\mu_k$ is the base intensity of type-$k$ event and $\phi_{k,k}(\cdot)$ is a triggering kernel that captures the influence of a historical type-$k$ event at time $t'$ on a subsequent type-$k$ event [8]. The intensity function indicates that each historic event has a positive influence on the appearance of the current event and all influences are accumulated in an additive way.

Unlike traditional statistical methods that make simple parametric assumptions of intensity functions, a neural network based Hawkes process quantifies the influence of historical events in a more sophisticated way and its intensity function is parameterized by a neural network. Specifically, 

$$\lambda_k(t) = f_k(w_k^T h(t)), t \in [0, T),$$  

where $h(t)$ is the vectorized hidden state of the sequence, which can be obtained from a RNN [7], a continuous-time LSTM [15], or a self-attentive based network [27, 29]. Also, $f_k$ is a softplus function with parameter $w_k$ that takes hidden state $h(t)$ as input and output a positive intensity.

3.2 Self-attention

Self-attention [21] is a special attention mechanism that is commonly used in learning contextual relationships between elements in a sequence, which has been widely applied in machine translation [23], long-sequence time-series forecasting [28], and computer vision [14]. The self-attention mechanism operates by calculating a weighted sum of the input elements, where the weights are determined by a trained attention function defined as:

$$A[Q, K, V] = \text{Softmax} \left( \frac{Q K^T}{\sqrt{d}} \right) \cdot V,$$  

where $Q, K, V$ represent the query, key, and value matrixes obtained from different transformations of the embedded input $X$. One advantage of self-attention is its ability to capture long-range dependencies between elements in a sequence. Moreover, the self-attention mechanism exhibits faster convergence than RNNs.

In the transformer, the self-attention module always repeats the computation multiple times in parallel, which is also known as the multi-head attention mechanism. It allows the model to attend to different parts of the input sequence simultaneously, making it more effective at capturing various dependencies between events. The multi-head attention can be defined as:

$$A = \text{Concat}(A_1, A_2, ..., A_h)W^O,$$
The architecture of the Sparse Transformer Hawkes Process (STHP) consists of two components: event model and count model. For the event model, a transformer with a novel temporal sparse self-attention mechanism is applied to event sequences $S$, mainly focusing on short-term dependencies. For the count model, a transformer is applied to the time series of aggregated event counts $C$, primarily targeting the extraction of long-term periodic dependencies. The outputs (hidden representations) of both components are fused together to model the intensity function.

where $A_1, A_2, ..., A_h$ are different attention outputs computed by different weights $\{W^Q_h, W^K_h, W^V_h\}_{h=1}^H$.

4 Proposed Model

In this section, we introduce our proposed STHP model. Formally, suppose we are given a sequence of $N$ events $0 < t_1 < \cdots < t_n < T$ and $k_i \in K = \{1, 2, ..., K\}$ for $i = 1, ..., N$. The tuple $(t_i, k_i)$ represents the $i$-th event in the sequence $S$, $t_i$ and $k_i$ represent the event timestamp and type, respectively. Moreover, we create an auxiliary sequence to capture the aggregated event counts in fixed time intervals. Specifically, we partition the time into $L$ equal-size bins and the bin size $\delta$ is a hyper-parameter of our model. Let $c_j = [c_{j1}, c_{j2}, \ldots, c_{jK}]^\top$ be the event count vector of $K$ types within the $j$-th interval $[(j-1)\delta, j\delta]$. The count sequence of $L$ bins is essentially a multivariate time series, which can be represented as $C = [c_1, c_2, \ldots, c_L]^\top \in \mathbb{R}^{L \times K}$. Real-life examples of a sequence $S$ include a sequence of crime events in a region or a sequence of stock transactions in a time period. A dataset (e.g., crime events in $M$ regions or stock transactions in $M$ time periods) is a collection of $M$ event sequences $S_1, S_2, \ldots, S_M$.

As shown in Fig. 1, our proposed model consists of two components: event model (Sect. 4.1) and count model (Sect. 4.2). The two components complement each other and the output of them are fused together in the intensity function (Sect. 4.3). Finally, the training objective is described in Sect. 4.4.
4.1 Event Model

**Input Representation.** In this component, temporal encoding is used to capture the time stamp information of input sequence $S$. Different from positional encoding which is used to provide positional information about the order of the input, in temporal encoding, each event is encoded as a time difference relative to the previous event, and this information is added to the input data as an additional feature.

For the $i$-th event in the sequence $S = \{(t_i, k_i)\}_{i=1}^N$, let $z_i \in \mathbb{R}^D$ represent the temporal encoding vector of the $i$-th event occurring at time $t_i$, where $D$ is the dimension of the encoding. The encoding procedure is defined using trigonometric functions [29] as:

$$z_i^j = \begin{cases} 
    \cos(t_i/10000^\frac{j-1}{D}), & \text{if } j \text{ is odd} \\
    \sin(t_i/10000^\frac{j}{D}), & \text{if } j \text{ is even} 
\end{cases}$$

(4)

In addition to temporal encoding, in order to get the event type information of the sequence, we train an embedding matrix $W \in \mathbb{R}^{D \times K}$ for event types, where the $k$-th column of $W$ is the embedding for type-$k$ event. Denote $y_i \in \mathbb{R}^K$ as the $K$-dimensional one-hot vector with value 1 for index $k_i$ and value 0 otherwise. The final embedding of the event sequence $S$ is defined by:

$$X = (WY + Z)^\top,$$

(5)

where $Y = [y_1, y_2, ..., y_N] \in \mathbb{R}^{K \times N}$ and $Z = [z_1, z_2, ..., z_N] \in \mathbb{R}^{D \times N}$ represent the collection of event type one-hot vectors and temporal encoding of the input sequence $S$, respectively. Note that each row of $X \in \mathbb{R}^{N \times D}$ is the embedding corresponding to a particular event in the sequence.

**Temporal Sparse Self-attention.** Following the initial encoding and embedding layers, we process the input $X$ through a novel temporal sparse self-attention (TSSA) module for capturing short-term dependencies in a sequence. We first project $X$ into query $Q$, key $K$, and value $V$ matrices using linear transformations. Specifically,

$$Q = XW^Q, K = XW^K, V = XW^V,$$

(6)

where $W^Q, W^K \in \mathbb{R}^{D \times D_K}$, and $W^V \in \mathbb{R}^{D \times D_V}$ are learnable weight matrices. In particular, we calculate the time sparse attention output $A$ by:

$$A(i,:) = \sum_{j=t-\pi_i}^i \text{Softmax}(\frac{Q(i,:) \cdot K(j,:)^\top}{\sqrt{D_K}}) \cdot V(j,:),$$

(7)

where $A(i,:)$ denotes the $i$-th row of $A$ (similar notation for $Q(i,:), K(j,:), V(j,:)$). Note that the attention mechanism employs a sliding window approach, where the window size $\pi_i$ corresponding to the $i$-th event is the count of neighborhood events within time interval $[t_i - \delta, t_i]$. 
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Specifically, when calculating the attention output $\mathbf{A}(i,:)$, to prevent the attention algorithm from inadvertently “looking ahead” and incorporating information from future positions, we mask all subsequent positions by setting the values $Q(i,i+1), \ldots, Q(i,N)$ to infinity. This ensures that the softmax function does not assign any dependency to future events. In practice, we also use the multi-head mechanism to combine different self-attention results to increase model flexibility using the formula defined in Eq. 3 in Sect. 3.2.

The proposed TSSA mechanism has several advantages over traditional attention mechanisms for modeling asynchronous sequence. Firstly, the window size $\pi_i$ changes dynamically according to the local temporal structure of the $i$-th event, allowing the model to dynamically focus on relevant local information. Secondly, the TSSA mechanism allows for more efficient computation. Specifically, the time interval $\delta$ is a hyper-parameter and is usually chosen to cover a few events; the computational and memory complexity of the attention matrix is reduced from $O(N^2)$ to $O(N)$.

After the attention sub-layer, the output $\mathbf{A}$ is subsequently passed through a position-wise feed-forward neural network:

$$\mathbf{H} = \text{Relu}(\mathbf{A}\mathbf{W}_1 + \mathbf{b}_1)\mathbf{W}_2 + \mathbf{b}_2,$$

where $\mathbf{W}_1 \in \mathbb{R}^{D \times D_k}$, $\mathbf{W}_2 \in \mathbb{R}^{D_k \times D}$, $\mathbf{b}_1 \in \mathbb{R}^{D_k}$, and $\mathbf{b}_2 \in \mathbb{R}^D$ are parameters of the neural network. The output matrix $\mathbf{H} \in \mathbb{R}^{N \times D}$ is the hidden representations of all the events in the input sequence, where each row corresponds to an event.

### 4.2 Count Model

**Input Representation.** In this component, a transformer is applied to a count sequence $\mathbf{C} = [c_1, c_2, \ldots, c_L]^T \in \mathbb{R}^{L \times K}$ to capture the long-term dependencies from the aggregated data. Since the temporal structure is inherently regular, we represent the relative positions of the element using a simpler positional encoding function. Specifically, let $\mathbf{e}_i$ represent the positional encoding vector of the $i$-th element in the sequence $\mathbf{C}$, we have:

$$\mathbf{e}_i^j = \begin{cases} 
  \cos(i/2L^{j-1}/\pi), & \text{if } j \text{ is odd}, \\
  \sin(i/2L^{j+1}/\pi), & \text{if } j \text{ is even},
\end{cases}$$

where $j \in \{1, \ldots, [D/2]\}$.

To get the count encoding, we project the $K$-dim vector $\mathbf{c}_i$ to a $D$-dim vector $\mathbf{u}_i$ using convolutional filters. Thus, we have the representations of the inputs:

$$\mathbf{X} = \mathbf{U} + \mathbf{E},$$

where $\mathbf{U} = [\mathbf{u}_1, \mathbf{u}_2, \ldots, \mathbf{u}_L]$ is the positional encoding matrix and $\mathbf{E} = [\mathbf{e}_1, \mathbf{e}_2, \ldots, \mathbf{e}_L]$ is the count encoding matrix.
**Self-attention.** In order to capture the long-term dependencies from the count sequence, we use the traditional self-attention mechanism that can capture the long-dependencies efficiently. The formula is defined in Eq. 2 in Sect. 3.2. After that we use the multi-head attention mechanism defined in Eq. 3 in Sect. 3.2 to get the output $A$, which is then passed to a position-wise feed-forward neural network defined by Eq. 8 in Sect. 4.1. The final output is $\Theta \in \mathbb{R}^{L \times D}$, which is the hidden representation of all the elements in the count sequence.

### 4.3 Intensity

We present the continuous conditional intensity function that is used to describe the dynamics of temporal point processes. Note that the hidden representations $(H, \Theta)$ are generated at discrete time stamps and thus a continuous intensity function is needed. The type-specific intensity function is formulated as follows:

$$
\lambda_k(t) = f_k\left(\alpha_k \frac{t - t_i}{t_i} + w_k^\top h(t_i) + \rho_k \theta(t_i) + b_k\right), \quad t \in [0, T),
$$

where $f_k$ is a nonlinear activation function that maps the input to a non-negative output, ensuring that the intensity function remains non-negative for all input values. The intensity function consists of several components that contribute to the occurrence of events:

- $\alpha_k \frac{t - t_i}{t_i}$: The temporal decay term, which models the influence of the time elapsed since the last event $t_i$. The parameter $\alpha_k$ controls the rate of decay.
- $w_k^\top h(t_i)$: The short-term influence, which captures the effect of past few events on the current intensity. The vector $h(t_i) = H(i,:)$ (obtained in Sect. 4.1) is a summary of the historical events in a time window $[t_i - \delta, t_i]$, and the weight vector $w_k$ represents the importance of the short-term history.
- $\rho_k^\top \theta(t_i)$: The long-term trend, which models the influence of the underlying long-term patterns in the data. The vector $\theta(t_i) = \Theta(j,:)$, where $t_i \in [(j - 1)\delta, j\delta]$ is obtained in Sect. 4.2. It captures the long-term dependencies at time $t_i$ given the aggregated count history and the weight vector $\rho_k$ represents the importance of the history.
- $b_k$: The base intensity term, which accounts for the intrinsic intensity of the event type $k$ in the absence of any other influences.

By combining these components, the intensity function $\lambda_k(t)$ effectively captures the complex temporal dynamics in long sequences. The conditional intensity for the whole sequence is defined as:

$$
\lambda(t) = \sum_{k=1}^{K} \lambda_k(t).
$$
Given the conditional intensity function, we can predict the future event time and event type by:

\[
p(t) = \lambda(t) \exp \left( - \int_{t_j}^{t} \lambda(\tau) d\tau \right), \tag{13}\]

\[
t_{j+1} = \int_{t_j}^{\infty} t \cdot p(t) dt, \tag{14}\]

\[
k_{j+1} = \arg \max_k \frac{\lambda_k(t_{j+1})}{\lambda(t_{j+1})}. \tag{15}\]

### 4.4 Training

Given an observed event sequence \( S = \{(t_i, k_i)\}_{i=1}^{N} \) with \( 0 < t_1 < \cdots < t_n < T \), the log-likelihood is:

\[
l(S) = \sum_{i=1}^{N} \log \lambda_{k_i}(t_i) - \int_{0}^{T} \lambda(t) dt. \tag{16}\]

The log-likelihood consists of two main components:

- \( \sum_{i=1}^{N} \log \lambda_{k_i}(t_i) \): This term represents the sum of the log intensities of the observed events. By maximizing this term, we encourage the model to assign high intensity values to the observed events.
- \( \int_{0}^{T} \lambda(t) dt \): This term represents the sum of the integrated intensities for all event types over the observation window \([0, T]\). By minimizing this term, we encourage the model to assign low intensity values to the unobserved events.

The goal of training is to maximize the final log-likelihood function given a collection of \( M \) sequences \( S_1, S_2, \ldots, S_M \). That is to solve \( \max \sum_{i=1}^{M} l(S_i) \), where \( l(S_i) \) is the log-likelihood of sequence \( S_i \). The optimization problem can be efficiently solved by stochastic gradient algorithms such as ADAM [13]. One challenge is to compute the integral in Eq. 16, for which we adopt the Monte Carlo approximation approach as described in [15].

### 5 Experiment

#### 5.1 Data

We use three real-world datasets that contain diverse temporal dynamics in different domains. The statistics are shown in Table 1. **Boston** dataset, which is obtained from Kaggle\(^1\), contains sequences of crime incidents of 65 different types such as burglary, street crime, and auto theft collected from the Boston Police Department during a 3-year period. Type “other” is not selected in our experiment. Each crime event is associated with a time stamp, region ID, and type. Crime events are partitioned into different sequences by region ID and type.

\(^1\) https://www.kaggle.com/datasets/AnalyzeBoston/crimes-in-boston.
we select about 307 region IDs with sufficiently long sequences. The average sequence length is 919. The 911 Call dataset\(^2\) contains sequences of 3 types of emergency phone call records including EMS, fire, and traffic reported in Montgomery County, PA. We select a subset of data from Dec. 2015 to Dec. 2018 with no missing zip codes. The data is further divided into 177 sequences by their zip codes and the average sequence length is 1709. The Financial dataset contains transaction events for a stock in one day from NYSE. The dataset contains one long sequence of transaction events and each event is associated with a time stamp and a type in one of the two categories “buy” and “sell”. The sequence is further divided into 200 sequences by time stamps. The average sequence length is 2074, which is the longest among all three datasets.

Table 1. Dataset Statistics.

| Dataset   | Type | Total Events | Avg. Length | Duration |
|-----------|------|--------------|-------------|----------|
| Boston    | 65   | 282k         | 919         | 3 years  |
| 911 Call  | 3    | 301k         | 1709        | 3 years  |
| Financial | 2    | 415k         | 2074        | 1 day    |

5.2 Baselines

We compare our proposed model with the following state-of-art temporal point process models on benchmark datasets.

**Dual Temporal Point Process (Dual-TPP)** [5]: This model is composed of two components: a GRU-based model to capture the microscopic event dynamics and a traditional count model to estimate the aggregated counts in a fixed time window. The two components are jointly optimized.

**Transformer Hawkes (THP)** [29]: This model uses a Transformer encoder to learn the history influence representation and proposes a temporal encoding for sequences with arbitrary time intervals.

**Self-Attentive Hawkes Process (SAHP)** [27]: This model uses the self-attention mechanism for learning the representation of influences from historical events. Also, time intervals are encoded by the time-shifted positional encoding.

**Continuous Time LSTM Point Process (CTLSTM)** [15]: This is a LSTM-based point process, which models sequences of discrete events in continuous time by using intensity decay. Also, it allows historical events to influence the future events in sophisticated ways.

5.3 Evaluation Metrics and Training Details

We adopt different metrics to evaluate the models. Firstly, we split the sequence to 80% training and 20% test and we evaluate the testset log-likelihood.

\(^2\) https://www.kaggle.com/datasets/mchirico/montcoalert.
Table 2. Test-set Log-likelihood comparison.

| Model       | Boston | 911Call | Financial |
|-------------|--------|---------|-----------|
| STHP (ours) | −2.01  | −2.81   | −1.17     |
| SAHP        | −2.15  | −3.02   | —         |
| THP         | −2.12  | −2.83   | −1.12     |
| Dual-TPP    | −2.19  | −2.86   | −1.51     |
| CTLSTM      | −3.13  | −3.91   | −2.71     |

Furthermore, we would like to evaluate the prediction accuracy of the type and time of future events based on training events as described in Eq. 13 in Sect. 4.3. In this setting, events before time $t$ are in the training set and events after time $t$ are in the test set. We use F1 score and RMSE to evaluate the results of event type prediction and time prediction, respectively.

The details of hyper-parameters used in training are the following. We set time bin size $\delta = 30$ days, 7 days, 60s for Boston, 911Call, and Financial, respectively. In addition, for most of the datasets, we set learning rate = 0.0001, head number = 4, layer number = 4, and model dimension $D = 512$.

5.4 Results of Log-Likelihood

In this section, we use the log-likelihood as the evaluation method to compare the ability of models to fit event sequences. Table 2 shows the results of log-likelihood on different datasets. We can observe that our model STHP outperforms CTLSTM and Dual-TPP on all datasets. This is because the RNN-based model is not powerful enough to capture the long-term influence of the long sequence with complicated temporal dynamics. In addition, for our model, although the sparse attention mechanism at the event level focuses more on short-term dependency rather than long-term dependency, the second transformer applied to the aggregated event counts is capable of capturing long-term dependency and thus complements the first component. The results show that our model can achieve similar log-likelihood results with the best baseline model.

For all datasets, the overall performance of self-attention based models (STHP, THP, SHAP) are better than the RNN-based model. Also, for the Financial dataset with very long sequences, the SAHP model is not able to fit the data because of the extremely high memory cost per sequence. It shows that self-attentive based models with dense attention patterns struggle to deal with very long sequences.

5.5 Results of Event Type and Time Prediction

Tables 3 and 4 evaluate the performance of event type prediction using F1 score and time prediction using RMSE. For event type prediction, our STHP model demonstrates the highest F1 score on Boston and Financial datasets. Boston
Table 3. Event type prediction result comparison.

| Model       | Boston | 911Call | Financial |
|-------------|--------|---------|-----------|
| STHP (ours) | 11.12  | 57.23   | 62.49     |
| SAHP        | 10.82  | 57.32   | —         |
| THP         | 11.08  | 57.16   | 62.42     |
| Dual-TPP    | 10.76  | 57.11   | 61.67     |
| CTLSTM      | 10.20  | 55.14   | 62.12     |

Table 4. Time prediction RMSE result comparison.

| Model       | Boston | 911Call | Financial |
|-------------|--------|---------|-----------|
| STHP (ours) | 2.74   | 40.11   | 1.09      |
| SAHP        | 2.81   | 43.02   | —         |
| THP         | 2.79   | 40.27   | 1.12      |
| Dual-TPP    | 2.71   | 37.42   | 0.98      |
| CTLSTM      | 3.02   | 45.62   | 1.62      |

data has 65 event types, the biggest among the three. Financial data has the longest sequences among the three. It shows that our model performs well on both multi-type sequences and long sequences.

In terms of time prediction, the STHP model also performs relatively well on all three datasets. The Dual-TPP model achieves the best performance; this is because the Dual-TPP model uses a time-series component to model aggregated event counts and introduces an additional loss of event count, which can improve the accuracy of time prediction. Overall, the experiment results suggest that the STHP model performs well on both event type and time prediction tasks for all datasets, especially for datasets with many event types and long sequences.

5.6 Computational Efficiency

In event model, for a sequence of length $N$, the computational and memory complexity of the sparse attention matrix is reduced from $O(N^2)$ to $O(N)$. In count model, for a sequence of length $L$ the computational and memory complexity of the attention matrix is $O(L^2)$. In practice, the number of time bins satisfies $L \ll N$ and thus the overall complexity is reduced from quadratic to linear.

We also compare in Fig. 2 the running time of all methods on the Boston dataset with a NVIDIA RTX A5000 GPU card. We use a mini-batch size 16 and the result running time is averaged by 15 epochs. In these bar plots, results are averaged across 5 distinct mini-batches and the error bars display the variance of these 5 experiments. We can see that CTLSTM and Dual-TPP are the least computationally efficient models; this is because the recurrent architectures process input sequences one step at a time and are harder to parallelize. Also, the
5.7 Sparse Attention Mechanism

We compare our proposed sparse attention mechanism with the following state-of-art mechanisms. Figure 3 illustrates the difference of those mechanisms graphically.

**ProbSparse** [28]: It introduces a sparse probability matrix $P \in \mathbb{R}^{n \times n}$ for a sequence of length $n$. By selecting the top $k$ token-pairs with the highest probabilities, the time and space complexity is reduced from $O(n^2)$ to $O(n \log n)$.

**Sliding Window** [3]: The mechanism restricts the attention computation to a local region defined by a sliding window of size $w$. The time and space complexity is reduced from $O(n^2)$ to $O(n \times w)$.

**Dilated Sliding Window** [3]: It builds upon the sliding window approach and incorporates dilated windows. The dilation factor $d$ allows the mechanism to have a larger receptive field, enabling it to consider distant tokens.

DualTPP model has another layer for modeling the aggregated counts of events, which leads to more computational costs. Our proposed STHP model shows the best performance due to the sparse attention mechanism.
Table 5. Comparison of different self-attention mechanisms on Financial.

| Model                              | Log-likelihood | Type prediction | Time prediction |
|------------------------------------|----------------|-----------------|-----------------|
| Sliding window                     | −2.01          | 59.12           | 1.75            |
| Dilated sliding window             | −1.92          | 60.93           | 2.01            |
| Global and sliding window          | −1.42          | 61.19           | 1.39            |
| Prob-sparse                        | −1.64          | 61.24           | 1.42            |
| Temporal sparse                    | −1.17          | 62.19           | 1.09            |

Table 6. Ablation study on Boston dataset.

| Model                           | Log-likelihood | Type prediction | Time prediction | Run time |
|---------------------------------|----------------|-----------------|-----------------|----------|
| STHP                            | −2.01          | 11.12           | 2.74            | 27.38    |
| STHP-without-sparse              | −1.98          | 11.57           | 2.72            | 37.12    |
| STHP-without-count               | −2.32          | 10.12           | 3.14            | 20.07    |

Global and Sliding Window [3]: It integrates the sliding window mechanism and the full attention computation at selected tokens. The complexity is in between the full and sliding window mechanisms.

In Table 5, we compare our STHP using the proposed sparse attention mechanism with the others and evaluate the log-likelihood, event prediction (F1 score), and time prediction (RMSE) on the Financial dataset. In order to maintain similar computational complexity with TSSA, we set the window size \( w = 10 \) for sliding window, \( w = 20 \) for dilated sliding window, and \( w = 10 \) for global sliding window. In addition, for global sliding window approach, the global attention computation is added every 20 tokens. As shown in Table 5, the sliding window and dilated sliding window mechanisms are the least efficient. Fixed windows struggle to capture temporal structure for asynchronous events effectively since they do not consider time intervals between events. In contrast, our proposed STHP model uniquely considers the time interval between consecutive events and variable number of events will be included for each local attention computation. Therefore, it exhibits the best performance.

5.8 Ablation Study

We perform ablation study on Boston dataset and inspect the variants of STHP by removing sparse constraints in self-attention in the first component and the transformer for aggregated event counts in the second component. We evaluate model configurations in terms of log-likelihood, event prediction, time prediction, and run time. The results are shown in Table 6.

We can see that the sparse constraints in the attention mechanism in the first component improves computational efficiency. The second component (count model) may introduce additional computational cost. However, it significantly
contributes to the performance of the model in both event and time prediction tasks. By choosing an appropriate time bin size to aggregate counts, the integration of the two components can largely improve computation efficiency without sacrificing model performance.

6 Conclusion

We proposed STHP model, an efficient Hawkes process to model long event sequence data with both long-term and short-term dependencies. The model leverages a Transformer with a novel temporal sparse self-attention mechanism to capture short-term influence, and utilizes a transformer to model the time series of aggregated event counts to capture the long-term periodical dependencies. To the best of our knowledge, our proposed sparse Transformer Hawkes is the first of this type in point process literature. Experiments on real-world datasets show that the proposed STHP outperforms baselines and achieves significant improvement in computational efficiency without sacrificing prediction performance for long sequences. Future work includes the investigation of more types of sparse attention mechanisms and over-parameterized models.
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Abstract. While existing multivariate time series classification (MTSC) methods using massive convolutional kernels show promise, they are resource-intensive and also rely on the trial and error design of convolutional kernels, limiting comprehensive design space exploration. This hinders fully exploiting convolutional kernels for feature extraction from multivariate time series (MTS) data. To address this issue, we propose a novel method called Adaptive Convolutional Kernel Transform (Adacket) to automatically design efficient 1D dilated convolutional kernels for various MTSC scenarios. Adacket formulates the design problem as a multi-objective optimization problem, with a focus on performance and resource efficiency jointly. It introduces a reinforcement learning agent to adaptively determine convolutional kernels in a sequential decision-making manner, and creates multi-action spaces to support comprehensive search in both the channel and time dimensions. By exploring the maximum value of multi-objective rewards within continuous action spaces, Adacket achieves high granularity establishment of convolutional kernels. Empirical evaluations on public UEA archives demonstrate that Adacket outperforms other advanced MTSC baselines, while providing a deeper understanding of its design selections.
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1 Introduction

Multivariate time series (MTS) datasets are commonly composed of multiple signals acquired from diverse sources or modalities. These signals are recorded as multi-channel data over time, such as triaxial acceleration collected in real-time from smartphones for human activity recognition (HAR) \cite{2}. The analysis of cross-channel signals can provide valuable insights for decision making...
by fully mining the temporal information hidden in these signals. Recently, 1D convolutional kernels show superiority in extracting temporal features from multi-channels, which highlights the potential of these convolutional kernels for multivariate time series classification (MTSC) tasks [16].

Despite the effectiveness of convolutional kernels in time series classification, existing methods rely on the empirical design of massive convolutional kernels to achieve high accuracy. As the complexity and number of MTS data increase, considerable resources are required to learn and store relevant parameters. For example, One Dimensional Convolutional Neural Networks (1D-CNNs) [12,16,25] require significant training time and computational resources when dealing with longer or higher-dimension time series. The Random Convolutional Kernel Transform (ROCKET) [6] has shown impressive performance on MTSC tasks, utilizing a random convolutional model, a feature extractor, and a linear classifier. Nevertheless, its random convolutional model employs plethora 1D dilated convolutional kernels, which will result in prohibitively high memory usage when storing the extracted features, particularly as the number of time series instances increases. This presents a formidable challenge for practical applications, especially for resource-limited devices. They may lack sufficient capacity to handle the significant memory overhead required by numerous kernels.

The problem has spawned extensive efforts to investigate various hyperparameters of the convolutional kernel to improve resource efficiency, with a focus on the channel [6,9,10,12] and temporal [6,12,21] dimensions. The channel dimension pertains to the input and output channels, which determine which channels of the time series are analyzed and the number of convolutional kernels generated. On the other hand, the temporal dimension concerns kernel size and dilation, which define the region that can be observed within the same channel dimension over time. However, some methods [6,12] rely on trial and error to optimize convolutional kernel hyperparameters, which can be computationally expensive due to the complexity of the hyperparameter space. Meanwhile, other studies [9,10,21] have only examined specific hyperparameters without comprehensively exploring their impact on model performance. As a result, the potential of convolutional kernels in extracting relevant features from MTS instances cannot be fully realized. Therefore, there is a need for a more efficient convolutional model that can automatically explore the comprehensive design space of convolutional hyperparameters and find out resource-efficient convolutional kernels.

To this end, we present a novel method, called ADAptive Convolutional KErnel Transform (Adacket), for the automatic design of efficient 1D dilated convolutional kernels in various MTSC scenarios. Our approach formulates the design problem as a multi-objective optimization problem that takes into account both the performance of the convolutional models and the convolutional resource efficiency. To search for optimal solutions to this multi-objective issue, Adacket introduces an effective Reinforcement Learning (RL) agent [18] that adaptively determines convolutional kernels in a sequential decision-making manner. Adacket supports comprehensive searches across the channel and
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*temporal* dimensions (i.e., input channel, output channel, kernel size and dilation) by designing multi-action spaces, which enables relevant channel-wise interaction. In addition, Adacket explores the maximum of our multi-objective reward within continuous action spaces, enabling the establishment of efficient convolutional kernels at a high granularity level. By replacing the random convolutional model of ROCKET with the model produced by Adacket, we create a new convolutional model that exhibits a more profound comprehension of the MTSC task. On the public UEA benchmark, we demonstrate that Adacket outperforms other advanced baselines, and we provide an in-depth analysis to understand its design selections.

To our best knowledge, Adacket is the first MTSC approach to incorporate RL for convolutional kernels adaptation. Our main contributions are summarized as follows: 1) We introduce a multi-objective convolutional kernel search method that jointly optimizes performance and resource efficiency. 2) We novelty model a multi-objective issue as a sequential decision-making problem using the RL paradigm, which enables the automatic design of convolutional kernels. 3) We propose a comprehensive search of the convolutional kernel design space through multiple action spaces. 4) Extensive experimental results demonstrate that Adacket exhibits excellent performance on both accuracy and resources.

2 Related Work

2.1 Multivariate Time Series Classification

According to a thorough review [16], convolution-based methods have emerged as the state-of-the-art approach, outperforming traditional distance-based and ensemble-based methods. 1D-CNNs, including TapNet [25], ResNet [16] and InceptionTime [12], have gained significant attention due to their ability to learn temporal features. InceptionTime, a high-accuracy model, employs convolutional layers with multiple parallel branches, which results in a large number of parameters and a long training time. Although InceptionTime attempted to discretely optimize its hyperparameters through a trial-and-error approach, this process could be time-consuming and impractical to comprehensively explore the design space due to the complex architecture. ROCKET [6], a non-deep learning method, used a convolutional model that includes massive non-trained random convolutional kernels to transform input time series, achieving state-of-the-art performance in MTSC. However, a large number of kernels require massive memory to store the transformed features, making its application to resource-limited scenarios seriously challenging. Moreover, ROCKET and its variates [7,19] were originally developed for univariate time series, and were optimized for specific hyperparameters within a limited design space, without involving MTSC. Although they can be technically extended to MTSC, the more intricate design space makes it impractical to perform a comprehensive design.
2.2 Reinforcement Learning

Reinforcement learning (RL) has emerged as a popular approach for dynamically adapting neural network architectures. In the field of computer vision, the neural architecture search (NAS) approach has been introduced to automate the design of state-of-the-art neural networks, utilizing RL agents to guide the construction of the model from a predefined design space with a vast number of candidate models. The accuracy of the resulting model serves as a reward signal to direct the decision-making process of the RL agent [15,20,26,27]. However, the RL agent needs to train numerous candidate models to determine the optimal one, which leads to expensive computational overhead. The memory requirement for storing and processing candidate models also quickly becomes prohibitive as the number of candidates increases. Although weight-sharing [17] is introduced to reduce the computational cost, memory bottlenecks still exist, limiting the size of the search space and the complexity of the models that can be explored.

In the context of time series classification, the utilization of the RL encounters similar challenges as those in image classification. To overcome these challenges, Adacket adopts a convolutional model without training and leverages a contrastive loss function [24] to create an alternative indicator without the need for time-consuming training. Moreover, instead of searching over a discrete space, Adacket designs multiple continuous action spaces for the RL agent to generate fine-grained convolutional hyperparameters. This also enables the convolutional model to comprehensively focus on temporal features and reduces the memory usage of storing candidate convolutional parameters.

3 Preliminaries

Multivariate Time Series. A multivariate time series (MTS) dataset can be represented as a matrix $X$ containing $N$ instances. Each instance, denoted as $X_i = \{x_{i,1}, x_{i,2}, \ldots, x_{i,F}\}$, is a sequence of events comprising $F$ channels. Here, $x_{i,j} \in \mathbb{R}^T$ represents the time series data of channel $j$ with length $T$.

Candidate Convolutional Model. A candidate convolutional model denoted as $M = (V, C)$ comprises a convolutional layer not requiring training. Specifically, $V = \{v_1, v_2, ..., v_S\}$ represents a set of 1D dilated convolutional kernel parameters, where each $v_s$ corresponds to a group of convolutional kernel parameters. On the other hand, $C = \{c_1, c_2, ..., c_S\}$ denotes a set of input channel indexes, where each $c_s$ corresponds to a group of indexes. Additionally, let $p_{s}^{\text{conv}}$ and $p_{s}^{\text{out}}$ respectively denote the total number of parameters and the total number of output channels of the subset $\{v_1, v_2, ..., v_s\} \in V$.

Kernel-Channel Pair. A kernel-channel pair $(v_s, c_s)$ associates a group of convolutional kernels $v_s$ with a corresponding group of channel indexes $c_s$ that indicates the input channels that the kernels operate on. Specifically, each convolutional kernel $v_s$ consists of a set of weights $w_s \in \mathbb{R}^{h_{s}^{\text{in}} \times h_{s}^{\text{out}} \times h_{s}^{\text{ks}}}$ and biases $b_s \in \mathbb{R}^{h_{s}^{\text{out}}}$, with $h_{s}^{\text{in}}$ as the input channel axis, $h_{s}^{\text{out}}$ as the output channel
 axial, and $h_{s}^{k_s}$ as the kernel size axis. We also set the dilation of $v_s$ to be $h_s^{dil}$. Following ROCKET, the weights are drawn from a Gaussian distribution, i.e., $w_s \sim \mathcal{N}(0, 1)$, and are mean centered after being set, i.e., $w_s = w_s - w_s$. The bias $b_s$ are sampled from a uniform distribution $\mathcal{U}(-1, 1)$. The stride is fixed at one, and standard zero padding is applied to ensure that the output size matches the input size. Consequently, 1D dilated convolutional kernels can be determined as a four-tuple $(h_{s}^{in}, h_{s}^{out}, h_{s}^{k_s}, h_{s}^{dil})$, which reflects the convolutional hyperparameters of the convolutional kernel group $v_s$.

**Representations.** The set of representations $R_i$ is generated by applying the convolutional model $M$ to the input instance $X_i$. It consists of $S$ representations, i.e., $\{r_{i,1}, r_{i,2}, ..., r_{i,S}\}$, and each representation $r_{i,s} \in \mathbb{R}^{h_{s}^{out} \times T}$ can be derived by

$$r_{i,s} = \sum_{m=1}^{h_{s}^{in}} w_{s,m} \odot X_{i,c_s,m} + b_s,$$

where $\odot$ denotes the convolutional operation, $w_{s,m}$ is the weights of the $m$-th input channel in $w_s$, $c_{s,m}$ is the $m$-th channel index of the channel group $c_s$ and $X_{i,c_s,m}$ is the $c_{s,m}$-th channel of the $i$-th input instance.

**Contrastive Loss.** The contrastive loss [24] of the candidate model is used to evaluate their representations. For instance $X_i$, we randomly sample two sub-series with overlapping time segments. A candidate model is then applied to transform these two sub-series from $X_i$, generating corresponding representations $R_i$ and $R'_i$, respectively. Each representation is randomly masked along the time axis using a binary mask sequence. Then, for the representation $r_{i,s,k,t} \in r_{i,s}$, where $k$ is the output channel axis and $t$ is the timestamp axis, the temporal contrastive loss $L_1^{(i,s,k,t)}$ and instance-wise contrastive loss $L_2^{(i,s,k,t)}$ are formulated as

$$L_1^{(i,s,k,t)} = -\log \frac{\exp(r_{i,s,k,t} \cdot r'_{i,s,k,t})}{\sum_{t' \in \Omega} (\exp(r_{i,s,k,t} \cdot r'_{i,s,k,t'}) + \mathbb{1}[t \neq t'] \exp(r_{i,s,k,t} \cdot r_{i,s,k,t'}))},$$

$$L_2^{(i,s,k,t)} = -\log \frac{\exp(r_{i,s,k,t} \cdot r'_{i,s,k,t})}{\sum_{j=1}^{B} (\exp(r_{i,s,k,t} \cdot r'_{j,s,k,t}) + \mathbb{1}[i \neq j] \exp(r_{i,s,k,t} \cdot r_{j,s,k,t}))},$$

where $\Omega$ is the set of timestamps within the overlap of the two sub-series, $\mathbb{1}$ is the indicator function and batch size $B$ is kept at its original setting of 8. The variables $r_{i,s,k,t}$, $r'_{i,s,k,t}$, and $r_{j,s,k,t}$ are representation vectors of the same timestamp $s$ but from different augmentations or different instances of time series data. The overall contrastive loss can be expressed as

$$L_{\text{dual}} = \frac{1}{S} \sum_{s=1}^{S} \frac{1}{NTh_{s}^{out}} \sum_{i=1}^{N} \sum_{t=1}^{T} \sum_{k=1}^{h_{s}^{out}} (L_1^{(i,s,k,t)} + L_2^{(i,s,k,t)}),$$

where $N$ is the number of instances, while $T$ and $h_{s}^{out}$ are the number of timestamps and dimensions in each representation respectively. The loss function of the model $M$, denoted as $\ell(\cdot)$, can be obtained by the above steps.
Extracted Features and Classifier. Consistent with ROCKET, we extract two features from each representation sequence, feeding them into a linear classifier. Formally, for any representation sequence \( r_{i,s,k} \in \mathbb{R}^T \), we first compute its maximum value and the proportion of positive values (PPV), namely \( \text{Max}(r_{i,s,k}) \) and \( \sum_{t=0}^{T-1} [r_{i,s,k,t} > 0] \). Then, these extracted features from representations \( R_i \) are then incorporated into a corresponding feature set \( E_i \). Finally, a linear classifier (i.e., ridge regression classifier) with parameters \( \varphi \) is denoted as \( \sigma_{\varphi} : E_i \rightarrow y_i \). It is trained to accurately assign each instance \( X_i \) to its corresponding class \( y_i \).

4 Method

In this section, we present our Adacket, a novel method for automatically designing convolutional modules. We first introduce the multi-objective optimization problem that integrates performance and resource efficiency. Then, we model this issue as a sequential decision-making problem using the RL paradigm, and design multiple action spaces to support comprehensive searches over the channel and temporal dimensions. Finally, we adapt the Deep Deterministic Policy Gradient (DDPG) algorithm [13] to explore efficient convolutional kernels within continuous action spaces.

4.1 Multi-objective Optimization: Performance and Resource

We formulate the design problem as a multi-objective issue over channel and temporal dimensions, aiming at finding a convolutional model with both a high score of performance and low redundancy on parameters. To intuitively assess the performance, we use the sigmoid function to transform the contrastive loss function into a score. By integrating this score with a parameter count metric, we can effectively balance the importance of model performance and resource efficiency in our design process.

For a given candidate convolutional model \( M \), its performance is measured by the \( \text{Score}(M) \), which is calculated using the sigmoid function as \( \text{Score}(M) = \frac{1}{1+e^{-\ell(M)}} \). The resource efficiency metric \( \text{Resource}(M) \) takes into account the parameters involved in the convolutional kernels and the linear classifier. Thus, the proposed multi-objective is defined by

\[
\text{Reward}(M) = \text{Score}(M) \times \epsilon + \frac{\text{Score}(M)}{\log \text{Resource}(M)} \times (1 - \epsilon),
\]

where \( \epsilon \in [0, 1] \) is a hyperparameter that controls the weight of the two branches in the objective. \( \text{Score}(M) \) emphasizes the importance of the model’s performance, while \( \frac{\text{Score}(M)}{\log \text{Resource}(M)} \) encourages the model to use fewer parameters without compromising its score. We use \( \text{Reward}(M) \) to evaluate the value of the model \( M \) after considering performance and resources jointly. The multi-objective optimization goal is to maximize \( \text{Reward}(M) \) w.r.t \( M \). Inspired by the work [14,15,20,27], we next utilize the RL method to solve the multi-objective issue.
4.2 RL-Based Decision Model: Channel and Temporal Dimensions

Adacket utilizes an RL agent to explore the design space of 1D dilated convolutional kernels over channel and temporal dimensions. It does so by constructing a candidate convolutional model through a sequential decision-making process modeled as a Markov Decision Process (MDP), which comprises a 5-tuple \((S, A, T, R, \gamma)\). Concretely, \(S\) is a finite set of states, and \(A\) is a finite set of actions. \(T : S \times A \times S \rightarrow [0, 1]\) is a state transition function, which defines the probability of transitioning from one state to another state after taking a specific action. \(R\) is the reward function, which assigns a real-valued reward signal to the agent after taking a specific action in a specific state. The discount factor \(\gamma \in [0, 1]\) is used to discount future rewards. At each time step \(s\), the agent observes the \(c(s)\)-th channel of instances \(X\) to encode a state \(s_s \in S\), and perform an action \(a_s \in A\) based on a policy function \(\pi : S \rightarrow A\) to generate a group of kernels for this channel. The agent then receives a reward \(r_s = R(s_s, a_s)\) and moves to the next channel \(c(s+1)\) to encode a new state \(s_{s+1}\) by the state transition function \(T\). In this sequential decision-making process, the goal of the agent is to learn a policy that maximizes the expected reward \(\mathbb{E}_\rho[\sum_{s=1}^{\infty} \gamma^{s-1} R(s_s, a_s)]\), where \(\rho = \{(s_1, a_1), \ldots, (s_{c-1}, a_{c-1})\}\). We define \(c(s) = (s \bmod F) + 1\) to ensure that the agent can cycle through each channel in a sequential manner.

Next, we present \(S\), \(A\), and \(R\) in this RL environment as follows.

The State Space \(S\) is characterized by a state matrix \(s_s \in \mathbb{R}^{\alpha \times 15}\). It comprises \((\alpha - 1)\) historical observations and one current observation \(z_s\), which is a 15-dimension channel embedding. Thus, the expression for \(s_s\) is given by: \(s_s = [s_{s-1,2}, s_{s-1,3}, \ldots, s_{s-1,15}, z_s]\). By fusing historical observations into the state space, we help the agent adapt to dynamic environments and make more precise predictions about the current state. The composition of \(z_s\) is as follows.

- **The 1st-9th dimensions** correspond to one channel index \(c(s)\) and eight distinctive attribute features. The eight features are extracted from the channel \(c(s)\) of the time series using two 1D convolutional kernels of lengths 7 and 9. These lengths have proven effective in distinctively transforming time series in ROCKET. For each kernel, we extract two time-domain features (maximum value and PPV) [6] and two frequency-domain features (centroid frequency and peak factor) [1] from the output sequence. These features help the agent differentiate the current scanned channel from the others.

- **The 10th-15th dimensions** consist of six dynamics values returned by the environment, recorded as \([g_{s-1}, g'_{s-1}, a_{s-1,1}, a_{s-1,2}, a_{s-1,3}, a_{s-1,4}]\). Here, 1) \(g_{s-1}\) is the growth ratio of the parameter quantity of the convolutional kernels at time step \(s-1\), calculated by \(\frac{p_{s-1}^{\text{conv}}}{p_{s-2}^{\text{conv}}} - 1\), where a tiny value is used to avoid division by zero. 2) \(g'_{s-1}\) is the growth ratio of the output channels of the convolutional kernels at time step \(s-1\), computed by \(\frac{p_{s-1}^{\text{out}}}{p_{s-2}^{\text{out}}} - 1\). These values are imperative in enabling the agent to adjust to variations in the candidate convolutional models. 3) The remaining four dynamics values are the four output action values in \(a_{s-1}\), which will be explained in the next paragraph.
They serve to provide information on the agent’s prior decisions, aiding in the identification of patterns and trends in its behavior, and enhancing the performance.

The Action Space $\mathcal{A}$ determines each group of convolutional kernels in the multiple search spaces over channel and temporal dimensions. The agent takes four-dimension actions $a_s = \{a_{s,1}, a_{s,2}, a_{s,3}, a_{s,4}\}$ from the continues action space, where each $a_{s,i}$ is a continues value between 0 and 1. Then, the agent maps them to a fine-grained four-tuple $(h_{s}^{in}, h_{s}^{out}, h_{s}^{ks}, h_{s}^{dil})$ and a corresponding channel group $c_s$. They determine a kernel-channel pair $(v_s, c_s)$ for the candidate convolutional model. The mapping process at step $s$ is described as follows.

- **Input channel** $h_{s}^{in}$ is calculated by $\lceil \frac{F-c(s)}{(F-c(s)) \times a_{s,1}} \rceil$, where $\lceil \cdot \rceil$ is the floor function. $F-c(s)$ means the remaining channels between the current channel $c(s)$ and the last one $F$. The term $(F-c(s)) \times a_{s,1}$ is defined as the interval of channel sampling from $c(s)$ to F. Subsequently, the indexes are grouped into a set $c_s$, where a positive integer $c_{s,m} = c(s) + (m-1) \times [(F-c(s)) \times a_{s,1}]$. This approach enables a flexible and adaptive adjustment of the number of input channels based on the specific task and input data, thereby potentially improving model performance and optimizing resource utilization.

- **Output channel** $h_{s}^{out}$ is formally derived by $[\beta \times a_{s,2}]$, where $\beta$ enforces an upper bound for the output channel number. This technique is effective in reducing the number of model parameters and computation required while preserving the model's capacity for complex representations.

- **Kernel size** $h_{s}^{ks}$ is computed by $[a_{s,3} \times \kappa]$, where $[\cdot]$ is the ceil function and $\kappa$ is the upper bound of the kernel size. It guarantees that the kernel size is significantly smaller than the input time series in most cases.

- **Dilation** $h_{s}^{dil}$ is determined by $h_{s}^{ks}$ and the receptive field size. Here, we define the receptive field size as a function w.r.t $a_{s,4}$, specifically $F_s = [a_{s,4} \times T]$. Hence, $h_{s}^{dil}$ can be mathematically calculated by $\lceil \frac{F_{s} - h_{s}^{ks}}{h_{s}^{ks} - 1 + 1e^{-6}} \rceil$, according to the irrelevance of $h_{s}^{dil}$, $h_{s}^{ks}$ and $F_s$ [23]. This allows the convolutional kernels to capture features at a variable and adaptive receptive field.

If $h_{s}^{out}$ is zero, no convolutional kernel will be added at step $s$. The above mapping process produces a four-tuple $(h_{s}^{in}, h_{s}^{out}, h_{s}^{ks}, h_{s}^{dil})$ and a corresponding channel group $c_s$. Then, through initializing the convolutional kernel weights and biases according to the procedure outlined in Sect. 3, we create a kernel-channel pair $(v_s, c_s)$, and incorporate it into the candidate convolutional model. As such, the agent facilitates the association of the convolutional kernel with the input channel, enabling the fine-grained establishment of convolutional models and relevant channel-wise interaction. We describe the pseudocode of constructing the state space and action space in the Appendix.

The Reward $\mathcal{R}$ is set to $\text{Reward}(M)$ at the final step $S$ and 0 for all other steps. This delayed reward design encourages the agent to focus on the long-term outcome of the selection process [18]. Once the agent takes an action $a_s$ at state $s_s$, the environment returns the reward $r_s = \mathcal{R}(s_s, a_s)$ to the agent.
Fig. 1. Illustration of Adacket to introduce one kernel-channel pair. At each step $s$, the RL agent encodes the current state $s_s$ using a channel embedding from channel $c(s)$, and samples a kernel-channel pair $(v_s, c_s)$ for the candidate convolutional model $M$. Then, the agent receives the reward $R$ and moves to the next channel $c(s+1)$.

4.3 DDPG Adaptation: Efficient Kernel Exploration

By conceptualizing the establishment of a model $M$ as an MDP, it becomes feasible to formulate the design of a series of convolutional kernels as an action sequence $a_{1:S}$. This enables us to effectively train the Adacket’s agent using an actor-critic method, i.e., the Deep Deterministic Policy Gradient (DDPG) algorithm.

The DDPG algorithm is a powerful method for exploring continuous action while balancing exploration and exploitation. This is accomplished through the actor-critic structure, which provides more stable training by reducing variance. Its core components are an actor $\mu_\theta : S \rightarrow A$, which utilizes a multi-layer perceptron (MLP) $\theta$ to process the current state and outputs a continuous action based on a learned policy, and a critic $Q_\xi : S \times A \rightarrow \mathbb{R}$, which employs another MLP $\xi$ to assess the current state-action pair’s reward. The primary objective is to maximize the expected reward $E_{s_s \sim \rho^B}[Q_\xi(s_s, \mu_\theta(s_s))], \text{ where } \rho^B$ denotes the state visitation distribution for a different stochastic behavior policy $\beta$.

To train the Adacket’s agent with DDPG, we begin by defining the neural architecture of the actor $\mu_\theta$ as a two-layer MLP and four output heads with the sigmoid activation function. This architecture allows us to create a multi-dimensional continuous space, where each output can be mapped to a range $(0, 1)$. That of critic $Q_\xi$ is a two-layer MLP and one output head. Incorporating Fig. 1 and Algorithm 1, the main process can be described as follows.

We first initialize the best convolutional model, the best reward, and the actor-critic networks. During each episode, the candidate convolutional model $M = (V, C)$ is initialized as empty and then created by sequentially adding convolutional kernels in $S$ steps. At each step $s$, the actor takes the state space $s_s$ as input and outputs the action $a_s$, while adding exploration noise $N_s$. This promotes better exploration of the environment and enables the agent to discover more optimal policies. We express this as $a_s = \mu_\theta(s_s) + N_s$, where $N_s$ is tailored to the specific environment. We then map $a_s$ to a four-tuple $(h^{in}_s, h^{out}_s, h^{ks}_s, h^{dil}_s)$.
and a corresponding channel group $c_s$. The newly introduced kernel-channel pair is added to the current candidate convolutional model components ($V, C$). The environment responds with the reward $r_s = R(s_s, a_s)$ and the next state $s_{s+1}$. The transition $(s_s, a_s, r_s, s_{s+1})$ is then stored in the replay buffer. The critic $Q_\xi$ evaluates the quality of these output actions and provides a target reward signal to update the actor $\mu_\theta$. Updating $\xi$ involves the loss function $L_\xi = \frac{1}{B} \sum_{i=1}^{B} (Y_i - Q_\xi(s_i, a_i))$, where $Y_i = r_i + \gamma Q_\xi(s_{i+1}, \mu_\theta(s_{i+1}))$ and $B$ is the number of minibatch transitions that are randomly sampled from the replay buffer. $\gamma$ is set to 1.0 to consider all future rewards equally important as the immediate reward for our agent. Updating $\theta$ involves the loss function $L_\theta = -\frac{1}{B} \sum_{i=1}^{B} Q_\xi(s_i, \mu_\theta(s_i))$. If the reward at the last step is higher than the best reward, the agent updates the best model and best reward. Finally, we select the best model established in this sequential training process. Algorithm 1 outlines the above training process of the agent.

Algorithm 1: Adacket’s agent updates with DDPG

1. Initialize the best model $M^{\text{best}}$ and the best reward $R^{\text{best}}$
2. Create the actor $\mu_\theta$ and the critic $Q_\xi$
3. for episode = 0 to $E$ do
4.   Set $(V, C)$ to empty sets
5.   for $s = \{1, 2, ..., S\}$ do
6.     Encode the state $s_s$ by Algorithm A.1
7.     Select action $a_s = \mu_\theta(s_s) + \mathcal{N}_s$ according to the current policy and exploration noise
8.     Map action $a_s$ to a kernel-channel pair ($v_s, c_s$) by Algorithm A.2
9.     Add ($v_s, c_s$) to candidate model components ($V, C$)
10.    Observe reward $r_s = R(s_s, a_s)$ and encode the next state $s_{s+1}$
11.    Store transition $(s_s, a_s, r_s, s_{s+1})$ in the replay buffer
12.    Sample a random minibatch of $B$ transitions $(s_i, a_i, r_i, s_{i+1})$ from replay buffer
13.    Update critic $Q_\xi$ by minimizing the loss: $L_\xi$
14.    Update actor $\mu_\theta$ by minimizing the loss: $L_\theta$
15.   end
16. if $r_S \geq R^{\text{best}}$ then
17.    Update the best reward $R^{\text{best}} = r_S$
18.    Save the best model $M^{\text{best}} = (V, C)$
19. end
20 end
21 return $M^{\text{best}}$

After the Adacket agent is trained by Algorithm 1, the best model $M^{\text{best}}$ is obtained, which is then used to replace the random convolutional model of ROCKET. Then, we perform the model $M^{\text{best}}$ and provide the representations for feature extraction. A linear classifier is subsequently trained on these extracted features for classification.
5 Experiments

5.1 Experimental Settings

Datasets. Adacket’s performance is evaluated on 30 MTSC sourced from the UEA archive [3]. They present an exceptional challenge due to their significant heterogeneity of properties, including channels, instances, and length. The processing of UEA datasets uses the tslearn package [22] with the default settings.

Details. Regarding the setting of parameters in the DDPG algorithm, we are consistent with its original paper (see the Appendix). Additionally, we set the value of $\epsilon$ to 0.99 in Eq. 5 to allow for a trade-off between model performance and resource. Additionally, we limit the upper bound of the output channel number $\beta = 16$ for each group of convolutional kernels, and set the upper bound of the kernel size $\kappa$ to 10. We also investigate that $\epsilon$ can effectively control resource constraints, and $\beta$ and $\kappa$ have little effect on the accuracy, except when their values are too small (see the Appendix).

Baselines. Our proposed approach is compared against four benchmark methods, including ResNet, InceptionTime, TapNet, and ROCKET. These methods have demonstrated impressive performance on MTSC tasks [16] with ROCKET achieving the best rank among them.

Metrics. Adacket is evaluated on the following three different metrics.

- Accuracy. We conduct the pairwise posthoc analysis [4] to statistically rank the accuracy of different models over UEA archives and visualize the results by the Critical Difference (CD) Diagram [8] with Holm’s $\alpha$ (5%) [11].
- Computational Efficiency. The training time and inference time of each method on all UEA datasets are used to measure computational efficiency.
- Resource Efficiency. Two metrics are used to compare the resource efficiency of Adacket. The first metric is the number of model parameters, which includes convolutional kernel parameters and classifier parameters and is a conventional metric for deep learning methods. The second metric is memory usage, as recommended by ROCKET, which is calculated by $O \times 8 \times n$ bytes, where $O$ denotes the number of transformed features and $n$ denotes the size of the training set. The default value of $O$ in ROCKET is 20,000.

5.2 Classification Performance Evaluation

Accuracy. Figure 2 illustrates the CD diagrams of the five classifiers that completed all UEA datasets. The diagram demonstrates that our method outperforms all other compared baselines in terms of average accuracy rank, which indicates the superior performance of Adacket in MTSC tasks.

![Fig. 2. CD diagrams for comparing different methods on all UEA datasets.](image-url)
**Computational Efficiency.** To further compare Adacket with the two best baselines, i.e., InceptionTime and ROCKET, we present training and inference time comparisons in Table 1. The experiments are conducted on one GeForce RTX 3090 Ti GPU. In terms of train time, our results show that Adacket is nearly one order of magnitude faster than InceptionTime, requiring only 1.61 h to train all 30 UEA datasets, which is a comparable result to the performance of ROCKET. In terms of inference time, Adacket stands out as the fastest method thanks to its efficient design. These findings demonstrate the advantages of Adacket in terms of time overhead, highlighting the efficiency of our method.

**Resource Efficiency.** We then present the accuracy, the number of parameters, and memory usage for three datasets with varying numbers of channels, including the dataset with the largest number of channels in the UEA benchmark. From Table 2, Adacket achieves better accuracy than InceptionTime and ROCKET while consuming fewer parameters and less memory. Interestingly, InceptionTime requires more parameters as the number of channels increases, whereas Adacket can control resources more efficiently to capture valuable features, even on datasets with a larger number of channels, such as the DuckDuckGeese dataset. This is due to Adacket’s ability to adapt its components to suit the specific characteristics of each dataset, whereas InceptionTime and ROCKET employ fixed structures. These results underscore Adacket’s flexibility and efficiency and also demonstrate its potential to achieve comprehensive high performance on multiple objectives. The complete results for all 30 UEA datasets, including accuracy, parameters, and memory cost, can be found at the provided link\(^1\), along with the source code, datasets, and appendices. Crucially, the

---

**Table 1.** Train time (in hours) and inference time (in seconds) on all UEA datasets.

| Method      | Train Time | Inference Time |
|-------------|------------|----------------|
| InceptionTime | 48.55      | 1.61           |
| ROCKET      | 1.25       | 1.58           |
| Adacket     | 1.61       | 0.68           |

**Table 2.** Comparison of accuracy (%), parameters (MB), and memory cost (MB) of three MTSC datasets, i.e., SelfRegulationSCP1 (SRS) with 7 channels, Heartbeat (HB) with 61 channels, and DuckDuckGeese (DDG) with 1345 channels, the most channels in the UEA archive.

| Dataset | Method      | Acc | Params | Mem |
|---------|-------------|-----|--------|-----|
| SRS     | InceptionTime | 86.55 | 4.685  | -   |
|         | ROCKET      | 84.69 | -      | 42.88|
|         | Adacket     | **89.42** | **0.021** | **3.34** |
| HB      | InceptionTime | 73.20 | 4.810  | -   |
|         | ROCKET      | 71.76 | -      | 32.64|
|         | Adacket     | **77.07** | **0.012** | **0.58** |
| DDG     | InceptionTime | 54.00 | 7.754  | -   |
|         | ROCKET      | 46.13 | -      | 8.00 |
|         | Adacket     | **58.00** | **0.003** | **0.68** |

\(^1\) [https://github.com/jrzhang33/Adacket](https://github.com/jrzhang33/Adacket)
Fig. 3. Comparison of Shannon entropy in the first five channels of the initial test instance before (Input) and after (Output) passing through the convolutional model. We define the output channel ratio (OC Ratio) as the number of representations produced by each channel (normalized by the total number of representations).

complete results show that Adacket outperforms both ROCKET and Inception-Time in terms of resource efficiency across the entire set of 30 datasets.

5.3 Understanding Adacket’s Design Selections

To further understand how Adacket determines the convolutional kernel across the channel and temporal dimensions, we conduct a series of empirical experiments to analyze the reasons behind its design selections.

Channel Dimension. Shannon entropy is a trusted measure of feature diversity [5], often quantifying information uncertainty in data. Increasing input channel uncertainty can yield more diverse and meaningful output representations. We compute Shannon entropy statistics for the first five channels of the three mentioned datasets before and after channel transformation. Figure 3 shows Adacket improves Shannon entropy for channels in both the SelfRegulationSCP1 and DuckDuckGeese datasets. Particularly, DuckDuckGeese channels with extremely low Shannon entropy exhibit a significant increase in information uncertainty after transformation, validating selected convolutional kernels’ role in feature diversity enhancement in specific channels. Furthermore, as Fig. 3 illustrates, the trend of the output channel ratio is consistent with that of the output representation Shannon entropy. This confirms that Adacket tends to output more representations with higher Shannon entropy, thus providing more distinctive features for the classifier. We observe that in the Heartbeat dataset, the first five channels are discarded without assigned convolutional kernels, yet Adacket maintains high accuracy in Table 2. This could be due to the channels’ structural attributes, exhibiting robust periodicity and local correlation, causing feature compression after convolution. Alternatively, other channels may be more suitable for feature extraction, yielding a valuable representation space. The results highlight Adacket’s ability to increase feature diversity, reduce channel redundancy, and enable meaningful channel-wise interactions in convolutional models.

Temporal Dimension. To validate Adacket’s kernel size and dilation choices, we employ grid search to find the optimal convolutional kernel. We search for the
best kernel size and dilation coefficient combination, adopting Adacket’s chosen input and output channels. By evaluating the extracted features from different convolutional kernel combinations, Fig. 4 displays the highest accuracy in each grid range. As we can see, the red box is located in the grid with the highest accuracy. This demonstrates Adacket’s reliable convolutional kernel design search. Moreover, Fig. 4 demonstrates that the channels of different MTSC tasks exhibit distinct preferences for convolutional kernel design. For example, the DuckDuckGeese dataset achieves optimal performance with a kernel size of 10 and a dilation of 14, which is not the preference of the SelfRegulationSCP1 dataset. This confirms Adacket’s effectiveness in designing optimal time-scale convolutional kernels, enabling the establishment of convolutional models at high-granularity levels. Overall, this comprehensive exploration enhances convolutional kernels’ potential in MTSC tasks, leading to more accurate and meaningful results.

6 Conclusion

In this work, we introduce a novel method called Adacket to automatically design efficient convolutional models for various MTSC tasks. Adacket formulates the kernel design problem as a multi-objective optimization task, considering both performance and resource efficiency, and models this issue as a sequential decision-making problem using the RL paradigm. It achieves the adaptive design of the convolutional model, allowing for searches over channel and temporal dimensions. By training with DDPG, Adacket generates efficient convolutional kernels with high granularity. Our experimental evaluations on the UEA archive demonstrate that Adacket can achieve more competitive results on the accuracy, computational, and resource efficiency. Additionally, Adacket presents captivating avenues for future research, such as expanding termination conditions in each episode to accurately meet the budget constraints of end-users. In conclusion, Adacket is a promising method in MTSC scenarios and we hope that our work will inspire further investigation into the development of more meaningful convolutional models for time series analysis.
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Abstract. Urban traffic flow prediction is a challenging task in the field of intelligent transportation and spatio-temporal data analysis. Accurate prediction of traffic states by leveraging sophisticated spatio-temporal patterns is critical. However, existing methods ignore the local validity of dynamic spatio-temporal auto-correlations, resulting in bottlenecks in the performance and efficiency of the model. In this work, we investigate the effects of dominant as well as invalid spatio-temporal patterns and propose a spatio-temporal forecasting framework. Specifically, we propose a dominant spatial-temporal attention mechanism, which extends the empirical approximation of Kullback-Leibler divergence to the spatial-temporal domain to optimize the computational efficiency of the attention mechanism, and identifies locally valid associations through dominant query generation. Meanwhile, we theoretically demonstrate the validity of the extension. Furthermore, we design an adaptive spatial-temporal fusion embedding scheme to generate heterogeneous and synchronous traffic states without pre-defined graph structures. We further propose an Efficient Adaptive Spatial-Temporal Attention Network (EASTAN) to capture fine-grained spatio-temporal dependencies based on the above modules and perform sequential forecasting. Extensive experiments (Code and appendix available at: https://github.com/ecmlpkdd2023/EASTAN) on four real-world datasets show that the proposed framework improves the prediction accuracy by 3.31%–48.93%, and significantly reduces the training time as well as model parameters compared to state-of-the-arts.
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1 Introduction

In the field of spatio-temporal data mining and intelligent transportation, traffic flow prediction has been an important problem. Accurate forecasting can provide essential indications for improving traffic conditions. Due to the connectivity of roads, traffic signals are potentially correlated in both temporal and spatial dimensions, which limits the performance of time series analysis models based on statistical analysis [1,23] or recurrent neural networks (RNNs) [13,15].
The road network is intuitively a graph structure based on location and can be further defined numerically as a Laplacian matrix to reflect spatial information. Therefore, previous studies employ graph convolutional neural networks (GCNs) to aggregate spatial associations from road network and combine variants of convolutional neural networks (CNNs) to explore spatio-temporal patterns [6,12,20]. Despite the desirable performance achieved by these models, several problems have been pointed out and extensively studied. First, the predefined graph reflecting the road network structure is static, which is not applicable in dynamic traffic environments. To address this issue, numerous adaptive methods have been proposed that replace the original predefined maps with data-driven learnable matrices as potential spatial information and achieve accurate predictions [2,18]. Second, the extraction of spatial and temporal correlations is separated, which ignores the heterogeneity of spatio-temporal patterns. Therefore, some spatio-temporal information fusion methods have been proposed recently to capture synchronous spatio-temporal information and achieve excellent performance [9,10,14,21]. However, there are still some issues and challenges that have not been fully considered:

1. The contradiction between the heterogeneous and dynamic nature of spatio-temporal patterns. Fusing information from temporal and spatial dimensions is an effective way to capture heterogeneous spatio-temporal patterns. For example, STSGCN [14] as well as STFGNN [10] transform spatial-temporal embeddings into localized spatial-temporal sub-graphs and generate corresponding spatial-temporal representations by GCNs. GMAN [21] employs Node2Vec [5] to generate spatial embeddings and combine them with temporal features of sequences to form spatial-temporal embeddings. However, the above methods are all based on pre-defined graphs to describe spatial information, which weaken the dynamic characteristics of spatio-temporal patterns.

2. The local validity of the dynamic spatial and temporal associations. As shown in Fig. 1, the traffic flow of target node and time step is mainly influenced by the dominant nodes and time steps.
time steps within the local validity correlation region rather than from the whole road network or historical time segments. The spatio-temporal patterns from the irrelevant nodes and time steps are redundant and even generate additional disturbances. (3) Efficiency bottlenecks. Existing methods have achieved noticeable improvements in performance, while ignoring the efficiency of the model, the non-negligible training time and the number of parameters weaken the practicality.

To solve the above issues, we propose an Efficient and Adaptive Spatial-Temporal Attention Network (EASTAN) for traffic flow forecasting, which has the following properties: the adaptive spatial-temporal fusion embedding, which adaptively learns heterogeneous spatio-temporal patterns and integrates local and global correlations in both temporal and spatial dimensions to enhance short-term and long-term forecasting capabilities; the dominant spatial-temporal attention, which extends Kullback-Leibler (KL) divergence [16] to the spatio-temporal domain to perform correlation calculations, and combines the long-tailed distribution properties of the self-attention to generate dominant spatio-temporal queries, efficiently filtering out the irrelevant spatio-temporal patterns; the efficient spatial-temporal block (EST-Block) integrates the dominant spatial-temporal attention and fusion gate to embed the dominant and heterogeneous spatio-temporal patterns into the historical sequence; the EASTAN framework consists of stackable EST-Blocks and a transform attention, and performs prediction through the generative interface. We summarize the contributions of this work as follows:

(1) We propose the dominant spatial-temporal attention to extract the relevant patterns precisely and efficiently by extending the long-tail distribution property of sequential correlations from the temporal domain to the spatio-temporal domain. Meanwhile, we theoretically prove the principle and stability of the computational process. (2) We propose the adaptive spatial-temporal fusion embedding, which consists of both adaptive spatial embedding and hierarchical temporal embedding to enrich the heterogeneous spatio-temporal information. It is completely data-driven and more lightweight. (3) Extensive experiments on 4 real-world datasets demonstrate the advantages of our well-designed framework in performance, efficiency, and interpretability. EASTAN outperforms 14 representative approaches with significant performance improvements of 3.31%–48.93%, reducing the training time by at least 82.78% and the number of parameters by at least 97.47% compared with state-of-the-arts.

2 Related Work

We classify the existing studies on traffic flow forecasting into 4 categories and present some representative papers in this field.

Sequential Methods. Traffic flow data can be easily modeled by time series prediction models based on statistical learning or machine learning [1,13,15,23]. However, these models cannot handle spatial information and their performance are restricted. Pre-defined graph-based methods. STGCN [20] proposes to
use graph convolution to extract spatial associations based on location information and combine it with temporal convolution to perform serialized prediction. DCRNN [12] combines graph convolution and recurrent neural networks with an encoder-decoder framework to explore spatio-temporal correlations. AST-GCN [6] uses attention to explore spatio-temporal dependencies with dynamic properties. Besides, STGODE [4] explores dynamic spatial-temporal dependencies on road semantic adjacency matrices using tensor-based ordinary differential equations. Z-GCNETs [3] combine spatial topological information of adjacency matrices with time-aware graph convolution. Nevertheless, the prediction accuracy of these models is difficult to improve due to the static spatial information of the pre-defined graphs.

**Adaptive graph-based methods.** Graph Wavenet [18] proposes an adaptive graph convolution that captures dynamic spatial-temporal dependencies in combination with a stacked dilated 1D convolution. AGCRN [2] proposes the node-level learnable parameters fused with GCN to model dynamic spatial associations. DSTAGNN [9] replaces the pre-defined graph with a dynamic spatial-temporal aware graph and uses a novel graph neural network combined with attention to explore dynamic spatial-temporal patterns. However, the above models ignore the heterogeneous properties of spatio-temporal patterns and the local validity of dynamic patterns. **Methods based on heterogeneous spatial-temporal patterns** maintain the synchronous properties of spatio-temporal patterns by fusing information in spatial and temporal dimensions and achieve desirable performance [10, 14, 19, 21]. However, these methods still require pre-defined spatial information and cannot detect the effect of traffic flow on traffic states, such as anomalies triggered by unexpected traffic accidents.

In addition to the spatio-temporal prediction framework introduced above, recent studies have also achieved excellent breakthroughs in terms of efficiency with optimized attention mechanism [8, 11, 22]. However, all these models are limited by the inherent structure, which cannot directly explore the heterogeneous spatio-temporal information in traffic flow forecasting tasks. Inspired by these studies, in this work we intend to adopt the efficient calculation process to optimize the attention mechanism and extend it to the spatio-temporal domain.

### 3 Preliminaries

Referring to existing studies [7, 10, 14], we define the traffic data at time $t$ as $X_t \in \mathbb{R}^{N \times C}$, where $N$ is the number of sensors, and $C$ is the feature dimension. Therefore, the traffic data over a period of time is $\mathcal{X} = \{X_1, X_2, \ldots, X_T\} \in \mathbb{R}^{T \times N \times C}$, where $T$ is the length of the historical sequence. We define the traffic flow at time $t$ as $Y_t \in \mathbb{R}^{N \times 1}$ and consider the traffic flow forecasting task as learning the mapping function $f(\cdot)$, which satisfies: $\mathcal{Y} = f(\mathcal{X})$, where $\mathcal{Y} = \{Y_{T+1}, Y_{T+2}, \ldots, Y_{T+H}\} \in \mathbb{R}^{H \times N \times 1}$, $H$ is the prediction length. In this work, both $T$ and $H$ are set to 12 (1 h), which is the common setting for traffic flow forecasting tasks. We denote the fully connected layer with $ReLU(\cdot)$ activation function as $FC(\cdot)$ for gradient back-propagation and dimension transformation$^1$.

$^1$ The critical symbols for this paper are given in Appendix D.
4 Methodology

4.1 Adaptive Spatial-Temporal Fusion Embedding

The challenge in exploring heterogeneous spatio-temporal information is how to integrate the features of both temporal and spatial dimensions rather than considering them separately and without contradicting the dynamic properties of spatio-temporal patterns. Therefore, we propose the adaptive spatial-temporal fusion embedding module, which inherits and optimizes the capability of adaptive graphs and generates heterogeneous spatial-temporal representations. Specifically, the proposed module can be considered from two dimensions:

In the spatial dimension, we design the adaptive spatial embedding (ASE). Specifically, ASE randomly initializes a node-level learnable embedding $E_s \in \mathbb{R}^{N \times d_e}$, where $N$ is the number of nodes and $d_e$ is the embedding dimension. Here, we directly map the spatial information into a data-driven dense matrix where each row corresponds to a node embedding. Compared to adaptive adjacency matrix [2] or location-based spatial embedding [21], ASE is more simpler and lightweight, which has the linear complexity when $N$ is determined. Besides, the learned $E_s$ has better interpret-ability and can be directly integrated with temporal information. In the temporal dimension, we consider the impact of hierarchical temporal factors on traffic flow in terms of long-term and short-term effects, corresponding to the global and local levels, respectively.

At the global level, we encode different time slices of traffic flow such as time-of-day and day-of-week to reflect the intrinsic temporal properties. This is intuitive because the traffic state is influenced by a specific time such as the morning rush or the weekend. Specifically, we set the daily time slice to 5 min and the weekly time slice to 1 day, and employ one-hot encoding to describe the above time slices separately, and then concatenate them to obtain the global temporal embedding (GTE) $E_{gt}^g \in \mathbb{R}^{295}$. At the local level, we enhance the impact of different time steps in the sequence with positional information [17] to capture chronological information as well as short-term fluctuations in the traffic state. Further, we propose local temporal embedding (LTE) $E_{lt}^l$ as:

$$
E_{lt}^l = \begin{cases} 
\sin(pos/5000(p/D)) & p = 2i \\
\cos(pos/5000(p/D)) & p = 2i + 1,
\end{cases}
$$

where $D$ is the model dimension, $pos$ is the position of each time step, $p$ is the index which distinguishes between odd and even positions and we set the maximum length of the marked position as 5000 to ensure that all positions of the temporal embedding are marked. Finally, We fuse the above embeddings into the adaptive spatial-temporal fusion embedding $E_a \in \mathbb{R}^{(T+H)\times N \times D}$ by addition operation as:

$$
E_a = FC(E_s) \oplus FC(E_{gt}^g) \oplus FC(E_{lt}^l),
$$

4.2 Dominant Spatial-Temporal Attention

Efficient Spatial-Temporal Relations Calculation. The spatial-temporal self-attention [6] transforms the input in both spatial and temporal dimensions
to extract the potential spatio-temporal patterns of the sequences. Given a target query $q_i$, the spatial or temporal attention can be expressed as:

$$A(q_i, K, V) = \sum_{j \in N, l \in T} p(q_i, k_j) v_j,$$

where $q_i \in Q$, $k_j \in K$, $v_j \in V$. $Q$, $K$ and $V$ are the Query, Key, and Value matrices derived from the linear transformation of inputs. $N \in \mathbb{R}^N$ is the nodes set, $T \in \mathbb{R}^T$ is the time steps set. $p(q_i, k_j) = \exp(q_i k_j / \sqrt{d})$, $d$ is the standardization factor. The computational complexity of the spatial-temporal attention is $O(N^2) + O(T^2)$ due to the repeated matrix multiplication and the requirement to traverse all query-key pairs, which greatly reduces the model efficiency. To solve this problem, recent studies [22] employ KL divergence instead of dot product to improve the efficiency of attention-based correlation computation and achieve promising performance. However, all these methods can only integrate information in the temporal dimension, and thus cannot handle spatial correlations of sequences. Inspired by the above insights, we adopt the empirical approximation of KL divergence to quantify the correlations within the attention mechanism and extend this approach in the spatio-temporal domain.

Specifically, we first define the target query as $q_{st}^i$, which is similar to the target query in self-attention. Then we compute the spatial-temporal relations as:

$$R_{st} = p(q_{st}^i, K_{st}) = \max_j \{ \frac{q_{st}^i (k_{st}^j)^T}{\sqrt{d}} \} - \frac{1}{D_{st}} \sum_{j=1}^{D_{st}} \frac{q_{st}^i (k_{st}^j)^T}{\sqrt{d}},$$

where $q_{st}^i \in Q_{st}$, $k_{st}^j \in K_{st}$. Both $Q_{st}$ and $K_{st}$ are the linear transformations of the historical sequence in the spatial or temporal dimension. Our proposed computational method has two distinct advantages: (i) referring to [22], Eq. (4) can be considered as a max-mean operation, and its sorted computational results approximately match the long-tail distribution of the attention mechanism, which means that computing only a part of the query-key pairs during the training process is capable of representing the dominant attention scores. (ii) We define $D_{st} = \text{dim}_0(q_{st}^i)$ to extract the first dimension of the vector to perform the mean operation, which extends our method to the spatio-temporal domain. When the number of nodes is $N$ and the input length is $T$, $D_{st} \in \{N, T\}$.

---

2 Theoretical proofs are presented in Appendix A.
Dominant Spatial-Temporal Query Generation. The key to capturing effective spatio-temporal patterns is to find the dominant sets of nodes and time steps. Thus, we propose an attention enhancement method to generate the dominant queries based on the long-tailed properties of numerical correlations\(^3\).

To simplify the expressions, here we use \(Q_{st}, K_{st} \) and \(V_{st} \) to uniformly represent the original spatial or temporal Query, Key and Value matrices. Specifically, we first propose the spatial sampling factor \(s_c \) and the temporal sampling factor \(t_c \) to control the number of dominant nodes \(N_u \) and the number of dominant time steps \(T_u \), respectively. Inspired by [22], to ensure that the calculated correlations are non-long-tail distributed, we choose the log kernel function and set \(N_u = s_c \ln(N), T_u = t_c \ln(T) \). After that, we randomly sample \(N_u \) \((T_u)\) keys from \(K_{st} \) to obtain \(\overline{K}_{st} \), which forms the dominant query-key pairs with all the target queries. Next, we compute the spatial-temporal associations using Eq. (4) and obtain the index \(I_d \) of the sorted dominant spatio-temporal patterns through the TopIndex operation. Finally, based on the \(I_d \), we sample the dominant queries from the \(Q_{st} \) by the TopSample operation and further form the dominant query matrix \(\overline{Q}_{st} \). The above generation process can be expressed as:

\[
\begin{align*}
    K_{st} &= \text{RandomSample}(K_{st}, N_u, T_u) \\
    R_{st} &= p(q_{st}^i, K_{st}) \\
    I_d &= \text{TopIndex}(R_{st}, N_u, T_u) \\
    Q_{st} &= \text{TopSample}(Q_{st}, I_d),
\end{align*}
\]

where the proposed TopIndex operation sorts the associations by values and then extracts the indexes corresponding to the top \(N_u \) \((T_u)\) results in \(Q_{st} \). The proposed TopSample operation extracts the query vectors from \(Q_{st} \) based on the above indexes and forms the dominant query matrix \(\overline{Q}_{st} \). We give the pseudo-code of the proposed dominant spatial-temporal attention in Algorithm 1.

Finally, we compute spatial-temporal correlations based on the dominant spatial and temporal query matrices as:

\[
A_{st}(X) = \text{Softmax}(\overline{Q}_{st} K_{st}^T / \sqrt{d}) V_{st}.
\]  

\(^3\) Details of long-tail distribution of traffic states are presented in Appendix B.
Algorithm 1. Dominant Spatial-Temporal Attention

**Require:** Input data $X \in \mathbb{R}^{T \times N \times C}$, historical adaptive spatial-temporal embedding $E_a^T \in \mathbb{R}^{T \times N \times D}$, spatial (temporal) sampling factor $s_c (t_c)$.

1. Get $Q_{st}, K_{st}, V_{st}$ by the linear transformation of $X || E_a^T$;
2. Set the number of dominant nodes (time steps) by $N_u = s_c \ln(N) \quad (T_u = t_c \ln(T))$;
3. Randomly sample $N_u (T_u)$ keys from $K_{st}$ to obtain $\tilde{K}_{st}$;
4. Measure the spatial (temporal) correlations $R_{st}$ by Eq. (4) for selected pairs and generate the corresponding index $I_{st}$;
5. Select queries from $Q_{st}$ with $I_{st}$ to form the dominant query matrix $Q_{st}$;
6. Get dominant spatial (temporal) attention results with $Q_{st}$ by Eq. (6);
7. Return dominant spatial (temporal) attention matrix.

Note that $Q_{st}$ is the sparse matrix containing only the dominant query vectors involved in information propagation, the other parts are filled with 0. Thus, the complexity of dominant spatial-temporal attention is $O(N \ln(N)) + O(T \ln(T))$. We show the workflow of the dominant spatial-temporal attention in Fig. 3.

### 4.3 Efficient Spatial-Temporal Block

We propose an efficient spatial-temporal block (EST-Block) which computes valid spatio-temporal patterns by dominant spatial-temporal attention mechanism, and then generates higher-order representations of the sequences through gating mechanism [12, 21]. Inside EST-Block, both dominant spatial and temporal attention matrices are computed in parallel, which can be represented as:

$$
\alpha^{(k)}_{n_i,n}, \beta^{(k)}_{t_j,t} = A_{st}^{(k)}(FC(X_{st}^L)),
$$

where $X_{st}^L$ is the inputs of the $L_{th}$ EST-BLock, $\alpha^{(k)}_{n_i,n}$ and $\beta^{(k)}_{t_j,t}$ correspond to the dominant spatial and temporal correlations of the target node $n_i$ at time step $t_j$, respectively. We adopt multi-head mechanism to enhance the adaptability, and $k$ is the attention head. Further, we aggregate the hidden states of all target nodes and time steps, splice the information of each head, and obtain the final outputs of the dominant spatial-temporal attention in the $L_{th}$ EST-Block as:

$$
H^L = ||_{k=1}^{K} \{ \sum_{n \in \mathcal{N}} \alpha^{(k)}_{n_i,n} \}; H^L = ||_{k=1}^{K} \{ \sum_{t \in T} \beta^{(k)}_{t_j,t} \},
$$

where $K$ is the number of attention heads, $H^L \in \mathbb{R}^{T \times N \times D}$ and $H^L_T \in \mathbb{R}^{T \times N \times D}$ incorporate the spatial and temporal associations, respectively.

In order to aggregate potential correlations from both the spatial and temporal dimensions, we design a fusion gate as the output interface of each EST-Block, which can be expressed as:

$$
H^L = \lambda \cdot FC(H^L_S) \oplus (1 - \lambda) \cdot FC(H^L_T),
$$

where $H^L \in \mathbb{R}^{T \times N \times D}$, $\lambda = \phi(FC(H^L_S) \oplus FC(H^L_T))$ is the gating parameter, $\phi(\cdot)$ is the Sigmoid activation function, and $\oplus$ is the addition operation.
Table 1. Dataset analysis and description.

| Datasets   | #Nodes | #Edges | #Time Steps (5mins) | #Time Range                |
|------------|--------|--------|---------------------|----------------------------|
| PEM03      | 358    | 547    | 26208               | 09/01/2018-11/30/2018      |
| PEM04      | 307    | 340    | 16992               | 01/01/2018-02/28/2018      |
| PEM07      | 883    | 866    | 28224               | 05/01/2017-08/31/2017      |
| PEM08      | 170    | 295    | 17856               | 07/01/2016-08/31/2016      |

4.4 Encoder-Decoder Architecture

As shown in Fig. 2, the proposed EASTAN is an encoder-decoder framework consisting of stacked EST-Blocks for encoder and decoder. **In the encoding phase**, we first generate heterogeneous spatial-temporal embedding $E_a$ and then divide it chronologically into the historical part $E_a^T$ and predictive part $E_a^H$. Input data and $E_a^T$ are concatenated and fed to the first EST-Block, and then each EST-Block receives the information from the previous one. **In the decoding phase**, we design a transform attention to establish the dynamic temporal connections between future and historical states. Specifically, we apply the multi-head attention to the adaptive spatial-temporal fusion embeddings and get the higher-order representations of predicted values as:

$$
\gamma_t^{(k)} = \text{Softmax}\{\text{FC}(E_a^T) \cdot \text{FC}(E_a^H)/\sqrt{d}\} \cdot \text{FC}(H^L),
$$

$$
H_p = \text{FC}(||k=1 \sum_{l=1}^{T} \gamma_t^{(k)}),
$$

where $\gamma_t^{(k)}$ is the attention score corresponding to the $k$th head. $H_p \in \mathbb{R}^{H \times N \times D}$ is the output of the proposed transform attention.

The inputs of the decoder includes the predicted part of the adaptive spatial-temporal fusion embedding and the output of the transform attention, which benefits from the information extraction capability of the designed EST-Block to jointly decode the fusion embedding and the prediction results. During the training phase, we adopt mean absolute error (MAE) as the loss function as:

$$
\mathcal{L}_\theta = \frac{1}{H} \sum_{i=1}^{H} |Y_{T+i} - \hat{Y}_{T+i}|,
$$

where $Y_{T+i}$ and $\hat{Y}_{T+i}$ are the predicted and true values at time step $T+i$.

5 Experiments

5.1 Experimental Setup

**Datasets.** As shown in Table 1, We use 4 real-world traffic datasets released by [10,14], which are sampled from different regions of California and provided by the Caltrans Performance Measurement System (PeMS). The data of each time step is aggregated by a 5-min window. The train/valid/test ratio of each dataset
Table 2. Prediction performance comparison results on 4 datasets. The best results are highlighted in bold, the second best results are highlighted with †, ‡ marks the official reported results, † marks the better results from fine-tuning the published source codes.

| Model       | PEMS03 MAE  | PEMS03 RMSE | PEMS04 MAE  | PEMS04 RMSE | PEMS07 MAE  | PEMS07 RMSE | PEMS08 MAE  | PEMS08 RMSE | Compare     |
|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| HA          | 29.94       | 28.35       | 42.42       | 38.60       | 28.54       | 53.01       | 45.19       | 21.42       | 63.50       |
| VAR         | 24.39       | 28.90       | 41.59       | 29.03       | 19.96       | 44.13       | 33.27       | 16.82       | 49.89       |
| FC-LSTM     | 20.92       | 23.62       | 32.93       | 27.09       | 18.07       | 40.97       | 30.51       | 23.62       | 44.96       |
| STGCN       | 20.70       | 24.86       | 33.61       | 25.34       | 18.82       | 43.96       | 29.26       | 14.04       | 44.96       |
| ASTGCN      | 18.08       | 28.94       | 29.94       | 22.48       | 16.04       | 34.93       | 27.32       | 12.74       | 44.96       |
| DCRNN       | 16.11       | 16.26       | 27.62       | 21.30       | 14.05       | 33.58       | 22.70       | 9.90        | 35.46       |
| GraphWave   | 16.74       | 16.51       | 28.61       | 22.56       | 15.86       | 35.59       | 23.66       | 10.07       | 37.93       |
| AGCRN       | 15.92       | 16.58       | 28.33       | 19.76       | 12.92       | 31.82       | 21.20       | 8.89        | 35.01       |
| GMAN        | 16.67       | 17.16       | 29.82       | 19.97       | 13.62       | 31.69       | 22.37       | 11.31       | 35.44       |
| STGODE      | 16.50       | 16.69       | 27.84       | 20.84       | 13.77       | 32.82       | 22.99       | 10.14       | 37.54       |
| STSGCN      | 17.54       | 18.75       | 29.00       | 21.22       | 13.80       | 33.58       | 24.22       | 10.19       | 38.87       |
| STFGNN      | 16.83       | 16.26       | 28.44       | 19.84       | 12.94       | 31.80       | 22.07       | 9.21        | 35.80       |
| DSTAGNN-G   | 15.61       | 14.79       | 27.23       | 19.41       | 12.84       | 31.63       | 21.67       | 9.06        | 35.04       |
| DSTAGNN     | 15.57       | 14.68       | 27.21       | 19.30       | 12.70       | 31.46       | 21.42       | 9.01        | 34.51       |
| EASTAN      | 15.37       | 14.98       | 26.11       | 18.88       | 12.66       | 30.44       | 20.56       | 8.55        | 33.77       |

Improvements: +1.28% -2.04% +4.04% +2.18% +0.31% +3.24% +3.02% +3.82% +2.14% +6.79% +4.57% +3.72%}

is 6:2:2. We use Z-score standardization on the training set and apply the rules to the validation and test set.

**Baselines.** We select 14 baselines and classify them into 4 categories: (1) Sequential methods without considering spatial correlations: HA, VAR and FC-LSTM. (2) Methods based on pre-defined graphs: STGCN, ASTGCN, DCRNN, STGODE, and DSTAGNN-G. (3) Methods based on adaptive graphs: GraphWave, AGCRN and DSTAGNN. (4) Methods based on heterogeneous spatio-temporal patterns: GMAN, STSGCN and STFGNN.

**Parameters Setting.** For EASTAN, we use the grid search strategy to determine the optimal encoder layer \( e \) is 1, decoder layer \( d \) is 1, the multi-heads of attention \( K \) is 4 and the model dimension \( D \) is 32. The dimensions of adaptive spatial embedding \( d_e \) are chosen from \{16, 32, 64, 128, 256\}. The spatial sampling factor \( s_c \) and temporal sampling factor \( t_c \) are chosen from \{5, 10, 15, 20, 25\} and \{1, 2, 3, 4, 5\}, respectively. We use Adam optimizer and set the learning rate to 1e-3 and the batch size to 32. The maximum epoch is 1000 with the early-stop patience value of 20. All models are trained and tested independently for 5 times on one Tesla V100 32 GB GPU.

### 5.2 Overall Comparison

**Performance Comparison.** We choose three commonly used metrics for performance evaluation, including MAE, MAPE, and RMSE. Table 2 shows the performance comparison results on four datasets. (1) EASTAN outperforms all other

---

4 Detailed descriptions of baselines are given in Appendix C.
state-of-the-art baselines with the improvement of 3.31%–48.93% under all metrics on all datasets, which confirms the success of the proposed methods for traffic flow forecasting tasks. (2) We note that EASTAN’s MAPE results on PEMS03 are slightly lower, but all other metrics are more favorable, such as the 4.04% decrease under RMSE metrics. (3) Compared with adaptive graph-based methods (Graph Wave, AGCRN and DSTAGNN), EASTAN significantly improves the inference performance with ratios 13.03%, 5.49% and 3.31%, because EASTAN is able to transform the adaptive spatial information into heterogeneous spatio-temporal information. Besides, EASTAN also outperforms existing methods based on heterogeneous spatio-temporal information, and the reason might be that the spatio-temporal patterns captured by these methods do not take into account the effect of noise generated by dynamic traffic states.

Figure 4 shows the performance of EASTAN compared with other models for each prediction horizon. It is obvious that as the number of prediction steps increases, the prediction error of EASTAN rises slowly and smoothly compared to all other methods. We also visualize the curves of ground-truth and predicted values for the second best model DSTAGNN and EASTAN in Fig. 5, and randomly select different sensors to compare their performance in short-term (5 min) and long-term (60 min) predictions. Clearly, the prediction curves of EASTAN are relatively close to the ground-truth under different prediction cases.

**Efficiency Comparison.** In Table 3, we measure the spatial complexity by the number of parameters \( P_a(E + 5) \) and the temporal complexity by the average training time of each epoch \( T_s(s/epoch) \). (1) Comparing the DSTAGNN and our proposed EASTAN, the number of parameters of EASTAN on PEMS07 (PEMS08) is only 7.87 (97.47%) of DSTAGNN, and the average running time of
Fig. 6. Ablation experiments of performance and efficiency on PEMS03 and PEMS04.

Table 3. Prediction efficiency comparison results on 4 datasets. rank denotes the performance ranking among the 14 baselines in Table 2, ‘-’ denotes memory bottleneck.

| Model | rank | STGCN13 | ASTGCN13 | DCRNN7 | GraphWave10 | AGCRN4 | DSTAGNN4 | STGCN9 | STFGNN3 | EASTAN4 |
|-------|------|---------|----------|--------|-------------|--------|----------|--------|---------|---------|
| PEMS03 | Tt | 15.07 | 63.75 | 324.84 | 49.92 | 55.92 | 360.33 | 131.71 | 131.12 | 37.24 |
|       | Pa | 2.75 | 5.89 | 3.72 | 2.56 | 7.49 | 41.72 | 34.96 | 49.69 | 0.80 |
| PEMS04 | Tt | 8.53 | 36.20 | 205.76 | 29.70 | 32.67 | 195.68 | 68.70 | 67.13 | 22.51 |
|       | Pa | 2.75 | 4.50 | 3.72 | 2.56 | 7.49 | 35.80 | 28.72 | 38.74 | 0.98 |
| PEMS07 | Tt | 35.40 | 222.71 | 542.14 | 114.77 | 132.91 | - | 523.08 | 543.96 | 73.96 |
|       | Pa | 2.77 | 32.30 | 3.72 | 2.56 | 7.55 | 143.54 | 153.58 | 259.18 | 1.13 |
| PEMS08 | Tt | 6.46 | 24.77 | 201.33 | 21.56 | 36.39 | 111.24 | 38.30 | 37.04 | 19.16 |
|       | Pa | 2.74 | 1.79 | 3.72 | 2.56 | 7.47 | 22.97 | 16.61 | 17.56 | 0.58 |

a single epoch on PEMS04 is only 11.5% of DSTAGNN. The non-negligible efficiency advantage highlights the contribution of our method, especially in the case of achieving comparable performance. (2) As the scale of the dataset increases, both temporal and spatial complexity of well-performing baselines increase noticeably, while our EASTAN still maintains stable efficiency advantages and avoids memory bottlenecks. (3) STGCN has a shorter training time, but is obviously limited by the rank of performance (12/14). Compared with other baselines, the training time of EASTAN is reduced by 11.13%-35.56%.

5.3 Ablation Study

We design 5 variants of EASTAN to better evaluate each component. EASTAN-wo-ASE, which replaces the adaptive spatial embedding with static spatial information from pre-defined graphs; EASTAN-wo-GTE, which removes the global spatial embedding; EASTAN-wo-LTE, which removes the local spatial embedding; EASTAN-wo-DST, which replaces dominant spatio-temporal attention with traditional spatio-temporal self-attention; EASTAN-wo-FG, which replaces fusion gate with linear layers.

We abbreviate the above variants as “-ASE”, “-GTE”, “-LTE”, “-DST” and “-FG” in order and compare the performance as well as efficiency of all variants in Fig. 6. (1) The efficiency of the “-DST” model is reduced by 42.85% (PEMS03) and 35.09% (PEMS04), confirming the efficiency advantage of our proposed dominant spatial-temporal attention over traditional self-attention, while the corresponding performance improvement proves its ability to avoid the effect of invalid spatio-temporal patterns. (2) We could notice that the weak
performance of the “-GTE” model. The reason might be the periodic properties of traffic environments, such as the traffic states in the morning rush or weekend share similar patterns. (3) The performance of “-LTE” model decreases by 6.09% for Horizon = 1 on PEMS03. We consider that the addition of position information helps to reinforce the chronological properties of temporal embedding and therefore enables more fine-grained traffic states. (4) The performance of the “-ASE” and “-FG” models decrease significantly, indicating the effectiveness of dynamic heterogeneous spatio-temporal patterns captured by EASTAN.

5.4 Model Analysis

We expand the number of layers of EASTAN during the model analysis and find that the deeper EASTAN still offers the comprehensive efficiency and performance advantage. On this basis, we further analyze the sensitivity of several important parameters on PEMS04 and present the results in Fig. 7.

Sensitivity to $s_c$ and $t_c$. As shown in Fig. 7 (left) and Fig. 7 (middle). (1) The spatio-temporal patterns sampled by $s_c$ and $t_c$ allow EASTAN to achieve the desired performance, indicating that the valid spatio-temporal patterns exist between the dominant nodes and time steps. (2) Both the excessively small and large $s_c$ ($t_c$) will lead to weaker performance, a large number of samples will degrade the dominant attention to the traditional self-attention, which prevents EASTAN from filtering out irrelevant spatio-temporal patterns; while an insufficient number of samples will lead to the loss of important patterns.

Sensitivity to $d_e$. As shown in Fig. 7 (right), the optimal embedding dimension $d_e = 128$, we consider that too small $d_e$ cannot fully reflect the complex spatio-temporal patterns, while too large $d_e$ will lead to overfitting. Besides, the complexity of the adaptive spatial embedding is linear when the number of nodes is determined, thus $d_e$ has little effect on the efficiency.

5.5 Interpretability of EASTAN

As shown in Fig. 8, we provide several case studies to give a more intuitive impression of the interpretability of our model. Specifically, we randomly choose 10 sensors ($S_1$-$S_{10}$) to study the spatial correlations in the 12 predicted horizons ($H_1$-$H_{12}$), and 1 sensor ($S_1$) to study the temporal correlations. Obviously,
Fig. 8. (Left) Visualization for dominant spatial and temporal attention heatmap. (Right) Visualization for dominant correlations of node and time pairs from EASTAN.

1) Both spatial and temporal associations are local valid, the red circled parts correspond to the dominant correlations captured by EASTAN. 2) The temporal correlations are clearly biased towards later time steps, which is practical because the latest traffic status is often decisive. Meanwhile, we flatten out the learned attention matrix and distinguish the dominant and irrelevant correlations based on the attention score. We find that both spatial and temporal correlations obtained from the attention-based mechanism are consistent with long-tailed distributions, while one of the main contributions of our EASTAN is to capture these dominant correlations that fall outside the long-tailed distribution region.

6 Conclusion

In this paper, we propose an efficient adaptive spatial-temporal attention network named EASTAN for traffic flow forecasting tasks. Specifically, we propose the adaptive spatial-temporal fusion embeddings to reflect heterogeneous spatio-temporal patterns. We propose the dominant spatial-temporal attention to dynamically filter the irrelevant patterns and avoid redundant computations from self-attention in the spatio-temporal domain. Also, the well-designed EST-Block aggregates the above modules and forms the encoder-decoder architecture to perform sequential prediction. Extensive experiments demonstrate that EASTAN has non-negligible efficiency advantages in achieving desirable performance.

This work can be further enhanced in the following two directions. First, the interpretability of the adaptive embedding dimension can be correlated with the traffic state and the complexity of the road network. Second, how to exploit the relatively stable geometric properties of the road structure (e.g., topological information) to reduce the influence of irrelevant patterns is an interesting extension work in the future.
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Abstract. Many techniques for analyzing time series rely on some notion of similarity between two time series, such as Dynamic Time Warping (DTW) distance. But DTW cannot handle missing values, and simple fixes (e.g., dropping missing values, or interpolating) fail when entire intervals are missing, as is often the case with, e.g., temporary sensor or communication failures. There is hardly any research on how to address this problem. In this paper, we propose two hyperparameter-free techniques to estimate the DTW distance between time series with missing values. The first technique, DTW-AROW, significantly decreases the impact of missing values on the DTW distance by modifying the optimization problem in the DTW algorithm. The second technique, DTW-CAI, can further improve upon DTW-AROW by exploiting additional contextual information when that is available (more specifically, more time series from the same population). We show that, on multiple datasets, the proposed techniques outperform existing techniques in estimating pairwise DTW distances as well as in classification and clustering tasks based on these distances. The proposed techniques can enable many machine learning algorithms to more accurately handle time series with missing values.

1 Introduction

Time series data arise in many problem domains. Often, these time series may contain intervals of missing data. Consider, for instance, sensors that send data over a wireless connection: a temporary failure of the sensor or the internet connectivity may lead to an entire interval of missing data. Application contexts where this can happen include wearables, smart electricity meters, and many more [15,29]. Despite the massive amount of research on analysis of time series, very little research seems to exist on how to handle such missing data.

Many methods for time series analysis rely on pairwise distances between time series. Examples are \textit{k}-nearest neighbor (\textit{k}-NN) and support vector machines for classification [1]; \textit{k}-medoids for clustering [35]; and motif- and shapelet-based approaches for pattern discovery [14,18]. Making the computation of pairwise distances more robust to missing values would substantially...
expand the usefulness of all these methods without requiring any modification to them.

For this reason, we study in this paper how to make the Dynamic Time Warping (DTW) distance, one of the most prevalent distance measures for time series [30], robust to missing intervals. DTW “warps” time series along the time axis to find an optimal match between them. A trivial extension of DTW that deals with missing values by optimally matching them with the other time series leads to pathological behavior, but by imposing restrictions on the warping, this can be countered. This idea leads to our first contribution: DTW with Additional Restrictions On Warping (DTW-AROW), a method for estimating the DTW distance between time series with missing values.

DTW-AROW estimates the DTW distance by looking only at the time series, not at the context in which they occur. When more time series from the same population are available, one could in principle try to fill in the missing values analogously to the other time series, and then use standard DTW. Our second contribution is a method that does exactly that: DTW with Clustering, Averaging, and Imputation (DTW-CAI) clusters and then averages the other time series to construct prototypical time series, the most relevant of which is then warped onto the given time series to fill in the missing values. The clustering and averaging is done on the basis of DTW-AROW and a modified version of DTW Barycenter Averaging (DBA) that can handle missing values.

We experimentally evaluate DTW-AROW and DTW-CAI in two different ways: first, by evaluating how well they estimate the actual DTW distance; and second, how they affect the performance of classification and clustering methods that make use of them. In this context, it is relevant that DTW-AROW and DTW-CAI are instances of what is known in the literature as local, respectively global, approaches. A local approach exploits only the information in the pair of time series whose similarity is being computed; a global approach leverages the contextual information that other time series in the same dataset provide. Global approaches tend to outperform local approaches, but can obviously only be used when the required additional information is available. For example, in some motif discovery techniques such as [18], the DTW distance is computed only between actively selected pairs of time segments, where a global approach cannot be used. Our experiments show that DTW-AROW outperforms all local methods and performs at roughly the same level as global methods, while DTW-CAI outperforms all global methods.

The remainder of this paper is organized as follows: Sect. 2 formally introduces the notation and problem statement; Sect. 3, Sect. 4, and Sect. 5 explain DTW, DTW-AROW and DTW-CAI respectively; Sect. 6 discusses the related work; Sect. 7 contains the experiments; and Sect. 8 states conclusions and future work. Some details and additional results are provided in the Supplementary Material.
2 Notation and Problem Statement

A time series dataset \( \mathcal{X} = \{ \mathbf{x}^{(1)}, ..., \mathbf{x}^{(N)} \} \) is a collection of \( N \) time series \( \mathbf{x}^{(i)} = [x_1^{(i)}, ..., x_{M_i}^{(i)}] \) that each contain \( M_i \) time samples \( x_j^{(i)} \in \mathbb{R} \cup \{ \text{NaN} \} \), where “NaN” indicates a missing value. We do not restrict the amount or location of missing values. \( x_j^{(i)} \) is a scalar for univariate time series and a vector for multivariate time series. We use the representation of a scalar because the examples in this paper are based on univariate time series.

The objective of this paper is to enable the DTW method to operate on time series that contain missing values such that the resulting distance is as robust as possible to the missing values. In other words, if we consider that we are able to calculate the so-called reference DTW distance between the fully observed time series, then our aim is to estimate the reference distance as accurately as possible in the presence of missing values.

3 Background: Dynamic Time Warping (DTW)

DTW is a method to assess the dissimilarity between time series by allowing flexibility in time, i.e., by matching similar time samples in both time series with each other, as illustrated in Fig. 1a (top) [30]. DTW can be applied on time series with different lengths.

Mathematically, DTW distance\(^1\) can be considered as an extension of Euclidean distance. For time series \( \mathbf{x} \) and \( \mathbf{x}' \) of lengths \( M \) and \( M' \), respectively, where \( M = M' \), Euclidean distance is defined as \( d_{\text{Euc.}}(\mathbf{x}, \mathbf{x}') = \sqrt{\sum_{j=1}^M \delta(x_j, x'_j)} \) where \( \delta(x_j, x'_j) = (x_j - x'_j)^2 \) is referred to as the cost function.\(^2\) DTW distance is similar to Euclidean distance except that the time samples that are compared with each other are not necessarily at the same time instants.

To compute DTW, a warping path \( \pi \) is calculated, which optimally matches time samples from the two time series in order to minimize the dissimilarity, i.e. the total cost, between them. The warping path is defined as

\[
\pi = \{(j_1, j'_1), ..., (j_P, j'_P)\}
\]

where each pair \((j_p, j'_p)\) indicates that time sample \( x_{j_p} \) is matched with \( x'_{j'_p} \).

The warping path is restricted by two conditions. First, the boundary conditions state that the first (and the last) time samples of the two time series need to be matched to each other:

\[
(j_1, j'_1) = (1, 1) \quad \text{and} \quad (j_P, j'_P) = (M, M').
\]

Second, the step condition restricts the progress of the warping path such that time monotonically increases along the path and each time sample is matched

---

\(^1\) DTW is referred to as a distance, but this should not be interpreted as being a metric, as it does not satisfy the triangular inequality [22].

\(^2\) To apply DTW on multivariate time series, the cost function can be defined as the squared Euclidean distance between the two time samples [32].
DTW distance is defined as the minimum total cost on a warping path that satisfies the boundary (2) and step (3) conditions:

$$d_{DTW}(x, x') = \min_{\pi} \sqrt{\sum_{(j, j') \in \pi} \delta(x_j, x'_j)} \quad \text{such that } \pi \text{ satisfies (2) and (3)}. \quad (4)$$

The optimal warping path $\pi^*$ that solves this problem and the corresponding DTW distance can be calculated exactly with a computational complexity of $O(MM')$ using a dynamic programming algorithm [22].

Figure 1a visually illustrates the DTW distance method. The costs of matching two time samples $\delta(x_j, x'_j)$ are visualized as a color-coded cost matrix. Every path in the cost matrix from the top-left to bottom-right corner (boundary condition) where every step is to the right, bottom or bottom-right (step condition) is a valid warping path. The optimal warping path is indicated in red.

Despite its popularity, the DTW algorithm cannot handle missing values because the cost function $\delta$ is not defined for missing values, and simply defining it as zero for missing values has undesired consequences, as illustrated in Fig. 1b. The optimization problem of DTW tends to exploit these zero costs by matching some missing values in the first series to a long interval in the second, and vice versa, so that the reference distance (1.37 in Fig. 1a) is strongly underestimated (0.37 in Fig. 1b). Hence, we propose an extension of it, DTW-AROW, that can handle missing values.

Fig. 1. DTW and DTW-AROW for time series with or without missing data.
4 DTW-AROW

DTW-AROW is a local approach that estimates the DTW distance in the presence of missing values in one or both of the time series, without using any contextual information obtained from (the other time series in) the dataset. To this end, we modify the cost function $\delta$ of DTW, impose an additional path restriction (6), and adjust the resulting distance by a correction factor ($\gamma$).

To assign a cost of zero to matches with missing time samples, we define an extended cost function:

$$
\delta_{\text{ext}}(x_j, x_{j'}) = \begin{cases} 
0 & x_j = \text{NaN} \text{ or } x_{j'} = \text{NaN} \\
(x_j - x_{j'})^2 & \text{otherwise}
\end{cases}
$$

(5)

To avoid undesired warping paths, we impose an additional restriction to the warping path, which is, for $p = 2, \ldots, P$,

$$(j_p, j'_p) = (j_{p-1} + 1, j'_{p-1} + 1) \text{ if } \text{NaN} \in \{x_{j_p}, x_{j_{p-1}}, x'_{j_p}, x'_{j_{p-1}}\}.$$  

(6)

This restriction ensures that each missing interval is matched with an interval of the same length in the other time series. Equivalently, steps whose beginning or end points correspond to any missing values has to be diagonal (Fig. 1c). Hence, undesired warpings (Fig. 1b) are avoided.

Finally, because missing values are matched at no cost, the distance might be underestimated (Fig. 1a vs. 1b). To compensate for this, we adjust the resulting distance by the correction factor $\gamma = \frac{M + M'}{M_{av} + M'_{av}}$, where $M_{av}$ and $M'_{av}$ are the number of available (i.e., non-missing) time samples in $x$ and $x'$ of lengths $M$ and $M'$, respectively.

Hence, we define the DTW-AROW distance as

$$d_{\text{DTW-AROW}}(x, x') = \min_\pi \sqrt{\gamma \sum_{(j,j') \in \pi} \delta_{\text{ext}}(x_j, x_{j'})}$$

such that $\pi$ satisfies (2), (3), and (6).

DTW-AROW provides the same result as DTW when there are no missing values. Figure 1c illustrates DTW-AROW on our running example, where the warping and the resulting distance are quite similar to those in Fig. 1a that are obtained using DTW from time series without missing values.

Algorithm 1 shows the exact computation of DTW-AROW with the same computational complexity $O(MM')$ as DTW using dynamic programming. When computing the cumulative costs $c_{j,j'}$ (lines 1–7), the restriction (6) is enforced by prohibiting all possible horizontal and vertical steps whose beginning or end corresponds to a missing value in any of the time series. The element $c_{M,M'}$ is the total cost on the optimal warping path $\pi^*$. The DTW-AROW distance is obtained by scaling $c_{M,M'}$ by the factor $\delta$ and taking the square root (line 9). Optionally, lines 10–13 obtain $\pi^*$ by backtracking the previously saved step types $\phi_{j,j'}$ that store the direction of the step at every position $(j, j')$.

$^3$ Instead of saving $\phi_{j,j'}$, backtracking can also be performed by selecting the direction that minimizes the cumulative cost by complying with the restrictions in (6).
Algorithm 1: DTW-AROW

Input: \( x, x' \): two time series of length \( M \) and \( M' \), respectively

\[ d_{\text{DTW-AROW}}(x, x') \]: DTW-AROW distance,

\[ \pi^* \]: optimal warping path

1. \( c_{j,0} = 0 \) for \( j = 0, \ldots, M \), \( c_{0,j'} = 0 \) for \( j' = 0, \ldots, M' \)

2. for \( j = 1, \ldots, M \)

3. for every row

4. \( \epsilon_h \leftarrow \begin{cases} \infty & \text{if } \text{NaN} \in \{x_j, x'_j, x'_{j-1}\} \\ 0 & \text{otherwise} \end{cases} \)

5. \( \epsilon_v \leftarrow \begin{cases} \infty & \text{if } \text{NaN} \in \{x_j, x_{j-1}, x'_{j}\} \\ 0 & \text{otherwise} \end{cases} \)

6. \( \phi_{j,j'} \leftarrow \delta_{\text{ext}}(x_j, x'_{j'}) + \min \{c_{j-1,j'-1} + \epsilon_h, c_{j-1,j'} + \epsilon_v\} \)

7. \( j, j' \leftarrow \text{arg min} \{c_{j-1,j'-1}, c_{j,j'-1} + \epsilon_h, c_{j-1,j'} + \epsilon_v\} \)

8. while \( j > 0 \) and \( j' > 0 \)

9. \( \pi^* \leftarrow \{M, M'\} \)

10. \( j \leftarrow M \)

11. \( j' \leftarrow M' \)

12. \( \pi_{\text{prev}} \leftarrow \begin{cases} (j-1, j'-1) & \text{if } \phi_{j,j'} = 1 \\ (j, j'-1) & \text{if } \phi_{j,j'} = 2 \\ (j-1, j') & \text{if } \phi_{j,j'} = 3 \end{cases} \)

13. \( \pi^* \leftarrow \pi_{\text{prev}} \cup \pi^* \)

5 DTW-CAI

DTW-AROW is a local approach; i.e., it compares two time series based on only the information in the time series themselves. When these two are part of a larger set, one could use a global approach that exploits the information in that set to obtain better results. Specifically, if the set contains many time series similar to the two being compared, these contain information about the likely shape of the missing intervals in the time series under consideration.

This idea leads to our second contribution: DTW-CAI. Given a dataset, DTW-CAI first finds clusters of time series, and computes representatives for these clusters. Next, when computing the similarity between two time series, it imputes the missing values in each series by mapping parts of the most similar representative series into it, and then calculates pairwise DTW-AROW distances. Because DTW-CAI needs to deal with missing values in all these steps, it uses DTW-AROW inside the clustering, averaging, and imputation steps.

The clustering algorithm in DTW-CAI is essentially a version of \( k \)-means in which the Euclidean distance is replaced by the DTW-AROW distance and the mean is replaced by DBA-Missing (DBAM), which is a method to find a representative of a set of time series. While DBA is a natural choice as it is commonly used to find representatives for sets of time series [27], it cannot handle missing values. Hence, we first extend DBA into DBAM, a version that can handle missing values.
Algorithm 2: DBAM

Input: \( X_s = \{x^{(1)}, \ldots, x^{(N_s)}\} \): a cluster of time series,
\( L_{\text{DBAM}} \): maximum number of iterations (optional, default: \( \infty \)),
\( E \): threshold for stopping

Output: \( z \): the representative time series (i.e., DBA) of the cluster

1. \( z \leftarrow \arg \min_{x(i) \in X_s} \sum_{i'=1}^{N_s} d_{\text{DTW-AROW}}(x^{(i)}, x^{(i')}) \) initialize the representative with medoid
2. \( M_z \leftarrow \text{length}(z), \ l \leftarrow 0 \)
3. while \( l \leq L_{\text{DBAM}} \)
4. \( z_{\text{prev}} \leftarrow z, \ l \leftarrow l + 1 \) for every time series
5. for \( i = 1, \ldots, N_s \)
6. \( \pi^*_i \leftarrow \text{optimal warping path of } \text{DTW-AROW}(z, x^{(i)}) \) DTW-AROW in Algorithm 1
7. for \( j = 1, \ldots, M_z \)
8. \( W_j \leftarrow \bigcup_{i=1}^{N_s} \{ x^{(i)}_{j'} : 1 \leq j' \leq \text{length}(x_i), (j, j') \in \pi^*_i, \ x^{(i)}_{j'} \neq \text{NaN} \} \) the average of the non-missing samples in \( X_s \) that are matched to \( z_j \)
9. \( z_j \leftarrow \begin{cases} \text{NaN} & \text{if } W_j = \emptyset \\ \text{mean}(W_j) & \text{otherwise} \end{cases} \) (or, NaN if all of them are missing)
10. \( z \leftarrow [z_1, \ldots, z_{M_z}] \) update the DBA
11. if \( l > 1 \) and \( \|z - z_{\text{prev}}\|_1 / M_z < E \)
12. \( \text{break} \) if the change in \( z \) is too small
13. \( \text{terminate} \)

5.1 DBAM

DBA is a prevalent method to compute a representative time series for a cluster (or a set) of time series such that the representative is as similar as possible to the time series in the cluster in terms of DTW distance. To handle missing values in the time series in the cluster, we extend DBA into DBAM (Algorithm 2) by computing warpings using DTW-AROW instead of DTW and by ignoring missing values in computing the average of time samples.

Convergence. Similarly to DBA [27], each iteration of DBAM decreases the inertia, which is the sum of the squared DTW-AROW distances between the instances and the representative; hence, its convergence is guaranteed.

5.2 DTW-CAI

DTW-CAI estimates pairwise DTW distances between time series that contain missing values by leveraging other similar time series in the dataset. DTW-CAI (Algorithm 3) first determines the number of clusters \( K \) through the elbow method [31] based on the inertia of \( k \)-medoids [6] applied on pairwise DTW-AROW distances (line 1). Then, it clusters the dataset using a modified \( K \)-means algorithm that uses DTW-AROW and DBAM to compute pairwise distances and cluster means, respectively (lines 2–10). Once the clustering is obtained, DTW-CAI calculates pairwise distances as follows: For each time series \( x^{(i)} \), it computes the optimal warping path between \( x^{(i)} \) and its cluster representative \( z^{(k)} \) using DTW-AROW (line 14). Then, it imputes each time sample \( x^{(i)}_{j'} \) in \( x^{(i)} \) that contains a missing value by the time sample\(^4\) in \( z^{(k)} \) that is matched

\(^4\) There is only a single matched time sample because DTW-AROW matches each missing value with exactly one sample in the other time series (see Sect. 4).
Algorithm 3: DTW-CAI

Input: $\mathcal{X} = \{\mathbf{x}^{(1)}, \ldots, \mathbf{x}^{(N)}\}$: a time series dataset, $L_{\text{DTW-CAI}}$: maximum number of iterations (optional, default: $\infty$)

Output: $D = [d_{\text{DTW-CAI}}(\mathbf{x}^{(i)}, \mathbf{x}^{(i')})]_{i,i'\in\{1,\ldots,N\}}$: pairwise distance matrix

1. $K \leftarrow$ the number of clusters determined by the elbow method \[31\]
based on pairwise DTW-AROW distances

2. $Z = \{\mathbf{z}^{(1)}, \ldots, \mathbf{z}^{(K)}\} \leftarrow K$ distinct time series
   randomly selected from $\mathcal{X}$

3. $l \leftarrow 0$, $\mathcal{Y} \leftarrow \emptyset$, $\hat{\mathcal{X}} \leftarrow \mathcal{X}$
   initialize the iteration number, cluster labels, and imputed data

4. while $l < L_{\text{DTW-CAI}}$

5. $\mathcal{Y}_{\text{prev}} \leftarrow \mathcal{Y}$, $l \leftarrow l + 1$

6. $\mathcal{Y} \leftarrow \arg\min_k d_{\text{DTW-AROW}}(\mathbf{x}^{(i)}, \mathbf{z}^{(k)})$ \[i=1,\ldots, N\] update cluster assignments based on DTW-AROW distances (Algorithm 1)

7. for $k = 1, \ldots, K$
   update the cluster representative $\mathbf{z}^{(k)} \leftarrow \text{DBAM}\{\mathbf{x}^{(i)} \in \mathcal{X} : y_i = k\}$

8. if $l > 1$ and $\mathcal{Y}_{\text{prev}} = \mathcal{Y}$ no change in the cluster labels $\mathcal{Y}$
   break

9. for $k = 1, \ldots, K$
   for every cluster $\mathcal{I}_k = \{i : i \in \{1, \ldots, N\}, y_i = k\}$ indices of instances that are in cluster $k$

10. for $\forall i \in \mathcal{I}_k$
    for every instance in the cluster $\pi^*_i$ \[k\] \[\text{optimal warping path of } DTW-AROW(\mathbf{z}^{(k)}, \mathbf{x}^{(i)})\]
    DTW-AROW in Algorithm 1

11. for $j' \in \{j : \mathbf{x}^{(i)}(j) = \text{NaN}, j \in \{1, \ldots, M_i\}\}$
    for every missing time sample $\hat{x}^{(i)}(j) \leftarrow \mathbf{z}^{(k)}(j')$, \[j, j' \in \pi^*_i\] impute

12. $D = [d_{\text{DTW-AROW}}(\hat{\mathbf{x}}^{(i)}, \hat{\mathbf{x}}^{(i')})]_{i,i'\in\{1,\ldots,N\}}$ compute pairwise distances

with $x^{(i)}_j$ (line 16). Finally, the so-called pairwise $DTW-CAI$ distances are calculated from the imputed time series using DTW-AROW (line 17).\footnote{The reason for using DTW-AROW instead of the original DTW is the fact that, on rare occasions, the representatives $Z$ obtained by DBAM may still contain missing values (see line 8 of Algorithm 2), so as the imputed time series data $\hat{X}$.}

Convergence. DTW-CAI is guaranteed to converge because the inertia (defined in Sect. 5.1) decreases in every iteration (lines 4–10), similarly to $k$-means: The cluster assignment step (line 6) can only decrease the inertia. Updating the representatives (line 8), can only decrease the inertia for that cluster without changing the inertia for the remaining clusters.

6 Comparison to Related Work

Our work is the first to propose variants of DTW to compare time series that contain missing values. Until now, the predominant approach was to get rid of missing values in preprocessing by removing, interpolating, or imputing them \[28\].

In the removal approach, missing values are discarded and the rest is concatenated before applying DTW \[19,34\]. This causes the DTW distance to be overestimated when a certain pattern occurs in both time series $\mathbf{x}$ and $\mathbf{x}'$ but is not observed in $\mathbf{x}'$ due to missing values, because the pattern in $\mathbf{x}$ is forced to be matched with the observed values in $\mathbf{x}'$ that might be dissimilar, increasing
the distance. In this case, the proposed technique DTW-AROW can match the pattern in \( x \) with the missing part in \( x' \) at no cost, preventing the distance from being overestimated.

In the **interpolation** and **imputation** approaches, missing values are replaced by substituted values so that DTW or any other distance metric can be applied afterwards [5, 21]. Interpolation is a local approach that fills in missing values by using neighboring samples. Some examples are *linear interpolation* that fits a straight line that passes through the preceding and following time samples of each missing interval, and polynomial interpolation that fits a higher-order function based on more than two neighboring time samples [9, 13]. In contrast, imputation is a global approach that fills in missing values based on neighboring time series in the dataset [5]. A widely used technique is *k-NN imputation*, where, for each time series, \( k \) nearest neighbors are found based on the available time samples and each missing value is replaced by the average value over the neighbors at the same time index [5]. Imputation can also be performed using regression and deep learning techniques that exploit the patterns available in the data [2, 5, 16, 37]. Among them, *Clustering Representation Learning on Incomplete time-series data (CRLI)* is a state-of-the-art global approach that performs imputation with clustering [17]. In contrast to most of the existing techniques, CRLI jointly optimizes the imputation and clustering processes, and is shown to perform better than or on par with other techniques (such as [2]) in both tasks. CRLI learns representations for the time series, and obtains the final clustering based on pairwise distances between the representations. We evaluate CRLI based on the pairwise distances between time series it computes using these representations, because the objective of this paper is to obtain pairwise distances accurately in the presence of missing values, rather than focusing on a specific task such as classification, clustering, or imputation.

The literature also contains techniques to handle missing values in time series data that are tailored to a specific task or application. For example, [33] searches for a short time series (without any missing values) within a long time series that might contain missing values. Instead of comparing two individual time samples at a given time instant with each other, it considers the distribution of time samples in a window centered at that instant and ignore missing values in the distribution. Some other examples are clustering cancer gene expression data [4], classification of human activities using wearable sensors [36], and digit recognition from speech data [7]. We do not consider such specialized approaches in this paper, as they perform a certain ML task such as classification, and are highly customized for a dataset in a particular application. Instead, we focus on more generic and task-agnostic approaches.
7 Experimental Evaluation

We evaluate the proposed and existing techniques through three Questions (Q):

- **Q1**: How robust are pairwise distances (obtained by different techniques) to missing values?
- **Q2/Q3**: How accurately the dataset can be classified/clustered based on pairwise distances obtained by different techniques?

After explaining the datasets and implementation of the techniques (Sect. 7.1), we address Q1–Q3 in Sects. 7.2–7.4.

7.1 Datasets and Implementation Details

We employ 47 publicly available time series datasets with at most 1000 instances of length less than 500 in the repository [3] by applying z-score normalization to each time series. We do not use the available class labels when computing distances between time series, as the techniques we propose are unsupervised. Details are provided in Sect. S.1 in Supplementary Material.

We introduce missing values under the missing at random assumption, where the probability that a time sample is missing, is independent of its value [23]. In each time series, we introduce a missing interval whose expected length is 0.1, 0.2, or 0.3 of the length of the time series, which correspond to three contamination rates (see Sect. S.2 in Supplementary Material for details).

We have implemented the proposed techniques DTW-AROW and DTW-CAI based on the Python library DTAIdistance [20], and made the codes publicly available. In every DTW-CAI iteration, we execute only one iteration of DBAM by setting $E = 0$ in Algorithm 2. For comparison, we consider the existing techniques removal, linear interpolation, CRLI, and $k$-NN imputation (see Sect. 6). For removal, after removing missing values, we compute the DTW distance and adjust it by $\gamma$ (see Sect. 4) to compensate for missing comparisons. We execute CRLI using its publicly available code with the hyperparameter values recommended by the authors [17] for the same repository of datasets as we use, and calculate Euclidean distances between the representations obtained by CRLI, as performed in clustering in [17]. We use the Python package scikit-learn [26] for $k$-NN imputation with $k = 10$, and then compute pairwise distances using DTW.

7.2 Evaluation of Pairwise Distances (Q1)

For each dataset, pairwise distances (between time series instances) that are obtained using a technique $T$ (such as DTW-AROW) constitute a matrix $D_T$ with the $(i, i')$-th element being $d_{T,i,i'} = d_T(x^{(i)}, x^{(i')})$ for $i, i' \in \{1, \ldots, N\}$. Since $D_T$ is symmetrical with the diagonal entries being zero, we only consider its upper-triangular entries for evaluation, and place them in a vector $d_T$ of

---

6 https://github.com/aras-y/DTW_with_missing_values.
length $\frac{N(N-1)}{2}$. Then, the evaluation boils down to comparing $d_T$ (associated with each technique $T$) with the reference vector $d_{ref}$ that contains pairwise distances obtained by DTW from fully observed time series.

For every technique $T$, we compare its pairwise distance matrix $D_T$ with $D_{ref}$ by computing two types of correlation between their vector representations $d_T$ and $d_{ref}$: Pearson correlation coefficient (PCC) [25] that measures the linear correlation between the distances and Kendall rank correlation coefficient (KRCC) [12] that measures the ordinal association between the two sets of distances. Both PCC and KRCC range from $-1$ to $1$ ($1$: highest similarity), and are invariant to linear transformations. PCC considers the actual distances (albeit by ignoring the scale), whereas KRCC takes into account only their ranking. Hence, PCC is relevant for algorithms that use actual distances, such as $k$-medoids clustering, whereas KRCC is relevant for algorithms (such as $k$-NN classifier) that evaluate distances relatively to each other through comparison or ranking.

Since we have 47 datasets, we compare the correlations of the techniques in two different ways: (1) We plot the distribution of correlation over datasets using box plots that display the median, the first and third quantiles, and the minimum-maximum values. (2) We compute average aligned rank (AAR) where, for a given technique, the higher the (correlation) values are (relative to other techniques), the lower the AAR is [11] (see Sect. S3 in Supplementary Material).

**Answer to Q1**: Although the first proposed technique DTW-AROW is a local approach that does not leverage contextual information, it outperforms all of the existing local and global techniques according to the distributions (Fig.2a) and AARs (Fig.2b) of correlation coefficients over datasets. This is a striking result, given that global approaches leverage contextual information by processing the entire dataset to compute pairwise distances, and still outperformed by DTW-AROW. The second proposed technique DTW-CAI, which is a global approach, improves upon DTW-AROW, obtaining the highest performance. Correlation coefficients exhibit more variance (over datasets) for simpler techniques (removal and linear interpolation), indicating that their performance is more dataset-dependent. For an ablation study and results for individual datasets, refer to Sect. S.4 and S.5 of the Supplementary Material, respectively.

### 7.3 Evaluation Through Classification (Q2)

As a downstream task, we classify the datasets based on the pairwise distances obtained by different techniques to handle missing values. We use $k$-Nearest Neighbor ($k$-NN) classifier [1] with 10 neighbors by using precomputed pairwise distances and class labels available in the datasets. We evaluate the accuracy through 10-fold cross validation. For each dataset, we calculate (1) the oracle accuracy by using pairwise distances computed from fully observed time series (“reference” in Sect. 7.2), and then (2) the reduction in accuracy due to missing values relative to this oracle accuracy for each technique and for each contamination rate. We present the distribution of the reduction in accuracy over datasets...
Fig. 2. Among both local (blue) and global (red) approaches, the proposed techniques (denoted by *) outperform existing techniques in terms of robustness of pairwise distances to missing values. (Color figure online)

(a) Distribution of correlation coefficients over the datasets.

(b) Average aligned ranks (AAR) of the correlation coefficients for the techniques.

for each technique and contamination rate, where lower reduction is better. We also calculate AAR of accuracy for each technique for each contamination rate, similarly to Sect. 7.2, where lower AAR is better.

Answer to Q2: According to Fig. 3a,b, both proposed techniques, DTW-AROW and DTW-CAI, are the best approaches, where missing values cause the smallest reduction in classification accuracy. DTW-AROW, which is a local technique, surprisingly outperforms existing local and global techniques. The advantage of using global approaches over local approaches is less prominent in the classification task than the robustness of pairwise distances to missing values (Sect. 7.2). A possible reason is that classifiers might be tolerating deviations in pairwise distances by learning models based on labeled training data.
7.4 Evaluation Through Clustering (Q3)

As another downstream task, we perform clustering based on pairwise distances obtained by different techniques to handle missing values. We perform k-medoids clustering [24] where the number of clusters is selected as the number of classes in each dataset. To remove the effect of initialization, every time we cluster a dataset, we run k-medoids (with an initialization based on k-medoids++) 100 times [24], and select the clustering with the smallest inertia (see Sect. 5.1), which is an unsupervised method. We evaluate the quality of the selected clus-

![Diagrams showing accuracy reduction, average aligned rank (AAR), and ARI reduction over the datasets.](image)

(a) Distribution of the accuracy reduction over the datasets.

(b) Average aligned rank (AAR) of accuracy.

(c) Distribution of ARI reduction over the datasets.

(d) Average aligned rank (AAR) of clustering quality (ARI).

Fig. 3. Among both local (blue) and global (red) approaches, proposed techniques (denoted by *) outperform existing techniques in terms of (a,b) classification accuracy and (c,d) clustering quality (ARI). (Color figure online)
tering by using Adjusted Rand Index (ARI), which ranges from $-0.5$ to 1 where $-0.5$ and 1 correspond to minimum and maximum agreement between cluster labels and class labels, whereas 0 corresponds to randomly selected cluster labels [8]. Similarly to calculating the reduction in accuracy for classification (Sect. 7.3), we calculate the \textit{reduction in ARI due to missing values} relative to the oracle ARI that is obtained by using fully observed time series.

Since the datasets we use are labeled and mostly intended for classification, the clustering task fails for most of the datasets independent of the clustering technique used, as shown in [10]. Hence, for clustering, we select (19 of 47) datasets that have an ARI of at least 0.25 averaged over multiple clustering methods and distance metrics according to [10]. Similarly to Sect. 7.3, for each technique and contamination rate, we present both the distribution of the reduction in ARI (over datasets) and AAR of ARI, where lower is better for both.

\textbf{Answer to Q3}: For the proposed techniques, the reduction in clustering quality (ARI) due to missing values is lower than existing techniques: As a local approach, DTW-AROW outperforms all existing local and global techniques, and DTW-CAI further improves upon DTW-AROW, according to AAR (Fig. 3c,d). Since clustering is an unsupervised task which is more difficult than classification, the advantage of leveraging contextual information is more evident in clustering than classification. For some datasets, clustering with missing values might be better than the oracle case without missing values (negative values in Fig. 3c), which might be due to the sensitivity of clustering to initialization (and hence, to pairwise distances).

\section{8 Conclusion}

We have developed two hyperparameter-free techniques to accurately estimate pairwise DTW distances between time series that contain missing values. The first technique, DTW-AROW, is a local approach that computes the distance between two time series based on the available values in them. The second technique, DTW-CAI, is a global approach that improves DTW-AROW by additionally leveraging the contextual information contained in the dataset, provided that such a dataset is available. We have shown that, on multiple publicly available datasets, both DTW-AROW and DTW-CAI outperform existing local and global techniques in different aspects: robustness of pairwise distances to missing values, and performance in the downstream tasks of classification and clustering based on these distances.

The techniques we have proposed are model agnostic; i.e., not tailored for a specific ML model (such as $k$-medoids) or application (such as clustering). Among them, DTW-AROW can be considered as a stand-in replacement for DTW to handle missing values in existing ML models that operate on pairwise distances between time series. DTW-CAI, on the other hand, can be used as a
more accurate replacement for DTW, provided that there is a time-series dataset available in which pairwise distances are to be computed.
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Abstract. Predictive analytics on Irregularly Sampled Multivariate Time Series (IS-MTS) presents a challenging problem in many real-world applications. Previous methods have primarily focused on incorporating temporal information into prediction while little effort is made to exploit the intrinsic structural information interchange among different IS-MTS at the same or across different timestamps. Recent developments in graph-based learning have shown promise in modeling spatial and structural dependencies of graph data. However, when applied to IS-MTS, they face significant challenges due to the complex data characteristics: 1) variable time intervals between observations; 2) asynchronous time points across dimensions resulting in missing values; 3) a lack of prior knowledge of connectivity structure for information propagation. To address these challenges, we propose a multivariate temporal graph network that coherently captures structural interactions, learns time-aware dependencies, and handles challenging characteristics of IS-MTS data. Specifically, we first develop a multivariate interaction module that handles the frequent missing values and adaptively extracts graph structural relations using a novel reinforcement learning module. Second, we design a correlation-aware neighborhood aggregation mechanism to capture within and across time dependencies and structural interactions. Third, we construct a novel masked time-aware self-attention to explicitly consider timestamp information and interval irregularity for determining optimal attention weights and distinguishing the influence of observation embeddings. Based on an extensive experimental evaluation, we demonstrate that our method outperforms a variety of competitors for the IS-MTS classification task.
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1 Introduction

Irregularly Sampled Multivariate Time Series (IS-MTS) are commonly found in various domains such as climate science, ecology, finance, and medicine [1,2,15,16].

IS-MTS data are characterized by a sequence of samples with irregular intervals between observation time points and asynchronous sampling rates between sequences. In an IS-MTS dataset, different sequences usually contain a varying number of observations recorded at different time points, as illustrated in Fig. 1. Such data can arise from multiple event-driven artificial sensors generating sparse, asynchronous streams of events, or from constrained observation processes that cannot receive regular and synchronous observation inputs. Accurate classification of IS-MTS is essential in many real-world applications as it can facilitate informed decision-making. For example, Electronic Health Records (EHR) are widely used in the healthcare industry and are typically systematic and structured collections of patients’ in-hospital and demographic information. These datasets often contain numerous irregularly sampled medical time series. Based on historical EHR data, accurate prediction results of various tasks such as patient profiling [3], mortality risk prediction [4], and early disease detection [17] are vital for clinicians to provide precise diagnosis, personalized treatment, and medical management [18].

Classical machine learning methods face significant challenges in effectively processing IS-MTS since they require the data to be defined in a coherent, fixed-dimensional feature space with constant intervals between consecutive time steps. To address these challenges, specialized models and architectures have been developed over the past decade that are specifically designed for learning from IS-MTS data. For example, Che et al. [2] proposed GRU-D to incorporate irregular time intervals and address the problem of asynchronously sampled features from a missing data perspective. Zhang et al. [29] introduced an attention-based time-aware LSTM Network that models the time irregularity between events. Wang et al. [5] used a bidirectional RNN and multi-head attention network to explore both intra- and inter-time series value couplings for medical prediction. Shukla et al. [26] presented a continuous-time interpolation-based approach by constructing learnable temporal similarity functions. Horn et al. [6] employed a set function-based approach to handle irregular sampling and partial observations. Yin et al. [30] proposed a time gap embedding and time-aware attention to consider the irregular time intervals and variables’ longitudinal information. Sun et al. [38] use a Hawkes-Process-based attention mechanism to handle the irregular intervals between visits. Other efforts based on ordinary differential equations (ODE) have also been dedicated to this problem [34,35,39].
Despite the progress made above, recent models have predominantly focused on incorporating time-aware dependencies, with little emphasis on exploiting the latent structural information that exists among variables for IS-MTS classification. This approach significantly limits the models’ representation ability, as data correlations for IS-MTS measurements often exist across time series variables. For instance, the blood pressure of a patient at a given time point is not only correlated with the blood pressure at other time points but also with the heart rate at that or other times. Such an intertwined relationship is usually informative and important for downstream analytic tasks. The observed variables can compensate for missing variable observations by exploiting structural dependencies among them. Therefore, exploring and leveraging structural correlations in IS-MTS has tremendous potential to enhance classification performance.

In recent years, graph neural networks (GNNs) have emerged as a powerful tool for handling relational dependencies in data [8,9,19,20]. Despite their remarkable successes in learning from graph-structured data, standard GNNs face significant barriers when applied to the modeling of IS-MTS due to their unique data characteristics. Specifically, the variables of IS-MTS can be considered as nodes in a graph perspective, and learning time-aware dependencies using conventional dynamic network techniques is challenging because sequence nodes have asynchronous sampling rates and variable time intervals between observations. To confront the difficulties, Huang et al. [10] proposed a graph ODE generative model that can learn the coupled dynamics of nodes, enabling it to track the evolution of the underlying system from irregular observations. Oskarsson et al. [40] introduced a linear ODE that is defined by the output of a GRU. This ODE serves to model the latent states of an irregular time series variable, and they employ standard GNN layers to update its latent state. However, their methods are limited to scenarios where the spatial graph structure is known, typically built from the geographical locations of sensors. This reliance on a predefined graph structure renders them incapable of modeling IS-MTS when the structural dependencies within the data are unknown, such as in the case of irregular sampled medical time series.

Recurrently, Zhang et al. [14] proposed RainDrop, which considers IS-MTS as separate sensor graphs and models time-varying inter-sensor dependencies through neural message passing. However, their method has key drawbacks as RainDrop is built upon a highly customized dependency graph obtained by manually setting the filtering threshold. This manual intervention can substantially impede the learning of an optimal graph structure that is diverse in different types of datasets and tightly bound to specific tasks. Additionally, RainDrop only relies on the available observed values, limiting its ability to capture informative missingness patterns that are often correlated with the target label [30,33]. It also ignores within and across time structural dependencies between adjacent graph snapshots, which are essential for modeling the correlation of different time series variables and deriving a more comprehensive representation of IS-MTS for more accurate prediction results. Furthermore, IS-MTS data dynamically change with irregular time intervals, but RainDrop does not consider the irregular time span
information when generating attention weights, leading to a failure to distinguish the influence of different time points on its final sequence-level representation.

To address the aforementioned challenges, we propose a novel graph-based learning model, called Multivariate Temporal Graph Networks. This model aims to overcome the limitations of existing methods in modeling IS-MTS and improve the performance of downstream classification tasks. The proposed model is designed to effectively capture time-aware dependencies, extract graph structural relations, and handle irregular sampling intervals and frequent missing values commonly encountered in IS-MTS. Specifically, our contributions are as follows:

- We propose a multivariate interaction module (MIM) to handle the asynchronous nature of observations between different sequences without the need for manually defining the connectivity structure. MIM embeds time series under a unified time set and automatically infers its graph structure by leveraging temporal attention between nodes in a data-driven fashion. To navigate the search for optimal vertex connectivity, we develop a reinforcement learning selector, which operates along with the GNN classifier training process.
- We build a novel graph propagation layer on top of MIM, with Markov property, aimed at enriching the representation of each node with the topological structure and features of its neighbors. This approach enables modeling both within and across time dependencies and structural interactions, thereby allowing for a more comprehensive representation of IS-MTS.
- To retain relevant information in varying data intervals, we introduce a novel masked time-aware self-attention module that explicitly incorporates temporal context and accounts for the impact of irregular intervals on attention weight generation between observation embeddings.
- We conducted comprehensive comparative experiments on real-world datasets to evaluate the proposed model. The results showed that our model significantly outperforms the state-of-the-art methods.

The remaining sections of this paper are structured as follows. In Sect. 2, we formulate the research problem of modeling and analyzing IS-MTS. In Sect. 3, we provide a detailed description of the proposed model. In Sect. 4, we present the experimental results and ablation study, which demonstrate the effectiveness of our approach. Finally, we conclude our work in Sect. 5.

2 Preliminaries

This section aims to introduce the essential notations required to formulate the classification of IS-MTS using graph-based learning modeling.

**Irregularly Sampled Multivariate Time Series.** Let $\mathcal{D} = \{(s_k, y_k) \in (\mathcal{S}, \mathcal{Y}) \mid k = 1, \ldots, K\}$ represent $K$ samples, where each sample comprises a $d$-dimensional IS-MTS $s_k = \{s_{k,i} \mid i = 1, \ldots, d\}$ and its associated label $y_k$. Each dimension of $s_k$ is a univariate time series variable $s_{k,i}$. The number of records in the $k^{th}$ sample at dimension $i$ is denoted as
We represent each univariate time series as a list of observed tuples $s_{k,i} = [(t_{k,i,1}, x_{k,i,1}), \ldots, (t_{k,i,m}, x_{k,i,m}), \ldots, (t_{k,i,N_{k,i}}, x_{k,i,N_{k,i}})]$, where $x_{k,i,m}$ is the observed value of the $m$th time step of $i$th dimension at time $t_{k,i,m} \in \mathbb{R}_{+}$ for the $k$th multivariate time series sample. We define $t_{k,i} = [t_{k,i,1}, t_{k,i,2}, \ldots, t_{k,i,N_{k,i}}]$ as the list of timestamps and $x_{k,i} = [x_{k,i,1}, x_{k,i,2}, \ldots, x_{k,i,N_{k,i}}]$ as the list of observations for the $i$th variable of the $k$th sample. It should be noted that for $i \neq j$, in general, $t_{k,i} \neq t_{k,j}$ and $N_{k,i} \neq N_{k,j}$.

**Multivariate Temporal Graph Structure.** We construct a sequence of time-ordered graphs $G_{k} = \{G_{k}^{t_1}, \ldots, G_{k}^{t_{|T_k|}}\}$ for every sample $s_{k}$, where $G_{k}^{t} = \{V, \mathcal{E}_{k}, \mathcal{A}_{k}^{t}, \mathcal{A}_{k}^{i}\}$ refers to a snapshot of the graph at time $t$. The set $T_{k} = \bigcup_{i=1}^{d} \bigcup_{m=1}^{N_{k,i}} \{t_{k,i,m}\}$ is defined as the union of observed timestamps across all variables for sample $s_{k}$. Each node $v_{i}$ in $V = \{v_{i}\}_{i=1}^{d}$ corresponds to a univariate time series variable. $\mathcal{E}_{k}$ is a weighted adjacency matrix that describes interdependencies among variables in sample $s_{k}$. Specifically, $e_{k,ij} > 0$ indicates that there exists an edge from $v_{i}$ to $v_{j}$ and $e_{k,ij}$ represents the strength of this edge. $\mathcal{A}_{k}^{t} = \{x_{k,i,m}^{t} | t \in T_{k}\}_{i=1}^{d}$ represents observed values of MTS at time $t$, where each observation $x_{k,i,m}^{t}$ denotes the feature value affiliated with node $v_{i}$ at time $t$. Here, we use $x_{k,i,m}^{t}$ to equivalently denote $x_{k,i,m}$ under the unified time set $T_{k}$. The attention matrix $\mathcal{A}_{k}^{t}$ implies the time-dependent relationship between variables in sample $s_{k}$, where each entry $\alpha_{k,ij}^{t}$ can be interpreted as a weighted coefficient characterizing the importance of the $i$th variable to the $j$th variable at time $t$.

**Problem Formulation.** We formulate the IS-MTS classification problem using multivariate temporal graph structure in the following way. Given observed values $\{x_{k,i}\}_{i=1}^{d}$ and their corresponding creation times $\{t_{k,i}\}_{i=1}^{d}$ for an IS-MTS $s_{k}$, our goal is to extract the temporal and structural information from $T_{k}$ graph snapshots inferred from data and use this information to train a model $(F: \mathcal{S} \rightarrow \mathcal{Y})$ to predict the sequence-level label $\hat{y}_{k} \in \{0, 1\}^{C}$, where $C$ is the number of class labels. For simplicity, we will omit the sample index $k$ hereinafter.

### 3 Our Proposed Model

In this section, we present the proposed Multivariate Temporal Graph Networks (MTGNet). Figure 2 illustrates the overall architecture of our model, and we will elaborate on the key modules of MTGNet in the following subsections.

#### 3.1 Multivariate Interaction Module

To handle the inherent asynchrony of different sequences, we propose a relation embedding strategy that enables our model to learn latent correlations among time series and automatically infer the graph structure in a data-driven manner.

**Time Series Data Encoding** We represent an IS-MTS $s$ as a graph $G^{t}$ observed at timestamp $t = t_{1}, \ldots, t_{|T|}$. The initial feature vector of each node $v_{i}$ in $G^{t}$ is
obtained by transforming the observed value $x_t^i$ of the corresponding univariate time series variable $s_i$ into a higher-level subspace for sufficient expressive power [21]. To accomplish this, we apply a node-specific Multi-layer Perceptron with ReLU activation, $z_t^i = MLP(x_t^i; w_i, b_i)$, to every observation affiliated with the $i$th dimension of $s_i$. For nodes that are not observed at timestamp $t$, we use a decayed imputation as the input, and the node-specific MLP learns trainable vectors for them. Specifically, for the unobserved node $v_j$ at time $t$, its initial feature vector at time $t$ can be generated through the following technique:

$$ z_t^j = MLP(\hat{x}_t^j; w_j, b_j); \quad \hat{x}_t^j = \lambda_t \hat{x}_\tau^j + (1 - \lambda_t) \mu_j $$

where $\hat{x}_\tau^j$ is the observed measurement of node $v_j$ at the most recent time $\tau < t$, and $\mu_j = \frac{1}{\sum_k \sum_m x_{k,j,m}}$ is its empirical mean. The decay rate $\lambda_t$ is learned from the training data through $\lambda_t = \exp\{-\max(0, w_\lambda (t - \tau) + b_\lambda\}$.

**Graph Structure Construction** After obtaining the initial node representation using data encoding, we calculate attention coefficients by matching the node embeddings while considering the influence of time interval irregularities.

$$ \alpha_{ij}^t = \sigma(c^T W \alpha^t (z_t^i || z_t^j || \phi(t))); \quad \phi(t)[u] = \begin{cases} \omega_0 t + \varphi_0 & \text{if } u = 0 \\ \sin(\omega_u t + \varphi_u) & \text{if } 1 \leq u < d_t \end{cases} $$

where $\phi(t) \in \mathbb{R}^{d_t}$ is the vector representation of timestamp encoding for time $t$. This encoding transforms the 1-dimensional time axis into a $d_t$-dimensional vector, where $\phi(t)[u]$ is the $u$th dimension of the embedding vector $\phi(t)$. $\{\omega_u, \varphi_u\}_{u=0}^{d_t}$ are learnable parameters. The sinusoidal term captures periodic patterns while the linear term accounts for non-periodic behaviors in the time series.

To construct data-driven dependency graphs for different time series, we dynamically adjust the connection of two nodes based on the learned attention coefficient sequence. We determine edge connections by summing up attention coefficients of corresponding nodes over all timestamps: $e_{ij} = \sum_{t \in T} \alpha_{ij}^t / |T|$. 
In addition, to promote a sparse connectivity pattern and minimize redundant information, MTGNet carefully selects the top \( M \% \) largest values of \( \{e_{ij} \mid i, j = 1, \ldots, d\} \) for each sample \( s \) and prunes the edges with the bottom \((1 - M \%)\) edge weights.

To determine the ideal edge-pruning proportion, we require an automated method that is adaptive to the dataset and task at hand. However, backpropagation cannot update \( M \) directly, as it does not directly impact the final classification loss. To address this issue, we developed an adaptive module that utilizes reinforcement learning (RL) to navigate the search for the optimal threshold.

Let \( p_M = M \% \), we model the update process of \( p_M \in [0, 1] \) as a Markov Decision Process with an infinite horizon. Specifically, given an initial \( p_M \), the policy \( \pi \) in the RL agent selects whether to increase or decrease \( p_M \) between two consecutive epochs. The state space, action space, transition, reward function, and termination condition are defined as follows:

- **State.** At each training epoch \( e \), the current state \( s(e) \) is defined as the adjacent matrix \( \mathcal{E}^{(e)} \) obtained by selecting the top \( M \% \) largest edge weights.

- **Action.** The action \( a(e) \) at epoch \( e \) determines how RL updates \( p_M \) based on the reward. We define the action as plus or minus a fixed value \( \Delta p \) from \( p_M \).

- **Transition.** The transition serves as the state transition probability of the reinforcement learning environment. After updating \( p_M \), we use \( \text{topM}\{\{e_{ij} \mid i, j = 1, \ldots, d\}\} \) to select a new adjacent matrix in the next epoch.

- **Reward.** The reward evaluates whether the search mechanism is effective at the current epoch. We define the reward function to measure the improvement of classification results for each action when compared with previous epochs.

\[
f(s^{(e)}, a^{(e)}) = \begin{cases} 
+1 & \text{if } \text{ACC}^{(e)} \geq \frac{\sum_{e'=e-1}^{e-10} \text{ACC}^{(e')}}{b} \\
-1 & \text{otherwise}
\end{cases}
\]  

where \( \text{ACC}^{(e)} \) is the classification accuracy at epoch \( e \). We use the binary reward \( f(s^{(e)}, a^{(e)}) \) to guide the action policy.

- **Termination.** We define the terminal condition for RL as follows:

\[
diff\{p_M^{(e-10)}, \ldots, p_M^{(e)}\} \leq \Delta p
\]  

where \( \text{diff} \) is the difference between the maximum and minimum values of \( p_M \) over the last ten epochs. When the change is no more than \( \Delta p \), it indicates the RL module has found the optimal threshold \( p_M^* \).

The Bellman optimality equation can be used to approximate the action-value function for the finite horizon MDP described above, which can be learned through Q-learning [37]:

\[
Q^*(s^{(e)}, a^{(e)}) = f(s^{(e)}, a^{(e)}) + \gamma_\pi \max_{a'} Q_\pi(s^{(e+1)}, a')
\]  

where \( \gamma_\pi \) is a discount factor. We exploit the \( \epsilon \)-greedy policy to select the action \( a^{(e)} \) w.r.t \( Q^* \), and the policy \( \pi \) is obtained as follows:

\[
\pi(a^{(e)}|s^{(e)}, Q^*) = \begin{cases} 
\text{random action} & \text{w.p. } \epsilon \\
\arg\max_a Q^*(s^{(e)}, a) & \text{w.p. } 1 - \epsilon
\end{cases}
\]
The RL agent and classification model can be jointly trained in an end-to-end manner. Once the RL has converged, \( p_M^* \) remains fixed during the next training process until the classification model has also converged.

### 3.2 Correlation-Aware Neighborhood Aggregation

The measurements in IS-MTS are often correlated with one another both within and across timestamps. To capture the topological structure and node features of its neighbors for enriching the representation of each node, we assume that the node’s representation at time \( t \) (\( t_0 \)) not only depends on its neighboring nodes at the same time but also is influenced by its neighbors at previous time \( t_1, ..., t_R \) in our model.

\[
m^t_{i,r,l} = \sum_{v \in N(t_r,v_j)} \gamma^t_{i,j} h^t_{i,r,l} \quad (a)
\]

\[
h^{t(l+1)}_j = \sigma(W^{(l)} h^{t(l)}_j + \sum_{r=0}^R W_r^{(l)} m^t_{i,r,l}) \quad (b)
\]

This assumption is motivated by the data correlation between blood pressure and heart rate described in the introduction section. To achieve this, we propose a special graph convolution module with \( R \)-step Markov property that models within and across time dependencies and learns temporal and structural information from adjacent graph snapshots. Specifically, for node \( v_j \) at time \( t \) in layer \( l \), its embedding is updated according to Eq.7, where \( N(t_r,v_j) \) denotes the neighboring nodes of \( v_j \) at time \( t_r \), and \( \gamma^t_{i,j} \) represents the attention score between node \( v_j \) at time \( t \) and its \( t_r \) neighbor \( v_i \) in layer \( l \). We use a neural network with the softmax function to determine these attention scores as follows:

\[
\beta_{i,j}^{t,r,l} = \sigma(b^T (W_i h^t_{i,r,l} \|[W_j h^t_{j,r,l}])); \quad \gamma_{i,j}^{t,r,l} = \frac{e^{\beta_{i,j}^{t,r,l}}}{\sum_{v \in N(t_r,v_j)} e^{\beta_{i,j}^{t,r,l}}} \quad (8)
\]

The proposed graph convolution module, as shown in Eq. 7, computes the node embedding by accumulating transformed features via a normalized sum of neighbors from both the current and previous \( R \)-step graph snapshots as well as itself. Multiple such graph convolution modules (i.e., \( L \) layers) can be stacked to extract topological and attributed information from multiple hop neighborhoods. The final feature embedding of node \( v_i \) at time \( t \) for data sample \( s \) is denoted as \( h^t_{i,(L)} \). Unlike the aggregation strategy used in typical spatial-temporal-aware GNNs [31,32], which separately employ spatial and temporal aggregators and combine them sequentially, the proposed correlation-aware neighborhood aggregation module considers both within and across time dependencies and fuses temporal and structural information from graph snapshots simultaneously.

### 3.3 Masked Time-Aware Self-Attention

The objective of the time-aware self-attention module is to generate the node-level representation for a univariate time series variable, given a sequence of embeddings \( \{h^{t_1,(L)}, ..., h^{t_T,(L)}\} \) from \( T \) graph snapshots. The standard self-attention mechanism makes an assumption of a constant time interval between
time steps, which is not the case in IS-MTS data. To address this issue and consider the timestamp context and interval irregularity when calculating the correlation between two items, we employ a novel time-aware self-attention aggregator. Initially, we construct a scaled time interval matrix \( \Delta \in \mathbb{R}^{[T \times |T|]} \), where each entry \( \Delta_{op} \) represents the scaled time interval \([|t_o - t_p|/\delta]\) between embedding \( h_i^{t_o,(L)} \) and \( h_j^{t_p,(L)} \). Here, \( \delta \) is the minimum time interval (except 0) between two items: \( \delta = \min\{|t_o - t_p| \mid o, p = 1, ..., |T|\} \). We then append time encoding \( \phi(t) \) to embedding \( h_i^{t,(L)} \) to include information of the absolute timestamp. The proposed time-aware self-attention can be expressed as:

\[
U_i = \text{softmax}(\left(\tilde{H}_i^T W_Q W_K^T \tilde{H}_i + w_\delta \cdot \Delta \right) / \sqrt{d_h + d_t}) \tilde{H}_i^T W_V
\]  

where \( W_V \in \mathbb{R}^{(d_h + d_t) \times d_v}, W_Q \in \mathbb{R}^{(d_h + d_t) \times d_q} \) and \( W_K \in \mathbb{R}^{(d_h + d_t) \times d_q} \) are projection matrices for a value, query and key respectively. \( w_\delta \in \mathbb{R} \) is a learnable parameter for embedding time intervals, and \( \tilde{H}_i = [h_i^{t_1,(L)} \mid \phi(t_1), ..., h_i^{t_{|T|),(L)} \mid \phi(t_{|T|})] \) \( \in \mathbb{R}^{(d_h + d_t) \times |T|} \) allows the model to include absolute timestamps information. The proposed module is capable of focusing on the most informative embeddings. We then calculate the masked average of column entries of \( U_i \) as follows:

\[
u_i = \tilde{U}_i^T \mathbf{1} / N_{k,i}; \quad \hat{U}_i = U_i \odot M_i; \quad M_i^T = [m_i^{t_1}, ..., m_i^{t_{|T|}}]
\]  

where \( \odot \) denotes the element-wise product, \( \mathbf{1} \in \mathbb{R}^{||T||} \) represents a column vector of ones, and \( M_i \) is a \((0,1)\) matrix indicating the missingness, e.g., \( m_i^{t_1} = \mathbf{1} \in \mathbb{R}^{d_v} \) if \( x_i^{t_1} \) is observed, \( m_i^{t_1} = \mathbf{0} \in \mathbb{R}^{d_v} \) otherwise. We adopt \( u_i \) as the ultimate representation of the node-level for the univariate time series variable \( s_i \).

### 3.4 Graph-Level Learning Module

For samples that contain static attributes \( x_0 \) (specific examples will be provided in the experimental section), a separate nonlinear transformation model is used to extract stable raw factors: \( a = \sigma(W_0 x_0) \), where \( a \in \mathbb{R}^d \). In contrast to temporal factors, static factors remain constant across all snapshots. Based on all of the above, we aggregate the information of \( d \) node-level embeddings to obtain the graph-level representation for IS-MTS \( s \) as follows:

\[
g = \text{Aggregate}(u_1, u_2, ..., u_d, a)
\]  

where the aggregation function we use is a concatenation operator. To predict the sequence-level label, we employ a collection of interleaved fully-connected layers with softmax activation to transform the graph-level embedding \( g \) to the target \( \hat{y} = \rho(g) \). Our multivariate temporal graph model is trained by minimizing the cross-entropy loss under the available training data

\[
L = -\frac{1}{N_{\text{train}}} \sum_k \sum_{c=1}^C [y_k^c \log \hat{y}_k^c] + \lambda_\theta \|\Theta\|^2
\]  

where \( \|\Theta\|^2 \) denotes the regularization term and hyperparameter \( \lambda_\theta \) is utilized to balance the degree of regularization.
4 Experiments

In this section, we present the results of experiments conducted on three real-life datasets for IS-MTS classification tasks. Our model is compared with nine representative and state-of-the-art baselines.

4.1 Datasets

The PhysioNet/CinC Challenge 2012 (PNC12) dataset [11] comprises multivariate clinical time series data with 36 temporal variables (e.g., Albumin, Glucose, pH) and 6 static patient descriptors (e.g., Age, RecordID, ICUType) extracted from Intensive Care Unit (ICU) records. Each record contains irregularly sampled multivariate time series collected during the first 48 h after patients’ admission to the ICU. Our method is trained and evaluated on the binary mortality prediction task of whether a patient will die during the hospital stay. The mortality labels are imbalanced, with an approximate ratio of 1:6.

The PhysioNet/CinC Challenge 2019 (PNC19) dataset [12] contains physiological records of patients in two-week hourly time windows. It consists of 34 time-dependent clinical variables and four static demographic descriptions (e.g., Gender). Similar to PNC12, PNC19 is highly imbalanced, with only 5% of patients developing sepsis. We compare methods to identify a patient’s risk of developing sepsis and make a positive or negative prediction from the clinical records. To evaluate the model performance on these highly imbalanced datasets, we use the Area Under the ROC Curve (AUROC) and Area Under the Precision-Recall Curve (AUPRC) metrics.

The Physical Activity (PAMAP2) dataset [13] includes recordings of 18 different physical activities (e.g., Cycling, Playing soccer), performed by 9 subjects wearing 3 inertial measurement units and a heart rate monitor. We followed the data preprocessing steps outlined in [14], resulting in a dataset of 5,333 irregularly sampled sequences with 17 channels and 600 temporal observations in each sequence. We randomly selected 40% of the sample observations to create irregular time intervals. Our task is to predict the multi-class label for each activity. Since the PAMAP2 dataset has approximately balanced samples, we evaluate models using metrics such as Accuracy, Precision, Recall, and F1 score.

4.2 Competitors

Based on the survey conducted by Shukla et al. [25], there are five main primitives for modeling IS-MTS: discretization, recurrence, interpolation, attention, and structural invariance. For our experiments, we choose representative and state-of-the-art methods from each category as competitors for comparison.

- **MRE** [28]: It discretizes IS-MTS into non-overlapping intervals within a fixed time length and utilizes a multi-resolution ensemble model for prediction.
- **ATTAIN** [29]: It proposes a time-aware LSTM network that incorporates attention and decay weights for modeling the time irregularity between events.
Table 1. Classification performance (%) on PNC12, PNC19 and PAMAP2 datasets.

| Methods   | PNC12   | PNC19   | PAMAP2 |
|-----------|---------|---------|--------|
|           | AUROC   | AUPRC   | Accuracy | Precision | Recall | F1 score |
| MRE       | 64.3±2.5 | 91.2±0.9 | 87.0±1.2 | 42.4±2.7 | 67.8±2.4 | 69.2±1.7 | 60.7±3.5 | 64.6±2.3 |
| GRU-D     | 69.1±1.3 | 93.2±1.0 | 91.0±1.0 | 46.9±3.5 | 71.1±1.3 | 73.0±2.0 | 71.8±2.8 | 71.7±1.9 |
| VRIN      | 70.6±1.7 | 94.4±0.8 | 91.4±0.6 | 47.3±2.0 | 72.6±0.8 | 75.8±2.9 | 72.0±1.1 | 73.3±1.8 |
| mTAND     | 60.1±3.4 | 93.3±0.8 | 80.7±1.7 | 35.1±3.3 | 65.3±0.9 | 68.1±4.1 | 63.2±2.3 | 65.6±3.6 |
| L-ODE     | 70.2±1.4 | 94.0±0.7 | 90.6±0.8 | 46.3±3.0 | 72.2±2.0 | 74.8±2.7 | 71.9±1.9 | 73.0±2.5 |
| ATTAIN    | 73.1±3.7 | 95.5±1.1 | 89.2±2.0 | 46.8±3.2 | 81.0±4.2 | 82.1±3.6 | 84.9±2.8 | 83.1±3.5 |
| DATA      | 72.0±1.9 | 96.7±0.6 | 88.5±1.0 | 46.4±2.9 | 80.8±2.9 | 81.9±2.8 | 83.5±2.6 | 82.4±2.7 |
| SeFT      | 67.8±3.2 | 96.0±1.1 | 82.2±1.1 | 38.5±5.1 | 64.5±1.7 | 67.6±2.3 | 57.9±1.8 | 60.7±1.9 |
| RainDrop  | 72.4±1.5 | 96.9±0.6 | 88.8±0.4 | 49.3±3.8 | 83.6±1.8 | 85.3±1.7 | 84.3±1.8 | 84.5±1.9 |
| MTGNet    | 77.6±1.1 | 97.7±0.5 | 91.7±0.9 | 56.8±2.6 | 87.4±1.6 | 88.7±1.2 | 88.2±1.9 | 88.3±1.4 |

- **GRU-D** [2]: It modifies the GRU cell by decaying the previous hidden state $h_{t-1}$ with a factor $\gamma_h$ and utilizing it to compute the new hidden state $h_t$. It also decays the input variable over time toward the empirical mean.
- **L-ODE** [35]: It proposes a latent variable time series model in which the generative model and recognition network are defined by a neural ODE and an ODE-RNN, respectively.
- **VRIN** [7]: It proposes a novel variational-recurrent imputation network to exploit temporal relations and uncertainties in estimating missing values in MTS for the downstream prediction task.
- **mTAND** [26]: It presents an interpolation-based approach with learnable temporal similarity functions followed by a VAE-based model for learning from irregularly sampled data.
- **DATA** [27]: It proposes a dual-attention structure to handle missing values and estimates diversity in the unreliability of different data so that the imputed data inferred from sparse observations are less reliable than those from dense observations.
- **SeFT** [6]: It utilizes differentiable set function learning to represent the irregularly sampled time series data.
- **RainDrop** [14]: It uses message passing and self-attention to acquire a sensor dependency graph in MTS.

### 4.3 Setups and Results

Our MTGNet model is configured with an initial feature vector dimension of $F = 4$ and time embedding size of $d_t = 12$. For correlation-aware neighborhood aggregation, we set $R = 2$ and $L = 2$, and the weight vector dimension $c$ is set to 6. In the RL module, we initialize the value $p_M = 0.5$ and set the action step size $\Delta \rho$ to 0.03, $b = 1$ in Eq. (3), $\gamma_\tau = 0.9$ in (5) and $\epsilon = 0.6$ in (6). The weight matrix $W^{(l)}$ for neighborhood aggregation operation has a shape of...
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Fig. 3. Visualization of the learned dependency graphs and the updating process of $p_M$. Each node represents a physiological signal used in PNC12 and each edge represents the weighted connection (e.g. Node 0 denotes the enzyme Alkaline phosphatase).

4 × 4, while the projection matrix $W_Q$, $W_K$ and $W_V$ for the masked time-aware self-attention have the same shape of 16 × 16. The classifier $\rho$ has a neuron structure of 100-C(No. of classes). We set the regularization hyperparameter $\lambda_\theta = 0.001$. Our model is implemented in PyTorch, and trained using the Adam optimizer with a learning rate of 0.0001. We randomly select 70% of instances as the training set and use the remaining 10% and 20% for validation and test sets, respectively. We repeat each experiment five times and report the average performance by mean and standard deviation. For all competitors, we set the models’ parameters and hyper-parameters and choose the downstream classifiers based on their respective papers or implemented source code, and carefully tune any not mentioned to yield competitive results. The code for our model can be found in the supplementary materials.

Table 1 presents the predictive results of all models on three benchmark datasets. The results indicate that the proposed model consistently yields the highest average score across all metrics. Baseline models that do not consider structural dependencies among IS-MTS data, such as MRE, GRU-D, L-ODE, VRIN, DATA, SeFT and mTAND, show noticeably lower classification performance compared to graph-based competitors like RainDrop and MTGNet. This observation suggests that incorporating intrinsic structural information among variables is critical and should be taken into account for the IS-MTS prediction task. Furthermore, compared to RainDrop, which fails to leverage informative missing patterns, ignores within and across time structural dependencies between adjacent graph snapshots, and discards time interval information in node-level representation learning, our model takes advantage of all these benefits and performs significantly better. To illustrate the learned structural inter-dependencies among time series variables, Fig. 3a visualizes the graph connectivity on the PNC12 dataset. Since MTGNet learns a specific graph for each sample, we take the average of the learned structures for the positive and negative samples, respectively. Different colors in the visualization represent different connection weight values between nodes. We observe that there exist distinctive patterns across the learned dependency graphs of positive and negative samples. We further calculate their graph structure divergence and present the top 50
most distinctive edges in Fig. 3b. Our analysis reveals that the connection from Node 6 (Cholesterol) to Node 11 (Glucose) is helpful in differentiating samples. This data-driven observation aligns with the association between glucose and cholesterol metabolism studied in health professionals [24]. The updating process of $p_M$ on PNC12 dataset is visualized in Fig. 3c, with the initial value randomly set to 0.4. It can be observed that the RL environment experiences fluctuation in the beginning, as the RL agent is jointly learned with other modules. However, after 60 training iterations, the RL algorithm gradually satisfies the terminal condition specified in Eq. (4), and the edge selector $p_M$ eventually converges to a stable range of 0.60–0.65.

The observation process may sometimes be restricted in practice, leading to the total absence of certain variables (e.g., due to broken sensors, data transmission failure, or damaged storage). A robust model should be able to utilize informative structural dependencies among time series variables and appropriately compensate for missing variable observations. To investigate the impact of missing variables, we conducted experiments on the PNC19 and PAMAP2 datasets, where only a subset of time series variables was available. Since experimental studies on data collected from ICU patients, PNC12 and PNC19, show similar sorts of outcomes, we report only the experimental results of PNC19. In particular, we randomly selected a fraction of time series variables in each sample and marked the remaining variables as unobserved in both the validation and test sets. Figure 4 shows the comparison of classification performance among all the models. We observed that MTGNet consistently achieved better performance than the baselines in most of the evaluation metrics when the time series variable sampling rate decreased from 80% to 50%.
Table 2. Results (%) of the ablation study on PNC12, PNC19 and PAMAP2 datasets.

| Methods                     | PNC12   | PNC19   | PAMAP2 |
|------------------------------|---------|---------|--------|
|                              | AUROC  | AUPRC   | AUROC  | AUPRC | Accuracy | Precision | Recall | F1 score |
| w/o Auxiliary imputation     | 73.7 ± 1.8 | 96.3 ± 0.6 | 90.5 ± 1.4 | 53.2 ± 3.2 | 84.6 ± 1.5 | 85.0 ± 1.7 | 84.6 ± 1.2 | 84.8 ± 1.3 |
| w/o Within time correlation  | 76.0 ± 1.3 | 97.6 ± 0.4 | 90.7 ± 0.7 | 56.3 ± 1.7 | 84.5 ± 0.8 | 85.1 ± 0.2 | 86.4 ± 1.6 | 85.7 ± 0.9 |
| w/o Across time correlation  | 76.3 ± 2.0 | 97.0 ± 0.5 | 90.9 ± 0.8 | 55.4 ± 2.2 | 86.8 ± 1.6 | 87.6 ± 1.7 | 87.9 ± 1.3 | 87.6 ± 1.3 |
| w/o Time interval matrix     | 75.6 ± 1.5 | 97.4 ± 0.5 | 89.8 ± 1.3 | 46.9 ± 2.2 | 83.3 ± 1.4 | 85.6 ± 1.9 | 82.9 ± 2.6 | 83.9 ± 2.0 |
| w/o Masking matrix           | 65.5 ± 1.6 | 95.7 ± 1.0 | 83.6 ± 1.1 | 38.8 ± 3.5 | 80.5 ± 1.3 | 83.2 ± 1.1 | 79.6 ± 2.7 | 80.8 ± 1.8 |
| Full Model                   | 77.6 ± 1.1 | 97.7 ± 0.5 | 91.7 ± 0.9 | 56.8 ± 2.6 | 87.4 ± 1.6 | 88.7 ± 1.2 | 88.2 ± 1.9 | 88.3 ± 1.4 |

To further examine the impact of the core components in our proposed model, we perform an ablation study on MTGNet by systematically removing one module at a time. The Table 2 summarizes the results of our study. In the w/o Auxiliary imputation setup, we remove the decayed imputer and replace the data encoding strategy in Sect. 3.1 with the generating embedding method used in Raindrop [14]. In ‘w/o across time correlation’, we disregard information from previous R time steps neighborhoods. Similarly, ‘w/o within time correlation’ signifies the absence of the structural information at the current time. In ‘w/o time interval matrix’, we use a standard self-attention and do not consider the influence of time interval irregularity. In ‘w/o masking matrix’, we directly use the last column of output $U_i$ as the final node-level representation for univariate time series variable. Based on the ablation results, we note the following: 1) integrating observation and auxiliary imputer yields improved prediction scores as a result of capturing the overall pattern of missingness across time series; 2) the proposed model, built with correlation-aware neighborhood aggregation, outperforms ‘w/o within/across time correlation’ in all datasets, indicating the importance of the proposed aggregation method in modeling within and across time dependencies and structural interactions to derive a more comprehensive representation of IS-MTS for more accurate predictions; 3) similarly, considering irregular time intervals and introducing a masking matrix help determine reasonable attention weights and distinguish the influence of embeddings on the final node-level representation, leading to improved prediction performance.

5 Conclusion

This paper proposes a novel multivariate temporal graph network for the modeling and classification of irregularly sampled multivariate time series. The proposed model is capable of handling the challenging data characteristics of IS-MTS, accommodating asynchronous sampling rates and irregular intervals, capturing the temporal dependency, and extracting the graph structure relation in a data-driven manner. Extensive experiments and analyses are conducted on various datasets, demonstrating superior performance compared to existing competitors. An interesting avenue for future research could involve extending our
graph model to a probabilistic setting, allowing for sensible propagation of natural uncertainty arising from observation sparsity into predictive components.
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Abstract. Portfolio selection is a fundamental task in finance and it is to seek the best allocation of wealth among a basket of assets. Nowadays, Online portfolio selection has received increasing attention from both AI and machine learning communities. Mean reversion is an essential property of stock performance. Hence, most state-of-the-art online portfolio strategies have been built based on this. Though they succeed in specific datasets, most of the existing mean reversion strategies applied the same weights on samples in multiple periods and considered each of the assets separately, ignoring the data noise from short-lived events, trend changing in the time series data, and the dependence of multi-assets. To overcome these limitations, in this paper, we exploit the reversion phenomenon with multivariate robust estimates and propose a novel online portfolio selection strategy named “Weighted Multivariate Mean Reversion” (WMMR) (Code is available at: https://github.com/boqian333/WMMR). Empirical studies on various datasets show that WMMR has the ability to overcome the limitations of existing mean reversion algorithms and achieve superior results.

Keywords: portfolio selection · online learning · multivariate robust estimates

1 Introduction

Portfolio selection, which has been explored in both finance and quantitative fields, is concerned with determining a portfolio for allocating the wealth among a set of assets to achieve some financial objectives such as maximizing cumulative wealth or risk-adjusted return, in the long run. There are two main mathematical theories for this problem: the mean-variance theory [22] and the Kelly investment [17]. Mean-variance theory proposed by Markowitz trades off between the expected return (mean) and risk (variance) of a portfolio in a single-period framework. Contrarily, the Kelly investment aims to maximize the expected log return in a multi-period setting. Online portfolio selection (PS), which follows
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the Kelly investment and investigates the sequential portfolio selection strategies, is attracting increasing interest from AI and machine learning communities. Based on the Kelly investment model, some state-of-the-art online PS strategies [10] assume that current best-performing stocks would also perform well in the next trading period. However, empirical evidence indicates that such assumptions may often be violated especially in the short term. This observation of an asset’s price tends to converge to the average price over time, leading to strategies of buying poor-performing stocks and selling those with good performance. This trading principle is known as the “mean reversion” principle.

In recent years, by exploiting the multi-period mean reversion principle, several online PS strategies [5,13,18] have been proposed and achieved encouraging results when applied to many datasets. However, the existing studies ignored the data noise from short-lived events, trend changes in the time series data, and the dependence of multi-assets [18,21], while these are important properties of stock movements. To overcome these drawbacks, different methods have been proposed [26]. For instance, a new PS strategy has been proposed, which more accurately estimates parameters via subset resampling. This approach is particularly useful when the number of assets is large. An ensemble learning method has also been proposed for Kelly’s growth optimal portfolio to mitigate estimation errors [24]. Additionally, [28] introduced a novel Relation-aware Transformer (RAT) method to simultaneously model complex sequential patterns and varying asset correlations for PS.

In this paper, we propose a multi-period online PS strategy named “Weighted Multivariate Mean Reversion” (WMMR) without requiring subset resampling demanding thousands of loops or model training requiring sufficient data. The basic idea of WMMR is to update the next price prediction via robust multivariate estimates with exponential decay. By capturing the correlation between multiple assets, robust multivariate estimates could reduce or remove the effect of outlying data points, which are produced by the short-lived events in the financial market and may lead to incorrect forecasts or predictions. We determine the portfolio selection strategies via online learning techniques. The experimental results show that WMMR can achieve greater profits than several existing algorithms. Moreover, it is robust to different parameter values and its performance is consistently well when considering reasonable transaction costs.

2 Problem Setting

Let us consider a financial market with $m$ assets for $n$ periods. On the $t^{th}$ period, the assets’ prices are represented by a close price vector $p_t \in \mathbb{R}_+^m$ and each element $p_{t,i}$ represents the close price of asset $i$. The changes of asset prices for $n$ trading periods are represented by a sequence of non-negative, non-zero price relative vectors $x_1, \ldots, x_n \in \mathbb{R}_+^m$. Let us use $x^n = \{x_1, \ldots, x_n\}$ to denote such a sequence of price relative vectors for $n$ periods and $x_{t,i} = \frac{p_{t,i}}{p_{t-1,i}}$. Thus, an investment in asset $i$ on the $t^{th}$ period increases by a factor of $x_{t,i}$. 

At the beginning of the $t^{th}$ period, we diversify our capital among the $m$ assets specified by a portfolio vector $b_t = (b_{t,1}, \ldots, b_{t,m})$, where $b_{t,i}$ represents the proportion of wealth invested in asset $i$. Typically, we assume the portfolio is self-financed and no short selling is allowed, which means each entry of a portfolio is non-negative and adds up to one, that is, $b_t \in \Delta_m = \{b_t : b_t \in \mathbb{R}^m_+, \sum_{i=1}^{m} b_{t,i} = 1\}$. The investment procedure is represented by a portfolio strategy, that is, $b_1 = \frac{1}{m}1_m$ and following sequence of mappings $f : \mathbb{R}^m_+ \rightarrow \Delta_m$, where $b_t = f(x_1, \ldots, x_{t-1})$ is the $t^{th}$ portfolio given past market sequence $x_{t-1} = \{x_1, \ldots, x_{t-1}\}$. Let us denote $b^n = \{b_1, \ldots, b_n\}$ as the portfolio strategy for $n$ trading period.

On the $t^{th}$ trading period, an investment according to portfolio $b_t$ results in a portfolio daily return $s_t$, that is, the wealth increases by a factor of $s_t = b_t^T x_t = \sum_{i=1}^{m} b_{t,i} x_{t,i}$. Since we reinvest and adopt price relative, the portfolio wealth would grow multiplicatively. Thus, after $n$ trading periods, the investment according to a portfolio strategy $b_n$ results in portfolio cumulative wealth $S_n$, which increases the initial wealth by a factor of $\prod_{t=1}^{n} b_t^T x_t$, that is,

$$S_n = S_0 \prod_{t=1}^{n} b_t^T x_t, \quad (1)$$

where $S_0$ denotes the initial wealth and is set to $1$ for convenience.

Finally, let us formulate the online portfolio selection problem as a sequential decision problem. In this task, the portfolio manager is a decision maker whose goal is to make a portfolio strategy $b^n$ on financial markets to maximize the portfolio cumulative wealth $S_n$. He computes the portfolios sequentially. On each trading period $t$, the portfolio manager has access to the sequences of previous price relative vectors $x_{t-1} = \{x_1, \ldots, x_{t-1}\}$, and previous sequences of portfolio vectors $b^{t-1} = \{b_1, \ldots, b_{t-1}\}$. Based on historical information, the portfolio manager computes a new portfolio vector $b_t$ for the next price relative vector $x_t$, where the decision criterion varies among different managers. The resulting portfolio $b_t$ is scored based on the portfolio period return of $S_t$. The procedure repeats until the end of trading periods and the portfolio strategy is finally scored by the cumulative wealth $S_n$.

### 3 Related Work and Motivation

#### 3.1 Related Work

Following the principle of the Kelly investment [17], many kinds of portfolio selection methods have been proposed. Online learning portfolio selection maximizes the expected return with sequential decision-making. The most common and well-known benchmark is the Buy-And-Hold (BAH) strategy, that is, one invests his/her wealth in the market with an initial portfolio and holds it within his/her investment periods. The BAH strategy with a uniform initial portfolio $b_1 = (1/m, 1/m, \ldots, 1/m)^T$ is called uniform BAH strategy, which is adopted
as market strategy producing the market index in our study. Contrary to the static nature of the BAH strategy, active trading strategies usually change portfolios regularly during trading periods. A classical active strategy is *Constant Rebalanced Portfolios* (CRP) [6], which rebalances a fixed portfolio every trading period. The Best CRP (BCRP) is the best CRP strategy over the entire trading period, which is only a high-sight strategy.

Several portfolio strategies assume that past well-performing securities would still perform well in the future. These strategies are called momentum strategies, which approximate the expected logarithmic cumulative return of BCRP. The portfolio in *Universal portfolios* (UP) [5] is the historical performance weighted average of all possible CRP experts. The Semi-Universal Portfolio (SUP) strategies with transaction cost [14] consider Cover’s moving target portfolio with occasional rebalancing. *Exponential Gradient* (EG) [12] is based on multiplicative updates.

Empirical evidence indicates that opposite trends may often happen in the financial market, which is a common and famous principle called mean reversion. Based on the idea of mean reversion, [3] proposed the *Anticorrelation* (Anticor) strategy. It calculates a cross-correlation matrix between two specific market windows and transfers the wealth from winning assets to losing assets, and adjusts the corresponding amounts based on the cross-correlation matrix. [21] proposed the *Passive Aggressive Mean Reversion* (PAMR) strategy, which only considers the single periodical mean reversion property. [9] proposed the *Passive Aggressive Combined Strategy* (PACS), which combines price reversion and momentum via a multipiece-wise loss function. [18] proposed the *Online Moving Average Reversion* (OLMAR) strategy, which exploits mean reversion’s multi-period nature via moving average prediction. [13] proposed the *Robust Median Reversion* (RMR) strategy which exploits the reversion phenomenon by robust L1-median estimator. All in all, mean reversion is crucial for designing online portfolio selection strategies.

### 3.2 Motivation

The existing moving average reversion strategies, i.e. OLMAR [18] and RMR [13], exploits the mean reversion in the following ways. OLMAR assumes that the stock price of \((t + 1)^{th}\) period will revert to the moving average (mean) of the prices in the previous periods with a \(w\)-window, that is, the update for prediction becomes \(\hat{p}_{t+1} = \frac{1}{w} \sum_{i=t-w+1}^{t} p_i\). Considering the noises and outliers in real market data, RMR exploits the multi-period reversion property via the robust median reversion, that is,

\[
\hat{p}_{t+1} = \arg \min_{\mu} \sum_{i=t}^{t-w+1} \| p_i - \mu \| ,
\]

where \(\| \cdot \|\) denotes the Euclidean norm. The robust median is a \(L_1\)-median in statistics [27], which is of less sensitivity to the outliers and noisy data compared
to the mean. Empirical results of RMR on various datasets are significantly better than OLMAR, which inspires us to explore the robust estimates \cite{1,15,16} in online portfolio selection.

We assume that the stock prices $p_t$ satisfy $p_t = \mu_t + \sigma_t \odot u_t$, where $\mu_t = (\mu_{t,1}, ..., \mu_{t,m}) \in \mathbb{R}^m$ and $u_t = (u_{t,1}, ..., u_{t,m}) \in \mathbb{R}^m$ represent the real price behind and the noise contaminating the real price respectively. It is noticed that $\odot$ represents the element-wise multiplication. Let $u_{t,1}, ..., u_{t,m}$ for $t = 1, ..., n$ are i.i.d with the density $f$. $\sigma_t = (\sigma_{t,1}, ..., \sigma_{t,m}) \in \mathbb{R}_{+}^m$ is the unknown parameter to measure the contamination scale on the corresponding asset. Thus, the density of $p_t$ can be defined as $\frac{1}{\sigma_t} f \left( \frac{p_t - \mu_t}{\sigma_t} \right)$. Note that $p_t$, $\mu_t$ and $\sigma_t$ are all vectors and the above operations are element-wise. The maximum likelihood estimation (MLE) of $\mu_t$ and $\sigma_t$ is:

$$
(\hat{\mu}_t, \hat{\sigma}_t) = \arg \max_{\mu_t, \sigma_t} \frac{1}{\sigma_t^n} \prod_{i=t-w+1}^{t} f \left( \frac{p_i - \mu_t}{\sigma_t} \right) = \arg \min_{\mu_t, \sigma_t} \left\{ \frac{1}{n} \sum_{i=t-w+1}^{t} \rho \left( \frac{p_i - \mu_t}{\sigma_t} \right) + \log \sigma_t \right\},
$$

where $\rho(.) = -\log f(.)$, since $f(.)$ is everywhere positive and the logarithm is an increasing function. If $\rho(.)$ is differentiable and $\rho''(0)$ exists, first order optimization for (3) yields:

$$
\begin{align*}
\hat{\mu}_t &= \frac{\sum_{i=t-w+1}^{t} p_i W_1 \left( \frac{p_i - \mu_t}{\sigma_t} \right)}{\sum_{i=t-w+1}^{t} W_1 \left( \frac{p_i - \mu_t}{\sigma_t} \right)}, \\
\hat{\sigma}_t^2 &= \frac{1}{w} \sum_{i=t-w+1}^{t} W_2 \left( \frac{p_i - \mu_t}{\sigma_t} \right) \left( p_i - \hat{\mu}_t \right)^2,
\end{align*}
$$

where

$$
W_1(x) = \begin{cases} -\rho'(x)/x & \text{if } x \neq 0 \\ -\rho'(0) & \text{if } x = 0 \end{cases},
$$

$$
W_2(x) = \begin{cases} -\rho'(x)/x & \text{if } x \neq 0 \\ -\rho'(0)/2 & \text{if } x = 0. \end{cases}
$$

We use $\mu_t$ as the updated prediction for $p_{t+1}$. It’s noted that $\frac{p_i - \mu_t}{\sigma_t}$ is the outlyingness measure adjusting the weights on sample $p_{t+1}$ in $i$-th period and the next estimated stock price as a weighted mean. In general $W(x)$ is a non-increasing function of $|x|$, so outlying observations will receive smaller weights. It is worth noting that $W_1(x)$ and $W_2(x)$ are equal except when $x = 0$.

In most cases of interest, it is known or assumed that some form of dependence between stocks exists, and hence that considering each of them separately would entail a loss of information. In the univariate case, $\frac{p_i - \mu_t}{\sigma_t}$ measures the univariate outlyingness. In the multivariate case, $\frac{p_i - \mu_t}{\sigma_t}$ measures the multivariate outlyingness. In the univariate case, $\frac{p_i - \mu_t}{\sigma_t}$ measures the univariate outlyingness.

| $W(d_i)$ | $d_i$ |
|---|---|
| HUBER | $k/\sqrt{d_i}$, $\sqrt{d_i} \leq k$ |
| | $1$, $\sqrt{d_i} > k$ |
| BISQUAR | $(1 - \frac{d_i}{2})^2$, $\sqrt{d_i} \leq k$ |
| | $0$, $\sqrt{d_i} > k$ |
| SHR | $1$, $d_i \leq 4$ |
| | $q(d_i)$, $4 < d_i \leq 9$ |
| | $0$, $d_i > 9$ |
| $q(d)$ | $-1.944 + 1.728d - 0.312d^2 + 0.016d^3$ |
the squared Mahalanobis Distance \[7\] between the vectors \( \mathbf{p}_i \) and \( \mu_t \) with respect to the covariance matrix \( \Sigma_t \) is used to measure the multivariate outlyingness, which is defined as 
\[ d_t(\mathbf{p}_i, \mu_t, \Sigma_t) = (\mathbf{p}_i - \mu_t)^T \Sigma_t^{-1}(\mathbf{p}_i - \mu_t), \]
that is, the normalized squared distance between \( \mathbf{p}_i \) and \( \mu_t \). In general, the dependence of multiple assets is taken into consideration and we derive the updated prediction for the mean and covariance matrix of return by MLE.

**Assumption 1** Suppose that: \textit{i.} The observations \( \mathbf{p}_i \) are the i.i.d samples from multivariate probability density \( f(\mathbf{p}_i, \mu_t, \Sigma_t) \). \textit{ii.} The probability density \( f(\mathbf{p}_i, \mu_t, \Sigma_t) \) has the form of \( f(\mathbf{p}_i, \mu_t, \Sigma_t) = \frac{1}{\sqrt{|\Sigma_t|}} h(d_t(\mathbf{p}_i, \mu_t, \Sigma_t)) \), where \( |\Sigma_t| \) is the determinant of \( \Sigma_t \). \textit{iii.} \( \ln f_t \) is differentiable.

**Theorem 1.** Under Assumption 1, the updated prediction is given by:

\[
\begin{align*}
\hat{\mu}_t &= \sum_{i=t-w+1}^{t} W(d_i) \mathbf{p}_i / \sum_{i=t-w+1}^{t} W(d_i), \\
\hat{\Sigma}_t &= \frac{1}{w} \sum_{i=t-w+1}^{t} W(d_i) (\mathbf{p}_i - \hat{\mu}_t)(\mathbf{p}_i - \hat{\mu}_t)^T,
\end{align*}
\]
where \( W(d_i) = (-2 \ln h(d_i))^l \) and \( d_t(\mathbf{p}_i, \hat{\mu}_t, \hat{\Sigma}_t) = (\mathbf{p}_i - \hat{\mu}_t)^T \hat{\Sigma}_t^{-1}(\mathbf{p}_i - \hat{\mu}_t) \), which are different from the univariate case.

**Proof.** Let \( \mathbf{p}_i \) are the i.i.d sample from \( f(\mathbf{p}_i, \mu_t, \Sigma_t) = \frac{1}{\sqrt{|\Sigma_t|}} h(d_t(\mathbf{p}_i, \mu_t, \Sigma_t)) \), for \( i = t-w+1, ..., t \). The MLE of \( \mu_t \) and \( \Sigma_t \) is

\[
\hat{\mu}_t, \hat{\Sigma}_t = \arg\max_{\mu_t, \Sigma_t} \frac{1}{|\Sigma_t|^{w/2}} \prod_{i=t-w+1}^{t} h(d_i(\mathbf{p}_i, \mu_t, \Sigma_t)). \tag{6}
\]

It is noted that Since \( h \) is everywhere positive and the logarithm is an increasing function, thus, Eq. 6 can be written as

\[
\hat{\mu}_t, \hat{\Sigma}_t = \arg\min_{\mu_t, \Sigma_t} w \ln |\hat{\Sigma}_t| + \sum_{i=t-w+1}^{t} \rho(d_i), \tag{7}
\]
where \( \rho(d_i) = -2 \ln h(d_i) \) and \( d_i = d(\mathbf{p}_i, \hat{\mu}_t, \hat{\Sigma}_t) = (\mathbf{p}_i - \hat{\mu}_t)^T \hat{\Sigma}_t^{-1}(\mathbf{p}_i - \hat{\mu}_t) \). Differentiating with respect to \( \mu_t \) and \( \Sigma_t \) yields

\[
\sum_{i=t-w+1}^{t} W(d_i) (\mathbf{p}_i - \hat{\mu}_t) = 0, \quad \frac{1}{w} \sum_{i=t-w+1}^{t} W(d_i) (\mathbf{p}_i - \hat{\mu}_t)(\mathbf{p}_i - \hat{\mu}_t)^T = \hat{\Sigma}_t
\]
with \( W(d_i) = \rho'(d_i) \). If we knew \( f(.) \) exactly, the \( W(d_i) \) would be “optimal”, but since we only know \( f(.) \) approximately, our goal is to find estimators that are “nearly optimal”. For simplicity, we will consider two cases:

- Multivariate Normal: \( f(\mathbf{p}_i, \mu_t, \Sigma_t) = \exp(-\frac{1}{2} d_i) / \sqrt{|\Sigma|} \), then \( W(d_i) \) is a constant.
where \(\alpha\) is a parameter.

In our paper, we use classical functions (Huber [2], Bisquare [11], and the weighting function (we shall use SHR here) employed for time series estimation [23]) in robust regression to approximate the true \(W(d_i)\) under unknown \(f(.)\), as in Table 1. These functions assign smaller weights to outlying observations, and some may even be removed (except for the Huber function). In a time series of financial data, there will be trend changes that cannot be ignored even in a short period. Thus, the exponential decay is adopted in Eq. 5, that is,

\[
\begin{align*}
\hat{\mu}_t &= \frac{\sum_{i=t-w+1}^{t} (1 - \alpha)^{t-i} \hat{p}_i W(d_i)}{\sum_{i=t-w+1}^{t} (1 - \alpha)^{t-i} W(d_i)}, \\
\hat{\Sigma}_t &= \frac{1}{\hat{w}} \sum_{i=t-w+1}^{t} W(d_i) (\hat{p}_i - \hat{\mu}_t) (\hat{p}_i - \hat{\mu}_t)^T,
\end{align*}
\]

where \(\alpha\) is the decaying factor. \(\hat{\mu}_t\) is the predicted price vector for the \((t+1)\)th period.

### 4 Multi-variate Robust Mean Reversion

#### 4.1 Formulation

The proposed formulation, WMMR, is to find the optimal portfolio by weighted multivariate mean reversion and passive-aggressive online learning. The basic idea is to obtain the estimate of the next price relative \(x_{t+1}\) via robust multivariate estimates, and then maximize the expected return \(b^T x_{t+1}\) with the hope that the new portfolio is not far away from the previous one.

Most of \(W(d_i)\) in Table 1 depend on the constant \(k \in R\). Here a rescaled \(d_i\), i.e., \(d_i/S\) is applied to the \(W(d_i)\), that is,

\[
\begin{align*}
\hat{\mu}_t &= \frac{\sum_{i=t-w+1}^{t} (1 - \alpha)^{t-i} \hat{p}_i W(d_i/S)}{\sum_{i=t-w+1}^{t} (1 - \alpha)^{t-i} W(d_i/S)}, \\
\hat{\Sigma}_t &= \frac{1}{\hat{w}} \sum_{i=t-w+1}^{t} (1 - \alpha)^{t-i} W(d_i/S) (\hat{p}_i - \hat{\mu}_t) (\hat{p}_i - \hat{\mu}_t)^T,
\end{align*}
\]

where \(S = \text{MED}([d_{t-w+1}, \ldots, d_t])\) and \(d_t(\hat{p}_i, \hat{\mu}_t, \hat{\Sigma}_t) = (\hat{p}_i - \hat{\mu}_t)^T \hat{\Sigma}_t^{-1} (\hat{p}_i - \hat{\mu}_t)\). In this formulation of WMMR, different \(W(d_i)\) and \(\hat{\Sigma}_t\) are discussed as follows:

- **Case 1:** \(W(d_i) \equiv 1\), \(\hat{\Sigma}_t\) is not considered and \(\alpha \equiv 0\).
- **Case 2:** \(W(d_i) = \frac{1}{\sqrt{d_i}}\), \(\hat{\Sigma}_t \equiv I\) and \(\alpha \equiv 0\).
- **Case 3:** \(W(d_i)\) is the HUBER weighting function, \(\hat{\Sigma}_t\) is computed via Eq. 5 and \(\alpha\) is a parameter.
- **Case 4:** \(W(d_i)\) is the BISQUA weighting function, \(\hat{\Sigma}_t\) is computed via Eq. 5 and \(\alpha\) is a parameter.
- **Case 5:** \(W(d_i)\) is the SHR weighting function, \(\hat{\Sigma}_t\) is computed via Eq. 5 and \(\alpha\) is a parameter.
Algorithm 1. WMMR($p_t, p_{t-1}, \ldots, p_{t-w+1}, \tau, k, \alpha$)

1: **Input:** Current stock price sequence $p_t, p_{t-1}, \ldots, p_{t-w+1}$; Toleration level $\tau$; Iteration maximum $K$; Decaying factor $\alpha$.

2: **Output:** estimated $\hat{x}_{t+1}$

3: **Procedure:**

4: Initialize $j \leftarrow 0$, $\hat{\mu}_t \leftarrow 1/m1$ and $\hat{\Sigma}_t = 1$

5: The estimation of next period price: $\hat{p}_{t+1} \leftarrow \hat{\mu}_t$

6: while $j < K$ do

7: Calculate the following variables:

8: The multivariate outlyingness: $d_i \leftarrow (p_i - \hat{\mu}_t)^T \hat{\Sigma}_t^{-1} (p_i - \hat{\mu}_t)$ ($i = t-w+1, \ldots, t$)

9: The error scale: $S \leftarrow \text{MED}([d_{t-w+1}, \ldots, d_t])$

10: The weight: $W_i \leftarrow W(d_i / S)$ ($i = t-w+1, \ldots, t$)

11: The estimation of $\hat{\mu}_t$ in $j^{th}$ iteration:

$$\hat{\mu}_t \leftarrow \frac{1}{w} \sum_{i=t-w+1}^{t} (1 - \alpha)^{t-i} W_i p_i / \sum_{i=t-w+1}^{t} (1 - \alpha)^{t-i} W_i$$

12: The estimation of $\hat{\Sigma}_t$ in $j^{th}$ iteration:

$$\hat{\Sigma}_t \leftarrow \frac{1}{w} \sum_{i=t-w+1}^{t} W_i (p_i - \hat{\mu}_t) (p_i - \hat{\mu}_t)^T$$

13: if $|\hat{\mu}_t - \hat{p}_{t+1}| < \tau |\hat{\mu}_t|$ then break

14: $\hat{p}_{t+1} \leftarrow \hat{\mu}_t$

15: end while

16: The price relative vectors in $(t+1)^{th}$ period: $\hat{x}_{t+1} \leftarrow \hat{p}_{t+1} / p_t$

Note that in Case 1, $\hat{\mu}_t = \frac{1}{w} \sum_{i=t-w+1}^{t} p_i$, which is the moving average mean used in OLMAR; In Case 2, $\hat{\mu}_t = (\sum_{i=t-w+1}^{t} \frac{1}{\sqrt{\|p_i - \hat{\mu}_t\|_2}}) / (\sum_{i=t-w+1}^{t} \frac{1}{\sqrt{\|p_i - \hat{\mu}_t\|_2}})$, which is the robust median used in RMR. OLMAR and RMR strategies are sub-samples of WMMR. In this paper, the effectiveness of Case 3, Case 4, and Case 5 are mainly explored, which are denoted by WMMR-HUBER, WMMR-BIS, and WMMR-SHR respectively.

4.2 Online Portfolio Selection

$$b_{t+1} = \arg\min_b \frac{1}{2} \|b - b_t\|^2 + \frac{\theta}{2} \|b\|^2 \text{ s.t. } b^T \hat{x}_{t+1} \geq \epsilon, b^T 1 = 1 \quad (10)$$

where $\hat{x}_{t+1}$ is the price relative estimated via weighted multivariate mean reversion and $\theta > 0$ is the regularization parameter and is manually tuned. The above formulation attempts to find a portfolio satisfying the condition of $b^T \hat{x}_{t+1} \geq \epsilon$ while not far away from the last portfolio. On one side, when the expected return is larger than a threshold $\epsilon$, the investment strategy will passively keep the last portfolio. On another side, when the constraint $b^T \hat{x}_{t+1} \geq \epsilon$ is not satisfied, the portfolio will be aggressively updated by forcing expected return is larger than
the threshold $\epsilon$. By adding the regularization $\|b\|^2$ under the constrain $b^T 1 = 1$, we push the new portfolio move forward to $1/m$ and prevent the solution from over-fitted.

Algorithm 2. Online Portfolio Selection($\epsilon$, $w$, $\hat{x}_{t+1}$, $b_t$)

1: **Input:** Reversion threshold: $\epsilon > 1$; Window size: $w$; Predicted price relatives :$\hat{x}_{t+1}$; Current portfolio: $b_t$.
2: **Output:** Next portfolio $b_{t+1}$.
3: **Procedure:** Calculate the following variables:
4: $\eta_{t+1} = \max(0, \frac{(1+\theta)(\hat{x}_{t+1} - \bar{x}_t)^T(b_t + \theta 1))}{\|\hat{x}_{t+1} - \bar{x}_t\|^2})$
5: Update the portfolio: $b = \frac{1}{1+\theta}[b_t + \eta_{t+1} (\hat{x}_{t+1} - \bar{x}_t 1)] + \frac{\theta}{(1+\theta)} \frac{1}{m}$
6: Normalize $b_t$: $b_{t+1} = \arg\min_{b \in \Delta_m} \|b - b_{t+1}\|^2$

Algorithm 3. Portfolio Selection with WMMR

1: **Input:** Reversion threshold: $\epsilon > 1$; Window size: $w$; Iteration maximum $k$; Tolerance level $\tau$; Decaying factor $\alpha$; Market Sequence $P^n$.
2: **Output:** Cumulative wealth after $n^{th}$ periods
3: **Procedure:**
4: Initialization: Initial portfolio: $b_1 = \frac{1}{m} 1$; Initial wealth: $S_0 = 1$.
5: for $t = w$ to $n$ do
6: Predict next price relative vector according Algorithm 1:
   $\hat{x}_{t+1} \leftarrow$ WMMR($p_t$, $p_{t-w}$, ..., $p_{t-1}$, $\tau$, $k$, $\alpha$).
7: Update the portfolio according Algorithm 2:
   $b_{t+1} \leftarrow$ Online Portfolio Selection($\epsilon$, $w$, $\hat{x}_{t+1}$, $b_t$).
8: Receive stock price: $P_{t+1}$.
9: Update cumulative return: $S_{t+1} \leftarrow S_t \times (b_{t+1}^T P_{t+1})/P_t$.
10: end for

4.3 Algorithms

From the formulation of WMMR(Eq. 9), the weights $W(d_t/S)$ depend also on $\hat{\mu}_t$ and $\hat{\Sigma}_t$, hence Eq. 9 is not an explicit expression for $\hat{\mu}_t$ and $\hat{\Sigma}_t$. The solution of weighted multivariate estimation could be calculated through iteration, and the iteration process is described in Algorithm 1. Once the constraint $\|\mu_{t+1} - \mu_t\|_1 \leq \tau \|\mu_t\|_1$ is satisfied, or the number of iteration is larger than the threshold $k$, the iteration is terminated, where $\tau$ is a toleration level and $k$ is the maximum iteration number.

The constrained optimization problem (10) can be solved by the technique of convex optimization [4]. The solution of (10) without considering the non-negativity constraint is

$$b_{t+1} = \frac{1}{1+\theta}[b_t + \eta(\hat{x}_{t+1} - \bar{x}_t 1)] + \frac{\theta}{(1+\theta)} \frac{1}{m}, \quad (11)$$

where $\eta = \max(0, \frac{(1+\theta)(\hat{x}_{t+1} - \bar{x}_t 1)(b_t + \theta 1)}{\|\hat{x}_{t+1} - \bar{x}_t 1\|^2})$. 


Proof. Define the Lagrangian of the problem (10) to be:

$$L(b, \eta, \lambda) = \frac{1}{2} \|b - b_t\|^2 + \frac{1}{2} \theta \|\hat{b}\|^2 - \eta (\hat{x}^T_{t+1} b - \epsilon) + \lambda (1^T b - 1).$$  

(12)

Setting the partial derivatives of $L$ with respect to the elements of $b$ to zero, yields:

$$0 = \frac{\partial L}{\partial b} = ((\theta + 1)b - b_t) - \eta \hat{x}_{t+1} + \lambda 1.$$  

(13)

Multiplying both sides of Eq. 13 with $1^T$, and $1^T b = 1$, $1^T 1 = m$, we can get $\lambda = -\frac{\theta}{m} + \frac{\eta}{m} 1^T \hat{x}_{t+1}$. Define $\bar{x}_{t+1} = \frac{1^T \hat{x}_{t+1}}{m}$ as the mean of the price relatives in the period $(t+1)^{th}$. Then, $\lambda$ can be rewritten as $\lambda = -\frac{\theta}{m} + \eta \bar{x}_{t+1}$, and the solution for $L$ is

$$b = \frac{b_t}{1 + \theta} + \frac{\theta 1}{(1 + \theta)m} + \frac{\eta}{1 + \theta} (\hat{x}_{t+1} - \bar{x}_{t+1} 1).$$  

(14)

Plugging Eq. 14 to $\frac{\partial}{\partial \eta} \frac{1}{2} \|b - b_t\|^2$, noting that, $\frac{1}{m} 1^T (\hat{x}_{t+1} - \bar{x}_{t+1} 1) = 0$, yields:

$$\frac{1}{2} \|b - b_t\|^2 + \frac{\theta}{2} \|\hat{b}\|^2 = \frac{1}{(1 + \theta)} \eta \|\hat{x}_{t+1} - \bar{x}_{t+1} 1\|^2$$  

(15)

Plugging Eq. 14 to $\frac{\partial (\hat{x}^T_{t+1} b - \epsilon)}{\partial \eta}$, yields

$$\frac{\partial (\hat{x}^T_{t+1} b - \epsilon)}{\partial \eta} = \hat{x}^T_{t+1} (\frac{b_t}{1 + \theta} + \frac{\theta 1}{1 + \theta}) - \epsilon + \frac{2}{1 + \theta} \eta \|\hat{x}_{t+1} - \bar{x}_{t+1} 1\|^2$$  

(16)

Plugging the expression of $\lambda$ and Eq. 14 to $\frac{\partial (1^T b - 1)}{\partial \eta}$, we get,

$$\frac{\partial (1^T b - 1)}{\partial \eta} = 0,$$  

(17)

From Eq. 15, Eq. 16 and Eq. 17, we get,

$$0 = \frac{\partial L}{\partial \eta} = \epsilon - \hat{x}^T_{t+1} (\frac{b_t}{1 + \theta} + \frac{\theta 1}{1 + \theta}) - \frac{\eta}{1 + \theta} \|\hat{x}_{t+1} - \bar{x}_{t+1} 1\|^2,$$  

(18)

then,

$$\eta = \frac{(1 + \theta) \epsilon - \hat{x}^T_{t+1} (b_t + \theta 1)}{\|\hat{x}_{t+1} - \bar{x}_{t+1} 1\|^2}.$$  

(19)

It is noted that $\eta > 0$, so

$$\eta = \max(0, \frac{(1 + \theta) \epsilon - \hat{x}^T_{t+1} (b_t + \theta 1)}{\|\hat{x}_{t+1} - \bar{x}_{t+1} 1\|^2})$$  

(20)

For simplicity, the non-negativity constraint of portfolio $b$ is not considered in the above formulation. It is possible that the resulting portfolio calculated
from Eq. 11 is not non-negative. Thus, the projection of the solution to the simplex domain [8] is necessary, as shown in Algorithm 2. Finally, the online portfolio selection algorithm based on the Weighted Multivariate Mean Reversion is described in Algorithm 3. Unlike the regret minimization approaches, the WMMR strategy takes advantage of the statistical properties (mean reversion) of the financial market, which is difficult to provide a traditional regret bound. [3] failed to provide a regret bound for the Anticor strategy, which passively exploits the mean reversion idea. Although we cannot prove the traditional regret bound, the proposed algorithms do provide strong empirical evidence, which sequentially advances the state of the art.

5 Experiments

The effectiveness of the proposed portfolio strategies is tested on four public datasets from real markets, whose information is summarized in Table 2. NYSE(O), which is a benchmark dataset pioneered by [5]. Considering amalgamation and bankruptcy, the second dataset NYSE(N) consists of 23 stocks from dataset NYSE(O) including 36 stocks and was collected by Li et al. [19]. The third dataset is DJIA collected by Borodin et al. [3]. MSCI is a dataset that is collected from global equity indices that constitute the MSCI World Index. Several research studies and the state-of-the-art model RMR also utilize these four datasets in their experiments.

Cumulative wealth is the most common and significant metric and is used to measure investment performance in this paper. To be consistent comparison with other different methods, we implement the proposed WMMR-HUBER (with $k = 0.95$), WMMR-BIS (with $k = 3.85$), WMMR-SHR and set the parameters empirically without tuning for each dataset separately as follows: $w = 5$, $\epsilon = 100$, $\alpha = 0.85$ and $\theta = 0.1$. It is worth noting that choices of parameters are not always optimal for WMMR, though these parameters can be tuned to obtain optimal results. The sensitivities of these parameters will be evaluated in the next section. It is necessary to note that the parameters in Algorithm 1, iteration maximum $K$, are fixed to 50.

5.1 Cumulative Wealth

The cumulative wealth achieved by various methods is summarized in Table 3. On dataset NYSE(O), NYSE(N) and DJIA, WMMR (WMMR-HUBER, WMMR-BISQUARE, and WMMR-SHR) outperform the state-of-the-art. On dataset MSCI, WMMR beats the existing algorithm RMR. By tuning different values of parameter $w$, $\epsilon$, $\alpha$, and $\theta$ for the corresponding dataset, we also refer to the best performance (in hindsight) shown as WMMR(max) in Table 3. Besides, WMMR(max) is showing the potential of the proposed method by tuning the optimal parameter.
Finally, Table 4 shows some statistics of WMMR. We only present the results achieved by WMMR-HUBER since the effect of WMMR-BISQUARE and WMMR-SHR, are quite similar to that of WMMR. From the results, a small p-value reveals that WMMR’s excellent performance is owed to the strategy principle but not due to luck.

### 5.2 Computational Time

It is widely known that computational time is important to certain trading environments, we evaluate the computational time on one core of an Intel Core i5 2.3 GHz processor with 16GB, using Python on MacBook Pro. Experiments show that it takes 57.38 $s$, 101.65 $s$, 526.2 $s$, and 443.3 $s$ for DJIA, MSCI, NYSE(O), and NYSE(N) respectively, which means that the computational time for each of trading periods is less than 0.1 $s$. The computational time is accept-able even in the scenario of high-frequency trading, which occurs in fractions of a second. Such time efficiency supports WMMR’s large-scale real applications.

### 5.3 Parameter Sensitivity

Firstly, the effect of sensitivity parameter $w$ on cumulative wealth is evaluated, in Fig. 1. It is obvious that in most cases, except NYSE(N), the cumulative wealth decreases with increasing $w$. Secondly, the effect of sensitivity parameter $\epsilon$ on cumulative wealth is evaluated. From Fig. 2, The growth of cumulative wealth is sharp as $\epsilon$ increases and turns flat when $\epsilon$ exceeds a threshold. Finally, the effect of sensitivity parameter $\theta$ and $\alpha$ on cumulative wealth are evaluated in Fig. 3 and Fig. 4. From the above observation, it is clear that WMMR is robust for different parameters and it is convenient to choose satisfying parameters.
5.4 Risk-Adjusted Returns

The risk in terms of volatility risk and drawdown risk and the risk-adjusted return in terms of annualized Sharpe ratio are evaluated in the experiment, taking two benchmarks (Market and BCRP) and two state-of-the-art algorithms (OLMAR and RMR) for comparison. The result of Risk-Adjusted Returns is shown in Fig. 5. Though the high return is associated with high risk, WMMR achieves the best performance in terms of the Sharpe ratio.

5.5 Transaction Cost Scalability

For a real-world application, the transaction cost is an important practical issue for portfolio selection. Ignoring this cost may lead to aggressive trading and bring biases into the estimation of returns. [25] proposed an approximate dynamic programming (ADP) method to tackle the multi-asset portfolio optimization problems with proportional transaction costs. [20] proposed a novel online portfolio selection framework, named Transaction Cost Optimization (TCO) to trade-off between maximizing expected log return and minimizing transaction costs. Here, the proportional transaction cost model proposed in [3] is adopted to compute the cumulative wealth:
\[
S_0 \prod_{t=1}^{n} \left( \mathbf{b}_t \cdot \mathbf{x}_t \right) \times \left( 1 - \frac{\gamma}{2} \times \sum_{i} \left| \mathbf{b}_{t,i} - \hat{\mathbf{b}}_{t-1,i} \right| \right),
\]

where, \( \gamma \) is transaction cost rate \( \gamma \in (0, 0.1) \) in the experiments, \( \hat{\mathbf{b}}_{(t-1,i)} = \frac{\mathbf{b}_{t-1,i} \cdot \mathbf{x}_{t-1}}{\mathbf{b}_{t-1} \cdot \mathbf{x}_{t-1}} \). The cumulative wealth with transaction cost is plotted in Fig. 6. From Fig. 6, we can observe that WMMR can withstand reasonable transaction cost rates, and can beat the two benchmarks in most cases.

Fig. 5. Risk and risk-adjusted performance of various strategies on the four different datasets. In each diagram, the rightmost bars represent the results achieved by WMMR.

Fig. 6. Scalability of the total wealth achieved by WMMR with respect to transaction cost rate

6 Conclusion

Based on the robust multivariate estimates and PA online learning, a novel online portfolio selection strategy named “Weighted Multivariate Mean Reversion” (WMMR) is proposed in this paper. In the exploitation of “Multi-period Multivariate Average Reversion”, WMMR takes data noise, trend changes, and the dependence of multi-assets into full consideration. Several cases of weighting functions with exponential decay are investigated, and the results demonstrate the effectiveness of WMMR. Moreover, extensive experiments on the real market show that the proposed WMMR can achieve satisfying performance with an acceptable run time.
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Abstract. Hypergraphs recently have emerged as a new promising alternative to describe complex dependencies in spatio-temporal processes, resulting in the newest trend in multivariate time series forecasting, based semi-supervised learning of spatio-temporal data with Hypergraph Convolutional Networks. Nevertheless, such recent approaches are often limited in their capability to accurately describe higher-order interactions among spatio-temporal entities and to learn hidden interrelations among network substructures. Motivated by the emerging results on simplicial convolution, we introduce the concepts of Hodge theory and Hodge Laplacians, that is, a higher-order generalization of the graph Laplacian, to hypergraph learning. Furthermore, we develop a novel framework for hyper-simplex-graph representation learning which describes complex relationships among both graph and hyper-simplex-graph simplices and, as a result, simultaneously extracts latent higher-order spatio-temporal dependencies. We provide theoretical foundations behind the proposed hyper-simplex-graph representation learning and validate our new Hodge-style Hyper-simplex-graph Neural Networks (H²-Nets) on 7 real world spatio-temporal benchmark datasets. Our experimental results indicate that H²-Nets outperforms the state-of-the-art methods by a significant margin, while demonstrating lower computational costs.

Keywords: Hypergraph · Higher-order network · Simplicial complex · Spatio-temporal forecasting

1 Introduction

Spatio-temporal forecasting has a wide variety of applications, from human mobility assessment to biosecurity risk zoning to index-based insurance in agriculture. One of the key challenges in modeling such spatio-temporal processes is that they typically exhibit a highly complex non-stationary and non-separable dependence structure which might be infeasible to accurately address with more...
traditional statistical tools. (By non-separability here, we mean that spatial dependence among observed entities depends on time and vice versa.) However, in recent years, there has emerged a number of studies, showing that such complex spatio-temporal dependencies can be successfully tackled by representing spatio-temporal data as a graph structure and explicitly modeled graph neural networks (GNNs). Applications of GNN-based models on spatio-temporal datasets include, e.g., spatio-temporal forecasting of road traffic \cite{16,36}, renewable energy \cite{18,33} and COVID-19 spread \cite{13,21}. While recent GNN-based models achieve promising results, they often fail to capture spatio-temporal cross-dependencies among multidimensional data, especially under sparse and heterogeneous data scenarios. A promising alternative way here is to encode complex spatial-temporal dynamics into a hypergraph representation which enables for systematic capturing of cross-wise heterogeneous patterns. As a result, in the last year, Hypergraph Neural Networks have become one of the newest trends in deep learning for spatio-temporal forecasting, demonstrating a high potential in such diverse domains as crime analytics \cite{57}, taxi demand forecasting \cite{62}, and visual event ratiocination \cite{68}. Nevertheless, Hypergraph Neural Networks are limited in their abilities to describe higher-order interactions in multidimensional spatio-temporal data, that is, properties beyond pairwise relations among nodes in a hypergraph representation. Such higher-order interactions may include, for instance, joint response in taxi demand and supply to the upcoming thunderstorm among multiple city zones. In case of simple graphs, such multi-node relations can be modelled using the simplicial convolution \cite{12,15,19,22} which is one recent direction in graph learning which generalizes the idea of convolutional architectures from node space to simplicial complexes based on the discrete Hodge theory and Hodge-Laplacian concepts \cite{38,46}. However, there exists no analogue of the Hodge theory for hypergraphs.

Here we propose to merge the two newest trends in graph learning, that is, Hypergraph Neural Networks and Hodge-Laplacian based simplicial convolutions, for spatio-temporal forecasting tasks. In particular, we develop a novel Hodge-style framework for hyper-simplex-graph representation learning which describes complex inter-relationships among both graph and hyper-simplex-graph simplices.

**Why Hypergraphs and What New Do They Bring to Spatio-Temporal Forecasting?** Suppose we are interested in the taxi price between locations A and B. It will be impacted by demand and supply in locations A and B as well as demand and supply for adjacent routes AC, CD, DB etc. (As in the case of planes, the arriving plane from JFK to SFO is then used for SFO-LAX, resulting in various higher order relations among airports; if NYC area is affected by a thunderstorm, all airports EWR, LGA, and JFK are impacted and can be viewed as a hypernode; a similar mechanism applies to cabs). The Hodge theory on hypergraphs allows us to describe those higher order
demand and supply relationships. That is, we describe message propagation to AB via A and B, as well as to AB via higher order simplices formed by AC, CD, DE, EB etc., including the case when C, D, and E are viewed as a hypernode. The Figure above depicts (a) a graph representation of the network, where nodes represent cities; and (b) a hypergraph representation of the network. That is, more complicated and higher level relationships among cities can be described by a hypergraph. By introducing simplices into the problem setting, we can develop the Hodge $k$-Laplacian convolution which is used to capture the important higher-order structures in spatial dimension. The new time-aware learning approach Hodge-style Hyper-simplex-graph Neural Networks ($H^2$-Nets) simultaneously evaluates latent higher-order spatio-temporal dependencies, and hence allows us to achieve significant gains in forecasting performance of heterogeneous processes compared with the state-of-the-art methods. Significance and novelty of our contributions can be summarized as follows:

- $H^2$-Nets is the first approach to introduce simplicial convolutions to hypergraph learning, time-aware learning, and spatio-temporal forecasting.
- We develop a new hyper-simplex-graph representation for describing diffusion over higher-order hypergraph substructures and derive theoretical foundations behind the proposed framework.
- Our experiments show that $H^2$-Nets significantly outperforms all state-of-the-art methods in multivariate spatio-temporal forecasting tasks, often requiring noticeably less training data. These findings highlight the role of latent time-conditioned higher-order interactions for the learning task performance in heterogeneous multidimensional time-evolving data.

2 Related Work

Time-Series Forecasting with Graph Neural Networks. A natural deep learning solution to sequential data modeling consists of Recurrent Neural Networks (RNNs) and its successors such as Long-Short-Term-Memory (LSTM) networks and Gated Recurrent Unit (GRU) networks. GNNs effectively incorporate spatial dependencies in the RNN framework, especially in traffic prediction problem on road network graphs [65]. DCRNN [36] integrates diffusion graph convolutional layer into a GRU network for long-term traffic forecasting. In turn, [26] further employ attention mechanism to learn spatial and temporal dependencies, while [56] develop a self-adaptive adjacency matrix to perform graph convolutions without predefined graph structure. STSGCN [49] simultaneously captures the localized spatial-temporal correlations by localized spatial-temporal graphs.

Hypergraph Neural Networks and Simplicial Neural Networks. Convolutional neural networks (CNNs) and RNNs show excellent performance on Euclidean data. Intrinsic graph structure in many applications such citation network challenges conventional deep learning frameworks. Graph neural networks are designed for graph-based tasks, such as Graph Convolutional Network (GCN) [34]; Diffusion
CNN [3] and GraphSAGE [28]. [11,55] provide detailed reviews of graph neural networks. Recently, hypergraph learning has raised a surge of interests from researches, which represents high order relation in the graph. HGNN [23] first implements GCN on hypergraphs via clique expansion. HyperGCN [58] defines a hypergraph Laplacian with linear number of nodes via mediators, while [32] constructs graph dynamically on each layer to capture hidden structure in the data. HyperSAGE [2] extends GraphSAGE by considering propagation in and between hyperedges. In turn, [31] proposes a unified framework for graph and hypergraph models. There are also some applications in sequential hypergraph data such as music composition [30], node classification in citation networks [51], power system classification [14], metro passenger flow prediction [53], and stock price prediction [45,64]. More recently, higher-order (sub)structures have been introduced in geometric deep learning framework to solve the limited representation power of traditional GNNs. Inspired by graph signal processing in electric, transportation and neuroscience systems [6,7], HodgeNet [44] is the first approach to feed neural networks with Hodge Laplacian based on discrete Hodge theory. Simplicial Neural Network (SNNs) [22] is a simplicial Laplacian-based neural networks used for missing data imputation on complexes. [27] introduces cell complex and intercellular message passing scheme to enhance representational learning on graphs. [9] proposes Message Passing Simplicial Networks (MPSNs) and shows its power over traditional GNN on some challenging graph classification tasks. Similarly, SCoNe [43] considers orientation equivariance and improves neural network architecture on simplicial complexes for trajectory prediction. [17] further employ block Hodge-Laplacian to extract interactions among multiple high order substructures. However, there yet exists no SNNs for hypergraphs.

3 Higher-Order Structures on Graph

We denote a graph $G = (V,E)$ with the node set $V = \{v_i\}_{i=1}^N$ (i.e., a set containing $N$ nodes) and edge set $E = \{e_i\}_{i=1}^M$ (i.e., a set containing $M$ edges). Adjacency matrix $A \in \mathbb{R}^{N \times N}$ presents connectivity of the graph. For a weighted graph, each edge is assigned a weight by function $w : E \rightarrow \mathbb{R}^+$. Then the weighted adjacency matrix $A$ is defined by $a_{ij} = w(\{v_i,v_j\})$ if nodes $i$ and $j$ are connected by an edge $e = \{v_i,v_j\}$ and 0, otherwise. Incidence matrix $H \in \mathbb{R}^{N \times M}$ is an alternative representation of connectivity, where $h_{ij} = 1$ if node $i$ is incident to edge $j$. We have $HH^T = D + A$, where $W \in \mathbb{R}^{M \times M}$ is a diagonal matrix of edge weight $\{w(e_1),\ldots,w(e_M)\}$ and $D$ is a diagonal matrix of node degrees $d(v_i) = \sum_{j \neq i} a_{ij} = \sum_{k=1}^M w(e_k)h_{ik}$. Diffusion from node to node on a graph can be described using graph Laplacian matrix, $L = D - A = 2D - HH^T$. For these two forms with respect to adjacency matrix and incidence matrix [1], normalized Laplacian matrix can be defined by either $\tilde{L} = I - D^{-1/2}AD^{-1/2}$ or $\tilde{L} = I - \frac{1}{2}D^{-1/2}HH^T D^{-1/2} = D^{-1/2} \left[ \frac{1}{2} (D-A) \right] D^{-1/2}$ (i.e., in terms of the vertex-edge incidence relation), respectively, where the difference is a factor of 0.5. The incidence approach is convenient for hypergraph, where edges can
3.1 Hyper-$k$-Simplex-Network Learning Statement

Given a graph $G = (V, E)$, we propose a novel variant of hypergraph, i.e., hyper-$k$-simplex-graph, which is a natural extension of hypergraph structure, and can be efficiently used for simplicial complexes of different dimensions (i.e., higher-order interactions) representation learning. For instance, in molecule network, each node represents an atom and each edge is a bond connecting two atoms. The bond (i.e., edge) features include bond type, ring status, molecular charge, etc. In fact, if a bond type has more instances, the deep learning model can more easily learn chemical knowledge such as molecule generation, molecular property – where the number of instances largely depend on the type of atom. Next, we introduce the notations and definition of hyper-$k$-simplex-network throughout this section.

**Definition 1 (Hyper-$k$-simplex-graph).** A hyper-$k$-simplex-graph based on $k$-simplex of graph $G$ can be defined as $H_k = (S^k, S^k_0)$. Here $S^k_G = \{s^k_i; G\}_{i=1}^P$ is a set of $k$-simplices in graph $G$ and $S^k_{H_k} = \{s^k_{i, H_k}\}_{i=1}^Q$ is a set of hyper-$k'$-simplices, where $k, k' \in \mathbb{Z}_{\geq 0}$ and $k \neq k'$. The hyper-$k$-simplex-graph allows for more than two $k$-simplices to be connected by a hyper-$k'$-simplex. For any hyper-$k'$-simplex $s^k_{i, H_k} \in S^k_{H_k}$, it can be denoted as $s^k_{i, H_k} := \{s^k_{i_1; G}, s^k_{i_2; G}, \cdots, s^k_{i_p; G}\} \subseteq S^k_G$.

The relationship between $k$-simplices and hyper-$k'$-simplices can be represented by an incidence matrix $H^k_{H_k} \in \mathbb{R}^{\phi_k \times \phi_{k'}}$ ($\phi_k$ and $\phi_{k'}$ represent the number of $k$-simplices and $k'$-simplices respectively) with entries defined as

$$h^k_{H_k}(s^k_G, s^k_{H_k}) = \begin{cases} 1, & \text{if } s^k_G \in s^k_{H_k} \\ 0, & \text{otherwise.} \end{cases}$$

Fig. 1 in Appendix illustrates a toy example of the constructions of hyper-0-simplex-graph (i.e., hypergraph) and hyper-1-simplex-graph (i.e., hyper-line-graph).

Hypergraph Revisited. From Definition 1 of hyper-$k$-simplex-graph, we can generate a hypergraph $H_0 = (V, E_{H_0})$ by setting $k = 0$ and $k' = 1$ (i.e., $S^0_G = V$ and $S^1_{H_0} = E_{H_0}$), which is widely used in studying high-order and complex relations. The hyperedges $e_{H_0} \in E_{H_0}$ generalize edge to non-empty subset of node set $V$ in graph $G$. In what follows, subscript $H_0$ is used for hypergraph counterparts with respect to a graph. We now state incidence matrix $H_{H_0}$, hyperedge weight $w_{H_0}$ and node degree $d(v)$. Further, we also have hyperedge degree for number of nodes in each hyperedge $\delta(e_{H_0}) = |e_{H_0}| = \sum_{v \in V} h^1_{H_0}(v, e_{H_0})$. To distinguish these two degree measures, we denote $D_v$ and $D_{e_{H_0}}$ as corresponding diagonal matrices respectively. A hypergraph can be $k$-uniform for an integer $k \geq 2$ if $|\delta(e_{H_0})| = k$ for all $e_{H_0} \in E_{H_0}$. (Note that a graph is just a 2-uniform hypergraph.) Based on [10]’s Laplacian for unweighted hypergraph, we introduce a hypergraph Laplacian $L_{H_0} = D_v - H_{H_0} W_{H_0} D_{e_{H_0}}^{-1} H_{H_0}^T$. 

contain more than two nodes. For convenience, we list the preliminary notations in Table 1 in Appendix A.3.
Then, normalized hypergraph Laplacian is defined via incidence matrix, $\bar{L}_{\mathcal{H}_0} = I - D^{-1/2}H_{\mathcal{H}_0}W_{\mathcal{H}_0}D^{-1}H^T_{\mathcal{H}_0} D^{-1/2}$. For 2-uniform hypergraph, it reduces to normalized graph Laplacian. Further, as the next Lemma shows, hypergraph graph Laplacian shares similar important properties of graph Laplacian. In turn, the derived range of spectrum can be used to shed light on the numerical stability of the associated propagation [34].

**Lemma 1.** (i) $L_{\mathcal{H}_0} > 0$, $L^T_{\mathcal{H}_0} = L_{\mathcal{H}_0}$ and $\bar{L}_{\mathcal{H}_0} > 0$, $\bar{L}^T_{\mathcal{H}_0} = \bar{L}_{\mathcal{H}_0}$; (ii) $L_{\mathcal{H}_0}$ is a diagonally dominant matrix; (iii) 1 is an eigenvector of $L_{\mathcal{H}_0}$ for eigenvalue 0. $D_1^{1/2}1$ is an eigenvector of $\bar{L}_{\mathcal{H}_0}$ for eigenvalue 0; (iv) Diagonal elements of $L_{\mathcal{H}_0}$ and $\bar{L}_{\mathcal{H}_0}$ are non-negative and their off-diagonal elements are non-positive; (v) For eigenvalues $\lambda_i$’s of $\bar{L}_{\mathcal{H}_0}$, $\lambda_i \in [0, 2)$.

Additional theoretical results in Appendix A relate the spectrum of the hypergraph Laplacians to the higher order properties as k-normalized cut.

**Hyper-Line-Graph.** Inspired by hypergraph, we introduce a novel variant of hypergraph based on the hyper-k-simplex-graph scheme with the setting \( \{k = 1, k' = 0\} \), i.e., hyper-line-graph. The main intuition behind hyper-line-graph stems from hypernode, which is an analog of hyperedge on edge of graph, that is, more complicated and hidden relationships among edges can be captured. We denote a hyper-line-graph as $\mathcal{H}_1 = \{\mathcal{E}, \mathcal{V}_{\mathcal{H}_1}\}$ with the edge set $\mathcal{E} = \{e_i\}_{i=1}^M$ in graph $\mathcal{G}$ and hypernode set $\mathcal{V}_{\mathcal{H}_1}$. To extract the edge information, different from hyperedges based on the nodes of graph $\mathcal{G}$, we define the hypernode set by clustering similar edges, where hypernode $v^{\mathcal{H}_1}$ is an arbitrary subset of $\mathcal{E}$. We define “incidence matrix” $H_{\mathcal{H}_1}$ such that $h_{\mathcal{H}_1}(e, v^{\mathcal{H}_1}) = 1$ if $e \in v^{\mathcal{H}_1}$ and 0, otherwise. Suppose we have a hypernode weight $w^{\mathcal{H}_1} : \mathcal{V}_{\mathcal{H}_1} \rightarrow \mathbb{R}_+$. Then the edge degree of hyper-line-graph is $\delta(e) = \sum_{v^{\mathcal{H}_1} \in \mathcal{V}_{\mathcal{H}_1}} w^{\mathcal{H}_1}(v^{\mathcal{H}_1}) h^{\mathcal{H}_1}(e, v^{\mathcal{H}_1})$, while the hypernode degree $d(v^{\mathcal{H}_1}) = |v^{\mathcal{H}_1}| = \sum_{e \in \mathcal{E}} h^{\mathcal{H}_1}(e, v^{\mathcal{H}_1})$. A similar argument following the discussion about hypergraph establishes a hyper-line-graph Laplacian (see Appendix A for more details).

### 3.2 Preliminaries on Hodge Theory

As discussed above and in Appendix A, graph and hyper-k-simplex graph Laplacian measure diffusion among graph substructures (nodes, edges and their derived objects such as hyperedges and hypernodes). Given the role of higher interactions in a simple graph, our ultimate goal is to evaluate diffusion dynamics on high order substructures of hypergraphs. The Hodge-de Rham theory provides a general solution to study graph substructures in terms of simplicial complexes [38, 46, 47].

**Definition 2 (Simplicial complex).** A collection $\Delta$ of finite non-empty subsets of a set $\mathcal{V}$ is an abstract simplicial complex if it is closed under taking subset, that is, for any $\sigma \in \Delta$ and any non-empty subset $\tau \subseteq \sigma$, we have $\tau \in \Delta$. Element $\sigma \in \Delta$ is called a $k$-simplex if $|\sigma| = k + 1$. 
That is, $k$-simplex is a convex hull of $(k + 1)$ points of $\mathcal{V}$. Specifically, it corresponds to $(k + 1)$ clique in graph, that is, we refer to the 0-simplices as nodes, 1-simplices as edges, 2-simplices as triangles on the graph. Let $S^0_k$ be the set of $k$-simplices of graph $G$, node set $\mathcal{V} = S^0_0$, and edge set $\mathcal{E} = S^1_0$. Then we define a $k$-cochain on $S^k_k$, that is, an alternating function $f : \mathcal{V}^{k+1} \mapsto \mathbb{R}$ such that it is invariant under even permutation of the $(k + 1)$ nodes and takes opposite sign, otherwise. Let $C(S^k_k)$ be the Hilbert space of $k$-cochains. Coboundary operator connects adjacent order simplexes.

**Definition 3.** A linear map $\delta_k : C(S^{k-1}_k) \rightarrow C(S^k_k)$ is a $k$-coboundary operator such that $(\delta_k f)(v_{i_0}, \ldots, v_{i_{k+1}}) = \sum_{l=0}^{k+1} (-1)^l f(v_{i_0}, \ldots, \hat{v}_l, \ldots, v_{i_{k+1}})$, where $\hat{v}_l$ is omitted. Hodge $k$-Laplacian operator $L_k : C(S^k_k) \mapsto C(S^k_k)$ is a linear transform such that $L_k = \delta_{k-1}\delta_k^* + \delta_k^*\delta_k$.

In terms of matrix representation, adjoint $\delta_k^*$ of a linear map is the transpose operator and $\delta_k^*$ is the incidence matrix connecting $k$-simplex and $(k+1)$-simplex. (More technical discussion can be found in Appendix A.) Formally, Hodge $k$-Laplacian matrix $L_k \in \mathbb{R}^{\phi_k \times \phi_k}$ and normalized Hodge $k$-Laplacian $\bar{L}_k \in \mathbb{R}^{\phi_k \times \phi_k}$ ($\phi_k$ is the number of $k$-simplices in the set $S^k_k$) can be written as

$$L_k = B_k^T B_k + B_{k+1} B_{k+1}^T$$ (1)

$$\bar{L}_k = D_{k+1} B_k^T D_k^{-1} B_k + B_{k+1} D_{k+2} B_{k+1}^T D_{k+1}^{-1}$$ (2)

where $B_k$ is the $k$-simplex-to-$(k-1)$-simplex incidence matrix with $B_0 = 0$, and $D_k$ is the diagonal matrix computed from $B_k$.

4 The H$^2$-Nets Methodology

Let $X_{\tau, g} \in \mathbb{R}^{N \times F}$ be node features at time $\tau$, where $F$ is the feature dimension of each node. The problem of time-series forecasting can be described as: given the historical graph signals of past $\omega$ periods $\{X_{t-\omega, g}, X_{t-\omega+1, g}, \ldots, X_{t-1, g}\} \in \mathbb{R}^{\omega \times N \times F}$, our aim is to learn a map $\mathcal{F}$ that is able to forecast $\omega'$ future graph signals $\{X_{t, g}, X_{t+1, g}, \ldots, X_{t+\omega', g}\}$.

**Self-adaptive $k$-Simplex Convolution.** In reality, the network structure may change over time, that is, the connection strengths of different nodes or the node-wise relationships can vary due to external factors. To overcome the limitation of the fixed graph structure, we propose a novel $k$-simplex representation learning scheme: self-adaptive $k$-simplex convolution (SSC), which utilizes a learnable $k$-simplex embedding dictionaries $E_k \in \mathbb{R}^{\phi_k \times d_c}$ (where $\phi_k$ is the number of $k$-simplices $S^k_k$ and $d_c \geq 1$ is the dimension of embedding) to construct a learned graph $\Xi$, and then obtain the $k$-simplex representation by applying convolution operation on it. We define the self-adaptive $k$-simplex convolution for $k$-simplices of the graph as follows

$$\Xi_k = \text{softmax}(\text{ReLU}(E_k E_k^T)),$$

$$Z_{\tau, S^k_k}^{(\ell+1)} = \psi(\Xi_k Z_{\tau, S^k_k}^{(\ell)} \Theta_S^{SSC})$$,
where the softmax and ReLU functions are used to normalize the similarity scores across \( k \)-simplices and preserve the strong connections and distance patterns, respectively, \( \Theta_{\text{SSC}}^{S_{k}^G} \) denotes the trainable parameters of SSC, and \( \psi(\cdot) \) is a non-linear activation function such as ReLU. Finally, \( \tilde{Z}_{\tau,S_{k}^G}^{(\ell+1)} \in \mathbb{R}^{\phi_{k} \times C_{\text{out};\text{SSC}}^{S_{k}^G}} \) is the activations of SSC to the \((\ell+1)\)-th layer (where \( C_{\text{out};\text{SSC}}^{S_{k}^G} \) is the output dimension of SSC) and \( \tilde{Z}_{\tau,S_{k}^G}^{(0)} = X_{\tau,S_{k}^{*}} \).

**Hodge k-Laplacian Convolution.** To better capture pre-defined spatial dependencies between \( k \)-simplices (where \( k = \{0, 1, 2, \ldots \} \)), in this work, we consider using the Hodge \( k \)-Laplacian to learn the \( k \)-simplex specific patterns in the spatial dimension. Compared with regular graph Laplacian, the (normalized) Hodge \( k \)-Laplacian is more efficient and powerful for graph representation learning, that is, it not only explicitly incorporates topological dependencies among simplices from different dimensions, but can handle spatio-temporal graph data with abundant structure information. Furthermore, to diffuse signals more efficiently from \( k \)-simplices to their multi-hop neighbors, we introduce random walk operation into normalized Hodge \( k \)-Laplacian, yielding the powered normalized Hodge \( k \)-Laplacian with power exponent \( r \), that is, \( \bar{L}_{r}^{k} \) where \( r \geq 1 \). Then, \( k \)-Hodge convolution (HC) is formulated as

\[
\tilde{Z}_{\tau,S_{k}^G}^{(\ell+1)} = \psi(\bar{L}_{r}^{k} \tilde{Z}_{\tau,S_{k}^G}^{(\ell)} \Theta_{\text{HC}}^{S_{k}^G}),
\]

where \( \bar{L}_{k} \in \mathbb{R}^{\phi_{k} \times \phi_{k}} \) is the \( r \)-th power of normalized Hodge \( k \)-Laplacian, \( \tilde{Z}_{\tau,S_{k}^G}^{(\ell)} \in \mathbb{R}^{\phi_{k} \times C_{\ell;\text{HC}}^{S_{k}^G}} \) is the activations of HC layer to the \( \ell \)-th layer at time \( \tau \) (here \( C_{\ell;\text{HC}}^{S_{k}^G} \) is the length of features at the \( \ell \)-th layer) and \( \tilde{Z}_{\tau,S_{k}^G}^{(0)} = X_{\tau,S_{k}^{*}} \in \mathbb{R}^{\phi_{k} \times C_{\text{in};\text{HC}}^{S_{k}^G}} \) (here \( C_{\text{in};\text{HC}}^{S_{k}^G} \) is the number of channels in input), \( \Theta_{\text{HC}}^{S_{k}^G} \in \mathbb{R}^{C_{\ell;\text{HC}}^{S_{k}^G} \times C_{\ell+1;\text{HC}}^{S_{k}^G}} \) is a trainable weight matrix (here \( C_{\ell+1;\text{HC}}^{S_{k}^G} \) is the number of channels in \((\ell+1)\)-layer).

**Hyper-k-Simplex-Graph Convolution.** Here, we introduce our proposed hypergraph variant convolution operation to enable updating \( k \)-simplex-wise feature matrix. Inspired by [58,62], the hypergraph structure can be treated as a flexible and natural modeling tool to deal with complex data. For example, in a hypergraph, a hyperedge can connect more than two nodes simultaneously and, hence, the information of hidden dependencies and higher level relationships among nodes can be captured in a more systematic manner. We also provide a theoretical justification behind our hypergraph model, revealing its expressive power (see Lemma 2 in Appendix A.2 for details). In particular, we develop a hyper-\( k \)-simplex-graph convolution (HSGC) operation based on Definition 1, which can fully explore and utilize both the features of \( k \)-simplices and graph structure information. The key of our proposed HSGC operation is to aggregate \( k \)-simplex features from hyper-\( k' \)-simplex (where a hyper-\( k' \)-simplex can be
treated as a “transporter” that provides connection among \(k\)-simplices beyond pairwise relations)

\[
\begin{align*}
Z^{\text{HSGC}}_{\tau, S^k_G} &= \text{HSGC}_{S^k_G}(X_{\tau, S^k_G}; \mathcal{H}^k), \\
\bar{Z}^{\text{HSGC}}_{\tau, S^k_G} &= \text{HSGC}_{S^{k'}_{\mathcal{H}_k}}(Z^{\text{HSGC}}_{\tau, S^{k'}_{\mathcal{H}_k}}; \mathcal{H}^{k'}),
\end{align*}
\]

(4) (5)

where \(\mathcal{H}_k = (S^k_G, S^{k'}_{\mathcal{H}_k})\) represents a hyper-\(k\)-simplex-graph (i.e., \(S^k_G\) is a set of \(k\)-simplices in graph \(G\) and \(S^{k'}_{\mathcal{H}_k}\) is a set of hyper-\(k'\)-simplices, and \(k \neq k'\); see more details in Definition 1), and HSGC\(_{S^k_G}\) and HSGC\(_{S^{k'}_{\mathcal{H}_k}}\) are encoder and decoder of HSGC for \(S^k_G\), respectively. That is, the HSGC convolution updates \(k\)-simplex representations as

\[
\begin{align*}
\bar{Z}^{\text{HSGC}}_{s^j_G} &= \text{SUM}(\{\psi(\Theta^{\text{HSGC}}_{S^k_G} x_{s^j_G}; \forall s^k_G \in S^k_G; \mathcal{H}_k)\}), \\
\bar{Z}^{\text{HSGC}}_{s^q_H} &= \text{SUM}(\{\psi(\Theta^{\text{HSGC}}_{S^{k'}_{\mathcal{H}_k}} z^{\text{HSGC}}_{s^{k'}_{\mathcal{H}_k}}; \forall s^{k'}_G \in S^{k'}_{\mathcal{H}_k})\}),
\end{align*}
\]

where \(\psi(\cdot)\) is a non-linear activation function, \(\Theta^{\text{HSGC}}_{S^k_G}\) and \(\Theta^{\text{HSGC}}_{S^{k'}_{\mathcal{H}_k}}\) are learnable matrices, and SUM represents an element-wise summation. (For simplicity, we omit time notation \(\tau\).) After the HSGC operation, we can get the final \(k\)-simplex embedding as

\[
\begin{align*}
\bar{Z}^{\text{HSGC}}_{\tau, S^k_G} &= \Theta^{\text{Update}}_{S^k_G} ([\bar{Z}^{\text{HSGC}}_{\tau, S^k_G}; X_{\tau, S^k_G}]) + b^{\text{Update}}_{S^k_G},
\end{align*}
\]

(6)

where \(\Theta^{\text{Update}}_{S^k_G}\) and \(b^{\text{Update}}_{S^k_G}\) are learnable weight and bias for \(k\)-simplex updating, respectively.

**Traversable Operation from \(k\)-Simplex-to-\(\bar{k}\)-Simplex.** To transfer the knowledge learned from \(k\)-simplex representation to \(\bar{k}\)-simplex level, we propose a traversable operation \(\mathcal{T}\), formalized as follows

\[
\begin{align*}
Z^{(\bar{k}+1)}_{\tau, S^k_G} = \mathcal{T}(Z^{\text{HSGC}}_{\tau, S^k_G}) = \begin{cases} 
B^T_k (Z^{\text{HSGC}}_{\tau, S^k_G}) & k = \bar{k} - 1, \\
B_k (Z^{\text{HSGC}}_{\tau, S^k_G}) & k = \bar{k} + 1.
\end{cases}
\end{align*}
\]

(7)

That is, we consider both (i) transformation from lower-dimension to higher-dimension, i.e., by multiplying \(B^T_k\) by \(Z^{\text{HSGC}}_{\tau, S^k_G}\) and (ii) transformation from higher-dimension to lower-dimension, i.e., by multiplying \(B_k\) by \(Z^{\text{HSGC}}_{\tau, S^k_G}\). For instance, based on hyper-1-simplex-graph convolution, we learn the relationships among edges via hypernodes; however, the task of multivariate time-series forecasting aims to predict the 0-simplex (i.e., node) values in a multivariate temporal graph, hence, we can utilize the traversable operation \(\mathcal{T}\) to transform the edge embedding to node embedding, by leveraging incidence matrix \(B_1\).
As a result, our final \( k \)-simplex level embedding \( \tilde{Z}_{\tau, S^k_G}^{(\ell+1)} \) based on above three convolution operations can be formulated as

\[
\tilde{Z}_{\tau, S^k_G}^{(\ell+1)} = [\tilde{Z}_{\tau, S^0_G}^{(\ell+1)}, \tilde{Z}_{\tau, S^1_G}^{(\ell+1)}, \tilde{Z}_{HSGC}^{(\ell+1)}],
\]

where \([\cdot, \cdot, \cdot]\) denotes the concatenation operation. Note that, in this work, we argue that the essential higher-order information of spatio-temporal graph structure mainly exists in nodes and edges, and hence our method aims to learn feature representations from 0-dimensional and 1-dimensional graph substructures and interactions. Since the task of (multivariate) time-series forecasting aims to predict the node values, we need to transform the learned \( k \)-simplex (where \( k = 1 \) in our case) into node-level. Finally, we combine both 0-simplex (i.e., node) embedding and 1-simplex (i.e., edge) embedding to obtain the final embedding

\[
\approx Z_{\tau}^{(\ell+1)} = [\tilde{Z}_{\tau, S^0_G}^{(\ell+1)}, \mathcal{T}(\tilde{Z}_{\tau, S^1_G}^{(\ell+1)})].
\]

**Gate Recurrent Unit with \( H^2 \)-Nets.** Following the work of [36], equipped with the final embedding \( \approx Z_{\tau}^{(\ell+1)} \), we employ Gated Recurrent Units (GRU) to learn the spatio-temporal correlations among time series and predict the attributes at each node at a future timestamp,

\[
\mathcal{R}_t = \psi \left( W_3 \left[ \Omega_{t-1}, \approx Z_{\tau}^{(\ell+1)} \right] + b_3 \right), \quad \mathcal{I}_t = \psi \left( W_2 \left[ \Omega_{t-1}, \approx Z_{\tau}^{(\ell+1)} \right] + b_2 \right),
\]

\[
\Omega_t = \tanh \left( W_\Omega \left[ \mathcal{I}_t \odot \mathcal{R}_t, \approx Z_{\tau}^{(\ell+1)} \right] + b_\Omega \right), \quad \tilde{\Omega}_t = \mathcal{R}_t \odot \Omega_{t-1} + (1 - \mathcal{R}_t) \odot \Omega_t,
\]

where \( \psi(\cdot) \) is an activation function (e.g., ReLU, LeakyReLU), \( \odot \) is the element-wise product, \( \mathcal{R}_t \) is the update gate and \( \mathcal{I}_t \) is the reset gate. \( b_3, b_2, b_\Omega, W_3, W_2, W_\Omega \) are learnable parameters. \( \left[ \Omega_{t-1}, Z_{\tau}^{(\ell+1)} \right] \) and \( \Omega_t \) are the input and output of GRU model, respectively. Then, we can obtain \( \tilde{\Omega}_t \) which contains both the spatio-temporal and time-aware information. Figure 1 illustrates our \( H^2 \)-Nets model framework.

### 5 Experiments

**Datasets and Baselines.** In this section, we evaluate the proposed framework on (i) three real-world traffic flow datasets: NYC-Taxi [60], NYC-Bike [60], and BJ-Taxi [37], (ii) the spread of coronavirus disease COVID-19 at county-level in states of California (CA) and Pennsylvania (PA), (iii) YouTube video network: VevoMusic [54], and (iv) the largest dynamic network of time series: WikiTraffic [52]. Statistics of datasets are described in Table 2 in Appendix B.2. More details of datasets can be found in Appendix B.2. Appendix B.7 provides a comprehensive visualization of Hyperedges and Hypernodes on NYC-Taxi, NYC-Bike, and BJ-Taxi. We compare our model \( H^2 \)-Nets with the following 26 state-of-the-art baselines (SOAs): (i) statistical time series model: ARIMA; (ii)
machine learning time series model: SVR; (iii) deep neural networks-based models: Fuzzy+NN [50], DeepST [67], ST-ResNet [66], TCN [5], LSTM [29], DMVST-Net [61], DeepState [41], STDN [60], ST-MetaNet [40], GLO [48], UrbanFM [37], and N-BEATS [39]; (iv) RNN-based models: DCRNN [36], GraphWaveNet [56], LSTM [29], DMVST-Net [61], DeepState [41], STDN [60], ST-MetaNet [40], and Radflow [52]; (v) GCN-based models: DCRNN [36], GraphWaveNet [56], AGCRN [4], MPNN [25], ST-GCN [59], ST-MGCN [24], and StemGNN [13]; (vi) hypergraph-based model: HGC-RNN [62]; and (vii) topological-based model: H2-Nets [20]. Further details of baselines are contained in Appendix B.3.

**Experiment Settings.** We implement our H2-Nets with Pytorch framework on NVIDIA GeForce RTX 3090 GPU. We optimize all the models by Adam optimizer for maximum of 200 epochs. The learning rate is searched in \{0.001, 0.003, 0.005, 0.01, 0.05\} with weight decay rate of 0.3, the embedding dimension (i.e., \(d_c\) in \(E_k\)) is searched in \{1, 2, 3, 5, 10, 15\}, and the power order \(r\) of normalized Hodge k-Laplacian (in Eq. 3) is searched in \{1, 2, 3\}. For the Hyper-\(k\)-simplex-network construction, the range of grid search space for hyper-parameters \(k\) and \(k'\) is in \{0, 1, 2, 3\}. We search the hidden layer dimensions in self-adaptive \(k\)-simplex convolutional layer \(nhid_{SSC}\), \(k\)-Hodge convolutional
layer \(nhid_{HC}\), and Hyper-\(k\)-simplex-graph convolutional layer \(nhid_{HSGC}\) among \(\{16, 32, 64, 128, 256\}\), respectively. In our experiments, (i) for NYC-Taxi, NYC-Bike, and BJ-Taxi, we use traffic flow data from the past 2.5 h to predict the flow for the next 30 min with batch size as 16; (ii) for COVID-19 biosurveillance, we set the window size as 5, set the horizon as 15, and set the batch size as 5; (iii) for VevoMusic and WikiTraffic, following the settings in [52], i.e., VevoMusic data are split in 7:2 (i.e., first seven weeks as training set and the last two weeks as test set) while WikiTraffic data use the last 28 days as test data. We normalize the features by min-max normalization. **Bold** denotes the best performance and the results with **dotted underline** are the best performance achieved by the next best competitors. We also perform a one-sided two-sample \(t\)-test between the best result and the best performance achieved by the next best competitor, where *, **, *** denote \(p\)-value \(< 0.1, 0.05, 0.01\) (i.e., denote significant, statistically significant, highly statistically significant results, respectively. The code and datasets have been released at: https://github.com/ecmlpkddh2nets/H2NETs.git.

**Results and Discussion.** Table 1 summarizes all results of SOAs and our H\(^2\)-Nets on both NYC-Taxi and NYC-Bike datasets. All experiments are repeated 10 times, and we report the average performance and standard deviation with Root Mean Square Error (RMSE) and Mean Absolute Percentage Error (MAPE). As demonstrated in Table 1, our model H\(^2\)-Nets consistently outperforms SOAs on both NYC-Taxi and NYC-Bike. Moreover, for both NYC-Taxi and NYC-Bike, (i) the improvement gain of H\(^2\)-Nets over the runner-ups ranges from 2.16\% to 5.63\% in inflow/outflow-RMSE and (ii) the improvement gain of H\(^2\)-Nets over the runner-ups ranges from 7.11\% to 11.03\% in inflow/outflow-MAPE. Table 3 (left) shows the demand forecasting performance on BJ-Taxi in terms of RMSE and MAPE. We can see that our H\(^2\)-Nets outperforms all SOAs on all evaluation metrics, where our model achieves a relative gain of up to 25.56\% over the runner-up in terms of MAPE. Table 3 (right) presents COVID-19 hospitalization prediction results on CA and PA, and we find that our proposed H\(^2\)-Nets achieves state-of-the-art performance on both datasets; for instance, our model yields 2.74\%, 1.21\% relative gains in RMSE over the runner-ups (including both GCN-based and topological-based methods) on CA and PA respectively. Moreover, on two large dynamic networks, i.e., VevoMusic and WikiTraffic, as shown in Table 2, we observe that H\(^2\)-Nets outperforms all baselines on both VevoMusic and WikiTraffic networks with relative gains of 4.49\% and 5.26\% compared to the runner-up (i.e., Radflow), respectively. Note that, through analyzing the results in Tables 2, 1, and 3, we can draw the following conclusions (i) our H\(^2\)-Nets successfully outperforms all RNN-based models and deep neural networks across all the evaluation metrics, i.e., only taking

Table 2. Experimental results (mean SMAPE) on VevoMusic and WikiTraffic.

| Model         | VevoMusic | WikiTraffic |
|---------------|-----------|-------------|
| Seasonal ARIMA | 9.67      | 19.6        |
| LSTM          | 8.68      | 16.6        |
| N-BEATS       | 8.64      | 16.6        |
| Radflow       | 8.37      | 16.0        |
| H\(^2\)-Nets (ours) | **8.01** | **15.2**    |
temporal information into consideration is not enough to capture and model the correlations among different time series; (ii) compared with GCN-based models, our \( H^2 \)-Nets model has two advantages: (1) it uses hyper-\( k \)-simplex-graph (in our experiments, we use both hypergraph and hyper-line-graph) to capture the beyond pairwise relations; (2) our \( H^2 \)-Nets includes higher-order interactions representation learning (e.g., in edge- and triangle-level) by using \( k \)-Hodge convolution and thus boosts the graph learning ability; and (iii) our \( H^2 \)-Nets shows overwhelming enhancement over hypergraph-based model (i.e., HGC-RNN) and the improvements can be owed to the hyper-line-graph learning framework, demonstrating that beyond node-level hyper-structure (i.e., hypergraph) representation learning is necessary for high-order data relation modeling with neural network architecture. Furthermore, while there exists no universal measure to assess higher order substructures, mean clique counts (MCI), along with global clustering coefficient (GCC) [63], appears a reasonable choice to assess the potential role of multi-node interactions \( H^2 \)-Nets focuses on. We find that the higher MCI and GCC tend to be associated with higher forecasting gains \( H^2 \)-Nets can bring. For instance, GCC of CA is more than twice higher than GCC of PA (1.91 \textit{vs.} 0.87), while MCI for 3-node clique of CA is 6.23\% higher than that of PA (4.09 \textit{vs.} 3.85); in turn, the gains of \( H^2 \)-Nets on both CA and PA vs. the next best competitors are 2.74\% and 1.21\% (in RMSE).

Such phenomena can be explained by substantially more heterogeneous socio-demographic patterns of CA vs. PA and almost a twice higher Social Vulnerability Index (SVI) of CA [8,42], which leads to non-trivial nonstationary high-order spatio-temporal interactions in COVID-19 hospitalizations. Similar findings on the dynamics of gains in RMSE are observed in other datasets, particularly, in the mobility networks, e.g., NYC-Bike has the highest 3-node MCI of 20.08, follows by 10.67 for NYC-Taxi and 4.65 for BJ-Taxi (for more discussions on traffic flow datasets, see Table 4 in Appendix B.6). Hence, we postulate that when such heterogeneous higher-order interactions manifest, \( H^2 \)-Nets may be the preferred approach for spatio-temporal forecasting. This indicates the necessity to consider both higher-order interactions and hyper-simplex-graph representation learning for node-level forecasting in multivariate time-series.

\textbf{Table 3.} Performance on BJ-Taxi demand (\textit{left}) and COVID-19 hospitalizations in CA and PA (\textit{right}).

| \textbf{Model/Metrics} | \textbf{Dataset} | \textbf{BJ-Taxi} | \textbf{CA} | \textbf{PA} |
|------------------------|-----------------|-----------------|-------------|-------------|
| \textbf{Model}         | \textbf{CA}     | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Dataset}       | \textbf{RMSE}   | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Model}         | \textbf{CA}     | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Dataset}       | \textbf{RMSE}   | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Model}         | \textbf{CA}     | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Dataset}       | \textbf{RMSE}   | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Model}         | \textbf{CA}     | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Dataset}       | \textbf{RMSE}   | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Model}         | \textbf{CA}     | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Dataset}       | \textbf{RMSE}   | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Model}         | \textbf{CA}     | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Dataset}       | \textbf{RMSE}   | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Model}         | \textbf{CA}     | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Dataset}       | \textbf{RMSE}   | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Model}         | \textbf{CA}     | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Dataset}       | \textbf{RMSE}   | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Model}         | \textbf{CA}     | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Dataset}       | \textbf{RMSE}   | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Model}         | \textbf{CA}     | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Dataset}       | \textbf{RMSE}   | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Model}         | \textbf{CA}     | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Dataset}       | \textbf{RMSE}   | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Model}         | \textbf{CA}     | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Dataset}       | \textbf{RMSE}   | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Model}         | \textbf{CA}     | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Dataset}       | \textbf{RMSE}   | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Model}         | \textbf{CA}     | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Dataset}       | \textbf{RMSE}   | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Model}         | \textbf{CA}     | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Dataset}       | \textbf{RMSE}   | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Model}         | \textbf{CA}     | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Dataset}       | \textbf{RMSE}   | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Model}         | \textbf{CA}     | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |
| \textbf{Dataset}       | \textbf{RMSE}   | \textbf{MAPE}   | \textbf{RMSE} | \textbf{MAPE}   |

\( H^2 \)-Nets (ours) \( 18.20 \pm 0.15 \) \( 16.51 \pm 0.17 \)

\( H^2 \)-Nets (ours) \( 346.83 \pm 2.80 \) \( 56.13 \pm 5.61 \) \( 101.92 \pm 1.53 \) \( 62.05 \pm 4.53 \)
Ablation Study and Computational Complexity. To evaluate the performance of different components in our $H^2$-Nets model, we perform extensive ablation studies on NYC-Taxi (in outflow), NYC-Bike (in outflow), BJ-Taxi, CA, and PA, and results are presented in Table 4 (for the sake of brevity, we only report results for the NYC-Taxi and CA datasets; for further results on other datasets, please refer to Table 3 in Appendix B.5). We develop three variants of $H^2$-Nets, i.e., (i) $H^2$-Nets without hyper-$k$-simplex representation learning, (ii) $H^2$-Nets without self-adaptive $k$-simplex convolution, and (iii) $H^2$-Nets without $k$-Hodge convolution. The results demonstrate that, when ablating the above three components, both RMSE and MAPE increase significantly. For all datasets, hyper-$k$-simplex representation learning significantly improves the results as it learns hidden higher-order interactions representations beyond the node-space. Moreover, we show that $H^2$-Nets outperforms $H^2$-Nets without $k$-Hodge convolution due to the fact that it takes into account locality of data living over higher-dimensional structures and allows us to consider richer data structure information. Furthermore, we observe that self-adaptive $k$-simplex convolution always improve the performance – the reason is that self-adaptive $k$-simplex convolution can capture the hidden dependency across different dimensions in the data. For incidence matrices $B_1$ and $B_2$ can be calculated efficiently with the computational complexity $O(N + M)$ and $O(M + Q)$ respectively, where $Q$ is the number of 2-simplices. If there is no predefined hyper-$k$-simplex structures in graph data, we can use the method described in the Appendix B to construct them of appropriate size. It takes computation of order $O(N + C^2)$, where $C$ is maximal number of candidate hyper-$k$-simplexes before selection.

### Table 4. Ablation study for $H^2$-Nets.

| Architecture | RMSE   | MAPE  |
|--------------|--------|-------|
| NYC-Taxi     |        |       |
| $H^2$-Nets   | \***23.64 \*** | \***14.68 \*** |
| W/o Hyper-$k$-simplex learning | 28.05 | 15.53 |
| W/o Self-adaptive $k$-simplex convolution | 27.05 | 15.31 |
| W/o $k$-Hodge convolution | 25.47 | 15.31 |
| CA           |        |       |
| $H^2$-Nets   | \***346.83 \*** | 56.13 |
| W/o Hyper-$k$-simplex | 364.04 | 68.76 |
| W/o Self-adaptive $k$-simplex convolution | 358.51 | 60.12 |
| W/o $k$-Hodge convolution | 401.43 | 78.99 |

6 Conclusion

Inspired by the recent advances on applications of the discrete Hodge theory to graph learning, we have proposed the first hypergraph-simplicial neural network for spatio-temporal forecasting. We have shown that similarly to simple graphs, higher-order interactions among hypergraph substructures play important roles in the knowledge representation and learning mechanisms. In the future, we will advance the ideas of simplicial convolution on hypergraphs to node and subgraph classification in conjunction with resiliency quantification of cyber-physical systems.
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Abstract. The great transferability of DNNs has induced a popular paradigm of “pre-training & fine-tuning”, by which a data-scarce task can be performed much more easily. However, compared to the existing efforts made in the context of supervised transfer learning, fewer explorations have been made on effectively fine-tuning pre-trained Generative Adversarial Networks (GANs). As reported in recent empirical studies, fine-tuning GANs faces the similar challenge of catastrophic forgetting as in supervised transfer learning. This causes a severe capacity loss of the pre-trained model when adapting it to downstream datasets. While most existing approaches suggest to directly interfere parameter updating, this paper introduces novel schemes from another perspective, i.e. inputs and features, thus essentially focuses on data aspect. Firstly, we adopt a trust-region method to smooth the adaptation dynamics by progressively adjusting input distributions, aiming to avoid dramatic parameter changes, especially when the pre-trained GAN has no information of target data. Secondly, we aim to avoid the loss of the diversity of the generated results of the fine-tuned GAN. This is achieved by explicitly encouraging generated images to encompass diversified spectral components in their deep features. We theoretically study the rationale of the proposed schemes, and conduct extensive experiments on popular transfer learning benchmarks to demonstrate the superiority of the schemes. The code and corresponding supplemental materials are available at https://github.com/zezeze97/Transfer-Pretrained-Gan.
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1 Introduction

Deep Neural Networks have illustrated not only a success on learning from large-scale datasets, but also a great transferability on various downstream tasks. This

Z. Zhang and X. Li—Equal contribution.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
D. Koutra et al. (Eds.): ECML PKDD 2023, LNAI 14173, pp. 293–308, 2023.
https://doi.org/10.1007/978-3-031-43424-2_18
property facilitates a highly practical learning fashion, in which one can firstly initialize a target model with a publicly available checkpoint, well-trained over rich upstream data, and then adapt the model to a target dataset by fine-tuning. While much effort has been arguably made on discriminative transfer learning, e.g., in image classification, very little work has focused on how to effectively fine-tuning GANs. To our best knowledge, [27] pioneered the first systematic study of fine-tuning pre-trained GANs, and confirmed its superiority over training from scratch.

Generally, fine-tuning makes learning with small target datasets much easier. However, directly using a pre-trained GAN to initialize a target model may still result in a poor performance, i.e., suffering from the notorious issue of mode collapse, which can be attributed to catastrophic forgetting [7]. To mitigate this issue, most existing works suggest to explicitly restrict the model parameter change within a small scope of the starting point, inspired by the similar practices in supervised fine-tuning [6, 13]. However, we observe that such a scheme is much less effective for GAN fine-tuning, as it tends to hinder a full adaptation to the target distribution. In order to address the catastrophic forgetting in GAN fine-tuning, we need to answer the following two fundamental questions.

Q1. Why does catastrophic forgetting occur? While existing studies have recognized catastrophic forgetting as a common issue in DNNs, we aim to explore particular reasons related to GAN fine-tuning. We argue that one primary reason is because of the discrepancy between the initial outputs of pre-trained GANs and target data distributions in raw pixel space. Unlike supervised transfer learning, GANs perform mapping from a low-dimensional dense variable $\mathbf{z}$
to a high-dimensional sparse space $\mathcal{X}$. Consequently, without properly adjusting $z$, there will be such a discrepancy, which could result in aggressive and unexpected parameter changes at early fine-tuning stages, since the generator has no sufficient clues of target data at these stages. As a result, existing transferable knowledge is subject to being destroyed due to this discrepancy.

Q2. How to detect and prevent catastrophic forgetting in GAN fine-tuning? As widely acknowledged, the manifestation of catastrophic forgetting in GAN fine-tuning can be easily recognized (many duplicate images observed). However, automatically detecting such duplicates is quite challenging in a high-dimensional and complex raw pixel space. To address this challenge, we propose to quantify the degree of diversity (a higher diversity degree indicates a less severe mode collapse) by using the approximate rank of the feature matrix w.r.t. a set of generated images. The rationale of using the approximate rank is theoretically demonstrated in Sect. 3.2, and an empirical analysis can be found in Fig. 4. In terms of diversity, although the existence of catastrophic forgetting can be confirmed, we still need an efficient approach to suppress the duplicate generations in an end-to-end fashion during fine-tuning.

Following the understanding of the two aforementioned questions, we propose two learning schemes, described as follows, aiming to overcome catastrophic forgetting in GAN fine-tuning. We illustrate the roles of the two schemes for GAN fine-tuning in Fig. 1.

Trust-Region Optimization. To prevent model parameters from being unstably updated, we adopt the classical idea of trust-region based optimization [4], which has been successfully applied on training deep NLP models [1, 10]. For GAN fine-tuning, we firstly re-model the input distribution, instead of using the default Gaussian $\mathcal{N}(0, I)$, to find an initial trust-region for updating GAN’s parameters. Specifically, we model the input prior with a Gaussian Mixture Model (GMM), of which parameters are determined by an inverse projection from the target image $X$ to the latent vector $z$. As fine-tuning proceeds, we progressively align the input distribution with $\mathcal{N}(0, I)$, which is widely acknowledged as being friendly to neural network computing [9, 25]. By using this scheme, we adjust the input distribution based on the knowledge learned in pre-trained GANs, to fully leverage the information in source data.

Spectral Diversification. To efficiently monitor and handle the occurrence of mode collapse in an end-to-end fashion, we perform Singular Value Decomposition (SVD) on a stochastic batch of examples, following the similar practice in discriminative fine-tuning [3]. Then, we involve a regularizer to increase the smallest singular value of the feature matrix, rather than directly approximating the matrix rank. Intuitively, the matrix will tend to have a higher rank, i.e. including more basic features, if the tail spectral components cannot be ignored. This scheme is particularly beneficial when the target dataset is small.

We conduct extensive experiments on three popular transfer learning benchmarks. The promising results demonstrate the superiority of our schemes in fine-tuning pre-trained GANs. More importantly, our schemes focus on data aspect (input and feature), leading to its architecture-agnostic nature.
2 Background and Related Work

2.1 Deep Transfer Learning

Our work is largely motivated by deep transfer learning for classification, but we solve a very different problem. This section is discussed in detail in the Appendix A.1.

2.2 Generative Adversarial Networks (GANs)

Generative Adversarial Network (GAN) is originally proposed to generate data of which distribution is expected to be the same as that of the real data used in training. Modern GANs are capable of generating rather realistic high-resolution images \[2\]. Formally, GAN takes a latent vector \( z \) as the input, sampled from a prior distribution \( p_z \), and outputs an image \( x = G(z) \), which is learned to lie in a distribution that is ideally the same as the distribution of real data \( p_{\text{data}} \).

In addition to the generator \( G \), a discriminator \( D \) is also needed to leverage the gaming theory (Nash equilibrium). The two networks compete with each other to achieve an improved performance for both. Denoting the parameters of \( G \) and \( D \) with \( \theta_G \) and \( \theta_D \) respectively, the goal is to solve the following minmax optimization objective

\[
\theta_G, \theta_D = \min_{G} \max_{D} \mathbb{E}_{x \sim p_{\text{data}}} [\log D(x)] + \mathbb{E}_{z \sim p_z} [\log (1 - D(G(z))].
\]

One big challenge in training GANs is the notorious mode collapse issue, i.e. lacking diversity in generated data. This is primarily due to the fact that the learning objective is incapable of successfully modeling the entire data distribution. Existing works aim to address this issue by refining network architectures [11,23] or designing novel loss functions [8,20]. While these methods yield better performance on classical GAN training, very little work focuses on the issue in GAN fine-tuning. To leverage the pre-learned knowledge in the context of transfer learning, we propose a novel scheme to preserve the information of diversity learned by pre-trained GANs.

2.3 Transfer Learning for GANs

Following the pioneering work TransGAN [27] that initiates the research of GAN-based transfer learning, several studies make efforts to overcome catastrophic forgetting for GAN fine-tuning. Most of them attempt to freeze several parts of pre-trained GANs, and only fine-tune the other parts or involve additional adapters. Specifically, BSA [19] proposes to only fine-tune the parameters in batch normalization and freeze all the other parameters of the generator. FreezeD [16] instead freezes the shallower layers of the discriminator and updates the others. AdaFM [31] adopts a similar idea of freezing several shallow layers, but further incorporates adaptive filter modules for a better adaptation to target tasks.
MineGAN [26] also introduces additional modules to mine knowledge from one or several pre-trained GANs. In general, these methods can be categorized into two groups, namely with additional modules and without additional modules. In this paper, we select one representative from each group for experimental comparison. For the first group, we choose AdaFM [31], and for the second, we choose FreezeD [16].

In addition to the aforementioned comprehensive GAN-based transfer learning literature, there are several other works focusing on a particular learning fashion customized for GANs, such as few-shot [12,14,21,29,32], one-shot [30], and zero-shot [28] learning for GANs. In such scenarios, the target dataset could include 0, 1, or only a few (typically fewer than 10) training samples. Rather than special cases, our work focuses on general scenarios of GAN fine-tuning, in which the amount of the training samples in a target dataset could range from dozens to thousands.

3 Approach

To overcome the issue of catastrophic forgetting in GAN fine-tuning, we propose two learning schemes, namely trust-region optimization and spectral diversification. They address the issue from two perspectives, but serve the same goal. The use of one scheme will not directly impact the use of the other, and each of them can be used independently for GAN fine-tuning. We describe the two schemes in Sect. 3.1 and 3.2, respectively.

3.1 Trust-Region Optimization

In this section, we firstly introduce the basic idea and form of trust-region optimization in Sect. 3.1. Then we present our implementation of the trust-region optimization for fine-tuning pre-trained GANs. The core at our implementation includes target prior initialization (Sect. 3.1) and alternate parameter updating (Sect. 3.1).

Preliminary and Motivation

Trust region algorithms [4] attempt to search for the optimal point near a currently estimated solution, and they can be traced back to the Levenberg-Marquardt method [17] for solving nonlinear equations. For deep transfer learning, a typical example is the Bregman Proximal Point Optimization [24], which has been successfully applied in fine-tuning BERT-based NLP models [1,10]. Let us denote a general supervised learner by \( f(x; \theta) \) with \( x \in X \) as its input and \( \theta \) as its parameters. \( L \) denotes the Empirical Risk Minimizer (ERM), and \( D_{KL} \) denotes the symmetric KL-divergence. At each iteration \( t \), Bregman Proximal Point Optimization (BPPO) treats the region near the current solution \( \theta_t \) as the trust region, leading to a regularized learning objective

\[
\theta^{t+1} = \arg\min_{\theta} L(\theta) + \lambda L_{Breg}(\theta, \theta_t), \tag{2}
\]

where \( \lambda \) adjusts the contribution of the regularizer and \( L_{Breg} \) is defined as
\[ L_{Breg}(\theta, \theta^t) = \sum_{x \in X} D_{KL}(f(x; \theta), f(x; \theta^t)). \] (3)

While using supervised pre-trained models can obtain good initial outputs for downstream tasks (e.g. linear probing is an acceptable way to directly reuse pre-trained feature extractor), it is not a typical solution for transferring GANs due to the large discrepancy in raw pixel space (i.e. high-dimensional images).

To adapt trust-region methods to GAN fine-tuning, we propose to find a good starting point for optimizing \( \theta \) by aligning the input prior with a better \( p_*^z \). Analogical to the BPPO regularizer in Eq. (3), our trust-region scheme for GAN fine-tuning can be regarded as incorporating an implicit inductive bias in minimizing
\[
E_{z \sim p_*^z}[D_{Pix}(G(z; \theta), G(z; \theta^0_G))],
\] (4)
where \( D_{Pix} \) is the pixel-wise Euclidean distance, and \( G(z; \theta^0_G) \) with \( z \sim p_*^z \) serves as an initial solution of the trust region. In the following two sections, we describe the initial computation and progressive updates for \( p_*^z \).

**Target Prior Initialization**

**Computing Optimal Latent Vectors.** Let \( X = \{x_i\}_{i=1}^N \) denote a training dataset, where \( N \) is the number of the training examples. In GAN fine-tuning, a generator \( G \) with its pre-trained parameters \( \theta^0_G \) is available. Then we can compute the optimal latent vector \( \hat{z}_i \) for each data \( x_i \) as
\[
\hat{z}_i = \arg \min_z \| G(z; \theta^0_G) - x_i \|_2^2.
\] (5)
To solve the GAN inversion problem [34], we freeze \( \theta^0_G \) and perform gradient descent on \( z \), resulting in target-adapted latent vectors \( Z = \{\hat{z}_i\}_{i=1}^N \), which lead to the lowest error when using \( G(z; \theta^0_G) \) to approximate a \( x_i \).

**Initializing Target Prior with GMM.** To generalize the prior information extracted by a pre-trained generator, we assume that the optimal latent variable conforms to a probabilistic distribution. Specifically, we employ the classical Gaussian Mixture Model (GMM) to approximate the target prior. Therefore, the initial distribution of \( z \), denoted by \( p^0(z) \), can be formalized by a GMM with \( K \) independent components as
\[
p^0(z) = \sum_{k=1}^K \phi_k \mathcal{N}(z; \mu^0_k, \Sigma^0_k),
\] (6)
where \( \phi_k \) is the \( k \)-th coefficient satisfying \( \sum_{k=1}^K \phi_k = 1 \), and \( \mu^0_k, \Sigma^0_k \) are the mean vector and covariance matrix of the \( k \)-th component. In practice, the number of the components \( K \) can be empirically chosen, and we observe that \( K = 5 \) is appropriate for most cases, as demonstrated in our experiments. The parameters \( \{\phi_k, \mu^0_k, \Sigma^0_k\}_{k=1}^K \) are solved by using the Expectation-maximization (EM) algorithm, in which the E-step computes the expectation of the component assignments given current parameters, and the M-step maximizes this expectation by updating \( \{\phi_k, \mu^0_k, \Sigma^0_k\}_{k=1}^K \).
Alternate Updating Between $z$ and $G$

Although the GMM prior $p^0(z)$ provides better initial generated results and smoother parameter updates for the generator, the shifted input distribution is less friendly to neural network computing [9, 25], compared with the zero-mean Gaussian input. Therefore, we implement a progressive process that moves the input distribution from the GMM prior $p^0(z)$ to the standard Gaussian distribution, alternating with the updates of GAN’s parameters $\theta_G$ and $\theta_D$. Specifically, denoting by $T$ the total number of iterations for gradient updates, at each iteration $t = 1, 2, \ldots, T$, the mean vector and covariance matrix of the input distribution $p^t(z)$ are adjusted by

$$
\mu_k^t = \mu_k^0 - \frac{t}{T} \mu_k^0,
$$

$$
\Sigma_k^t = \Sigma_k^0 - \frac{t}{T} (\Sigma_k^0 - I).
$$

In this way, the parameters $\theta_G$ and $\theta_D$ are optimized near the trust regions within the entire optimization trajectory, and the input distribution progressively fits the computing-friendly region. At the end of fine-tuning, $p^T(z)$ reaches the standard Gaussian distribution $\mathcal{N}(0, I)$. It can be easily validated that each intermediate $\Sigma_k^t$ is also a valid covariance matrix. The proof is presented in Appendix A.2.

### 3.2 Spectral Diversification

Our scheme of spectral diversification is established on the theory of low-rank approximation. Specifically, in Sect. 3.2 we introduce truncated SVD as a theoretically guaranteed metric (i.e. rank of the embedding matrix) to identify mode collapse. Then, in Sect. 3.2 we describe our efficient implementation, namely Batch Spectral Diversification (BSD), for improving the diversity of generated data.

#### Identifying Mode Collapse with Low-Rank Approximation

In this section, we propose a metric, which can be computed by leveraging truncated SVD on feature embeddings, to measure the degree of mode collapse. Moreover, we also theoretically demonstrate the rationale and reliability of this metric.

#### Data Representation by Feature Matrix

Suppose we have a batch of $M$ samples generated by a trained generator $G$, we use $\{\tilde{x}_i\}_{i=1}^M$ to denote the set of these samples. Due to the large discrepancy in raw pixel space, we utilize the trained discriminator $D$ to help represent these generated samples, rather than directly using the high-dimensional images. For a classical discriminator $D$, except the last several layers which work for binary classification, the other layers actually serve as a feature extractor. In this paper, we use $F$ to denote such a feature extractor, and for each $\tilde{x}_i$ we obtain its feature embedding $e_i = F(\tilde{x}_i; \theta_D) \in \mathbb{R}^d$ by performing a regular feed-forward operation. Then we compose an embedding matrix $E = [e_1, e_2, \ldots, e_M] \in \mathbb{R}^{d \times M}$, for all the generated
images. Since \( D \) is trained to distinguish real and fake images and \( F \) is part of \( D \), it is reasonable to expect \( F \) to extract informative features that are sufficient for detecting near-duplicate images, generated by \( G \).

**Rank Approximation with Truncated SVD.** It is well known that, if the embedding matrix \( E \in \mathbb{R}^{d \times M} \) includes duplicate vectors, the rank of \( E \) will be definitely lower than \( \min(d, M) \). However, for those generated images, it is very rare for the corresponding \( E \) to have exactly duplicate row or column vectors due to the existence of small perturbations. Therefore, we define an approximate rank based on Truncated SVD.

**Definition 1 (Approximate Rank).** Denoting a general matrix by \( E \in \mathbb{R}^{m \times n} \) and a pre-defined approximation error rate by \( \delta \), the approximate rank of \( E \) is defined as the minimum \( r \) satisfying that, there exists a \( B \in \mathbb{R}^{m \times n} \) of rank-\( r \), such that \( \| B - E \|_F \leq \delta \| E \|_F \).

Intuitively, Definition 1 estimates the rank of a matrix by finding a surrogate matrix (with a controlled approximation error) of which rank is as lower as possible. While this definition provides a reasonable metric, it is infeasible to traverse all the matrices in the space \( \mathbb{R}^{m \times n} \) to compute the approximate rank. Fortunately, this rank can be easily computed by applying Truncated SVD. Specifically, we present the following theorem.

**Theorem 1.** Denoting a general matrix by \( E \in \mathbb{R}^{m \times n} \), \( E = USV^T \) is the Singular Value Decomposition, with the singular values in a descending order, i.e. \( s_1 \geq s_2 \geq \ldots \geq s_{\min(m,n)} \). Given a pre-defined approximation error rate \( \delta \), the approximate rank of \( E \) defined in Definition 1 is the minimum \( r \) satisfying \( \| US_r V^T - E \|_F \leq \delta \| E \|_F \), where \( S_r \) is the truncated \( S \) with only the top \( r \) singular values.

Theorem 1 can be proved by applying the Eckart-Young theorem [5], and we show our proof in Appendix A.3.

**Efficient Implementation for Spectral Diversification**

Based on the above analyses, we aim to design an efficient implementation to enhance the diversity of generated data in GAN fine-tuning. While Theorem 1 provides a rigorous metric to quantify the approximate rank, it cannot be directly employed as a learning objective in an end-to-end manner. Inspired by the idea in supervised transfer learning [3] which performs batch spectral shrinkage (BSS) to suppress noisy features, during GAN fine-tuning we focus on the minimum singular value \( s_{-1} \) of the embedding matrix \( (E_B) \) which corresponds to a stochastic batch. This leads to an efficient implementation to increase the approximate rank, named as Batch Spectral Diversification (BSD). Specifically, BSD performs SVD on \( E_B \) and incorporates a regularizer \( R \) to optimize the generator as

\[
R(\theta_G) = \lambda_{BSD} \frac{1}{\| s_{-1} \|^2 + C},
\]  

(8)
where \( \lambda_{BSD} \) is the coefficient of the regularizer and \( C \) is a constant to avoid division by zero.

It is worth noting that regarding the BSD loss \( R(\theta_G) \), we calculate gradients and update parameters only on the generator. This is because our goal is to encourage \( G \) to generate diverse images, rather than requiring \( D \) to extract diverse deep features.

4 Experiment

We conduct extensive experiments to demonstrate the superior performance of the proposed schemes in GAN fine-tuning. In this section, we firstly introduce the adopted datasets and the baseline methods, and then present comprehensive analyses for the experimental observations. We use Pytorch for all the implementations, and our source code is included in the supplementary materials.

Dataset. Following the common practices in classical transfer learning literature [16,19,27,31], we adopt three datasets, namely Flowers [18], Cathedral [33] and Pets [22]. In addition, we also consider the extreme scenarios in which there are very few data samples, to validate the robustness of our schemes. This is because one important way to evaluate a transfer learning method is to validate it on small-scale datasets. Specifically, we select 1000, 100 and 25 samples from these datasets respectively to build new subsets, namely Flowers-1K, Flowers-100, Flowers-25, Cathedral-1K, Cathedral-100, Cathedral-25, Pets-1K, Pets-100, and Pets-25. All these subsets consist of randomly selected samples, except Flowers-25 for which we choose the first 25 passion flower images from the Flowers dataset, following the suggestions in [19].

Pre-trained Model and Implementation. We utilize the GP-GAN [15] as the backbone model, pretrained on ImageNet with a resolution of 128 \( \times \) 128. Since the pre-trained version involves class information, the class embedding layer and fully connected layer in the generator and discriminator need to be re-initialized during fine-tuning. All the training images are resized to keep compatible with the pre-trained model. We use the Adam optimizer with a learning rate of \( 2.5 \times 10^{-5} \). We use a batch size of 32 for all the experiments, except for the ones in which we only use 25 sampled images and a batch size of 16 to increase the randomness of each batch. For the discriminator, gradient penalty on real samples is adopted with the regularization parameter \( \gamma = 10.0 \).

Baselines. We compare our method with three benchmark transfer learning methods proposed for GANs, namely TransGAN [27], FreezeD [16], and AdaFM [31]. TransGAN is a pioneering work that explores GAN-based transfer learning, while FreezeD and AdaFM are the representatives of the two mainstream fashions in GAN-based transfer learning. Specifically, FreezeD is a typical work of the fashion in which no additional modules are used, whereas AdaFM is a typical method of the fashion which requires additional modules. Note that in all the tables and figures, TrustOPT refers to our Trust-Region Optimization scheme, whereas TrustOPT$^-$ refers to a simplified implementation in which we
Table 1. The comparison of the methods on the full-scale datasets. Performance is measured in FID (lower is better). † marks the results reported in [31].

| Method/Dataset | Flowers | Cathedral | Pets |
|----------------|---------|-----------|------|
| TransGAN       | 20.92   | 15.29     | 47.42|
| FreezeD        | 24.90   | 15.59     | 46.09|
| AdaFM          | 22.13   | 16.62     | 88.27|
| AdaFM†         | 16.76   | 15.78     | -    |
| TrustOPT (Ours)| 19.15   | 14.43     | 44.38|
| TrustOPT (Ours)| 20.31   | 14.23     | 44.37|

do not progressively align the re-modeled input distribution with $\mathcal{N}(0, I)$ during fine-tuning. BSD refers to our Batch Spectral Diversification scheme with GMM used for modeling input distribution, while BSD$^-$ is a simplified version in which the standard Gaussian distribution is used for input.

4.1 Performance on the Full Datasets

Here, the experiments are conducted on the full-scale datasets. As demonstrated in Table 1, our methods yield superior results on all the three datasets. For Flowers, as shown in Fig. 2a, our TrustOPT is on par with our TrustOPT$^-$ at the earlier fine-tuning stages, however, TrustOPT shows a more stable performance at the later stages, at which TrustOPT$^-$ suffers from overfitting. This demonstrates the necessity of progressively aligning the re-modeled input distribution with $\mathcal{N}(0, I)$ during fine-tuning. The FID scores in Table 1 can also reflect the difficulty level of a task. For instance, all the methods on the Pets dataset yield much higher FID scores than the scores obtained on the other datasets, indicating that Pets is the most challenging dataset among the three. Therefore, the results in the table also demonstrate that our methods can achieve superior performance regardless of the difficulty level of a dataset. In addition, AdaFM shows a FID surge on Pets, whereas our methods maintain stable performance across all the datasets, further demonstrating its reliability. It is worth noting that all the three datasets have around 8000 images respectively, so the catastrophic forgetting is not evident in such a scenario due to the relatively large size of the dataset. A simple straightforward fine-tuning (TransGAN) can still yield acceptable results. The methods designed for small datasets such as AdaFM and FreezeD show marginal improvements or even worse performance. On the contrary, our methods consistently outperform the others by a decent margin, demonstrating a good generalization ability.

4.2 Performance on the Subsets of 1K Samples

To investigate the robustness of each method, we compare them on the smaller datasets, including Flowers-1K, Cathedral-1K, and Pets-1K. As shown in Table 2,
Fig. 2. The variation trend of the FID score with the number of iterations during fine-tuning. The comparisons are conducted on the (a) Flowers and (b) Flowers-1K dataset, respectively.

Table 2. The comparison of the methods on the three small-scale subsets, each of which consists of 1000 samples. Performance is measured in FID. † marks the results reported in [31].

| Method/Dataset | Flowers-1K | Cathedral-1K | Pets-1K |
|----------------|------------|--------------|---------|
| TransGAN       | 34.36      | 28.74        | 70.86   |
| FreezeD        | 41.01      | 27.39        | 69.20   |
| AdaFM          | 45.03      | 36.03        | 120.90  |
| AdaFM†         | 43.05      | 35.88        | -       |
| TrustOPT− (Ours) | 33.64      | 26.70        | 67.04   |
| TrustOPT (Ours) | **30.38**  | **25.13**    | **66.55** |

Our methods significantly outperform the others on all these datasets, demonstrating the advantages of our methods for small-scale datasets. Moreover, our TrustOPT yields the best results, providing another evidence of the rationale of adjusting input distributions. Figure 2b shows how the FID scores vary with the number of iterations. As can be seen, the convergence speed of AdaFM is significantly slower than that of the others. This is because AdaFM is a typical method that modifies the structures of the shallow layers of the pre-trained generator. Such a structural modification could destroy the pre-learned knowledge, resulting in a much slower convergence, especially at the earlier fine-tuning stages. On the other hand, the methods, which do not require structural modifications, tend to suffer from overfitting. As illustrated in the figure, it can be greatly mitigated by leveraging our TrustOPT, once again indicating the necessity of adjusting input distributions.
Fig. 3. The comparison of the methods, in terms of the visual quality of their generated images. The experiment is conducted on the Cathedral-25 dataset.

Table 3. The comparison of the methods on the three small-scale subsets, each of which consists of 100 samples. Performance is measured in FID.

| Method/Dataset | Flowers-100 | Cathedral-100 | Pets-100 |
|----------------|-------------|---------------|----------|
| TransferGAN    | 74.68       | 62.08         | 111.50   |
| FreezeD        | 76.68       | 51.20         | 111.02   |
| AdaFM          | 70.52       | 58.42         | 105.38   |
| TrustOPT\(^-\) (Ours) | 69.40     | 38.80         | 103.61   |
| BSD (Ours)     | **59.12**   | **34.20**     | **94.00** |

4.3 Performance on the Subsets of 100 and 25 Samples

GAN fine-tuning can easily suffer from the notorious issue of mode collapse when there are very few training samples in a target dataset. For example, as illustrated in Fig. 3, TransGAN tends to generate the same images when the pre-trained model is only fine-tuned on a very small dataset, namely Cathedral-25. Our TrustOPT\(^-\) brings a notable improvement in terms of the diversity of the generated images. As described in Sect. 3.2, we propose the BSD scheme (Batch Spectral Diversification) to enhance diversity to address the mode collapse issue. Compared with the others, our BSD generates highly diverse images, eventually leading to much lower FID scores (Tables 3 and 4).

Moreover, since collapse of approximate rank is directly related to mode collapse as analyzed in Sect. 3.2, we conduct an experiment to investigate the effectiveness of each method on handling collapse of approximate rank, and show the results in Fig. 4. As can be seen, the vanilla fine-tuning incurs an immediate rank collapse after fine-tuning begins, whereas our TrustOPT\(^-\) and BSD\(^-\) to some extent mitigate the rapid collapse at the early fine-tuning stages. Our BSD achieves the best result, and such an observation is consistent with the results shown in Table 4, indicating the rationale of our analyses in Sect. 3.2.
Fig. 4. This figure illustrates how approximate rank changes with the number of iterations during fine-tuning (higher is better). The experiment is conducted on the Cathedral-25 dataset.

Table 4. The comparison of the methods on the three small-scale subsets, each of which consists of 25 samples. Performance is measured in FID. † marks the results reported in [31].

| Method/Dataset   | Flowers-25 | Cathedral-25 | Pets-25 |
|-----------------|------------|--------------|---------|
| TransferGAN     | 125.90     | 91.59        | 123.45  |
| FreezeD         | 134.59     | 80.62        | 121.19  |
| AdaFM           | 82.74      | 71.18        | 113.76  |
| AdaFM †         | 85.40      | -            | -       |
| BSD (Ours)      | 110.22     | 82.71        | 115.84  |
| BSD (Ours)      | 98.64      | 54.71        | 114.87  |
| BSD (Ours)      | 90.02      | 51.65        | 105.72  |

4.4 Ablation Study

In our Trust-Region Optimization scheme, we need to estimate the prior distribution of the latent space, after computing the optimal latent vectors. Various methods can be employed for such an estimation. Depending on whether additional parameters will be needed, these methods can be categorized into two groups, namely parametric estimation and non-parametric estimation. In this ablation study, we investigate the methods from both groups to present a comprehensive analysis. Specifically, for the parametric group, we adopt the multivariate Gaussian distribution and GMM. For the non-parametric group, we utilize the Kernel Density Estimation (KDE) with the Gaussian kernel for convenient sampling. As shown in Table 5, all the other methods outperform the original Gaussian method, and our schemes (based on GMM) yield the best results, regardless of the number of the components used in GMM. Moreover,
Table 5. The comparison of the prior distribution estimates. This experiment is conducted on Cathedral-1K, and the performance is measured in FID (lower is better). s-Gaussian stands for the shifted Gaussian.

|                | Gaussian | s-Gaussian | KDE   | GMM3 | GMM4 | GMM5 | GMM6 |
|----------------|----------|------------|-------|------|------|------|------|
|                | 28.74    | 27.84      | 27.55 | 27.05| 26.98| **26.70** | 27.12 |

since it only needs to find a good initial prior for the model, using a moderate number of 5 GMM components (i.e. GMM5) is sufficient to benefit the fine-tuning.

4.5 Limitation and Future Work

Although our BSD scheme can significantly improve the diversity of generated images when there is a small amount of training samples in a target dataset, the effect is not obvious when a target dataset includes a relatively large amount of training samples. In this case, global diversity cannot be accurately estimated via a small batch of data samples. Exploring advanced methods that are capable of retaining and utilizing global information could be a promising direction.

5 Conclusion

In this paper, we firstly analyze the primary cause and manifestation of the catastrophic forgetting issue in GAN fine-tuning, and then propose two schemes to overcome the issue. The first scheme, namely TrustOPT, can prevent an aggressive update of model parameters by properly adjusting input distributions. The second scheme, namely BSD, can significantly mitigate the mode collapse issue by enhancing the diversity of generated data, achieved by diversifying feature space. Unlike traditional methods that focus on model itself, our schemes pay attention to input and feature which are the core of data aspect. We theoretically analyze the rationale and correctness of the schemes, and empirically demonstrate their superiority by extensive experiments.
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Abstract. Unsupervised Domain Adaptation (UDA) seeks to utilize the knowledge acquired from a source domain, abundant in labeled data, and apply it to a target domain that contains only unlabeled data. The majority of existing UDA research focuses on learning domain-invariant feature representations for both domains by minimizing the domain gap using convolution-based neural networks. Recently, vision transformers have made significant strides in enhancing performance across various visual tasks. In this paper, we introduce a Bidirectional Cross-Attention Transformer (BCAT) for UDA, which is built upon vision transformers with the goal of improving performance. The proposed BCAT employs an attention mechanism to extract implicit source and target mixup feature representations, thereby reducing the domain discrepancy. More specifically, BCAT is designed as a weight-sharing quadruple-branch transformer with a bidirectional cross-attention mechanism, allowing it to learn domain-invariant feature representations. Comprehensive experiments indicate that our proposed BCAT model outperforms existing state-of-the-art UDA methods, both convolution-based and transformer-based, on four benchmark datasets.

Keywords: Unsupervised Domain Adaptation · Transformer · Cross-Attention

1 Introduction

Deep Neural Networks (DNNs) have achieved remarkable success on a variety of computer vision problems [5,11,14,18,37]. However, such achievement heavily relies on a large amount of labeled training data, which is difficult to obtain in many real-world applications [4,38]. To handle the labeled data scarcity problem, Unsupervised Domain Adaptation (UDA) [42] has been proposed to transfer the knowledge learned from a source domain with ample label data to help learn
in a target domain with unlabeled data only. The core idea of UDA is to learn a domain-invariant feature representation, which could be both transferable to narrow the domain discrepancy and discriminative for classification in the target domain. To achieve this goal, in past decades many UDA methods have been proposed and they can be classified into two main categories: domain alignment methods [2,19,31] and adversarial learning methods [7,34].

Transformers have achieved remarkable success in Natural Language Processing (NLP) [32] and have recently garnered significant attention in the computer vision community. This is evidenced by the development of Vision Transformer (ViT) [5], Data-efficient Image Transformers (DeiT) [30], and Swin Transformer (Swin) [18]. In contrast to Convolutional Neural Networks (CNNs), which operate on local receptive fields of images, transformers utilize the self-attention mechanism to model long-range dependencies among visual features across an image. Owing to their superior context modeling capabilities, vision transformers have demonstrated outstanding performance in various vision tasks, such as image classification [10,18,30,36], object detection [1], dense prediction [25,27], and video understanding [8,22,26].

Several studies [21,39–41] have explored the application of transformers to address UDA problems. Some of these works [21,40,41] directly apply vision transformers, but they overlook the unique properties of UDA problems. To adapt vision transformers for UDA tasks, Xu et al. [39] proposed a Cross-Domain Transformer (CDTrans), which comprises a weight-sharing triple-branch transformer that employs both self-attention and cross-attention mechanisms for feature learning and domain alignment. However, the CDTrans model only considers one-directional cross-attention from the source domain to the target domain, neglecting the cross-attention from the target domain to the source domain. Moreover, during the training process, the CDTrans model requires that the data in a mini-batch consist of source and target images from the same class. This constraint introduces additional challenges in accurately determining pseudo labels for unlabeled target data and limits the model’s applicability.

To address these limitations, we propose a Bidirectional Cross-Attention Transformer (BCAT) to effectively learn domain-invariant feature representations. In BCAT, we implement bidirectional cross-attention to enhance the transferability of vision transformers. This bidirectional cross-attention naturally accommodates knowledge transfer between the source and target domains in both directions, facilitating implicit feature mixup between domains. The proposed BCAT model integrates bidirectional cross-attention and self-attention within quadruple transformer blocks, enabling the learning of two augmented feature representations. These quadruple transformer blocks can comprehensively focus on both intra- and inter-domain features, thus blurring the boundary between the two domains. By minimizing the Maximum Mean Discrepancy (MMD) [9] between the learned feature representations in both domains, BCAT effectively reduces the domain gap and learns domain-invariant feature representations.
In summary, our contributions are three-fold:

- We propose a quadruple transformer block that combines both self-attention and cross-attention mechanisms, enabling the learning of augmented feature representations for both source and target domains.
- Building on the quadruple transformer block, we introduce the BCAT model within the Unsupervised Domain Adaptation (UDA) framework to effectively learn domain-invariant feature representations.
- The proposed BCAT model surpasses state-of-the-art baseline methods in performance across four benchmark datasets.

2 Related Work

2.1 Unsupervised Domain Adaptation

Unsupervised Domain Adaptation (UDA) refers to the process of transferring knowledge from a source domain, where there is a large amount of labeled data, to a target domain where there is only unlabeled data. The goal of UDA is to learn both domain-invariant and discriminative feature representations to overcome the difference between the source and target domains. Over the past few decades, various methods have been proposed to achieve this goal. For instance, Tzeng et al. [31] introduced the concept of Deep Domain Confusion (DCC) which learns domain-invariant feature representations by minimizing the Maximum Mean Discrepancy (MMD) [9]. Another approach was proposed by Ganin et al. [7] who used adversarial learning to learn domain-invariant feature representations. This method involves a domain discriminator and models the objective function as a minimax problem.

2.2 Vision Transformers

The Transformer architecture was first introduced in [32] for modeling sequential text data in the field of NLP. The idea of using Transformers for computer vision was first explored by Dosovitskiy et al. [5] who proposed ViT, a transformer-based model that processes sequences of image patches. Since then, several variants of ViT [10,18,27,30] have been proposed and have shown promising results on various computer vision tasks, outperforming their CNN counterparts. In particular, Liu et al. [18] proposed the Swin Transformer, which incorporates local attention within a window and uses a shifted window partitioning approach for cross-window connections.

2.3 Vision Transformer for Unsupervised Domain Adaptation

There have been efforts to apply vision transformers to address UDA challenges. For instance, Yang et al. [40] integrated the Transformer architecture into a CNN to concentrate on critical regions. Xu et al. [39] proposed a weight-sharing triple-branch Transformer that leverages self-attention and cross-attention mechanisms
for both feature learning and domain alignment. Yang et al. [41] designed the Transferable Vision Transformer (TVT), which enforces ViT to focus on both transferable and discriminative features by incorporating learned transferability into the attention blocks. Zhang et al. [42] introduced a hybrid attention module that explicitly identifies hard-aligned features for inter-domain alignment using a single discriminator.

3 The BCAT Method

In a UDA problem, we are provided with a labeled source dataset \( D_s = \{(x_i^s, y_i^s)\}_{i=1}^{n_s} \) and an unlabeled target dataset \( D_t = \{x_i^t\}_{i=1}^{n_t} \), where \( n_s \) and \( n_t \) denote the number of instances in the source and target domains, respectively. These two domains exhibit a domain shift, leading to different data distributions, i.e., \( p_s(x_s) \neq p_t(x_t) \). However, they share the same label space, i.e., \( \mathcal{Y}_t = \mathcal{Y}_s \). The objective of the UDA problem is to train a model that leverages the useful knowledge in the source domain \( D_s \) to improve learning in the target domain \( D_t \).

3.1 Quadruple Transformer Block

As shown in Fig. 1, the BCAT method combines two cross-attention modules with two self-attention modules to design a quadruple transformer block.

Specifically, for the self-attention, \( N \) image patches are first transformed into queries \( Q \in \mathbb{R}^{N \times d_k} \), keys \( K \in \mathbb{R}^{N \times d_k} \), and values \( V \in \mathbb{R}^{N \times d_v} \), where \( d_k \) and \( d_v \) indicate their dimensions. The queries and the corresponding keys calculate weights assigned to each value by a compatibility function, while a weighted sum of the values is the output of self-attention. The self-attention for image patches \( x \) can be computed as

\[
\text{Attn}_{\text{self}}(x) = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}}\right)V, \tag{1}
\]

where \( \text{softmax}(\cdot) \) denotes the softmax function.

Unlike the self-attention module, the cross-attention module computes pairwise relationships between different images. We use the cross-attention module to create mixup features that blur the distinction between the source and target domains. Specifically, we define bidirectional cross-attention as executing the cross-attention between the source and target domains in both directions, as illustrated in the middle of Fig. 1. The formulation is as follows:

\[
\text{Attn}_{\text{bidir}}(x_s, x_t) = \text{Attn}_{\text{cross}}(x_t, x_s) + \text{Attn}_{\text{cross}}(x_s, x_t),
\]

\[
\text{Attn}_{\text{cross}}(x_t, x_s) = \text{softmax}\left(\frac{Q_tK_s^T}{\sqrt{d_k}}\right)V_s, \tag{2}
\]

\[
\text{Attn}_{\text{cross}}(x_s, x_t) = \text{softmax}\left(\frac{Q_sK_t^T}{\sqrt{d_k}}\right)V_t, \tag{3}
\]
Fig. 1. A quadruple transformer block with two self-attention modules and a bidirectional cross-attention module. ‘MSA’ and ‘MCA’ denote the multi-head self-attention and multi-head cross-attention, respectively. ‘LN’ denotes the layer normalization. ‘MLP’ denotes a multi-layer perceptron. \( W_Q, W_K, \) and \( W_V \) denote transformation parameters to generate queries, keys, and values, respectively.

where \( x_s \) denotes patches of a source image, \( x_t \) denotes patches of a target image, and \( Q, K, \) and \( V \) with subscripts \( s \) and \( t \) denote queries, keys, and values based on the source and target image patches, respectively.

The quadruple transformer block consists of two self-attention modules and a bidirectional cross-attention module, as depicted in Fig. 1. The four weight-sharing transformers in the block are named from left to right as the source branch, target-to-source branch, source-to-target branch, and target branch. The source and target branches independently extract the source feature representation \( Z_s \) and target feature representation \( Z_t \) using transformer blocks with Multi-head Self-Attention (MSA) modules and Multi-Layer Perceptron (MLP) modules, respectively. The source-to-target branch and target-to-source branch, in contrast, use bidirectional cross-attention modules to learn intermediate feature representations between the source and target domains. The mathematical formulation of a quadruple transformer block is as follows:

\[
\hat{Z}_s^l = \text{MSA} \left( \text{LN}(Z_s^{l-1}) \right) + Z_s^{l-1},
\]

\[
Z_t^l = \text{MLP} \left( \text{LN}(\hat{Z}_s^l) \right) + \hat{Z}_t^l,
\]
\[
\hat{Z}_{t \rightarrow s}^{l} = \text{MCA} \left( \text{LN}(Z_{t}^{l-1}), \text{LN}(Z_{s}^{l-1}) \right) + Z_{t \rightarrow s}^{l-1},
\]
\[
Z_{t \rightarrow s}^{l} = \text{MLP} \left( \text{LN}(\hat{Z}_{t \rightarrow s}^{l}) \right) + \hat{Z}_{t \rightarrow s}^{l},
\]
\[
\hat{Z}_{s \rightarrow t}^{l} = \text{MCA} \left( \text{LN}(Z_{s}^{l-1}), \text{LN}(Z_{t}^{l-1}) \right) + Z_{s \rightarrow t}^{l-1},
\]
\[
Z_{s \rightarrow t}^{l} = \text{MLP} \left( \text{LN}(\hat{Z}_{s \rightarrow t}^{l}) \right) + \hat{Z}_{s \rightarrow t}^{l},
\]
\[
\hat{Z}_{t}^{l} = \text{MSA} \left( \text{LN}(Z_{t}^{l-1}) \right) + Z_{t}^{l-1},
\]
\[
Z_{t}^{l} = \text{MLP} \left( \text{LN}(\hat{Z}_{t}^{l}) \right) + \hat{Z}_{t}^{l},
\]

where \(Z_{s}^{l-1}, Z_{t}^{l-1}, Z_{s \rightarrow t}^{l-1}, Z_{t \rightarrow s}^{l-1}\) denote inputs for the \(l\)th quadruple transformer block, \(Z_{s}^{l}, Z_{t}^{l}, Z_{s \rightarrow t}^{l}, Z_{t \rightarrow s}^{l}\) denote the corresponding outputs for the \(l\)th quadruple transformer block, \(\text{LN}(\cdot)\) denotes the layer normalization \([35]\), \(\text{MLP}(\cdot)\) is a 2-layer fully connected neural network with the GELU activation function \([12]\), and \(\text{MSA}(\cdot)\) and \(\text{MCA}(\cdot)\) denote multi-head self-attention and multi-head cross-attention, respectively. Here \(\text{MSA}(\cdot)\) relies on \(\text{Attn}_{\text{self}}(\cdot)\) defined above but with multiple attention heads and \(\text{MCA}(\cdot)\) is defined similarly based on \(\text{Attn}_{\text{cross}}(\cdot, \cdot)\). \(Z_{s}^{0}\) and \(Z_{t \rightarrow s}^{0}\) will be initialized to raw source image patches, while \(Z_{t}^{0}\) and \(Z_{s \rightarrow t}^{0}\) will be initialized to raw target image patches.

We utilize the combined feature representations \([Z_{s}, Z_{t \rightarrow s}]\) and \([Z_{t}, Z_{s \rightarrow t}]\) as the enhanced feature representations for the source and target domains, respectively. The representation \([Z_{s}, Z_{t \rightarrow s}]\) is considered a source-dominant feature representation, while the representation \([Z_{t}, Z_{s \rightarrow t}]\) is viewed as a target-dominant feature representation.

### 3.2 Bidirectional Cross-Attention as Implicit Feature Mixup

The bidirectional cross-attention mechanism used in the proposed quadruple transformer block is highly effective for UDA, as illustrated in Fig. 2. As shown in the figure, \(Z_{s}\) and \(Z_{t}\) are significantly different, presenting a major challenge for UDA. The bidirectional cross-attention mechanism generates \(Z_{t \rightarrow s}\) and \(Z_{s \rightarrow t}\), which can be seen as a mixup of \(Z_{s}\) and \(Z_{t}\) with varying proportions. Unlike direct mixup on images from the source and target domains, each image patch is weighted by all image patches from the other domain, making the mixup smoother and more robust. \(Z_{t \rightarrow s}\) is closer to \(Z_{s}\), while \(Z_{s \rightarrow t}\) is closer to \(Z_{t}\). Since the difference between \(Z_{t \rightarrow s}\) and \(Z_{s \rightarrow t}\) is smaller than the difference between \(Z_{s}\) and \(Z_{t}\), \(Z_{t \rightarrow s}\) and \(Z_{s \rightarrow t}\) can act as a bridge to connect \(Z_{s}\) and \(Z_{t}\), reducing the domain discrepancy. Minimizing the domain discrepancy between the source-dominant feature representation (i.e., \([Z_{s}, Z_{t \rightarrow s}]\)) and the target-dominant feature representation (i.e., \([Z_{t}, Z_{s \rightarrow t}]\)) is thus easier than directly minimizing the source and target feature representations (i.e., \(Z_{s}\) and \(Z_{t}\)). The results in Sect. 4.4 provide empirical evidence for the effectiveness of the bidirectional cross-attention mechanism in reducing the domain discrepancy and facilitating domain adaptation.
3.3 Loss Functions

For a UDA problem, in this section, we introduce how to utilize quadruple transformer blocks in the proposed BCAT method and how to construct the objective function.

As shown in the top of Fig. 3, the overall architecture of the BCAT method consists of a patch partition layer, multiple quadruple transformer blocks, and the classification layer. The patch partition layer is responsible of dividing an image $I \in \mathbb{R}^{H \times W \times 3}$ into a sequence of flattened 2D patches $x \in \mathbb{R}^{N \times 3P^2}$, where $(P, P)$ is the size of each split image patch, and $N = HW/P^2$ is the total number of patches. Multiple quadruple transformer blocks are stacked together to learn augmented feature representations for both domains. The classification layer is to do the classification given the output of the last quadruple transformer block. For notation simplicity, in the following formulations, we assume that there is only one quadruple transformer block.

To align the source-dominant and target-dominant features in two domains, MMD is utilized to define the transfer loss as

$$L_{\text{transfer}} = \text{MMD}^2([G_s(x_s), G_c(x_t, x_s)], [G_s(x_t), G_c(x_s, x_t)])$$

where $x_s$ and $x_t$ represent the source and target data, $G_s(\cdot)$ denotes the output of the source or target branch in the quadruple transformer block due to the weight sharing mechanism, and $G_c(\cdot, \cdot)$ denotes the output of the target-to-source or source-to-target branch in the quadruple transformer block since these two branches share weights.

The classification layer is implemented as a 2-layer fully connected neural network. For the labeled source domain, we adopt the cross-entropy loss, which is defined as

$$L_{\text{cls}_s} = \text{CE}(F([G_s(x_s), G_c(x_t, x_s)]), y_s),$$

where $F(\cdot)$ denotes the classification layer and CE(\cdot, \cdot) denotes the cross-entropy loss. For unlabeled target data, we assign each instance a pseudo label in a way similar to the ATDOC method [17]. Specifically, we use the average of predicted class probabilities of nearest neighbors for a target instance as its predicted class probability and choose the class with the largest probability as its pseudo label.
Then the classification loss on the target domain is formulated as

\[ L_{\text{cls}_t} = \frac{-1}{N_t} \sum_{i=1}^{N_t} \hat{q}_{i,\hat{y}_i} \log p_{i,\hat{y}_i}, \]

where \( \hat{y}_i = \arg \max_j \hat{q}_{i,j} \) denotes the assigned pseudo label for the corresponding target instance, and \( p_i = F([G_s(x_t), G_c(x_s, x_t)]) \) denotes the \( K \)-dimensional prediction with \( K \) as the number of classes and \( p_{i,\hat{y}_i} \) as its entry in the \( \hat{y}_i \)th dimension. By combining those two loss functions, the total classification loss is formulated as

\[ L_{\text{cls}} = L_{\text{cls}_s} + \epsilon L_{\text{cls}_t}, \]

where \( \epsilon \) is the ratio of the current epoch over the total number of epochs to reduce the effect of unreliable pseudo labels produced during the early training stage.

The total loss function of the BCAT method is formulated as

\[ L_{\text{BCAT}} = L_{\text{cls}} + \beta L_{\text{transfer}}, \]

where \( \beta \) is a hyper-parameter.

3.4 Inference for Target Domain

During the inference process for the target domain, we can use the training model to make the prediction. However, this inference approach needs to utilize source data, which brings additional storage costs to access source data. In the following, we present two inference models, which do not require to utilize source data.

Knowledge Distillation (KD). The first inference model is based on knowledge distillation [13]. Here the training model is used as a teacher, and an inference
model with self-attention only is used as the student. We define the distillation loss with “softmax-T” as:

$$\mathcal{L}_{KD} = \alpha T^2 \sum_{N} p_i \log q_i + \epsilon(1 - \alpha) \text{CE}(F_S(G_{ss}(x_t)), \hat{y}_t),$$

where $G_{ss}(\cdot)$ denotes the feature extractor with self-attention in the student model, $F_S(\cdot)$ denotes the classification layer in the student network, and $q_i$ and $p_i$ are “softmax-T” probabilities of logit outputs of the student network and teacher network, respectively, i.e., $\frac{\exp(z_i/T)}{\sum_j \exp(z_j/T)}$.

**Double Target Feature (DTF).** Another inference model for the target domain without using the source data is to use only the target branch in BCAT. Since we cannot compute the target-dominant feature representation without source data, we combine the target feature with itself as the target-dominant feature representation, i.e., $[Z_t, Z_t]$, as the input of the classification layer during the inference. Thus, the predicted output is formulated as $F([G_s(x_t), G_s(x_t)])$.

The above two inference models have no requirement to access source data during the inference. In experiments, we will compare those two inference models.

## 4 Experiments

In this section, we evaluate the proposed BCAT method.

### 4.1 Setups

**Datasets.** We conduct experiments on four benchmark datasets, including Office-31 [29], Office-Home [33], DomainNet [23], and VisDA-2017 [24]. By following [39], we construct transfer tasks on those four datasets.

**Baseline Methods.** We compare the proposed BCAT method with state-of-the-art UDA methods on respective datasets, including Calibrated Multiple Uncertainties (CMU) [6], Source HypOthesis Transfer (SHOT) [16], Domain Consensus Clustering (DCC) [15], Transferable Vision Transformer (TVT) [41], and Cross-Domain Transformer (CDTrans) [39], where TVT and CDTrans are based on transformers and other models are based on ResNet [11]. We use ‘Source-only’ to denote a baseline model trained on source data only with its backbone depending on the context. The BCAT method with the KD inference model is denoted by BCAT-KD, and that with the DTF inference model is denoted by BCAT-DTF.

**Implementation Details.** For all the UDA tasks, we use the ViT-B and Swin-B pretrained on the ImageNet dataset [3] as the backbone network for the proposed BCAT method, and hence 12 quadruple transformer blocks for ViT-B and 24 quadruple transformer blocks for Swin-B are used in the BCAT method, respectively. For the BCAT method built on the ViT-B, we use the SGD method [28]
Table 1. Accuracy (%) on the Office-31 dataset. The best results built on the ResNet and ViT are marked in box and the best results built on all the architectures (i.e., ResNet, ViT, and Swin transformer) are shown in bold.

| Method            | A→W | D→W | W→D | A→D | D→A | W→A | Avg. |
|-------------------|-----|-----|-----|-----|-----|-----|-----|
| Source-only ResNet| 68.4| 96.7| 99.3| 68.9| 62.5| 60.7| 76.1|
| SHOT              | 90.1| 98.4| 99.9| 94.0| 74.7| 74.3| 88.6|
| FixBi             | 96.1| 99.3| 100.0| 95.0| 78.7| 79.4| 91.4|
| Source-only ViT   | 89.2| 98.9| 100.0| 88.8| 80.1| 79.8| 89.5|
| CDTrans           | 97.6| 99.0| 100.0| 97.0| 81.1| 81.9| 92.8|
| TVT               | 96.4| 99.4| 100.0| 96.4| 84.9| 86.1| 93.8|
| BCAT-KD (ours)    | 96.9| 98.7| 100.0| 97.5| 85.5| 86.0| 94.1|
| BCAT-DTF (ours)   | 96.1| 99.1| 100.0| 97.5| 84.9| 85.8| 93.9|
| Source-only Swin  | 89.2| 94.1| 100.0| 93.1| 80.9| 81.3| 89.8|
| BCAT-KD (ours)    | 99.4| 99.5| 100.0| 99.8| 85.7| 86.1| 95.1|
| BCAT-DTF (ours)   | 99.2| 99.5| 100.0| 99.6| 85.7| 86.1| 95.0|

with a momentum of 0.9 and a weight decay of $5 \times 10^{-4}$ as the optimizer. We use a base learning rate of $8 \times 10^{-3}$ for the Office-31, Office-Home, and DomainNet datasets and $8 \times 10^{-4}$ for the VisDA-2017 dataset. For the BCAT method based on the Swin-B, the AdamW method [20] with a momentum of 0.9 and a weight decay of 0.05 is used as the optimizer. We use a base learning rate of $5 \times 10^{-6}$ for the Office-31, Office-Home, and DomainNet datasets and $5 \times 10^{-7}$ for the VisDA-2017 dataset. For all the datasets, we set the batch size to 64 and train the model in 20 epochs. $\alpha$, $\beta$, and $T$ in the proposed BCAT method are set to 0.8, 3, and 2, respectively, for all the UDA tasks.

4.2 Results

The results presented in Tables 1, 2, 3 and 4 indicate that transformer-based UDA models outperform ResNet-based UDA models, demonstrating the superior capacity of transformers compared to ResNet. In some datasets (e.g., Office-31, Office-Home, and DomainNet), the transformer-based 'Source-only’ model exhibits comparable or even better performance than state-of-the-art ResNet-based UDA models. These findings highlight the advantages of vision transformers over ResNet for UDA tasks.

Office-31. According to Table 1, the proposed ViT-based BCAT method performs the other UDA method based on ViT, and it achieves the best average accuracy of 94.1%. Moreover, on some transfer tasks (e.g., A → W, A → D, and D → A), the proposed BCAT method performs better than CDTrans and TVT, which demonstrates the effectiveness of the proposed BCAT method.
Table 2. Accuracy (%) on the Office-Home dataset. The best results built on the ResNet and ViT are marked in box and the best results built on all the architectures (i.e., ResNet, ViT, and Swin transformer) are shown in bold.

| Method                  | Ar→Cl | Ar→Pr | Ar→Rw | Cl→Ar | Cl→Pr | Cl→Rw | Pr→Ar | Pr→Cl | Pr→Rw | Rw→Ar | Rw→Cl | Rw→Pr | Avg.  |
|-------------------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Source-only             | 34.9  | 50.0  | 58.0  | 37.4  | 41.9  | 46.2  | 38.5  | 31.2  | 60.4  | 63.9  | 41.2  | 59.9  | 46.1  |
| SHOT                    | 57.1  | 78.1  | 81.5  | 68    | 78.2  | 78.1  | 67.4  | 54.9  | 82.2  | 73.1  | 58.8  | 84.3  | 71.8  |
| FixBi                   | 58.1  | 77.3  | 80.4  | 67.7  | 79.5  | 78.1  | 65.8  | 57.9  | 81.7  | 76.4  | 62.9  | 86.7  | 72.7  |
| Source-only             | 66.2  | 84.3  | 86.6  | 77.9  | 84.3  | 84.3  | 76.0  | 62.7  | 88.7  | 80.1  | 66.2  | 88.6  | 78.8  |
| CDTrans                 | 79.4  | 90.8  | 92.0  | 87.4  | 93.7  | 93.7  | 87.4  | 73.3  | 91.6  | 87.4  | 73.3  | 91.6  | 83.6  |
| BCAT-KD (ours)          | 76.6  | 91.0  | 91.7  | 86.7  | 93.4  | 93.2  | 87.4  | 73.3  | 91.5  | 87.4  | 73.3  | 91.5  | 83.6  |
| Source-only             | 64.5  | 84.8  | 87.6  | 82.2  | 84.6  | 86.7  | 78.8  | 60.3  | 88.9  | 82.9  | 62.3  | 89.6  | 79.7  |
| BCAT-KD (ours)          | 75.4  | 90.0  | 92.8  | 88.0  | 90.4  | 92.8  | 87.1  | 74.1  | 92.4  | 86.2  | 75.8  | 93.5  | 86.5  |
| BCAT-DTF (ours)         | 75.3  | 90.0  | 92.9  | 88.6  | 90.3  | 92.7  | 87.4  | 73.7  | 92.5  | 86.7  | 75.4  | 93.5  | 86.6  |

Office-Home. As shown in Table 2, the proposed ViT-based BCAT method has the highest average accuracy of 85.5%. Compared with the best performant baseline method (i.e., the TVT method), the proposed BCAT method significantly improves the performance in almost all the transfer tasks. Although transferring to the Cl domain is an arduous task as each method has the lowest average accuracy on such transfer tasks than other transfer tasks, we use the same settings of hyper-parameters as other transfer tasks to achieve comparable or better performance, which in some extent demonstrates the good generalization ability of the proposed BCAT method.

Table 3. Accuracy (%) on the DomainNet dataset. The best results built on the ResNet and ViT are marked in box and the best results built on all the architectures (i.e., ResNet, ViT, and Swin transformer) are shown in bold.

| Method                  | P→R | R→P | P→S | S→P | R→S | S→R | Avg.  |
|-------------------------|-----|-----|-----|-----|-----|-----|-------|
| Source-only             | 30.1| 28.3| 27.0| 27.0| 26.9| 29.7| 28.2  |
| CMU                     | 50.8| 52.2| 45.1| 44.8| 45.6| 51.0| 48.3  |
| DCC                     | 56.9| 50.3| 43.7| 44.9| 43.3| 56.2| 49.2  |
| Source Only             | ViT | 64.4| 47.2| 41.8| 44.8| 31.5| 57.5  |
| CDTrans                 | 69.8| 47.8| 49.6| 54.6| 33.5| 68.0| 53.9  |
| BCAT-KD (ours)          | 80.4| 63.4| 52.5| 61.9| 52.4| 79.6| 65.0  |
| BCAT-DTF (ours)         | 79.2| 62.8| 52.7| 62.2| 52.7| 78.5| 64.7  |
| Source-only             | Swin| 72.7| 60.2| 47.4| 53.2| 50.0| 66.7  |
| BCAT-KD (ours)          | 81.2| 67.5| 59.7| 65.8| 60.9| 80.8| 69.3  |
| BCAT-DTF (ours)         | 81.1| 67.7| 60.4| 66.8| 60.7| 80.9| 69.6  |

DomainNet. According to the results on the DomainNet dataset shown in Table 3, the proposed ViT-based BCAT method achieves performance at a brand-new level with the average accuracy of 65.0%. Especially for transfer tasks P→R, R→P, R→S, and S→R, the proposed BCAT method has a performance
Table 4. Accuracy (%) on the VisDA-2017 dataset. The best results built on the ResNet and ViT are marked in box and the best results built on all the architectures (i.e., ResNet, ViT, and Swin transformer) are shown in bold.

| Method                  | Method         | aero | bicycle | bus | car | horse | knife | motor | person | plant | skate | train | truck | Avg. |
|-------------------------|----------------|------|---------|-----|-----|-------|-------|-------|--------|-------|-------|-------|-------|------|
| Source-only             | ResNet         | 55.1 | 53.3    | 61.9| 59.1| 80.6  | 17.9  | 79.7  | 31.2   | 81.0  | 26.5  | 73.5  | 8.5   | 52.4 |
| SHOT                    | 94.3           | 88.5 | 80.1    | 57.3| 93.1| 94.9  | 80.7  | 80.3  | 91.5   | 89.1  | 86.3  | 58.3  | 82.9  |
| FixBi                   | 96.1           | 87.8 | 90.5    | 90.3| 96.8| 95.3  | 92.8  | 88.7  | 97.2   | 94.2  | 90.9  | 25.7  | 87.2  |
| Source-only             | ViT            | 98.2 | 73.0    | 82.5| 62.0| 97.3  | 63.5  | 86.3  | 29.8   | 68.7  | 86.7  | 96.7  | 23.6  | 73.2 |
| TVT                     | 92.9           | 85.6 | 77.5    | 60.5| 93.6| 98.2  | 89.4  | 76.4  | 93.6   | 92.0  | 91.7  | 55.7  | 83.9  |
| CDTrans                 | 97.1           | 90.5 | 82.4    | 77.5| 96.6| 96.1  | 93.6  | 88.6  | 97.0   | 86.9  | 90.3  | 62.8  | 88.4  |
| BCAT-KD (ours)          | 99.0           | 92.5 | 87.4    | 74.8| 98.2| 98.5  | 93.6  | 67.7  | 89.0   | 96.4  | 95.8  | 60.8  | 88.5  |
| BCAT-DTF (ours)         | 98.9           | 91.3 | 87.4    | 73.8| 97.9| 98.1  | 94.2  | 64.0  | 88.9   | 97.4  | 96.0  | 60.7  | 87.4  |
| Source-only             | Swin           | 98.7 | 63.0    | 86.7| 68.5| 94.6  | 59.4  | 98.0  | 22.0   | 81.9  | 91.4  | 96.7  | 25.7  | 73.9 |
| BCAT-KD (ours)          | 99.1           | 91.5 | 86.8    | 72.4| 98.6| 98.1  | 96.5  | 82.1  | 94.4   | 96.0  | 93.9  | 61.1  | 89.2  |
| BCAT-DTF (ours)         | 99.1           | 91.6 | 86.6    | 72.3| 98.7| 97.9  | 96.5  | 82.3  | 94.2   | 96.0  | 93.9  | 61.3  | 89.2  |

improvement of 10.6%, 15.6%, 19.2%, and 11.6%, respectively, over the CDTrans method that is also built on ViT. Results on this dataset again verify the effectiveness of the proposed BCAT method.

VisDA-2017. As shown in Table 4, the performance of the proposed ViT-based BCAT method on the VisDA-2017 dataset achieves the best average accuracy of 88.5%. Moreover, the proposed BCAT method achieves the best performance on five classes, including ‘aeroplane’, ‘bicycle’, ‘horse’, ‘skate’, and ‘truck’, than other ViT-based methods such as CDTrans and TVT.

4.3 BCAT for Other Vision Transformers

The proposed BCAT method is applicable to other vision transformers than ViT, and in Tables 1, 2, 3 and 4 we show the performance of the BCAT method built on the Swin transformer. According to the results, we can see that the proposed BCAT method built on the Swin transformer has better performance than ViT-based UDA methods and achieves the best average accuracy of 95.1%, 86.6%, 69.6%, and 89.2% on Office-31, Office-Home, DomainNet and VisDA-2017 dataset, respectively. Those results imply that the proposed BCAT method not only takes effect on the global attention mechanism as in ViT but also works on the local attention mechanism as in the Swin transformer. Moreover, the Swin-based BCAT method has a larger improvement over its ‘Source-only’ counterpart than CDTrans and TVT, which demonstrates the effectiveness of the BCAT method.

4.4 Ablation Study

In Table 5, we conduct ablation studies to study the effects of three loss functions: $\mathcal{L}_{\text{cls}}$, $\mathcal{L}_{\text{cls}}$, and $\mathcal{L}_{\text{transfer}}$, on the Office-Home dataset. For each loss function, we consider two choices: using only the self-attention (denoted by ‘self’), and
using both the self-attention and cross-attention (denoted by ‘cross’) during the feature extraction process. In this study, the BCAT-KD inference model is used.

Comparing the first and second rows in Table 5, we can see that both the pseudo labeling and MMD are effective for transformer-based backbones in UDA tasks. The comparison between the fourth and fifth rows shows that the MMD and pseudo labeling method still work for cross-attention based feature augmentation. According to the first and third rows, the bidirectional cross-attention shows better performance than self-attention, which could support the usefulness of the proposed bidirectional cross-attention which is to conduct the implicit feature mixup. Compared with the second row, the proposed BCAT method corresponding to the last row performs better, which demonstrates the effectiveness of the bidirectional cross-attention mechanism used in BCAT.

### 4.5 Comparison Between Inference Models

As shown in Tables 1, 2, 3 and 4, the two inference models proposed in Sect. 3.4 have comparable performance on the four benchmark datasets. This result suggests that the cross-attention feature $Z_{s\rightarrow t}$ with source and target information is close to the self-attention feature $Z_t$ with only target information after training, which may imply that the proposed BCAT method could learn domain-invariant feature representations. In Table 6, we also compare two inference models with pure BCAT, whose inference model is identical to the training model by utilizing source data, based on ViT and Swin transformer in terms of the classification accuracy on each task and average, occupied GPU memory, and frames per second (FPS) for inference on each image. According to the results, we can see that the proposed KD and DTF inference methods occupy less memory and process images faster than pure BCAT with comparable and even better performance. Those results show that the proposed inference models are both effective and efficient.
Table 6. Accuracy (%), occupied GPU memory, and FPS on the Office-Home dataset for the three inference models.

| Method   | Ar→Cl | Ar→Pr | Ar→Rw | Cl→Ar | Cl→Pr | Cl→Rw | Pr→Ar | Pr→Cl | Pr→Rw | Rw→Ar | Rw→Cl | Rw→Pr | Avg | GPU Mem | FPS |
|----------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|     |         |     |
| BCAT     | 75.1  | 90.5  | 90.6  | 85.1  | 91.2  | 90.1  | 84.5  | 74.5  | 90.8  | 86.0  | 75.3  | 92.3  | 85.4 | 2241MB | 78.6|
| BCAT-KD  | 74.6  | 90.8  | 90.9  | 85.2  | 91.5  | 90.4  | 84.5  | 74.3  | 91.0  | 85.5  | 74.8  | 92.4  | 85.5 | 1780MB | 276.2|
| BCAT-DTF | 74.2  | 90.6  | 90.9  | 84.2  | 90.9  | 89.9  | 84.1  | 74.5  | 90.8  | 85.7  | 74.8  | 92.2  | 85.2 | 1780MB | 267.2|
| BCAT     | 74.1  | 89.8  | 90.1  | 88.1  | 89.5  | 92.5  | 87.3  | 73.3  | 92.3  | 88.4  | 74.2  | 92.5  | 86.0 | 4087MB | 74.2|
| BCAT-KD  | 75.4  | 90.0  | 92.8  | 88.0  | 90.4  | 92.8  | 87.1  | 74.1  | 92.4  | 86.2  | 75.8  | 93.5  | 86.5 | 2871MB | 263.9|
| BCAT-DTF | 75.3  | 90.0  | 92.9  | 88.6  | 90.3  | 92.7  | 87.4  | 73.7  | 92.5  | 86.7  | 75.4  | 93.5  | 86.6 | 2871MB | 253.1|

Fig. 4. Attention maps of images from two classes (i.e., ‘bicycle’ and ‘TV’) in the Office-Home dataset and two classes (i.e., ‘airplane’ and ‘cruise ship’) in the DomainNet dataset. The hotter the color, the higher the attention.

4.6 Visualization of Attention Maps

As illustrated by the attention maps in Fig. 4, the proposed ViT-based BCAT method is more adept at capturing important regions than the 'Source-only' baseline, while paying less attention to the background. For instance, compared to the 'Source-only' baseline, the BCAT method focuses almost exclusively on the bicycle in the first image and exhibits more pronounced attention areas on the target objects for the second to fourth images.

5 Conclusion

In this paper, we introduce the BCAT, which is built upon the proposed quadruple transformer block. By bidirectionally learning cross-attention between different domains to generate intermediate feature representations, the combination...
of bidirectional cross-attention and self-attention effectively enhances domain alignment. Experimental results demonstrate that our proposed BCAT surpasses existing state-of-the-art ResNet-based and transformer-based UDA methods on four benchmark datasets. In future research, we plan to explore the application of BCAT to other computer vision tasks such as semantic segmentation.
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Abstract. Multiple Source Adaptation (MSA) is a problem that involves identifying a predictor which minimizes the error for the target domain while utilizing the predictors from the source domains. In practice, the source domains typically exhibit varying probability distributions across the input space and are unknown to the learner. Consequently, accurate probability estimates are essential for effectively addressing the MSA problem. To this end, variation inference is an attractive approach that aims to approximate probability densities. Traditionally, it is done by maximizing a lower bound for the likelihood of the observed data (evidence), i.e. maximizing the Evidence Lower BOund (ELBO). Recently, researchers have proposed optimizing the Variational Rényi bound (VR) instead of ELBO, which can be biased or difficult to approximate due to high variance. To address these issues, we propose a new upper bound called Variational Rényi Log Upper bound (VRLU). Unlike existing VR bounds, the VRLU bound maintains the upper bound property when using the Monte Carlo (MC) approximation. Additionally, we introduce the Variational Rényi Sandwich (VRS) method, which jointly optimizes an upper and a lower bound, resulting in a more accurate density estimate. Following this, we apply the VRS density estimate to the MSA problem. We show, both theoretically and empirically, that using VRS estimators provides tighter error bounds and improved performance, compared to leading MSA methods.

Keywords: Multiple-Source Adaptation · Variational Inference · Rényi Divergence

1 Introduction

Traditional Machine Learning aims to learn a model on a set of training samples to find an objective function with minimum error on unseen test data. Most research in machine learning, both theoretical and empirical, assumes that models are trained and tested using data drawn from some fixed distribution. That is, the same distribution is shared among the training and test sets with similar joint probability distributions. This single-domain setting has been well studied,
and uniform convergence theory guarantees that a model’s empirical training error is close to its true error under such assumptions.

In real-world applications, this assumption breaks down easily, since training and test sets can originate from different distributions of the feature space. For instance, the statistical properties of a domain can evolve in time, or new samples can be collected from various sources, causing domain shifts. To overcome the breakdown, researchers proposed a new research area in machine learning called domain adaptation. In this setting, training and test sets are termed as the source and the target domains, respectively.

Specifically, domain adaptation is a scenario that arises when we aim to learn from a source data distribution, a well-performing model on a different (but related) target data distribution. A real-world example of domain adaptation is the common spam filtering problem. This problem consists of adapting a model from one user (the source distribution) to a new user who receives significantly different emails (the target distribution). In the problem of multiple-source domain adaptation (MSA), we ask whether the learner can combine relatively accurate predictors available for each source domain and derive an accurate predictor for any new mixture target domain.

A number of algorithms have been suggested in previous work [2,5] to solve the domain adaptation problem. However, most of them assume knowledge of the source domains’ data distribution. In general, estimating the data distribution is a difficult task, and achieving an accurate approximation might be intractable.

In many real-world problems, we are faced with probability distributions which are difficult to compute. This happens, in particular, when a distribution involves latent variables. Accordingly, strategies to approximate such distributions are required.

Variational inference (VI) is an attractive method to approximate posteriors in complex latent variables models [6]. It can handle intractable and possibly high-dimensional posteriors, and it makes Bayesian inference computationally efficient and scalable to large datasets. To this end, VI defines a simple distribution family, called the variational family, and then finds the member of the variational family that is closest to the true posterior distribution. This transforms the posterior inference into an optimization problem concerning the variational distribution.

One of the most successful applications of VI in the deep neural network realm is Variational Autoencoder (VAE) [8], which is a deep generative model that implements probabilistic model and variational Bayesian inference. Many techniques have been suggested to improve the accuracy and efficiency of variational methods [17]. Recent trends in variational inference have been dealing with the following aspects: scalability, accuracy, generalization and amortization.

In this work, we focus on the accuracy of the VAE model. A central part of the VI modeling approach is the choice of the divergence method used, which regularize the approximation of the posterior. Thus, the choice of the divergence measure can affect the accuracy of the approximation. Furthermore, using the selected divergence measure, one can devise lower and upper bounds for the
likelihood of the observed data (evidence), and estimate the true posterior. Following the work of Li and Turner [9], we suggest to use the Rényi divergence (a.k.a α divergence), and we make the following contributions:

- We present an upper bound for the evidence, called the Variational Rényi Log Upper bound (VRLU), which is based on the Variational Rényi bound [9], and preserves the upper bound property.
- We devise a (sandwiched) upper-lower bound variational inference method, termed VRS, to jointly optimize the Rényi upper and lower bounds. The VRS loss function combines the VR lower bound (with positive α) and VRLU, the new upper bound (with negative α), thus providing a tighter estimate for the log evidence.
- We link The VRS estimates to the MSA objective and provide tighter theoretical error bounds.
- We provide two algorithmic implementations, Difference of Convex (DC) programming and Stochastic Gradient Descent (SGD), that solve the MSA problem using the VRS density estimates.

2 Multiple-Source Adaptation

The MSA problem was first formalized and analyzed theoretically by Mansour, Mohri, and Rostamizadeh. In their paper [11], they presented the multiple sources domain adaptation problem setup and proved that for any target domain, there exists a hypothesis, referred to as the distribution weighted combining rule \( h_{\eta w} \), that achieves a low error rate with respect to the target domain. Nonetheless, it should be noted that the authors did not provide a method to determine or to learn the aforementioned hypothesis. Additionally, we note that the scope of the paper is limited to regression models and does not extend to the realm of probability models.

In a following paper by Hoffman, Mohri and Zhang [5], the authors extended the definition of the weighted combination rule \( h_{\eta w} \) to solve probabilistic models as well, using cross-entropy loss. They also proposed an iterative algorithm using DC programming, to find the vector \( w \) which is a crucial component of the hypothesis \( h_{\eta w} \). Even so, this algorithm assumes knowledge of the probabilities of the data points or at least requires accurate estimates for them. To assess the quality of their model, the authors used the Rényi divergence to measure the divergence between the true distribution and the approximated one [12]. Thus, the quality of their model is determined by the quality of the approximations of the probabilities.

In order to avoid the need for good estimates, Cortes et al. [2] proposed a discriminative technique using an estimate of the conditional probabilities \( p(i|x) \) for each source domain \( i \in \{1, ..., k\} \) (that is, the probability that point \( x \) belongs to source \( i \)). To do so, they had to modify the DC algorithm proposed in [5], to comply with their new distribution calculations.
2.1 MSA Problem Setup

We refer to a probability model where there is a distribution over the input space $X$. Each data point $x \in X$ has a corresponding label $y \in Y$, where $Y$ denotes the space of labels. The objective function, $f : X \rightarrow Y$, describes the correspondence between the data point and its label.

We will focus on the adaptation problem with $k$ source domains and a single target domain. For each domain $i \in \{1, ..., k\}$, we have a source distribution $p_i(x)$ and a corresponding probability hypothesis $h_i(x, y) \rightarrow [0, 1]$. More precisely, $h_i$ returns the probability that $f(x) = y$.

Let $L : [0, 1] \rightarrow R$ be a loss function penalizing errors with respect to $f$. The loss of hypothesis $h$ with respect to the objective function $f$ and a distribution $p$ is denoted by $\mathcal{L}(h, p, f)$ and defined as:

$$\mathcal{L}(h, p, f) := E_p[L(h, f)] = \sum_{x \in X} p(x) L(h(x, f(x)))$$  \hspace{1cm} (1)

We will refer to $L(h(x, f(x)))$ as $L(h, f)$ for simplicity. We will assume that the following properties hold for the loss function $L$:

- $L$ is non-negative: $\forall a \in [0, 1]: L(a) \geq 0$
- $L$ is convex.
- $L$ is bounded: $\exists M \geq 0$ s.t. $\forall a \in [0, 1]: L(a) \leq M$
- $L$ is continuous in both arguments.
- $L$ is symmetric.

We will assume that for each domain $i$, the hypothesis $h_i$ is a relatively accurate predictor for domain $i$ with the distribution $p_i$; i.e. there exists $\epsilon > 0$ such that:

$$\forall i \in \{1, ..., k\}, \mathcal{L}(h_i, p_i, f) \leq \epsilon$$  \hspace{1cm} (2)

We will denote the simplex: $\Delta = \{\lambda : \lambda_i \geq 0 \wedge \sum_{i=1}^{k} \lambda_i = 1\}$. The distribution of the target domain $p_T$ is assumed to be a mixture of the $k$ source distributions $p_1, ..., p_k$, that is:

$$p_T(x) = \sum_{i=1}^{k} \lambda_i p_i(x) \text{ (for } \lambda \in \Delta)$$  \hspace{1cm} (3)

2.2 Existence of a Good Hypothesis

The goal of solving the MSA problem is to establish a good\(^1\) predictor for the target domain, given the source domain’s predictors. A common assumption is that there is some relationship between the target domain and the distribution of the source domains.

Previous research [11] has shown that standard convex combinations of source predictors can perform sub-optimally in certain cases. Specifically, it has been

\(^1\) A good predictor: a predictor that provides a small error with respect to the target domain.
shown that even when the source predictors have zero loss, no convex combination can achieve a loss below a certain constant for a uniform mixture of the source distributions.

Alternatively, Mansour, Mohri, and Rostamizadeh [11] proposed a distribution-weighted solution and defined the distribution-weighted combination hypothesis for a regression model. Hoffman and Mohri [5] extended the distribution-weighted combination hypothesis to a probabilistic model, as follows:

**Definition 1. (distribution-weighted combination hypothesis)**

For any \( \lambda \in \Delta, \eta > 0 \) and \((x, y) \in X \times Y\):

\[
h^\eta_w(x, y) = \sum_{i=1}^{k} \frac{w_i p_i(x) + \eta \frac{U(x)}{k}}{\sum_{j=1}^{k} (w_j p_j(x)) + \eta U(x)} h_i(x, y)
\]

Where \( U(x) \) is the uniform distribution over \( X \).

In the probabilistic model case, we will use \( L \) as the binary cross entropy loss:

\[
L(h, f) = -\log h(x, f(x)),
\]

which maintain all the required properties stated in Sect. 2.1.

**Theorem 1.** For any target function \( f \in \{ f : \forall i \in \{1, \ldots, k\}, \mathcal{L}(h_i, p_i, f) \leq \epsilon \} \) and for any \( \delta > 0 \), there exist \( \eta > 0 \) and \( w \in \Delta \) such that \( \mathcal{L}(h^\eta_w, p, f) \leq \epsilon + \delta \) for any mixture parameter \( \lambda \).

Thus, for any fixed target function \( f \), the distribution-weighted combination hypothesis is a good hypothesis for the target domain (The proof of Theorem 1 is detailed in [11], and provided in Appendix A).

It should be noted that \( h^\eta_w \) is calculated based on the \( p_i \) distributions. However, in real-world scenarios, the learner may not have access to the true distributions \( p_i \) and would have to rely on estimated distributions \( \hat{p}_i \), obtained from the available data. We would like to address the construction procedure of \( h^\eta_w \) when the true distributions are unknown. We propose to use a variational inference method to estimate the true distributions, and apply these estimates, in turn, when solving the MSA problem.

### 3 Variational Inference

In probabilistic modeling, we aim to devise a probabilistic model, \( p_\theta \), that best explains the data. This is commonly done by maximizing the log-likelihood of the data (a.k.a log evidence), with respect to the model’s parameter \( \theta \).

For many latent models, the log evidence integral is unavailable in closed form or it is too complex to compute. A leading approach to handle such intractable cases is Variational Inference (VI). One of the most successful applications of VI in the deep neural network realm is Variational Autoencoder (VAE).
3.1 Variational Autoencoder

A variational autoencoder (VAE), is a deep generative model that implements probabilistic model and variational Bayesian inference. Introduced by Kingma and Welling [8], a VAE model is an autoencoder, designed to stochastically encode the input data into a constrained multivariate latent space (encoder), and then to reconstruct it as accurately as possible (decoder).

As we mentioned before, the integral of the marginal likelihood \( p_\theta(x) = \int p_\theta(x|z)p_\theta(z)dz \) is intractable. The intractability of \( p_\theta(x) \), is related to the intractability of the posterior distribution \( p_\theta(z|x) \) (By Bayes’ theorem: \( p_\theta(z|x) = \frac{p_\theta(x|z)p_\theta(z)}{p_\theta(x)} \)). To turn the posterior inference into a solvable problem, we aim to approximate it with a variational distribution \( q_\phi(z|x) \) (most commonly a Gaussian distribution) that minimize the KL divergence between them.

**Definition 2. Kulback-Leibler (KL) divergence [3,10]:** For discrete probability distributions \( p \) and \( q \), defined on the same probability space, the KL divergence from \( q \) to \( p \) is defined as follows:

\[
D_{KL}(p||q) = \sum_x p(x) \log \left( \frac{p(x)}{q(x)} \right)
\]  

The KL divergence between the variational distribution \( q_\phi \) and the true distribution \( p_\theta \) can be expressed as follows:

\[
D_{KL}(q_\phi(z|x)||p_\theta(z|x)) = -E_{z \sim q_\phi(z|x)} \left[ \log \left( \frac{p_\theta(z|x)}{q_\phi(z|x)} \right) \right]
= -E_{z \sim q_\phi(z|x)} \left[ \log (p_\theta(z, x)) - \log (q_\phi(z|x)) \right] + \log p_\theta(x)
\]  

Define the Evidence Lower BOnund (ELBO):

\[
\text{ELBO} := E_{z \sim q_\phi(z|x)} \left[ \log (p_\theta(z, x)) - \log (q_\phi(z|x)) \right]
\]  

It follows that:

\[
\log p_\theta(x) = D_{KL}(q_\phi(z|x)||p_\theta(z|x)) + \text{ELBO}
\]  

We note that the KL divergence is non-negative, thus, maximizing the ELBO results with the minimization of the KL divergence between \( q_\phi(z|x) \) and the true, intractable, posterior \( p_\theta(z|x) \).

ELBO optimization is a well-known method that has been studied in depth, and is applicable in many models, especially in VAE [15]. Nevertheless, using the ELBO can give rise to some drawbacks. For instance, the KL divergence does not always lead to best results - it tends to favour approximating distributions \( q_\phi \) that underestimate the entropy of the true posterior.

3.2 Rényi divergence

Another divergence method that measures the distance between two distribution, is the Rényi divergence (a.k.a \( \alpha \) divergence).
Definition 3. For discrete probability distributions \( p \) and \( q \), defined on the same probability space, the Rényi divergence from \( q \) to \( p \) is defined as follows:

\[
D_\alpha(p||q) = \frac{1}{\alpha - 1} \log \left( \sum_x \frac{p(x)^\alpha}{q(x)^{\alpha-1}} \right)
\]

(9)

Rényi divergence was originally defined for \( \alpha \in \{\alpha > 0, \alpha \neq 1\} \). This definition was extended to \( \alpha = 0, 1, +\infty \) by continuity. There are certain \( \alpha \) values for which Rényi divergence has wider application than the others, of particular interest are the values \( 0, 1/2, 1, 2, \) and \( \infty \) (specified in Table 3 Appendix B). We note that for \( \alpha \to 1 \):

\[
\lim_{\alpha \to 1} D_\alpha(p||q) = D_{KL}(p||q),
\]

i.e. the KL divergence is recovered. This fact forms a connection between Rényi divergence and KL divergence.

The definition of Rényi divergence was extended to \( \alpha < 0 \) as well. However, not all properties are preserved, and some are inverted. For example, Rényi divergence for negative orders is non-positive and concave in its first argument (cf. Fig. 2a) (Many other properties are described in Appendix B).

Definition 4. We will denote by \( d_\alpha(p||q) \) the exponential of Rényi divergence:

\[
d_\alpha(p||q) = e^{D_\alpha(p||q)} = \left( \sum_{x \in X} \frac{p(x)^\alpha}{q(x)^{\alpha-1}} \right)^{\frac{1}{\alpha - 1}}
\]

(10)

3.3 Variational Rényi

Consider approximating the evidence \( p_\theta(x) \) by minimizing Rényi’s \( \alpha \)-divergence between \( q_\phi(z|x) \) and the true posterior \( p_\theta(z|x) \), for some selected \( \alpha > 0 \). Extending the posterior \( p_\theta(z|x) \) and using Bayes’ theorem, we get:

\[
D_\alpha(q_\phi(z|x)||p_\theta(z|x)) = \frac{1}{\alpha - 1} \log \left( E_{z \sim q_\phi(z|x)} \left[ \left( \frac{q_\phi(z|x)}{p_\theta(z|x)} \right)^{\alpha-1} \right] \right)
\]

\[
= \log p_\theta(x) + \frac{1}{\alpha - 1} \log \left( E_{z \sim q_\phi(z|x)} \left[ \left( \frac{p_\theta(z, x)}{q_\phi(z|x)} \right)^{1-\alpha} \right] \right)
\]

(11)

Define the Variational Rényi (VR) bound [9]:

\[
\text{VR}_\alpha := \frac{1}{1 - \alpha} \log \left( E_{z \sim q_\phi(z|x)} \left[ \left( \frac{p_\theta(z, x)}{q_\phi(z|x)} \right)^{1-\alpha} \right] \right)
\]

(12)

It follows that:

\[
\log p_\theta(x) = D_\alpha(q_\phi(z|x)||p_\theta(z|x)) + \text{VR}_\alpha
\]

(13)

The VR bound can be extended for \( \alpha < 0 \). As \( D_\alpha(p||q) \geq 0 \) for \( \alpha \geq 0 \) and \( D_\alpha(p||q) \leq 0 \) for \( \alpha \leq 0 \) (see Fig. 2a), we can conclude that for \( \alpha \geq 0 \), \( \text{VR}_\alpha \) is a lower bound for \( \log p_\theta(x) \), and for \( \alpha \leq 0 \), \( \text{VR}_\alpha \) is an upper bound for \( \log p_\theta(x) \).
3.4 Monte Carlo Approximation

Both the ELBO and the Rényi bounds require empirical estimations. This is commonly done by sampling and averaging, i.e. a Monte Carlo (MC) approximation [13]. The MC approximation of the KL divergence is unbiased, which ensures the convergence of the ELBO optimization process. However, the MC approximation for the Rényi bound is biased, underestimating the true expectation. For positive $\alpha$, it means that the bound will be less tight, but it should still work. For negative $\alpha$, this becomes a real problem since it is an underestimate of an upper bound. More precisely, the MC approximation for the Rényi bound is:

$$\text{VR}_{\alpha} = \frac{1}{1-\alpha} \log \left( \frac{1}{K} \sum_{i=1}^{K} \left( \frac{p_{\theta}(z_i, x)}{q_{\phi}(z_i|x)} \right)^{1-\alpha} \right)$$  \hspace{1cm} (14)

For this to be unbiased, the expectation should be equal to the true value,

$$E_{z \sim q_{\phi}(z|x)} \left[ \text{VR}_{\alpha} \right] = \frac{1}{1-\alpha} E_{z \sim q_{\phi}(z|x)} \left[ \log \left( \frac{1}{K} \sum_{i=1}^{K} \left( \frac{p_{\theta}(z_i, x)}{q_{\phi}(z_i|x)} \right)^{1-\alpha} \right) \right]$$  \hspace{1cm} (15)

By Jensen’s inequality:

$$\leq \frac{1}{1-\alpha} \log \left( E_{z \sim q_{\phi}(z|x)} \left[ \frac{1}{K} \sum_{i=1}^{K} \left( \frac{p_{\theta}(z_i, x)}{q_{\phi}(z_i|x)} \right)^{1-\alpha} \right] \right)$$

$$= \frac{1}{1-\alpha} \log \left( E_{z \sim q_{\phi}(z|x)} \left[ \frac{p_{\theta}(z, x)}{q_{\phi}(z|x)} \right]^{1-\alpha} \right)$$  \hspace{1cm} (16)

Thus the approximation is actually an underestimate of the true bound. This characteristic was also discussed in [9,13], where the authors suggested improving the approximation quality by using more samples and using negative $\alpha$ values to improve the accuracy, at the cost of losing the upper-bound guarantee.

4 Rényi Bounds Optimization

4.1 Variational Rényi log upper bound (VRLU)

We suggest a different approach for estimating the upper bound while preserving the upper bound property. Consider the following inequalities:

$$1 - \frac{1}{x} \leq \log x \leq x - 1$$  \hspace{1cm} (17)

Where equality holds on both sides if and only if $x = 1$.

**Definition 5.** Variational Rényi Log Upper bound (VRLU):

$$\text{VRLU}_{\alpha} := \frac{1}{1-\alpha} \left( E_{z \sim q_{\phi}(z|x)} \left[ \frac{p_{\theta}(z, x)}{q_{\phi}(z|x)} \right]^{1-\alpha} - 1 \right)$$  \hspace{1cm} (18)
For negative $\alpha$, $\widehat{\text{VRLU}}_\alpha$ is an estimation of the Rényi upper bound, and an upper bound of the log evidence:

$$E_{z \sim q_\phi(z|x)} \left[ \frac{1}{1 - \alpha} \left( \frac{1}{K} \sum_{i=1}^{K} \left( \frac{p_\theta(z_i, x)}{q_\phi(z_i|x)} \right)^{1-\alpha} \right) - 1 \right] \geq \frac{1}{1 - \alpha} \log \left( E_{z \sim q_\phi(z|x)} \left[ \left( \frac{p_\theta(z_i, x)}{q_\phi(z_i|x)} \right)^{1-\alpha} \right] \right)$$

$$= \frac{1}{1 - \alpha} \log \left( E_{z \sim q_\phi(z|x)} \left[ \left( \frac{p_\theta(z_i, x)}{q_\phi(z_i|x)} \right)^{1-\alpha} \right] \right)$$

(19)

Note that the inequalities in (17) become tighter as the argument of the log is closer to 1. In the Rényi bound approximation (14), this argument is:

$1/k \sum (p_\theta(z, x)/q_\phi(z|x))^{1-\alpha}$. Thus, the approximation becomes tighter as the variational distribution, $q_\phi$, is getting closer to the true distribution $p_\theta$ (the lower the divergence, the tighter the approximation), which is exactly the goal of the optimization.

Figure 1 shows the bias of MC approximations for both bounds, $\text{VR}_\alpha$ and $\text{VRLU}_\alpha$, over a range of negative $\alpha$ values. We can see that the MC approximations for $\text{VR}_\alpha$ are biased and get better as the sample size $K$ increases. On the other hand, the MC approximation for $\text{VRLU}_\alpha$ preserves the upper bound property and has a relatively low variance. Therefore, $\text{VRLU}_\alpha$ is a more suitable choice as an upper bound for negative $\alpha$ and may be used as an objective for risk minimization.

![Fig. 1. VR_\alpha and VRLU_\alpha, vs. their Monte Carlo approximations with different sample sizes, K, over a range of negative \alpha values, using fixed distributions: p \sim N(0, 1) and q \sim N(1.5, 1).](image-url)
4.2 Upper-Lower Bound Optimization

Using the new upper bound, \( VRLU_\alpha \), we devised \( VRS_{\alpha_+,\alpha_-} \), a (sandwiched) upper-lower bound variational inference algorithm for jointly minimizing Rényi upper and lower bounds. \( VRS_{\alpha_+,\alpha_-} \) combined both the upper and lower Rényi bounds, where the lower bound \( VR_{\alpha_-} \) is computed as in equation (14) for a constant positive \( \alpha \), and the upper bound \( VRLU_{\alpha_+} \) is computed as in equation (18) for a constant negative \( \alpha \). The overall \( VRS_{\alpha_+,\alpha_-} \) loss is the average of both terms, i.e.

\[
VRS_{\alpha_+,\alpha_-} := \frac{VRLU_{\alpha_-} + VR_{\alpha_+}}{2}
\]  

(20)

Since \( VR_{\alpha_+} \leq \log p_{\theta}(x) \leq VR_{\alpha_-} \leq VRLU_{\alpha_-} \), our sandwiched loss provides a beneficial estimate for the log-likelihood of the evidence. (See VRS experiments in Appendix C).

5 MSA with Estimated Probabilities

In the MSA problem setting, it is assumed that each domain hypothesis has a small error on its domain (see equation (2)). Previous researches [5,12] showed that for each domain \( i \in \{1, ..., k\} \), the loss of hypothesis \( h_i \) with respect to the objective function \( f \) and the estimated distribution \( \hat{p}_i \) is bounded.

**Corollary 1.** Let \( \hat{p}_i \) be an estimation of the original domain distribution \( p_i \). The following inequality holds for any \( \alpha > 1 \):

\[
\mathcal{L}(h_i, \hat{p}_i, f) \leq [d_\alpha(\hat{p}_i||p_i)\epsilon]^{\frac{\alpha-1}{\alpha}} M^{\frac{1}{\alpha}}
\]  

(21)

To estimate the density using our VRS method, positive and negative \( \alpha \) values must be used. Thus, using \( \alpha < 1 \), we derived a new lower bound for \( \mathcal{L}(h_i, \hat{p}_i, f) \). This lower bound can be used to confirm that the use of approximated probabilities does not result in an excessive error. Additionally, using both upper and lower bounds we can achieve a more accurate estimate of the loss.

**Corollary 2.** Let \( \hat{p}_i \) be an estimation of the original domain distribution \( p_i \). The following inequality holds for any \( \alpha < 1 \):

\[
\mathcal{L}(h_i, \hat{p}_i, f) \geq (d_\alpha(\hat{p}_i||p_i))^\frac{\alpha-1}{\alpha} \psi
\]  

(22)

Where \( \psi = \left[ \sum_{x \in X} p_i(x)L(h_i, f)^{\alpha_1}\right]^{\frac{\alpha-1}{\alpha}} \)

Let’s set \( \mathcal{L}_\alpha(\hat{p}, p) := (d_\alpha(\hat{p}||p))^\frac{\alpha-1}{\alpha} \). Figure 2b presents an example of different \( \mathcal{L}_\alpha(\hat{p}, p) \) values. The figure shows that as the estimated distribution \( \hat{p} \) approaches the true distribution \( p \), the bounds on the loss function become increasingly similar.

Using Theorem 1 and Corollary 1, one can derive Corollary 3:

\(^3\) Proofs for Corollaries 1, 2, and 3 are detailed in Appendix D.
Corollary 3. Let $p_T$ be an arbitrary target distribution. For any $\delta > 0$, there exists $\eta > 0$ and $w \in \Delta$, such that the following inequality holds for any $\alpha > 1$ and any mixture parameter $\lambda$:

$$L(h_{\eta}^\alpha, p_T, f) \leq [(e^* + \delta) d_\alpha(p_T||\hat{p}_\lambda)]^{\frac{\alpha - 1}{\alpha}} M^{\frac{1}{\alpha}}$$  \hspace{1cm} (23)

Where $e^* = \max_{i \in \{1, \ldots, k\}} [d_\alpha(\hat{p}_i||p_i)]^{\frac{\alpha - 1}{\alpha}} M^{\frac{1}{\alpha}}$, $\hat{p}_\lambda = \sum_{i=1}^k \lambda_i \hat{p}_i(x)$ (for $\lambda \in \Delta$) and $h_{\eta}^\alpha$ is our good hypothesis defined in Definition 1 but calculated with $\hat{p}_i$.

In summary, we have shown in this section that estimated distributions can be effectively used to calculate a reliable distribution-weighted combining rule. We have also demonstrated that the error arising from the use of estimated distributions is bounded. Thus, we can address the MSA problem in real-world applications, when the true distributions are unknown.

6 Results

In this section, we report on a series of experiments designed to evaluate our methods for solving MSA problem using real-world datasets, and utilizing the VRS model to estimate the probabilities $\hat{p}_i$. We term the technique described above VRS-MSA.

6.1 Digit Experiment

In the following experiment, we used the MNIST, USPS, and SVHN datasets as our source domains, all of which contain digit images (See Fig. 3b).

---

4 All experiments were conducted using PyTorch; https://github.com/DanaOshri/Multiple-Source-Adaptation-using-Variational-R-nyi-Bound-Optimization.
For each source domain we trained a convolutional neural network (CNN) with the same setup as in [4] and used the output from the softmax score layer as our base predictors $h_i$. We also trained VRS models for each domain over the domain’s training set. We used these trained models to approximate the domains’ distributions $\hat{p}_i$.

For our DC programming algorithm, we used 1,000 image-label pairs from each domain, thus a total of 3,000 labeled pairs to learn the parameter $w$. We compared our VRS-MSA algorithm against the results presented in [2]. Since the training and testing datasets are fixed, we simply report the numbers from the original paper. We measured the performance of these baselines on each of the three test datasets, on combinations of two test datasets, and on all test datasets combined. We compared our VRS-MSA model against each source predictor (CNN for MNIST, USPS and SVHN), the GMSA model that uses kernel density estimation to approximate $p_i$ [5], and the original VAE. The results are reported in Table 1 (full table provided in Appendix E).

Our VRS-MSA model demonstrates competitive performance, with particularly strong results on the union of SVHN and MNIST test set and the union of SVHN, MNIST and USPS test set. However, the performance on the SVHN domain is lower in comparison to the other classifiers. Analysis of the weights vector $w = (w_{\text{MNIST}} : 0.73, w_{\text{USPS}} : 0.19, w_{\text{SVHN}} : 0.08)$ provided by the DC programming method revealed that the value for the SVHN domain, represented by $w_{\text{SVHN}}$, is quite small at 0.08. Since the distribution weighted combining rule is a weighted combination of all source hypotheses with weights $w$, this indicates that the SVHN domain has a minimal impact on the result of $h_\eta^w$.

Furthermore, we devised a method that uses Stochastic Gradient Descent (SGD), rather than DC programming, to get a good classifier for the target domain. For each image $x$, every possible label $y_1, \ldots, y_c$, and every source domain, we created the following input: $< p_1(x, y_1), \ldots, p_1(x, y_c), \ldots, p_k(x, y_1), \ldots,$

### Table 1. Digit Dataset Accuracy (s - SVHN, m - MNIST and u - USPS.) Previous results were taken from [2].

| Models         | Test datasets | s  | m  | u  | mu | su | sm | smu | mean |
|----------------|---------------|----|----|----|----|----|----|-----|------|
| CNN-s          |               | 92.3 | 66.9 | 65.6 | 66.7 | 90.4 | 85.2 | 84.2 | 78.8  |
| CNN-m          |               | 15.7 | **99.2** | 79.7 | 96.0 | 20.3 | 38.9 | 41.0 | 55.8  |
| CNN-u          |               | 16.7 | 62.3 | **96.6** | 68.1 | 22.5 | 29.4 | 32.9 | 46.9  |
| GMSA           |               | 91.4 | 98.8 | 95.6 | **98.3** | 91.7 | 93.5 | 93.6 | 94.7  |
| VAE-MSA        |               | 72.1 | 97.7 | 94.6 | 96.0 | 92.3 | 95.7 | 95.7 | 92.0  |
| $VRS_{2, -2}$-MSA |              | 74.2 | 99.1 | 94.7 | 96.5 | 89.3 | **96.1** | **95.6** | 92.2  |
| $VRS_{0.5, -0.5}$-MSA |            | 76.0 | 99.1 | 94.6 | 96.5 | 89.4 | 95.8 | 95.4 | 92.4  |
| $VRS_{2, -2}$-SGD |              | 93.7 | 99.0 | 94.7 | **98.3** | 93.8 | 95.2 | 95.2 | **95.7** |
| $VRS_{0.5, -0.5}$-SGD |            | **93.9** | 98.4 | 94.9 | 97.8 | **94.0** | 95.2 | 95.2 | 95.6  |
p_k(x, y_c), h_1(x, y_1), ..., h_k(x, y_c), ..., h_k(x, y_1), ..., h_k(x, y_c) >. Given image x, the SGD model learns a matching between the input vector above and the true label of x. This method is termed VRS-SGD. Similarly to VRS-MSA, we used 1000 images from each domain to train the SGD model. The results of the VRS-SGD are reported at the last section of Table 1.

The SGD score for the SVHN test set stands out as the highest, leading to an improvement in the combined test set that includes both SVHN and USPS. One advantage of the VRS-SGD method is its ability to overcome the issue of misalignment among different VRS models by adjusting its learned weights to match the input scale. This makes the VRS-SGD method particularly valuable when working with source domains where the probabilities are smaller compared to other domains.

6.2 Office Experiment

In the following experiment, we used the Office31 dataset, which is used mainly in domain adaptation scenarios. The Office31 dataset includes 31 object categories in three domains: Amazon, DSLR, and Webcam (see Fig. 3a).

We divided each dataset into two splits, following the setting in [14]. For the training data, we used 20 samples per category for Amazon and 7 for both DSLR and Webcam. We used the rest of the samples as test sets. For each domain, we used ResNet50 architecture, pre-trained on ImageNet, and trained it using the domain’s training set. We extracted the penultimate layer output from ResNet50 architecture and trained our VRS model on this pre-trained feature, to approximate the distributions p_i. For our predictors h_i, we extracted the output from ResNet50 architecture and used softmax layer to calculate the probabilities.

We compared our VRS-MSA model against previous results presented by Cortes et al. [2]. While Cortes et al. only provided results for individual test sets, we additionally present results for various combinations of test sets, providing a more comprehensive comparison of the performance of our VRS model. The results are reported in Table 2 (full table provided in Appendix E).

Our VRS-MSA model demonstrates competitive scores, with particularly strong results on the test set DSLR. We note that the DSLR’s high score comes
at the expense of Amazon and Webcam’s high scores. This is mainly because the vector $w = (w_{Amazon}: 0.25, w_{DSLR}: 0.71, w_{Webcam}: 0.04)$ learned in the DC programming algorithm determined high weight to DSLR. Likewise, the VRS-SGD method achieved competitive scores compared to the models using the DC algorithm. We can see that the VRS-SGD score for the Amazon test set is the highest and as a result, the scores on test sets that include Amazon were also improved.

### 7 Summary

In this study, we reviewed and analyzed the MSA problem, and established the need for accurate density estimations. We presented a new upper bound for the log evidence, termed VRLU, in which its MC approximation preserves the upper bound property, and used it to devise a new (sandwiched) upper-lower bound method termed VRS. We demonstrated the usage of VRS in MSA applications, where the true distributions are unknown.

To this end, we devised two methods, VRS-MSA and VRS-SGD. In the empirical evaluation, both methods demonstrated competitive performances, and in certain instances even surpassed the performance of models reported in previous studies.

Our current efforts are directed to further enhance and extend the VRS-MSA method. Specifically, in this work, we haven’t formed a connection between the latent variables of each VRS model of the different domains. It will be interesting to see how such a connection (of normalization, scaling of the probability measurements, or latent space alignment) will affect the resulting solution for the MSA problem. This direction is left for future research efforts.

**Ethical Statement:** There are no ethical issues.
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\textbf{Abstract.} While large volumes of unlabeled data are usually available, associated labels are often scarce. The unsupervised domain adaptation problem aims at exploiting labels from a source domain to classify data from a related, yet different, target domain. When time series are at stake, new difficulties arise as temporal shifts may appear in addition to the standard feature distribution shift. In this paper, we introduce the Match-And-Deform (MAD) approach that aims at finding correspondences between the source and target time series while allowing temporal distortions. The associated optimization problem simultaneously aligns the series thanks to an optimal transport loss and the time stamps through dynamic time warping. When embedded into a deep neural network, MAD helps learning new representations of time series that both align the domains and maximize the discriminative power of the network. Empirical studies on benchmark datasets and remote sensing data demonstrate that MAD makes meaningful sample-to-sample pairing and time shift estimation, reaching similar or better classification performance than state-of-the-art deep time series domain adaptation strategies.

\textbf{Keywords:} domain adaptation \textperiodcentered time series \textperiodcentered optimal transport \textperiodcentered dynamic time warping

\section{Introduction}

A standard assumption in machine learning is that the training and the test data are drawn from the same distribution. When this assumption is not met, trained models often have degraded performances because of their poor generalization ability. Domain adaptation (DA) is the branch of machine learning that tackles this generalisation problem when the difference in distribution can be expressed

\textbf{Supplementary Information} The online version contains supplementary material available at \url{https://doi.org/10.1007/978-3-031-43424-2_21}.
Fig. 1. Match-And-Deform (|C|-MAD) takes two time series datasets as inputs: a source (labelled) dataset and a target (unlabelled) dataset. It jointly computes an optimal transport (OT) coupling matrix $\gamma$ and $|\mathcal{C}|$ class-wise dynamic time warping (DTW) paths $\{\pi_c\}_{c \in \mathcal{C}}$. The OT cost is derived from the pairwise distances yielded by the DTW paths while the DTW cost is weighted by the OT plan. These outputs are then used to improve classification in the target dataset.

as a shift, allowing for improving task efficiency on a target domain by using all available information from a source domain. When dealing with time series data, that are ubiquitous in many real-world situations, being able to learn across time series domains is a challenging task as temporal deformations between domains might occur in addition to the feature distribution shift.

Most of the literature in DA focuses on bridging the distribution shift, either by aligning distributions or by finding a common representation space \cite{16,20}. In unsupervised DA frameworks, training is performed on the source domain data relying on this common representation so that effective performance on the target domain can be expected. A standard approach consists in using adversarial training to push a deep neural network model into learning domain-invariant intermediate representations \cite{7}. This approach has been extended to the time series context by using dedicated network architectures. In VRADA \cite{15}, variational recurrent neural networks are considered while in the state-of-the-art method CoDATS \cite{21}, the feature extraction block is made of convolutional layers. However, these methods operate on pooled features in which the time dimension has vanished and, as such, ignore the impact of potential temporal dynamics across multiple yet related time series.

Optimal transport (OT) is an efficient tool for DA, in both unsupervised and semi-supervised learning. It can be used to evaluate the distribution shift as a non-linear function \cite{3} or, as done in more recent works, it can help design deep neural network losses that take into account the dissimilarity between the
domains [4]. OT-based DA methods have proven useful in many applications but do not encode any temporal coherence that should be kept when dealing with time series data.

The approach presented in this paper, coined Match-And-Deform (MAD), combines OT with dynamic time warping (DTW) to achieve time series matching and timestamp alignment. This yields a dissimilarity measure that relies on a temporally realigned sample-to-sample matching. In other words, MAD evaluates the feature distribution shift between domains up to a global temporal alignment. MAD can then be used as a loss function in a neural network to learn a domain-invariant latent representation.

In the following, the background on DTW and OT are introduced. MAD and its use as a loss for DA are then presented and experimentally compared to standard competitors, considering classification tasks on benchmark time series datasets but also on remote sensing time series datasets as an application framework. Finally, we discuss related works and present perspectives.

2 Background

In the sequel, we aim at finding a coupling between samples of two datasets, up to a global temporal shift. For that purpose, we jointly solve two alignment problems: (i) a temporal realignment (of the timestamps) of the datasets and (ii) a matching between time series (samples). Both rely on related linear optimization problems that differ in the nature of the coupling involved.

In a general way, the optimisation problem for comparing two objects (either time series or distributions) \( x \) and \( x' \) can be stated as:

\[
J\left(C(x, x'), II\right) = \arg \min_{\pi \in II} \left( C(x, x'), \pi \right),
\]

in which \( II \) is a set of admissible couplings. A coupling will either be a temporal alignment if \( x \) and \( x' \) are time series or a matching between samples if they are distributions, with appropriate constraint sets, as detailed later in this section. The solution \( J(\cdot, \cdot) \) of the optimization problem is called the optimal coupling matrix. The cost matrix \( C(x, x') = \{d(x^i, x'^j)\}_{ij} \) stores distances \( d(x^i, x'^j) \) between atomic elements \( x^i \) and \( x'^j \), respectively from \( x \) and \( x' \).

**Dynamic Time Warping (DTW)** is an instance of problem (1) whose goal is to match two (multivariate) time series \( x \in \mathbb{R}^{T \times q} \), and \( x' \in \mathbb{R}^{T' \times q} \) as:

\[
\text{DTW}(x, x') = J\left(C(x, x'), \mathcal{A}(T, T') \right).
\]

Here, \( C(x, x') \) stores Euclidean distances between \( q \)-dimensional atomic elements and \( \mathcal{A}(T, T') \) is the set of admissible timestamps alignments between series of respective lengths \( T \) and \( T' \). An admissible alignment \( \pi \in \mathcal{A}(T, T') \) is a binary \( T \times T' \)-matrix that matches timestamps between time series \( x \) and \( x' \). Its non-zero entries should form a connected path between cells \((1, 1)\) and \((T, T')\). This
definition allows for efficient computation in quadratic time using dynamic programming [18]. Note that DTW can be seen as seeking a temporal transformation (in the form of repeated samples) such that the Euclidean distance between transformed series is minimized.

**Optimal Transport (OT)** is another instance of the same general optimization problem (1) that defines a distance between two probability measures. The discrete probability measures \(X\) and \(X'\) are sets of weighted samples in \(\mathbb{R}^q\): \(\{(x^i, w^i)\}_{i=1}^n\) with \(\sum_i w^i = 1\) and \(\{(x'^j, w'^j)\}_{j=1}^{n'}\) with \(\sum_j w'^j = 1\). When no prior information is available, weights are set uniformly. OT defines a distance between \(X\) and \(X'\) by seeking the transport plan \(\gamma \in \Gamma(w, w')\) that minimises the transport cost:

\[
\text{OT}(X, X') = J\left( C(X, X'), \Gamma(w, w') \right).
\]

(3)

\(\Gamma(w, w')\) is the set of admissible transport plans, i.e. the set of linear transports such that all the mass from \(X\) is transported toward all the mass of \(X'\):

\[
\Gamma(w, w') = \{ \gamma | \gamma \geq 0, \gamma 1_{n'} = w, \gamma^\top 1_n = w' \}
\]

with \(1_n\) a \(n\)-vector of ones. The transport plan \(\gamma\) is a \(n \times n'\)-matrix whose elements \(\gamma_{ij}\) indicate the amount of mass transported from \(x^i\) to \(x'^j\). The transport plan is sparse, with at most \(n + n' - 1\) elements that are non-zeros. The most common algorithmic tools to solve the discrete OT problem are borrowed from combinatorial optimisation and linear programming (see [14] for a thorough review).

### 3 Match-And-Deform (MAD)

In an unsupervised time series domain adaptation context, let us consider a source dataset \((X, Y) \in \mathbb{R}^{n \times T \times q} \times C^n\) and a dataset from a target domain \(X' \in \mathbb{R}^{n' \times T' \times q}\). \(X = (x^i_1; \ldots; x^i_T)_{i=1}^n\) and \(X' = (x'^j_1; \ldots; x'^j_{T'})_{j=1}^{n'}\) represent multidimensional time series data \((q \geq 1)\) with lengths \(T\) and \(T'\), respectively. Both domains share the same label space \(C\) but only source labels \(Y\) are observed. Our goal is to classify target data, using knowledge transferred from source data.

Despite its widespread use, DTW is limited to finding a temporal alignment between two single time series \(x \in \mathbb{R}^{T \times q}\), and \(x' \in \mathbb{R}^{T' \times q}\), without any consideration for the alignment of sets of series. On the other hand, OT is designed to match datasets regardless of any temporal dimension. A simple approach to combine both matchings is to use DTW as the inner cost \(C(X, X')\) of an OT problem. However, we argue that this would result in spurious matchings, due to the many degrees of freedom introduced by individual DTW computations (see Experiments section). Instead, we introduce a new metric, coined Match-And-Deform (MAD), that jointly optimizes a global DTW alignment and an OT
coupling to match two sets of time series, as illustrated in Fig. 1. Let us therefore define MAD as:

$$
\text{MAD}(X, X') = \arg \min_{\gamma \in \Gamma(w, w')} \langle L(X, X') \otimes \pi, \gamma \rangle
$$

$$
= \arg \min_{\gamma \in \Gamma(w, w')} \sum_{i,j} \sum_{\ell, m} d(x^i_{\ell}, x'^j_{m}) \pi_{\ell m} \gamma_{ij}.
$$

(4)

Here, $L(X, X')$ is a 4-dimensional tensor whose elements are $L_{i,j,\ell,m} = d(x^i_{\ell}, x'^j_{m})$, with $d : \mathbb{R}^q \times \mathbb{R}^q \rightarrow \mathbb{R}^+$ being a distance. $\otimes$ is the tensor-matrix multiplication. $\pi$ is a global DTW alignment between timestamps and $\gamma$ is a transport plan between samples from $X$ and $X'$.

By combining metrics that operate between time series and samples in a single optimization problem, MAD gets the best of both worlds: it seeks a transport plan $\gamma$ that matches samples up to a global temporal transformation $\pi$ (in the form of repeated samples, see the DTW presentation in Background section), hence defining a metric between datasets that is invariant to dataset-wide time shifts. Note that MAD seeks for a global temporal alignment between datasets, which implies that all series inside a dataset have the same length, otherwise matching timestamps through $\pi$ would be meaningless.

The optimization problem in Eq. (4) can be further extended to the case of distinct DTW mappings for each class $c$ in the source data. This results in the following optimization problem, coined $|C|$-MAD:

$$
|C|\text{-MAD}(X, X', Y) = \arg \min_{\gamma \in \Gamma(w, w')} \sum_{i,j} \sum_{\ell, m} L_{i,j,\ell,m} \pi_{\ell m}^{(y)} \gamma_{ij}.
$$

(5)

In that case, $|C|$ DTW alignments are involved, one for each class $c$. $\pi^{(y)}$ denotes the DTW matrix associated to the class $y^i$ of $x^i$. This more flexible formulation allows adapting to different temporal distortions that might occur across classes.

**Properties.** Let us now study some of the properties of this new similarity measure. Our first property links Optimal Transport, MAD and $|C|$-MAD problems.

**Property 1.** Let $X \in \mathbb{R}^{n \times T \times q}$ and $X' \in \mathbb{R}^{n' \times T' \times q}$ be time series datasets. Let $\text{OT}_{\text{DTW}}(X, X')$ be the solution of the OT problem with cost $C(X, X') = \{\text{DTW}(x, x')\}_{x, x' \in X, X'}$, and let us denote $\text{cost}(\cdot)$ the cost associated to a solution of any optimization problem. We have:

$$
\text{cost}\left(\text{OT}_{\text{DTW}}(X, X')\right) \leq \text{cost}\left(|C|\text{-MAD}(X, X', Y)\right) \leq \text{cost}\left(\text{MAD}(X, X')\right).
$$

Moreover, MAD inherits properties from the OT field. Typically, the transport plans $\gamma$ resulting from MAD and $|C|$-MAD are sparse. If $n = n'$ and uniform weights are considered, there always exists a transport plan solution of the MAD (resp. $|C|$-MAD) problem that is a permutation matrix, as stated in the following property.
Algorithm 1. |C|-MAD optimization via BCD

1: **Input:** weighted time series datasets \(X\) and \(X'\), initial DTW paths \(\{\pi^{(c)}\}\)
2: repeat
3: Compute \(C_{OT}(X, X', Y, \{\pi^{(c)}\})\) using Eq. (6)
4: \(\gamma \leftarrow J\left(C_{OT}(X, X', Y, \{\pi^{(c)}\}), \Gamma(w, w')\right)\)
5: for \(c = 1. .. |C|\) do
6: Compute \(C_{DTW}^{(c)}(X, X', \gamma)\) using Eq. (7)
7: \(\pi^{(c)} \leftarrow J\left(C_{DTW}^{(c)}(X, X', \gamma), A(T, T')\right)\)
8: end for
9: until convergence

**Property 2.** Let \(X\) and \(X'\) be datasets each composed of \(n\) time series, and let us assume uniform weights, \(w = w' = (1/n, \ldots, 1/n)\). There exists a transport plan solution to the MAD (resp. |C|-MAD) problem that is a one-to-one matching, \(i.e.\) each sample from \(X\) is matched to exactly one sample in \(X'\) (and conversely).

Proofs for these properties are provided as Supplementary Material.

**Optimization.** Let us consider the joint optimization problem introduced in Eq. (5), which involves \(|C|\) finite sets of admissible DTW paths and a continuous space with linear constraints for the OT plan. Extension to solving the problem of Eq. (4) is straightforward. We perform a Block Coordinate Descent (BCD) to optimize the corresponding loss. BCD is a simple iterative algorithm for non-convex optimization problems in which one set of parameters is optimized while the others are held fixed at each step; this algorithm has already been used in similar contexts, \(i.e.\) in [17]. In our case, one of the involved maps is optimized with all the other ones fixed, giving \(|C| + 1\) intertwined optimization problems in the form of Eq. (1). Indeed for a given set of DTW paths \(\{\pi^{(c)}\}_{c=1}^{|C|}\), the problem in Eq. (5) boils down to a linear OT problem with a cost matrix defined as:

\[
C_{OT}(X, X', Y, \{\pi^{(c)}\}) = \left\{ \sum_{\ell, m} L^{(y')}_{i, j} \pi^{(c)}_{\ell, m} \right\}_{i, j}.
\]  

(6)

Similarly, for a fixed transport plan \(\gamma\), solving the problem in Eq. (5) with respect to a given class-specific DTW path \(\pi^{(c)}\) is a DTW problem in which the cost matrix is:

\[
C_{DTW}^{(c)}(X, X', \gamma) = \left\{ \sum_{i, s.t. y' = c, j} L^{(y')}_{\ell, m} \gamma_{ij} \right\}_{\ell, m}.
\]  

(7)

Hence, it leads to optimizing independently \(|C|\) DTW alignment problems.

The resulting BCD optimization is presented in Algorithm 1. Note that in each update step, we get an optimal value for the considered map given the other ones fixed, hence the sequence of \(|C|\)-MAD losses is both decreasing and lower bounded by zero, thus converging to a local optimum.
4 Neural Domain Adaptation with a MAD Loss

OT has been successfully used as a loss to measure the discrepancy between source and target domain samples embedded into a latent space. Similarly to DeepJDOT [4], our proposal considers a deep unsupervised temporal DA model that relies on MAD or $|C|$-MAD as a regularization loss function.

The deep neural network architecture of DeepJDOT is composed of two parts: (i) an embedding function $g_\Omega$ that maps the inputs into a given latent space, and (ii) a classifier $f_\theta$ that maps the latent representation of the samples into a label space shared by both source and target domains. OT is applied on the output of the embeddings such that $g_\Omega$ yields a discriminant yet domain invariant representation of the data. When dealing with temporal data, we minimize the following overall loss function over $\{\pi^{(c)}\}_c$, $\gamma$, $\Omega$ and $\theta$:

$$
\mathcal{L}(X, Y, X') = \frac{1}{n} \sum_i \mathcal{L}_s(y^i, f_\theta(g_\Omega(x^i))) + \\
\sum_{i,j} \gamma_{ij} \left( \alpha \sum_{\ell,m} \pi_{\ell,m}^{(y^i)} \mathcal{L}_t(g_\Omega(X), g_\Omega(X'))_{\ell,m} + \beta \mathcal{L}_t(y^i, f_\theta(g_\Omega(x'^j))) \right)
$$

where $\mathcal{L}_s(\cdot, \cdot)$ and $\mathcal{L}_t(\cdot, \cdot)$ are cross entropy losses, $\gamma$ (resp. $\{\pi^{(c)}\}_c$) is the transport plan (resp. the set of DTW paths) yielded by $|C|$-MAD. The first part (A) of the loss is a classification loss on the source domain; (B) and (C) rely on the OT plan $\gamma_{ij}$: (C) seeks to align the labels of the source time series with the predicted labels of their matched ($\gamma_{ij} > 0$) target time series. The difference with DeepJDOT lies in the term (B) of Eq. (8). This part aims at aligning the latent representations of the time series from the source and target domains that have been matched, the main difference here is that the embeddings of $x^i$ and $x'^j$ are additionally temporally realigned thanks to the DTW mapping $\pi^{(y^i)}$. Finally, $\alpha$ and $\beta$ are hyper-parameters to balance terms (B) and (C) in the global loss.

This loss can be minimized to zero if (i) the classifier achieves perfect accuracy on source data, (ii) the distribution of features at the output of the embedding for the source and target domains match up to a global temporal alignment per class, and (iii) source labels and target predictions are matched by the MAD transport plan.

**Optimization.** The loss function described in Eq. (8) is optimized over two groups of parameters: (i) the neural network parameters $\theta$ and $\Omega$ and (ii) MAD transport plan $\gamma$ and DTW paths $\{\pi^{(c)}\}_c$. Similar to what is done in [4], we use an approximate optimization procedure that relies on stochastic gradients. For each mini-batch, a forward pass is performed during which mini-batch-specific $\gamma$ and $\{\pi^{(c)}\}_c$ maps are estimated using Algorithm 1, for fixed network blocks $g_\Omega$ and $f_\theta$. While the DTW cost matrix presented in Eq. (7) remains unchanged, the OT cost gets an extra term from the cross-domain label mapping:
\[
\left\{ \alpha \sum_{\ell,m} \pi_{\ell m}^{(y_i)} L(g_{\Omega}(X), g_{\Omega}(X'))_{\ell,m} + \beta \mathcal{L}_i \left( y^i, f_\theta(g_{\Omega}(X'^i)) \right) \right\}_{i,j}.
\]

To initialize the learning process, we use random DTW paths and, when repeating this process for consecutive mini-batches of data, we use the DTW paths from the previous mini-batch as initializers. Note that even though stochastic optimisation can be expected to converge towards optimal parameters $\Omega$ and $\theta$, it is not the case for the MAD parameters: it is known from the OT literature [8] that the expected value of the OT plan over the mini-batches does not converge to the full OT coupling. However, authors of [4] claim that the resulting non-sparse estimated plan can act as a regularizer to enforce mass sharing between similar samples.

**Complexity.** Assuming time series lengths in both datasets are comparable, and relying on the sparsity of $\gamma$ and $\pi^{(c)}$, computing the cost matrices $C_{\text{OT}}$ and $\{C_{\text{DTW}}^{(c)}\}$ can be done in $O(b^2 T e + b T^2 e)$ where $b$ is the number of series in a mini-batch and $e$ is the dimension of the embedding $g_{\Omega}(\cdot)$. Given a pre-computed cost matrix, each DTW computation is of complexity $O(T^2)$ and similarly, the complexity for the OT solving step is $O(b^3 \log b)$. The overall complexity for each iteration of Algorithm 1 is then $O(b^2 (b \log b + T e) + (b e + |C|) T^2)$. We observe in practice that, in all our experiments, a few iterations were sufficient to reach convergence (characterised by DTW paths not evolving anymore).

### 5 Experiments

The use of MAD and $|C|$-MAD as losses for neural domain adaptation is now assessed considering a real remote sensing dataset, for which there exists a known global temporal shift between the (classes of the) domains due to different weather conditions. We further study its use in a motion capture context.\(^1\)

**Backbone Architecture.** In order to evaluate the impact of the MAD regularization loss for domain adaptation, we use the exact same deep neural network architecture as in CoDATS [21]. The feature extractor $g_{\Omega}$ is composed of a stack of 3 convolutional layers followed by batch normalization. The classification head $f_\theta$ then consists of a global average pooling followed by a single fully-connected layer, as shown in Fig. 2. The first layer of the feature extractor has 128 filters of size 8, the second layer has 256 filters of size 5 and the third layer has 128 filters of size 3. Note that, for CoDATS, the domain adversarial classification head is plugged after the pooling operator.

**Hyper-parameters.** For a fair comparison, and for all the experiments, we choose a single learning rate (0.0001) and batch size ($b = 256$) for both the CoDATS baseline and our approach. The MAD loss in Eq. (8) introduces two extra hyper-parameters; their values are set to $\alpha = 0.01$ and $\beta = 0.01$ for all

\(^1\)Code, supplementary material and datasets are available at https://github.com/rtavenar/MatchAndDeform.
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Experimental Setup. Our proposed method MAD and its variant |C|-MAD are compared to CoDATS, which extends the domain adversarial neural network (DANN, [7]) framework to time series data and has been shown to reach state-of-the-art performance. As in [21], the proportion of each class in the target domain is assumed to be known during the learning phase. This corresponds to the CoDATS-WS variant. As an OT for DA baseline, we furthermore compare to DeepJDOT-DTW, considering DeepJDOT [4] adapted for time series: individual DTW between pairs of series are considered as transport cost matrix $C(X, X') = \{\text{DTW}(x, x')\}_{x, x' \in X, X'}$.

In MAD and DeepJDOT-DTW, the weights $w$ from the source mini-batches are set such that they reflect the proportion of the classes in the target domain; uniform weights $w^t$ are used for target mini-batches. Note that integrating this extra information could be avoided by using unbalanced optimal transport [6], which is left for future work. For the sake of fairness, all competing methods are trained and tested on the same data splits with the same backbone architecture.
Fig. 3. Per-class median-filtered average Normal Difference Vegetation Index (NDVI) profiles, showing the growth of 4 crop types (miniTimeMatch dataset, 1 domain pair (DK1 → FR1)). Crops develop similarly in the 2 considered regions, but the patterns are temporally shifted, with a class-specific shift.

Classification accuracy from the same model trained on source data to predict the target labels (hereafter denoted No adaptation) is reported for each domain pair. This gives a proxy of the overall difficulty of the adaptation problem for this pair. The Target only baseline is trained and evaluated on the target domain, and can be seen as an upper bound estimation of the classification accuracy. For each domain, the data is split into train/validation/test sets with 64%/16%/20% of the data in each split, respectively. Note that the validation set is used only for CoDATS-WS for early stopping purpose. For each experiment, the average over all pairs of domains is provided together with the averaged standard deviations.

Remote Sensing Data. We first focus on an application field for which the temporal shift between domains has already been documented. In Earth observation, and especially for land cover mapping applications, the differences in weather, soil conditions or farmer practices between study sites are known to induce temporal shifts in the data that should be dealt with, as discussed in [13] for example. Moreover, these temporal shifts can be global to the study sites or class specific (see Fig. 3), which is the setup for which MAD and $|C|$-MAD are designed.

TimeMatch dataset [13] is a crop-type mapping dataset covering four different geographical areas in Austria, Denmark, and France. It contains time series of multi-spectral measurements from satellite imagery at each geo-location. Labels are available at a parcel level: hence we consider a modified version of TimeMatch, referred to as miniTimeMatch in the following, in which measurements are averaged over agricultural parcels. The aim is to recognize parcels’ crop type, such as corn or wheat. Domains correspond to different geographical areas, with their own characteristics. Moreover, we remove data from classes that are not observed in all domains, or with less than 200 agricultural fields in at least one domain. We also remove the “unknown” class that gathers crops from many types. Finally, we sample $n_{\text{min}}$ series per class in each domain, where $n_{\text{min}}$ is the minimum frequency of the class across all domains. This results in a dataset of 28,858 time series and 8 classes per domain, each being described by 10 features per timestamp. The same domain pairs as in [13] are considered for the evaluation.
Observations from the miniTimeMatch dataset may be noisy, with some measurements corresponding to cloudy observations. Moreover, the time series of the different domains have different temporal sampling due to the filtering of highly cloudy images (see Fig. 3). Then, we introduce a new domain adaptation problem, considering another land crop mapping dataset called TarnBrittany, in which observations from cloudy images are removed. It is built from Sentinel-2 time series for the year 2018, and is composed of two domains: (Brittany) in the mid-west of France on tile T30UVU and (Tarn) in the southwest of France on tile T31TDJ. We collect 72 images for Tarn and 58 images for the cloudier Brittany. Images have been orthorectified and corrected from atmospheric effects by using the MAJA processing chain [11] to yield Level-2A surface reflectance images. As for miniTimeMatch, we average the reflectance values over the agricultural fields to obtain multivariate time series of 10 spectral bands. Labels are obtained from the French land parcel identification system (IGN RPG3) for the year 2018. We keep only the five main crops present in both areas. A total of 5,743 series is sampled in each area with similar class proportions in source and target domains. The two domain pairs are considered for the evaluation.

**Motion Capture (MoCap) Data.** We further evaluate MAD and $|C|$-MAD on a MoCap setup: Human Activity Recognition (HAR) dataset [5], in which no temporal shift is documented. As such, we do not expect MAD and $|C|$-MAD to behave better than state-of-the-art algorithms. The dataset contains time series (128 timestamps, 9 features, 6 classes) of movements recorded thanks to mobile sensors such as accelerometer or gyroscope; the aim is to recognize human activities such as walking or sitting. Domains correspond to different persons with their own characteristics. The same 10 domain pairs as in [21] are considered for the evaluation. Details on the dataset are provided as Supplementary Material.

**Results.** Table 1 shows that, on HAR dataset, MAD and $|C|$-MAD reach similar performance to CoDATS-WS. In more details, MAD and $|C|$-MAD outperform CoDATS-WS in five out of ten situations, achieving a slightly better average performance. Table 2 provides classification accuracy for remote sensing datasets, on which MAD and $|C|$-MAD are expected to work better thanks to their ability to handle (per class) time shifts. The discrepancies between performances of models trained only on source data (No adaptation) and those only trained on target data (Target only) also point out that all domain pairs constitute a more challenging adaptation problem compared to HAR dataset. One can notice that MAD and $|C|$-MAD outperform CoDATS-WS in 5 out of the 7 problems, sometimes with an important improvement (see DK1 $\rightarrow$ FR1 for example), even in the presence of noise (that is present in the miniTimeMatch dataset). This illustrates the fact that MAD and $|C|$-MAD are of prime interest when global or class-specific temporal deformations occur between domains (see Fig. 3). For each set of datasets, a one-sided Wilcoxon signed-rank test is performed to assert if the results of MAD and $|C|$-MAD are statistically greater than those of

---

2 https://theia-ide.org/.  
3 https://geoservices.ign.fr/rpg.
Table 1. HAR dataset: classification performance (% accuracy, avg over 3 runs ± std).

| Problem  | No adapt. | CoDATS-WS | DeepJDOT-DTW | MAD     | |C|-MAD | Target only |
|----------|-----------|-----------|--------------|---------|-------|---------------|
| 2 → 11   | 83.3 ± 0.7| 81.3 ± 4.4| **99.5 ± 0.7**| 98.4 ± 1.3| 99.0 ± 1.5| 100 ± 0.0 |
| 7 → 13   | 89.9 ± 3.6| 94.4 ± 2.6| 88.4 ± 0.7   | **100.0 ± 0.0**| 100 ± 0.0| 100 ± 0.0 |
| 12 → 16  | 41.9 ± 0.0| 64.0 ± 0.6| 56.8 ± 3.8   | **64.0 ± 0.6**| 64.0 ± 0.6| 100 ± 0.0 |
| 12 → 18  | 90.0 ± 1.7| 100 ± 0.0  | 94.5 ± 0.0   | 99.5 ± 0.6| 99.5 ± 0.7| 100 ± 0.0 |
| 9 → 18   | 31.1 ± 1.7| 78.1 ± 4.9 | 51.6 ± 10.0  | 71.7 ± 0.6| 71.2 ± 1.1| 100 ± 0.0 |
| 14 → 19  | 62.0 ± 4.3| 99.5 ± 0.7 | 64.4 ± 1.3   | 83.3 ± 2.3| 84.3 ± 2.4| 100 ± 0.0 |
| 18 → 23  | 89.3 ± 5.0| 89.8 ± 0.6 | 97.3 ± 0.0   | **98.2 ± 0.6**| 97.8 ± 0.6| 100 ± 0.0 |
| 6 → 23   | 52.9 ± 2.3| 95.1 ± 3.5 | 60.9 ± 2.7   | **97.8 ± 0.6**| 97.8 ± 0.6| 100 ± 0.0 |
| 7 → 24   | 94.4 ± 2.7| 99.6 ± 0.6 | 98.3 ± 1.2   | **100.0 ± 0.0**| 100 ± 0.0| 100 ± 0.0 |
| 17 → 25  | 57.3 ± 5.5| 95.5 ± 4.6 | 73.6 ± 3.2   | **96.3 ± 2.0**| 95.5 ± 1.2| 100 ± 0.0 |
| Average  | 69.2 ± 2.8| 89.7 ± 2.3 | 78.5 ± 2.4   | **90.9 ± 0.9**| 90.9 ± 0.9| 100 ± 0.0 |

Table 2. Remote sensing datasets: classification performance (% accuracy, avg over 3 runs ± std).

| Problem  | No adapt. | CoDATS-WS | DeepJDOT-DTW | MAD     | |C|-MAD | Target only |
|----------|-----------|-----------|--------------|---------|-------|---------------|
| Tarn → Brittany | 88.5 ± 3.7 | 96.0 ± 1.6 | 89.4 ± 2.2 | 98.8 ± 0.3 | **98.9 ± 0.4**| 99.7 ± 0.1 |
| Brittany → Tarn | 48.9 ± 0.6 | **93.6 ± 0.1** | 47.6 ± 1.4 | 92.0 ± 0.2 | 90.6 ± 1.1| 98.6 ± 0.2 |
| Average  | 68.7 ± 1.7| 94.8 ± 0.9 | 68.5 ± 1.8 | **95.4 ± 0.2**| 94.7 ± 0.8| 99.2 ± 0.1 |
| DK1 → FR1 | 69.2 ± 1.3| 74.8 ± 1.5 | 79.0 ± 1.6 | **88.4 ± 0.4**| 88.3 ± 0.9| 95.8 ± 0.9 |
| DK1 → FR2 | 62.2 ± 3.5| **87.0 ± 3.4** | 76.6 ± 2.5 | 82.5 ± 1.1 | 81.0 ± 1.1| 94.2 ± 1.7 |
| DK1 → AT1 | 73.9 ± 0.2| 71.6 ± 15.4 | 78.6 ± 0.6 | **93.1 ± 1.2**| 92.3 ± 2.2| 96.7 ± 0.7 |
| FR1 → DK1 | 61.9 ± 5.2| 78.0 ± 10.7 | 71.3 ± 2.9 | **88.2 ± 0.3**| 88.2 ± 0.5| 96.2 ± 0.3 |
| FR1 → FR2 | 78.8 ± 0.9| 82.1 ± 8.2 | 77.1 ± 1.3 | **90.5 ± 0.2**| 89.6 ± 0.4| 94.2 ± 1.7 |
| Average  | 69.2 ± 2.2| 78.7 ± 7.8 | 76.5 ± 1.8 | **88.5 ± 0.6**| 87.9 ± 1.0| 95.4 ± 1.1 |

CoDATS-WS and deepJDOT-DTW. Significant results (α = 0.05) are obtained for MAD and |C|-MAD over CoDATS-WS (p = 0.005 and p = 0.01, respectively), and over DeepJDOT-DTW (p = 3.10^{-6} and p = 6.10^{-6}, respectively), confirming the superiority of our approaches. There is no significant difference (p = 0.18) between CODATS-WS and deepJDOT-DTW performances.

|C|-MAD As a Trade-Off Between MAD and DeepJDOT-DTW. |C|-MAD can be seen as an intermediate configuration between MAD (in which a single global DTW alignment is performed) and DeepJDOT-DTW (which allows individual alignments between each pair of series). The good performance of |C|-MAD compared to DeepJDOT-DTW show that it successfully manages the specific intra-class global alignments. By computing pair-to-pair DTW alignments, DeepJDOT-DTW allows for too many degrees of freedom that lead to spurious matchings. On the contrary, (|C|-MAD acts as a regularizer (see Property 1), allowing to meaningfully constrain the alignments for better performance.
Latent Space Visualization. To further investigate the internal properties of the models, we use Multi-Dimensional Scaling (MDS) to visualize the latent space of the compared models. To do so, we focus on the models learned for the “Tarn → Brittany” adaptation problem and visualize $g_{Ω}(X)$ and $g_{Ω}(X')$ jointly for a model trained on source data only, as well as for CoDATS-WS and $|C|$-MAD that aim at learning a domain-invariant representation. While Euclidean distance is used to feed MDS for both baselines, we use the distances resulting from the DTW paths for $|C|$-MAD (as stored in $C_{OT}$), in order to account for the temporal realignment on which our method relies. The resulting visualizations presented in Fig. 4 show a significant shift in distributions from target to source domain, when no DA strategy is employed. CoDATS-WS also fails to align domains in the presence of time shifts, whereas $|C|$-MAD successfully clusters series by class.

6 Related Work

Several approaches proposed in the literature share some common ground with MAD, either because they aim at aligning complex objects to perform domain adaptation tasks or because they deal with the problem of aligning (sets of) time series.

Using OT for domain adaptation has been initially proposed in OTDA [2], which aims at aligning the source and target domains using OT. It relies on the hypothesis that the distribution shift between the two domains is an affine transformation and uses the transport plan to evaluate its coefficients. Classification is then performed on the realigned samples. DeepJDOT [4], on which the neural
domain adaptation with a MAD loss introduced in this paper relies, can be seen as an improvement over OTDA. CO-OT [17] jointly optimizes two OT plans $\gamma_s$ and $\gamma_f$ between samples (rows) and features (columns) of datasets $X$ and $X'$, resulting in a loss of the form $\langle L(X, X') \otimes \gamma_s, \gamma_f \rangle$. It has been benchmarked in a heterogeneous domain adaptation context but does not allow enforcing temporal coherence that should be met when time series are at stake. To the best of our knowledge, no OT-based approach has yet tackled the challenge of unsupervised DA for time series classification.

Combining OT and (soft-)DTW has also been proposed in [9] where the goal is to align brain imaging signals using soft-DTW with an OT-based ground cost. In this setting however, optimization is not performed jointly on $\gamma$ and $\pi$ but, rather, individual transport problems are solved independently for each pair of timestamps, hence not enforcing global spatial consistency. [10] propose an extension with the aim to average spatio-temporal signals. However, none of these works consider the DA scenario.

In the same line of work, [1] use a Gromov-Wasserstein-like similarity measure to compare time series that may not lie in the same ambient space (e.g., that do not share the same features). They solve a problem of the form $\langle L(X, X') \otimes \pi, \pi \rangle$ (in which $\pi$ is a coupling matrix that meets the DTW alignment constraints), coined Gromov-dynamic time warping. Optimization also relies on a BCD, however its convergence is not guaranteed. Moreover, it does not allow taking into account the temporal distortion that occurs between sets of time series.

7 Conclusion and Perspectives

In this paper, we introduce Match-And-Deform (MAD) that combines optimal transport and dynamic time warping to match time series across domains given global temporal transformations. We embed MAD as a regularization loss in a neural domain adaptation setting and evaluate its performance in different settings: on MoCap datasets, MAD gives similar performance to state-of-the-art DA time series classification methods; when a temporal deformation is at stake (such as in a remote sensing scenario), we show that MAD reaches better performance, thanks to its ability to capture temporal shifts.

The $|C|$-MAD variant presented in this paper relies on source domain classes to form groups of temporally coherent series, yet an unsupervised strategy to form groups based on time series content alone is a worthy track for future works. Moreover, inspired by [19], time series weights could be learned instead of set $a$ priori, in order to decrease the sensitivity to outliers. Finally, the use of MAD in other tasks, such as cross-domain missing data imputation [12], can also be considered.
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Abstract. It is a de facto practice in the deep learning community to first pre-train a deep neural network from a large-scale dataset and then fine-tune the pre-trained model to a specific downstream task. Recently, both supervised and unsupervised pre-training approaches to learning representations have achieved remarkable advances, which exploit the discriminative knowledge of labels and the intrinsic structure of data, respectively. It follows the natural intuition that both the discriminative knowledge and the intrinsic structure of the downstream task can be useful for fine-tuning. However, existing fine-tuning methods mainly leverage the former and discard the latter. A natural question arises: How to fully explore the intrinsic structure of data for boosting fine-tuning? In this paper, we propose Bi-tuning, a general learning approach that is capable of fine-tuning both supervised and unsupervised pre-trained representations to downstream tasks. Bi-tuning generalizes the vanilla fine-tuning by integrating two heads upon the backbone of pre-trained representations: a classifier head with an improved contrastive cross-entropy loss to better leverage the label information in an instance-contrast way, and a projector head with a newly-designed categorical contrastive learning loss to fully exploit the intrinsic structure of data in a category-consistent way. Comprehensive experiments confirm that Bi-tuning achieves state-of-the-art results for fine-tuning tasks of both supervised and unsupervised pre-trained models by large margins.
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1 Introduction

In the last decade, remarkable advances in deep learning have been witnessed in diverse applications across many fields, such as computer vision, robotic control, and natural language processing in the presence of large-scale labeled datasets. However, in many practical scenarios, we may have only access to a small labeled dataset, making it impossible to train deep neural networks from scratch. Therefore, it has become increasingly common within the deep learning community to...
first *pre-train* a deep neural network from a large-scale dataset and then *fine-tune* the pre-trained model to a specific downstream task. Fine-tuning requires fewer labeled data, enables faster training, and usually achieves better performance than training from scratch [17]. This two-stage style of pre-training and fine-tuning lays as the transfer learning foundation of various deep learning applications.

In the *pre-training* stage, there are mainly two approaches to pre-train a deep model: supervised pre-training and unsupervised pre-training. Recent years have witnessed the success of numerous supervised pre-trained models, e.g. ResNet [18] and EfficientNet [36], by exploiting the discriminative knowledge of manually-annotated labels on a large-scale dataset like ImageNet [6]. Meanwhile, unsupervised representation learning is recently changing the field of natural language processing by models pre-trained with a large-scale corpus, e.g. BERT [7] and GPT [33]. In computer vision, remarkable advances in unsupervised representation learning [3,16,40], which exploit the intrinsic structure of data by contrastive learning [15], have also changed the field dominated chronically by supervised pre-trained representations.

In the *fine-tuning* stage, transferring a model from supervised pre-trained models has been empirically studied in [21]. During the past years, several sophisticated fine-tuning methods were proposed, including L2-SP [24], DELTA [23] and BSS [5]. These methods focus on leveraging the discriminative knowledge of labels from the downstream task by a cross-entropy loss and the implicit bias of pre-trained models by a regularization term. However, the intrinsic structure of data in the downstream task is generally discarded during fine-tuning. Further, rare attention has been paid to fine-tuning efficiently from an unsupervised pre-trained model. In a prior study, we empirically observed that unsupervised pre-trained representations focus more on the intrinsic structure, while supervised pre-trained representations explain better on the label information, as shown in Fig. 4. This implies that fine-tuning unsupervised pre-trained representations [16] would be more difficult and deserves further investigation.

Regarding to the success of supervised and unsupervised pre-training approaches, it follows a natural intuition that both *discriminative knowledge* and *intrinsic structure* of the downstream task can be useful for fine-tuning. A question arises: How to fully explore the intrinsic structure of data for boosting fine-tuning? To tackle this major challenge of deep learning, we propose **Bi-tuning**, a general learning approach that is capable of fine-tuning both supervised and unsupervised pre-trained representations to downstream tasks. Bi-tuning generalizes the vanilla fine-tuning by integrating two specific heads upon the backbone of pre-trained representations:

- A classifier head with an improved contrastive cross-entropy loss to better leverage the label information in an instance-contrast way, which is the dual view of the vanilla cross-entropy loss and is expected to achieve a more compact intra-class structure.
- A projector head with a newly-designed categorical contrastive learning loss to fully exploit the intrinsic structure of data in a category-consistent way, resulting in a more harmonious cooperation between the supervised and unsupervised fine-tuning mechanisms.
Designed as a general-purpose fine-tuning approach, Bi-tuning can be applied with a variety of backbones without any additional assumptions. Comprehensive experiments confirm that Bi-tuning achieves state-of-the-art results for fine-tuning tasks of both supervised and unsupervised pre-trained models by large margins. We justify through ablations and analyses the effectiveness of the proposed two-heads fine-tuning architecture with their novel loss functions. Code is available at https://github.com/thuml/Transfer-Learning-Library.

2 Related Work

2.1 Pre-training

During the past years, supervised pre-trained models achieve impressive advances by exploiting the inductive bias of label information on a large-scale dataset like ImageNet [6], such as GoogleNet [35], ResNet [18], DenseNet [19], EfficientNet [36] and ViT [10], to name a few. Meanwhile, unsupervised representation learning is recently shining in the field of natural language processing by models pre-trained with a large-scale corpus, including GPT [33], BERT [7] and XLNet [41]. Even in computer vision, recent advances in unsupervised representation learning [3,16,40], which exploit the inductive bias of data structure, are shaking the long-term dominated status of representations learned in a supervised way. Further, a wide range of handcrafted pretext tasks have been proposed for unsupervised representation learning, such as relative patch prediction [8], solving jigsaw puzzles [29], colorization [43], multi-modal prediction [32], etc.

2.2 Contrastive Learning

Specifically, a variety of unsupervised pretext tasks are based on some forms of contrastive learning, in which the instance discrimination approach [3,16,40] is one of the most general forms. Other variants of contrastive learning methods include contrastive predictive learning (CPC) [30] and colorization contrasting [37]. Recent advances of deep contrastive learning benefit from contrasting positive keys against very large number of negative keys. Therefore, how to efficiently generate keys becomes a fundamental problem in contrastive learning. To achieve this goal, [9] explored the effectiveness of in-batch samples, [40] proposed to use a memory bank to store all representations of the dataset, [16] further replaced a memory bank with the momentum contrast (MoCo) to be memory-efficient, and [3] showed that a brute-force huge batch of keys works well. A new branch of works [4,13] explores contrastive learning without negative keys.

2.3 Fine-Tuning

Fine-tuning a model from supervised pre-trained models has been empirically explored in [21] by launching a systematic investigation with grid search of the hyper-parameters. During the past years, a line of fine-tuning methods have
been proposed to exploit the inductive bias of pre-trained models: L2-SP [24] drives the weight parameters of target task to the pre-trained values by imposing L2 constraint based on the inductive bias of parameter; DELTA [23] computes channel-wise discriminative knowledge to reweight the feature map regularization with an attention mechanism based on the inductive bias of behavior; BSS [5] penalizes smaller singular values to suppress nontransferable spectral components based on singular values.

Other fine-tuning methods including learning with similarity preserving [20] or learning without forgetting [25] also work well on some downstream classification tasks. However, the existing fine-tuning methods mainly focus on leveraging the knowledge of the downstream labels with a cross-entropy loss. Intuitively, encouraging a model to capture the label information and intrinsic structure simultaneously may help the model transition between the upstream unsupervised models to the downstream classification tasks. In natural language processing, GPT [33,34] has employed a strategy that jointly optimizes unsupervised training criteria while fine-tuning with supervision. However, we empirically found that trivially following this kind of force-combination between supervised learning loss and unsupervised contrastive learning loss is beneficial but limited. The plausible reason is that these two loss functions will contradict with each other and result in a very different but not discriminative feature structure compared to that of the supervised cross-entropy loss, as revealed by a prior study shown in Fig. 3.

3 Backgrounds

It is worth noting that the principles of contrastive learning actually can date back very far [1,14,15]. The key idea of contrastive learning is to maximize the likelihood of the input distribution \( p(x|D) \) conditioned on the dataset \( D \) contrasting to the artificial noise distribution \( p_n(x) \), also known as noise-contrastive estimation (NCE). Later, [12] pointed out the relations between generative adversarial networks and noise-contrastive estimation. Meanwhile, [30] revealed that contrastive learning is related to mutual information between a query and the corresponding positive key, which is known as InfoNCE. Considering a query \( q \) with a large key pool \( K = \{k_0, k_1, k_2, \cdots, k_{|K|}\} \) where \( |K| \) is the number of keys, the kind of non-parametric form [30,40] of contrastive loss can be defined as

\[
L_{\text{InfoNCE}} = -\log \frac{\exp(q \cdot k_0/\tau)}{\sum_{i=0}^{|K|} \exp(q \cdot k_i/\tau)},
\]

where \( \tau \) is the temperature hyper-parameter. Note that \( k_0 \) is the only positive key that \( q \) matches while negative keys \( \{k_1, k_2, \cdots, k_{|K|}\} \) are selected from a dynamic queue which iteratively and progressively replaces the oldest samples by the newly-generated keys. Intuitively, contrastive learning can be defined as a query-key pair matching problem, where a contrastive loss is a \((|K| + 1)\)-way
cross-entropy loss to distinguish $k_0$ from a large key pool. A contrastive loss is to maximize the similarity between the query and the corresponding positive key $k_0$ since they are extracted from different views of the same data example.

4 Methods

In inductive transfer learning, a.k.a. fine-tuning, we have access to a target dataset $D = \{(x_i, y_i)\}_{i=1}^{N}$ with $N$ labeled examples and a pre-trained model $M$ attained on a large-scale source dataset. Instantiated as a deep neural network, $M$ usually consists of a pre-trained backbone $f_0$ and a pre-trained head $g_0$ whose fine-tuned ones are denoted by $f$ and $g$, respectively. Following the common practice of fine-tuning, $f$ is initialized as $f_0$. Contrarily, $g$ is usually a randomly initialized fully-connected layer parameterized by $W$, since the target dataset usually has a label space of size $C$ different from that of pre-trained models.

4.1 Vanilla Fine-Tuning of Pre-trained Representations

For each query sample $x^q_i$ from the target dataset, we can first utilize a pre-trained feature encoder $f(\cdot)$ to extract its pre-trained representation as $h^q_i = f(x^q_i)$. Without any additional assumptions, the pre-trained feature encoder $f(\cdot)$ can be commonly used network backbones according to the downstream tasks, including ResNet [18] and DenseNet [19] for supervised pre-trained models, and MoCo [16] and SimCLR [3] for unsupervised pre-trained models.

Given a pre-trained representation $h^q_i$, a fundamental step of vanilla fine-tuning is to feedforward the representation $h^q_i$ into a $C$-way classifier $g(\cdot)$, in which $C$ is the number of categories for the downstream classification task. Denote the parameters of the classifier $g(\cdot)$ as $W = [w_1, w_2, \cdots, w_C]$, where $w_j$ corresponds to the parameter for the $j$-th class. Given the training dataset of the downstream task, the parameters of the classifier and the backbone can be updated by optimizing a standard cross-entropy (CE) loss as

$$L_{CE} = -\sum_{i=1}^{N} \log \frac{\exp(w_{y_i} \cdot h^q_i)}{\sum_{j=1}^{C} \exp(w_j \cdot h^q_i)}. \quad (2)$$

With a CE loss on the target labeled dataset, the vanilla fine-tuning approach leverages the discriminative knowledge of labels. As later experiments revealed, the vanilla fine-tuning approach underperforms in a low data regime since it will easily suffer from heavy overfitting on the limited target labeled dataset. Regarding the success of supervised and unsupervised pre-training approaches, we realize that it is significant to further exploit the discriminative knowledge and intrinsic structure of the downstream task for fine-tuning. To achieve this, we propose a contrastive cross-entropy (CCE) loss on the classifier head to further exploit the label information and a categorical contrastive learning (CCL) loss on the projector head to capture the intrinsic structure of target data, which will be detailed orderly in the following sections.
**Fig. 1.** The Bi-tuning approach, which includes an encoder for pre-trained representations, a classifier head and a projector head. Bi-tuning enables a dual fine-tuning mechanism: a contrastive cross-entropy (CCE) loss on the classifier head to exploit label information and a categorical contrastive learning (CCL) loss on the projector head to capture the intrinsic structure of target data.

### 4.2 Classifier Head with Contrastive Cross-Entropy Loss

First, we delve into the cross-entropy loss to figure out the mechanism of how it exploits label information. For each instance-class pair \((x_i, y_i)\) on a given dataset, the predicted output of the fine-tuned model is a probability vector of size \(C\) where \(C\) is the number of categories. From another perspective, the cross-entropy loss of vanilla fine-tuning can be regarded as a **class-wise championship**, i.e., the category that is the same as the ground-truth label of each instance is expected to win the game. As revealed in Fig. 1, to find the correct class, the cross-entropy loss performs **column-wise championship** for each instance.

To further exploit the label information of the downstream task, we propose an alternative form of the conventional cross-entropy loss on the classifier head, named contrastive cross-entropy loss \(L_{\text{CCE}}\). Correspondingly, \(L_{\text{CCE}}\) performs a **row-wise championship** for each class while \(L_{\text{CE}}\) is a **column-wise championship** for each instance. Instead of operating loss computation along the class dimension (i.e., the number of classes \(C\)), \(L_{\text{CCE}}\) operates along the key-set dimension (i.e., the number of keys \(K + 1\)). As an instance-wise championship in \(L_{\text{CCE}}\), the instance nearest to the prototype of each class is expected to win the game. For each sample \((x_i, y_i)\) in the target dataset, the representation encoded by \(f\) is \(h_i\).

For clarity, we focus on a particular data example \((x, y)\) and omit the subscript \(i\). The proposed \(L_{\text{CCE}}\) for each data example is formulated as

\[
L_{\text{CCE}} = -\frac{1}{|\mathcal{K}_p|} \sum_{h^+ \in \mathcal{K}_p} \log \frac{\exp(w_y \cdot h^+/\tau)}{\sum_{h \in \mathcal{K}_p \cup \mathcal{K}_n} \exp(w_y \cdot h/\tau)},
\]

where \(\mathcal{K}_p\) is the positive key set, \(\mathcal{K}_n\) is the negative key set, and \(\tau\) is the hyperparameter for temperature scaling. Note that, \(\mathcal{K}_p\) consists of \(k_0\) and keys with the
same label $y$ where $k_0$ is extracted from a differently augmented view of the query $q$. On the contrary, $K_n$ includes examples from other classes $\{1, 2, \cdots, C\}\setminus y$. Here, $h$'s are samples from the hidden key pool produced by the key generating mechanism (except $h^q$). Without loss of generality, we adopt the key generating approach in Momentum Contrast (MoCo) [16] as our default one due to its simplicity, high-efficacy, and memory-efficient implementation. In summary, by encouraging instances in the training dataset to approach towards their corresponding class prototypes (feature center of the same-label samples), $L_{CCE}$ further exploits the label information of the target dataset and tends to achieve a more compact intra-class structure than the vanilla fine-tuning.

4.3 Projector Head with Categorical Contrastive Learning Loss

Till now, we have proposed the contrastive cross-entropy loss on the classifier head to fully exploit the label information. However, this kind of loss function may still fall short in capturing the intrinsic structure. Inspired by the remarkable success of unsupervised pre-training, which also aims at modeling the intrinsic structure in data, we first introduce a projector $\phi(\cdot)$ which is usually off the shelf to embed a pre-trained representation $h^q_i$ into a latent metric space as $z^q_i$. Intuitively, we apply the standard contrastive learning loss (InfoNCE) defined in Eq. (1) on the target dataset to capture intrinsic structure in data. However, the InfoNCE loss assumes that there is a single key $k_+$ (also denoted as $k_0$) in the dictionary to match the given query $q$, which implicitly requires every instance to belong to an individual class. In other words, it regards every sample in the key pool as a negative sample except $k_+$, which requires minimizing the similarity between the query with all negative samples. Yet, from the perspective of discriminative learning, we should maximize inter-class distance but minimize intra-class distance. As a consequence, those samples with the same class as the query sample should not be treated as negative samples, and the similarity between them should be maximized.

As aforementioned, if we simply apply InfoNCE loss on the labeled downstream dataset, it will result in an extremely different but not discriminative feature structure compared with that of the supervised cross-entropy loss, making the classifier struggle. Obviously, this dilemma reveals that the naive combination of the supervised cross-entropy loss and the unsupervised contrastive loss is not an optimal solution for fine-tuning, which is also backed by our experiments in Table 3. To capture the label information and intrinsic structure simultaneously, we propose a novel categorical contrastive loss $L_{CCL}$ on the projector head based on the following hypothesis: when we fine-tune a pre-trained model to a downstream task, it is reasonable to regard other keys in the same class as the positive keys that the query matches. In this way, $L_{CCL}$ expands the scope of positive keys from single instance to a set of instances, resulting in more harmonious collaboration between the supervised and unsupervised learning mechanisms. Similar to the format of the InfoNCE loss, $L_{CCL}$ is defined as
\[ L_{\text{CCL}} = -\frac{1}{|\mathcal{K}_p|} \sum_{\mathbf{z}^+ \in \mathcal{K}_p} \log \frac{\exp(\mathbf{z}_q \cdot \mathbf{z}^+ / \tau)}{\sum_{\mathbf{z} \in \mathcal{K}_p \cup \mathcal{K}_n} \exp(\mathbf{z}_q \cdot \mathbf{z} / \tau)}, \]  

with notations in parallel to that of Eq. (3). Note that the sum is taken over all positive keys, indicating that there may be more than one positive key for a single query, i.e., \(|\mathcal{K}_p| \geq 1\).

We provide an intuitive explanation of why \( L_{\text{CCL}} \) is complementary to vanilla fine-tuning. While using the standard cross-entropy loss, we can learn a hyperplane for discriminating each class from the other classes, and the instances of each class are only required to be far away from its associated hyperplane—they are not required to form into a compact structure in the metric space. As for the proposed categorical contrastive loss, besides requiring the instances of each class to stay far away from those of the other classes, we further require that they should form a compact structure in the metric space. This is exactly the advantage of contrast-by-metric over discriminate-by-hyperplane, which better facilitates the fine-tuning on downstream task.

### 4.4 Optimization Objective of Bi-tuning

Finally, we reach a novel fine-tuning approach for efficient transfer from both supervised and unsupervised pre-trained models. Due to the dual-head design, the approach is coined **Bi-tuning**, which jointly optimizes the contrastive cross-entropy loss on classifier head and the categorical contrastive learning loss on projector head, as well as the standard cross-entropy loss, in an end-to-end deep architecture. The overall loss function of Bi-tuning is

\[
\min_{\Theta = \{f, g, \phi\}} L_{\text{CE}} + L_{\text{CCE}} + L_{\text{CCL}},
\]

where \( \Theta \) denotes the parameters of the encoder \( f \), the classifier head \( g \) and the projector head \( \phi \). Desirably, since the magnitude of the above loss terms is comparable, we empirically find that there is no need to introduce any extra hyper-parameters to trade-off them. This simplicity makes Bi-tuning easy to be applied to different datasets or tasks. The full portrait of Bi-tuning is shown in Fig. 1.

### 5 Experiments

We follow the common fine-tuning principle described in [42], replacing the last task-specific layer in the classifier head with a randomly initialized fully connected layer whose learning rate is 10 times of that for pre-trained parameters. Meanwhile, the projector head is set to be another randomly initialized fully connected layer. For the key generating mechanisms, we follow the style in [16], employing a momentum contrast branch with a default momentum coefficient
Table 1. Top-1 accuracy on various datasets using ResNet-50 by supervised pre-training.

| Dataset  | Method   | Sampling Rates |
|----------|----------|----------------|
|          |          | 25% | 50% | 75% | 100%  |
| CUB      | Fine-tuning | 61.36 ± 0.11 | 73.61 ± 0.23 | 78.49 ± 0.18 | 80.74 ± 0.15 |
|          | L2SP [24] | 61.21 ± 0.19 | 72.99 ± 0.13 | 78.11 ± 0.17 | 80.92 ± 0.22 |
|          | DELTA [23] | 62.89 ± 0.11 | 74.35 ± 0.28 | 79.18 ± 0.24 | 81.33 ± 0.24 |
|          | BSS [5] | 64.69 ± 0.31 | 74.96 ± 0.21 | 78.91 ± 0.15 | 81.52 ± 0.11 |
|          | Bi-tuning | **67.47 ± 0.08** | **77.17 ± 0.13** | **81.07 ± 0.09** | **82.93 ± 0.23** |
| Cars     | Fine-tuning | 56.45 ± 0.21 | 75.24 ± 0.17 | 83.22 ± 0.17 | 86.22 ± 0.12 |
|          | L2SP [24] | 56.29 ± 0.21 | 75.62 ± 0.32 | 83.60 ± 0.13 | 85.85 ± 0.12 |
|          | DELTA [23] | 58.74 ± 0.23 | 76.53 ± 0.08 | 84.53 ± 0.29 | 86.01 ± 0.37 |
|          | BSS [5] | 59.74 ± 0.14 | 76.78 ± 0.16 | 85.06 ± 0.13 | 87.64 ± 0.21 |
|          | Bi-tuning | **66.15 ± 0.20** | **81.10 ± 0.07** | **86.07 ± 0.23** | **88.47 ± 0.11** |
| Aircraft | Fine-tuning | 51.25 ± 0.18 | 67.12 ± 0.41 | 75.22 ± 0.09 | 79.18 ± 0.20 |
|          | L2SP [24] | 51.07 ± 0.45 | 67.46 ± 0.22 | 75.06 ± 0.45 | 79.07 ± 0.21 |
|          | DELTA [23] | 53.71 ± 0.30 | 68.51 ± 0.24 | 76.51 ± 0.55 | 80.34 ± 0.14 |
|          | BSS [5] | 53.38 ± 0.22 | 69.19 ± 0.18 | 76.39 ± 0.22 | 80.83 ± 0.32 |
|          | Bi-tuning | **58.27 ± 0.26** | **72.40 ± 0.22** | **80.77 ± 0.10** | **84.01 ± 0.33** |

\( m = 0.999 \) and two cached queues both normalized by their L2-norm [40] with dimensions of 2048 and 128 respectively. For each task, the best learning rate is selected by cross-validation under a 100\% sampling rate and applied to all four sampling rates. Queue size \( K \) is set as 8, 16, 24, 32 for each category according to the dataset scales, respectively. Other hyper-parameters in Bi-tuning are fixed for all experiments. The temperature \( \tau \) in Eq. \( (3) \) and Eq. \( (4) \) is set as 0.07 [40]. The trade-off coefficients between these three losses are kept as 1 since the magnitude of the loss terms is comparable. All tasks are optimized using SGD with a momentum 0.9. All results in this section are averaged over 5 trials, and standard deviations are provided.

5.1 Supervised Pre-trained Representations

**Standard Benchmarks.** We first verify our approach on three fine-grained classification benchmarks: CUB-200-2011 [38] (with 11788 images for 200 bird species), Stanford Cars [22] (containing 16185 images of 196 classes of cars) and FGVC Aircraft [28] (containing 10000 samples 100 different aircraft variants). For each benchmark, we create four configurations which randomly sample 25\%, 50\%, 75\%, and 100\% of training data for each class respectively, to reveal the detailed effect while fine-tuning to different data scales. We choose recent fine-tuning technologies: L2-SP [24], DELTA [23], and the state-of-the-art method BSS [5], as competitors of Bi-tuning while regarding vanilla fine-tuning
Table 2. Top-1 accuracy on COCO-70 dataset using DenseNet-121 by supervised pre-training.

| Method     | Sampling Rates |
|------------|----------------|
|            | 25%            | 50%            | 75%            | 100%           |
| Fine-tuning| 80.01 ± 0.25   | 82.50 ± 0.25   | 83.43 ± 0.18   | 84.41 ± 0.22   |
| L2SP [24]  | 80.57 ± 0.47   | 80.67 ± 0.29   | 83.71 ± 0.24   | 84.78 ± 0.16   |
| DELTA [23] | 76.39 ± 0.37   | 79.72 ± 0.24   | 83.01 ± 0.11   | 84.66 ± 0.08   |
| BSS [5]    | 77.29 ± 0.15   | 80.74 ± 0.22   | 83.89 ± 0.09   | 84.71 ± 0.13   |
| Bi-tuning  | **80.68 ± 0.23**| **83.48 ± 0.13**| **84.16 ± 0.05**| **85.41 ± 0.23** |

as a baseline. Note that vanilla fine-tuning is a strong baseline when sufficient data is provided. Results are averaged over 5 trials. As shown in Table 1, Bi-tuning significantly outperforms all competitors across all three benchmarks by large margins (e.g. 10.7% absolute rise on CUB with a sampling rate of 25%). Note that even under 100% sampling rate, Bi-tuning still outperforms others.

Large-Scale Benchmarks. Previous fine-tuning methods mainly focus on improving performance under low-data regime paradigms. We further extend Bi-tuning to large-scale paradigms. We use annotations of the COCO dataset [26] to construct a large-scale classification dataset, cropping object with padding for each image and removing minimal items (with height and width less than 50 pixels), resulting in a large-scale dataset containing 70 classes with more than 1000 images per category. The scale is comparable to ImageNet in terms of the number of samples per class. On this constructed large-scale dataset named COCO-70, Bi-tuning is also evaluated under four sampling rate configurations. Since even the 25% sampling rate of COCO-70 is much larger than each benchmark in Sect. 5.1, previous fine-tuning competitors show micro contributions to these paradigms. Results in Table 2 reveal that Bi-tuning brings general gains for all tasks. We hypothesize that the intrinsic structure introduced by Bi-tuning contributes substantially.

5.2 Unsupervised Pre-trained Representations

Representations of MoCo [16]. In this round, we use ResNet-50 pre-trained unsupervisedly via MoCo on ImageNet as the backbone. Since suffering from the large discrepancy between unsupervised pre-trained representations and downstream classification tasks as demonstrated in Fig. 3, previous fine-tuning competitors usually perform very poorly. Hence we only compare Bi-tuning to the state-of-the-art method BSS [5] and vanilla fine-tuning as baselines. Besides, we add two intuitively related baselines: (1) GPT*, which follows a GPT [33,34] fine-tuning style but replaces its predictive loss with the contrastive loss; (2) Center loss, which introduces compactness of intra-class variations [39] that is effective in recognition tasks. As reported in Table 3, trivially borrowing fine-tuning strategy in GPT [33] or center loss brings tiny benefits, and is even
Table 3. Top-1 accuracy on various datasets using ResNet-50 unsupervised pre-training by MoCo.

| Dataset | Method     | 25%       | 50%       | 75%       | 100%      |
|---------|------------|-----------|-----------|-----------|-----------|
| CUB     | Fine-tuning| 38.57 ± 0.13 | 58.97 ± 0.16 | 69.55 ± 0.18 | 74.35 ± 0.18 |
|         | GPT* [34] | 36.43 ± 0.17 | 57.62 ± 0.14 | 67.82 ± 0.05 | 72.95 ± 0.29 |
|         | Center [39]| 42.53 ± 0.41 | 62.15 ± 0.51 | 70.86 ± 0.39 | 75.61 ± 0.33 |
|         | BSS [5]   | 41.73 ± 0.14 | 59.15 ± 0.21 | 69.93 ± 0.19 | 74.16 ± 0.09 |
|         | Bi-tuning | 50.54 ± 0.23 | 66.88 ± 0.13 | 74.27 ± 0.05 | 77.14 ± 0.23 |
| Cars    | Fine-tuning| 62.40 ± 0.26 | 81.55 ± 0.36 | 88.07 ± 0.19 | 89.81 ± 0.48 |
|         | GPT* [34] | 65.83 ± 0.27 | 82.39 ± 0.17 | 88.62 ± 0.11 | 90.56 ± 0.18 |
|         | Center [39]| 67.57 ± 0.12 | 82.78 ± 0.30 | 88.55 ± 0.24 | 89.95 ± 0.1 |
|         | BSS [5]   | 62.13 ± 0.22 | 81.72 ± 0.22 | 88.32 ± 0.17 | 90.41 ± 0.15 |
|         | Bi-tuning | 69.44 ± 0.32 | 84.41 ± 0.07 | 89.32 ± 0.23 | 90.88 ± 0.13 |
| Aircraft| Fine-tuning| 58.98 ± 0.54 | 77.39 ± 0.31 | 84.82 ± 0.24 | 87.35 ± 0.17 |
|         | GPT* [34] | 60.70 ± 0.08 | 78.93 ± 0.17 | 85.09 ± 0.10 | 87.56 ± 0.15 |
|         | Center [39]| 62.23 ± 0.09 | 79.30 ± 0.14 | 85.20 ± 0.41 | 87.52 ± 0.20 |
|         | BSS [5]   | 60.13 ± 0.32 | 77.98 ± 0.29 | 84.85 ± 0.21 | 87.25 ± 0.07 |
|         | Bi-tuning | 63.16 ± 0.26 | 79.98 ± 0.22 | 86.23 ± 0.29 | 88.55 ± 0.38 |

harmful on some datasets, e.g. CUB. Bi-tuning yields consistent gains on all fine-tuning tasks of unsupervised representations.

Other Unsupervised Pre-trained Representations. To justify Bi-tuning’s general efficacy, we extend our method to unsupervised representations by other pre-training methods. Bi-tuning is applied to MoCo (version 2) [16], SimCLR [3], InsDisc [40], Deep Cluster [2], CMC [37] on Cars dataset with 100% training data. Table 4 is a strong signal that Bi-tuning is not bound to specific pre-training pretext tasks.

Analysis on Components of Contrastive Learning. Recent advances in contrastive learning, i.e. momentum contrast [16] and memory bank [40] can be plugged into Bi-tuning smoothly to achieve similar performance and the detailed discussions are deferred to Appendix. Previous works [3,16] reveal that a large amount of contrast is crucial to contrastive learning. In Fig. 2(a), we report the sensitivity of the numbers of sampling keys in Bi-tuning (MoCo) under 25% and 100% sampling ratio configurations. Note that CUB has various categories with a few images in each category. We let \( K \) balancedly sampled from every category to simplify our analysis here. Figure 2(a) shows that though a larger key pool is beneficial, we cannot expand the key pool due to the limit of training data, which may lose sampling stochasticity during training. This result suggests that there is a trade-off between stochasticity and a large number of keys. [3] pointed out that the dimension of the projector also has a big impact. The sensitivity of the dimension of the projector head is also presented in Fig. 2(b). Note that the unsupervised pre-trained model (e.g., MoCo) may provide an off-the-shelf
Table 4. Top-1 accuracy on Car dataset (100%) with different unsupervised pre-trained representations.

| Pre-training Method | Fine-tuning | Bi-tuning |
|---------------------|-------------|-----------|
| Deep Cluster [2]    | 83.90 ± 0.48| **87.71 ± 0.34** |
| InsDisc [40]        | 86.59 ± 0.22| **89.54 ± 0.25** |
| CMC [37]            | 86.71 ± 0.62| **88.35 ± 0.44** |
| MoCov2 [16]         | 90.15 ± 0.48| 90.79 ± 0.34 |
| SimCLR(1×) [3]      | 89.30 ± 0.18| **90.84 ± 0.22** |
| SimCLR(2×) [3]      | 91.22 ± 0.19| **91.93 ± 0.19** |

Fig. 2. Sensitivity analysis of hyper-parameters $K$ and $L$ for Bi-tuning.

projector, fine-tuning or re-initializing it is almost the same (90.88 vs. 90.78 on Car when $L$ is 128).

5.3 Collaborative Effect of Loss Functions

As shown in Table 5, using either contrastive cross-entropy (CCE) or categorical contrastive (CCL) with vanilla cross-entropy (CE) already achieves relatively good results. These experiments prove that there is collaborative effect between CCE and CCL loss empirically. It is worth mentioning that CCE and CCL can work independently of CE (see the fourth row in Table 5), while we optimize these three losses simultaneously to yield the best result. As discussed in prior sections, we hypothesize that Bi-tuning helps fine-tuning models characterize the intrinsic structure of training data when using CCE and CCL simultaneously.

5.4 Interpretable Visualization of Representations

We use a popular visualization tool proposed in [11] to give a interpretable visualization as shown in Fig. 3. Note that Fig. 3(a) is the original image, Fig. 3(b), Fig. 3(c) and Fig. 3(d) are respectively obtained from a randomly initialized
Table 5. Collaborative effect in Bi-tuning on CUB-200-2011 using ResNet-50 pre-trained by MoCo.

| Loss Function | Sample Rate | 25%    | 50%    | 75%    | 100%   |
|---------------|-------------|--------|--------|--------|--------|
|               | CE | CCE | CCL   |        |        |        |
| ✓  ✓  ✓        |✓  X  X |45.42 ± 0.11|64.33 ± 0.28|71.56 ± 0.30|75.82 ± 0.21|
| ✓  X  ✓        |✓  ✓  ✓ |41.09 ± 0.23|60.77 ± 0.31|70.30 ± 0.29|75.30 ± 0.20|
| ✓  ✓  ✓        | ✓  ✓  ✓ |47.70 ± 0.41|64.77 ± 0.15|71.69 ± 0.11|76.54 ± 0.24|
| ✓  ✓  ✓        | ✓  ✓  ✓ |50.54 ± 0.23|66.88 ± 0.13|74.27 ± 0.05|77.12 ± 0.23|

Fig. 3. Interpretable visualization of learned representations via various training methods.

model, a supervised pre-trained model on ImageNet, and an unsupervised pre-trained model via MoCov1 [16]. We infer that supervised pre-training will obtain representations focusing on the discriminative part and ignoring the background part. In contrast, unsupervised pre-training pays uninformative attention to every location of an input image. This could be the reason that why fine-tuning unsupervised representations is harder than their supervised counterparts. Impressively, Bi-tuning in Fig. 3(e) captures both local details and global category-structures. Bi-tuning benefits from both the supervised discriminative knowledge and the unsupervised intrinsic structure. And this is the reason why Bi-tuning works well.

5.5 Visualization by t-SNE

We train the t-SNE [27] visualization model on the MoCo representations fine-tuned on Pets dataset [31]. Visualization of the validation set is shown in Fig. 4. Note that representations in Fig. 4(a) do not present good classification structures. Figure 4(c) suggests that forcefully combining the unsupervised loss as GPT [34] may cause conflict with CE and clutter the classification boundaries.
Figure 4(d) suggests that Bi-tuning encourages the fine-tuning model to learn better intrinsic structure besides the label information. Therefore, Bi-tuning presents the best classification boundaries as well as intrinsic structures.

6 Conclusion

In this paper, we propose a general Bi-tuning approach to fine-tuning both supervised and unsupervised representations. Bi-tuning generalizes the standard fine-tuning with an encoder for pre-trained representations, a classifier head and a projector head for exploring both the discriminative knowledge of labels and the intrinsic structure of data, which are trained end-to-end by two novel loss functions. Bi-tuning yields state-of-the-art results for fine-tuning tasks on both supervised and unsupervised pre-trained models by large margins.
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Abstract. Artificial neural networks tend to output class probabilities that are miscalibrated, i.e., their reported uncertainty is not a very good indicator of how much we should trust the model. Consequently, methods have been developed to improve the model’s predictive uncertainty, both during training and post-hoc. Even if the model is calibrated on the domain used in training, it typically becomes over-confident when applied on slightly different target domains, e.g. due to perturbations or shifts in the data. The model can be recalibrated for a fixed list of target domains, but its performance can still be poor on unseen target domains. To address this issue, we propose a generality-training procedure that learns a modified head for the neural network to achieve better calibration generalization to new domains while retaining calibration performance on the given domains. This generality-head is trained on multiple domains using a new objective function with increased emphasis on the calibration loss compared to cross-entropy. Such training results in a more general model in the sense of not only better calibration but also better accuracy on unseen domains, as we demonstrate experimentally on multiple datasets. The code and supplementary for the paper is available (https://github.com/bsl-traveller/CaliGen.git).
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1 Introduction

Deep Neural Network (DNNs) typically produce predictions that are not calibrated, which means their predicted probabilities express confidence levels that are not reflected in accuracy. Calibration methods improve the calibration of their predictive uncertainty both during model training [1–5] and post-hoc [6–17]. These calibration methods still tend to be over-confident under distribution shift because of distribution disparity between the source (or pre-shift) and target (or post-shift) domains [18–21]. Standard methods of domain adaptation
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and transfer learning [22] can offer some but limited help because of focusing on prediction accuracy and not on calibration [23].

| Calibration paradigm               | Calibration data | Test data |
|------------------------------------|-----------------|-----------|
| Single-domain calibration          | $D_{source}$    | $D_{source}$ |
| Multi-domain calibration           | $D_1, \ldots, D_n$ | $D_1, \ldots, D_n$ |
| Calibration transfer/adaptation    | $D_{source}, D_{target}$ | $D_{target}$ |
| Calibration generalization         | $D_1, \ldots, D_n$ | $D_{n+1}$ |

This issue is addressed in recent research about calibration across multiple domains [19–21,24–27] where the goal is to obtain calibrated probabilities in the target domain(s) using information from the source domain(s). More precisely, these methods address several different but related tasks, which we propose to categorize as follows, building on the categorization by Wang et al. [28] (see Table 1): (1) single-domain calibration, i.e., the classical task of learning calibrated uncertainty estimates in a single domain without any shift involved; (2) multi-domain calibration with the goal of learning calibrated predictions for multiple domains by using some labeled data from each of these domains during learning; (3) calibration transfer or adaptation where a calibration learned on source domain can be transferred (might lose the calibration on source domain) or adapted (preserves calibration on source domain) to a target domain with the help of some labeled or unlabelled samples from the target domain during learning [19,20,25,27]; and (4) calibration generalization where there are no data available from the target domain during the learning phase, and hence the model is faced with test data from a previously unseen domain, typically a variation of the seen domain(s) due to a slight distribution shift, some perturbations to the data or a context change [21,24].

We focus on calibration generalization, and in particular on the same scenario as Gong et al. [21] where the goal is to provide calibrated predictions in an unseen domain under the assumption of having access to the following resources: (a) a model trained on training (source) domains; (b) labeled data in several calibration domains, helping to prepare for the unseen domain; (c) access to the representation layer (i.e., latent space features) of the model, helping to relate test instances of the unseen domain to the training and calibration domains. In other words, the goal is very specific: having access to a model trained on source domains and access to multiple calibration domains, how can we best prepare ourselves for unseen data by using but not modifying the representation layer of the model?

The work of Gong et al. [21] builds on Temperature Scaling (TS) [16], which is a simple and commonly used calibration method where a single temperature parameter is used to adjust the confidence level of the classifier. Instead
Fig. 1. Modified head of DNN. The network before the Representation layer is fixed, and after the representation layer, 2 dense hidden layers (with dimensions (1024, 512) for DomainNet, and (512, 128) for the other two datasets) and one dense logit layer (equal to the number of classes) are added. We use dropout (0.5), L2 regularizer (0.01), and ReLU activation for all layers with softmax on the last layer of applying the same temperature on all instances, Gong et al. vary the temperature across instances. The idea is first to cluster the data of all calibration domains jointly and then learn a different temperature for each cluster. Clustering is performed in the representation space, i.e., on the activation vectors of the representation layer instead of the original features. On a test instance, the temperature from the closest cluster is used (a method called Cluster NN), or a linear model fitted on cluster centers is used to predict the temperature to be used (a method called Cluster LR).

These cluster-based methods have the following limitations. First, they rely on TS to offer a suitable family of calibration transformations, while several newer calibration methods with richer transformation families have been shown to outperform TS [1–3,29]. Second, test-time inference to obtain predictions requires additional computation outside the classifier itself, thus making the solution slightly more complicated technically. While this second point is typically a minor problem, having a single classifier model to provide predictions on test data would still be advantageous.

To address these shortcomings, we propose a novel calibration method Cali-Gen (Calibration by Generality Training), to improve calibration generalization to unseen domains. We insert additional fully-connected layers to the network on top of the representation layer and train this additional structure on the calibration domains (freezing the representations, i.e., the earlier part of the network, see the illustration in Fig. 1). We propose a custom objective function (see Sect. 4.1) to be used with this training process, which addresses both prediction accuracy and calibration error with a weighted combination of cross-entropy and KL-divergence. We call this process *generality-training* because its goal is to improve the model’s generalizability to unseen domains. Our major contributions include the following:
We propose a novel solution for the simultaneous generalization of a neural network classifier for calibration and accuracy in a domain generalization procedure.

We propose a novel secondary loss function to be used with cross-entropy to encourage calibration. We have tested it in a calibration generalization setting, but it is open to finding more use cases in similar or different scenarios.

We provide a theoretical justification for the proposed algorithm and explain its advantage in better generalization.

We provide experimental results on real-world data to justify its advantage over existing calibration generalization methods. We show that our method generalizes better to unseen target domains with improved accuracy and calibration while maintaining well-calibrated probabilities in the source domains.

The rest of the paper is organized as follows: Sect. 2 discusses related work in calibration and multi-domain calibration. In Sect. 3, we discuss the required background to understand the paper. We propose the method in Sect. 4 and give a theoretical explanation. We discuss datasets and experimental set-up in Sect. 5. In Sect. 6, we discuss the results obtained on 3 datasets with comparison to other state-of-the-art (SOTA) methods along with an ablation study, and in Sect. 7, we give concluding remarks.

2 Related Work

2.1 Calibration

Researchers have proposed many solutions to obtain well-calibrated predictions from neural networks. These solutions can be summarised into three categories. In the first category, the primary training loss is replaced or augmented with a term that explicitly incentives calibration; examples include the AvUC loss [1], MMCE loss [2], Focal loss [3, 4] and Cross-entropy loss with Pairwise Constraints [5]. Other examples include Mixup [30], Label smoothing [31], and Label Relaxation [32], which can also be interpreted as modifying the loss function and has been shown to improve calibration.

While the above methods offer to achieve calibrated probabilities during training, solutions using post-hoc calibration methods fall into the second category in which model predictions are transformed after the training by optimizing additional parameters on a held-out validation set [6–17]. One of the most popular techniques in this category is TS [16], however, it is ineffective under distribution shift in certain scenarios [18].

A third category of methods examines model changes such as ensembling multiple predictions [33, 34] or multiple priors [29].

2.2 Multi-domain Calibration

All the above works aim to be calibrated in a single domain or context (in-distribution data). Still, studies have shown that existing post-hoc calibration
methods are highly overconfident under domain shift [23,27]. In recent times, researchers have shifted their attention to addressing the issue of calibration under distribution shift and multi-domain calibration [19–21,24–27,35,36]. As calibration on multiple in-distribution domains, multi-domain calibration is also used in fairness [25,35,36]. Recent research on calibration adaptation considers the setting when labels are unavailable from the target domain [19,20,25,27]. However, a more challenging task of calibration generalization, when no samples from target domains are available during training or calibration, is considered by [21,24]. In particular, Wald et al. [24] extended Isotonic Regression to the multi-domain setting, which takes predictions of a trained model on validation data pooled from training domains.

Gong et al. [21] have used latent space features to predict a temperature to use in TS calibration to obtain better calibration. This work is close to our work, where calibration generalization is sought. The core idea behind the work is that instances with similar representations might require a similar temperature to achieve better-calibrated probabilities. They proposed Cluster-level Nearest Neighbour (Cluster NN), which uses clustering on features and then calculates the temperature for each cluster, which will be applied on the target domain based on the assigned cluster. They also proposed Cluster-level Regression (Cluster LR), where a linear regression model is trained on cluster centers to predict the target temperature. They use multiple domains to learn calibration to better generalize unseen domains while depending on inferred temperature for probability calibration.

3 Background

3.1 Calibration

Consider a DNN $\phi(.)$, parameterized by $\theta$, which for any given input $X$ predicts a probability for each of the $K$ classes as a class probability vector $\hat{P}$. The class with the highest probability is denoted $\hat{Y}$, and the corresponding probability is known as the confidence, denoted $\hat{Q}$. The classifier is defined to be perfectly confidence-calibrated [16] if $\mathbb{P}(\hat{Y} = Y | \hat{Q} = q) = q, \forall q \in [0,1]$ where $Y$ is the ground truth label. The calibration methods aim to adjust the confidence during or after the training to achieve calibrated probabilities. Expected Calibration Error (ECE) [13,16] is used to quantify the calibration capabilities of a classifier by grouping test instances into $B$ bins of equal width based on predicted confidence values where $B_m$ is the set of instances such that $B_m = \{i | \hat{q}_i \in (\frac{m-1}{B}, \frac{m}{B}]\}$ and $\hat{q}_i$ is the predicted confidence for the $i$th instance. ECE is calculated as the weighted absolute difference between accuracy and confidence across bins as:

$$\mathcal{L}_{\text{ECE}} = \sum_{m=1}^{B} \frac{|B_m|}{N} |A(B_m) - Q(B_m)|,$$  \hspace{1cm} (1)
where \( N \) is the total number of instances; for each bin \( B_m \), the accuracy is 
\[ \mathbb{A}(B_m) = \frac{1}{|B_m|} \sum_{i \in B_m} 1(\hat{y}_i = y_i) \]
and the confidence is 
\[ \mathbb{Q}(B_m) = \frac{1}{|B_m|} \sum_{i \in B_m} \hat{q}_i; \]
and finally, \( \hat{y}_i \) and \( y_i \) are the predicted and actual label for the \( i \)th instance.

**Temperature Scaling Calibration.** TS method for calibration is a simple and popular calibration method \cite{16} which gives calibrated probabilities, once an optimal temperature \( T^* > 0 \) is calculated by minimizing negative log likelihood (NLL) loss as follows:

\[
T^* = \arg \min_{T > 0} \sum_{(x_v, y_v) \in D_v} L_{\text{NLL}}(\sigma(z_v/T), y_v),
\]

where \( D_v \) is the validation set, \( z_v \) are the logit vectors (network outputs before the softmax) obtained from a classifier trained on \( D_{tr} \) (the training set), \( y_v \) are the ground truth labels, and \( \sigma(.) \) is the softmax function. Calibrated probabilities are obtained by applying \( T^* \) on test logit vectors \( z_{ts} \) of the test set \( D_{ts} \) as 
\( \hat{y}_{ts} = \sigma(z_{ts}/T^*) \).

### 3.2 Standard Calibration-Refinement Decomposition

Following the notations from the previous Section, let \( C = (C_1, \cdots, C_K) \) be the perfectly calibrated probability vector, corresponding to the classifier \( \phi(.) \), where \( C = \mathbb{E}[Y \mid \hat{P}] \). Consider the expected loss of \( \hat{P} \) with respect to \( Y \), i.e., \( \mathbb{E}[D(\hat{P}, Y)] \) where \( D \) is a proper scoring rule. According to the calibration-refinement decomposition \cite{37,38}, the expected loss can be decomposed into the sum of the expected divergence of \( \hat{P} \) from \( C \) and the expected divergence of \( C \) from \( Y \) with respect to any proper scoring rule \( D \) as follows:

\[
\mathbb{E}[D(\hat{P}, Y)] = \mathbb{E}[D(\hat{P}, C)] + \mathbb{E}[D(C, Y)]
\]

These two terms are known as the *Calibration Loss (CL)* and the *Refinement Loss (RL)*. CL (\( \mathbb{E}[D(\hat{P}, C)] \)) is the loss due to the difference between the model estimated probability score \( \hat{P} \) and the fraction of positive instances with the same output. Better calibrated models have lower CL. The loss RL (\( \mathbb{E}[D(C, Y)] \)) is due to the multiple class instances with the same score \( \hat{P} \).

As NLL decomposes into the sum of CL and RL, training a DNNs with the objective of NLL means putting equal importance to both parts. This motivates our custom modification to the loss function, which we will describe next.

### 4 Calibration by Generality Training (CaliGen)

We aim to achieve better generalization of calibration and accuracy with generality-training of the classifier. To achieve the best of both, we propose a new loss function, CaliGen loss, to be used with our approach. The primary objective of classifier training with NLL (i.e., the cross-entropy loss) is to increase the classification accuracy. In contrast, we want the network to produce calibrated
probabilities which is hard to achieve by minimizing NLL [16]. To achieve this goal, we need to use an objective function that penalizes the situation when the model produces uncalibrated probabilities.

4.1 CaliGen Loss Function

NLL loss can be expressed as follows [3]:

\[ L_{\text{NLL}}(\hat{P}, Y) = \mathcal{L}_{\text{KL}}(\hat{P}, Y) + \mathbb{H}[Y] \] (4)

where \( \mathcal{L}_{\text{KL}}(.) \) is the KL-divergence loss and \( \mathbb{H}[Y] \) is entropy which is a constant with respect to the prediction that is being optimized. Following Eq. (3), we can decompose divergence in Eq. (4) as:

\[ L_{\text{NLL}}(\hat{P}, Y) = \mathcal{L}_{\text{KL}}(\hat{P}, C) + \mathcal{L}_{\text{KL}}(C, Y) + \mathbb{H}[Y], \] (5)

Our objective of generalization is to improve emphasis on CL (\( \mathcal{L}_{\text{KL}}(\hat{P}, C) \)), that is to obtain better calibration. In other words, if we decrease emphasis on RL (\( \mathcal{L}_{\text{KL}}(C, Y) \)), it will give more importance to CL. Mathematically, we consider a new loss function as follows:

\[ L(\hat{P}, Y) = \mathcal{L}_{\text{KL}}(\hat{P}, C) + (1 - \rho)(\mathcal{L}_{\text{KL}}(C, Y) + \mathbb{H}[Y]), \] (6)

where \( \rho \in [0, 1] \) is a hyperparameter, with higher values of \( \rho \) putting less emphasis on refinement and thus more emphasis on calibration. The problem in implementing such a loss function is that we cannot know the perfectly calibrated probabilities \( C \). Thus, instead we approximate these with the probability vector \( \hat{C} \) obtained by TS calibration, assuming that \( \mathcal{L}_{\text{KL}}(\hat{P}, \hat{C}) \approx \mathcal{L}_{\text{KL}}(\hat{P}, C) \). This assumption is justified as we first fit TS on the validation set data and then use the same data to generate \( \hat{C} \). Given the above approximation, we can now add a negligible term \( \rho(\mathcal{L}_{\text{KL}}(\hat{P}, \hat{C}) - \mathcal{L}_{\text{KL}}(\hat{P}, C)) \) to the loss function in Eq. (6) as:

\[
L(\hat{P}, \hat{C}, Y) = L(\hat{P}, Y) + \rho(\mathcal{L}_{\text{KL}}(\hat{P}, \hat{C}) - \mathcal{L}_{\text{KL}}(\hat{P}, C)) \\
= (1 - \rho)\mathcal{L}_{\text{KL}}(C, Y) + \mathcal{L}_{\text{KL}}(\hat{P}, C) \\
+ \rho(\mathcal{L}_{\text{KL}}(\hat{P}, \hat{C}) - \mathcal{L}_{\text{KL}}(\hat{P}, C)) + (1 - \rho)\mathbb{H}[Y] \\
= (1 - \rho)\mathcal{L}_{\text{KL}}(C, Y) + (1 - \rho)\mathcal{L}_{\text{KL}}(\hat{P}, C) \\
+ \rho\mathcal{L}_{\text{KL}}(\hat{P}, \hat{C}) + (1 - \rho)\mathbb{H}[Y] \\
= (1 - \rho)(\mathcal{L}_{\text{KL}}(\hat{P}, C) + \mathcal{L}_{\text{KL}}(C, Y) + \mathbb{H}[Y]) + \rho\mathcal{L}_{\text{KL}}(\hat{P}, \hat{C}) \\
= (1 - \rho)L_{\text{NLL}}(\hat{P}, Y) + \rho\mathcal{L}_{\text{KL}}(\hat{P}, \hat{C}), \] (7)

For \( \rho > 0 \), the loss function in Eq. (7) decreases the emphasis on \( L_{\text{NLL}}(\hat{P}, Y) \) and adds emphasis on \( \mathcal{L}_{\text{KL}}(\hat{P}, C) \), which is equivalent to reducing the gap between distribution of predicted probabilities \( \hat{P} \) and temperature scaled calibrated probabilities \( \hat{C} \). We have \( L(\hat{P}, \hat{C}, Y) \approx L(\hat{P}, Y) \) (using the assumption \( \mathcal{L}_{\text{KL}}(\hat{P}, \hat{C}) \approx \mathcal{L}_{\text{KL}}(\hat{P}, C) \)), hence by minimizing \( L(\hat{P}, \hat{C}, Y) \), we are minimizing \( L(\hat{P}, Y) \) with more emphasis on CL (\( \mathcal{L}_{\text{KL}}(\hat{P}, C) \)). We call this custom loss function \( L(\hat{P}, \hat{C}, Y) \) as the CaliGen loss.
4.2 Generality Training

We learn calibration by generality-training of a trained network by modifying the prediction head. We insert two more layers between the representation and logit layers of the trained network, as shown in Fig. 1. The additional two layers improve the ability to realize more complex functions, as demonstrated by the ablation study in Sect. 6.3. This modified head can be considered a separate Multi-Layer Perceptron (MLP) with two hidden layers where input is the representation produced by the trained model. CaliGen loss requires 3 vectors: representation vector, ground truth label vector, and calibrated probabilities. Generality-training of this modified head is a two-stage task: (i) We consider multiple domains for calibration domain set \( C \), and for each domain \( c \in C \), we obtain \( T^*_c \) using TS calibration method given in Eq. (2). We then use it to get the calibrated probability vector \( \hat{C} \) for each instance in the calibration domains. These calibrated probabilities for each calibration domain are generated once before the generality-training. We have used TS to obtain the calibrated probabilities for its simplicity. However, our method requires only calibrated probabilities, and thus, in principle, TS in generality-training can be replaced by any other post-hoc calibration method. (ii) During generality-training, all the layers are frozen till the representation layer. We use the CaliGen loss function given in Eq. (7) for optimization based on a fixed value of \( \rho \).

Hyper-parameter Tuning. We consider different values of \( \rho \) from \([0.0, 0.1, ..., 0.9, 1.0]\) in the CaliGen loss function Eq. (7) for optimization and use early stopping (with 20% of data allocated for validation). We select the best value of \( \rho \) using 3-fold cross-validation based on best error while restricting the selection of \( \rho \) from 0.2 to 0.8. The selection range is restricted in \([0.2, 0.8]\) to avoid extreme \( \rho \) values that do not improve calibration in our observation (see Fig. 2). The best values of \( \rho \) are given in the Supplementary material.

5 Experiments

We experiment with three datasets to test our method. These experiments aim to test our proposed method CaliGen on real datasets and compare the results with SOTA methods in the area. In the following, we give a brief description of each dataset.

5.1 Datasets

Office-Home. [39] The dataset contains around 15,500 images of different sizes from 65 categories. It is further divided into four domains: Art, Clipart, Painting, and Real World. We resize the images to \( 224 \times 224 \) and split each domain into 80-20 subsets referred to as the Large subset and the Small subset, respectively. We use the Large subset for training and evaluation, whereas the Small subset for calibration. We use one domain for training, 2 for calibration, and 1
remaining domain for evaluation along the same lines as used in [21] and perform experiments on all possible 12 combinations of splitting the 4 domains into 1 training, 1 test, and 2 calibration domains.

**DomainNet.** [40] The dataset contains different size images from 6 domains across 345 categories. The domains are Clipart, Infograph, Painting, Quickdraw, Real, and Sketch. We resize the images to $224 \times 224$ and split each domain into 90–10 referred to as the Large subset and the Small subset, respectively. We use the Large subset for training and evaluation and the Small subset for calibration. We use 2 domains for training, 3 for calibration, and 1 for evaluation, similar to [21]. We perform experiments on all possible 60 combinations.

**CIFAR-10-C.** We used the CIFAR-10 dataset [41] and applied 15 corruptions [42,43] from level 1 (less severe) to level 5 (more severe) on it. We consider 4 corruptions (Gaussian Noise, Brightness, Pixelate, and Gaussian blur) of level 1 as well as original images as the source domains, 4 different corruptions (Fog, Contrast, Elastic Transform, and Saturate) of level 1 as the calibration domains, and the remaining 7 corruptions of all levels as the target domain. A more detailed description of this dataset is given in the supplemental material.

5.2 Experimental Setup

**Generality-Training.** We use ResNet101 [44] and EfficientNet V2 B0 [45] pre-trained on Imagenet and re-train it on each of the datasets listed in Sect. 5.1. For generality-training, we train a Multi-Layer Perceptron (modified head of DNN) with details given in Fig. 1 and Sect. 4.2.

**Base Methods.** We use TS on the held-out validation set from the source domain as a reference method. This method does not generalize to unseen domains and is called the source only calibration (TS). We consider an Oracle method where the model is calibrated with TS on the Large subset of the target domain. Oracle method is closest to the best possible calibration method within the TS family as it has access to the test data for calibration. For other base methods, we consider TS and Top Label Calibration (Histogram Binning Top Label or HB-TL) [17] by fitting these methods on calibration domains. We have also considered learning the weights by focal loss [3] instead of NLL and then applying calibration methods to improve calibration.

**Calibration Adaptation Methods.** There is very limited work in Calibration generalization settings; however, the work done by Park et al., Calibrated Prediction with Covariate Shift (CPCS) [19] and by Wang et al., Transferable Calibration (TransCal) [20] address the calibration adaptation by estimating the density ratio of the target domain and source domain with unlabelled instances from the target domain. We used calibration domain instances to estimate the
Table 2. Calibration performance (ECE %) evaluated on target domains of Office-Home dataset and averaged by target domains. The weights are learned by minimizing NLL (default) and focal loss (FL)

| Method       | Art       | Clipart    | Product    | Real World | Average   |
|--------------|-----------|------------|------------|------------|-----------|
| Uncalibrated | 37.61±5.21| 40.32±0.28 | 29.64±4.81 | 26.05±7.48 | 33.41±7.75|
| TS (Source)  | 18.12±5.42| 24.44±5.38 | 11.64±5.34 | 11.25±0.74 | 16.36±7.15|
| TS (Oracle)  | 4.77±0.51 | 6.06±0.88  | 6.6±0.9    | 6.59±1.13  | 6.0±1.16  |
| HB-TL        | 25.38±1.73| 25.99±4.87 | 18.57±5.92 | 14.68±3.54 | 21.16±6.4 |
| TS           | 8.24±3.15 | 15.87±1.4  | 7.73±3.09  | 8.77±2.91  | 10.15±4.3 |
| CPCS         | 8.98±3.08 | 15.47±1.62 | 7.26±1.88  | 9.32±3.6   | 10.26±4.1 |
| TransCal     | 28.76±14.78| 23.91±15.78| 18.2±10.44 | 15.5±8.38  | 21.6±13.71|
| Cluster NN   | 8.03±1.79 | 17.08±2.1  | 8.2±2.9    | 7.92±1.65  | 10.31±4.47|
| Cluster LR   | 7.4±0.86  | 17.79±3.33 | 8.56±2.81  | 7.48±1.7   | 10.31±4.95|
| Cluster En.  | 7.77±1.81 | 17.15±2.02 | 7.84±2.9   | 7.56±2.07  | 10.08±4.66|
| CaliGen      | **6.64±1.84**| **14.61±4.87**| **6.38±0.93**| **7.27±0.54**| **8.72±4.32**|
| Uncalibrated (FL)| 38.97±3.66| 40.73±4.11 | 29.52±2.17 | 25.54±5.6  | 33.69±7.55|
| TS (FL)      | 8.73±3.18 | 14.81±1.61 | 9.02±1.91  | 9.17±2.36  | 10.43±3.45|

density ratio for a fair comparison with CaliGen, assuming the target domain is unseen.

Cluster-Level Methods. As we propose the calibration generalization method, we compare our method with the current SOTA method cluster level [21]. We use K-means clustering (for Cluster NN) with 8 clusters for the Office-Home dataset and 9 clusters for the other two datasets. The number of clusters for Office-Home and DomainNet was selected from the paper [21] while for CIFAR-10-C, we experimented with clusters from 6 to 15 and chose 9, which gave the best results in the test dataset. We train a linear regressor (for Cluster LR) on cluster centers, and for the cluster ensemble method, we take the mean of logits of these two along with TS.

6 Results and Discussion

We perform experiments to test the robustness of CaliGen on different challenging tasks: (a) slight distribution shifts due to corruptions (CIFAR-10-C) and (b) major domain shifts (Office-Home, DomainNet). For this, we experimented with different calibration methods considering calibration domains (which include source domains) to compare the performance of CaliGen with other SOTA methods. Gong et al. [21] considered only calibration domain data for calibration learning, while our experiments suggest that it will lose calibration on source data if source domains are not included in calibration domains (see supplementary material). We run 20 iterations of our experiments with 500 samples from
Table 3. Calibration performance (ECE %) evaluated on target domains of DomainNet dataset and averaged by target domains

| Method   | Clipart   | Infograph | Painting | Quickdraw | Real   | Sketch |
|----------|-----------|-----------|----------|-----------|--------|--------|
| Uncalibrated | 16.12 ± 3.2 | 28.95 ± 6.9 | 22.74 ± 5.24 | 38.33 ± 13.88 | 18.61 ± 3.71 | 22.1 ± 3.73 |
| TS (Source) | 10.98 ± 2.83 | 22.31 ± 5.58 | 15.39 ± 3.99 | 28.43 ± 13.09 | 11.26 ± 4.01 | 14.05 ± 2.05 |
| Oracle (TS) | 5.93 ± 0.68  | 4.72 ± 0.73  | 4.96 ± 0.78  | 2.44 ± 0.69  | 5.08 ± 0.6  | 5.34 ± 0.37 |
| HB-TL     | 6.99 ± 1.03  | 17.3 ± 2.92  | 10.83 ± 2.29 | 22.34 ± 3.2  | 7.66 ± 1.72  | 10.16 ± 2.02 |
| TS        | 8.02 ± 2.54  | 10.35 ± 4.34 | 6.07 ± 1.48  | 18.23 ± 11.84 | 9.06 ± 3.66  | 6.11 ± 1.25 |
| CPCS      | 7.09 ± 1.54  | 13.02 ± 5.35 | 7.44 ± 3.07  | 21.5 ± 12.52 | 8.02 ± 1.33  | 6.35 ± 1.82 |
| TransCal  | 6.94 ± 1.61  | 19.39 ± 7.9  | 11.05 ± 3.73 | 23.7 ± 13.04 | 7.2 ± 2.25   | 9.07 ± 3.23 |
| Cluster NN | 7.27 ± 1.33  | 11.67 ± 5.03 | 6.0 ± 1.76  | 19.6 ± 8.33  | 6.24 ± 1.13  | 6.0 ± 1.04  |
| Cluster LR | 8.43 ± 1.84  | 13.01 ± 7.69 | 6.97 ± 2.43  | 21.86 ± 7.04 | 7.62 ± 2.16  | 6.08 ± 0.87 |
| Cluster En. | 7.2 ± 1.48  | 11.55 ± 5.34 | 5.66 ± 1.18  | 20.27 ± 7.61 | 6.3 ± 1.61   | 5.23 ± 0.57 |
| CaliGen   | 9.63 ± 1.3   | 6.91 ± 1.81  | 5.83 ± 0.62 | 12.17 ± 1.56 | 8.4 ± 0.86   | 5.81 ± 0.6 |

6.1 Performance Measures

Calibration Performance. Our method CaliGen achieves SOTA results for ECE on each dataset as shown in Table 2 (Office-Home) and Table 3 (DomainNet) where we outperform all other methods on average. For the DomainNet dataset, we achieve the best results on average (8.13 ± 2.57, while the second best method is the cluster ensemble achieving ECE of 9.37 ± 6.6). Note that the high standard deviations in the table are due to considering different combinations of domains for source, calibration, and target. E.g., when Art is the target in Office-Home, then CaliGen has ECE of 6.64 ± 1.84, where 6.64 and 1.84 are, respectively, the mean and standard deviation of 5.41,8.75,5.76, which are respectively the results when the source is Clipart, Product, or RealWorld. All methods other than CaliGen struggle when the task is more complex (Clipart in Office-Home, and Quickdraw in DomainNet). In contrast, CaliGen improves the uncalibrated ECE significantly. CPCS is either outperforming or comparable to cluster-based methods. In comparison, CaliGen achieves lower ECE on target domains and also on source domains (see supplementary material). DNN trained with focal loss [3] might not give better calibration on the unseen domain when compared to NLL. We have given detailed results considering the focal loss in the supplementary material.

Improvement Ratio. Improvement Ratio (IR) [21] measures the model’s calibration transfer score. Given a source-only calibration and target-only (Oracle) calibration, one can measure how close to the oracle-level the model is, compared
Table 4. Improvement Ratio based on average ECE % scores of target domains when the classifier is trained using ResNet (R) or EfficientNet (E)

| Method       | CIFAR-10-C (R) | Office-Home (R) | Office-Home (E) | DomainNet (R) |
|--------------|----------------|-----------------|-----------------|---------------|
| CaliGen      | 0.34           | 0.74            | 0.88            | 0.73          |
| Second best  | 0.26 (CPCS)    | 0.61 (Cl. En.)  | 0.78 (CPCS)     | 0.63 (Cl. En.)|

Table 5. Error % averaged by target domains for different datasets while classifier is trained using ResNet101 (R) or EfficientNet V2 B0 (E). All TS based methods do not change error and are the same as Uncalibrated

| Method       | CIFAR-10-C (R) | Office-Home (R) | Office-Home (E) | DomainNet (R) |
|--------------|----------------|-----------------|-----------------|---------------|
| Uncalibrated | 48.41 ± 14.1   | 68.95 ± 9.68    | 61.98 ± 8.8     | 77.93 ± 11.93 |
| CaliGen      | 47.22 ± 16.13  | 63.49 ± 9.64    | 56.74 ± 10.37   | 76.33 ± 10.86 |

to the source-only level. It is measured by $IR = \frac{ECE_S - ECE}{ECE_S - ECE_T}$, where $ECE_S$ is the source only ECE and $ECE_T$ is the Oracle ECE. CaliGen achieves the best IR across all datasets (see Table 4). The detailed results on the CIFAR-10-C dataset and EfficientNet network are given in the supplementary material.

**Accuracy Generalization.** The generality training procedure has access to representations, ground truth labels, and calibrated probabilities of calibration domains, but the representations are learned only on source domains. During generality-training, the model tries to minimize NLL loss on ground truth labels along with minimizing divergence to calibrated probabilities which helps in better accuracy generalization (see Table 5) along with calibration generalization, given the representations learned on source domains.

6.2 Effect of $\rho$ on ECE and Error

In our method, $\rho$ is a hyper-parameter for which we select the best value by 3-fold cross-validation based on minimum error. Figure 2 shows the effect of changing $\rho$ on error and ECE for both Office-Home and DomainNet datasets. We observe the best error rate when $\rho$ is 0.2 or 0.3, and the error increases for higher values, while ECE is not monotonous for higher values of $\rho$. For $\rho = 0$, the objective function is NLL, and the generality-training does not minimize KL-divergence, so higher ECE and lower error are expected. Still, as we increase $\rho$, the error further minimizes and monotonically increases after $\rho = 0.3$.

6.3 Ablation Study

We perform an ablation study on generality training considering the effects of (i) not modifying the objective function and (ii) not modifying the head.
We test the abilities of our proposed objective function given in Eq. (7) by setting $\rho = 0$ (Only the NLL loss). We observe that when only the NLL loss is used, we do not achieve desirable results for ECE as shown in Table 6. This confirms that models trained with NLL give equal importance to CL and RL, thus struggling to produce well-calibrated probabilities.

Table 6. Calibration performance (ECE %) averaged by target domains of Office-Home dataset while fine-tuned with either unmodified loss function or unmodified head

| Ablation                  | Art   | Clipart | Product | Real World | Average     |
|---------------------------|-------|---------|---------|------------|-------------|
| Unmodified loss           | 13.41 ± 4.77 | 21.23 ± 7.37 | 10.14 ± 4.83 | 8.93 ± 0.26 | 13.43 ± 6.93 |
| Unmodified head           | 10.57 ± 2.05  | 19.14 ± 4.67  | 6.73 ± 0.96  | **6.22 ± 0.32** | 10.66 ± 5.79  |
| CaliGen (no ablation)     | **6.64 ± 1.84** | **14.61 ± 4.87** | **6.38 ± 0.93** | 7.27 ± 0.54  | **8.72 ± 4.32** |

**Unmodified Head.** We justify the modification of the network head by testing our CaliGen loss function on the unmodified head. We use the same procedure without modifying the head and select the best $\rho$ by 3-fold cross-validation. As shown in Table 6, modifying the head improves the performance on average. Adding more layers to the head gives it the ability to realize more complex functions while we use dropout (0.5) and L2 regularizer (0.01) to prevent overfitting.

6.4 Limitations

Our method gives better calibration compared to SOTA methods in calibration generalization setting, same as Gong et al. [21], where we set the representations to be fixed. We have made the assumption of fixed representations throughout the whole paper. In contrast, now we investigate what one can do if there are enough time and resources to relearn the representations as well, something that was not considered by Gong et al. [21]. Thus, we use ResNet pre-trained on Imagenet for this experiment and retrained it on source and calibration domains.
**Experimental Setup.** For training, we use the Office-Home dataset with an additional 50% of the *Small* subsets (10% of the whole domain) from calibration domains along with the source domain (*Large* subset, 80%). This setting redistributes the data for training and calibration such that we have the *Large* subset of source domains and *Small* subset of calibration domains available for training and calibration as discussed in Sect. 5.1. For calibration, the *Small* subset of the source domain (20%) and the remaining 50% of the *Small* subset (10%) of the calibration domains are used.

**Table 7.** Calibration performance (ECE %) and Error % averaged by target domains of Office-Home dataset while ResNet trained and calibrated on all combinations of 3 domains.

| Domain   | Trained on source and calib. domains | CaliGen (trained on source domain) |
|----------|-------------------------------------|------------------------------------|
|          | ECE (Uncl.) | ECE (TS) | Error | ECE (Uncl.) | ECE | Error |
| Art      | 28.67 ± 9.15 | 9.84 ± 0.42 | 68.78 ± 3.1 | 37.61 ± 5.21 | 6.64 ± 1.84 | 72.71 ± 2.4 |
| Clipart  | 40.07 ± 4.13 | 15.75 ± 1.25 | 72.34 ± 8.61 | 40.32 ± 0.28 | 14.61 ± 4.87 | 71.94 ± 0.17 |
| Product  | 19.7 ± 4.03 | 6.72 ± 1.43 | 47.78 ± 8.72 | 29.64 ± 4.81 | 6.38 ± 0.93 | 57.97 ± 1.69 |
| RealWorld| 21.58 ± 4.6 | 6.24 ± 0.89 | 52.55 ± 7.37 | 26.05 ± 7.48 | 7.27 ± 0.54 | 51.34 ± 5.36 |
| Average  | 27.51 ± 9.92 | 9.64 ± 3.94 | 60.36 ± 12.72 | 33.41 ± 7.75 | 8.72 ± 4.32 | 63.49 ± 9.64 |

**Results.** Results shown in Table 7 are averaged by target domains. CaliGen obtains surprisingly better ECE than the model trained on calibration data. However, this training procedure aims to give richer representation to source and calibration domains, which helps in better accuracy generalization on unseen domains. However, CaliGen still gives slightly better errors in the Clipart and Real World domains. In a scenario where calibration domains are unavailable during training, it is more sensible to save cost by generality-training with CaliGen instead of retraining the whole network.

### 7 Conclusion

In this paper, we addressed the problem of calibration generalization for unseen domains. Based on the goal of improving calibration, we derived a new loss function that gives more weightage to Calibration Loss. We proposed a novel generality-training procedure CaliGen which modifies the head of the DNN and uses our proposed CaliGen loss function, which gives more weightage to Calibration Loss. Together, these two changes improve domain generalization, meaning that accuracy and calibration improve on unseen domains while staying comparable to standard training on seen domains. Similarly to several earlier works, the method assumes that all the layers until the representation layer are fixed and cannot be retrained due to limited resources. We also show that if retraining is possible, then results can be improved further.
References

1. Krishnan, R., Tickoo, O.: Improving model calibration with accuracy versus uncertainty optimization. In: Advances in Neural Information Processing Systems, vol. 33, pp. 18237–18248 (2020)

2. Kumar, A., Sarawagi, S., Jain, U.: Trainable calibration measures for neural networks from kernel mean embeddings. In: Dy, J., Krause, A. (eds.) Proceedings of the 35th International Conference on Machine Learning. Proceedings of Machine Learning Research, vol. 80, pp. 2805–2814. PMLR (2018). https://proceedings.mlr.press/v80/kumar18a.html

3. Mukhoti, J., et al.: Calibrating deep neural networks using focal loss. In: Larochelle, H., et al. (eds.) Advances in Neural Information Processing Systems, vol. 33, pp. 15288–15299. Curran Associates Inc. (2020). https://proceedings.neurips.cc/paper/2020/file/aeb7b30ef1d024a76f21a1d40e30c302-Paper.pdf

4. Lin, T.-Y., et al.: Focal loss for dense object detection. In: Proceedings of the IEEE International Conference on Computer Vision, pp. 2980–2988 (2017)

5. Cheng, J., Vasconcelos, N.: Calibrating deep neural networks by pairwise constraints. In: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 13709–13718 (2022)

6. Platt, J., et al.: Probabilistic outputs for support vector machines and comparisons to regularized likelihood methods. Adv. Large Margin Classif. 10(3), 61–74 (1999)

7. Zadrozny, B., Elkan, C.: Transforming classifier scores into accurate multiclass probability estimates. In: Proceedings of the Eighth ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, pp. 694–699 (2002)

8. Kull, M., et al.: Beyond temperature scaling: obtaining well-calibrated multi-class probabilities with dirichlet calibration. In: Advances in Neural Information Processing Systems, vol. 32 (2019)

9. Zadrozny, B., Elkan, C.: Obtaining calibrated probability estimates from decision trees and Naive Bayesian classifiers. In: Proceedings of the Eighteenth International Conference on Machine Learning, pp. 609–616 (2001)

10. Naeini, M.P., Cooper, G.F.: Binary classifier calibration using an ensemble of near isotonic regression models. In: 2016 IEEE 16th International Conference on Data Mining (ICDM), pp. 360–369. IEEE (2016)

11. Allikivi, M.-L., Kull, M.: Non-parametric Bayesian isotonic calibration: fighting over-confidence in binary classification. In: Brefeld, U., Fromont, E., Hoetho, A., Knobbe, A., Maathuis, M., Robardet, C. (eds.) ECML PKDD 2019. LNCS (LNAI), vol. 11907, pp. 103–120. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-46147-8_7

12. Kull, M., Filho, T.S., Flach, P.: Beta calibration: a well-founded and easily implemented improvement on logistic calibration for binary classifiers. In: Singh, A., Zhu, J. (eds.) Proceedings of the 20th International Conference on Artificial Intelligence and Statistics. Proceedings of Machine Learning Research, vol. 54, pp. 623–631. PMLR (2017). https://proceedings.mlr.press/v54/kull17a.html

13. Naeini, M.P., Cooper, G., Hauskrecht, M.: Obtaining well calibrated probabilities using Bayesian binning. In: Twenty-Ninth AAAI Conference on Artificial Intelligence (2015)

14. Wenger, J., Kjellström, H., Triebel, R.: Non-parametric calibration for classification. In: International Conference on Artificial Intelligence and Statistics, pp. 178–190. PMLR (2020)
15. Gupta, K., et al.: Calibration of neural networks using splines. In: International Conference on Learning Representations (ICLR) (2021). https://openreview.net/forum?id=eQe8DEWNN2W

16. Guo, C., et al.: On calibration of modern neural networks. In: International Conference on Machine Learning, pp. 1321–1330. PMLR (2017)

17. Gupta, C., Ramdas, A.: Top-label calibration and multiclass-to-binary reductions. In: International Conference on Learning Representations (2022). https://openreview.net/forum?id=WqoBaaPHS-

18. Ovadia, Y., et al.: Can you trust your model’s uncertainty? Evaluating predictive uncertainty under dataset shift. In: Advances in Neural Information Processing Systems, vol. 32 (2019)

19. Park, S., et al.: Calibrated prediction with covariate shift via unsupervised domain adaptation. In: Chiappa, S., Calandra, R. (eds.) Proceedings of the Twenty Third International Conference on Artificial Intelligence and Statistics. Proceedings of Machine Learning Research, vol. 108, pp. 3219–3229. PMLR (2020). https://proceedings.mlr.press/v108/park20b.html

20. Wang, X., et al.: Transferable calibration with lower bias and variance in domain adaptation. In: Larochelle, H., et al. (eds.) Advances in Neural Information Processing Systems, vol. 33, pp. 19212–19223. Curran Associates Inc. (2020). https://proceedings.neurips.cc/paper/2020/file/df12ecd077efc8c23881028604dbb8cc-Paper.pdf

21. Gong, Y., et al.: Confidence calibration for domain generalization under covariate shift. In: Proceedings of the IEEE/CVF International Conference on Computer Vision, pp. 8958–8967 (2021)

22. Weiss, K., Khoshgoftaar, T.M., Wang, D.: A survey of transfer learning. J. Big Data 3(1), 1–40 (2016)

23. Pampari, A., Ermon, S.: Unsupervised calibration under covariate shift. CoRR, abs/2006.16405 (2020). https://arxiv.org/abs/2006.16405

24. Wald, Y., et al.: On calibration and out-of-domain generalization. In: Advances in Neural Information Processing Systems, vol. 34 (2021)

25. Pleiss, G., et al.: On fairness and calibration. In: Advances in Neural Information Processing Systems, vol. 30 (2017)

26. Kong, L., et al.: Calibrated language model fine-tuning for in- and out-of-distribution data. In: Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP), pp. 1326–1340. Association for Computational Linguistics (2020). https://doi.org/10.18653/v1/2020.emnlp-main.102. https://aclanthology.org/2020.emnlp-main.102

27. Tomani, C., et al.: Post-hoc uncertainty calibration for domain drift scenarios. In: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 10124–10132 (2021)

28. Wang, J., et al.: Generalizing to unseen domains: a survey on domain generalization. IEEE Trans. Knowl. Data Eng. (2022)

29. Dusenberry, M., et al.: Efficient and scalable Bayesian neural nets with rank-1 factors. In: International Conference on Machine Learning, pp. 2782–2792. PMLR (2020)

30. Thulasidasan, S., et al.: On mixup training: improved calibration and predictive uncertainty for deep neural networks. In: Advances in Neural Information Processing Systems, vol. 32 (2019)

31. Müller, R., Kornblith, S., Hinton, G.E.: When does label smoothing help? In: Wallach, H., et al. (eds.) Advances in Neural Information Processing Systems, vol.
32. Curran Associates Inc. (2019). https://proceedings.neurips.cc/paper/2019/file/f1748d6b0f9d439f71450117eba2725-Paper.pdf
32. Lienen, J., Hüllermeier, E.: From label smoothing to label relaxation. In: Proceedings of the AAAI Conference on Artificial Intelligence, vol. 35, pp. 8583–8591 (2021)
33. Lakshminarayanan, B., Pritzel, A., Blundell, C.: Simple and scalable predictive uncertainty estimation using deep ensembles. In: Advances in Neural Information Processing Systems, vol. 30 (2017)
34. Wen, Y., Tran, D., Ba, J.: Batchensemble: an alternative approach to efficient ensemble and lifelong learning. In: International Conference on Learning Representations (2020). https://openreview.net/forum?id=Sklf1yrYDr
35. Hébert-Johnson, U., et al.: Multicalibration: calibration for the (computationally-identifiable) masses. In: International Conference on Machine Learning, pp. 1939–1948. PMLR (2018)
36. Shabat, E., Cohen, L., Mansour, Y.: Sample complexity of uniform convergence for multicalibration. In: Advances in Neural Information Processing Systems, vol. 33, pp. 13331–13340 (2020)
37. Bröcker, J.: Reliability, sufficiency, and the decomposition of proper scores. Q. J. Roy. Meteorol. Soc. 135(643), 1512–1519 (2009)
38. Kull, M., Flach, P.: Novel decompositions of proper scoring rules for classification: score adjustment as precursor to calibration. In: Appice, A., Rodrigues, P.P., Santos Costa, V., Soares, C., Gama, J., Jorge, A. (eds.) ECML PKDD 2015. LNCS (LNAI), vol. 9284, pp. 68–85. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-23528-8_5
39. Venkateswara, H., et al.: Deep hashing network for unsupervised domain adaptation. In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pp. 5018–5027 (2017)
40. Peng, X., et al.: Moment matching for multi-source domain adaptation. In: Proceedings of the IEEE International Conference on Computer Vision, pp. 1406–1415 (2019)
41. Krizhevsky, A., Nair, V., Hinton, G.: CIFAR-10 (Canadian institute for advanced research) (2009). https://www.cs.toronto.edu/~kriz/cifar.html
42. Hendryckss, D., Dietterich, T.: Benchmarking neural network robustness to common corruptions and perturbations. In: International Conference on Learning Representations (2019). https://openreview.net/forum?id=HJz6tiCqYm
43. TensorFlow Datasets Team. imagenet2012_corrupted (2020). https://github.com/tensorflow/datasets/blob/master/tensorflow_datasets/image_classification/imagenet2012_corrupted.py
44. He, K., et al.: Deep residual learning for image recognition. In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pp. 770–778 (2016)
45. Tan, M., Le, Q.: Efficientnetv2: smaller models and faster training. In: International Conference on Machine Learning, pp. 10096–10106. PMLR (2021)
Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license and indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the chapter’s Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.
Informed Priors for Knowledge Integration in Trajectory Prediction

Christian Schlauch\textsuperscript{1,2,3(✉)}, Christian Wirth\textsuperscript{2}, and Nadja Klein\textsuperscript{1,3}

\textsuperscript{1} Chair of Statistics and Data Science at Humboldt-Universität zu Berlin, Berlin, Germany  
\texttt{christian.schlauch@student.hu-berlin.de}  
\textsuperscript{2} Continental AG, Hannover, Germany  
\textsuperscript{3} Chair of Uncertainty Quantification and Statistical Learning at Research Center Trustworthy Data Science and Security, and Technische Universität Dortmund, Dortmund, Germany

Abstract. Informed learning approaches explicitly integrate prior knowledge into learning systems, which can reduce data needs and increase robustness. However, existing work typically aims to integrate formal scientific knowledge by directly pruning the problem space, which is infeasible for more intuitive world and expert knowledge, or requires specific architecture changes and knowledge representations. We propose a probabilistic informed learning approach to integrate prior world and expert knowledge without these requirements. Our approach repurposes continual learning methods to operationalize Baye’s rule for informed learning and to enable probabilistic and multi-modal predictions. We exemplify our proposal in an application to two state-of-the-art trajectory predictors for autonomous driving. This safety-critical domain is subject to an overwhelming variety of rare scenarios requiring robust and accurate predictions. We evaluate our models on a public benchmark dataset and demonstrate that our approach outperforms non-informed and informed learning baselines. Notably, we can compete with a conventional baseline, even using only half as many observations of the training dataset.
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1 Introduction

Deep learning approaches achieve excellent prediction performance in many domains but require an exhaustive amount of training data [23]. This training data may be challenging to obtain e.g. because relevant events are too rare or costly to observe. Informed learning (IL) [20] tries to alleviate this problem by integrating so-called prior knowledge. This means scientific, world, or expert knowledge is explicitly integrated into the learning system and not just implicitly
learned from observations. Doing so allows a reduction of the required training data, an increase in the acquired accuracy, or both. Furthermore, the system can be more robust and safe, especially when encountering unseen events [23]. These benefits are particularly interesting in the autonomous driving domain, where safety and reliability under a wide variety of complex scenarios are essential [23].

Existing IL approaches are, however, often limited to integrating formal scientific knowledge by directly reducing the problem space [20]. Reducing the problem space is less suitable for integrating world or expert knowledge for which reasonable exceptions occur. For example, in autonomous driving, we might expect most traffic participants to comply with speed regulations but must not rule out violations. IL approaches that integrate such knowledge usually require architectural changes or specific knowledge representations for careful data augmentation or loss construction to appropriately bias the learning system [20]. This limits their applicability. To address these shortcomings, we propose a probabilistic IL approach by repurposing regularization-based continual learning (CL) methods [6], thus operationalizing Bayes’ rule for IL.

Such an approach, while conceptually simple, has not yet been used in IL, even though it inherits four major advantages: (1) The approach allows one to integrate prior world and expert knowledge without ruling out exceptions. (2) It does not require architectural changes and does not assume a specific representation for the prior knowledge as long as it is possible to map the prior knowledge to the prediction target. (3) The probabilistic formulation is theoretically well-motivated and allows one to infer complete predictive distributions, which enable well-calibrated, multi-modal outputs beyond simple point predictions. Probabilistic formulations lead to improved models, even if calibration and multi-modality only play a minor role [13]. (4) Potentially, the approach allows one to integrate multiple, semantically different sources of prior knowledge by updating the prior sequentially.

We study our approach by considering trajectory prediction for autonomous driving as an exemplary application. The trajectory prediction is especially challenging since well-calibrated multi-modal predictions are necessary to enable safe planning [13]. Safety-critical events, like near-collision, are exceedingly rare to observe and practically unavailable in public datasets [3, 24]. Prior knowledge is, however, often readily available [23]. In our study, we integrate the prior expert knowledge that trajectories are likely to stay on-road [2], see Fig. 1. Exceptions to this expectation may occur in the formation of an emergency corridor or during evasive maneuvers. Using this single prior knowledge enables us to compare to existing work, even though it does not allow us to investigate advantage (4). We present an implementation that adapts the state-of-the-art CoverNet [17] and MultiPath [4] trajectory predictors using generalized variational continual learning (GVCL) [12]. We critically analyze our approach in multiple experiments and show that it improves existing non-informed baselines and outperforms other IL approaches like transfer learning or multi-task learning with auxiliary losses [2].
In summary, our contributions are:

- A probabilistic IL approach to systematically integrate prior world and expert knowledge into deep learning models, that also enables well-calibrated multimodal, probabilistic predictions;
- a concrete application of our approach to the trajectory prediction in autonomous driving, adapting the state-of-the-art CoverNet and MultiPath predictors; and
- an extensive evaluation, showing that we substantially improve on multiple CoverNet and MultiPath baseline variants.

The paper is structured as follows: We relate our work to the existing literature in Sect. 2. In Sect. 3, we introduce our probabilistic IL approach before we exemplify it on the CoverNet and MultiPath architecture in Sect. 4. In Sect. 5, we benchmark our method against various baseline variants and close the paper with a conclusion and discussion in Sect. 6. Our code is published on GitHub\(^1\)

### 2 Related Work

The idea of integrating prior knowledge into learning systems has been a long-standing research subject, but IL is only recently emerging as a distinct field of research in the development of parsimonious and trustworthy AI [20]. Rueden et al. [20] provide a taxonomy for existing IL methods based on the type and representation of prior knowledge as well as the integration approach. In most domains, like trajectory prediction for autonomous driving, there has been a particular focus on integrating scientific knowledge about physical limitations [23]. For instance, Phan-Minh et al. [17] propose dynamically constructed scene-specific trajectory sets based on plausible dynamical models as output representation, while Cui et al. [5], Li et al. [10] define specific layer types to encode a

\(^1\) https://github.com/continental/kiwissen-bayesian-trajectory-prediction.
While these methods prune the problem space, we enable the “soft constrain-
ing” integration of world and expert knowledge that can be violated. Earlier work
in the same direction has been done by Wang et al.
[21] using a multi-task learning approach, while Boulton et al.
[2] introduce an auxiliary loss method combined with a transfer learning approach where the model is pre-trained using prior knowledge. Similar approaches have been shown to be beneficial in other domains
[18]. However, transfer learning may “forget” the prior knowledge, as preser-
vation is not enforced, while multi-task learning approaches require a single
dataset with simultaneously available labels. Our approach based on CL meth-
ods can be applied without these limitations. To our knowledge, CL methods
have not yet been used to realize an IL approach.

De Lange et al.
[6], Parisi et al.
[16] categorize existing CL methods
as regularization-based, replay-based, or architectural. Architectural methods
require a specific model representation, while replay-based methods typically
employ replay buffers. We focus on regularization-based methods as they do not
have these requirements and can be easily formulated in a probabilistic way,
which is itself argued to feature robustness and safety
[13]. We leverage GVCL
which generalizes variational continual learning (VCL)
[15] and online elastic weight consolidation (Online EWC)
[9,19]. Other regularization-based methods
may potentially be used instead
[16]. However, GVCL is a well-established, the-
oretically well-motivated method and can be applied to a wide variety of model
architectures without modification [with the exception of recurrent architectures
for which variational reformulations are typically more involved
[7].

3 A Probabilistic Informed Learning Approach

We introduce a probabilistic informed learning (IL) approach to explicitly inte-
grate prior world and expert knowledge into deep learning systems. The basic
idea is to map the prior knowledge to learning tasks. By applying Baye’s rule to
learn over these tasks sequentially we aggregate an informed prior before learn-
ing from actual observations. To this end, we repurpose regularization-based
continual learning (CL), making our approach computationally tractable and
preventing catastrophic forgetting. In the following, we formalize this idea.

3.1 The Informed Learning Problem

Our focus is on supervised learning problems, where we denote
\( D = \{ \mathcal{X} \times \mathcal{Y} \} \) as
the domain over the input space \( \mathcal{X} \) and the output space \( \mathcal{Y} \).
In the conventional
setup, we draw a single labeled dataset
\( D = \{ (x_i, y_i) \}_{i=1}^{N} \)
consisting of a finite
number of \( N \) conditionally independent realizations
\( y_i|x_i \), where \( x_i \in \mathcal{X} \) and
\( y_i \in \mathcal{Y} \). Let \( p(y|x) \) denote the true conditional distribution of \( Y \) given \( X = x \) and let \( \mathcal{H} \) denote a hypothesis space consisting of hypothesis (probabilistic
deep learning models) \( h_{\theta}(\cdot) \) that are defined through some model parameters
Given $D$ and $H$, the task is to learn a final hypothesis $h_{\theta}(x) \in H$ in form of a predictive distribution $h_{\theta}(x) \sim p_{\theta}(y|x)$ by applying a learning algorithm $\mathcal{L} : D \rightarrow H$. Our goal is now to integrate prior world or expert knowledge $B$ into the learning algorithm $\mathcal{L}$, thereby placing an inductive bias into the learning problem [20,23]. Following Rueden et al. [20], we call such an explicit integration of prior knowledge $B$ an informed learning problem.

### 3.2 Operationalizing Bayes’ Rule for Informed Learning

To tackle the IL problem, we extend the conventional setup by defining a sequence of multiple knowledge-based tasks $t = 1, \ldots, T - 1$. In contrast to the conventional observational task $t = T$, we generate the respective labelled datasets $D_t = \{(x_i^{(t)}, y_i^{(t)})\}_{i=1}^{N_t}$ with $N_t$ samples each by mapping our prior knowledge $B_t \subset B$ onto our prediction target. This can be done by either generating completely synthetic data (e.g. with simulations) or leveraging semantic annotations to input data of an observational dataset. We illustrate the latter approach, which is especially cheap, in Sect. 4.1. We recursively learn over this sequence of tasks by applying Bayes’ rule, allowing us to recover the posterior probability distributions $p(\theta|D_{1:T})$ with

$$p(\theta|D_{1:T}) \propto \pi_0(\theta) \prod_{t=1}^{T} p_{\theta}(y_t|x_t). \quad (1)$$

given the respective likelihoods $p_{\theta}(y_t|x_t)$ and $\pi_0(\theta)$ as the initial, uninformed prior.

In general, this approach does not require a specific model representation and can be applied to existing state-of-the-art models using a shared output representation $Y$ for all tasks. The sequential approach allows reusing posteriors $\pi_{D_{1:t-1}}(\theta)$ in different sequences, expanding the sequence when new data or knowledge becomes available or reordering the tasks to form a curriculum [14]. Notably, the formulation leads to an implicit trade-off for the impact of our prior knowledge; if less observational data is available, e.g. for rare events in the input space $\mathcal{X}$, the more relevant the informed prior is.

### 3.3 Repurposing Continual Learning Methods

Our above learning task setup is similar to a CL task-incremental problem [6]. However, the IL context justifies stronger assumptions since more information is available. First, we can assume that the number of tasks is finite, and their identities to be known. Second, we can assume that our prior knowledge is not in conflict with the observed data since we intend to make information explicit that we assume to be implicitly contained in domain [20]. Thus, we assume no domain shift between the aggregated informed prior and our observations. However, we are still concerned with shifts during aggregation of our informed prior since different prior knowledge may conflict. E.g. in autonomous driving, we may
require a trade-off between conflicting traffic rules. In fact, it can be advantageous to implicitly resolve rule conflicts during learning since such conflicts are often challenging to solve a priori in symbolic systems. Thus, we must minimize potential catastrophic forgetting to learn an appropriate joint posterior weight distribution that captures all prior knowledge and observations. By repurposing CL methods, we tackle this concern and make our approach computationally tractable.

We illustrate our approach with GVCL, which is a likelihood-tempered version of VCL [15] based on variational inference (VI) [22]. The likelihood-tempering has been shown to help, in VI [22], in some settings. GVCL tackles the recursion described in Eq. (1) by minimizing the likelihood-tempered log-evidence lower bound (so-called \( \beta \)-ELBO, \( \beta \in [0, 1] \)) at every task \( t = 1, \ldots, T \). This yields a tractable approximate solution \( q_t(\theta) \approx p(\theta|D_1:t) \) using the approximate posterior \( q_{t-1}(\theta) \approx p(\theta|D_1:t-1) \) of the previous task \( t-1 \) as a prior distribution weighted by \( \beta \) for all \( t \). More precisely, the \( \beta \)-ELBO at time \( t \) is defined by

\[
\beta \text{-ELBO} = \mathbb{E}_{\theta \sim q_t(\theta)} \left[ \log p_\theta(y_t|x_t) \right] - \beta D_{KL}(q_t(\theta)||q_{t-1}(\theta)),
\]

where \( D_{KL}(q_t(\theta)||q_{t-1}(\theta)) \) is the Kullback-Leibler (KL) divergence between two probability distributions \( q_t, q_{t-1} \). We assume a fixed form \( q_t(\theta) \) that belongs to the family \( Q \) of Gaussian distributions with diagonal covariance matrices. As uninformed prior \( q_0(\theta) = \pi_0(\theta) \), we use a zero-mean, unit-variance normal distribution. Here, \( \theta \) collects all weights and biases, and the variational parameter vector \( \nu = (\mu, \sigma)^T \) consists of the means and standard deviations of the independent Gaussian variational distributions of each model weight. Note, that we may artificially sharpen the informed prior in the \( D_{KL} \)-term as described by Loo et al. [12], which enables us to tune the effect of the prior \( q_{t-1}(\theta) \).

![Fig. 2. Model architecture from Phan-Minh et al. [17].](image)

### 4 An Application to Trajectory Prediction in Autonomous Driving

We exemplify our probabilistic IL approach by applying it to CoverNet [17] and MultiPath [4], two state-of-the-art trajectory prediction models in autonomous
driving [8,11]. We integrate the prior expert knowledge, that trajectories are likely to stay on-road, by leveraging drivable area map data that is commonly available in public datasets. Boulton et al. [2] also applied this prior knowledge, allowing us to compare to existing baselines.

4.1 The Trajectory Prediction Problem

Our focus is on single-target trajectory prediction problems, where a self-driving system is assumed to observe the states in the state space $\mathcal{Y}$ of all agents $A$ present in a scene on the road. Let $y_j(t) \in \mathcal{Y}$ denote the state of agent $a_j \in A$ at time $t$ and let $y_j(t-T_o:t) = (y_j(t-T_o), y_j(t-T_o+\delta t), \ldots, y_j(t))$ be its observed trajectory over an observation history $T_o$ with sampling period $\delta t$. Additionally, we assume access to agent-specific maps $M_i$ which includes semantic annotations such as the drivable area and is centered around a target agent $a_i \in A$. The scene context of agent $a_i$ consisting of map and states is then denoted as $x_i = \{y_j(t-T_o:t)\}_{j=1}^{\left|A\right|}, M_i$. Given $x_i$, the goal is to predict the distribution of $a_i$’s future trajectories $p(y_i(t+\delta t:t+T_h)|x_i)$ over the prediction horizon $T_h$.

4.2 Reviewing CoverNet and MultiPath

CoverNet [17] approaches the trajectory prediction problem with a computer vision-based architecture as shown in Fig. 2. The input consists of the current state $y_i(t)$ of the target vehicle $a_i$ and a birds-eye-view RGB rendering of the scene context $x_i$ over a three-second observation period ($T_o = 3$ s). The output uses a predefined set $\mathcal{K}(\epsilon) = n(\epsilon)$ possible trajectories

$$\mathcal{K}(\epsilon) = \left\{y_k^{(t+\delta t:t+T_h)} \; \middle| \; k = 1, \ldots, n(\epsilon) \right\},$$

where $\epsilon$ is a coverage bound. Following Phan-Minh et al. [17], we can define $\mathcal{K}(\epsilon)$ by clustering all observed trajectories in the training scenes with $\epsilon$ as cluster distance in meter$^2$. Note that this set is independent of the current scene context $x_i$. The representation allows treating each trajectory $y_k^{(t+\delta t:t+T_h)}$ in the set $\mathcal{K}(\epsilon)$ as a sample of the predictive distribution $p(y_i^{(t+\delta t:t+T_h)}(t+T_h)|x_i)$, while only computing its conditional probability.

MultiPath, as introduced by Chai et al. [4], follows the same approach but additionally models scene-specific offsets to the trajectories in the predefined set $\mathcal{K}(\epsilon)$ (termed as anchor trajectories) at each time step. This offset allows a better adaption to the scene context and can be understood as conditionally independent Gaussian distributions at each time step. However, we keep the covariances of these Gaussian distributions frozen, reducing the task to a standard regression problem, as this has shown the best performance in the large-scale experiment by Chai et al. [4]. We implement the MultiPath model by extending the CoverNet architecture in Fig. 2 with an additional regression head.

$^2$ In general, any space-filling heuristic may be used to generate the set $\mathcal{K}(\epsilon)$, even a data-agnostic one.
4.3 Defining Our Task Setup

Given an observational dataset \( D_O = \{(x_i, y_{i, true}^{(t+\delta t:t+T_h)})\}_{i=1}^{N} \) with ground truth trajectories \( y_{i, true}^{(t+\delta t:t+T_h)} \), we can define two tasks following our approach described in Sect. 3, see Fig. 1. The first knowledge task integrates our prior knowledge \( B \) that trajectories are likely to stay on-road, while the second observational task encompasses the conventional training on observations.

- **Task 1 – learning from on-road trajectories:** For each scene context \( x_i \) in \( D_O \), we label every trajectory in the predefined set \( K(\epsilon) \) that is contained in the drivable area of \( M_i \) over all time-steps \( \tau \in (t, t+\delta t, \ldots, t+T_h) \) as positive. This results in a new \( D_B = \{(x_i, k_i)\}_{i=1}^{N} \), where \( k_i \) is a binary vector with multiple positive labels. We then train the CoverNet and the MultiPath models on this multi-label classification task using a binary cross-entropy loss. At this point, we do not need access to scene-specific ground truth trajectories \( y_{i, true}^{(t+\delta t:t+T_h)} \) from \( D_O \).

- **Task 2 – learning from observed trajectories:** Given \( D_O \), the trajectory in \( K(\epsilon) \) closest to \( y_{i, true}^{(t+1:t+T_h)} \) is labeled as positive. Thus, for CoverNet (CN), the prediction problem is reduced to a multi-class classification with \( D_{CN}^O = \{(x_i, k_i)\}_{i=1}^{N} \), where \( k_i \) is a binary vector with a single positive label. Then, CoverNet is trained using a sparse categorical cross-entropy loss where the softmax function normalizes its logit transformations. MultiPath additionally considers the offset \( \Delta_{i, true}^{(t+\delta t:t+T_h)} \) between the ground truth and the positively labeled (closest) trajectory \( K(\epsilon) \), resulting in \( D_{MTP}^O = \{(x_i, k_i, \Delta_{i, true}^{(t+\delta t:t+T_h)})\}_{i=1}^{N} \). The scene specific offsets are then trained with a \( l_2 \)-regression loss.

This task setup can be used to train GVCL-variants of the CoverNet and MultiPath models by applying the formalism in Sect. 3.3.

5 Experiments

We investigate the performance of our proposed informed GVCL-Variant using the NuScenes dataset of Caesar et al. [3]. In our main study we investigate the performance of our models under diminishing observation counts and in an ablation type study the effect of the coverage bound \( \epsilon \) in \( K(\epsilon) \).

5.1 Datasets

The NuScenes dataset, our \( D_O \) (see Sect. 4.3), contains 1000 scenes, each being 20 s, with two samples per second (\( \delta t = 0.5 \) s). We use the data split described by Phan-Minh et al. [17] with 32186/8560/9041 observations in the training/validation/test set with three second history (\( T_o = 3 \) s) and six second prediction horizons (\( T_h = 6 \) s). We employ the predefined trajectory sets \( K(\epsilon) \) with coverage bounds \( \epsilon \in \{2, 4, 8\} \) that are distributed with the dataset from the NuScenes prediction challenge [3]. Lastly, we leverage the drivable area included in NuScenes map data to define a knowledge dataset, our \( D_B \) (see Sect. 4.3).
5.2 Baseline Variants

We consider two non-informed baseline variants:

- **Base-Variant** of the CoverNet [17] and the MultiPath model [4] (Sect. 3.3).
- **VI-Variant** as a probabilistic adaptation [22] of the Base-Variants. Like our GVCL-Variant described in Sect. 4.2, the number of parameters is doubled, in comparison to the Base-Variant, and the likelihood-temperature is set by a hyperparameter $\beta \in [0, 1]$. This baseline allows us to distinguish the effects of our probabilistic IL approach and probabilistic (uninformed) learning alone.

We also consider two informed baseline variants:

- **Loss-Variant** uses an auxiliary on-road loss as introduced by Boulton et al. [2]. The model jointly trains on on-road and observed trajectories. The trade-off between losses is controlled by a hyperparameter $\lambda_{\text{multi}} > 0$.
- **Transfer-Variant** pre-trains on on-road trajectories in a first task before training solely on observed ones, as described in Sect. 4.3. It also has been used by Boulton et al. [2]. This variant can be viewed as an ablation for our approach without regularization.

Since our GVCL-Variant has effectively doubled the parameters, we also introduce a GVCL-Det-Variant to allow for a fair comparison to the non-probabilistic baselines. The GVCL-Det-Variant is trained according to the GVCL method but makes non-probabilistic predictions at test time using the mean $\mu$ of the variational parameters $\nu$ only (see Sect. 4.2).

5.3 Implementation Details

All our models utilize the architecture described in Sect. 4.2 with a ResNet50 backbone. We report further implementation details, including optimizer choices, hyperparameter tuning, and settings, as well as hardware configurations, in Sec. A of our Supplemental Material (SM). Our code is published on GitHub.\(^3\)

5.4 Metrics and Evaluation

To evaluate our experiments, we report the min, max, and average results of three independent runs per experiment. We consider the following metrics commonly applied in the literature [8,11]. The average displacement error $\text{minADE}_1$ and final displacement error $\text{minFDE}_1$ evaluate the quality of the most likely trajectory, whereas $\text{minADE}_5$ considers the five most likely trajectories. The $\text{minADE}_5$ metric indirectly depends on well-calibrated, probabilistic predictions, as it evaluates the quality of the probability-based ordering. In addition, we consider the HitRate$_{5,2}$, that measures if one of the 5 most likely trajectories is “close enough” [17]. Furthermore, we consider the drivable area compliance (DAC) metric that

\(^3\)https://github.com/continental/kiwissen-bayesian-trajectory-prediction.
determines how far the predictions conform to the prior knowledge. We report a more extensive set of metrics in Sec. B of our SM.

Note that, since the observed ground truth trajectory may not be part of the trajectory set \( y_{i,i_{true}}^{(t+\delta t:t+T_h)} \notin \mathcal{K}(\epsilon) \), the CoverNet model exhibits an irreducible approximation error in displacement metrics (ADE, FDE). This is not the case for the MultiPath model due to its regression of the offset.

5.5 Results - Effect of Training Size

In this main study, we run three sets of experiments with 10%, 50%, and 100% of the available observations in the training split while using the full validation and test splits of \( \mathcal{D}_O \). However, we use the complete training split of \( \mathcal{D}_B \). This relates to real-world driving applications, where map data is substantially cheaper to obtain than observations. The 10% and 50% subsets are randomly sub-sampled, and the coverage bound is set to \( \epsilon = 4 \), resulting in \( |\mathcal{K}(4)| = 415 \) trajectories.

**CoverNet Variants.** Table 1 shows the performance of our GVCL-CoverNet in comparison with the baselines under varying amounts of available observations. First, we observe that our GVCL-CoverNet outperforms all baselines in all three sets of experiments across all metrics except the DAC of Transfer-CoverNet. Most notably, GVCL-CoverNet improves on the prediction performance of the other informed baselines (Transfer- and Loss-CoverNet), especially in calibration-sensitive metrics (minADE$_5$, HitRate$_{5,2}$) the fewer observations are available, as shown in Fig. 3. Regarding the DAC, we expect our model to only conform to the prior knowledge in so far that is beneficial for the general prediction performance, since the regularization implicitly trades off the prior knowledge and observations. In that regard Transfer-CoverNet, as non-probabilistic ablation to our model, may overly bias the DAC since it performs worse than GVCL-CoverNet in all other metrics.

We also note, that the GVCL-CoverNet performance gains can only be partially attributed to the probabilistic formulation as GVCL-CoverNet again outperforms the non-informed VI-CoverNet across all metrics. A caveat to the probabilistic models is their doubled number of parameters. However, we observe that our GVCL-Det-CoverNet still achieves the best minADE$_1$ and minFDE$_1$ of all non-probabilistic models. It also achieves the same or higher HitRate$_{5,2}$ and is only outperformed by Transfer-CoverNet in the calibration-sensitive metric minADE$_5$ for 50% and 100% of the data. We hypothesize that the deterministic reduction leads to a substantial calibration-loss at test time loss. However, we also note that with decreasing amounts of available observations the GVCL-Det-CoverNet model becomes more competitive. In fact, we can obtain the predictive performance (in terms of minADE$_1$ and minFDE$_1$) of the Base model, with just 50% of the training data.

These results substantiate the relevance of the prior knowledge in our approach, which shows increasing benefits the fewer observations are available. We deem this especially relevant in open-world applications, where the available training data covers rare edge cases much less sufficiently than test examples in public datasets like NuScenes.
Table 1. Average performance with maximum deviation of three independent runs of all CoverNet variants using coverage bound $\epsilon = 4$ (bold as unique best result and italic as unique best non-probabilistic per set).

| Experiment  | minADE$_1$  | minADE$_5$ | minFDE$_1$ | HitRate$_{5,2}$ | DAC  |
|-------------|-------------|-------------|-------------|------------------|------|
| **100% Data** |             |             |             |                  |      |
| Base        | 4.77±0.49   | 2.26±0.10   | 10.61±1.16  | 0.19±0.01        | 0.88±0.01 |
| Transfer    | 4.70±0.04   | 2.12±0.01   | 10.15±0.06  | 0.19±0.00        | **0.96±0.01** |
| Loss        | 4.88±0.13   | 2.40±0.05   | 10.53±0.27  | 0.18±0.01        | 0.94±0.01 |
| VI          | 4.13±0.13   | 2.03±0.09   | 9.21±0.35   | 0.21±0.00        | 0.91±0.01 |
| GVCL        | **3.99±0.05** | **1.94±0.03** | **8.96±0.01** | 0.22±0.00        | 0.94±0.01 |
| GVCL-Det    | 4.55±0.11   | 2.26±0.05   | 9.93±0.25   | 0.19±0.00        | 0.91±0.02 |
| **50% Data** |             |             |             |                  |      |
| Base        | 5.47±0.27   | 2.60±0.12   | 12.03±0.69  | 0.16±0.01        | 0.87±0.01 |
| Transfer    | 5.24±0.11   | 2.33±0.03   | 11.14±0.33  | 0.17±0.01        | **0.96±0.01** |
| Loss        | 5.84±0.15   | 2.68±0.04   | 12.61±0.25  | 0.15±0.00        | 0.91±0.01 |
| VI          | 4.61±0.01   | 2.21±0.02   | 10.24±0.03  | 0.19±0.00        | 0.89±0.01 |
| GVCL        | **4.30±0.03** | **1.63±0.01** | **9.57±0.01** | 0.20±0.00        | 0.92±0.00 |
| GVCL-Det    | 4.76±0.16   | 2.41±0.09   | 10.41±0.42  | 0.18±0.01        | 0.91±0.00 |
| **10% Data** |             |             |             |                  |      |
| Base        | 6.37±0.17   | 3.06±0.08   | 13.81±0.33  | 0.13±0.01        | 0.85±0.00 |
| Transfer    | 6.41±0.14   | 3.14±0.10   | 13.41±0.19  | 0.13±0.00        | **0.98±0.00** |
| Loss        | 6.77±0.46   | 3.24±0.14   | 14.25±0.19  | 0.11±0.01        | 0.84±0.03 |
| VI          | 6.03±0.15   | 2.80±0.08   | 12.77±0.22  | 0.14±0.00        | 0.82±0.02 |
| GVCL        | **5.51±0.15** | **2.55±0.08** | **11.86±0.29** | **0.17±0.00** | 0.91±0.01 |
| GVCL-Det    | 5.77±0.07   | 2.75±0.05   | 12.08±0.09  | 0.16±0.00        | 0.93±0.02 |

Fig. 3. Min-max performance of informed CoverNet variants using $\epsilon = 4$.

**MultiPath Variants.** We present in Table 2 the performance of our GVCL-MultiPath variant in comparison to the baselines under varying amounts of available observations. The results support our conclusion from the CoverNet comparison. We again observe that our GVCL-MultiPath outperforms all baselines in all three sets of experiments across all metrics except the DAC of Transfer-MultiPath (Fig. 4).
Table 2. Average performance with maximum deviation (rounded to the 2nd decimal) of three independent runs of all MultiPath variants using coverage bound $\epsilon = 4$ (bold as unique best result and italic as unique best non-probabilistic per set).

| Experiment     | minADE$_1$ | minADE$_5$ | minFDE$_1$ | HitRate$_{5,2}$ | DAC      |
|----------------|------------|------------|------------|-----------------|----------|
| **100% Data**                                         |            |            |            |                 |          |
| Base           | 4.88±0.22  | 2.17±0.15  | 11.14±0.51 | 0.30±0.02       | 0.92±0.02|
| Transfer       | 5.07±0.01  | 2.15±0.10  | 11.05±0.05 | 0.28±0.01       | **0.98±0.00**|
| Loss           | 4.76±0.04  | 2.12±0.05  | 10.79±0.15 | 0.31±0.01       | 0.94±0.00|
| VI             | 4.74±0.23  | 2.19±0.06  | 10.19±0.30 | 0.28±0.01       | 0.95±0.01|
| GVCL           | **4.26±0.15** | **2.00±0.05** | **9.43±0.39** | **0.33±0.00** | 0.94±0.01|
| GVCL-Det       | 4.87±0.27  | 2.54±0.15  | **10.48±0.06** | 0.25±0.00       | 0.93±0.01|
| **50% Data**                                           |            |            |            |                 |          |
| Base           | 5.36±0.07  | 2.47±0.03  | 12.17±0.26 | 0.24±0.01       | 0.89±0.01|
| Transfer       | 5.70±0.09  | 2.53±0.012 | 12.20±0.21 | 0.23±0.02       | **0.98±0.01**|
| Loss           | 5.35±0.21  | 2.42±0.10  | 12.03±0.39 | 0.24±0.04       | 0.90±0.01|
| VI             | 4.82±0.08  | 2.23±0.01  | 10.75±0.13 | 0.28±0.01       | 0.91±0.00|
| GVCL           | **4.69±0.16** | **2.20±0.06** | **10.37±0.40** | **0.30±0.01** | 0.93±0.01|
| GVCL-Det       | 5.44±0.63  | 2.80±0.41  | **11.62±1.28** | 0.21±0.01       | 0.91±0.03|
| **10% Data**                                           |            |            |            |                 |          |
| Base           | 6.10±0.08  | 3.08±0.07  | 13.24±0.12 | 0.18±0.01       | 0.85±0.02|
| Transfer       | 6.85±0.20  | 3.30±0.02  | 14.26±0.23 | 0.14±0.01       | **0.98±0.01**|
| Loss           | 6.71±0.13  | 3.38±0.14  | 14.42±0.38 | 0.16±0.02       | 0.85±0.03|
| VI             | 6.11±0.09  | 2.97±0.04  | 12.81±0.09 | 0.18±0.01       | 0.86±0.01|
| GVCL           | **5.64±0.15** | **2.92±0.12** | **12.40±0.30** | **0.21±0.01** | 0.91±0.02|
| GVCL-Det       | 6.15±0.28  | 3.11±0.16  | **13.16±0.46** | 0.18±0.01       | 0.91±0.00|

Fig. 4. Min-max performance of informed MultiPath variants using $\epsilon = 4$.

In Fig. 3 we highlight the performance benefits in comparison to the informed MultiPath baselines. We again theorize that Transfer-MultiPath may overbias the DAC. In fact, Transfer-MultiPath shows even worse performance than Base-MultiPath (minADE$_1$, HitRate$_{5,2}$), especially with fewer observations available. This further substantiates that the Transfer-variants are not able to appropriately trade-off prior knowledge and observations.
The results also show again that the performance gains of our GVCL-MultiPath can only be partially attributed to the probabilistic formulation, as it outperforms VI-MultiPath across all metrics. Furthermore, GVCL-Det-MultiPath achieves highest minFDE of all non-probabilistic models and shows comparable performance in the minADE. Notably, it also shows a higher DAC than Base- and Loss-MultiPath while substantially outperforming Transfer-MultiPath the fewer observations are available. This further substantiates that our approach leads to a better implicit trade-off between prior knowledge and observations. However, GVCL-Det underperforms in calibration-sensitive metrics (minADE, HitRate), which we again attribute to a calibration-loss at test time.

5.6 Ablation - Effect of Coverage Bound $\epsilon$

In this ablation-type study, we investigate the influence of the coverage bound on the CoverNet variants by comparing the performance for two additional coverage bounds $\epsilon \in \{2, 8\}$, corresponding to $|\mathcal{K}(2)| = 2206$ and $|\mathcal{K}(8)| = 64$ trajectories.

Table 3. Average performance of three independent runs of all CoverNet variants using the full dataset $D_O$ (bold as unique best result and italic as unique best non-probabilistic per set).

| Experiment | minADE$_1$ | minADE$_5$ | minFDE$_1$ | HitRate$_{5,2}$ | DAC  |
|------------|------------|------------|------------|----------------|------|
| $\epsilon=2$ |            |            |            |                |      |
| Base       | 5.21±0.21  | 2.69±0.21  | 11.67±0.44 | 0.26±0.00      | 0.89±0.00 |
| Transfer   | 5.38±0.13  | 2.54±0.04  | 11.50±0.28 | 0.25±0.00      | 0.97±0.00 |
| Loss       | 5.09±0.04  | 2.44±0.04  | 10.76±0.09 | 0.23±0.00      | 0.97±0.01 |
| VI         | 4.91±0.10  | 2.30±0.01  | 10.87±0.24 | **0.31±0.01**  | 0.89±0.00 |
| GVCL       | **4.60±0.09** | **2.26±0.01** | **10.24±0.23** | 0.30±0.01      | 0.93±0.01 |
| GVCL-Det   | 4.87±0.09  | 2.57±0.07  | 10.43±0.12 | 0.25±0.01      | 0.93±0.00 |
| $\epsilon=4$ |            |            |            |                |      |
| Base       | 4.77±0.49  | 2.26±0.10  | 10.61±1.16 | 0.19±0.01      | 0.88±0.01 |
| Transfer   | 4.70±0.04  | 2.12±0.01  | 10.15±0.06 | 0.19±0.00      | **0.96±0.01** |
| Loss       | 4.88±0.13  | 2.40±0.05  | 10.53±0.27 | 0.18±0.01      | 0.94±0.01 |
| VI         | 4.13±0.13  | 2.03±0.09  | 9.21±0.35  | 0.21±0.00      | 0.91±0.01 |
| GVCL       | **3.99±0.05** | **1.40±0.03** | **8.96±0.10** | **0.22±0.00**  | 0.94±0.01 |
| GVCL-Det   | 4.55±0.11  | 2.26±0.05  | 9.93±0.25  | 0.19±0.00      | 0.91±0.02 |
| $\epsilon=8$ |            |            |            |                |      |
| Base       | 4.95±0.09  | 2.43±0.04  | 10.86±0.24 | 0.08±0.00      | 0.85±0.01 |
| Transfer   | 4.96±0.10  | 2.34±0.02  | 10.56±0.13 | 0.08±0.00      | 0.89±0.02 |
| Loss       | 4.91±0.14  | 2.40±0.05  | 10.62±0.31 | 0.08±0.00      | 0.88±0.02 |
| VI         | 4.33±0.09  | 2.31±0.01  | 9.44±0.22  | 0.08±0.00      | 0.87±0.00 |
| GVCL       | **4.19±0.03** | **2.27±0.01** | **9.16±0.04** | 0.08±0.00      | **0.90±0.01** |
| GVCL-Det   | 4.68±0.01  | 2.33±0.01  | 9.78±0.10  | 0.08±0.00      | 0.89±0.01 |
Table 3 shows the performance of our GVCL-CoverNet variant in comparison with the baselines under the different coverage bounds. Similar to before, we first observe that our GVCL-CoverNet model outperforms all baselines for each coverage bound across all metrics except the DAC of Transfer-CoverNet. Figure 5 highlights the performance improvements over the informed CoverNet baselines. As in our main study, we observe that even our GVCL-Det-CoverNet model achieves substantial performance gains with the best minADE$_1$ and minFDE$_1$ of all non-probabilistic models over all coverage bounds. We see that the calibration issues of the GVCL-Det-CoverNet model persists, with similar performance in the calibration-sensitive metrics minADE$_5$ and HitRate$_{5,2}$. We again conclude that it is not optimal to simply discard the variance information.

Second, we observe that all models achieve their respective best prediction performance (as measured by minADE$_1$, minADE$_5$ and minFDE$_1$) with a coverage bound $\epsilon = 4$. We assume that a low trajectory set resolution with a coverage bound $\epsilon = 8$ is too coarse to sufficiently cover all possible trajectories, introducing a higher approximation error, while a high resolution with coverage bound $\epsilon = 2$ poses a too difficult prediction challenge.

6 Conclusion

We propose a probabilistic IL approach that integrates prior world and expert knowledge into deep learning systems while making minimal assumptions about the model architecture and representation of the prior knowledge. We demonstrate the effectiveness of our approach by implementing two GVCL variants of the state-of-the-art CoverNet and MultiPath trajectory prediction models for autonomous driving. We integrate prior knowledge that trajectories likely stay on-road by only utilizing already available map data. As a result, we show that our approach substantially outperforms the original CoverNet and MultiPath, even when trained with only half the observations. Importantly, we outperform informed CoverNet and MultiPath variants, with increasing benefits when only limited observations are available.
Our study highlights the potential of our probabilistic IL approach to enhance applications like trajectory prediction. In future research, we intend to explore more sophisticated probabilistic model approximations, including computationally efficient subspace approximations and flexible forms of variational densities, as well as methods for deriving more effective deterministic variants of the resulting probabilistic model. In another research direction, we like to investigate the integration of multiple prior knowledge sources, e.g. lane following and traffic signals in trajectory prediction.
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CAENet: Efficient Multi-task Learning for Joint Semantic Segmentation and Depth Estimation
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Abstract. In this paper, we propose an efficient multi-task method, named Context-aware Attentive Enrichment Network (CAENet), to deal with the problem of real-time joint semantic segmentation and depth estimation. Building upon a light-weight encoder backbone, an efficient decoder is devised to fully leverage available information from multi-scale encoder features. In particular, a new Inception Residual Pooling (IRP) module is designed to efficiently extract contextual information from the high-level features with diverse receptive fields to improve semantic understanding ability. Then the context-aware features are enriched adaptively with spatial details from low-level features via a Light-weight Attentive Fusion (LAF) module using pseudo stereoscopic attention mechanism. These two modules are progressively used in a recursive manner to generate high-resolution shared features, which are further processed by task-specific heads to produce final outputs. Such network design effectively captures beneficial information for both semantic segmentation and depth estimation tasks while largely reducing the computational budget. Extensive experiments across multi-task benchmarks validate that CAENet achieves state-of-the-art performance with comparable inference speed against other real-time competing methods. Code is available at https://github.com/wlx-zju/CAENet.
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1 Introduction

In the multi-task learning (MTL) paradigm, multiple relevant tasks are jointly tackled to exploit their correlations to improve the generalization performance [4, 9]. Recently this paradigm has enjoyed wide interest of research and encouraged lots of successful applications in computer vision [11, 45] and natural language processing [16, 24]. Taking the representative object detection model Fast-RCNN [14] as an example, it performs region classification and bounding box regression simultaneously to improve the object detection accuracy.
However, the impressive performance improvements by MTL often come at a price of increased runtime and memory footprint. For example, complex backbones \cite{3,17,41} and sophisticated task interaction strategies \cite{23,40,44} would be combined together to boost the generalization performance. In particular, some methods attempt to exploit several state-of-the-art networks for each sub-task as subnetwork to construct a multi-task network \cite{13,26}, which increases the model size and computational overhead substantially. Such way of multi-task modeling remains a hurdle to real-world applications. For example, for the sake of safety an autonomous driving system requires fast and accurate inference of full visual understanding of the scene, which includes recognizing pedestrians and vehicles of various types, and perceiving distance to these objects. To meet the real-time requirements of real-world compute-constrained applications, using a well-designed efficient network to jointly process multiple tasks has become a crucial strategy.

In this paper, we focus on the real-time joint semantic segmentation and depth estimation, which are closely related tasks and can provide essential information for indoor and outdoor scene understanding. Though different multi-task learning schemes \cite{6,15,27} have been proposed to deal with this joint learning, how to make a balance between efficiency and accuracy on both tasks for different scenes remains an open problem. For example, DSPNet \cite{6} exploits shared convolutional feature maps by ResNet50 \cite{17} and provides a multi-task approach for both road segmentation and distance estimation from detected objects, but is still far from real-time speed. QuadroNet \cite{15} introduces an additional dense pixel-wise encoder besides the RetinaNet \cite{21} backbone to acquire more high-level semantics for segmentation and depth estimation tasks. On the other hand, several works \cite{1,27,29} employ light-weight backbones to construct efficient encoder-decoder structures, which helps reduce memory and computational demand. Despite their fast inference speed, the generalization performance might be influenced due to the limitation of model capacity.

To further boost the performance of the light-weight multi-task encoder-decoder structure, in this work we propose a Context-aware Attentive Enrichment Network (CAENet), which builds upon a light-weight backbone and aims to fully exploit its features at multiple levels by adaptively enriching the coarse (low-resolution) feature maps with fine-grained (high-resolution) features. In particular, an Inception Residual Pooling (IRP) module is first introduced to extract rich context to enhance the semantic understanding of the coarse feature maps. It exploits both small and large receptive fields with an inception-style setup \cite{37} to fully capture neighboring similarity and long-range connection, resulting in context-aware coarse feature maps. Further, a Light-weight Attentive Fusion (LAF) module is presented to enrich the context-aware coarse feature maps with fine-grained (high-resolution) features by a pseudo stereoscopic attention mechanism. Specifically, spatial and channel attention paths are employed in a parallel manner to comprehensively enrich the context-aware coarse feature maps. Both IRP and LAF modules are progressively used in a recursive manner to generate the final high-resolution output.
Extensive experiments are conducted on popular multi-task datasets to evaluate the proposed approach. On NYUv2 dataset [36], the best-performing CAENet (built on top of STDCNet [12] backbone) achieves 55.53% mIoU and 75.11% $\delta_1$ accuracy on semantic segmentation and depth estimation tasks respectively. Such performance is fairly close to or even surpasses some sophisticated MTL methods, but CAENet holds considerably fewer parameters and runs at faster speed. When compared to other real-time baselines, CAENet also outperforms most competing methods with on par efficiency. Besides, on CityScapes dataset [7], consistent performance gains over other real-time baselines can also be observed. These results demonstrate the great potential of the proposed method in real-time joint semantic segmentation and depth estimation.

2 Related Work

2.1 Multi-task Learning

Multi-task learning (MTL) systems can tackle multiple tasks at once and have attracted much attention. Compared with single-task learning, such way better imitates how human beings comprehend the surroundings and exhibits stronger generalization capability by mining the inter-task relationships [9,39]. However, multi-task deep networks that achieve impressive performance usually exploit sophisticated task interaction [23,26,40,44], and thus run at high cost. Specifically, Cross-Stitch [26] and MTAN [23] interact with per-task branches from shallow layers, while PAD-Net [44] and MTI-Net [40] utilize multi-modal distillation to refine task-aware features. In contrast, we employ hard parameter sharing mechanism and focus on improving the shared representation to meet the requirements of real-time processing.

2.2 Real-Time Semantic Segmentation and Depth Estimation

Semantic segmentation and depth estimation are two fundamental visual tasks, which need to assign category label and distance value for each pixel respectively. These tasks are often involved in real-world applications such as autonomous driving and robots which require real-time processing. To deal with real-time segmentation, BiSeNet [46] and SwiftNet [31] adopt a light-weight multi-branch structure to aggregate low-level details and high-level context. The recently proposed STDCNet [12] is a deliberately designed backbone for efficient and effective segmentation. As for real-time depth estimation, FastDepth [42] and GuideDepth [34] leverage low-level features and multi-scale images respectively to help recover spatial information. There are also a handful of works [1,15,27,29] related to real-time joint segmentation and depth estimation. An et al. [1] and Neven et al. [29] use branched task-specific decoders to produce corresponding predictions. Nekrasov et al. [27] build a multi-task network on top of Light-Weight RefineNet [28] and use depthwise convolution to tighten the computational budget. QuadroNet [15] adds a series of dilated convolutions besides the backbone to
generate task-agnostic features, which are fed forward to a convolutional layer for task-specific channel adaptation. In this paper, we propose a light-weight network that can tackle both tasks simultaneously and reaches state-of-the-art balance between accuracy and efficiency.

3 Methodology

3.1 Architecture Overview

Following the prevalent well-performing encoder-decoder structure, a light-weight Context-aware Attentive Enrichment Network (CAENet) is proposed for real-time multi-task learning. In particular, as illustrated in Fig. 1(a), a light-weight CNN backbone is adopted for the encoder to learn high-level semantic information from gradually downsampled feature maps, which can be any off-the-shelf model. The decoder is recursively constructed by two well-designed modules, namely Inception Residual Pooling (IRP) and Light-weight Attentive Fusion (LAF), which captures context-aware coarse features and enriches them with fine-grained features via pseudo stereoscopic attention mechanism respectively.

On the other hand, the hard parameter sharing mechanism is employed for achieving parameter-efficiency, where the encoder-decoder structure is shared by the semantic segmentation and depth estimation tasks. Further, light-weight task-specific heads simply composed of two convolutional layers are appended to the shared structure to generate the corresponding segmentation and depth predictions.

The loss function for the joint training of semantic segmentation and depth estimation is formulated as follows:

$$L = \lambda_{\text{seg}} L^{\text{seg}} + \lambda_{\text{dep}} L^{\text{dep}},$$

(1)
where $L_{seg}$ and $L_{dep}$ are the standard cross-entropy loss and L1 distance loss respectively. Besides, $\lambda_{seg}$ and $\lambda_{dep}$ are scaling parameters for balancing the semantic segmentation and depth estimation loss terms, which are fixed during training. Readers interested in multi-task loss weighting strategies can find state-of-the-art methods in [19,22], which is out of the scope of this paper.

3.2 Inception Residual Pooling

Building upon the extracted high-level semantic information by the encoder, the decoding path of traditional encoder-decoder structures like U-Net [33] and SegNet [3] progressively upsamples these high-level semantic feature maps and then combines them with high-resolution features from the encoding path, which facilitates the propagation of contextual semantics to high-resolution layers. Further, since contextual information is of vital significance when it comes to semantic understanding of the scene, Chained Residual Pooling (CRP) module is introduced in RefineNet [20] to enhance the context learning for the decoding path. However, this module is designed without paying much attention to computational complexity, which may prohibit the related applications in real-world scenarios.

In this work, we consider a more efficient way to learn accurate contextual information and integrate them with high-resolution features to improve the generalization performance. Inspired by the parallel structure of Inception module [37] that can explore diverse receptive fields efficiently, an Inception Residual Pooling (IRP) module is proposed to capture rich contextual information from more comprehensive image regions with low-complexity pooling operations. The high-level feature map along the decoding path goes through IRP, as illustrated in Fig. 1(b). In order to leverage diverse receptive fields for context learning, the input feature map after ReLU activation is processed with two parallel pooling chains with $3 \times 3$ and $5 \times 5$ window size respectively, where cascaded pooling stages are employed to reuse the results from the previous stage to efficiently expand the receptive field like [20]. Each pooling stage is composed of a max-pooling layer where the stride is set to 1, followed by a convolutional layer to accommodate the weight of the extracted context. Note that the first stage in each chain reduces the dimensionality of channels. Then the pooled features from each stage are concatenated to reconstruct the feature map of original dimensionality, which is fused with the activation result. The IRP module is applied at each semantic level in the decoder and such design can efficiently extract rich contextual information to benefit the semantic understanding.

3.3 Light-Weight Attentive Fusion

Along the decoding path, the context-aware coarse features learned by IRP are upsampled and enriched with fine-grained (high-resolution) feature maps from the encoder. Typical enrichment ways are sum or concatenation of these features followed by the convolutional operation [28,30,33,42]. However, such approaches do not take into account the different importance of features from different
semantic levels so that these approaches may not refine the high-level coarse features accurately. Therefore, in this work a Light-weight Attentive Fusion (LAF) module is introduced to adaptively implement the enrichment with important information, as shown in Fig. 1(c). To be specific, the element-wise feature sum $G$ of the aligned features from different semantic levels ($F_1$ and $F_2$) is exploited to compute the pseudo stereoscopic attention maps by integrating the spatial and channel attention maps, which are generated respectively in a parallel manner.

Fig. 2. Attention sub-modules that generate corresponding attention maps from the feature sum $G$. (a) Spatial attention module; (b) channel attention module. $\oplus$ designates element-wise summation.

**Spatial Attention Mechanism.** The spatial attention mechanism is at the core of learning the importance of features from different semantic levels. It generates spatial attention maps which activate the regions containing beneficial information and suppress the less important, schematically depicted in Fig. 2(a).

As in [43], max- and average-pooling operations are first applied along the channel axis to get $G^S_{\text{max}}$ and $G^S_{\text{mean}}$. Such operations are efficient at extracting sufficient activation information. The max element over channels indicates the most prominent feature in corresponding location, while the mean value mapping provides useful information from a smoother perspective.

Then the outputs of pooling operations are concatenated and fed to a standard convolutional layer followed by batch normalization to generate spatial attention maps $M^S \in \mathbb{R}^{2 \times H \times W}$. Specifically, each channel in $M^S$ encodes the spatial attention information for the corresponding feature level. Since a large receptive field for features can help capture rich local context information [43], the kernel size of the convolution is set to 7. Note that the dilated convolution is not chosen for the sake of computational consumption, which can lead to slower inference speed [30].

**Channel Attention Mechanism.** Besides spatial attention, the channel attention mechanism is also employed to assign channel-wise importance. The diagram is shown in Fig. 2(b). Analogously, max- and average-pooling operations are applied along the spatial dimension to obtain $G^C_{\text{max}}$ and $G^C_{\text{mean}}$. 
Then both feature descriptors are forwarded to a shared multi-layer perceptron (MLP) to exploit the inter-channel relationships. There is a hidden layer in the MLP to constrain the number of parameters, where the reduction ratio is set to 8. Finally the channel-wise attention information is encoded by element-wise summation of output feature vectors. The process can be formulated as

\[
M^C = MLP(G^C_{\text{max}}) + MLP(G^C_{\text{mean}}),
\]

(2)

\[
MLP(X) = W_2(W_1X + b_1) + b_2,
\]

(3)

where the shared weights are \( W_1 \in \mathbb{R}^{C/8 \times C} \) and \( W_2 \in \mathbb{R}^{C \times C/8} \), with the corresponding biases \( b_1 \in \mathbb{R}^{C/8} \) and \( b_2 \in \mathbb{R}^C \). ReLU activation is also inserted between two layers in MLP to enforce non-linearity. Note that the same channel attention information is shared among features of different levels, which is parameter-efficient with desirable performance.

**Pseudo Stereoscopic Attention and Feature Fusion.** Building upon the learned spatial and channel attention information, pseudo stereoscopic attention maps \( M^A \) are constructed through the element-wise multiplication of the spatial and channel attention maps after broadcasting, which simultaneously considers the spatial-wise and inter-channel dependency.

However, the direct output of multiplication may lead to unbounded value, which is detrimental to training convergence. To alleviate this problem, softmax function is adopted to normalize attention maps along the feature level axis as in [5, 25]:

\[
M_{i,c,h,w}^{AN} = \frac{e^{M_{i,c,h,w}^A}}{\sum_{j=1}^{2} e^{M_{j,c,h,w}^A}}, i = 1, 2.
\]

(4)

Afterwards, the unique element-wise attention maps for features from different levels are obtained and the attentive features are calculated as

\[
F_{i}^{AN} = \sum_{i=1}^{2} M_{i}^{AN} \otimes F_i.
\]

(5)

Besides the generated attentive features \( F^{AN} \), a shortcut connection is also added from the aligned context-aware coarse feature \( F_2 \) to maintain the information flow, as depicted in Fig. 1(c). This helps preserve the original information in the coarse feature and facilitate the gradient flow in backward propagation.

### 4 Experiments

#### 4.1 Implementation Details

**Datasets.** The proposed CAENet is evaluated on two public datasets which contain labeled samples for both semantic segmentation and depth estimation tasks. The NYUv2 [36] dataset collects images from various indoor scenes, and
contains 795 densely labeled images for training and another 654 for testing. The segmentation performance is evaluated on 13 classes defined in [8]. The CityScapes [7] dataset consists of 2975, 500, and 1525 fine-grained urban images for training, validation, and testing respectively. It contains 19-class segmentation annotations, together with pre-computed disparity depth maps from stereo cameras. Performance evaluation on the validation set is performed as done in [2,23,46]. As common practice for real-time networks [12,30,31], the original images are downsampling to a smaller resolution of 512 × 1024 to speed up training and inference.

**Baselines.** To verify the effectiveness of the proposed CAENet, we compare it with both real-time and non-real-time baselines. The real-time multi-task baselines include HDES-Net [1] and the network proposed by Nekrasov et al. [27]. Since existing efficient networks for joint segmentation and depth estimation learning are relatively few, for comprehensive comparison, several lightweight single-task networks are extended to deal with this joint learning. Specifically, the original segmentation models RGPNet [2] and STDC-Seg [12], and the original depth model FastDepth [42] are employed by appending an extra task head respectively. Other single-task methods which exhibit state-of-the-art efficiency-accuracy trade-off are also taken into account. For semantic segmentation, BiSeNet [46], SwiftNet [31] are included. To deal with monocular depth estimation, the network proposed by Tu et al. [38] GuideDepth [34] are included. Non-real-time multi-task approaches include PAD-Net [44], MTAN [23], and MTI-Net [40], which achieve state-of-the-art performance.

**Training Setup.** All our experiments are implemented by the PyTorch [32] library, and the results are obtained via the average of 3 independent trials. The backbones employed by all the networks are pre-trained on ImageNet [10]. During the training process, several standard methods of data augmentation are applied, including random cropping, rescaling, and flipping. We use the Adam [18] optimizer with the batch size of 8. The learning rate is adjusted by a poly policy \(\text{init}_\text{lr} \times (1 - \frac{\text{epoch}}{\text{max}\_\text{epoch}})^{0.9}\), where the best \(\text{init}_\text{lr}\) is searched for different methods. The number of \(\text{max}\_\text{epoch}\) differs among datasets. Specifically, we train the model for 300 epochs on NYUv2 and 100 epochs on CityScapes. Besides, the scaling parameters in Eq. (1) are set as \(\{\lambda_{\text{seg}} = 1, \lambda_{\text{dep}} = 1\}\) on NYUv2 and \(\{\lambda_{\text{seg}} = 1, \lambda_{\text{dep}} = 0.5\}\) on CityScapes. All the baseline methods are re-implemented with the same training protocol as CAENet for fair comparison.

**Evaluation Metrics.** The mean Intersection over Union (mIoU) is used to measure the performance on semantic segmentation. For depth estimation, root mean square error (rmse) between the predicted depth maps and ground truth labels is computed for evaluation. The accuracy under a certain threshold [40] \(\delta_i < 1.25^i\), here only \(i = 1\) is measured for concise comparison) is also computed as a quantitative criterion. The number of parameters (Params) and processed
frames per second (FPS) are reported to estimate the size and efficiency of different models. In particular, FPS is measured on a GeForce GTX 1080Ti GPU with a single image as input, where the average value from 100 forward passes is computed.

### 4.2 Ablation Study

This section introduces ablation experiments to verify the effectiveness of each component in CAENet. All the experiments are conducted with MobileNetV2 [35] backbone on NYUv2 [36] dataset.

| No. | Component | seg mIoU↑(%) | dep rmse↓(m) | δ₁↑(%) |
|-----|-----------|-------------|-------------|--------|
| 0   | IRP       | 49.55       | 0.7259      | 68.46  |
| 1   | LAF       | 52.63       | 0.6637      | 73.80  |
| 2   | IRP       | 50.73       | 0.6981      | 70.67  |
| 3   | IRP, LAF  | 53.58       | 0.6551      | 74.60  |

**Table 1. Ablation Study for Module Components**

Module Components of CAENet. To investigate the effectiveness of the proposed IRP and LAF module, we carry out experiments with each module individually and then combine them together. Experimental results are listed in Table 1, which suggest adding each module can gradually boost the performance. The model with IRP surpasses that without by a large margin on both tasks, implying contextual information is essential to scene understanding. The LAF module can also push forward the performance, since it can automatically look at the more important part of multi-level features. The comparison between baseline (No. 0) and the proposed CAENet (No. 3) well demonstrates its superiority. The overall performance achieves 4.03% higher mIoU and 6.14% higher δ₁ gains.

Inception Residual Pooling. Table 2 summarizes results about different architecture configurations of the proposed IRP module. When only one type of max-pooling kernel size is involved, this module is reduced to the single-chain version. As evident, adding more stages in the single-chain case can enlarge the receptive field efficiently and arrives at higher prediction accuracy. On the other hand, when the number of stages keeps the same, the combination of different types of max-pooling kernel size can further boost the performance. This implies both small and large receptive fields can work out in a complementary way to each other. The observations above lead us to construct a double-chain module
Table 2. Ablation Study for Inception Residual Pooling

| No. | Kernel Size | Stages | Channel Ratio | seg mIoU↑ (%) | dep rmse↓ (m) | δ1↑ (%) |
|-----|-------------|--------|---------------|---------------|--------------|----------|
| 0   | 3 x 3       | 5 x 5  | —             | —             | 50.73        | 0.6981   | 70.67    |
| 1   | ✔           | 1      | 1             | 52.05         | 0.6790       | 72.09    |
| 2   | ✔           | 2      | 1/2           | 52.63         | 0.6716       | 72.66    |
| 3   | ✔           | 4      | 1/4           | 53.19         | 0.6705       | 73.61    |
| 4   | ✔           | 1      | 1             | 52.20         | 0.6748       | 72.70    |
| 5   | ✔           | 2      | 1/2           | 53.18         | 0.6629       | 74.15    |
| 6   | ✔           | 4      | 1/4           | 53.38         | 0.6627       | 74.44    |
| 7   | ✔           | ✔      | 1             | 52.64         | 0.6658       | 73.23    |
| 8   | ✔           | ✔      | 2             | 53.58         | 0.6551       | 74.60    |
| 9   | ✔           | ✔      | 4             | 53.49         | 0.6615       | 74.42    |

*“Channel Ratio” indicates the ratio of the number of output channels in each stage to input feature of IRP.*

Table 3. Ablation Study for Light-weight Attentive Fusion

| No. | Pooling a | Attention b | seg mIoU↑ (%) | dep rmse↓ (m) | δ1↑ (%) |
|-----|-----------|-------------|---------------|--------------|---------|
| 0   | —         | —           | 52.63         | 0.6637       | 73.80   |
| 1   | ✔         | ✔           | parallel      | 53.46        | 0.6626  | 74.03   |
| 2   | ✔         | ✔           | parallel      | 53.24        | 0.6572  | 74.25   |
| 3   | ✔         | ✔           | —             | 53.25        | 0.6604  | 73.95   |
| 4   | ✔         | ✔           | —             | 53.17        | 0.6698  | 72.80   |
| 5   | ✔         | ✔           | s→c           | 53.09        | 0.6574  | 73.62   |
| 6   | ✔         | ✔           | c→s           | 53.43        | 0.6684  | 73.18   |
| 7   | ✔         | ✔           | parallel      | 53.58        | 0.6551  | 74.60   |

a“The max- and average-pooling for dimension reduction are denoted with “max” and “ave”.

bThe spatial and channel attention modules are denoted with “s” and “c” respectively, and “order” is ignored when any of these modules is not applied.

with sufficient pooling stages. However, the channel dimension of each stage will reduce proportionally to the number of stages due to the inception-style setup. The performance with such low-dimension embeddings may deteriorate when adding too many stages (No. 9). Therefore, we keep only 2 stages in each chain (No. 8), which achieves the best performance.

**Light-Weight Attentive Fusion.** The LAF module aims to capture important information from features of different semantic levels and the ablation results are shown in Table 3. We first test the influence of pooling operations. Specifically, the max- (No. 1) and average-pooling (No. 2) both provide useful information, thus leading to superior performance separately. And it is not surprising that leveraging the above two pooling operations simultaneously can further boost the performance.
As for attention learning, both the spatial (No. 3) and channel (No. 4) modules can improve segmentation performance, while for the depth metrics, the spatial module still outperforms element-wise summation (No. 0) and the channel module deteriorates drastically. This infers that channel attention alone is not enough for depth estimation learning. Further, spatial and channel attention modules are combined to complement to each other.

We also conduct experiments with different arrangements of two attention modules. In addition to the default parallel setting, the cascaded structure can also make use of both modules. However, this inappropriate arrangement (No. 5 and 6) lead to even worse performance than each module alone. It is apparent from the last three rows of Table 3 that constructing pseudo stereoscopic attention maps by multiplication of spatial and channel maps (No. 7) achieves the best performance on both tasks.

4.3 Comparison with State-of-the-Art Methods

Table 4 and 5 exhibit the evaluation results of different methods on NYUv2 and CityScapes datasets respectively. The results show that CAENet outperforms other real-time multi-task methods in terms of efficiency and accuracy. Although HDES-Net [1] delivers relatively fast speed, its performance on both tasks is inferior to CAENet due to the lack of thorough feature refinement. The more competitive network proposed by Nekrasov et al. [27] exploits multi-level context and features to progressively restore the spatial information, but it does not pay enough attention on distinguishing the importance of features from different semantic levels during fusion, which might cause that it does not perform as well as CAENet across different datasets. The results above suggest the necessity of the proposed IRP and LAF modules for contextual information extraction and adaptive feature enrichment.

The multi-task baselines by extending the original single-task networks commonly fail to perform well on another task. In particular, FastDepth [42] is only able to produce 47.18% and 59.07% mIoU on the segmentation task of NYUv2 and CityScapes respectively. Besides, the performance on depth estimation is also not satisfying because of its rather simple decoder structure. The original segmentation networks, namely RGPNet [2] and STDC-Seg [12], both yield competitive segmentation results compared to CAENet with the same backbone, but suffer about 1%-2% accuracy drop on depth estimation. Such performance gap implies the deficiency of task-specific design when transferred to multi-task settings.

Compared to the single-task networks, CAENet consistently generates more accurate predictions while being comparably efficient. As for segmentation, BiSeNet [46] is a fast design for real-time applications, but has rather low mIoU, especially for high-resolution images of CityScapes dataset. SwiftNet [31] produces promising results via multi-branch structure, which would introduce relatively expensive computational cost. In terms of monocular depth estimation, GuideDepth [34] and the network proposed by Tu et al. [38] exhibit sub-optimal performance in complex indoor environments of NYUv2 as they seldom exploit detailed low-level features to help restore spatial resolution.
### Table 4. Experimental Results on NYUv2 Dataset

| Group | Method                    | Backbone       | Tasks         | Efficiency | Performance |
|-------|---------------------------|----------------|---------------|------------|-------------|
|       |                           |                |               | Params (M) | Speed (FPS) | mIoU (%)   | rmse (m) | δ1 (%) |
| ①    | PAD-Net [44]              | ResNet50       | seg, dep      | 42.69      | 5.0         | 56.43      | 0.6508   | 74.57   |
|       | MTAN [23]                 | ResNet50       | seg, dep      | 73.47      | 2.8         | 56.94      | 0.6510   | 74.17   |
|       | MTI-Net [40]              | ResNet50       | seg, dep      | 68.53      | 12.0        | 56.99      | 0.6216   | 77.71   |
|       | Nekrasov et al. [27]      | MobileNetV2    | seg, dep      | 3.01       | 71.8        | 52.03      | 0.6647   | 73.58   |
|       | HDES-Net [1]              | MobileNetV2    | seg, dep      | 3.37       | 95.0        | 47.82      | 0.7265   | 69.98   |
|       | FastDepth [42]            | ResNet18       | seg*, dep     | 29.16      | 80.4        | 47.18      | 0.7008   | 71.11   |
|       | RGPNet [2]                | ResNet18       | seg, dep*     | 17.76      | 133.7       | 52.17      | 0.6705   | 72.49   |
|       | STDC-Seg [12]             | STDCNet        | seg, dep*     | 13.49      | 88.8        | 54.88      | 0.6796   | 73.13   |
|       | Tu et al. [38]            | MobileNetV2    | dep           | 3.45       | 56.8        | —          | 0.7880   | 63.73   |
|       | GuideDepth [34]           | MobileNetV2    | dep           | 2.52       | 69.1        | —          | 0.7331   | 69.43   |
|       | BiSeNet [46]              | ResNet18       | seg           | 13.04      | 138.5       | 51.18      | —        | —       |
|       | SwiftNet [31]             | ResNet18       | seg           | 12.06      | 94.0        | 51.39      | —        | —       |
|       | CAENet                    | MobileNetV2    | seg, dep      | 2.46       | 76.5        | 53.58      | 0.6551   | 74.60   |
|       |                           | ResNet18       | seg           | 11.69      | 125.9       | 52.75      | 0.6688   | 73.72   |
|       |                           | STDCNet        | seg           | 10.07      | 83.0        | **55.53**  | **0.6505** | **75.11** |

*Non-real-time and real-time methods are categorized into group ① and ②. Note that the best performance for each task among real-time methods is highlighted in bold and the second best is underlined.

*bThe superscript “*” on specific task denotes the introduction of corresponding extra task head in addition to the original single-task network.

cSpeed (FPS) is measured with 480 × 640 resolution.

### Table 5. Experimental Results on CityScapes Dataset

| Group | Method                    | Backbone       | Tasks         | Efficiency | Performance |
|-------|---------------------------|----------------|---------------|------------|-------------|
|       |                           |                |               | Params (M) | Speed (FPS) | mIoU (%)   | rmse (m) | δ1 (%) |
| ①    | PAD-Net [44]              | ResNet50       | seg, dep      | 42.70      | 2.6         | 73.09      | 6.631    | 89.43   |
|       | MTAN [23]                 | ResNet50       | seg, dep      | 73.47      | 1.6         | 72.77      | 6.669    | 89.11   |
|       | MTI-Net [40]              | ResNet50       | seg, dep      | 68.55      | 7.1         | 72.68      | 6.580    | 90.33   |
| ②    | Nekrasov et al. [27]      | MobileNetV2    | seg, dep      | 3.01       | 44.7        | 69.10      | 6.987    | 87.81   |
|       | HDES-Net [1]              | MobileNetV2    | seg, dep      | 3.38       | 61.8        | 64.24      | 7.743    | 84.81   |
|       | FastDepth [42]            | ResNet18       | seg*, dep     | 29.16      | 52.6        | 59.07      | 7.091    | 87.62   |
|       | RGPNet [2]                | ResNet18       | seg, dep*     | 17.76      | 93.1        | 67.55      | 7.110    | 87.02   |
|       | STDC-Seg [12]             | STDCNet        | seg, dep*     | 13.49      | 73.9        | 69.20      | 6.943    | 88.16   |
|       | Tu et al. [38]            | MobileNetV2    | dep           | 3.45       | 34.1        | —          | 7.267    | 88.08   |
|       | GuideDepth [34]           | MobileNetV2    | dep           | 2.52       | 44.2        | —          | 7.032    | 88.20   |
|       | BiSeNet [46]              | ResNet18       | seg           | 13.04      | 94.7        | 66.00      | —        | —       |
|       | SwiftNet [31]             | ResNet18       | seg           | 12.06      | 81.9        | 69.07      | —        | —       |
|       | CAENet                    | MobileNetV2    | seg, dep      | 2.46       | 49.7        | **70.06**  | **6.887** | **88.10** |
|       |                           | ResNet18       | seg           | 11.70      | 84.6        | 68.96      | 7.012    | 87.86   |
|       |                           | STDCNet        | seg           | 10.08      | 69.4        | 69.93      | 6.897    | **88.29** |

*Speed (FPS) is measured with 512 × 1024 resolution.
Overall, CAENet can produce the highest accuracy on both segmentation and depth estimation tasks among real-time solutions, with competitive inference speed. This means the proposed method pushes forward the state-of-the-art trade-off between accuracy and efficiency across different datasets.

We also compare the performance against non-real-time multi-task methods, which rely on complex backbones and task interaction strategies to strengthen the learning capability. These methods commonly have better performance than CAENet, but they require much more computing resources, and thus are not suitable for resource-constrained real-world applications. With one or two orders of magnitude fewer parameters and faster inference speed, the proposed CAENet can produce competitive results to help reduce the performance gap between real-time and non-real-time methods. Specifically on NYUv2 dataset, it achieves on par or even higher depth accuracy than the sophisticated multi-task networks, such as PAD-Net [44] and MTAN [23].

4.4 Qualitative Results

Several visual examples of per-task predictions in indoor (Fig. 3) and outdoor (Fig. 4) scenes are provided to illustrate the effectiveness of CAENet.

In Fig. 3, the proposed CAENet shows excellent learning capability in complicated indoor scenes. It can capture contextual information to fulfill the semantic completeness for large objects (e.g., the sofa in the 1st row and the bed in the 3rd row). It also yields fairly coherent depth estimation on the surface of table in the 2nd row even with reflection. Besides, it can well adapt to abrupt changes in the background, such as the floor in the 4th row, producing accurate segmentation and depth predictions.

As for the outdoor dataset CityScapes (Fig. 4), CAENet generates pixel-wise results fairly close to the ground truth. It can detect all categories appearing in the image, which exhibits semantic fidelity. For depth estimation, it can extract detailed information, discriminating objects and background in between.
5 Conclusion

In this paper we propose CAENet, an efficient multi-task network for joint semantic segmentation and depth estimation, where a new Inception Residual Pooling (IRP) module is designed to efficiently extract the contextual information from the high-level features with diverse receptive fields and these context-aware features are enriched adaptively via a Light-weight Attentive Fusion (LAF) module. Such network design helps capture beneficial information for both scene understanding tasks efficiently. Extensive experimental results demonstrate the effectiveness of CAENet, which achieves state-of-the-art performance with comparable inference speed against other real-time competing methods.
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Abstract. Post-click Conversion Rate (CVR) prediction task plays an essential role in industrial applications, such as recommendation and advertising. Conventional CVR methods typically suffer from the data sparsity problem as they rely only on samples where the user has clicked. To address this problem, researchers have introduced the method of multi-task learning, which utilizes non-clicked samples and shares feature representations of the Click-Through Rate (CTR) task with the CVR task. However, it should be noted that the CVR and CTR tasks are fundamentally different and may even be contradictory. Therefore, introducing a large amount of CTR information without distinction may drown out valuable information related to CVR. This phenomenon is called the curse of knowledge problem in this paper. To tackle this issue, we argue that a trade-off should be achieved between the introduction of large amounts of auxiliary information and the protection of valuable information related to CVR. Hence, we propose a Click-aware Structure Transfer model with sample Weight Assignment, abbreviated as CSTWA. It pays more attention to the latent structure information, which could refine the input information related to CVR, instead of directly sharing feature representations. Meanwhile, to capture the representation conflict between CTR and CVR, we calibrate the representation layer and reweight the discriminant layer to excavate the click bias information from the CTR tower. Moreover, it incorporates a sample weight assignment algorithm biased towards CVR modeling, to make the knowledge from CTR would not mislead the CVR. Extensive experiments on industrial and public datasets have demonstrated that CSTWA significantly outperforms widely used and competitive models.
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1 Introduction

The Conversion Rate (CVR) prediction task is crucial for ranking systems in modern industrial applications, such as e-commerce platforms and video platforms, as it is essential for better user experience and improving revenue. Conventional CVR methods employ the same network architectures as Click-Through Rate (CTR) prediction task. However, in practice, the samples of the CVR task are usually much fewer than the CTR, with the former being only about 1% of the latter. The sparsity of training data makes CVR models suffer great difficulties in fitting, which leads to the well-known data sparsity problem of CVR [12].

Inspired by multi-task learning, recent CVR methods have introduced auxiliary tasks (e.g., the CTR task) to address the above challenge [20,25]. They leverage samples of non-clicked impressions and even directly share the feature representations with auxiliary tasks. Although the introduction of substantial external knowledge alleviates the data sparsity problem to a certain extent, this approach is not perfect. On the one hand, the amount of knowledge introduced from auxiliary tasks (e.g., the CTR task) far exceeds that possessed by the CVR task, which reduces the model’s ability to capture user conversion behavior. On the other hand, the introduced auxiliary knowledge and the knowledge related to CVR are not clearly distinguished, which makes the model easily assimilated by the introduced external knowledge. These two reasons make it highly likely that the CVR model will be overwhelmed by a large amount of knowledge introduced (i.e., CTR knowledge). This paper calls this phenomenon the curse of knowledge problem.

However, the CVR task is inherently different from the CTR task. In some cases, they are even contradictory. For example, item covers with sexy or erotic content tend to attract more clicks while few of them would lead to purchase. Besides, although the number of clicks on some daily needs (e.g., kitchenware, toilet paper, etc) of a user is usually low, the purchase rate is high. Namely, there exists a huge gap between the information on the user’s click behaviors (i.e., the CTR knowledge) and the information needed to model the user’s actual conversion behaviors. Therefore, the curse of knowledge problem in the multi-task learning-based CVR models hinders their ability to capture real conversion behaviors, resulting in suboptimal performance.

To tackle this issue, we believe that it is necessary to alleviate the curse of knowledge problem that arises while introducing a large amount of auxiliary knowledge to solve the data sparsity problem. Hence, we put forward a Click-aware Structure Transfer model with sample Weight Assignment algorithm, abbreviated as CSTWA, to protect the valuable knowledge related to CVR. We mine the task-independent information (i.e., latent structure information [18]) from the CTR and construct the Structure Migrator to inject it into the CVR feature representations. Meanwhile, we design the Click Perceptron to model the click bias information, so that the CVR tower can capture the difference between clicked and non-clicked samples. Moreover, we devise a novel sample weight assignment algorithm, named Curse Escaper. It makes the model pay more attention to those samples whose CVR information and CTR information are contradictory. In this way, we can further enhance the ability to model the users’ real conversion behaviors and avoid the model being overwhelmed by CTR information. We conduct extensive experiments and achieve state-of-the-art (SOTA) performance on industrial and public datasets, which demonstrates the superiority of our CSTWA.
To summarize, we mainly make the following fourfold contributions:

- We elucidate the curse of knowledge problem of the CVR methods based on multi-task learning. To alleviate this problem, we propose CSTWA, which can protect valuable information related to CVR while introducing auxiliary information.
- We mine latent, task-independent item-item and user-user structure information from CTR, and we utilize it to filter the knowledge related to CVR.
- We enhance the representation layer with a calibration technique and the discriminant layer with a brand-new sample weight assignment algorithm, which can explicitly mitigate the side effects of introducing knowledge of auxiliary tasks.
- Extensive experiments on industrial and public datasets demonstrate the superiority of CSTWA over competitive methods.

2 Related Work

This paper aims to alleviate the curse of knowledge problem in the CVR models based on multi-task learning. Therefore, we briefly review the most related work from the following two aspects: (a) Conversion Rate Prediction, and (b) Multi-task Learning.

2.1 Conversion Rate (CVR) Prediction

Recommender systems are highly significant in contemporary society [14,15]. Conversion Rate (CVR) prediction is critical for the ranking systems of many industrial applications, such as recommendation systems [12,17], as it is directly related to user experience and final revenue.

Although research on CTR is prosperously developing [2,3,5,7,9,19,22], there are few kinds of literature directly proposed for the CVR task [24,27]. Meanwhile, researchers often directly use the CTR prediction method to estimate the CVR, and only replace the training samples with the samples of clicked impressions. However, this causes the well-known extremely data sparsity problem [12].

To address this challenge, recently proposed methods model CVR directly over the entire space, which includes the samples of clicked and non-clicked impressions. For example, ESMM [12] introduces two auxiliary tasks of predicting the post-view click-through rate (CTR) and post-view click-through & conversion rate (CTCVR), instead of training the CVR model directly with samples of clicked impressions. ESM2 [25] models CVR prediction and auxiliary tasks simultaneously according to the conditional probability rule defined on the user behavior graph, in a multi-task learning framework. Recently, AITM [26] proposes to adaptively learn what and how much information to transfer for different conversion stages of different users, achieving significantly better performance compared with previous methods. Moreover, ESCCM2 [21] employs a counterfactual risk minimizer as a regularizer in ESMM [12] to address both Inherent Estimation Bias (IEB) and Potential Independence Priority (PIP) issues simultaneously.

However, they either share feature representations with the CTR tower or directly use knowledge from CTR. They overlook or fail to address the curse of knowledge caused by introducing massive external auxiliary information, which limits their ultimate performance. In contrast, when we train the CVR model using samples from
the entire space, we weaken the assimilation from auxiliary knowledge and enhance valuable CVR-related knowledge through structure transfer strategy and sample weight assignment algorithm.

2.2 Multi-task Learning

To model the multi-stage nature of the user’s purchasing behavior (e.g., impression → click → purchase), and alleviate the model fitting difficulty caused by the data sparsity problem of the CVR task, the previous work tries to model the CVR task through a multi-task learning framework. They model one or more auxiliary tasks for the CVR task (e.g., CTR task), expanding the sample space while capturing information about the multi-stage nature of the purchasing behavior [4,13]. ESMM series (ESMM [12], ESMM2 [25]) uses click signals (CTR) and post-click signals and uses shared feature-embedding layer to tackle the conversion sample sparsity. MMOE series (MMOE [11], SNR [10], PLE [20]) propose a multi-gate mixture of expert sub-networks, which provide a limited degree of sharing at the granularity of the sub-network.

These multi-task learning methods alleviate the data sparsity problem of the CVR task to a certain extent. They capture the multi-stage nature of users’ purchasing behavior, achieving considerable performance improvement. However, they all ignore the fact that auxiliary tasks (e.g., CTR task) and the CVR task are essentially different and even contradictory. Therefore, directly using the samples of auxiliary tasks or even directly sharing the feature representation can lead to the curse of knowledge problem, i.e., the CVR model will be overwhelmed by the knowledge of auxiliary tasks.

3 Method

In this section, we define the problem and the key notations, and introduce our proposed framework CSTWA in detail.

3.1 Problem Definition

The task of Post-click Conversion Rate (CVR) prediction aims to predict the likelihood that a user will purchase an item, while the task of Click-Through Rate (CTR) prediction aims to predict the probability of a user clicking on an item. Both tasks utilize a feature set that includes user features, item features, and context features, most of which are categorical and can be represented using one-hot encoding.

We assume the observed dataset to be \( \mathcal{S} = \{s_i = (x_i, y_i, z_i)\}_{i=1}^{N} \), where \( s_i = (x_i, y_i, z_i) \) denotes an impression sample, and \( N \) is the total number of impression samples. \( x_i = \{f_1, \ldots, f_n\} \) represents feature values of an impression sample, where \( f \) denote a feature value. The binary labels \( y \) and \( z \) indicate whether a click or conversion event occurs in the sample \( s_i \), respectively, and can take on the values of 1 or 0.

The estimation of click-through rate (CTR) and conversion rate (CVR) involves predicting the probabilities of the following events, respectively:

\[
\mathcal{P}_{CTR} = \mathcal{P}(y = 1|x), \quad \mathcal{P}_{CVR} = \mathcal{P}(z = 1|y = 1, x).
\] (1)
Fig. 1. The architecture of CSTWA. It could be divided into two parts. The first part is the Mine Latent Structure. The second one is the Escape Knowledge Curse, which contains three important components: Structure Migrator, Click Perceptron, and Curse Escaper.

In this paper, we define $X^U = \{x^U_1, \ldots, x^U_{N^U}\}$ and $X^I = \{x^I_1, \ldots, x^I_{N^I}\}$ as sets representing all users and items, respectively. Here, $x^U$ and $x^I$ represent all feature values of a user or item (identified by their unique ID), where $|x^U| = l^U$ and $|x^I| = l^I$ denote the number of features for each user or item, and $N^U$ and $N^I$ denote the total number of users and items, respectively.

3.2 Motivation and Architecture

As the user’s purchase behavior only occurs after impressions and clicks, sufficient interactions are often needed before a purchase is made, resulting in limited training samples for CVR. This poses a serious data sparsity problem for CVR. Although utilizing knowledge of CTR can mitigate this issue, it introduces the curse of knowledge where the knowledge of CVR is overshadowed by a vast amount of CTR knowledge.

To address this problem, we propose that we should learn latent and task-independent structure information instead of directly using the feature representations of CTR. We also model the click bias information of samples to enable the model to differentiate between clicked and non-clicked samples. Furthermore, we introduce a brand-new weight assignment algorithm called Curse Escaper, which emphasizes the role of false negative samples (i.e., the output of CTR tower is high, but $z = 0$) and false positive samples (i.e., the output of CTR tower is low, but $z = 1$) in the training process. The above three components enable our model to escape the curse of CTR knowledge.

The architecture of CSTWA is depicted in Fig. 1. The entire framework comprises the following components, which we will elaborate on later in this section:

– Mine Latent Structure, which mines latent pairwise user-user and item-item structure information from the feature representations of the pre-trained CTR model. It generates user and item graphs;
– Escape Knowledge Curse, which relies on three components, namely, (i) Structure Migrator, (ii) Click Perceptron, and (iii) Curse Escaper, to model the CVR task and alleviate the curse of knowledge problem.

### 3.3 Mine Latent Structure

Previous research has shown that users are more likely to interact with items that are similar to those they have interacted with before, rather than different ones [18]. This collaborative filtering relationship, also known as structure information, is independent of the task. Therefore, the collaborative filtering knowledge discovered on the CTR task can be applied to CVR modeling as additional knowledge.

**Pre-train.** To capture the collaborative filtering knowledge, we pre-trained a simple CTR model that only contained a Multi-Layer Perceptron (MLP) layer. In this study, we utilized the basic MLP as the backbone structure for the CVR, CTR, and pre-trained CTR models, which is similar to previous research [26].

The pre-trained CTR model’s structure is consistent with the rightmost part of Fig. 1, and it consists of five components: (a) Input Layer, where samples are input. (b) Embedding Layer, which transforms the sparse and dense features into feature embedding. (c) Concatenate Layer, which concatenates the feature embeddings. (d) Click Tower, which contains a multi-layer perceptron, the Dropout, and the ReLU activation function. (e) Click Layer, which consists of a multi-layer perceptron and the Sigmoid activation function.

We train this CTR model using impression samples and extract its Embedding Layer to capture collaborative filtering knowledge in the CTR task.

**Similarity Search.** To derive collaborative filtering insights from the CTR task, we compute similarities between items and between users. To begin, we concatenate the feature embeddings of a user according to their ID to generate the user representation. Similarly, we employ the same procedure for items to derive their representation:

$$r_{i, pre}^{U} = [e_{1,pre}^{U}] \cdots [e_{l_{U},pre}^{U}], r_{j, pre}^{I} = [e_{1,pre}^{I}] \cdots [e_{l_{I},pre}^{I}],$$

(2)

where $e_{pre}^{pre} \in \mathbb{R}^{d}$ denotes the feature embedding obtained from the pre-trained CTR model, $d$ is the embedding size, and $||$ denotes the concatenate operation. Besides, $r_{i, pre}^{U} \in \mathbb{R}^{d_{U}}, r_{i, pre}^{I} \in \mathbb{R}^{d_{I}}$ represent the user/item representation, where $d_{U} = l_{U} \times d$, $d_{I} = l_{I} \times d$, and $l_{U}, l_{I}$ denote the number of features for the user and item, respectively.

To evaluate the similarity between users, we opt for the straightforward and non-parametric cosine similarity measure [23]:

$$S_{ij}^{U} = \frac{(r_{i, pre}^{U})^{T} r_{j, pre}^{U}}{||r_{i, pre}^{U}|| \times ||r_{j, pre}^{U}||},$$

(3)

where $S_{ij}^{U}$ is scalar, which represents the semantic correlations between two users $i, j$. $S_{ij}^{U} \in \mathbb{R}^{N_{U} \times N_{U}}$ denotes the similarity matrix of users. Similar to Eqs. 2 and 3, we can also obtain the similarity matrix $S_{ij}^{I}$ for items.
To reduce the time cost of constructing the similarity matrix, we use the Faiss\(^1\) library, which can efficiently perform similarity searches.

**Construct Graph.** To visualize these collaborative filtering relationships, we construct graphs according to the similarity matrix. Typically, the adjacency matrix of a graph should contain non-negative values, but in our case, the values of \(S_{ij}\) fall within the range of \([-1, 1]\). Hence, we set the negative terms of \(S\) to zeros. Additionally, we recognize that fully-connected graphs are computationally intensive and are likely to introduce noisy and unimportant edges \([1]\), so we aim to create sparse graphs.

Specifically, we only retain edges with the top-\(K\) confidence scores for each node \(i\), resulting in the sparsified adjacency matrix \(G^{U}\):

\[
G^{U}_{ij} = \begin{cases} 
S^{U}_{ij}, & \text{if } S^{U}_{ij} \in \text{top-}K(S^{U}_{i,:}), \\
0, & \text{otherwise},
\end{cases}
\]

where \(S^{U}_{i,:}\) denotes the \(i\)-row of \(S^{U}\), and \(G^{U}\) is the sparsified adjacency matrix.

To alleviate the exploding or vanishing gradient problem \([8]\), we normalize the adjacency matrix as:

\[
G^{U} = (D)^{-\frac{1}{2}}G^{U}(D)^{-\frac{1}{2}},
\]

where \(D \in \mathbb{R}^{d^{U}}\) is the diagonal degree matrix of \(G^{U}\), \(G^{U}\) denotes the final graph for users. Similar to Eqs. 4 and 5, we can also obtain the sparsified adjacency matrix \(G^{I}\) and the final graph \(G^{I}\) for items. To reduce the storage cost of the adjacency matrix, we use the Sparse\(^2\) library of Pytorch\(^2\).

### 3.4 Escape Knowledge Curse

After obtaining the collaborative filtering information based on the CTR task (i.e., \(G^{U}\) and \(G^{I}\)), we implement the three components discussed in Sect. 3.2 to alleviate the problem of the curse of knowledge. To illustrate the method’s overall flow, we outline the transformation process of a sample \(s = (x, y, z)\) from input to output.

To begin with, we must convert the characteristics of the input sample into a feature representation through an embedding lookup. Similar to previous CVR methods that utilize multi-task learning, we train the CVR model on the entire impression space and utilize the CTR task as an auxiliary. However, we differ in that we have two separate Embedding Layers for the CVR and CTR tasks, which we refer to as \(V\) and \(T\), respectively. Hence, the process of embedding lookup can be described as follows:

\[
e_{i,V} = V(f_{i}), \quad e_{i,T} = T(f_{i}),
\]

where \(e_{i} \in \mathbb{R}^{d}\) denotes the feature embedding for \(i\)-th feature \(f_{i}\) of the sample \(s\), and \(d\) is the embedding size.

Then, we can obtain the representation of the sample \(s\) for the CTR tower as follows:

\[
E_{T} = [e_{1,T}^{U}, \ldots, e_{l,T}^{U}, e_{1,T}^{I}, \ldots, e_{l,T}^{I}, e_{1,T}^{C}, \ldots, e_{l,T}^{C}].
\]

---

1. https://github.com/facebookresearch/faiss.
2. https://pytorch.org/docs/stable/sparse.html.
where $E_T \in \mathbb{R}^{d_U + d_I + d_C}$ is the input of CTR tower, $r_{s,T}^U \in \mathbb{R}^{d_U}$ is the user-side feature representation of the sample $s$, $r_{s,T}^I \in \mathbb{R}^{d_I}$ is the item-side feature representation, $r_{s,T}^C \in \mathbb{R}^{d_C}$ denotes the context feature representation. The value of $d_C$ is calculated as $l_C \times d$, where $l_C$ is the number of context features present in sample $s$.

Structure Migrator (SM). In this part, we migrate the task-independent structure information (i.e., $G^U$ and $G^I$) mined from the pre-trained CTR model to the CVR model. We repeat the Eq. 2 on the Embedding Layer $V$ of the CVR model to obtain the user/item representation matrices:

$$R^U = \{r_{1,V}^U, \ldots, r_{N_U,V}^U\}, \quad R^I = \{r_{1,V}^I, \ldots, r_{N_I,V}^I\},$$

where $R^U \in \mathbb{R}^{d_U \times N_U}$, $R^I \in \mathbb{R}^{d_I \times N_I}$, $r_{s,V}^U \in \mathbb{R}^{d_U}$, $r_{s,V}^I \in \mathbb{R}^{d_I}$, and $N_U, N_I$ denote the total number of users and items, respectively.

Next, we utilize a straightforward yet efficient message propagation and aggregation process, which does not require any feature transformation or activation. This process is computationally efficient as well. The $l$-th layer of this process can be expressed as:

$$R_{(l)}^U = G^U R_{(l-1)}^U,$$

where $R_{(l)}^U \in \mathbb{R}^{d_U \times N_U}$ is the $l$-th layer embedding matrix, and the initial $R_{(0)}^U$ is $R^U$. After stacking $L$ layers, $R_{(L)}^U$ encodes the high-order user-user relationships.

Similar to Eqs. 8 and 9, we can also obtain the item’s $R_{(L)}^I$. As a result, we obtain new user/item embeddings, i.e., $R_{(L)}^U$ and $R_{(L)}^I$, which encode collaborative filtering knowledge from CTR. To inject the collaborative filtering knowledge into CVR modeling more smoothly, we set a hyper-parameter to control the update of CVR features. In the $t$-th epoch ($t > 1$), the update of $R_{(L)}^U$ can be formulated as:

$$R_{(L,t)}^U = \alpha R_{(L,t)}^U + (1 - \alpha) R_{(L,t-1)}^U,$$

where $\alpha$ controls the proportion of updates. Similarly, we update $R_{(L,t)}^I$ through the same process.

We then generate the representation of the sample $s$ for the CVR tower:

$$E_V = [r_{s,V}^U || r_{s,V}^I || r_{s,V}^C] = [R_{(L,t)}^U[s] || R_{(L,t)}^I[s] || e_{1,V}^C || \ldots || e_{l_C,V}^C],$$

where $E_V \in \mathbb{R}^{d_U + d_I + d_C}$ is the input of CVR tower, and $R_{(L,t)}[.]$ means searching for the embeddings corresponding to the user or item in the sample $s$ from the embedding matrix $R_{(L,t)}^U$ or $R_{(L,t)}^I$.

Click Perceptron (CP). To distinguish between clicked impression samples and non-clicked impression samples during training, we incorporate the hidden representation of the CTR auxiliary task into CVR modeling as bias information for the samples.
To capture CTR knowledge in the sample, we employ Click Tower on $E_T$:

$$H_T = TW_{\text{click}}(E_T), \quad (12)$$

where $H_T \in \mathbb{R}^{d_o}$, $d_o$ is the embedding size of the output layer of the Click tower, and $TW_{\text{click}}$ means the Click Tower.

Next, we construct the Info Layer to incorporate bias information while preserving the original distribution and mitigating the instability of model training. This layer comprises a multi-layer perceptron and the Sigmoid activation function:

$$\hat{H}_T = \text{Sigmoid}(\text{MLP}(H_T)), \quad (13)$$

where $\hat{H}_T \in \mathbb{R}^{d_U + d_I + d_C}$, which is composed of a series of numbers between $[0, 1]$. MLP represents the multi-layer perceptron. We multiply $\hat{H}_T$ by 2 to keep its mean around 1 and inject it as bias information into the modeling of CVR:

$$\hat{E}_V = E_V(1 + 2\hat{H}_T), \quad (14)$$

where $\hat{E}_V \in \mathbb{R}^{d_U + d_I + d_C}$ denotes the hidden representation of sample $s$ in CVR modeling, which is injected with collaborative filtering knowledge and click bias information.

To extract CVR knowledge and the information introduced externally, we employ Conversion Tower on $\hat{E}_V$:

$$H_V = TW_{\text{conv}}(\hat{E}_V), \quad (15)$$

where $H_V \in \mathbb{R}^{d_o}$, and $TW_{\text{conv}}$ means the Conversion Tower.

To estimate the probability of user click and purchase respectively, we construct the Conversion Layer and Click Layer, which are comprised of the multi-layer perceptron and Sigmoid activation function:

$$\hat{y} = \text{Sigmoid}(\text{MLP}(H_T)), \quad \hat{z} = \text{Sigmoid}(\text{MLP}(H_V)), \quad (16)$$

where $\hat{y}, \hat{z}$ are the predicted probabilities of click and purchase behavior occurring in the sample $s$, respectively.

**Curse Escaper (CE).** To further strengthen the model’s ability to model users’ real conversion behavior, we add a brand-new weight assignment algorithm, named Curse Escaper, into the loss function. The loss function of CSTWA is mainly composed of three parts, as follows.

First, for the CTR task, we minimize the cross-entropy loss of it:

$$L_{\text{ctr}} = -\frac{1}{N} \sum_{i=1}^{N} (y_i \log \hat{y}_i + (1 - y_i) \log(1 - \hat{y}_i)), \quad (17)$$

where $N$ is the total number of samples in the entire sample space $S$, $y_i$ is the click label of the $i$-th sample, and $\hat{y}_i$ is the predicted click probability.

To alleviate the curse of knowledge problem, we increase the weights of the false positive samples (i.e., samples where the CTR predictive value is high but no conversion
behavior actually occurs) and the false negative samples \(i.e.,\) samples where the CTR predictive value is low but conversion behavior actually occurs) in the loss function.

Technically, we predefine two hyperparameters, \(pos\) and \(neg\), which indicate the thresholds for high CTR predictive value and low CTR predictive value, respectively. Mathematically, the loss function of CVR can be formulated as:

\[
L_{ce} = -\frac{1}{N} \sum_{i=1}^{N} (Az_i \log \hat{z}_i + B(1 - z_i) \log(1 - \hat{z}_i)),
\]

where, \(A = \max(1, (\frac{neg}{\hat{y}_i})^\gamma)\), \(B = \max(1, (\frac{\hat{y}_i}{pos})^\gamma)\),

where \(\hat{y}_i\) is the CTR predictive value, \(z_i\) is the conversion label of the \(i\)-th sample, and \(\gamma\) controls the magnitude of weight enhancement. To prevent excessive weighting, we set upper limits for \(A\) and \(B\). During the experiment, we searched for the optimal values between 2 and 10, and ultimately restricted \(A\) and \(B\) to be below 4.

Besides, considering that the purchase behavior occurs after the click, we follow AITM [26] to set an extra loss function to constrain the CVR predictive value to be less than the CTR predictive value:

\[
L_{co} = \frac{1}{N} \sum_{i=1}^{N} \max(\hat{z}_i - \hat{y}_i, 0).
\]

It outputs the positive penalty term only when \(\hat{z}_i > \hat{y}_i\), otherwise, it outputs 0. Finally, the loss function of our method can be formulated as:

\[
\mathcal{L} = w_1 \mathcal{L}_{ctr} + w_2 \mathcal{L}_{ce} + w_3 \mathcal{L}_{co},
\]

where \(w_1, w_2, w_3\) are weights of \(\mathcal{L}_{ctr}, \mathcal{L}_{ce}, \mathcal{L}_{co}\), which are set to \((1, 1, 0.6)\) in this paper, respectively

4 Experiments

In this section, we perform experiments to evaluate the proposed framework against various baselines on industrial and public real-world datasets, and answer the following Research Questions (RQs):

- **RQ1**: How does our method perform compared with the baseline models on the public datasets?
- **RQ2**: How do the three key components affect the final performance?
- **RQ3**: How sensitive our model is to perturbations of several key hyper-parameters?
Table 1. Statistics of the public datasets after processing, where M means million, and “%Positive” means the percentage of clicked/converted samples in the train set.

| Dataset   | #Users/#Items | #Train/#Validation/#Test | %Positive(%) |
|-----------|---------------|--------------------------|--------------|
| Industrial| 30M/0.28M     | 465M/45M/44M             | 7.04/0.28    |
| Public    | 0.2M/0.5M     | 38M/4.2M/43M             | 3.89/0.02    |

4.1 Experimental Settings

In this part, we introduce the benchmark dataset, the evaluation metrics, the state-of-the-art methods involved in the comparison, and the implementation details.

Datasets. We conduct extensive experiments on the following two datasets: Industrial dataset: The industrial dataset contains all samples of the livestream platform of our App, which is one of the largest e-commerce platform in the world, in a continuous period of time. We divide the training set, validation set and test set in chronological order. Public dataset: The public dataset is the Ali-CCP (Alibaba Click and Conversion Prediction) [12] dataset. We follow the previous work to use all the single-valued categorical features and randomly take 10% of the train set as the validation set to verify the convergence of all models. We follow the previous work [26] to filter the features whose frequency less than 10. The statistics of datasets are shown in Table 1.

Evaluation Metrics. In the offline experiments, to comprehensively evaluate the effectiveness of our method and compare it with the baseline methods, we follow the existing works [12,20,26] to adopt the standard metric Area Under Curve (AUC), which is widely used in the recommendation and advertising systems and can reflect the ranking ability. The mean and standard deviation (std) is reported over five runs with different random seeds. We report the AUC on the auxiliary task and the focused main task (i.e., click and purchase prediction task).

Baseline Methods. We compare the proposed method with the following representative and mainstream models: MLP: It is the base structure of our framework, which consists of the Click/Conversion Tower and Click/Conversion Layer. ESMM [12,25]: ESMM and ESM² use a unified multi-task learning framework to predict purchase and post-click behaviors over the entire space to relieve the sample selection bias problem. OMoE [11]: The Expert-Bottom pattern in OMoE (One-gate Mixture-of-Experts) incorporates experts by utilizing a single gate shared across all tasks. MMOE [11]: It is designed to integrate experts via multiple gates in the Gate Control. Moreover, it explicitly learns to model task relationships from data. PLE [20]: Progressive Layered Extraction (PLE) with Expert-Bottom pattern separates task-shared experts and task-specific experts explicitly. AITM [26]: It is a contemporaneous work that proposes the

³ https://tianchi.aliyun.com/dataset/dataDetail?dataId=408.
Table 2. The AUC performance (mean±std) on the industrial and public datasets. The Gain means the mean AUC improvement compared with the MLP. We bold the best results and indicate the second-best results with an underline. “∗” indicates that the improvement is statistically significant at $p$-value < 0.05 over paired samples t-test.

| Dataset Model | Industrial Dataset | Public Dataset |
|---------------|--------------------|----------------|
|               | Click AUC          | Gain           | Purchase AUC | Gain           | Purchase AUC | Gain           |
| MLP           | 0.7970±0.0020      |                | 0.8466±0.005 |                | 0.6147±0.0012 |                |
| ESMM          | 0.7971±0.0012      | +0.0001        | 0.8579±0.0031| +0.0113        | 0.6152±0.0023 | +0.0005        |
| OMoE          | 0.7969±0.0012      | −0.0001        | 0.8520±0.0040| +0.0054        | 0.6192±0.0022 | +0.0045        |
| MMoE          | 0.7982±0.0013      | +0.0012        | 0.8503±0.0032| +0.0037        | 0.6170±0.0021 | +0.0023        |
| PLE           | 0.7989±0.0012      | +0.0019        | 0.8516±0.0022| +0.0050        | 0.6166±0.0015 | +0.0019        |
| AITM          | 0.7884±0.0014      | −0.0086        | 0.8587±0.0033| +0.0121        | 0.6183±0.0016 | +0.0036        |
| ESCM²         | 0.7973±0.0019      | +0.0003        | 0.8505±0.0050| +0.0039        | 0.6176±0.0012 | +0.0029        |
| CSTWA         | 0.7938±0.0014      | −0.0032        | **0.8613±0.0024** | +0.0147 | 0.6160±0.0020 | +0.0013        |

attention-based AIT module which can adaptively learn what and how much information to transfer for different stages of different audiences. ESCM² [21]: It is devised to augment ESMM with counterfactual regularization. This is the state-of-the-art method in the CVR prediction task. To be fair, all models, including CSTWA, utilize the same fundamental network structure and hyper-parameters in their Multi-Layer Perceptron.

**Implementation Details.** We implemented our method using PyTorch [16]. To ensure a fair comparison, we set the embedding dimension $d$ to 5 for all models. We used the Adam optimizer with a learning rate of 0.001, a batch size of 2000, and 10 epochs. L2 regularization is set to 1e-6. In the Expert-Bottom pattern, the dimensions of layers in the MLP-Expert are set to [64, 32, 16]. In the Probability-Transfer pattern, the dimensions of layers in the MLP-Tower (i.e., Click/Conversion Tower) are set to [128, 64, 32]. That is, $d^o = 32$. The dropout rates in each layer are set to [0.1, 0.3, 0.3], and the activation function used is ReLU. In addition, we perform a grid search on the validation set to find the optimal hyper-parameters. We tune the $K$ parameter of the top-$K$ function using values of 4, 8, 16, and 32, ultimately setting it to 8. Meanwhile, we set $L$ to 1. The values for $\alpha$ and $\gamma$ were set to 0.3 and 3, respectively. For the hyper-parameters $pos$ and $neg$, we set them to the 99-th and 10-th percentile of the previous 10,000 CTR predicted values, respectively.

### 4.2 Experimental Results

In this part, we report our experimental results and conduct a detailed analysis to investigate CSTWA framework.

**Main Results (RQ1).** We report the AUC scores of all models on the offline test set. The results of purchase AUC are shown in Table 2, and we can draw the following insightful observations:
Table 3. The AUC performance (mean±std) of the variants on the public dataset.

| Dataset Model | Public Dataset |
|---------------|----------------|
|               | Click AUC  | Gain | Purchase AUC | Gain |
| MLP           | 0.6147±0.0012 | _    | 0.5789±0.0042 | _    |
| + SM          | 0.6207±0.0031  | +0.0060 | 0.6372±0.0022  | +0.0583 |
| + CP          | 0.6159±0.0008  | +0.0012 | 0.6357±0.0034  | +0.0568 |
| + CE          | 0.6142±0.0010  | -0.0005 | 0.6312±0.0024  | +0.0523 |
| + CP, CE      | 0.6151±0.0022  | +0.004  | 0.6423±0.0025  | +0.0634 |
| + SM, CE      | 0.6162±0.0012  | +0.0015 | 0.6422±0.0027  | +0.0633 |
| + SM, CP      | 0.6154±0.0016  | +0.0007 | 0.6503±0.0016  | +0.0714 |
| CSTWA         | 0.6160±0.0020  | +0.0013 | **0.6532±0.0028**  | +0.0743 |

(a). Compared to the single-task model MLP, multi-task models generally exhibit better performance. This indicates that achieving satisfactory performance for the single-task model is difficult due to the extreme data sparsity. In fact, if the CVR model is trained solely with samples of clicked impressions, many of the feature embeddings may not be trained sufficiently.

(b). ESMM and ESCM\(^2\) models based on the Probability-Transfer pattern improve slightly as they only consider simple probability information transfer between adjacent tasks. On the other hand, the models based on the Expert-Bottom pattern, regulate the shared information among tasks and perform better than many baselines.

(c). AITM enhances CVR estimation by explicitly modeling inter-task relationships, while PLE outperforms baselines by separating shared and specific task experts. This demonstrates that explicitly modeling the transfer of information between tasks can improve performance.

(d). All existing works overlook the curse of knowledge caused by too much auxiliary task information. As a result, CSTWA is the best in CVR prediction among various baselines. This shows that extracting and transferring CTR knowledge, adding sample bias information, and enhancing CVR information can boost the main task.

Ablation Study (RQ2). To investigate the importance of critical components in CSTWA, namely the Structure Migrator (SM), Click Perceptron (CP), and Curse Escaper (CE), we conduct extensive ablation experiments to examine how they affect the final performance. The experimental results are presented in Table 3.

When utilizing any of the three key components, there is a significant increase in performance. This demonstrates that introducing bias information to enable the model to capture stage information in the sample can further improve performance. Additionally, explicitly enhancing the model’s understanding of conversion behavior through the use of weight enhancement algorithms in the loss function can alleviate the curse of knowledge problem. Furthermore, when utilizing the SM component, there is a noticeable performance increase, indicating that task-independent structure information is effective. The use of the CE component leads to a decrease in CTR-related metrics,
as we explicitly enhance the weight of CVR-related knowledge in the samples. However, this decrease is acceptable because our main task is to model the CVR.

![Graph](image)

**Fig. 2.** The purchase AUC performance of ablation experiments on the public dataset.

Hyper-Parameter Study (RQ3). To explore the sensitivity of CSTWA to perturbations of different hyper-parameters, we conduct ablation experiments for hyper-parameters $L$, $\alpha$, and $\gamma$ on the public dataset. The results are shown in Fig. 2.

(a) As depicted in Fig. 2a, we vary the values of hyper-parameters $L$ and $\gamma$ to evaluate their impact on the performance. We observed that increasing the number of layers for neighborhood propagation do not improve the performance significantly. To reduce the computational burden of the graph network, we set $L$ to 1. Additionally, we find that setting $\gamma$ to 3 resulted in the best performance, beyond which the performance drop rapidly. This indicates that considering instances of information contradiction is crucial, but giving them too much weight is not desirable.

(b) To confirm the efficacy of $\alpha$, we experiment with several different settings, ranging from 0.1 to 0.9, as shown in Fig. 2b. The best performance is at $\alpha = 3$. This suggests that the CTR task’s structure information helps the CVR task. However, since CTR and CVR tasks are distinct, setting a higher $\alpha$ leads to poorer results.

5 Conclusion

In this work, we elucidate the curse of knowledge problem in CVR methods based on multi-task learning. For solving the above problem, we propose CSTWA, which contains three effective components (i.e., Structure Migrator, Click Perceptron, and Curse Escaper), which can filter the input information that is more friendly for CVR, calibrate the fundamental representation layer, and reweight the discriminant layer. Specifically, our method could mine and transfer the task-independent structure information from the auxiliary task (i.e., CTR task). Meanwhile, it models the click bias information of samples of the entire space. Besides, it introduces a brand-new weight assignment algorithm to explicitly reinforce CVR-related knowledge. Extensive experiments on two datasets demonstrate the superior performance of CSTWA.

In the future, we plan to explore more efficient ways of transferring structure information to make our models more cost-effective.
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Abstract. Supervised deep learning relies heavily on the existence of a huge amount of labelled data, which in many cases is difficult to obtain. Domain adaptation deals with this problem by learning on a labelled dataset and applying that knowledge to another, unlabelled or scarcely labelled dataset, with a related but different probability distribution. Heterogeneous domain adaptation is an especially challenging area where domains lie in different input spaces. These methods are very interesting for the field of remote sensing (and indeed computer vision in general), where a variety of sensors are used, capturing images of different modalities, different spatial and spectral resolutions, and where labelling is a very expensive process. With two heterogeneous domains, however, unsupervised domain adaptation is difficult to perform, and class-flipping is frequent. At least a small amount of labelled data is therefore necessary in the target domain in many cases. This work proposes loosening the label requirement by labelling the target domain with must-link and cannot-link constraints instead of class labels. Our method Constrained-HIDA, based on constraints, contrastive loss, and learning domain invariant features, shows that a significant performance improvement can be achieved by using a very small number of constraints. This demonstrates that a reduced amount of information, in the form of constraints, is as effective as giving class labels. Moreover, this paper shows the benefits of interactive supervision—assigning constraints to the samples from classes that are known to be prone to flipping can further reduce the necessary amount of constraints.
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1 Introduction

Supervised deep learning (DL) models are heavily dependent on the existence of the large-scale labelled datasets. The process of obtaining the reference data
is however often very slow and expensive. This is especially the case in the field of remote sensing (RS), where acquiring the labels requires collecting data in the field from locations that may be complicated to reach due to inaccessibility, natural disasters, armed conflicts etc. Furthermore, the existing reference data may not be reusable for images taken at a later date due to constant changes of the Earth’s surface, such as seasonal and climate changes, deforestation, growth of urban area etc. Since satellites generate huge amount of data on a daily basis, these limitations put the pace of producing reference data far behind the speed of acquiring new data.

Most of the time, existing trained supervised DL models cannot be applied to other dataset as they often generalise poorly. If the conditions during data acquisition differ, there will be a domain shift—a difference between probability distributions—between the datasets. Domain adaptation (DA) techniques can help with overcoming this problem. Typically, DA involves learning a model on one data distribution (named source domain, typically labelled), and applying it to another, different but related data distribution (called target domain typically unlabelled or scarcely labelled) by reducing the shift between domains. Alternatively, both domains can be given to one model at training time, yet with the labels present exclusively or primarily in the source domain.

When there is a small amount of labelled data in a mainly unlabelled target domain, semi-supervised domain adaptation (SSDA) can be employed, and methods for SSDA are specifically developed to take advantage of existing target labels. When there are no labels at all in the target domain, unsupervised domain adaptation (UDA) methods are used. These methods often try to compensate for the absence of supervision in the target domain by using pseudo-labels. Another possible way to incorporate certain knowledge about the target domain, rarely addressed in DA so far, is using the constraints.

Constrained clustering is a type of learning where knowledge is provided in the form of constraints rather than labels. The motivation for developing such methods was to improve upon the performance of unsupervised models by providing alternative knowledge about the problem domain in the absence of exact hard labels. Constraints are most often given between the pairs of samples in the form of must-link and cannot-link constraints. There is a growing base of constrained clustering literature, the paradigm is gaining in popularity due to the fact that it does not require classes to be defined (since constraints only act upon pairs of samples) and offers a much weaker form of supervision than labelled samples. It is much easier for an expert to express their preference that two samples should be grouped together (or not), rather than defining absolute labels. This is particularly useful when samples are hard to interpret and interactive, iterative approaches are preferable.

Constraints can be very helpful in DA, especially in situations when there is a huge domain shift. Though existing DA methods are very successful in the field of computer vision (CV), most of them assume RGB images in both domains (homogeneous DA). In remote sensing, however, a variety of sensors are used (Fig. 1), capturing images of different modalities, with:
The domains in RS therefore may not lay in the same space and may have a different dimensionality, increasing still the effective ‘domain shift’. Homogeneous DA approaches cannot be applied to such heterogeneous domains. Instead, heterogeneous domain adaptation (HDA) methods are used.

HDA methods show good performance in semi-supervised settings when a small amount of labelled data is also available in the target domain. The results are, however, much more limited in unsupervised HDA. The problem of class flipping occurs frequently, and it is difficult for the algorithms to associate the same-class samples between domains with such a huge domain shift without any supervision. Many works, therefore, state that a presence of at least a small amount of reference data is required to perform HDA [5,24].

In this work, we offer a new approach to HDA by introducing constraints to the learning process to reduce the labelling requirement. We hypothesise that HDA methods may greatly benefit from just a few constraints to avoid incorrectly matching classes between domains and that hard labels are not necessary to overcome the problem of large domain shifts. We present a novel method named Constrained-HIDA, a heterogeneous image domain adaptation model for the task of patch classification, in which the knowledge of the target domain is provided in the form of constraints. Constrained-HIDA extracts domain invariant features from two heterogeneous domains, where samples are forced to respect the constraints in the learned representation space through the use of contrastive loss. We show that by using a very small number of constraints, our method can match the performance of semi-supervised HDA methods, thus reducing greatly the amount of information from the target domain needed. Interactive supervision can make the method even more efficient, by assigning constraints to the samples that are known to be difficult to solve. The results show that in this manner less constraints can be used without affecting the performance.

The developed Constrained-HIDA method could be very beneficial to the RS community since the domain adaptation problem is exacerbated by large domain shifts due to the use of different modalities, e.g. RGB, multispectral,
hyperspectral, SAR, LiDAR, panchromatic data etc. The field of application, however, is not limited to RS; different sensors having the same point of view can be found in robotics (depth images, radar), in medical imaging (e.g. CT and MRI) etc. Another benefit is facilitating the labelling process, Hsu et al. state that in many cases, it may be an easier task for a human to provide pair-wise relationships rather than directly assigning class labels [15].

This article is organised as follows: in Sect. 2, a review of related existing work is given, followed by a description of the proposed Constrained-HIDA model in Sect. 3. Experimental setup and results are shown in Sect. 4. Finally, the concluding remarks are given and future work is discussed in Sect. 5.

2 Literature Review

The emergence of Generative Adversarial Networks (GANs) inspired numerous homogeneous domain adaptation techniques for computer vision. Some of these models aim to extract domain invariant features such as DANN [8,9] (derived from the original GAN [10]), WDGRL [23] (derived from Wasserstein GAN [1]), DSN [4], etc. Others like CyCADA [14] aim to translate data between domains and are mostly based on image-to-image GAN architectures [32]. It is known, however, that these UDA methods do not scale well to the semi-supervised setting [22]. Methods that specifically aim to use few target labels easily outperform UDA methods [22], motivating the need for specific SSDA algorithms. When target labels are not available at all, many UDA methods fall back on pseudo-labelling [19,25].

In many cases, even if there are no hard, explicit labels, some background knowledge about the domain is available. This knowledge can be incorporated in the form of instance-level constraints. In constrained clustering, constraints on the pairs of data samples are used to guide the clustering. These constraints can be in the form of must-link or cannot-link, which state that the pair should or should not belong to the same cluster [29]. Zhang et al. propose the deep constrained clustering framework [31] which takes advantage of the benefits of deep learning to learn embedding features and clustering in an end-to-end manner.

Contrastive loss is often used with pair-wise constraints, for example in face recognition [7]. Its simple formula pushes must-link pairs closer in latent space, and cannot-link pairs farther apart. Contrastive learning is therefore a natural choice when learning features for constrained clustering. Hsu et al. used contrastive KL loss on logits of their neural network for constrained clustering [15]. An example of the contrastive loss being used together with clustering in DA is the Contrastive Adaptation Network (CAN) [16].

Constraints found their application in homogeneous DA. Liu et al. [20] pose the problem of unsupervised DA as semi-supervised constrained clustering with target labels missing. The source labels are used to create partition-level constraints. This is especially useful for preserving the structure of domains in multi-source DA. This work, however, does not explore how to use knowledge or preserve the structure in the target domain. Another interesting UDA work is
assigning pairwise pseudo-constraints to samples in the target domain to facilitate the clustering process [17]. In SSDA, soft constraints are used to help tackle the problem of imbalanced classes in medical images [12]. The constraints included, however, are based on labels in the target domain that are already used by the algorithm, with the sole purpose of preserving the structure, and they do not introduce any new knowledge about the target domain.

Heterogeneous domain adaptation is much less present in the literature than homogeneous DA. Most of the heterogeneous DA methods for CV are designed to work with tabular data and focus on adapting between vectorial features extracted from the images of different sizes, such as between SURF and DeCAF [18,30] and DeCAF and ImageNet features [26], or to adapt from image to text data [5,24].

The HDA methods applicable to raw-image data of different modalities such as the ones that exist in RS are less frequent. Adversarial Discriminative Domain Adaptation (ADDA) [27] is evaluated on RGB and depth images, but the limitation of the model is that it assumes the same number of channels in the domains. This is also true for Benjdira et al.’s contribution to RS [3], which can be applied to different sensors, but the number of bands must remain the same. Another model for RS by Benjdira et al. [2] can work with a different number of channels, but it is designed for semantic segmentation, and it requires the existence of labelled segmentation masks in the target domain to be used as an intermediate space during the translation process. This approach, therefore, does not extend to classification.

CycleGAN for HDA [28] is a patch classification approach based on image-to-image translation, it is a variant of CycleGAN in which a metric loss, classification loss, and a super-resolution capability are introduced. It is designed to handle RS data of different resolutions, but it may be possible to apply it to domains with different numbers of channels\(^1\) Another work on patch classification of RS data explores the potential of learning domain invariant features in HDA [21]. The paradigm of extracting domain-invariant features is a natural choice for our Constrained-HIDA, as applying the contrastive loss on the constraints is straightforward in the learned common latent feature space.

To the best of our knowledge, there are no other works on using the constraints in HDA, thus making Constrained-HIDA the first such method.

3 Methodology

In this section, the Constrained-HIDA model will be described. Constrained-HIDA extracts deep domain-invariant features from two heterogeneous domains. The learning of a common latent space of invariant features is guided by cross-entropy loss on available (source domain) labels for class discrimination, Wasserstein loss is used to reduce the distance between domains, and contrastive loss on constraints helps to preserve the correct local structure of domains.

\(^1\) It is not clear in the original article [28] if the method was evaluated on the same or different numbers of channels.
Let $X^s = \{x_i^s\}_{i=1}^{n^s}$ be a labelled source dataset of $n^s$ samples from the domain $D_s$ following the data distribution $\mathbb{P}_{x^s}$ with labels $y_i^s$, and let $X^t = \{x_j^t\}_{j=1}^{n^t}$ be an unlabelled target dataset of $n^t$ samples from the domain $D_t$ following the data distribution $\mathbb{P}_{x^t}$. Constrained-HIDA is able to work with heterogeneous domains, i.e. $x^s \in \mathcal{X}^s$, $x^t \in \mathcal{X}^t$, $\mathcal{X}^s \neq \mathcal{X}^t$ where the dimensions $d^s$ and $d^t$ of spaces $\mathcal{X}^s$ and $\mathcal{X}^t$ may or may not differ.

A certain amount of domain knowledge is given in the form of pairwise constraints of two types—must-link and cannot-link. These constraints can be attached to two samples coming from the same domain or from different domains. In this paper, the focus is on the case where there are only inter-domain constraints. The set of constrained samples $X^c$ is usually a small fraction of the whole dataset $X = X^s \cup X^t$. Let $C^\text{=} = \{(x_{i1}, x_{i2}) \in \mathcal{C}^\text{=} \}$ implies that $x_{i1}$ and $x_{i2}$ should belong to the same cluster/class, and let $\mathcal{C}^\neq$ be a set of cannot-link constraints, where $C^\neq = \{(x_{j1}, x_{j2}) \in \mathcal{C}^\neq \}$ implies that $x_{j1}$ and $x_{j2}$ should belong to the different cluster/class, $\mathcal{C}^\text{=} \cap \mathcal{C}^\neq = \emptyset$.

Constrained-HIDA’s architecture is presented in Fig. 2 and consists of 5 neural network components: 3 feature extractors, a domain critic, and a class discriminator, with the addition of contrastive loss over constraints on extracted features. To work with the data coming from two different spaces, possibly of different input sizes, two different input branches are needed. Therefore, Constrained-HIDA has two separate feature extractors $FE_s : \mathcal{X}^s \rightarrow \mathbb{R}^{d_1}$ and $FE_t : \mathcal{X}^t \rightarrow \mathbb{R}^{d_1}$—these have the task of bringing the data to a feature space of the same size $g^s = FE_s(x^s)$ and $g^t = FE_t(x^t)$. Furthermore, another invariant feature extractor $FE_i : \mathbb{R}^{d_1} \rightarrow \mathbb{R}^{d_2}$ is employed to model the similarity of the data domains and to extract domain invariant features $h^s = FE_i(g^s)$ and $h^t = FE_i(g^t)$.

Wasserstein distance is used to measure the distance between domains. This metric is calculated by solving the optimal transport between two probability distributions $\mu$ and $\nu$. Since this is computationally expensive, the domain critic $DC : \mathbb{R}^{d_2} \rightarrow \mathbb{R}$ is trained to approximate it instead [1,23], accelerating the training process. The loss of this component is defined such that

$$\mathcal{L}_{\text{wd}}(h^s, h^t) = \frac{1}{n^s} \sum_{i=1}^{n^s} DC(h^s_i) - \frac{1}{n^t} \sum_{j=1}^{n^t} DC(h^t_j).$$  

In order to calculate the empirical Wasserstein distance, Eq. (1) needs to be maximised, therefore the domain critic component is trained by solving

$$\max_{\theta_{dc}} (\mathcal{L}_{\text{wd}} - \gamma \mathcal{L}_{\text{grad}}),$$

where $\theta_{dc}$ are the domain critic’s weights and $\gamma \mathcal{L}_{\text{grad}}$ is a regularisation term enforcing the Lipschitz constraint. When training our domain critic [23], this regularisation term amounts to

$$\mathcal{L}_{\text{grad}}(\hat{h}) = \left( \left\| \nabla \hat{h} DC(\hat{h}) \right\|_2 - 1 \right)^2,$$
where $\hat{h}$ is the union of source and target representation points—$h^s$ and $h^t$—and the points sampled from the straight lines between coupled points of $h^s$ and $h^t$. This way, we are sufficiently close to enforcing the norm of 1 on the entire space of the two domains [11].

The class discriminator $C : \mathbb{R}^{d_2} \rightarrow \mathbb{R}^c$ (where $c$ is the number of classes) is trained on the extracted features of the labelled source samples $(h^s, y^s)$ (and does not use the unlabelled target data). If labels $y^s$ are one-hot encoded, the cross-entropy classification loss is used, such that

$$L_c(h^s, y^s) = -\frac{1}{n^s} \sum_{i=1}^{n^s} \sum_{k=1}^{c} y^s_{i,k} \log C(h^s_i).$$

(4)

Contrastive loss is applied to the extracted features of the constrained pairs of samples. Let $I^=\infty$ be an indicator function equal to one when the pair $(x_i, x_j)$ is under must-link constraint, or equal to zero otherwise. Let also $I^\neq\infty$ be an indicator function for cannot-link constraints. The contrastive loss is defined such that

$$L_{con} = \sum_{i,j} I^=\infty(x_i, x_j)||h_i - h_j||_2^2 + I^\neq\infty(x_i, x_j) \max \left(0, m - ||h_i - h_j||_2^2\right),$$

(5)

where $h_i, h_j$ are the extracted features of samples $x_i, x_j$, and $m$ is a threshold that prevents the cannot-link loss from moving towards infinity, i.e. the features of samples under a cannot-link constraint are limited to be a distance of $m$ apart.

If we denote the feature extractor’s weights as $\theta_{fe}$ and the class discriminator’s weights as $\theta_{c}$, the final min-max adversarial optimisation problem to be solved is

$$\min_{\theta_{fe}, \theta_{c}} \left\{ L_c + \lambda_1 \max_{\theta_{wd}} \left[ L_{wd} - \gamma L_{grad} \right] + \lambda_2 L_{con} \right\}.\tag{6}$$
Table 1. Characteristics of NWPU-RESISC45 and EuroSAT datasets.

| Name        | Source | Image Size     | # Patches | Classes | Resolution |
|-------------|--------|----------------|-----------|---------|------------|
| RESISC45    | Aerial | $256 \times 256 \times 3$ | 31,500    | 45      | $0.2\text{ m} - 30\text{ m}$ |
| EuroSAT     | Satellite | $64 \times 64 \times 13$ | 27,000    | 10      | $10\text{ m}$ |

Fig. 3. Examples of chosen corresponding classes from RESISC45 and EuroSAT datasets. For EuroSAT, the RGB version of the dataset is shown.

where $\lambda_1$ and $\lambda_2$ are the weights of the contrastive loss and Wasserstein loss respectively.

4 Experimental Results

4.1 Data

The proposed approach is evaluated on the following eight corresponding classes from two heterogeneous remote sensing datasets (details given in Table 1 and examples of classes given in Fig. 3):

- NWPU-RESISC45 [6] (high-resolution aerial RGB images extracted from Google Earth)—dense residential, forest, freeway, industrial area, lake, meadow, rectangular farmland, and river.
- EuroSAT [13] (low-resolution multi-spectral images from the Sentinel-2A satellite) — residential, forest, highway, industrial, sealake, pasture, annual crop and permanent crop (two classes merged into one), river.

The problem to be solved is patch classification, with each patch having a single label. The RESISC45 dataset is composed of images taken from 100 countries and regions all over the world, throughout all seasons and all kinds of weather. The EuroSAT dataset covers 34 European countries and also consists of data from throughout the year. Both datasets, therefore, have in-domain temporal and geographic variability, making even the in-domain problem of classification very difficult.

Transfer learning brings another level of difficulty, especially with the huge domain shift that exists in the presented datasets. Figure 4 visualises some classes
that tend to be misaligned between domains. The Lake class in RESISC45 shows the entire lake with the surrounding area, whereas in EuroSAT only a patch of water is shown, making it more similar to meadow and forest which also present uniform colours. In the following experiments, we show that a huge improvement in performance can be achieved by introducing must-link and cannot-link constraints between such misaligned patches.

One advantage of the proposed Constrained-HIDA approach is that information in all channels can be used. The information provided by non-RGB channels can be discriminative but is often neglected. For example, the multispectral EuroSAT data contain, aside from the visible RGB bands, near-infrared (NIR), short-wave infrared (SWIR) and red edge bands etc.

The datasets are split into the train, validation, and test sets with the proportion of 60:20:20 while keeping the classes balanced in all sets. The test set was set aside during development and only used for the final experiments presented herein.

### 4.2 Implementation Details

Constrained-HIDA is a convolutional architecture. (see Fig. 5 for details). The feature extractor for RESISC45 consists of two convolutional layers with 16 and 32 filters respectively. Each convolutional layer is followed by $4 \times 4$ max-pooling. The feature extractor for EuroSAT is the same, except that it has $2 \times 2$ max-pooling after every convolutional layer. The shared invariant feature extractor has two convolutional layers with 32 and 64 filters respectively, and one fully-connected (FC) layer of 100 nodes. All of the kernels have size $5 \times 5$. The class discriminator has one FC layer with softmax activation. The domain critic (DC) has an FC layer with 100 nodes followed by an FC layer with 1 node.
Fig. 5. The architecture of the proposed Constrained-HIDA model, specifically used for the case when the source dataset is RESISC45 and the target dataset is EuroSAT.

In each training step, the DC is trained for 10 iterations with a learning rate of $10^{-3}$, the DC is then frozen and the rest of the model is trained for 1 iteration with a learning rate of $10^{-4}$. The DC loss' weight $\lambda_1$ is 0.1, and the contrastive loss weight $\lambda_2$ is 0.3. The Adam optimiser is used.

The input data is standardised per channel so that each channel has a mean of 0 and a standard deviation of 1. The following augmentation transformations are used: flipping with a probability of 0.45, rotation with a probability of 0.75 for $90^\circ$, $180^\circ$, or $270^\circ$, changing contrast with the probability of 0.33 by multiplying the values of the pixels with the coefficient ranging between 0.5 and 1.5, changing brightness with the probability of 0.33 by adding the coefficient ranging between $-0.3$ and $0.3$ scaled by the mean of pixel values per channel before standardisation, blurring with the probability of 0.33 with Gaussian filter with $\sigma$ parameter values ranging from 1.5 to 1.8, and finally adding Gaussian noise with mean 0 and standard deviation between 10 and 15 with the probability of 0.33. The batch size is 32, and in each iteration, half of the training batch (16) comes from the source and the other half from the target domain. In every batch, there are always 4 pairs of source-target samples with a constraint, either must-link or cannot-link. The model is trained for 40 epochs.

The convolutional architecture used for Constrained-HIDA is not rigorously optimised but was found through initial experiments. The hyper-parameters related to the domain critic, as well as learning rates, optimiser, and loss weights, are taken from the WDGRL method [23]. Data augmentation was chosen based on remote sensing domain experience. Increasing batch size or percentage of constrained pairs per batch did not improve performance further.
The code to reproduce the Constrained-HIDA experiments presented in this article is available online\textsuperscript{2}.

4.3 Comparison Methods

To the best of our knowledge, there are no other HDA works on using constraints instead of labels in the target domain. Our method is therefore compared with HDA methods for image data in an unsupervised and semi-supervised setting. The first comparison method is CycleGAN for HDA [28], which can be used in both UDA and SSDA, a method tailored for RS and for data with different spatial resolutions. We will denote unsupervised and semi-supervised variants of the method as CycleGAN for U-HDA and CycleGAN for SS-HDA. We further compare with an unsupervised version of our method without using any constraints or any labels in the target domain (denoted U-HIDA), and with a semi-supervised version that uses labels in the target domain, but not constraints nor contrastive loss (denoted SS-HIDA). Semi-supervised methods are evaluated in the situation where 1.25% of labelled target data is available (5 labelled samples per class, 40 in total).

Our Constrained-HIDA is evaluated on a range of different amounts of constraints (40, 80, 160, 320, and 480 constrained pairs), where the ratio of must-link and cannot-link constraints is 1:7. Constraints are generated by taking pairs of samples and if their ground truth label is the same, a must-link constraint is created between them, if their ground truth labels differ, a cannot-link constraint is instead added. This is repeated until the correct number and ratio of constraints are found. Each constrained pair has one sample from the source and one from the target domain, they are all therefore inter-domain. No intra-domain constraints were used. Note that in semi-supervised DA comparison methods, the existence of 5 labels per class in the target domain, with 8 classes and 400 samples per class in training sets of each domain, implies the existence of 128,000 inter-domain constraints, and 780 intra-domain constraints in the target domain—a number far greater then what our method is using! For demonstration purposes, we also show the results of our method with all the inter-domain constraints implied by 40 labels in the target domain, (i.e. 16,000 must-link and 112,000 cannot-link), without using any intra-domain constraints, and without directly using any target labels for the training, relying solely on the contrastive loss over constraints in the target domain.

\textsuperscript{2} https://github.com/mihailoobrenovic/Constrained-HIDA.
Table 2. Accuracy of the proposed Constrained-HIDA model with different numbers of constraints, UDA methods are shown as lower baselines and SSDA methods are shown as upper baselines. Standard deviations are shown in parentheses.

| Method                                      | R → E (±SD) | E → R (±SD) |
|---------------------------------------------|-------------|-------------|
| CycleGAN for U-HDA                         | 18.48 (8.00)| 16.82 (5.74)|
| U-HIDA                                     | 13.61 (11.33)| 17.77 (9.37)|
| Constrained-HIDA 40 constraints             | 35.52 (7.70)| 33.29 (13.59)|
| Constrained-HIDA 80 constraints             | 39.09 (10.02)| 40.54 (9.43)|
| Constrained-HIDA 160 constraints            | 48.59 (7.46)| 49.00 (7.17)|
| Constrained-HIDA 320 constraints            | 64.68 (3.68)| 56.13 (7.12)|
| Constrained-HIDA 480 constraints            | 65.27 (2.53)| 59.37 (5.48)|
| Constrained-HIDA all constraints for 40 labels | 69.34 (3.60)| 63.71 (2.12)|
| CycleGAN for SS-HDA 40 labels               | 41.57 (9.20)| 47.29 (1.53)|
| SS-HIDA 40 labels                           | 66.14 (2.92)| 62.68 (3.24)|

4.4 Results

The overall accuracy of our and all the comparison methods with RESISC45 as source and EuroSAT as target (R → E) and vice-versa (E → R) are shown in Table 2.

For the R → E case, the results show that our Constrained-HIDA almost doubles the performance of unsupervised CycleGAN for HDA with as few as 40 constraints, with even higher gains over the unsupervised version of the model (U-HIDA). As more constraints are added, the better Constrained-HIDA performs. With 160 constraints, it already gains 7% over semi-supervised CycleGAN for HDA that uses 40 labels in the target domain. From 320 constraints and on, the results become comparable to the semi-supervised version of our model SS-HIDA.

For the E → R case, the findings are similar. Constrained-HIDA with 40 constraints has around 2 times stronger performance than the lower baselines. With 160 constraints it already outperforms semi-supervised CycleGAN for HDA by around 2%, with the gain growing as more constraints are added. When using 480 constraints, the results of Constrained-HIDA become comparable to SS-HIDA.

Constrained-HIDA using all of the inter-domain constraints implied by 40 labels in the target domain (i.e. 120,000 constraints) even outperforms SS-HIDA trained with 40 target labels in both cases — by more than 3% in the R → E case, and around 1% in the E → R case. This is a very interesting finding, having in mind that the classifier in Constrained-HIDA is trained only on source samples and that only the contrastive loss and Wasserstein loss were affected by target samples, while the classifier of SS-HIDA was trained with all available labelled data including from the target domain. This implies that it might be
more important to align the structure of the target domain with the source domain than to use (a small number of) hard target labels.

It should be noted, however, that in the case of Constrained-HIDA using 320 and 480 constraints, there are 40 and 60 must-link constraints respectively. This means that there are 40 and 60 target samples, each associated with a source sample that is labelled. One could argue that this indirectly brings information about the labels to the target domain. This information is however still weaker than a label in our experiments. The target labels are used when training the classifier in SSDA comparison methods and directly introduce the information equivalent to a huge number of must-link and cannot-link constraints, both inter-domain and intra-domain. On the other hand, in our experiments, Constrained-HIDA only applies the contrastive loss to inter-domain constraints. Furthermore, the numbers of 320 and 480 constraints still represent only 0.25%, and 0.375% respectively of the total number of 128,000 constraints implied by 40 labels in the target domains.

As shown in Fig. 6, Constrained-HIDA learns better discriminative features compared to U-HIDA. In the absence of constraints, U-HIDA tends to flip classes, for example, many target samples of the crop class are matched with the river class, a lot of forest class samples are matched with pasture etc. In contrast, Constrained-HIDA better matches classes and the spread between the domains is reduced such that the overlap is more consistent, explaining the increase in performance observed in Table 2.

Interactive supervision can further reduce the need for constraints. If constraints are manually created with prior knowledge, on samples representing classes that are known to be problematic, fewer constraints can be more effective. By identifying and adding constraints to a certain number of target samples that are misclassified by unsupervised HIDA in the R → E case, 8 such constraints are sufficient for Constrained-HIDA to achieve an accuracy of 40.92%, and 80 gives 55.36%, which is 15% better than when using the same number of randomly
chosen constraints, and almost 7% better than when using 160 randomly chosen constraints. This means that number of constraints can be more than halved by carefully choosing them without affecting performance. It should be noted, however, that in these experiments the ratio of must-link and cannot-link constraints is 1:1. Still, these initial results show that carefully chosen constraints can provide strong results with very little supervision and that interactive supervision is a very interesting future research direction.

5 Conclusions

This article has proposed a novel approach to heterogeneous image domain adaptation using constraints named Constrained-HIDA. To the best of our knowledge, this is the first such method using constraints instead of labels in a semi-supervised setting. The results show that with a very small number of constraints, Constrained-HIDA strongly outperforms UDA methods, and has comparable results with SSDA methods, even outperforming them when using an equivalent amount of information. This shows that replacing labels with constraints could reduce the need for supervised information in the target domain and could facilitate the job of annotating experts for whom providing constraints might be easier and more natural than providing hard labels.

In the future, Constrained-HIDA could be further improved by introducing pseudo-labels or pseudo-constraints, with e.g. constrained clustering; this could enrich the information about the target domain. The prospect of interactive learning is another interesting direction, allowing the user to put constraints on the examples misclassified by the model, in an iterative manner, could additionally decrease the number of constraints needed. The method could also be evaluated in homogeneous DA, on domains coming from the same input space, but with a huge domain shift.
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