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Abstract

In this paper, we introduce a new notion of algorithmic stability called typical stability. When our goal is to release real-valued queries (statistics) computed over a dataset, this notion does not require the queries to be of bounded sensitivity – a condition that is generally assumed under a standard notion of algorithmic stability known as differential privacy [DMNS06, Dwo06]. Instead, typical stability requires the output of the query, when computed on a dataset drawn from the underlying distribution, to be “well-concentrated” around its expected value with respect to that distribution. Typical stability can also be motivated as an alternative definition for database privacy (in such case, we call it typical privacy). Like differential privacy, this notion enjoys several important properties including robustness to post-processing and adaptive composition.

We also discuss the guarantees of typical stability on the generalization error (i.e., the difference between the value of the query computed on the dataset and the expected value of the query with respect to the true data distribution). We show that these guarantees hold for a broader class of queries than that of bounded-sensitivity queries. This class contains all queries whose output distributions have a “light” tail, e.g., subgaussian and subexponential queries. In particular, we show that if a typically stable interaction with a dataset yields a query from that class, then this query when evaluated on the same dataset will have small generalization error with high probability (i.e., it will not overfit to the dataset).

We discuss the composition guarantees of typical stability and prove a composition theorem that gives a characterization of the degradation of the parameters of typical stability/privacy under $k$-fold adaptive composition. We also give simple noise-addition algorithms that achieve this notion. These algorithms are similar to their differentially private counterparts, however, the added noise is calibrated differently.
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1 Introduction

Differential privacy [DMNS06, Dwo06] is a strong notion of algorithmic stability that has been originally designed to ensure data privacy. As a notion of stability, it has also been recently re-purposed to ensure generalization and statistical validity in adaptive data analysis [DFH+15b, DFH+15a, DFH+15c, BNS+16]. Despite its power, releasing real-valued queries (statistics) under differential privacy in general entails the assumption that such queries are of bounded sensitivity, that is, the maximum change in the value of the query’s output due to a change in any single data point in the dataset has to be bounded.

Typical Stability/Privacy. In this work, we introduce a new notion of algorithmic stability called typical stability that does not require the queries to be of bounded-sensitivity, but instead requires the output of each query, when evaluated on a dataset drawn from the underlying distribution, to be “well-concentrated” around its mean with respect to that distribution. Our notion can also be motivated as an alternative definition for privacy in scenarios. Moreover, this notion introduces a new algorithmic stability approach for ensuring generalization in adaptive data analysis especially in the settings where queries are not necessarily of bounded sensitivity.

As it is the case with differential privacy, typical stability is presented in two versions: pure and approximate typical stability. When $\tau = 0$, we call it pure typical stability, otherwise, we call it approximate typical stability. We will give here an intuitive description of this notion (Formal definitions are given in Section 2). Consider a randomized algorithm $A$ that takes as input a dataset drawn from some arbitrary distribution $P$ over the dataset domain $X^n$. We say that $A$ is $((\eta, \tau, \nu))$-typically stable algorithm if there is a subset $S \subseteq X^n$ whose measure with respect to $P$ is at least $1 - \nu$ such that for any pair of datasets $x, y \in S$, the distribution of $A(x)$ is “close” to that of $A(y)$. Such closeness is determined by the two parameters $\eta$ and $\tau$ that play similar roles to that of $\varepsilon$ and $\delta$ in differential privacy. So, intuitively, $S$ is a set of “typical” datasets, and roughly speaking, we require the distributions of the output of $A$ on any pair of typical datasets to be “indistinguishable”. The intuition is that the output of $A$ should “conceal” the identity of the dataset inside the typical set $S$, that is, the output should not reveal which of the typical datasets is the true input of $A$. However, the output should still reveal information about $S$ as a whole since such information depends on the underlying distribution $P$ rather than the sample. In this sense, typical stability ensures that whatever is revealed by the algorithm is essentially information shared by all typical datasets.

Concentrated Queries. In this work, we consider the query release problem under typical stability. As mentioned earlier, we consider classes of queries whose outputs are concentrated around their expectation with respect to the underlying distribution on the dataset. We formally describe such classes as follows. We say that a class $Q_{\gamma_n}(P)$ of real-valued queries on a dataset from $X^n$ is $\gamma_n$-concentrated with respect to distribution $P$ over $X^n$ if there is a non-negative, non-decreasing function $\gamma_n : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ (that possibly depends on $n$) such that for every query $q \in Q_{\gamma_n}(P)$, with probability at least $1 - e^{-\gamma_n(q)}$ over the choice of a dataset $X \sim P$, the generalization error of $q$ is bounded by $\alpha$, where generalization error refers to the quantity $\left| q(X) - \mathbb{E}_{Y \sim P}[q(Y)] \right|$. For different settings of $\gamma_n$, we obtain query classes that contain the class of subgaussian queries and the class of sub-exponential queries which were studied in [RZ15], and the more special class of jointly Gaussian queries that was studied in both [RZ15, WLF16].

1To avoid using long terms, in the sequel, we will just refer to this notion as typical stability. However, we stress that our motivation for this notion includes both stability and privacy.
Our notion is similar to a notion called perfect generalization that was introduced very recently and independently by Cummings et al. [CLN+16] where it was also studied in the context of generalization in PAC-learning models. In this paper, we discuss the composition guarantees of this notion and prove a composition theorem that gives a characterization of the degradation of the parameters of typical stability when a sequence of \( k \) arbitrarily and adaptively chosen typically stable algorithms\(^3\) operating on the same dataset are composed together.

**Properties of Typical Stability.** We show that this notion is closed under post-processing, and robust to adaptive composition. We provide a characterization of the degradation in the parameters of typical stability under \( k \)-fold adaptive composition. We also show that typical stability implies generalization by first proving an independence lemma that follows from the definition of typical stability. In particular, we show that any \( \gamma_n \)-concentrated query generated from a typically stable interaction with the dataset will have small generalization error with high probability (i.e., it will not overfit to the same dataset).

**Achieving Typical Stability via Noise-Adding Mechanisms.** We give simple noise-addition typically stable mechanisms for answering real-valued queries. Our mechanisms are based on adding Laplace and Gaussian noise to the query output to achieve pure and approximate typical stability, respectively. These mechanisms are very similar to the popular differentially private Laplace and Gaussian mechanisms [DMNS06, DKM+06], however, the added noise is calibrated differently in our case. In particular, the noise is added based on how “well” the query output is concentrated around its expectation, that is, roughly speaking, the noise is calibrated to the concentration radius of the query. More formally, let \( \mathcal{P} \) be an arbitrary distribution on \( \mathcal{X}^n \). For a query \( q : \mathcal{X}^n \to \mathbb{R} \), if we have \( \mathbb{P}_{X \sim \mathcal{P}} \left[ \left| q(X) - \mathbb{E}_{Y \sim \mathcal{P}} [q(Y)] \right| > \alpha \right] < \nu \), then, our mechanisms would add noise (Laplace for pure, and Gaussian for approximate typical stability) whose standard deviation proportional to \( \alpha \).

\(^2\)We believe there is an error in the proof of Theorem 2.13 in [CLN+16].

\(^3\)That is, the choice of a typically stable algorithm in the sequence is possibly based on all previous outputs of the previous algorithms in the sequence.

2 Typical Stability/Privacy

Before we formally define typical stability, we first state a standard definition for the notion \((\eta, \tau)\)-indistinguishability between distributions of random variables.

**Definition 2.1** \((\eta, \tau)\)-indistinguishability. Random variables \( X, Y \) with the same range are said to have \((\eta, \tau)\)-indistinguishable distributions, denoted as \( X \approx_{\eta, \tau} Y \), if for all measurable subsets \( \mathcal{O} \) of their range, we have

\[
\mathbb{P}[X \in \mathcal{O}] \leq e^\eta \mathbb{P}[Y \in \mathcal{O}] + \tau \quad \text{and} \quad \mathbb{P}[Y \in \mathcal{O}] \leq e^\eta \mathbb{P}[X \in \mathcal{O}] + \tau.
\]

**Definition 2.2** (Typical Stability/Privacy). Let \( \mathcal{A} : \mathcal{X}^n \to \mathcal{Z} \) be a randomized algorithm. We say that \( \mathcal{A} \) is \((\eta, \tau, \nu)\)-typically stable (or \((\eta, \tau, \nu)\)-typically private) with respect to a family \( \mathcal{P} \) of distributions over \( \mathcal{X}^n \) if for any distribution \( \mathcal{P} \in \mathcal{P} \) there exists a set \( \mathcal{S} \subseteq \mathcal{X}^n \) such that \( \mathbb{P}_{X,Y \sim \mathcal{P}} [X, Y \in \mathcal{S}] \geq 1 - \nu \) where \( X \) and \( Y \) are independent, and for every \( x, y \in \mathcal{S} \) and for all measurable \( \mathcal{O} \subseteq \mathcal{Z} \), we have

\[
\mathbb{P}_{\mathcal{A}}[\mathcal{A}(x) \in \mathcal{O}] \leq e^\eta \mathbb{P}_{\mathcal{A}}[\mathcal{A}(y) \in \mathcal{O}] + \tau.
\]
That is, for all \( x, y \in S \), we have \( A(x) \approx_{\eta, \tau} A(y) \).

The definition with \( \tau = 0 \) will sometimes be referred to as \((\eta, \nu)\)-pure typical stability with respect to \( \mathcal{P} \) (as opposed to approximate typical stability when \( \tau > 0 \)).

An equivalent way to state Definition 2.2 is as follows: \( A \) is \((\eta, \tau, \nu)\)-typically stable with respect to a family of distributions \( \mathcal{P} \) over \( \mathcal{X}^n \) if for any distribution \( \mathbf{P} \in \mathcal{P} \), for any two independent \( X, Y \sim \mathbf{P} \), with probability at least \( 1 - \nu \) over the choice of \( X, Y \) we have \( A(X) \approx_{\eta, \tau} A(Y) \).

Another slightly stronger form of this definition is as follows. (This is almost the same as perfect generalization [CLN’16] except we do not require the distribution to be i.i.d.).

**Definition 2.3.** Let \( A : \mathcal{X}^n \to Z \) be a randomized algorithm. We say that \( A \) is \((\eta, \tau, \nu)\)-typically stable with respect to a family \( \mathcal{P} \) of distributions over \( \mathcal{X}^n \) if for any distribution \( \mathbf{P} \in \mathcal{P} \) there exists an oracle \( \mathcal{W} \) that takes \( \mathbf{P} \) as input and outputs a value in \( Z \), such that \( A(X) \approx_{\eta, \tau} \mathcal{W}(\mathbf{P}) \) with probability at least \( 1 - \nu \) over the choice \( X \sim \mathbf{P} \).

It is not hard to see that \((\eta, \tau, \nu)\)-typical stability under Definition 2.3 implies \((2\eta, 3\tau, 2\nu)\)-typical stability under Definition 2.2. Sometimes, it will be easier to work with this slightly stronger version in our analysis, e.g., when we discuss the adaptive composition of typically stable algorithms, since it helps in simplifying notation compared to Definition 2.2.

### 2.1 Some properties of typical stability

Here, we state some useful properties of typically stable algorithms. In particular, we show that this notion is closed under post-processing and under non-adaptive composition where the stability parameters degrade linearly with the number of algorithms to be composed. We defer the discussion of the adaptive composition of typically stable algorithms to Section 3.

**Lemma 2.4** (Postprocessing). Let \( A : \mathcal{X}^n \to Z \) be an \((\eta, \tau, \nu)\)-typically stable algorithm with respect to a family of distributions \( \mathcal{P} \) over \( \mathcal{X}^n \). Let \( B : Z^n \to \mathcal{U} \) be a randomized algorithm. Let \( C : \mathcal{X}^n \to \mathcal{U} \) be defined as \( C(x) = B(A(x)) \). Then, \( C \) is \((\eta, \tau, \nu)\)-typically stable algorithm with respect to \( \mathcal{P} \).

**Proof.** The proof follows from a straightforward manipulation where the probability of any measurable subset \( \mathcal{O} \) of the outcomes of \( C \) is expressed as a convex combination of probabilities of a collection of sets over the outcomes of \( A \). \(\blacksquare\)

**Lemma 2.5** (Non-Adaptive Composition). Let \( A_i : \mathcal{X}^n \to Z_i \), \( i \in [k] \) be any collection of \((\eta, \tau, \nu)\)-typically stable algorithms with respect to a common family \( \mathcal{P} \) of distributions over \( \mathcal{X}^n \) where all \( A_i \), \( i \in [k] \) have independent random coins. Define \( C : \mathcal{X}^n \to Z_1 \times \ldots \times Z_k \) as \( C(x) = (A_1(x), \ldots, A_k(x)) \), \( x \in \mathcal{X}^n \). Then, \( C \) is \((k\eta, k\tau, k\nu)\)-typically stable.

**Proof.** The proof follows from combining the union bound with a standard technique for bounding the probability of the joint outcome similar to that used in proving basic composition theorems for \((\epsilon, \delta)\)-differentially private algorithms [DKM*06, DR14]. \(\blacksquare\)

### 2.2 Queries

We introduce the classes of queries (statistics on the dataset) that will be considered in this paper.

- **\( \gamma_n \)-Concentrated Queries**: For any fixed dataset size \( n \in \mathbb{N} \), let \( \gamma_n : \mathbb{R}_+ \to \mathbb{R}_+ \) be a non-negative, non-decreasing function (possibly depends on \( n \)). We define \( Q_{\gamma_n}(\mathbf{P}) \) as the class of all real-valued queries defined on \( \mathcal{X}^n \) whose output on a dataset drawn from the distribution \( \mathbf{P} \)
is concentrated within distance $\alpha$ around its expected value with respect to $P$ with probability at least $1 - e^{-\gamma_n(\alpha)}$, for every $\alpha > 0$. Formally,

$$Q_{\gamma_n}(P) \triangleq \left\{ q : \mathcal{X}^n \to \mathbb{R} \text{ s.t. } \mathbb{P}_{X \sim P} \left[ |q(X) - \mathbb{E}_{Y \sim P}[q(Y)]| > \alpha \right] < e^{-\gamma_n(\alpha)} \text{ for all } \alpha > 0 \right\}.$$ 

- **$\Delta$-Sensitive Queries**: We let $Q_\Delta$ denote the class of $\Delta$-sensitive queries on $\mathcal{X}^n$. That is,

$$Q_\Delta = \{ q : \mathcal{X}^n \to \mathbb{R} \text{ s.t. } \forall x, x' \in \mathcal{X}^n \text{ with } d_H(x, x') \leq 1, |q(x) - q(x')| \leq \Delta \},$$

where $d_H(\cdot, \cdot)$ is the Hamming distance.

For all functions $\gamma_n$ satisfying $\gamma_n(\alpha) \leq \frac{a^2}{n\Delta^2}, \alpha > 0$, from McDiarmid’s inequality, it follows that $Q_\Delta \subseteq \bigcap_{P \in \mathcal{P}^n} Q_{\gamma_n}(P)$ where $\mathcal{P}^n$ is the class of all product distributions over $\mathcal{X}^n$. When $\Delta$ is small, e.g., $\Delta = 1/n$, this class is usually referred to as low-sensitivity queries (or, Lipschitz statistics).

- **$\sigma$-subgaussian Queries**: A query $q : \mathcal{X}^n \to \mathbb{R}$ is said to be $\sigma$-subgaussian with respect to a distribution $P$ over $\mathcal{X}^n$ if we have

$$\mathbb{E}_{X \sim P} \left[ e^{t(q(X) - \mu_q)} \right] \leq e^{\frac{1}{2}t^2\sigma^2}, \quad t \in \mathbb{R},$$

where $\mu_q = \mathbb{E}_{Y \sim P}[q(Y)]$. We denote the class of $\sigma$-subgaussian queries with respect to $P$ by $Q^G_\sigma(P)$.

For all functions $\gamma_n$ satisfying $\gamma_n(\alpha) \leq \frac{a^2}{2\sigma^2}, \alpha > 0$, we have $Q^G_\sigma(P) \subseteq Q_{\gamma_n}(P)$. Note also that for any $P \in \mathcal{P}^n$, $Q_\Delta \subseteq Q^G_\sigma(P)$ for $\Delta \leq \frac{2\alpha}{\sqrt{n}}$.

- **($\sigma, b$)-subexponential Queries**: A query $q : \mathcal{X}^n \to \mathbb{R}$ is said to be ($\sigma, b$)-subexponential with respect to a distribution $P$ over $\mathcal{X}^n$ if we have

$$\mathbb{E}_{X \sim P} \left[ e^{t(q(X) - \mu_q)} \right] \leq e^{\frac{1}{2}t^2\sigma^2}, \quad |t| \leq 1/b,$$

where $\mu_q = \mathbb{E}_{Y \sim P}[q(Y)]$. We denote the class of ($\sigma, b$)-subexponential queries with respect to $P$ by $Q^Exp_{\sigma, b}(P)$.

For all functions $\gamma_n$ satisfying $\gamma_n(\alpha) \leq \min\left(\frac{a^2}{2\sigma^2}, \frac{b^2}{2\sigma^2}\right), \alpha > 0$, we have $Q^Exp_{\sigma, b}(P) \subseteq Q_{\gamma_n}(P)$.

We note that there are $\sigma$-subgaussian (or, ($\sigma, b$)-subexponential) queries that are not necessarily $\Delta$-sensitive (not even for arbitrary large $\Delta$), for example, the class of those queries that correspond to the sample mean of independent random variables with bounded moments (but not necessarily bounded support) where concentration inequalities such as Bernstein’s hold. On the other hand, as indicated above $\Delta$-sensitive queries is a subclass of $\sigma$-subgaussian queries for $\Delta \leq 2\alpha/\sqrt{n}$. Hence, the class of subgaussian queries (and more generally the class of $\gamma_n$-concentrated queries) is strictly larger than the class of low-sensitivity queries.
2.3 Typical stability and the Near-Independence property

The following lemma describes an important implication of typical stability. It describes the effect of typical stability on the joint distribution of the dataset and the output of a typically stable algorithm. Let $\mathcal{P}$ be a family of distributions over $\mathcal{X}^n$. Let $X \sim \mathcal{P}$ for any distribution $\mathcal{P} \in \mathcal{P}$. Let $A : \mathcal{X}^n \rightarrow \mathcal{Z}$ be an $(\eta, \tau, \nu)$-typically stable algorithm with respect to $\mathcal{P}$. Lemma 2.6 below states that the joint probability measure of $(X, A(X))$ is “close” to the product measure of $X$ and $A(X)$ (i.e., the measure induced by the product of the marginal distributions). A similar statement is known for $\varepsilon$-differentially private algorithms via a connection to the notion of max-information [DFH$^+$15a]. Although closely related, the argument here does not go through bounding the max-information mainly because in typical stability we assume that distribution of the dataset $X$ comes from some given family $\mathcal{P}$ whereas the notion of max-information is defined for all distributions on the dataset.

**Lemma 2.6 (Near-Independence Lemma of Typically Stable Algorithms).** Let $\mathcal{P}$ be a family of distributions over $\mathcal{X}^n$. Let $A : \mathcal{X}^n \rightarrow \mathcal{Z}$ be an $(\eta, \tau, \nu)$-typically stable algorithm with respect to $\mathcal{P}$. Let $\mathcal{P} \in \mathcal{P}$. Let $X, Y \sim \mathcal{P}$ be two independent random variables. Let $\mathcal{S} \subseteq \mathcal{X}^n$ be a set that satisfies the condition of typical stability in Definition 2.2, that is, $\mathcal{P}_{X,Y} \left[ X, Y \in \mathcal{S} \right] \geq 1 - \nu$ and for every $x, y \in \mathcal{S}$, we have $A(x) \approx_{\eta, \tau} A(y)$. Then, for every measurable $\mathcal{O} \subseteq \mathcal{X}^n \times \mathcal{Z}$, we have

$$\mathbb{P}\left[ (X, A(X)) \in \mathcal{O} \mid X \in \mathcal{S} \right] \leq e^{\| \mathcal{O} \|} \mathbb{P}\left[ (X, A(Y)) \in \mathcal{O} \mid X, Y \in \mathcal{S} \right] + \tau \tag{1}$$

If $\eta < 1$ and $\nu < 1/10$, then (1) implies

$$\mathbb{P}\left[ (X, A(X)) \in \mathcal{O} \right] \leq e^{\| \mathcal{O} \|} \mathbb{P}\left[ (X, A(Y)) \in \mathcal{O} \right] + \tau + 4\nu \tag{2}$$

**Proof.** Fix $\mathcal{O} \subseteq \mathcal{X}^n \times \mathcal{Z}^n$. For every $x \in \mathcal{X}^n$, let $U_x = \{ z \in \mathcal{Z}^n : (x, z) \in \mathcal{O} \}$. Now, observe $^4$

$$\mathbb{P}\left[ (X, A(X)) \in \mathcal{O} \mid X \in \mathcal{S} \right] = \sum_{x \in \mathcal{X}^n} \mathbb{P}\left[ A(x) \in U_x \mid X = x, X \in \mathcal{S} \right] \mathbb{P}[X = x \mid X \in \mathcal{S}]$$

$$\leq \sum_{x \in \mathcal{X}^n} e^{\| U_x \|} \mathbb{P}[A(y) \in U_x] \mathbb{P}[X = x \mid X \in \mathcal{S}] + \tau$$

for every $y \in \mathcal{S}$. The last inequality follows from the typical stability of $A$. Now, by taking the expectation of the two sides of the above inequality with respect to the conditional measure $\mathbb{P}[Y = y \mid Y \in \mathcal{S}]$, we get (1).

Now, from (1) and by straightforward manipulation, we have

$$\mathbb{P}\left[ (X, A(X)) \in \mathcal{O} \right] \leq e^{\| \mathcal{O} \|} \mathbb{P}\left[ (X, A(Y)) \in \mathcal{O} \mid Y \in \mathcal{S} \right] + \tau + \nu$$

$$\leq e^{\| \mathcal{O} \|} \frac{\mathbb{P}\left[ (X, A(Y)) \in \mathcal{O} \right]}{\mathbb{P}[Y \in \mathcal{S}]} + \tau + \nu$$

$$\leq e^{\| \mathcal{O} \|} \mathbb{P}\left[ (X, A(Y)) \in \mathcal{O} \right] + \tau + 4\nu$$

where the last inequality follows from the fact that $\mathbb{P}[Y \in \mathcal{S}] \geq 1 - \nu$, and that $\eta < 1, \nu < 1/10$. □

$^4$For continuous measures, we will regard the probabilities below as density functions and sums are replaced with Lebesgue integrals with respect to the appropriate probability measures.
2.4 Generalization via Typical Stability

We discuss here an implication of Lemma 2.6. Let $P$ be a distribution over $X^n$. The next theorem states that if an $(\eta, \tau, e^{-\gamma_n(\alpha)})$-typically stable interaction with a dataset $X \sim P$ yields a query in $Q_{\gamma_n}(P)$, then the generalization error of that query on the dataset will be bounded by $\alpha$ with high probability.

**Theorem 2.7 (Generalization via Typical Stability).** Let $P$ be any distribution on $X^n$. Let $\alpha > 0$. Let $A : \mathcal{X}^n \rightarrow Q_{\gamma_n}(P)$ be an $(\eta, \tau, e^{-\gamma_n(\alpha)})$-typically stable algorithm with respect to $P$ that outputs an $\gamma_n$-concentrated query in $Q_{\gamma_n}(P)$. Let $q_X$ denote the output of $A(X)$. Then, we have

$$\mathbb{P} \left[ |q_X(X) - \mathbb{E}_{T \sim P} [q_X(T)]| > \alpha \right] \leq e^{\eta - \gamma_n(\alpha)} + 4e^{-\gamma_n(\alpha)} + \tau$$

In particular, if $\eta = O(1)$, then

$$\mathbb{P} \left[ |q_X(X) - \mathbb{E}_{T \sim P} [q_X(T)]| > \alpha \right] \leq O \left( \max \left( e^{-\gamma_n(\alpha)}, \tau \right) \right)$$

**Proof.** The proof follows from Lemma 2.6. In particular, observe that the event

$$O = \left\{ (x, q_x) : \left| q_x(x) - \mathbb{E}_{T \sim P^n} [q_x(T)] \right| > \alpha \right\}$$

is defined over the joint measure of $(X, A(X))$. Now, by using (2) in Lemma 2.6 together with the fact that the output of $A$ is $\gamma_n$-concentrated query with respect to $P$, we get the desired result. \qed

3 Adaptive Composition of Typically Stable Algorithms

In this section, we discuss an important property of typical stability. We give a characterization of how fast typical stability degrades as a result of adaptively composing $(\eta, \tau, \nu)$-typically stable algorithms.

Before we state our composition results, we first describe the adaptive composition model.

Let $P$ be a family of distributions over $X^n$. We consider an arbitrary sequence of $k$ adaptively chosen algorithms $A_i : \mathcal{X}^n \times Z_1 \times \ldots \times Z_{i-1} \rightarrow Z_i$, $i \in [k]$ such that for every $i \in [k]$ and every $z_i \in Z_i$, the algorithm $A_i(x, z_i)$ is $(\eta_i, \tau, \nu_i)$-typically stable with respect to $P$. We consider the $k$-fold adaptive composition mechanism $M^k$ outlined in Algorithm 1.

| Inputs: A dataset $x \in \mathcal{X}^n$ and a composition adversary $Adv$. |
| Initialize $z^0 = \perp$, i.e., empty string. |
| FOR $i = 1, \ldots, k$: |
| $Adv$ chooses an $(\eta, \tau, \nu)$-typically stable algorithm (w.r.t. $P$) $A_i : \mathcal{X}^n \times Z_1 \times \ldots \times Z_{i-1} \rightarrow Z_i$. |
| $Adv$ receives $z_i = A_i(x, z^{i-1})$. |
| Output $z^k = (z_1, \ldots, z_k)$. |

Figure 1: $M^k : \mathcal{X}^n \rightarrow Z_1 \times \ldots \times Z_k$: A $k$-fold adaptive composition mechanism for typically stable algorithms

**Definition 3.1.** We say that the class of $(\eta, \tau, \nu)$-typically stable mechanisms (w.r.t. $P$) satisfies $(\eta', \tau', \nu')$-typical stability (w.r.t. $P$) under $k$-fold adaptive composition if mechanism $M^k$ (Algorithm 1) is $(\eta', \tau', \nu')$-typically stable (w.r.t. $P$).
3.1 Composition of pure typically stable algorithms

In this section, we state and prove our composition theorem for pure typically stable algorithms (i.e., \( \tau = 0 \)). Whenever we refer to any run of \( M^k \) in this section, it will be assumed that \( M^k \) runs with \( \tau = 0 \).

For pure typically stable algorithms, for any \( \tau' > 0 \), the following parameters are achievable for the \( k \)-fold adaptive composition (where \( k \geq 2 \):

\[
\eta_k = 3 \sqrt{2k \log(1/\tau')} \eta + 3k \eta (e^\eta - 1), \tag{3}
\]

\[
\tau_k = \nu_k = 5 \left( k \tau' \eta + \nu / \eta + \sum_{t=1}^{k-1} e^{\nu_t \nu / \eta} \right)^{1/2} \tag{4}
\]

This is formally stated in the following theorem.

**Theorem 3.2** (Adaptive Composition of Pure Typically Stable Algorithms). Let \( k \in \mathbb{N} \). For all \( \eta > 0 \), \( 0 \leq \nu < 1 \), and \( 0 < \tau' < 1 \), the class of \((\eta, \nu, \nu)\)-typically stable algorithms w.r.t. \( \mathcal{P} \) satisfies \((\eta_k, \tau_k, \nu_k)\)-typical stability w.r.t. \( \mathcal{P} \) under \( k \)-fold adaptive composition where \( \eta_k, \tau_k, \) and \( \nu_k \) are as defined in (3)-(4) above.

We note here that \( \nu_k \) does not scale linearly with \( k \) as one would expect if a simple application of the union bound would have been used. A straightforward application of the union bound would not be appropriate in an adaptive setting since, at each step of the \( k \)-fold composition, conditioning on the previous outputs effectively changes the data distribution.

To simplify our proof, we will use the slightly stronger version of the definition of typically stable algorithms (Definition 2.3) where the indistinguishability holds between the distributions of the output of the algorithm and that of an oracle that operates on the true data distribution rather than the dataset.

The high-level idea of the proof is as follows. Suppose \( X \sim \mathcal{P} \). Let \( Z^i = (Z_1, \ldots, Z_i) \) denote the output of \( M^i(X) \) and \( Z^i = (Z_1, \ldots, Z_i) \) denote the output of \( W^i(\mathcal{P}) = (W_1(\mathcal{P}), \ldots, W_i(\mathcal{P})) \) where \( W_i(\mathcal{P}) \) is the oracle corresponding to \( A_i(\cdot, Z^{i-1}) \). At each step \( i \) of the composition, we prune the bad set of pairs \((X, Z^{i-1})\) for which the distribution of the output of \( A_i(X, Z^{i-1}) \) is not \( \eta \)-indistinguishable from that of \( W_i(\mathcal{P}) \) (the oracle corresponding to \( A_i(\cdot, Z^{i-1}) \)). By doing so at each step \( i = 1, \ldots, j \), then at step \( j \), we are left with a good set for which this indistinguishability condition holds for all \( i \in [j] \).

We then use a standard concentration inequality (Azuma’s inequality; see Theorem 3.4) to argue that by removing another tiny portion (of small measure) from that good set, we can ensure that the joint distribution of \((X, M^j(X))\) is \( \eta_j \)-indistinguishable from the joint distribution of \((X, W^j(\mathcal{P}))\). We then apply a useful lemma from [KS14] (see Lemma 3.6) to argue typical stability of \( M^j \). In our proof, in order to bound the measure of the bad set as we go from one step of the composition to the next, we use induction. Lemma 3.7 serves as the induction step where we bound the additional “bad” measure we need to prune as we go from step \( j \) to step \( j + 1 \).

### 3.1.1 Proof of Theorem 3.2

Fix some \( \mathcal{P} \in \mathcal{P} \). Let \( X \sim \mathcal{P} \). For any integer \( j \geq 1 \), we use \( Z^j = (Z_1, \ldots, Z_j) \) to denote the output of \( M^j(X) \). We will also use \( Z^j \) to denote the output of \( W^j(\mathcal{P}) \). In the sequel, we will assume that \( Z^0 = Z^0 = \perp \) with probability 1.
For any integer \( i \geq 1 \), and any \( (x, z^i) \in X^n \times Z_1 \times \ldots \times Z_i \), we define
\[
f_i(x, z^i) = \ln \left( \frac{\mathbb{P}[A_i(x, z^{i-1}) = z_i]}{\mathbb{P}[W_i(P) = z_i]} \right).
\]
We then define
\[
F_j(x, z^j) = \sum_{i=1}^{j} f_i(x, z^i).
\]
We also define
\[
\hat{f}_i(x, z^{i-1}) = \max_{z \in Z_i} \left| f_i(x, (z^{i-1}, z)) \right|
\]
where \( (z^{i-1}, z) \in Z_1 \times \ldots \times Z_{i-1} \times Z_i \). We define
\[
C_i = \left\{ (x, z^{i-1}) : \hat{f}_i(x, z^{i-1}) \leq \eta \right\},
\]
and
\[
\hat{C}_i = \left\{ (x, z^{i-1}) : \forall \ell \in [i] (x, z^{\ell-1}) \in C_i \right\}
\]
Fix \( \tau' > 0 \). Let \( \eta_j \) be as defined in (3). Define
\[
G_i = \left\{ (x, z^i) : F_j(x, z^j) \leq \eta_j \right\}
\]

**Lemma 3.3.** Let \( j \geq 1 \). Suppose there is \( \mu^* \geq j \nu \) such that \( \mathbb{P}[(X, Z^{i-1}) \in \hat{C}_i] \geq 1 - \mu^* \). Then,
\[
\mathbb{P}\left[(X, Z^j) \notin G_j \text{ and } (X, Z^{j-1}) \in \hat{C}_i\right] \leq \tau',
\]
and hence,
\[
\mathbb{P}\left[(X, Z^j) \in G_j\right] \geq 1 - \mu^* - \tau'.
\]

**Proof.** Consider the random variables \( f_i(X, Z^i) \), \( i \in [j] \). Fix \( i \in [j] \). Given \( (x, z^{i-1}) \in \hat{C}_i \), then with probability 1, we have
\[
\max_{\zeta \in Z_i} \left| f_i(x, z^{i-1}, \zeta) \right| \leq \eta,
\]
(5)
Now, given \( (x, z^{i-1}) \in \hat{C}_i \), we analyze the conditional expectation \( \mathbb{E}[f_i(X, Z^i) \mid x, z^{i-1}] \) (where we use the notation \( \mathbb{E}[f_i(X, Z^i) \mid x, z^{i-1}] \) as a shorthand for \( \mathbb{E}[f_i(X, Z^i) \mid X = x, Z^{i-1} = z^{i-1}] \)). We note that this is a conditional KL-divergence between the distributions of \( A_i \) and \( W_i \) conditioned on \( (x, z^{i-1}) \). Using a standard result (see [DRV10]) together with (5), we have
\[
\mathbb{E}[f_i(X, Z^i) \mid x, z^{i-1}] \leq \eta(e^\eta - 1)
\]
(6)
Now, define
\[
g_i(x, z^i) = \begin{cases} 
  f_i(x, z^i) & \text{for } (x, z^{i-1}) \in \hat{C}_i; \\
  0 & \text{otherwise}.
\end{cases}
\]
(7)
Observe that using (5), we have \( |g_i(X, Z^i)| \leq \eta \) with probability 1. Moreover, using (6), for all \( (x, z^{i-1}) \in X \times Z_1 \times \ldots \times Z_{i-1} \), we have
\[
\mathbb{E}[g_i(X, Z^i) \mid x, z^{i-1}] \leq \eta(e^\eta - 1).
\]
Now, we use the following classical concentration inequality.
Theorem 3.4 (Azuma's Inequality). Let $T_1, \ldots, T_j$ be a sequence of random variables such that for every $i \in [j]$ we have
\[
P(|T_i| \leq b) = 1
\]
and for every prefix $T^{i-1} = t^{i-1}$ we have
\[
\mathbb{E}[T^{i-1} | t^{i-1}] \leq c
\]
then for all $u \geq 0$, we have
\[
P\left( \sum_{i=1}^{j} T_i \geq jc + u \sqrt{jb} \right) \leq e^{-u^2/2}
\]
Now, let $\eta_j$ be as defined in (3). Observe that
\[
P[(X, Z^j) \in G_j \text{ and } (X, Z^{j-1}) \in \tilde{G}_j] \leq P\left( \sum_{i=1}^{j} g_i(X, Z^j) > \eta_j \right) \leq \tau'
\]
where the last inequality follows from Theorem 3.4. This together with the premise in the lemma concludes the proof.

\[\square\]

Lemma 3.5. Let $j \geq 1$. Suppose the premise of Lemma 3.3 is true. Then $M^j_l$ is $(3\eta_j, 5\sqrt{\frac{\mu^* + \tau'}{\eta}}, 5\sqrt{\frac{\mu^* + \tau'}{\eta}})$-typically stable.

Proof. Observe that for any $(x, z^j) \in G_j$
\[
P[M^j_l(x) = z^j] \leq e^{\eta_j} \quad (8)
\]
where $W^j_l(P) = (W_1(P), \ldots, W_j(P))$. Let $\tilde{Z}^j$ denote the output of $W^j_l(P)$. Define
\[
\tilde{G}_j = \{(x, z^j) : -F_j(x, z^j) \leq \eta_j \}.
\]
Hence, for any $(x, z^j) \in \tilde{G}_j$
\[
P[W^j_l(P) = z^j] \leq e^{\eta_j} \quad (9)
\]
Moreover, by the independence of $X$ and $\tilde{Z}^j$, we have
\[
P[(X, \tilde{Z}^j) \in \tilde{G}_j] \geq 1 - j\nu
\]
Thus, by swapping the roles of $M^j_l(X)$ and $W^j_l(P)$ in Lemma 3.3, it follows that
\[
P[(X, \tilde{Z}^j) \in \tilde{G}_j] \geq 1 - j\nu - \tau' \geq 1 - \mu^* - \tau'
\]
Hence, by Lemma 3.3, and using (8)-(10) above, we have
\[
(X, M^j_l(X)) \approx_{\eta_j, \mu^* + \tau'} (X, W^j_l(P))
\]
Now, we use the following useful lemma from [KS14].
Lemma 3.6 (Conditioning Lemma [KS14]). Suppose that \((U, V) \approx_{\epsilon, \delta} (U', V')\). Then, for every \(\delta > 0\), the following holds
\[
\Pr_{t \sim p(V)} \left[ U | V = t \approx_{3\epsilon, \delta} U' | V' = t \right] \geq 1 - \frac{2\delta}{\delta} - \frac{2\delta}{1 - e^{-\epsilon}}
\]
where \(p(V)\) denotes the distribution of \(V\).

Using Lemma 3.6, we have
\[
\Pr_{X \sim p} \left[ M^j(X) \approx_{3\eta_j, \chi} \mathcal{W}^j(p) \right] \geq 1 - \frac{2(\mu^* + \tau')}{\chi} - \frac{2(\mu^* + \tau')}{1 - e^{-\eta_j}}
\]
. We conclude the proof by setting \(\chi = 2\sqrt{(\mu^* + \tau')\eta_j/\delta}\) (and noting that \(1 - e^{-\eta_j} \geq 1 - e^{-\eta} \geq \frac{2}{3} \min(\eta, 1)\)).

Lemma 3.7. Let \(j \geq 1\). Suppose the premise of Lemma 3.3 is true. Then, we have
\[
\Pr \left[ (X, Z^j) \in \tilde{C}_{j+1} \right] \geq 1 - \mu^* - e^{\eta_j} - \tau' \]

Proof. Observe that
\[
\Pr \left[ (X, Z^j) \in \tilde{C}_{j+1} \right] = \Pr \left[ (X, Z^j) \in C_{j+1} \text{ and } (X, Z^{j-1}) \in \tilde{C}_j \right] + \Pr \left[ (X, Z^{j-1}) \in \tilde{C}_j \right] + \Pr \left[ (X, Z^{j-1}) \in \tilde{C}_j \right] + \Pr \left[ (X, Z^{j-1}) \in \tilde{C}_j \right]
\]
\[
\leq \Pr \left[ (X, Z^j) \in C_{j+1} \text{ and } (X, Z^j) \in \tilde{C}_j \right] + \Pr \left[ (X, Z^j) \in \tilde{C}_j \right] + \Pr \left[ (X, Z^j) \in \tilde{C}_j \right] + \Pr \left[ (X, Z^j) \in \tilde{C}_j \right] + \Pr \left[ (X, Z^j) \in \tilde{C}_j \right]
\]
where the last inequality follows from Lemma 3.3 and the fact that the premise of Lemma 3.3 is true. Now, consider the remaining term. Observe that
\[
\Pr \left[ (X, Z^j) \in C_{j+1} \text{ and } (X, Z^j) \in \tilde{C}_j \right] = \sum_{(x, z^j) \in C_{j+1} \cap \tilde{C}_j} \Pr \left[ X = x, Z^j = z^j \right]
\]
\[
= \sum_{(x, z^j) \in C_{j+1} \cap \tilde{C}_j} \Pr \left[ Z^j = z^j | X = x \right] \Pr \left[ X = x \right]
\]
\[
= \sum_{(x, z^j) \in C_{j+1} \cap \tilde{C}_j} \Pr \left[ M^j(x) = z^j \right] \Pr \left[ X = x \right]
\]
\[
\leq e^{\eta_j} \sum_{(x, z^j) \in C_{j+1} \cap \tilde{C}_j} \Pr \left[ \mathcal{W}^j(p) = z^j \right] \Pr \left[ X = x \right]
\]
\[
\leq e^{\eta_j} \Pr \left[ (X, \tilde{Z}) \in C_{j+1} \right] \tag{11}
\]
where \(C_{j+1}^c\) denotes the complement of the set \(C_{j+1}\), and \(\tilde{Z}^j\) denotes the output of \(\mathcal{W}^j(p)\). Note that the fourth inequality follows from the definition of \(G_j\). Notice that \(X\) and \(\tilde{Z}^j\) are independent. By the \((\eta, 0, \nu)\)-typical stability of \(A_{j+1}\), for any fixed prefix \(z^j\) we have
\[
\Pr \left[ A_{j+1}(X, z^j) \approx_{\eta} \mathcal{W}_{j+1}(p) \right] \geq 1 - \nu
\]
Thus, by the independence of \(X\) and \(\tilde{Z}^j\), we must have
\[
P[(X, \tilde{Z}^j) \notin C_{j+1}] \leq \nu.
\]

This concludes the proof. \(\square\)

The proof of Theorem 3.2 follows from the above three lemmas and by induction on the basis of \(j = 1\). Note that \(P[(X, Z^0) \in \hat{C}_1] = P[(X, \perp) \in \hat{C}_1] \geq 1 - \nu\) by the typical stability of \(A_1\).

### 3.2 Composition of approximate typically stable algorithms: \(\tau > 0\)

Our composition theorem for approximate typically stable algorithms is given by Theorem 3.8 below.

For any integer \(k \geq 2\), we define
\[
\hat{\tau} \triangleq \frac{2\tau}{1 - e^{-\eta}} = O(\tau/\eta),
\]
\[
\psi(\tau) \triangleq \tau (2e^{2\eta} + 1) + \tau^2 \left( 1 + \frac{2e^{2\eta}}{(e^{2\eta} - 1)^2} \left( 4e^{2\eta} + 4e^{\eta} - 2e^{-\eta} + e^{-2\eta} \right) \right) = O\left( \tau + \tau^2/\eta^2 \right),
\]
and
\[
\eta_k = 6\sqrt{2k\log(1/\tau')}\eta + 3k\left( 2\eta \left( \frac{e^{2\eta}}{1 - \hat{\tau}} - 1 \right) + \psi(\tau) \right), \tag{12}
\]
\[
\tau_k = \nu_k = 5 \left( k \left( \hat{\tau} + \tau' \right) + \frac{\nu}{2\eta} + \sum_{t=1}^{k-1} e^{\eta t} \frac{\nu}{2\eta} \right)^{1/2}. \tag{13}
\]

**Theorem 3.8** (Adaptive Composition of Approximate Typically Stable Algorithms). Let \(k \in \mathbb{N}\). For all \(\eta > 0\), \(0 \leq \tau, \nu < 1\), and \(0 < \tau' < 1\), the class of \((\eta, \tau, \nu)\)-typically stable algorithms w.r.t. \(\mathcal{P}\) satisfies \((\eta_k, \tau_k, \nu_k)\)-typical stability w.r.t. \(\mathcal{P}\) under \(k\)-fold adaptive composition where \(\eta_k, \tau_k, \nu_k\) are as defined in (12)-(13) above.

The proof of this theorem is a bit more complicated since we have another sequence of “bad” sets we need to keep track of. Also, there are other fine details concerning deriving a bound on the conditional expectation analogous to (6) before applying Azuma’s inequality since the bound in (6) does not necessarily hold in this case. We defer the details of this proof to the full version of this paper.

### 4 Achieving typical stability

We describe here two simple noise-adding mechanisms for achieving pure and approximate typical stability for releasing \(\gamma_n\)-concentrated queries. As a special case, we get typically stable algorithms for releasing low-sensitivity queries as well. The algorithms are based on adding Laplace and Gaussian noise to the output of the query, and hence such algorithms are very similar to their differentially private counterparts. However, the added noise is calibrated differently from the case of differential privacy. Rather than calibrating the noise based on the global (or smooth) sensitivity of the query, the noise here is added based on the concentration radius of the query output, that is, based on how well the query output is concentrated around its mean with respect to the underlying
distribution on the data. In particular, for the class of $\gamma_n$-concentrated queries, to achieve typical stability with $v = O\left(e^{-\gamma_n(\alpha)}\right)$, the noise is calibrated based on $\alpha$, namely, the magnitude (standard deviation) of the noise is chosen to be $\approx \alpha/\eta$. The intuition here is that the added noise aims to conceal the identity of the specific input sample $x$ among other typical samples (that occur with probability greater than $1 - v$). Nonetheless, the output would still provide information about the set of typical samples as a whole. Such information depends on the distribution rather than the sample.

Although we only describe algorithms for releasing one-dimensional real-valued queries, the extension to multiple dimensions should not be difficult. In such case, the added noise will be proportional to the $L_1$ concentration radius in the Laplace mechanism, and proportional to the $L_2$ concentration radius in the Gaussian mechanism. However, this would require extending the definition of the query class to the multiple-dimension setting. To keep our focus on the properties of typical stability, we will not discuss here the higher dimensional extensions of these algorithms.

Let $P$ be any distribution over $\mathcal{X}^n$. Algorithm 2 describes a Laplace-noise mechanism that achieves $(\eta, 0, v)$-typical stability with respect to $P$ for releasing any $\gamma_n$-concentrated query with respect to $P$, i.e., for releasing any query in $Q_{\gamma_n}(P)$.

**Theorem 4.1** (Typical Stability of the Modified Laplace Mechanism). For any distribution $P$ over $\mathcal{X}^n$, Algorithm 2 for releasing queries in $Q_{\gamma_n}(P)$ is $(\eta, 0, v)$-typically stable$^5$ with respect to $P$.

**Proof.** Let $S^q \triangleq \left\{ x \in \mathcal{X}^n : |q(x) - \mathbb{E}_{T \sim P}[q(T)]| \leq \alpha \right\}$ where $q$ is the input query in $Q_{\gamma_n}(P)$. By definition of $Q_{\gamma_n}$, we have $\mathbb{P}_{X, Y \sim P}[X, Y \in S^q] \geq 1 - 2e^{-\gamma_n(\alpha)} \geq 1 - v$ for any independent random variables $X, Y \sim P$. Let $u, v \in S^q$. Let $O \subseteq \mathbb{R}$ be any measurable set. Observe

$$
\mathbb{P}\left[q(u) + \text{Lap}\left(\frac{\eta}{2\alpha}\right) \in \mathcal{O}\right] = \frac{\alpha}{\eta} \int_{\mathcal{O}} e^{-\frac{\eta}{2\alpha}|w-q(u)|} dw
\leq e^{\frac{\eta}{2\alpha}|q(v)-q(u)|} \cdot \frac{\alpha}{\eta} \int_{\mathcal{O}} e^{-\frac{\eta}{2\alpha}|w-q(v)|} dw
\leq e^{\eta\mathbb{P}\left[q(v) + \text{Lap}\left(\frac{\eta}{2\alpha}\right) \in \mathcal{O}\right]}
$$

where the last inequality follows from the fact that $|q(v) - q(u)| \leq 2\alpha$.

Note that under Definition 2.3, Algorithm 2 satisfies $(\eta/2, 0, v/2)$-typical stability. This can be shown by choosing the oracle associated with Algorithm 2 to be the mechanism that add $\text{Lap}\left(\frac{\eta}{2\alpha}\right)$ noise to $\mathbb{E}_{T \sim P}[q(T)]$ and outputs the result. \hfill $\square$

**Theorem 4.2** (Empirical Error of the Modified Laplace Mechanism). With probability at least $1 - \beta$ with respect to the random coins of Algorithm 2, the output $w$ satisfies $|w - q(x)| < \frac{2\alpha \log(1/\beta)}{\eta}$.

$^5$This is assuming Definition 2.2. Under Definition 2.3, Algorithm 2 achieves $(\eta/2, 0, v/2)$-typical stability.
Let \( P \) be any distribution over \( \mathcal{X}^n \). Algorithm 3 describes a Gaussian-noise mechanism that achieves \((\eta, \tau, \nu)\)-typical stability with respect to \( P \) for releasing any query in \( Q_{\gamma_n}(P) \).

**Inputs:** A dataset \( x \in \mathcal{X}^n \), parameters \( \eta, \tau, \nu \), and a \( \gamma_n \)-concentrated query \( q \in Q_{\gamma_n}(P) \). Choose \( \alpha \) such that \( \gamma_n(\alpha) \geq \ln(2/\nu) \).

Let \( N \sim \mathcal{N}(0, \sigma^2) \) where \( \sigma = \frac{2\alpha \sqrt{\log(1/\tau)}}{\eta} \).

Output \( w = q(x) + N \).

**Theorem 4.3** (Typical Stability of the Modified Gaussian Mechanism). For any distribution \( P \) over \( \mathcal{X}^n \), Algorithm 3 for releasing queries in \( Q_{\gamma_n}(P) \) is \((\eta, \tau, \nu)\)-typically stable with respect to \( P \).

**Proof.** Let \( S^q \equiv \{ x \in \mathcal{X}^n : |q(x) - \mathbb{E}_{T \sim P}[q(T)]| \leq \alpha \} \) where \( q \) is the input query in \( Q_{\gamma_n}(P) \). By definition of \( Q_{\gamma_n} \), we have \( \mathbb{P}_{X,Y \sim P}[X \in S^q] \geq 1 - 2e^{-\gamma_n(\alpha)} \geq 1 - \nu \). Let \( u, v \in S^q \). Consider the ratio of the densities of \( q(u) + N \) and \( q(v) + N \). The remainder of the proof follows the same approach used to bound this ratio in the analysis of the standard Gaussian mechanism in the literature of differential privacy (e.g., [DKM+06]), and from the fact that \( |q(v) - q(u)| \leq 2\alpha \).

As it is the case with the previous algorithm, we note that under Definition 2.3, Algorithm 3 satisfies \((\eta/2, \tau, \nu/2)\)-typical stability. This can be shown by choosing the oracle associated with Algorithm 3 to be the mechanism that add \( \mathcal{N}(0, \sigma^2) \) noise to \( \mathbb{E}_{T \sim P}[q(T)] \) and outputs the result.

**Theorem 4.4** (Empirical Error of the Modified Gaussian Mechanism). With probability at least \( 1 - \beta \) with respect to the random coins of Algorithm 3, the output \( w \) satisfies \( |w - q(x)| < \frac{4\alpha \sqrt{\log(1/\tau) \log(1/\beta)}}{\eta} \).

We note that with appropriate setting of the parameters in the algorithms above, one would obtain typically stable algorithms for releasing low-sensitivity queries. We also note that in such case, the algorithms will be typically stable with respect to all product distributions on \( \mathcal{X}^n \).
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