Recognition system for facial expression by processing images with deep learning neural network
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Abstract
The recognition systems of patterns in images are mechanisms that filter the information that provides an image to highlight the area of interest for the user. Usually, these mechanisms are based on mathematical transformations that allow the processor to perform interpretations based on the geometry or shape of the image. However, the strategies that implement mathematical transformations are limited, since the effectiveness of these techniques is reduced by changing the morphology or resolution of the image. This paper presents a partial solution to this limitation with a digital image processing technique based on a deep learning neural network (DNN). This technique incorporates a mechanism that allows the DNN to determine the facial expression of a person, based on the segmented information of the image of their face. By segmenting the image and processing its characteristics in parallel, the proposed technique increases the effectiveness of recognizing facial gestures in different images even when modifying their characteristics.
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1. Introduction
The digital image processing is a methodology to implement a technique that is used in order to improve or restore an image that undergoes some change during its acquisition process. For example, reducing the resolution of a signature when scanning a document. Due to the large number of techniques these are often confused, but they are not the same, since a group of techniques is dedicated to the restoration of images and are used to make assumptions about missing information. The other group contains improvement techniques that allow the user to eliminate or highlight image information to determine areas or regions of interest [1, 2].

The automation of these techniques has allowed the generation of strategies and algorithms for the processing of video or sequences of images in a continuous manner. That is, the same logical structure is used to process large volumes of information, which has encouraged the development of advanced techniques such as artificial vision, closed security systems, the analysis of human gait or the location of geometric patterns [3-8]. Although there is a lot of techniques to process images, these have some limitations, because they depend on the capture device and the resolution of the image to function in an appropriate manner. The lower the resolution of the image, the more mathematical operators, masks or filters used to determine the regions of interest in an image will be even greater. In other words, by increasing the number of operators, the amount of computational resources to determine the information of interest also does [9-11].

This limitation was addressed in different ways in different areas of engineering using intelligent systems or expert systems. One of the commonly used techniques is the Viola Jones algorithm, since it implements a learning algorithm that identifies rosters in sets of images [1, 4]. Although, this technique is easily programmable in devices with a low level of processing, it does not perform interpretations of the mood of the person [12-17]. The problem of identifying states of mind is quite complex and is not a limitation of the algorithm of Viola Jones only, since the identification of feelings from patterns is a subject that is under study for the development of
security systems, medical treatments, among others [18-23]. In this paper there is proposed a strategy to determine moods from facial expression, with a low cost computational algorithm. This algorithm is described in the following sections which are organized as follows: section 2 contains a description of the developed technique. In section 3, there is presented a description of the experiment that was used to test this algorithm. In section 4, the results obtained with the experiment are described. In section 5, there are the conclusions that were built from the results obtained.

2. Materials and Methods

As it was said in the previous section, the techniques of image processing are usually based on mathematical transformations that allow to highlight or indicate regions of interest for the user. At present, it is tried to improve this type of techniques by implementing segmentation and classification methods to reduce the amount of parameters necessary when performing an operation. However, the use and application of classifiers in the process of pattern recognition in an image is a subject under study, due to the large number of applications that this type of technique can have. Among them, the recognition of facial expressions and their relationship with emotions from an image given by the user is an issue in development, since, conventionally, image processing is used to identify parts of the human body and not for understand its operation. This article proposes a contribution to this topic with the development of a character identification system based on a deep learning neural network (DNN), which identifies a person's facial expression and associates it with a feeling that can feel. Finally, structure of the DNN and its previous preparation to develop this work is described below.

2.1. Preparation and Processing of a Digital Image

In relation to what was said before, a digital image is constructed with a numerical matrix which represents a two-dimensional image. The dimensions of the matrix vary depending on the resolution of the image and the number of matrices that are used to represent the same scene changes depending on the number of colors. For example, a single binary coefficient matrix is required to represent a black and white image.

There are several ways to obtain a digital image, among them are scanners and digital cameras. An advantage of these devices is that they allow themselves to apply transformations to modify the image before storing it, such as filters to eliminate background light, crop or rotate the scene. However, the processing capacity of these devices is limited, therefore, processing once the acquisition of the image in a computer is the most common [1].

Traditional computer image processing programs allow transformations or beautification of digital images only, due to this, software-based applications have been devised to increase the amount of operations available to users to understand the information that an image provides. Some of these applications allow information to be recovered by reconstructing the image based on assumptions or eliminating characteristics that attenuate the information of interest [2-5].

The information of interest in an image is usually highlighted or extracted by geometric transformations, which allow to indicate patterns or groups of pixels that contain characteristics previously defined by the user. Among the simplest is the system for detecting geometric figures that is based on the number of points a figure can have, and among the most complex are the systems that identify characteristics of an image using intelligent systems.

Processing using intelligent systems requires pre-processing of the image, because the particular characteristics that one wants to find when implementing this system must be pointed out. One way to do this is to use a histogram to teach the intelligent system the relative frequency with which groups of colors appear in an image. The most common way to estimate the values of a histogram is based on: decreasing the number of dimensions of the image by converting its color format to gray scale and estimating the frequencies with the expression shown in (1). Where the dimensions are w (width) and h (height), n represents the gray levels and \( N_{ng} \) is the number of pixels [5].

\[
h(n) = \frac{N_{ng}}{w \times h}
\] (1)
In this paper, the pre-processing of the image was done in the following way. First, the number of dimensions of the image is reduced by changing the color format to gray scale. Then, the image is segmented into at least four parts that are the face, the mouth and the eyes (the glasses count as one eye). Finally, each segment of the image is transformed into a histogram and stored in an array that will later be processed by the DNN, see Figure 1. The particular characteristics of the DNN and its relation with the pre-processing of the image are described in the following numeral.

![Figure 1. Schematic of image pre-processing](image)

2.2. Patterns Recognition with a DNN

Neural networks of deep learning (DNN) are extended models of traditional neural networks, but unlike them DNN generate models to represent large volumes of information in a simple way. Among the most common forms or models to represent groups of data with this type of network are the classifiers and the approximations by regressions. On the one hand, classifiers are models that solve problems of classes in which it is intended to group objects with defined characteristics. On the other hand, regression approximations are numerical representations generated to associate groups of numbers. In both cases, the model is a black box, that is, the DNN estimates an output value from certain input information. However, the user never knows the mathematical expression or form of the classifier that makes up the DNN [14].

The topology or form of the DNN depends on certain parameters defined by the user, among which are the number of entrances, exits, neurons and hidden layers, the form of the activation function and the algorithm of training or reduction of the error [24]. The number of inputs and outputs varies depending on the group of training data, that is, the number of inputs is determined by the independent variables that allow estimating the output value and the number of outputs depends on the number of variables that change depending on the entrance. The number of neurons and hidden layers are stochastic values, see in (2), determined by the user when designing the network, it should be taken into account that increasing the number of neurons (δ) and hidden layers (ε) increases the DNN accuracy and decreases the performance of the processor, since, the amount of numerical calculations is increasing.

\[
\{\delta, \varepsilon\} \in \mathbb{Z}, \{\delta, \varepsilon\} \geq 0
\]  

(2)

There is no way to determine the exact number of hidden layers and neurons for each DNN, because each application has a different training data set. This is because each neuron stores a value called weight, which is responsible for modifying the output value of each neuron by increasing or decreasing the input value. In addition, the weight is accompanied by an activation function, which is responsible for limiting the output value of each neuron. Another feature of the weights is that to increase the accuracy of the output value of the DNN, different training algorithms are used, which automatically modify the weights of each neuron to reduce the margin of error between the output of the network and the training data [14, 20, 25].
In this paper it was used a DNN with 1024 entries, one (1) output, 1200 neurons, ten (10) hidden layers, a random function with uniform distribution to assign initial values to the weights, a rectified linear unit activation function, a descendant gradient training function and a function of similarity measurement between the network output and the cosine-based training data. This measure of similarity assumes that the data groups are vectors and their objective is to find an angle between them, that is, the output (α) of (3) varies between -1 and 1 (meaning the same) to indicate an degree of correlation between vectors (A and B) and indicates 0 when the vectors are totally different (n = number of vector components).

\[ \alpha = \cos(\theta) = \frac{\sum_{i=1}^{n} A_i B_i}{\sqrt{\sum_{i=1}^{n} A_i^2} \sqrt{\sum_{i=1}^{n} B_i^2}} \] (3)

The training of the network was carried out with a group of samples containing the information of 1000 photographs of segmented faces as mentioned in the previous numeral. The information in these photographs was grouped into a vector where each gray component estimated with the histogram becomes an attribute and each group of four (4) images becomes an instance shown in Table 1. However, when the image can not be fully segmented, a value of zero (0) is assigned to each corresponding attribute.

By grouping the input data, a new attribute was created that is associated to each instance as the emotion that the person feels at the time of capturing the photograph. This instance encodes the emotions with four (4) integers (0 = Neutral, 1 = Happy, 2 = Sad, 3 = Angry), in order to convert this problem of classifying photographs into a polynomial approximation problem. This approach was generated by training the DNN according to the structure of Figure 2 which has 1024 entries generated by each histogram and a user defined output.

Finally, the combination of image segmentation strategies and the generation of the neural network allowed the development of an application. This application allows the user to import groups of images and apply the Haarcascade algorithm to each image to identify the face and each of the regions of interest [5]. Then a geometric transformation was made to extract the regions of interest as individual images and later the routine estimates the histogram of each segment. Once all the images have been encoded, they are grouped in a database and the DNN is trained. The model of the DNN is exported as a function, which works with a graphical interface that allows to import an image or take a photograph to know the mood of the person.

Table 1. Grouping of Segmented Images

| Instances | Attributes | Left eye |
|-----------|------------|----------|
| \(i_1\)   | \([x_{1}, x_2, \ldots, x_{256}]\) | \([x_{769}, x_{770}, \ldots, x_{1024}]\) |
| \(i_2\)   | \([x_{1}, x_2, \ldots, x_{256}]\) | \([x_{769}, x_{770}, \ldots, x_{1024}]\) |
| \(\ldots\) | \([x_{1}, x_2, \ldots, x_{256}]\) | \([x_{769}, x_{770}, \ldots, x_{1024}]\) |
| \(i_n\)   | \([x_{1}, x_2, \ldots, x_{256}]\) | \([x_{769}, x_{770}, \ldots, x_{1024}]\) |

![Figure 2. Block diagram of the DNN training process](image-url)
Algorithm 1. Application Developed

1. DNN Program()
2. MA ← Import image database ().
3. MA ← Apply Haarcascade algorithm (MA).
4. MA ← Apply Haarcascade algorithm (MA).
5. HI ← Create histograms (HI).
6. DN ← Define DNN.
7. DN ← Train DNN (DN, HI).
8. Export Trained Model (DN).
9. Evaluate Image ()

```cpp
/** *
 ** Function to evaluate mood *
 */
9. Evaluate_Image ()
10. DN ← Import Trained Model ()
11. IM ← Read Image ()
12. IM ← Segment and create Histogram (IM).
13. SA ← Evaluate Image using DNN (IM, DN).
14. SA ← Floor Function (SA).
15. If SA = 0 then Print "Neutral"
16. Else if SA = 1 then Print "Happy"
17. Else if SA = 2 then Print "Sad"
18. Else if SA = 3 then Print "Angry"
19. End DNN
```

3. Experiment

The application presented in this paper was made using the libraries KERAS, TENSORFLOW and OPENCV 3.4.0 of PYTHON 3.5.8 in the Eclipse IDE 4.9.0 interpreter with the help of the PyDev third party add-on. Another feature of the application is that it was tested on a computer with an Intel® inside CORE™ i3 processor and 8 GB of RAM. In addition, the application was validated using a set of images available in a repository [26]. The set of images consists of 5026 photographs of people of different ages, gender and race, some of which use accessories such as glasses or monocles to reduce the effectiveness of the recognition algorithm. In addition, each person was photographed several times with an orientation (right sagittal, left sagittal, frontal) and resolution (32x30, 64x60, 120x128) different shown in Table 2. In this paper a set of 923 images was used from the image database that have a label that indicates the mood of the person, a frontal orientation and different resolution. From the 923 images, 600 were used to train the DNN and the rest were used to check the results provided by the DNN once trained.

| Table 2. Examples of the Photographs of the Base of Grayscale Images |
|--------------------|----------------|------------|------------|----------------|
| 32x30 | 64x60 | 120x128 | 120x128 |
| Sad | Angry | Neutral | |
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4. Results

As mentioned before, the proposed strategy segments the image (regardless of resolution) into several parts and each one becomes a histogram that represents the grayscale of the image, see Table 3. Also, when one creates the histogram can also assign a label that indicates the mood of the person. Finally, several configurations of the neural network were tested to evaluate which is the most appropriate when trying to solve this type of problems. In total, configurations were tested with increasing of one hundred (100) in one hundred (100) in each network training the number of neurons and one (1) in one (1) number of hidden layers. In total 20 DNNs with different topologies were built and their behavior is presented in Figure 3 in which the solid line represents error and the dotted line represents the margin of error. These lines were calculated based on the images from the image database, that is, they are the results when performing 1000 iterations of training and evaluating the DNN with the base of images only.

Table 3. Process of Generation of the Histograms and the Segments of the Image

| Unsegmented view | Segmented view |
|------------------|----------------|
| Original        | Face           |
| Haarcascade     |                |
| Segment          | Photogram      |
| Face             | Histogram      |
| Mouth            |                |
| Eye 1            |                |
| Eye 2            |                |
5. Conclusion

Figure 3 shows that it is possible for the proposed strategy to reduce the margin of error by estimating what the person in the photograph is feeling with a margin of error close to twenty percent (20%), that is, that of every ten (10) photographs can not predict the facial expression of two (2). This is because in some cases the light affects the detection of the glasses and the Haarcascade algorithm is not perfect and detects more than two eyes or more than one mouth.

One of the advantages of this emotion prediction methodology is that it can be generated for even more attributes, that is, if one has a broader database then could pre-tell more emotions. It can be said that the margin of error is compensated by the flexibility of the DNN, since, compared to traditional classifiers, the prediction by means of polynomials allows establishing a generalized model of DNN to solve this type of problems. In addition, the DNN could be adjusted to different image acquisition elements (cameras or scanners), because during the training the weights are adjusted taking into account images with different resolutions which reduces the effect of the systematic error induced by the environmental conditions.

As can be seen in Figure 3 the DNN arrives at a steady state from training number 13, this means that even if the number of hidden layers or neurons is increased, it is not possible to improve the performance of the DNN. On the one hand, it is possible that, by modifying the functions of activation, optimization and generation of the initial weights, it improves the performance of the DNN. On the other hand, the objective of this paper was to find the most appropriate configuration, so that the DNN is executed with few computational resources and among the evaluated configurations the most adequate was the one presented in section 2.
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