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Abstract. In this paper a novel application of the (high-order) $H(\text{div})$-conforming Hybrid Discontinuous Galerkin finite element method for monolithic fluid-structure interaction (FSI) is presented. The Arbitrary Lagrangian Eulerian (ALE) description is derived for $H(\text{div})$-conforming finite elements including the Piola transformation, yielding exact divergence free fluid velocity solutions. The arising method is demonstrated by means of the benchmark problems proposed by Turek and Hron [50]. With hp-refinement strategies singularities and boundary layers are overcome leading to optimal spatial convergence rates.
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1. Introduction

Fluid-structure interaction plays a crucial role in physics, where fluids interact with elastic, solid structures and affect each other. Such problems arise in a wide variety in nature and technology, e.g., in the simulation of blood vessels [37, 20, 10], in material processes, or in aerodynamics [2, 8], to name only a few. The Tacoma Narrow bridge is an infamous example of the importance of FSI.

The coupling part in multiphysics problems is still challenging and a vast amount of research has been invested in finding a stable and efficient discretization scheme. For the spatial discretization of the (incompressible) Navier–Stokes equations the famous $P_2 – P_1$ Taylor–Hood elements [27] are widely used, yielding $H^1$-conforming low order methods. In the last two decades high-order methods for fluid-structure interaction were investigated [22, 10, 35, 36].

Discontinuous Galerkin (DG) methods for Navier–Stokes were developed in [13, 14], entailing beneficial stability and conservation properties. To avoid the disadvantage of strong coupling between elements and the high number of degrees of freedom, Hybrid Discontinuous Galerkin (HDG) methods have been introduced in the context of mixed finite elements [6], successfully developed for the Navier–Stokes equations [9, 39], and recently applied to FSI [48]. Using $H^1$-conforming Taylor–Hood elements have the significant drawback of velocity fields not being exactly divergence free, i.e., $\text{div}(u) \neq 0$ point-wise. Therefore, exact incompressible finite element methods were developed [7, 11, 12, 40, 30, 24, 47] including $H(\text{div})$-conforming elements. Instead of decoupling the elements completely as suggested in HDG techniques, the $H(\text{div})$-conforming HDG method introduced in [33, 34] does not break the normal continuity between elements. A second approach yielding robust methods enforces weakly the divergence-free constraint and inter-element continuity of the normal velocity by stabilization terms [29, 31].

Fluid problems are commonly given in Eulerian form, whereas in solid elasticity the equations are formulated mostly in Lagrangian form. To combine both approaches and equations the Arbitrary Lagrangian Eulerian form was developed and has been discussed intensively in the finite element context of $H^1$-conforming finite elements [16, 18, 17, 20]. Recently, an ALE-DG formulation has been proposed in [19], including the weakly divergence-free constraints, and in the space-time setting $H(\text{div})$-conforming elements have been considered on moving domains [28]. However, using $H(\text{div})$-conforming elements in the context of ALE, an adaption of the form is needed due to the different transformation rules for these elements, namely the Piola transformation. The latter results in two additional terms supplementing the classical mesh-velocity. One main contribution of this work is to
derive the $H(\text{div})$ based ALE transformation and embed it in terms of FSI enabling exact divergence free velocity solutions in the fluid domain.

Focusing on the fluid part, the elastic wave equation will be discretized with Lagrangian finite elements. Using two different finite element spaces for the velocity necessitates the use of Lagrange multipliers to couple the solid with the fluid.

This paper is structured as follows. In the next section standard notation including the Navier–Stokes and elastic wave equations are introduced. In Section 3 properties of the $H(\text{div})$-conforming elements are described and the corresponding novel ALE formulation is derived. In Section 4 a spatial monolithic formulation for the fluid-structure interaction problem based on the $H(\text{div})$-conforming HDG Navier–Stokes equations is introduced and the time discretization scheme is discussed. Numerical examples are given in the last section, confirming the efficiency of the presented method. Therein, the arising singularities and boundary layers are resolved using hp-refinement strategies.

2. Preliminaries and equations

2.1. Notation. We assume a bounded domain $\Omega_t \subset \mathbb{R}^d$, with $d \in \{2,3\}$ and a smooth boundary $\partial \Omega_t$, which can move in time $t \in [0,T]$ and is divided into a fluid and a solid domain, $\Omega^f_t$ and $\Omega^s_t$, respectively. The interface on which the different domains interact is given by $\Gamma_t = \Omega^f_t \cap \Omega^s_t$. Furthermore, we define the initial configurations $\Omega^s := \Omega^s_0$, $\Omega^f := \Omega^f_0$ as the reference domain and $\Gamma := \Gamma_0$ as the reference interface.

We denote by $\langle \cdot , \cdot \rangle_\Omega$ and $\langle \cdot , \cdot \rangle_{\partial \Omega}$ the $L^2$-inner product over a domain $\Omega$ and over a boundary $\partial \Omega$, respectively. For the Euclidean norm $\| \cdot \|_2$ we will neglect the subscript.

In the discretized setting we assume a shape regular finite element mesh $T_h$ of the domain $\Omega$ consisting of (possibly curved) triangles and quadrilaterals in 2D or tetrahedral, prism, hexahedron, and pyramids in three space dimensions. The subscript $h$ indicates discretized objects if not specified otherwise. The set of all interfaces between two elements, edges in 2D and faces in 3D, respectively, are called facets, which we will denote by $F_h$. The set of all piece-wise polynomials up to degree $k$ on the triangulation $T_h$ and the skeleton $F_h$ is given by $\Pi^k(T_h)$ and $\Pi^k(F_h)$, respectively.

Due to the huge number of different test and trial functions, we will denote all test functions by $\Psi$ and, if necessary, add a superscript referring to the corresponding unknowns, e.g., the test function to the unknown $p$ is given by $\Psi^p$.

2.2. Equations.

2.2.1. Fluid. On the fluid domain the incompressible, unsteady, Newtonian Navier–Stokes equations are solved, which are given in Eulerian form

$$
\rho^f \frac{\partial v^f}{\partial t} + \rho^f (v^f \cdot \nabla) v^f - \text{div}(\sigma^f) = f \quad \text{on } \Omega^f_t,
$$

$$
\text{div}(v^f) = 0 \quad \text{on } \Omega^f_t, \tag{2.1}
$$

where the fluid stress tensor $\sigma^f$ is

$$
\sigma^f = -p^f I + 2\rho^f \nu^f \varepsilon(v^f) \tag{2.2}
$$

and $I$ denotes the identity matrix. The fluid velocity is denoted by $v^f$ and the pressure by $p^f$. The parameters are the fluid density $\rho^f$ and the kinematic viscosity $\nu^f$. The symmetric part of the gradient is given by the function

$$
\varepsilon(v) := \frac{1}{2}((\nabla v)^T + \nabla v), \tag{2.3}
$$
where the gradient of a function is defined as
\[ \nabla v := \left( \frac{\partial v_i}{\partial x_j} \right)_{i,j=1} \]  

(2.4)

2.2.2. Solid. The elastic wave equation in Eulerian form reads
\[ \rho^s \frac{\partial^2 u^s}{\partial t^2} + \rho^s \nabla v^s v^s - \text{div}(\sigma^s) = g \quad \text{on } \Omega_t^s \]  

(2.5)

and in Lagrangian form
\[ \rho^s \frac{\partial^2 u^s}{\partial t^2} - \text{div}(P^s) = g \quad \text{on } \hat{\Omega}^s. \]  

(2.6)

Here, \( \sigma^s \) denotes the Cauchy stress tensor, \( u^s \) the solid displacement and \( \rho^s \) the solid density. The first Piola–Kirchhoff stress tensor \( P^s := J \sigma^s F^{-T} \) can be expressed by the deformation gradient, its determinant
\[ F = I + \nabla u^s, \quad J = \det(F), \]  

(2.7)

and the second Piola–Kirchhoff stress tensor \( \Sigma^s \)
\[ \Sigma^s = F \Sigma^s. \]  

(2.8)

The solid velocity \( v^s \) is defined by \( v^s = \frac{\partial u^s}{\partial t} \). In the following we will use the material law of St. Venant–Kirchhoff
\[ \Sigma^s = \lambda^s \text{tr}(E^s) I + 2 \mu^s E^s, \]  

(2.9)

with the Green strain tensor
\[ E := \frac{1}{2}(C - I), \quad C := F^T F, \]  

(2.10)

where \( C \) denotes the Cauchy–Green strain tensor. The two material parameters \( \lambda^s \) and \( \mu^s \) are the Lamé coefficients, which can be computed with \( E^s \) and \( \nu^s \), the Young’s modulus and the Poisson’s ratio, respectively
\[ \begin{align*}
\nu^s &= \frac{\lambda^s}{2(\lambda^s + \mu^s)}, \\
E^s &= \frac{\mu^s(3\lambda^s + 2\mu^s)}{\lambda^s + \mu^s}, \\
\lambda^s &= \frac{E^s \nu^s}{(1 + \nu^s)(1 - 2\nu^s)}, \\
\mu^s &= \frac{E^s}{2(1 + \nu^s)}.
\end{align*} \]  

(2.11)

2.3. Interface and boundary conditions. To obtain a correct coupling behavior we have to enforce continuity of the fluid and solid velocity over the interface and that the forces are in equilibrium
\[ v^s = v^f, \quad \sigma^s n^s = \sigma^f n^f, \quad \text{on } \Gamma, \]  

(2.12)

where \( n^f \) and \( n^s \) denote the fluid and solid outer normal vector, respectively, on the interface \( \Gamma \). In terms of the fluid part, this can be seen as no-slip condition on the interface. On the other boundaries we prescribe the standard Dirichlet and Neumann boundary conditions for the fluid and solid
\[ v^f = v_D, \quad \sigma^f n = f_N, \quad u^s = u_D, \quad \sigma^s n = g_N. \]  

(2.13)

3. ALE for \( H(\text{div}) \)-conforming methods

As the Navier–Stokes equations are given in Eulerian and the elastic wave equation in Lagrangian form, the ALE description is used to transform the Navier–Stokes equations from the current configuration \( \Omega_t \) to the reference domain \( \hat{\Omega} \). Another approach would be to transform the elastic wave equation into its Eulerian form and use a pure Eulerian description \cite{22, 21, 20}. This leads to an additional convection term appearing in the elastic wave equation and the system can be interpreted as a two-phase problem. Also XFEM based methods on fixed grids \cite{23, 53} have been introduced avoiding remeshing and recently a CutFEM based method has been proposed \cite{16}. In this work, however, we will not consider this approaches and use the ALE description.
For the Readers convenience we first give a short revision of the standard ALE description form. Then the $H(\text{div})$-conforming finite element spaces are introduced and the ALE form together with the Piola transformation is discussed.

3.1. ALE for $H^1$-conforming methods. For the Arbitrary Lagrangian Eulerian description we assume a time dependent, invertible and sufficiently smooth function $\Phi$ between the reference and spatial domain

$$\Phi : \hat{\Omega} \times [0,T] \to \Omega \times [0,T],$$

$$(\hat{x},t) \mapsto \Phi(\hat{x},t) = (\varphi(\hat{x},t),t) = (x,t),$$

(3.1)

where $\varphi$ is called the deformation function.

A function $f : \Omega \times [0,T] \to \mathbb{R}^d$ is coupled with $\hat{f} : \hat{\Omega} \times [0,T] \to \mathbb{R}^d$ via the relation

$$f \circ \Phi = \hat{f}.$$  (3.2)

Differentiating (3.2) with respect to time and space in reference coordinates $\hat{x}$ and using the chain rule yields the following transformation rules

$$\nabla_x f \circ \Phi = \nabla_{\hat{x}} \hat{f},$$

(3.3)

$$\frac{\partial f}{\partial t} \circ \Phi = \frac{\partial \hat{f}}{\partial t} - \nabla_{\hat{x}} \hat{f} F^{-1} \frac{\partial \varphi}{\partial t},$$

(3.4)

where $\nabla_x$ and $\nabla_{\hat{x}}$ denote the gradients with respect to spatial or reference coordinates $x$ or $\hat{x}$, respectively. The gradient of $\varphi$ is called the deformation gradient, which will be denoted in the following by $F := \nabla_{\hat{x}} \varphi$ and $J := \det(F)$. The time derivative of the mesh deformation function $\varphi$ is called the mesh-velocity, describing the relative motion of the mesh and is defined in what follows by $\dot{\varphi}$.

The deformation function $\varphi$ is assumed to be in $[H^1]^d$ and we define the Lagrange nodal finite element space $U_h$ for the deformation and displacement as

$$U_h := [\Pi^k(\mathbb{T}_h)]^d \cap C(\hat{\Omega}, \mathbb{R}^d),$$

(3.5)

where $C(\hat{\Omega}, \mathbb{R}^d)$ denotes the set of all vector valued continuous functions.

3.2. $H(\text{div})$-conforming elements. The function space $H(\text{div}, \Omega)$ is defined as the space of all square integrable functions $[L^2(\Omega)]^d$, where the weak divergence is also square integrable

$$H(\text{div}, \Omega) := \{ u \in [L^2(\Omega)]^d \mid \text{div}(u) \in L^2(\Omega) \}. $$

(3.6)

To ensure that a function $\hat{u} \in H(\text{div}, \hat{\Omega})$ is in the space $H(\text{div}, \Omega \hat{T})$ after deformation, the so-called Piola transformation is used

$$u \circ \Phi = P_\Phi[\hat{u}] := \frac{1}{J} F \hat{u}.$$  (3.7)

If the deformation $\Phi$ is obvious, we will neglect the subscript of the Piola transformation.

Let $\Phi : \hat{T} \to T$ be a diffeomorphic mapping from the reference element $\hat{T}$ to the physical element $T$ and $\Psi$ a diffeomorphic mapping from $T$ to another physical element $\tilde{T}$. Let $\tilde{\sigma} \in H(\text{div}, \tilde{T})$. Then, the Piola transformation (3.7) has the following well known properties [3, 38]:

(1) $\sigma$ is in the space $H(\text{div}, T)$ with

$$\text{div}_x(\sigma) \circ \Phi = J^{-1} \text{div}_{\hat{x}}(\tilde{\sigma}).$$

(3.8)

(2) Let furthermore $\tilde{e}$ be an edge of the reference element and $e = \Phi(\tilde{e})$. Then

$$\langle \sigma, n_e \rangle_e = \langle \tilde{\sigma}, n_{\hat{e}} \rangle_{\hat{e}}.$$  (3.9)

(3) With $\Theta := \Psi \circ \Phi$ there holds

$$P_{\Theta \circ \Phi}[\tilde{\sigma}] = P_\Theta[\tilde{\sigma}] = P_\Phi[P_{\Phi}[\tilde{\sigma}]].$$  (3.10)
The \( H(\text{div}) \)-conforming finite element spaces of Raviart–Thomas \([38]\) and Brezzi–Douglas–Marini (BDM) \([5]\) fulfil the condition that the normal jump of the functions is zero over the elements. E.g., the BDM space of polynomial order \( k \) is given by
\[
W_h := \{ v_T \in [ \Pi^k(T_h) ]^d \mid [ v_T \cdot n ]_F = 0, \forall F \in \mathcal{F}_h \},
\]
where \([ \cdot ]\) denotes the jump over elements.

The degrees of freedom are highly related to the normal flow through the faces. These are defined on a fixed reference element and due to (3.9) the normal continuity between elements is ensured also after the deformation on the physical element. For the construction of (high-order) \( H(\text{div}) \)-conforming finite elements we refer to \([3, 58]\).

3.3. ALE for \( H(\text{div}) \)-conforming elements. The connection of \( H(\text{div}) \)-conforming functions between the spatial and reference configuration is given via the Piola transformation
\[
f \circ \Phi = \frac{1}{J} F \hat{f}, \quad \Phi = (\varphi, \text{id}),
\]
with \( \varphi \in [ H^1(\hat{\Omega}) ]^d \). Due to (3.10) the composition of two Piola transformations is again a Piola transformation and thus, it is guaranteed that the function \( f \) is in \( H(\text{div}, \Omega^f) \). As the Piola transformation itself depends on space and time, the derivatives (3.3) and (3.4) need to be recalculated. Therefore, we first compute the derivatives of the Piola transformation. Note that in the discretized setting the deformation \( \varphi \) and the \( H(\text{div}) \)-conforming velocity \( \hat{v}_T \) are both piece-wise smooth functions on the triangles \( \hat{T} \). Thus, we can compute the Hessian and the gradients on each triangle, see Appendix A for the computations.

Let \( \Phi = (\varphi, \text{id}) : \mathbb{R}^d \times [0,T] \to \mathbb{R}^d \) a piece-wise smooth deformation function on the triangulation \( T_h \), \( F = \nabla_x \varphi \) and \( J = \det(F) \). Then, with the notation \( H^f_{jk} := \frac{\partial^2 \varphi_i}{\partial x_j \partial x_k} \) for the Hessian, there holds on each triangle \( \hat{T} \)
\[
\begin{align*}
\partial^f_{x,ij} \frac{1}{J} F u_i &= -\frac{1}{J} F^{-T} \left( \partial^f_{x,ij} F (F u)_i + \frac{1}{J} \left( (H^f u)_j + (F \nabla_x u)_{ij} \right) \right), \\
\partial t \frac{1}{J} F u &= \frac{1}{J} ( \nabla_x \hat{\varphi} - \text{tr}(\nabla_x \hat{\varphi} F^{-1}) F ) u + \frac{1}{J} F \hat{u},
\end{align*}
\]
where \( \text{tr}(A) \) denotes the trace of \( A \).

Hence, the ALE derivative transformations are given by
\[
\nabla^f x f \circ \Phi = \nabla_x (P_\Phi[\hat{f}] ) F^{-1},
\]
\[
\frac{\partial f}{\partial t} \circ \Phi = \frac{1}{J} ( \nabla_x \hat{\varphi} - \text{tr}(\nabla_x \hat{\varphi} F^{-1}) F ) \hat{f} + P_\Phi \left[ \frac{\partial \hat{f}}{\partial t} \right] - \nabla_x P_\Phi[\hat{f}] F^{-1} \hat{\varphi}.
\]

To obtain the ALE variational formulation for \( H(\text{div}) \)-conforming elements we integrate \( \frac{\partial f}{\partial t} \) over the spatial domain \( \Omega^f \) and multiply with a test function \( \Psi \in H(\text{div}, \Omega^f) \). A change of variables, the transformation rules (3.15) and (3.16) from above, and the Piola transformation \( \Phi \circ \Phi = P_\Phi[\hat{\Psi}] \) with \( \hat{\Psi} \in H(\text{div}, \hat{\Omega}^f) \) for the test function yields
\[
\begin{align*}
\langle \frac{\partial f}{\partial t}, \Psi \rangle_{\Omega^f} &= \langle J \frac{\partial f}{\partial t} \circ \Phi, \Psi \circ \Phi \rangle_{\Omega^f} \\
&= \langle J \left( \frac{1}{J} ( \nabla_x \hat{\varphi} - \text{tr}(\nabla_x \hat{\varphi} F^{-1}) F ) \hat{f} + P_\Phi \left[ \frac{\partial \hat{f}}{\partial t} \right] - \nabla_x P_\Phi[\hat{f}] F^{-1} \hat{\varphi} \right), P_\Phi[\hat{\Psi}] \rangle_{\hat{\Omega}^f} \\
&= \langle J( (\nabla_x \hat{\varphi} F^{-1} - \text{tr}(\nabla_x \hat{\varphi} F^{-1}) I) P_\Phi[\hat{f}] + P_\Phi \left[ \frac{\partial \hat{f}}{\partial t} \right] - \nabla_x P_\Phi[\hat{f}] F^{-1} \hat{\varphi} ), P_\Phi[\hat{\Psi}] \rangle_{\hat{\Omega}^f}.
\end{align*}
\]
In addition to the mesh velocity term
\[
-\nabla_x P_\Phi[\hat{f}] F^{-1} \hat{\varphi}
\]
from the standard ALE formulation, we obtain the additional terms
\[
(\nabla_x \hat{\varphi} F^{-1} - \text{tr}(\nabla_x \hat{\varphi} F^{-1}) I) P_\Phi[\hat{f}].
\]
We note that one could have deduced the ALE formulation also in strong sense, which would have led to the same result.

4. Discretization

4.1. Spatial discretization. First, the new ALE description is used to transform the \( H(\text{div}) \)-conforming Hybrid Discontinuous Galerkin method for the time dependent, incompressible Navier–Stokes equations from the spatial to the reference domain. Then the elastic wave equation is discretized with standard \( H^1 \)-conforming elements.

4.1.1. \( H(\text{div}) \)-conforming Hybrid Discontinuous Galerkin method for Navier–Stokes. For \( H(\text{div}) \)-conforming HDG the velocity is split into a normal and a tangential continuous part \( v = (v_T, v_F) \), with \( v_T \in W_h \), see \[33, 34\]. The skeleton variable \( v_F \) lives in the following facet space
\[
F_h := \{ v_F \in [\Pi^k(\mathcal{F}_h)]^d \mid v_F \cdot n = 0 \}. \tag{4.1}
\]
Thus, the complete finite element space for the fluid velocity is defined as
\[
V_h := W_h \times F_h. \tag{4.2}
\]
The appropriate finite element space for the pressure is given by piece-wise polynomials of one polynomial degree less than the velocity space
\[
Q_h := \Pi^{k-1}(\mathcal{T}_h). \tag{4.3}
\]
With this choice of spaces there holds
\[
\text{div}(W_h) \subset Q_h, \tag{4.4}
\]
which has the crucial consequence that from weak incompressibility there follows immediately strong incompressibility
\[
\langle \text{div}(v_T), \Psi \rangle_{\hat{\Omega}} = 0, \ \forall \Psi \in Q_h \implies \text{div}(v_T) = 0 \text{ in } \hat{\Omega}. \tag{4.5}
\]

The viscous, mass and pressure/incompressibility constraint bilinear forms for \( H(\text{div}) \)-conforming HDG method following \[33, 34\] are given by
\[
A^f_h(v, \Psi^v) = \sum_{T \in \mathcal{T}_h} (2\mu \varepsilon(v_T), \nabla \Psi^v)_T - (2\mu \varepsilon(v_T)n, [\Psi^{v, r}]_{\partial T}) - (2\mu \varepsilon(\Psi^v_T)n, [v^r])_{\partial T} - (\frac{\nu \alpha k^2}{h}[v^r], [\Psi^{v, r}]_{\partial T}),
\]
\[
M^f_h(v, \Psi^v) = \langle (v_T, \Psi^v_T)_{\Omega},
\]
\[
D^f_h(v, p) = -\langle p, \text{div}(v_T) \rangle_{\Omega}, \tag{4.6}
\]
where \([v^r] := v^F_T - v^F_F\) denotes the tangential jump over the interfaces, \(v^r := u - (u \cdot n)n\) the tangential component, and \(k\) the used polynomial order for the velocity. Note that the stability parameter \(\alpha\) has to be chosen sufficiently large to obtain a coercive bilinear form. The correct facet mesh-size \(h\) for \(\text{(an-)isotropic elements is given by the ratio of the element volume and the boundary area, } h = \frac{1}{\mathcal{T}}.\)

For the nonlinear convection form an up-winding technique is used, where the facet variable is glued to the up-wind triangle
\[
C^f_h(v, \Psi) = \sum_{T \in \mathcal{T}_h} -\langle \nabla \Psi_T v_T, v_T \rangle_T + \langle v_T \cdot n v_{up}, \Psi_T \rangle_{\partial T} + \langle v_T \cdot n (v_F - v_T)^r, \Psi_F \rangle_{\partial T_{out}}, \tag{4.7}
\]
with the upwind variable \(v_{up}\) defined as
\[
v_{up} := (v_T \cdot n) n + \begin{cases} v^F_T & \text{if } v \cdot n \geq 0 \\ v_F & \text{if } v \cdot n < 0. \end{cases} \tag{4.8}
\]
With the Stokes bilinear form defined by
\[
B^f_h(v, p, \Psi^v, \Psi^p) := A^f_h(v, \Psi^v) + D^f_h(\Psi^v, p) + D^f_h(v, \Psi^p), \tag{4.9}
\]
the variational problem for the Navier–Stokes equations reads: Find \((v, p) \in V_h \times Q_h\) such that for all \(t \in [0, T]\)
\[
M_h \left( \frac{\partial v}{\partial t}, \Psi^v \right) + B_h^i (v, p, \Psi^v) + C_h^f (v, \Psi^v) = (f, \Psi^v) \quad \forall (\Psi^v, \Psi^p) \in V_h \times Q_h.
\] (4.10)

4.1.2. \(H(\text{div})\)-conforming HDG with ALE. After the \(H(\text{div})\)-conforming HDG method has been introduced, the equation has to be rewritten in the ALE context. For simplification reasons we will consider only the case of two dimensions, \(d = 2\). We denote a variable \(u\) on the reference configuration \(\Omega\) by \(\hat{u}\) and on the deformed configuration \(\Omega_t\) by \(u\). The deformation function \(\varphi\) can be split into the identity function, \(\text{id} : \mathbb{R}^2 \rightarrow \mathbb{R}^2\), and the displacement \(\hat{u} : \hat{\Omega} \rightarrow \mathbb{R}^2, \varphi = \text{id} + \hat{u}\). Let \(T\) be an element of the triangulation \(T_h\) and let \(\hat{n}\) and \(\hat{\tau}\) denote the corresponding outer normal and tangential vector on the boundary \(\partial T\), respectively. Furthermore, the boundary determinant \(J_h\) is given by \(J_h = ||F\hat{\tau}||\) on each edge. Whereas the \(H(\text{div})\)-conforming elements are transformed with the Piola transformation, the facet variables get transformed with the so-called covariant transformation
\[
v_F \circ \Phi := F^{-T} \hat{v}_F.
\] (4.11)

With the transformation rules (3.15) and (3.16) and the following identities for the unit normal vector, normalized tangential vector, and the mesh size of element boundaries
\[
n \circ \varphi = \frac{1}{||F^{-T} \hat{n}||} F^{-T} \hat{n}, \quad \tau \circ \varphi = \frac{1}{J_h} F \hat{\tau}, \quad h = \frac{J}{J_h}
\] (4.12)

the viscous \(H(\text{div})\)-conforming HDG part reads
\[
A_h^i (\hat{\tilde{v}}, \hat{\tilde{u}}, \hat{\Psi}) := \sum_{T \in T_h} \left( 2\nu \text{sym}(\nabla P[\hat{v}_T] F^{-1}, \nabla P[\hat{\Psi}_T] F^{-1}) - \left( \frac{\nu J_h}{||F^{-T} \hat{n}||} \text{sym}(\nabla P[\hat{v}_T] F^{-1} F^{-T} \hat{n}, [\hat{\Psi}^T]) \right)_{\partial T} \right.
\]
\[
\left. - \left( \frac{\nu J_h}{||F^{-T} \hat{n}||} \text{sym}(\nabla P[\hat{\Psi}_T] F^{-1} F^{-T} \hat{n}, [\hat{\tilde{v}}^T]) \right)_{\partial T} - \left( \frac{\nu \alpha k^2 J_h^2}{J_h} [\hat{\tilde{v}}^T] \right)_{\partial T}, \right)
\] (4.13)

where \([\hat{\tilde{v}}^T] := (P[\hat{v}_T] - F^{-T} \hat{v}_F)^T\).

In (4.13) we used the volume information for the Piola transformation and the normal vector transformation as we iterate over the elements \(T\) and thus, have access to the element information. If we would like to use strictly the boundary integrals over the edges without additional information, the deformation gradient \(F\) does not have full rank anymore. Then, the normal vector and Piola transformation would read
\[
n \circ \varphi = \frac{1}{||\text{cof}(F) \hat{n}||} \text{cof}(F) \hat{n}, \quad P[u] = \frac{1}{J_h} (u \cdot \hat{n}) n \circ \varphi,
\] (4.14)

where \(\text{cof}(F)\) denotes the cofactor matrix of \(F\). Note that the transformation for the tangent vector \(\tau\) remains the same.

The ALE-transformed mass bilinear form, together with (3.15), and the pressure/incompressibility constraint is given by
\[
M_h^I (\hat{\tilde{v}}, \hat{\tilde{u}}, \hat{\Psi}) := \langle JP[\hat{v}_T], P[\hat{\Psi}_T] \rangle_{\Omega} + \sum_{T \in T_h} \langle J (\nabla \hat{\tilde{v}} F^{-1} - \text{tr}(\nabla \hat{\tilde{v}} F^{-1}) I) P[\hat{v}_T], P[\hat{\Psi}_T] \rangle_{\partial T},
\] (4.15)

\[
D_h^I (\hat{\tilde{v}}, \hat{\tilde{p}}) := -\langle \text{div}(\hat{v}_T), \hat{\tilde{p}} \rangle_{\Omega}.
\] (4.16)

Note that due to (3.8) the determinants of the deformation gradient \(J\) appearing in (4.16) cancel out. Thanks to the Piola transformation property (3.8) and the exact incompressibility (4.15) the velocity solution is guaranteed to be exact divergence free on the reference and deformed configuration.

For the convection term the mesh velocity \(\tilde{\phi} = \hat{u}\) has to be considered in the up-wind scheme, where the difference \(P[\hat{v}] = \hat{u}\) is now the corresponding wind. As \(\hat{u} \in U_h\), it is not exactly divergence free and thus, we have to add one additional term due to integration by parts from the classical to the
above used convection formulation
\[ C^s_h(\hat{v}, \hat{u}, \hat{\Psi}) := \sum_{T \in T_h} - \langle J \nabla \hat{\Psi} \cdot F^{-1} (P[\hat{v}_T] - \hat{u}), P[\hat{v}_T] \rangle_T + \langle J \mathrm{tr}(\nabla \hat{u} F^{-1}) P[\hat{v}_T], P[\hat{\Psi}] \rangle_T \]
\[ + \langle \frac{J_h}{\|F^{-T} P\|} P[\hat{v}_T] \circ \hat{u}^{up}, P[\hat{\Psi}] \rangle_{\partial T} + \langle \frac{J_h}{\|F^{-T} P\|} P[\hat{v}_T] \circ (F^{-T} \hat{u}_F - P[\hat{v}_T])^\top, F^{-T} \hat{\Psi} P^\top \rangle_{\partial T, \text{out}}, \]
(4.17)
where the up-wind variable now reads
\[ \hat{u}^{up} := (\hat{v}_T \cdot n) \hat{u} + \begin{cases} \hat{v}_T & \text{if } (\hat{v}_T - \hat{u}) \cdot n \geq 0 \\ \hat{v}_F & \text{if } (\hat{v}_T - \hat{u}) \cdot n < 0 \end{cases} \]
(4.18)
In (4.17) the same additional term as in (4.15), namely \(\langle J \mathrm{tr}(\nabla \hat{u} F^{-1}) P[\hat{v}_T], P[\hat{\Psi}] \rangle_T\), appears, but with different signs. Thus, these terms cancel out and we obtain the following weak form for the \(H(\text{div})\)-conforming HDG-ALE Navier–Stokes equations
\[ M^s_h(\frac{\partial \hat{\Psi}}{\partial t}, \hat{u}^f, \hat{\Psi}^v) + B_h(\hat{u}^f, \hat{\Psi}^v) + C^s_h(\hat{u}^f, \hat{\Psi}^v) + \langle J \hat{\sigma} F^{-T} \hat{n}^f, \hat{\Psi}^v \rangle_F = 0. \]
(4.19)

The boundary integral of the reference fluid stress tensor \(\hat{\sigma}\), which arises due to integration by parts in the viscous term, over the interface \(\hat{\Gamma}\) is transformed with Nanson’s formulae
\[ \int_{\partial \hat{\Omega}_h} \sigma_n \, ds = \int_{\partial \hat{\Omega}} J \hat{\sigma} F^{-T} \hat{n} \, d\hat{s} \]
(4.20)
and is used as preparation for the coupling part.

4.2. Solid discretization. For the spatial discretization of the elastic wave equation, standard \(H^1\)-conforming elements for the displacement and the velocity are used: Find \((\hat{u}^s, \hat{v}^s) \in U_h \times U_h\) such that for all \((\hat{\Psi}^u, \hat{\Psi}^v) \in U_h \times U_h\)
\[ \langle \frac{\partial \hat{u}^s}{\partial t}, \hat{\Psi}^u \rangle_{\hat{\Omega}} = \langle \hat{u}^s, \hat{\Psi}^u \rangle_{\hat{\Omega}}, \]
\[ \langle \rho^s \frac{\partial \hat{v}^s}{\partial t}, \hat{\Psi}^v \rangle_{\hat{\Omega}} = -\langle F \hat{\Sigma}^s, \nabla \hat{\Psi}^v \rangle_{\hat{\Omega}} + \langle P^s \hat{\sigma}, \hat{\Psi}^v \rangle_{\hat{\Gamma}}. \]
(4.21)
We define the following forms for a more compact notation
\[ M^s_h(\hat{u}^s, \hat{\Psi}^u) := \langle \rho^s \frac{\partial \hat{u}^s}{\partial t}, \hat{\Psi}^u \rangle_{\hat{\Omega}} + \langle \frac{\partial \hat{u}^s}{\partial t} - \hat{v}^s, \hat{\Psi}^v \rangle_{\hat{\Omega}}, \]
\[ K^s_h(\hat{u}^s, \hat{\Psi}^u) := \langle F \hat{\Sigma}^s, \nabla \hat{\Psi}^v \rangle_{\hat{\Omega}}. \]
(4.22)

4.3. Deformation extension for mesh movement. For the mesh velocity \(\hat{u}\), and thus for the ALE description, a displacement field \(\hat{\Psi}^v\) is needed on the reference fluid domain \(\hat{\Omega}^f\). It is artificial and has to ensure that the displacement on the interface from the solid to the fluid is continuous
\[ \hat{u}^f = \hat{u}^s \text{ on } \hat{\Gamma}. \]
(4.23)
Hence, the displacement \(\hat{u}^f\) on the fluid domain can be seen as an extension of \(\hat{u}^s\), which is realized by an auxiliary mapping \(A : \hat{\Gamma} \rightarrow \hat{\Omega}^f\).

There is a amount of possibilities to choose the deformation extension problem. E.g., in [25] the biharmonic problem was investigated and in [55] linear extensions were compared. In this paper, however, a nonlinear elasticity problem with a Neo–Hookean like material law [4] is considered: Find \(\hat{u}^f \in U_h \cap \hat{\Omega}^f\) with \(\hat{u}^f = \hat{u}^s\) on \(\hat{\Gamma}\), such that for all \(\hat{\Psi} \in U_h \cap \hat{\Omega}^f\)
\[ \langle \beta \mu (I - \det(C))^{-\frac{1}{2}} \nabla \hat{\Psi}, F^T \nabla \hat{\Psi} \rangle_{\hat{\Omega}^f} = 0, \]
(4.24)
and define
\[ N^s_h(u, \Psi) := \langle \beta \mu (I - \det(C))^{-\frac{1}{2}} \nabla \hat{\Psi}, F^T \nabla \Psi \rangle_{\hat{\Omega}^f}. \]
(4.25)
Here, $\beta : \hat{\Omega} \rightarrow \mathbb{R}$ denotes a spatial dependent coefficient function given by
\begin{equation}
\beta(\hat{x}) = \frac{\epsilon}{\sqrt{\text{dist}(\hat{x}, \hat{\Gamma})^2 + \epsilon}}, \quad \text{dist}(\hat{x}, \hat{\Gamma}) = \min_{a \in \hat{\Gamma}} ||\hat{x} - a||, \quad (4.26)
\end{equation}
with $1 \gg \epsilon > 0$ and a small regularization parameter $\epsilon$. It stiffens the extension problem near the interface, where the deformations are expected to be critical.

The artificial material parameters $\mu$ and $\lambda$ in (4.25) can be adopted. In numerical experiments, however, we observed that setting both to 1 is already satisfying. In a monolithic approach the deformation extension also inflicts the solid equation, as it can be interpreted as a boundary condition. To minimize this unintended effect, the parameter $\epsilon$ in (4.26) has to be chosen sufficiently small.

4.4. Coupling. To couple both equations, the displacement and velocity of the fluid and solid have to be continuous over the interface $\hat{\Gamma}$. As the displacement is discretized globally by $H^1$-conforming elements, the continuity follows immediately. But the fluid and solid velocity live in two different finite element spaces
\[ \hat{v}^f \in V_h = W_h \times F_h \quad \text{and} \quad \hat{v}^s \in U_h. \]  
(4.27)
To enforce continuity over the interface we use Lagrange multipliers, which live in the $L^2(\hat{\Gamma})$-conforming space on the interface
\[ L_h := [\Pi^h(\hat{\Gamma})]^d \]  
(4.28)
and the corresponding equations in the deformed configuration read
\begin{align}
\langle (v^f - v^s)^n, \Psi^{\lambda 1} \rangle_{\Gamma_h} + \langle (\Psi^f_v - \Psi^s_v)^n, \lambda_1 \rangle_{\Gamma_h} &= 0, \\
\langle (v^f - v^s)^\tau, \Psi^{\lambda 2} \rangle_{\Gamma_h} + \langle (\Psi^f_v - \Psi^s_v)^\tau, \lambda_2 \rangle_{\Gamma_h} &= 0.
\end{align}
(4.29)
In the ALE context these equations transform to
\begin{align}
\langle J_h(\hat{P}[v^f_T] - \hat{v}^s)^n, \hat{\Psi}^{\lambda 1} \rangle_{\hat{\Gamma}} + \langle J_h(\hat{P}[\hat{\Psi}^f)] - \hat{\Psi}^{v,s})^n, \hat{\lambda}_1 \rangle_{\hat{\Gamma}} &= 0, \\
\langle J_h(F^{-T}\hat{v}^f_T - \hat{v}^s)^\tau, \hat{\Psi}^{\lambda 2} \rangle_{\hat{\Gamma}} + \langle J_h(F^{-T}\hat{\Psi}^{v,f} - \hat{\Psi}^{v,s})^\tau, \hat{\lambda}_2 \rangle_{\hat{\Gamma}} &= 0.
\end{align}
(4.30)
We define the bilinear form
\[ L_h(\hat{v}^f, \hat{v}^s, \hat{\lambda}, \hat{\Psi}^f, \hat{\Psi}^s, \hat{\Psi}^{\lambda}) := L_h^f(\hat{v}^f, \hat{v}^s, \hat{\lambda}, \hat{\Psi}^f, \hat{\Psi}^s, \hat{\Psi}^{\lambda}) + L_h^s(\hat{v}^f, \hat{v}^s, \hat{\lambda}, \hat{\Psi}^f, \hat{\Psi}^s, \hat{\Psi}^{\lambda}), \]  
(4.31)
with
\[ L_h^f(\hat{v}^f, \hat{v}^s, \hat{\lambda}, \hat{\Psi}^f, \hat{\Psi}^s, \hat{\Psi}^{\lambda}) := \langle J_h(\hat{P}[\hat{v}^f_T] - \hat{v}^s)^n, \hat{\Psi}^{\lambda 1} \rangle_{\hat{\Gamma}} + \langle J_h(\hat{P}[\hat{\Psi}^f)] - \hat{\Psi}^{v,s})^n, \hat{\lambda}_1 \rangle_{\hat{\Gamma}} \]  
(4.32)
and analogously $L_h^s$.

Due to the continuity conditions for the displacement and the velocity we can define the following global functions $\tilde{u}$, $\hat{v}$ by
\begin{align}
\tilde{u}(\hat{x}) := \begin{cases} 
\hat{u}^f(\hat{x}) & \hat{x} \in \hat{\Omega}^f \\
\hat{u}^s(\hat{x}) & \hat{x} \in \hat{\Omega}^s
\end{cases}, \\
\hat{v}(\hat{x}) := \begin{cases} 
\hat{v}^f(\hat{x}) & \hat{x} \in \hat{\Omega}^f \\
\hat{v}^s(\hat{x}) & \hat{x} \in \hat{\Omega}^s
\end{cases}.
\end{align}
(4.33)
As a monolithic approach will be used, we have to sum all equations and solve them at once, i.e., with (4.19), (4.21), (4.25), and (4.31) the complete problem reads:
Find $(\tilde{u}, \hat{v}, \hat{\Psi}^f, \hat{\Psi}^s, \hat{\Psi}^{\lambda}) \in [U_h, V_h] \times Q_h \times V_h \times \mathcal{L}_h$ such that for all $(\hat{\Psi}^f, \hat{\Psi}^s, \hat{\Psi}^{\lambda}) \in [U_h, V_h] \times Q_h \times V_h \times \mathcal{L}_h$ and all $t \in [0, T]$
\begin{align}
A_h^f(\hat{u}, \hat{v}, \hat{\Psi}) + B_h^f(\hat{v}, \hat{u}, \hat{\Psi}, \hat{\Psi}^f) + C_h^f(\hat{v}, \hat{u}, \hat{\Psi}) + M_h^f(\frac{\partial \hat{u}}{\partial t}, \hat{u}, \hat{\Psi}) + M_h^s(\frac{\partial \hat{u}}{\partial t}, \hat{v}, \hat{\Psi}^s, \hat{\Psi}^f) + K_h^f(\hat{u}, \hat{\Psi}) \\
+ L_h^f(\hat{v}^{\lambda}, \hat{v}^s, \hat{\lambda}, \hat{\Psi}^f, \hat{\Psi}^s, \hat{\Psi}^{\lambda}) + N_h^f(\hat{u}, \hat{\Psi}^f) + \langle P^s \hat{v}^s, \hat{\Psi}^{s} \rangle_{\hat{\Gamma}} + \langle J\sigma^f F^{-T}\hat{n}^f, \hat{\Psi}^f \rangle_{\hat{\Gamma}} = 0.
\end{align}
(4.34)
To ensure the balance of forces on the interface we can simply neglect the two interface integrals in (4.34), called strongly coupled approach \cite{53,49}. Thus, the condition is handled implicitly in a natural way.
4.5. **Time discretization.** From now on, we will neglect the sub- and superscripts, which refer to the reference or deformed quantity. For a complete discretization we are going to use the method of lines. Thus, after the spatial discretization is done, the L-stable second-order SDIRK Runge–Kutta method \[1\] is applied on scheme \[4.34\].

Only the pressure/incompressibility constraint, the velocity continuity condition and the deformation extension are handled completely implicit.

Other possible choices for the temporal discretization are e.g. backwards difference formulas (BDF) \[48\] or Fractional-Step-\(\Theta\) methods \[51\].

5. **Numerical examples**

The performance of the presented method is tested with the following two-dimensional benchmarks purposed by Turek and Hron \[50, 51\], which are based on the configurations of the classical flow around cylinder CFD benchmark in \[43\].

5.1. **Implementation aspects.** For all numerical experiments the open source finite element library NETGEN \[44\] and NGSolve\[1][15\] is used. The nonlinear problem is solved by Newton’s method and the therein arising non-symmetric linearized problems with the direct solver UMFPACK\[2][15\].

Computing the directional derivatives of \[4.34\] is quite involved due to the nonlinearties arising from the ALE transformations. NGSolve supports symbolic integrators with automatic exact differentiation such that one can use \[4.34\] directly - there is no need to compute the stiffness matrix by hand. Another approach is to use Newton’s method as a fix-point iteration replacing the (nonlinear) terms from the transformations by the terms from the previous time step or the previous Newton iteration. In numerical experiments we observed that this yields the same results, with the advantage of a speed-up.

The polynomial order for the pressure is of one degree less than for the velocity \[4.3\]. Due to the construction of the \(H(\text{div})\)-conforming finite elements in NGSolve \[55, 53, 32\] it is possible to neglect all high-order \(H(\text{div})\) velocity basis functions with non-zero divergence, as their coefficients would be zero anyway. Thus, only piece-wise constants, \(k = 0\), have to be used for the pressure reducing the number of degrees of freedom (dofs) \[34\]. Note that this has no influence to the quality of the velocity solution and one can recover the high-order approximation of the pressure by solving cheap element-wise problems as a post-processing step.

We apply static condensation on element level to eliminate the internal bubbles reducing the number of dofs further, which has an enormous impact for high polynomial degrees.

The stability parameter \(\alpha\) in \[4.13\] is set to 5 for all benchmarks. For the regularization parameter we use \(\varepsilon = 10^{-12}\) and for the constant \(c\) in \[4.26\] \(c = 5 \times 10^{-17}\) for the stationary case and \(c = 2 \times 10^{-14}\) for the others.

5.2. **Geometry.** The benchmark consists of a channel with a cylinder, placed slightly non-symmetric. For the FSI benchmarks an elastic flag is attached at the end of this cylinder. The geometry data can be found in Table \[5.1\] and seen in Figure \[5.1\].

---

1. www.ngsolve.org
2. http://faculty.cse.tamu.edu/davis/suitesparse.html
Parameter | value [m]
--- | ---
channel length \( L \) | 2.5
channel width \( H \) | 0.41
cylinder position \( C \) | (0.2, 0.2)
cylinder radius \( r \) | 0.05
solid structure length \( l \) | 0.35
solid structure height \( h \) | 0.02
reference point (at \( t = 0 \)) \( A \) | (0.6, 0.2)

Table 5.1. Geometry parameters of FSI benchmarks.

\[
\begin{array}{|c|c|c|c|}
\hline
\text{Parameter} & \text{FSI 1} & \text{FSI 2} & \text{FSI 3} \\
\hline
\rho_s [10^3] & 1 & 10 & 1 \\
\nu_s & 0.4 & 0.4 & 0.4 \\
\mu_s [10^6] & 0.5 & 0.5 & 2 \\
\rho_f [10^3] & 1 & 1 & 1 \\
\nu_f [10^{-3}] & 1 & 1 & 1 \\
U & 0.2 & 1 & 2 \\
\hline
\end{array}
\]

Table 5.2. Parameters for the FSI benchmark tests.

5.3. Boundary data, initial condition and quantities of interest. A parabolic inflow profile is prescribed at the left boundary of the channel by the function

\[
v_f(0, y, t) = \begin{cases} 
v_f(0, y) \frac{1 - \cos(\frac{\pi}{2} t)}{2} & \text{if } t < 2, \\
v_f(0, y) & \text{otherwise,} \end{cases}
\]

where

\[
v_f(0, y) = 6Uy(H - y) \quad \text{if } y \text{ is chosen in such a way that } U \text{ and } 1.5U \text{ are the mean and maximal velocities, respectively. For the outflow boundary we choose the do-nothing condition, } \sigma_f^D = 0, \text{ and on the other boundaries the no-slip condition, } v_f^D = 0.
\]

One quantity of comparison is the displacement of the control point \( A \) on the right end of the elastic flag. Furthermore, the drag and lift forces over the cylinder and the interface are computed by

\[
(F_D, F_L) = \int_S \sigma n \, ds,
\]

where \( S \) denotes the boundary between the fluid domain and the obstacle together with the elastic flag.

For the FSI benchmarks three different settings for the parameters are used, which are listed in Table 5.2. In the case of the FSI 1 benchmark the solution converges to a steady state, whereas in the other two settings the solutions become periodically.

5.4. Mesh. The mesh is generated automatically from the geometry by NETGEN. The coarsest level and the first two uniform refinement levels are depicted in Figure 5.2. Due to the cylindrical obstacle we use curved boundary elements of the same order as the velocity and the displacement. The grid at the right part of the channel is slightly coarser than the important areas around the elastic flag and obstacle.

In the numerical experiments we observed that using polynomial degree \( k \) does not lead to the optimal convergence rate \( O(h^k) \), see results in Tables 5.4 – 5.7. Here, \( h \) denotes the mesh-size of the quasi-uniform triangulations. With a Zienkiewicz–Zhu (ZZ) a-posterior error estimator [59, 57] we could identify four singularities: the two right corners of the flag due to the non-convexity of the fluid domain and the corners on the left, where the flag is fixed, see Figure 5.3. Furthermore, in
Due to the pressure robustness of the $H(\text{div})$-conforming method, we can neglect the pressure $p$ and only use the gradient of the velocity $\mathbf{u}^f$ to estimate the fluid error \cite{34}. For the solid and deformation extension error we interpolate the first Piola–Kirchhoff stress tensor.

For the stationary FSI 1 benchmark we start with uniform polynomial degree two for the hp-refinement strategy. The results for hp-refinement is given in Table 5.8 and the estimated $L^2$-error of
Table 5.3. Refinement levels and number of elements for uniform refinement, hp refinement with boundary layers around circle, hp refinement with boundary layers around cylinder and flag (each 4 levels), and hp refinement without boundary layers (8 levels).

| lvl | ndof | \( u_x \times 10^{-5} \) | \( u_y \times 10^{-4} \) | drag | lift |
|-----|------|-----------------|-----------------|------|------|
| 0   | 7257 | 2.2390          | 8.7913          | 14.3194 | 0.79752 |
| 1   | 28242 | 2.2721         | 8.0243          | 14.2829 | 0.75635 |
| 2   | 110010 | 2.2692       | 8.2039          | 14.2934 | 0.76405 |
| 3   | 432738 | 2.2694      | 8.2041          | 14.2939 | 0.76442 |
| 4   | 1588   | 2.2716         | 8.2184          | 14.2958 | 0.76482 |
| 5   | 487    | 2.2697         | 8.2023          | 14.2942 | 0.76440 |
| 6   | 497    | 2.2697         | 8.1988          | 14.2941 | 0.76439 |
| 7   | 595    | 2.2697         | 8.1978          | 14.2940 | 0.76436 |
| 8   | 605    | 2.2697         | 8.1954          | 14.2940 | 0.76433 |

Table 5.4. Results for FSI 1 benchmark with uniform refinement p2 HDG.

| lvl | ndof | \( u_x \times 10^{-5} \) | \( u_y \times 10^{-4} \) | drag | lift |
|-----|------|-----------------|-----------------|------|------|
| 0   | 11595 | 2.2755          | 8.1076          | 14.2936 | 0.77417 |
| 1   | 44858 | 2.2702         | 8.1965          | 14.2941 | 0.76458 |
| 2   | 175002 | 2.2695       | 8.2065          | 14.2942 | 0.76446 |
| 3   | 689762 | 2.2696      | 8.2009          | 14.2941 | 0.76439 |
| 4   | 259514 | 2.2697         | 8.2023          | 14.2942 | 0.76440 |
| 5   | 1024866 | 2.2697     | 8.1988          | 14.2941 | 0.76437 |
| 6   | 417    | 2.2697         | 8.1954          | 14.2940 | 0.76436 |
| 7   | 433    | 2.2697         | 8.1954          | 14.2940 | 0.76433 |
| 8   | 459    | 2.2697         | 8.1954          | 14.2940 | 0.76433 |

Table 5.5. Results for FSI 1 benchmark with uniform refinement p3 HDG.

| lvl | ndof | \( u_x \times 10^{-5} \) | \( u_y \times 10^{-4} \) | drag | lift |
|-----|------|-----------------|-----------------|------|------|
| 0   | 17153 | 2.2716          | 8.2184          | 14.2958 | 0.76482 |
| 1   | 66354 | 2.2696         | 8.2092          | 14.2944 | 0.76447 |
| 2   | 259514 | 2.2697       | 8.2023          | 14.2942 | 0.76440 |
| 3   | 1024866 | 2.2697     | 8.1988          | 14.2941 | 0.76437 |
| 4   | 48393 | 2.2697         | 8.1954          | 14.2940 | 0.76436 |
| 5   | 61697 | 2.2697         | 8.1954          | 14.2940 | 0.76433 |
| 6   | 76861 | 2.2697         | 8.1954          | 14.2940 | 0.76433 |
| 7   | 95447 | 2.2697         | 8.1954          | 14.2940 | 0.76433 |
| 8   | 95447 | 2.2697         | 8.1954          | 14.2940 | 0.76433 |

Table 5.6. Results for FSI 1 benchmark with uniform refinement p4 HDG.

| lvl | ndof | \( u_x \times 10^{-5} \) | \( u_y \times 10^{-4} \) | drag | lift |
|-----|------|-----------------|-----------------|------|------|
| 0   | 23931 | 2.2709          | 8.2135          | 14.2959 | 0.76454 |
| 1   | 92730 | 2.2697         | 8.2053          | 14.2943 | 0.76443 |
| 2   | 363546 | 2.2697      | 8.2003          | 14.2941 | 0.76438 |
| 3   | 1438050 | 2.2697     | 8.1978          | 14.2940 | 0.76436 |
| 4   | 48393 | 2.2697         | 8.1954          | 14.2940 | 0.76434 |
| 5   | 61697 | 2.2697         | 8.1954          | 14.2940 | 0.76434 |
| 6   | 76861 | 2.2697         | 8.1954          | 14.2940 | 0.76434 |
| 7   | 95447 | 2.2697         | 8.1954          | 14.2940 | 0.76434 |
| 8   | 95447 | 2.2697         | 8.1954          | 14.2940 | 0.76434 |

Table 5.7. Results for FSI 1 benchmark with uniform refinement p5 HDG.

| lvl | ndof | \( u_x \times 10^{-5} \) | \( u_y \times 10^{-4} \) | drag | lift |
|-----|------|-----------------|-----------------|------|------|
| 0   | 397   | 2.2391          | 8.79420         | 14.3195 | 0.79791 |
| 1   | 12021 | 2.2734         | 8.06994         | 14.2904 | 0.77411 |
| 2   | 18245 | 2.2696         | 8.19171         | 14.2931 | 0.76478 |
| 3   | 26651 | 2.2697         | 8.19438         | 14.2939 | 0.76434 |
| 4   | 36227 | 2.2696         | 8.19507         | 14.2940 | 0.76436 |
| 5   | 48393 | 2.2697         | 8.19540         | 14.2940 | 0.76434 |
| 6   | 61697 | 2.2697         | 8.19540         | 14.2940 | 0.76434 |
| 7   | 76861 | 2.2697         | 8.19541         | 14.2940 | 0.76434 |
| 8   | 95447 | 2.2697         | 8.19543         | 14.2940 | 0.76434 |

Table 5.8. Results for FSI 1 benchmark with hp-refinement HDG.
the uniform $h$ and hp-refinement strategy with respect to the number of degrees of freedom -see Table 5.3- is shown in Figure 5.6. One can observe that the uniform $h$-refinement strategy leads to a loss of the optimal convergence rate when the error at the singularities becomes dominant, whereas the hp-refinement does not suffer from this behavior as the singularities are resolved. The values given in Table 5.8 agree with the comparison results in [52]. In Figure 5.7 it is reported how the values become stationary after $t = 8$.

The FSI 2 benchmark involves quite large deformations of the elastic beam, see Figure 5.8. As we use three hp-refinement stages the initial polynomial degree is set to four. After time $t = 12$ the
Figure 5.8. FSI 2 snapshot at $t = 10.24$ for the coarsest mesh and $\tau = 0.004$.

| ref | $\tau$  | $u_x$ [$\times 10^{-2}$] | $u_y$ [$\times 10^{-2}$] | lift |
|-----|---------|---------------------------|---------------------------|------|
| 0   | 0.004   | $-1.459 \pm 1.255$       | $0.132 \pm 8.080$        | 1.283 $\pm$ 230.922 |
| 0   | 0.002   | $-1.464 \pm 1.257$       | $0.132 \pm 8.098$        | 1.072 $\pm$ 233.289 |
| 0   | 0.001   | $-1.466 \pm 1.259$       | $0.132 \pm 8.106$        | 1.023 $\pm$ 234.169 |
| 1   | 0.004   | $-1.499 \pm 1.282$       | $0.126 \pm 8.197$        | 0.826 $\pm$ 236.543 |
| 1   | 0.002   | $-1.504 \pm 1.285$       | $0.126 \pm 8.216$        | 0.566 $\pm$ 239.239 |
| 1   | 0.001   | $-1.507 \pm 1.286$       | $0.126 \pm 8.224$        | 0.505 $\pm$ 240.201 |
| 2   | 0.004   | $-1.502 \pm 1.285$       | $0.125 \pm 8.206$        | 0.770 $\pm$ 236.896 |
| 2   | 0.002   | $-1.508 \pm 1.287$       | $0.125 \pm 8.225$        | 0.511 $\pm$ 239.600 |
| 2   | 0.001   | $-1.510 \pm 1.289$       | $0.125 \pm 8.233$        | 0.450 $\pm$ 240.562 |
| 3   | 0.004   | $-1.503 \pm 1.285$       | $0.125 \pm 8.207$        | 0.722 $\pm$ 236.897 |
| 3   | 0.002   | $-1.508 \pm 1.288$       | $0.125 \pm 8.225$        | 0.457 $\pm$ 239.593 |
| 3   | 0.001   | $-1.511 \pm 1.290$       | $0.125 \pm 8.234$        | 0.394 $\pm$ 240.554 |

Table 5.9. Results for FSI 2 with hp-refinement HDG and boundary layers around cylinder.

Figure 5.9. Displacements $u_x$, $u_y$ at control point A and drag, lift forces for FSI 2 benchmark.

solutions start to become oscillating, see Figure 5.9. The results, which can be found in Table 5.9, correspond with [51, 56].
In the FSI 3 benchmark example the deformation does not become that critical as in FSI 2. Instead, due to the higher fluid velocity speed, the beam oscillates faster and thus, a smaller time step is needed. After time $t = 5$ the solutions start to become periodically, see Figure 5.10. The results are listed in Table 5.10 where we observed a good match with [52].
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Appendix A. Computation of derivatives of Piola transformation

A straight forward calculation and the identity
\[ \partial_{\hat{\epsilon}_i} \det(A) = \text{cof}(A) : \partial_{\hat{\epsilon}_i} A, \]  
(A.1)

with co\(f(A)\) denoting the cofactor matrix of \(A\) gives, with sum convention over \(k\),
\[ \partial_{\hat{\epsilon}_i} \left( \frac{1}{J} F u \right)_i = \partial_{\hat{\epsilon}_i} \left( \frac{1}{J} F_{ik} u_k \right) \]
\[ = -\frac{1}{J^2} (\partial_{\hat{\epsilon}_i} J)(F u)_i + \frac{1}{J} \left( \partial_{\hat{\epsilon}_i} F_{ik} u_k + F_{ik} \partial_{\hat{\epsilon}_i} u_k \right) \]
\[ = -\frac{1}{J^2} \text{cof}(F) : \partial_{\hat{\epsilon}_i} F(F u)_i + \frac{1}{J} \left( H_{jk}^i u_k + F_{ik} \partial_{\hat{\epsilon}_i} u_k \right) \]
\[ = -\frac{1}{J} F^{-T} : \partial_{\hat{\epsilon}_i} F(F u)_i + \frac{1}{J} \left( (H^i u)_j + (F \nabla_{\hat{x}} u)_{ij} \right), \]  
(A.2)

where the identity \(\text{cof}(A) = \det(A) A^{-T}\) was used.

For the second part the product rule and Schwarz’s Theorem yields
\[ \frac{\partial}{\partial t} \left( \frac{1}{J} F u \right) = -\frac{\partial J}{\partial t} F u + \frac{1}{J} \nabla_{\hat{x}} \hat{\varphi} u + \frac{1}{J} F \dot{u} \]
\[ = \frac{1}{J} (\nabla_{\hat{x}} \hat{\varphi} - J \text{tr}(\nabla_{\hat{x}} \hat{\varphi} F^{-1}) F) u + \frac{1}{J} F \dot{u} \]
\[ = \frac{1}{J} (\nabla_{\hat{x}} \hat{\varphi} - \text{tr}(\nabla_{\hat{x}} \hat{\varphi} F^{-1}) F) u + \frac{1}{J} F \dot{u}, \]  
(A.3)

where we exploited the following well known identities
\[ \frac{\partial}{\partial t} \det(F) = J \text{div}(\hat{\varphi}) = J \text{tr}(\nabla_{\hat{x}} \hat{\varphi} F^{-1}). \]  
(A.4)
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