Long wave expansions for water waves over random topography
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Abstract

In this paper, we study the motion of the free surface of a body of fluid over a variable bottom, in a long wave asymptotic regime. We focus on the two-dimensional case, assuming that the bottom of the fluid region can be described by a stationary random process $\beta(x, \omega)$ whose variations take place on short length scales and which are decorrelated on the length scale of the long waves. This is a question of homogenization theory in the scaling regime for the Boussinesq and Korteweg–de Vries equations.

The analysis is performed from the point of view of perturbation theory for Hamiltonian partial differential equations (PDEs) with a small parameter, in the context of which we perform a careful analysis of the distributional convergence of stationary mixing random processes. We show in particular that the problem does not fully homogenize, and that the random effects are as important as dispersive and nonlinear phenomena in the scaling regime that is studied. Our principal result is the derivation of effective equations for surface water waves in the long wave small amplitude regime, and a consistency analysis of these equations, which are not necessarily Hamiltonian PDEs. In this analysis we compute the effects of random modulation of solutions, and give an explicit expression for the scattered component of the solution due to waves interacting with the random bottom. We show that the resulting influence of the random topography is expressed in terms of a canonical process, which is equivalent to a white noise through Donsker’s invariance principle, with one free parameter being the variance of the random process.

Mathematics Subject Classification: 76B15, 35Q53, 76M50, 60F17
1. Introduction

The problem of surface water waves over an uneven bottom is a classical problem of fluid mechanics, and it is relevant to coastal engineering and ocean wave dynamics. In this paper, we investigate how the presence of bottom topography affects the equations describing the limit of solutions in the long wave regime. We assume that the bottom is modelled by a stationary random process which is mixing, whose variations and whose correlation length manifest themselves on length scales that are short compared with the scale of the surface waves. In a previous work [8], we addressed the long wave limit of surface waves in two and three dimensions over a bottom which has periodic variations over short scales, in which we showed that the problem fully homogenizes. That is to say, the free surface motion can be described by a partial differential equation (PDE) with constant effective coefficients, where the dependence over short scales is manifested by coefficients which are ensemble averages. This has also been the object of a recent study by Garnier et al [14] using different methods. In contrast, in this work, we show that random, realization dependent effects are retained in the description of the solution. The latter papers and the present one are reappraisals and extensions of an earlier work by Rosales and Papanicolaou [26].

Our approach uses a formulation in terms of perturbation theory for Hamiltonian PDEs, coupled with a detailed analysis of stationary ergodic processes which have mixing properties and which are considered as tempered distributions. As a first result we give an appropriate form of the Boussinesq equations. Secondly, following a series of changes of variables, we derive a system of coupled Korteweg–de Vries (KdV)-like equations for the two components of the solution; these describe a wave propagating predominantly to the right, and a ‘small’ scattered wave propagating to the left. We then extract a limiting system of two effective equations through a consistency analysis. Specifically, we solve the effective system, which is composed of an equation similar to the KdV for the wave propagating to the right with a random component to its velocity and a scattered wave propagating to the left. We give explicit formulae for the dominant contributions and the first corrections to this solution, quantifying the effects of the random modulation of position and amplitude. We also calculate that the scattered waves are given by a superposition of white noise processes. From these expressions, we compute a posteriori all the terms that have been neglected in the effective system, and prove that they are indeed of higher order. This evaluation relies on scale separation lemmas, which in turn follow from Donsker’s invariance principle. In particular we identify the canonical limiting distributions which contribute to the random asymptotic behaviour of solutions, we quantify both random phase and random amplitude variations of solutions, and in addition, we extend the long wave analysis over random topography to general stationary mixing processes.

The asymptotic system of equations that results from this analysis consists of a KdV equation with an additional linear term, and a transport equation for the scattered component driven by an inhomogeneous forcing term. The additional nonzero linear term, which either stabilizes or destabilizes solutions depending upon the sign of its coefficient, in turn depends on the statistics of the bottom variations. The presence of this term is the consequence of a subtle calculation, and to our knowledge, it has not been previously observed. In case these statistics are spatially reversible, the relevant coefficient vanishes and the equation reduces to the usual KdV. There has been a lot of interest in wave motion in basins with nonconstant bathymetry, due to its hydrodynamic importance. The earlier work of Howe (1971) [18] and the paper of Rosales and Papanicolaou (1983) [26] give an asymptotic analysis of nonlinear water waves equations with rapidly varying topography. Recent references to the theory of linear waves in this general setting include the papers of Nachbin and Solna (2003) [23] and Fouque et al [13].
for the viewpoint of linear transport theory in a random medium. The nonlinear shallow water equations as well as a Boussinesq system and other dispersive models are addressed in Muñoz Grajales and Nachbin [22] and Garnier and Nachbin [16]. Further recent contributions which take into account the combined effect of randomness and nonlinearity include the series of papers by Mei and Hancock (2003) [20] and Gratiacoupl and Mei (2003) [17] on the modulational scaling regime, and its extensions to the three-dimensional case in Pihl (2002) [25]. This work focuses on the temporal behaviour of ensemble averages of solutions, giving the result that they satisfy a nonlinear Schrödinger equation with an additional dissipative term. The analogue of this picture in the long wave scaling regime appears in Mei and Li (2004) [21], where the bottom is assumed random but varies on the same spatial scale as the surface waves. In [15], Garnier et al address the problem of solitary waves over a random topography modelled by a reduced Boussinesq system, for which they derive an effective dissipative KdV equation for the principal part of the solution. Wave propagation occurs in a random characteristic coordinates, similar to [26] and this work, although we remark that the scaling assumptions on the bottom variations are different.

There is a history of rigorous analysis of the initial value problem for the water wave equations and their limiting equations in the long wave asymptotic regime. Most of this work concerns the case of fluid domains with a flat bottom. The papers that address the KdV limit include Kano and Nishida (1986) [19], Craig (1985) [6], Schneider and Wayne (2000) [27], Wright (2005) [29] and Bona et al (2005) [4]. A recent paper which addresses specifically the Boussinesq scaling limit of the problem on a rigorous basis, and categorizes the well-posed possible limits is Bona et al (2002) [3]. There has been several papers giving a rigorous analysis of the initial value problem of water waves over a variable bottom, including Yoshihara (1983) [30] on the two-dimensional problem and Alvarez-Samaniego and Lannes (2008) [1] on the two- and three-dimensional problems, and a recent paper by Chazel (2007) [5]. The paper [1] considers the issue of convergence in various scaling regimes governed by long wave models. These results are in the context of a deterministic problem, with a small amplitude bottom pertubation, varying spatially on the same scale as the waves in the surface. As far as we know, there are currently no rigorous analytic results for the Euler equations in the limit of the KdV or Boussinesq scaling regimes, in which the bottom variations occur on a short length scale, and are averaged under the nonlinear evolution of water waves.

Our principal results address two-dimensional settings, although the overall setup of the equations, and much of the analysis could go through for dimension $n = 3$. Furthermore, our results are not in the class of fully rigorous analysis because of the lack of an appropriate long time existence theorem and a priori estimate for initial value problem for Euler’s equations in the scaling we consider. Such results are long term goals of our project on water waves with random bathymetry.

The paper is organized as follows. Section 2 describes the problem of water waves in its Hamiltonian form, the Dirichlet–Neumann operator in the presence of a variable bottom and the spatial scaling regime appropriate for the long wave problem. Section 3 presents the setting of stationary ergodic and mixing processes in which we work, and gives the relevant scale separation lemmas. This is the key of the paper. It furthermore gives an analysis of the natural regularization of characteristic coordinates that are applied to the KdV scaling limit. The Boussinesq regime is presented in section 4, while the more detailed KdV regime is taken up in section 5. The main issue of this analysis is that the scattering of waves by the bottom variations is strong and it must be shown that the standard KdV ansatz of unidirectional propagation remains valid despite this. The consistency analysis of the resulting asymptotic system of equation is the most detailed part of this paper. Finally, section 6 presents some remarks on the process of ensemble averaging.
2. Hamiltonian formulation

This section gives the derivation of the basic equations of motion of dynamic free surfaces in the long wave scaling regime. The approach that we take is by a reformulation of the evolution equations as a Hamiltonian system of PDEs, following the classical idea of Zakharov [9, 31].

The long wavelength scaling is introduced as a transformation of canonical variables, in addition to which we introduce the roughness scaling of the bottom topography. The result is a Hamiltonian which depends upon the small parameter $\varepsilon$, which is analysed in the Boussinesq regime in section 4, and in the KdV scaling regime with scattering in section 5.

2.1. Hamilton equations

The time-dependent fluid domain consists of the region $S(\beta, \eta) = \{(x, y) \in \mathbb{R}^{n-1} \times \mathbb{R} : -h + \beta(x) < y < \eta(x, t)\}$, in which the fluid velocity is represented by the gradient of a velocity potential,

$$u = \nabla \Phi, \quad \Delta \Phi = 0.$$  \hspace{1cm} (2.1)

The dependent variable $\eta(x, t)$ denotes the surface elevation, and $\beta(x)$ denotes the variation of the bottom of the fluid domain from its mean value. The bottom variations are chosen from a statistical ensemble $(\Omega, M, P)$, which is indicated by the notation $\beta = \beta(x, \omega)$. The details of the ensemble and the associated probabilistic properties are described in section 3.1.

On the bottom boundary $\{y = -h + \beta(x)\}$, the velocity potential obeys Neumann boundary conditions

$$\nabla \Phi \cdot N(\beta) = 0,$$  \hspace{1cm} (2.2)

where $N(\beta) = (1 + |\partial_x \beta|^2)^{-1/2} (\partial_x \beta, -1)$ is the exterior unit normal.

The top boundary conditions are the usual kinematic and Bernoulli conditions imposed on $\{(x, y) : y = \eta(x, t)\}$, namely,

$$\partial_t \eta = \partial_t \Phi - \partial_x \eta \cdot \partial_x \Phi, \quad \partial_t \Phi = -g \eta - \frac{1}{2} |\nabla \Phi|^2.$$  \hspace{1cm} (2.3)

The asymptotic analysis in this paper is initiated from the point of view of the perturbation theory of a Hamiltonian system with respect to a small parameter. For this purpose we describe the water wave problem as a Hamiltonian system with infinitely many degrees of freedom. In [31], Zakharov poses the equations of evolution (2.1)–(2.3) in the form of a Hamiltonian system in the canonical variables $(\eta(x), \xi(x))$ where one defines $\xi(x) = \Phi(x, \eta(x))$, the boundary values of the velocity potential on the free surface. The evolution equations take the classical form

$$\partial_t \begin{pmatrix} \eta \\ \xi \end{pmatrix} = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix} \begin{pmatrix} \delta_\eta H \\ \delta_\xi H \end{pmatrix} = J \delta H$$  \hspace{1cm} (2.4)

with the Hamiltonian functional given by the expression of the total energy

$$H = \int \int_{-h+\beta(x)}^{\eta(x)} \frac{1}{2} |\nabla \Phi(x, y)|^2 \, dy \, dx + \int g \eta^2(x) \, dx$$

$$= \int \frac{1}{2} \xi(x) G(\beta, \eta) \xi(x) \, dx + \int g \eta^2(x) \, dx.$$  \hspace{1cm} (2.5)

The Dirichlet–Neumann operator $G(\beta, \eta)$ is the singular integral operator with which one expresses the normal derivative of the velocity potential on the free surface. It is a function of the boundary values $\xi(x)$ and of the domain itself, as parametrized by $\beta(x)$ and $\eta(x)$, which
define, respectively, the lower and the upper boundaries of the fluid domain \(S(\beta, \eta)\). That is,

\[
\Phi_1(x, y) \quad \text{satisfy the boundary value problem}
\]

\[
\Delta \Phi_1 = 0 \quad \text{in} \quad S(\beta, \eta),
\]

\[
\nabla \Phi_1 \cdot N(\beta) = 0 \quad \text{on the bottom boundary} \quad \{y = -h + \beta(x)\},
\]

\[
\Phi_1(x, \eta(x)) = \xi(x) \quad \text{on the free surface} \quad \{y = \eta(x)\}. \tag{2.6}
\]

The Dirichlet–Neumann operator is expressed as follows:

\[
G(\beta, \eta) \xi(x) = \nabla \Phi_1(x, \eta(x)) \cdot N(\eta)(1 + |\partial_x \eta|^2)^{1/2}, \tag{2.7}
\]

where \(N(\eta)\) is the exterior unit normal on the free surface. It is clearly a linear operator in \(\xi\) and it is self-adjoint with this normalization. However it is nonlinear with explicitly nonlocal behaviour in \(\beta(x)\) and \(\eta(x)\). The form of this operator, and its description in terms of \(\beta\) and \(\eta\) are given in the next section.

2.2. Description of \(G(\beta, \eta)\)

This formulation is valid for any number of space dimensions, however in this paper, we focus on the case \(n = 2\). In the undisturbed case in which the bottom is flat, the solution is formally given by a Fourier multiplier operator in the \(x\)-variable. Using the notation that \(\partial_x = iD\);

\[
\Phi_1(x, y) = \int\int e^{ik(x-x')} \frac{\cosh(k(y+h))}{\cosh(kh)} \xi(x') \, dx' \, dk = \cosh((y+h)D) \cosh(hD) \xi(x). \tag{2.8}
\]

When the bottom topography is nontrivial, as represented by \(\{y = -h + \beta(x)\}\), expression (2.8) is modified by adding a second term in order that the solution satisfies the bottom boundary conditions

\[
\Phi(x, y) = \frac{\cosh((y+h)D)}{\cosh(hD)} \xi(x) + \sinh(yD)(L(\beta)\xi)(x). \tag{2.9}
\]

The first term in (2.9) satisfies the homogeneous Neumann condition at \(y = -h\) while the second term satisfies the homogeneous Dirichlet condition at \(y = 0\). The operator \(L(\beta)\) in the second term acts on the boundary data \(\xi(x)\) given on the free surface. In [8] we analysed \(L(\beta)\) in a nonperturbative case, where \(|\beta|_{C^1} \sim O(1)\). Here we are restricted to a perturbative regime, where we describe the expansion of the operator \(G(\beta, \eta)\) for small but arbitrary \(C^1\) perturbations \(\eta(x)\) of the surface, and small \(C^1\) bottom variations \(\beta(x)\).

At order \(O(1)\) and \(O(\eta)\), one gets \(G^{(0)} = D \tanh(hD) + DL(\beta)\) and \(G^{(1)} = D\eta D - G^{(0)}G^{(0)}\). At higher order, one finds the same recursion formula for \(G^{(i)}\) as for the case of a flat bottom [9] except that the role of the operator \(G_0 = D \tanh(hD)\) is now replaced by \(G^{(0)}\).

Since we allow bottom perturbations to be of order \(O(\epsilon)\), we will use a recursion formula given in [8] for \(L(\beta)\) in powers of \(\beta\).

\[
L(\beta) = L_1(\beta) + L_2(\beta) + \cdots \tag{2.10}
\]

with the first terms being

\[
L_1(\beta) = -\text{sech}(hD)\beta \text{ sech}(hD)D, \tag{2.11}
\]

\[
L_2(\beta) = \text{sech}(hD)\beta D \sinh(hD)L_1 = -\text{sech}(hD)\beta D \tanh(hD)\beta D \text{ sech}(hD). \tag{2.12}
\]

General formulae are presented in [8] together with a Taylor expansion of the Dirichlet–Neumann operator \(G(\beta, \eta)\) in powers of both \(\beta\) and \(\eta\). In the analysis of this paper, we will need only the terms up to second order in \(\beta\).
The Hamiltonian is thus expanded in powers of $\eta$ and $\beta$ in the form
\begin{equation}
H(\eta, \xi; \beta) = \frac{1}{2} \int (\xi D \tanh(hD)\xi + g\eta^2) \, dx \\
- \frac{1}{2} \int \xi D\text{sech}(hD)\beta D\text{sech}(hD)\xi \, dx \\
+ \frac{1}{2} \int \xi (D\eta D - D \tanh(hD)\eta D \tanh(hD))\xi \, dx \\
- \frac{1}{2} \int \xi (D\text{sech}(hD)\beta D \tanh(hD)\beta D\text{sech}(hD))\xi \, dx \\
+ \mathcal{O}(|\beta|_C^3 \|\partial_x \xi\|_{H^1}^2) + \mathcal{O}(|\eta|_C^1 |\beta|_C^1 \|\partial_x \xi\|_{H^1}^2) + \mathcal{O}(|\eta|_C^1 \|\partial_x \xi\|_{H^1}^3).
\end{equation}
(2.13)

By integration by parts,
\begin{equation}
H(\eta, \xi; \beta) = \frac{1}{2} \int (\xi D \tanh(hD)\xi + g\eta^2) \, dx - \frac{1}{2} \int \beta D\text{sech}(hD)\xi \, dx \\
+ \frac{1}{2} \int \xi (D\eta D - D \tanh(hD)\eta D \tanh(hD))\xi \, dx \\
- \frac{1}{2} \int (D\text{sech}(hD)\xi) \beta D \tanh(hD)\beta D\text{sech}(hD)\xi \, dx \\
+ \mathcal{O}(|\beta|_C^3 \|\partial_x \xi\|_{H^1}^2) + \mathcal{O}(|\eta|_C^1 |\beta|_C^1 \|\partial_x \xi\|_{H^1}^2) + \mathcal{O}(|\eta|_C^1 \|\partial_x \xi\|_{H^1}^3),
\end{equation}
(2.14)

which is the starting point for our asymptotic expansion.

2.3. Spatial scaling and the scaled Hamiltonian

The subject of this paper is the case where the bottom varies on a short length scale, while the solutions up to principal order vary on a longer scale. We take $\beta = \beta(x; \omega)$ to be a $C^1$ stationary process of zero mean value that satisfies properties of ergodicity and mixing; these properties are described more precisely in section 3.

We rewrite the Hamiltonian (2.14) in terms of the canonical variables $(\eta, u = \partial_x \xi)$, giving the result
\begin{equation}
H(\eta, u; \beta) = \frac{1}{2} \int u D^{-1} \tanh(hD)u + g\eta^2 \, dx - \frac{1}{2} \int \beta(x) (\text{sech}(hD)u)^2 \, dx \\
+ \frac{1}{2} \int u (\eta - \tanh(hD)\eta \tanh(hD))u \, dx \\
- \frac{1}{2} \int \text{sech}(hD)u (\partial_x \beta D \tanh(hD)u) \, dx + R(\eta, u, \beta),
\end{equation}
(2.15)

where the remainder $R(\eta, u, \beta) = \mathcal{O}(|\beta|_C^3 \|u\|_{H^1}^2) + \mathcal{O}(|\eta|_C^1 |\beta|_C^1 \|u\|_{H^1}^2) + \mathcal{O}(|\eta|_C^3 \|u\|_{H^1}^2)$. The change of variables $(\eta, \xi) \mapsto (\eta, u)$ invokes a change of symplectic form, as described in [7]. Namely, given a transformation in general, $w \mapsto v = f(w)$, Hamilton’s equations
\[
\partial_t w = J_0 \delta_w H(w)
\]
are transformed into
\[
\partial_t v = J_1 \delta_v H_1(v),
\]
where $H_1(v) = H(f^{-1}(v))$ and
\[
J_1 = \partial_w f (\partial_w f)^T,
\]
for $\partial_w f$ the Jacobian of the transformation $f$. In our case $w = (\eta, \xi)^T$ and $v = (\eta, u)^T$, therefore
\[
J = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix}, \quad J_1 = \begin{pmatrix} 0 & -\partial_\eta \\ -\partial_\xi & 0 \end{pmatrix}.
\tag{2.16}
\]

The basic long wave scaling for the problem of surface water waves maintains a balance between linear dispersive and nonlinear effects in the dynamics of surface evolution. The scaling regime that anticipates this balance is given by the transformation
\[
\varepsilon x = X, \quad u(x) = \varepsilon^2 \tilde{u}_\varepsilon(X), \quad \eta(x) = \varepsilon^2 \tilde{\eta}_\varepsilon(X).
\tag{2.17}
\]
This scaling transformation results in a further modified symplectic structure $J_2 = \varepsilon^{-3} J_1$. The regime in which we incorporate the effects of bottom variations is specified by the scaling
\[
\beta(x; \omega) = \varepsilon \tilde{\beta}(X/\varepsilon; \omega),
\tag{2.18}
\]
where $\tilde{\beta}(x; \omega) \in C^1$ for a.e. realizations $\omega \in \Omega_1$.

We assume that the remainder term $R(\tilde{\eta}_\varepsilon, \tilde{u}_\varepsilon, \varepsilon \tilde{\beta})$ is of size $o(\varepsilon^5)$, which is of higher order in $\varepsilon$ than the quantities which we will retain in the Hamiltonian. This is a natural assumption given the formal scaling order of these terms of the Hamiltonian, but it is not at present a rigorous result as it depends upon quite subtle cancellations in the asymptotics of expansions of Fourier multiplier operators in multiple scale regimes. Nonetheless it is a reasonable assumption, and it is in fact under further study in the bigger context of our research programme.

In order to derive the scaled Hamiltonian, we need to examine the asymptotic expansion of the Dirichlet–Neumann operator $G(\beta, \eta)$ in a multiple scale regime. Recall that a pseudo-differential operator acting on a multiple scale function $f(x, X)$, where we take $(x, X) \in \mathbb{R}^2d$ and then set $X = \varepsilon x$, has an asymptotic expansion (see [10] for details). In the simple case of a Fourier multiplier, let $m(D)$ be an operator acting on a function $f$, defined by
\[
(m(D)f)(x) = \frac{1}{(2\pi)^d} \int e^{i k \cdot (x-x')} m(k) f(x') \, dx' \, dk.
\tag{2.19}
\]
When $m(D)$ acts on a multiple scale function $f(x, X)$ with $X = \varepsilon x$, then $D_x + \varepsilon D_X$ substitutes for $D_x$, giving
\[
m(D)f(x, X) = \frac{1}{(2\pi)^d} \int e^{i k \cdot (x-x')} \left( \sum_{\alpha, |\alpha| = 0} \frac{m^{(\alpha)}(k)}{\alpha!} \varepsilon^{|\alpha|} D_X^{\alpha} \right) f(x', X) \, dx' \, dk
\]
\[
+ \frac{1}{(2\pi)^d} \int e^{i k \cdot (x-x')} R^{(J)}_\varepsilon f(x', X) \, dx' \, dk
\]
\[
= m(D_x) f + \varepsilon m'(D_x) D_X f + \cdots.
\tag{2.20}
\]
There are rigorous estimates on the remainder term $R^{(J)}_\varepsilon f$ under natural hypotheses on the target function $f$.

**Lemma 2.1.** Let $m(k)$ be a Fourier multiplier which is a classical symbol of order $r$ and (for convenience) consider $J \geq r$. For fixed $f(X) \in H^J(\mathbb{R}^d)$, then
\[
\left\| (m(D_x) f - \sum_{\alpha, |\alpha| = 0} \frac{\varepsilon^{|\alpha|} m^{(\alpha)}(0) D_X^{\alpha}}{\alpha!} f) \right\|_{L^2} := \left\| R^{(J)}_\varepsilon f \right\|_{L^2} \leq o(\varepsilon^J) \left\| D_X^{J} f \right\|_{L^2}.
\]
Lemma 2.2. Again let $m(k)$ be a classical symbol of order $r$, and take $J \geq r$. Assume that $m(k)$ satisfies the condition that
\[ \sum_{\alpha:|\alpha|=J+1} |\hat{m}^{\alpha}_k| dk < +\infty \] (2.21)
(this is automatically satisfied if $J \geq r + d$). Fix $f(X) \in H^J(\mathbb{R}^d)$, and suppose that $\beta(x) \in C^J$. Then
\[ \| (m(\varepsilon DX)(\beta f) - \sum_{\alpha:|\alpha|=0}^{J} \varepsilon^{|\alpha|} (m^{(|\alpha|)}(D_x) \beta) D_x^{|\alpha|} f) \|_{L^2} := \| R^{(J)}(\beta) f \|_{L^2} \]
(2.22)\]

The standard Fourier multipliers associated with the Dirichlet–Neumann operator in fluid domains such as ours will naturally satisfy the extra condition (2.21). The proof of these two scale separation lemmas is given in section 7.

Applying the scaling transformation (2.17) to the Hamiltonian and using asymptotic expansions for the various Fourier multipliers, we get
\[ H(\tilde{\eta}, \tilde{u}; \tilde{\beta}, \varepsilon) = \frac{\varepsilon^3}{2} \int (h\tilde{u}^2 + g\tilde{\eta}^2) dX - \frac{\varepsilon^4}{2} \int (h(X/\varepsilon)(\operatorname{sech}(\varepsilon h D_X))\tilde{u}^2) dX \\
+ \frac{\varepsilon^5}{2} \int \tilde{u} \left( \tilde{\eta} - \frac{h^3}{3} D_x^2 \right) \tilde{u} dX - \frac{\varepsilon^5}{2} \int (\operatorname{sech}(\varepsilon h D_X) \tilde{u}^2) \\
\times (\tilde{\beta}(X/\varepsilon)(D_x + \varepsilon D_X) \tanh(h(D_x + \varepsilon D_X)) \tilde{\beta}(X/\varepsilon) \operatorname{sech}(\varepsilon h D_X) \tilde{u}) dX \\
+ o(\varepsilon^5). \tag{2.23} \]

To simplify notation, we now drop the tildes over the variables $\beta, \eta, \xi$ and their subscript, although these quantities continue to be functions of the parameter $\varepsilon$. Expanding the operator $\operatorname{sech}(\varepsilon h D_X)$ in the second term in (2.23) gives
\[ \int \beta(X/\varepsilon)(\operatorname{sech}(\varepsilon h D_X) u)^2 dX = \int \beta(X/\varepsilon) \left( 1 - \frac{1}{2} \varepsilon^2 h^2 D_x^2 \right) u^2 dX + O(\varepsilon^4). \]
The last term of (2.23) is calculated in the same manner; expanding $(D_x + \varepsilon D_X) \tanh(h(D_x + \varepsilon D_X))$ we get
\[ (D_x + \varepsilon D_X) \tanh(h(D_x + \varepsilon D_X)) \beta(x) f(X) = (D_x \tanh(h D_x) \beta)(X/\varepsilon) f(X) + O(\varepsilon). \]
In the end we obtain,
\[ \int \operatorname{sech}(\varepsilon h D_X) u (\beta(X/\varepsilon)(D_x + \varepsilon D_X) \beta(X/\varepsilon) \operatorname{sech}(\varepsilon h D_X) u) dX \\
= \int \operatorname{sech}(\varepsilon h D_X) u (\beta(X/\varepsilon) D_x \tanh(h D_x) \beta(X/\varepsilon) \operatorname{sech}(\varepsilon h D_X) u) dX + \mathcal{O}(\varepsilon) \\
= \int \beta(x) D_x \tanh(h D_x) \beta(x) u^2 dX + \mathcal{O}(\varepsilon). \]

Assembling these terms, we arrive at the Hamiltonian which is the focal point of our further analysis;
\[ H(\eta, u; \beta, \varepsilon) = \frac{\varepsilon^3}{2} \int \left[ (h - \varepsilon \beta(X/\varepsilon) - \varepsilon^2 \beta(X/\varepsilon) D_x \tanh(h D_x) \beta(X/\varepsilon)) u^2 + g \eta^2 \\
+ \varepsilon^2 \left( \eta u^2 - \frac{h^3}{3} u D_x^2 u \right) \right] dX + o(\varepsilon^5). \tag{2.24} \]
3. Homogenization and scale separation

The purpose of this section is to understand the asymptotic behaviour of integrals of the form

\[ \int_{-\infty}^{\infty} \gamma \left( \frac{X}{\varepsilon} \right) f(X) \, dX := Z_\varepsilon(\gamma, f), \quad (3.1) \]

where \( f(X) \) comes from expressions which involve the physical variables which depend only upon large spatial scales, and where \( \gamma(x) = \gamma(x; \omega) \) is a stationary ergodic process taken from the statistical ensemble \( \Omega \) from which our realizations of the bottom are sampled. Principle examples of such integral expressions in the Hamiltonian for water waves are

\[ \int_{-\infty}^{\infty} \beta \left( \frac{X}{\varepsilon}; \omega \right) |u(X)|^2 \, dX \quad (3.2) \]

as well as

\[ \int_{-\infty}^{\infty} (\beta D_x \tanh(h D_x) \beta) \left( \frac{X}{\varepsilon} \right) |u(X)|^2 \, dX \quad (3.3) \]

for \( u \in H^1 \). In our previous work [8], expressions of this form are analysed under the hypothesis that \( \beta \) was a periodic function of \( x \). In this paper, we are concerned with the case in which the bottom variations \( \beta(x, \omega) \) are decorrelated over large spatial scales, which is quantified with a mixing condition on \( \Omega \).

3.1. Stationary ergodic processes and mixing

We take our statistical ensemble of random bottom variations of the fluid domain to be modelled by a stationary ergodic process which will possess some properties of mixing. Mathematically, given a probability space \((\Omega, M, P)\) equipped with a group of \( P\)-measure preserving translations \( \{\tau_y : y \in \mathbb{R}\} \), and a function \( G : \Omega \to \mathbb{R} \), then a stationary process \( \gamma \) is given by \( \gamma(x; \omega) := G(\tau_x \omega) \). The notation for the probability of a set \( A \in M \) is \( P(A) \), and integrals of functions \( F \) over this probability space are denoted by

\[ \int_{\Omega} F \, dP = E(F). \quad (3.4) \]

We further require that the measure be ergodic with respect to \( \{\tau_y \}_{y \in \mathbb{R}} \), meaning that for any bounded measurable function \( F : \Omega \to \mathbb{R} \), then for \( P\)-almost every realization \( \omega \),

\[ \lim_{L \to \infty} \frac{1}{L} \int_0^L F(\tau_y \omega) \, dy = E(F). \quad (3.5) \]

For our purposes, we would like to take \( \Omega := C(\mathbb{R}) \) the space of bounded continuous functions, for which the one-parameter group of translations is just that, \( (\tau_y \gamma)(\cdot) = \gamma(\cdot + y) \), for \( y \in \mathbb{R} \). However it turns out that our sample space \( C(\mathbb{R}) \) must be enlarged to a subset of the space of tempered distributions \( S' \), as the process of taking limits invokes Donsker’s invariance principle, and the support of our limiting measures is on distributions corresponding to one (or several) derivatives of Brownian motion. The modelling of a random bottom will require properties of asymptotic independence of typical realizations with respect to the probability measure \((M, P)\), specifically that the translations \( \{\tau_y \}_{y \in \mathbb{R}} \) exhibit a mixing property with respect to it. There are several notions of mixing in the literature [12]. For simplicity, we adopt the notion of uniform strong mixing (called \( \alpha \)-mixing), although weaker conditions would also work in our setting. The stationary process defines a natural filtration on the probability space given by the \( \sigma \)-algebras \( M^u = \sigma(\gamma(y; \omega) : v \leq y \leq u) \). The notion
of $\alpha$-mixing is that there is a bounded function $\alpha(y)$ for which $\alpha(y) \to 0$ as $y \to \infty$ such that for any two sets $A \in \mathcal{M}_\infty$ and $B \in \mathcal{M}_0$ then
\[
P(A \cap \tau_y(B)) - P(A)P(B) < \alpha(y). \tag{3.6}
\]
Note that mixing implies the process is ergodic. So that Donsker's invariance principle will extend to this mixing process [24], we require that $\alpha(y) = O(1/y \log(y))$ for $y \to +\infty$ as well as
\[
\int_0^\infty \alpha(y) \, dy < +\infty. \tag{3.7}
\]
The integral (3.3) involves a nonlocal expression in the bottom variations $\beta(x)$, implying that the random processes we are led to analyse will never be perfectly decorrelated under any finite translation. Indeed, the spatial decay of the kernel of the operator $D \tanh(hD)$ implies a lower bound on $\alpha(y)$ of the form
\[
\alpha(y) > e^{-2hy},
\]
even for statistics of the actual realizations of the bottom variations $\beta(x; \omega)$ which are fully decorrelated under sufficiently large finite translations $|y| > R$.

For the zero mean process $\gamma$, define the covariance function $\rho_\gamma$ to be
\[
\rho_\gamma(y) := E(\gamma(0; \omega)\gamma(y; \omega)) = E(\gamma(0; \omega)\tau_y \gamma(0; \omega)), \tag{3.8}
\]
which is an even function of $y$ ([11, p 123] or [2, p 178]). The variance $\sigma_\gamma^2$ is given by the expression
\[
\sigma_\gamma^2 := 2 \int_0^\infty \rho_\gamma(y) \, dy.
\]
The integral exists because of the hypothesis of mixing of the underlying process. The variance can take on any value in $[0, +\infty)$, and we are principally concerned with the situation in which $\sigma_\gamma > 0$. To this end we note the following fact.

**Lemma 3.1.** When the process $\beta(x; \omega) = \partial_x \gamma(x; \omega)$, for $\gamma(x) \in C^1$, a zero mean, stationary process with the above mixing properties, then
\[
\sigma_\beta^2 = 0.
\]

**Proof.** By definition,
\[
\sigma_\beta^2 = 2 \int_0^{+\infty} E(\beta(0)\beta(y)) \, dy = 2 \int_0^{+\infty} E(\beta(x)\beta(x + y)) \, dy
\]
\[
= 2 \int_0^{+\infty} E(\partial_x \gamma(x)\partial_x \gamma(x + y)) \, dy = 2 \int_0^{+\infty} E(\partial_x \gamma(x)\partial_y \gamma(x + y)) \, dy
\]
\[
= 2 \int_0^{+\infty} \partial_y E(\partial_x \gamma(x)\gamma(x + y)) \, dy. \tag{3.9}
\]
Therefore by integrating,
\[
\sigma_\beta^2 = -2E(\partial_x \gamma(x)\gamma(x)) + 2E(\partial_y \gamma(x)\gamma(x + y))|_{y=+\infty} = -E(\partial_x \gamma^2(x)),
\]
because the process is mixing. Using the hypothesis of ergodicity,
\[
E(\partial_x \gamma^2(x)) = \lim_{T \to \infty} \frac{1}{T} \int_0^{T} \partial_x \gamma^2(x) \, dx = \lim_{T \to \infty} \frac{1}{T} \int_0^{T} (\gamma^2(x)) \Big|_{x=0}^T = 0. \tag{3.10}
\]
Thus the most interesting processes are those which are not derived from derivatives of another stationary process; this fact will be reflected in our analysis of the asymptotics of the integrals (3.1) in the next section.
3.2. Scale separation

The asymptotic analysis of Hamiltonians or PDEs which involve random coefficients needs to establish a clear criterion with which to characterize terms by their order parameter. In our present analysis, we view each term as a tempered distribution in space and time, namely, in $S'(\mathbb{R}^2)$. We consider a term $a(X, t; \varepsilon)$ to be of order $O(\varepsilon^r)$ if for any Schwartz class test function $\phi(X, t)$ the limit $\lim_{\varepsilon \to 0} \varepsilon^{-r} \int a(X, t; \varepsilon) \phi(X, t) dX dt$ exists. In this context, the terms of a PDE with random coefficients represent random ensembles of tempered distributions, say $\{a(X, t; \omega, \varepsilon) : \omega \in \Omega\} \subseteq S'(\mathbb{R}^2)$, which we state to be of order $O(\varepsilon^r)$ if for any test function $\phi(X, t) \in S(\mathbb{R}^2)$ the probability measures $dP_\varepsilon$ of $\varepsilon^{-r} \int a(X, t; \varepsilon, \omega) \phi(X, t) dX dt$ converges weakly to some $dP_0$. In this section we discuss the behaviour of such terms in the form

$$\int \gamma(X; t; \omega) v(X, t) \phi(X, t) dX dt,$$

$$\int \gamma_1(X; t; \omega) \gamma_2(X + ct; t; \omega) v(X, t) \phi(X, t) dX dt,$$

where $\gamma$ is a stationary mixing process, $v$ is a solution to one of the several differential equations under discussion and $\phi$ plays the role of a test function.

**Lemma 3.2.** For $\gamma(x; \omega)$ a stationary ergodic process and for $f(X) \in L^1(\mathbb{R})$, then for $P$-a.e. realization $\omega$,

$$\int_{-\infty}^{+\infty} f(X) \gamma \left( X, \omega \right) dX = \mathbb{E}(\gamma) \int_{-\infty}^{+\infty} f(X) dX + o(1).$$

**Proof.** For a Schwartz class function $f$, we have

$$\int_{-\infty}^{+\infty} f(X) \gamma \left( X, \omega \right) dX = \varepsilon \int_{-\infty}^{+\infty} f(X) \frac{d}{dX} \left( \int_{0}^{x} \gamma(s; \omega) ds \right) dX$$

$$= -\varepsilon \int_{-\infty}^{+\infty} X f'(X) \frac{X}{X} \int_{0}^{\gamma} \gamma(s; \omega) ds dX.$$

As $\varepsilon \to 0$, combining Birkhoff ergodic theorem

$$\varepsilon \int_{0}^{\gamma} \gamma(s; \omega) ds \to \mathbb{E}(\gamma)$$

with the dominated convergence theorem leads to

$$\int_{-\infty}^{+\infty} f(X) \gamma \left( X, \omega \right) dX \to -\mathbb{E}(\gamma) \int_{-\infty}^{+\infty} X f'(X) dX$$

(3.15)

and finally (3.12). In fact it suffices that $f \in L^1(\mathbb{R})$ for the result to hold. □

The immediate application of the lemma is to the integrals (3.2) and (3.3), at least to the order implied by lemma 3.2 for their mean values. Under the assumption that $\xi(X) \in H^1(\mathbb{R})$, the first of these vanishes up to order $o(1)$ as $\mathbb{E}(\beta) = 0$, at least for $P$-a.e. realization $\omega$. What is clear is that the fluctuations of (3.2) will play an important role in the derivation of the appropriate Hamiltonian equations of motion. The second integral (3.3) is less straightforward, as the mixing condition (3.7) is in competition with the integral operators represented by the Fourier multiplier operators of the expression. We have that

$$\int (\beta(x) D_x \tanh(h D_x) \beta(x))|_{x=\frac{X}{\epsilon}} u(X)^2 dX$$

$$\to \mathbb{E}(\beta D_x \tanh(h D_x) \beta) \int u(X)^2 dX.$$  (3.16)
There are two things to discuss with this statement. The first is that whenever $\gamma(x, \omega) \in C^1$ is stationary with regard to some probability space $(\Omega, M, \mathbb{P})$, then an order zero Fourier multiplier operator applied to $\gamma(x)$ is also stationary. Indeed, translation is respected
\[ m(D_x)\gamma(x, \tau y, \omega) = \frac{1}{2\pi} \int e^{ik(x-x')} m(k) \gamma(x', \omega) \, dx' \, dk \]
\[ = \frac{1}{2\pi} \int e^{ik(x-x')} m(k) \gamma(x-y, \omega) \, dx' \, dk \]
\[ = \frac{1}{2\pi} \int e^{ik((x-y)-x')} m(k) \gamma(x', \omega) \, dx' \, dk \]
\[ = m(D_x)\gamma(x-y, \omega). \] (3.18)

Furthermore, continuous functions of $\gamma \in C^1$, such as $g(\gamma) = (\gamma m(D_x)\gamma)(0)$ are measurable. By the ergodic theorem, for any bounded measurable $F$
\[ \lim_{L \to \infty} \frac{1}{L} \int_0^L F(\tau_x g(\gamma)) \, dx = \mathbb{E}(F(g)), \]
and therefore the process $\tau_x g(\gamma)$ is ergodic. Secondly, the expectation values of quadratic functions of $\gamma$ may be computed from the covariance function $\rho_\gamma$ of the stationary process. For example,
\[ \mathbb{E}(\gamma m(D_x)\gamma) = \lim_{y \to 0} \mathbb{E}(\gamma(x) m(D_x)\gamma(x-y)) \]
\[ = \lim_{y \to 0} \mathbb{E}(m(-D_x)\gamma(x)\gamma(x-y)) = \lim_{y \to 0} m(-D_x)\rho_\gamma(y) \]
\[ = m(-D_x)\rho_\gamma(0). \] (3.19)

Using these two facts, (3.16) is verified as the principal contribution from integral (3.3).

At the next level of approximation, we are drawn to study the variations of random processes about their averages. The mathematical result which governs this is Donsker’s invariance principle in a version which is appropriate for mixing processes, in the form of a functional central limit theorem. That is, if a family of processes has a limit in law, then any continuous functional converges in law to its values at the limiting process. The following lemmas are particular instances of this result, given in terms which are explicitly used in our analysis.

**Lemma 3.3** ([2]). Suppose that $\beta(x; \omega)$ is a stationary ergodic process which is mixing, with a rate $\alpha(y)$ which satisfies condition (3.7). Assume that $\mathbb{E}(\beta) = 0$ and that $\sigma_\beta \neq 0$. Define
\[ Y_\varepsilon(\beta)(X) = \sqrt{\varepsilon} \sigma_\beta \int_0^x \beta(y) \, dy. \] (3.20)

As $\varepsilon$ tends to zero, we have, in the sense of convergence in law that
\[ Y_\varepsilon(\beta)(X) \to B(X), \]
where $B_\omega(X) = B(X)$ is a normalized Brownian motion.

In particular, let $f(X) \in S$ be a Schwartz class function, then
\[ \frac{1}{\sigma_\beta} Z_\varepsilon(\beta, f) := \int_{-\infty}^{+\infty} \frac{1}{\sigma_\beta \sqrt{\varepsilon}} \beta\left(\frac{X}{\varepsilon}\right) f(X) \, dX \]
\[ = \int_{-\infty}^{+\infty} Y_\varepsilon(\beta)(X) f(X) \, dX = \int_{-\infty}^{+\infty} -\partial_X f(X) B(X) \, dX + o(1). \] (3.22)
This is to say that under the mild condition of mixing given in (3.7), the integrals in question converge to a canonical stationary process, for which only two parameters are distinguished, the mean value \(E(\beta)\) and the variance \(\sigma_\beta^2\). This canonical process is given by white noise,

\[
\int_{-\infty}^{+\infty} \beta \left( \frac{X}{\epsilon} \right) f(X) \, dX = \int_{-\infty}^{+\infty} \left( E(\beta) + \sqrt{\epsilon} \sigma_\beta \partial_X B(X) \right) f(X) \, dX + o(\sqrt{\epsilon}), \tag{3.23}
\]

where the equality is in the sense of convergence in law. The function \(f(X)\) in the integrand must be sufficiently smooth for the latter quantities to have a mathematical sense. In fact we consider the operation of multiplication by \(\beta(X/\epsilon)\) to be in the distributional sense, which has for a limit the distribution \(\sqrt{\epsilon} \sigma_\beta \partial_X B(X) \in S'\). This is given a precise statement in the following lemma.

**Lemma 3.4.** As a distribution, multiplication by \(\beta(X/\epsilon)\) has a canonical limit in \(S'\). Indeed, for \(f \in S\),

\[
\beta \left( \frac{X}{\epsilon} \right) f(X) = E(\beta) f(X) + \sqrt{\epsilon} \sigma_\beta \partial_X B(X) f(X) + o(\sqrt{\epsilon}). \tag{3.24}
\]

**Proof.** Test the quantity above with a Schwartz class function \(\phi(X)\);

\[
\int \rho \left( \frac{X}{\epsilon} \right) f(X) \phi(X) \, dX = E(\beta) \int (f(X) \phi(X)) \, dX - \sqrt{\epsilon} \sigma_\beta \int \partial_X (f \phi) \, dX + o(\sqrt{\epsilon})
\]

\[
= \int (E(\beta) + \sqrt{\epsilon} \sigma_\beta \partial_X B(X)) f(X) \phi(X) \, dX + o(\sqrt{\epsilon}). \tag{3.25}
\]

This is to say that for each \(f\), the random variable \(Z_\epsilon(\beta, f)\) given in (3.22) is asymptotically normally distributed. Given two functions \(f, g \in S\), the covariance function \(E(Z_\epsilon(\beta, f) Z_\epsilon(\beta, g))\) can be computed in the limit as \(\epsilon \to 0\). Indeed

\[
E(Z_\epsilon(\beta, f) Z_\epsilon(\beta, g)) = \frac{1}{\epsilon} \int \int \rho \left( \frac{X-X'}{\epsilon} \right) f(X) g(X') \, dX \, dX'
\]

\[
= \int \int \rho \left( x' \right) f(X) g(X - \epsilon x') \, dX' \, dx'
\]

\[
= \int \int \rho \left( x' \right) f(X) \left( g(X) - \epsilon x' \partial_X g(X) + \frac{\epsilon^2}{2} x'^2 \partial^2_X g(X) + \cdots \right) \, dX \, dx'.
\]

Noting that the term at order \(\epsilon\) vanishes because \(\rho\) is an even function, we have

\[
E(Z_\epsilon(\beta, f) Z_\epsilon(\beta, g)) = \int \rho(x') \, dx' \int f(X) g(X) \, dX
\]

\[
- \frac{\epsilon^2}{2} \int x'^2 \rho(x') \, dx' \int \partial_X f(X) \partial_X g(X) \, dX + \cdots. \tag{3.26}
\]

In the limit as \(\epsilon \to 0\), this quantity converges to

\[
E(Z_0(f) Z_0(g)) = \sigma_\beta^2 \int f(X) g(X) \, dX,
\]

(3.27)
where $Z_0 (f) = \sigma_0 \int f(X) \partial_X B(X) \, dX$. This expression is consistent with the covariance of the white noise process being given by $\sigma_0^2 b(X - X')$. □

In the case of a process $\beta(x)$ for which $\sigma_0 = 0$, the limit process for $Y_\epsilon(X)$ is of a different character. In particular, consider a stationary mixing process which is the derivative of another stationary process. Indeed let $\gamma(x) \in C^{r+1}(\mathbb{R})$, and set $\beta(x) = \partial_x \gamma(x)$. Automatically $E(\beta) = 0$ and $\sigma_0 = 0$. In this situation we have a different asymptotic result for the behaviour of integrals such as in (3.1).

**Lemma 3.5.** Suppose that $\gamma(x) \in C^{r+1}(\mathbb{R})$ is a stationary ergodic process which satisfies the mixing condition (3.7), and set $\beta(x) = \partial_x \gamma(x)$. Then the process $\beta(X/\epsilon)$ is asymptotic in the sense of distributions to higher derivatives of Brownian motion. That is, for $\varphi(X) \in S$ we have

$$
\int \beta \left( \frac{X}{\epsilon} \right) \varphi(X) \, dX = \varepsilon^{r+1/2} \sigma_\gamma \int \partial_X^{r+1} B(X) \varphi(X) \, dX + o(\varepsilon^{r+1/2}).
$$

**Proof.** Using $\varphi(X)$ as a test function,

$$
\int \beta \left( \frac{X}{\epsilon} \right) \varphi(X) \, dX = \int \partial_x \gamma \left( \frac{X}{\epsilon} \right) \varphi(X) \, dX
$$

$$
= (-1)^r \varepsilon \int \gamma \left( \frac{X}{\epsilon} \right) \partial_x^r \varphi(X) \, dX
$$

$$
= (-1)^r \varepsilon^{r+1} \sigma_\gamma \int Y_\epsilon(\gamma)(X) \partial_X^r \varphi(X) \, dX
$$

$$
= \varepsilon^{r+1/2} \sigma_\gamma \int \partial_X^{r+1} B(X) \varphi(X) \, dX + o(\varepsilon^{r+1/2}).
$$

There are further technical results that we will use repeatedly in the analysis of the equations in the KdV asymptotic regime, having to do with limits in the sense of tempered distributions of products of scaled processes. In this context, consider $\gamma = (\gamma_1, \gamma_2)$ a vector of stationary processes which satisfy the mixing conditions (3.6) and (3.7). Consider their product $\gamma_1(X/\epsilon) \gamma_2((X + ct)/\epsilon)$ for some nonzero constant $c$ as a tempered distribution in the limit $\epsilon \to 0$. Define the **covariance matrix** of the vector process by

$$
C(\gamma) = \begin{pmatrix}
\sigma_{11}^2 & \rho_{12} \\
\rho_{12} & \sigma_{22}^2
\end{pmatrix},
$$

where

$$
\sigma_{11}^2 = 2 \int_0^\infty E(\gamma_1(0)\gamma_1(y)) \, dy, \quad \rho_{12} = \rho_{21} = \int_{-\infty}^\infty E(\gamma_1(0)\gamma_2(y)) \, dy.
$$

**Lemma 3.6.** If the vector process $\gamma = (\gamma_1, \gamma_2)$ is stationary and satisfies the mixing conditions (3.6) and (3.7), then the process

$$
Y_\epsilon(\gamma) = \sqrt{\varepsilon} \left( \int_0^{\frac{\epsilon}{2}} \gamma_1(y) \, dy, \int_0^{\frac{\epsilon}{2}} \gamma_2(y) \, dy \right)
$$

converges to the two-dimensional Brownian motion $B(X) = (B_1(X), B_2(X))$ with covariance matrix $C(\gamma)$. 

---

*References and Further Details*

For further details and proofs, the reader is referred to the original source or related literature on asymptotic analysis and stochastic processes. The above summary provides an overview of the key findings and technical results presented in the document, with a focus on the mathematical expressions and theorems related to the asymptotic behavior of stochastic processes. The notation and terminology used are consistent with established conventions in the field of stochastic analysis.
This result is analogous to lemma 3.3 in the vector process case. From it, we derive the next useful result on products of two mixing processes.

**Lemma 3.7.** Suppose that \((\beta_1(x), \beta_2(x))\) is a \(C^1(\mathbb{R})\) vector stationary ergodic process which satisfies the mixing condition (3.6) and (3.7), and let \(c\) be a nonzero constant. The new process formed by the product \(\varepsilon^{-1}\beta_1(X/\varepsilon)\beta_2((X + ct)/\varepsilon)\) converges in the sense of distributions on space–time to products of derivatives of a pair of Brownian motions with covariance matrix \(C(\beta)\). More precisely, for a test function \(\varphi(X, t) \in S\) then

\[
\int \beta_1\left(\frac{X}{\varepsilon}\right) \beta_2\left(\frac{X + ct}{\varepsilon}\right) \varphi(X, t) \, dX \, dt = \varepsilon \int \partial_x B_1(X) \partial_x B_2(X + ct) \varphi(X, t) \, dX \, dt + o(\varepsilon),
\]

where the covariance matrix of \((B_1(X), B_2(X))\) is given by \(C(\beta)\). In case \(\beta_j = \partial^j_x \gamma_j\) for indices \(j = 1, 2\), with \(\gamma_j \in C^{r+1}(\mathbb{R})\) (so that \(\sigma_{\beta_j} = 0\) if \(r_j \neq 0\)) the new process satisfies

\[
\int \beta_1\left(\frac{X}{\varepsilon}\right) \beta_2\left(\frac{X + ct}{\varepsilon}\right) \varphi(X, t) \, dX \, dt = \varepsilon^{r_1+r_2+1} \int \partial_x^{r_1} B_1(X) \partial_x^{r_2} B_2(X + ct) \varphi(X, t) \, dX \, dt + o(\varepsilon^{r_1+r_2+1}),
\]

where \((B_1(X), B_2(X))\) are \(C(\gamma')\)-correlated.

**Proof.** Start with the case in which both \(\sigma_j\) are nonzero, and write

\[
\int \beta_1\left(\frac{X}{\varepsilon}\right) \beta_2\left(\frac{X + ct}{\varepsilon}\right) \varphi(X, t) \, dX \, dt = \int \int \beta_1\left(\frac{X}{\varepsilon}\right) \beta_2\left(\frac{X'}{\varepsilon}\right) \varphi\left(X, \frac{X' - X}{c}\right) \, dX \, dX' c
\]

\[
= \varepsilon^2 \int \partial_x \left( \int_0^2 \beta_1(\tau) \, d\tau \right) \partial_x \left( \int_0^2 \beta_2(\tau') \, d\tau' \right) \varphi\left(X, \frac{X' - X}{c}\right) \, dX \, dX' c
\]

\[
= \varepsilon \left( \sqrt{\varepsilon} \int \frac{\beta_1(\tau)}{\sqrt{\varepsilon}} \, d\tau \right) \left( \sqrt{\varepsilon} \int \frac{\beta_2(\tau')}{\sqrt{\varepsilon}} \, d\tau' \right) \partial_x \partial_x \varphi\left(X, \frac{X' - X}{c}\right) \, dX \, dX'.
\]

The latter expression is a continuous function of the processes \(Y_\varepsilon(\beta) = (Y_\varepsilon(\beta_1), Y_\varepsilon(\beta_2))\) of equation (3.20), which itself converges in law to two-dimensional Brownian motion with covariance matrix \(C(\beta)\) as described by Donsker’s invariance principle. Therefore the asymptotic expression for (3.31) is given by

\[
\varepsilon \int \partial_x B_1(X) \partial_x B_2(X + ct) \varphi(X, t) \, dX \, dt,
\]

where \(B_1(X)\) and \(B_2(X)\) are two copies of Brownian motions with the correlation matrix \(C(\beta)\). The general case reduces to the above particular case through integrations by parts. Indeed

\[
\int \beta_1\left(\frac{X}{\varepsilon}\right) \beta_2\left(\frac{X + ct}{\varepsilon}\right) \varphi(X, t) \, dX \, dt
\]

\[
= e^{r_1+r_2} \int \partial_x^{r_1} \gamma_1 \left(\frac{X}{\varepsilon}\right) \partial_x^{r_2} \gamma_2 \left(\frac{X + ct}{\varepsilon}\right) \varphi(X, t) \, dX \, dt
\]

\[
= \left(-1\right)^{r_1+r_2} \frac{e^{r_1+r_2}}{c^{r_1}} \int \gamma_1 \left(\frac{X}{\varepsilon}\right) \gamma_2 \left(\frac{X + ct}{\varepsilon}\right) \partial_x^{r_1} \partial_x^{r_2} \varphi(X, t) \, dX \, dt,
\]

which reduces the problem to the previous case. 

\[\square\]
There is another integral that needs to be evaluated in our further analysis. It has the form
\[
\int_{X} \int_{X} \beta\left(\frac{X}{\varepsilon}\right)\beta\left(\frac{\theta}{\varepsilon}\right) \varphi(\theta, X, t) \, d\theta \, dX, \quad (3.35)
\]
The next lemma shows that such integrals have probability measures whose weak limits converge with order at least \(O(\varepsilon)\).

**Lemma 3.8.** Suppose that \((\beta_1(x), \beta_2(x))\) is a \(C(1)\) stationary ergodic vector-valued process which satisfy the mixing conditions (3.6) and (3.7). For test functions \(\varphi(\theta, X, t) \in S\),
\[
\int dX \, d\theta \int_{X}^{X+\sqrt{gh}t} \left[ \beta_1\left(\frac{X}{\varepsilon}\right) \beta_2\left(\frac{\theta}{\varepsilon}\right) + \beta_2\left(\frac{X}{\varepsilon}\right) \beta_1\left(\frac{\theta}{\varepsilon}\right) \right] \varphi(\theta, X, t) \, d\theta = O(\varepsilon). \quad (3.36)
\]

**Proof.** The integral is written as the sum of two terms, each one of the form
\[
\int dX \, d\theta \int_{X}^{X+\sqrt{gh}t} \beta_i\left(\frac{X}{\varepsilon}\right) \beta_j\left(\frac{\theta}{\varepsilon}\right) \varphi(\theta, X, t) \, d\theta
\]
\[
= \varepsilon \int dX \, d\theta \int_{X}^{X+\sqrt{gh}t} \partial_x\left(\sqrt{\varepsilon} \int_{0}^{\frac{X}{\varepsilon}} \beta_i(s) \, ds\right) \partial_\theta\left(\sqrt{\varepsilon} \int_{0}^{\frac{\theta}{\varepsilon}} \beta_j(s) \, ds\right) \varphi(\theta, X, t) \, d\theta
\]
\[
+ \varepsilon \int dX \, d\theta \int_{X}^{X+\sqrt{gh}t} \left(\sqrt{\varepsilon} \int_{0}^{\frac{X}{\varepsilon}} \beta_i(s) \, ds\right) \left(\sqrt{\varepsilon} \int_{0}^{\frac{\theta}{\varepsilon}} \beta_j(s) \, ds\right) \partial_x \varphi(\theta, X, t) \, d\theta
\]
\[
- \left(\sqrt{\varepsilon} \int_{0}^{\frac{X}{\varepsilon}} \beta_j(s) \, ds\right) \partial_x \varphi(\theta, X, t) \right]
\]
\[
- \varepsilon \int dX \, d\theta \int_{X}^{X+\sqrt{gh}t} \left(\sqrt{\varepsilon} \int_{0}^{\frac{\theta}{\varepsilon}} \beta_i(s) \, ds\right) \partial_x \varphi(\theta, X, t) \right]
\]
\[
- \varepsilon \int dX \, d\theta \int_{X}^{X+\sqrt{gh}t} \left(\sqrt{\varepsilon} \int_{0}^{\frac{X}{\varepsilon}} \beta_j(s) \, ds\right) \partial_\theta \varphi(\theta, X, t) \right]
\]
\[
- \frac{1}{\sqrt{\varepsilon}} \beta_j\left(\frac{X}{\varepsilon}\right) \varphi(\theta, X, t)\right]
\]
with \(i, j \in \{1, 2\}\) and \(i \neq j\). All of the terms have distributional limits which are at least \(O(\varepsilon)\). Simple cases which illustrate the estimate are

\[
I_1 := \varepsilon \int dX \, d\theta \left[ \frac{1}{\sqrt{\varepsilon}} \int_{0}^{\frac{X}{\varepsilon}} \beta_2(s) \, ds \right] \frac{1}{\sqrt{\varepsilon}} \beta_1\left(\frac{X}{\varepsilon}\right) + \left(\sqrt{\varepsilon} \int_{0}^{\frac{\theta}{\varepsilon}} \beta_2(s) \, ds\right) \frac{1}{\sqrt{\varepsilon}} \beta_1\left(\frac{\theta}{\varepsilon}\right) \right] \varphi(X, t)
\]
\[
= \varepsilon \int dX \, d\theta \partial_x \left(\sqrt{\varepsilon} \int_{0}^{\frac{X}{\varepsilon}} \beta_1(s) \, ds \sqrt{\varepsilon} \int_{0}^{\frac{\theta}{\varepsilon}} \beta_2(s) \, ds\right) \varphi(X, t)
\]
\[
= \frac{\varepsilon}{2} \int dX \, d\theta \left(\sqrt{\varepsilon} \int_{0}^{\frac{X}{\varepsilon}} \beta_1(s) \, ds \sqrt{\varepsilon} \int_{0}^{\frac{\theta}{\varepsilon}} \beta_2(s) \, ds\right) \partial_x \varphi(X, t). \quad (3.38)
\]
II: $\varepsilon \int dX d\tau \left( \sqrt{\frac{\varepsilon}{gh}} \int_0^1 \beta_i(s) ds \right) \frac{1}{\sqrt{\frac{\varepsilon}{gh}}} \partial_t \left( \sqrt{\frac{\varepsilon}{gh}} \int_0^1 \beta_i(s) ds \right) \psi(X + \sqrt{\frac{\varepsilon}{gh}} \tau, X, t)$

$= -\varepsilon \int dX d\tau \left( \sqrt{\frac{\varepsilon}{gh}} \int_0^1 \beta_i(s) ds \right) \frac{1}{\sqrt{\frac{\varepsilon}{gh}}} \partial_t \left( \sqrt{\frac{\varepsilon}{gh}} \int_0^1 \beta_j(s) ds \right) \partial_t \psi(X + \sqrt{\frac{\varepsilon}{gh}} \tau, X, t).$

The integrals in terms I and II are continuous functionals (on path space) evaluated on a family of processes whose limit is Brownian motion. Hence these terms are indeed of order $O(\varepsilon)$.

The other remaining terms are estimated likewise. □

3.3. Random characteristic coordinates

Our method to derive the long wave limit gives rise to a version of the KdV equation which has coefficients which are realization dependent. That is, the approximation process does not fully homogenize, and there are persistent, realization dependent effects that are as important as the classical effects of dispersion and of nonlinear interactions. The principal manifestation of this is the random overall wavespeed, expressed in the limit as $\varepsilon \to 0$ as

$$c_0(X, \omega) = \sqrt{\frac{g}{h}} \left( 1 - \frac{\varepsilon^3/2}{2 \beta} \partial_X B(X) - \varepsilon^2 a_{KdV} \right). \tag{3.39}$$

The constant $a_{KdV}$ is an adjustment to the characteristic velocity that is to be determined by an asymptotic analysis. The normally expected procedure is to solve the characteristic equations with this given wavespeed;

$$\frac{dX}{dt} = c_0(X, \omega), \quad X(0) = Y, \tag{3.40}$$

to obtain characteristic coordinates $(Y, t)$ describing a net translational motion about which the more subtle nonlinear dispersive evolution takes place. In the context of a random bottom environment, however, the characteristic velocity field $c_0(X, \omega)$ in (3.39) has a component which is white noise, and when the flow of the characteristic vector field (3.40) is required, (3.39) is too singular to be able to make sense of a solution.

Our derivation of the KdV equation is nonetheless performed in characteristic coordinates. To do this, our alternative strategy is to use a natural regularization of the characteristic wavespeed given in (3.39) as an approximation, and to consider the characteristic coordinates indicated by (3.40) to be the limit as $\varepsilon \to 0$ of a sequence of more regular flows. The regularized characteristic vector field that we use is

$$\frac{dX}{dt} = c_\varepsilon(X, \omega) := \sqrt{\frac{g}{h}} \left( 1 - \frac{\varepsilon^3/2}{2 \beta} \partial_X B(X) - \varepsilon^2 a_{KdV} \right),$$

$$X(0) = Y.$$

We remark that as long as $\beta(x, \omega) \in C^1(\mathbb{R})$ for $P$-a.e. realization $\omega$, the characteristic vector field $c_\varepsilon(X, \omega)$ is $C^1$, and for a given realization $\omega$ it is uniformly so in $\varepsilon$. Therefore the flows $X(t) = \Phi^\varepsilon_t(Y, \omega)$ exist for all $\varepsilon$, and lie in a bounded subset of $C^1$. The characteristics $X(t)$ are themselves $C^1$, and they are ordered by their initial values; if $Y_1 < Y_2$ then for all $t$, $X_1 = \Phi^\varepsilon_t(Y_1, \omega) < X_2 = \Phi^\varepsilon_t(Y_2, \omega)$. As $\varepsilon \to 0$ there will normally not be a $C^1$ limit of the flows, but by standard compactness arguments there are limits $\Phi^\varepsilon_t(Y, \omega)$ in any $C^\alpha(\mathbb{R}), 0 < \alpha < 1$ which converge uniformly on compact sets, and which preserve the ordered
property of the characteristics. Each such limit \( X = \Phi^0(Y, \omega) \) can be taken to be a well-defined continuous and continuously invertible transformation.

To understand the asymptotic behaviour of the transformation to characteristic coordinates, write

\[
\Phi^1(Y, \omega) = X^1(t) = \frac{1}{\Phi^0(t)}(Y, \omega),
\]

where \( X^0(0) = Y \) and \( X^j(0) = 0 \) for \( j \geq 1 \) provide the initial conditions for the flow. Substituting this into the characteristic equation gives the result that

\[
\frac{dX^0(t)}{dt} = \sqrt{gh}, \quad X^0(t) = Y + t\sqrt{gh},
\]

(3.42)

\[
\frac{dX^1(t)}{dt} = -\frac{1}{2}\sqrt{\frac{g}{h}}\beta((Y + t\sqrt{gh})/\xi, \omega),
\]

(3.43)

thus, variations to the characteristics are given by

\[
X^1(t) = -\frac{\varepsilon}{2\sqrt{h}} \int_{Y/\xi}^{(Y + t\sqrt{gh})/\xi} \beta(s, \omega) \, ds.
\]

(3.44)

The final term relevant to our considerations is

\[
\frac{dX^2(t)}{dt} = -\sqrt{g\hbar KdV},
\]

(3.45)

which integrates simply to \( X^2(t) = -\sqrt{g\hbar KdV}t \). Studying the integral expressions for \( X^1(t) \) more closely, we find that

\[
X^1(t) = -\frac{\varepsilon}{2\sqrt{h}} \left( \int_{0}^{(Y + t\sqrt{gh})/\xi} \beta(s) \, ds - \int_{0}^{Y/\xi} \beta(s) \, ds \right).
\]

(3.46)

which converges in law to Brownian motion as \( \varepsilon \to 0 \), according to our discussion in section 3.2. Hence

\[
X^1(t) = -\sqrt{\frac{g\hbar KdV}{2h}} \left( B(Y + t\sqrt{gh}) - B(Y) \right) + o(\varepsilon).
\]

(3.47)

In particular, the term \( \varepsilon X^1(t) \) contributes at order \( \varepsilon^{3/2} \). Due to Brownian scaling and to the property of independence of increments,

\[
X^1(t) = -\sqrt{\frac{g\hbar KdV}{2h}} B_{\omega(Y)}(t\sqrt{gh}) = -\sqrt{\frac{g\hbar KdV}{2h}} B_{\omega(Y)}(t).
\]

(3.48)

We note that the realizations \( \omega(Y) \) of Brownian motion depend on the different initial positions \( Y \), and in particular that for distinct initial points \( Y_1 \) and \( Y_2 \) the selection of realizations \( B_{\omega(Y_1)}(t) \) and \( B_{\omega(Y_2)}(t) \) of Brownian motion are independent, as long as \( Y_2 - Y_1 > \sqrt{gh}t \). Putting this information together, an expression for the characteristic flow is given by

\[
X(t, Y; \varepsilon, \omega) = Y + t\sqrt{gh} - \frac{\varepsilon^2}{2h} \int_{Y/\xi}^{(Y + t\sqrt{gh})/\xi} \beta(s, \omega) \, ds
\]

\[
-\sqrt{\frac{g\hbar KdV}{2h}} \varepsilon^2 t + \cdots.
\]

(3.49)

As \( \varepsilon \) tends to 0, the characteristics tend to the limiting distribution of paths given by

\[
X(t, Y; \omega) = Y + t\sqrt{gh} - \frac{\varepsilon^{3/2}g\hbar KdV}{2h} B_{\omega(Y)}(t) - \varepsilon^2 \sqrt{g\hbar KdV} t + \cdots.
\]

(3.50)
Inverting the expression gives a formula for $Y$ in terms of $X$ and $t$;

$$Y(t, X; \epsilon, \omega) = \Phi_p^{-1}(X; \omega) = X - t\sqrt{gh} + \frac{\epsilon^2}{2h} \int_{X/t}^{X/t+\sqrt{gh}/\epsilon} \beta(s, \omega) \, ds$$

$$+ \epsilon^2 \sqrt{gha_{KdV}} t + \cdots.$$  \hspace{1cm} (3.51)

As $\epsilon$ tends to 0,

$$Y(t, X; \omega) = X - t\sqrt{gh} + \frac{\epsilon^{3/2}\sigma}{2\sqrt{gh}} \sqrt{gh} B_{\omega}(X) + \sqrt{gha_{KdV}} \epsilon t + \cdots.$$  

The Jacobian of the flow has the following asymptotic expansion:

$$\frac{dX}{dY} = 1 - \frac{\epsilon}{2h} \left[ \beta \left( \frac{Y + \sqrt{gh}t}{\epsilon} \right) - \beta \left( \frac{Y}{\epsilon} \right) \right] = 1 + O(\epsilon).$$  \hspace{1cm} (3.52)

In the limit as $\epsilon$ tends to zero, the Jacobian (3.52), when multiplying a test function, behaves asymptotically as

$$\frac{dX}{dY} \sim 1 - \frac{\epsilon^{3/2}\sigma}{2\sqrt{gh}} \sqrt{h} \frac{\partial X}{\partial Y} B_{\omega}(Y) (t).$$  \hspace{1cm} (3.53)

4. Boussinesq regime

We now return to expression (2.24) for the scaled Hamiltonian, in order to give a formal derivation of the appropriate Boussinesq system in this regime. The Hamiltonian has the form

$$H_1 = \frac{\epsilon^3}{2} \int \left( h(X) u^2 + g\eta^2 - \epsilon^2 \left( \frac{h^3}{3} \left( \frac{\partial X}{\partial u} \right)^2 - \eta u^2 \right) \right) \, dX.$$  \hspace{1cm} (4.1)

with

$$h(X) = h - \epsilon^3 \beta \left( \frac{X}{\epsilon} \right) - \epsilon^2 \beta \left( \frac{X}{\epsilon} \right) D_x \tanh(h D_x) \beta \left( \frac{X}{\epsilon} \right)$$  \hspace{1cm} (4.2)

and the evolution equations are

$$\partial_t \begin{pmatrix} \eta \\ u \end{pmatrix} = \epsilon^{-3} \begin{pmatrix} 0 & -\partial X \\ -\partial X & 0 \end{pmatrix} \begin{pmatrix} \partial_t H_1 \\ \delta_x H_1 \end{pmatrix},$$  \hspace{1cm} (4.3)

leading to the Boussinesq system in the form

$$\partial_t \eta = -\partial_X ((h(X) + \epsilon^2 \eta) u) - \epsilon \frac{h^3}{3} \partial_x^3 u_{\epsilon},$$  \hspace{1cm} (4.4)

$$\partial_t u = -g \partial_X \eta - \epsilon^2 u \partial_X u.$$  \hspace{1cm} (4.5)

As $\epsilon \to 0$, the coefficient $h_0(X)$ tends to a distributional limit

$$h_0(X) = h - \epsilon^{3/2}\sigma \partial X B(\epsilon) - \epsilon^2 a_{\beta},$$  \hspace{1cm} (4.6)

which is a function of the long length scale variables alone, and where

$$a_{\beta} = E(\beta D_x \tanh(h D_x) \beta) = (D_s \tanh(h D_s) \rho_s)(0).$$  \hspace{1cm} (4.7)

While the above form of Boussinesq system appears most naturally from a direct expansion of the Hamiltonian of the problem of water waves, the resulting system of PDEs is not well posed, and it is rarely used directly in modelling. In the present setting, the situation is further aggravated by the fact that a coefficient in the above system has a singular limit, as it involves derivatives of a Brownian motion. Several routes to resolving these issues are possible [15], however we will not pursue this direction of inquiry in this paper, preferring to make a more systematic study of the KdV scaling regime.
5. The Korteweg–de Vries regime

In this section, we derive an asymptotic expression for the solution of the water wave problem in the KdV scaling regime. This consists of a solution of a deterministic equation similar to the KdV, plus corrections due to the variations of the bottom. We identify in the sense of distributions the limiting asymptotic behaviour of these solutions in the form of canonical processes. We also obtain expressions for the asymptotics of the scattering of these solutions. We assume that \( \sigma_\beta > 0 \), which implies that the resulting realization dependent fluctuations are maximally significant in the limit.

In the case of the Boussinesq derivation, the limit of certain integrals in the water waves Hamiltonian will give rise to singular coefficients in the resulting equations of motion. This is even more true in the case of the KdV regime; indeed the transformation to characteristic coordinates will give rise to a modified symplectic structure which involves a second derivative of Brownian motion, something that is not acceptable on an analytic level. To get around this difficulty, we regularize the linear wavespeed as described in section 3.3, a process which consists of retaining certain terms with rapidly varying coefficients in the Hamiltonian, and only taking the limit after the long wave equations are derived.

5.1. Successive changes of variables

We start again from expression (2.24) for the Hamiltonian. As in the derivation of the Boussinesq system, we first change the variables \((\eta, \xi)\) to \((\eta, u = \partial_\xi \xi)\), leading to a transformed Hamiltonian \(H^1_\varepsilon\) defined by

\[
H^1_\varepsilon = \frac{\varepsilon^3}{2} \int \left( \frac{h_\varepsilon(X)}{g} u^2 + g \eta^2 - \varepsilon^2 \left( \frac{h_\varepsilon^3}{3} (\partial_\xi u)^2 - \eta u^2 \right) \right) dX
\]

(5.1)

and a modified symplectic structure

\[
J_1 = \varepsilon^{-3} \begin{pmatrix} 0 & -\partial_\xi \\ -\partial_\xi & 0 \end{pmatrix}.
\]

The next change of variables is defined by the transformation

\[
\eta = \sqrt[4]{\frac{h_\varepsilon}{4g}} (r + s), \quad u = \sqrt[4]{\frac{g}{4h_\varepsilon}} (r - s).
\]

(5.2)

The new symplectic structure resulting from this transformation is

\[
J_2 = \varepsilon^{-3} \begin{pmatrix} -\partial_\xi & 1/4 \partial_\xi h_\varepsilon \\ 1/4 \partial_\xi h_\varepsilon & \partial_\xi \end{pmatrix},
\]

(5.3)

whose off-diagonal terms quantify the scattering of solutions due to variations in the topography. In this expression, we retain the regularized expression (4.2) for the corrected depth.

Denoting \( k_\varepsilon(X) = \sqrt[4]{g/4h_\varepsilon(X)} \), the Hamiltonian is written as

\[
H^2_\varepsilon(r, s) = \frac{\varepsilon^3}{2} \int \left( \sqrt[4]{gh_\varepsilon}(r^2 + s^2) - \frac{\varepsilon^2 h_\varepsilon^3}{3} (\partial_\xi (k_\varepsilon r - k_\varepsilon s))^2 \\
+ \frac{\varepsilon^2}{2} k_\varepsilon^3 (r^3 - r^2 s - rs^2 + s^3) \right) dX + o(\varepsilon^5).
\]

(5.4)
Hamilton’s equations for \((r, s)\) take the form
\[
\partial_t \begin{pmatrix} r \\ s \end{pmatrix} = J_3 \begin{pmatrix} \delta r H_2^\varepsilon \\ \delta s H_2^\varepsilon \end{pmatrix},
\]
(5.5)
where \(\delta r H_2^\varepsilon\) and \(\delta s H_2^\varepsilon\) are computed as follows:
\[
\varepsilon^{-3}\delta r H_2^\varepsilon = \sqrt{g h_r} r + \varepsilon^2 \frac{h^3}{3} k_r \partial_x^2 (k_r r - k_s) + \frac{1}{4} \varepsilon^2 k_r (3r^2 - 2rs - s^2),
\]
\[
\varepsilon^{-3}\delta s H_2^\varepsilon = \sqrt{g h_s} s - \varepsilon^2 \frac{h^3}{3} k_r \partial_x^2 (k_r r - k_s) - \frac{1}{4} \varepsilon^2 k_r (r^2 + 2rs - 3s^2).
\]
(5.6)
We perform an additional change of scale of \(s\) relative to \(r\) defined by
\[
\begin{pmatrix} r \\ s_1 \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & \varepsilon^{-3/2} \end{pmatrix} \begin{pmatrix} r \\ s \end{pmatrix},
\]
(5.7)
which puts forward \(r(X, t)\) as the main component of the solution which is anticipated to be travelling principally to the right, with a relatively small scattered component \(s_1(X, t)\) propagating principally to the left. The transformation leads to a modified symplectic structure
\[
J_3 = \frac{1}{\varepsilon^3} \begin{pmatrix} -\partial_x & 1 \\ -\frac{1}{4\varepsilon^{3/2}} \frac{\partial_X h_x}{h_x} & \frac{1}{\varepsilon^3} \partial_X \end{pmatrix}
\]
(5.8)
and a final Hamiltonian
\[
H_2^\varepsilon(r, s_1) = \frac{\varepsilon^3}{2} \int \left( \sqrt{g h_x} (r^2 + \varepsilon^3 s_1^2) - \frac{\varepsilon^2 h^3}{3} (\partial_x (k_r r - \varepsilon^{3/2} k_s s_1))^2 
+ \frac{\varepsilon^2}{2} k_r (r^3 - \varepsilon^{3/2} r^2 s_1 - \varepsilon^3 r s_1^2 + \varepsilon^{9/2} s_1^3) \right) dX + o(\varepsilon^5).
\]
(5.9)
The equations stemming from the Hamiltonian (5.9) and the above symplectic structure are
\[
\partial_t r = -\partial_x \left[ \sqrt{g h_x} r + \frac{\varepsilon^2 h^3}{3} k_r \partial_x^2 (k_r r - \varepsilon^{3/2} k_s s_1) + \frac{\varepsilon^2}{4} k_r (3r^2 - 2e^{3/2} rs_1 - \varepsilon^{3} s_1^2) \right]
+ \frac{1}{4} \frac{\partial_X h_x}{h_x} \left[ \varepsilon^{3/2} \sqrt{g h_x} s_1 - \frac{\varepsilon^2 h^3}{3} k_r \partial_x^2 (k_r r - \varepsilon^{3/2} k_s s_1) \right]
+ \frac{\varepsilon^2}{4} k_r (-r^2 - 2e^{3/2} rs_1 + 3e^3 s_1^2),
\]
(5.10)
\[
\partial_t s_1 = \partial_x \left[ \sqrt{g h_x} s_1 - \frac{\varepsilon^2 h^3}{3} k_r \partial_x^2 (k_r e^{-3/2} r - k_s s_1) + \frac{\varepsilon^2}{4} k_r (-e^{-3/2} r^2 - 2rs_1 + 3e^{3/2} s_1^2) \right]
- \frac{1}{4} \frac{\partial_X h_x}{h_x} \left[ \varepsilon^{-3/2} \sqrt{g h_x} r + \frac{\varepsilon^{1/2} h^3}{3} k_r \partial_x^2 (k_r r - k_r e^{3/2} s_1) \right]
+ \frac{e^{1/2}}{4} k_r (3r^2 - 2e^{3/2} rs_1 - e^3 s_1^2). \tag{5.11}
\]
It is ambiguous at this point precisely which terms of the above system of PDEs play a role in the asymptotic description of solutions in the limit as \(\varepsilon\) tends to zero. The transformation (5.7) is not homogeneous in the perturbation parameter \(\varepsilon\), and because of fluctuations there are
numerous cancellations that occur in the remaining terms, not all of them having an influence on the asymptotic regime (see lemmas 3.2 and 3.5 for example). We will show in the subsequent analysis of section 5.3 that the asymptotic behaviour of solutions of equations (5.10) and (5.11) as $\varepsilon \to 0$ is governed by the following coupled system of equations, with an appropriate choice of the parameters $a_{\text{KdV}}$ and $b$.

\[
\begin{align*}
\partial_t r &= -\partial_x \left[ c_\varepsilon(X)r + \varepsilon^2 \left( c_1 \partial_x^3 r + \frac{3}{2} c_2 r^2 \right) \right] + \varepsilon^2 b r, \\
\partial_t s_1 &= \sqrt{gh} \partial_x s_1 + \frac{1}{4} \sqrt{\frac{g}{h}} \varepsilon^{-3/2} \partial_\varepsilon \beta \left( \frac{X}{\varepsilon} \right) r,
\end{align*}
\]  

where the regularized velocity is $c_\varepsilon(X) = \sqrt{gh} \left( 1 - \varepsilon^2 \right) \beta(X/\varepsilon) - \varepsilon^2 a_{\text{KdV}}$ and the constants $c_1$ and $c_2$ are defined as

\[
\begin{align*}
c_1 &= \frac{h^3}{3} \sqrt{\frac{g}{4h}}, & c_2 &= \frac{1}{2} \sqrt{\frac{g}{4h}}.
\end{align*}
\]

There are two as yet unspecified parameters in this system of equations, namely, $a_{\text{KdV}}$ and $b$. They will be determined by the consistency analysis of section 5.3 as fixed points of the solution process and the asymptotic analysis. In the end we find that

\[
\begin{align*}
a_{\text{KdV}} &= \frac{1}{2h} a_\beta + \frac{1}{4h^2} E(\beta^2) + \frac{1}{8} E((\partial_\beta)^2), \\
b &= -\frac{1}{3} \times \frac{7}{32} \sqrt{\frac{g}{h}} E((\partial_\beta)^3).
\end{align*}
\]

### 5.2. Solution procedure for the random KdV equations

In this section we describe a reduction procedure for the system of equations (5.12) and (5.13) that expresses the solution component $r(X,t)$ in terms of a solution $q(Y,\tau)$ of a deterministic equation similar to the KdV equation, under a random change of variables ($Y \mapsto X(t,Y)$) and a scaling $\tau = \varepsilon^2 t$ to the KdV time. The scattered component $s_1(X,t)$ is an expression involving integrations along characteristics. The solution depends upon the two parameters $a_{\text{KdV}}$ and $b$. We retain the regularized form of the characteristic velocity $c_\varepsilon(X)$, only taking the limit as $\varepsilon \to 0$ in expressions for the solution.

Substitute $r = \partial_X R$ into (5.12); the resulting equation for $R$ is

\[
\partial_\tau R = -c_\varepsilon(X) \partial_X R - \varepsilon^2 (c_1 \partial_X^3 R + \frac{3}{2} c_2 (\partial_X R)^2) + \varepsilon^2 b R.
\]  

Transform to characteristic coordinates as in section 3.3,

\[
\frac{dX}{d\tau} = c_\varepsilon(X), \quad X(0) = Y.
\]  

We denote the flow by $X = \Phi_\varepsilon(Y)$, which is a regularized realization dependent change of variables. Define $Q(Y,\tau) = R(X(t,Y))$ so that $Q$ satisfies

\[
\partial_\tau Q = -c_1 \partial_\tau^3 Q - \frac{3}{2} c_2 (\partial_\tau Q)^2 + b Q.
\]

To solve the initial value problem, set $q(Y,0) = r(Y,0) = r^0(Y)$, and solve the deterministic equation

\[
\partial_\tau q = -c_1 \partial_\tau^3 q - 3c_2 q \partial_\tau q + bq
\]  

for $q(Y,\tau) = \partial_\tau Q(Y,\tau)$. If $b = 0$, equation (5.19) is the classical KdV equation. Additionally, for each realization $\beta(x,\omega)$ the regularized ordinary differential equation (ODE) (5.17)
defining the flow has a solution given by \( X = X(t, Y; \varepsilon, \omega) \). With these two ingredients, the solution \( r(X, t) \) of equation (5.12) is given by

\[
r(X, t) = \partial_X Q(Y(t, X; \varepsilon, \omega), \varepsilon^2 t) \partial_X Y(t, X; \varepsilon, \omega)
\]

(5.20)

where \( \partial_Y X(t, Y; \varepsilon, \omega) \) is the Jacobian of the flow (5.17) as described in section 3.3, and \( \partial_X Y(t, X; \varepsilon, \omega) \) is its inverse. This is an expression of the solution of the regularized equation.

Equation (5.13) describes the scattered component of the KdV system above, whose solution is expressed by integration of a forcing term which is given in terms of \( r(X, t) \) along left-moving characteristics. Explicitly,

\[
s_1(X, t) = s_0^1(X + \sqrt{gh} t) + \frac{\varepsilon^{-\frac{1}{2}}}{4\sqrt{h}} \int_0^t \partial_X \beta \left( \frac{X + \sqrt{gh}(t - t')}{\varepsilon} \right) r(X + \sqrt{gh}(t - t'), t') \, dt'
\]

= \( s_0^1(X + \sqrt{gh} t) + \frac{\varepsilon^{-\frac{1}{2}}}{4\sqrt{h}} \int_X^{X+\sqrt{gh}t} \partial_X \beta \left( \frac{\theta}{\varepsilon} \right) r \left( \theta, t + \frac{X - \theta}{\sqrt{gh}} \right) d\theta \).  

(5.21)

The small parameter \( \varepsilon \) is still present in the regularization; to complete the description we consider the limit of expressions (5.20) and (5.21) as \( \varepsilon \) tends to zero. The solution of (5.18) is smooth, and admits a Taylor expansion in its arguments. The inverse Jacobian has an asymptotic expression as well. Therefore, one writes

\[
r(X, t) = \partial_X Q(Y(X, t; \omega), \varepsilon^2 t) = \partial_Y Q(Y(X, t; \omega), t) \partial_X Y(X, t; \omega)
\]

(5.22)

\[
\partial_Y X(t, Y; \varepsilon, \omega) \text{ is the Jacobian of the flow } (5.17) \text{ as described in section 3.3, and } \partial_X Y(t, X; \varepsilon, \omega) \text{ is its inverse. This is an expression of the solution of the regularized equation.}
\]

Proposition 5.1. In the limit as \( \varepsilon \) tends to zero, expression (5.22) for the solution of (5.12) is asymptotic as a distribution to

\[
r(X, t) \sim q(X - \sqrt{gh} t, \varepsilon^2 t)
\]

(5.23)

\[
+ \frac{\varepsilon^{3/2}}{2h} \sigma \partial_X (q(X - \sqrt{gh} t, \varepsilon^2 t) B_{\omega(X)}(t)) + O(\varepsilon^3/2).
\]

The expression for (5.21) for the solution \( s_1 \) is asymptotic as a distribution to

\[
s_1(X, t) \sim s_0^1(X + \sqrt{gh} t)
\]

(5.24)

\[
+ \frac{1}{4h} \int_X^{X+\sqrt{gh}t} B(\theta) \, d\theta q \left( \frac{\theta}{\varepsilon} - X - \sqrt{gh} t, \varepsilon^2 \left( t + \frac{X - \theta}{\sqrt{gh}} \right) \right) d\theta
\]

+ \frac{1}{4h \sigma} (\partial_X B(X + \sqrt{gh} t) q(X + \sqrt{gh} t, 0) - \partial_X B(X) q(X - \sqrt{gh} t, \varepsilon^2 t))

\[
- \frac{1}{2h \sigma} (B(X + \sqrt{gh} t) \partial_X q(X + \sqrt{gh} t, 0) - B(X) \partial_X q(X - \sqrt{gh} t, \varepsilon^2 t)).
\]
Proof. The expression for the limit of $r$ follows directly from the application of lemma 3.5. It is an expression which exhibits both randomness in its amplitude, as well as in location as per the random characteristic coordinates in which it is expressed. For the calculation of the limit of $s_1$, we substitute expression (5.22) in (5.21):

$$s_1(X, t) = s_0^1(X + \sqrt{\epsilon^2} t) + \frac{\epsilon^{1/2}}{4h} \int_X^{X+\sqrt{\epsilon^2} t} \partial_\epsilon \beta \left( \frac{\theta}{\epsilon} \right) q \left( 2\theta - X - \sqrt{\epsilon^2} t, \frac{X - \theta}{\sqrt{\epsilon^2}} \right) d\theta$$

$$+ \frac{\epsilon^{-1/2}}{8h^2} \int_X^{X+\sqrt{\epsilon^2} t} \partial_\epsilon \beta \left( \frac{\theta}{\epsilon} \right) \left[ \int_{\theta-x-\sqrt{\epsilon^2} t}^{\theta} \beta(s) ds \right] \partial_\epsilon q \left( 2\theta - X - \sqrt{\epsilon^2} t, \frac{X - \theta}{\sqrt{\epsilon^2}} \right) d\theta$$

$$+ \frac{\epsilon^{-1/2}}{8h^2} \int_X^{X+\sqrt{\epsilon^2} t} \partial_\epsilon \beta \left( \frac{\theta}{\epsilon} \right) \left[ \int_{\theta-x-\sqrt{\epsilon^2} t}^{\theta} \beta(s) ds \right] \partial_\epsilon q \left( 2\theta - X - \sqrt{\epsilon^2} t, \frac{X - \theta}{\sqrt{\epsilon^2}} \right) d\theta.$$

(5.25)

Except for the first term $s_0^1$ that remains unchanged, all the terms appearing in the limiting expression (5.24) come from the first integral in the expression of $s_1$, where we performed several integrations by parts and use the fact that $\partial_t q(X, \epsilon^2 t)$ is $O(\epsilon^2)$. By more integration by parts, using the fact that $\partial_x = \epsilon \partial X$ we can show that the third term (third and fourth lines) in expression (5.25) is $O(\epsilon^{1/2})$. Let us turn to the last term (fifth and sixth lines) of (5.25). For the term containing $\partial_\epsilon \beta \left( \frac{\theta}{\epsilon} \right)$, integration by parts will produce an additional $\epsilon$ and the term will eventually be of order $O(\epsilon^{1/2})$. To estimate the term containing the product $\partial_\epsilon \beta \left( \frac{\theta}{\epsilon} \right) \beta \left( 2\theta - X - \sqrt{\epsilon^2} t, \frac{X - \theta}{\epsilon} \right)$, the integration by parts moves the derivative $\partial_\epsilon$ to all other terms. The only contribution that will not produce an $\epsilon$ is when the derivative acts on $\beta \left( 2\theta - X - \sqrt{\epsilon^2} t, \frac{X - \theta}{\epsilon} \right)$. For this term, we write

$$\partial_\epsilon \beta \left( 2\theta - X - \sqrt{\epsilon^2} t, \frac{X - \theta}{\epsilon} \right) = -\frac{\epsilon}{\sqrt{\epsilon^2}} \partial_\epsilon \beta \left( 2\theta - X - \sqrt{\epsilon^2} t, \frac{X - \theta}{\epsilon} \right).$$

(5.26)

After some simple manipulations, this term is again $O(\epsilon^{1/2})$. □

5.3. Consistency of the resulting system of equations

In this subsection, we complete the cycle of a self-consistency analysis for equations (5.12) and (5.13), out of which the two so-far undetermined constants $a_{KdV}$ and $b$ are selected. It is clear that not all terms in equations (5.10) and (5.11) are of equal importance in the limit as $\epsilon \to 0$. Recall the criterion as presented in section 3, which states that a term $a(X, t; \epsilon, \omega)$ is of order $O(\epsilon^r)$ if for any space–time test function $\phi(X, t) \in \mathcal{S}$ the measures $P_\epsilon$ induced by $\epsilon^{-r} \int a(X, t; \epsilon, \omega) \phi(X, t) dX dt$ converge weakly to a limit $P_0$ as $\epsilon$ tends to zero. In the present case, the analysis consists of (i) the derivation of an expression for the solutions of (5.12) and (5.13) which are stated in (5.21) and (5.22), and depend upon the two parameters $a_{KdV}$ and $b$; (ii) the examination of the terms in (5.10), including in particular those which do not appear in (5.12) (respectively, all the terms in (5.11)), in particular those that do not appear in (5.13)). Using expressions (5.21) and (5.22) we then show that, except terms which appear in (5.12) (respectively, (5.13)), they are asymptotically of order $o(\epsilon^2)$ (respectively, of order $O(\epsilon^{1/2})$).
Both the system (5.12) and (5.13) and the solution expressions (5.21) and (5.22) depend upon parameters $a_{KdV}$ and $b$. (iii) The demonstration that these constants can be chosen so that there is a fixed point of this analysis. Namely, the solution depending upon the constants $a_{KdV}$ and $b$ has asymptotic behaviour which satisfies equations (5.12) and (5.13) with the same choice of constants.

Let us denote the terms in (5.10) by

$$I_r = -\varepsilon^2 \partial_X \left( \frac{h^3}{3} k_e \partial_X^2 (k_e r - \varepsilon^{3/2} k_e s_1) + \frac{1}{4} k_e (3r^2 - 2\varepsilon^{3/2} r s_1 - \varepsilon^3 s_1^2) \right).$$

$$II_r = \frac{1}{4} \frac{\partial_X h_e}{h_e} \varepsilon^{3/2} \sqrt{gh \epsilon} s_1,$$

$$III_r = -\frac{1}{4} \frac{\partial_X h_e}{h_e} \varepsilon^2 h^3 k_e \partial_X^2 (k_e r - \varepsilon^{3/2} k_e s_1),$$

$$IV_r = \frac{1}{4} \frac{\partial_X h_e}{h_e} \varepsilon^2 k_e (-r^2 - 2\varepsilon^{3/2} r s_1 + 3\varepsilon^3 s_1^2).$$

Similarly, we denote the terms in (5.11) by

$$I_s = \varepsilon^2 \partial_X \left( -\frac{h^3}{3} k_e \partial_X (e^{-3/2} k_e r - k_e s_1) + \frac{1}{4} k_e (-e^{-3/2} r^2 - 2rs_1 + 3\varepsilon^{3/2} s_1^2) \right),$$

$$II_s = -\frac{1}{4} \frac{\partial_X h_e}{h_e} \varepsilon^{-3/2} \sqrt{gh \epsilon} r,$$

$$III_s = -\frac{1}{4} \frac{\partial_X h_e}{h_e} \varepsilon^{1/2} h^3 k_e \partial_X^2 (k_e r - \varepsilon^{3/2} k_e s_1),$$

$$IV_s = -\frac{1}{4} \frac{\partial_X h_e}{h_e} \varepsilon^{1/2} k_e (3r^2 - 2\varepsilon^{3/2} r s_1 - \varepsilon^3 s_1^2).$$

The purpose is to evaluate the asymptotic behaviour of each of these terms as $\varepsilon \to 0$. The lemmas below show that they are at most $O(\varepsilon^2)$ and their contributions reduce to $\varepsilon^2(\alpha_1 \partial_X r + \alpha_2 r)$ where $\alpha_1, \alpha_2$ are explicit constants related to statistical properties of the random bottom.

**Lemma 5.2.** The term $II_r$ has the asymptotic behaviour

$$II_r = \frac{1}{8h} \sqrt{\frac{g}{h}} \varepsilon^2 \mathbb{E}(\beta^2) \partial_X r(X, t) + o(\varepsilon^2).$$

(5.28)

**Lemma 5.3.** The term $II_s$ has the behaviour

$$II_s = \frac{e^{-3/2}}{4} \sqrt{\frac{g}{h}} \partial_X \left( \frac{X}{\epsilon} \right) r + o(1),$$

(5.29)

and this expression has an asymptotic limit as $\varepsilon \to 0$ which is

$$\frac{1}{4} \sqrt{\frac{g}{h}} \sigma_B \partial_X^2 B(X, \omega) q(X - \sqrt{ght}, \tau).$$

(5.30)

**Lemma 5.4.**

$$III_r = \frac{\varepsilon^2}{12} \sqrt{\frac{gh}{8}} \left( 8\mathbb{E}(\partial_X \beta)^2 \partial_X r - \frac{7}{8h} \mathbb{E}((\partial_X \beta)^3) r \right) + o(\varepsilon^2),$$

(5.31)

$$III_s = e^{-3/2} III_r = O(\varepsilon^{1/2}).$$

(5.32)
Lemma 5.5. The remaining terms have the following asymptotic behaviour:

\[ I_r = -\varepsilon^2 \partial X \left( c_1 \partial^2 X r + \frac{3}{2} c_2 r^2 \right) + \frac{\varepsilon^2}{24} \sqrt{gh} E((\partial X r)^2) \partial X r, \quad IV_r = o(\varepsilon^2), \quad \text{(5.33)} \]

and

\[ I_r = o(1), \quad IV_r = o(1). \quad \text{(5.34)} \]

Lemma 5.6. Finally the linear term \(-\partial_X(\sqrt{gh}\varepsilon r)\) in equation (5.12) has the asymptotic behaviour

\[ -\partial_X(\sqrt{gh}\varepsilon r) = -\sqrt{gh} \partial_X \left[ \left( 1 - \frac{\varepsilon}{2h} \beta \left( \frac{X}{\varepsilon} \right) - \frac{\varepsilon^2}{2h} \left( a_\beta + \frac{1}{4h} E(\beta^2) \right) \right) r \right] + o(\varepsilon^2). \quad \text{(5.35)} \]

The proofs of these lemmas are the content of section 5.4. Using these asymptotic results in system (5.10) and (5.11), and retaining only the leading terms, it reduces to (5.12) and (5.13), with possibly different parameter values. When the parameters are chosen appropriately, the asymptotic behaviour of the equations matches that of the solutions and the consistency procedure is closed.

Theorem 5.7. The result of the consistency analysis is that the free parameters in equations (5.12) and (5.13) are

\[ a_{KdV} = \frac{1}{2h} a_\beta + \frac{1}{4h^2} E(\beta^2) + \frac{1}{8} E((\partial_\beta)^2), \quad \text{(5.36)} \]

\[ b = -\frac{1}{3 \times 32} \frac{7}{8} \sqrt{g h} E((\partial_\beta)^3). \quad \text{(5.37)} \]

The parameter \(a_{KdV}\) represents an adjustment at \(O(\varepsilon^2)\) to the overall wavespeed, while the sign of \(b\) governs the stability of solutions. It is often the case that \(b\) vanishes due to properties of the ensemble of bottom realizations.

Proposition 5.8. If the statistics of the ensemble \((\Omega, \mathcal{M}, P)\) are reversible in \(x\), then \(b = 0\).

By reversible, we mean that the inversion \(x \rightarrow -x\) preserves the probability measure \(P\), implying that \(E((\partial_\beta)^3) = 0\).

5.4. Proofs of the above lemmas

In the analysis of the numerous integrals that go into this consistency result, it is convenient to use the bracket notation as shorthand for integrations;

\[ \langle f, g \rangle := \int \int_{\mathbb{R}^2} f(X, t) g(X, t) \, dX \, dt. \]

Proof of lemma 5.2. We first rewrite \(\Pi_r\) as

\[ \Pi_r = \sqrt{g} \varepsilon^{3/2} \partial_X (\sqrt{h_x}) s_1 = \frac{\sqrt{g}}{2} \varepsilon^{3/2} \partial_X (\sqrt{h_x} - E(\sqrt{h_x})) s_1. \quad \text{(5.38)} \]

For any test function \(\varphi(X, t)\), we compute \(\langle \varphi, \Pi_r \rangle\) by substituting expression (5.21) for \(s_1\). This gives two terms, the first being

\[ \varepsilon^{3/2} \frac{\sqrt{g}}{2} \langle \varphi, \partial_X (\sqrt{h_x} - E(\sqrt{h_x})) s_1 \rangle = -\frac{\sqrt{g}}{2} \varepsilon^{3/2} \langle (\sqrt{h_x} - E(\sqrt{h_x})) \partial_X (s_0^0 \varphi) \rangle. \quad \text{(5.39)} \]

Since

\[ E(\sqrt{h_x}) = \sqrt{h} + O(\varepsilon^2), \]

the proofs of these lemmas are the content of section 5.4.
and because
\[ \sqrt{h} - E(\sqrt{h}) = \sqrt{h} \left( 1 - \frac{\varepsilon}{2\sqrt{h}} \right) - \sqrt{h} + O(\varepsilon^2) = -\frac{\varepsilon}{2\sqrt{h}} \beta \left( \frac{X}{\varepsilon} \right) + O(\varepsilon^2). \] (5.40)
the first term in \( \langle \phi, \Pi_r \rangle \) is of order \( o(\varepsilon^2) \). The second term in the expression of \( \langle \phi, \Pi_r \rangle \) is
\[ A := \frac{\sqrt{g}}{8h} \varphi \partial_X \left( \sqrt{h} - E(\sqrt{h}) \right) \int_X^{x + \sqrt{\varepsilon h r}} \partial_\theta \beta \left( \frac{\theta}{\varepsilon} \right) r \left( \theta, t + \frac{X - \theta}{\sqrt{gh}} \right) d\theta. \] (5.41)

By integration by parts,
\[ A = -\frac{\sqrt{g}}{8h} \varphi \left( \sqrt{h} - E(\sqrt{h}) \right) \int_X^{x + \sqrt{\varepsilon h r}} \partial_\theta \beta \left( \frac{\theta}{\varepsilon} \right) \partial_\theta r \left( \theta, t + \frac{X - \theta}{\sqrt{gh}} \right) d\theta \]
\[ -\frac{\sqrt{g}}{8h} \varphi \left( \sqrt{h} - E(\sqrt{h}) \right) \int_X^{x + \sqrt{\varepsilon h r}} \partial_\theta \beta \left( \frac{\theta}{\varepsilon} \right) \varphi, \partial_\theta \beta \left( \frac{\theta}{\varepsilon} \right) r \left( \theta, t + \frac{X - \theta}{\sqrt{gh}} \right) d\theta \]
\[ -\frac{\sqrt{g}}{8h} \varphi \left( \sqrt{h} - E(\sqrt{h}) \right) \left[ \partial_\theta \beta \left( \frac{X + \sqrt{\varepsilon h r}}{\varepsilon} \right) \varphi, \partial_\theta \beta \left( \frac{X}{\varepsilon} \right) r(X, t) \right] \]
\[ + \frac{\sqrt{g}}{8h} \varphi \left( \sqrt{h} - E(\sqrt{h}) \right) \partial_\theta \beta \left( \frac{X}{\varepsilon} \right) r(X, t) \]
\[ = A_1 + A_2. \] (5.42)

Analyse the second term first,
\[ A_2 = -\frac{1}{64h} \sqrt{g} \varepsilon \beta \left( \frac{X}{\varepsilon} \right) \right. \int_X^{x + \sqrt{\varepsilon h r}} \beta(t') dt' \]
\[ + \varepsilon q \left( \beta \left( \frac{X}{\varepsilon} \right) - \beta \left( \frac{X - \sqrt{\varepsilon h t}}{\varepsilon} \right) \right) + O(\varepsilon^3). \] (5.43)

Replacing \( r \) by its expression (5.22),
\[ A_2 = -\frac{1}{64h} \sqrt{g} \varepsilon^2 \left( \partial_\theta \beta \left( \frac{X}{\varepsilon} \right) \right. \int_X^{x + \sqrt{\varepsilon h r}} \beta(t') dt' \]
\[ + \varepsilon q \left( \beta \left( \frac{X}{\varepsilon} \right) - \beta \left( \frac{X - \sqrt{\varepsilon h t}}{\varepsilon} \right) \right) + O(\varepsilon^3). \] (5.44)

By integration by parts, the first term of \( A_2 \) is \( o(\varepsilon^2) \). The second to the last term of \( A_2 \) can be rewritten as
\[ -\frac{1}{64h} \sqrt{g} \varepsilon^2 \left( \partial_\theta \beta \left( \frac{X}{\varepsilon} \right) \right. \int_X^{x + \sqrt{\varepsilon h r}} \beta(t') dt' \]
\[ + \frac{1}{16} \sqrt{g} \varepsilon^2 \left( \partial_\theta \beta \left( \frac{X}{\varepsilon} \right) \right. \int_X^{x + \sqrt{\varepsilon h r}} \beta(t') dt' \]
\[ + o(\varepsilon^3). \] (5.45)
The first term in the second line of $A_1$ is $o(\varepsilon^2)$ due to lemma 3.7. The last term of $A_1$ is

$$-\frac{\varepsilon^2}{16h} \sqrt{\frac{g}{h}} E(\beta^2) \left( \partial_X - \frac{1}{\sqrt{gh}} \partial_t \right) \varphi, q + o(\varepsilon^2)$$

$$= \frac{\varepsilon^2}{8h} \sqrt{\frac{g}{h}} E(\beta^2) \langle \varphi, \partial_X q \rangle + o(\varepsilon^2),$$

(5.47)

leading to a contribution to $\Pi_r$ of

$$\frac{\varepsilon^2}{8h} \sqrt{\frac{g}{h}} E(\beta^2) \partial_X r(X,t) + o(\varepsilon^2).$$

(5.48)

We now turn to the first term of $A_1$ which we denote $A_3$, and write it as

$$A_3 = -\varepsilon^2 \left( \partial_X - \frac{1}{\sqrt{gh}} \partial_t \right) \varphi,$$

(5.49)

We express $(\partial_X - (1/\sqrt{gh})\partial_t) r$ in terms of $q$ as

$$\left( \partial_X - \frac{1}{\sqrt{gh}} \partial_t \right) r(X,t) = 2\partial_X q + \frac{1}{2h} \left( \partial_X \beta \left( \frac{X}{\varepsilon} \right) - 2\partial_X \beta \left( \frac{X - \sqrt{gh}t}{\varepsilon} \right) \right) q + O(\varepsilon).$$

(5.50)

Substitution of the above in $A_3$ gives rise to three terms, (i), (ii) and (iii) which have the form (after we have dropped the constants):

(i) $$= \varepsilon^2 \left( \partial_X - \frac{1}{\sqrt{gh}} \partial_t \right) \varphi,$$

$$= \beta \left( \frac{X}{\varepsilon} \right) \int_X^{X+\sqrt{gh}t} \beta \left( \frac{\theta}{\varepsilon} \right) \partial_X q \left( 2\theta - X - \sqrt{gh}t, \varepsilon^2 \left( t + \frac{X - \theta}{\sqrt{gh}} \right) \right) d\theta.$$ 

(iii) $$= \varepsilon^2 \left( \partial_X - \frac{1}{\sqrt{gh}} \partial_t \right) \varphi,$$

$$= \beta \left( \frac{X}{\varepsilon} \right) \int_X^{X+\sqrt{gh}t} \beta \left( \frac{\theta}{\varepsilon} \right) \partial_X \beta \left( \frac{2\theta - X - \sqrt{gh}t}{\varepsilon} \right) d\theta.$$ 

The term (i) is of the form

$$\int \int \left( \int_X^{X+\sqrt{gh}t} \beta \left( \frac{\theta}{\varepsilon} \right) \psi (\theta, X, t) d\theta \right) dX dt.$$ 

(5.51)

Applying lemma 3.8, we show that this term is $O(\varepsilon^3)$, and thus does not contribute to the limit of $\Pi_r$. By integration by parts, the term (ii) is $O(\varepsilon^3)$. Finally, for term (iii), we write

$$\partial_X \beta((2\theta - X - \sqrt{gh}t)/\varepsilon) = -\varepsilon/\sqrt{gh} (d/dt) \beta((2\theta - X - \sqrt{gh}t)/\varepsilon),$$

leading to (iii) being again of order $O(\varepsilon^3)$. \qed
Proof of lemma 5.3. Using that \( h_\varepsilon = h - \varepsilon \beta (\frac{X}{\varepsilon}) + O(\varepsilon^2) \)

\[
\Pi \varepsilon = \frac{1}{4} \partial_\beta \left( \frac{X}{\varepsilon} \right) \sqrt{\frac{g}{h}} \varepsilon^{-3/2} \left( 1 + \frac{\varepsilon}{2h} \beta \left( \frac{X}{\varepsilon} \right) \right) r. \tag{5.52}
\]

Since \( r(X, t) = q(X - \sqrt{ght}, \varepsilon^2 t) + O(\varepsilon) \), the second term of (5.52) is

\[
\frac{\varepsilon^{-1/2}}{16h} \sqrt{\frac{g}{h}} \partial_\beta \left( \frac{X}{\varepsilon} \right) (q(X - \sqrt{ght}, \varepsilon^2 t) + O(\varepsilon)) = O(\varepsilon^{1/2}), \tag{5.53}
\]
due to lemma 3.5. Compute the limit as \( \varepsilon \to 0 \) of \( \Pi \varepsilon \). Substituting expression (5.22) for \( r \), we get, for any test function \( \varphi(x, t) \)

\[
\left\langle \varphi, \frac{\varepsilon^{-1/2}}{4} \sqrt{\frac{g}{h}} \partial_\beta \left( \frac{X}{\varepsilon} \right) r \right\rangle = \frac{\varepsilon^{-1/2}}{4} \sqrt{\frac{g}{h}} \left\langle \varphi, \partial_\beta \left( \frac{X}{\varepsilon} \right) q \right\rangle + \frac{\varepsilon^{-1/2}}{4} \sqrt{\frac{g}{h}} \left\langle \varphi, \partial_\beta \left( \frac{X}{\varepsilon} \right) \frac{\varepsilon}{2h} \int_{X - \sqrt{ght}/\varepsilon} \beta(t') dt' \right\rangle + \frac{\varepsilon^{-1/2}}{4} \sqrt{\frac{g}{h}} \left\langle \varphi, \partial_\beta \left( \frac{X}{\varepsilon} \right) \beta \left( \frac{X}{\varepsilon} \right) - \beta \left( \frac{X - \sqrt{ght}/\varepsilon}{\varepsilon} \right) \right\rangle. \tag{5.54}
\]

The first term of the right-hand side of (5.54) tends to the first term of (5.30) by application of lemma 3.5. The second term of (5.54) is rewritten, by integration by parts, as

\[
-\frac{\varepsilon^{-1/2}}{8h} \sqrt{\frac{g}{h}} \partial_x (\varphi \partial_x q), \beta \left( \frac{X}{\varepsilon} \right) \int_{X - \sqrt{ght}/\varepsilon} \beta(t') dt' - \frac{\varepsilon^{-1/2}}{8h} \sqrt{\frac{g}{h}} \left\langle \varphi, \beta \left( \frac{X}{\varepsilon} \right) \partial_x \beta \left( \frac{X - \sqrt{ght}/\varepsilon}{\varepsilon} \right) \right\rangle \tag{5.58}
\]

which is \( o(1) \) by application of lemmas 3.5 and 3.7.

\[\square\]

Proof of lemma 5.4. Noticing that \( -\frac{1}{4}(\partial_x h_\varepsilon / h_\varepsilon)k_\varepsilon = \partial_x k_\varepsilon \), we decompose \( \Pi r \) as \( \Pi r = O(\varepsilon^2/3) (C - D) \) with

\[
C = (\partial_x k_\varepsilon) \partial_X^2 (k_\varepsilon r), \tag{5.56}
\]

\[
D = (\partial_x k_\varepsilon) \partial_X^2 (k_\varepsilon^{3/2} s_1). \tag{5.57}
\]

Evaluating them against a test function, we get

\[
\langle C, \varphi \rangle = -\langle \partial_x (\varphi \partial_x k_\varepsilon), \partial_x (k_\varepsilon r) \rangle
\]

\[
= -\frac{1}{2} \langle \partial_x (k_\varepsilon^2 \partial_x \varphi, r) + \frac{1}{2} \langle \partial_x (k_\varepsilon^2 \varphi, \partial_x r) - \langle k_\varepsilon \partial_X^2 k_\varepsilon \varphi, \partial_x r \rangle
\]

\[
- \langle \frac{1}{2} \partial_X^2 (k_\varepsilon^2 \partial_x \varphi, \partial_x r) \rangle. \tag{5.58}
\]

We now calculate each term separately. Using that \( r = q + O(\varepsilon) \), the first term of (5.58) denoted \( \langle C_1, \varphi \rangle \) is

\[
\langle C_1, \varphi \rangle = \frac{d_0}{2} \mathbb{E}(\varphi \partial_x^2 \varphi) \tag{5.59}
\]
where \( d_0 = (1/(4h)^2)c_0^2 \) and \( c_0 = (g/4h)^{1/4} \). To compute the second term \( C_2 \) of (5.58), we write \( \partial_X r \) in terms of \( q \) as
\[
\partial_X r = \partial_X q + \frac{q}{2h} \left( \partial_x \beta \left( \frac{X}{\varepsilon} \right) - \partial_x \beta \left( \frac{X - \sqrt{gh} t}{\varepsilon} \right) \right) + O(\varepsilon),
\]
and obtain
\[
\langle C_2, \varphi \rangle = \frac{d_0}{2} \langle (\partial_x \beta)^2 \partial_X r + \frac{1}{2h} E((\partial_x \beta)^3) r, \varphi \rangle.
\]
The third term \( C_3 \) of (5.58) is more delicate because it involves second derivatives of \( k_c \). We have
\[
k_c \partial_X^2 k_c = \frac{c_0^2}{4h} \left( \frac{1}{\varepsilon} \partial_x^2 \beta \left( 1 + \frac{3\varepsilon}{2h} \right) + \frac{5}{4h} (\partial_x \beta)^2 \right) + O(\varepsilon).
\]
We substitute this and the expression of \( r \) in terms of \( q \) in (5.58), and we use the fact that terms containing the process \( \beta \) or its derivatives at two different points \( X/\varepsilon \) and \( (X - \sqrt{gh} t)/\varepsilon \) will not contribute because of lemma 3.7. We finally get
\[
\langle C_3, \varphi \rangle = 5d_0 \langle (\partial_x \beta)^2 \partial_X r - \frac{1}{h} E((\partial_x \beta)^3) r, \varphi \rangle.
\]
As for the last term of (5.58) we get
\[
\langle C_4, \varphi \rangle = 2d_0 \langle E((\partial_x \beta)^2) \partial_X r, \varphi \rangle.
\]
We conclude that the term \( C \) of III, is
\[
C = d_0 \left( 8E((\partial_x \beta)^2) \partial_X r - \frac{3}{4h} E((\partial_x \beta)^3) r \right) + o(1).
\]
We now turn to term \( D \) of III, defined in (5.57). We proceed in the same way as for term \( C \).
\[
\langle D, \varphi \rangle = -\varepsilon^{3/2} \langle \partial_X (\varphi \partial_X k_c), \partial_X (k_c s_1) \rangle
\]
\[
= -\varepsilon^{3/2} \left( \frac{1}{2} \langle (\partial_X k_c)^2 \partial_X \varphi, s_1 \rangle - \frac{1}{2} \langle (\partial_X k_c)^2 \varphi, \partial_X s_1 \rangle + \langle k_c \partial_X^2 k_c \varphi, s_1 \rangle \right)
\]
\[
+ \langle \frac{1}{h} \partial_X (k_c \partial_X \varphi, s_1) \rangle.
\]
Terms in the last expression are, respectively, denoted \( D_1, D_2, D_3, D_4 \). We express \( s_1 \) in terms of \( r \) by means of (5.21) and we need also to calculate \( \partial_X s_1 \).
\[
\partial_X s_1(X, t) = \partial_X s_1^0(X + \sqrt{gh} t) + \varepsilon^{\varepsilon/2} \langle \partial_x \beta \left( \frac{X + \sqrt{gh} t}{\varepsilon} \right) r^0(X + \sqrt{gh} t) - \partial_x \beta \left( \frac{X}{\varepsilon} \right) r(X, t)
\]
\[
+ \frac{1}{\sqrt{gh}} \int_X^{X+\sqrt{gh} t} \partial_x \beta \left( \frac{\theta}{\varepsilon} \right) \partial_X r \left( \theta, t + \frac{X - \theta}{\sqrt{gh}} \right) d\theta \rangle.
\]
All terms involving \( s_1^0 \) will contribute to \( o(1) \). We have
\[
\langle D_1, \varphi \rangle = \frac{1}{2} \left( \langle \partial_X k_c \partial_X \varphi, s_1 \rangle \right) + \frac{1}{h} d_0 \langle (\partial_x \beta)^3 \rangle (\varphi, r) + o(1).
\]
Using the derivative in the factor \( \partial_x \beta \) in the integral and integrating by parts leads to the appearance of an additional \( \varepsilon \), making the expression \( o(1) \). For \( D_2 \), we have
\[
\langle D_2, \varphi \rangle = \frac{1}{2} \left( \langle \partial_X k_c \partial_X \varphi, s_1 \rangle - \frac{1}{h} d_0 \langle (\partial_x \beta)^3 \rangle (\varphi, r) + o(1).
\]
For $D_3$ we find

$$\langle D_3, \varphi \rangle = \left( k \partial_x^3 k \varphi, \partial_x \frac{1}{4h} \int_X \left( \sqrt{\frac{\theta}{\epsilon}} \right) r \left( \theta, t + \frac{X - \theta}{\sqrt{\frac{\theta}{\epsilon}}} \right) d\theta \right) + o(1)$$

and for $D_4$

$$\langle D_4, \varphi \rangle = \frac{1}{8h} \mathbb{E}( (\partial_\beta \beta^3) r) + o(1),$$

leading to the final expression for $D$ in the form

$$D = \frac{1}{8h} \mathbb{E}( (\partial_\beta \beta^3) r) + o(1).$$

Adding the expression for $C$ and $D$, we have shown that (5.31) describes the asymptotic behaviour of $\mathcal{R}$. □

**Proof of lemma 5.5.** Following the criterion of section 3, these terms are integrated against test functions $\varphi$, and derivatives can be moved to $\varphi$ by integration by parts. □

**Proof of lemma 5.6.** The regularized depth $h_\epsilon$ is defined as $h_\epsilon(X) = h - \epsilon \beta(X/\epsilon) - \epsilon^2 a_\beta$.

Thus the regularized linear wave speed is

$$\sqrt{gh_\epsilon} = \sqrt{gh} \left( 1 - \frac{\epsilon}{2h} \beta - \epsilon^2 a_\beta - \frac{\epsilon^2 \beta^2}{8h^2} \right) + o(\epsilon^2).$$

The term $\langle \varphi, \partial_X (\beta^2 r) \rangle$ is calculated as

$$\langle \varphi, \partial_X (\beta^2 r) \rangle = \langle \varphi, \mathbb{E}(\beta^2) \partial_X r \rangle - \langle \partial_X \varphi, (\beta^2 - \mathbb{E}(\beta^2)) r \rangle.$$

Using that $r = q + O(\epsilon)$, we get that the second term in (5.74) is $O(\sqrt{\epsilon})$. □

6. Remarks on the expectation of solutions

It is normal to calculate $\mathbb{E}(r(X, t, \omega)) = p(X, t)$ as a basic prediction of the solution $r(X, t, \omega)$ itself. We remark that $r(X, t, \omega)$ is a realization dependent function where the randomness manifests itself on the same level as dispersive and nonlinear effects. In the paper [23] on apparent diffusion, the authors present an analysis of the function $p(X, t)$ in the case of the linear water wave problem with bottom given by \{ $y = -h + \sqrt{\epsilon} \beta(X/\epsilon)$ \}. In the fully nonlinear regime of the present paper, diffusion is weaker, and occurs only on time scales larger than those of $O(1)$ in KdV time $\tau$, as the following calculation shows.

In the sense of weak limits of probability measures, as $\epsilon \to 0$,

$$r(X, t) = q(Y, \tau),$$

where

$$Y = X - \sqrt{\frac{\theta}{\epsilon}} h + \frac{\epsilon^{3/2}}{2\epsilon} (gh)^{1/4} \sigma_\beta B(t) + \epsilon^2 a_{KdV} \sqrt{g h t}$$

and $\tau = \epsilon^2 t$. (6.2)

Compute the expectation of the main component of the solution $r$:

$$\mathbb{E}(r(X, t)) = \int_{-\infty}^{\infty} \left( X - \sqrt{\frac{\theta}{\epsilon}} h + \frac{\epsilon^{3/2}}{2\epsilon} (gh)^{1/4} u + \epsilon^2 a_{KdV} \sqrt{g h t}, \tau \right) d\mu_B(t)(u)$$

= \frac{1}{\sqrt{2\pi t}} \int_{-\infty}^{\infty} q \left( X - \sqrt{\frac{\theta}{\epsilon}} h + \frac{\epsilon^{3/2}}{2\epsilon} (gh)^{1/4} u + \epsilon^2 a_{KdV} \sqrt{g h t}, \tau \right) e^{-\frac{u^2}{2\tau}} du.$$
Assuming that \( \max_{\tau} \left| q(\cdot, \tau) \right|_{L^1} < \infty \), we have for fixed \( t \),
\[
\max_{x} \mathbb{E}(r(X, t)) \leq \max_{x} \frac{1}{\sqrt{2\pi t}} \int_{-\infty}^{\infty} \left| q \left( X' + \frac{\epsilon^{3/2}}{2\hbar} \sigma_{\beta}(gh)^{1/2} u, \tau \right) \right| \, du
\]
\[
\leq \frac{2h \epsilon^{-1/2}}{\sqrt{2\pi t}} (gh)^{-1/2} \int_{-\infty}^{\infty} \left| q(v, \tau) \right| \, dv.
\]
This time decay of order \( \epsilon^{-3/2} t^{-1/2} = (\epsilon \tau)^{-1/2} \) shows that the diffusion coefficient is of order \( O(\epsilon) \), meaning that diffusion effects occur at an order higher than the one considered for the derivation of the KdV equation. To observe diffusion created by random effect at the order of the relevant terms for the KdV would require a scaling for the bottom variations of the form \(-h + \sqrt{\epsilon} \beta(x, \omega)\), which is a ‘rougher’ bottom that the one considered in this paper. This is the natural scaling that was considered in the linear analysis of \cite{23}. However, such a hypothesis also affects the nonlinear and dispersive nature of solutions and indeed it will introduce additional terms in the nonlinear coupled system of equations for \((r, s)\) that would have to be taken into account. This is beyond the scope of this paper and is planned as the focus of a subsequent study.

7. Proof of the scale separation lemmas

This short section is dedicated to the proofs of the two technical scale separation lemmas that are stated in section 2.3.

Proof of lemma 2.1. Given the symbol \( m(k) \), its Taylor remainder about the wavenumber \( k = 0 \) is denoted
\[
r^{(J)}(k) = m(k) - \sum_{|\alpha| = 0}^{J} \frac{1}{\alpha!} \partial^{\alpha} m(0) k^{\alpha}.
\]
By Taylor’s theorem, there is a \( \delta_0 \) such that for all \( \delta < \delta_0 \)
\[
|r^{(J)}(k)| \leq o_0(1)|k|^J
\]
for \( |k| \leq \delta \), where \( o_0(1) \) means that this is a constant which can be taken arbitrarily small for sufficiently small \( \delta \). If \( |k| \) is not restricted to be small, we have in any case that
\[
|r^{(J)}(k)| \leq C|k|^J.
\]
Decompose a function \( f = \chi(D)f + (1 - \chi(D))f = f_1 + f_2 \) by a smooth cutoff function \( \chi(k) \) in Fourier variables such that \( \chi(k) = 1 \) in the neighbourhood \( \{k : |k| \leq \delta/2\} \) and \( \chi(k) = 0 \) in \( \{k : |k| \geq \delta\} \). Then by (7.2) and (7.3) and the usual Plancherel identity, we have estimates for the Fourier multiplier operator that is given by the Taylor remainder, namely,
\[
\|R^{(J)}(D)f_1\|_{L^2} \leq o_0(1)\|D^J f_1\|_{L^2},
\]
\[
\|R^{(J)}(D)f_2\|_{L^2} \leq C\|D^J f_2\|_{L^2}.
\]
Now consider this estimate in rescaled variables \( X = \epsilon x \), equivalently \( \epsilon K = k \). Then
\[
\|R^{(J)}(\epsilon D_X)f_1\|_{L^2} \leq o_0(1)\|D^J f_1\|_{L^2},
\]
\[
\|R^{(J)}(\epsilon D_X)f_2\|_{L^2} \leq C\|D^J f_2\|_{L^2}.
\]
In the rescaled variables we are to act on a fixed function \( f \in H^J \) with this Fourier multiplier. Given \( f \) there is a radius \( \gamma \) such that
\[
\int_{|K| > \gamma} |\hat{f}(K)|^2 |K|^{2J} \, dK < \delta.
\]
Furthermore in the variables \( k = \varepsilon K \), the criterion for the estimate (7.2) to be valid becomes that \(|K| < \delta / \varepsilon\). For sufficiently small \( \varepsilon \) we have \( \gamma < \delta_0 / \varepsilon \), therefore estimate (7.5) reads
\[
\|R^{(J)}(\varepsilon D) f_1\|_{L^2} \leq \alpha_1(1) \varepsilon^J \|D^{\frac{J}{2}} f_1\|_{L^2},
\]
and
\[
\|R^{(J)}(\varepsilon D) f_2\|_{L^2} \leq C \varepsilon^J \|D^{\frac{J}{2}} f_2\|_{L^2} \leq C \varepsilon^J \delta.
\]
Since \( \delta \) is arbitrarily small, this is the desired result of lemma 2.1. In fact this \( \gamma \) and therefore the constants of estimate (7.6) can be chosen uniformly over compact sets of \( H^J \).

**Proof of lemma 2.2.** Consider the Fourier multiplier \( m(k) \) and its Taylor expansion, this time about a general point \( k_1 \in \mathbb{R}^d \). Setting \( k' = k - k_1 \) write the Taylor remainder as
\[
r^{(J)}(k, k') = m(k) - \sum_{|\alpha| = 0}^J \frac{1}{\alpha!} \vec{a}_\alpha \tilde{m}(k_1) k^{\alpha}.
\]
The remainder multiplier can be written explicitly as
\[
r^{(J)}(k, k') = \int_0^1 \sum_{|\alpha| = J} c_{\alpha} \tau^{\alpha - 1} |\vec{a}_\alpha| m(k - \tau k') - \vec{a}_\alpha m(k - k') |k^{\alpha} \, d\tau,
\]
from which one deduces that for all \( k, k' \in \mathbb{R}^d \)
\[
|n^{(J)}(k, k')| \leq C |k'|^J.
\]
Since \( J \geq r \) the constant \( C \) is uniform over \( k \). Furthermore, from Taylor’s theorem there exists \( \delta_0 > 0 \) such that for all \( \delta < \delta_0 \) the remainder multiplier satisfies
\[
|n^{(J)}(k, k')| \leq \alpha_1(1) |k'|^J,
\]
for all \( |k'| < \delta \) and all \( k \in \mathbb{R}^d \). Again, because \( m(k) \) is a classical symbol this estimate holds uniformly in \( k \).

To analyse the norm of the operator \( R^{(J)} \), we first localize the problem in physical space using a smooth cutoff function \( \chi_1(x) \) which satisfies \( B_{R_1}(0) \subseteq \{ \chi_1(x) = 1 \} \) and \( \text{supp}(\chi_1) \subseteq B_{R_{i+1}}(0) \). Set \( f = f_1 + f_2 := \chi_1 f + (1 - \chi_1) f \). For \( f \) fixed, for sufficiently large \( R_1 \) then \( \|f_2\|_{H^J} < \delta \) and we have
\[
\|R^{(J)}(\beta) f_2\|_{L^2} \leq C \|D^{\frac{J}{2}}(\beta f_2)\|_{L^2} \leq \delta C |\beta|_{L^r}.
\]
Considering the function \( f_2 \) under the scaling \( X = \varepsilon x \) (note that we do not rescale \( \beta \) ) this contributes only \( O(\delta(\varepsilon^J |\beta|_{L^r} \|D^{\frac{J}{2}} f_2\|_{L^2}) + |\beta|_{L^r} \|f_2\|_{L^2}) \). Now localize in Fourier space, setting \( \tilde{f}_1 = \tilde{f}_1 + \tilde{f}_2 := \tilde{\chi}_2(k) \tilde{f}_1 + (1 - \tilde{\chi}_2(k)) \tilde{f}_1 \), choosing \( \tilde{\chi}_2(k) \in C^\infty \) such that \( B_{R_1}(0) \subseteq \{ \tilde{\chi}_2(k) = 1 \} \) and \( \text{supp}(\tilde{\chi}_2) \subseteq B_{R_{i+1}}(0) \). For sufficiently large \( R_1 \) we have \( \|\tilde{f}_1\|_{H^J} < \delta \), and again
\[
\|R^{(J)}(\beta) f_1\|_{L^2} \leq C \|D^{\frac{J}{2}}(\beta f_1)\|_{L^2} \leq \delta C |\beta|_{L^r}.
\]
We can concentrate therefore on \( f_3 = \chi_2(D) \chi_1(x) f(x) \), whose Fourier transform is smooth and localized.

Express the remainder term \( R^{(J)}(\beta) f_3 \) in Fourier transform
\[
(R^{(J)}(\beta) f_3)(k) = \int \left[ \int e^{-i(k - k') \cdot x} R^{(J)}(\beta)(k, k') \beta(x_1) \, dx_1 \right] \hat{f}_3(k', k') \, dk'.
\]
Considering this as a linear operator acting on \( f_3 \) which depends upon \( \beta \), we will in fact show that
\[
\|(f_3, R^{(J)}(\beta)^* R^{(J)}(\beta) f_3)\|_{L^2} \leq C |\beta|_{L^r}^2 \|D^{\frac{J}{2}} f_3\|_{L^2}^2.
\]
and if \( \text{supp}(f_3) \subseteq B_5(0) \),
\[
|\langle f_3, R^{(J)}(\beta) R^{(J)}(\beta) f_3 \rangle_{L^2}| \leq o_5(1) \|D^J(\beta f_3)\|_{L^2}^2.
\] (7.14)

Both of these estimates show that \( R^{(J)}(\beta) \) is bounded from \( H^J \) to \( L^2 \), and from the latter estimate we deduce the result stated in the lemma after rescaling \( f_3 \).

Expressing the kernel of the operator \( R^{(J)}(\beta) R^{(J)}(\beta) \) in Fourier transform gives
\[
(R^{(J)}(\beta)^* R^{(J)}(\beta)) \hat{f}_3(k) = \int \left[ \int \left[ \int \hat{e}^{-(k-k_1) x_1} \hat{e}^{-i(k_1-k') x_2} \right. \right.
\]
\[
\times \hat{r}^{(J)}(k_1, k) \hat{r}^{(J)}(k_1, k') \hat{\beta}(x_1) \beta(x_2) \, dx_1 \, dx_2 \, dk_1 
\]
\[
\left. \left. \right] \hat{f}_3(k') \, dk' \right. \right.
\]
\[
= \int K^{(J)}(k, k') \hat{f}_3(k') \, dk'.
\] (7.15)

The result of the lemma will follow from an estimate of the kernel \( K^{(J)}(k, k') \).

\[
(R^{(J)}(\beta)^* R^{(J)}(\beta)) \hat{f}_3(k) = \int \left[ \int \left[ \int \hat{e}^{-(k-k_1) x_1} \hat{e}^{-i(k_1-k') x_2} \right. \right.
\]
\[
\times \hat{r}^{(J)}(k_1, k) \hat{r}^{(J)}(k_1, k') \hat{\beta}(x_1) \beta(x_2) \, dx_1 \, dx_2 \, dk_1 
\]
\[
\left. \left. \right] \hat{f}_3(k') \, dk' \right. \right.
\]
\[
= \int \left[ \int \left[ \int \hat{e}^{-(k-k_1) x_1} \hat{e}^{-i(k_1-k') x_2} \right. \right.
\]
\[
\times \langle x_1 - x_2 \rangle^{-a_1} \langle \partial_k \rangle^{a_1} \hat{r}^{(J)}(k_1, k) \hat{r}^{(J)}(k_1, k') \hat{\beta}(x_1) \beta(x_2) \, dx_1 \, dx_2 \, dk_1 
\]
\[
\times \hat{f}_3(k') \, dk' \right. \right.
\]
\[
= \int \left[ \int \left[ \int \hat{e}^{-(k-k_1) x_1} \hat{e}^{-i(k_1-k') x_2} \right. \right.
\]
\[
\times \langle x_1 - x_2 \rangle^{-a_1} \langle \partial_k \rangle^{a_1} \hat{r}^{(J)}(k_1, k) \hat{r}^{(J)}(k_1, k') \hat{\beta}(x_1) \beta(x_2) \, dx_1 \, dx_2 \, dk_1 
\]
\[
\left. \left. \right] \hat{f}_3(k') \, dk' \right. \right.
\]
\[
= C|k|^{-J} \left[ \int \left[ \int \left[ \int \hat{e}^{-(k-k_1) x_1} \hat{e}^{-i(k_1-k') x_2} \right. \right.
\]
\[
\times \langle x_1 - x_2 \rangle^{-a_1} \langle \partial_k \rangle^{a_1} \hat{r}^{(J)}(k_1, k) \hat{r}^{(J)}(k_1, k') \hat{\beta}(x_1) \beta(x_2) \, dx_1 \, dx_2 \, dk_1 
\]
\[
\left. \left. \right] \hat{f}_3(k') \, dk' \right. \right.
\]
\[
\leq C|k|^{-J} \left[ \int \left[ \int \left[ \int \hat{e}^{-(k-k_1) x_1} \hat{e}^{-i(k_1-k') x_2} \right. \right.
\]
\[
\times \langle x_1 - x_2 \rangle^{-a_1} \langle \partial_k \rangle^{a_1} \hat{r}^{(J)}(k_1, k) \hat{r}^{(J)}(k_1, k') \hat{\beta}(x_1) \beta(x_2) \, dx_1 \, dx_2 \, dk_1 
\]
\[
\left. \left. \right] \hat{f}_3(k') \, dk' \right. \right.
\]
\[
\] (7.16)

Use the fact that in the latter expression that we have localized \( f_1 \) in the \( x \)-variables, so that \( \hat{f}_3(k') \) is \( C^{\infty} \) in \( k' \). Take the indices \( a_1 \) and \( a_2 \) sufficiently large so that the resulting expression is absolutely integrable in the variables \( (x_1, x_2) \). We further recognize that
\[
|\langle \partial_k \rangle^{a_1} \langle \partial_k \rangle^{a_1} \hat{r}^{(J)}(k_1, k) \hat{r}^{(J)}(k_1, k')| \leq C|k|^{-J} \left[ \int \left[ \int \left[ \int \hat{e}^{-(k-k_1) x_1} \hat{e}^{-i(k_1-k') x_2} \right. \right.
\]
\[
\times \langle x_1 - x_2 \rangle^{-a_1} \langle \partial_k \rangle^{a_1} \hat{r}^{(J)}(k_1, k) \hat{r}^{(J)}(k_1, k') \hat{\beta}(x_1) \beta(x_2) \, dx_1 \, dx_2 \, dk_1 
\]
\[
\left. \left. \right] \hat{f}_3(k') \, dk' \right. \right.
\]
\[
as per the estimate (7.8). We also use that \( \hat{f}_3(k) \) vanishes for \( |k| > R_2 + 1 \). Finally we use the property that this kernel is absolutely integrable in the \( k_1 \)-variables, following from the hypothesis of lemma 2.2. In fact this is a property of many of the Fourier multipliers stemming from the problem of water waves, and of Laplace’s equation in strip or slab-like domains, namely, in the cases at hand
\[
m_1(k) = \text{sech}(hk), \quad r = 0, \quad J \geq 0
\]
\[
m_2(k) = k \text{ tanh}(hk), \quad r = 1, \quad J \geq 1
\]
are relevant. The kernel being absolutely integrable, this defines a Fourier multiplier for the quadratic form which obeys

\[ |K^{(j)}(k, k')| \leq C|k|^4|k'|^4, \quad (7.17) \]

while when either \( |k| \) or \( |k'| \) \( \leq \delta \) then

\[ |K^{(j)}(k, k')| \leq o_\delta(1)|k|^4|k'|^4. \quad (7.18) \]

The lemma follows from this estimate, and the rescaling of the spatial variable \( X = \varepsilon x \) in the functions \( f_j, j = 2, 3, 4 \) using the same strategy for \( f_3 \) as in the proof of lemma 2.1.

\[ \square \]

Acknowledgments

WC would like to thank S R S Varadhan for his suggestions at the beginning of this project. WC has been partially supported by the Canada Research Chairs Program and NSERC through grant number 238452-01, ODE by a CRC postdoctoral fellowship, PG by the University of Delaware Research Foundation and NSF through grant number DMS-0625931, and CS by NSERC through grant number 46179-05.

References

[1] Alvarez-Samaniego B and Lannes D 2008 Large time existence for 3D water waves and asymptotics Invent. Math. 171 485–541
[2] Billingsley P 1968 Convergence of Probability Measures (New York: Wiley)
[3] Bona J, Chen M and Saut J-C 2002 Boussinesq equations and other systems for small-amplitude long waves in nonlinear dispersive media: I. Derivation and linear theory J. Nonlinear Sci. 12 283–318
[4] Bona J, Colin T and Lannes D 2005 Long wave approximations for water waves Arch. Ration. Mech. Anal. 17 373–410
[5] Chazel F 2007 Influence of bottom topography on long water waves M2AN Math. Model. Numer. Anal. 41 771–99
[6] Craig W 1985 An existence theory for water waves and the Boussinesq and Korteweg–de Vries scaling limits Commun. Partial Diff. Eqns 8 787–1003
[7] Craig W, Guyenne P and Kalisch H 2005 Hamiltonian long-wave expansions for free surfaces and interfaces Commun. Pure Appl. Math. 58 1587–641
[8] Craig W, Guyenne P, Nicholls D and Sulem C 2005 Hamiltonian long-wave expansions for water waves over a rough bottom Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci. 461 839–73
[9] Craig W and Sulem C 1993 Numerical simulation of gravity waves J. Comput. Phys. 108 73–83
[10] Craig W, Sulem C and Sulem P-L 1992 Nonlinear modulation of gravity waves: a rigorous approach Nonlinearity 5 497–522
[11] Cramer H and Leadbetter M R 1967 Stationary and Related Stochastic Processes (New York: Wiley)
[12] Doukhan P 1994 Mixing Properties and Examples (Lecture Notes in Statistics vol 85) (Berlin: Springer)
[13] Fouque J-P, Garnier J and Nachbin A 2004 Time reversal for dispersive waves in random media SIAM J. Appl. Math. 64 1810–38
[14] Garnier J, Kranenb R A and Nachbin A 2007 Optimal Boussinesq model for shallow-water waves interacting with a microstructure Phys. Rev. E 76 046311
[15] Garnier J, Muñoz Grajales J C and Nachbin A 2007 Effective behavior of solitary waves over random topography Multiscale Modeling Simul. 6 995–1025
[16] Garnier J and Nachbin A 2006 Eddy viscosity for gravity waves propagating over turbulent surfaces Phys. Fluids 18 055101
[17] Grataloup G and Mei C C 2003 Long waves in shallow water over a random seabed Phys. Rev. E 68 026314
[18] Howe M S 1971 On wave scattering by random inhomogeneities, with application to the theory of weak bores J. Fluid. Mech. 45 785–804
[19] Kano T and Nishida T 1986 A mathematical justification for Korteweg–de Vries equation and Boussinesq equation of water surface waves Osaka J. Math. 23 389–413
[20] Mei C C and Hancock M 2003 Weakly nonlinear surface waves over a random seabed J. Fluid Mech. 475 247–68
[21] Mei C C and Li Y 2004 Evolution of solitons over a randomly rough seabed Phys. Rev. E 70 016302
[22] Muñoz Grajales J C and Nachbin A 2005 Stiff microscale forcing and solitary wave refocusing *Multiscale Modeling Simul.* 3 680–705

[23] Nachbin A and Solna K 2003 Apparent diffusion due to topographic microstructure in shallow waters *Phys. Fluids* 15 66–77

[24] Oodaira H and Yoshihara K 1972 Functional central limit theorems for strictly stationary processes satisfying the strong mixing condition *Kōdai Math. Sem. Rep.* 24 259–69

[25] Pihl J H, Mei C C and Hancock M 2002 Surface gravity waves over a two-dimensional random seabed *Phys. Rev. E* 66 016611

[26] Rosales R and Papanicolaou G 1983 Gravity waves in a channel with a rough bottom *Stud. Appl. Math.* 68 89–102

[27] Schneider G and Wayne C E 2000 The long-wave limit for the water wave problem: I. The case of zero surface tension *Commun. Pure Appl. Math.* 53 1475–535

[28] Strassen V and Dudley R M 1969 The central limit theorem and ε-entropy *Probability and Information Theory (Lectures Notes in Mathematics)* (Berlin: Springer) pp 224–31

[29] Wright J D 2005 Corrections to the KdV approximation for water waves *SIAM J. Math. Anal.* 37 1161–206

[30] Yoshihara H 1982 Gravity waves on the free surface of an incompressible perfect fluid of finite depth *Publ. Res. Inst. Math. Sci.* 18 49–96

[31] Zakharov V E 1968 Stability of periodic waves of finite amplitude on the surface of a deep fluid *J. Appl. Mech. Tech. Phys.* 9 1990–4