Photoinduced changes of the chemical potential in superconducting Bi$_2$Sr$_2$CaCu$_2$O$_{8+δ}$
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The chemical potential of a superconductor is of critical importance since, at equilibrium, it is the energy where electrons pair and form the superconducting condensate. However, in nonequilibrium measurements, there may be a difference between the chemical potential of the quasiparticles and that of the pairs. Here we report a systematic time- and angle-resolved photoemission study of the pump-induced change in the chemical potential of an optimally doped Bi$_2$Sr$_2$CaCu$_2$O$_{8+δ}$ (Bi2212) sample in both its normal and superconducting states. The change in chemical potential can be understood by separately considering the change in the valence band energy relative to the vacuum and the change in chemical potential relative to the valence band energy. We attribute the former effect to a changing potential barrier at the sample surface and the latter effect to the conservation of charge in an asymmetrical density of states. The results indicate that the pair and quasiparticle chemical potentials follow each other even on picosecond timescales.
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I. INTRODUCTION

Although high-temperature superconductors are not fully understood on a microscopic level, the most important activity occurs at the chemical potential energy, where Cooper pairs form the superconducting condensate. Thus the manipulation of the chemical potential has many basic electronic applications; for example, a difference in the condensate energy across a Josephson junction drives an alternating supercurrent [1]. Ultrafast manipulation of the chemical potential with laser pump pulses has recently been realized by time- and angle-resolved photoemission spectroscopy (tr-ARPES) in several materials [2–5], including high-temperature superconductors [6–9].

Transport experiments on superconducting Sn have demonstrated a distinction between the chemical potential of the quasiparticles and the chemical potential of Cooper pairs, reporting that the two equilibrate on a timescale of at least 200 ps [10,11]. Given the subpicosecond timescales so far observed by tr-ARPES on high-temperature superconductors, the question is raised whether the two chemical potentials are in equilibrium. So far, most studies cannot address this question since they only look at superconducting materials in their normal states [6–8].

Studying the chemical potential in the superconducting state is difficult because of the presence of the superconducting energy gap, which represents the energy required to break Cooper pairs. This energy gap is centered on the pair chemical potential [11], and studies on cuprate superconductor Bi$_2$Sr$_2$CaCu$_2$O$_{8+δ}$ (Bi2212) show that the gap’s size changes upon pumping [9,12,13]. Since only the lower edge of the gap is observed, it cannot be used to accurately measure the chemical potential. However, the well-known $d$-wave symmetry of cuprate superconductors offers a way forward because the gap vanishes along the (0,0)–($\pi$,$\pi$) momentum direction. Along this direction, the quasiparticle chemical potential, if not the pair chemical potential, can be determined by the energy distribution of quasiparticles.

Here we perform a systematic study of the pump-induced shift in the electron energies of optimally doped Bi2212, in the superconducting and normal states. We measure the change in the quasiparticle chemical potential relative to vacuum ($\Delta \mu_{\text{vac}}$) and the change in the valence band energy relative to vacuum ($\Delta \epsilon$). Both quantities relax exponentially, with a timescale of 2 ps in the superconducting state and <1 ps in the normal state. The quantity $\Delta \epsilon$ is consistent with a pump-induced change in the potential barrier at the sample surface.

In an analysis of the pump-induced change in quasiparticle chemical potential relative to the valence band energy ($\Delta \mu_{\text{e}}$), we find that $\Delta \mu_{\text{e}}$ is negative in the superconducting state and positive in the normal state and that the energy gap is centered at the chemical potential. We use a simple model to explain these observations in terms of conservation of charge in an asymmetrical density of states and find that the model best fits the data if the energy gap is centered at the chemical potential. We conclude that the pair and quasiparticle chemical potentials of Bi2212 follow each other even as they change on a picosecond timescale.

II. EXPERIMENTAL DETAILS

The tr-ARPES setup operates with 836 nm pump pulses ($h\nu = 1.48$ eV) and 209 nm probe pulses ($h\nu = 5.93$ eV) (see Ref. [14] for a detailed description). The spot size is about 100 $\mu$m for the pump and 50 $\mu$m for the probe. The energy and momentum resolutions are 23 meV, 0.003 Å–¹ respectively. The time resolution is 300 fs, longer than the 100 fs it takes for electrons to reach a quasithermal distribution [15,16], so the chemical potential is well-defined at all times.

Since this study measures energy very precisely, particular care was taken to remove systematic errors in the energy. Corrections are made to take into account the nonlinear response of the detector [14,17]. To distinguish changes
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in the chemical potential from the suppression of the gap, all measurements in this study were taken along the nodal direction (Γ−Y) of an optimally doped Bi2212 sample. The alignment is sufficiently precise that the gap size along this cut can be no more than 0.7 meV. In all measurements, the probe fluence is 3 nJ/cm² (photoemitting $10^6$ electrons/cm²/pulse); significantly higher probe fluences do not reproduce the same results because the mirror charge effect [18,19] becomes significant and is modified upon pumping. Because small instabilities in the laser power are linked to the space charge and mirror charge effects, the electron energies also drift over time. Therefore, each measurement is taken over many repeated cycles, and a linear correction is made in the electron energy vs time (no more than 0.2 meV per cycle).

III. RESULTS

A. Chemical potential and dispersion energy

In our study, we define two distinct ways to look at changes in the quasiparticle energies. First, we look at the valence band dispersion at a given momentum and measure the change in its energy relative to the vacuum level ($\Delta \varepsilon$). Second, we look at the quasiparticle chemical potential relative to the vacuum ($\Delta \mu_{\text{vac}}$), as determined by the Fermi-Dirac distribution of quasiparticles.

Each of these changes is illustrated with tr-ARPES data in Fig. 1. Panel (a) shows the ARPES intensity map of an optimally doped Bi2212 sample ($T_c = 91$ K) at 35 K. The quasiparticle dispersion (black curve) is extracted using the standard method of fitting horizontal cuts of the intensity to Lorentzian curves [20]. The sample is pumped with a 20 $\mu$J/cm² laser pulse, and the transient quasiparticle dispersion (0.7 ps delay after the pump pulse) is compared with the equilibrium dispersion [see Fig. 1(b)]. Data show a clear transient shift in the dispersion of about 5 meV. Note that we only compare the dispersion in the range of 130–200 meV binding energy, since pumping is known to affect the electron-boson coupling renormalization near 70 meV [8,13], and near the Fermi level there is a systematic bias from the instrumental energy resolution [21].

Figure 1(c) shows the integrated ARPES intensity over a small momentum range [double arrow in panel (a)]. Using the same method as Ref. [9], we fit the equilibrium and transient intensity to a Fermi-Dirac distribution convolved with a Gaussian for the energy resolution. The chemical potential $\mu$ clearly increases by about 2.5 meV in response to the pump. In Fig. 1(d) we show the integrated intensity as a function of delay time, visually illustrating that $\mu$ increases and then relaxes over a few picoseconds.

Figure 2 shows $\Delta \mu_{\text{vac}}$ and $\Delta \varepsilon$ together as a function of delay time in the superconducting [panel (a)] and normal [panel (b)] states of optimally doped Bi2212. Although both quantities increase upon pumping and recover exponentially with a timescale of ~2 ps in the superconducting state (<1 ps in the normal state), it is important to note the difference in their magnitudes. We define $\Delta \mu_\varepsilon$ as the change in chemical potential relative to the valence band energy, that is, $\Delta \mu_\varepsilon = \Delta \mu_{\text{vac}} - \Delta \varepsilon$. In the superconducting state, $\Delta \mu_\varepsilon$ is negative, while in the normal state, it is positive. This is schematically illustrated in Figs. 2(c) and 2(d).

The quantity $\Delta \mu_{\text{vac}}$ is the sum of two effects: $\Delta \mu_\varepsilon$ and $\Delta \varepsilon$. $\Delta \varepsilon$ is a uniform change in the energy of all photoemitted electrons, which can be economically explained by a pump-induced change in the potential energy barrier at the surface of the sample. Photoemitted electrons cross this surface barrier in

![FIG. 1. (Color online) (a) The ARPES intensity map of optimally doped Bi2212 at 35 K along the cut shown in the inset. (b) The valence dispersion of the sample in (a), between 130 and 200 meV binding energy, both before and after the arrival of a 20 $\mu$J/cm² pump pulse. (c) The ARPES intensity integrated along the momentum range indicated by the white double arrow in (a), both before and after the pump pulse. Solid lines show fits to Fermi-Dirac functions, and dashed lines show the chemical potential from the fits. (d) The integrated ARPES intensity as a function of the delay time between the pump and probe.](image)

![FIG. 2. (Color online) The change in chemical potential ($\Delta \mu_{\text{vac}}$) and the shift in quasiparticle dispersion ($\Delta \varepsilon$) relative to the vacuum energy in response to a 20 $\mu$J/cm² pump pulse at 35 K (a) and 115 K (b). (c,d) Illustrations of the changes shown in (a,b). $k_c$ is the point where the dispersion crosses the chemical potential.](image)
a matter of femtoseconds, because the mean free electron path of 6 eV electrons in a solid is only $\sim 5$ nm [22]. $\Delta \mu_{\text{vac}}$, on the other hand, signifies a change in the occupation of available quasiparticle states. A possible mechanism for this change will be discussed in Sec. IV.

**B. Pump fluence dependence**

We turn our focus to $\Delta \mu_{\text{vac}}$, performing a systematic study of delay time, temperature, and pump fluence in Fig. 3. Panel (a) shows the maximum $\Delta \mu_{\text{vac}}$ in the superconducting and normal states as a function of pump fluence. $\Delta \mu_{\text{vac}}$ is observed to be larger in the superconducting state and to increase with pump fluence. Panel (b) shows the recovery time of $\Delta \mu_{\text{vac}}$, as determined by a simple exponential fit from 0.6 ps delay time onwards. In the superconducting state, the recovery time becomes shorter at greater pump fluences, saturating at about 2 ps. In the normal state, the recovery is less than 1 ps and becomes longer at greater pump fluences.

The timescale of the change in chemical potential can be compared to many other changes occurring simultaneously in the system. With a 22 $\mu$J/cm$^2$ pump pulse, the near-nodal superconducting gap is closed and recovers with an initial timescale of 2 ps, although this rate slows down after a few picoseconds [9]. In the superconducting state, similar fluences suppress the nodal electron-boson renormalization, allowing it to recover on a 4 ps timescale [13]. But most suggestively, the chemical potential dynamics are qualitatively similar to the nodal quasiparticle population. The nodal quasiparticle relaxation rate increases with pump fluence because of bimolecular recombination and is much faster in the normal state because excited quasiparticles can combine with thermal quasiparticles [12,23]. The trends seen in the chemical potential dynamics may be explained in the same way. In the superconducting state, the timescales of the nodal quasiparticles are slower overall than those of the chemical potential, but this may merely indicate that the relationship between the chemical potential and quasiparticle population is nonlinear.

**IV. DISCUSSION**

The most surprising result of this study is that the chemical potential relative to the valence band energy increases in the normal state but decreases in the superconducting state. This cannot be explained by a change in charge density, because electrons cannot travel very far from the measurement area on a picosecond timescale, and the number of electrons photomitted from the sample is unaffected by the pump pulse. Assuming conservation of charge, we find the chemical potential using

$$
N = \int_{-\infty}^{\infty} D(E) f(E - \mu_{\text{QP}}, T) dE, 
$$

where $D(E)$ is the density of states at energy $E$, and $f(E, T)$ is the Fermi-Dirac distribution function at electronic temperature $T$ (which need not match the temperature of the rest of the system), and $N$ is the density of electrons. As is well known in metals, the quasiparticle chemical potential $\mu_{\text{QP}}$ must change as a function of $D(E)$ and $T$ in order to conserve charge. The distinction we draw between $\Delta \epsilon$ and $\Delta \mu_{\text{vac}}$ is well justified in this picture, since the former isolates the contribution to $\Delta \mu_{\text{vac}}$ from uniform shifts in $D(E)$, while the latter isolates the contribution from the change in $T$.

Before introducing superconductivity, the density of states can be approximated with a simple phenomenological tight-binding model [24] [see Fig. 4(a)]. Because of the saddle point in the valence band, there is a Van Hove singularity in the density of states just below the chemical potential which causes an asymmetric density of states. An asymmetric density of states could also have other causes, such as particle-hole asymmetry in the pseudogap [25–28], but we do not include such effects in this basic model. The asymmetry in the density of states near the chemical potential would cause a positive $\Delta \epsilon$ as $T$ increases. Since pumping increases $T$ in all our measurements, this is sufficient to explain the pump-induced increase of $\Delta \mu_{\text{vac}}$ in the normal state.

In the superconducting state, the pairing interaction causes the electron and hole quasiparticles to mix. Below, we explain a sense in which the distribution function $f(E, T)$ is broadened by the pairing interaction. This broadening causes $\mu_{\text{vac}}$ to be higher in the superconducting state. Pumping is known to suppress or destroy superconductivity [9,12,13,23], which should cause a negative $\Delta \mu_{\text{vac}}$, exactly as we observe.

More precisely, it is necessary to include the effect of the superconducting gap on the density of states. We distinguish between $\epsilon$, the quasiparticle energy before the pairing interaction is turned on, and $E$, the energy afterwards, each measured relative to $\mu_{\text{pair}}$, the pair chemical potential.

**FIG. 3.** (Color online) (a) The maximum shift $\Delta \mu_{\text{vac}}$, determined by averaging over the gray bars in Figs. 2(a) and 2(b). (b) The recovery times $T_{\text{rec}}$ of 6 eV electrons in a solid is only $\sim$ a matter of femtoseconds, because the mean free electron path of 6 eV electrons in a solid is only $\sim 5$ nm [22]. $\Delta \mu_{\text{vac}}$, on the other hand, signifies a change in the occupation of available quasiparticle states. A possible mechanism for this change will be discussed in Sec. IV.

\begin{align*}
D(E, \Delta) &= \begin{cases} 
\xi(w_+(-\epsilon)D(-\epsilon + \mu_{\text{pair}}(\epsilon)) & \text{for } E > \Delta \\
\xi(w_-(-\epsilon)D(-\epsilon + \mu_{\text{pair}}(\epsilon)) & \text{for } E < -\Delta \\
0 & \text{for } |E| < \Delta
\end{cases}
\end{align*}
where \( \varepsilon = \sqrt{E^2 - \Delta^2} \). In the case of Bi2212, the gap is not constant as a function of momentum because of the \( d \)-wave gap symmetry, but Fig. 4(a) shows the approximation of summing over a range of gap sizes \( \Delta = \Delta_{\text{max}} \cos(\Theta) \), where \( \Delta_{\text{max}} \) is the maximum gap size, and \( \Theta \) is an angle along the Fermi surface.

We now consider the special case where the pair chemical potential and quasiparticle chemical potentials are equal. Using Eq. (2), it is possible to change variables in the integral of Eq. (1) from \( E \) to \( \varepsilon \). The new equation is

\[
N = \int_{-\infty}^{\infty} D(\varepsilon) f_{\text{eff}}(\varepsilon - \mu, T, \Delta) d\varepsilon,
\]

where \( f_{\text{eff}} \) is the effective distribution function with respect to \( \varepsilon \). When the gap is constant, \( f_{\text{eff}} \) is given exactly by

\[
f_{\text{eff}}(\varepsilon, T, \Delta) = \frac{1}{2} \left( 1 - \frac{\varepsilon}{E} \right) + \frac{\varepsilon}{E} f(E, T),
\]

which is equivalent to the equation used by Ref. [30]. The first term of Eq. (4) is the contribution from the energy gap, while the second term is the contribution from temperature. With \( d \)-wave gap symmetry it is necessary to average Eq. (4) over a range of gap sizes, but the qualitative characteristics remain the same.

The functions \( f(E, T) \) and \( f_{\text{eff}}(\varepsilon, T, \Delta) \) are shown in Figs. 4(c) and 4(d), using a \( d \)-wave gap that follows a BCS temperature dependence and has a maximum size of 39 meV [31]. While \( f(E, T) \) gets monotonically broader as \( T \) increases, \( f_{\text{eff}}(\varepsilon, T, \Delta) \) actually gets narrower as \( T \) increases to \( T_c = 91 \) K because the energy gap is closing. The model predicts that \( \Delta \mu_{\text{eff}} \) follows the same trend as the width of \( f_{\text{eff}} \), as shown by the solid red line of Fig. 4(e). On the same plot, the model is compared to experimental measurements of \( \Delta \mu_{\text{eff}} \) and electronic temperatures over many delay times and fluences. Despite the lack of free parameters in the model, it matches the data quite well. We also find that the data does not match the alternate model (dashed red line) in which the pair chemical potential remains constant. This indicates that instead of remaining constant, the pair chemical potential tracks the quasiparticle chemical potential throughout the experiment.

This simple model considers a homogeneous system with constant doping, but it may be complicated by known inhomogeneities in Bi2Sr2CaCu2O8, on length scales of 1–3 nm [32,33]. There may be different domains with different energy gaps, different chemical potentials, and different dynamics. Since the probe spot size (50 \( \mu \)m) is much larger than the length scale of inhomogeneities, the apparent chemical potential will be an average of that of the different domains. Further study is needed to investigate the consequences of a more complex model.

Two other effects were considered and rejected as explanations for the observed chemical potential shifts. If the crystal lattice should expand, this will cause the entire Brillouin zone to shrink, shifting the dispersion. However, even with the generous assumption that the lattice is at equilibrium with the electronic temperature, the effect is negligible in our experiments. For example, in the measurement in Fig. 2(a), the lattice constant should expand by 0.021% [34,35], corresponding to a \( \Delta \varepsilon \) of only 0.14 meV. Another effect comes from electric fields in space implied by the change in the potential barrier at the surface. The length scale of these electric fields is that of the pump spot size (~100 \( \mu \)m), but this is much larger than the distance the electron travels over 2 ps (~1 \( \mu \)m). Therefore, the electric fields have a negligible effect.

V. CONCLUSION

By careful study of the laser-induced change in quasiparticle chemical potential of optimally doped Bi2212 we have shown that the pair chemical potential changes along with
it on a picosecond timescale. The pair chemical potential is significant to any electronic applications, and even a small difference of 1 meV across a Josephson junction would drive an alternating supercurrent with an oscillation period of 2 ps [1], which is incidentally similar to the timescale of the change in chemical potential.

Given the successful use of the chemical potential to study the superconducting gap, it may be fruitful to apply the same technique to the pseudogap state of cuprate superconductors. The nature of the pseudogap is not well understood, and there is a distinct possibility that, unlike the superconducting gap, the pseudogap is not centered at the chemical potential [25–28]. Such a particle-hole asymmetry would have an observable effect in the pump-induced shift of the chemical potential in underdoped cuprates.
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