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Abstract. The inequality between rank and crank moments was conjectured and later proved by Garvan himself in 2011. Recently, Dixit and the authors introduced finite analogues of rank and crank moments for vector partitions while deriving a finite analogue of Andrews’ famous identity for smallest parts function. In the same paper, they also conjectured an inequality between finite analogues of rank and crank moments, analogous to Garvan’s conjecture. In the present paper, we give a proof of this conjecture.

1. Introduction

Let \( p(n) \) denote the number of unrestricted partitions of a positive integer \( n \). To give a combinatorial explanation of the famous congruences of Ramanujan for the partition function \( p(n) \), namely, for \( m \geq 0 \),

\[
\begin{align*}
    p(5m + 4) & \equiv 0 \pmod{5}, \\
    p(7m + 5) & \equiv 0 \pmod{7},
\end{align*}
\]

Dyson [16] defined the rank of a partition as the largest part minus the number of parts. He also conjectured that there must be another statistic, which he named ‘crank’, that would explain Ramanujan’s third congruence, namely,

\[
p(11m + 6) \equiv 0 \pmod{11}.
\]

After a decade, Atkin and Swinnerton-Dyer [9] confirmed Dyson’s observations for the first two congruences for \( p(n) \). Also, in 1988, ‘crank’ was discovered by Andrews and Garvan [7]. An interesting thing to note is that by using the partition statistic ‘crank’, Andrews and Garvan were able to explain not only the third congruence but also the first two. Atkin and Garvan [8] found that the moments of ranks and cranks were important in the study of further partition congruences. In particular, they defined the \( k^{th} \) moments of rank and...
crank, respectively as,

\[
N_k(n) = \sum_{m=-\infty}^{\infty} m^k N(m,n),
\]
\[
M_k(n) = \sum_{m=-\infty}^{\infty} m^k M(m,n),
\]

where \(N(m,n)\) and \(M(m,n)\) denote the number of partitions of \(n\) with rank \(m\) and crank \(m\) respectively. In 2008, Andrews \[4\] introduced the smallest parts function \(spt(n)\) as the total number of appearances of the smallest parts in all partitions of \(n\) and showed that

\[
spt(n) = np(n) - \frac{1}{2}N_2(n).
\]

Using Dyson’s identity \[17, \text{Theorem 5}\], i.e., \(np(n) = \frac{1}{2}M_2(n)\), we can rewrite this as

\[
spt(n) = \frac{1}{2}M_2(n) - \frac{1}{2}N_2(n). \tag{1.1}
\]

From this result, it is immediate that \(M_2(n) > N_2(n)\). Garvan \[20, \text{Conjecture (1.1)}\] conjectured that

\[
M_{2k}(n) > N_{2k}(n), \tag{1.2}
\]

for all \(k > 1\) and \(n \geq 1\). Studying the asymptotic behavior of the difference \(M_{2k}(n) - N_{2k}(n)\), Bringmann and Mahlburg \[11\] proved \(1.2\) for \(k = 2, 4\), and subsequently, for each fixed \(k\), the inequality was proved for sufficiently large \(n\) by Bringmann, Mahlburg and Rhoades \[13\]. Later, Garvan \[20\] himself proved his conjecture for all \(n\) and \(k\) with the help of a combinatorial interpretation for the difference between symmetrized crank and rank moments.

Andrews \[3\] defined the \(k\)th symmetrized rank moment as

\[
\eta_k(n) := \sum_{m=-n}^{n} \left( m + \frac{k-1}{k} \right) N(m,n).
\]

Andrews \[3, \text{Theorem 2}\] showed that the odd moments are all identically zero and also obtained the generating function for even moments \(\eta_{2k}(n)\), that is, for any \(k \geq 1\), we have

\[
\sum_{n=1}^{\infty} \eta_{2k}(n)q^n = \frac{1}{(q)_{\infty}} \sum_{n=1}^{\infty} \frac{(-1)^{n-1}(1+q^n)q^{n(3n-1)+kn}}{(1-q^n)^{2k}} \tag{1.3}
\]
\[
= \frac{1}{(q)_{\infty}} \sum_{n=-\infty}^{\infty} \frac{(-1)^{n-1}q^{n(3n+1)+kn}}{(1-q^n)^{2k}}. \tag{1.4}
\]

Analogous to the symmetrized rank moments \(\eta_k(n)\), Garvan \[21\] introduced the \(k\)th symmetrized crank moment \(\mu_k(n)\) in the study of the higher order \(spt\)-function \(spt_k(n)\). To be more specific,

\[
\mu_k(n) := \sum_{m=-n}^{n} \left( m + \frac{k-1}{k} \right) M(m,n).
\]
Analogous to (1.3) and (1.4), the generating function for the symmetrized crank moments was given by Garvan [21, Theorem (2.2)], that is, for any \( k \geq 1 \), we have

\[
\sum_{n=1}^{\infty} \mu_{2k}(n)q^n = \frac{1}{(q)_{\infty}} \sum_{n=1}^{\infty} \frac{(1-q^n)^{n(n-1)+kn}}{(1-q^n)^{2k}}.
\]

(1.5)

Garvan [21, Equation (1.4)] also gave the following generating function for the symmetrized crank moments:

\[
\sum_{n=1}^{\infty} \mu_{2k}(n)q^n = \frac{1}{(q)_{\infty}} \sum_{n=1}^{\infty} \frac{(1-q^n)^{n(n-1)+kn}}{(1-q^n)^{2k}}.
\]

(1.6)

One of the main results in [21], due to Garvan [21, Equation (1.3)], which was instrumental in proving the inequality between rank and crank moments is as follows:

\[
\sum_{n=1}^{\infty} (\mu_{2k}(n) - \eta_{2k}(n))q^n = \sum_{n_k \geq \cdots \geq n_2 \geq 1} \frac{q^{n_1+n_2+\cdots+n_k}}{(1-q^{n_1})^2(1-q^{n_2})^2\cdots(1-q^{n_k})^2}.
\]

(1.7)

for any \( k \geq 1 \). One can easily check that for \( k = 1 \), the above theorem reduces to (1.1). After this observation, Garvan defined higher order spt-function \( spt_k(n) \) as

\[
spt_k(n) := \mu_{2k}(n) - \eta_{2k}(n),
\]

for all \( k \geq 1 \) and \( n \geq 1 \). He also gave a combinatorial interpretation of \( spt_k(n) \).

In the next subsection, we shall describe recent developments related to Andrews’ identity (1.1) for the smallest parts function \( spt(n) \).

1.1. Finite analogue of Andrews’ spt-identity. Ramanujan’s identities are a constant source of inspiration for everyone and motivate us to do beautiful mathematics. Recently, Dixit and Maji [14] found a generalization of a \( q \)-series identity [22, p. 354], [10, p. 263, Entry 3] of Ramanujan and derived many partition theoretic implications from this generalization. They also established a new identity [14, Theorem 2.8] involving Fine’s function \( F(a,b;t) \) [18, p. 1] from which they were able to derive Andrews’ identity (1.1) for \( spt(n) \). Very recently, together with Dixit, the authors found a finite analogue [15, Theorem 1.1] of the aforementioned generalization of Dixit and Maji [14, Theorem 2.1], whose special case gave a finite analogue of Andrews’ spt-identity, namely,

**Theorem 1.1.** [15, Theorem 2.4] For any natural numbers \( n, N \), we have

\[
spt(n, N) = \frac{1}{2} (M_{2,N}(n) - N_{2,N}(n)),
\]

where \( spt(n, N) \) is the number of smallest parts in all partitions of \( n \) whose corresponding largest parts are less than or equal to \( N \), and \( M_{2,N}(n) \) and \( N_{2,N}(n) \) are defined below.
In [15, p. 9, Equations (2.9), (2.10)], for \( k \geq 1 \), we defined finite analogues of rank and crank moments for vector partitions as

\[
N_{k,N}(n) := \sum_{m=-\infty}^{\infty} m^k N_{S_1}(m,n),
\]

\[
M_{k,N}(n) := \sum_{m=-\infty}^{\infty} m^k M_{S_2}(m,n),
\]

(1.9) (1.10)

where \( N_{S_1}(m,n) \) and \( M_{S_2}(m,n) \) are defined below in (2.1) and (2.5) respectively. From Theorem [14] it is immediate that \( M_{2,N}(n) > N_{2,N}(n) \). Analogous to Garvan’s conjecture [12], we gave the following conjecture on the inequality between the finite analogues of \( k \)th rank and crank moments, that is,

**Conjecture 1.2.** [15, Conjecture 10.1] For any fixed natural number \( N \) and even \( k \geq 2 \),

\[
M_{k,N}(n) > N_{k,N}(n) \quad \text{for all } n \geq 1.
\]

In the present paper, our main goal is to prove the above conjecture. We have already mentioned in this introduction that the theory of symmetrized rank and crank moments was developed by Andrews [3] and Garvan [21] respectively. Here, to prove the above conjecture we define finite analogues of symmetrized rank and crank moments and their generating functions. We follow similar techniques as employed by Garvan [21].

2. **Main Results: Finite analogues of the \( k \)th symmetrized rank and crank moments**

Before defining finite analogues of symmetrized rank and crank moments we need to recall certain definitions from [15, p. 7]. For the sake of completeness we reproduce them below.

Let \( V_1 = D \times P \) denote a set of vector partitions. So an element \( \vec{\pi} \) of \( V_1 \) is of the form \((\pi_1, \pi_2)\), where the magnitude of \( \vec{\pi} \) is given by \(|\vec{\pi}| := |\pi_1| + |\pi_2|\). Let \( N \) be a positive integer. Then for any positive integer \( j \) with \( 1 \leq j \leq N \), set

\[
S_1 := \left\{ \vec{\pi} \in V_1 : \pi_1 \text{ is either an empty partition or such that its parts lie in } [N - j + 1, N] \right\}
\]

and \( \pi_2 \) is an unrestricted partition with Durfee square of size \( j \).

For a vector partition \( \vec{\pi} = (\pi_1, \pi_2) \) in \( V_1 \), let \( w_r(\vec{\pi}) := (-1)^{\#(\pi_1)} \) be its weight and \( \text{rank}(\vec{\pi}) := \text{rank}(\pi_2) \), its vector rank. Now define

\[
N_{S_1}(m,n) := \sum_{j=1}^{N} N_{S_1} \left( m, n; \begin{bmatrix} j \end{bmatrix} \right),
\]

where

\[
N_{S_1} \left( m, n; \begin{bmatrix} j \end{bmatrix} \right) := \sum_{\substack{\vec{\pi} \in S_1, |\vec{\pi}|=n \\text{rank}(\vec{\pi})=m \\text{rank}(\vec{\pi})}}} w_r(\vec{\pi}).
\]


As observed in [15], as \( N \to \infty \), \( N_{S_1}(m, n) \) equals \( N(m, n) \), the number of ordinary partitions of \( n \) with rank \( m \).

We are now ready to define the finite analogue of the \( k^{th} \) symmetrized rank function. Let \( k, N \) be positive integers. Then for any \( n \geq 1 \),

\[
\eta_{k,N}(n) := \sum_{m=-n}^{n} \binom{m + \left\lfloor \frac{k-1}{2} \right\rfloor}{k} N_{S_1}(m, n). \tag{2.2}
\]

**Proposition 2.1.** Let \( N \) be a positive integer and \( k \) be an odd positive integer. Then \( \eta_{k,N}(n) = 0 \) for all \( n \geq 1 \).

This is straightforward from the fact that the finite analogues of all the odd rank moments \( N_{k,N}(n) \) are zero. We now give an expression for the generating function of \( \eta_{k,N}(n) \) for even \( k \).

**Theorem 2.2.** Let \( N \in \mathbb{N} \). Then for any positive integer \( \nu \), we have

\[
\sum_{n=1}^{\infty} \eta_{2\nu,N}(n)q^n = (q)_N \sum_{n=1}^{N} (-1)^{n-1} q^{\frac{n(n-1)}{2}+\nu n} (1+q^n) \left( q_N + q^{N-n} \right) \tag{2.3}
\]

\[
= (q)_N \sum_{n=-N}^{N} (-1)^{n-1} q^{\frac{n(n+1)}{2}+\nu n} (q_N + q^{N-n} (1-q^n)^{2\nu}). \tag{2.4}
\]

Letting \( N \to \infty \), we obtain the generating functions for the symmetrized rank moment, namely, (1.3) and (1.4). Next, we are going to define the finite analogue of the symmetrized crank moments. Again, for convenience, we recollect some definitions from [15, p. 8-9].

Let \( V_2 \) denote the set of vector partitions \( D \times P \times P \). Denote an element \( \vec{\pi} \) of \( V_2 \) by \((\pi_1, \pi_2, \pi_3)\) so that the magnitude of \( \vec{\pi} \) is \( |\vec{\pi}| = |\pi_1| + |\pi_2| + |\pi_3| \).

For any positive integer \( N \), we define the following set:

\[
S_2 := \{ \vec{\pi} \in V_2 : l(\pi_1), l(\pi_2), l(\pi_3) \leq N \}.
\]

Define \( w_v(\vec{\pi}) := (-1)^{\#(\pi_1)} \) to be the weight of the vector partition \( \vec{\pi} = (\pi_1, \pi_2, \pi_3) \) and \( \text{crank}(\vec{\pi}) := \#(\pi_2) - \#(\pi_3) \) be its vector crank. We define

\[
M_{S_2}(m, n) := \sum_{\vec{\pi} \in S_2, |\vec{\pi}| = n, \text{crank}(\vec{\pi}) = m} w_v(\vec{\pi}). \tag{2.5}
\]

Letting \( N \to \infty \) we see that \( S_2 \) approaches the whole set \( V_2 \) and consequently \( M_{S_2}(m, n) \) approaches \( \sum_{\vec{\pi} \in V_2, |\vec{\pi}| = n} w_v(\vec{\pi}) \), which is the total number of weighted vector partitions of \( n \) with vector crank \( m \), a quantity first studied by Garvan (See [19, p. 50]). By the work of Andrews and Garvan [7, Theorem 1], we know that this equals \( M(m, n) \), the number of integer partitions of \( n \) with crank \( m \).
We now define a finite analogue of the $k^{th}$ symmetrized crank moment. Let $k, N$ be positive integers. Then for any $n \geq 1$,
\[
\mu_{k,N}(n) := \sum_{m=-n}^{n} \left( m + \left\lfloor \frac{k-1}{2} \right\rfloor \right) M_{S_k}(m,n).
\] (2.6)

**Proposition 2.3.** For any odd positive integer $k$, we have $\mu_{k,N}(n) = 0$ for all $n \geq 1$.

This easily follows because all the odd crank moments $M_{k,N}(n)$ are zero. Analogous to Theorem 2.2 above, we derive the following result for the generating function of $\mu_{k,N}(n)$ for even $k$.

**Theorem 2.4.** Let $N \in \mathbb{N}$. Then for any positive integer $\nu$, one has
\[
\sum_{n=1}^{\infty} \mu_{2\nu,N}(n) q^n = (q)_N \sum_{n=1}^{N} \frac{(-1)^{n-1} q^\frac{n(n-1)}{2} + \nu n (1 + q^n)}{(q)_{N+n}(q)_{N-n}(1 - q^n)^{2\nu}}
\] (2.7)
\[
= (q)_N \sum_{n=-N}^{N} \frac{(-1)^{n-1} q^\frac{n(n+1)}{2} + \nu n}{(q)_{N+n}(q)_{N-n}(1 - q^n)^{2\nu}}
\] (2.8)

One can easily observe that this result is a finite analogue of the equations (1.5) and (1.6) by letting $N \to \infty$. The next result provides us information about the generating function of the difference between finite analogues of symmetrized crank and rank moments.

**Theorem 2.5.** Let $N \in \mathbb{N}$. Then for any positive integer $k$, we have
\[
\sum_{n=1}^{\infty} \left[ (\mu_{2k,N}(n) - \eta_{2k,N}(n)) q^n \right] = \frac{1}{(q)_N} \sum_{\substack{N \geq n_k \geq \ldots \geq n_1 \geq 1 \atop n_1 + n_2 + \ldots + n_k}} \frac{(q)_{n_1} q^{n_1 + n_2 + \ldots + n_k}}{(1 - q^{n_1})^2 (1 - q^{n_2})^2 \ldots (1 - q^{n_k})^2}.
\] (2.9)

This is a finite analogue of Garvan’s result (1.8) for the generating function of the difference between symmetrized crank and rank moments.

**Remark 1.** If we substitute $k = 1$ in the above result, then we can obtain Theorem 1.1. Thus we have $\mu_{2,N}(n) - \eta_{2,N}(n) = \text{spt}(n,N)$. This suggests us to define a finite analogue of higher order spt-function as $\text{spt}_k(n,N) := \mu_{2k,N}(n) - \eta_{2k,N}(n)$.

The remainder of this paper is organized as follows. In the next section we collect all necessary results which will be useful throughout the paper. The generating functions of the finite analogues of the symmetrized rank and crank moments are proved in Section 4. In Section 5 we derive important results using Bailey’s lemma and give a proof of Conjecture 1.2. We conclude the paper, by discussing further questions in Section 6.
3. Preliminaries

In [15] Theorem 2.2, Dixit et al. noted that the generating function of $N_{S_1}(m, n)$ is

$$ R_{S_1}(z; q) := \sum_{n=1}^{\infty} \sum_{m=\infty}^{n} N_{S_1}(m, n) z^m q^n = \sum_{j=1}^{N} \left[ \frac{N^j}{(zq)_j(z^{-1}q)_j} \right] q^{j^2}(q)_j. \quad (3.1) $$

We call (3.1) as the finite analogue of the rank generating function, for, letting $N \to \infty$ on both sides, gives the well-known result for the rank generating function (for more details, see [15] p. 8),

$$ \sum_{n=1}^{\infty} \sum_{m=\infty}^{n} N(m, n) z^m q^n = \sum_{j=1}^{\infty} \frac{q^{j^2}}{(zq)_j(z^{-1}q)_j}. \quad (3.2) $$

Again, in [2] p. 252, Theorem 2.1, [6] Equation (12.2.2), p. 263, Andrews showed that

$$ \sum_{n=0}^{N} \left[ \frac{N}{n} \right] \frac{(q)_n q^{n^2}}{(zq)_n(z^{-1}q)_n} = \frac{1}{(q)_N} + (1 - z) \sum_{n=1}^{N} \left[ \frac{N}{n} \right] \frac{(-1)^n(q)_n q^{n(n+1)/2}}{(q)_{n+N}} \left( \frac{1}{1 - zq^n} - \frac{1}{z - q^n} \right). \quad (3.3) $$

Now we recall the crank generating function, that is,

$$ \frac{(q)_\infty}{(zq)_\infty(z^{-1}q)_\infty} = \sum_{n=0}^{\infty} \sum_{m=\infty}^{n} M(m, n) z^m q^n, \quad (3.4) $$

where $M(m, n)$ is the number of partitions of $n$ with crank $m$. In [15] Theorem 2.3, Dixit et al. proved that the generating function of $M_{S_1}(m, n)$ is

$$ C_{S_1}(z; q) := \sum_{n=0}^{\infty} \sum_{m=\infty}^{n} M_{S_1}(m, n) z^m q^n = \frac{(q)_N}{(zq)_N(z^{-1}q)_N}, \quad (3.5) $$

which is the finite analogue of (3.3). Andrews [2] p. 258, Theorem 4.1] showed that

$$ \frac{(q)_N}{(zq)_N(z^{-1}q)_N} = \frac{1}{(q)_N} + (1 - z) \sum_{n=1}^{N} \left[ \frac{N}{n} \right] \frac{(-1)^n(q)_n q^{n(n+1)/2}}{(q)_{n+N}} \left( \frac{1}{1 - zq^n} - \frac{1}{z - q^n} \right). \quad (3.6) $$

Now we collect some useful facts about Bailey pairs, see [5] p. 582. A pair of sequences $(\alpha_n(a, q), \beta_n(a, q))$ is called a Bailey pair with parameters $(a, q)$ if, for each non-negative integer $n$,

$$ \beta_n(a, q) = \sum_{r=0}^{n} \frac{\alpha_r(a, q)}{(q; q)_{n-r}(aq; q)_{n+r}}. \quad (3.7) $$

**Theorem 3.1** (Bailey’s Lemma). Suppose $(\alpha_n(a, q), \beta_n(a, q))$ is a Bailey pair with parameters $(a, q)$. Then $(\alpha'_n(a, q), \beta'_n(a, q))$ is another Bailey pair with parameters $(a, q)$, where

$$ \alpha'_n(a, q) = \frac{(\rho_1, \rho_2; q)_n}{(aq/\rho_1, aq/\rho_2; q)_n} \left( \frac{aq}{\rho_1 \rho_2} \right)^n \alpha_n(a, q) $$

and

$$ \beta'_n(a, q) = \sum_{k=0}^{n} \frac{(\rho_1, \rho_2; q)_k(aq/\rho_1 \rho_2; q)_{n-k}}{(aq/\rho_1, aq/\rho_2; q)_n(q; q)_{n-k}} \left( \frac{aq}{\rho_1 \rho_2} \right)^k \beta_{n-k}(a, q). \quad (3.8) $$
We also require the following result:

\[
\lim_{\rho_2 \to 1} \lim_{\rho_1 \to 1} \frac{1}{(1 - \rho_1)(1 - \rho_2)} \left( 1 - \frac{(q)_k(q/\rho_1\rho_2)_k}{(q/\rho_1)_k(q/\rho_2)_k} \right) = \sum_{j=1}^{k} \frac{q^j}{(1 - q^j)^2}.
\] (3.7)

4. PROOFS OF THEOREM 2.2 AND THEOREM 2.4

\textbf{Proof of Theorem 2.2} By definition (2.2) of \( \eta_{k,N}(n) \), we know that

\[
\eta_{2\nu,N}(n) := \sum_{m=-\infty}^{n} \left( m + \nu - 1 \right) \frac{1}{2\nu} N_{S_1}(m,n).
\]

From the definition (3.1) of \( R_{\nu}(z;q) \), it follows at once that

\[
\left( \frac{d^{2\nu}}{dz^{2\nu}} z^{\nu-1} R_{\nu}(z;q) \right) \bigg|_{z=1} = \sum_{n=1}^{\infty} \sum_{m=-\infty}^{\infty} (m+\nu-1)(m+\nu-2) \cdots (m-\nu+1)(m-\nu) N_{S_1}(m,n) q^n.
\]

In other words,

\[
\left( \frac{d^{2\nu}}{dz^{2\nu}} z^{\nu-1} R_{\nu}(z;q) \right) \bigg|_{z=1} = (2\nu)! \sum_{n=1}^{\infty} \eta_{2\nu,N}(n) q^n.
\]

Using Leibniz’s chain rule, we get

\[
\sum_{n=1}^{\infty} \eta_{2\nu,N}(n) q^n = \frac{1}{(2\nu)!} \sum_{j=0}^{\nu-1} \binom{2\nu}{j} \left( \nu - 1 \right) \left( \nu - 2 \right) \cdots \left( \nu - j \right) R_{\nu}(2\nu-j)(1;q).
\] (4.1)

It will be sufficient for us to find the derivatives of \( R_{\nu}(z;q) \) with respect to \( z \). To this end, we wish to write \( R_{\nu}(z;q) \) in a suitable form. Using (3.2) in the right-most expression of (3.1), we deduce that

\[
R_{\nu}(z;q) = \frac{1}{(q)_N} - 1 + (1 - z) \sum_{n=1}^{N} \left[ \frac{N}{n} \right] \frac{(-1)^n(q)_n q^{n(3n+1)/2}}{(q)_{N+n}} \left( \frac{1}{1 - z q^n} - \frac{1}{z - q^n} \right)
\]

\[
= -1 + \frac{1}{(q)_N} \left[ 1 + \sum_{n=1}^{N} \frac{(-1)^n(q)_n^2 q^{n(3n+1)/2}}{(q)_{N+n}(q)_{N-n}} \left( \frac{1 - z}{1 - z q^n} + \frac{1 - z^{-1}}{1 - z^{-1} q^n} \right) \right].
\]

Splitting the summation in the right hand side above, we get

\[
1 + R_{\nu}(z;q) = \frac{1}{(q)_N} \left[ 1 + \sum_{n=1}^{N} \frac{(-1)^n(q)_n^2 q^{n(3n+1)/2}}{(q)_{N+n}(q)_{N-n}} \left( \frac{1 - z}{1 - z q^n} \right) + \sum_{n=1}^{N} \frac{(-1)^n(q)_n^2 q^{n(3n+1)/2}}{(q)_{N+n}(q)_{N-n}} \left( \frac{1 - z^{-1}}{1 - z^{-1} q^n} \right) \right].
\]

Making a change of variable from \( n \) to \(-n\) in the rightmost summation above, we arrive at

\[
1 + R_{\nu}(z;q) = \frac{1}{(q)_N} \sum_{n=-N}^{N} \frac{(-1)^n(q)_n^2 q^{n(3n+1)/2}}{(q)_{N+n}(q)_{N-n}} \left( \frac{1 - z}{1 - z q^n} \right).
\]

We now take the derivatives of \( 1 + R_{\nu}(z;q) \) with respect to \( z \). Firstly, we obtain

\[
R_{\nu}^{(n)}(z;q) = \frac{-1}{(q)_N} \sum_{n=-N}^{N} \frac{(-1)^n(q)_n^2 q^{n(3n+1)/2}}{(q)_{N+n}(q)_{N-n}} \left( \frac{1 - q^n}{(1 - z q^n)^2} \right).
\]
and so for \( j \geq 1, \)

\[
R_{\nu_1}^{(j)}(z;q) = -\frac{j!}{(q)_j} \sum_{n=-N}^{N} (-1)^{n} \frac{(q)_N^2 n^{(3n-1)/2} + j n}{(q)_{N+n}(q)_{N-n}} \left( \frac{1 - q^n}{(1 - z q^n)^{j+1}} \right). \tag{4.2}
\]

Putting (4.2) in the right hand side of (4.1), we have

\[
\sum_{n=1}^{\infty} \eta_{2\nu,N}(n) q^n = (q)_N \sum_{n=-N}^{N} \sum_{n=0}^{\nu-1} \frac{(-1)^{n-1} q^{n(3n-1)/2} + 2\nu n}{(q)_{N+n}(q)_{N-n}(1 - q^n)^{2\nu}} \left( \frac{1 - q^n}{(1 - q^n)^{2\nu}} \right).
\]

by an application of binomial theorem to the inner sum in the second step. Therefore,

\[
\sum_{n=1}^{\infty} \eta_{2\nu,N}(n) q^n = (q)_N \sum_{n=-N}^{N} \sum_{n=0}^{\nu-1} \frac{(-1)^{n-1} q^{n(3n-1)/2} + 2\nu n}{(q)_{N+n}(q)_{N-n}(1 - q^n)^{2\nu}}.
\]

We split the sum on the right side into two parts, namely, from 1 to \( N \) and from \( -N \) to \(-1\).

\[
\sum_{n=1}^{\infty} \eta_{2\nu,N}(n) q^n = (q)_N \left( \sum_{n=1}^{N} \frac{(-1)^{n-1} q^{n(3n-1)/2} + 2\nu n}{(q)_{N+n}(q)_{N-n}(1 - q^n)^{2\nu}} + \sum_{n=-1}^{-N} \frac{(-1)^{n-1} q^{n(3n-1)/2} + 2\nu n}{(q)_{N+n}(q)_{N-n}(1 - q^n)^{2\nu}} \right).
\]

Replace \( n \) by \( -n \) in the rightmost sum to get

\[
\sum_{n=1}^{\infty} \eta_{2\nu,N}(n) q^n = (q)_N \sum_{n=1}^{N} \frac{(-1)^{n-1} q^{n(3n-1)/2} + 2\nu n(1 + q^n)}{(q)_{N+n}(q)_{N-n}(1 - q^n)^{2\nu}},
\]

which is nothing but (2.3). \( \square \)

**Proof of Theorem 2.4** We know from (2.6) that

\[
\mu_{2\nu,N}(n) := \sum_{m=-n}^{n} \binom{m + \nu - 1}{2\nu} M_S(m,n).
\]

It follows, from the definition (3.4) of \( C_{S_2}(z;q) \) and by an application of Leibniz’s rule, that

\[
\sum_{n=1}^{\infty} \mu_{2\nu,N}(n) q^n = \frac{1}{(2\nu)!} \sum_{j=0}^{\nu-1} \binom{2\nu}{j} (\nu - 1)(\nu - 2)...(\nu - j)(\nu - j) C_{S_2}^{(2\nu-j)}(1; q). \tag{4.3}
\]
Using (3.5) in (3.4), we get
\[ C_{S_2}(z; q) = \frac{1}{(q)_N} + (1 - z) \sum_{n=1}^{N} \frac{(-1)^n (q)_n q^{n(n+1)/2}}{(q)_{n+N}} \left( \frac{1}{1 - zq^n} - \frac{1}{z - q^n} \right) \]
\[ = \frac{1}{(q)_N} \left( 1 + \sum_{n=1}^{N} \frac{(-1)^n (q)_n q^{n(n+1)/2}}{(q)_{N+n}(q)_{N-n}} \left( \frac{1}{1 - zq^n} + \frac{1}{1 - z^{-1}q^n} \right) \right). \]

Making a change of variable as in Theorem 2.2, we finally get
\[ C_{S_2}(z; q) = \frac{1}{(q)_N} \sum_{n=-N}^{N} \frac{(-1)^n (q)_n q^{n(n+1)/2}}{(q)_{N+n}(q)_{N-n}} \left( \frac{1}{1 - zq^n} \right). \]

Hence, for \( j \geq 1 \), we have
\[ C_{S_2}^{(j)}(z; q) = \frac{-j!}{(q)_N} \sum_{n=-N, n \neq 0}^{N} \frac{(-1)^n (q)_n q^{n(n+1)+jn}}{(q)_{N+n}(q)_{N-n}} \left( \frac{1}{(1 - zq^n)^{j+1}} \right). \]

Substituting these derivative expressions in (4.3) and then by an application of binomial theorem, we obtain
\[ \sum_{n=1}^{\infty} \mu_{2\nu, N}(n) q^n = (q)_N \sum_{n=-N, n \neq 0}^{N} \frac{(-1)^n q^{n(n+1)+\nu n}}{(q)_{N+n}(q)_{N-n}(1 - q^n)^{2\nu}}. \]

Splitting the sum into the ranges 1 to \( N \) and \(-N\) to \(-1\) and then making a variable change, we get
\[ \sum_{n=1}^{\infty} \mu_{2\nu, N}(n) q^n = (q)_N \sum_{n=1}^{N} \frac{(-1)^n q^{n(n+1)+\nu n}(1 + q^n)}{(q)_{N+n}(q)_{N-n}(1 - q^n)^{2\nu}}. \]

\[ \square \]

5. Proof of Theorem 2.5 and Conjecture 1.2

Using Bailey’s lemma, i.e., Theorem 3.1, we give a result which is essential for the proof of Conjecture 1.2.

**Proposition 5.1.** Let \((\alpha_n(a, q), \beta_n(a, q))\) be a Bailey pair with \( a = 1 \) and \( \alpha_0 = \beta_0 = 1 \). We then have
\[ \sum_{N \geq n_k \geq \ldots \geq n_1 \geq 1} \frac{(q)_n^2 q^{n_1+\ldots+n_k} \beta_{n_1}}{(1-q^{n_k})^2(1-q^{n_{k-1}})^2\ldots(1-q^{n_1})^2} = \sum_{N \geq n_k \geq \ldots \geq n_1 \geq 1} \frac{q^{n_1+\ldots+n_k}}{(1-q^{n_k})^2(1-q^{n_{k-1}})^2\ldots(1-q^{n_1})^2}
\]
\[ + \sum_{r=1}^{N} \frac{(q)_N^2 q^{kr} \alpha_r}{(q)_{N-r}(q)_{N+r}(1-q^r)^{2k}}. \]
Proof. Since \((\alpha_n(a, q), \beta_n(a, q))\) form a Bailey pair with \(a = 1\), we have the relation

\[
\beta_n(1, q) = \sum_{r=0}^{n} \frac{\alpha_r(1, q)}{(q)_{n-r}(q)_{n+r}}.
\]

By Bailey’s Lemma, \((\alpha'_n(a, q), \beta'_n(a, q))\) is also a Bailey pair with parameters \((1, q)\). Hence, by (3.6),

\[
\beta'_n(1, q) = \sum_{r=0}^{n} \frac{\alpha'_r(1, q)}{(q)_{n-r}(q)_{n+r}}.
\]

Substituting the values of \(\alpha'_n(a, q)\) and \(\beta'_n(a, q)\) from Theorem 3.1, we get

\[
\sum_{k=0}^{n} \frac{(p_1 k(p_2))_k(q/p_1 p_2)_{n-k}}{(q/p_1)_{n-k}(q/p_2)_{n-k}} \left(\frac{q}{p_1 p_2}\right)^k \beta_k(1, q) = \sum_{k=0}^{n} \frac{(p_1 k(p_2))_k(q/p_1 p_2)_{n-k}}{(q/p_1)_{n-k}(q/p_2)_{n-k}} \left(\frac{q}{p_1 p_2}\right)^k \alpha_k(1, q).
\]

Separating the terms corresponding to \(k = 0\) in both the summations and multiplying throughout by \((q/p_1)_n(q/p_2)_n\),

\[
\sum_{k=1}^{n} \frac{(p_1 k(p_2))_k(q/p_1 p_2)_{n-k}}{(q/p_1)_{n-k}(q/p_2)_{n-k}} \beta_k(1, q) = \frac{(q/p_1)_n(q/p_2)_n}{(q)^2} \left(1 - \frac{(q)_n(q/p_1 p_2)_n}{(q/p_1)_n(q/p_2)_n}\right) + \frac{\alpha_k(1, q)}{(q/p_1)_n(q/p_2)_n}\sum_{k=1}^{n} \frac{(p_1 k(p_2))_k(q/p_1 p_2)_{n-k}}{(q/p_1)_{n-k}(q/p_2)_{n-k}} \alpha_k(1, q).
\]

Dividing both sides by \((1 - p_1)(1 - p_2)\), then letting \(p_1 \to 1\), \(p_2 \to 1\) and using (3.7), we get

\[
\sum_{k=1}^{n} \frac{(q)^2 k-1 q^k \beta_k}{1 - q} = \sum_{k=1}^{n} \frac{q^k}{1 - q^2} + \sum_{k=1}^{n} \frac{(q)_n^2 q^k \alpha_k}{(q)^2 (q)_n^{-k}(q)_n^{-k}(1 - q^2)^2}.
\]

This is the \(k = 1\) case of the theorem. We are going to prove the theorem using induction.

To this end, suppose that the theorem holds for \(k = \ell - 1\). This means that

\[
\sum_{N \geq n_1 \geq \ldots \geq n_{\ell}} \frac{(q)^2 n_1^2 q^{n_1 + \ldots + n_\ell}}{(1 - q^{n_1})^2 \ldots (1 - q^{n_\ell})^2} = \sum_{N \geq n_1 \geq \ldots \geq n_{\ell} \geq 1} \frac{q^{n_1 + \ldots + n_\ell}}{(1 - q^{n_1})^2 \ldots (1 - q^{n_\ell})^2} + \sum_{r=1}^{N} \frac{(q)_N^2 q^{(\ell - 1)r} \alpha_r}{(q)_N^{-r}(q)_N^{N + r} (1 - q^r)^2(\ell - 1)}.
\]

This equation is true for any Bailey pair \((\alpha_n(a, q), \beta_n(a, q))\) with \(a = 1\) and \(\alpha_0 = \beta_0 = 1\). Note that, since \(\alpha'_0 = \alpha_0 = 1\) and \(\beta'_0 = \beta_0 = 1\), (5.1) also holds for the Bailey pair \((\alpha'_n(a, q), \beta'_n(a, q))\). So, we replace \((\alpha_n, \beta_n)\) by \((\alpha'_n, \beta'_n)\) in (5.1) to get

\[
\sum_{N \geq n_1 \geq \ldots \geq n_{\ell}} \frac{(q)^2 n_1^2 q^{n_1 + \ldots + n_\ell}}{(1 - q^{n_1})^2 \ldots (1 - q^{n_\ell})^2} = \sum_{N \geq n_1 \geq \ldots \geq n_{\ell} \geq 1} \frac{q^{n_1 + \ldots + n_\ell}}{(1 - q^{n_1})^2 \ldots (1 - q^{n_\ell})^2} + \sum_{r=1}^{N} \frac{(q)_N^2 q^{(\ell - 1)r} \alpha_r}{(q)_N^{-r}(q)_N^{N + r} (1 - q^r)^2(\ell - 1)}.
\]
We now substitute for $\alpha'_n$ and $\beta'_n$ in terms of $\alpha_n$ and $\beta_n$ using Bailey’s Lemma,

\[
\sum_{N \geq n_1 \geq \ldots \geq n_2 \geq 1, n_2 \geq n_1 \geq 0} \frac{(q)_{n_2}^2 q^{n_2 + \ldots + n_\ell}}{(1 - q^{n_2})^2 \ldots (1 - q^{n_\ell})^2} \frac{(\rho_1)_{n_1} (\rho_2)_{n_3} (q/\rho_1 \rho_2)_{n_2 - n_1} (q/\rho_1 \rho_2)^{n_1} \beta_{n_1}}{(q/\rho_1)_{n_2} (q/\rho_2)_{n_3} (q/\rho_1 \rho_2)_{n_2 - n_1}}
\]

\[= \sum_{N \geq n_1 \geq \ldots \geq n_2 \geq 1} \frac{q^{n_2 + \ldots + n_\ell}}{(1 - q^{n_2})^2 \ldots (1 - q^{n_\ell})^2} + \sum_{r=1}^{N} \frac{(q)_N^2 q^{(\ell - 1) r} (\rho_1)_r (\rho_2)_r (q/\rho_1 \rho_2)^r \alpha_r}{(q)_{N - r} (q)_{N + r} (1 - q^r)^{2(\ell - 1)} (q/\rho_1)_r (q/\rho_2)_r}.
\]

Again, separating the terms corresponding to $n_1 = 0$ from the sum on the left side, then dividing both sides by $(1 - \rho_1)(1 - \rho_2)$, letting $\rho_1 \to 1$, $\rho_2 \to 1$ and using (3.17), we obtain

\[
\sum_{N \geq n_1 \geq \ldots \geq n_2 \geq 1} \frac{(q)_{n_2}^2 q^{n_1 + n_2 + \ldots + n_\ell} \beta_{n_1}}{(1 - q^{n_2})^2 \ldots (1 - q^{n_\ell})^2} = \sum_{N \geq n_1 \geq \ldots \geq n_2 \geq 1} \frac{q^{n_1 + n_2 + \ldots + n_\ell}}{(1 - q^{n_2})^2 \ldots (1 - q^{n_\ell})^2}.
\]

This concludes the proof of the theorem by induction. \hfill \Box

Corollary 5.2.

\[
(q)_N^2 \sum_{r=1}^{N} \frac{(-1)^{r-1} q^{r(r-1)/2 + kr}(1 + q^r)}{(q)_{N - r} (q)_{N + r} (1 - q^r)^{2k}} = \sum_{N \geq n_1 \geq \ldots \geq n_k \geq 1} \frac{q^{n_1 + n_2 + \ldots + n_k}}{(1 - q^{n_1})^2 \ldots (1 - q^{n_k})^2}.
\]

Proof. Consider the well known Bailey pair below ([11 pp. 27-28]),

\[
\alpha_n = \begin{cases} 
1, & \text{if } n = 0, \\
(-1)^n q^{n(n-1)/2} (1 + q^n), & \text{if } n \geq 1,
\end{cases}
\]

and

\[
\beta_n = \begin{cases} 
1, & \text{if } n = 0, \\
0, & \text{if } n \geq 1.
\end{cases}
\]

Substituting the above Bailey pair in Theorem 5.1 we get

\[
0 = \sum_{N \geq n_k \geq \ldots \geq n_1 \geq 1} \frac{q^{n_1 + n_2 + \ldots + n_k}}{(1 - q^{n_1})^2 \ldots (1 - q^{n_k})^2} + (q)_N^2 \sum_{r=1}^{N} \frac{(-1)^r q^{r(r-1)/2 + kr}(1 + q^r)}{(q)_{N - r} (q)_{N + r} (1 - q^r)^{2k}}.
\]

\hfill \Box

Corollary 5.3.

\[
\sum_{n=1}^{\infty} \mu_{2k, N}(n) q^{n} = \frac{1}{(q)_N} \sum_{N \geq n_k \geq \ldots \geq n_1 \geq 1} \frac{q^{n_1 + n_2 + \ldots + n_k}}{(1 - q^{n_1})^2 \ldots (1 - q^{n_k})^2}.
\]

Proof. Using equation (2.7) from Theorem 2.4 along with Corollary 5.2 we get this result. Note that this is a finite analogue of (1.7). \hfill \Box
Corollary 5.4.
\[ \sum_{N \geq n_k \geq \cdots \geq n_1 \geq 1} (q)_n q^{n_1+n_2+\ldots+n_k} \frac{(1-q^{n_1})^2(1-q^{n_2})^2\ldots(1-q^{n_k})^2}{(1-q^{n_1})(1-q^{n_2})^2\ldots(1-q^{n_k})^2} = \]
\[ \sum_{N \geq n_k \geq \cdots \geq n_1 \geq 1} q^{n_1+n_2+\ldots+n_k} \frac{(1-q^{n_1})^2(1-q^{n_2})^2\ldots(1-q^{n_k})^2}{(1-q^{n_1})(1-q^{n_2})^2\ldots(1-q^{n_k})^2} + (q)^2_N \sum_{r=1}^{N} (-1)^r q^{\frac{r(3r-1)}{2}+kr}(1+q^r). \]

Proof. Again we use a well known Bailey pair ([11, p. 28]),
\[ \alpha_n = \begin{cases} 1, & \text{if } n = 0, \\ (-1)^n q^{(3n-1)/2}(1+q^n), & \text{if } n \geq 1, \end{cases} \quad \text{and } \beta_n = \frac{1}{(q)_n}. \]
Putting the values of \( \alpha_n \) and \( \beta_n \) in Theorem 5.1 we get the result. \( \square \)

Now we are ready to give a proof of Theorem 2.5

Proof of Theorem 2.5 Divide both sides of (5.4) by \((q)_N\) to get
\[ \frac{1}{(q)_N} \sum_{N \geq n_k \geq \cdots \geq n_1 \geq 1} (q)_n q^{n_1+n_2+\ldots+n_k} \frac{(1-q^{n_1})^2(1-q^{n_2})^2\ldots(1-q^{n_k})^2}{(1-q^{n_1})(1-q^{n_2})^2\ldots(1-q^{n_k})^2} = \]
\[ \frac{1}{(q)_N} \sum_{N \geq n_k \geq \cdots \geq n_1 \geq 1} q^{n_1+n_2+\ldots+n_k} \frac{(1-q^{n_1})^2(1-q^{n_2})^2\ldots(1-q^{n_k})^2}{(1-q^{n_1})(1-q^{n_2})^2\ldots(1-q^{n_k})^2} + (q)_N \sum_{r=1}^{N} (-1)^r q^{\frac{r(3r-1)}{2}+kr}(1+q^r). \]
Using (5.2) and equation (2.4) from Theorem 2.2 we get the desired result. \( \square \)

Before going to the proof of Conjecture 1.2 we require one more concept, an analogue of Stirling numbers of the second kind, defined by Garvan [21]. He defined a sequence of polynomials
\[ g_k(x) = \prod_{j=0}^{k-1} (x^2 - j^2), \quad \text{for } k \geq 1 \]
and a sequence of numbers \( S^*(n, k) \) such that, for \( n \geq 1, \)
\[ x^{2n} = \sum_{k=1}^{n} S^*(n, k) g_k(x). \] (5.3)

Definition [21, p. 249]: Define the sequence \( S^*(n, k) \), for \( 1 \leq k \leq n \), recursively by
(i) \( S^*(1, 1) = 1, \)
(ii) \( S^*(n, k) = 0 \) if \( k \leq 0 \) or \( k > n, \)
(iii) \( S^*(n+1, k) = S^*(n, k-1) + k^2 S^*(n, k) \), for \( 1 \leq k \leq n + 1. \)
From this definition, Garvan showed that the relation (5.3) indeed holds ([21 Lemma 4.2]).
Next, we link the finite analogues of rank and crank moments with their symmetrized counterparts via the numbers \( S^*(n, k). \)
Proposition 5.5. For any two positive integers $k$ and $N$,

\[\mu_{2k,N}(n) = \frac{1}{(2k)!} \sum_{m=-n}^{n} g_k(m) M_{2}^{2}(m, n), \quad (5.4)\]

\[\eta_{2k,N}(n) = \frac{1}{(2k)!} \sum_{m=-n}^{n} g_k(m) N_{2}^{1}(m, n), \quad (5.5)\]

\[M_{2k,N}(n) = \sum_{j=1}^{k} (2j)! S^{*}(k, j) \mu_{2j,N}(n), \quad (5.6)\]

\[N_{2k,N}(n) = \sum_{j=1}^{k} (2j)! S^{*}(k, j) \eta_{2j,N}(n). \quad (5.7)\]

Proof. By the definition of finite analogue of $k$th symmetrized crank moment, we know that

\[\mu_{2k,N}(n) = \frac{1}{(2k)!} \sum_{m=-n}^{n} (m + k - 1) M_{2}^{2}(m, n) \]

\[= \frac{1}{(2k)!} \sum_{m=-n}^{n} (m^2 - (k - 1)^2) (m^2 - (k - 2)^2) \cdots (m^2 - 1^2) m(m - k) M_{2}^{2}(m, n).\]

By the definition of the polynomials $g_k$, this may be written as

\[\mu_{2k,N}(n) = \frac{1}{(2k)!} \sum_{m=-n}^{n} g_k(m) M_{2}^{2}(m, n) - \frac{k}{(2k)!} \sum_{m=-n}^{n} (m^2 - (k - 1)^2) \cdots (m^2 - 1^2) m M_{2}^{2}(m, n).\]

Since $M_{2}^{2}(m, n) = M_{2}^{2}(-m, n)$ [15] p. 9, the rightmost sum vanishes and we get (5.4). Similarly one can prove (5.5). Now for the proof of (5.6), we start with the definition of $M_{2k,N}(n)$ (1.10), namely,

\[M_{2k,N}(n) = \sum_{m=-n}^{n} m^{2k} M_{2}^{2}(m, n).\]

We use (5.3) to substitute for $m^{2k}$ and obtain

\[M_{2k,N}(n) = \sum_{m=-n}^{n} \left( \sum_{j=1}^{k} S^{*}(k, j) g_j(m) \right) M_{2}^{2}(m, n)\]

\[= \sum_{j=1}^{k} S^{*}(k, j) \sum_{m=-n}^{n} g_j(m) M_{2}^{2}(m, n)\]

\[= \sum_{j=1}^{k} (2j)! S^{*}(k, j) \mu_{2j,N}(n),\]

the last step following from (5.4). This completes the proof of (5.6) and on similar lines we can prove (5.7). □

We are now ready to prove the inequality for the finite analogues of rank and crank moments.
Proof of Conjecture 1.2 From (5.6) and (5.7), we get

\[ M_{2k,N}(n) - N_{2k,N}(n) = \sum_{j=1}^{k} (2j)! S^*(k,j) (\mu_{2j,N}(n) - \eta_{2j,N}(n)). \] (5.8)

From Theorem 2.5 we know

\[ \sum_{n=1}^{\infty} (\mu_{2t,N}(n)q^n - \eta_{2t,N}(n))q^n = \sum_{N \geq n_1 \geq \ldots \geq n_t} q^{n_1+n_2+\ldots+n_t}(1-q^{n_1})(1-q^{n_2})^2(1-q^{n_t})^2(q^{n_1+1})_{N-n_1}. \]

From the generating function, we infer that, \( \mu_{2t,N}(n) - \eta_{2t,N}(n) \geq 0 \) for \( n, t, N \geq 1 \). Moreover, the numbers \( S^*(k,j) \) are all positive, so from (5.8), we can write

\[ M_{2k,N}(n) - N_{2k,N}(n) \geq 2(\mu_{2,N}(n) - \eta_{2,N}(n)) = 2spt(n,N) > 0, \]

where the last equality follows from Remark 1. This finishes the proof of the conjecture. □

6. Concluding Remarks

In Remark 1 we defined a finite analogue of higher order spt-function as \( spt_k(n,N) := \mu_{2k,N}(n) - \eta_{2k,N}(n) \). A combinatorial interpretation of the higher order spt-function \( spt_k(n) \) was described by Garvan [21, p. 252]. Looking at the generating function (2.9) of the difference between finite analogues of the symmetrized moments and comparing it with (1.8), one can give a combinatorial interpretation of \( spt_k(n,N) \) on similar lines as that of Garvan’s for \( spt_k(n) \), the only restriction being that the largest parts of the corresponding partitions are less than or equal to \( N \).

Bringmann, Mahlburg and Rhoades [13] showed that, for any \( k \geq 1 \), as \( n \to \infty \),

\[ M_{2k}(n) \sim N_{2k}(n) \sim \alpha_{2k}n^k p(n), \]

\[ M_{2k}(n) - N_{2k}(n) \sim \beta_{2k}n^{k - \frac{1}{2}} p(n), \]

where \( \alpha_{2k}, \beta_{2k} \) are certain explicitly computable constants (see [13, p. 665, Corollary 1.4]). Since in this paper, we have proved the inequality for the finite analogues of rank and crank moments, it would be fascinating to find the asymptotic behavior of the finite analogues and their difference.

Given any prime \( p > 3 \) and for fixed positive integers \( k \) and \( j \), Bringmann, Garvan and Mahlburg [12, Corollary 1.3] established that there are infinitely many arithmetic progressions \( An+B \) such that \( \eta_{2k}(An+B) \equiv 0 \pmod{p^j} \). It would be worthwhile to see if such congruences exist for \( \eta_{2k,N}(n) \).

A number of explicit congruences for higher order spt-functions were proved by Garvan [21, Theorem 6.1–6.3]. It would also be interesting to see if there exists a refinement of these congruences for \( spt_k(n,N) \).
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