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**Introduction**

The study of terrorist networks as well as the study of how to impede their successful functioning has been the topic of considerable attention since the odious event of the 2001 World Trade Center disaster. While serious students of terrorism were indeed engaged in the subject prior to this time, a far more general concern has arisen subsequently. Nonetheless, much of the subject remains shrouded in obscurity, not the least because of difficulties with language and the representation or translation of names, and the inherent complexity and ambiguity of the subject matter.

One of the most fruitful scientific approaches to the study of terrorism has been network analysis (Krebs, 2002; Carley, 2002a; Carley and Dombroski, 2002; Butts, 2003a; Sageman, 2004, etc.) As has been argued elsewhere, this approach may be particularly useful, when properly applied, for disrupting the flow of communications (C^I) between levels of terrorist organizations (Carley, Krackhardt and Lee, 2001; Carley, 2002b; Fellman and Wright, 2003; Fellman and Strathern, 2004; Carley et al, 2003; 2004). In the present paper we examine a recent paper by Ghemawat and Levinthal, (2000) applying Stuart Kauffman’s NK-Boolean fitness landscape approach to the formal mechanics of decision theory. Using their generalized NK-simulation approach, we suggest some ways in which optimal decision-making for terrorist networks might be constrained and following our earlier analysis, suggest ways in which the forced compartmentalization of terrorist organizations by counter-terrorist security organizations might be more likely to impact the quality of terrorist organizations’ decision-making and command execution.

**General Properties of Terrorist Networks**

Without attempting to be either exhaustive or exhausting, recent research on terrorism has revealed several relevant characteristics of terrorist organizations which a prudent modeler ought to keep in mind. These networks are first and foremost, covert, which means that they have hidden properties, and our information about them is necessarily incomplete, hence demanding complex methodological tools for determining the properties of the network structure (Butts, 2001, 2003a; Carley 2002a, 2003; Krebs, 2001, Clemens and O’Neill, 2004). While we are primarily concerned in the present paper with formal properties of terrorist networks, it does bear keeping in mind that at the operational level they are purposive, which lends them not only formal characteristics, but depending upon the organization in question, a considerable ideological history (Hoffman, 1997; Hoffman and Carr, 1997), and in some cases, rather serious (path-dependent) constraints on recruiting (Codevilla, 2004a; Fellman and Strathern, 2004) targets, and methods (Sageman, 2004). Some other, rather interesting properties of terrorist networks include the fact that they are often separated by larger than normal degrees of distance between their participants, a condition arising from their covert nature (Krebs, 2001; Fellman and Wright, 2003; Carley, 2003). Curiously, this kind of structure appears to have an emergent shape, which can be mapped as a distributed network (Krebs, 2001; Fellman and Strathern, 2004; Clemens and O’Neill, 2004), commonly illustrated by a social network diagram of the 9-11 Hijackers and informally referred to as “the dragon”.

Carley et al (2001,2002b, 2003, 2004) have developed useful models for distinguishing cohesive vs. adhesive organizations as well as defining probably outcomes for the removal of higher visibility nodes. Formal models of network analysis can also suggest where removal of key nodes or vertices can disrupt the organization’s ability to transmit commands across hierarchical levels of the organization, thus leading to command degeneration (Butts, 2003a; Carley et al, 2004). The difficulty with this approach is that an important aspect of the dynamics of terrorist networks is that they are learning organizations (Hoffman, 1997; Tsvetovat and Carley, 2003).

If one bears all of these features in mind, some of the complexities of dealing with terrorist organizations become immediately apparent. Terrorists are slippery foes, they are hidden, they have redundant command structures, they change their membership (not all of which changes are visible) and they learn from their mistakes. Nobody who has to deal with terrorist threats wants to see those threats and the organizations that make them, evolve. The obviousness of this proposition is evidenced by the U.S. reaction to 9-11. What then, are the possible approaches?

Complexity science has afforded a number of approaches to evolution in general (Kauffman, 1993, 1996, 2000) as well as to the evolution of organizations and the ways in which complexity science may be applied to problems of organizational behavior. In particular, Kauffman’s NK-Boolean fitness landscape
model appears to offer a number of fruitful heuristics (Lissack, 1996; McKelvey, 1999; Meyer, 1996; Fellman et al., 2004). In 1999, seeking to define the formal properties of an optimal business organization decision-making process, Pankaj Ghemawat of Harvard Business School and Daniel Levinthal of the Wharton School ran an agent based simulation of decision-making in order to define the ways in which decisional interdependence and the interdependence of business units affect overall performance (fitness). In the section which follows, we will explore a number of their findings and suggest how they might be applied to inhibiting the fitness of terrorist organizations.

The Structure of the Ghemawat-Levinthal NK Simulation

A primary goal of the simulation was to model interdependent choices. Levinthal and Ghemawat focus on this aspect of decision making because they are attempting to understand the formal structure of decision-making in organizations with interdependent parts. While they rapidly come to focus on the same measures that we have seen used to characterize terrorist networks, hierarchy and centrality (Butts, 2001, 2003; Carley et al., 2001; 2003, 2004; Carley, 2002, 2003), plus an additional factor of randomness (which most of us are wont to deny) they come at these factors from a slightly different approach than what one might anticipate. N and K are chosen simply as (a) the number of total decisions modeled and (b) the number of decisions which depend upon other decisions. As they explain (p. 16):

The model has two basic parameters, N, the total number of policy choices and K (< N), the number of policy choices that each choice depends upon. More specifically, each of the choices is assumed to be binary, and choice-by-choice contributions to fitness levels are drawn randomly from a uniform distribution over [0,1] for each of the 2K+1 distinct payoff-relevant combinations a choice can be part of. Total fitness is just the average of these N choice-by-choice fitness levels. Note that with K equal to its minimum value of 0, the fitness landscape is smooth and single-peaked: changes in the setting of one choice variable do not affect the fitness contributions of the remaining N-1 choice variables. At the other extreme, with K equal to N-1, a change in a single attribute of the organism or organization changes the fitness contribution of all its attributes, resulting in many local peaks rather than just one, with each peak associated with a set of policy choices that have some internal consistency. No local peak can be improved on by perturbing a single policy choice, but local peaks may vary considerably in their fitness levels.

However, a pure NK approach suffers from the disadvantage that all choices are assumed to be equal. To avoid this problem and to model a richer decisional landscape they employ an adjacency matrix, moving us into the familiar Carter Butts (1997, 2000, 2001, 2003a, 2003b) territory of connected graphs (Carley and Butts, 1997; Butts, 2000), and formal, axiomatically determined complex systems.¹

Adjacency Matrices

With respect to this process, in Kauffman’s original NK-Boolean dynamic fitness landscape model all of the potential choices that a firm could make were considered to be equally important and the search for higher levels of fitness was carried out through a random walk across the fitness landscape (Meyer, 1996). However, under these conditions the NK model could not account for the asymmetric relationship between strategic choices that decision-makers faced. In order to better represent the asymmetric nature of the

¹ Replacement of the interactivity parameter, K, with an adjacency matrix is meant to let us generalize the NK approach in the directions presently of interest. A few general observations can be made about special types of graphs and the fitness landscapes that they induce over the choices and linkages they embody. Thus, given disconnected graphs, fitness landscapes are smooth as the choices corresponding to disconnected vertices are varied—irrespective of the values of other variables. Such vertices therefore lend themselves to the notion of universal (and uncontingent) best practices. And for star graphs, in which one central choice influences the payoffs from each of N-1 peripheral choices but other linkages among choices are absent (corresponding to an adjacency matrix with 1’s in the first column and along the principal diagonal and 0’s everywhere else), getting the first choice right is sufficient, in conjunction with a standard process of local search in an invariant environment, to lead the organization to the global optimum. But what about graphs more generally? Exhaustive enumeration of all the graphs with N vertices and analysis of their fitness landscapes is unlikely to prove productive for even moderately large N: the number of 6-vertex graphs is 157, 7-vertex graphs 1,044, 8-vertex graphs 12,346, and so on. Restricting attention to connected graphs doesn’t help much with the numbers problem since the number of connected graphs grows much more quickly than the number of disconnected graphs: with N equal to 5, disconnected graphs account for about 38% of the total, but with N equal to 8, that figure is down to less than 10%. We therefore pass up the opportunity to engage in exhaustive (and exhausting) enumeration. We begin, instead, by considering two classes of adjacency matrices that highlight two fundamental sources of asymmetry among choices, in terms of hierarchy and centrality, and comparing them with the canonical NK structure on which previous work has focused. (pp. 17-18).
choices facing a corporation (or, as in our case, a terrorist organization), Ghemawat and Levinthal replace the interactive parameter K, as described above, with an adjacency matrix:

How different choices (the vertices in the graph) are linked (the lines in the graph). In such a matrix, choice variable j’s effect on other variables is represented by the patterns of 0s and 1s in column j, with a value of 1 indicating that the payoff to the variable in the row being considered is contingent on variable j, and a value of 0 denoting independence. Similarly, reading across row i in such a matrix indicates the variables the payoff of choice variable i is itself contingent upon. The principle diagonal of an adjacency matrix always consists of 1’s, but the matrix itself need not be symmetric around that diagonal.

In order to simplify their examination of the relationship between asymmetric choices Ghemawat and Levinthal elected to look at two adjacency matrices that highlight the classical types of choice asymmetry: hierarchy, and centrality. In the hierarchical matrix choice 1 is the most important influencing all other choices below it choice two is the second most important and so on to the final choice (in this case choice 10 were N=10) which is influences by all proceeding choices but influences only itself. For the centrality matrix choice 1 is the most central both influencing and also being influenced by all other possible choices, choice two is the second most central being influenced by all other choices and influencing all choices with exception 10 and so on. These two matrices are benchmarked against a traditional NK structure. The matrix in this case is structured such that there will be K 1’s in each row and column but they will be randomly distributed across the matrix. In their simulation, Ghemawat and Levinthal put K=6 which proved the same number of peaks at the other two matrices [Ghemawat and Levinthal 2005]

Hierarchy

Ghemawat and Levinthal treat hierarchical decisions as directed trees where the 1 appears to the left of the principal diagonal. In this regard as we have explained above, choice 1 is the most hierarchically important, choice 2 the second most important, etc. (Figure 4a, Ghemawat and Levinthal, 2000).

\[
\begin{pmatrix}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
2 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
3 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
4 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
5 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
6 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\
7 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 \\
8 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
9 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
10 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{pmatrix}
\]

In most cases Ghemawat and Levinthal use a Poisson distribution or another, uniform distribution, noting, in any case that the probability distribution is not likely to be a mathematically relevant factor in the overall distribution of decision outcomes (i.e., the probability distribution is not the determinative property).
Centrality

In contrast, their treatment of centrality involves interconnected decisions and, hence produces an almost perfect 90 degree rotated distribution (Figure 4b, Ghemawat and Levinthal, 2000):

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|---|---|---|---|---|---|---|---|---|----|
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 |
| 3 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 |
| 4 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| 5 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 |
| 6 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 |
| 7 | 1 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 0 |
| 8 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| 9 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 10| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |

Modeling Policy Choices

Levinthal and Ghemawat then benchmark what happens in these two types of structures against the random (but symmetric) activity which is built into the canonical NK structure. As they explain:

For all three structures, an organization’s policy choices are represented by a vector of length \( N \) where each element of the vector can take on a value of 0 or 1 (not to be confused with the 0s and 1s assigned, respectively, to denoting the absence or presence of linkages between every pair of policy elements). The overall fitness landscape will then consist of \( 2^N \) possible policy choices, with the overall behavior of the organization characterized by a vector \( \{x_1, x_2, \ldots, x_N\} \), where each \( x_i \) takes on the value of 0 or 1. If the contribution of a given element, \( x_i \), of the policy vector to the overall payoff is influenced by \( K_i \) other elements—in ways that vary across the three structures we will analyze—then it can be represented as \( f(x_i|x_{i1}, x_{i2}, \ldots, x_{iK_i}) \). Therefore, each element’s payoff contribution can take on \( 2^{K_i+1} \) different values, depending on the value of the attribute itself (either 0 or 1) the value of the \( K_i \) other elements by which it is influenced (each of these \( K_i \) values also taking on a value of 0 or 1) and—less commonly highlighted—the luck of the draw.

Specifically, it is common to assign a random number drawn from the uniform distribution from zero to one to each possible \( f(x_i|x_{i1}, x_{i2}, \ldots, x_{iK_i}) \) combination with the overall fitness value then being defined as \( \Sigma_{i=1}^{N} f(x_i|x_{i1}, x_{i2}, \ldots, x_{iK_i}) / N \). (pp. 19-20)

Their simulation structure assumes for the random benchmark that \( K=6 \), primarily because this value generates roughly the same number of local peaks as the hierarchical and central distributions. Similarly

---

3 (p. 19) “The particular form of hierarchy we explore in this paper has 1s as all the entries to the left of the principal diagonal (see Figure 4a). Choice 1 is hierarchically the most important, choice 2 the second most important, and so on. In contrast, in a set of interaction patterns ordered by a centrality measure, policies vary in terms of their interdependence with other policy choices and this interdependence is taken to be symmetric (to distinguish it as sharply as possible from the one-way influences of hierarchy). As a result, the 1s to the left of the principal diagonal are mirrored by 1s to its right. Whether the 1s cluster centrally in the adjacency matrix, however, depends on the order in which choice variables are labeled. The particular form of centrality we explore in this paper embodies a structure and a labeling scheme that has 1s as all the entries to the left of the inferior diagonal (but distributed symmetrically to the left and the right of the principal diagonal)—see Figure 4b. Thus, choice 1 is most central, choice 2 second most central, and so on.

4 Ghemawat and Levinthal provide five additional caveats, of which the three important for our purposes are: “A number of important assumptions, based on prior applications, are built into this specification. First of all, there is the emphasis on choice under
they set $N = 10$, which is sufficient to generate more than a million distinct graphs, which allows them to report results averaged over a thousand independent landscapes which share the same structure. These landscapes will be either hierarchical, central or random, characterized by the particular adjacency matrix structure for each type, but with a distinct seeding $(0,1)$ from a uniform random distribution for the fitness of the policy variables.

**Analyzing the Results of the Ghemawat-Levinthal Simulation**

The first question which the authors ask ―what are the effects of presetting a certain number of policy choices equal to their values at the global optimum with the remaining choices determined by a process of local search?‖ is interesting from a complexity science point of view, but not immediately obvious in its application to terrorist organizations. The reason for this is that while answering this question allows Ghemawat and Levinthal to address issues of strategic planning and “grand strategy” in business organizations, it doesn’t really provide a reliable guide for the C4I functioning of terrorist organizations. If this were all that their simulation achieved, it would have rather limited interest for us. However their second question “what happens when one of the $N$ values of the policy variable is preset to a value inconsistent with the value of that variable for the global peak?” is of very substantial interest as it speaks to exactly the kind of distortions which we would wish to induce in the terrorist decision-making chain.

The first interesting result of the simulation is the difference between an optimal preset of policy configurations, the hierarchical, the central and the random simulation arrays:

---

1. Ibid.
Ghemawat and Levinthal describe this as:

With a degree of match of 1, only the first, most strategic, variable is set equal to the global optimum. As more variables are matched with their settings at the global optimum, fitness rises steadily according to Figure 5. However, the global optimum is not approached until nearly all policy variables are specified to equal their settings at the global optimum. Similarly, hamming distances tend to be quite large (see Figure 6).

The gap between the curve depicting performance under the random network structure and the other two curves indicates the power of presetting more strategic variables to their values at the global optimum. In contrast, the gap between the realized fitness level and the value of 1, indicates the loss from the not fully articulating the optimal policy array.

Admittedly, while this is an interesting result, so far it does not tell us much more than the intuitively plausible idea that an inability or failure to articulate global optima means that you probably never get there. There is, however, a slightly more interesting subtext here with respect to the complexity of rugged fitness landscapes, something originally articulated by Farmer, Packard and Kauffman (“The Structure of Rugged Fitness Landscapes” in Kauffman, 1993):

To make more sense of these patterns, it is useful to note that the fitness landscapes we are analyzing are quite complex, typically comprising over 40 local peaks. In such worlds, the powers of local search are relatively limited. Local search rapidly leads to the identification of a local peak but conveys no assurance about the local peak’s global properties (i.e., its fitness value relative to the global optimum). Presetting the most strategic variables to their values at the global optimum does lead to the identification of a better-than-average local peak (recall that the normalized fitness value would have a value of zero if the average realized fitness level equaled the average value of local peaks in the fitness landscape). However, a high level of specificity is necessary to obtain the highest possible fitness levels or configurations close to the global optimum: in rugged landscapes, there are just too many positive-gradient paths that lead to local peaks other than the global one. (p. 26)
What is perhaps most interesting here are the suggestions that (1) the events of 9-11 are likely to prove the exception, rather than the rule (also giving some optimism to the long-run possibility of ultimately negating terrorist threats, something as unthinkable today as the end of the Cold War was forty or fifty years ago) and (2) the indication that even very hierarchical terrorist organizations are unlikely to reach an optimal policy set through local search (and, following Kauffman, there simply are no other search mechanics available). Figure 7 provides what may be a slightly more interesting insight. Much in the fashion of Lissack (1996), Ghemawat and Levinthal use an approach similar to “patching” in order to simulate a feedback situation where initial errors in policy choice can be corrected and the corrections incorporated into subsequent searches. They note that (p. 26):

...while the articulation of and insistence on adherence to a single (or low-dimensional) strategic choice may not be sufficient to lead to the identification of a high-performing set of choices, a lack of such strategic discipline is likely to lead to even less attractive results. Compare the top line in Figure 7, tracing the value of partially articulated activity maps in a hierarchical context in which preset choices cannot be varied (à la Figure 5) with the bottom line, which looks at a hierarchical context in which the preset policy choices can be revised in the process of local search. It turns out that with the degree of match of 1, the latter, “unconstrained” approach underperforms the “constrained” approach, and the gap between the two widens for intermediate degrees of match prior to convergence as the degree of match hits 10. Similarly, the unconstrained approach fails to generate smaller hamming distances than the constrained approach. In that sense, strategic discipline is useful.

In this regard, as we have previously suggested (Fellman, Wright and Sawyer, 2003; Fellman and Wright, 2003) forcing compartmentation of terrorist cells and interrupting communications between command echelons is likely to significantly impede the ability of those cells to function effectively. From a counter-terrorism perspective, however, the most interesting part of the simulation is the section which deals with “the constraints of history”. In this case, Ghemawat and Levinthal artificially inject a variable inconsistent with the global maximum and then observe how the three different types of organization adapt to this distortion. Their Figure 8 summarizes the (normalized) fitness levels achieved in the simulation when they
preset a variable to a value which is inconsistent with the global optimum this is shown below (p. 27):

![Figure 8. Constraints of History](image)

The green line, representing a random pattern of interactions, not surprisingly has a fitness which is essentially “history independent”. The more surprising finding is that while under conditions of hierarchy the fitness level changes quite rapidly as the mismatched variable is shifted from the most important decision to decisions of less importance, centrality conveys virtually no “recovery advantage” at all. This is a striking contrast to Porter (1996) who argues that under conditions of “third order strategic fit” (strong interlinkage/strong centrality) the decision chain becomes “as strong as its strongest link”. In dealing with terrorist organizations, which are primarily hierarchical in nature (Sageman, 2004), what this finding says is that disinformation is a useful tactic (or strategy) only if it succeeds in influencing one of the key decisional variables. In other words, disinformation at the local level is unlikely to have any lasting impact on terrorist organizations. This finding also challenges the institutional wisdom of assigning case officers in the field to this type of counter-terrorism operation (Gerecht, 2001; Codevilla, 2004b). In fact, from an operational point of view, the hierarchical nature of terrorist organizations means that there may be something of a mismatch in the entire targeting process. As Ghemawat and Levinthal note, “Less central variables not only do not constrain, or substantially influence the payoff of many other choices, but they themselves are not greatly contingent upon other policy choices. Being contingent on other policy choices facilitates compensatory shifts in policy variables other than the one that is preset. As a result of the absence of such contingencies, the presetting of lower-order policy choices is more damaging to fitness levels under the centrality structure.” (p. 27) The problem, however, is that decisionmaking in terrorist organizations is apt to be operating under conditions of hierarchy rather than centrality. Perhaps even more annoyingly, those organizations operating against terrorist cells may themselves be organized in a more modern fashion, availing themselves of divisional interlinkages and flat management structure, so that the mismatch between operational objectives and terrorist organizations may, in fact, prove organizationally damaging to the counter-terrorism organization both in a relative and an absolute sense. In this regard, pointless, or fruitless counter-terrorism operations, particularly when conducted at the field level may do considerably more damage than good, particularly to the organization striving to combat terrorism. This is a feature of counter-terrorism that is not entirely unfamiliar to case officers who have operated in this capacity (Gilligan, 2003; Gerecht 2001).

---

Ghemawat and Levinthal test this another way and come to essentially the same conclusion: “Another striking feature of this set of simulations concerns how few of the optima with preset mismatches constitute local peaks of the fitness landscape. Given the importance of configurational effects, one might reasonably conjecture that constraining one variable to differ from the global optimum would lead to the selection of a different, non-global, peak in the fitness landscape. However, Figure 9 indicates that this is relatively uncommon except as one turns to presetting the least important variables under the hierarchy and centrality structures.” (pp. 28-29)
In their final section, Ghemawat and Levinthal examine choice structures. To do this, they set up three classes of variables: independent variables (1-3), whose payoff is not dependent upon that of any other variables, but which influences the payoff of the dependent variables (4-6), and three variables (7-9) which are simply independent of all others (Figure 12).

Figure 12. Influence, Contingency, and Autonomy

They illustrate their findings in Figure 13:

Figure 13. Constraints of History: Normalized Fitness Levels

Interestingly, Ghemawat and Levinthal are surprised that constraining the independent variables to values different from the global maximum affects overall fitness more than the constraint of contingent variables:

Figure 13 indicates that constraining one of the “influential” variables to differ from the global maximum has a profound effect on the relative fitness level of the constrained optimum. Surprisingly, constraining the independent variables to differ from the global optimum has a larger impact than constraining the seemingly more important “contingent” variables. The reason for this is that the presence of contingency allows for the possibility of substituting or compensating changes in policy variables. While tightly linked interaction patterns have generally been viewed as fragile, the equifinality that high levels of interaction engender also allows for a certain robustness. In contrast, when an autonomous variable is misspecified, that doesn’t create negative

---

7 “The broader suggestion is that the ‘natural’ adjacency matrices we have looked at so far mix up at least three very different types of effects: influence, contingency and autonomy. Variables may be more or less influential to the extent that they affect the payoffs to other variables. In an adjacency matrix, this is represented by the prevalence of 1s in the relevant column. Independent of influence, the payoffs from specific variables may be more or less contingent on other choices, as reflected in the number of 1s in the relevant row of the adjacency matrix. And autonomy is characterized by variables that are neither influential nor contingent: variables that correspond, in graph-theoretic terms, to disconnected vertices. In this subsection, we look at a choice structure—distinct from the three that we have already examined—that distinguishes particularly clearly among these three effects.” (p. 29)
ramifications elsewhere in the system of policy choices; at the same time, however, there is no opportunity to compensate for the misspecification.

The most probable source of their surprise is the literature on strategic linkages (which they cite heavily at the beginning of their study).

Conclusion

What the Ghemawat-Levinthal simulation ultimately reveals is that coupled decisional structures have a compensatory feature which makes them less vulnerable to certain kinds of decisional disruption than hierarchical decision structures. The implicit lesson for intelligence organizations is that in dealing with terrorist organizations efforts would best be directed at hitting them hard, at the highest levels of the hierarchy and leave the “cleanup” to local law enforcement organizations. In this context, less engagement may, in fact, yield more results. Conversely, if “sometimes less is more”, clearly “sometimes more is a whole lot less.”
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