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Abstract

We show that small homogeneous solutions to the Einstein-Boltzmann-scalar field system exist globally towards the future and tend to the de Sitter solution in a suitable sense. More specifically, we assume that the spacetime is of Bianchi type I–VIII, that the matter is described by Israel particles and that there exists a scalar field with a potential which has a positive lower bound. This represents a generalization of the work [19], where a cosmological constant was considered, and a generalization of [16], where a spatially flat FLRW spacetime was considered. We obtain the global existence and asymptotic behavior of classical solutions to the Einstein-Boltzmann-scalar field system for small initial data.

1 Introduction

In the very first paper [4] about cosmology after having established the theory of general relativity, Albert Einstein introduced the cosmological constant extending his theory to obtain a static solution describing the universe. Considering an isotropic spacetime and matter such that the resulting pressure and energy density is positive, there is no possibility for a static universe unless one introduces a cosmological constant. However, Einstein’s solution has two problems. Hubble [10], a few years later, discovered a redshift in the light rays coming from different galaxies, thus indicating a possible expansion of the universe making a static universe unrealistic. In fact, before the observation of the expansion of the universe, already in 1922, i.e., exactly 100 years ago, Alexander Friedmann [5] found that there are other non-static, non-vacuum solutions. The second problem is that Einstein’s solution, which corresponds in modern terminology to a closed FLRW universe \((k = 1)\) having a critical radius \(a_c\) filled with dust having a critical density \(\rho_c\) and a cosmological constant, is unstable. For a long time, the interest in the cosmological constant diminished considerably, and the most popular model became the closed FLRW universe \((k = 1)\) without cosmological constant. It was clear in any case that the value of the cosmological constant must be small, since we do not detect it in the solar system.

Later again the cosmological constant has become very popular for two different reasons. First, the theory of inflation [8] has been able to explain different phenomena of the very early universe.
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successfully, and observations of the microwave background have been consistent with that theory. On the other hand, different observations of supernova seem to indicate that the universe is in an accelerated expansion now, and a cosmological constant is the simplest way to model this. The cosmological constant can be understood as the effect of the vacuum on spacetime curvature, for in the vacuum case the Einstein tensor would have to be equal to minus the cosmological constant times the metric. It is natural to model the vacuum by a quantum field, and one can for simplicity consider just a (non-linear) scalar field. Certainly, the discovery of the Higgs field has increased the interest in cosmological models with a scalar field.

The interest in the cosmological constant, or its generalization the scalar field, comes also from the fact that it helps to explain isotropization of the universe. Consider any cosmological model which is future complete and generic within the class of initial data in consideration with a cosmological constant. All the mathematical results available until now indicate that the model tends to the de Sitter solution, i.e., it isotropizes. The first mathematical result in that direction was obtained by Wald obtaining the asymptotic behavior for homogeneous spacetimes with a positive cosmological constant, where the matter model satisfies certain energy conditions. This was then generalized to the scalar field cases by Kitada and Maeda and Rendall. Considering collisionless matter and homogeneous spacetimes, Hayoung Lee was able to obtain precise decay rates in the cosmological constant case and then in the scalar field case. Future non-linear stability for the Einstein-Scalar field system was shown in the monograph by Ringström based on previous work by him. Concerning the Einstein-Boltzmann case, the global existence was obtained by Noutchegueme and Takou in the isotropic case with certain assumptions on the scattering kernel. Finally, more recently considering the scattering kernel for Israel particles, the asymptotic behavior in the isotropic case was obtained in Refs. and the isotropization in the cosmological constant case was proved in Ref.

In this paper, we study the Cauchy problem for the Einstein-Boltzmann-scalar field system with Bianchi symmetry. Suitable assumptions on the scalar field will be made. For the Boltzmann equation, we will consider the scattering kernel for Israel particles. This is a simple scattering kernel, first studied by Israel in Ref., which has a specific, mathematically tractable form so that the collision operator can be easily estimated. In this paper, we show that small solutions to the Einstein-Boltzmann-scalar field system with Bianchi symmetry exist globally towards the future and tend to the de Sitter solution. We extend the work in Refs., where a cosmological constant was considered, to the scalar field case, and the work in Ref., where the FLRW case was treated, to the Bianchi case. Moreover, we generalize the work in Ref., where the Vlasov case was studied, to the Boltzmann case.

The structure of this paper is as follows. In Section 1.1, we briefly introduce the spacetime of Bianchi types. The main equations of this paper, the Einstein-Boltzmann-scalar field system with Bianchi symmetry, will be introduced here. In Section 1.2, we first make the assumptions on the potential, the scattering kernel, etc., and then state the main result in Theorem. Note that we need the smallness of initial data, especially for the Boltzmann equation, which is not necessary in the Vlasov case, for instance see Ref. In Section 2 we study the local existence and uniqueness for the Einstein-Boltzmann-scalar field system. In Section 2.1 we first consider the local existence for the single Boltzmann equation. The argument is basically the same as in Refs., but in this paper we present a more detailed proof, for instance the higher order derivatives of post-collision momenta are estimated in Lemma in a mathematically rigorous way. In Section 2.2 we study the coupled Einstein-Boltzmann-scalar field system. The local existence is proved in Section 2.2.1 and the uniqueness is proved in Section 2.2.2. It turns out that the uniqueness should be proved with great care in the case that the Boltzmann equation is coupled with Einstein’s equations so that the distribution function needs to be estimated with a norm depending on the metric. This will be proved in Section 2.2.3 in detail. In Section 3 we assume that initial data is small and obtain the global existence and asymptotic behavior.
1.1 Bianchi spacetimes

We consider a Lorentz manifold $M = I \times G$, where $I$ is a time interval and $G$ is a 3-dimensional Lie group. Let $E_a$, $a = 1, 2, 3$, be a left-invariant frame on $G$ with $W^a$ its dual frame. We take $E_0 = \partial_t$ to be future oriented and suppose that a metric $^4g$ on $M$ is given by

\begin{align*}
^4g = -dt^2 + g,
\end{align*}

where $g$ is a Riemannian metric on $G$, which is left-invariant. Throughout the paper the Einstein summation convention will be used, where Latin indices run from 1 to 3 and Greek indices run from 0 to 3. In this paper we are interested in the following system of equations. We first consider the evolution equations for the metric $g_{ab}$ and the second fundamental form $k_{ab}$:

\begin{align*}
\frac{dg_{ab}}{dt} &= 2k_{ab}, \\
\frac{dk_{ab}}{dt} &= 2k^c_{cb}k_{bc} - kk_{ab} - R_{ab} + S_{ab} + \frac{1}{2}(\rho - S)g_{ab} + V(\phi)g_{ab},
\end{align*}

where $k$ is the trace of $k_{ab}$ and $R_{ab}$ is the Ricci curvature of $g_{ab}$. The quantities $S_{ab}$, $\rho$ and $S$ are defined by $S_{ab} = T_{ab}$, $\rho = T_{00}$ and $S = S_{abcd}g^{ab}$, where $T_{\alpha\beta}$ is the energy-momentum tensor associated with the Boltzmann matter, and $V(\phi)$ is the potential for the scalar field. We note that the structure constants are defined by

\begin{align*}
[E_a, E_b] = C^c_{ab}E_c, \quad [E_0, E_a] = 0,
\end{align*}

where we choose $E_0 = \partial_t$. We define the connection coefficients by $\nabla_{E_a}E_\beta = \Gamma^\gamma_{a\beta}E_\gamma$, and use the Koszul formula to conclude that the only nontrivial coefficients are

\begin{align*}
\Gamma^ab &= \frac{1}{2}(-g^{ad}C_{bc} + g_{bd}C^{ad} + g_{cd}C^{ad}), \\
\Gamma_0ab &= -k_{ab}, \quad \Gamma_0ab = k_{ab}, \quad \Gamma_0bc = k_{ca}.
\end{align*}

In this case, the Riemann curvature and the Ricci curvature of $g_{ab}$ can be written by

\begin{align*}
R^a_{bcd} &= \Gamma^e_{db}\Gamma^a_{ce} - \Gamma^e_{eb}\Gamma^a_{de} - C^{ed}_{cb}\Gamma^a_{eb}, \\
R_{bd} &= R^a_{bd}.
\end{align*}

Hence, we observe that the Ricci curvature $R_{ab}$ is a polynomial of $g_{ab}$ and $g^{ab}$. The equations for the scalar field $\phi$ are given by

\begin{align*}
\frac{d\phi}{dt} &= \psi, \\
\frac{d\psi}{dt} &= -k\psi - V'(\phi),
\end{align*}

and the assumptions on $V$ will be given in Section 1.2. The Boltzmann equation can be written in a simple form in the Bianchi cases by using the structure constants:

\begin{align*}
\frac{\partial f}{\partial t} + \frac{1}{p^b}C^{cd}_{bc}p^dp^b\frac{\partial f}{\partial p_c} = Q(f, f),
\end{align*}

where the left hand side is derived from the equation (25.20) of Ref. [25] by applying the above representation of the connection coefficients. The collision operator $Q(f, f)$ is defined by

\begin{align*}
Q(f, f) = (\det g)^{-\frac{3}{2}} \int_{S^2} \int_{S^2} \frac{h}{p^b q^a} \sigma(h, \omega)(f(p')f(q') - f(p)f(q)) \, d\omega \, dq,
\end{align*}

which will be studied in Section 2.4 in detail. Finally, the constraint equations are given by

\begin{align*}
R - k_{ab}k^{ab} + k^2 &= 2\rho + \psi^2 + 2V(\phi), \\
\nabla^a k_{ab} &= -T_{0b},
\end{align*}

where the scalar field $\phi$ and the evolution equations for the metric $g_{ab}$ from 0 to 3.
where $R$ is the Ricci scalar of $g_{ab}$. The system of equations (1)–(7) will be referred to as the Einstein-Boltzmann-scalar field (hereafter EBs) system in this paper. The assumptions on the potential $V$ for the scalar field and the scattering kernel $\sigma$ for the Boltzmann equation will be given in Section 1.2, and the energy-momentum tensor $T_{\alpha\beta}$ associated with the Boltzmann equation will be given in Section 2.1.

1.2 Main result

We state the main result of this paper. The following will be assumed throughout the paper.

- We assume that the spacetime is of Bianchi types I–VIII. Hence, the Ricci scalar $R$ of $g_{ab}$ will be non-positive.
- We assume that the potential $V = V(\phi)$ is a smooth function and that there exists a positive constant $V_0$ such that
  \[ V(\phi) \geq V_0 > 0. \]
  Moreover, we assume that the minimum $V_0$ is attained at $\phi = 0$ and is non-degenerate:
  \[ V(0) = V_0 > 0, \quad V'(0) = 0, \quad V''(0) > 0. \]
- We assume that the scattering kernel $\sigma(h, \omega)$ for the Boltzmann equation is the one for Israel particles. We further assume that it is independent of the angular variable $\omega$, i.e.,
  \[ \sigma(h, \omega) = \frac{1}{hs}, \]
  where $h$ and $s$ are defined in Section 2.1.
- The unknowns of the EBs system will be the metric $g^{ab}$, the second fundamental form $k^{ab}$, the scalar fields $\phi$ and $\psi$, and the distribution function $f$. Initial value of these quantities will be given at some $t_0 > 0$ and will be denoted by
  \[ g_{0}^{ab} = g^{ab}(t_0), \quad k_{0}^{ab} = k^{ab}(t_0), \quad \phi_0 = \phi(t_0), \quad \psi_0 = \psi(t_0), \quad f_0(p) = f(t_0, p). \]
- The Hubble variable $H = H(t)$ will be defined by
  \[ H = \frac{1}{3}k, \quad k = k_{ab}g^{ab}, \quad H_0 = H(t_0), \]
  where $H_0$ denotes the initial value of the Hubble variable.
- We introduce a scale factor $Z = Z(t)$ defined by
  \[ Z = e^{\gamma t}, \quad \gamma = \sqrt{\frac{V_0}{3}}, \]
  where $V_0$ denotes the positive lower bound of $V$.

For an introduction to the Bianchi symmetry and the scalar field we refer to Refs. [21, 25]. For more details about the Israel particles we refer to Ref. [11]. The following is the main result of this paper.

**Theorem 1.** Let $g_{0}^{ab}$, $k_{0}^{ab}$, $\phi_0$, $\psi_0$ and $f_0$ be a set of initial data of the EBs system (1)–(7). Suppose that $g_{0}^{ab}$ and $k_{0}^{ab}$ are positive definite and $H_0 > \gamma$. Then, there exist positive numbers $\varepsilon$, $C_0$, $b_1$, $b_2$ and $b_3$ such that if initial data satisfy
  \[ H_0 - \gamma + E_0 < \varepsilon, \quad \max_{a,b} |g_{0}^{ab}| \leq C_0, \quad \|f_0\|_{gm+\frac{1}{2},N}^2 < \varepsilon, \]
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with \( m > \frac{7}{2} \) and \( N \geq 3 \), then the EBs system admits a unique classical solution \( g^{ab}, k^{ab}, \phi, \psi \) and \( f \) on \([t_0, \infty)\) such that \( f \) is non-negative and

\[
\begin{align*}
\sup_{t \in [t_0, \infty)} \max_{a,b} |g^{ab}(t)| & \leq C_0 + C\sqrt{\varepsilon}, \\
\sup_{t \in [t_0, \infty)} \max_{a,b} |k^{ab}(t)| & \leq C_0 \gamma + C\sqrt{\varepsilon}, \\
\sup_{t \in [t_0, \infty)} \|f(t)\|_{g^{m,N}}^2 & \leq C_\varepsilon,
\end{align*}
\]

with the following asymptotics:

\[
\begin{align*}
|\phi(t)| + |\psi(t)| & \leq C\sqrt{\varepsilon} e^{-\frac{3}{2}bt}, \\
\rho(t) + |R(t)| + \sigma_{ab} g^{ab}(t) & \leq C\varepsilon e^{-2\gamma t}, \\
0 & \leq H(t) - \gamma \leq C e^{-bt}, \\
\det g^{-1} & \leq C e^{-6\gamma t}, \\
|Z^2(t) g^{ab}(t) - g^{ab}_{\infty}| & \leq C \sqrt{\varepsilon} e^{-bt}, \\
|Z^{-2}(t) g_{ab}(t) - g_{\infty ab}| & \leq C \sqrt{\varepsilon} e^{-bt},
\end{align*}
\]

for some constant metrics \( g^{ab}_{\infty} \) and \( g_{\infty ab} \).

Here, the quantities \( H \) and \( H_0 \) denote the Hubble variable and the initial value of it, and \( E_0 \) is the initial value of \( E \), which is a quantity equivalent to \( \phi^2 + \psi^2 \). The quantity \( \sigma_{ab} \) denotes the shear tensor, defined by the trace free part of the second fundamental form \( k^{ab} \). These quantities will be defined in Section 3.

2 The Einstein-Boltzmann-scalar field system

In this part we study the local existence of solutions to the EBs system. Let us first consider the equations (1)–(4), which are simple ODEs for \( g^{ab}, k^{ab}, \phi, \psi \), where the right hand sides are basically given by polynomials of \( g^{ab}, g^{ab}, k^{ab}, \phi, \psi \) together with matter terms induced by the (particle) distribution function \( f \). Hence, one can easily obtain the local existence for \( g^{ab}, k^{ab}, \phi \) and \( \psi \), provided that the distribution function is properly estimated. Below, we first consider the local existence for the Boltzmann equation. The local existence for the coupled EBs system will be studied in Section 2.2.

2.1 The Boltzmann equation

In the Bianchi case, by using the left invariant frame \( E_a \), the distribution function can be written as a function of time \( t \) and momentum \( p \). It is well known that the Boltzmann equation can be written in a simple form if we use covariant variables:

\[
f = f(t, p), \quad p = (p_1, p_2, p_3) \in \mathbb{R}^3.
\]

Then, the Boltzmann equation is written as

\[
\frac{\partial f}{\partial t} + \frac{1}{p^0} C_{bc} p^a p^b \frac{\partial f}{\partial p_c} = Q(f, f),
\]

where \( C_{bc}^d \) are the structure constants. The collision operator \( Q(f, f) \) can be written as

\[
Q(f, f) = Q_+(f, f) - Q_-(f, f),
\]
where $Q_+(f, f)$ and $Q_-(f, f)$ are called the gain and loss terms, respectively, and defined by

$$Q_+(f, f) = (\det g)^{-\frac{1}{2}} \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} \frac{1}{p^0 q^0 \sqrt{s}} f(p') f(q') \, d\omega \, dq,$$

$$Q_-(f, f) = (\det g)^{-\frac{1}{2}} \int_{\mathbb{R}^3} \int_{\mathbb{S}^2} \frac{1}{p^0 q^0 \sqrt{s}} f(p) f(q) \, d\omega \, dq.$$

Here, $dq = dq_1 \, dq_2 \, dq_3$, and $d\omega$ is the usual surface element on $\mathbb{S}^2$, where $\omega \in \mathbb{S}^2$ is the unit vector in the sense that $\delta^{ij} \omega_j = 1$. Throughout the paper, the quantity $\det g$ will denote the determinant of the $3 \times 3$ matrix $g_{ab}$, while $\det g^{-1}$ will denote the determinant of the $3 \times 3$ matrix $g^{ab}$. The energy-momentum tensor $T_{\alpha\beta}$ is defined by

$$T_{\alpha\beta} = (\det g)^{-\frac{1}{2}} \int_{\mathbb{R}^3} f p_\alpha p_\beta \frac{dp}{p^0},$$

where $dp = dp_1 \, dp_2 \, dp_3$. The mass shell condition implies that

$$p^0 = \sqrt{1 + g^{ab} p_\alpha p_\beta}, \quad q^0 = \sqrt{1 + g^{ab} q_\alpha q_\beta},$$

and the quantities $h$ and $s$ are the relative momentum and total energy defined by

$$h = \sqrt{g^{ab}(p_\alpha - q_\alpha)(p_\beta - q_\beta)}, \quad s = -g^{ab}(p_\alpha + q_\alpha)(p_\beta + q_\beta).$$

In order to have explicit representations of post-collision momenta we need to introduce an orthonormal frame $e_i$, which can be written with respect to the left invariant frame as

$$e_i = e_i^a E_a, \quad e^i = e^i_a W^a,$$

where $e^i_a$ is the inverse of $e_i^a$ as a $3 \times 3$ matrix and satisfies $\delta^{ij} = e^i_a e^j_b g^{ab}$. It will be convenient to write

$$n_\alpha = p_\alpha + q_\alpha.$$

Then, the post-collision momentum is written as

$$p^0 = p^0 + 2 \left( -q_0 n^a \omega_i e^i_a + q^a \omega_i e^i_a + \frac{n^a \omega_i e^i_a n_0 q^b}{\sqrt{s(n^0 + \sqrt{s})}} \right) \frac{e^j \epsilon^j_0}{\sqrt{s}},$$

$$q^0 = q^0 - 2 \left( -q_0 n^a \omega_i e^i_a + q^a \omega_i e^i_a + \frac{n^a \omega_i e^i_a n_0 q^b}{\sqrt{s(n^0 + \sqrt{s})}} \right) \frac{e^j \epsilon^j_0}{\sqrt{s}},$$

and

$$p'_d = p_d + 2 \left( -q_0 n^a \omega_i e^i_a + q^a \omega_i e^i_a + \frac{n^a \omega_i e^i_a n_0 q^b}{\sqrt{s(n^0 + \sqrt{s})}} \right) \left( \omega_j e^j_d + \frac{n^c \omega_j e^j c n_d}{\sqrt{s(n^0 + \sqrt{s})}} \right),$$

$$q'_d = q_d - 2 \left( -q_0 n^a \omega_i e^i_a + q^a \omega_i e^i_a + \frac{n^a \omega_i e^i_a n_0 q^b}{\sqrt{s(n^0 + \sqrt{s})}} \right) \left( \omega_j e^j_d + \frac{n^c \omega_j e^j c n_d}{\sqrt{s(n^0 + \sqrt{s})}} \right),$$

where $\omega = (\omega_1, \omega_2, \omega_3) \in \mathbb{S}^2$ in the sense that $\delta^{ij} \omega_i \omega_j = 1$. Note that the pre- and post-collision momenta satisfy the energy-momentum conservation:

$$p'_a + q'_a = p_a + q_a.$$

We also note that the above representation reduces to the one in the Minkowski case when written with respect to the orthonormal basis. For instance, the quantity $n^a \omega_i e^i_a$ in the above representation of $p^0$ can be written as

$$n^a \omega_i e^i_a = g^{ab} n_0 \omega_i e^i_a = g^{ab} \hat{n}_j e^j_0 \omega_i e^i_a = \delta^{ij} \hat{n}_j \omega_i,$$

where $n_0$ and $\hat{n}_j$ denote the components of $n$ with respect to $W^b$ and $e^i$, respectively, so that the last quantity on the right side above is $\hat{n} \cdot \omega$, which is the Euclidean inner product of $\hat{n}$ and $\omega$. Since the quantities $p^0, q^0, n^0$ and $s$ are independent of the choice of basis, one can see that the above representation of $p^0$ is the same as the one in the Minkowski case, which can be found in (36) of Ref. [18]. For more details about the Boltzmann equation, we refer to Refs. [1, 2, 6].
2.1.1 Assumptions on the metric

In Proposition 1, we will show that the Boltzmann equation admits a local solution in a given spacetime. To establish the existence result for the Boltzmann equation in a given spacetime, we need to make suitable assumptions on the metric. To be precise, we make the following assumptions.

**Assumptions on the metric.** We assume that there exist a time interval $[t_0, T]$ and a constant $c_1 \geq 1$ such that a metric $g^{ab}$ and a second fundamental form $k^{ab}$ exist on $[t_0, T]$ and satisfy

\[
\frac{1}{c_1} |p|^2 \leq Z^2 g^{ab} p_a p_b \leq c_1 |p|^2, \quad \frac{1}{c_1} |p|^2 \leq Z^2 k^{ab} p_a p_b \leq c_1 |p|^2, \quad \max_{a,b} |Z^2 g^{ab}| \leq c_1,
\]

where $|p| = \sqrt{g^{ab} p_a p_b}$ for $p \in \mathbb{R}^3$.

2.1.2 Basic estimates

We define the following norm for the distribution function:

\[
\|f(t)\|_{g,m,N}^2 = \sum_{|I| \leq N} \int_{\mathbb{R}^3} |\partial_I^p f(t,p)|^2 |p|^{2m} e^{\rho_0} \, dp,
\]

where $I$ is a multi-index, and $\langle p \rangle$ is defined by

\[
\langle p \rangle = \sqrt{1 + |p|^2},
\]

which does not depend on the metric $g$. We notice that the norm depends on the metric $g$ due to the quantity $e^{\rho_0}$, which is necessary to control the collision term. We will also need the following norm:

\[
\|f(t)\|_{g,m,N}^2 = \sum_{|I| \leq N} \int_{\mathbb{R}^3} |\partial_I^p f(t,p)|^2 |p|^{2m} \, dp,
\]

which does not depend on the metric.

Below, we will denote by $\mathcal{L}^{(n)}$ a linear combination of the following form:

\[
\mathcal{L}^{(n)} = \sum_{\substack{2k+l+m=n \\ k,l,m \geq 0}} C_{a_1 b_1 a_2 \cdots a_m} g^{a_1 b_1} g^{a_2 b_2} \cdots g^{a_k b_k} \frac{p^{c_1}}{p^{\theta}} \frac{p^{c_2}}{p^{\theta}} \cdots \frac{q^{d_1}}{q^{\theta}} \frac{q^{d_2}}{q^{\theta}} \cdots \frac{q^{d_m}}{q^{\theta}},
\]

where $C_{a_1 b_1 a_2 \cdots a_m}$ are constants. For instance, $\mathcal{L}^{(1)}$ denotes any linear combination of $p^\theta / q^\theta$ and $q^\theta / q^\theta$, $\mathcal{L}^{(2)}$ is any linear combination of $g^{ab} / (p^\theta)^2$, $p^a q^b / (p^\theta q^\theta)$ and $q^a q^b / (q^\theta)^2$; and so on.

We will also denote by $\mathcal{L}^{(n)}_{p}$ a combination of the following form:

\[
\mathcal{L}^{(n)}_{p} = \sum_{\substack{2k+l+m=n \\ k,l,m \geq 0}} P_{a_1 b_1 a_2 \cdots a_m} g^{a_1 b_1} g^{a_2 b_2} \cdots g^{a_k b_k} \frac{p^{c_1}}{p^{\theta}} \frac{p^{c_2}}{p^{\theta}} \cdots \frac{p^{c_1}}{p^{\theta}} \frac{q^{d_1}}{q^{\theta}} \frac{q^{d_2}}{q^{\theta}} \cdots \frac{q^{d_m}}{q^{\theta}},
\]

where $P_{a_1 b_1 a_2 \cdots a_m}$ denote some polynomials of the following quantities:

\[
\frac{1}{p^{\theta}}, \quad \frac{1}{q^{\theta}}, \quad \frac{1}{\sqrt{s}}, \quad \frac{1}{n^0 + \sqrt{s}}
\]

We notice that the above quantities are bounded by 1, 1, 1/2 and 1/4, respectively, so that $P_{a_1 b_1 a_2 \cdots a_m}$ are also bounded. Finally, we will denote by $\mathcal{C}$ a finite sum of the following form:

\[
\mathcal{C} = \sum_{n=M}^{N} Z^n |\mathcal{L}^{(n)}_{p}|,
\]

for any $N \geq M \geq 0$, where $Z$ is defined by (5).
Lemma 1. The following hold for any \( n \geq 1 \):

\[
\partial_p \mathcal{L}^{(n)} = \frac{1}{p^0} \mathcal{L}^{(n+1)}, \quad (20)
\]

\[
\partial_p \mathcal{L}_P^{(n)} = q^0 \mathcal{L}_P^{(n+1)}. \quad (21)
\]

Proof. We first notice that \( \mathcal{L}^{(m)} \mathcal{L}^{(n)} = \mathcal{L}^{(m+n)} \) and \( \mathcal{L}_P^{(m)} \mathcal{L}_P^{(n)} = \mathcal{L}_P^{(m+n)} \). By a direct calculation, we have

\[
\partial_p \left( \frac{p^b}{p^0} \right) = \frac{1}{p^0} \left( g^{ab} - \frac{p^d p^b}{(p^0)^2} \right) = \frac{1}{p^0} \mathcal{L}^{(2)},
\]

and this proves (20). Recall that \( s = 2 + 2p^0q^0 - 2p^a q^a \). By direct calculations, we have

\[
\partial_p \left( \frac{1}{p^0} \right) = -\frac{p^a}{(p^0)^3} + \frac{1}{(p^0)^2} \mathcal{L}^{(1)} = \frac{q^0}{(p^0)^2 q^0} \mathcal{L}^{(1)} = q^0 \mathcal{L}_P^{(1)}, \quad (22)
\]

\[
\partial_p \left( \frac{1}{\sqrt{s}} \right) = -\frac{1}{2s^{3/2}} \left( 2p^a p^0 q^0 q^a - 2q^a \right) = \frac{q^0}{s^{3/2}} \mathcal{L}^{(1)} = q^0 \mathcal{L}_P^{(1)}, \quad (23)
\]

\[
\partial_p \left( \frac{1}{n^0 + \sqrt{s}} \right) = -\frac{1}{(n^0 + \sqrt{s})^2} \left( -p^a p^0 + \frac{1}{2\sqrt{s}} \left( 2p^a p^0 q^0 q^a - 2q^a \right) \right) = \frac{q^0}{(n^0 + \sqrt{s})^2} \mathcal{L}_P^{(1)}, \quad (24)
\]

where the last one can also be written as \( q^0 \mathcal{L}_P^{(1)} \). The above three calculations show that for any polynomial \( P \) of the quantities in (19), we have

\[
\partial_p P = q^0 \mathcal{L}_P^{(1)}. \quad (25)
\]

We notice that the first result (20) can be written as

\[
\partial_p \mathcal{L}^{(n)} = \frac{q^0}{p^0 q^0} \mathcal{L}(n+1) = q^0 \mathcal{L}_P^{(n+1)}. \quad (26)
\]

We now combine the above two calculations to obtain the desired result (21). \( \Box \)

Remark 1. Let \( I \) be a multi-index with \( |I| = n \geq 0 \) and \( P \) be a polynomial of the quantities in \( (19) \). Then, from the proof of Lemma 1, one can deduce that

\[
\partial_I^P P = (q^0)^n \mathcal{L}_P^{(n)}, \quad (25)
\]

for some \( \mathcal{L}_P^{(n)} \). Moreover, the calculation (22) shows that for any \( I \) with \( |I| = n \geq 0 \),

\[
\partial_I^P \left( \frac{1}{p^0} \right) = \frac{1}{(p^0)^{n+1}} \mathcal{L}^{(n)},
\]

which implies that

\[
\partial_I^P \left( \frac{1}{p^0 q^0} \right) = \frac{1}{p^0 q^0} \mathcal{L}_P^{(n)}, \quad (26)
\]

for some \( \mathcal{L}_P^{(n)} \).

Lemma 2. Let \( I \) be a multi-index with \( |I| = n \geq 0 \). Then, we have

\[
\partial_I^p \left( \frac{p^a}{p^0} \right) = \frac{1}{(p^0)^{n+1}} \mathcal{L}^{(n+1)}, \quad (27)
\]

for some \( \mathcal{L}^{(n+1)} \).
Proof. By a direct calculation using (20), we have
\[
\partial_p \left( \frac{1}{(p!)^b} \varphi^{(n+1)} \right) = \frac{-np^b}{(p!)^{n+2}} \varphi^{(n+1)} + \frac{1}{(p!)^{n+1}} \varphi^{(n+2)} = \frac{1}{(p!)^{n+1}} \varphi^{(n+2)},
\]
for some different \( \varphi^{(n+2)} \). We now obtain the desired result by an induction. \( \square \)

**Lemma 3.** Let \( \mathcal{I} \) be a multi-index with \( |\mathcal{I}| = n \geq 1 \). Then, we have
\[
\partial^\mathcal{I} \left( \frac{1}{\sqrt{s}} \right) = \frac{(q^0)^n}{s_{\mathcal{I}}} \varphi^{(n)},
\]
for some \( \varphi^{(n)} \).

**Proof.** Recall that \( s = 2 + 2p^b q^0 - 2p a^b \). By a direct calculation, we have
\[
\partial_p a s = 2p^b q^0 - 2p a^b = q^0 \varphi^{(1)},
\]
for some \( \varphi^{(1)} \). Hence, we obtain
\[
\partial_p a \left( \frac{1}{\sqrt{s}} \right) = \frac{q^0}{s_{\mathcal{I}}} \varphi^{(1)},
\]
for some different \( \varphi^{(1)} \). This shows that the lemma holds for \( n = 1 \). Suppose that the lemma holds for \( |\mathcal{I}| = n \geq 1 \), and compute
\[
\partial_p \left( \frac{(q^0)^n}{s_{\mathcal{I}}} \varphi^{(n)} \right) = (q^0)^n \partial_p \left( \frac{1}{s_{\mathcal{I}}} \right) \varphi^{(n)} + \frac{(q^0)^n}{s_{\mathcal{I}}} \partial_p \varphi^{(n)}
\]
\[
= (q^0)^n \left( -\frac{3}{2s_{\mathcal{I}}} \varphi^{(1)} \right) \varphi^{(n)} + \frac{(q^0)^{n+1}}{s_{\mathcal{I}}} \varphi^{(n+1)},
\]
where we used (27) and (24). Since we can write
\[
\frac{1}{s_{\mathcal{I}}} \varphi^{(1)} = \frac{1}{s_{\mathcal{I}}} \varphi^{(1)},
\]
we obtain the desired result for \( |\mathcal{I}| = n + 1 \). This completes the proof of the lemma. \( \square \)

**Lemma 4.** Let \( \mathcal{I} \) be a multi-index with \( |\mathcal{I}| = n \geq 1 \). Then, we have
\[
\partial^\mathcal{I} \left( \frac{1}{n^0 + \sqrt{s}} \right) = \frac{(q^0)^n}{(n^0 + \sqrt{s})^2} \varphi^{(n)},
\]
for some \( \varphi^{(n)} \).

**Proof.** We have already showed that in (24) the lemma holds for \( n = 1 \):
\[
\partial_p \left( \frac{1}{n^0 + \sqrt{s}} \right) = \frac{q^0}{(n^0 + \sqrt{s})^2} \varphi^{(1)}.
\]
Suppose that the lemma holds for \( n \geq 1 \). Then, we obtain
\[
\partial_p \left( \frac{(q^0)^n}{(n^0 + \sqrt{s})^2} \varphi^{(n)} \right) = \partial_p \left( \frac{(q^0)^n}{(n^0 + \sqrt{s})^2} \right) \varphi^{(n)} + \frac{(q^0)^n}{(n^0 + \sqrt{s})^2} \partial_p \varphi^{(n)}
\]
\[
= \frac{-2(q^0)^n}{(n^0 + \sqrt{s})^3} \frac{p^a}{p^b} + \frac{1}{2s_{\mathcal{I}}} \left( 2q^0 - 2q^a \right) \varphi^{(n)} + \frac{(q^0)^{n+1}}{(n^0 + \sqrt{s})^2} \partial_p \varphi^{(n)}
\]
\[
= \frac{(q^0)^{n+1}}{(n^0 + \sqrt{s})^2} \varphi^{(n+1)},
\]
where we used \( \varphi^{(1)} \varphi^{(n)} = \varphi^{(n+1)} \) and \( \partial_p \varphi^{(n)} = q^0 \varphi^{(n+1)} \) in (21). This completes the proof of the lemma. \( \square \)
Remark 2. Note that the estimates in Lemma 3 and 4 can also be written as follows: for any multi-index \( I \) with \( |I| = n \geq 0 \), we have
\[
\partial_I^T \left( \frac{1}{\sqrt{s}} \right) = \left( q_0^0 \right)^n \Omega_p^{(n)}, \\
\partial_I^T \left( \frac{1}{n^0 + \sqrt{s}} \right) = \left( q_0^0 \right)^n \Omega_p^{(n)},
\]
for some different \( \Omega_p^{(n)} \).

Lemma 5. Suppose that a metric \( g^{ab} \) is given and satisfies \( (16) \). Then, the post-collision momenta \( p' \) and \( q' \) satisfy for any multi-index \( I \) with \( |I| = n \geq 1 \),
\[
|\partial_I^T p'| \leq C \left( \delta_1^n + (q_0^0)^{n+8} \left( \max_{i,a} |e_i^a| \right) \right)^2 Z^{-n-1} \mathcal{C}, \\
|\partial_I^T q'| \leq (q_0^0)^{n+8} \left( \max_{i,a} |e_i^a| \right) \left( \max_{i,a} |e_i^a| \right) Z^{-n-1} \mathcal{C},
\]
where \( \delta_1^n \) denotes the Kronecker delta.

Proof. Recall that the post-collision momenta are given by \( (13) \) and \( (14) \). Note that \( e_i^a \) are the components of \( e' \) with respect to \( W^a \), which depends only on \( t \), and \( \omega_i \in S^2 \) is an independent variable. Hence, concerning \( p \)-derivatives of \( p' \) and \( q' \), we only need to estimate the following quantities:
\[
\frac{n_a}{\sqrt{s}}, \quad \frac{n_b}{n^0 + \sqrt{s}}.
\]
We note that \( n_a \) and \( n_b \) in the above quantities are estimated as follows. Since we can write
\[
n_a = p_0^0 q_0^0 \left( \frac{1}{q_0^0} \frac{p_a^0}{p_0^0} + \frac{1}{q_0^0} \frac{q_a^0}{p_0^0} \right) = p_0^0 q_0^0 \Omega_p^{(1)},
\]
we obtain
\[
|n_a| \leq p_0^0 q_0^0 Z^{-1} \mathcal{C}, \quad (30)
\]
for some \( \mathcal{C} \). We also have
\[
|n_b| \leq |p| + |q| \leq \sqrt{c_1} Z(p_0^0 + q_0^0) \leq CZp_0^0 q_0^0, \quad (31)
\]
where we used the assumption \( (16) \) such that \( |p| \leq \sqrt{c_1} Z p_0^0 \). We also need the following property: for any \( p, q \in \mathbb{R}^3 \),
\[
s \geq \max \left( \frac{p_0^0}{q_0^0}, \frac{q_0^0}{p_0^0} \right), \quad (32)
\]
which can be found in Lemma 3 of Ref. [17]. We first consider the following quantity:
\[
\partial_I^T \left( \frac{n_a}{\sqrt{s}} \right).
\]
If \( |I| = 0 \), we use \( (30) \) and \( (32) \) to obtain
\[
\left| \frac{n_a}{\sqrt{s}} \right| \leq p_0^0 q_0^0 Z^{-1} \mathcal{C} \sqrt{\frac{q_0^0}{p_0^0}} \leq \sqrt{p_0^0 (q_0^0)^{\frac{1}{2}}} Z^{-1} \mathcal{C}.
\]
If $|\mathcal{I}| = n \geq 1$, we write
\[ \partial_p^\mathcal{I} \left( \frac{n^a}{\sqrt{s}} \right) = \sum_{I_1 \leq \mathcal{I}} \left( \frac{I}{I_1} \right) (\partial_{p}^{I_1 + n^a}) \partial_{p}^{I - I_1} \left( \frac{1}{\sqrt{s}} \right) \]
\[ = n^a \partial_p^\mathcal{I} \left( \frac{1}{\sqrt{s}} \right) + \sum_{\frac{I_1 \leq \mathcal{I}}{|I_1| = 1}} \left( \frac{I}{I_1} \right) (\partial_{p}^{I_1 + n^a}) \partial_{p}^{I - I_1} \left( \frac{1}{\sqrt{s}} \right), \]
where the first quantity is estimated as
\[ \left| n^a \partial_p^\mathcal{I} \left( \frac{1}{\sqrt{s}} \right) \right| \leq \frac{p^0 q^0}{\sqrt{s}} \left| \frac{q^0(n)^{n-1}}{s^\frac{1}{2}} \right| \leq \frac{(q^0)^{n+\frac{3}{2}}}{\sqrt{p^0}} Z^{-n-1} C. \]

Note that $\partial_{p}^{I_1 + n^a} = \mathcal{L}^{(2)}$ for $|I_1| = 1$. We use (28) and (32) for the second quantity to obtain
\[ \left| \sum_{\frac{I_1 \leq \mathcal{I}}{|I_1| = 1}} \left( \frac{I}{I_1} \right) (\partial_{p}^{I_1 + n^a}) \partial_{p}^{I - I_1} \left( \frac{1}{\sqrt{s}} \right) \right| \leq C |\mathcal{L}^{(2)}| \left| \frac{(q^0(n)^{n-1}}{s^\frac{1}{2}} \right| \leq \frac{(q^0)^{n+\frac{3}{2}}}{\sqrt{p^0}} Z^{-n-1} C, \]
where the constant $C$ is absorbed into $C$. Next, we consider the following quantity:
\[ \partial_p^\mathcal{I} \left( \frac{1}{n^0 + \sqrt{s}} \right). \]

If $|\mathcal{I}| = 0$, we use (31) to obtain
\[ \left| \frac{n_b}{n^0 + \sqrt{s}} \right| \leq C Z^0 q^0 \left| \frac{n^0}{n^0 + \sqrt{s}} \right| \leq C Z q^0. \]

If $|\mathcal{I}| = n \geq 1$, we write
\[ \partial_p^\mathcal{I} \left( \frac{n_b}{n^0 + \sqrt{s}} \right) = \sum_{\frac{I_1 \leq \mathcal{I}}{|I_1| = 1}} \left( \frac{I}{I_1} \right) (\partial_{p}^{I_1 + n_b}) \partial_{p}^{I - I_1} \left( \frac{1}{n^0 + \sqrt{s}} \right) \]
\[ = n_b \partial_p^\mathcal{I} \left( \frac{1}{n^0 + \sqrt{s}} \right) + \sum_{\frac{I_1 \leq \mathcal{I}}{|I_1| = 1}} \left( \frac{I}{I_1} \right) (\partial_{p}^{I_1 + n_b}) \partial_{p}^{I - I_1} \left( \frac{1}{n^0 + \sqrt{s}} \right), \]
where the first quantity is estimated as
\[ \left| n_b \partial_p^\mathcal{I} \left( \frac{1}{n^0 + \sqrt{s}} \right) \right| \leq C Z^0 q^0 \left| \frac{(q^0(n)^{n-1}}{n^0 + \sqrt{s}} \right| \leq \frac{(q^0)^{n+\frac{3}{2}}}{p^0} Z^{-n+1} C. \]

For the second quantity we use (29) to obtain
\[ \left| \sum_{\frac{I_1 \leq \mathcal{I}}{|I_1| = 1}} \left( \frac{I}{I_1} \right) (\partial_{p}^{I_1 + n_b}) \partial_{p}^{I - I_1} \left( \frac{1}{n^0 + \sqrt{s}} \right) \right| \leq C \left| \frac{(q^0(n)^{n-1}}{n^0 + \sqrt{s}} \right| \leq \frac{(q^0)^{n-1}}{p^0} Z^{-n+1} C. \]

To summarize, we have obtained
\[ \left| \partial_p^\mathcal{I} \left( \frac{n^a}{\sqrt{s}} \right) \right| \leq \begin{cases} \sqrt{p^0}(q^0)^{\frac{3}{2}} Z^{-1} C, & |\mathcal{I}| = 0, \\ \frac{(q^0)^{n+\frac{3}{2}}}{\sqrt{p^0}} Z^{-n-1} C, & |\mathcal{I}| = n \geq 1, \end{cases} \] (33)
Now, we can estimate the following quantity. We need the estimates (33) and (35):

\[
|I| = 0, \quad \frac{CZ q^0}{p^0} Z^{-n-1} C, \quad |I| = n \geq 1.
\]

We also need to estimate the following quantity, which can be easily estimated by using the above estimates (33) and (34):

\[
\partial_p^2 \left( \frac{n^a n_b}{\sqrt{s(n^0 + \sqrt{s})}} \right).
\]

If \(|I| = 0\), we obtain

\[
\left| \frac{n^a n_b}{\sqrt{s(n^0 + \sqrt{s})}} \right| \leq \sqrt{p^0} (q^0)^{\frac{n}{2}} C.
\]

If \(|I| = n \geq 1\), we have

\[
\partial_p^2 \left( \frac{n^a n_b}{\sqrt{s(n^0 + \sqrt{s})}} \right) = \sum_{I_1 \leq I} \partial_{p_p} \left( \frac{n^a}{\sqrt{s}} \right) \partial_{p_{I_1}} \left( \frac{n^b}{\sqrt{s}} \right) \partial_{p_{I_1}} \left( \frac{n^a}{\sqrt{s}} \right) + \sum_{0 < I_1 < I} \partial_{p_p} \left( \frac{n^a}{\sqrt{s}} \right) \partial_{p_{I_1}} \left( \frac{n^b}{\sqrt{s}} \right) \partial_{p_{I_1}} \left( \frac{n^a}{\sqrt{s}} \right) + \partial_{p_p} \left( \frac{n^a}{\sqrt{s}} \right) \partial_{p_{I_1}} \left( \frac{n^b}{\sqrt{s}} \right),
\]

where the first and third quantities are estimated as

\[
\left| \partial_{p_p} \left( \frac{n^a}{\sqrt{s}} \right) \partial_{p_{I_1}} \left( \frac{n^b}{\sqrt{s}} \right) \right| \leq \frac{(q^0)^{n+\frac{d}{2}}}{\sqrt{p^0}} Z^{-n} C,
\]

\[
\left| \partial_{p_p} \left( \frac{n^a}{\sqrt{s}} \right) \partial_{p_{I_1}} \left( \frac{n^b}{\sqrt{s}} \right) \right| \leq \frac{(q^0)^{n+\frac{d}{2}}}{\sqrt{p^0}} Z^{-n} C,
\]

and the second quantity, which appears only for \(|I| = n \geq 2\), is estimated as follows:

\[
\left| \sum_{0 < I_1 < I} \partial_{p_p} \left( \frac{n^a}{\sqrt{s}} \right) \partial_{p_{I_1}} \left( \frac{n^b}{\sqrt{s}} \right) \partial_{p_{I_1}} \left( \frac{n^a}{\sqrt{s}} \right) \right| \leq \sum_{l+m=n, l,m \neq 0} \frac{(q^0)^{l+\frac{d}{2}}}{\sqrt{p^0}} Z^{-l-1} C \frac{(q^0)^{m+1}}{p^0} Z^{-m-1} C
\]

\[
\leq \frac{(q^0)^{n+\frac{d}{2}}}{p^0} Z^{-n} C,
\]

for some \(C\). To summarize, we have

\[
\left| \partial_p^2 \left( \frac{n^a n_b}{\sqrt{s(n^0 + \sqrt{s})}} \right) \right| \leq \frac{\sqrt{p^0} (q^0)^{\frac{n}{2}} C}{p^0} Z^{-n} C, \quad |I| = 0,
\]

\[
\left| \partial_p^2 \left( \frac{n^a n_b}{\sqrt{s(n^0 + \sqrt{s})}} \right) \right| \leq \frac{(q^0)^{n+\frac{d}{2}}}{\sqrt{p^0}} Z^{-n} C, \quad |I| = n \geq 1.
\]

Now, we can estimate the following quantity. We need the estimates (33) and (35):

\[
\partial_p^2 \left( -q^0 \frac{n^a \omega_i e_i}{\sqrt{s}} + q^0 \omega_i e_i + \frac{n^a \omega_i e_i n_b q^0}{\sqrt{s(n^0 + \sqrt{s})}} \right).
\]
If $|I| = 0$, we obtain

$$|q^0 n^0 \omega_i e^i_a + q^a \omega_i e^i_a + \frac{n^n \omega_i e^i_a n_b q^b}{\sqrt{s(n^0 + \sqrt{s})}}|$$

$$\leq C \left( q^0 \sqrt{p^0(q^0)^2} Z^{-1} C \left( \max_{i,a} |e^i_a| \right) + q^0 |\mathcal{G}(1)| \left( \max_{i,a} |e^i_a| \right) + \sqrt{p^0(q^0)^2} Z^{-1} C \left( \max_{i,a} |e^i_a| \right) q^0 |\mathcal{G}(1)| \right)$$

$$\leq \left( \max_{i,a} |e^i_a| \right) \left( \sqrt{p^0(q^0)^2} Z^{-1} C + q^0 |\mathcal{G}(1)| + \sqrt{p^0(q^0)^2} Z^{-1} C |\mathcal{G}(1)| \right)$$

$$\leq \sqrt{p^0(q^0)^2} \left( \max_{i,a} |e^i_a| \right) Z^{-1} C. \quad (36)$$

If $|I| = n \geq 1$, we write

$$|\partial_p^2 \left( -q^0 n^0 \omega_i e^i_a + q^a \omega_i e^i_a + \frac{n^n \omega_i e^i_a n_b q^b}{\sqrt{s(n^0 + \sqrt{s})}} \right)|$$

$$= |q^0 \partial_p \left( \frac{n^a}{\sqrt{s}} \omega_i e^i_a + \partial_p \left( \frac{n^n n_b}{\sqrt{s(n^0 + \sqrt{s})}} \omega_i e^i_a q^b \right) \right)\right|$$

$$\leq C \left( \frac{q^0 (q^0)^{n+\frac{d}{2}}}{\sqrt{p^0}} Z^{-n-1} C \left( \max_{i,a} |e^i_a| \right) + \frac{(q^0)^{n+\frac{d}{2}}}{\sqrt{p^0}} Z^{-n} C \left( \max_{i,a} |e^i_a| \right) q^0 |\mathcal{G}(1)| \right)$$

$$\leq \left( \max_{i,a} |e^i_a| \right) \left( \frac{(q^0)^{n+\frac{d}{2}}}{\sqrt{p^0}} Z^{-n-1} C + \frac{(q^0)^{n+\frac{d}{2}}}{\sqrt{p^0}} Z^{-n} C |\mathcal{G}(1)| \right)$$

$$\leq \frac{(q^0)^{n+\frac{d}{2}}}{\sqrt{p^0}} \left( \max_{i,a} |e^i_a| \right) Z^{-n-1} C. \quad (37)$$

Similarly, we estimate the following quantity. Here, we only need the estimate $36$.

$$\partial_p^2 \left( \omega_j e^j + \frac{n^c \omega_j e^j c n_d}{\sqrt{s(n^0 + \sqrt{s})}} \right).$$

If $|I| = 0$, then we have

$$|\omega_j e^j + \frac{n^c \omega_j e^j c n_d}{\sqrt{s(n^0 + \sqrt{s})}}|$$

$$\leq C \left( \left( \max_{i,a} |e^i_a| \right) + \sqrt{p^0(q^0)^2} \left( \max_{i,a} |e^i_a| \right) \right)$$

$$\leq \sqrt{p^0(q^0)^2} \left( \max_{i,a} |e^i_a| \right) C. \quad (38)$$

If $|I| = n \geq 1$, then we easily obtain

$$\left| \partial_p^2 \left( \omega_j e^j + \frac{n^c \omega_j e^j c n_d}{\sqrt{s(n^0 + \sqrt{s})}} \right) \right| \leq \frac{(q^0)^{n+\frac{d}{2}}}{\sqrt{p^0}} \left( \max_{i,a} |e^i_a| \right) Z^{-n} C. \quad (39)$$

Now, we combine the above results to prove the lemma. Recall that the post-collision momenta are given by

$$p_d' = p_d + 2 \left( -q^0 n^0 \omega_i e^i_a + q^a \omega_i e^i_a + \frac{n^n \omega_i e^i_a n_b q^b}{\sqrt{s(n^0 + \sqrt{s})}} \right) \left( \omega_j e^j + \frac{n^c \omega_j e^j c n_d}{\sqrt{s(n^0 + \sqrt{s})}} \right),$$

$$q_d' = q_d - 2 \left( -q^0 n^0 \omega_i e^i_a + q^a \omega_i e^i_a + \frac{n^n \omega_i e^i_a n_b q^b}{\sqrt{s(n^0 + \sqrt{s})}} \right) \left( \omega_j e^j + \frac{n^c \omega_j e^j c n_d}{\sqrt{s(n^0 + \sqrt{s})}} \right).$$
and let $\mathcal{I}$ be a multi-index of order $|\mathcal{I}| = n \geq 1$. We first notice that

$$|\partial_{\mathcal{I}}^2 p_d| \leq \begin{cases} C, & |\mathcal{I}| = 1, \\ 0, & |\mathcal{I}| = n \geq 2, \end{cases}$$

(40)

and $\partial_{\mathcal{I}}^2 q_d = 0$ for any $|\mathcal{I}| = n \geq 1$. Next, we consider the following quantity:

$$\partial_{\mathcal{I}}^2 \left( \left( -q_0 \frac{n^a \omega_i e^a_v}{\sqrt{s}} + q^a \omega_i e^a_v + \frac{n^a \omega_i e^a_v n_b g^b}{\sqrt{s(n^0 + \sqrt{s})}} \right) \left( v_j e^j_d + \frac{n^c \omega_i e^c n_d}{\sqrt{s(n^0 + \sqrt{s})}} \right) \right)$$

$$= \partial_{\mathcal{I}}^2 \left( \left( -q_0 \frac{n^a \omega_i e^a_v}{\sqrt{s}} + q^a \omega_i e^a_v + \frac{n^a \omega_i e^a_v n_b g^b}{\sqrt{s(n^0 + \sqrt{s})}} \right) \left( v_j e^j_d + \frac{n^c \omega_i e^c n_d}{\sqrt{s(n^0 + \sqrt{s})}} \right) \right)$$

$$+ \sum_{0 < \mathcal{I}_1 < \mathcal{I}} \partial_{\mathcal{I}_1} \left( \partial_{\mathcal{I}_2} \left( \left( -q_0 \frac{n^a \omega_i e^a_v}{\sqrt{s}} + q^a \omega_i e^a_v + \frac{n^a \omega_i e^a_v n_b g^b}{\sqrt{s(n^0 + \sqrt{s})}} \right) \left( v_j e^j_d + \frac{n^c \omega_i e^c n_d}{\sqrt{s(n^0 + \sqrt{s})}} \right) \right) \right)$$

$$+ \left( -q_0 \frac{n^a \omega_i e^a_v}{\sqrt{s}} + q^a \omega_i e^a_v + \frac{n^a \omega_i e^a_v n_b g^b}{\sqrt{s(n^0 + \sqrt{s})}} \right) \partial_{\mathcal{I}} \left( v_j e^j_d + \frac{n^c \omega_i e^c n_d}{\sqrt{s(n^0 + \sqrt{s})}} \right),$$

where the first and third terms are estimated as follows:

$$\left| \partial_{\mathcal{I}}^2 \left( \left( -q_0 \frac{n^a \omega_i e^a_v}{\sqrt{s}} + q^a \omega_i e^a_v + \frac{n^a \omega_i e^a_v n_b g^b}{\sqrt{s(n^0 + \sqrt{s})}} \right) \left( v_j e^j_d + \frac{n^c \omega_i e^c n_d}{\sqrt{s(n^0 + \sqrt{s})}} \right) \right) \right|$$

$$\leq (q_0)^{n+7} \left( \max_{i,a} |e^i_v| \right)^2 Z^{-n-1} C,$$  

(41)

where we used (37) and (38), and

$$\left| \left( -q_0 \frac{n^a \omega_i e^a_v}{\sqrt{s}} + q^a \omega_i e^a_v + \frac{n^a \omega_i e^a_v n_b g^b}{\sqrt{s(n^0 + \sqrt{s})}} \right) \partial_{\mathcal{I}} \left( v_j e^j_d + \frac{n^c \omega_i e^c n_d}{\sqrt{s(n^0 + \sqrt{s})}} \right) \right|$$

$$\leq (q_0)^{n+7} \left( \max_{i,a} |e^i_v| \right)^2 Z^{-n-1} C,$$  

(42)

where we used (36) and (39). The second term, which appears only for $|\mathcal{I}| = n \geq 2$, is estimated by using (37) and (39) as follows:

$$\left| \sum_{0 < \mathcal{I}_1 < \mathcal{I}} \partial_{\mathcal{I}_1} \left( \partial_{\mathcal{I}_2} \left( \left( -q_0 \frac{n^a \omega_i e^a_v}{\sqrt{s}} + q^a \omega_i e^a_v + \frac{n^a \omega_i e^a_v n_b g^b}{\sqrt{s(n^0 + \sqrt{s})}} \right) \left( v_j e^j_d + \frac{n^c \omega_i e^c n_d}{\sqrt{s(n^0 + \sqrt{s})}} \right) \right) \right) \right|$$

$$\leq \frac{(q_0)^{n+8}}{p^6} \left( \max_{i,a} |e^i_v| \right)^2 Z^{-n-1} C.$$  

(43)

We combine (10)–(13) to conclude that

$$|\partial_{\mathcal{I}}^2 p_d| \leq \begin{cases} C + (q_0)^{8} \left( \max_{i,a} |e^i_v| \right)^2 Z^{-2} C, & |\mathcal{I}| = 1, \\ (q_0)^{n+8} \left( \max_{i,a} |e^i_v| \right)^2 Z^{-n-1} C, & |\mathcal{I}| = n \geq 2, \end{cases}$$

which implies the desired result for $\partial_{\mathcal{I}}^2 p_d$. The estimates for $\partial_{\mathcal{I}}^2 q_d$ are almost the same, and we skip the proof of it. This completes the proof of Lemma 5. 

Remark 3. We observe that the $3 \times 3$ matrix $(e^i_v)_{i,a=1,2,3}$ defines a linear map: $p_a = \tilde{p}_i e^i_a$. Since the assumption (10) implies

$$|p|^2 \leq \frac{c_1 Z^2 g^{ab} p_a p_b |p|^2}{|p|^2} = c_1 Z^2,$$  

(44)
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the norm of the matrix \((e^i_a)_{i,a=1,2,3}\), as an operator, is estimated by

\[ \| (e^i_a)_{i,a=1,2,3} \| \leq \sqrt{c_1} Z. \]

Hence, we obtain

\[ \max_{i,a} |e^i_a| \leq CZ, \]

where the constant \(C\) depends on \(c_1\). Now, applying the estimate \((44)\), we may write Lemma 5 as follows: for any multi-index \(I\) with \(|I| = n \geq 1\), we have

\[ |\partial_p^I p|, |\partial_p^I q| \leq (q^0)^{2+n} Z^{-n+1} C, \]

where we notice that \(C \delta_1^n = (q^0)^3 C\) holds for \(n = 1\).

**Remark 4.** We remark that the orthonormal basis can be chosen as follows:

\[
(e^i_a) = \begin{pmatrix}
\phi^1_a \\
\phi^2_a \\
\phi^3_a
\end{pmatrix} = \begin{pmatrix}
\frac{1}{\sqrt{g^{11}}} & 0 & 0 \\
\sqrt{g^{11} (g^{12} g^{22} - (g^{12})^2)} & \frac{1}{\sqrt{g^{12}}} & 0 \\
\sqrt{g^{11} (g^{12} g^{22} - (g^{12})^2)} & \sqrt{g^{11} (g^{13} g^{23} - (g^{13})^2)} & \frac{1}{\sqrt{g^{13}}}
\end{pmatrix},
\]

\[
(e^i_a) = \begin{pmatrix}
e_{1} \\
e_{2} \\
e_{3}
\end{pmatrix} = \begin{pmatrix}
\phi^1_a \\
\phi^2_a \\
\phi^3_a
\end{pmatrix}
\]

which satisfy \(e^i_a e^j_b g^{ab} = \delta^{ij}\) and \(e^a_i e^b_j g_{ab} = \delta_{ij}\).

We note that the post-collision momenta \((13)\) and \((14)\) depend on the quantities \(q^0, n^a, e^i_a, \sqrt{\alpha},\) etc. In the following lemma, we estimate the derivatives of the post-collision momenta with respect to the metric \(g^{ab}\). This will be necessary for the proof of uniqueness of solutions to the coupled Ebs system in Proposition 2.

**Lemma 6.** Suppose that a metric \(g^{ab}\) is given and satisfies

\[ \frac{1}{C} |p|^2 \leq g^{ab} p_a p_b \leq C |p|^2, \quad \max_{a,b} |g^{ab}| \leq C, \quad \det g^{-1} \geq \frac{1}{C}, \]

on an interval \([t_0, T]\). Then, the post-collision momenta \(p'\) and \(q'\) satisfy

\[ \left| \frac{\partial p'_d}{\partial g^{uv}} + \frac{\partial q'_d}{\partial g^{uv}} \right| \leq C(p)(q)^4, \]

on \([t_0, T]\).

**Proof.** Recall that \(p'\) is given by

\[ p'_d = p_d + 2 \left( -q^0 n^2 \omega_i e^i_a \frac{1}{\sqrt{s}} + \omega_j e^j_a + \frac{n^a \omega_i e^i_a n^b}{\sqrt{s} (n^0 + \sqrt{s})} \right) \left( \omega_j e^j_d + \frac{n^d \omega_i e^i_a n^b}{\sqrt{s} (n^0 + \sqrt{s})} \right). \]

Note that the quantities \(p_d, \omega_i, \) and \(n_b\) are independent of \(g^{ab}\) so that we only need to compute the following quantities:

\[ \frac{\partial q^0}{\partial g^{uv}}, \quad \frac{\partial q^a}{\partial g^{uv}}, \quad \frac{\partial e^i_a}{\partial g^{uv}}, \quad \frac{\partial}{\partial g^{uv}} \left( \frac{1}{\sqrt{s}} \right), \quad \frac{\partial q^0}{\partial g^{uv}}, \quad \frac{\partial}{\partial g^{uv}} \left( \frac{1}{n^0 + \sqrt{s}} \right), \]
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where \( u, v = 1, 2, 3 \). We will need to compute the derivatives of \( g^{ab} \) with respect to \( g^{uv} \), which can be explicitly written as follows:

\[
\frac{\partial g^{ab}}{\partial g^{uv}} = \frac{1}{2} \left( \frac{\partial e_i^a}{\partial g^{uv}} (\partial g^{b}^i)^b + \frac{\partial e_i^b}{\partial g^{uv}} (\partial g^{a}^i)^a \right),
\]

but it will be enough to know that they are bounded quantities. Note that the first condition of the lemma implies that \( p^0 \) and \( \langle p \rangle \) are equivalent. Then, we obtain the following estimates:

\[
\left| \frac{\partial q^0}{\partial g^{uv}} \right| = \left| \frac{1}{2q^0} \frac{\partial q^0}{\partial g^{uv}} q_a q_b \right| \leq C\langle q \rangle, \tag{46}
\]

\[
\left| \frac{\partial n^a}{\partial g^{uv}} \right| = \left| \frac{\partial g^{ab}}{\partial g^{uv}} q_a n_b \right| \leq C \left( \langle p \rangle + \langle q \rangle \right),
\]

\[
\left| \frac{\partial q^0}{\partial g^{uv}} \right| = \left| \frac{\partial g^{ab}}{\partial g^{uv}} q_a q_b \right| \leq C\langle q \rangle.
\]

To compute the derivatives of \( e_i^a \), we use the expression in Remark 4. Since we have

\[
\left| \frac{\partial e_i^a}{\partial g^{uv}} \right| \leq C.
\]

To compute the derivatives of \( 1/\sqrt{s} \), we recall that \( s = 2 + 2p^0 q^0 - 2g^{ab} p_a q_b \). Hence, we have

\[
\left| \frac{\partial s}{\partial g^{uv}} \right| = 2p^0 \frac{\partial q^0}{\partial g^{uv}} q^0 + 2p^0 \frac{\partial q^0}{\partial g^{uv}} - 2 \frac{\partial g^{ab}}{\partial g^{uv}} p_a q_b \right| \leq C\langle q \rangle,
\]

and obtain

\[
\left| \frac{\partial}{\partial g^{uv}} \left( \frac{1}{\sqrt{s}} \right) \right| \leq \frac{C}{s^{3/2}} \langle q \rangle. \tag{47}
\]

The derivatives of \( 1/(n^0 + \sqrt{s}) \) are estimated by using \( n^0 + \sqrt{s} \geq C^{-1} \langle p \rangle \) for some \( C > 0 \):

\[
\left| \frac{\partial}{\partial g^{uv}} \left( \frac{1}{n^0 + \sqrt{s}} \right) \right| \leq \frac{C}{(n^0 + \sqrt{s})^2} \left( \langle p \rangle + \langle q \rangle + \frac{1}{\sqrt{s}} \langle p \rangle \langle q \rangle \right)
\]

\[
\leq C \left( \frac{1}{\langle p \rangle} + \frac{\langle q \rangle}{\langle p \rangle^2} + \frac{\langle q \rangle}{\sqrt{s} \langle p \rangle} \right)
\]

\[
\leq C \left( \frac{\langle q \rangle}{\langle p \rangle} \right),
\]

where we used \( \sqrt{s} \geq 2 \). Now, we write \( p'_d = p_d + AB_d \), where

\[
A = 2 \left( - q^0 \frac{n^a \omega_i^e e_i^a}{\sqrt{s}} + q^0 \omega_j^e e_i^a + \frac{n^a \omega_i^e e_i^a n^b q_b}{\sqrt{s} (n^0 + \sqrt{s})} \right), \quad B_d = \left( \omega_j^e e_i^a + \frac{n^c \omega_j^e e_i^c n^d}{\sqrt{s} (n^0 + \sqrt{s})} \right).
\]

The quantity \( A \) is estimated by using (52) and the inequality \( n^0 + \sqrt{s} \geq C^{-1} \langle p \rangle + \langle q \rangle \):

\[
|A| \leq C \left( \frac{\langle q \rangle}{\sqrt{s}} + \frac{\langle q \rangle}{\sqrt{s} (n^0 + \sqrt{s})} \right)
\]

\[
\leq C \left( \frac{\langle p \rangle}{\sqrt{s}} + \frac{\langle q \rangle}{\sqrt{s} (n^0 + \sqrt{s})} \right)
\]

\[
\leq C \langle p \rangle \langle q \rangle.
\]
We combine the above results to estimate the derivatives of $A$:

\[
\left| \frac{\partial A}{\partial g^{uv}} \right| \leq C \left( \frac{\langle p \rangle + \langle q \rangle}{\sqrt{s}} + \frac{\langle p \rangle + \langle q \rangle}{s^{\frac{1}{2}}} \langle p \rangle + \langle q \rangle \right) \\
+ \frac{\langle p \rangle + \langle q \rangle}{s^{\frac{1}{2}}(n^0 + \sqrt{s})} \langle p \rangle + \frac{\langle p \rangle + \langle q \rangle^2}{s^{\frac{1}{2}}(n^0 + \sqrt{s})} \langle p \rangle \langle q \rangle + \frac{\langle p \rangle + \langle q \rangle^2}{s^{\frac{1}{2}}(n^0 + \sqrt{s})} \langle p \rangle \langle q \rangle
\leq C \left( \frac{\langle p \rangle^2}{s^{\frac{1}{2}}} + \langle p \rangle^2 + \frac{1}{\sqrt{s}} \langle p \rangle^2 + \frac{1}{\sqrt{s}} \langle q \rangle^3 + \frac{\langle q \rangle^4}{\langle p \rangle} \right)
\leq C \langle p \rangle^2 \langle q \rangle^2.
\]

In a similar way, the quantity $B_d$ is estimated as

\[
|B_d| \leq C \left( 1 + \frac{\langle p \rangle + \langle q \rangle^2}{\sqrt{s(n^0 + \sqrt{s})}} \right) \leq C \left( 1 + \frac{\langle p \rangle + \langle q \rangle}{\sqrt{s}} \right) \leq C \langle p \rangle^2 \langle q \rangle^2,
\]

and its derivatives are

\[
\left| \frac{\partial B_d}{\partial g^{uv}} \right| \leq C \left( 1 + \frac{\langle p \rangle + \langle q \rangle^2}{\sqrt{s(n^0 + \sqrt{s})}} \right) \leq C \langle p \rangle^2 \langle q \rangle^2.
\]

Now, we can conclude that the derivatives of $p'$ with respect to $g^{uv}$ are estimated as follows:

\[
\left| \frac{\partial p'_d}{\partial g^{uv}} \right| \leq C \langle p \rangle \langle q \rangle^4.
\]

The estimates of the derivatives of $q'$ are exactly the same, and this completes the proof.

**Lemma 7.** Suppose that a metric $g^{ab}$ is given and satisfies (16). Then, the post-collision momenta $p'$ and $q'$ satisfy

\[
\langle p \rangle \leq C \langle p' \rangle \langle q' \rangle.
\]

**Proof.** We note that $g^{ab} p_a p_b = \delta^{ij} \hat{p}_i \hat{p}_j = |\hat{p}|^2$, where $\hat{p}_i$ denotes the components of a momentum with respect to the orthonormal frame $e^i$, i.e., $p_a = \hat{p}_i e^i_a$. Hence, the assumption (16) can be written as

\[
\frac{1}{c_1} |p|^2 \leq Z^2 |\hat{p}|^2 \leq c_1 |p|^2,
\]

so that we obtain

\[
\frac{1 + |p|^2}{(1 + |p'|^2)(1 + |q'|^2)} \leq \frac{1 + c_1 Z^2 |\hat{p}|^2}{(1 + c_1^{-1} Z^2 |\hat{p}'|^2)(1 + c_1^{-1} Z^2 |\hat{q}'|^2)} \leq \frac{1 + c_1 Z^2 |\hat{p}|^2}{1 + c_1^{-1} Z^2 |\hat{p}'|^2 + c_1^{-1} Z^2 |\hat{q}'|^2} \leq \frac{c_1^2 (1 + Z^2 |\hat{p}'|^2)}{1 + Z^2 |\hat{p}'|^2 + Z^2 |\hat{q}'|^2},
\]

where we used the assumption $c_1 \geq 1$. Since $\langle p \rangle = \sqrt{1 + |p|^2}$, we only need to show that the following quantity is bounded:

\[
\frac{1 + Z^2 |\hat{p}|^2}{1 + Z^2 |\hat{p}'|^2 + Z^2 |\hat{q}'|^2}.
\]

Now, we follow the proof of Lemma 4 of Ref. [18] to obtain the desired result.
2.1.3 Local existence for the Boltzmann equation

We assume that a metric $g^{ab}$ is given and satisfies the assumption $\text{(10)}$. The existence can be obtained by using the following standard iteration:

$$\frac{\partial f^{n+1}}{\partial t} + \frac{1}{p^0} C_{bc} p^b \frac{\partial f^{n+1}}{\partial p_c} = (\det g)^{\frac{1}{2}} \int \frac{1}{p^0 q^0 \sqrt{g}} (f^n(p') f^n(q') - f^{n+1}(p) f^{n}(q)) \, d\omega \, dq. \quad (51)$$

Let $I$ be a multi-index with $|I| \leq N$. We take the derivative $\partial_p^I$ of both sides of the above equation and multiply it by $\partial_p^I f^{n+1}(p) 2m e^{\rho}$ from the first term on the left hand side we obtain

$$\frac{1}{2} \frac{\partial}{\partial t} \left( (\partial_p^I f^{n+1})^2 (p)^{2m} e^{\rho} \right) + \frac{1}{2} (\partial_p^I f^{n+1})^2 (p)^{2m} k^{ab} p_a p_b e^{\rho}, \quad (52)$$

where the second term above is non-negative, since we assumed that the second fundamental form $k^{ab}$ is positive definite in the sense of $\text{(10)}$. Integrating the above quantity over $R_3^d$ we obtain

$$\frac{1}{2} \frac{d}{dt} \int_{R^3} (\partial_p^I f^{n+1})^2 (p)^{2m} e^{\rho} \, dp, \quad (53)$$

where the second term of $\text{(52)}$ has been ignored. From the second term on the left hand side of $\text{(51)}$ we have

$$\frac{1}{2} p^0 C_{bc} p^b \frac{\partial (\partial_p^I f^{n+1})^2}{\partial p_c} (p)^{2m} e^{\rho} + \sum_{\|J\| + \|K\| + 1} (I) \partial_p^J \left( \frac{1}{p^0} C_{bc} p^b \right) \frac{\partial (\partial_p^K f^{n+1})}{\partial p_c} (p)^{2m} e^{\rho}. \quad (54)$$

Integrating the first term of $\text{(54)}$ by parts we obtain

$$-\frac{1}{2} \int_{R^3} \frac{\partial}{\partial p_c} \left( \frac{1}{p^0} C_{bc} p^b \right) (\partial_p^I f^{n+1})^2 \, dp.$$

Notice that the terms involving the derivatives of $(p^0)^{-1} p^b$ and $e^{\rho}$ vanish due to the anti-symmetry of the structure constants, since

$$\frac{\partial p^0}{\partial p_c} = \frac{p^c}{p^0}, \quad \frac{\partial p^d}{\partial p_c} = \delta^d_c, \quad \frac{\partial p^b}{\partial p_c} = g^{bc}, \quad \frac{\partial (p)}{\partial p_c} = \frac{p_c}{(p)}.$$

Hence, we only need to consider the derivatives of $p_d$ and $\langle p \rangle$:

$$\left| \int_{R^3} \frac{1}{p^0} C_{bc} p^b \left( \delta^d_c (p)^{2m} + 2m p_d (p)^{2m-1} \frac{p_c}{\langle p \rangle} \right) e^{\rho} (\partial_p^I f^{n+1})^2 \, dp \right|,$$

$$\leq \int_{R^3} (I^{(1)}) (p)^{2m} e^{\rho} (\partial_p^I f^{n+1})^2 \, dp$$

$$\leq Z^{-1} \left( \sup_{p,q} C \right) \| f^{n+1}(t) \|^2_{g_{m,N}}, \quad (55)$$

for some $C$. The second term of $\text{(54)}$ appears only for $|I| \geq 1$. In this case, we need to estimate the following quantity for $|J| \geq 1$:

$$\partial_p^J \left( \frac{1}{p^n} p_a p^b \right) = \sum_{|J_1| + |J_2| = |J|} \left( \frac{J_1}{J_2} \langle p \rangle \right) \partial_p^{J_1} \frac{p_{J_2}}{p^n},$$
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where we only need to consider the following two cases: $|\partial_p^J r_1 p_a| \leq |p|$ for $J_1 = 0$ and $|\partial_p^J r_1 p_a| \leq C$ for $|J_1| = 1$. Hence, we apply Lemma 2 to obtain
\[
\left| \partial_p^J \left( \frac{1}{p^a p b} \right) \right| \leq \frac{|p|}{(p^a p b)^{|J|+1}} |q^{|J|+1}| + \frac{1}{(p^a p b)^{|J|-1}} |q^{|J|}| \leq \frac{c_1}{(p^a p b)^{|J|+1}} \left( Z |q^{|J|+1}| + |q^{|J|}| \right) \leq Z^{-|J|} \frac{|J|}{(p^a p b)^{|J|+1} C},
\]
where we used the assumption (10) such that $|p| \leq c_1 Z p^0$, and the constant $c_1$ was absorbed into $C$. Now, we integrate the second term of (54) to obtain the following estimate:
\[
\left| \int_{\mathbb{R}^3} \sum_{J+K=\mathbb{Z}} \left( \int_{J} \right) \partial_p^J \left( \frac{1}{p^a C_{p b} p d} \right) \frac{\partial (\partial_p^K f^{n+1})}{\partial p c} \partial_p^n f^{n+1} (p) e^{p^0} \, dp \right| \leq Z^{-1} \sup_{p q} C \|f^{n+1}(t)\|_{a,m,N}^2,
\]
where we used $p^0 \geq 1$ and $Z \geq 1$. Finally, we consider the collision term of (51). We first consider the gain term: taking the derivative $\partial_p^2$ of the gain term, we obtain
\[
(\det g)^{-\frac{1}{2}} \sum_{J+K+C=\mathbb{Z}} \left( \int_{J+K} \right) \left( \frac{1}{\sqrt{p^a q^b}} \right) \int_{J} \partial_p^J \left( \frac{1}{p^a q^b \sqrt{p^b}} \right) \partial_p^n (f^n(p')) \partial_p^n (f^n(q')) \, d\omega dq.
\]
We notice that the following quantity can be estimated by using (25) and (26):
\[
\left| \partial_p^J \left( \frac{1}{p^a q^b \sqrt{p^b}} \right) \right| \leq C \sum_{J+J_2=J} \left| \partial_p^{J_1} \left( \frac{1}{p^a q^b} \right) \right| \left| \partial_p^{J_2} \left( \frac{1}{\sqrt{p^b}} \right) \right| \leq \frac{(p^a q^b)^{|J|}}{p^a q^b} |q^{|J|}| \leq \frac{(p^a q^b)^{|J|}}{p^a q^b} Z^{-|J|} C.
\]
The quantities $\partial_p^K (f^n(p'))$ and $\partial_p^K (f^n(q'))$ can be estimated as in the proof of Lemma 10 of Ref. [15]. For $|K| = k \geq 1$, we apply the multivariate Faa di Bruno formula (3) to write $\partial_p^K (f^n(p'))$ as a linear combination of the following quantities:
\[
(\partial_p^{K_1} f^n)(p') \prod_{j=1}^8 (\partial_p^{K_{2j}} p')^{K_{3j}},
\]
where $K_1, K_{2j}$ and $K_{3j}$ are some multi-indices satisfying
\[
1 \leq |K_1|, |K_{2j}|, |K_{3j}| \leq k = |K|,
\]

Since $|K_{2j}| \geq 1$, we can apply (15) to obtain
\[
\prod_{j=1}^8 \left| (\partial_p^{K_{2j}} p')^{K_{3j}} \right| \leq \prod_{j=1}^8 \left| (q^a)^{|K_{2j}|+8} Z^{-|K_{2j}|+1} C \right|^{K_{3j}} \leq (q^a)^{bk} C,
\]
so that we have for any multi-index $K$ with $|K| = k \geq 1$,
\[
|\partial_p^K (f^n(p'))| \leq (q^0)^{0k} C \sum_{1 \leq |K_1| \leq k} |(\partial_p^{K_1} f^n)(p')|.
\]

We note that the estimate for the case $K = 0$ is trivial. Hence, we have for any multi-index $K$ with $|K| = k \geq 0$,
\[
|\partial_p^K (f^n(p'))| \leq (q^0)^{0k} C \sum_{0 \leq |K_1| \leq k} |(\partial_p^{K_1} f^n)(p')|.
\]  
(58)

In a similar way, we obtain for any multi-index $L$ with $|L| = l \geq 0$,
\[
|\partial_p^L (f^n(q'))| \leq (q^0)^{0l} C \sum_{0 \leq |L_1| \leq l} |(\partial_p^{L_1} f^n)(p')|.
\]  
(59)

We now combine the estimates (57)–(59) to obtain the following estimate for the gain term:
\[
\left| \int_{\mathbb{R}^3} \partial_p^L Q + (f^n, f^n) \partial_p^L f^{n+1}(p) 2m_e \phi^0 dp \right|
\]
\[
\leq (\det g)^{-\frac{1}{4}} \sum \int \int \int \left(\frac{q^0)^{0N}}{p^0 q^0} C \right) \left| (\partial_p^{K_1} f^n)(p') \right| \left| (\partial_p^{L_1} f^n)(p') \right| \left| \partial_p^{L_1} f^{n+1}(p) \right| \left| \langle p \rangle^{2m} e^{\phi^0} \right| \frac{d\omega dq dp}{p^0 q^0}
\]
\[
\leq (\det g)^{-\frac{1}{4}} \left( \sup_{p,q} C \right) \sum \int \int \int \left(\frac{q^0)^{0N}}{p^0 q^0} \right) \left| (\partial_p^{K_1} f^n)(p') \right| \left| (\partial_p^{L_1} f^n)(p') \right| \left| \partial_p^{L_1} f^{n+1}(p) \right| \left| \langle p \rangle^{2m} e^{\phi^0} \right| \frac{d\omega dq dp}{p^0 q^0}
\]
\[
\leq C \left( \left(\frac{q^0)^{0N}}{p^0 q^0} \right) \left| \partial_p^{L_1} f^{n+1}(p) \right| \right)^{\frac{1}{2}} \left( \left(\frac{q^0)^{0N}}{p^0 q^0} \right) \left| \partial_p^{L_1} f^n(p') \right| \right)^{\frac{1}{2}} \left( \left(\frac{q^0)^{0N}}{p^0 q^0} \right) \left| \partial_p^{L_1} f^{n+1}(p) \right| \right)^{\frac{1}{2}} \left( \left(\frac{q^0)^{0N}}{p^0 q^0} \right) \left| \partial_p^{L_1} f^n(p') \right| \right)^{\frac{1}{2}}
\]
\[
\left( \left(\frac{q^0)^{0N}}{p^0 q^0} \right) \left| \partial_p^{L_1} f^{n+1}(p) \right| \right)^{\frac{1}{2}} \left( \left(\frac{q^0)^{0N}}{p^0 q^0} \right) \left| \partial_p^{L_1} f^n(p') \right| \right)^{\frac{1}{2}} \left( \left(\frac{q^0)^{0N}}{p^0 q^0} \right) \left| \partial_p^{L_1} f^{n+1}(p) \right| \right)^{\frac{1}{2}} \left( \left(\frac{q^0)^{0N}}{p^0 q^0} \right) \left| \partial_p^{L_1} f^n(p') \right| \right)^{\frac{1}{2}}
\]
\[
\leq C \|f^n(t)\|^2_{g,m,N} \|f^{n+1}(t)\|^2_{g,m,N} \left( \frac{\langle q^0 \rangle^{18N} e^{-\phi^0} dq}{p^0 q^0} \right)^{\frac{1}{2}},
\]
where we used Lemma 4 and the following change of variables
\[
\frac{dp' dq'}{p^0 q^0} = \frac{dp dq}{p^0 q^0}.
\]  
(60)

By a direct calculation we have
\[
\left( \int \langle q^0 \rangle^{18N} e^{-\phi^0} dq \right)^{\frac{1}{2}} \leq C (\det g)^{\frac{1}{4}},
\]
so that we obtain for the gain term the following estimate:
\[
\left| \int_{\mathbb{R}^3} \partial_p^L Q + (f^n, f^n) \partial_p^L f^{n+1}(p) 2m_e \phi^0 dp \right| \leq (\det g)^{-\frac{1}{4}} \left( \sup_{p,q} C \right) \|f^n(t)\|^2_{g,m,N} \|f^{n+1}(t)\|^2_{g,m,N},
\]  
(61)
where the constant $C$ has been absorbed into $C$. In a similar way we obtain the following estimate for the loss term:

$$\left| \int_{\mathbb{R}^3} \partial_{f} T \frac{Q}{f} (f^{n+1}, f^n) \partial_{p} f^{n+1}(p) \frac{2m}{d} \nu d^2 \right| \leq (\text{det} \, g)^{-\frac{1}{2}} \left( \sup_{p-q} C \right) \| f^n(t) \|_{g,m,N} \| f^{n+1}(t) \|_{g,m,N}. \quad (62)$$

We now combine the estimates (53), (55), (56), (61) and (62) to obtain

$$\frac{d}{dt} \| f^{n+1}(t) \|^2_{g,m,N} \leq Z^{-1} \left( \sup_{p-q} C_1 \right) \| f^{n+1}(t) \|_{g,m,N}^2 + (\text{det} \, g)^{-\frac{1}{2}} \left( \sup_{p-q} C_2 \right) \| f^n(t) \|_{g,m,N}^2 \| f^{n+1}(t) \|_{g,m,N}$$

$$+ (\text{det} \, g)^{-\frac{1}{2}} \left( \sup_{p-q} C_3 \right) \| f^n(t) \|_{g,m,N} \| f^{n+1}(t) \|_{g,m,N}^2, \quad (63)$$

for some $C_1, C_2$ and $C_3$. We now obtain the local existence:

**Proposition 1.** Suppose that a metric $g^{ab}$ is given and satisfies (10). Let $f_0$ be an initial data of the Boltzmann equation (9) such that

$$\| f_0 \|_{g,m+\frac{1}{2},N}^2 \leq M,$$

for some $M > 0$, with $m \geq 0$ and $N \geq 3$. Then, there exists $t_0 < T_1 \leq T$ such that the Boltzmann equation admits a unique non-negative classical solution $f$ on $[t_0, T_1]$ satisfying

$$\sup_{t_0 \leq \tau \leq T_1} \| f(\tau) \|^2_{g,m,N} \leq 2M.$$

**Proof.** The proposition is proved by using the iteration described above. Let us first consider the quantities $C_1, C_2$ and $C_3$ in (63). Note that the assumptions on $g^{ab}$ implies that

$$\| p^a \|_{\nu}^2 \leq \left( \max_{a,b} (g^{ab}) \right) \| p \|_{\nu}^2 \leq C^{3/2} Z^{-1},$$

where we used $|p| \leq \sqrt{c} Z p^\nu$, so that for any $2k + l + m = n$, we have

$$\left| g^{a_1 b_1} g^{a_2 b_2} \cdots g^{a_l b_l} \nu^{p_{1}} \nu^{p_{2}} \cdots \nu^{p_{l}} \frac{q^{d_{1}}}{q^{d_{2}}} \cdots \frac{q^{d_{l}}}{q^{d_{m}}} \right| \leq \left( c_1 Z^{-1} \right)^{k} \left( c_1 Z^{-1} \right)^{l+m} \leq C Z^{-n},$$

which shows that $|Q^{(n)}_{p}| \leq C Z^{-n}$. Hence, we can conclude that the quantities $C_1, C_2$ and $C_3$ are bounded uniformly with respect to $p, q \in \mathbb{R}^3$ and $t \in [t_0, T]$ such that

$$\sup_{p, q, t} C_j \leq C, \quad j = 1, 2, 3,$$

where $C$ depends on $c_1$. Note that $(\text{det} \, g)^{-1}$ is the determinant of the matrix $(g^{ab})_{a,b=1,2,3}$. Hence, we obtain by the assumptions on $g^{ab}$,

$$(\text{det} \, g)^{-\frac{1}{2}} \leq C Z^{-\frac{1}{2}},$$

which holds on $[t_0, T]$. Applying the above estimates to (63), and integrating it with respect to $t$, we obtain

$$\| f^{n+1}(t) \|^2_{g,m,N} \leq M + C \sup_{t_0 \leq \tau \leq t} \| f^{n+1}(\tau) \|^2_{g,m,N} \int_{t_0}^{t} Z^{-1}(\tau) \, d\tau$$

$$+ C \sup_{t_0 \leq \tau \leq t} \| f^n(\tau) \|^2_{g,m,N} \sup_{t_0 \leq \tau \leq t} \| f^{n+1}(\tau) \|_{g,m,N} \int_{t_0}^{t} Z^{-\frac{1}{2}}(\tau) \, d\tau$$

$$+ C \sup_{t_0 \leq \tau \leq t} \| f^n(\tau) \|_{g,m,N} \sup_{t_0 \leq \tau \leq t} \| f^{n+1}(\tau) \|^2_{g,m,N} \int_{t_0}^{t} Z^{-\frac{1}{2}}(\tau) \, d\tau.$$
Since Z is continuous, we can find a time interval \([t_0, T_1] \subset [t_0, T]\) such that
\[
\sup_{t_0 \leq \tau \leq T_1} \|f^n(\tau)\|^2_{g,m,N} \leq 2M, \quad n = 1, 2, \cdots
\]
where \(T_1\) is independent of \(n\). Now, by the standard arguments (see Refs. 7, 15), we obtain the local existence of classical solutions. To ensure the differentiability with respect to \(t\), we need to estimate the second term of (52), which had been ignored, as follows:
\[
\frac{1}{2} \int_{\mathbb{R}^3} \left( \frac{\partial^2 f}{\partial \tau^2} \right)^2 (p)^{2m} \frac{k_{ab} p_a p_b}{p^0} \epsilon^0 \, dp \leq CZ^{-2} \int_{\mathbb{R}^3} \left( \frac{\partial^2 f}{\partial \tau^2} \right)^2 (p)^{2m} \frac{|p|^2}{p^0} \epsilon^0 \, dp
\]
\[
\leq CZ^{-1} \int_{\mathbb{R}^3} \left( \frac{\partial^2 f}{\partial \tau^2} \right)^2 (p)^{2m} |p| \epsilon^0 \, dp
\]
\[
\leq CZ^{-1} \|f(t)\|^2_{g,m+\frac{1}{2},N},
\]
(64)
where we used the assumption (16). Then, we obtain the following estimate:
\[
\left| \frac{d}{dt}\|f(t)\|^2_{g,m,N} \right| \leq CZ^{-1} \|f(t)\|^2_{g,m+\frac{1}{2},N} + Z^{-1} \left( \sup_{p,q} C_1 \right) \|f(t)\|^2_{g,m,N}
\]
\[
+ (\det g)^{-\frac{1}{2}} \left( \sup_{p,q} C_2 + \sup_{p,q} C_3 \right) \|f(t)\|^3_{g,m,N},
\]
which is the estimate (63), where \(f^n\) and \(f^{n+1}\) are replaced by \(f\), with the term (64) taken into account. This ensures the differentiability with respect to \(t\), provided that the initial data \(\|f_0\|^2_{g,m+\frac{1}{2},N}\) is finite. We also need to prove the uniqueness, but it will be proved for the coupled EBs system in Section 2.2.2. This completes the proof of Proposition 1.

### 2.2 Local existence for the EBs system

In this part we study the local existence for the coupled EBs system. The evolution equations for \(g_{ab}\) and \(k_{ab}\) are given by (1) and (2), but for technical reasons we will consider the equations for \(g^{ab}\) and \(k^{ab}\):
\[
\frac{dg^{ab}}{dt} = -2k^{ab},
\]
(65)
\[
\frac{dk^{ab}}{dt} = -2k^a c^b - k k^{ab} - R^{ab} + S^{ab} + \frac{1}{2}(\rho - S)g^{ab} + V(\phi)g^{ab}.
\]
(66)

We note that the quantities \(k^a c^b\), \(k\) and \(R^{ab}\) on the right hand side of the second equation are some polynomials of \(g_{ab}\), \(k_{ab}\), \(g^{ab}\) and \(k^{ab}\), or equivalently some polynomials of \(g^{ab}\), \(k^{ab}\) and \(\det g\), which is the determinant of the matrix \(g_{ab}\). The equations for the scalar field (3) and (4) are
\[
\frac{d\phi}{dt} = \psi,
\]
\[
\frac{d\psi}{dt} = -k\psi - V'(\phi).
\]

We recall that the potential \(V(\phi)\) is a smooth function, and the matter terms are given by \(S^{ab} = T^{ab}\), \(\rho = T^{00}\) and \(S = T_{ab}g^{ab}\), so that we have by using (10):
\[
S^{ab} = (\det g)^{-\frac{1}{2}} \int_{\mathbb{R}^3} f p_a p_b g^{ab} \frac{dp}{p^0},
\]
\[
\rho = (\det g)^{-\frac{1}{2}} \int_{\mathbb{R}^3} f p^0 \, dp,
\]
\[
S = (\det g)^{-\frac{1}{2}} \int_{\mathbb{R}^3} f p_a p_b g^{ab} \frac{dp}{p^0}.
\]
We observe that the matter terms are also smooth functions of $g_{ab}$ and $g^a b$ provided that the distribution function $f$ is given appropriately.

Now, we define the iteration. Let $g_0^{ab}$, $k_0^{ab}$, $\phi_0$, $\psi_0$ and $f_0$ be a set of initial data of the EBs system. Define

$$g_0^{ab}(t) = g_0^{ab}, \quad k_0^{ab}(t) = k_0^{ab}, \quad \phi_0(t) = \phi_0, \quad \psi_0(t) = \psi_0, \quad f_0(t, p) = f_0(p),$$

by abuse of the notation, and suppose that $g_j^{ab}$, $k_j^{ab}$, $\phi_j$, $\psi_j$ and $f_j$ are given for some $j \geq 0$. We first consider the scalar field equations to obtain $\phi_{j+1}$ and $\psi_{j+1}$:

$$\frac{d\phi_{j+1}}{dt} = \psi_j, \quad (67)$$

$$\frac{d\psi_{j+1}}{dt} = -k_j \psi_j - V'(\phi_j), \quad (68)$$

where $k_j = k_j^{ab}g_{j,ab}$ and $g_{j,ab}$ is defined by the inverse of $g_j^{ab}$. For the Boltzmann equation, we solve the following equation to obtain $f_{j+1}$:

$$\frac{\partial f_{j+1}}{\partial t} + \frac{1}{p_j} C_{cd} p_d p_j^b \frac{\partial f_{j+1}}{\partial p_c} = Q(f_{j+1}, f_{j+1}), \quad (69)$$

where $p_j^0$ and $p_j^b$ are defined by

$$p_j^0 = \sqrt{1 + g_j^{ab} q_a q_b}, \quad p_j^b = g_j^{ab} p_a,$$

and the collision term is given by

$$Q(f_{j+1}, f_{j+1}) = (\det g_j)^{-1} \int \int \frac{1}{p_j q_j} (f_{j+1}(p_j^0 f_{j+1}(q_j^0) - f_{j+1}(p) f_{j+1}(q)) \, d\omega dq,$$

where $\det g_j$ denotes the determinant of the $3 \times 3$ matrix $g_{j,ab}$, and $q_j^0$, $s_j$, $p_j^0$ and $q_j^0$ are defined by

$$q_j^0 = \sqrt{1 + g_j^{ab} q_a q_b}, \quad s_j = (p_j^0 + q_j^0)^2 - g_j^{ab} (p_a + q_a) (p_b + q_b),$$

and

$$p_{j}^d = p_d + 2 \left( -g_j^{a b} \omega_i e_j^i a + q_j^{a b} \omega_i e_j^i a + \frac{n_j^{a b} \omega_i e_j^i a n_j^{b} q_j^{b}}{\sqrt{s_j(n_j^0 + \sqrt{s_j})}} \right) \frac{\sqrt{s_j(n_j^0 + \sqrt{s_j})}}{\sqrt{s_j(n_j^0 + \sqrt{s_j})}};$$

$$q_{j}^d = q_d + 2 \left( -g_j^{a b} \omega_i e_j^i a + q_j^{a b} \omega_i e_j^i a + \frac{n_j^{a b} \omega_i e_j^i a n_j^{b} q_j^{b}}{\sqrt{s_j(n_j^0 + \sqrt{s_j})}} \right) \frac{\sqrt{s_j(n_j^0 + \sqrt{s_j})}}{\sqrt{s_j(n_j^0 + \sqrt{s_j})}}.$$

In other words, we consider the Boltzmann equation with the $j$-th metric $g_j^{ab}$ to obtain $f_{j+1}$ with initial data $f_0$. Now, we define $S_{j+1}^{ab}$, $\rho_{j+1}$ and $S_{j+1}$ by

$$S_{j+1}^{ab} = (\det g_j)^{-1} \int \int_{\mathbb{R}^3} f_{j+1} p_j^a p_j^b \frac{dp}{p_j^0},$$

$$\rho_{j+1} = (\det g_j)^{-1} \int \int_{\mathbb{R}^3} f_{j+1} p_j^0 \frac{dp}{p_j^0},$$

$$S_{j+1} = (\det g_j)^{-1} \int \int_{\mathbb{R}^3} f_{j+1} p_a p_b g_j^{ab} \frac{dp}{p_j^0}.$$

For the Einstein equations, we consider the following equations to obtain $g_{j+1}^{ab}$ and $k_{j+1}^{ab}$:

$$\frac{dg_{j+1}^{ab}}{dt} = -2k_j^{ab}, \quad (70)$$

$$\frac{dk_{j+1}^{ab}}{dt} = -2k_j^{ab} g_{j,bc} - k_j k_j^{ab} - R_j^{ab} + S_{j+1}^{ab} + \frac{1}{2} (\rho_{j+1} - S_{j+1}) g_j^{ab} + V(\phi_{j+1}) g_j^{ab}, \quad (71)$$
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where \( k_{1c} = k_1^{cd}g_{1cd} \) and \( R_{2}^{ab} \) is given by a polynomial of \( g_{1ab} \) and \( g_{1}^{ab} \). This completes the iteration, and the local existence will be obtained by using the iteration described above.

In Proposition 2 below, we prove the existence and uniqueness of local solutions to the EBs system. To prove the uniqueness, we need the following lemma, which shows that determinants of positive definite matrices are, in some sense, concave.

**Lemma 8.** Let \( A \) and \( B \) be positive definite \( n \times n \) matrices. For any \( 0 < \alpha < 1 \), we have

\[
\det(\alpha A + (1 - \alpha)B) \geq (\det A)^{\alpha}(\det B)^{1-\alpha},
\]

where the equality holds, if and only if \( A = B \).

Proof. We refer to Corollary 7.6.8. of Ref. [9] for the proof. \( \square \)

**Proposition 2.** Let \( g_{0}^{ab}, k_0^{ab}, \phi_0, \psi_0 \) and \( f_0 \) be a set of initial data of the EBs system. Suppose that \( g_{0}^{ab} \) and \( k_0^{ab} \) are positive definite and that there exist real numbers \( M_{g}, M_{\phi} \) and \( M_{f} \) satisfying

\[
\max_{a,b} |g_{0}^{ab}| + \max_{a,b} |k_0^{ab}| \leq M_{g}, \quad |\phi_0| + |\psi_0| \leq M_{\phi}, \quad \|f_0\|_{g_0,m+\frac{1}{2},N} \leq M_{f},
\]

with \( m > 7/2 \) and \( N \geq 3 \). Then, there exists \( T > t_0 \) such that the EBs system admits a unique classical solution \( g^{ab}, k^{ab}, \phi, \psi \) and \( f \) on \([t_0, T]\) satisfying

\[
\sup_{t_0 \leq t \leq T} \max_{a,b} |g^{ab}(t)| + \sup_{t_0 \leq t \leq T} \max_{a,b} |k^{ab}(t)| \leq 2M_{g}, \quad (72)
\]

\[
\sup_{t_0 \leq t \leq T} |\phi(t)| + \sup_{t_0 \leq t \leq T} |\psi(t)| \leq 2M_{\phi}, \quad (73)
\]

\[
\sup_{t_0 \leq t \leq T} \|f(t)\|_{g,m,N} \leq 2M_{f}. \quad (74)
\]

Moreover, there exists \( c_1 \geq 1 \) such that \( g^{ab} \) and \( k^{ab} \) satisfy

\[
\frac{1}{c_1} |p|^2 \leq Z^2(t)g^{ab}(t)p_a p_b \leq c_1 |p|^2, \quad \frac{1}{c_1} |p|^2 \leq Z^2(t)k^{ab}(t)p_a p_b \leq c_1 |p|^2, \quad (75)
\]

\[
\max_{a,b} |Z^2(t)g^{ab}(t)| \leq c_1, \quad Z^2(t) \det g^{-1}(t) \geq \frac{1}{c_1}, \quad (76)
\]

for any \( p \in \mathbb{R}^3 \) on \([t_0, T]\).

The proof of Proposition 2 will be given separately in Sections 2.2.1 and 2.2.2 since it requires lengthy calculations. The proof of the existence will be given in Section 2.2.1 and the proof of uniqueness will be given in Section 2.2.2.

**2.2.1 Proof of Proposition 2 (existence)**

Let us consider the iteration described above. Below, we will write

\[
X_0 = \max_{a,b} |g_{0}^{ab}| + \max_{a,b} |k_0^{ab}|, \quad Y_0 = |\phi_0| + |\psi_0|,
\]

and

\[
X_j(t) = \sup_{t_0 \leq \tau \leq t} \max_{a,b} |g_j^{ab}(\tau)| + \sup_{t_0 \leq \tau \leq t} \max_{a,b} |k_j^{ab}(\tau)|, \quad (77)
\]

\[
Y_j(t) = \sup_{t_0 \leq \tau \leq t} |\phi_j(\tau)| + \sup_{t_0 \leq \tau \leq t} |\psi_j(\tau)|, \quad (78)
\]

where \( g_j^{ab} \) and \( k_j^{ab} \) are given by the following iteration:

\[
g_j^{ab}(\tau) = g_{0}^{ab} + \tau \frac{\partial}{\partial \tau} g_{0}^{ab} + \sum_{i=1}^{j-1} \tau^{i} \frac{\partial}{\partial \tau} g_{i}^{ab}, \quad (79)
\]

\[
k_j^{ab}(\tau) = k_{0}^{ab} + \tau \frac{\partial}{\partial \tau} k_{0}^{ab} + \sum_{i=1}^{j-1} \tau^{i} \frac{\partial}{\partial \tau} k_{i}^{ab}. \quad (80)
\]

The proof will be given separately in Section 2.2.1.
for \( j \geq 0 \). We notice that \( X_j(t_0) = X_0 \) and \( Y_j(t_0) = Y_0 \) for all \( j \geq 0 \). Let \( M_g, M_\phi \) and \( M_f \) be real numbers such that
\[
X_0 \leq M_g, \quad Y_0 \leq M_\phi, \quad \|f_0\|_{g_0, m + \frac{1}{2}, N}^2 \leq M_f.
\]
Since \( g_{0, ab} \) and \( k_{0, ab} \) are positive definite, we can find a real number \( c_0 \geq 1 \) satisfying
\[
\frac{1}{c_0}|p|^2 \leq Z^2(t_0)g_{0, ab}p_ap_b \leq c_0|p|^2, \quad \frac{1}{c_0}|p|^2 \leq Z^2(t_0)k_{0, ab}p_ap_b \leq c_0|p|^2, \tag{77}
\]

\[
\max_{a,b} |Z^2(t_0)g_{0, ab}| \leq c_0, \quad Z^0(t_0) \det g_0^{-1} \geq \frac{1}{c_0}, \tag{78}
\]
for any \( p \in \mathbb{R}^3 \). Now, suppose that there exists an interval \([t_0, T]\) on which we have
\[
X_j(t) \leq 2M_g, \quad Y_j(t) \leq 2M_\phi, \quad \sup_{t_0 \leq \tau < t} \|f_j(\tau)\|_{g_{j-1, m}, N}^2 \leq 2M_f,
\]
where \( \|f_0(\tau)\|_{g_{j-1, m}, N}^2 \) is to be understood as \( \|f_0(\tau)\|_{g_0, m, N}^2 \), and
\[
\frac{1}{2c_0}|p|^2 \leq Z^2(t)g_{j, ab}(t)p_ap_b \leq 2c_0|p|^2, \quad \frac{1}{2c_0}|p|^2 \leq Z^2(t)k_{j, ab}(t)p_ap_b \leq 2c_0|p|^2, \quad \max_{a,b} |Z^2(t)g_{j, ab}(t)| \leq 2c_0, \quad Z^0(t) \det g_j^{-1}(t) \geq \frac{1}{2c_0},
\]
for any \( p \in \mathbb{R}^3 \). Here, \( \det g_0^{-1} \) and \( \det g_j^{-1}(t) \) denote the determinants of the matrices \( g_{0, ab} \) and \( g_{j, ab}(t) \), respectively. Below, \( C_M \) will denote a positive constant which may depend on \( M_g, M_\phi, M_f \) or \( c_0 \), but does not depend on \( j \).

We first consider the equations (67) and (68) for the scalar field, which are easily estimated as follows:
\[
|\phi_{j+1}(t)| \leq |\phi_0| + C(t - t_0)Y_j(t),
\]
\[
|\psi_{j+1}(t)| \leq |\psi_0| + C(t - t_0) \left( c_0X_j^3(t)Y_j(t) + \sup_{|x| \leq Y_j(t)} |V'(x)| \right),
\]
where we used \( k_j = k_{j, ab}g_{j, ab} \) and \( g_{j, ab} \) is a quadratic polynomial of \( g_{j, ab} \) multiplied by \( \det g_j \), which is the determinant of the matrix \( g_{j, ab} \). Since \( V' \) is a smooth function, we obtain
\[
Y_{j+1}(t) \leq M_\phi + C_M(t - t_0).
\]

Hence, we find an interval \([t_0, T_1] \subset [t_0, T]\) on which we have
\[
Y_{j+1}(t) \leq 2M_\phi. \tag{79}
\]

For the Boltzmann equation, we apply Proposition [4] to obtain \( f_{j+1} \). We note that (69) is the equation of \( f_{j+1} \) with the metric \( g_{j, ab} \), which satisfies the conditions of Proposition [4] so that we obtain a time interval \([t_0, T_2] \subset [t_0, T]\) on which \( f_{j+1} \) satisfies
\[
\sup_{t_0 \leq \tau \leq T_2} \|f_{j+1}(\tau)\|_{g_{j, m}, N}^2 \leq 2M_f. \tag{80}
\]

For the estimates of \( g_{j+1, ab} \) and \( k_{j+1, ab} \), we need to consider the quantities \( S_{j+1, ab} \), \( \rho_{j+1} \) and \( S_{j+1} \) in (60) and (61):
\[
S_{j+1, ab} = (\det g_j)^{-\frac{1}{2}} \int_{\mathbb{R}^3} f_{j+1} p_j \cdot p_j \frac{dp}{p_j^0},
\]
\[
= (\det g_j)^{-\frac{1}{2}} g_{j, ab} \frac{dp}{p_j^0},
\]
which can be estimated, since det $g_j^{-1}$ is a cubic polynomial of $g_j^{ab}$, as follows:

$$ |S_{j+1}^{ab}| \leq CX_j^{\frac{2}{3}} \left( \int_{\mathbb{R}^2} |f_{j+1}|^2(p) e^{2m_p^2} dp \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}^3} (p)^4 e^{-p_j^0} \frac{dp}{(p_j^0)^2} \right)^{\frac{1}{2}} \leq CX_j^{\frac{2}{3}} \||f_{j+1}||_{g_j,m,N}, \quad (81) $$

since $m > 7/2$. The quantities $\rho_{j+1}$ and $S_{j+1}$ are similarly estimated, and we obtain by (80):

$$ |S_{j+1}^{ab}|, |\rho_{j+1}|, |S_{j+1}| \leq C_M \quad (82) $$

Since we have from (70) and (71)

$$ g_{j+1}^{ab}(t) = g_{0}^{ab} - 2 \int_{t_0}^{t} k_{j+1}^{ab}(\tau) d\tau, \quad (83) $$

$$ k_{j+1}^{ab}(t) = k_0^{ab} + \int_{t_0}^{t} -2k_{j}^{b\rho}(\tau)k_{j}^{bc}(\tau) - k_j(\tau)k_j^{ab}(\tau) - R_j^{ab}(\tau) d\tau \quad \text{for } t \in [t_0, T_2], \quad (84) $$

we obtain by applying (80) and (82) a time interval $[t_0, T_3] \subset [t_0, T_2]$ on which

$$ X_{j+1}(t) \leq 2M_g. \quad (85) $$

Now, concerning the positive definiteness of $g_{j+1}^{ab}$, we notice from (83) that

$$ g_0^{ab}p_0p_b - C_M(t - t_0)|p|^2 \leq g_{j+1}^{ab}(t)p_0p_b \leq g_0^{ab}p_0p_b + C_M(t - t_0)|p|^2. $$

Applying the initial condition for $g_0^{ab}p_0p_b$ in (74), we have

$$ \left( \frac{Z^2(t)}{c_0 Z^2(t_0)} - C_M Z^2(t - t_0) \right) |p|^2 \leq Z^2(t)g_{j+1}^{ab}(t)p_0p_b \leq \left( -\frac{c_0 Z^2(t)}{Z^2(t_0)} + C_M Z^2(t - t_0) \right) |p|^2. $$

Since $Z$ is continuous, we can find $[t_0, T_4] \subset [t_0, T_3]$ on which

$$ \frac{1}{2c_0} |p|^2 \leq Z^2(t)g_{j+1}^{ab}(t)p_0p_b \leq 2c_0 |p|^2. $$

In a similar way we can find $[t_0, T_5] \subset [t_0, T_4]$ on which

$$ \frac{1}{2c_0} |p|^2 \leq Z^2(t)k_{j+1}^{ab}(t)p_0p_b \leq 2c_0 |p|^2, \quad \max_{a,b} |Z^2(t)g_{j+1}^{ab}(t)| \leq 2c_0. $$

For the quantity det $g_{j+1}$ we notice that

$$ \frac{d}{dt} \det g_{j+1}^{ab} = \left( g_{j+1}^{ab} \frac{d g_{j+1}^{ab}}{dt} \right) \det g_{j+1}^{-1} = -2g_{j+1}^{ab} k_j^{ab} \det g_{j+1}^{-1}, $$

which implies that

$$ \det g_{j+1}^{-1}(t) = \det g_0^{-1} \exp \left( -2 \int_{t_0}^{t} g_{j+1}^{ab}(\tau) k_j^{ab}(\tau) d\tau \right). $$

Applying the initial condition for det $g_0^{-1}$ in (75) we finally obtain an interval $[t_0, T_6] \subset [t_0, T_5]$ on which

$$ Z^0(t) \det g_{j+1}^{-1}(t) \geq Z^0(t_0) \exp \left( -C_M(t - t_0) \right) \geq \frac{1}{2c_0}. $$

Note that the interval $[t_0, T_6]$ does not depend on $j$. We conclude that $X_j$, $Y_j$ and $\|f_j\|_{g_j,m,N}$ are bounded uniformly on $j$, and we obtain a solution $g^{ab}$, $k^{ab}$, $\phi$, $\psi$ and $f$ to the EBs system by taking $j \to \infty$ on $[t_0, T_6]$, which satisfies the properties (74)–(76).
2.2.2 Proof of Proposition 2 (uniqueness)

Uniqueness can be proved by the standard argument, but we need to make a slight modification to the Boltzmann equation. Suppose that \( g_1^{ab}, k_1^{ab}, \phi_1, \psi_1, f_1 \) and \( g_2^{ab}, k_2^{ab}, \phi_2, \psi_2, f_2 \) are two solutions of the EBs system, on the time interval \([t_0, T_0]\), corresponding to an initial data \( g_0^{ab}, k_0^{ab}, \phi_0, \psi_0 \) and \( f_0 \). Now, we define

\[
\tilde{f}_1(t, p) = e^{\frac{1}{2} p_1^0}f_1(t, p), \quad \tilde{f}_2(t, p) = e^{\frac{1}{2} p_2^0}f_2(t, p),
\]

where \( p_1^0 = \sqrt{1 + g_1^{ab}p_ap_b} \) and \( p_2^0 = \sqrt{1 + g_2^{ab}p_ap_b} \). Then, \( \tilde{f}_1 \) satisfies

\[
\frac{\partial \tilde{f}_1}{\partial t} + \frac{k_1^{ab} p_a p_b}{2 p_1^0} \tilde{f}_1 + \frac{1}{p_1^0} C_{abc}^d p_d p_a p_b \frac{\partial \tilde{f}_1}{\partial p_c} = \tilde{Q}_{1+}(\tilde{f}_1, \tilde{f}_1) - \tilde{Q}_{1-}(\tilde{f}_1, \tilde{f}_1), \tag{86}
\]

where

\[
\tilde{Q}_{1+}(\tilde{f}_1, \tilde{f}_1) = (\text{det} g_1^{-1})^{\frac{1}{2}} \int \int \frac{1}{p_1^0 q_a^0 \sqrt{s_1}} \tilde{f}_1(p') \tilde{f}_1(q') e^{-\frac{1}{2} q_1^0} \, d\omega dq,
\]

\[
\tilde{Q}_{1-}(\tilde{f}_1, \tilde{f}_1) = (\text{det} g_1^{-1})^{\frac{1}{2}} \int \int \frac{1}{p_1^0 q_a^0 \sqrt{s_1}} \tilde{f}_1(p) \tilde{f}_1(q) e^{-\frac{1}{2} q_1^0} \, d\omega dq.
\]

Here, \( p_1^b = g_1^{ab} p_a, s_1 = 2 + 2 p_1^0 q_1^0 - 2 g_1^{ab} p_a q_b \), and \( p_1' \) and \( q_1' \) are defined by (13) and (14) using the metric \( g_1^{ab} \). We obtain a similar equation for \( \tilde{f}_2 \). The uniqueness will be proved by using the modified equation (86) above. Let us first consider the equation for \( \tilde{f}_1 - \tilde{f}_2 \):

\[
\frac{\partial (\tilde{f}_1 - \tilde{f}_2)}{\partial t} + \frac{1}{2} \left( \frac{1}{p_1^0} - \frac{1}{p_2^0} \right) k_1^{ab} p_a p_b \tilde{f}_1 + \frac{1}{2 p_1^0} \left( k_1^{ab} - k_2^{ab} \right) p_a p_b \tilde{f}_1 + \frac{1}{2 p_2^0} k_2^{ab} p_a p_b \left( \tilde{f}_1 - \tilde{f}_2 \right) + \frac{1}{p_2^0} C_{abc}^d p_d p_a p_b \frac{\partial \tilde{f}_1}{\partial p_c} + \frac{1}{p_2^0} C_{abc}^d p_d p_b \left( p_2^b - p_1^b \right) \frac{\partial \tilde{f}_2}{\partial p_c} = \tilde{Q}_{1+}(\tilde{f}_1, \tilde{f}_1) - \tilde{Q}_{1+}(\tilde{f}_2, \tilde{f}_2) - \tilde{Q}_{1-}(\tilde{f}_1, \tilde{f}_1) + \tilde{Q}_{2-}(\tilde{f}_2, \tilde{f}_2). \tag{87}
\]

Multiplying the above equation by \( \tilde{f}_1 - \tilde{f}_2 \) and integrating it over \( \mathbb{R}_p^3 \), we obtain from the first term on the left hand side:

\[
\frac{1}{2} \frac{d}{dt} \| \tilde{f}_1 - \tilde{f}_2 \|^2_{0,0}, \tag{88}
\]

where the norm \( \| \cdot \|_{m,N} \) is defined in (13). For the second term we notice that \( p_1^0, p_2^0 \) and \( \langle p \rangle \) are all equivalent, since \( g_1^{ab} \) and \( g_2^{ab} \) both satisfy the property (75) on \([t_0, T_0]\):

\[
\left| \frac{1}{p_1^0} - \frac{1}{p_2^0} \right| \leq \frac{C}{\langle p \rangle^2} \left| p_1^0 - p_2^0 \right|. \]

To estimate the quantity \( |p_1^0 - p_2^0| \), we consider \( p^0 \) as a function of \( g^{ab} \) such that \( p_1^0 = p^0(g_1^{ab}) \) and \( p_2^0 = p^0(g_2^{ab}) \). Let us write for \( s \in [1, 2] \),

\[
g^{ab} = (2 - s) g_1^{ab} + (s - 1) g_2^{ab}.
\]

Then, the metric \( g_1^{ab} \) satisfies

\[
\frac{1}{c_1} |p|^2 \leq Z^2 g^{ab}_s p_a p_b \leq c_1 |p|^2, \quad \max_{a,b} |Z^2 g^{ab}_s| \leq c_1, \quad Z^2 \det g_s^{-1} \geq \frac{1}{c_1}, \tag{89}
\]
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since $g_1^{ab}$ and $g_2^{ab}$ both satisfy (75) and (76). Here, we used Lemma 8 for the third one. We now obtain

$$|p_1^0 - p_2^0| = \left| \int_1^2 \frac{\partial(\varphi^0(g_0^{ab}))}{\partial g} \, ds \right|$$

$$\leq C \int_1^2 \left| \frac{\partial \varphi^0}{\partial g^{cd}}(g_0^{ab}) \right| |g_2^{cd} - g_1^{cd}| \, ds$$

$$\leq C(p) \left( \max_{c,d} |g_2^{cd} - g_1^{cd}| \right), \quad (90)$$

where we used the same argument as in (46) in the last inequality. Hence, we obtain from the second term:

$$\left| \int_{\mathbb{R}^3} \frac{1}{2} \left( \frac{1}{p_1^0} - \frac{1}{p_2^0} \right) k_1^{ab} p_a p_b \tilde{f}_1 (\tilde{f}_1 - \tilde{f}_2) \, dp \right|$$

$$\leq C \max_{a,b} |g_1^{ab} - g_2^{ab}| \int (p) |\tilde{f}_1| |\tilde{f}_1 - \tilde{f}_2| \, dp$$

$$\leq C \left( \max_{a,b} |g_1^{ab} - g_2^{ab}| \right) \| \tilde{f}_1 - \tilde{f}_2 \|_{0,0}, \quad (91)$$

where we used $\| \tilde{f}_1 \|_{m,0} = \| f_1 \|_{g_1,m,0}$, which is bounded on $[t_0, T]$. The third term on the left hand side of (77) is similarly estimated:

$$\left| \int_{\mathbb{R}^3} \frac{1}{2 p_2^0} (k_1^{ab} - k_2^{ab}) p_a p_b \tilde{f}_1 (\tilde{f}_1 - \tilde{f}_2) \, dp \right|$$

$$\leq C \left( \max_{a,b} |k_1^{ab} - k_2^{ab}| \right) \| \tilde{f}_1 - \tilde{f}_2 \|_{0,0}. \quad (92)$$

For the fourth term we have the non-negativity:

$$\int_{\mathbb{R}^3} \frac{1}{2 p_2^0} k_2^{ab} p_a p_b \left( \tilde{f}_1 - \tilde{f}_2 \right)^2 \, dp \geq 0, \quad (93)$$

since $k_2^{ab}$ is positive definite, so that it will be ignored. The fifth term is estimated as follows:

$$\left| \int_{\mathbb{R}^3} \left( \frac{1}{p_1^0} - \frac{1}{p_2^0} \right) C_{bc} p_b \partial p_c \left( \tilde{f}_1 \right) \right|$$

$$\leq C \max_{a,b} |g_1^{ab} - g_2^{ab}| \int (p) \left| \frac{\partial \tilde{f}_1}{\partial p_c} \right| |\tilde{f}_1 - \tilde{f}_2| \, dp$$

$$\leq C \left( \max_{a,b} |g_1^{ab} - g_2^{ab}| \right) \left( \int |\tilde{f}_1 - \tilde{f}_2|^2 \, dp \right)^{1/2} \left( \int |\tilde{f}_1 - \tilde{f}_2|^2 \, dp \right)^{1/2}$$

$$\leq C \left( \max_{a,b} |g_1^{ab} - g_2^{ab}| \right) \| \tilde{f}_1 - \tilde{f}_2 \|_{0,0}, \quad (94)$$

where we used $\| \tilde{f}_1 \|_{m,N} \leq C \| f_1 \|_{g_1,m,N}$, which is bounded on $[t_0, T]$. For the sixth term, we note that

$$|p_1^b - p_2^b| \leq C \left( \max_{a,b} |g_1^{ab} - g_2^{ab}| \right) (p).$$
Hence, we obtain
\[
\left| \int_{\mathbb{R}^3} \frac{1}{p_{20}} \mathcal{C}_{bc} p_d \left( p_{10} b - p_{20} b \right) \frac{\partial \tilde{f}_1}{\partial p_c} (\tilde{f}_1 - \tilde{f}_2) \, dp \right| 
\leq C \left( \max_{a,b} |g_{ab} - g_{ab}| \right) \| \tilde{f}_1 - \tilde{f}_2 \|_{0,0}.
\]  
(95)

For the seventh term, we integrate it by parts to obtain
\[
\left| \int_{\mathbb{R}^3} \frac{1}{p_{20}} \mathcal{C}_{bc} p_d b \frac{\partial (\tilde{f}_1 - \tilde{f}_2)}{\partial p_c} (\tilde{f}_1 - \tilde{f}_2) \, dp \right| \leq C \| \tilde{f}_1 - \tilde{f}_2 \|_{0,0}^2.
\]  
(96)

Now, it remains to estimate the collision terms on the right hand side of (87). We first consider the loss terms. We can write
\[
\begin{align*}
\tilde{Q}_1 - (\tilde{f}_1, \tilde{f}_1) - \tilde{Q}_2 - (\tilde{f}_2, \tilde{f}_2)
&= \left( (\det g_{1}^{-1})^{\frac{1}{2}} - (\det g_{2}^{-1})^{\frac{1}{2}} \right) \int \int \int \frac{1}{p_{10} q_{10} \sqrt{s_1}} \tilde{f}_1(p) \tilde{f}_1(q) e^{-\frac{q_{10}^2}{2 s_1}} \, d\omega \, dq \\
&\quad + (\det g_{2}^{-1})^{\frac{1}{2}} \int \int \int \frac{1}{p_{10} q_{10} \sqrt{s_1}} \left( \tilde{f}_1(p) \tilde{f}_1(q) - \tilde{f}_2(p) \tilde{f}_2(q) \right) e^{-\frac{q_{10}^2}{2 s_1}} \, d\omega \, dq \\
&\quad + (\det g_{2}^{-1})^{\frac{1}{2}} \int \int \int \frac{1}{p_{10} q_{10} \sqrt{s_1}} \tilde{f}_2(p) \tilde{f}_2(q) \left( e^{-\frac{q_{10}^2}{2 s_1}} - e^{-\frac{q_{10}^2}{2 s_1}} \right) \, d\omega \, dq \\
&= : L_1 + L_2 + L_3 + L_4.
\end{align*}
\]

For $L_1$, we apply the same argument as in (84) and use the properties (83) to obtain
\[
\left| (\det g_{1}^{-1})^{\frac{1}{2}} - (\det g_{2}^{-1})^{\frac{1}{2}} \right| = \left| \int \int \int \frac{\partial}{\partial s} \left( (\det g_{1}^{-1})^{\frac{1}{2}} (g_{ab}) \right) \, ds \right| \\
\leq C \int \int \left| \frac{\partial}{\partial g_{cd}} (g_{ab}) \right| |g_{ab} - g_{cd}| \, ds \\
\leq C \max_{c,d} |g_{ab} - g_{cd}|.
\]

Hence, we obtain
\[
\left| \int_{\mathbb{R}^3} L_1 (\tilde{f}_1 - \tilde{f}_2) \, dp \right| \\
\leq C \left( \max_{a,b} |g_{ab} - g_{ab}| \right) \int \int \int \frac{1}{p_{10} q_{10} \sqrt{s_1}} \tilde{f}_1(p) \tilde{f}_1(q) e^{-\frac{q_{10}^2}{2 s_1}} |\tilde{f}_1 - \tilde{f}_2| \, d\omega \, dq \, dp \\
\leq C \left( \max_{a,b} |g_{ab} - g_{ab}| \right) \left( \int \int |\tilde{f}_1(p)|^2 \tilde{f}_1(q)^2 \, dq \, dp \right)^{\frac{1}{2}} \left( \int \int e^{-q_{10}^2} |\tilde{f}_1 - \tilde{f}_2|^2 \, dq \, dp \right)^{\frac{1}{2}} \\
\leq C \left( \max_{a,b} |g_{ab} - g_{ab}| \right) \| \tilde{f}_1 - \tilde{f}_2 \|_{0,0}.
\]  
(97)

For $L_2$, we can apply (85) and (86) to obtain
\[
\left| \frac{\partial}{\partial g_{cd}} \left( \frac{1}{p_{10} q_{10} \sqrt{s_1}} \right) \right| \leq C,
\]
which is true for all $g_s^{ab}$, $s \in [1, 2]$. Hence, we obtain by the same arguments as in (90) and (97):

$$\left| \int_{\mathbb{R}^3} L_2 (\tilde{f}_1 - \tilde{f}_2) \, dp \right| \leq C \left( \max_{a,b} |g_s^{ab} - g_s^{ab}| \right) \| \tilde{f}_1 - \tilde{f}_2 \|_{0,0}. \quad (98)$$

For $L_3$, we write

$$L_3 = \frac{(\det g_s^{-1})^{\frac{1}{2}}}{2} \iint_{p_{2}^{a}q_{2}^{a} \sqrt{s_2}} \left( (\tilde{f}_1 + \tilde{f}_2)(p)(\tilde{f}_1 - \tilde{f}_2)(q) + (\tilde{f}_1 - \tilde{f}_2)(p)(\tilde{f}_1 + \tilde{f}_2)(q) \right) e^{-\frac{1}{2} q_s^{a}} \, d\omega \, dq,$$

and obtain

$$\left| \int_{\mathbb{R}^3} L_3 (\tilde{f}_1 - \tilde{f}_2) \, dp \right| \leq C \iint |(\tilde{f}_1 + \tilde{f}_2)(p)|| (\tilde{f}_1 - \tilde{f}_2)(q)|| (\tilde{f}_1 - \tilde{f}_2)(p)e^{-\frac{1}{2} q_s^{a}} \, dq \, dp$$

$$+ C \iint |(\tilde{f}_1 - \tilde{f}_2)(p)|^2 |(\tilde{f}_1 + \tilde{f}_2)(q)|e^{-\frac{1}{2} q_s^{a}} \, dq \, dp$$

$$\leq C \left( \iint |(\tilde{f}_1 + \tilde{f}_2)(p)|^2 |(\tilde{f}_1 - \tilde{f}_2)(q)|^2 \, dq \, dp \right)^{\frac{1}{2}} \left( \iint |(\tilde{f}_1 - \tilde{f}_2)(p)|^2 e^{-q_s^{a}} \, dq \, dp \right)^{\frac{1}{2}}$$

$$+ C \| \tilde{f}_1 - \tilde{f}_2 \|^2_{0,0} \left( \int |(\tilde{f}_1 + \tilde{f}_2)(q)|^2 \, dq \right)^{\frac{1}{2}} \left( \int e^{-q_s^{a}} \, dq \right)^{\frac{1}{2}}$$

$$\leq C \| \tilde{f}_1 - \tilde{f}_2 \|^2_{0,0}, \quad (99)$$

where we used the boundedness of $\| \tilde{f}_1 \|_{0,0}$ and $\| \tilde{f}_2 \|_{0,0}$. For $L_4$, we apply again the argument of (90) with the estimate (98) to obtain

$$\left| e^{-\frac{1}{2} q_s^{a}} - e^{- \frac{1}{2} q_s^{b}} \right| = \left| \int_{1}^{2} \frac{\partial (e^{-\frac{1}{2} q_s^{a}})}{\partial q} \, dq \right|$$

$$\leq C \int_{1}^{2} \left( \frac{\partial q_s^{a}}{\partial q} \right) (g_s^{ab}) |g_{2}^{cd} - g_{1}^{cd}| \, dq$$

$$\leq C (q_s^{a}) e^{-q_s^{a}/C} \max_{c,d} |g_{2}^{cd} - g_{1}^{cd}|,$$

for some $C > 0$, since $\langle q \rangle$ and $q_s^{a}(g_s^{ab})$ are equivalent. Now, we have

$$\left| \int_{\mathbb{R}^3} L_4 (\tilde{f}_1 - \tilde{f}_2) \, dp \right| \leq C \left( \max_{a,b} |g_s^{ab} - g_s^{ab}| \right) \iint |\tilde{f}_2(q)||\tilde{f}_1(q)|e^{-\langle q \rangle/C}|(\tilde{f}_1 - \tilde{f}_2)(p)| \, dq \, dp$$

$$\leq C \left( \max_{a,b} |g_s^{ab} - g_s^{ab}| \right) \left( \iint |\tilde{f}_2(q)|^2 \, dq \, dp \right)^{\frac{1}{2}} \left( \iint |\tilde{f}_1(q)|^2 e^{-2\langle q \rangle/C}|(\tilde{f}_1 - \tilde{f}_2)(p)|^2 \, dq \, dp \right)^{\frac{1}{2}}$$

$$\leq C \left( \max_{a,b} |g_s^{ab} - g_s^{ab}| \right) \| \tilde{f}_1 - \tilde{f}_2 \|_{0,0}. \quad (100)$$
Finally, we consider the gain terms. We write
\[
\mathcal{Q}_{1+}(\tilde{f}_1, \tilde{f}_2) - \mathcal{Q}_{2+}(\tilde{f}_1, \tilde{f}_2) = \left( (\det g^{-1}_+)^{\frac{1}{2}} - (\det g^{-1}_-)^{\frac{1}{2}} \right) \int \int \frac{1}{p_1^0 q_1^0 \sqrt{s_1}} \tilde{f}_1(p'_1) \tilde{f}_2(q'_1) e^{-\frac{1}{2} q_1^0} \, dq \, dp \\
+ (\det g^{-1}_-)^{\frac{1}{2}} \int \int \left( \frac{1}{p_1^0 q_1^0 \sqrt{s_1}} - \frac{1}{p_2^0 q_2^0 \sqrt{s_2}} \right) \tilde{f}_1(p'_1) \tilde{f}_2(q'_1) e^{-\frac{1}{2} q_1^0} \, dq \, dp \\
+ (\det g^{-1}_-)^{\frac{1}{2}} \int \int \left( \frac{1}{p_2^0 q_2^0 \sqrt{s_2}} \right) \tilde{f}_1(p'_1) \tilde{f}_2(q'_1) e^{-\frac{1}{2} q_1^0} \, dq \, dp \\
+ (\det g^{-1}_-)^{\frac{1}{2}} \int \int \left( \frac{1}{p_2^0 q_2^0 \sqrt{s_2}} \right) \tilde{f}_1(p'_1) \tilde{f}_2(q'_1) e^{-\frac{1}{2} q_1^0} \, dq \, dp \\
=: G_1 + G_2 + G_3 + G_4 + G_5.
\]

The estimates of $G_1, G_2, G_3$ and $G_5$ are almost the same as the estimates of $L_1, L_2, L_3$ and $L_4$, respectively, but we need to apply the change of variables \[69.\] We have
\[
\frac{d p'_1 \, d q'_1}{p_1^0 q_1^0} = \frac{d p \, d q}{p_1^0 q_1^0}, \quad \frac{d p'_2 \, d q'_2}{p_2^0 q_2^0} = \frac{d p \, d q}{p_2^0 q_2^0},
\]
with respect to $g_{ab}^1$ and $g_{ab}^2$, respectively. The estimate of $G_1$ is similar to \[92.\]
\[
\left| \int_{\mathbb{R}^d} G_1(\tilde{f}_1 - \tilde{f}_2) \, dp \right| \\
\leq C \left( \max_{a,b} |g_{ab}^1 - g_{ab}^2| \right) \int \int \left( \int \int |\tilde{f}_1(p'_1) \tilde{f}_2(q'_1) e^{-\frac{1}{2} q_1^0} |(\tilde{f}_1 - \tilde{f}_2)(p) \right) \, dq \, dp \\
\leq C \left( \max_{a,b} |g_{ab}^1 - g_{ab}^2| \right) \left( \int \int |\tilde{f}_1(p'_1)|^2 |\tilde{f}_2(q'_1)|^2 \, dp \, dq \right)^{\frac{1}{2}} \left( \int \int e^{-q_1^0} |(\tilde{f}_1 - \tilde{f}_2)(p)|^2 \, dq \, dp \right)^{\frac{1}{2}} \\
\leq C \left( \max_{a,b} |g_{ab}^1 - g_{ab}^2| \right) \| \tilde{f}_1 - \tilde{f}_2 \|_{0,0}.
\]

The quantity $G_2$ is estimated as in \[98.\] by using
\[
\left| \frac{1}{p_1^0 q_1^0 \sqrt{s_1}} - \frac{1}{p_2^0 q_2^0 \sqrt{s_2}} \right| \leq C \left( \max_{a,b} |g_{ab}^1 - g_{ab}^2| \right),
\]
so that we have
\[
\left| \int_{\mathbb{R}^d} G_2(\tilde{f}_1 - \tilde{f}_2) \, dp \right| \\
\leq C \left( \max_{a,b} |g_{ab}^1 - g_{ab}^2| \right) \int \int |\tilde{f}_1(p'_1) \tilde{f}_2(q'_1) e^{-\frac{1}{2} q_1^0} |(\tilde{f}_1 - \tilde{f}_2)(p) \right) \, dq \, dp \\
\leq C \left( \max_{a,b} |g_{ab}^1 - g_{ab}^2| \right) \left( \int \int |\tilde{f}_1(p'_1)|^2 |\tilde{f}_2(q'_1)|^2 \, dp \, dq \right)^{\frac{1}{2}} \left( \int \int e^{-q_1^0} |(\tilde{f}_1 - \tilde{f}_2)(p)|^2 \, dq \, dp \right)^{\frac{1}{2}} \\
\leq C \left( \max_{a,b} |g_{ab}^1 - g_{ab}^2| \right) \left( \int \int |\tilde{f}_1(p'_1)|^2 |\tilde{f}_2(q'_1)|^2 p_1^0 q_1^0 \, dp \, dq \right)^{\frac{1}{2}} \| \tilde{f}_1 - \tilde{f}_2 \|_{0,0} \\
\leq C \left( \max_{a,b} |g_{ab}^1 - g_{ab}^2| \right) \left( \int \int |\tilde{f}_1(p)|^2 |\tilde{f}_2(q)|^2 \, dq \, dp \right)^{\frac{1}{2}} \| \tilde{f}_1 - \tilde{f}_2 \|_{0,0}.
\]
\[
(102)
\]
where we used
\[
\frac{p_s^0 q_s^0}{p_t^0 q_t^0} \leq \frac{(p_s^0 + q_s^0)^2}{p_t^0 q_t^0} \leq C p_t^0 q_t^0,
\]
and the equivalence of \(p_s^0 q_s^0\) and \(\langle p \rangle\langle q \rangle\) on \([t_0, T_0]\). The estimate of \(G_3\) is almost the same as that of \(L_3\). We write
\[
G_3 = \frac{\det g_s}{2} \iint_{p_s^0 q_s^0} \left( (\tilde{f}_1 + \tilde{f}_2)(p_s^0) (\tilde{f}_1 - \tilde{f}_2)(q_s^0) + (\tilde{f}_1 - \tilde{f}_2)(p_s^0) (\tilde{f}_1 + \tilde{f}_2)(q_s^0) \right) e^{-\frac{1}{2} q_s^0} \, dq \, dp,
\]
and obtain
\[
\left| \int_{\mathbb{R}^3} G_3(\tilde{f}_1 - \tilde{f}_2) \, dp \right| \leq C \iint_{p_s^0 q_s^0} \int_{\mathbb{R}^3} \left( (\tilde{f}_1 + \tilde{f}_2)(p_s^0) \right) \left( |(\tilde{f}_1 - \tilde{f}_2)(p_s^0)| e^{-\frac{1}{2} q_s^0} \right) \, dq \, dp \, dl
\]
by the equivalence of \(p_s^0 q_s^0\), \(p_t^0 q_t^0\) and \(\langle p \rangle\langle q \rangle\) on \([t_0, T_0]\). Then, we obtain
\[
\left| \int_{\mathbb{R}^3} G_3(\tilde{f}_1 - \tilde{f}_2) \, dp \right| \leq C \| \tilde{f}_1 - \tilde{f}_2 \|_{0,0}^2. \quad (103)
\]
We now consider \(G_4\):
\[
G_4 = \frac{\det g_s}{2} \iint_{p_s^0 q_s^0} \left( \tilde{f}_s(p_s^0) (\tilde{f}_1 - \tilde{f}_2)(q_s^0) \right) e^{-\frac{1}{2} q_s^0} \, dq \, dp.
\]
We notice that \(F := \tilde{f}_s(p_s^0) \tilde{f}_s(q_s^0)\) is a function of \(g_{ab}\) such that \(F(g_{ab}) = \tilde{f}_s(p_s^0) \tilde{f}_s(q_s^0)\) and \(F(g_{ab}) = \tilde{f}_s(p_s^0) \tilde{f}_s(q_s^0)\). Hence, by the argument of (103) again, we obtain
\[
|F(g_{ab}) - F(g_{sr})| = \left| \int_{1}^{2} \frac{\partial F}{\partial g_{ab}} \, ds \right| \leq C \int_{1}^{2} \left| \frac{\partial F}{\partial g^{cd}} (g_{sr}) \right| |g_{sr}^{cd} - g_{ab}^{cd}| \, ds,
\]
where the quantity \(\partial F/\partial g^{cd}\) is estimated by \(\partial_{1} \tilde{f}_s(p_s^0) \tilde{f}_s(q_s^0)\) and \(\tilde{f}_s(p_s^0) \partial_{1} \tilde{f}_s(q_s^0)\) with \(\partial_{1} p_s^0 \partial_{1} q_s^0\) and \(\partial_{q_s^0} \partial_{p_s^0} \tilde{f}_s(q_s^0)\) evaluated at \(g_{sr}^{cd}\). We apply Lemma 6 to obtain
\[
|F(g_{ab}) - F(g_{sr})| \leq C \left( \max_{a,b} |g_{ab} - g_{sr}^{ab}| \right) \left( \langle p \rangle \langle q \rangle \right) \int_{1}^{2} \left| \partial_{1} \tilde{f}_s(p_s^0) \tilde{f}_s(q_s^0) \right| |\tilde{f}_s(p_s^0)| \, ds,
\]
which implies that
\[
\left| \int_{\mathbb{R}^3} G_4(\tilde{f}_1 - \tilde{f}_2) \, dp \right| \leq C \left( \max_{a,b} |g_{ab} - g_{sr}^{ab}| \right) \left( \langle p \rangle \langle q \rangle \right) \int_{1}^{2} \left| \partial_{1} \tilde{f}_s(p_s^0) \tilde{f}_s(q_s^0) \right| |\tilde{f}_s(p_s^0)| \, ds
\]
and
\[
\int_{\mathbb{R}^3} G_4(\tilde{f}_1 - \tilde{f}_2) \, dp \leq C \left( \max_{a,b} |g_{ab} - g_{sr}^{ab}| \right) \left( \langle p \rangle \langle q \rangle \right) \int_{1}^{2} \left| \partial_{1} \tilde{f}_s(p_s^0) \tilde{f}_s(q_s^0) \right| |\tilde{f}_s(p_s^0)| \, ds.
\begin{align*}
\leq C \left( \max_{a,b} |g_1^{ab} - g_2^{ab}| \right) \\
\quad \times \int_1^2 \left( \frac{\langle p \rangle^2}{p_0^0 q_0^0} \left| \partial_{p_0} \tilde{f}_z(p'_a) \right|^2 |\tilde{f}_z(q'_a)|^2 d\omega dq dp \right)^\frac{1}{2} \left( \int \langle q \rangle^8 e^{-q_1^8} |(\tilde{f}_z - \tilde{f}_z)(p)|^2 dq dp \right)^\frac{1}{2} ds \\
+ C \left( \max_{a,b} |g_1^{ab} - g_2^{ab}| \right) \\
\quad \times \int_1^2 \left( \frac{\langle p \rangle^2}{p_0^0 q_0^0} \left| \partial_{q_0} \tilde{f}_z(q'_a) \right|^2 |\tilde{f}_z(p'_a)|^2 d\omega dq dp \right)^\frac{1}{2} \left( \int \langle q \rangle^8 e^{-q_1^8} |(\tilde{f}_z - \tilde{f}_z)(p)|^2 dq dp \right)^\frac{1}{2} ds \\
\leq C \left( \max_{a,b} |g_1^{ab} - g_2^{ab}| \right) \|f_1 - \tilde{f}_z\|_{0,0} \int_1^2 \left( \frac{\langle p \rangle^2}{p_0^0 q_0^0} \left| \partial_{p_0} \tilde{f}_z(p'_a) \right|^2 |\tilde{f}_z(q'_a)|^2 d\omega dq dp \right)^\frac{1}{2} ds \\
+ C \left( \max_{a,b} |g_1^{ab} - g_2^{ab}| \right) \|f_1 - \tilde{f}_z\|_{0,0} \int_1^2 \left( \frac{\langle p \rangle^2}{p_0^0 q_0^0} \left| \partial_{q_0} \tilde{f}_z(q'_a) \right|^2 |\tilde{f}_z(p'_a)|^2 d\omega dq dp \right)^\frac{1}{2} ds,
\end{align*}

where we used Lemma 4 and the argument of (103). Here, $p'_a$ and $q'_a$ are defined by (103) and (104) using the metric $g_2^{ab}$. For the two integrals above, over $S^2 \times \mathbb{R}^4 \times \mathbb{R}^3$, we use the change of variables

$$
\frac{dp'_a dq'_a}{p_0^0 q_0^0} = \frac{dp dq}{p_0^0 q_0^0},
$$

and the equivalence of $p_0^0 q_0^0$ and $p'_a q'_a$ to obtain

\begin{align*}
\left( \int \frac{\langle p \rangle^2}{p_0^0 q_0^0} |\partial_{p_0} \tilde{f}_z(p'_a)|^2 |\tilde{f}_z(q'_a)|^2 d\omega dq dp \right)^\frac{1}{2} \\
\leq C \left( \int \frac{\langle p \rangle^2}{p_0^0 q_0^0} |\partial_{q_0} \tilde{f}_z(q'_a)|^2 |\tilde{f}_z(p'_a)|^2 d\omega dq dp \right)^\frac{1}{2} \\
\leq C \left( \int \langle p \rangle^2 |\partial_{p_0} \tilde{f}_z(p)|^2 |\tilde{f}_z(q)|^2 dq dp \right)^\frac{1}{2} \\
\leq C \|f_1\|_{1,1} \|\tilde{f}_z\|_{1,0},
\end{align*}

which is bounded on $[t_0, T_0]$. The second integral is estimated the same way. We conclude that

$$
\left| \int_{\mathbb{R}^3} G_5(\tilde{f}_1 - \tilde{f}_z) dp \right| \leq C \left( \max_{a,b} |g_1^{ab} - g_2^{ab}| \right) \|f_1 - \tilde{f}_z\|_{0,0}. \quad (105)
$$

For the last term $G_5$, we obtain the same result as above, but we skip the details, since it can be obtained by the same way as in (103) with the change of variables $(p'_a, q'_a) \rightarrow (p, q)$:

$$
\left| \int_{\mathbb{R}^3} G_5(\tilde{f}_1 - \tilde{f}_z) dp \right| \leq C \left( \max_{a,b} |g_2^{ab} - g_2^{ab}| \right) \|f_1 - \tilde{f}_z\|_{0,0}. \quad (106)
$$

To summarize, we combine (88), (91)–(102), (104)–(106) to obtain

$$
\frac{d}{dt} \|\tilde{f}_1 - \tilde{f}_z\|_{0,0} \leq C \left( \max_{a,b} |g_1^{ab} - g_2^{ab}| + \max_{a,b} |k_1^{ab} - k_2^{ab}| + \|f_1 - \tilde{f}_z\|_{0,0} \right). \quad (107)
$$

The differential inequalities for $g_1^{ab} - g_2^{ab}$ and $k_1^{ab} - k_2^{ab}$ are easily obtained. We obtain from (85) and (109):

\begin{align*}
\frac{d}{dt}(g_1^{ab} - g_2^{ab}) &= -2(k_1^{ab} - k_2^{ab}), \\
\frac{d}{dt}(k_1^{ab} - k_2^{ab}) &= -2k_1^{a,b} k_1^{bc} + k_1^{ab} - R_1^{ab} + S_1^{ab} + \frac{1}{2}(\rho_1 - S_1)g_1^{ab} + V(\phi_1)g_1^{ab} \\
&\quad + 2k_1^{a} k_2^{bc} + k_2^{ab} + R_2^{ab} - S_2^{ab} - \frac{1}{2}(\rho_2 - S_2)g_2^{ab} - V(\phi_2)g_2^{ab}.
\end{align*}
Recall that \(g_{1,ab}\) is a polynomial of \(g_1^{ab}\) and \((\det g_1)^{-1}\). Hence, the quantities \(k_1^{ab} = k_1^{ad} g_{1,ad}\), \(k_1 = k_1^{ab} g_{1,ab}\) and \(R_3^{ab}\) are some polynomials of \(g_{1,ab}\) and \((\det g_1)^{-1}\), and similar arguments are applied to the quantities \(k_2^{ab}\), \(k_2^{ab}\) and \((\det g_1)^{-1}\). Moreover, since the quantities \(g_{1,ab}\), \(k_1^{ab}\), \((\det g_1)^{-1}\), \(g_{1,ab}^2\) and \((\det g_1)^{-1}\) are all bounded on \([t_0,T]\), we obtain

\[
\left| -2k_1^{ab}k_1^{bc} - k_1k_1^{ab} - R_1^{ab} + 2k_2^{ab}k_2^{bc} + k_2k_2^{ab} + R_2^{ab} \right| \leq C \left( \max_{a,b} |g_1^{ab} - g_2^{ab}| + \max_{a,b} |k_1^{ab} - k_2^{ab}| \right),
\]

for some positive \(C\). For the matter terms we consider

\[
S_1^{ab} - S_2^{ab} = (\det g_1^-)^{\frac{1}{2}} g_1^{ac} g_1^{bd} \int_{\mathbb{R}^3} f_1 p_c p_d \frac{dp}{p_1^0} - (\det g_2^-)^{\frac{1}{2}} g_2^{ac} g_2^{bd} \int_{\mathbb{R}^3} f_2 p_c p_d \frac{dp}{p_2^0}.
\]

We note that \((\det g_1^-)^{\frac{1}{2}} g_1^{ac} g_1^{bd} - (\det g_2^-)^{\frac{1}{2}} g_2^{ac} g_2^{bd}\) is bounded by a constant multiplied by \(\max_{a,b} |g_1^{ab} - g_2^{ab}|\). We also note that the integrals above are estimated, in terms of \(\tilde{f}_1\) and \(\tilde{f}_2\), as in (107):

\[
\left| \int_{\mathbb{R}^3} f_1 p_c p_d \frac{dp}{p_1^0} \right| = \left| \int_{\mathbb{R}^3} \tilde{f}_1 e^{-\frac{p_c^0}{p_1^0}} p_c p_d \frac{dp}{p_1^0} \right| \leq C \|\tilde{f}_1\|_{0,0},
\]

and similarly for the integral of \(f_2\). Now, we consider

\[
\int_{\mathbb{R}^3} f_1 p_c p_d \frac{dp}{p_1^0} - \int_{\mathbb{R}^3} f_2 p_c p_d \frac{dp}{p_2^0} = \int_{\mathbb{R}^3} \tilde{f}_1 e^{-\frac{p_c^0}{p_1^0}} p_c p_d \frac{dp}{p_1^0} - \int_{\mathbb{R}^3} \tilde{f}_2 e^{-\frac{p_c^0}{p_2^0}} p_c p_d \frac{dp}{p_2^0} = \int_{\mathbb{R}^3} (\tilde{f}_1 - \tilde{f}_2) e^{-\frac{p_c^0}{p_1^0}} p_c p_d \frac{dp}{p_1^0} + \int_{\mathbb{R}^3} \tilde{f}_2 (e^{-\frac{p_c^0}{p_2^0} - e^{-\frac{p_c^0}{p_1^0}}}) p_c p_d \frac{dp}{p_1^0} + \int_{\mathbb{R}^3} \tilde{f}_2 e^{-\frac{p_c^0}{p_2^0}} p_c p_d \left( \frac{1}{p_1^0} - \frac{1}{p_2^0} \right) dp.
\]

The first quantity on the right hand side is estimated the same way as above:

\[
\left| \int_{\mathbb{R}^3} (\tilde{f}_1 - \tilde{f}_2) e^{-\frac{p_c^0}{p_1^0}} p_c p_d \frac{dp}{p_1^0} \right| \leq C \|\tilde{f}_1 - \tilde{f}_2\|_{0,0}.
\]

For the second and the third quantities, we apply the same arguments as in \(L_4\) and \(L_2\), respectively, to obtain the upper bound \(\max_{a,b} |g_1^{ab} - g_2^{ab}|\). Hence, we obtain

\[
|S_1^{ab} - S_2^{ab}| \leq C \left( \max_{a,b} |g_1^{ab} - g_2^{ab}| + \|\tilde{f}_1 - \tilde{f}_2\|_{0,0} \right).
\]

The other matter terms are similarly estimated. Consequently, we obtain

\[
\frac{d}{dt} |g_1^{ab} - g_2^{ab}| \leq C \left( \max_{a,b} |k_1^{ab} - k_2^{ab}| \right),
\]

\[
\frac{d}{dt} |k_1^{ab} - k_2^{ab}| \leq C \left( \max_{a,b} |g_1^{ab} - g_2^{ab}| + \max_{a,b} |k_1^{ab} - k_2^{ab}| + \|\tilde{f}_1 - \tilde{f}_2\|_{0,0} + \|\phi_1 - \phi_2\| \right).
\]

For the scalar field we easily obtain

\[
\frac{d}{dt} |\phi_1 - \phi_2| \leq C |\psi_1 - \psi_2|,
\]

\[
\frac{d}{dt} |\psi_1 - \psi_2| \leq C \left( \max_{a,b} |g_1^{ab} - g_2^{ab}| + \max_{a,b} |k_1^{ab} - k_2^{ab}| + |\phi_1 - \phi_2| + |\psi_1 - \psi_2| \right).
\]

Finally, applying Grönwall’s inequality to the above four differential inequalities together with (107), we obtain the uniqueness of solutions to the EBs system. This completes the proof of Proposition 2.
3 Global existence and asymptotic behavior

In this part we obtain the global existence of small solutions to the EBs system. The argument will be the standard: we assume that initial data is small and obtain certain decay properties, so that the time interval of Proposition 2 will be extended to \([t_0, \infty)\).

Recall that the potential function \(V : \mathbb{R} \to [V_0, \infty)\) for the scalar field is a smooth function satisfying

\[
V(0) = V_0 > 0, \quad V'(0) = 0, \quad V''(0) > 0.
\]

Hence, we may write

\[
V(\phi) = V_0 + \frac{1}{2} V''(0) \phi^2 + \tilde{V}(\phi),
\]

where \(\tilde{V}\) satisfies

\[
|\tilde{V}(\phi)| \leq C |\phi|^3, \quad |\tilde{V}'(\phi)| \leq C |\phi|^2,
\]

for small \(\phi\). Below, we will first consider the scalar field and the Hubble variable. We define

\[
E = \frac{1}{2} \left( \psi^2 + 3\gamma \phi \psi + \left( \frac{9}{2} + \chi_0 \right) \gamma^2 \phi^2 \right), \quad \chi_0 = \frac{V''(0)}{\gamma^2}, \quad \gamma = \sqrt{\frac{V_0}{3}},
\]

\[
X = 3H^2 - \frac{1}{2} \psi^2 - V(\phi),
\]

and

\[
E_0 = E(t_0), \quad X_0 = X(t_0).
\]

We will show that \(E\) decays, provided that \(E\) is initially small and the Hubble variable \(H\) is close to \(\gamma\). This implies that the scalar fields \(\phi\) and \(\psi\) are also small and decay. The estimates for \(X\) will show that \(H\) decays to \(\gamma\), if it is initially close to \(\gamma\). This will be studied in Section 3.1.

3.1 Asymptotics for the scalar field and the Hubble variable

We first observe that the Hubble variable \(H\) is bounded below by \(\gamma\). Let us introduce the shear tensor \(\sigma_{ab}\) defined by the trace free part of the second fundamental form, i.e.,

\[
k_{ab} = \sigma_{ab} + H g_{ab}, \quad H = \frac{1}{3} k, \quad k = k_{ab} g^{ab}.
\]

Then, the constraint equation (5) can be written as

\[
\frac{1}{2} R - \frac{1}{2} \sigma_{ab} \sigma^{ab} + 3H^2 = \rho + \frac{1}{2} \psi^2 + V(\phi).
\]

We note that the Ricci scalar \(R\) is non-positive, and the potential has the positive lower bound \(V(\phi) \geq V_0\). Hence, we have \(3H^2 \geq V_0\), which is equivalent to

\[
H \geq \gamma, \quad (110)
\]

if we assume \(H_0 \geq \gamma\). Moreover, we can see that \(H\) is decreasing. Applying (109) to the evolution equations (11) and (2), we obtain the evolution equation for \(H\):

\[
\frac{dH}{dt} = \frac{1}{6} R - \frac{1}{2} \sigma_{ab} \sigma^{ab} - \frac{1}{2} \rho - \frac{1}{2} \psi^2 - \frac{1}{6} S,
\]

which shows that

\[
\frac{dH}{dt} \leq 0. \quad (112)
\]
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We can also observe that the quantity $X$ is non-negative. Let us write (109) as

$$3H^2 - \frac{1}{2} \psi^2 - V(\phi) = \rho - \frac{1}{2} R + \frac{1}{2} \sigma_{ab}\sigma^{ab},$$

and note that the left hand side equals $X$ and the right hand side is non-negative. Hence, we have

$$X = \rho - \frac{1}{2} R + \frac{1}{2} \sigma_{ab}\sigma^{ab} \geq 0. \quad (113)$$

Finally, we notice that $E$ is equivalent to $\phi^2 + \psi^2$. Applying the inequality $|3\gamma \phi \psi| \leq \frac{1}{2} (9\gamma^2 \phi^2 + \psi^2)$ to $E$, we obtain

$$\frac{1}{2} \left(\frac{1}{2} \psi^2 + \chi_0 \gamma^2 \phi^2\right) \leq E \leq \frac{1}{2} \left(\frac{3}{2} \psi^2 + (9 + \chi_0) \gamma^2 \phi^2\right). \quad (114)$$

For more details, we refer to Chapter 27 of Ref. [25]. The following is the result for the scalar field and the Hubble variable.

**Lemma 9.** Suppose that $H$, $\phi$ and $\psi$ satisfy the EBs system on an interval $[t_0, T]$. Then, there exist positive numbers $\varepsilon$, $b_1$ and $b_2$ such that if initial data satisfy

$$H_0 - \gamma + E_0 < \varepsilon, \quad (115)$$

then we have

$$E(t) \leq E_0 e^{-b_1 (t-t_0)}, \quad (116)$$

$$X(t) \leq X_0 e^{-b_2 (t-t_0)}, \quad (117)$$

$$0 \leq H(t) - \gamma \leq C(E_0 + X_0) e^{-b_2 t}, \quad (118)$$

where $C$ does not depend on $T$.

**Proof.** By direct calculations, we have the following differential inequality for $E$:

$$\frac{dE}{dt} = \psi \frac{d\psi}{dt} + \frac{3}{2} \gamma \psi^2 + \frac{3}{2} \gamma \phi \frac{d\psi}{dt} + \left(\frac{9}{2} + \chi_0\right) \gamma^2 \phi \psi
= \psi \left(-3H \psi - V'(\phi)\right) + \frac{3}{2} \gamma \psi^2 + \frac{3}{2} \gamma \phi \left(-3H \psi - V'(\phi)\right) + \left(\frac{9}{2} + \chi_0\right) \gamma^2 \phi \psi
= \left(-3H + \frac{3}{2} \gamma\right) \psi^2 - \phi V'(\phi) + \left(-\frac{9}{2} H + \frac{9}{2} \gamma\right) \gamma \phi \psi - \frac{3}{2} \gamma \phi V'(\phi) + \chi_0 \gamma^2 \phi \psi
= \left(-3H + \frac{3}{2} \gamma\right) \psi^2 - \phi \left(V'(\phi) - \chi_0 \gamma^2 \phi\right) + \left(-\frac{9}{2} H + \frac{9}{2} \gamma\right) \gamma \phi \psi - \frac{3}{2} \gamma \phi V'(\phi) - \chi_0 \gamma^2 \phi - \frac{3}{2} \chi_0 \gamma^2 \phi^2,$$

where we used (4) for $d\psi/dt$. Recall that $H \geq \gamma$ and

$$V'(\phi) - \chi_0 \gamma^2 \phi = \tilde{V}'(\phi).$$

Hence, we obtain by applying (110), (111) and (112),

$$\frac{dE}{dt} \leq -\frac{3}{2} \gamma \psi^2 + |\psi \tilde{V}'(\phi)| + \frac{9}{4} (H - \gamma) (\gamma^2 \phi^2 + \psi^2) + \frac{3}{2} \gamma \phi \tilde{V}'(\phi) - \frac{3}{2} \chi_0 \gamma^3 \phi^2
\leq -\frac{3}{2} \gamma \psi^2 + \chi_0 \gamma^2 \phi^2 + \frac{9}{4} (H_0 - \gamma) (\gamma^2 \phi^2 + \psi^2) + CE^2,$$

as long as $\phi$ is small. We apply (114) to conclude that there exist $\varepsilon > 0$ and $b_1 > 0$ such that if $H_0$ and $E_0$ satisfy (115), then

$$\frac{dE}{dt} \leq -b_1 E,$$
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which implies the first result \((115)\). The differential inequality for \(X\) is obtained by applying \((111)\),

\[
\begin{align*}
\frac{dX}{dt} &= 6H \frac{dH}{dt} - \psi \frac{d\psi}{dt} - V'(\phi)\psi \\
&= 6H \left( \frac{1}{6} R - \frac{1}{2} \sigma_{ab} \sigma^{ab} - \frac{1}{2} \rho - \frac{1}{2} \psi^2 - \frac{1}{6} S \right) - \psi (-3H \psi - V'(\phi)) - V'(\phi)\psi \\
&= -2H \left( \frac{1}{2} R + \frac{3}{2} \sigma_{ab} \sigma^{ab} + \frac{3}{2} \rho + \frac{1}{2} S \right).
\end{align*}
\]

We notice that all the terms in the parenthesis above are non-negative. Applying \((110)\), we obtain

\[
\frac{dX}{dt} \leq -2\gamma X,
\]

which gives the second result \((117)\). For the third one, we rewrite \((117)\) as

\[
3H^2 - V_0 \leq \frac{1}{2} \psi^2 + V(\phi) - V_0 + X_0 e^{-2\gamma(t-t_0)} \\
\leq C_0 e^{-b_1 t} + X_0 e^{-2\gamma t},
\]

and we choose \(b_2 = \min\{b_1, 2\gamma\} \). Since \(3H^2 - V_0 \geq 6\gamma(H - \gamma)\), we obtain the third result. \(\square\)

In Lemma 9, we did not assume \(X_0\) is small, but it is small under the assumption \((115)\). By the definition of \(X\) and the decreasing property of \(H\), we obtain

\[
X = 3H^2 - \frac{1}{2} \psi^2 - V(\phi) \\
\leq 3H_0^2 - V_0 - \frac{1}{2} \psi^2 + |V(\phi) - V_0| \\
\leq 3(H_0 + \gamma)(H_0 - \gamma) + \frac{1}{2} \psi^2 + C\phi^2 \\
\leq C(H_0 - \gamma) + CE.
\]

Hence, if we assume \((115)\), then \(X_0\) is also small. The following lemma follows from Lemma 9.

**Lemma 10.** Suppose that \(H\), \(\phi\), \(\psi\), \(\rho\) and \(\sigma_{ab}\) satisfy the EBs system on an interval \([t_0, T]\). Then, there exist positive numbers \(\varepsilon\), \(b_1\) and \(b_2\) such that if initial data satisfy

\[
H_0 - \gamma + E_0 < \varepsilon, \quad (119)
\]

then we have

\[
|\phi(t)| + |\psi(t)| \leq C\sqrt{\varepsilon} e^{-\frac{1}{2} b_1 (t-t_0)}, \quad (120)
\]

\[
\rho(t) + |R(t)| + |\sigma_{ab} \sigma^{ab}(t)| \leq C \varepsilon e^{-2\gamma t}, \quad (121)
\]

\[
0 \leq H(t) - \gamma \leq C \varepsilon e^{-b_2 t}, \quad (122)
\]

where \(C\) does not depend on \(T\).

**Proof.** The first and the third results, \((120)\) and \((122)\), are obtained by \((116)\) and \((118)\) of Lemma 9, respectively. The second result \((121)\) is obtained by \((117)\) of Lemma 9 together with \((113)\). \(\square\)

### 3.2 Proof of the main theorem

We are now ready to prove the global existence. For the scalar fields \(\phi\) and \(\psi\), we will use Lemma 10. For the metric \(g^{ab}\) and the second fundamental form \(k^{ab}\) with its trace free part \(\sigma^{ab}\), we will need the following estimates:

\[
|Z^2 g^{ab}|, |Z^{-2} g_{ab}| \leq C, \quad |Z^2 \sigma^{ab}|, |Z^{-2} \sigma_{ab}| \leq C \sqrt{\varepsilon} e^{-\gamma t}, \quad (123)
\]

which hold under the assumptions of Lemma 10. For the proof of the estimates in \((123)\), we refer to Chapter 27 of Ref. [25]. We now prove the main theorem of the paper.
3.2.1 Global existence

In Lemma 10, we showed that there exists \( \varepsilon > 0 \) such that if \( H \) and \( E \) are initially small in the sense of (119), then the scalar fields \( \phi \) and \( \psi \) decay to zero exponentially. This will be enough for the global existence of the scalar fields. Now, let us consider the metric \( g^{ab} \) and the second fundamental form \( k^{ab} \). We assume (119) for initial data, and let \( \varepsilon < 1 \) for simplicity. By direct calculations, we have

\[
\frac{d}{dt}(Z^2 g^{ab}) = 2Z \frac{dZ}{dt} g^{ab} - 2Z^2 k^{ab} = -2Z^2 \sigma^{ab} - 2(H - \gamma)Z^2 g^{ab}. \tag{124}
\]

Applying (122) and (123), we obtain

\[
|Z^2 g^{ab} - Z^2(t_0)g^{ab}_0| \leq C \sqrt{\varepsilon}, \tag{125}
\]

where \( C \) does not depend on \( t \). Moreover, we have

\[
|Z^2 k^{ab} - \gamma Z^2 g^{ab}| = |Z^2 \sigma^{ab} + Z^2 H g^{ab} - \gamma Z^2 g^{ab}| \leq |Z^2 \sigma^{ab}| + (H - \gamma)|Z^2 g^{ab}| \leq C \sqrt{\varepsilon},
\]

and combine this with (125) to obtain

\[
|Z^2 k^{ab} - \gamma Z^2(t_0)g^{ab}_0| \leq C \sqrt{\varepsilon}. \tag{126}
\]

We notice that (125) and (126) imply

\[
\max_{a,b} |Z^2 g^{ab}| \leq Z^2(t_0) \max_{a,b} |g^{ab}_0| + C \sqrt{\varepsilon}, \tag{127}
\]

\[
\max_{a,b} |Z^2 k^{ab}| \leq \gamma Z^2(t_0) \max_{a,b} |g^{ab}_0| + C \sqrt{\varepsilon}, \tag{128}
\]

where the constants \( C \) are independent of \( t \). For the distribution function \( f \), we need to check the conditions (75) and (76). We first consider

\[
Z^2 g^{ab} p_a p_b = (Z^2 g^{ab} - Z^2(t_0)g^{ab}_0)p_a p_b + Z^2(t_0)g^{ab}_0 p_a p_b,
\]

where the first term on the right hand side can be estimated by using (125) as

\[
|(Z^2 g^{ab} - Z^2(t_0)g^{ab}_0)p_a p_b| \leq C \sqrt{\varepsilon} |p|^2.
\]

Since the initial data \( g^{ab}_0 \) is positive definite, we conclude that there exists \( c_1 \geq 1 \), which is independent of \( t \), satisfying

\[
\frac{1}{c_1} |p|^2 \leq Z^2 g^{ab} p_a p_b \leq c_1 |p|^2, \tag{129}
\]

for sufficiently small \( \varepsilon > 0 \). Similarly, we have

\[
Z^2 k^{ab} p_a p_b = Z^2 \sigma^{ab} p_a p_b + Z^2 H g^{ab} p_a p_b,
\]

where \( |Z^2 \sigma^{ab} p_a p_b| \leq C \sqrt{\varepsilon} |p|^2 \), so that we can conclude that there exists, by abusing the notation, \( c_1 \geq 1 \) such that

\[
\frac{1}{c_1} |p|^2 \leq Z^2 k^{ab} p_a p_b \leq c_1 |p|^2. \tag{130}
\]
Note that (127) implies the first condition in (76). For the determinant of $g^{-1}$, we notice that

$$\frac{d \det g^{-1}}{dt} = -6H \det g^{-1},$$

to obtain

$$\det g^{-1} = \det g_0^{-1} \exp \left( -6 \int_{t_0}^{t} H \, d\tau \right) = \det g_0^{-1} \exp \left( -6 \int_{t_0}^{t} (H - \gamma) \, d\tau \right) e^{-6\gamma t} e^{6\gamma t_0}.$$  

Since $H - \gamma \geq 0$ is small and integrable, we conclude that

$$\frac{1}{2} Z^6(t_0) \det g_0^{-1} \leq Z^6 \det g^{-1} \leq Z^6(t_0) \det g_0^{-1}.$$  

(131)

Now, we consider the following estimate:

$$\frac{d}{dt} \| f(t) \|_{g, m, N}^2 \leq Z^{-1} \left( \sup_{p, q} C_1 \right) \| f(t) \|_{g, m, N}^2 + (\det g)^{-\frac{1}{2}} \left( \sup_{p, q} C_2 + \sup_{p, q} C_3 \right) \| f(t) \|_{g, m, N}^3,$$

which is the estimate (63), where $f^n$ and $f^{n+1}$ are replaced by $f$. The quantities $\sup_{p, q} C_1$, $\sup_{p, q} C_2$ and $\sup_{p, q} C_3$ are bounded by a constant $C$, since we have (129) and (130) together with (127).

Note that $Z^{-1} \leq Z^{-3} \leq C e^{-\frac{3}{2} t}$, which is also integrable on $[t_0, \infty)$. The determinant is estimated by using (131):

$$(\det g)^{-\frac{1}{2}} \leq C Z^{-\frac{1}{2}} \leq C e^{-\frac{7}{4} \gamma t},$$

for sufficiently small initial data.

To summarize, let $g_{0}^{ab}$, $k_{0}^{ab}$, $\phi_0$, $\psi_0$ and $f_0$ be a set of initial data of the EBs system (1)–(7). Suppose that initial data satisfy

$$H_0 - \gamma + E_0 < \epsilon, \quad \max_{a, b} |g_0^{ab}| \leq C_0, \quad \| f_0 \|_{g_0, m+\frac{1}{2}, N}^2 < \epsilon,$$

and $g_0^{ab}$ and $k_0^{ab}$ are positive definite. Then, by the equivalence (114), we have

$$|\phi_0| + |\psi_0| < C \sqrt{\epsilon}.$$  

For the initial value of the second fundamental form, we use (123) to obtain

$$|k_0^{ab}| = |\sigma_0^{ab} + H_0 g_0^{ab} - \gamma g_0^{ab} + \gamma g_0^{ab}| \leq C \sqrt{\epsilon} + C_0 (\epsilon + \gamma),$$

which implies that

$$\max_{a, b} |g_0^{ab}| + \max_{a, b} |k_0^{ab}| \leq C \sqrt{\epsilon} + C_0 (1 + \epsilon + \gamma).$$

Hence, we can find $C_1 \geq 1$ such that initial data satisfy

$$\max_{a, b} |g_0^{ab}| + \max_{a, b} |k_0^{ab}| \leq C_1 \sqrt{\epsilon} + C_0 (1 + \epsilon + \gamma), \quad |\phi_0| + |\psi_0| \leq C_1 \sqrt{\epsilon}, \quad \| f_0 \|_{g_0, m+\frac{1}{2}, N}^2 \leq C_1 \epsilon.$$  
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Then, by Proposition 2, we obtain a solution on an interval $[t_0, T]$, where we have
\[
\sup_{t_0 \leq t \leq T} \max_{a,b} |g^{ab}(t)| + \sup_{t_0 \leq t \leq T} \max_{a,b} |k^{ab}(t)| \leq 2C_1 \sqrt{\varepsilon} + 2C_0(1 + \varepsilon + \gamma),
\]
(133)
\[
\sup_{t_0 \leq t \leq T} |\phi(t)| + \sup_{t_0 \leq t \leq T} |\psi(t)| \leq 2C_1 \sqrt{\varepsilon},
\]
(134)
\[
\sup_{t_0 \leq t \leq T} \|f(t)\|_{g,m,N}^2 \leq 2C_1 \varepsilon.
\]
(135)
On the other hand, the estimates (120), (127), (128) and (132) show that there exists $\varepsilon > 0$ such that the solutions satisfy the following estimates on $[t_0, T]$:
\[
|\phi(t)| \leq C_1 \sqrt{\varepsilon} e^{-\frac{1}{2}b_1 (t-t_0)},
\]
\[
|\psi(t)| \leq C_1 \sqrt{\varepsilon} e^{-\frac{1}{2}b_1 (t-t_0)},
\]
\[
\max_{a,b} |g^{ab}(t)| \leq C_0 + C_1 \sqrt{\varepsilon},
\]
\[
\max_{a,b} |k^{ab}(t)| \leq C_0 \gamma + C_1 \sqrt{\varepsilon},
\]
\[
\|f(t)\|_{g,m,N}^2 \leq C_1 \varepsilon,
\]
by making $C_1$ larger if necessary. This implies that the estimates (133)–(135) hold on $[t_0, \infty)$, and we obtain the global existence for the EBs system.

3.2.2 Asymptotic behavior

Note that we have already obtained the following asymptotics:
\[
|\phi(t)| + |\psi(t)| \leq C \sqrt{\varepsilon} e^{-\frac{1}{2}b_1 t},
\]
\[
\rho(t) + |R(t)| + \sigma_{ab} \sigma^{ab}(t) \leq C \varepsilon e^{-2\gamma t},
\]
\[
0 \leq H(t) - \gamma \leq C \varepsilon e^{-b_2 t},
\]
\[
det g^{-1} \leq C e^{-\gamma t}.
\]
Integrating (124) over $[t_0, t]$, we have
\[
Z^2(t) g^{ab}(t) = Z^2(t_0) g^{ab}_0 - \int_{t_0}^{t} 2Z^2 \sigma^{ab} + 2(H - \gamma)Z^2 g^{ab} \, d\tau,
\]
and define
\[
g_{\infty}^{ab} = Z^2(t_0) g^{ab}_0 - \int_{t_0}^{\infty} 2Z^2 \sigma^{ab} + 2(H - \gamma)Z^2 g^{ab} \, d\tau.
\]
Using (122) and (123), we obtain
\[
|Z^2(t) g^{ab}(t) - g_{\infty}^{ab}| \leq 2 \int_{t}^{\infty} |Z^2 \sigma^{ab}| + |(H - \gamma)Z^2 g^{ab}| \, d\tau
\]
\[
\leq C \varepsilon e^{-\gamma t} + C \varepsilon e^{-b_2 t},
\]
and we choose $b_3 = \min\{\gamma, b_2\}$. This proves the asymptotic behavior of the metric components. Similarly, we obtain
\[
|Z^{-2}(t) g^{ab}(t) - g_{\infty}^{ab}| \leq C \varepsilon e^{-b_3 t}.
\]
This completes the proof of Theorem 3.
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