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1 Introduction

The variance risk premium or volatility risk premium (VRP) has been the focus of much research since the seminal papers by Coval and Shumway (2001) and Bakshi and Kapadia (2003). The VRP is the difference between the expected return variance under the risk-neutral measure and the expected return variance under the physical measure,\(^1\) where the former can be inferred from option prices. The leading example is the VIX, which is a model-free measure of the expected variance over the next 30 days under the risk-neutral measure. Expectations under the physical measure can be based on a suitable volatility model.\(^2\) The VRP is a measure of volatility risk compensation and it is typically positive. This is to be expected because large increases in volatility tend to coincide with large negative returns. This relationship is observed for a broad range of financial assets, see e.g. Coval and Shumway (2001), Bakshi and Kapadia (2003) and Carr and Wu (2009). The VRP is also recognized as a distinct risk factor that predicts both aggregate stock returns and the cross-section of stock returns, see e.g. Bollerslev et al. (2009), Bekaert and Hoerova (2014), and Cremers et al. (2015). Moreover, the VRP plays an important role in option pricing, see e.g. Byun et al. (2015) and Song and Xiu (2016). Given its importance, it is interesting to develop an econometric model that can explain the time variation in the VRP while being coherent with other features of the data.

Conventional GARCH models specify expectations under the physical measure, \(\mathbb{P}\), and additional structure is needed before expectations can be computed under the risk-neutral measure, \(\mathbb{Q}\). Duan (1995) pioneered the use of GARCH models for option pricing by introducing a locally risk neutral valuation relationship (LRNVR). The LRNVR defines a link between the expected volatility under the \(\mathbb{P}\) and \(\mathbb{Q}\). With this additional structure in place, GARCH models can be used to price options and the corresponding VRP can be inferred. Unfortunately, standard GARCH models combined with LRNVR cannot adequately explain the VRP, as shown by Hao and Zhang (2013). They found that the VIX implied by GARCH models is substantially below the observed VIX. Hao and Zhang (2013) explored if this shortcoming could be amended by modifying the objective function to also target the VIX. Unfortunately, this leads to parameter values (in the GARCH model) that contradict the empirical properties under \(\mathbb{P}\). In our empirical application, we also reach the conclusion that GARCH models in conjunction with LRNVR cannot explain the dynamic properties under both probability measures.

A strong argument for looking beyond standard GARCH models is provided by their diffusion limits.

---

\(^1\)This definition of the VRP follows that in Bollerslev et al. (2009). Other definitions are used in the literature.\(^2\)For instance a GARCH model or a reduced-form model for the realized volatility. For alternative methods for computing the expected variance under both the physical and risk-neutral measures, see Bollerslev et al. (2009), Bollerslev et al. (2011), Wu (2011) and Conrad and Loch (2015).
These reveal that GARCH models are unable to fully compensate for volatility risk, because GARCH models lack a separate volatility shock variable. Stochastic volatility (SV) models, such as those by Taylor (1986) and Kim et al. (1998), are better suited for this situation because they have a dual-shock structure with distinct shocks to returns and volatilities. This property facilitates a distinct compensation for volatility risk, see e.g. Bollerslev et al. (2011). The main drawback of SV models is that they are more involved to estimate than observation-driven models, such as GARCH models.\(^3\)

It is evident that the GARCH framework must be generalized in order to become a coherent model of \(P\) and \(Q\). This requires either a more flexible volatility model or a more sophisticated risk neutralization method. In this paper, we pursue both extensions by combining the Realized GARCH model with an exponentially affine stochastic discount factor. This framework includes compensation for both equity risk and volatility risk and it yields closed-form expressions for both the VIX and the VRP. The Realized GARCH model is an observation-driven model that conveniently has a dual-shock structure that is similar to that of SV models. This model is simple to estimate and easy to combine with an exponentially affine stochastic discount factor. The parameter estimation can be adapted to include VIX pricing errors in the objective function, similar to the estimation method used in Bardgett et al. (2019), see also Andersen et al. (2019) who links the realized volatility to volatility in an SV model.

The estimated model has several interesting properties. It delivers a higher level of volatility, a higher volatility-of-volatility, and a stronger (more negative) leverage correlation under \(Q\) than under \(P\). The estimated model also generates higher levels of skewness and kurtosis in cumulative returns under \(Q\) than under \(P\). The difference between log-volatility under \(P\) and \(Q\) can conveniently be decomposed into two terms, where the first term is compensation for equity risk through the leverage effect and the second term is compensation for volatility specific risk.

In an empirical analysis of daily S&P 500 returns, realized volatilities, and the VIX over 15 years, we compare the proposed model with a range of alternative specifications. These include the EGARCH model by Nelson (1991), the GARCH model by Bollerslev (1986), Heston-Nandi GARCH by Heston and Nandi (2000). These models are combined with either the LRNVR by Duan (1995) or the variance dependent SDF by Christoffersen et al. (2013).\(^4\) We find that the new model has the best in-sample and out-of-sample VIX pricing performance, and the proposed model does particularly well during the turmoil period with the global financial crisis. We find that the Realized GARCH model provides the best empirical fit and, importantly, provides superior out-of-sample forecast of all variables of interest.

---

3The same complication arises with Jump-GARCH models, because they typically rely on particle filters for estimation, see e.g. Ornthanalai (2014).

4Christoffersen et al. (2013), introduced a variance-dependent SDF to improve the option pricing performance of the Heston-Nandi GARCH model. The idea was also used in Byun et al. (2015) in the context of Jump-GARCH models.
The improved empirical results are driven by the inclusion of realized volatility in the modeling. This helps in two ways. First, the inclusion improves volatility forecasts and this greatly improve the log-likelihood of returns under $\mathbb{P}$. Second, the inclusion of a realized volatility enables us to define a volatility shock that serves as a second state variables in the SDF. This state variable characterizes the compensation for volatility risk, which is important for explaining key differences between $\mathbb{P}$ and $\mathbb{Q}$ and time-variation therein.$^5$ The VIX pricing formula is deduced from restrictive distributional assumptions and we explore its sensitivity to distributional misspecification. The situation with non-Gaussian innovation is assessed by amending the VIX pricing formula using a Gram-Charlier expansion. This leads to a VIX pricing formula that depends on higher-order moments. However, in our empirical analysis we find the difference between the original and amended expressions to be negligible, even though skewness and excess kurtosis are significantly different from zero.

The remainder of this paper is organized as follows. We present the Realized GARCH model, risk-neutralization, and the model implied VIX/VRP formula in Section 2 and discuss the distinct model dynamics under $\mathbb{P}$ and $\mathbb{Q}$ in Section 3. We introduce the set of competing models in Section 4 and present our empirical analysis in Section 5. We explore distributional misspecification in Section 6, and conclude in Section 7. We present all the proofs in Appendix A and include a range of additional robustness checks in Appendix B. These including results based on a different definition of VIX pricing errors and alternative choices for the realized measure of volatility.

2 The Realized GARCH Model and VIX Pricing

The Realized GARCH framework is a joint model of returns and realized volatility measures. Returns are modeled with a GARCH model, which is augmented to include a realized measure of volatility, and the Realized GARCH framework is characterized by a measurement equation that ties the realized measure to the conditional variance. Realized measures of volatility are computed from high frequency data where the realized variance (RV) and the realized kernel (RK) by Barndorff-Nielsen et al. (2008) are prime examples. Realized GARCH models are generally found to outperform conventional GARCH models in terms of modeling returns as well as forecasting volatility. The reason is simply that the realized measures provide more accurate measurements of volatility than daily returns, and conventional GARCH models rely on the latter for “updating” the time-varying volatility. The Realized GARCH framework was introduced by Hansen et al. (2012) and later refined in Hansen and Huang (2016) to

$^5$The need for a model to simultaneously explain the variation under $\mathbb{P}$ and $\mathbb{Q}$ was pointed out in Bates (1996), and has since received much attention in the option pricing literature, see, e.g., Pan (2002), Eraker (2004), and Santa-Clara and Yan (2010).
have a more flexible leverage function and to allow for the inclusion of multiple realized measures.

2.1 Model under the Physical Measure

We adapt the model in Hansen and Huang (2016) to the present context, by adding an appropriate compensation for equity risk. Under the physical measure the model is characterized by:

\[ r_t = r + \lambda \sqrt{h_t} - \frac{1}{2} h_t + \sqrt{h_t} z_t, \]  \hspace{1cm} (1)

\[ \log h_{t+1} = \omega + \beta \log h_t + \tau(z_t) + \gamma \sigma u_t, \]  \hspace{1cm} (2)

\[ \log x_t = \kappa + \phi \log h_t + \delta(z_t) + \sigma u_t, \]  \hspace{1cm} (3)

where \( r_t \) is the logarithmic return, \( \lambda \) is the price of equity risk, \( h_t = \text{var}_{t-1}(r_t) \) is the conditional variance, \( r \) is the risk-free rate, \( z_t = (r_t - \mathbb{E}_{t-1} r_t) / \sqrt{h_t} \) is the standardized return, and \( x_t \) is the realized measure of volatility. Our addition to this model framework, is a compensation for equity risk that adds the term, \( \lambda \sqrt{h_t} - \frac{1}{2} h_t \), to the return equation (1). The two random innovations, \( z_t \) and \( u_t \), that are assumed to be i.i.d standard Gaussian, \( N(0, 1) \). The quadratic functions \( \tau(z) = \tau_1 z + \tau_2(z^2 - 1) \) and \( \delta(z) = \delta_1 z + \delta_2(z^2 - 1) \) are leverage functions that capture dependence between return shocks and volatility shocks. The parameter \( \sigma \) can be interpreted as the volatility-of-volatility shock. The model simplifies to a variant of the classical EGARCH model of Nelson (1991) when \( \gamma = 0. \)

A key property of the model is that two shocks, \( z_t \) and \( u_t \), are included in the GARCH equation (2). This is contrast to conventional GARCH models, where the conditional volatility is solely driven by lagged daily returns.\(^7\) The dual-shock structure is important for describing the dynamic properties under both \( \mathbb{P} \) and \( \mathbb{Q} \) simultaneously, such that the dynamic properties of returns, the VIX, and the VRP, can be explained within a unified coherent framework.

2.2 Risk Neutralization and Properties under the Risk-Neutral Measure

Before we can price the VIX, we need to state how the physical measure, \( \mathbb{P} \), relates to the risk-neutral counterpart, \( \mathbb{Q} \). In the literature on option pricing with GARCH models, the most commonly used risk neutralization methods are the locally risk-neutral valuation relationship (LRNVR) by Duan (1995)

\(^6\)We use \( z_t^2 \) in place of \( |z_t| \) that was used the original EGARCH model, which has some advantages, see Hansen et al. (2012) and Hansen and Huang (2016). For completeness, we have also estimated a Realized GARCH model with \( \tau_1 z_t + \tau_2(|z_t| - \sqrt{2/\pi}) \), which led to very similar qualitative and quantitative results.

\(^7\)For derivative pricing, this “single shock” structure is a serious limitation because the equity risk premium parameter, \( \lambda \), must be increased to unreasonable high levels in order to explain the variance risk premium, see Hao and Zhang (2013) and our empirical results in Table 2.
and the variance-dependent SDF by Christoffersen et al. (2013). These methods are applicable to a single-shock GARCH models and do not apply to the dual-shock structure in our framework. We will instead adopt an exponentially affine stochastic discount factor, which has previously been used for risk neutralization with multiple shocks in Corsi et al. (2013).

The stochastic discount factor, \( M_{t+1} \), must satisfy \( E_t^Q[X_{t+1}] = E_t^P[M_{t+1}X_{t+1}] \) for all asset prices, \( X_{t+1} \). In the Realized GARCH framework it is natural to use \( z_{t+1} \) and \( u_{t+1} \) as state variables, and we will adopt the SDF defined by:

\[
M_{t+1} = \frac{\exp(-\lambda z_{t+1} - \xi u_{t+1})}{E_t^P \exp(-\lambda z_{t+1} - \xi u_{t+1})} = \exp \left\{ -\lambda z_{t+1} - \xi u_{t+1} - \frac{1}{2}(\lambda^2 + \xi^2) \right\}. \tag{4}
\]

Empirically, one would expect \( \lambda \) to be positive and \( \xi \) to be negative, which correspond to a positive equity risk premium and a negative variance risk premium, respectively. It should be noted that the parameter, \( \lambda \), that appears in (4) is identical to the \( \lambda \) in the return equation, (1). This is not by assumption but an implication of a no-arbitrage condition. If we, as a starting point, permitted the \( \lambda \) in (4), to be a free and, possibly, time-varying parameter, then it can be shown that this coefficient must be constant and equal to \( \lambda \) in (1). This is a consequence of a no-arbitrage condition, see Lemma A.1 in the Appendix.

### 2.2.1 Dynamic Properties under the Risk-Neutral Measure

Under the risk-neutral measure, \( Q \), it follows that the moment generating function (MGF) is given by

\[
\Psi(s_1, s_2) = E_t^Q[\exp(s_1 z_{t+1} + s_2 u_{t+1})] = E_t^P[M_{t+1} \exp(s_1 z_{t+1} + s_2 u_{t+1})]
\]

\[
= \exp[-s_1 \lambda - s_2 \xi + \frac{1}{2}(s_1^2 + s_2^2)].
\]

This MGF is identical to \( E_t^P[\exp(s_1 z_{t+1}^* + s_2 u_{t+1}^*)] \), where \( z_{t+1}^* = z_{t+1} + \lambda \) and \( u_{t+1}^* = u_{t+1} + \xi \), and it implies the following dynamic model under the risk-neutral measure:

\[
\begin{align*}
    r_{t+1} &= r - \frac{1}{2} h_{t+1} + \sqrt{h_{t+1}} z_{t+1}^*, \tag{5} \\
    \log h_{t+1} &= \tilde{\omega} + \beta \log h_t + \tilde{\tau}_1 z_{t+1}^* + \tilde{\tau}_2 (z_{t+1}^* - 1) + \gamma \sigma u_{t+1}^*, \tag{6} \\
    \log x_t &= \tilde{\kappa} + \phi \log h_t + \tilde{\delta}_1 z_{t+1}^* + \tilde{\delta}_2 (z_{t+1}^* - 1) + \sigma u_{t+1}^*, \tag{7}
\end{align*}
\]

where \((z_{t+1}^*, u_{t+1}^*)\) has a bivariate Gaussian distribution, \( N(0, I) \), under \( Q \). The relationships between parameters (under \( P \) and \( Q \)) are: \( \tilde{\omega} = \omega - \tau_1 \lambda + \tau_2 \lambda^2 - \gamma \sigma \xi, \tilde{\tau}_1 = \tau_1 - 2\tau_2 \lambda, \tilde{\kappa} = \kappa - \delta_1 \lambda + \delta_2 \lambda^2 - \sigma \xi, \) and \( \tilde{\delta}_1 = \delta_1 - 2\delta_2 \lambda, \) see Lemma A.2 for details.
The mapping \((z_t, u_t) \mapsto (z_t^*, u_t^*)\) can be viewed as a generalization of LRNVR to the bivariate case. In the present context, this bivariate structure rely on the inclusion of the realized measure in the modeling, which facilitates a more complex dynamic structure than can be achieved with conventional GARCH models. The conventional GARCH model emerges as a special case when \(\gamma = 0\) and \(\xi = 0\). In this situation, (5) and (6) simplify to an EGARCH model with the change of measure, \(z_{t+1}^* = z_{t+1} + \lambda\). This reveals a close relation between the GARCH models with exponentially affine SDF and the simple change of measure that was proposed by Duan (1995). This connection appears to have been overlooked in the exiting literature.

2.3 The VIX Pricing Formula

The Chicago Board Options Exchange’s (CBOE) VIX index can be computed as the square-root of the annualized expected variance over the next 30 calendar days, where the expectation is calculated under the risk-neutral measure. We will model returns and realized measure using daily data and we will use 22 trading days and 252 trading days to represent a month and a year, respectively. The model-based VIX formula is therefore given by

\[
VIX_{t}^{\text{model}} = 100 \times \sqrt{\frac{252}{22} \sum_{k=1}^{22} \mathbb{E}^Q_t(h_{t+k})},
\]

where the expression for \(\mathbb{E}^Q_t(h_{t+k})\) is model specific. The combination of the Realized GARCH model and the exponentially affine SDF leads to the following expression:

**Theorem 1.** For the Realized GARCH model (1)-(3) and the SDF (4), the model-implied VIX is given by:

\[
VIX_{t}^{RG} = 100 \times \sqrt{\frac{252}{22} \left[ h_{t+1} + \sum_{k=2}^{22} \left( \prod_{i=0}^{k-2} F_i \right) h_{t+k}^{\beta_k-1} \right]}, \tag{8}
\]

where \(F_i = (1 - 2\beta^2 \tau) - 1/2 \exp \left\{ \beta^i (\tilde{\omega} - \tau_2) + \frac{1}{2} \beta^{2i} \left[ \frac{\tilde{\omega}^2}{1 - 2\beta \tau_2} + \gamma^2 \sigma^2 \right] \right\}, \) with \(\tilde{\omega} = \omega - \tau_1 \lambda + \tau_2 \lambda^2 - \delta \sigma \xi\) and \(\tilde{\tau} = \tau_1 - 2\lambda \tau_2\).

The expression (8) facilitates an easy comparison of the model implied VIX with the actual VIX index, and it is analogous to the expressions obtained for a range of conventional GARCH models in Hao and Zhang (2013). The proof of Theorem 1 is given in Appendix A.
2.4 Volatility Risk Premium

The literature has proposed several definitions of the VRP, see Bollerslev et al. (2009). We adopt the following definition,

\[
\text{VRP}^\text{modelfree}_t = \text{VIX}_t - \sqrt{\frac{252}{22} \mathbb{E}^\mathbb{P}_t \left( \sum_{i=1}^{22} \text{RVcc}_{t-i} \right)} \times 100,
\]

where \( \text{RVcc}_t = \text{RV}_t + r_{t-1, t}^2 \), \( \text{RV}_t \) is the realized variance estimator for the hours with active trading on day \( t \), and \( r_{t-1, t}^2 \) is the squared overnight return, which is computed from the closing price on day \( t-1 \) and the opening price of day \( t \). This difference between the observed VIX and the expected realized measure of volatility (for the corresponding 22 trading days) is a model-free measure of the VRP. This is a theoretical quantity, because the expectation operator depends on \( \mathbb{P} \) that is unknown in practice.

The following empirical VRP

\[
\text{VRP}^\text{market}_t = \text{VIX}_t - \sqrt{\frac{252}{22} \sum_{i=1}^{22} \text{RVcc}_{t-i+1}} \times 100,
\]

was proposed in Bollerslev et al. (2009). This quantity relies on the assumption that realized volatility follows a martingale process, such that the expected monthly realized volatility is given by the observed realized volatility over the most recent month. As a robustness check, we also consider a second, alternative, empirical measure, which is based on the heterogeneous autoregressive (HAR) model by Corsi (2009), see Appendix B.1.

Our model-implied VRP is simply

\[
\text{VRP}^\text{model}_t = \left( \sqrt{\frac{252}{22} \sum_{k=1}^{22} \mathbb{E}^\mathbb{Q}_t (h_{t+k})} - \sqrt{\frac{252}{22} \sum_{k=1}^{22} \mathbb{E}^\mathbb{P}_t (h_{t+k})} \right) \times 100,
\]

which is the annualized, one-month ahead, expected volatility using the risk-neutral measure less the corresponding quantity under the physical probability measure.

3 Key Model Properties under \( \mathbb{P} \) and \( \mathbb{Q} \)

In this section, we analyze the Realized GARCH model with the exponentially affine SDF, under both \( \mathbb{P} \) and \( \mathbb{Q} \), and we derive key properties of volatility, leverage, and returns under both measures. These

\(^8\)See Bollerslev et al. (2009) for detailed discussion of VRP measures, including ex-post and ex-ante measures, and measures in units of variances and in units of volatilities.
results provide theoretical insight about importance of various model parameters and their interpretations. We derive the properties under the assumption that the parameters in the Realized GARCH model and the SDF satisfy:

$$|\beta| < 1, \quad \lambda, \gamma, \sigma, \tau_2, \delta_2 > 0, \quad \xi, \tau_1, \delta_1 < 0.$$ 

These inequalities guarantee the following properties: (a) the volatility process is stationary, (b) the equity premium is positive, (c) the volatility premium is negative, and (d) the model has a leverage effect. The stated parameter restrictions are consistent with our empirical results in Section 5.

### 3.1 Average Volatility

For the average log-volatility (unconditional mean of \( \log h_t \)) we have that

$$E^P(\log h) = \frac{\omega}{1 - \beta} \quad \text{and} \quad E^Q(\log h) = \frac{\omega - \tau_1 \lambda + \tau_2 \lambda^2 - \gamma \sigma \xi}{1 - \beta}.$$ 

Given our assumptions above, it follows that the average log-volatility is higher under the \( Q \)-measure than under the \( P \)-measure. Thus, the logarithmic variant of the VRP,

$$E^Q(\log h) - E^P(\log h) = \frac{-\tau_1 \lambda + \tau_2 \lambda^2 - \gamma \sigma \xi}{1 - \beta} = \frac{-\tau_1 \lambda + \tau_2 \lambda^2}{1 - \beta} + \frac{-\gamma \sigma \xi}{1 - \beta}, \quad (9)$$

is positive. The logarithmic variant of the VRP was used in Carr and Wu (2009) and Ammann and Buesser (2013).

From (9) we see that the logarithmic VRP can be decomposed into two terms. One that is driven by the equity risk premium from leverage effect and a second term driven by the compensation for volatility risk and volatility-of-volatility due to volatility shocks. Their relative contributions to the log VRP are given by \( \frac{-\tau_1 \lambda + \tau_2 \lambda^2}{-\tau_1 \lambda + \tau_2 \lambda^2 - \gamma \sigma \xi} \) and \( \frac{-\gamma \sigma \xi}{-\tau_1 \lambda + \tau_2 \lambda^2 - \gamma \sigma \xi} \), respectively, which, conveniently, do not depend on \( \beta \).

It is worth noting that a positive VRP does not require the equity risk premium to be positive if \( \xi \) is sufficiently negative. The literature typically finds \( \lambda > 0 \), e.g. French et al. (1987), but negative values have also been reported, see e.g. Jensen and Lunde (2001).
3.2 Volatility-of-Volatility

The volatility-of-volatility (in log-$h$) can be derived similarly and is, under $P$ and $Q$, given by

$$\text{var}^P(\log h) = \frac{\tau_1^2 + 2\tau_2^2 + \gamma^2 \sigma^2}{1 - \beta^2}$$

and

$$\text{var}^Q(\log h) = \frac{(\tau_1 - 2\tau_2 \lambda)^2 + 2\tau_2^2 + \gamma^2 \sigma^2}{1 - \beta^2},$$

respectively. Since $\tau_1 < 0$ it follows that their difference, $\text{var}^Q(\log h) - \text{var}^P(\log h) = 4\lambda(\lambda \tau_2^2 - \tau_1 \tau_2)/(1 - \beta^2)$ is positive, such that the unconditional variance of volatility is higher under $Q$ than under $P$.

3.3 Dependence between Returns and Volatility (Leverage)

The dependence between returns and volatility is another important aspect of asset pricing. Here we follow Christoffersen et al. (2014) and quantify this dependence using the conditional correlation between $\log h_{t+1}$ and $r_t$, (leverage correlations) under $P$ and $Q$. Under $P$ we have

$$\text{cov}^P_t (\log h_{t+1}, r_t) = \mathbb{E}^P[(\tau_1 z_t + \tau_2 z_t^2 + \gamma \sigma u_t) z_t \sqrt{h_t}] = \tau_1 \sqrt{h_t},$$

such that the conditional correlation is

$$\rho^P = \text{corr}^P_t (\log h_{t+1}, r_t) = \frac{\tau_1}{\sqrt{\tau_1^2 + 2\tau_2^2 + \gamma^2 \sigma^2}}.$$

Under the risk-neutral measure, $Q$, we find that $\text{cov}^Q_t (\log h_{t+1}, r_t) = (\tau_1 - 2\tau_2 \lambda) \sqrt{h_t}$ such that

$$\rho^Q = \text{corr}^Q_t (\log h_{t+1}, r_t) = \frac{\tau_1 - 2\lambda \tau_2}{\sqrt{(\tau_1 - 2\lambda \tau_2)^2 + 2\tau_2^2 + \gamma^2 \sigma^2}}.$$

These correlations are, as expected, both negative, and it can be shown that $\rho^Q_2 - \rho^P_2 > 0$, such that the leverage effect is more pronounced under $Q$ than under $P$.

3.4 Skewness and Kurtosis of Multi-period Returns

While VIX pricing only requires the expectations of future volatility, many other problems, such as option pricing, require an accurate description of the distribution of cumulative returns.\(^9\) Figure 1 presents the unconditional skewness and kurtosis of cumulative returns for the Realized GARCH model, for cumulative returns spanning a period from 1 to 250 days (approximately one year). For comparison, we also include the corresponding results based on the EGARCH model. The simulation designs for the

\(^9\)Duan et al. (1999) provided a method to price options with the skewness and kurtosis of cumulative returns.
two models are the estimates we obtained in our empirical analysis, see Table 2. Because closed-form expressions for skewness and kurtosis of cumulative returns are not readily available, these results are based on simulation methods with 1,000,000 replications. The first 750 days were discarded in each simulation in order to minimize the influence of initial values.

Figure 1: Skewness and kurtosis of cumulative returns under $\mathbb{P}$ and $\mathbb{Q}$ for the EGARCH and the Realized GARCH model.

The results in Figure 1 show that cumulative returns are more left-skewed (have a more negative skewness) under $\mathbb{Q}$ than under $\mathbb{P}$, and the tails are also thicker (larger kurtosis) under $\mathbb{Q}$ than under $\mathbb{P}$. This is true for both the Realized GARCH model and the EGARCH model. However, the magnitude of skewness and kurtosis is much larger for the Realized GARCH model especially under the risk-neutral measures.

In Figure 2, we present the simulated densities for standardized cumulative returns over one month (left panels) and six months (right panels). The densities under $\mathbb{P}$ are in the upper panels and those under $\mathbb{Q}$ are presented in the lower panels, where the solid red lines are for the Realized GARCH model and the dashed blue line are for the EGARCH model based on the parameter estimates we obtained in our empirical analysis. A left skew can be seen for both models and it is more pronounced at longer horizons (six months), especially for the Realized GARCH model. The skewness is also more pronounced under the risk-neutral measure, $\mathbb{Q}$, which is consistent with the results in Figure 1.
4 Some Competing Models and their Properties

In this section, we introduce four alternative models, which we will use to benchmark the Realized GARCH model against. We compare the models ability to explain and predict the three variables: return volatility, the market VIX, and the volatility risk premium. The four alternative models are: the GARCH model by Bollerslev (1986), the EGARCH model by Nelson (1991), the Heston-Nandi GARCH model by Heston and Nandi (2000), which are combined with Duan’s LRNVR, and the Heston-Nandi GARCH combined with the variance dependent SDF, as proposed by Christoffersen et al. (2013).\footnote{Hao and Zhang (2013) examined GARCH, EGARCH, TGARCH, AGARCH and CGARCH models. To conserve space, we focus on the GARCH and EGARCH models because the EGARCH had the best performance in the study by Hao and Zhang (2013), and the original GARCH model is a natural benchmark.}

4.1 GARCH and EGARCH Model

GARCH and EGARCH model are commonly used as benchmarks in comparisons of volatility models. The original GARCH model tends to perform well with exchange rate data, but it is typically outperformed by models that can accommodate a leverage effect when applied to equity returns, see Hansen and Lunde (2005a). The volatility dynamics for the GARCH(1,1) is given by

\[
h_{t+1} = \omega + \beta h_t + \alpha h_t z_t^2,
\]
and that of the EGARCH(1,1) is given by

$$\log h_{t+1} = \omega + \beta \log h_t + \tau_1 z_t + \tau_2 (|z_t| - \sqrt{2/\pi}).$$

From Hao and Zhang (2013, propositions 1-4), these models can be risk-neutralized using the LRNVR and yield the following model-based pricing formulae for VIX:

$$\text{VIX}^G_t = 100 \times \sqrt{252 \sigma_h^2 + \frac{252}{22} \frac{1 - \beta^{22}}{2 - \beta} (h_{t+1} - \sigma_h^2)}, \quad \text{with} \quad \sigma_h^2 = \omega/(1 - \tilde{\beta}), \quad \tilde{\beta} = \beta + \alpha(1 + \lambda^2)$$

and

$$\text{VIX}^{EG}_t = 100 \times \sqrt{\frac{252}{22} \left( h_{t+1} + \sum_{k=2}^{22} \prod_{i=0}^{k-2} F_i \right) h_{t+1}^{\beta_k-1}},$$

respectively, where

$$F_i = \exp \left[ \beta \left( \omega - \tau_2 \sqrt{\frac{2}{\pi}} \right) \right] \left\{ \exp \left[ -\beta^i (\tau_1 - \tau_2) \lambda + \frac{\beta^{2i}(\tau_2 - \tau_1)^2}{2} \right] \Phi[\lambda - \beta^i (\tau_1 - \tau_2)] 
+ \exp \left[ -\beta^i (\tau_1 + \tau_2) \lambda + \frac{\beta^{2i}(\tau_1 + \tau_2)^2}{2} \right] \Phi[\beta^i (\tau_1 + \tau_2) - \lambda] \right\}.$$  

**4.2 Heston-Nandi GARCH Model under LRNVR**

The Heston-Nandi GARCH model is a popular discrete-time model for option pricing. The equity premium is assumed to be proportional to the conditional variance and a specific leverage term is adopted in the GARCH equation,

$$r_{t+1} = r + \lambda h_{t+1} - \frac{1}{2} h_{t+1} + \sqrt{h_{t+1}} z_{t+1},$$

$$h_{t+1} = \omega + \beta h_t + \alpha (z_t - \delta \sqrt{h_t})^2.$$  

This structure conveniently yields a closed-form option pricing formula. Under LRNVR risk neutralization the corresponding dynamics under $Q$ is:

$$r_{t+1} = r - \frac{1}{2} h_{t+1} + \sqrt{h_{t+1}} z_{t+1}^*,$$

$$h_{t+1} = \omega + \beta h_t + \alpha (z_t^* - (\delta + \lambda) \sqrt{h_t})^2,$$

$$= \left[ \omega + \alpha \left( \frac{\beta + \alpha(\delta + \lambda)^2}{\beta} \right) h_t - 2 \alpha (\delta + \lambda) \sqrt{h_t} z_t^* + \alpha(z_t^* - 1)^2 \right].$$
where $z_t^* = z_t + \lambda \sqrt{h_t}$. If $|\hat{\beta}| < 1$, then the unconditional mean of $h_t$ under $Q$ is $\sigma_h^2 = \hat{\omega} / (1 - \hat{\beta})$, and the $k$-step ahead expected conditional variance is

$$E_t^Q(h_{t+k}) = \sigma_h^2 + \hat{\beta}^{k-1}(h_{t+1} - \sigma_h^2).$$

The model implied VIX pricing formula is therefore given by:

$$VIX_{HN} = \sqrt{\sum_{k=1}^{22} E_t^Q(h_{t+k})} \times 100 = \sqrt{252 \sigma_h^2 + \frac{252}{22} \frac{1 - \hat{\beta}^{22}}{1 - \hat{\beta}} (h_{t+1} - \sigma_h^2)} \times 100.$$

### 4.3 Heston-Nandi GARCH under Variance Dependent SDF

An alternative to LRNVR is the variance dependent SDF by Christoffersen et al. (2013). As suggested by its name, this SDF depends on $h_t$, and this dependence has been shown to improve the option pricing performance of the Heston-Nandi GARCH model.

Christoffersen et al. (2013), show that the dynamic properties under $Q$ are given by

$$r_{t+1} = r - \frac{1}{2} \hat{h}_{t+1}^* + \sqrt{\hat{h}_{t+1}^*} z_{t+1}^*,
\hat{h}_{t+1}^* = \omega^* + \beta \hat{h}_t^* + \alpha^* (z_t^* - \delta^* \sqrt{\hat{h}_t^*})^2,$$

where $z_t^*$ has a standard normal distribution and

$$h_t^* = h_t / (1 + 2\alpha \xi),
\omega^* = \omega / (1 + 2\alpha \xi),
\alpha^* = \alpha / (1 + 2\alpha \xi)^2,
\delta^* = (\lambda + \delta - \frac{1}{2})(1 + 2\alpha \xi) + \frac{1}{2}.$$

Here $\xi$ is the variance risk aversion parameter, see Christoffersen et al. (2013). The resulting model-implied VIX pricing formula is given by

$$VIX_{HN} = \sqrt{252 \sigma_h^2 + \frac{252}{22} \frac{1 - \hat{\beta}^{22}}{1 - \hat{\beta}} (h_{t+1} - \sigma_h^2)},$$

where $\sigma_h^2 = (\omega^* + \alpha^*) / (1 - \beta^*)$ with $\beta^* = \beta + \alpha^* \delta^*$. Unlike LRNVR, the variance dependent SDF will induce a transformation of one-step-ahead conditional variance after the change of measure.11

11Christoffersen et al. (2013) suggested to estimate $\tilde{\xi} = 1 / (1 + 2\alpha \xi)$ in place of $\xi$, when estimating the model.
5 Empirical Analysis

For the estimation it is convenient to use a different expression of the GARCH equation,

$$\log h_{t+1} = (\omega - \gamma \kappa) + (\beta - \gamma \phi) \log h_t + (\tau(z_t) - \gamma \delta(z_t)) + \gamma \log x_t,$$

which is obtained by substituting (3) into (2). This formulation highlights the observation-driven structure of the model, as it shows how the conditional volatility depends on the observable realized measure and (a function of) the lagged standardized return. This makes evaluation and maximization of the log-likelihood straightforward.\(^{12}\)

5.1 Model Estimation

We estimate the unknown parameters (of the model and the SDF) by maximizing a joint log-likelihood function that is composed of the log-likelihood function of the (Realized) GARCH model and the log-likelihood for VIX pricing errors.

The log-likelihood function for the Realized GARCH model specifies the dynamics for \((r_t, x_t)\) while the GARCH models (GARCH, EGARCH, Heston-Nandi) specifies the dynamics for \(r_t\). These likelihood terms are combined with a log-likelihood for the VIX pricing errors, where the latter is influenced by both the choice of volatility model and the choice of SDF. Following Hao and Zhang (2013) we adopt at Gaussian specification for the pricing error, where \(\text{VIX}_t^{\text{Model}} - \text{VIX}_t \sim i.i.d \ N(0, \sigma_{\text{VIX}}^2)\), and as a robustness check we also estimate the parameters using a second (multiplicative) specification: \(\text{VIX}_t = \text{VIX}_t^{\text{Model}} \eta_t\), where it is assumed that \(\log \eta_t \sim i.i.d \ N(-\sigma_{\text{VIX}}^2/2, \sigma_{\text{VIX}}^2)\), such that \(E(\eta_t) = 1\). The two specifications produce very similar estimates and similar pricing errors, see Appendix B.2.

For the Realized GARCH model, the total (quasi) log-likelihood is given by

$$\ell_r + \ell_x + \ell_{\text{VIX}}.$$

\(^{12}\)For the related stochastic volatility models, direct maximization of the likelihood for is typically impractical, and other estimation methods, such as GMM and simulation based methods, are often employed for this type of models.
where

\[
\ell_r = -\frac{1}{2} \sum_{t=1}^{T} \{ \log 2\pi + \log h_t^{RG} + (r_t - \mu_t^{RG})^2 / h_t^{RG} \},
\]

\[
\ell_x = -\frac{1}{2} \sum_{t=1}^{T} \{ \log 2\pi + \log \sigma^2 + [\log x_t - \omega - \beta \log h_t^{RG} - \delta(z_t)]^2 / \sigma^2 \},
\]

\[
\ell_{vix} = -\frac{1}{2} \sum_{t=1}^{T} \{ \log 2\pi + \log \sigma_{vix}^2 + (VIX_t^{RG} - VIX_t)^2 / \sigma_{vix}^2 \},
\]

with \( h_t^{RG} \) given from the GARCH equation (2) and \( \mu_t^{RG} = r + \lambda \sqrt{h_t^{RG}} - \frac{1}{2} h_t^{RG} \).

The likelihood of the other models are define similarly with model-specific definitions of \( \mu_t, h_t, \) and the model-implied VIX. The conventional GARCH models do not have the second term of the log-likelihood, because they do include the realized measure, \( x_t \), in the modeling.

The idea of combining the likelihood of a time-series model with a second likelihood for option pricing errors is now standard in this literature. Some papers including pricing errors for the a range of options, see e.g. Christoffersen et al. (2013) and Christoffersen et al. (2014), or pricing errors for volatility derivatives, see e.g. Wang et al. (2017), Bardgett et al. (2019), or VIX pricing errors as in Hao and Zhang (2013). This is in contrast to an earlier literature that implicitly assumed pricing errors to be zero and adopted the VIX as the volatility variables, see, e.g., Duan and Yeh (2010) who estimated a stochastic volatility model with jumps by exploiting the theoretical link between the VIX and the latent volatility.

### Table 1: Summary of Statistics

|       | Mean  | Median | Min   | Q1    | Q3    | Max   |
|-------|-------|--------|-------|-------|-------|-------|
| VIX   | 18.410| 15.690 | 9.140 | 12.940| 20.948| 80.860|
| √AnnRV| 13.573| 10.726 | 4.211 | 8.517 | 15.157| 73.553|
| Ret(%)| 0.017 | 0.058  | 4.127 | -0.378| 0.485 | 10.246|
| VRP   | 4.837 | 4.737  | -25.284| 3.147| 6.510 | 28.316|

|       | Std   | Skew  | Kurt  | AR1   | AR10  | AR22  |
|-------|-------|-------|-------|-------|-------|-------|
| VIX   | 8.812 | 2.657 | 12.662| 0.980 | 0.898 | 0.810 |
| √AnnRV| 8.757 | 3.082 | 16.113| 0.998 | 0.924 | 0.771 |
| Ret(%)| 1.094 | -0.410| 15.224| -0.091| 0.030 | 0.039 |
| VRP   | 3.300 | -0.214| 10.088| 0.860 | 0.286 | 0.030 |

Note: Variables are measure in percent of annualized volatility. For instance, \( \sqrt{AnnRV} = 100 \sqrt{\frac{252}{22} \sum_{i=1}^{22} RV_{cc_{t-i+1}}} \).
5.2 Data

Our empirical analysis is based on daily data for S&P 500 stock index and CBOE VIX. We obtain the daily VIX index and the daily returns from Yahoo Finance while the realized measures are downloaded from the Realized Library at Oxford-Man Institute. The primary realized measure is the realized variance from the hours with active trading with the squared overnight return added, see Hansen and Lunde (2005b). As another robustness check of our main results, we have also used different choices of realized measures, see Appendix B.3.

Our full sample spans 15 years, from January 2004 to December 2018. We will present empirical results based on the full sample period as well as out-of-sample results where the model is estimated recursively using a rolling window sample with 750 days. The out-of-sample performance is evaluated over the years 2007 to 2018. We also present separate out-of-sample results for two subsamples: the years 2007-2012, which include the global financial crisis period, and the years 2013-2018, which span the post-crisis period.

5.2.1 CBOE VIX calculation

The VIX index is a model-free measure of volatility. Prior to being annualized, it is computed as

\[
\text{VIX}_t = \sqrt{\frac{2}{T} \sum_i \frac{\Delta K_i}{K_i^2} \exp (rT) Q (K_i) - \frac{1}{T} \left( \frac{F}{K_0} - 1 \right)^2},
\]

where \( T \) is the time to maturity, \( F \) is the forward index level, \( K_0 \) is the first strike below \( F \), \( K_i \) is the strike price of the \( i \)-th out-of-the-money option, \( \Delta K_i \) is the interval between strike prices, \( r \) is the risk-free rate associated with time to maturity, \( Q(K_i) \) is the midpoint of the bid-ask spread for options with strike \( K_i \). See Jiang and Tian (2005) for a detail discussion on the VIX formula, and Gonzalez-Perez (2015) for a review of model-free measures.\(^{13}\)

We present summary statistics for the full sample period in Table 1. The data consists of daily returns, the daily realized variances (measured in units of annualized standard deviation), the CBOE VIX, and the VRP. A number of interesting observation can be made from Table 1. First, the distribution of VIX is skewed to the right with one (or more) extremely large values, and the same is seen for the realized volatility. Second, both time series of volatility are highly persistent with large and slowly decaying autocorrelations. Third, the VRP also has a large first-order autocorrelation but its higher-

\(^{13}\)The VIX formula is described in the CBOE white paper, http://www.cboe.com/micro/vix/vixwhite.pdf, and is based on earlier results in, Carr and Madan (1998), Demeterfi et al. (1999), and Britten-Jones and Neuberger (2000), who applied similar methods to approximate the expected volatility under \( Q \).
order autocorrelations decay much faster than is the case for the VIX and the realized variance. This
suggest that the two variables that the VRP is composed of, have a common stochastic trend that
cancels out in the difference between the two variables (a type of "cointegration"). On average, the VIX
is larger than the realized volatility, with the average VRP being around 4.8%.

### 5.3 Model Estimates (Full Sample)

In the following, we use the following abbreviations for the models: RG for the Realized GARCH model,
EG for EGARCH, G for GARCH, HN for Heston-Nandi GARCH, and HNvd for Heston-Nandi GARCH
with the variance dependent SDF.

We present the parameter estimates for the full sample period for each of the five models in Table
2 along with the QMLE robust standard errors in parentheses and some additional statistics.

An interesting observation can be made about the market price of equity risk, \( \lambda \). This parameter
is similar for the first three models, however the estimated of \( \lambda \) in the EGARCH and GARCH models
are 10-20 times larger than the estimate for the Realized GARCH model. The estimates of \( \lambda \) in the
EGARCH and GARCH models are in line with those reported in Hao and Zhang (2013). If the model
are estimated solely from return data, then the estimates of \( \lambda \) are much smaller, see Hao and Zhang
(2013). The reason is that the EG and G models lack a separate volatility risk parameters, and the
models inflate the value of \( \lambda \) in order to compensate for the volatility risk that is embedded in the VIX.
The \( \lambda \) for the Heston-Nandi model is not directly comparable to those of the other models, because this
coefficient is associated with \( h \) in the return equation, rather than \( \sqrt{h} \) (for the other models).

The persistence parameters under the \( \mathcal{P} \)-measure is denoted \( \pi^p \) and is defined by \( \beta \) for RG and EG,
by \( \alpha + \beta \) for G, and by \( \beta + \alpha \delta^2 \) for HN and HNvd. The persistence is quite similar across models and
close to unity in all cases. The estimates of \( \tau_1 \) and \( \delta_1 \) are negative for both RG model and the EG
model, which reflect a negative correlation between return and volatility shocks. This is the so-called
leverage effect and these findings are consistent with the existing literature.

The estimate of the volatility risk parameter in the RG model, \( \xi \), is negative and significant. From
the decomposition of the (log) VRP we can compute the relative contributions of the two terms in
(9) using the estimated RG model. The first term is compensation for the equity risk premium and its
contribution \( (\alpha - \tau_1 \lambda + \tau_2 \lambda^2) \) is estimated to be 2.2%. The second term is the separate compensation for
volatility risk and its contribution \( (\alpha - \gamma \sigma \xi) \) is estimated to be 97.8%. This suggests that the majority
of VRP is due to compensation for the volatility shock, \( u_t \), and only a small of fraction of the VRP can
Table 2: Parameter estimates (full sample)

| Model | RG   | EG   | G    | HN   | HN_vd |
|-------|------|------|------|------|-------|
| $\lambda$ | 0.015 | 0.153 | 0.305 | 4.518 | 9.128 |
|         | (0.010) | (0.004) | (0.018) | (0.259) | (1.635) |
| $\omega$ | -0.088 | -0.086 | 1.60E-06 | -1.44E-06 | -1.39E-06 |
|         | (0.014) | (0.002) | (1.09E-07) | (9.27E-08) | (1.13E-07) |
| $\beta$ | 0.991 | 0.990 | 0.940 | 0.870 | 0.895 |
|         | (0.001) | (0.004) | (0.010) | (0.009) | |
| $\alpha$ | -0.088 | -0.086 | 1.60E-06 | -1.44E-06 | -1.39E-06 |
|         | (0.014) | (0.002) | (1.09E-07) | (9.27E-08) | (1.13E-07) |
| $\delta$ | 0.991 | 0.990 | 0.940 | 0.870 | 0.895 |
|         | (0.001) | (0.004) | (0.010) | (0.009) | |

$\tau_1$ | -0.073 | -0.062 |
|         | (0.005) | (0.002) |
$\tau_2$ | 0.012 | 0.096 |
|         | (0.002) | (0.001) |
$\gamma$ | 0.080 |
|         | (0.009) |
$\kappa$ | 0.427 |
|         | (0.278) |
$\phi$ | 1.078 |
|         | (0.029) |
$\delta_1$ | -0.083 |
|         | (0.010) |
$\delta_2$ | 0.129 |
|         | (0.010) |
$\sigma^2$ | 0.325 |
|         | (0.010) |
$\xi$ | -1.07 |
|         | (0.130) |
$\eta$ | 1.143 |
|         | (0.061) |
$\pi^p$ | 0.991 | 0.990 | 0.993 | 0.990 | 0.986 |
$\ell_r$ | 12864 | 12662 | 12482 | 12610 | 12693 |
|         | [12.607] | [18.226] | [12.466] | [6.311] |
$\ell_{vix}$ | -8812 | -9363 | -9509 | -10145 | -10079 |
|         | [11.022] | [11.513] | [12.094] | [11.720] |
$\ell_{r,vix}$ | 4052 | 3299 | 2973 | 2466 | 2614 |
|         | [14.057] | [16.390] | [13.865] | [12.548] |
$\ell_{r,x,vix}$ | 823 |

Note: Parameter estimates are reported with QMLE robust standard errors in parenthesis. The persistence parameter $\pi^p = \beta$ is in the RG and EG models, $\pi^p = \alpha + \beta$ in the model, and $\pi^p = \beta + \alpha \delta^2$ in the two Heston-Nandi models. For the HN_vd model we report $\eta = (1 + 2\alpha \xi)^{-1}$ (which is the variance risk ratio $h_t^*/h_t$) instead of $\xi$. (The implied value for $\xi$ is here -55,768.95). The values reported in square brackets under a log-likelihood term is the corresponding Voung statistic relative to RG.
be attributed to the leverage effect and the equity premium. This empirical finding supports the view in Hao and Zhang (2013) who argued that equity risk cannot justify the observed market VRP.

The value of the maximized log-likelihood function is a measure of the model’s ability to fit the empirical distribution of the observed data. The Realized GARCH model with the affine exponential SDF clearly has the best fit for all terms of the log-likelihood that are directly comparable. Both $\ell_r$ and $\ell_{vix}$ and their sum $\ell_{r,vix}$, are much larger for the Realized GARCH model than any of the other models. This is confirmed by the Young statistics for non-nested model comparisons. This is despite the fact that the other models seek to maximize $\ell_{r,vix}$ while the objective of the Realized GARCH model entails a tradeoff between this term and the log-likelihood for the realized measures, $\ell_x$. Following the Realized GARCH model, the HIN has the second best performance in terms of describing returns, $\ell_r$, whereas the EGARCH takes the second spot in terms of explaining the variation in the VIX, $\ell_{vix}$. Below, we evaluate the model’s ability to describe the VIX in greater details.

5.4 Model Performance’s for VIX, VRP, and Volatility

In this section, we focus on the models’ ability to explain the variation in the VIX, VRP, and the volatility of cumulative returns. First, we report summary statistics for the full sample, then we report results for various subsamples – in-sample results as well as out-of-sample results. Most of the existing literature has focused on a single variable. For instance, the focus in Hao and Zhang (2013), Christoffersen et al. (2014), and Majewski et al. (2015) was VIX and derivative pricing, whereas Wang et al. (2017) focused on volatility under the physical measure.

5.4.1 Comparison of market and model-based VIX

In this section, we evaluate the model’s ability to describe the VIX in greater details beyond the log-likelihood term, $\ell_{vix}$, listed above. Table 3 reports a range of summary statistics based on the full sample, where we compare the model-based measures of VIX with the observed VIX.

In this comparison, the Realized GARCH model is also consistently the best model. It has the smallest bias, the smallest mean squared error, and the smallest mean absolute error. The models: EGARCH, GARCH, and Heston-Nandi with LRNVR tend to underestimate the VIX, whereas the Heston-Nandi GARCH with the variance dependent SDF tends to overestimate the VIX. The Realized GARCH model also has the highest correlation between the model-implied VIX and the market-based

---

\[^{14}\text{This finding is specific to the RG model structure, that only includes a short-term leverage effect. So it is possible that models with a more sophisticated leverage effect and/or long memory feature, would result in different weights on the two terms.}\]
Table 3: VIX pricing performance (full sample)

| Model  | RG    | EG   | G    | HN   | HNvd | VIX |
|--------|-------|------|------|------|------|-----|
| Bias   | -0.048| -0.203| -0.318| -0.203| 0.164|     |
| MAE    | 1.866 | 2.222| 2.199| 2.439| 2.419|     |
| RMSE   | 2.504 | 2.898| 3.012| 3.565| 3.504|     |
| Corr   | 0.959 | 0.945| 0.941| 0.916| 0.919|     |
| AR1    | 0.994 | 0.994| 0.996| 0.993| 0.992| 0.980|
| AR10   | 0.901 | 0.935| 0.943| 0.933| 0.926| 0.898|
| AR22   | 0.775 | 0.836| 0.841| 0.854| 0.836| 0.810|
| Mean   | 18.362| 18.207| 18.093| 18.207| 18.574| 18.410|
| Var    | 73.173| 71.775| 71.594| 59.951| 58.190| 77.652|
| Skew   | 2.560 | 2.560| 3.556| 1.714| 1.779| 2.657|
| Kurt   | 12.301| 12.282| 18.909| 6.580| 6.862| 12.662|

Note: Summary statistics for the VIX errors, $e_t = VIX^\text{model}_t - VIX^\text{market}_t$. We report the sample average of $e_t$ (Bias), the mean absolute errors (MAE), the root of mean squared errors (RMSE), the sample correlation between $VIX^\text{model}_t$ and $VIX^\text{market}_t$ (Corr), and the sample autocorrelations of $e_t$ for lags 1, 10, and 22, that are denoted AR1, AR10, and AR22, respectively. For $VIX^\text{model}_t$ we report its sample average (Mean), its sample variance (Var), its sample skewness, (Skew), and its sample excess kurtosis (Kurt).

VIX. With the Realized GARCH model, the resulting statistical properties of the model-based VIX are closer to those of the market-based VIX, that those of other models.

5.4.2 In-Sample Comparison of the VRP and and Its Components

Table 4 provides the in-sample pricing performance for the variance risk premium and its two components: the volatility index (VIX) and the annualized model-based volatility, and we report the bias for each of the models.¹⁵

In terms of the volatility risk premium, the Realized GARCH model provides the smallest bias, the smallest root mean square error (RMSE), and the smallest mean absolute error (MAE). The reduction in pricing errors relative to other models ranges from 15.0% to 30.6% in terms of RMSE and 27.1% to 44.7% in terms of MAE. Among the competing models, the Heston-Nandi GARCH model with variance dependent SDF appears to be the best alternative. In contrast, the Heston-Nandi model with LRNVR, which is arguably a very popular option pricing model, does not fair well in terms of explaining the volatility risk premium. The EGARCH model performs significantly better than other GARCH models using LRNVR, especially in terms of the RMSE.

We observe very similar patterns across models in terms of their ability to price the VIX. The

¹⁵The annualized volatility is calculated based on the martingale process assumption made by Bollerslev et al. (2009) and our results are robust when annualized volatility is calculated based on the forecast value using HAR model (method used in Bekaert and Hoerova (2014) etc.). See section B.1 for details.
Table 4: In-sample Statistics of Model Performance

| Model     | RG     | EG     | G      | HN     | HNvd   |
|-----------|--------|--------|--------|--------|--------|
| **Volatility Risk Premium** |        |        |        |        |        |
| Bias      | -0.497 (10.3%) | -3.827 (79.1%) | -4.397 (90.9%) | -4.350 (89.9%) | -3.053 (63.1%) |
| RMSE      | 3.825  | 5.078  | 5.509  | 5.456  | 4.499  |
| △%        | 24.7%  | 30.6%  | 29.9%  | 15.0%  |        |
| MAE       | 2.635  | 4.316  | 4.766  | 4.720  | 3.612  |
| △%        | 39.0%  | 44.7%  | 44.2%  |        | 27.1%  |
| **Volatility Index (VIX)** |        |        |        |        |        |
| Bias      | -0.048 (0.26%) | -0.203 (1.10%) | -0.318 (1.73%) | -0.203 (1.10%) | -0.164 (0.89%) |
| RMSE      | 2.504  | 2.898  | 3.012  | 3.565  | 3.504  |
| △%        | 13.6%  | 16.9%  | 29.8%  |        | 28.5%  |
| MAE       | 1.866  | 2.222  | 2.199  | 2.439  | 2.419  |
| △%        | 16.0%  | 15.1%  | 23.5%  | 22.9%  |        |
| **Annualized Volatility** |        |        |        |        |        |
| Bias      | 0.449  (3.30%) | 3.624  (26.7%) | 4.080  (30.4%) | 4.146  (30.5%) | 3.217  |
| RMSE      | 2.943  | 4.380  | 4.658  | 5.666  | 4.920  |
| △%        | 32.8%  | 36.8%  | 48.1%  |        | 40.2%  |
| MAE       | 2.002  | 3.898  | 4.285  | 4.839  | 3.979  |
| △%        | 48.6%  | 53.3%  | 58.6%  |        | 49.7%  |

Note: Bias denotes the difference between the model-implied quantity and the market-based quantity. The absolute bias in percent of average VRP, VIX and annualized volatility is given in parentheses. The rows indicated with “△%” present the increase in RMSE and MAE for all models relative to the RG. The market-based VRP in this table is defined by \( VRP_{t}^{\text{market}} = \text{VIX}_{t} - \sqrt{\frac{252}{22} \sum_{i=1}^{22} \text{RVcc}_{t-i+1}} \times 100 \).

Realized GARCH delivers the best performance while the Heston-Nandi GARCH takes last place. In fact, the non-affine models (RG, EG and G) perform substantially better that the two affine models (HN and HNvd), which is consistent with the existing literature on option pricing with GARCH models. The main advantage of the affine models is their analytical expressions for the moment generating function. Fortunately, these are not needed for VIX pricing, so the non-affine model are clearly preferred for this problem.\(^{16}\) The performance gain for the Realized GARCH model ranges from 13.6% to 29.8% in terms of RMSE and between 15.1% and 23.5% in terms of MAE.

All models tend to over-estimate the expected volatility under the physical measure. However, the bias is much smaller for the Realized GARCH model. This indicates that the other models, in order to

\(^{16}\text{It is very difficult, if not impossible, to obtain an analytical moment generation function for cumulative returns or the k-step ahead conditional volatility for these non-affine models. Both are needed for quasi-analytical pricing formula for derivatives using a Fourier inverse transformation. For this reason, computationally intensive simulation methods and analytical expansions are commonly used for pricing derivatives with non-affine models, see Huang et al. (2017) and Tong and Huang (2021) for the use of an Edgeworth expansion to price SPX and VIX options with the Realized GARCH model.}\)
price the VIX, inadvertently increase the level of volatility to compensate for their shortcomings in risk neutralization. The RG and HNvd both have additional parameter to compensate for volatility risk, which likely explain their smaller bias. In terms of explaining the annualized volatility, the Realized GARCH model reduces the RMSE by 32.8% to 48.1% and the MAE is reduced by 48.6% to 58.6%.

It is worth emphasizing that the parameter estimation does not target the volatility risk premium directly, the superior performance of Realized GARCH highlights the model’s ability of reconcile the physical and risk-neutral dynamics within a single model framework. This is some accomplishment by the Realized GARCH framework, because this was considered to be a very difficult empirical problem, see Bates (1996).

5.4.3 Out-of-sample pricing performance

The proposed pricing model, which is based on the Realized GARCH model and the affine exponential SDF, requires a larger number of parameters to be estimated than the methods based on the conventional GARCH models. The larger number of parameters could entail some overfitting of the model, and this might explain some of the observed empirical improvements. It is therefore important to document that the model also provides improvements out-of-sample. In this section, we compare the models in terms of their out-of-sample pricing errors using a rolling estimation window, based on the past 750 daily observations. The first forecast is made for the first month (22 trading days) of 2007, and this forecasts is based on parameters that were estimated with the previous 750 daily observations (January 6th 2004 to December 29th, 2006). We report out-of-sample pricing errors for 2007-2018 and two sub-sample periods, 2007-2012 and 2013-2018. Splitting the out-of-sample period into two subsamples is interesting because some results could potentially be specific to the global financial crisis, which had high volatility and high volatility-of-volatility. The global financial crisis is contained in the first subsample.

We report a range of performance statistics for each of the models and each of the sample periods in Table 5. The significance of relative performance is evaluated with Diebold-Mariano (DM) statistics where we compare each of the alternative models to the Realized GARCH model. For this purpose, we first compute the tracking errors for the $i$-th model,

$$e_{it} = X_{i,t}^{\text{model}} - X_{t}^{\text{market}},$$

where $X$ represents the volatility risk premium, the volatility index, or the annualized volatility. These
errors are translated into losses using either the mean square error, \( g(e_{it}) = e_{it}^2 \) or the mean absolute error \( g(e_{it}) = |e_{it}| \). The loss of model \( i \), relative to the Realized GARCH model \( i = 0 \) is defined by

\[
d_{i,t} = g(e_{it}) - g(e_{0t}),
\]

and we proceed to test the hypothesis, \( H_0: \mathbb{E}(d_{i,t}) = 0 \) using the Diebold-Mariano (DM) statistic, \( \text{DM}_i = \sqrt{T} \hat{d}_{ic} / \hat{\sigma}_{d_i} \), where \( \hat{d}_{ic} = \frac{1}{T} \sum_t d_{i,t} \) and \( \hat{\sigma}_{d_i}^2 \) is an estimate of the long-run variance of \( \{d_{i,t}\} \). Our estimates of \( \hat{\sigma}_{d_i}^2 \) are based on the Parzen kernel with bandwidth \( H = 42 \). Under suitable regularity conditions, it can be shown that \( \text{DM}_i \overset{d}{\to} N(0,1) \) under the null hypothesis \( \mathbb{E}(d_{i,t}) = 0 \), see Diebold and Mariano (1995), and the 10% and 5% critical values are therefore given by 1.64 and 1.96, respectively.

Once again the Realized GARCH provides the best out-of-sample pricing performance for the VRP, the VIX, and the annualized volatility, and this is found in all three sample periods. The model also provides the smallest bias in most cases and the improvement in RMSE/MAE ranges from 10% to 40% in most cases, which is significant in most cases. This shows that superior in-sample performance of the Realized GARCH model cannot be attributed to overfitting. The RMSE and MAE are, as expected, larger in the subsample with the financial crisis. The Realized GARCH model really stands out in terms of explaining the volatility under the physical measure (Annualized Volatility), where the reduction in out-of-sample loss is always larger than 20% and as large as 52.2%.

The HN is always the worst model for tracking the VIX out-of-sample, as was the case in-sample. The picture is similar for the annualized volatility, albeit \( \text{HN}_{vd} \) is the “best of the rest” in terms of tracking of annualized volatility in the post crisis period. This might be explained by the variance dependent SDF being less misspecified when volatility is low, while it cannot generate enough discrepancy between \( P \) and \( Q \) when volatility is high. Interestingly, even though the \( \text{HN}_{vd} \) is clearly inferior to both the GARCH and EGARCH models in terms of forecasting volatility under \( P \) and \( Q \), it is actually better than these two models in terms of forecasting the VRP.

6 Robustness Check: The Case with Non-Gaussian Innovations.

A key assumption behind the simple and tractable expression for the SDF in (4) is the assumed normality of \( z_t \) and \( u_t \). Normality is commonly assumed in this literature, see e.g. Hao and Zhang (2013) who derived VIX pricing for a range of GARCH models. This distributional assumptions is clearly rejected.
Table 5: Out-of-sample Statistics of Model Performance

| Model | 2007.01.03 - 2018.12.30 | 2007.01.03 - 2012.12.30 | 2013.01.03-2018.12.30 |
|-------|------------------------|-------------------------|------------------------|
|       | Full                   | Crisis                   | Post-crisis             |
|       |                        | Period                  | Period                  |
|       |                        |                        |                        |
| RMSE  |                        |                        |                        |
| Bias  |                        |                        |                        |
| MAE   |                        |                        |                        |
| DM stat. |                    |                        |                        |
| Δ%    |                        |                        |                        |
|       |                        |                        |                        |
| MAE   |                        |                        |                        |
| DM stat. |                    |                        |                        |
| Δ%    |                        |                        |                        |

Note: Bias denotes the average “model error”, which is the difference between the model-implied quantity and the market-based quantity. The absolute bias in percent of the average VRP, VIX and annualized volatility is given in parentheses. Rows indicated with “Δ%” state who much larger the RMSE or MAE is for each alternative models, measured relative to RG. Diebold and Mariano statistics (DM stat. ) are computed for the relative MSE or MAE losses, where the standard errors are calculated with the Parzen kernel with \( H = 42 \) as bandwidth. The market VRP in this table is defined as:

\[
VRP_{t_{\text{market}}} = VIX_t - \sqrt{\frac{252}{22} \sum_{i=1}^{22} RV_{i-\hat{i}+1}} \times 100.
\]
by the normality test of Bontemps and Meddahi (2005), and it is therefore relevant to investigate if this misspecification severely distorts our expressions for VRP and VIX.

The normality assumption is a fundamental pillar of most expressions derived under Q. A rigorous analysis of the case with non-normality under the RG framework, which leads to tractable results, would be a stupendous feat. So, we will merely probe this problem by amending Theorem 1 to account for non-normality in the computation of the $F_i$-terms. We preserve other parts of model and directly assume the relationships between $P$ and $Q$ through $\lambda$ (the equity risk premium) and $\xi$ (the variance risk premium), thus bypassing the need for an SDF. Specifically, we assume that $z_t^* = z_t + \lambda$ and $u_t^* = u_t + \xi$ have the same distribution under $Q$, as $z_t$ and $u_t$ have under $P$.

The $F_i$-terms are key for the VIX pricing formula (8), and we explore the effect of non-normality on these using second-order Gram-Charlier expansions to approximate the densities of $z_t$ and $u_t$ under $P$. For a random variables with zero mean, unit variance, skewness equal to $\varsigma$, and excess kurtosis given by $\kappa$, the approximating density is given by

$$f(\varsigma, \kappa; x) = \left[1 + \frac{\varsigma}{6} H_3(x) + \frac{\kappa}{24} H_4(x)\right] \phi(x),$$

where $H_3(x) = x^3 - 3x$, $H_4(x) = x^4 - 6x^2 + 3$, and $\phi(x)$ is the standard normal density. Thus, for $z_t$ and $u_t$ under $P$ we have $f(\varsigma_z, \kappa_z; z_t)$ and $f(\varsigma_u, \kappa_u; u_t)$, which are also the approximating densities for $z_t^*$ and $u_t^*$ under $Q$, i.e. $f(\varsigma_z^*, \kappa_z^*; z_t^*)$ and $f(\varsigma_u^*, \kappa_u^*; u_t^*)$.

We seek an expression for $F_i = \mathbb{E}_t^Q \left[ \exp \left( \beta^i (\tau_t^{*k_{i-1}} + \tilde{\omega}) \right) \right]$, where $v_t^* = \tau_1 z_t^* + \tau_2 (z_t^* t - 1) + \gamma \sigma u_t^*$. To this end, we introduce

$$\Psi(a, b, \varsigma, \kappa) = \int_{-\infty}^{+\infty} \exp(ax + bx^2) f(\varsigma, \kappa; x) \, dx,$$

for which we have the following mathematical result.

**Lemma 1.** For $b < \frac{1}{2}$ we have

$$\Psi(a, b, \varsigma, \kappa) = \frac{e^{A_2}}{\sqrt{1 - 2b}} \left[1 + \varsigma C_3 + \kappa C_4\right],$$

where $C_3 = A_3 + A_1 B_1$ and $C_4 = A_4 + A_2 B_1 + B_2$, with $A_q = \frac{1}{q!} \left(\frac{a}{1 - 2\varsigma}\right)^q$ and $B_q = \frac{1}{q!} \left(\frac{b}{1 - 2\kappa}\right)^q$.

---

17The Bontemps-Meddahi test statistics for $z_t$ (full sample) are: 40.25, 36.74, 26.74, 28.11, and 26.64 for RG, EG, G, HN, HN_{sd}, respectively, and for $u_t$ in RG this test statistic is 24.17. These are all highly significant (1% critical value is 9.21).

18The Gram-Charlier expansion is commonly used in the literature on derivative pricing, albeit often mislabelled an Edgeworth expansions, see Huang et al. (2017) for details.
By applying Lemma to the expectation of

\[ e^{\beta'(\bar{\tau}_1 z^* + \tau_2 (z^{*2} - 1) + \gamma \sigma u^* + \bar{\omega})} = e^{\beta' \bar{\tau}_1 z^* + \beta' \tau_2 z^{*2}} e^{\beta' \gamma \sigma u^*} e^{\beta' (\bar{\omega} - \bar{\tau}_2)}, \]

with \((a, b) = (\beta^i \bar{\tau}_1, \beta^i \tau_2)\) for \(z^*\) and \((a, b) = (\beta^i \gamma \sigma, 0)\) for \(u^*\), we arrive at the amended expression,

\[ F_i = e^{\beta' (\bar{\omega} - \bar{\tau}_2)} \Psi(\beta^i \bar{\tau}_1, \beta^i \tau_2, \kappa_z) \Psi(\beta^i \gamma \sigma, 0, \kappa_u, \kappa_u), \]

which are used in (8) to compute \(VIX_t^{RG}\).

Table 6: RG-Normal and RG-GramCharlier

| Model          | RG-Normal | RG-GramCharlier |
|----------------|-----------|-----------------|
| Parameters Estimation |           |                 |
| \(s_z\)       | -0.348    |                 |
| (0.038)       |           |                 |
| \(\kappa_z\)  | 0.993     |                 |
| (0.114)       |           |                 |
| \(s_u\)       | 0.189     |                 |
| (0.048)       |           |                 |
| \(\kappa_u\)  | 0.748     |                 |
| (0.113)       |           |                 |
| \(\ell_r\)    | 12864     | 12951           |
| \(\ell_x\)    | -3229     | -3193           |
| \(\ell_{vix}\)| -8812     | -8805           |
| \(\ell_{r,x,vix}\)| 823       | 953             |

Volatility Risk Premium

|                | Bias      | Bias  |
|----------------|-----------|-------|
| RMSE           | 3.825     | 3.823 |
| MAE            | 2.635     | 2.648 |

Volatility Index (VIX)

|                | Bias      | Bias  |
|----------------|-----------|-------|
| RMSE           | 2.504     | 2.499 |
| MAE            | 1.866     | 1.863 |

Annualized Volatility

|                | Bias      | Bias  |
|----------------|-----------|-------|
| RMSE           | 2.943     | 2.925 |
| MAE            | 2.002     | 2.013 |

Note: Parameter estimates are reported with QMLE robust standard errors in parenthesis.
6.1 Empirical Analysis based on Amended VIX Expression

As in the previous section, we estimate the amended model by maximizing the full quasi log-likelihood function and report the estimates of the new parameters $\zeta_z$, $\kappa_z$, $\sigma_u$, and $\kappa_u$ in Table 6 along with robust standard errors. Each of the four new parameters are significantly different from zero, while estimates of all parameters are all very similar to those of the original specification, see Table B.6, in Appendix B. The standardized returns, $z_t^*$, are negatively skewed, $\hat{\zeta}_z = -0.348$, whereas the volatility shocks, $u_t^*$, are positively skewed, $\hat{\zeta}_u = 0.189$. The excess kurtosis is positive for both distributions with is associated with heavy tail distributions. The gain in the log-likelihood from adding the four parameters is substantially at about 130 units, which corresponds to a likelihood ratio statistic of about 260. However most of the improvement stems from gains in the log-likelihood function for returns and the realized measure, $\ell_r$ and $\ell_z$, whereas the improvement in the log-likelihood term for VIX pricing, $\ell_{vix}$, is just 7. We also report the Bias, RMSE and MAE for the VRP, the VIX, and annualized volatility for the full sample in Table 6. The gains are quite small in all cases. For the VIX the RMSE is reduced by just 0.2%, which is a minuscule improvement compared to the gains we reported for the original specification in Section 5. Therefore, amending the VIX pricing formula to the non-Gaussian case may not be worthwhile for the purpose of VIX pricing. This conclusion is solely based on amending the VIX pricing formula to permit non-normality with a 2nd order Gram-Charlier expansion. The VIX formula only requires a good approximation of the conditional expectation of future volatility under $Q$, and it appears that the model based on conditional expectation of $h_{t+h}^*$, is relatively insensitive to deviations from Gaussianity. However, it is important to note that even if VIX pricing is fairly insensitive to distributional misspecification, this may not be true for other applications, such as option pricing. Option pricing relies heavily on the distribution of cumulative returns under $Q$, and distributional misspecification could therefore be very important for option pricing, which we have not explored in this paper.

7 Conclusion

We have developed a Realized GARCH model for the simultaneous modeling of returns, the VIX, and the VRP, using an exponentially affine SDF that takes advantage of the dual-shock structure in the Realized GARCH model. This framework has several attractive features. First, its dual-shock structure lead to a distinct compensation for volatility risk, which is empirically important. Second, it takes advantage of the information contained in realized measures of volatility. Third, it has a flexible leverage function.
that captures the empirically important return-volatility dependence in a parsimonious manner. Fourth, the model combined with the exponentially affine SDF, conveniently, yields analytical formulae for the VIX and the volatility risk premium. Fifth, the model is an observation-driven model, which makes estimation straightforward. Sixth, its dynamic properties under the physical and risk-neutral measures offer intuitive and theory-consistent explanations for the excellent empirical performance offered by the Realized GARCH model.
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A Appendix of Proofs

Lemma A.1. Suppose

\[ M_{t+1} = \frac{\exp(-\lambda_t \xi_{t+1} - \xi_t u_{t+1})}{\mathbb{E}\exp(-\lambda_t \xi_{t+1} - \xi_t u_{t+1})} = \exp \left\{ -\lambda_t \xi_{t+1} - \xi_t u_{t+1} - \frac{1}{2}(\lambda_t^2 + \xi_t^2) \right\}, \]

then by non-arbitrage we have \( \lambda_t = \lambda \).

Proof. The non-arbitrage condition is \( \mathbb{E}^Q_t(\exp(r_{t+1})) = \exp(r) \) and the result follows by

\[
\mathbb{E}^Q_t(\exp(r_{t+1})) = \mathbb{E}_t(M_{t+1}\exp(r_{t+1})) = \mathbb{E}_t(\exp \left\{ ((\sqrt{h_{t+1}} - \lambda_t)\xi_{t+1} - \xi_t u_{t+1} - \frac{1}{2}(\lambda_t^2 + \xi_t^2) + r + \lambda\sqrt{h_{t+1}} - \frac{1}{2}h_{t+1} \right\}) = \mathbb{E}_t(r + (\lambda - \lambda_t)\sqrt{h_{t+1}}).
\]

In order to have the above equation hold for all \( h_t \), we need \( \lambda_t = \lambda \).

\[ \square \]

Lemma A.2. The Realized GARCH model defined by (1)-(3) and the affine exponential SDF, implied the model (5)-(7) under the risk-neutral measure, \( Q \).

Proof. Substituting \((z_t^*, \lambda, u_t^* - \xi)\) for \((z_t, u_t)\) immediately yields

\[
\begin{align*}
\log h_{t+1} &= \omega + \beta \log h_t + \tau_1(z_t^* - \lambda) + \tau_2((z_t^* - \lambda)^2 - 1) + \gamma \sigma (u_t^* - \xi) \\
&= (\omega - \tau_1 \lambda + \tau_2 \lambda^2 - \gamma \sigma \xi) + \beta \log h_t + (\tau_1 - 2\tau_2 \lambda)z_t^* + \tau_2(z_t^* - 1) + \gamma \sigma u_t^*, \\
\log x_t &= \kappa + \phi \log h_t + \delta_1(z_t^* - \lambda) + \delta_2((z_t^* - \lambda)^2 - 1) + \sigma (u_t^* - \xi) \\
&= (\kappa - \delta_1 \lambda + \delta_2 \lambda^2 - \sigma \xi) + \phi \log h_t + (\delta_1 - 2\delta_2 \lambda)z_t^* + \delta_2(z_t^* - 1) + \sigma u_t^*.
\end{align*}
\]

\[ \square \]

Lemma A.3. Suppose that \( X \sim N(0, 1) \) then for \( b < \frac{1}{2} \) \( \mathbb{E}\exp\{aX + bX^2\} = \frac{1}{\sqrt{1-2b}} \exp\{\frac{a^2}{2(1-2b)}\} \)

Proof. We have

\[
e^{ax + bx^2}e^{-\frac{x^2}{2}} = e^{ax - \frac{x^2}{2}(1-2b)} = e^{\frac{a}{\sqrt{1-2b}}u - \frac{u^2}{2}},
\]

where \( u = \sqrt{1-2bx} \). So integration by substitution yields

\[
\mathbb{E}e^{ax + bx^2} = \int_{\mathbb{R}^2} \frac{1}{\sqrt{2\pi}} e^{ax + bx^2} e^{-\frac{x^2}{2}} \, dx = \int_{\mathbb{R}^2} \frac{1}{\sqrt{2\pi}} e^{\frac{a}{\sqrt{1-2b}}u - \frac{u^2}{2}} \, \frac{1}{\sqrt{1-2b}} \, du = \frac{1}{\sqrt{1-2b}} \mathbb{E}e^{\frac{a}{\sqrt{1-2b}}u} = \frac{1}{\sqrt{1-2b}} e^{\frac{1}{2} \frac{a^2}{1-2b}}.
\]
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Proof of Theorem 1. From the risk-neutral dynamics, we have \( \log h_{t+1} = \tilde{\omega} + \beta \log h_t + v_t^* \) where

\[
v_t^* = \tau_1 z_t^* + \tau_2 (z_t^2 - 1) + \gamma \sigma u_t^*,
\]

so that \( \log h_{t+k} = \beta^{-1} \log h_{t+1} + \sum_{i=0}^{k-2} \beta^i (v_{t+k-i}^* + \tilde{\omega}) \). It follows that

\[
\mathbb{E}^Q_t [h_{t+k}] = \mathbb{E}^Q_t [\exp \{ \beta^{-1} \log h_{t+1} + \sum_{i=0}^{k-2} \beta^i (v_{t+k-i}^* + \tilde{\omega}) \}] = h_{t+1}^{\beta^{-1}} \prod_{i=0}^{k-2} F_i,
\]

where \( F_i = \mathbb{E}^Q_t [e^{\beta^i (v_{t+k-i}^* + \tilde{\omega})}] \). Using the expression for \( v_t^* \), and applying Lemma A.3, we have,

\[
F_i = \mathbb{E}^Q_t \left[ \exp \left\{ \beta^i (\tilde{\omega} - \tau_2) + \beta^i \tau_1 z + \beta^i \tau_2 z^2 + \beta^i \gamma \sigma u \right\} \right]
= \exp \left\{ \beta^i (\tilde{\omega} - \tau_2) \right\} \mathbb{E}^Q_t \left[ \exp \left\{ \beta^i \tau_1 z + \beta^i \tau_2 z^2 \right\} \right] \mathbb{E}^Q_t \left[ \exp \left\{ \beta^i \gamma \sigma u \right\} \right]
= \exp \left\{ \beta^i (\tilde{\omega} - \tau_2) \right\} (1 - 2\beta^i \tau_2)^{-1/2} \exp \left\{ \frac{i}{2} \beta^i \tau_2^2 \right\} \exp \left\{ \gamma^2 \sigma^2 \right\}
= (1 - 2\beta^i \tau_2)^{-1/2} \exp \left\{ \beta^i (\tilde{\omega} - \tau_2) + \frac{\gamma^2 \sigma^2}{1 - 2\beta \tau_2} \right\},
\]

where we suppressed the superscripts and subscripts on \( z \) and \( u \) to simplify the exposition. \( \square \)

Proof of Lemma 1. Define \( A_q = \frac{1}{q!} \left( \frac{a}{1-2b} \right)^q \) and \( B_q = \frac{1}{q!} \left( \frac{b}{1-2b} \right)^q \), then, from

\[
ax + bx^2 - \frac{x^2}{2} = ax - \frac{1}{2} (1-2b)x^2 = -\frac{1}{2} (1-2b) (x - \frac{a}{1-2b})^2 + \frac{1}{2} \left( \frac{a}{1-2b} \right)^2
= -\frac{1}{2} \left( x - \frac{a}{1-2b} \right)^2 + \frac{1}{2} \left( \frac{a}{1-2b} \right)^2 + A_2,
\]

we have

\[
\int e^{ax+bx^2} f(\kappa, \kappa; x) dx = \int e^{ax+bx^2} \left( 1 + \frac{\kappa}{6} H_3(x) + \frac{\kappa^2}{24} H_4(x) \right) \frac{1}{\sqrt{2\pi}} e^{-x^2/2} dx
= e^{A_2} \int \left( 1 + \frac{\kappa}{6} H_3(x) + \frac{\kappa^2}{24} H_4(x) \right) \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2} \left( \frac{x-a}{1-2b} \right)^2} dx
= \frac{e^{A_2}}{\sqrt{1-2b}} \int \left( 1 + \frac{\kappa}{6} H_3(x) + \frac{\kappa^2}{24} H_4(x) \right) \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2} \left( \frac{x-a}{1-2b} \right)^2} dx.
\]

Evaluating this integral simple amounts to computing higher-order moments of a normally distributed random variable, \( X \sim N(\mu, \sigma^2) \), with mean \( \mu = \frac{a}{1-2b} \) and variance \( \sigma^2 = \frac{1}{1-2b} \). For \( H_3(x) = x^3 - 3x \), we
have

\[ \mathbb{E}[H_3(X)] = \mu^3 + 3\mu \sigma^2 - 3\mu = \mu^3 + 3\mu(\sigma^2 - 1) \]

\[ = \left( \frac{a}{1 - 2\sigma} \right)^3 + 3 \frac{a}{1 - 2\sigma} \frac{2b}{1 - 2\sigma} = 6(A_3 + A_1B_1) = 6C_3, \]

where we used that \( \sigma^2 - 1 = 2\frac{b}{1 - 2\sigma} \). For \( H_4(x) = x^4 - 6x^2 + 3 \) we have

\[ \mathbb{E}[H_4(X)] = \mu^4 + 6\mu^2 \sigma^2 + 3\sigma^4 - 6(\mu^2 + \sigma^2) + 3 = \mu^4 + 6\mu^2(\sigma^2 - 1) + 3(\sigma^2 - 1)^2 \]

\[ = \left( \frac{a}{1 - 2\sigma} \right)^4 + 6 \left( \frac{a}{1 - 2\sigma} \right)^2 \frac{2b}{1 - 2\sigma} + 3 \left( \frac{2b}{1 - 2\sigma} \right)^2 = 4!A_4 + 12 \cdot 2!A_2B_1 + 12 \cdot 2!B_2 = 24C_4 \]

Combining these terms yields \( \Psi(a, b, \zeta, \kappa) = \frac{\zeta A_4}{\sqrt{1 - 2\sigma}} [1 + \zeta C_3 + \kappa C_4] \), which completes the proof. \( \square \)

**B Additional Empirical Results: Robustness Checks**

This appendix provides additional empirical results. These results primarily serve to demonstrate that the main empirical results are robust to a variety of alternative approaches to the empirical analysis, such as alternative measures of the market VRP, alternative objective functions, and different choice for the realized measures.

**B.1 Robustness Check: HAR type VRP results**

The volatility risk premium used in the main body of the paper used the realized volatility over the past months as the predictor of volatility for the following month, which implicitly use a martingale assumption for volatility. Here we consider an alternative regression-based approach, which is known as the HAR model, see Corsi (2009).\(^{19}\) With this approach the monthly volatility is regressed on lagged daily, weekly, and monthly volatility,

\[ \text{RVcc}_{t+1:t+22} = \beta_0 + \beta_d \text{RVcc}_t + \beta_w \text{RVcc}_{t-4:t} + \beta_m \text{RVcc}_{t-21:t} + \epsilon_{t+1:t+22}, \]

where \( \text{RVcc}_{a:b} = \frac{1}{b-a+1} \sum_{t=a}^{b} \text{RVcc}_t \). We also estimate this model using a rolling window with 750 observations (and lagged an additional 22 days to avoid look-ahead bias in our estimates).\(^{20}\) Table B.1 and table B.2 provide in-sample and out-of-sample results, and all main results are identical to

\(^{19}\)For other ways other ways to construct the expected volatility, see Bekaert and Hoerova (2014)

\(^{20}\)For time \( t \) the is estimated with data located in \([t - 750, t - 22]\), otherwise the dependent variable will contain future realizations of \( \text{RVcc} \).
those obtained with the martingale definition of the VRP. The Realized GARCH model continues to outperform all other models.

Table B.1: In-Sample Statistics of Model Performance with Alternative VRP Specification

| Volatility Risk Premium | Model | RG  | EG  | G   | HN  | HNvd |
|-------------------------|-------|-----|-----|-----|-----|------|
| Bias                    | 0.774 | -2.556 | -3.126 | -3.078 | -1.782 |
| RMSE                    | 3.682 | 4.404 | 4.812 | 4.746 | 4.133 |
| Δ%                      | 16.4% | 23.5% | 22.4% | 10.9% |
| MAE                     | 2.184 | 3.070 | 3.514 | 3.458 | 2.750 |
| Δ%                      | 28.9% | 37.8% | 36.8% | 20.6% |

| Volatility Index (VIX)  | Model | RG  | EG  | G   | HN  | HNvd |
|-------------------------|-------|-----|-----|-----|-----|------|
| Bias                    | -0.048 | -0.203 | -0.318 | -0.203 | 0.164 |
| RMSE                    | 2.504 | 2.898 | 3.012 | 3.565 | 3.504 |
| Δ%                      | 13.6% | 16.9% | 29.8% | 28.5% |
| MAE                     | 1.866 | 2.222 | 2.199 | 2.439 | 2.419 |
| Δ%                      | 16.0% | 15.1% | 23.5% | 22.9% |

| Annualized Volatility   | Model | RG  | EG  | G   | HN  | HNvd |
|-------------------------|-------|-----|-----|-----|-----|------|
| Bias                    | -0.823 | 2.353 | 2.808 | 2.875 | 1.946 |
| RMSE                    | 3.783 | 4.753 | 4.547 | 5.893 | 5.516 |
| Δ%                      | 20.4% | 16.8% | 35.8% | 31.4% |
| MAE                     | 2.393 | 3.653 | 3.596 | 4.285 | 3.881 |
| Δ%                      | 34.5% | 33.4% | 44.1% | 38.3% |

Note: Bias is defined as model-based quantity minus the corresponding market-based quantity; The rows starting with Δ% present the increase in percentage of RMSE and MAE for the competing models relative to RG. In this table, the market VRP is defined by

\[
VRP^\text{market}_t = \frac{\text{VIX}_t - \sqrt{RV^c_{t+1:t+22}} \times 100}{100},
\]

where the annualized volatility, \(\sqrt{RV^c_{t+1:t+22}} \times 100\), is the predicted value from the HAR model.

B.2 Robustness Check: Estimation with logarithmic VIX

The VIX index is occasionally very volatile and it reached very high values during the financial crises. We inspect if some of our results are driven by outliers. Rather than measuring pricing errors using the level of VIX, we define VIX pricing errors for the logarithmically transformed VIX. This transformation is a well known method for dimming the influence of outliers. Table B.3 provides parameters estimated with logVIX error specifications while in-sample pricing performances are summarized in B.4. Again, we do not find significant changes in those results.
Table B.2: Out-of-sample Statistics of Model Performance with Alternative VRP Specification

| Model | Volatility Risk Premium | Volatility Index (VIX) | Annualized Volatility |
|-------|-------------------------|------------------------|-----------------------|
|       | RG  | EG  | G    | HN  | HN_{vd} | RG  | EG  | G    | HN  | HN_{vd} | RG  | EG  | G    | HN  | HN_{vd} |
| Bias  | 0.450 | -2.685 | -2.624 | -2.676 | -1.614 | 0.155 | -0.212 | 0.063 | -0.533 | 0.132 | -0.295 | 2.473 | 2.687 | 2.143 | 1.746 |
| RMSE  | 4.189 | 5.017 | 4.783 | 4.901 | 4.841 | 2.870 | 3.259 | 3.278 | 4.298 | 3.903 | 3.681 | 5.068 | 4.284 | 5.764 | 5.663 |
| DM stat. | 3.168 | 2.621 | 2.931 | 3.112 | 3.976 | 3.579 | 2.659 | 1.887 | 4.285 | 1.377 | 3.180 | 2.898 | 3.588 | 3.378 | 3.542 | 3.519 |
| MAE   | 2.883 | 3.588 | 3.378 | 3.542 | 3.519 | 2.113 | 2.402 | 2.387 | 2.842 | 2.615 | 2.283 | 3.777 | 3.288 | 3.928 | 3.743 |
| DM stat. | 3.127 | 2.370 | 3.095 | 3.951 | 3.995 | 3.333 | 4.222 | 3.137 | 3.673 | 4.848 | 7.322 | 6.394 | 2.212 | 1.824 | 2.819 | 4.246 |
| **Post-Crisis Period: 2007.01.03 - 2012.12.30** |
| Model | Volatility Risk Premium | Volatility Index (VIX) | Annualized Volatility |
|-------|-------------------------|------------------------|-----------------------|
|       | RG  | EG  | G    | HN  | HN_{vd} | RG  | EG  | G    | HN  | HN_{vd} | RG  | EG  | G    | HN  | HN_{vd} |
| Bias  | 0.257 | -3.043 | -3.172 | -3.048 | -2.109 | -0.294 | -0.824 | -0.484 | -1.427 | -0.321 | -0.551 | 2.219 | 2.688 | 1.621 | 1.788 |
| RMSE  | 4.981 | 5.867 | 5.744 | 5.649 | 5.779 | 3.383 | 3.972 | 3.944 | 5.497 | 4.866 | 4.668 | 6.087 | 4.985 | 7.258 | 7.318 |
| DM stat. | 2.229 | 2.212 | 1.824 | 2.476 | 4.028 | 3.277 | 2.515 | 1.676 | 2.841 | 0.448 | 2.562 | 2.557 | 3.340 | 4.341 | 4.220 | 4.383 | 2.557 |
| MAE   | 2.978 | 2.761 | 2.819 | 4.246 | 4.254 | 2.820 | 3.906 | 2.541 | 4.309 | 2.683 | 5.542 | 5.344 | 23.1% | 20.8% | 20.6% | 23.8% |
| DM stat. | 2.978 | 2.761 | 2.819 | 4.246 | 4.254 | 2.820 | 3.906 | 2.541 | 4.309 | 2.683 | 5.542 | 5.344 | 23.1% | 20.8% | 20.6% | 23.8% |

Note: Let the “model error” be the difference between the model-implied quantity and the market-based quantity. It sample average is denoted Bias and the rows indicated with “Δ%” state who much larger the RMSE or MAE is for each alternative models, measured relative to RG. Diebold and Mariano statistics (DM stat.) are computed for the relative MSE or MAE losses, where the standard errors are calculated with the Parzen kernel with $H = 42$ as bandwidth. The market VRP in this table is defined by VRP_{market} = VIX_t - \sqrt{RV_{cc,t+1:t+22}} \times 100, where the annualized volatility, \sqrt{RV_{cc,t+1:t+22}} \times 100, is the predicted value from the HAR model.
| Model | RG | EG | G | HN | HNvd |
|-------|----|----|---|----|------|
| $\lambda$ | 0.014 | 0.137 | 0.303 | 4.673 | 4.969 |
| (0.036) | (0.010) | (0.021) | (0.339) | (0.796) |
| $\omega$ | -0.148 | -0.120 | 1.60E-06 | -6.08E-07 | -9.63E-07 |
| (0.014) | (0.009) | (8.88E-08) | (1.54E-08) | (2.73E-08) |
| $\beta$ | 0.985 | 0.986 | 0.930 | 0.955 | 0.950 |
| (0.001) | (0.005) | (0.001) | (0.000) | |
| $\alpha$ | | 0.064 | 1.70E-06 | 1.33E-06 | |
| | (0.004) | (1.84E-08) | (2.87E-09) | |
| $\delta$ | | | | | | |
| (0.004) | | | | (2.206) | (0.988) |
| $\tau_1$ | -0.082 | -0.052 | | | |
| (0.005) | (0.004) | | | | |
| $\tau_2$ | 0.018 | 0.103 | | | |
| (0.003) | (0.003) | | | | |
| $\gamma$ | 0.117 | | | | |
| (0.010) | | | | | |
| $\kappa$ | 0.303 | | | | |
| (0.230) | | | | | |
| $\phi$ | 1.063 | | | | |
| (0.025) | | | | | |
| $\delta_1$ | -0.088 | | | | |
| (0.012) | | | | | |
| $\delta_2$ | 0.127 | | | | |
| (0.010) | | | | | |
| $\sigma^2$ | 0.308 | | | | |
| (0.009) | | | | | |
| $-\xi$ | 0.790 | | | | |
| (0.086) | | | | | |
| $\pi^p$ | 0.985 | 0.986 | 0.994 | 0.994 | 0.995 |
| Lr | 12895 | 12660 | 12523 | 12518 | 12652 |
| $\ell_{vix}$ | | [13.963] | [18.044] | [15.533] | [8.733] |
| $\ell_{r,vix}$ | 2361 | 1703 | 1884 | 1435 | 1574 |
| | [15.843] | [10.203] | [12.186] | [11.770] | |
| $\ell_{r,vix}$ | 15256 | 14363 | 14406 | 13953 | 14226 |
| | [19.688] | [16.322] | [16.207] | [13.429] | |
| $\ell_{r,x,vix}$ | 12126 | | | | |

Note: QMLE robust standard errors are in parenthesis. The persistence parameter $\pi^p$ is measured by $\beta + \phi \gamma$ for RG and $\beta$ for all other models. For the model HNvd we report the value of $(1 + 2\alpha \xi)^{-1}$ in place of $-\xi$ (the implied value for $\xi$ is here -121098.46). The values reported in square brackets under the likelihood are the Young statistics for all models relative to the RG.
Table B.4: In-sample Statistics of Model Performance with Alternative Error Specification

| Model                  | RG     | EG     | G      | HN     | HNvd   |
|------------------------|--------|--------|--------|--------|--------|
| **Volatility Risk Premium** |        |        |        |        |        |
| Bias                   | -0.561 | -4.092 | -4.326 | -4.627 | -3.697 |
| RMSE                   | 3.664  | 5.268  | 5.456  | 5.679  | 4.971  |
| △%                    | 30.5%  | 32.9%  | 35.5%  | 26.3%  |        |
| MAE                    | 2.547  | 4.509  | 4.712  | 4.944  | 4.105  |
| △%                    | 43.5%  | 45.9%  | 48.5%  | 37.9%  |        |

| **Volatility Index (VIX)**          |        |        |        |        |        |
| Bias                   | -0.202 | -0.434 | -0.398 | -0.856 | 0.052  |
| RMSE                   | 2.729  | 3.134  | 3.077  | 4.334  | 3.754  |
| △%                    | 12.9%  | 11.3%  | 37.0%  | 27.3%  |        |
| MAE                    | 1.958  | 2.287  | 2.191  | 2.528  | 2.386  |
| △%                    | 14.4%  | 10.6%  | 22.5%  | 17.9%  |        |

| **Annualized Volatility**           |        |        |        |        |        |
| Bias                   | 0.359  | 3.658  | 3.928  | 3.771  | 3.748  |
| RMSE                   | 3.531  | 4.608  | 4.524  | 5.984  | 5.665  |
| △%                    | 23.4%  | 22.0%  | 41.0%  | 37.7%  |        |
| MAE                    | 2.340  | 4.139  | 4.101  | 5.009  | 4.601  |
| △%                    | 43.5%  | 42.9%  | 53.3%  | 49.1%  |        |

Note: Bias is defined as model generated value minus their market counterpart; The rows starting with △% present the increase in percentage of RMSE and MAE for the competing models relative to RG.

B.3 Robustness Check: Alternative Realized Measures

A wide range of realized measures of volatility have been proposed since the use of the realized variance was popularized by Andersen and Bollerslev (1998). As alternative measures we use the realized variance based on both 5-minute and 10-minute returns, denoted RV\(_{5m}\) and RV\(_{10m}\), respectively. We also consider the bi-power variation, BV\(_{5m}\), by Barndorff-Nielsen (2004), which is computed from 5-minute returns, and three different realized kernels, denoted RK\(_P\), RK\(_{TH}\), and RK\(_B\), that are based on different kernel function. RK\(_P\) is based on the Parzen kernel, RK\(_{TH}\), on the modified Tukey-Hanning, which is denoted TH\(_2\) in Barndorff-Nielsen et al. (2008), and RK\(_B\) is the realized kernel estimator based on the Bartlett kernel function. Finally, the median-based realized variance., by Andersen et al. (2012) is denoted MedRV. The realized measures were obtained from the Realized Library at Oxford-Man institute.

Table B.5 provides in-sample pricing performances of the Realized GARCH model based on different realized measures. The results are quite similar across with other realized measures. For the VRP we observed some minor improvements over RV\(_{5m}\), but the relative differences are quite small. Inter-
Interestingly, the two jump robust estimators, BV_{5m} and MedRV, are somewhat worse at fitting the VIX and Annualize Volatility, which indicates that including the jump component is useful in this context. However, for the VRP both jump-robust measures perform similarly to other realized measures. The RV_{5m} seems to be adequate for the present modeling problem, as previously argued in Liu et al. (2015) for a range of problems.

Table B.5: In-sample Statistics of Model Performance with Alternative Realized Measures

| Model       | RV_{5m} | RV_{10m} | BV_{5m} | RK_P | RK_{TH} | RK_B | MedRV |
|-------------|---------|----------|---------|------|---------|------|-------|
| Volatility Risk Premium |         |          |         |      |         |      |       |
| Bias        | -0.498  | -0.497   | -0.442  | -0.514| -0.486  | -0.482| -0.520|
| RMSE        | 3.825   | 3.838    | 3.818   | 3.843| 3.764   | 3.764| 3.844|
| R%          | 0.34%   | -0.18%   | 0.48%   | -1.62%| -1.60%  | 0.49%|
| MAE         | 2.635   | 2.646    | 2.613   | 2.649| 2.586   | 2.585| 2.657|
| R%          | 0.42%   | -0.81%   | 0.55%   | -1.90%| -1.91%  | 0.84%|
| Volatility Index (VIX) |         |          |         |      |         |      |       |
| Bias        | -0.048  | -0.047   | -0.036  | -0.032| -0.047  | -0.046| -0.037|
| Bias%       | -0.09%  | -0.05%   | 0.29%   | 0.23%| 0.01%   | 0.02%| 0.38%|
| RMSE        | 2.504   | 2.520    | 2.668   | 2.575| 2.548   | 2.547| 2.808|
| R%          | 0.63%   | 6.15%    | 2.77%   | 1.75%| 1.72%   | 10.84%|
| MAE         | 1.866   | 1.896    | 1.985   | 1.920| 1.917   | 1.912| 2.078|
| R%          | 1.59%   | 6.00%    | 2.80%   | 2.64%| 2.38%   | 10.20%|
| Annualized Volatility |       |          |         |      |         |      |       |
| Bias        | 0.449   | 0.450    | 0.406   | 0.481| 0.439   | 0.436| 0.483|
| Bias%       | 8.35%   | 8.39%    | 8.33%   | 8.82%| 8.31%   | 8.30%| 9.00%|
| RMSE        | 2.942   | 2.911    | 3.066   | 2.909| 3.171   | 3.165| 3.048|
| R%          | -1.08%  | 4.02%    | -1.16%  | 7.22%| 7.02%   | 3.47%|
| MAE         | 2.002   | 1.977    | 2.130   | 2.013| 2.190   | 2.185| 2.134|
| R%          | -1.28%  | 6.02%    | 0.53%   | 8.57%| 8.40%   | 6.17%|

Note: Empirical results based on alternative realized volatility measures. RV_{5m} and RV_{10m} are the realized variances based on 5 minute returns and 10 minute returns, respectively, BV_{5m} is the bipower variation based on five-minute returns, RK_P, RK_{TH}, and RK_B are realized kernels estimator based the Parzen, a modified Tukey-Hanning, and the Bartlett kernel functions. Finally, MedRV is the median based realized variance. The rows starting with R% present the increase in percentage of RMSE and MAE for the competing models relative to the one using 5 minute RV.

B.4 Robustness Check: Non-Gaussian VIX pricing

Table B.6 reports all parameter estimates of the model in which the VIX pricing formula has been amended to permit non-Gaussian distributions for z_t^* and u_t^*. We have included the estimates for the original specification to simplify a direct comparison. The parameters, which the two specifications have in common, are nearly identical in all cases, whereas the four new parameters for skewness and excess
kurtosis are all significantly different from zero.

Table B.6: RG-Normal and RG-GramCharlier

| Model          | RG-Normal | RG-GramCharlier |
|----------------|-----------|-----------------|
| $\lambda$     | 0.015     | 0.018           |
|                | (0.010)   | (0.010)         |
| $\omega$      | -0.088    | -0.087          |
|                | (0.014)   | (0.013)         |
| $\beta$       | 0.991     | 0.991           |
|                | (0.001)   | (0.001)         |
| $\tau_1$      | -0.073    | -0.073          |
|                | (0.005)   | (0.005)         |
| $\tau_2$      | 0.012     | 0.012           |
|                | (0.002)   | (0.002)         |
| $\gamma$      | 0.080     | 0.079           |
|                | (0.009)   | (0.009)         |
| $\kappa$      | 0.427     | 0.420           |
|                | (0.278)   | (0.245)         |
| $\phi$        | 1.078     | 1.077           |
|                | (0.029)   | (0.026)         |
| $\delta_1$    | -0.083    | -0.082          |
|                | (0.010)   | (0.009)         |
| $\delta_2$    | 0.129     | 0.129           |
|                | (0.010)   | (0.008)         |
| $\sigma^2$    | 0.325     | 0.326           |
|                | (0.010)   | (0.010)         |
| $\xi$         | -1.07     | -1.06           |
|                | (0.130)   | (0.129)         |
| $\varsigma_z$ | -0.348    |                 |
|                | (0.038)   |                 |
| $\kappa_z$    | 0.993     |                 |
|                | (0.114)   |                 |
| $\varsigma_u$ | 0.189     |                 |
|                | (0.048)   |                 |
| $\kappa_u$    | 0.748     |                 |
|                | (0.113)   |                 |
| $\ell_r$      | 12864     | 12951           |
| $\ell_x$      | -3229     | -3193           |
| $\ell_{vix}$  | -8812     | -8805           |
| $\ell_{r,x,vix}$ | 823     | 953             |

Note: Parameter estimates are reported with QMLE robust standard errors in parenthesis.