CHARACTERIZATION OF EXTREMAL VALUED FIELDS

SALIH AZGIN, FRANZ-VIKTOR KUHLMANN, AND FLORIAN POP

(Communicated by Bernd Ulrich)

Abstract. We characterize those valued fields for which the image of the valuation ring under every polynomial in several variables contains an element of maximal value or zero.

1. Introduction

The notion of extremality for valued fields was introduced by Yuri Ershov in [4] in connection with valued skew fields which are finite-dimensional over their center. It turns out that the original definition given in that paper (and also in talks given by its author) is flawed in the sense that there are no extremal valued fields except algebraically closed valued fields, and Proposition 2 of that paper is false. We fix this flaw by slightly modifying the definition of extremality; see Definition 3.1 below.

The notion of extremality, restricted to certain classes of polynomials, has since become very useful for the characterization of various properties of valued fields; cf. [9].

In valuation theory and particularly the model theory of valued fields, power series fields and, more generally, maximal fields (valued fields without proper immediate extensions) are usually known to have very good properties. For instance, all of them are henselian, and what is more, algebraically complete. So it seemed likely that all of them are also extremal. Our results in this paper will show that this is not the case.

In the present paper, we obtain the following characterization of extremal valued fields with residue characteristic 0:

Theorem 1.1. Extremal valued fields with residue characteristic 0 are precisely

(i) henselian valued fields whose value group is a \( \mathbb{Z} \)-group, and

(ii) henselian valued fields whose value group is divisible and whose residue field is large.
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More generally, we prove in Section 4:

**Theorem 1.2.** Let \( K = (K, \Gamma, k; v) \) be a valued field. If \( K \) is extremal, then \( K \) is algebraically complete and

(i) \( \Gamma \) is a \( \mathbb{Z} \)-group, or
(ii) \( \Gamma \) is divisible and \( k \) is large.

If \( K \) is perfect with \( \text{char } k = \text{char } K \), then the converse also holds.

It remains an open question whether the above characterization also holds in the case of mixed characteristic. In the case of nonperfect valued fields, it does not hold. While for every field \( k \), the formal Laurent Series Field \( k((t)) \) with its canonical valuation \( v \) is extremal according to Theorem 4.1 below, we will show in Section 4:

**Theorem 1.3.** There exist nonextremal algebraically complete valued fields of equal positive characteristic with value group a \( \mathbb{Z} \)-group and such that under a coarsening of their valuation, they are still not extremal, have divisible value group and nonperfect large residue field.

See the following section for the definitions of algebraically complete valued field, \( \mathbb{Z} \)-group and large field.

We also prove that every finite extension of an extremal field is again extremal (Theorem 4.10). In a recent paper [5], Ershov has modified his definition of “extremal” in the same way we do and has proved this result with a different approach.

2. Preliminaries

We assume familiarity with the basic concepts of valued fields and their model-theoretic properties. We consider valued fields as three-sorted structures

\[ K = (K, \Gamma, k; v), \]

where \( K \) is the underlying field, \( \Gamma \) is the value group, \( k \) is the residue field, \( v : K^\times \to \Gamma \) is the valuation, with valuation ring

\[ \mathcal{O}_v := \{ a \in K : v(a) \geq 0 \} \]

and maximal ideal \( m_v := \{ a \in K : v(a) > 0 \} \) of \( \mathcal{O} \). We have the residue class map

\[ \overline{\cdot} : \mathcal{O}_v \to k, \]

\[ a \mapsto a + m_v, \]

and the **residue characteristic** of \( K \) is the characteristic of \( k \). We often refer to \( K \) as the valued field, instead of \( \mathcal{K} \). When there is more than one valuation defined on the same field, we use the notation \( K^v \) and \( vK \) to denote the residue field and value group of \( K \) respectively for the valuation \( v \). We also use the notation \( av \) to denote the residue class of an element in \( \mathcal{O}_v \). For a subset \( \Delta \) of an ordered group \( \Gamma \) we use the notation

\[ \gamma < \Delta \]

as a shorthand for \( \gamma < \delta \) for all \( \delta \in \Delta \). We set \( v(0) := \infty > \Gamma, \Gamma_\infty := \Gamma \cup \{ \infty \}, \]

\[ -\infty < \Gamma, \text{ and for } \gamma \in \Gamma \text{ the intervals } (-\infty, \gamma) \text{ and } (\gamma, \infty) \text{ are defined as usual. We use } m, n, \ldots \text{ to denote elements of } \mathbb{N} \text{ unless specified otherwise.} \]
**Definition 2.1.** A valued field $K$ is called **algebraically maximal** if it does not admit proper immediate algebraic extensions (that is, extensions which preserve the value group and the residue field). Since henselizations are immediate algebraic extensions, every algebraically maximal field is henselian.

**Definition 2.2.** A valued field $K$ is called **algebraically complete** if it is henselian and for every finite extension $(L, \Delta, l; w)$ we have

\[ [L : K] = (\Delta : \Gamma)[l : k]. \tag{2.1} \]

If equation (2.1) holds, then the extension is called **defectless**.

**Definition 2.3.** An ordered group is **regular** if for each $n$ every open interval that contains $n$ elements contains an $n$-divisible element. A $\mathbb{Z}$-group is a regular group which is discrete, i.e., has a smallest positive element. An ordered group is **dense** if for any two elements $\alpha < \beta$ there is an element $\gamma$ in the group such that $\alpha < \gamma < \beta$.

Note that $\mathbb{Z}$-groups are exactly the ordered groups which are elementarily equivalent to $\mathbb{Z}$. If $\Gamma$ is dense and regular, then for each $n$ and $\gamma \in \Gamma$ there is an increasing sequence $\{n\gamma_n\}_{n<\lambda}$ which is cofinal in $(-\infty, \gamma)$. We state two useful facts on regular groups from [13] and [1] respectively.

**Theorem 2.4.** A regular group is either a $\mathbb{Z}$-group or it is dense.

**Theorem 2.5.** An ordered group $\Gamma$ is regular if and only if $\Gamma/\Delta$ is divisible for every nonzero convex subgroup $\Delta$ of $\Gamma$.

**Definition 2.6.** Take $A \subseteq B$ to be an extension of two structures of a first order language. Then $A$ is **existentially closed in** $B$ if every existential sentence with parameters from $A$ that holds in $B$ also holds in $A$.

**Definition 2.7.** A field $k$ is **large** if every smooth curve over $k$ which has a $k$-rational point has infinitely many such points.

Algebraically closed fields, real closed fields, pseudo-algebraically closed fields, and fields equipped with a henselian valuation are all large fields. Finite fields are not large. Note that a field $k$ is large if and only if it is existentially closed in $k((t))$ ([11]; see also [8]).

For the following result, see Theorem 17 of [8].

**Theorem 2.8.** Suppose that $k$ is a large and perfect subfield of a field $F$. If $k$ is the residue field of a valuation on $F$ which is trivial on $k$, then $k$ is existentially closed in $F$ (as a field).

Finally, we will need the following two well-known technical lemmas.

**Lemma 2.9.** Let $K = (K, \Gamma, k; v)$ be a valued field such that $v = w \circ \bar{w}$. Then $K$ is henselian if and only if $w$ is henselian on $K$ and $\bar{w}$ is henselian on the residue field $Kw$ of $K$ under $w$. The same holds for “algebraically complete” in the place of “henselian”.

By the use of Hensel’s Lemma, one proves:

**Lemma 2.10.** Let $K = (K, \Gamma, k; v)$ be a perfect and henselian valued field. Then every embedding of a subfield of $k$ such that $v$ is trivial on the image can be extended to an embedding of $k$ such that $v$ is trivial on the image.
3. Properties of extremal fields

**Definition 3.1.** A valued field $K$ is *extremal* if for every multi-variable polynomial $F(X_1, \ldots, X_n)$ over $K$ the set
\[
\{v(F(a_1, \ldots, a_n)) : a_1, \ldots, a_n \in \mathcal{O}_v\} \subseteq \Gamma_\infty
\]
has a maximal element.

**Remark 3.2.** The original definition presented in [4] asks for a maximal element of the set
\[
\{v(F(a_1, \ldots, a_n)) : a_1, \ldots, a_n \in K\} \subseteq \Gamma_\infty,
\]
where $K$ and $F$ are as above. This condition is not satisfied for the polynomial
\[
F(X, Y) = X^2 + (XY - 1)^2
\]
over the Laurent series field $\mathbb{R}((t))$ as
\[
v(F(t^n, t^{-n})) = 2n
\]
and $F(a, b) \neq 0$ for all $a, b \in \mathbb{R}((t))$. Hence, Proposition 2 of [4] does not hold for the original definition.

Suppose that $K$ is a valued field which is not algebraically closed. Take a polynomial $f(x) = x^n + a_{n-1}x^{n-1} + \cdots + a_0 \in K[x]$ with no zeros in $K$ and let
\[
G(X, Y) = X^n + a_{n-1}X^{n-1}Y + \cdots + a_0Y^n
\]
be its homogenization. Then the polynomial $F(X, Y) = G(X, XY - 1)$ does not satisfy the above condition. Indeed, $G(X, Y)$ can only be zero if $Y$ is zero and then, consequently, also $X$ is zero. So $F(X, Y)$ can only be zero if $XY - 1$ and $X$ are zero, which is impossible. On the other hand, for $a \neq 0$ we have that $vF(a, a^{-1}) = v(a^n) = nv(a)$, which shows that $\{v(F(a, b) \mid a, b \in K\}$ has no maximum.

The following is a consequence of Theorem 1.5 of [4]:

**Proposition 3.2.** Every extremal field is algebraically maximal and hence henselian.

**Proposition 3.3.** Let $K = (K, \Gamma, \mathbf{k}; v)$ be a valued field with $\Gamma$ dense and regular. If $K$ is extremal, then $\Gamma$ is divisible.

**Proof.** Let $\gamma \in \Gamma$ be positive and not divisible by $n > 1$. Consider the polynomial
\[
F(x, y) = x^{4n} + \epsilon(xy - \epsilon^2)^n + \epsilon^2y^{4n}
\]
over $K$ where $v(\epsilon) = \gamma$. Note that for all $a, b \in K^\times$,
\[
v(a^{4n}), \quad v(\epsilon(ab - \epsilon^2)^n), \quad v(\epsilon^2b^{4n})
\]
are distinct elements of $\Gamma_\infty$ since $\gamma$ is not $n$-divisible. Hence the valuation of $F(a, b)$ is equal to the minimum of the three distinct elements above.

We claim that for all $a, b \in \mathcal{O}_v$, $v(F(a, b)) < 4n\gamma + \gamma$. Assume otherwise. Then $v(a^{4n}) \geq 4n\gamma + \gamma$ and since equality is not possible,
\[
4nv(a) > 4n\gamma + \gamma.
\]
Also, $v(\epsilon(ab - \epsilon^2)^n) \geq 4n\gamma + \gamma$ and so $v(a) + v(b) = 2\gamma$. Consequently,
\[
4nv(b) = 8n\gamma - 4nv(a),
\]
which gives $4nv(b) < 4n\gamma - \gamma$. Then
\[ v(F(a, b)) \leq v(\epsilon^2b^{4n}) = 2\gamma + 4nv(b) < 4n\gamma + \gamma, \]
a contradiction.

Since $\Gamma$ is dense and regular we can take a sequence \( \{4n\delta_p\}_{\rho < \lambda} \) in $\Gamma$ which is cofinal in the interval \( (4n\gamma, 4n\gamma + \gamma) \). For each $\rho < \lambda$, pick $a_\rho \in \mathcal{O}_v$ with $v(a_\rho) = \delta_\rho < \gamma$ and let $b_\rho := \epsilon^2a_\rho^{-1} \in \mathcal{O}_v$. Then for all $\rho$,
\[ v(a_\rho^{4n}) = 4n\delta_\rho < 4n\gamma + \gamma < v(\epsilon^2b_\rho^{4n}) = 2\gamma + 4n(2\gamma - \delta_\rho) \]
and hence $v(F(a_\rho, b_\rho)) = 4n\delta_\rho$. Together with the previous claim, this shows that \( \{v(F(a, b)) : a, b \in \mathcal{O}_v\} \) has no maximal element and so $\mathcal{K}$ is not extremal. \hfill \( \Box \)

**Proposition 3.4.** Let $\mathcal{K} = (K, \Gamma, k, v)$ be an extremal valued field. Then for each nonzero convex subgroup $\Delta$ of $\Gamma$, the quotient group $\Gamma/\Delta$ is divisible.

**Proof.** Let $\gamma \in \Gamma$ be such that the coset $\gamma + \Delta$ is not divisible by $n$ in $\Gamma/\Delta$. Consider the polynomial (as introduced in the previous theorem)
\[ F(x, y) = x^{4n} + \epsilon(xy - \epsilon^2)^n + \epsilon^2y^{4n} \]
over $K$, where $v(\epsilon) = \gamma$.

The arguments in the proof of Proposition 3.3 can be applied to the ordered group $\Gamma/\Delta$ to conclude that for all $a, b \in \mathcal{O}_v$,
\[ v(F(a, b)) < 4n\gamma + \gamma + \Delta. \]

**Claim.** $\{v(F(a, b)) : a, b \in \mathcal{O}_v\}$ has no maximal element. Take $a, b \in \mathcal{O}_v$ and set $\theta = v(F(a, b))$. We aim to find $a', b' \in \mathcal{O}_v$ with $v(F(a', b')) > \theta$. Take any positive $\delta \in \Delta$. From (3.1) it follows that
\[ \theta + 4n\delta < 4n\gamma + \gamma - 4n\delta. \]

Note that $v(F(\epsilon, \epsilon)) = 4n\gamma$, so we assume that $4n\gamma < \theta$. As $v(\epsilon) = \gamma$ is not divisible by $n$, $\theta$ is equal to the minimum of $4nv(a)$, $\gamma + nv(ab - \epsilon^2)$ and $2\gamma + 4nv(b)$. Therefore,
\[ 4n\gamma < \theta \leq v(\epsilon(ab - \epsilon^2)^n) \]
and hence
\[ v(b) = 2\gamma - v(a). \]

Assume that $\theta = 4nv(a)$. Together with $4nv(a) < 4n\gamma + \gamma$, (3.2) shows that
\[ 4nv(a) + 4n\delta < \gamma + 4n\gamma - 4n\delta < 2\gamma + 8n\gamma - 4nv(a) - 4n\delta. \]
Now take $a' \in \mathcal{O}_v$ with $v(a') = v(a) + \delta$ and let $b' = \epsilon^2/a' \in \mathcal{O}_v$. Then $v(b') = 2\gamma - v(a) - \delta$ and (3.3) implies that $4nv(a') < 2\gamma + 4nv(b')$. Therefore $v(F(a', b')) = 4nv(a') = 4nv(a) + 4n\delta > \theta$, as required.

Next assume that $\theta = \gamma + nv(ab - \epsilon^2) \geq 4n\gamma$. Then $\theta < 4nv(a)$ and $\theta < 2\gamma + 4nv(b)$. With $b' = \epsilon^2/a \in \mathcal{O}_v$, we have $v(b') = v(b)$ and therefore $v(F(a, b')) \geq \min\{4nv(a), 2\gamma + 4nv(b')\} > \theta$.

It remains to consider the case $\theta = 2\gamma + 4nv(b)$. Together with $2\gamma + 4nv(b) = \theta < 4n\gamma + \gamma$, (3.2) shows that
\[ 2\gamma + 4nv(b) + 4n\delta < 4n\gamma + \gamma - 4n\delta + (4n\gamma + \gamma - 2\gamma - 4nv(b)) - 4n\delta \]
\[ = 8n\gamma - 4nv(b) - 4n\delta. \]
Now take \( b' \in \mathcal{O}_v \) with \( v(b') = v(b) + \delta \) and let \( a' = c^2/b' \in \mathcal{O}_v \). Then \( v(a') = 2\gamma - v(b') - \delta \), and the above inequality implies that \( 2\gamma + 4n\nu(b') < 4n\nu(a') \). Therefore \( v(F(a', b')) = 2\gamma + 4n\nu(b) + 4n\delta > \theta \), as required. This completes the proof of our claim, and we conclude that \( K \) is not extremal. □

**Theorem 3.5.** Let \( K = (K, \Gamma, k; v) \) be an extremal valued field. Then \( \Gamma \) is divisible or a \( \mathbb{Z} \)-group.

**Proof.** Proposition 3.4 shows that \( K \) has no nonzero convex subgroup \( \Delta \) such that \( \Gamma/\Delta \) is not divisible. Therefore, \( \Gamma \) is regular by Theorem 2.6. If \( \Gamma \) is not a \( \mathbb{Z} \)-group, then, by Theorem 2.4 \( \Gamma \) is dense and Proposition 3.4 yields that \( \Gamma \) is divisible. □

**Proposition 3.6.** Let \( K = (K, \Gamma, k; v) \) be an extremal valued field with non-algebraically closed residue field \( k \) and divisible value group \( \Gamma \). Then there is no polynomial \( f(Y, Z) \) over \( \mathcal{O}_v \) such that

(i) there are \( \alpha_1, \ldots, \alpha_m \in k \) such that the equation
\[
\bar{f}(\alpha, z) = 0
\]
over \( k \) has no solution in \( k \) whenever \( \alpha \not= \alpha_1, \ldots, \alpha_m \);

(ii) for all \( \epsilon \in m_\gamma, f(\epsilon, Z) = 0 \) has a solution in \( \mathcal{O}_v \).

**Proof.** Let \( \beta_0, \ldots, \beta_{n-1} \in k \) be such that \( x^n + \cdots + \beta_1 x + \beta_0 = 0 \) has no solutions in \( k \). Consider the polynomial
\[
F(X, Y) = X^n + \cdots + b_1 XY^{n-1} + b_0 Y^n
\]
over \( \mathcal{O}_v \), where \( b_i = \beta_i \) and \( b_i = 0 \) if \( \beta_i = 0 \), for \( i = 0, \ldots, n-1 \). Note that for all positive \( \gamma \in \Gamma \),
\[
v(F(a, b)) \geq \gamma \implies v(a), v(b) \geq \gamma/n.
\]
Let \( G(X, Y, Z) := F(F(X, Y), Z) \). For positive \( \gamma \in \Gamma \), if \( v(G(a, b, c)) \geq \gamma \), then \( v(a), v(b) \geq \gamma/n^2 \) and \( v(c) \geq \gamma/n \).

Let \( a_1, \ldots, a_m \in \mathcal{O}_v \) be such that \( \bar{a}_j = \alpha_j \) and \( a_j = 0 \) if \( \alpha_j = 0 \) (where \( \alpha_j \) is as in (i) above) for \( j = 1, \ldots, m \). Consider the polynomial
\[
H(X, Y, Z) := G(X, f(Y, Z), XY(Y - a_1) \cdots (Y - a_m) - \epsilon)
\]
over \( K \) where \( v(\epsilon) = \gamma > 0 \). We claim that
\[
v(H(a, b, c)) < n^2 \gamma
\]
for all \( a, b, c \in \mathcal{O}_v \). Otherwise, we would have
\[
v(a) \geq \gamma \text{ and } v(ab(b - a_1) \cdots (b - a_m) - \epsilon) \geq n\gamma.
\]
Therefore \( v(ab(b - a_1) \cdots (b - a_m)) = v(\epsilon) = \gamma \), which in turn gives
\[
v(a) = \gamma, \ v(b) = 0 \text{ and } v(b - a_i) = 0 \quad \text{for } i = 1, \ldots, m.
\]
So \( \bar{b} \not= \alpha_1, \ldots, \alpha_m \), and hence for all \( z \in \mathcal{O}_v \), \( \bar{f}(\bar{b}, z) \not= 0 \). Then \( v(H(a, b, c)) = v(f(b, c)) = 0 \), a contradiction, and we establish the claim.

Let \( \{\gamma_\rho\}_{\rho<\lambda} \) be a decreasing sequence such that \( \gamma_\rho \to 0 \) and pick \( b_\rho \in m_\gamma \) with \( v(b_\rho) = \gamma_\rho \) for all \( \rho < \lambda \). Let \( a_\rho \) be such that \( a_\rho b_\rho(b_\rho - a_1) \cdots (b_\rho - a_m) = \epsilon \). Note that \( v(a_\rho) \to \gamma \), and in particular we may assume that \( a_\rho \in \mathcal{O}_v \) for all \( \rho < \lambda \). Pick \( c_\rho \in \mathcal{O}_v \) such that \( f(b_\rho, c_\rho) = 0 \) for each \( \rho < \lambda \). Then
\[
v(H(a_\rho, b_\rho, c_\rho)) = n^2 v(a_\rho),
\]
and hence \( \{ v(H(a_p, b_p, c_p)) \} \) is cofinal in \((0, n^2\gamma)\). We conclude that \( \mathcal{K} \) is not extremal. \( \square \)

**Theorem 3.7.** Suppose that \( \mathcal{K} = (K, \Gamma, k; v) \) has a divisible value group. If \( \mathcal{K} \) is extremal, then \( k \) is large.

**Proof.** Suppose that \( k \) is not large. Then there is a curve \( C \) defined over \( k \) which has a smooth \( k \)-rational point but has only finitely many \( k \)-rational points. But then by the theory of algebraic curves, the curve \( C \) is birationally equivalent to a curve in the affine \( k \)-plane \( C_h = V(h) \subset A^2_k \), where \( h = h(Y, Z) \in k[Y, Z] \) is a polynomial in the variables \( Y, Z \) satisfying the following:

(i)' \( C_h(k) = \{ (\alpha, \beta) \in k^2 \mid h(\alpha, \beta) = 0 \} \) is finite.

(ii)' \( h(0, 0) = 0 \) and \( \partial h/\partial Z(0, 0) \neq 0 \); hence in particular, \((0, 0)\) is a smooth \( k \)-rational point of \( C_h \). (Actually these conditions imply that \( h(Y, Z) \) has the form \( h(Y, Z) = \gamma_0 Y + \gamma_1 Z + (\text{nonlinear terms}) \) with \( \gamma_0 \neq 0 \).

Setting \( h(Y, Z) = \sum_{i,j} \gamma_{ij} Y^i Z^j \), let \( f(Y, Z) = \sum c_{ij} Y^i Z^j \in \mathcal{O}[Y, Z] \) be a preimage of \( h(Y, Z) \) such that \( c_{ij} = 0 \) if \( \gamma_{ij} = 0 \); hence \( c_{ij} \in \mathcal{O}^\times \) if \( \gamma_{ij} \neq 0 \).

Finally, let \( \{ \alpha_1 = 0, \ldots, \alpha_m \} \) be the set of all the \( Y \)-coordinates of the points \( (\alpha, \beta) \in C_h(k) \). We claim that \( f(Y, Z) \in \mathcal{O}[Y, Z] \) satisfies the conditions (i), (ii) from Proposition 3.6. Indeed, condition (i) is obviously satisfied, because \( \bar{f}(Y, Z) = h(Y, Z) \), and \( h(Y, Z) \) satisfies condition (i)'. For condition (ii), proceed as follows: For \( \epsilon \in m \), set \( f_\epsilon(Z) := f(\epsilon, Z) \in \mathcal{O}[Z] \). Then \( \bar{f}_\epsilon(Z) = h(0, Z) \); hence \( Z = 0 \) is a simple zero of \( \bar{f}_\epsilon(Z) = h(0, Z) \) by condition (ii)'. Therefore, by Hensel's Lemma there exists a unique \( \eta \in m \) such that \( f_\epsilon(\eta) = 0 \); hence equivalently, \( f(\epsilon, \eta) = f_\epsilon(\eta) = 0 \).

By Proposition 3.6 we conclude that \( \mathcal{K} \) is not extremal. \( \square \)

The results proved so far enable us to give a version of Proposition 1 of [4] for the modified notion of “extremal field”.

**Definition 3.8.** We say that a basis \( b_1, \ldots, b_n \) of a valued field extension

\[
(K, \Gamma, k; v) \subset (L, \Delta, l; w)
\]

is a valuation basis if for all choices of \( c_1, \ldots, c_n \in K \),

\[
w \sum_{i=1}^{n} c_i b_i = \min_i wc_i b_i .
\]

Note that every finite defectless extension admits a valuation basis.

**Lemma 3.9.** Every finite defectless extension of an extremal field is again an extremal field.

**Proof.** Take an extremal field \( \mathcal{K} = (K, \Gamma, k; v) \) and a finite defectless extension \( (L, \Delta, l; w) \) of degree \( m \); we wish to show that the latter is an extremal field. From Theorem 3.5 we know that \( \Gamma \) is divisible or a \( \mathbb{Z} \)-group. Therefore, all cosets of \( \Gamma \) in \( \Delta \) admit representatives that are either 0 or lie between 0 and the smallest positive element of \( \Gamma \). Consequently, we can choose a valuation basis \( b_1, \ldots, b_m \) of the extension such that the values \( wb_i \) have the same property. Write \( \bar{Y} = (Y_1, \ldots, Y_m) \) and take

\[
h(\bar{Y}) = N_{L/\bar{Y}|k}(Y) \left( \sum_{i=1}^{m} b_i Y_i \right)
\]
to be the norm form with respect to the basis $b_1, \ldots, b_m$ of the extension $L(\overline{Y})/K(\overline{Y})$.

Take a polynomial $F(X_1, \ldots, X_n)$ over $L$; we wish to show that the set
$$\{w(F(a_1, \ldots, a_n)) : a_1, \ldots, a_n \in O_w\}$$
has a maximal element. Denote by $G(\overline{Z})$ the polynomial obtained from $F$ by substituting $\sum_{i=1}^m b_i Z_{ij}$ for $X_i$, $1 \leq i \leq n$. The polynomial $G(\overline{Z})$ can be written as $G(\overline{Z}) = \sum_{i=1}^m b_i G_i(\overline{Z})$ with $G_i(\overline{Z}) \in K[\overline{Z}]$ for every $i$. Now let
$$H(\overline{Z}) = h(G_1(\overline{Z}), \ldots, G_m(\overline{Z})) = N_{L(\overline{Y})/K(\overline{Y})}(G(\overline{Z})) \in K[\overline{Z}].$$

Since $\mathcal{K}$ is extremal, there exist elements $c_{ij} \in O_v$, $1 \leq i \leq m$, $1 \leq j \leq n$, such that
$$vH(\overline{\tau}) = \max\{wH(\overline{\tau}') : c_{ij}' \in O_v\}.$$

For $1 \leq j \leq n$, we set $d_j = \sum_{i=1}^m b_i c_{ij}$. We wish to show that
$$wF(\overline{d}) = \max\{wF(\overline{d}') : d_j' \in O_w\}.$$

Note that $vN_{L/K}(a) = mw_a$ for every $a \in L$ since $\mathcal{K}$ is henselian by Proposition 3.2.

Take $d_j' \in O_w$ and write $d_j' = \sum_{i=1}^m b_i c_{ij}'$ with $c_{ij}' \in K$. Since the $b_i$ form a valuation basis,
$$0 \leq vd_j' = w \sum_{i=1}^m b_i c_{ij}' = \min_i wb_i c_{ij}'.$$

Hence for $1 \leq i \leq m$ and $1 \leq j \leq n$, $wb_i + vc_{ij}' \geq 0$. By our assumptions on the values $wb_i$, this implies that $c_{ij}' \in O_v$. Now we compute
$$wF(\overline{d}) = \frac{1}{m} vN_{L/K}(F(\overline{d})) = \frac{1}{m} vH(\overline{\tau}) \leq \frac{1}{m} vH(\overline{\tau}) = \frac{1}{m} vN_{L/K}(F(\overline{d})) = wF(\overline{d}).$$

□

This lemma yields:

**Theorem 3.10.**  

a) Every extremal valued field is algebraically complete.

b) Every finite extension of an extremal field is again an extremal field.

**Proof.** a): By Proposition 3.2, every extremal field is algebraically maximal. Hence our assertion follows from the preceding lemma once we know that a valued field is algebraically complete if each of its finite defectless extensions is algebraically maximal. This holds by Corollary 2.10 of [9]. For the convenience of the reader, we give a sketch of the proof. Every finite extension of an algebraically complete field is again algebraically complete, hence algebraically maximal. For the converse, take a valued field $\mathcal{K}$ such that every finite extension is algebraically maximal. Then $\mathcal{K}$ is itself algebraically maximal, hence henselian. Take a finite extension $\mathcal{L}$ of $\mathcal{K}$. In order to show that it is defectless, it suffices to show that its normal hull $\mathcal{N}$ is a defectless extension of $\mathcal{K}$. Denote by $\mathcal{N}'$ the maximal separable subextension of $\mathcal{N}|\mathcal{K}$ and by $\mathcal{R}$ the ramification field of this Galois extension. Then $\mathcal{R}|\mathcal{K}$ is defectless. On the other hand, $\mathcal{N}'|\mathcal{K}$ is a $p$-extension, where $p$ is the characteristic of the residue field. Consequently, $\mathcal{N}'|\mathcal{K}$ is a tower of (separable or purely inseparable) extensions of degree $p$. As $\mathcal{R}|\mathcal{K}$ is defectless, there is a maximal field $\mathcal{L}'$ in the tower such that $\mathcal{L}'|\mathcal{K}$ is defectless. By assumption, $\mathcal{L}'$ is algebraically maximal. If $\mathcal{L}' \neq \mathcal{N}'$, then
the next larger field \( L'' \) in the tower is an extension of degree \( p \) of \( L' \) and it is not immediate, hence defectless. By multiplicativity of the defect, we find that \( L'' | K \) is defectless, contradicting the maximality of \( L' \).

b): By part a), every finite extension of an extremal field is defectless. Hence the assertion of part b) follows from the preceding lemma. \( \square \)

4. Characterization of extremal fields

The first nonalgebraically closed examples of extremal fields were provided by Proposition 2 in [4]:

**Theorem 4.1.** Let \( K = (K, \Gamma, k; v) \) be an algebraically complete valued field with \( \Gamma \cong \mathbb{Z}. \) Then \( K \) is extremal.

By Remark 3.2, this theorem would be false with the definition of extremality as stated in [4]. However, it is easy to check that the proof of Theorem 4.1 given in [4] is valid with the revised definition of extremality. In fact, the corrected argument to be inserted in that proof is exactly the argument used at the beginning of Case 1 of the proof of Theorem 4.4 below.

Note that extremality is a first order condition for valued fields. Hence we can apply the following Ax-Kochen-Ershov Principle for tame valued fields proved in [6] (see also [10]) to show extremality for larger classes of valued fields:

**Theorem 4.2.** Let \( K = (K, \Gamma, k; v) \) and \( L = (L, \Delta, l; w) \) be two perfect algebraically complete valued fields with \( \text{char } k = \text{char } K = 0 \). If \( k \equiv l \) and \( \Gamma \equiv \Delta \), then \( K \equiv L \). If in addition \( L \) is an extension of \( K \) and if \( k \prec l \) and \( \Gamma \prec \Delta \), then \( K \prec L \). The same holds with “\( \preceq \)” in the place of “\( \prec \)” as soon as \( K \) is perfect and algebraically complete with \( \text{char } k = \text{char } K \).

Here, “\( \equiv \)” denotes “elementarily equivalent”, “\( \prec \)” denotes “elementary extension” and “\( \preceq \)” denotes “existentially closed in”.

If the residue field has characteristic 0, then “perfect algebraically complete” is equivalent to “henselian”; this is a consequence of the Lemma of Ostrowski. As a corollary to Theorems 4.1 and 4.2 we obtain:

**Theorem 4.3.** Let \( K = (K, \Gamma, k; v) \) be a henselian valued field with \( \Gamma \) a \( \mathbb{Z} \)-group and \( \text{char } k = \text{char } K = 0 \). Then \( K \) is extremal.

The following theorem includes also the case of fields of positive characteristic:

**Theorem 4.4.** Let \( K = (K, \Gamma, k; v) \) be a perfect algebraically complete valued field with divisible value group \( \Gamma \) and large residue field \( k \) with \( \text{char } k = \text{char } K \). Then \( K \) is extremal.

**Proof.** In view of Theorem 4.2 we only have to prove our theorem in the case where \( \Gamma \) is the ordered additive group of the real numbers. Take any polynomial \( F \in K[X_1, \ldots, X_n] \). Take \( K^* = (K^*, \Gamma^*, k^*; v^*) \) to be a \( |K|^+ \)-saturated elementary extension of \( K \). Then \( \Gamma^* \) is an elementary extension of \( \Gamma \), and \( k^* \) is an elementary extension of \( k \). Now we distinguish two cases.
Case 1. \( \{v(F(a_1, \ldots, a_n)) : a_1, \ldots, a_n \in O_v \} \) is cofinal in \( \Gamma \). We wish to show that \( F \) has a zero in \( O_v^n \).

By our choice of \( K^* \) there are \( a_1^*, \ldots, a_n^* \in O_v \) such that \( v^*(F(a_1^*, \ldots, a_n^*)) > \Gamma \). Hence there exists a valuation \( w \) on \( K^* \) that is coarser than \( v^* \), satisfies \( wF(a_1^*, \ldots, a_n^*) > 0 \), but is trivial on \( K \). So we can consider \( K \) as a subfield of the residue field \( K^*w \) of \( K^* \) under \( w \). We write \( v^* = w \circ \bar{w} \), where \( \bar{w} \) is the valuation induced by \( v^* \) on \( K^*w \). Note that \( a_1^*, \ldots, a_n^* \in O_w \). We obtain that \( 0 = F(a_1^*, \ldots, a_n^*)w = F(a_1^w, \ldots, a_n^w) \) and that \( a_1^w, \ldots, a_n^w \in O_w \). Denote the valuation of \( \bar{w} \) on \( K^*w \) by \( \Gamma' \). Since \( \Gamma \) is divisible, \( \Gamma \preceq \Gamma' \). Further, \( K^* \) is equal to the residue field of \( K^*w \) under \( \bar{w} \), and \( K \preceq \Gamma \). Hence by Theorem 1.2 \( K \preceq (K^*w, \Gamma', K^*; \bar{w}) \). Since \( F \) has a zero in the valuation ring of the latter field, this implies that there are \( a_1, \ldots, a_n \in O_v \) such that \( F(a_1, \ldots, a_n) = 0 \).

Case 2. \( \{v(F(a_1, \ldots, a_n)) : a_1, \ldots, a_n \in O_v \} \) is not cofinal in \( \Gamma = \mathbb{R} \). Then there is some real number \( r \) which is the supremum of this set. We wish to show that it is a member of the set.

By our choice of \( K^* \) there are \( a_1^*, \ldots, a_n^* \in O_v \) such that \( \delta^* := v^*(F(a_1^*, \ldots, a_n^*)) \geq v(F(a_1, \ldots, a_n)) \) for all \( a_1, \ldots, a_n \in O_v \). On the other hand, \( \delta^* \leq r \in \Gamma^* \). So \( 0 \leq r - \delta^* < s \) for all positive \( s \in \mathbb{R} = \Gamma \). We take \( \Gamma_0 \subseteq \Gamma^* \) to be the largest convex subgroup of \( \Gamma^* \) such that \( \Gamma_0 \cap \Gamma = \{0\} \). Then we take \( w \) to be the coarsest valuation of \( v^* \) with respect to \( \Gamma_0 \); that is, \( O_w \) is generated over \( O_v \) by all elements whose values under \( v \) lie in \( \Gamma_0 \), and the value group of \( w \) on \( K^*w \) is \( \Gamma^*/\Gamma_0 \). Again, we write \( v^* = w \circ \bar{w} \), where \( \bar{w} \) is the valuation induced by \( v^* \) on the residue field \( K^*w \). We observe that \( v = w \) on \( K \) (after identification of equivalent valuations). Further, \( w(F(a_1^*, \ldots, a_n^*)) = r \).

Now we have that \( (K^*, \Gamma^*/\Gamma_0, K^*w; w) \) is an extension of \( K \). We have canonical embeddings of \( k \) in \( K^*w \) and of \( \Gamma \) in \( \Gamma^*/\Gamma_0 \). Since \( \Gamma \) is divisible, \( \Gamma \preceq \Gamma^*/\Gamma_0 \). The residue field \( K^*w \) has a valuation \( \bar{w} \) with residue field \( k^* \). Being an elementary extension of \( K, K^*w \) is also perfect. It follows that its residue fields \( K^*w \) and \( k^* \) are perfect. Since every algebraically complete valued field is henselian, Lemma 2.9 shows that \( K^*w \) is henselian under \( \bar{w} \). By Lemma 2.10 the canonical embedding of \( k \) in \( K^*w \) can be extended to an embedding of \( k^* \) in \( K^*w \). Via this embedding we may assume that \( k^* \) is a subfield of \( K^*w \). Since \( k^* \) is an elementary extension of \( k \), it is again a large field. Thus by Theorem 2.8 \( k^* \preceq K^*w \), and consequently, \( k \preceq K^*w \). It now follows from Theorem 1.2 that \( K \preceq (K^*, \Gamma^*/\Gamma_0, K^*w; w) \). Hence there are \( a_1, \ldots, a_n \in O_v \) such that \( vF(a_1, \ldots, a_n) = r \).

Theorem 1.2 now follows from Theorems 1.3 [4.3, 5.5, 3.7 and 5.10].

We will now give an example that will prove Theorem 1.3. Its construction is given in the paper [7]; we will use the same notation as in that paper. Taking the valued field \((K, v)\) appearing in the construction to be \((\mathbb{F}_p((t)), v_t)\), where \( \mathbb{F}_p \) is the field with \( p \) elements and \( v_t \) is the canonical \( t \)-adic valuation on \( \mathbb{F}_p((t)) \), we obtain a valued field extension \((L, v)\) of \((\mathbb{F}_p((t)), v_t)\) with the following properties:

a) \( L/\mathbb{F}_p((t)) \) is a regular extension of transcendence degree 1,
b) \( (L, v) \) is algebraically complete,
c) the value group \( vL \) is a \( \mathbb{Z} \)-group with smallest positive element \( v(t) \),
d) the residue field \( Lv \) is equal to \( \mathbb{F}_p \),
e) \( v = w \circ v_t \) for the finest valuation \( w \) that is coarser than \( v \),
f) the value group \( wL = \mathbb{Q} \) is divisible and by Lemma 2.9 \((L, w) \) is algebraically complete.
g) the residue field \( Lw = \mathbb{F}_p((t)) \) is a large field as it carries a henselian valuation, 
h) for the polynomial \( G(X_0, X_1) = X_0^p - X_0 + tX_1^p - x \) (where \( x = s^{-1} \) in the notation of \([7]\)), \( w(G(x_0, x_1)) < 0 \) for all \( x_0, x_1 \in L \) (because it is shown in \([7]\) that if \( w(G(x_0, x_1)) \geq 0 \), then \( x_1 \) must be transcendental over \( L \)).

The equality \( Lw = \mathbb{F}_p((t)) \) holds because in the construction, \( (L, w) \) is an immediate extension of a field \( (L_2, w) \) with residue field \( L_2w = K = \mathbb{F}_p((t)) \).

Using the notation of \([7]\), in particular the recursive definition

\[
\xi_1 = x^{1/p} \quad \text{and} \quad \xi_{j+1} = (\xi_j - c_1 s^{-p/q_j})^{1/p}
\]

with \( c_1 = t \), and setting

\[
a_k = \sum_{j=1}^{k} \xi_j \quad \text{and} \quad b_k = \sum_{j=1}^{k-1} s^{-p/q_j},
\]

we compute:

\[
x - (a_k^p - a_k) - c_1 b_k^p = x - \sum_{j=1}^{k} (\xi_j^p - \xi_j) - c_1 \sum_{j=1}^{k-1} s^{-p/q_j}.
\]

\[
= x - \xi_1^p - \sum_{j=1}^{k-1} (\xi_j^p - \xi_j) + \xi_k - c_1 \sum_{j=1}^{k-1} s^{-p/q_j}
\]

\[
= \sum_{j=1}^{k-1} c_1 s^{-p/q_j} + \xi_k - \sum_{j=1}^{k-1} c_1 s^{-p/q_j}
\]

\[
= \xi_k.
\]

Hence,

\[
w(G(a_k, b_k)) = w\xi_k = -\frac{1}{p^k} ws < 0.
\]

This shows that \( \{w(G(a_k, b_k)) \mid k \in \mathbb{N} \} \) is cofinal in the negative part \( wL^{-\infty} \) of \( wL \).

By the definition of \( a_k \), we have \( w(a_k) = w(\xi_1) = \frac{1}{p} w(x) = -\frac{1}{p} w(s) < 0 \) for all \( k \).

Similarly, \( w(b_k) = w(s^{-1/q_k}) = -\frac{1}{q_k} w(s) < 0 \) for all \( k \). Consequently, \( w(sa_k) > 0 \), \( w(sb_k) > 0 \) and hence \( sa_k, sb_k \in \mathcal{O}_v \subset \mathcal{O}_w \). Now set

\[
F(X, Y) = G(s^{-1}X, s^{-1}Y) = s^{-p}X^p - s^{-1}X + ts^{-p}Y^p - s^{-1}.
\]

Then \( w(F(sa_k, sb_k)) = w(G(a_k, b_k)) \), but we still have that \( w(F(a, b)) < 0 \) for all \( a, b \in L \). So we see that \( \{w(F(a, b)) \mid a, b \in \mathcal{O}_w \} \) is a cofinal subset of \( wL^{-\infty} \) and thus has no maximal element. This proves that \( (L, w) \) is not extremal.

Observe that \( w(F(a, b)) < 0 \) is equivalent to \( v(F(a, b)) < v_t \mathbb{F}_p((t)) \). As the set \( \{w(F(a, b)) \mid a, b \in \mathcal{O}_w \} \) is a cofinal subset of \( wL^{-\infty} \), the set \( \{v(F(a, b)) \mid a, b \in \mathcal{O}_v \} \) is a cofinal subset of the set of all values \( < v_t \mathbb{F}_p((t)) \) in \( vL \) and thus has no maximal element. This proves that \( (L, v) \) is not extremal.

5. Some further results

An Ax-Kochen-Ershov Principle as in Theorem 4.2 also holds for formally \( \wp \)-adic fields (see \([12]\) ) and, more generally, for finitely ramified fields (see \([3], [14]\) ). A formally \( \wp \)-adic field is \( \wp \)-adically closed if and only if it is henselian and its value group is a \( \mathbb{Z} \)-group. Formally \( \wp \)-adic and finitely ramified fields are algebraically
complete as soon as they are henselian. Hence, we obtain from Theorems 4.1 and 1.1 via the Ax-Kochen-Ershov Principle:

**Theorem 5.1.** A formally $\wp$-adic field is extremal if and only if it is $\wp$-adically complete. A finitely ramified field is extremal if and only if it is henselian and its value group is a $\mathbb{Z}$-group.

If $K = (K, \Gamma, k; v)$ is a valued field such that $v = w \circ \bar{w}$, then by Lemma 2.9, $v$ is henselian if and only if $w$ and $\bar{w}$ are. The same holds for “algebraically complete” in the place of “henselian”. The corresponding assertion for “extremal” is not entirely known. We leave the easy proof of the following result to the reader:

**Lemma 5.2.** If $K$ is extremal, then $K$ is also extremal with respect to every coarsening $w$ of $v$.

From our characterization of extremal fields we obtain:

**Proposition 5.3.** Let $K = (K, \Gamma, k; v)$ be a perfect algebraically complete valued field such that $\text{char } k = \text{char } K$ and $v = w \circ \bar{w}$. Then $K = (K, \Gamma, k; v)$ is extremal if and only if $K$ is extremal with respect to $w$ and the residue field of $K$ under $w$ is extremal with respect to $\bar{w}$.
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