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Abstract

This paper describes the track-finding algorithm that is used for event reconstruction in the Belle II experiment operating at the SuperKEKB -factory in Tsukuba, Japan. The algorithm is designed to balance the requirements of a high efficiency to find charged particles with a good track parameter resolution, a low rate of spurious tracks, and a reasonable demand on CPU resources. The software is implemented in a flexible, modular manner and employs a diverse selection of global and local track-finding algorithms to achieve an optimal performance.

1. Introduction

The SuperKEKB accelerator complex [1] located at Tsukuba, Japan is designed to achieve a world-record instantaneous luminosity for collisions of $8 \times 10^{35}$ cm$^{-2}$ s$^{-1}$. The collisions of 4 GeV positron and 7 GeV electron beams are recorded by the upgraded successor of the Belle detector [2], which is called Belle II [3]. The expected data sample with an integrated luminosity
of 50 ab$^{-1}$ will allow the Belle II experiment to study meson decays with unprecedented accuracy.

The high instantaneous luminosity poses, however, several additional challenges. The signal and background rates are expected to increase significantly compared to those observed at Belle. The larger data samples will act to reduce statistical uncertainties, this emphasizes the need to keep systematic effects under control. The experiment therefore requires highly performing track-finding software, capable to cope with high rates and significant background, while maintaining high efficiency and resolution for particles with momenta as low as 50 MeV/c.

The track-finding algorithms used in Belle II are built on the experiment’s modular software framework [4] and can be combined for an optimal overall performance. The algorithms use both local and global track-finding methods based on cellular automaton [5, 6, 7, 8] and Legendre transformation [9], respectively, as well as combinatorial Kalman filter (CKF) approaches [10, 11, 12, 13]. A specific feature of the Belle II tracking is a heavy use of multivariate methods, based on the gradient boosted decision tree implementation provided by the FastBDT package [14], to improve background filtering and track-candidate search. The performance of the track finding is estimated using a detailed simulation of the Belle II detector using → events with expected background overlaid.

The paper is organized as follows. Section 2 describes the main components of the Belle II tracking devices: the silicon-based vertex detector (VXD) and the central drift chamber (CDC). Properties of signal events and background are discussed in Section 3. Section 4 describes the event simulation and methods used to gauge the tracking performance. The description of the reconstruction of hits in each of the tracking detectors is given next in Section 5. The general strategy for track reconstruction is outlined in Section 6 after which the CDC track finding is explained in Section 7. Track finding with the silicon vertex detector (SVD) using the concept of dedicated Sector Maps and a local track finding algorithm is discussed in Section 8 followed by the description of the CKF in Section 9. Section 10 presents performance studies of the Belle II track finding using simulated events and Section 11 summarizes the results.
Figure 1: The Belle II Vertex Detector volume. The four outer layers are the silicon vertex detector and the pixel detector is in the center.

2. Belle II Tracking System

The trajectories of the charged long-lived decay products of the mesons are measured by the Belle II tracking detectors: the silicon based vertex detector and the central drift chamber. The origin of most of these trajectories is in the proximity of the interaction point (IP). The trajectories pass through the beam pipe which is comprised of two thin walls of beryllium enclosing a duct through which liquid paraffin flows. The inner wall of the beam pipe is sputtered with a thin layer of gold to shield the VXD from synchrotron radiation. The beam pipe radiation length for particles crossing it at a 90° angle is 0.79%. A thin superconducting solenoid provides a magnetic field of about 1.5 T directed along the nominal mechanical axis of the CDC support cylinder. A system of final focusing quadrupole and compensating solenoid magnets is situated close to the IP. The field remains fairly homogeneous and varies on the order of 1% in the entire tracking volume.

In spherical coordinates, with the $z$ axis parallel to the CDC axis of symmetry and directed along the boost direction, the CDC covers the $\theta$ range comprised between 17° and 150° and the full $\phi$ range. Just outside the CDC there are additional detectors for the reconstruction of neutral particles and particle identification.

A rendering of the VXD is shown in Figure 1. The VXD is composed of two detectors, the pixel detector (PXD) and the SVD, which are based on DEPFET \cite{15} and double-sided silicon strip technologies, respectively. An overview of the key figures of the PXD is shown in Table 1. The PXD consists of two approximately cylindrical layers with radii of 14 and 22 mm. The inner (outer) layer contains eight (twelve) ladders with a size of approximately 1.5...
Table 1: Specifications of the Belle II PXD.

| Layer | Radius (mm) | Ladders | Sensors | Pixels/Sensor | Pitch $u \times v$ (µm × µm) |
|-------|-------------|---------|---------|--------------|-----------------------------|
| 1     | 14          | 8       | 16      | 250×768      | 50 × (55 to 60)             |
| 2     | 22          | 12      | 24      | 250×768      | 50 × (70 to 85)             |
| Sum   | 20          | 40      | 7       | 7680000      |                             |

by 10 cm (1.5 by 13 cm). Each ladder is built by gluing two DEPFET modules together at their short edge. In total there are 40 PXD sensors. The ladders overlap with each other in $r$-$\phi$ (local $u$ coordinate), while there is a 0.85 mm gap between the two sensors on each ladder in $z$ (local $v$ coordinate). The sensitive region of the PXD is 75 µm in thickness while the edges, which provide the mechanical stiffness to the structure and make the PXD ladder self-supporting, are 450 µm thick. One of the two long sides of each ladder is equipped with twelve switchers, six for each module. These switchers are the only PXD ASICs (Application Specific Integrated Circuits) inside the tracking volume. The other ASICs of the PXD are on the two short edges of each ladder in close contact to the cooling blocks that support the detector. The structure is extremely light with the equivalent thickness for a PXD layer of 0.2% of the radiation length. In both layers, the PXD pixel matrix is organized in rows comprising of 250 pixels with a pitch of 50 µm that run in the $u$ direction, and columns comprising of 768 pixels with pitches varying between 55 µm and 85 µm that run along the $v$ direction. In total the PXD comprises approximately eight million pixels.

Table 2: Specifications of the Belle II SVD.

| Layer | Radius (mm) | Ladders | Sensors | Strips/Sensor $u, v$ | Pitch $u, v$ (µm, µm) |
|-------|-------------|---------|---------|---------------------|-----------------------|
| 3     | 39          | 7       | 14      | 768, 768            | 50, 160               |
| 4     | 80          | 10      | 30      | 768, 512            | 75 to 50, 240         |
| 5     | 104         | 12      | 48      | 768, 512            | 75 to 50, 240         |
| 6     | 135         | 16      | 80      | 768, 512            | 75 to 50, 240         |
| Sum   | 35          | 172     | 132,096 | 91,648              |                       |

Table 2 shows the key figures of the SVD. The SVD consists of four layers of double-sided silicon strip detectors. All the layers have a barrel-
shaped part with rectangular sensors. The forward section of the outermost three layers has a lamp-shade geometry made of trapezoidal sensors. This setup minimizes the amount of material for the particles originating from the IP. The radii of the four SVD layers range from 39 mm to 135 mm. The layers consist of 7 to 16 ladders, with 2 to 5 sensors per ladder, respectively. Similarly to the PXD, the SVD ladders overlap in $u$ while there is a 2 mm gap between the sensors on each ladder in $v$. Each sensor of the first layer of the SVD has 768 strips per side, with readout pitches of 50 µm on the side measuring the $u$ coordinate and 160 µm on the side measuring the $v$ coordinate. The barrel sensors of the three outer layers have 768 strips with a readout pitch of 75 µm in $u$ and 512 strips with a readout pitch of 240 µm in $v$. The slanted sensors of these layers have the same number of strips in the respective directions, and the same pitch in $v$. The pitch in $u$-direction varies from 75 µm at the back to 50 µm at the front side, due to the trapezoidal shape. The readout strips are interleaved with floating strips to improve the spatial resolution. In total, there are 172 SVD sensors with about 220 thousand read-out strips. Each SVD sensor has a thickness of 320 µm. The contribution to the overall radiation length due to mechanical support structure, electronic read-out and cooling is kept at a minimum so that the material of the outer SVD layers is equivalent to 0.6% radiation length at normal incidence.

Figure 2: Left: A quadrant of a slice of the $r$-$\phi$ projection of the drift chamber. The innermost superlayer contains eight layers, all others contain six. Right: A visualization of stereo wires (bottom) relative to axial wires (top). The skew is exaggerated.

The main specifications of CDC are given in Table 3. The inner volume of the CDC contains about 50,000 sense and field wires, defining drift cells
Table 3: Specification of the Belle II CDC.

| Layer | Radius of Sense Wires (mm) | Number of Wires | Drift Cell Size (cm) | Average Resolution (µm) |
|-------|-----------------------------|-----------------|----------------------|-------------------------|
| 1 to 56 | 168 to 1111.4 | 160 to 384 | ~1 to ~2 | 120 |

with a size of about 2 cm. The electric field in the drift cells is approximately cylindrical leading to a two-fold ambiguity with the same drift time measured for the tracks passing at the same distance on either side of the sense wire (left-right passage ambiguity). The sense wires are arranged in layers, where six or eight adjacent layers are combined in a superlayer, as seen in Figure 2. The outer eight superlayers consist of six layers with 160 to 384 wires. The innermost superlayer has eight layers with 160 wires in smaller (half-size) drift cells to cope with the increasing background towards smaller radii. The superlayers alternate between axial (A) orientation, aligned with the solenoidal magnetic field, and stereo (U, V) orientation. Stereo wires are skewed by an angle between 45.4 and 74 mrad in the positive and negative direction. The direction changes sign between U and V layers, with a total superlayer configuration of AUAVAUA. The drift distance resolution of the drift chamber is about 120 µm. By combining the information of axial and stereo wires it is possible to reconstruct a full three-dimensional trajectory.

3. Belle II Events and Background

The events recorded by the Belle II experiment can be classified according to the scattering process occurring at the interaction point. The main category is composed of the events in which the annihilation of an electron-positron pair produces an resonance. This resonance decays promptly into a quantum entangled state of two mesons. The meson decay vertices have an average spatial separation of ~130 µm. Thus a tracking detector resolution significantly better than that is required to resolve them. This is crucial for the measurements of the time dependent CP and T violation as well as tests of the CPT symmetry in the meson system. The decay-vertex resolution relies on the spatial resolution of the PXD sensors as well as their proximity to the IP in order to reduce the extrapolation lever arm, and thus the effects of multiple Coulomb scattering on the measurement of the impact parameters.
Figure 3: Transverse momentum distributions of primary charged particles as simulated for events. A logarithmic scale is used for the $x$ axis. The distribution of each charged particle type is normalized to the total number of tracks from the respective type. The vertical line at 100 MeV/c indicates the transverse momentum threshold below which a track can only be found by the SVD. Charged particles with transverse momenta below the value 300 MeV/c marked by the second vertical line can curl inside the CDC volume.

Studies of (semi)leptonic decays often require the reconstruction of the missing neutrino by exploiting four-momentum conservation. Hence the tracking algorithm needs to find all of the charged final state particles. This is demanding since there are about 11 tracks per event on average. Moreover, the momentum spectrum of the particles is quite soft, ranging from a few tens of MeV/c to a few GeV/c (Figure 3). It is also essential to keep the rate of fake and duplicate tracks as low as possible.

The reconstruction of particles with momenta below 200 MeV/c is particularly challenging since the trajectories are heavily affected by multiple Coulomb scattering and by energy loss in the material. Moreover, only the measurements of the four layers of the SVD are available to the pattern recognition algorithms for most of the tracks in this low momentum region. The soft momentum spectrum is also challenging for the CDC since particles with momenta below 300 MeV/c can loop several times in the CDC volume producing hundreds of hits. The relative abundance of the long lived charged
particles produced in decays is illustrated in Figure 4.

Other categories of events are also of importance to the experiment. Most notably -pair and events improve the existing limits and measurements on the lepton sector and on the charmed mesons. The experiment will also be used to search for non-Standard Model particles, i.e. dark photons, axion-like particles, or magnetic monopoles that might be produced directly in collisions. These events are characterized by a lower track multiplicity, a stiffer momentum spectrum, and by a less spherical event topology.

Particles lost by beam-gas and Touschek scattering, as well as due to non-linearities of the machine lattice, lead to additional hits in the detector. The occupancy due to this machine background is expected to be very high as a consequence of the high beam currents, small emittances, and large beam-beam tune shifts needed to reach the design luminosity [16]. The electromagnetic processes occurring at the interaction point, radiative Bhabha and electron-positron pair production, whose cross sections are of the order of several mb, are going to be the leading effects for the beam particle loss rate at nominal luminosity.

The VXD occupancy is expected to be largely dominated by soft electron-positron pairs produced at the IP by the process →. The forward and backward sections of the SVD may be hit by an electromagnetic shower originating from Bhabha electrons interacting in the support structure of the final focusing magnets. The number of background hits exceeds the signal hits by two orders of magnitude resulting in a PXD inner layer pixel occupancy
close to 2% and an SVD inner layer strip occupancy close to 3%.

The CDC occupancy is also expected to be dominated by the hits left by particles coming from electromagnetic showers initiated by beam particles. These interact with the material around the final focusing magnets which are well inside the CDC volume. Figure 5 shows the CDC measurements produced by simulated beam-induced background for the nominal instantaneous luminosity.

4. Simulation and Track Finding Efficiency Definition

A full simulation tool based on Geant4 [17] is used to model the detector and collider properties. Using the information from the particle generator and the Geant4 simulation of the particles traversing the detector volume, an ideal track finder, called Monte Carlo (MC) track finder, is implemented. Its performance is limited only by the detector acceptance, efficiency and resolution, and by definition cannot be surpassed. A set of figures of merit has been developed to qualify and tune the track finding algorithms. The analysis is limited to tracks identified by the MC track finder (MC-tracks from...
Figure 6: Illustration of the effect of the detector acceptance on the track finding efficiency for primary particles dependent on (a) the true transverse momentum $p_T$ and (b) the true polar angle $\theta$. For this purpose the track finding efficiency is shown normalized to the number of MC-tracks, where the acceptance is already accounted for in the denominator (labeled *w/ Acceptance accounted for*), and normalized to all primary and stable, charged Monte Carlo particles, where the effect of the nonperfect acceptance results in a lower efficiency. The acceptance itself is shown as ratio of the two finding efficiency below both plots. In these figures, all tracks from decays are used for the evaluation of the acceptance and the efficiency.
having enough hits to completely determine the five parameters of the helix-like trajectory.

A good track finding algorithm should behave as closely as possible to the MC track finder. In particular, each track should be assigned all of the hits of one and only one MC particle. Two figures of merit are defined for each pair of MC-track and a track found by the pattern recognition (PR-track):

- The **hit efficiency** quantifies how efficient the pattern recognition is in identifying all the hits belonging to a single particle. It is defined as the fraction of hits of a given MC-track contained in a given PR-track. Ideally, there should be one and only one PR-track containing all the hits of a given MC-track, thus the **hit efficiency** should be 100% for the correct pair and zero for all others.

- The **hit purity** quantifies how precise the pattern recognition is in identifying the hits belonging to only one particle. It is defined as the fraction of hits of a given PR-track contained in a given MC-track. Ideally, there should be one and only one MC-track to which all the hits of a given PR-track belong, thus the **hit purity** should be 100% for the correct pair and zero for all others.

A PR-track is defined as **matched** to a given MC-track if the hit purity exceeds 66% and the hit efficiency exceeds 5%. The low hit efficiency requirement accounts for low momentum tracks curling in the tracking volume which may leave several hundred of hits.

If there are two or more PR-tracks that are matched to the same MC-track, the PR-track with the highest hit purity is defined as the correctly identified match and the remaining PR-tracks are defined as **clones**. If multiple PR-tracks have the same hit purity, the hit efficiency is used in addition to the purity to identify the match.

The **track finding efficiency** is defined as the fraction of matched MC-tracks over all MC-tracks. This definition of the track finding efficiency factors out the effect of the limited acceptance of the detector, allowing for an easier interpretation of the performance of the algorithms. Figure 6 shows the effect of the detector acceptance on the track finding efficiency by comparing the fraction of matched MC-tracks normalized to all MC-tracks and normalized to all primary charged Monte Carlo particles. For both cases the same data set of events with nominal background are used. Additionally,
the ratio of the two efficiencies, which corresponds to the detector acceptance, is shown.

If the PR-track fails the purity requirement, e.g., the PR-track is made up of hits from two MC-tracks, each one with a hit purity below 66% or the PR-track is made of background hits, it is defined as a *fake*.

5. Input to Tracking Algorithms

*PXD Reconstruction*

In order to reduce the Belle II data rate to an acceptable level, events are required to pass a software-based high-level trigger (HLT). Data from the PXD do not contribute to the HLT decision, and are therefore buffered in the readout chain. In case an event is accepted, the track information from the HLT is used to define so-called *Regions Of Interest* (ROIs) on the PXD planes. Only PXD hits within these ROIs are stored.

Neighboring pixels with a charge above a threshold are combined into clusters. The cluster position and charge are taken as input for the tracking algorithm.

*SVD Reconstruction*

The SVD reconstruction software provides in addition to cluster charge and position information also cluster time information to the tracking algorithms.

SVD clusters are formed by combining adjacent strips with a signal-over-noise ratio (SNR) above three. At least one strip in the cluster is required to have a SNR above five. The charge of the cluster is computed as the sum of the charges of the strips, while the cluster time and position are evaluated as the charge-weighted average of the strip times and positions, respectively. The cluster position resolution depends on the cluster size and strip pitch, as shown in Table 4.

The creation of space points follows the clustering and is achieved by combining all clusters on one side of a sensor with clusters on the other side. The only requirement is that the cluster time (on both sides) is greater than a minimum value. The cluster time information helps to reject the majority of the out-of-time clusters, created by beam-background particles produced before, or after the collision event of interest. The SVD cluster time resolution varies between 2 ns (for Bhabha events) and 4 ns (hadronic events), being slightly better on the $v$ side due to a faster response of the electronics.
Table 4: Cluster position resolutions for different cluster sizes (one, two and larger than two) and strip pitch, evaluated on MC simulation. Resolutions are measured as 68% coverage of the residual distributions.

| Sensor | Side | Pitch (µm) | Size = 1 | Size = 2 | Size > 2 |
|--------|------|------------|----------|----------|----------|
| Layer 3 | u    | 50         | 5.2      | 3.7      | 7.6      |
|        | v    | 160        | 18.1     | 12.1     | 18.0     |
| Slanted| u    | 52–75      | 6.8      | 4.5      | 8.6      |
|        | v    | 240        | 34.4     | 18.0     | 21.4     |
| Barrel | u    | 75         | 7.7      | 5.1      | 8.8      |
|        | v    | 240        | 24.8     | 17.1     | 20.5     |

on that side. The good time resolution allows the algorithm to reject 60% of the background space points, while retaining 100% of the interesting ones. The cluster time information provided by the SVD is also used later in the reconstruction, in the pattern recognition step, as described in Section 8.

**CDC Reconstruction**

The front-end read-out electronics of the CDC use a time-to-digital converter with a 1 ns resolution. This is used to measure the time between the event’s trigger signal and the arrival of the drift electrons at the sense wire, the so-called drift time. With the $x$-$t$ relation function, which is an approximation between drift time and distance parameterized in various areas of the CDC, the actual relative distance between the sense wire and a passing particle can be computed and used for track finding purposes. An additional front-end read-out provides amplitude information, sampled at 33 MHz. This information is used for the determination of the energy loss, employed by the particle identification. It can also be used to separate signal and background hits.

6. High-Level Description of the Tracking Setup

The Belle II software uses data processing *modules*, written in C++, which are loosely coupled and transfer data via a common exchange container. This allows for the reconstruction task to be split into different sub-tasks which can be placed into a chain of independent and interchangeable modules performing the corresponding task. The **RecoTrack** class is used as
Figure 7: A schematic representation of the track’s trajectory in the $x$-$y$ (left), $z$-$y$ (middle) and $z$-$s$ (right) projections. All dimensions are in cm. The track parameters are: $d_0$, the signed distance of the closest approach to the $z$ axis (POCA); $\phi_0$, the angle defined by the $x$ axis and the track transverse momentum at the POCA; $z_0$, the $z$ coordinate at the POCA; and $\lambda$, the track dip angle. Also shown is the track radius $R$, which is the inverse of the absolute value of the track curvature $\omega$.

A common exchange format between algorithms to transfer track candidates from the different tracking detectors and their respective hits or clusters. The final output of the track reconstruction is the Track class, which provides the fitted track parameters for the analysis user.

The track trajectories are represented locally using the helix parameterization, see Figure 7. The three helix parameters in the $x$-$y$ plane are: the signed distance of the point of closest approach (POCA) to the $z$ axis, $d_0$; the angle defined by the $x$ axis and the track transverse momentum at the POCA, $\phi_0$; and the track curvature signed with the particle charge, $\omega$. The helix can be represented by a straight line in the $s$-$z$ space, with $s$ being the path length along the circular trajectory in the $x$-$y$ projection. The two corresponding parameters are: the $z$ coordinate at $d_0$, $z_0$; and the tangent of the dip angle $\tan \lambda$.

Figure 8 shows an overview of the steps performed for track reconstruction at Belle II. Due to the very different properties of the three tracking detectors, different algorithms are used for each of them. As a first step, the measured signals in the CDC are filtered and reconstructed by two independent algorithms: a global track finding based on the Legendre [9] algorithm and a local algorithm employing a cellular automaton. The results of both algorithms are merged and the CDC-only tracks are fitted employing a deterministic annealing filter (DAF) [18]. A combinatorial Kalman filter (CKF) is used to enrich the CDC tracks with SVD clusters. High-curvature tracks that
Figure 8: Overview of the steps performed for track reconstruction at Belle II. See text for more details.
did not produce enough hits in the CDC are reconstructed with a standalone SVD track finder using an advanced filter concept called Sector Map and a cellular automaton. The results are combined, fitted again with a DAF and extrapolated to the PXD with a second CKF. At this step the track finding stage is complete. The following sections describe these steps in more detail.

The final step after the track finding includes a track fit using the DAF provided by the GENFIT2 package. For the fit, a specific particle hypothesis must be assumed to calculate the energy loss and the material effects correctly. In Belle II, all reconstructed tracks are fitted with the , and hypotheses. The results of the fit is stored to be used in physics analyses.

7. CDC Algorithm

Two distinct algorithms are used for the track finding in the CDC: global, and local track finding. This enables a high track-finding efficiency while keeping the fake rate low. The global track finding searches for patterns of hits consistent with helix trajectories, even with missing hits, while the local track finding detects extended patterns of nearby hits.

Both algorithms make use of the specific geometry of the CDC and exploit the flexibility of the software framework. The software is written in a modular manner allowing for different sequences of algorithms. Currently, the global track finding is performed first, after the initial filtering of the CDC hits. Thus the global algorithm serves as the primary finding algorithm, which is followed by the local track finding algorithm. The latter helps with reconstructing displaced tracks which originate far away from the interaction point. The track candidates of both algorithms are then merged and post-processing is performed to remove falsely attached hits and, potentially, to attach additional ones. The reconstructed tracks are then passed to the DAF algorithm to be fitted.

Global CDC Track Finding

The global track finding in the CDC is based on the Legendre transformation. It is first performed in the $r$-$\phi$ plane, using wire information from axial layers only. After that, it is extended to the three-dimensional space, by attaching wires from stereo layers to existing $r$-$\phi$ trajectories. The primary target of the algorithm is finding tracks originating from the vicinity of the origin in $r$-$\phi$. It is adjusted to identify also slightly offset tracks.
In the first step of the algorithm, the position information in axial layers is approximated by drift circles. These drift circles are calculated using a calibrated $x$-$t$ relation and time information corrected for particle time-of-flight and signal propagation time along the sense wire. For the time propagation correction, it is assumed that particle trajectories are straight lines from the origin, that particles travel with the speed of light, and that they cross the sense wires in the middle. These assumptions are revised when the track parameters are determined.

The reconstruction in the $r$-$\phi$ plane continues with a conformal mapping with the center at the origin. This operation transforms circular trajectories starting from the origin to straight lines while the drift circles remain circles. The track finding in the conformal space is thus reduced to the determination of straight lines tangential to a set of circles.

The equation of a tangent to a drift circle in conformal space can be represented using the two Legendre parameters $\rho$ and $\theta$ as

$$\rho = x_0 \cos \theta + y_0 \sin \theta \pm R_{dr},$$

where $(x_0, y_0)$ and $R_{dr}$ represent the center of the circle and its radius, respectively. Hence, each drift circle maps to a pair of sinusoids in the $\rho$-$\theta$ track-parameter space. The track recognition and track parameter determination correspond to finding the most populated regions in the $\rho$-$\theta$ space. An efficient method to localize these regions is a two-dimensional binary search algorithm, as illustrated in Figure 9a. The algorithm consists of dividing the $\rho$-$\theta$ space into four equally sized bins and selecting the most populated of them for further subdivision, until convergence.

The two-dimensional binary search algorithm uses a dedicated quadtree data structure \[19\] to store intermediate search results. Each node in the quadtree is linked to four children, corresponding to four sub-bins of the node. In general, the search is continued only for the sub-bin containing the most hits. However, it is possible to step back and examine other directions, without repeating the search from the beginning, which speeds up the search for multiple track candidates.

The binary search stops when the bin size becomes smaller than a resolution parameter that is taken to be dependent on $\rho$. This accounts for the smearing of the track parameters due to the energy loss, non-uniformity of the magnetic field, displaced IP, uncertainty of the drift circle radii and wire displacements. The resolution function is optimized using simulated events.
The introduction of the resolution function as the stopping criterion allows to extend the algorithm to non-standard bin sizes. For a track that is displaced from the origin, the crossing points in the Legendre space may be split between two bins. This effect can be reduced greatly by allowing for overlapping bins. Bins extended by 25% with respect to the exact division are used. A positive side effect of this feature is that the overlapping bins tend to slide towards the maximal density of intersections, as illustrated in Figure 9b.

Multiple tracks are found iteratively, using several passes over the Legendre space. At each pass a new track candidate is declared to be found when it satisfies certain quality criteria, such as the number of attached hits. These quality criteria can be varied to increase finding efficiency for different track topologies. Hits corresponding to the found track candidates are removed from further iterations. The high-momentum tracks crossing all CDC layers are searched for first, followed by curling tracks and tracks with large longitudinal momentum, which leave the chamber at smaller radii.

The \( r-\phi \) track candidates are subjected to a post-processing step, performed in the physical \( r-\phi \) space using the fast fitting algorithm of \[20\]. Firstly, the track candidates are checked to see if they can be merged, to reduce the clone rate. This includes the merging of individual loops from curling tracks. The merge algorithm uses a \( \chi^2 \)-based criterion, comparing the quality of the circular fits to the hits from the separate track-candidates.
to the fit to the combined set of hits. In addition, hits from the track candidates are examined to determine if they have to be removed or re-assigned to other tracks. Finally, all unassigned hits are checked to determine if they can be attached to the existing track candidates.

Hits from stereo layers, containing z information, are added to the r-φ trajectories at the next step. The r-φ trajectory is used to reconstruct the position information of each stereo measurement. As the stereo wire can be approximated by a straight line and the drift circle does not have direction information, finding the position gives two solutions: either the drift circle is enclosed by the trajectory circle, or not — giving two possible position values for each hit. Stereo hits with a reconstructed z coordinate $z_{\text{rec}}$ determined far outside the detector volume are dismissed. Given that $z_{\text{rec}}$ depends strongly on the estimated r-position of the trajectory at the stereo wire which may be not very accurate, hits as far as twice the physical drift chamber length are retained.

The problem of track finding becomes very similar to the search in the conformal mapping of the r-φ space which makes it possible to use the same algorithm as described above. This time, the trajectory is straight in the s-z space and it can be described by the equation

$$z_0 = z_{\text{rec}} - \tan \lambda \cdot s_{\text{rec}},$$

with $s_{\text{rec}}$ being the path to the stereo-wire hit. This gives a line of possible trajectory parameters $(z_0, \tan \lambda)$ for each stereo-layer hit. The point with the most intersections of the lines in the parameter space is used to determine the track parameters. For this, an analogous implementation of the quadtree algorithm as described above is used.

The stereo-wire hits that are found are added to the r-φ track only in the case they are not selected for another r-φ track. On average, 19% of the hits are compatible with more than one of the tracks. In these cases the hits are not added to any track which increases the purity of the hit assignment.

Local CDC Track Finding

To complement the global search approach, and to detect short tracks and tracks displaced from the IP with a high efficiency, the local track finder operates without any assumption on the origin of tracks. The algorithm searches for connected hits in the CDC superlayers, so called segments. This search uses the cellular automaton concept, which acts on an acyclic graph

\textit{Local CDC Track Finding}
of vertices connected by edges. More specifically, a weighted cellular method is used, where the vertex $i$ has the weight $\Theta_i$ and the edge between the vertices $i$ and $j$ has the weight $w_{ij}$. Now, track finding can be formulated as maximization of an energy function which can be formulated with

$$E_i = \sum w_{ij} + \sum \Theta_j,$$

where the sums are taken along a path to the vertex $i$. The concept of the weighted cellular automaton is employed in two different stages:

**Segment building stage.** Vertices (triplets) are formed by combining three neighboring hits and assuming the left-right passage hypotheses for a unique trajectory through these three hits\(^1\). A linear trajectory is then extracted from the measured drift circles by a least-squares method and the weight $\Theta_j$ is assigned based on the $\chi^2$ value of the fit. Edges are created from neighboring triplets that share two hits and which pass loose feasibility cuts, with the weight $w_{ij}$ determined based on the $\chi^2$ value of the straight line fit to the four drift circles (see Figure 10). The algorithm allows for information missing from one CDC layer.

**Track building stage.** This stage combines the individual segments found in the axial and stereo superlayers to longer tracks. The vertices are created from a pair of segments in neighboring axial- and stereo-wire superlayers. The weight $\Theta_j$ of each vertex is computed with a $\chi^2$ circle fit using the Rie-mann method\(^2\) and the reconstruction of the $z$ coordinate is performed.

\(^1\)In general, several triples are built for a given set of three neighboring hits, depending on the left-right passage hypothesis.
using a linear fit in the $s$-$z$ space. Neighboring vertices that share one segment form the edges in the cellular automaton’s graph (see Figure 11). The corresponding weight $w_{ij}$ is computed based on the $\chi^2$ value of the fit to hits from all segments. Additional information, such as the number of hits per segment, can be included in the weight calculation using multivariate analysis methods.

**Combination of Local and Global Tracking Results**

The two track finding algorithms described above are both used to find tracks from the full set of CDC hits. This is done to exploit their specific benefits, with the global track finding capable to reconstruct tracks with several missing layers and the local track finding having similar efficiency regardless of the track origin.

For combining the results of both tracking approaches, the track candidates from the global track finder are used as a baseline. Segments found by the local track finder are added to those tracks using a multivariate approach. The track-segment combination is based on FastBDT [14], which uses several variables calculated from the track and the segment (e.g. the number of common hits, helix parameters, hit-to-trajectory distances) into one single number, which classifies between correct and wrong matches. The multivariate method is trained using simulated events.

Several quality filters based on multivariate estimators are applied to the found tracks and their hits. This increases the hit purity, improves the track parameter resolution, and decreases the rate of fake and clone tracks.
8. SVD Standalone Algorithm

A dedicated standalone algorithm is employed for the task of track finding with the SVD. This algorithm reconstructs the low momentum particles with a transverse momentum of less than 100 MeV/c which deposit too few hits in the CDC. However, due to the proximity of the SVD to the beam, the algorithm has to cope with a high occupancy from beam-induced background. The original idea and implementation for this algorithm, called the VXD Track Finder (VXDTF), is described in [22]. Further improvements of the algorithm, which are partly described in [23] and [24], led to its second version, VXDTF2.

The input to the VXDTF2 algorithm is the set of the three dimensional space points created in the pre-processing steps described in Section 5 from the SVD measurements. The VXDTF2 algorithm consists of three steps. In the first step, graphs of related space points are created using geometrical information. A map, called a Sector Map [25], containing the geometrical relations between different regions of the silicon detector as well as additional selection criteria, supplies the necessary input for this step. The prepared graphs are then evaluated in the second step by a cellular automaton which yields a set of paths. As third step, the final set of SVD track candidates is chosen by selecting the best paths.

**Sector Map**

The Sector Map is a data structure that holds information about how space points in different regions of the detector can be related by tracks. To cope with the high number of possible combinations of space points, the sectors on sensor concept — originally proposed in [25] — is used for track finding with the SVD. This concept consists in subdividing each sensor into smaller sections, called sectors. The default setup is a division of each sensor element into three parts along its width and three parts along its length.

---

2It is also possible to use the three dimensional measurements provided by the PXD. However, due to the combined effect of its proximity to the beam line and the lower readout frequency of its sensors, the PXD is subject to a substantially higher occupancy from beam-background induced hits. Omitting the PXD measurements from the track-finding process simplifies the combinatorial problem and leads to a purer set of track candidates produced by the standalone algorithm. The task of evaluating the additional information available in the measurements of the PXD is passed on to a dedicated algorithm described in Section 9.
resulting in nine sectors per sensor. It is possible to adjust the number of sectors individually for each sensor, which allows the granularity to be adapted to changing detector conditions during the run time of Belle II. This representation of the SVD geometry allows to define directed relations between sectors of the detector which commonly contain measurements of the same track, as illustrated in Figure 12, where the sectors 6 and 15 are related due to the track traversing both sectors. The direction of the relations is defined by the order in which the sectors are traversed. A mapping among sectors defined by these relations allows for a significantly reduced number of combinations of space points as input to the algorithm.

In addition to the relations between sectors of the detector geometry, the Sector Map holds selection criteria to be fulfilled by combinations of space points on related sectors. These criteria are called filters and are defined for pairs of two as well as triplets of three space points. They provide a way to reject background hits and thereby a further reduction of the space point combinations to be evaluated per event. Each filter is a function which calculates a specific quantity, called filter variable, for a given space point pair or triplet, and checks if the result is within a given validity range. The validity range depends on the filter variable and on the sectors. It is stored for
each individual sector combination alongside the respective relation between sectors in the Sector Map. Filter variables are mostly geometrical quantities derived from the spatial information of the space points, or are calculated from the precise timing information provided by the SVD.

The variables calculated for filters for space point pairs are simple quantities such as distances between the two space points (in one-, two-, and three-dimensions), angles in $\phi$- and $\theta$-direction defined by the two space points, or the difference in their detection times. An illustration of the combined application of a selection of such filters is depicted in Figure 13.

More complicated quantities can be evaluated for filters based on the combination of three space points. These include for example the angle enclosed by the two segments defined by the three space points, or the position of the center as well as the radius of the circle defined by the three space points in the $x$-$y$ plane. Space point triplet filters based on the SVD timing information are also employed. As the SVD is composed of only four layers and a triplet of space points already provides enough degrees of freedom to unambiguously define a helix trajectory of a charged particle in a magnetic field, further filters for combinations of four and more space points are not considered.

The directed relations between sectors as well as the filter selection criteria are obtained via a training process based on Monte Carlo events. For this purpose, a dedicated sample of representative events is generated. Track candidates are selected from this training sample using the MC track finder (see Section 4). Additional samples of high-momentum tracks such as simulated high-momentum muon events or simulated Bhabha events can be incorporated into the training process as events don’t typically produce such tracks. Based on this set of tracks, directed relations between pairs of sectors are obtained for all pairs of sectors which have been traversed subsequently by at least one track. The selection ranges for the filters are defined by the minima and the maxima or by quantiles of the distributions of the respective filter variables as observed during the training for each individual sector combination.

This training process allows the Sector Map to learn the geometry of the SVD setup. Hence, it can adapt to changing detector conditions like defects on the sensors or even the loss of complete sensors or layers, as long as these defects are modeled by the simulation. The Sector Maps produced in this manner are stored in the database of Belle II, which allows defining different Sector Maps for different run conditions.
Figure 13: Illustration of the selection power of the combination of several Sector Map filters. The illustration depicts a sensor plane and the areas selected by several Sector Map filters calculated for a given space point on another sensor layer. Only space points within these areas are allowed to be combined with the given space point on the other layer. The combination of all filters reduces the allowed region to the area shown in black.

Track Finding Algorithm

To address the high combinatorics during the process of building track candidates from the space points provided by the SVD, the Sector Map filters are used. A first directed graph, called sector network, is build for an event with all active sectors (sectors on which hits are detected) as nodes. The edges connecting the nodes of the sector network are given by the directed relations stored for the respective active sectors in the Sector Map.

The next step comprises the creation of a second directed graph with the space points on the active sectors of an event as nodes. The edges of this space point network are given by the edges of the sector network and connect space points in pairs if they pass the criteria of the Sector Map filters for space point pairs. Their directions are defined by the respective edges in the sector network. The resulting space point pairs are called segments. Next, pairs of such segments that have a space point in common are combined into triplets of space points, creating a third directed graph with segments as nodes, which is therefore referred to as a segment network. Again, the criteria given by the respective filters for space point triplets provided by the Sector Map are considered during the combination of the segments to triplets.
All paths given by the edges of the segment network with a minimal length of three space points are considered as track candidates without further restrictions from the Sector Map. A cellular automaton is used to gather the longest paths in the graph, beginning with the nodes on the outermost layers as these are least occupied by beam-background induced hits.

Gathered this way, the track candidates in an event may share SVD clusters or even space points. At this stage of the algorithm, the number of fake and clone track candidates make up more than half of the track candidates and are directly related to the overlaps among a set of tracks. To reduce the fraction of fakes and clones, the final set of track candidates for an event is required to be composed only of candidates which do not share any SVD clusters among them. As roughly 5% of all tracks in a normal event share at least one SVD cluster with another track, this introduces a small loss of less than 1% in finding efficiency to the benefit of an increase in purity for the final set of track candidates by a factor of roughly two. Any cases where two or more track candidates share common hits are resolved based on a rating of all track candidates, followed by a greedy local selection as explained in the following paragraphs.

For the rating of each track candidate, a quality indicator determined from the goodness of a fast fit to the candidate is employed. The fit method used for this objective is an adapted version of the Triplet Fit introduced in [26]. This method is chosen because it takes into account the multiple scattering relevant for the tracks left by low momentum particles of interest to the VXD standalone track finding. The Triplet Fit is applied to each path supplied by the cellular automaton, as well as their subpaths obtained by excluding one or multiple space points from the original path. The latter allows for the exclusion of misattributed space points and results in a track candidate with higher purity. Furthermore, the inclusion of the subpaths can lead to a recovery of the efficiency loss due to overlapping true tracks. When creating the subpaths, the rule of a minimal length of three space points is still obeyed.

The Triplet Fit yields a $\chi^2$ value for each track candidate by combining fits to all space point triplets contained within a candidate under consideration of the effect of multiple scattering. For this estimate the average radiation length of the SVD sensor material as reported in [3], as well as a first approximation of the entrance angle of the particle with respect to the sensor plane are taken into account. The $p$-value is calculated for each track candidate from its $\chi^2$ value and degrees of freedom and used as a quality
indicator. Based on these quality indicators, the final set of non-overlapping track candidates is chosen via a greedy selection which takes the candidate with the highest quality indicator among the ones competing for a space point.

Optionally, a multivariate method can be applied which combines the acquired quality indicator with further features, such as a particle momentum estimate, the number of space points and properties of the involved SVD clusters. This approach can yield a quality indicator with an enhanced performance. For this purpose a FastBDT is trained on Monte Carlo events obtained by applying the candidate creation steps up to the point of the Triplet Fit. In the resulting training sample, the track candidates with a purity of 100% are marked as truth target. Therefore, a FastBDT trained in this manner has learned to identify track candidates with a high purity. Enabling this auxiliary multivariate analysis method for the overlap removal increases the achieved track finding efficiency, albeit with a significant drop in hit efficiency. This option is not therefore used as a basis for the resolution of overlaps, but used to produce a refined track quality estimate in an additional step. This indicator of the track quality is stored for all tracks of the final set and can later be accessed and used in the event selection of physics analyses.

The algorithm is further optimized as it is found to perform more slowly than acceptable at the HLT for certain peculiar Bhabha events. The slowdown is understood as follows. In rare cases, highly energetic electrons scatter in the material of the final focusing magnets, thereby causing a shower of secondary particles which leave a large number of clusters in a small area of the SVD. This leads to a significant increase in the combinatorics during the candidate creation process that cannot be restricted by the Sector Map filters. To tackle this issue, two additional measures are incorporated into the candidate creation. Firstly, a limit on the number of nodes and edges in the three networks is introduced, as the problematic Bhabha events can mostly be identified based on noticeably high values for these quantities. If the limits determined on Monte Carlo simulations are exceeded, the processing of the event is aborted and the problematic event is marked as such. The limits are chosen so that the desired measurements of the resonance are not affected. Secondly, during the path-collection step an additional selection procedure based on the segment network is applied, which evaluates overlaps already in this graph. All paths associated with a given segment are grouped together and evaluated with the Triplet Fit. Only a fixed number of best
candidates from each group is considered for further processing steps. This early candidate reduction based on space point pair overlaps imposes an additional limit on the combinatorics for problematic events which slip through the aforementioned limits. By means of these additional selection steps, the problematic events can be handled by the VXDTF2 and the run time limits imposed by the requirements of the HLT are satisfied.

9. Combinatorial Kalman Filter

The combinatorial Kalman filter (CKF) is widely used in tracking in high-energy physics experiments \[10, 11, 12, 13\]. One of the advantages of the method is that it produces tracks with high purity also in environments of high hit densities. The CKF is an iterative local algorithm and was first described in \[27\]. Starting with a seed estimation of the track parameters with uncertainties, the track is extrapolated with the Runge-Kutta-Nyström method \[28\] into the detector volume. Hereby, non-uniform magnetic fields are included in the numerical solution of the equation of motion. A correction of the energy and the uncertainties due to energy loss and multiple scattering can optionally be included. After the extrapolation, possible hit candidates are determined based on the current position and uncertainties of the track candidate. The next hit candidate is added to the track and the procedure is repeated. If there are multiple mutually exclusive next-hit candidates, the whole track candidate is duplicated and subsequently treated as two tracks. In the end, the final track candidate is selected according to different quality criteria.

As a first step, the track candidates found by the CDC track finding algorithm are used as seeds to attach SVD space points. Hereby, low momentum tracks can have both start and end points in the inner layers of the CDC, so both points can be used as a possible seed to account for wrongly assigned charges in the CDC. The CDC seeds are fitted using a DAF algorithm assuming a pion mass hypothesis. These seeds are iteratively extrapolated to the SVD sensors and SVD space points are attached. Material effects are disregarded at this stage to increase the processing speed. Due to the complex detector layout, the different use cases, and the complex input data from the CDC track finding algorithm, the filter decisions in the CKF are taken by a FastBDT trained on simulated events including the beam-induced background. Variables such as the distance between extrapolated and measured hit position as well as the calculated $\chi^2$ of the hit are taken into account.
They are enriched with information about the track candidate, for example the number of attached space points or the estimated transverse momentum. The number of track candidates that is considered is restricted to ten to keep the computational effort on a manageable level. After a final candidate selection based on FastBDT using full-track information such as the summed $\chi^2$ and the number of missing layers, the combined CDC-SVD track is refitted using another DAF with a full material effect handling.

Due to hit inefficiencies of the CDC algorithm, especially for the stereo layers, the track resolution can be extremely poor when $|z_0|$ is above 1 cm. Therefore, it is not possible to attach SVD space points reliably to every reconstructed CDC track. To solve this issue and to find additional low-momentum tracks, the VXDTF2 described in Section 8 is applied to the set of remaining space points in the SVD. The merging of additional SVD candidates with unmerged CDC tracks is performed by a second pass of the CKF. These unpaired CDC tracks are used as seeds and only space points found by the VXDTF2 are allowed as input. Compared to the first pass of the CKF with all space points, simpler filters are applied during the processing due to the high purity of the VXDTF2 algorithm.

All reconstructed CDC-SVD tracks are then used to extract regions of interest in the PXD during the online reconstruction. In the offline reconstruction, the PXD clusters collected in these regions of interest are used as input to the last application of the CKF and are attached to their combined CDC-SVD tracks. The implementation is based on the same general principles as the SVD CKF. It uses the same FastBDT filters which are now applied to the PXD clusters. An additional input in the BDT classification is given by the position and the shape of the PXD clusters.

The precise positions of the PXD clusters in the tracks improve the resolution on the spatial track parameters $d_0$ and $z_0$ by a factor of two and more. The efficiency of attaching SVD (PXD) hits is over 85% (89%). The purity of the attached SVD or PXD hits is above 98% and 96%, respectively.

10. Performance of the Track Finding

The following section describes the performance of the tracking algorithms presented in this paper. The performance is evaluated on an independent set of simulated events, including beam-induced background simulated for the anticipated full instantaneous luminosity of $8 \times 10^{35}$ cm$^{-2}$ s$^{-1}$. In the simulation, a detector setup with nominal positions is used. The results of
the reconstruction are compared to the respective MC tracks. Quantities such as the purity or efficiency are calculated on this sample using the definitions from Section 4. All quoted uncertainties on these quantities are calculated using the method of bootstrapping [29].

Figure 14 shows the track-finding efficiency for different simulated transverse momenta and different levels of beam-induced background relative to the anticipated level. A distinction between final-state particles stemming from the primary interaction and decays of short-lived particles, produced by event generators (primaries), and all final-state particles including those produced by Geant4 during the travel through the detector (secondaries) is made. Most of the analyses rely only on the former, whereas the latter can give valuable additional information for decays in flight or for particle identification. For the $\pi^0$ decay, the efficiency depends strongly on the distance of the decay vertex from the IP. For smaller distances it remains high, consistent with a product of efficiencies of the two primary tracks, for larger distances it drops below 80%. For particles produced in $\Lambda$-meson decays, the efficiency is around 90%, depending on the background level.

The efficiency for most of the charged particles expected at typical Belle II collisions is higher than 93% for up to two times the expected beam background. This is an integrated number, which is effectively a convolution of the efficiency as a function of $p_T$ and the $p_T$ spectrum for events. Tracks with transverse momenta below 100 MeV/c impose complex problems to the track finding due to the small number of hits, high multiple scattering and the high level of background in the innermost layers. As a result, the efficiency decreases. The difference between the non-background and the expected beam background is small.

The importance of the track finding algorithms which make use of the information of the SVD is illustrated in Figure 15. The plot shows a comparison of the track finding efficiencies for the CDC track finding algorithm and the full chain of tracking algorithms for primary particles and based on a data set with nominal background. As expected, the impact of the information from the SVD is particular strong in the low momentum region, which can be seen in Figure 15a where the track finding efficiency dependence on the transverse momentum is shown. An improvement for curling tracks is also clearly visible. The better coverage of the acceptance along the polar angle $\theta$ due to the addition of the SVD is well visible in Figure 15b.

In Figure 16a the finding efficiency on primaries is compared for different simulated particle types. Due to the different interaction of electrons with the
Figure 14: Track finding efficiency calculated for simulated events with different levels of beam-induced background relative to the expected level. Figure 14a is calculated on all trackable simulated particles, whereas Figure 14b only takes into account trackable particles from the primary interaction. The gray vertical lines indicate the typical transverse momentum of particles only trackable in the VXD (below left line) and with high efficiency in the CDC (above right line).

Figure 15: Improvement of the track finding efficiency due to the information obtained with the SVD for nominal background. The dependence of the track finding efficiency on (a) the transverse momentum and (b) the polar angle is shown for the full track finding algorithm chain and the CDC standalone algorithm.
(a) Track finding efficiency extracted for the most important particle types present in the primary decays at Belle II dependent on the beam-induced background level. The overall finding efficiency is dominated by pions.

(b) Calculated finding efficiency for those tracks, which are also successfully fitted by the DAF algorithm dependent on the beam-background level. The difference with respect to Figure 14b is negligible.

Figure 16: Finding efficiency by particle type and combined finding and fitting efficiency.

material, their trajectories are more likely to differ from the nominal helical path, making their reconstruction more challenging. However, the Belle II algorithms are able to achieve high efficiencies for every shown particle type for up to twice the expected beam background level.

After the final fit with the DAF provided by GENFIT2 the tracks are extrapolated to the POCA to the origin to extract their helix parameters. In the following, only the results for the pion hypothesis are shown, as most of the produced charged final-state particles are pions.

As a first result, Figure 16b shows the finding efficiency calculated only with those tracks, where the GENFIT2 fit converged and the extrapolation succeeded. As expected, the difference to Figure 14b is negligible demonstrating that the track finding algorithms deliver high-quality track candidates to the fitting algorithm.

The helix parameters of the tracks at the POCA can then be compared to the MC truth values. The resolution $r_x$ is calculated as the 68% coverage of the the residual $x$ between reconstructed and truth value given as

$$r_x = P_{68\%}(|x - P_{50\%}(x)|),$$

where $P_q$ calculates the $q$-th percentile of a distribution. Note that $P_{50\%}(x)$ corresponds to the median of $x$. For a Gaussian distribution, the 68% cov-
verage and the standard deviation agree. For non-Gaussian distributions the coverage is more robust against outliers. As only the results calculated with the pion hypothesis are shown, only true pions from decays are taken into account for this study.

In Figure 17 the resolution as a function of the truth transverse momentum is shown for the helix parameters $d_0$ and $z_0$, and for $p_T$ (the transverse momentum). Both of the spatial parameters, $d_0$ and $z_0$, are mainly influenced by the precise PXD measurements. Due to the application of the CKF in the PXD and the combination of the VXDTF2 and the CKF for the SVD, a high precision (which is almost independent of the background level) is achieved. The resolution of the extracted transverse momentum follows expectation: as smaller momenta are more strongly influenced by multiple scattering and a smaller number of measurable hits in the detector, the resolution decreases with smaller transverse momenta.

Tracking is one of the most complex tasks in the reconstruction. It therefore requires a large fraction of the processing time allocated for the online reconstruction on the HLT. In Figure 18 the processing time of different components of the online reconstruction performed on one of the HLT worker nodes is shown. Due to the higher number of tracks in events, tracking takes longer in this category. The track fitting, vertexing, and the track-based collision time ($T_0$) extraction are heavily influenced by the handling of the detector geometry in the software. Different techniques are planned to further optimize the time spent in the geometry navigation. This is expected to decrease the total processing time significantly which would allow to introduce additional higher level algorithms for the HLT decision. However, even with the large contribution to the total processing time from tracking, a stable reconstruction on the HLT has been achieved.

11. Summary

The Belle II track-reconstruction software consists of multiple independent algorithms to process the measurements of each tracking detector and integrate all available information into one final set of tracks available for physics analyses. This allows the use of different algorithms whose properties are especially suited for the three different tracking detectors. Ultimately, the software provides a set of tracks based on the measurements of all tracking detectors, thereby alleviating the complex task of track combination which would otherwise be forced on physics analyses.
Figure 17: Resolutions for typical simulated events with different levels of beam-induced background. As most of the simulated final state particles are pions, only the results of this fit hypothesis are shown.
Figure 18: Processing time of a standard online reconstruction performed on the anticipated HLT worker nodes in single-processing mode for different event types. The components marked in dark (light) blue can be related to track finding (track fitting and other tracking-related tasks). The abbreviation ECL refers to the electromagnetic calorimeter of the Belle II experiment.
One challenge in this approach is to perform the combination of the tracks reconstructed in each of the tracking detectors without increasing the fake and clone rate. The best method to achieve this for the Belle II experiment turned out to be a Combinatorial Kalman Filter to link hits and tracks across detector boundaries.

The upgraded SuperKEKB collider will have much higher beam background radiation and the newly developed tracking algorithms are designed to address this. Here, multiple methods like early background hit filtering using multivariate methods and a fine-grained candidate selection using the Sector Map concept are used. The studies with simulated background environments at design luminosity of the accelerator show that tracking performance remains adequate for the expected background rate.

The Belle II track-reconstruction software has been extensively studied and used for the reconstruction of simulated events. In the years 2018 and 2019, the software was also employed during the first data taking of collision data and performed well for the commissioning of the Belle II detector, studies of the background rates, and first physics results.
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