A Remote Sensing Image Fusion Method based on adaptive dictionary learning
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Abstract. This paper discusses using a remote sensing fusion method, based on adaptive sparse representation (ASP), to provide improved spectral information, reduce data redundancy and decrease system complexity. First, the training sample set is formed by taking random blocks from the images to be fused, the dictionary is then constructed using the training samples, and the remaining terms are clustered to obtain the complete dictionary by iterated processing at each step. Second, the self-adaptive weighted coefficient rule of regional energy is used to select the feature fusion coefficients and complete the reconstruction of the image blocks. Finally, the reconstructed image blocks are rearranged and an average is taken to obtain the final fused images. Experimental results show that the proposed method is superior to other traditional remote sensing image fusion methods in both spectral information preservation and spatial resolution.

1. Introduction
Remote sensing image fusion refers to certain algorithms used for generation of new information or a synthetic image from two or more images within the same scene that have been obtained from different sensors or the same sensor with different scales, in order to improve the clarity and legibility of the images, and to obtain characteristic information which cannot be provided from a single image [1]. Remote sensing image fusion multi-spectral and pan-chromatic images uses complementary features and redundancy between the images to increase the spatial details of the fused image as much as possible while maintaining the original spectral characteristics of the image. The aim is to obtain an optimal target scene information description, which will not only improve the quality of the remote sensing image, but can also be beneficial for subsequent processing of the remote sensing image, such as classification and object recognition [2]. Remote sensing image fusion plays a decisive role in aerospace, military reconnaissance, disaster prediction and many military and civilian fields. It can provide abundant and valuable information for resource investigation and environmental monitoring, and is used for global change research, environmental monitoring, resource survey and disaster prevention, and many other control aspects of applications [3]. Currently, the main fusion algorithms in the spectral domain are the Brovey transform, the IHS transform [4], the PCA transformation [5, 6], and the wavelet analysis method is also a popular method, which was recently proposed [7]. The IHS transform, PCA transform and wavelet transform can improve the spatial resolution of the fusion
image. However, the IHS fusion method distorts the spectral characteristics of the original image and produces spectral degeneration or color aberrations; the PCA fusion method also leads to spectral degradation; and the wavelet transform cannot effectively capture any directional image information, and also the lack of translation invariance causes image jitter around the sharp edges of the reconstructed image near any uniform local areas [8]. Inspired by the sparsity of human visual cortical neuron’s response, Olshausen and Field [9] suggested an effective signal representation sparse representation. This method is a type of adaptive data representation method that can adaptively select the most relevant atoms according to the characteristics of the image. The multi-scale dictionary used is better than a single-scale dictionary at matching the structure of each component in the image, with more sparse representation capability [10].

This article builds on research over the past few years on signal sparse representation theory to propose an adaptive dictionary learning remote sensing image fusion algorithm. Due to the sparsity and the energy concentration of the decomposition coefficient, the optimization process of the energy function can reduce the noise in the image block, meaning that the new algorithm is robust with improved adaptability. Experiments are performed using IKONOS data for visual effects and objective evaluation of the fusion results respectively. Results show that the proposed algorithm can improve the spatial details of the fused image while retaining multispectral image spectrum information.

2. Image sparse representation

2.1. Image sparse representation

A study is undertaken on an image Y, with image size, where the image length is and is the image width. If the image is decomposed into a set of complete orthogonal bases, then the size of the set should be. Due to orthogonality of the bases, the distribution of bases across the space formed by the image is sparse, so after decomposition, the energy of the image will be distributed across different mediums. This decentralized distribution of energy results in a linear combination of orthogonal bases of an image when the expression is not simple, it isn’t a sparse image representation. A non-sparse representation is not conducive to image processing, such as recognition and compression. In order to get a sparse representation of the image, the structure of each basis must be dense enough within the image space. As a result, the orthogonality of the bases will no longer be guaranteed, so the term ‘base’ is no longer accurate, and is renamed the ‘original’. The collection space composed of these atoms is complete, known as the Over-Complete Dictionary of Atoms. The image decomposition results in the Over-Complete Dictionary of Atoms must be sparse [11].

2.2. The structure of the adaptive multi-scale dictionary

Design of the redundant dictionary D is the key challenge in the theory of sparse representation, since dictionary selection affects the sparse vectors’ iteration results and convergence of the algorithm [12]. The dictionary atoms can be structured using the learning method, which can effectively capture the spectrum characteristics of the remote sensing image pixel so that the dictionary can efficiently represent the pixels. An adaptive multi-scale dictionary can be constructed by setting the training samples as a normalized vector with their starting point at the origin. Therefore, different training samples are simply vectors corresponding to each different direction, and a set of hyper-planes can be used to approximate the spherical cap to achieve sparse representation.

Implementation of ASP algorithm: N = input training samples of the training set, Y=[y(1), y(2), ..., y(N)]∈R*mN, where atoms of each layered signal are given by k(1), k(2), ..., k(l), l for each hierarchical number. The output Y is the sparse representation matrix α in the dictionary D:

**Step 1:** The column structure within the random image block can be represented by the sample set Y = {Y; i = 1, >, ..., N}. Y has size M×N, where M is the sample size (i.e. the block size) and N is the number of samples. The N samples of Y are divided into k(l) different categories using K-means clustering method, represented as θ(a), i = 1, 2, ..., k(l). When the observation vector
satisfies: 

\[ d(y(t), \hat{a}_i) = \min \left\{ y(t), \hat{a}_i, i = 1, 2, \ldots, k(t) \right\} \]

we consider \( y(t) \in \theta(\hat{a}_i) \cdot d(y(t), \hat{a}_i) \) is the distance between \( y(t) \) and the cluster centers \( \hat{a}_i \), where the clustering center \( [\hat{a}_1, \hat{a}_2, \ldots, \hat{a}_{k}] \) is the first layer of atoms.

**Step 2:** Set \( [p_1, p_2, \ldots, p_N] \) as the \( [y_1, y_2, \ldots, y_N] \) projection in the respective cluster center, so \( e = y - p_i \) \( i = 1, 2, \ldots, N \);

**Step 3:** For any \( j \) and \( s \), if \( j \neq s \), \( \|e_j - e_s\| < \varepsilon \) or \( \|e_j + e_s\| < \varepsilon \). Then remove \( e_r \) to retain only \( e_s \), and obtain \( e_s' \);

**Step 4:** For \( e_s' \), K-means clustering, get \( \theta_{(s)}, \hat{a} \) Dictionary

\[ D = [\theta_{(0)}(a), \theta_{(1)}(a), \ldots, \theta_{(J)}(a)] \]

if \( i = j \), \( E = Y - DX \) Stop iteration. Otherwise, go to step 5.

**Step 5:** The OMP algorithm is used to calculate the sparse representation matrix \( X \) using the dictionary \( D \), so that \( X \) satisfies:

\[ \begin{align*}
\min_{D, X} & \quad \frac{1}{2} \|Y - DX\|_F^2, \quad \|x_i\|_0 \leq T_0 \\
\end{align*} \]

Where \( x_i \) is the \( i \)-th column of \( X \) and \( T_0 \) is the sparse degree

**Step 6:** Calculate the residual \( E = Y - DX \), where \( e_i \) is the \( i \)-th column of \( E \). Return to step 3.

### 2.3. Sparse reconstruction of image

The physical world of atoms and image sparse decomposition using the atom have a common characteristic: atomic energy is very concentrated and the vast majority of energy is distributed in the center of an atom, being sparsely distributed in all other locations [13]. Through image sparse decomposition, a linear image can be described by:

\[ Y = Y_m + Y_r = \sum_{k=0}^{n} < R^*Y, d_k > d_k + R^*Y \]

Where the residual components are small because \( \|R^*Y\| \) has attenuation characteristics. Since there are a small number of atoms (compared with the size of the image), the main components of the image can be described by:

\[ Y \approx Y_m + Y_r = \sum_{k=0}^{n} < R^*Y, d_k > d_k \]

The image reconstruction process uses the residual \( R^*Y \), an image set of \( N \) atomic parameters or the \( Y \) image in the corresponding atomic component to restore the image [14].

### 3. Image fusion based on adaptive sparse representation

The iterative computation process for over-complete sparse representation of the training samples can simultaneously obtain the over-complete dictionary and sparse coefficients. For the image fusion task, selection of the sparse coefficient determines the final fusion result. The image sparse points are determined from two remote sensing images which have been registered. The specific fusion process is as follows:

**Step 1:** Estimate the maximum noise variance of the input image \( \sigma^2 \), and set the sparse threshold \( T = \lambda \sigma^2 \).
**Step 2 (Image Block Creation):** If the atomic size is set to $M$, where $M = n \times n$, then the fused image $a, b$ needs to be divided atom-by-pixel $P_1$ and $P_2$ into $n \times n$ block sizes (the two images to be fused are set up to have the same size, $P_1 = P_2 = P$). The sample matrix consists of block rows and column vectors $Y_1$ and $Y_2$.

**Step 3 (Sparse coding):** Sparse decomposition of $Y_1$ and $Y_2$ is performed using the ASP algorithm to obtain the sparse coefficient matrix $\alpha_1$ and $\alpha_2$, where each column corresponds to an image block.

**Step 4 (Data fusion):** $\alpha_1$ and $\alpha_2$ are made to use certain fusion rules for feature selection of the significant coefficients as the fusion coefficient $\alpha$. The method of selection of the fusion rules is the important aspect here, and adaptive selection of weighted coefficients of regional energy is used in this paper. Determine point $(m, n)$ firstly as the central location of the local energy $E_{JA}$ and $E_{JB}$. The following formula (4) is used to calculate the fused image sparse representation coefficient:

$$\alpha = \frac{E_{ab}(m,n)}{E_{ab}(m,n)+E_{ab}(m,n)} \alpha_1 + \frac{E_{ab}(m,n)}{E_{ab}(m,n)+E_{ab}(m,n)} \alpha_2$$

(4)

The characteristics of the original image affect the characteristics of the weighting coefficient: larger regional energy in the obtained image A corresponds to a larger weighted coefficient; smaller regional energy corresponds to a smaller weighted coefficient.

**Step 5 (Image block reconstruction):** The fusion coefficient and over-complete dictionary’s convolution block are reconstructed as $\hat{y} = DA$, $y = \{y_i, i = 1, \ldots, N\}$, where $\hat{y}$ is the reconstructed image block vector after fusion.

**Step 6 (Image reconstruction):** Use $y_i$ recovery as the image block data and reconstruct the image by reordering the blocks based on their order plus the mean. The overlapped block average can be used to realize the image reconstruction to obtain the final fusion image $Y$.

**4. Experiment and Analysis**

In this paper, some high spatial resolution full-color and low spatial multispectral image are fused. To verify the performance of this algorithm, three groups of fusion algorithm performance experiments with full-color images and multispectral images were conducted. The results from the three experiments are consistent. Experimental source images are shown in Fig.1, (a) and (b) with $512 \times 512$ pixels and 256 grayscale level.

Figure 1. Original remote sensing image: (a) IKONOS panchromatic image; (b) IKONOS multispectral.
Five traditional experiment methods (HIS transformation, Principle Component Analysis, weighted fusion, high-pass filtering transformation, and wavelet transformation) are proposed and compared. The fused results of six fusion methods are shown in Fig. 2.

![Fused images](image1)

**Figure 2.** Fused images: (a) IHS; (b) PCA; (c) Weighted Average; (d) HPF; (e) Wavelet; (f) Proposed method.

The purpose of image fusion is to retain the important information of the two images to a maximum degree. Therefore, for the multispectral and high resolution multi-sensing image, surface spectral information of original multispectral image should be kept, and the detailed texture information of high resolution image should be brought in as well. To estimate the image fusion effects objectively, the above two aspects should be considered comprehensively. The objective indicators, for example, experimental mean value, information entropy, definition, deviation index, spectral distortion degree, and Correlation coefficient, should be used to analyze the performance and advantages and disadvantages of various fusion methods. For a certain image, if the mean value is moderate (with gray-level around 128), the visual effect is excellent. The comparison of image information entropy can reflect the detailed performance of images. The value of entropy reflects the amount of information that image holds. The larger the entropy, the more information that image holds. Sharpness can reflect the small detail contrast performance of images and the texture change features, which can be used to evaluate the fuzziness degree of images. The higher the sharpness, the clearer the image will be. The size of deviation index reflects the spectrum degrees that fusion results retain. The larger the deviation index, the greater the spectral distortion of fusion image, and the worse the fusion effects will be. Spectral distortion reflects the spectrum degree that fusion results retain. The smaller the distortion degree is, the smaller the spectral distortion will be and the better the fusion effect will be. The cross-correlation between the images before and after fusion shows the change degree of image spectral information. As multi-spectral wavebands have a large number, so the waveband mean value is taken for each index. Objective evaluation indices of the fusion results on IKONOS experimental data in Tab.1.
Table. 1 Objective evaluation indices of the fusion results on IKONOS experimental data.

|                        | IHS method | PCA method | Weighted average | HPF method | Wavelet method | Proposed method |
|------------------------|------------|------------|------------------|------------|----------------|-----------------|
| Mean value             | 65.432     | 78.199     | 69.398           | 70.298     | 70.298         | 69.175          |
| Bias index             |    —      | 0.0660     | 0.2401           | 0.2078     | 0.2290         | 0.2371          |
| Correlation coefficient|    —      | 0.7332     | 0.9312           | 0.8561     | 0.8518         | 0.8733          |
| Entropy of information | 4.3837    | 5.2366     | 5.1681           | 5.1681     | 5.4577         | 5.2402          |
| Spectral distortion degree | —    | 4.9478     | 8.1512           | 16.7367    | 10.3462        | 12.0255         |
| Definition             | 1.9717    | 2.6012     | 2.3384           | 2.3170     | 4.3961         | 3.3362          |

It can be seen from Tab.1 that the IHS transform method has a smaller spectral distortion and deviation index and a larger correlation coefficient compared with other methods, indicating that the IHS transform obtains the fusion image with a relatively small deviation from the original multispectral image. There is more of the multi-spectral information retained, but it is well maintained spatial information. The direct average fusion method obtains the fusion image with a small improvement on the spatial resolution, but there exists obvious spectral variation. By high-pass filtering, this fusion method can obtain an enhanced fusion image, but the spectrum of the fusion image exhibits serious distortion. The PCA fusion image retains the high frequency information of the original image, and the details of the target are clearer, but the image boundary has a little deficiency after PCA fusion and the geometric structure information of the fused images suffer certain losses. The wavelet transform fusion effect is higher than any of the three methods above. The adaptive sparse representation of the fusion image fusion method obtains the maximum entropy indicating that it retains more abundant spectral information. The definition and the spatial frequency is highest, showing good retention of the spatial information and the image is also clearer, whether the spatial information fusion quality or spectral quality is better than the other resulting image.

5. Conclusion
Image fusion technology is one of the key technologies in image processing. Image fusion technology has been widely used in the military, remote sensing, robotics and computer vision fields. Remote sensing image fusion algorithm based on sparse representation is proposed which is suited to the characteristics of different spatial resolution remote sensing images in the same scene. This algorithm uses both a high and a low resolution dictionary respectively for sparse representation of the multispectral image and panchromatic image. Adaptive fusion rules are used for selection of regional energy weighted coefficients, which can effectively represent significant features of source images, as well as detailed multi scale fusion image details. The experimental results show that the method retains multi-scale and directionality at the same time and that the sparse representation can effectively extract the characteristics, with lower spectral distortion. A high quality fusion image is obtained which renders the fusion image scene clearly and displays a large amount of information, which is more conducive to human visual observation. Both the subjective visual effect and objective evaluation index obtained better fusion effects, demonstrating that the proposed method is an effective and feasible method of fusion. Selection of the sparse similarity threshold \( T \) was mainly obtained experimentally in this study, therefore, the next step is to research adaptive selection methods for the optimal threshold, to enhance the algorithm usability.
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