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Abstract

Data Science and Machine Learning have become fundamental assets for companies and research institutions alike. As one of its fields, supervised classification allows for class prediction of new samples, learning from given training data. However, some properties can cause datasets to be problematic to classify. In order to evaluate a dataset a priori, data complexity metrics have been used extensively. They provide information regarding different intrinsic characteristics of the data, which serve to evaluate classifier compatibility and a course of action that improves performance. However, most complexity metrics focus on just one characteristic of the data, which can be insufficient to properly evaluate the dataset towards the classifiers’ performance. In fact, class overlap, a very detrimental feature for the classification process (especially when imbalance among class labels is also present) is hard to assess. This research work focuses on revisiting complexity metrics based on data morphology. In accordance to their nature, the premise is that they provide both good estimates for class overlap, and great correlations with the classification performance. For that purpose, a novel family of metrics has been developed. Being based on ball coverage by classes, they are named after Overlap Number of Balls. Finally, some prospects for the adaptation of the former family of metrics to singular (more complex) problems are discussed.
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1 Introduction

Automatic classification is an important area of Machine Learning [68], given its usefulness in many contexts of everyday life [8,10,58]. Supervised classification is the section of those...
problems where the sample instances have a prior labelling, which can be used to learn the pattern that leads to classifying new instances [4].

To successfully address this task, it is advisable to acknowledge and adapt to the properties of the problem [41]. Datasets can present innate characteristics that help or hinder their performance. In order to obtain such information, many data complexity metrics have been developed over the years [47], each of them centred on different characteristics: class overlap (whether different classes share an area [63]), class imbalance (whether some classes present more data [25]) or data neighbourhoods (what kind of boundaries the data have [46]), among others. Moreover, these metrics can estimate the classification performance [62] or flag the need for specific preprocessing on the data [43,48], transforming and/or summarizing the problem before the classification [2], in order to improve the results beforehand.

From those features, overlap and imbalance usually have great impact on classification performance [3]. The former creates zones of dubious classification, whereas the latter can cause algorithms to ignore the classes with fewer elements. Even though their effects can be shallow when separate, when simultaneously present the consequences get compounded [24]. Specific techniques are already available to help tackle these situations [5,74], but their effect would still linger, so using unmodified situations is relevant when evaluating classifiers.

Most of the current complexity metrics may fail to realise what is actually harming the classification, as they are designed to focus on a single property of the data. This issue suggests that metrics with broader scopes might perform better.

Taking the former into account, the hypothesis of this paper is that data morphology, which observes a combination of class imbalance and overlap, as well as neighbourhood features, could prove beneficial. To that end, new morphology metrics will be proposed and their performance will be compared to that of the existent complexity metrics, with particular interest on estimating overlap.

The novel complexity metrics are named “Overlap Number of Balls” (ONB) and check how hard to cover using class-dependent balls a dataset is. Since those balls can only include points from one class, covering areas with overlap takes more balls with smaller radii. Identifying how complex the boundaries between the classes are and combining both the local and global degrees of mixing, the ONB metrics should give good estimations of how complex a dataset is.

Data complexity metrics have been widely studied in standard learning problems. However, to the best of our knowledge, very little contribution has been made regarding the use of data complexity metrics on the so-called “singular problems” [18]. These are learning scenarios that might have more complex inputs (such as groups of instances, namely multiple-instance learning [36]) and outputs (such as multiple labels per instance, namely multi-label classification [35]). In accordance with the former, most complexity metrics are not directly compatible when the structure of the problem changes. Despite that, their utilisation could prove just as useful as with the standard problems, especially when studying overlap. To cover that need, in this research work some guidelines will be provided for ONB’s adaptation to singular problems.

Considering all the formerly discussed, the main contributions of this study are fourfold:

1. To revisit morphology-based complexity metrics, extending what can be found in [47].
2. To provide new complexity metrics based on morphological features, namely the ONB metrics.
3. To analyse how data morphology provides a good estimate of the classification results that can be obtained for a dataset.
4. To give insight into how to apply morphology metrics on singular classification problems [18].

For that purpose, the relationships between complexity metrics and the classification efficiency are checked. Aiming to test them over different learning schemes, three paradigms of classifiers are used: instance-based [59], decision trees [6], and Bayesian models [65]. Additionally, the performance is measured using two complementary metrics, namely the area under the ROC curve and the geometric mean. In the aforementioned experimental framework, both state-of-the-art and newly proposed ONB metrics were used. In order to provide a controlled environment for the project, several artificial datasets with known theoretical overlap and imbalance values and different numbers of classes were created. The study is then completed with real benchmark problems, to acknowledge the applicability to real situations. Supplementary information regarding this paper, including the full results and explanations of all the used complexity metrics, can be found in this web repository.  

In order to accomplish the former goals, the rest of this paper is organised with the following structure. Section 2 introduces the general information regarding classification problems and their base typology. Section 3 introduces data overlap and performs a revision of the state-of-the-art complexity metrics. Section 4 presents the novel ONB morphology-based overlap metrics. Section 5 describes the experimental analysis of this study. Section 6 discusses the experimental results. Section 7 adds suggestions for the adaptation of the ONB algorithms to most types of singular problems. Finally, Section 8 presents the concluding remarks. For the sake of completeness, the Appendix describes the non-morphology-based state-of-the-art complexity metrics (also available online). 

2 Preliminaries on classification problems

Due to classification problems being multidisciplinary, there is a wide range of different paradigms regarding both the input and the expected output [1,18]. Therefore, it would be advisable to present some of the most notable situations that can be found when addressing real-world problems. First, the baseline classification task is described in Sect. 2.1. Then, the focus changes to modifications of the general paradigm, such as multiclass learning (Sect. 2.2) and classification with imbalanced data (Sect. 2.3).

2.1 Binary classification problems

The baseline classification problem is binary; that is, it involves data with only two almost equally represented classes. The aim is to be able to discern the class of some new data elements given a (normally bigger) training set. A binary classification model can therefore be represented as \( f : X \rightarrow Y \), a function which takes input data from a set of possible feature vectors \( X \subseteq \mathbb{R}^n \) and outputs a prediction from the two-element set \( Y = \{0, 1\} \). The classification problem consists in learning this model from a finite training set of examples \( S \subseteq X \times Y \).

The goodness of the model is then evaluated following a chosen metric, usually its accuracy, the ratio of correctly classified instances.

To improve the classification results, aside from changing the learning algorithm, there are two main courses of action:

[1] https://github.com/jdpastri/morphology-metrics.
1. Fine-tuning the hyper-parameters of the algorithm

This consists on adapting the parameters of the algorithm to the problem at hand, so that the classification can be more lenient or more severe in certain areas of the data space [53]. For the parameter choices there are multiple options, such as using grid search [26] or random search [11]. However, caution should be taken, as too much fine-tuning can lead to overfitting [41].

2. Smart Data preprocessing

Base data and their distinctive features can greatly influence the classification results. If the data present features that will harm the classification process, executing some preprocessing can lead to more informative and meaningful data (currently known as Smart Data [49]) and thus, improve the performance of the classifier over the test set [30]. However, some caution is advised, as modifying the dataset too much might create models that do not resemble reality.

2.2 Multiclass learning

This kind of classification problem has more than two output classes [33]. More formally, a multiclass problem consists in finding a classifier \( f : X \rightarrow Y \) where \( Y \) is finite, but holds more than two elements. This implies the need to obtain the regions spanning each of the classes, either by pairwise comparisons or all simultaneously, and thus creates more complex boundaries [27].

Furthermore, some algorithms are not suitable for the analysis of more than two classes at the same time. This means that, sometimes, these problems need to be transformed into multiple binary problems. Two main schemes are possible so that the algorithm can appropriately handle them, either for each pair of classes (one vs. one), or for each class against the rest (one vs. all) [28]. Another option to face this complication is to adapt the algorithms so that they are able to study multiple classes at a time.

Lastly, it should be noted that, for multiclass learning, evaluating the classification performance via a confusion matrix [1] is especially important. It separates the hit and fail rates by class pairs, which provides more insight on which classes are harder to classify than a general approach and, showing which classes get mixed, allows for the choice of better (targeted) preprocessing.

2.3 Imbalanced classification

For many classification problems, the class distribution is imbalanced [25]; that is, one of the classes, called positive class, has a substantially lower amount of data points [55]. The other class receives the denomination of negative class. Expressed mathematically, this means that for dataset \( S \subset X \times Y \) there exist \( y_-, y_+ \in Y \) verifying:

\[
|\{(x, y) \in S : y = y_+\}| << |\{(x, y) \in S : y = y_-\}|. 
\]

Thus, if the same general procedure were followed, the class with the most data would receive preference by the algorithms in areas of the data space where the assignation was uncertain, worsening the classification of the other classes [44]. In cases of high imbalance, it is also possible for the positive class to be outright ignored, which is a regrettable outcome.

For this reason, the metrics normally utilised to evaluate the performance of classification algorithms, such as the classification accuracy, recall, or specificity on their own, are less representative [1]. Because of this, other measures need to be used that take into account the classification success of both the positive and negative classes simultaneously, but not as a
whole. This includes metrics such as F1, the area under the ROC curve (AUC), the geometric mean of the true positive and negative rates, or other combinations of the former [54].

3 Snapshot on morphology-based complexity metrics

This research paper focuses on the use of data complexity metrics and how they can allow for the description of a dataset and the estimation of the degree of overlap among its classes. For that purpose, it is necessary to present an overview that explains what they are and how they have been used historically.

This section starts with an introduction to data complexity metrics, stating their purpose and the main works regarding their current situation (Sect. 3.1). Then, the state-of-the-art metrics are indicated in Sect. 3.2. Finally, those related to data morphology (the neighbourhood metrics) are explained in Sect. 3.3.

3.1 Introduction to data complexity metrics and overlap

Every dataset has its own intrinsic characteristics that differentiate it from others and that facilitate or hinder its study and classification [21,75]. Data complexity metrics serve to evaluate specific features, such as the overlap among classes, the structure of the neighbourhood of its examples, the linear separateness, the dimensionality of the data, their structure, the class balance, the network properties or the morphology, among others.

Many researchers take the complexity metrics presented by Tim Kam Ho and Mitra Basu in [37] as a basis. Their set of metrics already studied overlap, separability, geometry, topology and density of manifolds. Further complexity metrics have been compiled in [47], which reviews the state-of-the-art complexity metrics. It follows mostly a theoretical approach for their description and presents a ready-to-use implementation of them, but does not explore which ones perform better and under which circumstances.

To better study the relevance of complexity metrics, Scopus [67] (Elsevier’s bibliography database) was queried for the computation or engineering articles whose titles included “metrics” and “data complexity”, by using the following query:

```
TITLE-ABS-KEY ("metrics")
AND TITLE-ABS-KEY ("data complexity")
AND (LIMIT-TO (DOCTYPE, "ar"))
AND (LIMIT-TO (SUBJAREA, "COMP")
  OR LIMIT-TO (SUBJAREA, "ENGI")).
```

From the 25 articles (as of May 2020), the 8 examples that actually used or introduced data complexity metrics were selected and, using their references from this field, the article network in Fig. 1 was created. The dark nodes form the starting set of 8 papers and the directed edges connect them to the papers they cite (either new, light nodes or other dark nodes). The size of the nodes corresponds to their in-degree (how many times they have been cited).

Thus, from that selection, most papers cite Ho and Basu, 2002 [37], Baumgartner and Somorjai, 2006 [9], Bernadó-Mansilla and Ho, 2005 [12] and Singh, 2003 [69]. These papers have therefore had an impact on the development and use of complexity metrics as a whole, presenting many of the base metrics from which others have been derived.
Most of the measures in those papers allow for an estimation of how intertwined the different classes are. Most often, the more overlapped the classes of a dataset are, the worse the classification results. Therefore, studying the complexity of a dataset before applying algorithms for its classification can provide a reference for the quality of the results.

This has been the focus of multiple of those works, such as [56], where several complexity metrics are used on software defect detection datasets to obtain a correlation with the results of KNN, C4.5 and Naïve Bayes, or in [16], where the relationship between some complexity metrics and the classification results from C4.5, 3NN and SVM is checked over several datasets.

What is more, data complexity metrics can even be used to determine which classification algorithms would be more suitable for a particular dataset. In [50] fuzzy rules from the ranges of a set of complexity metrics that infer good or bad behaviours when using SVM and ANN are obtained. Other similar works have been developed by the same authors with respect to other measures and algorithms, as can be seen in [51] or in [52], where the value intervals of the metrics are studied with respect to KNN, SVM and C4.5. Other works include [20], where a fuzzy decision rule system is developed in order to decide which classifier to use in...
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Table 1 State-of-the-art metrics from [47]

| Type of metric       | Metric name |
|----------------------|-------------|
| Feature overlap      | F1          |
|                      | F1v         |
|                      | F2          |
|                      | F3          |
|                      | F4          |
| Linearity            | L1          |
|                      | L2          |
|                      | L3          |
| Neighbourhood        | N1          |
|                      | N2          |
|                      | N3          |
|                      | N4          |
|                      | T1          |
|                      | LSC         |
| Dimensionality       | T2          |
|                      | T3          |
| Class balance        | C1          |
|                      | C2          |
| Network properties   | Density     |
|                      | Hubs        |
|                      | ClsCoef     |

Moreover, complexity metrics can also signal the need for preprocessing steps on the data, which could eventually improve the performance of the algorithm, such as in [71], where complexity metrics are used to develop decision rules that determine whether noise filtering is necessary before classifying a dataset.

3.2 State-of-the-art complexity metrics

This paper aims to revisit the complexity metrics used to detect class overlap and how they relate to the classification results. In this sense and as per [47], the methods can be categorised depending on the characteristics of the data they focus on:

- Feature overlap metrics gauge how features can discern the classes.
- Linearity metrics study the separability of classes by hyperplanes.
- Neighbourhood metrics check the boundaries among classes from each instance’s surroundings.
- Dimensionality metrics inspect data sparsity.
- Class Balance metrics care about whether classes are equally represented.
- Network Properties metrics focus on the graph properties of the data.

In particular, the most prominent complexity metrics, which are included in [47], were selected as the state-of-the-art. Table 1 summarises those metrics.

From those categories, neighbourhood metrics are clearly related to data morphology, the focus of this paper. For the sake of completeness, a summary description for the remainder studied metrics can be found in the Appendix of this manuscript. Should it be required, further information about these metrics can be found in [47].
3.3 Neighbourhood metrics

These metrics aim to discern the boundaries between the classes or their structure, studying the neighbourhoods of the points. These six metrics are the most prevalent:

- **N1**: it is the Fraction of Borderline Points of the Minimum Spanning Tree, a tree graph generated using the instances (vertexes) and the distances between them to create and weight the edges. The borderline points are those that have at least one edge that connects them to a point of a different class. N1 is the ratio of these points and the total number of points. For the graph $MST(V, E)$ and where $y_i$ is the class of instance $x_i$, $i = 1, ..., n$, N1 is given by Equation 1. Greater values indicate greater complexity.

$$N_1 = \frac{1}{|V|} \left| \left\{ x_i \in V : \exists (x_i, x_j) \in E, y_i \neq y_j \right\} \right|$$ (1)

- **N2**: this is the Ratio of Intra/Extra-Class Nearest Neighbour Distance, which compares the distances inside a class with those between classes. For this, the division of the sum of the 1NN distances among the points from one class and the sum of the 1NN distances of points from that class to points of a different class is computed. N2 is a transformation of that division which, for a dataset $S$ with $n$ instances, $1NN^I(x)$ being the intra-class nearest neighbour to $x$ and $1NN^E(x)$ the extra-class nearest neighbour, is given by Equation 2. The bigger that ratio (and therefore N2), the closer the classes, which often signals greater complexity.

$$N_2 = \frac{r_1 + r_2}{r_1}, \text{ where } r = \frac{\sum_{(x,y) \in S} d(x, 1NN^I(x))}{\sum_{(x,y) \in S} d(x, 1NN^E(x))}$$ (2)

- **N3**: this is the Error Rate of the Nearest Neighbour Classifier, or the ratio of the misclassified points using a leave-one-out 1NN over all instances. For a dataset $S$ with $n$ samples, where $1NN'(x)$ is the leave-one-out nearest neighbour of sample $x$ and the class of a sample is retrieved via function $c$, N3 can be written as in Eq. 3. The higher the value, the more complex the boundaries and the dataset will be.

$$N_3 = \frac{1}{n} \left| \{(x, y) \in S : c(1NN'(x)) \neq y\} \right|$$ (3)

- **N4**: it is the Non-Linearity of the Nearest Neighbour Classifier. For this metric, a set of new points $S' \subset X \times Y$ is generated by interpolation of pairs of points that share a class. These new points are then classified using nearest neighbours, where the initial data are the training set. N4 is the ratio of the misclassified interpolated points. Given dataset $S'$ of interpolated samples, where $1NN_{\text{orig}}(x)$ is the nearest neighbour from the initial set of samples $S$, N4 can be written as in Eq. 4. Higher values indicate a more complex dataset.

$$N_4 = \frac{1}{|S'|} \left| \{(x, y) \in S' : c(1NN_{\text{orig}}(x)) \neq y\} \right|$$ (4)

- **T1**: this is the Fraction of Hyperspheres Covering Data, from [37]. For this metric, hyperspheres are generated, centred on each data point. Their radii are the distances from those instances to their closest of a different class. Then, the hyperspheres that are completely contained within others are eliminated. T1 is the ratio between the number of the chosen hyperspheres and the total points which, for a dataset with $n$ instances, is shown in Eq. 5. Higher values imply a harder coverage and a more complex dataset.
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\[ T_1 = \frac{\text{Hyperspheres}}{n} \]  

- LSC: this is the Local Set Average Cardinality, from [45]. The local set of an instance consists of the data points from its class that are closer than those of other classes. Its cardinality can indicate the closeness of that instance to the class boundaries, since points near them would have close neighbours from a different class, and their local set would thus hold few neighbours from their same class. LSC is derived from the ratio between the mean of those cardinalities and the total instances, which for a dataset \( S \) with \( n \) instances where the nearest neighbour from a different class can be found by function \( 1\text{NN}^c \), is shown in Eq. 6. Higher LSC indicates less complexity.

\[
LSC = 1 - \frac{1}{n^2} \sum_{(x,y) \in S} \left| \{ (x', y') \in S : d(x, x') < d(x, 1\text{NN}^c(x)) \} \right|. 
\]

4 Overlap Number Of Balls (ONB): complexity metrics based on morphological features

As indicated in the introduction of the paper, metrics that focus too much on a single characteristic can fail to explain the intricacies of a dataset, and thus their relationship with the classification results can be limited. In order to extend the research to other complexity metrics with a broader point of view, which should provide a better data characterisation, some original metrics based on the morphology of the data will be also proposed in this study: the Overlap Number of Balls (ONB) family.

This section starts with the explanation of the P-CCCD algorithm, which is used for the creation of a ball coverage set for ONB (Sect. 4.1). Then, ONB complexity metrics will be presented (Sect. 4.2).

4.1 Preliminaries: the P-CCCD algorithm

The Pure Class Cover Catch Digraph (P-CCCD) is a greedy algorithm from [57] for the creation of a ball coverage set. It chooses, for every step, the hypersphere centred on a point of the studied class that includes the most points of that same class without including points of another class, until all points of the target class are covered. This will not always provide the optimal covering (since doing so would be a NP-hard task), but it is a good approximation. Its pseudocode is shown in Algorithm 1, where \( d_{i,j} \) is the distance between point \( i \) and point \( j \), \( c(i) \) is the class of element \( i \) and \( c_t \) is the target class. Given the need to calculate the distance matrix, this algorithm has an inherent computational cost that is \( O(n^2 f) \), where \( n \) is the number of instances in the dataset and \( f \) is the number of features, prevailing over the computation of P-CCCD itself, which is \( O(tnf) \), where \( t \) is the set of points in the target class (\( t < n \)).

To better illustrate this pseudocode, Figure 2 is presented. For every point, the biggest ball that does not include points of a different class is created, and only the one that includes the most same-class points is selected for each step, until all points are covered.
Algorithm 1 Pseudocode outline of P-CCCD with the maximum radius for each single-class open ball

1: input $d_{i,j} : i, j = 1...n$
2: $U = \{i/c(i) = c_i\}$
3: $V = \{i/c(i) \neq c_i\}$
4: $b=0$
5: while $U \neq \emptyset$
6: $G={}$
7: for $i$ in 1:n
8: $d = \min_{j \in V} (d_{i,j})$
9: $P = \{u \in U / d_{i,u} < d\}$
10: if $|P| > |G|$
11: $G = P$
12: end for
13: $b=b+1$
14: $U = \{u \in U / u \notin G\}$
15: end while
16: return $b$
17: end

Fig. 2 Example of the P-CCCD ball coverage algorithm. First, the maximum radii for all instances are calculated (a), then the balls covering the most points of each class are iteratively chosen (b)

4.2 ONB family of complexity metrics

The ONB complexity metrics are based on the class-dependent ball coverage of the data. Thus, they are affected by data overlap and the morphology of the class boundaries. However, since this coverage involves distance calculations, the distance metric also has a definite effect on the result.

To analyse different behaviours for overlap detection, two well-known distance metrics were chosen for ONB: the Euclidean distance and the Manhattan distance. The balls generated using them follow different structures and, as can be seen in Fig. 3, the Manhattan distance between two points is usually greater.

After obtaining the number of balls with the chosen distance metric for the coverage of each class, 2 types of metrics are proposed, depending on whether the class balance was considered: $\text{ONB}_{\text{tot}}$ and $\text{ONB}_{\text{avg}}$.

- $\text{ONB}_{\text{tot}}$ does not differentiate by class. It is simply the ratio between the number of balls necessary to cover the points of all classes and the number of points of the dataset.

   Equation 7 presents the metric, where $b_i$ is the number of balls for class $i$ (as per Algorithm
Fig. 3 Euclidean (green) and Manhattan (orange) balls with the same radius

Table 2 New proposed metrics based on ball coverage

| Distance   | Type                | Nomenclature       |
|------------|---------------------|--------------------|
| Euclidean  | Total \((ONB_{tot})\) | \(ONB_{euctot}\)   |
|            | Average \((ONB_{avg})\) | \(ONB_{eucavg}\)  |
| Manhattan  | Total \((ONB_{tot})\) | \(ONB_{mantot}\)   |
|            | Average \((ONB_{avg})\) | \(ONB_{manavg}\)  |

\[ ONB_{tot} = \frac{\sum_{i=1}^{k} b_i}{\sum_{i=1}^{k} n_i}, \quad (7) \]

\[ ONB_{avg} = \frac{\sum_{i=1}^{k} \frac{b_i}{n_i}}{k}, \quad (8) \]

\( n_i \) is the number of elements of said class and \( k \) is the number of classes.

– \( ONB_{avg} \) differentiates by class. The ratio between the number of balls necessary to cover the points of a class and the number of points of that class is calculated and then averaged over the classes. Consequently, it considers whether some classes are more difficult to cover than others, which would raise the mean. Equation 8 presents the metric, where \( b_i \) is the number of balls for class \( i \), \( n_i \) is the number of elements of said class and \( k \) is the number of classes.

This \( ONB_{tot} \) might be reminiscent of T1 (Section 3.3), since both use ball/sphere coverage. However, due to its ball-coverage algorithm, \( ONB_{tot} \) achieves a more minimal coverage and simpler boundaries between the classes. For instance, in Fig. 2, 1 ball per point would have been necessary for T1 \((T1 = 1)\), since no ball is completely included in another, and that is not a good representation of the complexity of the former problem.

Given the use of two different distance metrics and two distinct methods for result aggregation, the four proposed complexity metrics have been summarised in Table 2.
Table 3  Outline of the balanced artificial datasets

| N.o of classes | Figures          | Overlap (%) |
|----------------|------------------|-------------|
| 2 (binary)     | Circles          | 0, 5, 10, 15, 20, 25, 30, 50, 100 |
|                | Rectangles       |             |
|                | Triangles        |             |
| 3              | Circles by pairs |             |
|                | Circles together |             |
|                | Circles inside   |             |
| 4              | Rectangles       |             |
|                | Triangles        |             |

5 Experimental framework

One of this study’s aims is to evaluate the performance of the state-of-the-art complexity metrics, with emphasis on morphology metrics, both in terms of overlap estimation and relationship with the classification performance. For that purpose, a solid base of datasets is essential, which led to a twofold approach: creating artificial datasets with known theoretical overlap and imbalance to provide a controlled base environment, and the use of real datasets to contrast the results. Using different classifiers and measures for their performance over the datasets was also necessary to ensure the generality of the results.

This section is organised as follows. First, the description of the datasets that will be used in the study is shown in Sect. 5.1, detailing the creation of the artificial datasets and presenting the real datasets, chosen to corroborate the real applications of the metrics. This is followed by the classification methodology in Sect. 5.2, which presents the classifiers and their efficiency metrics.

5.1 Dataset description

In order to establish a controlled basis for the experimental framework, several artificial datasets were created, using as a basis simple plane figures: circles, rectangles and triangles. These shapes were chosen due to their intrinsic characteristics:

- Circles have non-linear boundaries, which are harder to grasp for some classifiers but, when two circles of the same size overlap, they have symmetry axes that can be perpendicular to the features.
- Rectangles have linear boundaries, both in absence and presence of overlapping areas, so linear classifiers should be favoured when studying these datasets. Probabilistic classifiers could have a harder time modelling the problems.
- Triangles have linear boundaries, but some of them are oblique, which is hard to grasp for some classifiers whose bases are perpendicular divisions.

Using these shapes as a basis, 72 balanced datasets with different values of overlap were created. Their characteristics are compiled in Table 3.

The overlap was calculated theoretically, from the areas encompassed by each class, in order to have direct control of the characteristics of the datasets. Whenever possible, these overlap percentages are kept the same for every pair of classes; that is, in every case but...
the “circles inside” datasets, where two classes are contained inside a third, and the 4-class
triangle datasets, where adjacent and opposed classes have different degrees of overlap.

For the datasets with 4 classes, additionally, the overlap percentage is recalculated using
the binary percentage.

Some samples of those datasets have been chosen to illustrate their obtaining (see Fig. 4).
It must be acknowledged that the scale may distort the shapes of the circles.

Different degrees of overlap with the same dataset structure are shown in Fig. 5.

Using those datasets as a basis, 585 additional imbalanced datasets were created. These
new sets present varying imbalance ratios, depending on the number of classes:

- For binary datasets, imbalance ratios of 3, 6, 9, 12 and 15 were used, which means one
class maintains the same amount of points and the other class has that amount divided
by the decided ratio.
- For multiclass datasets, 2 types of imbalance situations were considered: one where the
imbalanced classes have the same imbalance ratios and another one where those ratios
are compounded. In any case, the same imbalance ratios (3, 6, 9, 12 and 15) were chosen.
The difference between those situations for the same degree of imbalance can be seen in
Fig. 6.

Table 4 includes a summary of the characteristics of the artificial imbalanced datasets that
were used.

In addition to the collection of artificial datasets and to test the applicability of the results
to real situations, several real datasets were selected from the KEEL repository [73] and
added to the study. Their main features are noted in Table 5. They present different numbers
of features and classes, and the number of examples does not exceed that of the biggest
artificial dataset used. In addition, they have no missing values and all features are numeric.
### Table 4  Outline of the imbalanced artificial datasets

| Datasets          | Overl (%)        | Imbalance ratio  | Cases |
|-------------------|------------------|------------------|-------|
| 2 clas. Circles   | 3, 6, 9, 12, 15  | 45               |       |
| Rectangles        |                  | 45               |       |
| Triangles         | 0, 5, 10,        |                  | 45    |
| 3 clas. Circles pair | 15, 20, 25,     | (1,\(i, i\), \(i\)=3, 6, 9, 12, 15) | 90    |
| Circles tog       | 30, 50, 100      |                  | 90    |
| Circles ins       | (1,\(i, i^2\), \(i\)=3, 6, 9, 12, 15) | 90    |
| 4 clas. Rectangles| (1,\(i, i, i\), \(i\)=3, 6, 9, 12, 15) | 90    |
| Triangles         | (1,\(i, i, i^2\), \(i\)=3, 6, 9, 12, 15) | 90    |

**Total** 585

### Table 5  Characteristics of the chosen real datasets from KEEL

| Dataset         | Examples | Features | Classes |
|-----------------|----------|----------|---------|
| Appendicitis    | 106      | 8        | 2       |
| Australian      | 690      | 15       | 2       |
| Balance         | 625      | 5        | 3       |
| Bands           | 365      | 20       | 2       |
| Bupa            | 345      | 7        | 2       |
| Cleveland       | 297      | 14       | 5       |
| Contraceptive   | 1473     | 10       | 3       |
| Ecoli           | 336      | 8        | 8       |
| Glass           | 214      | 10       | 6       |
| Haberman        | 306      | 4        | 2       |
| Hayes-roth      | 160      | 5        | 3       |
| Heart           | 270      | 14       | 2       |
| Hepatitis       | 80       | 20       | 2       |
| Ionosphere      | 351      | 34       | 2       |
| Iris            | 150      | 5        | 3       |
| Newthyroid      | 215      | 6        | 3       |
| Pima            | 768      | 9        | 2       |
| Segment         | 2310     | 20       | 7       |
| Vehicle         | 846      | 19       | 4       |
| Wine            | 178      | 14       | 3       |
| Winequality-red | 1599     | 12       | 6       |
| Wisconsin       | 683      | 10       | 2       |
| Yeast           | 1484     | 9        | 10      |
5.2 Classification methodology

The classification task was conducted using a 5-fold cross-validation scheme, both for the artificial and real datasets. To check how different types of classifiers interact with the proposed datasets, 3 different classifiers were chosen for the study.

- As a representative of the instance-based classifiers, the KNN method from the kknn R package [66] was chosen. Two different low values of k were used: k=1 and k=3. Choosing higher values of k would favour the negative class/es, which should be avoided. For this algorithm, the data are normalised, no weights are attached and the Euclidean distance is used.
- As a representative of decision trees, C4.5 was selected from the RWeka package [39].
- As a representative of the probabilistic classifiers, Naïve Bayes (from the e1071 R package [60]) was chosen, with no Laplace smoothing.

The classification results were evaluated using two performance metrics: the AUC and the geometric mean (GEOM). Both of them are suitable for evaluating the classification performance, even over imbalanced datasets.

Specifically, the AUC was evaluated using the generalisation explained in [34], which can work with multiclass problems and is estimated using Eq. 9, where \( c \) is the number of classes, and \( \hat{A}(i, j) \) is the mean of the probabilities that either a random element of class \( i \) has a better chance of being from class \( j \) than a random element of class \( j \) and the opposite.

\[
AUC = \frac{2}{c(c - 1)} \sum_{i < j} \hat{A}(i, j),
\]

An adaptation of the geometric mean was also implemented for its use with multiclass problems, using the ratios of right guesses for all the classes. Given A the confusion matrix of the classification results, with elements \( a_{i,j} \), the Equation 10 is the multiclass geometric mean that was used.

\[
GEOM(A) = \sqrt[n]{\frac{n}{\sum_{j=1}^{n} \sum_{i=1}^{n} a_{i,j}}}
\]
6 Results and discussion on the morphology-based complexity metrics

In this section, the results of the study are presented. Firstly, the effects of the known overlap and class imbalance of the artificial datasets on the classification results are evaluated in Sect. 6.1. Then, the correlations between the classification results and the set of complexity metrics are presented in Sect. 6.2. Finally, the discussion of the results and some lines for future work are shown in Sect. 6.3.

6.1 Effects of overlap and imbalance on the classification performance

First of all, it must be noted that this section only shows some of the obtained relevant examples (due to space and readability constraints); the full results are available online ².

From the classification results obtained when using the artificial datasets, whose overlap ratios are controlled by construction, the fact that increasing class overlap decreases the performance of the classifiers can be observed. Figure 7 plots the AUC and GEOM of the classifiers on 2 types of artificial datasets over increasing degrees of overlap. Similar situations happen for the other datasets, although their trends may vary.

Something similar can be observed when only the imbalance ratio is increased, with fixed overlap. Those examples can be seen in Fig. 8 for the 3-class circles by pairs datasets and different imbalance paradigms.

Furthermore, this effect is accentuated in the presence of imbalance; that is, an increasing imbalance ratio increases the steepness of the performance fall (see Fig. 9, which uses the same type of dataset of Fig. 8 for contrast). This confirms the suspicion that, even though imbalance and overlap can be detrimental to the performance on their own, the effect is especially notable when both are present simultaneously.

² https://github.com/jdpastri/morphology-metrics.
Fig. 8 Examples of the decrease of classification efficacy with the increase in (a) shared and (b) compounded imbalance, using the 3-class circles by pairs dataset and 15% fixed overlap.

Fig. 9 Further decrease of classification efficacy of the 3-class circles by pairs datasets with a fixed 50% overlap and increasing, shared imbalance.

6.2 Relationship between the classification results and the complexity metrics

One of the main objectives of this study was to evaluate the relationship between the complexity metrics and the classification results. For that purpose, the 4 chosen classifiers (1NN, 3NN, C45 and NB) were used and their performances were compared to the metrics using the Pearson correlation index.
Table 6 includes the mean classification performance per classifier, performance metric and type of dataset. It also includes the correlations between the classification results, separately for each classifier, performance metric and type of dataset, and the complexity metrics that provided the best overall results. Moreover, the correlation between the different complexity metrics and the theoretical overlap of the artificial datasets is also noted, separately for the balanced and imbalanced datasets.

In order to compare and evaluate the significance of the best results, Zou’s test for related, overlapping samples [78], from the cocor package [22,23], was used. This test uses the correlations between the performance metrics and the complexity metrics, the sample size and the correlations between the complexity metrics to generate confidence intervals (in this case, with an alpha of 0.05 and a degree of confidence of 0.95) that signal whether there are significant differences in the former. The cases where the best correlation was significantly better than both others were marked with ‘•’, whereas those that were only significantly different from one of the others were marked with ‘.’.

As can be observed, in most cases, the newly proposed metric $ONB_{man}$, that is, the ONB metric using the Manhattan distance and differentiating by class, offered the best agreement with the performance of the classifiers. This is especially true for the artificial datasets, which means that, in a controlled environment, the metric can be a good way to estimate the performance of a classifier. Furthermore, as per the Zou’s test, the correlations of this ONB metric are generally significantly better (and in no case were significantly worse) than those of N1 and N3. $ONB_{euc}$ obtained very similar results to $ONB_{man}$, and thus it was omitted from Table 6.

Regarding the overlap estimation, the correlation between the theoretical overlap and the values of the ONB metric is high, even though N1 and N3 outshine it. This makes sense, as these neighbourhood state-of-the-art metrics focus on the boundaries among classes, where most overlap happens, whereas ONB cares both about the balls centred in points away from said boundaries and those close to them.

Focusing on the behaviour of the classifiers with the real datasets, two different behaviours are observed. When using GEOM, similar results to those observed on the artificial datasets are achieved, with better correlation than with the other complexity metrics. There is a difference, however, when using AUC. This situation is most likely tied to the fact that the multiclass AUC is an additive result of the binary AUC results for a dataset, whereas the GEOM metric is multiplicative. This means that GEOM harshly penalises classification results where one or more of the classes are often misclassified. The $ONB_{avg}$ metrics are able to detect these situations, which makes them better suited for the GEOM results than other complexity metrics.

6.3 Discussion and perspectives

This section presents the highlights of the research, both in terms of the metrics with the best performances and the possible lines for future work.

Using the controlled environment provided by the artificial datasets, the fact that overlap and imbalance prove detrimental to the work of classifiers, specially when simultaneously present, was shown.

Regarding the relationship between the classification performance metrics and complexity metrics, the ones that best performed belonged to the groups that studied the morphology (ONB) and the neighbourhoods of data points (N3, N1). From them, the $ONB_{avg}$ metric
Table 6  Overview of the results obtained with the overall winning metrics

| Data            | Perf. | Clas | Mean perf. | Correlation with performance |
|-----------------|-------|------|------------|------------------------------|
|                 |       |      |            | N3   | N1   | $ONBR_{avg}^{max}$ |
| Artificial balanced | AUC   | 1nn  | 0.78722    | -0.84287 | -0.83736 | -0.97159 |
|                 |       | 3nn  | 0.79055    | -0.84654 | -0.84238 | -0.96945 |
|                 |       | C4.5 | 0.74527    | -0.68445 | -0.70968 | -0.71784 |
|                 |       | NB   | 0.71472    | -0.61669 | -0.6543 | -0.65449 |
|                 |       |      |            |       |       |              |
|                 | 3nn   | 0.79055    | -0.84664 | -0.84238 | -0.96945 |
|                 |       | C4.5 | 0.74527    | -0.68445 | -0.70968 | -0.71784 |
|                 |       | NB   | 0.71472    | -0.61669 | -0.6543 | -0.65449 |
|                 |       |      |            |       |       |              |
| GEOM            | 1nn   | 0.74916    | -0.89808 | -0.89566 | -0.99765 |
|                 |       | 3nn  | 0.75305    | -0.90208 | -0.89966 | -0.99646 |
|                 |       | C4.5 | 0.69694    | -0.78521 | 0.81190  | -0.81155 |
|                 |       | NB   | 0.64861    | -0.61963 | -0.66410 | -0.64970 |
|                 |       |      |            |       |       |              |
| Artificial imbalanced | AUC   | 1nn  | 0.77047    | -0.76821 | -0.77738 | -0.91146 |
|                 |       | 3nn  | 0.75842    | -0.74782 | -0.76496 | -0.88713 |
|                 |       | C4.5 | 0.74817    | -0.64555 | -0.66201 | -0.74074 |
|                 |       | NB   | 0.684837   | -0.53964 | -0.60355 | -0.61906 |
|                 |       |      |            |       |       |              |
| GEOM            | 1nn   | 0.62360    | -0.64221 | -0.63954 | -0.84805 |
|                 |       | 3nn  | 0.56013    | -0.57571 | -0.57708 | -0.79894 |
|                 |       | C4.5 | 0.48070    | -0.55215 | -0.56526 | -0.74016 |
|                 |       | NB   | 0.36035    | -0.49918 | -0.56023 | -0.64383 |
|                 |       |      |            |       |       |              |
| Correl. theoretical overlap |       |     | 0.83614    |   0.85709 |    0.78833 |     |
| Real            | AUC   | 1nn  | 0.76782    | -0.76607 | -0.70171 | -0.59698 |
|                 |       | 3nn  | 0.77304    | -0.7423  | -0.71645 | -0.58738 |
|                 |       | C4.5 | 0.77869    | -0.77106 | -0.64130 | -0.72452 |
|                 |       | NB   | 0.76782    | -0.7602  | -0.64488 | -0.61445 |
|                 |       |      |            |       |       |              |
| GEOM            | 1nn   | 0.62304    | -0.63440 | -0.55854 | -0.69545 |
|                 |       | 3nn  | 0.58304    | -0.65588 | -0.60361 | -0.71989 |
|                 |       | C4.5 | 0.60347    | -0.69968 | -0.60392 | -0.79109 |
|                 |       | NB   | 0.57565    | -0.64376 | -0.56939 | -0.67490 |

stands out as the best option with the artificial datasets, especially when using KNN as the classifier (since both are based on distances between points), as well as when using the GEOM classification metric over the real datasets (since both punish hard-to-classify classes). This allows to emphasize that studying the morphology of datasets is a good way to estimate the complexity of classification problems, since it involves the study of multiple characteristics of the data simultaneously. Furthermore, it also shows that morphology has a high degree of relationship with the theoretical overlap of a dataset, which leads to better decision-making when choosing whether to preprocess datasets or change the classification algorithms for a given classification problem.
The main downside is the speed of obtaining the ONB measures, which involves the creation of a distance matrix from the data points, a computationally expensive process with a quadratic growth given an increase in data points. This could probably be improved further, using heuristics, in order to make the algorithm faster.

7 How to adapt ONB to Singular Problems: Prospects

Even though this study has been focused on standard supervised classification problems (either binary or multiclass and both balanced or imbalanced), there might be benefits to using the proposed morphology metrics on a wider variety of situations, closer to the more complex real problems and situations. Thus, some ideas will now be presented regarding the adaptation of the algorithm (or the problem) so that the ONB metric can be used in singular problems, a particular group of classification problems with more complex inputs or outputs [64].

Specifically, the three main types of singular problems and their adaptation options will be highlighted: multi-label problems in Sect. 7.1, multi-instance problems in Sect. 7.2 and multi-view problems in Sect. 7.3. The adaptation towards other singular problems follows similar guidelines to the former case scenarios in Sect. 7.4.

7.1 Multi-label problems

In multi-label classification problems [35], an instance can have multiple labels simultaneously, whereas in traditional classification problems each sample belongs to solely one class. This is the case, for example, of document [42] or media [15] tagging, where “romantic”, “science fiction” or “comedy” can be assigned to the same instance. A formal representation of a multi-label problem emerges from the consideration of the set of all possible labels, \( \mathcal{L} = \{l_1, \ldots, l_p\} \). The prediction space of a multi-label classifier is then \( Y = 2^\mathcal{L} \cong \{0, 1\}^p \).

In order to perform the multi-label classification, there are 2 main strategies: either transforming the multi-output problem into a series of independent single-output problems (binary, label ranking or ensemble learning problems) whose classification can be achieved using single-output classification algorithms, or adapting a classification algorithm so that it can work with multi-label data.

As with other classification problems, imbalance can be present among the labels, causing the existence of both minority and majority labels. However, this case is even more complex, as both minority and majority labels can be simultaneously present in a single instance [19].

In order to adapt ONB to these problems, different approaches can be used for the inclusions or exclusions inside a ball, centred on a certain point:

- The new point needs to include, at least, all the labels of the centre.
- The new point needs to include, at least, one of the labels of the centre.
- The new point needs to include, at most, some of the labels of the centre (no outside labels allowed).
- The new point needs to include only non-conflicting labels (for example, points with majority labels cannot be included if the centre only has minority labels).

7.2 Multi-instance problems

In this paradigm, instances are given in small groups or “bags”, both for the training and test sets [36]. Each instance belongs to the same feature space, but each bag can have a different
number of them. In more formal notation, if $X$ is the input feature space, a multi-instance classification algorithm would find a map $f : \{ s \subset X : s \text{ finite} \} \rightarrow Y$. This is the case, for example, of some image classification problems, where said images can be partitioned and classified as a whole [7].

The aim of the multi-instance classification is to be able to either learn a model that can identify the class of every individual test data point or to identify the global class of each test bag.

For the classification of the bags, an assumption involving the relationship between the individual instance classes and its bags has to be made. The standard assumption indicates that a bag is positive as long as it contains at least one positive element (it does not matter which, so no individual classification is necessary), and is negative otherwise. However, other assumptions have different conditions or thresholds for the individual instances contained in a bag so that such bag can be classified accordingly. This means, naturally, that if the data point identification is achieved, the bag identification is attained as well (but not conversely). Some methods provide better results for instance-label problems (those centred on instance-level), whereas bag-level or embedding approaches are better suited for bag labelling [17].

Regarding this kind of problems, using the bags as points makes the adaptation of the algorithm straightforward. Different approaches can be taken depending on the paradigm that is used for the bag classification and the selection of the points for the representative of a bag:

- If any positive point induces a positive ball, the centre of a positive bag can be considered to be one of its positive points (or a combination of them, such as their mean point). Likewise, the centre of a negative bag can be one of the negative points or their mean point. The distance between bags can be measured either between their centres or the closest elements between the bags.
- Otherwise, the feature vectors can be used separately for the metric, point by point, ignoring the bags.

### 7.3 Multi-view problems

In multi-view problems each instance has a fixed number of feature vectors that can vary in type and format [70,76]. More precisely, we consider a list of $v$ feature spaces $X_1, \ldots, X_v$ and a multi-view classifier can thus be represented by a map $f : X_1 \times \cdots \times X_v \rightarrow Y$. This happens, for example, in disease diagnostics, where the results of different tests must be aggregated to identify the illness. In these problems, various options can also be taken. The goal is to use the metric in each feature space independently and combine the results afterwards. This combination can follow two different strategies:

- Two points need to be compatible in all features simultaneously to belong to the same ball.
- Two points need to be compatible in, at least, one feature to belong to the same ball.

### 7.4 Other singular problems

Several existing learning problems are not included in previous typologies, as can be seen in [18]. From them, the most relevant and their associated strategies for ONB adaptation are the following:
Multi-dimensional classification, which involves classifying in various fronts simultaneously [13]. The same approach for ONB as with multi-view problems can be taken.

- Label distribution learning, where labels are assigned in different degrees for each instance [31]. The approach for ONB would be similar to that of multi-label problems.

- Label ranking problems, where a ranking of the labels is given for each instance [40]. The approach for ONB would also be similar to that of multi-label problems, but using thresholds of belonging.

- Multi-target regression, where there are multiple outputs for the regression [14]. If the values of the regression are considered independent and get discretised, ONB can be used normally (separately for the different outputs).

- Ordinal regression, where the outputs are discrete and ordered [32]. The approach is similar to that of multi-target regression.

### 8 Concluding remarks

This paper started with a review on the state-of-the-art complexity metrics, especially focused on the overlap among classes and data morphology. Then, the usefulness of measuring the complexity and overlap of a dataset, to gauge the classification performance that can be attained as well as to identify the need of data preprocessing, was exposed. As per the results obtained, the proposed morphology metrics, ONB, have proved very promising. On the one hand, $ONB_{\text{man}}^{\text{avg}}$ does achieve a strong correlation with the classification performance metrics; and, on the other hand, it also provides a good estimation of the overlap of a dataset.

This study has been useful to illustrate that, while little explored, the study of data morphology can be very beneficial for supervised data classification. In particular, for imbalanced datasets with overlap, the ONB complexity metrics are useful new tools that can outdo most state-of-the-art complexity metrics in both complexity and overlap estimation.

As for future work lines, more real datasets and classifiers can be used and a reduction of the computational complexity (using heuristics) would be advisable. Furthermore, extending the work to singular problems using the suggested methodology, and in particular to multi-label, multi-instance and multi-view classification problems, could provide interesting results.
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### A Description of other complexity metrics

#### A.1 Feature overlap

This group of metrics assesses the capability of features for the discerning of the classes. If there is at least one feature with low overlap of different classes, the classification should be
easier and, thus, obtain better results. The same works for combinations of features and areas of the n-dimensional space of each dataset. Five different metrics can be enumerated:

- **F1**: this is the Maximum Fisher’s Discriminant Ratio, which measures the ease to separate the classes using the features (columns) of the data. It compares the dispersion inside each class and the dispersion of the classes. Higher values indicate less overlapping features and, thus, a less complex dataset.
- **F1v**: this is the Directional Vector Maximum Fisher’s Discriminant Ratio from [63]. It complements F1, looking for the hyperplane, generated by a vector, that best discerns the classes instead of using the separate features. Greater values indicate a lower complexity.
- **F2**: this metric estimates the volume of the overlapping region, using the ratio between the value limits of each class for each feature and the full range of said feature, and multiplying them to get the ratio of volume overlap. Greater values indicate more overlap, which increases the complexity.
- **F3**: it is the Maximum Individual Feature Efficiency, which is the biggest ratio of points outside the overlapping region of a feature and the total number of points. Greater values indicate less complexity.
- **F4**: this is the Collective Feature Efficiency from [63]. It is based on an iterative use of F3 over the dataset, each time choosing the most efficient feature and setting aside the non-overlapped points of that feature, until there are no more points or features. F4 indicates the ratio of points that have been discerned over the total number of points, so greater values of F4 signal lower complexity.

### A.2 Linearity

These measures assess the ease of separability of the different classes by hyperplanes, which would lead to easier classification. There are three main metrics in this category:

- **L1**: it is a measure of the Sum of the Error Distance by Linear Programming. After using the linear classifier, the total error distance of the misclassified points to their closest hyperplane is computed and divided by the total number of points. The bigger this ratio, the bigger the L1 will be, indicating more complexity.
- **L2**: this is the Error Rate of the Linear Classifier, that is, the number of misclassified points divided by the total number of points. The bigger the L2, the more complex a problem will be.
- **L3**: it is the Non-Linearity of a Linear Classifier, from [38]. For this metric, new points are generated using pairs of points sharing a class, and they are classified using the initial data as the training set for the generation of the classification model. L3 is the ratio of the misclassified points from those interpolated. A higher value of L3 indicates more complex boundaries and problems.

### A.3 Dimensionality

This set of measures reflect the data sparsity that can appear from a high dimensionality. When a dataset has low-density or even void areas, the model might fail to correctly classify new data there. Three metrics stand out:

- **T2**: it is the Average Number of Features per Dimension, that is, the number of features of the dataset divided by the number of points. Greater values indicate less points per feature, which will cause sparsity and a higher complexity.
– T3: it is the Average number of PCA Dimensions per points. This is the division of the dimensionality of the PCA selected attributes over the number of points of the dataset. Greater values signal a higher complexity.
– T4: this is the Ratio of the PCA Dimension to the Original Dimension, which is the division of the dimensionality of the PCA selected attributes over the original dimensionality. Greater values indicate that more features are necessary to explain the data variability and, usually, higher complexity.

A.4 Class balance

These metrics measure the differences in the number of elements in each class, which could favour the classification of the predominant class. The two most common metrics are:

C1: it is the Entropy of Class Proportions. The higher the value (closer to 1), the most balanced the dataset will be, which usually indicates lower complexity.
C2: this is the Imbalance Ratio, using the multiclass modification in [72]. It has the value “0” for balanced problems, and higher values (up to 1) indicate more imbalance.

A.5 Network properties

These metrics study graph properties of the data, after using the distances between data points to generate it. To this end, each point becomes a node and the instructions in [29,61] and [77] are followed in order to decide the edges, which only join close points that belong to the same class. The three basic metrics are the following:

– Density: it is the Average Density of the Network, which is obtained from the ratio between the number of edges of the graph and the maximum possible amount of edges for that graph. The more edges, the lower the complexity.
– Clustering Coefficient: this metric is derived from the mean of the ratio of edges between each point and its neighbours and the maximum number of edges between them, for every point. It signals the tendency to create cliques. The higher the value, the most complex the dataset.
– Hubs: this is the Mean Hub Score of the graph. The hub score measures the importance of each node from both its connections and their hub scores, in an iterative way. The higher the value, the most complex the dataset.
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