EXTENSIONS OF WATSON’S THEOREM AND THE RAMANUJAN-GUINAND FORMULA
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Abstract. Ramanujan provided several results involving the modified Bessel function \( K_z(x) \) in his Lost Notebook. One of them is the famous Ramanujan-Guinand formula, equivalent to the functional equation of the non-holomorphic Eisenstein series on \( SL_2(z) \). Recently, this formula was generalized by Dixit, Kesarwani, and Moll. In this article, we first obtain a generalization of a theorem of Watson and, as an application of it, give a new proof of the result of Dixit, Kesarwani, and Moll. Watson’s theorem is also generalized in a different direction using \( \mu K_z(x, \lambda) \) which is itself a generalization of \( K_z(x) \). Analytic continuation of all these results are also given.

1. Introduction

On page 253 of his Lost Notebook [11], Ramanujan recorded the following beautiful formula. Let \( z \in \mathbb{C} \). For \( \alpha, \beta > 0 \) such that \( \alpha \beta = \pi^2 \),

\[
\sqrt{\alpha} \sum_{n=1}^{\infty} \sigma_z(n)n^{\frac{z}{2}} K_{\frac{z}{2}}(2n\alpha) - \sqrt{\beta} \sum_{n=1}^{\infty} \sigma_z(n)n^{\frac{z}{2}} K_{\frac{z}{2}}(2n\beta) = \frac{1}{4} \Gamma \left( \frac{z}{2} \right) \zeta(z) \left\{ \beta \frac{1+z}{2} - \alpha \frac{1+z}{2} \right\} + \frac{1}{4} \Gamma \left( -\frac{z}{2} \right) \zeta(-z) \left\{ \beta \frac{1+z}{2} - \alpha \frac{1+z}{2} \right\},
\]

(1.1)

where \( K_z(x) \) is the modified Bessel function [19, p. 34] and \( \sigma_z(n) := \sum_{d|n} d^{z} \) is the generalized divisor function.

Theorem (1.1) was rediscovered by Guinand [8] in 1955 which is why sometimes this formula is referred to as Ramanujan-Guinand formula in the literature. Several years after Ramanujan, the special case \( z = 0 \) of (1.1) was also rediscovered by Koshliakov [13]. For a detailed history of the Ramanujan-Guinand formula [11] and its implications, see [2].

It is well-known that (1.1) is equivalent to the functional equation of the non-holomorphic Eisenstein series. For \( \text{Re}(s) > 1 \) and \( \tau := x + iy, \ y > 0 \), the non-holomorphic Eisenstein series \( G(\tau, s) \) is defined by

\[
G(\tau, s) := \frac{1}{2} \sum_{(m,n) \in \mathbb{Z}^2 \setminus \{0,0\}} \frac{y^s}{|m\tau + n|^2},
\]

\( G(\tau, s) \) is a non-holomorphic modular function of weight 0 as it is invariant in \( \tau \) under the usual action of \( SL_2(\mathbb{Z}) \). Moreover, \( G(\tau, s) \) has analytic continuation in \( \mathbb{C} \) except a simple pole at \( s = 1 \) with residue \( \frac{\pi^2}{2} \). Analytic continuation of this function can be given by its Fourier
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expansion

\[ G(\tau, s) = \zeta(2s)y^s + \frac{\sqrt{\pi}\Gamma(s-\frac{1}{2})}{\Gamma(s)}\zeta(2s-1)y^{1-s} + \frac{4\sqrt{\pi}s}{\Gamma(s)} \sum_{n=1}^{\infty} \sigma_{2s-1}(n)n^{\frac{1}{2}-s}K_{s-\frac{1}{2}}(2\pi ny)\cos(2\pi nx). \]  

(1.2)

It is effortless to see that (1.1) follows from (1.2) and by using the modular property of \( G(\tau, s), \) namely, \( G(\tau, s) = G(-\frac{1}{\tau}, s), \) \( \tau \in \mathbb{H} (\text{upper half-plane}). \)

Several proofs of (1.1) have been given in the literature, for example, see [2], [3], and [8]. The main ingredient in the proofs of [2] and [8] is the following result of Watson [18]:

\[ K_n = \frac{2\pi n}{\Gamma(\frac{3}{2})} \sum_{k=1}^{\infty} \frac{\sin(k\pi n)\cosh(k\pi x)}{k\pi} = \frac{\pi \cosh(\pi x)}{\sinh(\pi x)}. \]  

The main goal of this paper is to accomplish two different generalizations of Theorem 1.1. To state their result, we first need to define their new generalization of the modified Bessel function \( K_z(x). \) For \( z, w \in \mathbb{C}, \) and \( x \in \mathbb{C} \setminus \{x \in \mathbb{R} : x \leq 0\}, \) the generalized modified Bessel function is defined by [5] Equation (1.3)]

\[ K_{z,w}(x) := \frac{1}{2\pi i} \int_{(c)} \left( \frac{s - z}{2} \right) \Gamma \left( \frac{s + z}{2} \right) \frac{1}{2} F_1 \left( \frac{s - z}{2}; 1; -\frac{w^2}{4} \right) \frac{1}{2} F_1 \left( \frac{s + z}{2}; 1; -\frac{w^2}{4} \right) 2^{s-2}x^s ds, \]  

(1.4)

where \( c := \text{Re}(s) > |\text{Re}(z)| \) and \( 1 F_1(a; c; z) \) is the confluent hypergeometric function defined by [15] p. 172, Equation (7.3)]

\[ 1 F_1(a; c; z) := \sum_{n=0}^{\infty} \frac{(a)_n z^n}{(c)_n n!}, |z| < \infty, \]

with \( (a)_m := \Gamma(a + m)/\Gamma(a) \) for \( a \in \mathbb{C}. \) Here, and throughout the paper, \( \int_{(c)} \) denotes the line integral \( \int_{c-i\infty}^{c+i\infty}. \)
It is straightforward to see that for \( w = 0 \), \( K_{z,w}(x) \) reduced to \( K_z(x) \) by using [14, p. 115, Formula 11.1]

\[
K_z(x) = \frac{1}{2\pi i} \int_{(c)} \Gamma \left( \frac{s-z}{2} \right) \Gamma \left( \frac{s+z}{2} \right) 2^{s-2} x^{-s} \, ds.
\]

For more details on the theory of \( K_{z,w}(x) \) and its connection in Analytic Number Theory and Physics, we refer the reader to [5] and [12].

The aforementioned generalization of the Ramanujan-Guinand formula is given in the following theorem [5, Theorem 1.4].

**Theorem 1.2.** Let \( z, w \in \mathbb{C} \). Let \( K_{z,w}(x) \) be defined in (1.4). For \( \alpha, \beta > 0 \) such that \( \alpha \beta = \pi^2 \),

\[
\sqrt{\alpha} \sum_{n=1}^{\infty} \sigma_{-z}(n) n^{\frac{z}{2}} e^{-\frac{n^{2} z}{x}} K_{z,w}(2n\alpha) - \sqrt{\beta} \sum_{n=1}^{\infty} \sigma_{-z}(n) n^{\frac{z}{2}} e^{-\frac{n^{2} z}{x}} K_{\bar{z},w}(2n\beta)
\]

\[
= \frac{1}{4} \Gamma \left( \frac{z}{2} \right) \zeta(z) \left\{ \beta \frac{1+z}{2} F_1 \left( \frac{1-z}{2}; \frac{1}{2}; \frac{w^2}{4} \right) - \alpha \frac{1+z}{2} F_1 \left( \frac{1-z}{2}; \frac{1}{2}; -\frac{w^2}{4} \right) \right\}
\]

\[
+ \frac{1}{4} \Gamma \left( \frac{-z}{2} \right) \zeta(-z) \left\{ \beta \frac{1+z}{2} F_1 \left( \frac{1+z}{2}; \frac{1}{2}; \frac{w^2}{4} \right) - \alpha \frac{1+z}{2} F_1 \left( \frac{1+z}{2}; \frac{1}{2}; -\frac{w^2}{4} \right) \right\}.
\]

(1.5)

Here we note that authors of [3] did not follow the approach used in [2] or [8] to prove Theorem [12]. They used the theory of functions reciprocal in a certain kernel. To follow the same approach as in [2] or [8], one needs to first obtain generalization of the Watson’s result (1.3) which has been missing from the literature. In this work, we fill this gap, that is, we obtain a generalization of the Watson’s result (1.3). Further as an application of it, we provide a new proof of Theorem [12]. Our generalization of (1.3) is recorded in the following theorem.

**Theorem 1.3.** Let \( \text{Re}(x^2) > 0 \). Define

\[
A(n, z, w, x) := \int \frac{1}{2} F_1 \left( \frac{1}{2} + z; \frac{1}{2}; \frac{w^2 (2n\pi + ix)}{8n\pi - 4ix} \right) + 1 F_1 \left( \frac{1}{2} + z; \frac{1}{2}; \frac{w^2 (2n\pi - ix)}{8n\pi + 4ix} \right).
\]

(1.6)

Let \( w \in \mathbb{C} \) and \( \text{Re}(z) > 0 \). Let \( K_{z,w}(x) \) be defined in (1.4). Then

\[
2 \sum_{n=1}^{\infty} \left( \frac{n\pi x}{2} \right)^z K_{z,w}(nx) + \frac{1}{2} \Gamma(z) 1 F_1 \left( \frac{1}{2} ; \frac{1}{2} ; -\frac{w^2}{4} \right) \sqrt{\pi} \Gamma \left( \frac{1}{2} + z \right) e^{-\frac{w^2}{4}} F_1 \left( \frac{1}{2} + z; \frac{1}{2}; -\frac{w^2}{4} \right)
\]

\[
= \sqrt{\pi} x^2 \Gamma \left( \frac{1}{2} + z \right) e^{-\frac{x^2}{4}} \sum_{n=1}^{\infty} \frac{A(n, z, w, x)}{(x^2 + 4n^2 \pi^2)^{z+\frac{1}{2}}}. \]

(1.7)

We now obtain an extended version of Theorem (1.3) in which the restriction on \( z \) is removed.

**Theorem 1.4.** Let \( w \in \mathbb{C}, \text{Re}(x^2) > 0, \) and \( A(n, z, w, x) \) be defined in (1.6). Let \( M > 0 \) be an integer. Then for \( \text{Re}(z) > -M \),

\[
2 \sum_{n=1}^{\infty} \left( \frac{n\pi x}{2} \right)^z K_{z,w}(nx) + \frac{1}{2} \Gamma(z) 1 F_1 \left( \frac{1}{2} ; \frac{1}{2} ; -\frac{w^2}{4} \right) \sqrt{\pi} \Gamma \left( \frac{1}{2} + z \right) e^{-\frac{w^2}{4}} F_1 \left( \frac{1}{2} + z; \frac{1}{2}; -\frac{w^2}{4} \right)
\]

\[
= \sqrt{\pi} x^2 \Gamma \left( \frac{1}{2} + z \right) e^{-\frac{x^2}{4}} \sum_{n=1}^{\infty} A(n, z, w, x) \left\{ \frac{1}{(x^2 + 4n^2 \pi^2)^{z+\frac{1}{2}}} - \sum_{m=0}^{M-1} \left( -\frac{z-\frac{1}{2}}{2} \right)^{x^{2m}} \right\}
\]

\[
\left\{ \frac{1}{(x^2 + 4n^2 \pi^2)^{z+\frac{1}{2}}} - \sum_{m=0}^{M-1} \left( -\frac{z-\frac{1}{2}}{2} \right)^{x^{2m}} \right\}.
\]
As a special case of Theorem 1.3, we get the result of Watson [18, p. 300, Section 3]:

**Corollary 1.5.** Let \( \text{Re}(x^2) > 0 \). Let \( M > 0 \) be an integer. Then for \( \text{Re}(z) > -M \),

\[
2 \sum_{n=1}^{\infty} \left( \frac{n^2\pi}{2} \right) z K_z(nx) + \frac{1}{2} \Gamma(z) - \frac{\sqrt{\pi}}{x} \Gamma \left( \frac{1}{2} + z \right)
\]

\[
= 2\sqrt{\pi} x^2 \Gamma \left( \frac{1}{2} + z \right) \left[ \sum_{n=1}^{\infty} \left\{ \frac{1}{(x^2 + 4n^2\pi^2)^{z+\frac{1}{2}}} - \sum_{m=0}^{M-1} \left( -\frac{1}{2} \right) \frac{x^{2m}}{(2\pi)^{2z+2m+1}} \right\} \right.
\]

\[
+ \left. \sum_{m=0}^{M-1} \left( -\frac{1}{2} \right) \frac{x^{2m}\zeta(2z + 2m + 1)}{(2\pi)^{2z+2m+1}} \right].
\]

(1.9)

Next, we present a generalization of Theorem 1.1 in another direction, different from Theorem 1.3. Very recently, a new two-parameter generalization of \( K_z(x) \) was introduced by Dixit, Kesarwani and the author in [4]. For \( z \in \mathbb{C} \setminus \{0\} \), and \( x, \mu, \lambda \in \mathbb{C} \) such that \( \mu + \lambda \neq -\frac{1}{2}, -\frac{3}{2}, -\frac{5}{2}, \ldots \), by [4, Equation (1.16)], it is given by

\[
\mu K_z(x, \lambda) := \frac{\pi x^\lambda 2^{2\mu+z-1}}{\sin(\pi)} \left\{ \frac{(x/2)^{-z}}{\Gamma(1-z)\Gamma(1/2+z)} \right\} _2F_1 \left[ \begin{array}{c} \mu + \lambda + 1/2 \\ \lambda + 1/2 - z, 1 - z \end{array} ; \frac{x^2}{4} \right]
\]

\[
= \frac{(x/2)^{-z}}{\sqrt{\pi}} \Gamma(z + \frac{1}{2}) \Gamma(\frac{1}{2} + \lambda + \mu + z) \sum_{n=1}^{\infty} \frac{1}{\pi^{2n+2}} F_1 \left[ \begin{array}{c} \frac{1}{2} + z, \frac{1}{2} + \lambda + \mu + z \\ \frac{1}{2} + \lambda \end{array} ; \frac{x^2}{4} \right],
\]

(1.10)

with \( \mu K_0(x, \lambda) = \lim_{z \to 0} \mu K_z(x, \lambda) \).

From [4, equation (1.17)], we have

\[-zK_z(x, \lambda) = x^\lambda K_z(x).\]

Therefore, it is obvious to see that if \( \mu = -z \) and \( \lambda = 0 \) then \( \mu K_z(x, \lambda) \) reduces to \( K_z(x) \). For more information on \( \mu K_z(x, \lambda) \) and its number theoretic applications, we refer the reader to [4].

Our second generalization of the Watson’s result (1.3) is given below.

**Theorem 1.6.** Let \( \text{Re}(x) > 0 \), \( \text{Re}(z) > 0 \) and \( \text{Re}(\mu + \lambda) > 0 \). Let \( \mu K_z(x, \lambda) \) be defined in (1.10). Then

\[
2 \sum_{n=1}^{\infty} \left( \frac{n^2\pi}{2} \right) z^{-\lambda} \mu K_z(nx, \lambda) + \frac{2^{2z+\mu+\lambda-1} \Gamma(z) \Gamma(\frac{1}{2} + \lambda + \mu)}{\Gamma(\frac{1}{2} + \lambda - z)} \frac{\sqrt{\pi} 2^{\mu+z+\lambda} \Gamma(\lambda + \mu) \Gamma(\frac{1}{2} + z)}{x \Gamma(\lambda - z)}
\]

\[
= \frac{2^{\mu+\lambda-z}}{\sqrt{\pi}} \left( \frac{x}{\pi} \right)^{-z} \Gamma(z + \frac{1}{2}) \Gamma(\frac{1}{2} + \lambda + \mu + z) \sum_{n=1}^{\infty} \frac{1}{\pi^{2n+2}} F_1 \left[ \begin{array}{c} \frac{1}{2} + z, \frac{1}{2} + \lambda + \mu + z \\ \frac{1}{2} + \lambda \end{array} ; \frac{x^2}{4} \right],
\]

(1.11)

where \( _2F_1(a, b; c; \xi) \) is the Gauss hypergeometric function defined by [15, p. 110, Equation (5.4)]

\[
_2F_1(a, b; c; \xi) = \frac{\Gamma(c)}{\Gamma(b)\Gamma(c-b)} \int_0^1 t^{b-1}(1-t)^{c-b-1}(1-t\xi)^{-a} \, dt,
\]

for \( \text{Re}(c) > \text{Re}(b) > 0 \), \( |\arg(1-\xi)| < \pi \).
For Theorem 1.6 also, we remove the restriction on \( z \) in the following theorem.

**Theorem 1.7.** Let \( \text{Re}(x) > 0 \) and \( \text{Re}(\mu + \lambda) > 0 \). Let \( M > 0 \) be an integer. If \( \text{Re}(z) > -M \), then

\[
2 \sum_{n=1}^{\infty} \left( \frac{nx}{2} \right)^{-\lambda} \mu K_z(nx, \lambda) = \frac{2^{z+\mu+\lambda-1} \Gamma(z) \Gamma\left(\frac{1}{2} + \lambda + \mu\right)}{\Gamma\left(\frac{1}{2} + \lambda - z\right)} + \frac{\sqrt{\pi} 2^{\mu+\lambda} \Gamma(\lambda + \mu) \Gamma\left(\frac{1}{2} + \lambda + \mu + z\right)}{x \Gamma(\lambda - z)}
\]

\[
= \frac{2^{\mu+\lambda-z}}{\sqrt{\pi}} \left( \frac{x}{\pi} \right)^{2z} \Gamma\left(\frac{z + \frac{1}{2}}{2} + \lambda + \mu + z\right) \sum_{n=1}^{\infty} \frac{1}{n^{2z+1}} \left\{ 2F_1 \left[ \frac{1}{2} + z, \frac{1}{2} + \lambda + \mu + z + \frac{1}{2} + \lambda \right] ; \frac{x^2}{4\pi^2n^2} \right\}
\]

\[
- \sum_{m=0}^{M-1} \frac{\left( \frac{1}{2} + z \right)_m \left( \frac{1}{2} + \lambda + \mu + z \right)_m}{m! \left( \frac{1}{2} + \lambda + m \right)} \left( -\frac{x^2}{4\pi^2n^2} \right)^m
\]

\[
+ \frac{2^{\mu+\lambda-z}}{\sqrt{\pi}} \left( \frac{x}{\pi} \right)^{2z} \sum_{m=0}^{M-1} \Gamma\left( \frac{z + \frac{1}{2} + m}{2} + \lambda + \mu + z + m \right) \zeta(2z + 2m + 1) \left( -\frac{x^2}{4\pi^2} \right)^m.
\]

(1.12)

We separately record \( z = 0 \) case of the above theorem below.

**Theorem 1.8.** Let \( \text{Re}(x) > 0 \) and \( \text{Re}(\mu + \lambda) > 0 \). We have

\[
2 \sum_{n=1}^{\infty} \left( \frac{nx}{2} \right)^{-\lambda} \mu K_0(nx, \lambda) = \frac{\pi 2^{\mu+\lambda} \Gamma(\lambda + \mu)}{x \Gamma(\lambda)}
\]

\[
= \frac{2^{\mu+\lambda} \Gamma\left( \frac{1}{2} + \lambda + \mu \right)}{\Gamma\left( \frac{1}{2} + \lambda \right)} \sum_{n=1}^{\infty} \frac{1}{n} \left\{ 2F_1 \left[ \frac{1}{2}, \frac{1}{2} + \lambda + \mu, \frac{x^2}{4\pi^2n^2} \right] - 1 \right\}
\]

\[
+ \frac{2^{\mu+\lambda-1} \Gamma\left( \frac{1}{2} + \lambda + \mu \right)}{\Gamma\left( \lambda + \frac{1}{2} \right)} \left( 2 \left( \gamma - \log \left( \frac{x}{4\pi} \right) \right) - \psi \left( \lambda + \frac{1}{2} \right) + \psi \left( \lambda + \mu + \frac{1}{2} \right) \right).
\]

(1.13)

Theorem 1.8 gives a formula of Watson [18, p. 301, Equation (6)].

**Corollary 1.9.** For \( \text{Re}(x) > 0 \),

\[
2 \sum_{n=1}^{\infty} K_0(nx) = \frac{\pi}{x} \sum_{n=1}^{\infty} \left\{ \frac{2\pi}{\sqrt{x^2 + 4n^2\pi^2}} - \frac{1}{n} \right\} + \gamma - \log \left( \frac{x}{4\pi} \right).
\]

This paper is organized as follows. Theorem 1.3 and Theorem 1.4 are proved in Section 2. Section 3 is devoted to giving a new proof of Theorem 1.2. We derive Theorem 1.6 and Theorem 1.7 and its Corollary in Section 4 and its subsection 4.1.

2. Generalization of Watson’s result with \( K_{z,w}(x) \)

The main ingredient to prove Theorem 1.3 and Theorem 1.6 is Poisson’s summation formula in the following form [16, p. 60-61]:

**Theorem 2.1.** If \( f(t) \) is continuous and of bounded variation on \((0, \infty)\), and if \( \int_0^\infty f(t) \, dt \) exists, then

\[
f(0^+) + 2 \sum_{n=1}^{\infty} f(n) = 2 \int_0^\infty f(t) \, dt + 4 \sum_{n=1}^{\infty} \int_0^\infty f(t) \cos(2\pi nt) \, dt.
\]
One of the nice properties of $K_{z,w}(t)$, derived in [5, Theorem 1.7]. Let $z, w \in \mathbb{C}$ and $|\arg(x)| < \frac{\pi}{4}$, we have

$$K_{z,w}(x) = \left(\frac{x}{2}\right)^{-z} \int_{0}^{\infty} e^{-u^2 - \frac{wu}{x}} \cos(wu) \cos \left(\frac{wu}{x}\right) u^{2z-1} \, du. \quad (2.1)$$

To prove Theorem 1.3, it is imperative to obtain the following new integral evaluation which contain $K_{z,w}(x)$ in its integrand.

**Lemma 2.2.** Let $w \in \mathbb{C}$, Re$(z) > 0$, and $|\arg(x)| < \frac{\pi}{4}$. Let $A(n, z, w, x)$ be defined in (1.6). If $a \geq 0$, then

$$\int_{0}^{\infty} \left(\frac{xt}{2}\right)^{z} K_{z,w}(xt) \cos(at) \, dt = \frac{1}{4} \sqrt{\pi} \Gamma \left(\frac{1}{2} + z\right) \frac{x^2 e^{-u^2}}{(x^2 + a^2)^{z+\frac{1}{2}}} A \left(\frac{a}{2\pi}, z, w, x\right). \quad (2.2)$$

**Proof.** Invoke (2.1) to deduce that

$$\int_{0}^{\infty} \left(\frac{xt}{2}\right)^{z} K_{z,w}(xt) \cos(at) \, dt = \int_{0}^{\infty} \int_{0}^{\infty} e^{-u^2 - \frac{w^2}{4u^2}} \cos(wu) \cos \left(\frac{wu}{2u}\right) u^{2z-1} \cos(at) \, dudt$$

$$= \int_{0}^{\infty} e^{-u^2} \cos(wu) u^{2z-1} \int_{0}^{\infty} e^{-\frac{w^2}{4u^2}} \cos \left(\frac{wu}{2u}\right) \cos(at) \, dtdu, \quad (2.3)$$

where in the last step we interchanged the order of the integration which is justified because of the absolute convergence. Note that

$$\int_{0}^{\infty} e^{-\frac{x^2u^2}{4u^2}} \cos \left(\frac{wu}{2u}\right) \cos(at) \, dt = \frac{1}{2} \int_{0}^{\infty} e^{-\frac{x^2u^2}{4u^2}} \cos \left(at + \frac{wx}{2u}\right) \, dt$$

$$+ \frac{1}{2} \int_{0}^{\infty} e^{-\frac{x^2u^2}{4u^2}} \cos \left(at - \frac{wx}{2u}\right) \, dt \quad (2.4)$$

From [7, p. 488, Equation (3.896.4)], for Re$(\beta) > 0$, we have

$$\int_{0}^{\infty} e^{-\beta u^2} \cos(kt) \, dt = \frac{1}{2} \sqrt{\frac{\pi}{\beta}} \exp \left(-\frac{b^2}{4\beta}\right) \quad (2.5)$$

Let $\beta = \frac{x^2}{4u^2}$ and $b = at + \frac{wx}{2u}$ in (2.5) to get

$$\int_{0}^{\infty} e^{-\frac{x^2u^2}{4u^2}} \cos \left(at + \frac{wx}{2u}\right) \, dt = \frac{\sqrt{\pi}}{x} \exp \left(-\frac{(2au + wx)^2}{4x^2}\right). \quad (2.6)$$

Again use (2.5) with $\beta = \frac{x^2}{4u^2}$ and $b = at - \frac{wx}{2u}$ to find

$$\int_{0}^{\infty} e^{-\frac{x^2u^2}{4u^2}} \cos \left(at - \frac{wx}{2u}\right) \, dt = \frac{\sqrt{\pi}}{x} \exp \left(-\frac{(2au - wx)^2}{4x^2}\right). \quad (2.7)$$

From (2.4), (2.6), and (2.7),

$$\int_{0}^{\infty} e^{-\frac{x^2u^2}{4u^2}} \cos \left(\frac{wx}{2u}\right) \cos(at) \, dt = \frac{\sqrt{\pi}}{2x} u \left( e^{\frac{(2au - wx)^2}{4x^2}} + e^{\frac{(2au + wx)^2}{4x^2}} \right)$$

$$= \frac{\sqrt{\pi}}{2x} u e^{-\frac{w^2}{4x^2}} \left( e^{\frac{awu}{x}} + e^{-\frac{awu}{x}} \right)$$

$$= \frac{\sqrt{\pi}}{2x} u e^{-\frac{w^2}{4x^2}} \cosh \left(\frac{awu}{x}\right). \quad (2.8)$$
Substitute value from (2.13) in (2.3) so as to obtain
\[
\int_0^\infty \left(\frac{xt}{2}\right)^z K_{z,w}(xt) \cos(at) \, dt = \sqrt{\pi} e^{-\frac{a^2}{4}} \int_0^\infty e^{-\left(\frac{a^2}{2x^2}+1\right)u^2} \cos(wu) \cosh \left(\frac{1}{x}w^2 u^2\right) \, du
\]
\[
\quad = \sqrt{\pi} e^{-\frac{a^2}{4x}} \left\{ \int_0^\infty e^{-\left(\frac{a^2}{2x^2}+1\right)u^2} \cos \left( wu + \frac{iauw}{x} \right) \, du + \int_0^\infty e^{-\left(\frac{a^2}{2x^2}+1\right)u^2} \cos \left( wu - \frac{iauw}{x} \right) \, du \right\}, \quad (2.9)
\]

where in the last step we used the elementary fact \(2 \cos(A) \cos(B) = \cos(A+B) + \cos(A-B)\).

From [7, p. 503, Equation (3.95)] for \(\Re(\beta) > 0\), \(\Re(\mu) > 0\) and \(\nu \in \mathbb{C}\), we have
\[
\int_0^\infty u^{\mu-1} e^{-\beta u^2} \cos(\nu u) \, du = \frac{1}{2} \beta^{-\frac{\mu}{2}} \Gamma \left( \frac{\mu}{2} \right) e^{-\frac{x^2}{2\beta}} F_1 \left( \frac{1-\mu}{2}, \frac{1}{2}, \nu^2 \right). \quad (2.10)
\]

Let \(\mu = 2z+1\), \(\beta = \frac{a^2}{x^2} + 1\) and \(\nu = \frac{iauw}{x}\) in (2.10) to get
\[
\int_0^\infty e^{-\left(\frac{a^2}{2x^2}+1\right)u^2} \cos \left( wu + \frac{iauw}{x} \right) \, du = \frac{1}{2} \Gamma \left( \frac{1}{2} + z \right) \frac{x^{2z}}{(x^2 + a^2)^{\frac{z+\frac{1}{2}}{4}}} \left( z + \frac{1}{2} \frac{1}{2}, \frac{w^2(a-ix)}{4(a+ix)} \right). \quad (2.11)
\]

Now let \(\mu = 2z+1\), \(\beta = \frac{a^2}{x^2} + 1\) and \(\nu = \frac{iauw}{x}\) in (2.10) so that
\[
\int_0^\infty e^{-\left(\frac{a^2}{2x^2}+1\right)u^2} \cos \left( wu - \frac{iauw}{x} \right) \, du = \frac{1}{2} \Gamma \left( \frac{1}{2} + z \right) \frac{x^{2z}}{(x^2 + a^2)^{\frac{z+\frac{1}{2}}{4}}} \left( z + \frac{1}{2} \frac{1}{2}, \frac{w^2(a+ix)}{4(a-ix)} \right). \quad (2.12)
\]

Finally substitute values from (2.11) and (2.12) in (2.9) and use (1.6) to arrive at (2.2). \(\square\)

As a special case of Lemma 2.2, we get [18, p. 299].

**Corollary 2.3.** Let \(z \in \mathbb{C}\) and \(|\arg(x)| < \frac{\pi}{4}\). If \(a \geq 0\), then
\[
\int_0^\infty \left(\frac{xt}{2}\right)^z K_z(xt) \cos(at) \, dt = \frac{1}{2} \sqrt{\pi} \Gamma \left( \frac{1}{2} + z \right) \frac{x^{2z}}{(x^2 + a^2)^{\frac{z+\frac{1}{2}}{4}}}. \quad (2.13)
\]

**Proof.** Let \(w = 0\) in Lemma 2.2 and use the fact that \(K_{z,0}(xt) = K_z(xt)\) and \(F_1(b; c; 0) = 1\) to get (2.13). \(\square\)

We now have all necessary results to prove Theorem 1.3.

**Proof of Theorem 1.3** Let \(f(t) = \left(\frac{xt}{2}\right)^z K_{z,w}(xt)\) in Theorem 2.1. From [5, Theorem 1.13(i)], as \(x \to 0\),
\[
K_{z,w}(x) \sim \frac{1}{2} \Gamma(z) \left( \frac{x}{2} \right)^{-z} \left( z + \frac{1}{2} \frac{w^2}{4} \right). \quad (2.14)
\]

From [5, Theorem 1.12], we known that \(\left(\frac{xt}{2}\right)^z K_{z,w}(xt)\) has exponential decay, therefore, along with (2.13) it easy to see that the integral \(\int_0^\infty f(t) \, dt\) converges. Now by using (2.14), we see

\footnote{Condition on \(\nu\) is given \(\nu > 0\), however, it is easy to see that this result is actually true for all \(\nu \in \mathbb{C}\).}
that
\[
\lim_{x \to 0} \left( \frac{xt}{2} \right)^z K_{z,w}(xt) = f(0^+) = \frac{1}{2} \Gamma(z)_{1} F_{1} \left( z; \frac{1}{2}; \frac{-w^2}{4} \right). \tag{2.15}
\]

Let \( a = 0 \) in Lemma 2.2 to find
\[
\int_{0}^{\infty} f(t) dt = \frac{1}{2x} \sqrt{\pi} \Gamma \left( \frac{1}{2} + z \right) e^{-\frac{w^2}{4x}} F_{1} \left( z + \frac{1}{2}; \frac{1}{2}; \frac{-w^2}{4} \right). \tag{2.16}
\]

Again invoke Theorem 2.2 with \( a = 2\pi n \) so that
\[
\int_{0}^{\infty} f(t) \cos(2\pi nt) dt = \frac{1}{4} \sqrt{\pi} \Gamma \left( \frac{1}{2} + z \right) \frac{x^{2z} e^{-\frac{w^2}{4x}}}{(x^2 + 4\pi^2 n^2)^{z+\frac{1}{2}}} \mathcal{A}(n, z, w, x). \tag{2.17}
\]

Substitute values from (2.15), (2.16) and (2.17) in Theorem 2.1 to establish (1.7).  

2.1. Analytic continuation of Theorem 1.3

This subsection is dedicated to finding analytic continuation of Theorem 1.3; that is, to prove Theorem 1.4.

**Proof of Theorem 1.4**

Note that, for large \( n \),
\[
\frac{1}{(x^2 + 4n^2\pi^2)^{z+\frac{1}{2}}} = \frac{1}{(2n\pi)^{2z+1}} \left( 1 + \frac{x^2}{4n^2\pi^2} \right)^{-z-\frac{1}{2}} = \frac{1}{(2n\pi)^{2z+1}} \sum_{m=0}^{\infty} \left( -z - \frac{1}{2} \right) \left( \frac{x^2}{4n^2\pi^2} \right)^m
\]
\[
= \frac{1}{(2n\pi)^{2z+1}} \sum_{m=0}^{M-1} \left( -z - \frac{1}{2} \right) \left( \frac{x^2}{4n^2\pi^2} \right)^m + O \left( \frac{1}{n^{2z+2M+1}} \right). \tag{2.18}
\]

Now observe that
\[
\sum_{n=1}^{\infty} \mathcal{A}(n, z, w, x) \frac{1}{(x^2 + 4n^2\pi^2)^{z+\frac{1}{2}}} = \sum_{n=1}^{\infty} \mathcal{A}(n, z, w, x) \left\{ \frac{1}{(x^2 + 4n^2\pi^2)^{z+\frac{1}{2}}} - \frac{1}{(2n\pi)^{2z+1}} \sum_{m=0}^{M-1} \left( -z - \frac{1}{2} \right) \left( \frac{x^2}{4n^2\pi^2} \right)^m \right\}
\]
\[
= \sum_{n=1}^{\infty} \mathcal{A}(n, z, w, x) \left\{ \frac{1}{(x^2 + 4n^2\pi^2)^{z+\frac{1}{2}}} - \sum_{m=0}^{M-1} \left( -z - \frac{1}{2} \right) \left( \frac{x^2}{(2n\pi)^{2z+2m+1}} \right) \right\}
\]
\[
+ \sum_{n=1}^{\infty} \mathcal{A}(n, z, w, x) \sum_{m=0}^{M-1} \left( -z - \frac{1}{2} \right) \left( \frac{x^2}{(2n\pi)^{2z+2m+1}} \right)
\]
\[
= \sum_{n=1}^{\infty} \mathcal{A}(n, z, w, x) \left\{ \frac{1}{(x^2 + 4n^2\pi^2)^{z+\frac{1}{2}}} - \sum_{m=0}^{M-1} \left( -z - \frac{1}{2} \right) \left( \frac{x^2}{(2n\pi)^{2z+2m+1}} \right) \right\}
\]
\[
+ \sum_{m=0}^{M-1} \left( -z - \frac{1}{2} \right) \left( \frac{x^{2m}}{(2n\pi)^{2z+2m+1}} + \sum_{n=1}^{\infty} \mathcal{A}(n, z, w, x) \frac{x^{2m}}{n^{2z+2m+1}} \right). \tag{2.19}
\]
Substitute (2.19) in (1.3) to obtain
\[
2 \sum_{n=1}^{\infty} \left( \frac{n \pi x}{2} \right)^z K_{z,w}(n \pi x) + \frac{1}{2} \Gamma(z) \frac{1}{2} e^{-\frac{w^2}{4} \pi} \Gamma \left( \frac{1}{2} + z \right) e^{-\frac{w^2}{4} \pi} \Gamma \left( \frac{1}{2} + z ; \frac{1}{2} - \frac{w^2}{4} \right)
\]
\[
= \sqrt{x} e^{\pi z} \frac{x}{2} \int \left[ \sum_{n=1}^{\infty} A(n, z, w, x) \left( \frac{1}{(x^2 + 4n^2 \pi^2)^{z + \frac{1}{2}}} \right) - \sum_{m=0}^{M-1} \left( -z - \frac{1}{2} \right) \frac{z^2}{(2m \pi)^{2z + 2m + 1}} \right].
\]
(2.20)

By employing the asymptotic expansion of $K_{z,w}(x)$, given in [5, Theorem 1.12], it is easy to see that as the series on the right-hand side of (2.20) converges uniformly as a function of $z$ and its summand is also analytic, therefore, by using Weierstrass’ theorem on analytic function it represents an analytic function in $\text{Re}(z) > -M$. Hence the right-hand side of (2.20) is analytic in $z$ in $\text{Re}(z) > -M$.

By using (2.18) and the fact $A(n, z, w, x) = O(1)$, for large $n$, we get
\[
A(n, z, w, x) \left\{ \frac{1}{(x^2 + 4n^2 \pi^2)^{z + \frac{1}{2}}} - \sum_{m=0}^{M-1} \left( -z - \frac{1}{2} \right) \frac{z^2}{(2m \pi)^{2z + 2m + 1}} \right\} = O \left( \frac{1}{n^{2z + 2M + 1}} \right).
\]
(2.21)

Upon employing (2.21) is it easy to see that the infinite series on the left-hand side of (2.20) is uniformly convergent as a function of $z$ in $\text{Re}(z) > -M$. The summand of this series is also analytic in this region. Therefore, the left-hand side of (2.20) represents an analytic function of $z$ in $\text{Re}(z) > -M$. Now results follows by the principle of analytic continuation for the conditions imposed in the hypotheses of the theorem.

Proof of Corollary 1.5. Let $w = 0$ in Theorem 1.4. Use the fact $K_{z,0}(x) = K_z(x)$ and $A(n, z, 0, x) = 2$ to arrive at (1.9).

3. A new proof of Dixit-Kesarwani-Moll’s generalization of the Ramanujan-Guinand formula

In this section, as an application of our Theorem 1.3, we provide a new proof of Dixit-Kesarwani-Moll’s generalization of the Ramanujan-Guinand formula, that is, Theorem 1.2.

Proof of Theorem 1.2 Using the definition of the divisor function $\sigma_z(n) = \sum_{d|n} d^{-z}$, note that
\[
\sqrt{\alpha} \sum_{n=1}^{\infty} \sigma_z(n) n^{\frac{1}{2}} e^{-\frac{w^2}{4} \pi} K_{\alpha, iw}(2n\alpha) = \sqrt{\alpha} e^{-\frac{w^2}{4} \pi} \sum_{n=1}^{\infty} d^{-\frac{1}{2}} \sum_{d|n} \sigma_z(n) d^{\frac{1}{2}} K_{\alpha, iw}(2d\alpha)
\]
(3.1)

Let $x = 2d\alpha$ and replace $w$ by $iw$ in Theorem 1.3 to see
\[
\sum_{n=1}^{\infty} n^{\frac{1}{2}} K_{\alpha, iw}(2nd\alpha) = \frac{1}{4} (\frac{\alpha}{2})^2 \frac{1}{2} e^{-\frac{w^2}{4} \pi} \Gamma \left( \frac{1}{2} + \frac{1}{2} ; \frac{w^2}{4} \right) + \frac{1}{4} e^{-\frac{w^2}{4} \pi} \alpha^{-\frac{1}{2}} \Gamma \left( \frac{1}{2} + \frac{1}{2} \right)
\]
\[ \sqrt{\alpha} \sum_{n=1}^{\infty} \sigma_{-z}(n) n^{\frac{z}{2} e^{-\frac{w^2}{4}}} K_{\frac{z}{2}, iw}(2n\alpha) = \sqrt{\alpha} e^{-\frac{w^2}{4}} \left\{ -\frac{1}{4} \alpha^{-\frac{z}{2}} \Gamma \left( \frac{z}{2} \right) \frac{1}{4} F_{1} \left( \frac{z}{2} ; \frac{1}{2} ; \frac{w^2}{4} \right) \sum_{d=1}^{\infty} \frac{1}{d^2} \\
+ \frac{1}{4} \sqrt{\pi} e^{-\frac{w^2}{4}} \alpha^{-\frac{z}{2} - 1} \Gamma \left( \frac{z + 1}{2} \right) \frac{1}{4} F_{1} \left( \frac{z + 1}{2} ; \frac{1}{2} ; \frac{w^2}{4} \right) \sum_{d=1}^{\infty} \frac{1}{d^{2+1}} \\
+ \frac{1}{4} \sqrt{\pi} e^{-\frac{w^2}{4}} \alpha^{\frac{z}{2}} \Gamma \left( \frac{1 + z}{2} \right) \sum_{d=1}^{\infty} \sum_{n=1}^{\infty} A \left( n, \frac{z}{2}, iw, 2d\alpha \right) \right\} \]

Use the definition of the Riemann zeta function \( \zeta(z) \) in the above equation to get

\[ \sqrt{\alpha} \sum_{n=1}^{\infty} \sigma_{-z}(n) n^{\frac{z}{2} e^{-\frac{w^2}{4}}} K_{\frac{z}{2}, iw}(2n\alpha) = -\frac{1}{4} \alpha^{-\frac{z}{2}} \Gamma \left( \frac{z}{2} \right) \zeta(z) e^{-\frac{w^2}{4}} \frac{1}{4} F_{1} \left( \frac{z}{2} ; \frac{1}{2} ; \frac{w^2}{4} \right) \\
+ \frac{1}{4} \sqrt{\pi} e^{-\frac{w^2}{4}} \alpha^{-\frac{z}{2} - 1} \Gamma \left( \frac{z + 1}{2} \right) \zeta(z + 1) F_{1} \left( \frac{z + 1}{2} ; \frac{1}{2} ; \frac{w^2}{4} \right) \\
+ \frac{1}{4} \sqrt{\pi} e^{-\frac{w^2}{4}} \alpha^{\frac{z}{2}} \Gamma \left( \frac{1 + z}{2} \right) \sum_{d=1}^{\infty} \sum_{n=1}^{\infty} A \left( n, \frac{z}{2}, iw, 2d\alpha \right) \]

Upon using the fact \( \alpha \beta = \pi^2 \) in the last term of (3.3), we find that

\[ \sqrt{\alpha} \sum_{n=1}^{\infty} \sigma_{-z}(n) n^{\frac{z}{2} e^{-\frac{w^2}{4}}} K_{\frac{z}{2}, iw}(2n\alpha) = -\frac{1}{4} \alpha^{-\frac{z}{2}} \Gamma \left( \frac{z}{2} \right) \zeta(z) e^{-\frac{w^2}{4}} \frac{1}{4} F_{1} \left( \frac{z}{2} ; \frac{1}{2} ; \frac{w^2}{4} \right) \\
+ \frac{1}{4} \sqrt{\pi} e^{-\frac{w^2}{4}} \alpha^{-\frac{z}{2} - 1} \Gamma \left( \frac{z + 1}{2} \right) \zeta(z + 1) F_{1} \left( \frac{z + 1}{2} ; \frac{1}{2} ; \frac{w^2}{4} \right) \\
+ \frac{1}{4} \sqrt{\pi} \beta^{\frac{z}{2} + 1} \Gamma \left( \frac{1 + z}{2} \right) \sum_{d=1}^{\infty} \sum_{n=1}^{\infty} A \left( n, \frac{z}{2}, iw, 2d\alpha \right) \]

Replace \( \alpha \) by \( \beta \) and \( w \) by \( iw \) in (3.3) so that

\[ \sqrt{\beta} \sum_{n=1}^{\infty} \sigma_{-z}(n) n^{\frac{z}{2} e^{-\frac{w^2}{4}}} K_{\frac{z}{2}, iw}(2n\beta) = -\frac{1}{4} \beta^{-\frac{z}{2}} \Gamma \left( \frac{z}{2} \right) \zeta(z) e^{-\frac{w^2}{4}} \frac{1}{4} F_{1} \left( \frac{z}{2} ; \frac{1}{2} ; -\frac{w^2}{4} \right) \\
+ \frac{1}{4} \sqrt{\pi} \beta^{-\frac{z}{2} - 1} \Gamma \left( \frac{z + 1}{2} \right) \zeta(z + 1) F_{1} \left( \frac{z + 1}{2} ; \frac{1}{2} ; -\frac{w^2}{4} \right) \\
+ \frac{1}{4} \sqrt{\pi} \beta^{\frac{z}{2} + 1} \Gamma \left( \frac{1 + z}{2} \right) \sum_{d=1}^{\infty} \sum_{n=1}^{\infty} A \left( n, \frac{z}{2}, w, 2d\beta \right) \]

where we used the facts that \( K_{\frac{z}{2}, w}(2n\beta) \) and \( A \left( n, \frac{z}{2}, w, 2d\beta \right) \) are even functions of \( w \). Now interchange the role of the variables \( n \) and \( d \) in the last term of (3.5) and then interchange
the order of summation to get
\[
\sqrt{\beta} \sum_{n=1}^{\infty} \sigma_{-z}(n)n^{z}e^{-\frac{n^{2}}{2}\pi}K_{\frac{z}{2}, iw}(2n\beta) = -\frac{1}{4} \beta^{1-z} \Gamma \left( \frac{z}{2} \right) \zeta(z) e^{-\frac{w^{2}}{4}} F_{1} \left( \frac{z}{2}; \frac{1}{2}; -\frac{w^{2}}{4} \right) + \frac{1}{4} \sqrt{\pi \beta^{1-z}} \Gamma \left( \frac{z+1}{2} \right) \zeta(z+1) F_{1} \left( \frac{1+z}{2}; \frac{1}{2}; -\frac{w^{2}}{4} \right) + \frac{1}{4} \sqrt{\beta^{1-z}} \Gamma \left( \frac{1+z}{2} \right) \sum_{d=1}^{\infty} \sum_{n=1}^{\infty} \frac{A(d, \frac{z}{2}, w; 2n\beta)}{(d^{2}\pi^{2} + n^{2}\beta^{2})^{\frac{z}{2}}}.
\] (3.6)

From the definition (1.6) of \(A(n, \frac{z}{2}, iw; 2d\alpha)\) and the fact \(\alpha\beta = \pi^{2}\), we have
\[
A \left( n, \frac{z}{2}, iw, 2d\alpha \right) = F_{1} \left( \frac{1}{2} + z; \frac{1}{2}; -\frac{w^{2}(2n\pi - 2id\alpha)}{8n\pi - 8id\alpha} \right) + F_{1} \left( \frac{1}{2} + z; \frac{1}{2}; -\frac{w^{2}(2n\pi - 2id\beta)}{8n\pi + 8id\alpha} \right)
\]
\[
= F_{1} \left( \frac{1}{2} + z; \frac{1}{2}; -\frac{w^{2}(2n\beta + 2id\beta)}{8n\beta - 8id\pi} \right) + F_{1} \left( \frac{1}{2} + z; \frac{1}{2}; -\frac{w^{2}(2n\beta + 2id\pi)}{8n\beta + 8id\pi} \right)
\]
\[
= F_{1} \left( \frac{1}{2} + z; \frac{1}{2}; -\frac{w^{2}(2n\beta - 2d\beta)}{8n\beta + 8id\pi} \right) + F_{1} \left( \frac{1}{2} + z; \frac{1}{2}; -\frac{w^{2}(2n\beta - 2d\pi)}{8n\beta - 8id\pi} \right)
\]
\[
= F_{1} \left( \frac{1}{2} + z; \frac{1}{2}; -\frac{w^{2}(2d\beta - 2d\alpha)}{8n\beta i + 8d\pi} \right) + F_{1} \left( \frac{1}{2} + z; \frac{1}{2}; -\frac{w^{2}(2d\beta + 2d\alpha)}{8n\beta i - 8d\pi} \right)
\]
\[
= A \left( d, \frac{z}{2}, w; 2n\beta \right).
\] (3.7)

Employ (3.7) in (3.6) and then subtract the resulting expression from (3.4) and simplify to arrive at
\[
\sqrt{\alpha} \sum_{n=1}^{\infty} \sigma_{-z}(n)n^{z}e^{-\frac{n^{2}}{2}\pi}K_{\frac{z}{2}, iw}(2n\alpha) - \sqrt{\beta} \sum_{n=1}^{\infty} \sigma_{-z}(n)n^{z}e^{-\frac{n^{2}}{2}\pi}K_{\frac{z}{2}, iw}(2n\beta)
\]
\[
= -\frac{1}{4} \alpha^{1-z} \Gamma \left( \frac{z}{2} \right) \zeta(z) e^{-\frac{w^{2}}{4}} F_{1} \left( \frac{1}{2} - z; \frac{1}{2}; -\frac{w^{2}}{4} \right) + \frac{1}{4} \sqrt{\pi \alpha^{1-z}} \Gamma \left( \frac{z+1}{2} \right) \zeta(z+1) F_{1} \left( \frac{1+z}{2}; \frac{1}{2}; -\frac{w^{2}}{4} \right) + \frac{1}{4} \sqrt{\beta^{1-z}} \Gamma \left( \frac{z+1}{2} \right) \zeta(z+1) F_{1} \left( \frac{1+z}{2}; \frac{1}{2}; -\frac{w^{2}}{4} \right).
\] (3.8)

We have Kummer’s transformation [15, P. 173, Equation (7.5)]
\[
F_{1}(b; c; z) = e^{z} F_{1}(c - b; c; -z).
\] (3.9)

Use (3.9) twice in (3.8) to find
\[
\sqrt{\alpha} \sum_{n=1}^{\infty} \sigma_{-z}(n)n^{z}e^{-\frac{n^{2}}{2}\pi}K_{\frac{z}{2}, iw}(2n\alpha) - \sqrt{\beta} \sum_{n=1}^{\infty} \sigma_{-z}(n)n^{z}e^{-\frac{n^{2}}{2}\pi}K_{\frac{z}{2}, iw}(2n\beta)
\]
\[
= -\frac{1}{4} \alpha^{1-z} \Gamma \left( \frac{z}{2} \right) \zeta(z) F_{1} \left( 1 - z; \frac{1}{2}; -\frac{w^{2}}{4} \right) + \frac{1}{4} \sqrt{\pi \alpha^{1-z}} \Gamma \left( \frac{z+1}{2} \right) \zeta(z+1) F_{1} \left( \frac{1+z}{2}; \frac{1}{2}; -\frac{w^{2}}{4} \right) + \frac{1}{4} \beta^{1-z} \Gamma \left( \frac{z+1}{2} \right) \zeta(z+1) F_{1} \left( \frac{1+z}{2}; \frac{1}{2}; -\frac{w^{2}}{4} \right).
\] (3.10)
Now invoke the functional equation of $\zeta(s)$ [17, p.22, Equation (2.6.40)]

$$\pi^{-\frac{s}{2}} \Gamma \left( \frac{s}{2} \right) \zeta(s) = \pi^{-\frac{1-s}{2}} \Gamma \left( \frac{1-s}{2} \right) \zeta(1-s),$$

along with letting $s = z + 1$ and use the hypothesis $\alpha \beta = \pi^2$ so that

$$\frac{1}{4} \sqrt{\pi \alpha} \frac{\zeta(z+1)}{\Gamma \left( \frac{z+1}{2} \right)} F_1 \left( \frac{1+z}{2}; \frac{1}{2}; \frac{w^2}{4} \right) - \frac{1}{4} \sqrt{\pi \alpha} \frac{\zeta(z+1)}{\Gamma \left( \frac{z+1}{2} \right)} F_1 \left( \frac{1+z}{2}; \frac{1}{2}; \frac{w^2}{4} \right)$$

Substitute the above value in (3.10) so as to deduce that

$$\frac{1}{4} \alpha^{\frac{z+1}{2}} \Gamma \left( \frac{z}{2} \right) \zeta(-z) F_1 \left( \frac{1+z}{2}; \frac{1}{2}; \frac{w^2}{4} \right) - \frac{1}{4} \alpha^{\frac{z+1}{2}} \Gamma \left( \frac{z}{2} \right) \zeta(-z) F_1 \left( \frac{1+z}{2}; \frac{1}{2}; \frac{w^2}{4} \right).$$

Now simplify the above equation to prove (1.5). \qed

4. Generalization of Watson’s result in the setting of $\mu K_z(x, \lambda)$

This section is devoted to proving Theorem [16]. However, to prove it we need to evaluate the following integral involving the generalized modified Bessel function $\mu K_z(x, \lambda)$.

**Lemma 4.1.** Let $\text{Re}(z) > 0$ and $x, \mu, \lambda \in \mathbb{C}$ such that $\text{Re}(\mu + \lambda) > 0$. Then for $a \geq 0$, we have

$$\int_0^\infty \left( \frac{tx}{2} \right)^{-\lambda} \mu K_z(tx, \lambda) \cos(at) \ dt = \frac{\sqrt{\pi} 2^{\mu+z+\lambda-1} x^{2z} \Gamma \left( \frac{1}{2} + z \right) \Gamma \left( \frac{1}{2} + \mu + z + \lambda \right)}{\alpha^{2z+1} \Gamma \left( \frac{1}{2} + \lambda \right)} F_1 \left[ \frac{1}{2} + z, \frac{1}{2} + \lambda + \mu + z; -\frac{x^2}{a^2} \right].$$

**Proof.** From (1.10) employ the definition of $\mu K_z(x, \lambda)$,

$$\int_0^\infty \left( \frac{tx}{2} \right)^{-\lambda} \mu K_z(tx, \lambda) \cos(at) \ dt = \frac{\pi 2^{\mu+z+\lambda-1} \Gamma \left( \frac{1}{2} + \mu + z + \lambda \right)}{\Gamma \left( \frac{1}{2} + \lambda - z \right) \Gamma \left( \frac{1}{2} + z \right)} \int_0^\infty \cos(at) F_1 \left( \mu + \lambda + \frac{1}{2}; \frac{1}{2} + \lambda - z; 1 - z; \frac{(tx)^2}{4} \right) \ dt$$

$$- \frac{\pi x^2 2^{2\mu+\lambda-1} \Gamma \left( \mu + z + \lambda + \frac{1}{2} \right)}{\sin(\pi z) \Gamma(1+z) \Gamma \left( \frac{1}{2} + \lambda \right)} \int_0^\infty t^{2z} \cos(at) F_1 \left( \mu + z + \lambda + \frac{1}{2}; \lambda + \frac{1}{2}, 1 + z; \frac{(tx)^2}{4} \right) \ dt. \quad (4.1)$$
Let $\sigma(4.3)$ to see that

$$t \rightarrow 0, \text{ for } \Re(z) > 0,$$

$$f(t) = O(1).$$

2 minus sign in the argument of the $pF_q$ on the right-hand side must replaced by the plus sign.
From Lemma 7.1, as $t \to \infty$,

$$ f(t) = O \left( t^{-2\lambda-2\mu-1} \right). $$

(4.9)

Now by using (4.8) and (4.9), it is clear that the integral $\int_0^\infty f(t) \, dt$ exists for $\text{Re}(z) > 0$ and $\text{Re}(\mu + \lambda) > 0$.

Let $t = 0$ and use $\Gamma(z)\Gamma(1 - z) = \pi / \sin(\pi z)$ in (4.7) so that, for $\text{Re}(z) > 0$,

$$ f(0) = \frac{2^{\lambda+\mu+z-1}\Gamma(\mu + \lambda + \frac{1}{2})\Gamma(z)}{\Gamma(\lambda + \frac{1}{2} - z)}. $$

(4.10)

Employ Lemma 4.1 with $a = 0$ and (4.6) to get

$$ \int_0^\infty f(t) \, dt = \frac{\sqrt{\pi}2^{\mu+z+\lambda-1}\Gamma(\mu + \lambda)\Gamma \left( \frac{1}{2} + z \right)}{x\Gamma(\lambda - z)}. $$

Again upon invoking Lemma 4.1 with $a = 2\pi n$, we have

$$ \int_0^\infty f(t) \cos(2\pi n t) \, dt = \frac{\sqrt{\pi}2^{\mu+z+\lambda-1}\mu^2 z}{(2\pi n)^{2z+1}} \frac{1}{\Gamma \left( \frac{1}{2} + z \right)} \frac{\Gamma \left( \frac{1}{2} + \mu + z + \lambda \right)}{\Gamma \left( \frac{1}{2} + \lambda \right)} 
\times _2F_1 \left( \frac{1}{2} + z; \frac{1}{2} + \mu + z + \lambda; \frac{1}{2} + \lambda; -\frac{x^2}{4\pi^2 n^2} \right). $$

(4.12)

Substitute values from (4.9), (4.10), (4.11) and (4.12) in Theorem 2.4 and simplify to arrive at (1.11). □

4.1. Analytic continuation of Theorem 1.6

Proof of Theorem 1.7: Upon using the series definition of $2F_1$, we see that as $n \to \infty$,

$$ 2F_1 \left[ \frac{1}{2} + z, \frac{1}{2} + \lambda + \mu + z ; -\frac{x^2}{4\pi^2 n^2} \right] = \sum_{m=0}^{M} \frac{\left( \frac{1}{2} + z \right)_{m} \left( \frac{1}{2} + \lambda + \mu + z \right)_{m}}{m! \left( \frac{1}{2} + \lambda \right)_{m}} \left( -\frac{x^2}{4\pi^2 n^2} \right)^m + O \left( n^{-2M} \right). $$

(4.13)

Add and subtract $\sum_{m=0}^{M} \frac{\left( \frac{1}{2} + z \right)_{m} \left( \frac{1}{2} + \lambda + \mu + z \right)_{m}}{m! \left( \frac{1}{2} + \lambda \right)_{m}} \left( -\frac{x^2}{4\pi^2 n^2} \right)^m$ in the first step below to see that

$$ \sum_{n=1}^{\infty} \frac{1}{n^{2z+1}} 2F_1 \left[ \frac{1}{2} + z, \frac{1}{2} + \lambda + \mu + z ; -\frac{x^2}{4\pi^2 n^2} \right] $$

$$ = \sum_{n=1}^{\infty} \frac{1}{n^{2z+1}} \left\{ 2F_1 \left[ \frac{1}{2} + z, \frac{1}{2} + \lambda + \mu + z ; -\frac{x^2}{4\pi^2 n^2} \right] - \sum_{m=0}^{M-1} \frac{\left( \frac{1}{2} + z \right)_{m} \left( \frac{1}{2} + \lambda + \mu + z \right)_{m}}{m! \left( \frac{1}{2} + \lambda \right)_{m}} \left( -\frac{x^2}{4\pi^2 n^2} \right)^m \right\} $$

$$ \times \left( -\frac{x^2}{4\pi^2 n^2} \right)^m + \sum_{n=1}^{\infty} \frac{1}{n^{2z+1}} \sum_{m=0}^{M-1} \frac{\left( \frac{1}{2} + z \right)_{m} \left( \frac{1}{2} + \lambda + \mu + z \right)_{m}}{m! \left( \frac{1}{2} + \lambda \right)_{m}} \left( -\frac{x^2}{4\pi^2 n^2} \right)^m $$

$$ = \sum_{n=1}^{\infty} \frac{1}{n^{2z+1}} \left\{ 2F_1 \left[ \frac{1}{2} + z, \frac{1}{2} + \lambda + \mu + z ; -\frac{x^2}{4\pi^2 n^2} \right] - \sum_{m=0}^{M-1} \frac{\left( \frac{1}{2} + z \right)_{m} \left( \frac{1}{2} + \lambda + \mu + z \right)_{m}}{m! \left( \frac{1}{2} + \lambda \right)_{m}} \left( -\frac{x^2}{4\pi^2 n^2} \right)^m \right\} $$

$$ \times \left( -\frac{x^2}{4\pi^2 n^2} \right)^m + \sum_{m=0}^{M-1} \frac{\left( \frac{1}{2} + z \right)_{m} \left( \frac{1}{2} + \lambda + \mu + z \right)_{m}}{m! \left( \frac{1}{2} + \lambda \right)_{m}} \left( -\frac{x^2}{4\pi^2 n^2} \right)^m. $$

(4.14)
Employ \((4.14)\) in \((1.11)\) to deduce that

\[
2 \sum_{n=1}^{\infty} \left( \frac{nx}{2} \right)^{z-\lambda} \mu K_{z}(nx, \lambda) + \frac{2^{z+\mu+\lambda-1} \Gamma(z) \Gamma \left( \frac{1}{2} + \lambda + \mu \right)}{\Gamma \left( \frac{1}{2} + \lambda - z \right)} - \sqrt{\pi} 2^{\mu+z+\lambda} \Gamma(\lambda + \mu) \Gamma \left( \frac{1}{2} + z \right) x \Gamma(\lambda - z)
\]

\[
= \frac{2^{\mu+\lambda-z}}{\sqrt{\pi}} \left( \frac{x}{\pi} \right)^{2z} \frac{\Gamma \left( z + \frac{1}{2} \right) \Gamma \left( \frac{1}{2} + \lambda + \mu + z \right)}{\Gamma \left( \frac{1}{2} + \lambda \right)} \sum_{n=1}^{\infty} \frac{1}{\sqrt{\pi} 2^{z+1}} \left\{ \begin{array}{l}
2 \mathbf{F}_{1} \left[ \frac{1}{2} + z, \frac{1}{2} + \lambda + \mu + z \right] \frac{x^{2}}{4\pi^{2} n^{2}} \\
2 \mathbf{F}_{1} \left[ \frac{1}{2} + \lambda + \mu + z \right] \frac{x^{2}}{4\pi^{2} n^{2}} 
\end{array} \right\}
\]

\[
- \sum_{m=0}^{M-1} \frac{\left( \frac{1}{2} + z \right)_{m} \left( \frac{1}{2} + \lambda + \mu + z \right)_{m}}{m! \left( \frac{1}{2} + \lambda \right)_{m}} \left( - \frac{x^{2}}{4\pi^{2} n^{2}} \right)^{m}
\]

\[
+ \frac{2^{\mu+\lambda-z}}{\sqrt{\pi}} \left( \frac{x}{\pi} \right)^{2z} \frac{\Gamma \left( z + \frac{1}{2} + \lambda + \mu + z + m \right) \zeta(2z + 2m + 1)}{m! \Gamma \left( \frac{1}{2} + \lambda + m \right)} \left( - \frac{x^{2}}{4\pi^{2}} \right)^{m}.
\]

(4.15)

By invoking \([4]\) Lemma 7.1, it is easy to see that the series on the left-hand side of \((4.15)\) is uniformly convergent \(\text{Re}(z) > -M\). Also, the summand of this series is an analytic function, therefore, this series represents an analytic function of \(z\) in \(\text{Re}(z) > -M\) by Weierstrass’ theorem for analytic functions.

By using \((4.13)\) observe that the summand of the infinite series on the right-hand side of \((4.15)\) is \(O \left( n^{-2z-2m-1} \right) \) when \(n\) is large. Therefore this series converges uniformly as function of \(z\) in \(\text{Re}(z) > -M\). Since the summand of the infinite series on the right-hand side is analytic in \(\text{Re}(z) > -M\), we see by Weierstrass’ theorem that this series represents an analytic function of \(z\) for \(\text{Re}(z) > -M\). Therefore, by the principle of analytic continuation, we see that \((4.15)\) holds for \(\text{Re}(z) > -M\) with having limiting values on the poles at \(0, -\frac{1}{2}, -1, -\frac{3}{2}, ..., -M + \frac{1}{2}\) and \(\text{Re}(x) > 0\) and \(\text{Re}(\mu + \lambda) > 0\). This proves the theorem.

Theorem 1.8 is proved next.

**Proof of Theorem 1.8** Let \(M = 1\) in Theorem 1.7. Let \(z \to 0\) on both sides of \((1.12)\) to see that

\[
2 \sum_{n=1}^{\infty} \left( \frac{nx}{2} \right)^{z-\lambda} \mu K_{0}(nx, \lambda) = \frac{\pi 2^{\mu+\lambda} \Gamma(\lambda + \mu)}{x \Gamma(\lambda)}
\]

\[
= 2^{\mu+\lambda} \frac{\Gamma \left( \frac{1}{2} + \lambda + \mu \right)}{\Gamma \left( \frac{1}{2} + \lambda \right)} \sum_{n=1}^{\infty} \frac{1}{n} \left\{ \begin{array}{l}
2 \mathbf{F}_{1} \left[ \frac{1}{2}, \frac{1}{2} + \lambda + \mu \right] \frac{x^{2}}{4\pi^{2} n^{2}} - 1 \\
2 \mathbf{F}_{1} \left[ 0, \frac{1}{2} + \lambda + \mu \right] \frac{x^{2}}{4\pi^{2} n^{2}} - 1
\end{array} \right\}
\]

\[
+ \lim_{z \to 0} \left\{ \frac{2^{\mu+\lambda-1} \Gamma(z) \Gamma \left( \frac{1}{2} + \lambda + \mu \right)}{\Gamma \left( \frac{1}{2} + \lambda - z \right)} \right\}. \quad (4.16)
\]

We next evaluate the limit in the above equation. We have the following well-known expansions, as \(z \to 0\),

\[
2^{-z} = 1 - \log(2) z + O(z^{2}),
\]

\[
\left( \frac{x}{2\pi} \right)^{2z} = 1 + 2z \log \left( \frac{x}{2\pi} \right) + O(z^{2}),
\]

\[
\Gamma \left( \frac{1}{2} + z \right) = \sqrt{\pi} \left( 1 + \psi \left( \frac{1}{2} \right) z \right) + O(z^{2}),
\]

\[
\Gamma \left( \frac{1}{2} + \lambda + \mu + z \right) = \Gamma \left( \frac{1}{2} + \lambda + \mu \right) \left( 1 + \psi \left( \frac{1}{2} + \lambda + \mu \right) z \right) + O(z^{2}),
\]

where \(\psi(x)\) denotes the digamma function.
\[
\zeta(2z + 1) = \frac{1}{2z} + \gamma + O(z).
\]
Also,
\[
2^z = 1 + \log(2)z + O(z^2),
\]
\[
\Gamma(z) = \frac{1}{z} - \gamma + O(z),
\]
\[
\frac{1}{\Gamma\left(\frac{1}{2} + \lambda - z\right)} = \frac{1}{\Gamma\left(\frac{1}{2} + \lambda\right)} \left(1 + \psi\left(\frac{1}{2} + \lambda\right)z\right) + O(z).
\]

Use all these expansion to deduce that
\[
\lim_{z \to 0} \left\{ \frac{2^{\mu + \lambda - z}}{\sqrt{\pi}} \frac{(x)^{2z}}{\Gamma\left(\frac{1}{2} + \lambda\right)} \Gamma\left(\frac{1}{2} + \lambda + \mu + z\right) \zeta(2z + 1) \right\}
\]
\[
= \frac{2^{\mu + \lambda}}{\Gamma\left(\frac{1}{2} + \lambda\right)} \left(2\log(x) - 2\log(2\pi) + 3\gamma + \psi\left(\frac{1}{2}\right) + \psi\left(\frac{1}{2} + \lambda + \mu\right) - \psi\left(\frac{1}{2} + \lambda\right)\right),
\]
\[
= \frac{2^{\mu + \lambda}}{\Gamma\left(\frac{1}{2} + \lambda\right)} \left(2\log(x) - 2\log(4\pi) + 2\gamma + \psi\left(\frac{1}{2} + \lambda + \mu\right) - \psi\left(\frac{1}{2} + \lambda\right)\right),
\]
\[
(4.17)
\]
where we used the fact \(\psi\left(\frac{1}{2}\right) = -2\log(2) - \gamma\). Now substitute the limit evaluation \(4.17\) in \(4.16\) to get \(1.13\).

**Proof of Corollary 1.9** Let \(\mu = 0\) in Theorem 1.8 and let \(\lambda \to 0\) and then use the fact \(\log(1 + z) = \frac{1}{2} \log(1 + z^2)\) to get the result.

**Acknowledgements**

The author sincerely thanks Professor Atul Dixit for a careful reading of this article, his valuable suggestions and his support throughout this work. The author is an institute post-doctoral fellow at IIT Gandhinagar and sincerely thanks the institute and Professor Atul Dixit for their financial support.

**References**

[1] B. C. Berndt, Periodic Bernoulli numbers, summation formulas and applications, in *Theory and Application of Special Functions*, R. A. Askey, ed., Academic Press, New York, 1975, pp. 143–189.

[2] B. C. Berndt, Y. Lee, and J. Sohn, In: Alladi, K. (ed.) *The formulas of Koshlakov and Guinand in Ramanujan’s lost notebook*, Surveys in Number Theory, Series: Developments in Mathematics, vol. 17 (2008), pp. 21–42. Springer, New York.

[3] A. Dixit, *Transformation formulas associated with integrals involving the Riemann \(\Xi\)-function*, Monatsh. Math. **164**, No. 2 (2011), 133–156.

[4] A. Dixit, A. Kesarwani and R. Kumar, *A generalized modified Bessel function and explicit transformations of certain Lambert series*, submitted for publication, [https://arxiv.org/abs/2012.12064](https://arxiv.org/abs/2012.12064), 2020.

[5] A. Dixit, A. Kesarwani and V. H. Moll, *A generalized modified Bessel function and a higher level analogue of the theta transformation formula* (with an appendix by N. M. Temme), J. Math. Anal. Appl. **459** (2018), 385–418.

[6] A. Dixit and R. Kumar, *Superimposing theta structure on a generalized modular relation*, submitted for publication [https://arxiv.org/pdf/2005.08316.pdf](https://arxiv.org/pdf/2005.08316.pdf), 2020.

[7] I. S. Gradshteyn and I. M. Ryzhik, eds., *Table of Integrals, Series, and Products*, 8th ed., Edited by D. Zwillinger, V. H. Moll, Academic Press, New York, 2015.

[8] A. P. Guinand, *Some rapidly convergent series for the Riemann \(\xi\)-function*, Q. J. Math. (Oxford) **6** (1955), 156–160.

[9] R. Gupta and R. Kumar, *On a formula of Lerch*, in preparation.
[10] H. Kober, *Transformationsformeln gewisser Besselscher Reihen Beziehungen zu Zeta-functionen*, Math. Z. 39 (1934), 609–624.
[11] S. Ramanujan, *The Lost Notebook and Other Unpublished Papers*, Narosa, New Delhi (1988).
[12] R. Kumar, *The generalized modified Bessel function and its connection with Voigt line profile and Humbert functions*, Adv. Appl. Math. 114 (2020), 101986.
[13] N. S. Koshliakov, *On Voronoi’s sum-formula*, Mess. Math. 58 (1929), 30–32.
[14] F. Oberhettinger, *Tables of Mellin Transforms*, Springer-Verlag, New York, 1974.
[15] N. M. Temme, *Special functions: An introduction to the classical functions of mathematical physics*, Wiley-Interscience Publication, New York, 1996.
[16] E. C. Titchmarsh, *Theory of Fourier Integrals*, 2nd ed. Clarendon Press, Oxford, 1948.
[17] E. C. Titchmarsh, *The Theory of the Riemann Zeta Function*, Clarendon Press, Oxford (1986).
[18] G. N. Watson, *Some self-reciprocal functions*, Q. J. Math. 2 (1931), 298–309.
[19] G. N. Watson, *A Treatise on the Theory of Bessel Functions*, second ed., Cambridge University Press, London, 1944.

_DISCIPLINE OF MATHEMATICS, INDIAN INSTITUTE OF TECHNOLOGY GANDHINAGAR, PALAJ, GANDHINAGAR 382355, GUJARAT, INDIA_  
Email address: rahul.kumr@iitgn.ac.in_