EXACT LAGRANGIANS FROM CONTRACTING C*-ACTIONS
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ABSTRACT. We obtain families of non-isotopic closed exact Lagrangian submanifolds in quasi-projective holomorphic symplectic manifolds that admit contracting C*-actions. We show that the Floer cohomologies of these Lagrangians are topological in nature, recovering the ordinary cohomologies of their intersection. Moreover, by using these Lagrangians and a version of Carrell-Goresky’s integral decomposition theorem, we obtain degree-wise lower bounds on the symplectic cohomology of these spaces.
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1. INTRODUCTION

1.1. Motivation and Summary. In this paper we consider quasi-projective holomorphic symplectic manifolds that admit contracting C*-actions. This means that the whole manifold contracts to a compact subset, when acting by the group element \( t \in \mathbb{C}^* \) which goes to zero. Moreover, we impose the condition that the \( \mathbb{C}^* \)-action acts on the holomorphic symplectic form by a positive weight. Such spaces we call Semiprojective Holomorphic Symplectic (SHS) manifolds.

The motivation to study these spaces is that they naturally occur in geometric representation theory, mathematical physics, differential and algebraic geometry. To name a few, among such spaces are Nakajima quiver varieties, Springer resolutions, Hypertoric varieties, Moduli spaces of Higgs bundles, Hilbert schemes of points on cotangent bundles. Moreover, the principal family of these spaces, namely Conical Symplectic Resolutions, are expected to have their partially wrapped Fukaya categories equivalent (at a derived level) to certain categories of quantisation modules, defined in [BPW16, BLPW16]. In the case of Springer resolutions, the latter categories generalise the celebrated BGG category \( \mathcal{O} \) of representations of semisimple Lie algebras. An example of the aforementioned equivalence was given in [MS21].

Altogether, the symplectic topology of these spaces is expected to have interesting features and relations to representation theory, which is our motivation to study it. A fundamental task of symplectic topology is finding Lagrangian submanifolds in a given symplectic manifold, and describing their Floer invariants. In this paper we do some first steps in that direction. Briefly speaking, we:

- Provide a family of non isotopic exact Lagrangian submanifolds in SHS manifolds.
- Compute their mutual Floer cohomology groups, as graded vector spaces.
- Using these Lagrangian submanifolds, we infer lower bounds on the symplectic cohomology.
1.2. Semiprojective varieties. We consider first the ordinary quasi-projective varieties that have contracting $\mathbb{C}^*$-actions, and we prove statements about them that we will use later. These varieties were already considered by Hausel and Rodriguez-Villegas [HRV15], who coined the term for them:

**Definition 1.1.** A **semiprojective variety** $(\mathcal{M}, \varphi)$ is a smooth quasi-projective variety $\mathcal{M}$ with an algebraic $\mathbb{C}^*$-action $\varphi$ satisfying two properties:

1. The set of fixed points $\mathcal{M}^\varphi$ is compact.
2. Every point $x \in \mathcal{M}$ has a limit point $\lim_{\mathbb{C}^* \ni t \to 0} t \cdot x$.

A semiprojective variety $(\mathcal{M}, \varphi)$ has a distinguished subvariety called the **core**:

$$\mathcal{L}_{\varphi} := \{ x \in \mathcal{M} \mid \lim_{\mathbb{C}^* \ni t \to \infty} t \cdot x \text{ exists} \}.$$ 

The important feature of the core, proved in [HRV15], is that it is a compact variety and a deformation retract of $\mathcal{M}$. In principle, two different contracting actions $\varphi_1$ and $\varphi_2$, can have different cores. However, we prove that this is not the case, when $\varphi_1$ and $\varphi_2$ commute. Apart from retracting to the core, the potential non-compactness of a semiprojective variety $(\mathcal{M}, \varphi)$ can also be solved by a completion:

**Lemma 1.2.** Any semiprojective variety $\mathcal{M}$ has a smooth equivariant projective completion, that is, a smooth projective variety $Y$ with a $\mathbb{C}^*$-action which has a Zariski-open $\mathbb{C}^*$-invariant subvariety isomorphic to $\mathcal{M}$.

This completion is not unique, and we will need its existence rather than its precise description. In particular, we do not know whether the complement $Y \setminus \mathcal{M}$ can be made to be normal crossing divisor. Given the fixed locus decomposition into connected components $\mathcal{M}^\varphi = \bigsqcup_i \mathfrak{F}_i$, consider the $(t \to \infty)$-attraction sets $\mathcal{L}_i := \{ x \in \mathcal{M} \mid \lim_{t \to \infty} t \cdot x \in \mathfrak{F}_i \}$. The Białynicki-Birula decomposition theorem [BB73] applied to the completion $Y$ says that the pieces $\mathcal{L}_i$ of the decomposition $\mathcal{L} = \bigsqcup_i \mathcal{L}_i$ are locally closed subsets and that the natural morphisms

$$p_i : \mathcal{L}_i \to \mathfrak{F}_i, \quad x \mapsto \lim_{t \to \infty} t \cdot x,$$

are bundles with fibres being affine spaces. This allows us to prove that the core $\mathcal{L}$ inside the completion $Y$ satisfies the conditions of the Carrell-Goresky integral homology decomposition theorem [CG83, Thm 1].

**Lemma 1.3.** Given a smooth semiprojective variety $(\mathcal{M}, \varphi)$, there is a decomposition of the homology of its core, i.e. an isomorphism

$$\Phi = \oplus_i \eta_i : \bigoplus_i H_*(\mathfrak{F}_i)[-\mu_i] \to H_*(\mathcal{L}).$$

Here, $\mu_i$ are real dimensions of the fibres of attracting sets $p_i : \mathcal{L}_i \to \mathfrak{F}_i$, and $\eta_i([C]) = [\overline{p_i^{-1}(C)}]$, for a generic cycle $C$, where the closure is taken in the core $\mathcal{L}$.

This decomposition will be crucial for getting our estimates on the symplectic cohomology. Another use of the completion from Lemma 1.2 is that it gives us a $S^1$-invariant Kähler structure on a semiprojective variety, with a moment map:

**Lemma 1.4.** Any semiprojective variety $(\mathcal{M}, \varphi)$ has a compatible $S^1$-invariant Kähler structure $\omega_1$ that admits a moment map $H : \mathcal{M} \to \mathbb{R}$.

We are going to use this Kähler structure in proofs of our statements below, however we underline that its symplectic structure will **not** be the one which we consider while searching for exact Lagrangians. In the first place, the structure from Lemma 1.4 is non-exact, unless $\mathcal{M}$ is equal to $\mathbb{C}^{2n}$, for some $n \geq 0$. In the forthcoming work with Alexander Ritter [RZ22], we construct the symplectic cohomology for these Kähler structures (in the case when the moment map $H$ is proper), and prove its vanishing, which should imply the non-existence of unobstructed Lagrangians with respect to these structures, as it does in the exact case ([Sei08a, Sec. 5]).
1.3. Semiprojective holomorphic symplectic manifolds. Finally, we introduce the spaces that are the main subject of this paper:

**Definition 1.5. A Semiprojective Holomorphic Symplectic (SHS) manifold** \((\mathcal{M}, I, \omega_C, \varphi)\) is a smooth connected semiprojective variety \((\mathcal{M}, I, \varphi)^1\) with an \(I\)-holomorphic symplectic form \(\omega_C\) that has a positive weight with respect to the \(C^*\)-action \(\varphi\), i.e. there is an integer \(s > 0\) such that

\[
t \cdot \omega_C = t^s \omega_C, \forall t \in C^*.
\]

Such \(C^*\)-actions we will call conical. The integer \(s\) we call the weight of an SHS \((\mathcal{M}, \omega_C, \varphi)\). Therefore, by a weight-1 SHS we will mean an SHS manifold that admits a weight-1 conical action.

Although these conditions give a lot of restrictions to geometry of \(\mathcal{M}\), there are many examples of SHS manifolds. The principal family amongst them are Conical Symplectic Resolutions (CSRs). Those are symplectic \(C^*\)-equivariant projective resolutions \(\pi : \mathcal{M} \rightarrow \mathcal{M}_0\), where \(\mathcal{M}_0\) is a Poisson normal affine variety with a \(C^*\)-action. The known examples of CSRs are Nakajima quiver varieties, Springer resolutions, Hypertoric varieties, Slices of affine Grassmannian, and moreover they all belong to two big classes of spaces arising from Supersymmetric Gauge Theories, called Higgs and Coulomb branch of 3-dimensional supersymmetric gauge theories. Apart from CSRs, further examples of SHS manifolds are celebrated Moduli spaces of Higgs bundles and Hilbert schemes of points on cotangent bundles of curves. In addition, there may be many more SHS manifolds, as we discuss further at the end of Section 3.1. For now, we give a working example for this introduction:

**Example 1.6.** Consider the minimal resolution of Du Val singularity of type \(A_n\). It is given as the minimal resolution of the quotient singularity

\[
\pi : X_{\mathbb{Z}/(n+1)} \rightarrow \mathbb{C}^2 / \mathbb{Z}/(n + 1).
\]

Here, \(\mathbb{Z}/(n + 1)\) acts on \(\mathbb{C}^2\) via \(\varepsilon \cdot (z_1, z_2) = (\varepsilon z_1, \varepsilon^{-1} z_2)\), where \(\varepsilon\) is a primitive element. Thus, we have that \(\mathbb{C}^2 / \mathbb{Z}/(n + 1)\) is isomorphic to the subvariety \(V(XY - Z^{n+1})\) of \(\mathbb{C}^3\), given by the categorical quotient map \(\mathbb{C}^2 \rightarrow \mathbb{C}^3, (z_1, z_2) \mapsto (z_1^{n+1}, z_2^{n+1}, z_1 z_2)\). The natural holomorphic-symplectic structure on \(X_{\mathbb{Z}/(n+1)}\) comes as the pull-back of the quotient of the standard symplectic structure on \(\mathbb{C}^2\), defined on \((\mathbb{C}^2 - \{0\})/I\). Thus, \(\omega_C\) is defined away from the central fibre but it can be proved that it extends symplectically on it. Dilation action in \(\mathbb{C}^2\) passes to the quotient and lifts to a conical weight-2 action on \(X_{\mathbb{Z}/(n+1)}\), making it an SHS manifold. The core of this action is exactly the central fibre \(\pi^{-1}(0)\), and it is classically known that it consists of 2-spheres whose graph of intersections forms an \(A_n\) Dynkin tree. It is not hard to see that the fixed loci \(\mathfrak{F}_1\) and their corresponding attracting sets \(\mathcal{L}_1\) are:

1. When \(2 \nmid n\): The fixed loci \(\mathfrak{F}_1\) are the central sphere in the \(A_n\) graph, the intersection points of adjacent spheres, and their opposite points on the first and the last sphere in the \(A_n\)-chain. The corresponding attracting sets \(\mathcal{L}_1\) are the central sphere itself, isomorphic to \(\mathbb{CP}^1\), and the flowlines going "from the centre towards the ends", all isomorphic to \(\mathbb{C}\).
2. When \(2 \mid n\): The fixed loci \(\mathfrak{F}_1\) are the central intersection point, other intersection points of adjacent spheres, and their opposite points on the first and the last sphere in the \(A_n\)-chain. The corresponding attracting sets are the central intersection point itself, and the flowlines going "from the centre towards the ends," all isomorphic to \(\mathbb{C}\).

In particular, one can verify that the equality between the ranks of homologies of the total space and of the fixed loci (appropriately shifted), coming from Lemma 1.3, is satisfied in this example.

Having the holomorphic symplectic structure \(\omega_C\) and a conical \(C^*\)-action, we can construct the Calabi-Yau Liouville structure on these spaces. Recall that a real-symplectic manifold \((M, \omega)\) has a **Liouville structure** \((M, \theta)\) if the symplectic form \(\omega = d\theta\) is exact and moreover, there is a compact submanifold \(K \subset M\) with boundary, such that there is a symplectomorphism \((M \setminus \text{int}(K), \omega) \cong (\Sigma \times [1, +\infty), d(R\alpha))\), where \(\Sigma = \partial K\), \(\alpha = \theta\big|_{\Sigma}\), \(R\) is the coordinate on \([1, \infty]\), and \(R\alpha\) pulls back to \(\theta\) via the symplectomorphism. The Liouville vector field \(Z\) is defined by \(i_Z\omega = \theta\), and the Liouville

\(^1\)Here the complex structure \(I\) comes from the structure of a smooth algebraic variety on \(\mathcal{M}\).
skeleton is the set of points in $M$ which do not escape every compact set under the Liouville flow. Denoting the by $\omega_J := \Re(\omega_C)$ and $\omega_K = \Im(\omega_C)$, we have:

**Proposition 1.7.** Any SHS manifold $(\mathcal{M}, \varphi, \omega_C)$ has a canonical family of isomorphic Calabi-Yau Liouville structures $(\mathcal{M}, a\theta_J + b\theta_K)$, parametrised by $(a, b) \in \mathbb{R}^2 \setminus \{0\}$ such that

1. The Liouville vector field $Z$ is the $1/s$-multiple of the vector field of the $\mathbb{R}_+$-action, where $s$ is the $\omega_C$-weight of $\varphi$.
2. The Liouville 1-forms are $\theta_J = i_Z\omega_J, \theta_K = i_Z\omega_K$.
3. The Liouville skeleton is the core $\Sigma$ itself.

Here the isomorphism between these Liouville structures is ensured by the standard Moser-type deformation argument. In particular, we get the monodromy map in $\text{Symp}(\mathcal{M}, \omega_J)$ obtained by going around the origin in $\mathbb{R}^2 \setminus \{0\}$. Studying these monodromies for some families of SHS manifolds might be an interesting further avenue of research. We get the Calabi-Yau condition in Proposition 1.7 by enhancing the holomorphic symplectic structure $(\omega_C, I)$ to a compatible almost hyperkähler structure $(g, I, \tilde{J}, K)$, such that $\omega_C = \omega_J + i\omega_K$, and $\omega_S(\cdot, \cdot) := -g(\cdot, S\cdot)$, for $S = J, K$. That gives us a smooth $S^2$-family of complex structures $I_u = \{u_I I + u_J \tilde{J} + u_K K \mid (u_I, u_J, u_K) \in S^2\}$, and as an $I$-holomorphic volume form $\omega_C^n$ trivialises the canonical bundle, thus $c_1(\mathcal{T}\mathcal{M}, I) = 0$, by deformation we have $c_1(\mathcal{T}\mathcal{M}, I_u) = 0$ as well, which in particular gives us the Calabi-Yau condition for the forms $\omega_{J,K} := \{a\omega_J + b\omega_K \mid (a, b) \in \mathbb{R}^2 \setminus \{0\}\}$.

The importance of having a Liouville structure on SHS manifold $\mathcal{M}$, is that we can do symplectic topology on it without the issues regarding its non-compactness of $\mathcal{M}$. In particular, it has a well-defined symplectic cohomology $SH^*(\mathcal{M}) := SH^*(\mathcal{M}, \omega_{J,K})$, (partially) wrapped Fukaya categories, etc. By construction, this Liouville structure in principle depends on $\varphi$, but, at least for the case of Conical Symplectic Resolutions, we prove that two commuting conical actions yield isomorphic Liouville structures.

1.4. **Exact Lagrangians.** The compatibility (2) in Definition 1.5 gives the core of an SHS manifold more of importance comparing to the case of ordinary semi-projective varieties. Namely, we have the following lemma, whose proof goes back to [Nak94, Thm 5.8].

**Lemma 1.8.** The core of an SHS manifold $(\mathcal{M}, \varphi, \omega_C)$ is $\omega_C$-isotropic. Furthermore, the core of a weight-1 SHS is a Lagrangian subvariety.

Therefore, the core of a weight-1 SHS manifold is a $\omega_C$-Lagrangian variety, so its irreducible components are $\omega_{J,K}$-Lagrangian submanifolds, when they are smooth. We prove that there is indeed a family of smooth ones, labelled by different conical actions:

**Theorem 1.9.** Given a weight-1 SHS $(\mathcal{M}, \varphi)$, there are at least $N$ smooth irreducible components of its core, where $N$ is the maximal number of commuting weight-1 conical actions on $\mathcal{M}$.

Given a weight-1 conical $\mathbb{C}^*$-action $\varphi$, we get the smooth component $\mathcal{F}_\varphi$ as the minimum of the moment map of its $S^1$-part, where we take the the Kähler structure and the moment map from Lemma 1.4. There is a unique such minimum, due to Betti number relation coming from Lemma 1.3. Moreover, we prove that two different commuting actions yield different minima, concluding the theorem. The core components obtained with this method we call **minimal components**.

Given a weight-2 Conical Symplectic Resolution, we describe a method of getting a family of commuting weight-1 conical actions in practice. In particular, applying this method and Theorem 1.9 to Nakajima Quiver Varieties of type $A$, we get a combinatorially-computable formula for a lower bound for the number of smooth components of its core. Together with Maffei’s isomorphism [Maf05] which gives a correspondence between cores of Quiver Varieties of type $A$ and Springer fibres of type $A$, this yields a family of $N(\lambda, p) > 0$ smooth components in an arbitrary generalised Springer fibre $\mathcal{B}_p^\alpha$ of type $A$, where the number $N(\lambda, p)$ is readily computable, given the partition $\lambda$ and composition $p$. This is written in our forthcoming paper [Z22]. This application is interesting as it was
not known whether a generalised Springer fibre has even a single smooth component. The current literature regarding smoothness of components of Springer fibres deals with the ordinary cases only, when $p = (1, \ldots, 1)$, and for those a lot of partial results were given in the last two decades [PR07, Fre09, FM10, FM11, Fre11, FMSO15, BZ08, GZ11].

**Example 1.10.** Consider again the Du Val minimal resolution $\pi : X_{\mathbb{Z}/(n+1)} \to \mathbb{C}^2/\mathbb{Z}/(n+1)$. As mentioned, the core $\pi^{-1}(0)$ consists of Dynkin $A_n$-tree of 2-spheres. We are going to “find” all these spheres by the method from Theorem 1.9. Namely, one can easily find $n$ different conical actions

$$t \cdot (X, Y, Z) := (t^k X, t^{n+1-k} Y, t Z), \ k = 1, \ldots, n$$

on the quotient $\mathbb{C}^2/\mathbb{Z}/(n+1) \cong V(XY - Z^{n+1})$. These actions are all weight-1. To give the idea of proof, recall that $X = z_1^{n+1}$ and $Y = z_2^{n+1}$, hence $t \cdot z_1 = "t^{\frac{k}{n+1}}" z_1, t \cdot z_2 = "t^{\frac{n+1-k}{n+1}}" z_2$, hence plugging this in $\omega_C = dz_1 \wedge dz_2$ gives weight 1. Moreover, as $\mathbb{C}^2/\mathbb{Z}/(n+1)$ is a conical symplectic singularity, and resolution $\pi$ is symplectic, these $\mathbb{C}^*$-actions lift to $X_{\mathbb{Z}/(n+1)}$, [GK04, Lemma 5.3]. They obviously all commute and are different, hence produce exactly $n$ different core components on $X_{\mathbb{Z}/(n+1)}$. As there are precisely $n$ core components, we see that this method exhausts all core components in this case.

Getting to the symplectic side, recall that a smooth core component is a $\omega_C$-Lagrangian, hence a $\omega_{J,K}$-Lagrangian submanifold. Moreover, we have that it is exact, with respect to the Liouville 1-forms $\theta_{I,K} := i_{X_{R+}} \omega_{J,K}$ (where $X_{R+}$ is the vector field of the $R+$-action). In particular, smooth core components are well-defined objects of Fukaya categories of $(\mathcal{M}, \omega, J,K)$. As their classes form a basis for the middle-dimensional homology of $\mathcal{M}$, they are also non-isotopic, hence we have the following corollary of Theorem 1.9:

**Corollary 1.11.** Given a weight-1 SHS $(\mathcal{M}, \varphi)$, there are at least $N$ smooth closed exact non-isotopic Lagrangian submanifolds of $(\mathcal{M}, \omega, J,K)$, where $N$ is the maximal number of commuting weight-1 conical actions.

**Remark 1.12.** We remark that the weight-1 condition is essential here and cannot be lifted. Looking at examples of the Higgs branch of gauge theories, such as quiver varieties and hypertoric varieties, in the case that one does not have a weight-1 conical action (for quiver varieties this happens iff the quiver has a loop edge), one can show that they are subcritical Stein manifolds, hence by Cieliebak [Cie02, p. 121] the symplectic cohomology vanishes, thus there are no exact Lagrangians. In particular, in these cases the core is less than half-dimensional so cannot contain Lagrangian submanifolds.

We now describe the Floer cohomologies of smooth core components, after giving remarks about grading and coefficients on their Floer cohomologies.

Recall that an SHS has a compatible almost hyperkähler structure $(g, I, J, K)$. Now, as any $\Theta \in \{aJ + bK \mid a^2 + b^2 = 1\}$ has a natural $\Theta$-complex volume form $\Omega_\Theta := \frac{1}{(n/2)!}(\omega_I - i\omega_K)^{n/2}$, this gives a notion of $\mathbb{Z}$-graded $\omega_\Theta$-Lagrangian submanifolds. Moreover, as smooth core components are $\omega_C$-holomorphic Lagrangians, they are also $\Omega_\Theta$-special Lagrangians with respect to any $\Theta$. Altogether, they are canonically $\mathbb{Z}$-graded, hence their mutual Floer cohomologies are so as well. We will denote the graded core component $L$ by $\tilde{L}$. Strictly speaking, this depends on the choice of almost hyperkähler metric, however most examples of SHS manifolds come with a hyperkähler structure, which gives a canonical choice.

With regards to the coefficients, as we are in exact setup there is no need for Novikov field and we work over an ordinary field $\mathbb{K}$. In general, we have to assume that $\text{char}(\mathbb{K}) = 2$, as the Lagrangians that we consider may not be spin. However, for cases of the spaces belonging to Higgs branch we can bypass this issue and still assume arbitrary coefficients, as explained in Remark 6.1. We prove:

**Theorem 1.13.** Given a minimal $\overline{\mathcal{M}}_{\varphi}$ and a smooth core component $L$ of a weight-1 SHS $\mathcal{M}$, their intersection is clean and connected, hence

$$HF^*(\overline{\mathcal{M}}_{\varphi}, \tilde{L}) \cong H^{*-\mu}(\overline{\mathcal{M}}_{\varphi} \cap L),$$

where $\mu$ is the grading.
for certain shift $\mu$. Moreover, when the $S^1$-part of $\varphi$ is isometric with respect to a compatible almost hyperkähler metric we have that $\mu = \text{codim}_\mathbb{C}(\mathfrak{g}_\varphi \cap L \subset \mathfrak{g}_\varphi)$, hence the grading is symmetric, giving
\[ HF^*(\mathfrak{g}_\varphi, \widetilde{L}) \cong HF^*(\widetilde{L}, \mathfrak{g}_\varphi) \]
as graded vector spaces. In particular, when $\mathcal{M}$ is also hyperkähler, and its conical actions have isometric $S^1$-parts, we have a graded isomorphism
\[ \bigoplus_{L_i, L_j \text{minimal}} HF^*(L_i, L_j) \cong \bigoplus_{L_i, L_j \text{minimal}} H^*(L_i \cap L_j)[d_{i,j}], \]
where $d_{i,j} = \text{codim}_\mathbb{C}((L_i \cap L_j) \subset L_i)$, and the summands correspond to each other.

Remark 1.14. We remark that these symmetric gradings on Floer cohomologies that we obtain compares well with the gradings on the Lagrangians used in the work on Symplectic Khovanov Homology [AS19, Sec. 4.4], chosen in such way in order to obtain the purity of the obtained Floer $A_\infty$-algebra. The Lagrangians $L_\rho$ used there are labelled by so-called crossingless matchings $\rho$, and they are topologically same as the Lagrangians of the core of a certain SHS $\mathcal{M}^{m,n}$. Their ambient manifold $Y_n$ is the deformation of a singular Slodowy variety $\mathcal{M}^{m,n}_c$ whereas $\mathcal{M}^{m,n}$ is its resolution. However, these are known to be symplectomorphic. Moreover, the only minimal Lagrangian in $\mathcal{M}^{m,n}$ is precisely the Lagrangian which corresponds to their Lagrangian $L_{\rho \text{plait}}$ obtained from certain “plait” matching. They choose the gradings of other Lagrangians $L_\rho$ such that obtained Floer cohomologies $HF^*(L_{\rho \text{plait}}, L_\rho)$ have symmetric gradings, whereas we prove this symmetry by using the existing hyperkähler structure on $\mathcal{M}^{m,n}$ and the canonical gradings given to core components being special Lagrangians.

Regarding the Floer product and higher operations on the smooth core components of SHS manifolds, we prove the following encouraging statement (recall the almost hyperkähler notation from above):

Proposition 1.15. Consider a weight-1 SHS $\mathcal{M}$ and pick any choice of complex structure $\Theta \in \{aJ + bK \mid a^2 + b^2 = 1\}$. Given any smooth core components $L_1, \ldots, L_n$, and a Riemann surface $\Sigma$ of type-$n$, any $\Theta$-holomorphic map $u : \Sigma \to \mathcal{M}$, $u(\partial \Sigma_i) \subset L_i$ is constant.

Here, we assume that we have chosen a compatible almost hyperkähler structure, giving almost complex structures $J$ and $K$. Also, we say that a Riemann surface $\Sigma$ is of type-$n$ if its boundary $\partial \Sigma$ has punctures, which decompose it into $n$ connected pieces, denoted by $\partial \Sigma_i, i = 1, \ldots, n$. This proposition tells us that operations in the Fukaya category of an SHS $\mathcal{M}$ that involve smooth components of the core come only from considering constant solutions. This makes believable that the Floer product of smooth components becomes just the convolution product on the ordinary cohomology, under the isomorphisms from Theorem 1.13. Considering the examples of resolutions of two-row Slodowy varieties, this compares well with combining the work of Mak–Smith [MS21] and Stroppel–Webster [SW12], on which we comment in detail at the end of Section 6.1.

1.5. Estimates on symplectic cohomology. We show that existence of minimal components yields lower bounds on the ranks of the symplectic cohomology $SH^*(\mathcal{M}) = SH^*(\mathcal{M}, \omega_{J,K})$ of a weight-1 SHS $\mathcal{M}$. Symplectic cohomology in general is notoriously hard to compute explicitly, so we usually have to make do with partial information. We will obtain the lower bounds of its degree-wise ranks, hence it is important to incorporate the $\mathbb{Z}$-grading on $SH^*(\mathcal{M})$, coming from a compatible almost hyperkähler structure. Thus, strictly speaking it depends on the choice of almost hyperkähler metric, however as previously mentioned, most examples of SHS manifolds come with a hyperkähler structure, which then gives the canonical choice of grading.

---

3A graded $A_\infty$-algebra $A$ is called pure if it admits a pure nc-vector field, i.e. a Hochschild cocycle $b \in CC^1(A, A)$ having $b^0 = 0$ and whose endomorphism $b^1 : A \to A$ on the homology level $A = H(A)$ agrees with the Euler vector field, which multiplies the graded piece $A^i \subset A$ of $A$ by $i$. Purity is a one way to ensure the formality of an $A_\infty$ algebra.
In order to get our lower bounds, we start with the observation by Seidel [Sei08a, Sec. (5a)], saying that given an exact Lagrangian submanifold \( i : L \hookrightarrow \mathcal{M} \) inside a Liouville \( \mathcal{M} \), one has a commuting triangle

\[
H^*(\mathcal{M}) \xrightarrow{c^*} SH^*(\mathcal{M}) \\
\downarrow i^* \quad \downarrow CO^0 \quad \downarrow HF^*(L,L)
\]

where the diagonal map becomes the restriction map \( i^* : H^*(\mathcal{M}) \to H^*(L) \), under the isomorphism \( H^*(L,L) \cong H^*(L) \). Here the \( c^* \) map is a version of the PSS map for symplectic cohomology and \( CO^0 \) is the closed-open string map that basically counts cylinders satisfying the Floer equation near one boundary and being pseudoholomorphic with boundary on \( L \) on the other. A corollary of the integral homology decomposition Lemma 1.3 is that, given a minimal component \( \mathcal{F} \) in a weight-1 SHS \( \mathcal{M} \), the restriction map \( i^* : H^*(\mathcal{M}) \to H^*(\mathcal{F}) \) is surjective. Thus, together with the triangle (3) above, we get

**Proposition 1.16.** Given an arbitrary minimal component \( \mathcal{F} \) of a weight-1 SHS \( \mathcal{M} \), for all \( k \in \mathbb{N}_0 \),

\[
\text{rk}(SH^k(\mathcal{M})) \geq b_k(\mathcal{F}).
\]

More precisely, we show that a block of \( H^*(\mathcal{M}) \), that is isomorphic to \( H^*(\mathcal{F}) \) via the restriction map, injects in \( SH^*(\mathcal{M}) \) with the \( c^* \)-map. Thinking carefully, we can do even more: fixing a weight-1 action \( \varphi \) with the fixed locus \( \mathcal{F} = \sqcup \mathcal{F}_i \), we can inject the cohomologies of all \( \mathcal{F}_i \) which lie in minimal components to \( SH^*(\mathcal{M}) \) via the \( c^* \)-map. For this to work, we have to use both the homology decompositions for the action \( \varphi \) and each of those minimal components, and the homology decomposition for the core, and to prove the compatibility of those decompositions. Proving this, we get the following theorem, in which \( b_i(X) \) denotes the \( i \)-th Betti number of a topological space \( X \) and \( \mu_i \) denotes the real dimension of fibres of the \( (t \to \infty) \)-attraction bundle \( \mathcal{L}_i \to \mathcal{F}_i \) of a fixed component \( \mathcal{F}_i \).

**Theorem 1.17.** Let \( (\mathcal{M}, \varphi) \) be a weight-1 SHS manifold, and let \( \mathcal{M}^\varphi = \sqcup \mathcal{F}_i \) be the fixed locus of \( \varphi \) decomposed into connected components \( \mathcal{F}_i \). Then

\[
\text{rk}(SH^k(\mathcal{M})) \geq \sum_{\{\mathcal{F}_i \subset L \mid L \text{ minimal}\}} b_{k-\mu_i}(\mathcal{F}_i)
\]

for all \( k \geq 0 \). In particular, \( \text{rk}(SH^{\dim \mathcal{M}}(\mathcal{M})) \geq \# \{ \text{minimal components} \} \).

Let us explain the indexing set \( \{ \mathcal{F}_i \subset L \mid L \text{ minimal} \} \) better. It is a general feature of weight-1 conical actions that the fixed sets \( \mathcal{F}_i \) are bijectively distributed among components of the core. In the above sum, we use precisely those \( \mathcal{F}_i \) that lie in minimal components. Thus, when combined with the Betti numbers relation between \( \mathcal{F}_i \) and \( \mathcal{M} \) coming from Lemma 1.3 and deformation retraction \( \mathcal{M} \simeq \mathcal{L} \), we get the following corollary

**Corollary 1.18.** When all core components of a CSR \( \mathcal{M} \) are minimal, \( H^*(\mathcal{M}) \xrightarrow{c^*} SH^*(\mathcal{M}) \) is an injection, thus symplectic cohomology is degree-wise bounded from below by the singular cohomology,

\[
\text{rk}(SH^k(\mathcal{M})) \geq \text{rk}(H^k(\mathcal{M})), \quad \forall k.
\]

**Example 1.19.** The last corollary applies in our standing example \( X_{\mathbb{Z}/(n+1)} \to C^2/(\mathbb{Z}/(n+1)) \), as we have seen that all its core components are minimal. Thus, we get

\[
\text{rk}(SH^2(X_{\mathbb{Z}/(n+1)})) \geq \text{rk}(H^2(X_{\mathbb{Z}/(n+1)})) = n.
\]

It is known that \( \text{rk}(SH^2(X_{\mathbb{Z}/(n+1)})) = n \), due to [EL17, Cor. 42], so in this case Proposition 1.17 gives the actual rank on the degree-2 part of symplectic cohomology.

\[\text{Which exists due to [CS79], as it then a holomorphic C*-action on a closed Kähler manifold.}\]

\[\text{Recall Equation (1).}\]
1.6. **Outline of the paper.** In Section 2 we recall some features of semiprojective varieties, and prove some new ones, in particular the homology decomposition of the core (Lemma 1.3). Along the way, we give a full proof that Bialynicki-Birula pieces are smooth complex vector bundles. In Section 3 we define SHS manifolds and prove their main features, in particular Lemma 1.8. We go through their examples, firstly mentioning Conical Symplectic Resolutions, where we provide some new statements. Section 4 describes symplectic structures on SHS manifolds. In the first place we show that there is a $S^1$-invariant Kähler structure with a moment map (Lemma 1.4), coming from the variety structure, hence existing even on ordinary semiprojective varieties. Second, we show that there is a Liouville structure, coming from the $C^*$-action and holomorphic symplectic structure (Proposition 1.7). Section 5 is the core, in which we prove the existence of smooth core components in weight-1 SHS manifolds (Theorem 1.9) and explain how one constructs them in practice, in the case of Conical Symplectic Resolutions. Along the way, we prove some useful statements regarding conical actions and their corresponding smooth core components. In Section 6 we consider the symplectic topology of smooth core components, computing their Floer cohomologies as graded vector spaces (Theorem 1.13). Finally, in Section 7 we use the smooth core components obtained in Section 5 and the integral homology decomposition from Section 2 in order to get lower bounds on symplectic cohomology of SHS manifolds (Theorem 1.17).
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2. **On semiprojective varieties**

Semiprojective varieties were introduced by Hausel–Rodriguez-Villegas [HRV15], whereas they were first considered by Simpson [Sim96, Thm. 11.2]. In this section we will prove some facts about these varieties which we will need in the later text.

**Definition 2.1.** A **semiprojective variety** $(\mathcal{M}, \varphi)$ is a smooth quasi-projective variety $\mathcal{M}$ with an algebraic $C^*$-action $\varphi$ satisfying two properties:

1. The set of fixed points $\mathcal{M}^\varphi$ is compact.
2. Every point $x \in \mathcal{M}$ has a limit point $\lim_{C^* \ni t \to 0} \varphi_t(x)$, that is automatically a fixed point.

Such a variety can have more such actions, which is why we specify $\varphi$ in the notation $(\mathcal{M}, \varphi)$.

**Notation.** We will interchangeably use both notations $t \cdot x$ and $\varphi_t(x)$ for the $C^*$-action, the former one in the case that it is clear which action we discuss.

So, from the definition we see that although a semiprojective variety can be non-compact, it is “tamed” by the fact that all points converge to a compact set, when acting by an element $t \to 0$. Considering the points which converge when acting by $t \to \infty$, we come up with the following definition:

**Definition 2.2.** The **core** of a semiprojective variety $(\mathcal{M}, \varphi)$ is the set of points

$$\mathcal{L}_\varphi := \{ x \in \mathcal{M} \mid \lim_{C^* \ni t \to \infty} \varphi_t(x) \text{ exists} \}.$$  

For brevity, we will often use the notation $\mathcal{L}$ for the core, when the action $\varphi$ is fixed.

When a semiprojective variety $\mathcal{M}$ is compact, then it is equal to its core, so the notion seems redundant. However, when $\mathcal{M}$ is non-compact, the importance of the core arises as it is still compact, and completely controls the topology of $\mathcal{M}$, being its deformation retract.
Lemma 2.3. [HRV15, Corollaries 1.2.2. and 1.3.6.] Given a semiprojective variety \((\mathcal{M}, \varphi)\), its core \(\mathcal{L}\) is a proper variety and its deformation retract.

Here, recall the fact that an algebraic variety over \(\mathbb{C}\) is proper if and only if it is compact in the analytic topology. Some authors use the term complete variety as well.

In the further sections, we will be interested in multiple \(C^*\)-actions that act on the same semiprojective variety, so the natural question that arises is whether the corresponding cores are the same. We prove that it is indeed the case, at least when the actions commute.

Lemma 2.4. Two commuting \(C^*\)-actions on a semiprojective variety yield the same core.

Proof. Consider a semiprojective variety \(\mathcal{M}\) with two different actions \(\varphi^1\) and \(\varphi^2\) that commute. It is enough to prove \(\mathcal{L}_{\varphi^1} \subset \mathcal{L}_{\varphi^2}\). Pick a point \(x \in \mathcal{L}_{\varphi^1}\), let \(x_1 := \lim_{t \to \infty} \varphi^1_t(x_1)\) and let \(\mathcal{F}_1\) be the connected component of \(\mathcal{M}^1\) which contains \(x_1\). As the two \(\mathbb{C}^*\)-actions \(\varphi^1\) and \(\varphi^2\) commute and \(\mathbb{C}^*\) is a connected algebraic group, they preserve each other’s fixed loci connected components. Hence, \(\varphi^2(\mathcal{F}_1) = \mathcal{F}_1\), and in particular, \(\varphi^2_s(x_1) \in \mathcal{F}_1\). Now, notice that \(\varphi^2_s(x)\) belongs to the core \(\mathcal{L}_{\varphi^1}\), for arbitrary \(s \in \mathbb{C}^*\). Indeed,

\[
\lim_{t \to \infty} \varphi^1_s \varphi^2_s(x) = \varphi^2_s \left( \lim_{t \to \infty} \varphi^1_t(x) \right) = \varphi^2_s(x_1) \in \mathcal{F}_1.
\]

Now, as the core \(\mathcal{L}_{\varphi^1}\) is a proper variety, the map \(\mathbb{C}^* \to \mathcal{L}_{\varphi^1}\), \(s \mapsto \varphi^2_s(x)\) extends to a regular map on \(\mathbb{C}P^1\), thus there is a limit \(\lim_{s \to \infty} \varphi^2_s(x)\), which precisely says that \(x \in \mathcal{L}_{\varphi^2}\). Similarly \(\mathcal{L}_{\varphi^2} \subset \mathcal{L}_{\varphi^1}\), giving the desired equality. 

Another way to control potential non-compactness of a semiprojective variety is by completing it. In the case that semiprojective variety is smooth, one can do it \(\mathbb{C}^*\)-equivariantly.

Lemma 2.5. Semiprojective variety \(\mathcal{M}\) has a smooth equivariant projective completion, that is, a smooth projective variety \(Y\) with a \(\mathbb{C}^*\)-action which has a Zariski-open \(\mathbb{C}^*\)-invariant subvariety isomorphic to \(\mathcal{M}\).

Proof. Being smooth, quasi-projective variety \(\mathcal{M}\) is normal, hence by [Sum74, Thm. 1] there is a \(\mathbb{C}^*\)-equivariant embedding of \(\mathcal{M}\) into \(\mathbb{C}P^n\), hence the completion by the closure \(\overline{\mathcal{M}}\) of its image. To make the completion smooth, one uses the canonical resolution of singularities \(Y \to \overline{\mathcal{M}}\) which has a functorial property [BM08, Thm. 1.1], thus, it is equivariant with respect to smooth group actions.

This completion will be useful to our purposes for many reasons, first of which is the Białynicki-Birula decomposition. This decomposition was developed for proper varieties by Białynicki-Birula in his seminal paper [BB73]. Here we prove it for semiprojective varieties, as a consequence of the proper case.

### 2.1. Białynicki-Birula decomposition

Given a semiprojective variety \((\mathcal{M}, \varphi)\), denote its fixed locus by \(\mathcal{F} := \mathcal{M}^\varphi\). It is a smooth subvariety, being the fixed locus of an algebraic action of reductive group on a smooth variety, [CG97, Lem. 5.11.1]. Being proper, it breaks into finitely many connected components \(\mathcal{F} = \sqcup_i \mathcal{F}_i\). Focusing on the \(\mathbb{C}^*\)-convergence of the points in \(\mathcal{M}\), we define the sets of points that flow to each fixed component \(\mathcal{F}_i:\)

\[
\mathcal{L}_i := \left\{ x \in \mathcal{M} \mid \lim_{t \to \infty} t \cdot x \in \mathcal{F}_i \right\}, \quad \mathcal{D}_i := \left\{ x \in \mathcal{M} \mid \lim_{t \to 0} t \cdot x \in \mathcal{F}_i \right\}.
\]

One can view these as the algebraic version of the upward and downward Morse flow. Recall now the original result from Białynicki-Birula.

Theorem 2.6. [BB73, Sec. 4] Consider a smooth projective variety \(Y\) with an algebraic \(\mathbb{C}^*\)-action on it. Denoting the decomposition of the fixed locus \(\mathcal{F} = Y^\varphi = \sqcup_i \mathcal{F}_i\), the upward and downward attracting sets \(\mathcal{L}_i\) and \(\mathcal{D}_i\) defined as in (4) are locally closed smooth subvarieties that decompose \(Y\), that is, \(\sqcup_i \mathcal{L}_i = \sqcup_i \mathcal{D}_i = Y\). Moreover, the natural morphisms

\[
\mathcal{L}_i \to \mathcal{F}_i, \quad x \mapsto \lim_{t \to \infty} t \cdot x,
\]

\(\mathcal{D}_i \to \mathcal{F}_i, \quad x \mapsto \lim_{t \to 0} t \cdot x,\)
\[ \mathcal{D}_i \to \mathfrak{F}_i, \ x \mapsto \lim_{t \to 0} t \cdot x, \]

are isomorphic to fibre bundles with affine fibres.

**Corollary 2.7.** Given a semiprojective variety \((\mathcal{M}, \varphi)\), its fixed locus \(\mathcal{M}^\varphi = \mathfrak{F} = \bigsqcup_i \mathfrak{F}_i\) induces the decompositions \(\mathcal{L} = \bigsqcup_i \mathcal{L}_i, \mathcal{M} = \bigsqcup_i \mathcal{D}_i\) into smooth locally closed subvarieties, defined by (4). The natural morphisms

\[ \mathcal{L}_i \to \mathfrak{F}_i, \ x \mapsto \lim_{t \to \infty} t \cdot x, \]

\[ \mathcal{D}_i \to \mathfrak{F}_i, \ x \mapsto \lim_{t \to 0} t \cdot x, \]

are isomorphic to fibre bundles with affine fibres.

**Proof.** As every point \(x \in \mathcal{M}\) has a limit \(\lim_{t \to 0} t \cdot x\) and it must be a fixed point, the decomposition \(\mathcal{M} = \bigsqcup_i \mathcal{D}_i\) is immediate. Now, by Lemma 2.5 one can extend the \(\mathbb{C}^*\)-action on it to a smooth projective variety \(Y\) which compactifies it, such that \(\mathcal{M} \subset Y\) is a \(\mathbb{C}^*\)-invariant Zariski open subvariety. As \(Y\) is smooth projective, it has the decompositions with the properties as in Theorem 2.6, thus it is enough to show that the decompositions \(\mathcal{L} = \bigsqcup_i \mathcal{L}_i, \mathcal{M} = \bigsqcup_i \mathcal{D}_i\) are sub-decompositions of those in \(Y\) (i.e. every piece of decomposition in \(Y\) is either entirely contained in \(\mathcal{M}\) or in \(Y \setminus \mathcal{M}\)). This is immediate: given any fixed locus component \(\mathfrak{F}_i\) in \(\mathcal{M}\), if there is a point \(x \in Y\) such that \(\lim_{t \to 0} t \cdot x \in \mathfrak{F}_i/\lim_{t \to \infty} t \cdot x \in \mathfrak{F}_i\), there is a neighbourhood \(U\) of \(0/\infty\) such that \(\{t \cdot x \mid t \in U\}\) is contained in \(\mathcal{M}\) (as \(\mathcal{M}\) is an open neighbourhood of \(\mathfrak{F}_i\) in \(Y\)). Thus, as \(\mathcal{M} \subset Y\) is \(\mathbb{C}^*\)-invariant, \(x\) also belongs to \(\mathcal{M}\). □

Given a \(\mathbb{C}^*\)-fixed component \(\mathfrak{F}_i\), there is an induced \(\mathbb{C}^*\)-action on the tangent space of its arbitrary point \(x \in \mathfrak{F}_i\), which yields a weight decomposition

\[ T_x \mathcal{M} = \bigoplus_{k \in \mathbb{Z}} H_k(x), \]

where the \(H_k(x)\) consists of weight-\(k\) vectors, i.e. vectors \(v\) satisfying \(t \cdot v = t^k v, t \in \mathbb{C}^*\). In particular, \(H_0(x) = T_x \mathfrak{F}_i\). In the following lemma we prove that this decomposition is uniform, forming a bundle decomposition of \(T_{\mathfrak{F}_i} \mathcal{M}\).

**Lemma 2.8.** The restriction of the tangent bundle of \(\mathcal{M}\) to a \(\mathbb{C}^*\)-fixed connected component \(\mathfrak{F}_i\) decomposes into subbundles

\[ T_{\mathfrak{F}_i} \mathcal{M} = \bigoplus_{k \in \mathbb{Z}} H_k, \]

where \(H_k\) is the subbundle consisting of vectors on which \(\mathbb{C}^*\) acts with weight \(k\).

**Proof.** For \(x \in \mathfrak{F}_i\) denote by \(t_x\) the induced linearised action on \(T_x \mathcal{M}\) by \(t \in \mathbb{C}^*\). Now consider the characteristic polynomial \(f(x)(X) = \det(X \cdot \text{Id} - t_x)\) (recall this is independent of choices of local coordinates since \(t_x\) is an endomorphism of \(T_x \mathcal{M}\)). As the \(\mathbb{C}^*\)-action is algebraic and thus holomorphic, the coefficients of \(f(x)(X)\) are holomorphic functions with respect to \(x \in \mathfrak{F}_i\). Since \(\mathfrak{F}_i\) is a closed connected complex manifold, global holomorphic functions on \(\mathfrak{F}_i\) are constant. Thus the coefficients of \(f(x)(X)\) are constant. Therefore, the eigenvalues of \(t_x\) and their multiplicities are independent of \(x \in \mathfrak{F}_i\). Thus, the weight subspace \(H_k(x) := \text{Ker}(t_x - t^k \text{Id} | t \in \mathbb{C}^*)\) varies smoothly with respect to \(x \in \mathfrak{F}_i\) and is equidimensional, and thus forms a subbundle \(H_k\) of \(T_{\mathfrak{F}_i} \mathcal{M}\). □

Białynicki-Birula decomposition [BB73, Thm 4.3(iii)] also describes the tangent spaces of bundles \(\mathcal{L}_i, \mathcal{D}_i\) at \(\mathfrak{F}_i\), which in the notation of the previous lemma are

\[ T_{\mathfrak{F}_i} \mathcal{L}_i = \bigoplus_{k \leq 0} H_k, \quad T_{\mathfrak{F}_i} \mathcal{D}_i = \bigoplus_{k \geq 0} H_k. \]

Literature usually cites the Białynicki-Birula paper [BB73] for the fact that the morphisms \(\mathcal{L}_i \to \mathfrak{F}_i\) and \(\mathcal{D}_i \to \mathfrak{F}_i\) are diffeomorphic to complex⁶ vector bundles on \(\mathfrak{F}_i\), but this fact is actually never proven in that paper or elsewhere, to the author’s knowledge. We fix that gap in the following proposition:

---

⁶Meaning: \(\mathbb{R}\)-smooth vector bundles with complex vector space as fibres and transition functions in \(\text{GL}(n, \mathbb{C})\), where \(n\) is the complex dimension of the fibre.
Proposition 2.9. In the setup of Theorem 2.6, the morphisms \( \mathcal{L}_i \to \mathcal{F}_i \) and \( \mathcal{D}_i \to \mathcal{F}_i \) are diffeomorphic to \( \mathbb{C}^* \)-equivariant complex vector bundles over \( \mathcal{F}_i \).

Proof. Let us prove the statement for the morphism \( f : \mathcal{D}_i \to \mathcal{F}_i \), as the other one follows verbatim. Firstly, by [BB73],\(^7\) we actually have a more precise information on the fibre bundle \( f \) than stated in Theorem 2.6. Namely, its local trivializations are \( \mathbb{C}^* \)-equivariant, where the \( \mathbb{C}^* \)-action on the fibre \( V \) is linear and isomorphic to the \( \mathbb{C}^* \)-action on the tangent space \( \oplus_{k>0} H_k \). Thus, given trivialisations over two open sets \( Y_i, Y_j \subset \mathcal{F}_i \) that intersect, the transition functions

\[
g_{ij} : Y_i \cap Y_j \to \text{Aut}_{\mathbb{C}^*}(V),
\]

land into the group \( \text{Aut}_{\mathbb{C}^*}(V) \) of \( \mathbb{C}^* \)-equivariant algebraic\(^8\) automorphisms of the affine space \( V \). Thus, switching to the coordinate ring of \( V \) and denoting \( \dim V = n \), those are graded isomorphisms of the polynomial ring \( \mathbb{C}[x_1, \ldots, x_n] \), where \( \deg(x_i) = a_i \) are the weights of the \( \mathbb{C}^* \)-action on \( V \). In particular, when the weights on \( V \) are all equal, we are left with linear automorphisms only, thus the transition functions of bundle \( f \) indeed land in \( GL(V) \). Hence, in that case \( f \) has a structure of algebraic, thus holomorhic vector bundle, which is even stronger than what we need. Otherwise, one should expect non-linear transition functions in general, but the key point is that we can reduce the structure group \( \text{Aut}_{\mathbb{C}^*}(V) \) to its linear subgroup \( GL_{\mathbb{C}^*}(V) \), by the following lemma:

Lemma 2.10. Given a complex vector space \( V \) with a linear \( \mathbb{C}^* \)-action with positive weights, the group of linear \( \mathbb{C}^* \)-invariant maps \( GL_{\mathbb{C}^*}(V) \) is a deformation retract of the group \( \text{Aut}_{\mathbb{C}^*}(V) \) of \( \mathbb{C}^* \)-invariant polynomial automorphisms\(^9\) of \( V \).

Proof. Split \( V = \oplus_{i=1}^r V_i \) into weight spaces \( \{V_i\}_{i=1}^r \) such that their weights increase with \( i = 1 \ldots r \). It is clear that each map in \( \text{Aut}_{\mathbb{C}^*}(V) \) or \( GL_{\mathbb{C}^*}(V) \) has to preserve \( V_i \). Thus, denoting the coordinates in \( V_i \) by \( x_i^1, \ldots, x_i^{n_i} \) and the vectors \( x_i = (x_i^1, \ldots, x_i^{n_i}) \), we have that an arbitrary map in \( \text{Aut}_{\mathbb{C}^*}(V) \) is of type

\[
(x_1, \ldots, x_r) \mapsto (L_1(x_1), L_2(x_2) + p_2(x_1), L_3(x_3) + p_3(x_1, x_2), \ldots, L_r(x_r) + p_r(x_1, \ldots, x_{r-1}))
\]

where \( p_i \) are arbitrary polynomials and \( L_i \) are invertible linear maps. Indeed, passing to the map of coordinate ring \( \mathbb{C}[V] = \mathbb{C}[[x_i^j]] \) we see inductively by \( i \) that \( L_i \) need to be invertible in order to get all monomials \( \{x_i^j\}_{j=1}^{n_i} \) in the image. Furthermore, the map (9) is going to be invertible polynomial for arbitrary choices of \( p_i \), as one can show inductively as well (the inverse is \( (x_1, \ldots, x_r) \mapsto (L_1^{-1}(x_1), L_2^{-1}(x_2 - p_2(L_1^{-1}(x_1)), \ldots)) \)). Hence, the group \( \text{Aut}_{\mathbb{C}^*}(V) \) deformation retracts (by letting all coefficients of \( p_2, \ldots, p_r \) in (9) to go to zero) to its subgroup given by linear maps

\[
(x_1, \ldots, x_r) \mapsto (L_1(x_1), L_2(x_2), L_3(x_3), \ldots, L_r(x_r)),
\]

which is precisely the group \( GL_{\mathbb{C}^*}(V) \). Thus, the lemma is proved.

Let us recall the following standard lemma from the theory of fibre bundles:

Lemma 2.11. Given a F-fibre bundle \( E \) whose transition functions land in Lie group \( G \leq \text{Diff}(F) \) and a closed subgroup \( H \leq G \) which is a deformation retract of \( G \), there is a F-fibre bundle \( E' \) with transition functions landing in \( H \), which is isomorphic to \( E \) as a F-fibre bundle.

Proof. We can associate a principal \( G \)-bundle \( P \) to \( E \), constructed using the transition functions of \( E \). Then, the associated F-fibre bundle \( P \times_G F \) is isomorphic to \( E \) as a F-fibre bundle. Now, as \( H \leq G \) is a deformation retract, \( G/H \) is contractible, hence by [Hus94, Cor 2.4, Ch. VI] there is a H-reduction of \( P \), that is, a principal H-bundle \( Q \) such that \( P \cong Q \times_H G \). Thus, by [Hus94, Thm. 3.1, Ch. VI] we have isomorphism of F-fibre bundles \( P \times_G F \cong Q \times_H F \). By definition, transition functions of the associated bundle \( E' := Q \times_H F \) are the same as the transition functions of \( Q \), hence they land in \( H \). As \( E' \cong E \), the lemma is proved.

\(^7\)More precisely: Proofs of [BB73, Thm. 2.5] and [BB73, Thm. 4.1].

\(^8\)Recall that the setup of [BB73] is algebraic.

\(^9\)Meaning: Polynomial maps whose inverses are also polynomial.
Now, the proposition follows. Indeed, putting \( G = \text{Aut}_{\mathbb{C}^*}(V) \) and \( H = \text{GL}_{\mathbb{C}^*}(V) \) in the previous lemma, we get that \( f : \mathcal{D}_i \to \mathcal{F}_i \) is isomorphic to a \( V \)-fibre bundle with transition functions in \( \text{GL}_{\mathbb{C}^*}(V) \), hence diffeomorphic to a \( \mathbb{C}^* \)-invariant complex vector bundle.

\[ \square \]

### 2.2. Homology decomposition of the core

In this section, we will prove that the homology of semiprojective varieties and their core decomposes to the homology of their fixed loci, with certain shifts. This type of a result was proved by Carrell–Sommese [1979] for compact Kähler manifolds, and later by Carrell–Goresky [1983] for singular complex varieties satisfying certain properties. We show that the core of a semiprojective variety satisfies these properties, inferring the integral decomposition of its homology.

**Notation.** By \( H_*(X) \) we will denote the singular homology of a topological space \( X \), with integer coefficients. However, all statements of this section work over arbitrary coefficients.

Let us first recall the results from [CG83] that we need. Firstly, we will introduce the notion of a good decomposition.

**Definition 2.12.** Let \( X \) be a proper algebraic variety. A decomposition \( X = \bigsqcup_i \mathcal{L}_i \) into locally closed subvarieties is called **good** if the subvarieties \( \mathcal{L}_i \) satisfy the following:

1. (1a) For each \( i \) there is a holomorphic map \( p_i : \mathcal{L}_i \to \mathcal{F}_i \) onto a proper complex variety \( \mathcal{F}_i \) making \( \mathcal{L}_i \) a fibre bundle with affine fibres.
2. (1b) Each \( p_i \) extends meromorphically to \( \overline{\mathcal{L}_i} \) in the sense that
   \[ \Gamma_i := \{ (x, p_i(x)) \mid x \in \mathcal{L}_i \} \subset X \times \mathcal{F}_i \]
   is a closed subvariety of \( X \times \mathcal{F}_i \), containing the graph of \( p_i \) as a Zariski open set.
3. (1c) If \( \mathcal{F}_i \) is singular, then it admits an analytic Whitney stratification such that if \( A \) is a connected component of a stratum, then \( g_i^{-1}(A) \) is irreducible, where \( g_i : \Gamma_i \to \mathcal{F}_i \) is the projection on the second factor.
4. (1d) There is a filtration of \( X \) by closed subvarieties
   \[ \emptyset = Z_0 \subset \cdots \subset Z_r = X \]
   such that (for some renumbering of \( X_i \)'s) \( Z_i \setminus Z_{i-1} = \mathcal{L}_i \), for \( 1 \leq i \leq r \).

The technical condition (1c) allows one to define graded homomorphisms\(^{10}\)

\[ (10) \quad \eta_i : H_*(\mathcal{F}_i)[-\mu_i] \to H_*(X), \quad [C] \mapsto [p_i^{-1}(C)] \]

for a generic cycle \( C \). Here the closure \( p_i^{-1}(C) \) is taken in \( X \), and \( \mu_i \) is the real dimension of the affine fibre in \( p_i \).

Then, Carrell–Goresky prove that, for any good decomposition of a proper variety, the map \( \oplus \eta_i \) gives an isomorphism, hence a decomposition of homology of \( X \). In particular, they consider a case of a good decomposition that comes from a \( \mathbb{C}^* \)-action. Namely, consider a smooth projective variety \( Y \) with a \( \mathbb{C}^* \)-action having a \( \mathbb{C}^* \)-invariant subvariety \( X \). Denoting by \( \mathcal{F}_1, \ldots, \mathcal{F}_r \), the connected components of the \( \mathbb{C}^* \)-fixed locus in \( X \), define the decomposition

\[ X = \bigsqcup_i \mathcal{L}_i, \quad \mathcal{L}_i := \{ x \in X \mid \lim_{t \to \infty} t \cdot x \in X_j \}. \]

We say that the \( \mathbb{C}^* \)-action on \( X \) is **good** if the associated decomposition \( X = \bigsqcup_i \mathcal{L}_i \) is good. Here, the \( p_i \) maps are given by \( p_i : \mathcal{L}_i \to \mathcal{F}_i, \quad x \mapsto \lim_{t \to \infty} t \cdot x \). The integral decomposition theorem for this setup follows:

\(^{10}\)Here we are using the standard shifting notation from homological algebra; Given a graded module \( A_* \), the graded module \( A[k]_* \) is defined by \( A[k]_i := A_{i+k} \).
Theorem 2.13. [CG83, Thm. 1’, Sec. 2] Let $Y$ be a smooth projective variety with a holomorphic $\mathbb{C}^*$-action. Suppose $X \subset Y$ is a closed $\mathbb{C}^*$-invariant subvariety, and let $X^{\mathbb{C}^*} = \bigsqcup_i \mathfrak{F}_i$ be the decomposition of its fixed locus into connected components. Suppose that the action on $X$ is good. Then, there is a graded isomorphism

$$\Phi = \bigoplus_i \eta_i : \bigoplus_i H_*(\mathfrak{F}_i)[-\mu_i] \to H_*(X),$$

where maps $\eta_i$ are given by (10).

We prove a lemma that gives a criterion for the action to be good on a subvariety $X$.

Lemma 2.14. Let $Y$ be a smooth projective variety with a holomorphic $\mathbb{C}^*$-action. Suppose $X \subset Y$ is a closed $\mathbb{C}^*$-invariant subvariety, and let $X^{\mathbb{C}^*} = \bigsqcup_i \mathfrak{F}_i$ be the decomposition of its fixed locus into connected components. Assume further that:

(i) The fixed components $\mathfrak{F}_i$ are smooth.
(ii) Their $(t \to \infty)$-attracting sets in $X$ are the same as their attracting sets in $Y$.

Then, the $\mathbb{C}^*$-action on $X$ is good.

Proof. Consider a fixed component $\mathfrak{F}_i$ in $X$. It belongs to a fixed component $\mathfrak{F}'_i$ in $Y$. As $X \subset Y$ is a closed subvariety, $\mathfrak{F}_i \subset \mathfrak{F}'_i$ is as well. Due to assumption (ii) we have that the map $p_1 : \mathfrak{L}_i \to \mathfrak{F}_i$ is a restriction of the map $p'_1 : \mathfrak{L}'_i \to \mathfrak{F}'_i$, $x \mapsto \lim_{t \to \infty} t \cdot x$ where $\mathfrak{L}'_i := \{ x \in Y \mid \lim_{t \to \infty} t \cdot x \in \mathfrak{F}'_i \}$ is the attraction set of $\mathfrak{F}'_i$ in $Y$. Now, from Theorem 2.6 applied to $Y$, we know that the $p'_1$ is a fibre bundle with affine fibres, so the same holds to its restriction $p_1$, which proves the property (1a). As mentioned in [CG83, Rmk, Sec. 2], the conditions (1b) and (1d) are always satisfied in this setup. Finally, the condition (1c) only makes sense if there are singular $\mathfrak{F}_i$, thus is vacuous due to our assumption (i).

Using the previous lemma, we finally reach the main point of this section - the homology decomposition of the core of a semiprojective variety.

Proposition 2.15. Given a smooth semiprojective variety $(\mathcal{M}, \varphi)$ and its fixed locus $\mathcal{M}^\varphi = \bigsqcup_i \mathfrak{F}_i$, there is a decomposition of the homology of its core,

$$\Phi = \bigoplus_i \eta_i : \bigoplus_i H_*(\mathfrak{F}_i)[-\mu_i] \to H_*(\mathfrak{L}).$$

Here $\mu_i$ are real dimensions of the fibres of attracting sets $\mathfrak{L}_i \to \mathfrak{F}_i$, and $\eta_i$ are given by (10). In particular, this gives us the relation between the Betti numbers of $\mathcal{M}$ and the fixed loci:

(11) $$b_k(\mathcal{M}) = b_k(\mathfrak{L}) = \sum_i b_{k-\mu_i}(\mathfrak{F}_i).$$

Proof. By Lemma 2.5 there is a smooth $\mathbb{C}^*$-equivariant completion $Y$ of $\mathcal{M}$, and thus the core $\mathfrak{L}_\varphi$ is a closed $\mathbb{C}^*$-invariant subvariety of smooth projective $Y$. The fixed set $\mathfrak{L}^\varphi = \mathcal{M}^\varphi = \bigsqcup_i \mathfrak{F}_i$ is smooth and their $(t \to \infty)$-attracting sets in the core are the same as ones in $\mathcal{M}$ (by definition), and the latter are the same as in $Y$, as explained in the proof of Corollary 2.7. Thus we have that the core satisfies the conditions of Lemma 2.14, hence the $\mathbb{C}^*$-action on it is good, and we have the homology decomposition of Theorem 2.13.

Remark 2.16. We remark that the assumptions in Lemma 2.14 are indeed needed, or at least assumption (ii), as the following example shows. Namely, consider a $\mathbb{C}^*$-action on $Y = \mathbb{P}^2$ given by

$$t \cdot [z_0, z_1, z_2] = [z_0, tz_1, t^2 z_2].$$

Its fixed locus are points $\mathfrak{F}_0 = [1 : 0 : 0]$, $\mathfrak{F}_1 = [0 : 1 : 0]$, $\mathfrak{F}_2 = [0 : 0 : 1]$. Choose $X$ to be the union of three complex lines which these points form. We see that assumption (i) from the theorem holds, but notice that assumption (ii) does not. Namely, the attracting set $\mathfrak{L}'_2 = \{ x \in Y \mid \lim_{t \to \infty} t \cdot x \in \mathfrak{F}_2 \}$ attached to the point $\mathfrak{F}_2$ is equal to $[z_0, z_2, 1] \cong \mathbb{C}^2$ whereas the attracting set $\mathfrak{L}_2$ in $X$ attached to the same point is equal to the union of two lines, $[z_0 : 0 : 1]$, and $[0 : z_1 : 1]$, thus indeed $L_2 \neq L'_2$. It
is immediate that $\mathcal{L}_2 \to \mathfrak{F}_2$ is not an affine bundle, and also that the homology isomorphism between fixed loci $\mathfrak{F}_i$ and $X$ cannot hold, as $H_k(X) = \mathbb{K}[0] \oplus \mathbb{K}[-1] \oplus \mathbb{K}^3[-2]$, thus has a bigger rank than the total rank of all $H_k(\mathfrak{F}_i)$.

Remark 2.17. We remark that the consequence of previous corollary, i.e. the correspondence between Betti numbers of the fixed loci and of the core of a semiprojective variety (11) was also proved in [HRV15, Theorem 1.3.7], by different means.

3. SEMIPROJECTIVE HOLOMORPHIC SYMPLECTIC MANIFOLDS

In this section we will restrict our attention to smooth semiprojective varieties that also have holomorphic symplectic structure, which has positive weight with respect to the $\mathbb{C}^*$-action. Those are the main objects of interest in this paper. We will prove some further properties that these objects satisfy, in addition to the general ones that hold for semiprojective varieties mentioned in the previous section. In the end of the section we will list examples of these objects that have appeared in the literature so far. We start with the definition:

Definition 3.1. A Semiprojective Holomorphic Symplectic (SHS) manifold $(\mathcal{M}, \varphi, I, \omega_C)$ is a smooth connected semiprojective variety $(\mathcal{M}, I, \varphi)^{11}$ with an $I$-holomorphic symplectic form $\omega_C$ that has a positive weight with respect to the $\mathbb{C}^*$-action $\varphi$, i.e. there is an integer $s > 0$ such that

$$t \cdot \omega_C = t^s \omega_C, \forall t \in \mathbb{C}^*.$$

Such $\mathbb{C}^*$-actions we will call conical. The integer $s$ we call the weight of an SHS $(\mathcal{M}, \varphi)$. Therefore, by a weight-1 SHS we will call an SHS manifold that admits a weight-1 conical action. We will often refer to an SHS as any of its substructures (e.g. $(\mathcal{M}, \varphi)$, $(\mathcal{M}, I)$, $(\mathcal{M}, \varphi, I)$ or $(\mathcal{M}, \omega_C)$) for brevity, depending on which part of its structure we want to emphasize.

Remark 3.2. We remark that similar class of semiprojective varieties were considered in [HRV15], called hyper-compact varieties. However, their notion is more restrictive, asking for hyperkähler structure and a weight-1 action, whereas we want to keep the generality given by the definition above, hence we have chosen to give it another name.

Having the symplectic structure tuned in, the core of an SHS manifold has an additional important feature given in the next lemma. The sketch of the proof goes back to Nakajima [Nak94, Thm. 5.8], whereas we write it here in full details for completeness. Recall that a subvariety in a smooth symplectic variety $(M, \omega)$ is called $\omega$-isotropic if the symplectic form vanishes on its smooth locus, and Lagrangian if in addition it is half-dimensional.

Lemma 3.3. The core of an SHS manifold $(\mathcal{M}, \varphi, \omega_C)$ is $\omega_C$-isotropic. Furthermore, the core of a weight-1 SHS is a Lagrangian subvariety.

Proof. Denoting the fixed locus $\mathfrak{M}^c = \mathfrak{F} = \bigsqcup_i \mathfrak{F}_i$, recall that by Corollary 2.7 the core decomposes into $(t \to \infty)$-attracting pieces $\mathcal{L} = \bigsqcup_i \mathcal{L}_i$. Also, recall that by Proposition 2.9 each

$$p_i : \mathcal{L}_i \to \mathfrak{F}_i, \ x \mapsto \lim_{t \to \infty} t \cdot x,$$

is a $\mathbb{C}^*$-equivariant vector bundle, with the fibre being $\mathbb{C}^*$-equivariantly isomorphic to the vector space $\oplus_{k>0} H_k = T_{\mathfrak{F}_i} \mathcal{L}_i$. Now, let us prove that the arbitrary piece $\mathcal{L}_i$ is $\omega_C$-isotropic. Pick a non-fixed point $y \in \mathcal{L}_i$, and two vectors $u_1, u_2 \in T_y \mathcal{L}_i$. Then,

$$\omega_C(u_1, u_2) = t^{-s} \omega_C(t \cdot u_1, t \cdot u_2),$$

where $s$ is the weight of $(\mathcal{M}, \varphi)$. Now, letting $t \to \infty$, we get $\omega_C(u_1, u_2) = 0$, as long as the limit of vectors $\lim_{t \to \infty} t \cdot u_i, \ l \in \{1, 2\}$ exist in the first place. Denote the limit point $y_\infty := \lim_{t \to \infty} t \cdot y$. By



\[^{11}\text{Here the complex structure } I \text{ comes from the structure of a smooth algebraic variety on } \mathcal{M}.\]
Proposition 2.9, there is a $\mathbb{C}^*$-equivariant bundle isomorphism

$$\Phi : p_i^{-1}(U) \to (\bigoplus_{k<0} H_k) \times U,$$

for some neighbourhood $U$ of $y_\infty$, thus we can pass the limit problem to the trivial bundle. So, having an arbitrary vector $\xi = (\eta, \sigma)$ at the point $(v, y_\infty)$, we see that there is a limit $\lim_{t \to \infty} t \cdot \xi = \lim_{t \to \infty} t \cdot (\eta, \sigma) = \lim_{t \to \infty} (t \cdot \eta, t \cdot \sigma) = (0, \sigma)$, at point $(0, y_\infty)$. Here $\lim_{t \to \infty} t \cdot \eta = 0$ as $\eta \in \oplus_{k<0} H_k$.

Pulling back via $\Phi$, we get that limits $\lim_{t \to \infty} t \cdot w_l$, $l \in \{1, 2\}$ exist and moreover, are tangent to $\delta_i$. Now, consider a fixed point $y \in \delta_i$, and two vectors $w_1, w_2 \in T_{\delta_i} \mathcal{L}_i = \oplus_{k<0} H_k$. The equation (12) implies that $\omega_C$ evaluated at two homogeneous vectors $w_1 \in H_{k_1}, w_2 \in H_{k_2}$ gives zero if $k_1 + k_2 \neq s$. In particular, $\omega_C|_{\oplus_{k<0} H_k} = 0$, which proves that $\mathcal{L}$ is $\omega_C$-isotropic. Moreover, as $\omega_C$ is symplectic, it induces a non-degenerate pairing

$$\omega_C : H_k \otimes H_{-k} \to \mathbb{C},$$

thus $H_k \cong H^*_k$ and $\dim(H_k) = \dim(H_{-k})$. In particular, when $s = 1$ we get that the vector space $\oplus_{k<0} H_k$ is half-dimensional in $T_p\mathfrak{M}$. As $T_p \mathcal{L}_i = \oplus_{k<0} H_k$, the proposition follows.

We have an important corollary of this Lemma, which shows how symplectic geometry can constrain (algebraic) geometry of the core.

**Corollary 3.4.** Given a weight-1 SHS manifold $(\mathfrak{M}, \varphi)$, its core $\mathcal{L} = \bigsqcup_i \mathcal{L}_i$ has pure dimension $\frac{1}{2} \dim \mathfrak{M}$ and its irreducible components are precisely the closures $\overline{\mathcal{L}_i}$.

**Remark 3.5.** In particular, this gives an elegant proof of pure-dimensionality of Springer fibres of type $A$, classically proved by Spaltenstein in [Spa76]. These varieties are fibres of the Springer resolution, one of the central objects in Geometric Representation Theory. They can be seen as cores of Resolutions of Slodowy varieties, which are examples of weight-1 Conical Symplectic Resolutions, hence weight-1 SHS manifolds as well, thus the previous corollary indeed shows the pure-dimensionality of Springer fibres.

**Example 3.6.** In the lowest dimension ($\dim(C) = 2$) we have a nice family of examples of SHS manifolds called resolutions of Du Val singularities.\(^{12}\) These are the minimal resolutions of quotient singularities

$$\pi_\Gamma : X_\Gamma \to \mathbb{C}^2/\Gamma$$

for all finite subgroups $\Gamma \leq SL(2, \mathbb{C})$. Any such group $\Gamma$ (up to conjugation) can be labelled bijectively via an ADE Dynkin graph $Q_\Gamma$ which is called its McKay graph.\(^{13}\) The Dynkin graph $A_n$ corresponds to the cyclic group $\mathbb{Z}/(n+1)$, the graph $D_n$ corresponds to the binary dihedral group $BD_{4(n-2)}$, whereas the graphs $E_6$, $E_7$ and $E_8$ correspond to the binary tetrahedral, octahedral and icosaehedral groups, respectively. Du Val proved in [Val34] that the central fibre $\pi_\Gamma^{-1}(0)$ consists of a union of 2-spheres, whose dual graph of intersections is exactly the McKay graph $Q_\Gamma$. We will also include the case of a trivial group $\Gamma = \{e\}$ which corresponds to the resolution of $\mathbb{C}^2/e = \mathbb{C}^2$ hence $\mathbb{C}^2$ itself, and we will consider it as an $A_0$ surface singularity.

Varieties $X_\Gamma$ are quasi-projective, being obtained via finite set of blow-ups of affine varieties $\mathbb{C}^2/\Gamma$. The natural holomorphic-symplectic structure on $X_\Gamma$ comes as the pull-back of the quotient of the standard symplectic structure on $\mathbb{C}^2$ defined on $(\mathbb{C}^2 - \{0\})/\Gamma$. Thus, $\omega_C$ is defined away from the central fibre but it can be proved that it extends symplectically on it.\(^{14}\)

The standard conical weight-2 action on these spaces comes from the dilation action

$$\mathbb{C}^* \subset \mathbb{C}^2, \; t \cdot (z_1, z_2) = (tz_1, tz_2),$$

\(^{12}\) In the literature they are also called simple surface singularities, Kleinian singularities, ADE singularities or rational double points.

\(^{13}\) Which comes from representation theory of the group $\Gamma$.

\(^{14}\) E.g. by work of Brieskorn and Slodowy that makes the isomorphism of $\pi_\Gamma$ with the restriction of Springer resolution to the intersection of the Slodowy slice with the nilpotent cone, [Slo80].
making $X_\Gamma$ indeed a weight-2 SHS.

The core of this action is exactly the central fibre $\mathfrak{L}_\Gamma := \pi^{-1}_\Gamma(0)$, and its irreducible components are 2-spheres forming an ADE Dynkin tree. $\mathfrak{L}_\Gamma$ is half-dimensional, hence Lagrangian, and indeed one can show that in types D and E the standard action is actually a square of a weight-1 conical action. In type A, this depends on the parity of $n$, but nevertheless there is a weight-1 action that commutes with the standard one, hence they yield the same core (Lemma 2.4). We will construct all such weight-1 commuting actions in Example 5.10.

**Example 3.7.** Another simple family of SHS manifolds are cotangent bundles $T^*X$, where $X$ is any projective variety. As a vector bundle over projective variety is always quasi-projective,\(^{15}\) so is $T^*X$ in particular. It has a canonical holomorphic symplectic structure, and a natural conical weight-1 $\mathbb{C}^*$-action that contracts the fibres with weight one. Thus, it is a weight-1 SHS manifold. Its Lagrangian core is $X$, the zero section. In particular, in the lowest dimension we obtain SHS manifolds $T^*\Sigma_g$, where $\Sigma_g$ is a smooth projective curve of an arbitrary degree $g \geq 0$.

Having in mind the two last families of examples, which overlap in the example $T^*\mathbb{C}P^1$, we propose a question of independent interest.

**Question 3.8.** Are there any more SHS manifolds of complex dimension 2, beyond Du Val resolutions and cotangent bundles $\{(T^*\Sigma_g)\}_{g \geq 1}$?

Considering the fact that its core is a Liouville skeleton (Proposition 4.8(3)), given any graph $Q$ and the union of arbitrary closed real surfaces $\Sigma_g$ intersecting according to that graph, there is always a Weinstein manifold whose skeleton is the corresponding union of surfaces $\mathfrak{L}_Q$. Those spaces were studied in [EL19]. However, the question is, whether that Weinstein manifold can be enhanced to a holomorphic symplectic structure.

Now we will mention two important corollaries of the existence of holomorphic symplectic structure on an SHS.

Firstly, given an SHS $\mathcal{M}$ of complex dimension $2n$, we have that the top exterior power $\omega^*_C$ of its holomorphic symplectic form $\omega_C$ trivialises the canonical bundle $\mathcal{K} := \Lambda^{2n,0}T^*\mathcal{M}$. Using the general fact that $c_1(\mathcal{K}) = c_1(T^*\mathcal{M}) = -c_1(T\mathcal{M})$, this implies:

**Lemma 3.9.** Any SHS $(\mathcal{M}, I)$ satisfies $c_1(T\mathcal{M}, I) = 0$.

Moreover, we notice that the holomorphic symplectic structure on $\mathcal{M}$ can be upgraded to an almost hyperkähler structure, which we define now:

**Definition 3.10.** Given a manifold $M$ an almost hyperkähler structure on it is given by the quadruple $(g, I, J, K)$, where $g$ is a Riemannian metric and $I, J, K$ are $g$-orthogonal almost complex structures satisfying $IJ = K$. This yields non-degenerate 2-forms $\omega_I, \omega_J, \omega_K$, defined by $\omega_S(\cdot, \cdot) := -g(\cdot, S\cdot)$, for $S = I, J, K$. An almost hyperkähler structure is called hyperkähler if we have $\nabla^g I = \nabla^g J = \nabla^g K = 0$, where $\nabla^g$ is the Levi-Civita connection of $g$. In particular, this implies that $I, J, K$ are complex structures and $\omega_I, \omega_J, \omega_K$ are Kähler forms.

**Lemma 3.11.** Any SHS manifold $(\mathcal{M}, I, \omega_C)$ can be enriched with an almost hyperkähler structure $(g, I, J, K)$, such that $\omega_C = \omega_I + i\omega_K$. In particular, we have that the almost complex structures $\mathcal{S}_t := \cos(t)I + \sin(t)K$ satisfy $c_1(T\mathcal{M}, \mathcal{S}_t) = 0$.

**Proof.** Briefly, a holomorphic symplectic structure on a complex manifold of dimension $2n$ corresponds to a (torsion free) $Sp(2n, \mathbb{C})$-structure on the tangent bundle of $\mathcal{M}$, and an almost hyperkähler structure corresponds to an $Sp(n)$-structure, and the key thing is that $Sp(2n, \mathbb{C})$ deformation retracts to $Sp(n) = Sp(2n, \mathbb{C}) \cap U(2n)$, hence an SHS can indeed be enriched with an almost hyperkähler structure. Now we will explain this in more details, for the convenience of the reader.

\(^{15}\)Given such a bundle $E \to X$, we can embed it as an open subset $E \cong \mathbb{P}(E \oplus 1) \subset \mathbb{P}(E \oplus O_X) = \tilde{E}$ of its projective completion $\tilde{E}$, which is a $\mathbb{P}^n$-bundle over projective $X$, hence a projective variety itself.
Firstly, having a holomorphic symplectic structure $\omega_C$ on $\mathfrak{M}$, we have local trivialisations of $\pi : T\mathfrak{M} \to \mathfrak{M}$, given by Darboux bases, i.e. vector fields $(e_1, \ldots, e_n, f_1, \ldots, f_n)$ such that $\omega_C(e_i, e_j) = \omega_C(f_i, f_j) = 0$, $\omega_C(e_i, f_j) = \delta_{ij}$. Given two such trivialisations

$$\varphi_i : \pi^{-1}(U_i) \to U_i \times \mathbb{C}^{2n}, \quad \varphi_j : \pi^{-1}(U_j) \to U_j \times \mathbb{C}^{2n},$$

on their overlap we have

$$\varphi_j \circ \varphi_i^{-1} : (U_i \cap U_j) \times \mathbb{C}^{2n} \to (U_i \cap U_j) \times \mathbb{C}^{2n},$$

$$(b, v) \mapsto (b, g_{ij}(b)v),$$

where $g_{ij}(b) \in Sp(2n, \mathbb{C})$. Thus, one gets an associated $Sp(2n, \mathbb{C})$-principal bundle $P \to \mathfrak{M}$ using the transition functions $g_{ij}$. As $Sp(2n, \mathbb{C})$ deformation retracts to its compact form $Sp(n)$, the quotient $Sp(2n, \mathbb{C})/Sp(n)$ is contractible, hence by [Hus94, Cor 2.4, Ch. VI] there is an $Sp(n)$-reduction of $P$, that is, a principal $Sp(n)$-bundle $Q$ such that $P \cong Q \times_{Sp(n)} Sp(2n, \mathbb{C})$. Then, by [Hus94, Thm. 4.1, Ch. VI], that means that there are maps $r_i : U_i \to Sp(2n, \mathbb{C})$ such that $r_j(b)g_{ij}(b)r_i(b)^{-1} \in Sp(n)$, for every $i, j$. Next, denote

$$\bar{r}_i : U_i \times \mathbb{C}^{2n} \to U_i \times \mathbb{C}^{2n}, \quad (b, v) \mapsto (b, r_i(b)v)$$

and define new local trivialisations $\bar{\varphi}_i := \bar{r}_i \circ \varphi_i$ of $T\mathfrak{M}$. Then, for all $i, j$ we have

$$\bar{\varphi}_j \circ \bar{\varphi}_i^{-1} : (U_i \cap U_j) \times \mathbb{C}^{2n} \to (U_i \cap U_j) \times \mathbb{C}^{2n},$$

$$(b, v) \mapsto (b, r_j(b)g_{ij}(b)r_i(b)^{-1}v),$$

thus, as $r_j(b)g_{ij}(b)r_i(b)^{-1} \in Sp(n)$, we get a $Sp(n)$-structure on $T\mathfrak{M}$. Now we will show that it yields an almost hyperkähler structure $(g, I, J, K)$ on $\mathfrak{M}$ whose holomorphic symplectic part is the given one, $\omega_C = \omega_I + i\omega_K$.

Denote by $(g^0, I^0, J^0, K^0)$ the standard corresponding structures on $\mathbb{C}^{2n} \cong \mathbb{H}^n$. First, notice that $\varphi_i^*g^0 = \omega_C$, and $\varphi_i^*I^0 = I$ (where pull-back is understood fibre-wise, $\varphi_i : T_b\mathfrak{M} \to \{b\} \times \mathbb{C}^{2n}$), as we have used complex Darboux basis for defining $\varphi_i$. As $\bar{r}_i^*\omega_C^0 = \omega_C$, $\bar{r}_i^*I^0 = I$, we have $\bar{\varphi}_i^*\omega_C^0 = \omega_C$, $\bar{\varphi}_i^*I^0 = I$ as well.

Next, we define structures on $T\mathfrak{M}$ using the pull-back from local trivialisations $\bar{\varphi}_i : g := \bar{\varphi}_i^*g^0, J := \bar{\varphi}_i^*J^0, K := \bar{\varphi}_i^*K^0$.

They are well-defined (i.e. independent of $i$) as the transition functions $\bar{\varphi}_j \circ \bar{\varphi}_i^{-1}$ fibre-wise lie in $Sp(n)$, in particular, preserve $g^0, J^0, K^0$. Moreover, together with $I$ and $\omega_C$, they form an almost hyperkähler structure on $\mathfrak{M}$, being a pull-back of the standard almost hyperkähler structure on $\mathbb{C}^{2n}$. This proves the first part of the lemma.

Now, notice that given a vector $u = (u_I, u_J, u_K) \in S^2$, a linear combination

$$S_u = u_I I + u_J J + u_K K$$

is an almost complex structure. Thus, we get a smooth $S^2$-family of almost complex structures $S_u$, hence corresponding complex vector bundles $(T\mathfrak{M}, S_u)$ are all isomorphic, and together with Lemma 3.9 we get $c_1(T\mathfrak{M}, S_u) = 0$. In particular, we have $c_1(T\mathfrak{M}, S_I) = 0$ for all $S_I = \cos(t)J + \sin(t)K$. ■

The previous lemma motivates the following definition:

**Definition 3.12.** Given a SHS manifold $(\mathfrak{M}, \varphi, I, \omega_C)$, an almost hyperkähler structure $(g, I, J, K)$ on it such that $\omega_C = \omega_I + i\omega_K$ we will call **compatible**.

**Definition 3.13.** Let $(\mathfrak{M}, \varphi, I, \omega_C)$ be an SHS. We call it a **semiprojective hyperkähler manifold** and abbreviate by SHK if there is a compatible hyperkähler structure $(g, I, J, K)$ such that the $S^1$-part of $\varphi$ acts by $g$-isometries. On SHK manifolds we only consider $C^*$-actions satisfying this condition.

---

16 Notice the slight difference between stated therein and here, as our transition function $g_{ij}$ is their $g_{ij}^{-1}$ and we take $r_i$ to be their $r_i^{-1}$.

17 As $S^2$ is path-connected.
In fact, most known SHS are known to be SHK manifolds (all examples of Conical Symplectic Resolutions and Moduli spaces of Higgs bundles).

3.1. Conical Symplectic Resolutions. Most important and by far the broadest family of known SHS manifolds are Conical Symplectic Resolutions (CSRs). They were defined in [BPW16, BLPW16], though these objects were already being considered by various authors, most notably Kaledin [Kal06, Kal09, Kal09] and Namikawa [Nam08, Nam11].

These manifolds are of interest to theoretical physics [HS18, GH20, HK20], algebraic geometry [Kal06, Kal09, Nam08, BS21] and representation theory [Nak94, Nak98, Nak01, MO19, Nak15, BFN18]. Also, some of them have very interesting differential-geometric features [Kro89, KN90, Nak94, BD00, Nak18]. Examples of CSRs include many well-known families of spaces such as resolutions of Du Val singularities (Example 3.6), Hilbert schemes of points on them, hyperpolygon spaces, Nakajima quiver varieties, hypertoric varieties, cotangent bundles of flag varieties and nilpotent Slodowy varieties. All known examples of CSRs have a complete hyperkähler metric and in fact are SHK manifolds, which makes them a particularly nice geometric setting to work in.

**Definition 3.14.** A Conical Symplectic Resolution (CSR) is a projective resolution\(^{18}\) \(\pi : \mathcal{M} \rightarrow \mathcal{M}_0\) of a normal affine variety \(\mathcal{M}_0\), where \((\mathcal{M}, \omega_{\mathcal{C}})\) is a holomorphic symplectic manifold and \(\pi\) is equivariant with respect to \(\mathbb{C}^*\)-actions on \(\mathcal{M}\) and \(\mathcal{M}_0\) (both denoted by \(\varphi\)). These actions satisfy two conditions:

1. the symplectic form \(\omega_{\mathcal{C}}\) has a weight \(k \in \mathbb{N}\), so \(t \cdot \omega_{\mathcal{C}} = t^k \omega_{\mathcal{C}}\), and
2. the action \(\varphi\) contracts \(\mathcal{M}_0\) to a single fixed point \(x_0\), so \(\lim_{t \to 0} t \cdot x = x_0\) for all \(x \in \mathcal{M}_0\).

In general, a CSR can have many such actions, of possibly different weights \(k\), so we often denote a CSR by \((\mathcal{M}, \varphi)\) to emphasise the choice of \(\varphi\).

**Lemma 3.15.** A CSR \(\mathcal{M}\) is an SHS manifold, and its core is the central fibre \(\mathcal{L} = \pi^{-1}(x_0)\) of the resolution \(\pi : \mathcal{M} \rightarrow \mathcal{M}_0\).

**Proof.** Notice first that a CSR \(\mathcal{M}\) is semiprojective. Indeed, by the condition (2) we have that the fixed locus of \(\varphi\) lies in the central fibre \(\pi^{-1}(x_0)\), which is projective (as \(\pi\) is projective), hence proper, thus so is the fixed locus as its closed subset. Also, the condition (2) along with the fact that \(\pi\) is equivariant and proper tells us that every point \(x \in \mathcal{M}\) has a limit \(\lim_{t \to 0} t \cdot x\). Indeed, it amounts to say that the holomorphic map from a punctured disc \(D^2 \rightarrow \mathcal{M}, t \mapsto t \cdot x\), can be extended to \(D^2\). But it is true as it is bounded, having the image in \(\pi^{-1}(D^2, \pi(x))\) which is compact, hence bounded. Here, \(\pi(x)\) is well-defined as every point in \(\mathcal{M}_0\) has a limit for the action when \(t \to 0\). (condition (2))

Being projective over an affine variety \(\mathcal{M}_0\), the variety \(\mathcal{M}\) is quasi-projective. Indeed, \(\pi : \mathcal{M} \rightarrow \mathcal{M}_0\) being a projective morphism means that there is an embedding \(\mathcal{M} \hookrightarrow \mathcal{M}_0 \times \mathbb{C}P^n\) for some \(n\) ([Har77, p.103]). As \(\mathcal{M}_0\) is an affine variety there is an embedding \(\mathcal{M}_0 \hookrightarrow \mathbb{C}^m\) for some \(m\), hence we have the sequence of embeddings

\[\mathcal{M}_0 \times \mathbb{C}P^n \hookrightarrow \mathbb{C}^m \times \mathbb{C}P^n \hookrightarrow \mathbb{C}P^{m+n} \times \mathbb{C}P^n \hookrightarrow \mathbb{C}P^{(m+n)(n+1)-1},\]

the last one being the Segre embedding. Altogether we get a holomorphic embedding \(\mathcal{M} \hookrightarrow \mathbb{C}P^N\), where \(N := ((m+1)(n+1) - 1)\), so \(\mathcal{M}\) is quasi-projective. Together with previous, we get that a CSR \(\mathcal{M}\) is indeed semiprojective, thus an SHS manifold from the definition.

The fact that the core is equal to the central fibre \(\mathcal{L} = \pi^{-1}(x_0)\) follows from [Gin15, Lem. 4.5.2]. Let us assume that \(x \in \pi^{-1}(x_0)\). Then, as \(\pi^{-1}(x_0)\) is proper, the map \(\mathbb{C}^* \rightarrow \mathcal{L}, t \mapsto t \cdot x\) extends to a regular map on \(P^1\), thus the limit \(\lim_{t \to 0} t \cdot x\) exists. Now, having a point \(x\) such that \(\lim_{t \to 0} t \cdot x\) exist, the same will be true for its projection \(y := \pi(x)\), and then as the limit \(\lim_{t \to 0} t \cdot y = 0\) always exist, the map \(\mathbb{C}^* \rightarrow \mathcal{L}, t \mapsto t \cdot y\) extends to a regular map \(f : P^1 \rightarrow \mathcal{M}_0\). As \(\mathcal{M}_0\) is affine, \(f\) must be a constant, hence \(y = f(1) = f(0) = 0\), thus \(x \in \pi^{-1}(0) = \mathcal{L}\). \(\blacksquare\)

\(^{18}\text{Meaning: }\mathcal{M}\text{ is a smooth variety, and }\pi\text{ is an isomorphism over the smooth locus of of }\mathcal{M}_0.\)
We remark that our definition of CSR is slightly different from the original one from [BPW16, Sec. 2], in that we do not require $\mathcal{M}_0$ to be the affinisation $\text{Aff}(\mathcal{M}) := \text{Spec}(\Gamma(\mathcal{M}, \mathcal{O}_\mathcal{M}))$ of $\mathcal{M}$, although we do require $\mathcal{M}_0$ to be a normal variety. However, we will show that these two definitions are equivalent in the following lemma, which the author proved together with Nicholas Proudfoot.

**Lemma 3.16.** In Definition 3.14 of CSR, requiring $\mathcal{M}_0$ to be normal is equivalent to requiring for $\mathcal{M}_0$ to be the affinisation of $\mathcal{M}$.

**Proof.** Assume that $\mathcal{M}_0$ is the affinisation of $\mathcal{M}$. Then, the coordinate rings $\mathbb{C}[\mathcal{M}] := \Gamma(\mathcal{M}, \mathcal{O}_\mathcal{M})$ and $\mathbb{C}[\mathcal{M}_0]$ are isomorphic. Being smooth, $\mathcal{M}$ is normal, thus its local rings $\mathcal{O}_{\mathcal{M}, p}$ are integrally closed. As an intersection of integrally closed rings, the coordinate ring $\mathbb{C}[\mathcal{M}] = \cap_{p \in \mathcal{M}} \mathcal{O}_{\mathcal{M}, p}$ is also integrally closed. It follows that the coordinate ring of $\mathcal{M}_0$ is integrally closed. Since $\mathcal{M}_0$ is affine, this implies that it is normal.

Assume now that $\mathcal{M}_0$ is normal. As $\mathcal{M}_0$ is affine, we have a factorization of $\pi$ through the affinisation map, $\mathcal{M} \to \text{Aff}(\mathcal{M}) \to \mathcal{M}_0$, thus it is enough to show that the second map is an isomorphism. One of the properties of the affinisation map is that proper connected subvarieties get shrunk to points. In particular, as the fibres of $\pi : \mathcal{M} \to \mathcal{M}_0$ are connected (Proposition 3.17) and projective (since $\pi$ is projective), they shrink to points via the map $\mathcal{M} \to \text{Aff}(\mathcal{M})$, which yields that the map $g : \text{Aff}(\mathcal{M}) \to \mathcal{M}_0$ is a bijection, in particular, has finite fibres. Moreover, it is birational as $\mathcal{M} \to \mathcal{M}_0$ is. Thus, one can use a variant of Zariski’s main theorem which states that a birational morphism with finite fibres to a normal variety is an isomorphism onto an open subset. Hence, $g$ is isomorphism to an open subset of $\mathcal{M}_0$, thus being surjective, it is indeed an isomorphism. 

It is also true that the fibres of a CSR $\pi$ are connected, which the author learned from Dmitry Kaledin. Here one essentially uses the normality of $\mathcal{M}_0$.

**Proposition 3.17.** Given a CSR $\pi : \mathcal{M} \to \mathcal{M}_0$, the fibres of $\pi$ are connected.

**Proof.** Take a Stein factorisation of $\pi$, that is: there is a variety $\mathcal{M}'_0$ and morphisms $\pi' : \mathcal{M} \to \mathcal{M}'_0$ and $g : \mathcal{M}'_0 \to \mathcal{M}_0$ such that $\pi = g \circ \pi'$, the fibres of $\pi'$ are connected, and $g$ is a finite morphism. As $\pi$ is birational, so is $g$, but then (a variant of) Zariski’s main theorem states that $g$, being a birational morphism with finite fibres to a normal variety, is an isomorphism onto an open subset of $\mathcal{M}_0$. As $\pi$ is surjective, the same holds for $g$. Hence, $g$ is an isomorphism, thus all fibres of $\pi$ are connected.

In the end of this section we want to remark on size of the family of CSRs inside the family of SHS manifolds. Let us consider the following example.

**Example 3.18.** We have seen in Example 3.7 that $T^*X$ is an SHS manifold, given any smooth projective variety $X$. These are CSRs only in the case when $X$ is a flag manifold $X = G/P$ (here $G$ is a semisimple algebraic group and $P$ is a reductive subgroup). Indeed, given a conical symplectic resolution

$$\mathcal{M} := T^*X \to \text{Aff}(\mathcal{M})$$

whose $C^*$-action contracts the fibres of $T^*X$ with weight 1, the ring of global functions $R := \Gamma(\mathcal{M}, \mathcal{O}_\mathcal{M}) = \mathbb{C}[\text{Aff}(\mathcal{M})]$ has a set of homogenous generators $\{x_1, \ldots, x_n\}$ with maximal weight 1. The last fact, together with the normality of the ring $R$, is precisely saying that $\text{Aff}(\mathcal{M})$ is a conical symplectic singularity with maximal weight 1, thus the Namikawa’s theorem [Nam18] applies, stating that $\text{Aff}(\mathcal{M}) = \mathcal{O}$ must be a closure of a normal nilpotent orbit $\mathcal{O}$ in a semisimple $g$. Then, by [Fu03, Thm 0.1], we indeed have $\mathcal{M} \cong T^*(G/P)$, for some parabolic subgroup $P$ of $G$ (and $G$ given by $\text{Lie}(G) = g$).

Considering the previous (topologically simplest) examples of cotangent bundles, one could expect that, just as the set of flag manifolds being very small in the class of projective varieties, it may be that the class of CSRs are very small in the class of SHS manifolds, and there are many more families of these spaces yet to be discovered, beyond the CSRs and two families described in the following Sections 3.3 and 3.4. This is the main motivation for generalising the setup of CSRs (for which the content of this paper was originally written) to the setup of SHS manifolds.
3.2. Higgs branches of gauge theories. The principal family of examples of SHS manifolds comes from the holomorphic symplectic reduction of vector spaces, in the physics-related literature usually referred as the Higgs branch of the 3-dimensional supersymmetric gauge theory defined by a pair $(G,N)$, where $G$ is a complex reductive algebraic group and $N$ is its complex representation. Given the linear action $G \curvearrowright N$, we can enhance it to a Hamiltonian action $G \curvearrowright T^*N$, where we take the usual holomorphic symplectic structure on $M := T^*N = N \oplus N^*$. Thus, given the associated moment map $\mu : M \to \mathfrak{g}^*$, one can construct the ordinary GIT quotient\(^{19}\)

$$\mathcal{M}_0 := \mu^{-1}(0) /\!/ G = \text{Spec}(\mathbb{C}[\mu^{-1}(0)]^G).$$

More generally, given an arbitrary character $\chi : G \to \mathbb{C}^*$, one can consider its twisted GIT quotient

$$\mathcal{M}_\chi = \mu^{-1}(0) /\!/ G := \text{Proj}(\bigoplus_{n \geq 0} \mathbb{C}[\mu^{-1}(0)]^{G,\chi^n}),$$

where $\mathbb{C}[\mu^{-1}(0)]^{G,\chi^n} = \{f \in \mathbb{C}[\mu^{-1}(0)] | f(g \cdot m) = \chi^n(g)f(m), \forall m \in M\}$. In particular, for $\chi = 1$ we get the ordinary GIT quotient $\mathcal{M}_0$. By the construction, there is an associated morphism

$$\pi : \mathcal{M}_\chi \to \mathcal{M}_0,$$

which is projective due to the general GIT theory. Moreover, both $\mathcal{M}_\chi$ and $\mathcal{M}_0$ inherit a natural algebraic, hence holomorphic Poisson structure from $M$. To discuss smoothness of $\mathcal{M}_\chi$, we have to introduce the notion of (semi)stable points, existing in any GIT quotient setup. The point $m \in M$ is called $\chi$-semistable if for any $z \in \mathbb{C}$, $z \neq 0$, the closure of the orbit $(m,z)$ is disjoint from the $M \times 0$, where the action on $M \times \mathbb{C}$ is defined as a product $g \cdot (m,z) = (g \cdot m, \chi^{-1}(g)z)$. The set of semistable points we denote by $M^{ss}$. A point $m \in M^{ss}$ is stable if its stabiliser $G_m$ is finite and its orbit is closed in $M^{ss}$. The locus of stable points we denote by $M^s$. The important fact is that $\mathcal{M}_\chi$ can be seen topologically as a set of closed $\chi$-semistable orbits in $\mu^{-1}(0)$. So, if $G$ acts freely on the locus of $\chi$-semistable points in $\mu^{-1}(0)$, we have that $\mathcal{M}_\chi = \mu^{-1}(0)/G$ is non-singular and its Poisson structure is non-degenerate, hence is holomorphic symplectic.\(^{20}\) We will assume that this is the case in the text below. This condition happens in many cases; when $N$ is a space of framed quiver representations (example (1)) below, it holds for the generic choice of $\chi$.

By construction, $\mathcal{M}_\chi$ is a quasi-projective variety, so in order to be an SHS manifold it is left to find a conical action on it. There is a standard weight-2 conical action on $T^*N$

$$\mathbb{C}^* \curvearrowright T^*N = N \oplus N^*, \quad t \cdot (x,\xi) := (tx,t\xi).$$

Furthermore, there is also a weight-1 action on $T^*N$

$$\mathbb{C}^* \curvearrowright T^*N = N \oplus N^*, \quad t \cdot (x,\xi) := (x,t\xi),$$

made by dilating the cotangent fibres, which is not conical, and thus not always conical on the quotient $\mathcal{M}_\chi$. More precisely, we have the following:

**Lemma 3.19.** Given a pair $(N,G)$ and a character $\chi$, its Higgs branch $\mathcal{M}_\chi$ together with the action induced by (17) is a weight-2 SHS manifold, provided that it is non-singular. Moreover, it is a weight-1 SHS only if $N^G = 0$.

**Proof.** The fact that $\mathcal{M}_\chi$ is holomorphic symplectic and quasi-projective is already explained above. Let us prove that the action induced by (17) is indeed conical on $\mathcal{M}_\chi$. Firstly, notice that this action commutes with the action by $G$, hence is well defined on both $\mathcal{M}_\chi$ and $\mathcal{M}_0$. Moreover, it makes the morphism $\pi$ equivariant. Now, notice that $\mathcal{M}_0^{\mathbb{C}^*} = [(0,0)]$. Indeed, given an arbitrary point $[x,\xi] \in \mathcal{M}_0$, we have $\lim_{t \to 0} t \cdot [x,\xi] = \lim_{t \to 0} [tx,t\xi] = [0,0]$, hence every point in $\mathcal{M}_0$ flows to $[0,0]$ when $t \to 0$, thus it is indeed the only fixed point. Hence, the semiprojectivity of $\mathcal{M}_\chi$ follows the same way as for a

---

\(^{19}\)Where GIT is the standard abbreviation for Geometric Invariant Theory, [MFK94].

\(^{20}\)We will not delve in details and proofs of these standard statements, rather we refer the reader to a nice exposition of GIT under Hamiltonian reduction, written in [KJ16, Ch. 9].
CSR (Lemma 3.15). Finally, as the action (17) is weight-2 on $T^*N$, it is on the quotient $\mathfrak{M}_\chi$ as well, hence it is a weight-2 SHS manifold.

Assume now that $N^G \neq 0$, and let us prove that $\mathfrak{M}_\chi$ indeed does not have a weight-1 conical action. Denoting by $F := N^G$, as $G$ is reductive there is a $G$-invariant split $N = F \oplus N^{\text{norm}}$, given by the weight-decomposition of the representation $N$ (notice that $F$ is the 0-weight space). This induces a symplectic $G$-invariant split

$$M = T^*F \oplus T^*N^{\text{norm}},$$

and as the moment map of the product of two actions is the sum of the moment maps, we have

$$\mu^{-1}(0) = T^*F \times (\mu^{\text{norm}})^{-1}(0),$$

where $\mu^{\text{norm}} : M^{\text{norm}} := T^*N^{\text{norm}} \to \mathfrak{g}^*$ is the moment map of the action $G \subset T^*N^{\text{norm}}$. Moreover, as one can directly show from the definition of (semi)stability, the set of $\chi$-(semi)stable points splits as well, hence there is a $G$-invariant split $\mu^{-1}(0)^* = T^*F \times (\mu^{\text{norm}})^{-1}(0)^*$, thus quotienting out by $G$ we get

$$\mathfrak{M}_\chi = T^*F \times \mathfrak{M}_\chi^{\text{norm}}.$$  

As the $\mathbb{C}^*$-action (17) commutes with $G$, the split (19) is $\mathbb{C}^*$-invariant, as both summands are sums of weight spaces of $G \subset M$. Thus, the induced split (20) is $\mathbb{C}^*$-invariant as well. Notice that $T^*F \cong \mathbb{C}^{2n}$ is a weight-2 SHS with the dilation action, whereas $\mathfrak{M}_\chi^{\text{norm}}$ is a weight-2 SHS, being the Higgs branch for the pair $(G, N^{\text{norm}})$. Thus, we have the induced split of cores

$$\mathcal{L}_\chi = \{0\} \times \mathcal{L}_\chi^{\text{norm}}.$$  

Hence, the core $\mathcal{L}_\chi$ cannot be half-dimensional in $\mathfrak{M}_\chi$, thus by Corollary 3.4, $\mathfrak{M}_\chi$ cannot be a weight-1 SHS. \hfill \blacksquare

**Remark 3.20.** We remark that in many cases a stronger statement, that $\pi$ is a weight-2 CSR, is true as well. However, this reduces to a smaller class of examples, and for our purposes we only need the space $\mathfrak{M}_\chi$ to be an SHS, hence do not impose this restriction.

Two important examples of this construction are:

1. Nakajima Quiver Varieties, where $N = N(Q, V, W)$ is constructed as a moduli space of framed quiver representations of a quiver $Q$ of the given dimension $V$ and framing $W$.

2. (Additive) Hypertoric Varieties, where $G \cong (\mathbb{C}^*)^k$ is an algebraic torus acting linearly on a vector space $N$.

For the former family, the necessary condition $N^G = 0$ for the existence of a weight-1 conical action on the space $\mathfrak{M}_\chi$ translates to the condition that there are no loop-edges in the chosen quiver $Q$. For such quivers, Nakajima proved in [Nak94, Sec. 5] that the weight-1 action coming from dilation of cotangent fibres (18) is indeed conical, so in the case of quiver varieties this condition is sufficient as well.

### 3.3. Moduli spaces of Higgs bundles

Another important family of SHS manifolds, that is parallel but disjoint from the CSRs are the Moduli spaces of Higgs bundles, constructed by Hitchin [Hit87], and since then considered by many authors. Hitchin considered the differential-geometric moduli space constructed via infinite-dimensional hyperkähler reduction, whereas Nitsure [Nit91] constructed their algebraic-geometric version $\mathcal{M}'(r, d, \Sigma)$, the moduli scheme of stable pairs $(E, \phi)$ where $E$ is a vector bundle of rank $r$ and degree $d$ on a projective curve $\Sigma$ and $\phi$ a morphism $\phi : E \to E \oplus K_\Sigma$ (so-called Higgs field), where $K_\Sigma$ is the canonical bundle of $\Sigma$.\footnote{In fact, Nitsure considered the generalisation of this, by switching $K_\Sigma$ with an arbitrary line bundle $L$ on $\Sigma$, but for brevity we are not considering those moduli spaces.} Nitsure proves that $\mathcal{M}'(r, d, \Sigma)$ is a smooth quasi-projective variety whenever $(n, d) = 1$. There is a natural $\mathbb{C}^*$-action on $\mathcal{M}'(r, d, \Sigma)$, given by scaling the Higgs field $t \cdot (E, \phi) = (E, t\phi)$. By Hitchin’s construction, the moduli space $\mathcal{M}'(r, d, \Sigma)$ is...
hyperkähler, hence holomorphic symplectic and the $\mathbb{C}^*$-action acts with weight-1 on its form. To see that they are also semiprojective, consider the so-called Hitchin fibration

$$p : \mathcal{M}'(r, d, \Sigma) \to \bigoplus_{i=1}^r H^0(\Sigma, K_{\Sigma}^i)$$

given by coefficients of the characteristic polynomial of $\phi$. It is $\mathbb{C}^*$-equivariant, with a linear $\mathbb{C}^*$-action on the affine space $\bigoplus_{i=1}^r H^0(\Sigma, K_{\Sigma}^i)$ that has a single fixed point. Together with the fact that $p$ is proper, the semiprojectivity follows the same way as for CSRs (Lemma 3.15).

3.4. Hilbert schemes of points on $T^*\Sigma$. The last known family of examples (to the author’s knowledge) of SHS manifolds are the Hilbert schemes of points on cotangent bundles of smooth projective curves, $\text{Hilb}^n(T^*\Sigma_g), g \geq 0$. These generalise the lowest-dimensional examples from Example 3.7. Apart from the $g = 0$ examples (which are quiver varieties of type $\tilde{A}_1$, [Kuz07]), this family is also disjoint from the CSRs. These manifolds were considered by Nakajima [Nak99]. According to [Gro60], $\text{Hilb}^n(X)$ of a quasi-projective $X$ is again quasi-projective. Hence, as $T^*\Sigma_g$ is quasi-projective (Example 3.7), so is $\text{Hilb}^n(T^*\Sigma_g)$. It has a natural symplectic structure and the conical weight-1 $\mathbb{C}^*$-action, both coming from the ones on $T^*\Sigma_g$, see [Nak99, Sec 7.2] for details. The fixed locus of the $\mathbb{C}^*$-action is

$$\text{Hilb}^n(T^*\Sigma_g)^{\mathbb{C}^*} = \bigsqcup_{\nu: \text{partition of } n} \text{Sym}^\nu \Sigma_g,$$

where $\text{Sym}^\nu \Sigma_g := \text{Sym}^{\alpha_1} \Sigma_g \times \text{Sym}^{\alpha_2} \Sigma_g \times \cdots \times \text{Sym}^{\alpha_n} \Sigma_g$ for the partition $\nu$ in which the number $i$ appears $\alpha_i$ times. In particular, the fixed locus is compact, and $\text{Hilb}^n(T^*\Sigma_g)$ are indeed weight-1 SHS manifolds.

At the end of this section, let us go back to Question 3.8 on classification of SHS manifolds amongst complex surfaces. As we have seen, $\text{Hilb}^n(T^*\Sigma)$ is an SHS manifold because $T^*\Sigma$ is so. In the same way, $\text{Hilb}^n(X_T)$ is an SHS manifold, where $X_T$ is the minimal resolution of a Du Val singularity. So, if the answer to Question 3.8 is affirmative and there is another SHS surface $X$ that does not belong to these two classes, then $\text{Hilb}^n(X)$ would be a new class of examples of SHS manifolds.

4. Symplectic structures

In this section we describe the real symplectic structures on SHS manifolds. Thus we will assume that symplectic forms are real, unless otherwise stated.

4.1. Non-exact symplectic structure. In this section we show that an arbitrary semiprojective $(\mathfrak{M}, \varphi)$ admits a non-exact Kähler structure which is invariant under the $S^1$-part of $\varphi$. Recall first that, given a function $H$ on a symplectic manifold $(M, \omega)$, its Hamiltonian vector field $X_H$ is defined by $\omega(\cdot, X_H) = dH(\cdot)$. The flow of this field preserves the symplectic form $\omega$. In particular, given a symplectic manifold $(M, \omega)$ with a symplectic $S^1$-action, we call its moment map a function $H$ whose Hamiltonian vector field $X_H$ is equal to the vector field of the $S^1$-flow. The moment map need not to exist in general, though we will show that it does in our setup.

**Lemma 4.1.** Any semiprojective variety $(\mathfrak{M}, I, \varphi)$ has an $I$-compatible $S^1$-invariant Kähler structure $\omega_I$ that admits a moment map $H : \mathfrak{M} \to \mathbb{R}$. The vector field of the $\mathbb{R}_+$-part of $\varphi$ is $X_{\mathbb{R}_+} = \nabla H$ and the vector field of the $S^1$-part is $X_{S^1} = X_H$.

**Proof.** By Lemma 2.5, there is a $\mathbb{C}^*$-equivariant completion $\mathfrak{M} \hookrightarrow Y$, where $Y$ is a smooth projective variety, thus has a Kähler structure. Averaging its Riemannian metric over $S^1$, one can make it $S^1$-invariant. Thus, we get an $S^1$-invariant Kähler structure on $Y$, which has non-empty set of fixed points (as $Y^{S^1} \supset \mathfrak{M}^{S^1} = \mathfrak{M}^\varphi \neq \emptyset$), thus by the proof of [Fra59, Lem. 2], it has a moment map. As $\mathfrak{M} \subset Y$ is an open $S^1$-invariant subset, restricting to $\mathfrak{M}$ we get the Kähler structure $(\mathfrak{M}, g, I, \omega_I)$ together with the moment map $H : \mathfrak{M} \to \mathbb{R}$.

**22**Due to Hitchin for $n = 2$ and Nitsure in general.
The $S^1$-part $(X_{S^1} = X_H)$ is immediate from the definition of the moment map. Then, as the $\mathbb{C}^*$-action is holomorphic, we have $X_{S^1} = IX_{\mathbb{R}_+}$. On the other hand, from

$$\omega_I(\xi, X_H) = dH(\xi) = g(\xi, \nabla H) = \omega_I(\xi, I\nabla H),$$

we get that $X_H = I\nabla H$, and thus the claim $X_{\mathbb{R}_+} = \nabla H$ follows immediately. ■

For a curious reader, we will explain why the symplectic form of this Kähler structure on $\mathcal{M}$ is almost never exact.

**Lemma 4.2.** When $\mathcal{M}$ is not a point or equal to $\mathbb{C}^{2n}$, for some $n$, the symplectic form of Kähler structure from Lemma 4.1 is non-exact.

*Proof.* Let us assume that $\mathcal{M}$ is not a single point or $\mathbb{C}^{2n}$, for some $n$. Then, the core $\mathcal{L}$ is not a single point, as otherwise $\mathcal{M}$ would contract to it via the $\mathbb{C}^*$-action and thus would be isomorphic to an affine space. The last fact is due to Białynicki-Birula decomposition applied to semiprojective varieties, Corollary 2.7. Thus the core is not a point.

Assume first that it is fixed by the $\mathbb{C}^*$-action, i.e. $\mathcal{M}^c = \mathcal{L}$. Then, $\mathcal{L}$ is a smooth $I$-holomorphic subvariety, thus $\omega_I$-symplectic submanifold of $\mathcal{M}$. If $\omega_I$ was indeed exact on $\mathcal{M}$, its restriction on $\mathcal{L}$ would yield an exact symplectic form on a connected closed manifold, which is impossible due to Stokes theorem.

Otherwise, there is a point $x \in \mathcal{L}$ which is non-fixed; its $\mathbb{C}^*$-orbit can be extended to a holomorphic map $u : \mathbb{C}P^1 \to \mathcal{L}$, by [Som75, Lem. II-A].\(^{23}\) Hence, if $\omega_I = d\theta$ was indeed closed on $\mathcal{M}$, the Gromov lemma together with the Stokes formula makes a contradiction, $0 = \int_{\partial \mathbb{C}P^1} u^* \theta = \int_{\mathbb{C}P^1} u^* \omega_I = \frac{1}{2} \int_{\Sigma} ||du||^2 > 0$. ■

### 4.2. Canonical Liouville structure.

In this section we construct a canonical Calabi-Yau Liouville structure on a given SHS $(\mathcal{M}, \varphi)$. Moreover, we prove that, at least in the case of CSRs, different commuting conical actions yield isomorphic Liouville structures. Let us start with a definition of Liouville manifolds:

**Definition 4.3.** A Liouville manifold is a non-compact exact symplectic manifold $(M, \omega = d\theta)$ which has a compact submanifold $K \subset M$ with boundary, such that there is a symplectomorphism

$$\Sigma = \partial K, \alpha = \theta|_{\Sigma}, R$$ is the coordinate on $[1, \infty]$, and $R\alpha$ pulls back to $\theta$ via the symplectomorphism. The subset $M \setminus \text{int}(K) \cong (\Sigma \times [1, +\infty), d(R\alpha))$ we will call the convex end. The flow of the vector field $Z$ defined by $i_Z \omega = \theta$ is called the Liouville flow of the Liouville manifold $(\mathcal{M}, \omega)$. Its Lie derivative satisfies $L_Z \omega = \omega$. The Liouville skeleton is the set of points in $M$ which do not escape every compact set under the Liouville flow.

Motivated by the last definition, any vector field $Z$ on a symplectic manifold $(M, \omega)$ satisfying $L_Z \omega = \omega$ we call a Liouville vector field. There is a standard lemma for finding a Liouville manifold structure on an arbitrary open symplectic manifold.

**Lemma 4.4.** A symplectic manifold $(M, \omega)$ such that

1. There is a hypersurface $\Sigma = \partial K$ that bounds a compact submanifold $K$.
2. There is a Liouville vector field $Z$ defined on $M$ which is positively-integrable and non-zero outside of $\text{int}(K)$.
3. $Z \pitchfork T\Sigma$ with $Z$ pointing outside of $K$.

is a Liouville manifold.

\(^{23}\)Strictly speaking, one can use this result only for a compact Kähler manifold with a $\mathbb{C}^*$-action. However, being smooth, $\mathcal{M}$ is a normal variety, so due to [Sum74, Thm. 1] one can compactify it $\mathbb{C}^*$-equivariantly to a smooth projective variety $X$, which is then naturally Kähler.
In the setup of this lemma, the coordinate \( R \) appearing in Definition 4.3 is exactly \( R = e^t \), where \( t > 0 \) is the time needed to flow via the vector field \( Z \) starting from \( \Sigma \), in order to reach the given point. In particular, \( \Sigma = \{ R = 1 \} \) and \( Z = R \partial_R \). Moreover, by the Cartan formula \( \omega = L_Z \omega = d(i_Z \omega) \), hence we can take \( \theta = i_Z \omega \) to be the primitive 1-form.

Next we define isomorphisms between two Liouville manifolds.

**Definition 4.5.** A **Liouville isomorphism** between Liouville manifolds \((M_1, d\theta_1)\) and \((M_2, d\theta_2)\) is a diffeomorphism \( \psi : M_1 \to M_2 \) satisfying \( \psi^* \theta_2 = \theta_1 + df \) where \( f \) is compactly supported.

It is immediate that any Liouville isomorphism is symplectomorphism and compatible with the Liouville flow at infinity.

Let \( M \) be a manifold. Given a 1-form \( \theta \) on it such that \( d\theta =: \omega \) is symplectic, together with a compact hypersurface \( \Sigma \), such that the vector field \( Z \) defined by \( i_Z \omega = \theta \) satisfies the conditions from Lemma 4.4, \((M, d\theta)\) is a Liouville manifold. Thus, assuming those conditions are satisfied, we will call the pair \((M, \theta)\) a **Liouville structure** on \( M \). There is a deformation lemma of Moser type for Liouville structures which we will need, which follows from [SS05, Lem. 5].

**Lemma 4.6.** Let \((M, \theta_s)_{s \in S}\) be a smooth family of Liouville structures on \( M \) having the same hypersurface \( \Sigma \), parametrised on a connected manifold \( S \). Then all the \((M, d\theta_s)\) are mutually Liouville isomorphic.

**Remark 4.7.** We remark that, what we call Liouville manifold here, in [SS05, Sec. 2] is called a **complete finite type convex symplectic manifold**, defined as a triple \((M, \theta, \phi)\), where \( \phi : M \to \mathbb{R} \) is a smooth exhausting function, such that the Liouville flow \( Z \) of \( \theta \) is positively-integrable and there is a constant \( c_0 \) such that the level sets \( \phi^{-1}(c) \) are transversal to \( Z \) for \( c \geq c_0 \). Given a Liouville manifold \((M, d\theta)\), one can turn it into this setup, by choosing \( \phi := \log(R) \) on the convex end (where \( R \) is the radial coordinate, recall Definition 4.3), and smooth it out on its complement by a cut-off function. Then, having the family of Liouville structures \((M, \theta_t)\), one immediately has that the corresponding triples \((M, \theta_t, \phi_t)\) make a complete finite type convex symplectic deformation, which is the condition of cited [SS05, Lem. 5] that ensures Liouville isomorphisms between \((M, d\theta_t)\).

Now we prove that an SHS manifold has a canonical Liouville structure, the fact which grew from the author’s conversations with Paul Seidel and Nick Sheridan. Denote by \( \omega_J := \mathbb{R} \omega_C \) and \( \omega_K = \mathbb{I} m(\omega_C) \).

**Proposition 4.8.** Any SHS manifold \((\mathfrak{M}, \varphi, \omega_C)\) has a canonical family of isomorphic Calabi-Yau Liouville structures \((\mathfrak{M}, a \theta_J + b \theta_K)\), parametrised by \((a, b) \in \mathbb{R}^2 \setminus \{0\}\) such that:

1. The Liouville vector field \( Z \) is the \(1/s\)-multiple of the vector field of the \(\mathbb{R}_+\)-action, where \( s \) is the \(\omega_C\)-weight of \( \varphi \).
2. The Liouville 1-forms are \(\theta_J = i_Z \omega_J, \theta_K = i_Z \omega_K\), thus primitives of the real and imaginary part of \(\omega_C\).
3. The Liouville skeleton is the core \(\mathcal{L}\) itself.

**Proof.** As \(\omega_C\)-weight of \(\varphi\) is equal to \( s \), we have that \( t \cdot \omega_C = t^s \omega_C \) for every \( t \in \mathbb{C}^\ast \). Using the real values of \( t \) and taking a derivation this gives us \( L_{X_{\mathbb{R}_+}} \omega_C = s \omega_C \), where \( X_{\mathbb{R}_+} \) is the vector field of the \(\mathbb{R}_+\)-part of the action. Therefore, the vector field \( Z := \frac{1}{s} X_{\mathbb{R}_+} \) satisfies

\[
L_Z \omega_C = \omega_C,
\]

which gives \( L_Z \omega_J = \omega_J \) and \( L_Z \omega_K = \omega_K \). Thus, \( Z \) is a Liouville vector field with respect to any linear combination of \( \omega_J \) and \( \omega_K \), and it gives primitive 1-forms \( \theta_J := i_Z \omega_J, \theta_K := i_Z \omega_K \) It is positively-integrable, as it comes from the \(\mathbb{R}_+\)-action which is globally defined.

Now, in order to use Lemma 4.4 we have to prove that there is a hypersurface \( \Sigma \) bounding a compact set, such that \( Z \pitchfork T\Sigma \) with \( Z \) pointing outside and \( \text{Zeros}(Z) \subset \text{int}(K) \). First, as the core \(\mathcal{L}\) is compact (due to Lemma 2.3), we can construct its compact neighbourhood \( K \) whose boundary \( \partial K \) is smooth.
Then, recall that the flow of $X_{\mathbb{R}^+}$, thus of $Z$ exists for all times on $\mathfrak{M} \setminus \mathcal{L}$. This gives a $(\mathbb{R}, +)$-principal bundle

$$\mathfrak{M} \setminus \mathcal{L} \to (\mathfrak{M} \setminus \mathcal{L})/\mathbb{R} =: \mathcal{M}. \tag{24}$$

Notice that each point $x \in \partial K$ belongs to an $\mathbb{R}^+$-orbit in $\mathfrak{M} \setminus \mathcal{L}$ and moreover each orbit in $\mathfrak{M} \setminus \mathcal{L}$ intersects $\partial K$, as it goes from infinity and eventually reaches near the core. Thus, there is a continuous surjective map $\partial K \to \mathcal{M}$, proving that $\mathcal{M}$ is compact. Now, as any $(\mathbb{R}, +)$-principal bundle is trivial, there is a smooth section $f : \mathcal{M} \to \mathfrak{M} \setminus \mathcal{L}$ of (24) whose image $\Sigma := f(\mathcal{M})$ is then a compact hypersurface in $\mathfrak{M} \setminus \mathcal{L}$ transverse to the $(\mathbb{R}, +)$-action, hence, to flow of $Z$.

Hypersurface $\Sigma$ bounds a compact set, call it $K$. It is left to prove that $Z$ is outward pointing on $\Sigma$ and $Zeros(Z) \subset int(K)$. Indeed, if $Z$ is pointing inward on $\Sigma$, then each point $x \in \Sigma$ will have a limit of flow of $Z$, or equivalently of $\mathbb{R}^+$-action in $int(K)$, which is impossible unless $x \in \mathcal{L}$ (by definition of the core), which is a contradiction. Thus, $Z$ is outward pointing on $\Sigma$, and thus each point has a backwards limit in $int(K)$, showing that $Zeros(Z) \cap int(K) \neq \emptyset$, so the core has non-empty intersection with $int(K)$, thus must be completely contained in it, being connected and disjoint from the boundary $\Sigma$.

Altogether, the pair $(\Sigma, Z)$ satisfies the conditions from Lemma 4.4, with respect to all non-zero linear combinations $a\omega_J + b\omega_K$ of symplectic forms, thus yields Liouville structures $\{a\theta_J + b\theta_K \mid (a, b) \in \mathbb{R}^2 \setminus \{0\}\}$ which are then all Liouville isomorphic due to Lemma 4.6. The Calabi-Yau property of these symplectic forms is due to Lemma 3.11. The statement that the core $\mathcal{L}$ is the skeleton follows immediately from its definition.

\begin{remark}
In particular, the Liouville isomorphisms of the structures $(\mathfrak{M}, a\theta_J + b\theta_K)$ give us the monodromy map landing in $\text{Symp}(\mathfrak{M}, \omega_J)$, obtained by going around the origin in the parameter space $\mathbb{R}^2 \setminus \{0\}$. Studying these monodromy maps for certain SHS manifolds might be an interesting further avenue of our research.
\end{remark}

We will denote the family of linear combinations used in the previous proposition by

$$\theta_{J,K} := \{a\theta_J + b\theta_K \mid (a, b) \in \mathbb{R}^2 \setminus \{0\}\}, \quad \omega_{J,K} := \{a\omega_J + b\omega_K \mid (a, b) \in \mathbb{R}^2 \setminus \{0\}\}. \tag{25}$$

As the family $(\mathfrak{M}, \theta_{J,K})$ of Liouville structures are mutually Liouville isomorphic, all corresponding symplectic cohomologies $SH^*(\mathfrak{M}, \varphi, \omega_{J,K})$ are mutually isomorphic. In fact, in the case of a CSR, one can choose the hypersurface $\Sigma$ more canonically, giving a description for the symplectic cohomology.

\begin{proposition}
Given a CSR $\pi : \mathfrak{M} \to \mathfrak{M}_0$, its symplectic cohomology can be represented

$$SH^*(\mathfrak{M}, \varphi, \omega_{J,K}) = HF^*(\mathfrak{M}, \Phi, \omega_{J,K})$$

as the Floer cohomology of the polynomial $\Phi = \sum_i |\pi^*(f_i)|^{2w_i}$ obtained by lifts $\pi^*(f_i)$ of a set $f_i$ of $\varphi$-homogeneous generators of the coordinate ring $\mathbb{C}[\mathfrak{M}_0]$. Here $w_i$ is the weight of $f_i$, and $w = \text{lcm}(w_i)$.
\end{proposition}

\begin{proof}
Firstly, as $\mathfrak{M}_0$ is an affine variety with a $C^*$-action, its coordinate ring has induced $\mathbb{Z}$-grading. Pick a finite set $(f_i)_i$ of its homogeneous generators, denoting their weights by $w_i$ respectively, and denote by $w$ their least common multiple. Define the real polynomial on $\mathfrak{M}$, considered in [BPW16, Prop. 2.5]

$$\Phi := \pi^*(\sum_i |f_i|^{2w_i}).$$

\end{proof}

\begin{footnotesize}
\begin{itemize}
\item[24] These are classified by homotopy classes of maps to the classifying space $B\mathbb{R}$, which is contractible. The last fact is due to the long exact sequence of homotopy groups coming from the fibration $ER \to B\mathbb{R}$, and Whitehead theorem.
\item[25] As $Zeros(Z) = \mathbb{R}^+ = \mathbb{R}^+ \subset \mathcal{L}$.
\item[26] As it is a deformation retract of connected $\mathfrak{M}$ (recall that in Definition 3.1 of an SHS manifold we ask for it to be connected).
\item[27] This is a standard statement, see e.g. [Sei08a, p. 12].
\end{itemize}
\end{footnotesize}
As \( \pi \) is \( \mathbb{C}^* \)-equivariant and the polynomials \( f_t \) have weights \( w_i \), denoting the \( \mathbb{C}^* \)-action on \( \mathcal{M} \) by \( \varphi_t \) we have \( \varphi_t^* \Phi = |t|^{2w} \Phi \), thus \( L_Z \Phi = 2w \Phi \). As \( L_Z \Phi = d\Phi(Z) \), we see that 0 is the only singular value of \( \Phi \), and hence for any \( \Phi_0 > 0 \) the hypersurface

\[
\Sigma := \Phi^{-1}(\Phi_0)
\]

is smooth. As \( d\Phi(Z) = 2w \Phi \), the pair \((\Sigma, Z)\) satisfies the conditions from Lemma 4.4, so we can use \( \Sigma = \{ \Phi = \Phi_0 \} \) as the hypersurface for Liouville structure. Let us prove that \( \Phi = \Phi_0 R^{2w} \), where \( R \) is the radial coordinate of our Liouville structure. Indeed, the equation \( L_Z \Phi = 2w \Phi \) implies that \( \partial_t \log \Phi = 2w/R \) (as \( Z = R \partial R \)), therefore the Liouville flow maps the level set \( \Sigma = \Phi^{-1}(\Phi_0) \) to another level set of \( \Phi \). This implies that in the \( \Sigma \times [1, \infty) \) coordinates from (22), \( \Phi \) is constant in the \( \Sigma \) directions. Thus the \( Z \)-directional derivative equation is enough to determine \( \Phi \), as claimed. Finally, \( \Phi = h(R) \) is an admissible Hamiltonian such that \( \lim_{R \to +\infty} h'(R) = +\infty \), so its Floer cohomology \( HF^*(\mathcal{M}, \Phi) \) gives the symplectic cohomology by definition (with suitable perturbations to achieve nondegeneracy), [Sei08a, Sec. 3d].

**Remark 4.11.** In particular, computing the exact symplectic cohomology \( SH^*(\mathcal{M}, \varphi, \omega_{LK}) \) of CSRs is an interesting question in itself. Apart from the case of cotangent bundles of flag manifolds \( T^*(G/P) \) (which is computable due to Viterbo isomorphism [Vit96, Abo15]), amongst all CSRs the exact symplectic cohomology is computed only for resolutions of Du Val singularities of type A and D, due to Egti-Łekili [EL17, Cor. 42 and Cor. 46].

Next, we show that in the case of a CSR the Liouville structure constructed in Proposition 4.8 does not depend on the choice of the conical action, in a set of commuting ones.

**Proposition 4.12.** Given a CSR \( \mathcal{M} \), two different conical actions that commute yield isomorphic Liouville structures on it.

**Proof.** Consider two conical actions \( \varphi^1 \) and \( \varphi^2 \) on \( \mathcal{M} \) that commute and have weights \( s_1 \) and \( s_2 \) respectively. As in Proposition 4.8, \( 1/s_1 \) and \( 1/s_2 \)-multiples of their \( \mathbb{R}_+ \)-vector fields yield two Liouville vector fields \( Z_1 \) and \( Z_2 \), with respect to linear combinations \( a \omega_J + b \omega_K \) of symplectic forms. As we proved in the same proposition that a choice of \((a, b) \neq (0, 0)\) does not impact on the Liouville structure, we will use the form \( \omega_J \) for simplicity. Setting \( Y := Z_2 - Z_1 \), we define a family of Liouville vector fields

\[
Z_t = Z_1 + tY
\]

and corresponding primitive 1-forms \( \theta_t \) of \( \omega \) defined by \( \theta_t = i_{Z_t} \omega_J \). By Lemma 4.6 it is enough to prove that the vector fields \( Z_t \) intersect the hypersurface \( \Sigma = \Phi_0 \) transversely outwards for some \( c > 0 \), in other words \( d\Phi_2(Z_t) > 0 \). We prove that by projecting to \( \mathcal{M}_0 \).

Firstly, as the actions \( \varphi^1 \) and \( \varphi^2 \) commute, there is a set \( \{ f_k \}_{k=1}^N \) of generators of \( \mathbb{C}[\mathcal{M}_0] \) that are homogeneous under both actions. Thus, we have an embedding \( j : \mathcal{M}_0 \hookrightarrow \mathbb{C}^N, \quad p \mapsto \left( f_1(p), \ldots, f_N(p) \right) \).

Denote by \( z_1, \ldots, z_N \) the coordinates in \( \mathbb{C}^N \). Denote the weights of \( f_k \) by \( w^1_k \) and \( w^2_k \) under the actions \( \varphi^1 \) and \( \varphi^2 \) respectively, and their corresponding least common multiples by \( w_1, w_2 \). Then, the map \( \nu := j \circ \pi : \mathcal{M} \to \mathbb{C}^N \) is \( \mathbb{C}^* \)-equivariant with \( \varphi^1 \) and \( \varphi^2 \), where the corresponding actions on \( \mathbb{C}^N \) are given by

\[
t \cdot (z_1, \ldots, z_N) = (t^{w_1} z_1, \ldots, t^{w_2} z_N),
\]

for \( i = 1 \) and \( i = 2 \) respectively. The vector fields of the \( \mathbb{R}_+ \)-parts of these actions on \( \mathbb{C}^N \) are given by the standard formulas \( V_i(z) = \sum_{k=1}^N w^i_k (x_k \partial x_k + y_k \partial y_k) \), where \( z_k = x_k + iy_k \).

Now, fixing some \( c > 0 \), we want to prove \( d\Phi_2(Z_t(p)) > 0 \) for an arbitrary point \( p \in \Phi_2^{-1}(c) \). As \( \Phi_2 = \pi^* \alpha_2 = \nu^* \alpha_2 \), we have \( d\Phi_2(Z_t(p)) = d(\nu^* \alpha_1)(Z_t(p)) = d\alpha_1(\nu_* (Z_t(p))) \), where \( \alpha_2 := \sum_k |z_k|^{2w_2/k} \).

\[28\text{Here, } \Phi_2 \text{ is the polynomial from (4.2) for the action } \varphi^2.\]
and \( \nu_*(Z_t) = \nu_*((1-t)Z_1 + tZ_2) = (1-t)V_1 + tV_2 \), as \( \nu \) is \( \mathbb{C}^* \)-equivariant. Thus, using \( d\alpha_2 = \sum_{k=1}^N 2w_k^2(x_kd_x + y_kd_y) \) we have

\[
d\Phi_2(Z_t(p)) = d\alpha_2((1-t)V_1 + tV_2) = (1-t) d\alpha_2(V_1) + t d\alpha_2(V_2)
\]

\[
= (1-t) \sum_{k=1}^N 2w_k^2 w_k^1 (x_k^2 + y_k^2) + t \sum_{k=1}^N 2w_k^2 w_k^2 (x_k^2 + y_k^2),
\]

thus it is positive whenever \( \nu(p) = (x_1, y_1, \ldots, x_N, y_N) \neq 0 \), that is to say, for all \( c > 0 \).

Thus, by Lemma 4.6, \( (\mathcal{M}, d\theta_2) \) are Liouville isomorphic. In particular, \( (\mathcal{M}, d\theta_0) \) and \( (\mathcal{M}, d\theta_1) \) are Liouville isomorphic as well, hence the proposition is proved.

There are a lot of instances of commuting conical actions to be found in the standard examples of CSRs, such as quiver varieties, Slodowy varieties, or hypertoric varieties.

4.3. Stein structure. In this section we show that the Liouville structure on SHS manifolds from the previous section can be made Stein when they are also SHK. This is true for all known examples of CSRs, or in the case of Moduli spaces of Higgs bundles.

Recall that an SHS manifold \( (\mathcal{M}, I, \omega_C) \) is an SHK when it can be enriched with the hyperkahler structure \((g, I, J, K)\) such that \( \omega_C = \omega_I + i\omega_K \). On such manifolds we consider only \( \mathbb{C}^* \)-actions whose \( S^1 \)-parts are \( g \)-isometric, hence preserve \( \omega_I \). We have the following proposition, whose proof basically follows [Hit87, Prop. 9.1].

**Proposition 4.13.** An SHK manifold \((\mathcal{M}, \varphi)\), whose \( S^1 \)-part has a proper moment map with respect to \( \omega_I \), is a Stein manifold with respect to any linear combination of complex structures \( \{J, K\} \).

**Proof.** Notice first that the moment map \( H \) is bounded from below. Indeed, by definition, moment map \( H \) satisfies \( dH(\cdot) = \omega_I(\cdot, X_{S^1}) \), where \( X_{S^1} \) is the vector field of the \( S^1 \)-part of \( \varphi \). Hence, as \( \omega_I(\cdot, \cdot) = -g(\cdot, I \cdot) \), we have \( \nabla H = -IX_{S^1} = X_{\mathbb{R}_+} \). Thus, the negative gradient flow of \( H \) is equivalent to the \((t \to 0)\)-action flow, which has limit points and they are compact, by the semiprojectivity of \((\mathcal{M}, \varphi)\). Hence, there is a global minimum of \( H \), so it is bounded from below.

On the other hand, recall by (23) that we have \( L_{Z^s}\omega_J = \omega_J \), for \( Z := \frac{1}{s}X_{\mathbb{R}_+} \) where \( s \) is the weight of \( \varphi \). By Cartan formula, that gives \( d(i_Z \omega_J) = \omega_J \), so considering \( \theta_J := i_Z \omega_J \) we have

\[
\theta_J(\cdot) = \omega_J(\cdot) = \frac{1}{s} \omega_J(X_{\mathbb{R}_+}, \cdot) = \frac{1}{s} \omega_J(\nabla H, \cdot) = \frac{1}{s} g(\nabla H, J \cdot) = \frac{1}{s} d\omega_I(\nabla H, J \cdot).
\]

Altogether, \( \omega = -d(h \circ J) \), where \( h = \frac{1}{s}H \) is proper and bounded from below, and as \( \omega_J \) is a Kähler form, this is precisely (one of the equivalent) condition saying that \((\mathcal{M}, J)\) is Stein. As \( \omega_K(\cdot, \cdot) = -g(\cdot, K \cdot) \) as and \( L_Z^s \omega_C = \omega_C \), the same proof works for any linear combination of \( J \) and \( K \).

In the case of spaces coming as Higgs branch of gauge theories (Section 3.2), we can in fact give a criterion when this Stein structure is subcritical. As explained in the Section 3.2, these spaces are defined as GIT quotients of complex reductive group \( G \) acting on \( T^*N \), where \( N \) is a complex vector space, and when smooth, they inherit a holomorphic symplectic structure from \( T^*N \). However, one can also define them via the hyperkahler quotient construction, as the compact form \( K \) of \( G \) acts by hyperkahler isometries on the vector space \( T^*N \) enhanced naturally with a hyperkahler structure. Moreover, the \( S^1 \)-restriction of the \( \mathbb{C}^* \)-dilation action on the whole \( T^*N = N \oplus N^* \) acts by hyperkahler isometries and commutes with the action of \( K \), hence it passes to the quotient. It has the proper moment map, as it does on \( T^*N \), so we have a conclusion.

**Corollary 4.14.** The Higgs branch \( \mathcal{M}_\chi \) of the gauge theory associated to a pair \( (G, N) \) is a SHK manifold, hence has a Stein structure. Moreover, this structure is subcritical when \( N^G \neq 0 \).
Proof. The first statement is due to the above. Assuming \(N^G \neq 0\), in the proof of Lemma 3.19 we have concluded that then the core \(\mathcal{L}_\chi\) is less than half-dimensional. Having in mind that the core is precisely the Liouville skeleton (Proposition 4.8), this is one of the equivalent conditions of the Stein structure to be subcritical. \(\blacksquare\)

5. **Smooth core components**

In this section we construct a family of smooth components of the core of an arbitrary weight-1 SHS \(\mathcal{M}\). Those are constructed as the minima of moment maps of the \(S^1\)-part of different weight-1 conical actions, thus we call them minimal. They are significant from the symplectic-topological perspective, being Lagrangian submanifolds of \(\mathcal{M}\) with its Liouville structure, on which we discuss in further sections. However, being smooth core components, they are also interesting in their own right. For instance, when \(\mathcal{M}\) is a Resolution of a Slodowy variety, its core is a Springer fibre, and minimal components are (some of) its smooth components, on which we discuss further in [Z22].

### 5.1. Existence of a smooth core component

Recall from Corollary 3.4 that, given a weight-1 SHS \((\mathcal{M}, \varphi)\), its core \(\mathcal{L} = \sqcup \mathcal{L}_i\) has pure dimension \(\frac{1}{2} \dim \mathcal{M}\) and its irreducible components are precisely the closures \(\overline{\mathcal{L}}_i\).

In particular, given a weight-1 SHS \(\mathcal{M}\), the irreducible components \(\overline{\mathcal{L}}_i\) of its core \(\mathcal{L}\) are proper complex varieties, thus we have well-defined fundamental classes in singular homology, which freely generate the top-dimensional homology of the core \(H_{top}(\mathcal{L})\).\(^{20}\) Hence, together with Lemma 2.3 we get the following:

**Lemma 5.1.** Given a weight-1 CSR \(\mathcal{M}\), the fundamental classes \([\overline{\mathcal{L}}_i]\) make a basis of \(H_{top}(\mathcal{L}, \mathbb{Z}) \cong H_{mid}(\mathcal{M}, \mathbb{Z})\). In particular, \(\overline{\mathcal{L}}_i\) are non-isotopic in \(\mathcal{M}\).

Given a weight-1 SHS \((\mathcal{M}, \varphi)\), notice that its irreducible core components \(\overline{\mathcal{L}}_i\) in general need not be smooth. However, we will prove that at least one of them is always smooth. Recall first that by Lemma 4.1, there is an \(S^1\)-invariant \(I\)-compatible Kähler form \(\omega_I\) on \(\mathcal{M}\), where \(I\) is the complex structure of \(\mathcal{M}\), and \(S^1\) acts via \(\varphi\). Moreover, by the same lemma, with respect to \(\omega_I\) there is a moment map \(H : \mathcal{M} \to \mathbb{R}\) for the \(S^1\)-action, and \(\nabla H\) is the vector field of the \(\mathbb{R}_+\)-part of \(\varphi\).

**Proposition 5.2.** Given an SHS \((\mathcal{M}, \varphi)\), the minimum of its \(S^1\)-moment map \(H\) is achieved along a single \(\varphi\)-fixed component, which lies in the core of \(\mathcal{M}\). Moreover, when \(\varphi\) is weight-1 this component is an irreducible component of the core, therefore a holomorphic Lagrangian submanifold of \((\mathcal{M}, \omega_C)\).

**Proof.** We claim that the global minimum of the moment map \(H\) exists and is attained on the core \(\mathcal{L}\). Firstly, we have

\[
\text{Crit}(H) = \text{Zeros}(\nabla H) = \text{Zeros}(X_H) = \text{Zeros}(X_{S^1}) = \mathcal{M}_{S^1} = \mathcal{M}^\varphi = \bigcup_i \overline{\mathcal{L}}_i \subset \mathcal{L},
\]

thus, if the minimum exists, it is in the core \(\mathcal{L}\). As the core \(\mathcal{L}\) is proper (Lemma 2.3), hence compact, the minimum of \(H|_\mathcal{L}\) exists. It must be attained on a subset of \(\text{Crit}(H)\), so by the equation above, the minimum is attained for a certain family of fixed components \(\{\overline{\mathcal{L}}_i\}_i\).

In fact, there is always a single such component. Indeed, as \(\mathcal{M}\) is connected, equation (11) from Proposition 2.15,

\[
(26) \quad b_k(\mathcal{M}) = \sum_{i \in A} b_{k-\mu_i}(\overline{\mathcal{L}}_i),
\]

tells us that precisely one component can contribute to \(b_0(\mathcal{M}) = 1\), and that component \(\overline{\mathcal{L}}_i\) must have \(\mu_i = 0\). Here, \(\mu_i\) is the dimension of the bundle \(\mathcal{L}_i \to \overline{\mathcal{L}}_i, \ x \mapsto \lim_{t \to \infty} t \cdot x\), which is zero precisely when there are no \(\nabla H\) flowlines converging to \(\overline{\mathcal{L}}_i\) (recall that \(\nabla H\) is the vector field of the \(\mathbb{R}_+\)-action). But that exactly happens when \(\overline{\mathcal{L}}_i\) is the minimum. This proves the first part of the proposition.

\(^{20}\)Indeed, an irreducible proper complex algebraic variety admits a triangulation, making it a closed oriented connected pseudomanifold, and these have fundamental classes by [ST80, Sec. 24]. The statement about the core \(\mathcal{L}\) follows from the Mayer-Vietoris sequence since intersections of irreducible components have real codimension bigger or equal to 2.
Assume now that $\varphi$ is a weight-1 action. By previous, we have that the dimension of bundle $L_i \rightarrow \mathfrak{F}_i$ is zero, so $L_i = \mathfrak{F}_i$. Moreover, as $\mathfrak{F}_i$ is already a closed subvariety of $M$, we have that
\begin{equation}
\overline{L}_i = \overline{\mathfrak{F}_i}.
\end{equation}
Hence, together with Corollary 3.4, we conclude that the irreducible component of the core $\overline{L}_i$ is smooth. It is a Lagrangian submanifold of $(M, \omega_C)$, due to Lemma 3.3.

Remark 5.3. We remark that, as the careful reader would notice, one does not need to introduce a moment map in the previous argument at all. Indeed, the Betti number equation (26) already gives us the existence of a component $\mathfrak{F}_i$ having $\mu_i = 0$, thus a component equal to its attracting set $L_i$, hence an irreducible component. However, the author firstly came up with the moment map viewpoint and only later learned of the algebraic-geometric one, so decided to stick to this first proof, thinking that it provides a richer perspective to the geometry of this manifolds as well. Also, one could notice that the (26) is precisely the condition for the moment map $H$ to be perfect, which is proved for $S^1$-actions on compact Kähler manifolds in [AB83, Kir84]. Even in the non-compact case (such is ours), as Nakajima notices in [Nak99, p.63], this would hold if $H$ was a proper function. This for example holds in the CSR case or for the Moduli space of Higgs bundles, but the issue is that we do not know whether we can make $H$ to be proper function for general SHS manifolds, hence cannot claim the equation (26) purely from the moment map perspective and the Morse-Bott theory.

In particular, for the case of a Moduli space of Higgs bundles (Section 3.3), the component of its core that Proposition 5.2 recovers is the well-known moduli space of stable vector bundles $[\text{Sym}^n (\Sigma)]$. In the case of Hilb$^n(T^* \Sigma)$ (Section 3.4) this recovers the Sym$^n (\Sigma)$, the biggest component in the decomposition (21). Unlike these two cases, in the examples of CSRs one generally gets a family of different core components considering different actions, as we are going to see in Example 5.10, and more generally for quiver varieties of type $A$ in the forthcoming article [Z22].

We also show a converse of Proposition 5.2, that is, if an action has a fixed component, it must be a power of a weight-1 action. We first need a technical lemma, whose proof is due to Alexander Ritter and Kevin McGerty.

Lemma 5.4. Consider a smooth irreducible complex algebraic variety $X$ with an algebraic $C^*$-action $\varphi$. If it has an $s$-th root $\psi$ on a Zariski open subset $U$, then it extends to a holomorphic $s$-th root on the whole of $X$.

Proof. Firstly, as an algebraic variety $X$ is a separable scheme, the diagonal $\Delta \subset X \times X$ is a closed subvariety. Then, seeing the actions as functions $\varphi, \psi : C^* \times X \rightarrow X$, from the condition that $\varphi = \psi^s$ holds on $U$, we have that $\varphi(\varepsilon t, x) = \varphi(t, x)$ holds for $x \in U$, for any $s$-th root of unity $\varepsilon$. In other words, the image $F(C^* \times U)$ of the morphism
\[ F : C^* \times X \rightarrow X \times X, \quad (t, x) \mapsto (\varphi(t, x), \varphi(\varepsilon t, x)) \]
lies in the diagonal $\Delta$. As $X$ is irreducible, $C^* \times X = \overline{C^* \times U}$. Thus, by continuity of $F$,
\[ F(C^* \times X) = F(\overline{C^* \times U}) \subset \overline{F(C^* \times U)} \subset \overline{\Delta} = \Delta. \]
Hence, $\varphi(\varepsilon t, x) = \varphi(t, x)$ holds everywhere on $X$. Thus, the map $\overline{\psi}(t, x) := \varphi(t^{1/s}, x)$ is well-defined for all $x \in X$. It is a holomorphic map, as this is a local condition, and one can always locally choose a holomorphic branch of the $s$-th root. Furthermore, it agrees with $\psi$ on $U$, thus it is a holomorphic extension of $\psi$ to $X$.

Proposition 5.5. Consider a weight-$s$ SHS $(M, \varphi)$ and suppose that the action $\varphi$ fixes a Lagrangian submanifold. Then there is a weight-1 conical action $\psi$ such that $\varphi = \psi^s$.

Proof. Denote by $\mathfrak{F}$ the $\varphi$-fixed Lagrangian Notice that its weight-decomposition (5)
\[ T_{\mathfrak{F}} M = H_0 \oplus H_k \]
consist just of spaces $H_0 = T\mathfrak{z}$ and its $\omega_C$-dual $H_k$. Indeed, as $\mathfrak{z}$ is a Lagrangian, $\dim_C H_0 = \frac{1}{2} \dim_C \mathcal{M}$, therefore by the non-degenerate pairing (13) also $\dim_C H_k = \frac{1}{2} \dim_C \mathcal{M}$, so $H_0 \oplus H_k$ already has the full dimension, and there cannot be any more weight spaces in the decomposition. Thus, on the corresponding attracting bundle $\mathcal{D} \to \mathfrak{z}$ (recall Bialynicki-Birula pieces, (7)) the action acts by weight $k$, hence one can define the $k$-th root of the action $\varphi$ on it, call it $\psi$. The bundle $\mathcal{D}$ has maximal dimension in $\mathcal{M}$, as its tangent space at $\mathfrak{z}$ is $H_0 \oplus H_k$. Thus, as $\mathcal{D}$ is a locally closed subset of maximal dimension in the irreducible $\mathcal{M}$, its closure $\overline{\mathcal{D}}$ must be equal to $\mathcal{M}$, and $\mathcal{D}$ is open in it.\textsuperscript{30} Hence, one can use Lemma 5.4 to conclude that $\psi$ is extendable from $\mathcal{D}$ to an action on the whole $\mathcal{M}$, such that $\varphi = \psi^k$. Thus, $\psi$ is a weight-1 action. Recall that the conical property for the action means that under the limit $t \to 0$ the $\mathbb{C}^*$-action contracts $\mathcal{M}$ to the compact fixed locus. As the fixed loci of $\psi$ and $\varphi$ are equal, and $\varphi = \psi^k$ is conical, $\psi$ must be conical as well. \hfill \blacksquare

Remark 5.6. In particular, considering a weight-2 action that has a fixed component, from the last Proposition we get that it has to be an even action (a square of an action). We will have this in mind while searching for weight-2 actions that yield minimal components, in Section 5.3.

5.2. Minimal components. The smooth core component from Proposition 5.2, obtained as the minimum locus of an $S^1$-moment map, is fixed under a conical weight-1 action. Moreover, by the Betti number argument in the proof, any such action will have a single minimal component. That motivates the following definition:

Definition 5.7. Given an SHS $(\mathcal{M}, \varphi)$, a minimal component $\mathfrak{z}_\varphi$ of its core $\mathcal{L}_\varphi$ is the component that is fixed under a weight-1 conical action $\phi$ that commutes with $\varphi$.\textsuperscript{31} We denote by $\text{Con}_1(\mathcal{M}, \varphi)$ the set of all weight-1 conical actions commuting with $\varphi$ and by

$$\text{Min}(\mathcal{M}, \varphi) := \{ \mathfrak{z}_\phi \mid \phi \in \text{Con}_1(\mathcal{M}, \varphi) \}.$$ 

the collection of all minimal components in the core $\mathcal{L}_\varphi$.

In principle, given an arbitrary SHS, we can have many weight-1 conical actions. We show that the different actions yield different minimal components, when they commute.

Proposition 5.8. Let $\mathcal{M}$ be a weight-1 SHS. Different commuting weight-1 conical actions on it yield different minimal components of its core.

Proof. Firstly, recall that by Lemma 2.4 we have that commuting conical actions yield the same core. Let us pick a Kähler metric $g$ on $\mathcal{M}$ from Lemma 4.1. Having two commuting conical actions $\varphi^1$ and $\varphi^2$, we can integrate over their $S^1$-actions to get a Kähler metric

$$\tilde{g} := \int_{S^1 \times S^1} (\varphi^1_s)^*(\varphi^2_s)^* g \, dt \, ds$$

that is $S^1$-invariant for both actions (since they commute). Now, let us assume that the actions $\varphi^1$ and $\varphi^2$ have weight 1 and that they have the same minimal component $\mathfrak{z}_{\min}$. Recall the weight-decomposition of a fixed point $x \in \mathfrak{z}_{\min}$

$$T_x \mathcal{M} = \bigoplus_{k \in \mathbb{Z}} H_k,$$

(28)

where $H_0 = T_x \mathfrak{z}_{\min}$ does not depend on the action. As the $S^1$-action preserves the Hermitian structure $\langle \cdot, \cdot \rangle = \tilde{g}(\cdot, \cdot) - i\tilde{g}(\cdot, J \cdot)$, the weight decomposition (28) is $\tilde{g}$-orthogonal. The symplectic form $\omega_C$ has weight 1, so as in Lemma 3.3 it induces a non-degenerate pairing

$$\omega : H_k \oplus H_{1-k} \to \mathbb{C}$$

\textsuperscript{30}Recall that locally closed means open in its closure.
\textsuperscript{31}We need the commuting condition in order to ensure that these actions have the same core, recall Lemma 2.4.
between the weight spaces $H_k$. As $T_x\mathfrak{F}_{\text{min}} = H_0$ and its dimension (being a Lagrangian) is half of the dimension of $M$, we deduce that

$$T_0 M = H_0 \oplus H_1.$$ 

As this is an orthogonal decomposition, we have that $H_1 = H_0^\perp$, so it is independent of the action. Hence, two actions $\varphi_1$ and $\varphi_2$ induce the same $S^1$-actions on the normal bundle $N\mathfrak{F}_{\text{min}}$ of $\mathfrak{F}_{\text{min}}$.

By the equivariant tubular neighbourhood theorem for isometric actions of compact Lie groups [Bre72, Thm. 2.2, Ch. VI], there is an $S^1$-invariant tubular neighbourhood $N\mathfrak{F}_{\text{min}}$ of $\mathfrak{F}_{\text{min}}$ given by the $S^1$-equivariant exponential map

$$\phi : U \xrightarrow{\cong} N\mathfrak{F}_{\text{min}},$$

where $U \subset N\mathfrak{F}_{\text{min}}$ is a neighbourhood of the zero section. Hence, the restrictions to $S^1$ of the two actions $\varphi^1$ and $\varphi^2$ agree on the open subset $N\mathfrak{F}_{\text{min}}$ of $M$. As they act holomorphically, due to analytic continuation they need to agree on the whole of $M$. As $C^*$ is the complexification of $S^1$, there is a unique holomorphic extension of a holomorphic $S^1$-action, hence the $C^*$-actions $\varphi^1$ and $\varphi^2$ agree as well, and the proposition is proved. ■

Thus, composing Propositions 5.2 and 5.8 we have the following:

**Theorem 5.9.** Given a weight-1 SHS $(M, \varphi)$, there are at least $N$ smooth irreducible components of its core, where $N$ is the maximal number of commuting weight-1 conical actions on $M$.

Now let us give an example of how this theorem can be applied in practice.

**Example 5.10.** Consider the minimal resolution of Du Val singularity of type $A_n$ (Example 3.6). It is given as the minimal resolution

$$\pi_{Z/(n+1)} : X_{Z/(n+1)} \rightarrow \mathbb{C}^2/Z/(n+1).$$

The quotient singularity $\mathbb{C}^2/Z/(n+1)$ is isomorphic to subvariety $XY = Z^{n+1}$ of $\mathbb{C}^3$, given by the categorical quotient map $\mathbb{C}^2 \rightarrow \mathbb{C}^3, (z_1, z_2) \mapsto (z_1^{n+1}, z_2^{n+1}, z_1 z_2)$. The standard action\(^{32}\) in these coordinates is hence equal to

$$t \cdot (X, Y, Z) = (t^{n+1}X, t^{n+1}Y, t^2Z).$$

However, it is a weight-2 action and we are rather looking for weight-1 actions. It is easy to see that its square root exists iff $n$ is odd. Moreover, $n$ different actions

$$t \cdot_k (X, Y, Z) := (t^k X, t^{n+1-k}Y, t Z), \; k = 1, \ldots, n$$

are all weight-1 and lift to the resolution. They all commute and are different, hence produce exactly $n$ different core components on $X_{Z/(n+1)}$. As we know that the core $\pi_{Z/(n+1)}^{-1}(0)$ is an $A_n$ Dynkin tree of spheres, we see that this method exhaust all core components in this case.

At the end of this section, we give an interesting proposition showing how algebraic condition on actions have geometric consequence on their corresponding minimal components.

**Proposition 5.11.** Consider an SHS $M$ with two different commuting conical weight-1 actions $\varphi^1, \varphi^2$. If their composition is an even action, minimal components $\mathfrak{F}_{\varphi^1}, \mathfrak{F}_{\varphi^2}$ are disjoint.

**Proof.** Given two commuting weight-1 conical actions $\varphi^1, \varphi^2$, the composition $\varphi^1 \circ \varphi^2 := \varphi^1 \circ \varphi^2$ is a weight-2 conical action. Assuming that the intersection $\mathfrak{F}_{\varphi^1} \cap \mathfrak{F}_{\varphi^2}$ is non-empty, let us show that

$$\mathfrak{F}_{\varphi^1} \cap \mathfrak{F}_{\varphi^2} = \mathfrak{F}_{\varphi^{12}},$$

where $\mathfrak{F}_{\varphi^{12}}$ is the component of the fixed locus of $\varphi^{12}$ on which the minimum is attained, well-defined by the first part of Proposition 5.2.

Firstly, notice that the completion Lemma 2.5 holds for any algebraic group action, as the references used therein apply verbatim. In particular, it holds for the $C^* \times C^*$-action given by the product $\varphi^1 \times \varphi^2$. Then, like in the Lemma 4.1, we conclude that there is a Kähler structure on $M$ with the Kähler form

\(^{32}\)The one coming from weight-1 dilation in $\mathbb{C}^2$. 

that is $S^1 \times S^1$-invariant, which has moment maps $H_1$ and $H_2$ with respect to the actions $\varphi_1$ and $\varphi_2$. As they commute, we also get the moment map $H_{12} = H_1 + H_2$ for the action $\varphi_{12}$. Thus, the minimum of $H_{12}$ is attained exactly at the intersection of minima of $H^1$ and $H^2$, hence $\mathcal{F}_{\varphi^1} \cap \mathcal{F}_{\varphi^2} = \mathcal{F}_{\varphi_{12}}$.

Now, if the composition $\varphi_{12}$ is an even action, its square root is weight-1 conical, hence the minimal component $\mathcal{F}_{\varphi_{12}}$ is an irreducible component of the core. Being the intersection of irreducible components $\mathcal{F}_{\varphi^1}$ and $\mathcal{F}_{\varphi^2}$, this cannot work unless they are all coincide. But equal minimal components imply equal actions, by Proposition 5.8, hence we get the contradiction with our assumption that $\varphi^1$ and $\varphi^2$ are different.

Remark 5.12. The other direction of the last claim of the previous theorem is not true. As an example, consider the resolution of a Du Val singularity $X_{\mathbb{Z}/5} \to \mathbb{C}^2/\mathbb{Z}/5$, and compose the weight-1 actions whose minimal components are the “outer spheres” in the Dynkin $A_4$-chain of spheres which constitute the core. These actions are explicitly $t \cdot (X, Y, Z) = (tX, t^3Y, tZ)$ and $t \cdot (X, Y, Z) = (t^4X, tY, tZ)$. The composition of these two actions $t \cdot (X, Y, Z) = (t^5X, t^5Y, t^2Z)$ is not even, but their minimal components are disjoint.

5.3. Constructing weight-1 conical actions on CSRs. Theorem 5.9 allows us to find smooth core components of SHS manifolds using weight-1 conical actions that commute. Here we show how one could find a family of such actions in the case of Conical Symplectic Resolutions.

Firstly, CSRs usually come with a natural weight-2 action. Typical examples are Higgs branch of gauge theories $(G, N)$ from Section 3.2, where the dilation action on the vector space $T^*N$ yields a weight-2 action on the reduced space. On the Springer-theoretic side, there is a natural Kazhdan action that acts with weight-2 on Slodowy varieties.

Nevertheless, having a weight-2 CSR $(\mathcal{M}, \phi)$, we will show how one can construct a family of commuting weight-1 actions on it. We will start by the following definition first:

Definition 5.13. Having a weight-2 CSR $(\mathcal{M}, \phi)$, we define its group of conical symplectomorphisms $\text{Symp}_\phi(\mathcal{M}, \omega_C)$ as the group of algebraic $\pi$-compatible (preserving the fibres of $\pi : \mathcal{M} \to \mathcal{M}_0$) symplectomorphisms that commute with $\phi$.

Lemma 5.14. The group $\text{Symp}_\phi(\mathcal{M}, \omega_C)$ is finite-dimensional.

Proof. Firstly, we will check that $\text{Symp}_\phi(\mathcal{M}, \omega_C)$ acts faithfully on $\Gamma(\mathcal{M}, \mathcal{O}_\mathcal{M}) \cong \mathbb{C}[\mathcal{M}_0].$ It is enough to prove that if an element $\varphi$ of $\text{Symp}_\phi(\mathcal{M}, \omega_C)$ fixes $\Gamma(\mathcal{M}, \mathcal{O}_\mathcal{M}) \cong \mathbb{C}[\mathcal{M}_0]$, then $\varphi = \text{Id}$. Now, if $\varphi$ fixes $\Gamma(\mathcal{M}, \mathcal{O}_\mathcal{M}) \cong \mathbb{C}[\mathcal{M}_0]$, that means that the induced map on $\mathcal{M}_0$ is identity (recall $\mathcal{M}_0$ is affine), hence the map on $\mathcal{M}$ is the identity on the open dense set $\mathcal{M}_0^{\text{reg}} = \pi^{-1}(\mathcal{M}_0^{\text{reg}})$. Moreover, the set of points in $\mathcal{M}$ that are fixed by $\varphi$ is closed, so we conclude that it has to be the whole of $\mathcal{M}$ (recall that $\mathcal{M}$ is irreducible).

Hence, the induced action $\text{Symp}_\phi(\mathcal{M}, \omega_C) \hookrightarrow \mathbb{C}[\mathcal{M}_0]$ is faithful. Further, as elements of $\text{Symp}_\phi(\mathcal{M}, \omega_C)$ commute with $\phi$, they preserve the grading on $\mathbb{C}[\mathcal{M}_0]$ induced by it. Thus, fixing some set $(f_i)_i$ of homogeneous generators of $\mathbb{C}[\mathcal{M}_0]$ whose weights we denote by $(w_i)_i$, we have that the action $\text{Symp}_\phi(\mathcal{M}, \omega_C) \hookrightarrow \mathbb{C}[\mathcal{M}_0]$ is determined by the induced actions on the weight-spaces $\mathbb{C}[\mathcal{M}_0]^{w_i}$, on which this group acts linearly. Thus, we get the induced monomorphism $\text{Symp}_\phi(\mathcal{M}, \omega_C) \hookrightarrow \prod_i \text{GL}(\mathbb{C}[\mathcal{M}_0]^{w_i})$ into a finite-dimensional group, hence $\text{Symp}_\phi(\mathcal{M}, \omega_C)$ is finite-dimensional itself.

Now, we construct a family of weight-2 actions by composing $\phi$ with 1-parameter subgroups $S_t \leq Z(\text{Symp}_\phi(\mathcal{M}, \omega_C))$ of the centre of $\text{Symp}_\phi(\mathcal{M}, \omega_C)$. These subgroups all lie in the identity-component $Z(\text{Symp}_\phi(\mathcal{M}, \omega_C))^0$ of this centre, which is isomorphic to $(\mathbb{C}^*)^n$, for some $n \in \mathbb{N}$. Thus, these subgroups are labelled by some integer lattice $L_\phi(\mathcal{M}, \omega_C) \cong \mathbb{Z}^n$.

Then, the 1-parameter subgroups $S_t$ for which the actions $\phi_t S_t$ are conical and even correspond to some subset of the lattice $\Theta_\phi \subset L_\phi(\mathcal{M}, \omega_C)$. By construction, these actions corresponding to $\Theta_\phi$...
commute, thus by Theorem 5.9 they induce different minimal components in the core. As the number of core-components is finite, so is the number of these actions, and the set $\Theta_\phi$ itself.

The square roots of the actions that correspond to $\Theta_\phi$ yield weight-1 conical actions, thus minimal components (Moreover, by Remark 5.6, these are the only ones in $L_\phi(M, w_C)$ that could yield minimal components). Thus, we have a corollary to Theorem 5.9.

**Corollary 5.15.** Given a weight-2 CSR $(M, \phi)$, the number of minimal components of its core is at least $|\Theta_\phi|$.

Passing to the realm of Nakajima quiver varieties and Slodowy varieties, there exist canonical weight-2 actions $\phi$, and explicit subgroups $\text{Symp}_\phi(M, w_C)\prime$ of $\text{Symp}_\phi(M, w_C)$. Thus, the calculation of the convex subsets $\Theta_\phi$ of the lattices $L_\phi(M, w_C)\prime$ that correspond to $Z(\text{Symp}_\phi(M, w_C)\prime)\circ$ becomes rather feasible, which we do in [Z22], for type A. In addition, we believe that, in the case of Nakajima quiver varieties of type A, these subgroups $\text{Symp}_\phi(M, w_C)\prime$ are actually equal to the whole group $\text{Symp}_\phi(M, w_C)\circ$.

### 6. Symplectic Topology of minimal components

In this section we will observe the symplectic-topological viewpoint of the previous section. Recall that we have proved that any SHS $(M, \varphi, w_C)$ has a canonical family of isomorphic Liouville structures with symplectic forms $\omega_{I,K}$, such that the core $\mathcal{L}$ is its Liouville skeleton. Here $\omega_I := \text{Re}(w_C)$ and $\omega_K := \text{Im}(w_C)$ and $\omega_{I,K}$ is the set of their non-zero linear combinations. Moreover, in the case that $M$ is a weight-1 SHS, any smooth component of the core is a smooth Lagrangian submanifold of $(M, \omega_{I,K})$. In particular, the minimal components are non-isotopic Lagrangian submanifolds of $M$. In this section we show that they are also exact Lagrangian submanifolds, therefore objects of the compact Fukaya category $\mathcal{F}(M, \omega_{I,K})$, and we compute their mutual Floer cohomology groups as graded vector spaces.

**Remark 6.1.** On coefficients. As the symplectic structure we discuss here is exact, there is no need to use the Novikov field for the coefficients. Thus, we will use coefficients for Lagrangian Floer cohomologies over a field $K$. Now, as the Lagrangians that we consider in general may not be spin (take $CP^2$ in $T^*CP^2$ for instance), we would have to work over characteristic-2 fields in general. However, in some particular cases of SHS manifolds one may bypass this issue and use arbitrary coefficients field $K$. Namely, given a CSR $(M, w_C)$ there is a notion of a theta characteristic on it,\(^{34}\) a class $\kappa \in H^2(M, Z/2)$ with a property that $\kappa|L = w_2(L)$ for any any smooth $\omega_C$-Lagrangian subvariety $L \subset M$. Given a cotangent bundle $T^*X$, this condition on the zero section uniquely determines $\kappa$. For quiver varieties it was constructed in [MO19, 2.2.8], where they used it for twisting the signs in the formulas for quantum multiplication, [MO19, 1.2.5]. More generally, for spaces belonging to the Higgs branch of gauge theories (Section 3.2), it was constructed in [BLPW16, Sec. 2.4]. For general CSRs, the existence of such class $\kappa$ is not known. However, the aforementioned cases give almost all known examples, hence let assume that we have one for a moment. Following Seidel [Sei08b, Rmk. 12.1 and Rmk. 11.16], for defining Lagrangian Floer cohomologies in a symplectic manifold $M$ over arbitrary field $K$, one can consider twisted Pin-structures over Lagrangians instead of ordinary Pin-structures, where twist is given by an arbitrary class $u \in H^2(M, Z/2)$. Given a Lagrangian $L \subset M$, the obstruction for existence of such structure is given by $w_2(L) + w|L$. Hence, given a theta characteristic $\kappa$ on a CSR $M$, and twisting the Pin structures by $-\kappa$, smooth $\omega_C$-Lagrangian subvarieties have well defined Lagrangian Floer cohomologies over arbitrary field $K$. In particular, this applies to all Lagrangians that we are going to consider in this and in the following section. Moreover, the twisting will not affect the features of Lagrangian Floer cohomologies that we are going to need. Having this in mind, throughout this and the following section, given an SHS $M$:

1. If it is a cotangent bundle $T^*X$ of a projective variety $X$, we will use an arbitrary field $K$.
2. If it belongs to the Higgs branch of gauge theories, in particular if it is a quiver variety or a hypertoric variety, we will use an arbitrary field $K$.

\(^{34}\) We use the name coined by Maulik-Okounkov [MO19], where they considered the case of quiver varieties.
(3) Otherwise, we will use a field with \( \text{char}(\mathbb{K}) = 2 \).

Now we will show that any smooth core component of a weight-1 SHS is a Bohr–Sommerfeld Lagrangian, by the argument analogous to the main result of [BGL15], where the authors consider the case of Moduli spaces of Higgs bundles. We first introduce the notion of Bohr–Sommerfeld Lagrangian, which is slightly stronger than the definition\(^{35}\) that can be found elsewhere.

**Definition 6.2.** Given an exact symplectic manifold \((M, \omega = d\theta)\), a Lagrangian submanifold is a half-dimensional submanifold \(i : L \hookrightarrow M\) satisfying \(i^*\omega = 0\), or equivalently \(d(i^*\theta) = 0\). In particular, when the form \(i^*\theta = df\) is exact, the Lagrangian is called **exact**. When \(i^*\theta\) vanishes, the Lagrangian is called **Bohr–Sommerfeld**.

**Lemma 6.3.** Given a weight-1 SHS \(\mathfrak{M}\), with a Liouville 1-form from Proposition 4.8, its compact Bohr–Sommerfeld Lagrangians are exactly smooth components of the core \(\mathcal{L}\). In particular, smooth core components are exact Lagrangian submanifolds of \((\mathfrak{M}, \omega_{J,K})\).

**Proof.** Recall that the Liouville 1-forms in Proposition 4.8 are defined by

\[
\theta_{J,K} = i_Z \omega_{J,K},
\]

where \(Z\) is the vector field of the \(\mathbb{R}_+\)-part of the \(\mathbb{C}^*\)-action. Given a smooth core component \(L\), by Corollary 3.4, it is equal to \(\mathfrak{S}_i\), where \(\mathfrak{S}_i \to \mathfrak{F}_i\) is the \((t \to \infty)\)-attracting set of a fixed component \(\mathfrak{F}_i\). The open dense subset \(\mathfrak{S}_i \to L\) is \(\mathbb{C}^*\)-invariant, which in particular yields \(Z \in T\mathfrak{S}_i\), hence the form \(\theta_{J,K}(\xi) = \omega_{J,K}(Z, \xi)\) must vanish for any \(\xi \in T\mathfrak{S}_i\), as \(\mathfrak{S}_i\) is Lagrangian. As vanishing is a closed condition, when \(\mathfrak{S}_i\) is smooth we deduce that \(\theta_{J,K}\) vanishes on it.

On the other hand, given a Bohr–Sommerfeld Lagrangian \(L\), the vanishing of any form \(\theta_{J,K} = \omega_{J,K}(Z, \cdot)\) on it implies that \(Z \in TL^{1,1,1,1} = TL\), hence \(L\) is \(Z\)-invariant. Thus, if there was a point \(x \in L\) that is not inside the core, its \(Z\)-flow in the direction \((t \to +\infty)\) would go to infinity, preventing \(L\) from being compact, contradiction. \(\blacksquare\)

**Corollary 6.4.** Given a weight-1 SHS \((\mathfrak{M}, \varphi)\), there are at least \(N\) smooth closed exact non-isotopic Lagrangian submanifolds of \((\mathfrak{M}, \omega_{J,K})\), where \(N\) is the maximal number of commuting weight-1 conical actions.

**Proof.** By Theorem 5.9 and Lemma 6.3. The fact that they are non-isotopic follows from Lemma 5.1. \(\blacksquare\)

In the next theorem we will compute Lagrangian Floer cohomologies of minimal components, as graded vector spaces. Recall that the Lagrangian Floer cohomology \(HF(L_1, L_2)\) of two Lagrangians \(L_1\) and \(L_2\) in a symplectic manifold \((M, \omega)\) is a homology of the chain complex \(CF(L_1, L_2)\) whose generators are intersections of two Lagrangians, and the differential counts the pseudoholomorphic strips with ends on these intersections. In particular, when Lagrangian \(L\) is exact, it recovers the ordinary cohomology \(HF(L, L) \cong H(L)\). Following Seidel [Sei00, Sec. 2], when the ambient manifold \((M, \omega)\) satisfies \(2\omega/L, \omega) = 0\), we can make a notion of graded Lagrangians \(L\) and for each such Lagrangian there is a \(Z\)-worth of choices of its gradings, \(\tilde{L}[k], k \in \mathbb{Z}\).

In particular, by [Sei00, Ex. 2.9], having a \(J\)-complex (where \(J\) is an almost complex structure compatible with \(\omega\)) volume form \(\Omega\), these gradings can be defined in the following way. Denote by \(\mathcal{L}\) the Lagrangian Grassmannian of \(M\), i.e. the bundle over \(M\) whose fibre \(\mathcal{L}_x\) above \(x \in M\) consists of Lagrangian subspaces of \((T_xM, \omega)\). Now, define the **squared phase map**

\[
\det^2_{\Omega} : \mathcal{L} \to S^1, \quad \det^2_{\Omega}(\Lambda) = \frac{\Omega(\xi_1, \ldots, \xi_n)^2}{|\Omega(\xi_1, \ldots, \xi_n)|^2},
\]

35Which requires that the integration of the symplectic form \(\int_{\omega} : H_2(M, L, Z) \to \mathbb{R}\) lands in integers. In our case this integration gives the zero map.
for any basis $\xi_1, \ldots, \xi_n$ of $\Lambda$. Consider the pull-back of the universal cover $\mathbb{R} \to S^1$ via squared phase map
\begin{equation}
\widetilde{L} = \{(\Lambda, t) \in \mathcal{L} \times \mathbb{R} | \det_\Omega^2(\Lambda) = e^{2\pi i t}\}.
\end{equation}

The grading of $L$ is a lift of the natural map $L \to \mathcal{L}$ to a map $\widetilde{L} : \mathcal{L} \to \widetilde{L}$. Thus, for every $x \in L$ we have $\widetilde{L}(x) = (T_x L, t)$ and $\det_\Omega^2(T_x L) = e^{2\pi i t}$. Obviously, if $\widetilde{L}$ is a grading, so is
$$\widetilde{L}[k] : L \to \mathbb{R}, \quad \widetilde{L}[k](x) := (T_x L, \pi_\mathcal{R}(\widetilde{L}(x)) - k),$$
for every $k \in \mathbb{Z}$, and every grading is obtained in this way. Here, $\pi_\mathcal{R} : \widetilde{L} \to \mathbb{R}$ is the projection. Thus, we get an $\mathbb{Z}$-worth of gradings for all Lagrangians that admit a single one. Moreover, this notion depends on the choice of the homotopy class of $\Omega$ in the space of $J$-complex volume forms. In particular, when $H^1(M, \mathbb{Z}) = 0$, these are all homotopic and the notion of a grading becomes canonical.

In addition, Lagrangians $L$ satisfying $\text{im}(\Omega)|_L = 0$, usually called special Lagrangians\(^{37}\) have a canonical choice of grading, defined by
\begin{equation}
\widetilde{L}(x) := (T_x L, 0), \quad \forall x \in L,
\end{equation}
which is well-defined as $\det_\Omega^2(T_x L) \equiv 1$.

Finally, given two graded Lagrangians $\widetilde{L}_1, \widetilde{L}_2$, one can canonically define the $\mathbb{Z}$-grading on the Floer cohomology $HF^*(\widetilde{L}_1, \widetilde{L}_2)$. Thus, as the grading $\widetilde{L}_i$ of each Lagrangian $L_i$ is defined up to a $\mathbb{Z}$-shift, so is $HF^*(\widetilde{L}_1, \widetilde{L}_2)$, as $HF^*(\widetilde{L}_1[k], \widetilde{L}_2[l]) = HF^{*-k-l}(\widetilde{L}_1, \widetilde{L}_2)$.\(^{38}\) When $L_1 = L_2 = L$, these shifts cancel out and $HF^*(\widetilde{L}_1, \widetilde{L}_1)$ is canonically graded.

Let us apply this in the setup of SHS manifolds. As proved in Lemma 3.11 any SHS manifold $(\mathfrak{M}, \omega_C)$ is an almost hyperkähler manifold $(\mathfrak{M}, g, I, J, K)$ such that $\omega_C = \omega_I + i \omega_K$ and $\omega_S(\cdot, \cdot) := -g(\cdot, S \cdot)$, for $S = I, J, K$. Hence, for any almost complex structure $\Theta \in \{aJ + bK \mid a^2 + b^2 = 1\}$ it has a natural $\Theta$-complex volume form
\begin{equation}
\Omega_\Theta := \frac{1}{(n/2)!} (\omega_I - i \omega_{1\Theta})^{n/2},
\end{equation}
which makes a notion of graded $\omega_\Theta$-Lagrangians. In addition, minimal components have canonical choice of gradings, due to the following lemma:

**Lemma 6.5.** Given a weight-1 SHS $(\mathfrak{M}, \varphi)$, choosing a compatible almost hyperkähler structure $(g, I, J, K)$, its smooth core components are special Lagrangians with respect to all $\Omega_\Theta$. In particular, they are canonically graded.

**Proof.** By Lemma 3.3, smooth core components are holomorphic Lagrangian submanifolds with respect to $\omega_C$, thus they are special with respect to all $\Omega_\Theta$, by the argument written in [SV19, Lem. 3.3].\(^{39}\) Hence, their canonical grading is given by (30). \[\blacksquare\]

Now we will compute the mutual Floer cohomologies of smooth core components with respect to these canonical gradings.

**Theorem 6.6.** Given a weight-1 SHS manifold $\mathfrak{M}$, its smooth core components are exact Lagrangian submanifolds of $(\mathfrak{M}, \omega_{I, K})$, hence $HF^*(L, L) \cong H^*(L)$, for each smooth core component $L$. Given a minimal $\widetilde{\mathfrak{F}}_\varphi$ and a smooth core component $L$, their intersection is clean and connected, hence
\begin{equation}
HF^*(\widetilde{\mathfrak{F}}_\varphi, L) \cong H^*-\mu(\widetilde{\mathfrak{F}}_\varphi \cap L)
\end{equation}
\(^{36}\)The pull-back formula for the top-degree forms shows that this does not depend on the choice of basis.

\(^{37}\)In the case where $J$ is integrable and $\Omega$ is holomorphic, but we will use this notion in the possibly non-integrable case as well.

\(^{38}\)Where by $\widetilde{L}[k]$ we denote the grading shifted by $k \in \mathbb{Z}$ from the one previously chosen.

\(^{39}\)Which goes back to [HL82, p. 154].
for certain shift $\mu$. Moreover, when the $S^1$-part of $\varphi$ is isometric with respect to a compatible almost hyperkähler metric we have that $\mu = \text{codim}_\mathbb{C}(\mathfrak{F}_\varphi \cap L \subset \mathfrak{F}_\varphi)$, hence the grading is symmetric,

$$HF^*(\mathfrak{F}_\varphi, L) \cong HF^*(\mathfrak{F}_\varphi, \bar{L})$$

as graded vector spaces. In particular, when $\mathfrak{M}$ is an SHK manifold, we have an isomorphism of graded vector spaces

$$(33) \quad \bigoplus_{L_i, L_j \text{minimal}} HF^*(L_i, L_j) \cong \bigoplus_{L_i, L_j \text{minimal}} H^*(L_i \cap L_j)[-d_{i,j}],$$

where $d_{i,j} = \text{codim}_\mathbb{C}((L_i \cap L_j) \subset L_i)$, and the summands correspond to each other.

**Proof.** By Lemma 6.3, smooth core components are exact Lagrangian submanifolds, hence $HF^*(L, L) \cong H^*(L)$ for each smooth component $L$. Consider now a minimal $\mathfrak{F}_\varphi$ and a smooth core component $L$.

First, we prove the following lemma:

**Lemma 6.7. Intersection of $\mathfrak{F}_\varphi$ and $L$ is clean and connected.**

**Proof.** Firstly, if the intersection of $\mathfrak{F}_\varphi$ and $L$ is empty, we are done. Thus, let us assume that $S := \mathfrak{F}_\varphi \cap L \neq \emptyset$. $L$ is a subvariety of $\mathfrak{M}$, hence an $I$-holomorphic submanifold of $\mathfrak{M}$. Moreover, it is a Kähler submanifold of $\mathfrak{M}$, with respect to a Kähler structure from Lemma 4.1. Therefore, as the $\mathbb{C}^*$-action $\varphi$ restricts to $L$, so does its $S^1$-part, and the restriction of the moment map $H : \mathfrak{M} \to \mathbb{R}$ (from the same lemma) on $L$ is a moment map of the restriction $S^1 \cap L$. As $\mathfrak{F}_\varphi$ is the absolute minimum of $H$ on $\mathfrak{M}$, so is $S$ on $L$. Hence, as $L$ is connected, so is its minimum locus $S$, by the same Betti number argument as in the proof of Proposition 5.2, now applied to $L$. (the Betti number relation for a Kähler $S^1$-action on a compact Kähler manifold is an older result, which goes back to Frankel, [Fra59, Sec. 4]). Moreover, it is smooth, being a fixed component of the smooth $S^1$-action on smooth $L$. Indeed, it was a strictly bigger $S^1$-fixed component containing $S$, it would have the same, hence minimal value of $H$, and then would be contained in $\mathfrak{F}_\varphi$. But that contradicts the definition of $S = \mathfrak{F}_\varphi \cap L$. Having $S$ to be smooth and connected, it is left to prove that it is a clean intersection,

$$\forall x \in S, T_x S = T_x \mathfrak{F}_\varphi \cap T_x L.$$

The direction ‘$\subseteq$’ is obvious as $S$ is a submanifold of both $\mathfrak{F}_\varphi$ and $L$ so the inclusion between tangent spaces follows. To prove the direction ‘$\supseteq$’ notice that $v \in T_x \mathfrak{F}_\varphi$ is equivalent to $(\varphi_t)_* v = v$, for all $t \in \mathbb{C}^*$ and that precisely characterises vectors in $T_x L$ that belong to the fixed locus $T_x S$.

As the two exact Lagrangians $\mathfrak{F}_\varphi$ and $L$ intersect cleanly, and their intersection $S$ is connected, we have an (ungraded) isomorphism $HF*(\mathfrak{F}_\varphi, L) \cong H*(S)$. This is a well-known result that goes back to Poźniak [Poż99, Thm. 3.4.11]. Moreover, picking a compatible almost hyperkähler metric $g$, by Lemma 6.5 these Lagrangians can be canonically graded, $\mathfrak{F}_\varphi(x) = (T_x \mathfrak{F}_\varphi, 0)$, $\bar{L}(x) = (T_x L, 0)$. Then, following [KS02, Prop. 5.18] we have a graded isomorphism

$$HF^*(\mathfrak{F}_\varphi, \bar{L}) \cong H^{*-\mu}(S),$$

where $\mu = \mu(\lambda_1, \lambda_2) + \frac{1}{2}(\text{dim}_\mathbb{C} \mathfrak{M} - \text{dim}_\mathbb{R} S)$, and $\mu(\lambda_1, \lambda_2)$ is the Maslov index for paths of Lagrangians$^{41}$

$$\lambda_1, \lambda_2 : [0, 1] \to L_x, \lambda_1(0) = T_x \mathfrak{F}_\varphi, \lambda_1(1) = T_x L, \lambda_2(t) \equiv T_x L.$$

Here, the path $\lambda_1$ is chosen to be compatible with the choice of gradings $\mathfrak{F}_\varphi, \bar{L}$, i.e. it is the projection of a path $\tilde{\lambda}_1 : [0, 1] \to \bar{L}_x$, satisfying $\tilde{\lambda}_1(0) = \mathfrak{F}_\varphi(x)$, $\tilde{\lambda}_1(1) = \bar{L}(x)$. It is unique, up to homotopy that fixes endpoints. Therefore, the index $\mu(\lambda_1, \lambda_2)$ neither depends on the choice of $\lambda_1$, or on the chosen point $x \in S = \mathfrak{F}_\varphi \cap L$, as this intersection is clean and connected.

$^{40}$Being an irreducible component of the core which is a subvariety of $\mathfrak{M}$.

$^{41}$Defined in [RS93, Sec. 3], where reader can recall its properties which we are going to use below.
Assuming that the $S^1$-part of $\varphi$ is isometric with respect to a compatible almost hyperkähler metric $g$, we can compute the shift $\mu$ explicitly. For brevity, we will use the form $\omega_J$, thus complex volume form $\Omega_J$, noticing that the same proof goes for any $\omega_\Theta$, $\Omega_\Theta$, where $\Theta \in \{aJ + bK \mid a^2 + b^2 = 1\}$. Denote

$$V := T_x\mathfrak{M}, \ N := T_xS, \ L_1 := T_x\mathfrak{F}_\varphi, \ L_2 := T_xL, \text{ and } U_i := N^\perp_i \subset L_i.$$  

The following lemma is crucial, in it we use that one of the Lagrangians is minimal and the metric we use is almost hyperkähler.

**Lemma 6.8.** $JU_1 = U_2$.

**Proof.** As $L_i \subset V$ are $\omega_J$-Lagrangian subspaces, for all $v, w \in L_i$ we have $g(v, Jw) = -\omega_J(v, w) = 0$. Thus, $JL_i = L_i^\perp$, and $V = L_i \oplus JL_i$ are $g$-orthogonal decompositions, for $i \in \{1, 2\}$. Thus, as $L_1 = N \oplus U_1$ is a $g$-orthogonal decomposition, so is $V = N \oplus U_1 \oplus JN \oplus JU_1$ (here we are using that $J$ is $g$-orthogonal, $g(J\cdot, J\cdot) = g(\cdot, \cdot)$). Thus, as $\dim JU_1 = \dim U_1 = \dim U_2$, in order to show $JU_1 = U_2$, it is enough to show that $(N \oplus U_1 \oplus JN) \perp U_2$. By definition, $U_2 \perp N$, and, as $JN \subset JL_2 = L_2^\perp$ is orthogonal to $L_2 \supset U_2$, it is orthogonal to $U_2$ as well. Thus, it is left to show that

$$U_2 \perp \omega U_1.$$  

To do this, we will use that $\mathfrak{F}_\varphi$ is a minimal component, hence a connected component of the fixed locus of a $\mathbb{C}^*$-action $\varphi^1$. Then, like in the proof of Proposition 5.8, we have the $g$-orthogonal weight composition with respect to $\varphi^1$:

$$V = T_x\mathfrak{M} = H_0 \oplus H_1.$$  

We have that $H_0 = T_x\mathfrak{F}_\varphi = L_1 \supset U_1$, thus in order to show (34), it is enough to show that $U_2 \subset H_1$. This follows from considering the restriction of the $\mathbb{C}^*$-action $\varphi$ to $L$. Then, we again have the weight decomposition $T_xL = H_0' \oplus H_1'$, where $H_0' = T_xS = N$, and $H_1'$ is its orthogonal complement, $U_2$. Thus, $U_2$ consists of weight-1 vectors, and we are done. \hfill $\blacksquare$

Now, pick a $g$-orthogonal basis $(u_1, \ldots, u_k)$ of $N$ and extend it to a $g$-orthogonal basis $(u_1, \ldots, u_n)$ of $L_1$. Thus, $U_1 = \langle u_{n+1}, \ldots, u_n \rangle$. Denoting by $v_i := Ju_i$, previous lemma gives $L_2 = \langle u_1, \ldots, u_k, v_{k+1}, \ldots, v_n \rangle$.

Now, consider a path of half-dimensional subspaces in $V$:

$$\gamma_1(t) = \langle u_1, \ldots, u_k, e^{i\frac{\pi}{2}t}u_{k+1}, \ldots, e^{i\frac{\pi}{2}t}u_{2k}, e^{-i\frac{\pi}{2}t}u_{2k+1}, \ldots, e^{-i\frac{\pi}{2}t}u_n \rangle,$$

where $e^{i\theta}u_j := \cos(\theta)u_j + \sin(\theta)Ju_j$. The number $\frac{n+k}{2}$ is an integer, as both $n$ and $k$ are even.\footnote{Being real dimensions of $I$–Kähler manifolds $\mathfrak{F}_\varphi$ and $\mathfrak{F}_e$.} From the $g$-orthogonality of $(u_i)_{i=1}^n$, it follows that $\gamma_1 \subset \mathfrak{L}_x$. Clearly, $\gamma_1(0) = L_1$ and $\gamma_1(1) = L_2$. The next lemma shows the importance of this path:

**Lemma 6.9.** $\gamma_1$ is an eligible choice for a path $\lambda_1$.

**Proof.** It is enough to show that

$$\det_{\Omega_J}^2(\gamma_1(t)) \equiv 1,$$

as then $\bar{\lambda}_1 := (\gamma_1(t), 0)$ is a path in $\mathfrak{L}_x$ satisfying $\bar{\lambda}_1(0) = \mathfrak{F}_\varphi$, $\bar{\lambda}_1(1) = \mathfrak{L}$ and $\gamma_1$ is its projection to $\mathfrak{L}$, hence an eligible choice for $\lambda_1$. In order to show (36), consider a $J$-complex volume form $\Omega := (u_1^* + iv_1^*) \wedge (u_2^* + iv_2^*) \wedge \ldots \wedge (u_n^* + iv_n^*)$ on $V$. Denoting the basis of $\gamma_1(t)$ in (35) by $(u_j'(t))_{j=1}^n$, it is immediate that

$$\Omega(u_1'(t), \ldots, u_n'(t)) = (e^{i\frac{\pi}{2}t})^n \frac{n-k}{2} (e^{-i\frac{\pi}{2}t})^n \frac{n-k}{2} \Omega(u_1, \ldots, u_n) = \Omega(u_1, \ldots, u_n) = 1,$$

thus, $\det_{\Omega_J}^2(\gamma_1(t)) \equiv 1$.

On the other hand, $\Omega$ and $\Omega_J$ are both complex volume forms on $V$, hence $\Omega = \eta\Omega_J$ for some $\eta \in \mathbb{C}^*$. Then, $\det_{\Omega}^2 = \frac{\eta^2}{|\eta|^2} \det_{\Omega_J}^2$. As $\mathfrak{F}_\varphi$ is special, we have $\det_{\Omega_J}^2(T_x\mathfrak{F}_\varphi) = \det_{\Omega_J}^2(L_1) = 1$. On the other hand, $\det_{\Omega}^2(L_1) = \det_{\Omega}^2(\gamma_1(0)) = 1$, thus $\frac{\eta^2}{|\eta|^2} = 1$ and $\det_{\Omega}^2 = \det_{\Omega_J}^2$, which yields (36). \hfill $\blacksquare$
Now we can compute the Maslov index $\mu(\lambda_1, \lambda_2)$, which, finally gives the claimed shift $\mu = \frac{1}{2}(\dim_C \mathcal{M} - \dim \mathbb{R} S)$ = codim$_{C}(\mathcal{F}_\varphi \cap \mathbb{L} \subset \mathcal{F}_\varphi)$.

Lemma 6.10. $\mu(\lambda_1, \lambda_2) = 0$.

Proof. By definition, Maslov index of paths of Lagrangians in a symplectic vector space $V$ is computed using a symplectomorphism $\phi : (V, \omega) \to (\mathbb{R}^{2n}, \omega_{std})$, $\mu(\lambda_1, \lambda_2) := \mu(\phi_*\lambda_1, \phi_*\lambda_2)$. Here, $\omega_{std}$ is the standard symplectic structure on $\mathbb{R}^{2n}$.

By the naturality of the Maslov index for paths, this does not depend on the choice of $\phi$. We will define the most natural such symplectomorphism:

$$\phi : V \to \mathbb{R}^{2n}, \phi(u_i) = e_i, \phi(v_i) = f_i,$$

where $(e_i)_{i=1}^n$, $(f_i)_{i=1}^n$ are standard bases of $\mathbb{R}^n \times 0$ and $0 \times \mathbb{R}^n$, respectively. Denote $\nu_i = \phi_*\lambda_i$, for $i \in \{1, 2\}$, and $K_i := \phi_*L_i$. Thus, $K_1 = \langle e_1, \ldots, e_n \rangle$ and $K_2 = \langle e_1, \ldots, e_k, f_{k+1}, \ldots, f_n \rangle$. It is immediate that $\nu_1(t) = \psi(t)K_1 = \psi(1-t)K_2$, where

$$\psi : [0, 1] \to U(n) \subset Sp(2n), \psi(t) = diag(1, \ldots, 1, \underbrace{e^{i\frac{\pi}{2}t}, \ldots, e^{i\frac{\pi}{2}t}}_{\frac{k}{2}(n-k)}, \underbrace{e^{-i\frac{\pi}{2}t}, \ldots, e^{-i\frac{\pi}{2}t}}_{\frac{1}{2}(n-k)}).$$

Here, the complex coordinates used on $\mathbb{R}^{2n} \cong \mathbb{C}^n$ are standard, i.e. on the $i$-th place is the span $\langle e_i, f_i \rangle$.

Using the elementary properties (given in [RS93]) of Maslov index for pairs of Lagrangian paths, and for its version $\mu(A) = \mu(A(0 \times \mathbb{R}^n), 0 \times \mathbb{R}^n)$ for a path $A = A(t)$ of symplectic matrices, we have a sequence of equalities:

$$\mu(\lambda_1, \lambda_2) = \mu(\nu_1, \nu_2) = \mu(\psi(1-t)K_2, K_2) = \mu(\psi(1-t)\varphi(0 \times \mathbb{R}^n), \varphi(0 \times \mathbb{R}^n))$$

$$= \mu(\varphi(0 \times \mathbb{R}^n), \varphi(0 \times \mathbb{R}^n)) = \mu(\psi(1-t)0 \times \mathbb{R}^n, 0 \times \mathbb{R}^n)$$

$$= \mu(\psi(1-t)) = -\mu(\psi(1-t))$$

$$=-k\mu(1) - \frac{1}{2}(n-k)\mu((e^{i\frac{\pi}{2}t})_{t\in[0, 1]}), -\frac{1}{2}(n-k)\mu((e^{-i\frac{\pi}{2}t})_{t\in[0, 1]})$$

$$=-\frac{1}{2}(n-k)(1) - \frac{1}{2}(n-k)(-1) = 0,$$

where $\varphi : \mathbb{R}^{2n} \to \mathbb{R}^{2n}, \varphi = diag(i, \ldots, i, 1, \ldots, 1)$ is a symplectomorphism which satisfies $\varphi(0 \times \mathbb{R}^n) = (\mathbb{R}^k \times 0) \times (0 \times \mathbb{R}^{n-k}) = L_2$, and clearly commutes with $\psi(t)$. The Maslov index $\mu((e^{i\frac{\pi}{2}t})_{t\in[0, 1]}) = \mu((e^{i\frac{\pi}{2}t})_{t\in[0, 1]}), \mu((e^{-i\frac{\pi}{2}t})_{t\in[0, 1]})$, $\mu((e^{i\frac{\pi}{2}t})_{t\in[0, 1]}), \mu((e^{i\frac{\pi}{2}t})_{t\in[0, 1]}) = 0 = \frac{1}{2}\text{sign}(tg(\pm \frac{\pi}{2})) - \frac{1}{2}\text{sign}(tg(0)) = \pm \frac{1}{2}$ is computed using the catenation, zero and localisation properties from [RS93, Thm. 2.3].

In particular, given a SHK $\mathcal{M}$, recall\footnote{Recall Definition 3.13.} that for them we consider only actions whose $S^1$-parts are isometric with respect to the hyperkähler metric on $\mathcal{M}$. Thus, there is a uniform grading for all minimal components which gives the graded Floer cohomologies as in (33).

Remark 6.11. **Comparison with the literature.** We want to remark that the gradings of Floer cohomologies obtained in Theorem 6.6 compares well with the literature on this subject, considering the examples when $\mathcal{M} = \mathcal{M}^{m,n}$ is the resolution of a two-row Slodowy variety $\mathcal{M}^{m,n}_0$.

On the side of Symplectic Topology, the symmetric gradings for Lagrangian Floer cohomologies were used in the work on Symplectic Khovanov Homology [AS19, Sec. 4.4] in order to obtain the purity of the obtained Floer algebra (called Symplectic arc algebra). The Lagrangians $L_\rho$ used there are labelled by crossingless matchings $\rho$, and they are topologically same as the Lagrangians of the core of $\mathcal{M}^{m,n}$ (the manifold $\mathcal{Y}_n$ they use is the deformation of a singular Slodowy variety $\mathcal{M}^{m,n}_0$ whereas we consider its resolution; however, these are known to be symplectomorphic). Moreover, the only minimal Lagrangian in $\mathcal{M}^{m,n}$ is precisely the Lagrangian which corresponds to their Lagrangian $L_{plait}$ obtained from so-called “plait” matching. They choose the gradings of other Lagrangians $L_\rho$ such that obtained
Floer cohomologies $HF^*(L_{\rho_{\text{plat}}}, L_{\rho})$ have symmetric gradings, whereas we prove this symmetry by using the existing hyperkähler structure and the canonical gradings for special Lagrangians.

On the side of Geometric Representation Theory, in the work of Stroppel–Webster [SW12] they consider two-row Springer fibres $B^{m,n}$, which are precisely the cores of resolutions of two-row Slodowy varieties $M^{m,n}$. Considering the intersections of components of $B^{m,n}$, they shift [SW12, Eqn. 3.2] the obtained singular cohomologies in order to get the graded isomorphism to generalised algebra.

Their shift is precisely same as ours, when passing from Floer cohomology to the cohomology of intersection by isomorphism (32).

Remark 6.12. We have seen in this section that smooth components of the cores of SHS manifolds are exact Lagrangians, hence well-defined objects in the closed Fukaya category. From that viewpoint, of interest would also be the core components which are not necessarily smooth but immersed, as their Floer theory is well-defined as well [AJ10]. However, it is hard to get the information whether some singular core component is immersed in general. Even the simplest singular core components, in the examples of cores being Springer fibres [Var79, Sec. 5], [FM10, Prop. 2.1], are rather defined by a set of equations than an (immersion) map.

6.1. Higher Floer operations on smooth core components. Following Theorem 6.6, an interesting avenue of further Floer-theoretic research on minimal, and more general, smooth core components could be towards computing their Floer product, or more generally, computing the higher operations of the Fukaya category between them. At the moment this is far from reach, but let us mention an encouraging result which says that the operations in the Fukaya category of a SHS $M$ that involve smooth components of the core come only from considering constant solutions. We say that a Riemann surface $\Sigma$ is of $\text{type-}n$ if its boundary $\partial \Sigma$ has punctures, which decompose it into $n$ connected pieces, denoted by $\partial \Sigma_i$, $i = 1, \ldots, n$. We use the almost hyperkähler notation above equation (31).

Proposition 6.13. (Holomorphic maps with boundary in the core are constant) Consider a weight-1 SHS $M$ and pick any choice of complex structure $\Theta \in \{aJ + bK \mid a^2 + b^2 = 1\}$. Given any smooth core components $L_1, \ldots, L_n$, and a Riemann surface $\Sigma$ of type-$n$, any $\Theta$-holomorphic map $u : \Sigma \to M$, $u(\partial \Sigma_i) \subset L_i$ is constant.

Proof. Let us assume that we have a non-constant $S$-holomorphic map

$$u : \Sigma \to M, \ u(\partial \Sigma) \subset \mathcal{L},$$

By Gromov Lemma we have $\int_{\Sigma} u^* \omega_{J,K} = \frac{1}{2} \int_{\Sigma} |du|^2 > 0$. On the other hand, like in the proof of Proposition 4.8, we have $\omega_{J,K} = d\theta_{J,K}$ where $\theta_{J,K} = iZ\omega_{J,K}$ and $Z$ is vector field of the $\mathbb{R}_+$-action, up to a scale. Thus, by Stokes theorem $\int_{\Sigma} u^* \omega_{J,K} = \int_{\partial \Sigma} u^* \theta_{J,K}$, and the last integral vanishes due to $\theta_{J,K}(\xi) = 0$ for any vector $\xi \in T\mathcal{L}$ (see the proof of Proposition 6.3). Thus we get a contradiction. $\blacksquare$

Remark 6.14. We remark that there is a similar result for holomorphic Lagrangians in hyperkähler manifolds which is the main theorem of a recent paper by Solomon-Verbitsky [SV19, Thm. 1.6], which gives the slightly weaker conclusion, as they claim the holomorphic maps to be constant for a generic choice of symplectic form among $\omega_{J,K}$, whereas our works for any. However, they cover the case of all holomorphic Lagrangians, whereas we choose only the ones landing in the core, or equivalently (due to Lemma 6.3), the Bohr–Sommerfeld ones.

So, having Proposition 6.13 in mind, one should expect that the Floer product on three smooth core components $L_1, L_2, L_3$, under the isomorphisms from Theorem 6.6, becomes just the convolution product (with $d$ being the the appropriate shift)

$$H^*(L_2 \cap L_3) \times H^*(L_1 \cap L_2) \to H^{* - d}(L_1 \cap L_3), \ (\alpha, \beta) \mapsto p_{13}!(p_{23}^* \alpha \cup p_{12}^* \beta),$$

possibly twisted by coefficients coming from our twisted Pin-structures on Lagrangians, cf. Remark 6.1. In cases when core components are spin manifolds there are no needs for these twists, and in

\[\text{Algebras that generalise the ones that Khovanov used construct the Khovanov Homology, [Kho00].}\]
particular when \( \mathcal{M} = \mathcal{M}^{m,n} \) is a resolution of a Slodowy variety \( \mathcal{M}^{m,n}_0 \) of two-row type, the expected convolution algebra of intersections of core components compares well with two isomorphisms in the existing literature:

- One from [SW12], between convolution algebra of the same intersections and generalised arc algebra \( H^{m,n} \).
- One from [MS21, Prop. 7.8], between a certain Floer algebra and generalised arc algebra \( H^{m,n} \).

In the latter, they considered a deformation \( \mathcal{V}_{n,m} \) of \( \mathcal{M}^{m,n}_0 \) (which is symplectomorphic to \( \mathcal{M}^{m,n} \)) and a specific set of Lagrangians in \( \mathcal{V}_{n,m} \), which are topologically equivalent to the core components of \( \mathcal{M}^{m,n} \), and their Floer cohomologies are equivalent (as graded vector spaces) to the ones of core components. Thus, having these examples and Proposition 6.13 in mind, it is reasonable to expect that the Floer product of smooth core components indeed correspond to (in general twisted) convolution product.

7. APPLICATIONS TOWARDS SYMPLECTIC COHOMOLOGY

In this section we use the existence of minimal components in order to give some information on the symplectic cohomology \( SH^*(\mathcal{M}) := SH^*(\mathcal{M},\omega_{J,K}) \) of an SHS manifold. In general, symplectic cohomology is notoriously hard to compute explicitly, so we usually have to make do with partial information. We will obtain its degree-wise lower bounds.

Recall first by Lemma 3.11 that, given an SHS \( \mathcal{M} \), one has a compatible almost hyperkähler structure \((g, I, J, K)\) on it. Thus, as in (31) one gets a complex volume form \( \Omega_{\omega} \) for any complex structure \( \Theta \in \{ aJ + bK \mid a^2 + b^2 = 1 \} \), so this gives us a \( \mathbb{Z} \)-grading on the symplectic cohomology \( SH^*(\mathcal{M}) \). In principle, this grading depends on the choice of compatible almost hyperkähler structure, but in the majority of examples (such as CSRs or Moduli space of Higgs bundles) one is already given a hyperkähler structure, so the corresponding grading on symplectic cohomology is canonical. The existence of \( \mathbb{Z} \)-grading is important, as we will get a degree-wise information on its ranks; getting information on its global rank would be not much of use as symplectic cohomology for these manifolds is expected to be infinite-dimensional (cf. Remark 7.9).

Regarding the coefficients for Lagrangian Floer cohomologies and symplectic cohomology, we will in general work over field \( \mathbb{K} \) of characteristic 2, but for most known examples we can actually use arbitrary fields \( \mathbb{K} \), cf. Remark 6.1.

We will make a crucial use of the commuting triangle due to Seidel [Sei08a, Sec. (5a)]. Namely, given a closed exact Lagrangian submanifold \( L \xrightarrow{i} M \) inside a Liouville manifold \( M \), there is a commuting triangle

\[
\begin{array}{ccc}
H^*(M) & \xrightarrow{c^*} & SH^*(M) \\
& \downarrow{i^*} & \downarrow{\mathcal{CO}^0} \\
& HF^*(L,L) & \\
\end{array}
\]

(37)

consisting of ring homomorphisms such that the diagonal map, under the isomorphism \( HF^*(L,L) \cong H^*(L) \), becomes the restriction map \( i^* : H^*(M) \to H^*(L) \) for singular cohomology.

Here, the vertical map is the closed-open string map \( \mathcal{CO}^0 : SH^*(M,\omega) \to HF^*(L,L) \). As we will not use its definition but merely its properties, we refer to the original paper [Abo15] for a thorough exposition. Roughly speaking, this map counts half-cylinders satisfying the Floer equation and having a boundary on \( L \). The horizontal \( c^* \) map is a version of the PSS map for symplectic cohomology. As Seidel points out, having a closed exact Lagrangian yields the non-vanishing of the symplectic cohomology, as the diagonal map \( i^* \) sends unit to the unit, thus cannot vanish through \( SH^*(M) \).

**Corollary 7.1.** Given a weight-1 SHS \( \mathcal{M} \), its symplectic cohomology is non-zero,

\[ SH^*(\mathcal{M},\omega_{J,K}) \neq 0. \]

**Proof.** By Proposition 5.2 there is at least one smooth core component of \( \mathcal{M} \), and by Lemma 6.3 it is a closed exact Lagrangian submanifold. The claim follows due to triangle (37) applied to it. \( \blacksquare \)
Remark 7.2. It should be noted that for SHS manifolds which do not admit a weight-1 conical action, symplectic cohomology may in fact vanish, which in turn prevents the existence of exact Lagrangians (by the argument above using the triangle (37)). This is true for the case of Higgs branch spaces, as by Corollary 4.14 they are all subcritical Stein manifolds, so by Cieliebak [Cie02, p. 121] the symplectic cohomology vanishes. In particular, for Nakajima quiver varieties this happens precisely when quiver has a loop edge.

By studying the closed-open string map, we can also obtain lower bounds on the rank of $SH^*(\mathfrak{M})$. For that matter, we will essentially use the results regarding the homology decomposition, obtained in Section 2.2.

**Proposition 7.3.** The closed-open string map

$$CO^0 : SH^*(\mathfrak{M}) \to HF^*(\mathfrak{F}, \mathfrak{F})$$

of a minimal component $\mathfrak{F}$ is surjective.

**Proof.** Using diagram (37) for the minimal component $\mathfrak{F}$

$$
\begin{array}{ccc}
H^*(\mathfrak{M}) & \xrightarrow{c^*} & SH^*(\mathfrak{M}) \\
& \downarrow{i^*} & \downarrow{CO^0} \\
& HF^*(\mathfrak{F}, \mathfrak{F}) & \\
\end{array}
$$

we see that the surjectivity of $CO^0$ would follow from the surjectivity of the map $H^*(\mathfrak{M}) \to HF^*(\mathfrak{F}, \mathfrak{F})$, which under the isomorphism $HF^*(\mathfrak{F}, \mathfrak{F}) \cong H^*(\mathfrak{F})$ becomes the restriction map $H^*(\mathfrak{M}) \to H^*(\mathfrak{F})$.

Recalling that the inclusion of the core $\mathcal{L} \subset \mathfrak{M}$ is a homotopy equivalence (Lemma 2.3), it is enough to show that the restriction map $H^*(\mathcal{L}) \to H^*(\mathfrak{F})$ is surjective.

But this follows directly from Proposition 2.15. Indeed, it gives us an isomorphism

$$\Phi_\varphi = \bigoplus_i \eta_i : \bigoplus_i H_*([\mathfrak{F}_i]-\mu_i) \cong H_*(\mathcal{L})$$

where $\mathfrak{F}_i$ are connected components of the fixed locus $\mathfrak{M}^\varphi$, the $\mu_i$ are real dimensions of $(t \to \infty)$-attracting bundles $p_i : \mathcal{L}_i \to \mathfrak{F}_i$ and

$$\eta_i : H_*([\mathfrak{F}_i]-\mu_i) \to H_*(\mathcal{L}), \ [C] \mapsto [p_i^{-1}(C)],$$

for a generic cycle $C$. Notice that the minimal component $\mathfrak{F}_{i_0} := \mathfrak{F}_\varphi$ satisfies

$$\mathfrak{F}_{i_0} = \mathcal{L}_{i_0} = \mathfrak{F}_{i_0}$$

(equation (27) in the proof of Proposition 5.2). Thus, $\mu_{i_0} = 0$ and $p_{i_0}^{-1}(C) = C$, for a cycle $C$, thus

$$\eta_{i_0} = (i_\varphi)_* : H_*(\mathfrak{F}_\varphi) \to H_*(\mathcal{L}),$$

where $i_\varphi : \mathfrak{F}_\varphi \to \mathcal{L}$ is the inclusion map. Hence by isomorphism (39), the map $(i_\varphi)_*$ is injective. As we are working over field coefficients, the restriction map on cohomology $(i_\varphi)^* : H^*(\mathcal{L}) \to H^*(\mathfrak{F}_\varphi)$ is naturally isomorphic to the dual map Hom($(i_\varphi)_*, \mathbb{K}$), hence is surjective. Thus by the argument above, the proposition is proved. 

As a corollary, we obtain the lower bounds on the ranks of symplectic cohomology by ordinary homology of a minimal component.

**Corollary 7.4.** Given an arbitrary minimal component $\mathfrak{F}_\varphi$ of a weight-1 SHS $\mathfrak{M}$, for all $k \in \mathbb{N}_0$,

$$\text{rk}(SH^k(\mathfrak{M})) \geq b_k(\mathfrak{F}_\varphi).$$
By looking carefully at the proof of Proposition 7.3, notice that we have shown that a block of $H^*(\mathfrak{M})$, that is isomorphic to $H^*(\tilde{\mathfrak{F}}_\phi)$ via the restriction map, injects in $SH^*(\mathfrak{M})$ with the $c^*$-map. Thus, fixing a weight-1 action $\varphi$ with the fixed locus $\tilde{\mathfrak{F}} = \bigsqcup_{i} \tilde{\mathfrak{F}}_i$, we can inject the cohomologies of all $\tilde{\mathfrak{F}}_i$ which lie in minimal components to $SH^*(\mathfrak{M})$ via the $c^*$-map. Notice that in order to prove this, we have to use both the homology decompositions for the action $\varphi$ and each of those minimal components, and the homology decomposition for the core, and to prove the compatibility of those decompositions. We do it in the following theorem.

**Theorem 7.5.** Let $(\mathfrak{M}, \varphi)$ be a weight-1 SHS. Denote by $\tilde{\mathfrak{F}} = \bigsqcup_{i} \tilde{\mathfrak{F}}_i$ the fixed locus of $\varphi$ decomposed into connected components $\tilde{\mathfrak{F}}_i$, and $\mu_i$ the real dimensions of corresponding attracting bundles $\Sigma_i \to \tilde{\mathfrak{F}}_i$. Then

$$\text{rk}(SH^k(\mathfrak{M})) \geq \sum_{\{i\} | \Sigma_i \in \text{Min}(\mathfrak{M}, \varphi)} b_{k-\mu_i}(\tilde{\mathfrak{F}}_i),$$

for all $k \geq 0$. In particular, $\text{rk}(SH^{\dim(\mathfrak{M})}(\mathfrak{M})) \geq |\text{Min}(\mathfrak{M}, \varphi)|$.

**Proof.** Firstly, for any $\varphi$-fixed component $\tilde{\mathfrak{F}}_i$ by Proposition 2.15 applied to action $\varphi$ we get an injective map

$$\eta_i : H_\ast(\tilde{\mathfrak{F}}_i)[-\mu_i] \to H_\ast(\Sigma), \ [C] \mapsto [p_i^{-1}(C)],$$

for a generic cycle $C$. We will focus on the minimal ones.

So, fixing a weight-1 action $\phi$, denote by $\tilde{\mathfrak{F}}_{i(\phi)}$ the $\varphi$-fixed component satisfying $\Sigma_{i(\phi)} = \tilde{\mathfrak{F}}_{\phi}$. Then, $\varphi$ restricts to the minimal component $\tilde{\mathfrak{F}}_{\phi}$, giving a holomorphic action on a closed Kähler manifold (one can use the Kähler structure from Lemma 4.1), and in such setup there is a homology decomposition by Carrell-Sommese [CS79, Thm. 1]. Thus, we get an injective map

$$\eta_i^\phi : H_\ast(\tilde{\mathfrak{F}}_{i(\phi)})[-\mu^\phi_i] \to H_\ast(\tilde{\mathfrak{F}}_{\phi}), \ [C] \mapsto [p_i^{-1}(C)]^\phi,$$

for a generic cycle $C$. Here the closure $p_i^{-1}(C)^\phi$ is taken in $\tilde{\mathfrak{F}}_{\phi}$, and $\mu^\phi_i$ is the dimension of the part of the bundle $\Sigma_{i(\phi)} \to \tilde{\mathfrak{F}}_{i(\phi)}$ that lies in $\tilde{\mathfrak{F}}_{\phi}$. But, since $\tilde{\mathfrak{F}}_{\phi} = \Sigma_{i(\phi)}$, the closures and shifts agree $p_i^{-1}(C) = p_i^{-1}(C)^\phi$, $\mu^\phi_i = \mu_i$. Thus, we have the compatibility of maps

$$(i_\phi)^\ast \eta_i^\phi = \eta_i(\phi),$$

where $i_\phi : \tilde{\mathfrak{F}}_{\phi} \hookrightarrow \Sigma$ is the inclusion.

Thus, we get that the image of the inclusion map $H_\ast(\tilde{\mathfrak{F}}_{\phi}) \xrightarrow{(i_\phi)^\ast} H_\ast(\Sigma)$ contains $\eta_i(\phi)(H_\ast(\tilde{\mathfrak{F}}_{i(\phi)})[-\mu_i])$. Thus, summing over all $\phi \in \text{Con}(\mathfrak{M}, \varphi)$ we get that the image of the map

$$\bigoplus_{\phi} H_\ast(\tilde{\mathfrak{F}}_{\phi}) \xrightarrow{\bigoplus(i_\phi)^\ast} H_\ast(\Sigma) \tag{40}$$

contains the image of the map

$$\bigoplus_{\phi} \eta_i(\phi) : \bigoplus_{\phi} H_\ast(\tilde{\mathfrak{F}}_{i(\phi)})[-\mu_i] \to H_\ast(\Sigma),$$

which is injective, by isomorphism (39). Denote by $U := \text{Im}(\bigoplus_{\phi} \eta_i(\phi))$ and by $U'$ its arbitrary graded complement in $H_\ast(\Sigma)$.

Applying the functor $\text{Hom}(\cdot, \mathbb{Z}/2)$ on the map (40), we get the map

$$\text{Hom}(H_\ast(\Sigma), \mathbb{Z}/2) \xrightarrow{\oplus \text{Hom}(i_\phi, \mathbb{Z}/2)} \oplus_{\phi} \text{Hom}(H_\ast(\tilde{\mathfrak{F}}_{\phi}), \mathbb{Z}/2) \tag{41}$$

which we will show to be injective on the dual of $U$, by applying the following linear-algebraic lemma:

---

45 Action $\varphi$ restrict to the core $\Sigma$, so as an algebraic action, it acts on the set of irreducible components. Moreover, as $C^\ast$ is connected, $\varphi$ acts trivially on the top homology of $\Sigma$, which is generated by the irreducible components (Lemma 5.1), hence each of them is $\varphi$-invariant.
Lemma 7.6. Given vector spaces $V$ and $W = U \oplus U'$ and a linear map $L : V \to W$ such that $U \leq L(V)$, the dual map $L^* : W^* \to V^*$ is injective when restricted to $U^* := \{ \xi \in W^* \mid \xi|_{U'} = 0 \}$.

Proof. We just have to show that if $L^*(\xi) = 0$ for $\xi \in U^*$ then $\xi = 0$. By assumption, $0 = L^*(\xi)(v) = \xi(L(v))$ for all $v \in V$, so $\xi|_{L(V)} = 0$, so $\xi|_{U'} = 0$. As $\xi \in U^*$, we also have $\xi|_{U'} = 0$, hence $\xi = 0$. ■

Thus, by this lemma the map $\oplus \phi \text{Hom}(i_\phi)_*, \mathbb{Z}/2$ injects $U^* \to \oplus \phi \text{Hom}(H_* (\mathfrak{F}_\phi), \mathbb{Z}/2)$. As $U'$ was chosen to be a graded complement, $U^*$ is isomorphic to $U$ as a graded vector space. Now, using the Kronecker isomorphisms $\kappa : H^*(\mathfrak{L}) \to \text{Hom}(H_* (\mathfrak{L}), \mathbb{Z}/2)$, $\kappa : H^*(\mathfrak{F}_\phi) \to \text{Hom}(H_* (\mathfrak{F}_\phi), \mathbb{Z}/2)$. We pass from (41) to the map $\kappa^{-1}(U^*) \to \oplus \phi H^*(\mathfrak{F}_\phi)$.

Finally, we connect this with symplectic cohomology. Considering the diagram (38) for a minimal component $\mathfrak{F}_\phi$, and using the isomorphism $r : H^*(\mathfrak{M}) \cong H^*(\mathfrak{L})$ (given by the restriction map), and $S_\phi : H^*(\mathfrak{F}_\phi, \mathfrak{F}_\phi) \cong H^*(\mathfrak{F}_\phi)$ we get the diagram $H^*(\mathfrak{L}) \xrightarrow{c} SH^*(\mathfrak{M}) \xrightarrow{\varphi^\phi} H^*(\mathfrak{F}_\phi)$, where $c = c^* \circ r^{-1}$ and $c_\phi := S_\phi \circ CC^0$. Summing over all $\phi \in \text{Con}_1(\mathfrak{M}, \varphi)$ we get the diagram $H^*(\mathfrak{L}) \xrightarrow{c} SH^*(\mathfrak{M}) \xrightarrow{\oplus \phi \varphi^\phi} H^*(\mathfrak{F}_\phi)$.

Observe that, as $\kappa^{-1}(U^*)$ injects by the diagonal map $\oplus \phi \varphi^\phi$ of this diagram, it injects by the horizontal map $c$ as well. The claim of the proposition then follows as $\kappa^{-1}(U^*) \cong \oplus \phi (H^* (\mathfrak{F}_{\phi}) [-\mu_{\phi}])$ (graded isomorphism), and the summing goes through all $\phi \in \text{Con}_1(\mathfrak{M}, \varphi)$, thus $\Sigma_{\phi}$ goes through the set of all minimal components $\text{Min}(\mathfrak{M}, \varphi)$.

We get an immediate corollary of this proposition:

Corollary 7.7. If all components of $\mathfrak{L}$ of an SHS $\mathfrak{M}$ are minimal, the singular cohomology $H^*(\mathfrak{M})$ embeds into $SH^*(\mathfrak{M})$ via the $c^*$ map, hence for all $k \in \mathbb{N}_0$,

$$\text{rk}(SH^k(\mathfrak{M})) \geq \text{rk}(H^k(\mathfrak{M})).$$

Let us see an instance of this corollary in the following example:

Example 7.8. Given the minimal resolution $X_{\mathbb{Z}/(n+1)}$ of a Du Val singularity of type $A_n$, its core is topologically an $n$-wedge of 2-spheres, and as we have seen in Example 5.10, these are all minimal components. Hence, by Corollary 7.7 we get that

$$\text{rk}(SH^2(X_{\mathbb{Z}/(n+1)})) \geq H^2(X_{\mathbb{Z}/(n+1)}) = n.$$ 

It is known by [EL17, Cor. 42] that $\text{rk}(SH^2(X_{\mathbb{Z}/(n+1)})) = n$ and that it vanishes in higher degrees, so in this example Theorem 7.5 gives the actual rank on the highest non-zero degree of symplectic cohomology.

Remark 7.9. Note that, in principle, symplectic cohomology may be infinite-dimensional even degree-wise.\footnote{The simplest example is $T^*S^1$, whose symplectic cohomology is supported in degrees 0 and 1 and has an infinite rank in both.} However, it is indeed finite-dimensional in each degree for certain examples of SHS manifolds:
(1) Minimal resolutions of Du Val singularities $X_P$, due to [EL17].
(2) Cotangent bundles of generalised flag varieties $T^*(G/P)$, where $G$ is complex semisimple group and $P$ a parabolic subgroup. By Viterbo isomorphism [Vit96, Abo15], $SH^r(T^*(G/P))$ is isomorphic to the singular homology of the free loop space $L(G/P)$ of flag variety, so we can use a general result [Ser51, Prop. 9, Ch. IV] by Serre that the homology of the free loop space of a simply connected space is finite-dimensional degree-wise. The flag variety $G/P$ is simply connected due to the decomposition into Schubert cells which are isomorphic to affine spaces [Bor54].

Thus, we believe that for general SHS $M$ the degree-wise ranks $rk(SH^k(M))$, $k \in \mathbb{Z}$ should be finite-dimensional, so the lower bounds obtained in previous statements actually provide some non-trivial information.
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