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A microscopic physical description of electrothermal-induced flow for control of ion current transport in microfluidics interfacing nanofluidics

The phenomenon of electrothermal (ET) convection has recently captured great attention for transporting fluidic samples in microchannels embedding simple electrode structures. In the classical model of ET-induced flow, a conductivity gradient of buffer medium is supposed to arise from temperature-dependent electrophoretic mobility of ionic species under uniform salt concentrations, so it may not work well in the presence of evident concentration perturbation within the background electrolyte. To solve this problem, we develop herein a microscopic physical description of ET streaming by fully coupling a set of Poisson-Nernst-Planck-Navier-Stokes equations and temperature-dependent fluid physicochemical properties. A comparative study on a standard electrokinetic micropump exploiting asymmetric electrode arrays indicates that, our microscopic model always predicts a lower ET pump flow rate than the classical macroscopic model even with trivial temperature elevation in the liquid. Considering a continuity of total current density in liquids of inhomogeneous polarizability, a moderate degree of fluctuation in ion concentrations on top of the electrode array is enough to exert a significant influence on the induction of free ionic charges, rendering the enhanced numerical treatment much closer to realistic experimental measurement. Then, by placing a pair of thin-film resistive heaters on the bottom of an anodic channel interfacing a cation-exchange medium, we further provide a vivid demonstration of the enhanced model’s feasibility in accurately resolving the combined Coulomb force due to the coexistence of an extended space charge layer and smeared interfacial polarizations in an externally-imposed temperature gradient, while this is impossible with conventional linear approximation. This leads to a reliable method to achieve a flexible regulation on spatial-temporal evolution of ion-depletion layer by electroconvective mixing. These results provide useful insights into ET-based flexible control of micro/nanoscale solid entities in modern micro-total-analytical systems.
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1 Introduction

Lab-on-a-chip technologies require the development of new techniques for manipulation of fluids at the nanoliter scale [1, 2]. Discrete electrodes embedded in microchannels indicate a potential opportunity for electrokinetic actuation either on the liquid medium or on granular samples suspended in the buffer solution [3]. Electrohydrodynamics (EHDs) has been acquiring unprecedentedly increasing attention from the microfluidic community since the last two decades [4–6]. Traditional DC electroosmosis (EO) [7,8], electrowetting on dielectrics [9], injection EHD [10], conduction
EHD [11], traveling-wave induction EHD [12–15], induced-charge electroosmosis (ICEO) [16–24], dielectrophoresis (DEP) [25–30], electrothermal (ET) induced flow [31–37], and electroconvection instability (EI) [38–40] near a perm-selective membrane are all authoritative methodologies where electric fields are employed to actuate liquid solutions in miniaturization systems.

The fast development of micro-machining technology in the last 10 years has allowed for an ease with which microelectrode structures can be patterned and then integrated into microfabricated fluidic networks. For such, both steady and alternating electric fields as well as hybrid DC/AC voltage signals have been broadly employed to deal with particle and liquid contents in microfluidics [41–48].

Unlike EO, ICEO and EI, all of which have close bearing with the mechanism of Debye screening, DEP and ET are originated by structural polarization for inhomogeneous materials. Particle DEP has a surface-coupled nature, in that electrical properties are piecewise constant on either side of the phase boundary. By contrast, the academical term ‘smeread structural polarizations’ was recently proposed by Gimsa et al. to reveal the physical essence of ACET [31,49,50]. This phrase vividly describes the dispersive feature of solution conductivity under non-uniform heating for ET, in which an externally-imposed electric field acts on its own induced charge for engendering steady convection of saline solution. Given its docile nature and ease of implementation with simple electrode structures, ET has been widely applied in microfluidics for various important applications, especially in cases that demand actuation of high-conductivity biological fluids. Kunti and co-researchers have recently conducted a series of theoretical investigations on ET actuation of the phase interface between immiscible binary flows [5, 6, 51]. In their great work, time-averaged ACET vortex flow motion in the bulk and nonlinear Maxwell electrical stress at the sharp material interface in externally-imposed AC/DC fields are combined delicately for propelling the insulating liquid phase in direct contact with electrolyte solution [52, 53]. These pioneering researches provide a solid foundation for active control of two-phase flow using ET effect in practical experiments. The classical model of ET from Ramos et al. was derived under the approximation of small gradients of temperature [3], and more importantly, it has been found that the variation in liquid conductivity with temperature occurs due to a change in electrophoretic mobility (EPM) [54]. That is, it has arbitrarily excluded the possibility of fluctuation in salt concentration across the thin liquid layer. However, gradient in ion number density may appear as either concentration polarization or in the form of an externally-imposed conductivity gradient.

By taking strong thermal-electric coupling and a more exact body force density into account, two recent theoretical and experimental studies on characterization of ET flow have in coincidence developed an identical physical model from the macroscopic perspective [12, 55]. This special numerical treatment predicts a larger flow rate than the classical model. The reason behind is that an increase in ion mobility with temperature elevation will in turn raise the temperature in electrolyte solution by the same amount. Nevertheless, it disregards the effect that perturbation of ion concentration has on the conservation of electric current density as well, and thereby still cannot explain why the measurement data of ET pump flow rate are lower than that predicted by numerical simulation [56].

To address this issue, we establish herein a unique microscopic physical description of ET convection. Our enhanced model directly accounts for mass conservation of ionic charge carriers in electrolyte, which possesses inhomogeneous material properties due to non-uniform heating. Correlating salt concentration with volumetric free charge density through Gauss law, our model successfully resolves the hitherto unexplained theoretical overestimation of ET flow rate. It is discovered that a subtle decrease in ion concentration is observable on top of the electrode gap of a maximum temperature rise in the framework of a standard ACET micropump (case 1), implying that great advances are going to be made in the theoretical formulation of ET effects.

However, this is still not enough to demonstrate the feasibility of this enhanced treatment in accurately resolving the fluid physics of ET, when either strong ion concentration perturbation occurs or some other electrodynamic effects coexist in similar device design. The group of Yossifon has recently demonstrated that an ion depletion layer’s length in the anodic microchannel adjacent to an ion-perm-selective membrane can be dynamically controlled by producing controlled ET vortices [57], which are driven by the strong interaction of temperature gradients with an externally-imposed current source. In this occasion, the occurrence of ion concentration polarization (ICP) serves as a natural origin of strong perturbation of background ion number density [58]. Besides, EO and natural convection (NC) may interfere with ET vortex flow field in this special micro/nanofluidic device. Inspired by this great work (case 2), we attempt to make use of the enhanced model to test its feasibility in resolving accurately the transient distribution of induced space charge density and the charge carriers’ concentration field under the influence of complicated fluid dynamics. As expected from the simulation result, when the depleted wavefront propagates forward, strong ET convection emerges as long as the local field strength at the position of the temperature maximum becomes sufficiently large. Only when the diffuse boundary layer (DBL) passes over the top of a series of microheaters embedded at the channel bottom surface, a combined action of ET and NC inhibits efficiently the dynamic growth of ion-depletion zone (IDZ). This implies our model is able to capture the spatial-temporal evolution of DBL’s growth under electroconvection mixing more accurately, as compared to the classical linear approach. Such active control of ion transport based on ET whirlpools can find broad applications in enhancing on-chip electrodialysis by inducing thinner ion-depletion layers, lowering the microchannel resistance for biosensing in nanoscale ducts, and regulating the location of preconcentrated plug of charged analytes. By studying the second situation, we proved that this enhanced treatment is able to resolve accurately the fluid physics of ET, even in the presence of strong ICP and other.
coexisting electrodynamic effects. Accordingly, our work makes substantial contributions to the field of electrokinetic micro/nanofluidics, in terms of presenting a unique microscopic interpretation of ET streaming, which is even valid under intense background salt concentration perturbation affected by various fluid transport phenomena.

2 Methods

2.1 Model geometry

Our simulation analysis focused on two device designs for distinct purposes. The first one is a standard electrokinetic fluidic pump, where an asymmetric microelectrode array is embedded at the bottom of a straight main channel full of saline solution (Fig. 1A and B). Application of an AC voltage signal of $V_{AC} = V_0\cos(\omega t)$ to the driving electrode pair can actuate steady transport of aqueous electrolyte via ET mechanism, which would pump unidirectionally from the narrower electrode to the wider counterpart on top of the ideally polarizable surfaces, as long as there is discernable temperature gradient across the thin liquid layer of thickness. The width of the two adjacent metal strips is $W_1$ and $W_2$ for the narrower and wider one, respectively, with the nearest gap size between them being $W_{G1}$. The distance between one pairwise in two neighboring units is $W_{G1}$, so the characteristic repeating wavelength for such pump structure is given by $\lambda = W_1 + W_2 + W_{G1} + W_{G2}$. This device model is aimed for validation of the improved physical interpretation developed herein, which considers current continuity of charge carriers' motion in the context of mass conservation at the microscopic level. Since the dimension along the length of electrode bars can be made infinitely long in reality, it is appropriate for us to ignore any out-of-plane effect and conduct this comparison investigation using 2D representation, which contains the major path via which the flow is transported across the main channel.

The second scenario involves a micro/nanofluidic hybrid system (Fig. 1C and D), in which two microchambers sandwich a central ion-perselective medium. When imposing a constant current source across the farthest ends of the fluidic system, an electric current of a fixed magnitude $I = I_{app}$ can be maintained across the nanoporous membrane, which passes from the anodic to the cathodic chamber via electrophoretic transport of ionic species. The ability to induce ion enrichment at the cathodic chamber and ion depletion at the anodic chamber interfacing a cation-selective medium, a phenomenon called ICP, has been well studied for such device design. However, the length of depletion zone is routinely determined by fixed geometry and material properties of the nanochannel that are key to the device functionality, thus restricting its broad application for on-chip analyte preconcentration, seawater desalination, and electrophoretic analysis.

Motivated by the groundbreaking work of Sinwook and Yossifon [57], it would be interesting to test the feasibility of the enhanced treatment, instead of the linear approximation, in reconstructing the various physical phenomena that may occur during the dynamic evolution of depleted DBL. In the ET-based micro/nanofluidic hybrid network, by inducing well-controlled ET vortex flow field at the anodic interface of the perm-selective membrane, propagating behavior of DBL can be flexibly adjusted via the interaction of an externally-imposed temperature gradient with the current flux. To this end, two microscale thin-film resistive heaters are embedded on the bottom surface of the anodic compartment, which are simultaneously activated to actuate ET fluid rolls. This pair of micro heaters, with each having an equal length of 25 $\mu m$, are positioned at 500 and 700 $\mu m$ away from the anodic interface, respectively, resulting in a 200 $\mu m$ separation between them. The improved microscopic model is then used for accurately predicting the induced free charge and ET body force, when the depletion layer passes over the top of the microheaters imposed with different amount of thermal flux. Both microchambers are $L_M = 5$ mm in length, $H_M = 750$ $\mu m$ in height, and $W_M = 10$ mm in width, and the ion-selective medium located at the center has an effective height of $H_N = 200$ $\mu m$ and a physical length of $L_N = 1$ mm.

2.2 Mathematical model

In this study, the phenomenon of ET flow is accounted for in terms of transient electrokinetic transport of ionic species inside inhomogeneous liquid medium as a consequence of non-uniform heating. Gauss law establishes the intrinsic relationship between space charge density ($\rho$) and concentration field of ions [59]:

$$\rho_i = -\nabla \cdot (\varepsilon E \cdot \phi) = -\nabla \cdot (\varepsilon E \cdot \phi - \varepsilon E \cdot \phi) = F (c_1 - c_2) \tag{1}$$

where $\phi$ is the electrostatic potential, $E = -\nabla \phi$ is the electric field, $\varepsilon$ is the liquid dielectric permittivity, $F$ is the Faraday constant, $c_1$ is the concentration of positive ions $K^+$, and $c_2$ is the concentration of negative ions $Cl^-$. For binary symmetric electrolyte of 1:1 monovalent ionic species, e.g., KCl, the motion of cations and anions obey the Nernst–Planck equation in terms of mass conservation [60]:

$$\frac{\partial c_1}{\partial t} + \nabla \cdot J_1 = 0 \quad \text{with} \quad J_1 = \mu F c_1 E - D \nabla c_1 + \mu c_1 \tag{2}$$

$$\frac{\partial c_2}{\partial t} + \nabla \cdot J_2 = 0 \quad \text{with} \quad J_2 = -\mu F c_2 E - D \nabla c_2 + \mu c_2 \tag{3}$$

where $\mu$ denotes the EPM of ions in electric fields, $D$ the thermal diffusivity of charge carriers, and $\mu$ the flow velocity vector. $J_1$ and $J_2$ are the current flux due to the flow of positive and negative ions, respectively. They are both comprised of three distinct terms, including electromigration, diffusive and convective charge transfer. It is noteworthy that, for standard binary symmetric electrolyte, such as KCl, which has monovalent ionic species of $K^+$ and $Cl^-$ used in present theoretical analysis, chemical reaction in the bulk fluid can be ignored due to its stable chemical content. In addition, the electric field intensity used for the ACET pump does not reach
the level to engender splitting reaction of water molecules, which may continuously produce H\(^+\) and OH\(^-\) within the ion depletion zone in the over-limiting current regime in a nanofluidic ICP device. In view of this, it is not necessary for us to include bulk reaction terms in Eq. (2).

Aqueous solution is chosen here as the buffer medium, so the flow field is determined by Navier–Stokes equation for incompressible Newtonian fluid [21]:

\[
\rho \frac{\partial \mathbf{u}}{\partial t} + \rho \left( \mathbf{u} \cdot \nabla \right) \mathbf{u} = \nabla \cdot \left[ -p \mathbf{I} + \eta \left( \nabla \mathbf{u} + \left( \nabla \mathbf{u} \right)^T \right) \right] + \mathbf{F} \tag{3a}
\]

\[
\nabla \cdot \mathbf{u} = 0 \tag{3b}
\]

where \(\rho = 1000 \text{ kg/m}^3\) denotes the mass density of liquid, \(p\) the hydraulic pressure, \(\mathbf{I}\) the unit tensor, \(\eta\) the medium dynamic viscosity, and \(\mathbf{F}\) any possible external force acting on each liquid element. In current analysis, we consider convective mixing due to ET and NC:

\[
\mathbf{F} = \mathbf{F}_{ET} + \mathbf{F}_{NC} = \rho_f \mathbf{E} - \frac{1}{2} \mathbf{E} \cdot \mathbf{E} \nabla \varepsilon (T) + \rho \beta g \mathbf{c}_z (T - T_0) \tag{4}
\]

where \(\mathbf{F}_{ET}\) and \(\mathbf{F}_{NC}\) denote the ET body force and buoyancy force density, respectively. \(\beta = 2.07 \times 10^{-4}/K\) is the thermal expansion coefficient, \(g = 9.8 \text{ m/s}^2\) is the magnitude of gravity acceleration, \(T\) is the local temperature, and \(T_0\) is the ambient temperature. The three terms on the right hand side of Eq. (4) represent the Coulomb force due to the induced free charge, dielectric force acting on polarized bound charge, and thermal buoyancy convection in sequence.

In the simulation experiment, all the medium physicochemical properties are functions of the temperature field \(T\), except for its mass density of a constant value \(\rho(T) = 1000 \text{ kg/m}^3\) [61]:

\[
\eta(T) = 0.3808 - 0.0043 T + 1.900 \times 10^{-3} T^2 - 3.6736 \times 10^{-6} T^3 + 2.6667 \times 10^{-11} T^4 \tag{5a}
\]

\[
\varepsilon (T) = \varepsilon (T_0) (1 + \alpha (T - T_0)) \cdot \text{with } \alpha = -0.004/K \tag{5b}
\]

\[
k_f (T) = k_f (T_0) (1 + \gamma (T - T_0)) \cdot \text{with } \gamma = 0.02/K \tag{5c}
\]

\[
D (T) = \frac{k_B T}{6 \pi \eta (T) r} \tag{5d}
\]

\[
\mu (T) = \frac{q}{6 \pi \eta (T) r F} \tag{5e}
\]

\[
\sigma (T) = \mu (T) F (c_1 + c_2) \tag{5f}
\]
where \( k_f \) is the thermal conductivity of water, \( r = 0.1 \text{ nm} \) is the radius of currently-used ionic species, and \( \sigma \) is the liquid electric conductivity. These parameters have a set of definite values at the temperature of \( T_0 = 293.15 \text{ K} \), including:

\[
\eta(T_0) = 0.001 Pa \cdot s, \varepsilon(T_0) = 80\varepsilon_0 = 7.0834 \times 10^{-10} F/m, \\
k_f(T_0) = 0.6 W/(m \cdot K), D(T_0) = 2.15 \times 10^{-9} m^2/s, \\
\mu(T_0) = 8.8 \times 10^{-11} \text{ s} \cdot \text{mol/kg, and, } \sigma(T_0) = 0.1528 S/m. \\
\]

where \( \varepsilon_0 = 8.85 \times 10^{-12} F/m \) denotes the vacuum permittivity.

To obtain the coordinate-dependent liquid properties, we have to solve the energy balance equation for the temperature field within the whole microfluidic device:

\[
\rho C_p \frac{\partial T}{\partial t} + \rho C_p u \cdot \nabla T = \nabla \cdot \left( k_f \nabla T \right) + \sigma (T) \cdot E \cdot E \\
\]

where \( C_p \) is the heat capacity, and \( \sigma \cdot E \cdot E \) is the source term caused by Joule medium heating. In terms of a small Peclet number, contribution of thermal convection is much smaller than that of Fourier heat conduction, so the temperature equation is readily reduced to the steady-state form:

\[
\nabla \cdot \left( k_f (T) \nabla T \right) + \mu (T) (c_1 + c_2) E \cdot E = 0 \\
\]

### 3 Results and discussion

#### 3.1 Model comparison

We first demonstrate the general merit of our microscopic physical description, by comparing the ET pump behavior predicted from it and the classical model. As shown in Fig. 1A and B, geometric size of the target micropump is chosen with \( W_1 = 40 \mu m, W_2 = 120 \mu m, W_{CG} = 50 \mu m, \)

\( W_{CG} = 390 \mu m, \) and \( H = 500 \mu m \). The KCl electrolyte has a background salt concentration of \( c_1 = c_2 = 10 \text{ mM} \). The electrokinetic chip is supposed to have a 100 \( \mu m \) thick PDMS lid and a 500 \( \mu m \) thick silicon substrate.

#### 3.1.1 Boundary conditions

When taking a series of temperature-dependent liquid properties into account, Eqs. (1)–(3) and (5b) have to be calculated in a fully coupled manner with a transient solver.

#### 3.1.1.1 B.C. for the electric field

A harmonic AC voltage signal of \( V = V_0 \cos(\omega t) \) is imposed to the asymmetric electrode pair; periodic boundary conditions (B.C.s) are applied at two sides of the computational domain; normal current density vanishes on all other walls. The field frequency \( f = \omega/2\pi \) is fixed at 100 kHz, so as to access the flow field of ET in the low-frequency limit, which is located between the inverse resistance times capacitance (RC) time scale for capacitive charging of the induced double layer (IDL) at the electrode surface and the charge relaxation time of liquid volume for onset of bulk ionic screening. Out of this frequency scope, ET transport of bulk fluid would be weakened by either field-induced Debye screening at the ideally polarizable surface or instantaneous relaxation of ionic charge within each time-limited AC voltage circle.

#### 3.1.1.2 B.C. for mass conservation

Electrochemical reactions are very likely to take place at the voltage used in the paper. In fact, the characteristic relaxation frequency of counterion charge within the IDL at the electrode/electrolyte interface is given approximately by \( f_{RC} = \sigma \lambda_0 / 2 \pi \varepsilon W_{CG} \). For the ACET micropump, with the parametric space of \( c_0 = 10 \text{ mM}, the Debye length \( \lambda_0 = 3 \text{ nm} \), \( \varepsilon = 7 \times 10^{-10} F/m, \sigma = 0.153 S/m, W_{CG} = 50 \mu m, f_{RC} \) equals 2.09 KHz. So, for field frequencies far beyond the reciprocal RC time scale \( f_{RC} = 2.09 \text{ KHz} \), the voltage drop across the IDL would be negligibly small, and the same holds true for charge production from electrode kinetics as well as AC electroosmotic slip on the ideally polarizable surface [53, 62]. It is noteworthy that EO effect becomes even weaker with increasing liquid electrical conductivity whatever the applied field frequency is, due to a possible ion overcrowding effect within the IDL of a finite Debye length [52, 63].

However, since current analysis focused on the frequency range exceeding the inverse RC time scale \( f_{RC} = 2.09 \text{ KHz} \), and below the threshold for onset of bulk ionic screening \( f_{MR} = \sigma / 2 \pi \varepsilon W_{CG} \), the combined effects of electrode polarization and Faradaic reaction play a minor role and are hence safely disregarded in present work. Here, \( \lambda_0 \) denotes the Debye screening length. In view of this, constant concentration value of \( c_1 = c_2 = C_0 = 10 \text{ mM} \) is imposed on the ideally polarizable surface of these metal strips as well as the channel top wall. Any normal component of ion flux is forbidden at other insulating walls. Periodic B.C. is assumed on both sides. For extension of current theory to include the effect of Faradaic current injection, it is possible to achieve this by referring to Ref. 64, wherein the normal ion flux at the electrode surface is proportional to the exchange current density that is specifically related to the transient Stern layer voltage drop by the dynamic Butler–Volmer equation. At the same time, the total current density, i.e., the electrical displacement vector (since the reaction current also relays one another across the specific Helmholtz plane) is continuous at the diffuse/Stern layer interface.

#### 3.1.1.3 B.C. for flow field

The fluid motion is considered to manifest as a repetitive feature from one calculation cell to another. Besides, due to the usage of oscillating AC voltage signals, linear EO time-averages to zero at high field frequencies, and hence it is overlooked in the simulation study of case 1. For such, no penetration and no slip are designated on all the channel walls.

#### 3.1.1.4 B.C. for temperature field

Ambient temperate of \( T = T_0 \) is stipulated on the top surface of PDMS lid and the bottom surface of Si substrate. Electric heat generation is included in the fluid bulk, while the thermal convection effect can be safely disregarded. By
integrating the control equation, continuity of temperature and normal thermal flux has to be satisfied at the PDMS/liquid interface as well as the liquid/Si interface of piecewise constant thermal conductivity across the phase boundary. Just as other fields, we still apply periodic B.C. on both ends of the calculation domain considering the spatial periodicity.

So, the influence that heat transfer through the microchannel sides has on the microflow fields is properly reflected by the conjugating condition imposed at those sharp material interfaces. All the thermal B.C.s are typical of such devices used by previous researchers, so are the thermal conductivities of various materials including $k_{\text{water}} = 0.6$ W/m·K, $k_{\text{Si}} = 140$ W/m·K and $k_{\text{PDMS}} = 0.2$ W/m·K [33, 65, 66].

More importantly, the same thermal B.C.s are applied for the classical linear model and the enhanced treatment, making the simulation results from both numerical treatments comparable.

### 3.1.2 Characterization of the pump flow field

The calculation results from the improved microscopic interpretation are shown in Fig. 2, with the device subjected to a fixed voltage amplitude $V_0 = 9$ V. The time-averaged flow field behaves as an asymmetric pair of microscale eddies that rotate in opposite directions under DC limit. As shown in Fig. 2A, the flow vortices in the saline solution stream straight downward right above the center of the interelectrode gap, sweep tangentially across the conducting surface, and eventually meet one another to form closed fluid loops. Due to the symmetry breaking in electrode configurations, the fluid path is characterized by zigzag streamlines along the channel length direction on the global scale, and there is an observable pump flow component transporting unidirectionally from the narrower electrode to the wider counterpart. The bulk ET flow has the fastest pump speed just above the electrode surface, mainly due to the presence of a viscous boundary layer at the electrolyte/wall interface.

In the positive half cycle of the exciting sinusoidal voltage, appreciable electric field lines are emitted from the surface of narrower electrode (Fig. 2B), owing to the fact that the impedance of liquid medium is orders of magnitude larger that of the metal leads for external wire connection. According to the conservation of total current density, the field lines enter and intersect the surface of wider electrode at right angles. Consequently, the major path via which the current is transmitted is the liquid phase interconnecting the oppositely-polarized electrode bars. For the negative half cycle, the only difference in ion transport state is a reversal in the direction of electrophoretic translation.

Considering the strong electric field strength within the gap region, the temperature attains maximum value of 294.45 K on top of the electrode pair, implying a temperature elevation of 1.3 K produced by heat generation in the bulk phase (Fig. 2C). In order for both Gauss law and current continuity condition to be satisfied at the same time, the interaction of the internal temperature gradient with the electrical current induces smeared spatial charges (both free and bound) inside the fluid domain of anisotropic electric properties. These induced harmonic charges are in turn pushed by the same-frequency oscillating electric field to exert a nonlinear DEP body force on the liquid volume, which scales with the voltage squared and thereby survives well in alternating fields. So, ET convection is in fact the DEP motion of liquid phase in a continuous conductivity gradient. The DEP force acting on each liquid element tends to drag the fluid of higher polarizability on top of the electrode pair (due to a larger conductivity from peak temperature elevation) to the vicinity of the electrode edge, where the local field intensity becomes largest, so as to the maximize the system electric energy.

In this way, ET convection of fluids can be well compared with DEP translation of colloidal particles exposed to an electric field gradient, wherein the in-phase component of DEP force invariably delivers the latex beads of higher (lower) polarizability to (away from) the field source and sink, termed as positive-DEP (negative-DEP). The situation shown in Fig. 2A is in effect the positive-DEP motion of fluid flows in a bulk conductivity gradient. At higher field frequencies, since the displacement current dominates over ion conduction, the negative-DEP body force of a dielectric polarization origin pushes the fluid of lower permittivity inside the gap away from the electrode surface to the channel top wall. The working distance of high-frequency ET vortex flow field is quite limited, however, the device cannot efficiently pump fluidic samples any longer. To this end, we only focused on low-frequency pump behavior driven by ET mechanism.

### 3.1.3 Quantitative studies

Since the classical model is derived by linear perturbative expansion, it is a highly efficient macroscopic approximation. It forms stark contrast with current improved treatment, which is justifiable from microscopic physical argumentation. In this way, the two models stand for the two extreme aspects of the physical description of ET-induced flow, and it would be of great importance to make a comparison study between them. To this end, taking advantage of both the models, the pump flow rate of ET is quantified and compared in Fig. 3A as a function of the imposed field strength.

As shown in Fig. 3A, when the applied voltage is no more than 7 V ($V_0 \leq 7$ V), which corresponds to an upper limit of $E_0 = 140$ V/mm for average field intensity across the narrow slit, both numerical approaches present an identical device performance, due to a weak field-induced smeared structural polarization within the low-voltage limit. As the voltage amplitude reaches and even exceeds 9 V, calculation results from the two distinct approaches deviate more appreciably from one another, in that the linear approach always predicts a higher flow rate than the improved physical description (Fig. 3A).

According to Fig. 3B, we obtain same temperature elevation inside the liquid bulk from both the models, which grows quadratically with the field strength. It takes
Figure 2. Simulation result of various field variables in an ET micropump taking advantage of asymmetric electrode arrays, under a given parametric space of voltage amplitude $V_0 = 9$ V, background ion concentration $C_0 = 10$ mM in the low-frequency limit. (A) A surface, arrow and streamline plot of time-averaged ET fluid motion (unit: m/s); (B) A surface plot of voltage amplitude and an arrow plot of electric field at the peak time point (unit: V); (C) A surface and contour plot of temperature field due to time-averaged Joule medium heating (unit: K); (D) A surface and contour plot of nondimensional salt concentration $c = (c_1 + c_2)/2c_0$ at the time node when the peak field intensity appears.

at most a value of 2.3 K, implying a maximum rise of liquid conductivity by 5.28% when the voltage is below 12 V. So, it is not possible to use the nonlinear source term of electric heat generation to account for a one-fifth decay in pump performance estimated by the enhanced treatment (Fig. 3A).

We then resort to the concentration distribution of ion species in the bulk phase. A vivid plot of concentration field at the time point of peak voltage is displayed in Fig. 2D, while it is worth to note that the salt concentration is not static at all and also oscillates synchronously with the AC forcing. Concentration perturbation becomes most severe on top of the electrode gap, where minimum concentration appears as a consequence of inhomogeneous ion transport (Fig. 2D). In fact, when considering the continuity of electric current density $\nabla \cdot (\mu(T)F(c_1 + c_2)E) \approx 0$, the number density of charge carriers $c_1 + c_2$ has to decay to certain extent for accommodating the rise in EPM in heated regions. The suppression of salt concentration may indirectly exert an adverse influence on the induced free charge density.

As shown in Fig. 3C, the enhanced theory forecasts an observable deviation of local ion number density, while no such variations are obtainable from the linear perturbation analysis. As the applied voltage goes up, the fluctuation of ion concentration distribution becomes more conspicuous, due to the increase in the peak value of EPM (Fig. 3C). The unexpected suppression of salt concentration by intense Joule medium heating results in a decrease of the induced free charge density (Fig. 3D), which is linearly proportional to the concentration difference between cations and anions according to Gauss law. This leads to a smaller ET body force for the enhanced treatment compared to the linear approximation, and the same also holds true for the ET flow field.

The research group of Wu has previously reported the ET pump rate measured in practical experiments is always smaller than simulation results [56]. In a recent study of induction EHD, we have developed a fully-coupled model incorporating potent thermal-electric interaction. However, it even presents a higher electrokinetic flow velocity than the linear treatment in cases of strong temperature gradient. For this reason, the overestimation of ET fluid motion by theoretical analysis is still an intractable problem needing an urgent solution. To this end, though the improved physical description predicts a worse pump performance, it is much closer to experimental results for moderate voltages. Considering microscopic laws, the occurrence of subtle variation in salt concentration is clearly adjacent to the electrode spacing for fluids undergoing Maxwell–Wagner structural polarization. This tends to evacuate the induced charge wave,
decrease the Coulomb body force and therefore inhibit the ET rate of flow. In this way, by ensuring the conservation laws in microscale that have not been used for interpreting ET so far, our enhanced treatment sheds insightful light on the unexpected overestimation of ET flow velocity from those previous models. Most importantly, it makes the simulation results further approach the practical experiment.

### 3.2 ET-based control of ion current transport

The accuracy of the improved physical description has been demonstrated in previous section in terms of the resulted device performance of a typical ET pump, which reflects its superiority over the traditional linear approximation. In the context of this microscopic treatment, salt concentration in the absence of any applied voltage has a uniform distribution within the BGE. Under this premise, an AC signal imposed to the electrode array can induce gradients in ion density within high-temperature region of a relatively larger EPM, accounting for a smaller ET flow rate versus the classical model. In practice, however, a perturbation of background salt concentration may intrinsically pre-exist in microscale devices for some common reasons. For instance, the phenomenon of ICP induced by an external additional electric field imposed across an ion-selective medium, the sharp material interface between electrolytes of different ion concentration, and an externally imposed ion concentration gradient across the electrolytic ports, are all typical examples for this. With appreciable non-uniform heating, such dielectric gradient from initial concentration variation may coexist with that due to temperature-dependent electrical properties. Both factors are strongly coupled to one other, resulting in an even more complicated ion density field and the consequent transient state of ET convection.

From above analysis, the scientific robustness of the improved approach can be well reflected by model simulation for device designs having concentration gradients in the early time. Inspired by this, a micro/nanofluidic hybrid system displayed in Fig. 1C and D is employed in current analysis for a vivid visual clarification of our model’s general applicability even when strong ICP takes place.

#### 3.2.1 B.C.s

Since external heating dominates electric heat generation, the energy problem is decoupled from the electrostatic and mechanical problem. Accordingly, we first calculate the
thermal conduction equation with a stationary solver. Once those temperature-dependent material properties are known, the electric field, ion transport, and fluid flows are solved in a fully coupled way by using a transient solver.

3.2.1.1 B.C. for electric field
A constant current source \( i_{\text{app}} = 1.45i_{\text{lim}} \) is imposed at the right edge of the anodic chamber in terms of an equivalent electric displacement vector \( \vec{D}_{\text{elec}} = -\varepsilon (RT/F)(1/2F)\mu_{\text{app}} \). Here \( \mu_{\text{lim}} = 2DF_{\epsilon_0}/L_{M} \) is the overlimiting current density of our device design. Donnan potential, \( \phi(T) = -RT/F \cdot \ln(N) \), is imposed at the anodic membrane surface. Complete Debye screening, \( \vec{n} \cdot \vec{\nabla} \phi = 0 \) is imposed in the bulk fluid right outside the electrical double layer on all the insulating charged walls.

3.2.1.2 B.C. for temperature field
An identical heat flux density \(-k_f \nabla T \cdot \vec{n} = Q \) is imposed on the surface of both thin-film resistive microheaters, which are embedded at the channel bottom. Ambient temperature is fixed at the source terminal. In addition, we make use of an equivalent form of B.C. on the PDMS/liquid interface, glass/electrolyte interface, and sidewall/liquid interface to describe the actual thermal field inside the saline solution, which is given as follows [67]:

\[
(T - T_0)/R_s = -k_f \nabla T \cdot \vec{n}
\]  

(9)

where \( R_s \) denotes the thermal resistance per unit area, and \( T_0 = 293.15 \) K the ambient temperature.

(a) At the upper PDMS membrane, \( R_s,\text{PDMS} = t_{\text{PDMS}}/k_{\text{PDMS}} + h/1 \), is comprised of both conduction and convection factors in series, with the insulation layer thickness \( t_{\text{PDMS}} = 3 \) mm, PDMS thermal conductivity \( k_{\text{PDMS}} = 0.2 \) W/m/K, and heat-transfer coefficient of \( h = 10 \) W/m²K resulting from external NC.

(b) At the channel bottom surface interfacing a glass substrate of thickness \( t_{\text{glass}} = 500 \) μm and heat conductivity \( k_{\text{glass}} = 1 \) W/m/K, and at the channel side wall with thickness \( t_{\text{PDMS}} = 1 \) mm, we merely account for the thermal resistances from Fourier heat conduction, that is, \( R_s,\text{glass} = t_{\text{glass}}/k_{\text{glass}} \) and \( R_s,\text{PDMS} = t_{\text{PDMS}}/k_{\text{PDMS}} \).

3.2.1.3 B.C. for mass conservation of ion motion
The concentration of cations and anions is maintained constantly at the initial value \( c_i = c_a = c_0 = 10^{-6} \) mM in the anodic port. The normal flux of negative ions vanishes at all other liquid/solid interfaces. It is assumed that the ion-exchange medium is ideally cation-selective, that is, its inner walls are negatively charged and hence preferentially conduct positive ions while any axial motion of co-ions is forbidden. Accordingly, the concentration of cations is kept at a relatively high value of \( c_i = N_{c_0} (N = 10) \) near the membrane surface, whereas anions meet impenetrable conditions at the same place.

3.2.1.4 B.C. for fluid mechanics
The anodic entrance is set as an open boundary for fluid motion. Since a constant DC current source is applied across the two electrolytic ports shown in Fig. 1C, the net effect of EO on convective transport of ion species cannot be neglected. In this sense, linear EOF is reflected by imposing the Helmholtz slip formula at the solid surface in direct contact with liquid medium, that is, \( \vec{u}_{\text{slip}} = -\xi \vec{E}_s \cdot \vec{n}(T) \), where \( \xi = -50 \) mV denotes the native zeta potential, and \( \vec{E}_s \) the tangential electric field vector. For channel walls adjacent to the membrane, we have imposed no slip and no penetration for a possible Coulomb force within the extended space charge layer (ESCL), which may interfere with linear EO by inducing EI at the anodic membrane interface.

3.2.2 Convection modes
As shown in Fig. 4A, the surface heat flux \( Q \) emitted from the two thin-film resistive heaters results in an inhomogeneous temperature field across the anodic chamber. When no heat flux is applied to the microscale heating element (\( Q = 0 \)), the temperature distribution has a constant value of ambient temperature \( T = T_0 \) everywhere in the microdevice, in that the ionic conductivity is too small to induce any observable electric heat generation. When both microheaters are actuated at the same time, however, thermal conduction
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reaches the steady state after a very short relaxation time, and the rise in temperature takes a maximum value just on top of the external heat source, with a double peak profile distributed along the channel bottom surface (Fig. 4B). As expected, the maximum temperature elevation increases linearly with an enhancement of the external heat flux \( Q_s \) from 0 to \( 5 \times 10^5 \) W/m² (Fig. 4B), and is always no more than 40 K, so it is impossible for water boiling to occur. Such a non-uniform temperature distribution from embedded heating elements gives rise to appreciable gradients in medium dielectric properties, which interact actively with the electric current flux to induce ET vortex flow field.

In fact, fluid motion is far more complicated than this simple picture. As indicated in Fig. 5, four different convection modes referring to pure EO, ET&EO, NC&EO, and ET&NC&EO, may affect the spatial-temporal evolution of IDZ to different extent. All the simulation results of fluid physics are taken at a same time node of \( t = 0.72t_0 = 9000 \) s with the typical diffusion time \( t_0 = L_s^2/D = 12500 \) s, by inserting distinct body force terms into the Navier–Stokes equation, with EO slip always present on the channel walls. The fluidic channels have a sufficient vertical dimension of \( H_M = 750 \mu \)m, in stark contrast with the small height of nanoporous membrane \( H_s = 200 \) nm. Otherwise, if the channel height is reduced and becomes no more than 500 \( \mu \)m, the micro-vortices driven by various mechanisms cannot be fully developed due to a vertical confinement effect, and therefore are not able to achieve an effective control of ion transport via convective mixing. When the two microscale heating elements are not activated with \( Q_s = 0 \), the sole convection mechanism is linear EO streaming, which is driven by the interaction of the applied current flux with the positive counterions inside the native double layer. Two symmetric eddies are induced just at the anodic membrane surface, and recirculated in opposite directions (Fig. 5A). The fluids eject toward the current source, which is in the direction of the translatile motion of ion-depleted wave-front. In view of this, EO pumping aids the extension of DBL driven by ion diffusion against the membrane. Besides, the strength of EO fluid motion enhances progressively with time, in that the local field intensity increases incessantly with further dissipation of salts in IDZ (Fig. 6B).

For the sake of comparison, we then activate the two microheaters with an identical surface heat flux of \( Q_s = 1.3 \) W/m². As the ion-depleted zone (as represented by the concentration contour of \( c = 0.1 \) in Fig. 7C) passes over the heating elements at \( t = 9000 \) s, the in-situ electric field strength is augmented appreciably (Fig. 6A). It interacts positively with the imposed temperature gradient, and induces strong vortex flow field of ET around this critical time point, as shown in Fig. 5B. The transient ET whirlpools behave as a pair of counter-rotating micro-vortices throughout the channel depth direction. Fluids are dragged downward by ET body force above the surface of heaters, and rush to the membrane entrance to form closed loops. Under this situation, when the heating elements are embedded at the bottom of the anodic fluidic chamber, convective mass transfer of charge carriers is opposite to their diffusive transport, so the actuation of ET has a negative effect and would inhibit the dynamic growth of DBL by convective mixing.

As shown in Fig. 5C, thermal buoyancy convection in gradients of liquid mass density is also a possible factor for suppressing the length of ion-depletion layer. The rotating direction of vortex flow field caused by NC (Fig. 5C) is opposite to that from ET effect (Fig. 5B), in that fluid flows induced by NC stream upward on top of the two microscale heaters, which can stir the salt concentration as well.

The qualitative characterization of different convection modes presented above is insufficient to indicate the specific performance in ion-current rectification, so it is essential to conduct a quantitative analysis. The dynamic evolution of DBL resulting from different flow modes is displayed in Fig. 7B, in terms of the dimensionless concentration profile \( c = (c_1-c_2)/c_0 \) along the channel top wall. Whatever the flow condition is, the length of ion-depleted zone invariably extends rightward as time advances, which is a direct consequence of ICP under over-limiting currents and may be accelerated by EO pump effect to some degrees (Fig. 5A).

When superimposing ET (Fig. 5B), NC (Fig. 5C), or ET plus NC (Fig. 5D) on EO, all can change the dynamic evolution state of DBL (Fig. 7B). At the early time of \( t = 3000 \) s, the effect of NC on the depletion layer’s growth is more important than that of ET (See the set of dash dotted lines in Fig. 7B),
in that the electric field adjacent to the two microheaters is too small to induce observable ET convection (Fig. 6A). As long as the ion-depleted wave-front passes over the surface of heating elements (See the dashed lines in Fig. 7B) at \( t = 9000 \) s, convective mixing from ET is sharply enhanced by an increase in local field intensity by more than two orders of magnitude (Fig. 6A), while NC is kept constant in a similar temperature field as the initial stage of \( t = 3000 \) s. When the time node reaches \( t = 25000 \) s, the DBL almost stops propagating and reaches the steady state, and at this juncture, the vortex flow field from combined ET and NC (Fig. 5D) achieves an ideal control of ion current transport by producing well reinforced convective stirring (See the solid lines in Fig. 7B).

The influence that ET and NC have on the spatial-temporal extension of IDZ can be reflected by chronopotentiometric (voltage-time, or V-t) response as well. Applying a constant current flux of \( I_{app} = 1.45I_{limit} \) across the fluidic system, which is 1.45 times the over-limiting current density, the voltage drop across the anodic chamber increases monotonously with time, and reaches the steady state for about \( t = 25000 \) s. The applied current is enough to induce diffusive extension of DBL, which reduces the solution conductivity and increases the system electric impedance as the time advances. Since the dot product of impedance and current determines the resultant voltage drop, it would increase as the DBL’s wave-front further approaches the source terminal, and stop rising once the IDZ is fully developed in the eventual status (the black line in Fig. 7A).

When considering the suppression effect of ET and NC on IDZ extension, the voltage magnitude becomes smaller than the reference state (the red and blue lines in Fig. 7A). Under the condition with only ET, the voltage increases more slowly at \( t \geq 9000 \) s than the early phase (the red line in Fig. 7A), on account of an enhancement in electroconvective mixing as the local electric field strength near the heaters becomes sufficiently large. On the other hand, for NC, the slope of V-t curve is quite uniform along with the dynamic growth of DBL, because the flow field driven by NC is constant and independent of the transient electric field distribution (the blue line in Fig. 7A). Once the two effects of a same thermal origin emerge simultaneously, the growth rate of voltage is more severely suppressed by convective mixing (the green line in Fig. 7D).

Accordingly, in terms of the evolving concentration field and V-t response for various convection modes, ET has a definite influence on ion transport when microfluidics meets nanofluidics. The classical model of ET, however, cannot well predict such effect. As shown in Fig 6C, when no heat flux is supplied for \( Q_s = 0 \) W/m², the microscopic physical...
Figure 7. The spatial-temporal evolution of the depleted DBL in a temperature gradient. (A) The chronopotentiometric (V–t) response driven by the overlimiting current at $Q_S = 1.3 \times 10^5$ W/m² under various convection modes, including EO, ET, NC, and ET+NC. (B) Time evolution of the DBL in terms of the dimensionless concentration distribution, along the channel bottom, where $t = 3000$ s for the dash dotted lines, $t = 9000$ s for the dashed lines and $t = 18000$ s for the solid lines. (C) Dynamic propagation of the ion-depletion layer as a function of time, in terms a surface and contour plot of $c = (c_1 + c_2)/2c_0$ inside the anodic chamber at different time nodes.

description presents an inhomogeneous distribution of induced free charge density along the channel length direction. The diffuse charge within ESCI exhibits a single plateau during the entire DBL propagation process (Fig. 6C). In fact, both the non-uniform ion number density within the IDZ and the temperature-dependent material properties make contribution to the ultimate conductivity gradient that accounts for the ET effect. To this end, it is not possible for the classical model to predict any charge density in the anodic chamber, since the linear perturbation analysis has only considered...
thermal anisotropy under uniform salt concentration, which is right against this particular circumstance with no heating but ion density fluctuation. As IDZ further expands with time, the wave-front of space charge layer induced by ICP moves in phase with DBL and becomes closer to the source terminal, as shown in Fig. 6C. It is worth to note that, we can only obtain such dynamic propagating behavior of ESCL via the enhanced treatment, while the classical model would malfunction. No EI occurs according to the calculation result for $Q_s = 0$, however, in that the charge density magnitude within the ESL is merely on the order of 0.01 mC/m².

On switching these microscale heaters on, the macroscopic and microscopic model can both present a distribution of free charge density near the membrane surface for different imposed heat flux $Q_s$, as shown in Fig. 6D, albeit having completely different profiles. The enhanced model even estimates a larger charge density adjacent to the anodic membrane interface than the linear approximation for all time nodes (Fig. 8A–D). This amply demonstrates the robustness of the improved physical description, since the classical model cannot resolve the induced charge wave within the ESCL and thereby natively gets a smaller charge density. In this view, it is much more convincing to apply the microscopic model to describe physics of ET convection when salt concentration is not constant in space.

Besides, with larger heater powers, flow velocity of ET vortex becomes quicker in the early stage. At the same time, however, quicker ET convection produces more potent convective mixing effect on the dynamic growth of DBL. In this sense, the propagating speed of ion depletion layer would slow down at larger temperature elevation. This effectively reduces the system impedance, and hence decreases the voltage drop across the chamber length direction at a constant current source. Since the electric field intensity above the microscale heaters diminishes, the degree of Maxwell–Wagner structural polarization in a conductivity gradient is weakened as well, resulting in a decaying space charge density at a greater heat source, as shown in Fig. 6D.

In addition, the ionic charge density approaches $O(10)$ mC/m² at $t \geq 7000$ s (Fig. 8B–D) for $Q = 1.3 \times 10^5$ W/m², which is about three orders of magnitude larger than $O(0.01)$ mC/m² without external heating (Fig. 6C). To this end, it is indeed the ET effect that causes convective mixing and achieves an active control of ion current transport in the anodic chamber, while EI is negligibly small for this situation.

### 3.2.3 Ion transport control with different heat flux

We then calculate both the V-t response and the dimensionless ion number density affected by ET with different heat flux imposed to the two microheaters, in Fig. 9A and B, respectively. As indicated clearly by these V-t curves in Fig. 9A, an enhancement in the imposed temperature gradient has the tendency to increase the salt concentration in IDZ in terms of inducing a smaller system impedance. That is, the stirring performance for ion species due to convective mixing from ET vortex flow field gets better in a larger temperature gradient, which induces stronger Maxwell–Wagner interfacial polarization adjacent to the microheaters in terms of a subtle change in charge induction (Fig. 6D). The same conclusion is even vividly obtainable from Fig. 9B, where the dynamic length of ion-depletion layer is invariably made shorter with an increase of $Q_s$ for the entire propagation process.

Importantly, our simulation results can qualitatively capture the salient feature of dynamic transport behavior of IDZ within a real nanofluidic ICP device developed in Ref.57. In this pioneering research on ET-based ion current control, it is demonstrated by practical experiments that ET vortex flow field is able to effectively stop the growth of DBL, which agrees well with current theoretical predictions shown in Fig. 7B and Fig. 9B.

### 3.3 Discussions on the impact of the enhanced model and relevant limitations

We focused on ET fluid motion at the micrometer dimension in this work. Indeed, a binary symmetric electrolyte KCl has been used all the time for demonstrating the superiority of the enhanced microscopic treatment. Even so, our improved model with more details can be well extended to study ET convection of other buffers and different background ion densities. For achieving this goal, bulk chemical reactions and surface Faradaic current injection should be incorporated in the renewed mathematical formulations, by adding bulk reaction terms in governing equation Eq. (2) and modifying the B.C. of normal ion flux considering field-induced exchange current density at the metal surfaces undergoing electrode polarization, respectively.

In the context of nonlinear electrodynamics excluding linear EO streaming that time-averages to zero in AC fields, since ICEO appears at frequencies below the reciprocal RC time scale for IDL capacitive charging, current model that has ignored electrochemical polarization is only feasible in capturing the actual fluid dynamics of ET beyond the threshold frequency for onset of electrochemical ion relaxation. Besides, in the case of internal heating, the solution conductivity usually has to exceed 0.05 S/m for inducing sufficient electric heat generation for activating observable net time-averaged ET streaming in harmonic fields, or else ICEO plays a dominating role at negligibly small temperature elevation in the low-frequency limit. So, how to surmount these limitations inhibiting the wide applicability of this enhanced treatment would certainly serve as an important topic of our future research.

### 4 Concluding remarks

In short summary, we have presented herein both comparison study and application demonstration, to introduce a microscopic physical description of ET-induced flow. This new model for interpreting the physical origin of ET effect directly accounts for mass conservation of ions in electrolyte.
Figure 8. A comparison study on the induced charge density near the ion-selective medium, between the linear approximation and the microscopic physical description of ET effect, at different time points: (A) $t = 1000 \text{s}$, (B) $t = 7000 \text{s}$, (C) $t = 9000 \text{s}$, and (D) $t = 18000 \text{s}$.

Figure 9. Effect of imposed heat flux on the dynamic evolution of the DBL due to ET. (A) V–t response for different heat flux. (B) Distribution of the dimensionless concentration along the channel bottom surface for different heat flux, where $t = 3000 \text{s}$ for the solid lines, $t = 9000 \text{s}$ for the dashed lines and $t = 18000 \text{s}$ for the dash dotted lines.

with inhomogeneous material properties due to non-uniform heating. Our mathematical analysis resolves the hitherto unexplained suppression of ET flow rate from experimental observation, wherein a subtle decrease of salt concentration is observable on top of the electrode gap of a maximum temperature rise in the context of a standard electrokinetic pump. ET-based active control of ion current transport can be possibly used for a broad spectrum of applications ranging from seawater desalination, drug screening to biomolecule preconcentration.
Moreover, the delicate combinations of EO, ET, and NC are even more efficient to control the dynamic growth of DBL, by inducing more intense convective mixing. Simulation of ion current control with the improved physical understanding, which considers microscopic conservation laws, can provide new physical insights into the design of ET-based micro/nanofluidic devices having multiple functionalities. It is our belief that the current microscopic perspective for ET is about to advance interdisciplinary sciences on condensed matter, analytical chemistry, and electrokinetic phenomena.
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