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A B S T R A C T

The data are derived from daily maximum temperatures recorded at AEC&RI, Kumulur Meteorological Observatory. Extreme maximum temperature using 25 years of data is studied. The maximum temperatures are modelled using the generalized extreme value distribution. The results showed that twenty five year maximums are significant to be fitted to the GEV model and thus are used as our selection periods. The Mann-Kendall test detects no monotonic trends for the maximum temperatures. The Kwiatkowski-Phillips-Schmidt-Shin test indicates that the data are stationary. Parameter values are estimated using the method of maximum likelihood. Both the Kolmogorov-Smirnov and Anderson-Darling goodness of fit tests show that the GEV distribution gives reasonable fit to the maximum quarterly temperatures. Estimates of the T-year return levels for the return periods 5, 10, 25, 50, 100, 110 and 200 years reveal that the air temperature for the AEC&RI Kumulur will be increasing over the next 200 years.
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Introduction

Extreme value Theory differs from other typical statistical techniques in its objective to quantify the stochastic behaviour of a process at unusually large or small levels. It is based on the analysis of the maximum (or minimum) value in a selected time period.

In general, EVT usually requires estimation of the probability of events that are more extreme than any that have already been observed. Extreme value theory has been widely used and studied by many researchers. The earliest recorded application of extreme value was by astronomers in rejecting outlying observations.

There is growing concern around the world about increased emissions by the industrialised nations of greenhouse gases (GHG), which will cause increase in the global temperature and changes of other climatic variables such as rainfall and evaporation (Raskin and Kemp-Benedict, 2004; Parida; Moalafhi and Dube, 2005; Parida and Moalafhi, 2008). In its Fifth Assessment Report, the International Panel on Climate Change (IPPC) concludes, among others, that future climate extreme events would indicate significant changes in terms of the frequency, intensity and duration around the world. In vulnerable regions, extreme
weather and climate can lead to disasters with significant impacts on human and natural systems (Ebi and Bowen, 2016). Historically, according to Ebi and Bowen, extreme events were generally rare in any one location, with time between events when human and natural systems could recover from the impacts experienced. However, as climate change increases the frequency, intensity and duration of some extreme weather and climate events (IPCC, 2013), the time between extreme events will shorten across this century. This means that as the frequency, intensity and duration of extreme weather and climate events increase, there will be greater decreases in the return periods of such events. And, shorter return periods could affect the resilience of the affected communities to subsequent extreme events, especially in communities or countries at high risk of experiencing extreme weather and climate events like droughts. Precipitation and temperature extremes are considered to be the most important climate events and, have been extensively explored over the past several decades, according to Wen; Fang; Qi; Zhou and Gao (2015). Although deficient rainfall is considered the chief architect of droughts, heat waves and temperature extremes, though underestimated, often play crucial roles in drought development and intensification (Trenberth and Qian, 2004), (Bandyopadhyay; Bhuiyan and Saha, 2016). Regions with arid and semi-arid climate are more susceptible to drought, since they are more sensitive to rainfall deficiency and temperature extremes (Bhuiyan, 2008; Bandyopadhyay; Bhuiyan and Saha, 2016). The present study focuses on temperature extremes.

Materials and Methods

The present investigation was conducted at AEC&RI, Kumulur Tiruchirappalli district, 25 years daily maximum temperature data was analyzed and data was collected from the Meterological observatory, AEC&RI Kumulur.

Statistical analysis was carried out by 25 years extreme temperature was descriptive statistics, Mann Kendal trend Test, Kwiatkowski-Phillips-Schmidt-Shin (KPSS) Stationary Test, fitting of probability distributions, estimating the parameter by using maximum likelihood method, Normality test (Q-Q Plot, P-P Plot, Probability difference plot), Goodness of fit test and estimating the return level. Different statistical software was used for different statistical analysis.

Study area

The study area lies between latitude 100 56’ 34.05’’N and longitude 780 49’ 34.89’’ E at an elevation of 72.2376 m above mean sea level. The total area of the campus is 280 acres. Annual average rainfall of Kumulur is 881.412 mm. The average monthly relative humidity is 60.5%. Different types of crops such as rice, maize, sugarcane, ragi and vegetables are growing in the campus.

Method of determination of the extreme value

Block maxima

Block Maxima Method Data is divided into blocks of a specific time period.

Each block is further specified period formed the highest value. Highest data is the sample of extreme values.

Peaks over threshold

This method uses standard or threshold value. Data that exceeds standard or threshold value is the sample of extreme value.
Methodology

The brief historical development of extreme value is given in the encyclopedia [KJR85] states that the basic theory of extreme value was first developed by Frechet in 1927 and by Fisher & Tippet in 1928 but was formalized by Gnedenko in 1943. Suppose there exists an independent distributed sequence of random variables X, the pdf function is given by

Mann Kendall trend test

The Mann-Kendall test is described in detail in Hirsch, et al., (1982, 1984), Gilbert (1987) and Helsel and Hirsch (2002). It is used to test for a monotonic trend of the variable of interest when the data collected over time are expected to have seasonality and serial correlation. The test assumes that when no trend is present, the observations in the time series are not serially correlated.

Adopting the notation of Hirsch, et al., (1982, 1984), let \( X_{ij} \) denote the observation obtained in season \( i \) in year \( j \), where a season may be a day, week, month, quarter or any other period of time. In the present paper, the season is a quarter of a year. Hence, let \( X = (x_1, x_2, x_3, x_4) \) represent the entire dataset collected over years consisting of data subsets \( X_i, x_2, x_3, x_4 \) where \( x_i = (x_{i1}, x_{i2}, \ldots, x_{in}), i = 1, 2, 3, 4 \), denotes the set of data for the \( i \)th quarter for \( n \) years.

The null hypothesis \( H_0 \) for the two-sided (homogeneity) MK test is that there is no monotonic trend in the series and the alternative hypothesis \( H_A \) is that for one or more season there is an upward and downward trend over time.

The null hypothesis is \( z \) equal to zero. On the other hand, a positive (negative) value of \( z \) is an indicator of an increasing (decreasing) trend.

Mann Kendall test was carried out by using XLSTAT.

Kwiatkowski-Phillips-Schmidt-Shin (KPSS) Stationary Test

The KPSS test tests the null hypothesis that a time series is stationary against the alternative that the series is non-stationary due to the presence of a unit root. The test is derived by starting with the model

\[
\begin{align*}
X_i &= \beta' D_i + \mu_i + \epsilon_i, \\
\mu_i &= \mu_{i-1} + \epsilon_i, \\
W &= WN(0, \sigma^2)
\end{align*}
\]

where \( \beta \) is a vector of regression coefficients, \( D_i \) contains deterministic components (constant or constant plus time trend), \( \mu_i \) is a pure random walk with innovation variance \( \sigma^2 \), and \( \epsilon_i \) is a random error term of \( X_i \) and may be heteroskedastic., \( \epsilon_i \) denotes the error term of \( \mu_i \) and is assumed to be a series of identically distributed independent random variables of expected value equal to zero and constant variance \( \sigma^2 \).

The KPSS test is a one-sided test with the null hypothesis of stationarity being equivalent to the assumption that the variance \( \sigma^2 = 0 \), which implies that \( \mu_i \) is a constant and, hence, that \( X_i \) is trend stationary. Thus, the KPSS test statistic is the Lagrange multiplier (LM) or score statistic for testing \( \sigma^2 = 0 \) against the alternative that \( \sigma^2 > 0 \) and is given by Equation (4) as
\[
K = \frac{1}{T^2} \sum_{t=1}^{T} \hat{S}_t^2
\]

(4)

Where \( \hat{S}_t = \sum_{j=1}^{t} \hat{u}_j \), \( \hat{u}_j \) is the residual of a regression of \( x_i \) on \( D_t \) and \( \hat{\lambda}^2 \) is a consistent estimate of the long-run variance of \( u_t \).

As the KPSS stationary test is a one-sided right-tailed test, one rejects the null of stationarity at the 100\( \alpha \)% level if the KPSS test statistic \( K \) is greater than the 100(1 - \( \alpha \))% quantile from the appropriate asymptotic distribution.

The MLEs of \( \mu, \sigma \) and \( \xi \) are determined by maximising Equation (5) with respect to the parameter vector \( (\mu, \sigma, \xi) \). See Hosking (1985) for details. No analytical solution to Equation (5) exists and numerical optimisation algorithms have been used in practice. In this study, the Newton-Raphson method was used to solve the likelihood equations above, following Hosking (1985) and MacLeod (1989).

Fitting of distribution and parameter estimation was carried out by EASYFIT software.

**Model assessment**

**Diagnostic plots**

Though it is impossible to check the validity of an extrapolation based on a GEV model, assessment can be made with reference to the observed data (Coles, 2001). In this paper, we use the probability plot, quantile plot, return level plot and density plot for model checking. However, graphical diagnostic techniques are subjective in nature and should, therefore, be supported by more rigorous statistical tests such as the well-known Kolmogorov-Smirnov and Anderson-Darling as they allow for quantitative assessment of model fit.

**Goodness-of-fit and model selection**

The two commonly used goodness-of-fit tests for extreme value models are the Kolmogorov-Smirnov test and the Anderson-Darling test, both of which are based on the empirical distribution function (edf).

**Kolmogorov-Smirnov test**

The Kolmogorov-Smirnov (K-S) test is defined as the largest vertical difference between the empirical cumulative distribution

\[
1 + \xi \left( \frac{x_i - \mu}{\sigma} \right) > 0, \text{ for } i = 1, 2, ..., n.
\]
function (edf) $F_n(x)$ to and the theoretical cumulative distribution function (cdf) $F(x)$. It is used for testing the null hypothesis that a sample of size $n$ comes from a population with a specified distribution.

That is, if $X(1), X(2), \ldots, X(n)$ denote an ordered sample of independent observations from a population with distribution function $F(x)$, the K-S test statistic is given by Equation (6).

$$D = \max_{1 \leq i \leq n} \left( \frac{i}{n} - u_i, u_i - \frac{1}{n+1} \right)$$

(6)

Where $u_i = F(x_i)$, the cdf evaluated at the $i$th ordered observation of the ordered sample, $i = 1, 2, 3, \ldots, n$, and $n$ is the number of observations.

The null hypothesis of the test is rejected in favour of the alternative if the calculated value of $D$ is improbably large.

**Anderson-Darling test**

The Anderson-Darling (A-D) test due to Anderson and Darling (1952) is used for testing the null hypothesis that a sample of size $n$ comes from a population with a specified distribution. It is based on the discrepancy between the empirical cumulative distribution function $F_n(x)$ to and the theoretical cumulative distribution function $F(x)$.

This test gives more weight to the tails of the distribution than the Kolmogorov-Smirnov test. Let $X(1), X(2), \ldots, X(n)$ denote an ordered sample of independent observations from a population with distribution function $F(x)$. The test statistic of the Anderson-Darling test is

$$A_n^2 = -n - \frac{1}{n} \sum_{i=1}^{n} (2i-1) \left[ \ln(u_i) + \ln\left(1-u_{n+i-1}\right) \right]$$

(7)

Where, as before, $u_i = F(x_i), \ i = 1, 2, 3, \ldots, n$.

The distribution function of the A-D statistic is complicated, even asymptotically.

However, Marsaglia and Marsaglia (2004) provide a computational method to evaluate the accuracy of the cdf for any sample size.

And, the null hypothesis of the test is rejected in favour of the alternative if the calculated value of $A_n^2$ is improbably large.

**Return level**

The fitted distribution then can be used to estimate the $t$-year return level, which represents the high quantile for which the probability that the annual maximum exceeds this quantile is $1/t$.

The return period of a particular event is the inverse of the probability that the event will be exceeded in any given year, i.e. the $t$-year return level is associated with a return period of $t$ years.

The $T$-year return level is obtained by inverting the GEV distribution function given by

$$F(q_T) = 1 - \frac{1}{T}$$

(8)

$$q_T = \begin{cases} \mu - \frac{\sigma}{\xi} \left(1 - \log\left(1 - \frac{1}{T}\right)\right)^{-\frac{1}{\gamma}}, & \gamma \neq 0 \\ \mu - \sigma \log\left(1 - \frac{1}{T}\right), & \gamma = 0 \end{cases}$$

(9)
Fig. 1 PDF of various distributions

Fig. 2 PDF of various distributions for Extreme Maximum temperature

Probability density function
PDF of GEV distribution

Fig.3 Q-Q plot for fitted distributions to assessing normality
Fig. 4 P-P Plot for assessing the normality

Fig. 5 Probability difference chart for the fitted distribution model
Fig. 6 Estimated return level

KPSS (Kwiatkowski-Phillips-Schmidt-Shin (KPSS) Stationary Test)

| KPSS test (Level / Lag Short / temperature): |
|---------------------------------------------|
| Eta (Obs) | 0.228 |
| Eta (Crit) | 0.440 |
| p-value | 0.242 |
| alpha | 0.05 |

Test interpretation:
H0: The series is stationary.
Ha: The series is not stationary.
As the computed p-value is greater than the significance level alpha = 0.05, one cannot reject the null hypothesis H0.
The risk to reject the null hypothesis H0 while it is true is 24.20%.

Table 1 Descriptive statistics of extreme temperature

| Statistic           | Value    | Percentile   | Value  |
|---------------------|----------|--------------|--------|
| Sample Size         | 25       | Min          | 36     |
| Range               | 6.5      | 5%           | 36.3   |
| Mean                | 40       | 10%          | 38.2   |
| Variance            | 2        | 25% (Q1)     | 39.5   |
| Std. Deviation      | 1.4142   | 50% (Median) | 40     |
| Coef. of Variation  | 0.03536  | 75% (Q3)     | 41     |
| Std. Error          | 0.26284  | 90%          | 42     |
| Skewness            | -0.88869 | 95%          | 42.35  |
| Excess Kurtosis     | 2.185    | Max          | 42.5   |
Table 2: Parameters of fitted extreme value distribution

| Distributions | Location | Shape      | Scale  |
|---------------|----------|------------|--------|
| GEV           | 39.624   | -0.42469   | 1.4032 |
| Gumbel Max    | 39.624   |            | 1.1027 |
| Frechet       |          | 39.132     | 28.192 |
| Pareto        |          | 36         | 9.5468 |
| Welbull       |          | 40.572     | 30.483 |

Table 3: Kolmogorov-Smirnov test

| Distributions | Statistics | Critical value | P value | Reject |
|---------------|------------|----------------|---------|--------|
| Gumbel Max    | 0.2533     | 0.2640         | 0.06692 | No     |
| GEV           | 0.20877    | 0.2640         | 0.196   | No     |
| Weibull       | 0.20284    | 0.26404        | 0.22269 | No     |
| Frechet       | 0.30402    | 0.31657        | 0.01511 | No     |

Table 4: Anderson-Darling test

| Distributions | Statistics | Critical Value | Significance level |
|---------------|------------|----------------|--------------------|
| Gumbel Max    | 2.4912     | 2.5018         | 0.05               |
| GEV           | 0.96712    | 1.374          | 0.05               |
| Weibull       | 0.0124     | 2.5018         | 0.05               |
| Frechet       | 2.441      | 2.5018         | 0.05               |

Table 5: Estimated return level

| Return period T(Years) | Estimated return level (°C) |
|------------------------|----------------------------|
|                        |                            |
| 5                      | 41.72                      |
| 10                     | 42.03                      |
| 50                     | 42.48                      |
| 100                    | 42.59                      |
| 200                    | 42.68                      |
Results and Discussion

The study uses 25 years of yearly maximum temperature data of Kumulur. A quick glance at Figure 2 will not give much insight to long term change. The summary statistics of extreme rainfall data is illustrated in Table 1, which revealed that data have slight flat tail at right side i.e. positively skewed and platikurtic with high variability. Maximum likelihood estimates of the Gumbel Max, Frechet and Weibull distribution are given in Table 2 and probability density functions (PDF) of Gumbel Max, Frechet, Weibull and GEV distributions are indicated in Figure 3, respectively.

In the fitted distributions Gumbel Max, Frechet and Weibull distributions are two parameters distribution and GEV is three parameters distribution, so that in Table 2 Gumbel Max, Frechet and Weibull have only two parameters but GEV has all the three parameters.

The Table 2 indicates that two parameter distribution having the comparatively larger value of their parameter than GEV distribution.

Mann Kendal trend test

\[ P=0.338 > q = (-41.000) \]

The results show the decreasing trend in the temperature series. There is has not been a significant monotonic trend in the overall temperature data.

The observed KPSS test statistics is \( k=0.228 \) with the \( p \) value greater than the 0.1, indicating that the test is not significant.

Conclude that the observed data of AEC&RI, Kumulur (temperature data), indicate that the data are in stationarity.

Model assessment

Normality test (Q-Q plot) Quantile plot

Normality of the fitted distributions is assessed by Q-Q plot indicated in the Figure 4. It is obvious form the figure that quintiles of GEV distribution [Figure 4 (D)] mostly occupied the reference line compare to other distributions. In Figure 5 Probability difference chart revealed that inner most (sky color) quintiles are much closer to horizontal reference line belongs to GEV distribution. So, on the basis overall statistical selection criteria GEV is the best fitted distributional model to assess the extreme maximum temperature in Kumulur station.

Normality of the fitted distributions is assessed by Q-Q plot indicated in the plots.

Goodness of fit

Goodness of fit for the fitted models is tested by K-S Test and A-D test illustrated in the Table 3. It is reported from the table that all the models are successfully passed the goodness of fit test (K-S Test and A-D test) at 5% level of significant (Tables 3 and 4). That means all the models can easily occupy the uncertainties pattern in the data.

All the models are successfully passed the goodness of fit test at 5% level of significant. So on the basis overall statistical selection criteria GEV is the best fitted distributional model to assess the extreme maximum temperature in Kumulur.

Return level

Once the best model for the data has been selected, the interest is in deriving the return levels of extreme maximum temperature. The return level for 5, 10, 50, 100 and 200 years are indicated in the Table 5.
This analysis shows extreme value Theory (EVT) to be a reliable tool for climate extreme. Generalized extreme value distribution is used to model maximum temperatures using data from AEC&RRI Kumulur for 1991 to 2015. The KPSS test of stationarity on the series reveals that the maximum temperatures are stationary. Mann Kendall trend test reveals no presence of monotonic trend. Parameters of the GEV distribution using the MLE method. Model diagnostics, which includes the probability plot, quantile plot and density plot shows a good fit of the GEV model to the AEC&RRI Kumulur. Kolmogorov-Smirnov and Anderson-Darling goodness of fit test is test the data is good for fit. T year return levels for the return periods, 5, 10, 25, 50, 100, 110 and 200 years respectively are estimated. AEC&RRI Kumulur temperature will be increase for the next 200 years. On the basis of available data, it is also revealed that the observed maximum temperature of 42.68°C may not be exceeded even in the next 200 years. For further study, researcher can make a long term prediction for other weather parameter which are directly or indirectly affect to the sector like agriculture, production industry and other sectors on which human life is dependent.
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