Non-Markovian transients in transport across chiral quantum wires using space-time non-equilibrium Green functions
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Abstract. We study a system of two non-interacting quantum wires with fermions of opposite chirality with a point contact junction at the origin across which tunneling can take place when an arbitrary time-dependent bias between the wires is applied. We obtain the exact dynamical non-equilibrium Green function by solving Dyson’s equation analytically. Both the space-time dependent two and four-point functions are written down in a closed form in terms of simple functions of position and time. This allows us to obtain, among other things, the I-V characteristics for an arbitrary time-dependent bias. Our method is a superior alternative to competing approaches to non-equilibrium as we are able to account for transient phenomena as well as the steady state. We study the approach to steady state by computing the time evolution of the equal-time one-particle Green function. Our method can be easily applied to the problem of a double barrier contact whose internal properties can be adjusted to induce resonant tunneling leading to a conductance maximum. We then consider the case of a finite bandwidth in the point contact and calculate the non-equilibrium transport properties which exhibit non-Markovian behaviour. When a subsequently constant bias is suddenly switched on, the current shows a transient build up before approaching its steady state value in contrast to the infinite bandwidth case. This transient property is consistent with numerical simulations of lattice systems using time-dependent DMRG (tDMRG) suggesting thereby that this transient build up is merely due to the presence of a short distance cutoff in the problem description and not on the other details.
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1. Introduction

It has been over half a century since pioneering theoretical insights shed light on the physics of electron-electron interactions in one-dimensional quantum systems. It was found that a Fermi-liquid description of a 1D electron gas would be destabilised even for a weak repulsive interaction. Later Haldane [1] coined the term “Luttinger Liquid” to describe the generic state of a one dimensional system of interacting electrons. With advancement in experimental techniques, it has become possible to realise one-dimensional electron systems in semiconductor hetero-structures [2, 3] and recently in carbon nanotubes [4, 5]. However, the presence of impurities in such experimentally fabricated samples make it very difficult to look for Luttinger Liquid (LL) properties in the lab. This sparked a huge theoretical interest in the problem of impurities in LLs. Kane and Fisher in their pioneering works [6, 7] showed that for repulsive interactions the electrons are always reflected by a weak link and are transmitted even through a strong barrier in the case of attractive interactions. In addition to this, several analytical[8, 9, 10] and numerical approaches [11, 12, 13, 14, 15] have made their mark in this topic.

One-dimensional chiral Luttinger liquids are realised as the edge states of fractional quantum Hall fluids. By using contacts placed at the opposite sides of a tunnel barrier the transport properties related to electron tunneling into fractional quantum hall edges (FQH) with a potential bias between them can be measured. The application of a potential bias drives the system out of equilibrium. The study of non-equilibrium dynamics of the particles is crucial to understand the transport properties. Wen [16] predicted a universal scaling form for the tunneling behaviour as a function of bias voltage $V$ and temperature $T$ using a perturbative approach. When the energy scale is determined by the thermal energy the prediction is that the tunneling current obeys a power law in temperature $I_{\text{tun}} \propto T^{\alpha - 1}$ while depending linearly on $V$ and when the energy scale is dominated by $eV$ the current is nonlinear in bias voltage $I_{\text{tun}} \propto V^\alpha$. 
The exponent $\alpha$ is determined by the topological properties of the bulk FQH liquid. Alternatively, Kane and Fisher [7, 17] used a renormalisation group (RG) analysis to obtain an expression for the tunneling current in the weak-tunneling limit, which exhibits the same limiting behaviours as in Wen’s work. They were able to obtain a duality relation between the strong and weak-tunneling limits. Power law behaviour of the I-V ($I \propto V^\alpha$) characteristic was observed for a continuum of filling fractions $\nu$ [18, 19]. The $\nu = 1$ quantum Hall edge states are realized as non-interacting chiral quantum wires. Experimental studies involving one-dimensional constrictions defined by split-gates similar to the schematic shown in Fig.1 have been of interest since early days of quantum transport research [20, 21, 22, 23, 24, 25, 26, 27].

Even when inter-particle interactions are absent, investigation of non-equilibrium dynamics is a non-trivial task. Experimental techniques have advanced in recent years to observe ultrafast transient responses in nanoscale electronic devices. Also experimental methods using tunneling spectroscopy have assisted researchers in understanding the non-equilibrium dynamics of low-dimensional systems better [28, 29]. Computational Wigner-function approach has been used in the past to study steady state as well as transient regime in a resonant tunneling diode [30]. But the theoretical tool of choice to study the subtle physics of non-equilibrium systems is the non-equilibrium Green function (NEGF) method (also known as Keldysh formalism). Although there are several techniques such as reduced density matrix methods [31], time-dependent DFT [32, 33], quantum master equation [34], density matrix renormalisation group [35, 36, 37], quantum Langevin equation [38, 39], Bohm trajectories [40, 41], Wigner transport equation [42, 43, 44], none are well suited to naturally include interactions in the system. The Keldysh formalism to handle the non-equilibrium Green function (NEGF) is a popular choice [45, 46]. This method has been extensively used to study tunneling conductance in generic tight binding junctions [47], nonequilibrium currents in quantum dots [48] as well as time dependent transport in double barrier resonant tunneling systems [49].

In this work, we explore the problem of non-equilibrium transport across a point-like contact between two chiral (i.e. unidirectional) non-interacting one-dimensional quantum wires (see Fig.1). In [50] the authors consider tunneling between interacting chiral quantum wires albeit treating the point contact perturbatively. Since we treat the point contact exactly, our work complements this earlier work [50] and contributes to a comprehensive understanding of this model. We exactly solve for the non-equilibrium Green functions (NEGF) in real space and time from the equation of motion of the Fermi fields as opposed to Fourier transformed energy domain. We extend our analysis beyond the infinite bandwidth limit and consider the case of a finite bandwidth in the point-contact. We obtain a transient in the tunneling current and this term involves an integral over the past history of the system and hence exhibits non-Markovian dynamics. Non-Markovian effects in quantum transport in nanodevices has attracted much attention in recent years over potential applications in quantum computing and nanotechnology. The non-Markovian master equation approach [51], analyses based on Keldysh non-equilibrium Green function formalism [49, 52, 53, 54] and theories based on the Feynman-Vernon influence functional [55] have proven to be very useful in studying transient transport beyond the infinite bandwidth limit. In this work we treat the infinite bandwidth case to be the zeroth order result of a systematic perturbation approach and consider the effects of a finite bandwidth in the point-contact upto first order.
This paper is organised as follows. In Section 2 we describe the model Hamiltonian and show in detail the method employed to calculate the finite temperature NEGF in terms of simple functions of position and time in presence of an arbitrary time-dependent voltage bias. In Section 3 we calculate the tunneling current and differential tunneling conductance for the non-interacting system in presence of an arbitrary time-dependent voltage bias using the NEGF. In Section 4 we point out certain unique non-equilibrium features of this particular model we are studying. We choose to call them bias-induced anomalies. In Section 5 we compute the dynamical density of states (DDOS). In Section 6 we discuss the case of a complex time-dependent tunneling parameter and calculate the tunneling current for this case and show under what circumstances this approach is equivalent to the previously discussed case. We show in Section 7 how our method can be easily applied to the case of resonant tunneling through a double barrier. We then introduce in Section 8 a finite bandwidth in the point-contact and develop a systematic perturbative approach to calculate the transient transport properties which are non-Markovian in this case. Finally in Section 9 we summarise our main results and its implications.

Exact analyses on time-dependent transport properties in out of equilibrium systems have been done by other authors that go beyond the infinite bandwidth limit [52]. However in our approach, we analytically obtain the exact non-equilibrium Green functions in space and time domain (two space-time points) as opposed to these other approaches that only consider constant bias and obtain the Green functions in a Fourier transformed frequency domain. When the point-contact has a finite bandwidth, closed formulas for the full NEGF are possible only as a perturbative series in the inverse of the bandwidth. It is remarkable indeed that a closed formula for the out-of-equilibrium space-time Green function with a general bias of a problem as important as the present one has not been written down till now. This formula provides a convincing derivation of the I-V characteristics that is able to account for a variety of situations such as, time-dependent bias and nonlinearities in the I-V characteristics and so on. Given these observations, it is hard to overstate the importance of the present work.

Appendix A includes some details on how to calculate the tunneling current from the Green functions. Appendix B computes the local dynamical density of states in presence of an arbitrary time-dependent bias. Appendix C derives the connection between the present formalism and the conventional Keldysh Green functions. Finally, Appendix D shows details of the calculation of tunneling current when a finite bandwidth in the point-contact is introduced.

2. Model and formalism

The tunneling through a point-contact is described by the addition of a tunneling Hamiltonian [56]. The full Hamiltonian for the system under consideration is,

\[ H \equiv \sum_p (\epsilon_{FP} + eV_b(t))c_{p,R}^\dagger c_{p,R} + \sum_p (-\epsilon_{FP})c_{p,L}^\dagger c_{p,L} + \frac{\Gamma}{L} (c_{p,R}^\dagger c_{p,L} + c_{p,L}^\dagger c_{p,R}) \]  

(1)

where \( R \) and \( L \) label the right and left moving chiral spinless modes and \( V_b(t) \) is the generic time dependent bias voltage applied to one of the contacts, the right(\( R \)) moving one in this case. \( c_{p,R}^\dagger \) and \( c_{p,L} \) are the spinless fermion creation and annihilation operators in momentum space and we use the notation \( c_{p,R}^\dagger = \sum_{-\Lambda}^{\Lambda} c_{p,R}^\dagger \) and \( \Gamma = \Gamma^\ast \) is the tunneling amplitude of the symmetric point-contact junction and \( L \) that does not appear in the subscript is the system size. \textit{Note that a regularisation scheme is implicit when writing down Eq.1. We call this Dirichlet’s regularisation. Here summing over all momenta implicitly means summing over an interval} \( p \in \{-\Lambda, \Lambda\} \text{ and then setting} \) \( \Lambda \to \infty \). \text{This leads us to conclude, among other things, that the values of discontinuous functions are always the average of left and right hand limits. Specifically in the Dirichlet regularisation, the step function that appears repeatedly in the rest of the paper is defined as} \( \theta(x > 0) = 1, \theta(x < 0) = 0, \theta(x = 0) = \frac{1}{2} \). \text{We postulate that the right mover experiences a potential} \( V_b(t) \) \text{more than the left mover at all spatial locations. Note that we have considered a generic time-dependent bias and hence our method is not restricted to the case of a dc-bias alone.}

2.1. Equations of Motion

We may now go ahead and write down the equations of motion for the Fermi fields for the Hamiltonian in Eq.1 and systematically solve them to obtain the position-time non-equilibrium Green’s function. The
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The equations of motion are

\[ i\partial_t c_{p,R}(t) = (v_{fp} + eV_b(t)) c_{p,R}(t) + \frac{\Gamma}{L} c_{.,L}(t) \]
\[ i\partial_t c_{p,L}(t) = -v_{fp} c_{p,L}(t) + \frac{\Gamma}{L} c_{R,.}(t) \]

On solving the above coupled differential equations we write down the solutions explicitly in real space and time (where \( \psi_{R/L}(x) = \frac{1}{\sqrt{2}} \sum_p e^{ipx} c_{p,R/L} \)).

\[ \psi_R(x,t) = U(t_0,t) \left[ 1 + 2v_F \Gamma \text{sgn}(t_0 - t + \frac{x}{v_F}) \xi(x,t) \right] \psi_R(x - v_F(t - t_0), t_0) - i(2v_F)^2 U(t - \frac{x}{v_F}, t) \xi(x,t) \psi_L(-x + v_F(t - t_0), t_0) \]

and

\[ \psi_L(-x,t) = \left[ 1 + 2v_F \Gamma \text{sgn}(t_0 - t + \frac{x}{v_F}) \xi(x,t) \right] \psi_L(-x + v_F(t - t_0), t_0) - i(2v_F)^2 U(t_0, t - \frac{x}{v_F}) \xi(x,t) \psi_R(x - v_F(t - t_0), t_0) \]

Where we have set,

\[ \xi(x,t) = \frac{\Gamma}{v_F} \frac{[\theta(x) - \theta(v_F t_0 + x - v_F t)]}{\Gamma^2 - 4\Gamma^2 \theta(t - \frac{x}{v_F} - t_0) \delta(t_0 - t + \frac{x}{v_F}) + 4v_F^2} \]

and we have defined \( U(\tau,t) = e^{-i\int_0^\tau e^{iV_b(s)ds}} \). The time \( t_0 \) specifies, at this stage, some (arbitrary) initial time. Here \( \theta(x) \) is the Heaviside step function but regularised using the Dirichlet criterion (i.e. \( \theta(0) = \frac{1}{2} \)). Also \( \text{sgn}(x) \equiv \theta(x) - \theta(-x) \). It is easy to verify that the above expressions for the fields do satisfy the equations of motion in real space and time which are

\[ i\partial_t \psi_R(x,t) = (-iv_F \partial_x + eV_b(t)))\psi_R(x,t) + \Gamma \delta(x) \psi_L(0,t) \]
\[ i\partial_t \psi_L(x,t) = iv_F \partial_x \psi_L(x,t) + \Gamma \delta(x) \psi_R(0,t) \]

2.2. The non-equilibrium Green functions

We assume that the system is in thermal equilibrium with a reservoir at temperature \( T_{\text{emp}} = \frac{1}{2} \) in the remote past since the voltage bias is zero at these early times. Now setting the time \( t_0 = -\infty \) means the same as the system being in the equilibrium state, i.e. before the bias voltage is applied. Using this condition in Eqs.3 and 4 we may write,

\[ \psi_R(x,t) = U(-\infty,t) \left[ 1 - \theta(x) \frac{2\Gamma^2}{\Gamma^2 + 4v_F^2} \right] \psi_{R,0}(x - v_F(t - t_0) < 0, t_0) - i\frac{\Gamma}{v_F} \theta(x) U(t - \frac{x}{v_F}, t) \frac{(2v_F)^2}{\Gamma^2 + 4v_F^2} \psi_{L,0}(-x + v_F(t - t_0) > 0, t_0) \]

and

\[ \psi_L(-x,t) = \left[ 1 - \theta(x) \frac{2\Gamma^2}{\Gamma^2 + 4v_F^2} \right] \psi_{L,0}(-x + v_F(t - t_0) > 0, t_0) - i\frac{\Gamma}{v_F} \theta(x) \frac{(2v_F)^2 U(-\infty, t - \frac{x}{v_F})}{\Gamma^2 + 4v_F^2} \psi_{R,0}(x - v_F(t - t_0) < 0, t_0) \]

Before calculating the two-point Green's function it is crucial to note how the point-contact tunneling amplitude is related to the reflection (R) and transmission (T) amplitudes \(|T|^2 + |R|^2 = 1\) when modelled as an isolated impurity as shown in the reference [57],

\[ \Gamma = \Gamma^* = \frac{4iv_F RT}{2T^2 + 2T} \]
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This means,

\[ R = -i \frac{4\Gamma v_F}{\Gamma^2 + 4v_F^2}, \quad T = \frac{4v_F^2 - \Gamma^2}{\Gamma^2 + 4v_F^2} \]

Note that since \( t_0 \) is in the equilibrium region (\( t_0 = -\infty \)) the quantities \( x - v_F(t - t_0) < 0 \) and \( -x + v_F(t - t_0) > 0 \) for any fixed \( x, t \). The correlation functions at time \( t_0 = -\infty \) then are the well-known finite temperature equilibrium Green functions. Set \( z = x - v_F(t - t_0) < 0 \), \( z' = x' - v_F(t' - t_0) > 0 \),

\[
< \psi^\dagger_{R,0}(z, t_0) \psi_R(z, t_0) > = < \psi^\dagger_{L,0}(-z', t_0) \psi_L(-z, t_0) > = -\frac{i}{2\pi \sinh(\frac{\pi}{2v_F}(x - x' - v_F(t - t'))) \kappa_{\nu,\nu'}(z, z') (12)
\]

where \( \beta \) is the inverse temperature. The \( R, L \) and \( L, R \) correlations with the position coordinates at the opposite sides of the point-contact are zero.

Using Eqs.11-12 in Eqs.7-8 and the corresponding conjugates, we get the full non-equilibrium Green functions (NEGF),

\[
< \psi^\dagger_{\nu'}(x', t') \psi_\nu(x, t) > = -\frac{i}{2\pi \sinh(\frac{\pi}{2v_F}(v_{x'} - v_{x} - v_F(t - t')) \kappa_{\nu,\nu'}(z, z') (13)
\]

where \( \nu, \nu' = \pm 1 \) with \( R = 1 \) and \( L = -1 \) and

\[
\kappa_{1,1} = \left( U(t', t) \left[ 1 - \theta(x') \frac{2\Gamma^2}{\Gamma^2 + 4v_F^2} \right] - \theta(x) \frac{2\Gamma^2}{\Gamma^2 + 4v_F^2} \right) \left[ 1 - \frac{\Gamma (2v_F^2)^2}{v_F^2 (\Gamma^2 + 4v_F^2)} \theta(x) \theta(x') U(t', t - \frac{x'}{v_F}) U(t - \frac{x}{v_F}) t \right] (14)
\]

\[
\kappa_{-1,-1} = \left[ 1 - \theta(-x') \frac{2\Gamma^2}{\Gamma^2 + 4v_F^2} \right] - \theta(x) \frac{2\Gamma^2}{\Gamma^2 + 4v_F^2} \left[ 1 - \frac{\Gamma (2v_F^2)^2}{v_F^2 (\Gamma^2 + 4v_F^2)} \theta(-x) \theta(-x') U(t' + \frac{x'}{v_F} + t + \frac{x}{v_F}) \right] (15)
\]

\[
\kappa_{1,-1} = -\left( -U(t - \frac{x}{v_F}) U(t' - \frac{x'}{v_F}) \right) \left[ 1 - \theta(-x') \frac{2\Gamma^2}{\Gamma^2 + 4v_F^2} \theta(x) \left[ 1 - \theta(x) \frac{2\Gamma^2}{\Gamma^2 + 4v_F^2} \theta(-x') \right] \right] (16)
\]

\[
\kappa_{-1,1} = -\left( -U(t' + \frac{x}{v_F}) U(t + \frac{x'}{v_F}) \right) \left[ 1 - \theta(x') \frac{2\Gamma^2}{\Gamma^2 + 4v_F^2} \theta(-x) \left[ 1 - \theta(-x) \frac{2\Gamma^2}{\Gamma^2 + 4v_F^2} \theta(x') \right] \right] (17)
\]

For illustrative purposes, let us consider a step bias that is initially zero but is turned on suddenly at \( t = 0 \) and remains constant for all positive times. We can show by plotting the equal-time RR non-equilibrium Green function for various times is plotted, clearly showing the initial transient regime followed by the appearance of a steady state at sufficiently long times after the switching on of a constant bias. We show in Appendix C how the space-time non-equilibrium Green function we have written in Eq.13 can be interpreted as the Keldysh contour ordered NEGF.
Figure 2: Transient in NEGF: This figure shows density plots of the real part of the equal-time RR Green function \( \text{Re}\[<\psi_R^\dagger(x',t)\psi_R(x,t)>\] vs time \(t\) in presence of a step bias that is switched on at \(t = 0\). The real part of the non-equilibrium Green functions shows transient dynamics (a)-(e) before reaching a steady state (f)-(i). The other parameters are chosen to be \(\Gamma = 2\) and \(v_F = 1\).

2.3. Consistency check in the equilibrium limit

In a steady-state, the NEGF is a function of the time-difference \(t - t'\). The equilibrium Green’s function also depends only on the time difference but the non-equilibrium nature of the problem is evident in the fact that the NEGF does not obey the KMS boundary conditions in imaginary time \([59, 60]\) even when the system has reached a steady state. It is an important consistency check to make sure that the NEGF reduces to the equilibrium Green’s function when the times \(t\) and \(t'\) are set to be in the equilibrium region (remote past). This is equivalent to setting \(U(t', t) = 1\) since there is no voltage bias when the system is in equilibrium. Note that when \(xx' > 0\),

\[
\left( \left[1 - \theta(x) \frac{2\Gamma^2}{\Gamma^2 + 4v_F^2}\right] \left[1 - \theta(x') \frac{2\Gamma^2}{\Gamma^2 + 4v_F^2}\right] + \theta(x)\theta(x') \left( \frac{\Gamma}{v_F} \frac{(2v_F)^2}{\Gamma^2 + 4v_F^2} \right)^2 \right) = 1 \] (18)
whereas from Eq.10 it is clear that when $xx' < 0$,
\[
\left(1 - \theta(x')\frac{2\Gamma^2}{\Gamma^2 + 4\nu F} \right)\left(1 - \theta(x)\frac{2\Gamma^2}{\Gamma^2 + 4\nu F} \right) + \theta(x)\theta(x') \left(\frac{\Gamma}{\nu F}\frac{(2\nu F)^2}{\Gamma^2 + 4\nu F} \right)^2 \right) = 1 - \frac{2\Gamma^2}{\Gamma^2 + 4\nu F} = T = T^*
\]
(19)

The NEGF in this case, reduces to the well-known \[58\] equilibrium Green functions given in Eq.20.
\[
<T\psi_\nu^+(x',t')\psi_\nu(x,t)>_{\text{equil}} = -\sum_{\gamma,\gamma'=\pm 1} \frac{\pi}{\beta\nu F} \sinh\left(\frac{\beta\nu (\nu x - \nu x' - \nu F(t - t'))}{\nu F}\right) g_{\gamma,\gamma'}(\nu,\nu')
\]
(20)

where in terms of the reflection and transmission amplitudes
\[
g_{\gamma,\gamma'}(\nu,\nu') = \frac{i}{2\pi} \left(\delta_{\nu,\nu'}\delta_{\gamma,\gamma'} + (T\delta_{\nu,\nu'} + R\delta_{\nu,-\nu'})\delta_{\gamma,\gamma'}\delta_{\nu,\nu'} - (T^*\delta_{\nu,\nu'} + R^*\delta_{\nu,-\nu'})\delta_{\gamma,-\nu}\delta_{\gamma',\nu'}\right)
\]
(21)

It is easy to show that the non-equilibrium Green functions satisfy the equation of motion for the two-point functions. Now that we have obtained the NEGF we can use it to study the transport properties of the system particularly the tunneling current and differential tunneling conductance with general time-dependent bias voltage of which the well studied problem of a dc-bias \[47, 61, 62\] is a special case. In the infinite bandwidth case only steady state behaviour in the $I - V$ characteristics is observed. When we consider the case of a finite bandwidth in the point-contact we observe non-Markovian transient transport dynamics in presence of an arbitrary time-dependent bias voltage.

### 3. Tunneling current and conductance in the infinite bandwidth case

In this section, we evaluate the tunneling current and differential tunneling conductance. The tunneling current is defined usually as the rate of change of the difference in the number of right and left movers,
\[
I_{\text{tun}}(t) = e \frac{\Delta N}{2} = e \frac{i}{2} [H, \Delta N] = e \frac{i}{2} [H, N_R - N_L]
\]
(22)

We use the convention as in \[63\], where they have considered $\mu_L - \mu_R = eV$. In our case the bias is applied to the right movers so that, $\mu_R = eV_0(t)$ and $\mu_L = 0$. Hence in our case we use $\mu_L - \mu_R = -eV_0(t) = eV(t)$. The current becomes,
\[
I_{\text{tun}}(t) = -ie\Gamma \lim_{t'\to t} \left( <\psi_R^+(0,t')\psi_L(0,t)> - <\psi_L^+(0,t)\psi_R(0,t')> \right)
\]
(23)

The detailed calculation of tunneling current is shown in Appendix A. Using the form of the NEGF we have obtained in Eq.23, finally we get ($h = 1$),
\[
I_{\text{tun}}(t) = -\Gamma^2 \frac{4}{\Gamma^2 + 4\nu F} \left[1 - \frac{\Gamma^2}{\Gamma^2 + 4\nu F} \right] \frac{e^2}{2\pi} V_0(t)
\]
(24)

We define the tunneling amplitude in terms of a tunneling parameter $t_p$ as $\Gamma = 2\nu F t_p$ \[64\]. So that the tunneling current upon restoring dimensional units and using $V_0(t) = -V(t)$
\[
I_{\text{tun}}(t) = \frac{4t_p^2}{(t_p^2 + 1)^2} \frac{e^2}{h} V(t)
\]
(25)

and the differential tunneling conductance
\[
G = \frac{dI_{\text{tun}}}{dV(t)} = G_{\text{tun}} = \frac{4t_p^2}{(t_p^2 + 1)^2} \frac{e^2}{h}
\]
(26)

are obtained as functions of the tunneling parameter and agree with the predictions of standard scattering theory \[65, 66\]. The tunneling conductance shows $t_p \to \frac{1}{t_p}$ duality between the strong and weak tunneling regimes as predicted \[64, 63\]. Although our calculations are done when the system was at a finite temperature in the distant past, the temperature dependence naturally drops out of the expression for
tunneling current when there are no interparticle interactions. Also it is worth mentioning that the current is linearly dependent on the time-dependent voltage bias (linear response) and the nonlinear dependence arises only when interactions between the fermions are taken into account (which is not done in the present paper).

For a step bias it is clear from Eq. 25 that for the case of an infinite bandwidth no transients appear in the tunneling current even though the NEGF (Eq. 13) shows transients. But these transients drop out when one evaluates the equal space-equal time two-point functions at the origin such as $<\psi_R^1(0,t)\psi_L(0,t)>$ and $<\psi_R^1(0,t)\psi_R(0,t)>$ that are present in the expression for the tunneling current (Eq. 23). This could be explained by thinking of the variable $|x-x'|$ as serving as a length scale or inverse bandwidth (for $<\psi_R^1(x,t)\psi_R(x',t)>$ and $<\psi_L^1(x,t)\psi_L(x',t)>$). This proxy for a inverse bandwidth is present in the full NEGF but is zero when one evaluates the tunneling current (because in this case $x=x'$). So in order to investigate transients in the tunneling current one has to introduce a finite bandwidth in the problem description explicitly which is what we do in Sec. 8. In that case one has to forego the idea of an exact solution and resort to a systematic perturbative approach.

4. Bias-induced anomalies

In this section, we point out two interesting features of the problem we are studying. They are caused by the presence of a bias in the system which leads to physical quantities that normally vanish identically to be non-zero.

Specifically, we contrast the behavior of a) the time-rate of change of the density difference between the local right and left mover densities and b) the time-rate of change of the difference between the total number of right movers and left movers.

The quantity in a) is,

$$\partial_t \Delta \rho(x,t) = \frac{d}{dt}(\rho_R(x,t) - \rho_L(x,t)) \tag{27}$$

where $\rho_R(x,t)$ and $\rho_L(x,t)$ are the (normal-ordered) right and left moving particle densities respectively, whereas the quantity in b) is,

$$\partial_t \Delta N(t) = \frac{d}{dt}(N_R(t) - N_L(t)) \tag{28}$$

where $N_R/L(t) = \int dx \rho_R/L(x,t)$. Naively, $\Delta N(t) = \int dx \Delta \rho(x,t)$

The striking result is this: in the limit when the bias becomes time independent, the answer for a) is zero but the answer for b) is non-zero. This is what we mean by bias-induced anomaly. Normally we expect that both should be zero since b) is obtained by spatially integrating a). The reason for this anomaly is that integrating over an infinite domain of x-values effectively multiplies the quantity by this infinity. Thus even if this quantity was tending to zero, when multiplied by a quantity tending to infinity, leads to a value that could be and in this case, is – finite.

To see this mathematically we write,

$$\partial_t \Delta \rho(x,t) = \lim_{x' \to x} v_F \frac{d}{dx} \left( <\psi_R^1(x',t)\psi_R(x,t)> - <\psi_L^1(x',t)\psi_L(x,t)> \right)$$

$$= -\frac{v_F}{\pi} \left( \frac{\Gamma}{v_F} \frac{(2v_F)^2}{\Gamma^2 + 4v_F^2} \right)^2 \frac{1}{2v_F} eV_b(t - |x|/v_F) \tag{29}$$

whereas,

$$\partial_t \Delta N(t) = -\frac{v_F}{\pi} \left( \frac{\Gamma}{v_F} \frac{(2v_F)^2}{\Gamma^2 + 4v_F^2} \right)^2 e [V_b(t) - V_b(-\infty)] \tag{30}$$

Select $V_b(t) = e^{\alpha t}V_b(0)$ with $\alpha \to 0^+$. This means the bias is slowly switched on from a zero value in the remote past and remains turned on at least until time $t$. In the limit $\alpha \to 0^+$, the bias is always on but the endpoints are mathematically well defined. In this case,

$$\partial_t \Delta \rho(x,t) = -\lim_{\alpha \to 0^+} \frac{v_F}{\pi} \left( \frac{\Gamma}{v_F} \frac{(2v_F)^2}{\Gamma^2 + 4v_F^2} \right)^2 \frac{1}{2v_F} eV_b(t - |x|/v_F) \approx 0 \tag{31}$$
Appendix B

and it can be relative to the Fermi energy. The DDOS at

\[ D(x, t) = \frac{\Gamma}{\pi} \frac{(2v_F^2)^2}{\Gamma^2 + 4v_F^2} \] e \[ V_0(t) - V_0(-\infty) \]

This is the first of the “bias-induced anomalies”.

The second example is the one-particle Green function itself - specifically the one which involves turning a right mover to a left mover i.e. \( \langle \psi_L^\dagger(x, t), \psi_R(x', t') \rangle \). In the absence of a bias, this quantity vanishes identically when \( x \) and \( x' \) are on opposite sides of the origin. However in the present case we obtain something interesting,

\[ \langle \psi_L^\dagger(x' < 0, t'), \psi_R(x > 0, t) \rangle = -\frac{i}{2\pi \sinh(\frac{\pi q_1}{2v_F}(x + x' - v_F(t - t')))\left(-U(t - \frac{x}{v_F}, t) + U(t' + \frac{x'}{v_F}, t)\right) \]

where \( q_1 = \left[ 1 - \frac{2v_F^2}{(\pi \gamma + 4v_F)^2} \right] \frac{\pi}{v_F} \frac{(2v_F^2)^2}{\pi \gamma + 4v_F} \). This quantity is identically zero when there is no bias since the point contact causes reflection and turns a right mover to a left mover on the same side of the origin but not on opposite sides. But the presence of a bias leads to a non-equilibrium situation where what is opposite sides of the origin at one time is effectively the same side of the origin at other times as seen by the presence of the evolution factor \( (-U(t - \frac{x}{v_F}, t) + U(t' + \frac{x'}{v_F}, t)) \).

5. Dynamical density of states

In this section, we present the formula for the dynamical density of states \( D(\omega; x, T) \) at position \( x \). \( D(\omega; x, T) \) is the number of fermionic states per unit length with energy between \( \hbar \omega \) and \( \hbar(\omega + d\omega) \) relative to the Fermi energy. The DDOS at \( x' = x \) is given by the formula

\[ D(\omega; x, T) = \int e^{-i\omega \tau} \langle \psi(x, T + \frac{\tau}{2}), \psi^\dagger(x, T - \frac{\tau}{2}) \rangle > \]

A closed expression for \( D(\omega; x, T) \) can be obtained by using the formulas for the non-equilibrium Green functions obtained earlier. We evaluate the DDOS for the right movers in Appendix B and it can be evaluated in a similar manner for the left movers as well. The DDOS for the right movers is obtained as

\[ D(\omega; x, T) = D_{equil}(\omega; x, T) = \frac{1}{2v_F} \] (35)

In other words, it is the same as what one would expect when there is no bias, no mutual interactions between particles and the system is in equilibrium. The reason for this simple result is that in absence of mutual interactions between fermions, the anticommutator in eq.(34) is a Dirac delta-function at \( \tau = 0 \) (since the space dependence and time dependence appear additively for chiral fermions).

6. Time-dependent tunneling parameter

In this section we consider the case of a time-dependent tunneling parameter \( t_p \), which means \( \Gamma \) is now time-dependent \( \Gamma(t) \). We show that when the time-dependence of \( \Gamma \) is present only as a phase factor \( \Gamma_{TD}(t) = \Gamma e^{it_p} \) the results are same as in the previous sections. But when the magnitude of \( \Gamma \) itself is time-dependent i.e. \( \Gamma_{TD}(t) = \Gamma(t)e^{it_p} \) then these two approaches are not equivalent and we get different results. In general we can write a modified Hamiltonian for the system with a complex \( \Gamma_{TD}(t) \),

\[ H = \sum_p v_F p \hat{b}_{p,R}^\dagger \hat{b}_{p,R} + \sum_p (-v_F p) \hat{b}_{p,L}^\dagger \hat{b}_{p,L} + \frac{\Gamma_{TD}(t)}{L} \hat{b}_{R}^\dagger \hat{b}_{L} + \frac{\Gamma_{TD}(t)}{L} \hat{b}_{L}^\dagger \hat{b}_{R} \] (36)
Here we have used the same notations as in section 2 and the Fermi fields are modified with the addition of a time-dependent phase $b_{p,R}(t) = c_{p,R}(t) e^{i\theta_{TD}(t)}$ and $b_{p,L}(t) = c_{p,L}(t)$. The equations of motion for the modified fields then become,

$$i\partial_t b_{p,R}(t) = v_{FP} b_{p,R}(t) + \frac{\Gamma_{TD}(t)}{L} b_{,L}(t)$$

$$i\partial_t b_{p,L}(t) = -v_{FP} b_{p,L}(t) + \frac{\Gamma_{TD}(t)}{L} b_{,R}(t)$$

(37)

6.1. $|\Gamma_{TD}(t)|$ is independent of time

When the magnitude of the tunneling amplitude $|\Gamma_{TD}(t)|$ is independent of time we can write

$$\Gamma_{TD}(t) = \Gamma(t) e^{i\theta_{TD}(t)}$$

(38)

On comparing Eqs.37 and (2) so that,

$$i\partial_t c_{p,R}(t) = (v_{FP} + \partial_t \theta_{TD}(t)) c_{p,R}(t) + \frac{|\Gamma|}{L} c_{p,L}(t)$$

$$i\partial_t c_{p,L}(t) = -v_{FP} c_{p,L}(t) + \frac{|\Gamma|}{L} c_{p,R}(t)$$

(39)

we can see that the case of $|\Gamma_{TD}(t)|$ independent of time is equivalent to the case of a time-independent real $\Gamma$ considered in the previous sections, provided one identifies $\partial_t \theta_{TD}(t) = eV_\ell(t)$. However when the time-dependence of the tunneling amplitude is such that the magnitude $|\Gamma_{TD}(t)|$ is dependent on time the two approaches are not equivalent.

6.2. $|\Gamma_{TD}(t)|$ is time-dependent

When the magnitude of the tunneling amplitude is itself time-dependent we may write,

$$\Gamma_{TD}(t) = \Gamma(t) e^{i\theta_{TD}(t)}$$

(40)

Following a similar procedure as in Section 2 we write down the finite temperature non-equilibrium Green functions for the case of a time-dependent tunneling parameter,

$$< \psi_{\nu}(x',t') \psi_{\nu'}(x,t) > = -\frac{i}{2\pi \sinh(\frac{\pi}{2v_F}(ux' - ux - v_F(t - t')))} \zeta_{\nu,\nu'}$$

(41)

where $\nu,\nu' = \pm 1$ with $R = 1$ and $L = -1$ and

$$\zeta_{1,1} = \left( 1 + \frac{i}{2v_F} \Gamma_{TD}(t - \frac{x}{v_F}) \Xi_R(x,t) \right) \left( 1 - \frac{i}{2v_F} \Gamma_{TD}(t' - \frac{x'}{v_F}) \Xi_R(x',t') \right) + \Xi_R(x,t) \Xi_R(x',t')$$

(42)

$$\zeta_{1,-1} = \Xi_L(x',t') \left( 1 + \frac{i}{2v_F} \Gamma_{TD}(t - \frac{x}{v_F}) \Xi_R(x,t) \right) - \Xi_R(x,t) \left( 1 + \frac{i}{2v_F} \Gamma_{TD}(t' - \frac{x'}{v_F}) \Xi_L(x',t') \right)$$

(43)

$$\zeta_{-1,1} = \Xi_L(x,t) \left( 1 - \frac{i}{2v_F} \Gamma_{TD}(t' - \frac{x'}{v_F}) \Xi_R(x',t') \right) - \Xi_R(x',t') \left( 1 - \frac{i}{2v_F} \Gamma_{TD}(t + \frac{x}{v_F}) \Xi_L(x,t) \right)$$

(44)

$$\zeta_{-1,-1} = \left( 1 - \frac{i}{2v_F} \Gamma_{TD}(t + \frac{x}{v_F}) \Xi_L(x,t) \right) \left( 1 + \frac{i}{2v_F} \Gamma_{TD}(t' + \frac{x'}{v_F}) \Xi_L(x',t') \right) + \Xi_L(x,t) \Xi_L(x',t')$$

(45)
where
\[ \Xi_R(x, t) = \frac{i \theta(x)}{v_F} \frac{\Gamma_{TD}(t - \frac{x}{v_F})}{1 + \frac{\Gamma_{TD}(t - \frac{x}{v_F})^2}{(2v_F)^2}} \]
\[ \Xi_L(x, t) = -\frac{i \theta(-x)}{v_F} \frac{\Gamma_{TD}(t + \frac{x}{v_F})}{1 + \frac{\Gamma_{TD}(t + \frac{x}{v_F})^2}{(2v_F)^2}} \]
(46)

The tunneling current can be computed using the same definition as in Eq. 22 but with the Hamiltonian given in Eq. 36. This gives,
\[ I_{\text{tun}}(t) = -i e \lim_{t \to t'} \left( \Gamma_{TD}(t) \langle \psi_R^+(0, t') \psi_L(0, t) \rangle - \Gamma_{TD}^+(t) \langle \psi_L^+(0, t) \psi_R(0, t') \rangle \right) \]
(47)

After some effort we conclude,
\[ I_{\text{tun}}(t) = \frac{4iev_F^2}{\pi (\Gamma(TD(t))^2 + 4v_F^2)^2} \]
(48)

As the magnitude of \( \Gamma_{TD}(t) \) is time-dependent in this case we set \( \Gamma_{TD}(t) = \Gamma(t) e^{i\theta_{TD}(t)} \) and using the relation \( \theta_{TD}^+(t) = eV_b(t) \) we get
\[ I_{\text{tun}}(t) = -\frac{8e^2v_F^2\Gamma(t)^2}{\pi (\Gamma(t)^2 + 4v_F^2)^2} V_b(t) \]
(49)

The time-dependent tunneling amplitude in terms of the tunneling parameter \( t_p(t) \) can be written as \( \Gamma(t) = 2v_F t_p(t) \). Also using the convention as in [63] we pick up a minus sign \( V_b(t) = -V(t) \). Finally the following expression for the time-dependent tunneling current is obtained after restoring dimensional units
\[ I_{\text{tun}}(t) = \frac{e^2}{\hbar} \frac{4 t_p(t)^2}{(1 + t_p(t)^2)^2} V(t) \]
(50)

The above expression is similar in form to Eq. 25 except that \( t_p \) is now time-dependent and this tells us that so long as \( t_p \) is switched on and held at a constant value, the current is proportional to voltage and there are no transients in the current. However if \( t_p(t) \) itself depends in some complicated way on the bias, this may not be the case. In such situations, this dependence has to be specified separately.

7. Double barrier resonant tunneling

The type of impurity present at the point contact is given by the form of \( \Gamma_{TD}(t) \). Here we show that the results from the previous section can be used to easily study resonant tunneling by treating the point contact impurity as a double barrier structure such as a lead-device-lead junction at the origin. We neglect Coulomb interactions and dynamics in the device and only focus on point-contact coupling between the left-lead and the device and the right-lead and the device. In this case the tunneling amplitude takes the form
\[ \Gamma_{TD}(t) = \Gamma(t) e^{i\theta_{TD}} = (W_L e^{2i\xi_0} + W_R e^{-2i\xi_0}) e^{i\theta_{TD}(t)} \]
(51)

where \( \theta_{TD}(t) = eV_b(t) = -eV(t) \) and the coupling between the double barrier at the origin and the left and right chiral quantum wires is \( W_L \) and \( W_R \) respectively which can be time-dependent in general but we assume them to be independent of time for simplicity as it doesn’t change the form of the I−V characteristics. Eq.51 is valid in the limit \( k_F \to \infty \) and inter-barrier separation \( a \to 0 \) such that \( 0 < k_F a = \xi_0 < \infty \) is fixed. For the case of a symmetric double barrier \( W_L = W_R = W \) and substituting Eq.51 in Eq.48 we obtain
\[ I_{\text{tun}}(t) = \frac{8e^2v_F^2W^2(e^{2i\xi_0} + e^{-2i\xi_0})^2}{\pi(4v_F^2 + W^2(e^{2i\xi_0} + e^{-2i\xi_0})^2)^2} V(t) \]
(52)

The tunneling conductance is given by
\[ G = \frac{8e^2v_F^2W^2(e^{2i\xi_0} + e^{-2i\xi_0})^2}{\pi(4v_F^2 + W^2(e^{2i\xi_0} + e^{-2i\xi_0})^2)^2} \]
(53)
This is of the form \( G = \frac{8e^2v_F^2|\gamma|^2}{\pi(4v_F^2 + |\gamma|^2)^2} \), which for \(|\gamma|^2 = 4v_F^2\) peaks at \( G = \frac{e^2}{2\pi} = \frac{e^2}{h} \) (since \( h = 1 \)). This is used to determine the condition for resonant tunneling. One can tune the inter-barrier separation in the device region by external means in order to achieve resonance. When the resonance condition is satisfied the conductance attains its peak value \( G = G_0 = \frac{e^2}{h} \) (see Fig. 3). The condition for resonance in the symmetric double barrier case is determined to be

\[
W^2 \left( 2 \cos(4\xi_0) + 2 \right) - 4v_F^2 = 0
\] (54)

For the more general case of an asymmetrical double barrier the expression for current is obtained as

\[
I_{\text{tun}}(t) = \frac{8e^2v_F^2}{\pi(4v_F^2 + |\gamma|^2)^2} \left( e^{2i\xi_0 W_L} + e^{-2i\xi_0 W_R} \right) \left( e^{-2i\xi_0 W_L} + e^{2i\xi_0 W_R} \right) V(t)
\] (55)

The tunneling conductance attains its maximum value \( G_0 = \frac{e^2}{h} \) when the resonance condition for this case is satisfied, which is

\[
W^2_L + 2 \cos(4\xi_0)W_L + W^2_R - 4v_F^2 = 0
\] (56)

Figure 3: This figure shows \( G/G_0 \) vs \( \xi_0 \) for a symmetric double barrier. The conductance peaks when the resonance condition (Eq. 54) is satisfied. The figure is plotted choosing \( W = 2 \) and \( v_F = 1 \).

8. Transient quantum transport in the case of finite bandwidth

So far what we have considered is the simplest possible scenario of non-interacting fermions with a linear dispersion and no momentum cutoffs (infinite bandwidth). In such a circumstance the I-V characteristic (Eq. 25) for point-contact tunneling is linear and only shows steady state behaviour when a constant voltage is turned on suddenly. We expect deviations from these properties when we take into account the effects of a momentum cutoff (finite bandwidth) \( \Lambda \) in the point contact such that \( |p| < \Lambda \). This implicitly means that there is a short distance cutoff (\( \frac{\Lambda}{h} \)) in the problem, which makes the quantum point contact (QPC) region to occupy a non-zero size. Here we calculate the leading correction to the tunneling current due to a finite bandwidth and show the appearance of a transient in the current in presence of a (subsequently constant) bias that is suddenly switched on. The correction to the current involves integration over the past history of the system and thus encodes memory effects i.e. it displays non-Markovian behaviour.

In presence of a finite bandwidth, the Hamiltonian is written as

\[
H = \sum_p (v_F p + eV_b(t))c^\dagger_{p,R} c_{p,R} + \sum_p (-v_F p) c^\dagger_{p,L} c_{p,L} + \sum_{\ell} \Gamma \left( c^\dagger_{\ell,R} c_{\ell,L} + c^\dagger_{\ell,L} c_{\ell,R} \right)
\] (57)

where now we have defined \( c_{\ell,\nu} = \sum_{|p| < \Lambda} c_{p,\nu} \) with the momentum restricted to a finite bandwidth \( \Lambda \). We set \( c_{\ell,\nu} = c^\infty_{\ell,\nu} + \delta c_{\ell,\nu} \) where \( c^\infty_{\ell,\nu} = \sum_p c_{p,\nu} \) and \( \delta c_{\ell,\nu} \) is the deviation from the infinite bandwidth case.
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The other quantities have their usual meaning as in the previous sections. The equations of motion for the right and left moving Fermi fields in this case are

\[ i\partial_t c_{p,R}(t) = (v_F p + eV_b(t)) c_{p,R}(t) + \theta(\Lambda - |p|) \frac{\Gamma}{L} c_{L,R}(t) \]

\[ i\partial_t c_{p,L}(t) = -v_F p c_{p,L}(t) + \theta(\Lambda - |p|) \frac{\Gamma}{L} c_{L,R}(t) \] (58)

with \( \theta(\Lambda - |p|) \) taken to be the Dirichlet regularized step function. Exact solution to the problem is possible only in the simplest case of infinite bandwidth. If we wish to investigate the case of a finite bandwidth analytically, we shall have to settle for perturbative corrections in powers of \( \frac{1}{\Lambda} \). In this section, we are interested in the finite bandwidth correction to the current \( \delta I_{\text{turn}}(t) \) and we shall evaluate it upto \( O\left(\frac{1}{\Lambda}\right) \) i.e. we assume a large but finite bandwidth. In this case we may write,

\[
\delta I_{\text{turn}}(t) = -\frac{i\epsilon}{L} \lim_{\epsilon \to 0} \langle < \delta c_{r,L}^{\dagger}(t') c_{r,L}(t) > - < \delta c_{r,L}^{\dagger}(t) c_{r,L}(t') > \rangle
\]

\[
-\frac{i\epsilon}{L} \lim_{\epsilon \to 0} \langle < c_{r,L}(t') \delta c_{r,L}(t) > - < c_{r,L}(t') \delta c_{r,L}(t) > \rangle
\] (59)

Upon solving the equations in Eq.58 we may write,

\[
c_{r,L}(t) = \left( \sum_{|p| < \Lambda} c_{p,L}(t_0) e^{-i(t-t_0)p v_F} \right) \ U(t_0,t) - i\Gamma \int_{t_0}^{t} c_{r,L}(t_2) \delta(\beta_4 - \beta_4(t_2)) \ U(t_2,t) \ dt_2
\] (60)

and

\[
c_{r,L}(t) = \left( \sum_{|p| < \Lambda} c_{p,L}(t_0) e^{i(t-t_0)p v_F} \right) - i\Gamma \int_{t_0}^{t} c_{r,L}(t_2) \delta(\beta_4 - \beta_4(t_2)) \ dt_2
\] (61)

where we have defined the broadened Dirac delta as \( \delta_\Lambda(x) = \frac{1}{2} \sum_{|p| < \Lambda} \epsilon_i e^{ipx} \). We find the need to introduce a quantity \( \Delta(x) \) that corresponds to the difference between this broadened and actual Dirac delta function. In terms of the usual Dirac delta function \( \delta(X) = \frac{1}{2} \sum_p e^{ipX} \) this can be written as

\[
\delta_\Lambda(X) = \delta(X) - \Delta(X)
\] (62)

Computing the finite bandwidth correction to leading order in \( 1/\Lambda \) is itself not a straightforward task and involves a tedious calculation. In order to calculate \( \delta I_{\text{turn}}(t) \) we have to evaluate correlations of the type \( < \delta c_{r,L}^{\dagger}(t') c_{r,L}^{\dagger}(t) > \) and \( < c_{r,L}(t') \delta c_{r,L}(t) > \). In Appendix D we discuss the procedure to calculate these correlations. After a lengthy procedure we obtain the following expression

\[
\delta I_{\text{turn}}(t) = -\frac{i\epsilon}{L} \left( -\frac{4Lv_F^2}{(\Gamma^2 + 4v_F^2)^2} \int_{t_0}^{t} \frac{dx}{2\pi i} \frac{\Delta(x - \beta_4(t-t_0))}{\sinh\left(\frac{\pi x}{\beta_4}\right)} \right) \frac{\theta(\beta_4(t-R))}{\sinh\left(\frac{\pi \beta_4(t-R)}{\beta_4}\right)}
\]

\[
+ \frac{32i\Gamma^2 L v_F^4}{(\Gamma^2 + 4v_F^2)^2} \int_{t_0}^{t} \frac{dx}{2\pi i} \int_{t_0}^{t} \frac{\Delta(x - \beta_4(t-t_2))}{\sinh\left(\frac{\pi x}{\beta_4}\right)} \left( U(t,t_2) U(t_2,t) - U(t_2,t) U(t_2,t) \right) dt_2
\] (63)

Here \( R \) is the reflection amplitude (for the infinite band-width point contact), \( \beta \) is inverse temperature, \( x \) is position and \( t_0 \) is an arbitrary initial time when the system is in equilibrium. Since we are going to set \( t_0 \to -\infty \) as we did in the case of infinite bandwidth, the first term in Eq.63 drops out and we are left with only the second term which involves an integral over the past history of the system.

\[
\delta I_{\text{turn}}(t) = -\frac{i\epsilon}{L} \left( \frac{32i\Gamma^2 L v_F^4}{(\Gamma^2 + 4v_F^2)^2} \int_{t_0}^{t} \frac{dx}{2\pi i} \int_{t_0}^{t} \frac{\Delta(x - \beta_4(t-t_2))}{\sinh\left(\frac{\pi x}{\beta_4}\right)} \left( U(t,t_2) U(t_2,t) - U(t_2,t) U(t_2,t) \right) dt_2
\] (64)

Note that the function \( \Delta \) may be written as \( \Delta(x - \beta_4(t-t_2)) = \delta(x - \beta_4(t-t_2)) - \frac{\sin(\beta_4(t-t_2))}{\beta_4(t-t_2)} \). The expression for \( \delta I_{\text{turn}}(t) \) in Eq.64 exhibits non-Markovian behaviour as the current at a given time is depends not only on the voltage applied at that time but also on the voltage at all previous times. When the bias is
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\[ eV_{dl} = 0.1 \]
\[ eV_{dl} = 0.2 \]
\[ t\text{DMRG} \]

\[ T_{dl} = \frac{T}{v_F \Lambda} = 0.1 \]
\[ T_{dl} = \frac{T}{v_F \Lambda} = 0.3 \]
\[ T_{dl} = \frac{T}{v_F \Lambda} = 0.5 \]
\[ T_{dl} = \frac{T}{v_F \Lambda} = 0.7 \]

\[ \delta I_{\text{tun}}(t) \]

\[ eV(t) = \theta(t)V_0 \]

\[ U(t,t_2) \equiv e^{-i \int_{t_2}^{t} eV(s)ds} \]

switched on suddenly and remains constant thereafter, the tunneling current shows a transient (gradual) build up before settling into its steady state constant value. Even when a constant voltage is present eternally, there is a non-linear dependence of the current on this bias voltage which is seen in terms such as \[ U(t,t_2) \equiv e^{-i \int_{t_2}^{t} eV(s)ds} \]. Note that according to our convention \[ V_b(t) = -V(t) \] and hence \[ U(t,t_2) \equiv e^{i \int_{t_2}^{t} eV(s)ds} \] (where \( V(t) \) is the convention of [63]). In Fig.4 we plot \( \delta I_{\text{tun}}(t) \) vs \( t \) for the case of a step bias (sudden switching on) \( V(t) = V_0 \theta(t) \) showing the transients in the current before reaching a steady state. The transients are qualitatively similar to that observed in the experimental investigation of split-gate quantum point-contacts [68] and also in numerical simulations of non-equilibrium transport through an Anderson dot using methods like time-dependent density matrix renormalization group (tDMRG) [67] and the iterative summation of path integrals (ISPI) [69] approach. Our analysis shows that even in non-equilibrium transport through a simple quantum point-contact, transient dynamics appear in the tunneling current when a short distance cutoff is introduced in the problem. This is the reason why numerical methods like tDMRG, that work on a lattice, predict a transient in the current before a steady state is reached. Fig.5 shows the steady state current \( \delta I_{\text{tun}} \) as a function of constant time-independent bias \( eV_{dl} = \frac{eV}{v_F \Lambda} \) for different temperatures \( T_{dl} = \frac{T}{v_F \Lambda} \). The three energy scales in the problem are temperature \( (T) \), bias potential \( (V) \) and the energy scale associated with the bandwidth \( (v_F \Lambda) \). The energy scale due to the bandwidth is the dominant one as we assume the bandwidth to be large but finite in our calculation.

Figure 4: Current transients: This figure shows \( \delta I_{\text{tun}}(t) \) vs \( t \) for different values of dimensionless bias \( eV_{dl} \) defined as \( eV_{dl} = \frac{eV}{v_F \Lambda} \) where we have considered a step bias \( V(t) = \theta(t)V_0 \) and for dimensionless temperature \( T_{dl} = \frac{T}{v_F \Lambda} = 0.1 \). The other parameters are \( \Gamma \Lambda = 100 \) and \( v_F \Lambda = 100 \) in appropriate units. The red-dashes indicate the tDMRG result for the time-evolution of current in an Anderson dot model (see Fig.1 in [67]), which we have rescaled and overlayed on our plot to show the qualitative similarity between the current transients even in a completely different model to ours.

Figure 5: Nonlinear I-V characteristics: The temperature dependence of \( \delta I_{\text{tun}} \) in steady state is shown when plotted vs \( eV_{dl} = \frac{eV}{v_F \Lambda} \). The dimensionless temperature is defined as \( T_{dl} = \frac{T}{v_F \Lambda} \). The other parameters are \( \Gamma \Lambda = 100 \) and \( v_F \Lambda = 100 \) in appropriate units.
9. Summary and Conclusions

In this paper, we have investigated the non-equilibrium transport between two non-interacting chiral quantum wires by computing exactly the non-equilibrium Green function (NEGF) expressed in terms of simple functions of positions and times unlike previous analytical approaches that deal only with the steady state response to a constant bias. We have calculated the time-dependent tunneling current and differential conductance across an infinite bandwidth point contact for an arbitrary time-dependent bias. In this case no transients in the tunneling current are seen when a step voltage bias is considered \( V_b(t) = \theta(t) V_0 \). In this case, the steady state in the current is reached instantaneously which may be attributed to the extreme ideal situation of absence of interactions between fermions and infinite bandwidth in the point contact. The NEGF method allows us to study transient phenomena as well as steady state properties. The full space-time NEGF that we have obtained exhibits transient behavior upon sudden switch on of a bias even when the bandwidth of the point-contact is infinite. We also examine the situation where in addition to the bias voltage, the tunneling amplitude also becomes time-dependent. We calculate the NEGF and the time-dependent transport properties in such a scenario. We also demonstrate how resonant tunneling through a simple double barrier structure can be easily studied using our method.

We go beyond the infinite bandwidth limit and consider the situation when a finite bandwidth (\( \Lambda \)) in the point-contact is introduced in the problem. Although exact treatment of time-dependent non-equilibrium transport in a similar system has been studied before using Keldysh NEGF formalism, our method is different as we work in the position and time domain and our method applies for an arbitrary time-dependent bias unlike previous works [52] that are restricted to special cases like a sharp step bias or a square pulse voltage bias. When a finite bandwidth is introduced in the point-contact, a short distance cutoff (\( \frac{1}{\Lambda} \)) becomes implicit. A systematic perturbative treatment in this parameter allows the calculation of the correction to the tunneling current upto \( O(\frac{1}{\Lambda}) \). We have shown that the transport properties are non-Markovian in this case. The tunneling current now shows transient behaviour before reaching a steady state (for a bias that is suddenly switched on) which is merely a consequence of the presence of a short-distance cutoff in the problem description and not on other details.

In addition to the non-equilibrium two-point function, it is also possible to write down (using Wick’s theorem) the four-point functions. Using these correlations in conjunction with powerful novel bosonization techniques [58] it is possible to extend our NEGF approach to study non-equilibrium transport between chiral fermionic edges with mutually interacting particles like in the case of Fractional Quantum Hall edge states [18]. This approach could shed more light on the universality of power-law exponents, or more generally, the scaling functions [70], in systems with chiral Luttinger liquid character.
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APPENDIX A: Calculation of tunneling current

The tunneling current is

\[
I_{\text{tun}}(t) = -ie\Gamma \lim_{t' \to t} \left( <\psi_R^\dagger(0,t')\psi_L(0,t)> - <\psi_L^\dagger(0,t)\psi_R(0,t')> \right) \tag{A.1}
\]

From Eqs.13-17 and using the Dirichlet criterion \( \theta(0) = \frac{1}{2} \) we can write

\[
<\psi_R^\dagger(0,t')\psi_L(0,t)> = -i \frac{1}{2\pi \sinh\left(\frac{\pi}{v_F}\left(-v_F(t-t')\right)\right)} \left[ U(t',t) + 1 \right] \frac{\Gamma}{v_F} \frac{2v_F^2}{\Gamma^2 + 4v_F^2} \left[ 1 - \frac{\Gamma^2}{\Gamma^2 + 4v_F^2} \right] \tag{A.2}
\]
we can write,

\[ I_{\text{tun}}(t) = ic\Gamma \lim_{t' \to t} \left( \frac{1}{2\pi} \sinh\left(\frac{\pi}{\Gamma}\psi(t' - t)\right) \right) \left( U(t, t') - U(t', t) \right) \frac{\Gamma}{v_F \Gamma^2 + 4v_F^2} \left[ 1 - \frac{\Gamma^2}{\Gamma^2 + 4v_F^2} \right] \]  

(A.3)

Note that we have defined \( U(t, t') = e^{-i\int_{t'}^t dt' \epsilon_V(t')} \). Evaluating the limit using L’Hospital’s rule,

\[ I_{\text{tun}}(t) = -\Gamma^2 \frac{4}{\Gamma^2 + 4v_F^2} \left[ 1 - \frac{\Gamma^2}{\Gamma^2 + 4v_F^2} \right] \frac{e^2}{2\pi} \epsilon_V(t) \]  

(A.4)

Expressing the tunneling amplitude in terms of a tunneling parameter \( t_p \) we get the expression for the tunneling current as in the main text Eq. 25.

**APPENDIX B: DDOS for right movers**

The dynamical density of states for the right movers is given by the equation

\[ D(\omega; x, T) = \int d\tau \; e^{-i\omega\tau} \langle \psi(x, T + \frac{\tau}{2}), \psi^\dagger(x, T - \frac{\tau}{2}) \rangle \]  

(B.1)

Using Eq.13 we can write,

\[ \langle \psi_R(x, T + \frac{\tau}{2}), \psi_R^\dagger(x', T - \frac{\tau}{2}) \rangle = \frac{i}{2\pi} \left( \sinh\left(\frac{\pi}{\Gamma}\tau\right) \left[ 1 - \theta(x') \right] \frac{2\Gamma^2}{\Gamma^2 + 4v_F^2} \right) \left[ 1 - \theta(x) \right] \frac{2\Gamma^2}{\Gamma^2 + 4v_F^2} + \left( \frac{\Gamma}{v_F} \frac{(2v_F)^2}{\Gamma^2 + 4v_F^2} \right)^2 \theta(x) \theta(x') U(T - \frac{\tau}{2}, T - \frac{\tau}{2} - \frac{2\tau}{v_F}) \right) \]  

(B.2)

where we have taken \( t = T + \frac{\tau}{2} \) and \( t' = T - \frac{\tau}{2} \) and \( \epsilon > 0 \). In the zero temperature limit \( \beta \to \infty \) doing an expansion in powers of \( \epsilon \) and finally taking the limit \( \epsilon \to 0 \) we can write

\[ \frac{i}{2\pi} \left( \sinh\left(\frac{\pi}{\Gamma}\tau\right) \left[ 1 - \theta(x') \right] \frac{2\Gamma^2}{\Gamma^2 + 4v_F^2} \right) \left[ 1 - \theta(x) \right] \frac{2\Gamma^2}{\Gamma^2 + 4v_F^2} + \left( \frac{\Gamma}{v_F} \frac{(2v_F)^2}{\Gamma^2 + 4v_F^2} \right)^2 \theta(x) \theta(x') \right) \]  

(B.3)

This means,

\[ \langle \psi_R(x, T + \frac{\tau}{2}), \psi_R^\dagger(x', T - \frac{\tau}{2}) \rangle = \frac{1}{2v_F} \delta(\tau + \frac{-x + x'}{v_F}) U(T - \frac{x - x'}{2v_F}, T + \frac{x - x'}{2v_F}) \left[ 1 - \theta(x') \right] \frac{2\Gamma^2}{\Gamma^2 + 4v_F^2} \left[ 1 - \theta(x) \right] \frac{2\Gamma^2}{\Gamma^2 + 4v_F^2} 

(B.5)

At \( x' = x \), the DDOS for the right movers is,

\[ D(\omega; x, T) = \int d\tau \; e^{-i\omega\tau} \langle \psi_R(x, T + \frac{\tau}{2}), \psi_R^\dagger(x, T - \frac{\tau}{2}) \rangle \]  

(B.6)
APPENDIX C: Relation to the Keldysh non-equilibrium Green function

It is easy to reinterpret the space-time dependent Green functions of the main text as Keldysh Green functions where the times are on the Keldysh contour as shown in Fig. 6. For this we reinterpret \( U \) as follows,

\[
U(t, t') = e^{-i \int_C d\tau \theta_C(t - \tau) \theta_C(\tau - t') e V_b(\tau)}
\]  

(C.1)

The standard meaning of the contour ordering \( \theta \) is that \( \theta(t - \tau) \) = 1 if \( t \) is to the right of \( \tau \) on the contour \( C \) and \( \theta(t - \tau) = 0 \) if \( t \) is to the left of \( \tau \) on this contour and \( \theta(0) = 1 \) consistent with Dirichlet regularisation. The claim is that the Keldysh contour ordered Green function of the system may simply be written down as,

\[
<T_C \psi_\nu(x, t) \psi_\nu^\dagger(x', t')> = \frac{i}{2\pi} \frac{\pi}{\sinh(\pi \nu v_F (t - t'))} \kappa_{\nu, \nu'}
\]  

(C.2)

where \( \nu, \nu' = \pm 1 \). The reader may recall from the main text that the quantities \( \kappa \) contains evolution functions such as \( U(t + x/v_F, t' + x'/v_F) \). For example if \( t \) is on the lower branch and \( t' \) is on the upper branch of the contour and \( V_b(\tau) = 0 \) when \( \tau \) is purely imaginary then,

\[
\int d\tau \theta_C(t + x/v_F - \tau) \theta_C(\tau - t' - x'/v_F) e V_b(\tau) = \int_{t' + x'/v_F}^{t + x/v_F} d\tau e V_b(\tau)
\]  

(C.4)

But since,

\[
\int d\tau \theta_C(t + x/v_F - \tau) \theta_C(\tau - t' - x'/v_F) e V_b(\tau) = \theta(t + x/v_F - t' - x'/v_F) \int_{t' + x'/v_F}^{t + x/v_F} d\tau e V_b(\tau)
\]  

(C.5)

where \( \theta \) is now the ordinary Heaviside step function with a real argument.

Figure 6: (a) The extended complex-time Keldysh contour on which Keldysh Green function theory is constructed. Times on the lower branch are greater than the upper branch. The contour is extended along the imaginary axis in a third branch to include the possibility of finite temperature Green functions. (b) \( t \) is on the lower branch and \( t' \) is on the upper branch, so \( t > t' \) although on the real time axis it appears that \( t' > t \). (c) Both \( t \) and \( t' \) are on the same branch of the contour.
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Therefore reinterpreting the evolution function in the manner shown is sufficient to allow a recasting of the Green function in the main text as a Keldysh Green function where the time ordering is on the Keldysh contour.

APPENDIX D: Calculation of finite bandwidth tunneling current

We already know from the derivation for the infinite bandwidth case the following expressions,

\[ c_{c,R}^\infty(t) = \left( \sum_p c_{c,R}^\infty(p,t_0) e^{-i(t-t_0)\nu_F p} \right) U(t_0, t) - i \Gamma \int_{t_0}^t c_{c,R}^\infty(t_2) \delta(v_F(t - t_2)) U(t_2, t) dt_2 \] (D.1)

and

\[ c_{c,L}^\infty(t) = \left( \sum_p c_{c,L}^\infty(p,t_0) e^{i(t-t_0)\nu_F p} \right) - i \Gamma \int_{t_0}^t c_{c,R}^\infty(t_2) \delta(v_F(t - t_2)) dt_2 \] (D.2)

Making use of the relation \( c_{c,\nu}(t) = c_{c,\nu}^\infty(t) + \delta c_{c,\nu}(t) \) and Eqs. D.1, D.2, 60 and 61 we obtain the following coupled equations

\[ \delta c_{c,R}(t) = \left( - \sum_{|p| > \Lambda} c_{c,R}^\infty(p,t_0) + \sum_p \delta c_{c,R}(t_0)) e^{-i(t-t_0)\nu_F p} \right) U(t_0, t) \\
- i \Gamma \int_{t_0}^t (\delta(v_F(t - t_2)) \delta c_{c,L}(t_2) - c_{c,L}^\infty(t_2) \Delta(v_F(t - t_2))) U(t_2, t) dt_2 \] (D.3)

and

\[ \delta c_{c,L}(t) = \left( - \sum_{|p| > \Lambda} c_{c,L}^\infty(p,t_0) + \sum_p \delta c_{c,L}(t_0)) e^{i(t-t_0)\nu_F p} \right) \\
- i \Gamma \int_{t_0}^t (\delta(v_F(t - t_2)) \delta c_{c,R}(t_2) - \Delta(v_F(t - t_2))c_{c,R}^\infty(t_2)) dt_2 \] (D.4)

We solve the above two equations and write separate expressions for \( \delta c_{c,R}(t) \) and \( \delta c_{c,L}(t) \).

\[ \delta c_{c,R}(t) = \frac{2v_F}{\Gamma^2 + 4v_F^2} \left(2v_F \left(- \sum_{|p| > \Lambda} c_{c,R}^\infty(p,t_0) + \sum_p \delta c_{c,R}(t_0)) e^{-i(t-t_0)\nu_F p} \right) U(t_0, t) \\
+ i \Gamma \int_{t_0}^t c_{c,L}^\infty(t_2) \Delta(v_F(t - t_2)) U(t_2, t) dt_2 - i \Gamma \left(- \sum_{|p| > \Lambda} c_{c,L}^\infty(p,t_0) + \sum_p \delta c_{c,L}(t_0)) e^{i(t-t_0)\nu_F p} \right) \\
+ i \Gamma \int_{t_0}^t \Delta(v_F(t - t_2))c_{c,R}^\infty(t_2) dt_2 \right) \] (D.5)

and

\[ \delta c_{c,L}(t) = \frac{2v_F}{\Gamma^2 + 4v_F^2} \left(2v_F \left(- \sum_{|p| > \Lambda} c_{c,L}^\infty(p,t_0) + \sum_p \delta c_{c,L}(t_0)) e^{i(t-t_0)\nu_F p} \right) \\
+ i \Gamma \int_{t_0}^t \Delta(v_F(t - t_2))c_{c,R}^\infty(t_2) dt_2 - i \Gamma \left(- \sum_{|p| > \Lambda} c_{c,R}^\infty(p,t_0) + \sum_p \delta c_{c,R}(t_0)) e^{-i(t-t_0)\nu_F p} \right) U(t_0, t) \\
+ i \Gamma \int_{t_0}^t c_{c,L}^\infty(t_2) \Delta(v_F(t - t_2)) U(t_2, t) dt_2 \right) \] (D.6)

Also Eqs. D.1 and D.2 reduce to

\[ c_{c,R}^\infty(t) = \frac{2v_F(2v_F \sum_p c_{c,R}^\infty(p,t_0) e^{-i(t-t_0)\nu_F p} U(t_0, t)) - i \Gamma \sum_p c_{c,L}^\infty(p,t_0) e^{i(t-t_0)\nu_F p})}{\Gamma^2 + 4v_F^2} \] (D.7)

and

\[ c_{c,L}^\infty(t) = \frac{-i \Gamma v_F \sum_p c_{c,R}^\infty(p,t_0) e^{-i(t-t_0)\nu_F p} U(t_0, t))}{\Gamma^2 + 4v_F^2} \] (D.8)
Using Eqs. D.5, D.6, D.7 and D.8 and the corresponding complex conjugates we can write down expressions for the correlations of the type $\langle \delta c_{,\nu}(t')c_{,\nu}^{\infty}(t) \rangle$ and $\langle c_{,\nu}^{\infty}(t')\delta c_{,\nu}(t) \rangle$. After some simplification these correlation functions are obtained as some non-trivial combinations of the bias $V_b(t)$ and the equal-time equilibrium infinite bandwidth Green functions which we already know but for $< T \psi_R(x, t_0)\psi_{\nu}^{\infty}(x, t_0) >_\text{eq}$ and $< T \psi_L(x, t_0)\psi_{\nu}^{\infty}(x, t_0) >_\text{eq}$ (where $\nu = L, R$) which we are required to explicitly calculate. Note that the Green functions at equal-time $t_0$ implies equilibrium Green functions as we take $t_0 \to -\infty$ i.e. long before the bias is switched on. In equilibrium we have

$$i\partial_t \delta c_{,R}(t) = v_{FP} \delta c_{,R}(t) + \frac{\Gamma}{L} \delta c_{,L}(t) - \theta(|p| - \Lambda) \frac{\Gamma}{L} c_{,L}(t)$$

$$i\partial_t \delta c_{,L}(t) = -v_{FP} \delta c_{,L}(t) + \frac{\Gamma}{L} \delta c_{,R}(t) - \theta(|p| - \Lambda) \frac{\Gamma}{L} c_{,R}(t)$$

(D.9)

We transform from time to discrete Matsubara frequency $(z_n = \frac{(2n+1)\pi}{\beta})$ and write down the correlations,

$$< T \delta c_{,R}(n)c_{,\nu}^{\infty}(n) > = -\theta(|p| - \Lambda) \frac{1}{\Gamma} \frac{1}{(iz_n - v_{FP})} < T c_{,R}(n)c_{,\nu}^{\infty}(n) > + \frac{\Gamma}{L} \frac{1}{(iz_n - v_{FP})} < T \delta c_{,L}(n)c_{,\nu}^{\infty}(n) >$$

and

$$< T \delta c_{,L}(n)c_{,\nu}^{\infty}(n) > = -\theta(|p| - \Lambda) \frac{1}{\Gamma} \frac{1}{(iz_n + v_{FP})} < T c_{,R}(n)c_{,\nu}^{\infty}(n) > + \frac{\Gamma}{L} \frac{1}{(iz_n + v_{FP})} < T \delta c_{,R}(n)c_{,\nu}^{\infty}(n) >$$

(D.10)

After some algebra we Fourier transform to real space which allows for further simplification. We then transform the discrete frequencies back to time taking the time interval $t - t'$ to be small. Finally we obtain the following correlations for small $t - t'$ and large finite bandwidth

$$< T \delta \psi_R(x, t)\psi_{\nu}^{\infty}(x', t') >_\text{eq} \approx 4iv_{FP} \Gamma \frac{(2v_{FP})^2}{(\Gamma^2 + 4v_{FP}^2)} \frac{i}{-i\beta} \delta_{\nu',1} \frac{\pi(\theta(x' - x) + \pi \theta(x - x'))}{\beta v_{FP}} \frac{\coth(\frac{\pi(x + x')}{\beta v_{FP}})}{2\beta v_{FP}}$$

and

$$< T \delta \psi_L(x, t)\psi_{\nu}^{\infty}(x', t') >_\text{eq} \approx \frac{\Gamma}{\beta v_{FP}} \frac{i}{-i\beta} \delta_{\nu',1} \frac{\pi(\theta(x' - x) + \pi \theta(x - x'))}{\beta v_{FP}} \frac{\coth(\frac{\pi(x + x')}{\beta v_{FP}})}{2\beta v_{FP}}$$

(D.12)

Now we have all the ingredients to calculate $< \delta c_{,\nu}^{\infty}(t')c_{,\nu}^{\infty}(t) >$ and $< c_{,\nu}^{\infty}(t')\delta c_{,\nu}(t) >$. Substituting in Eq.59 and simplifying we obtain Eq.64 in the main text.
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