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Abstract—Analyzing large datasets with distributed dataflow systems requires the use of clusters. Public cloud providers offer a large variety and quantity of resources that can be used for such clusters. However, picking the appropriate resources in both type and number can often be challenging, as the selected configuration needs to match a distributed dataflow job’s resource demands and access patterns. A good cluster configuration avoids hardware bottlenecks and maximizes resource utilization, avoiding costly overprovisioning.

We propose a collaborative approach for finding optimal cluster configurations based on sharing and learning from historical runtime data of distributed dataflow jobs. Collaboratively shared data can be utilized to predict runtimes of future jobs executions through the use of specialized regression models. However, training prediction models on historical runtime data that were produced by different users and in diverse contexts requires the models to take these contexts into account.
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I. INTRODUCTION

Distributed dataflow systems like Apache Spark [1] and Flink [2] make it easier for users to develop scalable data-parallel programs, reducing especially the need to implement parallelism and fault tolerance. However, it is often not easy to select resources and configure clusters for executing such programs [3], [4]. This is the case especially for users who only infrequently run large-scale data processing jobs and without the help of systems operations staff. For instance, today, many scientists have to analyze large amounts of data every now and again, in particular in areas like bioinformatics, geosciences, or physics [5], [6].

In cloud environments, especially public clouds, there are several machine types with different hardware configurations available. Therefore, users can select the most suitable machine type for their cluster nodes. In addition, they can choose the horizontal scale-out, avoiding potential bottlenecks and significant over-provisioning for their workload. Most users will also have expectations toward the runtime of their jobs. However, predicting the performance of a distributed data-parallel job is difficult, and users often overprovision resources to meet their performance target, yet often at the cost of overheads that increase with larger scale-outs.

Many existing approaches in research iteratively search for suitable cluster configurations [7]–[10]. Several other approaches build runtime models, which are then used to evaluate possible configurations [11]–[13], including our previous work [14]–[17]. Here, training data for the models is typically generated with dedicated profiling runs on reduced samples of the dataset. Both approaches involve significant overhead for testing configurations. This problem is aggravated in public cloud services like Amazon EMR that have cluster provisioning delays of seven or more minutes.

Our previous work on cluster configuration additionally makes use of historical runtime data instead of relying on just dedicated profiling [14]–[17]. These approaches succeed in enterprise scenarios with many recurring workloads.

In a scientific context, monitoring data from previous executions are often not available, especially when resources for processing large datasets are only required relatively infrequently. The sporadic nature of many data processing use cases makes using public clouds substantially cheaper when compared directly to investing in private cloud/cluster setups.

This presents an opportunity for collaboration since many different users and organizations use the same public cloud resources. We expect especially researchers to be willing to share not just jobs, but also runtime metrics on the execution of jobs, in principle already providing a basis for performance modeling.

Contributions. The contributions of this paper are:

• An idea for a system for collaboratively sharing runtime data to learn optimal cluster configurations for new distributed dataflow jobs
• A total of 930 unique runtime experiments that are emulating executions from diverse collaborators across five commonly used distributed dataflow jobs
• A discussion of requirements for constructing runtime models that can work with heterogeneous historical runtime data

Outline. The remainder of the paper is structured as follows. Section II discusses related work. Section III elaborates on the idea and proposes a system architecture for collaborative sharing of runtime data. Section IV presents the results of our experimental problem analysis. Section V discusses requirements for constructing suitable runtime prediction models. Section VI concludes this paper and gives an outlook toward future work.

[1]aws.amazon.com/blogs/big-data/how-drop-used-the-amazon-emr-runtime-for-apache-spark-to-halve-costs-and-get-results-5-4-times-faster/blogs/big-data, accessed October 20, 2020
[2]Available at github.com/dos-group/c3o-experiments
II. RELATED WORK

Our system aims to be applicable to more than one data processing system, which is why we devised a black-box approach for performance prediction. This section consequently discusses related black-box approaches to runtime prediction and cluster configuration.

A. Iterative Search-Based

Some approaches configure the cluster iteratively through profiling runs, attempting to find a better configuration at each iteration, based on runtime information from prior iterations. They finally settle on a near-optimal solution once it is expected that further searching will not lead to significant enough benefit to justify the incurred overhead [7]–[10].

For instance, CherryPick [7] tries to directly predict the optimal cluster configuration, which best meets the given runtime targets. The search stops once it has found the optimal configuration with reasonable confidence. This process is based on Bayesian optimization.

Another example is Micky [8]. It tries to reduce the profiling overhead by doing combined profiling for several workloads simultaneously. For limiting overhead, it further reformulates the trade-off between spending time looking for a better configuration vs. using the currently best-known configuration as a multi-armed bandit problem.

Compared to these approaches, our solution avoids profiling and its associated overhead.

B. Performance Model-Based

Other approaches use runtime data to predict scale-out and runtime behavior of jobs. This data is gained either from dedicated profiling or previous full executions [11], [14]–[17].

For instance, Ernest [11] trains a parametric model for the scale-out behavior of jobs on the results of sample runs on reduced input data. This works out well for programs exhibiting a rather straightforward scale-out behavior. Ernest chooses configurations to try out based on optimal experiment design.

Another example is Bell [14], which includes a parametric model based on that of Ernest and a non-parametric model with more accurate interpolation capabilities. The system selects suitable data points to train its non-parametric model based on similarity to the current job, with the data points being taken from previous jobs. Bell chooses between the two models automatically based on cross-validation. Additionally to profiling, it can learn the job’s scale-out behavior from historical full executions, if those data are available.

The obvious disadvantage of all approaches based on dedicated profiling runs to gain training data is the associated overhead in both time and to some extent the cost. Our proposed system will not rely on profiling runs. Historical runtime data for a job is not always available within an organization. We introduce a more comprehensive approach which can utilize runtime data that was generated globally and in vastly different contexts.

This section presents our approach to the problem of finding the best cluster configuration for a distributed dataflow job. We first present the overall concept and then explain a possible system architecture for an implementation of the approach.

A. User Collaboration

Especially with open source software, users share implementations of common jobs and algorithms instead of implementing these themselves. Many of the most common distributed dataflow jobs are therefore being run every day by different individuals or organizations worldwide. Consequently, the runtime data resulting from these executions could be shared for the benefit of all, enabling users to make accurate runtime predictions from the first execution of a job in their organization. That is, the main idea of a collaborative optimization of cluster configurations is to share historical runtime data alongside the code for the jobs and prediction models, which allow users to benefit from global knowledge in both efficient algorithms and cluster configuration simultaneously. Just like the users can contribute code to the repository in which they found the program they are using, they can also contribute their generated runtime data.

The code contributors to such repositories, henceforth called maintainers, can use their domain knowledge to fine-tune the default models that come with the system to suit the job at hand or add entirely new, specialized models to it.

Fig. 1 illustrates the collaboration idea and depicts the envisioned workflow for the users.

B. Envisioned Architecture

Besides the code for the job, historical runtime data, and suitable runtime models, the system should contain a cloud interface to submit jobs and capture runtime statistics. It is also used to extract key metadata about the user’s dataset in cloud storage, like the size of the dataset in MB, which then serves as input to the runtime prediction models. The exact configuration of this for a given job is the responsibility of the maintainers.

Fig. 1: Workflow and user collaboration
Finally, the repositories containing the code and the runtime data can be found by users on a website that lists them along with meta information, especially the underlying algorithm. Altogether, the components form a system that streamlines the process of executing a distributed dataflow job on a user’s data, as well as configure and create a cluster that fulfills the user’s performance and budget constraints.

Fig. 2 depicts the overall system architecture and its components. This overview shows the code repository and the runtime data repository in light blue. These are the two parts of the bundle that needs to be packaged for the user. A system implementation contains exactly one fixed dataflow program, shown in red, and the three modules shown in purple which contain default implementations. Those can be adjusted by the maintainers to suit the given job more closely.

Users can provide job inputs in the form of a dataset location, parameters, and a runtime target, should one exist. According to the runtime target, the cluster configurator then uses training data retrieved by the runtime data manager to predict the most suitable cluster configuration. This is then reserved by the cloud access manager and used to run the job. Finally, the newly generated runtime data is captured and saved.

![System Architecture Diagram]

**Fig. 2: Overview of the envisioned system architecture**

C. Sharing Runtime Data

The actual features to be collected and shared are determined by the maintainers. Natural candidates are the job parameters and data characteristics, the latter of which might have to be determined during runtime, in case they are not clear from looking at a small subsample of the dataset.

In some cases, maintainers might decide to go with slightly alternative approaches, e.g., for a Grep job. Here, the input parameter *keyword* alone does not deliver much useful information to runtime prediction models. Instead, the number of occurrences of that keyword matters.

One way to implement sharing of historical runtime data alongside code is to put both into the same code repository. A challenge here would be to prevent the code commit history from being diluted by data commits.

Another way to allow collaboration on runtime data from many users is to use a dedicated dataset version control system like DataHub [18] and reference it from the code repository. An alternative is DVC³ which addresses code versioning and dataset versioning simultaneously. Such systems provide functions like *fork* and *merge*, which are known from code version control systems.

If at some point, the dataset becomes too large for a quick download or fast training of prediction models, the overhead might grow too large to justify this approach over dedicated profiling. A simple solution to this problem can be, however, to have the user only download a preselected sample of the historical runtime data of a specified maximal size, which covers the whole feature space most effectively.

IV. Preliminary Results

For a given data analytics workload, there is a multitude of factors that jointly determine the runtime of a job. In the context of runtime prediction models, these factors can be referred to as features. They include, for example, the specific distributed dataflow framework, the machine type and scale-out of the cluster, key dataset characteristics, and algorithm parameters.

Besides those, there are factors leading to runtime variance that are rather difficult to predict and account for, e.g., partial or complete system failures and subsequent recovery routines. Therefore, we do not attempt to model them.

In this section, we examine how to construct a suitable runtime predictor. This predictor lies at the core of our collaborative cluster configuration solution. It must be well-adapted to the particularities of runtime data from users in different contexts, such as having vastly different scale-outs or dataset sizes.

A. Experimental Setup

Five different algorithms were tested under various cluster configurations in Amazon EMR 6.0.0, which uses Hadoop 3.2.1 and Spark 2.4.4. The JAR files containing those algorithms were compiled with Scala version 2.12.8

In total, we executed 930 unique runtime experiments, an overview of which can be seen in Table I. Each of the runtime experiments was conducted five times, and the median runtimes are reported here in order to control for outliers. We used the standard implementations that come with the official libraries of Spark for the algorithms.

B. Experiments

In the following, we show a selection of the most important experiment results.

³dvc.org, accessed October 20, 2020
TABLE I: Overview of Benchmark Jobs

| Jobs  | Datasets                  | Input Sizes          | Parameters                  |
|-------|---------------------------|----------------------|-----------------------------|
| Sort  | Lines of random chars     | 10-20 GB             | —                           |
| Grep  | Lines of random chars and keywords | 10-20 GB | Keyword “Computer”          |
| SGD   | Labeled Points            | 10-30 GB             | Max. iterations 1-100       |
| K-Means | Points                  | 10-20 GB             | 3-9 clusters, convergence criterion 0.001 |
| PageRank | Graph                   | 130-440 MB           | convergence criterion 0.01-0.0001 |

1) Machine Type Selection: One objective of cluster configuration is to find the most resource-efficient machine type for the problem at hand. Different algorithms have different resource needs regarding CPU, memory, disk I/O, network communication. Naturally, an efficient machine fulfills all those needs, avoiding hardware bottlenecks.

Fig. 3 shows how the cost-efficiency of various machine types behaves at different scale-outs. Lower scale-outs naturally come with long runtimes. Typically they also lead to lower costs. Exceptions to this rule are memory bottlenecks that can occur at lower scale-outs, which can also be seen in the cases of SGD and K-Means. This phenomenon has also been noted in related work [9].

![Fig. 3: Machine types and cost-efficiency at different scale-outs. Instance count left to right: 12, 10, ...](image)

Our main conclusion from the results in Fig. 3 is that the cost-efficiency ranking of machine types should remain mostly static for a given algorithm, even throughout different scale-outs. Thus, the machine type choice can generally be made based solely on the data analytics algorithm at hand and should be largely independent of the algorithm’s inputs or the user’s runtime requirements. This observation is in accordance with related work [8].

2) Dataset Characteristics: Fig. 4 shows how key data characteristics influence the runtime of the data analytics workloads tested experimentally. Aside from the ones examined here, all other runtime-influencing factors for each of the algorithms remained fixed. The examined data characteristics appear to influence the problem size, and therefore the runtime linearly.

![Fig. 4: Influence of key data characteristics on the runtime](image)

3) Algorithm Parameters: Fig. 5 shows the influence of a selection of algorithm parameters on the runtime of tested data analytics workloads. Again, aside from the ones examined here, all other runtime-influencing factors for each of the algorithms remained fixed. The ones examined influence the runtime of the respective workload non-linearly.

![Fig. 5: Influence of different input parameters on the runtime](image)

4) Scale-Out Behavior: Different parallel programs can have vastly different scale-out behavior. Besides that, the implementation of the program and the distributed dataflow framework also have an influence.
Fig. 6 shows the scale-out behavior for the tested algorithms. Again, it is visible what we believe to be memory bottlenecks in SGD and K-Means, which in both cases appear to occur at a scale-out of two. Doubling the node count from two to four leads to speed-up \( > 2 \) in both cases.

Another noteworthy detail is that PageRank appears to benefit relatively little from scaling out.

![Fig. 6: Scale-out behavior](image)

Exemplified in Fig. 7 is the influence that input data characteristics can have on the scale-out behavior of a data analytics workload. In the case of Grep, one can see that the size of the dataset does not significantly influence the scale-out behavior, while the ratio of lines containing the keyword does have an influence.

![Fig. 7: Scale-out behavior vs other factors](image)

Looking through the file for keywords can be done in parallel. The algorithm then writes lines with the found keyword back to disk in their original order, which is done sequentially. It demonstrates that certain data characteristics, in this case the occurrence ratio of the keyword, can change the scale-out behavior of the job.

While Fig. 7 shows only two examples, our remaining analysis on this matter can be summarized as follows.

In our examination, nearly every runtime-contributing factor mentioned in this chapter does not significantly influence the scale-out behavior of its respective job.

V. REQUIREMENTS FOR RUNTIME MODELS LEARNING FROM SHARED TRAINING DATA

In a collaborative setting, runtime metrics produced globally by different users can be expected to vary in all the previously highlighted runtime influencing factors. The exact amount of features that go into the prediction models depends on the algorithm and how many input parameters and key data characteristics are considered. In any case, however, they are numerous.

An increasingly high feature space dimensionality renders available training data sparse. Naturally, the training dataset for the runtime prediction algorithms being sparse complicates making accurate predictions. One way to counter this and to see an increased prediction accuracy is by having more training data, but the effectiveness of that is down to circumstance.

For designing models that can cope with this high feature space dimensionality in our case, we have identified two generalizable approaches. They are introduced in the following.

A. Pessimistic Approach

We can make use of the fact that many jobs are recurring, at least within an organization [19], [20].

It would be fair to assume that between recurring executions of a job most algorithm parameters and some key data characteristics should not change, only perhaps the problem size. Predictions with this approach are made based on the most similar previous executions. Similarity can be assessed by finding appropriate distance measures in feature space and scaling each feature’s relative distance by that feature’s correlation with the runtime. Estimating runtimes from configurations that are equal or near-equal to historical configurations is therefore enabled especially by this approach. It succeeds almost regardless of feature-dimensionality and interdependence.

B. Optimistic Approach

This approach optimistically assumes that the features influence the runtime of the job independently of one another. In our experimental problem analysis, that assumption holds in most cases, meaning that most features are pairwise independent.

Thus, the strategy is to learn the influence of (groups of) pairwise independent features and then finally recombine those models. This results in several models of low-dimensional feature spaces. Owing to the curse of dimensionality as described by Richard E. Bellman, these together require less dense training data than single models that consider all features simultaneously.
C. Dynamic Model Selection

Which of these approaches performs better depends on the particular situation. The dataflow job and the specific implementation of the respective models influence the accuracy of predictions. Also, the quantity and quality of available training data points are important factors to be considered. Models based on the pessimistic approach are expected to perform well on interpolation, when dense training data is available, or on recurring jobs. Conversely, the optimistic approach-based models are expected to have better extrapolation capabilities even with relatively sparse training data, given mostly independent features.

Training data characteristics change as time progresses and more training data become available. Hence, we intend to switch dynamically between prediction models depending on expected accuracy. The models are retrained on the arrival of new runtime data. Based on cross-validation, the most accurate model averaged over the test datasets is chosen to predict new data points.

VI. CONCLUSION AND FUTURE WORK

The goal of this work is to design a new system that is capable of configuring an efficient public cloud cluster for data analytics workloads while fulfilling the users’ runtime requirements. Towards this goal, we designed a collaborative system that allows users to share historical runtime data of distributed dataflow jobs. The runtime data is shared alongside the code of the job and is used to train black-box runtime prediction models which lie at the core of our cluster configuration system. Our prediction models need to cope with the high dimensionality of predicting performance based on historical executions of jobs in different organizations by making use of the characteristics of jobs and runtime data. The runtime predictor of our envisioned system switches dynamically between a selection of suitable runtime prediction models based on expected accuracy in a given situation.

In the future, we want to work on effective runtime prediction models based on both approaches outlined as well as strategies for adaptively switching between multiple prediction models. Moreover, we are working on a prototype for the entire collaboration system, which we want to make publicly available.
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