Transfer learning based generalized framework for state of health estimation of Li-ion cells
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Estimating the state of health (SOH) of batteries powering electronic devices in real-time while in use is a necessity. The applicability of most of the existing methods is limited to the datasets that are used to train the models. In this work, we propose a generic method for SOH estimation with much wider applicability. The key problem is the identification of the right feature set which is derived from measurable voltage signals. In this work, relative rise in voltage drop across cell resistance with aging has been used as the feature. A base artificial neural network (ANN) model has been used to map the generic relation between voltage and SOH. The base ANN model has been trained using limited battery data. Blind testing has been done on long cycle in-house data and publicly available datasets. In-house data included both laboratory and on-device data generated using various charge profiles. Transfer learning has been used for public datasets as those batteries have different physical dimensions and cell chemistry. The mean absolute error in SOH estimation is well within 2% for all test cases. The model is robust across scenarios such as cell variability, charge profile difference, and limited variation in temperature.

An increasing number of electronic devices such as electric vehicles and mobile phones rely on rechargeable batteries as the only source of power for operation. As a battery is repeatedly charged and discharged, known as cycling, the available capacity decreases continuously thereby degrading the battery. Hence, every battery traverses through a health trajectory starting from a perfectly healthy state to a completely dead state. Accurate, on-device estimation of battery state of health (SOH) is essential to monitor the battery condition. The algorithm should be robust enough to be compatible with rapidly evolving battery specifications. SOH of a battery is defined as the relative change in capacity over the charge-discharge cycles. For example, SOH of a battery at the nth cycle can be defined as

$$SOH_n = \frac{C_n}{C_{rated}};$$

(1)

where, $C_{rated}$ is rated/nominal capacity of the battery, and $C_n$ is the capacity of the battery after n number of cycles. SOH has to be estimated from the measured voltage and current signals.

State-of-the-art SOH estimation algorithms can be broadly categorized into model-based methods and data-driven methods. Model-based techniques use estimation algorithms such as Kalman filter, particle filter, etc. to estimate SOH from equivalent circuit model of the battery. Data-driven methods use regular charge or discharge data and corresponding SOH to train machine learning models. With time, data-driven methods have gained popularity due to ease of use, and advancement in the computational capability of machines. Further, the potential of data-driven methods can be enhanced as more data becomes available. This ensures improved accuracy with minimal intervention in the underlying computation.

Another set of SOH estimation methods rely on the shift in peaks from an incremental capacity (IC) analysis. A shift in peak height in the IC curve ($dQ/dV$ vs $V$ plot) can be observed with a decrease in SOH. This information has been exploited in IC analysis for SOH estimation. These methods have been trained and tested using data of the same battery. Other IC curve features such as peak height, peak voltage, and peak area have been used for SOH estimation. Though the authors have used exclusive test battery data for model evaluation, effect of charge profile variation on the algorithm performance has not been explored. Long-short term memory (LSTM) based SOH prediction algorithm and LSTM+ANN based algorithm proposed also use initial cycle data.
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of the test battery for training. The robustness of these algorithms to varying battery specifications and charge profiles has not been reported.

Change in state of charge (SOC) vs open circuit voltage (OCV) curve with aging has been utilized in\textsuperscript{14} for the estimation of capacity degradation. In\textsuperscript{15}, the shift in charging voltage curve due to aging has been used as feature to train support vector machine (SVM) models. Unlike most of the state-of-the-art methods, the relation between battery surface differential temperature and SOH has been used to train a support vector regression model in\textsuperscript{16}. All these methods have been tested on limited cell data, and their robustness to changes in battery type and charging profile has not been investigated. Constant current (CC) charge time and time to charge between two voltage levels reduce with aging. In\textsuperscript{17}, these charge-time-based parameters have been used as input to the least square SVM for SOH estimation. However, any variation in charging current profile would change the elapsed time features thereby deviating the output of SVM.

Incremental voltage difference has been used as a feature in\textsuperscript{18} to train a shallow ANN. However, as simulated data has been used for training and the slope of voltage curve has been used as a feature, the method might fail if charge profile or device specifications change. The energy of equal discharge voltage difference has been used in\textsuperscript{19} as a health indicator (HI). Features extracted from the smoothed HI curve have been used in an ANN to estimate SOH. Transfer learning with convolutional neural networks (CNN) has been used in\textsuperscript{20}. The CNN trained using accelerated aging data of cells has been fine-tuned on 15\% data of unknown cells, and the rest 85\% data has been used to test the algorithm. Though the methods proposed in\textsuperscript{18} and\textsuperscript{20} seem promising, their efficacy on data with different charge profile (other than CCCV such as multi-step CCCV (MSCCCV)) has not been explored. Transfer learning with neural network models have been used in\textsuperscript{13,21–22} for SOH estimation. However, they use transfer learning to fine-tune the offline trained models on the data of target batteries. Though, it eliminates training, but requires parameter tuning for every new cell.

Existing SOH estimation algorithms are effective in estimating SOH when the variation across battery type (battery specifications such as capacity, internal resistance, etc.) and charge profile (CCCV or MSCCCV charging) is assumed to be the same in training and testing. To the best of our knowledge, none of the methods address the challenges associated with variation in charge profile and battery specification. The existing SOH estimation methods lack extensive testing on different batteries. Most of those methods would require model tuning to estimate the SOH of an unseen cell.

To overcome these issues, the feature has to be robust. It has to be unaffected by variations in battery behavior and charge profiles. It would not require re-training or fine-tuning of SOH estimation models for every new battery. From the analysis of several Li-ion cell data, it has been observed that the voltage drop across cell resistance increases proportionately with degradation in capacity. The absolute values of voltage drop and SOH may differ for similar batteries; however, the relative change largely remains the same. Therefore, the relative increase in voltage drop with aging has been used as a feature to estimate the relative drop in battery SOH. The relation between feature and SOH is independent of C-rate and charge profile. Following are the contributions made in this paper.

1. A novel feature has been proposed which is independent of operating conditions such as charging current profile (CCCV charging or MSCCCV charging etc.), C-rate, and limited variation in temperature.
2. A relative quantity instead of absolute values (absolute quantities might change with battery variability), obtained directly from measured quantities, has been used as feature to estimate the relative battery degradation. The relative increase in voltage drop over cycles has been mapped to the relative decrease in SOH.
3. The model is trained or fine-tuned using only one cell data of a particular chemistry and physical dimension. After that, it can be used for other cells irrespective of charge profile, C-rate, and limited variation in temperature.
4. Extensive testing of the proposed method has been done using both offline and online battery data having different charge profile, capacity, and operating temperature. The SOH estimation error remains low in all test scenarios.

**Results**

**Feature selection.** The robustness and accuracy of SOH estimation largely depend on the effectiveness of extracted features. A thorough study of literature indicates that SOH features lack robustness to change in battery operating conditions such as current rate, charging current profile, temperature, etc. For example, time stamp to charge a battery between two voltage intervals\textsuperscript{15} will change if the C-rate or charge profile changes. The slope of the voltage curve used in\textsuperscript{18} varies with SOH in the CC region. The slope variation will be negligible in the CV region, and thus would be inefficient if the charge profile changes to MSCCCV or to a CCCV profile with small CC region. A robust feature to estimate SOH from the measured voltage and current has been the need of the hour.

In order to select a feature for SOH estimation, laboratory cycled data was analyzed. A resistance model (Fig. 1) was assumed as the electrical equivalent circuit of the battery\textsuperscript{21}. In the figure, \( R \) is the resistance, and OCV is the open-circuit voltage of the battery. \( V \) and \( I \) are charging voltage and current respectively. It was observed from the data that voltage drop across the resistance was increasing with aging. The quantity reflecting incremental voltage drop was computed by subtracting the drop across fresh cell resistance from the measured voltage. An average fresh cell resistance of 60 m\( \Omega \) was assumed as the measured resistance of fresh cells were in the range of 50–70 m\( \Omega \). The fresh cell resistance was computed using voltage jump at the beginning of charge when step charging current was applied.
Let $V_r$ be the quantity reflecting the increase in voltage drop across battery resistance. $V_r$ is computed by subtracting the voltage drop across the fresh battery resistance (cycle 0) from the measured terminal voltage. In other words, $V_r$ represents the combined voltage of cell OCV and the incremental voltage drop across the resistance.

$$V_r = V - I \times R_0,$$

where $R_0$ is the resistance of the fresh battery, $V$ is the measured voltage, and $I$ is the charging current. $SOC(t)$ (%) at an instant $t$ after beginning of charge was computed using current and sampling interval $dt$

$$SOC(t)(\%) = SOC(0)(\%) + \int_{0}^{t} \frac{Idt}{C_{\text{rated}}} \times 100,$$

where $t = 0$ refers to the beginning of charge in a cycle, and $C_{\text{rated}}$ is the rated capacity of the battery. $V_r$ at a fixed SOC was found to be increasing with battery aging. Figure 2 shows feature plots for three different charging protocols: (a)1C-CCCV, (e)1.3C-CCCV, and (i)1C-MSCCCV. $V_r$ vs SOC at different SOH values for these 3 charging protocols have been plotted in Fig. 2b, f, and j respectively. A clear shift in $V_r$ vs SOC curves can be observed with a decrease in SOH in all three cases. Value of $V_r$ might get affected by differences in voltage and current profile and $R_0$ value; whereas, the relative shift in $V_r$ has been observed to be similar across batteries.
Therefore, unlike\textsuperscript{18}, the relative change in $V_r$ over cycles has been selected as a feature. Let the relative shift in $V_r$ vs $SOC$ curve with respect to that at $SOH = 1$ (cycle 0 or fresh battery) be denoted as $\Delta V_{r1}$. 

$$\Delta V_{r1} = \{V_{rc}\}_{SOC} - \{V_{r0}\}_{SOC},$$

where $20\% < SOC < 90\%$, $V_{rc}$ and $V_{r0}$ are $V_r$ of cycle $c$ and 0 respectively. $\Delta V_{r1}$ is computed by sampling $V_{rc}$ and $V_{r0}$ based on SOC values. The advantage of using $\Delta V_{r1}$ as feature is that any component of $V_r$ which remains constant with aging will be canceled in the $\Delta V_{r1}$ computation, and any other voltage component which varies with aging will be reflected in the feature. Let $\Delta SOH$ be the drop in SOH (from 1) corresponding to $\Delta V_{r1}$ shift in $V_r$. $\Delta V_{r1}$ at 30%, 40%, and 50% SOC have been plotted against $\Delta SOH$ in (c), (g), and (k) respectively for charge profiles in (a), (e), and (i) of Fig. 2. $\Delta V_{r1}$ can be seen to be almost linearly varying with $\Delta SOH$ at fixed SOC points. $\Delta V_{r}$ vs $\Delta SOH$ for all 3 charge profiles have been shown in a single plot at two different SOC points in Fig. 3. It can be observed that the feature-label proportionality does not change with variation in charge profile.

### SOH estimation of exclusive test battery set.

A base ANN model was trained using data from 8 cells which makes about 1/4 of the total number of batteries involved in experiments. Input to the ANN is $\Delta V_{r1}$ features computed from charging voltage and current. $\Delta SOH$ is the output of the ANN. The same base ANN has been used in all tests described hereafter, without any further training. Batteries which were not involved in training of the base ANN were used for blind testing of the proposed algorithm. Blind testing was performed to confirm the robustness of the trained base ANN to cell variability. The method was tested on long cycled battery data to validate its performance in advanced cycles. For quantitative evaluation, the estimated SOH values were compared against the ground truth SOH computed from low current (0.2C) probe cycles.

#### Robustness to charge profile variability.

The base ANN was tested on exclusive test battery data. Different charging protocols had been used in cycling of these batteries. Test accuracy for in-house laboratory generated data have been given in Table 1 in the form of mean absolute error (MAE), root mean square error (RMSE), and standard deviation error (SDE). MAE is well within the range of 0.02, and it is below 0.01 for most of the cases. The error is not affected by variation in charging C-rates for S1 batteries. Also, the MAE values for both CCCV and MSCCCV charge profiles are within 0.02. Estimated SOH and error of two S1 cells charged using 0.8C

| Test battery | MAE  | RMSE  | SDE  |
|--------------|------|-------|------|
| S1-B1        | 0.0045 | 0.005 | 0.0046 |
| S1-B2        | 0.0084 | 0.0092 | 0.006 |
| S1-B3        | 0.0087 | 0.01 | 0.0083 |
| S1-B4        | 0.0153 | 0.0162 | 0.006 |
| S1-B5        | 0.0121 | 0.0199 | 0.0158 |
| S1-B6        | 0.0055 | 0.0122 | 0.0141 |
| S1-B7        | 0.0081 | 0.021 | 0.0207 |
| S2-B1        | 0.0118 | 0.0133 | 0.0064 |
| S2-B2        | 0.0027 | 0.0079 | 0.0034 |
| S2-B3        | 0.0061 | 0.007 | 0.0035 |
| S2-B4        | 0.0036 | 0.0043 | 0.004 |
| S5-B1        | 0.0044 | 0.0069 | 0.0066 |
| S6-B1        | 0.0032 | 0.0039 | 0.0035 |
| S7-B1        | 0.0032 | 0.0044 | 0.0042 |
| S8-B1        | 0.0041 | 0.0048 | 0.004 |

Figure 3. $\Delta V_{r}$ vs $\Delta SOH$ plot for different charge profiles at (a) 30% SOC, (b) 40% SOC, (c) 50% SOC.
Measurement uncertainty of the devices used in the experiment are in the range of $\epsilon V$ and $\epsilon A$. The added noise amplitude was increased beyond the $\epsilon V$ and $\epsilon A$ range to measure the noise tolerance limit of the method (assuming an acceptable SOH estimation MAE 2%). Amplitude of the noise added to the cycler voltage and current were increased in steps of 10 mV and 10 mA starting from 1 mV and 1 mA respectively. The SOH estimation method was applied to the noisy data. The results indicated that the MAE hit the tolerance limit of 2% at a noise level around 100 mV mA. The MAE vs noise amplitude plot, estimated SOH, and noisy voltage and current plots have been shown in Fig. 5. It is evident from the plots that the MAE increases with increase in noise level. If an MAE tolerance limit is set at 2%, then the method can be said to be robust to noise of 100mV and 100mA in voltage and current measurements respectively.

**Validation in the presence of noise.** On-device measured voltage and current have inherent noise due to associated measurement uncertainty. The effect of the noise on performance of the proposed method has been validated by adding random noise to the cycler data. The measurement uncertainty of the devices used in the experiment are in the range of $\epsilon V$ and $\epsilon A$. The added noise amplitude was increased beyond the $\epsilon V$ and $\epsilon A$ range to measure the noise tolerance limit of the method (assuming an acceptable SOH estimation MAE 2%). Amplitude of the noise added to the cycler voltage and current were increased in steps of 10 mV and 10 mA starting from 1 mV and 1 mA respectively. The SOH estimation method was applied to the noisy data. The results indicated that the MAE hit the tolerance limit of 2% at a noise level around 100 mV mA. The MAE vs noise amplitude plot, estimated SOH, and noisy voltage and current plots have been shown in Fig. 5. It is evident from the plots that the MAE increases with increase in noise level. If an MAE tolerance limit is set at 2%, then the method can be said to be robust to noise of 100mV and 100mA in voltage and current measurements respectively.
SOH estimation of on-device batteries. Charging data of batteries in a laboratory environment are devoid of device noise. However, data acquired from on-device batteries are vulnerable to noise because of several factors such as temperature, device usage, etc. Therefore, to test the real-time applicability of the method, it was tested on some of the batteries mounted on user devices.

Robustness to on-device noise. The same base ANN was used to estimate SOH of batteries mounted on devices. An android based application was made which ran the proposed algorithm in the background while batteries were charged and discharged using device-specific chargers. Assuming that identical batteries will age at the same rate, SOH computed from laboratory cycled data of similar batteries were used as the ground truth for on-device experiments. The accuracy numbers have been shown in Table 2. MAE values are in the same range as laboratory test results. Estimated SOH and error plots of two batteries from the S1 and S2 set have been shown in Fig. 6a,b respectively.

Transfer learning for unseen dataset. As the base ANN was trained using data from multiple batteries, it is expected to work for batteries with similar \( \Delta V_r \) vs \( \Delta \text{SOH} \) relation (Fig. 3). However, if the battery type or physical dimension of another set of batteries are significantly different, then the feature-label proportionality relation might change\(^{24,25}\). In such a scenario, transfer learning was used. The first fully connected layer in the base ANN extracts information from input features; the second layer maps the proportionality relation between input and output. Therefore, the first layer of the base ANN (trained using in-house data) was kept unchanged, and only the second layer was fine-tuned on single-cell data of the new set. Hyper parameters such as loss function, optimizer, etc. was the same as that used for training of the base ANN.

Generalization to different battery datasets. The proposed method was tested on two publicly available datasets: CALCE\(^{26,27}\), and NASA\(^{28}\). The batteries used in these data were of different physical dimension and cell chemistry than in-house batteries used for training of the base ANN. Therefore, the feature-SOH relation will be different and the base ANN will not work for these datasets. Transfer learning was used to make the base ANN work for the new data. The last fully-connected layer of the base ANN was fine-tuned using one randomly chosen cell data from each dataset. The rest of the batteries in the set were used for testing.

CS2 batteries of CALCE data were used in the experiment. Fine-tuning of ANN was done using CS2-33 data. CS2-34, 35, 36, 37, 38 were used for blind testing. The accuracy numbers have been given in Table 3. The estimated SOH and error in estimation have been plotted in Fig. 7 for two batteries in the set. The MAE is within 0.02 for all the cases.

| Test battery | MAE  | RMSE | SDE  |
|--------------|------|------|------|
| S2-B1        | 0.0068 | 0.01 | 0.0095 |
| S2-B2        | 0.0066 | 0.0094 | 0.008 |
| S2-B3        | 0.0051 | 0.0056 | 0.0041 |
| S2-B4        | 0.0036 | 0.0041 | 0.0024 |
| S3-B1        | 0.0122 | 0.0163 | 0.0111 |
| S4-B1        | 0.0034 | 0.0045 | 0.0044 |
| S4-B2        | 0.0011 | 0.0014 | 0.0009 |
| S4-B3        | 0.0017 | 0.0019 | 0.0007 |
| S5-B1        | 0.0066 | 0.0092 | 0.0074 |
| S5-B2        | 0.0094 | 0.0116 | 0.0076 |
| S5-B3        | 0.0033 | 0.0034 | 0.0009 |
| S5-B4        | 0.0031 | 0.0032 | 0.00076 |
| S7-B1        | 0.0109 | 0.011 | 0.0011 |
| S8-B1        | 0.0184 | 0.0198 | 0.0072 |

Table 2. SOH estimation results for on-device test.

| Test battery | MAE  | RMSE | SDE  |
|--------------|------|------|------|
| CS2-34       | 0.0168 | 0.0199 | 0.0118 |
| CS2-35       | 0.0121 | 0.0157 | 0.0119 |
| CS2-36       | 0.0132 | 0.0158 | 0.0091 |
| CS2-37       | 0.0084 | 0.0117 | 0.0103 |
| CS2-38       | 0.0114 | 0.0169 | 0.0157 |

Table 3. SOH estimation results for CALCE data.
Battery data collected at two different temperatures were used in the experiment. Data of B05, B06, B07, and B18 were collected at room temperature. B29, B30, B31, and B32 data were collected at an elevated temperature of 43°C. The last FC layer of the base ANN was fine-tuned on B05 data. Other cell data were used for blind testing. The accuracy numbers have been given in Table 4. The estimated SOH and error in estimation have been plotted in Fig. 8 for two batteries in the set. The MAE is within 0.02 for most of the cases except B18. It can also be observed that the feature-SOH relation is not getting affected by the variation in temperature. SOH estimation accuracy of the proposed method on CALCE and NASA data have been compared with that reported in two recently published methods13 and29. The comparison has been shown in Table 5. The accuracy figures for the proposed method are comparable and in some cases better than that of state-of-the-art. Additionally, this method does not require ANN fine-tuning for every cell. It is evident that fine-tuning of only second layer of the base ANN (trained using in-house data) on one cell data of the new dataset is sufficient to test on other batteries in the dataset. The SOH estimation method reported in13 uses LSTM for SOH computation. It can be seen from

---

**Figure 7.** Plots of actual and estimated SOH, and error for (a) battery CS2-34, (b) battery CS2-38 of CALCE dataset.

**Table 4.** SOH estimation results for NASA data.

| Temperature | Test battery | MAE   | RMSE  | SDE   |
|-------------|--------------|-------|-------|-------|
| Room Temp   | B06          | 0.0103| 0.0127| 0.0126|
|             | B07          | 0.01  | 0.0113| 0.0064|
|             | B18          | 0.0324| 0.0352| 0.0157|
| 43°C        | B29          | 0.0034| 0.0041| 0.004  |
|             | B30          | 0.0089| 0.0102| 0.006  |
|             | B31          | 0.0036| 0.0045| 0.0043 |
|             | B32          | 0.0167| 0.0194| 0.0099 |

**Figure 8.** Plots of actual and estimated SOH, and error (a) B06, (b) B07, (c) B29, (d) B31 of NASA dataset.
Table 5 that the proposed technique has lower SDE in most of the cases as compared\textsuperscript{13}. The better accuracy can be attributed to the feature as the neural network is much simpler as compared to the LSTM model.

\section*{Discussion}
Good the feature is, robust will be the SOH estimation. In this work, a novel, efficient, and generic feature, computed solely from the measurable voltage and current, has been proposed. The feature has a proportional relation with battery SOH. Also, the feature-SOH proportionality relation has been observed to be independent of the charge profile, C-rate, and limited variation in temperature. The voltage drop across the series resistance has been observed to be increasing with the drop in battery SOH. As a result, the voltage across the resistance vs SOC curve shifts upwards. The relative voltage shift has been seen to be independent of charge profile (CCCV or MSCCCV) and C-rate. A two-layer ANN has been used to map the variation in voltage into SOH.

The proportionality relation between feature and label is the same for similar types of batteries, i.e. batteries having similar physical dimension and base chemistry. Hence, the base ANN can be used to estimate the SOH of similar batteries at an MAE within 0.02. However, the proportionality relation might be different for a battery set having different physical dimension and chemistry than the training set. In that scenario, fine-tuning of the final fully connected layer of ANN has been done for SOH estimation. The use of only one battery data for fine-tuning has been observed to be sufficient for SOH estimation of other batteries with an MAE limit of 0.02.

The proposed method has been verified using 37 in-house battery data. The batteries were cycled in laboratory and user devices using different charge profiles and C-rates. Test on the exclusive battery set resulted in SOH estimation MAE within 0.02. The method has also been tested on two publicly available battery datasets: CALCE and NASA. SOH estimation error for almost all the batteries of the two datasets was within 0.02. Test on NASA battery data cycled at room temperature and 43 °C confirmed the robustness of the proposed method to temperature variation. Following are the advantages of the proposed method compared to deep learning methods.

1. It involves less computation as network is shallow. It can be used on edge devices for real time battery health monitoring.
2. It is a generic method. The model does not require retraining or fine-tuning for every new cell. Transfer learning is done only once when the battery chemistry and dimension changes.
3. The method is robust to variation in charge profile, C-rate, and temperature.

\section*{Methods}
This section describes the SOH estimation technique. The experimental data generation process has been explained in detail, followed by feature selection criteria. The feature has been selected based on the analysis of experimentally generated data. The ANN used for SOH mapping has been described next. Steps to estimate SOH and the evaluation metrics have been outlined at the end of this section.

\section*{Experimental data generation.}
Multiple cells of different capacity and charge protocols as listed in Table 6 were used in the experiment. The basic chemistry for all these batteries was the same. It was an LCO cathode-Graphite anode pouch cell configuration. Depending on the manufacturer, there are variations in battery raw material, manufacturing process, additives, etc. As a result, the behavior of batteries such as resistance magnitude and SOC-OCV profile changes. To generate data for algorithm development and validation, 23 batteries were cycled in the laboratory. The batteries were charged and discharged repeatedly while allowing it to rest (current = 0) for 10 min between every charge and discharge. Current, voltage, and timestamps were recorded during the cycling process. For real-time validation of the algorithm, 14 batteries were cycled in commercial devices by replicating user charge-discharge scenario. Battery specifications such as capacity and charge protocol have also been indicated in Table 6. All S1 batteries have been cycled at different current rates (0.6C, 0.7C, 0.8C, 0.9C, 1C, 1.1C, 1.2C, 1.3C).

In order to get the ground truth SOH for each battery cycled in the laboratory, a low current probe cycle was repeated after every 50 cycles. In the probe cycle, batteries were CCCV charged and CC discharged at 0.2C. The capacity of a probe cycle was computed by coulomb counting.

| Battery no | Proposed Method | 55 | 28 |
|-----------|----------------|----|----|
|           | MAE | RMSE | SDE | MAE | RMSE | SDE | MAE |
| CS2-35    | 0.0121 | 0.0157 | 0.0119 | 0.0052 | 0.063 |
| CS2-36    | 0.0132 | 0.0158 | 0.0091 | 0.0104 | 0.3233 |
| CS2-37    | 0.0084 | 0.0117 | 0.0103 | 0.0075 | 0.09 |
| CS2-38    | 0.0114 | 0.0169 | 0.0157 | 0.0073 | 0.0525 |
| B05       | 0.0076 | 0.0103 | 0.0092 | 0.0054 | 0.0398 | 0.0119 |
| B06       | 0.0103 | 0.0127 | 0.0126 | 0.0143 | 0.0412 |
| B07       | 0.01 | 0.0113 | 0.0064 | 0.0049 | 0.079 | 0.0128 |
| B18       | 0.0324 | 0.0352 | 0.0157 | 0.0288 |
where $C_{\text{probe}}$ and $I_{\text{probe}}$ stand for capacity and current of the probe cycle respectively. SOH was computed from capacity using (1). As probe cycles were done after every 50 cycles, linear interpolation was used to obtain the SOH of intermediate cycles. Let $SOH_c$ and $SOH_{c+50}$ be the SOH values computed using probe at cycle number $c$ and $c+50$ respectively. SOH of intermediate cycles were obtained by sampling the straight line joining $(c, SOH_c)$ and $(c+50, SOH_{c+50})$.

$$SOH_{c+i} = SOH_c + (c + i - c) \left( \frac{SOH_{c+50} - SOH_c}{c + 50 - c} \right), \quad 1 < i < 49.$$  

where $SOH_{c+i}$ denotes the SOH for cycle number $c+i$, and $1 < i < 49$.

**ANN used for SOH mapping.** A simple two-layer ANN has been used to model the relation between $\Delta V_r$ and $\Delta SOH$. The feature label relation is largely linear (Fig. 3). We have observed through experimental validation that the ANN outperforms linear regression model when used on batteries of unseen devices. Additionally, transfer learning is possible using ANNs, where, the model generalizes on new data while retaining its earlier learning. The ANN has been shown in Fig. 9. As shown in the figure, input to the ANN has dimension 1x10. A hidden dense layer of 10x10 has been used which takes a 1 x 10 input and produces a hidden output of dimension 1 x 10. Then, a second dense layer of 10x1 takes the hidden layer output as input and computes the SOH value. Ten consecutive samples of $\Delta V_r$ computed at a gap of 2% SOC constitutes one feature vector. A set of feature vectors computed in the SOC range 30–50% at different SOH values have been shown in (d), (h), and (l).
of Fig. 2. One feature vector can be computed for every 20% SOC range. The ANN takes one \( \Delta V_r \) feature vector as input and gives \( \Delta SOH \) as output. Multiple SOH values are computed using feature vectors from multiple SOC windows in the 20–90% SOC range. The mean of all SOH values is considered as the SOH of the cycle.

**SOH estimation method.** A flowchart of the steps followed in the proposed SOH estimation method has been depicted in Fig. 10. The method primarily consists of two steps: offline training or fine-tuning of ANN, and online estimation of SOH.

**Feature extraction.** Following are the steps to compute feature vectors from the measured voltage and current in a particular cycle.

1. \( SOC \) is computed using current and sampling interval \( dt \) as shown in (3). \( V_r \) is computed using voltage and current as depicted in (2).
2. \( \Delta V_r \) for a cycle \( c \) is computed using (4) for \( 20\% \leq SOC < 90\% \).
3. Feature vectors (FV) are formed using 10 samples of \( \Delta V_r \) sampled at an SOC interval of 2%. For eg. \( FV \) for \( 30\% \leq SOC < 50\% \) is
   
   \[
   FV_{30\% \leq SOC < 50\%} = \{ \{ \Delta V_{r} \}_{SOC=30\%}, \{ \Delta V_{r} \}_{SOC=32\%}, \ldots, \{ \Delta V_{r} \}_{SOC=48\%} \}.
   \]
   
   The next \( FV \) is computed for \( 31\% \leq SOC < 51\% \). The complete \( FV \) set for \( 20\% \leq SOC < 90\% \) is
   
   \[
   \{ FV_{20\% \leq SOC < 40\%}, \ldots, FV_{71\% \leq SOC < 89\%} \}.
   \]

**Training of base ANN.** The base ANN model was trained using data from multiple batteries. One cell from each set listed in Table 6 was chosen to train the ANN. Cells were randomly selected from each set. Feature vectors were computed as described in previous section. Total 62512 feature vectors were extracted from the charging data of those 8 cells. \( \Delta SOH \) labels for the FVs were computed from the ground truth SOH values obtained using probe cycles.

The extracted feature and label set were randomly split into 80:20 ratio for training and validation. A windows machine having Intel core i7 processor was used for training. Code was written in the PyTorch framework. The training was run for 50 epochs with Adam optimizer and L1 loss function. A learning rate of 0.01 was used. The model was tested on the validation set after every epoch. The best model with minimum loss was saved.

**Transfer learning for new dataset.** The feature label proportionality relation will change when battery chemistry or physical dimension change. The ANN model has to be fine-tuned to adapt to the new dataset. The first layer of the base ANN is kept unchanged. The second layer is fine-tuned using only one cell data of the new set. Same training hyper parameters such as loss function, learning rate, number of epochs, optimizer, etc. were used for model tuning.

**SOH estimation of an unseen battery.** Cells that were excluded during training or fine-tuning were used for blind testing of the learned ANN model. Following are the steps to estimate SOH from charging data of a particular cycle.

1. Feature vectors are computed from charging voltage and current in a cycle \( c \).
2. All feature vectors are passed through ANN to get \( \Delta SOH \) values.
3. Mean of all $\Delta$SOH values is considered as $\Delta$SOH for the cycle.

**Evaluation metrics.** For quantitative evaluation of the proposed SOH estimation method, following parameters have been used.

\[
\text{MAE} = \frac{1}{N} \sum_{c=1}^{\text{N}} | \{\text{SOH}_{c}\}_{\text{actual}} - \{\text{SOH}_{c}\}_{\text{predicted}} |;
\]

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{c=1}^{\text{N}} (\{\text{SOH}_{c}\}_{\text{actual}} - \{\text{SOH}_{c}\}_{\text{predicted}})^2};
\]

\[
\text{SDE} = \frac{1}{N} \sum_{c=1}^{\text{N}} (\text{Error}_c - \text{Error})^2;
\]

where, N is the total number of cycles in a single battery data. $\{\text{SOH}_{c}\}_{\text{actual}}$ and $\{\text{SOH}_{c}\}_{\text{predicted}}$ are the actual and predicted SOH values for cycle $c$. $\text{Error}_c = | \{\text{SOH}_{c}\}_{\text{actual}} - \{\text{SOH}_{c}\}_{\text{predicted}} |$, and $\text{Error} = \frac{1}{N} \sum_{c=1}^{\text{N}} \text{Error}_c$.

Received: 8 November 2021; Accepted: 13 July 2022

Published online: 01 August 2022

**References**

1. Qu, J., Liu, F., Ma, Y. & Fan, J. A neural-network-based method for RUL prediction and soh monitoring of lithium-ion battery. IEEE Access 7, 87178–87191 (2019).

2. Yang, K., Chen, Z., He, Z., Wang, Y. & Zhou, Z. Online estimation of state of health for the airborne li-ion battery using adaptive DEKF-based fuzzy inference system. Soft Comput. 24, 1–10 (2020).

3. Bezha, M. & Nagaoka, N. Online learning ANN model for SOC estimation of the lithium-ion battery in case of small amount of data for practical applications. In 2019 10th International Conference on Power Electronics and ECCE Asia (ICPE 2019-ECCE Asia) 1–5. (IEEE, 2019).

4. Song, Y., Liu, D. & Peng, Y. FPGA-based implementation of lithium-ion battery soh estimator using particle filter. In 2020 IEEE International Instrumentation and Measurement Technology Conference (I2MTC) 1–6. (IEEE, 2020).

5. Li, Z. et al. Dual time-scale co-estimation of state-of-charge and state-of-health for lithium-ion battery pack with passive balance control over whole lifespan based on particle filter. In *Journal of Physics: Conference Series*, Vol. 1617, 012067 (IOP Publishing, 2020).

6. He, J., Wei, Z., Bian, X. & Yan, F. State-of-health estimation of lithium-ion batteries using incremental capacity analysis based on voltage-capacity model. IEEE Trans. Transport. Electrific. 6, 417–426 (2020).

7. Li, X., Wang, Z., Zhang, L., Zou, C. & Dorrell, D. D. State-of-health estimation for li-ion batteries by combining the incremental capacity analysis method with grey relational analysis. J. Power Sources 410, 106–114 (2019).

8. Li, X., Yuan, C., Li, X. & Wang, Z. State of health estimation for li-ion battery using incremental capacity analysis and gaussian process regression. Energy 190, 116467 (2020).

9. Xiao, W., Xu, H., Jia, J., Feng, F. & Wang, W. State of health estimation framework of li-on battery based on improved Gaussian process regression for real car data. IOP Conf. Ser. Mater. Sci. Eng. 793, 012063 (2020).

10. Lin, C., Cabrera, J., Denis, Y., Yang, F. & Tsui, K. Soh estimation and soc recalibration of lithium-ion battery with incremental capacity analysis & cubic smoothing spline. J. Electrochem. Soc. 167, 090537 (2020).

11. Bian, X. et al. State-of-health estimation of lithium-ion batteries by fusing an open circuit voltage model and incremental capacity analysis. IEEE Trans. Power Electron. 37, 2226–2236. https://doi.org/10.1109/TPEL.2021.3104723 (2022).

12. Bian, X., Wei, Z., He, J., Yan, F. & Liu, L. A novel model-based voltage construction method for robust state-of-health estimation of lithium-ion batteries. IEEE Trans. Ind. Electron. 68, 12173–12184. https://doi.org/10.1109/TIE.2020.3044779 (2021).

13. Tian, J., Xiong, R. & Shen, W. State of health estimation based on differential temperature for lithium ion batteries. IEEE Trans. Power Electron. (2020).

14. Fan, J., Zou, Y., Zhang, X. & Guo, H. A novel state of health estimation method for lithium-ion battery in electric vehicles. In *Journal of Physics: Conference Series*, Vol. 1187, 022014. (IOP Publishing, 2019).

15. Feng, X. et al. Online state-of-health estimation for li-ion battery using partial charging segment based on support vector machine. IEEE Trans. Veh. Technol. 68, 8583–8592 (2019).

16. Tian, J., Xiong, R. & Shen, W. State of health estimation based on differential temperature for lithium ion batteries. IEEE Trans. Power Electron. (2020).

17. Shu, X. et al. Online diagnosis of state of health for lithium-ion batteries based on short-term charging profiles. J. Power Sources 471, 228478 (2020).

18. Naha, A. et al. An incremental voltage difference based technique for online state of health estimation of li-ion batteries. Sci. Rep. 10, 1–11 (2020).

19. Liu, W. & Xu, Y. A data-driven method for online health estimation of li-ion batteries with a novel energy-based health indicator. IEEE Trans. Energy Convers. 35, 1715–1718 (2020).

20. Li, Y. & Tao, J. CNN and transfer learning based online soh estimation for lithium-ion battery. In *2020 Chinese Control And Decision Conference (CCDC)* 5489–5494 (IEEE, 2020).

21. Shu, X. et al. A flexible state of health prediction scheme for lithium-ion battery packs with long short-term memory network and transfer learning. IEEE Trans. Transport. Electrific. 7, 2238–2248 (2021).

22. Ye, Z. & Yu, J. State-of-health estimation for lithium-ion batteries using domain adversarial transfer learning. IEEE Trans. Power Electron. 37, 3528–3543 (2021).

23. Hariparan, K. S., Tagade, P. & Ramachandran, S. Mathematical Modeling of Lithium Batteries: From Electrochemical Models to State Estimator Algorithms (Springer, 2018).

24. Tanim, T. R. & Rahn, C. D. Aging formula for lithium ion batteries with solid electrolyte interphase layer growth. J. Power Sources 294, 239–247 (2015).
25. Yang, X.-G., Leng, Y., Zhang, G., Ge, S. & Wang, C.-Y. Modeling of lithium plating induced aging of lithium-ion batteries: Transition from linear to nonlinear aging. *J. Power Sources* **360**, 28–40 (2017).

26. He, W., Williard, N., Osterman, M. & Pecht, M. Prognostics of lithium-ion batteries based on dempster-Shafer theory and the bayesian Monte Carlo method. *J. Power Sources* **196**, 10314–10321 (2011).

27. Xing, Y., Ma, E. W., Tsui, K.-L. & Pecht, M. An ensemble model for predicting the remaining useful performance of lithium-ion batteries. *Microelectron. Reliab.* **53**, 811–820 (2013).

28. Saha, B. & Goebel, K. Battery data set, NASA AMES prognostics data repository. Available at [http://ti.arc.nasa.gov/project/prognostic-data-repository](http://ti.arc.nasa.gov/project/prognostic-data-repository) (2007).

29. Ruan, H., He, H., Wei, Z., Quan, Z. & Li, Y. State of health estimation of lithium-ion battery based on constant-voltage charging reconstruction. *IEEE J. Emerg. Select. Top. Power Electron.* (2021).

**Author contributions**
S.S. and K.S.H. conceived the idea and designed the algorithm. R.B. did the on-device implementation of the algorithm. S.A. and S.B.S. helped in writing the manuscript. S.H. and S.L. analyzed the results. All authors have discussed the results and reviewed the manuscript.

**Competing interests**
The authors declare no competing interests.

**Additional information**
Correspondence and requests for materials should be addressed to S.S.

Reprints and permissions information is available at [www.nature.com/reprints](http://www.nature.com/reprints).

Publisher's note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

[Open Access](https://creativecommons.org/licenses/by/4.0/) This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit [http://creativecommons.org/licenses/by/4.0/](http://creativecommons.org/licenses/by/4.0/).

© The Author(s) 2022