HOMOGENISATION OF SPIRALLY-WOUND HIGH-CONTRAST LAYERED MATERIALS
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Abstract. Asymptotic homogenisation is used to systematically derive reduced-order macroscopic models of conductive behaviour in spirally-wound layered materials in which the layers have very different conductivities. The problem is motivated by the need for simplified models of the electrical and thermal behaviour of lithium-ion cells, accounting for the highly conductive metallic current collectors and relatively poorly conductive electrodes. We identify and study three distinguished limits, and then describe two composite models which each provide a uniform approximation spanning two distinguished limits. We compare the results of the various reduced-order models with calculations of the full model on a detailed geometry to give a guide to the accuracy of the approximations.

Key words. Battery, jelly roll, two-potential, asymptotic, thermal, effective properties, prismatic.

AMS subject classifications. 78A57 35B27 78M40 80M40 35B20

1. Introduction. Lithium-ion batteries have become one of the most common storage devices for electrical energy, with applications ranging from mobile devices to electric vehicles [29, 25, 1, 30]. Mathematical models of such batteries are commonly used to understand better their behaviour and improve their design. In order to be practical and useful, models must account for a range of physical processes occurring within the battery while remaining sufficiently computationally efficient. For some situations, simple equivalent circuit models are adequate [12], while others require partial differential equations (PDEs) describing electrochemical, thermal and mechanical behaviour. More complicated PDE models are often simplified via asymptotic analysis [13, 21, 16], creating a range of models of different complexity and fidelity that account for different physical mechanisms. One major barrier to obtaining efficient numerical solutions is that the geometry of typical cells is quite complicated. A common approach is to consider a one-dimensional model in the through-cell direction, justified by the small aspect ratio of typical cell designs [27, 14]. The standard through-cell model that accounts for the detailed porous media effects within the battery is the so-called “pseudo two-dimensional” porous electrode model of Doyle, Fuller and Newman (DFN)[4]. The DFN, and similar models, may be derived systematically from equations posed at the microscale using volume-averaging or homogenisation techniques [9, 20, 16]. What has received less attention is the problem of including the effects of the larger-scale geometry of battery cells. Effects on this scale are of particular
Lithium-ion cells comprise five main components: a negative current collector, negative electrode, separator, positive electrode, and positive current collector. The current collectors in a cell are typically made of highly electrically and thermally conductive materials, such as copper or aluminium, with the two active electrode regions and the separator sandwiched between them. The distances between the current collectors is small, around 250 $\mu$m, and, in order to get sufficient active material into the battery, the layers of current collectors and electrodes are typically either layered (to form a pouch cell), folded (to form a prismatic cell), or wound (to form a cylindrical or “jelly roll” cell). An overview of battery construction can be found in [19].

Accounting for this complex geometry while describing behaviour of the active electrodes and separator using a model from the existing hierarchy of through-cell models is a difficult computational task. Motivated by these practical problems our aim is to present a systematic study of simplifications to idealised problems with large rapid spatial variations in conductivity. In doing so, we derive models on the macroscopic lengthscale which avoid the computational complexity of the detailed geometry, but accurately account for it. Although we begin from a problem motivated by batteries, the techniques developed are general and can be applied to many other physical systems.

In the literature there have been a number of computational approaches which account for the complicated spiral geometry when modelling the behaviour of cylindrical cells [6, 24, 26, 28]. Setting up a mesh that accounts for the structure of the spiral is a considerable problem, and the typical approach is to “unwind” the battery and consider a two-dimensional problem along the length of the current collectors. Examples of this approach have proved effective in describing electrical behaviour and include [8, 2, 11, 15, 7, 5]. Of particular note is the approach of Guo & White.
[7]. In their work, the electrical problem in the unrolled geometry is treated using the “two-potential” approach, in which local problems for the behaviour of the active part of the cell (cathode, separator, anode) are coupled via an electrical problem that considers a potential for each current collector. The thermal problem is then solved on the original cylindrical geometry with the heating predicted by the two-potential model averaged over different cell regions and with anisotropic thermal diffusion. Our approach here will demonstrate that elements of this are natural simplifications in the parameter regimes of interest, but that these approximations can be derived systematically and further simplifications can be made without degrading the accuracy of the approximation.

We focus our attention on the macroscopic geometry of a spirally wound cell, where the microstructure can be represented by a series of layers. We treat a general problem, described in Section 2, which encompasses both the electrical and thermal problem in the cell in the simplest case of all materials behaving as Ohmic resistors. Extending this description to more realistic battery models is straightforward, but with the resulting computational overhead. In Section 3, through a multiple-scales homogenisation, we derive a set of models governing the potential throughout the cell depending on the relative conductivity of each of the materials. The main outcome of the analysis is that there are three distinguished limits for the conductivity ratio relative to the lengthscale ratio. These correspond to a conventional homogenised model in which there is an effective diffusion coefficient, a novel limit of enhanced radial diffusion, and a “two-potential” limit. We discuss each of these in turn and indicate where existing approaches to macroscopic modelling of batteries fits within these cases.

Each of the models is reviewed in Section 4, and practical matters, such as composite expansions and extensions to other geometries are discussed. In Section 5 the results from the homogenised models are compared to the solution obtained from directly solving the governing equations on the spiral geometry in COMSOL. Finally, in Section 6 we present our conclusions.

2. The model.

2.1. Geometry. We consider a spirally-wound cell, such as the common 18650 lithium-ion cell, where the geometry through a cross-section is illustrated in Figure 2a. In practice these cells are constructed by rolling a sandwich of layers containing the active cathode, positive current collector, active cathode, separator, active anode, negative current collector, active anode, and separator. However we ignore the details of the anode, cathode and separator, and treat them as a single region of active material, modelled as an Ohmic conductor, with two such regions per winding. We assume that the current collectors and the active layers all have uniform thickness and the total thickness of the sandwich of the repeating layers is \( h \). We take the positive and negative current collectors to have thickness \( 2\delta^+ + h \) and \( 2\delta^- + h \) respectively (with \( 0 < \delta^\pm < 1/4 \)), and the active layers to have thickness \( \ell_1 h \) and \( \ell_2 h \), with \( \ell_1 + \ell_2 + 2\delta^+ + 2\delta^- = 1 \). We take the inner radius of the cell to be \( L_0 \), and the outer radius to be \( L \).

Assuming the cell is rolled as an Archimedean spiral, as shown in Figure 2a, and using polar coordinates, the boundaries of the positive current collector are given by \( r = L_0 + \delta^+ + h \theta / 2\pi \), and the boundaries of the negative current collector are given by \( r = L_0 + \mu h + \delta^- + h \theta / 2\pi \), where \( \ell_1 = \mu - \delta^- - \delta^+ \) and \( \ell_2 = 1 - \mu - \delta^- - \delta^+ \).
2.2. Physics. We distinguish the variables/parameters in different material regions using the superscript \( i \), with \( i \in \{+, -, a_1, a_2\} \), representing the positive current collector, the negative current collector, and the two active material regions, respectively. The current density, \( \vec{\mathbf{i}}^i \), in each region can be written as

\[
\vec{\mathbf{i}}^i = -\sigma^i \nabla \phi^i,
\]

where \( \phi^i \) is the electric potential, and \( \sigma^i \) is the conductivity. The electric potential satisfies

\[
\nabla \cdot (\sigma^i \nabla \phi^i) = 0.
\]

At interfaces between the materials the component of the current density in the normal direction must be continuous, and the potential must also be continuous.

For the thermal problem we assume heat is transported by diffusion only and generated by Ohmic (or Joule) heating due to the passage of current. In the interest of simplicity we consider the steady problem and ignore any transient effects, though these can be accounted for in a straightforward manner. The thermal problem is therefore governed by

\[
\nabla \cdot (k^i \nabla T^i) + \sigma^i |\nabla \phi^i|^2 = 0,
\]

where \( k^i \) is the thermal conductivity in region \( i \). Again, at interfaces between materials the component of the heat flux \( k^i \nabla T^i \) in the normal direction must be continuous, and the temperature must also be continuous.

We may treat both (2.2) and (2.3) with a single analysis by solving the general problem

\[
-\nabla \cdot (\sigma^i \nabla \phi^i) = F^i(\vec{x}).
\]

where \( F^i(\vec{x}) \) is given, which encompasses both models.

Finally, the problem to be solved requires boundary conditions. For the electrical problem we specify the potential at the tabs (the terminals where the battery is connected to an external circuit). In the simplest case there is a single tab on each current collector where different potentials can be applied. On the remaining parts of the boundary there is no normal component of current. The thermal boundary conditions may also be given on different parts of the boundary, and in most cases the external boundary will allow some heat flux and the tabs may have some different heat transfer behaviour. In the interests of simplicity we suppose that these external boundary conditions allow a two-dimensional solution, so that \( \phi \) is independent of position along the axis of the cell.

2.3. Nondimensionalisation. We use \( L \) as the unit of length, so that the nondimensional radius of the cell is equal to unity, and use \( \sigma^+ \) as the reference conductivity. The source term \( F \) is scaled relative to a typical value, \([F]\), say. The appropriate scale for the potential \( \phi \) depends in a not-completely-trivial way on the relative size of the conductivities \( \sigma^i \). We begin by using \([F]L^2/\sigma^+\) as the scale, and will rescale when appropriate (if \( F \) is zero then the scale for the potential is set by the applied voltage, which is equivalent to taking \([F] = \sigma^+V/L^2\)). Thus we set

\[
\phi^i = \frac{[F]L^2}{\sigma^+} \phi^i_*, \quad r = Lr_*, \quad F^i = [F]F^i_*, \quad \sigma^i = \sigma^+ \sigma^i_*. \]
Dropping the star notation and using dimensionless variables henceforth the boundaries of the positive and negative current collector are now given by $r = r_0 \pm \varepsilon \delta^+ + \varepsilon \theta/2\pi$ and $r = r_0 + \varepsilon \mu \pm \varepsilon \delta^- + \varepsilon \theta/2\pi$, respectively, where $r_0 = L_0/L$ and $\varepsilon = h/L \ll 1$. Equation (2.4) becomes

$$\frac{\sigma^i}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi^i}{\partial r} \right) + \frac{\sigma^i}{r^2} \frac{\partial^2 \phi^i}{\partial \theta^2} = -F^i, \quad i \in \{+, -, a_1, a_2\},$$

with boundary conditions

$$\phi^+ = \begin{cases} \phi^{a_1} & \text{on } r = r_0 + \varepsilon \left( \delta^+ + \frac{\theta}{2\pi} \right) \\ \phi^{a_2} & \text{on } r = r_0 + \varepsilon \left( 1 - \delta^+ + \frac{\theta}{2\pi} \right) \end{cases}$$

$$\phi^- = \begin{cases} \phi^{a_1} & \text{on } r = r_0 + \varepsilon \left( \mu - \delta^- + \frac{\theta}{2\pi} \right) \\ \phi^{a_2} & \text{on } r = r_0 + \varepsilon \left( \mu + \delta^- + \frac{\theta}{2\pi} \right) \end{cases}$$

$$\sigma^+ \vec{n} \cdot \nabla \phi^+ = \begin{cases} \sigma^{a_1} \vec{n} \cdot \nabla \phi^{a_1} & \text{on } r = r_0 + \varepsilon \left( \delta^+ + \frac{\theta}{2\pi} \right) \\ \sigma^{a_2} \vec{n} \cdot \nabla \phi^{a_2} & \text{on } r = r_0 + \varepsilon \left( 1 - \delta^+ + \frac{\theta}{2\pi} \right) \end{cases}$$

$$\sigma^- \vec{n} \cdot \nabla \phi^- = \begin{cases} \sigma^{a_1} \vec{n} \cdot \nabla \phi^{a_1} & \text{on } r = r_0 + \varepsilon \left( \mu - \delta^- + \frac{\theta}{2\pi} \right) \\ \sigma^{a_2} \vec{n} \cdot \nabla \phi^{a_2} & \text{on } r = r_0 + \varepsilon \left( \mu + \delta^- + \frac{\theta}{2\pi} \right) \end{cases},$$

where $\vec{n}$ is the unit normal to the interface. Note that we find it useful to continue to write $\sigma^+$, even though our nondimensionalisation implies it is equal to unity.

To evaluate the normal derivatives in (2.8)-(2.9), we note that if the interface is given by the equation

$$f(r, \theta) = r - \frac{\varepsilon \theta}{2\pi} = \text{constant},$$
then we can write

\[ \vec{n} \cdot \nabla \phi = \frac{\nabla f \cdot \nabla \phi}{|\nabla f|} = \left( \frac{\partial f}{\partial r} + \frac{1}{r^2} \frac{\partial f}{\partial \theta} \right) \left( \frac{1}{r^2} \left( \frac{\partial f}{\partial \theta} \right)^2 + \frac{1}{r^2} \left( \frac{\partial f}{\partial r} \right)^2 \right)^{-1/2} \]

\[ = \left( \frac{\partial \phi}{\partial r} - \frac{\varepsilon}{2\pi r^2} \frac{\partial \phi}{\partial \theta} \right) \left( 1 + \frac{\varepsilon^2}{4\pi^2 r^2} \right)^{-1/2}. \]

We aim to solve (2.5)-(2.11) in the limit \( \varepsilon \to 0 \), with the parameters \( \delta^\pm, \mu \) and \( r_0 \) taken to be \( O(1) \), since this is typically the case. However, in practical battery designs the current collector materials are much more conductive than the active material, both in terms of electrical and thermal conductivity, so that \( \sigma^{a_1} \sim \sigma^{a_2} \ll \sigma^- \sim \sigma^+ = 1 \). Thus in taking the limit \( \varepsilon \to 0 \) it is crucial to determine how the various conductivities should scale with \( \varepsilon \).

We will find that there are in fact three distinguished limits: \( \sigma^{a_1,2} = O(\sigma^\pm) \), termed poorly conductive current collectors; \( \sigma^{a_1,2} = O(\varepsilon^2 \sigma^\pm) \), termed reasonably conductive current collectors; and \( \sigma^{a_1,2} = O(\varepsilon^4 \sigma^\pm) \), termed very conductive current collectors. The poorly conductive limit is presented first and provides the result typically obtained from standard homogenisation theory. The very conductive case has an interesting microscale structure, and hence is presented second. The intermediate case, which has elements from both the earlier examples, is given in the supplementary material. Details of the analysis are given in Section 3. Readers interested only in the resulting models are directed to the summary provided in Section 4.

3. Homogenisation of a rolled cell. We exploit the method of multiple-scales homogenisation, writing the problem so that the solution depends on both macroscale and microscale variables [18, 23, 17, 3]. Crucially our geometry is periodic in polar coordinates: increasing \( \theta \) by \( 2\pi \) is equivalent to increasing \( r \) by \( \varepsilon \), as illustrated in Figure 2b. This enables us to follow the usual procedure of imposing periodicity on the microscale, with a slow modulation on the macroscale. The periodically repeated unit cell in cylindrical coordinates corresponds to an annular region bounded by concentric circles, as indicated by the boxed region in Figure 2a.

Introducing the microscale variable \( R = r/\varepsilon \) we write \( \phi = \phi(r, R, \theta) \) and treat \( R \) and \( r \) as independent variables, eliminating the degeneracy that this introduces by requiring that the solution is exactly periodic in \( R \) with unit period.

In the following we assume that the source term takes the form \( F = F(r, R - \theta/2\pi) \) with \( F \) periodic in \( R - \theta/2\pi \) with period 1, which is true for the physical problems we are considering.

3.1. Poorly conductive current collectors. We begin with the standard homogenisation problem in which each \( \sigma^i = O(1) \) for all \( i \).

After introducing \( R \), equation (2.5) becomes

\[ \frac{1}{r} \left( \frac{1}{\varepsilon} \frac{\partial}{\partial R} + 1 \frac{\partial}{\partial r} \right) \left( \sigma(R - \theta/2\pi) r \left( \frac{\partial \phi}{\partial r} + \frac{1}{\varepsilon} \frac{\partial \phi}{\partial R} \right) \right) + \frac{1}{r^2} \frac{\partial^2 \phi}{\partial \theta^2} = -F(r, R - \theta/2\pi), \]

where

\[ \sigma(y) = \begin{cases} \sigma^+ & -\delta^+ < y < \delta^+, \\
\sigma^{a_1} & \delta^+ < y < \mu - \delta^- \\
\sigma^- & \mu - \delta^- < y < \mu + \delta^- \\
\sigma^{a_2} & \mu + \delta^- < y < 1 - \delta^+ \end{cases} \]
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is periodic with unit period, \( F(r,y) \) is periodic in \( y \) with unit period, and, for this section, we have dropped the superscript from \( \phi \). Expanding the solution in powers of \( \varepsilon \)

\[
\phi \sim \phi_0 + \varepsilon \phi_1 + \varepsilon^2 \phi_2 + \ldots
\]

we find at leading order that

\[
\frac{\partial}{\partial R} \left( \sigma(R - \theta/2\pi) \frac{\partial \phi_0}{\partial R} \right) = 0.
\]

Since \( \phi_0 \) is periodic with period 1 in \( R \) and period \( 2\pi \) in \( \theta \), it follows that \( \phi_0 \) is independent of \( R \). At the next order we find

\[
\frac{\partial}{\partial R} \left( \sigma(R - \theta/2\pi) \frac{\partial \phi_1}{\partial R} \right) = -\sigma'(R - \theta/2\pi) \frac{\partial \phi_0}{\partial r},
\]

where \( \sigma'(y) = d\sigma(y)/dy \), with \( \phi_1 \) periodic, with period 1 in \( R \) and period \( 2\pi \) in \( \theta \). Integrating with respect to \( R \) gives

\[
\frac{\partial \phi_1}{\partial R} = -\frac{\partial \phi_0}{\partial r} + \frac{A}{\sigma(R - \theta/2\pi)},
\]

where \( A \) is independent of \( R \). Integrating again and imposing periodicity in \( R \) gives

\[
0 = \int_0^1 \frac{\partial \phi_1}{\partial R} \, dR = -\frac{\partial \phi_0}{\partial r} + A \int_0^1 \frac{dR}{\sigma(R - \theta/2\pi)} \quad \Rightarrow \quad A = \frac{1}{\int_0^1 \frac{d\phi_0}{\sigma(y)}},
\]

where we have used the fact that \( \sigma \) is periodic with unit period. At next order we find

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( \sigma \frac{\partial \phi_0}{\partial r} \right) + \left( \frac{\partial}{\partial r} \frac{\partial \phi_0}{\partial \theta} \right) + \frac{1}{r^2} \frac{\partial}{\partial \theta} \left( \sigma \frac{\partial \phi_0}{\partial \theta} \right) + \frac{1}{r} \frac{\partial}{\partial r} \left( \sigma \frac{\partial \phi_1}{\partial r} \right) + \frac{\partial}{\partial R} \left( \sigma \frac{\partial \phi_2}{\partial R} \right) = -F(r, R - \theta/2\pi).
\]

where \( \sigma = \sigma(R - \theta/2\pi) \). Integrating over \( R \) and imposing periodicity gives the solvability condition

\[
\int_0^1 \frac{1}{r} \frac{\partial}{\partial r} \left( \sigma \frac{\partial \phi_0}{\partial r} \right) + \frac{1}{r^2} \frac{\partial}{\partial \theta} \left( \sigma \frac{\partial \phi_0}{\partial \theta} \right) + \frac{1}{r} \frac{\partial}{\partial r} \left( \sigma \frac{\partial \phi_1}{\partial r} \right) \, dR = -\int_0^1 F(r, R - \theta/2\pi) \, dR,
\]

which, on using (3.5), becomes

\[
\frac{\sigma_N}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi_0}{\partial r} \right) + \frac{\sigma_T}{r^2} \frac{\partial^2 \phi_0}{\partial \theta^2} = -\bar{F} = -\int_0^1 F(r,y) \, dy,
\]

where

\[
\frac{1}{\int_0^1 \frac{d\phi_0}{\sigma(y)}} = \frac{1}{2\delta^+/\sigma^+ + 2\delta^-/\sigma^- + \ell_1/\sigma^{a_1} + \ell_2/\sigma^{a_2}},
\]

\[
\sigma_N = \int_0^1 \frac{\sigma(y)dy}{\int_0^1 \sigma(y)dy} = 2\delta^+/\sigma^+ + 2\delta^-/\sigma^- + \ell_1/\sigma^{a_1} + \ell_2/\sigma^{a_2}.
\]

The homogenised equation (3.7) has a simple interpretation for our spirally wound layers of current collectors and active material: it says that, because the current collectors nearly form circles, in the radial direction the effective conductivity is that of the layers in series, while in the angular direction the effective conductivity is that of the layers in parallel.
3.1.1. Ohmic heating. In the physical problem we solve (2.4) with $F = 0$ to determine the electrical behaviour. We then use this solution to determine the source term for the thermal problem which is given by Ohmic heating. Writing this in multiple scales form and using the expansion for $\phi^i$ we evaluate this as

$$
\sigma^i |\nabla \phi^i|^2 = \sigma^i \left( \frac{1}{\varepsilon} \frac{\partial \phi^i}{\partial r} + \frac{\partial \phi^i}{\partial r} \right)^2 + \frac{\sigma^i}{r^2} \left( \frac{\partial \phi^i}{\partial \theta} \right)^2 + \frac{\sigma^i}{r^2} \left( \frac{\partial \phi_0}{\partial \theta} \right)^2 + \frac{\sigma^i}{r^2} \left( \frac{\partial \phi_0}{\partial \theta} \right)^2.
$$

3.2. Very conductive current collectors. Having described the standard homogenisation problem, we now consider the more relevant limit in which the conductivity of the current collector materials is very large compared to that of the active material. Specifically we consider the distinguished limit in which $\sigma^{a_k} = \varepsilon^4 \hat{\sigma}^{a_k}$, where $\hat{\sigma}^{a_k} = O(1)$ as $\varepsilon \to 0$, for $k = 1, 2$. We will find that, unlike in most conventional homogenisation, the lowest-order solution is not constant on the microscale, but has microscale structure, and is modulated by not one but two functions of the slow variables (these are the potential in each of the current collectors). The homogenised equations governing these two functions come from solvability conditions that arise when we have solved the problem in the current collector region to fourth order, and in the active region to leading order.

The reduced conductivity of the active material means that the source term $F$ generates a much higher potential in this case. To maintain balance in the equations we must rescale $\phi$ with $1/\varepsilon^2$. After this rescaling, (2.5) written in multiple-scales form is

$$
\begin{align*}
\frac{\sigma^i}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi^i}{\partial r} \right) + \frac{\sigma^i}{\varepsilon^2 r^2} \frac{\partial^2 \phi^i}{\partial \theta^2} + \frac{\sigma^i}{\varepsilon r} \frac{\partial^2 \phi^i}{\partial r^2} + \frac{\sigma^i}{\varepsilon^2 r^2} \left( \frac{\partial \phi_0}{\partial \theta} \right)^2 + \frac{\sigma^i}{\varepsilon^2 r^2} \left( \frac{\partial \phi_0}{\partial \theta} \right)^2 &= -\varepsilon^2 F^i(r, R - \theta/2\pi), \quad i \in \{+, -\}, \\
\end{align*}
$$

with the solution periodic in $R$ and $\theta$ with period 1 and $2\pi$ respectively. Taking the unit cell to be $-\delta^+ < R = R_0 - \theta/2\pi < 1 - \delta^+$, the boundary conditions (2.6)-(2.9) become

$$
\begin{align*}
\phi^+|_{R=R_0+\delta^+ + \theta/2\pi} &= \phi^{a_1}|_{R=R_0+\delta^+ + \theta/2\pi} \\
\phi^+|_{R=R_0-\delta^+ + \theta/2\pi} &= \phi^{a_2}|_{R=R_0+1-\delta^+ + \theta/2\pi} \\
\phi^- &= \left\{ \begin{array}{ll}
\phi^{a_1} & \text{on } R = R_0 + \mu - \delta^- + \theta/2\pi, \\
\phi^{a_2} & \text{on } R = R_0 + \mu + \delta^- + \theta/2\pi,
\end{array} \right.
\\
\sigma^+ \vec{n} \cdot \nabla \phi^+|_{R=R_0+\delta^+ + \theta/2\pi} &= \varepsilon^4 \hat{\sigma}^{a_1} \vec{n} \cdot \nabla \phi^{a_1}|_{R=R_0+\delta^+ + \theta/2\pi} \\
\sigma^+ \vec{n} \cdot \nabla \phi^+|_{R=R_0-\delta^+ + \theta/2\pi} &= \varepsilon^4 \hat{\sigma}^{a_2} \vec{n} \cdot \nabla \phi^{a_2}|_{R=R_0+1-\delta^+ + \theta/2\pi} \\
\sigma^- \vec{n} \cdot \nabla \phi^- &= \left\{ \begin{array}{ll}
\varepsilon^4 \hat{\sigma}^{a_1} \vec{n} \cdot \nabla \phi^{a_1} & \text{on } R = R_0 + \mu - \delta^- + \theta/2\pi, \\
\varepsilon^4 \hat{\sigma}^{a_2} \vec{n} \cdot \nabla \phi^{a_2} & \text{on } R = R_0 + \mu + \delta^- + \theta/2\pi,
\end{array} \right.
\end{align*}
$$

where $R_0$ is the fractional part of $r_0/\varepsilon$, and, using the expression derived in (2.11),
Fig. 3: Representative leading order solution in the current collectors and active material regions, taken in the perpendicular direction. The current collectors are at constant (but distinct) potentials, while the potential varies linearly through the active material.

\[ \vec{n} \cdot \nabla \phi \text{ can be written in multiple-scales form as} \]

\[ (3.18) \quad \left( -\frac{\varepsilon}{2\pi r^2} \frac{\partial \phi^i}{\partial \theta} + \frac{\partial \phi^i}{\partial r} + \frac{1}{\varepsilon} \frac{\partial \phi^i}{\partial R} \right) \left( 1 + \frac{\varepsilon^2}{4\pi^2 r^2} \right)^{-1/2} \]

the square-root factor in this expression will cancel in all the relevant boundary conditions.

As usual we expand the solution in powers of \( \varepsilon \) in the form

\[ (3.19) \quad \phi^i \sim \phi^i_0 + \varepsilon \phi^i_1 + \varepsilon^2 \phi^i_2 + \ldots, \]

and equate coefficients of powers of \( \varepsilon \). We begin with the equations in the positive current collector. At leading order in (3.10), (3.15)-(3.16) we find

\[ (3.20) \quad \frac{\partial^2 \phi^+_0}{\partial R^2} = 0, \]

\[ (3.21) \quad \frac{\partial \phi^+_0}{\partial R} = 0 \text{ on } R = R_0 \pm \delta^+ + \frac{\theta}{2\pi}. \]

Periodicity in \( R \) implies that \( \phi^+_0 \) is independent of \( R \), that is,

\[ (3.22) \quad \phi^+_0 = \phi^+_0 (r, \theta). \]

At next order in (3.10), (3.15)-(3.16) we find

\[ (3.23) \quad \frac{\partial^2 \phi^+_0}{\partial r \partial R} + \frac{\partial^2 \phi^+_1}{\partial R^2} = 0, \]

\[ (3.24) \quad \frac{\partial \phi^+_0}{\partial r} + \frac{\partial \phi^+_1}{\partial R} = 0 \text{ on } R = R_0 \pm \delta^+ + \frac{\theta}{2\pi}. \]

Integrating (3.23) and applying (3.24) leads to

\[ (3.25) \quad \phi^+_1 = -\frac{\partial \phi^+_0}{\partial r} \left( R - R_0 - \frac{\theta}{2\pi} \right) + \beta^+_1, \]
where $\beta_1^+(r,\theta)$ is an arbitrary function of integration, and the terms $R_0 + \theta/2\pi$ are included for convenience. At next order in (3.10), after simplifying using (3.25), we find

$$
\frac{\partial^2 \phi_2^+}{\partial R^2} = -\frac{1}{r^2} \frac{\partial^2 \phi_0^+}{\partial \theta^2} + \frac{\partial^2 \phi_0^+}{\partial r^2}.
$$

Integrating (3.26) twice gives

$$
\phi_2^+ = \frac{1}{2} \left( -\frac{1}{r^2} \frac{\partial^2 \phi_0^+}{\partial \theta^2} + \frac{\partial^2 \phi_0^+}{\partial r^2} \right) \left( R - R_0 - \frac{\theta}{2\pi} \right)^2 + \alpha_2^+ \left( R - R_0 - \frac{\theta}{2\pi} \right) + \beta_2^+,
$$

where $\alpha_2^+(r,\theta)$ and $\beta_2^+(r,\theta)$ are arbitrary functions of integration. Equating coefficients at next order in (3.15)-(3.16) gives the boundary conditions

$$
\left. \frac{\partial \phi_0^+}{\partial \theta} - \frac{1}{2} \frac{\partial \phi_0^+}{\partial r} \right|_{R=R_0} = \delta^a_i \frac{\partial \phi_0^+}{\partial R} \left|_{R=R_0} \right.
$$

Subtracting one from the other and imposing periodicity of $\phi_0^+$ in $\theta$ shows that $\phi_0^+$ is independent of $\theta$, and that $\alpha_2^+ = -\delta_{i}^{a} \partial \phi_0^+/\partial r$. Hence

$$
\phi_2^+ = \frac{1}{2} \left( \frac{d^2 \phi_0^+}{dr^2} \right) \left( R - R_0 - \frac{\theta}{2\pi} \right)^2 - \frac{\partial \beta_1^+}{\partial r} \left( R - R_0 - \frac{\theta}{2\pi} \right) + \beta_2^+.
$$

A similar calculation at next order gives

$$
\phi_3^+ = -\frac{1}{6} \frac{d^3 \phi_0^+}{dr^3} \left( R - R_0 - \frac{\theta}{2\pi} \right)^3 + \frac{1}{2} \frac{\partial^2 \beta_1^+}{\partial r^2} \left( R - R_0 - \frac{\theta}{2\pi} \right)^2
$$

$$
+ \left( \frac{1}{4\pi^2r^2} \frac{d \phi_0^+}{dr} - \frac{\partial \beta_2^+}{\partial r} \right) \left( R - R_0 - \frac{\theta}{2\pi} \right) + \beta_3^+,
$$

together with the requirement that $\beta_1^+$ is independent of $\theta$. At fourth order in (3.10), (3.15)-(3.16) we find

$$
\left. \frac{\partial}{\partial r} \left( r \frac{\partial \phi_2^+}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 \phi_2^+}{\partial \theta^2} + \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi_3^+}{\partial r} \right) + \frac{\partial}{\partial R} \left( r \frac{\partial \phi_4^+}{\partial r} \right) \right) + \frac{\partial^2 \phi_2^+}{\partial R^2} = -\frac{1}{\sigma^*} F^+,
$$

with boundary conditions

$$
\left. \frac{\partial \phi_0^+}{\partial \theta} - \frac{1}{2} \frac{\partial \phi_0^+}{\partial r} \right|_{R=R_0+\delta^*+\pi\pi} = \frac{\delta_{i}^{a}}{\sigma^*} \frac{\partial \phi_0^+}{\partial R} \left|_{R=R_0+\delta^*+\pi\pi} \right.
$$

$$
\left. \frac{\partial \phi_0^+}{\partial \theta} - \frac{1}{2} \frac{\partial \phi_0^+}{\partial r} \right|_{R=R_0-\delta^*+\pi\pi} = \frac{\delta_{i}^{a}}{\sigma^*} \frac{\partial \phi_0^+}{\partial R} \left|_{R=R_0-\delta^*+\pi\pi} \right.,
$$

which finally brings in both the potential in the active material and the source term. Substituting for $\phi_2^+$ and $\phi_3^+$ and integrating once gives

$$
\frac{\partial \phi_2^+}{\partial R} = \frac{1}{6} \frac{d^4 \phi_0^+}{dr^4} \left( R - R_0 - \frac{\theta}{2\pi} \right)^3 - \frac{1}{2} \frac{d^3 \beta_1^+}{dr^3} \left( R - R_0 - \frac{\theta}{2\pi} \right)^2
$$

$$
- \left( \frac{3}{4\pi^2r^2} \frac{d \phi_0^+}{dr} + \frac{1}{r^2} \frac{\partial \beta_2^+}{\partial r^2} - \frac{\partial \beta_2^+}{\partial r^2} \right) \left( R - R_0 - \frac{\theta}{2\pi} \right)
$$

$$
+ \alpha_2^+ - \frac{1}{\sigma^*} \int_{R_0}^{R-\theta/2\pi} F^+(r,\theta) dy.
$$
To impose (3.31)-(3.32) we need the leading-order potential in the active material. At leading order in (3.11) we find
\[
(3.34) \quad \sigma \frac{\partial^2 \phi_k}{\partial R^2} = -F^a_k(r, R - \theta/2\pi), \quad k = 1, 2.
\]
so that
\[
(3.35) \quad \phi_0^a = \alpha_0^a R + \beta_0^a - \frac{1}{\sigma_1} \int_{R_0 + \delta^+}^{R - \theta/2\pi} (R - \theta/2\pi - y) F^a_1(r, y) dy,
\]
\[
(3.36) \quad \phi_0^a = \alpha_0^a R + \beta_0^a - \frac{1}{\sigma_2} \int_{R_0 + \mu + \delta^-}^{R - \theta/2\pi} (R - \theta/2\pi - y) F^a_2(r, y) dy.
\]

At leading order the continuity conditions (3.12)-(3.14) give
\[
(3.37) \quad \hat{F}^{a_1} = \frac{1}{\ell_1} \int_{R_0 + \delta^+}^{R_0 + \mu - \delta^-} (R_0 + \mu - \delta^- - y) F^{a_1}(r, y) dy,
\]
\[
(3.38) \quad \hat{F}^{a_2} = \frac{1}{\ell_2} \int_{R_0 + \delta^+}^{R_0 + 1 - \delta^+} (R_0 + 1 - \delta^+ - y) F^{a_2}(r, y) dy,
\]
so that
\[
(3.39) \quad \hat{\phi}_0^{a_1} = \left( \phi_0^+ - \phi_0^- + \frac{\ell_1}{\sigma_1} \hat{F}^{a_1} \right) \frac{(R - R_0 - \theta^+ - \frac{\theta}{2\pi})}{\mu - \delta^+ - \delta^-} \left( \phi_0^+ - \frac{1}{\sigma_1} \int_{R_0 + \delta^+}^{R - \theta/2\pi} (R - \theta/2\pi - y) F^{a_1}(r, y) dy, \right.
\]
\[
(3.40) \quad \hat{\phi}_0^{a_2} = \left( \phi_0^+ - \phi_0^- + \frac{\ell_2}{\sigma_2} \hat{F}^{a_2} \right) \frac{(R_0 + 1 - \delta^+ + \frac{\theta}{2\pi} - R)}{1 - \mu - \delta^+ - \delta^-} + \phi_0^+ \left( \phi_0^- - \frac{1}{\sigma_2} \int_{R_0 + \mu + \delta^-}^{R - \theta/2\pi} (R - \theta/2\pi - y) F^{a_2}(r, y) dy, \right)
\]

Subtracting (3.32) from (3.31) and using (3.39)-(3.40) and (3.29)-(3.33) gives
\[
(3.41) \quad -\hat{F}^+ - \frac{\delta^+ \sigma^+}{2\pi^2} \frac{1}{r} \frac{d}{dr} \left( \frac{1}{r} \frac{d \phi_0^+}{dr} \right) - \frac{2\delta^+ \sigma^+}{r} \frac{\partial^2 \beta_2}{\partial \theta^2} = \frac{\hat{\sigma}^{a_1}(\phi_0^+ - \phi_0^-) + \ell_1 \hat{F}^{a_1}}{\mu - \delta^+ - \delta^-} + \frac{\hat{\sigma}^{a_2}(\phi_0^- - \phi_0^+) - \ell_2 \hat{F}^{a_2}}{1 - \mu - \delta^+ - \delta^-} + \hat{F}^{a_2},
\]
where
\[
(3.42) \quad \hat{F}^+ = \int_{R_0 + \delta^+}^{R_0 + \delta^-} F^+(r, y) dy, \quad \hat{F}^{a_2} = \int_{R_0 + \mu + \delta^-}^{R_0 + 1 - \delta^+} F^{a_2}(r, y) dy.
\]
Since (3.41) implies $\partial^2 \beta^+ / \partial \theta^2$ is a function of $r$ only, $\beta^+_2$ must in fact be independent of $\theta$. Thus

$$\frac{\delta^+ \sigma^+}{2\pi^2} \frac{1}{r} \frac{d}{dr} \left( \frac{1}{r} \frac{d}{dr} \right) \left( \frac{d\phi_0}{dr} \right) = \frac{\hat{\sigma}^a_1 (\phi_0^+ - \phi_0^-)}{\ell_1} + \frac{\hat{\sigma}^a_2 (\phi_0^- - \phi_0^+)}{\ell_2} + \vec{F}^a_1 - \bar{F}^a_2 + \vec{F}^+ + \bar{F}^a_2.$$

A similar analysis for the negative current collector gives

$$\frac{\delta^- \sigma^-}{2\pi^2} \frac{1}{r} \frac{d}{dr} \left( \frac{1}{r} \frac{d}{dr} \right) \left( \frac{d\phi_0}{dr} \right) = \frac{\hat{\sigma}^a_1 (\phi_0^+ - \phi_0^-)}{\ell_1} + \frac{\hat{\sigma}^a_2 (\phi_0^- - \phi_0^+)}{\ell_2} + \bar{F}^a_2 - \vec{F}^a_1 + \vec{F}^- + \bar{F}^a_1,$$

where

$$\bar{F}^- = \int_{R_0+\mu-\delta^-}^{R_0+\mu+\delta^-} F^-(r, y) \, dy, \quad \vec{F}^a_1 = \int_{R_0+\delta^-}^{R_0+\mu-\delta^-} F^a_1(r, y) \, dy.$$

By adding and subtracting appropriate multiples of (3.43)-(3.44) we may alternatively write the following system of equations for the leading-order potentials in the positive and negative current collectors:

$$\frac{1}{2\pi^2} \frac{1}{r} \frac{d}{dr} \left( \frac{1}{r} \frac{d}{dr} \right) \left( \frac{d\phi_0}{dr} \right) = \left( \frac{1}{\delta^+ \sigma^+} + \frac{1}{\delta^- \sigma^-} \right) \left( \frac{\hat{\sigma}^a_1}{\ell_1} + \frac{\hat{\sigma}^a_2}{\ell_2} \right) (\phi_0^+ - \phi_0^-) + \frac{\vec{F}^a_1 - \bar{F}^a_2}{\delta^+ \sigma^+} - \frac{\vec{F}^a_1 - \bar{F}^a_2}{\delta^- \sigma^-} - \frac{\vec{F}^- + \bar{F}^a_1}{\delta^+ \sigma^+} - \frac{\vec{F}^+ + \bar{F}^a_1}{\delta^- \sigma^-},$$

and

$$\frac{1}{2\pi^2} \frac{1}{r} \frac{d}{dr} \left( \frac{1}{r} \frac{d}{dr} \right) \left( \delta^+ \sigma^+ \phi_0^+ + \delta^- \sigma^- \phi_0^- \right) = -\vec{F},$$

where

$$\vec{F} = \vec{F}^+ + \vec{F}^- + \vec{F}^a_1 + \vec{F}^a_2 = \int_0^1 F(r, y) \, dy.$$

### 3.2.1. Ohmic heating

As noted in Section 3.1.1, we use the solution of the electrical problem to determine the source term in the thermal problem given by Ohmic heating. The leading order term in the current collectors is from the azimuthal current, so that

$$\bar{\sigma}^a \left| \nabla \phi \right|^2 \sim \varepsilon^2 \sigma^{\pm} \left( \frac{\partial \phi^{\pm}_0}{\partial \theta} \right)^2 \sim \varepsilon^2 \sigma^{\pm} \left( \frac{d\phi_0}{dr} \right)^2,$$

while in the active material the Ohmic heating is

$$\varepsilon^4 \bar{\sigma}^a k \left| \nabla \phi \right|^2 \sim \varepsilon^2 \bar{\sigma}^a \left( \frac{\partial \phi_0^{ak}}{\partial R} \right)^2 \sim \varepsilon^2 \bar{\sigma}^a \left( \frac{\phi_0^- - \phi_0^+}{\ell_k^2} \right)^2.$$

### 3.3. Reasonably conductive current collectors

The third distinguished limit is one in which the electrical conductivity of the current collector materials is reasonably large compared to that of the active material, specifically $\sigma^{ak} = \varepsilon^2 \bar{\sigma}^{ak}$, where $\bar{\sigma}^{ak} = O(1)$ as $\varepsilon \to 0$, for $k = 1, 2$.

The asymptotic analysis of this case is very similar to the very conductive case of Section 3.2, and we give details in the supplementary material. The main difference is that the behaviour in the active region comes into the analysis of the current collectors at second order, even though we still have to continue to fourth order in the current collectors to obtain the final solvability condition. Although this makes the algebra more complicated, it does not significantly alter the process.

The results are summarised, along with the other limits, in the following section.
4. Implications for practical methods.

4.1. Review of distinguished limits. We have identified three distinct distinguished limits for a spirally wound cell in which the radius of the cell is much greater than the thickness of a layer, and the conductivity of the current collectors is much greater than that of the active material. Here we summarise these limits in dimensional form, translating back to the physical equations (2.2)-(2.3) from the general problem (2.4), and interpret the resulting models. We write the leading-order problem in each case, dropping the subscript 0 for clarity.

4.1.1. Electrical problem. (i) Poorly conductive current collectors. With \( \sigma^+ \sim \sigma^- \sim \sigma^{a_1} \sim \sigma^{a_2} \), \( h \ll L \) we find

\[
\frac{\sigma_N}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi}{\partial r} \right) + \frac{\sigma_T}{r^2} \frac{\partial^2 \phi}{\partial \theta^2} = 0,
\]

where

\[
\sigma_N = \frac{1}{2\delta^+/\sigma^+ + 2\delta^-/\sigma^- + \ell_1/\sigma^{a_1} + \ell_2/\sigma^{a_2}}, \quad \sigma_T = 2\delta^+\sigma^+ + 2\delta^-\sigma^- + \ell_1\sigma^{a_1} + \ell_2\sigma^{a_2}.
\]

In this case the spiral structure is irrelevant—only the local anisotropy of the material matters, not the global connectivity. The radial conductivity essentially arises from conductors in series, and the azimuthal conductivity essentially arises from conductors in parallel. The Ohmic heating in each region is

\[
F_i = \frac{\sigma_N^2}{\sigma^i} \left( \frac{\partial \phi}{\partial r} \right)^2 + \frac{\sigma_N^2}{r^2} \left( \frac{\partial \phi}{\partial \theta} \right)^2, \quad i \in \{+, -, a_1, a_2\}.
\]

(ii) Reasonably conductive current collectors. With \( L^2\sigma^{a_1} \sim L^2\sigma^{a_2} \sim h^2\sigma^+ \sim h^2\sigma^- \), \( h \ll L \), we find

\[
\frac{1}{(\ell_1/\sigma^{a_1} + \ell_2/\sigma^{a_2})} \frac{1}{r} \frac{d}{dr} \left( \frac{d\phi}{dr} \right) + \frac{h^2(2\delta^+\sigma^+ + 2\delta^-\sigma^-)}{(2\pi)^2r} \frac{d}{dr} \left( \frac{1}{r} \frac{d\phi}{dr} \right) = 0.
\]

In this case \( \phi \) is independent of \( \theta \), and there is an enhanced radial conductivity which arises from the spiral winding—current can move in the radial direction both through the active material (short distance, low conductivity) and by flowing along the current collectors (long distance, high conductivity), with the resistances of these two paths comparable. The conductivity through the active material again corresponds to conductors in series, while the conductivity of the additional path through the current collectors corresponds to conductors in parallel. The additional twist is the unusual combination of radial derivatives in this term; these arise because

\[
\frac{h^2(2\delta^+\sigma^+ + 2\delta^-\sigma^-)}{(2\pi)^2} \frac{1}{r} \frac{d}{dr} \left( \frac{1}{r} \frac{d\phi}{dr} \right) = (2\delta^+\sigma^+ + 2\delta^-\sigma^-) \frac{d^2\phi}{ds^2}
\]

where

\[
s = \frac{1}{h} \int_{r_0}^r 2\pi r' \, dr'
\]

is arc length along the spiral winding.
The Ohmic heating is

\[ F^{\pm} = \frac{h^2 \sigma^{\pm}}{4\pi^2 r^2} \left( \frac{d\phi}{dr} \right)^2, \quad F^{a_k} = \frac{\sigma^{a_k}}{\ell_1/\sigma^{a_1} + \ell_2/\sigma^{a_2}} \left( \frac{d\phi}{dr} \right)^2, \quad k = 1, 2, \]

in the current collectors and active material respectively.

(iii) Very conductive current collectors. With \( L^4\sigma^{a_1} \sim L^4\sigma^{a_2} \sim h^4\sigma^+ \sim h^4\sigma^- \), \( h \ll L \) we find

\[ \frac{h^2 \delta^+ \sigma^+}{2\pi^2} \frac{1}{r} \frac{d}{dr} \left( \frac{1}{r} \frac{d\phi^+}{dr} \right) + \frac{\sigma^{a_1}(\phi^- - \phi^+)}{\ell_1 h^2} + \frac{\sigma^{a_2}(\phi^- - \phi^+)}{\ell_2 h^2} = 0, \]

\[ \frac{h^2 \delta^- \sigma^-}{2\pi^2} \frac{1}{r} \frac{d}{dr} \left( \frac{1}{r} \frac{d\phi^-}{dr} \right) + \frac{\sigma^{a_2}(\phi^+ - \phi^-)}{\ell_2 h^2} + \frac{\sigma^{a_1}(\phi^+ - \phi^-)}{\ell_1 h^2} = 0. \]

In this case not only is the spiral winding important, but also the fact that it is double wound, i.e. there are two current collectors—the potential takes different values in the positive and negative current collectors, each of which is independent of \( \theta \). The dominant path for current flow is along the current collectors, but the potential difference between them also drives a current through the active material.

The Ohmic heating is

\[ F^{\pm} = \frac{h^2 \sigma^{\pm}}{4\pi^2 r^2} \left( \frac{d\phi^{\pm}}{dr} \right)^2, \quad F^{a_k} = \frac{\sigma^{a_k}(\phi^- - \phi^+)^2}{\ell_k h^2}, \quad k = 1, 2, \]

in the current collectors and active material respectively.

4.1.2. Thermal problem.

(i) Poorly thermally conductive current collectors. With \( k^+ \sim k^- \sim k^{a_1} \sim k^{a_2}; h \ll L \).

\[ k_N \frac{\partial}{\partial r} \left( r \frac{\partial T}{\partial r} \right) + k_T \frac{\partial^2 T}{\partial \theta^2} = \bar{F}, \]

where

\[ k_N = \frac{1}{2\delta^+ / k^+ + 2\delta^- / k^- + \ell_1 / k^{a_1} + \ell_2 / k^{a_2}}, \quad k_T = 2\delta^+ k^+ + 2\delta^- k^- + \ell_1 k^{a_1} + \ell_2 k^{a_2}, \]

and

\[ \bar{F} = \int_0^1 F(r, y) dy, \]

where \( F \) is given by the appropriate electrical problem, i.e. (4.2), (4.4) or (4.7). Since in each case \( F \) is independent of \( R - \theta/2\pi \) in each material, we have

\[ F = \sigma_N \left( \frac{\partial \phi}{\partial r} \right)^2 + \sigma_T \left( \frac{1}{r} \frac{\partial \phi}{\partial \theta} \right)^2, \]

\[ F = \left( \frac{h^2 (2\delta^+ \sigma^+ + 2\delta^- \sigma^-)}{4\pi^2 r^2} + \frac{1}{(\ell_1 / \sigma^{a_1} + \ell_2 / \sigma^{a_2})} \right) \left( \frac{d\phi}{dr} \right)^2, \]

\[ F = \frac{2\delta^+ \sigma^+ h^2}{4\pi^2 r^2} \left( \frac{d\phi^+}{dr} \right)^2 + \frac{2\delta^- \sigma^- h^2}{4\pi^2 r^2} \left( \frac{d\phi^-}{dr} \right)^2 + \left( \frac{\sigma^{a_1}}{\ell_1} + \frac{\sigma^{a_2}}{\ell_2} \right) \frac{(\phi^- - \phi^+)^2}{h^2}, \]

in electrical cases (i), (ii) and (iii) respectively.
(ii) **Reasonably thermally conductive current collectors.** With \( L^2 k^a_1 \sim h^2 k^+ \sim h^2 k^- , \ h \ll L \), we find

\[
(4.12) \quad \frac{1}{(\ell_1/k^a_1 + \ell_2/k^a_2)} \frac{d}{dr} (r \frac{dT}{dr}) + \frac{h^2 (2\delta^+ - 2\delta^-)}{(2\pi^2 r) \frac{dT}{dr}} \frac{1}{r \frac{dT}{dr}} = \bar{F},
\]

with \( \bar{F} \) again given by one of (4.9)-(4.11).

(iii) **Very thermally conductive current collectors.** With \( L^4 k^a_1 \sim L^4 k^a_2 \sim h^4 k^+ \sim h^4 k^- , \ h \ll L \) we find

\[
(4.13) \quad \frac{h^2 \delta^+ + 1}{2r} \frac{d}{dr} (r \frac{dT^+}{dr}) + \frac{k^a_1 (T^- - T^+)}{\ell_1 h^2} + \frac{k^a_2 (T^- - T^+)}{\ell_2 h^2} = S_1,
\]

\[
(4.14) \quad \frac{h^2 \delta^- - 1}{2r} \frac{d}{dr} (r \frac{dT^-}{dr}) + \frac{k^a_2 (T^+ - T^-)}{\ell_2 h^2} + \frac{k^a_1 (T^+ - T^-)}{\ell_1 h^2} = S_2,
\]

where \( S_1 = \hat{F}^a_1 - \hat{F}^a_2 + \bar{F}^+ + \bar{F}^a_2 \), \( S_2 = \hat{F}^a_2 - \hat{F}^a_1 + \bar{F}^- + \bar{F}^a_1 \),

\[
(4.15) \quad \hat{F}^a_1 = \frac{1}{\ell_1} \int_{R_0 + \mu - \delta^-}^{R_0 + \mu + \delta^+} (R_0 + \mu - \delta^- - y) F^a_1 (r, y) \, dy,
\]

\[
(4.16) \quad \hat{F}^a_2 = \frac{1}{\ell_2} \int_{R_0 + \mu + \delta^-}^{R_0 + \mu - \delta^+} (R_0 + 1 - \delta^+ - y) F^a_2 (r, y) \, dy,
\]

and \( \hat{F}^i \) is the integral of \( F \) over the corresponding region, with \( F \) as given by the appropriate electrical problem, i.e. (4.2), (4.4) or (4.7). Since in each case \( F \) is independent of \( R - \theta/2\pi \) in each material, we have \( \bar{F}^a_k = \bar{F}^a / 2 \), so that

\[
S_1 = \frac{\hat{F}^a_1}{2} + \frac{\hat{F}^a_2}{2} + \bar{F}^+, \quad S_2 = \frac{\hat{F}^a_1}{2} + \frac{\hat{F}^a_2}{2} + \bar{F}^-;
\]

with uniform heating half the heat generated in each active region travels to the positive current collector, and half to the negative current collector. Explicitly, we have

\[
S_1 = \sigma_N^2 \left( \frac{2\delta^+}{\sigma^a} + \frac{\ell_1}{2\sigma^a_1} + \frac{\ell_2}{2\sigma^a_2} \right) \frac{(\partial \phi}{\partial r} \right)^2 + \frac{4\delta^+ \sigma^a + \ell_1 \sigma^a_1 + \ell_2 \sigma^a_2}{2r^2} \left( \frac{\partial \phi}{\partial \theta} \right)^2,
\]

\[
S_2 = \sigma_N^2 \left( \frac{2\delta^-}{\sigma^a} + \frac{\ell_1}{2\sigma^a_1} + \frac{\ell_2}{2\sigma^a_2} \right) \frac{(\partial \phi}{\partial r} \right)^2 + \frac{4\delta^- \sigma^- + \ell_1 \sigma^a_1 + \ell_2 \sigma^a_2}{2r^2} \left( \frac{\partial \phi}{\partial \theta} \right)^2,
\]

\[
S_1 = \frac{2\delta^+ h^2}{4\pi^2 r^2} \left( \frac{\partial \phi}{\partial r} \right)^2 + \frac{1}{2(\ell_1/\sigma^a_1 + \ell_2/\sigma^a_2)} \left( \frac{\partial \phi}{\partial r} \right)^2,
\]

\[
S_2 = \frac{2\delta^- h^2}{4\pi^2 r^2} \left( \frac{\partial \phi}{\partial r} \right)^2 + \frac{1}{2(\ell_1/\sigma^a_1 + \ell_2/\sigma^a_2)} \left( \frac{\partial \phi}{\partial r} \right)^2,
\]

\[
S_1 = \frac{2\delta^+ h^2}{4\pi^2 r^2} \left( \frac{\partial \phi^+}{\partial r} \right)^2 + \frac{1}{2} \left( \frac{\sigma^a_1}{\ell_1} + \frac{\sigma^a_2}{\ell_2} \right) \left( \phi^+ - \phi \right)^2,
\]

\[
S_2 = \frac{2\delta^- h^2}{4\pi^2 r^2} \left( \frac{\partial \phi^-}{\partial r} \right)^2 + \frac{1}{2} \left( \frac{\sigma^a_1}{\ell_1} + \frac{\sigma^a_2}{\ell_2} \right) \left( \phi^+ - \phi \right)^2.
\]

in electrical cases (i), (ii) and (iii) respectively.
4.2. Composite expansions that span distinguished limits. It is interesting to compare the models derived here with one of the most common models exploited in the literature for battery thermal modelling (see [7], for example). To illustrate the approach we start by locally aligning the coordinate system with the layers of the cell so that the conductivity tensor can be written as

\[
K_{\text{eff}} = \begin{pmatrix}
    k_N & 0 \\
    0 & k_T
\end{pmatrix}
\]

where \( k_N \) and \( k_T \) are the conductivities normal (resistances in series) and tangential (resistances in parallel) to the layers respectively. To make the change to cylindrical coordinates we need to locally rotate this tensor by a small angle, \( \varepsilon/(2\pi r) \), representing the angle between the spiral and the circle, which transforms \( K_{\text{eff}} \) approximately to

\[
k_{\text{eff}} = \begin{pmatrix}
    k_N + k_T(\varepsilon/(2\pi r))^2 & \varepsilon/(2\pi r)(k_N - k_T) \\
    \varepsilon/(2\pi r)(k_N - k_T) & k_T + k_N(\varepsilon/(2\pi r))^2
\end{pmatrix}
\]

where we have ignored terms of \( O(\varepsilon^2) \). If \( k_T \sim k_N \) then the effect of the rotation is minimal, and (4.18) is the same as (4.8) at leading order. However, if \( k_N \sim \varepsilon^2k_T \) then (4.18) forces the temperature to be independent of \( \theta \) at leading order, and the leading-order radial conductivity is the same as (4.12). Thus (4.18) provides a uniform composite approximation spanning both the poorly conductive and reasonably conductive distinguished limits. Note that when using this approach significant care must be taken to ensure the method remains accurate when the conductivity is highly anisotropic, since the dominant terms in the equation are the \( \theta \)-derivatives, and small errors in their approximation can completely swamp the radial behaviour.

A common approach to modelling the electrical behaviour of spirally wound cells is to “unwind” the cell, writing the potential as a function of arc length along the current collectors. The “leakage current” between current collectors then depends on the potential difference between them, but at different values of arc length (corresponding to one loop forward or one loop backward) [7, 8]. Translated into the radial coordinate this leads to the following forward-backward differential difference equations

\[
\begin{align*}
\frac{\varepsilon^2 \delta^+ \sigma^+}{2\pi^2} & \frac{1}{r} \frac{d}{dr} \left( \frac{1}{r} \frac{d\phi^+}{dr} \right) + \frac{\sigma_{a1}}{\ell_1 \varepsilon^2} \frac{(r + \varepsilon/2)}{r} \phi^- (r + \varepsilon/2) - \phi^+ (r) \\
& + \frac{\sigma_{a2}}{\ell_2 \varepsilon^2} \frac{(r - \varepsilon/2)}{r} \phi^- (r - \varepsilon/2) - \phi^+ (r) = 0,
\end{align*}
\]

\[
\begin{align*}
\frac{\varepsilon^2 \delta^- \sigma^-}{2\pi^2} & \frac{1}{r} \frac{d}{dr} \left( \frac{1}{r} \frac{d\phi^-}{dr} \right) + \frac{\sigma_{a2}}{\ell_2 \varepsilon^2} \frac{(r + \varepsilon/2)}{r} \phi^+ (r + \varepsilon/2) - \phi^- (r) \\
& + \frac{\sigma_{a1}}{\ell_1 \varepsilon^2} \frac{(r - \varepsilon/2)}{r} \phi^+ (r - \varepsilon/2) - \phi^- (r) = 0.
\end{align*}
\]

Note the factors \( (r \pm \varepsilon/2)/r \) which arise due to the increase in length of a circular arc with radius \( r \)—in (4.19) for example these terms represent the length of the negative current collector per unit length of the positive current collector. These factors are missing in the model of [7], but since the parameters in [7] fall towards the high conductivity regime the numerical consequence of the error is small.

Equations (4.19)-(4.20) give a model valid in both the reasonably conductive and very conductive regimes, which can be seen by Taylor expanding the nonlocal terms.
However, a much simpler local composite model is

\[
\frac{1}{r} \frac{d}{dr} \left( r \left( \frac{1}{2(\ell_1/\sigma_{a_1} + \ell_2/\sigma_{a_2})} + \frac{2\delta^+\sigma^+ h^2}{(2\pi r)^2} \right) \frac{d\phi^+}{dr} \right) + \frac{\sigma_{a_1}(\phi^- - \phi^+)}{\ell_1 h^2} + \frac{\sigma_{a_2}(\phi^- - \phi^+)}{\ell_2 h^2} = 0, \tag{4.21}
\]

\[
\frac{1}{r} \frac{d}{dr} \left( r \left( \frac{1}{2(\ell_1/\sigma_{a_1} + \ell_2/\sigma_{a_2})} + \frac{2\delta^-\sigma^- h^2}{(2\pi r)^2} \right) \frac{d\phi^-}{dr} \right) + \frac{\sigma_{a_2}(\phi^+ - \phi^-)}{\ell_2 h^2} + \frac{\sigma_{a_1}(\phi^+ - \phi^-)}{\ell_1 h^2} = 0, \tag{4.22}
\]

which also provides a uniform composite approximation spanning both the reasonably conductive and very conductive distinguished limits. Care must be taken when the conductivity of the current collectors is towards the low end and the problem becomes ill-conditioned.

### 4.3. Prismatic cells

The observation that the very conductive limit is equivalent to a problem where the dominant conduction path is along the current collectors together with a “leakage current” through the active material between current collectors allows us to formulate homogenised macroscopic models for other cell geometries without a detailed calculation. In general we have

\[
\frac{d}{ds} \left( 2\delta^+\sigma^+ \frac{d\phi^+}{ds} \right) + \frac{\sigma_{a_1}(\phi^- - \phi^+)}{\ell_1 h^2} + \frac{\sigma_{a_2}(\phi^- - \phi^+)}{\ell_2 h^2} = 0, \tag{4.23}
\]

\[
\frac{d}{ds} \left( 2\delta^-\sigma^- \frac{d\phi^-}{ds} \right) + \frac{\sigma_{a_2}(\phi^+ - \phi^-)}{\ell_2 h^2} + \frac{\sigma_{a_1}(\phi^+ - \phi^-)}{\ell_1 h^2} = 0, \tag{4.24}
\]

where \( s \) is arc length along the winding.

![Fig. 4: Representation of a prismatic pouch cell.](image)

Suppose we consider a long flat prismatic cell of width \( L \) and thickness \( H \), as illustrated in Figure 4. Following the winding from position \((0, y)\) with \( y > 0 \), arc length increases by \( 2L + 2\pi y \) (two traverses and two semi-circular end caps) by the time it returns to position \((0, y + h)\), where the vertical height has increased by the thickness \( h \). Thus the vertical coordinate \( y \) and arc length \( s \) are related by

\[
\frac{ds}{dy} = \frac{2L + 2\pi y}{h}, \quad y > 0, \quad \frac{ds}{dy} = -\frac{2L - 2\pi y}{h}, \quad y < 0,
\]
so that the homogenised model is

\[ \frac{\delta^+ \sigma^+ h^2}{(L + \pi|y|)} \frac{d}{dy} \left( \frac{1}{2(L + \pi|y|)} \frac{d\phi^+}{dy} \right) + \frac{\sigma_{a_1}^+ (\phi^- - \phi^+)}{\ell_1 h^2} + \frac{\sigma_{a_2}^+ (\phi^- - \phi^+)}{\ell_2 h^2} = 0, \]

\[ \frac{\delta^- \sigma^- h^2}{(L + \pi|y|)} \frac{d}{dy} \left( \frac{1}{2(L + \pi|y|)} \frac{d\phi^-}{dy} \right) + \frac{\sigma_{a_2}^- (\phi^- - \phi^+)}{\ell_2 h^2} + \frac{\sigma_{a_1}^- (\phi^- - \phi^+)}{\ell_1 h^2} = 0, \]

with \( \phi^\pm \) independent of the horizontal coordinate \( x \).

4.4. Boundary conditions. Finally we need to consider how to apply boundary conditions to the homogenised problems that we have derived. In the full electrical problem we might apply known potentials at certain points, representing the tabs on the current collectors, and require no current through any other external surfaces. For the thermal problem we might impose heat transfer conditions at the tabs and at the external surfaces (with differing coefficients) of the form \(-k_i \nabla T \cdot \vec{n} = N(T - T_\infty)\) for a heat transfer coefficient \(N\) and external temperature \(T_\infty\).

For the poor conductor and the reasonable conductor limits the homogenised problem has a single potential/temperature. To find the homogenised boundary condition we assume that the condition varies on a length scale much larger than the microscale of the problem (this excludes situations such as applying the potential on the separate current collectors at two points very close to one another). If a Dirichlet condition is imposed then the homogenised potential/temperature has a Dirichlet condition, and similarly for a Neumann (no flux) condition. If a heat transfer condition is imposed the homogenised condition is found by replacing the thermal conductivity with the effective conductivity \(k_\text{eff}\).

For the very conductive case, Dirichlet conditions can be imposed on either current collector, as can any Neumann condition (note that unlike the poor and reasonably conductive cases the problem requires two conditions at every surface to be well-posed). If a heat transfer condition is imposed then the conductivity is replaced by the effective conductivity due to that particular current collector, and the heat transfer coefficient is multiplied by the fraction of the surface belonging to that current collector.

In the reasonably conductive limit with a Dirichlet condition there is a boundary layer on the inner and outer surfaces that does not affect the leading order condition, but it does affect the numerical accuracy. We discuss an improved boundary condition in Section 5.

5. Comparison with COMSOL solutions. In this section we compare the solutions derived from the homogenised models for the spirally-wound cell for the electrical problem \((F = 0)\), with numerical solutions of the full problem solved directly on the original spiral geometry in COMSOL. To describe the various solutions we introduce the following notation: \(\phi_C\) is the potential obtained by solving the original problem in COMSOL; \(\phi_P\) is the potential obtained by solving (4.1) for “poorly conductive current collectors”; \(\phi_R\) is the potential obtained by solving (4.3) for “reasonably conductive current collectors”; and \(\phi_V\) is the potential obtained by solving the (4.5)-(4.6) for “very conductive current collectors”. For poor and reasonable conductors the solution of the homogenised problem directly gives the leading-order potential, which is uniform on the microscale. However, for very conductive current collectors the leading order potential varies linearly in the active material between the two values \(\phi^+\) and \(\phi^-\) obtained from the macroscale problem—see Fig. 3. Furthermore we use: \(\phi_{PR}\) for the potential obtained by using (4.18) which gives a composite solution
valid across the poor and reasonably conductive regimes; and $\phi_{RV}$ for the potential obtained by solving the problem (4.21)–(4.21) which gives a composite solution valid across the reasonably and very conductive regimes.

For our comparisons we use parameters representative of a 18650-type cylindrical cell, similar to that studied in [7]. We choose a symmetric microstructure with $\mu = 1/2$, $\delta^+ = \delta^- = 0.05$, $\sigma^+ = \sigma^- = \sigma^\pm$, and $\sigma^{a1} = \sigma^{a2} = \sigma^a$, say. We take $L_0 = 0.25L$, and $\varepsilon = 0.0375$, corresponding to 20 windings. We choose $\sigma^a/\sigma^+ = 2 \times 10^{-7}$, representative of typical battery materials [11]. In addition, to explore the validity of all the models we have derived, we keep the geometry fixed and consider three other values of the conductivity ratio, chosen to correspond roughly to each of our distinguished limits. Broadly these are $\sigma^a/\sigma^\pm = 1, \varepsilon^2$ and $\varepsilon^4$, but since the formally $O(1)$ geometrical factors $\delta$ and $1/(4\pi^2)$ are fairly small we take instead $\sigma^a/\sigma^\pm = 0.1, 0.01\varepsilon^2$ and $0.01\varepsilon^4$.

For most practical 18650 cells there would be several tabs, however here we choose a simple problem to allow easy comparison. We assume there is a single tab on the positive current collector at the outer radius and a single tab on the negative current collector at the inner radius. Hence we impose Dirichlet conditions $\phi^+ = 1$ at the outer radius (having scaled the potential with the applied potential difference) and $\phi^- = 0$ at the inner radius. For the very high conductivity limit we need a second boundary condition: we impose that no current leaves from the negative current collector at the external surface ($\partial \phi^- / \partial r = 0$ on the outer boundary) and no current leaves from the positive current collector at the centre of the jelly roll ($\partial \phi^+ / \partial r = 0$ on the inner boundary). For the reasonably conductive limit there is a boundary layer near each tab due to the asymmetry in the first and last winding (this can be seen in the COMSOL solution in Fig. 6(b)).

In Section SM2 we analyse these boundary layers and derive improved Robin boundary conditions which we use for $\phi_R$. In nondimensional variables these are

\begin{equation}
\frac{d\phi_R}{dr}(r_0) = \frac{\alpha}{\varepsilon} \phi_R(r_0), \quad \frac{d\phi_R}{dr}(1) = \frac{\beta}{\varepsilon}(1 - \phi_R(1)),
\end{equation}

where $\alpha$ and $\beta$ depend on $\delta h^2 \sigma^\pm / r_0^2 \sigma^a$ and $\delta h^2 \sigma^\pm / \sigma^a$ respectively, and are given in the supplementary material. At leading order in $\varepsilon$ these reduce to $\phi_R(1) = 1$, $\phi_R(r_0) = 0$ as described above, but we find that (5.1) captures higher-order effects near the boundary leading to more accurate results. Note that these boundary layers would not be present if the tabs were somewhere in the middle rather than at the end of the current collectors, and they are only important in the reasonably conductive regime. Similar boundary conditions are applied to the composite solution $\phi_{RV}$; these are given in the supplementary material.

Table 1 shows the maximum error in $r$ (at a fixed value $\theta = 0$) in the solutions of each of the homogenised limits relative to directly solving the problem on the spiral geometry in COMSOL for various values of the conductivity ratio $\sigma^a/\sigma^\pm$. This shows the general trend that as $\sigma^a/\sigma^\pm$ decreases the error in the poorly conductive models increases, and the error in the very conductive models decreases. We see that the composite models are accurate over a wider range of values of $\sigma^a/\sigma^\pm$. In particular it is worth noting that the solution of the composite model spanning the reasonably conductive and very conductive limits, $\phi_{RV}$, performs remarkably well for all values $\sigma^a/\sigma^\pm \leq 0.01\varepsilon^2$, and always outperforms the solution of the reasonably conductive model, $\phi_R$.

Figures 5–8 provide a comparison of the numerical solutions of the full problem in COMSOL and the homogenised problems for various values of $\sigma^a/\sigma^\pm$, showing: (a) a
| $\sigma^a/\sigma^\pm$ | $\max_r |\phi_C - \phi_P|$ | $\max_r |\phi_C - \phi_{PR}|$ | $\max_r |\phi_C - \phi_R|$ | $\max_r |\phi_C - \phi_{RV}|$ | $\max_r |\phi_C - \phi_V|$ |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 0.1             | 0.0426          | 0.0425          | 0.3054          | 0.3099          | 0.3018          |
| $0.01\varepsilon^2$ | 0.1666          | 0.0972          | 0.0568          | 0.0276          | 0.1181          |
| $2 \times 10^{-7}$ | 0.2075          | 0.2231          | 0.1908          | 0.0130          | 0.0132          |
| $0.01\varepsilon^4$ | 0.4395          | 0.4769          | 0.4446          | 0.0123          | 0.0123          |

Table 1: Maximum error of solutions of different homogenised limits compared to the COMSOL solution at $\theta = 0$, relative to the applied potential difference, for various values of the conductivity ratio $\sigma^a/\sigma^\pm$. Numerically $0.01\varepsilon^2 \approx 1.4 \times 10^{-5}$ and $0.01\varepsilon^4 \approx 1.9775 \times 10^{-8}$.

As shown in Figure 5, the traditional homogenisation method accurately captures the potential when $\sigma^a/\sigma^\pm = 0.1$. Figure 6 shows a comparison for $\sigma^a/\sigma^\pm = 0.01\varepsilon^2 \approx 1.4 \times 10^{-5}$, which roughly balances the terms in the reasonably conductive model. In this limit we expect there to be a single current collector potential (i.e. $\phi^+ = \phi^-$) which is true in the COMSOL solution apart from very close to the inner radius. The small rapid fluctuations in potential are visible in the errors in Figure 6(c).

Figure 7 shows the comparison for a conductivity ratio $\sigma^a/\sigma^\pm = 2 \times 10^{-7}$ typical of realistic battery materials [11]. Here we observe the potential exhibits clear variations on the microscale close to the inner and outer boundaries (i.e. near the tabs), highlighting the importance of correctly accounting for the rapid variations in conductivity on the microscale. Both the very ($\phi_V$) and reasonably/very ($\phi_{RV}$) conductive models perform well, with maximum errors on the order of one percent.

Finally, Figure 8 shows the results for $\sigma^a/\sigma^\pm = 0.01\varepsilon^4$, which roughly balances the terms in the very conductive model. Here the potential varies on the microscale throughout the whole domain, rapidly jumping between its value on the negative and positive current collectors. In this limit the “two-potential” nature of the problem is clear, and it is obvious that using an effective conductivity tensor as derived in traditional homogenisation theory will be unable to produce the correct result.

6. Conclusions. In this paper we have exploited the method of multiple-scales homogenisation to derive simplified models for the electrical and thermal behaviour of a spirally wound cell. The analysis identifies three distinguished limits for the conductivity ratio relative to the lengthscale ratio. These correspond to conventional homogenisation, in which there is an effective diffusion coefficient, a novel limit of radial diffusion, and a “two-potential” limit. These limits correspond to the physical cases of “poorly conductive” current collectors, “reasonably conductive” current collectors, and “very conductive” current collectors respectively. The “very conductive” model is particularly novel, in that the solution exhibits interesting variations on the microscale, and the homogenised problem involves not one but two functions of the macroscale. Each of the models accounts for the effect of the complicated spiral structure of the cell, but without the need to explicitly account for the structure in the numerical mesh. We also present two composite models that span the poorly/reasonably conductive cases and reasonably/very conductive cases, respectively.
To allow for a clear exposition, the analysis assumed simple Ohmic behaviour for all cell components. However, the results obtained are general and could be readily extended to include a more realistic description of the electrochemistry (for example a locally one-dimensional computational model of behaviour between the current collectors), or indeed be applied to other physical problems. We have also indicated how the results may be extended in a straightforward manner to different cell geometries, such as prismatic cells.

A popular ad-hoc approach to modelling the electrical behaviour of spirally wound cells is to “unroll” the cell and solve for the potential along the length of the unwound current collector [8, 7]. The analysis here essentially validates such an approach in the high-conducting limit, but also demonstrates that a much simpler problem, which we posed along the radius instead of the arc length, can be solved instead. In contrast to the pair of forward-backward differential-difference equations of [7], it is sufficient...
Fig. 7: Numerical solutions of the case where $\sigma^a/\sigma^\pm = 2 \times 10^{-7}$, showing: (a) contour plots from COMSOL; (b) comparison of calculated homogenised potentials with predictions at $\theta = 0$ from COMSOL; (c) errors from comparisons.

Fig. 8: Numerical solutions of the case where $\sigma^a/\sigma^\pm = 0.01\varepsilon^4 \approx 1.9775 \times 10^{-8}$, showing: (a) contour plots from COMSOL; (b) comparison of calculated homogenised potentials with predictions at $\theta = 0$ from COMSOL; (c) errors from comparisons.

to solve simply a pair of ordinary differential equations. The transformation to a radial coordinate may make coupling to other components such as temperature more straightforward, as well as facilitating a simple reasonably/very conductive composite model.

Although for our comparisons we have taken the tabs to be at the ends of the spirals, in reality many cells have several tabs along the spirals. Conditions can be imposed to represent such internal tabs, but if the lengthscale along which the tab connects to the current collector is much shorter than the cell dimension (i.e. much smaller than a turn of the spiral) there will be local effects on the solution. Such effects can be seen, for example, in the results of [11], and the model derived here may not be highly accurate in such cases.

Comparisons between the solutions of the homogenised models with solutions obtained from directly solving the electrical problem on the spiral geometry in COMSOL were made for a range of parameter values. Through this, we demonstrated the
ability of the homogenised models to accurately predict the potential, and quantified the errors made across the range of models. In particular it was shown that both the “very conductive” model and “reasonably/very conductive” composite model were able to predict the potential to within a few percent for realistic parameter values for a lithium-ion cell. We also determined that the “reasonably/very conductive” and the “poor/reasonably conductive” composite models provide the greatest accuracy across the range of $\sigma$ values tested. To demonstrate the effectiveness of the modelling approach to practical problems we examined a typical 18650-type cell [11, 7]. We found that for the electrical problem, the values of conductivities indicate the “reasonably/very conductive” composite model is very suitable, while for the thermal problem the conductivities indicate the “poor/reasonably conductive” composite model should be used. These findings are in keeping with many other modelling approaches where a “two-potential” model is used for the electrical problem and an effective conductivity model is used for the thermal model.
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SUPPLEMENTARY MATERIALS: HOMOGENISATION OF SPIRALLY-WOUND HIGH-CONTRAST LAYERED MATERIALS

STEVEN PSALTIS†, ROBERT TIMMS‡, COLIN PLEASE§, AND S. JONATHAN CHAPMAN‡§

SM1. Reasonably conductive current collectors. Here we consider the intermediate limit in which the electrical conductivity of the current collector materials is reasonably large compared to that of the active material. Specifically we consider the distinguished limit in which \( \sigma^a_k = \varepsilon \hat{\sigma}_a^k \), where \( \hat{\sigma}_a^k = O(1) \) as \( \varepsilon \to 0 \), for \( k = 1, 2 \).

The asymptotic analysis of this case is very similar to the very conductive case of Section 3.2. The main difference is that the behaviour in the active region comes into the analysis of the current collectors at second order, even though we still have to continue to fourth order in the current collectors to obtain the final solvability condition. Although this makes the algebra more complicated, it does not significantly alter the process.

The appropriate scaling of \( \phi \) to maintain a correct balance with the source term is the same as in Section 3.2. Thus written in multiple-scales form equation (2.5) is

\[
\begin{align*}
\frac{\sigma^i}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi^i}{\partial r} \right) &+ \frac{\sigma^i}{r^2} \frac{\partial^2 \phi^i}{\partial \theta^2} + \frac{\sigma^i}{\varepsilon r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi^i}{\partial R} \right) + \frac{\sigma^i}{\varepsilon r} \frac{\partial}{\partial R} \left( r \frac{\partial \phi^i}{\partial r} \right) + \frac{\sigma^i}{\varepsilon^2} \frac{\partial^2 \phi^i}{\partial R^2} \\
&= -\varepsilon^2 F^i(r, R - \theta/2\pi), \quad i \in \{+, -\},
\end{align*}
\]

(SM1.1)

\[
\begin{align*}
\frac{\varepsilon^2 \sigma^1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi^1}{\partial r} \right) + \frac{\varepsilon \sigma^1}{r^2} \frac{\partial^2 \phi^1}{\partial \theta^2} + \frac{\varepsilon \sigma^1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi^1}{\partial R} \right) + \frac{\varepsilon \sigma^1}{r} \frac{\partial}{\partial R} \left( r \frac{\partial \phi^1}{\partial r} \right) + \sigma^1 \frac{\partial^2 \phi^1}{\partial R^2} \\
&= -\varepsilon^2 F^1(r, R - \theta/2\pi), \quad i \in \\{a_1, a_2\},
\end{align*}
\]

(SM1.2)

with the solution periodic in \( R \) and \( \theta \) with period 1 and 2\( \pi \) respectively. The continuity conditions (3.12)-(3.14) are unchanged, while (3.15)-(3.17) become

\[
\begin{align*}
\sigma^+ \vec{n} \cdot \nabla \phi^+ \bigg|_{R = R_0 + \delta^+ + \theta/2\pi} &= \varepsilon^2 \hat{\sigma}_a^{a_1} \vec{n} \cdot \nabla \phi^{a_1} \bigg|_{R = R_0 + \delta^+ + \theta/2\pi}, \\
\sigma^- \vec{n} \cdot \nabla \phi^- \bigg|_{R = R_0 - \delta^+ + \theta/2\pi} &= \varepsilon^2 \hat{\sigma}_a^{a_2} \vec{n} \cdot \nabla \phi^{a_2} \bigg|_{R = R_0 - \delta^+ + \theta/2\pi},
\end{align*}
\]

(SM1.3)

\[
\begin{align*}
\sigma^+ \vec{n} \cdot \nabla \phi^+ \bigg|_{R = R_0 + \delta^- + \theta/2\pi} &= \varepsilon^2 \hat{\sigma}_a^{a_1} \vec{n} \cdot \nabla \phi^{a_1} \bigg|_{R = R_0 + \delta^- + \theta/2\pi}, \\
\sigma^- \vec{n} \cdot \nabla \phi^- \bigg|_{R = R_0 - \delta^- + \theta/2\pi} &= \varepsilon^2 \hat{\sigma}_a^{a_2} \vec{n} \cdot \nabla \phi^{a_2} \bigg|_{R = R_0 - \delta^- + \theta/2\pi},
\end{align*}
\]

(SM1.4)

\[
\sigma^+ \vec{n} \cdot \nabla \phi^+ \bigg|_{R = R_0 + \delta^+ + \theta/2\pi} &= \varepsilon^2 \hat{\sigma}_a^{a_1} \vec{n} \cdot \nabla \phi^{a_1} \bigg|_{R = R_0 + \delta^+ + \theta/2\pi}, \\
\sigma^- \vec{n} \cdot \nabla \phi^- \bigg|_{R = R_0 - \delta^- + \theta/2\pi} &= \varepsilon^2 \hat{\sigma}_a^{a_2} \vec{n} \cdot \nabla \phi^{a_2} \bigg|_{R = R_0 - \delta^- + \theta/2\pi},
\end{align*}
\]

(SM1.5)
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As usual we expand the solution in powers of $\varepsilon$ in the form

$$\phi^i \sim \phi^i_0 + \varepsilon \phi^i_1 + \varepsilon^2 \phi^i_2 + \ldots,$$

and equate coefficients of powers of $\varepsilon$. Starting with the positive current collector, at leading and first order the analysis is identical to that in Section 3.2, so that

$$\phi^+_0 = \phi^+_0 (r, \theta), \quad \phi^+_1 = -\frac{\partial \phi^+_0}{\partial r} \left( R - R_0 - \frac{\theta}{2\pi} \right) + \beta^+_1 (r, \theta).$$

At second order we again find

$$\phi^+_2 = \frac{1}{2} \left( -\frac{1}{r^2} \frac{\partial^2 \phi^+_0}{\partial \theta^2} + \frac{\partial^2 \phi^+_1}{\partial r^2} \right) \left( R - R_0 - \frac{\theta}{2\pi} \right)^2 + \alpha^+_2 \left( R - R_0 - \frac{\theta}{2\pi} \right) + \beta^+_2,$$

with $\alpha^+_2 = \alpha^+_2 (r, \theta), \beta^+_2 = \beta^+_2 (r, \theta)$, but (SM1.3)-(SM1.5) now give that

$$\frac{\partial \phi^+_0}{\partial \theta} = \left. \frac{\sigma^a_1}{\sigma^+} \frac{\partial \phi^+_a}{\partial R} \right|_{R=R_0+\delta^++\frac{\theta}{2\pi}},$$

$$\frac{\partial \phi^+_0}{\partial \theta} + \frac{\partial \phi^+_1}{\partial r} + \alpha^+_2 \frac{\partial \phi^+_a}{\partial R} \left|_{R=R_0+1-\delta^++\frac{\theta}{2\pi}} \right. = \frac{\sigma^a_2}{\sigma^+} \frac{\partial \phi^+_a}{\partial R}.$$

The leading-order potential in the active material this time satisfies

$$\frac{\partial^2 \phi^a_0}{\partial R^2} = 0, \quad k = 1, 2.$$

Continuity of the potential at the boundaries with the current collectors (3.12)-(3.14) gives

$$\phi^a_0 = (\phi^a_0 - \phi^+_0) \frac{1}{\mu - \delta^+ - \delta^-} + \phi^+_0,$$

$$\phi^a_0 = (\phi^a_0 - \phi^+_0) \frac{R_0 + 1 - \delta^+ + \frac{\theta}{2\pi} - R}{1 - \mu - \delta^+ - \delta^-} + \phi^+_0.$$

Subtracting (SM1.9) from (SM1.10) and using (SM1.11)-(SM1.12) we obtain

$$\frac{2\delta^+ \sigma^+}{r^2} \frac{\partial \phi^+_0}{\partial \theta^2} = - \left( \frac{\sigma^a_1}{\ell_1} + \frac{\sigma^a_2}{\ell_2} \right) (\phi^-_0 - \phi^+_0).$$

A similar analysis of the negative current collector yields

$$\frac{2\delta^- \sigma^-}{r^2} \frac{\partial \phi^+_0}{\partial \theta^2} = - \left( \frac{\sigma^a_1}{\ell_1} + \frac{\sigma^a_2}{\ell_2} \right) (\phi^+_0 - \phi^-_0).$$

The only solution of (SM1.13)-(SM1.14) which is periodic in $\theta$ is $\phi^-_0 = \phi^+_0 = \phi_0 (r)$, for some function $\phi_0$, i.e. the leading-order potentials are equal and independent of $\theta$. We can see this by subtracting an appropriate multiple of (SM1.13) from (SM1.14) to give

$$\frac{1}{r^2} \frac{\partial^2}{\partial \theta^2} (\phi^-_0 - \phi^+_0) = \left( \frac{1}{\delta^+ \sigma^+} + \frac{1}{\delta^- \sigma^-} \right) \left( \frac{\sigma^a_1}{\ell_1} + \frac{\sigma^a_2}{\ell_2} \right) (\phi^-_0 - \phi^+_0).$$
Since, the coefficient of \((\phi^-_0 - \phi^+_0)\) on the right-hand side is positive, periodicity in \(\theta\) implies \(\phi^-_0 = \phi^+_0 = \phi_0\), say, whence (SM1.13) implies \(\partial^2 \phi_0 / \partial \theta^2 = 0\), so that, again by periodicity, \(\phi_0\) is independent of \(\theta\). Equations (SM1.9)-(SM1.10) then give

\[
\alpha^+_2 = -\frac{\partial \beta^+_1}{\partial r}, \quad \alpha^-_2 = -\frac{\partial \beta^-_1}{\partial r},
\]

so that

\[
\phi^+_2 = \frac{1}{2} \left( \frac{d^2 \phi_0}{dr^2} \right) \left( R - R_0 - \frac{\theta}{2\pi} \right)^2 - \frac{\partial \beta^+_1}{\partial r} \left( R - R_0 - \frac{\theta}{2\pi} \right) + \beta^+_2.
\]

At the next order we find

\[
\phi^+_3 = -\frac{1}{6} \frac{d^3 \phi_0}{dr^3} \left( R - R_0 - \frac{\theta}{2\pi} \right)^3 + \frac{1}{2} \left( \frac{\partial^2 \beta^+_1}{\partial r^2} - \frac{1}{r^2} \frac{\partial^2 \beta^+_1}{\partial \theta^2} \right) \left( R - R_0 - \frac{\theta}{2\pi} \right)^2 + \alpha^+_3 \left( R - R_0 - \frac{\theta}{2\pi} \right) + \beta^+_3,
\]

in the positive current collector and

\[
\phi^{a_1}_1 = \alpha^{a_1}_1 \left( \frac{R - R_0 - \delta^+ - \frac{\theta}{2\pi}}{\mu - \delta^+ - \delta^-} \right) + \beta^{a_1}_1, \quad \phi^{a_2}_1 = \alpha^{a_2}_1 \left( \frac{R_0 + 1 - \delta^+ + \frac{\theta}{2\pi} - R}{1 - \mu - \delta^+ - \delta^-} \right) + \beta^{a_2}_1,
\]

in the active regions \(a_1\) and \(a_2\). Continuity at the boundaries (3.12)-(3.14) gives

\[
\beta^{a_1}_1 = \beta^+_1 - \delta^+_1 \frac{d \phi_0}{dr}, \quad \beta^{a_2}_1 = \beta^+_1 + \delta^+_1 \frac{d \phi_0}{dr},
\]

\[
\alpha^{a_1}_1 = \beta^-_1 - \beta^+_1 + (\delta^+ + \delta^-) \frac{d \phi_0}{dr}, \quad \alpha^{a_2}_1 = \beta^-_1 - \beta^+_1 - (\delta^+ + \delta^-) \frac{d \phi_0}{dr},
\]

after which (3.15)-(3.17) give

\[
\sigma^+ \left( -\frac{1}{2\pi r^2} \frac{\partial \phi^+_1}{\partial \theta} + \frac{\partial \phi^+_2}{\partial r} + \frac{\partial \phi^+_3}{\partial R} \right) \bigg|_{R=R_0+\delta^+ + \theta/2\pi} = \bar{\sigma}^{a_1} \left( \frac{\alpha^{a_1}_1}{\mu - \delta^+ - \delta^-} + \frac{d \phi_0}{dr} \right) ,
\]

\[
\sigma^+ \left( -\frac{1}{2\pi r^2} \frac{d \phi_1}{d \theta} + \frac{\partial \phi^+_2}{\partial r} + \frac{\partial \phi^+_3}{\partial R} \right) \bigg|_{R=R_0-\delta^+ + \theta/2\pi} = \bar{\sigma}^{a_2} \left( -\frac{\alpha^{a_2}_1}{1 - \mu - \delta^+ - \delta^-} + \frac{d \phi_0}{dr} \right).
\]

Subtracting (SM1.22) from (SM1.23), using (SM1.7), (SM1.17) and (SM1.18) gives

\[
\frac{2\delta^+ \sigma^+ \delta^2 \beta^+_1}{r} = - \left( \frac{\bar{\sigma}^{a_1}_1}{\ell_1} + \frac{\bar{\sigma}^{a_2}_1}{\ell_2} \right) (\beta^-_1 - \beta^+_1) - \bar{\sigma}^{a_1}_1 \mu \frac{d \phi_0}{dr} + \bar{\sigma}^{a_2}_1 (1 - \mu) \frac{d \phi_0}{dr}.
\]

From the negative current collector we find

\[
\frac{2\delta^- \sigma^- \delta^2 \beta^-_1}{r} = \left( \frac{\bar{\sigma}^{a_1}_1}{\ell_1} + \frac{\bar{\sigma}^{a_2}_1}{\ell_2} \right) (\beta^-_1 - \beta^+_1) + \frac{\bar{\sigma}^{a_1}_1 \mu}{\ell_1} \frac{d \phi_0}{dr} - \frac{\bar{\sigma}^{a_2}_1 (1 - \mu)}{\ell_2} \frac{d \phi_0}{dr}.
\]
Imposing periodicity now gives that
\[
\left( \frac{\sigma^{a_1}}{\ell_1} + \frac{\sigma^{a_2}}{\ell_2} \right) (\beta^- - \beta^+) = -\frac{\sigma^{a_1}}{\ell_1} \frac{d\phi_0}{dr} + \frac{\sigma^{a_2}(1 - \mu)}{\ell_2} \frac{d\phi_0}{dr},
\]
i.e.
\[
\beta^- - \beta^+ = -\mu \frac{d\phi_0}{dr} + \left( \frac{\sigma^{a_1}}{\ell_1} + \frac{\sigma^{a_2}}{\ell_2} \right)^{-1} \frac{d\phi_0}{dr},
\]
which then gives \( \beta^+ \), \( \beta^- \) independent of \( \theta \). The boundary conditions (SM1.22)-(SM1.23) then give
\[
\alpha_1^+ = \left( \frac{1}{(\ell_2/\sigma^{a_2} + \ell_1/\sigma^{a_1})}\sigma^+ + \frac{1}{4\pi^2r^2} \right) \frac{d\phi_0}{dr} - \frac{\partial \beta^+}{\partial r},
\]
\[
\alpha_3^- = \left( \frac{1}{(\ell_2/\sigma^{a_2} + \ell_1/\sigma^{a_1})}\sigma^- + \frac{1}{4\pi^2r^2} \right) \frac{d\phi_0}{dr} - \frac{\partial \beta^-}{\partial r}.
\]
At next order
(SM1.24)
\[
\frac{\partial \phi_4^+}{\partial R} = \frac{1}{\sigma^0} \frac{1}{\ell_1} \left( R - R_0 - \frac{\theta}{2\pi} \right)^3 - \frac{1}{\sigma^0} \frac{1}{\ell_2} \left( R - R_0 - \frac{2\theta}{2\pi} \right)^2
\]
\[
- \left( \left( 2\phi'' + \frac{\phi'}{r} \right) \left( 2\phi'' + \frac{\phi'}{r} \right) \left( \ell_2/\sigma^{a_2} + \ell_1/\sigma^{a_1} \right) \right)
\]
\[
+ \frac{3}{4\pi^2r^2} \left( \frac{\phi}{r} \right) \left( \frac{\phi}{r} \right) \left( R - R_0 - \frac{\theta}{2\pi} \right)
\]
\[
+ \alpha_1^+ \frac{1}{\sigma^+} \int_{R_0}^{R_0 + \theta/2\pi} F^+(r, y) dy,
\]
where \( \ell \equiv d/dr \), while
\[
\phi_2^{a_1} = \left( -\frac{1}{\sigma^{a_1}} \left( 2\phi'' + \frac{\phi'}{r} \right) \left( \ell_2/\sigma^{a_2} + \ell_1/\sigma^{a_1} \right) \right) \phi'' \left( R - R_0 - \theta/2\pi - \delta^+ \right)^2 \]
\[
+ \alpha_2^{a_1} (R - R_0 - \theta/2\pi - \delta^+) + \beta_2^{a_1} \frac{1}{\sigma^{a_1}} \int_{R_0 + \delta^+}^{R_0 + \theta/2\pi} \left( R - R_0 - \theta/2\pi - y \right) F^+(r, y) dy,
\]
\[
\phi_2^{a_2} = \left( -\frac{1}{\sigma^{a_2}} \left( 2\phi'' + \frac{\phi'}{r} \right) \left( \ell_2/\sigma^{a_2} + \ell_1/\sigma^{a_1} \right) \right) \phi'' \left( R - R_0 - \theta/2\pi - \mu - \delta^- \right)^2 \]
\[
+ \alpha_2^{a_2} (R - R_0 - \theta/2\pi - \mu - \delta^-) + \beta_2^{a_2} \frac{1}{\sigma^{a_2}} \int_{R_0 + \mu + \delta^-}^{R_0 + \theta/2\pi} \left( R - R_0 - \theta/2\pi - y \right) F^+(r, y) dy.
\]
Following the same procedure of applying the continuity conditions (3.12)-(3.14) to determine \( \alpha_2^{a_k}, \beta_2^{a_k}, k = 1,2 \), and subtracting the flux conditions (SM1.3)-(SM1.5) gives
\[
\frac{2\delta^+ \sigma^+}{r^2} \frac{\partial^2 \beta^+}{\partial \theta^2} = -\left( \frac{\sigma^{a_1}}{\ell_1} + \frac{\sigma^{a_2}}{\ell_2} \right) (\beta^- - \beta^+) + f^+(r),
\]
where \( f^+ \) is a long expression involving \( \theta_0 \) and \( \beta^+ \). From the negative current collector we find
\[
\frac{2\delta^- \sigma^-}{r^2} \frac{\partial^2 \beta^-}{\partial \theta^2} = \left( \frac{\sigma^{a_1}}{\ell_1} + \frac{\sigma^{a_2}}{\ell_2} \right) (\beta^- - \beta^+) + f^-(r),
\]
where $f^-$ is also a long expression involving $\theta_0$ and $\beta_1^+$. The condition for periodicity is $f^+ + f^- = 0$, which is the final equation for $\theta_0$ that we seek. The terms involving $\beta_1^+$ cancel, leaving, finally, after much simplification,

$$\frac{1}{(\ell_1/\bar{\sigma}a_1 + \ell_2/\bar{\sigma}a_2)} \frac{d}{dr} \left( \frac{d\phi_0}{dr} \right) + \frac{\delta^+\sigma^+ + \delta^-\sigma^-}{2\pi^2r} \frac{d}{dr} \left( \frac{1}{r} \frac{d\phi_0}{dr} \right) = -\tilde{F}. \tag{SM1.25}$$

**SM1.1. Ohmic heating.** In the thermal problem the source term is given by Ohmic heating. The leading term in the current conductors is again from the azimuthal current, so that

$$\sigma^+ |\nabla \phi|^2 \sim \frac{\varepsilon^2 \sigma^+}{r^2} \left( \frac{\partial \phi_0^+}{\partial \theta} \right)^2 \frac{d}{dr} \left( \frac{d\phi_0}{dr} \right)^2,$$

while in the active material the Ohmic heating is

$$\varepsilon^2 \bar{\sigma}a_k |\nabla \phi|^2 \sim \varepsilon^2 \bar{\sigma}a_k \left( \frac{\partial \phi_0^+}{\partial \theta} + \frac{\partial \phi_0^-}{\partial \theta} \right)^2 = \frac{\varepsilon^2}{\bar{\sigma}a_k} \frac{1}{(\ell_1/\bar{\sigma}a_1 + \ell_2/\bar{\sigma}a_2)^2} \frac{d}{dr} \left( \frac{d\phi_0}{dr} \right)^2.$$

**SM2. Boundary conditions.**

**SM2.1. Boundary layer analysis near** $r = r_0$. The first turn of the winding behaves differently to the bulk, and this needs to be taken into account when formulating the boundary conditions. In the poor and very conductive cases (i) and (iii) the effect of the boundary layer is small, and it may be safely ignored. However, in the reasonably conductive problem (ii) its effect may be significant. Here we analyse this boundary layer to determine a more accurate effective boundary condition that can be applied to the homogenised model.

We start from the following dimensionless composite model, valid in both the reasonable and very conductive regimes:

$$\frac{\varepsilon^2 \delta^+ \sigma^+}{2\pi^2} \frac{1}{r} \frac{d}{dr} \left( \frac{1}{r} \frac{d\phi_0^+}{dr} \right) + \frac{\sigma^a_1}{\ell_1 \varepsilon^2} \left( \frac{r + \varepsilon/2}{r} \phi^- (r + \varepsilon/2) - \phi^+ (r) \right)$$

$$+ \frac{\sigma^a_2}{\ell_2 \varepsilon^2} \left( \frac{r - \varepsilon/2}{r} \phi^- (r - \varepsilon/2) - \phi^+ (r) \right) = 0, \tag{SM2.1}$$

$$\frac{\varepsilon^2 \delta^- \sigma^-}{2\pi^2} \frac{1}{r} \frac{d}{dr} \left( \frac{1}{r} \frac{d\phi_0^-}{dr} \right) + \frac{\sigma^a_2}{\ell_2 \varepsilon^2} \left( \frac{r + \varepsilon/2}{r} \phi^+ (r + \varepsilon/2) - \phi^- (r) \right)$$

$$+ \frac{\sigma^a_1}{\ell_1 \varepsilon^2} \left( \frac{r - \varepsilon/2}{r} \phi^+ (r - \varepsilon/2) - \phi^- (r) \right) = 0. \tag{SM2.2}$$

In the bulk $\phi^-$ and $\phi^+$ vary slowly with $r$ and terms evaluated at $r \pm \varepsilon/2$ can be Taylor expanded resulting in the composite model (4.21)-(4.22). However, $\phi^- (r)$ is only defined for $r \geq r_0 + \varepsilon/2$, so that equation (SM2.2) is only valid for $r \geq r_0 + \varepsilon/2$, while in the first winding $r_0 \leq r < r_0 + \varepsilon$ (SM2.1) is replaced by

$$\frac{\varepsilon^2 \delta^+ \sigma^+}{2\pi^2} \frac{1}{r} \frac{d}{dr} \left( \frac{1}{r} \frac{d\phi_0^+}{dr} \right) + \frac{\sigma^a_1 (\phi^- (r + \varepsilon/2) - \phi^+ (r))}{\ell_1 \varepsilon^2} = 0.$$

The appropriate boundary conditions are

$$\frac{d\phi_0^+}{dr} (r_0) = 0, \quad \phi^- (r_0 + \varepsilon/2) = 0.$$
We simplify the discussion and reduce the number of parameters by supposing that \( \sigma^+ = \sigma^- \), \( \sigma^{a1} = \sigma^{a2} = \sigma / \sigma^+ \), \( \delta^+ = \delta^- = \delta \), \( \ell_1 = \ell_2 = \ell \). Then, defining \( \hat{\phi}^-(r) = \phi^-(r + \epsilon / 2) \), introducing the local variable \( \rho \) through \( r = r_0 + \epsilon \rho \), we find that to leading order in \( \epsilon \) in the boundary layer we have

\[
\begin{align*}
\text{(SM2.3)} & \quad \omega \frac{d^2 \phi^+}{d \rho^2} + \hat{\phi}^- (\rho) - \phi^+ (\rho) = 0 \quad 0 < \rho < 1, \\
\text{(SM2.4)} & \quad \omega \frac{d^2 \phi^+}{d \rho^2} + \hat{\phi}^- (\rho) - 2 \phi^+ (\rho) + \hat{\phi}^- (\rho - 1) = 0 \quad 1 < \rho < \infty, \\
\text{(SM2.5)} & \quad \omega \frac{d^2 \hat{\phi}^-}{d \rho^2} + \phi^+(\rho + 1) - 2 \hat{\phi}^- (\rho) + \phi^+ (\rho) = 0 \quad 0 < \rho < \infty,
\end{align*}
\]

with \( \phi^+ \), \( \hat{\phi}^- \) and their derivatives continuous, and

\[
\text{(SM2.6)} \quad \frac{d \phi^+}{d \rho} (0) = 0, \quad \hat{\phi}^- (0) = 0,
\]

where

\[
\omega = \frac{\delta \ell \epsilon^2}{2 \pi^2 \sigma r_0^2}.
\]

Note that \( \omega = O(1) \) in the reasonably conductive regime. To match with the bulk homogenised solution we require

\[
\text{(SM2.7)} \quad \phi^+ \sim \epsilon \frac{d \phi_R}{dr} (r_0) + \phi_R (r_0), \quad \hat{\phi}^- \sim \epsilon \frac{d \phi_R}{dr} (r_0) \left( \rho + \frac{1}{2} \right) + \phi_R (r_0) \quad \text{as} \quad \rho \to \infty.
\]

Since the problem is linear we solve (SM2.3)-(SM2.5) numerically with

\[
\phi^+ \sim \rho + \frac{1}{\alpha}, \quad \hat{\phi}^- \sim \rho + \frac{1}{2} + \frac{1}{\alpha} \quad \text{as} \quad \rho \to \infty,
\]

and determine the value of \( \alpha \). A representative solution is shown in Fig. SM1(a), and \( \alpha \) is shown as a function of \( \omega \) in Fig. SM1(b). The appropriate boundary condition on the outer homogenised \( \phi_R \) is then

\[
\text{(SM2.8)} \quad \frac{d \phi_R}{dr} (r_0) = \frac{\alpha}{\epsilon} \phi_R (r_0),
\]

or, for the dimensional model,

\[
\text{(SM2.9)} \quad \frac{d \phi_R}{dr} (r_0) = \frac{\alpha}{h} \phi_R (r_0).
\]

Formally of course at leading order (SM2.8) reduces to simply \( \phi_R (r_0) = 0 \) as expected. However, if we instead impose (SM2.8) this accurately captures the \( O(\epsilon) \) correction generated by the boundary layer.

For our numerical example with \( \delta = 0.05 \), \( \ell = 0.4 \), \( \epsilon = 0.0375 \), \( r_0 = 0.25 \), \( \sigma = 0.01 \epsilon^2 \) we find \( \omega \approx 1.62 \) and \( \alpha / \epsilon \approx 82.37 \).

To provide an effective boundary condition for our composite model \( \phi_{RV} \) we need to determine how it behaves in the boundary layer. Locally the model RV satisfies

\[
\begin{align*}
\text{(SM2.10)} & \quad \omega_1 \frac{d^2 \phi^+}{d \rho^2} + 2 \phi^- (\rho) - 2 \phi^+ (\rho) = 0 \quad 0 < \rho < \infty, \\
\text{(SM2.11)} & \quad \omega_1 \frac{d^2 \phi^-}{d \rho^2} + 2 \phi^+ (\rho) - 2 \phi^- (\rho) = 0 \quad 0 < \rho < \infty,
\end{align*}
\]
Fig. SM1

with solution

\[ \phi^+ = A\rho + B + Ce^{-2\rho/\sqrt{\omega_1}}, \]
\[ \phi^- = A\rho + B - Ce^{-2\rho/\sqrt{\omega_1}}, \]

where

\[ \omega_1 = \delta \ell h^2 \frac{1}{2\pi^2 \sigma r_0^2} + \frac{1}{4}. \]

To match the far field of the boundary layer problem (SM2.3)-(SM2.5) we require \( B = A/\alpha \). Suppose we fix \( \phi^- (1/2) = 0 \), so that

\[ C = A \left( \frac{1}{2} + \frac{1}{\alpha} \right) e^{1/\sqrt{\omega_1}}. \]

Since there is just one free parameter remaining in the local solution, there is some freedom in writing the two effective boundary conditions on the outer homogenised solution. We have

\[ \frac{d\phi^+}{d\rho} (0) = A \left( 1 - \frac{2}{\sqrt{\omega_1}} \left( \frac{1}{2} + \frac{1}{\alpha} \right) e^{1/\sqrt{\omega_1}} \right), \]
\[ \frac{d\phi^-}{d\rho} (0) = A \left( 1 + \frac{2}{\sqrt{\omega_1}} \left( \frac{1}{2} + \frac{1}{\alpha} \right) e^{1/\sqrt{\omega_1}} \right), \]
\[ \phi^+ (0) = \frac{A}{\alpha} + A \left( \frac{1}{2} + \frac{1}{\alpha} \right) e^{1/\sqrt{\omega_1}}, \]
\[ \phi^- (0) = \frac{A}{\alpha} - A \left( \frac{1}{2} + \frac{1}{\alpha} \right) e^{1/\sqrt{\omega_1}}. \]

One option in eliminating \( A \) is to impose

\[ \frac{d\phi^+}{d\rho} = (\phi^+ + \phi^-) \frac{\alpha}{2} \left( 1 - \frac{2}{\sqrt{\omega_1}} \left( \frac{1}{2} + \frac{1}{\alpha} \right) e^{1/\sqrt{\omega_1}} \right), \]
\[ \frac{d\phi^-}{d\rho} = (\phi^+ + \phi^-) \frac{\alpha}{2} \left( 1 + \frac{2}{\sqrt{\omega_1}} \left( \frac{1}{2} + \frac{1}{\alpha} \right) e^{1/\sqrt{\omega_1}} \right), \]

which, in our example gives

\[ \frac{d\phi^+}{dr} = -61.85(\phi^+ + \phi^-), \quad \frac{d\phi^-}{dr} = 144.22(\phi^+ + \phi^-), \]

at \( r = r_0 \).
SM2.2. Boundary layer analysis near $r = 1$. A similar analysis holds near the outer winding. We subtract the constant potential, and again shift the point of evaluation of $\phi^-$, by writing $\phi^+(r) = 1 + \tilde{\phi}^+(r)$, $\phi^-(r + \varepsilon/2) = 1 + \tilde{\phi}(r)$. Introducing $r = 1 + \varepsilon \rho$ we find to leading order in $\varepsilon$ that

$$\omega \frac{d^2 \tilde{\phi}^-}{d\rho^2} - \tilde{\phi}^- - \tilde{\phi}^+ = 0 \quad -1 < \rho < 0, \quad (\text{SM2.12})$$

$$\omega \frac{d^2 \tilde{\phi}^+}{d\rho^2} + \tilde{\phi}^+ - 2\tilde{\phi}^- + \tilde{\phi}(\rho - 1) = 0 \quad -\infty < \rho < 0, \quad (\text{SM2.13})$$

$$\omega \frac{d^2 \tilde{\phi}^-}{d\rho^2} + \tilde{\phi}^+ - 2\tilde{\phi}^- + \tilde{\phi}^+ = 0 \quad -\infty < \rho < -1, \quad (\text{SM2.14})$$

with

$$\tilde{\phi}^+(0) = 1, \quad \frac{d\tilde{\phi}^-}{d\rho}(0) = 0, \quad (\text{SM2.15})$$

and

$$\tilde{\phi}^+ \sim \varepsilon \frac{d \phi_R}{dr}(1) + \phi_R(1) - 1, \quad \tilde{\phi}^- \sim \varepsilon \frac{d \phi_R}{dr}(1) \left( \rho + \frac{1}{2} \right) + \phi_R(1) - 1 \quad \text{as } \rho \to -\infty, \quad (\text{SM2.16})$$

where this time

$$\omega = \frac{\delta \ell \varepsilon^2}{2\pi^2 \sigma}. \quad (\text{SM2.17})$$

Solving (SM2.12)-(SM2.14) numerically with

$$\tilde{\phi}^+ \sim \rho - \frac{1}{\beta}, \quad \tilde{\phi}^- \sim \rho + \frac{1}{2} - \frac{1}{\beta} \quad \text{as } \rho \to -\infty, \quad (\text{SM2.18})$$

gives $\beta$ as a function of $\omega$ shown in Fig. SM1(b); a representative solution is shown in Fig. SM1(a). The appropriate boundary condition on the outer homogenised $\phi_R$ is then

$$\frac{d\phi_R}{dr}(1) = \frac{\beta}{\varepsilon}(1 - \phi_R(1)), \quad (\text{SM2.17})$$

or dimensionally,

$$\frac{d\phi_R}{dr}(1) = \frac{\beta}{h}(1 - \phi_R(1)). \quad (\text{SM2.18})$$

For our numerical example with $\delta = 0.05$, $\ell = 0.4$, $\varepsilon = 0.0375$, $r_0 = 0.25$, $\sigma = 0.01\varepsilon^2$ we find $\omega \approx 0.101321$ and $\beta/\varepsilon \approx 22.1616$.

For the RV model we have locally

$$\omega_1 \frac{d^2 \phi^+}{d\rho^2} + 2\phi^- - 2\phi^+ = 0 \quad -\infty < \rho < 0, \quad (\text{SM2.19})$$

$$\omega_1 \frac{d^2 \phi^-}{d\rho^2} + 2\phi^+ - 2\phi^- = 0 \quad -\infty < \rho < 0, \quad (\text{SM2.20})$$

where this time

$$\omega_1 = \frac{\delta \ell h^2}{2\pi^2 \sigma} + \frac{1}{4}.$$
with solution
\[ \phi^+ = 1 + \rho A + B + C e^{2\rho/\sqrt{\omega_1}}, \]
\[ \phi^- = 1 + \rho A + B - C e^{2\rho/\sqrt{\omega_1}}. \]

To get the right behaviour in the far field we need \( B = -A/\alpha \). If we fix \( \phi^+(0) = 1 \) then
\[ C = \frac{A}{\alpha}, \]
so that
\[ \frac{d\phi^+}{d\rho}(0) = A \left( 1 + \frac{2}{\sqrt{\omega_1}} \frac{1}{\alpha} \right), \]
\[ \frac{d\phi^-}{d\rho}(0) = A \left( 1 - \frac{2}{\sqrt{\omega_1}} \frac{1}{\alpha} \right), \]
\[ \phi^+(0) = 1, \quad \phi^-(0) = 1 - \frac{2A}{\alpha}. \]

As before there is some freedom in eliminating \( A \) to give two boundary conditions. One option is to impose
\[ \phi^+(0) = 1, \]
\[ \frac{d\phi^-}{d\rho}(0) = \frac{\alpha}{2} \left( 1 - \frac{2}{\sqrt{\omega_1}} \frac{1}{\alpha} \right) (1 - \phi^-(0)). \]

In our example this gives
\[ \phi^+ = 1, \quad \frac{d\phi^-}{dr} = -33.9093(1 - \phi^-), \]
at \( r = 1 \).