15-digit accuracy calculations of Chandrasekhar’s $H$-function for isotropic scattering by means of the double exponential formula
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Abstract This work shows that it is possible to calculate numerical values of the Chandrasekhar $H$-function for isotropic scattering at least with 15-digit accuracy by making use of the double exponential formula (DE-formula) of Takahashi and Mori (Publ. RIMS, Kyoto Univ. 9:721, 1974) instead of the Gauss-Legendre quadrature employed in the numerical scheme of Kawabata and Limaye (Astrophys. Space Sci. 332:365, 2011) and simultaneously taking a precautionary measure to minimize the effects due to loss of significant digits particularly in the cases of near-conservative scattering and/or errors involved in returned values of library functions supplied by compilers in use. The results of our calculations are presented for 18 selected values of single scattering albedo $\sigma_0$ and 22 values of an angular variable $\mu$, the cosine of zenith angle $\theta$ specifying the direction of radiation incident on or emergent from semi-infinite media.
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1 Introduction

We can express the emergent intensities of radiation reflected by semi-infinite, vertically homogeneous media in terms of Chandrasekhar’s $H$-functions $H(\sigma_0, \mu)$, the solution of the following integral equation:

$$H(\sigma_0, \mu) = 1 + \mu H(\sigma_0, \mu) \int_0^1 \frac{\Psi(\sigma_0, \eta)}{\mu + \eta} \times H(\sigma_0, \eta) d\eta,$$

where $\sigma_0$ is the single scattering albedo, $\mu$ is the cosine of the zenith angle $\theta$ specifying the direction of incident or emergent direction of radiation, and $\Psi(\sigma_0, \eta)$ is the characteristic function representing the type of scattering the radiation undergoes (Chandrasekhar 1960). Lately, Kawabata (2015) developed an efficient iterative scheme to obtain numerical values of the $H(\sigma_0, \mu)$ with 11-digit accuracy by making use of the approximate interpolation formula obtained by Kawabata and Limaye (2011) (see also Kawabata and Limaye 2013, for erratum) for the $H(\sigma_0, \mu)$ for isotropic scattering, which corresponds to $\Psi(\sigma_0, \eta) = \frac{1}{2} \sigma_0$.

Accurate numerical evaluation of the $H$-function is important not only for radiative transfer-related problems but also for other disciplinary areas such as the condensed matter physics and the theory of neutron transport as has been pointed out by, e.g., Jablonski (2012). An outstanding work from this standpoint was made by Viik (1986), who succeeded in calculating numerical values of the $H$, $X$, and $Y$-functions of Chandrasekhar with 14-digit accuracy approximating Sobolev’s resolvent function employing exponential series. Equally interesting work was done by Mohankumar and Natarajan (2007), who evaluated the $H$-function for isotropic scattering via $X$-function of neutron transport for single speed and isotropic case together with the application of the double exponential formula (DE-formula) proposed by Takahashi and Mori (1974).

They are often referred to as Ambarzumian-Chandrasekhar’s functions in Russian literature (see, e.g., Sobolev 1975; Ambarzumian 1942; Ambarzumian 1944). However, we shall adhere to the name Chandrasekhar’s functions just for brevity.
However, in the case of the $H$-function for isotropic scattering, various forms of integral representations such as the one employed by Kawabata and Limaye (2011) are known. It would therefore be interesting to investigate if it is possible to calculate the values of the isotropic scattering $H$-function using an integral representation with accuracy comparable to that of Viik (1986).

2 Formalism

Since our main interest is in applications to radiative transfer problems, we may assume that the parameter $\sigma_0$ lies in the range [0, 1]. As in Kawabata and Limaye (2011), let us express the $H$-function for isotropic scattering in a closed form:

$$H(\sigma_0, \mu) = \exp\left[-(\mu/\pi) \int_0^{\pi/2} f_1(\sigma_0, x) \times f_2(\mu, x) dx\right],$$

(2)

where we have defined the functions $f_1$ and $f_2$ as

$$f_1(\sigma_0, x) = \ln(1 - \sigma_0 x / \tan x),$$

(3a)

$$f_2(\mu, x) = (1 + \tan^2 x) / [1 + (\mu \tan x)^2].$$

(3b)

Evidently, $H(0, \mu) = 1$ holds irrespective of the values of $\mu$ due to the fact that $f_1(0, x) = 0$.

It should be noted that Kawabata and Limaye (2011) applied the Gauss-Legendre quadrature to perform the integration over the interval $[0, \pi/2]$ in Eq. (2) for non-conservative cases, viz., $\sigma_0 < 1$. In the conservative case, on the other hand, they partitioned the domain into $[0, \epsilon]$ and $[\epsilon, \pi/2]$, and an analytical integration was carried out for the first interval assuming $\epsilon \ll 1$, thereby avoiding the numerical difficulty that would arise from a logarithmic divergence of the integrand at $x = 0$, while the Gauss-Legendre quadrature was applied to the second interval.

The most straightforward way to fulfill our objective would therefore be to replace the Gauss-Legendre quadrature with something superior. This premise and the work of Mohankumar and Natarajan (2007) naturally led us to trying the double exponential formula (DE-formula) of Takahashi and Mori (1974) for numerical integrations. The optimality of the DE-formula has been mathematically proven by Sugihara (1997), indicating that it is capable of giving the most accurate result by the minimum number of function evaluations (Mori and Sugihara 2001). The method is known to be efficient even for integrals with end-point singularities. Furthermore, it can easily be incorporated with integrations equipped with automatic step-size adjustment. What is more, halving the step-size approximately doubles the number of significant figures (Takahashi and Mori 1974).

Obviously, therefore, the DE-formula is a highly promising alternative to the Gauss-Legendre quadrature employed by Kawabata and Limaye (2011).

In writing our automatic integrator in FORTRAN code applying the DE-formula to calculations of the $H$-function, a recourse has been made to the subroutine DEAUTO, a RATFOR code, published by Watanabe (1990), which ingeniously circumvents the overflow problem often encountered when computing the weights of the DE-formula (see also Mori 1990). We shall perform all our calculations in double-precision arithmetic with the Compaq Visual Fortran compiler Ver. 6.6 for 32-bit computers.

In actual numerical calculations, we closely follow the procedure of Kawabata and Limaye (2011): for the conservative scattering case ($\sigma_0 = 1$), the integral involved in Eq. (2) is evaluated in two parts as has been mentioned above:

$$H^{\text{DE}}(\sigma_0, \mu) = \exp\left[-(\mu/\pi) \int_0^{\pi/2} f_1(\sigma_0, x) f_2(\mu, x) dx\right] = \exp[-(\mu/\pi)(I_1 + I_2)],$$

(4)

where we have

$$I_1 = \int_0^\epsilon f_1(\sigma_0, x) f_2(\mu, x) dx$$

$$\approx \left\{ (2 \ln \epsilon - 2 - \ln 3) + \frac{1}{45} \left[ 30(1 - \mu^2) \ln \epsilon + 5 \mu^2(2 + 3 \ln 3) - 3(3 + 5 \ln 3) \right] \epsilon^2 + \frac{617}{15750} + \frac{2 \ln 3}{15} - \frac{1}{75} \mu^2(9 + 25 \ln 3) + \frac{1}{25} \mu^4(2 + 5 \ln 3) - \frac{2}{15} (2 - 5 \mu^2 + 3 \mu^4) \ln \epsilon \right\} \epsilon^4$$

(5)

according to Eq. (A.1) of Kawabata and Limaye (2011), and

$$I_2 = \int_\epsilon^{\pi/2} f_1(\sigma_0, x) f_2(\mu, x) dx$$

(6)

which we shall calculate using an automatic integrator code based on the DE-formula, and hence the suffix DE attached to $H(\sigma_0, \mu)$ appearing on the left-hand side of Eq. (4). The use of Eq. (5) enables us to avoid the numerical difficulty arising from the logarithmic divergence of $f_1(1, x)$ as we approach $x = 0$.

In the non-conservative cases ($\sigma_0 < 0$), on the other hand, no such singularity problem occurs in the integrand of Eq. (4), so that the DE-formula is applied to the entire domain $[0, \pi/2]$ with $\epsilon$ being set to 0 in Eq. (6).
Furthermore, to minimize the effect of an error originating from \( f_1(\sigma_0, \mu) \) for small values of \( x \) and that due to loss of significant figures caused when the value of \( \sigma_0 \) is close to but not equal to unity, we shall use the Maclaurin series expansion truncated at the \( x^{12} \) order term:

\[
1 - \sigma_0 x / \tan x \\
\simeq \delta + \frac{\sigma_0 x^2}{3} \left[ 1 + \frac{x^2}{15} + \frac{x^2}{21} \left[ 1 + x^2 \left( \frac{1}{5} + \frac{2x^2}{99} \left[ 1 + \frac{691x^2}{6825} \right] \right) \right] \right], \quad (x \leq x_t < 1),
\]

(7)

where \( x_t \) is a certain demarcation point and \( \sigma_0 = 1 - \delta \) with \( \delta \) being externally specified. Even for \( x > x_t \), the use of the following form has been found effective for preventing loss of significant figures:

\[
1 - \sigma_0 x / \tan x = 1 - u + u \delta,
\]

(8)

where we have put \( u = x / \tan x \).

An adequate set of numerical values for the parameters \( \varepsilon \) and \( x_t \) will be determined applying a modified Powell’s method for function minimization (Press et al. 1992) as we shall discuss later. One great advantage of this method is that it does not require gradient of the target function to be minimized.

To check whether or not our values of \( H \)-function have an accuracy of at least 15 decimal figures, we employ an alternative form of the definition equation Eq. (1) (see Eq. (13) on p. 107 of Chandrasekhar 1960), and perform a single iteration:

\[
H^R(\sigma_0, \mu) = \sqrt{\delta} + \frac{\sigma_0}{2} \int_0^1 \frac{x H^{DE}(\sigma_0, x)}{\mu + x} \, dx \right]^{-1},
\]

(9)

\( (\sigma_0 = 1 - \delta) \)

to polish the values of \( H^{DE}(\sigma_0, \mu) \) to get a refined set of values \( H^R(\sigma_0, \mu) \). Needless to say, both \( H^R(\sigma_0, \mu) \) and \( H^{DE}(\sigma_0, \mu) \) must be in agreement with each other to 15 digits or more provided that the latter actually approximates the true solution for the \( H \)-function with a 15-digit accuracy, and that the integration over \( x \) in Eq. (9) has been done with a comparable accuracy by means of the DE-formula. An estimation of the numerical error in each value of \( H^{DE}(\sigma_0, \mu) \) may then be made by calculating the difference of the two:

\[
\Delta = \left[ H^{DE}(\sigma_0, \mu) - H^R(\sigma_0, \mu) \right] \times 10^{15}.
\]

(10)

Although not explicitly indicated here for brevity, the quantity \( \Delta \) depends not only on \( \sigma_0 \) and \( \mu \), but also on the values of \( \varepsilon \) and \( x_t \) assumed for the \( H \)-function calculations.

The multiplicative factor \( 10^{15} \) is to stress how many units of difference exist in the figure at the 15-th decimal place of a given value of \( H^{DE}(\sigma_0, \mu) \) compared with that of \( H^R(\sigma_0, \mu) \), presumably a closer approximation for the true value.

For the purpose of an additional check, we shall also calculate the zeroth through fourth order moments \( \alpha_m(\sigma_0) \) \((m = 0, \ldots, 4)\) of the \( H \)-function:

\[
\alpha_m(\sigma_0) = \int_0^1 H^{DE}(\sigma_0, x) x^m \, dx,
\]

(\( m = 0, 1, 2, 3, 4 \)),

(11)

which yields the following analytical relations:

\[
\alpha_0(\sigma_0) = \begin{cases}
\frac{(2/\sigma_0)[1 - \sqrt{\delta}]}{1 - \delta}, & (\sigma_0 = 1 - \delta), \\
\frac{(128 + \sigma_0(32 + \sigma_0(16 + \sigma_0(10 + 7\sigma_0))))}{128}, & (\sigma_0 \leq 10^{-3}),
\end{cases}
\]

(12)

together with

\[
\alpha_1(1) = 2, \quad \alpha_1(1) = 2/\sqrt{3} = 1.154700538379251 \cdots, \\
\alpha_2(1) = 2q_\infty / \sqrt{3} = 0.8203524821491256 \cdots, \\
\alpha_3(1) = \left( \frac{1}{3} q_\infty^2 + \frac{1}{5} \right) \sqrt{3} = 0.6378182680315181 \cdots,
\]

(13a)-(13d)

where the second expression of Eq. (12) is based on the series expansion of \( \sqrt{1 - \sigma_0} \) with respect to \( \sigma_0 \) to the term of order \( \sigma_0^5 \), and the quantity \( q_\infty \) is the Hopf constant (Yanovitskij 1997) or the Hopf extrapolation length (van de Hulst 1980), whose value 0.71044608959876307 \cdots is given by Viik (1986) up to the 59-th decimal place (see also Appendix of the present work). The numerical integrations required for Eq. (11) are to be carried out also using the DE-formula to achieve high accuracy as possible.

3 Numerical results

A foremost reference of comparison to judge the quality of our numerical results would be Table XI on p. 125 of Chandrasekhar (1960). Unfortunately, however, some of the numerical values presented in this table contain non-negligible errors in the fourth or fifth decimal figures as has already been noted by Hiroi (1994). Since his tabulation fully covers Table XI but with higher numerical accuracy, we instead made a direct comparison of our results with those of Hiroi (1994) by adopting all of the 47 \( \sigma_0 \)-values employed by him for tabulation together with nine additional values, viz., \( 10^{-3}, 1 - 10^{-5}, 1 - 10^{-7}, 1 - 10^{-9}, 1 - 10^{-10}, 1 - 10^{-11}, 1 - 10^{-12}, 1 - 10^{-13}, \) and \( 1 - 10^{-14} \) to inspect the behavior
Table 1  $H(\sigma_0, \mu)$ for isotropic scattering obtained by DE-formula

| $\mu$  | $\sigma_0 = 0.001$ | $\Delta$ | $\sigma_0 = 0.1$ | $\Delta$ | $\sigma_0 = 0.3$ | $\Delta$ |
|--------|-------------------|---------|------------------|---------|------------------|---------|
| 0.00   | 1.0000000000000000 | 0.00    | 1.0000000000000000 | 0.00    | 1.0000000000000000 | 0.00    |
| 0.01   | 1.0000000000000000 | 0.00    | 1.0000000000000000 | 0.00    | 1.0000000000000000 | 0.00    |
| 0.05   | 1.0000000000000000 | 0.00    | 1.0000000000000000 | 0.00    | 1.0000000000000000 | 0.00    |
| 0.10   | 1.0000000000000000 | 0.00    | 1.0000000000000000 | 0.00    | 1.0000000000000000 | 0.00    |
| 0.15   | 1.0000000000000000 | 0.00    | 1.0000000000000000 | 0.00    | 1.0000000000000000 | 0.00    |

It is expected that the set of values for $(\varepsilon, x_t)$ which minimizes the value of $\Delta^{\text{Tot}}(\varepsilon, x_t)$ is optimal. We made a search for such pair incorporating the subroutine powell in Press et al. (1992) with our FORTRAN code for $H^{\text{DE}}(\sigma_0, \mu)$ calculations and treating the $\Delta^{\text{Tot}}(\varepsilon, x_t)$ as the target function, to get to the following result:

$$\varepsilon = 6.009587099094104 \times 10^{-3},$$

$$x_t = 1.238798627279953 \times 10^{-1},$$

which we adopted to generate the final version of numerical tables of $H^{\text{DE}}(\sigma_0, \mu)$.

To start with, our numerical results, rounded to the fifth decimal place, were compared with those of Hiroi (1994) shown at 987 (= 47 x 21) entries in his Table 1: the figures in the two data sets were in perfect agreement at 966 entries, and one unit differences in the fifth decimal possibly arising from round-off errors were found at the remaining 21 entries. In contrast, Table XI of Chandrasekhar (1960) exhibits numerous differences in the fifth or even in the fourth decimal compared to ours: for $\sigma_0 = 0.7$ and $\mu = 0.05$, for instance, we as well as Hiroi (1994) have 1.06765, whereas Chandrasekhar (1960) gives 1.06780. In view of the fact that our result and Hiroi’s are identical in spite of the difference in the adopted computational methods, this difference
of 0.00015 can duly be attributed to a fourth decimal error involved in the value shown in Chandrasekhar's Table XI.

Tables 1 through 6 show the values of $H^\text{DE}(\sigma_0, \mu)$ to the 15-th decimal place (16 decimal digits) as functions of $\sigma_0$ and $\mu$: 18 values of $\sigma_0$, viz., $10^{-3}$, 0.1, 0.3, 0.5, 0.7, 0.8, 0.9, 0.99, 0.999, $1 - 10^{-5}$, $1 - 10^{-7}$, $1 - 10^{-9}$, $1 - 10^{-10}$, $1 - 10^{-11}$, $1 - 10^{-12}$, $1 - 10^{-13}$, $1 - 10^{-14}$, and 1, selected from the 56, and the 22 aforementioned values of $\mu$, viz., 0, 0.01, and 0.05 (0.05) 1 adopted for our calculations. For brevity, however, we have dropped the suffix DE in the tabulation.

The value of $\Delta$ associated with each value of $H^\text{DE}(\sigma_0, \mu)$ indicates a possible error present in the 15-th decimal figure. We see that the largest magnitude of error is 2, so that all the results for $H^\text{DE}(\sigma_0, \mu)$ must be exact at least to the 14-th decimal place or to 15 decimal digits.\footnote{The magnitudes of errors are compiler-dependent. If we run the same FORTRAN code using, e.g., the GFORTRAN Ver. 4.8.1 for 32-bit computers, we get the maximum error of 4 in the 15-th decimal.} Also shown in the bottom section of each table are the values calculated for the zeroth through fourth order moments $\alpha_m(\sigma_0)$ ($m = 0, \ldots, 4$) of the $H^\text{DE}(\sigma_0, \mu)$ as functions of $\sigma_0$.

As a second check, we compared our values for $H^\text{DE}(\sigma_0, \mu)$ and $\alpha_m(\sigma_0)$ ($m = 0, \ldots, 4$) with those tabulated in Bosma and de Rooij (1983) to the 10-th decimal place, to confirm that both data sets fully agree with each other if ours are rounded to the 10-th decimal place. Next, our results for $\sigma_0(\sigma_0)$ and $\alpha_m(1)$ ($m = 1, 2, 3$) were compared with those given by Eqs. (12), (13a), (13b), (13c) and (13d), to find that they too are in perfect agreement with each other to the 15-th decimal place.

We should also note that Viik (1986) gives in his TABLE II the values of the $H$-function for isotropic scattering at 11 values of $\mu$, viz., 0 (0.1) 1, for two values of $\sigma_0$, viz., 0.5 and 1, to the 13-th decimal place. The values for $H^\text{DE}(\sigma_0, \mu)$ agree with his to the last figures except that ours are larger by one unit in the last decimal place at $\mu = 0.2, 0.4, 0.6$, and 0.7 in the case of $\sigma_0 = 0.5$ due probably to round-off errors. In addition, all our results for $\alpha_m(\sigma_0)$ ($m = 0, 1, 2, 3$) for $\sigma_0 = 0.5$ and 1 are also found to agree with those of Viik (1986) to the 13-th decimal place.
an exception is our value of $\alpha_1(1)$, which is larger by one unit than Viik’s in the 13-th decimal place again due possibly to a round-off error.

It may be worth noting that even with the 350-point Gauss-Legendre quadrature, Kawabata and Limaye (2011) had some difficulty in getting the value of $\omega_0(\sigma_0)$ correct to the 10-th decimal place for some values of $\sigma_0$ quite in contrast to the present work where we have experienced no such problem under the DE-formula.

### 4 Conclusion

We have developed a numerical scheme to calculate values of Chandrasekhar’s $H$-function for isotropic scattering with 15-digit accuracy. The important elements of this scheme can be summarized as following:

1. The closed form integral representation for the $H$-function is employed as in Kawabata and Limaye (2011).

2. The Gauss-Legendre quadrature adopted by Kawabata and Limaye (2011) is replaced with the double exponential formula (DE-formula) of Takahashi and Mori (1974) that enables us to perform the required integrations with considerably higher accuracy. In creating our FORTRAN code, we gratefully benefited from the automatic integrator routine DEAUTO written by Watanabe (1990) in RATFOR, which ingeniously circumvents the over-flow problem frequently encountered in calculating the quadrature weights. We retain all his input parameter values also in our calculations.

3. In the case of conservative scattering ($\sigma_0 = 1$), an analytical integration based on the Maclaurin series expansion of the integrand is used as in Kawabata and Limaye (2011) for the integration over a small interval $[0, \varepsilon]$ ($\varepsilon \ll 1$) to reduce numerical inaccuracy that is likely to be introduced by the logarithmic divergence of the integrand, whereas the DE-formula is applied to the integration over the remaining interval $[\varepsilon, \pi/2]$. In the cases of non-conservative scattering ($\sigma_0 < 1$), on the other hand,
only the DE-formula is applied to the entire single interval $[0, \pi/2]$. 

4. In the interval $[0, x_1]$ ($x_1 < 1$), where $x_1$ is a prescribed demarcation point, the function $1 - \sigma_0 x / \tan x$ in the integrand is approximated by the Maclaurin series expansion terminated at the $x^{12}$-order term. For small values of $x$, this should help reduce any ill-effect that would arise from the inaccuracy involved in returned values from a library function $\tan(x)$ supplied by a compiler in use. In addition, especially for $\sigma_0 > 0.999$, it is crucial to first specify the residue $\delta = 1 - \sigma_0$, and subsequently calculate the value of $\sigma_0 (= 1 - \delta)$ in order to avoid loss of significant figures which inevitably occurs in calculating $1 - \sigma_0$ whenever $\sigma_0$ is close to unity.

In contrast, for $\sigma_0 \leq 10^{-3}$, the exact value of $a_0(\sigma_0)$ can better be evaluated with an approximate representation like the second one of Eq. (12), although our numerical calculations of the moments using Eq. (11) are hardly affected under such circumstances.

5. Accuracy of the calculated values for the $H$-function was found to depend on the chosen values for the parameters ($\epsilon, x_1$). A set of optimum values for them was therefore searched using a modified Powell method for function minimization: the quantity $\Delta^{\text{Tot}}(\epsilon, x_1)$ (see Eq. (14)) was thereby employed as the target function.

With the optimum values obtained for $(\epsilon, x_1)$, we carried out calculations of the numerical values of the $H$-function for combinations of 56 values of $\sigma_0$ and 22 values of $\mu$. The results for 18 selected values of $\sigma_0$ are presented in Tables 1 through 6. The magnitudes of errors involved in our results are estimated to be at most 2 in the 15th decimal places. In other words, our values of the $H$-function for isotropic scattering $H^{\text{DE}}(\sigma_0, \mu)$ are supposed to be correct at least to the 14th decimal place or 15 digits.

The DE-formula is also capable of yielding numerical values for the zeroth moment $a_0(\sigma_0)$ to the 15-th decimal place in comparison with the exact values. As for the first through fourth order moments $a_m(\sigma_0)$ ($m = 1, \ldots, 4$), our values are obviously correct at least to the 10-th decimal place as the comparison with those of Bosma and de Rooij (1983) indicates. It is highly likely that they are correct even
Table 5 $H(\sigma_0, \mu)$ for isotropic scattering obtained by DE-formula

| $\mu$ | $\sigma_0 = 1 - 10^{-10}$ | $\Delta$ | $\sigma_0 = 1 - 10^{-11}$ | $\Delta$ | $\sigma_0 = 1 - 10^{-12}$ | $\Delta$ |
|-------|--------------------------|--------|--------------------------|--------|--------------------------|--------|
| 0.00  | 1.0000000000000000  | 0      | 1.0000000000000000  | 0      | 1.0000000000000000  | 0      |
| 0.01  | 1.0342624102331360  | 0      | 1.0342625327257660  | 0      | 1.0342625714690600  | 0      |
| 0.05  | 1.1365738625920250  | 1      | 1.1365745355742200  | 1      | 1.1365747484084260  | 0      |
| 0.10  | 1.2473482820104080  | -1     | 1.2473479759219490  | 0      | 1.2473502264469050  | 0      |
| 0.15  | 1.3508308324212200  | 0      | 1.3508324829959760  | 0      | 1.3508332418629860  | 0      |
| 0.20  | 1.4503463886399710  | 1      | 1.4503498240291790  | 1      | 1.4503509103935730  | 0      |
| 0.25  | 1.5473195338623940  | 0      | 1.5473241152161750  | 1      | 1.5473255639678030  | 0      |
| 0.30  | 1.6425137296860320  | 0      | 1.6425195655309000  | 0      | 1.6425214109896130  | 0      |
| 0.35  | 1.7363931990958620  | 1      | 1.7364003966826200  | 0      | 1.7364026728110440  | 1      |
| 0.40  | 1.8292629295686230  | -1     | 1.8292715954661600  | 0      | 1.8292743358454370  | 0      |
| 0.45  | 1.9213346163550980  | 0      | 1.9213448560777360  | 0      | 1.9213480941766340  | 0      |
| 0.50  | 2.0127613382548700  | 0      | 2.0127732577888110  | 1      | 2.0127770268806720  | 1      |
| 0.55  | 2.1036573698657180  | 1      | 2.1036710726850190  | 2      | 2.1036754059241820  | 0      |
| 0.60  | 2.1941102174050460  | 0      | 2.1941258086833930  | 0      | 2.1941307391139680  | -1     |
| 0.65  | 2.2841883151232110  | 0      | 2.2842085991001580  | 1      | 2.2842114596885870  | 0      |
| 0.70  | 2.3739461299075290  | 0      | 2.3739658106083570  | 0      | 2.3739720342482100  | 0      |
| 0.75  | 2.4634276676049410  | 0      | 2.4634495488767490  | 1      | 2.4634564864101540  | 0      |
| 0.80  | 2.5526689549989890  | 0      | 2.5526931314901550  | -1     | 2.5527007977113490  | 0      |
| 0.85  | 2.6416997803445410  | 0      | 2.6417263737239510  | 1      | 2.6417347838360860  | 0      |
| 0.90  | 2.7305450998027900  | 0      | 2.7305742044838620  | 1      | 2.7305834083062890  | 0      |
| 0.95  | 2.8192259339761760  | 0      | 2.8192576533238540  | 0      | 2.8192676840400100  | 1      |
| 1.00  | 2.9077601651109890  | 0      | 2.9077946024322220  | -1     | 2.9078054926109120  | 0      |

$\alpha_0$, $1.9999800000000000$ $1.99993675464680$ $1.9999980000000200$ $\alpha_1$, $1.1546683296191160$ $1.15466045139820$ $1.15469917148869$ $\alpha_2$, $0.8203414349747130$ $0.8203489886880710$ $0.8203517374168270$ $\alpha_3$, $0.6378092229045950$ $0.6378154076863050$ $0.6378173635084480$ $\alpha_4$, $0.5222196431124600$ $0.5222248812506120$ $0.5222265737149340$

to the 15-th decimal in view of the fact that ours for $\alpha_1(1)$, $\alpha_2(1)$, and $\alpha_3(1)$ agree perfectly with the exact values and that our values of $\alpha_m(0.5)$ ($m = 0, 1, 2$) coincide with those of Viik (1986) to the 13-th decimal.
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Expansion coefficients for the Hopf constant

The Hopf constant $q_\infty$ can be calculated using the formula by Placzek and Seidel (1947):

$$q_\infty = \frac{6}{\pi^2} + \frac{1}{\pi} \int_0^{\pi/2} \left( \frac{3}{x^2} - \frac{1}{1 - x \cot x} \right) dx.$$  \hspace{1cm} (16)

Following Viik (1986), we expand the integrand of Eq. (16) in a power series of $x$ up to the term of $x^n$, and carry out the integration analytically, to get the following result:

$$q_\infty \simeq \frac{6}{\pi^2} + \frac{1}{\pi} \sum_{n=2}^{\infty} \frac{(-b_n)}{2n-3} \left( \frac{\pi}{2} \right)^{2n-3}.$$  \hspace{1cm} (17)

It is found that terminating the series at $n = 250$, the numerical value given by Viik (1986) can be reproduced to the 59-th decimal place by rounding off the 60-th decimal figure 8 of our result:

$$0.710446089598763072732524146991536719932$$

$$01333958785239092798$$  \hspace{1cm} (18)

(see also Loyalka and Naz 2006, which gives this value to the 20-th decimal place).

We present in Table 7 the coefficients $(-b_n)$ up to $n = 17$ in fraction form, ignoring all the terms beyond $(\pi/2)^{33}$, and in Table 8 in decimal form. We have confirmed that the value of $q_\infty$ can be reproduced to the 15-th decimal figure or $0.7104460895987631$ using a FORTRAN code in double-precision arithmetic by incorporating the coefficients given.
Table 6  $H(\sigma_0, \mu)$ for isotropic scattering obtained by DE-formula

| $\mu$ | $\sigma_0 = 1 \times 10^{-13}$ | $\Delta$ | $\sigma_0 = 1 \times 10^{-14}$ | $\Delta$ | $\sigma_0 = 1$ | $\Delta$ |
|-------|-------------------------------|---------|-------------------------------|---------|----------------|---------|
| 0.00  | 1.00000000000000000          | 0       | 1.00000000000000000         | 0       | 1.00000000000000000 | 0       |
| 0.01  | 1.03426583709990000          | 0       | 1.03426583709990000         | 0       | 1.03426583709990000 | 0       |
| 0.05  | 1.13657481571237500          | 0       | 1.13657481571237500         | 0       | 1.13657481571237500 | 0       |
| 0.10  | 1.24735037417422900          | 0       | 1.24735037417422900         | 0       | 1.24735037417422900 | 0       |
| 0.15  | 1.35083348183762700          | 0       | 1.35083348183762700         | 0       | 1.35083348183762700 | 0       |
| 0.20  | 1.45035125393205200          | 0       | 1.45035125393205200         | 0       | 1.45035125393205200 | 0       |
| 0.25  | 1.54732602210332900          | 0       | 1.54732602210332900         | 0       | 1.54732602210332900 | 0       |
| 0.30  | 1.64252119945751500          | 0       | 1.64252119945751500         | 0       | 1.64252119945751500 | 0       |
| 0.35  | 1.7364039254604300          | 0       | 1.7364039254604300          | 0       | 1.7364039254604300 | 0       |
| 0.40  | 1.82927520242921100         | 0       | 1.82927520242921100         | 0       | 1.82927520242921100 | 0       |
| 0.45  | 1.92134911815484400          | 0       | 1.92134911815484400         | 0       | 1.92134911815484400 | 0       |
| 0.50  | 2.01277821877511700          | 0       | 2.01277821877511700         | 0       | 2.01277821877511700 | 0       |
| 0.55  | 2.10367767721744500         | 0       | 2.10367767721744500         | 0       | 2.10367767721744500 | 0       |
| 0.60  | 2.1941329825656000          | 0       | 2.1941329825656000          | 0       | 2.1941329825656000 | 0       |
| 0.65  | 2.2842131810326000          | 0       | 2.2842131810326000          | 0       | 2.2842131810326000 | 0       |
| 0.70  | 2.37397400234151700         | 0       | 2.37397400234151700         | 0       | 2.37397400234151700 | 0       |
| 0.75  | 2.46345865656020500          | 0       | 2.46345865656020500         | 0       | 2.46345865656020500 | 0       |
| 0.80  | 2.55270319829943300          | 0       | 2.55270319829943300         | 0       | 2.55270319829943300 | 0       |
| 0.85  | 2.6417374427644700          | 0       | 2.6417374427644700          | 0       | 2.6417374427644700 | 0       |
| 0.90  | 2.73058631882190900         | 0       | 2.73058631882190900         | 0       | 2.73058631882190900 | 0       |
| 0.95  | 2.81927085599161600          | 0       | 2.81927085599161600         | 0       | 2.81927085599161600 | 0       |
| 1.00  | 2.90780893640597300          | 0       | 2.90780893640597300         | 0       | 2.90780893640597300 | 0       |

$\alpha_0 = 1.999999367544668$ $\alpha_1 = 1.154700089053853$ $\alpha_2 = 0.820352132801808$ $\alpha_3 = 0.637817981995959$ $\alpha_4 = 0.522227061536906$

Table 7  Expansion coefficients for the Hopf constant $q_\infty$ in fraction form

| $n$ | $2n - 3$ | $-b_n$ |
|-----|----------|--------|
| 2   | 1        | 1/5    |
| 3   | 3        | 1/175  |
| 4   | 5        | 2/787  |
| 5   | 7        | 37/3031875 |
| 6   | 9        | 118/197071875 |
| 7   | 11       | 5506/18623921875 |
| 8   | 13       | 3308/2261399765625 |
| 9   | 15       | 8386459/11579497499882125 |
| 10  | 17       | 56067454/15632321624841796875 |
| 11  | 19       | 29059045766/163592245803969404296875 |
| 12  | 21       | 654185668/74360111729077001953125 |
| 13  | 23       | 94994770034/218018127581059225341796875 |
| 14  | 25       | 682205256508/31612628499253587674560546875 |
| 15  | 27       | 8101862427463268/7580234214693521520544504073241875 |
| 16  | 29       | 2112667618521098312/39909932266511390805666796356201171875 |
| 17  | 31       | 765408870503963716543/2919411574555308237434526215345611572265625 |

$\alpha_0 = 1.999999367544668$ $\alpha_1 = 1.154700089053853$ $\alpha_2 = 0.820352132801808$ $\alpha_3 = 0.637817981995959$ $\alpha_4 = 0.522227061536906$
### Table 8

Expansion coefficients for the Hopf constant $q_\infty$ in decimal form

| $n$ | $-b_n$ |
|-----|--------|
| 1   | 3      |
| 2   | 2.000000000000000 ($-1)^a$ |
| 3   | 5.714285714285714 ($-3$) |
| 4   | 2.539682539682540 ($-4$) |
| 5   | 1.22036934652649 ($-5$) |
| 6   | 5.987663130520273 ($-7$) |
| 7   | 2.9565127079601 ($-8$) |
| 8   | 1.462810799878960 ($-9$) |
| 9   | 7.242506853242011 ($-11$) |
| 10  | 3.586636415598148 ($-12$) |
| 11  | 1.776309483569356 ($-13$) |
| 12  | 8.797534764114590 ($-15$) |
| 13  | 4.357195939988105 ($-16$) |
| 14  | 2.158014973427811 ($-17$) |
| 15  | 1.068814273304630 ($-18$) |
| 16  | 5.293588531392957 ($-20$) |
| 17  | 2.621791586958932 ($-21$) |

*aThis is to read as $2.000000000000000 \times 10^{-1}$.

In Table 8, it must also be noted that the values for $b_n$ ($n = 2, 3, 4, 5$) shown here are in full agreement with those cited in Viik (1986).
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