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Abstract. The main goal of this paper is to give an unified proof of the corona problem on weighted Hardy spaces and on Morrey spaces. We use a technique that allows to reduce the problem to the Hardy spaces $H^2(\theta)$.

1. Introduction

Let $\mathbb{B}$ denote the unit ball of $\mathbb{C}^n$ and $\mathbb{S}$ its boundary. Let $d\nu$ and $d\sigma$ denote the corresponding Lebesgue measures on $\mathbb{B}$ and $\mathbb{S}$. In [3] and [2] the authors introduce the so called $H^p$—corona problem, which states that if $g_1, \ldots, g_m$ are bounded analytic functions on $\mathbb{B}$, satisfying

\[ \inf \{ |g(z)|^2 = |g_1(z)|^2 + \cdots + |g_m(z)|^2 : z \in \mathbb{B} \} > 0, \]

then for any $1 \leq p < \infty$, the map $M_g : H^p \times \cdots \times H^p \to H^p$ defined by $(f_1, \ldots, f_m) \mapsto g_1f_1 + \cdots + g_nf_m$ is surjective. Analogous problems for Bergman, Lipschitz, Besov, BMOA and Bloch spaces in the unit ball or in a more general class of domains have been considered by several authors (see for instance [3, 6], [13, 16], [19], [21, 22, 23]).

The goal of this paper is the study of the corona problem for holomorphic weighted Hardy spaces with respect to weights on $\mathbb{S}$ of the Muckenhoupt class $A_p$, and for Morrey spaces.

For $1 < p < \infty$, and $\theta \in A_p$, the Hardy space $H^p(\theta)$ consists of holomorphic functions $f$ on $\mathbb{B}$ such that

\[ \|f\|_{H^p(\theta)} = \left( \sup_r \int_{\mathbb{S}} |f(r\zeta)|^p \theta(\zeta) d\sigma(\zeta) \right)^{1/p} < \infty. \]

For $1 < p < \infty$ and $-1 < s \leq n/p$, we also define the Morrey-Campanato space $M^{p,s}$ on $\mathbb{S}$ given by

\[ M^{p,s} = \{ f \in L^p(\mathbb{S}) : \|f\|_{M^{p,s}} < \infty \}. \]
where

\[(1.3) \quad \|f\|_{p,s} = \|f\|_p + \sup_{I_{\xi,\varepsilon}} \left( \varepsilon^{sp-n} \int_{I_{\xi,\varepsilon}} |f(\eta) - f(\zeta)|^p d\sigma(\eta) \right)^{1/p}, \]

\[\|f\|_p\] denotes the usual $L^p(S)$-norm of $f$, and $I_{\xi,\varepsilon} = \{ \eta \in S; |1-\bar{\zeta}\eta| < \varepsilon \}$.

It is clear that for $s = n/p$ the space $M^{p,n/p}$ coincides with $L^p(S)$ and that for $s = 0$, $M^{p,0}$ coincides with the non isotropic BMO space. It is also well-known that for $-1 < s < 0$ the space $M^{p,s}$ coincides with the non isotropic Lipschitz space $\Lambda_s$.

Let $HM^{p,s} = M^{p,s} \cap H^p$ be the corresponding holomorphic Morrey space.

The main goal of this paper is to obtain necessary and sufficient conditions on holomorphic functions $g_1, \ldots, g_m$ on $B$, such that $M_g$ maps $X \times \cdots \times X$ onto $X$, where $X = H^p(\theta)$ or $X = HM^{p,s}$.

We believe that the interest of the paper lies not only on the results but on the techniques that allow to reduce the proof for $H^p(\theta)$ to the particular case $p = 2$ and any weight in $A_2$. The general result for every weighted Hardy space $H^p(\theta)$ is then a consequence of Rubio de Francia extrapolation theorem. This method gives an alternative simpler proof, even for the decompositions for the unweighted Hardy spaces $H^p$.

The corona problem for the Morrey-Campanato spaces in the scale $-1 < s < 0$, corresponding to Lipschitz spaces, was considered in [16], the case $s = 0$ corresponding to BMOA in [21] and [6], and the case $s = n/p$, corresponding to the $H^p$ space, has been previously mentioned. Therefore, only remains to consider the case $0 < s < n/p$.

In this case the norm (1.3) is equivalent to the Morrey norm (see for instance [17])

\[(1.4) \quad \|f\|_{M^{p,s}} = \sup_{I_{\xi,\varepsilon}} \left( \varepsilon^{sp-n} \int_{I_{\xi,\varepsilon}} |f(\eta)|^p d\sigma(\eta) \right)^{1/p}. \]

In order to have a well-defined problem, the multiplicative operators $f \to g_k f$ must map the corresponding space to itself, that is, the functions $g_k$ must be pointwise multipliers of the corresponding spaces. We will prove that for the weighted Hardy spaces $H^p(\theta)$ and for the Morrey spaces $HM^{p,s}$, $0 < s < n/p$, the space of pointwise multipliers coincide with $H^\infty$. Therefore, in the hypothesis of the corona problems that we will consider, we will assume that $g_k \in H^\infty$ for any $k$.

Moreover, we will prove that if $M_g$ is surjective, then the functions $g_k$ must satisfy condition (1.1).
The main object of this paper consist to prove that this condition is also sufficient. To be precise, we will prove the following theorem.

**Theorem 1.1.** Let $1 < p < \infty$ and $0 < s < n/p$. Let $g_1, \ldots, g_m \in H^\infty$. Then, the following assertions are equivalent:

(i) The functions $g_k$, $k = 1, \ldots, m$ satisfy $\inf \{|g(z)| : z \in \mathbb{B}\} > 0$.

(ii) $M_g$ maps $H^p(\theta) \times \cdots \times H^p(\theta)$ onto $H^p(\theta)$ for any $1 < p < \infty$ and any $\theta \in A_p$.

(iii) $M_g$ maps $H^{p,s} \times \cdots \times H^{p,s}$ onto $H^{p,s}$ for some $1 < p < \infty$ and some $\theta \in A_p$.

(iv) $M_g$ maps $HM^{p,s} \times \cdots \times HM^{p,s}$ onto $HM^{p,s}$ for any $1 < p < \infty$ and any $0 < s < n/p$.

(v) $M_g$ maps $HM^{p,s} \times \cdots \times HM^{p,s}$ onto $HM^{p,s}$ for some $1 < p < \infty$ and some $0 < s < n/p$.

Moreover, there exists a linear operator $T_g$ such that $M_g(T_g(f)) = f$ for all the functions $f$ in one of the above spaces.

Of course this theorem has interest only for $n > 1$, because if $n = 1$ the classical corona theorem in $H^\infty$ implies these results. Therefore, we will assume from now on that $n > 1$.

We will finish the introduction giving a brief sketch of the proof of Theorem 1.1 and the distribution of the parts of its proof in the different sections of the paper.

As we have already mentioned, it is particularly interesting that the proof of the key point of the theorem, (i) implies (ii), will be deduced from the proof of the corona problem for $H^2(\theta)$ for any weight $\theta \in A_2$. In this case $H^2(\theta)$ coincides with a weighted Besov space which makes some of the computations easier to deal with. For this reason it is convenient to add to the list of assertions in Theorem 1.1 the following one

(vi) $M_g$ maps $H^2(\theta) \times \cdots \times H^2(\theta)$ onto $H^2(\theta)$ for any $\theta \in A_2$.

the scheme of the proof of the corona theorem for the case of weighted Hardy spaces will be the following:

$$ (\text{i}) \Rightarrow (\text{iii}) \Rightarrow (\text{ii}) \Rightarrow (\text{vi}) \Rightarrow (\text{ii}) $$

Clearly $(\text{iii}) \Rightarrow (\text{i})$. The implication $(\text{iii}) \Rightarrow (\text{ii})$, which states that the necessity of the condition (1.1), is proved in Section 1. The proof of $(\text{ii}) \Rightarrow (\text{vi})$ is quite technical. In order to make the paper more readable, we prove first this result for the particular case of two generators in Section 3 and next in Section 4 we prove the general case. For the case of two generators we will use and minimal solutions of the $\bar{\partial}\theta$–equation and Wolff type techniques that allow to estimate the solutions of the corona problem using Carleson measures for $H^2(\theta)$. 
For the proof of the general case, we will consider as usual the Koszul complex with estimates of the involved operators which are suitable for the study of the required continuities.

Finally, in Section 7 we prove that (vi) ⇒ (ii). This result will be a consequence of an extrapolation theorem due to J.L. Rubio de Francia.

The scheme of the proof of the Morrey case is similar and we will show in this case that

\[(iv) \Rightarrow (v) \Rightarrow (i) \Leftrightarrow (ii) \Rightarrow (iv).\]

The first implication is obvious, and the proof of the second will be given in Section 4. The proof of (ii) ⇒ (iv), given in Section 7, follows from a theorem proved in [7].

2. Preliminaries

2.1. Notations. In this subsection we include most of the definitions of operators, spaces of functions and measures that we will use throughout the paper and that have not already been introduced.

As usual, we will adopt the convention of using the same letter for various absolute constants whose values may change in each occurrence, and we will write \(A \lesssim B\) if there exists an absolute constant \(M\) such that \(A \leq MB\). We will say that two quantities \(A\) and \(B\) are equivalent if both \(A \lesssim B\) and \(B \lesssim A\), and, in that case, we will write \(A \approx B\).

2.1.1. Sets: For \(\zeta \in \mathbb{S}\) and \(r > 0\), let \(I_{\zeta,r} = \{\eta \in \mathbb{S} : |1 - \eta \bar{\zeta}| < r\}\). When \(\zeta = z/|z|\) and \(r = (1 - |z|^2)\), we write \(I_z\) instead of \(I_{\zeta,r}\). If \(\zeta \in \mathbb{S}\), and \(\alpha > 1\), the admissible region is defined by \(\Gamma_{\zeta,\alpha} = \{z \in \mathbb{B} : |1 - z\bar{\zeta}| < \alpha(1 - |z|^2)\}\), and if \(A \subset \mathbb{S}\), \(T_\alpha(A) = (\cup_{\zeta \in A} \Gamma_\alpha(\zeta))^c\) is the tent over \(A\). When \(\alpha = 1\), we will write \(\Gamma_\zeta = \Gamma_{\zeta,1}\), and \(T(A) = T_1(A)\).

If \(\zeta \in \mathbb{S}\), and \(r > 0\), we will write \(\hat{I}_{\zeta,r} = T(I_{\zeta,r})\) and if \(\zeta = z/|z|\) and \(r = (1 - |z|^2)\), we write \(\hat{I}_z = I_{\zeta,r}\).

We denote by \(|A|\) the Lebesgue measure of \(A\).

2.1.2. Differential operators: For \(1 \leq j \leq n\), let \(D_j = \frac{\partial}{\partial z_j}\). If \(1 \leq i < j \leq n\), let \(D_{i,j}\) be the complex-tangential differential operator defined by \(D_{i,j} = \bar{z}_j D_i - \bar{z}_i D_j\). The tangential operators \(D_{i,j}\) appear when one computes the coefficients of the form

\[
\partial \varphi(z) \wedge |z|^2 = \left( \sum_{i=1}^{n} D_i \varphi(z) dz_i \right) \wedge \left( \sum_{j=1}^{n} \bar{z}_j dz_j \right) = \sum_{1 \leq i < j \leq n} D_{i,j} \varphi(z) dz_i \wedge dz_j.
\]
We will consider the usual pointwise norm of the forms
\[ |\partial \varphi(z)| = \sum_{j=1}^{n} |D_j \varphi(z)|, \quad \text{and} \]
\[ |\partial_T \varphi(z)| = |\partial \varphi(z) \wedge \partial |z|^2| = \sum_{1 \leq i < j \leq n} |D_{ij} \varphi(z)|. \]

Let \( R \) be the radial derivative \( R = \sum_{j=1}^{n} z_j D_j \). For \( l > 0 \) and \( k \) a positive integer, we define
\[ \mathcal{R}_l^k = \frac{\Gamma(l)}{\Gamma(l+k)}((l+k-1)\mathcal{I} + R) \ldots (l\mathcal{I} + R), \]
where \( \mathcal{I} \) denotes the identity operator.

2.1.3. Integral operators: We will denote by \( \mathcal{C} \) the Cauchy projection and by \( \mathbb{P} \) the Poisson-Szeg"o projection, that is
\[ \mathcal{C}(\varphi)(z) = \int_{\mathcal{S}} \frac{\varphi(\zeta)}{(1 - z\bar{\zeta})^n} d\sigma(\zeta), \quad \mathbb{P}(\varphi)(z) = \int_{\mathcal{S}} \varphi(\zeta)\frac{(1 - |\zeta|^2)^n}{|1 - z\bar{\zeta}|^{2n}} d\sigma(\zeta). \]

In the forthcoming sections, we will use the following kernels and their corresponding integral operators.

Definition 2.1. Let \( N, M, L \) be real numbers satisfying \( N > 0 \) and \( L < n \). For \( z,w \in \mathbb{B} \), let
\[ \mathcal{L}_{M,L}^N(w,z) = \frac{(1 - |w|^2)^{N-1}}{|1 - z\bar{w}|^M \phi(w,z)}, \]
where \( \phi(w,z) = |1 - z\bar{w}|^2 - (1 - |w|^2)(1 - |z|^2) \).

\( \mathcal{L}_{M,L}^N \) will also denote the corresponding integral operator given by
\[ \psi(z) \rightarrow \mathcal{L}_{M,L}^N(\psi)(z) = \int_{\mathbb{B}} \psi(w)\mathcal{L}_{M,L}^N(w,z) d\nu(w). \]

The proof of the following result can be found in Lemma I.1 in [12].

Lemma 2.2. Let \( N, M, L \) be real numbers satisfying \( N > 0 \) and \( L < n \). If \( n + N - M - 2L \neq 0 \), then
\[ \int_{\mathbb{B}} \mathcal{L}_{M,L}^N(w,z) d\nu(w) \lesssim 1 + (1 - |z|^2)^{n+N-M-2L}, \quad z \in \mathbb{B}. \]

Definition 2.3. We define the type of the kernel \( \mathcal{L}_{M,L}^N \) by
\[ \text{type}(\mathcal{L}_{M,L}^N) = n + N - M - 2L. \]
2.2. The Muckenhoupt class $A_p$ on $\mathbb{S}$: Given a non-negative weight $\theta \in L^1(d\sigma)$ and $E$ a measurable set in $\mathbb{S}$, let $\theta(E) = \int_E \theta\,d\sigma$. For $z = r\zeta$, $\zeta \in \mathbb{S}$, $0 < r < 1$, we consider the average function on $B$ associated to $\theta$ defined by $\Theta(z) = \frac{\theta(I_z)}{|I_z|}$, where $I_z = I_{r\zeta} = \{ \eta \in \mathbb{S}; |1 - \eta\bar{\zeta}| < 1 - r^2 \}$.

The Muckenhoupt class $A_p$ on $\mathbb{S}$, $1 < p < \infty$, consists of the non-negative weights $\theta \in L^1(d\sigma)$ satisfying

$$A_p(\theta) = \sup_{z \in B} (\Theta(z))^{1/p} (\Theta'(z))^{1/p'} < \infty$$

where $\theta' = \theta^{-p'/p}$ and $\Theta'(z) = \frac{\theta'(I_z)}{|I_z|}$. Observe that $\theta \in A_p$, if and only if, $\theta' \in A_{p'}$.

If $p = 1$, the class $A_1$ on $\mathbb{S}$ is the set of non-negative weights $\theta \in L^1(d\sigma)$ satisfying

$$A_1(\theta) = \left\| \frac{M_{H-L}(\theta)(\zeta)}{\theta(\zeta)} \right\|_{L^\infty} < \infty,$$

where $M_{H-L}(\theta)(\zeta) = \sup_r \Theta(r\zeta)$ is the Hardy-Littlewood maximal function of $\theta$ in $\zeta$.

**Proposition 2.4.**

(i) If $1 < p$, then $A_1 \subset A_p$.

(ii) If $1 < p < \infty$ and $\varphi \in A_p$, then there exist $1 \leq q < p$ such that $\varphi \in A_q$.

(iii) For any $\theta \in A_p$, the measure $\theta d\sigma$ is a doubling measure. In fact, there exist $C > 0$ and $0 < \lambda < np$ such that for any $\zeta \in \mathbb{S}$ and any $r > 0$, $\theta(I_{\zeta,2r}) \leq C2^\lambda \theta(I_{\zeta,r})$.

The proof of (i) can be found in p. 197 [27] and (ii) in p. 202 [27]. The estimate in (iii) with $\lambda \leq np$ is proved in p. 196 [27]. This estimate together (ii) gives $\lambda < np$.

2.3. Holomorphic weighted Hardy spaces. Let us start recalling some well known facts on the weighted Hardy-Sobolev spaces $H^p(\theta)$, $\theta \in A_p$.

**Proposition 2.5.** Let $\theta$ is in $A_p$ and $1 < p < +\infty$.

(i) If $M_\alpha(f)(\zeta)$ is the maximal admissible function $M_\alpha(f)(\zeta) = \sup\{|f(z)| : z \in \Gamma_{\zeta,\alpha}\}$, then $\|f\|_{H^p(\theta)} \approx \|M_\alpha(f)\|_{L^p(\theta)}$.

(ii) There exist $1 < p_1 < p < p_2$ such that $H^{p_2} \subset H^p(\theta) \subset H^{p_1}$.

(iii) If $1 < p < \infty$ and $\theta \in A_p$, then the Cauchy projection $C$ maps $L^p(\theta)$ to $H^p(\theta)$. 

(iv) The dual of $H^p(\theta)$ can be identified with $H^{p'}(\theta')$ with the pairing given by

$$\langle f, g \rangle_S = \lim_{r \to 1} \int_S f_r \bar{g}_r d\sigma,$$

where $f_r(\zeta) = f(r\zeta)$.

The proof of part (i) can be found in Section 5 in [20].

The following result (see [10]) gives that the weighted space $H^2(\theta)$ can be considered as a weighted Besov space.

**Proposition 2.6.** Let $\theta \in A_2$ and let $k$ be any positive integer. The following assertions are equivalent

(i) $f \in H^2(\theta)$.
(ii) $(1 - |z|^2)^{k-1/2} \Theta(z)^{1/2} |(\mathcal{I} + \mathcal{R})^k f(z)| \in L^2(\mathbb{B})$.

Of course, in the last expression we can replace the operator $(\mathcal{I} + \mathcal{R})^k$ by an operator $\mathcal{R}^k$ defined in (2.5).

Observe that Lemma 3.6 in [1] gives that if $\alpha < \beta$, and $h$ is a holomorphic function on $\mathbb{B}$, there exists $C > 0$ such that for any $\zeta \in \mathbb{S}$,

$$\int_{\Gamma_{\zeta,\alpha}} |\partial_T h(z)|^2 (1 - |z|^2)^{-n} d\nu(z) \lesssim \int_{\Gamma_{\zeta,\beta}} |\mathcal{R} h(z)|^2 (1 - |z|^2)^{-n} d\nu(z).$$

Consequently, multiplying by $\theta(\zeta)$ and integrating we obtain

$$\int_{\mathbb{B}} |D_{i,j} h(z)|^2 \Theta(z) d\nu(z) \lesssim \int_{\mathbb{B}} |\mathcal{R} h(z)|^2 (1 - |z|^2) \Theta(z) d\nu(z).$$

In particular, we have from this observation and Proposition 2.6 that

**Proposition 2.7.** If $f \in H^2(\theta)$, then

$$\|\Theta(z)^{1/2} (|\partial_T f(z)| + (1 - |z|^2)^{1/2} |\partial f(z)|)\|_{L^2(\mathbb{B})} \lesssim \|f\|_{H^2(\theta)}.$$

2.4. **Holomorphic Morrey spaces** $0 < s < n/p$. The following embedding is a consequence of Hölder’s inequality, and will be used in the forthcoming sections.

**Proposition 2.8.** If $1 < p < \infty$ and $0 < s \leq n/p$, then $H^{n/s} \subset HM^{p,s} \subset H^p$.

3. **Pointwise multipliers and Carleson measures**

In this section we will show that the space of pointwise multipliers of the holomorphic weighted Hardy spaces $H^p(\theta)$ and of the holomorphic Morrey spaces $M^{p,s}$ coincide with $H^\infty$. We will also give examples of Carleson measures for $H^p(\theta)$, which will play an important role in the proofs of the main theorems.
3.1. Pointwise multipliers and Carleson measures on weighted Hardy spaces.

Proposition 3.1. A holomorphic function $g$ on $\mathbb{B}$ is a pointwise multiplier of $H^p(\theta)$ if and only if $g \in H^\infty$.

Proof. It is clear that, if $g \in H^\infty$, then $g$ is a pointwise multiplier of $H^p(\theta)$.

The converse assertion is a consequence of the inequality $\|g^m\|_{H^p(\theta)} \leq \|M_g\|^m_{H^p(\theta)}$, where $\|M_g\|$ denotes the norm of the operator $M_g(f) = gf$, and that $\|g\|_{H^\infty} \lesssim \sup_m \|g^m\|_{H^p(\theta)}^{1/m}$. ■

Proposition 3.2. Let $1 < p < +\infty$, $\theta \in A_p$, $\lambda$ the constant in the doubling condition of $\theta$, $\theta(I_{\zeta,2r}) \lesssim C 2^\lambda \theta(I_{\zeta,r})$, and $Np > \lambda$. Let $f_z(w) = \frac{1}{(1 - wz)^N}$, for $z \in \mathbb{B}$. We then have

$$\|f_z\|_{H^p(\theta)}^p \lesssim \frac{\theta(I_z)}{(1 - |z|^2)^Np}.$$ 

Proof. By Proposition 2.4, the measure $\theta d\sigma$ is a doubling measure and $\theta(2I_z) \lesssim 2^\lambda \theta(I_z)$ with $\lambda < np$. If $z = |z|\zeta$, and $2I_z = I_{\zeta,2(1-|z|^2)}$, we have

$$\left\| \frac{1}{(1 - wz)^N} \right\|_{H^p(\theta)}^p = \int_{\mathbb{S}} \frac{1}{|1 - \zeta z|^Np} \theta(\zeta) d\sigma(\zeta) \lesssim \sum_{k \geq 0} \frac{\theta(2^k I_z)}{2^k Np (1 - |z|^2)^Np} \lesssim \sum_{k \geq 0} \frac{2^k \lambda \theta(I_z)}{2^k Np (1 - |z|^2)^Np} \lesssim \frac{\theta(I_z)}{(1 - |z|^2)^Np},$$

where in last estimate we have used the fact that $Np > \lambda$. ■

We recall that a positive Borel measure $\mu$ on $\mathbb{B}$ is a Carleson measure for a space $X^p$ of functions in $\mathbb{B}$, if there exists $C > 0$ such that for any $f \in X^p$,

$$\int_{\mathbb{B}} |f(z)|^p d\mu(z) \leq C \|f\|_{X^p}^p. \quad (3.10)$$

As in the unweighted case, when $1 < p < +\infty$, $\theta$ is an $A_p$ and $X^p$ is either $H^p(\theta)$ or the space $\mathbb{P}[L^p(\theta)]$, these measures can be characterized in terms of conditions on tent of balls.

The space $\mathbb{P}[L^p(\theta)]$ is normed by $\|u\|_{\mathbb{P}[L^p(\theta)]} = \|f\|_{L^p(\theta)}$, where $u = P[f]$, and we recall that $\|u\|_{\mathbb{P}[L^p(\theta)]} \approx \|M_\alpha[u]\|_{L^p(\theta)}$.

We then have:
Proposition 3.3. Let $1 < p < +\infty$, $\mu$ a positive Borel measure on $\mathbb{B}$ and $\theta$ be a weight in $\mathcal{A}_p$. Then the following assertions are equivalent:

(i) $\mu$ is a Carleson measure for $\mathbb{P}[L^p(\theta)]$.
(ii) $\mu$ is a Carleson measure for $H^p(\theta)$.
(iii) There is a constant $C$ such that for all $z \in \mathbb{B}$, $\mu(\hat{I}_z) \leq C\theta(I_z)$.

Proof. From Theorem 5.6.8 in [25], and Proposition 2.5, it is immediate to deduce that for any function $f \in H^p(\theta)$, $f = C[f^*] = \mathbb{P}[f^*]$, and $\|f\|_{H^p(\theta)} \approx \|f\|_{\mathbb{P}[L^p(\theta)]} \approx \|f^*\|_{L^p(\theta)}$, where $f^*$ are the boundary values of the function $f$. Hence, any Carleson measure for $\mathbb{P}[L^p(\theta)]$ is also a Carleson measure for $H^p(\theta)$, and, in consequence, (i) implies (ii).

Next, assume that (ii) holds, and for $z = |z|\zeta$, and $N > 0$ big enough, let $f_z(w) = \frac{1}{1 - wz}$. We then have that for any $w \in \hat{I}_z$, $|1 - wz| \lesssim 1 - |z|^2$. Thus Proposition 3.2 gives

$$\frac{\mu(\hat{I}_z)}{(1 - |z|^2)^N} \lesssim \int_{\mathbb{B}} \frac{d\mu(w)}{|1 - wz|^N} \lesssim \|f_z\|^p_{H^p(\theta)} \lesssim \frac{\theta(I_z)}{(1 - |z|^2)^N}.$$ 

So we are left to show that (iii) implies (i). We have

$$\int_{\mathbb{B}} |\mathbb{P}[f]|^p d\mu = p \int_0^{+\infty} \mu(\{\mathbb{P}[f] > \lambda\}) \lambda^{p-1} d\lambda.$$ 

But $\{\mathbb{P}[f] > \lambda\} \subset T(\{\zeta : M_\alpha\mathbb{P}[f] > \lambda\})$. Since $A_\lambda = \{\zeta : M_\alpha\mathbb{P}[f] > \lambda\}$ is an open set, $A_\lambda = \cup I_{\zeta_i,r_{\zeta_i}}$, and for any compact $K \subset A_\lambda$, there exists a finite subfamily of pairwise disjoint open balls $I_{\zeta_i,r_{\zeta_i}}$ such that $K \subset \cup M I_{\zeta_i,3r_{\zeta_i}}$. Consequently,

$$\mu(T(K)) \leq \sum_{i=1}^M \mu(T(I_{\zeta_i,3r_{\zeta_i}})) \lesssim \sum_{i=1}^M \theta(I_{\zeta_i,3r_{\zeta_i}}) \lesssim \sum_{i=1}^M \theta(I_{\zeta_i,r_{\zeta_i}}) = \theta(\cup_{i=1}^M I_{\zeta_i,r_{\zeta_i}}) \lesssim \theta(A_\lambda),$$

and

$$\int_{\mathbb{B}} |\mathbb{P}[f]|^p d\mu \lesssim \int_0^{+\infty} \theta(A_\lambda) \lambda^{p-1} d\lambda \approx \int_S |M_\alpha\mathbb{P}[f]|^p d\theta \lesssim \int_S |f|^p d\theta.$$ 

Proposition 3.4. If $g \in H^\infty$, then $|\partial g(z)|^2(1 - |z|^2)\Theta(z) d\nu(z)$ and $|\partial_T g(z)|^2\Theta(z) d\nu(z)$ are Carleson measures for $H^2(\theta)$. 

■
Proof. Let \( f \in H^2(\theta) \). Since \( gf \in H^2(\theta) \), by Proposition 2.7 we have that
\[
\int_B |\partial(gf)(z)|^2 (1 - |z|^2) \Theta(z) d\nu(z) \approx \|gf\|_{H^2(\theta)}^2 \lesssim \|f\|_{H^2(\theta)}^2.
\]
This observation, the fact that \( f \in H^2(\theta), \ g \in H^\infty \) and \( f \partial g = \partial(gf) - g \partial f \), give that, \[
\int_B |f(z)|^2 |\partial g(z)|^2 (1 - |z|^2) \Theta(z) d\nu(z) \leq \int_B |\partial(gf)(z)|^2 (1 - |z|^2) \Theta(z) d\nu(z) + \int_B |\partial f(z)|^2 |g(z)|^2 (1 - |z|^2) \Theta(z) d\nu(z) \lesssim \|f\|_{H^2(\theta)}^2.
\]
We now deal with the second assertion. We have that \( f D_{i,j} g = D_{i,j}(gf) - g D_{i,j} f \). Hence,
\[
\int_B |f(z)|^2 |\partial_T g(z)|^2 \Theta(z) d\nu(z) \leq \int_B |\partial_T(gf)(z)|^2 \Theta(z) d\nu(z) + \int_B |\partial_T f(z)|^2 |g(z)|^2 (1 - |z|^2) \Theta(z) d\nu(z).
\]
Applying Proposition 2.8 to both \( f \) and \( gf \) in the preceding estimate with \( g \in H^\infty \), we obtain that
\[
\int_B |f(z)|^2 |\partial_T g(z)|^2 \Theta(z) d\nu(z) \lesssim \|gf\|_{H^2(\theta)}^2 + \|f\|_{H^2(\theta)}^2 \lesssim \|f\|_{H^2(\theta)}^2.
\]
As a consequence of Propositions 3.3 and 3.4 we have:

**Proposition 3.5.** Let \( \theta \in A_2(S) \) and \( g \in H^\infty \). Let
\[
d_{\mu,g,\theta}(z) = \Theta(z) \left( (1 - |z|^2) |\partial g(z)|^2 + |\partial_T g(z)|^2 \right) d\nu(z).
\]
If \( \varphi \in L^2(\theta) \), then
\[
\int_B |\mathbb{P}(\varphi)(z)|^2 d_{\mu,g,\theta}(z) \lesssim \|\varphi\|_{L^2(\theta)}^2.
\]

### 3.2. Multipliers on Morrey spaces.

The next result gives a characterization of the pointwise multipliers of \( HM^{p,s} \), for \( 0 < s \leq n/p \).

**Proposition 3.6.** If \( 1 < p < \infty \) and \( 0 < s \leq n/p \), a function \( g \) is a pointwise multiplier of \( HM^{p,s} \), if and only if \( g \in H^\infty \).
Proof. It is clear that if \( g \in H^\infty \), then \( \|gf\|_{M^{p,s}} \leq \|g\|_\infty \|f\|_{M^{p,s}} \).

To prove the converse result, note that for a positive integer \( m \),
\[
\|g^{m}\|_p \leq \|g^{m}\|_{M^{p,s}} \leq \|M_g\|^m \|1\|_{M^{p,s}},
\]
where \( \|M_g\| \) denotes the norm of the operator \( f \to gf \). Therefore,
\[
\|g\|_{pm} \lesssim \|M_g\|.
\]
Since \( \|g\|_\infty = \lim_{m \to \infty} \|g\|_{pm} \) we obtain the result. ■

4. Necessary conditions on the corona problem

4.1. Necessary conditions for weighted Hardy spaces. In order to obtain necessary conditions on the corona problem we recall the following lemma which has been proved in [10]

Lemma 4.1. Let \( 1 < p < +\infty \) and \( \theta \) a weight in \( A_p \). There exists \( C > 0 \) such that for any holomorphic function \( f \) in \( \mathbb{B} \), and any \( z = |z|\zeta , \)
\[
|f(z)| \leq C \left( |f(0)| + \int_{1-|z|^{2}}^{1} \frac{dt}{\theta(I_{\zeta,t})^{1/p}} \|f\|_{H^{p}(\theta)} \right).
\]

As a corollary we obtain

Corollary 4.2. Let \( 1 < p < +\infty \) and \( \theta \) a weight in \( A_p \). There exists \( C > 0 \) such that for any holomorphic function \( f \) in \( \mathbb{B} \), and any \( z \in \mathbb{B} \),
\[
|f(z)| \leq C \frac{\left( \theta^{-p'/p}(I_{z}) \right)^{1/p'}}{(1 - |z|^{2})^{n}} \|f\|_{H^{p}(\theta)}.
\]

Proof. Let \( z = |z|\zeta \neq 0 \). The fact that \( \theta \) is in \( A_p \) gives that \( \theta^{-p'/p} \) is in \( A_{p'} \), it satisfies a doubling condition of order \( \lambda < np' \), and consequently
\[
\int_{1-|z|^{2}}^{1} \frac{1}{\theta(I_{\zeta,t})^{1/p}} \frac{dt}{t^{n/p}} \approx \int_{1-|z|^{2}}^{1} \left( \frac{\theta^{-p'/p}(I_{\zeta,t})}{t^{n}} \right)^{1/p'} \frac{1}{t^{n/p}} \frac{dt}{t}
\]
\[
\lesssim \sum_{k \geq 0} 2^{k(\lambda/n' - n)} \frac{\left( \theta^{-p'/p}(I_{z}) \right)^{1/p'}}{(1 - |z|^{2})^{n}}
\]
\[
\approx \frac{\left( \theta^{-p'/p}(I_{z}) \right)^{1/p'}}{(1 - |z|^{2})^{n}}.
\]

In order to finish we just have to show that \( |f(0)| \lesssim \frac{\left( \theta^{-p'/p}(I_{z}) \right)^{1/p'}}{(1 - |z|^{2})^{n}} \).
This is a consequence from the fact that
\[
|f(0)| \leq \int_{\mathbb{S}} |f|d\sigma = \int_{\mathbb{S}} |f|\theta^{1/p} \theta^{-1/p}d\sigma \lesssim \|f\|_{H^{p}(\theta)},
\]
and

\[ 1 \lesssim \frac{\left( \theta(I_z) \right)^{1/p} \left( \theta - p'(I_z) \right)^{1/p'}}{(1 - |z|^2)^n} \lesssim \frac{\left( \theta - p'(I_z) \right)^{1/p'}}{(1 - |z|^2)^n}. \]

\[ \Box \]

**Proposition 4.3.** Let \( g_1, \ldots, g_m \in H^{\infty} \) and \( \theta \in A_p \). If the operator \( M_{g_1} : H^{p}(\theta) \times \cdots \times H^{p}(\theta) \to H^{p}(\theta) \) is onto, then \( g = (g_1, \ldots, g_m) \) satisfies \( \inf_{z \in B} |g(z)| > 0 \).

**Proof.** We first observe that by the open map Theorem, for every \( f \in H^{p}(\theta) \), there exists functions \( f_i \in H^{p}(\theta), i = 1, \ldots, m \), such that

1. \( f = \sum_{i=1}^{m} f_i g_i \).
2. \( \| f_i \|_{H^{p}(\theta)} \lesssim \| f \|_{H^{p}(\theta)} \), \( i = 1, \ldots, m \).

If \( z \in B \), let \( f_z(w) = \frac{1}{(1 - w \bar{z})^N} \), where \( N > 0 \) is to be chosen. We then have that there exist \( f_i, i = 1, \ldots, m \), satisfying conditions (i) and (ii) above. Therefore, Corollary 4.2 and Proposition 3.2, if \( N \) is big enough, give

\[ \frac{1}{(1 - |z|^2)^N} = |f_z(z)| \lesssim \sum_{i=1}^{m} |f_i(z)||g_i(z)| \]

\[ \lesssim \left( \frac{\theta - p'(I_z)}{(1 - |z|^2)^n} \right)^{1/p'} \| f_z \|_{H^{p}(\theta)} \sum_{i=1}^{m} |g_i(z)| \]

\[ \lesssim \left( \frac{\theta - p'(I_z)}{(1 - |z|^2)^n} \right)^{1/p'} \frac{\theta(I_z)^{1/p}}{(1 - |z|^2)^N} \sum_{i=1}^{m} |g_i(z)|. \]

and since \( \theta \) is in \( A_p \), we obtain that \( 1 \lesssim \sum_{i=1}^{m} |g_i(z)| \).

\[ \Box \]

4.2. **Necessary conditions for Morrey spaces.** The next lemma gives a pointwise estimate for \( f \in H M^{p,s} \).

**Proposition 4.4.** Let \( 1 \leq p < \infty, 0 < s < n/p, f \) in \( H M^{p,s} \), and \( z \in B \). Then \( |f(z)| \lesssim \| f \|_{p,s}(1 - |z|^2)^{-s} \).

**Proof.** By the Cauchy formula

\[ |f(z)| \leq \int_{S} \frac{|f(\eta)|}{|1 - z \bar{\eta}|^{n+s}} d\sigma(\eta). \]

Assume \( z \neq 0 \), and let \( \zeta = z/|z| \). For a positive integer \( j \), let \( I_j = \{ \eta \in S : |1 - \eta \zeta| \leq 2^{j+1}(1 - |z|^2) \} \).
Therefore,
\[
|f(z)| \leq \int_{I_1} \frac{|f(\eta)|}{1 - \eta|z|^n} d\sigma(\eta) + \sum_{j \geq 1} \int_{I_{j+1} - I_j} \frac{|f(\eta)|}{1 - \eta|z|^n} d\sigma(\eta)
\]
\[
\lesssim \sum_{j \geq 1} (2^j (1 - |z|^2))^{-n} \int_{I_{j+1}} |f(\eta)| d\sigma(\eta).
\]
By Hölder’s inequality
\[
|f(z)| \lesssim \sum_{j \geq 1} (2^j (1 - |z|^2))^{-n} \|f\|_{p,s} \lesssim (1 - |z|^2)^{-s} \|f\|_{p,s}
\]
which concludes the proof.

\[\Box\]

**Proposition 4.5.** Assume that \(g_1, \ldots, g_m \in H^\infty\). If for some \(1 < p < \infty\) and \(0 < s < n/p\) the map \(M_g : HM^{p,s} \times \cdots \times HM^{p,s} \to HM^{p,s}\) is surjective, then \(\inf\{ |g(z)| : z \in \mathbb{B} \} > 0\).

**Proof.** By the open map Theorem, for every function \(f\) in \(HM^{p,s}\), there exist functions \(f_1, \ldots, f_m\) in \(HM^{p,s}\), such that
\[
\sum_{k=1}^m g_k f_k = f \quad \text{and} \quad \|f_k\|_{M^{p,s}} \lesssim \|f\|_{M^{p,s}}.
\]
By Proposition 4.4
\[(4.11) \quad |f(z)| \lesssim \sum_{i=1}^m |f_i(z)| |g_i(z)| \lesssim \|f\|_{M^{p,s}} (1 - |z|^2)^{-s} \sum_{i=1}^m |g_i(z)|.
\]
For \(N > s\), consider the function \(f_z(w) = (1 - w\bar{z})^{-N}\). Since, by Proposition 2.8, \(H^{n/s} \subset HM^{p,s}\), we have
\[
\|f_z\|_{M^{p,s}} \lesssim \|f_z\|_{H^{n/s}} \approx (1 - |z|^2)^{s-N}.
\]
Therefore, by (4.11)
\[
(1 - |z|^2)^{-N} = f_z(z) \lesssim \|f_z\|_{M^{p,s}} (1 - |z|^2)^{-s} \sum_{i=1}^m |g_i(z)|
\]
\[
\lesssim (1 - |z|^2)^{-N} \sum_{i=1}^m |g_i(z)|,
\]
which proves the result. \[\Box\]
5. The $H^2(\theta)$-corona theorem for 2 generators.

Throughout this section we will assume that the functions $g_1, g_2 \in H^\infty$ satisfy $\inf_{z \in \mathbb{B}} |g(z)| > 0$.

We want to prove that the operator $\mathcal{M}_g$ defined by $\mathcal{M}_g(f_1, f_2) = g_1f_1 + g_2f_2$ maps $H^2(\theta) \times H^2(\theta)$ onto $H^2(\theta)$ for all the weights $\theta \in \mathcal{A}_2$.

Let $g = (g_1, g_2)$ and let $G = (G_1, G_2)$ where $G_j = \frac{\partial_j}{|g|^2}$, $j = 1, 2$. An easy computation proves that

\begin{equation}
\partial G_1 = -g_2 \Omega, \quad \partial G_2 = g_1 \Omega,
\end{equation}

where

\begin{equation}
\Omega = \frac{g_1 \partial g_2 - g_2 \partial g_1}{|g|^4} = G_1 \bar{\partial} G_2 - G_2 \bar{\partial} G_1.
\end{equation}

Clearly $g_1 G_1 + g_2 G_2 = 1$, $\partial \Omega = 0$ and $\|Gf\|_{L^2(\theta)} \lesssim \|f\|_{H^2(\theta)}$.

Since the functions $G_j f$ are not holomorphic on $\mathbb{B}$, we must correct them by using a solution of a $\bar{\partial}$ problem. Since $\bar{\partial}(\Omega f) = 0$ for any $f \in H^2(\theta)$, we will choose a suitable integral operator $K$ such that $\bar{\partial} K(\Omega f) = \Omega f$ and such that the linear operator

\begin{equation}
\mathcal{T}_g(f) = Gf + g^\perp K(\Omega f), \quad g^\perp = (g_2, -g_1)
\end{equation}

maps $H^2(\theta)$ to $H^2(\theta) \times H^2(\theta)$.

It is clear by construction that the components of $\mathcal{T}_g(f)$ are holomorphic functions on $\mathbb{B}$ and that $\mathcal{M}_g(\mathcal{T}_g(f)) = f$.

In order to choose a suitable operator $K$, let

\begin{equation}
\mathcal{K}_0^N(w, z) = \sum_{k=0}^{n-1} c_{k,N} \frac{(1 - |w|^2)^N + k(s \wedge (\bar{\partial} w s)^{n-1-k})(w, z)}{(1 - w \bar{w})^{n+N}(1 - w \bar{z})^{n-k}} \wedge (\gamma(w))^k
\end{equation}

where $\bar{\partial} = \bar{\partial}_w$ (differential respect $w$), $\gamma(w) = \bar{\partial} \frac{\partial |w|^2}{1 - |w|^2}$ and $s(w, z) = (1 - w \bar{z}) \partial |w|^2 - (1 - |w|^2) \partial_w (w \bar{z})$.

It is well-known that the corresponding integral operators associated to these kernels, also denoted by $\mathcal{K}_0^N$, that is, if $\nu$ is $(0, 1)$-form,

\begin{equation}
\mathcal{K}_0^N(\nu)(z) = \int_{\mathbb{B}} \mathcal{K}_0^N(w, z) \nu(w) d\nu(w),
\end{equation}

solve the $\bar{\partial}$-equation or the $\bar{\partial}_b$-equation in the unit ball of $\mathbb{C}^n$ (see for instance [26] or [12]).

The following proposition gives the main properties of these operators. In particular it gives a decomposition of $\mathcal{K}_0^N(\nu)$ as a sum of two functions. The first one is an antiholomorphic function on $\mathbb{B}$, and the other term involves $\partial \bar{\nu}$. The main advantage of this
last term is that if \( \vartheta \) is the form \( \Omega \) defined in 5.13 then, by Proposition 3.4, we obtain expressions like \( \Theta(\zeta) = \partial \Omega(z) \) and \( \Theta(z) \) that are Carleson measures for \( H^2(\theta) \), and that will play an important role in the calculus of the estimates.

**Proposition 5.1.** Let \( \vartheta \) be a \((0,1)\)-form with coefficients in \( C^1(\mathbb{B}) \). Then, for each positive integer \( N \), there exist integral operators \( \mathcal{Q}_0^{N,1} \) and \( \mathcal{Q}_0^{N,2} \) satisfying the following properties.

(i) \( \mathcal{K}_0^N(\vartheta) = \mathcal{Q}_0^{N,1}(\vartheta) + \mathcal{Q}_0^{N,2}(\partial \vartheta) \).

(ii) \( \bar{\partial} \mathcal{K}_0^N(\vartheta) = \vartheta \) if \( \partial \vartheta = 0 \).

(iii) The function \( \mathcal{Q}_0^{N,1}(\vartheta)(\zeta) \) is antiholomorphic on \( \mathbb{B} \) and for \( \zeta \in \mathbb{S} \)

\[
\mathcal{Q}_0^{N,1}(\vartheta)(\zeta) = c \sum_{k=1}^{n+N} \int_{\mathbb{S}} \frac{(1 - |w|^2)^N \vartheta(w) \wedge \partial(w \zeta) \wedge (\partial \partial|w|^2)^{n-1}}{(1 - w \zeta)^k}.
\]

(iv) For \( \zeta \in \mathbb{S} \),

\[
|\mathcal{Q}_0^{N,2}(\partial \vartheta)(\zeta)| \lesssim \int_{\mathbb{B}} \frac{(1 - |w|^2)^N \partial \vartheta(w)}{|1 - w \zeta|^{n+N}} \, d\nu(w)
+ \int_{\mathbb{B}} \frac{(1 - |w|^2)^N \partial \vartheta(w) \wedge \partial|w|^2 \wedge \partial \partial|w|^2}{|1 - w \zeta|^{n+N}} \, d\nu(w).
\]

The proof of assertions (iii) and (iv) can be found in [4]. Assertion (ii) is proved in [26] and [12].

We want to prove that for \( N > 0 \) big enough, \( \mathcal{T}_g^N \) maps \( H^2(\theta) \) to \( H^2(\theta) \times H^2(\theta) \), that is \( \| \mathcal{T}_g^N(f) \|_{L^2(\theta)} \lesssim \| f \|_{H^2(\theta)} \) with a constant depending on \( n, N, g \) and \( \theta \).

Since \( |\mathcal{T}_g^N(f)| \leq \| G \|_{L^\infty} |g|^{\alpha} \| \mathcal{K}^{N}(\Omega f) \| \leq \| G \|_{L^\infty} |f|^{\alpha} \| g \|_{L^1} \| \mathcal{K}^{N}(\Omega f) \| \), we only need to prove that for \( N > 0 \) large enough we have the estimate \( \| \mathcal{K}^{N}(\Omega f) \|_{L^2(\theta)} \lesssim \| f \|_{H^2(\theta)} \).

Since \( \mathcal{K}_0^N(\Omega f) = \mathcal{Q}_0^{N,1}(\Omega f) + \mathcal{Q}_0^{N,2}(\partial(\Omega f)) \), we will need the following estimates of \( \Omega f \) and of \( \partial(\Omega f) \).

**Lemma 5.2.** Let \( \Omega \) as in (5.13). Then

\[
|\Omega f)(w)| \lesssim |\partial g(w)||f(w)|
\]

\[
|\partial(\Omega f)(w)| \lesssim |\partial w|^2|f(w)| + |\partial g(w)||\partial f(w)|.
\]

\[
|\partial(\Omega f)(w) \wedge \partial|w|^2 \wedge \partial \partial|w|^2| \lesssim |\partial_T g(w)|^2|f(w)| + |\partial_T g(w)||\partial_T f(w)|.
\]

**Proof.** All the above estimates follows from the definition of \( \Omega \) and the formulas \( |\partial g_k(w)|^2 \wedge |\partial g_k(w)|^2| = |\partial_T g_k(w)|^2|f(w)| \) and \( |\partial f(w) \wedge |\partial|w|^2| = |\partial_T f(w)|
\]

We will obtain the estimates of the norm of \( \mathcal{K}_0^N(\Omega f) \) in \( L^2(\theta) \) by duality. We will need the following lemmas.
Lemma 5.3. If $N > 0$, then

$$|K_0^N(\Omega f)(\zeta)| \lesssim |Q_0^N(\Omega f)(\zeta)| + L_{n+N,0}^{N+1}(W)(\zeta),$$

where

$$W(w) = (1 - |w|^2) \left( |\partial g(w)||f(w)| + |\partial g(w)||\partial f(w)| \right) + |\partial_T g(w)||f(w)| + |\partial_T g(w)||\partial_T f(w)|.$$  

Proof. The proof is a consequence of Lemma 5.2 and Lemma 5.3.

Lemma 5.4. Let $\psi$ be a continuous function on $\mathbb{S}$. If $N > n$, then

$$\left| \int_{\mathbb{S}} K_0^N(\Omega f) \psi d\sigma \right| \lesssim \sum_{k=1}^{n+N} \int_{\mathbb{B}} |\partial g(w)||f(w)|(1 - |w|^2)^N \left| \int_{\mathbb{S}} \frac{\psi(\zeta)}{(1 - w\zeta)^k} d\sigma(\zeta) \right| d\nu(w)$$

$$+ \int_{\mathbb{B}} (1 - |w|^2) \left( |\partial g(w)||f(w)| + |\partial g(w)||\partial f(w)| \right) \mathbb{P}(|\psi|)(w) d\nu(w)$$

$$+ \int_{\mathbb{B}} (|\partial_T g(w)||f(w)| + |\partial_T g(w)||\partial_T f(w)|) \mathbb{P}(|\psi|)(w) d\nu(w).$$

Proof. The proof is a consequence of Lemma 5.3, Fubini’s Theorem and the estimate $1 - |w|^2 \leq 2|1 - \zeta \bar{w}|$.

Lemma 5.5. If $\theta \in \mathcal{A}_2(\mathbb{S})$, then for any positive integer $N$ we have

$$\sum_{k=1}^{n+N} \int_{\mathbb{B}} \Theta(w)(1 - |w|^2)^{2N-1} \left| \int_{\mathbb{S}} \frac{\psi(\zeta)}{(1 - w\zeta)^k} d\sigma(\zeta) \right|^2 d\nu(w) \lesssim \|\psi\|^2_{L^2(\theta)}.$$ 

Proof. Observe that $\|C(\psi)\|_{H^2(\theta)} = \left\| \int_{\mathbb{S}} \frac{\psi(\zeta)}{(1 - w\zeta)^n} d\sigma(\zeta) \right\|_{H^2(\theta)} \lesssim \|\psi\|_{L^2(\theta)}$.

If $n \leq k \leq n + N$, then

$$\int_{\mathbb{S}} \frac{\psi(\zeta)}{(1 - w\zeta)^k} d\sigma(\zeta) = R_n^{k-n}C(\psi)(z).$$

(see (2.3) for the definition of $R_n^{k-n}$). Therefore, the result is a consequence of Proposition 2.6.

In order to prove the case $1 \leq k < n$, observe that

$$C(\psi)(z) = R_k^{n-k} \int_{\mathbb{S}} \frac{\psi(\zeta)}{(1 - w\zeta)^k} d\sigma(\zeta).$$

Therefore,

$$\left\| \int_{\mathbb{S}} \frac{\psi(\zeta)}{(1 - w\zeta)^k} d\sigma(\zeta) \right\|_{H^2(\theta)} \lesssim \|C(\psi)\|_{H^2(\theta)}$$
and by Proposition 2.6 we conclude the proof.

**Proposition 5.6.** If $N > n$ and $\theta \in A_2$, then $\|K^N_0(\Omega f)\|_{L^2(\theta)} \lesssim \|f\|_{H^2(\theta)}$.

**Proof.** Let $\theta' = \theta^{-1} \in A_2$ and let $\Theta$ and $\Theta'$ be the corresponding averages of $\theta$ and $\theta'$. Let also

$$d\mu_{g,\theta}(z) = \Theta(z) \left( (1 - |z|^2) |\partial g(z)|^2 + |\partial_T g(z)|^2 \right) d\nu(z).$$

We recall that by Proposition 3.5, $\mu_{g,\theta}$ is a Carleson measure for $H^2(\theta)$.

Let $\Psi(w) = \sum_{k=1}^{n+N} (1 - |w|^2)^{N-1/2} \left| \int_S \frac{\psi(\zeta)\theta(\zeta)}{(1 - w\zeta)^k} d\sigma(\zeta) \right|$. By Lemma 5.4, Hölder’s Inequality and the fact that $\Theta(z)^{1/2}\Theta'(z)^{1/2} \approx 1$, we have

$$\int_S K^N_0(\Omega f) \psi d\sigma = \left| \int_S \left( Q^{N,1}_0(\Omega f) + Q^{N,2}_0(\partial(\Omega f)) \right) \psi d\sigma \right|$$

$$\lesssim \left( \int_{\mathbb{B}} |f|^2 d\mu_{g,\theta} \right)^{1/2} \left( \int_{\mathbb{B}} |\Theta'|^2 d\nu \right)^{1/2}$$

$$+ \left( \int_{\mathbb{B}} |f|^2 d\mu_{g,\theta} \right)^{1/2} \left( \int_{\mathbb{B}} |\mathbb{P}(\psi)|^2 d\mu_{g,\theta'} \right)^{1/2}$$

$$+ \left( \int_{\mathbb{B}} (1 - |w|^2) |\partial f|^2 + |\partial_T f|^2) \Theta d\nu \right)^{1/2} \left( \int_{\mathbb{B}} |\mathbb{P}(\psi)|^2 d\mu_{g,\theta'} \right)^{1/2}.$$ 

Therefore, Propositions 2.7 and 3.3 and Lemma 5.5 give that

$$\left| \int_S K^N_0(\partial(\Omega f)) \psi d\sigma \right| \lesssim \|f\|_{H^2(\theta)} \|\psi\|_{L^2(\theta')}$$

which concludes the proof.

As a consequence of the above proposition we have:

**Theorem 5.7.** Let $g_1, g_2 \in H^\infty$ satisfying $\inf \{|g(z)| : z \in \mathbb{B} \} > 0$. If $N > n$, then $T^N_g(f) = Gf - g^{\perp}K^N_0(\Omega f)$ is a bounded operator from $H^2(\theta) \times H^2(\theta)$ for any $\theta \in A_2$.

---

6. The $H^2(\theta)$-Corona Problem for $m$ Generators.

It is a well known fact that one way to prove the corona problem with $m$ generators is based in a successive resolution of several $\partial \bar{\partial}$ problems and a useful reformulation of the problem can be obtained by means of the so called the Koszul complex. We will use the formula in Theorem...
3.1 in [6], which gives in a sintetic way this composition. However, instead of obtaining properties of the solutions of each operator involved in such expression, we will rather obtain an estimate of the operator that solves the corona problem in each $H^2(\theta)$ for any weight $\theta \in \mathcal{A}_2$. The extrapolation theorem we have already cited in the introduction allows to deduce the general case for any $H^p(\theta)$ and any $\theta$ in $\mathcal{A}_p$.

6.1. The Koszul complex. Let $E = \{e_1, \ldots, e_m\}$ be a basis in $\mathbb{C}^m$ and let $E^*$ be the corresponding dual basis. We denote by $\Lambda^l = \Lambda^l(E)$ the elements $e_I = e_{i_1} \cap \ldots \cap e_{i_l}$ where $I = \{i_1, \ldots, i_l\}$, of degree $l$ of the exterior algebra $\Lambda = \Lambda(E)$. In order to avoid confusions, we use $\cap$ to denote the exterior multiplication in $\Lambda$ and $\wedge$ to denote the exterior product of differential forms. If $v^* \in E^*$, $\delta_{v^*} : \Lambda^{l+1} \to \Lambda^l$ denotes the anti-derivation defined by

$$\delta_{v^*}(e_{i_1} \cap \ldots \cap e_{i_l}) = \sum_{j=1}^l (-1)^{j-1} v_j e_{i_1} \cap \ldots \cap e_{i_{j-1}} \cap e_{i_{j+1}} \ldots \cap e_{i_l}.$$ 

Let $\mathcal{E}_q$ denote the space of $(0, q)$-forms with coefficients in $C^\infty(\mathbb{B})$ and $\mathcal{E} = \cup_{q=0}^m \mathcal{E}_q$.

We also consider the space $\mathcal{E}_q(\Lambda)$ of $\Lambda$ valued forms

$$\sum_I \eta_I e_I, \quad \eta_I \in \mathcal{E}_q,$$

and the union of these spaces $\mathcal{E}(\Lambda) = \cup_{q=0}^m \mathcal{E}_q(\Lambda)$.

We will use similar notations to consider other $\Lambda$-valued spaces of functions. For instance, $H^2(\theta, \Lambda)$ consists of sums of $h_I(z)e_I$ with $h_I \in H^2(\theta)$.

For $F = \sum_I \eta_I e_I$, $H = \sum_J \partial_J e_J \in \mathcal{E}(\Lambda)$, we let

$$F \cap G = \sum_{I,J} \eta_I \wedge \partial_J e_I \cap e_J.$$

If $\mathcal{K} : \mathcal{E} \to \mathcal{E}$ is a linear operator, we will also use $\mathcal{K}$ to denote the operator defined on $\mathcal{E}(\Lambda)$ by $\mathcal{K}(\eta_I e_I) = \mathcal{K}(\eta_I) e_I$. If $h^* = \sum_{j=1}^m h_j(z) \cap e_{j^*} \in \mathcal{E}_0((\Lambda^*)^1)$ (that is $h_j \in C^\infty(\mathbb{B})$), let $\delta_{h^*}(\eta_I e_I) = \eta_I \cap \delta_{h^*}(e_I) = \sum_{j=1}^m h_j \eta_I \delta_{e_j^*} e_I$. We denote by $\delta_{h^*} \mathcal{K} : \mathcal{E}(\Lambda) \to \mathcal{E}(\Lambda)$ the composition of $\mathcal{K}$ and $\delta_{h^*}$, that is $(\delta_{h^*} \mathcal{K})(\eta_I e_I) = \mathcal{K}(\eta_I) \cap \delta_{h^*}(e_I) = \sum_{j=1}^m h_j \mathcal{K}(\eta_I) \delta_{e_j^*} e_I$.

Using these notations, let us give an explicit formula to solve the corona problem. Observe that $\sum_{j=1}^m g_j F_j = f$ can be written as $\delta_{g^*} F = f$, where $g^* = \sum_{j=1}^m g_j(z) e_{j^*}$ and $F = \sum_{j=1}^m F_j(z) e_j$.

Let us recall some integral operators $\mathcal{K} : \mathcal{E} \to \mathcal{E}$ satisfying $\bar{\partial} \mathcal{K}(\eta) = \eta$ for any $(0, q + 1)$-form satisfying $\bar{\partial} \eta = 0$. 
For $N \geq 0$, consider the kernel
\[
\mathcal{K}^N(w, z) = \sum_{k=0}^{n-1} c_{k,N} \left( \frac{1 - |w|^2}{1 - w\bar{z}} \right)^{N+k} \left( s \wedge (\bar{\partial} s)^{n-1-k} \right) \left( \phi^{n-k}(w, z) \right) \wedge (\gamma(w))^k,
\]
where $\bar{\partial} = \bar{\partial}_w + \bar{\partial}_z$ ($\partial$ in both variables $w$ and $z$), and
\[
\gamma(w) = \bar{\partial} \frac{\partial |w|^2}{1 - |w|^2} = \bar{\partial} \frac{\partial |w|^2}{1 - |w|^2} + \frac{\partial |w|^2 \wedge \partial |w|^2}{(1 - |w|^2)^2}
\]
\[
s(w, z) = (1 - w\bar{z})\partial |w|^2 - (1 - |w|^2)\partial (w\bar{z})
\]
\[
\phi(w, z) = |1 - w\bar{z}|^2 - (1 - |w|^2)(1 - |z|^2)
\]
\[
= |(w - z)\bar{w}|^2 + (1 - |w|^2)|w - z|^2
\]
Let $\mathcal{K}^N = \sum_{q=0}^{n-1} \mathcal{K}^N_q$ where $\mathcal{K}^N_q$ denotes the component in $\mathcal{K}^N$ of bidegree $(0, q)$ in $z$ and $(n, n - q - 1)$ in $w$. If $q = 0$, then $\mathcal{K}^N_0(w, z)$ coincides with the kernel in Proposition 5.1.

Formulas (6.15) together with
\[
\bar{\partial}_s(w, z) = (1 - w\bar{z})\bar{\partial}_w \partial |w|^2 - \bar{\partial}_w (w\bar{z}) \wedge \bar{\partial}_w |w|^2
\]
\[
\bar{\partial}_s(w, z) = -\bar{\partial}_z (w\bar{z}) \wedge \bar{\partial}_w |w|^2 - (1 - |w|^2)\bar{\partial}_z \partial (w\bar{z})
\]
\[
\bar{\partial}_w (w\bar{z}) \wedge \bar{\partial}_w |w|^2 = \bar{\partial}_w (w\bar{z} - |w|^2) \wedge \bar{\partial}_w |w|^2,
\]
give (see p. 69 [14]) the following decomposition of $\mathcal{K}^N_q(w, z)$.

**Lemma 6.1.**
\[
(6.16) \quad \mathcal{K}^N_q(w, z) = \mathcal{K}^{N,1}_q(w, z) + \mathcal{K}^{N,2}_q(w, z) \wedge \bar{\partial} |w|^2 + \mathcal{K}^{N,3}_q(w, z) \wedge \bar{\partial} |z|^2,
\]
with the following estimates:
\[
(6.17) \quad |\mathcal{K}^{N,1}_q(w, z)| \lesssim \mathcal{L}^{N+1}_{N+1-n,n-1/2}(w, z),
\]
\[
|\mathcal{K}^{N,2}_q(w, z)|, \quad |\mathcal{K}^{N,3}_q(w, z)| \lesssim \mathcal{L}^{N+1/2}_{N+1-n,n-1/2}(w, z)
\]
(we recall that the definition of the operators $\mathcal{L}_M^N$ is given in Definition 2.1).

Note that, if $q = 0$, then $\mathcal{K}^N_0$ does not contain terms $dz_j$, and therefore $\mathcal{K}^{N,3}_0 = 0$. Analogously, $\mathcal{K}^{N,2}_0 = 0$.

If $\zeta \in \mathcal{S}$, then $\phi(w, \zeta) = |1 - \zeta \bar{w}|^2$ and
\[
(6.18) \quad |\mathcal{K}^{N,1}_0(w, \zeta)| \lesssim \mathcal{L}^{N+1}_{n+N,0}(w, \zeta), \quad |\mathcal{K}^{N,2}_0(w, \zeta)| \lesssim \mathcal{L}^{N+1/2}_{n+N,0}(w, \zeta).
\]
Observe that by (6.17), $|K_q^{N,1}|$ is bounded by a kernel of type 1, and that $|K_q^{N,2}|$ and $|K_q^{N,3}|$ are bounded by kernels of type 1/2. Therefore, $|K_q^{N}|$ is globally bounded by a kernel of type 1/2.

Now, given $g = (g_1, \ldots, g_m) \in H^\infty$, satisfying $\inf_{z \in B} |g(z)| > 0$, let $G_j = \frac{\partial_j}{|g|^2}$ and let $G = \sum_{j=1}^m G_j(z)e_j$. Clearly, $\delta_g^*(G) = gG = 1$.

Then, we will use the following formula which provides solutions of the corona problem on Hardy spaces.

**Theorem 6.2** ([9]). If $g = (g_1, \ldots, g_m) \in H^\infty$ satisfies $\inf_{z \in B} |g(z)| > 0$, then the linear operator

\begin{equation}
T_g^N(f) = \sum_{k=0}^{\min(n,m-1)} (-1)^k (\delta_g^*K_N^k) \left( fG \cap (\partial G)^k \right),
\end{equation}

maps $H^p$ to $H^p(\Lambda^1)$, $1 \leq p < \infty$, and $\delta_g^*(T_g^N(f)) = f$.

In order to facilitate the reading of this paper, we will give the explicit computations of $T_g^N(f)$ for $m = 2$ and $m = 3$, and $n \geq 3$.

If $m = 2$, then formula (6.19) coincides with the one of Section 5. In order to prove this, observe that by bidegree reasons, the term $k = 1$ in (6.19) is

\[
(\delta_g^*K_N^1)(f(G_1e_1 + G_2e_2) \cap (\partial G_1 e_1 + \partial G_2 e_2))
= (\delta_g^*K_0^N)(f(G_1e_1 + G_2e_2) \cap (\partial G_1 e_1 + \partial G_2 e_2))
\]

and that

\[
(\delta_g^*K_0^N)(f(G_1e_1 + G_2e_2) \cap (\partial G_1 e_1 + \partial G_2 e_2))
= (\delta_g^*K_0^N)(f(G_1\partial G_2 - G_2\partial G_1)e_1 \cap e_2)
= K_0^N(f G_1\partial G_2 - f G_2\partial G_1)(g_1 e_2 - g_2 e_1)
\]

Following the notations of Section 5 by (5.13) we have $f G_1\partial G_2 - f G_2\partial G_1 = f \Omega$ and therefore

\[
T_g^N(f) = (f G_1 + g_2 K_0^N(f \Omega)) e_1 + (f G_2 - g_1 K_0^N(f \Omega)) e_2,
\]

which coincides with (5.14).

If $m = 3$, then similar computations prove that the term $k = 1$ in (6.19) is

\[
(\delta_g^*K_0^N)(G \cap \partial G) = K_0^N(f G_1 \partial G_2 - f G_2 \partial G_1)(g_1 e_2 - g_2 e_1)
+ K_0^N(f G_2 \partial G_3 - f G_3 \partial G_2)(g_2 e_3 - g_3 e_2)
+ K_0^N(f G_3 \partial G_1 - f G_1 \partial G_3)(g_3 e_1 - g_1 e_3)
\]
Now, if $\Omega_{i,j} = \begin{vmatrix} G_i & G_j \\ \partial G_i & \partial G_j \end{vmatrix} = G_i \partial G_j - G_j \partial G_i$, then

\[
(\delta^g, \mathcal{K}^N_0)(G \cap \partial G) = (g_2 \mathcal{K}^N_0)(f \Omega_{2,1}) + g_3 \mathcal{K}^N_0(f \Omega_{3,1})e_1 \\
+ (g_1 \mathcal{K}^N_0(f \Omega_{1,2}) + g_3 \mathcal{K}^N_0(f \Omega_{3,2})e_2 \\
+ (g_1 \mathcal{K}^N_0(f \Omega_{1,3}) + g_2 \mathcal{K}^N_0(f \Omega_{2,3})e_3.
\] (6.20)

In order to calculate the term $k = 2$ in (6.19), let

$$
\Omega_{123} = \begin{vmatrix} G_1 & G_2 & G_3 \\
\partial G_1 & \partial G_2 & \partial G_3 \\
\partial G_1 & \partial G_2 & \partial G_3 \end{vmatrix}
= 2 \left( G_1 \bar{\partial} G_2 \land \bar{\partial} G_3 + G_2 \bar{\partial} G_3 \land \bar{\partial} G_1 + G_3 \bar{\partial} G_1 \land \bar{\partial} G_2 \right).
$$

It is easy to check that $G \cap \bar{\partial} G \cap \bar{\partial} G = \Omega_{123} e_1 \cap e_2 \cap e_3$. The use of the determinants of forms to formulate the Koszul complex can be found in [19].

Therefore,

\[
(\delta^g, \mathcal{K}^N_1)(\Omega_{123}) e_1 \cap e_2 \cap e_3 \\
= g_1 \mathcal{K}^N_1(\Omega_{123}) e_2 \cap e_3 + g_2 \mathcal{K}^N_1(\Omega_{123}) e_3 \cap e_1 + \mathcal{K}^N_1(\Omega_{123}) e_1 \cap e_2,
\]

and

\[
(\delta^g, \mathcal{K}^N_0)(\delta^g, \mathcal{K}^N_1)(\Omega_{123}) e_1 \cap e_2 \cap e_3
\]

\[
= \mathcal{K}^N_0(g_1 \mathcal{K}^N_1(\Omega_{123})) (g_2 e_3 - g_3 e_2) \\
+ \mathcal{K}^N_0(g_2 \mathcal{K}^N_1(\Omega_{123})) (g_3 e_1 - g_1 e_3) \\
+ \mathcal{K}^N_0(g_3 \mathcal{K}^N_1(\Omega_{123})) (g_1 e_2 - g_2 e_1).
\]

Observe that in general we have

**Lemma 6.3.** The coefficients of $(\delta^g, \mathcal{K})^k (f G \cap (\bar{\partial} G)^k)$, $k \geq 1$ are linear combinations of terms of type

\[
(6.21) \quad F_l e_l = g_i \mathcal{K}_0(g_i (\mathcal{K}_1(\ldots(g_{k-1} \mathcal{K}_k-1(f G_{j_0} \bar{\partial} G_{j_1} \land \ldots \land \bar{\partial} G_{j_k}))))) e_l.
\]

To conclude, for completeness, we recall the proof of the fact that $\mathcal{T}^N_0(f) \in H(\Lambda^1)$ given in Theorem 3.1 in [6].

Let $r = \min \{n, m - 1\}$ and let $V_k = G \cap (\bar{\partial} G)^k$. We define by induction the forms $U_r = V_r$ and $U_k = V_k - (\delta^g, \mathcal{K})(U_{k+1}), 0 \leq k < r$. Observe that $U_0 = \mathcal{T}^N_0(f), \delta^g, (\bar{\partial} G) = (\bar{\partial} (\delta^g, G)) = 0$ and $\delta^g, (V_k) = (\bar{\partial} G)^k$.

We want to prove that $\bar{\partial} U_k = 0$ for all $0 \leq k \leq r$. If $r = n$, then by bidegree reasons, the form $V_r = G \cap (\bar{\partial} G)^r$ satisfies $\bar{\partial} V_r = 0$. If $r = m - 1$, then using $\delta^g, \bar{\partial} G = 0$ we also obtain $\bar{\partial} V_r = 0$. Assume that $\bar{\partial} U_{k+1} = \bar{\partial} U_k = 0$ for all $0 \leq k < r$. By induction, we have.
0. Since $\delta_{y^*}^2 = 0$, we have $\delta_{y^*} U_{k+1} = \delta_{y^*} V_{k+1} = (\bar{\partial} G)^{k+1} = \bar{\partial} V_k$. Therefore, we have $\bar{\partial}((\delta_{y^*} K_k(U_{k+1})) = \delta_{y^*} (\bar{\partial} K_k(U_{k+1})) = \delta_{y^*} U_{k+1} = \bar{\partial} V_k$, which proves that $\bar{\partial} U_k = 0$.

6.2. Estimates of $F_i$ in $(6.21)$. We want to prove that if $f \in H^2(\theta)$, then the terms $F_i$ are in $L^2(\theta)$. This result will be a consequence of the same technique used to prove the case of two generators, which permit us to estimate the cases $k = 0$ and $k = 1$, and the following proposition. For $k \geq 2$ we will use other arguments, since in this case by Lemma 6.6 below it is not necessary to use the decomposition of the operator given in (i) of Proposition 5.1.

**Proposition 6.4.** For $N$ large enough and $k \geq 2$, we have

$$
|((\delta_{y^*} K^N)^k (fG \cap (\bar{\partial} G)^k) (\zeta)|
\lesssim \int_B |f(w)|((1 - |w|^2)|\partial g(w)|^2 + |\partial_T g(w)|^2) (1 - |w|^2)^n d\nu(w).
$$

Assuming this result, it is easy to prove the corona theorem for $p = 2$.

**Theorem 6.5.** Let $g = (g_1, \ldots, g_m)$, $g_j \in H^\infty$ satisfying $\inf_{z \in \mathbb{B}} |g(z)| > 0$. If $N$ is large enough, then the operator $\mathcal{T}^N_g$ in Theorem 6.2 maps $H^2(\theta)$ to $H^2(\theta, \Lambda^1)$ for any $\theta \in \mathcal{A}_2$.

**Proof.** The estimate of $(\delta_{y^*} K^N)^0(fG) = fG$, corresponding to the term $k = 0$ in $(6.19)$, is clear. The estimate of the term $k = 1$, that is $(\delta_{y^*} K^N)(fG \cap \bar{\partial} G)$, follows arguing as in the case of two generators (observe that arguing as in $(6.20)$ the coefficients of the terms that appear in the representation of $(\delta_{y^*} K^N)(fG \cap \bar{\partial} G)$ are of the same type of the expressions $g_j K_0^N(f\Omega)$ considered in Section 5).

Therefore, it remains to consider the terms $k \geq 2$. For any $\psi \in L^2(\theta^{-1})$, Proposition 6.4 gives

$$
\left| \int_S F_i(\zeta) \psi(\zeta) d\sigma(\zeta) \right| \lesssim \int_B |f(w)||\partial_T g(w)|^2 \mathcal{P}(|\psi|)(w) d\nu(w)
+ \int_B (1 - |w|^2)|f(w)||\partial g(w)|^2 \mathcal{P}(|\psi|)(w) d\nu(w).
$$

Thus, arguing as in Proposition 5.6, Hölder’s inequality, the fact that $\Theta^{1/2} \Theta^{-1/2} \approx 1$ and Proposition 3.5 give

$$
\left| \int_S F_i(\zeta) \psi(\zeta) d\sigma(\zeta) \right| \lesssim \left( \int_S |f|^2 d\mu_{g,\theta} \right)^{1/2} \left( \int_S \mathcal{P}(|\psi|)^2 d\mu_{g,\theta'} \right)^{1/2}
\lesssim \|f\|_{H^2(\theta)} \|\psi\|_{L^2(\theta')}
$$

which proves that $F_i(\zeta) \in L^2(\theta)$ and $\|F_i\|_{L^2(\theta')} \lesssim \|f\|_{H^2(\theta)}$. 

$\blacksquare$
Therefore, it remains to prove Proposition 6.4.

**Lemma 6.6.** For \( k \geq 2 \),
\begin{equation}
(G_{j_0} \partial G_{j_1} \land \ldots \land \partial G_{j_k})(w) = \hat{G}_R(w) + \hat{G}_T(w) \land \partial |w|^2
\end{equation}
with
\begin{align}
|\hat{G}_R(w)| & \lesssim (1 - |w|^2)^2 |\partial g(w)|^2 + (1 - |w|^2)^{1-k/2} |\partial_T g(w)|^2 \\
|\hat{G}_T(w)| & \lesssim (1 - |w|^2)^{1/2-k/2} \left( (1 - |w|^2) |\partial g(w)|^2 + |\partial_T g(w)|^2 \right),
\end{align}
and consequently
\begin{equation}
|\hat{G}(w)| \lesssim (1 - |w|^2)^{1/2-k/2} \left( (1 - |w|^2) |\partial g(w)|^2 + |\partial_T g(w)|^2 \right).
\end{equation}

**Proof.** The decomposition
\begin{align}
\hat{G}_i(w) &= (1 - |w|^2)\hat{G}_i(w) + \sum_{j=1}^{n} \sum_{l=1}^{n} \bar{w}_i w_j \bar{D}_j G_l(w) d\bar{w}_j \\
&+ \sum_{j=1}^{n} \sum_{l=1}^{n} \bar{w}_i (w_j \bar{D}_j G_l(w) - w_j \bar{D}_l G_i(w)) d\bar{w}_j \\
&= (1 - |w|^2)\hat{G}_i(w) + \bar{R} G_l(w) \bar{\partial} |w|^2 + \sum_{i,j} \bar{w}_i \bar{D}_{i,j} G_l(w) d\bar{w}_j,
\end{align}
and \((1 - |w|^2)^{1/2} |\partial_T g(w)| + (1 - |w|^2) |\partial g(w)| \lesssim 1\), prove (6.22) with
\begin{align}
|\hat{G}_R(w)| & \lesssim \left[ (1 - |w|^2) |\partial g(w)| + |\partial_T g(w)| \right]^k \\
& \lesssim (1 - |w|^2)^2 |\partial g(w)|^2 + (1 - |w|^2)^{1-k/2} |\partial_T g(w)|^2 \\
|\hat{G}_T(w)| & \lesssim \left[ (1 - |w|^2) |\partial g(w)| + |\partial_T g(w)| \right]^{k-1} |\partial g(w)|
\end{align}
Since \( k \geq 2 \), \((1 - |w|^2)^{k-1} |\partial g(w)|^k \lesssim (1 - |w|^2) |\partial g(w)|^2 \) and
\begin{align}
|\partial_T g(w)|^{k-1} |\partial g(w)| & \lesssim (1 - |w|^2)^{1-k/2} |\partial_T g(w)||\partial g(w)| \\
& \lesssim (1 - |w|^2)^{1/2-k/2} \left( |\partial_T g(w)|^2 + (1 - |w|^2) |\partial g(w)|^2 \right)
\end{align}
which ends the proof.  

The next lemma is well-known (see for instance Lemma 2.5 in [21]).

**Lemma 6.7.** If \( 0 \leq A, B < N < n + A + B \), then
\begin{equation}
\int_B \frac{(1 - |u|^2)^{N-1}}{|1 - z\bar{u}|^{n+A} |1 - u\bar{w}|^{n+B}} d\nu(u) \lesssim \frac{1}{|1 - \zeta\bar{w}|^{n+A+B-N}}.
\end{equation}

**Lemma 6.8.** If the kernel \( L_{M,L}^N \) has type \( \kappa = n + N - M - 2L > 0 \),
then for \( \kappa - n < A \leq N \) and \( B \geq 0 \),
\begin{equation}
\int_B L_{n+A,0}^N(z,\zeta) L_{M+B,0}^{N+B}(w, z) d\nu(z) \lesssim L_{n+A-\kappa,0}^N(w, \zeta).
\end{equation}
Observe that \( \text{type}(\mathcal{L}_{n+A-\kappa,0}^N) = \text{type}(\mathcal{L}_{n+A,0}^N) + \text{type}(\mathcal{L}_M^N) \).

**Proof.** Since \( \mathcal{L}_{M+B,L}^{N+B}(w, z) \lesssim \mathcal{L}_{M,L}^N(w, z) \) we can consider \( B = 0 \).

The left hand side term in the above inequality is

\[
I(w, \zeta) = (1 - |w|^2)^{N-1} \int_{\mathbb{B}} \frac{(1 - |z|^2)^N}{|1 - \zeta z|^{n+A} |1 - z\bar{w}|^M \phi(w, z)^L} d\nu(z).
\]

Let \( \varphi_w(z) \) denotes the automorphism of the unit ball which maps \( w \) to 0. We will use the change of variables \( u = \varphi_w(z) \) and the formulas in Section 2.2 in [25] to reduce the above estimate to the one of Lemma 6.7.

Since

\[
(6.24) \quad 1 - \varphi_w(z)\varphi_w(u) = \frac{(1 - |w|^2)(1 - z\bar{u})}{(1 - z\bar{w})(1 - w\bar{u})},
\]

we have

\[
1 - |\varphi_w(u)|^2 = \frac{(1 - |w|^2)(1 - |u|^2)}{|1 - u\bar{w}|^2}, \quad \text{and}
\]

\[
\phi(w, z) = |1 - z\bar{w}|^2|\varphi_w(z)|^2.
\]

Therefore, the change of variables \( u = \varphi_w(z) \) gives

\[
I(w, \zeta)
\]

\[
= c \int_{\mathbb{B}} \frac{(1 - |w|^2)^{N-1}(1 - |\varphi_w(u)|^2)^{N-1}}{|1 - \zeta \varphi_w(u)|^{n+A} |1 - \varphi_w(u)\bar{w}|^M |1 - \varphi_w(z)\bar{w}|^L} (1 - |w|^2)^{n+1} |1 - u\bar{w}|^{2n+2} d\nu(u).
\]

By (6.24),

\[
1 - \varphi_w(u)\bar{w} = 1 - \varphi_w(u)\varphi_w(0) = \frac{1 - |w|^2}{1 - u\bar{w}}
\]

\[
1 - \varphi_w(u) = 1 - \varphi_w(\varphi_w(\zeta)\bar{w}) = \frac{(1 - \zeta \bar{w})(1 - \varphi_w(\zeta)\bar{u})}{1 - u\bar{w}}
\]

and therefore

\[
I(w, \zeta)
\]

\[
= c \frac{(1 - |w|^2)^{N-1+\kappa}}{|1 - \zeta \bar{w}|^{N+A}} \int_{\mathbb{B}} \frac{(1 - |u|^2)^{N-1}}{|1 - \varphi_w(\zeta)\bar{u}|^{n+A} |1 - u\bar{w}|^{N+\kappa-A} |u|^2L} d\nu(u).
\]

We decompose the above integral in the sum of the integral in the ball of radius 1/2 and of the integral in its complementary set. Since \( L < 2n \) and \( |1 - \bar{u}z| \approx 1 \) on \( \frac{1}{2} \mathbb{B} = \{ u \in \mathbb{B}; |u| \leq 1/2 \} \), the integral in this set is bounded. By Lemma 6.7, the integral in the complementary of \( \frac{1}{2} \mathbb{B} \) is bounded by

\[
\frac{1}{|1 - \varphi_w(\zeta)\bar{w}|^{\kappa}} = \frac{|1 - \zeta \bar{w}|^{\kappa}}{(1 - |w|^2)^{\kappa}L},
\]

which concludes the estimate. \( \blacksquare \)
Proof of Proposition 6.4: Observe that by decomposition (6.16), and the facts that \(\overline{\partial}|w|^2 \wedge \overline{\partial}|w|^2 = 0\), \(K^q,N(z,u) \wedge K^q,N+1(w,z) = 0\), for all \(0 \leq q \leq n - 1\), and \(K^q,3 = 0\),

the term in (6.21) is a sum of terms of type

\[
F_1 = g_{i_0}K_0^{q,j_0}(g_{i_1}(K_1^{N,j_1}(\ldots(g_{i_{k-1}}K_{k-1}^{N,j_{k-1}}(f\tilde{G})\ldots))))
\]

with \(j_l = 1, 2, 3\) and at last one of them equal to 1, and one term of type

\[
F_2 = g_{i_0}K_0^{q,N-2}(g_{i_1}(K_1^{N-2}(\ldots(g_{i_{k-1}}K_{k-1}^{N-2}(f\tilde{G}_T)\ldots))))
\]

Observe that by (6.25), all terms including \(K^q,N\) (f\tilde{G}) are considered in the first type \(F_1\).

Since \(|K^q,1|\) is bounded by a kernel of type 1 and \(|K^q,2|, |K^q,3|\) are bounded by a kernel of type 1/2, the kernels in \(F_1\) are bounded by a product of kernels of type 1 or 1/2 and whose sum of types are greater or equal to \((k - 1)/2 + 1 = (k + 1)/2\).

Analogously, the kernels in \(F_2\) are bounded by a product of kernels of type 1/2 and whose sum of types is equal to \(k/2\).

Therefore, if \(N\) is large enough, then the pointwise estimate of \(\tilde{G}\) in Lemma 6.6 together Lemma 6.8 give

\[
|F_1(\zeta)| \lesssim \int_B \frac{(1 - |w|^2)^{N-1/2}}{1 - \zeta \overline{w}|n+N-k/2}(1 - |w|^2)^{1/2-k/2}d\mu_g(w)
\]

\[
= \int_B \frac{(1 - |w|^2)^{N-k/2}}{1 - \zeta \overline{w}|n+N-k/2}d\mu_g(w),
\]

where \(d\mu_g(w) = [(1 - |w|^2)|\partial g(w)|^2 + |\partial_T g(w)|^2]d\nu(w)\).

Analogously,

\[
|F_2(\zeta)| \lesssim \int_B \frac{(1 - |w|^2)^{N-1/2}}{1 - \zeta \overline{w}|n+N+1/2-k/2}(1 - |w|^2)^{1-k/2}d\mu_g(w)
\]

\[
= \int_B \frac{(1 - |w|^2)^{N+1/2-k/2}}{1 - \zeta \overline{w}|n+N+1/2-k/2}d\mu_g(w).
\]

Therefore, taking \(N \geq n + k/2\) we obtain the estimate in Proposition 6.4.

7. END OF THE PROOF OF THEOREM 1.1

7.1. Corona theorem for weighted Hardy spaces. In order to prove the corona theorem for \(H^p(\theta)\), we will use the following extrapolation theorem proved in [24] (see also p.223 [27]).
Theorem 7.1. Let $1 < r < +\infty$, and $T$ a sublinear operator which is bounded on $L^r(\theta)$ for any $\theta \in A_r$, with constant depending only on the constant $A_r(\theta)$ of the condition $A_r$. Then $T$ is bounded on $L^p(\theta)$ for any $1 < p < +\infty$ and any $\theta \in A_p$, with constant depending only on $A_p(\theta)$.

Theorem 7.2. Let $1 < p < \infty$ and $0 < s < n/p$. Let $g_1, \ldots, g_m \in H^\infty$. Then, the following assertions are equivalent:

(i) The functions $g_k$, $k = 1, \ldots, m$ satisfy $\inf \{|g(z)| : z \in B\} > 0$.

(ii) $M_g$ maps $H^p(\theta) \times \cdots \times H^p(\theta)$ onto $H^p(\theta)$ for any $1 < p < \infty$ and any $\theta \in A_p$.

(iii) $M_g$ maps $H^p(\theta) \times \cdots \times H^p(\theta)$ onto $H^p(\theta)$ for some $1 < p < \infty$ and some $\theta \in A_p$.

(iv) $M_g$ maps $H^2(\theta) \times \cdots \times H^2(\theta)$ onto $H^2(\theta)$ for any $\theta \in A_2$.

Proof. We will follow the scheme: (ii) $\Rightarrow$ (iii) $\Rightarrow$ (i) $\Rightarrow$ (iv) $\Rightarrow$ (ii). Clearly (ii) $\Rightarrow$ (iii). The implication (iii) $\Rightarrow$ (i) is proved in Proposition 4.3. The proof of (i) $\Rightarrow$ (iv) is given in Theorem 6.5 using the linear operator $T_N^g$. The proof of (iv) $\Rightarrow$ (ii) follows from Theorem 7.1 applied to $r = 2$ and to each one of the operators $T = T_N^g \circ C$, $i = 1, \ldots, m$. Here $T_N^{g,i}$ are the components of the operator $T_N^g$ and $C$ is the Cauchy kernel.

7.2. Corona theorem for Morrey spaces. The following result was proved in Theorem 3.1 in [7].

Theorem 7.3. Let $\varphi$ and $\psi$ be nonnegative Borel measurable functions on $S$. Suppose that for each $\alpha \geq 1$ and every bounded weight $\theta \in A_1$, such that $A_1(\theta) \leq \alpha$, there exists $c(\alpha)$ such that

$$\int_S \varphi \theta d\sigma \leq c(\alpha) \int_S \psi \theta d\sigma.$$

Then, for $0 < t < n$, there exists a constant $C$ depending on $n$ and $t$, such that

$$\|\varphi\|_{M^{1,t}} \leq C\|\psi\|_{M^{1,t}}$$

for any $\varphi, \psi \in M^{1,t}$.

Theorem 7.4. Let $1 < p < \infty$ and $0 < s < n/p$. Let $g_1, \ldots, g_m \in H^\infty$. Then, the following assertions are equivalent:

(i) The functions $g_k$, $k = 1, \ldots, m$ satisfy $\inf \{|g(z)| : z \in B\} > 0$.

(ii) $M_g$ maps $HM^p,\ldots \times HM^p$ onto $HM^p$ for any $1 < p < \infty$ and any $0 < s < n/p$.

(iii) $M_g$ maps $HM^p,\ldots \times HM^p$ onto $HM^p$ for some $1 < p < \infty$ and some $0 < s < n/p$.

Proof. The scheme of the proof of the Morrey case is similar and we will show in this case that
The first implication is obvious, and the proof of the second is given in Proposition 4.5. The proof of \((ii) \Rightarrow \text{Theorem 7.2} \Rightarrow (ii)\) follows from Theorem 7.3. Observe that, if \(1 < p < \infty\), 
\[\psi = |f|^p, \varphi = |T_g(f)|^p,\]
and \(t = sp < n\), then the fact that \(A_1 \subset A_p\), \((ii) \Rightarrow \text{Theorem 7.2}\) and Theorem 7.3 give
\[\|T_g(f)\|^p_{M^{p,s}} = \|T_g(f)^p\|_{M^{1,sp}} \leq C \|f^p\|_{M^{1,sp}} = \|f\|^p_{M^{p,s}},\]
which proves the result.

\[\blacksquare\]

References

[1] Ahern, P., Bruna, J.: Maximal and area integral characterizations of Hardy-Sobolev spaces in the unit ball of \(\mathbb{C}^n\). Revista Matemática Iberoamericana 4 (1988), 123-152.
[2] Amar, E.: On the corona theorem. J. of Geom. Anal. 1 (1991), 291-305.
[3] Andersson, M.: The \(H^2\)-corona theorem and \(\partial b\). Preprint, Göteborg (1990).
[4] Andersson, M.: Formulas for the \(L^2\)-minimal solutions of the \(\partial\bar{\partial}\)-equation in the unit ball of \(\mathbb{C}^n\). Math. Scand. 56 (1985), no. 1, 43-69.
[5] Andersson, M.; Carlsson, H.: Andersson, Mats; Carlsson, Hasse Wolff type estimates and the \(H^p\) corona problem in strictly pseudoconvex domains. Ark. Mat. 32 (1994), no. 2, 255–276.
[6] Andersson, M.; Carlsson, H.: Estimates of solutions of the \(H^p\) and \(BMOA\) corona problem. Math. Ann. 316 (2000), 83-102.
[7] Arai, H.; Mizuhara, T.: Morrey spaces on spaces of homogeneous type and \(\square_b\) and the Cauchy-Szego projection. Math. Nachr. 185 (1997), 5-20.
[8] Berndtsson, B.; Andersson, M.: Henkin-Ramirez formulas with weight factors. Ann. Inst. Fourier (Grenoble) 32, 91-110 (1983).
[9] Carleson, L.: Interpolation by bounded analytic functions and the corona theorem. Ann. of Math. 76, 547-559 (1962).
[10] Cascante, C.; Ortega, J.M.: Carleson Measures for weighted Hardy-Sobolev spaces. Nagoya Math. J. 186 (2007), 29-68.
[11] Cascante, C.; Ortega, J.M.: Carleson Measures for weighted Besov spaces, accepted for publication in Arkiv for Math. DOI: 10.1007/s11512-009-0104-6.
[12] Charpentier, P.: Solutions minimales de l’équation \(\bar{\partial}u = f\) dans la boule et le polydisque. Ann. Inst. Fourier (Grenoble) 30, 121-153 (1980).
[13] Costea, S.; Sawyer and B.D. Wick: The corona theorem for the Drury-Arveson Hardy space and other holomorphic Besov-Sobolev spaces on the unit ball in \(\mathbb{C}^n\). Preprint available on arXiv:0811.0027v7 (8 Apr 2009).
[14] Cumenge, A.: Extension holomorphe dans des classes de Hardy et estimations de type mesures de Carleson pour \(\bar{\partial}u = f\). Ann. Inst. Fourier 33-3, (1983).
[15] Hormander, L.: An introduction to complex analysis in several variables. Van Nostrand, Princeton 1966.
[16] Krantz, S.G.; Li S.Y.: Some remarks on the corona problem on strongly pseudoconvex domains. Illinois J. Math. 39 (1995), 323-349.
[17] Kufner, A.; John, O.; Fučík, S.: Function spaces. Monographs and Textbooks on Mechanics of Solids and Fluids; Mechanics: Analysis. Noordhoff International Publishing, Leyden; Academia, Prague, 1977.

[18] Li, S.Y.: Corona problem of several complex variables. Contemporary Math. 137, (1992) 307-328.

[19] Lin, K.C.: $H^p$ solutions for the corona problem on the polidisc of $C^n$. Bull. A.M.S. 110, (1986) 69-84.

[20] Luecking, D.H.: Representation and duality in weighted spaces of analytic functions. Indiana Univ. Math. J. 34 (1985), no. 2, 319–336.

[21] Ortega, J.M.; Fàbrega, J.: Pointwise multipliers and corona type decomposition in BMOA. Ann. Inst. Fourier (Grenoble), 30 (1996), 111-137.

[22] Ortega, J.M.; Fàbrega, J.: Pointwise multipliers and decomposition theorems in analytic Besov spaces. Math. Z. 235 (2000), 53-81.

[23] Ortega, J.M.; Fàbrega, J.: Multipliers in Hardy-Sobolev spaces. Integral Equations Operator Theory 55 (2006), no. 4, 535–560.

[24] Rubio de Francia, J.L.: Factorization theory and $A_p$ weights. Amer. J. Math. 106 (1984), 533–547.

[25] Rudin, W.: Function theory in the unit ball of $C^n$. Springer Verlag, New York, 1980.

[26] Skoda, H: Valeurs au bord pour les solutions de l'opérateur $d^*$, et caractérisation des zéros des fonctions de la classe de Nevanlinna. Bull. S.M.F 104 (1976), 225-299.

[27] Stein, E.M.: Harmonic analysis: real-variable methods, orthogonality, and oscillatory integrals. With the assistance of Timothy S. Murphy. Princeton Mathematical Series, 43. Monographs in Harmonic Analysis, III. Princeton University Press, Princeton, NJ, 1993. xiv+695 pp.

C. Cascante: Dept. Matemàtica Aplicada i Anàlisi, Universitat de Barcelona, Gran Via 585, 08071 Barcelona, Spain
E-mail address: cascante@ub.edu

Joan Fàbrega: Dept. Matemàtica Aplicada i Anàlisi, Universitat de Barcelona, Gran Via 585, 08071 Barcelona, Spain
E-mail address: joan_fabrega@ub.edu

J.M. Ortega: Dept. Matemàtica Aplicada i Anàlisi, Universitat de Barcelona, Gran Via 585, 08071 Barcelona, Spain
E-mail address: ortega@ub.edu