Simulating Lindbladian evolution with non-abelian symmetries: Ballistic front propagation in the SU(2) Hubbard model with a localized loss

Cătălin Pašcu Moca,1,2 Miklós Antal Werner,1,3 Örs Legeza,4,5 Tomáš Prosen,6 Márton Kornos,3 and Gergely Zaránď1,3
1Department of Theoretical Physics, Institute of Physics, Budapest University of Technology and Economics, Budafoki út 8., H-1111 Budapest, Hungary
2Department of Physics, University of Oradea, 410087, Oradea, Romania
3MTA-BME Quantum Dynamics and Correlations Research Group, Institute of Physics, Budapest University of Technology and Economics, Budafoki út 8., H-1111 Budapest, Hungary
4Strongly Correlated Systems Lendület Research Group, Wigner Research Centre for Physics, H-1525, Budapest, Hungary
5Institute for Advanced Study, Technical University of Munich, Lichtenbergstrasse 2a, 85748 Garching, Germany
6Department of Physics, Faculty of Mathematics and Physics, University of Ljubljana, Jadranska 19, SI-1000 Ljubljana, Slovenia

(Dated: January 3, 2022)

We develop a non-Abelian time evolving block decimation (NA-TEBD) approach to study of open systems governed by Lindbladian time evolution, while exploiting an arbitrary number of abelian or non-abelian symmetries. We illustrate this method in a one-dimensional fermionic SU(2) Hubbard model on a semi-infinite lattice with localized particle loss at one end. We observe a ballistic front propagation with strongly renormalized front velocity, and a hydrodynamic current density profile. For large loss rates, a suppression of the particle current is observed, as a result of the quantum Zeno effect. Operator entanglement is found to propagate faster than the depletion profile, preceding the latter.

I. INTRODUCTION

Understanding dynamical effects, correlations or entanglement properties in strongly correlated systems subject to dephasing or dissipation1–3 or in systems under continuous monitoring3 represents a major challenge for modern condensed matter physics4. Recent experimental advances in ultracold matter physics4. Recent experimental advances in ultracold matter physics have made laboratory studies of the time dependent evolution of non-equilibrium states in such quantum many body systems possible5–8. For example, quantum quenching the interaction by means of Freschbach resonances, has triggered enormous activity both experimentally9–12 and theoretically13–18. By now, state of the art experiments allow the study of the dynamics of even a single quantum level19, or the implementation of microscopic spin filters in quantum point contact cold atom setups20. In some of these high resolution experiments the fundamental effect of measurement backaction due to an external observer becomes significant, and request a closer investigation of open many-body systems, where the interaction with the environment plays a major role.

A conceptually and mathematically consistent though computationally demanding approach to model the external environment in interacting systems is the Lindblad approach21–32. In the Lindbladian framework, time evolution is described in terms of the density operator, ρ, and the linear, hermiticity-preserving map L, the so-called Lindbladian, which generates the time evolution of the density operator ρ(t) via

\[ i \dot{\rho} = L[\rho] = [H, \rho] + D[\rho], \]

with the dissipator map, \( D = \sum_F \lambda F D_F \), written as a convex combination of elementary maps

\[ D_F[\rho] = i F \rho F^\dagger - \frac{i}{2} \{ F^\dagger F, \rho \}. \]  (2)

The Lindblad equation (1) describes the most general Markovian trace preserving dynamics, and generates a completely positive non-unitary map (a.k.a. quantum channel). The so-called Lindblad jump operators \( F \) shall be later on simply referred to as dissipators.

Most of the numerical methods used to investigate time evolution, such as the time-evolving block decimation (TEBD)33–36, the time dependent density matrix renormalization group (TD-DMRG)37–39 or time dependent variational principle (TDVP)40–42 have been originally designed for closed systems. They are rarely used for open systems, where they request considerable computational effort and their use is therefore challenging43. In fact, already for such simple systems as the Hubbard chain, studied here, the dimension of the local space increases to 16, which is extremely difficult to handle with standard matrix-product-state (MPS) methods. As we show here, efficient implementation of symmetries44–47 and, in particular, non-Abelian symmetries48, makes it possible to efficiently simulate the dissipative time evolution of these models.

Symmetry operations in quantum mechanics are represented by certain unitary (or antiunitary) operators, \( U \), which transform quantum states into other quantum states, \( |\psi\rangle \rightarrow |U\psi\rangle \equiv U|\psi\rangle \). Similarly, \( U \) transforms the density operator into another density operator, \( \rho \rightarrow \rho_U = U \rho U^\dagger \). For closed systems, we call \( U \) a symmetry if it commutes with the Hamiltonian, \( [U, H] = 0 \),
implying that time evolution commutes with the symmetry operation. We can easily extend this concept to open systems, where it entails the condition

$$U \mathcal{L}[\rho] U^\dagger = \mathcal{L}[U \rho U^\dagger].$$

Eq. (3) immediately implies that the time evolved density operator satisfies the relation, $\rho_U(t) = U\rho(t)U^\dagger$. As we show in Sections II and III, for non-Abelian symmetries, Eq. (3) has certain implications regarding the structure of the dissipator map: the groups of dissipators, $\{F_n\}$, related by symmetry transformations must occur with identical dissipation strength $\lambda_F$, otherwise they break the non-Abelian symmetry.

In this paper we further develop the notion of symmetries in the Liouville space — a vector space of density operators of the system, which allows us to handle abelian and non-abelian symmetries in a transparent and efficient way. Although non-abelian symmetries can be treated within the matrix product operator (MPO) approach, here we follow a technically somewhat simpler approach: we vectorize the density operator and the Lindblad equation, and represent the vectorized density matrix as an MPS. We identify symmetry operations, and apply non-abelian MPS methods of Ref. 48 in this augmented vector space.

Some lattice models with local losses have been studied earlier. Non-interacting fermions and bosons, e.g., have been analyzed in Refs 52 and 53, respectively. Spinless fermions with nearest neighbor interactions or in Bose-Hubbard models have also been studied, however, spinful interacting models represent a major challenge due to the quickly increasing local operator space. The approach presented here allows us to investigate spinful fermion and boson models with matrix product methods efficiently, in cases where some non-abelian symmetry is not broken by dissipation.

We demonstrate the efficiency of our approach on the $SU(2)$ fermionic Hubbard model with localized particle loss at one end of the chain, and analyze the dynamics of various observables such as occupations and currents. This system, sketched in Fig. 1, can be relatively easily realized with ultracold atoms, by trapping fermions in an optical lattice, and using for example an electron beam to remove particles at one site. The Hubbard model is one of the simplest models that describes strongly interacting particles on a lattice. It is defined by the Hamiltonian,

$$H = -\frac{J}{2} \sum_{\sigma} \sum_{x=1}^{N-1} (c_{x\sigma}^\dagger c_{x+1\sigma} + \text{h.c.}) + U \sum_x n_{x\uparrow} n_{x\downarrow},$$

where $c_{x\sigma}^\dagger$ creates a fermion at site $x$ with spin $\sigma$, $J$ denotes the hopping amplitude between nearest-neighboring sites, $U$ represents the interaction energy, and $n_{x\sigma} = c_{x\sigma}^\dagger c_{x\sigma}$ stands for the number operator at a given site. In the absence of dissipation or losses, the model belongs to the class of integrable models. To induce dissipation, we couple the first site to an external reservoir at time $t = 0$, and induce particle loss there by the dissipators $F_{1\sigma} = c_1\sigma$. SU(2) symmetry then requires that the strength of the dissipators $F_{1\uparrow}$ and $F_{1\downarrow}$ be equal, $\lambda = \sqrt{F}$.

We perform TEBD simulations for this model, starting from an infinite temperature state, while benchmarking our numerical computations with exact third quantization results for the non-interacting case, $U = 0$. The dissipator generates particle loss and a depletion region around itself, thereby inducing a depletion and current front, penetrating into the Hubbard chain. Surprisingly, both in the absence and in the presence of interactions, we observe ballistic front propagation. However, interactions renormalize the front velocity, and change the structure of the current profile and the spreading of the front dramatically.

Our paper is organized as follows: In Sec. II we describe how the density matrix can be represented as an MPS by using the vectorization procedure. In Sec. II A we extend the concept of non-abelian symmetries to the Liouvillean evolution and construct the general non-abelian NA-MPS representation for the density matrix. In Sec. III we introduce the superfermion representation, which represents a practical and useful formalism that allows to construct a new set of creation and annihilation operators for the dual space. We use this formalism to construct the Liouvillian operator for the Hubbard chain with losses. In Sec. IV we demonstrate our approach on a semi-infinite $SU(2)$ Hubbard chain with losses at one end, and present numerical results for various quantities of interest such as the average current or average density. In the non-interacting limit we compare these averages with the third quantization results. In Sec. V we summarize the results and present the conclusions of our work. For completeness, we give in Appendix A details on the third quantization treatment of the free fermion case.
II. MPS REPRESENTATION OF THE DENSITY MATRIX

TEBD is one of the leading approaches to simulate time dependent correlated systems subject to local interactions.\textsuperscript{33,34} It is best suited to one-dimensional lattice models with a tensor product Hilbert space structure,

\[ \mathcal{H} = \mathcal{H}_1 \otimes \mathcal{H}_2 \otimes \cdots \otimes \mathcal{H}_N , \]

where \( \mathcal{H}_j \) is the Hilbert space associated with a single site along the chain, and \( N \) the length of the chain. Although it is not necessary, we assume for simplicity in what follows that all sites along the chain are identical and possess a Hilbert space of dimension \( \text{dim}(\mathcal{H}_j) = d \). We are interested in simulating the time evolution of an open system, described by the density matrix \( \rho(t) \), the dynamics of which is dictated by the Lindblad equation,\textsuperscript{63–65} Eq. (1).

The density matrix \( \rho \) as well as other operators acting on the Liouville space \( \mathcal{L} = \mathcal{H} \otimes \mathcal{H}^\dagger \), where \( \mathcal{H}^\dagger \) represents the dual ('bra') Hilbert space with respect to \( \mathcal{H} \). Similar to (5), the Liouville space can be decomposed as a tensor product

\[ \mathcal{L} = \mathcal{L}_1 \otimes \mathcal{L}_2 \otimes \cdots \otimes \mathcal{L}_N , \]

and, by construction, the dimension \( \text{dim} (\mathcal{L}_j) = \text{dim} (\mathcal{H}_j)^2 = d^2 \). The Liouville space of operators is endowed by a natural scalar product, \( (a, b) \equiv \text{Tr}_\mathcal{H} \{ a^\dagger b \} \). Superoperators\textsuperscript{64} such as the Liouvillian or the dissipators are linear operators acting on \( \mathcal{L} \), and we denote them by calligraphic letters.

The vectorization, also termed as the Choi-Jamiołkowski isomorphism\textsuperscript{61,67,68}, is a basis dependent procedure, which allows us to treat the Liouville space and thus the space of density operators as a simple vector space. If \( \{ | \sigma_x \} \) is a local basis spanning the Hilbert space \( \mathcal{H}_x \), then the operators \( | \sigma_x \tilde{\sigma}_x \rangle \equiv | \sigma_x \rangle \langle \tilde{\sigma}_x | \) form a basis in \( \mathcal{L}_x \),\textsuperscript{69} and we can expand the density operator in this basis.

The Lindblad equation (1) is then transformed into a regular Schrödinger-like equation,

\[ i \frac{d}{dt} | \rho \rangle = \mathcal{L} | \rho \rangle , \]

with \( \mathcal{L} \) denoting the vectorized superoperator,

\[ \mathcal{L} = H \otimes I - I \otimes H^\dagger + i \sum_F \lambda_F \{ 2F \otimes F^\dagger - F^\dagger F \otimes I - I \otimes (F^\dagger F)^\dagger \} , \]

with \( I \) the unit operator over \( \mathcal{H} \). Eq. (7) is then formally integrated as\textsuperscript{70}

\[ | \rho (t) \rangle = e^{-i \mathcal{L} t} | \rho (0) \rangle . \]

As long as the Hamiltonian \( H \) and the dissipators \( F \) are local, we can use the efficient methodology of matrix product states to generate the time evolution. In fact, similar to matrix product states, we can rewrite the state \( | \rho \rangle \) in an MPS form,

\[ | \rho \rangle = \sum_{a_1,\ldots,a_{N-1}} \sum_{\sigma_1,\ldots,\tilde{\sigma}_L} \mathcal{R}^{[1]}_{a_1} \mathcal{R}^{[2]}_{a_2} \cdots \mathcal{R}^{[N]}_{a_{N-1}(\sigma_N \tilde{\sigma}_N)} | \sigma_1 \tilde{\sigma}_1 \rangle \otimes | \sigma_2 \tilde{\sigma}_2 \rangle \otimes \cdots \otimes | \sigma_N \tilde{\sigma}_N \rangle . \]

Notice that the evolution operator \( U(t) = e^{-i \mathcal{L} t} \) is non-Hermitian\textsuperscript{71} due to dissipation introduced by the jump operators. Nevertheless, once \( | \rho \rangle \) is rewritten in this matrix product form, we can use the MPS machinery to generate the time evolution of \( | \rho (t) \rangle \) within the TEBD approach,\textsuperscript{35,36} just as for unitary wave function evolution.

As we mentioned in the introduction, the only problem arises due to dimensionality, since for just two fermionic degrees of freedom, the dimension of the local Liouville space \( \mathcal{L} \) is already 16. In the following, we shall reduce this number using non-Abelian symmetries down to 10, a number that can already be handled with standard desktop computers or workstations.

To summarize the notations, we shall use capital Latin letters \( A \) to label operators acting over the Hilbert space \( \mathcal{H} \). States in \( \mathcal{H} \) are denoted by the standard Dirac ket notation \( | s \rangle \), with their Hermitian conjugates referred to as \( \langle s | \). The complex conjugation of an operator \( A \) with respect to computational basis is denoted as \( A^\ast \). With calligraphic letters, e.g. \( \mathcal{A} \), we denote superoperators acting over the Liouville space, \( \mathcal{L} \). Double-line letters, \( \mathcal{A} \), denote operators acting on the vectorized Liouville space, while round kets \( | \mathcal{g} \rangle \) denote states in the vectorized Lindblad space.

A. Symmetries in the Liouvillian approach

In this section, we extend the non-abelian TEBD (NA-TEBD) approach of Ref. 48 to Lindbladian evolution and show that – with certain extensions – most concepts of Ref. 48 remain applicable. In Hamiltonian systems, the symmetries are represented by a set of unitary (or antiunitary) transformations, \( U(g) \), which leave the Hamiltonian invariant for all elements \( g \) of the symmetry group \( G \),

\[ U(g) \ H \ U(g)^\dagger = H ; \quad \forall \ g \in G , \]

or, equivalently \( U(g) H = H U(g) \). These symmetry operations are naturally extended to the Liouville space \( \mathcal{L} \) by the superoperator,

\[ U(g) : \quad \rho \rightarrow U(g) \rho U(g)^\dagger . \]

The superoperators \( U(g) \) thus represent a symmetry of the Liouvillian if

\[ U(g) \mathcal{L} = \mathcal{L} U(g) , \]

written equivalently as Eq. (3), when applying both sides to an arbitrary density operator. Correspondingly, a gen-
operator \( J \) of some continuous symmetry, \( U = e^{i\phi J} \), is represented in Liouville space by a superoperator \( \mathcal{J} \) as

\[
J \rightarrow \mathcal{J}[\rho] \equiv J\rho - \rho J^\dagger,
\]

where we now allowed complex parameters, \( \phi \), and corresponding non-Hermitian generators.

Clearly, for Hamiltonian dynamics, \( \mathcal{L} \rightarrow \mathcal{L}_U = [H, \mathcal{U}] \), the condition \( [\mathcal{L}_U, \mathcal{U}] = 0 \) and the familiar symmetry condition \( [H, \mathcal{U}] = 0 \) are equivalent. For open systems, however, \( [\mathcal{L}, \mathcal{U}] = 0 \) implies additional constraints on the structure of dissipators. Dissipators are operators, and as such, formally elements of the Liouville space, \( F \in \mathfrak{L} \).

In states in the Hilbert space, the Liouville space can be divided into irreducible subspaces of groups of irreducible tensor operators, \( F_q \), which transform according to some irreducible representation of the symmetry group,

\[
\mathcal{U}(g) F_q = U(g) F_q U(g)\dagger = \sum_{q'} \Gamma(g)^{q' q}_F \ ,
\]

with \( \Gamma(g) \) the representation of the group element, \( g \). It is easy to show that the symmetry operation \( \mathcal{U} \) commutes with the action of the dissipator under the condition that the strength of the dissipators belonging to the same irreducible representation is equal,

\[
\mathcal{D} \sim \lambda \sum_q \mathcal{D}_{F_q}.
\]

This simple condition can also be naturally derived in case we construct the dissipator, as usual, from coupling the operators \( F \) to some fluctuating fields, \( \varphi_F \), and request that the subsystem and its environment be invariant under symmetry operations, as a composite system.

In the following, we shall assume that our dissipators satisfy Eq. (16), and focus furthermore on local symmetry operations, when \( U(g) \) factorizes as

\[
U(g) = U_1(g) \otimes U_2(g) \otimes \cdots \otimes U_N(g) .
\]

In this case, the Hilbert space can be decomposed into multiplets at each site

\[
\mathcal{H}_j = \text{span} \{ |I_j^{\text{local}}, \tau, \mu \rangle \} ,
\]

with index \( I_j^{\text{local}} \) denoting the irreducible representation, \( \tau \) running over multiplets with a given representation, and \( \mu \) labeling internal states of a multiplet. In general, if the model displays \( n_S \) commuting symmetries, the label \( \Gamma \) becomes a vector \( \Gamma = (\Gamma_1, \ldots, \Gamma_{n_S}) \), where \( n_S \) is the total number of commuting symmetries. For the Hubbard model, studied here, e.g., we use spin \( SU(2) \) and charge \( U(1) \) symmetries, corresponding to \( n_S = 2 \), and \( \Gamma \) then refers to the corresponding spin and charge quantum numbers, \( \Gamma = (S, N) \). Having classified local states by symmetries, states in the Hilbert space \( \mathcal{H} \) can then be represented as non-Abelian matrix product states \cite{47,48}, where the matrix product representation is decomposed into a trivial Clebsch-Gordan layer, and a non-trivial layer of reduced dimension, containing all necessary information.

This concept can be carried over to the Liouville space, while here we shall do that by implementing non-Abelian symmetries in vectorized space of operators. In the vectorized space, where the symmetry superoperator \( \mathcal{U} \) is represented as \( \mathcal{U} \rightarrow \mathcal{U} = U \otimes U^* \), while the symmetry generators become

\[
J = J \otimes I = I \otimes J^* .
\]

Irreducible tensor operators \( T_q \), as well as the dissipators \( F_q \), are represented as states \( T_q \rightarrow |T_q\rangle \), which then obey

\[
\mathcal{U}(g) |T_q\rangle = \sum_q \Gamma(g)^{q' q} |T_{q'}\rangle .
\]

Similar to Eq. (18), the local vectorized Liouville space can be organized into ‘operator multiplets’, \( T_q \), represented in the local vectorized space as \( |I_j^{\text{loc}}; T^q\rangle \), where we use the symbol \( I_j \) to emphasize that these states belong to the vectorized Liouville space.

We can now extend the NA-TEBD approach to the vectorized space and represent the density operator as a non-abelian MPS (NA-MPS) \cite{48}

\[
|\rho\rangle = \sum_{\{I_j^{\text{loc}}\}} \sum_{\{T_1\}} \sum_{\{T_2\}} \cdots \sum_{\{T_N\}} R^{[1]}(\{I_0^{\text{loc}}\})_{i_1}^{l_1} C(\{I_0^{\text{loc}}\})_{0 q_1}^{P_1, \alpha_1} C(\{I_1^{\text{loc}}\})_{P_1 q_2}^{P_2, \alpha_2} \cdots C(\{I_N^{\text{loc}}\})_{P_{N-1} q_N}^{0, \alpha_N} |I_1^{\text{loc}}; T_1, q_1\rangle \otimes |I_2^{\text{loc}}; T_2, q_2\rangle \otimes \cdots \otimes |I_N^{\text{loc}}; T_N, q_N\rangle .
\]

In our construction, the NA-MPS structure has two layers (see Fig. 2). The upper layer contains the tensors...
act in the dual Fock space. These operators satisfy the usual anticommutation relations, \{\tilde{c}_{j\sigma}, \tilde{c}_{k\sigma}^\dagger\} = \delta_{jk}\delta_{\sigma\sigma'}

The operators \(c_{j\sigma}^{(1)}\) and \(\tilde{c}_{j\sigma}^{(1)}\) act nontrivially on different Fock spaces, and also anticommute, \(\{c_{j\sigma}^{(1)}, \tilde{c}_{k\sigma}^{(1)}\} = 0\).

In this formalism the vectorized Liouvillian (8) becomes

\[
L = \frac{J}{2} \sum_{i=1}^{L-1} \left( c_{i\sigma}^{\dagger} c_{i+1\sigma} + \text{h.c.} \right) + U \sum_i n_{i\uparrow} n_{i\downarrow} \\
+ \frac{J}{2} \sum_{i=1}^{L-1} \left( \tilde{c}_{i\sigma}^{\dagger} \tilde{c}_{i+1\sigma} + \text{h.c.} \right) - U \sum_i n_{i\uparrow} n_{i\downarrow} \\
+ 2i \Gamma \sum_{i\sigma} c_{i\sigma} \tilde{c}_{i\sigma} - i \Gamma \sum_{i\sigma} (\tilde{c}_{i\sigma}^{\dagger} c_{i\sigma} - c_{i\sigma}^{\dagger} \tilde{c}_{i\sigma}) .
\]

Here we follow a general approach, and form the local tensor product space by acting with the \(c_{i\sigma}^{(1)}\) and \(\tilde{c}_{i\sigma}^{(1)}\) operators. In the specific case studied here, however, we may consider regarding the Liouvillian Eq. (22) as a non-Hermitian Hamiltonian for a two-chain (ladder) model coupled via the first site, and construct an MPS representation by separating the sites and ordering the dual operators \(\tilde{c}_{i\sigma}^{(1)}\) to act on the sites \(i = -N + 1, -N + 2, \ldots, 0\), while the regular operators \(c_{i\sigma}^{(1)}\) act on the sites \(i = 1, 2, \ldots, N - 1, N\) along the chain. In this way, we would double the length of the chain and the tilde and the regular sites are coupled at the center of the chain. The price we would pay, however, is that even an infinite temperature initial state would contain long-ranged entanglement. Moreover, in the general case of more local dissipators along the chain, dissipators would induce long-ranged terms in the effective Hamiltonian, causing additional difficulties. In contrast, within the tensor product state approach we follow, the size of the local space is larger, but the initial state has a simple structure, dissipators remain local, and the chain is half as long as in the unfolded chain approach.

The vectorized Liouvillian, Eq. (22) then acts on the Fock space of vectorized operators, i.e., the vectorized Liouville space. To propagate the vectorized Lindblad equation, Eq. (9), we thus need to represent the density matrix \(|\rho(t)\rangle\) within the superfermions’ Fock space, and then follow the regular TEBD approach, generated by Eq. (22).

Let us now elaborate on the symmetries of the Hamiltonian Eq. (4) and their representation on the Liouville space. The spin operator \(S = \frac{1}{2} \sum_{i,\sigma\sigma'} c_{i\sigma}^{\dagger} \sigma_{\sigma\sigma'} c_{i\sigma'}\) as well as the normal ordered total charge \(N = \sum_{i,\sigma} c_{i\sigma}^{\dagger} c_{i\sigma} - 1\) commute with \(H\) in (4), which thus displays a \(G = SU(2) \otimes U(1)\) symmetry. Accordingly, local states in the Hilbert space \(S_\text{loc}^0\) can be classified by spin and charge quantum numbers, \(R_\text{loc} = (S_\text{loc}^0, N_\text{loc})\).

To carry out a similar classification in the local, vectorized Liouville space, we must represent first symmetry operations acting on this space, as outlined earlier. Spin rotations, e.g., are generated by the operators

\[
S_j^\alpha = S_j^0 \otimes I - I \otimes S_j^\alpha^* , \quad (\alpha = x, y, z) .
\]
Similarly, $U(1)$ gauge transformations are generated by $N_j = N_j \otimes I - I \otimes N_j$ in the vectorized space. Notice that the 'raising operator' $S^+$ becomes $S^+ = S^+ + i S^y = S^+ \otimes I - I \otimes S^-$ when acting over the vectorized space.

We can easily represent the operators $S^\pm$ and $S^z$ in the superfermion representation by using the operators $\tilde{c}_{j\sigma}$ and $\tilde{c}^\dagger_{j\sigma}$ as

\[
S_j^+ = c^\dagger_{j\uparrow}c_{j\downarrow} - c^\dagger_{j\downarrow}c_{j\uparrow},
\]

\[
S_j^z = \frac{1}{2}(c^\dagger_{j\uparrow}c_{j\uparrow} - c^\dagger_{j\downarrow}c_{j\downarrow}) - \frac{1}{2}(c_{j\uparrow}c^\dagger_{j\uparrow} - c_{j\downarrow}c^\dagger_{j\downarrow}),
\]

\[
S_j^- = c^\dagger_{j\uparrow}c_{j\downarrow} - c^\dagger_{j\downarrow}c_{j\uparrow}.
\]

In a similar way, the $U(1)$ symmetry related to particle conservation is generated by

\[
N_j = \sum_\sigma (c^\dagger_{j\sigma}c_{j\sigma} - c^\dagger_{j\sigma}c^\dagger_{j\sigma}).
\]

Having identified the symmetry generators over the vectorized Liouville space, we can now identify families irreducible tensor operators. In the local Liouville space, $\mathcal{L}_j$ at site $j$, e.g., the spin operators $-S_j^x/\sqrt{2}$, $S_j^z$, $S_j^x/\sqrt{2}$, form the three components of a spin $S = 1$ vector operator of charge $N = 0$. Similarly, the creation operators are $c_j^\dagger = (c^\dagger_{j\uparrow}, c^\dagger_{j\downarrow})$ and the annihilation operators $\tilde{c}_j = (\tilde{c}_{j\uparrow}, -\tilde{c}_{j\downarrow})$ are spin $S = 1/2$ operators of charge $N = 1$ and $N = -1$, respectively.

In the vectorized form, all these operators of the Liouville space $\mathcal{L}_j$ are represented as Fock states. The spin operator $S_j^z \in \mathcal{L}_j$ is identified, e.g., by the state $|S^z\rangle = c^\dagger_{j\uparrow}c^\dagger_{j\downarrow}|0\rangle$. The $4 \times 4 = 16$ local operators are then represented by 16 Fock states, listed in Table I, which can then be organized into 6 symmetry sectors, and altogether 10 multiplets.

Notice that, although the Lindbladian dissipator removes particles, the Lindbladian $U(1)$ charge $\mathcal{N}$ (or $N$ in the vectorized form) is conserved. This can be verified directly by investigating the condition (3), or by looking at the commutator of Eqs. (24) and (22). We can thus use the full $SU(2) \times U(1)$ weak Liouvillian symmetry, even though the total charge is not conserved.

### IV. APPLICATION TO THE SU(2) HUBBARD MODEL

In this section, we demonstrate our approach on the semi-infinite fermionic SU(2) Hubbard model with a particle sink at the end of the chain. We execute a 'dissipation quench': we start our simulations by constructing a half-filled infinite temperature state, which can be created relatively simply in cold atom experiments,74,75 and turn on a 'particle sink' process at site 0 at time $t = 0$. The sink empties the semi-infinite chain, thereby creating a moving front between the emptied and occupied regions, and the quantum-mechanical time evolution generating entanglement.

In the vectorized formalism, the infinite temperature half-filled initial state translates to the state

\[
|\rho(0)\rangle = \prod_{x=1}^{N} \frac{1 + c^\dagger_{x\uparrow}c^\dagger_{x\downarrow}c_{x\uparrow}c_{x\downarrow} + c^\dagger_{x\uparrow}c^\dagger_{x\downarrow}c_{x\downarrow}c_{x\uparrow} + c^\dagger_{x\downarrow}c^\dagger_{x\uparrow}c_{x\uparrow}c_{x\downarrow}}{2} |0\rangle.
\]

(25)

Being the product of local states, this vectorized state has a trivial MPS representation, and possesses Liouvillian quantum numbers $S = 0$, and $\mathcal{N} = 0$, implying that $|\rho(0)\rangle$ is an SU(2) super-singlet.

To compute time dependent observables, we simply need to evolve the density operator $\rho(0)$ in time. The time evolution of the expectation value of an operator $A$ is then calculated from the time dependent density matrix $\rho(t)$ as the left vacuum vector for the Liouvillian operator

\[
\langle A(t) \rangle = \text{Tr}_S \{ A\rho(t) \}.
\]

(26)

The normalization of the density matrix implies $\text{Tr}_S \{ \rho(t) \} = 1$. Within the vectorized formalism, this translates into $(I|\rho(t)) = 1$, where $|I\rangle$ can be associated, up to normalization and a phase, to the density matrix of the infinite temperature state. The latter lacks any coherence and has only equal, diagonal elements. Within the superfermion representation this state can be explicitly constructed as

\[
|I\rangle = \exp \{- i \sum_{x,\sigma} c^\dagger_{x\sigma}c^\dagger_{x\sigma} \}|0\rangle.
\]

(27)
FIG. 3. Position dependence of the average current \( \langle j(x,t) \rangle \), occupation \( \langle n(x,t) \rangle \), and operator entanglement entropy \( S_{\text{op}}(x,t) \) for various times, indicating a ballistic propagation of the front, irrespective of the interaction strength. For \( U = 0 \), the average current \( \langle j(x,t) \rangle \) and occupation \( \langle n(x,t) \rangle \), obtained with the 3\textsuperscript{rd} QT are displayed with solid lines. Bond dimension were fixed to \( M = 500 \), and the system size is \( N = 100 \).

The average (26) can then be cast into the matrix element
\[
\langle A(t) \rangle = \langle I|A|\rho(t) \rangle .
\] (28)

We computed \( |\rho(t)\rangle \) using the non-Abelian time-evolving block decimation (NA-TEBD) method, following the lines of Ref. 48, applied there for Hamiltonian time evolution. The crucial difference here is that now time evolution is non-Hermitian, and is performed in the vectorized space. To benchmark NA-TEBD, we also determined the time evolution of the non-interacting system, \( U = 0 \), by the third quantization (3\textsuperscript{rd} QT) approach of Ref. [76], which allows us a ‘numerically exact’ computation of the expectation values of various operators and their correlators in case of non-interacting Hamiltonians.\(^{77}\) For completeness, the 3\textsuperscript{rd} QT approach is briefly outlined in Appendix A.

First we focus on the position dependent occupation, \( n(x) \), and the current \( j(x) \) between neighboring sites \( x \) and \( x+1 \), defined as
\[
n(x) \equiv \sum_{\sigma} c_{x\sigma}^\dagger c_{x+1\sigma} ,
\] (29)
\[
j(x) \equiv -i \sum_{\sigma} (c_{x\sigma}^\dagger c_{x+1\sigma} - c_{x+1\sigma}^\dagger c_{x\sigma}) .
\] (30)

The profiles of \( \langle j(x,t) \rangle \) and \( \langle n(x,t) \rangle \) are displayed in Fig. 3 at different times. The data show a qualitative difference between the non-interacting and interacting cases.

In the non-interacting case, \( U = 0 \), the current profile displays a staircase-like structure around the edge of the front, similar to the fronts observed in free fermion systems, evolved from a state with a density step-like initial condition\(^{78}\). As obvious from the first panel on the left in Fig. 3, the front spreads ballistically with a velocity

FIG. 4. Scaling collapse of the current profile near the edge of the front, \( x_{\text{edge}} \), for different times showing a staircase structure in the non-interacting limit \( U = 0 \). Here we display the scaling of the front for 20 different times between \( t_1 = 25 \) and \( t_2 = 35 \) equally spaced at an interval \( \Delta t = 0.5 \).

FIG. 5. Scaling collapse of the average current profiles \( \langle j(x,t) \rangle \) indicating ballistic propagation and a linear in time broadening of the front for any finite \( U \) near the \( x_{1/2} \) front edge. In each panel we display the scaling of the front for 20 random times between \( t_1 = 10 \) and \( t_2 = 35 \).
$v_0 = J = 1$, i.e., the maximal velocity of free quasiparticles. At the same time, we observe a $\sim U^{1/3}$ broadening of the front, characteristic of free Fermions.\textsuperscript{78,79} This is demonstrated in Fig. 4, displaying the appropriately rescaled \langle j(x,t) \rangle curves at the edge of the current profile, $x_{\text{edge}}$, where the current starts to have a finite value. As the current profile evolves in time, it assumes a universal shape, and develops a fine staircase-structure, indicative of free, ballistically moving particles.

For finite interactions, $U > 0$, a quite different picture emerges. The front still appears to propagate ballistically, with a somewhat reduced velocity, however, the current profile lacks the staircase structure, and the whole profile seems to acquire a universal shape rather than just the front. This hydrodynamics-like time evolution is demonstrated in Fig. 5, where we rescale the front simply by the propagation time, $t$, around the position $x_{1/2}$, where the average current is at half maximum, \langle j(x_{1/2},t) \rangle = \frac{1}{2} \max_x(\langle j(x,t) \rangle)$. Notice that the current profile is a function depends on $U$; its height as well as its width is largely suppressed increasing $U$, thus the overall current as well as the front velocity are suppressed with increasing $U$.

This is quantitatively demonstrated in Fig. 6, where we display the front velocity for different values of $U$ and $\Gamma$. The front velocity can be defined in several ways. It can be defined as the velocity $v_{\text{edge}}$ of the point, $x_{\text{edge}}$, where the current raises beyond a pre-defined threshold. One can, however, also define it as the velocity of the point $x_{1/2}$, which we denote as $v_{1/2}$. As shown in Fig. 6, both velocities are reduced by interactions and smaller than the non-interacting velocity. At $U = 0$ these two velocities coincide, but for finite $U$ they are clearly different. However, none of them seems to depend on the local disturbance, $\Gamma$. Also, both propagation velocities appear to scale to a finite asymptotic value in the $U \to 0$ limit.

The propagation of the current profile is accompanied by a depletion of particles for $x < x_{\text{edge}}$, as demonstrated in the middle panels of Fig. 3. Quite strikingly, the slope of the \langle n(x,t) \rangle curve is reduced with time, but the current remains finite. This clearly shows that, in spite of the interaction, no local equilibrium develops, even far from the front. In local equilibrium, in distinction, the current should be induced by the gradient of the density, \langle j(x,t) \rangle \propto \partial_x \langle n(x,t) \rangle.

An even more interesting front structure is observed in the entropy. The so-called operator entanglement entropy, $S_{\text{op}}(x,t)$\textsuperscript{80} defined as the entanglement entropy of our vectorized state, provides a certain measure of entanglement of the mixed state. The evolution of this quantity is shown in the lower panels of Fig. 3. The operator entanglement spreads also ballistically, however, rather surprisingly, it develops a two-step structure in the interacting case. The first step appears to move with a velocity $v_{\text{edge}}$, together with the edge of the current profile. However, the true edge of the entropy profile seems to propagate faster than that, with a velocity, $v_0 \approx 1$, and penetrates deep into the \langle n(x,t) \rangle $ \approx 1$ region, way before the depletion of particles reaches there.

The ballistic spread of the depletion region is natural in the non-interacting case, it is, however quite surprising in the presence of interactions. A ballistically spreading front implies namely a steady current density, $\lim_{t \to \infty} \langle j(x,t) \rangle = j_\infty$ for all spatial coordinates $x$, and a corresponding linear increase of the number of lost particles, $N_{\text{out}}(t)$, i.e. particles that disappeared in the sink until time $t$. To obtain further confirmation of this ballistic behavior, we computed the current at various positions of the chain as a function of time. This is shown in Fig. 7 for $(U = 1)$. Within numerical accuracy, the current indeed appears to approach asymptotically a steady state value, independent of the location.

The total particle loss $N_{\text{out}}(t)$ is shown in Fig. 8(a) as a function of time. It is the largest for $U = 0$, and decreases with increasing $U$ such that at any given time

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig6}
\caption{Front velocities $v_{1/2}$ and $v_{\text{edge}}$ as functions of $U$ for different decay rates, $\Gamma$, as extracted from the evolution of the current profile $\langle j(x,t) \rangle$. For each velocity curve, different symbol sizes correspond to different values of $\Gamma$. At $U = 0$ we observe $v_{\text{edge}} = 1$, the velocity of the fastest non-interacting electrons. Both velocities depend strongly on the interaction $U$ but show no dependence on $\Gamma$.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig7}
\caption{The time dependence of the average current $\langle j(x,t) \rangle$ for various sites along the chain of length $N = 100$.}
\end{figure}
that explicitly uses abelian as well as non-abelian symmetries of the Lindbladian.

We applied this approach, to the semi-infinite SU(2) Hubbard model with losses at one end of the chain, having an SU(2) × U(1) symmetry. In the non-interacting limit, \( U = 0 \), we benchmarked our approach against the third quantization approach of Ref. 76, and investigated the time evolution of local density and the current operators as well as the operator entanglement following a dissipation quench in a half-filled, infinite temperature state. In this case particles are depleted around the sink, and a propagating front appears, separating the depleted and occupied regions.

We investigated the structure of the propagating front in detail. Both in the non-interacting and in the interacting limits we find a ballistic front propagation. However, interactions reduce the light cone velocity substantially, \( v_{\text{edge}} < v_0 = J = 1 \). In addition, interactions change, however, drastically the structure of the propagating front. For \( U = 0 \), the front displays coherent fringes, and spreads as \( \sim t^{1/3} \), \(^{78}\) while for \( U \neq 0 \) a ballistic \( \sim t \) scaling of the whole current profile is observed, and the coherent fringes disappear.

Corroborating these findings and the ballistic front propagation, we observe a saturation of the current to a position independent asymptotic value, \( j_\infty(U, \Gamma) \), and a corresponding linear increase in the loss of particles, \( dN/dt \to j_\infty \). The loss rate is suppressed with increasing \( U \), however, it exhibits a non-monotonous behavior as a function of the dissipation strength, a clear manifestation of the quantum Zeno effect.

The operator entanglement entropy, \( S^{\text{op}}(x,t) \), \(^{80}\) is also found to spread ballistically. However, the true edge of the entropy profile seems to propagate with a velocity, \( v_0 > v_{\text{edge}} \), faster than the current profile, and penetrates deep into the \( \langle n(x,t) \rangle \approx 1 \) region, way before the depletion front reaches there.

The ballistic propagation we observe is somewhat surprising. It implies that the gradient of the density is unrelated to the current density, implying, in turn, the absence of local equilibration. Our simulations are consistent with this picture, while we cannot exclude, however, a slow, e.g. logarithmic suppression of \( dN/dt \). It is not clear, either, if the ballistic behavior observed has a relation to the integrability of the Hubbard model.

These results demonstrate the power of this approach. By using explicitly all symmetries of the model, our approach makes it possible to study with high accuracy the dynamics in open systems with relatively large local operator spaces, even on platforms with limited computing power and memory, such as a regular desktop.
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Appendix A: Third quantization construction

In this section we discuss in more detail the third quantization construction. Following Refs. 76, 77 we introduce the Majorana basis, and define the 4N operators w_m as

\[ w_{4x-3} = c^{\dagger}_{x^\uparrow} + c^\dagger_{x^\downarrow} \quad w_{4x-2} = i(c_{x^\uparrow} - c^\dagger_{x^\downarrow}) \]

\[ w_{4x-1} = c_{x^\downarrow} + c^\dagger_{x^\uparrow} \quad w_{4x} = i(c_{x^\uparrow} - c^\dagger_{x^\downarrow}) \] (A1)

By construction, they satisfy the anticommutation relations \( \{w_j, w_k\} = 2\delta_{jk} \). In the Majorana basis 82 the matrix Hamiltonian \( H \) corresponding to the hopping term in Eq. (4) becomes

\[ H = \frac{1}{2} H \otimes \sigma_y \] (A2)

The jump operators acting on the first site, are transformed to the Majorana basis as well, and take the general form \( F_{1\sigma} \rightarrow \sum_j l_{\sigma,j}w_j \). We can construct the associated Fock space \( \mathcal{K} \), i.e. the Liouville space, with dimension \( 2^{4N} \). A typical orthonormal basis set consists of vectors of the form \( |P_\alpha\rangle \), with \( P_\alpha = P_{\alpha_1\alpha_2...\alpha_{4N}} = w^{\alpha_1}_{1^\uparrow}w^{\alpha_2}_{2^\uparrow}...w^{\alpha_{4N}}_{4N^\downarrow} \), with \( \alpha_i \in \{0, 1\} \). The annihilation and the creation super-operators can be defined as

\[ \hat{c}_j|P_\alpha\rangle = \delta_{\alpha_j,1}|w_jP_\alpha\rangle \quad \hat{c}^\dagger_j|P_\alpha\rangle = \delta_{\alpha_j,0}|w_jP_\alpha\rangle \] (A3)

satisfying the canonical anticommutation relations \( \{\hat{c}_j, \hat{c}^\dagger_k\} = \delta_{jk} \). Keeping in mind that the dissipative part of the Lindblad actions separately in the even/odd sectors \( \mathcal{K} = \mathcal{K}^+ \oplus \mathcal{K}^- \), we can restrict to one of these subspaces. Introducing the dissipative matrix \( M = M^T + iM^I \), where \( M^T \) and \( M^I \) are the real and imaginary parts of the matrix

\[ M_{ij} = \sum_{\mu} \sigma^\mu_\mu \sigma^\mu_{\mu,j} \]

The vectorized Lindblad equation becomes

\[ i\frac{d}{dt}\rho(t) = \frac{\hat{L}}{-\hbar} |\rho(t)angle \] (A4)

with \( -i\hat{L} = -2i\hbar X^T \hat{c} + 4i\hbar M^I \hat{c} \). Here \( X^T = 2iH + 2M^T \).

In this way the vectorized Lindblad equation for the density matrix is mapped to a regular Schrödinger equation in the Fock super-operators space. To compute the expectation values and the correlators, one defines the left Liouville vacuum, \( |\rangle \rangle = |P_{0,0,...,0}\rangle \), in terms of which any two-point correlator (covariance) can be written as \( \langle w_jw_k \rangle = \langle i\hat{c}_j \hat{c}_k \rangle \) + \( \delta_{jk} \). The covariance matrix \( C_{ij} \equiv \langle w_iw_j \rangle \) satisfies the associated equation

\[ \frac{d}{dt}C(t) = -2X^T C(t) + 2C(t)X - 8iM^I \] (A5)

which can be solved by standard methods, starting from some initial condition \( C(0) \). Physical observables can be computed from \( C_{ij} \equiv \langle w_iw_j \rangle \). The average occupation number along the Hubbard chain can be obtained, e.g., as

\[ \langle n_j(t) \rangle = \frac{1}{2} [C_{4j-3,4j-2}(t) + C_{4j-1,4j}(t)] \] (A6)

and other operators defined on the chain can be constructed in a similar manner.
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