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Abstract. Arrow's impossibility theorem stated that no single group decision making (GDM) method is perfect, in other words, different GDM methods can produce different or even conflicting rankings. So, 1) how to evaluate GDM methods and 2) how to reconcile different or even conflicting rankings are two important and difficult problems in GDM process, which have not been fully studied. This paper aims to develop and propose a group decision-making consensus recognition model, named GDMCRM, to address these two problems in the evaluation of GDM methods under a multi-criteria environment in order to identify and achieve optimal group consensus. In this model, the ordinal and cardinal GDM methods are both implemented and studied in the process of evaluating the GDM methods. What's more, this proposed model can reconcile different or even conflicting rankings generated by the eight GDM methods, based on empirical research on two real-life datasets: financial data of 12 urban commercial banks and annual report data of seven listed oil companies. The results indicate the proposed model not only can largely satisfy the group preferences of multiple stakeholders, but can also identify the best compromise solution from the opinion of all the participants involved in the group decision process.
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Introduction

Nowadays, data have become a torrent flowing into various area of the global economy. A massive amount of data is collected from multiple data sources, such as transaction sale data, social media data, financial data, business data, etc. Data are a strategic asset, decision
makers are struggling to gain useful, valuable information, rules, patterns or business insights out of data for decision support. However, decision making process is an extremely complex process because of complexity of the systems considered and competitive conflicts of interest among multi-stakeholders (Ascough II et al., 2008; Wu et al., 2018, 2020). Individual decision greatly affects or even reduces the efficiency of decision-making. The reasons are as follows (Kim & Ahn, 1997; Zhang, 2016; Wang et al., 2016): 1) Decision-making is often produced under time pressure, usually lacks of knowledge and data scenarios. 2) Many attribute characteristics are too difficult to quantify. 3) A single decision maker’s expertise and information processing capabilities are often limited, especially in complex environments (Wu et al., 2012, 2018; Zhang, 2015). It is necessary to absorb group wisdom, based on the opinions of group members to minimize the impact of individual decision or personal prejudice.

Group decision making (GDM) has been widely recognized as a highly effective technique for improving the overall satisfaction of group members with final decisions (Yager, 1993; Wu et al., 2012; Tang & Meng, 2019). The goal of GDM problem with multiple experts and several alternatives is to try to reach a consensus plan with full consideration of their opinions or preferences (Fu, 2008; Montserrat-Adell et al., 2019). Four ways of combining preferences into a consensus rating have been presented (Ishizaka & Labib, 2011; Wu et al., 2018). With economic and social development, the growth of data has become increasingly faster, and the decision-making process has become increasingly more complex owing to great concern about multiple criteria, objectives or targets of a conflicting nature. GDM under a multi-criteria environment aims to address this GDM problem, and supports preferential decision to select the most satisfactory alternatives which have multiple conflicting goals or criteria in a group (Ma et al., 2010; Pérez-Arellano et al., 2019).

GDM under a multi-criteria environment involves multiple criteria, multiple stakeholders, and a finite number of alternatives, which can be interpreted as a MCGDM problem. In recent years, many scholars have conducted extensive research, application and discussion on MCGDM by multiple decision makers expressing their preference on multi-criteria, alternatives, etc and trying to find consensus solutions (Xu & Shen, 2014; Li et al., 2017; Montserrat-Adell et al., 2019). In the case of MCGDM, a team of decision makers could be formed with the aim of bringing together individual preferences in the decision space based on their respective expertise, experience and knowledge, in order to form a more rational ranking of all options (Pang & Liang, 2012; Chatterjee & Bose, 2013; Montserrat-Adell et al., 2019). There is still a key and difficult issue which has not been fully studied in addressing MCGDM, namely how to identify and achieve optimal group consensus based on different preferences or opinions from different decision makers.

This paper is to propose a GDMCRM model for evaluation of GDM methods based on group preferences under a multi-criteria environment to identify and achieve optimal group consensus in order to make better decisions and improve business efficiency and productivity. The main contributions of this paper are that the proposed GDMCRM model is developed to effectively address these both issues: 1) how to evaluation of GDM methods, and 2) how to reconcile different or even conflicting rankings. Firstly, the evaluation of GDM methods involves more than one criterion, so this paper focuses on evaluation of GDM methods under a multi-criteria environment. Secondly, six GDM methods under a multi-criteria environment are selected and implemented by reading a significant amount
of literature on group decision making. Besides, two other GDM methods, one belongs to graph method of the GDM methods, and the other belongs to the social choice method of GDM methods, are presented for comparative analysis. Furthermore, both the ordinal and cardinal GDM methods are considered in the process of evaluation of GDM methods under a multi-criteria environment. Finally, based on the 80–20 rule, the GDMCRM method is developed and proposed to reconcile different or even conflicting rankings generated by the eight GDM methods, which can largely satisfy the group preferences of all the stakeholders involved in the group decision process.

The rest is arranged as follows: In Section 1, the related works are described. In Section 2, we introduce some research methodology, including the selected six MCGDM methods and two comparison GDM methods. The calculation steps of each method are given in detail. Next, in Section 3, a group decision-making consensus recognition model, named GDMCRM, is proposed and developed. In Section 4, two real-world datasets are applied to examine and verify the proposed model. Finally, the conclusions summarize the paper.

1. Related works

GDM aims to try to reach a consensus on a decision-making or a decision-related task (Kwok et al., 2002; Yan & Ma, 2015). It consists of experts or stakeholders who are jointly responsible for identifying the problems, describing the nature, assessing potential solutions and developing implementation strategies (Chiclana et al., 2007; Liu et al., 2017; Shen et al., 2018; Xian et al., 2020). The GDM theory is developed from choice theory, utility theory, and behavioral decision theory. Among these, choice theory is the main theoretical basis in GDM. Choice theory, developed by Glasser (1998), is the explanation of human behavior based on internal motivation, including social choice theory and social welfare theory (Arrow, 1963; Sen, 1970). The underlying principle of utility theory is that decision makers know in advance the likelihood of all activities taking place and it can assign a value for each option (Von Neumann & Morgenstern, 1944; Li et al., 2012). Behavioral decision theory focuses on the cognitive and subjective psychological processes of decision makers, which emphasizes the study of psychological analysis of individual decision-making behavior (Poulton, 1994).

GDM under a multi-criteria environment involves multiple criteria, multiple stakeholders, and a finite number of alternatives, which can be interpreted as an MCGDM problem. In recent years, the MCGDM has been widely studied, applied and discussed (Xu & Shen, 2014; Xian et al., 2020), and it can address decision issues by decision makers expressing preferences on multi-criteria and can try to find a solution to reach a consensus (Li et al., 2017; Montserrat-Adell et al., 2019). MCGDM problems can be solved by generating a solution set of alternatives considering the preferences or opinion given by multi-experts (Srdjevic, 2007). In an MCGDM problem, a group of decision makers can be composed with the aim of achieving a more rational ranking of all the alternatives based on aggregating the individual preferences according to their respective expertise, experience and knowledge for a decision space (Pang & Liang, 2012; Chatterjee & Bose, 2013; Montserrat-Adell et al., 2019). There is still not a well-studied problem in addressing MCGDM, namely how to identify and achieve optimal group consensus based on different judgments and opinions from different decision makers.
Our research focuses on evaluation of GDM methods under a multi-criteria environment in which the experts can fully express their opinions or preferences by considering the multi-criteria or even conflicting criteria of quantity and quality in real-life applications. Usually, GDM under a multiple criteria environment involves multi-criteria, multi-stakeholders, and a finite number of alternatives, which can be interpreted as multi-criteria group decision making. Several scholars have advanced some multi-criteria decision-making (MCDM) methods to address GDM problem under a multi-criteria environment (Montserrat-Adell et al., 2019). Beynon (2005) proposed a DS/AHP method based on MCDM as an effective technical method to deal with GDM problems. Gargallo et al. (2007) presented a Bayesian estimation program to evaluate the priority of analytical hierarchy process (AHP) in GDM. Dong et al. (2010) presented an AHP group decision-making consensus model under the row geometric mean prioritization method to address GDM problems. Yue (2011) proposed a GDM method using TOPSIS based on the weight of decision makers. Yue (2014) presented a TOPSIS-based GDM method in an intuitionistic fuzzy setting. Xian et al. (2016) developed and proposed a new method for multiple attribute group decision making for fuzzy numbers, named FEOWA. Filho and Morais (2018) proposed a group decision-making model based on ordered weighted distance OWD for distance aggregators to select a solution. Tang and Meng (2019) proposed linguistic intuitionistic fuzzy Hamacher aggregation operators to apply for group decision making. A new extension of the ordered weighted average (OWA) operator is presented and used in a GDM process for selection of the alternatives (Pérez-Arellano et al., 2019). Much research has focused on developing new algorithms or designing new models. However, there are situations in which different MCDM methods can produce different or even conflicting rankings (Peng et al., 2011; Kou et al., 2012; Wu et al., 2018, 2020), and how to reconcile these different or even conflicting rankings in GDM becomes an important research issue which has not yet been fully studied and investigated.

Acquiring consensus is an important measure of the success of GDM (Moreno-Jiménez et al., 2008; Wu, 2017). According to modern social choice theory, the result of the group’s decision will never satisfy every member of the group (Banerjee, 1994). Furthermore, Arrow’s impossibility theorem (1963) stated that no single GDM method is perfect. Thus, how to evaluate and select GDM methods based on group preferences under a multi-criteria environment are still a significant task and a challenging problem. In addition, GDM methods include ordinal and cardinal GDM methods (Xu & Chen, 2007). Therefore, both ordinal and cardinal GDM methods must be considered when GDM methods under a multi-criteria environment are evaluated and analyzed, which further increases this research depth and scientific nature.

The essence of MCGDM problems is how to aggregate individual preferences or opinion into a consensus achievement reasonably and effectively. Thus, in this paper, how to identify and achieve optimal group consensus based on different judgments and opinions from different decision makers is our focus, and must be addressed. In this paper, we try to integrate different or even inconsistent conflicts among the evaluation performance of MCGDM methods with different criteria and alternatives by aggregating individual preferences or opinion into a consensus achievement reasonably and effectively.
2. Research methodology

MCGDM combines GDM and MCDM methods, and has been widely recognized as an effective technical approach to increase overall satisfaction for the final decision in a group of members (Yager, 1993; Dong et al., 2018). MCDM is the study of methods which concerns multiple alternatives and multiple criteria (Fu, 2008; Gou et al., 2018). The most feasible alternative can be identified, based on reliable indicators, from a set of alternatives (Wu et al., 2012; Liao et al., 2018). MCDM can provide compromise alternatives involving a number of criteria and alternatives, which includes AHP, TOPSIS, ordered weighting averaging (OWA), etc. (Yoon & Hwang, 1995). In this section, firstly, based on MCDM methods, by reading a significant amount of literature on GDM, six MCGDM methods under a multi-criteria environment are introduced and presented. Secondly, two other GDM methods are presented and proposed to facilitate a comparison with the six aforementioned MCGDM methods. In the eight introduced GDM methods, AHP for group decision making, TOPSIS for group decision making, weighted arithmetic mean (WAM) for group decision making, and weighted geometric mean (WGM) for group decision making are the cardinal GDM methods. Combined weighted arithmetic average (CWAA) for group decision making, combined weighted geometric average (CWGA) for group decision making, the three-dimensional leg-mark selected location method (TDLMSLM), and the Borda count method are the ordinal GDM methods. In addition, three experts in the field of risk assessment, including a risk-preference expert, a risk-averse expert and a risk-neutral expert, are selected and invited according to their authority, experience, expertise, and risk preference. To facilitating understanding of CWAA and CWGA, the concept and formula of OW A and OWGA are firstly introduced in detail.

2.1. MCGDM methods

2.1.1. AHP for group decision making

The AHP was proposed in the 1970s by Saaty, and has been considered as an important and effective technology of solving many types of decision problems of choice and prioritization such as in management science, economics, sociology and politics (Saaty, 1978, 1979, 1986, 2003). According to the pairwise comparison value of a group of objects, it can obtain a corresponding priority vector from the decision makers to explain the preference information (Yu, 2002). Pairwise comparison is the key content of AHP, which is completed by experts (Peng et al., 2011; Kou & Ergu, 2016; Wu et al., 2018).

AHP allows GDM, in which a complex problem can be decomposed into a hierarchy according to the experience and knowledge of group members, and solved it by following the AHP process (Saaty, 1990; Jabbarzadeh, 2018; Wu et al., 2018). In this article, AHP for group decision making model has three steps. Firstly, the weight of each expert can be determined according to the authority, experiences, expertise, and risk preference of each expert. Secondly, a corresponding priority vector of each expert is elicited and determined by explaining the preference information according to the pairwise comparison value of a group of objects. Finally, group consensus is integrated and obtained by weighted geometric mean, and the corresponding alternative priorities can be elicited by the AHP for group decision making.
2.1.2. TOPSIS for group decision making

TOPSIS, one of the most classical MCDM methods, was originally proposed by Hwang and Yoon (1981) to sort the alternatives for addressing the decision making problem under a multi-criteria environment. It is based on the principle that the chosen scheme should be the shortest distance from the positive ideal solution and the farthest distance from the negative ideal solution (Chen & Hwang, 1992; Liang et al., 2018). All alternatives can be sorted, based on their closeness to the ideal solution. The calculation steps are as follows (Olson, 2004; Jahanshahloo et al., 2006; Shen et al., 2018):

1. Generate the normalized decision matrix $A$. The normalized value $a_{ij}$ can be generated as:

$$a_{ij} = \frac{x_{ij}}{\sqrt{\sum_{i=1}^{m}(x_{ij})^2}} \quad (1 \leq i \leq m, 1 \leq j \leq n).$$

2. Obtain the weighted normalized decision matrix of each expert:

$$D^k = (a_{ij} \times w_j) \quad (1 \leq i \leq m, 1 \leq j \leq n),$$

where $w_j$ is the weight of the $j$th criterion, determined by AHP, and $\sum_{j=1}^{n} w_j = 1$.

3. Calculate the group weighted normalized decision matrix $D$:

$$D = \sum_{k=1}^{p} W^k \times D^k \quad (1 \leq k \leq p),$$

where $W^k$ is the weight of the $k$th expert, determined by the authority, experiences, expertise, and risk preference of each expert, and $\sum_{k=1}^{p} W^k = 1$.

4. Calculate the group ideal solution $V^+$ and the group negative ideal solution $V^-$:

$$V^+ = \{v^*_1, v^*_2, \ldots, v^*_n\} = \left\{(\max_i v^i_j | j \in J), \quad (\min_i v^i_j | j \in J')\right\},$$

$$V^- = \{v^-_1, v^-_2, \ldots, v^-_n\} = \left\{(\min_i v^i_j | j \in J), \quad (\max_i v^i_j | j \in J')\right\}.$$

5. Compute the separation measures, according to the $m$-dimensional Euclidean distance:

$$S^+_i = \sqrt{\sum_{j=1}^{n}(V^+_j - V^-)^2} \quad (1 \leq i \leq m, 1 \leq j \leq n),$$

$$S^-_i = \sqrt{\sum_{j=1}^{n}(V^-_j - V^+_j)^2} \quad (1 \leq i \leq m, 1 \leq j \leq n).$$

6. Calculate the relative closeness to the group ideal solution:

$$Y_i = \frac{S^-_i}{S^+_i + S^-_i} \quad (1 \leq i \leq m),$$

where the closer $Y_i$, $Y_i \in (0,1)$ is to 1, the closer the alternative is to the ideal solution.
(7) Rank the group preference order:

The larger the $Y_i$ value, the better the alternative is.

2.1.3. WAM

Generally, in the complex decision-making problems, the most commonly used operator to aggregate criteria is the classical WAM (Marichal, 2001). It is the simplest and most widely applied group preference aggregation technology for evaluating schemes. The calculation formula (Marichal, 2001; Chwolka & Raith, 2001) is as follows:

$$WAM (a_1, a_2, ..., a_n) = \sum_{i=1}^{n} w_i a_i,$$

where $w = (w_1, w_2, ..., w_n)$ is the weighted vector of the $n$ objects $a_i$ ($1 \leq i \leq n$), and $w_i \in [0, 1]$, $\sum_{i=1}^{n} w_i = 1$.

In this Section, the principle of WAM for group decision making is as follows: the corresponding priority vector of each expert, produced by AHP, is considered as the $n$ objects. The weight of each expert, determined according to authority, experiences, expertise, and risk preference, is considered as the aggregation-weighted vector in group decision making. The index weights obtained by AHP are considered as its weighted vector of the $n$ objects.

2.1.4. WGM

WGM is a group preference aggregation method often used in AHP (Xu, 2000). The WGM is very important for studying geometric structures and it aims to consider the problem that geometric mean of $n$ operators can be extended to that of the WGM (Jung et al., 2010). The calculation formula (Xu, 2000; Jung et al., 2010) is as follows:

$$WGM (a_1, a_2, ..., a_n) = \prod_{i=1}^{n} a_i^{w_i},$$

where $w = (w_1, w_2, ..., w_n)$ is the weighted vector of the $n$ objects $a_i$ ($1 \leq i \leq n$), and $w_i \in [0, 1]$, $\sum_{i=1}^{n} w_i = 1$.

In this Section, the principle of WGM for group decision making is as follows: the relative closeness to the ideal solution of each expert, produced by TOPSIS, is considered as the $n$ objects. The weight of each expert, determined according to authority, experiences, expertise, and risk preference, is considered as the aggregation-weighted vector in group decision making. The index weights obtained by AHP are considered as its weighted vector of the $n$ objects.

2.1.5. OWA

OWA operator, introduced by Yager, is a very important aggregation operator, which provides a way to aggregate the inputs which lies between the Max and Min operators (Yager, 1988). The basic principle is a reorder step in which the input parameters are reordered in descending order (Yager, 1988; Chang & Cheng, 2011). The OWA operator has been widely
used in many fields, such as decision-making (Yager, 1993; Cutello & Montero, 1994), expert systems (O’Hagan, 1998), and market research (Yager et al., 1994). The OWA operator can obtain the optimal ordering of the alternatives according to the reordering steps of weighted vectors in the decision process of aggregation as follows (Chang & Cheng, 2011; Blanco-Mesa et al., 2019):

**Definition 1:** An n dimension OWA operator (Yager, 1988; Blanco-Mesa et al., 2019) can be a mapping $F: R^n \rightarrow R$, which has an associated n weighting vector $w = (w_1, w_2, \ldots, w_n)^T$, and has the property of $\sum_{i=1}^{n} w_i = 1$, $\forall w_i \in [0,1]$, $i = 1, 2, \ldots, n$, such that

$$\text{OWA}_w(a_1, a_2, \ldots, a_n) = \sum_{j=1}^{n} w_j b_j \quad (1 \leq i \leq n; 1 \leq j \leq n),$$

(9)

where $b_j$ is the $j_{th}$ maximum element of the n aggregated object sets $a_i$ ($1 \leq i \leq n$), the weight $w_j$ is not related to the value of any aggregated object $a_i$, but it’s related to the ordinal position of $b_j$.

**2.1.6. OWGA**

The OWGA operator is a very important aggregation operator considered and characterized by Chiclana et al. to design multiplication decision-making models (Chiclana et al., 2000). It is based on the geometric mean and OWA operator (Xu & Da, 2002a). The definition and calculation steps are as follows:

**Definition 2:** An n dimension OWGA operator (Chiclana et al., 2000; Xu & Da, 2002a) can be a mapping $F: R^n \rightarrow R$, which has an associated n weighting vector $w = (w_1, w_2, \ldots, w_n)^T$, and has the property of $\sum_{i=1}^{n} w_i = 1$, $\forall w_i \in [0,1]$, $i = 1, 2, \ldots, n$, such that

$$\text{OWGA}_w(a_1, a_2, \ldots, a_n) = \prod_{j=1}^{n} b_j^{w_j} \quad (1 \leq i \leq n; 1 \leq j \leq n),$$

(10)

where $b_j$ is the $j_{th}$ maximum element of the n aggregated object sets $a_i$ ($1 \leq i \leq n$), the weight $w_j$ is not related to the value of any aggregated object $a_i$, but it’s related to the ordinal position of $b_j$.

**2.1.7. CWAA**

The CWAA operator is a very important group aggregation operator on the base of the OWA operator. The CWAA operator combines the characteristics of the OWA operator, considering not only the position of evaluation information, but also the importance of evaluation information of each expert in the whole expert group.

**Definition 4:** An n dimension CWAA operator (Su et al., 2011) can be a mapping $F: R^n \rightarrow R$, which has an associated n weighting vector $w = (w_1, w_2, \ldots, w_n)^T$, and has the property of $\sum_{i=1}^{n} w_i = 1$, $\forall w_i \in [0,1]$, $i = 1, 2, \ldots, n$. The calculation formula is as follows:
\[
\text{CWAA}_{\omega,w}(a_1, a_2, \ldots, a_n) = \sum_{j=1}^{n} w_j b_j \quad (1 \leq i \leq n; 1 \leq j \leq n),
\]

where \( w = (w_1, w_2, \ldots, w_n)^T \) is a weighted vector related to OWA, which has the property of \( \sum_{i=1}^{n} w_i = 1, \forall w_i \in [0,1], \) \( i = 1,2,\ldots,n. \) \( b_j \) is the \( j \)th maximum element in a group of data \( (n_0, a_1, \ldots, n_0, a_j, \ldots, n_0, a_i) \), and \( \omega = (\omega_1, \omega_2, \ldots, \omega_n)^T \) is a weighted vector of data group \( (a_1, a_2, \ldots, a_n) \), \( n \) is a balance factor.

### 2.1.8. CWGA

The CWGA operator is a very important group aggregation operator on the base of the OWGA operator. The CWGA operator combines the characteristics of the OWGA operator, considering not only the position of evaluation information, but also the importance of evaluation information of each expert in the whole expert group.

**Definition 4:** An \( n \) dimension CWGA operator (Xu & Da, 2002b) can be a mapping \( F: R^n \rightarrow R \), which has an associated \( n \) weighting vector \( w = (w_1, w_2, \ldots, w_n)^T \), and has the property of \( \sum_{i=1}^{n} w_i = 1, \forall w_i \in [0,1], \) \( i = 1,2,\ldots,n. \) The calculation formula is as follows:

\[
\text{CWGA}_{\omega,w}(a_1, a_2, \ldots, a_n) = \prod_{j=1}^{n} b_j^w \quad (1 \leq i \leq n; 1 \leq j \leq n),
\]

where \( w = (w_1, w_2, \ldots, w_n)^T \) is a weighted vector related to CWGA, which has the property of \( \sum_{j=1}^{n} w_j = 1, \forall w_j \in [0,1], \) \( j = 1,2,\ldots,n. \) \( b_j \) is the \( j \)th maximum element in a group of data \( (n_0, a_1, \ldots, n_0, a_j, \ldots, n_0, a_i) \), and \( \omega = (\omega_1, \omega_2, \ldots, \omega_n)^T \) is an exponential weighting vector of data group \( (a_1, a_2, \ldots, a_n) \), \( n \) is a balance factor.

### 2.2. Other GDM methods for comparative analysis

#### 2.2.1. Three-dimensional leg-mark selected location method

In this paper, a three-dimensional leg-mark selected location method (TDLMSLM) (Wu & Peng, 2016), which belongs to graph method of the GDM methods, based on expert prioritization, is applied for identifying and facilitating group consensus according to the established a three-dimensional leg-mark coordinate system. It has the characteristics of simplicity and calculation, and it only needs a little bit of information about each expert’s individual preference ranking (Wu & Peng, 2016).

Assume there are \( A = \{A_1, A_2, \ldots, A_i, \ldots, A_m\}(1 \leq i \leq m) \) alternatives and three experts, DM1, DM2, and DM3. Let \( A_{pqr} \in A \) \((1 \leq p \leq m, 1 \leq q \leq m, 1 \leq r \leq m)\), where \( m \) is the number of alternatives, and \( p, q \) and \( r \) are the axes of three-dimensional leg-mark coordinate system respectively, corresponding to DM1, DM2 and DM3 respectively. That is to say, the number of the DM1 axis represents \( p \) of \( A_{pqr} \), similarly, the number of the DM2 axis represents \( q \) of \( A_{pqr} \), and the number of the DM3 axis represents \( r \) of \( A_{pqr} \) (Wu & Peng, 2016). Therefore, each \( A_{pqr} \) has
a unique corresponding position in the three-dimensional leg-mark coordinate system (Wu & Peng, 2016). The calculation steps are as follows (Wu & Peng, 2016):

\[
F_{a_{i}}(p,q,r) = (p + q + r) + \frac{|p-q| + |p-r| + |q-r|}{10^\alpha} + \frac{p}{10^{2\alpha}} \quad (1 \leq i \leq m),
\]

\[
\alpha = \begin{cases} 
1, & \text{when } 1 \leq m < 10, \\
2, & \text{when } 10 \leq m < 100, \\
3, & \text{when } 100 \leq m < 1000.
\end{cases}
\]

(13)

The group consensus order can be easily obtained according to the value of \( F \) based on the rules presented by Wu and Peng (2016).

In this method, the relative closeness to the ideal solution of each expert, produced by TOPSIS, is considered as the each expert’s individual preference ranking.

2.2.2. Borda count method

The Borda count method belongs to the social choice method of GDM methods, and it is a single winner election method, based on location and preference, which marks that the development of voting theory has made important achievements. The Borda count can produce the winner of an election depending on the number of votes given to each candidate. For each vote, the scores corresponding to the number of candidates are allocated. Once the count is completed, the most popular option or candidate is the winner (Benjamin, 2002). The method can be applied for electing members of the Parliament of Nauru (Emerson, 2007).

In this method, suppose that \( m \) candidates are selected. Each alternative receives 0 point for the last place vote, 1 point for the next-to-last point vote, etc., until \( m-1 \) point for each first place vote. Finally, each candidate’s score is totaled. The alternative with the highest total score wins the election and is declared the result of social choice (Srdjevic, 2007). The function of the Borda count method is considered as follows (Xu & Chen, 2007):

\[
f_B(x) = \sum_{y \in A \setminus \{x\}} N(x \succ y).
\]

(14)

The alternative with the highest \( f_B(x) \) value can be selected as the winner.

3. Proposed model

In this section, a group decision making consensus recognition model (named GDMCRM) is proposed to address different or even conflicting rankings among GDM methods under a multi-criteria environment. The goal of this Section is to identify an optimal ranking scheme according to the decision preferences of all the participants involved in the decision making problem. It must be emphasized that each MCGDM ranking represents the group preference of the decision makers. The proposed model can be separated into two stages:

Stage 1: Evaluate methods. This Stage is to evaluate GDM methods under a multi-criteria environment. By reading a significant amount of literature on GDM, six GDM methods under a multi-criteria environment are selected. Besides, two other GDM methods are presented and proposed to make a comparison with MCGDM methods: TDLMSLM be-
longs to graph method of the GDM methods, and the Borda count method belongs to the social choice method of GDM methods. The calculation steps and processes of the eight GDM methods are given and presented in detail. Furthermore, AHP for group decision making, TOPSIS for group decision making, WAM for group decision making, and WGM for group decision making are the cardinal GDM methods, and CWAA for group decision making, CWGA for group decision making, TDLMSLM, and the Borda count method are the ordinal GDM methods.

**Stage 2:** Achieve consensus. This Stage is to identify and achieve an optimal ranking scheme by a consensus recognition model (CRM), based on group preferences of evaluation results of GDM methods generated in Stage 1. The CRM model includes three steps as follows (Wu et al., 2020):

**Step 1:** Establish two sorted alternative sets considered as a top position and a bottom position according to the rankings of the eight GDM methods.

It is common knowledge that the 80–20 rule originated in Pareto in 1896, the principle has found that in most countries about 80% of wealth is controlled by a consistent minority which is about 20% of the population (Franz, 1936). The 80–20 rule has been wildly applied and extended in the fields of sociology, economics, management, quality control, etc (Renato, 1983; Morais & Almeida, 2012). The 80–20 rule focuses on the most important positions of the rankings associated with the number of observations. Truth is often in the hands of a few. Thus, the sorting set of alternatives can be broken up two sections: the top 1/5 of the alternatives can be sorted in a top position, which represents satisfactory rankings from the opinion of all the participants involved in the GDM process. And the bottom of 1/5 can be sorted in a bottom position, which represents dissatisfactory rankings from the opinion of all the participants involved in the GDM process. The element sorted in a top position can be calculated as follows:

$$x = n \times \frac{1}{5}, \quad (15)$$

where $n$ is the total number of the sorted alternatives. For instance, if $n = 7$, then $x = 7 \times \frac{1}{5} = 1.4 \approx 2$. Therefore, No. 2 breaks up the ranking, where the first and second positions present the collective idea of those alternatives in the top position who presents the most appropriate and satisfactory alternatives.

In the same way, the element sorted in a bottom position can be calculated as follows:

$$x = n \times \frac{4}{5}, \quad (16)$$

where $n$ is the total number of the sorted alternatives. For instance, if $n = 7$, then $x = 7 \times \frac{4}{5} = 5.6 \approx 6$. Thus, No. 6 breaks up the ranking, where the sixth and seventh positions present the collective idea of those alternatives in the bottom position who presents the worst and most dissatisfactory alternatives.

**Step 2:** Score the two sorted alternative sets. In the top position and the bottom position, each position of the sorted alternative set is assigned a corresponding score.

The score in the top position can be calculated as follows: 1 corresponds to the last position, 2 corresponds to the next-to-first position, ..., and $x$ corresponds to the first position. Finally, the score of each alternative in the top position is totaled, and marked $D$. 


Similarly, the score in the bottom position can be calculated as follows: 1 corresponds to the first position, 2 corresponds to the next-to-last position, ..., and \( x \) corresponds to the last position. Finally, the score of each alternative in the bottom position is totaled, and marked \( E \).

**Step 3:** Determine the priority of each alternative.

The priority of each alternative, which can identify and achieve an optimal ranking scheme from the opinion of all the participants involved in the GDM process, can be obtained as follows:

\[
S_i = D_i - E_i, \tag{17}
\]

where the higher the value \( S_i \) is, the better the alternative is.

Based on the above statement, the evaluation flowchart of the proposed GDMCRM model is presented in Figure 1.

**4. Experimental study**

In this section, the proposed and developed GDMCRM model is tested and verified by two real-life datasets for demonstrating the effectiveness. Our focus is on performance evaluation of GDM methods based on group preferences under a multi-criteria environment, with the aim of reconciling different or even conflicting rankings.

**4.1. Datasets and index system**

In this subsection, two real-life datasets are applied to test and verify our proposed method in the experimental study. One dataset originates from the 2007 financial data of 12 urban commercial banks for credit risk analysis, these 12 urban commercial banks are the Bank of
Hangzhou (BOHZ), Bank of Jiangsu (BOJS), Bank of Wenzhou (BOWZ), Bank of Shanghai (BOSH), Qilu Bank (QLB), Weihai City Commercial Bank (WHCCB), Fuzhou City Commercial Bank (FZCCB), Jiaxing City Commercial Bank (JXCCB), Huzhou City Commercial Bank (HZCCB), Bank of Taizhou (BOTZ), Bank of Nanchang (BONC), and Huishang Bank (HSB), belonging to six provinces and one city of Eastern China. The other dataset originates from the 2008 annual reports of seven listed oil companies, these seven listed oil companies are Exxon Mobil Corporation (XOM), China National Petroleum Corporation (CNPC), BP Amoco (BP), Royal Dutch/Shell Group of Companies (Shell), ConocoPhillips (CP), Chevron Corporation (CC), and Total. The hierarchy construction of these two datasets can be given in Table 1 and Table 2 respectively.

Table 1. Urban commercial bank credit risk index system

| Urban Commercial Bank Credit Risk Index System (A) | Security (B1) | Bad loan ratio (A1) |
|--------------------------------------------------|---------------|---------------------|
|                                                  | Core capital adequacy ratio (A2) |
|                                                  | Liquidity (B2) |
|                                                  | Current ratio (A3) |
|                                                  | Loan-to-deposit ratio (A4) |
|                                                  | Profitability (B3) |
|                                                  | Return on equity (A5) |
|                                                  | Earnings per share (A6) |
|                                                  | Development ability (B4) |
|                                                  | Deposit growth rate (A7) |
|                                                  | Loan growth rate (A8) |

Table 2. Listed oil company international competitiveness evaluation index system

| Listed Oil Company International Competitiveness Evaluation Index System (A) | Scale of resources (B1) | Total assets (millions of dollars) (C1) |
|---------------------------------------------------------------------------|-------------------------|----------------------------------------|
|                                                                           | Operating revenues (millions of dollars) (C2) |
|                                                                           | Oil and gas reserves (millions of barrels of oil equivalent (C3) |
|                                                                           | Oil and gas production (thousands of barrels of oil equivalent) (C4) |
|                                                                           | Crude oil processing (volume/thousand barrels) (C5) |
|                                                                           | Profitability (B2) | Net profit (millions of dollars) (C6) |
|                                                                           | Sales-to-profit ratio (C7) |
|                                                                           | Average return on capital (C8) |
|                                                                           | Return on equity (C9) |
|                                                                           | Return on total assets (C10) |
|                                                                           | Management Capacity (B3) | Current ratio (C11) |
|                                                                           | Asset-to-liability ratio (C12) |
|                                                                           | Accounts receivable turnover ratio (C13) |
|                                                                           | Total asset turnover ratio (C14) |
|                                                                           | Per capita crude oil annual processing (volume/thousand barrels) (C15) |
|                                                                           | Per capita profit (USD) (C16) |
|                                                                           | Sustainable Development Capacity (B4) | Total asset growth ratio (C17) |
|                                                                           | Reserve replacement ratio (C18) |
|                                                                           | Crude oil reserves and production ratio (C19) |
|                                                                           | International Business Capacity (B5) | Overseas oil and gas reserves ratio (C20) |
|                                                                           | Overseas oil and gas production ratio (C21) |
|                                                                           | Overseas investment ratio (C22) |
|                                                                           | Overseas profit ratio (C23) |
|                                                                           | Market Competitiveness Capacity (B6) | Oil sales (thousand barrels/day) (C24) |
|                                                                           | Chemical product sales (C25) |
|                                                                           | Oil sales (C26) |
And the data values of these two datasets are given in Table 3 and Table 4, respectively.

### Table 3. Financial data values of urban commercial banks

|     | A1  | A2  | A3  | A4  | A5  | A6  | A7  | A8  |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| BOHZ| 0.84| 7.11| 64.83| 68.33| 30.30| 0.97| 35.00| 43.04|
| BOJS| 1.82| 7.30| 55.82| 67.00| 19.34| 0.28| 23.00| 26.00|
| BOWZ| 1.45| 7.43| 52.61| 72.96| 25.89| 0.46| 20.98| 19.46|
| BOSH| 2.23| 9.11| 38.21| 63.58| 16.33| 1.18| 32.48| 37.01|
| QLB | 2.55| 9.76| 60.45| 63.42| 15.36| 0.23| 40.33| 12.62|
| WHCCB| 1.60| 10.53| 64.41| 72.00| 2.79| 0.03| 25.15| 18.79|
| FZCCB| 2.32| 11.23| 42.48| 64.60| 23.66| 0.48| 4.29| 7.30|
| JXCCB| 1.76| 9.03| 45.49| 71.65| 13.52| 0.24| 18.57| 25.19|
| HZCCB| 1.43| 8.85| 72.33| 68.29| 24.48| 0.41| 19.74| 16.67|
| BOTZ| 0.43| 10.77| 54.85| 67.08| 42.35| 0.66| 34.54| 28.73|
| BONC| 2.87| 8.77| 51.09| 61.08| 12.79| 0.20| 27.64| 14.88|
| HSB | 1.22| 13.61| 39.44| 71.32| 21.56| 0.15| 26.19| 37.99|

### Table 4. Data values of listed oil companies

|     | XOM  | NCPC | BP   | Shell | CP   | CC   | Total |
|-----|------|------|------|-------|------|------|-------|
| C1  | 228052| 263989| 228238| 282401| 142865| 161165| 166343 |
| C2  | 477359| 186239| 365700| 458361| 264958| 225425 |
| C3  | 26872 | 28344 | 18147 | 12249 | 11200 | 10458 |
| C4  | 3921  | 3829  | 3838  | 3170  | 2234  | 2341  |
| C5  | 5416  | 2727  | 6447  | 3388  | 2416  | 2362  |
| C6  | 45220 | 13408 | 21666 | 26476 | 23931 | 19572 |
| C7  | 9.84  | 7.2   | 6     | 5.78  | 0     | 9.03  | 8.72  |
| C8  | 34.2  | 16.59 | 22    | 18.3  | 21.32 | 26.6  | 26    |
| C9  | 38.5  | 5.6   | 23.2  | 20.78 | 0     | 29.23 | 22.9  |
| C10 | 19.24 | 5.55  | 9.33  | 9.59  | 0     | 15.44 | 9.45  |
| C11 | 147   | 129   | 95.11 | 110.46| 95.7  | 114   | 137.09|
| C12 | 50.46 | 6.89  | 59.6  | 54.36 | 33    | 46.23 | 57.78 |
| C13 | 15.03 | 28.25 | 10.87 | 5.87  | 18.83 | 13.83 | 10.43 |
| C14 | 1.96  | 1.41  | 1.58  | 1.66  | 1.5   | 1.71  | 1.55  |
| C15 | 24.4  | 0.61  | 25.22 | 11.95 | 25.73 | 10.78 | 8.8   |
| C16 | 565957| 8380 | 235500| 259568| 0     | 385984| 201858|
| C17 | 5.80  | 8.07  | 3.3   | 4.8   | 19.63 | 8.32  | 4.2   |
| C18 | 110   | 186   | 121   | 82.64 | 87.7  | 146.44| 112   |
| C19 | 16.3  | 17.9  | 12.45 | 11.6  | 9.38  | 10.71 | 12    |
| C20 | 81.48 | 32.03 | 91    | 81.93 | 61    | 65.29 | 78    |
4.2. Empirical process

In this subsection, two real-life datasets—urban commercial bank data and listed oil company data—are applied to test and verify our proposed method. Three experts from the field of risk assessment, including a risk-preference expert, a risk-averse expert and a risk-neutral expert, are selected and invited. According to their authority, experience, expertise, and risk preference, the weights of the three experts are 0.5, 0.3, and 0.2, respectively. The empirical process is described and presented as follows:

In Stage 1, eight GDM methods, including four cardinal GDM methods and four ordinal GDM methods, are applied to evaluate and analyze these two datasets. The evaluation results, calculated by the steps of the eight GDM methods outlined in Section 3, for the urban commercial bank data are shown in Table 7, and the evaluation results for the listed oil company data are shown in Table 8. The graphic visualization comparison analysis is further carried out to make it easier to understand. The results presented in Figure 2 and Figure 3, show that the ranks of eight GDM methods are different and even conflicting rankings, and there is no regular pattern.
It is noted that when using AHP for group decision making, the scores of hierarchy construction from expert opinions for urban commercial bank data are presented in Table 1–21 in the Supplementary material, and the scores of hierarchy construction for listed oil company data are presented in Table 22–48 in the Supplementary material. In addition, the index weights and consistency test are also given respectively in the Supplementary material. For understanding, the index weights by each expert are presented in Table 5 for urban commercial bank data and in Table 6 for listed oil company data. The index weights obtained by AHP are used as input criteria weights of the MCGDM methods.

Table 5. Weights obtained by AHP of each expert for urban commercial bank data

| Weights   | C1   | C2   | C3   | C4   | C5   | C6   | C7   | C8   |
|-----------|------|------|------|------|------|------|------|------|
| Expert 1  | 0.303| 0.152| 0.094| 0.047| 0.066| 0.197| 0.106| 0.035|
| Expert 2  | 0.113| 0.113| 0.092| 0.031| 0.141| 0.283| 0.182| 0.045|
| Expert 3  | 0.152| 0.303| 0.088| 0.175| 0.094| 0.047| 0.094| 0.047|

Table 6. Weights obtained by AHP of each expert for listed oil company data

| Weights | Expert 1 | Expert 2 | Expert 3 |
|---------|----------|----------|----------|
| C1      | 0.126    | 0.043    | 0.012    |
| C2      | 0.052    | 0.028    | 0.022    |
| C3      | 0.086    | 0.016    | 0.022    |
| C4      | 0.028    | 0.016    | 0.012    |
| C5      | 0.028    | 0.009    | 0.006    |
| C6      | 0.081    | 0.071    | 0.023    |
| C7      | 0.037    | 0.044    | 0.023    |
| C8      | 0.057    | 0.014    | 0.046    |

Figure 3. Ranks of eight GDM methods for listed oil company

It is noted that when using AHP for group decision making, the scores of hierarchy construction from expert opinions for urban commercial bank data are presented in Table 1–21 in the Supplementary material, and the scores of hierarchy construction for listed oil company data are presented in Table 22–48 in the Supplementary material. In addition, the index weights and consistency test are also given respectively in the Supplementary material. For understanding, the index weights by each expert are presented in Table 5 for urban commercial bank data and in Table 6 for listed oil company data. The index weights obtained by AHP are used as input criteria weights of the MCGDM methods.

Table 5. Weights obtained by AHP of each expert for urban commercial bank data

| Weights   | C1   | C2   | C3   | C4   | C5   | C6   | C7   | C8   |
|-----------|------|------|------|------|------|------|------|------|
| Expert 1  | 0.303| 0.152| 0.094| 0.047| 0.066| 0.197| 0.106| 0.035|
| Expert 2  | 0.113| 0.113| 0.092| 0.031| 0.141| 0.283| 0.182| 0.045|
| Expert 3  | 0.152| 0.303| 0.088| 0.175| 0.094| 0.047| 0.094| 0.047|

Table 6. Weights obtained by AHP of each expert for listed oil company data

| Weights | Expert 1 | Expert 2 | Expert 3 |
|---------|----------|----------|----------|
| C1      | 0.126    | 0.043    | 0.012    |
| C2      | 0.052    | 0.028    | 0.022    |
| C3      | 0.086    | 0.016    | 0.022    |
| C4      | 0.028    | 0.016    | 0.012    |
| C5      | 0.028    | 0.009    | 0.006    |
| C6      | 0.081    | 0.071    | 0.023    |
| C7      | 0.037    | 0.044    | 0.023    |
| C8      | 0.057    | 0.014    | 0.046    |
In Stage 2, a CRM model, based on the 80−20 rule, is proposed to identify and achieve an optimal ranking scheme in order to reconcile different or even conflicting rankings generated by eight GDM methods. In order to facilitate analysis, the results of rankings of GDM methods for urban commercial bank data and for listed Oil Company data need to be transformed as shown in Tables 9 and 10, respectively.

The CRM model includes three steps:

**Step 1**: two scored alternative sets considered as a top position and a bottom position are established according to formulas (15) and (16), presented in bold typeface in Tables 9 and 10.

**Step 2**: the scores for these two scored alternative sets are provided respectively by the principle presented in Section 4. The score of each alternative in the top position $D_i$ is totaled, and the score of each alternative in the bottom position $E_i$ is also totaled, and the results are presented in Table 11 for urban commercial bank data and Table 12 for listed oil company data.

**Step 3**: the priority of each alternative can be computed using formula (17), and the results are showed and presented in Tables 11 and 12, respectively.

| Weights | Expert 1 | Expert 2 | Expert 3 |
|---------|----------|----------|----------|
| C9      | 0.022    | 0.044    | 0.023    |
| C10     | 0.012    | 0.026    | 0.046    |
| C11     | 0.015    | 0.023    | 0.056    |
| C12     | 0.006    | 0.014    | 0.017    |
| C13     | 0.009    | 0.008    | 0.033    |
| C14     | 0.003    | 0.008    | 0.018    |
| C15     | 0.014    | 0.036    | 0.033    |
| C16     | 0.021    | 0.023    | 0.082    |
| C17     | 0.028    | 0.032    | 0.030    |
| C18     | 0.128    | 0.019    | 0.015    |
| C19     | 0.053    | 0.010    | 0.03     |
| C20     | 0.055    | 0.044    | 0.108    |
| C21     | 0.038    | 0.086    | 0.108    |
| C22     | 0.009    | 0.044    | 0.033    |
| C23     | 0.024    | 0.141    | 0.061    |
| C24     | 0.041    | 0.086    | 0.028    |
| C25     | 0.020    | 0.086    | 0.057    |
| C26     | 0.007    | 0.029    | 0.056    |
### Table 7. Rankings of GDM methods for urban commercial bank data

| Method   | Value | Rank |
|----------|-------|------|
| AHP-GDM  | 0.0259| 7    |
| TOPSIS-GDM | 0.5858| 2    |
| WAM-GDM  | 0.0830| 8    |
| WGM-GDM  | 0.1750| 2    |
| CWAA-GDM | 0.4558| 2    |
| CWGA-GDM | 0.4373| 2    |
| TDLMSLM  | 6.0402| 2    |
| Borda    | 241   | 4    |

### Table 8. Rankings of GDM methods for listed oil company data

| Method   | Value | Rank |
|----------|-------|------|
| AHP-GDM  | 0.046 | 2    |
| TOPSIS-GDM | 0.679 | 1    |
| WAM-GDM  | 0.050 | 2    |
| WGM-GDM  | 0.214 | 1    |
| CWAA-GDM | 0.766 | 1    |
| CWGA-GDM | 0.495 | 1    |
| TDLMSLM  | 3.0001| 1    |
| Borda    | 126   | 3    |
| XOM      | 0.047 | 1    |
| NCPC     | 0.490 | 3    |
| BP       | 0.045 | 3    |
| Shell    | 0.044 | 4    |
| CP       | 0.041 | 7    |
| Chevron  | 0.043 | 5    |
| Total    | 0.042 | 6    |
Table 9. Rankings of GDM methods for urban commercial bank data

| Rank | AHP-GDM | TOPSIS-GDM | WAM-GDM | WGM-GDM | CWAA-GDM | CWGA-GDM | TDLMSLM-GDM | Borda-GDM |
|------|---------|------------|---------|---------|----------|----------|-------------|-----------|
| 1    | BOTZ    | BOTZ       | BOTZ    | BOTZ    | BOTZ     | BOTZ     | BOTZ        | BOSH      |
| 2    | BOSH    | BOHZ       | BOSH    | BOHZ    | BOHZ     | BOHZ     | BOHZ        | BOJS      |
| 3    | QLB     | BOSH       | FZCCB   | BOSH    | BOSH     | BOSH     | BOSH        | HSB       |
| 4    | FZCCB   | FZCCB      | QLB     | HSB     | HSB      | HSB      | HSB         | BOTZ      |
| 5    | HSB     | HZCCB      | HSB     | HZCCB   | HZCCB    | HZCCB    | HZCCB       | BOHZ      |
| 6    | BONC    | HSB        | BONC    | BOWZ    | QLB      | BOWZ     | BOWZ        | FZCCB     |
| 7    | BOHZ    | FZCCB      | HZCCB   | FZCCB   | BOWZ     | BOJS     | FZCCB       | WHCCB     |
| 8    | HZCCB   | QLB        | BOHZ    | QLB     | BOJS     | QLB      | QLB         | BONC      |
| 9    | BOJS    | BOJS       | BOJS    | WHCCB   | JXCCB    | BOJS     | JXCCB       | JXCCB     |
| 10   | BOWZ    | WHCCB      | BOWZ    | WHCCB   | FZCCB    | BONC     | WHCCB       | QLB       |
| 11   | JXCCB   | JXCCB      | WHCCB   | JXCCB   | FZCCB    | BONC     | BONC        | BOWZ      |
| 12   | WHCCB   | BONC       | JXCCB   | BONC    | WHCCB    | JXCCB    | HZCCB       |           |

Table 10. Rankings of GDM methods for listed oil company data

| Rank | AHP-GDM | TOPSIS-GDM | WAM-GDM | WGM-GDM | CWAA-GDM | CWGA-GDM | TDLMSLM-GDM | Borda-GDM |
|------|---------|------------|---------|---------|----------|----------|-------------|-----------|
| 1    | NCPC    | XOM        | NCPC    | XOM     | XOM      | XOM      | XOM         | NCPC      |
| 2    | XOM     | Shell      | XOM     | Shell   | CC       | Total    | Shell       | BP        |
| 3    | BP      | NCPC       | BP      | CC      | BP       | NCPC     | CC          | XOM       |
| 4    | Shell   | BP         | Shell   | Shell   | Shell    | BP       | Shell       | Total     |
| 5    | CC      | CC         | CC      | NCPC    | NCPC     | BP       | Total       | CC        |
| 6    | Total   | Total      | Total   | Total   | Total    | CP       | NCPC        | CP        |
| 7    | CP      | CP         | CP      | CP      | CP       | CC       | CP          | Shell     |

Table 11. Priority of each alternative for urban commercial bank data

| Position | Score | 1st | 2nd | 3rd | D_i | 10th | 11th | 12th | E_i | F_i | Rank |
|----------|-------|-----|-----|-----|-----|------|------|------|-----|-----|------|
| BOHZ     | 5     | 10  | 1   | 1   | 10  | 2    | 3    | 0    | 10  | 3    |
| BOJS     | 1     | 2   | 0   | 2   | 0   | 2    | 4    | 0    | 2   | 4    |
| BOWZ     | 1     | 2   | 5   | 12  | 0   | 2    | 4    | 4    | 9   | 9    |
| BOSH     | 1     | 2   | 5   | 12  | 0   | 2    | 4    | 4    | 9   | 9    |
| QLB      | 1     | 1   | 1   | 1   | 1   | 0    | 0    | 0    | 0   | 6    |
| WHCCB    | 1     | 1   | 1   | 1   | 1   | 0    | 0    | 0    | 0   | 6    |
| FZCCB    | 1     | 1   | 1   | 1   | 1   | 0    | 0    | 0    | 0   | 6    |
| JXCCB    | 1     | 1   | 1   | 1   | 1   | 0    | 0    | 0    | 0   | 6    |
| HZCCB    | 1     | 1   | 1   | 1   | 1   | 0    | 0    | 0    | 0   | 6    |
| BOTZ     | 7     | 21  | 0   | 0   | 21  | 0    | 0    | 0    | 0   | 1    |
| BONC     | 0     | 1   | 1   | 3   | 12  | 0    | 0    | 0    | 0   | 1    |
| HSB      | 1     | 1   | 1   | 1   | 1   | 0    | 0    | 0    | 0   | 1    |
Table 12. Priority of each alternative for listed oil company data

| Position | 1st | 2nd | $D_i$ | 6th | 7th | $E_i$ | $F_i$ | Rank |
|----------|-----|-----|-------|-----|-----|-------|-------|------|
| Score    | 2   | 1   |       | 1   | 2   | 0     | 12    | 1    |
| XOM      | 5   | 2   | 12    | 1   | 2   | 0     | 12    | 1    |
| NCPC     | 3   | 6   | 1     | 1   | 5   | 1     | 5     | 2    |
| BP       | 1   | 2   |       | 1   | 2   | 0     | 2     | 3    |
| Shell    | 3   | 3   | 1     | 2   | 1   | 2     | 1     | 4    |
| CP       | 0   | 2   | 6     | 14  | −14 | 7     |       |      |
| CC       | 1   | 1   | 5     | 1   | 2   | −1    | 5     | 6    |
| Total    | 1   | 1   | 5     | 1   | 2   | −1    | 5     | 6    |

4.3. Experimental results and discussion

In Table 11, we can obtain the credit risk rankings as 3, 4, 9, 2, 6, 10, 7, 12, 8, 1, 11, and 5, which is in line with the Bank of Hangzhou, Bank of Jiangsu, Bank of Wenzhou, Bank of Shanghai, Qilu Bank, Weihai City Commercial Bank, Fuzhou City Commercial Bank, Jiaxing City Commercial Bank, Huzhou City Commercial Bank, Taizhou Bank, Bank of Nanchang, and Huishang Bank, respectively. We also can see that the best credit among urban commercial banks is that of the Taizhou Bank, the second best is the Bank of Shanghai, and the third best is the Bank of Hangzhou, while the worst is Jiaxing City Commercial Bank, followed by the Bank of Nanchang, which is also consistent with the real banking industry. In Table 12, we can see that the priority of each alternative is 1, 2, 3, 4, 7, 5, and 6, which is in line with XOM, CNPC, BP, Shell, ConocoPhillips, Chevron, and Total, respectively. The best international competitiveness of the listed oil companies is XOM, the second is NCPC, and the third is BP, while the worst is ConocoPhillips, which is also consistent with rankings reported by Petroleum Intelligence Weekly.

How to evaluate GDM methods for decision makers are a significant task and a challenging issue. In Stage 1 of the evaluation process, the ranks obtained by the eight GDM methods for the two datasets are different and even conflicting rankings, that is, no group decision-making method is perfect to satisfy every member of a group, which verifies the pointed out problem of Arrow’s impossibility theorem for greatly expanding our theoretical significance and theoretical implication. In Stage 2, based on the consensus recognition model (CRM), the difference of performance evaluation among the eight GDM methods has gradually converged, and the results for urban commercial bank data and listed oil company data are in strong agreement with actual industry. The practical significance and implication is that the proposed GDMCRM model is developed to not only reconcile different and even conflicting rankings in GDM, but also to provide a new perspective for efficiently making consensus achievement among evaluation and selection of multiple methods. Besides, according to the 80–20 rule, the preferences of all the participants can be fully considered. The results show that the proposed method from managerial implication can largely satisfy the group preferences of all the stakeholders involved in the decision making process, which can lead to better decisions and improve business efficiency, especially in a complex decision making environment.
Conclusions

The decision process has become increasingly more and more challenging due to the complexity of environments and expectations of multiple stakeholders, in addition to the quality and quantity of data. They can even lead to group conflict, affect group performance and reduce decision quality, since traditional assessment methods usually do not work for unclear responsibility, minority dictatorship, and discontented compromise. Arrow's impossibility theorem (1963) stated that no group decision making method is perfect. Furthermore, Modern social choice theory (Banerjee, 1994) shows that the result of group decision can never satisfy every member of the group. Therefore, how to evaluate GDM methods for decision makers are a significant task and a challenging problem. Besides, different GDM methods can produce different or even conflicting results. And how to reconcile different or conflicting rankings in GDM has not been fully investigated and researched. So the goal of this paper is to address these two issues.

This paper focuses on the evaluation of GDM methods based on group preferences under a multi-criteria environment with the aim of reconciling different or even conflicting rankings for identifying the best compromise solution from the opinion of all the participants involved in the GDM problem. The proposed GDMCRM model includes two stages: the first is to evaluate GDM methods under a multi-criteria environment, and the second is to identify and achieve an optimal ranking scheme by a consensus recognition model, named CRM. In Stage 1, by reading a significant amount of literature, six GDM methods under a multi-criteria environment are selected. In addition, two other GDM methods are presented to facilitate comparative analysis. Furthermore, both ordinal and cardinal GDM methods are considered in the evaluation of GDM methods under a multi-criteria environment, which further increases this research depth and scientific nature. In Stage 2, the CRM model is presented to reconcile different or even conflicting rankings generated by the eight GDM methods used in Stage 1. In this process, the 80–20 rule (Wu et al., 2020) is applied to focus on the most important positions of the rankings associated with the number of observations, and it can largely consider the most important group preferences of all the participants.

Finally, an experiment is analyzed to examine and verify the proposed model on two real-life datasets: an urban commercial bank dataset and a listed oil company dataset. The results show that the proposed GDMCRM model can serve as a practical technology for evaluating performance of GDM methods based on group preferences under a multi-criteria environment, as well as for reconciling different or even conflicting rankings, which can provide an optimal ranking scheme to make better decisions and improve business efficiency when the results from using different GDM techniques are in disagreement.
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