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Abstract

As one of the most powerful topic models, Latent Dirichlet Allocation (LDA) has been used in a vast range of tasks, including document understanding, information retrieval and peer-reviewer assignment. Despite its tremendous popularity, the security of LDA has rarely been studied. This poses severe risks to security-critical tasks such as sentiment analysis and peer-reviewer assignment that are based on LDA. In this paper, we are interested in knowing whether LDA models are vulnerable to adversarial perturbations of benign document examples during inference time. We formalize the evasion attack to LDA models as an optimization problem and prove it to be NP-hard. We then propose a novel and efficient algorithm, EvaLDA to solve it. We show the effectiveness of EvaLDA via extensive empirical evaluations. For instance, in the NIPS dataset, EvaLDA can averagely promote the rank of a target topic from 10 to around 7 by only replacing 1% of the words with similar words in a victim document. Our work provides significant insights into the power and limitations of evasion attacks to LDA models.

Introduction

Latent Dirichlet Allocation (LDA) is one of the most powerful topic models. Due to its superiority in discovering the latent topics of documents, it has been the underlying technique in a vast range of tasks, including scientific publication understanding (Griffiths and Steyvers 2004; Talley et al. 2011), information retrieval (Harvey, Crestani, and Carman 2013), and peer-reviewer assignment (Charlin and Zemel 2013; Liu, Suel, and Memon 2014). Despite the great successes, the security of LDA-based systems has rarely been investigated. Security-critical tasks based on LDA, such as sentiment analysis and peer-reviewer assignment, are therefore at high risk of being manipulated by carefully designed adversarial attacks. For instance, by promoting the rank of a target topic for an article, it may end up in hands of colluded reviewers who are experts in the target topic. Recent studies show that machine learning (ML) methods are highly vulnerable to adversarial samples with simple and yet evasive perturbations to the benign input data (Szegedy et al. 2014). In this paper, we are interested in knowing – are LDA models vulnerable to crafted adversarial samples?

There are in general two types of adversarial attacks to ML models, namely poisoning attacks and evasion attacks (Barreno et al. 2010). Poisoning attacks aim to mislead a ML model by manipulating the training data, while evasion attacks craft malicious samples to mislead a trained ML model during test time. While there has been pioneer work (Mei and Zhu 2015) studying poisoning attacks to LDA models, no efforts have been made on investigating evasion attacks to LDA models. We present the first study of this kind. More specifically, we study evasion attacks to LDA models that are trained/inferred using the predominant Monte Carlo simulation based method called Collapsed Gibbs Sampling (CGS).

Though evasion attacks of general ML models have been massively studied (Nguyen, Yosinski, and Clune 2015; Carlini and Wagner 2017; Xiao et al. 2018; Ling et al. 2019), the unique characteristics of LDA models poses several new challenges on performing evasion attacks to them. First, the input of an LDA model is a document, and is essentially textual data. Different from evasion attacks in domains like images (Nguyen, Yosinski, and Clune 2015; Carlini and Wagner 2017), textual data are intrinsically discrete, thus incurring higher difficulties to find optimal perturbations to benign samples. Second, because the input of an LDA model is an entire document, the strategy space of crafting a malicious document is huge, especially with a large document. Last and most importantly, unlike general ML models which usually infer the output via a simple forward pass (e.g., in neural networks and decision trees) from the input, the inference procedure of CGS-based LDA models involves a much more complicated Monte Carlo simulation process. This makes the gradient-based style attacks infeasible and trial-and-error style attacks extremely inefficient.

In recent years, studies on evasion attacks to ML models for NLP tasks have drawn great attention from both the
we derive an efficient analytical estimate. The analytical estimates LDA models (EvaLDA), with two key novelties. First, we propose a novel algorithm, efficient Evasion attacks to early attempt at adversarial attacks to recurrent neural networks (RNNs) based NLP models. They calculate words’ marginal contributions of classification using Fast Gradient Signed Method FGSM (Goodfellow, Shlens, and Szegedy 2015) and Forward Derivative (Papernot et al. 2016a). FGSM is also used in (Samanta and Mehta 2018). They consider replacement, insertion and deletion operations to generate adversarial samples. In finding word replacements, they build a candidate replacement pool using synonyms, typos and genre specific keywords. Liang et al. (2018) calculate the character-level marginal contribution of text classification from cost gradient, and treat a word as multiple characters. This type of attacks are called “white-box” attacks as computing gradients requires knowledge about the victim model.

Black-box attack. Opposed to white-box attacks which require full knowledge about the victim model or its gradient information, black-box attacks only require knowledge about the outputs of the victim model via queries. Ren et al. (2019) study black-box attacks on text classification models. They calculate words’ marginal contribution of text classification by masking out the underlying words. They also propose a scheme called probability weighted word saliency (PWWS), which considers lexical, grammatical, and semantic constraints in generating adversarial samples. Similar word selection method is used in (Jin et al. 2020), where adversarial attacks to BERT model (Devlin et al. 2019) are studied. They use word embeddings to extract synonyms of the selected words for replacement, subject to post-processing which ensures the semantics and syntax of the adversarial sentence. Alzantot et al. (2018) propose an adversarial text generation approach based on genetic algorithm, while Zhang et al. (2019) use a Markov chain Monte Carlo sampling approach.

Attack from embedding space. Compared with the above methods which work directly in discrete word or character space, Miyato, Dai, and Goodfellow (2017) propose to generate adversarial texts from the continuous embedding space. Similarly in (Behjati et al. 2019), adversarial perturbation is performed in the embedding space using loss gradient maximization. The obtained optimal perturbation is then projected back into the vocabulary space to find a feasible replacement. Sato et al. (2018) improve over (Miyato, Dai, and Goodfellow 2017) by interpretable perturbation approach which restricts perturbation to be existing points in the embedding space.

Poisoning attack to LDA. Most of the above studies on security aspects of NLP models focus on deep ML models such as RNNs (Mikolov et al. 2010) and Transformers (Vaswani et al. 2017), while little attention has been paid to the security of LDA models. A more related work is Mei and Zhu (2015), which also studies adversarial attack to LDA models. However, it is notably different from our work. First, they study poisoning attack, where the entire training corpus are target documents, whereas we study evasion attack. From a practical point of view, poisoning attacks are more difficult than evasion attacks, as it requires edit access to the entire training corpus. Second, they focus on V1 (Blei, Ng, and Jordan 2003) based parameter estimation, while we study CGS (Griffiths and Steyvers 2004) based parameter estimation.
Preliminaries

As a reminder, LDA is a generative model consisting of $K$ latent topics. It assumes the following generation process of a document $m$ with word length $N$: i) Draw a “document-topic” distribution $\theta_m$ from a Dirichlet prior $\theta_m \sim \text{Dir}(\alpha)$, ii) For each topic $z_k$ in the $K$ topics, draw a “topic-word” distribution $\varphi_k$ from a separate Dirichlet prior: $\varphi_k \sim \text{Dir}(\beta)$. Here $\varphi_k$ specifies the probability distribution that the $v$-th word in a vocabulary $\mathcal{V}_{\text{vocab}}$ belongs to topic $z_k$. $\alpha$ and $\beta$ are hyperparameters implying prior knowledge about the shape of the Dirichlet distributions. iii) For each of the $N$ positions of the document, first sample a topic $k \sim \theta_m$, and then sample a word $w \sim \varphi_k$.

Given a set of $M$ training documents $w = \{w_m\}, m = 1, \ldots, M$, the training process works by finding the parameter values $\theta = \{\theta_m\}, m = 1, \ldots, M$ and $\varphi = \{\varphi_k\}, k = 1, \ldots, K$ that maximize the posterior $P(z|w; \theta, \varphi)$. $z = \{z_k\}, k = 1, \ldots, K$ is a vector of latent topics. Since calculating this posterior is computationally intractable, two common approximations methods are used, namely variational inference (VI) (Blei, Ng, and Jordan 2003) and collapsed Gibbs sampling (CGS) (Griffiths and Steyvers 2004). In this paper, we focus on attacks to the CGS-based LDA models.

**CGS-based inference.** Different from training time where both the document-topic distribution $\theta$ and topic-word distribution $\varphi$ are updated, during inference time, topic-word distribution $\varphi$ is usually fixed (Heinrich 2005). This is because one input sample during inference has very limited effect to $\varphi$ compared with the entire training corpus.

CGS-based inference is essentially a Markov Chain Monte Carlo (MCMC) method. Given a document $w_m = \{w_{mi}\}, i = 1, \ldots, N_m$, it works iteratively. In each iteration, it goes through each word $w_{mi}$ in the document $w_m$. At word $w_{mi}$, it first samples a topic $z_k$ to be allocated at this position according to the following full conditional distribution (Griffiths and Steyvers 2004):

$$p(z^i_k = z_k | z^{i \neq k}, w_{mi}) \propto \varphi_{mk} \frac{N_{mk} + \alpha}{\sum_{k=1}^{K} N_{mk} + K\alpha}$$

where $z^{i \neq k}$ is the topic allocations of all the other words except $w_{mi}$. $N_{mk}$ is the count of topic $k$ being sampled in the document before word $w_{mi}$. After sufficient iterations (the “burn-in” period), the document-topic distribution $\theta_m$ is calculated:

$$\theta_{mk} = \frac{N_{mk} + \alpha}{\sum_{k=1}^{K} N_{mk} + K\alpha}, \forall k = 1, \ldots, K$$

We refer to Griffiths and Steyvers (2004) and Heinrich (2005) for a detailed description for the training and inference procedures of LDA models using CGS.

**Problem Formulation**

Recall that in inference time, LDA maps an unseen test document $w_m$ into a document-topic distribution $\theta_m$. An evasion attack to LDA is to make perturbations to the victim document $w^{\text{vic}}$ and generate an adversarial sample $w^{\text{adv}}$, so that the inferred document-topic distribution $\hat{\theta}^{\text{vic}}$ of the victim document is changed to $\hat{\theta}^{\text{adv}} \neq \hat{\theta}^{\text{vic}}$. More specifically, we consider the following adversarial word replacement attack $\mathcal{A}^{\text{adv}}$.

**Definition 1.** The adversarial word replacement attack on LDA (Attack-LDA) problem aims to replace a subset of words $W$ by a new set of words $W'$, so that the victim document $w^{\text{vic}}$ is changed into an adversarial document $w^{\text{adv}}$, and a certain attack objective $\mathcal{Q}(W, W')$ is maximized.

Here we refer to $(W, W')$ as the attack strategy. A word $w \in W$ is called a target word, and a word $w' \in W'$ is called replacement word. Note that the specific form of the attack objective $\mathcal{Q}(W, W')$ is dependent on the goal of attack. For instance, in a *rank demotion attack*, the goal is to maximize the increase of probability for a target topic $z_k$, i.e.,

$$Q(W, W') = \theta^{\text{adv}}_k - \theta^{\text{vic}}_k$$

In an *rank demotion attack*, the goal is to maximize the decrease of probability for the target topic $z_k$, i.e.,

$$Q(W, W') = \theta^{\text{vic}}_k - \theta^{\text{adv}}_k$$

**Attack budget.** As introduced in the Related Work Section, another key aspect of an evasion attack is to make minimal changes to the victim document, so as to make the attack *evasive*. This introduces a budget constraint of the form $D_w(w^{\text{vic}}, w^{\text{adv}}) \leq \delta$, where $\delta$ is a threshold, and $D_w(w^{\text{vic}}, w^{\text{adv}})$ denotes the distance of the two documents $w^{\text{vic}}$ and $w^{\text{adv}}$.

In practical implementation, we break it down into two types of constraints. One type of constraint specifies that the distance $D(w, w')$ of the target word and the replacement word $w'$ cannot exceed a threshold $\sigma$: $D(w, w') \leq \sigma$, $\forall (w, w') \in (W, W')$. An example distance measure is the cosine distance of the two words. The other type of constraint restricts that the number of words being replaced cannot exceed a certain percentage $\kappa$ of the total number of words in the victim document: $|W| \leq |w^{\text{vic}}| \cdot \kappa$.

Formally, we represent the Attack-LDA problem in Definition 1 as the following optimization problem:

$$\max_{W, W'} Q(W, W')$$

s.t.

$$D(w, w') \leq \sigma, \forall (w, w') \in (W, W')$$

$$|W| \leq |W^{\text{vic}}| \cdot \kappa$$

**Theorem 1.** Given an oracle that tells the algorithm the explicit value of $Q(W, W')$ for an attack strategy $(W, W')$, the Attack-LDA problem formulated above is NP-hard.

**Proof.** The key idea is to reduce the (binary) combinatorial optimization problem with cardinality constraints (COPCC, which is proven to be $NP$-hard (Bruglieri et al. 2006)) to our defined Attack-LDA problem.

An arbitrary instance of COPCC can be expressed as:

$$\min_{x} f(x) \text{ s.t. } x \in \{0, 1\}^d : ||x||_0 \leq C,$$

We only consider word replacement operation to make the paper focused. We leave the extension to other types of operations (e.g., insertion and deletion) as future work.
where $x$ is a $d$-dimensional binary indicator vector which corresponds to the selection of items. That is, $x_i = 1$ indicates the $i$-th item is selected and otherwise not. $\|x\|_0$ denotes $l_0$ norm of $x$.

We then construct a special instance of the Attack-LDA problem as follows. We first let

$$Q^*(W) = \max_{W'} Q(W, W')$$

s.t. $D(w, w') \leq \sigma$, $\forall (w, w') \in (W, W')$.

The Attack-LDA problem is then transformed as

$$\max_W Q^*(W) \text{ s.t. } |W| \leq |W^{\text{true}}| \cdot \kappa$$

(9)

Because finding the optimal $w'$ for a given $w$ requires enumerating the vocabulary space only once, therefore finding $Q^*(W)$ is polynomial ($O(\left|W^{\text{true}}\right| \cdot |V_{\text{vocab}}|)$) in the document size $|W^{\text{true}}|$ and the vocabulary size $|V_{\text{vocab}}|$.

We construct the correspondence as: $d \leftrightarrow |w^{\text{true}}|$, $x_i = 1 \leftrightarrow w_i \in W$, $f(x) \leftrightarrow Q^*(W)$, $C \leftrightarrow |W^{\text{true}}| \cdot \kappa$. In this sense, we can easily get that if $x$ is an "yes" instance of Eq.(8), then the corresponding $W$ is an "yes" instance of Eq.(9) and vice-versa. □

**EvaLDA: Evasion Attack towards LDA**

We can see that a key challenge of solving Eqs.(5)-(7) is to where $\text{Attack-LDA}$ Theorem 1, is the high computational complexity that arises efficiently Estimate of Document-Topic Distribution

Theorem 1, is the high computational complexity that arises efficiently Estimate of Document-Topic Distribution

where $t$ is the number of iterations in the CGS procedure, and $N = \left|w_m\right|$ is the number of words in the test document $w_m$.

**Proof.** At iteration $t$, denote the full conditional probability of sampling a topic $k$ for word $v$ as $p^t_{kv}$, then $p^t_{kv}$ is the same at each of the $n_v$ sampling operations:

$$p^t_{kv} = \varphi_{kv} \cdot \frac{N^{t-1}_k + \alpha}{Nt-1 + K\alpha}$$

Here since only the test document $w_m$ is involved, we have omitted the sub-script $m$ for clarity of notation.

Because the surrogate inference procedure goes over the entire document at each iteration, the sum of topic count always equals the total number of words $N$ in the test document. When $\alpha \rightarrow 0$ and $K\alpha \rightarrow 1$, the above equation is re-written as:

$$p^t_{kv} = \varphi_{kv} \cdot \frac{N^{t-1}}{N}$$

The approximation on the denominator holds as $N \gg 1$.

When sampling repeats $n_v$ times, the expected count of topic $k$ being sampled at word $v$ is $N^t_{kv} = n_v p^t_{kv}$. Note that we have omitted the expectation symbol for clarity of notation. Thus, the total expected count of topic $k$ for the test document is:

$$N^t_k = \sum_{v \in V} n_v p^t_{kv}$$

Combining the above two equations,

$$N^t_k = \sum_{v \in V} n_v \varphi_{kv} \cdot \frac{N^{t-1}_k}{N} = \sum_{v \in V} n_v \varphi_{kv} \cdot \frac{N^{t-1}}{N}$$

The second equation holds because $\frac{N^{t-1}_k}{N}$ does not depend on $v$. According to Eq.(2) in the main text,

$$\theta_k = \frac{N^t_k + \alpha}{N + K\alpha} \rightarrow \frac{N^t_k}{N}$$

when $\alpha \rightarrow 0$. We can thus derive the recursive equation in Eq.(10). □

From Lemma[6] we can derive the following theorem:

**Theorem 2.** When $\alpha \rightarrow 0$ and the document-topic distribution is initialized as a discrete uniform distribution, i.e., for each $k = 1, \ldots, K$, there is $\theta_0^t_k = 1/K$, then

$$\theta_k^t = \frac{1}{K} \cdot \left(\sum_{v \in V} n_v \varphi_{kv}\right)^t, \forall t \geq 0$$

(11)

Be reminded that the hyper-parameter $\alpha$ of the Dirichlet distribution can be interpreted as a regularization term of the document-topic distribution $\theta_m$ based on prior knowledge. In practice, $\alpha$ is a very small value that is approximately equal to $1/K$ where $K$ is the number of topics. Therefore the assumption is reasonably made.
The theorem can be easily proved by induction from \( t = 0 \) using Lemma 1 and is therefore omitted.

In practical implementation, different \( t \) values (i.e., different levels of approximation) are tested. With the analytical estimate of document-topic distribution, we can efficiently compute any form of attack objective value \( Q(w, w') \) in Eqs. (3)-4 for a target-replacement word pair \((w, w')\).

**Attack Strategy Design**

Even with an efficient estimate of the attack objective given an attack strategy, the optimization problem in Eqs. (5)-(7) is essentially combinatorial, which is proven to be \( NP \)-hard. To scale up the attack, we design a greedy algorithm which assumes the marginal contribution \( Q(w, w') \) to the attack objective of different target-replacement word pairs \((w, w')\) is independent from each other:

\[
Q(W, W') = \sum_{w \in W} Q(w, w') \tag{12}
\]

With this assumption, the problem is then to find the top ranked set of target-replacement word pairs which have the highest marginal contribution to the attack objective, subject to the two constraints in Eqs. (6)-(7). Algorithm 1 shows the detailed description of EvaLDA.

**Step 1: Get feasible set of target words.** It starts by getting the feasible set of target words \( W^f \) for the victim document \( w^{vic} \) (Line 1). This is done by removing unimportant words such as stop-words. With this step, the attack strategy space is sufficiently reduced with little sacrifice on the effectiveness of the attack. Simultaneously, we can get a feasible vocabulary \( \mathcal{V}^f \) that corresponds to \( W^f \).

**Step 2: Get candidate replacement set (Line 2).** In addition to finding the top-ranked target-replacement word pairs so as to maximally deteriorate the model’s performance, another critical aspect of a successful evasion attack is to make the perturbations evasive. Therefore, it is important to find a candidate set of replacements \( \mathcal{R}(v) \) for each unique word \( v \in \mathcal{V}^f \) that are “close” to \( v \). In implementation, we consider two ways of building the candidate replacement set, which corresponds to two different notions of “closeness” of words. The first way is to find the set of synonyms \( S_v \) for each word \( v \in \mathcal{V}^f \) (e.g., using WordNet [10]). Another way is to measure word “closeness” in the word embedding space, e.g., [Bojanowski et al., 2017]. More specifically, we use the cosine distance \( 1 - \cos(v, v') \) as the distance measure of a word pair \((v, v')\) in the embedding space and add words whose cosine distance w.r.t. the target word is smaller than a threshold \( \sigma \).

**Step 3: Sort target words \( w \in W^f \) by their marginal contributions to the objective (Lines 3-10).** This step contains two loops. The outer loop iterates over each target word \( w \) in \( W^f \), while for each \( w \), the inner loop iterates over all the possible replacement word \( w' \) in \( \mathcal{R}(w) \). Here \( \mathcal{R}(w) \) is obtained by mapping \( w \) to the unique word \( v \) in the vocabulary. The inner loop finds the best replacement word that has the largest marginal contribution \( Q(w, w') \) to the objective. For each target word \( w \in W^f \), its best replacement word and the corresponding largest marginal contribution are respectively denoted as \( u(w) \) and \( Q^*(w) \), where \( Q^*(w) = \max_{w' \in \mathcal{R}(w)} Q(w, w') \). After the two loops, \( W^f \) is sorted w.r.t. \( Q^*(w) \) to obtain the top-ranked target-replacement word pairs. The sorted list of words is represented as \( W^f_{sort} \).

**Step 4: Generate adversarial sample (Lines 11-16).** This step generates the attack strategy and the adversarial document. It initializes \( \mathcal{W}^* \) with the first word in the sorted list \( W^f_{sort} \). In the while loop (Lines 12-15), it checks whether the current set of target words \( \mathcal{W}^* \) exceed the budget constraint in Eq. (7). It then repeatedly adds word from \( W^f_{sort} \) to \( \mathcal{W}^* \) until the condition is violated. Note that because \( \mathcal{W}^* \) is a backup of \( \mathcal{W}^* \) latent by one step, it is the optimal target word set after the while loop. The algorithm finally replaces each word \( w \) in \( \mathcal{W}^* \) with \( u(w) \) to obtain the adversarial document.

### Table 1: Statistics of datasets.

| Dataset | #Train docs | #Test docs | #Train words | Vocab size | Avg test doc length |
|---------|-------------|------------|--------------|------------|--------------------|
| NIPS    | 6,562       | 679        | 9,731,300    | 27,176     | 3.211              |
| AP      | 1,571       | 675        | 304,357      | 10,473     | 192                |

### Experimental Evaluations

We conduct empirical experiments to evaluate EvaLDA.

Datasets We evaluate EvaLDA on 2 different datasets,
namely NIPS[5] and AP[4]. Statistics of the datasets are shown in Table[1].

Models & hyperparameters We implement LDA-CGS using the lda package[6]. The hyperparameters of the two datasets are set as follows: the topic number is 120 for NIPS dataset, and 75 for AP dataset. The training iteration is 5,000 which is enough to converge. We set the hyperparameters $\alpha$ and $\eta$ of the Dirichlet distribution as default values 0.1 and 0.01. Each test sample runs 500 iterations. All experiments are run in machines with Intel E5-2678 v3 and 100GB RAM. Parameters about the EvalDA algorithm are described after the Evaluation Metrics paragraph.

Baselines Because this is the first work that studies evasion attack to LDA models, there are no prior works that are directly applicable to our task. In order to evaluate the performance of EvalDA, we compare it with 4 reasonable heuristic baselines. B1 selects target-replacement word pairs completely randomly. B2 randomly selects the target words and selects replacements as the nearest neighbor in the word vector space. B3 selects the top-k words related to the target topic while selecting replacements randomly. B4 selects the top-k words related to the target topic and selects replacements as the nearest neighbor in the word vector space.

Evaluation metrics We use the following 4 metrics for evaluation, where the first 2 measure the effectiveness of attack, and the last 2 measure the evasiveness. i) Change of rank (CoR) is the change of rank for a topic $k$: CoR = |Rank$_{ent}^k$ − Rank$_{adv}^k$| where Rank$_{ent}^k$ and Rank$_{adv}^k$ are respectively the rank of topic $k$ before and after the attack. ii) Change of probability score (CoPS) means the change in probability score of target topic $k$: CoPS = $|\theta^k_{ent} - \theta^k_{adv}|$. iii) Average word distance (AWD) is the average distance between the target-replacement word pairs in the word vector space: AWD = 1/|W| $\sum_{(w,w')\in(W,W')} (1 - \cos(w, w'))$. iv) Average sentence semantic distance (ASSD). We first use BERT [Devlin et al. 2019] to encode sentences into high dimensional vectors. We then calculate the accumulated cosine distance of all sentences that are perturbed to measure the semantic distance of the victim and adversarial documents. Denote the original sentence and its perturbed version respectively as $s$ and $s_{adv}$, this is defined as: ASSD = 1/|S| $\sum_{s\in S} (1 - \cos(s, s_{adv}))$, where $S = \{s | s \ni w \land w \in W\}$ denotes the set of sentences which contain adversarial words. $s \ni w$ means sentence $s$ contains $w$. ASSD measures sentence level evasiveness.

Promotion Attack

We first evaluate the performance of promotion attack on the two datasets using the above 4 metrics, under the following settings: i) Approximation level $t$ (in Eq.11) ranges over 1 − 6 (default 4). ii) Word substitution strategies (Step 1 in the previous section), including synonym, word-embedding and a mixture of the two (default mixture). iii) Perturbation threshold $\kappa$ (in Eq.7), ranges over $[0.5\% , 1\% , 2\% , 3\%]$ (default $\kappa = 1\%$). iv) Original rank of target topic, ranges over $[5, 10, 15, 20]$ (default 10). When evaluating one parameter, we fix the other parameters with default values. We randomly choose 50 test document samples as victim samples. For all settings, we set word distance threshold $\sigma = 0.6$. For ASSD, we treat the pre- and proceeding 5 words combined of the current target word as a sentence. For the AP dataset, the different experiment settings for promotion attack are the same as before: i) Approximation level $t$ (default 4); ii) Word substitution strategies (default mix); iii) Perturbation threshold $\kappa$, which ranges over $[1\% , 2\% , 3\% , 4\%]$ (default $\kappa = 2\%$). (iv) Original rank of target topic, which ranges over $[4 , 6 , 8 , 10]$ (default 6). As shown in Table[1], documents in the AP data are much shorter (192 on average) than the NIPS dataset (3211 on average), using a perturbation threshold of 1% means for some documents whose length is less than 200, only one word can be perturbed. This makes it too challenging for the attack algorithms including EvalDA. Therefore we set larger default perturbation thresholds for the experiments on the AP dataset. Similarly, because the documents are much shorter in the AP dataset, the number of topics with non-zero probability scores are also much smaller than that in the NIPS dataset. Therefore, the original rank of the target topic is set higher and denser than that in the NIPS dataset. We still randomly choose 50 samples and set word distance threshold $\sigma = 0.6$.

Approximation level Figure[1] shows the results with different $t$ values from 1 to 6 on the NIPS dataset. We can see that by replacing only 1% of the words, EvalDA significantly outperforms the baselines in promoting the rank and probability score of the target topic. In particular, the best CoR result is obtained when $t = 4$, where EvalDA promotes the original rank from 10 to around 7 on average. We also notice that the performance of EvalDA in all metrics is not sensitive to $t$ values. This indicates the robustness of EvalDA. Meanwhile, the AWD and ASSD values are very small (approximately 0.3 for AWD and 0.02 for ASSD). This indicates that the average perturbation per word is reasonable and the average perturbation per sentence is almost negligible. Note that B4 achieves the best performance in AWD and ASSD. This is expected as B4 always selects replacements as the nearest neighbor in the word vector space. However, the effectiveness performance of B4 is far worse than EvalDA. Figure[2] shows the results for the AP dataset. For all the metrics, similar patterns are observed compared with experiments on the NIPS dataset. Note that we set the perturbation threshold as 2%, original rank 6 and mixed word substitution strategy in this setting. Based on this set of experiments, we choose level 4 for the rest of the experiments on both datasets.

Table 2: The result of different word substitution strategies on the NIPS dataset. EM, Syno, and Mix respectively stand for embedding, synonyms and mixture of the two. The best result is highlighted.

|       | CoR       | CoPS      | AWD       | ASSD      |
|-------|-----------|-----------|-----------|-----------|
| EM    | 2.600 ± 0.4504 | 0.0165 ± 0.0026 | 0.3342 ± 0.0035 | 0.0209 ± 0.0009 |
| Syno  | 0.5400 ± 0.0397 | 0.0025 ± 0.0021 | 0.2273 ± 0.0085 | 0.0133 ± 0.0005 |
| Mix   | 2.600 ± 0.4258 | 0.0170 ± 0.0026 | 0.3231 ± 0.0034 | 0.0209 ± 0.0009 |

Word substitution strategy Table[2] shows the result on the
As shown in Eq. (4), rank demotion attack aims at decreasing the rank of the target topic. However, such attacks are impractical as it is highly detectable due to the large word-level and sentence variations, which are indicated by the very large AWD and ASSD values.

**Original rank of target topic** Intuitively, promotion attacks on topics that are ranked lower should be more effective than topics that are ranked higher. Results in both Figures 3 and 6 follow this intuition. In addition, since EvaLDA does not consider the rank of the original topic in the optimization process, it works constantly in CoPS regardless of the original rank. Moreover, we can see that the AWD values of EvaLDA are comparable with B1-B3 and slightly worse than B4. As shown in Figure 6, the overall results on the AP dataset are similar to those of the NIPS dataset. The lower ranked topics are easier to promote, even if topics with higher rankings can get more score promotion, its ranks are still relatively stable. As we can see, EvaLDA performs better in CoR and CoPS, and also competitive in AWD and ASSD.

**Demotion Attack**
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Figure 3: Promotion attack with varying perturbation threshold, on the NIPS dataset, showing 95% confidence interval.

Figure 4: Promotion attack with varying perturbation threshold, on the AP dataset, showing 95% confidence interval.

Figure 5: Promotion attack with varying original rank of the target topic, on the NIPS dataset, showing 95% confidence interval.

Figure 6: Promotion attack with varying original rank of the target topic, on the AP dataset, showing 95% confidence interval.

Figure 7: Demotion attack with varying original rank of target topic, on the NIPS dataset, showing 95% confidence interval.
This work is the first to study evasion attacks to LDA models. The formulated optimization problem, which is provably NP-hard, is solved via our proposed novel algorithm EvaLDA. EvalDA consists of an efficient estimate of the topic-word distribution via a surrogate CGS-based inference procedure and a greedy target word selection and replacement procedure. Via extensive experimental evaluations on two distinct datasets, we show that EvaLDA achieves superb performances in both topic rank promotion and demotion attacks under various settings. Despite the advantages, EvaLDA does have a few limitations. First, it is limited to attacks to CGS-based LDA models. It remains unclear whether it works on VI-based LDA models. A potential idea is via attack strategy transferred from a CGS-based LDA model. Second, EvaLDA assumes a white-box setting and acts more like a proof-of-concept analysis in the worst-case scenario. It is interesting to see whether attacks can be effective in a black-box setting. Another critical future work, which is also the ultimate goal of studying adversarial attacks to LDA models, is to design effective defense strategies to against such attacks.

### Potential Ethical Impact

The goal of this work is to provide insights into the power and limitations of potential adversarial attacks towards LDA models. By exposing this work, users and service providers of LDA models can be alerted in advance the potential risks of such models. Moreover, service providers or other researchers are able to design defense strategies towards such attacks and therefore improve the robustness of the LDA models. The potential downside is that malicious hackers may be aware of the vulnerability of the LDA models and further make exploits of it in their own favor. There have been discussions on whether or not we should expose vulner-
abilities of cyber systems[1] However, for the LDA users and service providers, without being aware of the vulnerabilities would pose critical risk of their product and systems which may cause a huge loss. Therefore, exposing such vulnerabilities of LDA models is the necessary first step to take, so that appropriate defense strategies can be designed to improve the safety and robustness of the systems built on LDA models.
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