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Abstract

Evaluating visual dialogue (VD), the task of answering a sequence of questions relating to a visual input, remains an open research challenge. The current evaluation scheme of the VisDial dataset computes the ranks of ground-truth answers in predefined candidate sets, which Massiceti et al. (2018) show can be susceptible to the exploitation of dataset biases. This scheme also does little to account for the different ways of expressing the same answer—an aspect of language that has been well studied in NLP. We propose a revised evaluation scheme for the VisDial dataset leveraging metrics from the NLP literature to measure consensus between answers generated by the model and a set of relevant answers. We construct these relevant answer sets using a simple and effective semi-supervised method based on correlation, which allows us to automatically extend and scale sparse relevance annotations from humans to the entire dataset. We release these sets and code for the revised evaluation scheme as DenseVisDial and intend them to be an improvement to the dataset in the face of its existing constraints and design choices.

1 Introduction

The growing interest in visual conversational agents (Antol et al., 2015; Das et al., 2017; De Vries et al., 2017; Johnson et al., 2017) has motivated the need for automated evaluation metrics for the responses generated by these agents. Robust evaluation schemes, however, are an open research challenge (Mellish and Dale, 1998; Reiter and Belz, 2009). This is the case for VisDial (Das et al., 2017), a dataset targeting the visual dialogue (VD) task—answering a sequence of questions about an image given a history of previous questions and answers. At test time, a trained model is used to score fixed sets of candidate answers for each test question, and a suite of rank-based metrics are computed on the ranked sets: single-candidate metrics which are a function of the ground-truth (GT) answer’s position, and a multi-candidate metric which weighs the ranked set with relevance scores assigned from human annotation. A limit of this scheme is that a simple model (Massiceti et al., 2018) based on canonical correlation analysis (CCA), which learns to maximise correlation between questions and answers while completely ignoring the image and dialogue history, is comparable in mean rank (MR)—one of the dataset’s primary rank-based metrics—to state-of-the-art (SOTA) models, all of which employ complex neural network architectures of millions of parameters, requiring many hours of GPU(s) training. This suggests that exploitable biases exist within the VisDial dataset, whose effects are compounded by a rank-based evaluation ill-suited to the VD task.

Motivated by this, we propose a revised, more robust, evaluation scheme for the VD task, informed by the key shortfalls of the current evaluation,
namely that 1) the candidate sets contain multiple, equally feasible answers, rendering both single- and multi-candidate ranking metrics less meaningful, and 2) the evaluation is an indirect ranking task, rather than a direct assessment of the answers generated by a model—the goal of a VD agent.

Our revised evaluation instead adopts standard metrics from NLP to measure the similarity between an answer generated by a model and a reference set of answers for the image and question. This aligns better with the generative nature of a true VD agent, and with established evaluation set-ups for other language generations tasks, including VQA (Antol et al., 2015) and image captioning (Chen et al., 2015; Young et al., 2014). Unlike the current evaluation, it also accounts for diversity in answer generations, which we compare across models.

For VisDial, however, the answer relevance scores used to construct the reference sets are only available for a small subset of the dataset. Drawing on the pseudo-labelling literature for semi-supervised learning (Lee, 2013; Wu and Yap, 2006; Iscen et al., 2019), we develop a semi-supervised approach which leverages these human annotations, and automatically learns to extract the relevant answers from a given candidate set. We apply CCA between pre-trained question and answer features, channelling Massiceti et al. (2018), and use a clustering heuristic on the resulting correlations to extract the candidate answers most correlated with the ground-truth answer—the reference sets, or pseudo-labels. This was inspired by prior work showing the surprising strength of simple, non-deep baselines (Zhou et al., 2015; Massiceti et al., 2018; Strang et al., 2018; Anand et al., 2018). Using this approach, we automatically construct sets of relevant answers for the entire VisDial dataset, which we validate in multiple ways, including with human judgements via Amazon Mechanical Turk (AMT), and release as DenseVisDial—a dense version of VisDial. Using this data and the revised scheme, we re-evaluate existing SOTA models and gain new insights into model differences, specifically generation diversity, otherwise unavailable with the existing evaluation. The scheme also improves on the existing multi-candidate ranking evaluation, only applicable for 1/10 of the dataset due to the cost and time of collecting relevance scores from humans. Finally, while we use these reference sets exclusively for better evaluation purposes, we also show that using them as (for-free) additional training data can improve performance, which is promising for future progress on the VD task.

To summarise, our contributions are:
1. A revised evaluation scheme for the VisDial dataset based on metrics from NLP which measure the similarity between a generated answer and a reference set of feasible answers.
2. A semi-supervised method for automatically extracting these reference sets from given candidate sets at scale, verified using human annotators.
3. An expanded DenseVisDial data with the automatically constructed reference sets, released for future evaluation and model development.

2 Preliminaries

We first define generative VD (for VisDial), and how Massiceti et al. (2018) employ CCA for this.

2.1 Visual Dialogue (VD) & VisDial dataset

Given image $I$ and dialogue history $[(Q_1, A_1), (Q_2, A_2), \ldots, Q_t]$, the generative VD task involves generating answer $A_t$.

The principal approach towards VD has been facilitated by the VisDial dataset (Das et al., 2017), a large corpus of images paired with question-answer dialogues, sequentially collected by pairs of annotators in an interactive game on AMT. VisDial v1.0 comprises 123, 287/2064/8000 train/val/test images, each paired with dialogues of up to 10 exchanges$^2$. Each question is coupled with a candidate set of 100 answers $A$ including a ground-truth answer $A_{gt} \in A$. For a subset (2000/2064/8000), one question per image contains human-annotated relevance scores $\rho(A) \in [0, 1]$ where $A \in A$.

The generative VD task learns to generate answers conditioned on image-question pairs using only $(I, Q, A_{gt})$ triplets (Das et al., 2017). At test time, given an image-question pair, each answer in its associated candidate answers $A$ is scored under the model’s learned likelihood. The rank of $A_{gt}$ is then used to judge the model’s effectiveness at the VD task, averaged over the dataset to get the MR. Other metrics also computed include normalised discounted cumulative gain (NDCG) on the candidate answers’ human-annotated relevance scores.

In a second paradigm introduced by Das et al. (2017), the model instead uses the full $(I, Q, A)$ at train time, and simply frames the predictive task as a classification problem of selecting $A_{gt}$ out of $A$. At test time, the candidates are then directly scored by the classifier’s softmax probabilities. We

$^2$10 exchanges for train/val, and \leq 10 exchanges for test.
argue that this discriminative setting is an oversimplification of the VD task: answering questions is not simply selecting the correct answer from a set. The focus of the remainder of this paper is therefore fully on the generative VD task.

2.2 Canonical Correlation Analysis for VD
CCA, applied between question and answers, achieves near-SOTA mean rank (MR) on the VisDial dataset (Massiceti et al., 2018). Inspired by these results and the extreme simplicity of CCA, we introduce this formulation with reference to VD.

Given paired observations \(\{x_1 \in \mathbb{R}^{n_1}, x_2 \in \mathbb{R}^{n_2}\}\), CCA jointly learns projections \(W_1 \in \mathbb{R}^{n_1 \times k}\) and \(W_2 \in \mathbb{R}^{n_2 \times k}\), \(k \leq \min(n_1, n_2)\), which are maximally correlated (Hotelling, 1936). Projections are obtained via a generalised eigenvalue decomposition, \(\mathbf{A}v = \mathbf{B}v\) (Kettenring, 1971; Hardoon et al., 2004; Bach and Jordan, 2002), where \(A\) and \(B\) are the inter- and intra-view correlation matrices. Projection matrix \(W_i \in \mathbb{R}^{n_i \times k}\) embeds \(x_i\) from view \(i\) as \(\phi(x_i; W_i) = D_i^\top \psi(x_i)\), where \(D_i\) is a diagonal matrix of the top \(k\) (sorted) eigenvalues \(\lambda\), and \(p\) is a scalar weight. With CCA, ranking and retrieval across views \(\{x_i, x_j\}\) is performed by computing correlation between projections \(\text{corr} (x_i, x_j) = \frac{\psi(x_i)\top \psi(x_j)}{||\psi(x_i)||_2 ||\psi(x_j)||_2}\) where \(\psi\) is a mean-centred (over train set) version of \(\phi\).

Using CCA, learnt embeddings between answers and questions (CCA-AQ) are used to compute the ranking and NDCG metrics. CCA can also be used to generate answers using correlations. For a given test question, its 100 nearest-neighbour questions (based on correlation under the A-Q model) are extracted from the train set. Their 100 corresponding ground-truth answers are used to construct a pseudo-candidate set. Answers are generated by the model, denoted CCA-AQ-G, by sampling from this set in proportion to correlation with the test question (see Figure 3 in Massiceti et al. (2018)).

3 Shortfalls of Current VisDial Evaluation
The fact that a simple, lightweight CCA model performs favourably in MR with current SOTA models, while completely ignoring the image and dialogue history, and requiring an order of magnitude fewer learnable parameters and mere seconds on CPU to train, is a cause for concern. Not only do prior results suggest that implicit correlations between just the questions and answers exist in the data (see Figure 1), but also that the current evaluation scheme generally is not flexible enough to account for variation in answers to visually-grounded questions. Here we summarise the existing evaluation scheme, discuss the hidden factors affecting it, and make the case that to better capture a model’s performance on the VD task, there must be changes to the evaluation scheme.

3.1 Current evaluation scheme
Given a test question, the current VisDial evaluation relies on ranking its candidate answers (Das et al., 2017), derived from scoring the answers under the trained (generative) model’s likelihood (see § 2.1).

A suite of rank-based metrics is then computed: mean rank (MR) and mean reciprocal rank (MRR) of the ground truth (GT) answer over data, and the average recall, measuring how often the GT answer falls within the top 1, 5, and 10 ranks, respectively. These single-candidate (i.e. GT) ranking metrics have been the norm since VisDial’s inception.

A subsequent extension of the dataset (v1.0) tasked 4-5 human annotators with labelling whether each answer in a candidate set is valid for a given image-question (a hard 0/1 choice) for a subset of the train and validation sets, denoted \(\mathcal{H}_t\) and \(\mathcal{H}_v\), respectively. For each candidate answer \(A\), the mean judgement across annotators becomes a relevance score \(\rho(A) \in [0, 1]\). A modified multi-candidate ranking metric, the NDCG, is then introduced: candidate answers’ ranks are weighted by their relevance scores, excluding irrelevant \((\rho(A) = 0)\) answers. See Appendix B for further details.

3.2 Analysing current shortfalls
The above evaluation metrics, by construction, are not flexible enough to account for the many ways a question can satisfactorily be answered. This limitation manifests in both the single- and multi-candidate ranking metrics, and hampers the measurement of a model’s true ability to answer a visual question. The limitations stems from:
1. ranking candidate sets that are ill-constructed for the ranking task, and
2. disregarding answers generated by a model in favour of indirectly ranking these fixed sets.

3.2.1 Ranking ill-constructed candidate sets
Candidate answer sets in VisDial are typically observed to contain multiple feasible answers—as they include up to 50 nearest-neighbour answers (Das et al., 2017) to \(A_{gt}\) in GloVe (Pennington et al., 2014) space. Rank-based metrics, which assume a meaningful ordering of answers, are less informative when considering feasible-answer subsets.
We explicitly verify this characteristic of candidate answers using correlation, through the following experiment which learns a CCA model between the question and answer features. Computing the correlation between $A_{gt}$ and $A \in A \setminus A_{gt}$, giving $C = (\phi(A_{gt}, A_1), \ldots, \phi(A_{gt}, A_{100}))$, we then select the cluster of answers with correlations in $[C_{max} - \sigma, C_{max}]$, where $C_{max} = max(C)$, $\sigma = \text{stdev}(C)$, roughly estimating answers which are plausibly similar to $A_{gt}$. Given this cluster, we compute the mean and standard deviation of the correlations, as well as the cluster size, to measure how small and tightly packed these clusters are. We average these across all candidate sets, giving an average mean correlation of 0.58, an average standard deviation of 0.22, and an average cluster size of 12.30. These results support the idea that an equivalence class of feasible answers exist within each candidate set, which can then adversely affect both classes of metrics described below.

Single-candidate ranking metrics assign a single answer, the labelled GT, as the only correct answer in the candidate set, and are purely a function of this privileged answer’s rank. As a result, these metrics unduly penalise models that rank alternate, but equally feasible, answers highly. MRR, MRR, and $R@1,5,10$ are thus only weakly indicative of performance on the VD task, and are unable to differentiate between equally good models.

The ill-constructed candidate sets also render single-candidate metrics unable to rule out poor models. In other words, models with poor MRR, MRR, and $R@1,5,10$ aren’t necessarily poor at VD. This is markedly the case for MRR and $R@1,5,10$ which are, by definition$^3$, biased toward low ranks—a model predicting five GT answers at rank 1, and five at rank 10, scores better MRR/$R@1,5,10$ than a model with all ten GT answers at rank 2 (coincidentally, these results are meaningless if the candidate set contained 10 equally feasible answers). This bias particularly affects models trained with a single-answer objective (i.e. all SOTA) models. To see why, we show the distribution of GT answer ranks between CCA-AQ and a SOTA model in Figure 2. The SOTA model is skewed toward the GT answer achieving rank 1—the combined result of a single-answer objective and high parametrisation. This leads SOTA models to view other feasible answers in the set as no different if ranked 2 or 100.

CCA-AQ by contrast ignores rank and simply learns by maximising A-Q correlation, likely leading it to rank other feasible answers highly. Thus, models favouring low ranks by virtue of their learning objective may achieve better MRR/$R@1,5,10$, but not be discernibly better than models accounting for multiple answers being correct.

These findings, together, suggest that the single-candidate metrics cannot reliably quantify performance and compare models in lieu of the VD task.

Multi-candidate ranking metrics, or NDCG, undoubtedly take a step in the right direction by forgoing just a single correct answer, and weighting the predicted ranking with human-annotated relevance scores for multiple answers. NDCG, however, is still a function of a ranking, and hence assumes that a single optimal ordering of candidate answers exists. The presence of multiple equally feasible answers in the candidate sets thus breaks this assumption and can skew the NDCG, albeit to a lesser degree than MRR, MRR, and $R@1,5,10$.

Moreover, the degree of answer similarity within these subsets raises further concerns for the reliable computation of NDCG. Requiring annotation of 100 valid (i.e. similar) answers is an arduous task, and converting hard 0/1 judgements into relevance scores over just a handful (4-5) of annotators can be noisy. Our analysis reveals the following quirks:

- 18.15% / 47.14% of the validation/train annotated subsets ($H_v / H_t$), do not have a single candidate answer with relevance score 1.0, not even the ground-truth, indicating poor consensus.
- 20.69% / 9.01% of samples, respectively, consider the ground-truth irrelevant ($\rho(A_{gt}) = 0$).

Coupled with this, the scale of VisDial makes obtaining annotations a daunting (and expensive) task—reflecting in the fact that only a small fraction of the data, one question per image, has annotations (see §2), which implies evaluations effectively ignore dialogue history. Also, without more annotators (and hence cost/time), obtaining relevance scores at-scale may well be meaningless.

---

$^3$While obvious for recall, MRR as the inverse harmonic mean, weighs smaller ranks more strongly than larger ranks.
3.2.2 Ignoring generated answers

The ultimate goal of VD is to produce an answer to a given question, not to pick an answer from a set—our primary motivation for focussing on the generative VD task. The current evaluation, rather than directly evaluating the answers generated by a model, evaluates by how well a model ranks a fixed set of candidate answers. Not only is this problematic because of the candidate sets’ limitations (as described above), but also because it: 1) disregards diversity in answer generations, a necessary feature for a human-like answering agent, and 2) goes against established practice in the VQA literature (Antol et al., 2015) which evaluates by comparing the predicted answer to answers collected from 10 human annotators. While it is expected that scoring a valid answer by its likelihood is a reasonable measure of a model’s ability to generate a good answer, this may not necessarily be the case when there are multiple potential answers, some not even in the candidate set. Although likelihoods can serve as a relative measure between candidates, the highest-probability answers may be entirely different or unrelated—indicating a poorly learnt model. This supports the idea that a metric which ignores generated answers may fail to account for models no less “good” at the VD task.

4 A Revised Evaluation for VisDial

The analysis in § 3 indicates that an evaluation well matched to the underlying goals of VD should:
i) directly use answers generated by the model,
ii) account for multiple valid answers, and
iii) do the above at scale over the entire dataset.
We thus develop a revised evaluation scheme for VD which meets these three criteria. Its basis lies in measuring how similar an answer generated by a given model is to a set of feasible reference answers for a given question and image. We describe similarity quantification in § 4.1 and the construction of high-quality reference sets in § 4.2.

4.1 Measuring similarity

We measure similarity using established NLP consensus metrics between a predicted answer and a reference set of valid answers. Crucially, the predicted answer is generated by the model directly, and the reference set contains more than one element, accounting for the presence of multiple valid answers. We use two classes of metric for capturing consensus: overlap and embedding distance.

Overlap-based metrics compute the overlap or co-occurrence of n-grams (word couplets of size n) between pairs of sentences—here, the generated answer and each answer in the reference set. We use two such metrics: CIDER (Vedantam et al., 2015) and METEOR (Denkowski and Lavie, 2014), motivated by their extensive use in image captioning benchmarks (Chen et al., 2015; Hodosh et al., 2013; Young et al., 2014). Both are known to be well correlated with human judgements. CIDER computes the cosine similarity between a pair of vectors, each of which is composed of the term-frequency inverse-document-frequencies (tf-idf) of the sentence’s n-grams. For 0 < n ≤ i, similarities are averaged over all n-grams up to length i. METEOR is similar, but first applies a uni-gram matching function, before computing a weighted harmonic mean between uni-gram precision and recall, with a fragmentation penalty on the matching.

Embedding distance-based metrics arise from a rich literature in capturing semantic similarity between natural language expressions (Bojanowski et al., 2017; Pennington et al., 2014; Devlin et al., 2019; Peters et al., 2018; Sharma et al., 2017). Motivated by the recent successes of BERT (Devlin et al., 2019) and FastText (Bojanowski et al., 2017) in a variety of NLP tasks, we use each method to embed the generated answer and each reference set answer, computing the $L_2$ and cosine similarity (CS) between them, averaging over the reference set. The embedding metrics aim to complement the overlap-based metrics and guard against limitations of the latter that might arise due to answer lengths (one- or two-word) frequently seen in the VD data.

4.2 Obtaining answer reference sets

We now describe how to obtain reference sets for the similarity measures defined above.

4.2.1 Using humans

For a small subset of the VisDial validation set, $H_v$, soft relevance scores are available (from human annotators) for each of the 100 candidate answers associated with each image-question (see § 2.1). Using these scores, we construct answer reference sets for each image-question, composed of all the candidate set answers deemed valid by at least one annotator, i.e. $\rho(A) > 0$, where to our surprise, we found multiple instances where $\rho(A_{gt}) = 0$. Protecting against such cases, we define the human-annotated reference set $H = \{ A : \rho(A) > 0, \forall A \in A \} \cup \{ A_{gt} \}$. 


4.2.2 Using semi-supervision at scale

Human-annotated relevance scores, and hence reference sets, however, are available for only a fraction of the dataset—less than 1% of questions! The scale of VisDial—on the order of $10^6$ questions, each with 100 candidate answers—makes extending these annotations to the entire dataset extremely challenging. Assuming $80.05$ per question, each presented to 10 workers, would incur a cost of over $500,000 and substantial annotation time!

We therefore propose a semi-supervised approach which harnesses the annotations we do have: given a candidate set of answers for an image-question, we learn to extract the valid answers, and hence automatically construct a reference set. Not only does this enable us to obtain reference sets at scale, but it also circumvents the time, cost and idiosyncrasies associated with human annotation.

Our approach is based on CCA, and uses the relevance-annotated subset of the full train set, $\mathcal{H}_t$, as training data. Similar to § 4.2.1, we construct training reference sets $\mathcal{H}_t$ using $\mathcal{H}_t$. Pairing each question with all answers in $\mathcal{H}_t$, we learn a CCA model between the questions and answers. With this model, denoted $\text{CCA-AQ}^*$, we compute correlations between $A_{gt}$ and $A \setminus A_{gt}$, giving $C = \{\phi(A_{gt}, A_1), \ldots, \phi(A_{gt}, A_{100})\}$ similar to § 3. We then cluster these correlations in $C$ to construct a reference set $\Sigma = \{A : \phi(A_{gt}, A) \in [C_{\max} - \sigma, C_{\max}] \cup \{A_{gt}\} \}$ where $C_{\max} = \max(C)$, and $\sigma = \text{stdev}(C)$. Intuitively, this extracts the cluster of answers with highest correlation or similarity to the ground-truth answer. With this semi-supervised approach, we easily and quickly obtain reference sets at scale for the entire VisDial dataset.

### Verifying automatic reference sets

The validity of the revised evaluation is contingent on the validity of the automatic reference sets—that they are composed of valid answers. We verify this by:

1. computing intersection metrics between the human-annotated and automatic reference sets, and
2. using AMT to verify the sets, and
3. measuring how training a VD model on these sets can improve performance on VD.

For (1), we compute the intersection-over-union (IOU), precision, recall, and set size of the automatic $\Sigma$ and human-annotated $H$ reference sets on the validation subset $\mathcal{H}_v$ (Table 1). These metrics serve as a simple heuristic and we use them to compare clustering methods (see extended comparison in Appendix D). Our best method, $\Sigma$, extracts similar sized clusters to $H$ (7.17 vs 12.77) with good precision (62.48%; i.e. it selects answers maximally in $H$), supporting the similarity of $\Sigma$ and $H$.

For (2), we turn to AMT. Given an image, question and answer reference set from either $\Sigma$ or $H$ as a task, a turker is asked to de-select all infeasible answers (see Appendix D for AMT user interface). For each task, scores are averaged over 5 turkers. We then measure the proportion of the reference set selected, and the proportion of the set where at least 1 turker selected each answer. For a subset of tasks randomly sampled from $\mathcal{H}_v$, for the full validation set, in Table 2 we observe that our proposed semi-supervised reference sets are similar to the ones obtained using humans.

Finally, in (3), we intuit that if reference sets $\Sigma$ contain answers similar to the correct answer, then a model trained on only these sets should improve performance on the VD task. We, therefore, pair each question in the training subset $\mathcal{H}_t$ with each of the answers in its corresponding $\Sigma$, and train a CCA-AQ model. As a baseline, we repeat this experiment, but pairing the questions with answers from $H$ instead of $\Sigma$. We show in Table 3 (top 2 rows), the model trained using $\Sigma$ performs better than that employing the human-annotated reference sets $H$ across the battery of ranking metrics, including NDCG. As a further check, we train a CCA-AQ model on $\mathcal{H}_t$, but only between questions and their single ground-truth answers $A_{gt}$ (as opposed to all answers in $H$ or $\Sigma$). As we address in § 3, this model surprisingly outperforms the baseline using $H$ as reference on the single-candidate ranking
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Testing on whole dataset The final step is to use the validated automatic reference sets (from § 4.2) to evaluate the models under the revised scheme for the complete VisDial (v1.0) dataset. Table 4 (right) shows the overlap and embedding distance scores of answers generated by models, measured against the automatic reference sets Σ for the whole validation set. Again, we test on the validation set since ground-truth answers are not publicly available for the test set—something we require to construct Σ. Note, the baseline Γ_Σ here is different from before since the reference set is different: Σ instead of H.

Model comparison Comparing models which do not employ beam search (i.e. no asterix), HCIAE-DIS-G performs the best across all metrics except FastText, which RVA wins (Table 4). This is consistent on H_u and the full validation set, despite H_u being 10-fold smaller—a further confirmation of Σ’s utility. Note, results across all metrics are well below the reference baselines Γ_H/Γ_Σ, indicating there is still room for improvement. Applying a beam-search on top of these models has the ability to further enrich the generations and improve performance on all metrics, as shown by HREA-QIH-G*. It is expected that applying a beam search to the best-performer HCIAE-DIS-G would yield similar improvements. Surprisingly, these results differ from the conclusions drawn from the rank-based evaluation (see Table 5 in supplement), where RVA supersedes all other SOTA models on all rank metrics. This suggests that just because a model can rank a single-ground truth answer highest, does not necessarily make it the best generative VD agent. Our suite of overlap metrics and embedding distance metrics may help to explain why. For example, CIDER n=1 is a proxy for how well a model performs on one-word answers, which are highly prevalent in the dataset (e.g. “Yes”/“No”). BERT, on the other hand, may help to measure generations with the closest semantic similarity to the reference sets. Indeed, this is the sort of flexibility of purpose that is required when evaluating complex multi-modal tasks like VD.

We define a reference baseline for the overlap metrics, estimating upper bounds for the respective scores as Γ_H, which cycles through answers in H, measures against H itself and takes the maximum over the resulting scores.

### Table 3: Evaluating the utility of automated reference sets Σ on standard VD evaluation. CCA-AQ models were trained on the indicated subsets (H_u or all) of Vis-

| Train Set | QA pairs | MR | R@1 | R@5 | R@10 | MRR | NDCG |
|-----------|----------|----|-----|-----|------|-----|------|
| Σ         |          |    |     |     |      |     |      |
| H_u       | 15,317   | 26.49 | 6.05 | 21.50 | 35.53 | 0.1530 | 0.3647 |
| Σ         | 17,085   | 20.36 | 8.35 | 32.88 | 48.78 | 0.2066 | 0.3715 |
| 1996 [A_p] | 23.71 | 13.13 | 34.05 | 46.90 | 0.2428 | 0.2734 |
| all       | 10,419,489 [A_p] | 17.20 | 10.73 | 34.20 | 51.80 | 0.2312 | 0.4023 |
| 1,232,870 [A_p] | 17.07 | 16.18 | 40.18 | 55.35 | 0.2845 | 0.3493 |

5 Experimental Analyses

Here we include experimental analyses, focussing in particular on the performance of models under our revised evaluation schemes discussed in § 4.

We represent words in the questions/answers as 300-dimensional FastText (Bojanowski et al., 2017) embeddings. To obtain sentence embeddings, we simply average word embeddings following generally received intuition (Arora et al., 2017; Wieting and Kiela, 2019), padding or truncating up to 16 words following Massiceti et al. (2018). We generate answers from CCA-AQ-G and the following SOTA models: HREA-QIH-G (Das et al., 2017), HCIAE-DIS-G (Lu et al., 2017) and RVA (Niu et al., 2019), with * indicates use of beam search. For each, we train on the full VisDial v1.0 train set, cross-validate on MRR, and select the best epoch’s model for subsequent evaluation.

5.1 Revised evaluation results

Testing on H_u Table 4 (left) shows the overlap and embedding distance scores of answers generated by models, measured against human-annotated reference sets H for the validation subset H_u. Note, we report on H_u because relevance scores are available for only part of VisDial’s full validation set and are publicly unavailable for its test set.
number of generations sampled from the models (see Figure 3). Answer correctness can therefore be measured, without penalising diversity, even if the generations fall outside the candidate set for the given question. This yields an interesting insight: for some models (notably the HREA-QIH-G variants) performance degrades as \( k \) increases—a useful thing to know if deploying this model as a VD agent in the real-world! Others, like RVA, HCIAE-G-DIS and CCA-AQ-G, generally remain constant or improve with higher \( k \). Surprisingly, CCA-AQ-G, despite its poorer absolute performance across the metrics at \( k = 1 \), holds its own and even improves with increasing \( k \). This allows us to compare models’ generation capabilities and indeed robustness in the answering task—something not possible with the rank-based evaluation.

6 Discussion

In this paper, we propose a revised evaluation suite for VisDial drawing on existing metrics from the NLP community that measures similarity between answers generated by a model and a given reference set of answers. We arrive at the need for alternate evaluations through the findings of Massici et al. (2018) and our own analysis of existing evaluation metrics on the VisDial dataset, which we show can suffer from a number of issues to do with a mismatch between the VD task and an evaluation for it that depends on ranking metrics. While a recent update to the evaluation paradigm of VisDial incorporates both human judgements of answer validity and multiple plausible answers into a final score, issues relating to ranking persist, albeit to a lesser extent. Here, we advocate use of answers directly generated by a model, in concert with consensus-based metrics measuring similarity against sets of answers marked as valid by human annotators.

It is practically infeasible to obtain these validity judgements at scale, however, thus restricting the extent to which the revised scheme can be applied. To address this issue, we develop a semi-supervised automated mechanism to extract sets of relevant answers from given candidate sets, using sparse human annotations and correlations through CCA. We verify these sets by computing their intersection with those marked by humans, asking turkers via AMT, and measuring their utility for the VD task. Based on such experiments, we expand the VisDial dataset with these reference set annotations and release this and the revised evaluation scheme as DenseVisDial for future evaluation and model development. We intend this to be one possible improvement in the face of inherent constraints on the VisDial dataset, and hope that the community adopts the revised evaluation going forwards.
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| Model           | CIDER | METEOR | ROUGE | FastText | CIDEr | METEOR | ROUGE | FastText |
|-----------------|-------|--------|-------|----------|-------|--------|-------|----------|
|                 | a1    | a2     | a3    | a4       | C1r   | C2r    | C3r   | C4r       |
| CCA-AQ-G        | 0.2763| 0.1510 | 0.1840| 0.1513   | 1.000 | 4.7000 | 0.9334| 1.8757    | 0.6902 |
| HREA-QIH-G      | 0.0721| 0.0434 | 0.0298| 0.0226   | 0.2713| 7.1211 | 0.6890| 3.1621    | 0.6555 |
| HREA-QIH-G*     | 5.0800| 5.0483 | 5.0333| 5.0252   | 0.4013| 6.2875 | 0.8027| 2.9724    | 0.5079 |
| HREA-QIH-G**    | 5.1339| 5.0721 | 5.0469| 5.0372   | 0.7149| 6.5727 | 0.8149| 3.2664    | 0.4971 |
| HCCA-GDIS-G     | 0.1338| 0.0718 | 0.0493| 0.0372   | 0.0758| 5.6690 | 0.9122| 3.1551    | 0.5049 |
| RVA             | 0.0452| 0.0613 | 0.0365| 0.0291   | 0.5228| 6.1466 | 0.8676| 2.9543    | 0.5161 |

Table 4: Overlap and embedding distance metrics computed for \( k = 1 \) generation against human-annotated reference sets \( H \) on the validation subset \( H_v \) (left), and automatic reference sets \( \Sigma \) on the entire validation set (right). For HREA-QIH-G, on average \( \sim 6 \) answers are the empty string, which are excluded from the computation. Metrics marked \( \dagger \) indicate higher values are better, and those marked \( \ddagger \) indicate lower values are better.
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A Detailed CCA results

We extend the work in Massiceti et al. (2018) and conduct a detailed rank-based performance analysis of CCA versus SOTA approaches across both v0.9 and v1.0 of the VisDial dataset (see Table 5).

Feature extractors We represent the words in the questions/anwers as 300-dimensional FastText (Bojanowski et al., 2017) embeddings. To obtain (300-dimensional) sentence representations, we average word embeddings, following generally (without image and/or dialogue history) of the features for the questions/answers and (4096-dimensional, extracted after the second layer) features for the questions/answers and corresponding answers, respectively. We extend the work in Massiceti et al. (2018) and take the output of conv5, after the avg pool. Our choice of feature extractors is largely arbitrary, however, so to rule out gains from one feature extractor over another and to compare against SOTA models (Lu et al., 2017; Wu et al., 2018; Das et al., 2017) which use others, we also employ GloVe (Pennington et al., 2014) (300-dimensional, from Common Crawl-42B tokens), and VGG-16/19 (Simonyan and Zisserman, 2015) (4096-dimensional, extracted after the second fc-4096 layer) features for the questions/anwers and images, respectively.

Baselines We compare against ablative versions (without image and/or dialogue history) of the SOTA models, as well as two nearest-neighbour baselines, as established in (Das et al., 2017):

- **NN-AQ**: given a test question, we find the k nearest-neighbour questions (by average GloVe embedding) from the training set. We take the mean of their k corresponding answers (again in GloVe embedding) to represent a "canonical" answer to that question, ranking the test question’s candidate answers by their L2 distances to it.

- **NN-AQI**: given a test question and image, we first draw the k nearest-neighbour questions to the test question from the training set. From this set, we draw the k’ questions whose corresponding image features are most similar to the test image feature. Taking the mean of their k’ corresponding answers, we then rank the test question’s candidate answers as above (k = 100, k’ = 20 as per (Das et al., 2017)). We also include NCQA-AQ (no-CCA), by computing correlation, as centred cosine distance, directly between the features for questions and answers.

Note that for CCA-AQI (Q), at test time, correlation is computed between questions and candidate answers A using projection matrices learned using images (I) as well. Note too that NDCG scores are not computed for v0.9 since human annotations on answer relevance are not available.

Similar to Massiceti et al. (2018), we observe that the MR achieved by CCA is similar to that of SOTA models, despite the approach’s light-weight nature. Comparing to the nearest-neighbour baselines, CCA is superior in MR, and additionally in computation and storage requirements since a nearest-neighbour approach requires the train data (including images) at test time.

| Model | I/QA features | MR | R@1 | R@5 | R@10 | MRR | NDCG@16.76 |
|-------|---------------|----|-----|-----|------|-----|------------|
| NN-AQ | GloVe | 19.67 | 29.87 | 47.07 | 55.44 | 0.3989 | 0.3898 |
| NN-AQI | VGG-16/GloVe | 20.14 | 29.03 | 46.42 | 54.76 | 0.3731 | 0.3630 |
| NN-AQI | ResNet101/FastText | 25.88 | 21.19 | 34.74 | 43.31 | 0.2941 | 0.2830 |
| NN-AQI | GloVe | 19.15 | 29.87 | 47.07 | 55.44 | 0.3898 | 0.3898 |
| NN-AQI | ResNet101+FastText | 25.88 | 21.19 | 34.74 | 43.31 | 0.2941 | 0.2830 |

Table 5: Results for SOTA vs. CCA on the VisDial v0.9 and v1.0 dataset. CCA achieves comparable performance in mean rank (MR) while ignoring both image and dialogue sequence. Note, RPN (Ren et al., 2015).

B NDCG details

The NDCG is the ratio of the discounted cumulative gain (DCG) of a model’s predicted ranking to the DCG of the ‘ideal’ ranking, obtained by sorting the relevance scores in descending order as

\[
\text{NDCG}@m = \frac{\text{DCG}(\text{ideal}, \text{DCG}@m)}{\text{DCG}(\text{ideal}, \text{DCG}@m)},
\]

where \(m\) is the number of answers with human-derived relevance scores in the set of 100, and \(\text{DCG}@m = \sum_{i=1}^{m} \frac{r_i}{\log(1+i+1)}\), where \(i\) is the rank of the answer candidate, and \(r_i\) is the human-assigned relevance score of the \(i\)-th ranked answer.

C Full revised evaluation with \(H\) and \(\Sigma\)

In Table 4 in the main paper, we show the performance of models using the revised evaluation scheme. Specifically, we measure the similarity of
Table 6: Overlap and embedding distance metrics computed for \( k \rightarrow \infty \) on the validation subset. Models marked \( \uparrow \) indicate higher values are better, and those marked \( \downarrow \) indicate lower values are better. When \( k = 0 \), \( k \) answer generation scores are sampled from the dataset—\( \mu \), \( \sigma \), and \( \gamma \) are the mean, standard deviation, and maximum of the \( k \) scores, respectively, averaged over the dataset. Otherwise, \( k \) is shown.

| Model       | CIDER† | BLEU‡ | METEOR‡ | FASTEXT | \( \mu \) (k=10) | \( \mu \) (k=5) | \( \sigma \) (k=10) | \( \sigma \) (k=5) |
|-------------|--------|-------|---------|---------|----------------|----------------|-------------------|-----------------|
| HREA-QGH (k=1) | 0.8079 | 0.0437 | 0.002 | 0.0019 | 0.7135 | 0.4275 | 0.0457 | 0.0039 |
| HREA-QGH (k=5) | 0.8044 | 0.043 | 0.0019 | 0.002 | 0.713 | 0.427 | 0.0455 | 0.0038 |
| HREA-QGH (k=10) | 0.8019 | 0.042 | 0.0018 | 0.002 | 0.713 | 0.426 | 0.0453 | 0.0037 |

Note: Table 6 provides a summary of the overlap and embedding distance metrics computed for \( k \rightarrow \infty \) on the validation subset. Models marked \( \uparrow \) indicate higher values are better, and those marked \( \downarrow \) indicate lower values are better. When \( k = 0 \), \( k \) answer generation scores are sampled from the dataset—\( \mu \), \( \sigma \), and \( \gamma \) are the mean, standard deviation, and maximum of the \( k \) scores, respectively, averaged over the dataset. Otherwise, \( k \) is shown.
Table 7: Overlap and embedding distance metrics computed for \( k \) sample and the mean

| Model | CIDET† | BLEU† | METEOR† | HERT | FASTEXT |
|-------|--------|-------|----------|------|---------|
| \( n=1 \) | \( n=2 \) | \( n=3 \) | \( n=4 \) | \( \Delta \gamma \) | \( L_{\gamma} \) | CST | \( L_{\gamma} \) | CST |
| MNA | 0.502  | 0.2479 | 0.2004 | 0.1692 | 0.9948 | 0.9827 | 0.9593 | 0.9240 | 0.9650 |
| HREA | 0.3434 | 0.2342 | 0.2135 | 0.1977 | 1.0000 | 0.9579 | 0.9307 | 0.9107 | 0.9844 |
| HREA | 0.2241 | (0.1996) | (0.1682) | (0.1485) | (0.0000) | (1.4082) | (0.0369) | (0.0675) | (1.0700) |
| \( \gamma = 0.4212 \) | 0.3492 | 0.2991 | 0.2583 | 1.0000 | 0.9915 | 0.9767 | 0.9704 | 1.0000 | 0.4281 |
| CCA-AQ-G (k=1) | 0.0789 | 0.0641 | 0.0313 | 0.0239 | 0.3123 | 0.0752 | 0.0129 | 0.0024 | 0.1864 |
| CCA-AQ-G (k=5) | 0.0024 | 0.0489 | 0.0338 | 0.0255 | 0.3244 | 0.1017 | 0.0283 | 0.0048 | 0.2098 |
| CCA-AQ-G (k=10) | 0.0028 | 0.0205 | 0.0070 | 0.0042 | 0.3208 | 0.1041 | 0.0074 | 0.0029 | 0.2809 |
| CCA-AQ-G (k=15) | 0.0034 | 0.0409 | 0.0345 | 0.0261 | 0.3669 | 0.1009 | 0.0407 | 0.0075 | 0.2411 |
| HREA-QHG (k=1) | 0.1109 | 0.0597 | 0.0409 | 0.0308 | 0.4521 | 0.0656 | 0.0241 | 0.0058 | 0.3710 |
| HREA-QHG (k=5) | 0.0468 | 0.0251 | 0.0170 | 0.0128 | 0.3457 | 0.0483 | 0.0119 | 0.0022 | 0.2072 |
| HREA-QHG (k=10) | 0.0051 | 0.0082 | 0.0056 | 0.0042 | 0.5748 | 0.1257 | 0.0351 | 0.0067 | 0.4644 |
| HREA-QHG (k=15) | 0.0017 | 0.0099 | 0.0046 | 0.0024 | 0.2962 | 0.0408 | 0.0091 | 0.0016 | 0.2375 |
| HREA-QHG (k=1) | 0.1024 | 0.0516 | 0.0409 | 0.0308 | 0.4314 | 0.0432 | 0.0099 | 0.0017 | 0.2387 |
| HREA-QHG (k=5) | 0.0032 | (0.0178) | (0.0121) | (0.0092) | 0.2770 | 0.0961 | 0.0491 | 0.0027 | 0.2444 |
| HREA-QHG (k=10) | 0.0098 | 0.0082 | 0.0056 | 0.0042 | 0.5904 | 0.1349 | 0.0365 | 0.0068 | 0.4055 |
| HREA-QHG (k=15) | 0.0016 | 0.0082 | 0.0046 | 0.0024 | 0.2962 | 0.0408 | 0.0091 | 0.0016 | 0.2375 |
| HREA-QHG (k=1) | 0.0022 | (0.0122) | (0.0084) | (0.0063) | 0.2621 | (0.0898) | 0.0449 | 0.0019 | 0.2275 |
| HREA-QHG (k=5) | 0.0060  | 0.0086 | 0.0056 | 0.0042 | 0.5964 | 0.1395 | 0.0372 | 0.0068 | 0.4734 |
| HREA-QHG (k=10) | 0.0092 | 0.0070 | 0.0046 | 0.0024 | 0.3909 | 0.0961 | 0.0301 | 0.0025 | 0.2871 |
| HREA-QHG (k=15) | 0.0013 | 0.0070 | 0.0046 | 0.0024 | 0.3909 | 0.0961 | 0.0301 | 0.0025 | 0.2871 |
| MNA-QHG (k=1) | 0.1515 | 0.0777 | 0.0523 | 0.0393 | 0.5824 | 0.0224 | 0.0117 | 0.0016 | 0.5239 |
| MNA-QHG (k=5) | 0.1118 | 0.0692 | 0.0506 | 0.0387 | 0.4651 | 0.0483 | 0.0282 | 0.0125 | 0.3610 |
| MNA-QHG (k=10) | 0.0985 | 0.0692 | 0.0537 | 0.0413 | 0.2868 | 0.0797 | 0.0411 | 0.0169 | 0.2515 |
| MNA-QHG (k=15) | 0.0276 | 0.0712 | 0.0363 | 0.0136 | 0.8460 | 0.4560 | 0.2974 | 0.0199 | 0.7440 |
| HCAE-QDG (k=1) | 0.0964 | 0.0601 | 0.0448 | 0.0345 | 0.4281 | 0.1573 | 0.0826 | 0.0269 | 0.3124 |
| HCAE-QDG (k=5) | 0.0071 | 0.0457 | 0.0246 | 0.0182 | 0.2663 | 0.1580 | 0.0803 | 0.0206 | 0.2104 |
| HCAE-QDG (k=10) | 0.0049 | 0.0205 | 0.0070 | 0.0042 | 0.2227 | 0.0716 | 0.0245 | 0.0042 | 0.1824 |
| HCAE-QDG (k=15) | 0.0057 | 0.0205 | 0.0142 | 0.0091 | 0.4007 | 0.1524 | 0.0765 | 0.0257 | 0.2813 |
| RVA (k=1) | 0.1209 | 0.0650 | 0.0445 | 0.0336 | 0.4580 | 0.0673 | 0.0266 | 0.0066 | 0.4033 |
| RVA (k=5) | 0.1207 | 0.0650 | 0.0445 | 0.0336 | 0.4817 | 0.0682 | 0.0269 | 0.0069 | 0.4028 |
| RVA (k=10) | 0.1201 | 0.0651 | 0.0446 | 0.0337 | 0.4380 | 0.0682 | 0.0268 | 0.0068 | 0.4032 |
| RVA (k=15) | 0.1201 | 0.0651 | 0.0446 | 0.0337 | 0.4380 | 0.0682 | 0.0268 | 0.0068 | 0.4032 |

*↑* indicates higher values are better, and those marked *↓* are the mean, standard deviation and maximum of the k scores, respectively, averaged over the dataset. Otherwise, 1 answer generation is shown and the mean \( \mu \) is shown.
generated answers against either human-annotated reference sets $H$ (for $H_t$) or automatic reference sets $\Sigma$ (for the entire validation set). We measure similarity using the overlap and embedding distance-based metrics described in the main paper.

In Table 6 and Table 7, we extend this analysis for $H$ and $\Sigma$ respectively, showing the empirical results for an increasing number of $k = \{1, 5, 10, 15\}$ generations sampled from each model. We show the mean $\mu$, standard deviation $\sigma$, and maximum $\gamma$ across the $k$ scores. Note, this is visually presented in Figure 3 in the main paper.

We also include two baselines intended as upper bounds: i) $A_{gt}$, takes the ground-truth answer to be the generated answer, and ii) $\Gamma_H$, cycles through $H$, treating each answer as the generated answer. Since each answer in the set could be a plausible one (as marked by humans), we take the best-case score (minimum score for all except embedding-based $L_2$ distance for which we take the maximum), and then average over the dataset.

D Automatic reference set construction

In our work, we explore different semi-supervised methods for automatically extracting relevant answers from given candidate sets, based on the questions and images. These extracted reference sets are then used to evaluate answer generations for the entire VisDial dataset.

As described in the main paper, we apply CCA-AO* to solely those $(Q, A)$ pairs in $H_t$ for which humans scored $\rho(A) > 0$, and then compute the correlations $C$ between $A_{gt}$ and each $A \in A$, where $\tilde{A} = A \setminus A_{gt}$. We then explore the following clustering heuristics on $C$:

**Simple:** $\Sigma = \{ A : \phi(A_{gt}, A) \in [C_{max} - \sigma, C_{max}] \} \cup \{ A_{gt} \}$, where $C_{max} = \text{max}(C)$, $\sigma = \text{stdev}(C)$.

**Meanshift:** choosing the best-ranked cluster $M'$ after running meanshift (Comaniciu and Meer, 2002) on $C$ to derive $M = M' \cup \{ A_{gt} \}$.

**Agglomerative:** choosing the best-ranked cluster $G'$ after running agglomerative clustering on $C$, with number of clusters set to 5, to derive $G = G' \cup \{ A_{gt} \}$.

Note, each unions the resulting set with $A_{gt}$.

D.1 Verifying automatic reference sets

In the main paper, we describe a three-step procedure which we use to verify the quality of the automatic reference sets.

| Train Ref MR R@1 R@5 R@10 MRR NDCG | Set | #QA pairs |
|-------------------------------------|-----|-----------|
|                                     | $H_t$ |          |
|                                     | 15,317 | 10.52 |
|                                     | 17,055 | 10.52 |
|                                     | 16,923 | 10.52 |
|                                     | 1996   | 10.52 |
|                                     | all train |          |
|                                     | 1,232,870 | 10.52 |
|                                     | 10,419,489 | 10.52 |
|                                     | 17,600,151 | 10.52 |
|                                     | 10,614,163 | 10.52 |
|                                     | 1,253,510 | 10.52 |
|                                     | 17,931,897 | 10.52 |
|                                     | all trainval |          |
|                                     | 10,798,877 | 10.52 |
| Table 8: Extended evaluation of the utility of automatic reference set construction methods ($M, \Sigma, G$) on the standard VD evaluation. Models were trained using CCA on the indicated subsets ($H_t$, all train, or all trainval) of VisDial v1.0, using answers drawn from different sets (“Ref”), and tested on the evaluation test server.
Table 9: Extended evaluation of the utility of automatic reference set construction methods (\(M, \Sigma, G\)) on the standard VD evaluation. Models were trained using CCA on the indicated subsets (\(H_t\), all train, or all train-val) of VisDial v1.0, using answers drawn from different sets (‘Ref’), and tested on the validation set.

| Set       | Ref | MR  | R@1 | R@5 | R@10 | MRR | NDCG |
|-----------|-----|-----|-----|-----|-----|-----|------|
| all train | 15,317 | H   | 25.34 | 6.20 | 22.58 | 37.84 | 0.1598 | 0.3755 |
|           | 17,055 | \(\Sigma\) | 20.94 | 8.54 | 32.16 | 47.69 | 0.2049 | 0.3755 |
|           | 16,923 | \(G\) (n=5) | 21.47 | 7.93 | 30.29 | 45.89 | 0.1942 | 0.3779 |
|           | 1,232,870 | \(A_{gt}\) | 21.47 | 7.93 | 30.29 | 45.89 | 0.1942 | 0.3779 |
|           | 10,419,489 | \(\Sigma\) | 17.39 | 10.27 | 34.01 | 51.54 | 0.2264 | 0.4099 |
|           | 17,600,151 | \(\Sigma\) | 17.39 | 10.27 | 34.01 | 51.54 | 0.2264 | 0.4099 |
|           | 10,614,163 | \(G\) (n=5) | 18.03 | 9.68 | 31.16 | 48.85 | 0.2136 | 0.4005 |

**Computing intersection with \(H\)**

Table 10 extends Table 1 in the main paper and shows the IOU, precision, recall, and set size for the reference sets extracted by the different methods \(C = \{\Sigma, M, G\}\) against \(H\)—denoted \((A_{gt}, A)\). Within the reference sets \(C\), we also compute the average correlation, the standard deviation of the correlations, and the likelihood of \(C\) containing \(A_{gt}\).

In Table 10 we additionally show the results of the above, but using i) CCA-AQ, learned on all train \((Q, A)\) pairs, and ii) correlations \(C\) computed between \(A_{gt}\) or the question \(Q\), and the full candidate set—\((A_{gt}, A)\) and \((Q, A)\), respectively. In the case of \((Q, A)\), we can construct \(C\) in two ways: either by selecting all those answers in \(A\) with the same cluster label as \(A_{gt}\), or those with the same label as the answer with the maximum correlation to \(Q\). We denote this \((Q, A)_{gt}\) and \((Q, A)_{max}\), respectively. This does not apply to \((A_{gt}, A)\) since \(A_{gt}\) and the answer with the maximum correlation to \(Q\) will always be the same, nor for \((A_{gt}, \tilde{A})\), since \(A_{gt}\), by definition, is excluded from \(\tilde{A}\), and simply unioned with the resulting cluster afterwards.

We cross-validate and select the method (in our case, \(\Sigma\)) which gives us the best precision, \(|H \cap C|/|C|\), and a small cluster size, \(|C|\). Using this method, we show some qualitative examples of the automatic reference sets \(\Sigma\) in Figure 5. The majority of the answers are relevant both to the image and the question.

**Using AMT**

We show the AMT interface and examples of automatic reference sets with their corresponding images and questions in Figure 4. Each HIT consisted of 4 images, each with a question and its corresponding answer set. Turkers were given 10 minutes and $0.10 to complete each. Turkers were also required to be based in the US, UK, or Canada (a proxy for English-speaking) and have a HIT approval rating of \(\geq 90\%\). We randomly sample 1,680 and 5,040 image/question/answer sets from \(H_t\) and the full validation set, respectively.

**Measuring improvement on VD task**

Our final verification aims to demonstrate the usefulness of the automatic reference sets for learning the VD task. We show that the CCA-AQ model, trained with the automatic reference sets rather than the human-annotated sets \(H\) achieve equal or better performance on the VD task. We measure performance primarily by the NDCG score. For completeness, we also show performance in the other rank-based metrics. We extend Table 3 in the main paper by showing results for all automated methods \((M, \Sigma, G)\) on the validation and test set in Table 8 and Table 9, respectively.
Table 10: Intersection verification of semi-supervised methods for automatic reference set construction on the human-annotated validation subset $H$. Values in parentheses denote standard deviation across the set. For $G$, $n$ is the number of clusters specified for the agglomerative clustering.

| $C$ | $|H \cap C|$ | $|H \cup C|$ | $|H \setminus C|$ | $|C|$ | $A_H \in C$ | corr ($C$) | std (corr($C$)) |
|-----|---------------|---------------|-----------------|----------|--------------|-------------|-----------------|
| $H$ | 100.00 (0.00) | 100.00 (0.00) | 100.00 (0.00) | 12.77 (7.24) | 0.2393 (0.1942) | 0.1670 (0.0917) |
| $\{Q, A\}_{gt}$ | 17.59 (13.04) | 31.01 (27.31) | 57.67 (32.17) | 39.85 (31.51) | 0.2998 (0.2610) | 0.0856 (0.0374) |
| $\{Q, A\}_{max}$ | 15.06 (14.31) | 37.02 (34.72) | 58.43 (35.62) | 21.53 (26.14) | 0.4794 (0.2379) | 0.0852 (0.0424) |
| $\{(A_{gt}, A)\}$ | 13.14 (12.74) | 89.10 (26.06) | 18.57 (23.21) | 4.37 (10.36) | 0.9466 (0.1016) | 0.1586 (0.0844) |
| $\{(A_{gt}, \tilde{A})\}$ | 19.05 (12.65) | 42.68 (30.16) | 50.47 (35.70) | 27.96 (32.01) | 0.5069 (0.2734) | 0.2068 (0.0939) |

There are few people way off in the background. We show the number of clusters specified for the agglomerative clustering.

| $\Sigma$ | $|H \cap C|$ | $|H \cup C|$ | $|H \setminus C|$ | $|C|$ | $A_H \in C$ | corr ($C$) | std (corr($C$)) |
|-----|---------------|---------------|-----------------|----------|--------------|-------------|-----------------|
| $\{Q, A\}_{gt}$ | 18.66 (14.83) | 25.33 (23.22) | 62.46 (27.37) | 45.89 (28.70) | 0.1843 (0.2146) | 0.0735 (0.0360) |
| $\{Q, A\}_{max}$ | 19.89 (16.99) | 34.58 (30.69) | 49.39 (34.08) | 26.74 (25.82) | 0.3270 (0.2186) | 0.0710 (0.0367) |
| $\{(A_{gt}, A)\}$ | 13.15 (12.84) | 93.96 (20.12) | 16.64 (20.51) | 3.12 (8.11) | 0.9660 (0.0959) | 0.1207 (0.0686) |
| $\{(A_{gt}, \tilde{A})\}$ | 25.01 (18.40) | 59.19 (31.55) | 39.35 (28.86) | 12.00 (16.07) | 0.5841 (0.2167) | 0.2231 (0.0990) |

Table 5: Qualitative examples of the relevant answers our semi-supervised approach ($\Sigma$) extracts from given candidate answer sets. Note, we show all answers which our method extracts from the sets.