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Abstract—Person re-identification (Re-ID) is a critical technique in the video surveillance system, which has achieved significant success in the supervised setting. However, it is difficult to directly apply the supervised model to arbitrary unseen domains due to the domain gap between the available source domains and unseen target domains. In this paper, we propose a novel label distribution learning (LDL) method to address generalizable multi-source person Re-ID task (i.e., there are multiple available source domains, and the testing domain is unseen during training), which aims to explore the relation of different classes and mitigate the domain-shift across different domains so as to improve the discrimination of the model and learn the domain-invariant feature, simultaneously. Specifically, during the training process, we produce the label distribution via the online manner to mine the relation information of different classes, thus it is beneficial for extracting the discriminative feature. Besides, for the label distribution of each class, we further revise it to give more and equal attention to the other domains that the class does not belong to, which can effectively reduce the domain gap across different domains and obtain the domain-invariant feature. Furthermore, we also give the theoretical analysis to demonstrate that the proposed method can effectively deal with the domain-shift issue. Extensive experiments on multiple benchmark datasets validate the effectiveness of the proposed method and show that the proposed method can outperform the state-of-the-art methods. Besides, further analysis also reveals the superiority of the proposed method.

Index Terms—Label distribution learning, generalizable multisource person re-identification.

I. INTRODUCTION

PERSON re-identification (Re-ID) is a significant technique for the public security, which can effectively improve the efficiency of capturing a specific person from the large-scale videos [1]. Recently, person Re-ID has attracted an increasing interest in both academia and industry due to its great potential in the video surveillance application [2], [3], [4], [5], which resorts to matching images of the same person captured by different cameras with the non-overlapping camera views. The main challenge of person Re-ID is the variations including body pose, viewing angle, illumination, image resolution, occlusion, background and so on across different cameras [6], [7], [8], [9]. Generally, person Re-ID can be treated as a special case of the image retrieval problem with the goal of querying from a large-scale gallery set to quickly and accurately find images that match with a query image.

Currently, the typical person Re-ID methods have obtained excellent performance in the supervised setting due to the power of deep neural network [10], [11], [12], [13], [14], [15]. However, when these models are utilized to the unseen domains, the performance will drastically drop because of the data-distribution discrepancy between the available source domains and the unseen target domains. In general, when employing these methods in a new domain or scenario, we need to collect the data and give them labels, which is expensive and time-consuming, thus most of these existing supervised methods cannot be utilized in the real-world application. Although some unsupervised domain adaptation (UDA) methods are developed to mitigate the labeling task [16], [17], [18], [19], [20], [21], [22], they still require to collect data and re-train the model for the new scenario.

Domain generalization (DG) methods can address the above problem, which resorts to learning a model in the source domains and testing the model in the unseen domain [23]. In the person Re-ID community, some DG methods have been developed to obtain a robust model in the unseen target domain. For example, QAConv [24] treats image matching as finding local correspondences in feature maps and constructs query-adaptive convolution kernels on the fly to achieve local matching. In [25], a meta-learning strategy is introduced to simulate the train-test process of domain generalization for learning more generalizable models. RaMoE [26] adopts an effective voting-based mixture mechanism to dynamically leverage the diverse characteristics of source domains to improve the generalization ability of the model. Differently, we aim at solving the issue from the perspective of label distribution learning (LDL) [27], which resorts to generating a label distribution for each class to promote the robustness of the model in the unseen domain.

In this paper, we focus on the generalizable multi-source person re-identification task as in [25], where there are multiple available source domains in the training stage, and
the testing data is unseen during training. To address this issue, we develop a novel label distribution learning method to enhance the discrimination and generalization of the model. To be specific, the label distribution of each class is generated using the online manner during the training course, which can accurately metric the similarity between different classes. Thus, this method can effectively mine the relation information of different classes to boost the discrimination of the model. Besides, to alleviate the discrepancy of data distribution across different domains, we further revise the label distribution of each class to give more and equal attention to the other domains that the class does not belong to. Thus, this scheme can help to learn the domain-invariant feature, which is beneficial for the model’s generalization in the unseen domain. Moreover, we analyze the effectiveness of the proposed method from the theoretical perspective, which verifies that our method can indeed mitigate the domain gap across different domains. We conduct the experiments on multiple benchmark person Re-ID datasets to confirm the effectiveness of the proposed method. Moreover, the deep analysis by extensive experiments reveals the superiority of the proposed method. In this paper, our main contributions can be summarized as:

- We develop a novel label distribution learning method for DG-Re-ID, which can not only explore the relation of different classes to boost the discrimination of the model but also reduce the domain gap across different domains to enhance the generalization ability of the model.
- We propose a theoretical analysis to demonstrate the effectiveness of the proposed method, which shows that using the proposed label distribution learning can indeed map all samples into the same feature space and generate the domain-invariant feature.
- We evaluate our approach on multiple standard benchmark datasets, and the results show that our approach outperforms the state-of-the-art accuracy. Moreover, the ablation study and further analysis are provided to validate the efficacy of our method.

The rest of this paper is organized as follows. We review some related work in Section II. The proposed method is introduced in Section III. The theoretical analysis is described in Section IV. Experimental results and analysis are presented in Section V, and Section VI is conclusion.

II. RELATED WORK

In this section, we review the most related works to our work, including the generalizable person re-identification, domain generalization and label distribution learning. The detailed investigation is presented in the following part.

A. Generalizable Person Re-ID

Person Re-ID methods have achieved a great success in computer vision in recent years. For example, in [28], a novel Deep High-Resolution Pseudo-Siamese Framework (PS-HRNet) is introduced to solve the matching problem of person with the same identity but different resolutions captured by different cameras, which can alleviate the difference of feature distributions between low-resolution images and high-resolution images. In order to address the cross-illumination person Re-ID task, Zhang et al. [29] develop a novel Illumination Estimation and Restoring framework (IER), which can effectively reduce the disparities between training and testing images. Differently, the goal of domain generalizable person re-identification is to learn a robust model in the source domain that can directly perform well in the target domain without additional training. The existing methods mainly include network normalization, meta-learning and domain alignment.

The network normalization methods study how to effectively combine Batch Normalization (BN) and Instance Normalization (IN) [30], [31], [32]. For example, Jia et al. [31] adopt this approach in Re-ID to eliminate the shifts in style and content of different domains by adding IN in specific layers. Since this method removes some discriminative information, Jin et al. [32] design a style normalization and restitution module to distill identity-relevant feature from the removed information and restitute it to the network to ensure high discrimination. Moreover, Choi et al. [33] alleviate the overfitting problem by investigating unsuccessful generalization scenarios with the help of batch-instance normalization. Besides, some methods are designed based on meta-learning [25], [26], [34], [35]. For example, Song et al. [35] design a domain-invariant mapping network to generate classifier weights of specific categories to ensure good generalization performance on new datasets with the help of meta-learning. In [25], the memory-based multi-source meta-learning framework is introduced to enable the model to simulate the train-test process of DG during training and diversify meta-test feature with a meta batch normalization layer.

The main idea of domain alignment is to map all samples from different domains into the same space to alleviate the discrepancy of data distribution [24], [36], [37], [38], [39]. In [36], a dual distribution alignment network is proposed to map images into a domain-invariant feature space by selectively aligning the distributions of multiple source domains. Yuan et al. [38] employs an adversarial domain-invariant feature learning framework to learn separate identity-related feature from challenging variations, using video timestamp and camera index. Furthermore, QAConv [24] treats image matching as finding local correspondences in feature maps and constructs query-adaptive convolution kernels on the fly to achieve local matching. In addition to all the aforementioned methods, Liao et al. [40] propose to explore the use of hard example mining in the data sampling stage, which builds a nearest neighbor relationship graph for all classes to provide informative and challenging examples for learning.

In this paper, we deal with the generalizable person Re-ID task from the perspective of label distribution learning. On the one hand, our proposed method aims to explore the relation of different classes. On the other hand, our method can also alleviate the data-distribution discrepancy across different domains to learn domain-invariant feature simultaneously.

B. Domain Generalization

Recently, some methods are also developed to address the domain generalization problem in the classification and seman-
tic segmentation tasks [41], [42], [43], [44], [45], [46], [47], [48]. Inspired by domain adaptation methods, some works based on domain alignment [47], [49], [50], [51], [52], [53], [54] resort to mapping all data from different domains into the same space to alleviate the difference of data distribution across different domains. For example, Muandet et al. [50] propose a kernel based optimization algorithm to learn the domain-invariant feature and enhance the generalization ability of the feature representation. However, this method cannot ensure the consistency of conditional distribution, hence Zhao et al. [49] introduce an entropy regularization term to measure the dependency between the learned feature and the class labels, which can effectively ensure the conditional invariance of learned feature, so that the classifier can also correctly classify the feature from different domains.

Besides, Gong et al. [53] utilize CycleGAN [55] to generate new styles of images that cannot be seen in the training data, which smoothly bridge the gap between source and target domains to improve the generalization of the model. Rahman et al. [54] also use GAN to generate synthetic data and then reduce domain discrepancy to achieve domain generalization. Li et al. [52] adopt an adversarial autoencoder learning framework to learn a generalized latent feature representation in the hidden layer, and use Maximum Mean Discrepancy to align source domains, then they match the aligned distribution to an arbitrary prior distribution via adversarial feature learning. In this way, it can better generalize the feature of the hidden layer to other unknown domains. Rahman et al. [51] incorporate the correlation alignment module along with adversarial learning to help achieving a more domain agnostic model due to the improved ability to more effectively reduce domain discrepancy. In addition to performing adversarial learning at the domain level to achieve domain alignment, Li et al. [47] also perform domain adversarial tasks at the class level to align samples of each category that from different domains.

Particularly, our proposed method is related to the domain alignment methods. Differently, we achieve this goal by generating a special label distribution, which is not well investigated in the existing works. Moreover, since the person Re-ID is the metric task (i.e., the goal of this task is to match the feature to identify the same or different persons), the feature discrimination is excellently significant in the person Re-ID task. In the generalizable Re-ID task, the training set consists of multiple source domains, which contain a quantity of classes, thus exploring the relation of different classes is beneficial to improve the performance of the model. In this paper, we achieve this goal using label distribution learning, therefore the design of the label distribution is very critical in our method.

To obtain the similarity across different classes, we directly utilize the output of the classifier (i.e., softmax layer) in the neural network. For example, for a sample from the $i$-th class, if it is more similar to the $j$-th class than the other classes, the classifier’s prediction should be larger in the $j$-th class than in the other classes except for itself, which has been validated in the literature [58]. Based on the fact, we build the relation of different classes using the classifier’s output. Specifically, we first initialize two similarity matrix $\mathbf{M}_T$ and $\mathbf{M}_L \in \mathbb{R}^{C \times C}$, where $C$ is the total number of the classes and each element in the similarity matrix means the similarity of two corresponding classes. For each training image, we can obtain its prediction (i.e., the output of the softmax layer), and then update the corresponding row in $\mathbf{M}_T$ by

$$\mathbf{M}_T[i, :] \leftarrow (1 - m)\mathbf{M}_T[i, :] + mP_i,$$

where $P_i$ is the prediction of classifier for the samples from the $i$-th class, and $m$ is the hyper-parameter of a momentum update. After finishing an epoch, we update $\mathbf{M}_L$ by $\mathbf{M}_T$. Finally, $\mathbf{M}_L$ is employed as label distribution set to explore the relation of different classes, which can bring more discriminative features for the unseen domain. It is worth noting

### III. THE PROPOSED METHOD

In this paper, to enhance the generalization capacity of the model to the unseen domain, we propose to employ the label distribution learning for generalizable multi-source person re-identification (Re-ID). Particularly, the proposed label distribution is designed for mining the relation information of different classes and reducing the domain gap across different domains, simultaneously. The pipeline of our method is illustrated in Fig. 1. In the following part, we will detailedy introduce the process of generating the label distribution.

#### A. Exploring the Relation of Different Classes

Most of the generalizable person Re-ID methods neglect the relation of different classes, which can help the model to improve the feature discrimination. Specifically, because the person Re-ID is the metric task (i.e., the goal of this task is to match the feature to identify the same or different persons), the feature discrimination is excellently significant in the person Re-ID task. In the generalizable Re-ID task, the training set consists of multiple source domains, which contain a quantity of classes, thus exploring the relation of different classes is beneficial to improve the performance of the model. In this paper, we achieve this goal using label distribution learning, therefore the design of the label distribution is very critical in our method.

Label distribution learning (LDL) is proposed for some applications with label ambiguity [27], such as emotion distribution learning, age estimation, sense beauty, classification tasks, etc. LDL allows direct modeling of different importance of each label to the instance, and thus can better match the nature of many real applications. For example, Chen et al. [56] propose a label distribution learning on auxiliary label space graphs to address the problem that some facial expression recognition datasets only contain one-hot labels instead of label distributions. Besides, Huo et al. [57] put forward a deep age distribution learning which generates a Gaussian age distribution for each facial image as the training target and uses ensemble method to get the result.

Different from these label distribution learning methods, we resorts to developing the label distribution learning to mine the relation information of different classes so as to improve the discrimination of the model. In addition, we also expect that the proposed LDL can mitigate the data-distribution discrepancy across different domains to learn the domain-invariant feature.
that the \(i\)-th row in \(\mathbf{M}_L\) indicates the label distribution for the \(i\)-th class. Besides, we initialize \(\mathbf{M}_L\) and \(\mathbf{M}_T\) as \(\frac{1}{C}\) in our method.

### B. Reducing the Domain Gap Across Different Domains

In this part, we will introduce how to reduce the domain gap across different domains via further processing the above label distribution set (i.e., \(\mathbf{M}_L\)). To better alleviate the domain gap, during the process of the label distribution generation, we require to give more attention to the cross-domains than the domain that a class belongs to. Besides, to better align the data distribution across different domains, we aim to pull all classes closer to the far cross-domains, which can enhance the generalization ability of the model in the unseen domain via yielding the domain-invariant feature for all domains.

For the label distribution of all samples from the \(i\)-th class (e.g., \(L_i = \mathbf{M}_L[i, :] \in \mathbb{R}^{1 \times C}\)), we set these classes from the same domain as the \(i\)-th class to 0 except for the \(i\)-th value. Particularly, the \(i\)-th value remains unchanged. Here, we define \(\mathbf{L}_d\) as the \(d\)-th domain set of the class index in \(L_i\), thus we can compute the similarity between the \(i\)-th class and the \(d\)-th domain as follows:

\[
s_i^d = \frac{1}{N_d} \sum_{j=1}^{N_d} L_i[\mathbf{L}_d(j)], \quad s.t., i \neq d \neq \phi(i),
\]

where \(N_d\) is the number of classes (i.e., IDs) in the \(d\)-th domain, \(\phi(\cdot)\) is the function that maps a sample to its domain, \(i.e., \mathbf{L}_d\), we can know which domain a sample belongs to via \(\phi(\cdot)\). From the perspective of data distribution, the small value indicates that the distance between the \(d\)-th domain and all samples from the \(i\)-th class is far. To address this issue, we use the averaged value to re-assign the similarity of the \(d\)-th domain and the \(i\)-th class as bellow:

\[
\bar{s}_i = \frac{1}{K-1} \sum_{d \in \{\mathbf{D}\} \backslash \phi(i)} s_i^d, \quad s.t., d \neq \phi(i),
\]

where \(K\) is the number of domains in the training set, and \(\mathbf{D}\) is the set of all domains. \(\mathbf{D} \backslash \phi(i)\) denotes the set excluding \(\phi(i)\) from \(\mathbf{D}\). It is worth noting that the averaged value for all domains makes the large (small) value become small (large) value, thus this can give more attention to the domain that have the long distance from a class, and few attention to the domain that have short distance from a class.

Here, let the label distribution of the \(i\)-th class as \(L_i = [\cdots, l_i, \cdots, l_j, \cdots]\). We assign the new value to \(l_j\) as:

\[
l_j = \frac{l_j}{s_i^{\phi(j)} \times N_{\phi(j)}} \times \frac{(1 - l_i) \times \bar{s}_i \times N_{\phi(j)}}{\sum_{d \in \{\mathbf{D} \backslash \phi(i)\}} \bar{s}_j \times N_d}
= \frac{l_j}{s_i^{\phi(j)} \times \sum_{d \in \{\mathbf{D} \backslash \phi(i)\}} N_d}
\times \frac{1 - l_i}{N_d}, \quad s.t., \phi(j) \neq \phi(i),
\]

thus we can guarantee the sum of the label distribution is 1.

### C. The Training Process

In this paper, we use the following loss to conduct the label distribution learning as:

\[
L_{ldl} = - \sum_{i=1}^{C} l_i \times \log(p_i),
\]

where \(C\) is the total number of classes in the training set, and \(p_i\) represents the output probability of a sample from the \(i\)-th class.

During training, we employ the cross-entropy loss (i.e., \(L_{cls}\)), the triplet loss (i.e., \(L_{tri}\)) with hard mining sampling [59] and the label distribution learning (i.e., \(L_{ldl}\)) to train the model. Particularly, the cross-entropy loss and the triplet loss are the basic loss in the person Re-ID community [60], [61]. The overall loss for training the model can be described as:

\[
L_{overall} = L_{cls} + L_{tri} + \lambda L_{ldl},
\]
Algorithm 1 The Training Process of the Proposed LDL

1: Input: Training examples X and labels Y.
2: Output: The final model’s parameter θ.
3: procedure LDL
4: θ ← Initialize by ResNet-50 pre-trained on ImageNet.
5: ML and MT ← Initialize by \( \frac{1}{k} \).
6: for epoch ∈ [1, . . . , T] do
7:   for iteration ∈ [1, . . . , T′] do
8:     MT[i, .] ← (1 − m)MT[i, .] + m P_t.
9:     Update the parameter θ by Eq. 6.
10: end for
11: ML ← Update by MT.
12: For the \( i \)-th class LD, if a class is in the same domain as the \( i \)-th class, it is set as 0.
13: ML ← Update by Eq. 4.
14: end for
15: end procedure

where \( \lambda \) is the hyper-parameter to trade off the basic loss and the label distribution learning. The overall process of the label distribution is described in Algorithm 1.

Remark: The generated label distribution can also be considered as soft-label, i.e., there are several non-0 values in the label of each class. Besides, it is worth noting that the label smoothing [62] scheme is also a kind of label distribution, which is usually utilized to promote the model’s robustness. However, the scheme does not explore the relation of different classes and reduce the domain gap across different domains. Particularly, we also use the cross-entropy loss with the label smoothing scheme in all experiments.

IV. THEORETICAL ANALYSIS

In this part, we will give the theoretical analysis to validate that the proposed label distribution learning can indeed learn the domain-invariant feature well (i.e., our method can effectively reduce the discrepancy of the data distribution across different domains).

Proposition: Let \( S^k_i \) and \( S^d_j \) denote samples from the \( i \)-th (or \( j \)-th) class of the \( k \)-th (or \( d \)-th) domain. \( p^k_i(x) \) and \( p^d_j(x) \) are their probability density functions. It can be proved that ideally, using the proposed label distribution learning will lead to

\[
p^k_i(x) = p^d_j(x), \quad \forall x \in S^k_i \cup S^d_j. \tag{7}
\]

Proof: All the following analysis is conducted in the context of the learned feature representation (or equally, the learned shared subspace). Given an image \( x^d_i \) from the \( i \)-th class in the \( d \)-th domain, its posterior probability with respect to the \( k \)-th domain (denoted by \( D^k(k \in \{1, \ldots, D\}) \)) can be expressed via the Bayes’ rule as

\[
P(D^k|x^d_i) = \frac{p(x^d_i|D^k)P(D^k)}{p^d_j(x^d_i)}, \quad \forall k \in \{1, \ldots, D\}, \tag{8}
\]

where \( p(x^d_i|D^k) \) is the class-conditional probability density function in the \( k \)-th domain, \( p^d_j(x^d_i) \) denotes the probability density function of the images in the \( i \)-th class of the \( d \)-th domain, and \( P(D^k) \) is the prior probability of the \( k \)-th domain.

Let us turn to Eq. 8 and rearrange it as

\[
p(x^d_i|D^k) = \frac{P(D^k|x^d_i)p^d_j(x^d_i)}{P(D^k)}, \quad \forall k \in \{1, \ldots, D\}, \tag{9}
\]

Without loss of generality, equal prior probability can be set for the \( D \) domains, that is, \( P(D^k) \) is constant \( 1/D \). Further, note that by optimizing \( D_j \) in Eq. 5 above, it can be known that

\[
P(D^k|x^d_i) = \begin{cases} \frac{1-\mu}{D-1} & k \neq d \\ \frac{\mu}{D} & k = d \end{cases} \tag{10}
\]

Combining the above results, Eq. 9 becomes

\[
p(x^d_i|D^k) = \begin{cases} (1-\mu)D_{pd}^d(x^d_i) & k \neq d \\ l^d_{1j} \times p^d_j(x^d_i) \times D & k = d \end{cases} \tag{11}
\]

Assuming there are 3 (i.e., \( D = 3 \)) source domains in the training stage, we have

\[
p^3_j(x^d_i) = \sum_{k=1}^{3} p(x^d_i|D^k)P(D^k) = p(x^d_i|D^1)P(D^1) + p(x^d_i|D^2)P(D^2) + p(x^d_i|D^3)P(D^3) = D \times l^d_{1j} \times p^d_j(x^d_i) + \frac{2 \times (1-l^d_{1j})}{D-1} \times p^3_j(x^d_i) = l^d_{1j} \times p^d_j(x^d_i) + (1-l^d_{1j}) \times p^3_j(x^d_i) = p^3_j(x^d_i). \tag{12}
\]

Similarly, the result for any given image \( x^d_i \) from the \( j \)-th in the 1-st domain can be obtained as

\[
p^3_j(x^d_i) = \sum_{k=1}^{3} p(x^d_i|D^k)P(D^k) = p(x^d_i|D^1)P(D^1) + p(x^d_i|D^2)P(D^2) + p(x^d_i|D^3)P(D^3) = D \times l^d_{1j} \times p^d_j(x^d_i) + \frac{2 \times (1-l^d_{1j})}{D-1} \times p^3_j(x^d_i) = l^d_{1j} \times p^d_j(x^d_i) + (1-l^d_{1j}) \times p^3_j(x^d_i) = p^3_j(x^d_i). \tag{13}
\]

Therefore, for the samples from any two domains, we can obtain as

\[
p^k_i(x) = p^d_j(x), \quad \forall x \in S^k_i \cup S^d_j, \tag{14}
\]

where \( S^d_j \) denotes all samples from the \( j \)-th class of the \( d \)-th domain. This means that the two distributions, \( p^k_i(x) \) and \( p^d_j(x) \), are identical on the set \( S^k_i \cup S^d_j \). With respect to the definitions of the two distributions, this indicates that upon the learned feature representation, the data distributions of any two domains become identical and the distribution discrepancy is therefore removed.
V. EXPERIMENTS

In this part, we firstly introduce the experimental datasets and settings in Section V-A. Then, we compare the proposed method with the state-of-the-art generalizable Re-ID methods in Section V-B, respectively. To validate the effectiveness of various components in the proposed framework, we conduct ablation studies in Section V-C. Lastly, we further analyze the property of the proposed method in Section V-D.

A. Datasets and Experimental Settings

1) Datasets: We evaluate our approach on four large-scale image datasets: Market1501 [63], DukeMTMC-reID [64], MSMT17 [65] and CUHK03-NP [66], [67]. Market1501 (Ma) contains 1,501 persons with 32,668 images from six cameras. Among them, 12, 936 images of 751 identities are used as a training set. For evaluation, there are 3,368 and 19,732 images in the query set and the gallery set, respectively. DukeMTMC-reID (D) has 1,404 persons from eight cameras, with 16,522 training images, 2,228 query images and 17,661 gallery images. MSMT17 (Ms) is collected from a 15-camera network deployed on campus. The training set contains 32,621 images of 1,041 identities. For evaluation, 11,659 and 82,161 images are used as query and gallery images, respectively. CUHK03-NP (C) has an average of 4.8 images per camera for each identity. The dataset provides both manually labeled bounding boxes and DPM-detected bounding boxes. On this dataset, there are 7,365 training images, and 1,400 images and 5,332 images in query set and gallery set are used in the testing stage. Particularly, we divide these four datasets into two parts: three domains as source domains for training and the other one as target domain for testing. We adopt the recommended setting in [25]. For all datasets, we employ CMC (i.e., Cumulative Match Characteristic) accuracy and mAP (i.e., mean Average Precision) for Re-ID evaluation [63].

2) Implementation Details: In this experiment, we use the ResNet-50 [68] and IBN-Net50 [69] pre-trained on ImageNet [70] to initialize the network parameters. For the cross-entropy loss, we employ the label smoothing scheme during the training course. In a batch, the number of IDs and the number of images per person are set as 16 and 4 to produce triplets for each domain, respectively. The initial learning rate is $3.5 \times 10^{-4}$ and divided by 10 at the 30-th and 50-th epochs, respectively. The proposed model is trained with the Adam optimizer in a total of 60 epochs. The size of the input image is $256 \times 128$. For data augmentation, we perform random cropping, random flipping and auto-argumentation [71]. Besides, $m$ in in Eq. 1 and $\lambda$ in Eq. 6 are set as 0.2 and 1.0, respectively. Particularly, we utilize the same setting for all experiments on all datasets in this paper.

B. Comparison With State-of-the-Art Methods

We compare our proposed method with some state-of-the-art methods as reported in Table I, including QAConv$_{50}$ [24], CBN [39], SNR [32], OSNet [72] and M$^2$L [25]. QAConv$_{50}$ [24] treats image matching as finding local correspondences in feature maps, and constructs query-adaptive convolution kernels on the fly to achieve local matching. CBN [39] forces the images of all cameras to fall onto the same subspace, so that the distribution gap between any camera pair is largely shrunk. SNR [32] filters out style variations by instance normalization and distill identity-relevant feature from the removed information and substitute it to the network to ensure high discrimination. OSNet [72] is capable of learning omni-scale feature representation for person re-ID. When equipped with instance normalization via differentiable architecture search, OSNet becomes OSNet-AIN. M$^2$L [25] utilizes a meta-learning strategy to simulate the train-test process of domain generalization for learning more generalizable models. As seen in Table I, our method outperforms all other methods on Rank-1 and mAP under different types of backbones. For example, in the “D$+\text{C}$→Ma” task, our method increases M3L by 3.0% (55.5 vs. 52.5) and +2.0% (80.3 vs. 78.3) on mAP and Rank-1 when using IBN-Net50 as the backbone. This is mainly because our method mitigates the discrepancy between multiple source domains and the target domain. CBN takes into account the differences between different cameras, but does not deal with the different source domains. Both SNR and OSNet introduce normalization to improve the generalization of the model, but they are not effective in removing styles from multiple source domains, and feature distributions of the unseen target domains are also not well aligned. Our method not only improves the discrimination of the model, but also learn the domain-invariant feature representation and effectively deal with the domain-shift problem. In the end, we prove that our method has the potential to improve the generalization capability.

| Method | D$+\text{C}$→Ma | M$^2$L→ID |
|--------|-----------------|-------------|
| QAConv$_{50}$ [24] | 39.5 | 68.6 | 43.4 | 64.9 |
| CBN [39] | 47.3 | 74.7 | 50.1 | 70.0 |
| SNR [32] | 48.5 | 75.2 | 48.3 | 66.7 |
| OSNet [72] | 44.2 | 72.5 | 47.0 | 65.2 |
| OSNet-AIN [72] | 44.9 | 73.0 | 45.7 | 64.6 |
| M$^2$L [25] | 51.1 | 76.5 | 48.2 | 67.1 |
| LDDL [70] our | 52.5 | 78.3 | 48.8 | 67.2 |

| Method | M$^2$L→Ma$\rightarrow$C |
|--------|-------------------------|
| QAConv$_{50}$ [24] | 10.0 | 29.9 | 19.2 | 22.9 |
| CBN [39] | 15.4 | 37.0 | 25.7 | 25.2 |
| SNR [32] | 13.8 | 35.1 | 29.0 | 29.1 |
| OSNet [72] | 12.6 | 33.2 | 23.3 | 23.9 |
| OSNet-AIN [72] | 16.2 | 39.8 | 25.4 | 25.7 |
| M$^2$L [25] | 13.1 | 32.0 | 30.9 | 31.9 |
| LDDL [70] ours | 15.4 | 37.1 | 31.4 | 31.6 |

| Method | Ma$\rightarrow$D$\rightarrow$C |
|--------|-------------------------|
| QAConv$_{50}$ [24] | 51.3 | 77.6 | 52.6 | 71.9 |
| LDDL [70] ours | 55.5 | 80.3 | 55.1 | 72.3 |
TABLE II

| Moudle          | mAP | Rank-1 | Rank-5 | Rank-10 |
|-----------------|-----|--------|--------|---------|
| Baseline        | 44.9| 72.4   | 85.4   | 89.3    |
| Baseline+DLD-1  | 48.9| 75.9   | 87.6   | 91.3    |
| Baseline+LDDL   | 51.3| 77.6   | 88.5   | 92.0    |
| Baseline+DLD    | 52.6| 71.9   | 82.8   | 86.2    |

TABLE III

| Method          | mAP | Rank-1 | Rank-5 | Rank-10 |
|-----------------|-----|--------|--------|---------|
| Baseline        | 50.7| 77.6   | 88.6   | 91.9    |
| Baseline+DLD    | 55.5| 80.3   | 90.3   | 93.7    |
| Baseline+LDDL   | 58.9| 89.8   | 91.6   | 95.1    |
| Baseline+LDDL   | 55.1| 72.3   | 84.1   | 87.2    |
| Baseline+DLD    | 18.7| 44.2   | 58.2   | 64.0    |
| Baseline+DLD    | 21.6| 49.4   | 62.7   | 68.0    |
| Baseline+LDDL   | 25.0| 22.6   | 43.9   | 54.7    |
| Baseline+LDDL   | 32.8| 32.9   | 52.0   | 62.5    |

C. Ablation Study

In this section, we conduct the ablation study to confirm the effectiveness of the proposed method, as shown in Table II. In this table, “DLD-1” indicates that the label distribution only contains the information of the relation between different classes, as described in Sec. III-A. “DLD” denotes the complete method, i.e., exploring the relation of different classes and reducing the domain gap across different domains as describe in Sec. III-A and Sec. III-B. As seen in this Table, when the label distribution is used for exploring the relation of different classes, the performance of the baseline can be obviously improved in all tasks. For example, in the “D+C+Ms→Ma” task, using the “DLD-1” can improve the performance of the baseline by +4.0% (48.9 vs. 44.9) on mAP. Therefore, this confirms the efficacy of exploring the relation of different classes during training. Moreover, based on “DLD-1”, combining the scheme of reducing the domain-shift across different domains can further enhance the result of the baseline, e.g., the performance of “DLD” is increased by +2.1% (43.9 vs. 41.8) on Rank-1 when compared to “DLD-1” in the “Ma+D+C→Ms” task, which owes to the scheme of reducing the domain gap. Hence, this ablation experiment validates that the proposed LDL method is beneficial for the domain generalization task.

Besides, we also validate the effectiveness of our method on IBN-Net50 (i.e., using IBN-Net50 as the baseline), as reported in Table III. As seen in the table, our method is also effective in all tasks, e.g., mAP of the baseline is increased by +4.8% (55.5 vs. 50.7) in the “D+Ms+C→Ma” task, and the proposed LDL outperforms the baseline by +5.2% (49.4 vs. 44.2) on Rank-1 in the “Ma+D+C→Ms” task. As aforementioned, the proposed LDL method can not only explore the relation of different classes but also alleviate domain gap, thus it can bring the significant improvement of the performance.

Moreover, we also verify the efficacy of the proposed method when the unseen domains are small-scale datasets (i.e., PRID [73], GRID [74], VIPeR [75] and i-LIDs [76]), and the model is trained on Market1501, DukeMTMC-reID, MSMT17 and CUHK03. Particularly, the performances of these small ReID datasets are evaluated on the average of 10 repeated random splits of gallery and probe sets. The experimental results are listed in Table IV. It can be seen that our method can achieve a relatively large improvement on all small-scale datasets, e.g., mAP of the baseline is increased by +8.2% (44.8 vs. 36.6) on the GRID. Our proposed method aligns the feature space across different domains, so that it can achieve much better performance. Such experimental results show the generalization potential of our model.

D. Further Analysis

In this part, we conduct more experiments to further analyze the property of our method.

1) The Sensitivity of the Hyper-Parameter: In our method, there are two hyper-parameters i.e., \( m \) and \( \lambda \) in Eq. 1 and Eq. 6. For the hyper-parameter \( m \), we use it to update the matrix \( M \) after each iteration. In this experiment, we utilize the various \( m \) to analyze the sensitivity of the hyper-parameter, as shown in Fig. 2. If \( m \) is set as 0, it means the \( M \) is not updated during the whole training stage, thus the result is poor when compared to other settings. If \( m \) is set as 1, the performance slightly decreases in the “Ma+Ms+C→D” task. According to the experiment, we set \( m \) as 0.2 in all experiments. Besides, for the hyper-parameter \( \lambda \), it is used to trade off the proposed LDL and the conventional loss, and the experimental result is shown in Fig. 3. As seen, when it is set as 1, we can obtain relatively good result. If it is set as the larger or smaller value, the performance will slightly drop in all tasks. Hence, in our experiment, the hyper-parameter \( \lambda \) is set as 1.

2) Further Analysis of the Proposed LDL: To further confirm the effectiveness of the proposed LDL, we further conduct
Fig. 2. Experimental results with different values of hyper-parameter $m$.

Fig. 3. Experimental results with different values of hyper-parameter $\lambda$.

TABLE V

| Method | mAP | Rank-1 | Rank-5 | Rank-10 |
|--------|-----|--------|--------|---------|
| LDL-1  | 48.9| 75.9   | 87.6   | 91.3    |
| LDL-2  | 50.1| 76.7   | 88.1   | 92.0    |
| LDL-3  | 51.3| 77.6   | 88.5   | 92.0    |
| LDL-4  |     |        |        |         |
| LDL-5  |     |        |        |         |

TABLE VI

| Method | mAP | Rank-1 | Rank-5 | Rank-10 |
|--------|-----|--------|--------|---------|
| LDL-1  | 75.5| 87.3   | 93.2   | 97.2    |
| LDL-2  | 85.7| 94.1   | 93.9   | 96.8    |
| LDL-3  | 88.5| 98.9   | 97.3   | 97.1    |
| LDL-4  |     |        |        |         |
| LDL-5  |     |        |        |         |
| LDL-6  | 51.4| 77.0   | 79.0   | 83.0    |

experiments in multiple different tasks, as reported in Table V. In this table, “LDL-1” denotes the proposed label distribution only explores the relation of different classes, as introduced in Sec. III-A. “LDL-2” represents that we further set the other classes in the same domain of the target class as 0 to give more attention to the other domains, as described in Sec. III-B. “LDL-3” is the complete method as shown in Algorithm 1. Specifically, compared to “LDL-2”, “LDL-3” further assigns the same attention to each other domain, except for the own domain, as described in Sec. III-B. As seen in Table V, when the label distribution is revised by the scheme of neglecting the classes of the own domain, the result can further be improved (i.e., “LDL-2” has better performance than “LDL-1”). Moreover, “LDL-3” can further enhance the performance of “LDL-2”, e.g., in the “D+Ms+C→Ma” task, “LDL-3” outperforms “LDL-2” by +1.2% (51.3 vs. 50.1) on mAP. Therefore, the above results further validate the efficacy of the proposed method.

3) Evaluation on Source Domains: We also evaluate our method on source domains as reported in Table VI. As observed in this table, the proposed method (i.e., LDL) also outperforms the baseline model on source domains. For example, when the model is trained in the “D+Ms+C→Ma” task, our method increases the result of MSMT17 (i.e., Ms) by +2.5% (53.2 vs. 50.7) on mAP. This experiment shows that our method has a positive effect not only on the domain generalization task but also on the multi-domain person Re-ID task. The main reason is that the proposed label distribution learning can effectively exploit the information of each domain to boost the discrimination of the model by the class-relation-mining scheme and the domain-alignment scheme.

4) Visualization of Feature Representation: In this part, we visualize the feature representation of our method and the baseline, as shown in Fig. 4. As seen, each domain scatter in different regions in the visualization of the baseline, while our method tends to mix different domains into the same space. For example, in Fig. 4 (b), the red and the purple are almost non-overlapping, but in in Fig. 4 (f), the red and the purple are close. This experiment illustrates the proposed method can indeed mitigate the domain gap across different domains, which is consistent with the propose theoretical analysis in Sec. IV.

5) Experimental Results of the Label Assignment: To further reveal the property of our method, we display the similarity between a class and the other domains (i.e., all domains excluding the domain that the class belongs to). As described in Sec. III-B, the similarity is the averaged value of the corresponding domain in $MT$. The results are given in Table VII, where “OD-1” and “OD-2” are the similarity between a class and other two domains, and the “Diff” denotes the difference between “OD-1” and “OD-2”. For example, in the “Market” part, “OD-1” or “OD-2” represents the similarity between a class on Market1501 and DukeMTMC-reID or CUHK03. Particularly, the results are obtained after finishing the model training. In Table VII, we randomly select three classes for each domain to show the results. There are two observations as follows: 1) Our proposed method enables classes to have higher similarity to other domains, which confirms that the proposed LDL gives more attention to other domains; 2) The “Diff” of the proposed method is smaller than the baseline, hence the proposed LDL focuses...
on the other domains more evenly when compared to the baseline. The above observations together deeply validate that our method can effectively alleviate the data-distribution discrepancy across different domains.

6) Comparison Between Label Distribution and One-Hot Label: In this part, we conduct the experiments to demonstrate the superiority of using distribution over the one-hot label. In this experiment, we aim to conduct the direct comparison between one-hot label \(^1\) (i.e., classification loss) and label distribution (i.e., label distribution learning loss). Particularly, since our label distribution depends on the classification loss, if there is no classification loss, the label distribution cannot be generated. Therefore, to ensure the identity information of the label distribution, we set the own identity as 0.88 in each label distribution. For example, if an image belongs to the 2-nd class, the 2-nd class is set as 0.88, and other classes are set using our label distribution method. One-hot label and label distribution are implemented by “\(\text{Loss} = \text{Lcls} + \text{Ltri}\)” and “\(\text{Loss} = \text{Lldl} + \text{Ltri}\)”, respectively. Experimental results are reported in Table VIII. As seen, using distribution outperforms the one-hot label in all tasks, which confirms the superiority of using distribution over the one-hot label.

7) Evaluation on the Classification Distribution and Feature Representations for the Domain Gap: Considering that using the cosine distance based on features is convenient for evaluating the similarity of different classes, we conduct an experiment that utilizes the cosine distance based on feature representations.
representations. Specifically, we employ a memory bank to save the features of all classes with the momentum update manner. After each epoch, we use these features to compute the similarity of different classes, thus we can obtain a $C \times C$ matrix that is similar to $M_L \in \mathbb{R}^{C \times C}$ in our method. We then leverage the same method as ours to produce $M_L$, and use the same loss function as ours to train the model. The experimental results are reported in Table IX. As observed, for estimating the domain gap, using the classification distribution outperforms using feature representations with the cosine distance. Besides, compared with the classification distribution scheme, using the feature representations with the cosine distance needs to compute the similarity after each epoch, thus it brings a larger computation cost during training.

VI. CONCLUSION

In this paper, we aim to address the generalizable multi-source person Re-ID task via label distribution learning. Different from the existing methods, we propose a novel label distribution learning method to explore the relation of different classes and reduce the domain-shift between different domains, which can enhance the discrimination of the feature and boost the generalization capability of the model. Furthermore, we give the theoretical analysis to validate the efficacy of the proposed method, which can map all features into the same space, thus it can enforce the model to learn the domain-invariant feature representation. Extensive experiments on multiple datasets validate the efficacy of the proposed method.
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