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Abstract

A quadratic programming method with network flow constraints is proposed to improve crowd pedestrian counting in video surveillance. Most of the existing approaches estimate the number of pedestrians within one frame, which result in inconsistent predictions in temporal domain. In this paper, firstly, we segment the foreground of each frame into different groups, each of which contains several pedestrians. Then we train a regression-based map from low level features of each group to its person number. Secondly, we construct a directed graph to simulate people flow, whose vertices represent groups of each frame and edges represent people moving from one group to another. Then, the people flow can be viewed as an integer flow in the constructed directed graph. Finally, by solving a quadratic programming problem with network flow constraints in the directed graph, we obtain a consistent pedestrian counting. The experimental results show that our method can improve the crowd counting accuracy significantly.
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I. INTRODUCTION

Crowd pedestrian counting is a challenging problem in computer vision, due to heavy long-term occlusion and various perspective distortion in different environments. It has gained significant interest in areas such as public security, resource management and public transportation monitoring. There are three types of counting techniques including counting by detection, counting by statistics and counting by tracking.

People can be detected by a pedestrian detector [1], face detector and head-shoulder detector [2]. In the pedestrian detection approach, a binary classifier is trained using common features, such as haar wavelets and histogram of oriented gradients (HOG) [3]. Then the trained classifier can be applied to search for pedestrians by sliding window in image pyramid. The detection performance can be further improved by deformable parts model [4]. Pedestrian detection is scaling and distortion insensitive due to pyramid window searching and deformable parts model, which lead to cross-scene counting techniques. However, despite of remarkable progression, the accuracy of counting by detection heavily suffers from high missing rates of detectors, especially in high occlusion level.

Statistic counting methods are regression methods [5]–[9], [13], [21] by training a map from low level features to the number of people directly. Antoni B. Chan and Nuno Vasconcelos [5]–[7] utilize gaussian process regression method and bayesian poisson regression method to obtain the correspondence between the features (segment features, edges features and texture features) and crowd number. D.Conte et al [8], [9] applied support vector regression method to learn the map from salient points based features to crowd number.
Although the training procedure needs some elaborate work, including feature selection, these methods are more robust and efficient than pedestrian detection methods in high-density crowd scene. Therefore they gain extensive popularity in crowd counting. There are other machine learning methods applied to crowd counting, such as sparse representation [15] and deep learning [19]. However, almost all statistic methods use only one frame to predict pedestrian number, which result in inconsistent predictions. It means that these methods may output different values for the same group of people in consecutive frames.

Recent tracking methods view people flow as a network flow and view a pedestrian as a continuous trajectory, which can be modeled as a 1-flow (or a path) in the network, then utilize network flow methods to multi-object tracking tasks. Anton Milan et al [10] model the problem as a multi-label conditional random field on network, and find a set of continuous trajectory by $\alpha$-expansion algorithm. Horesh Ben Shitrit et al [16] formulate tracking multiple people whose walking paths may intersect as a multi-commodity network flow problem. As multi-object tracking tasks need to identify every single person, time-independent people detector are used to find out possible people sites per frame and then linked these sites into consistent trajectories by global optimization on networks. Thus, this method may success in the scene that pedestrians are sparse. However, it is hard to deal with ID switches in crowd scene.

Counting in crowd scene is much different to multi-object tracking task, because we are only concerned with the total number of pedestrians per frame. In crowd scene, people are clustered into several groups and we can only track each group as a whole. Thus, instead of modeling each possible single-person position in each frame as a vertex, we model each group as a vertex of a network (or a directed graph), and a consistent counting result should satisfy the network flow constraints on the network. For each group of pedestrians, the regression based method is used to predict its person number, which may not be consistent with other frames. Then we obtain final solutions satisfying network flow constraints by solving a mathematical programming problem.

In this paper, we utilize background substraction method to obtain foregrounds of fixed scene videos. The foregrounds are supposed to be all pedestrians and we cluster the foreground of each frame to several groups. Then we train a support vector regressor mapping from extracted features of each group to its person number. Later, we construct a quadratic programming model and a linear programming model to improve the predicted people number of group. Finally, by summing up number of all groups in same frame, we obtain the final counting results. It is worth noting that our quadratic and linear programming method can also be applied to any regression counting approaches that segment foreground firstly, such as methods in [7], [9]. The main components of proposed method are depicted in Fig. 1.

![Fig. 1. The main components of our method](image)

The experimental results show that the proposed method outperforms Conte’s method in [9], and our quadratic programming approach improves the accuracy significantly and performs a consistent crowd counting in videos. We further compare quadratic programming approach with linear programming one.
The experiments show that quadratic programming approach performs better than linear programming one in most cases.

The paper is organized as follows. Section II introduces the foreground segmentation method and SVR regression counting method used for experiments in this paper. In Section III, we structure the network flow model and introduce the network flow constraints for crowd pedestrian counting. Section IV-A and Section IV-B adopt the quadratic programming model and linear programming model to solve the network flow constraints problem, respectively. Experimental results of different methods to the crowd counting problem are presented in Section V. Finally, we give some concluding remarks in Section VI.

II. FOREGROUND SEGMENTATION AND REGRESSION COUNTING METHOD

In order to verify the effectiveness of network flow constraints, we propose a simple regression counting method. Given a video of specific scene, we first use frame differential method to obtain the foreground image of each frame. Then we further process the foreground image by erosion and dilation operations. Suppose all moving objects in the video are pedestrians, then each connected region in foreground image is viewed as a group. As shown in Fig.2(a), the pedestrians are clustered into four groups.

Let $C$ be a group in the segmented image. We convert $C$ into a feature vector, then feed it into a regressor. The output of the regressor is the estimated number of persons in the group. Let $T$ be the vector $(x_c, y_c, w, h, \psi, \ell, \zeta, \theta)$ and the number of people $n_C$ in $C$ can be estimated by

$$n_C = f(T)$$  \hspace{1cm} (1)

where

- $(x_c, y_c)$ is the center of gravity of group $C$.
- $(w, h)$ is the width and height of bounding rectangle of group $C$.
- $\psi$ is total number of pixels of group $C$.
- $\ell$ is perimeter of group $C$.
- $\zeta$ is total number of edge pixels contained in group $C$ detected by Canny edge detector.
- $\theta$ is total number of SURF feature points contained in group $C$.

Support vector machine has a strong learning capability that is proposed for classical dichotomy problems. We utilize support vector regression algorithm to train a regressor. For testing, we use the trained regressor to estimate the number of individuals in each group. It should be noticed that the proposed regression method requires scene dependent training. For a new camera setup, the learning process should be repeated.

III. NETWORK FLOW CONSTRAINTS FOR CROWD COUNTING

Let $(I_1, I_2, \ldots, I_n)$ be a sequence of frames in a video. For each image $I_i$, we segment the foreground of $I_i$ into $m_i$ groups $P^i_1, P^i_2, \ldots, P^i_{m_i}$, and each group is a connected region in frame $i$. Let $P^i = \{P^i_1, P^i_2, \ldots, P^i_{m_i}\}$ and $P = \bigcup_{i=1}^{n} P^i$. For a fixed scene, regions that people entering and exiting are unchangeable, which are often close to the image boundary. We denote region from which people entering the fixed scene with $S$ and region through which people exiting the fixed scene with $T$. An example is shown in Fig.3. The zone $S$ and the zone $T$ are the same region, because they both allow pedestrian entering and exiting in these videos.
Definition III.1. Let $D(V, A)$ be a directed graph, whose vertex set is $V = P \cup \{S, T\}$ and the arc set is set $A$ such that

1. $(P_i^t, P_j^{t+1}) \in A$ if and only if $P_i^t$ overlaps $P_j^{t+1}$;
2. $(S, P_i^t) \in A$ if $P_i^t$ overlaps $S$, and $(P_i^t, T) \in A$ if $P_i^t$ overlaps $T$;
3. $(S, P_i^t) \in A$ if frame $t$ is the first frame of image sequence, and $(P_i^t, T) \in A$ if frame $t$ is the last frame of image sequence;
4. $(S, P_i^t) \in A$ if $P_i^t \cap P_k^{t-1} = \emptyset$ for any $P_k^{t-1} \in P^{t-1}$, and $(P_i^t, T) \in A$ if $P_i^t \cap P_j^{t+1} = \emptyset$ for any $P_j^{t+1} \in P^{t+1}$.

Clearly, directed graph $D$ is a network with source $S$ and sink $T$. Since frame number is increasing along the direction of each arc, then network $D$ is acyclic. For simplicity, we identify groups with vertices of $D$ in this paper. It should be noticed that foreground segmentation may not be as accurate as possible. When group tracking fails, it may cause that some $P_i^t$ has no intersections with any groups in $P^{t-1}$ or some $P_i^t$ has no intersections with any groups in $P^{t+1}$. If $P_i^t$ has no intersections with any groups in $P^{t-1}$, then $(S, P_i^t)$ is an arc according to (4) of definition III.1. If $P_i^t$ has no intersections with any groups in $P^{t+1}$, then $(P_i^t, T)$ is an arc according to (4) of definition III.1. As we will see later, it makes our method more robust.

Since it is impossible to construct the network of whole video in real time. For any frame $I_c$, we use the set of $(2\ell + 1)$ frames $\{I_{c-\ell}, I_{c-\ell+1}, \ldots, I_{c-1}, I_c, I_{c+1}, \ldots, I_{c+\ell}\}$ to construct the network. We call the graph as $(2\ell + 1)$-layer network centered at frame $c$, denoted by $H(c, \ell)$. Fig. 2 shows three consecutive frames. The corresponding 3-layer network centered at frame 2, denoted by $\hat{H}(2, 1)$, is shown in Fig. 4.

Fig. 3. Entering region $S$ and exiting region $T$ in the specific scene.

Fig. 4. 3-layer network $H(2, 1)$ corresponding to three frames in Fig. 2.
For digraph $D$, the subgraph induced by $V_1 \subset V$ is denoted by $D[V_1]$. Let $D' = D[V \setminus \{S,T\}]$, we can decompose $D'$ into $p$ weakly connected components $D'_1,D'_2,\ldots,D'_p$. Then for each $i \in \{1,2,\ldots,p\}$, induced digraph $D[V(D'_i) \cup \{S,T\}]$ forms a network with source $S$ and sink $T$. We call them weakly connected sub-networks $D_i$. As an example, three weakly connected sub-networks corresponding to network $H(2,1)$ in Fig 4 are shown in Fig 5.

![Connected component decomposition of Networks.](image)

Suppose that the segmentation of foreground never divide a single person into two or more groups. Then the actual number of people in each group is an integer value. Define $f$ be a function \[ f : A \mapsto \mathbb{N}. \] such that

- For any arc $(P_i^t,P_j^{t+1}) \in A$, define $f((P_i^t,P_j^{t+1}))$ be the actual person number moving from group $i$ at frame $t$ to group $j$ at frame $t+1$;
- For any arc $(S,P_i^t) \in A$, define $f((S,P_i^t))$ be the actual person number of group $i$ at frame $t$;
- For any arc $(P_i^t,T) \in A$, define $f((P_i^t,T))$ be the actual person number of group $i$ at frame $t$.

Let

\[
\begin{align*}
  & f^+(P_i^t) = \sum_{(P_i^t,y) \in A} f((P_i^t,y)), \\
  & f^-(P_i^t) = \sum_{(x,P_i^t) \in A} f((x,P_i^t)).
\end{align*}
\]

(3)

Clearly, $f^+(P_i^t) = f^-(P_i^t)$ and they both represent the actual person number in group $i$ at frame $t$, we set $f(P_i^t) = f^+(P_i^t) = f^-(P_i^t)$. Moreover, people only enter the scene from region $S$ and exit the scene through region $T$, which implies that $f^+(S) = f^-(T)$. Thus, function $f$ on arc set $A$ is an integer $(S,T)$-flow in network $D$. The network flow constraints of network $D$ can be defined as follows.

\[
\begin{align*}
  & \sum_{(x,P_i^t) \in A} f((x,P_i^t)) = \sum_{(P_i^t,y) \in A} f((P_i^t,y)) = f(P_i^t), \quad \text{for } P_i^t \in V \setminus \{S,T\} \\
  & \sum_{(S,P_j^t) \in A} f((S,P_j^t)) = \sum_{(P_k^t,T) \in A} f((P_k^t,T))
\end{align*}
\]

(4)

Therefore, when we get the predicted number of pedestrians of $(2\ell+1)$ frames in a video, a consistent result should satisfy the network flow constraints of network $D$. 

IV. Mathematical Programming Model

The regression method described in Section II can predict the number of people for each group in the network. We denote the predicted value of group \( i \) at frame \( t \) by \( \hat{f}(P^t_i) \). Since the prediction is processed per frame, it can never guarantee consistent results, which means it will violate the network flow constraints of network \( D \). In order to obtain better pedestrian crowd counting results, we put forward an integer quadratic programming model and an integer linear programming model on network \( D \) to improve the predictions of regression methods, respectively.

A. Quadratic Programming Model

The quadratic programming model on network \( D \) is constructed as follows:

\[
\min \sum_{P^t_i \in V \backslash \{S,T\}} w(\hat{f}(P^t_i)) \cdot (f(P^t_i) - \hat{f}(P^t_i))^2
\]

s.t. \( f(P^t_i) = \sum_{(x,P^t_i) \in A} f(x, P^t_i), \) for \( P^t_i \in V \backslash \{S,T\} \)

\[
f(P^t_i) = \sum_{(P^t_i,y) \in A} f((P^t_i,y)), \quad \text{for } P^t_i \in V \backslash \{S,T\}
\]

\[
\sum_{(S,P^t_j) \in A} f((S,P^t_j)) = \sum_{(P^t_k,T) \in A} f((P^t_k,T))
\]

(5)

Where \( f(P^t_i)'s \) and \( f((P^t_i,P^{t+1}_j))'s \) are integer valuables, \( w(\hat{f}(P^t_i)) \) represents the reliability of prediction \( \hat{f}(P^t_i) \) to group \( i \) at frame \( t \).

1) Model Solution: It is difficult to obtain the solution of proposed model. However, by relaxing the integer valuables \( f(P^t_i)'s, f((P^t_i,P^{t+1}_j))'s \) into real valuables, the model change to be a quadratic programming problem with only linear equation constraints. Since the objective function is strongly convex, the problem has unique optimal solution. The lagrange function of this model can be written as follow.

\[
L(f, \lambda^-, \lambda^+, \mu) = \sum_{P^t_i \in V \backslash \{S,T\}} w(\hat{f}(P^t_i)) \cdot (f(P^t_i) - \hat{f}(P^t_i))^2
\]

\[
+ \sum_{P^t_i \in V \backslash \{S,T\}} \lambda^1_{P^t_i} \left( f(P^t_i) - \sum_{(x,P^t_i) \in A} f(x, P^t_i) \right)
\]

\[
+ \sum_{P^t_i \in V \backslash \{S,T\}} \lambda^2_{P^t_i} \left( f(P^t_i) - \sum_{(P^t_i,y) \in A} f((P^t_i,y)) \right)
\]

\[
+ \mu \left( \sum_{(S,P^t_j) \in A} f((S,P^t_j)) - \sum_{(P^t_k,T) \in A} f((P^t_k,T)) \right). \quad (6)
\]

In mathematical optimization, the Karush-Kuhn-Tucker (KKT) conditions are first order necessary conditions for a solution in nonlinear programming to be optimal, provided that some regularity conditions are satisfied. For convex programming problems, KKT conditions are also sufficient ones. The KKT condition
of proposed problem can be derived as follows.

\[
\begin{align*}
\sum_{\langle x, P^t_i \rangle \in A} f(\langle x, P^t_i \rangle) &= f(P^t_i), \quad \text{for } P^t_i \in V \setminus \{S, T\}; \\
\sum_{\langle P^t_i, y \rangle \in A} f(\langle P^t_i, y \rangle) &= f(P^t_i), \quad \text{for } P^t_i \in V \setminus \{S, T\}; \\
\sum_{\langle S, P^t_i \rangle \in A} f(\langle S, P^t_i \rangle) &= \sum_{\langle P^t_k, T \rangle \in A} f(\langle P^t_k, T \rangle); \\
\lambda^+_p + \lambda^-_{p+1} &= 0, \quad \text{for } \langle P^t_p, P^t_{p+1} \rangle \in A; \\
-\mu + \lambda^-_p &= 0, \quad \text{for } \langle S, P^t_p \rangle \in A; \\
\lambda^+_p + \mu &= 0, \quad \text{for } \langle P^t_k, T \rangle \in A; \\
\sum_{P^t_i \in V \setminus \{S, T\}} w(\hat{f}(P^t_i)) \cdot (f(P^t_i) - \hat{f}(P^t_i)) + \lambda^-_p + \lambda^+_p &= 0, \quad \text{for any } P^t_i \in V \setminus \{S, T\}.
\end{align*}
\]

(7)

Suppose \(|V| = n\) and \(|A| = m\), the KKT condition is a linear system with \(3n + m - 5\) variables and \(3n + m - 5\) equations. Therefore, we can solve the quadratic programming problem by solving KKT linear system.

Recall that network \(D\) can be decomposed into several weakly connected sub-networks \(D_1, D_2, \ldots, D_p\). Since each sub-network is independent, then we can divide the original problem into some simple sub-problems. That means we only need to solve the quadratic programming model on each weakly connected sub-network \(D_i\), for \(i = 1, 2, \ldots, p\).

If some weakly connected sub-networks of \(D\) is a directed path with \(n\) internal vertices like \(H_3(2,1)\) shown in Fig 5 (b), network flow constraints turn out to be \(f(P^1_{i_1}) = f(P^2_{i_2}) = \ldots = f(P^n_{i_n})\). So we can set them all be \(f\), and the optimal problem becomes as follow.

\[
\min \sum_{t=1}^n w(\hat{f}(P^t_{i_1})) \cdot (f - \hat{f}(P^t_{i_1}))^2.
\]

(8)

Finally we get the consistent prediction

\[
f = \frac{\sum_{t=1}^n w(\hat{f}(P^t_{i_1})) \cdot \hat{f}(P^t_{i_1})}{\sum_{t=1}^n w(\hat{f}(P^t_{i_1}))}.
\]

(9)

2) Reduction of Lagrangian Multiplies: In order to simplify the KKT linear system, we analyze the constraints on lagrangian multiplies. These equations are independent with other valuables, and each of them is related to an arc of graph \(D\).

\[
\begin{align*}
\lambda^+_p + \lambda^-_{p+1} &= 0, \quad \text{for } \langle P^t_p, P^t_{p+1} \rangle \in A; \\
-\mu + \lambda^-_p &= 0, \quad \text{for } \langle S, P^t_p \rangle \in A; \\
\lambda^+_p + \mu &= 0, \quad \text{for } \langle P^t_k, T \rangle \in A.
\end{align*}
\]

(10)

Let \(\lambda^-_S = -\mu\) and \(\lambda^-_T = \mu\), and set \(\bar{A}\) be the union set of \(A\) and \(\{\langle S, T \rangle\}\). Then equations (10) can be unified as equation (11).

\[
\lambda^+_S + \lambda^-_T = 0, \quad \text{for any } \langle x, y \rangle \in \bar{A}.
\]

(11)

For any arc \(\langle x, y \rangle \in \bar{A}\), lagrangian multiplier \(\lambda^+_x = -a\) can be viewed as out-weight of arc \(\langle x, y \rangle\). \(\lambda^-_x = a\) can be viewed as in-weight of \(\langle x, y \rangle\). Fig 6 shows an edge representation of two lagrangian multipliers. Define \(\text{Deg}^+(x) = \{y | \langle x, y \rangle \in \bar{A}\}\) and \(\text{Deg}^-(x) = \{y | \langle y, x \rangle \in \bar{A}\}\). Clearly, equation (11) implies \(\lambda^-_x = \lambda^-_y\) for any \(x, y \in \text{Deg}^+(z)\) and \(\lambda^+_x = \lambda^+_y\) for any \(x, y \in \text{Deg}^-(z)\).
Definition IV.1. For any two arcs \( (u, v) \in \bar{A} \) and \( (x, y) \in \bar{A} \), define relation \( R \) on arc set \( \bar{A} \) as \( (u, v) R (x, y) \) if and only if \( u = x \) or \( v = y \).

According to the defined relation \( R \), it is easy to prove that the transitive closure of \( R \) is an equivalence relation. So arc set \( \bar{A} \) can be partitioned into distinct \( m \) equivalent classes, say \( A_1, A_2, \ldots, A_m \). For example, the equivalent classes of \( \bar{A}(H_1) = \bar{A}(H_1) \cup \{(S, T)\} \) in Figure 5 are sets \( A_1(H_1), A_2(H_1) \) and \( A_3(H_1) \), where

\[
A_1(H_1) = \{(S, T), (S, P_2^1), (P_2^3, T)\}; \\
A_2(H_1) = \{(P_2^1, P_2^2), (P_2^1, P_3^2)\}; \\
A_3(H_1) = \{(P_2^2, P_3^1), (P_3^2, P_3^3)\}.
\]

Arcs in the same equivalent class have the same out-weights and in-weights, and they shared one common valuable. Therefore \( 2|V| - 4 \) lagrangian multipliers are reduced to \( m \) valuables. The arc representation of reduced lagrangian multipliers of \( H_1 \), \( H_2 \) and \( H_3 \) are given in Fig 7, and all the lagrangian multipliers are labeled on the arcs of the network and arcs with same label are equivalent. As shown in Fig 7, arcs in \( A_1(H_1) \) share one common lagrangian multiplier \( \mu \). Arcs in \( A_2(H_1) \) share common lagrangian multiplier \( a \) and arcs in \( A_3(H_1) \) share one common lagrangian multiplier \( b \).

B. Linear Programming Model

The network flow constraints problem can also be solved by a linear programming model. Instead of minimum mean squared error, we use minimum mean absolute error as objective function. The model is...
constructed as follows:

$$\min_{P_t^i \in V \setminus \{S,T\}} \sum_{P_t^i \in V \setminus \{S,T\}} w(\hat{f}(P_t^i)) \cdot |f(P_t^i) - \hat{f}(P_t^i)|$$

s.t. 

$$f(P_t^i) = \sum_{(x,P_t^i) \in A} f(x,P_t^i), \text{ for } P_t^i \in V \setminus \{S,T\};$$

$$f(P_t^i) = \sum_{(P_t^i,y) \in A} f(P_t^i,y), \text{ for } P_t^i \in V \setminus \{S,T\};$$

$$\sum_{(S,P_t^i)^i \in A} f((S,P_t^i)) = \sum_{(P_t^i,k)^i \in A} f((P_t^i,k,T)).$$

In order to further simplify the model, let $$h(P_t^i) \geq |f(P_t^i) - \hat{f}(P_t^i)|$$, the model can be changed into the following model, which can be solved by linear programming method.

$$\min_{P_t^i \in V \setminus \{S,T\}} \sum_{P_t^i \in V \setminus \{S,T\}} w(\hat{f}(P_t^i)) h(P_t^i)$$

s.t. 

$$f(P_t^i) - h(P_t^i) - \hat{f}(P_t^i) \leq 0, \text{ for any } P_t^i \in V \setminus \{S,T\};$$

$$\hat{f}(P_t^i) - h(P_t^i) - f(P_t^i) \leq 0, \text{ for any } P_t^i \in V \setminus \{S,T\};$$

$$f(P_t^i) = \sum_{(x,P_t^i) \in A} f(x,P_t^i), \text{ for } P_t^i \in V \setminus \{S,T\};$$

$$f(P_t^i) = \sum_{(P_t^i,y) \in A} f(P_t^i,y), \text{ for } P_t^i \in V \setminus \{S,T\};$$

$$\sum_{(S,P_t^i)^i \in A} f((S,P_t^i)) = \sum_{(P_t^i,k)^i \in A} f((P_t^i,k,T)).$$

C. QPLm and LPLm Algorithms

To sum up, we propose two algorithms according to two different models. One is SVR regression method with quadratic programming on m-layer networks, we call it QPLm method. The other one is SVR regression method with linear programming on m-layer networks and we call it LPLm method. The details of the algorithms are depicted in Algorithm 1.

In order to determine $$w(\hat{f}(P_t^i))$$’s in quadratic programming model or linear programming model, we further analyze the trained regressor in Section II. Suppose the training set is denoted by $$\{(P_t^i,g(P_t^i)) : 1 \leq i \leq m_t, t \in I\}$$, where I is the set of selected frame numbers. where $$m_t$$ is number of groups at frame t and $$g(P_t^i)$$ is the actual number of people in group $$P_t^i$$. Let $$f(P_t^i)$$ denotes the number of people of each group $$P_t^i$$ predicted by the trained regressor. Then the training data can be represented by set $$\{(P_t^i,g(P_t^i),f(P_t^i)) : 1 \leq i \leq m_t, t \in I\}$$. For a given predicted value $$\tau$$, there must be a list of groups whose person number are predicted as $$\tau$$, that is, set $$G(\tau) = \{g(P_t^i) : f(P_t^i) = \tau, 1 \leq i \leq m_t, t \in I\}$$. We calculate the mean and variance of $$G(\tau)$$. Finally, we regulate the regressor by subtracting mean of $$G(\tau)$$ when the predicted value equals $$\tau$$, and let weight $$w(\tau)$$ be the variance of set $$G(\tau)$$. 

V. EXPERIMENTAL RESULTS AND ANALYSIS

We implemented the proposed method by using Visual Studio 2010 with Opencv2.4.8 on Windows 7, and utilize PETS2009 datasets [24] to assess the performance of the proposed method. The PETS 2009
**Input:** A sequence of frames $I_1, I_2, \ldots, I_n$.

**Output:** Crowd pedestrian numbers $f_1, f_2, \ldots, f_n$ according to each frame.

for $j = 1; j \leq n; j + +$ do
  for $t = j - 2\ell; t \leq j + 2\ell; t + +$ do
    if $t \geq 1 \& \& t \leq n$ then
      Segment $I_t$ into $m_t$ groups and let $P^k = \{P^1_t, P^2_t, \ldots, P^m_t\};$
      for $i = 1; i \leq m_t; i + +$ do
        Utilize trained regressor to predict person number $\hat{f}(P^i_t)$ in group $P^i_t;$
      end
    else
      Let $m_t = 0$ and $P^t = \emptyset;$
    end
  end
  Construct network $H(j, \ell)$ with vertex set $V(j, \ell) = \bigcup_{t=j-2\ell}^{j+2\ell} P^t \cup \{S,T\};$
  Decompose network $H(j, \ell)$ into $p$ weakly connected sub-networks $H_1(j, \ell), H_2(j, \ell), \ldots, H_p(j, \ell);$
  for $i = 1; i \leq p; i + +$ do
    Obtain $S,T$-flow $f$ on $H_i(j, \ell)$ by solving quadratic programming model or linear programming model on $H_i(j, \ell);$
  end
  $f_j = 0;$
  for $i = 1; i \leq m_j; i + +$ do
    $f_j = f_j + f(P^i_t);$  
  end
end
return $f_1, f_2, \ldots, f_n;$

**Algorithm 1:** QPL $(2\ell + 1)$ method/LPL $(2\ell + 1)$ method

In order to use the proposed method for crowd counting, we had first to train the support vector regressor (SVR). The minimum size of the training set needed to achieve an acceptable performance, as the statistical learning theory by Vapnik and Chervonenkis has demonstrated, depends on both the complexity of the problem and the complexity of the estimator. The training set was constructed by manually collecting some frames from the video. In this paper, we select 30-40 frames from each video for training, and the rest of each is for testing. The test has been carried out by comparing actual number of people and the number of people calculated by different algorithms. The indices used to report the performance are the Mean Absolute Error (MAE) and the Mean Relative Error (MRE) defined as follows,

$$MAE = \frac{1}{N} \sum_{i=1}^{N} |G(i) - T(i)|,$$

$$MRE = \frac{1}{N} \sum_{i=1}^{N} \frac{|G(i) - T(i)|}{T(i)},$$

where $N$ is the number of frames of the test video and $G(i)$ and $T(i)$ are the guessed and the true number
of persons in the \(i\)-th frame, respectively.

**TABLE I**

Counting estimation error of original method, methods with network constraints solved by QPL\(_m\) and LPL\(_m\) on considered dataset.

| Method               | S1.L1.13-57(1) | S1.L1.13-59(1) | S1.L2.14-06(1) | S1.L3.14-17(1) |
|----------------------|----------------|----------------|----------------|----------------|
|                      | MAE            | MRE            | MAE            | MRE            |
| original             | 1.29           | 5.58\%         | 1.14           | 7.29\%         |
| LPL3                 | 1.25           | 5.47\%         | 1.07           | 7.16\%         |
| LPL7                 | 1.26           | 5.51\%         | 0.97           | 6.28\%         |
| LPL11                | 1.25           | 5.45\%         | 0.94           | 6.39\%         |
| LPL15                | 1.25           | 5.51\%         | 0.89           | 5.94\%         |
| LPL19                | 1.27           | 5.60\%         | 0.85           | 5.25\%         |
| LPL23                | 1.29           | 5.64\%         | \textbf{0.83} | \textbf{5.08\%}|
| QPL3                 | 1.15           | 5.06\%         | 1.07           | 7.10\%         |
| QPL7                 | 1.21           | 5.27\%         | 1.01           | 6.31\%         |
| QPL11                | 1.23           | 5.36\%         | 1.02           | 6.51\%         |
| QPL15                | 1.18           | 5.21\%         | 0.96           | 6.11\%         |
| QPL19                | 1.14           | 5.08\%         | 0.93           | 5.73\%         |
| QPL23                | \textbf{1.13}  | \textbf{5.04\%} | 0.96           | 5.90\%         |

**TABLE II**

Counting estimation error of proposed method and Conte’s on the considered dataset.

| Method               | Conte [9]       | QPL23          |
|----------------------|----------------|----------------|
|                      | MAE            | MRE            | MAE            | MRE            |
| S1.L1.13-57(1)       | 1.36           | 6.80\%         | \textbf{1.13}  | \textbf{5.04\%}|
| S1.L1.13-59(1)       | 2.55           | 16.30\%        | \textbf{0.96}  | \textbf{5.90\%}|
| S1.L2.14-06(1)       | 5.40           | 20.80\%        | \textbf{4.65}  | \textbf{17.06\%}|
| S1.L3.14-17(1)       | \textbf{2.81}  | \textbf{15.10\%} | 2.88           | 11.84\%        |
| S1.L1.13-57(2)       | \textbf{4.45}  | \textbf{15.10\%} | 8.03           | 23.20\%        |
| S1.L1.14-06(2)       | 12.17          | 30.70\%        | \textbf{9.25}  | \textbf{33.69\%}|
| S1.L2.14-31(2)       | 7.55           | 23.60\%        | \textbf{2.99}  | \textbf{9.73\%}|
| S3.MF.12-43(2)       | 3.26           | 10.88\%        | \textbf{0.11}  | \textbf{2.20\%}|

On these datasets, we implement the crowd counting method based on SVR regression algorithm firstly, which is named as original method. Then we have performed two groups of tests. The tests in the first are aimed at analyzing the experimental results of QPL\(_m\) method. The second tests are focus on analyzing the experimental results of LPL\(_m\) method. The details of the algorithm are depicted in Algorithm 1. The experimental results are shown in Table I, and the curves of crowd estimation of different methods in four videos are shown in Fig.8.

From the results reported in Table I, we can see that the error of our proposed method tends to descending with the network layer increasing. Combining with Fig.8, we find that the errors of SVR predictor from all frames of video S1.L1.13-57(1) (Fig.8.1) fluctuate smoothly. Its errors are gaussian-like noises, which are suited to solve by QP method. Thus, QP method performs well. However, in the original curve of video S1.L1.13-59(1) (Fig.8.2) there are several sharp jumps. As L1 norm deals with laplacian-like noise well, LP method produces a better result than QP method on video S1.L1.13-59(1). Since errors of trained predictors
are often gaussian-like, QP method is better than LP method in most cases.

Comparing the original curve with the ground truth curve of each figure, the curve of original method oscillates a lot as it uses only one frame to predict the number of persons. While our methods can smooth out the oscillations and predict more precisely. The proposed methods are highly effective to reduce the errors when there are nontrivial network flow constraints. Otherwise, it will have no improvement. Such as in Fig. 8.4, there is no remarkable promotion between our original method and the QP method. One of the reasons is that there is only one group in most frames of these videos, and the only group either connect to vertex S or connect to vertex T such that no nontrivial network flow constraints are formed in the network. Another reason is that our algorithm of foreground segmentation is not robust enough such that network flow constraint fails. Thus, the proposed methods have no improvement on video S1.L3.14-17(1).

Table II presents the comparison between the counting accuracy of our proposed method and that of Conte’s [9] method. It is worth noting that our method has a significant performance improvement comparing to Conte’s result, except video S1.L3.14-17(1) and video S1.L1.13-57(2). We find that extracted features of these two videos can not well adapt to the rapid changes of the density of crowd. In the future, we will focus on improving the features of groups of videos.

VI. Conclusion

In this paper, we propose the network flow constraints for crowd pedestrian counting at first time, then put forward an integer quadratic programming model and an integer linear programming model to improve the predictions of regression methods. For simplicity, integer variables are relaxed into real ones. Then integer quadratic programming models can be solved by solving linear equations and integer linear programming models can be solved by simplex methods. According to the comparison results between counting results of QPLm algorithm and that of LPLm algorithm, for fixed regression algorithm, it is clear that the method with network constraints solved by the QPLm algorithm obtain better results than that by LPLm algorithm in most videos. Our method improve counting results significantly and have lower error than Conte’s method in most test videos. In the future, we shall try some better foreground segment algorithm and other better features to improve the performance. And we shall also consider the original integer programming problem directly, since the relaxation of integer variables leads to only approximate solutions.
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Fig. 8. Curves of person number estimated by different methods and the ground truth. x-axis presents frame number.