Automated semantic relevance as an indicator of cognitive decline: Out-of-sample validation on a large-scale longitudinal dataset
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Abstract
We developed and evaluated an automatically extracted measure of cognition (semantic relevance) using automated and manual transcripts of audio recordings from healthy and cognitively impaired participants describing the Cookie Theft picture from the Boston Diagnostic Aphasia Examination. We describe the rationale and metric validation. We developed the measure on one dataset and evaluated it on a large database (>2000 samples) by comparing accuracy against a manually calculated metric and evaluating its clinical relevance. The fully automated measure was accurate (r = .84), had moderate to good reliability (intra-class correlation = .73), correlated with Mini-Mental State Examination and improved the fit in the context of other automatic language features (r = .65), and longitudinally declined with age and level of cognitive impairment. This study demonstrates the use of a rigorous analytical and clinical framework for validating automatic measures of speech, and applied it to a measure that is accurate and clinically relevant.
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1 OVERVIEW

The power of language analysis to reveal early and subtle changes in cognitive–linguistic function has been long recognized¹,²,³ but challenging to implement clinically or at scale because of the time and human resources required to obtain robust language metrics. This is particularly true of picture description tasks, which are regarded as rich data sources because they require a broad range of cognitive and linguistic competencies to successfully complete.⁴ For example, the Boston Diagnostic Aphasia Examination (BDAE) includes an elicitation of the Cookie Theft picture description⁵ and this task is widely used clinically and in research across a swath of clinical conditions, including cognitive decline and dementia.⁶,⁷ The information extracted from transcripts of the picture descriptions provides insight to the likely
sources of deficit and differential diagnosis. Yet, the burden of the analyses on human resources is prohibitively high for routine clinical use and impedes rapid dissemination of research findings. In this study, we demonstrate the feasibility of using an automated algorithm to measure an interpretable and clinically relevant language feature extracted from picture descriptions while dramatically reducing the human burden of manually assigning codes to features of interest.

A commonly extracted, high-yield metric for the characterization of cognitive-linguistic function in the context of dementia involves assessment of the relationship of the words in the transcribed picture description to the word targets in the picture. This measure has been described with varying terminology, including “correct information units,” “content information units,” and “semantic unit idea density.” All these terms encapsulate essentially the same concept: the ratio of a pre-identified set of relevant content words to the total words spoken. For example, in the Cookie Theft picture description, people are expected to use the words “cookie,” “boy,” “stealing,” etc., corresponding to the salient aspects of the picture. We developed an automated algorithm to measure this relationship, called the Semantic Relevance (SemR) of participant speech. We chose to use this new term, “semantic relevance,” to better frame the concept of the measure. SemR measures the proportion of the spoken words that are directly related to the content of the picture, calculated as a ratio of related words to total words spoken. Like its manual predecessor, “semantic unit idea density,” the automated SemR metric provides an objective measure of the efficiency, accuracy, and completeness of a picture description relative to the target picture.

The goal of this study is two-fold. First, we completely automated the process for measuring SemR by transcribing recordings of picture descriptions using automatic speech recognition (ASR) and algorithmically computing SemR; done manually, this is a burdensome task and prohibitive at a large scale. Second, we use this study to illustrate a rigorous analytical and clinical validation framework in which we evaluated SemR on a new, large (>2000 observations) database.

We first show that the SemR scores remain accurate at each step that the measure is automated. Next, we discuss our use of a large evaluation sample to show the accuracy achieved after automating the computation of SemR. We first show the accuracy achieved when the content units for calculating SemR are identified algorithmically rather than through manual coding. Second, we show the accuracy achieved when the transcripts are obtained through ASR instead of manually transcribing them. We then evaluated what happens when the data collection is done remotely and without clinical supervision. To do this, we compared the SemR scores between participants who provided picture descriptions in clinic supervised by a clinician and at home in an unsupervised setting. In the second part of the study, we demonstrate the relationship between SemR and cognitive function. We used the fully automated version of SemR and evaluated it for its clinical relevance computing its test–retest reliability, its association with cognitive function, its contribution to cognitive function above and beyond other automatically obtained measures of language production, and its longitudinal change for participants with different levels of cognitive impairment.

2 METHODS

2.1 Development dataset

We used a small dataset (25 participants, 584 descriptions of pictures) for developing the SemR algorithm. These participants had amyotrophic lateral sclerosis (ALS) and frontotemporal dementia (FTD) of varying degrees of severity. The inclusion of participants with unimpaired speech along with speech impacted by dysarthria and cognitive impairment for developing the algorithm provided us with a rich dataset with samples that varied in the picture descriptions’ length and content. Details are found in the supporting information. This dataset was used for the development of the algorithm, but not the clinical validation, and therefore this study does not claim that the clinical validation results generalize to ALS or FTD.

2.2 Evaluation dataset

The sources of the evaluation data included the Wisconsin Registry for Alzheimer’s Prevention (WRAP) study, DementiaBank, and Amazon’s Mechanical Turk. WRAP and DementiaBank conducted the data collection in clinic with supervision from a clinician, and were evaluated for their degree of cognitive impairment. The data collection through Mechanical Turk was conducted remotely; participants self-selected to participate in an online “speech task” study from their computers and were guided through the study via a computer application.

At each data collection, recorded descriptions of the Cookie Theft picture were obtained. The sample consisted of various
### TABLE 1  Description of the evaluation sample

| Demographic | Evaluation data |
|-------------|-----------------|
|             | CU              | CU-D            | MCI             | Dementia        |
| Age mean (SD) | 58.5 (10.5)     | 63.6 (6.0)      | 66.7 (6.4)      | 71.2 (8.6)      |
| Sex (% female) | 58% F           | 61% F           | 73% F           | 65% F           |
| Race (%White)  | 93% W           | 84% W           | 78% W           | 97% W           |
| Education (% less than high school, % completed high school, % more than high school) | 1% < HS, 16% HS, 83% > HS | 2% < HS, 10% HS, 88% > HS | 12% < HS, 15% HS, 73% > HS | 33% < HS, 31% HS, 38% > HS |
| Number of observations | 2,610 | 327 | 64 | 311 |
| Number of participants | 1258 | 180 | 26 | 195 |

Abbreviations: CU, cognitively unimpaired; CU-D, cognitive unimpaired showing atypical decline; HS, high school; MCI, mild cognitive impairment; SD, standard deviation.

### TABLE 2  Number of observations for each sample characteristic

| Sample characteristics | Number of observations |
|------------------------|------------------------|
| Speech was manually transcribed | 2716 |
| Manual transcription was manually annotated to manually calculate SemR | 2163 |
| Speech was transcribed using ASR | 2921 |
| Speech was collected in clinic | 2716 |
| Speech was collected remotely | 595 |
| Speech sample was collected with paired MMSE | 2564 |
| Speech was collected in close temporal proximity (separated by ≈1 week) | 319 |

Abbreviations: ASR, automatic speech recognition; MMSE, Mini-Mental State Examination; SemR, semantic relevance.

Characteristics, including participants who provided repeated measurements over the course of years, participants who completed a paired Mini-Mental State Examination (MMSE), participants who provided the picture descriptions in clinic supervised by a clinician, and participants who provided the picture descriptions from home. Additionally, the sample included transcripts that were manually transcribed, transcripts transcribed by ASR, and transcripts that were manually annotated by trained annotators to compute SemR. The WRAP participants were diagnosed according to a consensus conference review process as being cognitively unimpaired and stable over time (CU), cognitively unimpaired but showing atypical decline over time (CU-D), clinical mild cognitive impairment (MCI), and dementia (D). The DementiaBank participants were described as healthy controls (coded here as CU) and as participants with dementia. Mechanical Turk participants self-reported no cognitive impairment (CU), absent clinical confirmation. Table 1 shows descriptive statistics of the sample for each diagnostic group. Table 2 shows the number of samples available for each type of data, for a total of 552 (DementiaBank), 2186 (WRAP), and 595 (Mechanical Turk).

In the following sections, unless otherwise specified, each analysis used all the data that was available given the required characteristics (e.g., when estimating the accuracy of the automatically computed SemR with the manually annotated SemR, all observations for which both sets of SemR scores were available were used for the analysis).

#### 2.3  Development of semantic relevance

We focused efforts on automation of the SemR measure because of the demonstrated clinical utility of picture description analysis, as well as its ability to provide insight into the nature of different deficit patterns and differential diagnosis. The goal of the SemR measure is to gauge retrieval abilities, ability to follow directions, and ability to stay on task in a goal-directed spontaneous speech task. We used the complex picture description task from the BDAE, in which participants were shown a picture of a complex scene and were asked to describe it. SemR is higher when the picture description captures the content of the picture and is lower when the picture description shows signs of word finding difficulty, repetitive content, and overall lack of speech efficiency. In other words, SemR measures the proportion of the picture description that directly relates to the picture’s content.

The algorithm operates as follows: First, the speech is transcribed. Then, each word is categorized according to whether it is an element from the picture or not. For this, the algorithm requires a set of inputs that indicate what elements from the picture need to be identified. For the Cookie Theft picture, we chose the 23 elements indicated in Ahmed et al. (e.g., boy, kitchen, cookie) and allowed the algorithm to accept synonyms (e.g., “young man” instead of “boy”). Finally, the total number of unique elements from the picture that a participant identifies is annotated and divided by the total number of words that the participant produced. Importantly, these keywords were fixed after development and were not modified during evaluation.

The supporting information contains an illustration of how SemR provides a window into speech production in cognitive impairment.

#### 2.4  ASR transcription

Google Cloud’s Speech-to-Text software transcribed the speech samples. The ASR algorithm was customized for the task by boosting the
standard algorithm such that the words that are expected in the transcript have increased probability that they would be correctly recognized and transcribed. This was implemented in Python using Google’s Python application programming interface.14

2.5 Data analysis

The data analysis is split into three sections to evaluate: (1) accuracy of the automatic algorithm, (2) sensitivity of SemR to the administration method, and (3) clinical utility of SemR by measuring differences in SemR scores across levels of cognitive impairment, and within-participant longitudinal change.

2.5.1 Evaluation of semantic relevance: removing the human from the SemR computation

In the manual implementation of SemR there are two steps that involve human intervention, including manually transcribing the participant’s recorded picture description then manually annotating the content units mentioned. To establish the analytical validity of the automated SemR, we tested replacement of human intervention in two ways. First, we used manual transcriptions to compare performance of the manually annotated SemR to the algorithmically computed SemR. Second, we used ASR-generated transcripts to compare the automatically computed SemR scores with the manually transcribed and annotated SemR and manually transcribed and automatically computed SemR scores. The goal of this series of analyses was to show that the automated accuracy was maintained relative to ground truth (human intervention) at each step of transcription and calculation of SemR.

To measure the accuracy achieved at each step, we computed the correlation between each pair (using a mixed-effects model15 given the repeated measurements per participant) and the mean absolute error (MAE) of the two.

2.5.2 Evaluation of semantic relevance: removing the human from the data collection

Next, we evaluated the feasibility of automating the data collection to be done remotely, without supervision, instead of in clinic and supervised. We selected a sample of 150 participants matched on age and sex, half of whom provided data in clinic (WRAP, DementiaBank) and half at home (Mechanical Turk). We selected only in-clinic participants who were deemed CU by a clinician, and at-home participants who denied cognitive impairment. The final sample for this analysis consisted of 75 participants in clinic and 75 participants at home with average age 62 (standard deviation = 8.0) years old and with 42 women and 33 men in each group. A Welch’s test (unequal variances) was conducted comparing the mean SemR scores of the two samples.

2.5.3 Evaluation of the clinical relevance of SemR

After establishing the accuracy and feasibility of fully automating the data collection and computation of SemR, we generated an ASR transcript and automatically computed SemR for each participant. We evaluated its clinical relevance by: (1) estimating the test–retest reliability using intra-class correlation (ICC), standard error of measurement (SEM), and coefficient of variation (CV); (2) estimating its association with cognitive function and its contribution to cognitive function above and beyond other automatically obtained measures of language production by fitting a model predicting MMSE and by classifying between disease groups (CU vs. the three disease groups); and (3) estimating the longitudinal within-person change of SemR for participants at different levels of cognitive impairment using a growth curve model (GCM). The supporting information provides a detailed description of the statistical analyses performed.

3 RESULTS

3.1 Evaluation of semantic relevance: removing the human from the SemR computation

For the analytical validation of SemR, we compared the automatic SemR on manual transcripts, SemR calculated based on manual annotations on the manual transcripts, and automatic SemR on ASR transcripts. Figure 1 shows the plot for each comparison and Table 3 shows the correlations and MAE. All three versions of SemR correlated strongly16 and had a small MAE, indicating that the automatic computation of SemR did not result in a substantial loss of accuracy.

3.2 Evaluation of semantic relevance: removing the human from the data collection

Next, we evaluated the impact of the data collection method by comparing SemR scores of supervised (in-clinic) and unsupervised...
(at-home) participants. A Welch's test indicated that the mean SemR scores were significantly different between the two groups (at home = 0.21, in clinic = 0.18, \( t = 2.55, P = .01 \), Cohen's \( d = .43 \)). However, Cohen's \( d = .43 \) indicated that the difference between the two groups was small. Figure 2 shows the boxplots with the SemR scores for the at-home and in-clinic samples.

3.3 | Evaluation of the clinical relevance of SemR

3.3.1 | Test-retest reliability

To evaluate the clinical validity of SemR, we first estimated the test-retest reliability. We found that ICC = .73, SEM = .04, CV = 19%.
the correlation between SemR and MMSE was $r = .38$. When using the set of automatically computed language metrics (not including SemR), the correlation between the predicted and observed MMSE (using 10-fold cross-validation) was $r = .38$ with MAE = 4.4. Finally, when using SemR in addition to the set of metrics to predict MMSE, the correlation between the observed and predicted MMSE was $r = .65$ and MAE = 3.5. Finally, we evaluated SemR’s ability to classify disease (CUs vs. the three clinical groups) above and beyond the MMSE alone, and found that the area under the curve (AUC) increased from AUC = .78 (MMSE alone) to AUC = .81 (MMSE and SemR). This indicated that SemR offered insight into one’s cognition both as a stand-alone measure and above and beyond what was possible through other measures. Figure 4 shows the observed and predicted MMSE scores for the final model.

### 3.3.3 Longitudinal trajectory of SemR

The longitudinal analyses showed that all groups had declining SemR scores. However, the CUs had slower-declining SemR scores than the impaired groups. Among the impaired groups, the results showed an apparent non-linear decline, in which the scores started at the highest point among the CU-D participants, followed by the MCI participants with intermediate scores and the steepest decline, finally followed by the dementia participants, who had the lowest SemR scores and whose trajectory flattened again. Table 4 shows GCM parameters for the four groups. Figures 5A and B show the expected longitudinal trajectories according to the GCM parameters for the healthy (A) and cognitively impaired (B) groups. Although all data were used for the analyses, for easier visualization of the results in the cognitively impaired groups we
### TABLE 4  Parameter estimates for the GCMs for each cognitive group

| Parameter            | CU estimate (S.E.) | CU-D estimate (S.E.) | MCI estimate (S.E.) | Dementia estimate (S.E.) |
|----------------------|--------------------|----------------------|---------------------|--------------------------|
| **Fixed effects**    |                    |                      |                     |                          |
| Intercept (centered at age 65) | 0.158 (.002) | 0.167 (.004) | .163 (.01) | .132 (.005) |
| Slope                | −.0004 (.0002)     | −.0014 (.0006)       | −.0026 (.0015)       | −.0005 (.0004)           |
| **Random effects**   |                    |                      |                     |                          |
| Participant intercepts SD | 0.03               | 0.05                 | 0.03                | 0.03                     |
| Residuals SD         | 0.04               | 0.04                 | 0.04                | 0.05                     |

Abbreviations: CU, cognitively unimpaired; CU-D, cognitive unimpaired showing atypical decline; GCM, growth curve model; MCI, mild cognitive impairment; SD, standard deviation; S.E., standard error.

### FIGURE 5  Longitudinal plots showing the SemR values as a function of age for (A) cognitively unimpaired participants and (B) cognitively unimpaired declining, mild cognitive impairment, and dementia participants. The dark solid lines are based on the fixed effects of the growth curve model, and the shaded areas show the 95% confidence bands.
restricted the plots to the age range with the greatest density of participants in each group (approximately between Q1 and Q3 for each cognition group).

4 | DISCUSSION

The present study builds on the work of Mueller et al., which evaluated the contribution of connected language, including the Cookie Theft picture descriptions, to provide early evidence of mild cognitive-linguistic decline in a large cohort of participants. They used latent factor analysis to discover that longitudinal changes in the “semantic category” of measures were most associated with cognitive decline. Semantic relevance in this highly structured picture description task captures the ability to speak coherently by maintaining focus on the topic at hand. Some studies have shown that older adults tend to produce less global coherence (and more irrelevant information) in discourse than younger adults. Furthermore, more marked discourse coherence deficits have been reported across a variety of dementia types including Alzheimer’s disease (AD) dementia and the behavioral variant of FTD. The neural correlates of coherence measures are difficult to capture, because multiple cognitive processes contribute to successful, coherent language. However, the SemR measure is an ideal target for the cognitive processes known to be affected across stages of dementia. For example, in the case of AD dementia, lower semantic relevance could be the result of a semantic storage deficit, search and retrieval of target words, or inhibitory control deficits, all of which can map onto brain regions associated with patterns of early AD neuropathology.

The development of the automated SemR metric in the present report was intended to mitigate the labor-intensive task of coding content units manually, in an effort to validate a tool that can expedite research and enhance clinical assessment in the context of pre-clinical detection of cognitive decline. The clinical validation of SemR yielded results that were consistent with previous research (e.g., declining scores for older and more cognitively impaired participants).

In addition to developing and thoroughly evaluating the automatically extracted language measure SemR, this article illustrates the use of a rigorous framework for analytical and clinical validation for language features. There has been a great deal of recent interest in automated analysis of patient speech for assessment of neurological disorders. In general, machine learning (ML) is often used to find "information" in this high-velocity data stream by transforming the raw speech samples into high-dimensional feature vectors that range from hundreds to thousands in number. The assumption is that these features contain the complex information relevant for answering the clinical question of interest. However, this approach carries several risks and most measures of this type fail to undergo rigorous validation, both because large datasets containing speech from clinical groups are difficult to obtain, and because there is no way to measure the accuracy of an uninterpretable feature, for which there is no ground truth. The consequence is measures that vary widely in their ability to capture clinically relevant changes. In contrast, we followed best practices for “fit for purpose” algorithm development, as put forth by the Digital Medicine Society. First, the algorithm was developed on one set of data from participants with ALS and FTD, and then tested on a separate, large, out-of-sample dataset from a different clinical population (CU, MCI, and D), thus fully separating the development, freezing of the algorithm, and testing. During the testing of the algorithm, we showed how we evaluated for accuracy at each step of the automation. Finally, we validated SemR as a clinical tool, evaluating its reliability, association with cognitive function, and change over time.

5 | LIMITATIONS AND FUTURE DIRECTIONS

A surprising finding in the GCM (longitudinal) analyses was that CU-D participants had slightly higher mean SemR than CU participants (a mean SemR difference of < .01 between the two groups), and the difference remained even after controlling for age, sex, education, reading scores, and the number of sessions per participant. Because there are many factors that could be responsible for small differences in point-wise estimates in GCM models, between-group differences at any given point should be interpreted with caution. Rather, the GCM analysis should be used to visualize approximate longitudinal trends across groups. Evaluating point-wise trends at different points in time requires an age-matched sample and an analysis that controls for other variables that may impact language that are not accounted for in this study.

There are also several other ways in which SemR can be further validated. First, SemR was evaluated for its association with cognition by comparing it to MMSE scores. However, the MMSE is only a single measure of cognitive functioning with established ceiling effects. Therefore, further measures of cognitive function, including language measures or brain imaging biomarkers, should be tested to further extend the SemR validation.

Second, the effect of demographic characteristics on SemR was not evaluated. Although this study showed that SemR declined with cognitive impairment and age, cross-sectional effects may be confounded by education, intelligence, culture, generational differences, etc.

Third, in this study we compared the in-clinic and at-home scores in CU participants only. This comparison needs to be extended using the clinical populations of interest to determine whether cognitively impaired participants can perform the same tasks unsupervised.

Finally, SemR does not by itself completely characterize cognition. Ongoing work is needed for continuing the development and out-of-sample validation of complementary features that can assess other cognitive domains as accurately and reliably as the semantic relevance measure presented here.
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