Management Competency Model: Predictive Neural Network Approach for Empirical Components of Construction Project Proficiency
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Abstract. Management competencies are skills that incorporate the understanding, proficiencies and qualities essential for successful performance. Individuals in the top of the organizational hierarchy presents himself being an effective leader by immersing to a readily difficult activity in the project. Molding the important management competencies was found to be hard since the efficacy of a competent construction manager is dependent on countless administrative aspects. The current study intended to offer a construction management competency for human resource development in construction companies. Utilizing this competency model, the company could increase its performance capacity and productivity. This study developed a competency theory and a hybrid predictive model with specific foci on construction managers. The Management Competency Framework Assessment Instrument was developed, following an approach through factor-item analytic mode. Furthermore, this research constructs a predictive performance model using Artificial Neural Network through the factors associated to successful management performance. A sensitivity analysis was also implemented to assess the relative importance of individual factors to the effective construction performance.
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1. Introduction

One of the most difficult undertakings in a construction project is the selection of the most suitable individual for the job. Currently, project managers in the construction industry requires versatility and adaptability to multiple functions and roles wherein a key element is their knowledge and skills gained from years of experience and training [1,2]. The management competency is classified into four areas; self – awareness,
systems thinking, action management and solution focus as shown in Figure 1. Self-awareness is a management competency which refers to how a person analyzes situations carefully and makes rational judgments and logical decisions. Personal values and self-image (A1) and ability, knowledge and expertise (A2) were the subsets under this management competency area. Systems thinking is a driver of how thinking about problems and strategies should be approached within the organization. Under this management competency area, it includes people management and authentic leadership (B3) and interpersonal and entrepreneurial skills (B4). Action Management refers to the act, manner or practice of managing changes and innovations and handling differences. It includes managing change and differences (C5) as well as innovation management (C6). The last area of professional management competency is the solution focus which is the knowing the important results and focusing resources to achieve clear outputs. It involves sustainable management (D7) and achievement and results orientation (D8) [3].

![Figure 1. Management competency areas.](image-url)

Assessment of the competency for successful project management performance is a major challenge in the construction industry. Lack of project management competency may result to issues and problems in the costs, delays, labor productivity and safety in the construction site. The use of machine learning techniques such as Artificial Neural Network (ANN) may assist in addressing the issue of competency assessment [4].

The use of the machine learning techniques was steadily increasing over the years. In the construction management, the use of machine learning techniques such as neural network was implemented in prediction of safe work behavior [5], construction labor
productivity [6], construction project manager’s motivators and human values [7] and change orders [8]. The use of neural network as prediction is due to its ability to model complex and non-linear functions and minimum statistical requirements.

This study established a neural network model for predicting construction project competency using different management competency subsets. Moreover, the relative importance of these subsets to the construction project management competency rating was calculated.

2. Methodology

2.1. Research Framework

The flow of the implementation of the study for the prediction of the management competency rating as well as calculation of the most influencing factors were displayed in Figure 2.

![Figure 2. Framework of the study.](image)

2.2. Data Collection

The number of respondents used in this study is established on the suggested topology of the ANN model wherein the quantity of hidden neurons is signified by “m” quantity of input parameters [9]. These suggested quantity of hidden neurons for an ANN model was used to calculate the range of the required number of data sets [10] as shown in equation (1) and (2).

\[
\begin{align*}
MIN &= HI + OH \\
MAX &= H(I + 1) + O(H + 1)
\end{align*}
\]

where “I” is the quantity of input parameters, “H” is the quantity of hidden neurons and “O” is the quantity of output parameters. Using this equation, this study arrived with the 81 respondents required for the training of the network.
2.3. Neural Network Modelling

The management competency rating model was created using the MATLAB R2019a Neural Network Toolbox™. The data gathered from the respondents were partitioned into three groups: 70% were used for training, 15% for validation and 15% for testing [11]. Using the governing design of the model which is 8-8-1 (input neurons-hidden neurons-output neuron).

The datasets were trained and the developed management competency rating model was determined. The governing characteristics of the model is shown in Table 1.

Table 1. Governing characteristics of the management competency model.

| Internal Characteristics                  | Value                                      |
|-------------------------------------------|--------------------------------------------|
| Training Algorithm                        | Levenberg – Marquardt [12]                |
| Transfer Function                         | Hyperbolic Tangent Sigmoid [12]           |
| Number of Hidden Neurons                  | 8                                          |
| Number of Hidden Layers                   | 2 (1 Hidden Layer and 1 Output Layer)      |
| Performance Indicators                    | R, MSE and MAPE [13]                      |

The developed model was obtained using different performance indicators as shown in equation (3) – Pearson’s Correlation Coefficient, equation (4) – Mean Squared Error (MSE) and equation (5) – Mean Absolute Percentage Error (MAPE).

\[
R = \frac{\sum_{j=1}^{n} (x_j - \bar{x}_j)(z_j - \bar{z}_j)}{\sqrt{\sum_{j=1}^{n} (x_j - \bar{x}_j)^2 \sum_{j=1}^{n} (z_j - \bar{z}_j)^2}} \tag{3}
\]

\[
MSE = \frac{1}{n} \sum_{j=1}^{n} (x_j - z_j)^2 \tag{4}
\]

\[
MAPE = \frac{1}{n} \sum_{j=1}^{n} \left| \frac{y_j - \bar{y}_j}{\bar{y}_j} \right| \times 100 \tag{5}
\]

where the \(x_j, y_j\) and \(z_j\) represents the actual value, determined value for “j” variable and predicted value, respectively while \(\bar{x}_j, \bar{y}_j\) and \(\bar{z}_j\) indicates the average of the targeted real value, predicted output and predicted value by the ANN for parameter “j”, respectively [14].

2.4. Sensitivity Analysis

A sensitivity analysis was implemented to determine the influence of individual input parameter to the management competency rating and its variability. Since this study includes multiple input parameters, the sensitivity analysis is the principal tool for evaluation of the variation of the output and provided an explanatory analysis on the input parameter influence to the model output [15].
The Garson’s Algorithm was utilized to assess the impact of input parameters individually to the management competency rating. The relative importance of input variables to the target variable is established on the weights of the connections which is given by Equation (6).

\[
RI = \frac{1}{m} \sum_{b=1}^{n} \left[ \frac{\sum_{i=1}^{m} |W_{bi}|}{\sum_{j=1}^{b} |W_{ij}|} \right] \left[ \sum_{a=1}^{m} \left[ \sum_{b=1}^{n} \frac{|W_{ab}|}{\sum_{j=1}^{b} |W_{bj}|} |W_{bc}| \right] \right]
\]

where RI is the relative importance of the input parameters to the management competency rating, “a” is the quantity of input variables, “b” is the quantity of hidden neurons and “c” is the quantity of output variables [16].

3. Results and discussion

3.1. Neural Network Modelling

Neural network model development which is best suitable to for this study, is mainly relying on the architecture of the network. Using the related literature for neural network model development, the final topology and architecture of the model was identified and determined to be 8-8-1 (input-hidden-output) and shown in Figure 3.

![Figure 3. Architecture of the management competency rating model.](image)

The performance of the developed management competency model has an extremely high $R_{all}$ value and very low MSE and MAPE. The performance and
correlation plots of the developed management competency model were shown in Figure 4a and 4b.

![Figure 4](image)

**Figure 4.** (a) Performance plot and (b) Correlation plots of the developed management competency model.

The performance of the developed management competency model comprises of plots from three distinctive phases of the model development – training, validation and testing phases which was pre-assigned in the Neural Network Toolbox as 70%, 15% and 15%, respectively, from the entire dataset. The regression values for the developed management competency model were 0.97911, 0.99961, 0.99517 and 0.98409, for training, validation and testing, respectively. The performance of the model was MSE equal to 0.00014184, MAPE of 0.66393559% and $R = 0.98415$ between actual and predicted management competency rating as shown in Figure 5.

### 3.2. Sensitivity Analysis

In determining the influence of individual input variable to the management competency rating, sensitivity analysis using Garson’s Algorithm was executed. Table 2 presents the product weights of the management competency rating model and the impact of the individual input variable to the management competency rating model.

![Figure 5](image)

**Figure 5.** Correlation of actual vs. Predicted management competency rating.
Table 2. Product weights of the management competency rating model.

|       | A1     | A2     | B3     | B4     | C5     | C6     | D7     | D8    |
|-------|--------|--------|--------|--------|--------|--------|--------|-------|
| Hidden 1 | 0.1807 | 0.1852 | 0.0707 | 0.0638 | 0.0258 | 0.3753 | 0.0530 | 0.0455 |
| Hidden 2 | 0.0377 | 0.2255 | 0.0895 | 0.0281 | 0.0520 | 0.3129 | 0.2408 | 0.0136 |
| Hidden 3 | 0.1802 | 0.0762 | 0.1292 | 0.1045 | 0.2299 | 0.1546 | 0.0241 | 0.1012 |
| Hidden 4 | 0.0845 | 0.0076 | 0.1517 | 0.2359 | 0.0647 | 0.1391 | 0.1097 | 0.2069 |
| Hidden 5 | 0.0817 | 0.1373 | 0.0100 | 0.1896 | 0.2711 | 0.1703 | 0.0224 | 0.1175 |
| Hidden 6 | 0.1372 | 0.0515 | 0.0443 | 0.0120 | 0.0072 | 0.2685 | 0.2368 | 0.2424 |
| Hidden 7 | 0.1060 | 0.1661 | 0.1411 | 0.0983 | 0.1197 | 0.1962 | 0.1704 | 0.0021 |
| Hidden 8 | 0.1118 | 0.1784 | 0.1186 | 0.0556 | 0.0120 | 0.1953 | 0.1709 | 0.1575 |
| Sum   | 0.9198 | 1.0279 | 0.7552 | 0.7877 | 0.7823 | 1.8122 | 1.0281 | 0.8868 |

R.I. 11.497 12.849 9.440 9.846 9.779 22.653 12.852 11.085

The ranking of influence of the input parameters to the management competency rating were as follows: B3 < C5 < B4 < D8 < A1 < A2 < D7 < C6. The C6 – Managing Innovation is the most influential parameter to the management competency while the B3 – people management and authentic leadership is the least influential parameter based on the respondents answer to the survey questionnaire tool as shown in Figure 6.

4. Conclusion

This study focused on developing a neural network model for predicting the management competency rating and the relative importance of factors affecting it. The study presents that the predicted results of the developed neural network model showed an excellent performance with high $R_{all}$ and very low MSE and MAPE. It has final characteristics of 8-8-1 (input-hidden-output). The sensitivity analysis showed that the ranking of importance for the factors affecting management competency rating to be B3 < C5 < B4 < D8 < A1 < A2 < D7 < C6. Overall, the neural network model created in this research yielded an excellent and accurate results in predicting the management...
competency rating as well as using its connection weights to calculate the influence of each input parameters to the management competency rating.
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