Precision measurement of the lifetime of the $6p\,2P_{1/2}$ level of Yb$^+$
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We present a precise measurement of the lifetime of the $6p\,2P_{1/2}$ excited state of a single trapped ytterbium ion (Yb$^+$). A time-correlated single-photon counting technique is used, where ultrafast pulses excite the ion and the emitted photons are coupled into a single-mode optical fiber. By performing the measurement on a single atom with fast excitation and excellent spatial filtering, we are able to eliminate common systematics. The lifetime of the $6p\,2P_{1/2}$ state is measured to be $8.12 \pm 0.02$ ns.

PACS numbers: 32.70.Cs, 42.50.Md

The ytterbium atomic system is noted for a wide range of applications, including the precise measurement of fundamental symmetries [1, 2], implementation of atomic frequency standards [3, 4, 5], generation of Bose and Fermi degenerate gases [6, 7], and quantum information processing [8, 9, 10, 11]. Atomic structure calculations are particularly challenging for ytterbium because of the complexity of its electronic configurations, making precision measurements of this system also valuable for tests of $ab\,\text{initio}$ theory [12, 13, 14].

A wide variety of experimental methods have been employed in an effort to obtain an accurate measurement of the excited states of the ytterbium ion (Yb$^+$). Methods for dipole-allowed transitions include delayed coincidence [15, 16], beam-foil [17], Hanle effect [17], 18], Fermi degenerate gases [6, 7], and quantum information frequency standards [3, 4, 5], generation of Bose and plasma [20], beam-laser [21, 22], and quantum jumps in single ions [23, 24]. In this article, we report a measurement of the $6p\,2P_{1/2}$ excited state of the Yb$^+$ atom using a time-correlated single-photon counting technique [25, 26]. By using ultrafast pulses to excite a single trapped Yb$^+$ atom and coupling the emitted photons into a fiber, we are able to eliminate many of the systematics present in earlier measurements.

Our experiment is performed on a single trapped $^{174}$Yb$^+$ atom. Ions are produced by first temporarily resistively heating a stainless steel tube filled with ytterbium (Yb) metal of natural isotopic abundance. The result is an atomic beam perpendicular to and traversing two counterpropagating laser beams, one at 398.9 nm and the other at 369.5 nm. Atoms are photoionized by a two-photon, dichroic, resonantly-assisted process as depicted in Fig. 1(a).

The resulting ion is confined in a radiofrequency (rf) linear Paul trap. The trap consists of four parallel tungsten rods arranged symmetrically about and parallel to two opposing needles; the center-to-center spacing of adjacent rods is 1 mm, while the tip-to-tip spacing between the needles is about 2.6 mm. An rf voltage at 37 MHz and amplitude of approximately 1 kV is applied to two of the four rods, providing transverse confinement of the ion. To confine the ion in the axial direction, static voltages of about 80 V are applied to the needle electrodes. The resulting secular frequencies are measured to be approximately 1 MHz, and the axial frequency of the trap is about 200 kHz. Stray electric fields that result in micromotion by shifting the equilibrium position of the ion away from the rf node are compensated by applying small (order of 0.1 V) static potentials to the rod electrodes. A single ion will typically remain in the trap for several weeks [9].

The Yb$^+$ atom is cooled by a four-level excitation scheme [27], as shown in Fig. 1(b). An amplified continuous wave (cw) diode laser at 739 nm is frequency doubled to 369.5 nm by a lithium triborate (LBO) nonlinear crystal in a cavity. This light is detuned by about
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half a linewidth from the $^2S_{1/2} \leftrightarrow ^2P_{1/2}$ transition of the Yb$^+$ atom, providing effective Doppler cooling. The $^2P_{1/2}$ state decays to the $^2D_{3/2}$ metastable state with a probability of about 0.005 [23]. Another cw laser at 935.2 nm, resonant with the $^2D_{3/2} \leftrightarrow ^3[3/2]_{1/2}$ transition, rapidly depletes the $^2D_{3/2}$ state, returning the ion to the cooling cycle. A few times per hour, the ion is found in the low-lying, long-lived $^2F_{7/2}$ level, most likely as a result of collisions [24]. We return the ion to the cooling cycle by using a 638.6 nm cw laser resonant with the $^2F_{7/2} \leftrightarrow ^1[5/2]_{5/2}$ transition [25].

A block diagram of the experimental setup is shown in Fig. 2. The cw lasers are used to Doppler cool the ion, as described above. An actively mode-locked Ti:sapphire laser at 739 nm produces 1 ps pulses with a repetition rate of about 81 MHz. The pulses are passed through an electro-optic pulse picker that has an average extinction ratio better than 100:1 in the infrared. We reduce the effective pulse repetition rate to about 5.4 MHz by allowing only one in every fifteen pulses to pass. A critically phase-matched LBO crystal is used to frequency double each pulse to 369.5 nm, and this ultraviolet light is separated from the residual infrared by a prism. Frequency doubling increases the effective average extinction ratio to about 10^4:1.

In the experiment, the ion is first Doppler cooled for 200 µs, and then the cw 369.5 nm light is blocked. The electro-optic pulse picker is then gated open for 390 µs, allowing a train of pulses to pass, where each subsequent pulse is separated from the preceding by about 186 ns. Leakage of each pulse (in the infrared) through a mirror strikes a trigger diode, which sends an electronic pulse (start pulse) to one channel of a time-to-digital converter (TDC) that has a resolution of 4 ps [29]. Each frequency-doubled laser pulse excites the ion from $^2S_{1/2}$ to $^2P_{1/2}$ with near unit probability, and the subsequent spontaneous decay of the excited state produces a single photon [30]. The photons emitted by the ion are collected by an imaging system with numerical aperture $\sim$0.3, coupled into a single-mode fiber, and detected by a photomultiplier tube (PMT). The arrival time of the consequent electronic pulses (stop pulses) from the PMT are recorded by the second channel of the TDC.

A histogram of the time difference between the arrivals of the two electronic pulses at the TDC displays the characteristic exponential decay of the excited atomic state (Fig. 3(a)). However, several other factors contribute to the overall shape of the histogram. The pulse propagation times (of both the light and electronic pulses) results in an overall offset along the time axis. Background counts result from PMT triggers due to either a background scattered photon or a dark count. Scattered photons may be detected as a result of the laser pulse traversing the trap, producing a “prompt peak” in the data at the time of excitation. Moreover, the finite response time of the detector dictates that the observed data is a convolution of all of these effects with the system response function. Thus, the data shown in Fig. 3(a) is described by the function

$$F(t) = \sum_{t_n} \left[ A e^{-\frac{t_n-t_0}{\tau}} \Theta(t_n-t_0) \right] + B + C \delta_n,0 \ h(t-t_n) + B + C h(t-t_0) + \sum_{t_n} A e^{-\frac{t_n-t_0}{\tau}} \Theta(t_n-t_0) h(t-t_n),$$

where $A$ is the amplitude of the exponential decay of the atomic state, $B$ is the background counts, $C$ is the integrated count contribution of the “prompt peak,” $h$ is the normalized system response function, $t_0$ is the time of excitation (used as a fit parameter, but shown in Fig. 3 as $t_0 = 0$), and $\Theta$ is the Heaviside step function. The sum is over all possible time bins $t_n$ used in the histogram of the data.

We measure the system response function by coupling a small fraction of the light from the 369.5 nm pulse into an optical fiber, and directing the output onto the PMT. Since the duration of the pulse (1 ps) is much shorter than the response time of the detector ($\sim$250 ps), the pulse is effectively a delta function input, allowing us to directly measure the system response function. The measured system response function, $h$, is shown in Fig. 3(b). Also visible on the log-scale plot of this generalized system response function are the subsequent, highly suppressed pulses from the mode-locked laser (average extinction ratio of about 10^4:1), separated by the approximately 12.4 ns repetition rate.

The differential nonlinearity of the TDC is characterized by directing light from an LED array to the fiber-
FIG. 3: Data used to determine the lifetime of the $6p^2P_{1/2}$ excited state. (a) The data after correction for the differential nonlinearity of the TDC, with 4 ps binning, showing the number of photons (stop pulses) detected a given time following pulsed laser excitation (start pulses); the gray line is the fit, with functional form given by Eq. 1. (b) The normalized system response function. Visible on the log-scale plot are the highly suppressed pulses from the mode-locked laser (average extinction ratio of about $10^4:1$), separated by the pulsed laser repetition rate of about 12.4 ns. (c) Deviations of the data from the fitting function (residuals).

coupler, and integrating this “white noise” input for several hours. The differential nonlinearity of the TDC is found to result in stable, intermittent ripples with amplitude $<6\%$ peak-to-peak. We use this measured signal (after normalization using a linear fit) to correct for the differential nonlinearity of the TDC by dividing the data (lifetime and system response measurements) by this signal.

The data analysis consists of computing Eq. 1 for a range of values for $A$, $B$, $C$, and $t_0$, and comparing this function to the data to determine $\chi^2$ for each combination of parameters. The final fit ($A = 1.64 \times 10^4$, $B = 11.1$, $C = 6.79 \times 10^4$) is shown as the gray line in Fig. 3(a), and the deviations of the data from this fit (residuals) are presented in Fig. 3(c). The statistical uncertainty in the fit is 0.002 ns. The quoted uncertainty in the lifetime is dominated by systematic errors.

Our experimental setup allows us to eliminate many possible systematics. By using a single trapped atom, systematic errors such as pulse pileup, radiation trapping, subradiance and superradiance are eliminated. Exciting this atom with an ultrafast pulse eliminates effects due to the application of light during the measurement interval, including background scattered light, multiple excitations, and ac Stark shifts. Using the pulse picker to reduce the effective repetition rate of the ultrafast laser enables observation intervals much longer than the natural decay time of the excited state, allowing a fit of the data all the way to the tail end of the exponential where background events dominate. Finally, by coupling the spontaneously emitted photons into a single-mode fiber, we nearly eliminate detection of background scattered light, including “prompt peak” photons scattered while the ultrafast pulse traverses the trapping region.

Two possible systematics that demand further investigation are hyperfine and Zeeman beats. By using an even isotope of ytterbium (nuclear spin 0), we avoid the possibility of hyperfine beats. On the other hand, at a magnetic field of 3.4 gauss the excited state Zeeman splitting is 3.1 MHz, so Zeeman beats could be significant. However, $\pi$-polarized light is used to excite the ion, to prevent actively producing coherence between the Zeeman levels of the excited state. In addition, by observing along the quantization axis, the radiation pattern of the atom suppresses the observation of $\pi$-polarized light so that only distinguishable decay channels are observed. We are able to place an upper bound on the expected amplitude of the quantum beat signal by measuring a second-order correlation function of the spontaneously

FIG. 4: Second-order correlation function used to determine the amplitude of quantum beats. Through a combination of a quarter-wave plate and polarizers, we arrange the setup to observe $\sigma^+$-polarized light after a beamsplitter. In using $\pi$-polarized pulses for excitation, two subsequent excitations should not both result in detection of a $\sigma^+$-polarized photon. This is evidenced by the suppression of the first adjacent peaks in the second-order correlation function (at delay times of $\pm 186$ ns); the absence of a peak at zero delay time is evidence of an excellent source of single photons.

Two possible systematics that demand further investigation are hyperfine and Zeeman beats. By using an even isotope of ytterbium (nuclear spin 0), we avoid the possibility of hyperfine beats. On the other hand, at a magnetic field of 3.4 gauss the excited state Zeeman splitting is 3.1 MHz, so Zeeman beats could be significant. However, $\pi$-polarized light is used to excite the ion, to prevent actively producing coherence between the Zeeman levels of the excited state. In addition, by observing along the quantization axis, the radiation pattern of the atom suppresses the observation of $\pi$-polarized light so that only distinguishable decay channels are observed. We are able to place an upper bound on the expected amplitude of the quantum beat signal by measuring a second-order correlation function of the spontaneously
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emitted photons, shown in Fig. 4.

The setup for this correlation measurement is similar to Ref. \[34\], with two PMTs measuring the exit ports of a 50:50 beamsplitter. For this measurement, a quarter-

wave plate is inserted between the ion and the fiber-

coupler, and polarizers are placed before the PMTs for

detection of only \( \sigma^+ \)-polarized light after the beamspli-
ter. Given detection of a \( \sigma^- \)-polarized photon, since

the excitation light is \( \pi \)-polarized, the immediately pre-

vious spontaneously emitted photon ideally cannot be detected; this results in suppression of the first adjacent peaks of the correlation measurement (at delay times of \( \pm 186 \) ns), as seen in Fig. 4. The same errors that contribute to the generation of a quantum beat cause

the first adjacent peaks of this second-order correlation function to be nonzero. However, while in the second-order correlation signal the probabilities for coherence between the excited state Zeeman levels and detection of \( \pi \)-polarized photons add, in the quantum beat signal the amplitudes of these effects are multiplied \[37\]. The quantum beat amplitude would therefore be maximal if these errors contribute equally to the height of the first adjacent peaks in the second-order correlation signal, allowing us to place an upper bound on the modulation depth of the quantum beat signal of \( < 0.03 \). Given this modulation depth, and a period of oscillation determined by the 3.1 MHz excited state Zeeman splitting, we determine quantum beats shift the measured lifetime of the excited state by less than \( \pm 0.002 \) ns.

The dominant systematic error was determined to be a residual ripple in the data due to either an uncompensated contribution of the differential nonlinearity of the TDC or incomplete characterization of the system response function. By truncating the data prior to various points in the exponential decay/ripple (up to \( t_0 + 30 \) ns) and fitting the remaining data with a simplified version of Eq. 1, we observe shifts in the fitted value of the lifetime. We conservatively assign a systematic error large enough to encompass the fitted values from all of these truncated data sets, and arrive at a systematic error of \( \pm 0.015 \) ns.

The final value of the lifetime of the \( 6p^2P_{1/2} \) state of \( \text{Yb}^+ \) is measured to be \( 8.12 \pm 0.02 \) ns. In Fig. 5 our measurement is plotted alongside other experimen-
tal and theoretical values. Our value agrees well with previous experimental measurements, with an improved uncertainty. The clear disparity between our measurement and several of the theoretical results highlights the difficulty of the \textit{ab initio} calculations in this complex sys-
tem, reinforcing the value of precision measurements in ytterbium to further an understanding of the structure of atoms.
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