EXACT BOUNDS FOR SOME QUADRATIC EMPirical PROCESSES
WITH APPLICATIONS
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Abstract. Let $Z_1, \ldots, Z_n$ be i.i.d. isotropic random vectors in $\mathbb{R}^p$, and $T \subset \mathbb{R}^p$ be a compact set. A classical line of empirical process theory characterizes the size of the suprema of the quadratic process

$$\sup_{t \in T} \left| \frac{1}{n} \sum_{i=1}^{n} \langle Z_i, t \rangle^2 - \|t\|^2 \right|,$$

via a single parameter known as the Gaussian width of $T$.

This paper introduces an improved bound for the suprema of this quadratic process for standard Gaussian vectors $\{Z_i\}$ that can be exactly attained for certain choices of $T$, and is thus referred to as an exact bound. Our exact bound is expressed via a collection of (stochastic) Gaussian widths over spherical sections of $T$ that serves as a natural multi-scale analogue to the Gaussian width of $T$. Compared to the classical bounds for the quadratic process, our new bounds not only determine the optimal constants in the classical bounds that can be attained for some $T$, but also precisely capture certain subtle phase transitional behavior of the quadratic process beyond the reach of the classical bounds.

To illustrate the utility of our results, we obtain tight versions of the Gaussian Dvoretzky–Milman theorem for random projection, and the Koltchinskii-Lounici theorem for covariance estimation, both with optimal constants. Moreover, our bounds recover the celebrated BBP phase transitional behavior of the top eigenvalue of the sample covariance and its generalization to the sample covariance error.

The proof of our results exploits recently sharpened Gaussian comparison inequalities. The technical scope of our method of proof is further demonstrated in obtaining an exact bound for a two-sided Chevet inequality.
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1. MAIN RESULTS

1.1. Exact bounds for the suprema of quadratic empirical processes. Let $Z_1, \ldots, Z_n$ be i.i.d. standard Gaussian vectors in $\mathbb{R}^p$, and $T \subset \mathbb{R}^p$ be a compact set. We will be primarily interested in the behavior of the suprema of the following quadratic process

$$
\sup_{t \in T} \left| \frac{1}{n} \sum_{i=1}^{n} \langle Z_i, t \rangle^2 - \|t\|^2 \right|.
$$  \hspace{1cm} (1.1)

Before formally describing the behavior of (1.1), with $h \sim \mathcal{N}(0, I_p)$, let

$$
r(T) \equiv \sup_{t \in T} \|t\|, \quad w(T) \equiv \mathbb{E}^{1/2} \left( \sup_{t \in T} \langle h, t \rangle \right)^2, \quad d(T) \equiv \left( \frac{w(T)}{r(T)} \right)^2
$$  \hspace{1cm} (1.2)

be the radius, Gaussian width and stable dimension of $T$ respectively; see e.g., [Ver18, Section 7] for an in-depth treatment of some properties of these geometric quantities associated with $T$.

An important line of empirical process theory [KM05, ALPTJ10, MPTJ07, Men10, MP12, Dir15] provides a sharp bound of the quadratic process (1.1) using the above geometric parameters: for some universal constant $C > 0$,

$$
\mathbb{E} \sup_{t \in T} \left| \frac{1}{n} \sum_{i=1}^{n} \langle Z_i, t \rangle^2 - \|t\|^2 \right| \leq C \cdot r^2(T) \cdot \left( \frac{d(T)}{\sqrt{n}} + \frac{d(T)}{n} \right).
$$  \hspace{1cm} (1.3)

Bounds of the type (1.3) are usually proved via chaining techniques (cf., [Tal14]), which hold under more general classes of quadratic functions and distributions of $Z_i$’s. These bounds have found vast applications in signal processing and statistical applications; we only refer the readers to [Ver18] and references therein for a sample of these applications.

The first goal of this paper is to provide a refined understanding for the behavior of the quadratic process (1.1). In particular, we will provide a systematically improved bound to (1.3) which can actually be exactly attained for certain choices of $T$, and thus is refer to as an exact bound.

The key to our improvement is to replace the ‘global’ parameters associated with $T$ in (1.2) with a collection of ‘multiscale’ parameters as follows. Let

$$
\Lambda_T \equiv \{ \|t\| : t \in T \}.
$$

For any $\zeta \in \mathbb{R}$, with $h \sim \mathcal{N}(0, I_p)$, let

$$
E_{+, \zeta}(T) \equiv \mathbb{E} \sup_{\alpha \in \Lambda_T} \left\{ \left( \alpha + \frac{1}{\sqrt{n}} \sup_{t \in T, \|t\|=\alpha} \langle h, t \rangle \right)^2 - \zeta \alpha^2 \right\},
$$

$$
E_{-, \zeta}(T) \equiv \mathbb{E} \sup_{\alpha \in \Lambda_T} \left\{ \zeta \alpha^2 - \left( \alpha - \frac{1}{\sqrt{n}} \sup_{t \in T, \|t\|=\alpha} \langle h, t \rangle \right)^2 \right\}.
$$  \hspace{1cm} (1.4)
For notational convenience, we shall write

\[ E_*(T) \equiv E_{*,1}(T). \]

We shall also write \( G \in \mathbb{R}^{n \times p} \) as a standard Gaussian matrix with i.i.d. \( \mathcal{N}(0,1) \) entries, and \( G_n \equiv G/\sqrt{n} \). Using this notation, the quadratic process in (1.1) then can be written equivalently in law as \( \sup_{t \in T} ||G_n t||^2 - ||t||^2 \).

**Theorem 1.1.** Let \( T \subset \mathbb{R}^p \) be a compact set with \( 0 \in T \). Then there exists some universal constant \( C > 0 \) such that for any \( \zeta \in \mathbb{R} \) and any \( x \geq 1 \), with probability at least \( 1 - e^{-x} \),

\[
\sup_{t \in T} \pm(||G_n t||^2 - ||t||^2) \leq E_{*,\zeta}(T) + C \cdot r^2(T) \cdot \left( \sqrt{1 \vee |\zeta|} \sqrt{\frac{d(T)}{n} \frac{x}{n} + \frac{x}{n}} \right).
\]

The condition \( 0 \in T \) in the above theorem is imposed for technical convenience. With this condition, the suprema on the left hand side of the above display is always non-negative.

As an immediate consequence of Theorem 1.1 in the main case \( \zeta = 1 \) of our interest, we obtain the following dimension-free estimate for the quadratic process (1.1) (without assuming \( 0 \in T \)).

**Theorem 1.2.** Let \( T \subset \mathbb{R}^p \) be a compact set. Then with \( T_0 \equiv T \cup \{0\} \), there exists some universal constant \( C > 0 \) such that for any \( x \geq 1 \), with probability at least \( 1 - e^{-x} \),

\[
\sup_{t \in T} ||G_n t||^2 - ||t||^2 \leq E_*(T_0) + C \cdot r^2(T) \cdot \left( \sqrt{1 \vee \frac{d(T)}{n} \frac{x}{n}} \sqrt{\frac{1}{n} \frac{x}{n}} \right).
\]

Clearly, by integrating the tail we immediately obtain moment estimates for the quadratic process (1.1).

Now it is evident that Theorem 1.2 improves the chaining bound (1.3) for the quadratic process (1.1) in major ways: it not only leads to optimal constants in the bound (1.3) that can be attained for some \( T \), as we will see later, but it also captures the correct phase transitional behavior of (1.1) in the canonical spiked covariance model, which is fundamentally beyond the reach of the classical bound (1.3).

We note that while the quantity \( E_*(T) \) (or \( E_*(T_0) \)) in Theorem 1.2 offers a systematic improvement over the classical bound (1.3), we do not expect it to be exact for every choice of \( T \). For instance, for \( T_{co} = [-1, 1]^p \), the behavior of (much) simpler process \( \sup_{v \in T_{co}} ||G_n v|| \) (after proper normalization) is intimately related to the Parisi formula in the spin glass model [CS23] that goes beyond the Gaussian process method; see also the paragraphs following [DS01, Problem II.14] for related discussion. It remains open to characterize the precise geometric properties of \( T \) that make the bound via \( E_*(T) \) exact for the quadratic process (1.1).

**Remark 1.** Multiscale parameters similar to (1.4) have appeared in the classical Gaussian process theory for (much) simpler processes. For instance, by leveraging
the classical Gaussian comparison principles, [Gor88, Corollary 1.2] proved that for any compact set $T \subset \mathbb{R}^p$, 
\[
\mathbb{E} \sup_{t \in T} \|G_n t\| \leq \mathbb{E} \sup_{\alpha \in \Lambda_T} \left\{ \alpha + \frac{1}{\sqrt{n}} \sup_{r \in T, \|r\|=\alpha} \langle h, t \rangle \right\} + \frac{C \cdot r(T)}{\sqrt{n}}.
\] (1.5)

A major simplification in (1.5) is that $\sup_{t \in T} \|G_n t\| = \sup_{t \in T, s \in \partial B_n} \langle s, G_n t \rangle$ can be expressed as a bilinear form of $G_n$, which then allows a direct reduction to decoupled Gaussian linear forms via comparison principles. Here our Theorem 1.2 can be viewed as a significant generalization of (1.5) where such straightforward reduction is not possible, and therefore classical comparison inequalities cannot be applied at least directly.

1.2. An extension: exact bounds for a two-sided Chevet inequality. The method of proof for Theorems 1.1 and 1.2, as will be clear from Section 3 ahead, is based on a recently sharpened Gaussian comparison principle. As an illustration of the technical flexibility of this proof method, we will also provide below an improved, exact bound for
\[
\sup_{t \in T} \sup_{s \in S} \left| \sup_{\zeta \in \mathbb{R}} (s, G_n t) - \zeta\|t\| \right|, \quad \zeta \in \mathbb{R},
\] (1.6)

where $T \subset \mathbb{R}^p$ and $S \subset \mathbb{R}^n$ are two compact sets. A canonical choice of $\zeta$ in the above display (1.6) is
\[
\zeta_S \equiv \frac{w_1(S)}{\sqrt{n}} \equiv \frac{1}{\sqrt{n}} \mathbb{E} \sup_{s \in S} (g, s), \quad g \sim \mathcal{N}(0, I_n).
\] (1.7)

For this choice of $\zeta = \zeta_S$, it is well known that there exists some universal constant $C > 0$ such that
\[
\mathbb{E} \sup_{t \in T} \sup_{s \in S} \left| \sup_{\zeta \in \mathbb{R}} (s, G_n t) - \zeta_S\|t\| \right| \leq \frac{C \cdot w(T) r(S)}{\sqrt{n}}.
\] (1.8)

The readers are referred to [Ver18, Chapters 9 and 11] and a detailed account and numerous applications of the two-sided Chevet inequality (1.8) (some results therein are proved for special choices of $S$, say, $S = B_n$ being the unit ball).

To describe our improved bound for (1.6), for any $\zeta \in \mathbb{R}$, with $g \sim \mathcal{N}(0, I_n)$ and $h \sim \mathcal{N}(0, I_p)$ being independent standard Gaussian vectors, let
\[
E_{\pm, \zeta}^0(T, S) \equiv \mathbb{E} \sup_{\alpha \in \Lambda_T, \beta \in \Lambda_S} \left\{ \frac{\alpha}{\sqrt{n}} \sup_{s \in S, \|s\| = \beta} \langle g, s \rangle + \frac{\beta}{\sqrt{n}} \sup_{r \in T, \|r\| = \alpha} \langle h, t \rangle - \zeta \alpha \right\},
\]
\[
E_{-\zeta}^0(T, S) \equiv \mathbb{E} \sup_{\alpha \in \Lambda_T, \beta \in \Lambda_S} \left\{ \zeta \alpha - \frac{\alpha}{\sqrt{n}} \sup_{s \in S, \|s\| = \beta} \langle g, s \rangle + \frac{\beta}{\sqrt{n}} \sup_{r \in T, \|r\| = \alpha} \langle h, t \rangle \right\}.
\] (1.9)

**Theorem 1.3.** Let $T \subset \mathbb{R}^p$ and $S \subset \mathbb{R}^n$ be two compact sets with $0 \in T$. Then there exists some universal constant $C > 0$ such that for any $\zeta \in \mathbb{R}$ and any $x \geq 1$, with probability at least $1 - e^{-x}$,
\[
\sup_{t \in T} \left( \sup_{s \in S} (s, G_n t) - \zeta\|t\| \right) \leq E_{\pm, \zeta}^0(T, S) + C \cdot r(T) r(S) \sqrt{\frac{x}{n}}.
\]
Again here $0 \in T$ in the above theorem is assumed for technical convenience; under this condition the left hand side of the above display is always non-negative.

As a fairly easy consequence of Theorem 1.3 above, we obtain an exact bound for the process (1.6).

**Theorem 1.4.** Let $T \subset \mathbb{R}^p$ and $S \subset \mathbb{R}^n$ be two compact sets. Then with $T_0 \equiv T \cup \{0\}$, there exists some universal constant $C > 0$ such that for any $x \geq 1$, with probability at least $1 - e^{-x}$,

$$
\sup_{t \in T} \left| \sup_{s \in S} (s, G_n t) - \xi_S ||t|| \right| 
\leq \max_{s = \pm} \mathbb{E}^\circ_{s, \xi_S} (T_0, S) + C \cdot r(T) r(S) \sqrt{\frac{x}{n}} \leq \frac{w(T) r(S)}{\sqrt{n}} \left( 1 + \sqrt{\frac{C x}{d(T)}} \right).
$$

Compared to (1.8), it is easy to see that the above theorem provides a sharp leading constant $1$ for the two-sided Chevet inequality.

**Remark 2.** For the case $\zeta = 0$, Theorem 1.3 can be easily obtained via standard Gaussian comparison and concentration techniques; see, e.g., [Ver18, Exercise 8.7.4].

1.3. **Organization.** The rest of the paper is organized as follows. In Section 2 we shall provide applications of the main theorems above to random projection and covariance estimation. An outline of the proof for Theorem 1.1 and some further notation/definitions are given in Section 3. All proof details are then presented in Sections 4-6. For the sake of completeness, we include the proof of our version of the Gaussian min-max Theorem 3.1 in Appendix A.

1.4. **Notation.** For any pair of positive integers $m \leq n$, let $[m : n] \equiv \{m, \ldots, n\}$, and $(m : n) \equiv [m : n] \setminus \{m\}$, $[m : n] \equiv [m : n] \setminus \{n\}$. We often write $[n]$ for $[1 : n]$. For $a, b \in \mathbb{R}$, $a \wedge b \equiv \max\{a, b\}$ and $a \vee b \equiv \min\{a, b\}$. For $a \in \mathbb{R}$, let $a_+ \equiv a \wedge 0$ and $a_- \equiv (-a) \vee 0$.

For $x \in \mathbb{R}^n$, let $||x||_q = ||x||_{\ell_q(\mathbb{R}^n)}$ denote its $q$-norm $(0 \leq q \leq \infty)$ with $||x||_2$ abbreviated as $||x||$. Let $B_n(r; x) \equiv \{z \in \mathbb{R}^n : ||z - x|| \leq r\}$, and recall that $B_n$ is the unit $\ell_2$ ball in $\mathbb{R}^n$. We write $\partial B_n \equiv \{x \in \mathbb{R}^n : ||x|| = 1\}$ as the sphere in $\mathbb{R}^n$. For $x, y \in \mathbb{R}^n$, we write $\langle x, y \rangle \equiv \sum_{i=1}^n x_i y_i$. For a matrix $M$, let $||M||_F$ and $||M||_{op}$ be its Frobenius norm and spectral/operator norm respectively. For any real symmetric matrix $A \in \mathbb{R}^{p \times p}$, let $\lambda_\pm(A) \equiv \sup_{v \in B_p} \langle \lambda_\pm(A)v, (\pm A)v \rangle$. Then $||A||_{op} = \lambda_+(A) \vee \lambda_-(A)$.

We use $C_x$ to denote a generic constant that depends only on $x$, whose numeric value may change from line to line unless otherwise specified. $a \lesssim b$ and $a \gtrsim b$ mean $a \leq C_x b$ and $a \geq C_x b$ respectively, and $a \asymp b$ means $a \lesssim b$ and $a \gtrsim b$. $O$ and $o$ denote the usual big and small $O$ notation.

2. **Applications**

2.1. **Application I: a tight Gaussian Dvoretzky–Milman Theorem.** We first need the following definition.
**Definition 2.1.** For a compact set $T \subset \mathbb{R}^p$, let

$$r_-(T) \equiv \sup \{ r \geq 0 : B_p(r) \subset T \}, \quad r_+(T) \equiv \inf \{ r \geq 0 : T \subset B_p(r) \}$$

be the maximum/minimum radius of a centered ball contained in/containing $T$.

A classical result of Dvoretzky and Milman [Dvo59, Dvo61, Mil71] for Gaussian random projection says the following: for any compact set $T \subset \mathbb{R}^p$, the convex hull of the random Gaussian projection $G_n T \subset \mathbb{R}^n$ is approximately a round ball of radius $n^{-1/2}w_1(T)$, whenever the projection dimension $n \ll d(T)$. More precisely, [Ver18, Theorem 11.3.1] shows that for some universal constant $C > 0$, with high probability (say, at least 0.99),

$$\left\{ \frac{w_1(T)}{\sqrt{n}} - Cr(T) \right\}_+ \leq r_-(\text{conv}(G_n T)) \leq r_+(\text{conv}(G_n T)) \leq \frac{w_1(T)}{\sqrt{n}} + Cr(T). \quad (2.1)$$

For a full literature review of this classical result, the readers are referred to [AAGM15, Chapter 5 and Section 9.2], [LT11, Section 9.1], [Ver18, Section 11.4] and references therein; see also [HR22, Theorem 1.6] for a local version of this result.

The following theorem provides a tight version of the Gaussian Dvoretzky–Milman theorem.

**Theorem 2.2.** Let $T \subset \mathbb{R}^p$ be a compact set with $0 \in T$. With $h \sim N(0, I_p)$, let

$$r_{T,+} \equiv \frac{w_1(T)}{\sqrt{n}} + \left\{ \mathbb{E} \sup_{\alpha \in \Lambda_T} \left( \frac{1}{\sqrt{n}} \sup_{t \in T, \|t\| = \alpha} \langle h, t \rangle + \alpha \right) - \frac{w_1(T)}{\sqrt{n}} \right\}_+, \quad r_{T,-} \equiv \frac{w_1(T)}{\sqrt{n}} - \left\{ \mathbb{E} \sup_{\alpha \in \Lambda_T} \left( \frac{1}{\sqrt{n}} \sup_{t \in T, \|t\| = \alpha} \langle h, t \rangle - \alpha \right) \right\}_+. \quad (2.2)$$

Then there exists some universal constant $C > 0$ such that for any $x \geq 1$, with probability at least $1 - e^{-x}$,

$$r_{T,-} - C \cdot r(T) \sqrt{\frac{x}{n}} \leq r_-(\text{conv}(G_n T)) \leq r_+(\text{conv}(G_n T)) \leq r_{T,+} + C \cdot r(T) \sqrt{\frac{x}{n}}.$$

The proof of the above theorem can be found in Section 6.1. From (2.2), it is easy to see that

$$\left\{ \frac{w_1(T)}{\sqrt{n}} - r(T) \right\}_+ \leq r_{T,-} \leq r_{T,+} \leq \frac{w_1(T)}{\sqrt{n}} + r(T). \quad (2.3)$$

Then Theorem 2.2 implies that with very high probability, $\text{conv}(G_n T)$ is contained in a centered ball of radius $n^{-1/2}w_1(T) + r(T)$ and contains a centered ball of radius $(n^{-1/2}w_1(T) - r(T))_+$ (ignoring fluctuation terms of a smaller order). It is easy to see that the constant 1 before $r(T)$ is optimal. In fact, consider the regime $p \sim n$ and the example $T = B_p$. Then $r(T) = 1$ and $w_1(T) = \sqrt{p} \cdot (1 + o(1))$. The characterization condition (6.1) in the proof ahead shows that with high probability,

$$r_-(\text{conv}(G_n T)) = (\sqrt{p/n} - 1 + o(1))_+, \quad r_+(\text{conv}(G_n T)) = \sqrt{p/n} + 1 + o(1),$$

matching exactly the upper and lower bounds obtained in (2.3).
2.2. Application II: covariance estimation. Let $X_1, \ldots, X_n \in \mathbb{R}^p$ be i.i.d. centered Gaussian random vectors with covariance $\Sigma \in \mathbb{R}^{p \times p}$, and let $\hat{\Sigma} \equiv n^{-1} \sum_{i=1}^{n} X_i X_i^\top$ be the sample covariance.

2.2.1. A dimension-free Koltchinskii-Lounici theorem with optimal constants. A significant line of non-asymptotic theory of the sample covariance $\hat{\Sigma}$ concerns its estimation error for the underlying covariance $\Sigma$ measured in the spectral (operator) norm, i.e., $\|\hat{\Sigma} - \Sigma\|_{\text{op}}$. We only refer the readers to the more recent references, e.g., [Tro16, LMPV17, KL17, Min17, vH17, Ver18, Tik18, BvH22, BBvH23, BCSvH24, Zhi24]; many more earlier references can be found therein.

An important milestone of this program is achieved in the path-breaking work of Koltchinskii and Lounici [KL17] which shows that

$$E \{ ||\hat{\Sigma} - \Sigma||_{\text{op}} / ||\Sigma||_{\text{op}} \} \asymp \frac{\sqrt{r(\Sigma)}}{n} + \frac{r(\Sigma)}{n}, \quad (2.4)$$

where the ‘effective rank’ $r(\Sigma)$ is defined by $r(\Sigma) \equiv \text{tr}(\Sigma) / ||\Sigma||_{\text{op}}$.

The original proof for the upper bound of (2.4) in [KL17] is based on a chaining estimate of [Men10] that actually holds beyond Gaussian data. For Gaussian $\{X_i\}$’s, the upper bound of (2.4) can also be proved via Slepian-Fernique comparison inequalities, cf. [vH17]. Here we will apply Theorem 1.2 to obtain a version of (2.4) with tight constants.

**Theorem 2.3.** There exists some universal constant $C > 0$ such that

$$E \{ ||\hat{\Sigma} - \Sigma||_{\text{op}} / ||\Sigma||_{\text{op}} \} \leq E^* (T_{\Sigma} / r(T_{\Sigma})) + \frac{C}{\sqrt{n}} \sqrt{1 + \frac{r(\Sigma)}{n}}$$

$$\leq \left( 1 + \frac{C}{\sqrt{r(\Sigma)}} \right) \left( 2 \sqrt{\frac{r(\Sigma)}{n}} + \frac{r(\Sigma)}{n} \right). \quad (2.5)$$

Here $T_{\Sigma} \equiv \Sigma^{1/2}(B_p)$.

**Proof.** An easy calculation shows that

$$E ||\hat{\Sigma} - \Sigma||_{\text{op}} = \mathbb{E} \sup_{t \in \Sigma^{1/2}(B_p)} ||G_t||^2 - ||t||^2 |.$$

Consequently we only need to compute the radius, Gaussian width and stable dimension of $T_{\Sigma} = \Sigma^{1/2}(B_p)$. Some calculations show that

$$r(T_{\Sigma}) = ||\Sigma||_{\text{op}}^{1/2}, \quad w(T_{\Sigma}) = \{ \text{tr}(\Sigma) \}^{1/2}, \quad d(T_{\Sigma}) = r(\Sigma).$$

Now we may apply Theorem 1.2 to conclude. □

Clearly, the constants 2 before $\sqrt{r(\Sigma)/n}$ and 1 before $r(\Sigma)/n$ in (2.5) are optimal in view of the Bai-Yin law [BY93] for the isotropic case $\Sigma = I_p$. Nor can the multiplicative factor $1 + C/\sqrt{r(\Sigma)}$ be removed by considering, e.g., the simplest one-dimensional case where $X_1, \ldots, X_n$’s are i.i.d. $\mathcal{N}(0, 1)$ with $r(\Sigma) = 1$. 
Remark 3. A weaker bound in a similar spirit to (2.5) is obtained in [CHZ22, Theorem 2.1] with additional logarithmic dependence on the dimension; see also the discussion after [BBvH23, Proposition 3.12] for a dimension-dependent version of (2.5). Those dimension-dependent logarithm terms cannot be removed as the bounds therein cover general non-homogeneous settings.

Remark 4. As will be clear from below, the quantity $E_\ast(T_\Sigma)$ precisely capture certain phase transitional behavior for $\|\hat{\Sigma} - \Sigma\|_{\text{op}}$ in the spiked model (2.6) below, beyond the reach of any characterization via the effective rank $r(\Sigma)$ alone. A matching lower bound was claimed in a preliminary arXiv version of this paper, but the proof is flawed. A rigorous proof for the lower bound is given in the recent work of [BCSvH24] in the spiked model via a suite of different techniques. A purely Gaussian process proof for this lower bound with possible dimension-free error terms remains open.

2.2.2. Recovering BBP phase transitions and beyond. Let us illustrate now the tightness of Theorem 2.3 in the popular class of spiked covariance models [Joh01]:

For a fixed orthonormal system $\{v_j\}_{j \in [p]}$ of $\mathbb{R}^p$, we consider

$$\Sigma_{r,\lambda} \equiv I_p + \lambda \sum_{j=1}^r v_j v_j^\top, \quad (r, \lambda) \in [p] \times \mathbb{R}_{\geq 0}. \quad (2.6)$$

To this end, for any $\delta \geq 0$, let $\overline{\Psi}_\delta, \Psi_\delta : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ be defined by

$$\overline{\Psi}_\delta(\lambda) \equiv \left(1 + \frac{\delta}{\lambda}\right)(1 + \lambda),$$
$$\Psi_\delta(\lambda) \equiv \frac{\lambda + 1}{\sqrt{\delta} + 4\lambda} \left[2\sqrt{\delta} + \left(\frac{\sqrt{\delta + \sqrt{\delta + 4\lambda}}}{2\lambda}\right) \cdot \delta\right]. \quad (2.7)$$

With these notations, we have the following.

**Proposition 2.4.** There exists some universal constant $C > 0$ such that for any $(r, \lambda) \in [p] \times \mathbb{R}_{\geq 0}$, with $\delta \equiv (p - r)/n$,

$$|E_{+,0}(T_\Sigma) - \overline{\Psi}_\delta(\lambda \lor \sqrt{\delta})| \lor |E_{+,1}(T_\Sigma) - \Psi_\delta(\lambda \lor (1 + \sqrt{\delta}))|$$

$$\leq C(1 + \lambda) \cdot \left\{\sqrt{1 + \frac{\delta}{1 + \lambda}} + \frac{r}{n} \cdot \sqrt{\frac{r}{n}}\right\}.$$

The proof of the above proposition involves some book-keeping calculations so will be deferred to Section 6.2.

Clearly, the quantity $E_{+,0}(T_\Sigma)$ recovers the celebrated BBP phase transition [BBAP05] for $\|\hat{\Sigma}\|_{\text{op}}$ that occurs at the signal strength $\lambda = \sqrt{\delta}$. Interestingly, the calculation for $E_{+,1}(T_\Sigma)$ suggests a phase transition at a different signal strength $\lambda = 1 + \sqrt{\delta}$ for the sample covariance error $\|\hat{\Sigma} - \Sigma\|_{\text{op}}$ under the spiked model (2.6). A rigorous proof for the lower bound is recently obtained in [BCSvH24].
3. Proof outline

3.1. Technical tools. The main technical tool we will be using in proving our main exact bounds is the following version of the Gaussian min-max theorem.

**Theorem 3.1** (Gaussian min-max Theorem). Suppose \( D_u \subset \mathbb{R}^{n_1+n_2}, \) \( D_v \subset \mathbb{R}^{m_1+m_2} \) are compact sets, and \( Q : D_u \times D_v \to \mathbb{R} \) is continuous. Let \( G = (G_{ij})_{i \in [n_1], j \in [m_1]} \) with \( G_{ij} \)’s i.i.d. \( N(0, 1) \), and \( g \sim N(0, I_{n_1}), h \sim N(0, I_{m_1}) \) be independent Gaussian vectors. For \( u \in \mathbb{R}^{n_1+n_2}, v \in \mathbb{R}^{m_1+m_2} \), write \( u_1 \equiv u_{[n_1]} \in \mathbb{R}^{n_1}, v_1 \equiv v_{[m_1]} \in \mathbb{R}^{m_1} \). Define

\[
\Phi^p_u(G) = \max_{u \in D_u, v \in D_v} \left( u_1^\top G v_1 + Q(u, v) \right),
\]

\[
\Phi^p_v(G) = \min_{v \in D_v, u \in D_u} \left( u_1^\top G v_1 + Q(u, v) \right)
\]

\[
\Phi^p(g, h) = \max_{u \in D_u, v \in D_v} \left( ||v_1||_1 u_1 + ||h_1||_1 v_1 + Q(u, v) \right). \tag{3.1}
\]

Then for all \( t \in \mathbb{R}, \)

\[
\mathbb{P} (\Phi^p_u(G) \geq t) \leq 2 \mathbb{P} (\Phi^p(g, h) \geq t),
\]

\[
\mathbb{P} (\Phi^p_v(G) \leq t) \leq 2 \mathbb{P} (\Phi^p(g, h) \leq t).
\]

The above version of the Gaussian min-max theorem is essentially contained in the proof of [MM21, Corollary G.1] via Gordon’s min-max theorem [Gor85, Gor88]; for completeness we spell out the details in the Appendix A.

A major technical merit of this recent version of Gaussian min-max theorem, as opposed to its classical version in, e.g., [Gor85, Gor88, LT11, AAGM15], is that the two random optimization problems \( \Phi^p_u(G) \) and \( \Phi^p(g, h) \) are tightly related via tail bounds. Moreover, under strong duality with \( \Phi^p_u(G) = \Phi^p_v(G) \), we may completely determine its value through \( \Phi^p(g, h) \). In this sense this version of the Gaussian comparison principle is expected to be tight in a wide range of random optimization problems. The reader is referred to [Sto13, TAH18, MM21, Han23, HS23, HX23, MRSY23, CMW23] for a partial list of recent works on applications of this two-sided comparison principle to a number of concrete statistical problems.

The application of the Gaussian min-max theorem is often coupled with the following classical Sion’s min-max theorem.

**Lemma 3.2** (Sion’s min-max theorem). Let \( X \) be a compact convex subset of a linear topological space and \( Y \) a convex subset of a linear topological space. If \( f \) is a real-valued function on \( X \times Y \) satisfying:

(1) \( y \mapsto f(x, y) \) is upper-semicontinuous and quasi-concave for all \( x \in X \);

(2) \( x \mapsto f(x, y) \) is lower-semicontinuous and quasi-convex for all \( y \in Y \).

Then \( \min_{x \in X} \sup_{y \in Y} f(x, y) = \sup_{y \in Y} \min_{x \in X} f(x, y) \).

3.2. Further notation and definitions. Recall that \( G \in \mathbb{R}^{n \times p} \) has i.i.d. \( N(0, 1) \) entries and \( G_n = G/\sqrt{n} \). Let \( g, h \) be independent standard Gaussian vectors in \( \mathbb{R}^n \) and \( \mathbb{R}^p \) respectively. For simplicity, we shall assume that \( G, g, h \) are defined on the
same probability space and are mutually independent. Let
\[ \mathcal{E}_0 \equiv \sup_{v \in T} \{ \pm \|G_n v\|^2 \pm \zeta \|v\|^2 \}. \] (3.2)

Let the primal and Gordon cost functions associated with \( \mathcal{E}_0 \) be
\[ b_\pm(u, v, w) \equiv \pm \|w\|^2 \pm \zeta \|v\|^2 + \langle u, G_n v - w \rangle, \]
\[ l_\pm(u, v, w) \equiv n^{-1/2} \|v\| \langle g, u \rangle + n^{-1/2} \|u\| \langle h, v \rangle \pm \|w\|^2 \pm \zeta \|v\|^2 - \langle u, w \rangle. \] (3.3)

### 3.3. Proof outline for Theorem 1.1

We shall focus on the case \( \mathcal{E}_+ \) as the other case \( \mathcal{E}_- \) shares a similar strategy. First we rewrite \( \mathcal{E}_+ \) into a max-min optimization problem:
\[ \mathcal{E}_+ = \sup_{v \in T} \{ \|G_n v\|^2 - \zeta \|v\|^2 \} = \sup_{v \in T, w \in \mathbb{R}^n} \inf_{u \in \mathbb{R}^n} b_+(u, v, w). \] (3.4)

Now ideally we would like to apply the Gaussian min-max theorem (cf. Theorem 3.1) to reduce the right hand side of (3.4) to the Gordon’s min-max problem:
\[ \sup_{v \in T, w \in \mathbb{R}^n} \inf_{u \in \mathbb{R}^n} b_+(u, v, w) \leq_\mathcal{E}^2 \sup_{v \in T, w \in \mathbb{R}^n} \inf_{u \in \mathbb{R}^n} l_+(u, v, w). \] (3.5)

Let us assume that (3.5) can be justified properly, and proceed with computing the right hand side of the above display:
\[
\begin{align*}
\sup_{v \in T, w \in \mathbb{R}^n} \inf_{u \in \mathbb{R}^n} l_+(u, v, w) &= \sup_{v \in T, w \in \mathbb{R}^n} \inf_{u \in \mathbb{R}^n} \left\{ \frac{1}{\sqrt{n}} \left( \|v\| \langle g, u \rangle + \|u\| \langle h, v \rangle \right) - \langle u, w \rangle + \|w\|^2 - \zeta \|v\|^2 \right\} \\
&\approx \sup_{v \in T, w \in \mathbb{R}^n} \inf_{\beta \geq 0} \left\{ \beta \langle h, v \rangle - \beta \cdot \frac{1}{\sqrt{n}} \|v\| g - w \right\} + \|w\|^2 - \zeta \|v\|^2 \\
&\approx \sup_{\alpha \in \Lambda_T, \beta \geq 0} \inf_{v \in T, \|v\| = \alpha, w \in \mathbb{R}^n} \left\{ \beta \langle h, v \rangle - \|\alpha g - \sqrt{n} w\| \right\} + \|w\|^2 - \zeta \alpha^2 \\
&\geq \sup_{\alpha \in \Lambda_T, \|v\| = \alpha} \|w\|^2 - \zeta \alpha^2 \text{ s.t. } \sup_{v \in T, \|v\| = \alpha} \langle h, v \rangle \geq \|\alpha g - \sqrt{n} w\|. \] (3.6)
\end{align*}
\]

Here (*) follows by taking the infimum over \( u \) in the order \( \inf_{\beta \geq 0} \inf_{\|v\| = \beta} \), and (**) follows by rescaling \( \beta \) and taking supremum over \( v \) in the order \( \sup_{\alpha \in \Lambda_T} \sup_{v \in T, \|v\| = \alpha} \).

From here, by writing \( w = \alpha (g/\sqrt{n}) + \tau r \) with \( \tau \in [0, n^{-1/2} \sup_{v \in T, \|v\| = \alpha} \langle h, v \rangle] \) and \( r \in \partial B_n \), the value of the optimization problem on the right hand side of (3.6) is the same as
\[
\begin{align*}
\sup_{\alpha \in \Lambda_T, \tau \neq 0 \partial B_n, r} \left\{ \|\alpha (g/\sqrt{n}) + \tau r\|^2 - \zeta \alpha^2 \right\} &= \sup_{\alpha \in \Lambda_T, \sup_{v \in T, \|v\| = \alpha} \langle h, v \rangle \geq 0} \left\{ \alpha \cdot \frac{\|g\|}{\sqrt{n}} + \frac{1}{\sqrt{n}} \sup_{v \in T, \|v\| = \alpha} \langle h, v \rangle \right\}^2 - \zeta \alpha^2 \\leq \sup_{\alpha \in \Lambda_T} \left\{ \left( \alpha \cdot \frac{\|g\|}{\sqrt{n}} + \frac{1}{\sqrt{n}} \sup_{v \in T, \|v\| = \alpha} \langle h, v \rangle \right)^2 - \zeta \alpha^2 \right\} \left( \leq E_{+\alpha}(T) \right),
\end{align*}
\]
where in (Δ) we expect to use suitable concentration.

The major technical work in Section 4 below rigorously justifies the above informal calculations. In view of the Gaussian min-max Theorem 3.1, this unavoidably involves intricate compactification arguments with manageable error terms in both (3.5) and (3.6), and a sharp concentration inequality for $\mathcal{E}_x$. Using a similar technique, we will prove Theorem 1.3 in Section 5.

4. Proofs of Theorems 1.1 and 1.2

4.1. Some further notation. Let

$$\text{err}_n(T) \equiv \frac{r^2(T)}{\sqrt{n}} \sqrt{1 \lor |\zeta| \lor \frac{d(T)}{n}}. \quad (4.1)$$

We define

$$F_+(h) \equiv \sup_{\alpha \in \Lambda_T} \left\{ \left( \alpha + n^{-1/2} \sup_{v \in T, \|v\| = \alpha} \langle h, v \rangle \right)^2 - \zeta \alpha^2 \right\},$$

$$F_-(h) \equiv \sup_{\alpha \in \Lambda_T} \left\{ \zeta \alpha^2 - \left( \alpha - n^{-1/2} \sup_{v \in T, \|v\| = \alpha} \langle h, v \rangle \right)^2 \right\}. \quad (4.2)$$

Throughout this section, let for $x \geq 1$

$$L_w(x) \equiv K_w \cdot r(T) \left( 1 + \sqrt{|g|} + \sqrt{\frac{d(T) + x}{n}} \right),$$

$$\Delta(x) \equiv K_w \cdot r^2(T) \cdot \sqrt{\frac{x}{n}} \cdot \left( 1 + \sqrt{\frac{d(T) + x}{n}} \right), \quad (4.3)$$

where $K_w > 0$ is a large enough absolute constant.

4.2. Reduction via Gaussian min-max theorem. Consider the ‘high probability’ event

$$E(x) \equiv \left\{ \sup_{v \in T} \|Gv\| \leq C \cdot r(T)(\sqrt{n} + \sqrt{d(T)} + \sqrt{x}) \right\} \cap \left\{ \|g\| - \sqrt{n} \leq C \sqrt{x} \right\}$$

$$\cap \left\{ \sup_{v \in T} |\langle h, v \rangle| \leq C \cdot r(T)(\sqrt{d(T)} + \sqrt{x}) \right\}, \quad (4.4)$$

the precise sense of which is quantified in the following proposition.

**Proposition 4.1.** There exists a large enough absolute constant $C > 0$ in the definition of $E(x)$ such that for any $x \geq 1$, $\mathbb{P}(E(x)) \geq 1 - e^{-x}$.

**Proof.** Let $E_1(x), E_2(x), E_3(x)$ be the events in the definition of $E(x)$, namely

$$E_1(x) = \left\{ \sup_{v \in T} \|Gv\| \leq C \cdot r(T)(\sqrt{n} + \sqrt{d(T)} + \sqrt{x}) \right\},$$

$$E_2(x) = \left\{ \|g\| - \sqrt{n} \leq C \sqrt{x} \right\},$$

$$E_3(x) = \left\{ \sup_{v \in T} |\langle h, v \rangle| \leq C \cdot r(T)(\sqrt{d(T)} + \sqrt{x}) \right\}. \quad (4.5)$$

We shall prove that $\mathbb{P}(E_i(x)) \geq 1 - e^{-x}$ for $i = 1, 2, 3$. 
(E₁(x) term). We first derive an estimate for \( \mathbb{E} \sup_{v \in T} \| Gv \| = \mathbb{E} \sup_{u \in B_n, v \in T} \langle u, Gv \rangle \) via the standard Slepian-Fernique Gaussian comparison inequality. Let

\[
X(u, v) \equiv \langle u, Gv \rangle, \quad Y(u, v) \equiv \sqrt{2} \cdot (r(T)(g, u) + \langle h, v \rangle).
\]

Then for \((u, v), (u', v') \in B_n \times T,\)

\[
\mathbb{E} (X(u, v) - X(u', v'))^2 = \mathbb{E} ((\langle u, Gv \rangle - \langle u', Gv' \rangle)^2
\]

\[
= \mathbb{E} \left( \sum_{i \in [n], j \in [p]} G_{ij}(u_i v_j - u'_i v'_j)^2 \right) = \sum_{i \in [n], j \in [p]} (u_i v_j - u'_i v'_j)^2
\]

\[
\leq 2 \cdot (r^2(T))\|u - u'\|^2 + \|v - v'\|^2,
\]

and

\[
\mathbb{E} (Y(u, v) - Y(u', v'))^2 = 2 \mathbb{E} ((r(T)(g, u - u') + \langle h, v - v' \rangle)^2
\]

\[
= 2 \cdot (r^2(T))\|u - u'\|^2 + \|v - v'\|^2.
\]

This means for \((u, v), (u', v') \in B_n \times T,\)

\[
\mathbb{E} (X(u, v) - X(u', v'))^2 = \mathbb{E} ((u, Gv) - \langle u', Gv' \rangle)^2 \leq \mathbb{E} (Y(u, v) - Y(u', v'))^2,
\]

and so the classical Slepian-Fernique Gaussian comparison inequality (cf. [Ver18, Theorem 7.2.11]) yields that

\[
\mathbb{E} \sup_{v \in T} \| Gv \| = \mathbb{E} \sup_{u \in B_n, v \in T} X(u, v) \leq \mathbb{E} \sup_{u \in B_n, v \in T} Y(u, v)
\]

\[
= \sqrt{2} \left( r(T) \mathbb{E} \| g \| + \mathbb{E} \sup_{v \in T} \langle h, v \rangle \right) \leq C \cdot r(T) (\sqrt{n} + \sqrt{d(T)}). \tag{4.6}
\]

Next by viewing \(G \mapsto \sup_{v \in T} \| Gv \|\) as a \(r(T)\)-Lipschitz map on \(\mathbb{R}^{n \times p}\), using Gaussian concentration inequality we have with probability \(1 - e^{-x}\),

\[
\sup_{v \in T} \| Gv \| \leq \mathbb{E} \sup_{v \in T} \| Gv \| + C \cdot r(T) \sqrt{x}. \tag{4.7}
\]

Combining (4.6)-(4.7) shows that \(\mathbb{P}(E_1(x)) \geq 1 - e^{-x}\).

(E₂(x) term). As \(g \mapsto \|g\|\) is 1-Lipschitz, we have by Gaussian concentration, with probability at least \(1 - e^{-x}\),

\[
\|\|g\| - \mathbb{E}\|g\|\| \leq \sqrt{x}. \tag{4.8}
\]

On the other hand, by Gaussian-Poincaré inequality, \((\mathbb{E}\|g\|)^2 \leq \mathbb{E}\|g\|^2 \leq (\mathbb{E}\|g\|)^2 + 1\), which implies

\[
\mathbb{E}\|g\| - \sqrt{n} \leq \sqrt{n} - \sqrt{n - 1} \leq 1. \tag{4.9}
\]

The claim for \(E_2(x)\) now follows by combining (4.8)-(4.9), upon noting \(x \geq 1\) and possibly adjusting constants.

(E₃(x) term). As \(h \mapsto \sup_{v \in T} \| \langle h, v \rangle \|\) is \(r(T)\)-Lipschitz, by Gaussian concentration, with probability at least \(1 - e^{-x}\),

\[
\sup_{v \in T} \| \langle h, v \rangle \| \leq w(T) + C \cdot r(T) \sqrt{x} \leq C \cdot r(T) (\sqrt{d(T)} + \sqrt{x}),
\]

as desired. \(\square\)
Next we quantify the error of compactification for $\varepsilon_\pm$.

**Proposition 4.2.** Suppose $0 \in T$. For $L_n(x)$ defined in (4.3), and $L_u > 1$, let

$$\text{Rem}(x, L_u) \equiv 2 \sqrt{n}L_n^3(x)/L_u + (\sqrt{n}L_n^2(x)/L_u)^2.$$  \hfill (4.10)

Then on the event $E(x)$,

$$\left| \varepsilon_\pm - \sup_{v \in T} \inf_{w \in B_n(L_u)} b_\pm(u, v, w) \right| \leq \text{Rem}(x, L_u).$$

**Proof.** First note that

$$\varepsilon_\pm = \sup_{v \in T} \left\{ \pm \|G_n v\|^2 \mp \zeta \|v\|^2 \right\} = \sup_{v \in T} \inf_{w \in B_n(L_u)} b_\pm(u, v, w).$$  \hfill (4.11)

Any pair of maximizers $(\tilde{v}_1, \tilde{w}_1)$ of the above max-min problem must satisfy $\tilde{w}_1 = G_n \tilde{v}_1$, so on $E(x)$, $\|\tilde{w}_1\| \leq \|G_n \tilde{v}_1\| \leq L_n(x)$. This means on $E(x)$, for any $L_u > 1$,

$$\varepsilon_\pm \leq \sup_{v \in T} \inf_{w \in B_n(L_u)} \left\{ \pm \|w\|^2 \mp \zeta \|v\|^2 + \langle u, G_n v - w \rangle \right\}. \hfill (4.12)$$

Any pair of maximizers $(\tilde{v}_2, \tilde{w}_2)$ of the above max-min problem must satisfy

$$\|G_n \tilde{v}_2 - \tilde{w}_2\|_\infty \leq L^{-1}_u (\|\tilde{w}_2\|^2 + \zeta \|\tilde{v}_2\|^2) \leq L_n^2(x)/L_u,$$

otherwise the cost optimum would be non-positive, contradicting to $\varepsilon_\pm \geq 0$ due to $0 \in T$. This means that on $E(x)$,

$$\text{RHS of (4.12)} = \sup_{v \in T} \inf_{\|w - \tilde{v}\|_\infty \leq L^2_n(x)/L_u} \left\{ \pm \|w\|^2 \mp \zeta \|v\|^2 + \langle u, G_n v - w \rangle \right\}$$

$$= \sup_{v \in T, \|w - \tilde{v}\|_\infty \leq L^2_n(x)/L_u} \inf_{\|G_n v - w\|_\infty \leq L_n^3(x)/L_u} \left\{ \pm \|G_n v\|^2 \mp \zeta \|v\|^2 + \langle u, G_n v - w \rangle \right\}, \hfill (4.13)$$

where

$$L_\pm(u, v, w) \equiv \pm 2 \langle G_n v, w - G_n v \rangle \pm \|w - G_n v\|^2 + \langle u, G_n v - w \rangle.$$  

By choosing $u = 0$ in the infimum, and using the bounds

$$|\langle G_n v, w - G_n v \rangle| \leq L_u(x)\|w - G_n v\| \leq \sqrt{n}L_n^3(x)/L_u,$$

$$\|w - G_n v\|^2 \leq (\sqrt{n}L_n^2(x)/L_u)^2$$

under the prescribed $\ell_\infty$ constraint $\|G_n v - w\|_\infty \leq L^2_n(x)/L_u$, we conclude that on the event $E(x)$,

$$\text{RHS of (4.13)} \leq \sup_{v \in T} \left\{ \pm \|G_n v\|^2 \mp \zeta \|v\|^2 \right\} + \text{Rem}(x, L_u)$$

$$= \varepsilon_\pm + \text{Rem}(x, L_u). \hfill (4.14)$$

Here the last identity uses (4.11). Combining (4.12)-(4.14) we conclude the desired inequality. \hfill \Box
The following proposition is a direct consequence of the Gaussian min-max Theorem 3.1.

**Proposition 4.3.** Let \( L_{\alpha}(x) \) be defined in (4.3) and \( L_{\alpha} > 1 \). For any \( z \in \mathbb{R} \),

\[
\mathbb{P}\left( \sup_{v \in T, w \in B_{\delta}(L_{\alpha}(x))} \inf_{u \in B_{\delta}(L_{\alpha})} h_{\pm}(u, v, w) \geq z \right) \leq 2 \mathbb{P}\left( \sup_{v \in T, w \in B_{\delta}(L_{\alpha}(x))} \inf_{u \in B_{\delta}(L_{\alpha})} l_{\pm}(u, v, w) \geq z \right).
\]

Now we will relate Gordon costs to the \( F_{\pm} \) functions defined in (4.2).

**Proposition 4.4.** Suppose \( 0 \in T \). Let \( L_{\alpha}(x), \Delta(x) \) be defined as in (4.3) with \( K_{w} \) being a large enough absolute constant. Suppose

\[
L_{\alpha} > \max\{1, 4L_{\alpha}(x)\}.
\]

Then on the event \( E(x) \),

\[
\sup_{v \in T, w \in B_{\delta}(L_{\alpha}(x))} \inf_{u \in B_{\delta}(L_{\alpha})} l_{\pm}(u, v, w) \leq F_{\pm}(h) + \Delta(x).
\]

**Proof of Proposition 4.4:** The case of \((L_+, F_+)\). The proof is divided into two steps.  

**(Step 1).** In this step, we shall prove that for \( K_{w} \) (in the definition of \( L_{\alpha}(x) \)) chosen as a large enough absolute constant, on the event \( E(x) \),

\[
\begin{align*}
\sup_{v \in T, w \in B_{\delta}(L_{\alpha}(x))} \inf_{u \in B_{\delta}(L_{\alpha})} l_{\pm}(u, v, w) \\
= \sup_{\alpha \in A_{T}, v \in \mathbb{R}^{n}} \left( \frac{\|w\|^2 - \zeta \alpha^2}{2} \right), \quad \text{s.t.} \quad \sup_{v \in T, \|v\| = \alpha} \langle h, v \rangle \geq \|\alpha g - \sqrt{n}w\|.
\end{align*}
\]

To prove (4.15), we start by noting that

\[
\begin{align*}
\sup_{v \in T, w \in B_{\delta}(L_{\alpha}(x))} \inf_{u \in B_{\delta}(L_{\alpha})} l_{\pm}(u, v, w) \\
= \sup_{v \in T, w \in B_{\delta}(L_{\alpha}(x))} \inf_{u \in B_{\delta}(L_{\alpha})} \left\{ \frac{\beta}{\sqrt{n}} \langle h, v \rangle - \beta \left( \|\alpha g - \sqrt{n}w\| + \|\alpha g - \sqrt{n}w\|^2 \right) \right\} \\
= \sup_{v \in T, w \in B_{\delta}(L_{\alpha}(x))} \inf_{\beta \in [0, L_{\alpha}]} \left\{ \frac{\beta}{\sqrt{n}} \langle h, v \rangle - \|\alpha g - \sqrt{n}w\| + \|\alpha g - \sqrt{n}w\|^2 \right\} \\
= \sup_{v \in T, w \in B_{\delta}(L_{\alpha}(x))} \left\{ \frac{\beta}{\sqrt{n}} \langle h, v \rangle - \|\alpha g - \sqrt{n}w\| + \|\alpha g - \sqrt{n}w\|^2 \right\}.
\end{align*}
\]

Let us now drop the upper bound constraint on \( \beta \) for the right hand side of (4.16). Suppose \((\bar{\alpha}, \bar{\nu}, \bar{w}, \bar{\beta} = L_{\alpha})\) is a saddle point for the max-min problem (4.16). Note that \( \beta = L_{\alpha} \) implies \( \langle h, \bar{\nu} \rangle \leq \|\alpha g - \sqrt{n}w\| \). On the event \( E(x) \), let

\[
0 \leq \tau \equiv n^{-1/2} \|\alpha g - \sqrt{n}w\| - n^{-1/2} \langle h, \bar{\nu} \rangle \leq 2L_{\alpha}(x).
\]

This means by writing \( \bar{w} = \bar{\alpha}(g/\sqrt{n}) + (\tau + n^{-1/2} \langle h, \bar{\nu} \rangle) \cdot \bar{r} \) for some \( \|\bar{r}\| = 1 \),

\[
\text{RHS of (4.16)} = \tau^2 - 2\tau \cdot \left( \frac{L_{\alpha}}{2} - \frac{\bar{\alpha}}{\sqrt{n}} \langle g, \bar{r} \rangle - \frac{1}{\sqrt{n}} \langle h, \bar{\nu} \rangle \right) + \frac{1}{n} \|\alpha g + \langle h, \bar{\nu} \rangle \bar{r}\|^2 - \zeta \alpha^2.
\]

\[\text{(4.17)}\]
As
\[
\frac{L_a}{2} - \frac{\bar{\alpha}}{\sqrt{n}} \langle g, \bar{r} \rangle - \frac{1}{\sqrt{n}} \langle h, \bar{v} \rangle > \frac{L_a}{2} - L_{w}(x) > L_{w}(x),
\]
the right hand side of (4.17) attains maximum for \( \tau = 0 \) over the range \( \tau \in [0, 2L_{w}(x)] \). This means that any \((\bar{\alpha}, \bar{r}, \bar{w}, \bar{\beta} < L_a)\) is also a saddle point for the max-min problem (4.15) on \( E(x) \). Consequently, on the event \( E(x) \), the right hand side of (4.15) is the same with the infimum over \( \beta \in [0, L_a] \) replaced by the infimum over \( \beta \geq 0 \). This means
\[
\text{RHS of (4.16) = } \sup_{\alpha \in \Lambda_T, w \in B_h(L_a(x))} \{\|w\|^2 - \bar{\alpha}^2\}, \quad \text{s.t. } \sup_{v \in T, \|v\| = \alpha} \langle h, v \rangle \geq \|\alpha g - \sqrt{n}v\|.
\]
The constraint on \( w \) can be removed for free on \( E(x) \) because the constraint on the right hand side of the above display entails that \( \|w\| \leq \alpha(\|g\|/\sqrt{n}) + \sup_{v \in T, \|v\| = \alpha} \langle h, v \rangle \leq L_{w}(x) \). This proves (4.15).

(Step 2). Solving the optimization (4.15), on the event \( E(x) \),
\[
\sup_{v \in T, w \in B_h(L_a(x)), u \in B_h(L_a)} \inf_{\alpha \in \Lambda_T} l_+(u, v, w) \leq \sup_{\alpha \in \Lambda_T} \left\{ \left( \frac{\|g\|}{\sqrt{n}} \alpha + \frac{1}{\sqrt{n}} \sup_{v \in T, \|v\| = \alpha} \langle h, v \rangle \right)^2 - \bar{\alpha}^2 \right\}.
\]
The claim follows by using that on \( E(x) \),
\[
\left( \frac{\|g\|}{\sqrt{n}} \alpha + \frac{1}{\sqrt{n}} \sup_{v \in T, \|v\| = \alpha} \langle h, v \rangle \right)^2 - \left( \alpha + \frac{1}{\sqrt{n}} \sup_{v \in T, \|v\| = \alpha} \langle h, v \rangle \right)^2 \leq \left( \alpha + \frac{1}{\sqrt{n}} \sup_{v \in T, \|v\| = \alpha} \langle h, v \rangle \right)\left( \alpha + \frac{1}{\sqrt{n}} \sup_{v \in T, \|v\| = \alpha} \langle h, v \rangle \right) + \frac{2}{\sqrt{n}}\sup_{v \in T, \|v\| = \alpha} \langle h, v \rangle \right) \leq C \cdot \varphi^2(T) \cdot \sqrt{\frac{x}{n}} \cdot \left( 1 + \sqrt{\frac{x}{n}} + \sqrt{\frac{d(T)}{n}} \right) = \Delta(x).
\]
The proof is complete. \( \square \)

Proof of Proposition 4.4: the case of \((l_-, F_-)\). Using the same calculation as in Step 1 for the case \((l_+, F_+)\), on the event \( E(x) \),
\[
\sup_{v \in T, w \in B_h(L_a(x)), u \in B_h(L_a)} \inf_{\alpha \in \Lambda_T} l_-(u, v, w) \leq \sup_{\alpha \in \Lambda_T} \left\{ \bar{\alpha}^2 - \left( \frac{\|g\|}{\sqrt{n}} \alpha - \frac{1}{\sqrt{n}} \sup_{v \in T, \|v\| = \alpha} \langle h, v \rangle \right)^2 \right\}.
\]
Finally proceeding as in the proof of Step 2 for the case \((l_+, F_+)\), we may replace the term \( \|g\|/\sqrt{n} \) by 1 on \( E(x) \) at the price of a similar error term. \( \square \)

We also need a variance bound for \( F_\pm \). Recall \( \text{err}_n(T) \) defined in (4.1).

**Proposition 4.5.** There exists some absolute constant \( C > 0 \) such that
\[
\text{Var} \left( F_\pm(h) \right) \leq C \cdot \text{err}^2_n(T),
\]
where \( h \sim N(0, I_p) \).

**Proof.** Clearly the functions \( h \mapsto F_\pm(h) \) are absolutely continuous. Note that for any \( h_1, h_2 \in \mathbb{R}^p \),
\[
|F_+(h_1) - F_+(h_2)| \leq \sup_{\alpha \in \Lambda_T} \frac{1}{\sqrt{n}} \left\| \sup_{v \in T, \|v\| = \alpha} \langle h_1, v \rangle - \sup_{v \in T, \|v\| = \alpha} \langle h_2, v \rangle \right\|
\]
As the left hand side and the far right hand side of the above inequality do not prove a rough comparison inequality.

\[ \text{Theorem 4.6.} \]

A similar bound holds for \( |F_-(h_1) - F_-(h_2)| \). This means

\[ ||\nabla F_\pm(h)|| \leq C \cdot \frac{r^2(T)}{\sqrt{n}} (1 + |\xi| + \frac{|\sup_{v \in T} \langle h, v \rangle|}{r(T) \sqrt{n}}). \]

Now Gaussian-Poincaré inequality yields that

\[ \text{Var}(F_\pm(h)) \leq \mathbb{E}||\nabla F_\pm(h)||^2 \leq C \cdot \frac{r^4(T)}{n} \left( 1 + |\xi| + \frac{d(T)}{n} \right) = C \cdot err_n^2(T), \]

as desired. \( \square \)

4.3. A rough comparison inequality. With the above preparations we may now prove a rough comparison inequality.

\[ \text{Theorem 4.6.} \]

Suppose \( 0 \in T \). For any \( z \in \mathbb{R} \) and \( x \geq 1 \),

\[ \mathbb{P}(\mathcal{E}_\pm \geq z) \leq 2 \cdot \mathbf{1}(\mathbb{E} F_\pm(h) \geq z - C \cdot x \cdot err_n(T)) + \frac{C}{x^2}, \]

where \( h \sim \mathcal{N}(0, I_\rho) \).

Proof. We will only prove the claim for \( \mathcal{E}_+ \), as the claim for \( \mathcal{E}_- \) follows from completely similar arguments. Combining the proceeding Propositions 4.2-4.4, we have for any \( z \in \mathbb{R} \),

\[ \mathbb{P}(\mathcal{E}_+ \geq z) \leq \mathbb{P} \left( \sup_{v \in T, w \in B_{\rho}(L_u(x))} \frac{\inf_{u \in B_{\rho}(L_u)} h_+(u, v, w) \geq z - \text{Rem}(x, L_u)}{\Delta(x)} + \mathbb{P}(E(x)^c) \right) \]

\[ \leq 2 \mathbb{P} \left( \sup_{v \in T, w \in B_{\rho}(L_u(x))} \frac{\inf_{u \in B_{\rho}(L_u)} 1_+(u, v, w) \geq z - \text{Rem}(x, L_u)}{\Delta(x)} + \mathbb{P}(E(x)^c) \right) \]

\[ \leq 2 \mathbb{P}(F_+(h) \geq z - \text{Rem}(x, L_u) - \Delta(x)) + 2 \mathbb{P}(E(x)^c). \]

As the left hand side and the far right hand side of the above inequality do not depend on \( L_u \), we may let \( L_u \to \infty \) to kill the term \( \text{Rem}(x, L_u) \). Now using Proposition 4.5, it is easy to see that

\[ \mathbb{P}(F_+(h) \geq z - \Delta(x)) \leq \mathbf{1}(\mathbb{E} F_+(h) \geq z - C \cdot x \cdot err_n(T) - \Delta(x)) + \frac{C}{x^2}. \]

Finally using that \( \mathbb{P}(E(x)^c) \leq e^{-x} \) for \( x \geq 1 \) (by Proposition 4.1), and that \( \Delta(x) \) can be assimilated into the term before it with a possibly larger constant \( C > 0 \), to conclude the inequality. \( \square \)
4.4. A concentration inequality.

**Proposition 4.7.** Suppose 0 ∈ T. There exists some universal constant C > 0 such that for any x ≥ 1, with probability at least 1 − e−x,

\[ |\mathcal{E}_x - \mathbb{E}\mathcal{E}_x| \leq C r^2(T) \cdot \left( \sqrt{1 + |x|} \sqrt{\frac{d(T)}{n}} \frac{x}{\sqrt{n} + \sqrt{x}} \right). \]

**Proof.** We focus on \( \mathcal{E}_x \). The proof is inspired by that of [KL17, Theorem 5]. Take any 1-Lipschitz function \( \varphi : \mathbb{R}_{>0} \to [0, 1] \) such that \( \varphi_{[0,1]} = 1 \) and \( \varphi_{[2,\infty)} = 0 \), and define \( f : \mathbb{R}^{p^n} \to \mathbb{R} \) by

\[ f_\delta(Z) \equiv \sup_{t \in T} (n^{-1} t^T ZZ^T t - \varphi(|t|)^2) \cdot \varphi\left( \delta^{-1} \sup_{t \in T} (n^{-1} t^T ZZ^T t - \varphi(|t|)^2) \right). \]

**(Step 1).** We claim that there exists some universal constant \( C > 0 \) such that

\[ \|f_\delta\|_{Lip} \leq C \cdot \frac{\sqrt{\delta} + \sqrt{|\varphi|} r(T)}{\sqrt{n}} \cdot r(T). \] (4.18)

Fix any \( Z_1, Z_2 \in \mathbb{R}^{p^n} \). We shall give a bound for \( |f_\delta(Z_1) - f_\delta(Z_2)| \). Let

\[ W_i \equiv n^{-1} Z_i Z_i^T - \zeta I_p, \quad i = 1, 2, \]

and we write for notational convenience that

\[ \|W\|_T \equiv \sup_{t \in T} t^T W_t, \quad W \in \mathbb{R}^{p \times p}. \]

We only need to consider the case where one of \( \|W_1\|_T, \|W_2\|_T \) is \( \leq 2\delta \); otherwise \( |f_\delta(Z_1) - f_\delta(Z_2)| = 0 \). Assume for simplicity that \( \|W_1\|_T \leq 2\delta \). Then using that \( \varphi \) is 1-Lipschitz and bounded by 1,

\[
|f_\delta(Z_1) - f_\delta(Z_2)| = \left| \|W_1\|_T \varphi(\delta^{-1} \|W_1\|_T) - \|W_2\|_T \varphi(\delta^{-1} \|W_2\|_T) \right|
\leq \left| \|W_1\|_T \left[ \varphi(\delta^{-1} \|W_1\|_T) - \varphi(\delta^{-1} \|W_2\|_T) \right] \right|
\leq \left( \frac{\|W_1\|_T}{\delta} + 1 \right) \|W_1 - W_2\|_T \leq 3 \|W_1 - W_2\|_T. \] (4.19)

On the other hand,

\[
\|W_1 - W_2\|_T
\leq n^{-1} \|Z_1(Z_1 - Z_2)^T\|_T + n^{-1} \|(Z_1 - Z_2)Z_2^T\|_T
\leq n^{-1/2} \cdot (\|Z_1Z_1^T\|_T^{1/2} + \|n^{-1/2} Z_2 Z_2^T\|_T^{1/2}) \cdot \|(Z_1 - Z_2)(Z_1 - Z_2)^T\|_T^{1/2}
\leq n^{-1/2} \cdot (\sqrt{|\varphi|} r(T) + \|W_1\|_T^{1/2} + \|W_2\|_T^{1/2}) \cdot \|(Z_1 - Z_2)(Z_1 - Z_2)^T\|_T^{1/2}
\leq n^{-1/2} \cdot (\sqrt{|\varphi|} r(T) + \sqrt{\delta} + \|W_1 - W_2\|_T^{1/2}) \cdot \|(Z_1 - Z_2)(Z_1 - Z_2)^T\|_T^{1/2}.
\]

Solving the above quadratic inequality yields

\[
\|W_1 - W_2\|_{op} \leq \frac{\sqrt{\delta} + \sqrt{|\varphi|} r(T)}{\sqrt{n}} \|(Z_1 - Z_2)(Z_1 - Z_2)^T\|_T^{1/2}.
\]
Combining (4.19) and (4.20), and using that \(|f_\delta(Z_1) - f_\delta(Z_2)| \leq 2\delta\) by definition, we have:

\[
|f_\delta(Z_1) - f_\delta(Z_2)| \leq \left( \frac{\sqrt{\delta} + \sqrt{\varsigma}r(T)}{\sqrt{n}}\right) \| (Z_1 - Z_2)(Z_1 - Z_2)^\top \|_F^{1/2} + \frac{1}{n} \| (Z_1 - Z_2)(Z_1 - Z_2)^\top \|_F \\
\leq \frac{\sqrt{\delta} + \sqrt{\varsigma}r(T)}{\sqrt{n}} \cdot \| (Z_1 - Z_2)(Z_1 - Z_2)^\top \|_F^{1/2} + \frac{1}{n} \| (Z_1 - Z_2)(Z_1 - Z_2)^\top \|_F,
\]

proving the claim (4.18).

\textbf{(Step 2).} Now by Gaussian concentration for Lipschitz functions (see, e.g., [LT11, Eqn. (1.9)], or [GN16, Theorem 2.2.6]), we have for any \(x \geq 1\), on an event \(E_1(x)\) with probability at least \(1 - e^{-x}\),

\[
|f_\delta(G) - \text{Med}(f_\delta(G))| \leq C \cdot \left( \sqrt{\delta} + \sqrt{\varsigma}r(T) \right) \cdot r(T) \cdot \sqrt{\frac{x}{n}}.
\]

Here \(\text{Med}(f_\delta(G))\) is the median of \(f_\delta(G)\). Below we shall prove that the above display holds where \(f_\delta(G)\) is replaced by \(\mathcal{E}_+ = \sup_{t \in T} (n^{-1}t^\top GG^\top t - \xi ||t||^2) = \sup_{t \in T} (||G_n t||^2 - \xi ||t||^2)\) for an appropriate choice of \(\delta\).

First consider the right tail. On the event \(E_1(x) \cap E_2(\delta)\), we have \(\delta \geq \frac{\varsigma}{T^2} (\|G_n t\|^2 - \xi ||t||^2) \leq \delta\); using \(\text{Med}(f_\delta(G)) \leq \text{Med}(\mathcal{E}_+)\), we have the right tail control

\[
\mathcal{E}_+ = f_\delta(G) \leq \text{Med}(\mathcal{E}_+) + C \cdot \left( \sqrt{\delta} + \sqrt{\varsigma}r(T) \right) \cdot r(T) \cdot \sqrt{\frac{x}{n}}.
\]

By Proposition 4.1, with the choice

\[
\delta \equiv \delta(x) \equiv C_0 \cdot r^2(T) \left( 1 + |\xi| + \frac{d(T)}{n} + \frac{x}{n} \right)
\]

for a large enough absolute constant \(C_0 > 0\), we have \(\mathbb{P}(E_2(\delta(x))) \geq 1 - e^{-x}\). Now combining the above two displays, on the event \(E_1(x) \cap E_2(\delta(x))\) with probability at least \(1 - 2e^{-x}\), we have

\[
\mathcal{E}_+ \leq \text{Med}(\mathcal{E}_+) + C \cdot r^2(T) \left( \sqrt{1 + |\xi| + \frac{d(T)}{n} + \frac{x}{n}} \right) \sqrt{\frac{x}{n}}.
\]

For the left tail, choosing the same \(\delta = \delta(x)\) as in (4.22), as \(f_\delta(G) = \mathcal{E}_+\) on \(E_2(\delta(x))\) and \(x \geq 1\),

\[
\mathbb{P}(f_\delta(G) > \text{Med}(\mathcal{E}_+)) \geq \mathbb{P}(\mathcal{E}_+ > \text{Med}(\mathcal{E}_+), \mathcal{E}_+ \leq \delta(x)) \geq \mathbb{P}(\mathcal{E}_+ > \text{Med}(\mathcal{E}_+)) - \mathbb{P}(\mathcal{E}_+ > \delta(x)) \geq \frac{1}{2} - e^{-x} \geq 0.13.
\]
Now using [KL17, Lemma 2] and (4.18), and the fact that \( \mathcal{E}_+ \geq f_{\alpha}(G) \), we obtain lower tail estimate: for any \( x \geq 1 \), with probability at least \( 1 - e^{-x} \),

\[
\mathcal{E}_+ \geq \text{Med}(\mathcal{E}_+) - C \cdot r^2(T) \left( \sqrt{1 \vee |\zeta|} \vee \frac{d(T)}{n} + \sqrt{\frac{x}{n}} \right). \tag{4.24}
\]

Combining (4.23)-(4.24) and adjusting constants, we have established for any \( x \geq 1 \), with probability at least \( 1 - e^{-x} \),

\[
|\mathcal{E}_+ - \text{Med}(\mathcal{E}_+)| \leq C \cdot r^2(T) \left( \sqrt{1 \vee |\zeta|} \vee \frac{d(T)}{n} + \sqrt{\frac{x}{n}} \right). \tag{4.25}
\]

Integrating the above display, one obtains

\[
\left| \mathbb{E}\mathcal{E}_+ - \text{Med}(\mathcal{E}_+) \right| \leq C \cdot r^2(T) \sqrt{\frac{1 \vee |\zeta|}{\sqrt{n}}} \sqrt{\frac{d(T)}{n}}. \tag{4.26}
\]

The claimed concentration of \( \mathcal{E}_+ \) around its mean now follows by combining the above two displays (4.25)-(4.26). \( \Box \)

4.5. **Proof of Theorems 1.1 and 1.2.** We need two simple facts.

**Lemma 4.8.** Suppose \( 0 \in T \). It holds that

\[
E_+(T) = E_{+1}(T) \leq r^2(T) \cdot \left( 2 \sqrt{\frac{d(T)}{n}} + \frac{d(T)}{n} \right).
\]

**Proof.** Using \( \sup_{r \in T \setminus \{T\}, \|r\| = a} \langle h, t \rangle \leq \sup_{r \in T \setminus \{T\}} \langle h, t \rangle \), we have

\[
E_+(T)/r^2(T) \leq \mathbb{E} \sup_{\alpha \in [0, 1]} \left\{ \left( \alpha + \frac{\sup_{r \in T \setminus \{T\}} \langle h, t \rangle}{\sqrt{n}} \right)^2 - \alpha^2 \right\} = \frac{2}{\sqrt{n}} \mathbb{E} \sup_{r \in T \setminus \{T\}} \langle h, t \rangle + \frac{1}{n} \mathbb{E} \left( \sup_{r \in T \setminus \{T\}} \langle h, t \rangle \right)^2.
\]

Now using the simple fact

\[
\mathbb{E} \sup_{r \in T \setminus \{T\}} \langle h, t \rangle \leq \mathbb{E}^{1/2} \left( \sup_{r \in T \setminus \{T\}} \langle h, t \rangle \right)^2 = \sqrt{d(T)},
\]

we obtain the desired claim. \( \Box \)

**Lemma 4.9.** Recall \( F_\pm \) in (4.2). Suppose \( 0 \in T \) and \( \zeta = 1 \). Then \( F_+ \geq F_- \).

**Proof.** Let \( G(\alpha) \equiv n^{-1/2} \sup_{r \in T, \|r\| = a} \langle h, v \rangle \). Then

\[
F_+ = \sup_{\alpha \in \Lambda_T} \left\{ (\alpha + G(\alpha))^2 - \alpha^2 \right\}, \quad F_- = \sup_{\alpha \in \Lambda_T} \left\{ \alpha^2 - (\alpha - G(\alpha))^2 \right\}.
\]

As \( 0 \in \Lambda_T \), we only need to consider \( \alpha \in \Lambda_T \) for which \( G(\alpha) \geq 0 \). We consider two cases below:

1. If \( \alpha \geq G(\alpha) \geq 0 \), then \( F_+ = \sup_{\alpha \in \Lambda_T} \left\{ 2\alpha G(\alpha) + G^2(\alpha) \right\} \) and \( F_- = \sup_{\alpha \in \Lambda_T} \left\{ 2\alpha G(\alpha) - G^2(\alpha) \right\} \), so \( F_+ \geq F_- \).

2. If \( G(\alpha) \geq 0 \geq \alpha \), then \( F_+ = \sup_{\alpha \in \Lambda_T} \left\{ 2\alpha G(\alpha) + G^2(\alpha) \right\} \) and \( F_- = \sup_{\alpha \in \Lambda_T} \alpha^2 \).

As \( 2\alpha G(\alpha) + G^2(\alpha) \geq \alpha^2 \), we have \( F_+ \geq F_- \).
The proof is complete. □

We are now in a position to prove Theorems 1.1 and 1.2.

Proof of Theorems 1.1 and 1.2. To conclude the control of the expectation from Theorem 4.6, we start by taking $z \equiv E_F(h) + 2C \cdot x \cdot \text{err}_n(T)$ in the right tail inequality in Theorem 4.6, which shows that for $x \geq 1$,

$$\mathbb{P}(\varepsilon_+ \geq E_F(h) + 2C \cdot x \cdot \text{err}_n(T)) \leq \frac{C}{x^2}.$$ Integrating the tail yields that

$$\mathbb{E} \varepsilon_+ \leq E_F(h) + C \cdot \text{err}_n(T).$$

Theorem 1.1 now follows from the concentration estimate in Proposition 4.7.

Theorem 1.2 follows by applying Theorem 1.1 with $T \cup \{0\}$, upon (i) using Lemma 4.9 with $F_+ \geq F_-$ and (ii) using Lemma 4.8 with

$$\frac{1}{\sqrt{n}} \left( \sqrt{\frac{d(T)}{n}} + \frac{d(T)}{n} \right) \leq \frac{1}{\sqrt{d(T)}}.$$ The proof is complete. □

5. Proofs of Theorems 1.3 and 1.4

5.1. Some notation. For two compact sets $T \subset \mathbb{R}^P$ and $S \subset \mathbb{R}^n$,

$$\varepsilon_+ \equiv \sup_{v \in T} \left( \sup_{s \in S} \langle g, s \rangle - \langle g, s \rangle \right).$$ (5.1)

Let the primal and Gordon cost functions associated with $\varepsilon_+ \equiv R$ be

$$b_\pm^X(s, u, v, w) \equiv \pm(\langle s, w \rangle \mp \xi\|v\| + \langle u, G_n v - w \rangle),$$

$$l_\pm^X(s, u, v, w) \equiv n^{1/2}\|v\|\langle g, u \rangle + n^{1/2}\|u\|\langle h, v \rangle \mp \xi\|v\| - \langle u, w \rangle.$$ (5.2)

We define

$$\text{err}_n^\circ(T, S) \equiv \frac{r(T)r(S)}{\sqrt{n}},$$ (5.3)

and

$$F^\circ_+(g, h) \equiv \sup_{a \in \Lambda_T} \left\{ \frac{\alpha}{\sqrt{n}} \sup_{s \in S, \|s\|=\beta} \langle g, s \rangle + \frac{\beta}{\sqrt{n}} \sup_{v \in T, \|v\|=\alpha} \langle h, v \rangle - \xi \alpha \right\},$$

$$F^\circ_-(g, h) \equiv \sup_{a \in \Lambda_T} \inf_{\beta \in \Lambda_S} \left\{ \xi \alpha - \frac{\alpha}{\sqrt{n}} \sup_{s \in S, \|s\|=\beta} \langle g, s \rangle + \frac{\beta}{\sqrt{n}} \sup_{v \in T, \|v\|=\alpha} \langle h, v \rangle \right\}.$$ (5.4)

Throughout this section, let for $x \geq 1$

$$L^\circ_n(x) \equiv K_w \cdot r(T) \left( 1 + \sqrt{\frac{d(T) + x}{n}} \right),$$ (5.5)

where $K_w > 0$ is a large enough absolute constant. We typically work on the event $E^\circ(x) = E(x)$ as defined in (4.4).
5.2. **Reduction via Gaussian min-max theorem.** First we establish an analogue of Proposition 4.2 for $\mathcal{E}_+^{\circ}$ that quantifies the error in compactification.

**Proposition 5.1.** Suppose $0 \in T$. For $L_w^0(x)$ defined in (5.5) and $L_w^0 > 1$, let

$$\text{Rem}^\circ(x, L_w^0) \equiv \sqrt{n}(|\xi| + (r(S))^2 L_w^0(x)/L_w^0).$$

(5.6)

Then on the event $E^\circ(x)$,

$$\left| \mathcal{E}_+^{\circ} - \sup_{v \in T, s \in S, w \in B_0(L_w^0(x))} \inf_{u \in B_0(L_w^0)} b^\circ(s, u, v, w) \right| \leq \text{Rem}^\circ(x, L_w^0).$$

**Proof.** First consider $\mathcal{E}_+^{\circ}$. Note that

$$\mathcal{E}_+^{\circ} \equiv \sup_{v \in T, s \in S, w \in \mathbb{R}^n} \inf_{u \in \mathbb{R}^n} b^\circ(s, u, v, w).$$

Using the same argument below (4.11), on the event $E^\circ(x)$, we may restrict the supremum over $w \in \mathbb{R}^n$ to $w \in B_0(L_w^0(x))$. So on $E^\circ(x)$, we have the following analogue of (4.12): for any $L_w^\circ > 1$,

$$\mathcal{E}_+^{\circ} \leq \sup_{v \in T, s \in S, w \in B_0(L_w^0(x))} \inf_{u \in B_0(L_w^0)} \left\{ \langle s, w \rangle - \zeta \|v\| + \langle u, G_n v - w \rangle \right\}.$$

Using the same argument below (4.12), we may restrict further the range of $v, w$ to $\|G_n v - w\|_\infty \leq (|\xi| + (r(S))^2 L_w^0(x)/L_w^\circ$ as $0 \in T$. So on $E^\circ(x)$,

$$\mathcal{E}_+^{\circ} \leq \sup_{v \in T, s \in S, w \in B_0(L_w^0(x))} \inf_{u \in B_0(L_w^0)} b^\circ(s, u, v, w)$$

$$\leq \sup_{v \in T, s \in S, w \in B_0(L_w^0(x)), \|G_n v - w\|_\infty \leq (|\xi| + (r(S))^2 L_w^0(x)/L_w^\circ} \inf_{u \in B_0(L_w^0)} \left\{ \langle s, w \rangle - \zeta \|v\| + \langle u, G_n v - w \rangle \right\}$$

$$\leq \sup_{v \in T, s \in S, w \in B_0(L_w^0(x)), \|G_n v - w\|_\infty \leq (|\xi| + (r(S))^2 L_w^0(x)/L_w^\circ} \left\{ \langle s, G_n v \rangle - \zeta \|v\| + \langle s, w - G_n v \rangle \right\}$$

$$\leq \mathcal{E}_+^{\circ} + \sqrt{n}(|\xi| + (r(S))^2 L_w^0(x)/L_w^\circ.$$

Here in $(\ast)$ we take $u = 0$ in the infimum and write $\langle s, w \rangle = \langle s, G_n v \rangle + \langle s, w - G_n v \rangle$, and in $(\ast\ast)$ we use the constraint $\|G_n v - w\|_\infty \leq (|\xi| + (r(S))^2 L_w^0(x)/L_w^\circ$.

The case $\mathcal{E}_-^{\circ}$ follows similarly by formally replacing $\sup_{s \in S}$ with $\inf_{s \in S}$.

The next proposition is analogous to Proposition 4.3, but now connects the primal cost $b^\circ_{+}$ to the Gordon cost $t^\circ_{+}$.

**Proposition 5.2.** Let $L_w^0(x)$ be defined in (5.5), and $L_w^0 > 1$. For any $z \in \mathbb{R}$,

$$P\left( \sup_{v \in T, s \in S, w \in B_0(L_w^0(x))} \inf_{u \in B_0(L_w^0)} b^\circ(s, u, v, w) \geq z \right) \leq 2 P\left( \sup_{v \in T, s \in S, w \in B_0(L_w^0(x))} \inf_{u \in B_0(L_w^0)} t^\circ_{+}(s, u, v, w) \geq z \right),$$

$$P\left( \sup_{v \in T, s \in S, w \in B_0(L_w^0(x))} \inf_{u \in B_0(L_w^0)} b^\circ(s, u, v, w) \geq z \right) \leq 2 P\left( \sup_{v \in T, s \in S, w \in B_0(L_w^0(x))} \inf_{u \in B_0(L_w^0)} t^\circ_{+}(s, u, v, w) \geq z \right).$$
Then we relate $I^*_g$ to $F^3_+$ in analogy to Proposition 4.4.

**Proposition 5.3.** Suppose $0 \in T$. Let $L_{w}^0(x)$, $\Delta^w(x)$ be defined as in (5.5) with $K_w$ being a large enough absolute constant. Suppose 

$$L_{w}^0 > \max \{1, r(S)\}.$$ 

Then on the event $E^0(x)$,

$$\sup_{v \in T, s \in S, w \in B_n(L_{w}^0(x))} \inf_{u \in B_n(L_{w}^0)} I^*_g(s, u, v, w) \leq F^3_+(g, h),$$

$$\sup_{v \in T, w \in B_n(L_{w}^0(x))} \inf_{s \in S, u \in B_n(L_{w}^0)} I^*_g(s, u, v, w) \leq F^3_+(g, h).$$

**Proof.** First consider $I^*_g$. Using calculations similar to (4.16),

$$\sup_{v \in T, s \in S, w \in B_n(L_{w}^0(x))} \inf_{u \in B_n(L_{w}^0)} I^*_g(s, u, v, w) = \sup_{s \in S, h \in B_n(L_{w}^0(x))} \inf_{\alpha, \beta \in [0, L_w^0]} \left\{ \frac{\beta}{\sqrt{n}} \left( \langle h, v \rangle - \|\alpha g - \sqrt{n}w\| \right) + \langle s, w \rangle - \zeta_\alpha \right\}. \quad (5.7)$$

First we drop the constraint on $\beta$. Suppose $(\bar{s}, \bar{\alpha}, \bar{v}, \bar{w}, \bar{\beta} = L_w^0)$ is a saddle point for the above max-min problem. Then we must have $\langle h, \bar{v} \rangle \leq \|\bar{\alpha} g - \sqrt{n}\bar{w}\|$. Now on the event $E^0(x)$, let

$$0 \leq \bar{r} \equiv n^{-1/2} \|\bar{\alpha} g - \sqrt{n}\bar{w}\| - n^{-1/2} \langle h, \bar{v} \rangle \leq 2L_w^0(x).$$

This means by writing $\bar{w} = \bar{\alpha}(g/\sqrt{n}) + (\bar{r} + n^{-1/2} \langle h, \bar{v} \rangle) \cdot \bar{r}$ for some $\|\bar{r}\| = 1$,

$$\text{RHS of (5.7)} = (-L_w^0 + \langle \bar{s}, \bar{r} \rangle) \bar{r} + \left( n^{-1/2} \bar{\alpha}(\bar{s}, g) + n^{-1/2} \langle h, \bar{v} \rangle \langle \bar{s}, \bar{r} \rangle - \zeta_\bar{\alpha} \right).$$

Clearly for $L_w^0 > r(S)$, the right hand side of the above display is maximized for $\bar{r} = 0$. This means that on $E^0(x)$, any $\beta \in (0, L_w^0)$ is also a saddle point for $(\bar{s}, \bar{\alpha}, \bar{v}, \bar{w})$. Consequently, on $E^0(x)$, the constraint $\beta \in [0, L_w^0]$ can be replaced by $\beta \in [0, \infty)$. Moreover, the suprema over $w \in B_n(L_w^0(x))$ can be replaced by $w \in \mathbb{R}^n$ on $E^0(x)$. Therefore, on $E^0(x)$,

$$\sup_{v \in T, s \in S, w \in B_n(L_{w}^0(x))} \inf_{u \in B_n(L_{w}^0)} I^*_g(s, u, v, w) = \sup_{s \in S, \alpha \in \Lambda_T} \langle s, w \rangle - \zeta_\alpha, \quad \text{s.t.} \quad \sup_{v \in T, \|v\| = \alpha} \langle h, v \rangle \geq \|\alpha g - \sqrt{n}w\|. \quad \text{RHS of (5.7)} = (-L_w^0 + \langle \bar{s}, \bar{r} \rangle) \bar{r} + \left( n^{-1/2} \bar{\alpha}(\bar{s}, g) + n^{-1/2} \langle h, \bar{v} \rangle \langle \bar{s}, \bar{r} \rangle - \zeta_\bar{\alpha} \right).$$

Now by writing $w = n^{-1/2} \alpha g + r$, where $r \in B_n(r_T(\alpha))$ with $r_T(\alpha) \equiv n^{-1/2} \sup_{v \in T, \|v\| = \alpha} \langle h, v \rangle$, the right hand side of the above display is equal to

$$\sup_{s \in S, \alpha \in \Lambda_T, r_T(\alpha) \geq 0} \frac{\alpha}{\sqrt{n}} (g, s) + \|s\| \sup_{v \in T, \|v\| = \alpha} \langle h, v \rangle - \zeta_\alpha \leq F^3_+(g, h),$$

proving the case for $I^*_g$.

For $I^*_g$, similar arguments as above show that on $E^0(x)$,

$$\sup_{v \in T, w \in B_n(L_{w}^0(x))} \inf_{s \in S, u \in B_n(L_{w}^0)} I^*_g(s, u, v, w) = \sup_{\alpha \in \Lambda_T, \|w\| = \alpha} \inf_{\zeta_\alpha - \langle s, w \rangle}, \quad \text{s.t.} \quad \sup_{v \in T, \|v\| = \alpha} \langle h, v \rangle \geq \|\alpha g - \sqrt{n}w\|.$$
\[
\begin{align*}
\sup_{\alpha \in \Lambda_T} \sup_{r \in B_d(\alpha)} \inf_{s \in S} \{ \xi \alpha - n^{-1/2} \alpha(g, s) - \langle s, r \rangle \} \\
\leq \sup_{\alpha \in \Lambda_T} \sup_{s \in S} \inf_{r \in B_d(\alpha)} \{ \xi \alpha - n^{-1/2} \alpha(g, s) - \langle s, r \rangle \} \\
= \sup_{\alpha \in \Lambda_T} \inf_{s \in S} \{ \xi \alpha - n^{-1/2} \alpha(g, s) + ||s||r_{T}(\alpha) \} = \mathbb{F}^0_+(g, h),
\end{align*}
\]

as desired. In (\ast) above, we drop the constraint \(r_{T}(\alpha) \geq 0\) and use the trivial inequality \(\sup_{\alpha} \inf_{z} \leq \inf_{\alpha} \sup_{r}\). \(\square\)

Finally we provide a concentration inequality for \(\mathbb{F}^0_+\).

**Proposition 5.4.** There exists some absolute constant \(C > 0\) such that for \(x \geq 1\),

\[
\mathbb{P}(||\langle \text{id} - \mathbb{E}\rangle \mathbb{F}^0_+(g, h)\rangle| > C \cdot \text{err}_n^0(T, S) \cdot \sqrt{x}) \leq e^{-x}.
\]

**Proof.** Note that for any \(g_1, g_2 \in \mathbb{R}^n, h_1, h_2 \in \mathbb{R}^p,\)

\[
||\mathbb{F}^0_+(g_1, h_1) - \mathbb{F}^0_+(g_2, h_2)|| \leq n^{-1/2} r(T)r(S) \cdot (||g_1 - g_2|| + ||h_1 - h_2||).
\]

The claim now follows from Gaussian concentration. \(\square\)

### 5.3. Proof of Theorem 1.3.

**Proof of Theorem 1.3.** First consider \(\xi_+^0\). Combining the proceeding Propositions 5.1-5.3, we have for any \(z \in \mathbb{R},\)

\[
\mathbb{P}(\xi_+^0 \geq z) \leq \mathbb{P}\left( \sup_{v \in T, s \in S, w \in B_d(L^0_{w, s})} \inf_{u \in B_d(L^0_{w, s})} h^0_+(s, u, v, w) \geq z - \text{Rem}_n^0(x, L^0_{w, s}) \right) + \mathbb{P}(E^0(x)^c)
\]

\[
\leq 2 \mathbb{P}\left( \sup_{v \in T, s \in S, w \in B_d(L^0_{w, s})} \inf_{u \in B_d(L^0_{w, s})} h^0_+(s, u, v, w) \geq z - \text{Rem}_n^0(x, L^0_{w, s}) \right) + \mathbb{P}(E^0(x)^c)
\]

By letting \(L_{w} \to \infty\) we may kill the term \(\text{Rem}_n^0(x, L^0_{w, s})\). Now using Proposition 5.4,

\[
\mathbb{P}(\mathbb{F}^0_+(g, h) \geq z) \leq 1(\mathbb{E} \mathbb{F}^0_+(g, h) \geq z - C \cdot \text{err}_n^0(T, S) \cdot \sqrt{x}) + e^{-x}.
\]

Finally using \(\mathbb{P}(E^0(x)^c) \leq e^{-x}\) for \(x \geq 1\) and choosing \(z \equiv \mathbb{E} \mathbb{F}^0_+(g, h) + 2C \cdot \text{err}_n(T, S) \cdot \sqrt{x}\) to conclude the right tail control of \(\xi_+^0\). The claim for the right tail control of \(\xi_+^0\) follows from completely similar arguments. \(\square\)

### 5.4. Proof of Theorem 1.4.

**Lemma 5.5.** Recall \(\xi_S = n^{-1/2} w_1(S)\). Suppose \(0 \in T\). Then

\[
\max_{s \in S} E^0_+^{\xi_S}(T, S) \leq \frac{w(T)w(S)}{\sqrt{n}} \cdot \left(1 + \frac{1}{\sqrt{d(T)}} \right).
\]

**Proof.** For \(E^0_+^{\xi_S}(T, S)\), by expanding \(\sup_{s \in S, ||s|| = \beta} \) to \(\sup_{s \in S} \), we have

\[
E^0_+^{\xi_S}(T, S) \leq \mathbb{E} \sup_{\alpha \in \Lambda_T, \beta \in \Lambda_S} \left\{ \frac{\alpha}{\sqrt{n}} \left( \sup_{s \in S} \langle g, s \rangle - w_1(S) \right) + \frac{\beta}{\sqrt{n}} \sup_{v \in T, ||v|| = \alpha} \langle h, v \rangle \right\}
\]

\[
\leq \frac{r(T)}{\sqrt{n}} \mathbb{E} \left| \sup_{s \in S} \langle g, s \rangle - w_1(S) \right| + \frac{r(S)w(T)}{\sqrt{n}} \leq \frac{r(S)w(T)}{\sqrt{n}} \cdot (1 + \frac{1}{\sqrt{d(T)}}).
\]
Here the last inequality follows by using Gaussian-Poincaré inequality upon noting that the map $g \mapsto \sup_{s \in S} \langle g, s \rangle$ is $r(S)$-Lipschitz.

On the other hand, for $E^0_{-\xi_S}(T, S)$,
\[
E^0_{-\xi_S}(T, S) \leq \mathbb{E} \sup_{\alpha \in \Lambda_T} \inf_{\beta \in \Lambda_S} \left\{ \xi_S \alpha - \frac{\alpha}{\sqrt{n}} \sup_{s \in S, \|s\| = \beta} \langle g, s \rangle + \frac{r(S)}{\sqrt{n}} \sup_{v \in T, \|v\| = \alpha} \langle h, t \rangle \right\}
\]
\[
\leq \mathbb{E} \sup_{\alpha \in \Lambda_T} \left\{ \alpha \xi_S - \frac{1}{\sqrt{n}} \sup_{s \in S} \langle g, s \rangle + \frac{r(S)}{\sqrt{n}} \sup_{v \in T, \|v\| = \alpha} \langle h, t \rangle \right\}
\]
\[
\leq \frac{r(T)}{\sqrt{n}} \mathbb{E} \sup_{s \in S} \langle g, s \rangle - w_1(S) \frac{\|v\|}{\sqrt{n}} \right\} \leq \frac{r(S)w(T)}{\sqrt{n}} \leq \frac{r(S)w(T)}{\sqrt{n}} \leq 1 + \frac{1}{\sqrt{d(T)}},
\]
as desired. \qed

**Proof of Theorem 1.4.** Using Theorem 1.3 and Lemma 5.5, with the desired probability,
\[
\sup_{v \in T} \left| \sup_{s \in S} \langle s, G_n v \rangle - \xi_S \|v\| \right| \leq \frac{r(S)w(T)}{\sqrt{n}} \cdot \left( 1 + \frac{1}{\sqrt{d(T)}} \right) + C \cdot r(T) r(S) \sqrt{\frac{n}{n}}.
\]
The claim follows. \qed

6. REMAINING PROOFS FOR SECTION 2

6.1. **Proof of Theorem 2.2.**

**Proof of Theorem 2.2.** By [Ver18, Exercise 11.3.2-(b)], $B_n(r_-) \subset \text{conv}(G_n T) \subset B_n(r_+)$ if and only if
\[
r_- \|v\| \leq \sup_{s \in T} \langle s, G_n v \rangle = \sup_{s \in T} \langle s, G_n^T v \rangle \leq r_+ \|v\|, \quad \forall v \in B_n, \tag{6.1}
\]
As $\text{conv}(G_n T) = G_n(\text{conv}(T))$, we may assume without loss of generality that $T$ is convex. We will use Theorem 1.3 with the role of $n, p$ flipped (but the scaling $n^{-1/2}$ remains the same). To this end, we first compute, with $\xi_T = w_1(T)/\sqrt{n}$,
\[
E^0_{-\xi_T}(B_n, T) = \mathbb{E} \sup_{\beta \in [0, 1]} \beta \sup_{\alpha \in \Lambda_T} \left\{ \frac{1}{\sqrt{n}} \sup_{\alpha \in \Lambda_T} \langle h, t \rangle + \frac{\alpha \|g\|}{\sqrt{n}} - \xi_T \right\}
\]
\[
= \mathbb{E} \left\{ \sup_{\alpha \in \Lambda_T} \left( \frac{1}{\sqrt{n}} \sup_{\alpha \in \Lambda_T} \langle h, t \rangle + \alpha \right) - \xi_T \right\} + O\left( \frac{r(T)}{\sqrt{n}} \right).
\]
As the map $h \mapsto \sup_{\alpha \in \Lambda_T} (n^{-1/2} \sup_{\alpha \in \Lambda_T} \langle h, t \rangle + \alpha)$ is $n^{-1/2} r(T)$-Lipschitz, by Gaussian concentration,
\[
E^0_{-\xi_T}(B_n, T) = \mathbb{E} \sup_{\alpha \in \Lambda_T} \left( \frac{1}{\sqrt{n}} \sup_{\alpha \in \Lambda_T} \langle h, t \rangle + \alpha \right) - \frac{w_1(T)}{\sqrt{n}} \right\} + O\left( \frac{r(T)}{\sqrt{n}} \right).
\]
Similarly we have
\[
E^0_{-\xi_T}(B_n, T) = \left\{ \frac{w_1(T)}{\sqrt{n}} - \mathbb{E} \sup_{\alpha \in \Lambda_T} \left( \frac{1}{\sqrt{n}} \sup_{\alpha \in \Lambda_T} \langle h, t \rangle - \alpha \right) \right\} + O\left( \frac{r(T)}{\sqrt{n}} \right),
\]
Proof. Under the assumed spiked covariance model, $u_\lambda \equiv E_\lambda^a(T) \equiv O(r(T)/\sqrt{n})$. Now using Theorem 1.3, with probability at least $1 - e^{-n}$,

$$
\sup_{v \in B_n} \left( \sup_{s \in T} \langle s, G_n^T v \rangle - \frac{w_1(T)}{\sqrt{n}} \right) \leq E_\lambda^a(T) + C \cdot r(T) \sqrt{\frac{x}{n}}.
$$

The claim follows using the homogeneity in the suprema over $v \in B_n$. □

6.2. Proof of Proposition 2.4. We shall first compute the Gaussian width of spherical sections of the ellipsoid associated with the spiked covariance model.

**Lemma 6.1.** Fix $\lambda \geq 0$ and an orthonormal system $\{v_j : j \in [p]\} \subset \mathbb{R}^p$. Consider the spiked covariance $\Sigma = I_p + \lambda \sum_{j=1}^r v_j v_j^T$. For $h \in \mathbb{R}^p$, let $Z = \mathbb{E}_n$ be defined by $Z_j = \langle h, v_j \rangle$ for $j \in [p]$, and let $\delta_\lambda \equiv \|Z_{(r,p)}\|^2/n$, $\Xi_n \equiv n^{-1/2} \sqrt{1 + \lambda} \cdot \|Z_{[1,r]}\|$. Then

$$
\sup_{\alpha \in [0, \sqrt{1 + \lambda}]} \left| \frac{1}{\sqrt{n}} \mathbb{E}_{\Sigma} \sup_{t \in \Sigma_{1/2}(B_p), \|t\| = \alpha} \langle h, t \rangle - \sup_{\beta \in \Sigma_{1/2}(B_p)} \langle h, \beta \rangle \right| = O(\Xi_n),
$$

where

$$
\Gamma_\lambda(\alpha) \equiv \sqrt{(1 + \alpha^2)(1 + \frac{1}{\lambda}) - \frac{\alpha^2}{\lambda}}, \quad \alpha \in [0, \sqrt{1 + \lambda}]. \quad (6.2)
$$

**Proof.** Under the assumed spiked covariance model,

$$
\|\Sigma\|_{op} = 1 + \lambda, \quad \Sigma^{1/2} = I_p + u_\lambda \sum_{j=1}^r v_j v_j^T, \quad (6.3)
$$

where $u_\lambda \geq 0$ is the unique non-negative solution of $u_\lambda^2 + 2u_\lambda = \lambda$. For $\alpha \in [0, \sqrt{1 + \lambda}]$, we start computing the Gaussian width

$$
\sup_{v \in B_p, \|v\| = \alpha} \langle h, \Sigma^{1/2} v \rangle = \sup_{v \in B_p, \|v\| = \alpha} \left( \langle h, v \rangle + u_\lambda \sum_{j=1}^r \langle v, v_j \rangle \langle h, v_j \rangle \right). \quad (6.4)
$$

Using $Z$ instead of $h$, we have

$$
\sup_{v \in B_p, \|v\| = \alpha} \left( \langle h, v \rangle + u_\lambda \sum_{j=1}^r \langle v, v_j \rangle \langle h, v_j \rangle \right) - \sup_{v \in B_p, \|v\| = \alpha} \langle h, v \rangle \leq \sup_{v \in B_p, \|v\| = \alpha} \left| \sum_{j=1}^r \langle v, v_j \rangle Z_j \right| 
$$

$$
= \sup_{b \in B_p, \|b\| = \alpha} \left| \sum_{j=1}^r b_j Z_j \right| 
$$

$$
\leq \sup_{b_0 \in \alpha/\sqrt{1 + \lambda} \cap \mathbb{R}^r} \sup_{u_\lambda^2 \sum_{j=1}^r b_j^2 = \alpha^2} \left| \sum_{j=1}^r b_j Z_j \right| 
$$

$$
\leq \sup_{b_0 \in \alpha/\sqrt{1 + \lambda} \cap \mathbb{R}^r} \sqrt{\alpha^2 - b_0^2 \cdot \|Z_{[1,r]}\|^2} \leq \sqrt{\lambda} \cdot \|Z_{[1,r]}\|. \quad (6.5)
$$
On the other hand, we may compute
\[
\begin{align*}
\sup_{\|v\| \geq \lambda} \langle h, v \rangle &= \sup_{\|v\| \geq \gamma} \sup_{\sum_{j=1}^\infty (\lambda_j \eta_j)^2 = \gamma^2} \langle Z, v \rangle \\
&= \sup_{\gamma \in [\sqrt{\lambda + 1}, 1]} \left\{ \sqrt{\frac{\lambda^2 - \gamma^2}{\lambda}} \cdot \|Z_{[1,r]}\| + \sqrt{\frac{\lambda^2 - \gamma^2}{\lambda}} \cdot \|Z_{(r,p)}\| \right\} \\
&= \sup_{\gamma \in [\sqrt{\lambda + 1}, 1]} \sqrt{\frac{\lambda^2 - \gamma^2}{\lambda}} \cdot \|Z_{(r,p)}\| + O(\|Z_{[1,r]}\|), \\
\end{align*}
\] where the last inequality follows as \( \sup_{\gamma \in [\sqrt{\lambda + 1}, 1]} \sqrt{\frac{\lambda^2 - \gamma^2}{\lambda}} = \sqrt{\lambda^2/(1 + \lambda)} \leq 1 \). The claim now follows by combining (6.4)-(6.6).

The next two analytic lemmas will be crucial in our calculations in the proof of Proposition 6.2.

**Lemma 6.2.** Let
\[
\overline{\Psi}_\delta(\eta) \equiv \left( \sqrt{1 + \lambda \eta} + \sqrt{\delta(1 - \eta)} \right)^2, \quad \eta \in [0, 1].
\]
Recall \( \overline{\Psi}_\delta \) defined in (2.7). Then \( \overline{\Psi}_\delta \) is non-decreasing on \([\sqrt{\delta}, \infty)\) and
\[
\max_{\eta \in [0,1]} \overline{\Psi}_\delta(\eta) = \overline{\Psi}_\delta(\sqrt{\delta}) = \overline{\Psi}_\delta(\lambda \lor \sqrt{\delta}) \geq (1 + \sqrt{\delta})^2.
\]

**Proof.** We first the monotonicity claim. For \( \overline{\Psi}_\delta \), it is easy to calculate \( \overline{\Psi}_\delta(\lambda) = (\lambda^2 - \delta)/\lambda^2 \geq 0 \) on \([\sqrt{\delta}, \infty)\). This means \( \overline{\Psi}_\delta \) is non-decreasing on \([\sqrt{\delta}, \infty)\).

Next we shall solve the maximization problem. Let \( \overline{G}_\delta(\eta) \equiv \sqrt{1 + \lambda \eta} + \sqrt{\delta(1 - \eta)} \). Then we may compute
\[
\overline{G}_\delta(\eta) = \frac{\lambda}{2 \sqrt{1 + \lambda \eta}} - \frac{\delta}{2 \sqrt{\delta(1 - \eta)}},
\]
This means the map \( \eta \mapsto \overline{H}_\delta(\eta) = \overline{G}_\delta^2(\eta) \) attains its maximum at \( \overline{G}_\delta = \frac{\lambda^2 - \delta}{\lambda^2} \), and with some calculations, we have
\[
\max_{\eta \in [0,1]} \overline{H}_\delta(\eta) = \overline{H}_\delta(\sqrt{\delta}) = \overline{\Psi}_\delta(\lambda \lor \sqrt{\delta}) \geq \overline{\Psi}_\delta(\sqrt{\delta}) = (1 + \sqrt{\delta})^2,
\]
as desired. \( \square \)

**Lemma 6.3.** Let
\[
\overline{H}_\delta(\eta) \equiv \left( \sqrt{1 + \lambda \eta} + \sqrt{\delta(1 - \eta)} \right)^2 - (1 + \lambda \eta), \quad \eta \in [0, 1].
\]
Recall \( \overline{\Psi}_\delta \) defined in (2.7), and let
\[
\eta_\delta(\lambda) \equiv \frac{1}{2\lambda} \left[ (\lambda - 1) - \frac{\lambda + 1}{\sqrt{\delta} + 4\lambda} \cdot \sqrt{\delta} \right]. \quad (6.7)
\]
Then both \( \overline{\Psi}_\delta, \eta_\delta \) are non-decreasing on \([1 + \sqrt{\delta}, \infty)\) and
\[
\max_{\eta \in [0,1]} \overline{H}_\delta(\eta) = \overline{H}_\delta(\eta_\delta) = \overline{\Psi}_\delta(\lambda \lor \{1 + \sqrt{\delta}\}) \geq 2 \sqrt{\delta} + \delta
\]
with the maximizer \( \eta_* \equiv \eta_\delta(\lambda) \cdot (\lambda \lor (1 + \sqrt{\delta})) \).

**Proof.** We first prove the monotonicity claim. For \( \Psi_\delta \), patient calculations yield

\[
\Psi'_\delta(\lambda) = \frac{\sqrt{\delta}}{2\lambda^2 \sqrt{\delta} + 4\lambda} \cdot (2\lambda^2 - \sqrt{\delta} \sqrt{\delta} + 4\lambda - 2\lambda - \delta) \equiv \frac{\sqrt{\delta}}{2\lambda^2 \sqrt{\delta} + 4\lambda} \cdot \psi_0(\lambda).
\]

Note that \( \psi_0(1 + \sqrt{\delta}) = 0 \) and for \( \lambda \geq 1 + \sqrt{\delta} \),

\[
\psi'_0(\lambda) = 4\lambda - \frac{2 \sqrt{\delta}}{\sqrt{\delta} + 4\lambda} - 2 > 4\lambda - 4 \geq 0.
\]

This means that \( \psi_0 \geq 0 \) on \( I_\delta = [1 + \sqrt{\delta}, \infty) \), and hence \( \Psi'_\delta \geq 0 \) on \( I_\delta \), so \( \Psi_\delta \) is non-decreasing on \( I_\delta \). For \( \eta_\delta \), again patient calculations lead to

\[
\eta'_\delta(\lambda) = \frac{-\delta^{3/2} + 2 \sqrt{\delta} \lambda^2 + 6 \sqrt{\delta} \lambda + (\delta + 4\lambda)^{3/2}}{2\lambda^2(\delta + 4\lambda)^{3/2}} \geq 0,
\]

so \( \eta_\delta \) is non-decreasing on \( I_\delta \) as well.

Next we shall solve the maximum and the maximizer of \( \eta \mapsto H_\delta(\eta) \) over \( \eta \in [0, 1] \). Expanding the square in \( H_\delta \), we have

\[
H_\delta(\eta) = 2 \sqrt{\delta} \cdot \sqrt{(1 + \lambda \eta)(1 - \eta)} + \delta(1 - \eta).
\]

So with \( \pi_\delta(\eta) \equiv (1 + \lambda \eta)(1 - \eta) = \frac{(\lambda + 1)^2}{4\lambda} - \lambda \left( \frac{\lambda - 1}{2\lambda} + \eta \right)^2 \),

\[
H'_\delta(\eta) = \sqrt{\delta} \cdot \frac{(\lambda - 1) - 2\lambda \eta}{\sqrt{(1 + \lambda \eta)(1 - \eta)}} - \delta = \sqrt{\delta} \cdot \left[ \frac{2\lambda(\frac{\lambda - 1}{2\lambda} - \eta)}{\sqrt{\pi_\delta(\eta)}} - \sqrt{\delta} \right],
\]

\[
H''_\delta(\eta) = -\frac{2\lambda \sqrt{\delta}}{\pi_\delta^{3/2}(\eta)} \left[ \pi_\delta(\eta) + \lambda \left( \frac{\lambda - 1}{2\lambda} - \eta \right)^2 \right] \leq -\frac{4\lambda \sqrt{\lambda \delta}}{\lambda + 1}.
\]

This means \( H'_\delta(0) = \sqrt{\delta}(\lambda - 1 + \sqrt{\delta}) \) and \( H'_\delta \) is decreasing on \([0, (\lambda - 1)/2\lambda]\).

We now consider two cases:

1. First consider the case \( \lambda \leq 1 + \sqrt{\delta} \). Then \( H'_\delta(0) \leq 0 \) so \( H'_\delta \leq 0 \) globally on \([0, 1]\). Therefore \( H_\delta \) is non-increasing on \([0, 1]\) and the maximal value is

\[
\max_{\eta \in [0, 1]} H_\delta(\eta) = H_\delta(0) = 2 \sqrt{\delta} + \delta.
\]

2. Next consider the case \( \lambda > 1 + \sqrt{\delta} \). Then \( H'_\delta(0) > 0 \) and \( H'_\delta((\lambda - 1)/2\lambda) < 0 \)

which means that \( H'_\delta \geq 0 \) on \([0, \eta_*] \) for some \( \eta_* \in (0, (\lambda - 1)/2\lambda) \) that solves \( H'_\delta(\eta_*) = 0 \). Some calculations show that

\[
\eta_* = \eta_\delta(\lambda) = \frac{1}{2\lambda}[(\lambda - 1) - \zeta_*] \geq 0, \quad \zeta_* = \frac{\lambda + 1}{\sqrt{\delta} + 4\lambda} \cdot \sqrt{\delta},
\]

and the maximal value is

\[
\max_{\eta \in [0, 1]} H_\delta(\eta) = H_\delta(\eta_*) = 2\zeta_* + \delta(1 - \eta_*)
\]

\[
= \frac{\lambda + 1}{\sqrt{\delta} + 4\lambda} \left[ 2 \sqrt{\delta} + \left( \frac{\sqrt{\delta} + \sqrt{\delta} + 4\lambda}{2\lambda} \right) \cdot \delta \right]
\]
In the proof we shall write
\[ \Psi_{\alpha}(\delta) \geq \Psi_{\alpha}(1 + \sqrt{\delta}) = 2 \sqrt{\delta} + \delta. \]

The proof is complete. \( \square \)

**Proof of Proposition 2.4.** In the proof we shall write \( \Sigma_{r,1} \) simply as \( \Sigma \) for notational simplicity, and \( h \sim N(0, I_p) \). We shall perform detailed calculations for the case of sample covariance error using Lemma 6.3; the calculations for the other case are easier with the help of Lemma 6.2, so the details will be omitted for simplicity.

Recall \( F_\ast \) defined in (4.2), and \( \Gamma_{\ast} \) defined in (6.2). Then \( \mathbb{E} F_\ast(h) = E_\ast(\Sigma_{r,1}) \) and by Lemma 6.1,
\[
F_\ast(h) = \sup_{\alpha \in [0, \sqrt{1+\lambda}]} \left\{ (\alpha + \sqrt{\delta} \cdot \Gamma_{\ast}(\alpha)) + O(\sqrt{n}) \right\}.
\]

Here \( O \) is uniform in \( \alpha \in [0, \sqrt{1+\lambda}] \). Now we may compute
\[
\mathbb{E} F_\ast(h) - \sup_{\alpha \in [0, \sqrt{1+\lambda}]} \left\{ (\alpha + \sqrt{\delta} \cdot \Gamma_{\ast}(\alpha))^2 - \alpha^2 \right\}
\]
\[
\leq \mathbb{E} \sup_{\alpha \in [0, \sqrt{1+\lambda}]} \left\{ (\alpha + \sqrt{\delta} \cdot \Gamma_{\ast}(\alpha) + O(\sqrt{n}))^2 - (\alpha + \sqrt{\delta} \cdot \Gamma_{\ast}(\alpha))^2 \right\}
\]
\[
\leq \mathbb{E} \sup_{\alpha \in [0, \sqrt{1+\lambda}]} \left( (\sqrt{\delta} \cdot \Gamma_{\ast}(\alpha) + O(\sqrt{n}))^2 - (\sqrt{\delta} \cdot \Gamma_{\ast}(\alpha))^2 \right)
\]
\[
\leq \mathbb{E}^{1/2} \left( \sqrt{\delta} \cdot \Gamma_{\ast}(\alpha) + O(\sqrt{n}) \right)^2 \cdot \mathbb{E}^{1/2} \left( \sqrt{\delta} + \sqrt{1+\lambda} \cdot \left( 1 \vee \frac{\|Z_{1,1}\|}{\sqrt{n}} \right) \right)^2.
\]

\( \equiv A_1 \cdot A_2. \)

For \( A_1 \), we have
\[
A_1^2 \leq \mathbb{E} \left( \sqrt{\delta} - \sqrt{\delta} \right)^2 + \frac{(1+\lambda)r}{n}
\]
\[
\leq \frac{1}{n} \left( \text{Var}(||Z_{r,p}||) + \left( \mathbb{E}||Z_{r,p}|| - \sqrt{\lambda} - r \right)^2 + (1+\lambda)r \right) \leq \frac{(1+\lambda)r}{n}.
\]

For \( A_2 \), we have an easy estimate
\[
A_2^2 \leq \delta + (1+\lambda) \left( 1 \vee \frac{r}{n} \right) = \delta + 1 + \lambda + \frac{(1+\lambda)r}{n}.
\]

Combining these estimates, we arrive at
\[
\mathbb{E} F_\ast(h) - \sup_{\alpha \in [0, \sqrt{1+\lambda}]} \left\{ (\alpha + \sqrt{\delta} \cdot \Gamma_{\ast}(\alpha))^2 - \alpha^2 \right\}
\]
\[
\leq (1+\lambda) \sqrt{\frac{r}{n}} \sqrt{1 + \frac{\delta}{1+\lambda} + \frac{r}{n}}.
\]

Finally we compute by using Lemma 6.3 that
\[
\sup_{\alpha \in [0, \sqrt{1+\lambda}]} \left\{ (\alpha + \sqrt{\delta} \cdot \Gamma_{\ast}(\alpha))^2 - \alpha^2 \right\}
\]
\[
= \left( 1 + \sqrt{\delta} \right)^2 - 1 \vee \sup_{\alpha \in [1, \sqrt{1+\lambda}]} \left\{ \left( \alpha + \sqrt{\delta} \cdot \sqrt{1 - \frac{\alpha^2 - 1}{\lambda}} \right)^2 - \alpha^2 \right\}.
\]
Consequently, the left tails satisfy

\[
\mathbb{P} \left( \min_{u \in U} \max_{v \in V} (Y(u,v) + Q(u,v)) \leq t \right) \leq \mathbb{P} \left( \min_{u \in U} \max_{v \in V} (X(u,v) + Q(u,v)) \leq t \right) \leq \mathbb{P} (\Phi^g(h) \leq t).
\]

The claimed inequality follows by combining (6.8)-(6.9).

\[\square\]

**Appendix A. Proof of Theorem 3.1**

We shall prove the following simpler version of Theorem 3.1 with \(n_1 = n, n_2 = 0, m_1 = m, m_2 = 0\). The proof of the case presented in Theorem 3.1 differs by notational formalities.

We need Gordon’s Gaussian min-max theorem [Gor85, Gor88], formally recorded below:

**Theorem A.1** (Gordon’s Gaussian min-max theorem). Let \((X_{ij}), (Y_{ij}), i \in [n], j \in [m]\) be two centered Gaussian vectors such that

\(G1\) \(\mathbb{E} X_{ij}^2 = \mathbb{E} Y_{ij}^2\) for all \(i, j \in [n] \times [m]\),

\(G2\) \(\mathbb{E} X_{ij} X_{ij} \geq \mathbb{E} Y_{ij} Y_{ij}\) for all \(i \in [n], j, j' \in [m]\),

\(G3\) \(\mathbb{E} X_{ij} X_{ij} \leq \mathbb{E} Y_{ij} Y_{ij}\) for all \(i \neq i' \in [n], j, j' \in [m]\).

Then for any \(\{\lambda_{ij} : i \in [n], j \in [m]\}\),

\[
\mathbb{P} \left( \bigcap_{i \in [n]} \bigcup_{j \in [m]} \{X_{ij} > \lambda_{ij}\} \right) \leq \mathbb{P} \left( \bigcap_{i \in [n]} \bigcup_{j \in [m]} \{Y_{ij} > \lambda_{ij}\} \right).
\]

A proof of this comparison inequality can be found in [LT11, Corollary 3.13].

**Proof of Theorem 3.1.** (1). Let \(X(u,v)\) (resp. \(Y(u,v)\)) be the Gaussian process defined via

\[
X(u,v) = \|v||\langle g, u \rangle + \|u||\langle h, v \rangle, \quad Y(u,v) = \langle u, Gv \rangle + \|u\||v||z
\]

where \(z\) is an independent standard normal random variable. Now we may compute the covariance structure:

\[
\mathbb{E} X(u,v)X(u',v') = \langle u, u' \rangle \cdot \|v||v'|| + \langle v, v' \rangle \cdot \|u||u'||, \quad \mathbb{E} Y(u,v)Y(u',v') = \langle u, u' \rangle \cdot \langle v, v' \rangle + \|u||u'|| \cdot \|v||v'||.
\]

So we have

\[
\mathbb{E} Y(u,v)Y(u',v') - \mathbb{E} X(u,v)X(u',v') = (\|u||u'|| - \langle u, u' \rangle)(\|v||v'|| - \langle v, v' \rangle) \geq 0.
\]

This verifies \((G1), (G3)\) in Theorem A.1, where \((G2)\) is verified with equality. Consequently, the left tails satisfy

\[
= [2 \sqrt{\delta} + \delta] \vee \sup_{\eta \in [0,1]} \left\{ \left( \sqrt{1 + \lambda \eta} + \sqrt{\delta(1 - \eta)} \right)^2 - (1 + \lambda \eta) \right\}
\]

\[
= [2 \sqrt{\delta} + \delta] \vee \max_{\eta \in [0,1]} H_\delta(\eta) = \Psi_\delta(1 \vee (1 + \sqrt{\delta})). \quad (6.9)
\]

The claimed inequality follows by combining (6.8)-(6.9).
So we only need to ‘eliminate’ the ‘twist term’ $\|u\|\|v\|z$ in $Y(u, v)$. This is done by a simple conditioning

$$P \left( \min_{u \in U} \max_{v \in V} (Y(u, v) + Q(u, v)) \leq t \right)$$

$$\geq \frac{1}{2} P \left( \min_{u \in U} \max_{v \in V} (Y(u, v) + Q(u, v)) \leq t \vert z \leq 0 \right)$$

$$\geq \frac{1}{2} P \left( \min_{u \in U} \max_{v \in V} (\langle u, Gv \rangle + Q(u, v)) \leq t \right) = \frac{1}{2} P (\Phi^p(G) \leq t).$$

The cost for eliminating this twist term is a boosted constant factor 2 in the left tail estimate.

(2). By flipping the role of $u, v$, replacing $(Q, t)$ with $(-Q, -t)$, and using $(G, g, h) = (-G, -g, -h)$ we have

$$P (\Phi^p(G) \geq t) = P \left( \min_{v \in V} \max_{u \in U} \left( -\langle u, Gv \rangle - Q(u, v) \right) \leq -t \right)$$

$$\leq 2 P \left( \min_{v \in V} \max_{u \in U} \left( -\|v\|\langle g, u \rangle - \|u\|\langle h, v \rangle - Q(u, v) \right) \leq -t \right)$$

$$(*) \leq 2 P \left( \max_{u \in U} \min_{v \in V} \left( -\|v\|\langle g, u \rangle - \|u\|\langle h, v \rangle - Q(u, v) \right) \leq -t \right)$$

$$= 2 P (\Phi^q(g, h) \geq t).$$

Here $(\ast)$ follows by using $\max \min \leq \min \max$. 
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