COMPARISON OF SOME EFFECT SIZE MEASURES IN SIMPLE AND MULTIPLE LINEAR REGRESSION MODELS
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ABSTRACT

It is very important that the results of the statistical analysis are understandable. Therefore, while reporting the results of statistical analysis, some effect size measures should be given along with the P-value. In this study, some effect size measures (R² (Eta-Squared), R² (Epsilon-Squared) and R² (Omega-Squared)) were compared in terms of their performance (bias) in simple and multiple linear regression models. For this purpose, Monte Carlo simulation technique was used. Results of simulation runs showed that very small sample sizes caused the predictions of all three effect size measures to deviate significantly. On the other hand, deviations of all three effect size measures gradually decreased due to increased sample sizes. However, the R² ε and R² ω estimates were quite unbiased when compared to R² regardless of experimental conditions. Thus, it could be concluded that reporting R² ε or R² ω is more appropriate to evaluate the practical significance along with P-values in simple and multiple linear regression models.
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1. INTRODUCTION

Linear regression analysis is a quite commonly used statistical method for modeling the relationship between a continuous dependent variable and a simple or multiple continuous independent variable(s) [1-3]. However, it does not show how much of the variation that occurred in the dependent variable is caused by the independent variable or variables. In other words, as in all other methods that test statistical significance, while testing the effects of independent variables on the dependent variable statistically, it does not describe the practical significance of these effects [4-7].

Hays [8] states that practical significance (effect size) is as significant as the test of hypothesis. Today, a good portion of scientific journals encourages reporting some effect size measures alongside the P-value which shows statistical significance because reporting only statistical significance may not provide the information researchers need. To make the results more conceivable, reporting some effect size measures alongside statistical significance would be useful for readers [9].

There are several effect size measures developed for this purpose [8, 10-14]. However, deciding which effect size measures are to be used is critical because to what level the effect size measures represent the population, which means how unbiased they are, has not been analyzed in detail.

Advancing from this point of view, this study aims to compare R², R² ε and R² ω, which are the most popular effect size measures offered for linear models, in terms of their performances under different experimental conditions. Thus, the most suitable and reliable effect size measure that could be used in regression analysis models could be determined.
2. MATERIAL AND METHOD

The materials of this study consist of random numbers generated from Multivariate Normal Distribution by Monte Carlo simulation technique. “mvrnorm” function of the R-Project (2018) program is used to generate the numbers. In this study, $R^2$, $R^2_e$ ve $R^2_\omega$ are compared in terms of their performances (bias) under different experimental conditions such as correlation structures, independent variable, and sample size. Experimental conditions considered in the study are given in Table 1.

### Table 1. Considered Experimental Design for Simple and Multiple Regression Analysis

| Statistical Model                                      | $Y=\alpha+\beta X+\epsilon$ | $Y=\alpha+\beta_1 X_1+\beta_2 X_2+\cdots+\beta_p X_p+\epsilon$ |
|--------------------------------------------------------|------------------------------|---------------------------------------------------------------|
| The correlation coefficient among independent variables ($\rho_{X_iX_j}$) | -                           | 0.1, 0.3 and 0.5                                              |
| The correlation coefficient between dependent and independent variables ($\rho_{X_iY}$) | 0.1, 0.3 and 0.5             | 0.1, 0.3 and 0.5                                              |
| number of independent variable ($p$)                   | 1                           | 1,2,...,10                                                    |
| $n/(p+1)$                                              | 2,3,...,10 and 20            | 2,3,...,10 and 20                                              |
| number of simulation ($n_{\text{sim}}$)               | 1000000                     | 1000000                                                      |

Deviations of sample effect size measures from population effect size measures are considered as performance criteria. To calculate the performances of effect size measures of each experimental condition considered in this study, the following steps were applied.

1- Determined size ($n$), 1000000 ($n_{\text{sim}}$) samples are taken from population.
2- $R^2$, $R^2_e$, ve $R^2_\omega$ is calculated for each taken sample.
3- Then, $R^2 = (\sum_{i=1}^{n_{\text{sim}}} R^2_i)/n_{\text{sim}}$, $R^2_e = (\sum_{i=1}^{n_{\text{sim}}} R^2_{e_i})/n_{\text{sim}}$ ve $R^2_\omega = (\sum_{i=1}^{n_{\text{sim}}} R^2_{\omega_i})/n_{\text{sim}}$ is calculated.
4- Finally, performances of three effect size measures are determined by bias($R^2$) = ($R^2 - \rho^2$), bias($R^2_e$) = ($R^2_e - \rho^2$) and bias($R^2_\omega$) = ($R^2_\omega - \rho^2$).

### 2.1. Effect Size Measures

To predict the population effect size measure ($\rho^2$), several effect size measures were developed. In this study, very commonly known effect size measures such as $R^2$, $R^2_e$ ve $R^2_\omega$ are considered.

\[
R^2 = \frac{SS_{\text{Regression}}}{SS_{\text{Total}}} \quad (1), [1, 3]
\]

\[
R^2_e = \frac{SS_{\text{Regression}}-p*MS_{\text{Error}}}{SS_{\text{Total}}} \quad \text{if } R^2_e < 0, R^2_e = 0 \quad (2), [10]
\]

\[
R^2_\omega = \frac{SS_{\text{Regression}}-p*MS_{\text{Error}}}{SS_{\text{Total}}+MS_{\text{Error}}} \quad \text{if } R^2_\omega < 0, R^2_\omega = 0 \quad (3), [8]
\]

Where, $SS_{\text{Total}}$: Total sum of squares, $SS_{\text{Regression}}$: Sum of squares of regression, $MS_{\text{Error}}$: Error mean square and $p$: Degrees of freedom of regression

### 2.2. Determining Population Effect Size

For each experimental condition considered in this study, the effect size of the population ($\rho^2$) was determined. Since there are one continuous independent and one continuous dependent variable in Simple Linear Regression Analysis, the effect size of the population can be calculated as $\rho^2 = \rho_{XY}^2$. Population effect size measures ($\rho^2$) calculated for simple linear regression analysis are given in Table 2.
Table 2. Population effect size (%) for Simple Regression Model

| $\rho^2$ | $\rho_{YX} = 0.1$ | $\rho_{YX} = 0.3$ | $\rho_{YX} = 0.5$ |
|---------|------------------|------------------|------------------|
|         | 1.00             | 9.00             | 25.00            |

For Multiple Linear Regression Analysis, population effect sizes ($\rho^2$) can be found easily through the below equations.

$$\rho^2 = \sum_{i=1}^{p} \beta_i \rho_{YX_i}$$  \hspace{1cm} (4)

$$\beta_1 = r^{11}\rho_{YX_1} + r^{12}\rho_{YX_2} + \cdots + r^{1p}\rho_{YX_p}$$

$$\beta_2 = r^{21}\rho_{YX_1} + r^{22}\rho_{YX_2} + \cdots + r^{2p}\rho_{YX_p}$$

$$\vdots$$

$$\beta_p = r^{p1}\rho_{YX_1} + r^{p2}\rho_{YX_2} + \cdots + r^{pp}\rho_{YX_p}$$  \hspace{1cm} (5)

Where $r^{ij}$: element of the inverse of $\rho_{X_iX_j}$ [2].

Population effect sizes ($\rho^2$) calculated this way are given in Table 3.

Table 3. Population effect size (%) for Multiple Regression Model

| $\rho_{X_iX_j}$ | $\rho_{YX_i}$ | $p=2$ | $p=3$ | $p=4$ | $p=5$ | $p=6$ | $p=7$ | $p=8$ | $p=9$ | $p=10$ |
|-----------------|---------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 0.1             |               | 1.82  | 2.50  | 3.08  | 3.57  | 4.38  | 4.71  | 4.50  | 4.71  | 5.26  |
| 0.3             |               | 10.36 | 22.50 | 27.69 | 32.14 | 36.00 | 42.35 | 45.00 | 47.37 | 47.37 |
| 0.5             |               | 45.46 | 62.50 | 76.92 | 89.29 | 100.00| 100.00| 100.00| 100.00| 100.00|
| 0.1             |               | 15.38 | 1.88  | 2.11  | 2.27  | 2.50  | 2.58  | 2.65  | 2.70  | 2.70  |
| 0.3             |               | 13.85 | 16.88 | 18.95 | 20.45 | 21.60 | 22.50 | 23.23 | 23.82 | 24.32 |
| 0.5             |               | 38.46 | 46.88 | 52.63 | 56.82 | 60.00 | 62.50 | 64.52 | 66.18 | 67.57 |
| 0.1             |               | 1.33  | 1.50  | 1.50  | 1.67  | 1.71  | 1.75  | 1.78  | 1.80  | 1.82  |
| 0.3             |               | 12.00 | 13.50 | 14.40 | 15.00 | 15.43 | 15.75 | 16.00 | 16.20 | 16.36 |
| 0.5             |               | 33.33 | 37.50 | 40.00 | 41.67 | 42.86 | 43.75 | 44.44 | 45.00 | 45.45 |

3. RESULTS

In this study, three different correlation structures and ten different sample sizes in Simple Linear Regression Model; nine different correlation structures, nine different independent variables, and ten different sample sizes in Multiple Linear Regression Model; in total 900 different experimental conditions were considered. Results for Simple Linear Regression Model are given in figure 1, and for Multiple Linear Regression Model are given in figure 2-4 in detail.

3.1. Results for Simple Linear Regression Model

In all experimental conditions considered when $\rho_{YX_1}=0.1$, deviations of predictions of three effect size measures decreased, as expected, in correlation with the increase in sample size. Generally, $R^2$ gave more deviant predictions compared to $R^2_\xi$ ve $R^2_\omega$. $R^2_\xi$ ve $R^2_\omega$ created acceptable deviations (less than 5%) when $n/(p+1) \geq 5$. However, $R^2$ was below this level when $n/(p+1) > 10$. On the other hand, when $n/(p+1) < 5$, deviations that occurred in all three effect size measures were significantly high. This condition became more obvious as the sample size decreased. For example, when $n/(p+1) = 2$, deviations were $R^2$ 32.64%, $R^2_\xi$ 18.52% and $R^2_\omega$ 16.51% (Figure 1).
Depending on the increase in $\rho_{XY_i}$, deviations in the predictions of all three effects size measures gradually decreased. For example, when $n/(p + 1) = 2$, deviations of the predictions of $R^2$, $R_\varepsilon^2$ and $R_\omega^2$ were respectively 32.64%, 18.52% and 16.51% for $\rho_{XY_i}=0.1$; 28.32%, 14.02% and 11.80 for $\rho_{XY_i}=0.3$; and 18.57%, 4.14% and 1.39% for $\rho_{XY_i}=0.5$.

3.2. Results for Multiple Linear Regression Model

3.2.1. Results for $\rho_{X_jX_j}=0.1$

When there were weak relations ($\rho_{XY_i}=0.1$) between independent variables and dependent variable, regardless of the experimental conditions, $R_\varepsilon^2$ and $R_\omega^2$ made quite unbiased predictions compared to $R^2$. This condition became more significant as the number of variables increased (Figure 2). On the other hand, as the sample size increased, deviations in the predictions of $R^2$ increased more. Additionally, when $n/(p + 1) < 20/9$, deviations of the predictions made by $R^2$ never went below 5.00% under any experimental condition.

When $\rho_{XY_i}=0.3$, deviations of the predictions of all three effect size measures were seen to gradually decrease. However, as long as $n/(p + 1) \leq 9$, deviations of predictions of $R^2$ did not go below 5.00%. When $\rho_{XY_i}=0.3$, $R_\varepsilon^2$ and $R_\omega^2$ made unbiased predictions under almost all experimental conditions (except $p=2$ and $n/(p + 1) = 2$) (Figure 2). As the relation between independent variables and dependent variable got stronger ($\rho_{XY_i}=0.5$), it was seen that predictions decreased significantly (Figure 2). When $p\geq6$, all effect size measures gave almost unbiased predictions (bias $\cong 0$).
3.2.2. Results for $\rho_{X_i X_j} = 0.3$

When $\rho_{YX_i} = 0.1$, as long as the sample sizes were not extremely large ($n/(p + 1) < 20$), $R^2$ gave quite deviant predictions (Figure 3). Except for $n/(p + 1) \leq 3$, $R^2_ε$ and $R^2_ω$ generally made quite unbiased predictions. This condition became more significant as the number of independent variables ($p$) increased. However, $R^2$ was affected negatively by the increase in the number of independent variables. Although deviations in the predictions decreased to some degree when there were moderate level relations between independent variables and dependent variable ($\rho_{YX_i} = 0.3$), $R^2$ never went below 5.00% deviation under any experimental conditions (except for $n/(p + 1) < 20$) (Figure 3) $R^2_ε$ and $R^2_ω$ made quite unbiased predictions as long as $n/(p + 1) > 2$.

![Figure 3. Bias for Multiple Linear Regression Models When $\rho_{X_i X_j} = 0.3$ and $\rho_{YX_i} = 0.1, 0.3$ and 0.5](image)

For $\rho_{YX_i} = 0.5$, regardless of the sample size, deviations of the predictions of $R^2_ε$ and $R^2_ω$ were always below 5.00%. Although $R^2$ was also affected positively from the increase of $\rho_{YX_i}$, deviations in the predictions went below 5.00% only after $n/(p + 1) > 5$ (Figure 3).

3.2.3. Results for $\rho_{X_i X_j} = 0.5$

When the relation between independent variables and dependent variable weak ($\rho_{YX_i} = 0.1$), relation between independent variables ($\rho_{X_i X_j}$) did not affect the accuracy of the predictions (Figure 4). Although the deviations of the predictions of $R^2_ε$ and $R^2_ω$ were over 5.00% when the sample sizes were small ($n/(p + 1) \leq 4$), this decreased as the number of variables increased. However, deviations of the predictions of $R^2_ε$ and $R^2_ω$ did not go below 5.00% as long as $n/(p + 1) \leq 3$. $R^2$ made predictions with deviations over 5.00% under all experimental conditions when $n/(p + 1) < 20$. This became more obvious as the sample size decreased.

![Figure 4. Bias for Multiple Linear Regression Models When $\rho_{X_i X_j} = 0.5$ and $\rho_{YX_i} = 0.1, 0.3$ and 0.5](image)
Although the increase of $\rho_{XY_i}$ (0.3 and 0.5) provided the deviations of the predictions of $R^2$ decrease a little, it was determined that there were deviations over 5.00% almost under all experimental conditions (except $n/(p + 1) = 20$). Notwithstanding, $R_e^2$ and $R_o^2$ gave quite unbiased results, and this became more apparent as the $\rho_{XY_i}$ increased (Figure 4).

4. DISCUSSION

Linear regression analysis is a quite commonly used method for modeling the relationship between a dependent variable and independent variable(s). However, it does not provide any information about the practical significance (explained variance) of independent variables. Thus, reporting only P-value with the acquired regression equation is not enough. To make the results more understandable, some effect size measures should be reported along with the P-value. There are several effect size measures developed for this purpose. Besides, $R^2$ is used as model selection criteria as well. Of the considered models, the one with the higher $R^2$ is considered better. However, whether $R^2$ is reliable under the considered experimental conditions is quite important. It is an important drawback that the performances of effect size measures, which could be used both for practical significance and as model selection criteria, are not known. Revealing the performances of effect size measures under several experimental conditions will guide researchers about which effect size measure to be reported. Advancing from this point of view, in this study, $R_e^2$, $R_o^2$ and $R_{o.0}^2$ were compared in terms of their performances under a wide range of experimental conditions.

Generally, in the literature, performances of effect size measures are presented in ANOVA models. Although Keselman [16] states that $R^2$, $R_e^2$ and $R_o^2$ gives similar results in One-Way ANOVA, many studies show that $R_e^2$ and $R_o^2$ are more unbiased than $R^2$ [4, 17-20]. This study reveals that $R_e^2$ and $R_o^2$ are generally significantly unbiased compared to $R^2$ in Regression Models. However, very small sample sizes ($n/(p + 1) = 2$) caused the predictions of all three effect size measures to deviate significantly. On the other hand, deviations of all three effect size measures gradually decreased due to increased sample sizes.

In practice, as independent variables are added to the model, there is a belief that $R^2$ increases artificially [21, 22]. It is natural that $R^2$ increases as independent variables are added to the model because explained variation should increase unless the relationship between independent variables and dependent variable is zero. The important thing at this point is to what degree $R^2$, which is calculated from the sample, represents $\rho^2$, which is population effect size. Results of this study reveal that the number of independent variables added to the model is the least affecting factor of the deviations in predictions. Furthermore, when the relationship between independent variables and dependent variable increases, $R^2$ is positively affected by the increase of the number of independent variables. An increase in the number of the independent variable always affects $R_e^2$ and $R_o^2$ positively.

While Keselman [16] reports that the bias of the effect size measures increases as the population effect size increases in One-Way ANOVA, Yiğit and Mendeş [20] report that bias of the effect size measures decreases as the population effect size increases. In this study, similar results with Yiğit and Mendeş [20] were obtained. Thus, in reality, if there are strong relations between independent variables and dependent variable, deviations of the predictions of the effect size measures decrease.

Low-level relations between independent variables affect all three effect size measures negatively. However, $R_e^2$ and $R_o^2$ give quite unbiased results compared to $R^2$.

Under all experimental conditions considered in this study, $R_e^2$ and $R_o^2$ provided significantly reliable results compared to $R^2$. 

82
5. CONCLUSION

Statistical results obtained from a study are very important. However, analyzing only statistical significance may result in misunderstandings. For instance, there is a belief in practice that results are more important as the P-value decreases. Nevertheless, statistical significance is associated with the sample size. As the sample size increases, statistical significance will increase as well. In this case, interpretations made considering only P-value may cause misunderstandings. While reporting the results of a study, reporting effect size measures that represent practical significance along with the P-value will be more understandable. The important thing here is knowing which effect size measure represents the population better.

In this study, the most common effect size measures are compared in Simple and Multiple Linear Regression Models under several experimental conditions. Results of the simulations show that $R^2$, which is reported commonly, is not reliable. On the other hand, $R^2_ε$ and $R^2_ω$, although they give deviant results under some experimental conditions, give generally quite unbiased results.

Another important point to highlight is that predictions are quite deviant for all three effect size measures when there is a weak relation between independent variables and dependent variable. Researchers should take this into consideration.

As conclusion, reporting effect size measures like $R^2_ε$ and $R^2_ω$ along with P-value would provide the research results to be more understandable.
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