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KEY POINTS

Question: Can an interpretable machine learning model distinguish between cEEG activities and provide meaningful explanations of each prediction?

Findings: Interpretable neural network ProtoPMed-EEG uses case-based reasoning to distinguish six EEG activities with superior performance to the corresponding state-of-the-art black box (i.e. uninterpretable) model. Interpretable dimension reduction tools allow us to map the ictal-interictal-injury continuum to 2D, with demonstrations provided in a series of videos.

Meaning: We demonstrate the value of interpretability in machine learning for providing insight into the ictal-interictal-injury continuum. Interpretable, accurate models reduce the obstacles in the deployment of cEEG monitoring as the model’s explanation can be reviewed by a trained practitioner.
STRUCTURED ABSTRACT

IMPORTANCE: An interpretable machine learning model can provide faithful explanations of each prediction and yet maintain higher performance than its black box counterpart.

OBJECTIVE: To design an interpretable machine learning model which accurately predicts EEG protopatterns while providing an explanation of its predictions with assistance of a specialized GUI. To map the cEEG latent features to a 2D space in order to visualize the ictal-interictal-injury continuum and gain insight into its high-dimensional structure.

DESIGN, SETTING, AND PARTICIPANTS: 50,697 50-second cEEG samples from 2,711 ICU patients collected between July 2006 and March 2020 at Massachusetts General Hospital. Samples were labeled as one of 6 EEG activities by domain experts, with 124 different experts providing annotations.

MAIN OUTCOMES AND MEASURES: Our neural network is interpretable because it uses case-based reasoning: it compares a new EEG reading to a set of learned prototypical EEG samples from the training dataset. Interpretability was measured with task-specific neighborhood agreement statistics. Discriminatory performance was evaluated with AUROC and AUPRC.

RESULTS: The model achieves AUROCs of 0.87, 0.93, 0.96, 0.92, 0.93, 0.80 for classes Seizure, LPD, GPD, LRDA, GRDA, Other respectively. This performance is statistically significantly higher than that of the corresponding uninterpretable (black box) model with $p < 0.0001$. Videos of the ictal-interictal-injury continuum are provided.

CONCLUSION AND RELEVANCE: Our interpretable model and GUI can act as a reference for practitioners who work with cEEG patterns. We can now better understand the relationships between different types of cEEG patterns. In the future, this system may allow for targeted intervention and training in clinical settings. It could also be used for re-confirming or providing additional information for diagnostics.

INTRODUCTION

Seizures and status epilepticus are found in 20% of patients with severe medical and neurologic illness who undergo brain monitoring with electroencephalography (EEG) because of altered mental status [18, 29, 30]. Every hour of seizures detected on EEG further increases the risk of permanent disability or death [8, 24]. More ambiguous patterns of brain activity, consisting of periodic discharges or rhythmic activity, are even more common, and occur in nearly 40% of patients undergoing EEG monitoring [21]. More than two decades ago Chiappa et al hypothesized that IIIC activity lies along a spectrum, an “ictal-interictal-injury continuum” (IIIC) [25]: patterns at one end of this continuum are hypothesized to cause brain injury and are difficult to distinguish from seizures on the EEG; patterns at the other bear little resemblance to seizures and are thought to cause little to no harm. Although this hypothesis has gained wide acceptance [5, 14], confirming it has been difficult because, until recently, the only method for quantifying IIIC patterns has been manual review of the EEG, which does not scale to large cohorts. Consequently, debates about the clinical significance of IIIC patterns and how to treat them have been going on for decades [6, 19, 20, 25, 26].
Recent progress in machine learning ("AI"), and the availability of large EEG datasets, has recently made it possible to develop an automated algorithm (SPaRCNet) [16] to detect and classify IIIC patterns with a level of accuracy comparable to physician experts [12]. Using this algorithm to comprehensively annotate nearly 2000 continuous EEG recordings, two recent studies found evidence that prolonged IIIC activity, like seizures, increases the risk of disability and death [23, 34]. However, SPaRCNet, like most AI approaches, is uninterpretable ("black box") meaning that it cannot explain how it reaches its conclusions. In other medical applications, uninterpretable models often fail to generalize to the clinic or are later shown to depend on confounding factors, generating risks in real-world applications [27]. Furthermore, despite high performance on specific tasks, uninterpretable models cannot provide broader medical insights to advance the field. In the case of classifying IIIC patterns, the black box model does not provide insight into the nature of the underlying "continuum." That is, by grouping all variants within each broad class of rhythmic and periodic discharge patterns together, the black box model does not help us to discover which patterns within each class are harmful and merit treatment, and which are benign.

In this paper, we present novel interpretable machine learning methods to classify seizures and rhythmic and periodic EEG patterns [3, 4] and visualize their relationships within the IIIC. These tools allow us to classify EEG samples in an auditable way and to map the IIIC onto a two-dimensional 'map' that reveals high-dimensional information. Specifically, we introduce an interpretable neural network, ProtoPMed-EEG, that leverages case-based reasoning. ProtoPMed-EEG is more accurate than its uninterpretable counterpart, SPaRCNet [16], and provides an explanation of every prediction through comparisons to learned prototypical patterns. These explanations are of the form "this EEG looks like that EEG," the TEEGLLTEEG explanation method. Then, using a second algorithm, PaCMAP [33], to reduce EEG information from a high-dimensional feature space to 2D while still preserving global structure, we can inspect relationships and distances between EEG patterns, allowing us to "map" the IIIC into a 2D space that users can explore. The map reveals that, despite being given distinct class names, EEG patterns within the IIIC do not exist in isolated islands. Rather, each class is connected to each other class via a sequence of intermediate patterns. This provides the quantitative support for the IIIC hypothesis, by explicitly demonstrating the existence of any underlying continuum among pathological patterns of brain activity.

METHODS

EEG data and expert labels

ProtoPMed-EEG was trained and tested on a large-scale EEG study [17] consisting of 50,697 events from 2,711 patients hospitalized between July 2006 and March 2020 who underwent continuous EEG as part of clinical care at Massachusetts General Hospital. EEG electrodes were placed according to the International 10-20 system. The large group was intended to ensure broad coverage of all variations of IIIC events encountered in practice.

124 EEG raters from 18 centers labeled varying numbers of 10-second EEG segments in 2 stages. The first stage involved targeted annotations by small groups of independent experts. The second stage involved multiple labeling rounds by larger groups of independent experts. Raters were given a forced choice of six options: seizure (SZ), lateralized periodic discharges (LPD), generalized periodic discharges (GPD), lateralized rhythmic delta activity (LRDA), generalized rhythmic delta activity (GRDA), and "Other" if none of those patterns was present.
Model Interpretability

In this paper, we define interpretable models as models that “explain their predictions in a way that humans can understand” [27]. Our model uses case-based reasoning to provide interpretability for the end user. Case-based reasoning is using previous examples to reason about a new case. The model learns a set of previous cases called prototypical samples. Each prototypical sample is a 50-second EEG sample from the training set that is particularly useful for classifying new cases. For each prediction, the model generates similarity scores between the new case and the set of prototypical samples learned during training. Each explanation is of the form “this sample is class X because it is similar to these prototypes of class X, and not similar to prototypes of other classes.” We call this method the TEEGGLLTEEG explanation method because it makes explanations of the form “this EEG looks like that EEG.” Every prediction made by our model follows the same logic as the explanation provided by the model. This means that the model explanations have perfect fidelity with the underlying decision-making process.

Fig. 1. Model architecture. Input sample $x$ is passed through a feature extractor $f()$, followed by a prototype layer $g()$. The prototype layer calculates the angular distances between the sample feature and the prototypes. The angular distances are multiplied with class affinity to generate the logits (class scores). The softmax calculation converts the logits into prediction probabilities.

Model Training and Development

Our dataset consists of 50-second EEG samples with class labels indicating the EEG pattern. As in Jing et al. [16], the patients were split into approximately equally sized training and test sets. Then, samples with higher counts of expert votes ($\geq 20$) were selected from the training set to form the prototype set of cases that are candidates to become prototypical samples.

ProtoPMed-EEG is an adaptation of ProtoPNet, a convolutional neural network model with a prototype interpretability layer, built on recent work by Li et al. [22], Chen et al. [4], and Barnett et al. [3], incorporating angular similarity as in Donnelly et al. [11]. The network architecture for ProtoPMed-EEG is shown in Figure 1. Our model consists of feature extraction layers, which are initialized by weights from Jing et al. [16]: a prototype layer, which computes the similarity (angular distance) between each learned prototype and feature extractor output for each sample; and a final linear layer, which maps the similarity to each prototype into class scores for each EEG pattern using class-connection vectors. Each prototype is a vector of length 1275 that exists in the same latent space as the outputs from the feature extraction layer. Each learned prototype corresponds to an actual EEG sample from the prototype set, where the output of the feature extractor on a prototypical sample is the prototype corresponding to that sample. The final linear layer is initialized such that the first 30 prototypes are single-class prototypes (that is, being similar to the prototype increases the class score for one of the EEG patterns) and the next 15 prototypes are dual-class prototypes (that is, being similar to the prototype increases the class score for two of the EEG patterns). The model is trained with an objective function containing loss
terms to encourage accuracy, a clustering structure in the latent space, and separation between prototypes. The training was completed in 4 hours using two NVIDIA V100 GPUs.

Refer to Appendix A for further information on model architecture and training.

Fig. 2. The graphical user interface (GUI) of the interpretable system. On the left top panel is the 2D embedding map, with each dot representing one EEG sample. Dots can be displayed with shading according to 9 different available schemes (human majority, model prediction, model uncertainty, Seizure burden etc.). A user can click on the map to select any sample of interest; the 3 nearest prototypes as displayed on the right, ranked according to similarity score (SIM). For each sample/prototype, 10 seconds of the EEG and a 10 minute spectrogram (centered on the 10-second EEG segment) are displayed with human votes and model predictions shown on top of the EEG; a pie chart is provided to visualize the class distribution according to the model or human votes, depending on the selected color scheme. For each prototype, under its pie chart, we also list the values of three terms: similarity score (SIM), class connection (AFF), and class contribution score (SCORE).

Graphical User Interface

We also present a specialized graphical user interface (GUI) which allows users to explore the interpretable model and its predictions on the test set. A screenshot is shown in Figure 2. On the bottom left of the GUI, we present the waveform [A], spectrogram [B] and the expert-annotator votes [C] of the currently selected sample. Below the expert-annotator votes we display the model prediction [D] on the currently selected sample. On the upper left of the GUI, we present the 2D representation of the embedded space that was generated using PaCMAP [E]. We can see the location of the current sample [F], as well as the location of the nearest prototypes [G] in the 2D representation. The color schema and mapping methods can be changed using drop-down menus [H]. Which prototypes are displayed can be changed using a selection box [I], where one option shows the nearest prototypes regardless of class and the other shows the nearest prototype from each of the three highest-score classes. Along the right-hand side, we display the waveform, spectrogram [J], expert-annotator votes [K] and model prediction [L] for the prototypical samples from the three displayed prototypes (in this case, the three nearest prototypes). For each of the displayed prototypes, we show the similarity score between the prototypical sample and the currently selected sample [M], the class-connection between the prototype and the predicted class (affinity) [N] and the class score added by that prototype to the predicted class [O].
Table 1. AUROC, AUPRC and neighborhood analysis of the interpretable model compared to its uninterpretable counterpart, SPaRCNet [16]. Each prediction problem is one-vs-all. The column name "All" refers to a mean for all classes weighted by the number of samples in each class. For “Neighborhood Analysis by Votes,” a lower score is better; for all other metrics, a higher score is better. 95% confidence intervals are shown in square brackets. We use the bootstrapping method described in Appendix B.1 for AUPRC and AUROC. We use $\sigma_u = \sqrt{N}$ for the neighborhood analyses. The test set size $N$ is 35740 EEG samples. Our results show statistically significant improvements over SPaRCNet for all comparisons, see Appendix Table 3 for AUROC and AUPRC significance test results and Appendix Table 4 for neighborhood analysis significance test results.

|                     | Other | Seizure | LPD | CPD | LRDA | GRDA | All       |
|---------------------|-------|---------|-----|-----|------|------|-----------|
| AUROC               | Interp | 0.80 [0.80, 0.80] | 0.87 [0.87, 0.87] | 0.93 [0.95, 0.93] | 0.96 [0.96, 0.96] | 0.92 [0.92, 0.93] | 0.93 [0.93, 0.93] | 0.91 [0.91, 0.91] |
|                     | Uninterp [16] | 0.79 [0.79, 0.79] | 0.86 [0.86, 0.86] | 0.90 [0.90, 0.90] | 0.94 [0.94, 0.94] | 0.92 [0.92, 0.92] | 0.92 [0.92, 0.92] | 0.89 [0.88, 0.89] |
| AUPRC               | Interp | 0.52 [0.52, 0.52] | 0.25 [0.24, 0.25] | 0.81 [0.81, 0.81] | 0.92 [0.92, 0.92] | 0.76 [0.76, 0.76] | 0.67 [0.67, 0.67] | 0.74 [0.74, 0.74] |
|                     | Uninterp [16] | 0.47 [0.47, 0.47] | 0.19 [0.19, 0.19] | 0.73 [0.73, 0.73] | 0.89 [0.89, 0.89] | 0.74 [0.74, 0.74] | 0.63 [0.63, 0.63] | 0.70 [0.70, 0.70] |
| Neighborhood Analysis by Max | Interp | 0.52 [0.51, 0.53] | 0.31 [0.29, 0.34] | 0.73 [0.72, 0.74] | 0.87 [0.87, 0.88] | 0.75 [0.75, 0.76] | 0.65 [0.66, 0.66] | 0.79 [0.78, 0.79] |
|                     | Uninterp [16] | 0.47 [0.47, 0.48] | 0.23 [0.21, 0.25] | 0.65 [0.66, 0.66] | 0.84 [0.83, 0.84] | 0.67 [0.66, 0.68] | 0.56 [0.55, 0.57] | 0.65 [0.65, 0.65] |

Evaluation of model performance

We evaluate our model’s performance using area under receiver operating characteristic curve (AUROC) scores, area under precision-recall curve (AUPRC) scores and neighborhood analysis measures. For comparing AUROC scores between the black box model and ours, we use the Delong test [9] for statistical significance. For AUPRC comparisons, we test for statistical significance using the bootstrapping method with 1000 bootstrap samples. For more detail on these statistical significance tests, refer to Appendix B. We further evaluated model performance using neighborhood analysis. Details are provided in the Results section.

RESULTS

Model Performance

The classification performance of our interpretable model ProtoPMed-EEG statistically significantly exceeds that of its uninterpretable counterpart SPaRCNet in distinguishing Seizures, LPDs, GPDs, LRDAs, and GRDAs, as measured both by AUROC and AUPRC scores (p<0.001). Results for ROC and PRC curve analysis are shown in Figure 3 and Table 1 for values. These findings hold when bootstrapping by patient or by sample.

Neighborhood Analysis: Quantitative

As one way to evaluate the interpretability of ProtoPMed-EEG, we analyzed the neighborhood of each prototype to examine the structure of the learned latent space. In a well-trained system, the neighborhood of a $c$-class prototype will primarily contain samples from class $c$. For each sample in the test set, we calculate the percentage of the 10 nearest test set neighbors where the class with the most votes is the same as for the sample (“by max”). We also consider the neighborhood analyses “by vote,” where for each sample we calculate the mean cross-entropy of the vote distribution of the sample with the vote distribution of each of the 10 nearest neighbors. Here, we consider cross entropy as a discrete distribution across classes, and check whether the cross entropy of the test point matches the distribution of classes from the nearest neighbors. The interpretable model does statistically significantly better than its uninterpretable counterpart across all metrics and classes with $p < 0.05$ for each comparison (see Table 1).
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Fig. 3. The receiver operating characteristic curves and precision-recall curves for ProtoPMed-EEG (solid lines) compared to its uninterpretable counterpart SPaRCNet (dashed lines).

Neighborhood Analysis: Qualitative

For the system to be understandable, we require that samples in the neighborhood around a prototype are also qualitatively similar to the prototype according to domain experts. In Figure 4, for each of eight prototypes from our model, we explore the three nearest neighbors from the test set to the prototype. In each case, the neighboring samples are similar to the prototype not only in class, but also in amplitude, peak-to-peak distance and other domain-relevant qualities. This demonstrates to domain experts our model’s concept of “similarity.” Qualitative neighborhood analyses for all prototypes showing the six nearest neighbors from each of the training and test sets can be found in Appendix C.

Mapping the Ictal-Interictal-Injury Continuum

In Figure 2, the PaCMAP coloring and distance between samples (points) are based on the model class scores for each sample. This results in a structure with outer points (arms) corresponding to single classes and reveals dense, thread-like paths mapping a gradual change between IIIC classes. This lends credence to the concept of a “continuum” between ictal and interictal EEG patterns. We further sampled along those paths between each pair of IIIC patterns, and produced videos which demonstrate the smooth continuum from one pattern to the other. Video links are provided in Appendix D.

DISCUSSION

In this study, we developed an interpretable deep learning model to classify seizures and rhythmic and periodic patterns of brain activity that occur commonly in patients with severe neurologic and medical illness, and introduced a specially-designed user interface to explore the interpretable model. Each explanation follows the TEEGLLTEEG explanation method (“this EEG looks like that EEG.”) This is the first adaption of interpretable neural networks to cEEG and the first quantitative exploration of the ictal-interictal-injury continuum. The model is trained on a large and diverse set of EEG signals annotated by multiple independent experts, and evaluated against the best current state-of-the-art black box model. Our work yielded advancements in both the model performance and model interpretability. Compared to the black box baseline model, our model achieves significant improvements in pattern classification performance as measured by AUROC, AURPC, and in neighborhood agreement metrics (Table 1). Higher neighborhood analysis scores
indicate that the interpretable model learned a more consistent neighborhood in the latent space. High neighborhood consistency and agreement is especially desirable as it indicates the model is more robust and more interpretable.

While machine learning, and specifically deep learning, has been used for EEG classification tasks including seizure detection [1, 2, 7, 16, 31], our interpretable model goes beyond traditional tasks, providing clinicians with the means to validate diagnoses and providing researchers verifiable evidence for smooth continuity of the IIIC, confirming the existence of an underlying continuum. Although there are past works on leveraging prototypes to provide explanations for model predictions [13, 15, 35], the prototypes were limited to single-classes which is insufficient for mapping IIIC patterns, as evidenced by the common occurrence in our dataset of patterns on which expert opinions are divided as to the correct classification. Our introduction of dual-class prototypes enables our model to place prototypes between two classes in the latent space, providing insights into EEG patterns in the transitional states.

Due to the existence of samples between classes in the EEG pattern classifications, particularly the transitional states, human annotations often yield disagreements. Our interpretable model can provide additional support for clinicians in day-to-day ICU patient monitoring. The model provides prediction along with its neighborhood and matched prototype information to the users, allowing users to evaluate the reliability of predictions, thereby acting as an “assistant” in the process. Since our GUI provides expert annotation records alongside model predictions, this tool may also be helpful in training clinicians; our case-based-reasoning design would provide not only explanations for model predictions but also insights for existing expert annotations.

Limitations

In our dataset, the number of seizure class samples was substantially smaller compared to other classes. We alleviated the class imbalance issue during the training process, however, a more balanced dataset would be helpful for achieving better performance. More seizure data samples could also help the model learn a better set of seizure prototypes with more robust representations. In future studies, we could also leverage the additional 10-minute spectrogram information as it is also a component in the human decision process.

CONCLUSIONS

In conclusion, our interpretable deep learning was able to accurately classify six common clinically-relevant patterns of potentially harmful brain activity that occur commonly in ICU patients. It showed better performance compared to the previous black box approach, and provides sufficient explanation for its own predictions.
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A MODEL DETAILS

Our model, ProtoPMed-EEG, is developed from IAIA-BL (Interpretable AI Algorithms for Breast Lesions) from Barnett et al. [3], which is based on ProtoPNet from Chen et al. [4]. We also incorporate angular similarity as in Deformable ProtoPNet [11] and TesNet [32].

A.1 Model Architecture

Let \( D = \{ (x_i, y_i) \}_{i=1}^{n} \) be our dataset of \( n \) 50-second EEG samples \( x \) with class labels \( y \) indicating the EEG pattern of Seizure, LPD, GPD, LRDA, GRDA, or Other. Refer to Figure 1 for a diagram of the model architecture. Our model consists of feature extraction layers \( f_{\omega_f}(\cdot) \), prototype layer \( g_{\omega_g}(\cdot) \) and final linear layer \( h_{\omega_h}(\cdot) \). For the \( i \)-th EEG sample, corresponding model prediction \( \hat{y}_i \) is calculated as

\[
\hat{y}_i = h_{\omega_h}(g_{\omega_g}(f_{\omega_f}(x_i))).
\]
The feature extraction layers $f_{\omega f}()$ consist of all but the final layer of the neural network architecture from Jing et al. [16], which was trained on the same dataset. The model architecture from Jing et al. [16] was designed to handle 10-second samples, where (when removing the final layer) the output for a single 10-second EEG sample is a vector of length 255. Our model uses 50-second samples by concatenating the five 10-second outputs into a single 1275-length vector which we will denote as $f_{\omega f}(x)$.

The input to prototype layer $g_{\omega g}()$ is the output from $f_{\omega f}(x)$. The set of $m$ prototypes is $P = \{p_j\}_{j=0}^m$. Each prototype is a vector of length 1275 that exists in the same 1275-dimensional latent space as outputs $f_{\omega f}(x)$. For each prototype, the similarity score $s$ between test sample $x$ and prototype $p_j$ is

$$s(f_{\omega f}(x), p_j) = \left( \frac{a f_{\omega f}(x)}{\|f_{\omega f}(x)\|} \right) \cdot \left( \frac{p_j}{\|p_j\|} \right),$$

where $a = 64$ as in Deng et al. [10]. This similarity score is 0 for orthogonal vectors and 64 for identical vectors.

The prototypes are each given a class identity by final linear layer $h_{\omega h}()$. $h_{\omega h}()$ has size $m \times C$, where $m$ is the number of prototypes and $C$ is the number of classes. We can think of this as a $C$-length vector for each prototype, which determines how similarity to the prototype affects class score. For example, a single-class class-two prototype has a corresponding $C$-length vector in $h_{\omega h}()$ that is initialized as $(-1, -1, 1, -1, -1)$. This means that if a sample is similar to this prototype, the score for class two will increase and the score for all other other classes will decrease. (Note that the class indices range from 0 to the number of classes, which is why class 2 is represented by the third index of the vector.) We call this the class connection vector for the prototype. We also introduce dual-class prototypes in this paper. For example, a prototype of both class zero and class five would have class connection vector initialized as $(1, -1, -1, -1, -1)$. Though prototypes shared between classes were used in previous work by Rymarczyk et al. [28], their method differs in that it merges similar prototypes whereas our method learns prototypes that are explicitly in-between classes and do not fit into either class individually.

The number of prototypes is selected as a hyperparameter before training, though it is possible to prune prototypes posthoc. If there are too few prototypes, the similarity between a test sample and the displayed prototype will not be clear to the end user. We need enough prototypes to cover the space so that the similarity between any test sample and the nearest prototype is clear. If there are too many prototypes, the model overfits and the latent space has less structure, impairing interpretability (however, we can detect overfitting using a validation set, as usual). We may also end up with duplicate prototypes when there are too many prototypes. For this domain, we decided on 45 prototypes, five single-class prototypes for each class (30 total) and one dual-class prototype for each edge between two classes (15 total, 6 choose 2).

Architecture note: While ProtoPNet [4] and IAIA-BL [3] both have several “add-on” layers between the pre-trained part of $f_{\omega f}()$ and prototype layers $g_{\omega g}()$, this is unnecessary when using a cosine similarity as in Deformable ProtoPNet [11] and our method.

A.2 Model Training

The feature extraction layers $f_{\omega f}()$ are initialized with pretrained weights from the uninterpretable model of Jing et al. [16].

Our model is trained in four stages: (1) warm up, (2) joint training, (3) projection of the prototypes and (4) last layer optimization. Training starts with the warm up stage for 10 epochs. After warm up, the training cycles from joint
training for 10 epochs, to the projection step, to last layer optimization for 10 epochs, before returning to joint training for the next cycle. We continue for 80 total epochs, as training typically converges between 30 and 40 epochs.

(1) **Warm up.** During the warm up stage, only the prototype layer weights in \( g_{\omega_{clst}}() \) change. We use a learning rate of 0.002. The objective function for the warm up stage is:

\[
\min_{\omega_{clst}} (\text{CrsEnt} + \lambda_c \ell_{clst} + \lambda_s \ell_{sep} + \lambda_o \ell_{ortho}),
\]

where \( \text{CrsEnt} \) is the cross entropy, \( \ell_{clst} \) and \( \ell_{sep} \) encourage clustering around meaningful prototypes in the latent space and \( \ell_{ortho} \) encourages orthogonality between prototypes. The weights on each loss term are as follows: \( \lambda_c = -0.8, \lambda_s = -0.08, \) and \( \lambda_o = 100. \) Adapted from Chen et al. [4] and Barnett et al. [3] to use cosine similarity instead of \( L_2 \) similarity,

\[
\ell_{clst} = \frac{1}{n} \sum_{i=1}^{n} \min_{j: \text{class}(p_j) = y_i} s(f_{\omega_{j}}(\mathbf{x}_i), p_j), \quad \ell_{sep} = -\frac{1}{n} \sum_{i=1}^{n} \min_{j: \text{class}(p_j) \neq y_i} s(f_{\omega_{j}}(\mathbf{x}_i), p_j).
\]

\( \ell_{clst} \) encourages each training sample to be close to a prototype of its own class, and \( \ell_{sep} \) encourages each training sample to be far from prototypes not of its own class. \( \ell_{ortho} \) is defined as

\[
\ell_{ortho} = \frac{1}{a^2} \left( \sum_{j=0}^{m} \left( \sum_{f=0}^{m} (s(p_j, p_{j'}))^2 - \sum_{f=0}^{m} (s(p_j, p_f))^2 \right) \right), \quad \text{or equivalently}
\]

\[
\ell_{ortho} = ||PP^T - I||_F^2,
\]

where \( P \) is the \( m \) by 1275 matrix of normalized prototype vectors and \( ||P||_F^2 \) is the squared Frobenius norm.

(2) **Joint training.** During joint training, weights from \( f_{\omega_{clst}}() \), \( g_{\omega_{clst}}() \) and \( h_{\omega_{clst}}() \) are all trained simultaneously. We use a learning rate of 0.0002 for training the weights in \( f_{\omega_{clst}}() \), 0.003 for the weights in \( g_{\omega_{clst}}() \) and 0.001 for the weights in \( h_{\omega_{clst}}() \). The objective function is:

\[
\min_{\omega_{clst}, \omega_{g}, \omega_{h}} (\text{CrsEnt} + \lambda_c \ell_{clst} + \lambda_s \ell_{sep} + \lambda_o \ell_{ortho} + \lambda_l \ell_{\ell_1}),
\]

where \( \text{CrsEnt} \), \( \ell_{clst} \), \( \ell_{sep} \), \( \ell_{ortho} \), \( \lambda_c \), \( \lambda_s \), and \( \lambda_o \) are as above, while \( \ell_{\ell_1} \) is the \( L_1 \) loss on the weights in the last layer and \( \lambda_l = 0.0001 \).

(3) **Projection step.** During the projection step, we project the prototype vectors on the nearest (most similar) EEG samples from the projection set. The projection set \( D' \) is the subset of the training set \( D \) that has at least 20 expert annotations of the class. This allows us to visualize a prototype as, after projection, the prototype exactly equals the latent space representation of the projection set example. This projection step is

\[
P_j^{\text{updated}} = f_{\omega_{clst}} \left( \arg \max_{x \in D'} s\left( f_{\omega_{clst}}(x), p_j \right) \right).
\]

(4) **Last layer optimization.** During last layer optimization, weights from \( f_{\omega_{clst}}() \) and \( g_{\omega_{clst}}() \) are frozen and only weights from \( h_{\omega_{clst}}() \) may change. The learning rate is 0.001 and the objective function is:

\[
\min_{\omega_{clst}} (\text{CrsEnt} + \lambda_l \ell_{\ell_1}),
\]

where \( \text{CrsEnt} \), \( \ell_{\ell_1} \), \( \lambda_l \) are as above.

Note: We considered using the margin loss from Donnelly et al. [11], which encourages wide separation in the latent space between classes. We noted much worse results when margin loss was included. We speculate that this is because
the classes are not clearly separated in this domain, but instead exist on a continuum. With margin loss included, the network is penalized for placing an EEG sample between two classes, yet we know that there exist dual-class samples (i.e., SZ-GPD). This could account for the drop in accuracy when margin loss is introduced.

B STATISTICAL SIGNIFICANCE AND UNCERTAINTY CALCULATIONS

B.1 Uncertainty Calculation for AUPRC and AUROC using bootstrapping

We take $N = 1000$ bootstrap samples of size $|D_t|$ with replacement from the test set, where $|D_t|$ is the size of the test set. We calculate the AUPRC and AUROC for each bootstrap sample, presenting the median AUPRC or AUROC in Table 1. The 95% CI is calculated by $\mu \pm (1.96) \frac{\sigma}{\sqrt{N}}$, where $\mu$ is the mean AUPRC or AUROC of the 1000 bootstrap samples, $\sigma$ is the standard deviation of the AUPRCs or AUROCs of the 1000 bootstrap samples, and $N$ is equal to the number of bootstrap samples. (Note that one bootstrap sample is made up of $|D_t|$ EEG samples.)

B.2 Bootstrap by Patient

We conducted an experiment with an additional bootstrap method where each bootstrap sample consists of the EEG samples from randomly selected 761 patients with replacement from the test set (the test set has 761 patients). Refer to Table 2 for values. Whether bootstrapping by patient, as shown here, or by sample, as shown in the main text, our interpretable method is statistically significantly better than its uninterpretable counterpart.

To further test the significance in difference between our interpretable model and the uninterpretable model’s bootstrapped results, we also calculated the percentage of bootstrap samples where interpretable model performs better than the uninterpretable model Jing et al. [16], shown in Table 3.

B.3 p-values for Neighborhood Analyses

Additional exploration of the statistical significance of our neighborhood analysis results can be found in Table 4. The interpretable model is always significantly better than the uninterpretable model with p-values much lower than 0.001.

Table 2. AUROC and AUPRC of the interpretable model compared to its uninterpretable counterpart from Jing et al. [16]. Here we present the results of bootstrapping by patient.

|           | Other | Seizure | LPD    | GPD    | LRDA   | GRDA   | All   |
|-----------|-------|---------|--------|--------|--------|--------|-------|
| AUROC     |       |         |        |        |        |        |       |
| Introp.   | 0.80  | [0.80, 0.80] | 0.87   | [0.87, 0.87] | 0.93   | [0.93, 0.93] | 0.95   | [0.95, 0.95] | 0.91   | [0.91, 0.91] | 0.91   | [0.91, 0.91] |
| Uninterp. [16] | 0.79 | [0.79, 0.79] | 0.86   | [0.86, 0.86] | 0.90   | [0.90, 0.90] | 0.94   | [0.94, 0.94] | 0.92   | [0.92, 0.92] | 0.92   | [0.92, 0.92] |
| AUPRC     |       |         |        |        |        |        |       |
| Introp.   | 0.53  | [0.52, 0.53] | 0.25   | [0.25, 0.26] | 0.81   | [0.81, 0.81] | 0.91   | [0.90, 0.91] | 0.76   | [0.75, 0.76] | 0.67   | [0.67, 0.67] | 0.74   | [0.74, 0.74] |
| Uninterp. [16] | 0.47 | [0.47, 0.47] | 0.19   | [0.19, 0.19] | 0.73   | [0.73, 0.73] | 0.89   | [0.89, 0.89] | 0.74   | [0.74, 0.74] | 0.63   | [0.63, 0.63] | 0.70   | [0.70, 0.70] |

Table 3. The percentage of bootstrap samples where interpretable model performs better than the uninterpretable model Jing et al. [16].

|           | Other | Seizure | LPD    | GPD    | LRDA   | GRDA   | All   |
|-----------|-------|---------|--------|--------|--------|--------|-------|
| AUROC     |       |         |        |        |        |        |       |
| Sample Bootstrap | 98.90 | 80.60   | 100.00 | 100.00 | 97.00  | 100.00 | 100.00 |
| Patient Bootstrap | 82.4  | 70.40   | 96.40  | 77.40  | 60.00  | 80.10  | 77.00 |
| AUPRC     |       |         |        |        |        |        |       |
| Sample Bootstrap | 98.30 | 86.70   | 97.20  | 68.50  | 64.00  | 82.00  | 93.60 |
| Patient Bootstrap | 98.30 | 86.70   | 97.20  | 68.50  | 64.00  | 82.00  | 93.60 |
Table 4. Here we present the significance (p-values) of the neighborhood analysis results of our interpretable model vs. the uninterpretable model of Jing et al. [16]. The interpretable model was always significantly better.

|                      | Other | Seizure | LPD  | GPD  | LRDA | GRDA | All   |
|----------------------|-------|---------|------|------|------|------|-------|
| Neighborhood Analysis by Max | 3.13e-45 | 2.62e-12 | 6.68e-128 | 1.23e-68 | 3.64e-134 | 4.13e-32 | 0.00  |
| Neighborhood analysis by Vote | 3.75e-124 | 3.47e-09 | 1.60e-159 | 2.78e-84 | 6.41e-132 | 4.29e-71 | 0.00  |
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