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Abstract
The rise of heterogeneous networks including macro, micro, pico, femto, and WLAN presents new challenges in optimizing user’s access to the networks. To fully utilize the capacity of such rich field of heterogeneous wireless connectivity, mobile devices should be able to select Radio Access Network (RAN) for their connection depending on their need. The proposed algorithm here is based on an autonomous agent at the mobile node and assisted by integration of distributed cloud services, e.g. the edge cloud. The selection of RAN is based on a Multi Attribute Decision Making process combined with the Reinforcement Learning that reinforces historical data collected from the edge cloud. Mobile agent is responsible for collecting data, executing the selection algorithm, possibly offloading the parts of the execution to the edge cloud, and providing feedback to the edge cloud after termination of the connection. The ultimate aim is to the design of RAN selection algorithm owned by autonomous and intelligent user agents that can significantly improve the user’s experience in terms of network coverage, data rate, latency, and battery lifetime. Through extensive simulation scenarios, we demonstrate the stability and precision of our proposed algorithm.
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1 Introduction

With the growing demand for mobile data, mobile operators are increasingly turning to small cells (e.g. femtocells) to deal with the capacity crunch in dense urban areas and to add coverage in areas with low or zero cellular signal levels. To increase the capacity, not only licensed spectrum is exploited, but also service providers are looking to use e.g., WLAN to augment their investment in small cells. Emergence of small cells and their heterogeneity add new dimensions to optimizing users’ access to these various Radio Access Networks (RANs). Today’s smartphones are equipped with multiple radios and they will soon be capable of connecting to several networks at the same time, opening up enormous capacity and coverage.
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These new opportunities cause great challenges including selection of a RAN (or a combination of RANs) at the User Equipment (UE) so as to receive the desired service at a lower cost and with an enhanced battery lifetime. To this end, novel selection techniques should be deployed at the UE. Intelligent and autonomous devices should be able to explore their environment, find the RAN(s), and choose which one(s) to connect to so as to meet their need best. There have been efforts in the autonomous selection of RANs in heterogeneous environments using learning-based techniques [1–3]. Market-based algorithms are also studied for selecting the best available RAN [3, 4]. The proposed technique in [5], designs two entities and that both at the UE side and in the core network; the entity at the UE prioritizes available RANs based on the requirements of running application and the final decision for RAN selection is made at the core network. Combining the ranking algorithm with the Multi Attribute Decision Making (MADM), the network selection technique in [6] deploys the closest algorithm to what we discuss in this paper. In this work, a classification method is applied to build a class which has the similar criteria, and then Analytic Hierarchy Process (AHP) method is applied to determine weights of different classes. The discussed research works in [7–14], all discuss the similar concept of employing multi attribute techniques for addressing network selection problem.

Nonetheless, one of the remaining major challenges of network selection in the largely heterogeneous scenarios of today’s mobile network is the consideration of numerous system parameters, which is in fact the common issue in the above mentioned research works. This problem, so far, has been addressed by reducing scenarios to the specific types of RANs or by limiting performance metrics to be optimized. Furthermore, knowledge based on which selection is made and is limited at either of UE or core network.

To this end, we propose adaptive network selection strategies based on an intelligent agent at the UE and based on an entity located at the edge cloud. While mobile agent can run the algorithm at either of the cloud or the UE, it executes the selection algorithm and collects historical information of the access networks from the cloud. Upon termination of the connection, the reports of the users’ connection experience turns back to the cloud. The network selection algorithm is modelled by the MADM process combined with the Reinforcement Learning (RL) that reinforces historical data collected from the edge cloud. The algorithm and architecture we presented in this paper is (one way of) realization of the concept we presented in [15]. In contrast with the previous work, our network selection algorithm is fully managed from the UE side, and in addition to the previous works, integration of edge cloud is considered to increase the available data for decision and reduce the complexity.

This paper is structured as follows. In Sect. 2, we elaborate on the two entities involved in network selection, their roles, and their interactions. The details of the network selection algorithm and its different steps are discussed in Sect. 3. We analyze our proposed algorithm thoroughly and through multiple simulation scenarios in Sect. 4.

### 2 Architecture

The proposed adaptive network selection here is based on a mobile agent, an intelligent agent located at the UE, which collects data from its surrounding wireless environment as well as from the edge cloud. This architecture is depicted in Fig. 1. The ultimate aim is to the design of algorithm for autonomous UEs that can select RAN(s) based on their own need (Quality of Service (QoS) requirements) and prediction/estimation from the
wireless environment as well as the collaborative observations gathered by other mobile users (assumed to be available at the edge cloud). Hence, the RAN selection algorithm will be divided into two parts. The main algorithm is executed by the mobile agent at the UE, while it interacts with the edge cloud.

2.1 Autonomous Agent at the UE

In the architecture depicted in Fig. 1, the mobile agent is in charge of collecting data from the edge cloud, observing the surrounding wireless, executing the selection algorithm, and sending feedback to the cloud after the connection is terminated. In other words, selection of RAN(s) depends on the observation/estimation from the surrounding wireless as well as the collective experience of previously connected UEs. The selection algorithm at the UE will be designed so as to perform in the absence of access to the cloud while accessing to the shared experience (of other users) in the cloud will improve the selection’s efficiency. This algorithm is fully detailed in Sect. 3. Furthermore, the mobile agent can decide to offload execution of the network selection algorithm, partly or fully, to the edge cloud, if resources are available. Such a decision can be made based on the current status of the UE, e.g. its battery level, and its available computing resources.

2.2 Integration of Cloud Services

The new ways of coping with complexity are needed to exploit the characteristics of available RANs and to avoid an excessive need for storage and processing power. Integration of the cloud computing concepts into the mobile environment can overcome the obstacles related to the networking environment and it can improve the mobile computing systems performance including battery lifetime, bandwidth, and capacity [16]. We refer to the edge cloud in this paper as computing & storage resources that are located at close proximity of users and they are also available with short latency, e.g. it could be located at the mobile operators site. The next generation of mobile base stations will indeed feature commodity
servers and include a virtualized platform for general cloud hosting [17]. The cloud-based entity is added mainly to address the challenges of dealing with large data sets of today’s heterogeneous networks.

To allow users’ mobility, similar model to Follow Me Cloud (FMC) can be used. The FMC model allows end points mobility using different sub-nets that belong to one IP network and it can sustain device communication active during the migration. The migration between the mobile cloud points occurs through a group of OpenFlow switches that are situated at the network edge [18].

3 Network Selection Algorithm

The network selection algorithm at the mobile agent should make decision based on various parameters depending on the application as well as the heterogeneous environment. Hence, we consider the network selection as a Multi Attribute Decision Making (MADM) problem. In this paper, Analytic Hierarchy Process (AHP) is used to analyze weights of each selection criteria. In addition, two techniques will be used for ranking all available access networks: the Total Order Preference by Similarity to the Ideal Solution (TOPSIS) and Distance to Ideal Alternative (DIA). Finally, a combination of MADM and RL will be used to make the decision based on received reward function from the previous selection. Each of these steps is detailed in the following subsections.

3.1 Analysis of Selection Criteria

The AHP aims to solve complex problems by dividing them into sub-problems. The procedure can be summarized in four steps to: (1) determine the decision factors and create the pairwise matrix, (2) normalize the pairwise matrix and obtain normalized decision matrix, (3) calculate the weights of each criterion, and finally (4) calculate coherence ratio and check consistency.

The pairwise matrix $P = [x_{ij}]_{n \times n}$ is shaped by comparison between two different criteria. The Saaty’s scale [19] is used for the $x_{ij}$ values, detailed in Table 1, while $x_{ii} = 1$ and $x_{ji} = \frac{1}{x_{ij}}$. Accordingly, $P$ is a $n \times n$ matrix, where $n$ is the number of criteria, e.g. number of considered QoS parameters in network selection. In the second step, $P$ is normalized

| Table 1 Saaty’s scale for pairwise comparison |
|-----------------------------------------------|
| Saaty’s scale | Relative importance of two criterion |
| 1 | Equally important |
| 3 | Moderately important with one over another |
| 5 | Strongly important |
| 7 | Very strongly important |
| 9 | Extremely important |
| 2, 4, 6, 8 | Intermediate values |
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(as \( P_{\text{norm}} = [x_{ij}] \)) such that \( p_{ij} = \frac{x_{ij}}{\sum_{j=1}^{n} y_{ij}} \) and in the third step weight of each decision criterion is computed based on Eq. (1).

\[
W_i = \frac{\sum_{j=1}^{n} p_{ij}}{n}
\]

where \( \sum_{i=1}^{n} W_i = 1 \).

Finally, we compute the coherence ratio similar to the [19], which is equal to the Consistency Index (denoted by CI) divided by the random index (denoted by RI). The RI has a fixed value based on the number of considered criteria (from [19], it is 0.9 for our case with four selection criteria), and the CI is computed according to the Eq. (2).

\[
b_i = \frac{\sum_{j=1}^{n} W_i \ast p_{ij}}{W_i} \quad \lambda_{\text{max}} = \frac{\sum_{i=1}^{n} b_i}{n} \quad CI = \frac{\lambda_{\text{max}} - n}{n - 1}
\]

The coherence ratio is mainly computed to check that it should not exceed ten percent, which means only inconsistencies less than 0.1 can be ignored. Otherwise, the algorithm should iterate and create the new pairwise matrix for that criterion.

3.2 Ranking Selection Criteria

3.2.1 Total Order Preference by Similarity to the Ideal Solution (TOPSIS)

As its name implies, preferences are sorted based on their similarities to the ideal solution [20] and the idea is that the best option among alternatives must have the farthest distance from negative ideal solution and the shortest distance from positive ideal solution [6]. The TOPSIS process can be summarized in seven steps: (1) construct the decision matrix, (2) normalize the decision matrix, (3) construct weighted normalized decision matrix, (4) determine the negative and positive ideal solutions, (5) measure the distances to ideal solutions, (6) calculate the relative closeness, and finally (7) rank the preference order.

The decision matrix is \( D = [y_{ij}]_{m \times n} \), where \( y_{ij} \) represents the importance of the criteria \( j \) for the alternative \( i \) (for example the importance of any QoS parameter for a specific application) and \( n \) and \( m \) are the number of selection criteria and the number of alternatives consecutively. The rows in matrix \( D \), show selection criteria for different alternatives \( A_1, \ldots, A_m \).

After shaping the decision matrix, it will be normalized as \( D_{\text{norm}} = [y_{ij}] \), such that \( d_{ij} = \frac{y_{ij}}{\sqrt{\sum_{i=1}^{n} y_{ij}^2}} \), and the weighted normalized decision matrix \( U = [u_{ij}] \) can be shaped by multiplying \( d_{ij} \) by the \( W_i \) as computed in AHP, i.e. \( u_{ij} = W_i \ast d_{ij} \). In step 4, the negative and positive ideal solutions for desirable (e.g. throughput) and undesirable criteria (e.g. latency) are computed according to Eqs. (3) and (4) consecutively.
In step 5, distances of alternative $A_i$ to the positive and negative ideal solutions are computed as Eq. (5) and in step 6 relative closeness of alternative $A_i$ is computed as $C_i$ in Eq. (6).

Finally $m$ different alternatives $A_1, \ldots, A_m$, are ranked based on their closeness value, $C_i$, in decreasing order, and the first alternative will be the best choice.

### 3.2.2 Distance to Ideal Alternative (DIA)

The DIA method, which belongs to the MADM family, aims to dynamically select the best alternative and identify the ranking of the alternatives with further accuracy [13]. It also deals with ranking abnormalities (we will see this later in the result section). The DIA also performs in seven steps, and while steps 1–5 are the same as TOPSIS, steps 6 and 7 are different. In steps 6, and 7 the Positive Ideal Alternative (PIA) is computed and the selection is made consecutively based on the ranking in Eq. (8).

$$P\text{IA} = \left\{ \min \left(S^+\right), \max \left(S^+\right) \right\}$$

$$R_j = \sqrt{\left(S^+_j - \min \left(S^+\right)\right)^2 + \left(S^-_j - \max \left(S^-\right)\right)^2}$$

### 3.3 Reinforcement Learning in the Selection Algorithm

Here, the RL is used as a technique to allow mobile agent to behave optimally, e.g. to maximize its reward, in an environment that agent is not familiar with. We consider each available network as a state, actions can represent either inter or intra technology handover, and reward functions after each action are the level of QoS satisfaction (denoted by $Q$) as achieved by taking this action. It is assumed that decision at time $t$ depends on current value as well as the two previous values ($t - 1$ and $t - 2$), and these two historical values are weighted with $W_{h1}$ and $W_{h2}$. If there is an increasing trend ($Q_{\text{current}} \geq Q_{t-1} \geq Q_{t-2}$),
positive reward is received, while a decreasing trend ($Q_{current} \leq Q_{t-1} \leq Q_{t-2}$), results in negative reward. These comparisons will be reversed if they are done over the undesired QoS parameters. For example, available bandwidth is considered as a desired parameter whereas jitter, delay, and packet loss are undesired factors. Detail of how we employ RL in the network selection is explained in the diagram of Fig. 2.

### 4 Performance Analysis

A simulation model with access networks of three different technologies is designed to examine the performance. They are one cellular network (UMTS) and two different broadband networks (WLAN and WIMAX). These networks are selected because of the availability of their measurements, while they could be substituted by any other access network (e.g. 4G/LTE).

#### 4.1 Simulation Parameters

The ranges of offered QoS parameters by each network are listed in Table 2, and are similar to the network parameters in [6]. In the remainder of this section, referring to the network parameters will be with an array of Net. Param. = {AB, D, PL, J}. We also assume that users’ data rate varies depending on the users’ distance from the wireless access network.

#### Table 2 Parameters of the three wireless access networks

| RAN   | Available bandwidth (AB) (Mbps) | Delay (D) (ms) | Packet loss (PL) | Jitter (J) (ms) |
|-------|----------------------------------|----------------|------------------|-----------------|
| UMTS  | 0.1–2                            | 25–50          | 20–80            | 4–10            |
| WLAN  | 1–11                             | 100–150        | 20–80            | 10–20           |
| WiMax | 1–60                             | 60–100         | 20–80            | 3–10            |
access point according to the Figure 3, and the data for this plot is from the measurements reported in [21] and [22].

We consider four QoS criteria and five different applications and we investigate performance of our network selection algorithm in five different scenarios, first to show stability of the algorithm and afterwards to show the precision of selection based on the actual conditions of the wireless networks.

4.1.1 Traffic Classes and QoS Parameter

The examined QoS parameters here are available bandwidth, jitter, delay, and packet loss. For clarity and precision, the definition of these parameters, as we used in our performance analysis, are as follows:

- **Available bandwidth** (bps): The bandwidth that network operator allocated to per user and also it can be changed dynamically according to network utilization.
- **Jitter** (ms): The average delay variations on the network link.
- **Delay** (ms): The average packet delay on the network link.
- **Packet loss**: The average number of packet loss during the certain time between RAN and the UE.

Moreover, we categorized user applications under the five types of Streaming, Background, Interactive, Conversational Audio, and Conversational Video, based on the following QoS requirements:

- **Streaming**: The streaming flows are jitter sensitive and require high bandwidth, but they are tolerable to delay. Video and audio streaming are examples of this class.
- **Background**: The background flows are sensitive to packet loss whereas delay and jitter are not important parameters and the average bandwidth is sufficient for them. The typical background traffic are FTP and Email.
- **Interactive**: For interactive applications, packet loss is the most crucial QoS criterion. A well-known example of this class is web browsing.
• **Conversational audio**: Flows of this category are delay and jitter sensitive but they are tolerant to packet losses and data rate requirement is relatively low. Examples include audio chats and calls.

• **Conversational video**: The conversation video flows are highly delay and jitter sensitive and require average bandwidth. Video chatting can be an example of this type.

Using the AHP method and Eq. (1), and based on the sensitivity of each application to each QoS criterion, we compute weights for all five applications and for each QoS criterion. The array of weights will shape as Eq. (9).

\[
W_{\text{application}} = [W_{AB}, W_{D}, W_{PL}, W_{J}]
\]

\[
W_{\text{streaming}} = [0.2913, 0.0445, 0.0903, 0.5739]
\]

\[
W_{\text{background}} = [0.3063, 0.0540, 0.5857, 0.0540]
\]

\[
W_{\text{interactive}} = [0.1622, 0.0657, 0.7065, 0.0657]
\]

\[
W_{\text{audio}} = [0.0892, 0.4301, 0.0506, 0.4301]
\]

\[
W_{\text{video}} = [0.1177, 0.4217, 0.0389, 0.4217]
\]

### 4.1.2 Setup of the Cloud-Based Information

We assume historical traffic information is available in the cloud—these information are only used in simulation scenario five. For UMTS, we use the traffic pattern of a mobile operator in Istanbul on an occasion of a big event in May 2012. For the WLAN and WiMax, we interpolate the UMTS data. The traffic patterns for these three networks are listed in Table 3. The volume of traffic on WLAN network is considered higher because multiple WLAN access points could potentially be available in an area of event (in scenario five, we assume three WLAN access points).

### 4.2 Simulation Scenarios

#### 4.2.1 Simulation Scenario One: Stability of TOPSIS and DIA Rankings

The main goal of the first scenario is to compare stability of the TOPSIS and the DIA rankings. In this scenario, there is a single UE that runs conversational video application. User has access to four networks and based on the (fixed) distance of the user to each of these access points, the network parameters are set to:

| Network | Streaming | Background | Video | Audio | Interactive |
|---------|-----------|------------|-------|-------|-------------|
| UMTS    | 0.2096    | 0.4248     | 0.0211| 0.0855| 0.2590      |
| WLAN    | 0.1883    | 0.1454     | 0.1417| 0.1728| 0.3518      |
| WiMax   | 0.2383    | 0.1542     | 0.0166| 0.1189| 0.4720      |
Using the two different rankings of TOPSIS and DIA, networks are ranked the same and in the order of WiMax-UMTS-WLAN2-WLAN1. Then, we remove the worst network (in this case WLAN1) and re-run the algorithm. As a result, DIA ranks the three remainder networks similar to the previous rankings (WiMax-UMTS-WLAN2), while TOPSIS ranks them differently (UMTS-WiMax-WLAN2). From this simple setting, it can be seen that TOPSIS may suffer from ranking abnormality while DIA shows more stability. Based on this result, DIA ranking will be our choice for the remainder of simulation scenarios.

4.2.2 Simulation Scenario Two: Further Study of DIA Ranking Stability

In the second scenario, there is a single user that has access to three networks (one access point of each technology) and during ten consecutive runs of simulation, network parameters are chosen randomly from the range given in Table 2—in other words, it is assumed that users are moving randomly within the coverage area of wireless access points. User runs one session of interactive application. Scenario two is designed to examine whether DIA makes reasonable selections according to the application type and network specifications. These selections should reflect the weights in Eq. (9), where packet loss has the highest weight.

Figure 4a plot shows the selected network by DIA and Fig. 4b plot shows packet loss of the three networks. Observing from these two figures, the selected network at each time instance has the lowest packet loss rate.

4.2.3 Simulation Scenario Three: DIA for Multiple Users, and Applications

In the third scenario, 10 UEs have access to three networks, while parameters of each network are randomly selected at every run of simulation from the range detailed in Table 2.

\[
\begin{align*}
\text{Net. Param.-UMTS} &= \{1, 40, 60, 4\} \\
\text{Net. Param.-WLAN1} &= \{8, 120, 50, 15\} \\
\text{Net. Param.-WLAN2} &= \{4, 135, 35, 12\} \\
\text{Net. Param.-WiMax} &= \{20, 80, 55, 3\}
\end{align*}
\]
Users randomly choose an application in each round of the simulation, and simulation runs for ten rounds. The aim of this scenario is to show DIA ranking works precisely with multiple users that have various preferences (different applications).

Observing the first run of simulation, WiMax network is widely selected by the users. Hence, we further assume that congestion level can change latency in the WiMax network, i.e. initially delay in WiMax is a random value in the range [60–100] ms, and after WiMax is selected by three or more users, then its delay will be a random value in the range [150–250] ms. Interesting observations can be drawn from the results plotted in Fig. 5. For example, although WiMax is the most popular network to be selected, it is not selected by the delay and jitter sensitive applications (conversational video and audio) after serving 30 percent of users. Users running other applications (interactive, background, and streaming) select WiMax even after it is congested. This can be clearly seen in Fig. 5 for all time instances. On the other hand, it can be seen that before being congested, WiMax has been selected repeatedly by users running conversational video and conversational audio (e.g., Fig. 5, Time-4–6–10).

### 4.2.4 Simulation Scenario Four: Modelling Users Mobility

The fourth scenario simulates users’ mobility. In the previous scenarios, all network parameters were randomly defined and they were the same for all users and independent of their location. In this scenario, offered data rate by each network varies for different users and depends on their distances to each actual wireless access point. The rest of parameters are randomly selected similar to the scenario three. There are five users that can walk in the range [0–100] meter in any direction from their current location in each

![Simulation scenario three: selected network by ten users six different time instances of the simulation](image)
round of the simulation. Figure 3 shows how throughput varies depending on users’ distance to the access points for our three access networks. Each user has a fixed flow throughout the simulation, i.e. user one runs background traffic, user two runs conversational video, user three runs conversational audio, user four runs interactive application and user five runs streaming.

Observing the result in Fig. 6a, various interesting conclusions can be drawn. For example, user one with background traffic, for which data rate is the only important criterion, chooses WLAN network throughout the simulation except the 6th round. At the same time we can see in Fig. 6b that user one experiences the lowest WLAN data rate at the 6th round of simulation—the WLAN data rate for user one in the first eight rounds of simulation are {35.42, 41.72, 43.08, 32.25, 27.85, 9.55, 20.61, 31.42} Mbps. Moreover, user five with streaming flow chooses WLAN throughout the simulation but the first time stamp despite the higher throughput—in the first simulation round, WLAN data rate for user five is 30.68 Mbps Vs. the WiMax data rate that is 19.74 Mbps. This selection is mainly due to a higher jitter in the first round of simulation. Data rate of all five users throughout the simulation, and over the three different networks are plotted in Fig. 6b, which can be compared against the selected networks in Fig. 6a.

![Simulation scenario four; a selected networks, b throughput as experienced, by different users throughout simulation](image_url)
4.2.5 Simulation Scenario Five: Using the Historical Information from the Cloud

Simulation scenario five integrates the historical knowledge available at the edge cloud into the network selection, by using the RL. We assume five access points are available three of which are WLAN and the other two are WiMax and UMTS. We use the historical information in Table 3 and split the WLAN traffic between three access points as follows (order of data here is the same as Table 3).

\[
\begin{align*}
\text{WLAN1} & = \{0.2560, 0.0946, 0.1266, 0.2304, 0.2924\} \\
\text{WLAN2} & = \{0.0983, 0.1469, 0.1502, 0.2028, 0.4018\} \\
\text{WLAN3} & = \{0.2103, 0.1947, 0.1482, 0.0857, 0.3611\}
\end{align*}
\]

The five active users, each run a different application, and their mobility model and how network parameters vary, are the same as scenario four. In this scenario, in addition to ranking, we use RL to benefit from the historical information of network utilization collected from the edge cloud. The RL is also integrated into the selection algorithm, i.e., selected networks by the user in previous rounds affect its decision in the next round. Hence, the ranking by DIA for network selection depends not only on the current value but also on the two previous values. The previous values are weighted (with \(W_{h1} = 0.8\), \(W_{h2} = 0.6\)), and integrated in the decision according to the algorithm in Fig. 2. After ranking is completed by the DIA, the collected data from the cloud is integrated with weight \(W_{h0} = 0.6\).

Further assumption is that users are always in the coverage area of all access networks, but when they get to the cell edge (or the coverage edge) of any RAN, a fixed/low value of the data rate is assumed for that RAN to punish the RL algorithm for selecting that network. Figure 7b shows the input to RL algorithm, i.e., \(Q_{\text{current}}\). Figure 7a shows the selected network by users at each iteration of the simulation.

From the presented results in Fig. 7, it can be seen that users with background and streaming flows keep their initial selection throughout the simulation and users with conversational video and audio flows only handover once, and then stay with the same network for the rest of the simulation time. The most interesting conclusion here is that combining DIA with RL that also benefits from the historical traffic pattern can significantly reduces number of handover.

5 Conclusions

This paper discusses the design of a radio access network selection algorithm based on an autonomous mobile agent integrated with access to the edge cloud. A combination of Multi Attribute Decision Making (MADM) and Reinforcement Learning (RL) are used for selecting the best available network at each UE. Through extensive simulations, we show that our selection algorithm is stable, it improves the QoS satisfaction of the users, and it reduces the number of handovers (changes in the selected network). The concept of network selection, as discussed in this paper, is motivated and in fact enabled, by the advancements in three major areas of mobile communications including, software defined radio, small cell networks and mobile cloud computing. We assume mobile devices have multiple radio interfaces and software defined radio techniques allow the mobile to explore their surrounding wireless spectrum. The small cell mobile networks provide a rich platform of heterogeneous RANs–RANs with different technologies and hence different latencies, data rate and range of coverage. Finally, the existence of mobile cloud computing infrastructure...
allows our proposed algorithm to improve its efficiency with little extra computing and battery cost.
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