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Multilayer networks preserve full information about the different interactions among the constituents of a complex system, and have recently proven quite useful in modelling transportation networks, social circles, and the human brain. A fundamental and still open problem is to assess if and when the multilayer representation of a system is a qualitatively better model than the classical single-layer aggregated network approach. Here we tackle this problem from an algorithmic information theory perspective. We propose an intuitive way to encode a multilayer network into a bit string, and we define the complexity of a multilayer network as the ratio of the Kolmogorov complexity of the bit strings associated to the multilayer and to the corresponding aggregated graph. We find that there exists a maximum amount of additional information that a multilayer model can encode with respect to an equivalent single-layer graph. We show how our measure can be used to obtain low-dimensional representations of multidimensional systems, to cluster multilayer networks into a small set of meaningful super-families, and to detect tipping points in different time-varying multilayer graphs. These results suggest that information-theoretic approaches can be effectively employed in the study of multi-dimensional complex systems, and pave the way to a more systematic analysis of static and time-varying multidimensional complex systems.

I. INTRODUCTION

The success of network science in modelling real-world complex systems relies on the hypothesis that the interconnections among the elementary units of a system –i.e., the network of their interactions– are responsible for the emergence of complex dynamical behaviours. Traditionally, relevant contributions towards a better understanding of complex networks have come from statistical physics, where the main aim is to characterise the ensembles of random graphs comparable with an observed real-world network. However, really interesting results have also come from information theory. In particular, quite prolific lines of research in this area have focused on the adaptation of classical concepts and methods from information theory to networks analysis, on the definition of entropy measures on empirical networks, and on the quantification of the significance of structural indicators based on algorithmic information theory.

A current hot research topic in network science is represented by multi-layer and multiplex networks, which take into account different kinds of relations among the same set of nodes at the same time. The main idea behind the investigation of high-dimensional network representations is that retaining full information about the structure of a system under study is fundamental to fully understand its behaviour. Indeed, multi-layer networks have helped unravelling interesting structural properties in transportation systems and neuroscience, and have revealed qualitatively new emerging phenomena including abrupt cascading failures, super-diffusion, explosive synchronisation, and the appearance of new dynamical phases in opinion formation, spreading and epidemic processes.

These encouraging results have transformed our understanding of many physical systems, but an overarching question remains about whether it is indeed necessary to incorporate all the available data about a system in order to fully characterise its behaviour. Some recent studies have indeed shown that the multi-layer version of some dynamical processes cannot be reduced to the corresponding single-layer process on any simple combination of the existing layers. Nevertheless, determining if and to which extent it is possible to obtain and use an equivalent lower-dimensional representation of a given multi-layer system, while still observing the same structural and dynamical richness, is mostly an open question. The recent attempts to formalise multi-layer dimensionality reduction in terms of a quantum information problem represents a concrete step in that direction. However, we still lack a convincing method to quantify the amount of information contained in a multi-layer network model, and to compare the information content of different multi-layer networks.

In this paper, we take an algorithmic complexity perspective on this problem, and we define the complexity measure $C(M)$ to quantify the amount of information contained in a multiplex network $M$. The measure leverages the classical concept of Kolmogorov Complexity, according to which the complexity of a bit string is equal to the length of the shortest possible program that can produce that string as its output. In particular, we show that $C(M)$ is quite useful in determining the optimal number of layers needed to represent a multi-layer network, and in detecting similarities among multi-layer networks from different domains.
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A. Complexity of multiplex networks

We define the complexity of a multiplex network $\mathcal{M}$ with $N$ nodes and $M$ layers as the ratio:

$$\mathcal{C}(\mathcal{M}) = \frac{KC(\Omega)}{KC(W)}, \quad (2)$$

where the numerator is the Kolmogorov Complexity of $\mathcal{M}$ and the denominator is the Kolmogorov Complexity of the weighted aggregated graph associated to $\mathcal{M}$. In particular, the matrix $\Omega$ is the prime-weight matrix representation of $\mathcal{M}$, while $W$ is the single-layer network obtained by flattening all the $M$ layers (see Materials and Methods). We compute an approximation of the Kolmogorov Complexity of a matrix by looking at the size of the compressed weighted edge list (see Material and Methods and Supplementary Information for more details). The measure of complexity in Eq. (2) effectively quantifies the relative amount of additional algorithmic information needed to encode the multiplex network with respect to the amount needed to encode the corresponding single-layer aggregated graph. As a particular case, $\mathcal{C}(\mathcal{M}) = 1$ if the multiplex network consists of $M$ identical layers, but in general $\mathcal{C}(\mathcal{M}) \geq 1$, since the different possible arrangements of edges across the layers require more than one symbol to be encoded. The main hypothesis is that the higher the value of $\mathcal{C}(\mathcal{M})$, the larger the amount of information lost when representing the multiplex as a single-layer graph. In practice, if $\mathcal{C}(\mathcal{M}) \approx 1$ it would not make much difference to represent the multiplex as a single-layer graph, since the multiplex representation is not adding much more information. Conversely, when $\mathcal{C}(\mathcal{M}) > 1$ the aggregation of the multiplex into a single-layer graph would discard relevant information, and the larger the value of $\mathcal{C}(\mathcal{M})$ the more important it is to retain the full multiplex model.

B. Synthetic multiplex networks

The fundamental ingredients contributing to the complexity of a multiplex $\mathcal{M}$ as quantified by $\mathcal{C}(\mathcal{M})$ are the number of distinct pairs of nodes connected by an edge, and the actual number of distinct symbols present in the prime-weight matrix $\Omega$. In fact, both a larger number of connected pairs of nodes and a larger number of distinct symbols will in general result in a larger encoding, and a larger value of $\mathcal{C}(\mathcal{M})$. Indeed, the number of symbols present in $\Omega$ is equal to the number of different multiplex motifs with two nodes present in the system [60].

The structural edge overlap $o$ is an easy-to-compute proxy for the variety of different multi-edge configurations in a multiplex network (see Materials and Methods). In order to understand the effect of edge overlap on $\mathcal{C}(\mathcal{M})$, we considered ensembles of synthetic multiplex networks with different number of layers, where the total number of nodes and the average node degree on

\begin{align*}
\Omega_{ij} &= \left\{ \frac{\prod_{\alpha:a[i]}^{[\alpha]} p^{[\alpha]}_{ij}}{\text{if } a_{ij}^{[\alpha]} = 0 \quad \forall \alpha = 1, \ldots, M} \right. \\
& \begin{cases} 0 & \text{if } a_{ij}^{[\alpha]} > 0 \end{cases} \\
& \text{if } a_{ij}^{[\alpha]} > 0 \quad \forall \alpha = 1, \ldots, M
\end{align*}

(1)

The prime-weight matrix is obtained by assigning a distinct prime number $p^{[\alpha]}_{ij}$ to each of the $M$ layers of the multiplex, and then setting each element $\Omega_{ij}$ equal to the product of the primes associated to the layers where an edge between node $i$ and node $j$ actually exists. Note that, given a certain assignment of prime numbers to the $M$ layers, the matrix $\Omega$ is uniquely determined. Moreover, thanks to the unique factorisation theorem, the prime-weight matrix preserves full information about the multiplex network $\mathcal{M}$, i.e., about the placement of all its edges.
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FIG. 2. (A) Complexity \( C(M) \) of ensembles of synthetic multiplex networks with a variable number of layers \( M \) and tunable structural overlap \( o \). Each layer is an Erdős-Rényi graph with \( N = 10000 \) nodes and average degree equal to \( \langle k \rangle \approx 6 \). Irrespective of the number of layers \( M \), the complexity \( C(M) \) always has a maximum for values of structural overlap in the interval \([0.15, 0.4]\), which are compatible with the typical values of overlap measured in real-world networks [50, 54]. (B) Hysteresis loop of \( C(M) \) for a multiplex with \( N = 10000 \) nodes, with \( M = 4 \) layers having each average degree \( \langle k \rangle \approx 6 \). Red arrows represent the trajectory observed when the structural edge overlap is reduced, while the blue arrows indicate the trajectories when structural edge overlap is increased.

each layer are kept fixed (\( N = 10000 \), \( \langle k \rangle \approx 6 \)), while the the structural edge overlap \( o \) is tunable (see Material and Methods for details). The results are shown in Fig. 2A. As expected, \( C(M) = 1 \) in multiplex networks with \( M \) identical layers (\( o = 1 \)). Indeed, when we start rewiring the edges of a multiplex with \( M \) identical layers, thus reducing the value of structural overlap, we expect \( C(M) \) to increase, since the prime-weight matrix contains a larger number of symbols. Conversely, when \( o \approx 0 \) each edge exists on exactly one of the \( M \) layers, meaning that the number of distinct edges in the multiplex is roughly equal to the number of distinct edges in the aggregated graph. As a consequence, we expect their Kolmogorov Complexities to not differ too much, and the corresponding value of \( C(M) \) to be somehow close to 1. This is exactly what we observe in Fig. 2 respectively for \( o \approx 1 \) and for \( o \approx 0 \). However, the most interesting result is that \( C(M) \) is a non-monotonic function of the structural edge overlap, for any value of \( M \). In particular, it is evident from the Fig. 2 that \( C(M) \) always has a maximum for \( o \in [0.15, 0.4] \), indicating that there exists indeed a maximum amount of additional information that a multiplex can encode with respect to the corresponding aggregate graph. We find it quite remarkable that the range at which \( C(M) \) peaks is compatible with the typical values of structural edge overlap observed in many real systems [50, 54] (see Table I).

Structural hysteresis. – In order to fully explore the behaviour of the complexity \( C \), we considered an ensemble of synthetic multiplex networks where we iteratively decrease and increase the structural overlap \( o \) (see Materials and Methods for details). Interestingly, we found two robust and distinct trajectories when the structural overlap is decreased (resp. increased), characterised by a hysteresis loop (Fig. 2B). In the simulations, we start from a multiplex network with \( N = 10000 \) nodes and \( \langle k \rangle = 6 \), where the \( M = 4 \) layers are identical Erdős-Rényi random graphs, and we iteratively rewire the links in order to decrease the total edge overlap until we reach a multiplex network with \( o = 0 \). After that, we successively increase the structural overlap until the system results in a multiplex network with \( o = 1 \). Remarkably, \( C(M) \) remains a non-monotonic function of the structural edge overlap, but the plot of \( C(M) \) as a function of \( o \) reveals the presence of a structural hysteresis, i.e., the trajectory leading from \( o = 1 \) to \( o = 0 \) is different from the one obtained when the structural overlap is increased from \( o = 0 \) to \( o = 1 \). This indicates that the procedures used to decrease and increase edge overlap are not ergodic, due to the intrinsic difference between the way overlap is created and destroyed. Indeed, if we start from a multiplex \( M \) with identical layers, the total number of ways in which overlap randomly reduce its overlap is significantly larger than the total number of ways in which edge overlap can be increased through random moves.

C. Reducibility and multiplex cartography

One of the main issues of multi-dimensional data sets is that they normally contain redundant information. Consequently, the direct transformation of each type of relation available in a multi-dimensional data set into a distinct layer of a multiplex network will possibly result in a structurally redundant representation of the original system. However, dealing with parsimonious models is always desirable, and is especially important in the case of multi-dimensional systems, where additional model complexity usually yields additional computational costs and interpretation issues. The “reducibility problem”, originally formulated in Ref. [51], is the problem of finding low-dimensional representations of a multiplex network which preserve as much structural information as possible about the original system.
The Multiplex Complexity $C(M)$ that we have defined provides a natural and meaningful way of obtaining reduced (low-dimensional) versions of a multiplex networks over $M$ layers. If we start from the original multiplex network $M$ and we aggregate some of its layers, we obtain a reduced multiplex network $X$ with $X \leq M$ layers, which will have a multiplex complexity $C(X)$. We propose to quantify the normalised information content of the reduced multiplex network $X$ as:

$$q(X) = \frac{C(X)}{\log K_X}$$

where $K_X$ is the number of distinct links in the multiplex $X$. The normalisation by $\log K_X$ is necessary, since in general the Kolmogorov Complexity of a bit string of length $n$ is not smaller than $c + \log n$, for some $c \geq 0$. The length of the bit string associated to a multiplex network is proportional to the number of distinct links in the multiplex hence, on average, a multiplex with a larger number of edges is expected to have a higher multiplex complexity.

Notice that $q(X)$ behaves as a quality function, meaning that larger values of $q(X)$ indicate that the (possibly reduced) multilayer network $X$ encodes a relatively larger amount of information with respect to the corresponding weighted aggregated graph $W_X$. Hence, our goal is to find $\arg\max \{q(X)\}$, which represents the optimally reduced multiplex $X_{\max}$ yielding the maximum value of information with respect to the aggregated graph. In particular, if all the layers of the multiplex network $X$ are identical, then the maximum of $q$ will always be at $1 = X \leq M$ layers, since the multiplex network and the aggregate graph are equivalent.

Maximising $q(X)$ by enumerating all the possible partitions of the $M$ layers is not feasible, since their number increases super-exponentially with $M$. We employed here a classical greedy algorithm to approximate the optimal solution (see Materials and Methods). The results are reported in Table I. Notice that most of the technological and biological multiplex networks in the Table admit reduced representations which have only a slightly smaller number of layers than the original systems. This is in agreement with the observation that in technological systems structural redundancy is purposely avoided. Similarly, the poor redundancy observed in biological multiplex networks is in line with the functionally different role played by each layer (protein interaction, functional dependence, mechanical interaction, and so on). However, technological systems exhibit consistently larger values of multiplex complexity than biological systems. A comparison with the reducibility algorithm proposed in Ref. [51] shows that our definition of multiplex complexity is more conservative, and often yields an optimal partition that has a slightly larger number of layers. We argue that this is a nice feature of the algorithm, since aggressive aggregation is known to produce structural artefacts.

**D. Time-varying multiplex networks**

The multiplex complexity $C(M)$ can be used to track the temporal evolution of the structure of time-varying

**FIG. 3.** Multiplex cartography of real-world systems in the plane $\max q(\cdot) - h_{\max}$ (A) and the corresponding dendrogram obtained through complete-linkage hierarchical clustering (B). It looks like these two structural descriptors alone are able to identify two large classes of real-world multiplex networks, namely, biological networks on one side (green cluster) and techno-social systems on the other side (red cluster).
FIG. 4. Complexity as a function of time for four different time-varying multiplex networks, namely, (A) the IMDB co-starring network, (B) the financial multiplex constructed from price time series of 35 major assets in NYSE and NASDAQ, (C) the physics collaboration multiplex network of the American Physical Society (APS) and Web of Science (WOS), and (D) the FAO food import/export multiplex network. Notably, the most pronounced peaks of the complexity function in (A) and (B) correspond to periods of instability and crises in the corresponding systems. Conversely, the values of complexity in the physics collaboration multiplex, for both the APS and WOS data sets (C), have remained pretty stable over time, and reveal that those systems indeed benefit only marginally from a multi-layer representation. Finally, in the FAO food import/export multiplex network the complexity has kept increasing considerably over time (D), reflecting the relevant role played by globalisation in the last twenty years in re-shaping the international food market.

Mapping multiplex networks. – Finally, in Fig. 3 we show how multiplex complexity can be used to obtain a planar embedding of multiplex networks of different kind, and to reveal the presence of interesting clusters. For each multiplex network in the data set, we used the maximum value of the quality function max \( q(\bullet) \) as one of the coordinates, and the maximal entropy rate per node \( \tilde{h}_{\text{max}} \) as the other one (see Methods).
for details). Note that $h_{\text{max}}$ is linked to the dispersiveness of random walks on a graph, and it thus carries information about the large-scale dynamical properties of a multiplex. As a consequence, it provides a perspective on a system that is orthogonal to that captured by multiplex complexity, which is instead a purely structural quantity. In Fig. 3A we indicated with different colours the two largest group obtained through hierarchical clustering, while in Fig. 3B we show the corresponding dendrogram. Interestingly, biological multiplex networks are all grouped together, while social and technological systems are put in another cluster.

**DISCUSSION**

Quantifying the structural information encoded in a network is of fundamental importance to identify the key components of the system it represents. Indeed, information theory has already proven quite successful at extracting meaningful structural information from graphs and at providing sound null-models for different network-related tasks. In the case of multi-dimensional data sets, and in particular of the multi-layer networks constructed from them, assessing the actual amount of information contributed by each additional layer is of fundamental importance. Despite the current trends in Data Science seem to suggest otherwise, more data is not always a blessing. Not all additional data available is indeed informative, and quite often more data implies more redundancy and more noise.

The algorithmic information approach proposed in this paper allows to condense the structural properties of a multiplex in a number – the multiplex complexity $C(M)$. But since $C(M)$ is defined as the ratio between the Kolmogorov complexity of the multiplex and that of the corresponding aggregated graph, its values allow to assess to which extent a given multiplex representation of a system is more informative than a single-layer graph (e.g., if $C(M)$ is larger than 1). Consequently, it is meaningful to rank different multiplex networks according to their value of $C(M)$, since those values are indeed telling us how much a multiplex representation deviates from the corresponding null-model hypothesis, i.e., that the system can be represented instead as a single-layer graph.

One of the most appealing aspects of $C(M)$ is that it can be successfully employed to detect redundancy in a multiplex network, and to obtain meaningful lower-dimensional representations of a system. The interesting results about multiplex reducibility shown in the paper have a double-pronged significance. On one hand, the fact that almost all the multiplex networks analysed admit a more compact lower-dimensional version is a warning against the quest to obtain more and more detailed data. There is a clear indication that not just more data points (edges), rather more informative data points are needed to complement the information already provided by existing layers. On the other hand, the possibility of reducing the number of layers of a multiplex has a lot of practical implications. Indeed, even simple multilayer structural descriptors, such as clustering coefficient, average shortest path or any centrality measure based on paths scale super-linearly or exponentially as a function of the number of layers. Hence, a sound procedure to reduce the dimensionality of a network, without sacrificing information, allows to speed-up most of the computations on multiplex networks without losing accuracy.

We argue that, although other definitions of complexity of multilayer networks have been recently explored, the multiplex complexity proposed here links closely to the traditional meaning of complexity of a system as the amount of information needed to fully describe it. This link is made possible by the prime-weight matrix, which encodes the full structure of the system in a string of bits. It is true that, in principle, the prime-weight matrix encoding depends on the chosen assignment of labels to nodes and primes to layers. However, it is remarkable that the assignment of primes to layers in increasing order of total number of edges provides a consistent approximation of Kolmogorov complexity, although a quite conservative one.

## III. MATERIALS AND METHODS

**Prime-weight matrix encoding.** – A multiplex network $M$ over $N$ nodes is a set of $M$ graphs (layers), each representing one type of interaction among the $N$ nodes. In this framework, each node has a replica on each of the $M$ layers, and the structure of each of the layers is in general distinct. The classical way to represent an unweighted multiplex network is by means of a vector of adjacency matrices $A = \{A^\alpha\}_{\alpha = 1, \ldots, M}$. The generic element $a^\alpha_{ij}$ of the adjacency matrix $A^\alpha$ at layer $\alpha$ is equal to 1 if and only if node $i$ and node $j$ are connected by a link at that layer, and zero otherwise. If we assign a distinct prime number $p^\alpha$ to each of the $M$ layers, we can define the **prime-weight matrix** $\Omega$ whose elements are:

$$\Omega_{ij} = \begin{cases} \prod_{\alpha : a^\alpha_{ij} = 1} p^\alpha & \text{if } a^\alpha_{ij} = 0 \quad \forall \alpha = 1, \ldots, M \\ 0 & \text{otherwise} \end{cases}$$

The matrix $\Omega \in \mathbb{R}^{N \times N}$ is a compact encoding of the vector of adjacency matrices $A$. In fact, thanks to the unique factorisation theorem, the adjacency matrix of a generic layer $\alpha$ can be obtained from $\Omega$ by considering all the elements $\Omega_{ij}$ which are divisible by the corresponding prime $p^\alpha$. Notice that this encoding works also for matrices with integer weights, by associating to each existing edge $(i,j)$ the number $\Omega_{ij} \prod_{\alpha = 1}^M \left(p^\alpha \right)^{w^\alpha_{ij}}$, where $w^\alpha_{ij}$ is the weight of edge $(i,j)$ on layer $\alpha$.

Although the actual set of primes associated to the
layers does not impact the construction of $\Omega$, for practical reasons it makes sense to always use the sequence of the first $M$ primes $\{2, 3, 5, \ldots\}$, since the actual number of bits required to store the matrix $\Omega$ is $O(N^2 M \log_2 \max_i p_i^{\alpha_i})$. Notice that in general a multiplex network $M$ admits $M!$ different prime-weight matrices, one for each of the possible permutations of the primes associated to the $M$ layers. In this paper we choose a “canonical prime association”, that is the one that associates primes to layers in increasing order of their total number of edges. In practice, we assign the prime $2$ to the layer with the smallest total number of edges $K^{[\alpha]}_i = \frac{1}{2} \sum_{ij} a_{ij}^{[\alpha]}$, the prime $3$ to the layer with the second-smallest total number of edges, and so on. See SI for details.

**Multiplex Complexity.** – The Kolmogorov Complexity (KC) of a bit string $S$ is defined as the length of the shortest computer program that generates $S$ as output [14][2][63]. However, it is easy to prove that the Kolmogorov Complexity is a non-computable function [64], thus it is only possible to obtain approximations of KC. A common approach is to compress $S$ using a compression algorithm of your choice, and to consider the length of the compressed string $S'$ as estimate of the KC of $S$. In fact, it is possible to obtain $S$ from the compressed string $S'$ by using the de-compression routine corresponding to the compression algorithm used to obtain $S'$. Thus, the concatenation of $S'$ and of the decompression routine is a program able to generate $S$, and its length is an upper bound for KC. The bit string $S(M)$ associated to the multiplex network $M$ and the corresponding prime-weight matrix $\Omega$ is the bit string of the edge list of $\Omega$, where edges are listed in lexicographic order and with their corresponding weight (see SI for a discussion about fluctuations due to node labelling) [65]. We define the Kolmogorov Complexity $KC(M)$ of the multiplex $M$ as the length of the bit string $S(M)$ obtained by compressing $S(M)$ with gzip [66].

The complexity $C(M)$ of a multiplex network $M$ is equal to the KC of its prime-weight matrix $\Omega$ divided by the KC of the single-layer weighted matrix $W$, obtained by considering the aggregate binary matrix multiplied by the largest entry of $\Omega$. In formula:

$$C(M) = \frac{KC(\Omega)}{KC(W)}. \tag{5}$$

Notice that we constructed $W$ so that when the multiplex $M$ consists of $M$ identical layers, we would always obtain $C(M) = 1$. Conversely, values of complexity larger than 1 somehow indicate that the multiplex contains more information that the corresponding aggregate. In general, the complexity of a multiplex might depend on the association of prime numbers to layers and on the actual node labelling. Numerical evidence confirms that the value of multiplex complexity obtained using the canonical association is always in the right-most tail of the corresponding distribution (see SI for details). As a consequence, it represents a conservative upper-bound of the actual value of complexity.

To reduce the effect of the other source of variability in the values of $C(M)$ (i.e., the actual labelling of nodes, which affects the lexicographic ordering of the edge list), we define $C(M)$ as the average of the multiplex complexity obtained by using the canonical ordering on $10^3$ realisations of node relabelling on the same multiplex graph. See SI for details on the distribution of $C(M)$ as a function of node relabellings.

**Structural edge overlap.** – Given a multiplex $M$ and a pair of nodes $(i, j)$, the overlap $o_{ij}$ of the pair is defined as the number of layers in which an edge exists between node $i$ and node $j$. The matrix $O = \{o_{ij}\}$ is the overlapping matrix associated to the multiplex $M$ [67]. The edge overlap $o_s$ of a multiplex network is the expected number of layers in which a pair of nodes is connected by an edge [48][67]:

$$o_s = \frac{\sum_{i,j} o_{ij}}{M \sum_{i,j} \Theta(o_{ij})} \tag{6}$$

where $\Theta(x)$ is the Heaviside function, i.e. $\Theta(x) = 1$ if $x > 0$, and $1/M \leq o_s \leq 1$. In particular, $o_s = 1/M$ when all the $M$ layers do not share any edge in common. Conversely, $o_s \approx 1$ when all the $M$ layers are identical so that the overlap between the edges of the multiplex is maximised ($o_s = 1$ if and only if all the layers are identical with the same number of links). We define the structural overlap of a multiplex as:

$$o = \frac{M}{M-1} \left( o_s - \frac{1}{M} \right) \tag{7}$$

where the linear transformation $f(o_s) := \frac{M}{M-1}(o_s - \frac{1}{M})$ maps $o_s$ onto $[0, 1]$.

**Synthetic networks.** – The results shown in Fig. 2A correspond to multiplex networks with $N = 10000$ nodes. The plots are obtained by starting from a multiplex network with $M$ identical Erdős-Rényi random graphs as layers, corresponding to $o = 1$, and iteratively rewiring the edges on each layer in order to decrease the structural overlap to $o = 0$. Edge rewiring is performed by selecting a pair of edges and swapping their end-points uniformly at random. This rewiring procedure is similar to the one used in Ref. [50], and preserves the degree sequence at each layer. Consequently, the layers of all the multiplex networks obtained through relabelling are Erdős-Rényi random graphs belonging to the same ensemble. The value of multiplex complexity corresponding to a certain value of structural overlap is obtained by averaging over $10^2$ realisations with that specific value of structural overlap.

The algorithm to increase the structural overlap of the multiplex is similar to that used to decrease it, with the only difference that a rewiring is accepted only if results in the increase of the edge overlap of at least one of the two edges involved in the rewiring.
Reducibility. – Computing the global maximum of the quality function \(q(\bullet)\) is in general computationally unfeasible, since it requires to enumerate all the possible partitions of \(M\) objects. This is a NP-hard problem that requires a number of operations that scales super-exponentially with \(M\). In order to avoid this problem, we used instead a greedy algorithm, which reduces the time complexity to \(O(M^2)\). The algorithm starts from the original multiplex with \(M\) layers and at each step computes the complexity of the two-layer multiplex networks corresponding to all the possible pairs of layers. Then, the pair of layers \(D\) yielding the smallest value of complexity \(q(D)\) is aggregated in a single one, taking the union of the edges of the two layers. The rationale behind this choice is that if two layers form a multiplex with small complexity then they are similar enough and can be thus flattened in a single layer. The iteration of this procedure will result in a sequence of multiplex networks with \(\{M, M-1, M-2, \ldots, 2, 1\}\) layers. Among those \(M\) reduced multiplex networks, we choose the one yielding the largest value of \(q(\bullet)\). Notice that unlike the process described in Ref. [51], we use the same quality measure \(q(\bullet)\) both to perform layer aggregation and to select the best (sub-)optimal partition.

Maximal Entropy Rate. – The maximal entropy rate is a measure of the dispersiveness of a random walk on a graph, in the limit of long trajectories. In this sense, it summarises how diffusion on the graph depends on its global structure [57]. In the case of a multiplex network \(M\), the maximal entropy rate is defined as:

\[
\hat{h}_{\text{max}} = \log \lambda_{\text{max}} \tag{8}
\]

where \(\lambda_{\text{max}}\) is the maximum eigenvalue of the overlapping matrix \(O\) associated to \(M\) [57]. To account for the dependence of \(\lambda_{\text{max}}\) on the total number of nodes in the graph, we use the normalised maximal entropy rate:

\[
\hat{h}_{\text{max}} = \frac{h_{\text{max}}}{N} \tag{9}
\]

Multiplex data sets. – More information about all the data sets used in this paper are available in the SI.
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| Multiplex                      | $M$ | $\alpha$ | $M_{\text{opt}}(C)$ | $\max q(\cdot|C)$ | $C_{\text{opt}}$ | $M_{\text{opt}}(V_N)$ | $q(\cdot|V_N)$ |
|-------------------------------|-----|----------|---------------------|-------------------|-----------------|----------------------|----------------|
| London Tube                  | 13  | 0.006810 | 11                  | 0.183             | 1.125           | 2                    | 0.499          |
| Barcelona Tube               | 11  | 0.002367 | 11                  | 0.224             | 1.152           | 11                   | 0.513          |
| Beijing Tube                 | 17  | 0.000197 | 15                  | 0.199             | 1.140           | 17                   | 0.528          |
| Berlin Tube                  | 9   | 0.001359 | 8                   | 0.214             | 1.110           | 9                    | 0.461          |
| Airports North America       | 143 | 0.033958 | 129                 | 0.143             | 1.271           | 93                   | 0.697          |
| Airports Europe              | 175 | 0.003185 | 163                 | 0.162             | 1.413           | 109                  | 0.675          |
| Airports Asia                | 213 | 0.005477 | 209                 | 0.180             | 1.636           | 146                  | 0.291          |
| Airports South America       | 58  | 0.014244 | 53                  | 0.187             | 1.325           | 41                   | 0.682          |
| Airports Oceania             | 37  | 0.014532 | 27                  | 0.185             | 1.192           | 31                   | 0.665          |
| Airports Africa              | 84  | 0.006876 | 74                  | 0.191             | 1.274           | 65                   | 0.719          |
| EU airlines                  | 37  | 0.005964 | 37                  | 0.151             | 1.233           | 37                   | 0.411          |
| Train UK                     | 41  | 0.002687 | 24                  | 0.120             | 1.019           | 15                   | 0.225          |
| APS countries                | 10  | 0.451138 | 10                  | 0.176             | 1.618           | 2                    | 0.047          |
| Aarhus network               | 5   | 0.189093 | 5                   | 0.201             | 1.291           | 2                    | 0.158          |
| Terrorist network            | 4   | 0.153558 | 4                   | 0.171             | 1.166           | 2                    | 0.239          |
| Pierre Auger collab.         | 16  | 0.006901 | 10                  | 0.117             | 1.018           | 15                   | 0.423          |
| Arabidopsis                  | 7   | 0.007690 | 6                   | 0.105             | 1.023           | 7                    | 0.421          |
| Candida                      | 7   | 0.007892 | 5                   | 0.177             | 1.030           | 3                    | 0.620          |
| Celegans                     | 6   | 0.003095 | 6                   | 0.114             | 1.023           | 5                    | 0.430          |
| Drosophila                   | 7   | 0.004389 | 5                   | 0.098             | 1.011           | 6                    | 0.379          |
| Gallus                       | 6   | 0.012923 | 5                   | 0.179             | 1.043           | 5                    | 0.577          |
| Human Herpes-4               | 4   | 0.042056 | 2                   | 0.196             | 1.063           | 4                    | 0.353          |
| Human HIV-1                  | 5   | 0.022294 | 5                   | 0.150             | 1.073           | 4                    | 0.353          |
| Mus                          | 7   | 0.010776 | 7                   | 0.106             | 1.041           | 6                    | 0.375          |
| Oryctolagus                  | 3   | 0.019231 | 3                   | 0.209             | 1.026           | 2                    | 0.500          |
| Plasmodium                   | 3   | 0.000206 | 2                   | 0.128             | 0.987           | 3                    | 0.611          |
| Rattus                       | 6   | 0.012401 | 6                   | 0.126             | 1.040           | 5                    | 0.472          |
| S. Cerevisiae                | 7   | 0.017603 | 5                   | 0.092             | 1.122           | 3                    | 0.135          |
| S. Pombe                     | 7   | 0.007070 | 5                   | 0.099             | 1.067           | 2                    | 0.206          |
| Xenopus                      | 5   | 0.025692 | 5                   | 0.169             | 1.071           | 4                    | 0.410          |

TABLE I. Reducibility of technological, social, and biological multiplex network. From left to right, the columns report the number of layers in the original system ($M$), the structural edge overlap ($\alpha$), the number of optimal layers ($M_{\text{opt}}(C)$) obtained when maximising the quality function $q(\cdot)$, the value $\max q(\cdot)$, and the optimal value of complexity $C_{\text{opt}}$ observed. The last two columns show the optimal number of layers $M_{\text{opt}}(V_N)$ and the corresponding value of the quality function $q(\cdot|V_N)$ obtained when using the multiplex structural reducibility procedure introduced in Ref. 51. Although the two methods yield different results, they share similar features, i.e. technological multiplex networks are less likely to be reduced compared to biological and social systems.