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Abstract

Modern computing systems are overwhelmingly designed to move data to computation. This design choice goes directly against at least three key trends in computing that cause performance, scalability and energy bottlenecks: (1) data access is a key bottleneck as many important applications are increasingly data-intensive, and memory bandwidth and energy do not scale well, (2) energy consumption is a key limiter in almost all computing platforms, especially server and mobile systems, (3) data movement, especially off-chip to on-chip, is very expensive in terms of bandwidth, energy and latency, much more so than computation. These trends are especially severely-felt in the data-intensive server and energy-constrained mobile systems of today.

At the same time, conventional memory technology is facing many technology scaling challenges in terms of reliability, energy, and performance. As a result, memory system architects are open to organizing memory in different ways and making it more intelligent, at the expense of higher cost. The emergence of 3D-stacked memory plus logic, the adoption of error correcting codes inside the latest DRAM chips, proliferation of different main memory standards and chips, specialized for different purposes (e.g., graphics, low-power, high bandwidth, low latency), and the necessity of designing new solutions to serious reliability and security issues, such as the RowHammer phenomenon, are an evidence of this trend.

This chapter discusses recent research that aims to practically enable computation close to data, an approach we call \textit{processing-in-memory} (PIM). PIM places computation mechanisms in or near where the data is stored (i.e., inside the memory chips, in the logic layer of 3D-stacked memory, or in the memory controllers), so that data movement between the computation units and memory is reduced or eliminated. While the general idea of PIM is not new, we discuss motivating trends in applications as well as memory circuits/technology that greatly exacerbate the need for enabling it in modern computing systems. We examine at least two promising new approaches to designing PIM systems to accelerate important data-intensive applications: (1) \textit{processing using memory} by exploiting analog operational properties of DRAM chips to perform massively-parallel operations in memory, with low-cost changes, (2) \textit{processing near memory} by exploiting 3D-stacked memory technology design to provide high memory bandwidth and low memory latency to in-memory logic. In both approaches, we describe and tackle relevant cross-layer research, design, and adoption challenges in devices, architecture, systems, and programming models. Our focus is on the development of in-memory processing designs that can be adopted in real computing platforms at low cost. We conclude by discussing work on solving key challenges to the practical adoption of PIM.
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1. Introduction

Main memory, built using the Dynamic Random Access Memory (DRAM) technology, is a major component in nearly all computing systems, including servers, cloud platforms, mobile/embedded devices, and sensor systems. Across all of these systems, the data working set sizes of modern applications are rapidly growing, while the need for fast analysis of such data is increasing. Thus, main memory is becoming an increasingly significant bottleneck across a wide variety of computing systems and applications [1–26]. Alleviating the main memory bottleneck requires the memory capacity, energy, cost, and performance to all scale in an efficient manner across technology generations. Unfortunately, it has become increasingly difficult in recent years, especially the past decade, to scale all of these dimensions [1, 2, 27–59], and thus the main memory bottleneck has been worsening.

A major reason for the main memory bottleneck is the high energy and latency cost associated with data movement. In modern computers, to perform any operation on data that resides in main memory, the processor must retrieve the data from main memory. This requires the memory controller to issue commands to a DRAM module across a relatively slow and power-hungry off-chip bus (known as the memory channel). The DRAM module sends the requested data across the memory channel, after which the data is placed in the caches and registers. The CPU can perform computation on the data once the data is in its registers. Data movement from the DRAM to the CPU incurs long latency and consumes a significant amount of energy [7–9, 60–64]. These costs are often exacerbated by the fact that much of the data brought into the caches is not reused [62, 63, 65, 66], providing little benefit in return for the high latency and energy cost.

The cost of data movement is a fundamental issue with the processor-centric nature of contemporary computer systems. The CPU is considered to be the master in the system, and computation is performed only in the processor (and accelerators). In contrast, data storage and communication units, including the main memory, are treated as unintelligent workers that are incapable of computation. As a result of this processor-centric design paradigm, data moves a lot in the system between the computation units and communication/storage units so that computation can be done on it. With the increasingly data-centric nature of contemporary and emerging applications, the processor-centric design paradigm leads to great inefficiency in performance, energy and cost. For example, most of the real estate within a single compute
node is already dedicated to handling data movement and storage (e.g., large caches, memory controllers, interconnects, and main memory) [67–71], and our recent work shows that more than 62% of the entire system energy of a mobile device is spent on data movement between the processor and the memory hierarchy for widely-used mobile workloads [72].

The large overhead of data movement in modern systems along with technology advances that enable better integration of memory and logic have recently prompted the re-examination of an old idea that we will generally call processing-in-memory (PIM). The key idea is to place computation mechanisms in or near where the data is stored (i.e., inside the memory chips, in the logic layer of 3D-stacked memory, in the memory controllers, or inside large caches), so that data movement between where the computation is done and where the data is stored is reduced or eliminated, compared to contemporary processor-centric systems. Processing-in-memory, also known as near-data processing (NDP), enables the ability to perform operations and execute software tasks either using (1) the memory itself, or (2) some form of processing logic (e.g., accelerators, simple cores, reconfigurable logic) inside the memory subsystem.

The idea of PIM has been around for at least five decades [73–94]. However, past efforts were not widely adopted for various reasons, including (1) the difficulty of integrating processing elements with DRAM, 2) the lack of critical memory-related scaling challenges that current technology and applications face today, and 3) that the data movement bottleneck was not as critical to system cost, energy and performance as it is today. As a result of advances in modern memory architectures, e.g., the integration of logic and memory in a 3D-stacked manner, various recent works explore a range of PIM architectures for multiple different purposes (e.g., [7–9, 15, 50–63, 72–95, 148]). We believe it is crucial to re-examine PIM today with a fresh perspective (i.e., with novel approaches and ideas), by exploiting new memory technologies, with realistic workloads and systems, and with a mindset to ease adoption and feasibility.

In this chapter, we explore two new approaches to enabling processing-in-memory in modern systems. The first approach minimally changes memory chips to perform simple yet powerful common operations that the chip is inherently efficient at or could be made efficient at performing [13, 50, 111, 118–127, 131–135, 139] [148–170]. We call this approach processing using memory [13, 135, 149, 171]. Some solutions that fall under this approach take advantage of the existing DRAM design to cleverly and efficiently perform bulk operations (i.e., operations on an entire row of DRAM cells), such as bulk copy, data initialization, and bitwise operations, using the analog operational principles of DRAM [122, 123, 125–127, 135, 149, 150, 171]. Other solutions take advantage of the analog operational principles of emerging non-volatile memory technologies to perform similar bulk operations [118] or other specialized computations like convolutions and matrix multiplications [121, 157, 159, 172].

The second approach enables PIM in a more general-purpose manner by taking advantage of computation capability in conventional memory controllers [50, 61] or the logic layer(s) of the relatively new 3D-stacked memory technologies [7–9, 15, 50–63, 72–95, 112–115, 117, 128, 130, 132–134, 173–175]. We call this general approach processing near memory [13]. This approach is especially catalyzed by recent advancements in 3D-stacked memory technologies that include a logic processing layer underneath memory layers [176, 177]. In order to stack multiple layers of memory, 3D-stacked chips use vertical through-silicon vias (TSVs) to connect the layers to each other, and to the I/O drivers of the chip [177]. The TSVs provide much greater internal bandwidth within the 3D stack layers than is available externally on the memory channel. Several such 3D-stacked memory architectures, such as the Hybrid Memory Cube [178, 179] and High-Bandwidth Memory [177, 180], include a logic layer, where designers can add some processing logic (e.g., accelerators, simple cores, reconfigurable logic) to take advantage of this high internal bandwidth. Future die-stacking technologies, like monolithic 3D [181, 187], can amplify the benefits of this approach by greatly improving internal bandwidth and the number of logic layers between memory layers.

Regardless of the approach taken to PIM, there are key practical adoption challenges that system architects and programmers must address to enable the widespread adoption of PIM across the computing landscape and in different domains of workloads. In addition to describing work along the two key approaches, we also discuss these challenges in this tutorial paper, along with existing work that addresses these challenges.

Before we describe in detail the two modern approaches to PIM in Section 5, we first describe major trends affecting main memory (Section 2), then demonstrate many reasons why we need to have intelligent memory controllers to enhance memory scaling into the future (Section 3), followed by an analysis of the major shortcomings of the processor-centric computing paradigm which PIM intends to augment, disrupt, and perhaps in some cases displace (Section 4).
2. Major Trends Affecting Main Memory

Main memory is a major, critical component of all computing systems, including cloud and server platforms, desktop computers, mobile and embedded devices, and sensors. It constitutes one of the main pillars of any computing platform, together with 1) the processing elements (or computational elements), which can include CPU cores, GPU cores, accelerators, or reconfigurable devices, and 2) the communication elements, which can include interconnects, network interfaces, and network processing units.

Due to its relatively low cost and low latency, Dynamic Random Access Memory (DRAM) \([188]\) is the predominant data storage technology that is used to build main memory. The growing data working sets sizes of modern applications \([1–9, 189–193]\) impose an ever-increasing demand for higher DRAM capacity and performance. Unfortunately, DRAM technology scaling is becoming increasingly challenging: it is increasingly difficult to enlarge DRAM chip capacity at low cost while also maintaining maintain DRAM performance, energy efficiency, and reliability \([1, 2, 30, 34, 53, 55, 56, 192, 193]\). Thus, fulfilling the increasing memory needs of modern workloads is becoming increasingly costly and difficult \([2–4, 16, 27–29, 31–33, 35–50, 52, 54–57, 59, 62, 63, 100, 136, 199–204]\).

If CMOS technology scaling is coming to an end \([205]\), the projections are significantly worse for DRAM technology scaling \([206]\). DRAM technology scaling affects all major characteristics of DRAM, including capacity, bandwidth, latency, reliability, energy, and cost. We next describe the key issues and trends in DRAM technology scaling and discuss how these trends motivate the need for intelligent memory controllers, i.e., controllers that have intelligence and computation capability to enable better scaling of main memory in terms of all metrics of interest. Such intelligent memory controllers can also more easily pave the way to and be used as a starting substrate for processing in memory.

The first key concern is the difficulty of scaling DRAM capacity (i.e., density, or cost per bit), bandwidth and latency at the same time. While the processing core count doubles every two years, the DRAM capacity doubles only every three years, as shown by \([39]\), and the latter is slowing down. This trend causes the memory capacity per core to drop by approximately 30% every two years \([39]\). The trend is even worse for memory bandwidth per core – in the approximately two decades between 1999 and 2017, DRAM chip storage capacity (for the most commonly-used DDRx chip of the time) has improved approximately 128× while DRAM bandwidth has improved only approximately 20× \([41, 52, 50]\), as shown in Figure [1]. In the same period of about two decades, DRAM latency (as measured by the row cycling time) has remained almost constant (i.e., reduced by only 30%), as shown in Figure [1], making it a significant performance bottleneck for many modern workloads, including in-memory databases \([2, 27–29, 31–33, 35–50, 52, 54–57, 59, 62, 63, 100, 136, 199–204]\), graph processing \([17, 62, 63, 212, 213]\), data analytics \([209, 214, 216]\), datacenter workloads \([4]\), neural networks \([7–9, 107, 217, 220]\), and consumer workloads \([7]\). As low-latency computing is becoming ever more important \([1–3, 14, 15, 221–224]\), e.g., due to the ever-increasing need to process large amounts of data at real time, and predictable performance continues to be a critical concern in the design of modern computing systems \([2, 55, 225–234]\), it is increasingly critical to design low-latency main memory chips.

![Figure 1: Scaling of DRAM capacity, bandwidth and latency between 1999 and 2017, normalized to the value in 2017. Data depicted for the most common type of DDRx chip of each year. Reproduced from [26]. Originally presented in [41, 135, 236].](image)

The second key concern is that DRAM technology scaling to smaller nodes adversely affects DRAM reliability. A DRAM cell stores one bit of data in the form of charge in a capacitor, which is accessed via an access transistor and peripheral circuitry. For a DRAM cell to operate correctly, both the capacitor and the access transistor (as well as the peripheral circuitry) need to operate reliably. As the size of the DRAM cell reduces, both the capacitor and the access transistor become less reliable, more leaky, and generally more vulnerable to electrical noise and disturbance. As a result, reducing the size of the DRAM cell increases the difficulty of correctly storing and detecting the desired original value in the DRAM, as shown in various recent works that study DRAM reliability by analyzing data retention and other reliability issues of modern DRAM chips.
Hence, memory technology scaling causes memory errors to appear more frequently. For example, a study of Facebook’s entire production data-center servers showed that memory errors, and thus the server failure rate, are strongly positively correlated with the density of the chips employed in the servers [243]: the higher the density of the chip used in a server, the more likely the server is to experience a memory error and server failure. Thus, it is critical to make the main memory system more reliable to build reliable computing systems on top of it.

The third key issue is that the reliability problems caused by aggressive DRAM technology scaling can lead to new security vulnerabilities. The RowHammer phenomenon [30, 34, 55, 56] shows that it is possible to predictably induce errors (bit flips) in most modern DRAM chips. Repeatedly reading the same row in DRAM can corrupt data in physically-adjacent rows. Specifically, when a DRAM row is opened (i.e., activated) and closed (i.e., precharged) repeatedly (i.e., hammered), enough times within a DRAM refresh interval, one or more bits in physically-adjacent DRAM rows can be flipped to the wrong value. A very simple user-level program [244] can reliably and consistently induce RowHammer errors in vulnerable DRAM modules. The seminal paper that introduced RowHammer [30] showed that more than 85% of the chips tested, built by three major vendors between 2010 and 2014, were vulnerable to RowHammer-induced errors. In particular, all DRAM modules from 2012 and 2013 are vulnerable, as shown by the Figure 2 which depicts the observed RowHammer error vulnerability of DRAM modules manufactured between 2008 and 2014 by all three major DRAM manufacturers A, B, C [30]. A recent technology scaling study [55] of 1580 DRAM chips belonging to three different DRAM types and various different technology node sizes experimentally demonstrated that the RowHammer vulnerability is getting much worse at the circuit level: fewer number of activates to a row can cause bit flips in the most recent chips and recent chips experience higher bit flip rates due to RowHammer. The same work [55] also showed that existing RowHammer mitigation mechanisms will not be effective in future DRAM chips that will be much more vulnerable to RowHammer, and thus RowHammer remains to be an open vulnerability to securely protect against.

The RowHammer phenomenon entails a real reliability, and perhaps even more importantly, a real and prevalent security issue. It breaks physical memory isolation between two addresses, one of the fundamental building blocks of memory, on top of which system security principles are built. With RowHammer, accesses to one row (e.g., an application page) can modify data stored in another memory row (e.g., an OS page). This was confirmed in 2015 by researchers from Google Project Zero, who developed a user-level attack that uses RowHammer to gain kernel privileges [247, 248]. Other researchers have shown how RowHammer vulnerabilities can be exploited in various ways to gain privileged access to various systems: in a remote server RowHammer can be used to remotely take over the server via the use of JavaScript [249]; a virtual machine can take over another virtual machine by inducing errors in the victim virtual machine’s memory space [250]; a malicious application without permissions can take control of an Android mobile device [251]; or an attacker can gain arbitrary read/write access in a web browser on a Microsoft Windows 10 system [252]. Over the past six years, many security attacks were developed to exploit RowHammer [247–270]. Very recently, the TRRespass attack [198] showed that existing DRAM chips that are advertised to be RowHammer-resistant, as described by various DRAM vendors [271, 272], are actually vulnerable because these mitigation mechanisms can be circumvented with a new type of RowHammer attack called many-sided hammering. For a more detailed treatment of the RowHammer problem and its consequences, as well as its root causes, modeling, and analyses, we refer the reader to [30, 34, 55, 56, 195, 198, 242, 273].

The fourth key issue is the power and energy consumption of main memory. DRAM is inherently a power and energy hog, as it consumes energy even when it is not used (e.g., it requires periodic memory refresh [33]), due to its charge-based nature. And, energy consumption of main memory is becoming worse due to three
major reasons. First, main memory’s capacity, bandwidth, parallelism, and complexity are all increasing, causing energy consumption to naturally increase due to higher amount of dynamic activity and higher overall static power consumption. Second, main memory has remained off the main processing chip and thus did not benefit from many energy reduction mechanisms that come with better integration, even though many other platform components have been integrated into the processing chip and have benefited from the aggressive energy/voltage scaling mechanisms and the low-energy communication substrate on-chip. Third, the difficulties in DRAM technology scaling are making DRAM energy reduction very difficult with technology generations. In fact, some of the mechanisms that are added to DRAM chips to compensate for reliability problems in smaller technology generations, e.g., in-DRAM error correcting codes [27, 51, 201–203, 274, 276] and higher refresh rates [202, 203, 277, 279], directly increase energy consumption. As a result of these three major issues that make main memory a larger energy bottleneck, the fraction of the entire system power consumed by main memory is increasing over the last two decades. In 2003, Lefurgy et al. [280] showed that, in large commercial servers designed by IBM, the off-chip memory hierarchy (including, at that time, DRAM, interconnects, memory controller, and off-chip caches) consumed between 40% and 50% of the total system energy. The trend has become even worse over the course of the one-to-two decades. In recent computing systems with CPUs or GPUs, only DRAM itself is shown to account for more than 40% of the total system power [44, 53, 281, 282]. Hence, the power and energy consumption of main memory is increasing relative to that of other components in computing platform. As energy efficiency and sustainability are critical necessities in computing platforms today, it is critical to reduce the energy and power consumption of main memory [44, 53, 59, 283–286].

3. The Need for Intelligent Memory Controllers to Enhance Memory Scaling

A key promising approach to solving the four major issues above is to design intelligent memory controllers that can manage main memory better. If the memory controller is designed to be more intelligent and more programmable, it can, for example, incorporate flexible mechanisms to overcome various types of reliability issues (including RowHammer), manage latencies and energy/power consumption better based on a deep understanding of the DRAM chip and application characteristics, provide enough support for programmability to prevent security and reliability vulnerabilities that are discovered in the field, and manage various types of memory technologies that are put together as a hybrid main memory to enhance the scaling of the main memory system. We provide a few examples of how an intelligent memory controller can help overcome circuit- and device-level issues modern computing systems are facing at the main memory level. We believe having intelligent memory controllers can greatly alleviate the scaling issues encountered with main memory today, as we have described in an earlier position paper [11]. This is a direction that is also supported by key hardware manufacturers in computing industry today, as described in an informative paper written collaboratively by Intel and Samsung engineers on DRAM technology scaling issues [27].

In this section, we give several examples of how an intelligent memory controller can help overcome major scaling challenges of modern DRAM. First, a slightly more intelligent memory controller than today’s controllers can prevent the RowHammer vulnerability by probabilistically refreshing rows that are physically adjacent to an activated row, with a very low probability. This solution, called PARA (Probabilistic Adjacent Row Activation) [30] was shown to provide strong, programmable, robust guarantees against RowHammer, with very little power, performance and chip area overheads [30]. It requires a slightly more intelligent memory controller that 1) knows (or that can figure out) the physical adjacency of rows in a DRAM chip, 2) is programmable enough to adjust the probability of adjacent row activation depending on the vulnerability of a chip, and 3) can issue refresh requests to physically-adjacent rows accordingly to the probability supplied by the system or discovered online. As described by prior work [30, 44, 53, 55, 273], this solution has much lower performance and energy overheads than increasing the refresh rate across the board for the entire main memory, which is the RowHammer solution employed by existing systems in the field that have simple and rigid memory controllers [56, 279].

Second, an intelligent memory controller can greatly alleviate the refresh problem in DRAM, and hence its negative consequences on energy, performance, predictability, and technology scaling, by understanding the retention time characteristics of different rows well. It is well known that the retention time of different cells in DRAM are widely different due to process manufacturing variation [33, 194]. A very large fraction of all DRAM cells are strong (i.e., they can retain data for hundreds of seconds), whereas only a small fraction of DRAM cells are weak (i.e., they can retain data for only 64 ms), as demonstrated in Figure [3] [33, 194]. Yet, to-
Data Retention in Memory has become even more important during the last decades, despite the fact that low-latency DRAM latency has remained almost constant over the technology scaling. As we discuss in Section 2, performance improvements that can overcome the limitations of memory scaling. As we discuss in Section 2, modern DRAM specifications require worst-case timing parameters that define the amount of time required to perform a memory access. In order to guarantee correct operation, the timing parameters are chosen to ensure that the worst-case cell in any DRAM chip that is acceptable (to satisfy a yield rate) can still be accessed correctly at worst-case operating temperatures. However, we find that access latency to cells is very heterogeneous due to variation in operating conditions (e.g., across different temperatures and operating voltage levels), manufacturing process (e.g., across different chips and different parts of a chip), and access patterns (e.g., based on whether or not the cell was recently accessed). We give eight examples of how an intelligent memory controller can exploit the various different types of heterogeneity in access latency.

1. At low temperature, DRAM cells contain more charge, and as a result, can be accessed much faster than at high temperatures. We find that, averaged across 115 real DRAM modules from three major manufacturers, read and write latencies of DRAM can be reduced by 33% and 55%, respectively, when operating at relatively low temperature (55 °C) compared to operating at worst-case temperature (85 °C). Thus, a slightly intelligent memory controller can greatly reduce memory latency by adapting the access latency to operating temperature.

2. Due to manufacturing process variation, we find that the majority of cells in DRAM (across different chips or within the same chip) can be accessed much faster than the manufacturer-provided timing parameters. An intelligent memory controller can profile the DRAM chip and identify which cells can be accessed reliably at low latency, and use this information to reduce access latencies by as much as 57%.

3. In a similar fashion, an intelligent memory controller can use similar properties of manufacturing process variation to reduce the energy consumption of a computer system, by exploiting the minimum voltage required for safe operation of different parts of a DRAM chip. The key idea is to reduce the operating voltage of a DRAM chip from the standard specification and tolerate the resulting errors by increasing access latency on a per-bank basis, while keeping performance degradation in check.

4. Bank conflict latencies can be dramatically reduced by making modifications in the DRAM chip such as delaying refreshes, increasing the refresh rate, or using a combination of both. This can help to reduce bank conflicts and improve overall memory performance.

Figure 3: Data retention times of different DRAM cells, represented as a cartoon based on experimental data obtained from real DRAM chips. Reproduced from [245]. Originally presented in [288, 290].
that different subarrays in a bank can be accessed mostly independently, and designing an intelligent memory controller that can take advantage of requests that require data from different subarrays (i.e., exploit subarray-level parallelism) \[31, 32\]. A similar approach is also shown to reduce the performance impact of refresh by enabling parallelization of refresh and access operations to a bank \[291\].

(5) Access latency to a portion of the DRAM bank can be greatly reduced by partitioning the DRAM array such that a subset of rows can be accessed much faster than the other rows and having an intelligent memory controller that decides what data should be placed in fast rows versus slow rows \[42, 52, 124, 136, 200, 290\].

(6) We find that a recently-accessed or recently-refreshed memory row can be accessed much more quickly than the standard latency if it needs to be accessed again soon, since the recent access and refresh to the row has replenished the charge of the cells in the row. An intelligent memory controller can thus keep track of the charge level of recently-accessed/refreshed rows and use the appropriate access latency that corresponds to the stored charge level \[49, 57, 199\], leading to significant reductions in both access and refresh latencies. Thus, the poor scaling of DRAM latency and energy can potentially be overcome with the design of intelligent memory controllers that can facilitate a large number of effective latency and energy reduction techniques.

(7) Two recent works \[204, 292\] observe that the latency-reliability tradeoff in modern DRAM devices can be exploited by an intelligent memory controller to 1) generate true random numbers at low latency and high throughput \[204\], and 2) to evaluate physical uncloneable functions quickly using a DRAM device \[292\]. These works exploit the heterogeneity in the latency-reliability tradeoff of different cells: some cells fail truly randomly and some cells fail very consistently, when accessed with a low latency that violates the timing parameters. The former type of cells are used as true random number generator cells and the latter type of cells can be used as part of the challenge-response space of a DRAM-based physical uncloneable function (PUF). An intelligent controller would determine the different types of cells using profiling mechanisms and enable the generation of true random numbers or PUF responses.

(8) An intelligent controller can use application and data characteristics to carefully map data across hybrid memories that consist of multiple different types of memories with different characteristics to maximize the benefits obtained from each memory type while avoiding the downsides of each memory type. Figure 4 depicts an example of such hybrid main memory composed of DRAM and PCM memories, as described by several works \[37, 293, 295\].

**Major Trend: Hybrid Main Memory**

![Figure 4: Hybrid main memory. Reproduced from [26]. Originally presented in [37].](image)

Many proposals exist for such intelligent controllers that manage hybrid memories, e.g., \[37, 46, 293, 299\], indicating that such an intelligent controller can enhance memory scaling by enabling the best of multiple technologies. For example, the idea of *Heterogeneous Reliability Memory* \[46\] uses an intelligent memory controller that can communicate with both applications and memory devices to map each data element to different types of memories depending on the error vulnerability characteristics of the data element, thereby reducing memory cost. Similarly, *EDEN* \[16\] uses a memory controller that can communicate with a neural network application to map different neural network layers to different DRAM partitions with different access latency and voltage parameters, depending on the error tolerance characteristics of each layer, thereby greatly improving energy efficiency and performance of neural network inference tasks. With increasing reliance on hybrid memories as well as increasing heterogeneity within each memory type to solve key memory scaling issues, it has become necessary to have intelligent controllers to manage data allocation, migration, and movement across the different heterogeneous parts.

Intelligent controllers are already in widespread use in another key part of a modern computing system. In solid-state drives (SSDs) consisting of NAND flash memory, the flash memory controllers that manage the SSDs are designed to incorporate a significant level of intelligence in order to improve both performance and reliability \[46, 300–320\]. Figure 5 shows one of our real experimental infrastructures \(\text{[308]}\) used for the design and evaluation of intelligent flash memory controllers.
Modern flash controllers need to take into account a wide variety of issues such as remapping data, performing wear leveling to mitigate the limited lifetime of NAND flash memory devices, refreshing data based on the current wearout of each NAND flash cell, optimizing voltage levels to maximize memory lifetime, employing sophisticated error correction and recovery techniques to maximize lifetime and minimize error rates, and enforcing fairness across different applications accessing the SSD. Much of the complexity in flash controllers is a result of mitigating issues related to the scaling of NAND flash memory [46, 300–303, 306–320]. A comprehensive review of scaling issues of NAND flash memory and related mitigation techniques can be found in [306] (Figure 6) and [300, 301]. We argue that in order to overcome scaling issues in main memory (DRAM), the time has come for main memory controllers to also incorporate significant intelligence. Yet, incorporating sophisticated intelligence in the DRAM controller is more challenging than doing so in a flash controller due to the much lower access latency and much higher access bandwidth of modern DRAM devices.

As we describe above, introducing intelligence into the memory controller can help us overcome a number of key challenges in memory scaling. In particular, a significant body of work has demonstrated that the key reliability, refresh, and latency/energy issues in memory can be mitigated effectively with an intelligent memory controller that intelligently and meticulously manages the many different characteristics of underlying memory chips, which may consist of different types of memory technology. As we discuss in Section 4, such intelligence can go even further, by enabling the memory controllers (and the broader memory system) to perform application computation in order to overcome the significant data movement bottleneck in modern and future computing systems.

4. Perils of Processor-Centric Design

As described earlier, a major reason for performance and energy degradation in modern computing systems is the large amount of data movement present in the systems. Such data movement is a natural consequence of the processor-centric execution model and design paradigm [321], which creates a dichotomy between computation and memory/storage. The processor-centric design paradigm separates computation capability and memory/storage capability into two completely-separate system components (i.e., the computing unit versus the memory/storage unit) that are connected by long and energy-hungry interconnects: processing is done only in the computing unit, while data is stored in a completely separate place. As a result, data has to continuously move back and forth between the memory/storage unit and the computing unit (e.g., CPU cores or accelerators), for any computation to be performed.

In order to perform an operation on data that is stored within memory, a costly process is invoked. First, the CPU (or an accelerator) must issue a request to the memory controller, which in turn sends a series of commands across the off-chip bus to the DRAM module. Second, the data is read from the DRAM module and returned to the memory controller. Third, the data is placed in the CPU cache and registers, where it is accessible by the CPU cores. Finally, the CPU can operate (i.e., perform
computation) on the data. All these steps consume substantial time and energy in order to bring the data into the CPU chip [4,7,9,32,323].

In current computing systems, the CPU (or any accelerator) is the only system component that is able to perform computation on data. The rest of system components are devoted to only data storage (memory, caches, disks) and data movement (interconnects); they are incapable of performing computation. As a result, current computing systems are grossly imbalanced, which leads to large amounts of energy inefficiency and lost performance. As empirical evidence to the gross imbalance caused by the processor-memory dichotomy in the design of computing systems today, we have recently observed that more than 62% of the entire system energy consumed by four major commonly-used mobile consumer workloads (including the Chrome browser, TensorFlow machine learning inference engine, and the VP9 video encoder and decoder) [7]. Thus, the fact that current systems can perform computation only in the computing unit (CPU cores and hardware accelerators) is causing significant waste in terms of energy by necessitating data movement across the entire system.

At least five factors contribute to the performance loss and the energy waste associated with data movement between processor and memory. We briefly describe these next, to demonstrate the sweeping negative impact of data movement in modern computing systems.

First, the width of the off-chip bus between the memory controller and the main memory is narrow, due to pin count and cost constraints, leading to relatively low bandwidth and high latency to/from main memory. This makes it difficult to send a large number of requests to memory in parallel to enable higher levels of parallelism and to tolerate the long main memory latency. As a result, systems that require higher levels of concurrency and lower latency require much higher cost because they require wider processor-memory interconnects or more processor-memory channels, both of which lead to higher power consumption and higher hardware area overheads [2,53,59].

Second, current computing systems employ many sophisticated mechanisms to tolerate the data access from main memory. These mechanisms include complex multi-level cache hierarchies with sophisticated insertion/promotion/eviction policies and sophisticated latency tolerance/hiding mechanisms (e.g., sophisticated caching algorithms at many different caching levels, multiple complex prefetching techniques, high amounts of multithreading, complex and power-hungry out-of-order execution mechanisms). These components, while sometimes effective at improving performance, are costly in terms of both die area and energy consumption, as well as the additional latency required to access/manage them. When these components are not effective at improving performance, they result in a net energy waste and latency overheads that hurt the very performance that they are designed to improve. These components significantly increase the complexity of the system. Hence, the architectural and microarchitectural techniques used in modern systems to tolerate the consequences of the dichotomy between processing unit and main memory, lead to significant energy waste and additional system complexity. As such, we are in a vicious cycle in system design due to the processor-centric design paradigm: 1) data movement between the processor and memory already causes significant energy waste and latency; 2) to tolerate the latency of such data movement, existing systems employ many complex mechanisms whose effectiveness varies depending on the workloads; 3) these complex mechanisms in turn cause additional energy waste and latency overheads. The fundamental cause of this vicious cycle is the processor-centric execution model and design paradigm, and hence breaking out of this vicious cycle requires tackling this fundamental cause by changing the paradigm (to a data-centric one).

Third, the many caches employed in computing systems are not always effective or efficient. Much of the data brought into the caches is not reused by the CPU [62,63,65,66,324], resulting in a large waste of hardware area and memory bandwidth. For example, 1) random access to memory leads to poor locality, rendering caches almost completely ineffective, 2) strided access to memory where stride is greater than a cache block also renders caches ineffective, 3) even streaming access to memory where all elements in a cache block are used in a consecutive manner is inefficient to handle with large caches because the block is not reused again. There are many such access patterns in a wide variety of modern workloads [59,62,63,65,66,231,324,327] that render caches either very inefficient or unnecessary, exacerbating the energy waste due to data movement in processor-centric systems.

Fourth, many modern applications, such as graph processing [62,63] and workloads that operate on sparse data structures, such as sparse linear algebra [17,228] and sparse neural networks [329,331], produce random memory access patterns. Figure 7 shows the example of PageRank [332], a graph processing algorithm with frequent random memory accesses and little amount of computation. With such random access patterns, not only the caches but also the main memory bus and the main memory itself are very inefficient, since only a small part of each memory row and cache line retrieved all the way
from main memory is actually used by the CPU. Such random accesses are fundamentally difficult to prefetch, rendering prefetchers ineffective. This example demonstrates that modern memory hierarchies are not designed to work well for random memory access patterns that are found in many modern workloads.

Key Bottlenecks in Graph Processing

for (v: graph.vertices) {
    for (w: v.successors) {
        w.next_rank += weight * v.rank;
    }
}

Fifth, the processor (as well as accelerators) and the main memory are connected to each other via long, power-hungry interconnects. These interconnects impose significant additional latency to every data access and represent a significant fraction of the energy spent on moving data to/from the DRAM memory. In fact, off-chip interconnect latency and energy consumption is a key limiter of performance and energy in modern systems [7–9, 35, 42, 62, 111, 122], as it greatly exacerbates the cost of data movement. Unfortunately, off-chip interconnect latency and energy are not scaling (i.e., reducing) well with the scaling of technology node generations, which mainly benefits logic [334].

The increasing disparity between processing technology and memory/communication technology has resulted in systems in which communication (data movement) costs dominate computation costs in terms of energy consumption. The energy consumption of a main memory access is between two to three orders of magnitude the energy consumption of an addition operation today. For example, [323] reports that the energy consumption of a memory access is ~115× the energy consumption of an addition operation. Similarly, Figure 8 shows that compares the energy consumed by a DRAM access is ~800× the energy consumption of a double precision addition operation, based on data reported by [335]. As a result, data movement is empirically shown to account for 40% [322], 35% [323], and 62% [7, 9] of the total system energy in scientific, mobile, and consumer applications, respectively. This energy waste due to data movement is a huge burden that greatly limits the efficiency and performance of all modern computing platforms, from datacenters with a restricted power budget to mobile devices with limited battery life.

Figure 7: Random memory accesses in the PageRank graph processing algorithm [323]. Reproduced from [245]. Originally depicted in [62, 333].
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Figure 8: Data movement versus computation energy. The figure depicts the absolute amount of energy spent on various arithmetic and data movement operations, including a double-precision floating point addition and a single DRAM access. Reproduced from [245], based on a slide provided in [335].

Overcoming all the reasons that cause low performance and large energy inefficiency (as well as high system design complexity) in current computing systems first requires the realization that all of these reasons are caused by the processor-centric design paradigm employed by existing computing systems. As such, a fundamental solution to all of these reasons at the same time requires a paradigm shift [336]. We believe that future computing architectures should become data-centric: they should (1) perform computation with minimal data movement, and (2) compute where it makes sense (i.e., where the data resides), as opposed to computing solely in the processor (i.e., CPU or accelerators). Thus, the traditional rigid dichotomy between the computing units and the memory/communication units needs to be broken and a new paradigm enabling computation where the data resides needs to be invented and enabled. We refer to this general data-centric execution model and design paradigm as Processing-in-Memory (PIM).

5. Processing-in-Memory (PIM): Technology Enablers and Two Approaches

Large amounts of data movement is a major result of the predominant processor-centric design paradigm of
modern computers. Eliminating unnecessary data movement between memory and the processor is essential to make future computing architectures high performance, energy-efficient and sustainable. To this end, processing-in-memory (PIM) equips the memory subsystem with the ability to perform computation.

In this section, we first describe two new technology enablers for PIM: 1) the emergence of 3D-stacked memories, and 2) the use of byte-addressable memories. These two relatively new main memory technologies provide new opportunities that can make it easier for modern computing systems to introduce and adopt PIM.

Second, we introduce two promising approaches to implementing PIM in modern architectures. The first approach, processing using memory, exploits the existing DRAM architecture and the operational principles of the DRAM circuitry to enable (bulk) processing operations within the main memory with minimal changes. This minimalist approach can especially be powerful in performing specialized computation in main memory by taking advantage of what the main memory substrate is extremely good at performing with minimal changes to the existing memory chips. The second approach, processing near memory, exploits the ability to implement a wide variety of general-purpose processing logic in the logic layer of 3D-stacked memory and thus the high internal bandwidth and low latency available between the logic layer and the memory layers of 3D-stacked memory. This is a more general approach where the logic implemented in the logic layer can be general purpose and thus can benefit a wide variety of applications.

Below, we provide a more detailed general overview of the two approaches, to show that the approaches are more general than what we will describe in more detail. It is important for the reader to keep in mind that the two approaches can be applied to many different types of memory technologies, even though our major focus will be on DRAM, the predominant main memory technology for several decades, in most of this section.

5.1. New Technology Enablers: 3D-Stacked Memory and Non-Volatile Memory

Memory manufacturers are actively developing new approaches for main memory system design, due to the DRAM technology scaling issues we described in detail in Section 2. Two promising technologies are 3D-stacked memory and byte-addressable Non-volatile Memory (NVM), both of which can be exploited to overcome prior barriers to introducing and implementing PIM architectures.

5.1.1. 3D-Stacked Memory Architectures

The first major new approach to main memory design is 3D-stacked memory [62, 177, 180, 337, 338]. In a 3D-stacked memory, multiple layers of memory (typically DRAM in already-existing systems) are stacked on top of each other, as shown in Figure 9. These layers are connected together using vertical through-silicon vias (TSVs) [177, 337]. Using current manufacturing process technologies, thousands of TSVs can be placed within a single 3D-stacked memory chip. As such, the TSVs provide much greater internal memory bandwidth than the narrow memory channel. Examples of 3D-stacked DRAM available commercially include High-Bandwidth Memory (HBM) [177, 180], Wide I/O [339], Wide I/O 2 [340], and the Hybrid Memory Cube (HMC) [179]. Detailed analysis of such 3D-stacked memories and their effects on modern workloads can be found in [59, 176, 177].

![Figure 9: High-level overview of a 3D-stacked DRAM architecture. Reproduced from [341].](image)

In addition to the multiple layers of DRAM, a number of prominent 3D-stacked DRAM architectures, including HBM and HMC, incorporate a logic layer inside the chip [177, 179, 180]. The logic layer is typically the bottommost layer of the chip, and is connected to the same TSVs as the memory layers. The logic layer provides area inside the DRAM chip where architects can implement functionality that interacts with both the processor and the DRAM cells. Currently, manufacturers make limited use of the logic layer and there is significant amount of area the logic layer can provide. This presents a promising opportunity for architects to implement new PIM logic in the available area of the logic layer. We can potentially add a wide range of computational logic (e.g., general-purpose cores, accelerators, reconfigurable architectures, or a combination of all three types of logic) in the logic layer, as long as the added logic meets area, energy, and thermal dissipation constraints, which are important and potentially limiting constraints in 3D-stacked systems.
5.1.2. Non-Volatile Memory (NVM) Architectures

The second major new approach to main memory design is the development of byte-addressable resistive non-volatile memory (NVM). In order to circumvent DRAM scaling limitations, such as refresh due to charge loss, as much as possible, researchers and manufacturers have been developing new memory devices that can store data at much higher densities than the typical density available in existing DRAM manufacturing process technologies. Manufacturers are exploring at least three types of emerging NVMs to augment or replace DRAM: (1) phase-change memory (PCM) \[346–348\], (2) magnetic RAM (MRAM) \[342\], and (3) metal-oxide resistive RAM (RRAM) or memristors \[349–351\]. All three of these NVM types are expected to provide memory access latencies and energy usage that are competitive with or close enough to DRAM, while enabling much larger capacities per chip and nonvolatility in main memory. Since they are emerging and their designs do not have the long-term “baggage” other main memories (DRAM) have accumulated, NVMs present architects with an opportunity to redesign how the main memory subsystem operates from the cell and chip levels all the way up to software and algorithms. While it can be relatively difficult to modify the design of DRAM arrays due to the delicacy of DRAM manufacturing process technologies as we approach scaling limitations, NVMs have yet to approach such scaling limitations. As a result, architects can potentially design NVM memory arrays that integrate PIM functionality from the getgo. A promising direction for this functionality is the ability to manipulate NVM cells at the circuit level in order to perform logic operations using the memory cells themselves. A number of recent works have demonstrated that NVM cells can be used to perform a complete family of Boolean logic operations \[118, 120, 124\], similar to such operations that can be performed in DRAM cells \[123, 125, 127, 135, 149\]. NVMs have also been shown to perform more sophisticated operations like multiplication \[107, 121, 172\], which are more difficult to implement in DRAM.

5.2. Two Approaches: Processing Using Memory (PUM) vs. Processing Near Memory (PNM)

Many recent works take advantage of the memory technology innovations that we discuss in Section 5.1 to enable and implement PIM. We find that these works generally take one of two approaches, which are categorized in Table 1: (1) processing using memory or (2) processing near memory. We briefly describe each approach here. Sections 6 and 7 will provide example approaches and more detail for both.

| Approach                          | Example Enabling Technologies                                                                 |
|-----------------------------------|------------------------------------------------------------------------------------------------|
| Processing Using Memory           | Phase-change memory (PCM)                                                                         |
|                                   | Magnetic RAM (MRAM)                                                                                |
|                                   | Resistive RAM (RRAM)/memristors                                                                 |
| Processing Near Memory            | Logic layers in 3D-stacked memory                                                                |
|                                   | Silicon interposers                                                                               |
|                                   | Logic in memory controllers                                                                       |
|                                   | Logic in memory chips (e.g., near bank)                                                          |
|                                   | Logic in memory modules                                                                            |
|                                   | Logic near caches                                                                                 |
|                                   | Logic near/in storage devices                                                                      |

Processing using memory (PUM) exploits the existing memory architecture and the operational principles of the memory circuitry to enable operations within main memory with minimal changes. PUM makes use of intrinsic properties and operational principles of the memory cells and cell arrays themselves, by inducing interactions between cells such that the cells and/or cell arrays can perform useful computation. Prior works show that processing using memory is possible using static RAM (SRAM) \[119, 120, 155\], DRAM \[122, 127, 135, 139\], PCM \[113, 157–159\], or RRAM/memristive \[121, 160–170\] devices. Processing using memory architectures enable a wide range of different functions, such as bulk as well as finer-grained data copy/initialization \[120, 122, 124\], bulk bitwise operations (e.g., a complete set of Boolean logic operations) \[119, 120, 124\], simple arithmetic operations (e.g., addition, multiplication, implication) \[119, 121, 123, 133\], and lookup table queries \[353\]. A recent work \[127, 360\] provides a flexible framework to enable user-defined PUM implementation of complex operations, which improves both PUM performance and programmability.

Processing near memory (PNM) involves adding or integrating PIM logic (e.g., accelerators, simple processing cores, reconfigurable logic) close to or inside the memory (e.g., \[7, 9, 15, 60, 63, 72, 75, 98\]) Many of these works place PIM logic inside the logic layer of 3D-stacked memories or at the memory controller, but recent advances in silicon interposers (in-package wires that connect directly to the through-silicon vias in a 3D-stacked chip) \[133, 173, 175, 180\] also allow for separate logic chips to be placed in the same die package as a 3D-stacked memory while...
still taking advantage of the TSV bandwidth. Industry has recently developed commercial PNM systems and PNM prototypes that incorporate near-bank logic in DRAM chips [368-371, 386-388, 391], logic in the logic layer of 3D-stacked DRAM [392], and logic in memory modules [388, 390].

Note that more functionality can be potentially integrated into a memory chip using PNM than using PUM, but both approaches can be combined to get even higher benefit from PIM. In Section 6, we provide a detailed overview of PUM within the commodity DRAM technology. In Section 7, we provide a detailed overview of PNM within the 3D-stacked DRAM technology. We note that the described approaches and techniques in Sections 6 and 7 are applicable to other types of technologies as well, with small modifications.

6. Processing Using Memory (PUM)

The PUM approach to processing-in-memory modifies existing DRAM architectures minimally to extend their functionality with computing capability. This approach takes advantage of the existing interconnects in and analog operational behavior of conventional DRAM architectures (e.g., DDRx, LPDDRx, HBM), without the need for a dedicated logic layer or logic processing elements, and usually with very low overheads. Mechanisms that use this approach take advantage of the high internal bandwidth available within each DRAM cell array. There are a number of example PIM architectures that make use of the PUM approach [50, 122, 127, 135, 139, 150]. In this section, we first focus on two such designs: RowClone, which enables in-DRAM bulk data movement operations [122] and Ambit, which enables in-DRAM bulk bitwise operations [123, 125, 126, 135]. Then, we introduce SIMD, an end-to-end framework for bitwise SIMD computing in DRAM, which builds upon RowClone and Ambit mechanisms. Next, we describe a low-cost substrate that performs data reorganization for non-unit strided access patterns [111]. Finally, we describe PUM-based security primitives that generate physical unclonable functions (PUFs) [292] and true random numbers (TRNs) [204, 392].

6.1. RowClone

Two important classes of bandwidth-intensive memory operations are (1) bulk data copy, where a large quantity of data is copied from one location in physical memory to another; and (2) bulk data initialization, where a large quantity of data is initialized to a specific value. We refer to these two operations as bulk data movement operations. Prior research [4, 394, 395] has shown that operating systems and data center workloads spend a significant portion of their time performing bulk data movement operations. For example, a paper by Google shows that close to 5% of the execution time in Google’s data center workloads is spent on executing only two data movement function calls, memset and memcpy. Therefore, accelerating these operations will likely improve system performance and energy efficiency.

We have developed a mechanism called RowClone [122], which takes advantage of the fact that bulk data movement operations do not require any computation on the part of the processor. RowClone exploits the internal organization and operation of DRAM to perform bulk data copy initialization quickly and efficiently inside a DRAM chip. A DRAM chip contains multiple banks, where the banks are connected together and to external I/O circuitry by a shared internal bus. Each bank is divided into multiple subarrays [31, 122, 291]. Each subarray contains many rows of DRAM cells, where each column of DRAM cells is connected together across the multiple rows using bitlines.

RowClone consists of two mechanisms that take advantage of the existing DRAM structure. The first mechanism, Fast Parallel Mode, copies the data of a row inside a subarray to another row inside the same DRAM subarray by issuing back-to-back activate (i.e., row open) commands to the source and the destination row. Figure 10 illustrates the two steps of RowClone’s Fast Parallel Mode. The first step activates source row A, which enables the capture of the entire row’s data in the row buffer. The second step activates destination row B, which enables the copying of the contents of the row buffer into row B. Thus, the back-to-back activate in the same subarray enables the copying of source row A to destination row B by using the row buffer as a temporary buffer for row A’s contents. The second mechanism, Pipelined Serial Mode, can transfer an arbitrary number of bytes from a row in one bank to another row in another bank using the shared internal bus among banks in a DRAM chip.

RowClone significantly reduces the raw latency and energy consumption of bulk data copy and initialization, leading to 11.6× latency reduction and 74.4× energy reduction for a 4kB bulk page copy (using the Fast Parallel Mode), at very low cost (only 0.01% DRAM chip area overhead) [122]. This reduction directly translates to improvement in performance and energy efficiency of systems running copy or initialization-intensive workloads. Our MICRO 2013 paper [122] shows that the performance of six copy initialization-intensive benchmarks (including the fork system call, Memcached [396])
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Figure 10: RowClone Fast Parallel Mode. Reproduced from [245].

and a MySQL [397] database) improves between 4% and 66%. For the same six benchmarks, RowClone reduces the energy consumption between 15% and 69%.

Recent works have improved upon the RowClone approach in various ways (either performing RowClone in NVMs, proposing additional data movement mechanisms, or providing proofs-of-concept of RowClone in off-the-shelf DRAM chips). First, the PINATUBO work [118] shows that RowClone can effectively be performed in emerging resistive memory chips, including Phase Change Memory (PCM) [36, 295]. Second, Low-cost Interlinked Sub-Arrays (LISA) [124] provides mechanisms to enable the rapid transfer of data between one subarray to and adjacent subarray in the same bank, by enhancing the connectivity of subarrays using isolation transistors. LISA reduces inter-subarray copy latency by 9.2× and DRAM energy by 48×, approaching the intra-subarray latency and energy improvements of RowClone’s Fast Parallel Mode. Third, FIGARO [136] improves upon LISA by enabling fine-grained (i.e., column granularity) data copy across subarrays within a bank using the shared global I/O structures of the bank as an intermediate location. This work shows significant benefit from FIGARO when its principles and techniques are used to build a highly-effective yet low-cost in-DRAM cache. Fourth, Network-on-Memory (NoM) [139] improves the parallelism of bank-to-bank copy as well as bank read/write operations by providing more connectivity between different banks and chip I/O structures using the logic layer in 3D-stacked memory. Fifth, the ComputeDRAM work [137] shows that one can mimic the effect of RowClone’s back-to-back activation mechanism in off-the-shelf DRAM chips by violating the timing parameters such that two wordlines in a subarray are activated back-to-back as in RowClone. This work shows that such a version of RowClone can operate reliably in a variety of off-the-shelf DRAM chips tested using the SoftMC infrastructure [48, 398]. By leveraging the findings of the ComputeDRAM work [137], PiDRAM [138, 359, 399] prototypes the first flexible end-to-end framework that enables system integration studies and evaluation of real PUM techniques. PiDRAM provides software and hardware components to rapidly integrate PUM techniques across the whole system software and hardware stack (e.g., necessary modifications in the operating system, memory controller). PiDRAM provides an FPGA-based platform along with an open-source RISC-V system. The authors demonstrate the flexibility and ease of use of PiDRAM by implementing and evaluating two state-of-the-art PUM techniques. The first use case implements in-memory copy and initialization using RowClone [122]. The authors propose solutions to integration challenges (e.g., memory coherence) and conduct a detailed end-to-end implementation study. The second use case implements a true random number generator in DRAM based on D-RaNGe [204] (Section 6.5).

We believe that RowClone provides very low-cost specialized support for a critical and often-used operation: data copy and initialization. In latency-critical systems, such as virtual machines, modern software is written to, as much as possible, avoid large amounts of data copy exactly because data copy is expensive in modern systems (because it goes through the processor over a bandwidth-bottlenecked memory bus). Eliminating copies as much as possible complicates software design, making it less maintainable and readable. If RowClone is implemented in real chips, perhaps the need for avoiding data copies will greatly diminish due to the more-than-an-order-of-magnitude latency reduction of page copies, leading to easier-to-write and easier-to-maintain software. As such, we believe that an idea as simple as RowClone (and the work that builds on it) can have exciting and forward-looking implications on making both systems and software much faster, more efficient and overall better.

6.2. Ambit

In addition to bulk data movement and initialization, many applications make use of bulk bitwise operations, i.e., bitwise operations on large bit vectors [400, 401]. Examples of such applications include bitmap indices [402, 403] used in databases, bitwise scan acceleration [404] in databases, accelerated document filtering for web search [405], DNA sequence alignment [15, 130, 222, 224, 408, 409], encryption algorithms [310, 412], graph processing [118], and networking [413]. Accelerating bulk bitwise operations can thus
significantly boost the performance and energy efficiency of a wide range of applications.

In order to avoid data movement bottlenecks when the system performs these bulk bitwise operations, we have recently proposed a new Accelerator-in-Memory for bulk Bitwise operations (Ambit) [123, 125, 126, 135]. Unlike prior approaches, Ambit uses the analog operation of existing DRAM technology to perform bulk bitwise operations. Ambit consists of two components. The first component, Ambit–AND–OR, implements a new operation called triple-row activation, where the memory controller simultaneously activates three rows. Triple-row activation, depicted in Figure 11, performs a bitwise majority (MAJ) function across the cells in the three rows, due to the charge sharing principles that govern the operation of the DRAM array. In the initial state, all three rows are closed. In the example of Figure 11 two cells are in the charged state. When the three wordlines are raised simultaneously, charge sharing results in a positive deviation in the bitline. After sense amplification, the sense amplifier drives the bitline to \( V_{DD} \), and as a result, fully charges the three cells. By controlling the initial value of one of the three rows (e.g., C), we can use triple-row activation to perform a bitwise AND or OR of the other two rows, since the bitwise majority function can be expressed as \( C(A + B) + C(AB) \). The second component, Ambit–NOT, takes advantage of the two inverters that are part of each sense amplifier in a DRAM subarray. Ambit–NOT exploits the fact that, at the end of the sense amplification process, the voltage level of one of the inverters represents the negated logical value of the cell. The Ambit design adds a special row to the DRAM array, which is used to capture the negated value that is present in the sense amplifiers. One possible implementation of the special row [126] is a row of dual-contact cells (a 2-transistor 1-capacitor cell [413, 414]) that connect to both inverters inside the sense amplifier. With the ability to perform AND, OR, and NOT operations, Ambit is functionally complete. It can reliably perform any bulk bitwise operation completely using DRAM technology, even in the presence of significant process variation (see [126] for details).

Averaged across seven commonly-used bitwise operations (not, and, or, nand, nor, xor, xnor), Ambit with 8 DRAM banks improves bulk bitwise operation throughput by 44× compared to an Intel Skylake processor [415], and 32× compared to the NVIDIA GTX 745 GPU [416]. Compared to the DDR3 standard, Ambit reduces energy consumption of these operations by 35× on average. Compared to HMC 2.0 [179], Ambit improves bulk bitwise operation throughput by 2.4×. When integrated directly into the HMC 2.0 device, Ambit improves throughput by 9.7× compared to processing in the logic layer of HMC 2.0.

The Ambit work also shows that porting bitmap-index based databases as well as the BitWeaving database to execute Ambit can greatly improve query latencies. For example, Ambit reduces the end-to-end query latencies by 5.4× to 6.6× for bitmap-based databases, with larger improvements coming from cases where more data needs to be scanned in the database. For the BitWeaving database, which is specifically designed to maximize bitwise operations so that the database can be relatively easily accelerated on modern GPUs, Ambit reduces the end-to-end query latencies by 4× to 12×, again with larger improvements coming from cases where more data needs to be scanned in the database. These results are clearly very promising on two important data-intensive applications.

A number of Ambit-like bitwise operation substrates have been proposed in recent years, making use of emerging resistive memory technologies, e.g., phase-change memory (PCM) [36, 38, 295, 343, 344, 345], SRAM [119, 120, 155, 156], or specialized computational DRAM [131, 132, 133, 134, 154, 159, 352, 353]. These substrates can perform bulk bitwise operations in a special DRAM array augmented with computational circuitry [131, 132] and in resistive memories [118] like PCM. Substrates similar to Ambit can perform simple arithmetic operations in SRAM [119, 120] and arithmetic and logical operations in memristors [121, 160, 163]. All of these works have shown significant benefits from performing bitwise operations using memory, for a wide variety of applications, including databases, machine learning, graph processing, genome analysis, and using a variety of different memory technologies, including DRAM, SRAM, PCM, and memristors.

Recently, the ComputeDRAM work [137] showed that carefully violating timing parameters between activation commands can mimic the triple-row-activation operation of Ambit in some existing off-the-shelf DRAM chips, using the SoftMC infrastructure [48]. Thus, in-

![Figure 11: Triple-row activation in Ambit. Reproduced from [126].](image-url)
DRAM AND or OR operations can be performed in some real off-the-shelf DRAM chips even though clearly such chips are not designed to perform such Ambit operations. This proof-of-concept demonstration shows that the ideas presented in Ambit may not be far from reality: if some existing DRAM chips are not even designed for in-DRAM bulk bitwise operations can perform such operations, then DRAM chips that are carefully designed for such operations will hopefully be even more capable!

We believe it is extremely important to continue exploring such low-cost Ambit-like substrates, as well as more sophisticated computational substrates, for all types of memory technologies, old and new. Resistive memory technologies are fundamentally non-volatile and amenable to in-place updates, and as such, can lead to even less data movement compared to DRAM, which fundamentally requires some data movement to sense, amplify and restore the data. Thus, we believe it is very promising to examine the design of both charge-based conventional and emerging resistive memory chips that can incorporate Ambit-like bitwise operations and other types of suitable computation capability.

6.3. SIMDRAM

Going forward in the direction of Ambit-like PUM substrates, it is critical to research frameworks that can enable ease-of-programming of such substrates such that many algorithms can take advantage of the massive bit-level parallelism offered by Ambit-like substrates. In this direction, SIMDRAM [127, 360] provides a framework that (1) enables the efficient PUM implementation of complex operations, and (2) provides a flexible mechanism to support the implementation of arbitrary user-defined operations using DRAM.

We build SIMDRAM on a DRAM substrate that enables two well-known techniques: (1) vertical data layout, and (2) majority-based computation. First, the vertical data layout (i.e., all bits of an operand in the same bitline) allows efficient bit-shift operations, which are necessary for complex computations (e.g., addition, multiplication), using RowClone [122]. This eliminates the need for extra logic in DRAM for shifting [131, 133]. Second, since MAJ and NOT operations represent a functionally complete set, and both operations are natively supported in Ambit [123, 125, 126, 135], a computation typically takes fewer DRAM commands using MAJ and NOT than using basic logical operations AND, OR, and NOT.

The SIMDRAM framework consists of three steps, shown in Figure 12. The first step 1 obtains an optimized MAJ/NOT-based representation of the desired operation from its AND/OR/NOT-based representation. This step employs logic optimization to minimize the number of logic primitives required for an operation (thus, minimizing the operation latency). The second step 2 allocates DRAM rows to the input and output operands, and generates an optimized microprogram, i.e., the optimized sequence of DRAM commands (ACTIVATE-ACTIVATE-PRECHARGE, AAP, and ACTIVATE-PRECHARGE, AP) that perform MAJ and NOT operations. The third step 3 executes the microprogram using a control unit in the memory controller, which issues the sequence of AAPs/APs to DRAM. Once the microprogram completes, the result of the operation is held in DRAM.

![SIMDRAM framework: Steps 1 and 2](image)

![SIMDRAM framework: Step 3](image)

Figure 12: Overview of the SIMDRAM framework. Reproduced from [127].

SIMDRAM provides support for full system integration. First, we design a data transposition unit that sits between the last-level cache and the memory controller of the host processor. It transposes horizontally-laid-out data (used by traditional system software) into the vertical data layout (used by SIMDRAM). Second, we simplify program integration by providing ISA extensions that expose SIMDRAM operations to the programmer.

SIMDRAM demonstrates 2.0× the throughput and 2.6× the energy efficiency of Ambit for 16 complex operations (e.g., addition, multiplication, division, ReLU, predication, etc.). Compared to a modern CPU and a modern GPU, SIMDRAM provides (1) 88× and 5.8× the throughput, and 257× and 31× the energy efficiency of the CPU and the GPU, respectively, for 16 complex operations; (2) 21× and 2.1× the performance of the CPU and the GPU, over seven real-world applications (e.g., databases, CNNs, classification). Additional evaluations of reliability, area overhead, data movement overhead, and transposition overhead are detailed in [127].

We believe SIMDRAM represents a big leap towards (1) improving the performance and energy efficiency of
PUM substrates, (2) facilitating full system integration and programmability, and (3) inspiring future developments of real PUM substrates.

6.4. Gather-Scatter DRAM

Many applications access data structures with different access patterns at different points in time. Depending on the layout of the data structures in the physical memory, some access patterns require non-unit strides. As current memory systems are optimized to access sequential cache lines, non-unit strided accesses exhibit low spatial locality, leading to memory bandwidth waste and cache space waste.

Gather-Scatter DRAM (GS-DRAM) is a low-cost substrate that addresses this problem. It performs in-DRAM data structure reorganization by accessing multiple values that belong to a strided access pattern using a single read/write command in the memory controller. GS-DRAM uses two key new mechanisms. First, GS-DRAM remaps the data of each cache line to different DRAM chips such that multiple values of a strided access pattern are mapped to different chips. This enables the possibility of gathering different parts of the strided access pattern concurrently from different DRAM chips. Figure 13 show an example mapping on four DRAM chips. Adjacent values and/or adjacent pairs of values are swapped. Second, instead of sending separate requests to each chip, the GS-DRAM memory controller communicates a pattern ID to the memory module, as Figure 13 shows. With the pattern ID, each DRAM chip computes the address to be accessed independently via a custom column translation logic (CTL) hardware that is part of the DRAM module. This way, the returned cache line contains different values of the strided pattern gathered from different DRAM chips.

GS-DRAM achieves near-ideal memory bandwidth and cache utilization in real-world workloads, such as in-memory databases and matrix multiplication. For in-memory databases, GS-DRAM outperforms a transactional workload with column-store layout by 3× and an analytics workload with row-store layout by 2×, thereby providing the best performance for both transactional and analytical queries on databases (which in general benefit from different types of data layouts). For matrix multiplication, GS-DRAM is 10% faster than the best-performing tiled implementation of the matrix multiplication algorithm. We note that the idea of GS-DRAM is completely independent of memory technology, and thus GS-DRAM can be used in any type of memory module, including DRAM, SRAM, PCM, memristors, STT-MRAM, RRAM.

6.5. In-DRAM Security Primitives

Secure computation is of critical importance in modern computing systems. Therefore, it is important for a PIM system to support fundamental security primitives that enable secure computation and security functions. Doing so would enable PIM systems to execute a wider range of workloads and do so securely. To this end, recent work shows that Processing Using Memory can provide two basic security primitives: by carefully violating DRAM access timing parameters and taking advantage of the resulting characteristics of different DRAM cells (i.e., whether they always/never fail or fail randomly), it is possible to use DRAM to generate Physical Unclonable Functions (PUFs) and true random numbers (TRNs).

PUFs are commonly used in cryptography to identify devices based on the uniqueness of their physical microstructures. DRAM-based PUFs have two key advantages: (1) DRAM is present in many modern computing systems, and (2) DRAM has high capacity and thus can provide many unique identifiers. However, traditional DRAM PUFs exhibit unacceptably high latencies and are not runtime-accessible. Our recent work, the DRAM Latency PUF, proposes a new class of fast, reliable DRAM PUFs that are runtime-accessible, i.e., that can be used during online operation with low latency. The key idea is to reduce DRAM read access latency below the reliable datasheet specifications using software-only system calls. Doing so results in error patterns that reflect the compound effects of manufacturing variations in various DRAM structures (e.g., capacitors, wires, sense amplifiers). Some DRAM cells fail always or not at all, and a combination of a set of such cells can be used to
it only requires an intelligent memory controller that can change timing parameters and identify DRAM cells that can be reliably used as PUFs.

**DRAM Latency PUF Key Idea**

- A cell’s latency failure probability is inherently related to **random process variation** from manufacturing
- We can provide repeatable and unique device signatures using latency error patterns

---

**D-RaNGe Key Idea**

- A cell’s latency failure probability is inherently related to **random process variation** from manufacturing
- We can extract **random values** by observing DRAM cells’ latency failure probabilities

---

![Figure 14: Key idea of DRAM latency PUF. Reproduced from [417].](image1)

D-RaNGe and the DRAM Latency PUF show that commodity DRAM devices can be reliably used to generate true random numbers and unique keys with high throughput, low latency, and low power. As a result, PIM systems can effectively generate true random numbers and unique keys directly using DRAM itself. Doing so can improve the security and privacy of the system: PIM applications can directly generate random numbers or unique keys within DRAM and do not require off-DRAM devices to generate them and transfer them over the CPU to DRAM bus. Thus, random numbers or unique keys are no longer transferred across buses, and security-critical computations can securely happen inside memory, which likely vastly improves the security guarantees of a PIM-enabled system.

The exploration of in-DRAM security primitives remains an active research direction. Recently, QUAC-TRNG [393] exploits the new observation that a carefully-engineered sequence of DRAM commands activates four consecutive DRAM rows in rapid succession to generate random numbers. This QUadruple ACti-vation (QUAC) causes the bitline sense amplifiers to non-deterministically converge to random values when we activate four rows that store conflicting data because the net deviation in bitline voltage fails to meet reliable sensing margins. Figure 16 illustrates the QUAC operation. Initially, rows R0 and R2 are **charged** 
\( V_{DD} \) and rows R1 and R3 are **discharged** (0). As the timeline on the right of the figure shows, an ACT command to R0 is quickly interrupted by issuing a PRE command. Meanwhile, the cell on R0 shares its charge with the bitline, thus increasing slightly the voltage level of the
bitline. Before the PRE command closes the row and precharges the bitline, we issue another ACT command to R3. This ACT command interrupts the PRE command and enables wordlines R1, R2, and R3 simultaneously, in addition to the already enabled R0. This simultaneous activation of rows is explained by the hierarchical design of wordlines in state-of-the-art DRAM chips and a hypothetical row decoder design (see [393] for more details). All four cells on rows R0, R1, R2, and R3 contribute to the bitline voltage. As a result, the bitline ends up with a voltage level below reliable sensing margins ($\pm V_{TH}$). When we enable the sense amplifier, the voltage level is sampled as a random value.

**Figure 16:** Key idea of QUAC. Reproduced from [420].

QUAC-TRNG reads the result of the QUAC operation from the sense amplifiers and performs the SHA-256 cryptographic hash function [421] to post-process the result and output random numbers. Our experimental evaluation using 136 real DDR4 DRAM chips shows that QUAC-TRNG generates an average of 7664 bits of random data per iteration and each iteration takes 1940 ns. Compared to prior work (e.g., [204]), QUAC-TRNG enables (i) lower latency because it uses simultaneous activation of rows, which is very fast, and (ii) higher throughput because the QUAC operation induces metastability in many sense amplifiers in parallel.

Another recent work proposes DR-STRaNGe [422], an end-to-end system design for DRAM-based TRNGs that mitigates three key system integration challenges: (1) generating random numbers with DRAM-based TRNGs can degrade overall system performance by slowing down concurrently-running applications due to the interference between RNG and regular memory operations in the memory controller (i.e., RNG interference), (2) this RNG interference can degrade system fairness by causing unfair prioritization of applications that intensively use random numbers (i.e., RNG applications), and (3) RNG applications can experience significant slowdown due to the high latency of DRAM-based TRNGs. DR-STRaNGe proposes an RNG-aware scheduler and a buffering mechanism in the memory controller to tackle these challenges.

7. Processing Near Memory (PNM)

**Processing near memory (PNM)** involves adding or integrating PIM logic (e.g., accelerators, simple processing cores, reconfigurable logic) close to or inside the memory (e.g., [7–9, 15, 60–63, 72, 95–98, 100–102, 105–110, 112–114, 116–117, 128, 130, 132–134, 210, 211, 361–367]). Many of these works place PIM logic inside the logic layer of 3D-stacked memories [177]. This PIM processing logic, which we also refer to as PIM cores or PIM engines, interchangeably, can execute portions of applications (from individual instructions to functions) or entire threads and applications, depending on the design of the architecture. Such PIM engines have high-bandwidth and low-latency access to the memory stacks that are on top of them, since the logic layer and the memory layers are connected via high-bandwidth vertical connections [177], e.g., through-silicon vias. In this section, we discuss several examples of how systems can make use of relatively simple PIM engines within the logic layer to avoid data movement and thus obtain significant performance and energy improvements on a wide variety of application domains.

7.1. Tesseract: Coarse-Grained Application-Level PNM Acceleration of Graph Processing

A promising approach to using PNM is to enable coarse-grained acceleration of entire applications that are heavily memory bound. In such a fundamentally coarse-grained (i.e., application-granularity) approach, an entire application is re-written to completely execute on the PNM substrate, potentially using a specialized programming model and specialized architecture/hardware. This approach is especially promising because it can provide the maximum performance and energy benefits achievable from PNM acceleration of a given application, since it enables the customization of the entire PNM system for the application. We believe this approach can be especially promising for widely-used data-intensive applications, such as graph processing, machine learning, databases, media processing, genome analysis.

A popular modern application is large-scale graph processing [128, 423–432]. Graph processing has broad
applicability and use in many domains, from social networks to machine learning, from data analytics to bioinformatics. Graph analysis workloads are known to put significant pressure on memory bandwidth due to (1) large amounts of random memory accesses across large memory regions (leading to very limited cache efficiency and very large amounts of unnecessary data transfer on the memory bus) and (2) very small amounts of computation per each data item fetched from memory (leading to very limited ability to hide long memory latencies and exacerbating the energy bottleneck by exercising the huge energy disparity between memory access and computation). These two characteristics make it very challenging to scale up such workloads despite their inherent parallelism, especially with conventional architectures based on large on-chip caches and relatively scarce off-chip memory bandwidth for random access.

We can exploit the high bandwidth as well as the potential computation capability available within the logic layer of 3D-stacked memory to overcome the limitations of conventional architectures for graph processing. To this end, we design a programmable PNM accelerator for large-scale graph processing, called Tesseract [62], depicted at a high level in Figure 17. Tesseract consists of (1) a new hardware architecture that effectively utilizes the available memory bandwidth in 3D-stacked memory by placing simple in-order processing cores in the logic layer and enabling each core to manipulate data only on the memory partition it is assigned to control, (2) an efficient method of communication between different in-order cores within a 3D-stacked memory to enable each core to request computation on data elements that reside in the memory partition controlled by another core, and (3) a message-passing based programming interface, similar to how modern distributed systems are programmed, which enables remote function calls on data that resides in each memory partition. The Tesseract design moves functions (i.e., computations and temporary values) to data that is to be updated rather than moving data elements across different memory partitions and cores. It also includes two hardware prefetchers specialized for memory access patterns of graph processing, which operate based on the hints provided by our programming model. Our comprehensive evaluations using five state-of-the-art graph processing workloads with large real-world graphs show that the proposed Tesseract PIM architecture improves average system performance by 13.8x and achieves 87% average energy reduction over conventional systems.

A significant amount of recent research has built upon Tesseract to enable the graph processing PNM system to be much more powerful [364, 367]. Among these, GraphP [365] proposes a new graph partitioning scheme that greatly reduces the costly communication across 3D-stacked memory chips. Better partitioning is also proposed in GraphH [364], together with a reconfigurable double mesh network that provides higher bandwidth across 3D-stacked memory chips. GraphQ [367] employs static and structured communication patterns to eliminate irregular communication, which is one of the key bottlenecks of Tesseract. Hetraph [366] combines memristor-based analog computation units and CMOS-based digital compute cores on the logic layer of 3D-stacked memory chips, in order to use the most suitable one for each phase of computation. Overall, combining the multiple proposals reported by these works, using the Tesseract-based PNM approach to accelerate graph processing can lead to more than two orders of magnitude improvement both in performance as well as energy efficiency compared to a conventional processor-centric system with high-bandwidth memory. This demonstrates the potential promise of designing an entire PNM system from the ground up completely for an important data-intensive application.

### 7.2. Function-Level PNM Acceleration of Mobile Consumer Workloads

Another promising approach to using PNM, function-level offloading, is less intrusive than Tesseract’s application-granularity approach described in Section 7.1. This approach can still be coarse-grained since the function that is offloaded to the PNM logic can be potentially arbitrarily long. However, the entire application does not need to be re-written. This approach is promising because it can enable easier adoption of PNM while still providing significant benefits. The key
question in this approach is which functions in an application should be offloaded for PNM acceleration. Several recent works tackle this question for various applications, e.g., mobile consumer workloads [7], GPGPU workloads [100, 101], graph processing and in-memory database workloads [72, 211], and a wide variety of workloads from many domains [18–20]. We will discuss function-level PNM acceleration of mobile consumer workloads in this section, focusing on our recent work on the topic [2].

A very popular domain of computing today consists of consumer devices, which include smartphones, tablets, web-based computers such as Chromebooks, and wearable devices. In consumer devices, energy efficiency is a first-class concern due to the limited battery capacity and the stringent thermal power budget. We find that data movement is a major contributor to the total system energy and execution time in modern consumer devices. Across all of the popular modern mobile consumer applications we study (described in the next paragraph), we find that 62.7% of the total system energy, on average, is spent on data movement across the memory hierarchy [7]. As described before, this large fraction consumed on data movement is directly the result of the processor-centric design paradigm of modern computing systems.

We comprehensively analyze the energy and performance impact of data movement for several widely-used Google consumer workloads [7], which account for a significant portion of the applications executed on consumer devices. These workloads include (1) the Chrome web browser [433], which is a very popular browser used in mobile devices and laptops; (2) TensorFlow Mobile [434], Google’s machine learning framework, which is used in services such as Google Translate, Google Now, and Google Photos; (3) the VP9 video playback engine [435], and (4) the VP9 video capture engine [435], both of which are used in many video services such as YouTube and Google Hangouts. We find that offloading key functions to the logic layer can greatly reduce data movement in all of these workloads. However, there are challenges to introducing PIM in consumer devices, as consumer devices are extremely stringent in terms of the area and energy budget they can accommodate for any new hardware enhancement. As a result, we need to identify what kind of in-memory logic can both (1) maximize energy efficiency and (2) be implemented at minimum possible cost, in terms of both area overhead and complexity.

We find that many of target functions for PIM in consumer workloads are comprised of simple operations such as memcpy, memset, basic arithmetic and bitwise operations, and simple data shuffling and reorganization routines. Therefore, we can relatively easily implement these PIM target functions in the logic layer of 3D-stacked memory using either (1) a small low-power general-purpose embedded core or (2) a group of small fixed-function accelerators. Our analysis shows that the area of a PIM core and a PIM accelerator take up no more than 9.4% and 35.4%, respectively, of the area available for PIM logic in an HMC-like [179] 3D-stacked memory architecture. Both the PIM core and PIM accelerator eliminate a large amount of data movement, and thereby significantly reduce total system energy (by an average of 55.4% across all the workloads) and execution time (by an average of 54.2%).

As evident from these results, function-level acceleration provides significant performance and energy benefits, but the benefits are not as high as full application-level offloading and customization of the PNM system, as we have shown for Tesseract in Section 7.1. This is expected since function-level offloading makes much fewer changes to the system and the programming model than application-level offloading, customization and re-thinking of the system.

7.3. Programmer-Transparent Function-Level PNM Acceleration of GPU Applications

In the last decade, Graphics Processing Units (GPUs) have become the accelerator of choice for a wide variety of data-parallel applications. They deploy thousands of in-order, SIMT (Single Instruction Multiple Thread) cores that run lightweight threads. The heavily-multithreaded GPU architecture is devised to hide the long latency of memory accesses by interleaving threads that execute arithmetic and logic operations. Despite that, many GPU applications are still very memory-bound [436, 446], because the limited off-chip pin bandwidth cannot supply enough data to the running threads.

Processing near memory in 3D-stacked memory architectures presents a promising opportunity to alleviate the memory bottleneck in GPU systems. GPU cores placed in the logic layer of a 3D-stacked memory can be directly connected to the DRAM layers with high-bandwidth (and low-latency) connections. Figure 18 presents an example configuration with a main GPU system connected to four 3D-stacked memories. In the logic layer of each 3D-stacked memory, there are GPU cores (also known as streaming multiprocessors, SMs) connected to memory vault controllers via a crossbar switch. In order to leverage the potential performance benefits of such systems, it is necessary to enable computation offloading and data mapping to multiple such compute-capable 3D-stacked memories, such that GPU applications can benefit from
processing-in-memory capabilities in the logic layers of such memories.

TOM (Transparent Offloading and Mapping) [100] proposes two mechanisms to address computation offloading and data mapping in such a system in a programmer-transparent manner. First, it introduces new compiler analysis techniques to identify code sections in GPU kernels that can benefit from offloading to PIM engines. The compiler estimates the potential memory bandwidth savings for each code block. To this end, the compiler compares the bandwidth consumption of the code block, when executed on the regular GPU cores, to the bandwidth cost of transmitting/receiving input/output registers, when offloading to the GPU cores in the logic layers. At runtime, a final offloading decision is made based on dynamic system conditions, such as contention for processing resources in the logic layer. Second, a software/hardware cooperative mechanism predicts the memory pages that will be accessed by offloaded code, and places such pages in the same 3D-stacked memory where the code will be executed. The goal is to make PIM effective by ensuring that the data needed by the PIM cores is in the same memory stack as the code that needs it. Both mechanisms are completely transparent to the programmer, who only needs to write regular GPU code without any explicit PIM instructions or any other modification to the code. We find that TOM improves the average performance of a variety of GPGPU workloads by 30% and reduces the average energy consumption by 11% with respect to a baseline GPU system without PIM offloading capabilities.

A related work [101] identifies GPU kernels that are suitable for PIM offloading by using a regression-based affinity prediction model. A concurrent kernel management mechanism uses the affinity prediction model and determines which kernels should be scheduled concurrently to maximize performance. This way, the proposed mechanism enables the simultaneous exploitation of the regular GPU cores and the in-memory GPU cores. This scheduling technique improves performance and energy efficiency by an average of 42% and 27%, respectively.

7.4. Instruction-Level PNM Acceleration with PIM-Enabled Instructions (PEI)

A finer-grained approach to using PNM is instruction-level offloading. With this approach, individual instructions can be offloaded to the PNM engine and accelerated. As we describe below, this fine-grained approach can have significant benefits in terms of potential adoption since existing processor-centric execution models already operate (i.e., perform computation) at the granularity of individual instructions and all such machinery can be reused to aid offloading to be as seamless as possible with existing programming models and system mechanisms. PIM-Enabled Instructions (PEI) [63] aims to provide the minimal processing-in-memory support to take advantage of PIM using 3D-stacked memory, in a way that can achieve significant performance and energy benefits without changing the computing system significantly. To this end, PEI proposes a collection of simple instructions, which introduce small changes to the computing system and no changes to the programming model or the virtual memory system, in a system with 3D-stacked memory. These instructions, generated by the compiler or programmer to indicate potentially PIM-offloadable operations in the program, are operations that can be executed either in a traditional host CPU (that fetches and decodes them) or the PIM engine in 3D-stacked memory.

PIM-Enabled Instructions are based on two key ideas. First, a PEI is a cache-coherent, virtually-addressed host processor instruction that operates on only a single cache block. It requires no changes to the sequential execution and programming model, no changes to virtual memory, minimal changes to cache coherence, and no need for special data mapping to take advantage of PIM (because each PEI is restricted to a single memory module due to the single cache block restriction it has). Second, a Locality-Aware Execution runtime mechanism decides dynamically where to execute a PEI (i.e., either the host processor or the PIM logic) based on simple locality characteristics and simple hardware predictors. This runtime mechanism executes the PEI at the location that maximizes performance. In summary, PIM-Enabled Instructions provide the illusion that PIM operations are executed as if they were host instructions: the programmer may not even be aware that the code is executing on a PIM-capable system and the exact same program containing PEIs can be executed on conventional systems that do not implement PIM.
Figure 19 shows an example architecture that can be used to enable PEIs. In this architecture, a PEI is executed on a PEI Computation Unit (PCU). To enable PEI execution in either the host CPU or in memory, a PCU is added to each host CPU and to each vault in an HMC-like 3D-stacked memory. While the work done in a PCU for a PEI might have required multiple CPU instructions in the baseline CPU-only architecture, the CPU only needs to execute a single PEI instruction, which is sent to a central PEI Management Unit (PMU in Figure 19). The PMU, which is in charge of the Locality-Aware Execution, launches the appropriate PEI operation on one of the PCUs, either on the CPU or in 3D-stacked memory.

Examples of PEIs are integer increment, integer minimum, floating-point addition, hash table probing, histogram bin index, Euclidean distance, and dot product [63]. Data-intensive workloads such as graph processing, in-memory data analytics, machine learning, and data mining can significantly benefit from these PEIs. Across 10 key data-intensive workloads, we observe that the use of PEIs in these workloads, in combination with the Locality-Aware Execution runtime mechanism, leads to an average performance improvement of 47% and an average energy reduction of 25% over a baseline CPU, on reasonably large data set sizes.

As such, the benefits provided by the fine-grained PEI approach are quite promising: with minimal changes to the system, performance and energy improve significantly. We therefore believe that the PEI mechanism can ease the adoption of PIM systems going into the future, a key issue we discuss in detail next.

7.5. Function-Level PNM Acceleration of Genome Analysis Workloads

Genome analysis is a critical data-intensive domain that can greatly benefit from acceleration [14, 15, 221-224, 409, 448, 455], specifically processing-in-memory acceleration. We find that function-level PNM acceleration via algorithm-architecture co-design is especially beneficial for data-intensive genome analysis workloads, as demonstrated in three of our recent works [15, 130, 450].

GRIM-Filter [130] is an in-memory accelerator for genome seed filtering. In order to read the genome (i.e., DNA sequence) of an organism, geneticists often need to reconstruct the genome from small segments of DNA known as reads, as current DNA extraction techniques are unable to extract the entire DNA sequence. A genome read mapper can perform the reconstruction by matching the reads against a reference genome, and a core part of read mapping is a computationally-expensive dynamic programming algorithm that aligns the reads to the reference genome. One technique to significantly improve the performance and efficiency of read mapping is seed filtering [222-224, 409, 456], which reduces the number of reference genome seeds (i.e., segments) that a read must be checked against for alignment by quickly eliminating seeds with no probability of matching. GRIM-Filter proposes a state-of-the-art filtering algorithm, and places the entire algorithm inside memory [130].

GRIM-Filter represents the entire reference genome by dividing it into short continuous segments, called bins, and performs analyses on metadata associated to each bin. This metadata, represented as a bitvector, stores whether or not a particular token (a short DNA sequence) is present in the associated bin. Bitvectors are stored in DRAM in column order, such that a DRAM access to a row fetches the bits of the same token across many bitvectors, as the left block of Figure 20 shows. GRIM-Filter places custom logic for each vault in the logic layer of 3D-stacked memory (center block of Figure 20). In each vault, there are multiple per-bin logic modules which operate on the bitvector of a single bin. Each logic module consists of an incrementer, accumulator, and comparator, as the right block of Figure 20 shows.

GRIM-Filter introduces a communication protocol between the read mapper and the filter. The communication protocol allows GRIM-Filter to be integrated...
into a full genome read mapper (e.g., FastHASH [456], mrFAST [457], BWA-MEM [458], Minimap2 [459]), by allowing (1) the read mapper to notify GRIM-Filter about the DRAM addresses on which to execute customized in-memory filtering operations, (2) GRIM-Filter to notify the read mapper once the filter generates a list of seeds for alignment. Across 10 real genome read sets, GRIM-Filter improves the performance of a full state-of-the-art read mapper by 3.65× over a conventional CPU-only system [130].

In a more recent work [15], we develop an algorithm-architecture co-design to accelerate approximate string matching (ASM), which is used at multiple points during the mapping process of genome analysis. ASM enables read mapping to account for sequencing errors and genetic variations in the reads. Our work, GenASM, is the first ASM acceleration framework for genome sequence analysis. GenASM performs bitvector-based ASM, which can efficiently accelerate multiple steps of genome sequence analysis. We modify the underlying ASM algorithm (Bitap [460] [461]) to significantly increase its parallelism and reduce its memory footprint. We accelerate this modified ASM algorithm, called GenASM-DC for Distance Calculation, using an accelerator that performs very efficient Distance Calculation between two input strings. We also develop a novel Bitap-compatible algorithm for traceback (i.e., a method to collect information about the different types of alignment errors, or differences, between two input strings), called GenASM-TB. Using our modified GenASM-DC algorithm and the new GenASM-TB algorithm, we design the first hardware accelerator for Bitap. Figure 21 illustrates a high-level overview of GenASM, depicting the flow of input and intermediate data in the system as well as the communication paths of the two accelerators for GenASM-DC and GenASM-TB. Our hardware accelerator, which is placed in the logic layer of 3D-stacked memory to minimize data movement overheads, consists of specialized systolic-array-based compute units and on-chip SRAMs that are designed to match the rate of computation with memory capacity and bandwidth, resulting in an efficient design whose performance scales linearly as we increase the number of compute units working in parallel. Our detailed performance and energy evaluations demonstrate that GenASM provides significant performance and power benefits for three different use cases in genome sequence analysis, outperforming the best prior hardware accelerators as well as software baselines by one or more orders of magnitude. We believe these results are quite promising and point to the need for further exploration of PIM accelerators in genome analysis.

In another recent work, we present SeGraM [450], an accelerator for genomic sequence-to-graph and sequence-to-sequence mapping. Sequence-to-graph mapping is a recent trend [462–467] that replaces the linear reference sequence with a graph-based representation of the reference genome, which captures genetic variations and diversity across individuals. Sequence-to-graph mapping results in significant quality improvements in genome analysis. Our work [450] identifies key bottlenecks of the seeding and alignment steps of sequence-to-graph mapping. Specifically, seeding suffers from long DRAM latency while alignment shows high cache miss rate. To alleviate these bottlenecks, SeGraM follows an algorithm/hardware co-designed approach to create the first hardware accelerator for sequence-to-graph mapping and sequence-to-sequence mapping (in practice, a special case of sequence-to-graph mapping). As depicted in Figure 22, SeGraM consists of two main components. First, MinSeed (MS) finds the minimizers (i.e., representative substrings of a sequence) for a given query read, fetches the candidate seed locations for the selected minimizers, and for each candidate seed, fetches the subgraph surrounding the seed. Second, BitAlign (BA) aligns the query read to the subgraphs identified by MinSeed, and finds the optimal alignment. BitAlign adapts GenASM’s bitvector-based algorithm [15] to perform sequence-to-graph alignment. SeGraM couples arrays of SeGraM accelerators (each one with MS and BA) with stacks of High Bandwidth Memory (HBM2E) [180], which ensures low-latency and high-bandwidth memory access for each SeGraM accelerator. We demonstrate that SeGraM provides significant improvements in performance and reduction of power consumption with respect to state-of-the-art sequence-to-graph mapping software. In summary, SeGraM is a promising framework that shows the great potential of algorithm/hardware co-design research for graph-based genome analysis.
7.6. Application-Level PNM Acceleration of Time Series Analysis

NATSA [133] [174] is a near-memory processing accelerator for time series analysis. Time series analysis is a powerful technique for extracting and predicting events with applications in epidemiology, genomics, neuroscience, astronomy, environmental sciences, economics, etc. NATSA implements matrix profile [468], the state-of-the-art algorithm for time series analysis fully via PNM. Matrix profile operates on large amounts of time series data, but it has low arithmetic intensity. As a result, data movement represents a major performance bottleneck and energy waste, which NATSA alleviates by performing the complete time series analysis processing near memory using specialized accelerators. NATSA places energy-efficient floating point arithmetic processing units (PUs in Figure 23) close to 3D-stacked HBM memory [177] [180], connected via silicon interposers, as Figure 23 shows. NATSA improves performance by up to 14.2× (9.9× on average) and reduces energy by up to 27.2× (19.4× on average) over the state-of-the-art multi-core implementation. NATSA also improves performance by 6.3× and reduces energy by 10.2× over a general-purpose PNM platform with 64 in-order cores.

8. Enabling the Adoption of PIM

Pushing some or all of the computation for a program from the CPU to memory introduces new challenges for system architects and programmers to overcome. Figure 24 lists some of these key challenges. These challenges must be addressed carefully and systematically in order for PIM to be adopted as a mainstream architecture in a wide variety of systems and workloads, and in a seamless manner that does not place heavy burden on the vast majority of programmers. In this section, we discuss several of these system-level and programming-level challenges, and highlight a number of our works that have addressed these challenges for a wide range of PIM architectures. We believe future research should examine solutions to these challenges with an open mindset that is keen on enabling adoption, since the widespread success of the PIM paradigm critically depends on effective solutions to these challenges.

Potential Barriers to Adoption of PIM

1. Applications & software for PIM
2. Ease of programming (interfaces and compiler/HW support)
3. System and security support: coherence, synchronization, virtual memory, isolation, communication interfaces, ...
4. Runtime and compilation systems for adaptive scheduling, data mapping, access/sharing control, ...
5. Infrastructures to assess benefits and feasibility

All can be solved with change of mindset

8.1. Programming Models and Code Generation for PIM

Two open research questions to enable the adoption of PIM are 1) what should the programming models
be, and 2) how can compilers and libraries alleviate the programming burden?

While PIM-Enabled Instructions [63] work well for offloading fine-grained and small amounts of computation to memory, they can potentially introduce overheads while taking advantage of PIM for large tasks, due to the need to frequently exchange information between the PIM processing logic and the CPU. Hence, there is a need for researchers to investigate how to integrate PIM instructions with other compiler-based methods or library calls that can support PIM integration, and how these approaches can ease the burden on the programmer, by enabling seamless offloading of instructions or function/library calls.

Such solutions can often be platform-dependent. One of our recent works [103] examines compiler-based mechanisms to decide what portions of code should be offloaded to PIM processing logic in a GPU-based system in a manner that is transparent to the GPU programmer. Another recent work [104] examines system-level techniques that decide which GPU application kernels are suitable for PIM execution.

As described in Section 7 with multiple promising examples, different granularities of code offloading in Processing Near Memory architectures have different implications for performance and energy as well as system complexity. These different granularities also have implications on programming and code generation complexity. Adoption-minded solutions should clearly take into account the granularity of code offloading and how a PNM system supports code execution.

Similarly, programming and code generation frameworks for Processing Using Memory approaches like Ambit are also critical for such approaches to become widely adopted. Programming model, compiler and library support for expressing, extracting and generating bulk bitwise operations in a program can greatly help the adoption of in-memory bulk bitwise execution models like Ambit. We believe there is exciting research to do in these directions.

Determining effective programming interfaces and the necessary as well as useful compiler/library support to effectively perform PIM remain open research and design questions, which are important for future works to tackle.

8.2. PIM Runtime: Scheduling and Data Mapping

We identify four key runtime issues in PIM: (1) what code to execute near data, (2) when to schedule execution on PIM (i.e., when is it worth offloading computation to the PIM cores), (3) how to map data to multiple memory modules such that PIM execution is viable and effective, and (4) how to effectively share/partition PIM mechanisms/accelerators at runtime across multiple threads/cores to maximize performance and energy efficiency. We have already proposed several approaches to solve these four issues, yet much research remains to be done to enable a robust and effective PIM runtime system that can be effective under many conditions.

The first key issue is to identify which portions of an application are suitable for PIM. We call such portions PIM offloading candidates. While PIM offloading candidates can be identified manually by a programmer, the identification would require significant programmer effort along with a detailed understanding of the hardware tradeoffs between CPU cores and PIM cores. For architects who are adding custom PIM logic (e.g., fixed-function accelerators, which we call PIM accelerators) to memory, the tradeoffs between CPU cores and PIM accelerators may not be known before determining which portions of the application are PIM offloading candidates, since the PIM accelerators are tailored for the PIM offloading candidates. To alleviate the burden of manually identifying PIM offloading candidates, we develop a systematic toolflow for identifying PIM offloading candidates in an application [7, 72, 211, 361]. This toolflow uses a system that executes the entire application on the CPU to evaluate whether each PIM offloading candidate meets the constraints of the system under consideration. For example, when we evaluate workloads for mobile consumer devices (e.g., Chrome web browser, TensorFlow Mobile, video playback, and video capture) [7], we use hardware performance counters and our energy model to identify candidate functions that could be PIM offloading candidates. A function is a PIM offloading candidate in a mobile consumer device if it meets the following conditions:

1. It consumes a significant fraction (e.g., more than 30%) of the overall workload energy consumption, since energy reduction is a primary objective in mobile systems and workloads.
2. Its data movement consumes a significant fraction (e.g., more than 30%) of the total workload energy to maximize the potential energy benefits of offloading to PIM.
3. It is memory-intensive (e.g., its last-level cache misses per kilo instruction, or MPKI, is greater than 10 [232, 470, 472]), as the energy savings of PIM is higher when more data movement is eliminated.
4. Data movement is the single largest component of the function’s energy consumption.

Figure 25 shows two example functions in Google’s Mobile TensorFlow machine learning inference frame-
work [434, 473] that are identified to be PIM offloading candidates using the afore-described methodology: packing/unpacking and quantization [7]. Note that these functions are together responsible for more than 54% of the data movement energy in the examined neural networks for this workload, which spend more than 57% of their execution energy on data movement, as depicted in Figure 25.

Some of our other recent works in PIM identify suitable PIM offloading candidates with different granularities. PIM-Enabled Instructions [63] propose various operations that can benefit from execution near or inside memory, such as integer increment, integer minimum, floating-point addition, hash table probing, histogram bin index, Euclidean distance, and dot product. GPU applications also contain several parts that are suitable for offloading to PIM engines [100, 101]. Bulk memory operations (copy, initialization) and bulk bitwise operations are good candidates for Ambient-like processing using DRAM approaches [122, 123, 126, 127, 150], as we discussed earlier. For PUM approaches that can execute more complex operations (e.g., addition, multiplication) using memory, the operation complexity (i.e., the latency of an operation for a certain data type) can determine how beneficial offloading to PUM can be compared to CPU execution. A recent analytical model [475] helps to evaluate such offloading tradeoffs in memristor-based PUM [161, 163].

In several of our research works, we propose runtime mechanisms for dynamic scheduling of PIM offloading candidates, i.e., mechanisms that decide whether or not to actually offload code that is marked to be potentially offloaded to PIM engines. In [63], we develop a locality-aware scheduling mechanism for PIM-enabled instructions. For GPU-based systems [100, 101], we explore the combination of compile-time and runtime mechanisms for identification and dynamic scheduling of PIM offloading candidates.

The best mapping of data and code that enables the maximal benefits from PIM depends on the applications and the computing system configuration as well as the type of PIM employed in the system. For instance, in order to be able operate on two source arrays inside DRAM with PUM approaches [122, 127, 135, 149, 171, 352, 353], one key issue is how to guarantee the alignment of the two arrays inside the same DRAM subarray. Practical solutions for this issue need to involve both the memory controller and the operating system to enable that arrays aligned in virtual memory can also be physically aligned in DRAM. He programmer and/or the compiler also likely need to carefully annotate and communicate computation patterns on large data blocks so that the system software and the memory controller can cooperatively map the data blocks in an appropriate manner that is amenable to bulk bitwise computation via PUM. Another key issue is how to move partial results generated in one DRAM subarray to other DRAM subarrays to continue the execution with other input operands residing in those subarrays. Several of our recent works [122, 136, 139, 291] propose mechanisms for in-DRAM internal data movement that can facilitate gathering of data in appropriate rows/subarrays/banks in a DRAM chip.

Programmer-transparent data and code mapping mechanisms are especially desirable for PIM adoption. In [100], we present a software/hardware cooperative mechanism to map data and code to several 3D-stacked memory chips in regular GPU applications with relatively regular memory access patterns. This work also deals with effectively sharing PIM engines across multiple threads, as GPU code sections can be offloaded from different GPU cores to the PNM GPU cores in 3D-stacked memory chips. Developing new approaches to data/code mapping and scheduling for a wide variety of applications and possible core and memory configurations is still necessary.

In summary, there are still several key research questions that should be investigated in runtime systems for PIM, which perform scheduling and data/code mapping:

- What are simple mechanisms to enable and disable PIM execution? How can PIM execution be throttled for highest performance gains? How should data locations and access patterns affect where/whether PIM execution should occur?
• Which parts of a given application’s code should be executed on PIM? What are simple mechanisms to identify when those parts of the application code can benefit from PIM?

• What are scheduling mechanisms to share PIM engines between multiple requesting cores to maximize benefits obtained from PIM?

• What are simple mechanisms to manage access to a memory that serves both CPU requests and PIM requests?

8.3. Memory Coherence

In a traditional multithreaded execution model that makes use of shared memory, writes to memory must be coordinated between multiple CPU cores, to ensure that threads do not operate on stale data values. Since CPUs include per-core private caches, when one core writes data to a memory address, cached copies of the data held within the caches of other cores must be updated or invalidated, using a mechanism known as cache coherence. Within a modern chip multiprocessor, the per-core caches perform coherence actions over a shared interconnect, with hardware coherence protocols.

Cache coherence is a major system challenge for enabling PIM architectures as general-purpose execution engines, as PIM processing logic can modify the data it processes, and this data may also be needed by CPU cores. If PIM processing logic is coherent with the processor, the PIM programming model is relatively simple, as it remains similar to conventional shared memory multithreaded programming, which makes PIM architectures easier to adopt in general-purpose systems. Thus, allowing PIM processing logic to maintain such a simple and traditional shared memory programming model can facilitate the widespread adoption of PIM. However, employing traditional fine-grained cache coherence (e.g., a cache-block based MESI protocol [476]) for PIM forces a large number of coherence messages to traverse the narrow processor-memory bus, potentially undoing the benefits of high-bandwidth and low-latency PIM execution. Unfortunately, solutions for coherence proposed by prior PIM works [62, 63, 100] either place some restrictions on the programming model (by eliminating coherence and requiring message passing based programming) or limit the performance and energy gains achievable by a PIM architecture.

We have developed a new coherence protocol, ConDA [72, 211, 361], that maintains cache coherence between PIM processing logic and CPU cores without sending coherence requests for every memory access. Instead, as shown in Figure 26, ConDA enables efficient coherence by having the PIM logic:

1. speculatively acquire coherence permissions for multiple memory operations over a given period of time (which we call optimistic execution; in the figure);

2. batch the coherence requests from the multiple memory operations into a set of compressed coherence signatures (2 and 3);

3. send the signatures to the CPU to determine whether the speculation violated any coherence semantics.

Whenever the CPU receives compressed signatures from the PIM core (e.g., when the PIM kernel finishes), the CPU performs coherence resolution (4), where it checks if any coherence conflicts occurred. If a conflict exists, any dirty cache line in the CPU that caused the conflict is flushed, and the PIM core rolls back and re-executes the code that was optimistically executed.

Figure 26: High-level operation of ConDA, a new coherence mechanism for near-data accelerators, including PNM and PUM. Reproduced from [341]. Originally presented in [211].

As a result of this "lazy" checking of coherence violations, ConDA approaches near-ideal coherence behavior: the performance and energy consumption of a PIM architecture with ConDA are, respectively, within 10.4% and 4.4% the performance and energy consumption of a system where coherence is performed at zero latency and energy cost.

Despite the leap that ConDA [72, 211, 361] represents for memory coherence in computing systems with PIM support, we believe that it is still necessary to explore other solutions for memory coherence that can efficiently deal with all types of workloads and PIM offloading granularities as well as different approaches to PIM. In this direction, the design of new interfaces featuring memory coherence support across devices and memory (e.g., CXL [477], OpenCAPI [173, 175, 478], OMI [479]) can enable faster adoption of PIM by providing a communication substrate on top of which efficient coherence and programming support can be built.
8.4. Virtual Memory Support

When an application needs to access its data inside the main memory, the CPU core must first perform an address translation, which converts the data’s virtual address into a physical address within main memory. If the translation metadata is not available in the CPU’s translation lookaside buffer (TLB), the CPU must invoke the page table walker in order to perform a long-latency page table walk that involves multiple sequential reads to the main memory and lowers the application’s performance. In modern systems, the virtual memory system also provides access protection mechanisms.

A naive solution to reducing the overhead of page walks is to utilize PIM engines to perform page table walks. This can be done by duplicating the content of the TLB and moving the page walker to the PIM processing logic in main memory. Unfortunately, this is either difficult or expensive for three reasons. First, coherence has to be maintained between the CPU’s TLBs and the memory-side TLBs. This introduces extra complexity and off-chip requests. Second, duplicating the TLBs increases the storage and complexity overheads on the memory side, which should be carefully contained. Third, if main memory is shared across CPUs with different types of architectures, page table structures and the implementation of address translations can be different across the different architectures. Ensuring compatibility between the in-memory TLB/page walker and all possible types of virtual memory architecture designs can be complicated and often not even practically feasible.

To address these concerns and reduce the overhead of virtual memory, we explore a tractable solution for PIM address translation as part of our in-memory pointer chasing accelerator, IMPICA [103]. IMPICA exploits the high bandwidth available within 3D-stacked memory to traverse a chain of virtual memory pointers within DRAM, without having to look up virtual-to-physical address translations in the CPU translation lookaside buffer (TLB) and without using the page walkers within the CPU. IMPICA’s key ideas are 1) to use a region-based page table, which is optimized for PIM acceleration, and 2) to decouple address calculation and memory access with two specialized engines. IMPICA improves the performance of pointer chasing operations in three commonly-used linked data structures (linked lists, hash tables, and B-trees) by 92%, 29%, and 18%, respectively. On a real database application, DBx1000, IMPICA improves transaction throughput and response time by 16% and 13%, respectively. IMPICA also reduces overall system energy consumption (by 41%, 23%, and 10% for the three commonly-used data structures, and by 6% for DBx1000).

Beyond pointer chasing operations that are tackled by IMPICA [103], providing efficient mechanisms for PIM-based virtual-to-physical address translation (as well as access protection) remains a challenge for the generalizability of applications, especially those that access large amounts of virtual memory [443, 444, 480].

Looking forward, we recently introduced a fundamentally-new virtual memory framework, the Virtual Block Interface (VBI) [481], which proposes to delegate physical memory management duties completely to the memory controller hardware as well as other specialized hardware. Figure 27 compares VBI to conventional virtual memory at a very high level. Designing VBI-based PIM units that manage memory allocation and address translation can help fundamentally overcome this important virtual memory challenge of PIM systems. We refer the reader to our VBI work [481] for details.

8.5. Data Structures for PIM

Current systems with many cores run applications with concurrent data structures to achieve high performance and scalability, with significant benefits over sequential data structures. Such concurrent data structures are often used in heavily-optimized server systems today, where high performance is critical. To enable the adoption of PIM in such many-core systems, it is necessary to develop concurrent data structures that are specifically tailored to take advantage of PIM.

Pointer chasing data structures and contended data structures require careful analysis and design to leverage the high bandwidth and low latency of 3D-stacked memories [112]. First, pointer chasing data structures, such as linked-lists and skip-lists, have a high degree of inherent parallelism and low contention, but a naive implementation in PIM cores is burdened by hard-to-predict memory access patterns. By combining and partitioning
the data across 3D-stacked memory vaults, it is possible to fully exploit the inherent parallelism of these data structures. Second, contended data structures, such as FIFO queues, are a good fit for CPU caches because they expose high locality. However, they suffer from high contention when many threads access them concurrently. Their performance on traditional CPU systems can be improved using a new PIM-based FIFO queue [112]. The proposed PIM-based FIFO queue uses a PIM core to perform enqueue and dequeue operations requested by CPU cores. The PIM core can pipeline requests from different CPU cores for improved performance.

As recent work [112] shows, PIM-managed concurrent data structures can outperform state-of-the-art concurrent data structures that are designed for and executed on multiple cores. We believe and hope that future work will enable other types of data structures (e.g., hash tables, search trees, priority queues) to benefit from PIM-managed designs.

8.6. Benchmarks and Simulation Infrastructures

To ease the adoption of PIM, it is critical that we accurately assess the benefits and shortcomings of PIM. Accurate assessment of PIM requires (1) a preferably large set of real-world memory-intensive applications that have the potential to benefit significantly when executed near memory, (2) a rigorous methodology to (automatically) identify PIM offloading candidates, and (3) simulation/evaluation infrastructures that allow architects and system designers to accurately analyze the benefits and overheads of adding PIM processing logic to memory and executing code on this processing logic.

In order to explore what processing logic should be introduced near memory, and to know what properties are ideal for PIM kernels, we believe it is important to begin by developing a real-world benchmark suite of a wide variety of applications that can potentially benefit from PIM. While many data-intensive applications, such as pointer chasing and bulk memory copy, can potentially benefit from PIM, it is crucial to examine important candidate applications for PIM execution, and for researchers to agree on a common set of these candidate applications to focus the efforts of the community as well as to enable reproducibility of results, which is important to assess the relative benefits of different ideas developed by different researchers. We believe that these applications should come from a number of popular and emerging domains. Examples of potential domains include data-parallel applications, neural networks, machine learning, graph processing, data analytics, search/filtering, mobile workloads, bioinformatics, Hadoop/Spark programs, security/cryptography, and in-memory data stores. Many of these applications have large data sets and can benefit from high memory bandwidth and low memory latency benefits provided by computation near memory. In our prior work, we have started identifying several applications that can benefit from PIM in graph processing frameworks [82, 63], pointer chasing [61, 103], databases [72, 103, 111, 211, 561], consumer workloads [7], time series analysis [133], genome analysis [15, 130], machine learning [7, 9], and GPGPU workloads [100, 101]. However, there is significant room for methodical development of a large-scale PIM benchmark suite, which our recent DAMOV work [18, 20] takes the first steps for, as we explain below.

A systematic methodology for (automatically) identifying potential PIM kernels (i.e., code portions that can benefit from PIM) within an application can, among many other benefits, (1) ease the burden of programming PIM architectures by aiding the programmer to identify what should be offloaded, (2) ease the burden of and improve the reproducibility of PIM research, (3) drive the design and implementation of PIM functional units that many types of applications can leverage, (4) inspire the development of tools that programmers and compilers can use to automate the process of offloading portions of existing applications to PIM processing logic, and (5) lead the community towards convergence on PIM designs and offloading candidates. In our DAMOV work [18, 20, 360], we take the first steps in developing such a methodology and the first benchmark suite for PIM. DAMOV’s workload characterization methodology consists of three main steps, depicted in Figure [28].

The first step, memory-bound function identification, aims to identify the functions of an application that suffer from data movement bottlenecks (this step is optional if these functions are known a priori). There are various potential sources of memory boundedness, e.g., cache misses, cache coherence traffic, and long queueing latencies. In this step, the user of DAMOV’s methodology can use hardware profiling tools that characterize the application behaviour on a computing system. In particular, we use the Intel VTune Profiler [482]. VTune implements the top-down analysis [483], which uses available CPU hardware counters to identify different sources of CPU system bottlenecks. A relevant metric that VTune provides is Memory Bound [484], which measures the percentage of pipeline slots that are not utilized due to any issue related to data access.

The second step, locality-based clustering, analyzes spatial and temporal locality of an application (or the function/s identified in the first step) in an architecture-
By combining the data obtained in the three steps, we can systematically classify the leading causes of data movement bottlenecks in an application or function into different bottleneck classes. In [18, 19], we analyze 345 applications (with a total of 77K functions) from 37 different workload suites. We analyzed in detail 144 functions from 74 different application, which are memory-bound according to the first step of our methodology. We found six main classes of applications affected by memory bottlenecks such as DRAM bandwidth, DRAM latency, cache capacity, and cache contention (see [18, 19] for the detailed analysis of these classes).

The 144 representative functions identified in our study constitute the first open-source benchmark suite for data movement, called DAMOV Benchmark Suite [487]. This benchmark suite can aid the study of open research problems for PIM architectures. For example, in [18, 19], we evaluate four case studies that use DAMOV benchmarks: (i) study of the impact of load balance and inter-vault communication in 3D-stacked PIM systems, (ii) study of PIM accelerators compared to general-purpose PIM cores, (iii) study of different core models for PIM, (iv) identification of simple PIM instructions (à la PEI [63, 447]).

We believe our DAMOV work opens up many more steps to extend the methodology and develop other new methodologies for identifying PIM kernels as well as automatic tools (e.g., profilers, compilers, runtime systems) that implement these methodologies, generate optimized code for PIM (potentially with help from programmer annotations), coordinate offloading to PIM cores, etc.

Along these lines, our NAPEL [134] work is an early example of an ML-based performance and energy estimation framework for PNM. NAPEL leverages ensemble learning techniques to generate PNM performance and energy prediction models that are based on microarchitecture parameters and application characteristics. Figure 29 shows the high-level overview of NAPEL training and prediction, the components of which are explained in detail in [134]. Our evaluations show that NAPEL can make fast yet accurate predictions of PIM offloading suitability for previously-unseen applications on general-purpose PNM architectures.

We also need simulation infrastructures to accurately model the performance and energy of PIM hardware structures, available memory bandwidth, and communication overheads when we execute code near or inside memory. Highly-flexible and commonly-used memory simulators (e.g., Ramulator [176, 488], SoftMC [48, 398]) can be combined with full-system simulators (e.g., gem5 [489], zsim [490], gem5-gpu [491], GPGPU-Sim [492]) to provide a robust environment that can
evaluate how various PIM architectures affect the entire compute stack, and can allow designers to identify memory, workload, and system characteristics that affect the efficiency of PIM execution. A powerful open-source simulation infrastructure that provides such environment is Ramulator-PIM [493], first introduced by our NAPEL framework [134], which combines Ramulator [176, 488] and zsim [490]. Ramulator-PIM can simulate a wide range of configurations of PIM in-order and out-of-order cores and accelerators with different memory technologies. DAMOV-SIM [487] augments Ramulator-PIM with additional configurations and a more user-friendly interface.

8.7. Real PIM Hardware Systems and Prototypes

As industry and academia push toward enabling the PIM paradigm, it will be important to also provide real PIM hardware or prototypes. Such hardware can greatly enable and accelerate evaluations of both adoption and research issues in PIM, leading to learnings from real workloads executed on real systems and thus better PIM approaches over time. Such real hardware for PIM is very much useful for both PUM and PNM approaches.

We are aware of a handful of such real hardware systems. First, there are several successful attempts in academia to perform PUM operations in off-the-shelf DRAM chips [137, 138, 204, 292, 359, 393] (Section 8.7.1). Second, the UPMEM company [368, 369] commercializes a PIM architecture that integrates simple processors into DDR4 DRAM chips (Section 8.7.2). Third, there have been many prototypes of real PNM DRAM chips developed by major vendors in industry, including Samsung [386, 390], SK Hynix [391] and Alibaba [392] in 2021–2022. We briefly explain these different prototypes (Sections 8.7.3 to 8.7.6), of which there are four we are aware of.

### 8.7.1. PUM Prototypes

ComputeDRAM [137], which is based on the SoftMC memory controller infrastructure [48] can potentially provide the opportunity to test Rowclone (Section 6.1) and Ambit (Section 6.2) PUM approaches on real workloads, albeit likely at reduced reliability since it exploits off-the-shelf DRAM chips, as we discussed in Section 6.2. PiDRAM [138, 359, 399] is a flexible end-to-end FPGA-based experimental framework that leverages ComputeDRAM’s idea of implementing PUM approaches by violating timing parameters. PiDRAM enables the study of end-to-end benefits of PUM techniques such as RowClone [122] and D-RaNGe [204]. PiDRAM can potentially enable end-to-end studies of other PUM techniques (e.g., QUAC-TRNG [393]) and frameworks (e.g., SIM-DRAM [127]).

### 8.7.2. UPMEM PIM Architecture

The UPMEM PIM architecture [368, 369], shown in Figure 30, is the first real-world publicly-available PIM architecture. This PNM system consists of one simple processor (called DRAM Processing Unit, DPU) implemented next to each bank in a DRAM chip. A DPU has high-bandwidth, low-latency, low-energy access to all the data in its corresponding bank. UPMEM has produced real DRAM modules (standard DDR4-2400 DIMMs [495]) that contain 16 PNM-capable DRAM chips each. Each DRAM chip includes eight 64-GB DRAM banks, each of which has a DPU attached running at a few hundred MHz. A full-blown UPMEM system configuration contains 2560 DPUs capable of operating on 160 GB of DRAM memory.

#### UPMEM Processing-in-DRAM Engine (2019)

- **Processing in DRAM Engine**
  - Includes **standard DIMM modules**, with a large number of DPU processors combined with DRAM chips.

  - Replaces **standard DIMMs**
    - DDR4 R-DIMM modules
    - 8GB+128 DPUs (16 PIM chips)
    - Standard 2x-nm DRAM process

  - **Large amounts of compute & memory bandwidth**

![Figure 30: UPMEM PIM architecture and hardware. Reproduced from 225.](image-url)

Figure 31 (left) shows an UPMEM PIM system with (1) a host CPU, (2) standard main memory (DRAM mem-
ory modules), and (3) PIM-enabled memory (UPMEM modules). Each PIM chip (Figure 31 (right)) contains 8 DPUs. Each DPU has exclusive access to (1) a 64-MB DRAM bank, called MRAM, (2) a 24-KB instruction memory, called IRAM, and (3) a 64-KB scratchpad memory, called WRAM. The DPU pipeline supports natively 32-bit addition/subtraction while 32-bit multiplication/division and floating-point operations are emulated by the runtime library. The host CPU can access MRAM (Figure 31 (left)) to copy input data (from main memory to MRAM) and to retrieve results (from MRAM to main memory). There is no support for direct communication between DPUs. All inter-DPU communication takes place through the host CPU.

Thorough architecture characterization and benchmarking, as we have performed in our recent works [372, 497–505], is necessary to understand the potential of the UPMEM PIM system and propose programming recommendations and architecture & hardware improvements for future PIM systems. To this end, we have carried out the first comprehensive analysis of the UPMEM PIM system. Our work makes two key contributions. First, we conduct an experimental characterization of the UPMEM-based PIM system using microbenchmarks to assess various architecture limits such as compute throughput and memory bandwidth, yielding new insights. Second, we present PrIM (Processing-In-Memory benchmarks), a benchmark suite of 16 workloads from different application domains (e.g., dense/sparse linear algebra, databases, data analytics, graph processing, neural networks, bioinformatics, image processing), which we identify as memory-bound. We evaluate the performance and scaling characteristics of PrIM benchmarks on the UPMEM PIM architecture, and compare their performance and energy consumption to their state-of-the-art CPU and GPU counterparts. Our extensive evaluation conducted on two real UPMEM-based PIM systems with 640 and 2556 DPUs provides new insights about suitability of different workloads to the PIM system, programming recommendations for software designers, and suggestions and hints for hardware and architecture designers of future PIM systems. We highlight here four key takeaways that come out of our work [497, 502]:

1. The UPMEM PIM architecture is fundamentally compute bound. As a result, the most suitable workloads are memory-bound in processor-centric systems (i.e., CPU, GPU).
2. The most well-suited workloads for the UPMEM PIM architecture use only simple operations (e.g., bitwise operations and integer addition/subtraction).
3. The most well-suited workloads for the UPMEM PIM architecture require little or no communication across DPUs.
4. UPMEM PIM systems outperform modern CPUs in terms of performance and energy efficiency on most of PrIM benchmarks and outperform modern GPUs on a majority (10 out of 16) of PrIM benchmarks, and the outlook is even more positive for future PIM systems. UPMEM-based PIM systems are more energy-efficient than modern CPUs and GPUs on workloads that they provide performance improvements over the CPUs and the GPUs.

We are also exploring in depth important application domains and their suitability to the UPMEM PIM system. We introduce next three recent studies of the suitability of the UPMEM PIM architecture to sparse linear algebra, bioinformatics, and machine learning applications.

First, we have performed an extensive analysis of Sparse Matrix-Vector multiplication (SpMV), an important memory-bound kernel, on the UPMEM PIM system. We introduce SparseP [373, 503, 504, 506], the first SpMV library for real PIM architectures. We make two key contributions. (1) We design efficient SpMV algorithms to accelerate the SpMV kernel in current and future PIM systems, while covering a wide variety of sparse matrices with diverse sparsity patterns. (2) We provide the first comprehensive analysis of SpMV on a real PIM architecture.

Second, we have evaluated the suitability of the UPMEM PIM system for accelerating sequence alignment algorithms, such as Needleman-Wunsch (NW) [507], Smith-Waterman-Goichi (SWG) [508], GenASM [15], and the wavefront algorithm (WFA) [509], which is currently the state-of-the-art gap-affine pairwise alignment algorithm. Our recent work [453, 454] introduces a framework for PIM-based sequence alignment, where the host CPU dispatches a large number of sequence pairs across the DPUs available in the PIM system. In each DPU, we assign different sequence pairs to different PIM threads, which perform the alignments. Our framework supports NW, SWG, GenASM, WFA, and WFA-adaptive (a heuristic variant of WFA) [509]. Each of these algorithms has alternate implementations that manage the UPMEM memory hierarchy (i.e., MRAM and WRAM) differently and are suitable for different read lengths.

Third, we have performed a comprehensive analysis of the potential of the UPMEM PIM architecture to accelerate machine learning training. To
do so, we (1) implement several representative classic machine learning algorithms (namely, linear regression, logistic regression, decision tree, K-Means clustering) on an UPMEM PIM system, (2) apply several optimizations to overcome the limitations of the current UPMEM PIM architecture (e.g., limited instruction set, no direct inter-DPU communication), (3) rigorously evaluate and characterize them in terms of accuracy, performance and scaling, and (4) compare to their counterpart implementations on CPU and GPU. Our work [372, 505] provides several key observations, takeaways, and recommendations that can inspire users of machine learning workloads, programmers of PIM architectures, and hardware designers and architects of future PIM systems.

8.7.3. Samsung Function-In-Memory DRAM (FIM-DRAM)

Samsung has recently introduced FIMDRAM, also known as HBM-PIM [386-388], a PIM architecture targeted to accelerate machine learning inference. FIM-DRAM embeds one 16-bit floating-point SIMD unit with 16 lanes, called Programmable Compute Unit (PCU), next to two DRAM banks in HBM2 layers [180]. PCUs support only a reduced instruction set (FP16 add, multiply, multiply-accumulate, multiply-and-add).

Figure 32 shows a view of FIMDRAM chip implementation [386], where HBM2 layers are modified to place one PCU block between two DRAM banks.

8.7.4. Samsung Acceleration DIMM (AxDIMM)

AxDIMM [388-390], also from Samsung, is a DIMM-based solution which places an FPGA fabric in the buffer chip of the DIMM. AxDIMM has been tested for DLRM recommendation inference [389, 511] and for database operations [390].

Figure 32: FIMDRAM chip implementation. Reproduced from [510].
AxDIMM Design: Hardware Architecture

![AxDIMM Hardware Architecture](image)

Figure 33: AxDIMM hardware architecture. Reproduced from [512].

supplementary 2-KB SRAM buffer, called global buffer (GB), which can store input vectors or serve as an intermediate buffer for copy operations between DRAM banks. This inter-bank copy operation is a limited form of a RowClone-like operation [122] (Section 6.1). In particular, it resembles RowClone’s Pipelined Serial Mode (from bank to bank, not inside the same subarray).

AiM: System Organization

- GDDR6-based AiM architecture

![AiM System Organization](image)

Figure 34: AiM system organization. Reproduced from [513].

8.7.6. Alibaba Logic-to-DRAM Hybrid Bonding with PNM (HB-PNM)

Alibaba has recently presented HB-PNM [392], a PNM system with specialized engines for recommendation systems, which is composed of a DRAM die and a logic die vertically integrated via hybrid bonding (HB) [514].

Figure 35 shows the logic die and the DRAM die (top left), and the cross-section of a chip package with the logic die and the DRAM die vertically bonded by HB (bottom left) [392]. The DRAM die contains 6 x 6 1Gb DRAM cores with 8 banks each (top right of Figure 35). The logic die contains multiple processing elements called match and neural engines (bottom right of Figure 35) that perform, respectively, matching and ranking in a recommendation system.

HB-PNM: Overall Architecture

- 3D-stacked logic die and DRAM die vertically bonded by hybrid bonding (HB)

![HB-PNM Logic & DRAM Dies](image)

Figure 35: HB-PNM logic & DRAM dies and architecture. Reproduced from [515].

8.7.7. Summary

As we discuss in this section, PIM systems are finally becoming a reality in the form of PUM prototypes and PNM solutions. It is exciting that the industry is taking up PNM. We foreshadow that there will be more to come. We believe the existence of such real PIM hardware can greatly enable and accelerate software and adoption-related efforts for PIM, specifically PNM architectures, and can set a promising and useful baseline for future research in PNM systems.

8.8. Security Considerations

As a new processing paradigm, PIM introduces new security considerations related to its integration in real-world computing systems. First, there is a need to provide security guarantees in systems with PIM capabilities so that applications that offload code can execute securely in PIM computation units. Naively providing access to PIM computation units for all concurrently-executing applications may lead to potentially unforeseen data leakage and other issues. Second, the ability to perform computation inside or near memory using PIM can enable the opportunity to specialize such computation mechanisms to enhance system security (as briefly discussed in Section 6.5). We cover each of these topics.
briefly but envision many future ideas related to them in future PIM research and designs.

First, PIM computation units should provide at least as good security primitives as processor-centric computation units of today. This means that there should at least be isolation between concurrently-executing processes on PIM computation units and access control to PIM resources (both data storage and computation units) should be securely managed. Partitioning of computation units, as done in [481], can enable isolation. We believe new approaches to virtualization and cross-layer design that provide extensive hardware management capabilities in the memory controllers, such as the Virtual Block Interface (VBI) [481] or Expressive Memory [516, 517] can not only make PIM security mechanisms easier and more effective to implement but can provide much more enhanced PIM security mechanisms than existing systems.

As in existing systems, reliability and data integrity are important in PIM systems, especially in PUM approaches, where memory rows can be frequently activated and deactivated. The RowHammer vulnerability [30, 34, 55, 56, 195, 198, 242] (Section 2) can potentially become exacerbated in PIM systems but it can also be more easily preventable using an intelligent memory controller [195] as in PIM. The cell wearout problem due to endurance limitations in some modern NVM technologies can limit the reliability and thus effectiveness of NVM-based PUM approaches [118, 161, 163, 165] and thus needs to be addressed. Employing in-memory error correcting code (ECC) techniques [201, 203, 518] is likely necessary in future PIM approaches and PIM systems should likely be designed to support ECC techniques to maintain data reliability in the presence of computation mechanisms using/near memory and increasing noise and reliability problems due to technology scaling.

Second, the PIM paradigm enables new opportunities to increase the security and privacy of computations and data, and thus entire computing systems. If data and computation stay within one chip, then the exposure of such data and computation to many attacks will likely be minimized. By eliminating data movement between memory and processor, the PIM paradigm takes a large step towards getting rid of one of the most attacker-exposed type of data movement, i.e., data movement over the main memory bus. Enabling the secure and private execution of computations in PIM systems can therefore potentially enable fundamentally more secure computing systems. This requires providing support for such secure computation, as we discussed earlier in Section 6.5. For example, our afore-described DRAM latency PUF [292], DRAM latency True Random Number Generator [204], and QUAC True Random Number Generator [393] are notable examples of novel in-DRAM security primitives that take advantage of Processing Using Memory that were briefly discussed in Section 6.5. We envision future works on PIM will provide many other security primitives, applications, and use cases.

9. Other Resources on PIM

As we have shown in previous sections, PIM is capturing a lot of attention from both industry and academia. It represents a key topic in our advanced Computer Architecture courses [519, 520]. We have recently established PIM courses [521, 522], where we comprehensively cover many concepts, ideas, issues in PIM with a focus on both research and practical aspects. We have also held a special session on PIM [523] (at the ISVLSI 2022 conference [524]) with nine talks about recent research on tools & methodologies for PIM [138, 359, 560], applications (ML [372, 505], databases [375], genomics [451, 452], SpMV [373, 503, 504], time series analysis [133], etc.), and challenges & opportunities [525].

These courses and talks, together with the growing amount of open-source infrastructures for PIM (e.g., simulators [487, 493], prototyping platforms [598, 599], benchmark suites [487, 501], application implementations [372, 373, 453, 503, 504, 506]), can greatly contribute to disseminating knowledge about PIM and foster more developments and innovations. We hope that the future of memory-centric computing can be shaped in a way that can greatly improve our computing systems in a widespread manner.

10. Conclusion and Future Outlook

Data movement is a major performance and energy bottleneck plaguing modern computing systems. A large fraction of system energy is spent on moving data across the memory hierarchy into the processors (and accelerators), the only place where computation is performed in a modern system. Fundamentally, the large amounts of data movement are caused by the processor-centric design paradigm of modern computing systems: processing of data is performed only in the processors (and accelerators), which are far away from the data, and as a result, data moves a lot in the system, to facilitate computation on it.

In this work, we argue for a paradigm shift in the design of computing systems toward a data-centric design paradigm that enables computation capability in places
where data resides and thus performs computation with minimal data movement. **Processing-in-memory (PIM)** is a fundamentally data-centric design approach for computing systems that enables the ability to perform operations in or near memory. Recent advances in modern memory architectures have enabled us to extensively explore two novel approaches to designing PIM architectures: PUM (Processing Using Memory) and PNM (Processing Near Memory). First, we show that PUM exploits the existing DRAM architecture and the operational principles of the DRAM circuitry, enabling a number of important and widely-used operations (e.g., memory copy, data initialization, bulk bitwise operations, data reorganization) within DRAM, with minimal changes to DRAM chips. Similar PUM approaches are also applicable to other types of memory chips, and all yield large performance and energy benefits. Second, we demonstrate that PNM can exploit the embedded computation capability in the logic layer of 3D-stacked memory in a variety of ways to provide significant performance improvements and energy savings, across a large range of application domains and computing platforms. Similar PNM approaches are applicable to different types of memories and also to memory controllers.

Despite the extensive design space that we have studied so far, a number of key challenges remain to enable the widespread adoption of PIM in future computing systems [151][152]. Important challenges include developing easy-to-use programming models for PIM (e.g., PIM application interfaces, compilers and libraries designed to abstract away PIM architecture details from programmers), and extensive runtime support for PIM (e.g., scheduling PIM operations, sharing PIM logic among CPU threads, cache coherence, virtual memory support). We hope that providing the community with (1) a large set of memory-intensive benchmarks that can potentially benefit from PIM, (2) a rigorous methodology to identify PIM-suitable parts within an application, and (3) accurate simulation infrastructures for estimating the benefits and overheads of PIM will empower researchers to address remaining challenges for the adoption of PIM. Real PIM hardware that starts to become a reality is also key to investigate adoption-related research, as it represents a necessary baseline for future research.

We firmly believe that it is time to design principled system architectures to solve the data movement problem of modern computing systems, which is caused by the rigid dichotomy and imbalance between the computing unit (CPUs and accelerators) and the memory/storage unit. Fundamentally solving the data movement problem requires a paradigm shift to a more data-centric computing system design, where computation happens where data resides (i.e., in or near memory/storage), with minimal movement of data. Such a paradigm shift can greatly push the boundaries of future computing systems, leading to orders of magnitude improvements in energy and performance (as we demonstrated with some examples in this work), potentially enabling new applications and computing platforms.
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