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Fig. 1. PointPillars with FE layers. FE layers are a plug-in model used to extract detailed geometric information among neighborhoods. In this paper, FE layers are formed by cascaded Spatial-Attention Graph Convolution (S-AT GCN). S-AT GCN contains 4 steps, including EdgeConv, Attention, FDFS, and Aggregation, corresponding to Vertex Feature Extraction, Self-attention, Far Distance Feature suppression, and Feature Aggregation in Section IV-A, respectively.

Abstract—3D object detection plays a crucial role in environmental perception for autonomous vehicles, which is the prerequisite of decision and control. This paper analyses partition-based methods' inherent drawbacks. In the partition operation, a single instance such as a pedestrian is sliced into several pieces, which we call it the partition effect. We propose the Spatial-Attention Graph Convolution (S-AT GCN), forming the Feature Enhancement (FE) layers to overcome this drawback. The S-AT GCN utilizes the graph convolution and the spatial attention mechanism to extract local geometrical structure features. This allows the network to have more meaningful features for the foreground. Our experiments on the KITTI 3D object and bird’s eye view detection show that S-AT Conv and FE layers are effective, especially for small objects. FE layers boost the pedestrian class performance by 3.62% and cyclist class by 4.21% 3D mAP. The time cost of these extra FE layers are limited. PointPillars with FE layers can achieve 48 PFS, satisfying the real-time requirement. The code is available at https://github.com/Link2Link/FE_GCN.
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I. INTRODUCTION

3D Object detection is a core requirement of autonomous vehicles (AVs). To supply the information to the decision and control subsystem, AVs need to scan the surrounding environment. The performance of 3D object detection would directly affect the safety of AVs. To perform the detection task, an autonomous vehicle would typically install several sensors, where the LiDAR is the most significant one. The LiDAR can measure the distance to objects in the surrounding 360-degree view and generate a group of points in threedimensional space called point cloud. Traditionally, the 3D object detection algorithm is designed as a pipeline involving background subtraction, data clustering and classification [6].

Due to the great success of deep learning in computer vision, there is an increase in the interest to extend this technology to 3D data processing [5]. While there are many similarities between 2D object detection in image and 3D object detection in point cloud, they have two key differences: 1) A point cloud is unstructured 3D data, while an image is structured 2D data. As a result, the 2D convolution cannot be easily extended to 3D convolution due to this inherent difference. 2) Points in a point cloud are more sparse compared with the pixels in an image. Hence, data in a point cloud are in a sparse representation, while data in an image...
Current 3D object detection algorithms with solely point cloud can be classified into two categories: raw data-based methods and partition-based methods. Raw data-based methods utilize neural networks to process the raw point cloud directly. Partition-based methods apply predefined rules to partition the 3D space (which generates a nominal structure for point cloud) and use a variant of CNN to process the partitioned data.

Raw data-based methods process a point cloud directly. Thus, they do not lose information in theory. Partition-based methods sample a point cloud inside each small zone which we call it cells. If cell features are generated through a statistical method such as mean value, they will suffer from quantization error. If cell feature are learned by the network, even though they do not cause quantization error, the partition-based method will lose some information. Hence, the partition-based methods would inevitably waste some detailed information. We call this phenomenon the partition effect.

In this paper, we analyze the partition effect and point out that the partition operation’s drawback is inherent. The partition effect influences the performance of 3D object detection profoundly, especially in small object detection. Based on this observation, we suggest adding an extra layer after partition operation, which we call the Feature Enhancement (FE) layer. We believe that increasing the network capability at very shallow layers to capture geometrical detail information will reduce the partition effect. Based on this intuition, we propose a novel structure called Spatial-Attention Graph Convolution (S-AT GCN), responsible for capturing the geometrical detail in a neighborhood. And the S-AT GCN can be cascaded to form FE layers. To present FE layers’ effectiveness, we add it to the baseline model, PointPillars [9]. The evaluation is conducted on the KITTI 3D object detection and birds’ eye view detection benchmark. Our results show that FE layers can boost small 3D object detection performance with a tiny cost of time. Our contributions can be summarized as follows:

1) We analyze the partition operation. We show that the partition effect is an inherent drawback that limits small 3D object detection performance in partition-based methods.
2) We recommend adding an extra Feature Enhancement (FE) layer behind the partition operation. This extra layer is applied to mitigate the negative impact of the partition effect in small 3D object detection.
3) We design a spatial attention mechanism for GCN, which explicitly guarantees the local activation through the Euclidean distance between vertices.
4) We propose a novel structure called Spatial-Attention Graph Convolution (S-AT GCN) to form the FE layer. S-AT GCN applies graph convolution and spatial attention mechanism to extract detailed geometric information in a local field effectively.

Most deep learning methods on a point cloud either directly use raw point cloud data [9], [10], [7], [23], [28], convert the data into 3D grids (voxels) [29], [19], [12], [17], [11], or generate the multi-view representations [27], [26], [8]. Based on the approach to extract features, most methods can be classified into raw data-based and partition-based. The raw data-based methods, just as it literally means, feed the raw point cloud into the network and obtain the result directly. The voxel-based methods and multi-view-based methods can be understood as partition-based methods. The former partition the data in the 3D space to generate the voxel feature, and the latter partition the data in the 2D plane to produce the pixel feature.

**Raw data-based methods.** PointNet [9] is the first deep learning architecture directly learning the raw point cloud data. It utilizes MLP to learn pointwise features and extracts global features with a max-pooling layer. Since PointNet [9] independently learns features from each point, it cannot capture the local structure. Therefore, Qi et al. [10] propose a hierarchical network PointNet++ to learn geometric structures from each point’s neighborhood. Because of the strong representation ability of PointNet and PointNet++, many 3D object detection algorithms have been developed based on it. [25], [24] take raw point clouds as input and predict bounding boxes for each point. These are two-stage methods. Specifically, set abstraction (SA) layers downsample and extract context features in the first stage. Then, feature propagation (FP) layers are applied for upsampling and broadcasting features to points. Subsequently, the 3D region proposal network (RPN) generates proposals for each point. Based on these proposals, a refinement module is applied to yield the second stage’s ultimate prediction. These two-stage methods obtain better performance. However, the inference usually demands a much longer time.

**Partition-based methods.** Zhou et al. [29] propose VoxelNet, a voxel-based architecture for learning features from a point cloud. Yan et al. [20] improve VoxelNet by introducing the sparse convolution to obtain the compact representation. [13] utilize the multi-task learning to assist the training. PointPillars [8] introduces a novel feature representation called “Pillar” to learn the point distribution in the height-direction. [14] attaches the multimodal information into the PointPillars. Yang et al. [21], [22] project a point cloud to bird’s eye view and use a 2D CNN to handle the detection task. All these methods can be interpreted as partition-based methods. First, they partition the point cloud into small cells through a specific predefined rule and apply a statistical approach or learning-based approach to extract features inside these cells. The voxel-based method partition the data into 3D voxels, and the multi-view-based methods partition the data into 2D pixels. Then, deep learning architecture is applied based on these cell features.

### III. The Drawback of Partition Based Method

Partition operations have many advantages, including reducing space consumption, reducing computation cost, and
transforming unstructured data into structured data. The partition operation, however, has an inherent drawback. The partition operation slices the space into small pieces. For example, PointPillars[8] partitions data in a top view and utilizes a simplified PointNet block to produce pillar features. Then, it projects these pillar features onto a bird’s eye view to generate a pseudo image. Every pixel in the pseudo image corresponds to a small cell in the raw data space. Inevitably, some instances are sliced into small pieces. This phenomenon is similar to the quantification of voxel-based methods. Since these features are learned from partitioned cells, we call this phenomenon the partition effect.

For large objects such as cars and trucks, the partition effect may not cause a severe impact in 3D object detection tasks since large objects can maintain the geometrical shape in the pseudo image (left images of Fig. 2). However, for small objects, the size of cells is comparatively large. Hence, the partition effect becomes more obvious (right image of in Fig. 2).

Convolution is a spatial-sensitive operation. Since small objects lose their geometrical shapes in the pseudo image, the convolution operation cannot effectively capture small objects’ features. Likewise, the same problem also occurs in voxel-based methods, which use 3D convolution. Thus, for all partition-based methods, the partition effect is the main barrier in increasing small objects’ detection accuracy.

The most straightforward way to overcome the drawback of the partition effect is to reduce the cell size. Nevertheless, this will raise space and computational costs. Therefore, we propose a method that improves each cell’s feature capturing ability without altering the cell size. Specifically, we propose to add an extra feature extraction layer behind the cell feature extraction to capture more geometrical information. This extra network replaces the role of CNN in shallow layers, which captures the texture information of images. We call this approach Feature Enhancement, and the extra layer is called the Feature Enhancement layer. To achieve the purpose of capturing more geometrical texture information, there are some properties required by the Feature Enhancement layer.

1) Local activation: FE layers are applied to improve the detection ability for detailed information. Hence, the neuron of a FE layer should only activate with data in a local field.

2) Spatial sensitive: The information of a point cloud is deposited in the local geometrical structure. Therefore, the neuron should be sensitive to the geometrical shape.

IV. FEATURE ENHANCEMENT WITH S-AT GCN

To overcome the shortcoming and keep advantages of partition operation, we propose to add extra FE layers after the partition operation. This section introduces a novel structure called Spatial-Attention Graph Convolution (S-AT GCN), which can be cascaded to form FE layers.

A. Spatial-Attention GCN

To extract information in the local zone of a point cloud, a straightforward way is to take advantage of the graph convolution network, since a point cloud is an undirected graph naturally. However, we cannot represent a point cloud as a fully connected graph in practice because of the huge size of data. So, the edge of the graph needs to be created manually. The most simple strategy of defining the edge is k-nearest neighbors. However, it is not a solid guarantee for local activation. Thus, we introduce the Spatial-Attention mechanism.

A graph $G$ is a tuple $G = (\mathcal{V}, \mathcal{E})$ where $\mathcal{V}$ is a set of vertices $v_i \in \mathcal{V}$ and $\mathcal{E} = \{e_{i,j}| v_i, v_j \in \mathcal{V}\}$ represents the connectivity between vertices. All cells and their relationship can be regarded as a graph. Specifically, $v_i = (p_i, x_i)$ is a vertex of the $i$th cell and it contains cell position $p_i$ and cell feature $x_i$. The set of k-nearest neighbors of the vertex $v_i$ is $N_i$. The edge of this graph is defined as $\mathcal{E} = \{e_{i,j}| v_i, v_j \in \mathcal{V}, v_j \in N_i \subset \mathcal{V}\}$.

The following 4 parts (Vertex Feature Extraction, Self-attention with Dimension Reduction, Far Distance Feature Suppression, and Feature Aggregation) are called Spatial-Attention Graph Convolution (S-AT CCN), as shown at the bottom of Fig. 1.

1) Vertex Feature Extraction: DGCNN [18] introduces an asymmetric edge function that combines the shape structure and neighborhood information. Inspired by EdgeConv, which separates a graph convolution into two parts: edge feature extraction and aggregation, we employ the same asymmetric function to extract features.

$$e_{i,j,m} = ReLU(\theta_m \cdot (x_{i,j} - x_i) + \phi_m \cdot x_i), \quad (1)$$

where $\theta_m$ and $\phi_m$ are learnable parameters, $m = 1, \ldots, M$ is the index of $M$-dimensional features. $x_{i,j}$ is the feature of vertex $v_{i,j} \in N_i$ which is the $j$th neighbor of $v_i$. 

Fig. 2. Partition effect for the large object (two columns on left) and small object (two columns on right). After partition and feature extraction, large objects (cars) can maintain the geometrical appearance. But the small objects (pedestrian) almost become mosaic.
In [18], the \( e'_{i,j,m} \) is understood as the feature of edges. Therefore, it is followed by an aggregation operation in the context of a graph neural network. However, because of \( |\mathcal{N}_i| = k \), \( e'_{i,j,m} \) can also be understood as the feature of \( k \) neurons. In this sense, \( \mathcal{N}_i \) is actually the reception field of the vertex \( v_i \). The following design bases on this observation.

2) Self-Attention with Dimension Reduction (ATDR): To enhance the geometric sensitivity of the convolution block, the attention mechanism is applied. [2], [4] introduce the self-attention mechanism in point cloud processing. In these works, they use a linear projection to generate the query \( Q \) and key \( K \) [16] and apply the matrix multiplication as well as activation function to generate the attention map, which can be interpreted as a correlation matrix. Inspired by this idea, we use the linear projection to generate \( Q \) and \( K \) in one-dimensional feature space.

\[
Q_{i,j} = \sum_{m=1}^{M} \alpha_m e'_{i,j,m}, \quad K_{i,j} = \sum_{m=1}^{M} \beta_m e'_{i,j,m}, \quad (2)
\]

\[
V_i = Q_i \times K_i^T, \quad (3)
\]

where \( Q_i = [Q_{i,1}, \ldots, Q_{i,k}]^T \), \( K_i = [K_{i,1}, \ldots, K_{i,k}]^T \), \( \alpha = [\alpha_1, \ldots, \alpha_m]^T \) and \( \beta = [\beta_1, \ldots, \beta_m]^T \) are learnable parameters, \( Q_i, K_i \in \mathbb{R}^{k \times k} \) and \( V_i \in \mathbb{R}^{k \times k} \).

![Self-attention with dimension reduction](image)

Fig. 3. Self-attention with dimension reduction. We use a linear projection to generate the \( Q_i \) (query) and \( K_i \) (key). \( \times \) denotes matrix multiplication. \( V_i \) is correlation matrix between query and key. \( V_i \) is multiplied with feature \( e'_i \) as a part of the self attention mechanism.

\[
A_i = V_i \times E'_i, \quad (4)
\]

where \( E_i' = [e'_i,j,m] \in \mathbb{R}^{k \times M} \) is the matrix representation of \( k \) vertices with \( M \)-dimensional features.

The feature \( e'_{i,j} = [e'_{i,j,m}] \in \mathbb{R}^M \) is projected to one dimension to generate the \( Q_{i,j} \) and \( K_{i,j} \). This special design has two benefits:

- **Physical Intuitive**: With the one-dimensional feature for each entry \( Q_{i,j} \) and \( K_{i,j} \), the matrix \( V_i \) is precisely the correlation matrix between \( k \) features.
- **Equivalence**: Calculating the matrix \( V_i \) from one-dimensional \( Q_{i,j} \) and \( K_{i,j} \) is equivalent to apply a higher dimensional version in the sense of linear combination. For higher dimensional situation, the scalar multiplication inside the matrix multiplication of (3) becomes an inner product. Hence, the new correlation matrix is \( \mathbf{V}_i = \sum_{p=1}^{P} \mathbf{V}_{i,p} \), where \( P \) is the dimension of \( Q_{i,j} \) and \( K_{i,j} \).

3) Far Distance Feature Suppression (FDPS): The main information of a point cloud is stored in neighbor data. Thus, we intend the convolution block to activate with a local field. The \( k \)-nearest neighbors do not strongly guarantee local activation. For example, if cells are very sparse, the \( k \)-nearest vertices may be far from the vertex \( v_i \). Thus, we employ Far Distance Feature Suppression (FDPS) to guarantee the local receptive field explicitly.

\[
d_{i,j} = \| p_i - p_j \|_2, \quad (5)
\]

\[
\sigma_{i,j} = \frac{2}{1 + e^{\theta_{i,j} d_{i,j}}}, \quad (6)
\]

\[
S_{i,j} = \sigma_{i,j} \theta_{i,j}, \quad (7)
\]

where \( p_i \) and \( p_j \) is the position of vertex \( v_i \) and \( v_j \). \( \theta_{i,j} \in \mathbb{R} \) is a learnable parameter. \( A_{i,j} = [A_{i,j,1}, \ldots, A_{i,j,M}]^T \in \mathbb{R}^M \) is the vectorized feature, \( A_{i,j,m} \) is the \((j,m)\) entry of \( A_i \).

Formula (5) calculates the distance \( d_{i,j} \) between vertex \( v_i \) and \( v_j \). This distance is feeded to sigmoid function (6) to generate the suppression parameter \( \sigma_{i,j} \). The suppression is applied by a pointwise product (7).

4) Feature Aggregation: We apply max-pooling as the aggregation function to compile the features of \( \mathcal{N}_i \).

\[
x'_{i,m} = \max_{j=1,...,k} S_{i,j,m}, \quad (8)
\]

B. Feature Enhancement Layer

The 4 steps in Section IV-A form the S-AT GCN, which can be cascaded to constitute the Feature Enhancement (FE) layer.

![Fe layers](image)

Fig. 4. FE layers : Cascaded S-AT GCN to form the Feature Enhancement (FE) layers.

**PointPillars with FE Layers.** Since FE layers do not change the feature structure, it can be directly plugged into a partition-based model such as PointPillars. FE layers should follow a partition operation. Thus we add FE layers behind the pillar feature net, which is the partition operation of PointPillars in our context. The FE layer enhances each pillar cell’s feature to catch the geometrical structure and information near the neighborhood.

To implement the S-AT GCN on pillars, we define each pillar as a vertex. The position \( p_i \) of vertex \( v_i \) is the...
coordinate of the \( i_{th} \) pillar. The feature \( x_i \) of vertex \( v_i \) is the feature of this pillar. The edge \( \mathcal{E} \) is constructed by using \( k \)-nearest neighbors with \( k = 9 \).

V. EXPERIMENT AND RESULTS

This section presents our experimental setup and results.

A. Experimental Setup

We test FE layers on the KITTI 3D Object Detection Benchmark [3] and follow [1] to split the provided 7481 training frames into 3712 training samples and 3769 validation samples. For evaluation, we follow the easy, medium, and hard classifications sets proposed by KITTI. 3D detection results are evaluated using the 3D and BEV AP at 0.7 IoU threshold for the car class and 0.5 IoU threshold for the pedestrian and cyclist classes.

To compare our results with the PointPillars baseline, we follow all network setup of [8], including non maximum suppression (NMS) with an overlap threshold of 0.5 IoU, range filter with \([-0.7, 0.4), (-0.4, 0.4), (-3, 1)\] for car and \([0.48, (-20, 20), (-2.5, 0.5)]\) for the pedestrian and cyclist. Anchor filter with \([1.6, 3.9, 1.5]\) for car, \([0.6, 0.8, 1.73]\) for pedestrian, and \([0.6, 1.76, 1.73]\) for cyclist. The data augmentation is implemented by OpenPCDet [15].

B. Effectiveness of FE Layers on PointPillars

Our experiments are designed to gradually plug in the S-AT GCN and FE layers to demonstrate the effectiveness of different subassemblies.

In order to show the effectiveness of the idea of Feature Enhancement, we first add FE layers without the Spatial-Attention mechanism. Then, the ATDR and FDFS are added separately to check the impact of each module. Finally, the full version S-AT GCN is tested.

Results are shown in the TABLE I and TABLE II. All results are trained with the same hyper-parameters (64 filters, \( k = 9 \)) for 80 epochs on the training set and evaluated on the KITTI validation set.

**Effect of Feature Enhancement Layers.** Results in Table I show that adding FE layers would improve the detection accuracy of the pedestrian class by 1% and the cyclist class by 2% - 3%. At the same time, the detection performance of the car category has not been obviously affected. This demonstrates that FE layers mainly boosts the performance of small 3D object detection. In Table II, the detection accuracy in birds eye’s view is raised by 3% and 4% for the pedestrian and cyclist, respectively. The boosted performance in the bird’s eye view proves that FE layers can increase the ability of capturing the detailed feature to produce a better pseudo image since the back-end network of PointPillars is CNN.

**Effect of Far Distance Feature Suppression.** Results in Table I (FE-FDFS) show that FDFS brings the extra 0.8% performance for pedestrian detection and the extra 0.7% accuracy for cyclist detection. Since the FDFS explicitly restricts each neuron’s receptive field, the number of nearest nodes is not significant. Hence, we set \( k = 9 \) in all experiments.

**Effect of Self-Attention with Dimension Reduction.** AT and ATDR in Table I denote FE layers with self-attention. The AT indicates self-attention without dimension reduction. The ATDR represents the self-attention mechanism with dimension reduction. With self-attention, FE layers bring extra 1% and 2% - 3% improvement for pedestrians and
cyclists, respectively.

**Layers of FE.** We also study the influence of the number of layers. The number of layers does not show an obvious influence on the performance. Hence, we only show the result of 3 layers for different setups. Since we do not want to lose the real-time requirement, we do not test the performance with deeper FE layers.

**C. Qualitative Results**

Fig. 5 gives visualization results of the baseline algorithm and our model. These four rows are image, grand truth, baseline, and our algorithm, respectively. The difference between baseline and our results are marked as dash circles. The first, second, and third columns show the situation that the PointPillars misses some objects. The fourth column gives the situation that PointPillars makes mistakes.

In the scenario of the second column in Fig. 5, the PointPillars cannot detect the cyclist in a middle part of the image. The reason is that two cyclists are near each other so that the back-end CNN can not detect these two instances effectively. However, our algorithm can verify these two cyclists successfully. This indicates that, with FE layers, the network is more powerful in capturing the detail. Both the first, second, and third columns in 5 illustrate a similar situation.

The fourth column in Fig. 5 presents a case that Point-Pillars misjudges the traffic sign as a pedestrian. This is a good example to explain the negative influence of the partition effect. The pillar feature net, which is the partition operation in PointPillars, produces a pseudo image in birds' eye view with a low resolution. The traffic sign has a similar appearance to a pedestrian in the pseudo image. Hence, the following CNN cannot distinguish it effectively. However, with FE layers, more detailed geometric information is added to the pseudo image. Even though this instance’s shape is not altered in the pseudo image, the contrast is strengthened. Thus, with FE layers, the subsequent CNN is easier to recognize the instance.

The empirical results demonstrate that FE layers boost the performance of PointPillars in terms of increasing the detection (true positive) rate of small objects and sparse objects. Furthermore, it also reduces the wrong detection (false positive) rate.
Fig. 6 gives the visualization of the feature map of PointPillars and PointPillars with FE layers. The pseudo image of PointPillars (middle row) is more like the raw BEV data (top row), compared with the pseudo image of PointPillars with FE layers (bottom row). The feature map with FE layers are insensitive to the variation of the point cloud’s density. Moreover, it clearly shows that, with FE layers, the contrast ratio of the feature map is strengthened. At the same time, we can see that most background pixels are empty. This phenomenon hints that FE layers performing as a “high pass filter”. This observation may help us to understand the role of FE layers in the entire framework. It is responsible for capturing the local geometrical information in the very shallow network, which can be explained as detailed texture information.

D. Realtime Inference

All models are tested on a single card of NVIDIA RTX 3090. The inference time and FPS are shown in the following Table III. With Feature Enhancement layers, the running speed drops to 48 fps. Even though it loses some speed, it can still arrive at the real-time requirements.

| TABLE III | RUNNING TIME |
|------------|--------------|
| Models     | ms/image     | FPS |
| PointPillars| 13.3         | 75  |
| FE Layers  | 20.2         | 50  |
| ATDR       | 20.8         | 48  |
| FDFS&ATDR  | 20.9         | 48  |

VI. CONCLUSIONS

In this paper, we analyze the partition effect, which limits the performance of partition-based methods in small 3D object detection and propose a structure called Spatial-Attention Graph Convolution (S-AT CCN) to form the Feature Enhancement layer, which is responsible for extracting detailed geometrical information in shallow layers. The proposed method is differentiated from current algorithms by using the GCN and spatial attention mechanism to guarantee the local activation, which is significant in overcoming the partition effect. Experiments on the KITTI dataset show the superiority of our proposed method in small 3D object detection. Finally, the proposed method is shown to run in real-time.
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