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Abstract. By the unfolding method, Rankin–Selberg $L$-functions for $GL(n) \times GL(n')$ can be expressed in terms of period integrals. These period integrals actually define invariant forms on tensor products of the relevant automorphic representations. By the multiplicity-one theorems due to Sun–Zhu and Chen–Sun such invariant forms are unique up to scalar multiples and can therefore be related to invariant forms on equivalent principal series representations. We construct meromorphic families of such invariant forms for spherical principal series representations of $GL(n, \mathbb{R})$ and conjecture that their special values at the spherical vectors agree in absolute value with the archimedean local $L$-factors of the corresponding $L$-functions. We verify this conjecture in several cases. This work can be viewed as the first of two steps in a technique due to Bernstein–Reznikov for estimating $L$-functions using their period integral expressions.

Introduction

To a pair of automorphic forms $f$ on $GL(n)$ and $g$ on $GL(n')$ one can associate the Rankin–Selberg $L$-function $L(s, f \times \overline{g})$, which is given by a Dirichlet series involving the Fourier–Whittaker coefficients of $f$ and $g$. Rankin–Selberg $L$-functions generalize the standard Godement–Jacquet $L$-function and are holomorphic/meromorphic functions of $s \in \mathbb{C}$ satisfying an explicit functional equation. One of the fundamental problems concerning the analytic aspects of $L$-functions is to bound $L(s, f \times \overline{g})$ along the critical line $\frac{1}{2}+i\mathbb{R}$ in terms of $s$ and/or the Langlands parameters of $f$ and $g$. Using the functional equation and the Phragmén–Lindelöf convexity principle one obtains the so-called convexity bound for $L(s, f \times \overline{g})$ on the critical line. Any bound improving the convexity bound is called a subconvexity bound.

Subconvexity bounds for Rankin–Selberg $L$-functions have been obtained in various aspects (see e.g. [6, 7, 22–24, 28, 36, 37] and references therein), but so far mostly for $n, n' \leq 3$. The methods used involve deep techniques from analytic
number theory such as trace formulas, the circle method or the delta method, and often require delicate analytical tools such as stationary phase approximation. After this paper was finished, certain subconvexity bounds for the case $n' = n - 1$ were obtained by Nelson [29] using different methods.

There is another way of approaching Rankin–Selberg $L$-functions, that is through period integrals. Integrating the automorphic forms over a certain locally symmetric space, involving an Eisenstein series in the case $n' = n$, defines a period integral $\Lambda(s, f \times \overline{g})$. By the unfolding method, this period integral $\Lambda(s, f \times \overline{g})$ essentially reduces to the product of an archimedean local $L$-factor $G_{\lambda, \nu}(s)$, which only depends on the Langlands parameters $\lambda$ of $f$ and $\nu$ of $\overline{g}$, and the Rankin–Selberg $L$-function $L(s, f \times \overline{g})$. This makes it possible to bound Rankin–Selberg $L$-functions by bounding the corresponding period integrals $\Lambda(s, f \times \overline{g})$.

In a series of seminal papers [2–5,30], Bernstein and Reznikov were able to obtain subconvexity bounds for triple product $L$-functions of $\text{PGL}(2)$ by bounding the corresponding period integrals. Their method involves representation theory of the group $\text{PGL}(2, \mathbb{R})$; more precisely they study in detail invariant trilinear functionals on products of the corresponding automorphic representations. The key ingredient is the multiplicity one property, which asserts that invariant trilinear functionals on products of irreducible representations of $\text{PGL}(2, \mathbb{R})$ are unique up to scalar multiples. They proceed essentially in two steps:

(I) Explicit invariant trilinear functionals for principal series representations are constructed and evaluated at the spherical vectors. These explicit functionals are by the multiplicity one property proportional to the functionals given by the period integrals.

(II) The proportionality scalar is bounded above by different methods (analytic continuation of representations, bound for $L^4$-norms of $K$-types, estimates for Hermitian forms on automorphic representations).

In this paper we study step (I) in the framework of Rankin–Selberg $L$-functions. In the same way as for $\text{PGL}(2)$, the period integrals $\Lambda(s, f \times \overline{g})$ related to Rankin–Selberg $L$-functions for $\text{GL}(n) \times \text{GL}(n')$ give rise to invariant functionals on the product of the automorphic representations corresponding to $f$ and $\overline{g}$. The multiplicity one property in this framework was established by Sun–Zhu [35] for $n' = n - 1$ and by Chen–Sun [9] for general $1 \leq n' \leq n$ and it allows one to relate these invariant functionals to explicit invariant functionals on principal series representations. Our main results are:

• The construction of explicit invariant functionals on tensor products of spherical principal series representations in terms of their integral kernels (see Proposition 3.2 for the case $n' = n$ and Proposition 3.3 for the case $1 \leq n' \leq n - 1$).
• The conjecture that the special value of our invariant functionals at the spherical vectors equals in absolute value the local $L$-factor $G_{\lambda, \nu}(s)$ up to a constant (see Conjecture 3.6).
• Verification of our conjecture for $(n, n') = (2, 2), (2, 1), (3, 2)$ and $(3, 1)$ (see Sects. 4 and 5).

The construction and study of invariant functionals on principal series is itself an interesting topic in representation theory, which has recently received much
attention in the framework of branching problems (see e.g. [19,20,26] and references therein). More precisely, the Gan–Gross–Prasad conjectures can be viewed as a generalization of Rankin–Selberg theory. For instance, the corresponding model periods for rank one orthogonal groups have recently been studied by Kobayashi–Speh [21].

To use our results in order to obtain bounds for the corresponding Rankin–Selberg $L$-functions, one needs to carry out step (II) as well. We hope to return to this in a subsequent paper. At this moment it is not clear to us, which of the different methods in [2,3,5] to estimate the proportionality scalars generalizes to our situation. The most straightforward technique seems to be estimating Hermitian forms on automorphic representations (see e.g. [3]), but it requires that the quotient $\Gamma \backslash G$ is compact which is not the case for $\Gamma = SL(n, \mathbb{Z})$.

We remark that there is a much simpler way of constructing explicit invariant functionals on tensor products of generic representations of general linear groups using Whittaker models. More precisely, a generic representation $\pi$ of $GL(n, \mathbb{R})$ admits a realization on a subspace

$$W(\pi, \psi) \subseteq \{W \in C^\infty(GL(n, \mathbb{R})) : W(ng) = \psi(n)W(g) \forall g \in GL(n, \mathbb{R}), n \in N_n\},$$

where $\psi$ is a non-degenerate character of the subgroup $N_n \subseteq GL(n, \mathbb{R})$ of unipotent upper triangular matrices. If $W(\tau, \bar{\psi})$ denotes the corresponding model for a generic representation $\tau$ of $GL(n', \mathbb{R})$, embedded in $GL(n, \mathbb{R})$ as the upper left corner, where $\bar{\psi}$ is the restriction of the complex conjugate character to the maximal unipotent subgroup $N_{n'} = N_n \cap GL(n', \mathbb{R})$, then

$$W \otimes W' \mapsto \int_{N_{n'} \backslash GL(n', \mathbb{R})} W(h) |\det(h)|^{s-n-n'}dh$$

defines an invariant functional in the case $n' < n$, and a similar construction can be carried out for $n = n'$. (Here $\otimes$ denotes the completed projective tensor product.) The method of Bernstein–Reznikov relies on an explicit description of the group action, the representation space and the invariant inner product in order to construct test vectors and estimate their invariant norms when acted upon by group elements close to the identity element. In the Whittaker model $W(\pi, \psi)$ the group action is the right regular representation and hence very explicit. However, the invariant inner product and the explicit description of smooth vectors in the representation space are only accessible when restricting $W \in W(\pi, \psi)$ to $GL(n - 1, \mathbb{R})$, also referred to as the Kirillov model. In the Kirillov model functions with compact support modulo $N_{n-1}$ are smooth vectors and the invariant inner product is given by integration over $N_{n-1} \backslash GL(n-1, \mathbb{R})$, so both the representation space and the invariant inner product are somehow explicit. But it is non-trivial to recover $W$ from its restriction to $GL(n - 1, \mathbb{R})$ and hence find an expression for the group action. This is the reason we are interested in invariant functionals on tensor products of principal series whose representation space is explicitly given as a space of sections of a vector bundle over the flag variety, the group action being given by the right
regular representation and the invariant inner product simply being an $L^2$-inner product.

Structure of the paper In Sect. 1 we recall the definition of Rankin–Selberg $L$-functions and convolutions, including known results about the archimedean local $L$-factors. Section 2 is about interpreting the period integrals as special values of invariant forms on automorphic representations. In Sect. 3 we construct explicit invariant forms on tensor products of principal series and conjecture their values at the spherical vectors. These values are explicitly computed for $(n, n') = (2, 2)$ and $(2, 1)$ in Sect. 4 and for $(n, n') = (3, 2)$ and $(3, 1)$ in Sect. 5. Finally, in the Appendix A we collect the integral formulas needed in Sect. 4 and 5 to evaluate the relevant integrals.

1. Rankin–Selberg $L$-functions and period integrals

We recall the necessary facts about Maass forms on $GL(n, \mathbb{R})$, their Fourier–Whittaker expansions and Rankin–Selberg $L$-functions, including the relation between $L$-functions and period integrals provided by the unfolding method. For this we mostly follow [13].

1.1. Maass forms on $GL(n, \mathbb{R})$

Let $G = GL(n, \mathbb{R})$ ($n \geq 2$), $Z(G) = \mathbb{R}^\times$ its center and $K_G = O(n)$ the standard maximal compact subgroup. We fix the lattice $\Gamma_G = SL(n, \mathbb{Z})$. Further, let $\mathfrak{g} = gl(n, \mathbb{R})$ denote the Lie algebra of $G$, $U(\mathfrak{g})$ the universal enveloping algebra of its complexification $\mathfrak{g}_C$ and $Z(\mathfrak{g})$ the center of $U(\mathfrak{g})$. Then $G$ acts unitarily on $L^2(\Gamma_G \cdot Z(G)\backslash G)$ by right-translation and this induces an action of $U(\mathfrak{g})$ on $C^\infty(\Gamma_G \cdot Z(G)\backslash G)$ by differential operators.

A function $f \in C^\infty(\Gamma_G \cdot Z(G)\backslash G)$ is called a Maass form if it has the following properties:

1. $f$ is $K_G$-invariant,
2. $f$ is a joint eigenfunction of $Z(\mathfrak{g})$, i.e. $Df = \lambda_D f$, $\forall D \in Z(\mathfrak{g})$ for some scalars $\lambda_D \in \mathbb{C}$,
3. $f \in L^2(\Gamma_G \cdot Z(G)\backslash G)$.

A Maass form $f$ is furthermore called cusp form if it decays rapidly at the cusp of the locally symmetric space $\Gamma_G \cdot Z(G)\backslash G/K_G$.

In view of property (1), Maass forms can also be viewed as $\Gamma_G$-invariant smooth functions on the semisimple Riemannian symmetric space $G/K_G \cdot Z(G)$, which can be identified with the generalized upper half plane. For this let $A_G$ denote the subgroup of diagonal matrices with positive diagonal entries and $N_G$ the unipotent subgroup of upper triangular matrices. In view of the Iwasawa decomposition $G = N_G A_G K_G$, the quotient $G/K_G \cdot Z(G) = GL(n, \mathbb{R})/O(n) \cdot \mathbb{R}^\times$ can be identified with the generalized upper half plane $\mathfrak{h}^n$, which is defined to be the set of all
products \( z = xy \) with

\[
x = \begin{pmatrix} 1 & x_{1,2} & \cdots & x_{1,n} \\ 1 & x_{2,2} & \cdots & x_{2,n} \\ \vdots & \ddots & \ddots & \vdots \\ 1 & x_{n-1,n} & \cdots & 1 \end{pmatrix}, \quad y = \begin{pmatrix} y_1 y_2 \cdots y_{n-1} \\ \vdots \\ y_1 \end{pmatrix},
\]

(1.1)

where \( x_{ij} \in \mathbb{R} \) and \( y_i \in \mathbb{R}_+ \). For \( \alpha = (\alpha_1, \ldots, \alpha_{n-1}) \in \mathbb{C}^{n-1} \), the function \( I_\alpha \) on \( h^n \) given by

\[
I_\alpha(z) = \prod_{i=1}^{n-1} \prod_{j=1}^{n-1} y_i^{b_{ij} \alpha_j},
\]

(1.2)

where

\[
b_{ij} = \begin{cases} ij & \text{for } i + j \leq n, \\ (n-i)(n-j) & \text{otherwise,} \end{cases}
\]

is a joint eigenfunction of all differential operators in \( Z(\mathfrak{g}) \). A Maass form \( f \) is said to be of type \( \alpha \) if its eigenvalues \( \lambda_D, D \in Z(\mathfrak{g}) \), as defined in (2), coincide with the eigenvalues of \( I_\alpha(z) \), i.e.

\[
DI_\alpha = \lambda_D I_\alpha, \quad Df = \lambda_D f, \quad \forall \ D \in Z(\mathfrak{g}).
\]

Note that if \( f \) is a Maass form of type \( \alpha \), then its complex conjugate \( \overline{f} \) is a Maass form of type \( \overline{\alpha} \).

### 1.2. Fourier–Whittaker expansion

We recall the expansion of Maass forms for \( \text{GL}(n, \mathbb{R}) \) into Whittaker functions (see e.g. [13, Chapters 5 and 9]).

For \( m = (m_1, \ldots, m_{n-1}) \in \mathbb{Z}^{n-1} \) let \( \psi_m \) denote the unitary character of \( N_{\mathfrak{g}} \) given by

\[
\psi_m(x) = e^{2\pi \sqrt{-1}(m_1 x_{n-1,n} + \cdots + m_{n-1} x_{1,2})}, \quad x \in N_{\mathfrak{g}}.
\]

For \( m = (1, \ldots, 1) \) we will write \( \psi = \psi_{1,\ldots,1} \) for short. Then Jacquet’s Whittaker function of parameter \( \alpha \in \mathbb{C}^{n-1} \) is defined for \( \text{Re} \alpha_i > \frac{1}{n} \ (i = 1, \ldots, n-1) \) by the convergent integral

\[
W_J(z; \alpha, \psi_m) = \int_{N_{\mathfrak{g}}} I_\alpha(wu z) \overline{\psi_m(u)} du, \quad z \in h^n,
\]

(1.3)

where \( du = \prod_{1 \leq i < j \leq n} du_{i,j} \) is a suitably normalized Haar measure on \( N_{\mathfrak{g}} \) and \( w \) the longest Weyl group element with entries \( w_{i,j} = \delta_{i,n-j+1} \), extended holomorphically to \( \alpha \in \mathbb{C}^{n-1} \).
The Fourier–Whittaker expansion of a Maass form $f$ of type $\alpha$ is of the form

$$f(z) = \sum_{\gamma \in N_G \cap \text{SL}(n-1,\mathbb{Z}) \backslash \text{SL}(n-1,\mathbb{Z})} \sum_{m_1, \ldots, m_{n-2} \geq 1, m_{n-1} \neq 0} \frac{A_f(m_1, \ldots, m_{n-1})}{\prod_{k=1}^{n-1} |m_k|^{(n-k)}}$$

$$\times W_f \left( \begin{pmatrix} m_1 \cdots m_{n-2} |m_{n-1}| \\ \\ m_1 \end{pmatrix} \right) \left( \begin{pmatrix} \gamma \\ 1 \end{pmatrix} \right)^z; \alpha, \psi_1, \ldots, 1$$

$$\times \left( \begin{pmatrix} m_1 \\ m_2 \\ \vdots \\ m_1 \\ 1 \end{pmatrix} \right),$$

(1.4)

with Fourier coefficients $A_f(m_1, \ldots, m_{n-1}) \in \mathbb{C}$.

Since the full ring of Hecke operators commutes with the ring of invariant differential operators on $\Gamma G \cdot Z(G) \backslash G$, we can further decompose Maass forms into eigenfunctions of all Hecke operators (see [13, Chapter 9] for details). Maass forms which additionally are Hecke eigenfunctions are called Hecke–Maass forms and they satisfy $f = 0$ if and only if $A_f(1, \ldots, 1) = 0$. Assuming $f \neq 0$, we can therefore normalize

$$\tilde{A}_f(m_1, \ldots, m_{n-1}) = \frac{A_f(m_1, \ldots, m_{n-1})}{A_f(1, \ldots, 1)},$$

then $\tilde{A}_f(m, 1, \ldots, 1)$ are precisely the eigenvalues of the Hecke operators and all other Fourier coefficients $\tilde{A}_f(m_1, \ldots, m_{n-1})$ are uniquely determined by the Hecke eigenvalues $\tilde{A}_f(m, 1, \ldots, 1)$. From this viewpoint, it might be more natural to study Hecke eigenvalues, but for our purpose the Fourier expansion (1.4) is more central, because it allows to unfold the period integral to the $L$-function. We therefore do not use Hecke operators in what follows.

1.3. Rankin–Selberg $L$-functions

Fix $1 \leq n' \leq n$ and let $f$ be a Hecke–Maass form on $\text{GL}(n, \mathbb{R})$ and $g$ be a Hecke–Maass form on $\text{GL}(n', \mathbb{R})$ with normalized Fourier coefficients $\tilde{A}_f(m_1, \ldots, m_{n-1})$ and $\tilde{A}_g(m_1, \ldots, m_{n'-1})$, respectively. The Rankin–Selberg $L$-function of $f \times g$ is for $n' = n$ defined by

$$L(s, f \times g) = \zeta(ns) \sum_{m_1, \ldots, m_{n-1} = 1}^{\infty} \frac{\tilde{A}_f(m_1, \ldots, m_{n-1}) \tilde{A}_g(m_1, \ldots, m_{n-1})}{(m_1^{n-1} m_2^{n-2} \cdots m_{n-1})^s}$$

and for $1 \leq n' \leq n - 1$ by

$$L(s, f \times g) = \sum_{m_1, \ldots, m_{n'} = 1}^{\infty} \frac{\tilde{A}_f(m_1, \ldots, m_{n'}, 1, \ldots, 1) \tilde{A}_g(m_2, \ldots, m_{n'})}{(m_1^{n'} m_2^{n'-1} \cdots m_{n'})^s}.$$
These sums converge for sufficiently large $\text{Re}(s)$ and $L(s, f \times \overline{g})$ has a holomorphic continuation to $s \in \mathbb{C}$ except in the case $n' = n$ where there might occur a simple pole at $s = 1$ (see [13, Theorem 12.1.4] for details).

In the special case $n' = 1$ the Rankin–Selberg $L$-function reduces to the standard Godement–Jacquet $L$-function of $f$, which is defined by

$$L(s, f) = \sum_{m=1}^{\infty} \frac{\hat{A}_f(1, \ldots, 1, m)}{m^s};$$

more precisely, $L(s, f \times 1) = L(\overline{s}, f)$ since $A(1, \ldots, 1, m) = A(m, 1, \ldots, 1)$.

### 1.4. The period integral

The relation between the Rankin–Selberg $L$-function $L(s, f \times \overline{g})$ and a period integral of $f$ and $\overline{g}$ differs in the cases $n' = n, n' = n - 1$ and $1 \leq n' \leq n - 2$, so we treat these cases separately.

#### 1.4.1. The case $n' = n$
For $s \in \mathbb{C}$ and $z = xy \in \mathfrak{h}^n$ as in (1.1) let

$$I_s(z) = \det(y)^s = y_1^{(n-1)s} y_2^{(n-2)s} \cdots y_{n-1}^s.$$

Following [13, Chapter 10.4], we define the degenerate Eisenstein series attached to the standard maximal parabolic subgroup $P_{G,\text{max}}$ of $G$ corresponding to the partition $n = (n - 1) + 1$ for sufficiently large $\text{Re} s$ by the absolutely convergent sum

$$E_s(z) = \sum_{\gamma \in P_{G,\text{max}} \cap \text{SL}(n, \mathbb{Z})} I_s(\gamma z).$$

The degenerate Eisenstein series $E_s(z)$ has a meromorphic continuation to $s \in \mathbb{C}$. The Rankin–Selberg convolution of two Maass forms $f$ and $g$ on $\text{GL}(n, \mathbb{R})$ is for $s \in \mathbb{C}$ with sufficiently large $\text{Re} s$ defined by the period integral

$$\Lambda(s, f \times \overline{g}) = \int_{\Gamma_G \backslash \mathfrak{h}^n} f(z) \overline{g(z)} E_s(z) \, d^*z,$$

where $d^*z$ denotes a (suitably normalized) measure on $\Gamma_G \backslash \mathfrak{h}^n$, which is locally given by an $\text{SL}(n, \mathbb{R})$-invariant measure on $\mathfrak{h}^n$ (see [13, Chapter 1.5] for details).

As in [13, Chapter 12.1] one shows that if $f$ is of type $\alpha \in \mathbb{C}^{n-1}$ and $g$ is of type $\beta \in \mathbb{C}^{n-1}$ the Rankin–Selberg convolution can be expressed in terms of the Rankin–Selberg $L$-function as follows:

$$\zeta(ns) \cdot \Lambda(s, f \times \overline{g}) = \hat{A}_f(1, \ldots, 1) \hat{A}_g(1, \ldots, 1) \cdot G_{\alpha, \beta}(s) \cdot L(s, f \times \overline{g}),$$

where

$$G_{\alpha, \beta}(s) = \int_{\mathbb{R}^{n-1}} W_f(y; \alpha, \psi) W_f(y; \beta, \overline{\psi}) \cdot |\det(y)|^s \, d^*y,$$

with $y = \text{diag}(y_1 \cdots y_{n-1}, \ldots, y_1 y_2, y_1, 1)$ and $d^*y = \prod_{j=1}^{n-1} y_j^{-1-j(n-j)} dy_j$. 
1.4.2. The case \( n' = n - 1 \) Let \( f \) be a cuspidal Maass form on \( GL(n, \mathbb{R}) \). Then its restriction \( f|_{GL(n', \mathbb{R})} \) to \( GL(n', \mathbb{R}) \subseteq GL(n, \mathbb{R}) \), embedded as a block in the upper left corner of \( GL(n, \mathbb{R}) \), decays rapidly on \( GL(n', \mathbb{R}) \cap A_G \) and therefore the following integral converges for all Maass forms \( g \) on \( GL(n', \mathbb{R}) \) and all \( s \in \mathbb{C} \):

\[
\Lambda(s, f \times \overline{g}) = \int_{SL(n', \mathbb{Z}) \setminus GL(n', \mathbb{R})} f(z)g(z)|\det(z)|^{s-\frac{1}{2}} d^*z,
\]

where \( d^*z \) denotes a (suitably normalized) \( GL(n', \mathbb{R}) \)-invariant measure on \( SL(n', \mathbb{Z}) \setminus GL(n', \mathbb{R}) \). In [13, Chapter 12.2] it is shown that for \( f \) of type \( \alpha \in \mathbb{C}^{n-1} \) and \( g \) of type \( \beta \in \mathbb{C}^{n-2} \) we have

\[
\Lambda(s, f \times \overline{g}) = A_f(1, \ldots, 1)\overline{A_g(1, \ldots, 1)} \cdot G_{\alpha, \overline{\beta}}(s) \cdot L(s, f \times \overline{g}),
\]

where

\[
G_{\alpha, \overline{\beta}}(s) = \int_{\mathbb{R}^+} W_f \left( \left( \begin{array}{c} Y \\ 1 \end{array} \right); \alpha, \psi \right) W_f \left( y; \overline{\beta}, \overline{\psi} \right) \cdot |\det(y)|^{s-\frac{1}{2}} d^*y,
\]

with \( y = \text{diag}(y_1 \cdots y_{n-1}, y_1 y_2, y_1) \) and \( d^*y = \prod_{j=1}^{n-1} y_j^{-1-\frac{1}{2}(n-1)(n-j)} dy_j \).

1.4.3. The case \( 1 \leq n' \leq n-1 \) Let \( Y_{n,n'} \subseteq G \) denote the unipotent radical of the standard parabolic subgroup of \( G \) associated to the partition \( n = (n'+1) + \cdots + 1 \), i.e. \( Y_{n,n'} = \{ u \in N_G : u_{i,j} = 0 \text{ whenever } 1 \leq i < j \leq n' + 1 \} \).

Following [13, Chapter 12.3] we consider for a Maass form \( f \) on \( GL(n, \mathbb{R}) \) the projection

\[
\mathbb{P}_{n'} f(z) = |\det(z)|^{\frac{n-n'}{2}} \int_{Y_{n,n'} \cap G \setminus Y_{n,n'}} f \left( u \left( \begin{array}{c} z \\ 1_{n-n'} \end{array} \right) \right) \overline{\psi(u)} du \quad (z \in GL(n', \mathbb{R})).
\]

The Rankin–Selberg convolution of a cusp form \( f \) for \( SL(n, \mathbb{Z}) \) with a Maass form \( g \) for \( SL(n', \mathbb{Z}) \) is for \( s \in \mathbb{C} \) defined by the period integral

\[
\Lambda(s, f \times \overline{g}) = \int_{SL(n', \mathbb{Z}) \setminus GL(n', \mathbb{R})} \mathbb{P}_{n'} f(z) \cdot \overline{g(z)} \cdot |\det(z)|^{s-\frac{1}{2}} d^*z,
\]

where \( d^*z \) is a (suitably normalized) \( GL(n', \mathbb{R}) \)-invariant measure on \( SL(n', \mathbb{Z}) \setminus GL(n', \mathbb{R}) \).

As in [13, Chapter 12.3] one shows that if \( f \) is of type \( \alpha \in \mathbb{C}^{n-1} \) and \( g \) is of type \( \beta \in \mathbb{C}^{n'-1} \) the Rankin–Selberg convolution can be expressed in terms of the Rankin–Selberg \( L \)-function as follows:

\[
\Lambda(s, f \times \overline{g}) = A_f(1, \ldots, 1)\overline{A_g(1, \ldots, 1)} \cdot G_{\alpha, \overline{\beta}}(s) \cdot L(s, f \times \overline{g}),
\]

where

\[
G_{\alpha, \overline{\beta}}(s) = \int_{\mathbb{R}^+} W_f \left( \left( \begin{array}{c} Y \\ 1_{n-n'} \end{array} \right); \alpha, \psi \right) W_f \left( y; \overline{\beta}, \overline{\psi} \right) \cdot |\det(y)|^{\frac{n-n'}{2}} d^*y,
\]

with \( y = \text{diag}(y_1 \cdots y_{n'}, y_1 y_2, y_1) \) and \( d^*y = \prod_{j=1}^{n'} y_j^{-1-\frac{1}{2}(n'-1)(n'-j+1)} dy_j \).
1.5. Results about $G_{\alpha,\beta}(s)$

In general, no explicit formula for $G_{\alpha,\beta}(s)$ is known. However, for the special cases $n' = n$ and $n' = n - 1$ the integral was evaluated explicitly by Stade as a product of gamma factors (see [33,34]). Moreover, for $n' = n - 2$ the integral can be simplified to a one-dimensional Barnes integral (see Ishii–Stade [16]). We also refer to Jacquet [17] for the case $(n, n') = (2, 2)$, Stade [32] for the case $(n, n') = (3, 3)$, Bump [8] for the case $(n, n') = (3, 2)$ and Hoffstein–Murty [15] for the case $(n, n') = (3, 1)$.

All results are most easily expressed in terms of the Langlands parameters $\lambda \in \mathbb{C}^n$ and $\nu \in \mathbb{C}^{n'}$ instead of $\alpha \in \mathbb{C}^{n-1}$ and $\beta \in \mathbb{C}^{n'-1}$. These are uniquely determined by $\lambda_1 + \cdots + \lambda_n = \nu_1 + \cdots + \nu_{n'} = 0$ and the relations

$$\alpha_j = \frac{1}{n}(\lambda_j - \lambda_{j+1} + 1), \quad \beta_k = \frac{1}{n'}(\nu_k - \nu_{k+1} + 1).$$

Abusing notation, we write $G_{\lambda,\nu}(s)$ instead of $G_{\alpha,\beta}(s)$.

We further use the standard notation

$$\Gamma_{\mathbb{R}}(s) = \frac{\Gamma(z)}{\pi^{\frac{s}{2}}}.$$

**Theorem 1.1.** (see [16,33,34])

1. For $n' = n$ we have

$$G_{\lambda,\nu}(s) = \frac{\prod_{j,k=1}^{n} \Gamma_{\mathbb{R}}(s + \lambda_j + \nu_k)}{2^{n-1} \Gamma_{\mathbb{R}}(ns) \prod_{1\leq j < k \leq n} \Gamma_{\mathbb{R}}(\lambda_j - \lambda_k + 1) \Gamma_{\mathbb{R}}(\nu_j - \nu_k + 1)}.$$

2. For $n' = n - 1$ we have

$$G_{\lambda,\nu}(s) = \frac{\prod_{j=1}^{n} \prod_{k=1}^{n-1} \Gamma_{\mathbb{R}}(s + \lambda_j + \nu_k)}{2^{n-1} \prod_{1 \leq j < k \leq n} \Gamma_{\mathbb{R}}(\lambda_j - \lambda_k + 1) \prod_{1 \leq j < k \leq n-1} \Gamma_{\mathbb{R}}(\nu_j - \nu_k + 1)}.$$

3. For $n' = n - 2$ we have

$$G_{\lambda,\nu}(s) = \frac{\prod_{j=1}^{n} \prod_{k=1}^{n-2} \Gamma_{\mathbb{R}}(s + \lambda_j + \nu_k)}{2^{n-1} \prod_{1 \leq j < k \leq n} \Gamma_{\mathbb{R}}(\lambda_j - \lambda_k + 1) \prod_{1 \leq j < k \leq n-2} \Gamma_{\mathbb{R}}(\nu_j - \nu_k + 1)} \times \frac{1}{2\pi \sqrt{-1}} \int_{\gamma} \prod_{k=1}^{n-2} \Gamma_{\mathbb{R}}(z + \lambda_j) \prod_{k=1}^{n-2} \Gamma_{\mathbb{R}}(s + z + \nu_k) \, dz,$$

where $\gamma$ is a contour from $-i\infty$ to $+i\infty$ such that all poles of the integrand are on its left.

We remark that the correction factor $2^{n-1}$ appears in the denominator since integration is over $\mathbb{R}_+$ rather than $\mathbb{R}^\times$. The correction factor $\Gamma_{\mathbb{R}}(ns)$ appears in the denominator when $n' = n$, because the integral is over $A_G$ modulo the center instead of $A_G$. The correction factors $\Gamma_{\mathbb{R}}(\lambda_j - \lambda_k + 1)$ and $\Gamma_{\mathbb{R}}(\nu_j - \nu_k + 1)$ appear in the denominator, because the Whittaker functions $W_j$ have been $L^2$-normalized (in contrast to Stade’s $W_{(n,\alpha)}$, see below). In this sense, the relevant terms for the completion of the $L$-function are the factors $\Gamma_{\mathbb{R}}(s + \lambda_j + \nu_k)$. 
Proof. First note that $W_J(y; \alpha, \psi) = W_J(y; \alpha, \overline{\psi})$ for all $y \in A_G$ (see [13, Lemma 6.5.6] for the case $n = 3$, the same argument works for general $n$). To translate between Goldfeld’s notation (which we use, see [13]) and Stade’s notation (see [16,31,33,34]), we note that the function $I_\alpha(z)$ defined in (1.2) is related to Stade’s $H_\alpha(z)$ defined in [31, equation (1.1)] by

$$I_\alpha(z) = H_\alpha^*(z) \quad (z \in \mathfrak{h}^n),$$

where $\alpha^* = (\alpha_{n-1}, \ldots, \alpha_1)$. This implies that the Whittaker function $W_J(y; \alpha, \psi)$ defined in (1.3) is related to Stade’s $W_{n,\alpha}(y_1, \ldots, y_{n-1})$ defined in [31, equation (2.2)] by

$$W_J(y; \alpha, \psi) = \prod_{1 \leq i < j \leq n-1} \frac{1}{\Gamma_{\mathbb{R}}(\lambda_i - \lambda_j + 1)} W_{n,\alpha^*}(y_{n-1}, \ldots, y_1).$$

In [16,33,34], Langlands parameters are used instead of the parameter $\alpha$, which yields the relation $W_{n,\alpha^*} = W_{n,\lambda}$ between the Whittaker function $W_{n,\alpha^*}$ from [31] and the Whittaker function $W_{n,\lambda}$ from [33] (see [33, top display on p. 132]). With these relations, (a) is [34, Theorem 1.1], (b) is [33, Theorem 3.4] and (c) is [16, Theorem 3.2].

$$\square$$

2. Automorphic Rankin–Selberg periods

In this section we explain how the Rankin–Selberg period integrals define invariant forms on tensor products of automorphic representations.

2.1. Automorphic representations

Under the unitary action of $G$ on $L^2(\Gamma_G \cdot Z(G) \backslash G)$, any Maass form $f$ on $G$ generates an irreducible subrepresentation of $L^2(\Gamma_G \cdot Z(G) \backslash G)$ that is spherical, the function $f$ being the unique (up to scalar multiples) $K_G$-spherical vector. We write $V_f \subseteq L^2(\Gamma_G \cdot Z(G) \backslash G)$ for the subspace of smooth vectors and $\pi_f$ for the corresponding action of $G$ on $V_f$. Then $V_f \subseteq C^\infty(\Gamma_G \cdot Z(G) \backslash G)$. If further $f$ is a cuspidal form, it was shown in [25] that all functions in $V_f$ decay rapidly along $A_G$.

Similarly, we denote by $(\tau_\mathfrak{g}, W_\mathfrak{g})$ the smooth vectors of the irreducible unitary subrepresentation of $L^2(SL(n', \mathbb{Z}) \cdot \mathbb{R}^\times \backslash GL(n', \mathbb{R}))$ generated by the complex conjugate $\overline{\mathfrak{g}}$ of a Maass form $g$ on $GL(n', \mathbb{R})$ ($1 \leq n' \leq n$).

Moreover, for $s \in \mathbb{C}$ the degenerate Eisenstein series $E_s \in C^\infty(\Gamma_G \cdot Z(G) \backslash G)$ generates a spherical subrepresentation $U_s \subseteq C^\infty(\Gamma_G \cdot Z(G) \backslash G)$ that is isomorphic to a subrepresentation of a degenerate principal series of $G$ (see Sect. 3.3 for a more detailed description). Here $E_s$ is viewed as a $K_G$-invariant and $Z(G)$-invariant function on $G$. We write $\sigma_s$ for the corresponding $G$-action on $U_s$. Note that for $s \in \mathbb{C}$ outside a certain discrete set, the degenerate principal series is irreducible, so that $\sigma_s$ is isomorphic to the full degenerate principal series.
2.2. Automorphic Rankin–Selberg periods

Let $f$ be a Maass cusp form for $\text{SL}(n, \mathbb{Z})$ and $g$ a Maass form for $\text{SL}(n', \mathbb{Z})$. The period integral $\Lambda(s, f \times g)$ can be extended to an invariant linear form on the tensor products of the corresponding automorphic representations. For this we again distinguish between the cases $n' = n$, $n' = n - 1$ and $1 \leq n' \leq n - 2$.

2.2.1. The case $n' = n$ We have

$$\Lambda(s, f \times g) = \int_{\Gamma_G \cdot Z(G) \backslash G} f(h)g(h)E_s(h) \, dh,$$

where $E_s$ is viewed as a $K_G$-invariant function on $\Gamma_G \cdot Z(G) \backslash G$. This integral makes sense if we replace $f$ and $g$ by arbitrary functions in $V_f$ and $W_g$ and $E_s$ by an arbitrary function in $U_s$ and defines a $G$-invariant linear form

$$\varepsilon_{f,g,s}^\aut : V_f \hat{\otimes} W_g \otimes U_s \to \mathbb{C}, \quad v \otimes w \otimes u \mapsto \int_{\Gamma_G \cdot Z(G) \backslash G} v(h)w(h)u(h) \, dh,$$

i.e. $\varepsilon_{f,g,s}^\aut \in \text{Hom}_G(\pi_f \hat{\otimes} \pi_g \otimes \sigma_s, \mathbb{C})$. The period $\Lambda(s, f \times g)$ can be recovered from $\varepsilon_{f,g,s}^\aut$ as the special value at the tensor product of the spherical vectors: $\Lambda(s, f \times g) = \varepsilon_{f,g,s}^\aut(f \otimes g \otimes E_s)$. It follows from [9, Theorem B] that the space $\text{Hom}_G(\pi_f \hat{\otimes} \pi_g \otimes \sigma_s, \mathbb{C})$ is at most one-dimensional, so that $\varepsilon_{f,g,s}^\aut$ is proportional to any other non-zero period in $\text{Hom}_G(\pi_f \hat{\otimes} \pi_g \otimes \sigma_s, \mathbb{C})$. To keep the notation uniform we put $H = G$ in this case.

2.2.2. The case $n' = n - 1$ Let $H = \text{GL}(n - 1, \mathbb{R})$ and $\Gamma_H = \text{SL}(n - 1, \mathbb{Z})$. Similar to the case $n' = n$ we can write $\Lambda(s, f \times g) = \varepsilon_{f,g,s}^\aut(f \otimes g)$ for the $H$-invariant linear form

$$\varepsilon_{f,g,s}^\aut : V_f \hat{\otimes} W_g \to \mathbb{C}, \quad v \otimes w \mapsto \int_{\Gamma_H \backslash H} v(h)w(h) \det(h)^{s-\frac{1}{2}} \, dh,$$

i.e. $\varepsilon_{f,g,s}^\aut \in \text{Hom}_H(\pi_f |_H \hat{\otimes} \pi_g \otimes \chi_s, \mathbb{C})$ with $\chi_s(h) = |\det(h)|^{s-\frac{1}{2}}$. By [35, Theorem B] this space is at most one-dimensional, so $\varepsilon_{f,g,s}^\aut$ is proportional to any other non-zero period in $\text{Hom}_H(\pi_f |_H \hat{\otimes} \pi_g \otimes \chi_s, \mathbb{C})$.

2.2.3. The case $1 \leq n' \leq n - 2$ Let

$$H = \left\{ \begin{pmatrix} h_1 & u \\ h_2 \end{pmatrix} : h_1 \in \text{GL}(n', \mathbb{R}), u \in M(n' \times (n - n'), \mathbb{R})^0, h_2 \in N_{n-n'} \right\},$$

where $M(n' \times (n - n'), \mathbb{R})$ denotes the space of real $n' \times (n - n')$-matrices, $M(n' \times (n - n'), \mathbb{R})^0$ the subspace of those matrices with first column equal to zero, and $N_{n-n'}$ the group of unipotent upper triangular matrices of size $n - n'$. We note that $H \simeq \text{GL}(n', \mathbb{R}) \ltimes Y_{n,n'}$ with $Y_{n,n'}$ as in Sect. 1.4.3. Let further $\Gamma_H = H \cap \Gamma_G$. 


The Rankin–Selberg convolution \( \Lambda(s, f \times \overline{g}) \) can be written as

\[
\Lambda(s, f \times \overline{g}) = \int_{\Gamma_H \backslash H} f(h) \overline{g(h)} \cdot \chi_s(h) \, dh,
\]

where

\[
\chi_s \left( \begin{array}{cc} h_1 & u \\ h_2 & \end{array} \right) = | \det(h_1) |^{s - \frac{n'}{2}} \psi(h_2).
\] (2.1)

Here we extend \( g \) trivially to \( H \) by putting \( g(h) := g(h_1) \). Moreover, \( dh \) denotes the right-invariant measure on \( \Gamma_H \backslash H \) given by

\[
\int_{\Gamma_H \backslash H} \varphi(h) \, dh = \int_{\mathcal{SL}(n', \mathbb{Z}) \backslash \mathcal{GL}(n', \mathbb{R})} \int_{Y_{n,n'} \cap \Gamma_G \backslash Y_{n,n'}} \varphi(v h) \, dv \, dh_1.
\]

(Note that \( H \) is not unimodular.)

The integral defining \( \Lambda(s, f \times \overline{g}) \) makes sense even if we replace \( f \) by an arbitrary function in \( V_f \) and \( g \) by an arbitrary function in \( W_g \), which leads to the map

\[
\ell_{f, g, s}^{\text{aut}} : V_f \widehat{\otimes} W_g \rightarrow \mathbb{C}, \quad v \otimes w \mapsto \int_{\Gamma_H \backslash H} v(h) w(h) \chi_s(h) \, dh,
\]

which is defined due to the rapid decay of \( u \in V_f \). It respects the action of the subgroup \( H \) in the sense that \( \ell_{f, g, s}^{\text{aut}} \) intertwines the representation \( \pi_f | H \widehat{\otimes} \tau_g \widehat{\otimes} \chi_s \) on \( V_f \widehat{\otimes} W_g \) and the trivial representation on \( \mathbb{C} \), i.e. \( \ell_{f, g, s}^{\text{aut}} \in \text{Hom}_H(\pi_f | H \widehat{\otimes} \tau_g \widehat{\otimes} \chi_s, \mathbb{C}) \).

In [9, Theorem A] it was shown that \( \dim \text{Hom}_H(\pi_f | H \widehat{\otimes} \tau_g \widehat{\otimes} \chi_s, \mathbb{C}) \leq 1 \) for all \( s \in \mathbb{C} \), so that the automorphic period \( \ell_{f, g, s}^{\text{aut}} \) is proportional to any other period in \( \text{Hom}_H(\pi_f | H \widehat{\otimes} \tau_g \widehat{\otimes} \chi_s, \mathbb{C}) \).

3. Model Rankin–Selberg periods on spherical principal series

In this section we explicitly construct Rankin–Selberg periods on tensor products of spherical principal series representations.

3.1. Parabolic subgroups

Let \( P_G \) denote the standard minimal parabolic subgroup of \( G \) consisting of all upper triangular matrices. The parabolic subgroup \( P_G \) has a Langlands decomposition \( P_G = M_G A_G N_G \) with \( M_G \) the subgroup of diagonal matrices with entries in \( \{ \pm 1 \} \) and \( A_G \) and \( N_G \) as in Sect. 1.1.

In the case \( n' = n - 1 \) the group \( P_H = P_G \cap H \) is the standard minimal parabolic subgroup of \( H \) and \( P_H = M_H A_H N_H \) with \( M_H = M_G \cap H, A_H = A_G \cap H, N_H = N_G \cap H \) is a Langlands decomposition.

For \( n' = n - 2 \) we also put \( P_H = P_G \cap H \), which has a similar decomposition \( P_H = M_H A_H N_H \), where \( M_H \simeq M_G \cap \mathcal{GL}(n', \mathbb{R}), A_H \simeq A_G \cap \mathcal{GL}(n', \mathbb{R}) \) and \( N_H \simeq (N_{n'} \times N_{n-n'}) \times M(n' \times (n-n'), \mathbb{R})^0 \).
3.2. Principal series representations

For $\lambda \in \mathbb{C}^n$ and $a = \text{diag}(a_1, \ldots, a_n) \in G$ let

$$a^\lambda = a_1^{\lambda_1} \cdots a_n^{\lambda_n}.$$ 

This defines a character $\varepsilon^\lambda : \mathcal{A} \rightarrow \mathbb{C}^\times$, $a \mapsto a^\lambda$. Let

$$\pi_\lambda = \text{Ind}_G^G (1 \otimes \varepsilon^\lambda \otimes 1),$$

where we use smooth normalized parabolic induction, i.e. $\pi_\lambda$ can be realized as the right-regular representation of $G$ on

$$I_\lambda = \{ u \in C^\infty(G) : u(\text{mang}) = a^{\lambda + \rho_G} u(g) \forall g \in G, \text{man} \in M_G A_G N_G \}$$

with $\rho_G = (\frac{n-1}{2}, \frac{n-3}{2}, \ldots, \frac{1-n}{2})$ corresponding to the half sum of all roots of $a_G$ in $n_G$. In particular, $\pi_\lambda$ is unitary for $\lambda \in (i\mathbb{R})^n$, the invariant inner product being

$$\langle u, v \rangle = \int_{K_G} u(k) \overline{v(k)} \, dk.$$ 

The representation $\pi_\lambda$ is $K_G$-spherical and we normalize the spherical vector $\phi_\lambda \in I_\lambda$ such that $\phi_\lambda(e) = 1$. To give an explicit formula for $\phi_\lambda$ we define for $1 \leq k \leq n$ and $1 \leq i_1, \ldots, i_k \leq n$ a polynomial $p_{i_1, \ldots, i_k}$ on $M(n \times n, \mathbb{R})$ by

$$p_{i_1, \ldots, i_k}(x) := \det \left( (x_{ij})_{i=n-k+1}^{i=n} \right). \tag{3.1}$$

For $1 \leq k \leq n$ we define polynomials $\Phi_k$ on $M(n \times n, \mathbb{R})$ by

$$\Phi_k(x) = p_{1, \ldots, k}(x) \tag{3.2}$$

and note that they satisfy

$$\Phi_k(gxh) = g_{n,n} \cdots g_{n-k+1,n-k+1} h_{1,1} \cdots h_{k,k} \Phi_k(x) \forall g, h \in P_G. \tag{3.3}$$

We remark that $\Phi_k$ also can be expressed as the determinant of a matrix product:

$$\Phi_k(x) = \det \left( \begin{pmatrix} 1_{k \times k} & 0_{k \times (n-k)} \\ w & 0_{(n-k) \times k} \end{pmatrix} \right),$$

where $w$ represents the longest Weyl group element (see Sect. 1.2).

**Lemma 3.1.** $\phi_\lambda$ can be expressed as

$$\phi_\lambda(g) = \prod_{k=1}^n |\Phi_k(gg^T w)|^{\frac{\lambda_{n-k+1}-\lambda_{n-k-1}}{2}} (g \in G), \tag{3.4}$$

where $w$ is a representative of the longest Weyl group element (see Sect. 1.2).
Proof. \( \phi_\lambda \) is the unique smooth function on \( G \) such that \( \phi_\lambda(nak) = a^{k+\rho_G} \), so it suffices to show that the right hand side of (3.4) has the same properties. Since \( gg^T \) is positive definite, its principal minors are strictly positive. This implies that \( g \mapsto \Phi_k(gg^T) \) is a smooth nowhere vanishing function on \( G \). Hence, the right hand side of (3.4) is smooth. We further have
\[
\Phi_k(nak) = \Phi_k(nakk^T a^T n^T w) = \Phi_k(na^2(w^{-1}n^T w)) = a_{n,n} \cdots a_{n-k+1,n-k+1} \Phi_k(w)
\]
for all \( k \in K_G, a \in A_G \) and \( n \in N_G \) by (3.3). Note that \( \Phi_k(w) = \pm 1 \), depending on the choice of the representative \( w \) of the longest Weyl group element. (One possible choice is \( w_{i,j} = \delta_{i,n-j+1} \), then \( \Phi_k(w) = 1 \) for all \( k = 1, \ldots, n \).) Applying (3.5) to every factor in (3.4) shows the claim. \( \square \)

Similarly, for \( v \in \mathbb{C}^n' \) we write \( \tau_v \) for the corresponding spherical principal series representation of \( \text{GL}(n', \mathbb{R}) \) and realize \( \tau_v \) on a subspace \( J_v \subseteq C^\infty(\text{GL}(n', \mathbb{R})) \). For \( n' = n \) and \( n' = n-1 \) this defines a representation of \( H = \text{GL}(n', \mathbb{R}) \), and in the case \( 1 \leq n' \leq n-2 \) we extend \( \tau_v \) trivially to \( H = (\text{GL}(n', \mathbb{R}) \times N_{n-n'}) \rtimes M(n' \times (n-n'), \mathbb{R})^0 \). For \( 1 \leq n' \leq n-1 \) we further recall the character \( \chi_s \) of \( H \) from (2.1). Note that \( \tau_v \otimes \chi_s \simeq \text{Ind}_{\rho_H}^{\text{GL}(n', \mathbb{R})} (e^v \otimes \chi_s) \), realized on
\[
\{ u \in C^\infty(H) : u(ph) = a^{\nu+\rho_H} \chi_s(p)u(h) \forall h \in H, p = man \in P_H \}
\]
with \( \rho_H = (\frac{n'-1}{2}, \frac{n'-3}{2}, \ldots, \frac{1-n'}{2}) \).

3.3. Degenerate principal series representations

Let \( P_{G,\text{max}} \subseteq G \) be the standard maximal parabolic subgroup of \( G \) corresponding to the partition \( n = (n-1) + 1 \), i.e.
\[
P_{G,\text{max}} = \left\{ \begin{pmatrix} A & b \\ 0 & d \end{pmatrix} : A \in \text{GL}(n-1, \mathbb{R}), b \in \mathbb{R}^{n-1}, d \in \text{GL}(1, \mathbb{R}) \right\}.
\]
For \( r \in \mathbb{C} \) let
\[
\xi_r \begin{pmatrix} A & b \\ 0 & d \end{pmatrix} := |\det A|^r |d|^{-(n-1)r}
\]
and induce this character of \( P_{G,\text{max}} \) to \( G \) (smooth normalized parabolic induction):
\[
\xi_r := \text{Ind}_{P_{G,\text{max}}}^G (\xi_r),
\]
realized on the space
\[
L_r = \{ f \in C^\infty(G) : f(pg) = \xi_r^{1/2}(p)f(g) \forall g \in G, p \in P_{G,\text{max}} \}.
\]
Note that \( \xi_r \) is unitary for \( r \in i\mathbb{R} \).
Write \( f_r \) for the unique \( K_G \)-spherical vector in \( L_r \) with \( f_r(e) = 1 \). We claim that \( f_r = I_s \) for \( s = r + \frac{1}{2} \). In fact, let \( g = xyk \in N_G AG K_G \), then

\[
f_r(xy) = \xi_{r + \frac{1}{2}}(xy) = \xi_{r + \frac{1}{2}}(x)\xi_{r + \frac{1}{2}}(y).
\]

On \( x \in N_G \) the character \( \xi_{r + \frac{1}{2}} \) is obviously trivial, and on \( y \in A_G \) it is given by

\[
\xi_{r + \frac{1}{2}}(y) = I_s(y).
\]

It follows that for \( s = r + \frac{1}{2} \) the \( G \)-intertwining operator

\[
\xi : L_r \to U_s, \quad f \mapsto \sum_{\gamma \in P_{G,\text{max}} \cap \text{SL}(n, \mathbb{Z})} f(\gamma g)
\]

maps the spherical vector \( f_r \) to the degenerate Eisenstein series \( E_s \).

An explicit expression for \( f_r \) is given by

\[
f_r(g) = |\Phi_1(g g^\top w)|^{-\frac{n}{2}(r + \frac{1}{2})} |\Phi_n(g g^\top w)|^{\frac{1}{2}(r + \frac{1}{2})}.
\]

### 3.4. Invariant forms on principal series

We construct invariant forms on tensor products of principal series representations.

**3.4.1. The case \( n' = n \)** An invariant form \( \ell \in \text{Hom}_G(\pi_\lambda \hat{\otimes} \tau_\nu \hat{\otimes} \zeta_r, \mathbb{C}) \) is a \( G \)-invariant continuous linear operator \( I_x \otimes I_y \otimes L_r \to \mathbb{C} \) and hence given by a distribution kernel \( K \in D'(G \times G \times G) \) that satisfies the following equivariance conditions (see e.g. [19, Sections 3.2 and 3.5] or [26, Section 3.2] for details on this matter):

1. \( K(g_1 g, g_2 g, g_3 g) = K(g_1, g_2, g_3) \) for all \( g \in G \),
2. \( K(m a g_1, g_2, g_3) = a^{-\frac{n}{2} + \rho G} K(g_1, g_2, g_3) \) for all \( m a \in P_G = M_G A_G N_G \),
3. \( K(g_1, m a g_2, g_3) = a^{-\nu + \rho G} K(g_1, g_2, g_3) \) for all \( m a \in P_G = M_G A_G N_G \),
4. \( K(g_1, g_2, \rho p g_3) = \xi_{-r + \frac{1}{2}}(p) K(g_1, g_2, g_3) \) for all \( p \in P_{G, \text{max}} \).

If \( K \) is a locally integrable function, then the corresponding invariant form is given by

\[
\ell(v \otimes w \otimes u) = \int_{K_G \times K_G \times K_G} K(k_1, k_2, k_3) v(k_1) w(k_2) u(k_3) \, d(k_1, k_2, k_3),
\]

otherwise the integral has to be understood in the sense of generalized functions. Using the integral formula [18, formula (5.25)] this integral can be rewritten as

\[
\ell(v \otimes w \otimes u) = \int_{\overline{N}_G \times \overline{N}_G \times \overline{N}_{G, \text{max}}} K(\tilde{n}_1, \tilde{n}_2, \tilde{n}_3) v(\tilde{n}_1) w(\tilde{n}_2) u(\tilde{n}_3) \, d(\tilde{n}_1, \tilde{n}_2, \tilde{n}_3),
\]

where \( \overline{N}_G \) resp. \( \overline{N}_{G, \text{max}} \) denotes the nilradical of the parabolic subgroup of \( G \) opposite to \( P_G \) resp. \( P_{G, \text{max}} \).
Non-zero invariant forms on $\pi_\lambda \hat{\otimes} \tau_v \hat{\otimes} \zeta_r$ can only exist if the center of $G$ acts trivially, which implies

$$\lambda_1 + \cdots + \lambda_n + v_1 + \cdots + v_n = 0.$$ 

We will assume this for the construction.

Recall the polynomials $\Phi_k(x)$ on $M(n \times n, \mathbb{R})$ from (3.2). For $x, y \in M(n \times n, \mathbb{R})$ and $1 \leq k \leq n$ we further define

$$\Phi_k(x, y) = \det \begin{pmatrix}
x_{n,...,k+1} \\
y_{n,...,n-k+2} \\
0 \cdots 0 1
\end{pmatrix},$$

where for $1 \leq i_1, \ldots, i_k \leq n$ we write $x_{i_1,...,i_k}$ for the $k \times n$-matrix whose rows are the rows $i_1,...,i_k$ of $x$, and similar for $y$. An alternative expression for $\Phi_k(x, y)$ is

$$\Phi_k(x, y) = \det \left( \begin{pmatrix}\mathbf{1}_{(n-k)\times(n-k)} & (\mathbf{0}_{(n-k)\times k}) w_x \\
(\mathbf{1}_{(k-1)\times(n-k)}) \mathbf{0}_{(k-1)\times(n-k+1)} & w_y \end{pmatrix} \begin{pmatrix}\mathbf{1}_{(n-1)\times(n-1)} \\
\mathbf{0}_{1\times(n-1)} \end{pmatrix} \right).$$

It is easy to see that

$$\Phi_k(gx, hy) = g_{n,n} \cdots g_{k+1,k+1} h_{n,n}$$

$$\cdots h_{n-k+2,n-k+2} \Phi_k(x, y) \quad \forall \ g, h \in P_G,$$

$$\Phi_k(xp, yp) = \det(A) \Phi_k(x, y) \quad \forall \ p = \begin{pmatrix} A & b \\
0 & d \end{pmatrix} \in P_{G,\max}.$$

Define

$$K_{\lambda,v,s}(g_1, g_2, g_3) := |\det(g_1 g_2)|^\mu |\det(g_3)|^{-2\mu} |\Phi_1(g_1 g_2^{-1})|^{s_1} \cdots |\Phi_n(g_1 g_2^{-1})|^{s_n}$$

$$\times |\Phi_1(g_1 g_3^{-1}, g_2 g_3^{-1})|^{t_1} \cdots |\Phi_n(g_1 g_3^{-1}, g_2 g_3^{-1})|^{t_n}.$$ 

This function obviously satisfies (1), and a short computation shows that it satisfies (2), (3) and (4) if and only if

$$\mu = -\frac{n-1}{2}(s-1), \quad s_i = -\lambda_{n-i+1} + v_{i+1} - s \quad t_i = \lambda_i + v_{n-i+1} + s - 1.$$ 

Since $\det(x), \Phi_k(x)$ and $\Phi_k(x, y)$ are polynomial functions, the kernel $K_{\lambda,v,s}$ is a product of complex powers of analytic functions on $G$ and therefore extends to a meromorphic family of distributions by standard arguments. This shows:

**Proposition 3.2.** The prescription

$$\ell_{\lambda,v,s}^{\text{mod}} : I_\lambda \hat{\otimes} I_v \hat{\otimes} L_{s-\frac{1}{2}} \to \mathbb{C},$$

$$v \otimes w \otimes u \mapsto \int_{K_G \times K_G \times K_G} K_{\lambda,v,s}(g_1, g_2, g_3) v(g_1) w(g_2) u(g_3) \ d(g_1, g_2, g_3)$$

defines a meromorphic family of invariant forms $\ell_{\lambda,v,s}^{\text{mod}} \in \text{Hom}_G(\pi_\lambda \hat{\otimes} \pi_v \hat{\otimes} \zeta_{s-\frac{1}{2}}, \mathbb{C}).$
Proposition 3.3. The prescription

\[ \ell_{\lambda,v,s} : I_G \otimes J_v \to \mathbb{C}, \quad v \otimes w \mapsto \int_{K_G \times K_H} K_{\lambda,v,s}(g,h)v(g)w(h) \, d(g,h) \]

defines a meromorphic family of invariant forms \( \ell_{\lambda,v,s} \in \text{Hom}_H(\pi_\lambda | H \hat{\otimes} \tau_v \hat{\otimes} \chi_s, \mathbb{C}) \).

Proof. Using resolution of singularities the meromorphic continuation can be reduced to that of the distributions

\[ u_{\lambda}(x) = |x_1|^{\lambda_1} \cdots |x_n|^{\lambda_n} \exp \left( i x_1^{k_1} \cdots x_n^{k_n} \right) \quad (x \in \mathbb{R}^n) \]

for fixed \( k_1, \ldots, k_n \in \mathbb{Z} \), which is discussed in [11, Sections 4.6 and 4.10]. \( \square \)
3.5. Relation between automorphic and model periods

Let \( f \) be a cusp form on \( \text{GL}(n, \mathbb{R}) \) and \( g \) a Maass form on \( \text{GL}(n', \mathbb{R}) \). Then \( \ell_{f,\mathfrak{g},s}^{\text{aut}} \in \text{Hom}_G(\pi_f \otimes \tau_{g} \otimes \sigma_s, \mathbb{C}) \) for \( n' = n \) and \( \ell_{f,\mathfrak{g},s}^{\text{aut}} \in \text{Hom}_H(\pi_f |_H \otimes \tau_{g} \otimes \chi_s, \mathbb{C}) \) for \( 1 \leq n' \leq n - 1 \). By the Multiplicity One Theorems [9, Theorems A and B] these space are at most one-dimensional. Now \( \pi_f \simeq \pi_{\lambda} \) and \( \tau_g \simeq \tau_{\nu} \), where \( \lambda \in \mathbb{C}^n \) and \( \nu \in \mathbb{C}^{n'} \) are the Langlands parameters of \( f \) and \( g \). Let \( \theta : I_{\lambda} \rightarrow V_f \) and \( \eta : J_{\nu} \rightarrow W_g \) be equivariant unitary isomorphisms and recall the equivariant isomorphism \( \varsigma : L_{s-\frac{1}{2}} \rightarrow U_s \). Then for \( n' = n \)

\[
\ell_{f,\mathfrak{g},s}^{\text{aut}} \circ (\theta \otimes \eta \otimes \varsigma) \in \text{Hom}_G(\pi_{\lambda} \otimes \tau_{\nu} \otimes \varsigma_{s-\frac{1}{2}}, \mathbb{C})
\]

and for \( 1 \leq n' \leq n - 1 \)

\[
\ell_{f,\mathfrak{g},s}^{\text{aut}} \circ (\theta \otimes \eta) \in \text{Hom}_H(\pi_{\lambda} |_H \otimes \tau_{\nu} \otimes \chi_s, \mathbb{C}).
\]

Using the Multiplicity One Theorems we can therefore relate the automorphic periods to the model periods \( \ell_{\lambda,v,s}^{\text{mod}} \) constructed in the previous section. There exists a proportionality constant \( b_{f,\mathfrak{g},s} \in \mathbb{C} \) such that for \( n' = n \)

\[
\ell_{f,\mathfrak{g},s}^{\text{aut}}(\theta_v \otimes \eta_w \otimes \varsigma_u) = b_{f,\mathfrak{g},s} \cdot \ell_{\lambda,v,s}^{\text{mod}}(v \otimes w \otimes u) \quad (v \in I_{\lambda}, w \in J_{\nu}, u \in L_{s-\frac{1}{2}})
\]

(3.6)

and for \( 1 \leq n' \leq n - 1 \)

\[
\ell_{f,\mathfrak{g},s}^{\text{aut}}(\theta_v \otimes \eta_w) = b_{f,\mathfrak{g},s} \cdot \ell_{\lambda,v,s}^{\text{mod}}(v \otimes w) \quad (v \in I_{\lambda}, w \in J_{\nu}).
\]

(3.7)

By the equivariance of \( \theta \) and \( \eta \), the spherical vectors \( \phi_{\lambda} \in I_{\lambda} \) and \( \psi_{\nu} \in J_{\nu} \) are mapped to scalar multiples of the spherical vectors \( f \in V_f \) and \( g \in W_g \). If we assume that \( f \) and \( g \) are normalized to have \( L^2 \)-norm one, then the respective scalars are of modulus one. Using the fact that \( \varsigma \) maps the spherical vector \( f_{s-\frac{1}{2}} \) to the Eisenstein series \( E_s \), it follows that for \( n' = n \):

\[
|\Lambda(s, f \times g)| = \left| b_{f,\mathfrak{g},s} \right| \left| \ell_{\lambda,v,s}^{\text{mod}}(\phi_{\lambda} \otimes \psi_{\nu} \otimes f_{s-\frac{1}{2}}) \right|
\]

and for \( 1 \leq n' \leq n - 1 \):

\[
|\Lambda(s, f \times g)| = \left| b_{f,\mathfrak{g},s} \right| \left| \ell_{\lambda,v,s}^{\text{mod}}(\phi_{\lambda} \otimes \psi_{\nu}) \right|.
\]

To estimate \( \Lambda(s, f \times g) \) it therefore suffices to estimate the special values of the model periods at the spherical vectors and the proportionality constants \( b_{f,\mathfrak{g},s} \). In this work we focus on the special values of the model periods and hope to come back to the proportionality scalars in a subsequent paper.
3.6. Special values of invariant forms

The special values of the model periods are given by integrating the previously constructed distribution kernels against the spherical vectors. In this section we explain how to reduce the number of variables in the integrals and simplify the distribution kernels.

3.6.1. The case \( n' = n \)

We have the following expression for the special value of \( \xi_{\lambda, v, s}^{\text{mod}} \):

**Lemma 3.4.** For all \( \lambda, v \in \mathbb{C}^n \) and \( r \in \mathbb{C} \) we have

\[
\xi_{\lambda, v, s}^{\text{mod}}(\phi_{\lambda} \otimes \phi_{v} \otimes f_{s-2}) = \int_{N_G \times N_{G, \text{max}}} \phi_{\lambda}(\overline{m}) f_{s-2}(\overline{n}) \prod_{k=1}^{n-1} \left| p_{k, \ldots, n-1}(\overline{m}_1 \overline{n}_3^{-1})^{\lambda \cdot v - k + 1 + s - 1} d(\overline{m}_1, \overline{n}_3). \right.
\]

**Proof.** Let \( r = s - \frac{1}{2} \) for short. Since \( \text{Hom}_G(\pi_{\lambda} \hat{\otimes} \tau_v \hat{\otimes} \zeta_r, \mathbb{C}) \simeq \text{Hom}_G(\pi_{\lambda} \hat{\otimes} \zeta_r, \tau_{-v}) \) we can write the invariant form \( \xi_{\lambda, v, s}^{\text{mod}} \) as

\[
\xi_{\lambda, v, s}(v \otimes w \otimes u) = \int_{K_G} A_{\lambda, -v, r}(v \otimes u)(k) w(k) dk = \int_{N_G} A_{\lambda, -v, r}(v \otimes u)(\overline{m}) w(\overline{n}),
\]

where \( A_{\lambda, -v, r} \in \text{Hom}_G(\pi_{\lambda} \hat{\otimes} \zeta_r, \tau_{-v}) \) is given by

\[
A_{\lambda, -v, r}(v \otimes u)(g) = \int_{K_G \times K_G} K_{\lambda, v, s}(k_1, g, k_3) v(k_1) u(k_3) d(k_1, k_3)
\]

\[
= \int_{N_G \times N_{G, \text{max}}} K_{\lambda, v, s}(\overline{m}_1, g, \overline{n}_3) v(\overline{m}_1) u(\overline{n}_3) d(\overline{m}_1, \overline{n}_3).
\]

Now, since \( \phi_{\lambda} \in I_{\lambda} \) and \( f_r \in L_r \) are both \( K_G \)-invariant, their tensor product \( \phi_{\lambda} \otimes f_r \in I_{\lambda} \hat{\otimes} L_r \) is also \( K_G \)-invariant and is therefore mapped to a \( K_G \)-invariant vector in \( J_{-v} \) by the equivariant map \( A_{\lambda, -v, r} \). The space of \( K_G \)-invariant vectors in \( J_{-v} \) is one-dimensional and spanned by \( \phi_{-v} \), so that

\[
A_{\lambda, -v, r}(\phi_{\lambda} \otimes f_r)(g) = A_{\lambda, -v, r}(\phi_{\lambda} \otimes f_r)(k_0) \cdot \phi_{-v}(g)
\]

for any \( k_0 \in K_G \) since \( \phi_{-v}|_{K_G} = 1 \). It follows that

\[
\xi_{\lambda, v, s}^{\text{mod}}(\phi_{\lambda} \otimes \phi_{v} \otimes f_{r}) = A_{\lambda, -v, r}(\phi_{\lambda} \otimes f_r)(k_0) \cdot \int_{K_G} \phi_{v}(k) \phi_{-v}(k) dk.
\]

Since \( \phi_{v}|_{K_G} = \phi_{-v}|_{K_G} = 1 \) the latter integral is equal to 1 and we have

\[
\xi_{\lambda, v, s}^{\text{mod}}(\phi_{\lambda} \otimes \phi_{v} \otimes f_{r}) = A_{\lambda, -v, r}(\phi_{\lambda} \otimes f_r)(k_0)
\]

\[
= \int_{N_G \times N_{G, \text{max}}} \phi_{\lambda}(\overline{m}_1) f_r(\overline{n}_3) K_{\lambda, v, s}(\overline{m}_1, k_0, \overline{n}_3) d(\overline{m}_1, \overline{n}_3).
\]
To have a simple expression for $K_{\lambda, \nu, s}(\overline{n}_1, k_0, \overline{n}_3)$ we choose $k_0 = w$, a representative of the longest Weyl group element. It is easy to see that for $\overline{n}_1 \in \overline{N}_G$ we have

$$\Phi_k(\overline{n}_1 w^{-1}) = 1 \quad \forall 1 \leq k \leq n.$$ 

Further, a short computation reveals that for $\overline{n}_3 = \left( \begin{array}{c} 1_{n-1} \\ \chi^T \\ 1 \end{array} \right) \in \overline{N}_{G, \text{max}}$ we have

$$\Phi_k(x, w\overline{n}_3^{-1}) = (-1)^{(k-1)(n-k)} p_{k, \ldots, n-1}(x)$$

This shows:

$$K_{\lambda, \nu, s}(\overline{n}_1, w, \overline{n}_3) = \prod_{k=1}^{n-1} p_{k, \ldots, n-1} \left( \frac{\lambda^k + \nu_{n-k+1} + s - 1}{\overline{n}_1 \overline{n}_3^{-1}} \right)$$

and the proof is complete. \(\Box\)

### 3.6.2. The case $1 \leq n' \leq n - 1$

Making use of the isomorphism $\text{Hom}_H(\pi_\lambda | H \hat{\otimes} \tau_\nu \hat{\otimes} \chi_s, \mathbb{C}) \cong \text{Hom}_H(\pi_\lambda | H \hat{\otimes} \chi_s, \tau_{-\nu})$ and proceeding as in the previous section shows:

**Lemma 3.5.** For all $\lambda \in \mathbb{C}^n$, $\nu \in \mathbb{C}^{n'}$ and $s \in \mathbb{C}$ we have

$$\ell_{\lambda, \nu, s}^{\text{mod}}(\phi_\lambda \otimes \psi_\nu) = \int_{\overline{N}_G} \phi_\lambda(\overline{n}) \prod_{k=1}^{n'} p_{n, \ldots, n-k+2, n-n'}(\overline{n})^{-\lambda_{n-k+1} - \nu_{n-k} - s} \times \exp \left( -2\pi \sqrt{-1} \sum_{k=n'+1}^{n-1} p_{n, \ldots, n-k+2, n-k}(\overline{n}) \right) d\overline{n}.$$ 

**Proof.** For most parts of the proof we refer to the previous section. We only remark that for $\overline{n} \in \overline{N}_G$ we have:

$$\Phi_k(\overline{n} w^{-1}) = 1,$$

$$\Psi_k(\overline{n} w^{-1}) = p_{n, \ldots, n-k+2, n-n'}(\overline{n}),$$

$$\Xi_k(\overline{n} w^{-1}) = p_{n, \ldots, n-k+2, n-k}(\overline{n}).$$  \(\Box\)

### 3.7. A conjecture for the model invariant forms

We conjecture that the special values of our model invariant forms at the spherical vectors behave, in the case of purely imaginary parameters, like the archimedean local $L$-factors $G_{\lambda, \nu}(s)$. More precisely:

**Conjecture 3.6.** For any $1 \leq n' \leq n$ there exists a constant $C = C_{n,n'} > 0$ such that for $\lambda \in (i\mathbb{R})^n$ and $\nu \in (i\mathbb{R})^{n'}$ with $\lambda_1 + \cdots + \lambda_n = v_1 + \cdots + v_{n'} = 0$ and $s \in \frac{1}{2} + i\mathbb{R}$ we have
(1) for $n' = n$:

$$|G_{\lambda, \nu}(s)| = C \cdot \left| \ell_{\lambda, \nu, s}^{\text{mod}} (\phi_\lambda \otimes \psi_\nu \otimes f_{s - \frac{1}{2}}) \right|.$$ 

(2) for $1 \leq n' \leq n - 1$:

$$|G_{\lambda, \nu}(s)| = C \cdot \left| \ell_{\lambda, \nu, s}^{\text{mod}} (\phi_\lambda \otimes \psi_\nu) \right|.$$ 

This conjecture will be verified for $n = 2$ in Sect. 4 and for $n = 3$ and $n' = 1, 2$ in Sect. 5.

**Corollary 3.7.** If Conjecture 3.6 holds for a pair $(n, n')$, $1 \leq n' \leq n$, then there exists a constant $C = C_{n, n'} > 0$ such that for all Maass forms $f$ and $g$ and all $s \in \frac{1}{2} + i \mathbb{R}$:

$$|L(s, f \times g)| = C \cdot |b_{f, g, s}|.$$ 

**Remark 3.8.** In a similar situation with $\Gamma_H \subseteq H$ cocompact, Bernstein–Reznikov [3] apply (3.6) resp. (3.7) to test functions in order to estimate the proportionality constants. This method was also applied in [12,27]. In our case $\text{SL}(n', \mathbb{Z})$ is not cocompact in $\text{SL}(n', \mathbb{R})$, so that this method does not easily generalize. However, we do believe that a more detailed analysis of the geometry of the locally symmetric subspace $\Gamma_H \backslash H/\mathcal{K}_H \subseteq \Gamma_G \backslash G/\mathcal{K}_G$ does provide a way to modify the ideas of Bernstein–Reznikov.

### 4. Special values of model periods for $\text{GL}(2)$

In this section we verify Conjecture 3.6 for $(n, n') = (2, 2)$ and $(n, n') = (2, 1)$.

By (3.4) we have:

$$\phi_\lambda(\vec{\pi}) = (1 + x^2)^{\frac{\lambda_2 - \lambda_1 - 1}{2}}, \quad \vec{\pi} = \begin{pmatrix} 1 & 0 \\ x & 1 \end{pmatrix} \in \mathcal{N}_G = \mathcal{N}_{G, \text{max}}.$$ 

The formula for $f_r$ is the same with $\lambda = (r, -r)$.

#### 4.1. Evaluation of the model period for $\text{GL}(2) \times \text{GL}(2)$

By Lemma 3.4 we have:

$$\ell_{\lambda, \nu, r}^{\text{mod}} (\phi_\lambda, \psi_\nu, f_r) = \int_{\mathbb{R}^2} |x - y|^{\lambda_1 + \nu_2 + r - \frac{1}{2}} (1 + x^2)^{\frac{\lambda_2 - \lambda_1 - 1}{2}} (1 + y^2)^{-r - \frac{1}{2}} d(x, y)$$

$$= 2 \int_{\mathbb{R}} \int_{\mathbb{R}} (x - y)^{\lambda_1 + \nu_2 + r - \frac{1}{2}} (1 + x^2)^{\frac{\lambda_2 - \lambda_1 - 1}{2}} (1 + y^2)^{-r - \frac{1}{2}} dx dy.$$
The integral over $x$ can be evaluated using (A.3):

$$
\frac{\Gamma\left(\frac{\lambda_1 + \nu_2 + r + \frac{1}{2}}{2}\right) \Gamma\left(\frac{-\lambda_2 - \nu_2 - r + \frac{1}{2}}{2}\right)}{\Gamma\left(\frac{\lambda_1 - \lambda_2 + 1}{2}\right)} \int_{\mathbb{R}} F_1\left(\frac{-\lambda_2 - \nu_2 - r + \frac{1}{2}}{2}, \frac{-\lambda_1 - \nu_2 - r + \frac{1}{2}}{2}; \frac{1}{2}, -y^2\right)
$$

$(1 + y^2)^{-r - \frac{1}{2}} dy$.

Substituting $z = y^2$ gives

$$
\frac{2\Gamma\left(\frac{\lambda_1 + \nu_2 + r + \frac{1}{2}}{2}\right) \Gamma\left(\frac{-\lambda_2 - \nu_2 - r + \frac{1}{2}}{2}\right)}{\Gamma\left(\frac{\lambda_1 - \lambda_2 + 1}{2}\right)} \int_0^\infty z^{-\frac{1}{2}} (z + 1)^{-r - \frac{1}{2}} F_1\left(\frac{-\lambda_2 - \nu_2 - r + \frac{1}{2}}{2}, \frac{-\lambda_1 - \nu_2 - r + \frac{1}{2}}{2}; \frac{1}{2}, -z\right) dz.
$$

Evaluating with (A.1) gives

$$
\frac{2\Gamma\left(\frac{\lambda_1 + \nu_2 + r + \frac{1}{2}}{2}\right) \Gamma\left(\frac{-\lambda_2 - \nu_2 - r + \frac{1}{2}}{2}\right)}{\Gamma\left(\frac{\lambda_1 - \lambda_2 + 1}{2}\right)} \frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{-\lambda_2 - \nu_2 - r + \frac{1}{2}}{2}\right) \Gamma\left(\frac{-\lambda_1 - \nu_2 - r + \frac{1}{2}}{2}\right)}{\Gamma\left(\frac{\lambda_1 - \lambda_2 + 1}{2}\right) \Gamma\left(\frac{r + \frac{1}{2}}{2}\right) \Gamma\left(\frac{\nu_1 - \nu_2 + 1}{2}\right)}.
$$

Since $\lambda_1 + \lambda_2 + \nu_1 + \nu_2 = 0$ this gives

$$
\frac{2\Gamma\left(\frac{\lambda_1 + \nu_2 + r + \frac{1}{2}}{2}\right) \Gamma\left(\frac{-\lambda_2 - \nu_2 - r + \frac{1}{2}}{2}\right)}{\Gamma\left(\frac{\lambda_1 - \lambda_2 + 1}{2}\right)} \frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{-\lambda_2 - \nu_2 - r + \frac{1}{2}}{2}\right) \Gamma\left(\frac{-\lambda_1 - \nu_2 - r + \frac{1}{2}}{2}\right)}{\Gamma\left(\frac{\lambda_1 - \lambda_2 + 1}{2}\right) \Gamma\left(\frac{r + \frac{1}{2}}{2}\right) \Gamma\left(\frac{\nu_1 - \nu_2 + 1}{2}\right)}.
$$

We compare this expression to

$$
G_{\lambda, \nu}(s) = \frac{\pi^{\frac{\lambda_1 - \lambda_2 + \nu_1 - \nu_2}{2}} \Gamma\left(\frac{\lambda_1 + \nu_1 + s}{2}\right) \Gamma\left(\frac{\lambda_1 + \nu_2 + s}{2}\right) \Gamma\left(\frac{\lambda_2 + \nu_1 + s}{2}\right) \Gamma\left(\frac{\lambda_2 + \nu_2 + s}{2}\right)}{2\pi^{s-1} \Gamma(s) \Gamma\left(\frac{\lambda_1 - \lambda_2 + 1}{2}\right) \Gamma\left(\frac{\nu_1 - \nu_2 + 1}{2}\right)}
$$

and observe that they agree in absolute value up to a constant for $s = r + \frac{1}{2} \in \frac{1}{2} + i \mathbb{R}$ and $\lambda, \nu \in (i \mathbb{R})^2$.

### 4.2. Evaluation of the model period for GL(2) × GL(1)

By Lemma 3.5 we have

$$
\ell_{\lambda, \nu, s}(\phi_\lambda \otimes \psi_\nu) = \int_{\mathbb{R}} |x|^{-\lambda_2 - \nu - s} (1 + x^2)^{\frac{\lambda_2 - \lambda_1 - 1}{2}} dx,
$$
which, by (A.3), evaluates to
\[ \frac{\Gamma\left(\frac{-\lambda_2 - \nu - s + 1}{2}\right) \Gamma\left(\frac{\lambda_1 + \nu + s}{2}\right)}{\Gamma\left(\frac{\lambda_1 - \lambda_2 + 1}{2}\right)}. \]

We compare this expression to
\[ G_{\lambda, \nu}(s) = \frac{\pi^{\frac{\lambda_1 - \lambda_2 + 1}{2}} \Gamma\left(\frac{\lambda_1 + s}{2}\right) \Gamma\left(\frac{\lambda_2 + s}{2}\right)}{2\pi^s \Gamma\left(\frac{\lambda_1 - \lambda_2 + 1}{2}\right)} \]
and observe that they agree in absolute value up to a constant for \( \lambda \in (i\mathbb{R})^2 \) and \( \nu \in i\mathbb{R} \) with \( \lambda_1 + \lambda_2 = \nu = 0 \) and \( s \in \frac{1}{2} + i\mathbb{R} \).

5. Special values of model periods for \( \text{GL}(3) \)

In this section we verify our Conjecture 3.6 for \((n, n') = (3, 2)\) and \((n, n') = (3, 1)\). By (3.4) we have:
\[ \phi_{\lambda}(\bar{\eta}) = (1 + y^2 + z^2)^{\frac{\lambda_3 - \lambda_2 - 1}{2}} (1 + x^2 + (z - xy)^2)^{\frac{\lambda_2 - \lambda_1 - 1}{2}}, \quad \bar{\eta} = \begin{pmatrix} 1 & 0 & 0 \\ x & 1 & 0 \\ z & y & 1 \end{pmatrix} \in \mathcal{N}_G. \]

5.1. Evaluation of the model period for \( \text{GL}(3) \times \text{GL}(2) \)

By Lemma 3.4 we have
\[ \ell_{\lambda, \nu, s}(\phi_{\lambda} \otimes \psi_{\nu}) = \int_{\mathbb{R}^3} (1 + y^2 + z^2)^{\frac{\lambda_3 - \lambda_2 - 1}{2}} (1 + x^2 + (z - xy)^2)^{\frac{\lambda_2 - \lambda_1 - 1}{2}} \times |z|^{-\lambda_3 - \nu - s} |x|^{-\lambda_2 - \nu_2 - s} dx dy dz. \]

Since the integral is invariant under the substitution \((x, y) \mapsto (-x, -y)\), we may change \( \int_{\mathbb{R}^2} dx dy \) to \( 2 \int_{\mathbb{R}^2} \int_0^\infty dx dy \). Rewriting \( 1 + x^2 + (z - xy)^2 = (1 + y^2)((x - \frac{zy}{1+y^2})^2 + \frac{1 + y^2 + z^2}{1+y^2}) \) and substituting \( x \mapsto x + \frac{yz}{1+y^2} \) yields
\[ 2 \int_{\mathbb{R}^2} \int_0^\infty (1 + y^2 + z^2)^{\frac{\lambda_3 - \lambda_2 - 1}{2}} (1 + y^2)^{\frac{\lambda_2 - \lambda_1 - 1}{2}} \left( x^2 + \frac{1 + y^2 + z^2}{(1+y^2)^2} \right)^{\frac{\lambda_2 - \lambda_1 - 1}{2}} \times |z|^{-\lambda_3 - \nu - s} \left( x - \frac{yz}{1+y^2} \right)^{-\lambda_2 - \nu_2 - s} dx dy dz. \]
The integral over $x$ can be computed using (A.3):

$$
\frac{\Gamma\left(-\frac{\lambda_2 - v_2 - s + 1}{2}\right) \Gamma\left(\frac{\lambda_1 + v_2 + s}{2}\right)}{\Gamma\left(\frac{\lambda_1 - \lambda_2 + 1}{2}\right)} \int_{\mathbb{R}^2} (1 + y^2 + z^2)^{\frac{\lambda_3 - \lambda_2 - \lambda_1 - v_2 - s - 1}{2}} (1 + y^2)^{\frac{\lambda_1 + \lambda_2 + 2v_2 + 2s - 1}{2}}
\times |z|^{-\lambda_3 - v_1 - s} 2F_1\left(\frac{\lambda_1 + v_2 + s}{2}, \frac{\lambda_2 + v_2 + s}{2}, \frac{1}{2}; -\frac{y^2 z^2}{1 + y^2 + z^2}\right) d(y, z).
$$

Expanding the hypergeometric function with (A.5) gives

$$
\frac{\Gamma\left(\frac{\lambda_1 + v_2 + s}{2}\right) \Gamma\left(\frac{1}{2}\right)}{\Gamma\left(\frac{\lambda_1 - \lambda_2 + 1}{2}\right) \Gamma\left(\frac{\lambda_2 + v_2 + s}{2}\right)} \int_{\mathbb{R}^2} \int_0^\infty (1 + y^2 + z^2)^{\frac{\lambda_3 - \lambda_2 - 1 - \lambda_3 + v_2 + s - 2}{2}} (1 + y^2)^{\frac{\lambda_1 + \lambda_2 + 2v_2 + 2s - 1}{2}} |z|^{-\lambda_3 - v_1 - s}
\times t^{\frac{s + v_2 + s - 2}{2}} (1 + t)^{\frac{\lambda_1 + v_2 + s}{2}} (1 + y^2 + z^2 + t(1 + y^2)(1 + z^2))^{-\frac{\lambda_3 - v_2 - s}{2}} dt \, dy.
$$

The integral over $z$ can be computed using (A.7):

$$
\frac{\Gamma\left(\frac{\lambda_1 + v_2 + s}{2}\right) \Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{-\lambda_3 - v_1 - s + 1}{2}\right) \Gamma\left(\frac{\lambda_1 + \lambda_2 + v_1 + v_2 + 2s}{2}\right)}{\Gamma\left(\frac{\lambda_1 - \lambda_2 + 1}{2}\right) \Gamma\left(\frac{\lambda_2 + v_2 + s}{2}\right) \Gamma\left(\frac{\lambda_1 + \lambda_2 - \lambda_3 + v_2 + s + 1}{2}\right)} \int_{\mathbb{R}^2} \int_0^\infty (1 + y^2)^{\frac{s + v_2 - 1}{2}} t^{\frac{s + v_2 + s - 2}{2}} (1 + t)^{-\frac{1}{2}}
\times 2F_1\left(\frac{\lambda_1 + v_2 + s}{2}, -\frac{\lambda_3 - v_1 - s + 1}{2}; \frac{\lambda_1 + \lambda_2 - \lambda_3 + v_2 + s + 1}{2}; -\frac{t^2 y^2}{1 + t^2 y^2}\right) dt \, dy.
$$

Substituting $s = \frac{t}{t+1}$ and $sy^2 = x$ gives

$$
\frac{\Gamma\left(\frac{\lambda_1 + v_2 + s}{2}\right) \Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{-\lambda_3 - v_1 - s + 1}{2}\right) \Gamma\left(\frac{\lambda_1 + \lambda_2 + v_1 + v_2 + 2s}{2}\right)}{\Gamma\left(\frac{\lambda_1 - \lambda_2 + 1}{2}\right) \Gamma\left(\frac{\lambda_2 + v_2 + s}{2}\right) \Gamma\left(\frac{\lambda_1 + \lambda_2 - \lambda_3 + v_2 + s + 1}{2}\right)} \int_0^\infty \int_0^1 x^{-\frac{1}{2}} (x + s)^{\frac{s + v_2 - 1}{2}} s^{\frac{s + v_2 + s - 2}{2}}
\times (1 - s)^{-\frac{\lambda_2 + v_2 + s - 1}{2}} 2F_1\left(\frac{\lambda_1 + v_2 + s}{2}, -\frac{\lambda_3 - v_1 - s + 1}{2}; \frac{\lambda_1 + \lambda_2 - \lambda_3 + v_2 + s + 1}{2}; -x\right) ds \, dx.
$$
The integral over $x$ can be computed using Lemma A.1:
\[
\frac{\Gamma\left(\frac{l_1+v_2+s}{2}\right)\Gamma\left(\frac{1}{2}\right)\Gamma\left(-\frac{\lambda_3-v_1-s+1}{2}\right)\Gamma\left(\frac{l_1+l_2+v_1+v_2+2s}{2}\right)\Gamma\left(v_1-v_2\right)}{\Gamma\left(\frac{l_1-\lambda_2+2}{2}\right)\Gamma\left(\frac{l_2+v_2+s}{2}\right)\Gamma\left(\frac{l_1+l_2-\lambda_3+v_1+s+1}{2}\right)\Gamma\left(v_1-v_2+1\right)}
\int_0^1 s^{\frac{l_2+v_2+s-2}{2}}(1-s)^{-\frac{\lambda_2-v_2-s+1}{2}}
\times_3 F_2\left(\frac{l_1+v_2+s}{2},-\frac{\lambda_3-v_1-s+1}{2},\frac{1}{2};\frac{l_1+l_2-\lambda_3+v_1+s+1}{2},\frac{v_2-v_1+2}{2};s\right)ds
\]
\[
\times_3 F_2\left(\frac{l_1+v_1+s}{2},-\frac{\lambda_2-v_1-s+1}{2},\frac{v_1-v_2+1}{2};\frac{l_1+l_2-\lambda_3+v_1+s+1}{2},\frac{v_2-v_1+2}{2};s\right)ds.
\]

The remaining integrals can be evaluated using (A.8):
\[
\frac{\Gamma\left(\frac{l_1+v_2+s}{2}\right)\Gamma\left(\frac{1}{2}\right)\Gamma\left(-\frac{\lambda_3-v_1-s+1}{2}\right)\Gamma\left(\frac{l_1+l_2+v_1+v_2+2s}{2}\right)\Gamma\left(v_1-v_2\right)}{\Gamma\left(\frac{l_1-\lambda_2+2}{2}\right)\Gamma\left(\frac{l_2+v_2+s}{2}\right)\Gamma\left(\frac{l_1+l_2-\lambda_3+v_1+s+1}{2}\right)\Gamma\left(v_1-v_2+1\right)}
\times_4 F_3\left(\frac{l_1+v_2+s}{2},-\frac{\lambda_3-v_1-s+1}{2},\frac{1}{2},\frac{l_2+v_2+s}{2},\frac{l_1+l_2-\lambda_3+v_1+s+1}{2},\frac{v_2-v_1+2}{2};1\right)
\]
\[
\times_4 F_3\left(\frac{l_1+v_1+s}{2},-\frac{\lambda_2-v_1-s+1}{2},\frac{v_1-v_2+1}{2},\frac{l_2+v_1+s}{2},\frac{l_1+l_2-\lambda_3+v_1+s+1}{2},\frac{v_2-v_1+2}{2};1\right).
\]

Reducing both $4 F_3$’s to $3 F_2$’s and applying (A.9) gives
\[
\frac{\Gamma\left(\frac{l_1+v_2+s}{2}\right)\Gamma\left(-\frac{\lambda_3-v_1-s+1}{2}\right)\Gamma\left(\frac{l_1+l_2+v_1+v_2+2s}{2}\right)\Gamma\left(v_1-v_2\right)}{\Gamma\left(\frac{l_1-\lambda_2+2}{2}\right)\Gamma\left(\frac{l_2+v_2+s}{2}\right)\Gamma\left(\frac{l_1+l_2-\lambda_3+v_1+s+1}{2}\right)\Gamma\left(v_1-v_2+1\right)}
\times_3 F_2\left(\frac{l_1+v_2+s}{2},-\frac{\lambda_3-v_1-s+1}{2},\frac{l_2+v_2+s}{2},\frac{l_1+l_2-\lambda_3+v_1+s+1}{2},1\right).
\]

Reducing the $3 F_2$ to an $2 F_1$ and evaluating it using (A.10) finally gives
\[
\frac{\Gamma\left(\frac{l_1+v_2+s}{2}\right)\Gamma\left(-\frac{\lambda_3-v_1-s+1}{2}\right)\Gamma\left(\frac{l_2+v_1+s}{2}\right)\Gamma\left(-\frac{\lambda_2-v_2-s+1}{2}\right)\Gamma\left(l_1+v_2+s\right)}{\Gamma\left(\frac{l_1-\lambda_2+2}{2}\right)\Gamma\left(\frac{l_2+v_2+s}{2}\right)\Gamma\left(\frac{l_1+l_2-\lambda_3+v_1+s+1}{2}\right)\Gamma\left(l_1+v_2+s\right)}.
\]

We compare this expression to
\[
G_{\lambda,v}(s) = \frac{\pi^{\lambda_1-\lambda_3}l_1+v_2+s+2}{4\pi\lambda\Gamma\left(\frac{l_1-\lambda_2+2}{2}\right)\Gamma\left(\frac{l_2+v_2+s}{2}\right)\Gamma\left(\frac{l_1+l_2+\lambda_3-v_1-s+1}{2}\right)\Gamma\left(l_1+v_2+s\right)}
\]
and observe that they agree in absolute value up to a constant for $\lambda \in (i\mathbb{R})^3$ and $v \in (i\mathbb{R})^2$ with $\lambda_1 + \lambda_2 + \lambda_3 = v_1 + v_2 = 0$ and $s \in \frac{1}{2} + i\mathbb{R}$. 

5.2. Matching of the model period for \( \text{GL}(3) \times \text{GL}(1) \)

By Lemma 3.4 we have

\[
\ell_{\lambda,v,s}(\phi_\lambda \otimes \psi_v) = \int_{\mathbb{R}^3} \left(1 + y^2 + z^2\right)^{\frac{\lambda_3 - \lambda_2 - 1}{2}} (1 + x^2 + (z - xy)^2)^{\frac{\lambda_2 - \lambda_1 - 1}{2}} |y|^{-\lambda_3 - v - s} \\
\times e^{-2\pi \sqrt{-1}x} \, d(x, y, z).
\]

We first note that the integrand is invariant under the transformation \((x, y, z) \mapsto (x, -y, -z)\), so that we may replace \(\int_{\mathbb{R}} dy\) by \(2 \int_0^\infty dy\). We then substitute \(z \mapsto z + xy\), write \(1 + y^2 + (z + xy)^2 = (1 + x^2)((y + \frac{xz}{1 + x^2})^2 + \frac{1 + x^2 + z^2}{(1 + x^2)^2})\) and substitute \(y \mapsto y - \frac{xz}{1 + x^2}\) to obtain

\[
= 2 \int_{\mathbb{R}^2} e^{-2\pi \sqrt{-1}x} (1 + x^2)^{-\frac{\lambda_3 - \lambda_2 - 1}{2}} (1 + x^2 + z^2)^{-\frac{\lambda_2 - \lambda_3 + 1}{2}} \\
\times \int_{\frac{xz}{1 + x^2}}^\infty \left(y - \frac{xz}{1 + x^2}\right)^{-\lambda_3 - v - s} \left(y^2 + \frac{1 + x^2 + z^2}{(1 + x^2)^2}\right)^{-\frac{\lambda_2 - \lambda_3 + 1}{2}} dy \, d(x, z).
\]

The inner integral can be evaluated using (A.3). Note that the second summand does not contribute to the integral, because it is an odd function of \(z\) whereas the remaining terms are even functions of \(z\). We therefore obtain

\[
= \frac{\Gamma\left(-\frac{\lambda_3 - v - s + 1}{2}\right) \Gamma\left(\frac{\lambda_2 + v + s}{2}\right)}{\Gamma\left(-\frac{\lambda_2 - \lambda_3 + 1}{2}\right)} \int_{\mathbb{R}^2} e^{-2\pi \sqrt{-1}x} \frac{\lambda_2 + \lambda_3 + 2v + 2\lambda - 1}{x} \\
\times (1 + x^2 + z^2)^{-\frac{\lambda_1 + v + s + 1}{2}} \, \text{Hypergeometric function} \, d(x, z).
\]

By the integral representation (A.4) for the hypergeometric function this equals

\[
\frac{\Gamma\left(\frac{\lambda_2 + v + s}{2}\right)}{\Gamma\left(-\frac{\lambda_2 - \lambda_3 + 1}{2}\right)} \frac{\Gamma\left(\frac{\lambda_3 + v + s}{2}\right)}{\Gamma\left(\frac{\lambda_3 + v}{2}\right)} \int_{\mathbb{R}^2} \int_0^1 e^{-2\pi \sqrt{-1}x} \frac{\lambda_2 + \lambda_3 + 2v + 2\lambda - 1}{x} \\
\times (1 + x^2 + z^2)^{-\frac{\lambda_1 + v + s + 1}{2}} t^{\frac{\lambda_3 - v - s - 2}{2}} \left(1 - t\right)^{-\frac{-\lambda_3 - v - s - 1}{2}} \left(1 + \frac{x^2 z^2}{1 + x^2 + z^2}\right)^{-\frac{\lambda_2 + v + s}{2}} \, dt \, d(x, z).
\]

Rearranging terms this can be written as

\[
\frac{\Gamma\left(\frac{\lambda_2 + v + s}{2}\right)}{\Gamma\left(-\frac{\lambda_2 - \lambda_3 + 1}{2}\right)} \frac{\Gamma\left(\frac{\lambda_3 + v + s}{2}\right)}{\Gamma\left(\frac{\lambda_3 + v}{2}\right)} \int_{\mathbb{R}^2} \int_0^1 e^{-2\pi \sqrt{-1}x} \frac{\lambda_2 + \lambda_3 + 2v + 2\lambda - 1}{x} \\
\times \left(1 + \frac{x^2 z^2}{1 + x^2 + z^2}\right)^{-\frac{\lambda_1 + v + s + 1}{2}} t^{\frac{\lambda_3 - v - s - 2}{2}} \left(1 - t\right)^{-\frac{-\lambda_3 - v - s - 1}{2}} \left(1 + \frac{x^2 z^2}{1 + x^2 + z^2}\right)^{-\frac{\lambda_2 + v + s}{2}} \, dt \, d(x, z).
\]

The integral over \(z\) can be computed using (A.7):
Reducing the hypergeometric function $3F_2$ to $2F_1$, applying the transformation formula (A.6) and replacing $\int_\mathbb{R} e^{-2\pi \sqrt{-tx}} dx$ by $2 \int_0^\infty \cos(2\pi x) dx$ we finally get

$$
\frac{\Gamma \left( \frac{\lambda_2+\nu+s}{2} \right) \Gamma \left( \frac{1}{2} \right) \Gamma \left( \frac{-\lambda_3-v-s+1}{2} \right)}{\Gamma \left( \frac{\lambda_2-\lambda_3+1}{2} \right) \Gamma \left( \frac{\lambda_1+v+s+1}{2} \right)} \times \int_0^\infty \cos(2\pi x) \binom{\lambda_1-\lambda_2+1}{2} \binom{\lambda_1-\lambda_3+1}{2} \binom{\lambda_1+v+s+1}{2} \binom{-x^2}{-1} dx.
$$

The integral can be evaluated in terms of a $G$-function by (A.11):

$$
\pi^{\lambda_1+1} \frac{\Gamma \left( \frac{\lambda_2+\nu+s}{2} \right) \Gamma \left( \frac{\lambda_1+v+s}{2} \right) \Gamma \left( \frac{-\lambda_3-v-s+1}{2} \right)}{2 \pi \Gamma \left( \frac{\lambda_2-\lambda_3+1}{2} \right) \Gamma \left( \frac{\lambda_1-\lambda_2+1}{2} \right) \Gamma \left( \frac{\lambda_1-\lambda_3+1}{2} \right)} G_{13}^{30}\left( \pi^2 \left| \frac{\lambda_1+v+s+1}{2}, \frac{\lambda_1-\lambda_2+1}{2}, \frac{\lambda_1-\lambda_3+1}{2} \right. \right).
$$

Writing the $G$-function as a Mellin–Barnes type integral and shifting the contour shows

$$
\frac{\pi^{\lambda_1+1} \Gamma \left( \frac{\lambda_2+\nu+s}{2} \right) \Gamma \left( \frac{1}{2} \right) \Gamma \left( \frac{-\lambda_3-v-s+1}{2} \right)}{2 \pi \Gamma \left( \frac{\lambda_2-\lambda_3+1}{2} \right) \Gamma \left( \frac{\lambda_1-\lambda_2+1}{2} \right) \Gamma \left( \frac{\lambda_1-\lambda_3+1}{2} \right)} \times \frac{1}{2 \pi \sqrt{-1}} \int_\gamma \frac{\Gamma \left( \frac{\lambda_1}{2} \right) \Gamma \left( \frac{\lambda_2}{2} \right) \Gamma \left( \frac{\lambda_3}{2} \right)}{\Gamma \left( \frac{\lambda_1+v+s}{2} \right)} \pi^{-z} dz.
$$

We compare this expression to

$$
G_{\lambda, \nu}(s) = \frac{\pi^{\lambda_1-\lambda_3+1} \Gamma \left( \frac{\lambda_1+v+s}{2} \right) \Gamma \left( \frac{\lambda_2+\nu+s}{2} \right) \Gamma \left( \frac{\lambda_3+\nu+s+1}{2} \right)}{4 \pi^s \Gamma \left( \frac{\lambda_1-\lambda_2+1}{2} \right) \Gamma \left( \frac{\lambda_1-\lambda_3+1}{2} \right) \Gamma \left( \frac{\lambda_2-\lambda_3+1}{2} \right)} \times \frac{1}{2 \pi \sqrt{-1}} \int_\gamma \frac{\Gamma \left( \frac{\lambda_1}{2} \right) \Gamma \left( \frac{\lambda_2}{2} \right) \Gamma \left( \frac{\lambda_3}{2} \right)}{\Gamma \left( \frac{s+\lambda_1+v}{2} \right)} \pi^{-z} dz.
$$

and observe that they agree in absolute value up to a constant for $\lambda \in (i \mathbb{R})^3$ and $\nu \in (i \mathbb{R})^2$ with $\lambda_1 + \lambda_2 + \lambda_3 = \nu_1 + \nu_2 = 0$ and $s \in \frac{1}{2} + i \mathbb{R}$.
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Appendix A. Integral formulas

We collect some integral formulas for the hypergeometric function and Meijer’s G-function.

A.1. Hypergeometric function

By [14, equation 7.512 (10)] we have for \( \text{Re} \gamma, \text{Re}(\alpha - \gamma + \sigma), \text{Re}(\beta - \gamma + \sigma) > 0 \) and \( |\arg z| < \frac{\pi}{2} \):

\[
\int_0^\infty x^{\gamma-1}(x+z)^{-\sigma} 2F_1(\alpha, \beta; \gamma; -x) \, dx = \frac{\Gamma(\gamma)\Gamma(\alpha - \gamma + \sigma)\Gamma(\beta - \gamma + \sigma)}{\Gamma(\sigma)\Gamma(\alpha + \beta - \gamma + \sigma)} \times 2F_1(\alpha - \gamma + \sigma, \beta - \gamma + \sigma; \alpha + \beta - \gamma + \sigma; 1 - z).
\] (A.1)

The following integral formula holds for \( |u| > |\beta| \) and \( 0 < \text{Re} \mu < -2\text{Re} \nu \) (see [14, equation 3.254 (2)] for \( \lambda = 0 \)):

\[
\int_u^\infty (x-u)^{\mu-1}(x^2 + \beta^2)^\nu \, dx = B(\mu, -\mu - 2\nu)u^{\mu+2\nu} \\
\times 2F_1 \left( -\frac{\mu}{2} - \nu, \frac{1}{2} - \nu; \frac{1}{2} - \nu; -\beta^2 \right).
\] (A.2)

Using the relation (see [1, Theorem 2.3.2])

\[
2F_1(a, b; c; x) = \frac{\Gamma(c)\Gamma(b-a)}{\Gamma(c-a)\Gamma(b)}(-x)^{-a}2F_1(a, a-c+1; a-b+1; x^{-1}) + \frac{\Gamma(c)\Gamma(a-b)}{\Gamma(c-b)\Gamma(a)}(-x)^{-b}2F_1(b, b-c+1; b-a+1; x^{-1})
\]

the integral formula in (A.2) can be extended to \( u \in \mathbb{R}, \beta > 0 \), by analytic continuation:

\[
\int_u^\infty (x-u)^{\mu-1}(x^2 + \beta^2)^\nu \, dx = \frac{\Gamma(\mu)}{2\Gamma(-\nu)} \beta^{\mu+2\nu} 2F_1 \left( -\frac{\mu}{2} - \nu, \frac{1}{2} - \nu; \frac{3}{2}; -\frac{\beta^2}{\nu^2} \right) \\
- \frac{\Gamma \left( \frac{\mu+1}{2} \right) \Gamma \left( \frac{1-\mu}{2} - \nu \right)}{\Gamma(-\nu)} \beta^{\mu+2\nu-1}u \cdot 2F_1 \left( 1-\frac{\mu}{2} - \nu, \frac{2-\mu}{2}; \frac{3}{2}; -\frac{\beta^2}{\nu^2} \right). \] (A.3)

For \( \text{Re} c > \text{Re} b > 0 \) the following integral representation holds (see [1, Theorem 2.2.1]):
The following integral formula holds for \( \Re(\gamma - \beta), \Re \beta > 0 \) (see [1, equation (2.3.17)]):

\[
\text{2F1}(\alpha, \beta; \gamma; 1 - x) = \frac{\Gamma(\gamma)}{\Gamma(\gamma - \beta)\Gamma(\beta)} \int_0^\infty t^{\beta-1}(1 + t)^{\alpha - \gamma}(1 + xt)^{-\alpha} \, dt.
\] (A.5)

The following transformation formula holds (see [1, Theorem 2.2.5]):

\[
\text{2F1}(a, b; c; x) = (1 - x)^{c-a-b} \text{2F1}(c-a, c-b; c; x).
\] (A.6)

The following integral formula holds for \( \alpha, \beta > 0 \) and \( 0 < \Re \lambda < 2 \Re(\mu + \nu) \) (see [14, 3.259 (3)]):

\[
\int_0^\infty x^{\lambda-1}(1 + \alpha x^2)^{-\mu}(1 + \beta x^2)^{-\nu} \, dx = \frac{1}{2}x^{\lambda-2}B\left(\frac{\lambda}{2}, \mu + \nu - \frac{\lambda}{2}\right) \text{2F1}\left(\frac{\lambda}{2}, \mu + \nu; 1 - \frac{\beta}{\alpha}\right).
\] (A.7)

The following integral formula holds for \( \Re \mu, \Re \nu > 0 \) (see [14, 7.512 (12)]):

\[
\int_0^1 t^{\mu-1}(1 - t)^{\nu-1} t^F_q(a_1, \ldots, a_p; b_1, \ldots, b_q; tx) \, dt = \frac{\Gamma(\mu)\Gamma(\nu)}{\Gamma(\mu + \nu)\mu + 1} F_{q+1}(a_1, \ldots, a_p, b_1, \ldots, b_q, \mu + \nu; x).
\] (A.8)

**Lemma A.1.** For \( \Re \rho, \Re(\alpha - \sigma - \rho + 1), \Re(\beta - \sigma - \rho + 1) > 0 \) and \( u > 0 \) we have

\[
\int_0^\infty x^{\rho-1}(x + u)^{\sigma-1} F_1(\alpha, \beta; \gamma; -x) \, dx
= \frac{\Gamma(\rho)\Gamma(1 - \sigma - \rho)}{\Gamma(1 - \sigma)} u^{\rho + \sigma - 1} F_2(\alpha, \beta, \rho; \gamma, \sigma + \rho; u)
+ \frac{\Gamma(\gamma)\Gamma(\alpha - \sigma - \rho + 1)\Gamma(\beta - \sigma - \rho + 1)\Gamma(\sigma + \rho - 1)}{\Gamma(\beta)\Gamma(\omega)\Gamma(\gamma - \sigma - \rho + 1)}
\times F_2(\alpha - \sigma - \rho + 1, \beta - \sigma - \rho + 1, 1 - \sigma; \gamma - \sigma - \rho + 1, 2 - \sigma - \rho; u).
\]

Note that the integral in Lemma A.1 is more general than the one in [14, equation 7.512 (10)], which corresponds to \( \rho = \gamma \).

**Proof.** We make use of the integral representation (for \( \Re c > \Re b > 0 \), see [1, Theorem 2.2.1])

\[
\text{2F1}(a, b; c; x) = \frac{\Gamma(c)}{\Gamma(b)\Gamma(c - b)} \int_0^1 t^{b-1}(1 - t)^{c-b-1}(1 - xt)^{-a} \, dx
\]
and the transformation formula (see [1, Theorem 2.3.2])
\[ 2F_1(a, b; c; x) = \frac{\Gamma(c)\Gamma(c-a-b)}{\Gamma(c-a)\Gamma(c-b)} 2F_1(a, b, a+b-c+1; 1-x) + \frac{\Gamma(a+b-c)\Gamma(c)}{\Gamma(a)\Gamma(b)} (1-x)^{c-a-b} 2F_1(c-a, c-b; c-a-b+1; 1-x). \]

First, substituting \( x \mapsto ux \) and using the integral representation we find
\[
\int_0^\infty x^{\rho-1} (x+u)^{\sigma-1} 2F_1(\alpha, \beta; \gamma; -x) \, dx = \frac{\Gamma(\gamma)}{\Gamma(\gamma-\beta)\Gamma(\beta)} \frac{u^{\rho+\sigma-1}}{\Gamma(1-\rho)} \int_0^1 t^{\beta-1}(1-t)^{\gamma-\beta-1} x^{\sigma-1}(1+tx)^{-\sigma} dt \, dx.
\]

Next, we compute the integral over \( x \) with (A.5):
\[
= \frac{\Gamma(\gamma)\Gamma(\alpha-\sigma-\rho+1)\Gamma(\rho)}{\Gamma(\gamma-\beta)\Gamma(\beta)\Gamma(\alpha-\sigma+1)} u^{\rho+\sigma-1} \int_0^1 t^{\beta-1}(1-t)^{\gamma-\beta-1} 2F_1(\alpha, \rho; \alpha-\sigma+1; 1-tu) \, dt.
\]

Apply the transformation formula:
\[
= \frac{\Gamma(\gamma)\Gamma(1-\sigma-\rho)}{\Gamma(\gamma-\beta)\Gamma(\beta)\Gamma(1-\sigma)} u^{\rho+\sigma-1} \int_0^1 t^{\beta-1}(1-t)^{\gamma-\beta-1} 2F_1(\alpha, \rho; \sigma+\rho; tu) \, dt
\]
\[+ \frac{\Gamma(\gamma)\Gamma(\alpha-\sigma-\rho+1)}{\Gamma(\gamma-\beta)\Gamma(\beta)\Gamma(\alpha)} \frac{\Gamma(\beta-\sigma-\rho+1)\Gamma(\sigma+\rho-1)}{\Gamma(1-\rho)} \int_0^1 t^{\beta-\sigma-\rho}(1-t)^{\gamma-\beta-1} 2F_1(1-\sigma, \alpha-\sigma-\rho+1; 2-\sigma-\rho; tu) \, dt.
\]

and finally (A.8):
\[
= \frac{\Gamma(\rho)\Gamma(1-\sigma-\rho)}{\Gamma(1-\sigma)} u^{\rho+\sigma-1} 3F_2(\alpha, \beta, \rho; \gamma, \sigma+\rho; u)
\]
\[+ \frac{\Gamma(\gamma)\Gamma(\alpha-\sigma-\rho+1)}{\Gamma(\beta)\Gamma(\alpha)} \frac{\Gamma(\beta-\sigma-\rho+1)\Gamma(\sigma+\rho-1)}{\Gamma(1-\rho)} \times 3F_2(\alpha-\sigma-\rho+1, \beta-\sigma-\rho+1, 1-\sigma; \gamma-\sigma-\rho+1, 2-\sigma-\rho; u).
\]

For the special value of the generalized hypergeometric function \( 3F_2 \) at \( x = 1 \) we have the following transformation formula, which holds for \( \text{Re}(d+e-a-b-c), \text{Re}(c-d+1) > 0 \) (see [1, Theorem 2.4.4]):
\[
3F_2(a, b, c; d, e; 1) = \frac{\Gamma(d)\Gamma(d-a-b)}{\Gamma(d-a)\Gamma(d-b)} 3F_2(a, b, e-c; e, a+b-d+1; 1)
\]
\[+ \frac{\Gamma(d)\Gamma(e)\Gamma(d+e-a-b-c)\Gamma(a+b-d)}{\Gamma(a)\Gamma(b)\Gamma(d+e-a-b)\Gamma(e-c)}
\]
\[\times 3F_2(d-a, d-b, d+e-a-b-c; d+e-a-b, d-a-b+1; \text{A.9}).
\]

For \( \text{Re}(\gamma-\alpha-\beta) > 0 \) the special value of \( 2F_1 \) at \( x = 1 \) is given by (see [1, Theorem 2.2.2])
\[
2F_1(\alpha, \beta; \gamma; 1) = \frac{\Gamma(\gamma)\Gamma(\gamma-\alpha-\beta)}{\Gamma(\gamma-\alpha)\Gamma(\gamma-\beta)}, \quad (\text{A.10})
\]
6.1. Meijer’s G-function

For \( \Re(a) < 1 \) and \( \Re(b_1), \Re(b_2), \Re(b_3) > 0 \):

\[
G_{13}^{30}\left( \begin{array}{l}
\frac{a_1}{b_1, b_2, b_3}
\end{array} \right) = \frac{1}{2\pi \sqrt{-1}} \int_\mathbb{R} \frac{(b_1 + is)(b_2 + is)(b_3 + is)}{(a_1 + is)} z^{-is} \, ds.
\]

We have the following integral representation for \(-1 < \Re \nu < 2 \max(\Re \alpha, \Re \beta) - \frac{3}{2}, y > 0 \) (see [10, 8.17(5)]):

\[
\int_0^\infty \cos(xy) \, dx = \frac{\Gamma\left(\frac{1}{2}\right)}{\Gamma\left(\frac{\nu}{2}\right)} y^{-1} G_{13}^{30}\left( \begin{array}{l}
\frac{\nu}{2}, 1, 2, 1, 2
\end{array} \right). \tag{A.11}
\]

Lemma A.2.

\[
\int_1^\infty K_\nu(ax)(x^2 - 1)^\frac{\lambda}{2} \, dx = 2^{-v-1} \Gamma(\lambda + 1)a^{-v-1} G_{13}^{30}\left( \begin{array}{l}
\frac{\nu}{2}, 1, 2, 1, 2 \\
-\frac{\mu + v - 2}{2}, -\frac{\mu + v}{2}
\end{array} \right).
\]

Proof. By [14, 3.771 (2)] we have for \( a > 0, \Re x > 0 \) and \( \Re \nu < \frac{1}{2} \):

\[
\int_0^\infty (x^2 + y^2)^{-\nu-\frac{1}{2}} \cos(ay) \, dy = \frac{1}{\sqrt{\pi a} \cos(\pi \nu)} \Gamma(\nu + \frac{1}{2}) K_\nu(ax).
\]

Multiplying with \((x^2 - 1)^\frac{\lambda}{2} x^\mu \) and integrating over \((1, \infty)\) gives

\[
\int_1^\infty K_\nu(ax)(x^2 - 1)^\frac{\lambda}{2} x^\mu \, dx = \frac{2^{-v-1} \sqrt{\pi}}{\cos(\pi \nu) \Gamma(\nu + \frac{1}{2})} a^v
\]
\[
\times \int_1^\infty (x^2 - 1)^{\frac{\lambda}{2} x^\mu} \int_0^\infty (x^2 + y^2)^{-\nu-\frac{1}{2}} \cos(ay) \, dy \, dx.
\]

Interchanging the order of integration and substituting \( x = t^{-\frac{1}{2}} \) gives

\[
= \frac{2^{-v-1} \sqrt{\pi}}{\cos(\pi \nu) \Gamma(\nu + \frac{1}{2})} a^v \int_0^1 t^{-\nu + \frac{\mu + 2}{2}} (1 - t)^^{\frac{\lambda}{2}} (1 + t y^2)^{-\nu-\frac{1}{2}} \, dt \, dy.
\]

The inner integral can be computed in terms of the hypergeometric function using (A.4):

\[
= \frac{2^{-v-1} \sqrt{\pi} \Gamma(\lambda + 1) \Gamma(-\lambda - \frac{\mu + v}{2})}{\cos(\pi \nu) \Gamma(\nu + \frac{1}{2}) \Gamma(-\frac{\mu + v - 2}{2})} a^v \int_0^\infty \cos(ay) \, dy.
\]

By (A.11) and Euler’s reflection formula this equals the claimed formula. \qed
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