Thermalization after photoexcitation from the perspective of optical spectroscopy
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We analyze the thermalization of a photoexcited charge carrier coupled to a single branch of quantum phonons within the Holstein model. To this end, we calculate the far-from-equilibrium time evolution of a pure many-body state and compare it with predictions of the thermal Gibbs ensemble. We show that at strong enough carrier excitation, the nonequilibrium system evolves towards a thermal steady state. Our analysis is based on two classes of observables. First, the occupations of fermionic momenta, which are the eigenvalues of the one-particle density matrix, match in the steady state the values in the corresponding Gibbs ensemble. This indicates thermalization of static fermionic correlations on the entire lattice. Second, the dynamic current-current correlations, including the time-resolved optical conductivity, also take the form of their thermal counterparts. Remarkably, both static and dynamic fermionic correlations thermalize with identical temperatures. Our results suggest that the subsequent relaxation processes, observed in time-resolved ultrafast spectroscopy, may be efficiently described by applying quasithermal approaches, e.g., multi-temperature models.

I. INTRODUCTION

Equilibration and thermalization of closed quantum many-body systems [1–3] are central topics in a broad and very active field of quantum physics far from equilibrium. Generic systems are expected to thermalize on a level of eigenstates [3, 4] and the reduced density matrices of their subsystems approach the Gibbs form [5]. In solids, charge carriers are always coupled to other degrees of freedom that represent their environment. This assures that, at sufficiently long times after perturbation, the system thermalizes.

Time-resolved optical experiments may, however, photoexcite charge carriers on extremely short time scales [6–12]. A state-of-the-art example is the recent work by Dal Conte et al [7] that studied the time evolution of a cuprate superconductor, photoexcited and probed within 10–20 fs. This time scale, which is only a fraction of a typical phonon oscillation period, implies that the photoexcitation can be, to a good approximation, considered as a quantum quench, generating nonthermal states of photoexcited carriers on short times.

The dynamics in a short time window is usually governed by excitations that couple most strongly to carriers (we denote this time regime as primary relaxation). On the other hand, the full equilibration process requires redistribution of the excess energy over the whole environment, which is significantly slower than the primary relaxation time. A natural question thus arises, at which time scale is one justified in describing the dynamics by using theories that rely on the assumption of (quasi)equilibrium distributions (e.g., the so-called multi-temperature models [13, 14]), and on which time scale are genuinely nonequilibrium concepts required?

The part of the environment responsible for the primary relaxation may depend on a particular material. The dominant relaxation channels are usually phonons [15–31], bosons of electronic origin [7, 32–35], a combination of the latter two [36, 37] or a direct carrier-carrier interaction [38–41]. In this work, we are interested in systems where the primary relaxation channel of photoexcited electrons are bosons of local origin. The relevance of such a relaxation mechanism has been highlighted, e.g., in pump-probe experiments on optimally doped cuprates [7, 10].

The goal of this work is to study efficiency of thermalization in the primary relaxation regime, which is modeled by a closed quantum system of a single electron (described by \( \hat{H}_{\text{kin}} \)) coupled to bosons. For simplicity, we model the bosons as optical phonons (described by \( \hat{H}_{\text{ph}} \)) and study the Holstein model with the general form

\[
\hat{H}_{\text{sys}} = \hat{H}_{\text{kin}} + \hat{H}_{\text{ph}} + \hat{H}_{\text{e-ph}},
\]

where the last term is the electron-phonon interaction [we define the terms of Eq. (1) below].

We contrast the outcome of unitary quantum time evolution with predictions of statistical mechanics. If the electron excitation is strong enough, the system approaches a steady state. Observables in the steady state are, at a given total energy, independent of initial conditions. We show that the eigenvalues of the electronic one-particle density matrix (i.e., the occupations of fermionic momenta) approach the ones in the Gibbs ensemble. This result is consistent with thermalization of static electronic observables. We test thermalization separately using the nonequilibrium optical conductivity (and more generally, dynamical current-current correlations), which in the steady state as well approach a thermal form. Our results indicate that, for photoexcited systems at small photodoping, it is very likely that the subsequent (sec-
ondary) relaxation processes can be efficiently described by applying quasithermal approaches.

The paper is organized as follows. In Sec. II we introduce the model, numerical methods, and the quench protocols to study relaxation and thermalization. Thermalization of electronic one-particle observables is studied in Sec. III. In Sec. IV we study dynamical correlation functions and their approach to a thermal form. We conclude in Sec. V. Details of the numerical methods and definitions of dynamical correlation functions are given in Appendices A-B and C-D, respectively.

II. MODEL AND QUENCH PROTOCOLS

We consider an electron on a periodic one-dimensional lattice with $L$ sites

$$\hat{H}_{\text{kin}} = -t_0 \sum_j \left( e^{i\phi(t)} \hat{c}_j \hat{c}_{j+1} + \text{h.c.} \right) = \sum_k \epsilon_k(t) \hat{c}_k \hat{c}_k^\dagger,$$

where $t_0$ is the nearest-neighbor hopping amplitude and $\hat{c}_j$ is a fermion annihilation operator on site $j$. We use the Peierls substitution to couple the electron to an external dimensionless electric field $F$ (related to the electric field $\mathcal{F}$ as $F = e_0 \mathcal{F} a / t_0$, where $e_0$ is the unit charge and $a$ is the lattice constant [42]) by introducing the time-dependent phase $\phi(t) = -(t/\tau) F$. We measure time in units of $\tau = \hbar / t_0$, and set $\hbar = 1$ throughout the paper. The momentum-space representation is evoked by a discrete Fourier transformation $\hat{c}_k = \sum_j e^{-ijdk/\sqrt{L}} \hat{c}_j / \sqrt{L}$ leading to $\epsilon_k(t) = -2t_0 \cos(ka - \phi(t))$. The lattice constant $a$ is set to unity hereafter. Quantum phonons are described by a single frequency $\omega_0$,

$$\hat{H}_{\text{ph}} = \omega_0 \sum_j \hat{b}_j^\dagger \hat{b}_j,$$

where $\hat{b}_j$ is the phonon annihilation operator. The electron is coupled to phonons via a Holstein-type interaction of strength $g$,

$$\hat{H}_{\text{e-ph}} = -g \sum_j \hat{c}_j^\dagger \hat{c}_j \left( \hat{b}_j^\dagger + \hat{b}_j \right).$$

If not specified otherwise, we set $L = 16$. The dimensionless electron-phonon coupling is given by $\lambda = g^2 / (2t_0 \omega_0)$. We construct two qualitatively distinct initial states, which are not eigenstates of $\hat{H}_{\text{sys}}$. In the first case, the initial state at $t = 0$ consists of an electron at momentum $k = \pi$ and no phonons. By suddenly switching on a finite value of electron-phonon interaction, we time evolve the system under $\hat{H}_{\text{sys}}$. Here, $\phi(t) = 0$ for all times. Such a state initially possesses the maximal electron kinetic energy $E_{\text{kin}}(t=0) = \langle \hat{H}_{\text{kin}}(t=0) \rangle = 2t_0$, which equals the total energy $E_{\text{sys}} = \langle \hat{H}_{\text{sys}} \rangle$. We refer to this setup as the \textit{interaction} quench, and the relaxation dynamics emerging from this initial state has been recently studied in [27].

The second initial state is prepared by switching on a uniform dc electric field $F$ in a time window $[-t_i, 0]$. We refer to this setup as the \textit{field} quench. At $t = -t_i$, we set $\phi(t=-t_i) = 0$, switch on $F$ and propagate the ground state of $\hat{H}_{\text{sys}}$ with $\phi(t) = -(t + t_i) / \tau F$ at chosen $\lambda$, $\omega_0$, and the total momentum $K = 0$ [43, 44]. We choose $t_i$ such that at $t=0$ when $F$ is switched off, the total energy reaches a desired targeted value $E_{\text{sys}}$. The latter state is our initial state and we study its equilibration at $t > 0$ in the absence of electric field, i.e., at the constant value $\phi(t > 0) = -(t_i / \tau) F$. The inset of Fig. 1(b) displays an example where the system is driven in the time interval $[-t_i, 0]$ by a dc electric field $F = 1.0$, until the target value $E_{\text{sys}} = 2t_0$ is reached.

In all cases under consideration, the system energy is conserved for $t > 0$ ($\hat{H}_{\text{sys}}$ is time independent) and the dynamics is described by the pure state $|\psi(t)\rangle = e^{-i\hat{H}_{\text{sys}} t} |\psi_0\rangle$, where $|\psi_0\rangle$ is the initial state. Results from the time propagation are compared with the predictions of the thermal Gibbs ensemble, described by the density matrix

$$\hat{\rho}_{\text{sys}} = Z^{-1} \exp[-\hat{H}_{\text{sys}} / (k_B T)],$$

with the partition function $Z = \text{Tr}\{\exp[-\hat{H}_{\text{sys}} / (k_B T)]\}$. We set the Boltzmann constant $k_B = 1$ hereafter and measure $T$ in units of $t_0$.

We apply the Lanczos-based diagonalization [45] in a limited functional space (LFS) for the ground-state calculation, the time evolution as well as to calculate equilibrium properties at finite temperature. The generation of the LFS is described in Appendix A. It efficiently selects states with different phonon configurations around the electron [46], and is well-designed to describe systems with large phonon fluctuations that are not accessible by exact diagonalization. The ground-state properties of the Holstein polaron have been calculated within the LFS with high numerical precision [46, 47]. The method has been recently extended to treat nonequilibrium problems [43] and was shown to provide numerically precise quantum evolution of a closed many-body system [27]. In this work, we also use the LFS to calculate equilibrium properties in the Gibbs ensemble (5) using the Finite-Temperature Lanczos method (FTLM) [48]. In Appendix B, we present details of the latter method as well as study finite-size effects in Fig. 7.

III. ELECTRONIC SUBSYSTEM

A. Kinetic energy

We first study equilibration of the electron kinetic energy $E_{\text{kin}}$ for different initial states and electron-phonon coupling strengths. Figure 1(a) shows the time evolution at $\lambda = 0.5$ and $\omega_0 / t_0 = 0.75$ after distinct quench protocols that generate the same energy $E_{\text{sys}} = 2t_0$. We observe in the steady state a nearly indistinguishable value
of \( E_{\text{kin}} \approx -1.35t_0 \). Other observables such as \( \langle \hat{H}_{\text{ph}} \rangle \) and \( \langle \hat{H}_{\text{e-ph}} \rangle \) show qualitatively the same behavior (not shown here). In the steady state and for the parameter regime under investigation, tiny oscillations around the average vanish in the limit \( L \to \infty \) [27].

On the other hand, quench protocols that generate distinct total energy lead to distinct steady-state values. Figure 1(b) shows results for the field quench with \( F = 1.0 \), but distinct target energies \( E_{\text{sys}} = 0, 2t_0, 4t_0 \). Interestingly, even though in all cases \( E_{\text{kin}} \) at \( t = 0 \) is almost identical, the curves clearly deviate at later times.

If the observed collapse of the data in Fig. 1(a) for different initial states and the same total energy is generic, it should also be observed for other parameters of the model. In Figs. 2(a) and 2(b) we show results for the electron kinetic energy at two other values of the electron-phonon coupling \( \lambda \). This indicates that at both weak and moderate couplings, observables in the steady states may be characterized only by the total energy (and, as discussed in the following, described by the Gibbs ensemble \( \hat{\rho}_{\text{sys}} \)). It is also well known that the Holstein model exhibits the strong-coupling regime for \( \lambda \gtrsim 1 \), where a narrow polaronic band induces gaps in the many-body spectrum. This does not necessarily exclude a possible thermal character of the steady states. Nevertheless, large phonon fluctuations in the latter regime make the numerical comparison between the nonequilibrium and thermal equilibrium properties less accurate and will not be discussed in detail here. Another interesting feature of the model is the influence of the phonon energy \( \omega_0 \). We are going to discuss differences between the cases \( \omega_0 < t_0 \) and \( \omega_0 > t_0 \) in Sec. III B.

The dynamics of \( E_{\text{kin}} \) in the weak-coupling regime displays two distinct time regimes, see Fig. 2(a). After an initial fast decay, a slowing down in relaxation is observed when the electron kinetic energy becomes less than \( \omega_0 \) above the long-time steady-state value. This effect has already been observed in single-electron [15] and many-electron [20] systems coupled to optical phonons. In contrast, such distinction of time regimes is less obvious for intermediate electron-phonon couplings shown in Figs. 1(a) and 2(b), where the characteristic times to reach the steady state become shorter [27, 28]. This regime is going to be the main focus in the rest of the study.

### B. One-particle density matrix

To gain additional insight into the steady-state properties beyond the information gained from calculating a few selected observables [49–51], we calculate the reduced density matrix of a small subsystem. We focus on \( \lambda = 0.5 \) furtheron. In the Holstein model, it is a straightforward choice to take the subsystem consisting of electronic degrees of freedom only, while phonon degrees of freedom act as an environment. The reduced density matrix is
FIG. 3. (a) and (b): Eigenvalues of the one-particle density matrix \( \langle k | \hat{\rho}_{\text{ele}} | k \rangle = n_k \) at the total energy \( E_{\text{sys}} = 2t_0 \) and \( \lambda = 0.5 \). For the time-evolved pure state, we plot \( \log n_k \) for different initial states. The data are averaged in the time interval \( t \in [50\tau, 100\tau] \). Error bars equal three times the temporal standard deviation. The thermal prediction \( \log n_k(T) \) is obtained from the Gibbs ensemble (5). (a) Results for \( \omega_0/t_0 = 0.75 \). We compare \( \log n_k \) after the interaction quench (i-Q) and the field quench (f-Q), with \( \log n_k(T) \) at temperature \( T = 0.68 \). For the field quench, we shift \( k \rightarrow k - \phi_0 \), where \( \phi_0 = -(t_1/\tau)F \) and \( t_1 \) defines the time interval when \( F \) is switched on, as explained in Sec. II. (b) Results for \( \omega_0/t_0 = 2.0 \). We compare \( \log n_k \) after the interaction quench with \( \log n_k(T) \) at \( T = 1.36 \). (c) \( E_{\text{kin}} \) versus \( t \) after the interaction quench for \( \omega_0/t_0 = 2.0 \) and 0.75.

hence defined as \( \hat{\rho}_{\text{ele}} = \text{Tr}_{\text{ph}} \{ \hat{\rho}_{\text{tot}} \} \), where \( \hat{\rho}_{\text{tot}} \) denotes the density matrix of the total system. (Note that \( \hat{\rho}_{\text{tot}} \) may be obtained from the pure state, \( \hat{\rho}_{\text{tot}} = |\psi(t)\rangle \langle \psi(t)| \), or from the Gibbs ensemble, \( \hat{\rho}_{\text{tot}} = \hat{\rho}_{\text{sys}} \).) This selection of \( \hat{\rho}_{\text{ele}} \) is different from the one where the subsystem is physically separated from the environment. In the case of a single electron studied here, \( \hat{\rho}_{\text{ele}} \) is equivalent to the one-particle density matrix with the matrix elements \( \hat{c}_l^\dagger \hat{c}_l \). Due to translational invariance, \( \hat{\rho}_{\text{ele}} \) is diagonal in the momentum representation and its eigenvalues are occupations of the momentum states \( \langle k | \hat{\rho}_{\text{ele}} | q \rangle = n_k \delta_{k,q} \). In the nonequilibrium calculation, we therefore need to calculate the average value of \( n_k(t) \) in the steady state \( \langle n_k(t) \rangle_t \), where

\[
\langle n_k(t) \rangle_t = \frac{1}{L} \sum_{j,l} e^{-i\omega_0 t + \omega_l j} \langle \psi(t) | \hat{c}_j^\dagger \hat{c}_l | \psi(t) \rangle
\]

is the time-dependent momentum distribution function and \( \langle \ldots \rangle_t \) denotes the time averaging.

A necessary criterion for thermalization requires a single set of \( n_k \) for all initial states with equal energy [5]. In Fig. 3(a) we plot \( \log \bar{n}_k \) for different initial states at the energy \( E_{\text{sys}} = 2t_0 \). We observe a collapse of the data in the entire Brillouin zone.

We also present a comparison of \( \log \bar{n}_k \) with the equilibrium results \( \log n_k(T) \) in the Gibbs ensemble (5) obtained using the FTLM. We have chosen the time-averaged electron kinetic energy in the steady state \( \langle E_{\text{kin}} \rangle_t \) to determine the temperature \( T \) in the Gibbs ensemble through the equation \( \langle E_{\text{kin}} \rangle_t = \text{Tr} \{ \hat{\rho}_{\text{sys}} \hat{H}_{\text{kin}} \} \). (The reason for this choice is that within the FTLM, finite-size effects due to the limited number of phonon configurations affect \( E_{\text{kin}} \) less than \( E_{\text{sys}} \). See also Fig. 7 in Appendix B.)

The striking similarity between the eigenvalues of one-particle density matrices in Fig. 3(a), obtained from the time propagation and from the FTLM, carries important information. In general, agreement between the eigenvalues (i.e., the vanishing trace distance between the two matrices) implies the absence of any extensive set of one-body observables \( \hat{c}_j^\dagger \hat{c}_l \) that would not thermalize. In addition, for our particular setup with a single electron, all multi-particle observables can be expressed by the one-particle operators. The results in Fig. 3(a) therefore suggest that all static properties of the electronic subsystem in the steady state are the same as in the Gibbs ensemble with temperature \( T \). As a consequence, \( T \) also becomes a well-defined temperature of the electronic subsystem. A perfect agreement and strict thermalization is nevertheless expected only when the total system approaches the thermodynamic limit.

Our results for other parameters indicate that thermalization is visible as long as the system energy relative to the ground state considerably exceeds the phonon energy \( \omega_0 \). An example where this is not fulfilled is shown in Fig. 3(b) for \( \omega_0/t_0 = 2.0 \) and \( E_{\text{sys}} = 2t_0 \) (here, the ground state energy is \( E_{\text{sys}} = -2.596t_0 \)). In this case the system energy is located close to the bottom of many-body eigenenergy spectrum, where the density of states is low. As a consequence, the time evolution is governed by strong temporal fluctuations. [See Fig. 3(c) and also Fig. 6 of Appendix A, which demonstrates that the temporal fluctuations are not an artifact of the numerical method]. Therefore, much longer time scales (but then also much larger systems) are needed to observe possible thermal behavior. Note, however, that even for \( \omega_0/t_0 = 2.0 \) the difference between \( \log n_k(T) \) and \( \log \bar{n}_k \) (obtained from the FTLM and from the time averaging, respectively) stays within \( 3\sigma_k \), where \( \sigma_k \) is the standard deviation characterizing time fluctuations of \( \log n_k(t) \).

IV. NONEQUILIBRIUM DYNAMICAL CORRELATION FUNCTIONS

Thermalization of eigenvalues of electronic one-particle density matrix implies thermalization of all observables defined in terms of fermionic operators. This, however, does not immediately extend to dynamical two-particle observables like the optical conductivity \( \sigma(\omega) \). The latter quantity is defined as a Fourier transform of the current-current correlation function \( \langle j(t)j(0) \rangle \) [52], with \( j \) to be defined in Eq. (10). Even if \( j(0) \) is purely fermionic, the explicit form of \( j(t) \) contains both fermionic and bosonic operators since the time evolution takes place under the
Hamiltonian of the total system. Hence, \( \sigma(\omega) \) cannot be obtained from the one-particle density matrix only. We therefore complement our study by calculating the time-resolved optical conductivity \( \sigma'(\omega, t) \) \[34, 53–61\]. In addition, we invoke a simple criterion to test whether dynamical correlation functions in the time-evolved pure state match the thermal form.

### A. Time-resolved optical conductivity

The time-resolved optical conductivity provides access to the dynamical properties that are measured in pump-probe experiments \[7, 10\]. In addition, by means of a sum rule, it also provides access to a few static properties such as the electronic kinetic energy \( E_{\text{kin}} \), shown in Figs. 1 and 2. Note that the optical sum rule

\[
\int_{-\infty}^{\infty} d\omega \ \sigma'(\omega, t) = -E_{\text{kin}}(t), \quad (7)
\]

where \( \sigma'(\omega, t) = \Re[\sigma(\omega, t)] \), also holds far from equilibrium \[59\]. We calculate \( \sigma'(\omega, t) \) at arbitrary time \( t \) after the quench without applying time-translation invariance \[59\], i.e., as a Fourier transform of the two-time correlation

\[
\sigma(t', t) = -[E_{\text{kin}}(t') + \int_{t}^{t'} dt'' \chi(t', t'')], \quad (8)
\]

where the nonequilibrium dynamical susceptibility is defined as

\[
\chi(t', t'') = i\theta(t' - t'') \langle \psi_0 | \{ j(t'), j(t'') \} | \psi_0 \rangle \quad (9)
\]

and \( j \) denotes the current operator

\[
j = i\hbar \sum_j (e^{i\phi(t)} \hat{c}^\dagger_j + \hat{c}_j - \text{h.c.}). \quad (10)
\]

Details of the calculation are presented in Appendix D. We mimic the probe pulse of pump-probe experiments by a gaussian envelope with a width comparable to current experiments \[7\].

Figure 4 displays the time evolution of \( \sigma'(\omega, t) \) for quenches at the total energy \( E_{\text{sys}} = 2t_0 \). For the interaction quench shown in Fig. 4(a), the states with positive single-particle energies \( \epsilon_{k(t)} > 0 \) are initially more occupied than the low-energy states with \( \epsilon_{k(t)} < 0 \). It leads to a positive sign of the kinetic energy \( E_{\text{kin}}(t) = \sum_k \epsilon_{k(t)} n_k(t) \) [see Fig. 1(a)] and hence to the negative optical sum rule \( -E_{\text{kin}}(t) \). This results in negative values of the response function \( \sigma'(\omega, t) \), which in turn represent the frequency range where photoemission may occur. At later times \( \sigma'(\omega, t) \) becomes positive, it develops a well-defined peak around zero frequency corresponding to the Drude peak, and the side peaks reflecting multiple phonon excitations. For the field quench at \( F = 1.0 \) presented in Fig. 4(b), \( \sigma'(\omega, t) \) remains positive for all times, in strong contrast with the interaction quench discussed before. Nevertheless, when entering the steady state at longer times, optical conductivities for different initial states display a very similar frequency dependence.

### B. Thermal form of dynamical correlations

The results from Sec. IV A give rise to an obvious question: to what extent does \( \sigma'(\omega, t) \) resemble the linear response of a system in thermal equilibrium? To answer this question, one could in principle follow the same procedure as in Sec. III, i.e., construct the corresponding Gibbs ensemble and compare the resulting thermal \( \sigma'(\omega) \) with the time-resolved \( \sigma'(\omega, t) \) in the steady state. Instead, we show in the following that a simple manipulation of the dynamical correlations allows one to test whether their form is thermal without explicitly carrying out calculation in the Gibbs ensemble. If the answer is affirmative, one can also extract the corresponding temperature of the Gibbs ensemble.

To demonstrate this idea we first note that in thermal equilibrium, the regular part of the optical conductivity can be expressed from the standard linear-response theory \[52\] as

\[
\sigma'_{\text{reg}}(\omega) = \frac{1 - e^{-\omega/T}}{\omega} C(\omega), \quad (11)
\]

where the dynamical current-current correlations are defined as

\[
C(\omega) = \Re \int_0^\infty dt e^{i\omega t} \Tr \{ \hat{p}_{\text{sys}} \hat{j}(t) \hat{j}(0) \}. \quad (12)
\]
FIG. 5. (a) and (b): Time evolution of the dynamical correlation function $R(\omega, t)$ at the total energy $E_{\text{sys}} = 2t_0$ and $\lambda = 0.5$, $\omega_0/t_0 = 0.75$. Results are displayed at different times $t/\tau$ for (a) the interaction quench (i-Q) and (b) the field quench (f-Q) at $F = 1.0$. Thick dashed lines in both panels represent $\tilde{R}(\omega) \equiv \langle R(\omega, t) \rangle_t$, where $\langle ... \rangle_t$ denotes time averaging in the interval $t \in [50\tau, 100\tau]$. Panel (c) compares $\tilde{R}(\omega)$ with the thermal form $R(\omega) = \tanh[\omega/(2T)]$ (TH) at $T = 0.68$. Panel (d) shows comparison of the temperatures. $T_{\text{obs}}$ is the temperature in the Gibbs ensemble obtained such that its electron kinetic energy matches the one in the steady state of the time-evolved state (as explained in Sec. III). $T$ is the temperature, obtained by fitting $\tilde{R}(\omega)$ with the thermal form $R(\omega) = \tanh[\omega/(2T)]$ from Eq. (13). The time evolution is in both cases performed after the field quench at $F = 1.0$.

As a central step, one can manipulate $C(\omega)$ to construct the function

$$ R(\omega) = \frac{C(\omega) - C(-\omega)}{C(\omega) + C(-\omega)} = \tanh \left( \frac{\omega}{2T} \right), \quad (13) $$

which allows for a direct extraction of the temperature. Here, $C(\omega)$ is derived by using the Gibbs density matrix (5) [see Appendix C for details of derivation]. We use the coefficient $R(\omega) = \tanh[\omega/(2T)]$ only as a measure for thermalization and do not explicitly calculate $C(\omega)$.

Our goal is to calculate a coefficient similar to the one in Eq. (13), but calculated in the time-evolved wave function. For this purpose, we define

$$ R(\omega, t) = \frac{C(\omega, t) - C(-\omega, t)}{C(\omega, t) + C(-\omega, t)}, \quad (14) $$

where the Fourier transform of the time-resolved current-current correlation is defined as

$$ C(\omega, t) = \Re \int_0^\infty ds e^{i\omega s} \langle \psi_0 | j(t + s) j(t) | \psi_0 \rangle. \quad (15) $$

We calculate $C(\omega, t)$ numerically with the same method as the time-resolved optical conductivity $\sigma'(\omega, t)$ (see also Appendix D for details).

Figures 5(a) and 5(b) display $R(\omega, t)$ for two different initial states $|\psi_0\rangle$ at equal total energy $E_{\text{sys}} = 2t_0$. While the behavior of $R(\omega, t)$ at short times clearly depends on the initial state, the differences are washed out at longer times. In Fig. 5(c) we compare the time-averaged $\langle R(\omega, t) \rangle_t$ in the steady state and show its independence of the initial state. Remarkably, the form of $\langle R(\omega, t) \rangle_t$ perfectly agrees with the thermal functional form $\tanh[\omega/(2T)]$.

It is plausible, but by no means obvious that (i) the temperature obtained from the Gibbs ensemble by matching the static one-particle electronic correlations in the steady state (as done in Sec. III), and (ii) the temperature obtained from fitting the dynamical correlations $\langle R(\omega, t) \rangle_t$ with the thermal form $\tanh[\omega/(2T)]$, are equal. Figure 5(d) shows that such agreement indeed holds true. It establishes an important link between the temperature, measured from the dynamical correlation functions, and the temperature of the electronic subsystem.

V. CONCLUSION AND DISCUSSION

We studied thermalization of a photoexcited electron coupled to quantum phonons using a state-of-the-art numerical method. Even though in the simple Holstein model the relaxation channel is represented by a single (optical) phonon branch, many indicators for thermalization are fulfilled provided that the excitation energy is much larger than the phonon frequency. First, we calculated all elements of the electronic one-particle density matrix, as well as the occupations of fermionic momenta, which are the corresponding eigenvalues. We showed that in the steady state all those eigenvalues agree with the ones in the Gibbs ensemble, indicating thermalization of electronic correlations on the entire lattice. This leads to the conclusion that the standard view of thermalization, which takes place only in a subsystem physically separated from the environment, is too restrictive. Recently, a complete thermalization of one-particle observables towards predictions of the generalized Gibbs ensemble was reported for two integrable models [62, 63]. In contrast, the Holstein model is a generic (nonintegrable) system, and its eigenenergy spectrum is unbounded from above. Our results hence give new insights into the nonequilibrium statistical mechanics of fermion-boson coupled systems and call for further studies, e.g., in the context of eigenstate thermalization [4].

Second, we have shown that the entire spectral distribution of the nonequilibrium dynamical current-current correlation function approaches in the steady state the thermal form. The latter allows one to extract the temperature of the corresponding Gibbs ensemble. Remarkably, the temperature obtained from the dynamical two-
particle correlation function agrees with the one in the Gibbs ensemble that describes static one-particle electronic observables.

From the point of view of time-resolved experiments, our model provides a reasonable description of the initial photocarrier relaxation through a single branch of bosonic excitations. We denoted this process as the primary relaxation. Thermalization of electronic one-particle observables implies that the optical sum rule becomes, at a given excitation density, independent of the initial state. In addition, the approach of the dynamical current-current correlation function to a simple thermal form, given by Eq. (13), reestablishes the potential of time-resolved optical spectroscopy [6] as a very efficient technique for studying thermalization (or the absence thereof) in solids.

While our investigation focused on the primary relaxation regime in the context of pump-probe experiments, the current time resolution of many experiments (e.g., the time-resolved ARPES [64–68]) only allows measurements of secondary relaxation processes. Our results demonstrate high efficiency of the primary relaxation, leading to a thermal state even if the electron is strongly coupled to only a few bosonic degrees of freedom. Therefore, during the secondary relaxation processes charge carriers may be accurately described within the framework of quasithermal evolution, i.e., by a well-defined temperature that evolves with time. In this stage, electrons further exchange energy with other degrees of freedom of their environment and evolve towards the global equilibrium.
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**Appendix A: Numerical calculation within limited functional space**

Here we provide more details about the limited functional space that we use in our Lanczos algorithm. We truncate the Hilbert space by applying a limited functional space (LFS) generator [46]. We initiate the generation procedure by a starting state, which is a bare electron in a given momentum eigenstate $\hat{c}_k^\dagger |0\rangle$. We then apply the off-diagonal elements of $\hat{H}_{\text{sys}}$ to this starting state. The maximal number of generations of new states is controlled by the parameter $N_h$. We represent the entire set of states $\{|\phi_k^{(N_h)}\rangle\}$ forming the LFS by a sum

$$
\sum_{n_h=0}^{N_h} \left( \hat{H}_{\text{kin}} + \hat{H}_{e-ph} \right)^{n_h} \hat{c}_k \frac{c_k^\dagger}{\omega_0} |0\rangle.
$$

Further details about the method can be found, e.g., in Ref. [69]. We set $N_h = 22$ in our calculations and apply periodic boundary conditions on a lattice with $L = 16$ sites.

The latter method, apart from being numerically exact for calculations of the Holstein polaron ground state [47] and low-lying excited states [70], can also be applied to study time-dependent problems [15, 27, 43, 44]. By comparing it to other wavefunction-based methods, it has been recently shown to be the most efficient method to study the nonequilibrium dynamics of the Holstein polaron [27] (see [71] for a more recent methodological development, though).

We demonstrate the efficiency of calculation within the LFS in Fig. 6. We study the finite-size effects of the relaxation of electron kinetic energy $E_{\text{kin}}$ at $\lambda = 0.5$ and $\omega_0/t_0 = 2.0$. The data for $N_h = 22$ are shown in Fig. 3(c). Since the system exhibits persistent oscillations around the steady-state value, one may wonder whether these are a finite-size effect or a real physical feature. In Figure 6 we compare the data for five different sizes of the LFS obtained by setting $N_h = 10, 14, 18, 20, 22$ in Eq. (A1). Results show collapse of the data for all times of interest. In particular, the minimal size of the LFS needed to get the converged results in this case only requires around $\sim 10^5$ states.

**Appendix B: Finite Temperature Lanczos Method**

We briefly present the basic elements of the Finite Temperature Lanczos Method (FTLM). We follow Refs. [48, 69] where the method has been described in
The corresponding temperature is computed from the calculation of \( R(\omega, t) \) in the same system, and by fitting the latter quantity to the thermal form \( \text{tanh}[\omega/(2T)] \).

A straightforward calculation of the canonical thermodynamic average of an operator \( \hat{A} \) in a finite system with \( N_{st} \) states can be expressed in an orthonormal basis \( \{ |n\rangle \} \) as

\[
\langle \hat{A} \rangle = \sum_{n=1}^{N_{st}} |n\rangle e^{-\beta H} \langle n| \hat{A}|n\rangle / \sum_{n=1}^{N_{st}} |n\rangle e^{-\beta H} |n\rangle,
\]

where \( \beta = 1/T \) (\( k_B \) has been set to unity). Using the high-temperature expansion of Eq. (B1) and the Lanczos procedure with \( M \) steps we obtain

\[
\langle \hat{A} \rangle = Z^{-1} \sum_{n=1}^{N_{st}} \sum_{j=0}^{M} e^{-\beta e_j} \langle n| \psi_j^n \rangle \langle \psi_j^n| \hat{A}|n\rangle, \tag{B2}
\]

\[
Z = \sum_{n=1}^{N_{st}} \sum_{i=0}^{M} e^{-\beta e_i} \langle n| \psi_i^n \rangle \langle \psi_i^n| n\rangle, \tag{B3}
\]

where \( |\psi_i^n\rangle \) and \( e_i^n \) are Lanczos functions and energies obtained from the starting state \( |n\rangle \), while the error of the approximation is \( O(\beta^{M+1}) \). To allow computation of systems where \( N_{st} \sim 10^7 \) or more, the summation over \( N_{st} \) states is replaced by a random sampling over \( \tilde{r} \) random states \( |r\rangle \)

\[
\langle \hat{A} \rangle = \frac{N_{st}}{Z} \sum_{r=1}^{\tilde{r}} \sum_{j=0}^{M} e^{-\beta e_j} \langle r| \tilde{\psi}_j^r \rangle \langle \tilde{\psi}_j^r| \hat{A}|r\rangle, \tag{B4}
\]

\[
Z = \frac{NM}{\tilde{r}} \sum_{r=1}^{\tilde{r}} \sum_{j=0}^{M} e^{-\beta e_j} \langle r| \tilde{\psi}_j^r \rangle \langle \tilde{\psi}_j^r| \tilde{\psi}_j^r \rangle^2. \tag{B5}
\]

Random states \( |r\rangle \) act as initial states for the Lanczos iteration, resulting in \( M \) eigenvalues \( e_j^r \) with the corresponding \( |\tilde{\psi}_j^r\rangle \). Note that the summation over the random states runs over all \( k \)-sectors. For each \( k \)-sector, we sample over \( \tilde{r}_k = 20 \) states.

In Fig. 7 we present \( E_{\text{kin}}(T) \) obtained by the FTLM and compare results for different lattice sizes \( L = 6 \) and 16, as well as different sizes of the LFS given by \( N_h = 16, 22 \) and 30. At small \( T \) deviations from the thermodynamic limit are expected predominantly due to the finite system size \( L \), while at larger \( T \) when the electron coherence length becomes shorter, deviations are expected due to a lack of adequate number of phonon quanta contained in the LFS. Despite distinct lattice sizes chosen for comparison, \( L = 6 \) and 16, variations of \( E_{\text{kin}}(T) \) are rather small throughout the whole temperature range. In addition, the time-propagation results (red circles) are mostly obtained in the temperature range of the smallest finite-size effects.

**Appendix C: Dynamical current-current correlations in thermal equilibrium**

The Fourier transform of the dynamical current-current correlation \( C(\omega) \) is defined as

\[
C(\omega) = \Re \int_0^\infty dt e^{i\omega t} \langle \langle \hat{j}(t) \hat{j}(0) \rangle \rangle \tag{C1}
\]

\[
= \Re \int_0^\infty dt e^{i\omega t} \text{Tr} \{ \hat{\rho}_{\text{sys}}(t) \hat{j}(0) \hat{j}(0) \hat{j}(0) \hat{j}(0) \},
\]

where we used the Gibbs density matrix \( \hat{\rho}_{\text{sys}} = Z^{-1} e^{-\beta \hat{H}_{\text{sys}}} \) and \( Z = \text{Tr} \{ e^{-\beta \hat{H}_{\text{sys}}} \} \).

Eigenstates of the Hamiltonian \( \hat{H}_{\text{sys}}|n\rangle = E_n |n\rangle \) form a complete set of states, \( \sum_n |n\rangle \langle n| = 1 \). Using the completeness relation we rewrite Eq. (C1) as

\[
C(\omega) = \frac{1}{Z} \Re \int_0^\infty dt e^{i\omega t} \times \sum_{nm} e^{-\beta E_n} e^{iE_n t} \langle n| j|m \rangle e^{-iE_m t} \langle m| j|n \rangle
\]

\[
= \frac{1}{Z} \sum_{nm} e^{-\beta E_n} \langle n| j|m \rangle^2 2\pi \delta(E_n - E_m + \omega). \tag{C2}
\]

If we now set \( \omega \rightarrow -\omega \), we can readily obtain

\[
C(-\omega) = e^{-\beta \omega} C(\omega), \tag{C3}
\]

which we in turn use to produce Eq. (13). Note that the same result can be obtained using the fluctuation-dissipation theorem

\[
\chi''(\omega) = -\frac{1}{2} (1 - e^{-\beta \omega}) C(\omega), \tag{C4}
\]

where \( \chi''(\omega) = \Im [\chi(\omega)] \) represents the imaginary part of Fourier transform of the equilibrium dynamical susceptibility

\[
\chi(t) = i \theta(t) \langle \langle \hat{j}(t) \hat{j}(0) \rangle \rangle. \tag{C5}
\]

Equation (13) can be reproduced using the symmetry \( \chi''(-\omega) = -\chi''(\omega) \).
Appendix D: Nonequilibrium optical conductivity

The evaluation of the two-time optical conductivity \( \sigma(t', t) \), as defined in Eq. (8), was implemented according to the procedure described in [59]. On the other hand, the implementation of a nonequilibrium dynamical susceptibility \( \chi(t', t') \) defined in Eq. (9) is a straightforward evaluation of the corresponding expectation value. All Fourier transformations, such as

\[
\sigma(\omega, t) = \int_0^{t_m} ds \, \sigma(t + s, t)e^{i\omega s}, \tag{D1}
\]

where \( t_m \) denotes the maximum time of simulation, followed the definitions in [59].

Since our calculations are performed in a limited time window with \( t_m = 100\tau \), we use artificial spectral broadening to calculate \( \sigma(\omega, t) \) and \( C(\omega, t) \), smoothing the non-physical artifacts. The applied broadening replaces \( e^{i\omega s} \) in Eq. (D1) with \( e^{i\omega s}e^{-s^2/2W^2} \), where we set the width of the Gaussian envelope to \( W = 10\tau \).
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