Patterns formation in hyperbolic reaction–diffusion models with cross–diffusion
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Abstract

A class of hyperbolic reaction–diffusion models with cross-diffusion is derived within the context of Extended Thermodynamics.

Linear stability analysis is performed to study the nature of the equilibrium states against uniform and nonuniform perturbations. Emphasis is given to the occurrence of Hopf, Turing and Wave bifurcations. The weakly nonlinear analysis is then employed to deduce the equation governing the time evolution of pattern amplitude and to obtain the analytical approximated solution. The influence of the hyperbolic structure of the model on the pattern formation as well as on the transient regimes is highlighted. The theoretical predictions are illustrated on the hyperbolic Schnakenberg model and linear and weakly nonlinear stability are investigated both analytically and numerically.
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1 Introduction

The study of pattern formation in biology, chemistry and physics is still nowadays a topic of great interest [1–6]. The occurrence of patterns in population
dynamics is usually investigated by means of reaction–diffusion models which consider the diffusion of each species depends only on the gradients of the concentration of the species itself. On the other hand, when the population pressures, due to the mutual interference between the individuals, affects the movements of competing species, one must take into account also the cross diffusion terms. Recently considerable attention has been devoted to the investigation of the stability behaviour of a system of interacting populations by taking into account the effects of self as well as cross-diffusion \[7\]–\[17\]. An appropriate description of biological phenomena which occur at macroscopic level is based upon continuum theory and the corresponding mathematical models usually take the form of parabolic reaction–diffusion equations \[18\]. However, the parabolic character of these models would lead the disease to propagate instantaneously over large distances. These unphysical features can be overcome by building up hyperbolic systems whose derivation are carried out by means of different mathematical approaches \[3\], \[19\]–\[35\]. We would like to stress that hyperbolicity guarantees finite speeds of propagation as it is expected in wave processes. Therefore, a more accurate description of transient phenomena, characterized by waves evolving in space over a finite time, should be performed via hyperbolic models.

In this paper we make use of the theoretical framework of the Extended Thermodynamics (ET) \[36\] to develop a general class of hyperbolic reaction–diffusion systems modelling those biological phenomena involving both self and cross-diffusion for two interacting species. We choose the ET approach in order to obtain a symmetric hyperbolic mathematical model which is satisfactory both on physical and mathematical points of view. In detail hyperbolicity guarantees realistic finite speed of propagation whereas the symmetric structure ensures mathematical properties, namely the well-posedness of Cauchy problems. Our goal is to elucidate how hyperbolicity affects the pattern formation as well as the transient dynamics from an homogeneous steady state to a patterned one. In particular, we point out the occurrence of wave instability in our hyperbolic model for two interacting species whereas, as well known, in the parabolic case one needs at least three reaction-diffusion equations \[37\]–\[39\].

The paper is organized as follows. In Section 2, along the leading ideas of ET, we build up the general class of hyperbolic reaction–diffusion models for two species which are subject to both self and cross-diffusion. In Section 3, we perform a linear stability analysis on the steady states with respect to both homogeneous and non-homogeneous perturbations focusing on the
occurrence of Hopf, Turing and Wave bifurcation. In Section 4, through a weakly nonlinear multiple scale analysis, we derive the Stuart–Landau equation ruling the evolution of the pattern amplitude in the supercritical case. In Section 5 we apply our general analysis to the one-dimensional Schnakenberg model and we investigate, both analytically and numerically, linear and weakly nonlinear stability. Finally, concluding remarks are addressed in the last Section.

2 Hyperbolic reaction–diffusion models with cross–diffusion

Reaction–diffusion models which take into account the effects of self as well cross–diffusion are widely used to describe spatio–temporal dynamics of two interacting species [7], [18]. The mathematical structure of these models, in one dimensional space and adimensional vector form, reads

\[ W_t = D W_{xx} + F(W) \]  

where \( x \) and \( t \) are the space and time coordinates, respectively, and, hereafter, a subscript denotes the derivative with respect to the indicated variable. In (1) \( W \in R^2 \) is a column vector denoting the field variables, \( D \) is the non–diagonal diffusion matrix and \( F(W) \) takes into account the reactive mechanisms. More precisely we have

\[ W = \begin{bmatrix} u \\ v \end{bmatrix}, \quad D = \begin{bmatrix} 1 & d^v \\ d^u & d \end{bmatrix}, \quad F = \gamma \begin{bmatrix} f(u,v) \\ g(u,v) \end{bmatrix} \]  

with \( d = \frac{D^v}{D^u} \), \( d^u = \frac{D^{uu}}{D^u} \) and \( d^v = \frac{D^{uv}}{D^v} \), being \( D^u, D^v \), \( D^{uv} \) and \( D^{uu} \) the constant self–diffusion and cross–diffusion coefficients, respectively. In particular the self–diffusion coefficients are always positive whereas the cross–diffusion ones can be positive or negative. From a biological point of view the cross diffusion coefficient \( D^{uv} \) indicate the influence of \( v \) density to \( u \) density so if it is positive then \( u \) is repelled from \( v \) whereas if it is negative then \( u \) is attracted to \( v \). \( D^{uv} \) has the same meaning with the role of \( u \) and \( v \) switched.

In (2) \( f(u,v) \) and \( g(u,v) \) represent the reaction kinetics whereas the parameter \( \gamma \) regulates the relative strength of the kinetic terms, or, alternatively, it gives the size of the spatial domain and the time scale, i.e. \( \sqrt{\gamma} \) is
proportional to the linear dimension of the domain. The initial conditions must be described through non-negative bounded functions.

In system (1) diffusion mechanisms occur through Fick’s law, namely the diffusion fluxes $\mathbf{J} \in \mathbb{R}^2$ are assumed to be proportional to the gradient of the densities

$$
\mathbf{J} = \begin{bmatrix} J^u \\ J^v \end{bmatrix} = -D \mathbf{W}_x.
$$

(3)

However Fickian diffusion unrealistically implies an infinite speed in the sense that any localized density disturbance instantaneously propagates to every part of the system. This unphysical feature can be avoided by making use of hyperbolic models and this goal may be achieved by means of different mathematical approaches, see [24], [32] and references therein quoted. Therefore, in this section, we develop an hyperbolic reaction–diffusion model by following the guidelines of the Extended Thermodynamic theory [36]. First of all, we assume the diffusion fluxes $\mathbf{J}$ as additional field variables satisfying the following balance equations

$$
\mathbf{J}_t + \mathbf{T}_x = \mathbf{G}
$$

(4)

where the constitutive functions $\mathbf{T}$ and $\mathbf{G}$ must be determined in terms of the whole set of the independent variables $(u, v, J^u, J^v)$. At this step the system is not close because the constitutive functions $\mathbf{T}$ and $\mathbf{G}$ occurring in (4) are not known and it is the task of the constitutive theory established in ET to determine those functions or, at least, to reduce their generality. Therefore, since we are interested in a process not far away from the thermodynamical equilibrium characterized by vanishing $\mathbf{J}$, firstly we suppose a linear dependence of $\mathbf{T}$ and $\mathbf{G}$ on the fluxes namely

$$
\mathbf{T} = \begin{bmatrix} \mu (u, v) + \mu_1(u, v)J^u + \mu_2(u, v)J^v \\ \nu (u, v) + \nu_1(u, v)J^u + \nu_2(u, v)J^v \end{bmatrix},
$$

$$
\mathbf{G} = \begin{bmatrix} \rho (u, v) + \rho_1(u, v)J^u + \rho_2(u, v)J^v \\ \delta (u, v) + \delta_1(u, v)J^u + \delta_2(u, v)J^v \end{bmatrix}.
$$

(5)

Then, after inserting (5) into (4), we require that the resulting evolution equations reduce to Fick’s law (3) in the stationary case so that the constitutive relations (5) become

$$
\mathbf{T} = \begin{bmatrix} \mu (u, v) \\ \nu (u, v) \end{bmatrix}, \quad \mathbf{G} = \begin{bmatrix} -\mu_u J^u \\ -\nu_v J^v \end{bmatrix}
$$

(6)
with
\[ \mu_v - d^v \mu_u = 0 \quad \Rightarrow \quad \mu(u, v) = \mu(u + d^v v) \]
\[ d \nu_u - d^u \nu_v = 0 \quad \Rightarrow \quad \nu(u, v) = \nu(d^u u + d v). \]

Therefore, the parabolic reaction–diffusion model (1) is replaced by
\[ U_t + M(U)U_x = B(U) \tag{8} \]

being
\[ U = \begin{bmatrix} u \\ v \\ J^u \\ J^v \end{bmatrix}, \quad M = \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ \mu_u & \mu_v & 0 & 0 \\ \nu_u & \nu_v & 0 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} \gamma f(u, v) \\ \gamma g(u, v) \\ -\mu_u J^u \\ -\nu_v J^v \end{bmatrix}. \tag{9} \]

A further restriction on the constitutive functions (7) arises from the entropy principle which assumes the existence of a concave entropy density \( \eta \) and an entropy flux \( \phi \) satisfying the well-known entropy inequality
\[ \eta_t + \phi_x = \Sigma \geq 0 \tag{10} \]

for all solutions of system (8). Here \( \eta = \eta(u, v, J^u, J^v) \), \( \phi = \phi(u, v, J^u, J^v) \) and the entropy production \( \Sigma = \Sigma(u, v, J^u, J^v) \) are constitutive quantities.

Compatibility of system (8) with entropy inequality (10) can be achieved through the so-called Lagrange multipliers [36], [40] \( \Lambda, \Gamma, \Pi, \Omega \), depending on the whole set of the field variables. Indeed, the inequality
\[ \eta_t + \phi_x - \Lambda (u_t + J^u_x - \gamma f) - \Gamma (v_t + J^v_x - \gamma g) - \]
\[ -\Pi (J^u_t + \mu_u u_x + \mu_v d^v v_x + \mu_u J^u) - \Omega \left( J^v_t + \nu_v \frac{d^v}{d} u_x + \nu_v v_x + \frac{\nu_v}{d} J^v \right) \geq 0 \tag{11} \]

must hold for arbitrary derivatives \( (u_t, v_t, J^u_t, J^v_t, u_x, v_x, J^u_x, J^v_x) \) so that it implies
\[ d \eta = \Lambda d u + \Gamma d v + \Pi d J^u + \Omega d J^v \]
\[ d \phi = \Lambda d J^u + \Gamma d J^v + (\Pi \mu_u + \Omega \nu_v \frac{d^v}{d}) d u + (\Pi \mu_v + \Omega \nu_u) d v \]
\[ \Sigma = \Lambda \gamma f + \Gamma \gamma g - \Pi \mu_u J^u - \Omega \frac{\nu_v}{d} J^v \geq 0. \tag{12} \]
From (12) we have

\[
\Lambda = \Lambda_0(u, v) + \frac{\pi_1}{2} J^u J^u + \pi_2 J^u J^v + \frac{\Omega_2}{2} J^v J^v,
\]

\[
\Gamma = \Gamma_0(u, v) + \frac{\pi_1}{2} J^u J^u + \pi_2 J^u J^v + \frac{\Omega_2}{2} J^v J^v,
\]

\[
\Pi = \pi_1 (u, v) J^u + \pi_2 (u, v) J^v,
\]

\[
\Omega = \pi_2 (u, v) J^u + \Omega_2 (u, v) J^v,
\]

where

\[
\pi_1 (u, v) = \frac{d \Lambda_0 - d^v \Lambda_0}{\mu_u (d - d^v d^v)}, \quad \pi_2 (u, v) = \frac{d (\Lambda_0 - d^v \Lambda_0)}{\nu_v (d - d^v d^v)}, \quad \Omega_2 (u, v) = \frac{d (\Gamma_0 - d^v \Lambda_0)}{\nu_v (d - d^v d^v)},
\]

\[
\Lambda_0, = \Gamma_0, \quad (\nu_v - \mu_u) \Lambda_0 + d^v \mu_u \Lambda_0 - \frac{d^v}{d} \nu_v \Gamma_0 = 0.
\]

Furthermore, taking into account (12)1,2, the entropy density and the entropy flux assume the following form

\[
\eta = \eta_0 (u, v) + \frac{\pi_1}{2} J^u J^u + \pi_2 J^u J^v + \frac{\Omega_2}{2} J^v J^v,
\]

\[
\phi = \Lambda_0 (u, v) J^u + \Gamma_0 (u, v) J^v,
\]

with

\[
\frac{\partial \eta_0}{\partial u} = \Lambda_0, \quad \frac{\partial \eta_0}{\partial v} = \Gamma_0.
\]

Finally, the concavity condition for \( \eta \) with respect to the field variables yields the further restrictions

\[
d \Lambda_0 - d^v \Lambda_0 < 0, \quad \Gamma_0 - d^v \Lambda_0 < 0, \quad \Lambda_0 < 0, \quad \Gamma_0 < 0,
\]

\[
\Lambda_0 \Gamma_0 - \Lambda_0^2 > 0, \quad d - d^u d^v > 0, \quad \mu_u > 0, \quad \nu_v > 0,
\]

which provide the positiveness of the relaxation times \( \tau^u = \frac{1}{\mu_u} \) and \( \tau^v = \frac{d}{\nu_v} \), as expected. We remark that the concavity condition for \( \eta \) with respect to the field variables guarantees the governing system (8) to be symmetric–hyperbolic in the sense of Friedrichs–Lax [41] when the Lagrange multipliers are chosen as field variables. The advantage of having symmetric hyperbolic systems lies in the fact that there exist theorems guaranteeing the well-posedness for the Cauchy problem, i.e. existence, uniqueness, and continuous dependence of the solutions on the data [36], [42].

In passing we notice that in the limit case \( \tau^u \to 0 \) and \( \tau^v \to 0 \) the hyperbolic model (8) reduces to the corresponding parabolic one (1).
Finally, as it is easy to ascertain, the four real characteristic velocities \( \lambda \) associated to the system (8) are obtained from
\[
\lambda^2 = \frac{1}{2} \left( \mu_u + \nu_v \pm \sqrt{\left( \mu_u - \nu_v \right)^2 + 4 \frac{dudv}{d} \mu_u \nu_v} \right). \tag{17}
\]

3 Linear stability analysis

Let us suppose that the system (8) admits the steady state \( \mathbf{U}^* = (u^*, v^*, 0, 0) \), which is solution of \( \mathbf{B}(\mathbf{U}) = 0 \), with \( u^* > 0, v^* > 0 \).

In order to investigate the stability character of this steady state, we linearize Eqs. (8) around \( \mathbf{U}^* \) by looking for solutions of the form
\[
\mathbf{U} = \mathbf{U}^* + \mathbf{U} \exp (\omega t + i k x) \tag{18}
\]
where \( \omega \) and \( k \) are the growth factor and the real wave number, respectively. Consequently we obtain
\[
(\omega \mathbf{I} + ik \mathbf{M}^* - (\nabla \mathbf{B})^*) \mathbf{U} = 0 \tag{19}
\]
where \( \mathbf{I} \) is the \( 4 \times 4 \) identity matrix, the asterisk denotes the evaluation of the quantities at \( \mathbf{U}^* \) and \( \nabla \equiv \frac{\partial}{\partial \mathbf{U}} \). Then, the system (19) admits non-trivial solutions iff the following characteristic equation holds
\[
\omega^4 + A_1 \omega^3 + A_2 \omega^2 + A_3 \omega + A_4 = 0 \tag{20}
\]
with
\[
\begin{align*}
A_1 &= \mu_u^* + \nu_v^* - \gamma (f_u^* + g_v^*), \\
A_2 &= (\mu_u^* + \nu_v^*) k^2 + b_2, \\
A_3 &= a_3 k^2 + b_3, \\
A_4 &= \frac{\mu_u^* \nu_v^*}{d} \left[ (d - dudv) k^4 + a_4 k^2 + b_1 \right],
\end{align*}
\tag{21}
\]
being
\[ b_2 = \frac{\mu_*^u \nu_*^v}{d} - \gamma (f_u^* + g_v^*) \left( \mu_*^u + \frac{\nu_*^v}{d} \right) + \gamma^2 (f_u^* g_v^* - f_u^* g_u^*) , \]
\[ a_3 = (d + 1) \frac{\mu_*^u \nu_*^v}{d} + \gamma (d^* g_u^* - g_v^*) \mu_*^u + \gamma \left( \frac{d}{d^*} f_u^* - f_u^* \right) \nu_*^v , \]
\[ b_3 = \gamma^2 (f_u^* g_v^* - f_u^* g_u^*) \left( \mu_*^u + \frac{\nu_*^v}{d} \right) - \gamma (f_u^* + g_v^*) \frac{\mu_*^u \nu_*^v}{d} , \]
\[ a_4 = -\gamma (d f_u^* + g_v^* - d^* g_u^* - d^* f_v^*) , \]
\[ b_4 = \gamma^2 (f_u^* g_v^* - f_u^* g_u^*). \]

As is well known if the real part of all roots of equation (20) are negative \( \forall k \) then \( U^* \) is linearly stable. Therefore the stability of the equilibrium state can be discussed by using the Routh-Hurwitz criterion, i.e.

\[ \text{Re} \omega < 0 \quad \forall \omega \Leftrightarrow A_1 > 0, A_3 > 0, A_4 > 0, A_1 A_2 A_3 > A_3^2 + A_1^2 A_4 \quad \forall k. \quad (22) \]

It is straightforward to ascertain that, in the absence of diffusion, namely for spatially homogeneous perturbations \( k = 0 \), the equation (20) can be factorized as

\[ \left( \omega^2 + (\mu_*^u + \frac{\nu_*^v}{d}) \omega + \frac{\mu_*^u \nu_*^v}{d} \right) (\omega^2 - \gamma (f_u^* + g_v^*) \omega + \gamma^2 (f_u^* g_v^* - f_u^* g_u^*)) \quad (23) \]

whose roots are given by

\[ \omega_1 = -\frac{\nu_*^v}{d} , \]
\[ \omega_2 = -\mu_*^u , \]
\[ \omega_{3,4} = \frac{\gamma}{2} \left( (f_u^* + g_v^*) \pm \sqrt{(f_u^* + g_v^*)^2 - 4 (f_u^* g_v^* - f_u^* g_u^*)} \right) \quad (24) \]

so that, being \( \omega_{1,2} \) always real and negative, the steady state \( U^* \) is asymptotically linearly stable iff

\[ f_u^* + g_v^* < 0, \quad f_u^* g_v^* - f_u^* g_u^* > 0. \quad (25) \]

Therefore, under assumptions (25), \( A_1 \) and \( A_2 \) are positive for all \( k \) and, in turn, the condition \( A_3 > 0 \) is redundant. Consequently, the Routh-Hurwitz criterion requires

\[ \text{Re} \omega < 0 \quad \forall \omega \Leftrightarrow A_4 > 0, \quad A_1 A_2 A_3 - A_3^2 - A_1^2 A_4 > 0 \quad \forall k. \quad (26) \]
For further convenience, in order to investigate the Routh-Hurwitz conditions (26), we introduce the following polynomials of degree two in $k^2$

$$
\Xi_1(k^2) = \frac{d}{\mu_u \nu_v^*} A_4 = (d - d^u d^v) k^4 + a_4 k^2 + b_4
$$

$$
\Xi_2(k^2) = A_1 A_2 A_3 - A_3^2 - A_4 A_1^2 = \xi_2 k^4 + \xi_1 k^2 + \xi_0
$$

where

$$
\xi_0 = A_1 b_2 b_3 - b_3^2 - \frac{\mu_u \nu_v^*}{d} A_1^2 b_4,
$$

$$
\xi_1 = (\mu_u^* + \nu_v^*) A_1 b_3 + A_1 b_2 a_3 - 2 a_3 b_3 - \frac{\mu_u \nu_v^*}{d} A_1^2 a_4,
$$

$$
\xi_2 = (\mu_u^* + \nu_v^*) A_1 a_3 - a_3^2 - \frac{\mu_u \nu_v^*}{d} (d - d^u d^v) A_1^2.
$$

Therefore this linear stability analysis reveals two main types of instability associated to homogeneous ($k = 0$) or nonhomogeneous perturbations ($k \neq 0$) related to Hopf and diffusion-driven instability, respectively.

First of all we look for the occurrence of a space independent Hopf bifurcation which breaks the temporal symmetry of the system, namely gives rise to oscillations which are uniform in space and periodic in time.

**Proposition 1 Space-independent Hopf bifurcation**

Let $p_{cr}$ the critical value of a control parameter $p$ then the model (8) undergoes a space-independent Hopf bifurcation around the equilibrium $U^*$ iff the following conditions are satisfied

$$
|f_u^* + g_v^*|_{p_{cr}} = 0, \quad |f_u^* g_v^* - f_u^* g_u^*|_{p_{cr}} > 0, \quad \frac{d}{dp} (f_u^* + g_v^*) \bigg|_{p_{cr}} \neq 0. \quad (29)
$$

**Proof** As known, a space-independent Hopf bifurcation occurs when the characteristic equation (21) evaluated at $k = 0$ admits a pair of purely imaginary roots and no other roots with null real part together with the transversality condition $\frac{d \text{Re} (\omega)}{dp} \bigg|_{p_{cr}} \neq 0$.

In detail, from (24) it follows that $\omega_{1,2}$ are always negative and $\text{Re} (\omega_{3,4}) = 0$ iff (29)$_{1,2}$ hold whereas the transversality condition becomes

$$
\frac{d \text{Re} (\omega)}{dp} \bigg|_{p_{cr}} = \frac{\gamma}{2} \frac{d}{dp} (f_u^* + g_v^*) \bigg|_{p_{cr}} \neq 0. \quad (30)
$$
Therefore (29) represents the Hopf bifurcation line and in turn $U^*$ becomes unstable as $f^*_u + g^*_v > 0$.

Now we consider diffusion–driven instabilities occurring when the homogeneous steady state, linearly stable in the absence of diffusion, becomes unstable when diffusion is present. Mathematically speaking, the occurrence of diffusion–driven instability requires the existence of some $k \neq 0$ such that $\text{Re}(\omega) > 0$ whereas $\text{Re}(\omega) < 0$ for $k = 0$.

**Proposition 2 Diffusion–driven instabilities**

Let us assume the equilibrium point $U^*$ stable with respect to uniform perturbations, namely

$$f^*_u + g^*_v < 0, \quad f^*_u g^*_v - f^*_v g^*_u > 0$$

then the model (8) exhibits diffusion–driven instability around $U^*$ iff at least one of the following conditions is satisfied

(i) $$a_4 + 2 \sqrt{(d - du dv)b_4} < 0 \quad (32)$$

(ii) $$\xi_2 < 0 \quad \text{or} \quad \begin{cases} 
\xi_2 > 0 \\
\xi_1 + 2 \sqrt{\xi_0 \xi_2} < 0 
\end{cases} \quad (33)$$

**Proof** Bearing in mind the analysis carried on hitherto, the occurrence of diffusion–driven instability is observed iff at least one of the two inequalities in (26) is violated. This goal can be achieved by checking the sign of $\Xi_1$ and $\Xi_2$ defined in (27).

First of all we focus our attention on $\Xi_1(k^2)$ which, being $d - du dv > 0$ and, owing to (31), $b_4 > 0$, changes its sign if and only if

$$a_4 < 0, \quad a_4^2 - 4(d - du dv)b_4 > 0$$

and in turn

$$\Xi_1(k^2) > 0 \quad \forall k \iff a_4 + 2 \sqrt{(d - du dv)b_4} > 0. \quad (34)$$
For what concerns the sign of $\Xi_2(k^2)$, firstly we observe that, under the assumptions (31), $\xi_0$ is always positive

$$\xi_0 = -\gamma \left( \mu_u^* + \frac{\nu_v^*}{d} \right) (f_u^* + g_v^*)$$

$$\left\{ \gamma^4(f_u^*g_v^* - f_v^*g_u^*)^2 - \gamma^3 \left( \mu_u^* + \frac{\nu_v^*}{d} \right) (f_u^* + g_v^*)(f_u^*g_v^* - f_v^*g_u^*)+ \right.$$  
$$+ \gamma^2 \left( \mu_u^{*2} + \frac{\nu_v^{*2}}{d^2} \right) (f_u^*g_v^* - f_v^*g_u^*) + \gamma^2 \frac{\nu_v^*}{d} (f_u^* + g_v^*)^2 -$$

$$- \gamma \frac{\nu_v^*}{d} (f_u^* + g_v^*) \left( \mu_u^* + \frac{\nu_v^*}{d} \right) + \left( \frac{\nu_v^*}{d} \right)^2 \right\} > 0.$$  

Consequently, being $\Xi_2(k^2)$ a quadratic polynomial in $k^2$ such that $\Xi_2(0) = \xi_0 > 0$, the shape of $\Xi_2(k^2)$ depends on the sign of the leading coefficient $\xi_2$. More precisely we have

$$\xi_2 > 0 \Rightarrow \Xi_2(k^2) > 0 \ \forall k \iff \xi_1 > 0 \text{ or } \xi_1^2 - 4\xi_0\xi_2 < 0 \quad (36)$$

and in turn

$$\Xi_2(k^2) > 0 \ \forall k \iff \left\{ \begin{array}{l} \xi_2 > 0 \\ \xi_1 + 2\sqrt{\xi_0\xi_2} > 0. \end{array} \right. \quad (37)$$

In passing we notice that the sign of both $\xi_1$ and $\xi_2$ depends on the model parameters as well as on the constitutive ones $\mu_u^*$ and $\nu_v^*$.

Therefore, violation of (26) corresponds to condition (32) whereas violation of (26)$_2$ leads to (33).

**Remark.** The proposition 2 points out two different ways to destabilize, via diffusion, the homogeneous steady state $U^*$ related to the Turing and wave instability, respectively [1]. In particular, the Turing bifurcation corresponds to $\text{Re}(\omega) = \text{Im}(\omega) = 0$ at $k = k_c \neq 0$ occurring when $\Xi_1(k^2) = 0$ while the wave bifurcation occurs when $\text{Re}(\omega) = 0$, $\text{Im}(\omega) \neq 0$ at $k = k_w \neq 0$ i.e. for $\Xi_2(k^2) = 0$.

In fact, by requiring $\omega(k^2) = i \theta$, from (20) the following conditions are easily obtained

$$\left\{ \begin{array}{l} \theta(A_3 - \theta^2 A_1) = 0 \\ \theta^4 - A_2 \theta^2 + A_4 = 0 \end{array} \right. \Rightarrow \omega(k^2) = \Xi_1(k^2) = 0$$

or

$$\omega(k^2) = \pm i \sqrt{\frac{4}{A_1}}, \quad \Xi_2(k^2) = 0.$$
Consequently, a change in the sign of Ξ_1 or Ξ_2 can produce spatial or spatio-temporal patterns, respectively. Therefore, under assumption (25), except for degenerate situations, Proposition 2 predicts two qualitatively different ways to get diffusion-driven instabilities.

**Turing instability**

We choose the set of parameters such that

\[
\begin{cases}
    \Xi_1(k^2) < 0 \\
    \Xi_2(k^2) > 0
\end{cases} \iff \begin{cases}
    a_4 + 2\sqrt{(d - d^u d^v)b_4} < 0 \\
    \xi_2 > 0 \\
    \xi_1 + 2\sqrt{\xi_0 \xi_2} > 0
\end{cases}
\]

then the spatially homogeneous steady state \( U^* \) becomes linearly unstable to perturbations with wave numbers \( k \) such that \( k^2 \in (k_1^2, k_2^2) \), being \( k_1^2 \) and \( k_2^2 \) roots of the equation \( \Xi_1(k^2) = 0 \), namely

\[
k_{1,2}^2 = \frac{-a_4 \pm \sqrt{a_4^2 - 4(d - d^u d^v)b_4}}{2(d - d^u d^v)}.
\]

Furthermore, the onset of diffusion-driven instability, corresponding to \( \omega = 0 \) and \( \frac{d\omega}{dk} = 0 \), determines the critical values of the control parameter \( d_c \) and of the wave number \( k_c \), namely

\[
d_c = \frac{f_u^* g_v^* - 2f_u^* g_u^* + f_v^*(d^u f_u^* + d^v g_u^*) + 2\sqrt{(f_u^* g_v^* - f_u^* g_u^*)(d^v f_u^* - f_v^*)(g_u^* - d^u f_u^*)}}{f_u^*},
\]

\[
k_c^2 = \gamma \sqrt{\frac{f_u^* g_v^* - f_u^* g_u^*}{d_c - d^u d^v}}.
\]

Therefore when the diffusion coefficient ratio \( d \) increases beyond \( d_c \), spatial patterns arise.

Finally, by considering the further restriction on the diffusion coefficients imposed by the reality of the critical parameter \( d_c \), the full set of conditions
for Turing instability of system (8) becomes

\[ d_u d_v < d, \]

\[ f_u^* + g_v^* < 0, \quad f_u^* g_v^* - f_v^* g_u^* > 0, \]

\[ d f_u^* + g_v^* - d_v^* g_u^* - d_u^* f_v^* > 0, \]

\[ (d f_u^* + g_v^* - d_v^* g_u^* - d_u^* f_v^*)^2 - 4 (d - d_u^* d_v^*) (f_u^* g_v^* - f_v^* g_u^*) > 0, \]

\[ (d v^* f_u^* - f_v^* v^*) (g_u^* - d_u^* f_v^*) > 0, \]

\[ \xi_2 > 0, \quad \xi_1 + 2 \sqrt{\xi_0 \xi_2} > 0. \]

(40)

Summarizing, from (38) and (39) it is easy to see that the hyperbolicity of the system has no effect on the unstable modes having \( k_1^2, k_2^2, d_c \) and \( k_c \) exactly the same expressions as for the standard reaction–diffusion model. Nevertheless, owing to (40), the hyperbolic character of the governing model modifies the Turing regions through the constitutive parameters \( \mu_u^*, \nu_v^* \). Unfortunately the conditions (40) cannot be easily managed so that significant information could be extracted through numerical investigations.

**Wave instability**

Unlike to parabolic two species reaction–diffusion systems, the homogeneous steady state \( \mathbf{U}^* \) can undergo a wave instability if the conditions (31) are satisfied and

\[
\begin{cases}
    a_4 + 2 \sqrt{(d - d_v d_u)} b_4 > 0 \\
    \xi_2 < 0
\end{cases}
\quad \text{or} \quad
\begin{cases}
    a_4 + 2 \sqrt{(d - d_u d_v)} b_4 > 0 \\
    \xi_2 > 0 \\
    \xi_1 + 2 \sqrt{\xi_0 \xi_2} < 0
\end{cases}
\]

(41)

so that spatio–temporal patterns may arise. This type of instabilities typically occurs in parabolic reaction–diffusion models involving at least three species [37]–[39] whereas it has been investigated for special hyperbolic reaction–diffusion equations involving only two species [20], [22], [43].

In particular, taking into account (36), the choice of the set parameters satisfying (41) leads to many unstable modes corresponding to wave numbers \( k^2 > k^2 \). In this case, as already evidenced for the random walk Turing model [20], the wave character prevails with respect to the diffusive one and a nonlinear analysis should be necessary in order to understand the dominating modes and the stable oscillating states.
On the other hand, if the conditions \( (33) \) hold then equation \( \Xi_2(k^2) = 0 \) admits two real positive roots

\[
k_{1,2}^2 = \frac{-\xi_1 \pm \sqrt{\xi_1^2 - 4\xi_0\xi_2}}{2\xi_2}
\]  

(42)

and the model undergoes a wave instability when

\[
\xi_1^2 - 4\xi_0\xi_2 = 0
\]  

(43)

which defines the critical value of the control parameter \( d_w \) and, in turn, the critical wave number \( k_w \) is obtained, namely

\[
k_w^2 = -\frac{\xi_1}{2\xi_2}
\]  

(44)

As it is straightforward to ascertain, both \( d_w \) and \( k_w \) depend on the constitutive parameters \( \mu_u^* \) and \( \nu_v^* \) and the wave instability cannot occur for small relaxation times \( \tau_u, \tau_v \), i.e. in the parabolic limit where \( \xi_1 > 0 \).

Unfortunately it is rather cumbersome to derive the explicit analytical expressions for \( d_w \) and \( k_w \) so that a further numerical investigation will be required. Nevertheless, in this paper we are mainly concerned with Turing instability whereas further investigation of wave instabilities will be the subject of a future work.

4 Weakly nonlinear analysis

The linear stability analysis carried on in the previous section, is only valid for small time and infinitesimal perturbations. For long time, the growth of the unstable modes is dominated by the nonlinear terms whose influence on the spatial patterns can be investigated by using a standard perturbative approach \cite{11, 12, 44}. Therefore, under the assumption of constant constitutive parameters \( \mu_u^* \) and \( \nu_v^* \), we make use of a weakly nonlinear analysis to describe the dynamics close to the critical bifurcation parameter \( d_c \). To this aim we expand the field variables \( U \) as well as the parameter \( d \) and we introduce a hierarchy of time scales as follows

\[
U = U^* + \varepsilon U_1 + \varepsilon^2 U_2 + \varepsilon^3 U_3 + O(\varepsilon^4)
\]

\[
d = d_c + \varepsilon d_1 + \varepsilon^2 d_2 + \varepsilon^3 d_3 + O(\varepsilon^4)
\]

\[
\frac{\partial}{\partial t} = \varepsilon \frac{\partial}{\partial T_1} + \varepsilon^2 \frac{\partial}{\partial T_2} + \varepsilon^3 \frac{\partial}{\partial T_3} + O(\varepsilon^4)
\]  

(45)

\[14\]
where $\epsilon \ll 1$ is a positive small parameter. Substituting the above expansions into the governing system (8) and collecting terms of the same orders of $\epsilon$ we obtain the following set of linear equations

\begin{align*}
\text{at order 1} & \quad \frac{\partial U_1}{\partial x} - K^* U_1 = 0 \\
\text{at order 2} & \quad \frac{\partial U_2}{\partial x} - K^* U_2 = (M^{-1})^* H \\
\text{at order 3} & \quad \frac{\partial U_3}{\partial x} - K^* U_3 = (M^{-1})^* N
\end{align*}

being

\[ K^* = (M^{-1} \nabla B)^* \]

whereas the explicit expressions of $H$ and $N$ are given in the Appendix. After inserting the above expansions into the governing system (8) and by requiring compatibility conditions, we obtain the searched solution. The detailed calculation, for the sake of simplicity, have been carried on in the Appendix and the following approximated solution, up to the second order, has been obtained

\[
U = U^* + \epsilon A \left[ \begin{array}{c}
\mathbf{r} \cos (k_c x) \\
\mathbf{r} \sin (k_c x)
\end{array} \right] + \epsilon^2 \mathcal{A}^2 \left[ \begin{array}{c}
U_{20} + U_{22} \cos (2k_c x) \\
U_{22} \sin (2k_c x)
\end{array} \right] + \mathcal{O}(\epsilon^3)
\]

(48)

with the expressions of the vectors $\mathbf{r}, \mathbf{r}, U_{20}, U_{22}, U_{22}$ provided in the Appendix. The pattern amplitude $A(T_2)$ satisfy the following Stuart–Landau equation

\[
\frac{d A}{d T_2} = \sigma A - L A^3.
\]

(49)

where the growth rate $\sigma$ and the Landau coefficient $L$ are given by

\[
\sigma = \frac{d_2 k_c^2 \gamma (f_0^2 - k_c^2)}{(1 + d_c)k_c^2 - \gamma (f_0^2 + g_0^2) + |\gamma k_c^2 (d_c f_0^2 - d^0 f_0^2) - \gamma^2 (f_0 g_0^2 - f_0 g_0^2)| \left( \frac{d_c}{d_c^0} - \frac{1}{\mu_c} \right)}
\]

\[
L = \frac{(p_1 + 8q_1 + 4s_1)(k_c^2 - \gamma f_0^2) + (p_2 + 8q_2 + 4s_2)(\gamma f_0^2 - k_c^2)}{8r_2 \left( (1 + d_c)k_c^2 - \gamma (f_0^2 + g_0^2) + |\gamma k_c^2 (d_c f_0^2 - d^0 f_0^2) - \gamma^2 (f_0 g_0^2 - f_0 g_0^2)| \left( \frac{d_c}{d_c^0} - \frac{1}{\mu_c} \right) \right)}
\]

(50)

with the coefficients $p_1, q_1, s_1, p_2, q_2, s_2$ provided in the Appendix. The equation (49), obtained by performing the weakly nonlinear analysis up to the third order, is the canonical form for a dynamical system exhibiting a pitchfork bifurcation. More precisely, the Stuart–Landau equation (49) implies
that the perturbation amplitude change depends on both linear and nonlin-
er contributions. Since $\sigma$ is always positive in the pattern–forming region,
the amplitude dynamics strongly depends on the sign of the nonlinear term
that is on the sign of the Landau coefficient $L$. In particular, if $L < 0$ the
perturbation grows infinitely so that the assumption of amplitude smallness
breaks and higher order nonlinearities are necessary to obtain a stationary
solution with a subcritical bifurcation. On the other hand, a positive Landau
coefficient $L$, corresponding to a supercritical bifurcation, implies that the
linear growth $\sigma$ is balanced by the nonlinear term and the amplitude reaches
a constant saturation value $A_\infty = \sqrt{\frac{\sigma}{L}}$.

Hereafter we limit our analysis to the supercritical case, so that the
asymptotic solution of the hyperbolic system (8) can be expressed as

$$U_\infty = U^* + \varepsilon \sqrt{\frac{\sigma}{L}} \left[ \begin{array}{c} r \cos (k_c x) \\ r \sin (k_c x) \end{array} \right] + \varepsilon^2 \frac{\sigma}{L} \left[ \begin{array}{c} U_{20} + U_{22} \cos (2k_c x) \\ U_{22} \sin (2k_c x) \end{array} \right] + O(\varepsilon^3).$$

(51)

As far as the equilibrium pattern is concerned, it should be observed that,
as it is expected, $A_\infty$ as well as $U_\infty$ are not affected by the constitutive
quantities $\mu^*_u$ and $\nu^*_v$.

According to (48), the transitional regime from $U^*$ to $U_\infty$ is ruled by the
evolution of the amplitude $A(T_2)$ which, by integrating equation (49), reads

$$A(T_2) = \frac{A_\infty}{\sqrt{1 + \left( \frac{A^2_\infty}{A^2_{in}} - 1 \right) \exp(-2\sigma T_2)}}$$

(52)

where $A_{in} = A(0)$ is the initial value of the amplitude $A$. It follows that
the $A(T_2)$ depends on $\mu^*_u$ and $\nu^*_v$ through the growth factor $\sigma$ except for a
particular relation between the two constitutive parameters. Consequently
the transient regime is affected by the relaxation times appearing in the
parameter $\sigma$. More precisely, from (50), we have

**Proposition 3** Let the Landau coefficient $L > 0$ and

$$\nu^*_v = d_c \mu^*_u$$

(53)

then the transitional regime from the steady state $U^*$ to the pattern equilib-
rium solution $U_\infty$ is not affected by the constitutive parameters $\mu^*_u, \nu^*_v$. 
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Remark. The hyperbolic model exhibits the same transient dynamics of the parabolic one not only when the constitutive parameters are very large but also when they satisfy the relation (53). In fact, in both cases, taking into account the expression (50), the growth rate $\hat{\sigma}$ and the Landau coefficient $\hat{L}$ approach to the corresponding values $\hat{\sigma}$ and $\hat{L}$ of the parabolic model

$$
\hat{\sigma} = \frac{d^2 k^2_c \left( \gamma f^*_u - k^2_c \right)}{(1+d_c)k^2_c - \gamma (f^*_u+g^*_v)}, \quad \hat{L} = \frac{(p_1+8q_1+4s_1)\left( k^2_c d^*_u - \gamma g^*_v \right) + (p_2+8q_2+4s_2)\left( \gamma f^*_u - k^2_c \right)}{8s_2(1+d_c)k^2_c - \gamma (f^*_u+g^*_v)}.
$$

(54)

On the contrary, for arbitrary values of the constitutive parameters, the transitional regime is ruled by the sign of the quantity $\Upsilon$ involved in $\sigma$. More precisely, by denoting with $\hat{\mathcal{A}}(T_2)$ the amplitude close to the parabolic limit, we have

$$
\Upsilon \geq 0 \quad \Rightarrow \quad 0 < \sigma \leq \hat{\sigma} \quad \Rightarrow \quad \mathcal{A}(T_2) \leq \hat{\mathcal{A}}(T_2)
$$

$$
\gamma (f^*_u + g^*_v) - (1 + d_c) k^2_c < \Upsilon < 0 \quad \Rightarrow \quad \sigma > \hat{\sigma} > 0 \quad \Rightarrow \quad \mathcal{A}(T_2) > \hat{\mathcal{A}}(T_2).
$$

(55)

In conclusion, from (56) it follows that, for fixed kinetic parameters, the difference between the relaxation times determines the behaviour of the transitional regime from $U^*$ to the equilibrium pattern (51).

5 Schnakenberg model

In this section we apply the results previously obtained to Schnakenberg model describing an autocatalytic chemical reaction with possible oscillatory behavior. This model, recently investigated by several authors [13], [14], belongs to the general class of reaction–diffusion systems (1) where $u$ is an activator, $v$ a substrate and the kinetic terms are expressed as follows

$$
f (u, v) = a - u + u^2 v
$$

$$
g (u, v) = b - u^2 v,
$$

(57)

being $a$ and $b$ non–dimensional positive parameters with $b > a$ such that the activator–depleted substrate model is obtained [15]–[17]. Hereafter we also
assume that the two chemical species $u$ and $v$ are repelled from each other so that the cross–diffusion coefficients $d_u$ and $d_v$ are both positive.

In line with the analysis developed in Section 2 the parabolic system is replaced by the hyperbolic one (8) which admits only unique positive steady state

$$U^* = \left( \beta, \frac{\beta + \alpha}{2\beta^2}, 0, 0 \right).$$

For simplicity of calculation, we have introduced the two new parameters

$$\beta = a + b, \quad \alpha = b - a \quad (58)$$

so that for a fixed $\beta > 0$ it follows $\alpha \in (0, \beta)$.

It is easy to check that the linear stability character of $U^*$ with respect to spatially homogeneous perturbations depends upon the value of the control parameters $\alpha$ and $\beta$. In fact, being

$$f_u^* = \frac{\alpha}{\beta}, \quad f_v^* = \beta^2, \quad g_u^* = -\frac{\alpha + \beta}{\beta}, \quad g_v^* = -\beta^2, \quad (59)$$

from (25) we have

$$U^* \text{ stable for } \begin{cases} 
\beta \geq 1, & \alpha \in (0, \alpha_{ex}), \\
\text{or} & \\
\beta \in (0, 1), & \alpha \in (0, \alpha_{cr})
\end{cases} \quad (60)$$

being

$$\alpha_{ex} = \beta, \quad \alpha_{cr} = \beta^3. \quad (61)$$

Therefore, if $\beta$ is large then $U^*$ is locally asymptotically stable with respect to homogeneous perturbations $\forall \alpha \in (0, \beta)$, whereas if $0 < \beta < 1$ the unique steady state is locally asymptotically stable for $0 < \alpha < \alpha_{cr}$ and, according to Proposition 1, it loses its stability character at $\alpha = \alpha_{cr}$ through a Hopf bifurcation. Indeed, when $\alpha = \alpha_{cr}$, the characteristic equation (20) admits a pair of purely imaginary conjugate roots and the transversality condition

$$\frac{d \text{Re}(\omega)}{d \alpha} \bigg|_{\alpha_{cr}} = \frac{\gamma}{2\beta} \neq 0 \quad (62)$$

is fulfilled.
It should be mentioned that recently the Hopf bifurcations of the reaction–
diffusion Schanakenberg model without cross–diffusion has been investigated
in [48], [49] and the uniqueness of the limit cycle of the corresponding ODE
system has been proved in [50].

The investigation carried on in Section 3 allows us to obtain the necessary
and sufficient conditions in order to the steady state $U^*$ be asymptotically
stable with respect to both homogeneous and non–homogeneous perturba-
tions.

**Proposition 4** Let

$$
\alpha_T = \frac{\beta^3 (1 + d^u) - \beta d^v + 2 \beta^2 \sqrt{d^u d^v}}{d + d^v}
$$

and the cross–diffusion parameters such that $d^u d^v \in (0, d)$, then $U^*$ is linear
asymptotically stable with respect to small perturbations iff

$$
\xi_2 > 0, \quad \xi_1 + 2 \sqrt{\xi_0 \xi_2} > 0,
$$

and

$$
\begin{aligned}
\beta &\geq 1, \quad 0 < \alpha < \min \{\alpha_{\text{ex}}, \alpha_T\} \\
\text{or} \\
\beta &\in (0, 1), \quad 0 < \alpha < \min \{\alpha_{\text{cr}}, \alpha_T\}
\end{aligned}
$$

with $\xi_0, \xi_1, \xi_2$ given in (28).

**Proof** According to the Routh–Hurwitz criterion (26), the steady state is
linearly stable iff (60), (34) and (37) hold.

In particular the condition (34) reduces to

$$
(d + d^v)\alpha - (1 + d^u)\beta^3 + d^v \beta - 2 \beta^2 \sqrt{d^u d^v} < 0
$$

which defines the upper threshold $\alpha_T$ for the control parameter $\alpha$. Finally,
by comparing (60) and (66), the condition (65) is obtained whereas the in-
equalities (64) coincide exactly with (37).

The value $\alpha_T$ is the threshold above which the steady state $U^*$, stable
with respect to small uniform perturbations, becomes unstable to the inho-

mogeneous ones owing to the presence of a null root of (20) which takes place
at $\alpha = \alpha_T$ and gives rise to the onset of Turing diffusion–driven instability.
We remark that, once $\alpha$, $\beta$ are fixed according to (66), conditions (64) are trivially satisfied in the parabolic limit $\mu^* u \gg 1$, $\nu^* v \gg d$, otherwise they determine the allowed values for $\mu^*_u$, $\nu^*_v$ in order to the present analysis hold.

Therefore, under the assumption (64), linear stability analysis leads to the complete bifurcation diagram in the $\alpha - \beta$ plane, depicted in Figure 1 for two different choices of the diffusion coefficients $d$, $d^u$, $d^v$, corresponding to $\alpha_T > \alpha_{cr}$ (a) and $\alpha_T < \alpha_{cr}$ (b).

More precisely, in Figure 1(a) the steady state $U^*$ is linearly stable to both homogeneous and nonhomogeneous perturbations at the point $P_1 \equiv (0.8, 0.4)$ lying in the region $\alpha < \alpha_{cr}$. Then, by moving from $P_1$ to $P_3 \equiv (0.8, 0.59)$, $U^*$ loses its stability through an Hopf bifurcation occurring at the point $P_2 \equiv (0.8, 0.512)$ so that a time periodic pattern is likely to emerge for $\alpha \in (\alpha_{cr}, \alpha_{ex})$.

On the contrary, Figure 1(b) reveals the occurrence of a Turing instability. In fact $U^*$ is linearly stable at $Q_1 \equiv (0.98, 0.2)$ but it becomes unstable with respect to nonuniform perturbations at $Q_2 \equiv (0.98, 0.3)$ once the Turing bifurcation line $\alpha = \alpha_T$ is crossed.

To complete our analysis we now investigate the inequality (64), which, for fixed values of the cross diffusion coefficients $\mu^*_u$ and $\nu^*_v$ respectively, define the $\mu^*_u - \nu^*_v$ or the $d^u - d^v$ stability or Turing regions depending on the values of the kinetic parameters. In detail, in Figure 2 the $\mu^*_u - \nu^*_v$ region is depicted considering three different sets of parameters corresponding to the points $P_1$, $Q_1$ (stability region) and $Q_2$ (Turing region) labelled in Figure 1 whereas in Figure 3 we show the cross-diffusion stability region for fixed values of the constitutive parameters $\mu^*_u$, $\nu^*_v$ and kinetic parameters characterizing $P_1$.

Now, the analytical results obtained hitherto are validated through the numerical integration of the governing system (8) with (57) for $\gamma = \nu^* = 1$ as $\mu^*$ is varied. The computation is performed over the spatial domain $[-10, 10]$ by using periodic boundary conditions. More precisely, in Figure 4 we illustrate the dynamics occurring at the point $P_1$ where $U^*$ is unconditionally stable so that the system converges to this homogeneous steady state. In Figure 5 dynamics observed at the point $P_3$ are depicted. Here, according to the linear stability analysis, the numerical results reveal the existence of a limit cycle so that the system moves towards a spatially homogeneous periodic orbit. Moreover, a direct inspection of these figures shows that, in both cases, the system approaches the equilibrium more quickly as the constitutive parameter $\mu^*_u$ increases.
Figure 1: Bifurcation diagram for the steady state $U^*$ in the $\alpha - \beta$ plane. 
(a) $d = 0.5$, $d^u = 0.1$, $d^w = 0.08$;  
(b) $d = 44.98$, $d^u = 1$, $d^w = 1$.

Figure 2: $\mu_{u}^* - \nu_{v}^*$ region (coloured) defined by (64) and obtained for fixed values of model parameters corresponding to the representative points $P_1, Q_1$ and $Q_2$. 
Figure 3: Cross-diffusion stability region (coloured) for $\gamma = 1$, $\alpha = 0.4$, $\beta = 0.8$, $d = 0.5$. The bullet denotes (.1,.08).
Figure 4: Spatio–temporal evolution of the two chemical species observed at the point $P_1$ for $\mu_u^* = 3$ (a) and $\mu_u^* = .5$ (b). The initial data are $u(x, 0) = 0.8 + 0.1 \cos(x)$, $v(x, 0) = 0.9375 + 0.1 \cos(x)$, $J^u(x, 0) = -0.001$, $J^v(x, 0) = -0.01$ with $\gamma = \nu_v^* = 1$. 
Figure 5: Spatio–temporal evolution of the field variables $u$ and $v$ observed at the point $P_3$ for $\mu_u^* = 3$ (a) and $\mu_u^* = .5$ (b). The corresponding trajectories in the $u-v$ phase plane are also depicted on the left. The initial data are $u(x,0) = 0.8 + 0.1 \cos(x)$, $v(x,0) = 1.08594 + 0.1 \cos(x)$, $J^u(x,0) = -0.001$, $J^v(x,0) = -0.01$ with $\gamma = \nu_u^* = 1$. 
As far as Turing instability is concerned, the necessary conditions (40) specialize to

$$0 < d^u d^v < d$$
$$\alpha_T < \alpha < \min \{\alpha_{cr}, \alpha_{ex}\}$$
$$\beta^3 - \alpha d^v > 0$$
$$\xi_2 > 0, \quad \xi_1 + 2\sqrt{\xi_0 \xi_2} > 0$$

so that the stationary pattern solution bifurcates to the homogeneous steady state at the critical value \(d_c\) to which corresponds the critical wave number \(k_c\) given by

$$d_c = \frac{\alpha \beta (1 + d^u) + 2\beta^4 - \alpha (\alpha + \beta) d^v + 2\beta^2 \sqrt{(\beta^3 - \alpha d^v) (\beta + \alpha (1 + d^u))}}{\alpha^2}$$

$$k_c^2 = \frac{\gamma \beta}{\sqrt{d_c - d^u d^v}}.$$  \((68)\)

The conditions (67) define a diffusion–driven instability parameter space in which the steady state \(U^*\) is linearly unstable. The hyperbolic character of the model affects these Turing regions via the constitutive parameters \(\mu^*_u\) and \(\nu^*_v\) as it is illustrated in Figure 6. More precisely a direct inspection of this figure shows that the instability region may enlarge as the constitutive parameters \(\mu^*_u\) and \(\nu^*_v\) grow, i.e. close to the parabolic limit.

Finally, according to the weakly nonlinear analysis developed in Section 4, we deduce the Stuart–Landau equation (49) for the pattern amplitude with

$$\sigma = \frac{d_2 k_c^2 (\gamma \alpha - \beta k_c^2)}{\gamma (\beta^3 - \alpha) + \beta (1 + d_c) k_c^2 + [\gamma k_c^2 (\alpha d_c - d^u \beta^3) - \gamma^2 \beta^3] \left( \frac{d_2}{\nu_c^*} - \frac{1}{\mu_u^*} \right)}$$

$$L = \frac{\beta (p_1 + 8 q_1 + 4 s_1) [\gamma (d^u + 1) k_c^2]}{8 r_2 \left( \gamma (\beta^3 - \alpha) + \beta (1 + d_c) k_c^2 + [\gamma k_c^2 (\alpha d_c - d^u \beta^3) - \gamma^2 \beta^3] \left( \frac{d_2}{\nu_c^*} - \frac{1}{\mu_u^*} \right) \right)}.$$  \((69)\)

Let us now accurately investigate the behaviour of the transient regime depending on the sign of the quantity \(\Upsilon\) defined in (55). In particular the coefficient of \(\left( \frac{d_2}{\nu_c^*} - \frac{1}{\mu_u^*} \right)\) specializes to

$$\frac{\gamma^2 \beta \left[ (\beta^3 - \alpha d^v) (1 + \frac{2}{\alpha}) + \frac{2}{\alpha} \Delta \right] \left[ (\beta^3 - \alpha d^v) (1 + \frac{2}{\alpha}) + 2 \frac{2}{\alpha} + 3 \frac{2}{\alpha} \Delta \right]}{\sqrt{d_c - d^u d^v} (\alpha d_c - \beta^3 d^v + \beta^2 \sqrt{d_c - d^u d^v})}$$

being

$$\Delta = \sqrt{\frac{\beta^3 - \alpha d^v) [\beta + (1 + d^u) \alpha]}{\beta + (1 + d^u) \alpha}}.$$  \((70)\)
Figure 6: 3D-diffusion Turing region (coloured) for fixed kinetic parameters corresponding to the point $Q_2$ and obtained as $\mu_u^*$ and $\nu_v^*$ are varied.
As it is straightforward to ascertain the coefficient \(a\) is always positive so that the behaviour of the transient regime is completely characterized by the competition between the constitutive parameters \(\mu_u^*\) and \(\nu_v^*\). More precisely, according to the general analysis developed in Section 4, the comparison between the relaxation times evaluated at the threshold, i.e. \(\tau_u = \frac{1}{\mu_u^*}\) and \(\tau_v = \frac{\nu_v^*}{\mu_u^*}\), provides relevant informations about the transient times of infinitesimal perturbations. In details, when a small perturbation of the steady state is introduced then the hyperbolic model exhibits exactly the same transient dynamic from \(U^*\) to \(U_\infty\) as that observed in the parabolic limit, even in the presence of "large" relaxation times satisfying condition \(\tau_u = \tau_v^*\).

This scenario is confirmed by the dynamics observed at the point \(Q_2\), lying in the proximity of the Turing bifurcation line (see Figure 1(b)), through the numerical solution of the full governing system depicted in Figure 7. Such a numerical investigation has been performed for \(\gamma = 42, d^u = d^v = 1\) so that \(d_c = 43.9864, \bar{k}_c = 2.5, d = (1 + \epsilon^2)d_c, \epsilon = 0.12\), by using periodic boundary condition and with the following initial data

\[
\begin{align*}
    u(x, 0) &= 0.98 + 0.001 \sin(3x) \\
    v(x, 0) &= 0.666389 + 0.0001 \sin(x) \\
    J^u(x, 0) &= J^v(x, 0) = -10^{-8}.
\end{align*}
\]

More precisely, two different sets of phenomenological parameters satisfying the condition \(\nu_v^* = \mu_u^* d_c\) have been considered with \(\mu_u^* = 14\) (a) and \(\mu_u^* = 10^4\) (b). Furthermore Figures 7 (c) confirm that the observed transient dynamic is not affected by the values of the relaxation times.

On the other hand, if \(\tau_u < \tau_v^*\), then the system needs a larger time to reach the equilibrium pattern, namely the hyperbolicity enlarges the transient regime as it is predicted by the analytical results obtained in Section 4 (see (56)). From a biological viewpoint it means that when the activator relaxates more quickly than the depletor, then the system needs a longer time to reach the equilibrium pattern. The opposite scenario appears in the case \(\tau_u > \tau_v^*\).

These dynamical behaviours are clearly illustrated in Figure 8 where the spatio–temporal evolution of the Turing patterns exhibited by the hyperbolic model are shown for four different sets of constitutive parameters \(\mu_u^*\) and \(\nu_v^*\). The numerical solution is obtained with the same initial data as well as kinetic parameters values used in Figure 7. These Figures also confirm that the stationary amplitude of the patterns does not depend on the relaxation
Figure 7: Numerical solution of the hyperbolic Schnakenberg model with initial data \([122]\) for two set of parameters: \(\mu_u^* = 14, \nu_v^* = d_c \mu_u^*\) (a) and \(\mu_u^* = 10^4, \nu_v^* = d_c \mu_u^*\) (b).

(c) Comparison between the numerical solution represented in (a) (solid line) and (b)(dotted line), evaluated at the illustrative point \(x = \frac{5\pi}{2}\).
times and reveal a good agreement between the asymptotic solution (51), predicted by the weakly nonlinear analysis up to $O(\epsilon^3)$, and the numerical solution.

For the sake of completeness the behaviour of the pattern amplitude is reported in Figure 9 for the same parameters set of Figure 7 by considering different values of the phenomenological parameters $\mu_u^*$ and $\nu_v^*$.

6 Conclusions

In this paper, following the leading idea of Extended Thermodynamics, we have derived a general class of hyperbolic reaction-diffusion systems modelling those biological phenomena involving both self and cross-diffusion for two interacting species. Then, we have carried out the linear stability analysis of the uniform steady state solutions with respect to both homogeneous and nonhomogeneous perturbations, showing the occurrence of Hopf, Turing and Wave bifurcations. As it is well known, these three kinds of symmetry-breaking bifurcations are responsible for the emergence of patterns which are periodic in time, in space and in both time and space, respectively.

We have investigated the effect of the hyperbolicity on spatial pattern formation pointing out some formal differences between hyperbolic and parabolic models. More precisely, for the class of models at hand, we have observed the occurrence of the Wave bifurcation which cannot take place in parabolic two-species reaction-diffusion systems.

For what concerns the Turing bifurcation we have showed that the hyperbolicity does not affect the critical value of the control parameter as well as the unstable modes but the Turing instability region is strongly influenced by the relaxation times.

Then, by performing a weakly nonlinear analysis up to the third order, we have derived the Stuart-Landau equation and deduced the explicit expression of the amplitude of the pattern. As main result, we have been able to pinpoint the mechanism ruling the transient dynamics in the supercritical regime so that interesting differences between parabolic and hyperbolic models have been highlighted. More precisely we have proved that, despite the stationary amplitude of patterns is the same as the one found in the corresponding parabolic model, the manner in which the inhomogeneous steady state is asymptotically reached depends on the relaxation times. Nevertheless, we have also demonstrated that the both parabolic and hyperbolic model ex-
Figure 8: Numerical solution of the hyperbolic Schnakenberg model for $\mu^u_0 = 100$ and $\nu^v_0 = 150$ (a); $\mu^u_0 = 100$ and $\nu^v_0 = 500$ (b); $\nu^v_0 = 10^4$ and $\mu^u_0 = 12.2$ (c); $\nu^v_0 = 10^4$ and $\mu^u_0 = 40$ (d). The first and the second column show the density plots in the space–time plane of the activator and depletor, respectively, whereas in the third column comparison between the weakly nonlinear solution (dotted line) and the numerical solution (solid line) is depicted.
hibits the same transient dynamics not only for very small values of the relaxation times, as expected, but even for large relaxation times when they compensate each other at the excitation threshold. As a consequence, this result predicts the possibility to mimic the whole transient and stationary dynamics observed in the parabolic supercritical regime even in the presence of large relaxation times, i.e. far from the parabolic limit.

Finally, as an illustrative example of the general theory herein developed, we have derived the one-dimensional hyperbolic Schnakenberg model analyzing both linear and weakly nonlinear stability of the uniform steady states. Our theoretical findings are confirmed by several numerical simulations of the governing system.

In this paper we have focused on the supercritical regime, investigations on the subcritical one are actually in progress.
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Appendix

In this section we give some details concerning the derivation of the approximate solution (48) as well as of the Stuart–Landau equation (49) obtained by performing the weakly nonlinear analysis.

We consider the set of linear equations (46) for the coefficients $U_i$ obtained in Section 4.

At order 1
\[
\frac{\partial U_1}{\partial x} - K^* U_1 = 0
\]
at order 2
\[
\frac{\partial U_2}{\partial x} - K^* U_2 = (M^{-1})^* H
\]
at order 3
\[
\frac{\partial U_3}{\partial x} - K^* U_3 = (M^{-1})^* N
\]

With
\[
K^* = (M^{-1} \nabla B)^*
\]
\[
H = \frac{1}{2} \left( (U_1 \cdot \nabla U)^{(2)} B \right)^* - d_1 \left( \frac{\partial M}{\partial d} \right)^* \frac{\partial U_1}{\partial x} - \frac{\partial U_1}{\partial T_1}
\]
\[
N = \left[ (U_1 \cdot \nabla) (U_2 \cdot \nabla) B \right]^* - \left( \frac{\partial M}{\partial d} \right)^* \left( d_2 \frac{\partial U_1}{\partial x} + d_1 \frac{\partial U_2}{\partial x} \right) - \frac{\partial U_1}{\partial T_2} - \frac{\partial U_2}{\partial T_1} + \frac{1}{6} \left( (U_1 \cdot \nabla)^{(3)} B \right)^*.
\]
As it is usual, \((V \cdot \nabla)^{(j)}\) denotes the application \(j\) times of the operator

\[
V \cdot \nabla = V_1 \frac{\partial}{\partial u} + V_2 \frac{\partial}{\partial v} + V_3 \frac{\partial}{\partial J_u} + V_4 \frac{\partial}{\partial J_v}
\]

being \(V\) a generic vector.

It is easy to ascertain that the matrix \(K^*\) admits two complex eigenvalues \(\pm ik_c\) with algebraic and geometric multiplicity given by 2 and 1, respectively. Therefore the general solution of the homogeneous linear system (46) is given by

\[
U_1 = Pe^{Qx}P^{-1}C(T_1, T_2, T_3)
\]  

(77)

where \(P\) and \(Q\) denote the invertible transform matrix and the Jordan canonical form of \(K^*\), respectively, that is

\[
P = \begin{bmatrix}
  iY_1 & r_1 & -iY_1 & r_1 \\
  iY_2 & r_2 & -iY_2 & r_2 \\
  Y_3 & ir_3 & Y_3 & -ir_3 \\
  Y_4 & ir_4 & Y_4 & -ir_4
\end{bmatrix}, \quad Q = \begin{bmatrix}
  ik_c & 0 & 0 & 0 \\
  1 & ik_c & 0 & 0 \\
  0 & 0 & -ik_c & 0 \\
  0 & 0 & 1 & -ik_c
\end{bmatrix}
\]  

(78)

with

\[
r = \begin{bmatrix}
  r_1 \\
  r_2
\end{bmatrix}, \quad \hat{r} = \begin{bmatrix}
  -r_3 \\
  -r_4
\end{bmatrix}, \quad Y = \begin{bmatrix}
  Y_1 \\
  Y_2
\end{bmatrix}, \quad \hat{Y} = \begin{bmatrix}
  Y_3 \\
  Y_4
\end{bmatrix}
\]  

(79)

satisfying the following systems

\[
(k_c^2 D - \tilde{\nabla} F) \hat{r} = 0, \quad \hat{r} = k_c D^* r
\]

\[
(k_c^2 D - \tilde{\nabla} F) \hat{Y} = 2\hat{r}, \quad \hat{Y} = D^* (k_c Y - r)
\]  

(80)

with \(\tilde{\nabla} \equiv \frac{\partial}{\partial W}\).

Hereafter, for the sake of simplicity, we choose \(Y_2 = 0\) and, in turn, we obtain

\[
Y_1 = \frac{2k_c (r_1 + d^v r_2)}{(k_c^2 - \gamma f_u^*)}.
\]  

(81)

Then, by suppressing the secular terms at this order, the solution (77) satisfying zero flux boundary conditions becomes

\[
U_1 = A(T_1, T_2, T_3) \begin{bmatrix}
  r \cos (k_c x) \\
  \hat{r} \sin (k_c x)
\end{bmatrix}
\]  

(82)
where $\mathcal{A}$ is the amplitude of the pattern which remains undetermined at this stage.

Now, inserting (82) into the nonhomogeneous linear system (46)\textsubscript{2}, the requirement of vanishing secular terms leads to $d_1 = \frac{\partial \mathcal{A}}{\partial T_1} = 0$ so that the solution of (46)\textsubscript{2} satisfying zero flux boundary conditions reads

$$U_2 = \mathcal{A}^2 \left[ U_{20} + U_{22} \cos (2k_c x \right] \hat{U}_{22} \sin (2k_c x \right]$$  \hspace{1cm} (83)$$

where $U_{20}$, $U_{22}$ and $\hat{U}_{22}$ satisfy

$$\left( \tilde{\nabla} F \right)^* U_{20} = -\frac{1}{2} \left( \mathbf{r} \cdot \tilde{\nabla} \right)^{(2)} F$$

$$\left( 4k_c^2 D - \tilde{\nabla} F \right)^* U_{22} = \frac{1}{2} \left( \mathbf{r} \cdot \tilde{\nabla} \right)^{(2)} F$$

$$\hat{U}_{22} = 2k_c D^* U_{22}.$$  \hspace{1cm} (84)

Finally, substituting (82) and (83) into (46)\textsubscript{3}, the requirement of vanishing resonant terms leads to the following Stuart–Landau equation for the amplitude $\mathcal{A}$

$$\frac{d \mathcal{A}}{dT_2} = \sigma \mathcal{A} - L \mathcal{A}^3$$  \hspace{1cm} (85)$$

where the growth rate $\sigma$ and the Landau coefficient $L$ are given by

$$\sigma = \frac{d_2 k_c^2 \left( \gamma f_u - k_u^2 \right)}{(1 + d_c)k_u^2 - \gamma (f_u + g_u)+\gamma k_u^2 (d_c f_u - d_u f_z) - \gamma^2 (f_u g_u - f_z g_z) \left( \frac{5}{3} \frac{1}{\nu_u} - \frac{1}{\mu_u} \right)}$$

$$L = \frac{(p_1 + 8q_1 + 4s_1)(k_u^2 \gamma - 2g_u) + (p_2 + 8q_2 + 4s_2)(\gamma f_u - k_u^2)}{8r_2 \left( (1 + d_c)k_u^2 - \gamma (f_u + g_u) + \gamma k_u^2 (d_u f_u - d_u f_z) - \gamma^2 (f_u g_u - f_z g_z) \left( \frac{5}{3} \frac{1}{\nu_u} - \frac{1}{\mu_u} \right) \right)}$$  \hspace{1cm} (86)$$

and the coefficients involved in the expressions of $\sigma$ and $L$ (86) are given by

$$\begin{bmatrix} p_1 \\ p_2 \end{bmatrix} = \left( \mathbf{r} \cdot \tilde{\nabla} \right)^{(3)} F$$

$$\begin{bmatrix} q_1 \\ q_2 \end{bmatrix} = \mathbf{r} \cdot \tilde{\nabla} \left( \left( U_{20} \cdot \tilde{\nabla} \right) F \right)^*,$$

$$\begin{bmatrix} s_1 \\ s_2 \end{bmatrix} = \mathbf{r} \cdot \tilde{\nabla} \left( \left( U_{22} \cdot \tilde{\nabla} \right) F \right)^*.$$  \hspace{1cm} (87)
In particular in the case of the Schnakenberg model the above coefficients specialize to

\[ p_1 = -p_2 = \frac{6\gamma(k^2\beta - \alpha\gamma)}{\beta(\beta^2 - d^2k^2)}, \]
\[ q_1 = -q_2 = -\frac{(\alpha + \beta)\gamma}{2\beta^3} - \frac{2\gamma(k^2\beta - \alpha\gamma)}{\beta(\gamma^3 - d^2k^2)}, \]
\[ s_1 = -s_2 = -\frac{q_1}{9\gamma\beta} \left\{ 2(d^v + d_c)k_c^2 \left( \frac{\alpha + \beta}{\beta^2} + \frac{2(k^2\beta - \alpha\gamma)}{\beta^2 - d^2k^2} \right) - \beta \left[ \gamma + 4k_c^2(1 + d^v) \right] \right\}. \]

(88)