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An introduction to the density matrix renormalization group is contained here, including coding examples. The focus of this code is on basic operations involved in tensor network computations, and this forms the foundation of the DMRjulia library. Algorithmic complexity, measurements from the matrix product state, convergence to the ground state, and other relevant features are also discussed. The present document covers the implementation of operations for dense tensors into the Julia language. The code can be used as an educational tool to understand how tensor network computations are done in the context of entanglement renormalization or as a template for other codes in low level languages. A comprehensive Supplemental Material is meant to be a "Numerical Recipes" style introduction to the core functions and a simple implementation of them. The code is fast enough to be used in research and can be used to make new algorithms.
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The algorithm has been successfully framed in terms of a matrix renormalization group (NRG) [5] to more than one site, the modern formulation of the algorithm can be considered as an extension of its 30 year anniversary [4]. While the original derivation of the algorithm can be considered as a mechanical understanding of the algorithm: why do the concepts of information theory and renormalization group influence the method? Why is it called the density matrix renormalization group?

Even aside from these high level questions related to theory, there is a need for explanations of this method that allow for a user to apply DMRG efficiently, understand the relevant components for a computation, and even make new algorithms. As tensor network computations are used more and more in physics, the need for more groups to manage their own code and program their own algorithms will increase. Even with a suitable understanding of the algorithms of a tensor network, the implementation in a code can be slow. With a fast code, an inexperienced user can cause some inefficiencies in the code. The need for easy to use code that is transparently written can be a great asset for someone working with a limited amount of time or just starting.

The library that accompanies the discussion here implements the DMRG algorithm in the Julia language with a learnable number of functions and lines, while still implementing a wide variety of algorithms in tensor networks (hosted at the link in Ref. 8). The resulting code is nearly 6,000 lines at its core (including comments) while being competitively fast for large systems. The true advantage of this code is the ability to make informed user implementations more groups to manage their own code and program their own algorithms will increase. Even with a suitable understanding of the algorithms of a tensor network, the implementation in a code can be slow. With a fast code, an inexperienced user can cause some inefficiencies in the code. The need for easy to use code that is transparently written can be a great asset for someone working with a limited amount of time or just starting.

The library that accompanies the discussion here implements the DMRG algorithm in the Julia language with a learnable number of functions and lines, while still implementing a wide variety of algorithms in tensor networks (hosted at the link in Ref. 8). The resulting code is nearly 6,000 lines at its core (including comments) while being competitively fast for large systems. The true advantage of this code is the ability to make informed user independently through documentation like this and also to be small enough to be manipulated, focusing on basic operations as building blocks. This makes manipulating the code easier and therefore more accessible so the best algorithms can be applied in as many situations as
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I. INTRODUCTION

Solving models in quantum physics takes on a great importance when considering the vast array of systems that these models can imitate. A broad class of efficient algorithms to do this have appeared that make the solutions possible, especially in the case of a lattice problem. These include tensor network methods which use the locality of a system to obtain efficient ground state results. Tensor networks have several advantages [1, 2]. First, there is a site-by-site decomposition of the problem to avoid the exponentially large system size encountered in exact diagonalization. The resulting algorithms can be extended to many hundreds or thousands of sites, far beyond the memory limits of present day computers with exact diagonalization. The second advantage of tensor network methods is the modeling of local interactions, which guides the form that a tensor network takes [3]. In comparison with quantum Monte Carlo methods, tensor network methods have no sign problem.

One tensor network algorithm known as the density matrix renormalization group (DMRG) is approaching its 30 year anniversary [4]. While the original derivation of the algorithm can be considered as an extension of the numerical renormalization group (NRG) [5] to more than one site, the modern formulation of the algorithm has been successfully framed in terms of a matrix product state (MPS) [6, 7]. This formulation is a very clear representation of the problem and has many connections with quantum information. By connecting the DMRG algorithm to the MPS framework, the method can be identified in a broader class of algorithms known as tensor network methods. The key feature of DMRG and lattice solvers in general from more general tensor network methods is that they renormalize the problem with entanglement by discarding states that do not contribute much to the ground state. This means that not all operations applied on the tensor network are unitary and that a specific correlation structure is assumed for the problems solved with these methods.

The steps in the DMRG algorithm are very simple if the core concepts of a tensor network are understood. In the traditional DMRG algorithm, two adjacent sites are contracted together, an algorithm (power method, Lanczos, Davidson, random perturbation, etc.) is applied to update them, the singular value decomposition is applied to decompose the tensors, and a special site known as the center of orthogonality is moved to the next site. The resulting algorithm is very quickly convergent for locally entangled models.

The level of understanding in the previous paragraph only contains a mechanical understanding of the algorithm. Often, more questions should be answered so that the algorithm is well understood. An even larger question is also unanswered by only understanding the algorithm: how do the concepts of information theory and renormalization group influence the method? Why is it called the density matrix renormalization group?

Even aside from these high level questions related to theory, there is a need for explanations of this method that allow for a user to apply DMRG efficiently, understand the relevant components for a computation, and even make new algorithms. As tensor network computations are used more and more in physics, the need for more groups to manage their own code and program their own algorithms will increase. Even with a suitable understanding of the algorithms of a tensor network, the implementation in a code can be slow. With a fast code, an inexperienced user can cause some inefficiencies in the code. The need for easy to use code that is transparently written can be a great asset for someone working with a limited amount of time or just starting.

The library that accompanies the discussion here implements the DMRG algorithm in the Julia language with a learnable number of functions and lines, while still implementing a wide variety of algorithms in tensor networks (hosted at the link in Ref. 8). The resulting code is nearly 6,000 lines at its core (including comments) while being competitively fast for large systems. The true advantage of this code is the ability to make informed user independently through documentation like this and also to be small enough to be manipulated, focusing on basic operations as building blocks. This makes manipulating the code easier and therefore more accessible so the best algorithms can be applied in as many situations as
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I. INTRODUCTION

Solving models in quantum physics takes on a great importance when considering the vast array of systems that these models can imitate. A broad class of efficient algorithms to do this have appeared that make the solutions possible, especially in the case of a lattice problem. These include tensor network methods which use the locality of a system to obtain efficient ground state results.

Tensor networks have several advantages [1, 2]. First, there is a site-by-site decomposition of the problem to avoid the exponentially large system size encountered in exact diagonalization. The resulting algorithms can be extended to many hundreds or thousands of sites, far beyond the memory limits of present day computers with exact diagonalization. The second advantage of tensor network methods is the modeling of local interactions, which guides the form that a tensor network takes [3]. In comparison with quantum Monte Carlo methods, tensor network methods have no sign problem.

One tensor network algorithm known as the density matrix renormalization group (DMRG) is approaching its 30 year anniversary [4]. While the original derivation of the algorithm can be considered as an extension of the numerical renormalization group (NRG) [5] to more than one site, the modern formulation of the algorithm has been successfully framed in terms of a matrix product state (MPS) [6, 7]. This formulation is a very clear representation of the problem and has many connections with quantum information. By connecting the DMRG algorithm to the MPS framework, the method can be identified in a broader class of algorithms known as tensor network methods. The key feature of DMRG and lattice solvers in general from more general tensor network methods is that they renormalize the problem with entanglement by discarding states that do not contribute much to the ground state. This means that not all operations applied on the tensor network are unitary and that a specific correlation structure is assumed for the problems solved with these methods.

The steps in the DMRG algorithm are very simple if the core concepts of a tensor network are understood. In the traditional DMRG algorithm, two adjacent sites are contracted together, an algorithm (power method, Lanczos, Davidson, random perturbation, etc.) is applied to update them, the singular value decomposition is applied to decompose the tensors, and a special site known as the center of orthogonality is moved to the next site. The resulting algorithm is very quickly convergent for locally entangled models.

The level of understanding in the previous paragraph only contains a mechanical understanding of the algorithm. Often, more questions should be answered so that the algorithm is well understood. An even larger question is also unanswered by only understanding the algorithm: how do the concepts of information theory and renormalization group influence the method? Why is it called the density matrix renormalization group?

Even aside from these high level questions related to theory, there is a need for explanations of this method that allow for a user to apply DMRG efficiently, understand the relevant components for a computation, and even make new algorithms. As tensor network computations are used more and more in physics, the need for more groups to manage their own code and program their own algorithms will increase. Even with a suitable understanding of the algorithms of a tensor network, the implementation in a code can be slow. With a fast code, an inexperienced user can cause some inefficiencies in the code. The need for easy to use code that is transparently written can be a great asset for someone working with a limited amount of time or just starting.

The library that accompanies the discussion here implements the DMRG algorithm in the Julia language with a learnable number of functions and lines, while still implementing a wide variety of algorithms in tensor networks (hosted at the link in Ref. 8). The resulting code is nearly 6,000 lines at its core (including comments) while being competitively fast for large systems. The true advantage of this code is the ability to make informed user independently through documentation like this and also to be small enough to be manipulated, focusing on basic operations as building blocks. This makes manipulating the code easier and therefore more accessible so the best algorithms can be applied in as many situations as
possible.

This paper expands on the discussion from Ref. 9. It the reader is not familiar with the material in that paper or if the reader wishes a more general overview of tensor networks, then it is encouraged to start with that paper (available in English and French [9]) or other introductory papers on DMRG [1, 2, 9–12]. This introduction assumes only a basic knowledge of quantum physics which will be left for other existing works on the subject [13–15]. All functions developed will correspond to the conventions used in Julia so that the use of these functions is as visibly similar to using plain Julia code as if any other computation was performed.

This paper will first begin with a surface level introduction to the core theoretical concepts in DMRG in Sec. II: density matrices and the renormalization group. Once introduced in a way that is geared towards understanding the steps in DMRG, the basic operations and how to program them are covered in Sec. III and the Supplemental Material [16]. In Sec. IV focuses on the storage and manipulation of a network of tensors representing the wavefunction or operators. Sec. V reviews the steps of the DMRG algorithm with the tools developed in the previous steps. The last section, Sec. VI, contains many useful concepts for converging to the ground state in several cases of interest and how to take measurements on the MPS.1

II. WHY IS IT THE CALLED THE DENSITY MATRIX RENORMALIZATION GROUP?

A very brief history and review of relevant concepts as it pertains to DMRG is presented here. This section can be skipped and returned to later if only implementation details of DMRG are required.

The theoretical background of DMRG requires both density matrices and renormalization group techniques to be introduced. For density matrices, there is a deep and fundamental connection with information theory, and this will be explained in the next section. It is sometimes incorrectly commented that DMRG is not truly related to the renormalization group. A review of the history [17] shows that the ideas for DMRG stem from Kenneth Wilson who extended concepts originally introduced by Stückelberg and Peterman [18] and Gell-Mann and Low [19]. Wilson won the Nobel Prize for his application of the renormalization group technique particularly to particle physics and critical systems, and the technique of renormalization has been used in a variety of contexts and applies equally to condensed matter physics as well as particle physics [20]. It is also the inspiration for several algorithms, including the numerical renormalization group (NRG) [5]. Both of these concepts will be introduced before moving on to computations with tensor networks.

A. Density matrices

Density matrices are one of the most useful quantities from statistical physics, although they are often presented as a curiosity in many introductory texts. They become a core quantity in more advanced quantum solvers and deserve some extended exposition here. In DMRG, the coefficients of the density matrix are utilized directly.

Choosing a basis for the density matrix, the operator can be written as

\[ \hat{\rho} = \sum_{ij} \rho_{ij} |i\rangle \langle j| \quad (1) \]

where \( i \) and \( j \) index the basis functions of the matrix. The reason that the density matrix plays a minor role in many texts is that its deep connection with entropy, which is often presented as a purely abstract quantity without much physical interpretation. However, understanding entropy is crucial to the understanding of DMRG here, so some time is spent developing a connection with the physical world and this quantity.

The main idea behind tensor networks is to break the problem up into smaller parts. In order to connect the subsets back with the full problem, the information passed between the subset and the rest of the system must be known. One way to do this is with the density matrix. The justification for this is motivated by the following.

1. Connection to information theory and entanglement

To understand entropy, return to the foundations of information theory which were very important in the 1940s for code breaking purposes. Quantifying mathematically how much information is passed from one person to another became critically important for espionage around this time, although its use has grown to error correction in computers and encryption since, among others [21].

A key statement by Shannon in the 1950s formalized the mathematical quantity that describes the information passed from one source to a receiver. The full situation is that a message can be passed from one source to a receiver. For example, the word
might be transmitted. But if there is some noise in the letters individually, then the message received might be

\[ \text{F A T E} \]

and this would represent a problem when passing messages because it cannot be determined with certainty that the correct message was read. Importantly, this may greatly affect the meaning of the message!

The broad solution to ensuring that the correct message got through is to repeatedly transmit the message and to compare the messages via an agreed upon strategy. To keep the example simple, once the message is passed and received, a systematic set of questions can be asked to the source by the receiver to determine if the correct message was obtained. The source can be asked whether the first letter ‘is A, is B, is C...’ and on until the letter is found. Then the process can be repeated for the next letter. Eventually, the message will be verified completely, and the mathematical question to ask is: can another algorithm be used more efficiently, and how can the average uncertainty \( S \) in the letters be quantified with a mathematical expression?

2. Basic postulates in information theory

In order to quantify the uncertainty of a transmitted message, four reasonable axioms can be established. Following the presentation in Ref. 22:

1. Monotonically increasing

If the number of objects increases, then so should the uncertainty in finding the correct element. For example, finding a single person in a small town should be easier than finding someone in a large city because there are fewer cases to search through. In the previous example of sending messages, searching a smaller alphabet should have lower uncertainty.

The generic expression of the average uncertainty, \( S \), in a message can be written as

\[ S(\rho_1, \rho_2, \rho_3, \ldots, \rho_N) \]  

where the elements are assigned a probability, \( \rho \), of being correct. For the example above, each letter in a word would have a probability of 1/26 for a 26-letter alphabet.

2. Additivity

Searching both a small town and a large city for a single person should appear as the search of the both populations added together. Similarly, a smaller alphabet should be easier to search than a larger one. The resulting relationship between elements of sets \( A \) and \( B \) can be cast as

\[ S(AB) = S(A) + S(B) \]

which resembles the addition of two logarithms.

3. Grouping axiom

In contrast to the additivity axiom, one can reasonably ask how two sets of objects can be separated and what effect this has on the function \( S \). This also implies that the probabilities must be re-summed. Considering the first \( w \) values of the first set. The probability to pick the \( i \)th element should be \( \rho_i/\rho_A \) where \( \rho_A = \sum_{g=1}^{w} \rho_g \), placing the new sum of the probabilities in the subset in the denominator.

The function \( S \) under this grouping of elements should be decomposed into three functions. The first is to identify the uncertainty in picking either group \( A \) or group \( B \)

\[ S(\rho_1, \ldots, \rho_N) = S(\rho_1, \ldots, \rho_w, \rho_{w+1}, \ldots, \rho_N) \]

\[ + \rho_A S\left( \frac{\rho_1}{\rho_A}, \ldots, \frac{\rho_w}{\rho_A} \right) \]

\[ + \rho_B S\left( \frac{\rho_{w+1}}{\rho_B}, \ldots, \frac{\rho_N}{\rho_B} \right) \]

where \( \rho_B = \sum_{g=w+1}^{N} \rho_g \). This describes how the probabilities can be partitioned into sets.

4. Continuous

The continuous nature of the function results from the fact that we should expect that the function \( S \) is perturbative with a small change in \( \rho_i \).

The unique solution to these four axioms is known to be (see Ref. 22 for a proof)

\[ S = -C \sum_i \rho_i \log_2 \rho_i \] [Shannon]

for an arbitrary constant \( C \) which essentially allows for a change of base of the logarithm.

Take note of the implication here. Passing a message from source to receiver has an inherent uncertainty that can be characterized by an entropy function. To complete the analogy of passing a code from source to receiver, the entropy represents the average number of questions that must be asked to verify a message for some algorithm that verifies the message [22]. Some algorithms will be more efficient and require fewer questions to be asked (lower \( S \)).

3. Entropy for quantum systems

Shannon’s entropy function applies to the classical case [23]. Meanwhile, the extension to the quantum case was performed by von Neuman and has the same functional form [24], but the elements of the density matrix now define the \( \rho_i \) elements,

\[ S = -\text{Tr} (\hat{\rho} \ln \hat{\rho}) \] [von Neumann]
where the trace of an operator is defined as $\text{Tr}(\mathcal{A}) = \sum_i \langle \psi_i | \mathcal{A} | \psi_i \rangle$, the sum of the diagonal entries which is invariant under a unitary transformation of $\mathcal{A}$.

The quantum case reinterprets the classical message passing as the information passed between two parts of a system. Consider the simple example of two spins in the state $|\psi\rangle = |\uparrow\rangle$ with the first site in the up state and the second site in the down state ($= |\uparrow\rangle \otimes |\downarrow\rangle$). The resulting density matrix has one element (see discussion in Ref. 9) of amplitude 1, and this signifies that the state is a classical state. There is no entanglement by direct evaluation of Eq. (6) with $\rho_1 = 1$.

Taking another example of a singlet pair of spins, $|\psi\rangle = (|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle)/\sqrt{2}$, the resulting density matrix has two elements of amplitude $1/\sqrt{2}$ and this is a maximally entangled state ($S$ is at its maximum value) [9]. This state is inherently quantum mechanical and displays a superposition of states. The uncertainty of which spin is in which state is not known. By drawing the partition between the two spins (which will be explained formally next and in Ref. 9), $S$ provides a measure of how uncertain the spin states are. The information being passed is characterized by the entanglement and therefore the quantum aspects of a system are fully characterized by the entanglement between states.

There are frequently examples on entangled states where one spin of the singlet is received by one observer ("Alice") and the other spin by another observer ("Bob"). Since neither spin can be determined beforehand (but upon measurement, the other observer knows both of the spins that were measured), this lends itself to the idea that keeping track of the information between the two observers is the more useful quantity to record than the individual spin states that Alice and Bob measure.

The entropy depends on how the system is partitioned. When it is commented that the quantum case displays entanglement, this is specifically stating that the partition between sites in a lattice has some non-trivial entropy.

Earlier, it was remarked that the entanglement was regarded as a curiosity or a clever—but specific—quantity that was useful for some problems in many statistical physics books and historically. This can be attributed to the need to develop introductory statistical physics courses from the historical perspective, starting from classical considerations where no superpositions exist. However, this connection between information theory, uncertainties, superpositions, and entropies motivates a new way of looking at the quantum problem because they are inherent to those quantum states. The hint here is that getting the entanglement correct in a given basis will give the full ground state. That will be the motivation for using the density matrix in DMRG computations, as opposed to another quantity such as the Hamiltonian.

4. Connection to other entropies

The entropy in Eq. (5) and the quantum analogue with elements of the density matrix in Eq. (6) are somewhat different but related to the original equation for entropy owed to Boltzmann and Gibbs. The equation is

$$S = k_B \ln W \quad \text{[Boltzmann]}$$

where $W$ is the number of microstates of a given system. To recover this form from von Neumann’s entropy, note that the probability of being in the $i$th state is $\rho_i = 1/\sqrt{W}$ when all states are equally probabilistic, giving the form above. The original derivation was to identify that the relation between $W$ and $S$ must behave like a logarithm [25], and the Boltzman coefficient $k_B$ was only determined long after the relationship was deduced. In these early introductions of entropy, the idea was to essentially provide a convenient way to describe the Carnot cycle, which led to an abstract interpretation of the quantity.

There are other definitions of the entropy, such as the Renyi entropy, which do not assume all the axioms above. For example, by ignoring axiom 3, the Renyi entropy can be suitably defined

$$S = \frac{1}{1-\alpha} \ln \text{Tr} \left( \sum \rho_i^\alpha \right) \quad \text{[Renyi]}$$

where the limit as $\alpha \to 1$ recovers the von Neumann entropy. These alternative measures are useful in other contexts, but it is sufficient to simply be aware of them.

While it may seem trivial to characterize information in this way, this is quite a powerful connection between information and the physically relevant quantity of the density matrix. With the recent rise of topological physics and the characterization of these states through entanglement [26–28], it has become undeniable that information plays a major role in the description of quantum states. It turns out to be crucial detail in DMRG that this connection exists and has real significance for expressing quantum wavefunctions. Identifying exactly what quantity in a physics system identifies the information of the full system is very valuable.

5. Subsystems and partial traces

Since the entropy has been established as both passing information, a question can be asked: if a system is partitioned into a subset of systems, how can one of those subsets convey information about the entire system? The answer is crucial to realizing DMRG.

The key element to defining a part of a system is the partial trace. To understand a partial trace, consider the
density matrix for two spin-half sites

\[ \hat{\rho} = \begin{pmatrix} \rho_{11} & \rho_{12} & \rho_{13} & \rho_{14} \\ \rho_{21} & \rho_{22} & \rho_{23} & \rho_{24} \\ \rho_{31} & \rho_{32} & \rho_{33} & \rho_{34} \\ \rho_{41} & \rho_{42} & \rho_{43} & \rho_{44} \end{pmatrix} \]  

(9)

in a basis of \{\uparrow\uparrow, \uparrow\downarrow, \downarrow\uparrow, \downarrow\downarrow\}. If the reduced density matrix for the second spin is sought, then the first spin can be traced out. So, the subscript 1 here represents all spin states on the first site,

\[ \text{Tr}_1 \hat{\rho} = \left( \begin{array}{c} \rho_{11} + \rho_{13} \\ \rho_{21} + \rho_{23} \\ \rho_{31} + \rho_{33} \\ \rho_{41} + \rho_{43} \end{array} \right) \]  

(10)

and a similar expression could be written if the first spin were to be traced out. The resulting basis only contains spin states on the second site, and this is one partition of the original system. In the continuum limit, this is related to integrating out variables [29].

The only lesson from this discussion is that the trace of a partial trace is equal to the full trace of the original system,

\[ \text{Tr}(\hat{\rho}) = \text{Tr}(\text{Tr}_1 \hat{\rho}), \]  

(11)

so the trace of the density matrix should be equal whether tracing a density matrix representing one partition of the system or the other.

The above discussion on partial traces can be applied on the wavefunction to partition a system while keeping track of the information passed between partitions. The full density matrix of a given N-site system is written as

\[ \hat{\rho} = |\psi_{\sigma_1,\sigma_2,\sigma_3...\sigma_N}\rangle \langle \psi_{\sigma_1,\sigma_2,\sigma_3...\sigma_N}| \]  

(12)

where some of the lattice sites (a set of sites \( A \)) can be traced out,

\[ \text{Tr}_B \hat{\rho} = |\psi_{\sigma_1,\sigma_2}\rangle \langle \psi_{\sigma_1,\sigma_2}| = \hat{\rho}_A \]  

(13)

leaving the first two sites.

If the complementary set of sites had been traced out in Eq. (12) (trace over a set \( A \)), then the resulting density matrix would have been

\[ \text{Tr}_A \hat{\rho} = |\psi_{\sigma_3...\sigma_N}\rangle \langle \psi_{\sigma_3...\sigma_N}| = \hat{\rho}_B. \]  

(14)

It can be said that the lattice was 'cut' or 'partitioned' along the bond between sites 2 and 3 [9]. The resulting reduced density matrices describing two sides of the system are then related representations of the same system.

The main question is how to connect the the description of the reduced system \( A \) and \( B \). To do that, both density matrices \( \hat{\rho}_A \) and \( \hat{\rho}_B \) can be decomposed with an eigenvalue decomposition as

\[ \hat{\rho}_A = \hat{U} \hat{\Omega}_L \hat{U}^\dagger \quad \text{and} \quad \hat{\rho}_B = \hat{V} \hat{\Omega}_R \hat{V}^\dagger \]  

(15)

where \( \hat{U} \) contains the basis of states (denoted as combinations of spins \( \sigma_1 \) and \( \sigma_2 \) for \( A \)) for the left partition of the system (for more discussion and diagrams see Ref. 9). The right partition of the system, \( B \), has basis functions in \( \hat{V} \).

The weights of the basis functions are contained in the matrices \( \hat{\Omega}_L \) and \( \hat{\Omega}_R \). Note that a cyclic property of the trace implies that

\[ \text{Tr}(\hat{\rho}_A) = \text{Tr}(\hat{\Omega}_L \hat{U}^\dagger \hat{U}) = \text{Tr}(\hat{\Omega}_L) \]  

(16)

and similar for \( \hat{\rho}_B \). At this point, we can impose that the trace of the partial trace for either system must be equal. This could be argued on physical grounds. The information as determined for the \( A \) partition from the \( B \) partition must be equal to the information between the \( B \) partition from the \( A \) partition. So,

\[ \hat{\Omega}_L = \hat{\Omega}_R = \hat{\Omega} \]  

(17)

can be enforced for these decompositions.

6. Partitioning the wavefunction

In terms of the components of the reduced densities matrices derived so far, an expression for the wavefunction \( |\psi_{\sigma_1,\sigma_2,\sigma_3...\sigma_N}\rangle \) can be derived from the partitioned wavefunctions \( |\psi_{\sigma_1,\sigma_2}\rangle \) and \( |\psi_{\sigma_3...\sigma_N}\rangle \). The basis for each partitioned wavefunction is contained in \( \hat{U} \) and \( \hat{V} \), respectively. The relationship is not as simple as the tensor product, \( \otimes \), for systems with entanglement. The correct form combining all of these elements can be guessed to be (regardless of the chosen partition)

\[ |\psi_{(\sigma_1,\sigma_2)(\sigma_3...\sigma_N)}\rangle = \hat{U} \hat{D} \hat{V}^\dagger \]  

(18)

where \( \hat{\Omega} = \hat{D}^2 \). In this example, \( \hat{U} \) has the indices \( U^{(\sigma_1,\sigma_2)}_a \) where \( a \) is the index connecting the tensors, implying \( D^a \) is the form for the middle tensor. Similarly, \( \hat{V}^\dagger \) has indices \( (V^\dagger)^a_{(\sigma_3...\sigma_N)} \). Note that raised and lowered indices here have no meaning formally but are used to signify indices on the "left" and "right" of the tensors.

If the wavefunction is decomposed into this form, then the entirety of the density matrix will be discovered. As has already been seen, the density matrix contains all information once a chosen partition is selected for a given system. The linear algebra operation that has the form of Eq. (18) is the singular value decomposition (SVD). In practice, it is not difficult to obtain all of the elements used so far to describe reduced density matrices. The positive definite elements of the diagonal matrix \( \hat{D} \) are known as the singular values. The square of the singular values are the eigenvalues of the density matrix.

Having now developed the density matrix and how it is useful in decomposing a quantum problem, an understanding of a broader concept of how to change a problem to an equivalent problem is contained in the study of the renormalization group.
B. Renormalization group

Mandelbrot (known for fractals) wrote in an article [30] that began the discussion with the observation that finding the length of the coastline of Britain was completely dependent on how it was measured. The answer obtained by viewing the coastline from miles above the earth would be different than if the coastline was walked or zoomed in.

The difference is one of scale. If using the coarser perspective from higher up, the finer features (every bend and twist) of the coastline will not be measured. Neither answer is wrong. Measuring the coastline at both scales answers two different questions, and the connection between those computations is a question of the relevant scale which is captured by the correlation length of a system. Understanding the correlation length between those two computations will introduce the core ideas behind the renormalization group which, in this example, is the connection between the coastline measured at the fine and coarse scale.

1. Correlation lengths

The correlation length is one of the most fundamental properties of a physical system [31, 32]. This quantity can describe how far away from a perturbation the disturbance would be felt. Take for example the operator \( \hat{c}_i \sigma \hat{c}_j \) for fermions of spin \( \sigma \) can measure the amplitude of adding a particle at site \( i \) and destroying a particle at site \( j \). The correlation function is an expectation value of the operator, \( \langle \Psi | \hat{c}^\dagger_i \sigma \hat{c}_j | \Psi \rangle \). There are many other types of correlation functions in physics, and this is just one example of a correlation function in quantum physics.

There is a simple analogy that can be introduced to give a conceptual picture of a second-order phase transition and how the correlation length behaves in this case. The idea of a correlation length can be explained with a simple example of the night and day cycle. Consider the transition from day to night (and the reverse) as a phase transition. Day and night take the place of phases with some defined correlation functions. The natural correlation length to define here is the length of a shadow of a stick stuck into the ground.

While the sun is out, the stick’s shadow has a particular length. When the sun is highest in the sky (noon), the shadow’s length is almost zero. When the sun sets, the shadow’s length will diverge, becoming infinite at the moment when day transitions to night. When the moon rises, the shadow’s length will once again grow.

The description of the last paragraph closely mirrors the behavior of a correlation length for a second order phase transition. At the phase transition, the correlation length diverges, meaning that the phase (a mixture of day and night at dusk and dawn) is extending to all regions of the system. This is a feature of critical points.

Understanding correlation lengths is useful in order to see what the length of an interaction is. The idea that the same object can be described with a theory with a larger correlation length or with a smaller correlation length is similar to the idea that a basis chosen for a problem should not affect the end result. However, choosing a theory with the appropriately sized correlation length can be advantageous for computing quantities.

To connect with the example of measuring Britain’s coastline, the observer far above the earth is measuring the coastline with larger units, one that does not capture all of the zigs and zags of the coastline. The observer who walks the coastline is using a smaller unit of measurement and is able to capture more of the features of the coastline. Note that an ant, who uses a very small length-scale to measure the same problem would take a very long time to obtain the result. So, clearly choosing the appropriately sized correlation length is a very useful concept when making theories to measure phenomena. Note that unlike the example with day and night transitions, Mandelbrot’s example includes no phase transition.

The perspective here applies equally to classical as well as quantum systems at zero temperature and finite temperature. Quantum systems exhibit critical phenomena and a major topic of interest is understanding how exactly to describe these critical points and systems.

When studying phase transitions numerically, it is important to remember that the finite size of the lattice will impose some cutoff. This means that these numerical cutoffs will prevent the correlation length from ever truly going to infinity. This will mean that a quantity that should be infinite (i.e., the specific heat) will have some round off, meaning that a peak in the specific heat will not generally be computed in the true thermodynamic limit, as would be analytically.

While the focus here was on second order phase transitions, there are also first order phase transitions which are defined to have a discontinuity in the first derivative of the partition function [25]. In this case, the correlation length does not diverge across a phase transition. The guideline is that the phase transitions are named after the first derivative of the partition function where a discontinuity appears [33, 34].

Understanding how to go from one problem to another is the core concept behind the renormalization group (i.e., rewrite the theory for a given time of day in the above day and night analogy, or different perspective for the coastline example). There are two historically recognized ways in which the renormalization group was realized and they are both relevant to DMRG, although both of these techniques are closely related. One way in which renormalization group techniques can be used is to reduce the size of a system, keeping the relevant degrees of freedom as a low-pass filter would. The second way in which renormalization is known and will be useful here is to impose cutoffs on the theory being studied to best understand where that theory applies and what it can
not describe.

2. Kadanoff’s renormalization group: Coarse graining to eliminate trivial degrees of freedom

In general, the idea of breaking a problem into smaller parts has a long history. One of the notable early cases where this strategy was applied was on a BET lattice where spins from a two-dimensional Ising model were unraveled into a tree-like network called a Cayley graph [35]. In order to obtain values from this network, the individual tensors needed to be contracted together.

A major step forward for computing systems with small effective models was the original use of renormalization group by Kadanoff in the 1960s [36]. The spin-blocking technique grouped together spins on a lattice. This is a coarse graining operation. It is well known that solving a large Hamiltonian can contain too many degrees of freedom to be properly represented on a modern computer, so the strategy was to rewrite the Hamiltonian (for example the Heisenberg spin model with spins \( S = (S^x, S^y, S^z) \) indexed by \( i \) and \( j \) with a coupling constant \( J \))

\[
\mathcal{H} = -J \sum_{\langle ij \rangle} \mathbf{S}_i \cdot \mathbf{S}_j \rightarrow \mathcal{H}_{RG} = -J' \sum_{\langle ij \rangle} \mathbf{S}_i \cdot \mathbf{S}_j \quad (19)
\]

into a renormalization Hamiltonian \( \mathcal{H}_{RG} \) where \( M < N \) (and in the example of a two-dimensional model being \( N/4^d = M \) for some number of coarse graining steps \( d \)). The summation is over fewer spin sites, representing an advantage. However, if the reduced model is to correspond to the full physical system, an adjusted parameter \( J' \) must be taken into account in order to ensure that the energy (or generally some other property) remains the same between the two models. The computational time to solve the renormalized Hamiltonian will be much smaller.

This procedure of reducing the degrees of freedom in a model and modifying the parameters, while maintaining the relevant physical quantities, is referred to as a renormalization of that quantity. The true procedure in Kadanoff’s case will not be necessary here, so the interested reader is referred to Ref. 36.

3. Wilson’s renormalization group: Where theories apply and cutoffs

Renormalization group techniques take on a specific meaning in the history and context of high energy physics. Wilson’s renormaization group was a good analysis tool to analyze critical points in these systems. Wilson’s application of the renormalization techniques essentially establishes an energy range over which a field theory is accurate, similar to a radius of convergence. At the time, field theorists were derided for imposing artificial cutoffs to make naturally divergent integrals convergent. Yet, there was no explanation for why a seemingly arbitrary constant should be imposed. The mathematical origins of this aspect stemmed from regularization techniques [37] that reside in the field of mathematics known as asymptotic analysis [38]. Wilson’s theory formalized these cutoffs and give the theory a solid interpretation. They take on the meaning of extra physics beyond the model being studied.

For the purposes here, the cutoffs in particle physics are not useful to explain more detail; however, renormalization cutoffs appear in a variety of contexts. Very broadly, any coefficient that is used in a physical system that is derived from some other theory could be referred to as an RG cutoff parameter. One commonly known coefficient is the coefficient of friction used in classical physics, and derived from experimental considerations, to avoid a full computation of the electromagnetic interactions that would produce such a quantity. A more relevant quantity for an example of an RG cutoff is the Debye frequency [25]. In a condensed matter system, the Debye cutoff corresponds to the lattice spacing in a model, or the highest possible energy supported in a lattice model. Integrating beyond this cutoff would require knowledge of physics that is not contained in the model studied, so it can be safely neglected.

If one wishes to attribute the condensed matter implementations of renormalization group to Kadanoff and the particle physics implementations to Wilson (although this is only how the literature often represents the situation, the line is not so clear between them), then Kadanoff is using the equivalent of a low-pass filter [39] to keep only the relevant degrees of freedom (low energy states). This shrinks the size of the system while only introducing a small amount of error contained in the high energy degrees of freedom for the eventual answer. Meanwhile, Wilson’s best known use of renormalization group is establishing a radius of convergence for a given theory.

Note that the numerical renormalization group (NRG) was invented by Wilson and used prominently in condensed matter applications to solve impurity models to illuminate Kondo physics [20], illustrating the less than clear line between Wilson and Kadanoff’s contributions here. Much more should be said about the renormalization group methods, but we will instead refer to other works [17, 40–42].

The DMRG algorithm uses both types of renormalization group presented here. Kadanoff’s ideas are found in the rewriting of the problem into an equivalent, few-site problem. Meanwhile, the selection of short-range entangled states imposes an effective cutoff, just as is attributed to Wilson here. The key innovation that the DMRG algorithm uses is to impose this cutoffs for density matrices, not in real space or momentum space.
C. Why does the density matrix renormalization group work?

Having now derived the density matrix decomposition from the wavefunction in the above, all necessary ingredients to perform the density matrix renormalization group are available. The relevant objects in the system (wavefunction, Hamiltonian, etc.) can all be decomposed into a site-by-site representation with the SVD. Since this decomposition is exact, in principle the entire system could be renormalized down to one site without losing any information, so long as the interaction with the rest of the lattice is retained. However, this program of activity will provide for a means to approximate the tensors to avoid a large number of degrees of freedom kept. This will keep the algorithm fast and give a controlled accuracy.

One key advantages of the density matrix has is that it provides access to expectation values for operators in quantum physics. Note that when taking the trace of the density matrix and Hamiltonian,

\[ \text{Tr} (\hat{\rho} \hat{H}) = E \]  

the energy, $E$, results which is the expectation value of the Hamiltonian. If the density matrix were diagonalized as

\[ \hat{\rho} = \sum_k \rho_k |\Phi_k\rangle \langle \Phi_k| \]  

then it can be noticed that the eigenvalues $\rho_k$ can be ordered from greatest to least. Clearly, the best approximation of the full density matrix is to keep the largest $\rho_k$ values. This retains the best accuracy on expectation values and matrices in general.

A concept that is natural in quantum chemistry is that of the natural orbitals, $\Phi_k$. They are the orbitals that result from a diagonalization of $\hat{\rho}$, and they constitute a rapidly convergent basis set for quantum systems [43, 44]. If the natural orbitals were chosen through some method, then this would be an excellent way to approximate the density matrix. The issue is that the full wavefunction must be found to obtain the full natural orbitals, so clearly some approximation must taken place to obtain these quantities. This makes computing with the density matrix somewhat unnatural, but it was justified in Sec. II A 6 that the density matrix’s elements can be accessed via the SVD, so this will provide a route to obtaining the quantities necessary variationally. Using the density matrix also has the advantage that purely real space partitioning can produce misleading results. For example, if the Hamiltonian had been chosen as the core object to partition, then it would be found that partitioning a system such as the particle in a box would produce the first excited states as was found in early implementations of this [1, 45].

In summary, using the density matrix is a strong candidate to find the solutions for quantum systems because it is known to only require a few states to accurately describe a system.

It is also worth noting here that the entire, large system can be renormalized to a few sites, just was attempted in Kadanoff’s renormalization group. The fact that the density matrix is a good candidate to search for the most relevant degrees of freedom is linked to the ability for a tensor network to be represented with only a few sites. This is one of the reasons that DMRG will be able to solve very large systems.

1. Area law of entanglement and locality

The study of entropy in the context of black holes led to a very novel concept, known as the area law [46, 47]. This concept appears in tensor networks to justify why only a few states need to be kept yet still accurately describe the ground state wavefunction.

In order for black holes to satisfy the second law of thermodynamics [25], some radiation should be emitted. In computing the entropy of the black hole under these conditions, Hawking found that the entropy of the black hole was proportional to the area of the black hole [48].

This connection between a black hole’s entropy and its area caught the imagination of the community and in particular those working on conformal field theory. There is a deep connection between theories that admit conformal transformations and quantum theories of gravity. This should not take up too much of the discussion here, but it is sufficient to state that information in a quantum system is bound by some upper limit and that physical systems with local correlations have a definite, useful relationship. Knowing this fact has a direct application in tensor networks. It will turn out that the amount of information that can be passed from one site to another can inform the graph that a tensor network will take.

It turns out that physical Hamiltonians are inherently local and states at the edge of the eigenvalue spectrum follow the area law. A proof by Hastings demonstrates that there are only two types of correlations: gapped and gapless [3]. If a gap in the eigenvalues is present, then the correlations will be exponential in nature. If there is no gap between eigenvalues, then there is a power law decay for the correlation functions [9]. This effectively provides a proof of Kohn’s near-sightedness principle [49, 50].

There are notable counter-examples to the discussion above [51] but the principle holds for a many physical Hamiltonians. There are other conventional cases where the area law does not apply. For example, when investigating states in the bulk where the states scale as a volume law instead [52]. But the largest singular values represent the shortest-range entangled states and these states typically denote shorter range interactions which should be kept since they contribute more to ground states.

This can be stated in another way. Of the exponentially many states in the entire Hilbert space, ground states for physical, gapped Hamiltonians tend to be found amongst exactly the few states that are described well
by the MPS. This provides a strong reasoning to tensor network to describe ground state efficiently, provided the correlations are local. A quantum problem can be decomposed in a certain way to exploit the use of short-range interactions.

2. How many states to keep?

In practice, the coefficients $\rho_k$ decrease very quickly for systems with a gap in the lowest energies. Even when the system has no gap, and the decay is much slower, it is still useful to think about how many states should be kept to retain an accurate density matrix. The idea of keeping the most relevant degrees of freedom here is where Kadanoff’s idea of renormalization enters the problem.

The number of states kept in the density matrix simply be referred to as ‘states’ and the variable used to denote the number of states is typically assigned as $m$. The geometry of the tensor network directly affects the size of the bond dimension, and by taking into account the properties of the $m$ the correlations in the connectivity of the graph representing the tensor network, the best representation can be sought [9]. For here, only the MPS structure will be developed in this document.

It turns out that the number of states that must be kept to maintain an accurate representation of the full ground-state is not that much. For even a 100-site spin-half system, 50 states gives an accurate energy in DMRG out to several digits. For this system and gapped systems in general, the singular values decay exponentially in value. Likewise, for gapless systems, the singular values decay as a power law. This means the method can be run on a laptop, although larger computations will take more dedicated computing services.

Crucially, the most important singular values are the largest and this implies that the short-range entangled components will be captured by the largest singular values. By truncating some of the singular values, the effect is to limit the ultimate range of the entanglement captured by the final ground state. This constitutes the effective range of entanglement that is captured by DMRG.

The maximum bond dimension that is typically sought in DMRG calculations is on the order of 30,000, but this is generally reserved for the hardest models. Even very challenging two-dimensional models can be suitably handled with a few thousand many-body states kept. There will be automatic methods to determine how to accurate a system is with a certain number of states kept.

D. Who made the density matrix renormalization group?

The fundamental contributors Kadanoff and Wilson were already mentioned, although many contributed to renormalization group concepts. The story goes that Wilson gave a lecture and in the audience was Steven R. White [53] who took note of the some of the ideas for extending NRG to more than one site.

In a series of papers attempting to use real-space renormalization group methods, both Reinhardt Noack and White were actively working on developing these methods [45]. At some point, allegedly while reading the Feynman Lectures [54], it was realized that the density matrix would encode all the useful information in the system. White then published the DMRG algorithm [4, 55]. The original suggestion to use the density matrix in computations was a guess, but it can be justified with the arguments above.

Shortly after the original DMRG article, Rommer and Ostlund published a paper connecting the DMRG algorithm to the matrix product state and AKLT wavefunctions [7, 56]. This spawned a new way of annotating the method which helps keep track of the steps in a much more systematic manner. This is the modern formulation that is used here, although the reader is encouraged to become familiar with the tensor notation to be able to read papers that are motivated from the other perspective.

The extension to the MPS formalism allowed for many proofs to be written using these developments. Many of these proofs were written by those working for Ignacio Cirac and Frank Verstraete. Another very notable contribution came from Guifre Vidal pertaining to the gauges of the MPS and the extension of the method to the multi-scale entanglement renormalization ansatz (MERA) [57], although this will be covered in a subsequent paper. It should be noted that some proofs that are useful here by Matthew Hastings are exceptionally useful for understanding where the DMRG algorithm will work well and where more computational resources should be put to it [3]. All of the developments in this paragraph also have some connection to quantum computing or form useful ideas in that subfield.

The list given here of contributors to the theory is far from exhaustive, and the reader is encouraged to look at the fundamental literature to get ideas from all different angles even if they are not mentioned here.

Having explored the historical background of the method, the two major concepts of density matrices and renormalization group are surveyed before beginning to implement the core functions for the library.

III. Tensors and Operations

In its simplest form, a tensor is a multidimensional array. Tensors are defined as a map from one vector space to another [58]. While this definition is not wholly operationally useful, there are a few discussion points that can illuminate what these objects are.

This section will review the basic operations as outlined in Ref. 9: permuting, reshaping, contracting, and decomposing tensors. In order to implement these operations, a basic structure to manipulate them in a useful
way must be defined, and this is done first. Note that two operations (permuting and reshaping) manipulate a single tensor. The other two operations (contraction and decomposition) involve more than one tensor. All contractions can be composed of contractions between two tensors. Decompositions decompose a single tensor into 2 or more tensors. For both contraction and decomposition, the problem is most efficiently treated by constructing a rank-2 tensor by permuting and reshaping the original tensor.

### A. Diagrammatic notation

The mathematical notation for a tensor can be very cumbersome to treat analytically. However, the field has chosen to use a graphical depiction of the tensors in order to readily transmit the information. The upper or lower indices, common in general relativity [59] and particle physics [37], do not have a meaning typically in a tensor network computation. The assignment of covariant and contravariant indices are not as useful here, especially once the diagrammatic notation is introduced.

The diagrammatic notation is owed to Penrose who first introduced it in the context of quantum field theories [60]. In the diagrams, the tensor indices can be dropped in all cases. It is very rare that a computation would require the preservation of this information. Instead, it is always understood that indices have a partner that they are to be contracted onto. If the index is to be changed, then it will be explicitly noted in an algorithm.

Each index of a tensor has a certain dimension. The number of indices is known as the rank of the tensor. A rank-3 tensor is denoted as where one simply counts the number of indices to recover the rank. A tensor of rank 2 is known as a matrix

\[ A_{\mu\nu} = \]

A tensor of rank 1 is known as a vector

\[ A_{\mu} = \]

The relative orientation of the indices does not matter for the tensors in general. However, a convention will be imposed for the MPS tensors. The vertical indices correspond to the physical degrees of freedom for a given model and the horizontal indices correspond to the link indices [9].

### B. Defining tensors

The main difference from Julia’s internally defined tensor is that the rank of the tensor is not explicitly defined in the `tens` object, the basic object for tensors in DM-Rjulia. This is because the rank of a tensor is an ever-changing quantity as can be seen with the basic operation of reshaping [9].

There are a few functions from the Julia library that are coded for the `denstens` class and are included in the Supplemental Material [16]. These correspond to the functions in Julia that are most relevant for the following.

```julia
mutable struct tens{T<:Number}
    size::Tuple
    T::Array{T,1}
end
```

There are only two fields that must be defined for a tensor. The elements are stored in a field `T` which is always a vector and the size of the tensor is stored in `size`. The product of the `size` field must be equal to the number of elements in the `T` field. So, for example, `prod(A.size)==length(A.T) should always be true. It may appear unnatural to always store a tensor as a vector, but it turns out that the concept of the tensor’s rank is very fluid in generic tensor network algorithm. It is not worth keeping track of explicitly except to change the `size` field appropriately.

There is one other reason to always store the tensor as a vector. The computer can more easily access a vector if the data is stored in sequence, making this a faster operation (as opposed to some implementations of sparse matrices, for example). There can be other ways to store a tensor, but this method will be simple without sacrificing too much efficiency.

### C. Basic operation: permutation

Permuting a tensor is an operation that is used frequently in practice. Several advanced libraries exist to implement this function and these can take advantage of properties of how the data is represented on a computer in several ways including memory management and other useful hurdles to overcome. Very simply, the indices of the input tensor are permuted as in Fig. 1.

![FIG. 1. A rank-5 vector is permuted.](image)
There are very efficient ways in which to program the functions. The general idea is that the element of an array can be converted into the position of a tensor and then those position values can be swapped according to some reordering provided to the function. There are optimizations in terms of how the memory is laid out on the computer, so it is recommended to use one of the existing library functions to use this function.

The syntax chosen here once again matches Julia’s input functions for its own `Array` class. The front-end is

```plaintext
pA = permutedims(A,[2,5,1,4,3])
# orm (in-place)
A = permutedims!(A,[2,5,1,4,3])
```

Note that permuting the tensor twice will result in the original tensor being returned, since the permutation is a representation of the permutation group.

There are in-place algorithms (denoted by ! at the end of the function name) for the permutations of tensors, but these tend to cost more time and are often not worth the trouble of coding or using. An in-place version is available in DMRjulia, but this calls the same function as the copy-based implementation. As it is here, the cost to using a permutation is equivalent to the number of elements stored in the tensor, so this can be somewhat costly if used repeatedly and should be minimized, although this is not the largest concern when programming algorithms.

```
#A is a rank-5 tensor
A = tens(rand(10,20,30,10,40))
Lsize = size(A,1)*size(A,2)
Csize = size(A,3)
Rsize = size(A,4)*size(A,5)
rA = reshape(A,Lsize,Csize,Rsize)
# or (in-place)
A = reshape!(A,Lsize,Csize,Rsize)
```

The implementation here, as opposed to the implementation in Julia’s basic array type includes no checks that the reshape is correct. For debugging, one can always put the regular Julia `Array` type into these functions (as they are overloaded on the basic functions defined in the library) to get the checks or by manually viewing the input and output tensors with the `println` function.

Another input style for the reshape function is also available in the library, and this alternative can be much easier when using the reshape function. Writing a line such as

```
rA = reshape(A,[[1,2],[3],[4,5]])
#or
rA = reshape!(A,[[1,2],[3],[4,5]])
```

and corresponds to the diagram in Fig. 2. This performs the same reshape as the above block of code, but the sizes of the indices are computed explicitly by the function. Note that the numbers in the vectors must appear sequentially or the original tensor will be permuted.

As it pertains to the implementation for dense tensors, another function `unreshape` is defined in the library for ease of reading. However, for the subsequent quantum number version, this function will have a different oper...

D. Basic operations: reshape

As to how to reshape the tensors, it is sufficient to note that whole indices are reshaped together in a tensor network computation. Splitting an index is not an operation that needs to be defined in general, so often the tensor will be reshaped (for the example of a rank-3 tensor) as $A_{\sigma_1 a_0 a_1}^{a_2} = A_{(\sigma_1 a_0),a_1}^{a_2}$, where $\sigma_1$ and $a_0$ were joined together. Note that while the index was lowered in the notation on the page, the indices were not re-ordered.
E. Basic operation: contraction

A contraction over matching indices on two tensors is a central operation in any tensor network algorithm. At the most basic level, this operation is required to recombine the tensors in the problem to the original problem, but it will play a fundamental role when constructing the reduced site representations of Schrödinger’s equation. A contraction displayed in Fig. 3 can be represented with the summation notation as

\[ C_{\alpha\gamma\delta\zeta} = \sum_{\beta\gamma} A_{\alpha\beta\gamma\delta\eta} B_{\zeta\beta\eta} \]  

where matching indices are contracted over and have the same dimensions. The use of raised and lowered indices are not used here and typically the explicit summation of the indices is not written.

The question is then how to compute the contraction on a computer in the most efficient way. The most naive way to accomplish this (but leads to a lot of code) is to manually code a series of for loops that contain all the required summations required. This is very inefficient because many functions must be defined, the code will not be extendable to all possible situations, and this strategy is difficult to code in all cases to be as fast as another, more simple method.

The two, single-tensor basic operations of reshaping and permuting can be used to converted the tensors to matrices in all cases. Then, very fast algorithms that have been refined over decades can be used to compute the resulting matrix multiplication in an efficient way. The existing libraries are known as LAPACK or BLAS, although there are many that can be used. The matrix representation of a tensor that has a defined permutation and reshape (or simply two sets of indices) into a matrix will be referred to as the matrix-equivalent of a given tensor. This will be how all of the contractions and decompositions in the next section are treated.

Because all tensors can be reshaped into a rank-2 tensor (matrix), all tensor contraction operations can be converted to a matrix-matrix multiplication. The process of recovering the matrix form of a tensor with defined indices will be referred to as the matrix-equivalent of a given tensor. This will be how all of the contractions and decompositions in the next section are treated.

Once the matrix-equivalent is formed, the question becomes how to accomplish the matrix multiplication efficiently.

Contraction of more than one tensor is not necessary, but it is sometimes useful to also add a leading coefficient and the option to add another tensor to the original. This resembles the "axpy" function present in some other programs for matrix multiplication [61] and has the form

\[ C = \alpha A \cdot B + \beta Z \]

where the dot here signifies tensor contraction over specified indices and \( \alpha \) and \( \beta \) are scalars. Note that \( Z \) must be input and shaped appropriately for the resulting contraction of \( A \) and \( B \).

There are four types of inputs for the contracted indices: tuples, arrays, rank-2 arrays (which are interpreted as \( 1 \times m \) arrays or \( m \times 1 \) arrays always), and integers. Thus, the following all represent valid contraction inputs

```
c=contract(A,(1,2),B,(6,3)) # tuples
c=contract(A,[1,3],B,[2,4]) # rank-1 array
c=contract(A,[1;3],B,[2;4]) # rank-2 array
c=contract(A,2,B,2,alpha=2*im) # integers
```

or any combination of the types given above and provided that the contractions themselves are valid. As a general rule, the indices that are matched in the contraction function must match in size. When kept track of on the page, any reshaped index (for example, two indices that are joined together), must be in order before being reshaped together for the contraction algorithm. The function here will automatically perform this formatting.

There are several additional aspects of the contractions that can be implemented for ease of use.

FIG. 3. Indices on a rank-5 tensor are contracted with indices on a rank-3 tensor in the first diagram. The second diagram shows how the indices are relabeled (always from left to right). Number crossed out with a solid line are contracted out and not represented on the final tensor. Dashed lines are relabeled from the left to right tensor in order. It is recommended to draw a diagram similar to this for each contraction to master how the indices are relabeled for a given operation. The result of the contraction is a rank-4 tensor as shown in Eq. (22) [9].
A discussion of how to compute the computational complexity is central to identifying how efficient an algorithm is, but the full discussion of how to do this is reserved for Appendix A. For now, some useful functionality in the contract function is discussed.

1. Conjugation of input tensors

When forming the matrix equivalent, there is a natural opportunity to conjugate the elements of a tensor, and this can be easily encoded into the contraction operation by extending the contract to conjugate either the left, right, or both input tensors. This can save one copy of the input tensor by not conjugating beforehand.

\[
\text{contract}(A,2,B,5) \quad \# \text{conjunctes } A
\]
\[
\text{contractc}(A,2,B,5) \quad \# \text{conjunctes } B
\]
\[
\text{ccontractc}(A,2,B,5) \quad \# \text{conjunctes } A \text{ and } B
\]

Mostly this functionality is useful to shorten input code and as a short-hand.

Note that this form of the contraction has a particular interface with contracting the adjoint of an operator. If the trivial computation \( \hat{U}^\dagger \hat{U} \) were to be taken, then the following code would produce the identity matrix

\[
\text{#definition of } U \text{ of rank 4}
\]
\[
\text{#the last index is the auxiliary index}
\]
\[
\text{#introduced on SVD}
\]
\[
\text{contract}(U,[1,2,3],U,[1,2,3])
\]

The inputs are the same despite one tensor being the adjoint! Unlike multiplying the two tensors on the page or in strict matrix multiplicity where the transpose of one of the tensors must be taken, the indices to contract are the same for both tensors. The only difference is that one is conjugated. This can be kept in mind by remembering that indices have a specific character and must match when contracted. The same indices on one tensor with the same indices on another. Typically, these correspond to the same physical indices on the similar sites or matching auxiliary indices from the SVD.

2. Reordering the output

A vector can be added as the first field in any of the contract functions and this will cause a permutation of the final tensor.

\[
\text{#permute output}
\]
\[
\text{contract}([1,3,2,4],A,[1,3],B,[2,4])
\]

This functionality is again useful for shortening code.

3. Frobenius norm of a tensor

The Frobenius norm of a tensor is simply the sum of all elements squared in the tensor and then the square root of the result. This is equivalent to the \( L^2 \) norm of a vector which the tensor can always be reshaped into.

Sometimes for checking, it is useful to compute the norm (scalar return value) and this can be accomplished with the norm function or by

\[
\text{contract}(A) \quad \# = \text{norm}(A)
\]

or any of the ccontract, contractc, or ccontractc which will compute the contraction of \( A \) with itself and either the left or right copy of \( A \) is conjugated according to the function called as previous.

4. Automatic contraction

It is sometimes useful to simply contract all of the indices automatically. This can be accomplished by assigning names to the indices and coding some algorithm to compute the best contraction. This allows for an extension to more tensors without explicitly computing the indices to contract each time.

The automatic contraction routine in the library, and how to best use it, will be discussed in a subsequent paper. Many simple algorithms can be programmed using the tools presented here, although some more complicated models will benefit from this addition.

It is not recommended to learn how to make tensor network algorithms simply with this functionality. It is best to master how to use the contraction algorithm with the diagrammatic procedure above and then switch to using an automatic contractor. It is noticed that those using this style typically form a better picture of how to contract a tensor network than otherwise.

F. Basic operation: decomposition

As a competing operation to the contraction of tensors, there is also the possibility to split a tensor into two. To do this, a matrix-equivalent is defined with two groups of indices as illustrated in Fig. 4. The resulting tensor is then decomposed. The example for the first, and most useful, decomposition is shown in Fig. 4 and was motivated in Sec. II A 6.

A common feature of these decomposition techniques is to group together two sets of indices to form a matrix equivalent. Two groups of indices are picked, and the matrix-equivalent is decomposed (the resulting tensors can be then be unreshaped appropriately).

The result of the decompositions is to introduce a new index. The size of this new index is often called the link index and is drawn horizontally on diagrams, although the strict use of the term bond dimension can apply to the size of other indices, so the meaning may change in some locations. The most common abbreviation for the bond dimension is either \( m \) or \( \chi \). Here, \( m \) is used for the physical tensors and \( \chi \) is used in Apx. A as the more common variable for complexity estimates.
A general rectangular matrix, $\hat{M}$, of dimensions $a \times b$ can be decomposed into the following form
\[
\hat{M} = \hat{U} \hat{D} \hat{V}^\dagger
\] (24)
and this forms the most ubiquitously used decomposition in tensor networks. The decomposition is fully generic. It will work for any grouping of indices of any size. The resulting tensor introduces a new index into the system. The physical significance of the elements of the diagonal $\hat{D}$ matrix is that they are the square roots of the positive-definite eigenvalues of the density matrix. By decomposing a wavefunction $\psi$ around Eq. (17), the size of the $\hat{U}$ matrix is that they are the square roots of the positive-definite eigenvalues of the density matrix. In full, to correspond to how they would be referred to in the existing libraries, it is highly unlikely that a reasonable amount of research time will significantly improve on these implementations, so they should represent the maximum of efficiency and be trusted.

There are a few ways in which a singular value decomposition can be computed. One is to take the input matrix $\hat{M}$ and compute both (via eigenvalue decompositions) $\hat{M} \hat{M}^\dagger = \hat{U} \hat{D}^2 \hat{U}^\dagger$ and $\hat{M}^\dagger \hat{M} = \hat{V} \hat{D}^2 \hat{V}^\dagger$. Computing the resulting square matrix $\hat{M} \hat{M}^\dagger$ or the adjoint is expensive.

Another method to use is to write the super-matrix
\[
\hat{M} = \begin{pmatrix} 0 & \hat{M}^\dagger \\ \hat{M} & 0 \end{pmatrix}
\] (25)
with appropriately sized diagonal block matrices. Diagonalizing Eq. (25) gives two super-matrices $\hat{U}$ and $\hat{D}$. The elements of the $\hat{D}$ matrix are contained in the upper left $m \times m$ block of the resulting eigenvalue super matrix,
\[
\hat{D} = \begin{pmatrix} \hat{D} & \cdots \\ \vdots & \ddots \end{pmatrix}
\] (26)
where $m$ is chosen to be the minimum of the rows and columns of $\hat{M}$. The off-diagonal blocks of the resulting $\hat{U}$ matrix of the eigenvalue decomposition relate to $\hat{U}$ and $\hat{V}^\dagger$ as
\[
\hat{U} = \frac{1}{\sqrt{2}} \begin{pmatrix} \hat{V} & \cdots \\ \hat{U} & \ddots \end{pmatrix}
\] (27)
where dots signify the other parts of the super-matrix.

There are two inputs that can be used to reshape the tensor. One is to reshape the tensor manually, decompose the tensor, and then unreshape the resulting tensors.

```python
sA = size(A) #A is a rank 4 tensor Lsize = size(A,1)*size(A,2) Rsize = size(A,3)*size(A,4) rA = reshape(A,Lsize,Rsize) rU,D,rV = svd(A) newUsize = (sA[1],sA[2],size(rU,2)) U = unreshape!(rU,newUsize...) newVsize = (size(rV,1),sA[3],sA[4]) V = unreshape!(rV,newVsize...)```
Frequently when performing decompositions, it is more convenient to provide two vectors that contain the reshape. So, the equivalent function is

\[ U, D, V = \text{svd}(A, [[1, 3], [2, 4]]) \]

will permute the indices according to the order \([1, 3, 2, 4]\), reshape the first two and last two indices together, perform the SVD, and then unreshape the resulting \(U\) and \(V^\dagger\) matrices into tensors. Even though the return variable is \(V\) in the code, the actual return object is \(V^\dagger\) from the SVD.

2. Truncated SVD (Schmidt decomposition)

With the exact same decomposed form as Eq. (24), the Schmidt decomposition can be used to truncate the SVD, leaving only the most relevant states in the density matrix. In most cases, using the terms SVD and Schmidt decompositions are interchangeable, and after this brief mention, this operation will be called the SVD and occasionally the truncated SVD.

The truncated SVD then selects rows and columns of \(\hat{D}\) corresponding to the largest values. Then, the matching columns of \(\hat{U}\) and rows of \(\hat{V}^\dagger\) are selected. The remaining rows and columns are then discarded.

In order to call a truncated SVD, the command (bond dimension of 10 and cutoff of \(10^{−6}\))

\[ \text{out} = \text{svd}(A, \text{cutoff}=1\text{E}-6, \text{m}=10) \]

and optionally a vector such as \([[1, 3], [2, 4]]\) can be input as the second argument to permute and reshape (and then unreshape) the input tensor into a new form.

The two new outputs beyond the \(\hat{U}, \hat{D},\) and \(\hat{V}^\dagger\) matrices convey the truncation error and the magnitude (sum of elements) of the input matrix. To understand both, the role of the truncation must be discussed.

3. Truncation error

It is natural to ask how much of the norm of a wavefunction is left off of a given system when the SVD is truncated. From a purely mathematical perspective, one can compute the \(L^2\) norm of a matrix and notice that truncating small elements of the \(\hat{D}\) matrix mostly preserves the norm. In the current problem, decomposing a matrix with the SVD is directly accessing the density matrix, a quantity that was argued to be an efficient way to organize relevant states in Sec. II C.

One can compute the full norm of the wavefunction, \(\|\langle\Psi|\Psi\rangle\|^2\) which must always be one from the basic postulates of quantum physics [24, 63]. However, the approximated wavefunction—after performing a truncation—will contain some error which can be evaluated as [9]

\[ \|\psi - \tilde{\psi}\|^2 = 1 - \delta \equiv \epsilon \]  

(28)

where \(\delta\) is the sum of all the kept squared singular values (density matrix eigenvalues), \(\delta = \sum_{i=1}^{m} \rho_i\). For DMRG, it is not necessary to keep the accumulated truncation error, but for the evaluation of some quantities in other tensor network algorithms, it may be necessary. The third output from \text{svd} the output variable named \text{truncerr} above—is the truncation error.

Truncating the singular values imposes a cutoff on the effective range of the interactions. Keeping too few states may lead to a higher energy solution that has a minimal entanglement. So, this operation implies that the solution found will be a minimally entangled solution, but not necessarily a bad representation of the ground state. By increasing the number of states kept, the correct solution can be reached.

The act of truncation constitutes the main difference between tensor network renormalization operations and the use of tensor networks in other contexts such as quantum computer where the operations are unitary throughout (no truncation) [64]. This operation is similar to the principal component analysis in machine learning [65].

4. Cutoff

Cutting off the many body states at a certain maximum is not always useful, especially when dealing with inhomogeneous systems when the bond dimension can vary significantly from bond to bond. Keeping many small values of the density matrix can cause large slow downs in the code, and so imposing a separate method to truncate the singular values is useful to ensure that the minimum descriptive bond size is kept. For this, the cutoff is defined as an input to the \text{svd} function. The cutoff parameter imposes an upper limit on the summed value of the density matrix eigenvalues that are discarded. So, defining \(\eta\) for the cutoff gives \(\eta = \sum_{k=m+1}^{w} \rho_k\) for \(w\) density eigenvalues in total.

The concept of the cutoff is perhaps best understood diagrammatically in Fig. 5. The singular values are summed, starting from smallest to greatest, until the cutoff is reached. Then, if the resulting inner bond dimension would be smaller than the maximum bond dimension specified \((m)\), than the bond dimension determined from the cutoff is used. At no point is the bond dimension ever allowed to be greater than \(m\).

The full condition for the SVD will be that if the sum of a number of the lowest singular values squared is less than the cutoff, then they will be discarded. The default for the cutoff is 0 (no truncation) and 0 for the maximum bond dimension \(m\) (no truncation).

The \text{mag} parameter was added in this implementation of the SVD because it was noticed that when computing the cutoff for tensors with norm not equal to 1, then it was best to choose a cutoff that scales with the size of the tensor. It is not too computationally inefficient to compute this during the SVD (the loop time to do this even for large tensors is only a fraction of the rest
FIG. 5. A cartoon of the behavior of singular values for gapped (dashed) and gapless (solid line) systems. In practice, these are represented as a set of discrete points for each singular value in the SVD. However, it is instructive to see the relationship on a log-log plot of an exponential and power law function. The question is how much to truncate given a cutoff $\eta$ and maximum bond dimension $m$. The horizontal line at value $\eta$ is the cutoff chosen for a given system. The value $m$ is the maximum bond dimension chosen for a given system. The highlight on the values for the gapped (dashed line) system sum up to a value that is less than the cutoff $\eta$ despite leaving fewer values than the maximum bond dimension allowed, $m$. So, the bond can be truncated to be less than $m$. For the gapless system (solid line), the sum of the discarded values produces an error that is much larger than $m$, so the maximum bond dimension is used since it is lower. It can be noted that the power-law-decaying curve tends to zero and has an exponential trend in deep into the spectrum because numerical noise and the truncation of the environment tensors in the full DMRG algorithm will impose an artificial cutoff, justifying the critical point at $g = 0.5$ instead of 1 if using Pauli matrices without the factor of $1/2$. Unlike the cartoon version of the gapped curve in Fig. 5, it can be seen that the singular values can drop off precipitously for the gapless case, despite having a power-law decay and dropping off slowly in comparison with the gapped Ising cases ($g = 0.25, 1, 2$). For reference, a fourth curve for the singular values for a spin-half Heisenberg model are included. All models are 100 sites long and the SVD is taken on the center bond.

FIG. 6. Density matrix eigenvalues ($\rho_i$) for the center bond of a 100-site transverse field Ising model at criticality (gapless) and away from criticality (gapped) for several values $g$ from the Hamiltonian $H = \sum_i \hat{S}_i^z \cdot \hat{S}_{i+1}^z + g \sum_i \hat{S}_i^x$. Note that $\hat{S}_i^z$ is defined with a factor of a half, justifying the critical point at $g = 0.5$ instead of 1 if using Pauli matrices without the factor of $1/2$. Unlike the cartoon version of the gapped curve in Fig. 5, it can be seen that the singular values can drop off precipitously for the gapless case, despite having a power-law decay and dropping off slowly in comparison with the gapped Ising cases ($g = 0.25, 1, 2$). For reference, a fourth curve for the singular values for a spin-half Heisenberg model are included. All models are 100 sites long and the SVD is taken on the center bond.

5. Eigenvalue decomposition

The eigenvalue decomposition is one of the most ubiquitously used in quantum physics and takes the form

$$\hat{M} = \hat{U} \hat{\Omega} \hat{U}^\dagger$$

(29)

which requires a square matrix (size $a \times a$) input. In terms of a tensor, this implies that the same number of indices with the same dimensions appears in order on either the left or right group of indices on the matrix-equivalent of the tensor. It is possible to perform an eigenvalue decomposition on a tensor, provided that the matrix equivalent has equal rows and columns, making a square matrix equivalent of a tensor. One example is the density matrix itself or one of the reduced density matrices. At this point, the reduced density matrices can be obtained by tracing out (contracting pairs of indices with an identity matrix) to reduce the number of total indices on a tensor.

The eigenvalue decomposition can be truncated in the same way as the SVD was (including a cutoff parameter and maximum number of states kept). However, there is one crucial difference. Instead of squaring the values of the diagonal matrix, they are simply summed here. Recall that the singular values square to the eigenvalues of the density matrix. In the eigenvalue decomposition, the diagonal elements are exactly the eigenvalues of the density matrix, without need for modification.

The input function for the library is the same but switching out $\text{svd}$ for $\text{eigen}$. Note that the $\text{LinearAlgebra}$ package in Julia is only imported so there is no name conflict with the DMRjulia library.

The input for the program is

$$D, U, \text{truncerr}, \text{mag} = \text{eigen}(A)$$

# or

$$\text{out} = \text{eigen}(A,[[1,2],[3,4]])$$

$$D, U, \text{truncerr}, \text{mag} = \text{out}$$

# or
and the optional additional inputs \( m \) and \( \text{cutoff} \) also apply here.

If a generalized eigenvalue problem is to be solved \( (H\Psi = EB\psi) \), then calling

\[
\text{D}, \text{U} = \text{eigen} (A, [[1,2],[3,4]])
\]

or similar will allow for an overlap matrix \( B \) to be input.

6. QR and LQ decomposition

In contrast to the previous two decomposition algorithms, the QR and LQ decompositions will not be programmed with a truncation procedure in this implementation. In the specific case where the bond dimension of a tensor is not required to grow, either of the QR or the LQ decompositions can be used. There may be useful mechanisms to impose a truncation of the matrices, but the SVD is sufficient here. Returning to the SVD, note that the \( D \) matrix can be contracted into one of the two unitary matrices

\[
\hat{M} = \hat{U} \left( \hat{D} \hat{V}^\dagger \right) \quad \text{or} \quad \hat{M} = \left( \hat{U} \hat{D} \right) \hat{V}^\dagger \quad (30)
\]

to form two tensors on the result of the decomposition instead of 3. The QR decomposition essentially forms the \( \hat{D} \) matrix congrected into one of the two tensors,

\[
\hat{M} = \hat{Q} \hat{R} \quad \text{or} \quad \hat{M} = \hat{L} \hat{Q} \quad (31)
\]

where the \( \hat{Q} \) matrix is the unitary. There are several forms of the QR and LQ decompositions, and the choice here will be to make the inner dimensions match. Note that an identity \( \hat{W}^\dagger \hat{W} \) can be inserted between the matrices to change the form without changing the overall character of the decomposition. So, the SVD decomposition as in Eq. (30) may not be exactly the same as the return from the QR or LQ decomposition in Eq. (31) from a library (notably, in the QR decomposition, the \( \hat{R} \) matrix takes an upper diagonal form). It is recommended to use a library to compute the QR or LQ forms as these routines have been heavily optimized.

In the library, the functions are called simply as \( \text{qr} \) or \( \text{lq} \) under the same inputs as \( \text{svd} \) received

\[
\text{Q}, \text{R}, \text{truncerr}, \text{mag} = \text{qr} (A)
\]
\[
\text{Q}, \text{R}, \text{truncerr}, \text{mag} = \text{qr} (A, [[1,2],[3,4]])
\]
\[
\text{Q}, \text{R} = \text{qr} (A)
\]
\[
\text{Q}, \text{R} = \text{qr} (A, [[1,2],[3,4]])
\]

but without the truncation parameters or similar. A similar format for the LQ decomposition is also available

\[
\text{L}, \text{Q}, \text{truncerr}, \text{mag} = \text{lq} (A)
\]
\[
\text{L}, \text{Q}, \text{truncerr}, \text{mag} = \text{lq} (A, [[1,2],[3,4]])
\]
\[
\text{L}, \text{Q} = \text{lq} (A)
\]
\[
\text{L}, \text{Q} = \text{lq} (A, [[1,2],[3,4]])
\]

The \( \text{truncerr} \) and \( \text{mag} \) parameters are returned 0 and 1 respectively and can be left off of the returns from the function.

7. Polar decomposition

Note that in some places the polar decomposition is employed. This is simply an SVD that has one bond regauged. There are two options, one is to generate two tensors of the form

\[
\hat{M} = \left( \hat{U} \hat{D} \hat{U}^\dagger \right) \left( \hat{U} \hat{V}^\dagger \right) \quad (32)
\]

and the other is

\[
\hat{M} = \left( \hat{U} \hat{V}^\dagger \right) \left( \hat{V} \hat{D} \hat{V}^\dagger \right) \quad (33)
\]

This can be viewed as a particular choice of an identity inserted into the SVD. The advantages of the polar decomposition is that it preserves the basis on the exterior indices of a given decomposition.

The input into the library can be called with \( \text{polar} \) and is similar to the \( \text{svd} \) which allows for truncation.

\[
\text{UV}, \text{VDV} = \text{polar} (A, [[1,2],[3]])
\]
\[
\text{UDU}, \text{UV} = \text{polar} (A, [[1,2],[3]], \text{right} = \text{false})
\]

IV. NETWORKS: MATRIX PRODUCT STATES, OPERATORS, AND ENVIRONMENTS

Having defined the basic operations for manipulating a tensor, the broad concept of a wavefunction as a tensor network is developed here. Instead of dealing with one or two tensors, a network will store enough tensors to describe a full quantum problem with one or more tensors per site. This typically includes a wavefunction (here, an MPS), operators, and environment tensors. A fourth type is useful if running extremely large computations which stores the MPS, matrix product operator (MPO), and environments directly on the hard disk. This is not useful for small systems, but does allow for limited memory to be used efficiently without too much delay for reading and writing tensors to the disk.

Vertical lines are typically reserved for physical indices representing the local Fock space of a given model. In short, the physical degrees of freedom for each site are
represented in the vertical lines of each tensor while the horizontal lines represent the basis functions for every other site in the system. For more discussion, see Ref. 9.

A. Matrix product states

In order to derive a MPS, it is best to start with a wavefunction represented as a tensor,

$$|\psi\rangle = \sum_{\sigma_1\sigma_2...\sigma_N} \psi_{\sigma_1\sigma_2...\sigma_N} |\sigma_1\sigma_2...\sigma_N\rangle$$ (34)

where the coefficient $\psi_{\sigma_1\sigma_2...\sigma_N}$ is most useful here. It will be taken from the results of many alternatives that using the density matrix is the right way to decompose the wavefunction. So, the task becomes how to apply the SVD to separate the physical degrees of freedom in the wavefunction. Thus becomes (after an appropriate reshape, with indices joined together with a parenthesis),

$$|\psi\rangle = \sum_{\sigma_1\sigma_2...\sigma_N} \psi_{\sigma_1\sigma_2...\sigma_N} |\sigma_1\sigma_2...\sigma_N\rangle$$ (35)

where indices on the left are lowered indices and indices on the right are raised. The first index is now isolated. Applying a SVD produces

$$|\psi\rangle = \sum_{\sigma_1\sigma_2...\sigma_N} \sum_{a_1} A_{\sigma_1a_1}^{\sigma_1} |\sigma_1\sigma_2...\sigma_N\rangle$$ (36)

A new index has appeared, $a_1$. Continuing by grouping $\sigma_2$ with $a_1$ with an appropriate reshape and taking a SVD (or QR decomposition)

$$|\psi\rangle = \sum_{\sigma_1\sigma_2...\sigma_N} \sum_{a_1} A_{\sigma_1a_1}^{\sigma_1} |\sigma_1\sigma_2...\sigma_N\rangle$$ (37)

Continuing the program of reshaping and decompositions, the resulting wavefunction appears as

$$|\psi\rangle = \sum_{\sigma_1\sigma_2...\sigma_N} \sum_{a_1 a_2} A_{\sigma_1a_1}^{\sigma_1} A_{\sigma_2a_2}^{\sigma_2} A_{\sigma_3a_3}^{\sigma_3} ... D_{\sigma_{N-1}}^{\sigma_{N-1}} |\sigma_1\sigma_2...\sigma_N\rangle$$ (39)

The last matrix is denoted as $\hat{D}$ since it represents the orthogonality center. Implied in the SVD step, the $\hat{D}$ matrix is simply contracted onto a given site. Note a feature of the MPS. Only one of the tensors will contract to something other than the identity. All the $A$ tensors represent a left-normalized (relating to $\hat{U}$) tensor. When contracted with its dual, each tensor will contract to the identity if they are properly represented ($e.g.$ $\hat{U}$ with $\hat{U}^\dagger$ and not $\hat{V}$) [9].

FIG. 7. A matrix product state (MPS) with rank-3 tensors is represented. Both left- and right-normalized tensors are present. The gauge center (diamond) can be moved to other sites by decomposing the site that it currently resides and repeating until the orthogonality center reaches another site. The first and last auxiliary index (horizontal) are size 1 for the finite MPS.

A similar expression for the wavefunction can be obtained for right-normalized (relating to $\hat{V}$) tensors,

$$|\psi\rangle = \sum_{\sigma_1\sigma_2...\sigma_N} \sum_{a_1 a_2 ... a_{N-1}} D_{a_1}^{\sigma_1} B_{a_1 a_2}^{\sigma_2} B_{a_2 a_3}^{\sigma_3} ... B_{a_{N-1}}^{\sigma_{N-1}} |\sigma_1\sigma_2...\sigma_N\rangle$$ (40)

by moving the SVD from right to left with appropriate reshapes.

In DMRjulia, all MPS tensors will be rank-3, in contrast with the presentation analytically with rank-2 tensors. This is because it is easier to write a computer program with functions around a constant rank tensor than it is to make a variable rank tensor MPS. Figure 7 contains diagrams of the MPS tensors with the gauge. So, an index of size 1 is reshaped onto the first and last tensors as presented above.

1. Gauges

The $\hat{D}$ matrix does not need to be confined to the first or last site of the MPS. In fact, there is an entire family of MPS wavefunctions that are all equivalent. To justify this, note that on any bond, an identity operator of size $m \times m$ can be inserted of the form $W W^\dagger$ [9]. These tensors can be absorbed into the horizontal indices, changing the tensors. However, since the identity was inserted, no overall change to the wavefunction occurred.

The $\hat{D}$ matrix can also be moved to a bond if necessary. Moving the $\hat{D}$ matrix is therefore known as a re-gauging of the MPS and produces an equivalent form for the MPS. This is known as re-gauging and will define a center of orthogonality for the MPS. In order to re-gauge the MPS so that the $\hat{D}$ matrix (orthogonality center) is represented on a different site, a SVD can be used to decompose the current orthogonality center. Repeated application of this operation will move the $\hat{D}$ matrix along the MPS.

One movement of the orthogonality center to the left is contained in the following diagram
where the first two tensors (both rank 2) are contracted into the left-normalized tensor to the right of the current site. Alternatively, if a \( LQ \) decomposition is used, then only two tensors result and the \( L \) matrix is multiplied into the next site.

Meanwhile, a move to the right is represented as

where the second two tensors (both rank 2) are contracted into the right-normalized tensor to the right of the current site. Alternatively, if a \( QR \) decomposition is used, then only two tensors result and the \( R \) matrix is multiplied into the next site.

The fact that only one tensor holds all of the information between the left and right partitions of the system is a remarkable feature, but this is simply a representation of the area law from Sec. II C 1.

2. Dual of the MPS

For any expectation value of the form \( \langle \Psi | A | \Psi \rangle \), the dual of the MPS tensors, \( \langle \Psi | \), must also be defined. This is done by replacing \( A \rightarrow A^\dagger \) as in Eq. (39), which appears in mathematical notation as

\[
\langle \Psi | = \sum_{\sigma_1 \sigma_2 \ldots \sigma_N} \sum_{a_1 a_2 \ldots a_{N-1}} A^*_{a_1} A^*_{a_2} A^*_{a_3} \ldots A^*_{a_N} \times \langle \sigma_1 \sigma_2 \ldots \sigma_N | \tag{41}
\]

where \( * \) signifies a conjugation. Sometimes the tensor itself will be marked as \( A^\dagger \) instead of using the star operator. All indices are marked with an apostrophe to avoid combining them with the indices of the MPS tensors. Graphically, the dual MPS tensors look the same, except that the vertical line signifying the physical index is pointed down on conjugation. When contracting onto the MPS, the apostrophe on the \( \sigma \) indices is dropped so that those indices are contracted onto the MPS’s physical indices.

3. MPS in DMRjulia

The generation of the MPS is one of the cases where the QR and LQ decompositions can be useful. If the bond dimension will not be truncated, then the use of this function can slightly lessen the amount of time necessary to generate the MPS from an existing wavefunction. Appendix C demonstrates how this is accomplished.

The basic type that stores a MPS is listed below. In practice, the type can always be called through the parent type \( \text{MPS} \). So, the long name of this function type does not need to be memorized.

```plaintext
mutable struct matrixproductstate{\W}
    A::\W
    oc :: intType
end
```

and the indices are chosen as in Fig. 8. Elements are called similar to the \( \text{tens} \) object. There is an array of tensors \( A \) that can be called as \( \text{psi}.A \) which give the elements of the MPS as derived in Eq. (39). In practice, a classical MPS can be input into the program (a classical state has bond dimension 1 on every tensor). The DMRG algorithm will find the ground state in the MPS representation.

The orthoorthogonality center \( \text{psi}.oc \) is useful to store here instead of doing some coarse search for the non-unitary tensor.

To move the orthogonality center, one simply calls

```plaintext
newoc = 3 #or another site
move!(psi, newoc)
```

This will modify the tensor’s elements in-place without copying all the tensors into a new object.

If the MPS does not have the same Fock space on each physical index, the initial state can simply be initialized but with varying tensor sizes. Then, the \text{MPS} function works as before.

B. Matrix product operators

For the MPS wavefunction, it would be useful to have a form of the Hamiltonian that similarly is decomposed into a site-by-site representation. If a local form is not found for an operator, then all of the MPS tensors should
be contracted onto the large operator, negating the advantage of the tensor network’s ability to decompose a problem down a few sites.

The resulting matrix product operator (MPO) can be guessed to have the form

\[
\mathcal{H} = \sum_{\sigma_1' \ldots \sigma_N'} \sum_{\sigma_1 \ldots \sigma_N} \sum_{b_1 \ldots b_{N-1}} H_{b_1}^{\sigma_1 \sigma_1'} H_{b_2}^{\sigma_2 \sigma_2'} \cdots H_{b_{N-1}}^{\sigma_{N-1} \sigma_N} \times |\sigma_1' \sigma_2' \cdots \sigma_N'\rangle \langle \sigma_1 \sigma_2 \cdots \sigma_N|
\]

(42)

where there are now two physical indices (\(\sigma_i\) and \(\sigma'_i\)) for each tensor so the operator can connect to both the MPS and the dual of the MPS when forming a quantity such as \(\langle \psi | \mathcal{H} | \psi \rangle\). The auxiliary indices \(b_i\) appear for the same reason as the \(a_i\) indices appeared in the MPS.

Graphically, the MPO is depicted as a series of rank-4 tensors in Fig. 9. Two vertical lines now appear for the physical indices. The outer indices on the left and right edges of the system are of dimension 1 in the finite case, as they were for the MPS. These can be reshaped away or back onto the tensor if needed. This is again for ease of programming to keep the rank of the tensor fixed and therefore have fixed functions operating on them.

There are systematic ways to construct the MPO, but it is better to understand the basic principles of how to write down the bulk MPO operator and convert this to a tensor. Some examples are given below.

1. MPO example: Hubbard model

The one-dimensional Hubbard model is [66],

\[
\mathcal{H} = \sum_{i \sigma} t \left( \hat{c}^\dagger_{i \sigma} \hat{c}_{i+1 \sigma} + \hat{c}^\dagger_{i+1 \sigma} \hat{c}_{i \sigma} \right) + \sum_i \left( U \hat{n}_{i \uparrow} \hat{n}_{i \downarrow} + \mu \hat{n}_i \right)
\]

(43)

where \(\sigma = \uparrow, \downarrow\), \(\hat{n}_i = \hat{n}_{i \uparrow} + \hat{n}_{i \downarrow}\), hopping parameter \(t\), and a Coulombic repulsion \(U\). When represented on the page, the fermionic operators \(\hat{c}^\dagger_{i \sigma}\) require an additional fermion sign operator as given in the Jordan-Wigner transformation from bosons to fermions [67]. Appendix B explains the role of the new \(\hat{F}\) operators and why they are necessary. For now, the MPO for Eq. (43) is (all dots are 0)

\[
H_{b_{i-1} b_i}^{\sigma_i \sigma'_i} = \begin{pmatrix}
\hat{I} & . & . & . \\
-t \hat{c}_{i \uparrow} & \hat{I} & . & . \\
-t \hat{c}_{i \downarrow} & t \hat{c}_{i \uparrow} & \hat{I} & . \\
\mathcal{V} & \hat{c}_{i \uparrow} \hat{F} & \hat{c}_{i \downarrow} \hat{F} & \hat{c}_{i \uparrow} \hat{F}
\end{pmatrix}
\]

(44)

where \(\mathcal{V} = \mu \hat{n} + U \hat{n}_{i \uparrow} \hat{n}_{i \downarrow}\)

where the last site in a column is connected to the first site in the next column for ease of demonstration. First,

This notation deserves some explanation in the context of the indices present on the MPO tensors in Eq. (42), each entry in the super-matrix is a rank-2 tensor representing an operator. These two indices are represented by \(\sigma_i\) and \(\sigma'_i\). The remaining two indices \(b_i\) correspond to the position in Eq. (44). Thus, the supermatrix can be reinterpreted as a rank-4 tensor.

Note that each of the inputs in Eq. (44) do not have an index for the current site (although, one could be added to make position dependent variables in the operator). This is because the bulk MPO operator is homogeneous in this case and the operators input into the MPO here are not the same multi-site operators as in exact diagonalization (see Apx. C).

The MPO can also be represented in an upper right triangular form where the transpose of Eq. (44) is represented, and this convention is taken in several works. As a general guideline, the diagonal terms relate to long range interactions since it can be imagined that multiplying the MPO term will accumulate the full Hamiltonian in the lower left corner in this convention.

Performing an example with the dense operations for the Hubbard model will cause some of the fermions to disappear if the proper chemical potential is not chosen correctly, so a full example will be skipped here. It is much better to run this calculation with conserved symmetries enforced as will be discussed in the next article in the series for this library.

2. MPO example: Two-dimensional Heisenberg

Another model that would be useful to list is the Heisenberg model as in Eq. (19) on a two-dimensional lattice of size 4 \times 4 depicted in Fig. 10.

The path shown in the lower diagram in Fig. 10 gives the MPO (all dots are 0)

\[
H_{b_{i-1} b_i}^{\sigma_i \sigma'_i} = \begin{pmatrix}
\hat{I} & . & . & . & . & . & . & . \\
\frac{1}{2} \hat{S}^+ & \hat{I} & . & . & . & . & . & . \\
. & \hat{I} & . & . & . & . & . & . \\
. & . & \hat{I} & . & . & . & . & . \\
. & . & . & \hat{I} & . & . & . & . \\
\frac{1}{2} \hat{S}^- & . & . & . & \hat{I} & . & . & . \\
. & . & . & . & \hat{I} & . & . & . \\
. & . & . & . & . & \hat{I} & . & . \\
. & . & . & . & . & . & \hat{I} & \\
\end{pmatrix}
\]

(45)

where the last site in a column is connected to the first site in the next column for ease of demonstration. First,
note that the identity operators are not contained on the diagonal. This implies that the range of the operators have a limit. In this case, the identity operators will store the second operator on the lower, off-diagonal and eventually pass it to the first term in the column.

Note that if an onsite term, such as a Zeeman interaction $\sum_i B \cdot S_i$ for some magnetic field $B$, can be added to the lower left corner.

It is recommended that when writing out the MPO in analytic form that an algebraic manipulation software (e.g. Mathematica, Maple, Maxima, etc.) is used to check that the terms accumulated in the lower left corner are indeed the Hamiltonian after all MPOs are contracted. This is accomplished by simply multiplying appropriately defined matrices with the form given above.

From this form, it can be seen why MPS techniques will have a harder time with longer range interactions. The size of the MPO will make applying it to the MPS longer. Additionally, more entangled pairs will need to be retained in the SVD at each step.

For the reason of longer-range interaction when running a two-dimensional model, it is often declared that tensor network methods will be harder to converge. This is true, but sometimes this is taken too seriously. The attitude that the reader should have when performing these computations is to try it and see how hard it is. It is wise to remain vigilant of converging quantities properly, but it is recommended to at least try to apply these methods to all systems possible.

Several examples of MPO operators were presented in Ref. 9, including the natural encoding of exponential functions.

3. MPOs in DMRjulia

The basic struct (i.e., type) used to contain the MPO tensors has a single field

```
mutable struct matrixproductoperator{W}
    H::W
end
```

and the indices are chosen as in Fig. 11.

The name of this container is long, but a short-hand MPO can be used everywhere which will instruct the compiler that the object could be of this type.

DMRjulia allows for the input of the MPO tensor exactly as it appears in the previous section. The letter $O$ is reserved for a tensor with zeros in the library, $\hat{0}$. Meanwhile, $I$ represents the identity matrix, $I$. In the examples in the Supplemental Material [16], this is prominently featured.

The MPO is initialized in the following form

```julia
out = fermionOps()
Cup, Cdn, Nup, Ndn, Ndens, F, O, Id = out
mu = -2.0
U = 4.0
t = 1.0
function H(i::Int64)
    V = mu*Ndens + U*Nup*Ndn
    return [Id O O O O;
            -t*Cup O O O O;
            conj(t)*Cup O O O O;
            -t*Cdn O O O O;
            conj(t)*Cdn O O O O;
            V Cup*F Cup’*F Cdn*F Cdn’*F Id]
end
```

or a vector can be defined (or similar)

```julia
vecH = [H(i) for i = 1:length(psi)]
```

and the function to generate the MPO explicitly is

```julia
Ns = length(psi)
physind = size(F,1)
mpo = makeMPO(H,physind,Ns)#or vecH
```
The resulting mpo variable contains the rank-4 tensors of the MPO. The basic idea of the algorithm is to search each $\sigma \times \sigma$ block in the input MPO and then fill out the resulting MPO tensor.

If the MPO has different Fock space sizes on each of the tensors, then the physind variable can be replaced by a vector of sizes. The vector can be any size and it will repeat every modulo the length of the vector.

```
physind = [2]  # repeats every 1 site
mpo = makeMPO(H, physind, Ns) # or vecH
```

One should then define an appropriate function that uses at least two sets of operators to make the block form of the MPO. The only point to be minded there is that the MPS should also have a matching physical index size.

4. Applying MPOs to MPSs

So far, both MPOs and MPSs have been discussed separately. As one example of an operation where the MPO can be applied to the MPS to form (in the case of a Hamiltonian) $|H\psi\rangle$. This is generally an inefficient operation and does not fully take advantage of the locality of the MPS for measurements. So, this operation should be used only when absolutely necessary as there is often a more efficient, local alternative available.

To apply the MPO to the MPS, each site can be treated independently. The basic operation is to contract the MPO into the MPS as

```
where it should be noted that the horizontal lines are not contracted.
```

The process is repeated until the end of the MPS is reached and all MPO tensors have been applied to the MPS tensors. The gauge of the MPS does not matter here as the operation is fully nonlocal. So, the MPS tensor can be replaced by the orthogonality center or left- or right-normalized tensors.

The next step will combine the horizontal indices and return the MPS to uniformly include rank-3 tensors. Note that at this point, the bond dimension size is much larger than it was originally. The size of the bond dimension of the MPS tensor multiplied by the bond dimension of the MPO tensor. This next step will introduce a mechanism to truncate the bond dimension.

The first step is to perform an SVD on the double tensor according to the diagram

If this is performed on the first site in a finite MPS, then the two indices on the left are both size one. These can be trivially reshaped into each other (this is also true for the final two indices on the last tensor). This returns a left-normalized rank-3 tensor for the first site.

The convention used in DMRjulia for the order of indices on the left and right environment tensors is shown in Fig. 12. The left environment has descending order and the right environment has ascending order.

The $\hat{D}$ matrix is contracted into the $\hat{V}^\dagger$ tensor. Note that there are two outer indices that can be contracted into the next tensor to the right.

This operation creates a single index on the left instead of two. It also allows for the repeat of the steps so far to obtain the next tensor to the right.

The steps could be done in reverse, but it is merely taken as convention here to go from left to right. DMRjulia’s function to complete this operation is called as

```
newpsi = applyMPO(psi, mpo)
```

FIG. 12. The order for the indices of the left and right environments as chosen for DMRjulia.
Optional inputs m= and cutoff= set the truncation of the new MPS on the reverse sweep. Else, the full, new, larger bond dimension is kept.

5. Initial states

There are a few options to choose an initial state. It is recommended to start with a classical product state (bond dimension one everywhere) unless there is a good reason not to.

For a spin model, the generation of the MPS would look like

```plaintext
#Ns = length of MPS
QS = 2 #quantum states
initTensor = [zeros(1,QS,1) for i=1:Ns] for i = 1:Ns
    # alternating up and down state
    updn = i%2 == 1 ? 1 : 2
    initTensor[i][1,updn,1] = 1.0
end
psi = MPS(initTensor,1)
# or
psi = MPS(initTensor)
```

but a simplified interface for making the MPS is contained in DMRjulia as

```plaintext
psi = MPS(Float64,QS,Ns)
# or
psi = MPS(QS,Ns)
```

which generates a MPS of bond dimension 1. The additional flags oc= and m= can be added as arguments to the MPS function to generate a different maximum bond dimension size, m, or a different orthogonality center, oc.

There is also an option to generate a random MPS as

```plaintext
psi = randMPS(Float64,QS,Ns,m=50)
# or
psi = randMPS(QS,Ns,m=50)
```

which has the same additional arguments as the simplified MPS function above. The difference between MPS and randMPS is that the former generates a ferromagnetic state and the latter gives a staggered magnetization.

For a Hubbard model, the choice method to generate the wavefunction is to use raising operators.

```plaintext
#Ns for number of sites
QS = 4 # size of physical index
psi = MPS(QS,Ns)

out = fermionOps()
Cup,Cdn,Nup,Ndn,Ndens,F,O,Id = out
Cupdag = Matrix(Cup')
sites = [2,4]
applyOps!(psi,sites,Cupdag,trial=F)
```

where the application of \( \hat{F} \) operators is justified in Apx. B. However, there is again a simplified interface for doing this in the applyOps! function:

```plaintext
#Ns = length of MPS
Ne = Ns # half-filling
Ne_up = ceil(Int64,div(Ne,2))
Ne_dn = Ne-Ne_up
QS = 4 # quantum states
out = fermionOps()
Cup,Cdn,Nup,Ndn,Ndens,F,0,Id = out

initTensor = [zeros(1,QS,1) for i=1:Ns]
for i = 1:Ns
    initTensor[i][1,1,1] = 1.0
end
for i = 1:Ne_up
    bb = initTensor[i]
    aa = contract([2,1,3],Cup',2,bb,2)
    initTensor[i] = aa
    for j = 1:i-1
        xx = initTensor[j]
        yy = contract([2,1,3],F,2,xx,2)
        initTensor[j] = yy
    end
end
for i = 1:Ne_dn
    bb = initTensor[i]
    aa = contract([2,1,3],Cdn',2,bb,2)
    initTensor[i] = aa
    for j = 1:i-1
        xx = initTensor[j]
        yy = contract([2,1,3],F,2,xx,2)
        initTensor[j] = yy
    end
end
psi = MPS(initTensor)
```

6. Complex numbers with MPOs to MPSs

On occasion, there will be the need to introduce complex numbers into the MPS and MPO expressions. There is a simple interface for this. For both the MPS and MPO, the leading input can be a DataType which in Julia would appear as

```plaintext
psi = MPS(ComplexF64,initTensor)
# some mpo already created
mpo = MPO(ComplexF64,mpo)
```
This will keep everything uniform at the outset and make it easier for the DMRG function to handle the inputs. One physical situation where complex numbers are required is on a breathing lattice [68].

C. Environments

It can be noted that when updating, for example, the first tensor on the lattice that none of the other right environments are changed. So, when the computation is moved to the second site, the second right environment tensor will still be correct for the reduced site problem. The environment for the left and right partitions of the wavefunction should be ideally stored for efficient numerical computation. There is nothing explicitly preventing the re-contraction of the left- and right-normalized tensors starting from the end of the lattice, but this is inefficient and ruins the local nature of the computations if this is done at each step.

The container for the MPO or just a generic vector could be used here for the environment types, but for ease of coding, it was found that defining a new explicit type was useful for reading the code and in some other situations as for large tensors.

```julia
mutable struct environment
    W::Array{String,1}
end
```

There is no standard variable for the environment tensors, as was available for the MPS and MPO. The variable V is used here but it is not to be confused with the $V^\dagger$ from the SVD.

Note that by calling

```julia
# any number of tensors input
A = randMPS(2,10).A # for example #...
envA,envB,envC = environment(A,B,C)
```

that an environment type will be output.

The environments can be initialized with the function `makeEnv`

```julia
Lenv, Renv = makeEnv(psi, mpo)
```

which admits any number of MPOs in the last input (e.g. for two MPOs, `makeEnv(psi, mpo, mpo)`).

D. Large tensors

Very large computations require a tremendous amount of memory. This is particularly true for large bond dimensions on the order of many thousands. This can be simply initialized before the DMRG function with

```julia
bigmps = largeMPS(psi)
bigmpo = largeMPO(mpo)
```

The DMRG function will admit these tensor types and automatically create a large environment type inside of the program (the `makeEnv` function will return the large environment types with large input types). The output files are saved to the disk in the same folder where the computation is run. For ease of deletion, the files are given a special extension .dmrjulia but this file is simply the type exported by Julia’s `Serialization` function.

The fields stored in the large MPS and MPO types are to avoid the need to recall the tensors from the disk for simple quantities.

```julia
#abstract type: MPS
mutable struct largematrixproductstate
    A::Array{String,1}
    oc::intType
    type::DataType
end

#abstract type: MPO
mutable struct largematrixproductoperator
    H::Array{String,1}
    type::DataType
end

#abstract type: Env
mutable struct largeenvironment
    V::Array{String,1}
    type::DataType
end
```

For the MPS, this includes the orthogonality center, and for each of the large types, the `type` corresponding to the type of element in each tensor is stored. The strings that are stored are the file names on disk where the computer must load the tensor from.

To load an MPS saved to the disk, the elements can be called as they are in any other context with `psi[2]` or similar. The square brackets will call a function `getindex!` which will then load the file from the disk. There are also several other helper functions defined in the Supplemental Material [16].

If the computation has finished and the wavefunction should be reloaded from the disk in full, the following lines of code will be sufficient

```julia
Ns = 100 # number of lattice points
psi = loadMPS(Ns)
mpo = loadMPO(Ns)
Lenv = loadLenv(Ns)
Renv = loadRenv(Ns)
```

V. THE DENSITY MATRIX RENORMALIZATION GROUP

In light of the above operations, there is a very straightforward way to implement the DMRG algorithm
to find the ground state. For a very basic, starter code, an example is provided in Appendix E. It may be useful to follow along with that short code while seeing the concepts here.

From the MPS network, a variational algorithm can be formulated by removing a few of the tensors in the MPS. For that operation, a partial derivative \( \partial / \partial A_{\alpha_{i-1} \alpha_i} \) would remove the dual tensor \( A_{\alpha_{i-1} \alpha_i} \) from the network so that it can be variationally optimized.

The ground state energy is expressed as

\[
E = \frac{\langle \Psi | H | \Psi \rangle}{\langle \Psi | \Psi \rangle} \tag{46}
\]

or \( \langle \Psi | H | \Psi \rangle - E \langle \Psi | \Psi \rangle = 0 \) and in diagrammatic form as

\[
-\hspace{2cm} E \hspace{2cm} 0
\]

For the problem reduced to two-sites, the variational principle reads

\[
\frac{\partial^2}{\partial A_{\sigma_{i-1} \alpha_i} \partial A_{\sigma_{i+1} \alpha_i}} \left( \langle \Psi | H | \Psi \rangle - E \langle \Psi | \Psi \rangle \right) = 0 \tag{47}
\]

and it is straightforward to generalize the problem to \( N_r \)-site reduced cells where \( N_r \in \mathbb{Z}^+ \) (i.e., \( N_r > 0 \)). In diagrammatic notation, this appears as

\[
-\hspace{2cm} E \hspace{2cm} 0
\]

All but two sites are present in the system, and all other tensors can be contracted up into a single rank-3 environment tensor. This form can be recognized as an eigenvalue problem of the form \( H \Psi = E \Psi \). This is the full eigenvalue problem if the full MPS was input into the problem, not some other eigenvalue problem native to only two sites—it is for the whole lattice. When truncated, the smaller tensor will be a good approximation of the full problem.

Evaluating the eigenvalue problem directly here is expensive (see Apx. A) and that can be replaced with a more efficient algorithm. The appearance of the wavefunction in the second term of Eq. (47) is always enforced to give a norm of 1, although this can be extended when necessary (see Sec. VI C 2). With this knowledge, an algorithm diagonalizing the problem in a Krylov subspace can be used to obtain the updated tensors. Here, a Lanczos method will be used. Using the development above, the steps involved in a DMRG calculation are:

1. For a given MPS gauged to some site representing the orthogonality center, select two sites to form the reduced site problem.

2. Contract the tensors together.

where the tensors on the left and right of the diagram represent the rest of the environments found by contracting all other tensors up to a single rank-3 tensor.

3. Perform an operation to update the tensors.

This can be a random perturbation, Lanczos [69], Davidson [70], power or any other method that would modify the tensors. The most efficient choice is the Lanczos method and that will be used here. The input tensor is normalized so that the input tensor is of norm 1. Then a Lanczos recursion of the form

\[
| \psi_{n+1} \rangle = \mathcal{H} | \psi_n \rangle - \alpha_n | \psi_n \rangle - \beta_n | \psi_{n-1} \rangle \tag{48}
\]

with \( \beta_1 = 0 \). To evaluate Eq. (48), the tensors from step 1 must be contracted. This produces the first term, \( \mathcal{H} | \psi_n \rangle \) given by the diagram in step 2.

The second term in Eq. (48) requires \( \alpha_n \) which is the contraction of the above diagram onto the dual MPS tensors. For the first step of the Lanczos routine, the first two terms are added to each other. The first non-zero coefficient is then obtained by contracting the resulting tensor onto itself (finding the norm).

Diagonalization of the Hamiltonian in the Krylov subspace, taking the tridiagonal form

\[
\mathcal{H} = \begin{pmatrix}
\alpha_1 & \beta_1 & 0 & \cdots \\
\beta_1 & \alpha_2 & \beta_2 & \cdots \\
0 & \beta_2 & \alpha_3 & \cdots \\
\vdots & \vdots & \ddots & \ddots
\end{pmatrix}, \tag{50}
\]

will give the energy of the system and also the coefficients to form a linear combination of Krylov vectors and form the new ground state.

Too much optimization of only two of the tensors in the network is not ideal. Instead, this algorithm
should only be run for a few iterations (typically, \(N_{\text{Lanczos}} = 2\)) before moving on to the next step. This allows some update of the tensors, but not over correcting them in light of the environment probably not being correct.

Note that this Lanczos algorithm functions on the approximate ground-state MPS, as opposed to other formulations for the generic case [71, 72].

4. Perform the SVD to break apart the combined tensor and move the orthogonality center as

\[
\text{where the orthogonality center was contracted onto the next site in the lattice. This step involves a truncation of low-weight states in the density matrix. The long-range entangled states are not physically relevant in more cases, so they are discarded. This will impose a cutoff on the range of entanglement captured by the resulting system.}
\]

5. Update the environment tensor for the previous site with the newly discovered left-normalized tensor.

6. Repeat the list, scanning back and forth across the lattice until a set number of iterations (called sweeps) or a tolerance is reached for the energy, entanglement, or some other quantity.

This is known as the two-site algorithm and was the original formulation of DMRG. Once the end of the lattice is reached, it is declared that one 'sweep' is completed. In this library, one sweep will mean the return of the orthogonality center to the original site (so one sweep traverses the lattice twice, back and forth). When performing the algorithm in the reverse direction, all the steps are the same but instead of passing the orthogonality center to the right (as is shown in the above diagrams), it is passed to the left. Likewise, the right environment is updated with the right-normalized tensors in this case.

There are many other ways to write the reduced site operator (beyond the two site reduced problem given here), but this will be saved for a future discussion. The original implementation of the two-site algorithm here is very efficient in many cases and remains unbiased. It should produce reliable, fast results in a lot of situations.

VI. USING THE DENSITY MATRIX RENORMALIZATION GROUP

Fast code and efficient algorithms can only take a user so far. The real means by which a tensor network computation becomes fast is by an informed user. While every possible system or case cannot be accounted for, it is important to understand how best to find a ground state and use measurement operations to achieve fast results.

Some operators defined in this section are defined in the appendices and Supplemental Material [16]. To aid in the understanding, the spin matrices are given by \(S = (\hat{S}^x, \hat{S}^y, \hat{S}^z)\) with \(\hat{S}^\pm = \hat{S}^x \pm i\hat{S}^y\) with \(i \equiv \sqrt{-1}\).

A. Finding ground states

Even though it has been commented in several places here that DMRG finds the ground state quickly, efficiently, and makes well informed choices about how to compress the wavefunction, there is still a lot of information to cover in regards to how to obtain the correct ground state. The method does not automatically produce the result as happens with exact diagonalization. The method converges to the best representation of the MPS for the parameters chosen. The need to survey how well the resulting answer is comes from practice with the method. The discussion here should be used as a starting point for future computations.

1. Convergence criteria

There are three essential choices that can be made when converging results. One is to converge in the energy. This turns out to be a rapidly convergence quantity for the reasons surrounding Eq. (20). This is typically the first quantity to converge in a given computation.

The next quantity to converge, typically, is the entanglement. This is because some of the small singular values take a longer time to converge and that the entropy is computed with a logarithm, so it is a longer time to make sure all digits are sufficiently converged.

Typically, the last quantity to converge is the wavefunction itself. It may be that spin up and spin down wavefunctions in a spin symmetric system are slightly asymmetric but converge with more sweeps. Rerunning DMRG once performing a measurement on the wavefunction is possible, and this is the recommended route for ensuring total convergence of the wavefunction. Note
that the \texttt{dmrg} function here can admit an option to save the left and right environments.

The recommendation is to master the ‘secret menu’ of options for at least the \texttt{dmrg} function in order to see how to use it efficiently, which includes which criteria to pick for convergence. Or the algorithm can be run inefficiently, which might be an option if the user’s time is best spent on some other aspect of a given problem. In the full \texttt{dmrg} function, the extra variables to set are \texttt{goal} for the target value and the boolean value \texttt{cvgE} which converges in energy (default true, less strict criterion) or the entanglement on the bond set with \texttt{SvNbond} (\texttt{cvgE}=false, more strict convergence criterion).

Choosing the correct convergence criterion largely depends on the problem of study and what properties need to be converged. It is cautioned that running the program for only as long as necessary is a good idea if it is also ensured that the method has actually converged. One strategy is to run a large computation with a large bond dimension. Then, the computation can be rerun for a smaller bond dimension. Typically if the extrapolated quantity in terms of the bond dimensions leads to the largest computation, then this is a promising sign that the computation has converged.

2. Quantifying uncertainty: truncation error

The truncation error from Sec. III F 3 is the error uncertainty for a given wavefunction. Based on the overlap of the wavefunctions surrounding the arguments near Eq. (28) can be used to provide an estimate on how accurate the final quantities are in DMRG when combined with Eq. (20). The full trace in Eq. (20) would give the proper expectation value for an operator $A$

$$\langle A \rangle \equiv \text{Tr}(\hat{A}) = \sum_k \rho_k \langle \Phi_k | A | \Phi_k \rangle$$  \hspace{1cm} (51)

but if the summation over $k$ is truncated, then the calculation represented in Eq. (28) applies and adds a factor $4$ of $(1 - \delta)\langle A \rangle$. which accounts for the uncertainty in the approximate expectation value of $A$. This could easily be the energy, and this is why the reporting of the truncation error is done in many tensor network studies. Some other discussion (and diagrams) on the truncation error are contained in Ref. 9.

Typical values for the truncation error vary depending on the system of study. Machine precision ($10^{-10}$, $10^{-12}$ or less) is often obtained for simple models such as one-dimensional models with only near neighbor connectivity. For larger two-dimensional systems, a truncation error in the range of $10^{-5}$ is typically very good.

Note that it is assumed that the wavefunction is reasonably converged and that the relation of the eigenvalues of the density matrix was done in comparison with the exact wavefunction, so the calculation should be fully converged before using this error metric.

3. Choice of the cutoff

Choosing a suitable cutoff $\eta$ is typically done by experience. It should be kept in mind that the magnitude of the singular values squared relates to the cutoff. In normal simulations, $10^{-5}$ is often used; however, a much larger $\eta$ value typically gives good energies.

Choosing the cutoff to be too low may cause the solution to be found to not be close to the ground state. Keep in mind that the cutoff will impose an effective length scale for the entanglement of a given system, and this will limit the range of correlations allowed in the system. So, keeping enough body states to accurately describe the ground state is necessary.

4. Comments on annealing parameters for the ground state

There are other types of DMRG that converge better to the ground-state and will be discussed later. These often include a noise term that helps the system avoid convergence to local minima. One strategy that has been popular in tensor network codes for some time is the use of a noise parameter. It is hoped that by arming the user with tools to prepare good initial states (i.e., by keeping a low bond dimension or 2-10 in a DMRG run with a few number of sweeps) that the need to define a scheduler will not be necessary. Still, if one is needed for a given application, then DMRjulia can accommodate this. It is the experience of the authors that annealing parameters in DMRG is not useful beyond setting the original wavefunction, which it is recommended here to do instead of the more elaborate scheduler.

If one did wish to use a schedule of parameters in the code, then the following example should serve as a good starting point.

```julia
nsweeps = 20
m = [2^i for i = 1:nsweeps]
cutoffs = [1/i for i = 1:nsweeps]
n = 1:nsweeps
noise = [1/i for i = 1:nsweeps]

for n = 1:nsweeps
    dmrmpsi,mpo,maxm=m[n],
cutoff=cutoffs[n],noise=noise[n],
    Lenv=storeLenv, Renv=storeRenv)
end
```

If the schedule is used, the common wisdom is to keep parameters constant for two sweeps before increasing them (not shown above). This allows for the second sweep to fully update all tensors. Then, if necessary, the results can be extrapolated from the second run of the two. Again, this sort of annealing of parameters in a schedule is not necessary in many situations in the experience of the authors. Rather, the suggestion is that finding a suitable starting state and allowing the algorithm to choose the best parameters unchecked is often best.
Annealing in another parameter of the system (for example, generating a series of MPOs to increase the magnitude of an interaction on the lattice) can be useful to converging results for a specific Fock space size. However, slowing increasing the bond dimension often adds to the computational time without helping converge the results.

B. Measurements

There are many possible measurements that could be applied to the MPS. The advantage of using the tensor network here is that only a subset of tensors must be considered to obtain an expectation value, no matter the size of the lattice! This is accomplished as a direct extension of the gauge condition from Sec. IV A 1 and is explained diagrammatically in Ref. 9. The functions necessary to implement those features in the library are given here.

A few simple examples of measurements and how to use the measurement functions in the library is presented here for the entanglement, local measurements for one site, two sites, and $r$-site correlation functions. An efficient algorithm for the expectation values is also given. For one final measurement tool, the determination of the correlation length on the lattice is determined from the transfer matrix.

1. Entanglement

Note that the determination of the entanglement is readily available from the SVD, so this makes tensor network methods highly useful from the perspective of studying topological physics.

```plaintext
site = cld(length(psi),2) #or other move!(psi,site) U,D,V = svd(psi[site],[[1,2],[3]]) rho = [D[k,k] for k = 1:size(D,1)]
```

Some code to find the entropy for each bond is

```plaintext
SvN = zeros(eltype(psi),length(psi)) for i = 1:length(psi)
    move!(psi,i)
    U,D,V = svd(psi[i],[[1,2],[3]])
    for k = 1:size(D,1)
        rhoval = D[k,k]^2
        SvN[i] -= rhoval * log(rhoval)
    end
end
```

which takes the SVD according to the diagram

This will generate all of the entropies for all the bonds in the system in the vector $SvN$.

2. Single site measurements

In the appendix on exact diagonalization (Apx. C), it is commented that local operators for the full system appear as a tensor product of operators. This results in a very large operator to be multiplied onto a wavefunction. The tensor network has the capability to keep the operators local while performing measurements. The simplest is the single site measurement which can be efficiently implemented by a careful re-gauging of the tensors. It was shown graphically in Ref. 9 that by gauging the MPS to the site of interest that the rest of the tensors contract to the identity.

When measuring $\langle \hat{S}_i^z \hat{S}_j^z \rangle$, the following diagram must be computed:

![Diagram of $\langle \hat{S}_i^z \hat{S}_j^z \rangle$]

Therefore, the only operation that must be performed is the movement of the gauge and then contraction of a particular operator onto the physical index of the MPS.

```plaintext
#definition of psi
#optional solution of psi
#definition of Sz

g = eltype(psi)
meas = Array{g,1}(undef,length(psi))
for i = 1:length(psi)
    move!(psi,i)
    C = contract([2,1,3],Sz,2,psi[i],2)
    meas[i] = ccontract(psi[i],C)
end
```

3. Two site measurements

Starting from either edge of the MPS, the left- or right-normalized tensors will contract to the identity so long as there are no operators applied. When attempting to determine the correlation function for a 2-point function, orthogonality is broken between the two sites where operators are applied. The tensors in between do not contract to the identity because the operator was applied on one of the sides between a tensor in the middle and the edge. Once the second operator is reached, orthogonality is present for the remaining tensors because they are right-normalized.
The strategy should then be to gauge the MPS to the site $i$ representing the first operator and perform all contractions out to the site $j$. After the site $j$, the tensors contract to the identity, so they do not contribute to the correlation function. To make this operation efficient, the environments should be saved before moving the second site over.

DMRjulia’s syntax for this operation is (the first example is $\langle \hat{c}_i^\dagger \hat{c}_j \rangle$ and the second is $\langle \hat{S}_i^+ \hat{S}_j^- \rangle$)

```plaintext
# with trailing operator
Cupd = Array(Cup ')
correlationmatrix(psi,Cupd,Cdn, trail=F)
# without trailing operator
correlationmatrix(psi,Sp,Sm)
```

This function should only be used when the resulting correlation matrix is symmetric and for two-point correlation functions (two inputs). Otherwise, a more general function for $r$-point correlation functions can be used as is explained next.

4. Measuring $r$-point correlation functions

If the $r$-point correlation function \[ \langle \Psi | \varphi(x_1) \varphi(x_2) \cdots \varphi(x_r) | \Psi \rangle \] must be measured, then a uniform function that can handle all $r$-point correlations functions can be used.

The basic idea is to list the operators as they are applied in order. The operators are not allowed to cross, instead the following will be repeated for every permutation of the operator order. For example, the 4-point correlation function \[ \langle \Psi | \hat{c}_i^\dagger \hat{c}_j^\dagger \hat{c}_k \hat{c}_\ell | \Psi \rangle \] can be evaluated where $i \leq j \leq k \leq \ell$ before then permuting the indices.

For this computation, orthogonality is not the most important quantity to keep track of. Technically, this was not necessary in the `correlationmatrix` function, but it is useful to think of evaluating the problem with the gauge condition enforced in case an isolated function must be taken. Instead, the 4-point correlation function is simply contracted up from the right, saving the boundary each time. The right most operator (in order $\ell,k,j,i$) is incremented only when the end of the chain is reached. The right environments do not need to be recomputed and can instead be generated at the beginning with `makeEnv`. The left environments are updated each time any operator is incremented.

To use this function, DMRjulia uses (for the correlation function $\langle \hat{S}_i^+ \hat{S}_j^- \hat{S}_k^- \hat{S}_\ell^- \rangle$)

```
correlation(psi,Sp,Sp,Sm,Sm)
```

When contracting an entire MPS and an optional number of MPOs, it is best to use the ideal contraction order presented in Apx. A. When doing this, the notation used for the contraction order delivers a repeating pattern that can be used to define one function for any expectation value that would be taken (i.e., any number of MPOs).

The order for two MPOs is shown in Fig. 11. The generic step is that the first contraction is between the left environment tensor and the first dual MPS tensor. If contracted as

Then in each step, the indices 1 and $g$ where $g$ is the number of MPOs plus 2 (in this case, 1 and 4 are the indices that are always contracted on the left environment).
The tensors are then contracted until the end of the MPS using this strategy. The result is then contracted to the right environment on the last site and the output is reported.

Note that using `expect` for generic wavefunction measurements will result in all tensors being contracted. It is far more efficient (by a factor of the lattice size) to use the gauge of the MPS as in the previous three sections to find these quantities.

\[ \text{expect}(\psi, \text{mpo}) \langle H \rangle \]
\[ \text{expect}(\psi, \text{mpo}, \text{mpo}) \langle H^2 \rangle \]
\[ \text{expect}(\psi, \text{mpo}, \text{mpo}, \text{mpo}) \langle H^3 \rangle \]

# when the dual does not match the MPS
\[ \text{expect}(\text{altpsi}, \psi, \text{mpo}) \]

And in general any number of MPOs are admissable to the `expect` function (provided that they are added as the last input).

The resulting code to use this function that handles all of these expectation values is surprisingly short considering how widely applicable this function is.

6. Correlation lengths

The idea of a transfer matrix extends back to the original solution of an Ising chain [25]. The extension here is to identify that a tensor in the MPS and its dual tensor, contracted along the physical index, form the transfer matrix. Some analysis of the transfer matrix to explain the appearance of exponential and power-law decays was discussed in Ref. 9.

Applying two operators on the lattice such as the example correlation function,
\[ \langle \Psi | \hat{S}_i^+ \hat{S}_j^- | \Psi \rangle \]
contains a set of transfer matrices between sites \( i \) and \( j \). As was discussed in Ref. 9, the transfer matrix can be thought of in terms of its eigenvalue decomposition. Doing this allows us to track how each eigenvalue develops with more and more transfer matrices. Namely, the characteristic form of each eigenvalue can be thought of in the form
\[ \exp(-x/\xi) \]
where \( 1/\xi = -\ln \rho_k \), effectively identifying the eigenvalue with a correlation length. The distance \( x \) is the difference between two lattice points.

To apply this to the determination of the transfer matrices, the computation of transfer matrices between two sites with spin operators appears diagrammatically as

\[ \text{tm} = \text{transfermatrix}(\psi, 2, 4) \]
\[ D, U = \text{eigen}(\text{tm}, [[1, 3], [2, 4]]) \]
\[ \# \text{to reload} \]
\[ \text{transfermatrix}(\text{tmat}, 5, 8, \text{transfermat}=\text{tm}) \]

where the order of indices used in the library are listed on the center tensor: the transfer matrix. Taking the eigenvalue decomposition of this tensor reveals the eigenvalues which can be used to compute the correlation length. By manipulating the exponential form above, the correlation length can be computed. Some code to do this in DMRjulia is

\[ T = \sum_k |k\rangle \rho_k \langle k| \] (54)

and more details in terms of diagrams are listed in Ref. 9. The index \( k \) indexes the eigenvalues of the matrix with associated eigenvalues \( |k\rangle \). The full correlation function is then straightforwardly [2]

\[ \frac{\langle \Psi | \hat{S}_i^+ \hat{S}_j^- | \Psi \rangle}{\langle \Psi | \Psi \rangle} = \sum_{k=1}^{m^2} L |k\rangle \rho_k^* \langle k|R \] (55)

where the total size \( m^2 \) assumes that the ends of the transfer matrix are uniform of size \( m \). The operators \( L \) and \( R \) correspond to the sites where the operators were applied (left and right sites in the above diagram) and the appropriate environments.

Note that even in models with only near-neighbor interactions that the correlation length can diverge. This illustrates that the range of interactions in the MPO often has little to do with the resulting correlation length. Other analysis tools, such as this transfer matrix approach, should be used instead of analysis of the Hamiltonian only.
The path taken on a two-dimensional lattice can inform which direction the correlation length applies to.

C. Some cases of interest

Some of these systems will require more computational resources (memory and time) to evaluate. The inclusion of these limitations here should not be a substitute for running these systems and gaining first-hand knowledge. Instead, they should be attempted to try and solve larger problems. Using as much knowledge as possible to ensure that computations has converged should always be applied to all problems (i.e., checking against exact limits and calculations, other publications, etc.).

1. Periodic boundary conditions

Periodic boundary conditions are notoriously hard for a tensor network to capture. In the most basic sense, it is not clear where to start contracting the network. Considering a ring such as demonstrated in Fig. 13, in order to start the computation from a finite MPS, one of the bonds will need to be chosen to be opened initially. This means that the bond will not be optimized in the DMRG step, and that the environments for the bond are fixed.

Once the other bonds are converged, then another bond is chosen to be fixed (the environment tensors are updated to now describe this bond). Then the ring is then split another bond and optimizing the rest produces a convergence pattern that involves jumps in the energy. This is because resetting the problem to the new bond often means that the previous sites were optimized in the wrong environment. This illustrates the difficulty in using periodic boundary conditions: not all environments can be optimized at the same time.

Many of these computations can be suitably handled by an infinite method, and this will be covered in a subsequent paper.

Note that one additional option could be used to obtain a periodic boundary condition. If a "long-bond" is added to the MPO (e.g., one interaction starting on site 1 and going to the last site), then this will also generate a suitable periodic boundary condition while maintaining a fixed environment. This strategy can be hard to converge and increases the size of the MPO. Nevertheless, it might be useful as a fast means to obtaining results for small periodic systems.

2. Quantum chemistry systems

Quantum chemistry Hamiltonians involve terms beyond quadratic terms. The quartic term that appears is due to the Coulomb interaction and causes some difficulty due to its long range [67]. The many-body Hamiltonian in second quantization is

$$\mathcal{H} = \sum_{ij} t_{ij} \hat{c}_i^\dagger \hat{c}_i + \sum_{k\ell} V_{ijk\ell} \hat{c}_i^\dagger \hat{c}_j^\dagger \hat{c}_\ell \hat{c}_k$$

where the one \((t_{ij})\) and two \((V_{ijk\ell})\) electron integrals are taken from some other source which can efficiently compute them for a given basis set. Note that the basis sets for these problems are often non-orthogonal and that this is often the most efficient representation of the problem. When using a non-orthogonal basis set, the eigenvalue problem surrounding Eq. (46) must now include an overlap matrix so that the resulting generalized eigenvalue problem can be solved.

When solving a many-body problem with a quartic term in the second quantized Hamiltonian. The MPO for this term is known analytically from Ref. 74. However, the recent development of automatic constructors for matrix product operators is a much more straightforward way to construct any Hamiltonian which will be covered in a subsequent paper. It is worth understanding how to prepare MPOs by hand with the techniques in this paper before moving on to the automatic MPO constructor.

The work of Garnett Chan prominently brought the tools of DMRG to the forefront in quantum chemistry [75], and it is recommended to at least understand the additional features input into the BLOCK code before attempting quantum chemistry simulations with DMRG [76–79]. Many chemistry extensions of this method have been taken in several directions (see, for example, Ref. 80). There are also tricks that are employed dealing with the spin symmetry of a system, and these may be useful for finding ground state energies.

3. Higher dimensional systems

Not only is the rank of a tensor a fluid concept, but the dimension of a particular system is also a fluid concept that can be flattened into another dimension for implementation in a tensor network. There is no specific
prescription for how to write the one-dimensional path through the higher dimensional lattice, as was seen in Sec. IV B 2, but some choice can keep the average interaction length shorter.

Models in higher dimensions can be more demanding computationally. The area law makes the scaling of these algorithms much worse as we go to higher dimension. The fact that higher dimensional systems are harder to evaluate should not prevent good-faith attempts to try and solve them. Cases in three dimensions might be out of reach, but two-dimensional systems are often suitably treated by efficient code [81].

Some alternative types of tensor networks can handle two-dimensional calculations more efficiently [82], but these will be covered in a subsequent paper.

4. Symmetry sectors from pinning fields

Solving DMRG may not automatically allow for a broken symmetry solution. Examples of this might be situations where a spin-density wave should appear on a lattice or if some modulation of the spins should appear in a given system. For example, it can be noticed that a staggered magnetic texture should appear for some lattices. For example, if on a two-dimensional lattice, each column along the lattice should switch from an average value \( \langle S^y_i \rangle = \pm 1 \), then it is natural to expect that DMRG will find some linear combination of both of those states, showing a spin texture (i.e., measuring \( \langle S^y_i \rangle \) on each site) that is \( \langle S^y_i \rangle \approx 0 \).

The question then becomes how to bias the state into one of the symmetry sectors. This can be done by applying a pinning field on the lattice for a few sweeps. Then, the system is relaxed into the ground state with the regular Hamiltonian (no pinning field).

For a practical example, see the situation in Ref. 68. There, a pinning field of a large magnitude (B ~ 1000) was applied with \( B S^y \) on the left edge of the two-dimensional lattice and \( -B S^y \) on the right edge for two sweeps only. This biases the y moments towards the left or right side. Then, the pinning field was removed and the solution of the ground state will naturally bias towards the alternating spin texture.

This strategy has been used in many situations on many different lattices and problems. It could be remarked that this requires analytic insight into a given model to even know that the broken symmetry solution should appear. In general, it is highly recommended that all numerical studies seek some theoretical justification, but when in doubt, the staggered field can be applied anyway. If no staggered spin texture is contained in the ground state then when the magnetic field is removed, then the regularly ordered spin texture should return. This would rule out a staggering.

Implementing the necessary onsite terms into the code is straightforward if using the MPO constructor. The onsite terms are simply entered into the lower-left entry of the MPO. However, it is also easy to add these terms to the MPO when using the automatic MPO constructor introduced in a subsequent paper in this series.

There is also a possibility to start from a random initial state in this case.

5. Momentum space

It is technically possible to introduce a momentum space representation into DMRG. This has been investigated when solving two-dimensional systems that are placed onto a cylinder, where one of the directions is periodic [83, 84]. Since there is one edge free, there is no issue with periodic boundary conditions like was discussed in Sec. VIC 1.

However, in general the application of a discrete Fourier transformation onto a lattice will introduce long ranged correlations for interactions that appear local in real space [85], and this will introduce a larger MPO representation and potentially make computing with DMRG longer. So, it is not always useful to evaluate the model in momentum space, although it is possible.

VII. CONCLUSION

A historical background on why DMRG is named as it is and what basic principles inform it were discussed. Then, four basic operations of reshaping, permuting indices, contraction, and decomposition was introduced with a diagrammatic notation. Basic aspects of the code including matrix product states, matrix product operators, and their definitions were introduced. The algorithmic steps were then reviewed, followed by a discussion on how to measure observable quantities.

This article focuses on the implementation with dense tensors, which do not take advantage of quantum numbers that can simultaneously prevent numerical instabilities from forcing the wavefunction into a new quantum number sector (i.e., changing the particle number in a Hubbard model) and also represents a vast time increase when used. The next article in the series will focus on this implementation in an efficient way.
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Appendix A: Computational complexity in big-\(O\) notation

The idea behind computational complexity estimates is to find the algorithmic scaling for the worst-case scenario. Once this is accomplished by assuming that all indices have a size \(\chi\) and then continuing the number of operations required to complete a specific task. The cost will be represented in big-\(O\) notation, and the meaning of this notation will become clear once it is used on an example here. Algorithms with smaller costs (lower polynomials in \(\chi\)) will be faster in general.

In the text, the computational efficiency of evaluating the contraction in Eq. (22) is now determined here. To do this, the number of loops to be evaluated must be counted. In this case, the contraction scales as \(O(\chi^6)\). There are two indices that are summed over (in this analysis all indices are dimension \(\chi\) and four that are not. When writing a code to do this using the "long" way of writing out all the loops manually, there is required 6 loops in total perform the contraction (two inner loops for the contracted indices and 4 outer loops to scan all elements of the resulting tensor).

Diagrammatically, one can visually see how an algorithm scales by counting the number of uncontracted indices and adding it to the number of contracted indices. The end result is the same if applied to Eq. (22).

For a second example, the contraction order in Sec. VIB5 can be revisited for two MPSs (no MPOs) to find the norm of the wavefunction the long way. The contraction can be illustrated in two different ways to show how changing the contraction order can change the speed of a code.

In the context of tensor networks, the computational complexity is a good analysis tool to compare two algorithms. However, note that computational complexity does not contain the full story in general. There can be a prefactor on the scaling that makes a particular algorithm run very poorly, and that prefactor can depend on \(\chi\) in some cases. This will matter more when discussing quantum number tensors.

1. Contracting MPS tensors

The algorithm presented in Sec. VIB5 is the best scaling method. The first tensor is contracted to the first tensor, represented as

\[
\sum_{a_1} (A^1)^{\sigma_1}_{a_1}^\dagger A_{a_1}^\sigma = L^E_{a_1}^{E_{a_1}} \tag{A1}
\]

where \(L^E\) is the environment from the left side of the system (see step 5 in Sec. V). The cost of this contraction with physical index size \(D\) is \(O(dm^3)\) where \(m\) is the auxiliary link index size on all tensors.

The next tensor to be contracted into the environment tensor is \(A^2_{a_1 a_2}\) and gives

\[
\sum_{a_1} L^E_{a_1 a_1} A^2_{a_1 a_2} = L^E_{a_1 a_2}^a \tag{A2}
\]

at a cost of \(O(dm^3)\). Then contracting the dual tensor, the new environment obtained is

\[
\sum_{a_1, a_2} L^E_{a_1 a_2} (A^1)^{\sigma_2}_{a_1 a_2} = L^E_{a_1 a_2}^a \tag{A3}
\]

where this costs \(O(dm^3)\). So, the cost of contracting the tensors in the ideal order is \(O(dm^3)\) because this was the largest cost of all the steps. Formally, one can add all three steps together and only retain the largest cost when evaluating the complexity.

2. Contracting transfer matrices

Another example of an equivalent operation is to contract all pairs of tensors and their duals along the physical indices. Then, the tensors can be contracted together along the link indices,

\[
\sum_{\sigma_1} (A^1)^{\sigma_1}_{a_{1-1} a_1} A^{\sigma_1}_{a_1-1 a_1} = T_{a_{1-1} a_1}^\sigma \tag{A4}
\]
where $T$ is a transfer matrix. This cost $O(dm^3)$. To then multiply two transfer matrices together, this will be

$$
\sum_a T^a_{ai-1} a^a_{ai} T^a_{ai} a^a_{i+1} = T^a_{ai-1} a^a_{i+1}
$$

and cost $O(m^6)$. This is the cost of computing the correlation length in Sec. VIB6. More discussion can be found in Ref. 9.

Comparing this estimate from the cost in the last section shows that this is not the ideal way to contract tensors for the MPS. The difference here is that no environment on the left or right of the transfer matrix is available, so the cost increased. If the transfer matrix must be found, then this cost will be required to be paid to obtain it.

### 3. Computational complexity of SVDs

The time complexity for the SVD is $O(\min(ab^2, a^2b))$ for a rectangular matrix of size $a \times b$. This is known from existing arguments [61]. Depending on how a tensor is reshaped, the cost of the SVD will vary.

### 4. Computational complexity of DMRG

The overall scaling for DMRG–based on the previous sections–goes as $O(N(dm)^3)$ for a number of sites $N$, size of the physical dimension $d$, bond dimension of the MPO of $\chi$, and bond dimension size $m$. The contractions for the MPOs are assumed to have a lower bond dimension, so do not contribute to the cost scenario of large MPS tensors. If this was not the case (which would be rare), then the bond dimension would be that of the MPO.

### Appendix B: Fermionic operators

Fermions can be implemented in MPS computations, although it requires some explanation to demonstrate how to do this. This brief introduction to the Jordan-Wigner transformation will attempt to educate any interested reader in how to use these. The main point of advice here is to use the examples in the library and make small modifications on the code to arrive at whatever code eventually needs to satisfy. Checking against small examples is also highly encouraged.

The representation of the proper commutation rules for fermions in a tensor network code requires special treatment to ensure that the anti-commutator takes the correct form $\{c^\dagger_{i\sigma}, c_{j\sigma'}\} = \delta_{i,j} \delta_{\sigma,\sigma'}$ for the fermionic operators. The formal justification of this construction can be found elsewhere [67], but how it is used and implemented is the focus here.

The bare operators for raising and lowering operators can be discovered by explicitly evaluating each of the matrix elements. In the physical Fock space defined by

$$\{|0\rangle, |\uparrow\rangle, |\downarrow\rangle, |\uparrow\downarrow\rangle\}$$  \hspace{1cm} (B1)

Then the wavefunctions can be enumerated in this basis. The following relations must be held by the operators $c^\dagger$ and $c$:

$$
\begin{align*}
  c^\dagger_i |0\rangle &= |\uparrow\rangle & c^\dagger_i |\downarrow\rangle &= |\uparrow\downarrow\rangle \\
  c^\dagger_i |\uparrow\rangle &= |\uparrow\downarrow\rangle & c^\dagger_i |\downarrow\rangle &= |\uparrow\rangle
\end{align*}
$$

with all other elements equal to zero. Similarly, the relationships are reversed for the lowering operator. Note that the minus sign is crucial to the definition of the fermions. The reason that it appears here is because adding the fermions out of order (or more specifically, out of normal ordering [37, 67]) must satisfy the anti-commutation rules. It can be verified explicitly that these are satisfied here with matrix multiplication of the tensors. The negative sign could have been added to the appropriate element of $c^\dagger$. This would define the opposite convention as is used here. So long as the sign convention is obeyed throughout the code, then this is sufficient to define these operators.

The resulting operators in the basis of Eq. (B1) is

$$
\begin{pmatrix}
  0 & 1 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 0
\end{pmatrix}
$$

However, these operators on their own are not sufficient to enforce the anti-commutation relations everywhere. Note that the site index was dropped for the basic definitions of the operators. If, for example, a particle is added on one site and then another particle is added on another site, it is a reasonable question to ask what overall sign the wavefunction has. This can be unified by defining a third operator that retains the information of the fermion sign, so it is known as the fermion sign operator, $F$, defined as

$$
\begin{pmatrix}
  1 & 0 & 0 & 0 \\
  -1 & 0 & 0 & 0 \\
  0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 1
\end{pmatrix}
$$

where the two middle elements are negative because they have one fermion and those elements multiply together on the double occupancy term. Note that two $F$ operators multiply to the identity matrix, so pairs of operators will cancel their fermion strings on the left-most sites.

Consider one strategy to enforce the correct fermion signs by adding a trail of $F$ operators to each application of $c^\dagger$. In diagrammatic notation, this becomes
where the code always assumes the trailing operators will be applied to the left of the given site where $\hat{c}^\dagger$ was applied. It is no difference to enforce the opposite convention.

To connect with ideas in topology, this enforces a boundary condition on the application of a fermion. So, braiding two fermions together will cause their fermion string operators to mingle in such a way as to gain the correct sign. So long as this is done consistently, the correct answer will result.

Note that while the fermion string operators must be implemented on each application, and that this might make the use of fermions an inherently non-local problem, the multiplication of two $\hat{F}$ operators gives the identity. So, if two fermions are applied, only the fermion strings in between them will matter. This means that the discussion in the main text on measuring two operators retains the local aspects of that computation. In other words, only the tensors between the two operators on sites $i$ and $j$ (inclusive) must be considered.

Small numerical round-off errors will allow for the particle number to change if the chemical potential is not set correctly. One can run the dense tensor network computations for the fermionic operators, but it is must better to implement a quantum number conserving system to do this, and this will be the next article in the series.

Appendix C: Connection to exact diagonalization

Some users will come from a background in exact diagonalization or wish to implement a small check model with exact diagonalization codes. This section aims to introduce the concepts in exact diagonalization with the functions defined in the library so far. This will also be useful for debugging small systems. The functions used here can be made to check the energies and wavefunctions of the DMRG results.

The decomposition of a generic Hamiltonian into a set of operators can be best written as a tensor product of identity operators (one for each site), with some of those operators replaced by another operator. For example, the Pauli matrix $\sigma_z$ on the second site of many is

$$\hat{\sigma}^z = \hat{I} \otimes \sigma^z \otimes \hat{I} \otimes \ldots \otimes \hat{I}$$  \hspace{1cm} (C1)$$

and with a straightforward generalization to other terms. It is then straightforward to construct Hamiltonian operators or any others that are necessary.

Each of the terms then scales exponentially with the number of lattice sites $N$, with a local Fock dimension of size $D$, as $d^N \times d^N$. This quickly becomes too large for classical memory storage, and this is the point where tensor network methods become more efficient.

In the Julia language, the operator `kron` can be used to connect these states. For an example with a spin system, the following code produces the term from Eq. (C1)

```plaintext
Sx,Sy,Sz,Sp,Sm,Id,O = spinOps()
bigSz = kron(Id,Sz)
```

where it should be noted that the `kron` function as of v1.6 is column-major as opposed to row-major, meaning that the operators must be input in the reverse here. However, there is an easy way to convert from the MPO to the full Hamiltonian with the `fullH` function in DMRJulia

```plaintext
ed_Ham = fullH(mpo)
#full diagonalization:
D,U = eigen(ed_Ham)
```

This simply connects all of the link indices of the MPO together and chooses the lower left corner (default) where the Hamiltonian accumulates. The function will be limited in the system size based on the memory constraints of the host computer but it is useful to check the energies for small systems.

There is no function to break apart the full Hamiltonian into the MPO. Instead, an automatic MPO creator will be implemented in a future work. However, the basic concept behind breaking up the full wavefunction in the MPS essentially applies to obtain the local MPO form.

The function to convert the wavefunction output from exact diagonalization (or from an analytic form) into a MPS representation.

```plaintext
physind = 2 #size of physical index
#number of sites
Ns = cld(length(exactvec),physind)
psi=convert2MPS(exactvec,physind,Ns)
```

and similarly to `fullH`, there is a function to convert the MPS to the full wavefunction

```plaintext
#define MPS as psi
wvct = fullpsi(psi)
```

A function to do this with the SVD decompositions was included in Ref. 9. The use of QR decompositions are used when it can be assured that the bond dimension is not truncated. The use of the QR decomposition avoids the re-contraction of the $\tilde{D}$ matrix into the $V^\dagger$ matrix as was necessary in the example code from Ref. 9. This potentially creates some speed improvements. Since it is assumed that the input wavefunction should not be truncated here, this justifies the use of the QR decomposition. The QL decomposition could be used here if the wavefunction is decomposed from right to left (resulting in the orthogonality center existing on the first site at the end.
of the computation), but there is no explicit reason why this would be advantageous here, and the movement of the orthogonality center for the first site after using the QR decomposition does not take too much time to run.

If the full wavefunction is to be kept, then the bond dimension \( m \) of the resulting tensors will be untruncated in the SVD and, resulting, exponentially large. However, if the value is allowed to be truncated through the SVD, then the most relevant states (natural orbitals) will be kept at each step. More discussion was already covered by us in Ref. 9 and some useful discussion on the cutoffs in bond dimension is there too.

To apply Lanczos onto the large Hamiltonian, simply call

```julia
out = krylov(fullH,fullpsi,maxiter=4)
wvfct,En = out
```

where it should be noted that other packages also have implementations of the Lanczos algorithm for large matrices.

Note further that the application of a local operator (i.e., \( \hat{\sigma}_z \)) requires a full \( d^N \times d^N \) object for each term in exact diagonalization. For tensor network methods, it is simply size \( d \times d \) since only the single site \( \hat{\sigma}_z \) is applied.

It is important to keep in mind, unlike exact diagonalization, that DMRG will iteratively converge the ground-state solution. So, there are more parameters to keep in mind when running a DMRG simulation. Comparatively, exact diagonalization is more automatic and gives solutions more immediately. However, the reduction in memory allows for larger systems to be solved, and this is well worth the trouble of understanding the tensor network methods.

**Appendix D: Getting started in Julia**

Downloading the Julia library is very simple from the official distribution. The code used in this paper is for v1.6.0 released as of March 24, 2021), although the code is generic enough to date back to v1.1.1. Note that there was a slowdown in the parallelization for v1.2.0–v1.4.0, so this should be minded if using those versions. The code is general enough that it should function with subsequent versions, but the code will be maintained online [8].

To load the library and start using all of the functions here, the main file must be included.

```julia
include("<library path>/DMRjulia.jl")
```

After this, all functions should be available. The examples in /examples show how to start several computations of interest.

For most functions, typing `?` and then the function name will print out documentation that is included in the code.

Many functions have both an in-place version (where the input to the function is modified) and one that is not in-place (where the input is copied and manipulated). The functions that act in-place are generally denoted with an exclamation point (e.g., `reshape!` is in-place and `reshape` copies the input).

There is also a "secret menu" of options on many high level functions that are worth understanding. This discussion is reserved for the Supplemental Material [16].

One operation that might be useful in the Julia code as of now is the writing of data to an output file. This can be accomplished in the `DelimitedFiles` package. A code such as

```julia
# define X and Y
using DelimitedFiles
open("values.txt", "w") do io
  writedlm(io, [X Y]) # two data outputs
end
```

There are also several plotting tools in Julia that can make graphs of data without exporting, including an imported tools from Python.

**Appendix E: Simple DMRG code**

The development of the basic tools in this paper are what was found to be to be necessary for efficient implementation of the DMRG algorithm and other extensions of these techniques in an efficient way. A short code is provided here using those tools.

```julia
# create reduced site problem (step 2)
function make2site(Lenv, Renv, psiL, psiR, mpoL, mpoR)
    Lpsi = contract(Lenv, [3], psiL, [1])
    LHpsi = contract(Lpsi, [2, 3], mpoL, [1, 2])
    LHpsipsi = contract(LHpsi, [2], psiR, [1])
    LHHpsipsi = contract(LHpsipsi, [3, 4], mpoR, [1, 2])
    HpsiLR = contract(LHHpsipsi, [3, 5], Renv, [1, 2])
    return HpsiLR
end
```
function simplelanczos(iL,iR,Lenv,Renv,psi,mpo;betatest = 1E-10)
Hpsi = make2site(Lenv[iL],Renv[iR],psi[iL],psi[iR],mpo[iL],mpo[iR])
AA = contract(psi[iL],3,psi[iR],1)
AA = div!(AA,norm(AA))
alpha1 = real(ccontract(AA,Hpsi))
psi2 = sub!(Hpsi,AA,alpha1)
beta1 = norm(psi2)
if beta1 > betatest
    psi2 = div!(psi2,beta1)
    Hpsi2 = contract(Lenv[iL],3,psi2,1)
    ops = contract(mpo[iL],4,mpo[iR],1)
    Hpsi2 = contract(Hpsi2,[2,3,4],ops,[1,2,4])
    Hpsi2 = contract(Hpsi2,[2,5],Renv[iR],[1,2])
    alpha2 = real(ccontract(psi2,Hpsi2))
    M = [alpha1 beta1; beta1 alpha2]
    D, U = eigen(M)
    energy = D[1,1]
    outAA = conj(U[1,1])*AA + conj(U[2,1])*psi2
else
    energy = alpha1
    outAA = AA
end
return outAA,energy
end

function simpledmrg(psi,mpo;m=20,sweeps=10,cutoff=1E-9)
Lenv,Renv = makeEnv(psi,mpo) #make environments
j = 1
for n = 1:sweeps
    for s = 1:2*(length(psi)-1)
        i = psi.oc
        #select sites to form renormalized problem (step 1)
        if j > 0
            iL = i
            iR = i + 1
        else
            iL = i - 1
            iR = i
        end
        outAA,energy = simplelanczos(iL,iR,Lenv,Renv,psi,mpo) #Lanczos (step 3)
        if cld(length(psi),2) == psi.oc
            println("sweep = $n, site = $(psi.oc), energy = ",energy[1])
            println()
        end
        U,D,V = svd(outAA,[[1,2],[3,4]],m=m,cutoff=cutoff) #SVD (step 4)
        if j > 0
            psi[iL] = U
            psi[iR] = contract(D,2,V,1)
#update environments (step 5)
Lenv[iR] = Lupdate(Lenv[iL], psi[iL], psi[iL], mpo[iL])

else
psi[iL] = contract(U,3,D,1)
psi[iR] = V
#update environments (step 5)
Renv[iL] = Rupdate(Renv[iR], psi[iR], psi[iR], mpo[iR])

end

psi .oc += j

if j > 0 && psi .oc == length(psi)
    j *= -1
elseif j < 0 && psi .oc == 1
    j *= -1
end

end

end

Ns = 100
spinmag = 0.5
physindsize = convert(Int64,2*spinmag+1)

psi = randMPS(physindsize,Ns)

Sx,Sy,Sz,Sp,Sm,O,Id = spinOps(s=spinmag)

H = [Id 0 0 0 0; Sp 0 0 0 0; Sm 0 0 0 0; Sz 0 0 0 0; 0 Sm/2 Sp/2 Sz Id]

mpo = makeMPO(H,physindsize,Ns)

println("#############")
println("simple DMRG (dense version)")
println("#############")
simpledmrg(psi,mpo,sweeps=20,m=45,cutoff=1E-9)

This code can be compared with the basic steps for DMRG in both diagrammatic and text form in Sec. V.