Phase Transitions in Spectral Community Detection of Large Noisy Networks
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Abstract—In this paper, we study the sensitivity of the spectral clustering based community detection algorithm subject to an Erdos-Renyi type random noise model. We prove phase transitions in community detectability as a function of the external edge connection probability and the noisy edge presence probability under a general network model where two arbitrarily connected communities are interconnected by random external edges. Specifically, the community detection performance transitions from almost perfect detectability to low detectability as the inter-community edge connection probability exceeds some critical value. We derive upper and lower bounds on the critical value and show that the bounds are identical when the two communities have the same size. The phase transition results are validated using network simulations. Using the derived expressions for the phase transition threshold we propose a method for estimating this threshold from observed data.

Index Terms—community detectability, noisy graph

I. INTRODUCTION

Community detection is a graph signal processing problem [1]–[9] where the goal is to cluster the nodes on a graph into different communities by inspecting the connectivity structure of the graph. Consider an undirected regular graph consisting of two node-disjoint communities interconnected by some external edges. Let \( n \) denote the total number of nodes in the network. The network topology can be characterized by its symmetric adjacency matrix \( A \), where \( A \) is an \( n \times n \) matrix, with \( A_{ij} = 1 \) if an edge exists between nodes \( i \) and \( j \), and \( A_{ij} = 0 \) otherwise.

Since community detection can be viewed as a graph partitioning problem that can be solved by identifying the graph cut that correctly separates the communities, spectral clustering [10], [11] approaches to community detection are natural [12]–[15]. Spectral clustering specifies a graph cut by inspecting the eigenstructure of the graph. Let \( L(0_n) \) be the \( n \)-dimensional all-one (all-zero) vector. Define \( L(0_n) = D - A \) as the graph Laplacian matrix of the graph, where \( D = \text{diag}(\mathbf{1}_n) \) is the diagonal degree matrix. Let \( \lambda_i(L) \) denote the \( i \)-th smallest eigenvalue of \( L \). It is well-known that \( \lambda_2(L) = 0 \) since \( L(I_n) = 0_n \) and \( L \) is a positive semidefinite (PSD) matrix [16], [17]. The second smallest eigenvalue, \( \lambda_2(L) \), is known as the algebraic connectivity. The eigenvector associated with \( \lambda_2(L) \) is called the Fiedler vector [18]. A mathematical representation of the algebraic connectivity is

\[
\lambda_2(L) = \min_{\|x\|_2 = 1, x^T x = 0} x^T L x.
\]

The principle underlying spectral clustering for community detection [13]–[15] is summarized as follows:

1) Compute the graph Laplacian matrix \( L = D - A \).
2) Compute the Fiedler vector \( y \).
3) Perform K-means clustering [19] on the entries of \( y \) to cluster the nodes into two groups. To detect more than two communities, we can use successive spectral clustering on the discovered communities [11], [20].

Most literature on community detectability [21]–[28] focuses on the noiseless setting where the edges are not subject to random insertions or deletions. However, in practice the network data can be corrupted by incorrect measurements or background noises (e.g., bio-informatics data) that can produce such random insertions and deletions. Consequently, analyzing the sensitivity of community detection algorithms to noise is an important task. In this paper, we prove the existence of abrupt phase transitions in community detectability for spectral community detection under an Erdos-Renyi type random noise model. Our network model includes the widely used stochastic block model [29] as a special case. We show that at some critical value of random external edge connection probability the community detection performance transitions from almost perfect detectability to low detectability in the large network limit (large \( n \)). We provide asymptotic upper and lower bounds on this critical value. The bounds become equal to each other when these two community sizes are identical. This framework can be generalized to community detection on more than two communities by aggregating multiple communities into two larger communities.

We use simulated networks to validate the asymptotic expressions for the phase transitions. Using our theory, we propose an empirical estimator of the critical phase transition threshold that can be applied to data. These empirical estimates are used to test whether the detector is operating in a reliable detection regime, i.e., below the phase transition threshold.

II. NETWORK MODEL AND RELATED WORKS

Consider two arbitrarily connected communities with internal adjacency matrices \( A_{S_1} \) and \( A_{S_2} \) and network sizes \( n_1 \) and \( n_2 \), respectively. The external connections between these two communities are characterized by an \( n_1 \times n_2 \) adjacency matrix \( C_S \), where each entry in \( C_S \) is a Bernoulli(\( p \)) random variable. Let \( n = n_1 + n_2 \). The overall \( n \times n \) adjacency matrix of the community structure can be represented as

\[
A_S = \begin{bmatrix} A_{S_1} & C_S \\ C_S^T & A_{S_2} \end{bmatrix}.
\]

The widely used stochastic block model [29] is a special case of (2) when the two community structures are generated by connected Erdos-Renyi random graphs parameterized by the within-community connection probability \( p_i \) (\( i = 1, 2 \)). Our network model is more general since we only assume random connection probability \( p \) on the external edges and we allow the within-community adjacency matrices \( A_{S_1} \) to be arbitrary. In this paper we consider the noisy setting in which the adjacency matrix \( A_S \) is corrupted by a random adjacency matrix \( A_N \) such that the observed adjacency matrix is \( \Lambda = A_S + A_N \). The adjacency matrix \( A_N \) is generated by an Erdos-Renyi random graph with edge connection probability \( q \). Note that this model only allows random insertions and not deletions of edges.

Community detectability has been studied under the stochastic block model with restricted assumptions such as \( n_1 = n_2, p_1 = p_2 \) and fixed average degree as the network size \( n \) increases [23]–[26].
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III. PHASE TRANSITION ANALYSIS

Let \(1_{n_1}\) be the \(n_1\)-dimensional all-one vector and let \(D_{S_1} = \text{diag}(C_S 1_{n_2})\) and \(D_{S_2} = \text{diag}(C_S^2 1_{n_1})\). The graph Laplacian matrix of the noiseless graph can be represented as

\[
L_S = \begin{bmatrix}
L_{S_1} + D_{S_1} & -C_S \\
-C_S^T & L_{S_2} + D_{S_2}
\end{bmatrix},
\]

where \(L_{S_i}\) is the graph Laplacian matrix of \(i\)-th community. Similarly, the graph Laplacian matrix of the noise graph can be represented as

\[
L_N = \begin{bmatrix}
L_{N_1} + D_{N_1} & -C_N \\
-C_N^T & L_{N_2} + D_{N_2}
\end{bmatrix},
\]

where \(L_{N_i}\) is the graph Laplacian matrix of the noise matrix in \(i\)-th community. \(C_N\) is the adjacency matrix of noisy edges between two communities, \(D_{N_1} = \text{diag}(C_N 1_{n_2})\) and \(D_{N_2} = \text{diag}(C_N^2 1_{n_1})\). Therefore the overall graph Laplacian matrix is \(L_S + L_N\).

Let \(x = [x_1, x_2]^T\), where \(x_1 \in \mathbb{R}^{n_1}\) and \(x_2 \in \mathbb{R}^{n_2}\). By (1) we have \(\lambda_2(L) = \min \lambda_1^T L\lambda \) subject to the constraints \(x_1^T x_1 + x_2^T x_2 = 1\) and \(x_1^T 1_{n_1} + x_2^T 1_{n_2} = 0\). Using Lagrange multipliers \(\mu, \nu\) and \(t\), the Fiedler vector \(y = [y_1, y_2]^T\) of \(L\), with \(y_1 \in \mathbb{R}^{n_1}\) and \(y_1 \in \mathbb{R}^{n_2}\), satisfies \(y = \arg \min_{\lambda_1 T\lambda} \Gamma(x)\), where

\[
\Gamma(x) = x_1^T (L_{S_1} + D_{S_1} + L_{N_1} + D_{N_1}) x_1 - 2x_1^T (C_S + C_N) x_2 + x_2^T (L_{S_2} + D_{S_2} + L_{N_2} + D_{N_2}) x_2 - \mu (x_1^T 1_{n_1} + x_2^T 1_{n_2} - 1) - \nu (x_1^T 1_{n_1} + x_2^T 1_{n_2}).
\]

Differentiating (5) with respect to \(x_1\) and \(x_2\), respectively, and substituting \(y\) to the equations, we obtain

\[
2(L_{S_1} + D_{S_1} + L_{N_1} + D_{N_1}) y_1 - 2(C_S + C_N) y_2 - 2\mu y_1 - \nu L_{N_1} = 0_{n_1},
\]

\[
2(L_{S_2} + D_{S_2} + L_{N_2} + D_{N_2}) y_2 - 2(C_S + C_N) y_1 - 2\mu y_2 - \nu L_{N_2} = 0_{n_2}.
\]

Left multiplying (6) by \(1_{n_1}^T\) and left multiplying (7) by \(1_{n_2}^T\), we have

\[
21_{n_1}^T(L_{S_1} + D_{S_1} + L_{N_1} + D_{N_1}) y_1 - 21_{n_1}^T(C_S + C_N) y_2 - 2\mu 1_{n_1}^T y_1 - \nu 1_{n_1} = 0,
\]

\[
21_{n_2}^T(L_{S_2} + D_{S_2} + L_{N_2} + D_{N_2}) y_2 - 21_{n_2}^T(C_S + C_N) y_1 - 2\mu 1_{n_2}^T y_2 - \nu 1_{n_2} = 0.
\]

Since by definition \(1_{n_1}^T D_{S_1} = 1_{n_1}^T C_{S_1}^2 1_{n_1}\), \(1_{n_1}^T C_S = 1_{n_1}^T D_{S_2}\), \(1_{n_1}^T D_{N_1} = 1_{n_1}^T C_{N_1}^2 1_{n_1}\) and \(1_{n_1}^T C_N = 1_{n_1}^T D_{N_2}\), adding (8) and (9) we obtain \(\nu = -\frac{\mu}{\sqrt{n_1} 1_{n_1}^T 1_{n_1}}\) by the fact that the Fiedler vector \(y\) has the property \(y^T 1 = 0\). Applying \(\nu = 0\) and left multiplying (6) by \(y_1^T\) and left multiplying (7) by \(y_2^T\), we have

\[
y_1^T (L_{S_1} + D_{S_1} + L_{N_1} + D_{N_1}) y_1 - y_1^T (C_S + C_N) y_2 - \mu y_1^T y_1 = 0,
\]

\[
y_2^T (L_{S_2} + D_{S_2} + L_{N_2} + D_{N_2}) y_2 - y_2^T (C_S + C_N) y_1 - \mu y_2^T y_2 = 0.
\]

Adding (10) and (11) and by (1) and (2) we obtain \(\mu = \lambda_2(L)\).
Adding (21) and (22), we have
\[
\frac{1}{\sqrt{n_1 n_2}} \left[ y_1^T (L_{S_1} + L_{N_1}) y_1 + y_2^T (L_{S_2} + L_{N_2}) y_2 \right] + \\
2 \left( \frac{(1/2)^T y_1 y_1}{\sqrt{n_1 n_2}} - \left( \frac{\sqrt{c} y_1^T y_1}{\sqrt{n_1}} + \frac{1}{\sqrt{c}} y_2^T y_2 \right) \right) (p + q) \xrightarrow{a.s.} 0. \tag{23}
\]
As the two bracketed terms in (23) converge to finite constants for all \( t = p + q \) in Case 1, almost surely,
\[
\frac{1}{\sqrt{n_1 n_2}} \left[ y_1^T (L_{S_1} + L_{N_1}) y_1 + y_2^T (L_{S_2} + L_{N_2}) y_2 \right] = 0; \tag{24}
\]
\[
2 \left( \frac{(1/2)^T y_1 y_1}{\sqrt{n_1 n_2}} - \left( \frac{\sqrt{c} y_1^T y_1}{\sqrt{n_1}} + \frac{1}{\sqrt{c}} y_2^T y_2 \right) \right) \xrightarrow{a.s.} 0. \tag{25}
\]
By the PSD property of the graph Laplacian matrix, \( y_1^T (L_{S_1} + L_{N_1}) y_1 + y_2^T (L_{S_2} + L_{N_2}) y_2 > 0 \) if and only if \( y_1 \) and \( y_2 \) are not constant vectors. Therefore (24) implies \( y_1 \) and \( y_2 \) converge to constant vectors. By the constraints \( y_1^T y_1 + y_2^T y_2 = 1 \) and \( L^T y_1 + L^T y_2 = 0 \), we have, almost surely,
\[
\sqrt{\frac{n_1}{n_2}} y_1 \rightarrow \pm 1_{n_1} \quad \text{and} \quad \sqrt{\frac{n_2}{n_1}} y_2 \rightarrow \mp 1_{n_2}. \tag{26}
\]
Consequently, in Case 1, \( y_1 \) and \( y_2 \) tend to be constant vectors with opposite signs. More importantly, (26) suggests a phase transition in spectral community detectability. In Case 1, spectral clustering can almost correctly identify these two communities since \( y_1 \) and \( y_2 \) are constant vectors with opposite signs. On the other hand, in Case 2, \( L^T y_1 \rightarrow 0 \) and \( L^T y_2 \rightarrow 0 \) almost surely. The entries of \( y_1 \) and \( y_2 \) tend to have opposite signs in their entries. Therefore in Case 2, spectral clustering results in very poor community detection.

IV. UPPER AND LOWER BOUNDS ON THE CRITICAL VALUE

Next we derive an upper bound on the critical value \( p^* \) of the phase transition. From (1) and (2), we know that
\[
\lambda_2(L) = y_1^T (L_{S_1} + D_{S_1} + L_{N_1} + D_{N_1}) y_1 - 2y_1^T (C_S + C_N) y_2 + y_2^T (L_{S_2} + D_{S_2} + L_{N_2} + D_{N_2}) y_2 \tag{27}
\]
subject to \( L^T y_1 + L^T y_2 = 0 \) and \( y_1 y_1 + y_2 y_2 = 1 \). In Case 2, since \( L^T y_1 \rightarrow 0 \) and \( L^T y_2 \rightarrow 0 \) almost surely, recalling the definition \( \Delta_S = C_S - C_S \) and let \( \Delta_N = C_N - C_N \),
\[
y_1^T (C_S + C_N) y_2 = y_1^T (C_S + C_N) y_2 + y_1^T \Delta_S y_2 + y_2^T \Delta_N y_2 \leq \sqrt{\frac{n_1}{n_2}} y_1 \rightarrow 0 \tag{28}
\]
by the fact that \( \sigma_1 \left( \frac{\Delta_S}{\sqrt{n_1 n_2}} \right) \xrightarrow{a.s.} 0 \) and \( \sigma_1 \left( \frac{\Delta_N}{\sqrt{n_1 n_2}} \right) \xrightarrow{a.s.} 0 \) in Appendix VII-B of [27] and \( C_S = p L_{1N_1} T^T \) and \( C_N = q L_{1N_1} T^T \). Furthermore, since \( D_{S_1} = \text{diag}(C_S 1_{n_1}) \), \( D_{S_2} = \text{diag}(C_S 1_{n_1}) \), \( D_{N_1} = \text{diag}(C_N 1_{n_2}) \) and \( D_{N_2} = \text{diag}(C_N 1_{n_2}) \), (12) gives, almost surely,
\[
\frac{1}{n_2} y_1^T (D_{S_1} + D_{N_1}) y_1 \rightarrow (p + q) y_1^T y_1; \tag{29}
\]
\[
\frac{1}{n_1} y_2^T (D_{S_2} + D_{N_2}) y_2 \rightarrow (p + q) y_2^T y_2. \tag{30}
\]
Therefore in Case 2 we have
\[
\frac{\lambda_2(L)}{n} \xrightarrow{a.s.} \min_{x \in S} \left\{ \frac{1}{n} x^T L_{1N_1} x + \frac{1}{n} x^T L_{2N_2} x + n_2 \frac{1}{n} x^T x_1 + n_1 \frac{1}{n} x^T x_2 \right\}, \tag{31}
\]
where \( L_i = L_{S_i} + L_{N_i}, t = p + q \), and \( S = \left\{ x : [x_1, x_2]^T : 1_{n_1}^T x_1 = 1_{n_2}^T x_2 = 0, x_1^T x_1 + x_2^T x_2 = 1 \right\} \). \tag{32}

Define two sets
\[
S_1 = \left\{ x : 1_{n_1}^T x_1 = 1_{n_2}^T x_2 = 0, x_1^T x_1 = 1, x_2^T x_2 = 0 \right\}; \tag{33}
\]
\[
S_2 = \left\{ x : 1_{n_1}^T x_1 = 1_{n_2}^T x_2 = 0, x_1^T x_1 = 0, x_2^T x_2 = 1 \right\}, \tag{34}
\]
and define
\[
\mu_i(L) = \min_{x \in S_i} \left\{ \frac{1}{n} x^T L_{1N_1} x + \frac{1}{n} x^T L_{2N_2} x + n_2 \frac{1}{n} x^T x_1 + n_1 \frac{1}{n} x^T x_2 \right\}. \tag{35}
\]
Since \( S_1, S_2 \subseteq S \), we have, almost surely,
\[
\frac{\lambda_2(L)}{n} \leq \min \left\{ \mu_1(L), \mu_2(L) \right\} = \min \left\{ \frac{\lambda_2(L_1) + \lambda_2(L_2) - |\lambda_2(L_1) - \lambda_2(L_2)|}{2n} \right\} \tag{36}
\]
where we use the facts that \( \min\{a, b\} = \frac{a + b + |a - b|}{2} \) and \( |a - b| \geq |a| - |b| \). Note that the last equality in (36) holds if \( n_1 = n_2 \). Let \( t^* = p^* + q \) be the critical value for phase transition from Case 1 to Case 2. There is a phase transition on the asymptotic value of \( \frac{\lambda_2(L)}{n} \) since the slope of \( \frac{\lambda_2(L)}{n} \) converges to 1 almost surely when \( t \leq t^* \), whereas from \( \frac{\lambda_2(L_1) + \lambda_2(L_2) - |\lambda_2(L_1) - \lambda_2(L_2)|}{2n} \leq \frac{n_1 - n_2}{2n} \) when \( t \geq t^* \). From (12), we obtain an asymptotic upper bound \( p_{UB} \) on the critical value \( p^* \) by substituting \( t^* = p^* + q \) to (36),
\[
p_{UB} = \frac{\lambda_2(L_1) + \lambda_2(L_2) - |\lambda_2(L_1) - \lambda_2(L_2)|}{n - |n_1 - n_2|} - q. \tag{37}
\]
To derive a lower bound on \( p^* \), we have that in Case 2,
\[
\frac{\lambda_2(L)}{n} \xrightarrow{a.s.} \min_{x \in S} \left\{ \frac{1}{n} x^T L_{1N_1} x + \frac{1}{n} x^T L_{2N_2} x + n_2 \frac{1}{n} x^T x_1 + n_1 \frac{1}{n} x^T x_2 \right\} \tag{38}
\]
ability $p_r$. It is proved in Appendix VII-C of [27] that $\lambda_2 \left( \frac{\mathbb{L}}{\mathbb{E}} \right) \xrightarrow{a.s.} p_r + q$. Therefore $\hat{p}_{UB} = \left( p_r + p_2 - (1 - q) \left( 1 - c \right) n \right) / n$ and $\hat{p}_{LB} = \left( p_r + p_2 - (1 - q) \left( 1 - c \right) n \right) / n$. When $n_1 = n_2$ (i.e., $c = 1$), the critical value $p^* = \frac{2}{n_1 + p_2 - |p_1 - p_2|}$. This suggests that in the largest network limit when $n \rightarrow \infty$ and $c = 1$ the performance of spectral community detection is independent of the noise parameter $q$.

V. PERFORMANCE EVALUATION

A. SIMULATED NETWORKS

We use the stochastic block model [29] to generate network graphs for community detection. The detectability is defined as the fraction of nodes that are correctly identified and the baseline detectability is 0.5 for random guesses. In Fig. 1, when $p_1 = p_2 = 0.25$, $n_1 = n_2 = 2000$ and $q = 0.05$, the theoretical critical value from (41) is $p^* = 0.2229$. Note that $p^*$ will converge to 0.25 as we increase $n$ as predicted in Sec. IV.

Fig. 1 (a) verifies the phase transition in $\frac{\lambda_2(\mathbb{L})}{\lambda_1(\mathbb{L})}$ empirically confirming that $\lambda_2(\mathbb{L})$ approaches $p + q$ when $p \leq p^*$ and $\lambda_2(\mathbb{L})$ approaches $p + q + c'$ when $p > p^*$, where $c' = \frac{\lambda_2(\mathbb{L}) - \lambda_1(\mathbb{L})}{\lambda_1(\mathbb{L}) - \lambda_2(\mathbb{L})}$. Fig. 1 (b) shows that the community detectability transitions from almost perfect detectability when $p < p^*$ to low detectability when $p > p^*$. Moreover, as derived in (25), the Fiedler vector components $y_1$ and $y_2$ are constant vectors with opposite signs for $p < p^*$, and $1_{n_1}^T y_1 \rightarrow 0$ and $1_{n_2}^T y_2 \rightarrow 0$ for $p > p^*$, as shown in Fig. 1 (c).

B. EMPIRICAL ESTIMATORS OF PHASE TRANSITION BOUND ON REAL-WORLD DATASET

Here we show that the critical phase transition threshold $p^*$ can be empirically estimated to empirically test the reliability of spectral community detection. Let $\tilde{L}_i$ be the graph Laplacian matrix of the estimated community $i$ obtained by applying spectral clustering to the observed adjacency matrix $A$ and let $\tilde{n}_i$ denote the estimated network size of community $i$. Using (24) and (40), the empirical estimators of these parameters are defined as

$$\hat{p} = \text{number of identified external edges}/\tilde{n}_1 \tilde{n}_2,$$

$$\hat{p}_{LB} = \frac{\lambda_2(\tilde{L}_1) + \lambda_2(\tilde{L}_2) - |\lambda_2(\tilde{L}_1) - \lambda_2(\tilde{L}_2)|}{n + |\tilde{n}_1 - \tilde{n}_2|},$$

$$\hat{p}_{UB} = \frac{\lambda_2(\tilde{L}_1) + \lambda_2(\tilde{L}_2) - |\lambda_2(\tilde{L}_1) - \lambda_2(\tilde{L}_2)|}{n - |\tilde{n}_1 - \tilde{n}_2|}.\quad$$

Based on these empirical estimates, the performance of community detection can be classified into three categories. If $\hat{p} \leq \hat{p}_{LB}$, the network is in the reliable detection region. If $\hat{p}_{LB} < \hat{p} < \hat{p}_{UB}$, the network is in the intermediate detection region. If $\hat{p} \geq \hat{p}_{UB}$, the network is in the unreliable detection region.

The co-purchasement data between 105 American political books sold on Amazon [56] are used to estimate the parameters $p_{LB}$, $p_{UB}$ and $p$. For the corresponding network graph nodes represent political books and edges represent co-purchasements. An edge exists between two books if they are frequently purchased by the same buyer. Three labels, liberal, conservative and neutral, were determined by Newman [36]. We perform community detection by separating the books into two groups since there are only 13 books with neutral labels (i.e., the oracle detectability is 0.8762). To investigate the sensitivity of spectral community detection to noisy edge insertions, for each edge not present in the original graph, an edge is added with probability $q$. The community detection results are summarized in Table I. Observe that for small $q$ ($q=0$ or 0.002) the network is mostly in the reliable detection region ($\hat{p} < \hat{p}_{LB}$), which indicates that spectral community detection achieves high detectability. When $q = 0.01$, the network is mostly in the intermediate detection region ($\hat{p}_{LB} < \hat{p} < \hat{p}_{UB}$), indicating that the community detectability has large variation. When $q$ is large ($q=0.05$ or 0.1), the network is mostly in the unreliable detection region resulting in low detectability. The large standard deviation of $\hat{p}_{UB}$ for large $q$ is due to the fact that spectral community detection may mistakenly detect two communities with extremely imbalanced community sizes such that the denominator of the estimator $\hat{p}_{UB}$ is small.

VI. CONCLUSION

We establish asymptotic phase transition bounds on the critical value $p^*$ under a general network setting corrupted by a Erdos-Renyi type noise model. The communities are proven to be almost perfectly detectable below the phase transition threshold and to be undetectable above the phase transition threshold. The phase transition bounds are used to establish empirical estimators to evaluate the reliability of spectral community detection, where the detector is said to be operating in the reliable, intermediate, or unreliable detection regime based on the empirical estimates. Simulated networks generated by the stochastic block model validate the phase transition theory for community detectability. An empirical estimator of the phase transition is proposed that can be used to explore sensitivity of the spectral community detection algorithm on real data.
