Research on coal-rock recognition based on sound signal analysis
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Abstract. The recognition of the cutting state of shearer is the key technology to realize variable speed cutting and mining automation. It is of great significance for improving shearer reliability, ensuring personal safety and improving coal quality. This paper proposed a coal-rock recognition method based on sound signal analysis. The original sound signal produced during the cutting process of shearer is decomposed by variational mode decomposition (VMD), and the obtained IMFs can construct a signal matrix. The signal matrix is processed by singular value decomposition (SVD), and a series of singular values can be obtained and defined as the signal features. Finally, the coal-rock recognition is realized by extreme learning machine (ELM) based on the extracted signal features. The experiment results show that the overall recognition accuracy is 91.7% under the actual cutting condition, which verifies the effectiveness of the proposed method in coal-rock recognition, and lays a theoretical foundation for the automation and intellectualization of shearer mining.

1 Introduction

The recognition of the cutting state of shearer is the key technology to realize variable speed cutting and mining automation. It is of great significance for improving shearer reliability, ensuring personal safety and improving coal quality. At present, there are many kinds of methods for coal-rock recognition, the main technical methods are force detection method, image processing detection method, ray detection method, vibration detection method and sound detection method and so on [1, 2]. However, the force detection method has some defects of inaccurate force measurement. Because there is a lot of dust in the real working conditions of coal mine, so the effect of image processing detection method is well affected by external environmental interference. The ray detection method has a good effect, but the price of the sensors is high and the real application cost is high. The vibration signal generated by collision between coal and rock in shearer cutting process is different, so the method based on vibration signal detection is proposed. But the vibration should be reduced on the transmission path, and the feature should be weakened in its transmission process, which is not conducive to feature extraction [3]. The sound signal generated by the cutting of shearer also contains the information reflecting the cutting state of shearer. In addition, compared with vibration signals, the measurement of sound signals is belongs to non-contact measurement method, and the measurement of sound signals can effectively reduce the loss of signal transmission process [4]. Analyzing the sound signal generated during the cutting process of shearer is a feasible method to realize coal-rock recognition.

Similar to vibration signal analysis, the key of coal-rock recognition based on sound signal is also feature extraction and state recognition. The sound signal generated by shearer cutting also has the characteristics with non-stationary and non-linear [5]. At present, non-stationary signal analysis method usually includes wavelet transform, empirical mode decomposition (EMD). But in the applied process of wavelet transform, it is very difficult to determine the most suitable wavelet basis. EMD also has some obvious drawbacks, such as modal aliasing [6]. To solve this problem, EEMD is proposed, but the decomposed components obtained by EEMD generally do not conform to the basis definition of IMF [7]. Recently, VMD is proposed, and it is adaptive and without time-frequency interference. VMD decomposes the original complex sound signal into a series of finite narrowband-limited IMFs by searching for the optimal solution of the variational constrained model, and the instantaneous frequency of the obtained IMFs has practical physical significance. At present, VMD has been applied to deal with non-stationary signals [8, 9].

A series of IMFs can be obtained by VMD, and the state information in the sound signals of shearer cutting can be stored among them. The effective features could be extracted from the signal matrix consisting of those IMFs. SVD is often used in signal processing and feature extraction, and the obtained singular values can mine the important information hidden in the signal matrix [10]. Therefore, SVD can be used to process the signal matrix.
composed of a series of IMFs, and the obtained singular values can be used as the signal feature to reflect the state difference among signals. State recognition is the key after signal feature extraction. ELM is a single-hidden layer feed-forward neural network, and it has been widely applied in many fields due to its good learning ability. This algorithm randomly generates the connection weights between input layer and hidden layer and the threshold of hidden neurons, and they do not need to be adjusted in the training process. The number of hidden neurons is the only parameter that need to be set up, and the unique optimal solution can be obtained. Compared with other traditional training methods, ELM has the advantages of fast learning and good generalization ability [11, 12]. Based on the above analysis, a coal-rock recognition method based on sound signal analysis is established, which combines VMD, SVD and ELM.

2 Model establishment

2.1 Variational mode decomposition (VMD)

The decomposition process of VMD is the solution process of variational problems. The algorithm can be divided into the construction and solution of variational problems.

1. The construction of variational problem
Assuming that each modal function has the finite bandwidth with a central frequency, the variational problem can be described as finding $K$ modal functions $u_i(t)$, and the sum of the estimated bandwidth of each modal function is the smallest. The constraint condition is the sum of each modal function is the original signal, and the specific construction is as follows [13,14]:

(1) The analytical signal of each modal function $u_i(t)$ is obtained by Hilbert transform, and its unilateral spectrum can be obtained;

(2) The frequency spectrum of each modal function is modulated to the corresponding baseband by mixing the estimated frequency center; and

(3) The L2 norm of the gradient square of the above demodulation signal is calculated, and the bandwidth of each modal signal can be estimated.

Assuming that the original signal $s(t)$ is decomposed into $K$ IMFs $u_i(t)$, the corresponding constrained variational model is as follows:

$$
\min_{\{u_i\}, \{\omega_i\}, \lambda} \left\{ \sum \left[ \left( \hat{\omega}(t) + \frac{j}{\pi \omega} u_i(t) \right) e^{-j\alpha} \right]^2 \right\}
$$

s.t. $\sum u_i = s(t)$

where $\{u_i\}$ is the decomposed $K$ IMFs, and $\{\omega_i\} = \{\omega_1, \omega_2, ..., \omega_K\}$; $\{\alpha_i\}$ is frequency center for each IMF, and $\{\alpha_i\} = \{\alpha_1, \alpha_2, ..., \alpha_K\}$.

2. The construction of variational problem

(1) The quadratic penalty factor $\alpha$ and Lagrange multiplication operator $\lambda(t)$ are introduced, and the constrained variational problem is transformed into a non-constrained variational problem, and the augmented Lagrange expression is as follows:

$$
L(\{u_i\}, \{\omega_i\}, \lambda) = \alpha \sum \left[ \left( \hat{\omega}(t) + \frac{j}{\pi \omega} u_i(t) \right) e^{-j\alpha} \right]^2 + \left\| s(t) - \sum u_i(t) \right\| + \lambda(t) \left( s(t) - \sum u_i(t) \right)
$$

(2) Alternate direction method of multipliers is applied to solve the variational problems, in VMD, and the saddle point of Lagrange expression can be obtained by altering $u_i^{*+}$, $\omega_i^{*+}$ and $\lambda^{*+}$. Where the value of $u_i^{*+}$ can be expressed as [8]:

$$
u_i^{*+} = \text{arg min} \left\{ \alpha \left[ \left( \hat{\omega}(t) + \frac{j}{\pi \omega} u_i(t) \right) e^{-j\alpha} \right]^2 + \left\| s(t) - \sum u_i(t) + \lambda(t) \right\| \right\}
$$

Where $\omega_i$ is equivalent to $\omega_i^{*+}$, $\sum u_i(t)$ is equivalent to $\sum u_i(t)^{*+}$, and Eq. (3) is converted to frequency domain.

$$
u_i^{*+} = \text{arg min} \left\{ \alpha \left\| (1 + \text{sgn}(\omega - \omega_i)) \hat{u}_i(\omega - \omega_i) \right\|^2 + \left\| \hat{s}(t) - \sum \hat{u}_i(\omega - \omega_i) + \frac{\lambda(\omega)}{2} \right\|^2 \right\}
$$

Further $\omega - \omega_i$ is used to replace $\omega$ of first item.

$$
u_i^{*+} = \text{arg min} \left\{ \alpha \left\| (1 + \text{sgn}(\omega - \omega_i)) \hat{u}_i(\omega - \omega_i) \right\|^2 + \left\| \hat{s}(t) - \sum \hat{u}_i(\omega - \omega_i) + \frac{\lambda(\omega)}{2} \right\|^2 \right\}
$$

Next, Eq. (5) is transformed into the form of integral with non negative frequency, and the solution of the two optimization problem can be expressed as follows:

$$
u_i^{*+} = \frac{\hat{s}(\omega) - \sum \hat{u}_i(\omega) + \frac{\lambda(\omega)}{2}}{1 + 2\alpha(\omega - \omega_i)^2}
$$

According to the same process, the value problem of central frequency is converted to frequency domain:

$$\omega_i^{*+} = \text{arg min} \left\{ \int (\omega - \omega_i)^2 |\hat{u}_i(\omega)|^2 d\omega \right\}
$$

The central frequency update method is as follows:

$$\omega_i^{*+} = \int \omega |\hat{u}_i(\omega)|^2 d\omega
$$

where $\hat{u}_i(\omega)$ is equivalent to the Wiener filtering of the remaining amount $\hat{s}(\omega) - \sum \hat{u}_i(\omega)$, $\omega_i^{*+}$ is the gravity of power spectrum of current modal function, and the real part of the inverse Fourier transform of $|\hat{u}_i(\omega)|^2$ is $[\hat{u}_i(t)]$.

3. Algorithm process
Step1: $[\hat{u}_1], [\hat{u}_2], ..., [\hat{L}]$ and $n$ are initialized;
Step2: $u_i$ and $\omega_i$ are updated according to Eq. (6) and Eq. (8);
Step3: $\lambda$ is updated according to follows:
\[ \hat{x}^{*+1}(\omega) \leftarrow \hat{x}^{*}(\omega) + \tau (\hat{x}(\omega) - \sum_{k} \hat{u}_{k}^{*+1}(\omega)) \]  

(9)

Step 4: For given discriminant accuracy \( e > 0 \), if \( \sum_{i} \left| \hat{u}_{i}^{*+1} - \hat{u}_{i}^{*} \right| / \left| \hat{u}_{i}^{*} \right| < e \), the iteration is stopped. Otherwise, go to step 2 for execution.

### 2.2 Singular value decomposition (SVD)

All IMFs obtained by VMD can construct a signal matrix. SVD is used to process this signal matrix, and the obtained singular values are defined as the signal feature. The process of SVD is as follows:

Assuming that the obtained IMFs by VMD are expressed as \( \{u_{i}(t), u_{2}(t), \ldots, u_{N}(t)\} \), and those IMFs can construct a signal, and it is expressed as follows:

\[
X = [u_{1}(t)^{T}, u_{2}(t)^{T}, \ldots, u_{N}(t)^{T}] = \begin{bmatrix}
u_{1}(1), u_{2}(1), \ldots, u_{N}(1) \\
u_{1}(2), u_{2}(2), \ldots, u_{N}(2) \\
\vdots & \vdots & \vdots \\
u_{1}(N), u_{2}(N), \ldots, u_{N}(N)
\end{bmatrix}
\]  

(10)

where \( u_{i}(t) \) is the \( k \)-th IMF, and \( N \) is the length of IMF.

For the signal matrix in Eq. (10), SVD is carried out, and \( X = UDV^{T} \). \( U \) and \( V \) are normalization matrix, and \( D \) is the diagonal matrix constructed by the obtained singular value \( \sigma_{i} \), where \( \sigma_{i} = \sqrt{K_{i}} \lambda_{i} \), and \( \lambda_{i} \) correspond to the eigenvalues of covariance matrix \( C = XX^{T} / K \) of matrix \( X \) [15].

Through the above process, singular values \( \sigma_{1}, \sigma_{2}, \ldots, \sigma_{K} \) can be obtained and used as the features extracted from the signal matrix.

### 2.3 Extreme learning machine (ELM)

The input layer, hidden layer and output layer of ELM are connected by weight matrix, and the connection weights between input layer and hidden layer and the connection weights between hidden layer and output layer are expressed as follows [11, 16]:

\[
w = \begin{bmatrix}
w_{11} & w_{12} & \cdots & w_{1N} \\
 w_{21} & w_{22} & \cdots & w_{2N} \\
 \vdots & \vdots & \ddots & \vdots \\
 w_{N1} & w_{N2} & \cdots & w_{NN}
\end{bmatrix}, \quad \beta = \begin{bmatrix}
\beta_{11} & \beta_{12} & \cdots & \beta_{1N} \\
 \beta_{21} & \beta_{22} & \cdots & \beta_{2N} \\
 \vdots & \vdots & \ddots & \vdots \\
 \beta_{N1} & \beta_{N2} & \cdots & \beta_{NN}
\end{bmatrix}
\]  

(11)

The thresholds of hidden neurons are as follows:

\[
\phi = [\phi_{1}, \phi_{2}, \ldots, \phi_{Q}]^{T}
\]  

(12)

Assuming that there is \( Q \) training samples, and each sample corresponds to an output vector, and the input matrix and output matrix of the samples are expressed as follows:

\[
x_{i} = \begin{bmatrix}
x_{i1} \\
 x_{i2} \\
 \vdots \\
 x_{iQ}
\end{bmatrix}, \quad y_{i} = \begin{bmatrix}
y_{i1} \\
 y_{i2} \\
 \vdots \\
 y_{iQ}
\end{bmatrix}
\]  

(13)

Assuming that the activation function of the hidden neurons is \( f(x) \), and the output \( T \) of ELM is as follows:

\[
T = [t_{1}, t_{2}, \ldots, t_{Q}]_{x \times Q}
\]

\[
t_{k} = \sum_{i=1}^{N} \beta_{ki} f(w_{i}, x_{i} + \phi) + b_{k} = \begin{bmatrix}
\sum_{i=1}^{N} \beta_{1i} f(w_{i}, x_{i} + \phi) + b_{1} \\
 \sum_{i=1}^{N} \beta_{2i} f(w_{i}, x_{i} + \phi) + b_{2} \\
 \vdots \\
 \sum_{i=1}^{N} \beta_{Qi} f(w_{i}, x_{i} + \phi) + b_{Q}
\end{bmatrix}
\]

(1)

\[
\text{where } w = [w_{1}, w_{2}, \ldots, w_{N}], \quad x_{i} = [x_{i1}, x_{i2}, \ldots, x_{iQ}]^{T}.
\]

Eq. (14) can be simplified as follows:

\[
F \beta = T^{*}
\]  

(15)

where \( T^{*} \) is the transpose of \( T \), \( F \) is the output matrix of the hidden layer of ELM.

According to ELM theory [12,16], only some parameters of ELM need to be adjusted when the activation function \( f(x) \) of hidden neuron is infinitely differentiable. The connection weights \( w \) between input layer and hidden layer and the threshold \( \phi \) of hidden layer can be generated randomly when the initial network is established, and they remain unchanged during ELM training process. The connection weights \( \beta \) between hidden layer and output layer can be obtained by calculating the least squares solution.

\[
\min_{\beta} \| T - F^{*} \beta \|
\]  

(16)

The training of ELM can be completed when the output matrix of the hidden layer of ELM is determined, and the trained ELM can be used to complete the recognition task.

### 3 Sound signal acquisition experiment

The cutting experiment of coal mine was carried out, the sound sensor in cutting experiment is shown in Figure 1. The sound signals collected from the rocker arm of MG900/2400-WD shearer are obtained. The shearer runs at 2 m/min speed when cuts coal and rock, and the sampling frequency is 44 kHz. The experimental scene of underground coal mine is shown Figure 2.
4 Experimental analysis

The sound signals of two kinds of cutting states including cutting coal and cutting rock can be collected by experiment, and the sound signals are shown in Figure 3. The preliminary analysis of the sound signals shows that the cutting state of shearer can not be distinguished by the time-domain waveform of the sound signals. Although the IMF amplitudes between cutting coal and cutting rock are somewhat different (e.g. IMF1 and IMF5), the amplitude difference of IMF is not enough to accurately recognize the current cutting state. But each IMF contains some feature information, and all IMFs can construct a signal matrix. Next, state feature extraction is performed, and in this paper, the state feature is the singular values of the signal matrix constructed by IMFs. Limited by the paper space, the extracted state features of 6 sound signal samples of cutting coal and cutting rock are shown in Figure 6. It can be seen that the state features of sound signal of cutting rock are generally greater than those of cutting coal. Although there are some fluctuations in the state features of different sound samples under the same cutting state, the fluctuations are within an acceptable range. Meanwhile, they will still interfere with the state recognition. Next, ELM is used for coal-rock recognition.

Next, VMD is used to process the sound signals, and the final number of the decomposed IMFs is set as 8. The VMD results of the sound signals for cutting coal and cutting rock are shown in Figure 4 and Figure 5, respectively.

![Figure 4. VMD result of the sound signal for cutting coal](image)

![Figure 5. VMD result of the sound signal for cutting rock](image)

Next, VMD is used to process the sound signals, and the final number of the decomposed IMFs is set as 8. The VMD results of the sound signals for cutting coal and cutting rock are shown in Figure 4 and Figure 5, respectively.

![Figure 3. The sound signals of two kinds of cutting states](image)

It can be seen from Figure 4 and Figure 5 that the sound signals of cutting coal and cutting rock are decomposed into 8 IMFs by VMD. There are some salient points in each IMF, and comparing the VMD results of sound signals of cutting coal and cutting rock, it can be seen that the amplitudes of IMFs are different.

![Figure 6. The state features of cutting coal and cutting rock](image)

Although the IMF amplitudes between cutting coal and cutting rock are somewhat different (e.g. IMF1 and IMF5), the amplitude difference of IMF is not enough to accurately recognize the current cutting state. But each IMF contains some feature information, and all IMFs can construct a signal matrix. Next, state feature extraction is performed, and in this paper, the state feature is the singular values of the signal matrix constructed by IMFs. Limited by the paper space, the extracted state features of 6 sound signal samples of cutting coal and cutting rock are shown in Figure 6. It can be seen that the state features of sound signal of cutting rock are generally greater than those of cutting coal. Although there are some fluctuations in the state features of different sound samples under the same cutting state, the fluctuations are within an acceptable range. Meanwhile, they will still interfere with the state recognition. Next, ELM is used for coal-rock recognition.

30 training sound samples are prepared for each cutting state, and a total of 60 training sound samples. Each sample is processed to extract the state features as the input of ELM, and ELM has 8 input neurons. After many experiments, the activation function of hidden neurons is selected to sig function, and the number of hidden neurons is selected to 18. When the training of ELM is completed, the trained ELM can be used to complete the coal-rock recognition task. Similarly, 30 testing samples are randomly selected from each cutting state and recognized by the trained ELM. The output of the trained ELM is shown in Figure 7, and the recognition rate of cutting state is shown in Table 1.
It can be seen from Figure 7 and Table 1 that 3 of 30 sound testing samples of cutting coal are misrecognized as cutting rock, and 2 of 30 sound testing samples of cutting rock are misrecognized as cutting coal. The recognition rate of cutting coal is 90%, and the recognition rate of cutting rock is 93.3%. The proposed method is an effective method for coal-rock recognition.

5 Calculations

In this paper, the sound signal generated in the cutting process of shearer is taken as the research object, and the research of coal-rock recognition method is developed. VMD is used to process the original sound signal, and it can decompose the sound signal with non-stationary and non-linear into 8 IMFs. The state information is also included in each IMF, and these IMFs constitute a signal matrix. Singular values extracted from the signal matrix can quantitatively represent the cutting state information, and the state features of sound signal of cutting rock are generally greater than those of cutting coal. The extracted state features are defined as the input of ELM, and the coal-rock state can be effectively recognized by the trained ELM. By experiment, it can be proved that the recognition rate of cutting coal is 90%, and the recognition rate of cutting rock is 93.3%. The proposed coal-rock recognition method which combines VMD, SVD and ELM is an effective method.
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