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Abstract

This paper provides a solution for a linear command governor (CG) that employs invariant and constraint-admissible ellipsoid. The motivation is to substitute the typical polyhedral set used in almost all CG schemes with the ellipsoidal one, which is much easier to construct. However the price for this offline computational efficiency is that the size of the feasible set can be relatively small, and the online computational burden is heavier than that of polyhedral set based CGs. The proposed solution overcomes these two weaknesses and offers a very attractive alternative to polyhedral set based CG. Two numerical examples with comparison to earlier solutions from the literature illustrate the effectiveness of the proposed algorithm.

I. INTRODUCTION AND PROBLEM FORMULATION

Consider the following linear discrete-time system subject to bounded disturbances

\[ x(k+1) = Ax(k) + Bu(k) + Dw(k) \]  \[(1)\]

where \( x(k) \in \mathbb{R}^n \) is the measured state, \( u(k) \in \mathbb{R}^m \) is the command, and \( w(k) \in \mathbb{R}^l \) is the disturbance.

In CG, (1) generally represents the closed-loop system and reflects the combined closed-loop dynamics of the plant and of a stabilizing controller. Thus, it is assumed that all eigenvalues of \( A \) are strictly in the interior of the unit circle.

The state \( x(k) \) and command \( u(k) \) are subject to linear constraints, \( (x, u) \in \mathcal{L}_{xu} \), with

\[ \mathcal{L}_{xu} = \{ x \in \mathbb{R}^n, u \in \mathbb{R}^m : -g \leq F_x x + F_u u \leq g \} \]  \[(2)\]
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where \( g \in \mathbb{R}^q, g > 0 \). The matrices \( F_x, F_u \) are of appropriate dimension. The inequalities (2) are to be interpreted element-wise. The disturbance \( w(k) \) is known only to the extend that it belongs to the bounded polytopic set \( W \)

\[
W = \text{conv}\{\tilde{w}_j, j = 1, p\}
\]

where the vertices \( \tilde{w}_j, j = 1, p \) are known, and \( \text{conv}(\cdot) \) denotes convex hull. The description (3) implies that \( w(k) \) satisfies, \( \forall k \geq 0 \)

\[
w(k) = \sum_{j=1}^{p} \gamma_j(k) \tilde{w}_j
\]

where \( \gamma_j(k), j = 1, p \) are unknown parameters that satisfy

\[
\sum_{j=1}^{p} \gamma_j(k) = 1, \quad \gamma_j(k) \geq 0
\]

Define \( r(k) \) as an arbitrary reference sequence for \( u(k) \). In CG, the objective is to design a command \( u(k) = U(x(k), r(k)) \) such that, for a given reference \( r(k) \), the controlled system

\[
x(k + 1) = Ax(k) + BU(x(k), r(k)) + Dw(k)
\]

fulfills the command and state constraints (2) despite the uncertainties. Furthermore, if the reference \( r(k) \) is reachable, then \( u(k) \) should be steered to \( r(k) \); if \( r(k) \) is not reachable, then the controlled system should be steered to the closest possible steady controlled variable.

A typical procedure in CG consists of two phases: offline and online.

- **Offline Phase**: Under the condition that \( u(k+1) = u(k) \), construct a robustly invariant and constraint-admissible set \( \Omega \) of the closed-loop system, subject to the constraints (2), and \( \forall w \in W \)

\[
\begin{bmatrix}
x(k+1) \\
u(k+1)
\end{bmatrix} = A_a \begin{bmatrix}
x(k) \\
u(k)
\end{bmatrix} + D_a w(k)
\]

with

\[
A_a = \begin{bmatrix}
A & B \\
0_{m \times n} & I_m
\end{bmatrix}, D_a = \begin{bmatrix}
D \\
0_{m \times l}
\end{bmatrix}
\]

- **Online Phase**: At each time instant \( k \), calculate the command \( u(k) \) by solving the following optimization problem, \( Q \succ 0 \)

\[
\min_{u(k)} \left\{ (u(k) - r(k))^T Q (u(k) - r(k)) \right\},
\]

s.t. \( (x(k), u(k)) \in \Omega \)
The main idea of CG is the following. If there is no constraint violation, \( u(k) = r(k) \) so that the CG does not interfere with the desired operation of the system. If \( u(k) = r(k) \) would cause a constraint violation, the CG seeks the closest admissible command to the current reference \( r(k) \). In the extreme case, thanks to the robustly positive invariance of \( \Omega \), \( u(k) = u(k - 1) \), which implies that the CG temporarily isolates the system from further variations of the reference to guarantee safety, in terms of constraint satisfaction.

\( \Omega \subseteq \mathcal{L}_{xu} \) is an invariant and constraint-admissible set, i.e., if \( [x(0)^T \; u(0)^T]^T \in \Omega \) then \( [x(k)^T \; u(k)^T]^T \in \Omega, \forall w(k) \in W, \forall k \geq 1 \). In set invariance theory [1], ellipsoidal set and polyhedral set are widely considered. The popularity of ellipsoidal sets is due to computational efficiency via the use of linear matrix inequality (LMI) formulation. It is well know [1] that constructing a polyhedral \( \Omega \) is generally harder than the computation of an ellipsoidal one. For high dimensional systems, the computation of polyhedral invariant constraint-admissible set might be prohibitive, as it might takes many hours and may require more memory than available. However to the best of the author’s knowledge, in the CG literature [2], [3], polyhedral invariant constraint-admissible sets are uniquely employed. This is because

(a) If \( \Omega \) is a polyhedral set, then (8) is a quadratic programming (QP) problem. In the other case, (8) is a second order cone programming problem [4]. Hence the online computational burden with a polyhedral set is smaller than that with an ellipsoidal one.

(b) With linear state and input constraints (2), polyhedral invariant constraint-admissible sets are preferred to the ellipsoidal ones, as they offer a larger approximation of the domain of attraction.

The objective of this paper is to present a solution to overcome the two disadvantages (a), (b) of ellipsoidal set based CG. For (a), it is shown that the online optimization problem can be boiled down to a problem of finding a unique positive root of a univariate polynomial. Hence the online computational burden is dramatically reduced. For problem (b), we adopt the strategy that is proposed in [5] for enlarging the domain of attraction. The main idea is to introduce an extra degree of freedom through the use of a vanishing part, which is the output of a fictitious dynamics. As written in [6], there is a lack of design methods able to systematically design the fictitious dynamics. We aim at covering this lack by providing a convex formulation for the optimization of fictitious dynamics. Despite a significant improvements in the performance, the proposed approach does not induce any extra online computational load.

This paper is structured as follows. Section II contains results on ellipsoidal set based CG for
the nominal case. Then in Section III the results are extended to the robust case with bounded disturbances. Two simulated examples with comparison to earlier solutions from the literature are evaluated in Section IV before drawing the conclusions in Section V.

Notation: A positive definite (semi-definite) matrix $P$ is denoted by $P \succ 0$ ($P \succeq 0$). $0_{n \times m}$ is the zero matrix of dimension $n \times m$, $0_n/I_n$ is an $n \times n$ zero/identity matrix. We denote by $\mathbb{R}$ the set of real numbers, by $\mathbb{R}^{n \times m}$ the set of real $n \times m$ matrices, and by $\mathbb{S}^n$ the set of positive semi-definite $n \times n$ matrices. For a given $P \succeq 0$, $\mathcal{E}(P)$ represents the following ellipsoid

$$
\mathcal{E}(P) = \{ x \in \mathbb{R}^n : x^T P x \leq 1 \}
$$

For symmetric matrices, the symbol $(*)$ denotes each of its symmetric block.

II. NOMINAL CASE

In this section, linear discrete-time systems of the form

$$
x(k + 1) = Ax(k) + Bu(k)
$$

are considered. This case is addressed first in order to introduce the main ideas.

A. Reducing the Online Computation Burden

Here we show how to convert (8) to a problem of finding a unique positive root of a univariate polynomial with $\Omega$ being an ellipsoid, i.e.,

$$
\Omega = \mathcal{E}(P_a) = \left\{ (x, u) \in \mathbb{R}^{n+m} : [x^T u^T] P_a \begin{bmatrix} x \\ u \end{bmatrix} \leq 1 \right\}
$$

The result is a generalization of [7] where the case $r = 0$ was considered. For this purpose, $P_a$ is decomposed as

$$
P_a = \begin{bmatrix} P_{xx} & P_{xu}^T \\ P_{ux} & P_{uu} \end{bmatrix}
$$

with $P_{xx} \in \mathbb{S}^n, P_{ss} \in \mathbb{S}^m$ and $P_{ux} \in \mathbb{R}^{m \times n}$. For simplicity, the time index $k$ is dropped. Rewrite (8) as

$$
\begin{cases}
\min_{u} \{(u - r)^T Q (u - r)\}, \\
\text{s.t. } u^T P_{uu} u + 2u^T P_{ux} x + x^T P_{xx} x \leq 1
\end{cases}
$$

It is well known [4] that (12) is a convex second order cone program (SOCP). Note that if $P_{uu} = 0$, then (12) becomes a QP problem. In general, QP can be solved much more efficiently than SOCP.
Using the Karush-Kuhn-Tucker condition \cite{4}, the optimal solution (12) satisfies the following equation, \( \lambda \geq 0 \)

\[
Q(u - r) + \lambda(P_{uu}u + P_{ux}x) = 0
\]

or equivalently

\[
u = (I_m + \lambda R_{uu})^{-1}(r - \lambda R_{ux}x)
\] (13)

with \( R_{uu} = Q^{-1}P_{uu}, R_{ux} = Q^{-1}P_{ux} \). Note that by using the eigenvalue/vector decomposition of \( R_{uu} \), one can find the inverse of \( (I_m + \lambda R_{uu}) \) analytically.

For a given \( x \), the constraint in (12) defines an ellipsoid, denoted as \( \mathcal{E}_u \), within which \( u \) must lie. If \( r \in \mathcal{E}_u \) then \( u = r \) is the solution of (11). If \( r \notin \mathcal{E}_u \), the minimizing \( u \) should lie on the boundary of \( \mathcal{E}_u \), i.e.,

\[
u^TP_{uu}u + 2\nu^TP_{ux}x + x^TP_{xx}x = 1
\] (14)

Substituting (13) in (14), one obtains a univariate polynomial of \( \lambda \), say \( P_\lambda \), of degree \( 2m \). This equation can have only two real roots, one positive corresponding to the shortest distance from the boundary of \( \mathcal{E}_u \) to \( r \), the other negative corresponding to the largest distance. There is a number of well known techniques, e.g., Newton-Raphson method \cite{8} that can be used to find the unique positive root of \( P_\lambda \) with a quadratic rate of convergence to the solution. Once \( \lambda \) is found, the command \( u(k) \) is computed using (13). As consequence, the optimization problem (12) can be solved efficiently.

**B. Enlarging the Domain of Attraction**

This section provides the main contribution of the paper. We show how to enlarge the domain of attraction of the ellipsoidal set based CG. For this purpose, the command \( u(k) \) is decomposed as

\[
u(k) = v(k) + \bar{y}(k)
\] (15)

where \( v(k) \) is used to follow \( r(k) \), and \( \bar{y}(k) \) is a vanishing part, which is the output of the following fictitious system

\[
\begin{aligned}
\bar{x}(k+1) &= \bar{A}\bar{x}(k) \\
\bar{y}(k) &= \bar{C}\bar{x}(k)
\end{aligned}
\] (16)

where \( \bar{A} \in \mathbb{R}^{\bar{n} \times \bar{n}}, \bar{C} \in \mathbb{R}^{m \times \bar{n}} \) are design parameters.
Combining (10), (15), (16) one gets, under the condition $v(k+1) = v(k)$,
\[
\begin{bmatrix}
  x(k+1) \\
  v(k+1) \\
  \bar{x}(k+1)
\end{bmatrix}
= \begin{bmatrix}
  A & B & B\bar{C} \\
  0_{m\times n} & I_m & 0_{m\times \bar{n}} \\
  0_{\bar{n}\times n} & 0_{\bar{n}\times m} & \bar{A}
\end{bmatrix}
\begin{bmatrix}
  x(k) \\
  v(k) \\
  \bar{x}(k)
\end{bmatrix}
\]

Using (2), (15), the following constraints are obtained
\[
-g \leq F_x x + F_u v + F_u \bar{C} \bar{x} \leq g
\]

Define $\bar{\Omega}$ as any invariant constraint-admissible set for (17), (18). At each time instant, the CG calculates $v(k)$ and $\bar{x}(k)$ by solving the following optimization problem
\[
\min_{v(k),\bar{x}(k)} \left\{ (v(k) - r(k))^T Q (v(k) - r(k)) + \bar{x}(k)^T \bar{Q} \bar{x}(k) \right\},
\]
\[\text{s.t. } (x(k), v(k), \bar{x}(k)) \in \bar{\Omega}\]

where $\bar{Q} \succ 0$ is any matrix satisfying
\[
\bar{A}^T \bar{Q} \bar{A} - \bar{Q} \prec 0
\]

Denote $v^*(k)$ and $\bar{x}^*(k)$ as the optimal solution of (19). The command $u(k)$ is computed as
\[
 u(k) = v^*(k) + \bar{C} \bar{x}^*(k)
\]

It is shown [5] that the control scheme (19), (21) retains the same theoretical properties as the standard CG (8) such as constraint satisfaction, finite settling time, but has a larger feasible set and hence faster response. The price to be paid is the increased offline and online computational burdens when $\bar{\Omega}$ is a polyhedral set [5]. It will be shown later in this section that with $\bar{\Omega}$ being an ellipsoid, the online computational burden remains almost the same as the standard CG (8).

For the moment, let us focus on the design parameters $\bar{A}, \bar{C}$.

Note that the idea of decomposing $u(k)$ as (15) is well known [9], [5]. It is first introduced in [9], where $\bar{A} = \gamma I_\bar{n}$ with $0 < \gamma < 1$, $\bar{n} = m$ were chosen. In [5], another choice consists in the use of shift registers. It was shown that with this choice, CG can be considered as a particular MPC scheme. Another popular choice uses Laguerre sequences [10] which possess orthogonality properties. As written in Introduction, the problem of designing $\bar{A}, \bar{C}$ for the CG is still open. The aim of this section is to provide a convex formulation for optimizing $\bar{A}, \bar{C}$.

Rewrite (17) as
\[
z(k+1) = \Psi z(k)
\]
with \( z(k) = \begin{bmatrix} x_a(k)^T & \bar{x}(k)^T \end{bmatrix}^T \), and \( x_a(k) = \begin{bmatrix} x(k)^T & v(k)^T \end{bmatrix}^T \), \( n_a = n + m \), and

\[
\Psi = \begin{bmatrix} A_a & B_a \bar{C} \\ 0_{\bar{n} \times n_a} & \bar{A} \end{bmatrix}, \quad B_a = \begin{bmatrix} B \\ 0_{\bar{n}} \end{bmatrix}
\] (23)

We want to find \( \bar{A}, \bar{C} \) that give the largest possible domain of attraction on the \( x_a \)-subspace. This is done by looking for an invariant constraint-admissible ellipsoid \( \mathcal{E}(P_e) = \{ z \in \mathbb{R}^{(n_a + \bar{n})} : z^T P_e z \leq 1 \} \), that the volume of the projection from \( \mathcal{E}(P_e) \) onto the \( x_a \)-subspace is maximized, i.e., the volume of \( \mathcal{E}_{x_a} = \{ x_a \in \mathbb{R}^{n_a} : x_a^T (TP_e^{-1}T^T)^{-1} x_a \leq 1 \} \), where \( T \) is the transformation for which \( x_a = Tz, \forall z \).

It follows that \( T = [I_{n_a} \ 0_{n_a \times \bar{n}}] \).

It is well-known [11], [12] that invariance and constraint-admissibility of \( \mathcal{E}(P_e) \) for (22) under (18) are equivalent to

\[
\begin{bmatrix} P_e & P_e \Psi \\ (*) & P_e \end{bmatrix} \succeq 0,
\] (24)

\[-g \leq [F_{xa} \ F_a \bar{C}] z \leq g, \ \forall z \in \mathcal{E}(P_e)
\] (25)

with \( F_{xa} = [F_x \ F_a] \).

The problem of maximizing the volume of \( \mathcal{E}_{x_a} \) can be recast as

\[
\max_{P_e, \bar{A}, \bar{C}} \ln \det \{TP_e^{-1}T^T\}, \quad \text{s.t. constraints (24), (25)}
\] (26)

The optimization problem (26) is non-convex in \( P_e, \bar{A}, \bar{C} \). It will be shown that (26) can be reformulated as a convex semi-definite (SDP) optimization problem by using a nonlinear parameter transformation technique. For this purpose, first define the matrices \( P_e, P_e^{-1} \) partitioned into blocks as

\[
P_e = \begin{bmatrix} X^{-1} & X^{-1} U \\ U^T X^{-1} & (??) \end{bmatrix}, \quad P_e^{-1} = \begin{bmatrix} Y & V \\ V^T & (??) \end{bmatrix}
\] (27)

where \( X \in \mathbb{S}^{n_a}, Y \in \mathbb{S}^{\bar{n}}, U \in \mathbb{R}^{n_a \times \bar{n}}, V \in \mathbb{R}^{n_a \times \bar{n}}, \) and (??) denotes blocks in \( P_e, P_e^{-1} \) with no importance for the derivation to be presented in the sequel. Note that the condition \( P_e P_e^{-1} = I_{n_a + \bar{n}} \) implies

\[
UV^T = X - Y
\] (28)

If \( \bar{n} < n_a \), then (28) imposes a non-convex rank constraint, since it implies that \( \text{rank}(X - Y) = \bar{n} \).

Hence in the rest of the paper it is assumed that \( \bar{n} \geq n_a \).
The following theorem holds.

**Theorem 1:** There exist $P_e, \bar{A}, \bar{C}$ satisfying (24), (25) if and only if the following conditions are feasible in $X \in \mathbb{S}^{n_a}, Y \in \mathbb{S}^{n_a}, \Pi \in \mathbb{S}^q, M \in \mathbb{R}^{m \times n_a}$, and $N \in \mathbb{R}^{n_a \times n_a}$

\[
\begin{bmatrix}
Y & X & (A_e Y + B_{e}M) & AX \\
(*) & X & (A_{e} Y + B_{e}M + N) & AX \\
(*) & (*) & Y & X \\
(*) & (*) & (*) & X
\end{bmatrix} \succeq 0, \quad (29)
\]

\[
\begin{bmatrix}
\Pi & F_{x \bar{a}} Y + F_{u} M & F_{x \bar{a}} X \\
(*) & Y & X \\
(*) & (*) & X
\end{bmatrix} \succeq 0, \quad (30)
\]

\[
\Pi_{i,i} \leq g_i^2, \forall i = \bar{1}, \bar{q} \quad (31)
\]

where $M = \bar{C} V T^T$, $N = U \bar{A} V T^T$.

**Proof:** Define

\[
G = \begin{bmatrix}
Y & X & V^T & 0_{n \times n_a}
\end{bmatrix}
\]

Pre and post multiplying (24) by

\[
\begin{bmatrix}
G^T & 0_{2n_a \times (n_a + \bar{n})} \\
0_{2n_a \times (n_a + \bar{n})} & G^T \\
G & 0_{(n_a + \bar{n}) \times 2n_a} \\
0_{(n_a + \bar{n}) \times 2n_a} & G
\end{bmatrix}
\]

respectively yields (29).

It is well known [12] that (25) is satisfied if and only if $\exists \Pi \succ 0$ such that

\[
\begin{bmatrix}
\Pi & [F_x & F_u \bar{C}] \\
(*) & P_e 
\end{bmatrix} \succeq 0, \quad (33)
\]

\[
\Pi_{i,i} \leq g_i^2, \forall i = \bar{1}, \bar{q} \quad (34)
\]

Note that (34) is (31). Pre and post multiplying (33) respectively by

\[
\begin{bmatrix}
I_q & 0_{q \times (n_a + \bar{n})} & \quad & I_q & 0_{q \times 2n_a} \\
0_{2n_a \times q} & G^T & \quad & 0_{(n_a + \bar{n}) \times q} & G
\end{bmatrix}
\]

yields (30). The proof is complete. \[\square\]
Since $T^TP_e^{-1}T = Y$, the projection of $\mathcal{E}(P_e)$ onto the $x_a-$subspace is given as

$$\mathcal{E}(Y^{-1}) = \{x_a \in \mathbb{R}^{n_a} : x_a^TY^{-1}x_a \leq 1\}$$

The maximization of the volume of $\mathcal{E}(Y^{-1})$ is performed by solving the following problem

$$\max_{X,Y,\Pi,M,N} \{\ln \det \{Y\}\}, \quad \text{s.t. constraints (29), (30), (31)}$$

(35)

Denote $X^*, Y^*, \Pi^*, M^*, N^*$ as a solution of (35). Since (35) is a convex SDP optimization problem $\forall \bar{n} \geq n_a$, it follows that $Y^*$ is independent of $\bar{n}$. In other words, there is no advantage to be gained by using $\bar{n} > n_a$. Therefore, $\bar{n} = n_a$ is considered in the rest of the paper.

Note that the cut of $\mathcal{E}(P_e)$ through $\bar{x} = 0$ is given by

$$\mathcal{E}(X^{-1}) = \{x_a \in \mathbb{R}^{n_a} : x_a^TX^{-1}x_a \leq 1\}$$

(36)

In the interest of the size of the domain of attraction the set $\mathcal{E}(Y^{-1})$ should be maximized, since feasibility is guaranteed for all $[x(k)^Tv(k)^T]^T \in \mathcal{E}(Y^{-1})$. On the other hand $\mathcal{E}(X^{-1})$ should also be maximized because this is the region on which the tracking performance is primary purpose.

To address both objectives, the following SDP optimization problem can be used

$$\max_{X,Y,\Pi,M,N} \{\ln \det \{Y\} + \mu \ln \det \{X\}\}, \quad \text{s.t. constraints (29), (30), (31)}$$

(37)

for some tuning parameter $\mu \geq 0$.

To sum up, the method to design the fictitious dynamics is summarized in Algorithm 1.

---

**Algorithm 1**: Fictitious Dynamics Design Step

1. **Input:** Matrices $A,B,F_x,F_u$ and $g_i, i = 1, q$
2. **Output:** Matrices $\bar{A}, \bar{C}$.
3. Obtain $X^*, Y^*, \Pi^*, M^*, N^*$ by solving the optimization problem (37).
4. Calculate $U, V$ using (28).
5. $\bar{A}, \bar{C}$ are computed as

$$\bar{C} = M^*V^{-T}, \quad \bar{A} = U^{-1}N^*V^{-T}$$

---

**Remark 1:** Due to $m$ unitary eigenvalues of $A_a$, one might have a numerical problem with (37). A way to overcome this issue is to consider the following matrix

$$A_a = \begin{bmatrix} A & B \\ 0_{m \times n} & \epsilon I_m \end{bmatrix}$$
for any $0 < \epsilon < 1$. Note that $F_x$ should also be modified accordingly, i.e., $F_x = [F_x \quad \epsilon F_u]$. Since $\epsilon$ can be chosen arbitrary close to 1, the obtained invariant ellipsoid $E(P_e)$ can be used as a reliable approximation of the domain of attraction.

**Remark 2:** There are several $U, V$ satisfying (28). In this paper the following solution

$$U = I_{na}, \ V = X^* - Y^*$$

is used. In this case

$$\tilde{C} = M^*(X^* - Y^*)^{-1}, \ \tilde{A} = N^*(X^* - Y^*)^{-1}$$

(38)

Now we show how to extend the result in Section II-A in order to solve (19). Decompose $P_e$ as

$$P_e = \begin{bmatrix} P_{xx} & P_{sx}^T \\ P_{sx} & P_{ss} \end{bmatrix}$$

(39)

with $P_{xx} \in \mathbb{S}^n$, $P_{ss} \in \mathbb{S}^{m+na}$, $P_{sx} \in \mathbb{R}^{(m+na) \times n}$. Define

$$s = \begin{bmatrix} v \\ \bar{x} \end{bmatrix}, \ r_s = \begin{bmatrix} r \\ 0_{na \times 1} \end{bmatrix},$$

$$Q_s = \begin{bmatrix} Q & 0_{n \times (m+na)} \\ 0_{(m+na) \times n} & \bar{Q} \end{bmatrix}$$

(40)

Rewrite (19) as

$$\min_{s} \{(s - r_s)^T Q_s (s - r_s)\}$$

s.t. $s^T P_{ss} s + 2 s^T P_{sx} x + x^T P_{xx} x \leq 1$ (41)

Note that (41) has the same form as (12). Hence it can be solved effectively.

**III. Robust Case**

In this section, we extend the preceding development to the robust case, namely we show how to enlarge the domain of attraction.

The following result is recalled. It is a slight modification of Theorem 2 in [13]. It concerns an LMI condition for invariance of an ellipsoid $E(P) = \{x \in \mathbb{R}^n : x^T P x \leq 1\}$. The condition will be used to optimize the fictitious dynamics.

**Lemma 1:** If there exist $P \succ 0$ and $0 < \alpha < 1$ such that, $\forall j = \frac{1}{\alpha; p}$

$$\begin{bmatrix} P & PA & PD \bar{w}_j \\ (*) & \alpha P & 0_{n \times 1} \\ (*) & (*) & (1 - \alpha) \end{bmatrix} \succeq 0$$

(42)
hold, then $\mathcal{E}(P)$ is robustly invariant for the following autonomous system, $\forall w(k) \in W$

$$x(k + 1) = Ax(k) + Dw(k) \quad (43)$$

**Remark 3:** In Theorem 2 of [13], the disturbance $w$ is assumed to be constrained in an ellipsoid as $w^Tw \leq 1$. Hence Lemma 1 exploits the polytopic nature of $w$ and avoids the bounding of the set $W$ via an ellipsoid.

As in Section II, to enlarge the domain of attraction, the command $u(k)$ is decomposed as

$$u(k) = v(k) + \bar{y}(k) \quad (44)$$

where $v(k)$ is used to follow $r(k)$, and $\bar{y}(k)$ is the output of the following system

$$\begin{cases}
\bar{x}(k + 1) = \bar{A}\bar{x}(k) + \bar{D}w(k) \\
\bar{y}(k) = \bar{C}\bar{x}(k)
\end{cases} \quad (45)$$

where $\bar{A} \in \mathbb{R}^{n_a \times n_a}, \bar{C} \in \mathbb{R}^{m \times n_a}, \bar{D} \in \mathbb{R}^{n_a \times l}$ are variables to be optimized. Recall that $n_a = n + m$.

**Remark 4:** It should be noted that the fictitious dynamics of the CG in [5] are a special case of our scheme with $\bar{D} = 0_{n_a \times l}$.

Combining (1), (44), (45), and under the condition $v(k + 1) = v(k)$, one obtains

$$\begin{bmatrix}
x_a(k + 1) \\
\bar{x}(k + 1)
\end{bmatrix} =
\begin{bmatrix}
A_a & B_a\bar{C} \\
0_{n_a} & \bar{A}
\end{bmatrix}
\begin{bmatrix}
x_a(k) \\
\bar{x}(k)
\end{bmatrix} +
\begin{bmatrix}
D_a \\
\bar{D}
\end{bmatrix} w(k) \quad (46)$$

where $x_a(k) = [x(k)^T \ v(k)^T]^T$. Or equivalently,

$$z(k + 1) = \Psi z(k) + Lw(k) \quad (47)$$

with

$$z(k) =
\begin{bmatrix}
x_a(k) \\
\bar{x}(k)
\end{bmatrix}, \quad \Psi =
\begin{bmatrix}
A_a & B_a\bar{C} \\
0_{n_a} & \bar{A}
\end{bmatrix}, \quad L =
\begin{bmatrix}
D_a \\
\bar{D}
\end{bmatrix} \quad (48)$$

Using [12] and Lemma 1, robust invariance and constraint admissibility of $\mathcal{E}(P_e) = \{z \in \mathbb{R}^{2n_a} : z^TP_ez \leq 1\}$ for (47) with constraints (2), (3) are equivalent to

$$\begin{bmatrix}
P_e & P_e\Psi & P_eL\bar{w}_j \\
(*) & \alpha P_e & 0_{2n_a, 1} \\
(*) & (*) & (1 - \alpha)
\end{bmatrix} \succeq 0, \quad \forall j = 1, p \quad (49)$$

$$\begin{bmatrix}
F_{x_a} & F_u\bar{C}
\end{bmatrix} z \leq g, \quad \forall z \in \mathcal{E}(P) \quad (50)$$

where $F_{x_a} = [F_x \ F_u]$. 
Similarly to Section II, \( P_e, P_e^{-1} \) are partitioned into blocks as

\[
P_e = \begin{bmatrix}
X^{-1} & X^{-1}U \\
U^TX^{-1} & (\cdot)
\end{bmatrix},
P_e^{-1} = \begin{bmatrix}
Y & V \\
V^T & (\cdot)
\end{bmatrix}
\] (51)

with \( X \in \mathbb{S}^{n_a}, Y \in \mathbb{S}^{n_a}, U \in \mathbb{R}^{n_a}, V \in \mathbb{R}^{n_a} \).

The following theorem holds.

**Theorem 2:** There exist \( P, \bar{A}, \bar{C}, \bar{D} \) satisfying (49), (50) if and only if the following conditions are feasible in \( X \in \mathbb{S}^{n_a}, Y \in \mathbb{S}^{n_a}, \Pi \in \mathbb{S}^{g}, M \in \mathbb{R}^{m \times n_a}, N \in \mathbb{R}^{n_a \times n_a}, S \in \mathbb{R}^{n_a \times l}, \) and \( 0 < \alpha < 1 \) that, \( \forall j = 1, p, \)

\[
\begin{bmatrix}
Y & X & (A_aY + B_aM) & A_aX & D_a\bar{w}_j \\
(\ast) & X & (A_aY + B_aM + N) & A_aX & (D_a + S)\bar{w}_j \\
(\ast) & (\ast) & \alpha Y & \alpha X & 0_{n_a \times 1} \\
(\ast) & (\ast) & (\ast) & \alpha X & 0_{n_a \times 1} \\
(\ast) & (\ast) & (\ast) & (\ast) & (1 - \alpha)
\end{bmatrix} \geq 0
\] (52)

\[
\begin{bmatrix}
\Pi & F_{x_n}Y + F_{u}M & F_{x_n}X \\
(\ast) & Y & X \\
(\ast) & (\ast) & X
\end{bmatrix} \geq 0,
\] (53)

\[
\Pi_{i,i} \leq g_i^2, \forall i = 1, q
\] (54)

where \( M = \bar{C}V^T, N = U\bar{A}V^T, S = UD. \)

**Proof:** One needs only to show (49) and (52) are equivalent, since the conditions (53), (54) are for the constraint satisfaction (50). They are the same as (30), (31) in Theorem 1. Define

\[
G = \begin{bmatrix}
Y & X \\
V^T & 0_{n_a}
\end{bmatrix}
\] (55)

Pre and post multiplying (49) by

\[
\begin{bmatrix}
G^T & 0_{2n_a} & 0_{2n_a \times 1} \\
0_{2n_a} & G^T & 0_{2n_a \times 1} \\
0_{1 \times 2n_a} & 0_{1 \times 2n_a} & 1 \\
G & 0_{2n_a} & 0_{2n_a \times 1} \\
0_{2n_a} & G & 0_{2n_a \times 1} \\
0_{1 \times 2n_a} & 0_{1 \times 2n_a} & 1
\end{bmatrix},
\]

respectively yields (52). The proof is complete. \( \square \)
The cut of $\mathcal{E}(P_e)$ through $\bar{x} = 0$ is given by $\mathcal{E}(X^{-1}) = \{x_a \in \mathbb{R}^{n_a} : x_a^T X^{-1} x_a \leq 1\}$. The projection of $\mathcal{E}(P_e)$ onto the $x_a$-state space is given as $\mathcal{E}(Y^{-1}) = \{x_a \in \mathbb{R}^{n_a} : x_a^T Y^{-1} x_a \leq 1\}$. As in Section II, one would like to maximize the size of $\mathcal{E}(X^{-1})$, and of $\mathcal{E}(Y^{-1})$ for the performance and for the domain of attraction. This can be done by solving the following optimization problem

$$\max_{x,y,\Pi,M,S,\alpha} \{\ln \det\{Y\} + \mu \ln \det\{X\}\},$$

s.t. constraints (52), (53), (54)

for some tuning parameter $\mu \geq 0$.

Since $\alpha$ is a variable in the design of the fictitious dynamics, the constraints (52) are bilinear matrix inequalities (BMI) due to the multiplication terms $\alpha X$, $\alpha Y$. One could solve directly the BMI problem (56). In this paper, an alternative procedure is considered. The idea is to perform a univariate search on $0 < \alpha < 1$. At each iteration, an SDP problem is solved for a fixed $\alpha$. The procedure stops when no more progress is made with respect to a given tolerance.

IV. Examples

This section demonstrates the potential benefit of the new methods by simulations of two examples system. The CVX toolbox [14] was used to solve the SDP optimization problems. For comparison purposes, the ellipsoidal set based CG without the fictitious dynamics, i.e., $\bar{A} = 0$ and $\bar{C} = 0$, will be denoted as the standard CG.

A. Example 1

Consider the system (1) with

$$A = \begin{bmatrix} 0.2705 & 0.1459 \\ -1.4590 & -0.7082 \end{bmatrix}, \quad B = \begin{bmatrix} 0.50 \\ 1 \end{bmatrix}, \quad D = \begin{bmatrix} 0.1 \\ 0.1 \end{bmatrix}$$

The state and command constraints are

$$-5 \leq x_1 \leq 5, -1 \leq -1.4590 x_1 - 1.7082 x_2 + u \leq 1$$

The disturbance set is $W = \{w : -0.1 \leq w \leq 0.1\}$. 
Using Theorem 2 with $\epsilon = 0.98$ and $\mu = 1$, one obtains:

$$
\bar{A} = \begin{bmatrix}
0.9022 & 0.7466 & -0.0012 \\
-0.7147 & -0.5928 & -0.0250 \\
-0.9169 & -1.9189 & 0.9402
\end{bmatrix}, \\
\bar{C} = \begin{bmatrix}
-1.3874 & -1.4611 & 0.9971
\end{bmatrix},
\bar{D} = \begin{bmatrix}
-0.0848 & 0.0578 & 0.2252
\end{bmatrix}^T.
$$

(58)

Fig. 1 shows the feasible sets for our approach (solid blue). This set is obtained as the projection of $E(Y^{-1})$ onto the $x-$subspace. For comparison, Fig. 1 also shows the feasible sets for the polyhedral set based CG (dashed red), and for the standard CG (dash-dot yellow). We can see that, compared to the standard CG, the proposed approach significantly reduces the design conservativeness, resulting in a much larger feasible set.

For the initial condition $x(0) = [0 \ 0]^T$ and for the reference $r = -5.8359$, Fig. 2 presents the state and command trajectories of the closed-loop system as functions of time using our approach (solid blue), the polyhedral set based CG (dashed red), and the standard CG (dash-dot yellow). Fig. 2(b) also presents the realization of $w$. 
Finally, using the TIC/TOC function of MATLAB 2018b, we found that the online computation times for one sampling interval were $5.3231 \times 10^{-4}[s]$, $0.00510[s]$, and $4.7352 \times 10^{-4}$ for our approach, for the polyhedral set based CG, and for the standard CG, respectively.

B. Example 2

For the second example, we consider the nominal case with

$$A = \begin{bmatrix} 1.0000 & 0.0999 & 0.0050 & 0.0001 \\ -0.0013 & 0.9980 & 0.0985 & 0.0043 \\ -0.0396 & -0.0604 & 0.9540 & 0.0792 \\ -0.7927 & -1.2072 & -0.9192 & 0.5844 \end{bmatrix},$$

$$B = \begin{bmatrix} 0.0000 & 0.0002 & 0.0050 & 0.1000 \end{bmatrix}^T.$$  \hfill (59)

The command and state constraints are

$$-10 \leq x_1 \leq 10, \quad -1 \leq Kx + u \leq 1$$  \hfill (60)

with $K = [-7.9270 \quad -12.0717 \quad -9.1917 \quad -4.1561]$.

Applying Algorithm 1, on obtains

$$\bar{A} = \begin{bmatrix} -0.5288 & -3.3613 & -6.6697 & -7.9026 & -0.0081 \\ 0.8977 & 2.9540 & 3.8055 & 4.1876 & 0.0041 \\ -0.7473 & -1.6254 & -2.0814 & -3.3748 & -0.0034 \\ 0.3482 & 0.7518 & 1.4170 & 2.5792 & 0.0016 \\ -6.5241 & -15.2482 & -29.7872 & -36.5162 & 0.9593 \end{bmatrix},$$

$$\bar{C} = \begin{bmatrix} -7.9146 & -11.9933 & -8.9635 & -3.7232 & 0.9996 \end{bmatrix}.$$
Fig. 3. (a) State and (b) Command trajectories as functions of time for our approach (solid blue), and for standard CG (dashed red) for example 2.

The size of the feasible set for our approach is \( \log \det(Y) = 21.3821 \). As comparison, for the standard CG, the size of the feasible set is \( \log \det(P_a) = 3.1909 \). Note that procedures in [15] to calculate an invariant and constraint-admissible polyhedral set could not be terminated after one hour.

For the initial condition \( x(0) = [0 \ 0 \ 0 \ 0]^T \) and for the reference \( r = 15.8540 \), Fig. 3 shows, respectively, the state and command trajectories of the closed-loop system as functions of time using our approach (solid blue), and the standard CG (dashed red).

Using the TIC/TOC function of MATLAB 2018b, we found that the online computation times for one sampling interval were \( 6.4721 \times 10^{-4} \text{[s]} \), and \( 5.4218 \times 10^{-4} \text{[s]} \) for our approach, and for the standard CG, respectively.

V. Conclusion

This paper proposes a solution to overcome two weaknesses of ellipsoidal set based command governor, namely high online computational burden and small size of domain of attraction. For the first weakness, it is shown that the optimization problem can be converted into a problem of finding a unique positive root of a univariate polynomial. Hence it can be solved efficiently. For the second one, to enlarge the domain of attraction, a new method for optimizing the fictitious dynamics of the CG is proposed. Nonlinear variable transformation technique is applied. First, the nominal case is considered, for which the problem of optimizing the fictitious dynamics is converted into a convex LMI problem. Then, the robust case with bounded disturbances is addressed. It is shown that our fictitious dynamics scheme provides a generalization of the one
in [5]. The optimization of the fictitious dynamics requires a solution of an BMI problem, which can be solved by performing a univariate search on a scalar parameter.

The method offers a good control performance over larger feasible sets with small online computational burden as compared to the polyhedral set based CG scheme. Simulation results verifying the performance of the proposed approach have been presented.

We believe that the proposed approaches offer a very attractive alternative to polyhedral set based CG.
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