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Many quantum technologies are now reaching a high level of maturity and control, and it is likely that the first demonstrations of suppression of naturally occurring quantum noise using small topological error correcting codes will soon be possible. In doing this it will be necessary to define clear achievable metrics to measure and compare the performance of real codes. Here we consider the smallest examples of several families of topological codes: surface codes, color codes, and the gauge color code, and determine the minimum requirements to demonstrate error suppression. We use an exact decoder to compare the performance of the codes under simple models of both physical error and measurement error, and determine regions of correctability in the physical parameters for each code.

I. INTRODUCTION

There has recently been great progress in the level of quantum control in a number of physical qubit implementations. Trapped ions can be manipulated with error rates below 0.1% \cite{8} for all operations, and a fully programmable five qubit device has been developed \cite{8}. Superconducting qubits have demonstrated operations below 0.7% \cite{4, 5}, and NV centre qubits can be controlled with errors around the 1% level \cite{9}. These error rates place these systems either at, or in some cases well below the thresholds needed for fault-tolerant computation using the surface code \cite{7}. Many experimental systems are thus poised to realise the first demonstrations of quantum error correction.

Furthermore, several recent experiments have demonstrated proof-of-principle error correction results in trapped ions \cite{8}, superconducting qubits \cite{9, 12}, NV centres \cite{13}, and solid-state spin systems \cite{14}. However, so far no physical realisation has, to our knowledge, demonstrated full error suppression, of both bit-flip and phase errors, where the rate of error on the encoded logical qubit is smaller than the error on a single, unprotected qubit under naturally occurring environmental noise. As technologies rapidly progress, this initial goal will likely soon become a possibility. Here we aim to identify and compare the minimum resource and error requirements to demonstrate error suppression for several families of topological codes: surface codes, color codes, and gauge color codes.

Topological codes are the leading candidates for error correction on a large scale, they offer high thresholds, and require only low-weight, local operations. Of the topological codes, the surface codes \cite{15} have come to dominate proposals for implementations of scalable quantum computing as they offer by far the highest thresholds under realistic noise models \cite{7, 10}. Moreover, they require the smallest weight (4-body) measurements, which will be experimentally easier to perform, and less likely to induce errors than higher weight operators. However, when
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\caption{Small surface codes of between 5 and 13 qubits, we label the surface code with \(n\) qubits as \(S_n\). We show the codes in two representations (b) The most common lattice representation of the 13 qubit planar code, \(X\) (star) stabilizers are defined at each vertex in the lattice and \(Z\) (plaquette) operators on each face. The qubits are numbered to show in which order they are added as we increase the size of the code. In (a) and (c)-(f) codes of between 5 and 9 qubits are shown on a rotated lattice, \(X\) stabilizers are defined on every colored face, and \(Z\) stabilizers on every white face. The equivalence of the two representations is shown for the 5-qubit case (top).}
\end{figure}

\textit{computation}, rather than only quantum \textit{memory} is considered, the color codes and gauge color codes offer simpler implementations of logical gates, reducing the qubit overhead to perform a desired algorithm. Thus there is a tradeoff between these properties - ease of implementation, error tolerance, and the number of qubits required to achieve a given level of error suppression.

Here we consider the smallest possible demonstrations of error correction for each of these codes. Importantly, since topological codes are based on local, low-weight operations, these small scale demonstrations include all the operations needed to build a large scale code. The performance of small surface codes has also been discussed in \cite{17} and \cite{18}. Here we also consider the performance
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of small color codes, and a small gauge color code.

We remark that there are a number of other codes which may also have the potential to demonstrate error suppression with small numbers of qubits, but that do not have the same potential for scalability as the topological codes that we study here. The smallest code capable of correcting all single qubit errors is the 5-qubit code \[19\]. There have been recent proposals for the implementation of this code in trapped ions \[20\]. The Bacon-Shor code \[21, 22\], as another example, does not have a threshold, but may well offer good error suppression especially under asymmetric noise.

The performance of error correcting codes is usually understood in terms of the threshold of the code, the physical error rate below which the logical failure rate of the code can be arbitrarily suppressed by increasing the code size. These thresholds are relevant quantities when one considers large code dimensions, but here we consider codes of a fixed size. In order to assess the performance of small codes we require a different metric.

To quantify the performance of the codes we will instead determine their correcting power, which we define to be the ratio of the logical failure rate, \( p_L \), to the physical failure rate, \( p \). We say a code has error correcting power if the logical error rate is smaller than the physical error rate, \( C > 1 \).

The remainder of this manuscript is structured as follows: in Section II we introduce and define the codes we will consider and discuss their relative merits in terms of fault tolerant operations and scalability. In Section III we introduce several simple error models, and our approach to decoding. In Sections V and VI we present the results of simulations determining the correcting power of each code under various error scenarios and determine the conditions under which error suppression can be demonstrated.

II. ERROR CORRECTING CODES

The practical considerations of a high error threshold, and simplicity of implementation favour the surface code for experimental fault-tolerance, and these are indeed important characteristics of any code. But with a view to going beyond a fault tolerant quantum memory, towards implementing fault tolerant quantum computation, there are other properties of the code that also become important. Namely: how easy will it be to perform protected logical operations? For ease of implementation transversal gates are highly desirable, as they do not require any significant additional overhead, and do not propagate errors. A gate is transversal if the logical gate can be performed by applying only single qubit rotations to each physical qubit in the code, or for a logical two-qubit gate between two encoded states, applying two-qubit gates to pairs of physical qubits between the two codes \[23\]. Logical operations that cannot be performed transversally require the introduction of additional resources, such as magic states \[24\], which incur a significant additional cost in both the number of physical qubits, and the time taken for computation. Different codes support different sets of transversal operations which will dramatically change the overheads required to implement logical gates.

We consider several classes of codes, which can be understood via their stabilizer generators, \( S_i \), which we will refer to as the stabilizers of the code. The codespace is the simultaneous eigenspace of the stabilizers such that \( S_i | \psi_c \rangle = | \psi_c \rangle \), where \( | \psi_c \rangle \) is a state in the codespace.

Let us briefly review the procedure for error correction in a stabilizer code. An initially perfect code first acquires some Pauli error. It is sufficient to consider only Pauli-X errors, which we refer to as bit-flip errors and Pauli-Z errors, which we refer to as phase errors, since other forms of noise can be decomposed into errors in these two channels. The stabilizers are then measured in order to gather information on the location of errors. Pauli errors occurring on the qubits will anticommute with some of the stabilizers, causing their measurement outcomes to be flipped to their -1 eigenvalue. Measuring all the stabilizers returns a syndrome of classical information. The locations of -1 outcomes in the syndrome can be used to identify and correct for the presence of errors.

In all the codes we consider the stabilizers are essentially parity checks on groups of qubits, in either the X or Z basis. In practice the most straightforward approach to stabilizer measurement requires an ancilla, or measurement qubit which will interact directly with each qubit in the stabilizer before being measured out to reveal the result of the parity check. We do not include these measurement qubits in our description of the code. In reality at least one additional measurement qubit would be required in addition to the numbers we state later to implement error correction, which could be used to measure each of the stabilizers sequentially. Alternatively many measurement qubits could be dispersed throughout the lattice, one for each stabilizer.

FIG. 2. (a) 7 qubit color code (C7). The code places qubits at the centre, edges and vertices of a triangle. Stabilizers are defined on the faces of the lattice. For each face there is an X-type and a Z-type stabilizer. Unlike in the surface codes these stabilizers fully overlap, and representing the code with the coloring scheme of Figure 4 we can view this as two overlaid triangles (inset). (b) An 11 qubit color code (C11), which comprises two 6-body stabilizers and eight 4-body stabilizers.
A. The surface codes

We consider the planar variant of Kitaev’s surface code [13], this is a 2D stabilizer code defined on a square lattice. The surface code has the highest known error threshold of any topological code, with a threshold error rate of $\sim 10.3\%$ under random noise (in each error channel) [25], which falls to around $1\%$ when considering a noisy circuit-level implementation [7]. These thresholds are summarised in Table I. Surface codes are also appealing because of the low-weight measurements required, with only 3 or 4 qubits in each stabilizer, this contributes to the high thresholds and also makes physical implementation easier.

In the surface code, the logical Pauli operations and the logical CNOT gate can be performed transversally, while a Hadamard can be performed transversally only up to a physical rotation of the code. In order to implement a full universal gate set the surface code must be supplemented with magic states [24], which, in combination with the code’s transversal gates admits a logical $\frac{\pi}{8}$ gate.

In the most common representation the qubits are placed on the edges of a square lattice as shown in Figure 1(b). Here for clarity we consider a rotated representation of the code where qubits reside on the vertices of a square lattice, and stabilizers are defined on each face. In this representation the $Z$-type operators (plaquettes) and $X$-type operators reside on alternating faces as shown in Figure 1. We consider surface codes of 5-9 and 13 qubits, which we will refer to as S5-S13; these are shown in Figure 1(a)-(f).

In the usual square lattice configuration S5 and S13 are the two smallest variants of the planar code. S5 can correct only $Y$ errors, while S13 is the smallest capable of identifying all single qubit errors. One can, however, also consider a rotated variant of the code [17, 26, 27]. Removing the 4 corner qubits from S13 results in a 9 qubit code, S9, (see Figure 1(f)) which is also capable of correcting any single qubit error. It is worth noting that this 9 qubit variant cannot uniquely identify all single qubit errors, as there are pairs of errors at the boundary of the code which produce identical syndromes. However, these pairs form the weight-2 stabilizers at code edges, meaning an incorrect ‘guess’ at the error configuration will simply result in a stabilizer acting on the code, leaving the code space undisturbed.

We remark that although S9 is the smallest code that can correct all single qubit errors, the eight qubit code (S8) is the smallest capable of demonstrating error suppression. This code can correct all single qubit Pauli-Z errors, and all but one Pauli-X error. Thus in the limit $p \to 0$ we find a logical error rate of $p_L = p_z$, while the single qubit error rate is $p \sim p_x + p_z$. Furthermore, other variants of the code are able to suppress errors under certain error models. The seven qubit surface code (S7) shows some limited error suppression under depolarising noise, and under the very restrictive case of only Pauli-$Y$ errors, even the five qubit surface code can also show corrective power.

Finally, we note that S6-8 are not symmetric in their $X$ and $Z$ stabilizers, and consequently their correcting power in these two channels will differ. In many physical systems it is indeed the case that the rate of $X$-type (bit-flip) errors is different to the rate of $Z$-type (phase) errors. This asymmetry of the codes can then act to our advantage. With a large enough discrepancy we will find that S7 and S8 can demonstrate high levels of error suppression. More generally, the surface codes have no requirement on symmetry between the plaquette and star operators, leaving us the ability to shape a code to give greater protection against one channel should it be required.

B. Color codes

The second family of topological codes that we consider are the color codes [20]. Like the surface codes, these are 2D stabilizer codes. From a computational perspective the color codes offer an advantage over the surface codes in that the logical Hadamard gate, $H$, and the logical phase gate, $S$, can be performed transversally [30], thus lowering the overheads for computation.

The main disadvantage of the color codes, in comparison to the surface codes, is their lower error thresholds. While their performance under random noise is high (see Table I), currently the best threshold achieved under full circuit noise is $0.143\%$ [31], an order of magnitude lower than that of the surface code. Despite this, there is some evidence that in the far-below-threshold limit the color codes may still be more efficient than surface codes in the number of qubits required to achieve a given logical error rate [32]. Another possible drawback of the color codes is the higher-body measurements they require, with either 6- or 8-body stabilizers needed for larger versions of the codes. This feature may make an experimental implementation more challenging, and result in larger measurement errors.

The color codes are defined on a trivalent lattice, where qubits lie on the vertices, as shown for two small examples in Figure 2. For each face of the lattice, $f$, there are two associated stabilizer generators: $X_f$ which is the product of Pauli-$X$ operators acting on every qubit on the boundary of the face, and $Z_f$, which is the product of Pauli-$Z$ operators on the same set of qubits. It is worth noting that this construction means that the color codes are inherently symmetric between the X and Z bases, and so the color codes will always be at their most efficient when $p_x = p_z$. Unlike the surface codes, there is no mechanism by which the code can be adapted to imbalances in these error rates.

We consider two small color codes, which are shown in Figure 2. The 7 qubit color code (C7) is the smallest possible color code, and is capable of correcting all single qubit errors.


| Code                   | Physical errors (i.i.d) | Measurement and physical errors | Circuit level noise |
|------------------------|-------------------------|---------------------------------|---------------------|
| Surface Code           | 10.31% [25]             | 2.9% [25]                       | 1.1% [7]            |
| Color Code             | 10.6% [28]              | 3.1% [28]                       | 0.082% [28]         |
| Gauge Color Code       | 0.46% [29]              | 0.31% [29]                      | -                   |

**TABLE I.** A comparison of the three families of codes we study in this manuscript. The upper table shows the thresholds of each code under three noise models. Physical errors, in which random i.i.d noise is the only noise suffered by the qubits. Measurement and physical errors, also known as phenomenological noise, where qubits suffer physical i.i.d noise with some probability, p, and additionally measurements are faulty with the same probability. The final column indicates the threshold under a full circuit noise model, where all basic operations are considered to be noisy. The lower table summarises the main characteristics of each code type.

a. 9 qubits is the smallest number needed to allow correction of all single qubit errors, however, a smaller number of qubits may be sufficient to demonstrate error suppression under certain noise models, see Section II A
b. The Hadamard gate is transversal in the surface code up to a physical rotation of the code
c. Where L is the physical dimension of the code

**C. Gauge color codes**

Finally we consider the 3D gauge color codes, recently proposed by Bombin [33], which are topological subsystem codes. This type of code is of particular interest as it offers both error correcting and computational properties beyond that of the surface codes. Firstly, it has been shown [34, 35] that single-shot fault tolerance is possible with the gauge color code. That is, some level of measurement error can be tolerated with only a single round of stabilizer measurement. For the surface codes, and color codes, tolerance to measurement error can only be achieved by making many rounds of stabilizer measurements, requiring a far greater time and level of operational complexity. The second advantage of the gauge color codes is that they admit a universal transversal gate set without needing to resort to magic state distillation [36].

We consider the smallest gauge color code, which is shown in Figure 3. This code comprises 15 qubits, which are positioned on a tetrahedron, one at the centre of the volume, and one on each face, edge and vertex. This encodes a single logical qubit. For each internal volume of the tetrahedra, \( v \), (as shown in Figure 3), there are two associated stabilizer generators: \( X_v \) which is the product of Pauli-\( X \) operators acting on every qubit on the boundary of the volume, and \( Z_v \), which is the product of Pauli-\( Z \) operators on the same set of qubits.

The reader will note that there 8 stabilizer generators, for a code made up of 15 qubits and encoding a single logical qubit. The remaining 6 degrees of freedom make up the gauge. For each face, \( f \), in the lattice there is a gauge operator, \( G_f^{X} \), that is the tensor product of Pauli-\( X \) operators acting on each qubit on the vertices of the face, and another gauge operator, \( G_f^{Z} \), that is the tensor product of Pauli-\( Z \) operators acting on the same set of qubits. In total there are 36 gauge operators.

An important feature, from a practical perspective, is that physically we are not required to measure the stabilizers themselves, but instead need only measure the smaller-bodied gauge operators, from which the stabilizer information can be reconstructed. Each stabilizer can be decomposed into three distinct pairs of gauge operators. This can be seen by observing that the surface of each stabilizer is three-colorable, as shown in Figure 3. The two blue faces, for example, cover all the qubits in the volume, and so the product of the two corresponding gauge operators is equal to the stabilizer of that volume. The same is equivalently true for the red and green pairs of faces. When the gauge operators are measured without error the values of the three pairs should agree. If they do not, we can use this redundancy to identify measurement errors.

Finally, we note that this code is also the smallest possible construction of the recently proposed doubled color code [37], or stacked color code [38]. These codes remarkably can achieve a full transversal gate set whilst main-
The 15 qubit gauge color code. (a) Qubits are represented by white circles that reside in the body, and on the faces, edges, and vertices of a tetrahedron (b) One stabilizer volume is highlighted in yellow. The 8 stabilizers are defined as $X \otimes 8$ and $Z \otimes 8$ operators on each volume inside the tetrahedron (c) One $X \otimes 4$ gauge operator is represented on a blue face of a stabilizer cell. The 36 gauge operators are defined as $X \otimes 4$ and $Z \otimes 4$ for each face in the lattice.

We distinguish between two types of error that can occur during an operation: physical errors and measurement errors. We consider two models for physical errors: depolarising noise, and independent noise, in which X and Z type errors are uncorrelated. In both error models we normalise the parameters to be described by $p$, the probability with which a single qubit acquires any error. In both cases we treat each qubit as independent. Both of these physical error models will be considered under perfect measurement, and the more realistic case of noisy measurements.

A. Physical errors

a. Depolarising noise Each qubit has a probability $p$ of acquiring some error which is equally likely to be one of the three Pauli errors, such that $p_x = p_y = p_z = p/3$.

b. Independent X and Z errors Each qubit has a probability $p'_x$ of acquiring a Pauli-X error and $p'_z$ of a Pauli-Z error, where we introduce the prime notation in this case to indicate that these are different physical quantities to the error rates under depolarising noise.

The overall probability that a qubit acquires an error is $p = 1 - (1 - p'_x)(1 - p'_z)$.

To consider the performance of the various codes under different ratios of errors between the two channels we describe the relationship between the two as, $p'_z = \alpha p'_x$.

We will study first the special case of $\alpha = 1$, where there is no imbalance between the channels, and then consider the more general case of unequally distributed X and Z errors. We will consider explicitly here only cases of $\alpha > 1$, that is, where phase errors are more likely to occur than bit-flip errors, since this is the more common scenario in physical systems.

B. Measurement errors

We define the measurement error rate, $q$, to be the probability that a single stabilizer measurement misreports, and returns the opposite result when it is evaluated.

C. Error correcting power

We will characterise the codes by calculating their error correcting power, $C$, which we define as the ratio of the error rate on a single qubit to the logical error rate after correction. Here we will only consider a single round of stabilizer measurement and correction, and assume that the initial encoded state can be perfectly prepared. In the case of perfect measurement, $C = p/p_L$.

A value of $C > 1$ indicates a suppression of the error under encoding.

In the case of measurement error then we must consider the error rate of a single unencoded qubit to be the probability that neither a physical error, nor a measurement error occurs during storage and readout. The logical error rate of the encoded qubit accounts for measurement error during the decoding process. In this case the correcting power is given by, $C = (1 - (1 - p)(1 - q))/p_L$.

IV. DECODING

The procedure for error correction involves measurement of the stabilizers of the code. These parity checks should all return a ‘+1’ outcome if the qubits are error free. If an error has occurred, however, this anticomutes with some of the stabilizers and flips their measurement outcome to ‘-1’. The results of all the stabilizer
measurements is named the syndrome. The task of deducing, from the syndrome, the best possible way to try and fix the code is the task of the decoder.

For high-distance codes approximate methods are used to reduce the computational requirements of decoding. For surface codes in particular these have been heavily optimised and can achieve close to optimal thresholds. However, since we consider only small system sizes, it is possible to use an exact decoder to identify an optimal decoding under both physical errors, and measurement errors. In the following we use a precomputed decoder to compile a lookup-table of syndromes and their corresponding error configurations, which can then be used to deduce the optimal performance of the codes. We describe the decoder in detail in Appendix A.

V. PERFECT MEASUREMENT

We first study the codes under perfect measurement, using the exact decoder to calculate their correcting power, \( C \), as a function of the physical error rate, \( p \).

Depolarising noise. The performance of the codes under depolarising noise is shown in Figure 4. Amongst the surface codes, S7 is the smallest to demonstrate error correction, with \( C > 1 \) for a physical error rate below \( \sim 5\% \). S8 shows error correction for \( p < 10\% \). S7 and S8 cannot correct for all single qubit errors, and consequently their error correcting power reaches a finite maximum value as \( p \to 0 \). In S7, on 5 of the 7 qubits all single qubit errors can be corrected, whereas of the remaining two, only \( Z \) and \( Y \) errors can be corrected. Thus in the limit that \( p \to 0 \), this results in an overall logical error rate of \( p_L = 2p_x = \frac{2}{7}p \), and so \( C_{S7} \to 1.5 \). In S8, any single qubit error can be detected and corrected on seven of the qubits whilst one qubit can only correct \( Z \) and \( Y \) errors. Thus as \( p \to 0 \) we find \( p_L \to p_x = \frac{2}{9} \). This is seen in Figure 4 where \( C_{S8} \to 3 \). S9 and S13, on the other hand, are able to correct all single qubit errors and so their correcting power diverges as \( p \to 0 \). S9 outperforms S13 as it offers the same code distance, but has fewer physical qubits. Both color codes, and the gauge color code show a region of error suppression. C7 is correctable for \( p < 8\% \) and C11 for \( p < 11\% \). The gauge color code has a smaller region of correctability with \( C > 1 \) for \( p < 1.5\% \).

Independent noise. We first consider the symmetric case where \( p_x = p_z \), the performance of the codes under this noise model is shown in Figure 5. For the surface codes the performance is largely the same as under depolarising noise, with the exception of the 7-qubit code which no longer has any correcting power. The color codes, on the other hand, have greater correcting power than under depolarising noise. C7 and C9 are correctable for \( p < 12.5\% \) and \( p < 15\% \) respectively, while the gauge color code is correctable below \( p \sim 2\% \).

We next consider the more general case where \( p_x \neq p_z \). Codes that are symmetric between the \( X \) and \( Z \) bases will always perform worse in this scenario, as their rate of error suppression will be limited by the larger of the two error rates. Codes that have an asymmetry between the two bases, on the other hand, may show improved performance when a larger proportion of the errors are in the preferred channel. S8, for example, is capable of correcting all single qubit \( Z \) errors, but only 7 out of 8 possible single qubit \( X \) errors. Thus its performance improves when \( p_x > p_z \). The results for the logical error rates of several of the surface codes are summarised in Figure 6. The case \( p_x = p_z \) is indicated by the solid line, and the limiting cases of \( p'_x = 0 \) and \( p'_z = 0 \) are shown by the dotted lines. For the case of the symmetric code S9 (Figure 6c) we see that as the ratio of errors in the two channels changes the logical error rate increases. The codes S7, S8 and S9b which have a structural asymmetry, however, show a reduced logical error rates when \( p'_x > p'_z \). The darker shaded region indicates the area in which the logical error rate is reduced relative to the \( p'_x = p'_z \) case. This effect is offset by a reduced performance when the imbalance is inverted, since the error correcting power has been concentrated in one channel. More detail on the performance under varying levels of asymmetry is given in Appendix B.
VI. NOISY MEASUREMENT

The presence of measurement noise impacts heavily on the codes’ performance. To achieve fault tolerance with a surface code or color code in this scenario it is necessary to perform multiple rounds of stabilizer measurement, but given low enough errors a single round of stabilizer evaluation can still suffice to demonstrate error suppression. Here we calculate the error correcting power of each code under a single round of stabilizer measurement to determine under what conditions this is true. Unlike the other codes, the gauge color code does allow the identification of some measurement errors. In the previous section we saw that under perfect measurement GCC15 simply performed more poorly than the other codes. However, we will now see that under certain combinations of physical error and measurement error it will significantly outperform the surface and color codes.

We identify a region of correctability in the space of measurement error rates, q, and physical error rates, p, where $\mathcal{C} > 1$. Figure 7 shows this region for the 9-qubit surface code code, and the 15-qubit gauge color code under depolarising noise. For the surface code, it is possible to demonstrate error suppression with measurement error rates up to $\sim 0.5\%$, but to achieve $\mathcal{C} > 2$ measurements must suffer errors at a rate $q < 0.1\%$. The other surface codes, and 2D color codes show a similar pattern (see Figure 8) with very low measurement error rates needed to demonstrate any significant error suppression. The gauge color code on the other hand, exhibits very different behaviour since it can detect and suppress both $q$ and $p$ type errors. The inset in the figure shows a zoom on the region where $0 < p < 3\%$ and $0 < q < 0.3\%$ which corresponds to the most likely region of experimental interest. The black dotted line indicates the points at which the correcting power of the two codes is equal. Above this line GCC15 outperforms S9.

When the physical noise is asymmetric between the X and Z channels the regions of correctability change. Three cases are shown in Figure 8(b)-(d) for the cases of $p'_z = p'_x$, $p'_z = 2p'_x$ and $p'_z = 5p'_x$. The symmetric color codes’ correctable regions simply shrink as the errors become more unevenly distributed. For asymmetric surface codes, on the other hand, the region of $\mathcal{C} > 1$ may grow with the asymmetry in the errors. The 7 qubit surface code, for example, which has no error correcting power under any $(p,q)$ configuration when $p'_z = p'_x$, can suppress errors of up to almost $15\%$ when $p'_z = 5p'_x$. More details on this are given in Appendix B where we plot the growth of the region of correctability under varying levels of asymmetry. Given that this type of asymmetry in noise is common in physical systems, this large difference in the error correcting capabilities under such noise...
models should motivate a choice of code type based on more detailed knowledge about the physical noise of a given system.

VII. CONCLUSION

The surface code, color codes, and gauge color code each represent a promising approach to scalable fault tolerance, and we have studied the minimum requirements to implement the most basic instances of each family of codes. The surface code requires a minimum of 9 qubits in order to protect against every single qubit error, but under certain noise patterns 7 and 8-qubit surface codes can suffice to demonstrate error suppression. The color code can be demonstrated with 7 qubits, and the gauge color code with 15 qubits.

The error model we have considered here is very simplistic, assuming that the only source of noise is decoherence from the environment, so-called memory errors, and allowing perfect preparation and readout of the encoded state. In a physical implementation all operations performed on the qubits will also be faulty. To fully understand the error correcting capabilities of a code in a particular system, one would need to carry out a simulation with the noise model relevant to that system. However, the simple error model we have used here can still give an insight into correcting capabilities, as long as the rates of operational errors are low enough. The additional circuit level noise can be roughly accounted for by increasing the physical error suffered by the qubit. A qubit acquires an error each time a gate is performed on it. If we consider the example of the 9-qubit circuit code this is between 2-4 times depending on the qubit. In ion trap systems gate errors of $\sim 0.1\%$ [2] have been demonstrated, and so the additional physical error incurred during stabilizer measurement is $\sim 0.3\%$. In this case we can identify a modified correcting power,

$$
C' = \frac{1 - (1 - p)(1 - q)}{p_L(p', q)},
$$

where $p' = p + 0.3\%$. Now to argue that the code can demonstrate true error suppression we must show that the modified correcting power is greater than one, $C' > 1$. With a measurement error of $\sim 0.1\%$ [1] a memory error of $p=5\%$ can still be effectively suppressed.

Furthermore, we have demonstrated that the structure of the noise can have a significant impact on the error-correcting capabilities of a code, and choosing an appropriate code structure can increase the correcting power for a given set of physical parameters. Beyond the very
simple asymmetries we addressed here, further structure in a noise model is also likely to be reflected in the correcting power. By incorporating the knowledge of the error model into the decoder the correcting capabilities of a code can potentially be boosted even further.
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Here we elaborate on the decoding approach used in the main text to determine the optimal error correcting ability of quantum error correcting codes, according to [10].

We recall that the procedure for error correction involves measurement of the stabilizers of the code, which identifies a syndrome, $s \in S$. The syndrome is some configuration of ‘+1’ and ‘−1’ outcomes, which depend on the error, $E$, that has occurred on the code qubits. We wish to identify a correction operator, $C$ - some configuration of Pauli operations that when applied to code will return the state to the code space without resulting in a logical error, such that

$$CE|ψ_c⟩ = S|ψ_c⟩,$$

where $S$ is the stabilizer group, $S|ψ_c⟩$ is the originally encoded state.

The task of the decoder given a syndrome, $s$, is to identify a correction operator that minimises the chance of acquiring a logical error on the code. Here we describe a method of explicitly calculating the optimal performance of such a decoder for small system sizes.

**1. Perfect Measurement**

It is useful to start with an arbitrary correction, $C^*(s)$, for the given syndrome, $s$. Overall the operation $T = C^*E$ has been applied to the code state. This operation is guaranteed to return the code to the code space, but we do not yet know the logical state of the encoded qubit.

**Appendix A: A Precomputed Decoder**
We can then split the possible physical qubit error configurations, $E \in \mathcal{E}_s$, that could correspond to the observed syndrome, into subsets $\mathcal{E}_{s,l}$ based on the corresponding logical operation, $l \in L$, that is performed by $T$.

If measurements are error free then we need only consider the rate of physical errors to identify the most probable logical state. Given a syndrome $s$, the probability of introducing the logical operation $l$ on the encoded qubits is,

$$\rho(l|s) = \sum_{E \in \mathcal{E}_{s,l}} \frac{p(E)}{p(s)}.$$ \hfill (A1)

For each $s \in S$ we identify the most likely logical error $l_s$, such that $\rho(l_s|s)$ is maximised. The overall successful decoding probability is then given by summing over every possible syndrome,

$$P_d = \sum_{s \in S} \max_{l \in L} \rho(l|s)p(s)$$ \hfill (A2)

$$= \sum_{s \in S} \max_{l \in L} \left\{ \sum_{E \in \mathcal{E}_{s,l}} \frac{p(E)}{p(s)} \right\} p(s)$$ \hfill (A3)

$$= \sum_{s \in S} \max_{l \in L} \left\{ \sum_{E \in \mathcal{E}_{s,l}} p(E) \right\}.$$ \hfill (A4)

This result is conceptually simple, but computing $P_d$ is challenging due to the rapid growth in the size of the sets $\mathcal{E}_{s,l}$ and $S$. With perfect measurements we can make use of the fact that only a restricted set of syndromes are possible to reduce the sum over $s$, but all error configurations must still be considered. Fortunately, as we now show, it is not necessary to compute the sum over the complete set of error configurations in order to compute $P_d$. Observe that the probability of error configuration $E \in \mathcal{E}$ is

$$p(E) = (1 - p)^{N_Q - n(E)} p^n(E),$$ \hfill (A5)

where $N_Q$ is the number of qubits in the code, and $n(E)$ counts the number of single-qubit errors in $E$. Summing over the errors consistent with a given logical error and syndrome we find

$$\sum_{E \in \mathcal{E}_{s,l}} p(E) = \sum_{E \in \mathcal{E}_{s,l}} (1 - p)^{N_Q - n(E)} p^n(E)$$ \hfill (A6)

$$= (1 - p)^{N_Q} \sum_{i=0}^{N_Q} d_s^{(i)} \left( \frac{p}{1 - p} \right)^i$$ \hfill (A7)

$$= (1 - p)^{N_Q} \chi_{s,l} \left( \frac{p}{1 - p} \right),$$ \hfill (A8)

where $d_s^{(i)} = |\{ E \in \mathcal{E}_{s,l} : n(E) = i \}|$ and we have used the final line to define the characteristic function $\chi_{s,l}$ of the class $\mathcal{E}_{s,l}$. By computing and storing the coefficients $d_s^{(i)}$ we are able to calculate the success probabilities for a range of values of $p$.

### 2. Imperfect measurements

Let us now consider the case when in addition to physical errors, stabilizer measurements misreport with probability $q$. When considering noisy measurements we can no longer restrict the set of syndrome outcomes that we sum over, and must instead consider all $2^{N_S}$ possibilities for the ‘true syndrome’, $s$, where $N_S$ is the number of stabilizers. We denote the observed syndrome as $s'$. The probability of successful decoding is now given by,

$$P_d = \sum_{s' \in S} P_{s'}p(s') = \sum_{s' \in S} \max_{l \in L} \rho(l|s')p(s'),$$ \hfill (A9)

where the sum now runs over all possible syndromes. The probability of a given logical error having occurred must now take into account all possible ‘true syndromes’,

$$p(l|s') = \sum_{s \in S} p(s|s')p(l|s).$$ \hfill (A10)

Substituting this into [A9] we find,

$$P_d = \sum_{s' \in S} \max_{l \in L} \sum_{s \in S} p(s|s')p(s)p(l|s)$$ \hfill (A11)

$$= \sum_{s' \in S} \max_{s \in S} \sum_{l \in L} p(s'|s)p(s)p(l|s)$$ \hfill (A12)

$$= \sum_{s' \in S} \max_{s \in S} \sum_{l \in L} p(s'|s)p(s) \sum_{E \in \mathcal{E}_{s,l}} p(E)$$ \hfill (A13)

$$= \sum_{s' \in S} \max_{s \in S} \sum_{l \in L} p(s'|s) \sum_{E \in \mathcal{E}_{s,l}} p(E).$$ \hfill (A14)

Identifying the best choice of matching in this case requires consideration of both the probability of error configurations, $p(E)$, which depends on the physical error rate, $p$, and the probability of the observed syndrome, which depends on the measurement error rate, $q$. The above sum can then be rewritten as in the case of perfect measurement,

$$P_d = \sum_{s' \in S} \max_{l \in L} \sum_{s \in S} (1 - q)^{N_S - |s-s'|} q^{|s-s'|} \chi_{s,l} \left( \frac{p}{1 - p} \right)$$ \hfill (A15)

$$= (1 - p)^{N_Q} \chi_{s,l} \left( \frac{p}{1 - p} \right) \times \sum_{s' \in S} \max_{l \in L} \sum_{s \in S} \left( \frac{q}{1 - q} \right)^{|s-s'|} \chi_{s,l} \left( \frac{p}{1 - p} \right).$$

Thus the polynomial functions we computed for the case of perfect measurement can be used also for the case of noisy measurement. Here, however, we cannot restrict the sum to a subset of the functions, but must sum over all with the correct weighting given by Eq. [A10].
3. Decoder implementation

We implement the decoding strategy outlined in a general form such that the method can be directly applied to any stabilizer code that is defined by its stabilizer generators and logical operators. For a specified code we compute the $\chi_{s,l}$ which can subsequently be used to analyse the logical failure rate of the code under the various noise models we consider in the main text.

4. Approximating the polynomials

The computed tables of polynomials provide an exact solution of the decoding success rate. In the small $p$ limit however, many of the higher order terms have a negligible contribution to the overall success probability. To reduce the computational resources required to analyse the decoder in larger codes, and with noisy measurements, we truncate the polynomials at some $n_{\text{max}}$, such that only error configurations containing up to this number of single qubit errors are considered. Our estimate of the success of the decoder is then calculated using the modified polynomial functions,

$$\tilde{\chi}_{s,l} \left( \frac{p}{1-p} \right) = \sum_{i=0}^{n_{\text{max}}} d_{s,l}^{(i)} \left( \frac{p}{1-p} \right)^i.$$

We note that this approximation always gives a lower bound on the performance of the decoder, it can never exceed the true value. To avoid assuming some structure in the excluded configurations, we conservatively treat all the excluded configurations as failures. As an example we show the result of truncation for the 9-qubit surface code in Figure 9. At a physical error rate of 15% and choosing $n_{\text{max}} = 5$ differs from the exact result by only 0.04%.

FIG. 9. Approximating decoding polynomials. Decoder success rate for the 9 qubit surface code under different levels of truncation approximation. The success rate was calculated for $n_{\text{max}}$ of 1, 2, 3, 4, 5 and 18, which is the maximum error rate (each of the 9 qubits can acquire both an $X$ and $Z$ error). For the range of $p < 0.2$ the truncated polynomials tend very quickly to the exact value, with the $n_{\text{max}} = 5$ case only differing by 0.04% from the exact result at $p = 15\%$.

FIG. 10. Regions of correctability in surface codes under asymmetric independent noise. All plots are calculated under an independent noise model where $p_x = \alpha p_z$, the contours indicate the border of the region where error suppression is possible for a particular value of $\alpha$. (a) 7 qubit surface code (b) 8 qubit surface code, (c) symmetric 9 qubit surface code and (d) an asymmetric 9 qubit surface code. The code for each plot is shown inset, following the scheme of Figure 1, where orange faces indicate an $X$-type stabilizer and white faces indicate a $Z$-type stabilizer.

Appendix B: Noisy measurement

In the main text we saw that an asymmetry in the rate of $X$- and $Z$-type errors could change a code’s performance if the stabilizers were not symmetric between the two channels. Figure 10 shows how the region of correctability (where $C > 1$) depends on the asymmetry between the two channel, as quantified by parameter $\alpha$, where $p'_z = \alpha p'_x$. The same results hold if $p'_x = \alpha p'_z$, in which case one would invert the $X$- and $Z$-type stabilizers of the codes. $\alpha = 1$ represents the symmetric case, and the boundary of the correctable region is denoted by a dashed line in the Figure. $\alpha = \infty$ represents the case where $p'_z = 0$. which is denoted by the solid bold line in the figure. S9 (Fig. 10(c)) is symmetric and so the performance decreases as $\alpha$ increases. S8 shows a moderate increase in the $q$ direction with increased $\alpha$. The most dramatic increase in the correctable region is seen in S7 and S9b, both have no correcting power for $\alpha = 1$, but increasing to $\alpha = 5$ both can demonstrate error suppression at physical error rates of over 10%.