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Abstract

A fixed time-step variational integrator cannot preserve momentum, energy, and symplectic form simultaneously for nonintegrable systems. This barrier can be overcome by treating time as a discrete dynamic variable and deriving adaptive time-step variational integrators that conserve the energy in addition to being symplectic and momentum-preserving. Their utility, however, is still an open question due to the numerical difficulties associated with solving the discrete governing equations. In this work, we investigate the numerical performance of energy-preserving, adaptive time-step variational integrators. First, we compare the time adaptation and energy performance of the energy-preserving adaptive algorithm with the adaptive variational integrator for Kepler’s two-body problem. Second, we apply tools from Lagrangian backward error analysis to investigate numerical stability of the energy-preserving adaptive algorithm. Finally, we consider a simple mechanical system example to illustrate the backward stability of this energy-preserving, adaptive time-step variational integrator.
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1 Introduction

Variational integrators are a class of structure-preserving integrators, that are derived by discretizing the action principle rather than the governing differential equation. The basic idea behind these methods is to obtain an approximation of the action integral called the discrete action. Stationary points of the discrete action give discrete time trajectories of the mechanical system. These integrators have good long-time energy behavior and they conserve the invariants of the dynamics in the presence of symmetries. The basics of variational integrators can be reviewed in [1, 2] and more detailed theory can be found in [3, 4]. A more general framework encompassing variational integrators, asynchronous variational integrators, and symplectic-energy-momentum integrators is discussed in [5]. Due to their symplectic nature, variational integrators are ideal for long-time simulation of conservative or weakly dissipative systems [6] found in astrophysics and molecular dynamics. The discrete trajectories obtained using variational integrators display excellent energy behavior for exponentially long times.

The fixed time-step variational integrators derived from the discrete variational principle cannot preserve the energy of the system exactly. To conserve the energy in addition to preserving the symplectic structure and conserving the momentum, time adaptation needs to be used. These energy-preserving, adaptive time-step variational integrators were first developed for conservative systems in [7] by imposing an additional energy preservation equation to compute the time-step. The same integrators were derived through a variational approach for a more general case of time-dependent Lagrangian systems in [3] by preserving the discrete energy obtained from the discrete variational principle in the extended phase space. Guibout and Bloch [8] have discussed the subtle differences between the underlying discrete variational principles. Recently, Sharma et
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al. [9, 10, 11] extended these methods to systems with external nonconservative forcing and rigid body motion.

Despite their excellent conservation properties, the utility of these methods is still an open question due to the difficulties associated with their numerical implementation. These adaptive algorithms are implicit and require solving a coupled nonlinear system of equations at every time-step to update both the configuration variables and the time variable. Unlike traditional adaptive algorithms, the adaptive time-step computation in these methods is inherently coupled to the discrete dynamics. In fact, existence of solutions for these discrete trajectories is not always guaranteed. Shibberu [12, 13] has discussed the well-posedness of these adaptive algorithms and identified points in the extended state space where the adaptive algorithm has no solutions. Even for points where solutions exist, the governing update equations are ill-conditioned. This introduces a discrete energy error at every iteration and can accumulate in long-time simulations. Therefore, the backward stability of energy-preserving, adaptive time-step variational integrator algorithms needs to be investigated.

The early development of backward error analysis in 1960s was motivated by numerical linear algebra applications and it was mainly used as a tool for evaluating the propagation of rounding errors in matrix algorithms. Although Wilkinson [14] first used it in the context of eigenvalue problems, the underlying idea of backward error analysis has also been applied to numerical integration of dynamical systems [15, 16]. Truncation errors introduced by the numerical integrator play the same role as rounding errors in the numerical linear algebra setting. The focus in the backward error analysis is to answer the question: what dynamical system does the numerical integrator solve? Thus, instead of studying the difference between the trajectories obtained using the numerical integrator and the exact solution, we look for a nearby dynamical system which would be solved exactly by the numerical integrator. For dynamical systems with underlying geometric structure, we would like the modified system to also possess similar features. The existence of such a nearby dynamical system has direct implications for the accurate long-time behavior of the simulation.

Sanz-Serna [17] first applied tools from backward error analysis to symplectic integrators and showed that numerical trajectories from symplectic integrators can be interpreted as the exact solution of a perturbed Hamiltonian system. Reich [18] used a recursive definition of modified vector fields to provide a unifying framework for the backward error analysis of geometric numerical integration (GNI) methods. Hairer [19] developed variable time-step symplectic integrators and proved backward stability of the adaptive algorithm by using time transformations. Recently, Vermeeran [20] studied the backward stability of fixed time-step variational integrators from the Lagrangian perspective.

The main goal of this work is to understand the numerical performance of energy-preserving, adaptive time-step variational integrators. First, we provide a comparison between different adaptive time-stepping approaches through a numerical example of Kepler's two-body problem. We also obtain a conservative bound on the discrete energy error that is accumulated from inexact solutions to the residual of the discrete energy equation. This shows that the error can be controlled through the residual tolerance and the numerical precision that is used. Variable precision arithmetic in the energy-preserving adaptive algorithm is used to show how the energy performance can be improved when using more significant digits in the computation. Motivated by the improvement in energy performance, we theoretically justify these results by investigating the stability of the adaptive algorithm. We first use a time-transformation to represent the adaptive algorithm as a fixed time-step algorithm and then apply backward error analysis tools in the transformed setting.

The remainder of the paper is organized as follows. In Section 2, we review the basics of extended Lagrangian mechanics and derive the energy-preserving, adaptive time-step variational integrators. In Section 3, we compare the numerical performance of energy-preserving, adaptive time-step variational integrators and adaptive variational integrators for the Kepler’s two-body problem, with special focus on their energy behavior and time adaptivity. We also study the energy behavior of the adaptive algorithm and the effect of higher precision arithmetic on the conservation properties. In Section 4, we use tools from backward error analysis to study algorithmic stability of energy-preserving, adaptive time-step variational integrators. We first introduce a time transformation to represent the energy-preserving, adaptive time-step variational integrator as a fixed time-step variational integrator. We then use these backward stability concepts to derive modified equations and the corresponding modified Lagrangian for a simple mechanical system. Finally, in Section 5 we provide concluding remarks and suggest future research directions.
2 Background

In this section, we review the basics of extended Lagrangian mechanics and the derivation of energy-preserving, adaptive time-step variational integrators. Drawing on the work of Marsden et al. \cite{marsden1999hamiltonian, marsden2001direct, marsden2013fell}, we first derive equations of motion in continuous-time from the variational principle and then derive the corresponding variational integrators by considering the discretized variational principle in the discrete-time domain. To achieve this, we first derive extended Euler-Lagrange equations from Hamilton’s principle. After deriving equations of motion, we use concepts of extended discrete mechanics developed in \cite{marsden2013fell} to derive extended discrete Euler-Lagrange equations and write these in a time-marching form to obtain energy-preserving, adaptive time-step variational integrators for Lagrangian systems.

2.1 Extended Lagrangian Mechanics

Hamilton’s principle of stationary action is one of the most fundamental results of classical mechanics and is commonly used to derive equations of motion for a variety of systems. The forces and interactions that govern the dynamical evolution of the system are easily determined through Hamilton’s principle in a formulaic and elegant manner. Hamilton’s principle \cite{taylor2014modern} states that: The motion of the system between two fixed points from \( t_0 \) to \( t_f \) is such that the action integral has a stationary value for the actual path of the motion. To derive the Euler-Lagrange equations via Hamilton’s principle, we start by defining the configuration space, tangent space and path space.

Consider a time-dependent Lagrangian system with configuration manifold \( \mathbb{Q} \) and time space \( \mathbb{R} \). In the extended Lagrangian mechanics framework \cite{marsden2013fell}, we treat time as a dynamic variable and define the extended configuration manifold \( \mathbb{Q} = \mathbb{R} \times \overline{\mathbb{Q}} \); the corresponding state space \( \mathbb{T} \overline{\mathbb{Q}} \) is \( \mathbb{R} \times \overline{\mathbb{T} \overline{\mathbb{Q}}} \), where the tangent bundle \( \overline{\mathbb{T} \overline{\mathbb{Q}}} \) is the union of all tangent spaces to \( \mathbb{Q} \). The extended Lagrangian is \( L : \mathbb{R} \times \overline{\mathbb{T} \overline{\mathbb{Q}}} \to \mathbb{R} \).

In the extended Lagrangian mechanics framework, \( t \) and \( \mathbf{q} \) are both parametrized by an independent variable \( a \). The two components of a trajectory \( c \) are \( c(a) = (c_t(a), c_q(a)) \). The extended path space is

\[
\mathcal{C} = \{ c : [a_0, a_f] \to \overline{\mathbb{Q}} | c \text{ is a } C^2 \text{ curve and } c_t'(a) > 0 \}.
\]

For a given path \( c(a) \), the initial time is \( t_0 = c_t(a_0) \) and the final time is \( t_f = c_t(a_f) \). The extended action \( \mathcal{B} : \mathcal{C} \to \mathbb{R} \) is

\[
\mathcal{B} = \int_{a_0}^{a_f} L(t, \mathbf{q}(t), \dot{\mathbf{q}}(t)) dt.
\]

Since time is a dynamic variable in this framework, we substitute \( (t, \mathbf{q}(t), \dot{\mathbf{q}}(t)) = (c_t(a), c_q(a), \frac{c_t'(a)}{c_t(a)}) \) in the above equation to get

\[
\mathcal{B} = \int_{a_0}^{a_f} L \left( c_t(a), c_q(a), \frac{c_t'(a)}{c_t(a)} \right) c_t'(a) \, da.
\]

We compute the first variation of the action as

\[
\delta \mathcal{B} = \int_{a_0}^{a_f} \left[ \frac{\partial L}{\partial t} \delta c_t + \frac{\partial L}{\partial \mathbf{q}} \cdot \delta \mathbf{q} + \frac{\partial L}{\partial \dot{\mathbf{q}}} \left( \frac{\delta c_t'(a)}{c_t} - \frac{c_t'(a) \delta c_t''(a)}{(c_t')^2} \right) \right] c_t'(a) \, da + \int_{a_0}^{a_f} L \delta c_t'(a) \, da.
\]

Using integration-by-parts and setting the variations at the endpoints to zero gives

\[
\delta \mathcal{B} = \int_{a_0}^{a_f} \left[ \frac{\partial L}{\partial \mathbf{q}} \frac{d}{da} \frac{\partial L}{\partial \dot{\mathbf{q}}} \right] \delta \mathbf{q}(a) \, da + \int_{a_0}^{a_f} \left[ \frac{\partial L}{\partial t} \frac{d}{da} \frac{\partial L}{\partial \dot{\mathbf{q}}} \right] \delta c_t(a) \, da.
\]

Using \( dt = \frac{d a}{c_t'(a)} \) in the above expression gives two equations of motion. The first is the Euler-Lagrange equation of motion

\[
\frac{\partial L}{\partial \mathbf{q}} - \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{\mathbf{q}}} \right) = 0,
\]

which is the same as the equation obtained using the classical Lagrangian mechanics framework. The second equation is

\[
\frac{\partial L}{\partial t} + \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{\mathbf{q}}} \cdot \dot{\mathbf{q}} - L \right) = 0,
\]

which describes how the energy of the system evolves with time.
Remark 1. It should be noted that both (6) and (7) depend only on the associated curve \( q(t) \). The time component \( c_t(a) \) of the extended path cannot be determined from the governing equations. This comes from the fact that the energy evolution equation (7) is redundant as it is a consequence of the Euler-Lagrange equation (6). Thus, the "velocity" of time, i.e. \( c_t'(a) \), is indeterminate in the continuous-time formulation.

2.2 Energy-preserving, Adaptive Time-step Variational Integrators

For the extended Lagrangian mechanics, we define the extended discrete state space \( \bar{Q} \times \bar{Q} \). The extended discrete path space is

\[
\bar{C}_d = \left\{ c : \{ 0, \ldots, N \} \rightarrow \bar{Q} \mid c_t(k+1) > c_t(k) \text{ for all } k \right\}.
\]  
(8)

The extended discrete action map \( \bar{B}_d : \bar{C}_d \rightarrow \mathbb{R} \) is

\[
\bar{B}_d = \sum_{k=0}^{N-1} L_d(t_k, q_k, t_{k+1}, q_{k+1}),
\]  
(9)

where \( L_d : \bar{Q} \times \bar{Q} \rightarrow \mathbb{R} \) is the extended discrete Lagrangian function that approximates the action integral between two successive configurations. Taking variations of the extended discrete action map leads to

\[
\delta \bar{B}_d = \sum_{k=1}^{N-1} \left[ D_1 L_d(t_{k-1}, q_{k-1}, t_k, q_k) + D_2 L_d(t_k, q_k, t_{k+1}, q_{k+1}) \right] \cdot \delta q_k
\] 
\[+ \sum_{k=1}^{N-1} \left[ D_3 L_d(t_{k-1}, q_{k-1}, t_k, q_k) + D_4 L_d(t_k, q_k, t_{k+1}, q_{k+1}) \right] \delta t_k = 0,
\]  
(10)

where \( D_i \) denotes differentiation with respect to the \( i \)-th argument of the discrete Lagrangian \( L_d \).

Applying Hamilton’s principle of least action and setting variations at endpoints to zero results in the extended discrete Euler-Lagrange equations

\[
D_1 L_d(t_{k-1}, q_{k-1}, t_k, q_k) + D_2 L_d(t_k, q_k, t_{k+1}, q_{k+1}) = 0,
\]  
(11)

\[
D_3 L_d(t_{k-1}, q_{k-1}, t_k, q_k) + D_4 L_d(t_k, q_k, t_{k+1}, q_{k+1}) = 0.
\]  
(12)

Given \((t_{k-1}, q_{k-1}, t_k, q_k)\), the extended discrete Euler-Lagrange equations can be solved to obtain \( q_{k+1} \) and \( t_{k+1} \). This extended discrete Lagrangian system can be seen as a numerical integrator of the continuous-time nonautonomous Lagrangian system with adaptive time-steps.

In the extended discrete mechanics framework, we define the discrete momentum \( p_k \) by

\[
p_k = D_4 L_d(t_{k-1}, q_{k-1}, t_k, q_k).
\]  
(13)

We also introduce the discrete energy

\[
E_k = D_3 L_d(t_{k-1}, q_{k-1}, t_k, q_k).
\]  
(14)

Using the discrete momentum and discrete energy definitions, we can re-write the extended discrete Euler-Lagrange equations (11) and (12) in the following form

\[
-D_2 L_d(t_k, q_k, t_{k+1}, q_{k+1}) = p_k,
\]  
(15)

\[
D_1 L_d(t_k, q_k, t_{k+1}, q_{k+1}) = E_k,
\]  
(16)

\[
p_{k+1} = D_4 L_d(t_k, q_k, t_{k+1}, q_{k+1}),
\]  
(17)

\[
E_{k+1} = -D_3 L_d(t_k, q_k, t_{k+1}, q_{k+1}).
\]  
(18)

Given \((t_k, q_k, p_k, E_k)\), the coupled nonlinear equations (15) and (16) are solved implicitly to obtain \( q_{k+1} \) and \( t_{k+1} \). The configuration \( q_{k+1} \) and time \( t_{k+1} \) are then used in (17) and (18) to obtain \((p_{k+1}, E_{k+1})\) explicitly. The extended discrete Euler-Lagrange equations were first written in the time-marching form in [3] and are also known as symplectic-energy-momentum integrators.
### 3 Time Transformation and Adaptivity

In this section, we compare the numerical performance of the energy-preserving, adaptive time-step variational integrators discussed in Section 2.2 to the adaptive variational integrators from [23]. Due to their variational derivations, both classes of integrators are symplectic and momentum-preserving but motivation for the time adaptation is very different. Adaptive variational integrators are designed for computational efficiency whereas the energy-preserving, adaptive time-step variational integrators are focused on preserving the discrete energy in addition to being symplectic and momentum-preserving.

#### 3.1 Adaptive Variational Integrators

For a Hamiltonian system \( H(q, p) \), Schmitt and Leok [23] prescribed an *a priori* time transformation \( t \rightarrow a \), given by \( \frac{da}{dt} = g(q, p) \), with auxiliary states \((q^t, p^t)\) to form a new Hamiltonian

\[
\tilde{H}(q, p) = g(q, p)(H(q, p) + p^t),
\]

(19)

where \((q, p) = \left( \begin{bmatrix} q \\ q^t \end{bmatrix}, \begin{bmatrix} p \\ p^t \end{bmatrix} \right)\). Subsequently, the physical time \( t \) is treated as a configuration variable by choosing \( q^t = t \) with the corresponding momentum variable \( p^t = -H(q_0, p_0) \). Hamilton’s equations for the new Hamiltonian (19) are given by

\[
\frac{dq}{da} = \begin{bmatrix} g(q, p) \frac{\partial H}{\partial q} \\ g(q, p) \frac{\partial H}{\partial p} \end{bmatrix}, \quad \frac{dp}{da} = \begin{bmatrix} -g(q, p) \frac{\partial H}{\partial q} \\ 0 \end{bmatrix}.
\]

(20)

Applying Hamiltonian variational integrators with fixed time-step \( \Delta a \) to the transformed Hamiltonian system result in adaptive variational integrators for the original Hamiltonian system \( H(q, p) \).

We apply the implicit midpoint rule for time-integration of the transformed Hamiltonian system resulting in

\[
\begin{bmatrix}
\frac{q_{k+1} - q_k}{\Delta a} \\
\frac{p_{k+1} - p_k}{\Delta a} \\
\end{bmatrix} = \begin{bmatrix}
g(q_{av})H_p(q_{av}, p_{av}) \\
g(q_{av}) \\
\end{bmatrix}, \quad \begin{bmatrix}
\frac{p_{k+1} - p_k}{\Delta a} \\
\frac{q_{k+1} - q_k}{\Delta a} \\
\end{bmatrix} = \begin{bmatrix}
-g(q_{av})H_q(q_{av}, p_{av}) \\
0 \\
\end{bmatrix},
\]

where \( q_{av} = \frac{q_k + q_{k+1}}{2}, \ p_{av} = \frac{p_k + p_{k+1}}{2}, \) and we have assumed that the monitor functions only depend on the configuration, i.e. \( g(q, p) = g(q) \). Given \((q_k, q_{k+1}, p_k)\), we need to solve the following coupled nonlinear equations to obtain \((q_{k+1}, q_{k+1}, p_{k+1})\)

\[
\frac{q_{k+1} - q_k}{\Delta a} = g \left( \frac{q_{k+1} + q_k}{2} \right) \frac{\partial H}{\partial p} \left( \frac{q_{k+1} + q_k}{2}, \frac{p_{k+1} + p_k}{2} \right),
\]

(21)

\[
\frac{p_{k+1} - p_k}{\Delta a} = -g \left( \frac{q_{k+1} + q_k}{2} \right) \frac{\partial H}{\partial q} \left( \frac{q_{k+1} + q_k}{2}, \frac{p_{k+1} + p_k}{2} \right),
\]

(22)

\[
\frac{q_{k+1} - q_k}{\Delta a} = g \left( \frac{q_{k+1} + q_k}{2} \right).
\]

(23)

#### 3.2 Numerical Comparison for Kepler’s Two-body Problem

For the comparison of the above adaptive variational integrator to the energy-preserving, adaptive time-step variational integrator presented in Section 2.2, we consider Kepler’s two-body problem with two different initial conditions. The Hamiltonian for this conservative system is

\[
H(q^1, p^1, q^2, p^2) = \frac{(p^1)^2 + (p^2)^2}{2} - \frac{1}{\sqrt{(q^1)^2 + (q^2)^2}}
\]

(24)

For initial conditions, we consider \( q^1(0) = 1 - e, q^2(0) = 0, p^1(0) = 0, p^2(0) = \sqrt{\frac{2(1+e)}{1-e}} \) for \( e = 0.1 \) and \( 0.7 \), where \( e \) is the eccentricity of the elliptical trajectory.
3.2.1 Implementation Details

- For energy-preserving, adaptive time-step variational integrator (EpAVI), we use the midpoint rule to obtain the extended discrete Lagrangian

\[ L_d = (t_{k+1} - t_k)L\left(\frac{q_k + q_{k+1}}{2}, \frac{q_{k+1} - q_k}{t_{k+1} - t_k}\right). \] (25)

The time-marching equations for the EpAVI algorithm can be derived by substituting the discrete Lagrangian from (25) in (15)-(18).

- For adaptive variational integrator (AVI), we consider two monitor functions used in [23]. The first is the arclength parametrization

\[ g_1(q) = (2(H_0 - V(q)) + \nabla V(q)^T M^{-1} \nabla V(q))^{-\frac{1}{2}}, \] (26)

and the second is the problem-specific monitor function

\[ g_2(q) = q^\top q. \] (27)

which is motivated by Kepler’s second law. We denote the adaptive algorithms based on the first monitor function \( g_1 \) and second monitor function \( g_2 \) by AVI1 and AVI2, respectively.

- All numerical studies are done with MATLAB 2020b. To compute the trajectory error plots, we compute the reference solution using the in-built ode45 solver with \( reltol = 1e-12 \) and \( abstol = 1e-14 \).

- For a fair comparison between the two adaptive approaches, \( \Delta e \) for the adaptive algorithm (21)-(23) is chosen such that the resulting initial time step \( h_0 \) is same as the one used for the energy-preserving adaptive algorithm.

3.2.2 Results

We compare the energy error, trajectory error, and adaptive time-step behavior for \( e = 0.1 \) and \( e = 0.7 \) in Figure 1 and Figure 2, respectively. For \( e = 0.1 \), we observe that EpAVI algorithm and AVII algorithm give nearly same adaptive time-step behavior, while AVI2 algorithm achieves marginally higher adaptive time-step values. The energy error plots in Figure 1b demonstrate that AVI1 and AVI2 exhibit bounded energy error magnitude around \( 10^{-7} \) whereas EpAVI algorithm has energy error magnitude around \( 10^{-14} \). Trajectory error plots for \( q_1 \) and \( q_2 \) demonstrate the improved accuracy achieved by EpAVI algorithm. All three algorithms presented exhibit nearly the same accuracy, with the EpAVI algorithm performing marginally better.

For the higher eccentricity value \( e = 0.7 \), the adaptive variational integrators (AVI1 and AVI2) exhibit significantly higher adaptive time-step values compared with the EpAVI algorithm. Unlike the \( e = 0.1 \) case where the adaptive time step \( h_k \) does not increase substantially from the initial time step \( h_0 = 0.001 \), all three adaptive algorithms achieve significant speedup with the adaptive time-step value \( h_k \) increasing by almost 12-15 times the initial value \( h_0 \). Both adaptive variational integrators have energy error around \( 10^{-4} \) whereas the EpAVI algorithm has energy error around \( 10^{-13} \). Similar to the \( e = 0.1 \) case, the AVI1 and AVI2 algorithms exhibit similar trajectory error, and the EpAVI algorithm performs marginally better.

Based on the numerically computed discrete time values \( \{t_k\}_{k=0}^N \), we have compared the time transformation \( t(a) \) in Figure 3 for both adaptive approaches. These plots reveal the numerical relation between the physical time \( t \) and the transformed time \( a \) over one cycle for both eccentricity cases. In Figure 3a, both energy-preserving adaption and monitor function approaches have a similar \( t(a) \) relation for \( e = 0.1 \). For an initial time-step of \( h_0 = 0.001 \), the AVI2 algorithm achieves an average time-step of \( 1.23h_0 \) whereas the average time-step for the EpAVI algorithm is \( 1.17h_0 \). By contrast, Figure 3b shows how both monitor function and energy-preserving adaptation approaches have significantly higher average time-step for \( e = 0.7 \). The AVI2 algorithm achieves an average time-step of \( 7.93h_0 \) whereas the average time-step for the EpAVI algorithm is \( 6.22h_0 \). Furthermore, \( t(a) \) plots in Figure 3 numerically validate the bounded nature of \( t'(a) \), i.e. \( 0 < t'(a) \leq const \). The fact that \( t'(a) \) remains bounded will be used as an assumption in the backward error analysis in Section 4.
Figure 1: Comparison between adaptive variational integrators for $e = 0.1$

Figure 2: Comparison between adaptive variational integrators for $e = 0.7$
Figure 3: Time transformation $t(a)$ for $h_0 = 0.001$

Figure 4: Effect of initial time-step $h_0$ on adaptive variational integrators for $e = 0.7$

We have also studied the effect of initial time-step $h_0$ on the numerical performance of the adaptive algorithms. For the AVI2 algorithm, increasing the initial time-step from $h_0 = 0.001$ to $h_0 = 0.01$ leads to an increase in the energy error. The EpAVI algorithm, on the other hand, exhibits small decrease in the energy error for the smaller initial time-step $h_0 = 0.001$. This unexpected decrease in energy error for larger time-steps is due to residual error in not solving the discrete energy equation exactly. We discuss the dependence of the residual error on energy behavior of the EpAVI algorithm in detail in Section 4.1. Both algorithms demonstrate similar numerical behavior of $\frac{\Delta E}{\Delta t}$ for both $h_0$ values which shows that the speedup achieved up the adaptive algorithms is independent of initial time-step and is mainly governed by the discrete dynamics.

Remark 2. We observe slow linear error growth for all three adaptive algorithms in the trajectory error plots for both eccentricity values in Figure 1 and Figure 2. This error growth is due to the integrable nature of Kepler’s two-body problem. Completely integrable systems form an interesting class of Hamiltonian systems, and symplectic integrators are known to exhibit linear error growth for such systems. More details about this result can be found in [24].

3.3 Energy Behavior

As shown in Section 2.2, the extended discrete equations for the adaptive time-step variational integrators conserve the discrete energy $E_k$ exactly. Unfortunately, numerical algorithms do not
solve the discrete energy equation exactly and the residual from approximating solutions to this equation affects the errors in subsequent iterations. It is possible that the accumulation of the discrete energy error leads to a significant energy error that overcomes the energy-preservation advantage of the adaptive time-stepping algorithm. Thus, we need to investigate the long-term behavior of energy error.

For a given initial configuration \((t_0, q_0, p_0, E_0)\), the discrete energy \(E_k\) after \(k\) adaptive time-steps can be written as the telescoping series

\[
E_k = E_0 + \sum_{i=1}^{k} (E_i - E_{i-1}).
\]  

(28)

We can use this expression to obtain a conservative bound on the discrete energy error

\[
|E_k - E_0| \leq \sum_{i=1}^{k} |E_k - E_{k-1}| \leq k \max_{i} |E_i - E_{i-1}|.
\]  

(29)

where \(\max_{i} |E_i - E_{i-1}|\) is the maximum discrete energy error introduced in one iteration during the entire numerical simulation. Using this conservative bound, we can compare the energy behavior of fixed time-step variational integrators with the worst case scenario for the EpAVI algorithm. For example, if we consider an example where the fixed time-step algorithm exhibits discrete energy error around \(10^{-6}\) then the EpAVI algorithm, with \(10^{-15}\) accuracy in solving discrete energy equation, will exhibit better energy performance for \(10^9\) steps

\[
k = \frac{10^{-6}}{\max_{i} |E_i - E_{i-1}|} = \frac{10^{-6}}{10^{-15}} = 10^9 \text{ steps}.
\]  

(30)

![Figure 5: EpAVI algorithm for \(e = 0.7\) using VPA for different tolerance values.](image)

It is important to note that the discrete energy error bound in (29) is very conservative because it assumes the worst case scenario where the energy error is maximal and of the same sign in every step. We have studied Kepler’s two-body problem using Variable Precision Arithmetic (VPA) to demonstrate that the EpAVI algorithm can resolve the issue of accumulation of discrete energy error by solving the discrete equations with higher precision. We have compared the numerical performance of the EpAVI algorithm using VPA with 18 significant digits for different tolerance values in Figure 5. The higher precision with VPA allows us to solve the discrete update equations with lower tolerance values. The energy error plots in Figure 5a show that the accumulation of discrete energy error decreases with decreasing tolerance, and VPA with \(tolerance = 10^{-17}\) achieves exact energy conservation up to precision. The adaptive time-step behavior in Figure 5b also matches our previous results from Section 3.
Based on these results, we have shown that increasing the precision can lead to nearly exact energy behavior without requiring time-step sizes to vanish. It is important to note that using VPA makes the EpAVI algorithm computationally prohibitive. The key takeaway from these results obtained using VPA is that, if solved with enough precision, the adaptive algorithm can conserve the discrete energy exactly. In fact, the energy error results obtained by using VPA strongly indicate that the EpAVI algorithm is a backward stable algorithm.

4 Backward Error Analysis

There are two challenges in showing backward stability for energy-preserving, adaptive time-step variational integrators. First, these algorithms are derived from the Lagrangian perspective and hence, the governing Euler-Lagrange equations are second-order. The second challenge is the unique nature of the adaptive algorithm where the adaptive time-step is computed from the discrete Euler-Lagrange equations (36)-(37) and thus the time transformation map \( t(a) \) in (31) is not explicitly given in the continuous-time setting. This is related to the fact that the Euler-Lagrange equation (32) corresponding to the time variable \( t \) is a redundant equation.

Vermeeren [20] developed the theoretical framework for backward error analysis from the Lagrangian side and derived modified equations for fixed time-step variational integrators. Our goal is to apply backward stability results from [20] to energy-preserving, adaptive time-step variational integrators. We first introduce a time transformation and show that the energy-preserving adaptive algorithm is equivalent to a fixed time-step variational integrator in the transformed setting. We then review some concepts required for the backward error analysis of variational integrators from a Lagrangian perspective and also modify some definitions to incorporate the time transformation.

4.1 Time Transformation

In this section, we introduce a time transformation from the physical time \( t \) to a fictitious time \( a \) and represent the energy-preserving, adaptive time-step variational integrator (EpAVI) as a fixed time-step variational integrator in this transformed setting. Using ideas from extended Lagrangian mechanics, we interpret the parameterization of \( t = t(a) \) in terms of the independent variable \( a \) as a time transformation. For such a time transformation, i.e. \( t \rightarrow a \), the configuration in the transformed setting is given by \( \bar{q}(a) = (q(a), t(a)) \). For this new set of states, we introduce

\[
L((\bar{q}(a), \bar{q}'(a))) = t'(a)L(q(t), \dot{q}(t)) = t'(a)L\left(q(a), \frac{\bar{q}'(a)}{t'(a)} \right),
\]  

Figure 6: Schematic overview of the backward error analysis of energy-preserving, adaptive time-step variational integrators.
where we have used \( \dot{q}(t) = \frac{q'(a)}{v'(a)} \). The Euler-Lagrange equations in the transformed setting are

\[
\frac{\partial L}{\partial q} - \frac{d}{da} \left( \frac{\partial L}{\partial q'} \right) = t'(a) \frac{\partial L}{\partial q} - \frac{d}{da} \left( t'(a) \frac{1}{v'(a)} \right) = t'(a) \left( \frac{\partial L}{\partial q} - \frac{d}{dt} \left( \frac{\partial L}{\partial q'} \right) \right) = 0,
\]

(32)

\[
\frac{\partial L}{\partial t} - \frac{d}{dt} \left( \frac{\partial L}{\partial t'} \right) = -\frac{d}{da} \left( L + t'(a) \frac{\partial L}{\partial q} \frac{\dot{q}}{v'(a)} \right) = t'(a) \frac{d}{dt} \left( \frac{\partial L}{\partial q'} \cdot \dot{q} - L \right) = 0.
\]

(33)

Thus, the Euler-Lagrange equations in the transformed setting lead to the original Euler-Lagrange equation (32) along with the redundant energy equation (33). Although, these equations are the same as the extended Euler-Lagrange equations, it is important to interpret the above equations as Euler-Lagrange equations in the transformed setting. This interpretation will play a key role in the following Lemma about the equivalence of trajectories of the original Lagrangian system and the transformed system.

**Lemma 1:** Let \( q(t) \) and \( q(a) \) be the trajectory solutions to the Euler-Lagrange equations corresponding to the physical Lagrangian \( L \) and the transformed Lagrangian \( \bar{L} \), respectively. Then,

\[
q(T) = (q(\alpha(T)), \alpha(T)),
\]

where \( \alpha(T) = \int_0^T t'(a) da \).

**Proof:** This follows from the fact that \( q(T) \) and \( q(\alpha(T)) \) satisfy the original Euler-Lagrange equation with same initial conditions.

Consider a discrete trajectory in the transformed setting with \( \Delta a = a_{k+1} - a_k \). The discrete action \( \bar{S}_d \) approximates the action integral

\[
\bar{S}_d = \sum_{i=1}^{N} \bar{L}_d(q_k, q_{k+1}) \approx \int_{a_0}^{a_f} \bar{L}(q(a), \dot{q}'(a)) da,
\]

(34)

where \( q_k = (q_k, t_k) \) and the discrete Lagrangian is given by

\[
\bar{L}_d(q_k, q_{k+1}) = \Delta a \left[ L \left( \frac{q_k + q_{k+1}}{2}, \frac{q_{k+1} - q_k}{\Delta a} \right) \right] \approx \int_{a_k}^{a_{k+1}} \bar{L}(q(a), \dot{q}'(a)) da.
\]

(35)

The resulting discrete Euler-Lagrange equations are given by

\[
\frac{\partial \bar{L}_d(q_{k-1}, q_k)}{\partial q_k} + \frac{\partial \bar{L}_d(q_k, q_{k+1})}{\partial q_k} = 0,
\]

(36)

\[
\frac{\partial \bar{L}_d(q_{k-1}, q_k)}{\partial t_k} + \frac{\partial \bar{L}_d(q_k, q_{k+1})}{\partial t_k} = 0.
\]

(37)

These variational integrators with a fixed time-step \( \Delta a \) in the transformed setting are equivalent to the energy-preserving, adaptive time-step variational integrators. This equivalence will allow us to apply established results from backward error analysis of fixed time-step variational integrators.

### 4.2 Consistent Discretization and Modified Equations

Since variational integrators are written in terms of the discrete Lagrangian \( \bar{L}_d \), the first step is to define a consistent discretization of the continuous Lagrangian \( \bar{L}(q, q') \). We define \( \bar{L}_{disc} \) as follows

\[
\bar{S}_d = \sum_{k=0}^{N-1} \Delta a \bar{L}_{disc}(q_k, q_{k+1}, \Delta a),
\]

(38)

where \( \bar{S}_d \) is the discrete action in the transformed setting. It is important to note that \( \bar{L}_{disc} \) is different from the discrete Lagrangian \( \bar{L}_d \) defined earlier. In fact, \( \bar{L}_d \) and \( \bar{L}_{disc} \) are related by a nonzero scaling factor of \( \Delta a \), i.e. \( \bar{L}_d = \Delta a \bar{L}_{disc} \). A consistent discretization \( \bar{L}_{disc} \) of \( \bar{L} \) ensures that the discrete Euler-Lagrange equations (36)-(37) are a consistent discretization of continuous Euler-Lagrange equations (32)-(33). For example, the midpoint rule used in this work is an example of consistent discretization with

\[
\bar{L}_{disc} = \left[ L \left( \frac{q_k + q_{k+1}}{2}, \frac{q_{k+1} - q_k}{\Delta a} \right) \right].
\]
As an example, consider the Kepler’s two-body problem from Section 3. The governing discrete equations based on the midpoint rule

\[
\left( \frac{q^1_{k+1} - q^1_k}{t_{k+1} - t_k} \right) - (t_{k+1} - t_k) \left( \frac{q^1_k + q^1_{k+1}}{4 \left( (q^1_k + q^1_{k+1})^2 + (q^2_k + q^2_{k+1})^2 \right)^{\frac{1}{2}}} \right) = p^1_k, \quad (39)
\]

\[
\left( \frac{q^2_{k+1} - q^2_k}{t_{k+1} - t_k} \right) - (t_{k+1} - t_k) \left( \frac{q^2_k + q^2_{k+1}}{4 \left( (q^1_k + q^1_{k+1})^2 + (q^2_k + q^2_{k+1})^2 \right)^{\frac{1}{2}}} \right) = p^2_k, \quad (40)
\]

\[
\frac{1}{2} \left( \frac{q^1_{k+1} - q^1_k}{t_{k+1} - t_k} \right)^2 + \frac{1}{2} \left( \frac{q^2_{k+1} - q^2_k}{t_{k+1} - t_k} \right)^2 - \frac{2}{\sqrt{(q^1_k + q^1_{k+1})^2 + (q^2_k + q^2_{k+1})^2}} = E_k. \quad (41)
\]

These are a consistent discretization of the continuous Euler-Lagrange equations.

Since the governing equations from the Lagrangian perspective, i.e. Euler-Lagrange equations, are second-order equations, the modified equation for the discrete Euler-Lagrange equations should also be second-order. As discussed in Section 2, the energy-preserving, adaptive time-step variational integrators are based on the extended Lagrangian mechanics and its discrete analogue. To use tools from standard backward analysis of numerical integrators, we first need to define what constitutes a modified equation in the transformed setting. We define \( \psi = [\psi_{EL}, \psi_E] \) where \( \psi_{EL} \) is the discrete Euler-Lagrange equation

\[
\psi_{EL}(q_{k-1}, q_k, q_{k+1}, \Delta a) = \frac{\partial L_d(q_{k-1}, q_k)}{\partial q_k} + \frac{\partial L_d(q_k, q_{k+1})}{\partial q_{k+1}} = 0, \quad (42)
\]

and \( \psi_E \) is the discrete energy equation

\[
\psi_E(q_{k-1}, q_k, q_{k+1}, \Delta a) = \frac{\partial L_d(q_{k-1}, q_k)}{\partial t_k} + \frac{\partial L_d(q_k, q_{k+1})}{\partial t_{k+1}} = 0. \quad (43)
\]

**Definition:** The differential equation \( q'' = f(q(a), q'(a), \Delta a) \) is a modified equation for the discrete equation \( \psi(q_{k-1}, q_k, q_{k+1}, \Delta a) = 0 \) if, for every \( r \), every admissible family \( (q_{\Delta a}) \) of solutions of

\[
q''_{\Delta a} = \tau_r(f(q_{\Delta a}, q'_{\Delta a}, \Delta a)), \quad (44)
\]

where \( \tau_r \) denotes truncation after the \( \Delta a^r \)-term, satisfies

\[
\psi(q_{\Delta a}(a - \Delta a), q_{\Delta a}(a), q_{\Delta a}(a + \Delta a), \Delta a) = O(\Delta a^{r+1}),
\]
as \( \Delta a \to 0 \) for all \( a \).

**Remark 3.** A family of curves \( (q_{\Delta a})_{\Delta a \in (0, \infty)} \) of smooth curves \( q_{\Delta a} : [a_h, b_h] \to \mathbb{R}^N \) is called admissible if there exists \( \Delta a_{max} > 0 \) such that for each \( k \geq 0, ||q_{\Delta a}^{(k)}||_\infty \) is bounded as a function of \( \Delta a \in (0, \Delta a_{max}], \) where \( ||\cdot||_\infty \) denotes the supremum norm. These admissible families are families of curves parametrized by \( \Delta a \) whose derivatives do not blow up when \( \Delta a \to 0 \). Admissibility of a family of smooth curves guarantees that in power series expansions like \( q_{\Delta a}(a + \Delta a) = q_{\Delta a}(a) + \Delta a q'_{\Delta a}(a) + \cdots \) the asymptotic behavior of each term is determined by the exponent of \( \Delta a \) in that term.

### 4.3 Modified Lagrangian

For a variational integrator in the transformed setting with a modified equation \( \psi \), ideally we would like to construct a modified Lagrangian \( \tilde{L}_{mod} \) such that modified equation \( \psi \) is found through the Euler-Lagrange equations. However, the modified equations generally have the form of non-converging power series so we will focus on the \( r \)-truncation of the modified equation. Thus for the backward error analysis, our goal is to obtain a modified Lagrangian \( \tilde{L}_{mod} \) such that the \( r \)-truncation of the Euler-Lagrange equations for the modified Lagrangian are the \( r \)-truncation of the modified equations corresponding to the energy-preserving, adaptive algorithm.
If $\bar{q}$ is a curve such that $(\bar{q}(a_0 + k\Delta a))_{k\in [0, \ldots , n]}$ is critical for the discrete action $\mathcal{B}_d$, then $\bar{q}$ solves the meshed variational problem for $\mathcal{L}_{\text{mesh}}$

$$\mathcal{B}_d((\bar{q}(a_0 + k\Delta a))) = \sum_k L_d(\bar{q}_k, \bar{q}_{k+1}, \Delta a) \simeq \int_{a_0}^{a_0 + n\Delta a} \mathcal{L}_{\text{mesh}}([\bar{q}(a)], \Delta a) \, da,$$

where $[\bar{q}(a)]$ contains $\bar{q}(a)$ and its derivatives w.r.t fictitious time $a$. The meshed modified Lagrangian $\mathcal{L}_{\text{mesh}}$ is defined by the following formal power series

$$\mathcal{L}_{\text{mesh}}([q], \Delta a) := \mathcal{L}_{\text{disc}}([q], \Delta a) - \frac{\Delta a^2}{24} \frac{d^2}{da^2} \mathcal{L}_{\text{disc}}([q], \Delta a) + \frac{7\Delta a^4}{5760} \frac{d^4}{da^4} \mathcal{L}_{\text{disc}}([q], \Delta a) + \cdots.$$ (46)

Since $\mathcal{L}_{\text{disc}}([q], \Delta a)$ is a consistent discretization of $L$, it is clear that zeroth order term of the meshed modified is the original continuous Lagrangian, i.e., $\mathcal{L}_{\text{mesh}}([q], \Delta a) = L(q, q') + O(\Delta a)$.

**Remark 4.** It is evident from (46) that the meshed modified Lagrangian $\mathcal{L}_{\text{mesh}}$ depends on higher derivatives of $q$ instead of just $\bar{q}$ and $\bar{q}'$. This is related to the unconventional nature of the meshed variational problem that defines $\mathcal{L}_{\text{mesh}}$. Unlike the classical variational problem that seeks critical curves of the action integral (2) within the set of smooth curves $C^\infty$, the meshed variational problem with mesh size $\Delta a$ seeks smooth curves that for every $a_0 \in \mathbb{R}$ are critical for the action integral within the set of piecewise smooth curves $\mathcal{M}^{\text{disc}, \Delta a}$ whose nonsmooth points lie in the mesh $a_0 + \Delta a\mathbb{Z}$. For a thorough exposition, the interested reader may consult Section 4 in [20].

Based on Lemma 8 from [20], the modified equation for variational integrators can be calculated from the Euler-Lagrange equations of the meshed modified Lagrangian. Due to the presence of higher order derivatives in $\mathcal{L}_{\text{mesh}}$, these modified equations are written as a power series in the fixed time-step $\Delta a$ and are usually non-convergent. In such cases, we are often only interested in truncated power series expressions so we also need to relax our notion of critical curves for both continuous and discrete variational problems. Consider the following definitions:

1. **Classical $r$-critical:** An admissible family $(q_{\Delta a})_{\Delta a \in (0, \infty)}$ of curves $q_{\Delta a} : [0, 1] \to \mathbb{R}$ is $r$-critical for a family of actions $\mathcal{B}$ if for every family of smooth variations $\delta q_{\Delta a}$ satisfies $\delta \mathcal{B}_{\Delta a} = O(\Delta a^{r+1})||\delta q_{\Delta a}||$. An admissible family $(q_{\Delta a})_{\Delta a \in (0, \infty)}$ of curves $q_{\Delta a} : [0, 1] \to \mathbb{R}$ is $r$-critical for a family of actions $\mathcal{B}_{\Delta a} = \int_0^1 L_{\Delta a} dt$ if and only if

$$\left|\frac{\delta L_{\Delta a}}{\delta q_{\Delta a}}\right|_\infty = O(\Delta a^{r+1}).$$ (47)

2. **Meshed $r$-critical:** An admissible family $(q_{\Delta a})_{\Delta a \in (0, \infty)}$ of curves $q_{\Delta a} : [0, 1] \to \mathbb{R}$ is meshed $r$-critical for a family of actions $\mathcal{B}$ if for every family of smooth variations $\delta q_{\Delta a} \in \mathcal{M}^{\text{disc}, \Delta a}$ (i.e. piecewise smooth $\delta q$ with nonsmooth points in a mesh of size $\Delta a$) we have $\delta \mathcal{B}_{\Delta a} = O(\Delta a^{r+1})||\delta q_{\Delta a}||$. Similarly, an admissible family $(q_{\Delta a})_{\Delta a \in (0, \infty)}$ of curves $q_{\Delta a} : [0, 1] \to \mathbb{R}$ is meshed $r$-critical for a family of actions $\mathcal{B}_{\Delta a} = \int_0^1 L_{\Delta a} dt$ if and only if

$$\left|\frac{d L_{\Delta a}}{d q_{\Delta a}}\right|_\infty = O(\Delta a^{r+1}) \quad \text{and} \quad \left|\frac{\delta L_{\Delta a}}{\delta q_{\Delta a}}\right|_\infty = O(\Delta a^{r+l+1}) \text{ for each } l \geq 2.$$ (48)

3. **Discrete $r$-critical:** A family $(q_{\Delta a})_{\Delta a \in (0, \infty)}$ of discrete curves $q_{\Delta a} : [0, 1] \to \mathbb{R}$ is $r$-critical for a family of discrete actions $\mathcal{B}_d$ if for every family of discrete variations $\delta q_{\Delta a}$ we have $\delta \mathcal{B}_d_{\Delta a} = O(\Delta a^{r+1})||\delta q_{\Delta a}||$. A family of discrete curves $q_{\Delta a} = (q_{\Delta a,k})_{k \in [0, \ldots , n_a]}$ is $r$-critical for a family of discrete actions $\mathcal{B}_d_{\Delta a} = \sum L_d$ if and only if

$$\frac{\partial L_d}{\partial q_{\Delta a,k}}(q_{\Delta a,k}, q_{\Delta a,k+1}) + \frac{\partial L_d}{\partial q_{\Delta a,k}}(q_{\Delta a,k-1}, q_{\Delta a,k}) = O(\Delta a^{r+1}).$$ (49)

The $r$-critical families of curves for the meshed modified Lagrangian $\mathcal{L}_{\text{mesh}}$ satisfy

$$\frac{\partial \mathcal{L}_{\text{mesh}}}{\partial q} \cdot da \frac{d}{da} \left( \frac{\partial \mathcal{L}_{\text{mesh}}}{\partial q'} \right) = O(\Delta a^{r+1}).$$ (50)
Based on Proposition 6 from [20], the modified equation can be written in the following form
\[ \epsilon_0(q, q', q'', \Delta a) + \Delta a \epsilon_1(q, q', q''') + \Delta a^2 \epsilon_2(q, q', q''', q(3)) + \cdots + \Delta a^r \epsilon_r(q, q', \ldots, q^{(r+1)}) = O(\Delta a^{r+1}), \]
where for \( r \geq 1 \), \( \epsilon_r \) depends on \( q, q', \ldots, q^{(r+1)} \) but not on higher derivatives of \( q \). Using \( \bar{\mathcal{L}}_{\text{mesh}}(\bar{q}, \Delta a) = \bar{L}(\bar{q}, \bar{q}') + O(\Delta a) \), it is easy to show that \( \epsilon_0(\bar{q}, \bar{q}', \bar{q}'') \) is simply the continuous Euler-Lagrange equation (32). For a consistent discretization \( \bar{L}_{\text{disc}} \) and sufficiently small \( \Delta a \), we can solve \( \epsilon_0(\bar{q}, \bar{q}', \bar{q}'') + \Delta a \epsilon_1(\bar{q}, \bar{q}', \bar{q}''') = O(\Delta a^2) \) for \( \bar{q}''', \) i.e.
\[ \bar{q}''' = F_1(q, q', [t], \Delta a) + O(\Delta a^2). \]

Following the recursion proposed in Section 4.6 of [20], we can show that the modified equation (51) can be solved for \( \bar{q}''' \) in terms of \( (q, q', [t], \Delta a) \)
\[ \bar{q}''' = F_{r}(q, q', [t], \Delta a) + O(\Delta a^{r+1}). \]

It is important to note that we can only solve the modified equation for \( q \) and not for \( \bar{q} \). In other words, we can solve (51) for \( \bar{q}''' \) in terms of \( q, q' \) and arbitrary number of derivatives of \( t \). However, the redundant nature of (33) prevents us from solving the modified equations for \( q = [q, t] \) jointly for \( q''' \) in terms of \( q \) and \( q' \).

**Remark 5.** For the fixed time-step variational integrator considered in [20], the author used the properties of admissible curves to write the modified equation as a second order differential equation with \( O(\Delta a^{r+1}) \) defect. This was achieved by a recursive process in Section 4.6 of [20] where the leading order terms in the modified equation are solved for \( \bar{q} \). This result doesn’t carry over to our transformed setting due to the redundant nature of the continuous Euler-Lagrange equation (33) corresponding to the time variable.

 Unlike the classical Lagrangian defined on the tangent bundle, the meshed modified Lagrangian \( \bar{\mathcal{L}}_{\text{mesh}} \) also depends on higher derivatives of \( \bar{q}(a) \). From the meshed modified Lagrangian \( \bar{\mathcal{L}}_{\text{mesh}} \), we define the classical modified Lagrangian \( \bar{\mathcal{L}}_{\text{mod}} \)
\[ \bar{\mathcal{L}}_{\text{mod}}(q, q', [t], \Delta a) = \bar{\mathcal{L}}_{\text{mesh}}([q], \Delta a) \bigg|_{q''=\psi(q,q',[t],\Delta a),q'''=\psi(q,q',[t],\Delta a),\cdots}, \]
where \( q''' = \psi(q, q', [t], \Delta a) \) is the modified equation. The \( r \)-th truncation of the modified Lagrangian is denoted by \( \bar{\mathcal{L}}_{\text{mod},r} \),
\[ \bar{\mathcal{L}}_{\text{mod},r}(q, q', [t], \Delta a) = \tau_r \left( \bar{\mathcal{L}}_{\text{mod}}(q, q', [t], \Delta a) \bigg|_{q''=\psi(q,q',[t],\Delta a),\cdots} \right). \]

From the definition of \( r \)-th truncation of modified Lagrangian, it follows that \( \bar{\mathcal{L}}_{\text{mod},r}(q, q', [t], \Delta a) = \bar{\mathcal{L}}_{\text{mesh}}([q], \Delta a) + O(\Delta a^{r+1}) \) for mesh \( r \)-critical families of curves. In fact, Vermeeren [20] showed that the meshed modified Lagrangian \( \bar{\mathcal{L}}_{\text{mesh}} \) and truncated modified Lagrangian \( \bar{\mathcal{L}}_{\text{mod},r} \) have the same \( r \)-critical families of curves.

**Theorem 1.** For a discretized Lagrangian \( \bar{L}_{\text{disc}} \) that is a consistent discretization of a regular Lagrangian \( \bar{L}(\bar{q}(a), \bar{q}'(a)) \), the \( r \)-th truncation of the Euler-Lagrange equation of \( \bar{\mathcal{L}}_{\text{mod},r}(q(a), q'(a), [t(a)], \Delta a) \), solved for \( q'''(a) \), is the \( r \)-th truncation of the modified equation.

**Proof.** This result follows directly from applying backward stability theorem from [20] to the transformed Lagrangian system defined in Section 4.1.

Although our theorem is based on the application of ideas from [20] to the transformed setting, the final result for the energy-preserving algorithm has two key differences due to the redundant nature of the energy equation.

1. The state vector \( \bar{q} \) in the transformed setting contains both \( q \) and \( t \), the modified equation is only obtained and solved for \( \bar{q}''' \). This is due to the fact that the modified equation corresponding to the \( t \) variable is redundant.

2. The modified Lagrangian \( \bar{\mathcal{L}}_{\text{mod},r} \) in the transformed setting depends on \( q, q', \Delta a \) and arbitrary high derivatives of \( t \). This again is related to the redundant nature of the energy equation which prevents us from solving the modified equations jointly for \( \bar{q}''' \).
4.4 Mechanical System Example

We consider a one degree of freedom mechanical system with a separable Lagrangian to illustrate the backward stability result shown in Section 4.3. Consider a Lagrangian system \( L(q, \dot{q}) = \frac{1}{2}mq^2 - V(q) \) where \( V(q) \) is the potential energy of the mechanical system. We employ the time transformation (31) to obtain the transformed Lagrangian

\[
L(\bar{q}(a), \dot{\bar{q}}(a)) = t'(a)L \left( q(a), \frac{q'(a)}{t'(a)} \right) = t'(a) \left( \frac{1}{2} m \left( \frac{q'(a)}{t'(a)} \right)^2 - V(q(a)) \right).
\]

We use the midpoint rule to obtain the discretized Lagrangian \( \bar{L}_{disc} \)

\[
\bar{L}_{disc}(\bar{q}_k, \dot{\bar{q}}_{k+1}, \Delta a) = \frac{t_{k+1} - t_k}{\Delta a} \left( \frac{1}{2} m \left( \frac{q_{k+1} - q_k}{t_{k+1} - t_k} \right)^2 - V \left( \frac{q_{k+1} + q_k}{2} \right) \right).
\]

Using the power series expansions for \( q_{k\pm1}(a) = q(a) \pm \frac{\Delta a}{2} q'(a) + \frac{\Delta a^2}{8} q''(a) + O(\Delta a^4) \) and \( t_{k\pm1}(a) = t(a) \pm \frac{\Delta a}{2} t'(a) + \frac{\Delta a^2}{24} t''(a) + O(\Delta a^4) \), we obtain

\[
\bar{L}_{disc}(\bar{q}, \Delta a) = t' \left( \frac{1}{2} m \left( \frac{q'}{t'} \right)^2 - V \right) + \frac{\Delta a^2}{24} \left( \frac{mq'q''}{t'} \right)^2 - \frac{m(q')^2(t')^2}{2(t')^2} - 3q''t'V_q - t''V_q + O(\Delta a^4),
\]

where \( V \) with no arguments is \( V(q(a)) \) and \( V_q = \frac{\partial V}{\partial q}(q(a)) \). From \( \bar{L}_{disc}(\bar{q}, \Delta a) \), we calculate the meshed modified Lagrangian in the transformed setting

\[
\bar{L}_{mesh}(\bar{q}, \Delta a) = \bar{L}_{disc}(\bar{q}, \Delta a) - \frac{\Delta a^2}{24} \frac{d^2}{da^2} \bar{L}_{disc}(\bar{q}, \Delta a) + O(\Delta a^4)
\]

\[
= t' \left( \frac{1}{2} m \left( \frac{q'}{t'} \right)^2 - V \right) + \frac{\Delta a^2}{24} \left( \frac{mq'q''}{t'} \right)^2 + \frac{m(q')^2(t')^2}{2(t')^2} + 3q''t'V_q - t''V_q + O(\Delta a^4).
\]

The modified Euler-Lagrange and modified energy equation up to second order in the transformed setting are obtained from

\[
O(\Delta a^2) = \frac{\partial \bar{L}_{mesh}}{\partial \dot{q}} - \frac{d}{da} \left( \frac{\partial \bar{L}_{mesh}}{\partial q'} \right)
\]

\[
= - \frac{mq''}{t'} + \frac{mq't''}{(t')^2} - t'V_q + \frac{\Delta a^2}{24} \left( - (q')^2 t'V_{qq} - 2t''V_q - 2q''t'V_{qq} - 4q''t'V_q \right)
\]

\[
- \frac{\Delta a^2}{24} \left( \frac{2mq''}{(t')^2} + \frac{2mq't''}{(t')^2} - 6mq''(t')^2 - 4mq't''(t')^2 + 6mq''(t')^3 \right),
\]

\[
O(\Delta a^4) = \frac{\partial \bar{L}_{mesh}}{\partial \dot{q}} - \frac{d}{da} \left( \frac{\partial \bar{L}_{mesh}}{\partial \dot{q'}} \right)
\]

\[
= \left( \frac{q'}{t'} \right)^2 \left( \frac{mq'}{t'} + \frac{mq't'}{(t')^2} - t'V_q \right) + O(\Delta a^2),
\]

where \( V_{qq} = \frac{\partial^2 V}{\partial q^2}(q(a)) \) and \( V_{qqq} = \frac{\partial^3 V}{\partial q^3}(q(a)) \).

Due to the redundant nature of the leading order in modified energy equation, the modified equations for the transformed system can not be solved recursively for \( \dot{q}' = [q''(a), t''(a)] \). This is a consequence of the redundancy in the Euler-Lagrange equations in the transformed setting. We solve recursively for \( q'' \) in terms of \( (q, q') \) and \( (t', t'', t'''') \). In the leading order we have \( q'' = \left( \frac{q'''}{t'} - \frac{t''V_q}{m} \right) \). Substituting this in the second-order terms in the modified Euler-Lagrange
We also obtain the modified Lagrangian up to second order based on the midpoint rule, solved for the modified Lagrangian in this case only depends on \( \bar{q} \) close to the Euler-Lagrange equation of the modified Lagrangian (59) which depends on higher derivatives of \( q \) and \( t \), the modified Lagrangian in this case only depends on \( q = (q, t) \) and first derivative \( q' = (q', t') \). The Euler-Lagrange equation of \( \bar{L}_{\text{mod}} \) is

\[
0 = \frac{\partial L_{\text{mod},3}}{\partial q} - \frac{d}{dt} \left( \frac{\partial L_{\text{mod},3}}{\partial q'} \right) = -t' V_q + \frac{\Delta a^2}{24} \left( \frac{2(t')^3 V_q V_{qq} - 2q t'' V_{qq}}{m} \right) - \frac{d}{dt} \left( \frac{m q'}{t'} + \frac{\Delta a^2}{24} (2 V_q q' t') \right)
\]

\[
= -\frac{m q''}{t'} + \frac{m q' t''}{(t')^2} - t' V_q + \Delta a^2 \left( \frac{2(t')^3 V_q V_{qq} - 2q t'' V_{qq}}{m} \right) - \frac{d}{dt} \left( \frac{m q'}{t'} + \frac{\Delta a^2}{24} \left( 2 V_q q' t' \right) \right).
\]
5 Conclusions

We have presented a numerical and theoretical assessment of energy-preserving, adaptive time-step variational integrators. We first compared the time adaptation and energy performance of the energy-preserving adaptive algorithm with the adaptive variational integrators for Kepler’s two-body problem. We then obtained a conservative bound on the discrete energy error using the discrete energy equation and implemented the energy-preserving adaptive algorithm using VPA to demonstrate exact discrete energy conservation up to machine precision.

Motivated by these numerical results, we proposed a time transformation approach to investigate the numerical stability of the adaptive algorithm. Using the equivalence of trajectories, we derived the energy-preserving, adaptive time-step variational integrators as fixed time-step variational integrators in the transformed setting. We then applied results from [20] in the transformed setting to show that the $r$-th truncation of the modified equation for the variational integrator in the transformed setting, solved for $q''$, is $O(\Delta a^{r+1})$ close to the Euler-Lagrange equation of the $r$-truncated modified Lagrangian $\mathcal{L}_{mod,r}$. Finally, we constructed a modified Lagrangian for a midpoint rule discretization of a simple mechanical system.

For future work, we would like to extend the backward stability results from this paper to the energy-preserving, adaptive time-step Lie group variational integrators. We would also like to study the connections between modified equations of adaptive variational integrators based on a prescribed monitor function and energy-preserving, adaptive time-step variational integrators.
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