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Revealing 29 sets of independently modulated genes in *Staphylococcus aureus*, their regulators, and role in key physiological response

Saugat Poudel, Hannah Tsunemoto, Yara Seifi, Anand V. Sastry, Richard Szubin, Sibeix Xu, Henrique Machado, Connor A. Olson, Amitesh Anand, Joe Pogliano, Victor Nizet, and Bernhard O. Palsson

The ability of *Staphylococcus aureus* to infect many different tissue sites is enabled, in part, by its transcriptional regulatory network (TRN) that coordinates its gene expression to respond to different environments. We elucidated the organization and activity of this TRN by applying independent component analysis to a compendium of 108 RNA-sequencing expression profiles from two *S. aureus* clinical strains (TCH1516 and LAC). ICA decomposed the *S. aureus* transcriptome into 29 independently modulated sets of genes (i-modulons) that revealed: 1) high confidence associations between 21 i-modulons and known regulators; 2) an association between an i-modulon and σS, whose regulatory role was previously undefined; 3) the regulatory organization of 65 virulence factors in the form of three i-modulons associated with AgrR, SaeR, and Vim-3; 4) the roles of three key transcription factors (CodY, Fur, and CcpA) in coordinating the metabolic and regulatory networks; and 5) a low-dimensional representation, involving the function of few transcription factors of changes in gene expression between two laboratory media (RPMI, cation-adjusted Mueller Hinton broth) and two physiological media (blood and serum). This representation of the TRN covers 842 genes representing 76% of the variance in gene expression that provides a quantitative reconstruction of transcriptional modules in *S. aureus*, and a platform enabling its full elucidation.

*Staphylococcus aureus* | transcriptional regulatory network | virulence | metabolism

The pathogen *Staphylococcus aureus* causes a variety of human diseases, ranging from skin and soft tissue infections to infective endocarditis and pneumonia (1). The pathogen can also thrive as part of the commensal microbiome in the anterior nares of healthy patients (2). *S. aureus* adaptation to many different host environments is enabled, in part, by the underlying transcriptional regulatory network (TRN) that can alter the physiological state of the cell to match the unique challenges presented by each environment (3–5). Such adaptations require coordinated expression of genes in many cellular subsystems, such as metabolism, cell wall biosynthesis, stress response, virulence factors, and so forth. Therefore, a complete understanding of the *S. aureus* response to different environments necessitates a thorough understanding of its TRN. However, since *S. aureus* is predicted to have as many as 135 transcriptional regulators (6), with many more potential interactions among them, a bottom-up study of its global TRN becomes intractable.

To address this challenge, we previously introduced an independent component analysis (ICA)-based framework in *Escherichia coli* that decomposes a compendium of RNA-sequencing (RNA-seq) expression profiles to determine the underlying regulatory structure (7). An extensive analysis of module detection methods demonstrated that ICA outperformed most other methods in consistently recovering known biological modules (8). The framework defines independently modulated sets of genes (called i-modulons) and calculates the activity level of each i-modulon in the input expression profile. ICA analysis of expression profiles in *E. coli* have been used to describe undefined regulons, link strain-specific mutations with changes in gene expression, and understand rewiring of TRN during adaptive laboratory evolution (ALE) (7, 9). Given the deeper insights it provided into the TRN of *E. coli*, we sought to expand this approach to the human pathogen *S. aureus*. To elucidate the TRN features in *S. aureus*, we compiled 108 high-quality RNA-seq expression profiles for community-associated meticillin-resistant *S. aureus* (CA-MRSA) strains LAC and TCH1516. Decomposition of these expression profiles revealed 29 independently modulated sets of genes and their activity levels across all 108 expression profiles. Furthermore, we show that using the new framework to reevaluate the RNA-seq data accelerates discovery by: 1) Quantitatively formulating TRN organization, 2) simplifying complex changes across hundreds of genes into a few changes in regulator activities, 3) allowing for analysis of interactions among different regulators, 4) connecting transcriptional regulation to metabolism, and 5) defining previously unknown regulons.

Significance

*Staphylococcus aureus* infections impose an immense burden on the healthcare system. To establish a successful infection in a hostile host environment, *S. aureus* must coordinate its gene expression to respond to a wide array of challenges. This balancing act is largely orchestrated by the transcriptional regulatory network. Here, we present a model of 29 independently modulated sets of genes that form the basis for a segment of the transcriptional regulatory network in clinical USA300 strains of *S. aureus*. Using this model, we demonstrate the concerted role of various cellular systems (e.g., metabolism, virulence, and stress response) underlying key physiological responses, including response during blood infection.
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Results

ICA Extracts Biologically Meaningful Components from Transcriptomic Data. We generated 108 high-quality RNA-seq expression profiles from CA-MRSA USA300 isolates LAC and TCH1516 and two additional ALE-derivatives of TCH1516. To capture a wide range of expression states, we collected RNA-seq data from *S. aureus* exposed to various media conditions, antibiotics, nutrient sources, and other stressors (Dataset S3). The samples were then filtered for high reproducibility between replicates to minimize noise in the data (SI Appendix, Fig. S1A). The final dataset contained 108 samples representing 43 unique growth conditions, which have an average $R^2 = 0.98$ between replicates. Using an extended ICA algorithm (7), we decomposed the expression compendium into 29 i-modulons. An i-modulon contains a set of genes whose expression levels vary concurrently with each other, but independently of all other genes not in the given i-modulon. Akin to a regulon (10), an i-modulon represents a regulatory organizational unit containing a functionally related and coexpressed set of genes under all conditions considered (Fig. 1A). While regulons are determined based on direct molecular methods (e.g., chromatin immunoprecipitation sequencing [ChIP-seq], RNA immunoprecipitation-ChIP, gene-knockouts, and so forth), i-modulons are defined through an untargeted ICA-based statistical approach applied to RNA-seq data that is a reflection of the activity of the transcriptional regulators (Materials and Methods). However, beyond regulons, i-modulons can also describe other genomic features, such as strain differences and genetic alterations (e.g., gene knockout) that can lead to changes in gene coexpression (7, 9). The outcome of this approach is a biologically relevant, low-dimensional mathematical representation of functional modules in the TRN that reconstruct most of the information content of the input RNA-seq compendium (SI Appendix, Fig. S1B).

Such formulation also quantitatively captures complex behaviors of regulators, such as contrarregulation of multiple genes by the same regulator, coregulation of the same gene by multiple regulators, and coordinated expression of multiple organizational units (i-modulons) in various conditions (SI Appendix, Fig. S1 C and D). Therefore, this model enables simultaneous analysis of TRNs at both the gene and genome-scale. ICA also reconstructs the activity of the i-modulons in the samples, which represents the collective expression level of the genes in the i-modulon. Each sample in the dataset can be reconstructed as the summation of the activity of the 29 i-modulons, which makes the transcriptional state in each condition more explainable.

Fig. 1. ICA decomposition of *S. aureus* USA300 RNA-seq database. (A) An i-modulon is a set of genes that are coexpressed and encode products with shared functions. The PyrR i-modulon, for example (Middle column), is predicted to be under control of pyrR repressor and contains genes that encode enzymes in pyrimidine biosynthesis (purple) and purine salvage (blue) pathway (Right column). The genes in two different pathways are contraregulated (arrows). (B) Activity levels of i-modulons are calculated for all conditions (Upper bar chart), allowing for sample specific (e.g., in three different media) comparison of each i-modulon (boxplot). The activity of all i-modulons are centered around CAMHB base condition, and therefore all i-modulons have mean activity of 0 in this condition. The centerline of the boxplot represents median value, the box limits represent Q1 and Q3, and the whiskers represent the minimum and maximum values. (C) A treemap indicating the names and the size of the i-modulons. The i-modulons are named after the transcription factors whose predicted regulons have highest overlap with the given i-modulon, or based on the shared functionality of genes (e.g., autolysins, translation, B-lactam resistance) in an i-modulon if no known regulator was identified. The number in the parenthesis shows the number of genes in a given i-modulon. An i-modulon with low or no correspondence with any of the known features is labeled as Unc-1. BLR, β-lactam resistance; SNFR i-modulon consists of genes with altered expression in the SNFR strain.
Conversely, each i-modulon has a computed activity in every sample, allowing for easy comparisons of i-modulons activities across samples, that in turn reflect the activity of the corresponding transcriptional regulator (Fig. 1B). The reported activity levels are log2 fold-change from the base condition: Growth in cation adjust Mueller Hinton broth (CAMHB). We compared the gene sets in the 29 enriched i-modulons against previously predicted S. aureus regulons in the Reg-Precise database and other regulons described in various publications (Materials and Methods). We also manually identified i-modulons that consisted of genes with shared functions (e.g., autolysins, translation) or those that corresponded to other genomic features, such as plasmids, prophages, or strain-specific differences. Taking these data together, we identified 15 metabolic, 6 functional, 3 virulence, 4 stress response-associated, and 1 strain-associated (SNFR) i-modulons (Fig. 1C and Dataset S5). Of the 29 enriched i-modulons, only 1 remains uncharacterized (Dataset S6). In total, the 29 i-modulons consist of 752 unique genes, 90 of which are enriched in more than 1 i-modulons.

ICA Disentangles Complex Change in the Transcriptome. Differential expression analysis of S. aureus in different environmental conditions can yield hundreds of genes that have significantly altered expression levels, hindering meaningful interpretation. Decomposition of the expression profile into biologically meaningful i-modulons instead allows us to gain a comprehensive understanding of the change in the transcriptome through the activities of few regulators. To demonstrate this capability, we explored the difference in expression profiles of S. aureus grown in two different media, CAMHB, the standard bacteriologic medium for routine antimicrobial susceptibility testing worldwide, and the common physiologically relevant mammalian tissue culture medium RPMI-1640, supplemented with 10% Luria broth (RPMI+10%LB) to support growth kinetics similar to CAMHB. Over 800 genes spanning more than a dozen clusters of orthogonal groups (11) categories were differentially expressed between the two media (SI Appendix, Fig. S2A).

Conversely, there were 15 i-modulons with statistically significant differential activation (Fig. 2A). Most differentially activated i-modulons were involved in metabolism (CydY, PurR, guanine-responsive i-modulon [GR], Gal/Mann, Rex, MntR, PyrR, LacR, CcpA-1, CcpA-2, Urease). The last four i-modulons were those with functions in virulence (Vim-3, SaeR), Translation, and the Phs-3a phage-specific i-modulon. Concurrent activation of the CcpY, PurR, and GR i-modulons in RPMI+10%LB indicates that this media presents a guanine-limited environment, as activity of all three transcription factors decrease in response to falling cellular concentrations of various forms of guanine derivatives (12–15). Consistent with this hypothesis, we also saw decreased activity of the Translation i-modulon in RPMI+10%LB. Down-regulation of translation machinery often occurs during the stringent response, where cellular GTP is depleted as it is rapidly converted to ppGpp (12, 16–18). Similarly, activation of the MntR i-modulon points to manganese starvation in RPMI+10%LB, and the decreased activity of two i-modulons associated with carbon catabolite repressor CcpA (CcpA-1and CcpA-2) reflects a glucose replete environment (19). Analysis of spent media using HPLC confirmed that S. aureus was actively uptaking glucose in RPMI+10%LB while no glucose was detected in CAMHB (SI Appendix, Fig. S2B). The shift in activity of i-modulons between the two media suggests that compared to the bacteriologic medium CAMHB, RPMI+10%LB presents an environment poor in purines (specifically guanine) and manganese but rich in the carbon source glucose.
included were genes encoding two key gluconeogenic enzymes, phosphoenolpyruvate carboxy kinase and fructose-1,6-bisphosphatase. Genes involved in transport of alternate carbon sources were also present.

In contrast to catabolic CcpA-regulated genes, the i-modulon associated with CodY regulation was dominated by genes participating in biosynthesis of amino acids lysine, threonine, methionine, cysteine, histidine, and branched chain amino acids (BCAA) isoleucine, leucine, and valine (13). Regulation of interconversion between glutamine and glutamate ($gltA$), a key component of nitrogen balance and assimilation, was also a part of the CodY i-modulon. While the two i-modulons (CcpA-1, CodY) did not share any genes, they intersected at some key metabolite nodes in central metabolism, including pyruvate, glutamate, histidine, and arginine. Genes in the CcpA-1 i-modulon encode enzymes that generate pyruvate from amino acids and use the pyruvate to generate energy through fermentation, synthesize glucose via gluconeogenesis, or synthesize fatty acids via malonyl-coA. On the other hand, enzymes encoded by genes in the CodY i-modulon redirect pyruvate to instead synthesize BCAA (isoleucine, leucine, and valine). Similarly, glutamate is directed toward the urea cycle by CcpA-1 and toward biosynthesis of the aspartate family amino acids by CodY. While genes required for catabolism of histidine are in the CcpA-1 i-modulon, genes encoding histidine biosynthesis is instead part of the CodY i-modulon. Interestingly, while CcpA regulates l-arginine synthesis from l-proline (via putA and rocD), CodY-regulated genes involved in l-arginine synthesis from l-glutamate (argF and argB). This dichotomy, combined with the observation that isoleucine affects CodY-dependent repression (13), explains why none of argBCF were expressed in JE2 ccpA::tetL in CDM, a BCAA-rich medium (29). It is likely that CodY-and CcpA-mediated repression are both active in CDM. By controlling the expression of these key metabolic genes, CcpA-1 and CodY i-modulons can readily redirect the fluxes through different metabolic subsystems.

**GEMs Compute Flux-Balanced State that Reflect Regulatory Actions of CcpA.** Metabolic network reconstructions can be converted into genome-scale models that allow for the computation of phenotypic states (30). We can compute the optimal flux through the metabolic network using flux-balance analysis (FBA) (28). In particular, we can compute the metabolic state that is consistent with nutrient sources in a given environment to support optimal bacterial growth. In the previous CcpA i-modulon validation experiment, we observed that changing the carbon source from glucose to maltose in RPMI+10%LB also led to an unexpected spike in activity of the iron-responsive Fur i-modulon (SI Appendix, Fig. S3).

---

**Fig. 2.** Differential activation of i-modulons in different media conditions. (A) i-modulons from the LAC strain with statistically significant ($P < 0.05$) differential activation in CAMHB versus RPMI+10%LB. (B) Addition of glucose reduced the activity of CcpA-1 in CAMHB (blue bars). Conversely, replacing glucose with maltose led to higher CcpA-1 activity in RPMI+10%LB. CcpA-2 activity did not change in response to glucose concentration (red bars). (C) The bar plot shows the activity level of GR i-modulon, which contains the genes under the control of guanine riboswitch (xpt and pbuG). Although many different conditions can affect the GR i-modulon activity (blue bar), it sharply decreases when guanine is added to the media. Addition of adenine has no effect. Black dots in B and C represent values from individual samples and error bars represent SD. (D) External validation of Agr and PurR i-modulon activity in the respective agr and purR mutants.
To investigate whether there was a possible metabolic role explaining the increase in Fur activity, we generated two condition-specific GEMs (csGEMs), starting with iYSS54 (28). For both csGEMs, we computed the steady state of the metabolic network that supports growth in RPMI +10% LB, with either glucose or maltose as the main carbon source (Materials and Methods). We assumed that CcpA-1 repression was active only when glucose was the main glycolytic nutrient source (and the corresponding set of reactions was shut off). Reaction fluxes across the network were then sampled using FBA, assuming that the bacterial objective was biomass production rates (31). Sampling accounts for different network flux distributions that can achieve the same optimal solutions (i.e., identical biomass production rates).

Under these conditions, the sum of sampled fluxes through reactions associated with the Fur i-modulon in S. aureus was significantly higher in maltose media (Kolmogorov–Smirnov test, P < 0.01, statistics > 0.9), confirming that the spike in Fur activity could be a result of metabolic flux rewiring (Fig. 3B). In particular, fluxes through serine kinase (sbnI, a precursor metabolic step of staphylolobin B biosynthesis) and ornithine cyclodeaminase (sbnB) were significantly increased (Fig. 3C). These changes came as a result of flux rewiring away from deactivated metabolic steps. For example, due to arginase (rocF) deactivation, the flux through half of the urea cycle and ornithine cyclodeaminase was lower. Similarly, serine deaminase (sdaB)—located two metabolic steps downstream of serine kinase—was deactivated due to simulated down-regulation of genes in the CcpA-1 i-modulon, and flux through phosphoglycerate dehydrogenase, serine kinase, and phosphoserine phosphatase was decreased. We computed the sum of fluxes producing each metabolite as a proxy for intracellular concentrations and found that the calculated values were significantly larger in maltose media for 68 metabolites, including ammonium, glutamate, and isocitrate. The majority of the TCA cycle was shut off in the glucose-specific GEM (due to simulated repression of citB, ica, odhA, sdhABCD, and sucCD), and therefore the concentration proxy for isocitrate was essentially null while that of citrate was not (Fig. 3D). Previous studies have shown that citB deletion results in increased intracellular concentration of citrate (32). Apart from being an intermediate in the TCA cycle, citrate can be utilized in the model as a precursor to staphylolobin A and staphylolobin B biosynthesis (which are included in the Fur i-modulon), or it can be converted back to oxaloacetate and acetate via citrate lyase. All three routes were part of the solution space, with citrate lyase carrying the largest median flux. Taken together, these modeling simulations suggest that utilizing maltose instead of glucose induces metabolic flux rewiring toward reactions associated with the Fur i-modulon.

An i-Modulon Details Possible Scope and Functions of Sigma Factor σS. Global stress response in S. aureus is modulated by the alternate sigma factor σB (33, 34). Although two other alternate sigma factors, σS and σH, have been recognized in this organism, their exact functions and full regulon are not as well understood (35, 36). We identified two i-modulons that correspond to sigma factors σB and σS. The SigB i-modulon contained genes encoding σB (sigB), anti-σB (rsbV), and anti-σB antagonist (rsbW). The activity of SigB i-modulon was correlated with sigB expression (Pearson R = 0.55, P = 8.2e-11) (Fig. 4A), with the highest activation in stationary phase (OD600 = 1). Furthermore, a conserved
29-bp motif was enriched from 28 unique regulatory regions of SigB i-modulon genes (Methods and Materials and SI Appendix, Fig. S4A). As the regulatory role of σB has been previously explored in detail (34, 37–40), we focused here on the less understood regulatory role of σS. Although σS is important for both intracellular and extracellular stress response, its full regulon has yet to be defined (36, 41). ICA identified a large i-modulon with 137 genes, including sigS itself (which encodes σS). As with the SigB i-modulon, expression of the sigS gene correlated to activity of the ICA-derived SigS i-modulon (Pearson \( R = 0.77, P = 4.26e-22 \)) (Fig. 4B). Previous studies have shown that CymR represses sigS expression and therefore may lead to its decreased activity (42). We confirmed this relationship as the SigS i-modulon activity was anticorrelated with the CymR i-modulon activity (Pearson \( R = -0.68, P = 8.23e-10 \) (SI Appendix, Fig. S4B). To further characterize σS, we looked for conserved motifs in the regulatory regions of the genes in the i-modulon and found a 21-bp purine-rich motif (E-value \( = 7.7e-8 \)) in the regulatory region of at least 56 genes in the SigS i-modulon (Fig. 4C). Comparisons against a known prokaryotic motif database revealed that the \( S. aureus \) σS motif was most similar to that of the σB (MX000071) motif in Bacillus subtilis (E-value \( = 1.62e-02 \)) (Materials and Methods). Next, we analyzed the distance between the center of the motif and the transcription initiation site. For most genes, the motif was present at or around 35 bp downstream of the translation start site, although motifs were also present between the center of the motif and the transcription initiation site. For most genes, the motif was present at or around 35 bp downstream of the translation start site, although motifs were also present between the center of the motif and the transcription initiation site.

To further characterize the motif, we looked for conserved motifs in the regulatory regions of the genes in the i-modulon and found a 21-bp purine-rich motif (E-value \( = 7.7e-8 \)) in the regulatory region of at least 56 genes in the SigS i-modulon (Fig. 4C). Comparisons against a known prokaryotic motif database revealed that the \( S. aureus \) σS motif was most similar to that of the σB (MX000071) motif in Bacillus subtilis (E-value \( = 1.62e-02 \)) (Materials and Methods). Next, we analyzed the distance between the center of the motif and the transcription initiation site. For most genes, the motif was present at or around 35 bp downstream of the translation start site, although motifs were also present between the center of the motif and the transcription initiation site. For most genes, the motif was present at or around 35 bp downstream of the translation start site, although motifs were also present between the center of the motif and the transcription initiation site.

The SigS i-modulon also plays a critical role in the so-called “fear vs. greed” trade-off in \( S. aureus \). Previously described in \( E. coli \), this trade-off describes the allocation of resources toward optimal growth (greed) versus allocation toward bet-hedging strategies to mitigate the effect of stressors in the environment (fear) (7, 43). This balance is reflected in the transcriptome composition as an inverse correlation between the activities of the stress-responsive SigS i-modulon and the Translation i-modulon (Fig. 4E). Unlike \( E. coli \), however, this relationship was independent of growth rate, as growth rate had weak correlation with Translation i-modulon expression activity (Pearson \( R = 0.094, P = 0.514 \)). Interestingly, mapping this trade-off highlighted a possible difference in survival strategy between the two \( USA300 \) strains. TCH1516 tended toward a greedy strategy with high Translation i-modulon activity, while LAC was more likely to rely on bet-hedging or fear.

ICA Reveals Organization of Virulence Factor Expression. ICA captured systematic expression changes of several genes encoding virulence factors. Previous studies described over half a dozen transcription factors with direct or indirect roles in regulation of virulence factor expression in \( S. aureus \) (44). The number of regulators, and their complex network of interactions, make it extremely difficult to understand how these genes are regulated at a genome scale. In contrast, ICA identified only three i-modulons (named Agr, SaeR, and Vim-3) that were mostly composed of virulence genes (Fig. 5A). The activity level of Agr had extremely low correlation with that of SaeR and Vim-3, suggesting that Agr may have only limited cross-talk with the other two i-modulons in our conditions (SI Appendix, Fig. S5A). However, the activity levels of SaeR and Vim-3 were negatively correlated (Pearson \( R = -0.57, P = 8.6e-11 \)). As the two i-modulons contain different sets of virulence factors, the negative correlation points to a shift in the virulence state where \( S. aureus \) may adopt different strategies to thwart the immune system. Collectively, the three virulence i-modulons revealed coordinated regulation of 65 genes across the genome. These results suggest that the complexity behind virulence regulation...
can be decomposed into discrete signals and the virulence state of *S. aureus* can be defined as a linear combination of these signals.

The SaeR i-modulon contained 27 genes, including the genes for the SauRS two-component system. The activity level of this i-modulon strongly correlated with the expression level of saeRS, further supporting the idea that the genes in this i-modulon are regulated (directly or indirectly) by SaeRS (Pearson *R* = 0.80, *P* = 1.38e-25). Furthermore, the virulence genes *cph*, *cna*, *ssl11*, *sbi*, *map*, *luxA*, and *scn*, previously reported to be under the control of SauRS (45), were also found in this i-modulon. The activity of SaeR i-modulon was strongly associated with purine metabolism. PurR, the transcription factor that regulates the genes of purine biosynthesis, has been recently implicated in regulation of the quorum-sensing agr regulon (47, 52). Unsurprisingly, the activity of the SaeR i-modulon correlated well (Pearson *R* = 0.77, *P* = 8.9e-23) with the activity of the PurR i-modulon (Fig. 5B). Thus, SaeR may act as a bridge between virulence and metabolism.

Similarly, the Agr i-modulon contained the *agrABCD* genes involved in regulation of the quorum-sensing agr regulon (47, 48). As most of our samples were collected during early- to midexponential growth phase, the Agr i-modulon remained inactive in these conditions (SI Appendix, Fig. S5B). Only acidic conditions (pH 5.5) and treatment with translation inhibitors linozolid and mupirocin activated Agr during exponential growth (Fig. 5C). Both pH- and translation inhibition-dependence of agr expression have been previously reported (49–52). Unexpectedly, the Agr i-modulon was activated to a much greater extent by these factors than high cell density (OD 1.0), for which its role in quorum sensing is extensively characterized.

The Vim-3 virulence i-modulon consisted of genes required for siderophore and heme utilization (*sbnABC*, *hrtAB*), capsule biosynthesis (*cap8a*, *capBC*, *cap5F*), and osmotic tolerance (*kdpA*, *betAT*, *gbsA*). The Vim-3 i-modulon had maximal activity under a hyperosmotic condition introduced by 4% NaCl and when grown to stationary phase (OD 1.0) in CAMHB (SI Appendix, Fig. S5C). The increased expression of capsule biosynthesis genes have been shown to be responsible to change in osmotic pressure as well as iron starvation, which is consistent with the inclusion of iron scavenging and osmotic tolerance genes in the i-modulon with the capsular biosynthesis genes (53, 54).

We further identified a prophage Phi-Sa3-associated i-modulon as a putative i-modulon required for virulence. The Phi-Sa3 i-modulon consists of genes in the PhiSa3 prophage and several genes encoding DNA replication and repair enzymes. Excluded from the i-modulon were the virulence factors that were horizontally acquired along with the phage (*scn* and *cph*) (55), which now fell under the control of SaeR. Of the four phages in *S. aureus* strain Newman, Phi-Sa3 is the only prophage that is unable to generate complete viral particles when challenged with DNA damaging agent mitomycin (56). However, evidence suggests that this prophage is still active in USA300 strains and its genes are expressed during lung infection, where it may play a role in establishing infection (57). Corroborating this hypothesis, we found that the activity of the Phi-Sa3 i-modulon correlated highly (Pearson *R* = 0.62, *P* = 9.9e-13) with the activity of the Vim-3 i-modulon (Fig. 5D). As the Phi-Sa3 i-modulon does not contain any virulence genes, the phage itself may play an accessory role in establishing virulence.

ICA model Provides a Platform for In Vivo Data Interpretation. Transcriptomic models based on ICA can also be used to interpret new in vivo and ex vivo expression profiles, leading to greater clarity when compared to analysis with a graph-based TRN model (SI Appendix, Supplementary Note 1). Expression profiling data can be projected onto the i-modulon structure of the TRN, derived from our dataset, to convert the values from
gene-expression levels to i-modulon activity levels (Materials and Methods). This projection can supplement gene differential expression by identifying regulators that are driving the large changes in gene expression often seen in vivo.

We projected microarray data (GSE61669) taken at 24 h postinfection from a rabbit skin infection model (58). After 24 h, 1,232 differentially expressed genes were reported. Projection of the data on to the model showed that these changes in differential expression are being driven by simultaneous activation of CodY and Fur i-modulons and inactivation of SigB, PurR, Agr, and Translation i-modulons (Fig. 6A).

In time-course data, projecting expression data onto the model can also help us understand the dynamics of different regulators during infection. We projected previously published time-course microarray data collected from S. aureus USA300 LAC grown in tryptic soy broth (TSB), human blood, and serum (59). Bacteria grown to an exponential phase in TSB was used as inoculum for all samples; we used this as our new base condition for the projected data. Therefore, all i-modulon activity levels in this set represent log2 fold-change in activity from this base condition. Once transferred to serum, the activities of Fur and CodY i-modulons in serum increased dramatically, with Fur being activated immediately after exposure to serum while CodY activated slowly over time to reach a similar level as Fur by 2 h (Fig. 6B). The large change in activity coupled with the sizeable number of genes in each i-modulon (80 and 45 genes in CodY and Fur, respectively) indicates that S. aureus reallocates a considerable portion of its transcriptome to reprogram amino acid and iron metabolism in serum. PurR and SaeR activity also increased, although their magnitude of change was dwarfed by the changes in activities of CodY and Fur. On the other hand, Agr activity declined and remained low over the 2-h period. Because agr positively regulates a number of virulence genes, dynamic changes in its activity level could be expected in serum.

Consistent with the model prediction, previous studies have demonstrated that agr transcription is dampened in human serum due to sequestration of autoinducing peptide by humanapolipoprotein B (60, 61).

We next calculated the differences in i-modulon activities in blood and serum at the final 2-h time point. Fur, CodY, PurR, SaeR, and Agr had similar activity levels in both blood and serum (Fig. 6B). Therefore, the activities of these regulators are likely governed by the noncellular fraction of the blood. I-modulons PyrR, SigB, Translation, VraR, CcpA-1, and CcpA-2 had higher activity levels in blood than in serum (Fig. 6C). Glucose concentration in blood is lower than in serum, which likely explains the shift in CcpA-1 activity (62). The lower glucose concentration relieves CcpA-mediated repression of its regulon, leading to higher expression. The shift in the PyrR i-modulon also corroborates previous study, which demonstrated that S. aureus strain JE2 (a derivative of LAC) requires more pyrimidine when growing in water than in serum (63). The signals or cues driving the change in activity of the other i-modulons (SigB, Translation, VraR, and CcpA-2) remains unknown. Overall, the i-modulon analysis revealed that during acute infection, CodY and Fur play key roles in rewiring the S. aureus metabolism in serum and blood when compared to TSB, while SaeR (and not Agr) drives the virulence gene expression. In addition, SigB, Translation, and VraR i-modulons are uniquely activated by the cellular fraction of the blood and may thus be responding to unique stresses they impart. However, these observations are limited as the baseline for comparisons for most of these analyses were in vitro growth in TSB. Although the differentially activated i-modulons may point to important roles that each of the associated regulators play during acute infection, further analysis is still required to understand their relative contribution. The model is also limited in that it is currently blind to the regulators that are not captured in any of the

![Fig. 6. ICA analysis of in vivo and ex vivo data. (A) Change in i-modulon activities at 24 h postinfection in a rabbit skin infection model. (B) Activity levels of select i-modulons in serum over the 2-h time period. The thick line represents the mean activity across all replicates and the thin line represents activity in each individual replicate (n = 4). Activity levels were around the inoculum values. (C) Comparison of i-modulon activity between serum and blood and 2-h time point. The dashed red line is the 45° line; i-modulons below the line have higher activity in blood and those above the line have higher activity in serum. Red shaded area contains i-modulons with less than fivefold change in activity in both conditions.](PNAS | July 21, 2020 | vol. 117 | no. 29 | 17235)
29 i-modulons. This limitation will be alleviated over time as we incorporate more RNA-seq data that is being generated at an ever-increasing pace.

**Discussion**

Here, we described an ICA-based method to elucidate the organization of the modules in TRN in *S. aureus* USA300 strains. Using this method, we identified 29 independently modulated sets of genes (i-modulons) and their activities across the sampled conditions. This framework for exploring the TRN provides three key advantages over traditional methods, especially when working with nonmodel organisms: 1) The method provides an explanatory reconstruction of the TRN; 2) it is an untargeted, and therefore unbiased, approach; and 3) the approach utilizes expression profiling data, an increasingly ubiquitous resource.

First, i-modulons quantitatively capture the complexities of transcriptional regulation and enable a new way to systematically query the transcriptome. By recasting the data in terms of explanatory i-modulons, we gained a deeper understanding of large changes in transcription profiles between CAMHB bacteriologic media and the more physiologically relevant mammalian tissue culture-based media RPMI+10%LB. The analysis reduced the number of features needed to capture most of the information in the transcriptome from hundreds of genes to 15 i-modulons. Additionally, quantified activity levels of i-regulons also enabled integration of regulatory activity with metabolic models and revealed coordination between metabolic and regulatory networks. Such reduction in complexity and the integration of different aspects of *S. aureus* biology (e.g., virulence, metabolism, stress response, and so forth) will be crucial to understanding the mechanisms that enable successful infection in vivo.

Second, this method presents a platform for untargeted, global analysis of the TRN. Due to its untargeted nature, we also identified two key virulence features of *S. aureus*. ICA revealed coordinated regulation of genes in capsule biosynthesis, osmotic tolerance, and iron starvation (Vim-3-i-modulon). Both capsule formation and siderophore scavenging are important in nasal colonization (64, 65). Similarly, growth of *S. aureus* in synthetic nasal medium (SNM3) increases the expression of genes required for osmotolerance. Therefore, the Vim-3-i-modulon may represent a concerted regulation of genes required for successful nasal colonization.

We also identified the Phi-Sa3-1-i-modulon, whose activity level correlated with that of the Vim-3-i-modulon. The Phi-Sa3-1-i-modulon did not include the virulence genes (e.g., *sak*, *sen*, and others) that were acquired with the phage, suggesting that phage-replication genes were expressed independently of the virulence genes. Given that its activity was correlated with Vim-3, this phage may also play an important role in nasal colonization.

Finally, ICA uses RNA-seq data to extract information about the TRN, making it more accessible to nonmodel organisms, including *S. aureus*. Reconstructing the TRN with traditional methods is highly resource intensive, as they require targeted antibodies or specialized libraries of plasmids containing all transcription factors of interest (66). While these approaches have given us great insights into TRNs of model organisms like *E. coli* (10), such comprehensive data are not available for most microbes. Several studies have attempted to circumvent this by comparing the expression profiles of wild-type *S. aureus* strains with their counterpart with either knocked out or constitutively active transcription factors. However, these approaches often overestimate the regulatory reach of the transcription factor, as such genetic changes can trigger the differential expression of genes not directly under the regulator’s control. By identifying i-modulons consisting of independently regulated sets of genes, the ICA-based method improves on these approaches as it able to segregate specific regulator targets (7). While many expression profiles are required to build such a model, a rapidly growing number of expression profiles are already publicly available on the Gene Expression Omnibus. Indeed, utilizing only RNA-seq data, we predicted the previously unknown regulon of stress-associated sigma factor σS and its possible roles in biofilm formation and general stress response. With the growing number of available expression profiles, such characterizations can be extended to other undefined or poorly defined regulons. Therefore, in the absence of a comprehensive set of targeted antibodies against *S. aureus* transcription factors, reanalyzing the publicly available database with ICA could be used to further reconstruct its TRN.

We have shown that ICA-based decomposition can be utilized to build a quantitative and explanatory model of *S. aureus* TRN from RNA-seq data. Application of this model enabled us to query metabolic and regulatory cross-talk, discover new potential regulons, find coordination between metabolism and virulence, and unravel the *S. aureus* response during growth in blood. Due to this versatility, this model and other models generated through this framework may prove to be a powerful tool in any future studies of *S. aureus* and other nonmodel organisms.

**Materials and Methods**

**RNA Extraction and Library Preparation.** *S. aureus* USA300 isolates LAC, TCH1516, and ALE derivatives of TCH1516 (SNFM and SNFR) were used for this study. The growth conditions and RNA preparation methods for data acquired from Choe et al. has been previously described (67). Detailed growth conditions, RNA extraction, and library preparation methods for other samples have also been already described (68). Briefly, an overnight culture of *S. aureus* was used to inoculate a pre-culture and were grown to mid-exponential growth phase (OD600 = 0.4) in respective media (CAMHB, RPMI+10%LB, or TS). Once in midexponential phase, the pre-culture was used to inoculate the media containing appropriate supplementation or perturbations. Samples were collected at OVs and time points indicated in the metadata (Dataset S3). All samples were collected in biological duplicates, originating from different overnight cultures. Samples for control conditions were collected for each set to account for batch effect.

**Determination of Core Genome with Bidirectional BLAST Hits.** To combine the data from the two strains, core genome-containing conserved genes between the LAC (GenBank: CP033569.1 and CP033570.1) and TCH1516 (GenBank: NC_010079.1, NC_012417.1, and NC_010063.1) were first established using bidirectional BLAST hits (69). In this analysis, all protein sequences of CDS from both genomes are BLASTed against each other twice with each genome acting as reference once. Two genes were considered conserved (and therefore part of the core genome) if 1) the two genes have the highest alignment percent to each other than to any other genes in the genome, and 2) the coverage is at least 80%.

**RNA-Seq Data Processing.** The RNA-seq pipeline used to analyze and perform QC/QA has been described in detail previously (68). Briefly, the sequences were aligned to respective genomes, LAC or TCH1516, using Bowtie2 (70, 71). The samples from ALE derivatives, SNFM and SNFR, were aligned to TCH1516. The aligned sequences were assigned to ORFs using HTSeq-counts (72). Differential expression analysis was performed using DESeq2 with a P-value threshold of 0.05 and an absolute fold-change threshold of 2 (73). To create the final counts matrix, counts from conserved genes in LAC samples were represented by the corresponding ortholog in TCH1516. The counts for accessory genes were filled with 0s if the genes were not present in the strain (i.e., LAC-specific genes had counts of 0 in TCH1516 samples and vice versa). Finally, to reduce the effect of noise, genes with average counts per sample below 1 were removed. The final counts matrix with 2,581 genes was used to calculate transcripts per million (TPM).

**Computing Robust Components with ICA.** The procedure for computing robust components with ICA has been described in detail previously (7). Log(TPM + 1) values were centered to strain-specific reference conditions and used as input of ICA decomposition. These conditions are labeled: “USA300_TCH1516_U01-Set000_CAMHB_Control_1”, “USA300_TCH1516_U01-Set000_CAMHB_Control_2”, “USA300_TCH1516_U01-Set000_CAMHB_Control_3”, “USA300_TCH1516_U01-Set000_CAMHB_Control_4”, “USA300_TCH1516_U01-Set000_CAMHB_Control_5”, “USA300_TCH1516_U01-Set000_CAMHB_Control_6” for TCH1516; and “USA300_TCH1516_U01-Set001_CAMHB_Control_1”, “USA300_TCH1516_U01-Set001_CAMHB_Control_2”, “USA300_TCH1516_U01-Set001_CAMHB_Control_3” for LAC. Next, Scikit-learn (v0.19.0) implementation of the FastICA algorithm was used to calculate independent components with 100 iterations, convergence tolerance of 10-7, logistic(ψ(α)) as contrast
function and parallel search algorithm (74, 75). The number of calculated components were set to the number of components that reconstruct 95% of variance as calculated by principal component analysis. To ensure the S-matrices containing source components from the 100 iterations were clustered with Scikit-learn implementation of the DBSCAN algorithm with \( \epsilon = 0.1 \), and minimum cluster seed size of 50 samples (50% of the number of random restarts). If necessary, the component in each cluster was inverted such that the gene with the maximum absolute weighting the component was positive. Centroids for each cluster were used to define the final weightings for \( S \) and construction of the whole process was repeated 100 times. To ensure that the final calculated components were robust. Finally, components with activity levels that deviated more than five times between samples in the same conditions were also filtered out.

**Designating Independently Modulated Sets of Genes.** ICA enriches components that maximize the nongaussianity of the data distribution. While most genes have weightings near 0 and fall under Gaussian distribution in each component, there exists a set of genes whose weightings in that component deviate from this significantly. To enrich these genes, we used Scikit-learn’s implementation of the D’Agostino K2 test, which measures the skew and kurtosis of the sample distribution (76). We first sorted the genes by the absolute value of their weightings and performed the K2 test after removing the gene with the highest weighting. This was done iteratively, removing one gene at a time, until the K2 statistic falls below a cutoff value. The genes were then clustered by a nonparametric test, yielding 93 reactions with significantly differing flux distributions. The identities of compounds were determined by comparing retention time to standard curves in order to determine the concentration of each compound in the samples.

**Metabolic Modeling.** We modeled growth in RPII supplemented with iron, manganese, zinc, and molybdate by setting the lower bound to the corresponding nutrient exchanges in iSYS54 to \(-1 \) mmol/gDW/h (the negative sign is a modeling convention to allow for the influx of nutrients) (28) and \(-13 \) mmol/gDW/h for oxygen exchange (as measured experimentally). Additionally, to account for the utilization of heme by \( surr \) terminal oxidases, we removed promarker A from the biomass reaction and added as a reactant in the cytochrome oxidase reaction with the stoichiometric coefficient obtained from the biomass reaction (92). Next, we constructed two csGEMs to compare two conditions with: 1) \( surr \)-glucose as the main glycolytic source and 2) maltose as an alternative carbon source. In the first condition, we set the lower bound to \( surr \)-glucose exchange to \(-50 \) mmol/gDW/h. Assuming that in the presence of \( surr \)-glucose, ccpA mediates the repression of multiple genes (22, 29), we set the upper and lower bounds of the reactions encoded by genes of the ccpA i-modulon to 0. Specifically, we only turned off the set of 44 reactions obtained by running the “cobra.manipulation.find._gene_knockout_reactions” command from the cobrapy package (93), feeding it the model and the 52 modeled genes which form part of the CcpA-1 i-modulon. As such, we implemented a method similar to the switch-based approach (94, 95), in which the boolean encoding for the gene-regulatory network is taken into account (i.e., isozymes, and protein complexes). Shutting down all of the reactions yielded a model which could not simulate growth. We thus gap-filled the first csGEM with one reaction (AcCoa carboxylase, involved in straight chain fatty acid biosynthesis). To simulate the second condition in which maltose serves as the main glycolytic source, we set the lower bound of maltose exchange to \(-50 \) mmol/gDW/h and blocked oxygen uptake. No regulatory constraints were implemented with the biomass formation set as the functional network objective. Enriched fluxes were sampled in both csGEMs 1,000 times using the “cobra.sampling.sample” command. To normalize flux values across conditions, we divided all fluxes by the simulated growth rate. The resulting flux distribution of each reaction in the two csGEMs using the Kolmogorov–Smirnov nonparametric test, yielding 93 reactions with significantly differing flux distributions \( P \leq 0.001 \) having a statistic larger than 0.99. To identify whether there is a metabolic basis for the difference the Fur i-modulon simulation conditions between conditions, we identified a set of 34 reactions encoded by the 41 modeled genes which are part of the Fur i-modulon (again using the switch-based approach).

**Targeted HPLC (HPLC).** For glucose detection, samples were collected every 30 min and filtered as described above. Growth media was syringe-filtered through 0.22-μm disk filters (Millipore-Sigma) to remove cells. The filtered samples were loaded onto a 1260 Infinity series (Agilent Technologies) HPLC system with an Aminex HPX-87H column (Bio-Rad Laboratories) and a refractive index detector. The system was operated using ChemStation software. The HPLC was run with a single mobile phase composed of HPLC-grade water buffered with 5 mM sulfuric acid at \( \mathrm{pH} 2.9 \). The flow rate was 0.5 mL/min, the sample injection volume was 10 μL, and the column temperature was maintained at 45 °C. The identities of compounds were determined by comparing retention time to standard curves of glucose. The peak area integration and resulting chromatograms were generated within ChemStation and compared to that of the standard curves in order to determine the concentration of each compound in the samples.

**Microarray Data Analysis and Projection.** All microarray data were down-loaded from the Gene Expression Omnibus repository (GSE25454, GSE61669, and GSE18793) and processed with the Affy package in R to get gene-expression level data. The GSE25454 dataset consists of microarray data from samples grown to exponential phase in TSB (TSB 0 h) and transferred to either blood, serum, or TSB. Samples were then collected every 30 min for 2 h. The data were centered on the TSB 0 h time point. The GSE61669 dataset consists of expression profile from 24-h rabbit skin infection. These data were centered on the expression profile from the inoculum. Finally, the GSE18793 expression profile consists of data comparing wild-type LAC and its isogenic agr mutant. These data were centered around the wild-type expression profile. Data projection was used to convert centered gene-expression values to i-modulon activity level as described previously (7).

**Data and Code Availability.** All RNA-seq data used to build the model have been deposited to the Sequence Read Archive (SRA). The normalized log
TPM, and the calculated S and A matrix of the model can be found in Datasets 1 and 2. The data accession numbers can be found in Dataset 3 and S1 and S2. Both glucose and maltose models were deposited to BioModels with accession numbers MODEL2005290002 and MODEL2005290001. Their sampled flows are also available on Datasets S1 and S2. Custom code of ICA analysis can be found on Github (https://github.com/SBRG/precise-db).
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