Photogrammetry for accurate model deformation measurement in a supersonic wind tunnel
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Abstract
The interest in adaptive devices for high-speed applications leads to the need for an accurate and reliable technique to obtain model deformation measurements during experiments. Point-tracking photogrammetry has been applied to supersonic wind tunnel testing, using four Phantom high-speed cameras placed on either side of the working section, where coded targets were applied to the surface of interest. Calibration experiments on a solid plate beneath a $M = 1.4$ normal shock and a $M = 2$ oblique shock allowed the quantification of the sources of optical distortion, namely the wind tunnel glass windows and aerodynamic effects (the lower pressure in the working section and the interaction between shock waves and the boundary layer). A correction matrix was applied to account for the optical distortion due to the glass, and the root-mean-square error due to aerodynamic effects ($< 0.03$ mm) is believed to be negligible for applications with significant displacements (of the order of 1 mm). The application of photogrammetry to a flexible shock control bump has shown that the bump shape can be detected accurately, while disclosing some complex 3D effects that could not have been revealed by spanwise-averaged techniques such as schlieren photography.

Graphical abstract 3D reconstruction of an adaptive shock control bump from photogrammetry with the corresponding shadowgraph picture showing the $\lambda$-shock structure (dimensions in mm)
1 Introduction

Given the interest in adaptive devices for high-speed applications, efforts have been focused on understanding their complex aerostructural behavior. Experiments in supersonic wind tunnels investigate the aerodynamic aspects, and, to fully understand the aeroelastic properties of a model and validate simulations, it is essential to obtain accurate deformation data. For 2D models, deformations are often estimated from schlieren videos, generating a spanwise projected average and assuming that displacements will also be 2D (Gramola et al. 2018). However, the flow in a supersonic wind tunnel is often highly 3D (Grossman and Bruce 2018), meaning that even 2D models may exhibit some 3D deformations, and high accuracy will not be achieved with projected averages. Furthermore, large density gradients in regions of the flow containing compressible boundary layers and shock waves will lead to additional errors in schlieren measurements, caused by optical distortion.

Photogrammetry is an optical technique that was originally developed for topographical applications to map points from 2D image coordinates to 3D spatial coordinates. In the past decades, it has received considerable attention as a non-contact measurement technique for aerospace research; the most recent approaches and applications being discussed by Baqersad et al. (2017). Based on the type of targets used for tracking, they distinguish between a point-tracking approach (which detects the displacement of optical targets mounted to the structure), digital image correlation (based on applying a high contrast speckle pattern to the surface of interest to measure full-field displacements and strains), and a target-less approach (which relies on the motion of internal features or edges of a structure). This paper will focus on point-tracking photogrammetry.

Photogrammetry has proven to provide sufficient accuracy and resolution at a relatively low cost, making it suitable for aeroelastic research, with applications including wind tunnel experiments (Graves et al. 2003; Spain et al. 2004; Barrows 2007; Zhang et al. 2012; Quix et al. 2015; Schairer et al. 2017, 2018), and ground (Kirmse et al. 2016) and flight testing (Burner et al. 2003), using different approaches in terms of target choice, object illumination, camera location, and post-processing algorithms. Photogrammetry has been used in experiments in subsonic, transonic, supersonic, and hypersonic wind tunnels of very different sizes, with test section cross-sectional areas from the order of 0.01 m² up to nearly 900 m² (Schairer et al. 2018). In recent years, photogrammetry has been increasingly applied to study transient phenomena (Graves et al. 2003; Schairer et al. 2018) and the dynamics of vibrating structures (Castellini et al. 2017; Wang et al. 2018).

Given that photogrammetry is an optical technique applied in complex aerodynamic conditions, uncertainty estimation is critical and extremely sensitive to the experimental setup. Kirmse et al. (2010) investigated the impact of strong density gradients on the accuracy of model deformation measurements by means of the Image Pattern Correlation Technique (IPCT). Experiments were performed on a 2D-NACA0010 airfoil at $M_\infty = 0.8$ and $M_\infty = 0.85$, with angle of attack up to $5^\circ$, in the Göttingen transonic wind tunnel. A random dot pattern was applied on the surface, where the stereo camera pair was focused, and the wind off and wind on images (the latter with aerodynamic load) were compared for several camera viewing angles. They concluded that the camera position relative to the shock structure determined whether optical distortion due to aerodynamic effects was observed. They also pointed out that the range of aero-optically sensitive viewing angles is quite narrow, so density effects can be reduced by avoiding this area. Finally, they highlighted that a separation of the real (constant) and virtual model deformation (dependent on camera positioning) was enabled by the usage of multiple stereoscopic systems. Based on the work of Kirmse et al. (2010), however, it is not possible to assess whether point-tracking photogrammetry would be affected by optical distortion in the same way as IPCT.

Winter et al. (2018) investigated the impact of shock structures on optical distortion in a Mach 6 hypersonic flow. Two black anodised aluminum plates, equipped with laser-etched surface patterns, were mounted on each side of a $15^\circ$ wedge, with angle of attack varying between $0^\circ$ and $-15^\circ$. Imaging of the plate pattern was performed using different cameras and illumination strategies with frame rates between 3 Hz and 200 kHz. They quantified optical distortion using Strehl number ratios and only detected measurable optical distortion at the highest angle of attack ($-15^\circ$), increasing with reservoir pressure. They also observed that tunnel vibrations at frequencies below 30 Hz significantly affected the measurements. However, from the work of Winter et al. (2018), it is not clear how optical distortion would affect the accuracy of a photogrammetric system.

Morris et al. (2018) performed experiments in the Arnold Engineering Development Test Propulsion Wind Tunnel 16T (at wind off conditions) with the Optical Model Attitude and Deformation System (OMADS, an optical measurement technique based on point-tracking photogrammetry using 185 fluorescent targets) and a high accuracy laser measurement device for method refinement and uncertainty quantification. The model, a $3 \times 0.6 \times 0.01$ m aluminum plate, was installed in the wind tunnel and loaded with weights to generate deformations. Based on the difference between the OMADS and laser results, and using statistical methods, they observed that the camera configuration, defined in terms of viewing angle, target resolution, interior calibration, and...
camera hardware, had a clear effect on uncertainty. However, the experiments of Morris et al. (2018) were performed at wind off conditions; hence, it is not possible to comment on the effect of density gradients based on their work.

Schairer et al. (2017) employed stereo photogrammetry to measure position and attitude of a slender body of revolution in the NASA Ames 9 × 7 ft supersonic wind tunnel. Targets were placed on the body and on the wind tunnel walls for external orientation. They quantified calibration and random errors, but did not consider the effect of optical distortion.

The previous work by Kirmse et al. (2010), Winter et al. (2018), Morris et al. (2018), and Schairer et al. (2017) has highlighted that optical distortion affects the performance of optical techniques, and that the error introduced is a function of relative position of the cameras, surface of interest, and shock structures in the flow. However, the effect of density changes on the accuracy of point-tracking photogrammetry has not been adequately characterized. In this paper, we explore quantitatively the sources of optical distortion when applying point-tracking photogrammetry to experiments on a solid flat floor in the Imperial College supersonic wind tunnel. In addition, we present an application to a flexible panel in supersonic flow.

2 Experimental setup

Experiments were carried out in the Imperial College supersonic wind tunnel, a schematic of which is shown in Fig. 1. The tunnel is run in a blow-down mode of operation: high-pressure air is stored at 27 bar in high-pressure tanks of total volume 48 m³, and is released to atmosphere. The maximum allowed run time is approximately 40 s, including the start-up and shut-down periods. The working section has a constant square cross-sectional area with dimensions 150 × 150 × 727 mm. The nozzle blocks can be changed to achieve two different supersonic Mach numbers in the working section (M = 1.4 and M = 2). A LabVIEW program, consisting of a proportional-integral-derivative controller, is used to operate the tunnel. It monitors the pressure in the settling chamber and adjusts the aperture of a pneumatic control valve to maintain the desired inlet stagnation pressure, which is typically achieved with a standard deviation of 0.16% (Gramola et al. 2018).

Figure 2 shows the experimental setup. Four synchronized high-speed cameras are placed on either side of the working section. Videos are recorded at 100 Hz to match the sampling frequency of the pressure transducers. Two models, placed on the wind tunnel floor, are used for the experiments described in this paper: a solid plate to characterize the photogrammetry technique, and a flexible plate to show an application to a deforming structure. Eighty 12-bit coded targets, of thickness 20 μm, are cut out of vinyl and attached to the model. Figure 3a shows a picture of the solid plate with the 80 coded targets, and Fig. 3b shows the CAD sketch used to cut the vinyl using a CAMM-1 PRO Roland vinyl cutter.

2.1 Camera calibration

The commercial photogrammetry software package PhotoModeler Motion 2014.0.2 (Eos Systems Inc. 2014) is used for the camera calibration and target registration processes. For high accuracy, it requires that intrinsic and extrinsic camera calibrations are performed separately, and the constraints of the wind tunnel geometry mean that intrinsic camera calibration must be performed off site. Therefore, the cameras are initially placed around the wind tunnel, and focused in the middle of the surface of interest, with a depth of field sufficient to ensure that the targets are sufficiently sharp. All the camera and lens parameters are left the same for the whole duration of the project and they are listed in Table 1. It should be noted that some differences in aperture and exposure time between the cameras are due to the need.
to maximize contrast in the images, given directionally non-uniform illumination in the laboratory.

The intrinsic camera parameters are the camera focal length, principal point and lens correction factors. Following Zhang et al. (2010), intrinsic camera calibration is performed off site by taking several pictures of a known calibration grid, made up of a combination of dots and coded targets, laser printed on a flat sheet of paper. The size of the
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Calibration grid matches the model to be tested in the wind tunnel, and the photos are taken at a distance similar to that between the cameras and the model. By processing these calibration pictures using PhotoModeler’s Camera Calibrator module, the focal length, principal point, and lens distortion parameters (radial distortions $K_1$ and $K_2$, decentering distortions $P_1$ and $P_2$) are determined.

Extrinsic camera calibration, i.e., the determination of camera positions and orientations, is also performed automatically in every PhotoModeler project using a bundle adjustment algorithm (Eos Systems Inc. 2014).

3 Results

3.1 Calibration and error estimation

Experiments to explore the accuracy of the photogrammetry technique have been performed with a solid plate made from anodized aluminum placed on the wind tunnel floor, and the image distortion due to the glass windows and aerodynamic effects (e.g., shock waves and boundary layers) during a run is quantified. Data reduction is performed in PhotoModeler, which automatically identifies the corresponding features in different images with coded targets and determines 3D coordinates by triangulation. A bundle adjustment algorithm produces the best coordinates for the target points using an optimization process.

3.1.1 Surface irregularities

The 3D plate shape was reconstructed with the wind tunnel side windows removed. Figure 4 compares the plate height detected from photogrammetry (Fig. 4a) and using a Mazak VTC-200C II three-axis CNC machine equipped with a DTI gage, with overall accuracy of 3 μm (Fig. 4b). The dots correspond to the detected positions of the coded targets, and a 3D surface was then fitted through them, using a thin-plate spline interpolation in MATLAB (‘thinplateinterp’). In both cases, it can be seen that the plate appears almost flat, with small surface irregularities focused around the centerline, thought to be caused by black matt paint, which was sprayed to cover some shiny brass plugs. The standard deviation of the target height is 0.013 mm and 0.011 mm for Fig. 4a and b, respectively, and the qualitative plate shapes agree. Some small differences are due to the targets moving slightly over the course of wind tunnel runs, which was observed by inspection. It should be noted that two targets were significantly damaged, and, therefore, their height was not measured with the Mazak machine, but is the result of a spatial average. This comparison neatly illustrates the extremely high level of accuracy that can be reached with photogrammetry, while at the same time highlighting a potential weakness of the technique if targets become damaged. However, in most practical wind tunnel applications, larger displacements (of the order of 1 mm) are of interest. Difference plots are shown in the following sections to improve the clarity of the results.

3.1.2 Optical distortion due to the glass windows

Due to the difference in refractive index between the air and the optical glass, it is expected that optical distortion will be imparted by the presence of the wind tunnel windows, made from BK7 optical glass with thickness 19 mm. Figure 5a shows a comparison between two frames taken from camera 1 with the wind tunnel windows on (cyan targets) and removed (red targets). The apparent shift of the targets perceived by the camera was measured to lie in the range 7–11 mm. Calculations applying Snell’s Law of refraction

![Fig. 4 3D reconstruction of the wind tunnel floor piece with the side windows removed](image-url)
estimated this shift to be of the order of 10 mm, in excellent agreement with the measured values. To understand the effect of the glass windows, affine transformations are performed in MATLAB, and the undistorted picture is recovered, as shown in Fig. 5b, where only one set of targets can be identified.

Given that the apparent shift of the targets due to aerodynamic effects, which will be described in Sect. 3.1.3, is significantly smaller than the distortion induced by the glass, it was found that correcting for the glass distortion in each image before processing it in PhotoModeler was introducing inaccuracies in the extrinsic calibration and target registration process. Therefore, it was decided to compare the target positions determined from PhotoModeler with the wind tunnel windows on and removed (at no flow conditions) for several picture combinations. Scaling factors were calculated to account for the apparent vertical displacement of each target due to the presence of the glass windows. These factors are the ratio of the target heights with the windows on and removed, averaged over the picture combinations considered. 2D spatial smoothing was subsequently applied to further improve accuracy.

### 3.1.3 Optical distortion due to aerodynamic effects

When the wind tunnel is running, the density of the air in the test section is lower than that of the air in the laboratory, shock waves, and supersonic boundary layers appear, and further distortion is, therefore, expected. To consider a wide range of flow conditions, calibration experiments are performed with an unconstrained normal shock at Mach 1.4, and with 8° and 12° oblique shocks at Mach 2, as shown in Fig. 6. The leading edge angle and height (h) of the shock generator are changed to vary shock strength and impingement point for the runs with an oblique shock.

3D models of the plate were generated from the four synchronized videos. Correcting for the distortion caused by the glass and the initial surface unevenness due to
the paint, the floor piece appeared flat, with very small differences in height across the surface (of the order of 0.01 mm). Figure 7 shows the instantaneous RMS error ($\sigma$) in plate height against normalized stagnation pressure in the tunnel throughout a number of tests with a $M = 1.4$ normal shock and a $M = 2$ oblique shock. The dotted vertical lines mark the appearance of the shock wave in the working section. The RMS error is defined as follows:

$$\sigma = \sqrt{\frac{\sum_{i=1}^{N}(y(i) - y_0)^2}{N-1}}.$$

where $y(i)$ is the height of a target, $N$ the total number of targets, and the subscript 0 indicates the beginning of the experiment. The maximum RMS error was found to be 0.026 mm, and this is attributed to optical distortion caused by aerodynamic effects, which can be further broken down into two contributions: (1) the lower pressure (and, therefore, density) in the working section, and (2) the presence of a compressible boundary layer, a shock wave, and the interaction between the two.

Considering the region of Fig. 7a and b to the left of the dotted lines, it can be seen that, without a shock wave in the working section, there is an almost linear relationship between optical distortion (represented by target height) and stagnation pressure ratio in the tunnel (with coefficient of determination $R^2 = 0.59$ and $R^2 = 0.43$ for the normal and oblique shock experiments, respectively). This is attributed to variations in density of the air in the test section during the wind tunnel start-up process, when a shock wave appears in the diverging part of the nozzle and travels downstream.

To explore this further, Fig. 8 shows the variation of detected height of a representative target ($y_i$) against time for one run with a $M = 1.4$ normal shock and one run with a $M = 2$ oblique shock ($12^\circ$ SG, $h = 129.5$ mm). Figure 8 indicates that the appearance of a shock wave is associated with a sudden rise in target height in both test cases. When the shock is in the working section (to the right of the dotted line in Fig. 8), the target heights oscillate around mean values. Comparing the two profiles in Fig. 8, it can be seen that this mean value is lower with a normal shock than with an oblique shock. This is believed to be due to a combination of differences in geometry and strength of the two shock wave/boundary layer interaction (SBLI) cases.

2D cross correlation of the images with and without flow from each of the four cameras, performed in MATLAB, has shown that the shock wave has imperceptible effect on the local optical distortion in individual frames. Furthermore, the reconstruction process to obtain the plate profile from the individual frames taken from different angles (as per Fig. 2) smoothes out any optical distortion due to aerodynamic effects and increases accuracy. The RMS distortion for the individual frames of a representative run with a $M = 2$ oblique shock ($12^\circ$ SG, $h = 129.5$ mm) at $t = 15$ s was found to be $28.4\mu$m, $31.8\mu$m, $25.9\mu$m, and $19.3\mu$m (cameras 1, 2, 3, and 4, respectively), while it dropped to $19.0\mu$m for the final plate profile from photogrammetry. This explains why a discontinuity in target height is not seen around the shock wave location, a correlation was not found between shock position and optical distortion in the normal shock tests, and no clear difference was observed between the oblique shock runs with different shock impingement points.

Given that the flow structure above a flexible control device will inevitably be different from the flow above a

![Fig. 7 RMS error in plate height against normalized tunnel stagnation pressure](image-url)
solid plate, it is not possible to add a correction factor to account for the optical distortion caused by aerodynamic effects from the experimental data currently available. However, Fig. 7 shows that the error in the calculated displacement is expected to be small (< 0.03 mm), and, therefore, negligible for applications with significant displacements (of the order of 1 mm).

3.1.4 Sources of uncertainty

Two sources of uncertainty in this project are calibration and pixel uncertainty.

Calibration uncertainty As explained in Sect. 2.1, camera calibration is performed with PhotoModeler, and small uncertainties in the camera parameters could have affected the results. However, having used the same four cameras (and intrinsic parameters) for all the experiments presented, the errors introduced by these uncertainties are expected to be similar in all the frames, giving confidence to the accuracy of the relative results. Small changes in the location of the cameras between the experiments are accounted for by performing the extrinsic camera calibration before the target registration process for each project.

Pixel uncertainty An additional source of error in this project is the uncertainty in target position due to imperfect target location. PhotoModeler outputs residual values, to specify the disagreement between the marked locations of the targets on each photograph and the predicted location, based on where the projection of the 3D points falls on the photo. The residuals were found to be of the order of 0.1 pixel (where 1 pixel ≈ 0.15 mm) for all the targets. In addition, the processing algorithm calculates precision values in the \( x \)-, \( y \)-, and \( z \)-directions, to specify how precise the locations of the 3D points are in the 3D space. The precision in the vertical (\( y \)) direction is of the order of 0.01 mm, and was found to be highly dependent on target location. Given this dependence, and the fact that the target heights, e.g., the profiles shown in Fig. 8, show some clear trends, we infer that the pixel uncertainty is primarily a function of relative camera and target position, and, in the same way as the calibration uncertainty, has affected the different frames in a similar way, giving confidence to the relative results presented in this paper. The fact that the pixel uncertainty is of the same order of magnitude of the optical distortion due to aerodynamic effects, presented in Sect. 3.1.3, further indicates that, for the experimental setup tested, optical distortion can be considered negligible as it lies within the bounds of PhotoModeler’s precision.

3.2 Application to adaptive shock control bumps

Photogrammetry has been applied to experiments on adaptive shock control bumps placed beneath a Mach 1.4 transonic shock wave, similar to those described by Gramola et al. (2018). The bump consists of an aluminum alloy plate with dimensions \( 308 \times 150 \times 0.6 \) mm, glued to solid blocks, such that the flexible portion is a square with side \( L = 150 \) mm. To minimize reflection, the plate was sprayed
with matt black paint before the white vinyl targets were applied. Figure 9 shows the 3D reconstruction of the flexible bump, with the 80 dots marking the positions of the coded targets. From Fig. 9, it can be seen that the flexible plate exhibits considerable 3D deformation, particularly at the leading and trailing edges, due to the way that the plate is clamped to the wind tunnel floor.

The spanwise-averaged plate shape is also detected from shadowgraph (considering the bottom surface where density gradients in the air are negligible), and this is compared with several 2D profiles at different spanwise positions from photogrammetry in Fig. 10. Good agreement is observed with the lowest points among all the 2D profiles, which is consistent with how the plate shape was detected from shadowgraph. In addition, the 2D slices from photogrammetry show that the curvature at the leading edge of the flexible plate is not uniform in the spanwise direction (as it would be assumed from the 2D schlieren reconstruction), but it decreases from the centerline towards the wind tunnel side walls, with a variation in maximum slope of 25% across the span. For an upstream Mach number of 1.4 and a change in plate angle between 3° and 4°, a spanwise decay of approximately 1.5° (3%) is expected in the angle of the curvature-induced oblique shock (Anderson 1990), revealing the existence of a curved front shock leg. This can be observed in the shadowgraph picture (Fig. 9), where the oblique shock

![Fig. 9 3D reconstruction of an adaptive shock control bump from photogrammetry with the corresponding shadowgraph picture showing the λ-shock structure (dimensions in mm)](image1)

![Fig. 10 2D plate profiles at different spanwise positions from photogrammetry, compared with the spanwise-averaged plate shape detected from shadowgraph (black crosses). A close-up view of the shadowgraph picture (aligned with the profiles) is included, and the detected points are marked as red crosses. The vertical segments at the bottom of the shadowgraph image are static pressure tappings](image2)
is particularly thick close to the flexible plate, resembling schlieren images of shock structures above 3D shock control bumps (Bruce and Colliss 2015).

It can be concluded that the shape of the adaptive bump can be detected accurately from photogrammetry, including complex 3D effects that would not be picked up from spanwise-averaged techniques such as schlieren or shadowgraph.

4 Conclusions

It has been shown that point-tracking photogrammetry applied to supersonic wind tunnel experiments can reach high levels of accuracy, allowing reliable measurement of model deformations (with a root-mean-square error of the order of 0.01 mm and below 0.03 mm for all of the configurations tested here). The optical distortion associated with photogrammetry has been broken down into two contributions: the glass windows and aerodynamic effects, due to a change of pressure in the working section and the presence of shock waves. For the experimental setup tested, aeroptical distortion was found to increase with shock strength (between $M = 1.4$ and $M = 2$) and be insensitive to shock position, but to lie within the bounds of Photomodeler’s precision. Photogrammetry has been successfully applied to determine the 3D shape of an adaptive shock control bump beneath a $M = 1.4$ transonic shock wave, revealing 3D deformations that could not have been detected with schlieren photography. This highlights the limitations of applying a 2D spanwise technique to accurately represent real surfaces.
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