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Abstract—Just Noticeable Difference (JND) has many applications in multimedia signal processing, especially for visual data processing up to date. It’s generally defined as the minimum visual content changes that the human can perceive, which has been studied for decades. However, most of the existing methods only focus on the luminance component of JND modelling and simply regard chrominance components as scaled versions of luminance. In this paper, we propose a JND model to generate the JND by taking the characteristics of full RGB channels into account, termed as the RGB-JND. To this end, an RGB-JND-NET is proposed, where the visual content in full RGB channels is used to extract features for JND generation. To supervise the JND generation, an adaptive image quality assessment combination (AIC) is developed. Besides, the RDB-JND-NET also takes the visual attention into account by automatically mining the characteristics of full RGB channels into account, termed as the RGB-JND. To this end, an RGB-JND-NET model is proposed, where the visual content in full RGB channels is used to extract features for JND generation. To supervise the JND generation, an adaptive image quality assessment combination (AIC) is developed. Besides, the RDB-JND-NET also takes the visual attention into account by automatically mining the characteristics of full RGB channels into account, termed as the RGB-JND. To this end, an RGB-JND-NET model outperforms the relevant state-of-the-art JND models. Besides, the JND of the red and blue channels are larger than that of the green one according to the experimental results of the proposed model, which demonstrates that more changes can be tolerated in the red and blue channels, in line with the well-known fact that the human visual system is more sensitive to the green channel in comparison with the red and blue ones.

Index Terms—Just Noticeable Difference (JND), visual attention, Image Quality Assessment (IQA), Deep Neural Networks (DNN), Human Visual System (HVS).

I. INTRODUCTION

A. Motivation

JND reflects the perceptual redundancy in visual signals for the Human Visual System (HVS) due to the unique psychological and physiological mechanisms of the HVS, and is widely used in many perceptual image/video processing applications, such as perceptual image/video coding, watermarking and information hiding, image/video quality assessment, perceptual image/video enhancement, and the JND is quite complicated, which should be represented with a more accurate model. Besides, all these characteristics (e.g., the background luminance, contrast, pattern complexity, etc.) are used for luminance component of JND modelling and chrominance components are simply regarded as the scaled versions of luminance. Hence, the JND models above cannot accurately represent the visual redundancy of the HVS in full-color space. More explorations are needed for the HVS-inspired models, especially for impacts on the stimuli from full-color channels on JND modelling.

With the great successes achieved by deep learning, especially in visual signal processing and understanding, some works have explored the JND with learning-based methods along two directions, namely data-driven JND modelling via supervised learning and generative JND modelling via unsupervised or weakly supervised learning. However, data-driven methods largely rely on the labeled dataset. As most of the JND datasets are built for image/video coding purposes, only limited visual data with few codecs are labeled by subjects for JND modelling so far. Such a kind of datasets cannot be used to build the JND models for the distortions caused by the other factors, e.g., transmission error, pre-/post-processing, Gaussian noise/blur, and so on. To the best of our knowledge, there are at least 17 distortions of image/video. Besides, each image/video may be degenerated by several kinds of distortions together. Furthermore, as new technologies/applications develop on images and videos, new kinds of distortions will be involved continuously, such as generative network caused distortions, style transfer caused differences, and so on. Therefore, it’s impractical to build very large JND datasets to cover all kinds of distortions with different distorted levels, since data annotation is time-consuming and expensive. In view of this, the generative JND model proposed in generates the JND as a kind of noise, but it will not lead to the decline...
of Image Quality Assessment (IQA) \cite{35}. In other words, the generated noise will not be perceived by the HVS and will not lead to the visual quality decline to the HVS. Meanwhile, an auto-encoder based generated model \cite{27} is proposed to explore the JND of deep machine vision. However, such kind of model still takes the extracted deep features of a single channel into account instead of those of full-color channels, which cannot well represent the redundancy of the HVS in the full-color space.

So far, there is no work on carefully modelling the JND for full-color channels. It will help us learn more about the visual redundancy of the HVS in the full-color space and provide technical support for related applications.

B. Contributions

In this paper, we attempt an initial exploration on accurately JND modelling for full-color space by considering the stimuli of full-color channels via a learning-based generative network, i.e., the proposed RGB-JND-NET with an auto-encoder like design. To this end, the handcrafted features (visual attention and pattern complexity maps) together with their associated visual content of full RGB channels (original image) are fed into the RGB-JND-NET to provide relevant information for full RGB JND (termed as RGB-JND) generation. Besides, an adaptive IQA combination (AIC) method is proposed to recognize and evaluate the distortion caused by the generative network to supervise the RGB-JND generation. The main contributions of this work can be summarized as follows:

- This is the first work on careful investigation of JND modelling for full-color space, exploring the impacts of stimuli of full-color channels. It may catalyze positive chain-effects in color display and capturing optimization, visual signal representation/compression, visual understanding, and their relevant applications due to its fundamental nature.
- To supervise the RGB-JND generation, the AIC method is proposed, which can effectively recognize and evaluate the distortion caused by the generative network. As there is no dedicated IQA metric on measuring generative network caused distortion, the AIC firstly use a well-learnt classifier to classify such distortion into the most related known distortions. Then, several IQAs, which can well measure the most related known distortion, will be adaptively combined for evaluation.
- Visual attention is also taken into account during our modelling. Unlike being used as the handcrafted weights of the JND in traditional methods \cite{20, 21, 22}, visual attention is used as a feature and fed into the RGB-JND-NET, where the underlying relationship between the visual attention and the RGB-JND is automatically mined and utilized to constrain the RGB-JND during the RGB-JND-NET optimization. By seriatim applying the techniques above, the proposed model can accurately model the redundancy of the HVS for full RGB channels.

The outline of the rest of our paper is as follows. Section II reviews the JND models and IQA methods. Section III presents the full RGB JND model. Section IV presents experimental results and Section V concludes this paper.
picture and even for video level. For instance, Jin et al. [28] built the first picture-wise JND dataset, where the distortions caused by the JPEG codec with different QFs was evaluated and labeled by the subjects to find the JND point. Further, Wang et al. [30] proposed a subjective methodology, i.e., Satisfied-User-Ratio (SUR), to find the video-wise JND videos and built the first video-wise JND dataset, namely VideoSet. After that, Liu et al. [23] made the picture-wise JND prediction as a classification problem, where deep learning technique was utilized to predict JND point for compressed images based on the MCL-JCI dataset. Then, Zhang et al. [24] built a video-wise JND and SUR model based on deep learning techniques. It can predict the quality of compressed videos based on the VideoSet. Such kinds of models can achieve picture-wise and video-wise JND prediction via the data-driven supervising learning methods. However, they highly depend on the datasets. Manual annotation is time-consuming and expensive works. Such kind of methods cannot cover all the distortions during JND modelling. To handle this, Wu et al. [26] proposed utilizing the generative networks to generate the JND via an unsurprising/weakly supervising method. They used the IQA metric to supervise the JND generation instead of subjects observing to simulate the process that the generated JND can be tolerated by the HVS. Besides, they also absorbed the PC in [15] as the feature to make a further improvement and achieve the state-of-the-art. Meanwhile, Jin et al. [27] used the auto-encoder to generate the first JND for deep machine vision. Instead of using IQA as the supervision, they used the performance metric of the deep machine vision task to guild the JND generation. Meanwhile, they also took the attention of the neural network into account and achieved JND modelling for deep machine vision. As we know, there are about 10 million rod cells and 5 million cone cells in the retina, which are responsible for perceiving the luminance intensity and distinguishing the color [36], respectively. According to such facts, lots of color spaces, such as RGB, YUV, etc., are developed and widely used in displays, cameras, and their relevant applications. However, most of the existing JND models mainly took the characteristics of single channel into account. For instance, the characteristics of luminance channel is mainly considered during JND modelling, since luminance channel is more sensitive to the HVS compared with the others. Hence, such kind of JND models ignored the impact of stimuli among full-color channels, which makes them can hardly achieve high consistency to the HVS.

B. IQA review

Image quality assessment (IQA) plays a critical role in image processing, which has been developed for decades. Nowadays, a number of IQA metrics have been proposed as better alternatives, such as MSE, PSNR, MS-SSIM [37], SSIM [38], VIF [39], VSNR [40], NQM [41], PSNR-HVS [42], IFC [43], FSIM [44], and so on. They are developed with the same goal, i.e., reflecting the image quality as accurately as the HVS does. However, hardly IQA metrics above can achieve this, as they can only achieve good performance for certain kinds of image distortions. As shown in TABLE I there are at lest 17 distortion types. No single IQA metric that can maintain the best performance in all situations. For example, MSE and PSNR, which are widely used IQA metrics, can be used for evaluate the signal fidelity distortion. However, they still cannot keep high consistence with human perception in some cases. To overcome this, Liu et al. [32] proposed multi-method fusion (MMF) proposed, where 17 distortion types are divided into five groups as shown in TABLE II. After that, a combination of the multiple existing metrics via machine learning achieves a state-of-the-art accuracy. As the multimedia technologies developments, more and more distortion types are generated, such as deep learning based generative network caused distortion, style transfer caused distortion, and so on. However, there are hardly IQA metrics developed for measuring such kinds of distortion. Therefore, IQA is still an open question.

III. FULL RGB JND MODEL

In this section, the RGB-JND is firstly defined and formulated. After that, three main challenging issues on full RGB JND modelling are elaborated and well-solved with the proposed techniques. Finally, an RGB-JND-NET is proposed to generate the RGB-JND.

A. Definition and formulation

A good JND model is required to accurately reflect the redundacy of the HVS in different visual content. Generally, the perception of the HVS is determined by the information captured from rod and cone cells in the retina. As reviewed in Section II, cone cells can distinguish three primary colors (red, green, and blue). Although they have different sensitivities to different color, the perception of the HVS is an integrated result of the stimuli from three primary colors. Therefore, the JND model needs to be built for full-color space by considering the characteristics of full-color channels. In this paper, the RGB-JND is first defined: for each pixel, there are three thresholds corresponding to RGB three channels. Any changes in RGB three channels under such thresholds will not be perceived by the HVS. Such thresholds are the RGB-JND.

| TABLE I | DISTORTION TYPES IN TID 2008 [45] DATASET |
|---------|------------------------------------------|
| Type Index | Distortion Type |
| 1 | Additive Gaussian noise |
| 2 | Different additive noise in color components |
| 3 | Spatially correlated noise |
| 4 | Mixed noise |
| 5 | High frequency noise |
| 6 | Impulsive noise |
| 7 | Quantization noise |
| 8 | JPEG compression |
| 9 | JPEG transmission errors |
| 10 | PSNR-HVS transmission errors |
| 11 | Non-occurrence pattern noise |
| 12 | Local Block-wise distortions of different intensity |
| 13 | Mean Shift Intensity shift |
| 14 | Contrast Change |
| 15 | Contrast/Contrast |

| TABLE II | DISTORTION TYPES ARE DIVIDED INTO DISTORTION GROUPS |
|----------|---------------------------------------------------|
| Type Index | 1 2 3 4 5 |
| Group Index | 1 2 3 4 5 |
Generally, without being perceived by the HVS, the larger JND is tolerated, the better JND model is. Therefore, the RGB-JND can be formulated as an optimization problem, which is as follows:

$$\arg\min_{\vec{J}} \left( \alpha \cdot \frac{1}{J} + \beta \cdot M(\vec{o}, (\vec{o} + \vec{\gamma})) \right)$$

$$= \arg\min_{\vec{J}} \left( \alpha \cdot \frac{1}{J} + \beta \cdot M(\vec{o}, \vec{d}) \right),$$  \hspace{1cm} (1)

where $J$ is the magnitude of the RGB-JND. We have $J = \sum_{c} \sum_{h} \sum_{w} |\vec{j}|$, $\vec{j}$ is the RGB-JND, which is a $c \times h \times w$ tensor, denoted by $\vec{j} \in \mathbb{R}^{c \times h \times w}$. The absolute operation is the operation of the absolute value. The first dimension $c$ ($c = 3$) represents the color channel, i.e., red, green, and blue channel. $h$ and $w$ are the height and width of the RGB-JND, respectively. $\vec{j} = \{\vec{j}_r, \vec{j}_g, \vec{j}_b\}$, where $\vec{j}_r, \vec{j}_g, \vec{j}_b \in \mathbb{R}^{1 \times h \times w}$. Similarly, the original image is denoted by $\vec{d}$, where $\vec{d} \in \mathbb{R}^{c \times h \times w}$. Also, we have $\vec{o} = \{\vec{o}_r, \vec{o}_g, \vec{o}_b\}$, where $\vec{o}_r, \vec{o}_g, \vec{o}_b \in \mathbb{R}^{1 \times h \times w}$. $\vec{d}$ is the RGB-JND distorted image, and we have $\vec{d} = \vec{o} \oplus \vec{j}$, where $\oplus$ is the element-wise adding operation. Therefore, we have

$$\vec{d} = \{\vec{d}_r, \vec{d}_g, \vec{d}_b\} = \{\vec{o}_r \oplus \vec{j}_r, \vec{o}_g \oplus \vec{j}_g, \vec{o}_b \oplus \vec{j}_b\}. \hspace{1cm} (2)$$

$M(\cdot, \cdot)$ is an IQA metric (e.g., the MSE). $\alpha$ and $\beta$ are two parameters to balance their associated two items in formula (1).

In formula (1), the first item is used to constrain the magnitude of the generated RGB-JND as large as possible. Meanwhile, the second item is used to constrain that the generated RGB-JND will not be perceived by the HVS (i.e., will not lead to perceptual quality decrease of the HVS), which is a similar strategy as used in \[26\], \[27\]. Then, the RGB-JND becomes an optimization problem, which can be roughly achieved with the generative neural networks. Namely, generative neural network will automatically generate the RGB-JND with the constraints above.

However, according to our initial attempt based on the RGB-JND formulation above, there are still a gap between the RGB-JND and the perceptual redundancy of the HVS. Therefore, the RGB-JND formulation in formula (1) need to be refined. Specially, three challenging problems that need to be elaborately addressed, which are summarized as follows:

- Quantificationally modelling the RGB-JND magnitude of full RGB channels. For instance, the first item in formula (1) only makes sure that the magnitude of the generated RGB-JND is as large as possible. A more detailed constraint of the RGB-JND magnitude need to be designed according to the visual content along three color channels.

- Effectively evaluating the reasonability of the generated RGB-JND. The RGB-JND is generated via the generative neural network. However, there is no IQA developed for measuring the distortion caused by generative neural network. Therefore, it hard to achieve effective evaluation of the RGB-JND using the existed IQAs.

- Reasonably allocating the RGB-JND for each pixel. So far, no constraints or guidance are used for RGB-JND spatial distribution during RGB-JND generation, which plays an critical role in full RGB JND modelling.

B. Gradient based magnitude constraint of full RGB channels

As aforementioned, a good JND model should be highly consistent with the HVS. Large literature investigations show a fact that the magnitude of the visual perceptual redundancy (JND) is proportional to the complexity of the visual content. For instance, the HVS cannot perceive large noises on an image with complex texture. Whereas, little noises are noticeable, when the image has a simple texture. Generally, the gradient of the image is used to represent the texture complexity of the image, which are widely used in the image and video processing \[13\], \[26\]. The gradient of the image is denoted by $G$, and it can be represented as

$$G = \sum_{c} \sum_{h} \sum_{w} \sqrt{g_1(c, h, w)^2 + g_2(c, h, w)^2}, \hspace{1cm} (3)$$

where $g_1(c, h, w)$ and $g_2(c, h, w)$ are the vertical and horizontal gradient in channel $c$ of pixel $(h, w)$.

In this work, the gradient $G$ is selected as a constraint of the magnitude of the proposed RGB-JND. It should be noticed that this kind of constraint is based on the full RGB channels instead of a single color channel used in \[26\]. The constraint of the RGB-JND magnitude can be formulated as

$$\ln \frac{G^2 + J^2 + t_1}{2 \cdot G \cdot J + t_1},$$  \hspace{1cm} (4)

which is used to replace the first item in formula (1), we get

$$\arg\min_{\vec{J}} \left( \alpha \cdot \ln \frac{G^2 + J^2 + t_1}{2 \cdot G \cdot J + t_1} + \beta \cdot M(\vec{o}, \vec{d}) \right), \hspace{1cm} (5)$$

where $t_1$ is a constant to avoid the denominator being zero. During optimization, the first item achieves the minimum when $J$ is as close as $G$. Namely, it guarantees that the magnitude of the generated RGB-JND becomes proportional to the gradient of the image. In other words, formula (5) achieves the quantificationally modelling of the RGB-JND magnitude according to the visual content in RGB three channels. Besides, the pattern complexity map used in \[26\] is also used as the input in this work as shown in Fig. 1(a2) and (b2), since it also reflects the complexity of the visual content in some degree, which is helpful during RGB-JND generation.

C. Adaptive IQA combination (AIC)

To achieve effective evaluation of the generated RGB-JND, an AIC method is developed in this subsection, which contains two main steps. Step 1: the highest-related distortion group in TABLE I is regarded as the distortion group of the generative neural network caused distortion (i.e., the RGB-JND) via a well-learnt distortion group classifier. Step 2: for the confirmed distortion group in step 1, three state-of-the-art IQAs are selected and combined to evaluate the RGB-JND distorted image.

As aforementioned, there is no IQA designed for the generative neural network caused distortion. We cannot directly
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IQAs, denoted by \(III\). MS-SSIM, SSIM, DISTS, GMSD, and FSIM are denoted of-the-art IQAs in this work, which are shown in TABLE II contains the first seven distortion types in TABLE II. For example, the distortion group \(n\) may be different at different training iterations, which has been demonstrated in subsection IV.C. In view of this, a ResNets [48] based classifier of image distortion group is well trained, where five typical distortion groups in TABLE II are involved. The classifier is denoted by \(C(\cdot; \cdot)\). The index of the distortion group is denoted by \(n\) \((n = 1, 2, 3, 4, 5)\). The well-trained distortion group classifier always selects the most related image distortion group for the generated RGB-JND during training process. Therefore, we have

\[ n = C(\vec{d}; \psi_{CL}), \quad (6) \]

where \(\psi_{CL}\) is the parameter of the well-learnt classifier. As reviewed in Section II.B, single IQA can only achieve good performance for limited distortion types on a certain dataset. As each distortion group in TABLE II consists several relevant distortion types. For example, the distortion group \(n = 1\) in TABLE II contains the first seven distortion types in TABLE II. Therefore, several IQAs need to be combined to achieve good performance on the evaluation of a distortion group for different datasets. In view of this, we totally select five state-of-the-art IQAs in this work, which are shown in TABLE III. MS-SSIM, SSIM, DISTS, GMSD, and FSIM are denoted by \(\mathcal{M}_1, \mathcal{M}_2, \mathcal{M}_3, \mathcal{M}_4, \text{ and } \mathcal{M}_5\), respectively. Then, three IQAs, denoted by \(Comb_n = (\mathcal{M}_x, \mathcal{M}_y, \mathcal{M}_z)\), are adaptively selected and combined from the five IQAs to make evaluations for each distortion group. Once the distortion group \(n\) is confirmed by the classifier in formula (6), \(Comb_n\) will be confirmed, i.e., \(x, y, z\) is confirmed according to the TABLE IV Therefore, the combination of the IQAs can be regarded as the function of \(n\), denoted by \(F(\cdot)\). Then, this process can be represented as follows

\[ Comb_n = (\mathcal{M}_x, \mathcal{M}_y, \mathcal{M}_z) = F(n). \quad (7) \]

After that, three metrics are selected and combined to make the distortion evaluation. Then, the second item \(M\) in formula [5] can be replaced with \((\mathcal{M}_x, \mathcal{M}_y, \mathcal{M}_z)\) to guarantee that the generated RGB-JND will not lead to perceptual quality decrease of the HVS. We have

\[
\arg \min_j \left( \alpha \cdot \ln \frac{G^2 + J^2 + t_1}{2 \cdot G \cdot J + t_1} + \beta \cdot \sum_{m} \gamma_m \cdot M_m(\vec{o}, \vec{d}) \right), \quad (8)
\]

where \(m (m = x, y, z)\) represents the selected IQA metrics in a certain IQA combination. \(\gamma_m\) is the weight of IQA metric \(M_m\) in the combination. It should be noticed that the scores of the selected five IQAs may be a little different even for the same distorted image. Here, we use the same pre-processing as used in [49] to make a simple adjustment of these five IQAs.

D. Visual attention based spatial distribution constraint

Large facts demonstrate that the redundancy of the HVS has relation to the visual attention. For instance, if our eyes focus on a region, the resolution of such region becomes obviously larger than that of the other regions. Besides, the resolution decreases from the focus point to the edge gradually. This causes that less noise is tolerated in the focus region compared with that in edge region. In other words, region with more visual attention has less visual redundancy, which should be assigned with smaller JND. Hence, the visual attention can be used as a good guidance on the spatial distribution of the JND. However, the visual attention is determined by lots of factors, which may be changeable. For instance, although edge region can tolerate larger noise, when the noise in such region becomes large enough, it will be noticeable by the HVS. Meanwhile, the visual attention will be reassigned and the spatial distribution of the JND will be changed as well. Therefore, the actual relationship between the visual attention and JND is more complicated than the simulated ones in the existed models as reviewed in Section III. It needs to be carefully modelled. However, with limitation of the knowledge on the HVS, especially for the visual attention mechanism, it’s a challenge problem to build an exact relationship between the JND and the visual attention to guide and constrain the JND generation of each pixel via the HVS-inspired method.

Besides, many works [26, 27] demonstrate that the relevant handcrafted features promote the performance of learning.
Fig. 2. The framework of the proposed RGB-JND-NET. The original image \(\{\tilde{\sigma}_r, \tilde{\sigma}_g, \tilde{\sigma}_b\}\) is firstly stacked with the pattern complexity map \(\tilde{f}_{pc}\) and visual attention map \(\tilde{f}_{va}\). Then, they are fed into the AE module to generate the RGB-JND \(\{\tilde{j}_r, \tilde{j}_g, \tilde{j}_b\}\). AE is an auto-encoder like sub-net. Its architecture is also exhibited in this figure. \((5, 3, 1), \ldots, (3, 2, 2)\) can be denoted by \((x, y, z)\), which represents \(y \times y\) convolutions in Conv1, ..., Conv6 (or interpolations in Upsample1 and Upsample2) with \(x\) filters and stride (or up sampling multiple) \(z\). The reflect padding used here is set to \((1, 1, 1, 1)\). Then, the generated RGB-JND \(\{\tilde{j}_r, \tilde{j}_g, \tilde{j}_b\}\) is added to the corresponding original image \(\{\tilde{\sigma}_r, \tilde{\sigma}_g, \tilde{\sigma}_b\}\) with element-wise addition operation to generate the RGB-JND distorted image \(\{\tilde{d}_r, \tilde{d}_g, \tilde{d}_b\}\). Subsequently, the image distortion group is predicted by the well-trained CL module by feeding \(\{\tilde{d}_r, \tilde{d}_g, \tilde{d}_b\}\) into CL, which determines the combination of IQAs \(Comb_b\). Eventually, the RGB-JND distorted image is evaluated by the determined \(Comb_b\) with the reference of the original image.

Besides, the architecture of auto-encoders used in this work is also different from that used in [26], more details on the architecture of the proposed AE refer to the magnification part in Fig. 2. Moreover, the proposed AE is capable of generating the JND of full RGB channels (RGB-JND) instead of obtaining the JND of a single color channel in [26].

As aforementioned in subsection III-C, CL is a ResNets based classifier of image distortion group, where CL is trained to well classify the five typical distortion groups as listed in TABLE 1. In this work, the architecture of ResNet34 is utilized. Also, the well-trained weight* of the ResNet34 on ImageNet is loaded as the initialization of the CL. After that, CL is fine-tuned on dataset TID2008. Once the CL is well-trained, the parameters of the CL will be fixed. For each iteration of the RGB-JND-NET training, the RGB-JND distorted image will be generated and fed into the CL to make the distortion group classification.

\(Comb_1, \ldots, Comb_5\) are the combinations of the IQAs, which are used to constrain that the generated RGB-JND will not lead to the decrease of the perceptual quality. Namely, \(Comb_1, \ldots, Comb_5\) are used to evaluate and supervise the RGB-JND caused perceptual quality changes. During the RGB-JND-NET training, the selection of the combination of the IQAs is determined by the result of CL for each training iteration.

The pipeline of the RGB-JND-NET is elaborated as follows. Firstly, the original image \(\{\tilde{\sigma}_r, \tilde{\sigma}_g, \tilde{\sigma}_b\}\) is stacked with the pattern complexity map \(\tilde{f}_{pc}\) \((\tilde{f}_{pc} \in \mathbb{R}^{1 \times h \times w})\) and visual attention map \(\tilde{f}_{va}\) \((\tilde{f}_{va} \in \mathbb{R}^{1 \times h \times w})\) along the channel dimension, as shown in Fig. 2. This process can be represented as

\[
\{\tilde{\sigma}_r, \tilde{\sigma}_g, \tilde{\sigma}_b, \tilde{f}_{pc}, \tilde{f}_{va}\} = \{\tilde{\sigma}_r, \tilde{\sigma}_g, \tilde{\sigma}_b\} \oplus \{\tilde{f}_{pc}, \tilde{f}_{va}\}. \tag{9}
\]

Then, the stacked features \(\{\tilde{\sigma}_r, \tilde{\sigma}_g, \tilde{\sigma}_b, \tilde{f}_{pc}, \tilde{f}_{va}\}\) become a \(5 \times h \times w\) tensor and are fed into the AE module by \(\cdot \). After that, the RGB-JND \(\{\tilde{j}_r, \tilde{j}_g, \tilde{j}_b\}\) is obtained

\[
\{\tilde{j}_r, \tilde{j}_g, \tilde{j}_b\} = A \left(\{\tilde{\sigma}_r, \tilde{\sigma}_g, \tilde{\sigma}_b, \tilde{f}_{pc}, \tilde{f}_{va}\}; \psi_{AE}\right), \tag{10}
\]

1https://pytorch.org/zh-cn/0.8.1_modules/torchvision/models/resnet.html
2https://download.pytorch.org/models/resnet34-333f7ec4.pth
where $\psi_{AE}$ is the parameter of the sub-net $AE$. Then, the element-wise addition is applied on the RGB-JND and original image. Afterwards, the RGB-JND distorted image $\{\vec{d}_r, \vec{d}_g, \vec{d}_b\}$ is obtained as formulated in formula (2). It should be noticed that such operation is performed along the channel dimension.

Then, the RGB-JND distorted image is fed into the $CL$ and classified into a certain image distortion group $n$, as formulated in formula (6). Subsequently, the combination of the IQAs is determined by $n$ as shown in TABLE IV. Finally, the RGB-JND distorted image is measured by the IQAs combination with the reference of its associated original image.

In the proposed RGB-JND-NET, the loss function $L$ used for optimizing the RGB-JND-NET contains two sub-losses, as formulated in (8) in subsection III.D. Therefore, we have

$$
L = \alpha \cdot L_1 + \beta \cdot L_2,
$$

$$
L_1 = \ln \frac{G^2 + J^2 + t_1}{2 \cdot G \cdot J + t_1},
$$

$$
L_2 = \sum_m \gamma_m \cdot \mathcal{M}_m(\{\vec{d}_r, \vec{d}_g, \vec{d}_b\}),
$$

where $L_1$ is the gradient based magnitude constraint of the RGB-JND generation. $L_2$ is the perceptual quality constraint of the generated RGB-JND. It should be noticed that the $\psi_{AE}$ in the $AE$ are the parameters to be optimized during the training. For the parameters in the $CL$, they have been fixed after well fine-tuning in the TID2008 dataset.

By using the proposed RGB-JND-NET above, the characteristics of the full RGB channels are fully used. For instance, the visual contents in RGB three channels (original image) are fed as the inputs instead of that in the single one used in [26], which provide additional information of the other two channels for the RGB-JND generation. Meanwhile, the visual content changes in RGB three channels are also fully evaluated in the AIC to guarantees that the generated RGB-JND is the result of taking the impact of stimuli in full RGB channels into account. All these designs aim to make the RGB-JND-NET highly consistent with the perceptual of HVS. With such kinds of designs, we can directly generate the accurate JND for full RGB channels.

**IV. EXPERIMENTS**

**A. Datasets and evaluation metrics**

1) **Dataset:** Three datasets are involved in this work, i.e., TID2008 [45], COCO2017 [57] and CSIQ [58]. TID2008 is used to fine-tune the $CL$ before it is integrated into the RGB-JND-NET. Besides, 1000 images are randomly selected from COCO dataset to train the RGB-JND-NET. Additionally, the well-trained RGB-JND-NET is tested on CSIQ dataset. It should be noticed that all the images in such dataset are cropped into 176 $\times$ 176 before they are fed into networks for training.

2) **Metrics:** The five listed IQAs in TABLE III are only used for training process. Six additional IQAs are used for objective testing, which includes the Most Apparent Distortion (MAD) [52], Normalized Laplacian Pyramid Distance (NLPD) [53], Learned Perceptual Image Patch Similarity (LPIPS) [54], Complex Wavelet SSIM (CW-SSIM) [55], Visual Information Fidelity (VIF) [39], and Visual Saliency Induced (VSI) [56]. Besides, to facilitate network training and testing, the PyTorch implementations [49] of eleven IQAs above are used. All the subjective test experiments are made according to the guidance of ITU-R BT.500-11 standard [59].

**B. Implementation details**

We compare our method with four previous state-of-the-arts JND methods, which are denoted by Liu2010 [13], Wu2013 [14], Wu2017 [15], and Wu2020 [26], respectively. The first three methods are HVS-inspired models, while the last one is learning-based one. To make a fair comparison, JND images $\vec{j}$ are firstly generated via different JND models. Then, their associated JND distorted images $\vec{d}$ are generated by injecting random noise into original image with the guidance of $\vec{j}$. This process can be formulated as follows

$$
\vec{d} = \vec{o} + (\varepsilon \cdot \vec{r} \cdot \vec{j}),
$$

where $\varepsilon$ is the JND noise level adjuster. It keeps the injected noise from different models at a same level (e.g., the same PSNR or MSE). $\vec{r}$ is a random matrix with only positive 1 and negative 1 element, $\vec{r} \in \mathbb{R}^{c \times h \times w}$. In the following subsections, noise is injected in this way.

Besides, during training phase, ADAM [60] is used to optimize the RGB-JND-NET. The learning rate is set to $10^{-5}$. The batch size is 32. $\gamma_m$, $\alpha$ and $\beta$ in formula (11) are set to 1/3, 0.1 and 1, respectively.

**C. JND models comparison**

In this subsection, we firstly compare the details of the distorted images caused by the anchor models and the proposed full RGB JND model. Then, these distorted images are evaluated by a subjective viewing test. Finally, six typical IQAs are selected to make objective tests.

1) **Details comparison:** The proposed model is firstly compared with four anchor models, i.e., Liu2010 [13], Wu2013 [14], Wu2017 [15], and Wu2020 [26], with adjusting into the same level noise at PSNR = 26.06 dB, respectively. In this case, $\varepsilon$ is around 10 for our proposed model. As shown in (a2)-(b2), the overall noise are obvious with Liu2010 [13], especially for the smooth region. This case is promoted at some degree in (a3)-(b3) with Wu2013 [14], especially for the smooth region. As such region is firstly masked as the order region, more noise are injected to disorder region. The disorder and order regions are further refined and replaced with the pattern complexity estimation and masking technologies in Wu2017 [15]. It makes more noise injected to the high complexity regions and causes obvious distortion. Instead of directly using pattern complexity as the masking, pattern complexity is used as the feature in Wu2020 [26].
Fig. 3. Comparison of the images distorted by different JND models. (a1)-(b1) are the original images. (a2)-(b2), (a3)-(b3), (a4)-(b4), (a5)-(b5), and (a6)-(b6) are the images distorted by the JND model of Liu2010 [13], Wu2013 [14], Wu2017 [15], Wu2020 [26], and ours.
improved results in (a5)-(b5). However, only a single IQA is used to supervise the JND generation, which is limited for various distortion evaluation during JND generation. Besides, all these methods can only achieve JND modelling on a single channel. Therefore, they estimate the JND of the RGB three color channels separately and regardless the interaction of changes among three color channels. By taking all these factors into account, an obvious improvement is achieved with our proposed model as shown in (a6)-(b6). More detailed reasons will be introduced in subsection IV-D.

2) Subjective viewing test: We randomly selected 12 images from the CSIQ dataset for subjective viewing test, as shown in Fig. 4. The images, distorted by our proposed model and one of the anchors, are randomly exhibited on the left and right sides of the screen. The subjects are innocent about the corresponding relationship between the images and the JND models behind. The evaluation criteria and scores are shown in TABLE V. The subject was asked to rate the score on the two images that appeared on the screen. Seven different scores represent different results of the image quality comparison between left and right images. If the image on the left side is better than the one on the right side, the score is positive. Otherwise, the score is nonpositive. More details on the setting of the experimental environment refer to the ITU-R BT.500-11 criterion [59]. In this experiment, 23 subjects were invited. The results of subjective viewing test are shown in TABLE VI. Here, two metrics are involved. One is the average of the scores, denoted by 'Mean'. The other is its associated standard deviation, denoted by 'Std'. Among all the average scores in the table, the positive value means that the proposed model is better than the others, the larger positive value the better. The standard deviation reflects whether the rating situation for all subjects is unified. A large standard deviation indicates that there are large differences among different subjects during viewing test. Otherwise, a small standard deviation is obtained. Here, we compare the proposed model with the anchors. As shown in TABLE VI, the average of the Mean values are positive. Besides, most of Mean values are larger than 1 and some of them even approach to 2. These demonstrate that our proposed model has fully outperformed others.

3) Objective IQAs test: All the reference images are from CSIQ dataset. Their associated images distorted by different JND models are measured by six full-reference IQAs (MAD [52], NLD [53], LPIPS [54], CW-SSIM [55], VIF [39], VSI [56]). The average results are listed in TABLE VII. For comparison, the full score of each IQA are exhibited in the last row of this table. For the first three IQAs, the closer the score is to zero, the better the JND model. While, for the rest of IQAs, the closer the score is to one, the better the JND model. The best results are highlighted with red color in this table, which concentrates on the results of the proposed model. In view of this, we can demonstrate that proposed model fully outperforms the other models during the objective IQAs test.

We have made a wide comparison between the proposed JND model and four anchors in this subsection. All the test results demonstrate that the proposed full RGB JND model achieves the state-of-the-art results in JND modelling. In the following subsections, we will give further explanation on the advantages of the proposed model through several elaborate experiments.

D. RGB-JND distribution in three color channels

In this section, we first exhibit the RGB-JND distribution in RGB three channels. Then, the JND differences between each two color channels are shown. Finally, we come to a conclusion on our proposed model according to the results above, which explains its advantages.

To reflect the RGB-JND distribution in three color channels, the PSNR between each color channel in the original image and its corresponding color channel in the image distorted by the proposed model with $\varepsilon = 1$ is firstly calculated on the CSIQ dataset, as shown in Fig. 5 (b). The horizontal axis is the index of testing image. The vertical one is the PSNR of each color channel. We use red, green and blue lines to represent the PSNRs of different channels. In this case, we find that their
(a) and (b) are the PSNR results, when $\varepsilon$ is set to 0.5, 1, 5 and 10, respectively.

(b1) and (b2) are the heat maps of JND difference between red and green channels.

(c) and (d) are the heat maps of JND difference between red-blue and green-blue channels, respectively.

PSNRs are significantly different for some images, such as the image with index = 1. For some images, such as the image with index = 4, the PSNRs of different channels are relatively close. This demonstrates that the RGB-JND distribution in three color channels is a little different for the images with different content. In other words, our proposed model can achieve accurately full RGB JND modelling according to the different visual content.

Besides, there is an interest phenomenon that the PSNR of the red channel is always smaller than that of the green one, while the PSNR of the blue one is the smallest. The largest PSNR difference achieves around 9dB. This means that our proposed model generates more JND noise in the blue and red channels compared with the green one. We also generate more RGB-JND distributions by setting $\varepsilon = 0.5, 5, 10$, respectively. The results are exhibited in Fig. 5 (a), (c), (d). Based on the observation above, we find that the PSNR difference between different channels increases as $\varepsilon$ increases. When $\varepsilon = 10$, the largest difference of PSNR achieves around 28 dB. Besides, the experimental results in subsection IV-C (where $\varepsilon$ is around 10) demonstrate that JND distribution of the proposed model can be well-tolerated by the HVS and achieves the best performance in both subjective viewing test and objective IQAs test compared with the other JND models. In other worlds, the experiment in this subsection provides us a good demonstration that the HVS has highest sensitivity of green, while has lowest sensitivity of blue.

To further explore the difference of RGB-JND distribution along three color channels, we make a JND difference between each two color channels. In view of that the JND difference has small value, we apply a uniform scaling operation on the absolute value of difference between each two JNDS and obtain the heat maps of the JND difference as shown in Fig. 6. The blue and red color represent the smallest and highest difference, respectively. (a1) and (b1) are the heat maps of the JND difference between the red and green channels. The JND difference is more obvious between the green and blue channels as shown in (a3) and (b3). While, we get a much smaller JND difference between the red and blue channels as shown in (a2) and (b2). All these heat maps of the JND difference show a fact that the JND difference among different color channels mainly focus on the edge regions.
Fig. 7. Results of ablation experiment. (a1)-(b1), (a2)-(b2), (a3)-(b3), and (a4)-(b4) are the results of BL, BL + AIC, BL + VA, and BL + AIC + VA, respectively.

TABLE VIII
PERFORMANCE COMPARISONS OF ABLATION EXPERIMENTS WITH DIFFERENT IQAs

| MODEL     | MAD   | NLDI  | LPIPS | CW-SSIM | VSI   |
|-----------|-------|-------|-------|---------|-------|
| BL        | 52.82 | 0.18  | 0.23  | 0.99    | 0.49  |
| BL + AIC  | 45.01 | 0.18  | 0.25  | 0.99    | 0.49  |
| BL + VA   | 31.78 | 0.14  | 0.19  | 0.99    | 0.59  |
| BL + AIC + VA | 30.87 | 0.14  | 0.23  | 0.99    | 0.59  |
| Reference | 0     | 0     | 0     | 1       | 1     |

E. Ablation experiments

In this subsection, we conduct a series of ablation experiments to identify the contribution of key components of the proposed model. In the ablation experiments, all models are trained on COCO2017 and tested on the full set of CSIQ. Except for the specified statement, all experimental setups are the same as above.

There are three main components of the proposed model, i.e., gradient based magnitude constraint of full RGB channels, adaptive IQA combination (AIC), and visual attention (VA) based spatial distribution constraint. We analyze the gains of each component above by adding them into the networks gradually. Firstly, the networks with the first component is set to be the baseline network, termed as BL. Then, we take the AIC and VA into the BL and generate two networks, namely BL + AIC and BL + VA. Finally, all these three components are put together and we obtain the full version of the proposed model, termed as the BL + AIC + VA. Similarly, all these distorted images are adjusted to the same PSNR = 26.06 dB. To evaluate their performances, we firstly show the details of images distorted by BL, BL + AIC, BL + VA, and BL + AIC + VA, as shown in Fig. 7(a1)-(b1), (a2)-(b2), (a3)-(b3), and (a4)-(b4), respectively. Based on the observation above, we can find that we get the worst performance with the BL. The comparable performance are obtained with the BL + AIC and BL + VA. While, we obtain the best performance with the BL + VA + AIC. Besides, we also evaluate the images distorted by such models with six aforementioned IQAs and obtain similar results, as shown in TABLE VIII.

From the ablation experiments above, we can make some insightful conclusions. Firstly, we can generate an initial JND modelling by applying the gradient based magnitude constraint of full RGB channels. After integrating the proposed AIC, all the undesired distortion can be recognized and avoided during JND generation and an obvious quality improvement of the JND distorted image is achieved. By further taking the visual attention based spatial distribution constraint into account, we get the best performance of the JND modelling for full RGB channels, e.g., JND spatial distribution is more reasonable, especially for the visual attention regions. Subsequently, one more experiment is made in the following subsection to further evaluate the AIC performance.

F. Distortion group variations during training

As aforementioned, generative neural networks may generate any kinds of distortion groups during JND generation training. Therefore, we propose the AIC to replace the single IQA (e.g., SSIM) used in [26] and make an effective distortion constraint. To verify this, we collect all the image distortion groups for each iteration during the proposed model training and obtain the variation on the ratio of different image distortion groups, as shown in Fig. 8. We use different color of lines to represent different image distortion groups. Five distortion groups ($n = 1, 2, ..., 5$) as listed in TABLE IV are involved here. Based on the observation of Fig. 8, we can
find that five distortion groups change continuously with the training iteration. The ratio of each distortion group in the first few epochs changes greatly, and then becomes gently. Therefore, our proposed AIC is more reasonable, which can automatically distinguish different distortion groups and select the best IQAs combination to constrain the JND generation. Besides, the distortion group 4 is the dominant during the first several iterations, while it is soon replaced by the distortion group 3 for the following iterations. Finally, the distortion group 3 becomes the dominant one for our generated RGB-JND. According to TABLE, the distortion group 3 refers to the distortion caused by the JPEG/JPEG2000 compression. This indicates that the generated RGB-JND is more like to the JPEG/JPEG2000 compression caused distortion in this work.

V. CONCLUSION

In this paper, we have proposed a full RGB channels JND model. Unlike mainly taking the characteristics of the luminence into account and simply regarding chrominance components as scaled versions of luminance during traditional JND modelling, this is the first work on careful investigation of the JND modelling for full-color space, where the stimuli of full-color channels are taken into account via a generative neural network, i.e., the proposed RGB-JND-NET. To make sure the generated RGB-JND can be tolerated by the HVS, an adaptive image quality assessment combination (AIC) technique is proposed. The AIC can effectively recognize and evaluate the distortion caused by the RGB-JND-NET, which can effectively supervise the RGB-JND generation. To better constrain the RGB-JND spatial distribution, visual attention is also taken into account. Instead of being used as the rough weights of JND in most existing JND models, visual attention is regarded as a feature. RGB-JND-NET can automatically mine the underlying relationship between visual attention feature and the RGB-JND and the relationship is further used to constrain the RGB-JND spatial distribution. By applying the techniques above, the proposed model can accurately estimate the redundancy of the HVS for full RGB channels and achieves the state-of-the-art result in both subjective view test and objective evaluation. Besides, more experimental results on the RGB-JND distribution in three color channels show that the proposed model generates more JND in the red and blue channels compared with that in the green one, in line with the well-known fact that the human visual system is more sensitive to green channel in comparison with red and blue ones. Moreover, our experimental results also shows that the RGB-JND distribution in three color channels is a little different for the images with different content. In other words, our proposed model can achieve accurate full-color space JND modelling according to the visual content. All these facilitate exploring the impacts of stimuli from different color channels. JND modelling on full-color space is fundamental research, and accurate full-color JND modelling will help us to better understand the HVS. Its careful modelling is expected to catalyze positive chain-effects in color display and capture optimization, visual signal representation/compression, visual understanding, and other relevant applications.
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