Insulator, semiclassical oscillations and quantum Hall liquids at low magnetic fields
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Abstract
Magneto-transport measurements are performed on two-dimensional GaAs electron systems to probe the quantum Hall (QH) effect at low magnetic fields. Oscillations following the Shubnikov–de Haas (SdH) formula are observed in the transition from the insulator to QH liquid when the observed almost temperature-independent Hall slope indicates insignificant interaction correction. Our study shows that the existence of SdH oscillations in such a transition can be understood based on the non-interacting model.

(Some figures may appear in colour only in the online journal)

1. Introduction
For a two-dimensional electron gas (2DEG) subject to a perpendicular magnetic field \( B \), its energy can only take discrete values governed by Landau quantization \( E_n = (n + 1/2)\hbar eB/m^* \). Here \( n \) denotes a non-negative integer, \( \hbar \) and \( e \) are the reduced Planck constant and electron charge, and \( m^* \) represents the effective mass. Landau quantization plays an important role in determining the magneto-transport properties of a two-dimensional (2D) system. The Shubnikov–de Haas (SdH) formula [1–4], which describes the oscillating amplitude \( \Delta \rho_{SdH} / \rho_{SdH} \) in the longitudinal resistivity \( \rho_{xx} \) as a result of such quantization at low \( B \), is given by

\[
\Delta \rho_{SdH}(B, T) = 4 \rho_0 \exp(-\pi/\mu qB) D(B, T),
\]

(1)

Here \( T \) represents the temperature, the parameter \( \rho_0 \) is expected to be close to the value of \( \rho_{xx} \) at \( B = 0 \) (while there are reports on deviations from this [5]), \( \mu q \) corresponds to the quantum mobility, and the Lifshitz–Kosevich (LK) factor

\[
D(B, T) = \frac{2\pi^2 k_B m^* T / \hbar e B}{\sinh(2\pi^2 k_B m^* T / \hbar e B)},
\]

(2)

with \( k_B \) as the Boltzmann constant. Equations (1) and (2) can be used to determine the effective mass and quantum mobility and one can obtain the carrier concentration \( n \) from the oscillating period in \( 1/B \). These parameters are important physical quantities not only in the field of condensed matter physics, but also in materials science and device engineering.

It is worth mentioning that the SdH formula can be derived by considering a Fermi-liquid metal where the semiclassical approach is valid because of unimportant quantum localization effects [6]. With increasing \( B \), however, we must incorporate such effects to understand the appearance of the quantum Hall effect (QHE) under Landau
qu quantization [7]. Based on the floating-up picture, Kivelson et al [8] proposed the global phase diagram (GPD) for the QHE. Within the GPD, the 2D system at low $B$ is an insulator denoted by the number ‘0’ rather than a Fermi-liquid metal. To enter the integer quantum Hall effect from the insulator, the system must pass through the quantum Hall (QH) state of $v = 1$, where $v$ denotes the Landau-level filling factor. When one takes the electron spin degree of freedom into consideration, the 2D GaAs electron system can enter the $v = 2$ QH state directly from the insulator when the spin splitting is unresolved [9, 10]. Therefore, the only allowed insulator (I)–QH transitions are the 0–1 and 0–2 transitions, for the 2D GaAs electron systems to enter $v = 1$ or 2 QH states after leaving the insulator. But the direct I–QH transition, where the 2D system enters QH states of $v > 2$ directly from the insulator, has been observed [11–17]. Actually the GPD is an ideal 2D system where metallic regimes are unstable based on suitable assumptions, which may become invalid experimentally at low $B$. Huckestein [18] has suggested that, with increasing $B$, the direct I–QH transition corresponds to the onset of Landau quantization at $B = 1/\mu$, below which the standard QH theory is invalid. Here $\mu$ is the mobility. Since it is possible to define different mobilities, $\mu$ should be the quantum mobility $\mu = \mu_q$ such that the product $\mu B$ equals the ratio of the Landau-level broadening to level spacing. However, it has been pointed out that such a transition can occur when $B < 1/\mu_q$ [16, 17], and the transition point should be at the magnetic field $B = 1/\mu_c$ rather than $1/\mu_q$ at low enough $T$ when the ballistic-like correction is negligible [19]. Here $\mu_c$ denotes the classical mobility. It has been pointed out that the insulating regime in the observed direct I–Q transition may not be a genuine insulating phase/state due to a finite size/temperature effect [18]. Recent studies reveal that the semiclassical SdH oscillations can survive under the mobility gap resulting from quantum localization [20], and more studies are needed to clarify the 2D transport properties under Landau quantization at low magnetic fields.

In [15, 16] reported by our group, magnetoresistance oscillations following the semiclassical SdH formula (equation (1)) were observed when GaAs 2D electron systems undergo an I–QH transition from the low-field insulator, directly to QH states of $v > 2$. Therefore, metallic behavior can survive when there exists a localization-induced insulator or QH liquid. In these reports, the quantum correction due to the electron–electron ($e$–$e$) interaction exists, as evidenced by the logarithmic $T$ dependence of the Hall slope. While such an interaction correction may induce metallic behavior [21–24], the metallic regime may also appear when the effective size is smaller than the scale for strong localization [8]. Nita et al [25] predicted the existence of the metallic regime in the direct I–QH transition when the magnetic field results in delocalization in a finite-size system [26]. In such a regime, Landau quantization can result in magneto-oscillations without inducing QH states. It is worth pointing out that the samples reported in [15, 16] featured either delta doping or had InAs quantum dots inserted. Consequently, it is of interest to study the corresponding behavior for a typical modulation-doped GaAs/AlGaAs heterostructure. Moreover, to further clarify size effects and the role of interaction correction in the low-field Landau quantization and direct I–QH transition, it is of fundamental interest to probe 2D systems with negligible $e$–$e$ interaction. In the presence of a direct I–QH transition, we note that the SdH formula does not extend to the QH side in [15], while such a formula could not be investigated on the insulating side in [16]. More studies are required to clarify whether oscillations following equation (1) can span from the insulator to the QH regime.

In this paper, we report observations of SdH oscillations following equation (2) in the low-field insulator. While in our previous study [15] these oscillations are observed under the significant correction resulting from $e$–$e$ interaction, in this report such oscillations and insulator-like behavior coexist when the almost $T$-independent Hall slope indicates the weak interaction strength. Therefore, our observations reveal that the appearance of SdH oscillations in the insulator-like regime is irrelevant to the strength of the interaction correction and can be understood based on the non-interacting model. In addition, oscillations following the SdH formula are found to cover both sides of direct I–QH transitions just as predicted by Nita et al [25]. For convenience, in the following we describe the experimental results on magnetoresistance oscillations and the direct I–QH transition in section 2. A discussion of the experimental results is given in section 3, and our conclusions are provided in section 4.

2. Semiclassical magneto-oscillations and direct insulator–quantum Hall transition

Two devices, sample A and sample B were studied in this work. For sample A, the following layer sequence was grown on a semi-insulating GaAs(100) substrate by molecular beam epitaxy (MBE): 50 nm GaAs, 30 periods of a 2 nm AlAs/2 nm GaAs superlattice, 1 $\mu$m GaAs, 20 nm Al$_{0.33}$Ga$_{0.67}$As, with a $3 \times 10^{11}$ cm$^{-2}$ Si delta-doping layer, eight periods of $2.05$ nm Al$_{0.33}$Ga$_{0.67}$As/0.9 nm AlAs/2.05 nm Al$_{0.33}$Ga$_{0.67}$As, and a 5 nm GaAs cap layer. For sample B, the MBE layer sequence on a GaAs(100) SI substrate was as follows: 30 nm GaAs, 30 periods of a 2 nm AlAs/2 nm GaAs superlattice, 1 $\mu$m GaAs, 20 nm Al$_{0.33}$Ga$_{0.67}$As, A Si-doping layer with a concentration of $10^{18}$ cm$^{-3}$, 40 nm Al$_{0.33}$Ga$_{0.67}$As, and a 5 nm GaAs cap layer. The devices were made with a Hall pattern by standard wet-etching processes and optical lithography. AuGeNi alloy was evaporated and annealed to form ohmic contacts to the 2DEG. For sample A, Au/Ti was evaporated to form a front gate on top of the Hall bar, whereas sample B was an ungated device.

Figure 1 shows curves of $\rho_{xx}$ and $\rho_{xy}$ for sample A with a voltage of $-0.075$ V applied on the front gate. There is a well-developed quantum Hall state with filling factor $v = 2$ for $B \sim 3–3.8$ T in figure 1, and we can see from the left inset that the sample becomes an insulator as $B < 0.66$ T $\equiv B_c$, in the sense that $\rho_{xx}$ increases with decreasing $T$. The blue points in the right inset to figure 1 show the $T$-dependence of $\rho_{xx}$.
Figure 1. (a) Longitudinal magnetoresistivity \( \rho_{xx}(B) \) and Hall resistivity \( \rho_{xy}(B) \) at various temperatures when a front gate voltage of \(-0.075\) V is applied on sample A. The left inset is a zoom-in of the low-field \( \rho_{xx}(B) \). The right inset shows the measured Hall slopes \( R_H \) versus the logarithm of the measurement temperature \( \ln T \) for \( V_g = -0.075 \) and 0 V. The dashed lines correspond to the best linear fits to the data. (b) \( \rho_{xx}(B) \) and \( \rho_{xy}(B) \) at various temperatures when zero gate voltage is applied on sample A. The inset is a zoom-in of the low-field \( \rho_{xx}(B) \) showing a SdH bump in the insulating region.

Figure 2. \( \ln(\Delta \rho_{xx}/D(B,T)) \) as a function of \( 1/B \) for (a) \( V_g = -0.075 \) V and (b) \( V_g = 0 \) V (sample A), and (c) sample B. The straight lines correspond to a fit to equation (1).

\( \rho_{xx} \) and \( \rho_{xy} \) for sample A at \( V_g = 0 \), under which we have the carrier concentration \( n = 2.33 \times 10^{11} \) cm\(^{-2} \) from the period of SdH oscillations in \( 1/B \). As shown in the inset to figure 3, at \( V_g = 0 \) we can see a magnetoresistance bump of the slope \( R_H(T) \) of \( \rho_{xy} \) at low \( B \), and the regression line of \( R_H(T) - \ln T \) is denoted by the blue dashed one. The temperature dependences of \( \rho_{xx} \) are different on the two sides of \( B_c \), near which there is no plateau of \( \nu = 2 \) or 1, and the slope of \( \rho_{xy} \) in the inset (b) is almost \( T \)-independent within experimental error. Therefore, the direct I–QH transition is observed [27], and the almost \( T \)-independent Hall slope as shown in inset (b) to figure 1 indicates that the correction due to the e–e interaction is very weak [28]. From the period of SdH oscillations in \( 1/B \), the carrier concentration \( n = 1.67 \times 10^{11} \) cm\(^{-2} \). By analyzing the low-field amplitude in \( \rho_{xx} \), as shown in figure 2(a), the experimental data \( \ln(\Delta \rho_{xx}/D(B,T)) \) as a function of \( 1/B \) show a good fit to equation (1) when we take \( m^* \) as the expected value \( 0.067 m_0 \). We can obtain the quantum mobility \( \mu_q = (0.665 \pm 0.008) \) m\(^2\) V\(^{-1}\) s\(^{-1}\), and its inverse \( 1/\mu_q \approx 1.5 \) T, much larger than \( B_c = 0.66 \) T. Therefore, the direct I–QH transition can occur as \( B < 1/\mu_q \) even when there is no significant interaction correction.

To further study the direct I–QH transition, together with magnetoresistivity oscillations in sample A, we vary the applied gate voltage \( V_g \). Figure 1(b) shows the curves of \( \rho_{xx} \) and \( \rho_{xy} \) for sample A at \( V_g = 0 \), under which we have the carrier concentration \( n = 2.33 \times 10^{11} \) cm\(^{-2} \) from the period of SdH oscillations in \( 1/B \). As shown in the inset to figure 3, at \( V_g = 0 \) we can see a magnetoresistance bump
resulting from Landau quantization in the insulating regime although the almost T-independent Hall slope as shown by the red one in inset (b) to figure 1 indicates insignificant e–e interaction correction [21–24]. Therefore, our study reveals that Landau quantization can result in oscillations in the low-field insulator when the e–e interaction correction is weak. In addition, together with the magnetoresistances on the quantum Hall side, such a bump supports that the metallic regime characterized by Landau quantization can cover both sides of the direct I–QH transition just as predicted by Nita et al [25]. We can see from figure 2(b) that the oscillating amplitude, including the bump in the low-field insulator, at \( V_g = 0 \) fits equation (1) well with \( \mu_q = (0.645 \pm 0.006) \text{ m}^2\text{V}^{-1}\text{s}^{-1} \) when \( B < 1.7 \text{ T} \). So, the direct I–QH transition occurs in the metallic regime where Landau quantization induces oscillations following the semiclassical SdH formula. The data presented in figure 2(b) reveal that the magnetoresistance oscillations in the insulating regime and the QH-like region can be fitted to equation (1). However, there are only a couple of data points in the insulating regime. In order to test whether it is possible to observe even more oscillations in the insulating regime, magneto-transport measurements are performed on sample B, where the Hall slope is also almost T-independent, as shown in the inset to figure 3 and thus e–e interaction correction is weak. The carrier concentration \( n = 3.6 \times 10^{11} \text{ cm}^{-2} \) from the period of SdH oscillations in 1/\( B \). Figure 3 shows the curves of the longitudinal resistance \( R_{xx} \) in sample B. The direct I–QH transition occurs at \( B_c = 1.4 \text{ T} \), below which the sample is an insulator because \( R_{xx} \) increases with decreasing \( T \). Figure 2(c) shows the logarithm of amplitude divided by \( D(B, T) \text{ln}[\Delta R_{xx}/D(B, T)] \) as a function of 1/\( B \) at \( T = 2.1 \text{ K} \) for sample B. We can see that the measured \( \text{ln}[\Delta R_{xx}/D(B, T)] \) shows a good linear dependence on 1/\( B \) at low temperatures.

From the fit to equation (1), the determined quantum mobility is \( (0.789 \pm 0.016) \text{ m}^2\text{V}^{-1}\text{s}^{-1} \). Most importantly, we can see that there is a good fit spanning from the insulator to the QH-like regime. Therefore we have presented compelling experimental evidence that magneto-oscillations governed by equation (1) can indeed cover from the insulator to the QH-like regime.

3. Discussion

It has been suggested by Huckestein [18] that the direct I–QH transition can be identified as the crossover from weak localization to the onset of Landau quantization as \( B = 1/\mu, \) and the standard QH theory is valid in the QH regime as \( B > 1/\mu \). Just as mentioned above, here \( \mu \) should be the quantum mobility \( \mu_q \), a measure of the ratio of the Landau-level broadening to the level spacing. However, the magnetoresistance oscillations in the insulating regime revealed that the onset of Landau quantization does not correspond to such a transition [15], and it is well known that these oscillations can follow equation (1) when \( B < 1/\mu_q \). Our previous study [14, 15] showed that the crossover from weak localization to Landau quantization can cover a wide range of magnetic field rather than the single point corresponding to the direct I–QH transition. While the onset of Landau quantization does not occur as \( B = 1/\mu_q \), in our previous report [16] the deviation from the conventional SdH theory occur as \( B \sim 1/\mu_q \) and the scaling behaviors expected in the standard QH theory appear as \( B > 1/\mu_q \).

Therefore, the magnetic field \( B = 1/\mu_q \) may separate a low-\( B \) regime, following semiclassical transport, from the high-\( B \) liquid governed by the standard QH theory, in some samples. On the other hand, in sample B equation (1) remains valid when \( B > 1/\mu_q \) just as in high-mobility samples, where the semiclassical metallic transport and quantum localization behaviors can coexist [20]. The positive magnetoresistance background when \( B > 1.4 \text{ T} \), as shown in figure 4, may be the reason why oscillations at \( B > 1/\mu_q \) can be well approximated by the conventional SdH formalism [29]. Very recently observations of the direct I–QH transition in high-density InGaAs-based 2DEG [30] revealed that percolation may play a role, and it has been reported that \( \rho_{xx} \sim \rho_{xy} \) can occur as \( B < B_c \) [30]. Furthermore, the direct I–QH transition is not always dominated by a weak localization effect [30]. Therefore further studies are required to obtain a better understanding of the low-field Landau quantization.

It has been pointed out that the critical longitudinal and Hall resistivities are approximately the same at the direct I–QH transition, and thus such a transition occurs at \( \rho_{xx} \sim \rho_{xy} \) [11]. On the other hand, we can see from [31] that \( \rho_{xx} \) can be larger than \( \rho_{xy} \) at the I–QH transition even as the filling factor \( \nu > 1 \). In our study, the direct I–QH transition does not occur at \( \rho_{xx} \sim \rho_{xy} \). Therefore our experimental results, together with existing reports [15, 30], suggest that the relation \( \rho_{xx} \sim \rho_{xy} \) may fail whilst such a possible universality may hold in some samples. We note that universalities expected in high-field quantum Hall transitions may also become invalid [32–34]. For example, in the seminal work of Li et al [34], it has been pointed out that the scaling exponent can depend experimentally on the nature of disorder. To compare the experimental and theoretical results, it is important to clarify the difference between the real systems.
and theoretical models. In our system, in situ tilted field measurements reveal that the low-field insulator is not a perfect 2D phenomenon while most quantum Hall theories are for ideal 2D systems. Further studies are required to obtain a thorough understanding of the expected universalities.

For non-interacting electrons with negligible interference effects, at low $T$ the longitudinal and Hall conductivities are given by

$$\sigma_{xx} = ne\mu_c/(1 + \mu_c^2 B^2),$$

(3)

$$\sigma_{xy} = ne\mu_c^2 B/(1 + \mu_c^2 B^2),$$

(4)

based on the Drude model [35]. When the e–e interaction effect is taken into account, in the diffusive regime the correction term [23, 36]

$$\delta\sigma_{xy}(T) = \frac{e^2}{\pi h} K_{ee} \ln T + \delta_0$$

(5)

has been introduced to modify equation (3) while the validity of equation (4) is still expected. Here $K_{ee}$ is the interaction coefficient, and $\delta_0$ denote the $T$-independent factor [37]. Although $\delta_0$ can be of a different form, it has been shown that the equation $\delta\sigma_{xy}(T_2) - \delta\sigma_{xy}(T_1) = \frac{e^2}{\pi h} K_{ee} \ln T_2/T_1$ [37] provides a good approximation for the difference at any two temperatures $T_1$ and $T_2$. Therefore, we can choose a reference temperature $T_r$ and replace equation (5) by

$$\delta\sigma_{xy,r}(T) = \frac{e^2}{\pi h} K_{ee} \ln T/T_r$$

(6)

to estimate the $T$ dependence of $\sigma_{xx}$. Then the longitudinal resistivity and Hall slope $R_{HI}(T)$ are

$$\rho_{xx}(B, T) = \rho_{xx}(B, T_r) = \frac{1}{(ne\mu_c)^2}$$

$$\times (1 - \mu_c^2 B^2) K_{ee} \varepsilon^2 \pi h \ln T/T_r$$

(7)

$$R_{HI}(T)/R_{HI}(T_r) = 1 - \frac{2K_{ee}}{\pi \hbar^2 \mu_c H_{HI}(T_r)} \ln T/T_r,$$

(8)

respectively. From equation (7), we can obtain the classical mobility $\mu_c = 1/B_c$ because the transition point to separate the insulator and quantum Hall liquid is at the magnetic field $B_c = 1/\mu_c$ rather than $1/\mu_Q$. On the other hand, equation (8) provides the $T$-dependence of the Hall slope due to the interaction correction. We can compare the strengths of the interaction corrections in different 2DEGs by checking $R_{HI}(T)/R_{HI}(T_r)$ based on equation (8).

In this paper, just as mentioned above, SdH oscillations are observed together with the direct I–QH transition as the Hall slope is almost $T$-independent. On the other hand, in [15] they are observed as the significant $T$-dependence of $R_{HI}$ indicates the importance of the interaction correction to such transition. Figure 5 compares $R_{HI}(T)/R_{HI}(T_r)$ in this study to that in [15] as $V_g = -0.07$ V, and the red, blue, black, and green points represent such ratios for sample A at $V_g = 0$ V, sample B at $V_g = -0.075$ V, sample B, and the sample discussed in [15] for $V_g = -0.075$ V. For each data set, the corresponding Hall slope predicted by equation (8) is given by the line of the same color.
In figure 5, the red, blue, black, and green lines denote $R_{H}(T)/R_{HT}(T_1)$ expected under equation (8) for sample A at $V_g = 0$ V, sample A at $V_g = -0.075$ V, sample B, and the sample discussed in [15] for $V_g = -0.07$ V, respectively. The parameters $n$ and $\mu_c$ in equation (8) are obtained from the period of SdH oscillations in 1/B and the inverse of the transition magnetic field $B_c$, respectively. While the experimental values fit the expected line very well for the sample described in [15], in this study the T-dependence of $R_{H}(T)/R_{HT}(T_1)$ is so weak that such ratios do not follow equation (8). In our work, the interaction correction term is well below the predicted value. The experimental errors on the Hall slopes are smaller than 0.1% while the changes are larger than 3% for both samples A and B, so the deviations from the theoretical calculations are not due to the measurement uncertainties. In [34], the measured e–e interaction strength is also lower than that predicted by Zala et al [21]. We note that the theory only considers short-range scattering [34], but scatterings of different ranges may coexist within the same disordered 2DEG. In addition, the $B$-dependence of $\rho_{xx}$ can deviate from that expected based on equation (7), which indicates the importance of mechanisms beyond the considered interaction correction [16]. Within the Drude model, $\mu_c = 1/B_c$ is expected to be close to $\mu_q$. For sample B, $\mu_c = 0.71 m^2 V^{-1} s^{-1}$ is close to $\mu_q = 0.79 m^2 V^{-1} s^{-1}$. However, for sample A, $\mu_c = 1.49 m^2 V^{-1} s^{-1}$ is substantially different from $\mu_q \sim 0.63 m^2 V^{-1} s^{-1}$, consistent with existing experimental results [14, 38–41]. The discrepancy between the theoretical model and experimental results suggests that more studies are required to obtain a thorough understanding of interactions in disordered systems. On the other hand, equations (1) and (2) hold true no matter whether equation (7) is valid for the Hall slope $R_{HT}$, which also indicates that the validity of the SdH formula is irrelevant to the interaction correction and thus can be understood based on the non-interacting model.

4. Conclusion

In summary, we have presented detailed magnetotransport measurements on two GaAs-based 2DEGs. We have shown that magnetoresistance oscillations can span from the insulating to QH-like regions when the e–e interaction correction is not significant. Moreover, a single mobility cannot be used to describe our experimental results.
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