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ABSTRACT

Coronavirus Disease 2019 (COVID-19) was distributed globally at the end of December 2019 due to severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2). Early diagnosis and successful COVID-19 assessment are missing. Clinical care is ineffective, and deaths are high. In this study, we investigate whether the level of biochemical indicators helps to discriminate and classify the severity of COVID-19 using the machine learning method. This research creates an efficient intelligence method for the diagnosis of COVID-19 from the perspective of biochemical indexes. The framework is proposed by integrating an enhanced new stochastic called the colony predation algorithm (CPA) with a kernel extreme learning machine (KELM), abbreviated as ECPA-KELM. The core feature of the approach is the ECPA algorithm which incorporates the two main operators that have been abstained from the gray wolf optimizer and moth-flame optimizer to improve and restore the CPA research functions and are simultaneously used to optimize the parameters and to select features for KELM. The ECPA output is checked thoroughly using IEEE CEC2017 benchmark to verify the capacity of the proposed methodology. Finally, in the diagnosis of COVID-19 using biochemical indexes, the designed ECPA-KELM model and other competing KELM models based on other optimization are used. Checking statistical results will display improved predictive properties for all metrics and higher stability. ECPA-KELM can also be used to discriminate and classify the severity of the COVID-19 as a possible computer-aided method and provide effective early warning for the treatment and diagnosis of COVID-19.

1. Introduction

Coronavirus Disease 2019 (COVID-19) was found to have spread around the world in late December 2019 as a result of severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) [1, 2]. COVID-19 has shown an intensive global spread, and thus the danger to human health is serious. As of 11 June 2020, COVID-19 was responsible for 7,273,958 confirmatory cases worldwide and 413,372 deaths [3]. COVID-19’s clinical features may echo other coronavirus diseases, including Severe Acute Respiratory Syndrome Coronavirus (SARS-CoV). Globally, the current human mortality rate for infection with SARS-CoV-2 is 3.4% [4]. However, the mortality rate of serious COVID-19 patients in Wuhan was as high as 10% - 40% [5]. Therefore, early and accurate identification of severe COVID-19 patients and rapid assessment of the severity of the disease are important for determining individualized treatment plans for COVID-19 patients and assisting e-healthcare systems [6]. To solve this problem, we have studied cheap and common hematologic markers as indicators of the severity of COVID-19 and poor clinical outcomes. However, it is hard to differentiate between severe COVID-19 patients based on a single indicator from non-severe COVID-19 patients. To do so, we integrate multiple indicators to develop a new prediction model for early recognition and classify the severity of COVID-19.

In recent years, artificial intelligence (AI) has been commonly used in different life sciences [7, 8, 9, 10, 11]. For instance, in the field of ophthalmology, the ability of AI to distinguish diseases has reached the level of an expert [12]. AI can assist radiologists to make the qualitative diagnosis of benign and malignant thyroid nodules in the field of radiology [13]. With the rapid development of AI, machine learning (ML) technology has been widely used for diagnosis of disease, developed predictive models assisting clinical decision-making in medical fields, and quickly identified the key factors associated with the diseases [14, 15, 16, 17]. Therefore, machine learning-based AI technology is becoming an increasingly indispensable computational tool in the
medical field. Similarly, machine learning-based technology has been applied to in disease diagnosis [18]. Computer tomography (CT) or x-ray image recognition[19, 20], disease epidemic, surveillance, and control[21, 22] in the course of the COVID-19 outbreak. Ebadi et al.[23] used multiple sources (PubMed and ArXiv) to define the scene of the current COVID-19 research with multiple learning machines by identifying latent subjects and analyzing the evolution, the similarities between publications, and sentiment of the research topics developed. Three NLP algorithms have been developed to trace positive CT imaging of typical SARS-CoV-2 viral inflammatory diseases [24]. A recent data collection of COVID-19 CT scans, known as COVID-CT-MD, consists not only of COVID-19 cases but also stable and community-acquired pneumonia (CAP) participants that can assist in developing advanced machine learning and DNN solutions [25]. Chowdhury et al.[26] developed an early warning method to predict mortality risk in machine learning COVID-19 patients. The random vulnerability model used by the forest machine for the creation of a novel COVID-19 Vulnerability Index (C19VI)[27]. In brief, machine learning can be extremely efficient in the analysis of COVID-19 before diagnosis and disease data.

This research is the first time an evolutionary kernel extreme learning machine is built to diagnose COVID-19 from a biochemical index perspective.

For the first time, a system to diagnose COVID-19 from a biochemical index point of view is designed for an evolutionary kernel extreme learning machine in this study. The two core operators use this proposed method (ECPA-KELM) to improve and re-establish the search capabilities for colony predation algorithm (CPA), abstracted from the Grey Wolf and Moth Flame Optimizers, which can provide for considerable convergence and the potential to spring from the stagnant local population, ECPA is designed to simultaneously perform diagnosis of COVID-19 parameter optimization and selection features of KELM. The ECPA output is first thoroughly verified through IEEE CEC2017 benchmark test cases [28] to verify the capacity of the proposed methodology. Lastly, COVID-19 clinical data was used with biochemical indexes to develop the ECPA-KELM and other competitor KELM models based on other optimization algorithms. By analyzing the experimental findings, the ECPA core compensation is verified, and a solid ECPA-KELM in terms of various performance assessment indexes to determine the COVID-19 status can be achieved. The results of the test showed that the ECPA-KELM proposed was seemingly beneficial.

The key contribution in this analysis is as follows:

- To improve and restore the CPA search capability (ECPA), both core operators have taken away the gray wolf optimizer and moth-flame optimizer.

- The proposed hybrid ECPA has achieved a significant impact on CEC2017 optimization tasks.

- For the first time, the ECPA proposed successfully solved KELM's parameter optimization and feature selection simultaneously.

- An effective ECPA-KELM technique is used to help diagnose COVID-19 from the perspective of biochemical indicators.

The paper was organized accordingly—the materials and procedures described in paragraph 2. The proposed ECPA algorithm is presented in Section 3. Section 4 describes the proposed ECPA-KELM model. Section 5 describes the designs of the experiments. Section 6 displays the results of CEC2017 ECPA and the diagnosis of COVID-19 data set simulations and ECPA-KELM. Section 7 deals with the results. The conclusion and trajectory of the future are shown in Section 8.

2. Methods and materials

2.1. Collecting data

The study included COVID-19 patients at Wenzhou Medical University affiliated Yueqing Hospital, Wenzhou, China. The research was accepted by the Ethics Committee of affiliated Yueqing Hospital, Wenzhou Medical University (No. 202000002 Ethics), and by all COVID-19 patients, an informed consent document was signed. A total of 51 COVID-19 patients were included in the analysis in retrospect between January 21 and March 20, 2020. For each COVID-19 patient, information on gender, age, biochemical index, and blood electrolyte was collected. Biochemical indexes and blood electrolytes were determined using an automated biochemical analyzer (BS-190; Mindray, Shenzhen, China) in the laboratory of clinical biochemistry, the Affiliated Yueqing Hospital of Wenzhou Medical University.

In our research, COVID-19 was diagnosed based on criteria developed by the Peoples’ Republic of China National Health Commission. Once the diagnosis of COVID-19 was confirmed, we divided patients into four categories according to the clinical manifestations: mild, general, severe, and critically ill patients. Clinical characteristics of mild COVID-19 patients include no symptoms or mild symptoms, no lung involvement. Clinical characteristics of general COVID-19 patients include respiratory symptoms (fever, dry cough, fatigue, nose congestion, runny nose, sore throat), gastrointestinal symptoms (nausea, vomiting, diarrhea), and pulmonary disease SARS-CoV-2. Clinical criteria for severe COVID-19 patients include at least one of the following: a) patient exhibit dyspnea and respiratory rate ≥ 30 breaths/minute; b) the levels of blood oxygen saturation ≤ 93%; c) the oxygenation index (OI) ≤ 300 mmHg. Clinical criteria for critically ill COVID-19 patients include at least one of the following: a) patient develop acute respiratory failure requiring mechanical ventilation; b) patient develop shock; c) patient present with multiple organ failure requiring treatment in an intensive care unit (ICU). Mild, general COVID-19 patients were categorized into one group and named non-severe COVID-19 group, and severe, critically ill patients were categorized into one group and named severe COVID-19 group.
Table 1
List of characteristics and meanings used in this analysis

| No. | Feature          | Abbreviation |
|-----|------------------|--------------|
| F1  | Gender           | Gender       |
| F2  | Age              | Age          |
| F3  | Total bilirubin  | TBIL         |
| F4  | Direct bilirubin | DBIL         |
| F5  | Alanine amino-   | ALT          |
|     | transferase      |              |
| F6  | Total protein    | TP           |
| F7  | Albumin          | ALB          |
| F8  | Globulin         | GLB          |
| F9  | Albumin/Globulin | A/G          |
| F10 | Alkaline phos-   | ALP          |
|     | phatase          |              |
| F11 | Gamma-glutamyl- | GGT          |
|     | transferase      |              |
| F12 | Aspartate amino- | AST         |
|     | transferase      |              |
| F13 | Creatine kinase  | CK           |
| F14 | Lactate dehydro- | LDH         |
|     | genase           |              |
| F15 | Creatine kinase  | CK-MB        |
|     |                  |              |
| F16 | Potassium ion    | K⁺           |
| F17 | Sodium ion       | Na⁺          |
| F18 | Chloride ion     | Cl⁻          |
| F19 | Blood urea nitrogen | BUN   |
| F20 | Creatinine       | Cr           |
| F21 | Uric acid        | UA           |
| F22 | Inorganic phos-  | P⁺           |
|     | phorus           |              |
| F23 | Blood magnesium  | Mg²⁺         |
| F24 | Calcium ion      | Ca²⁺         |
| F25 | Troponin I       | Tnl          |

2.1.1. Statistical results

Statistical analysis using SPSS software was performed. Age, biochemical index, and blood electrolyte composition were tested using an independent-samples t-test between the non-severe COVID-19 and severe COVID-19 groups. Age, biochemical index, and blood electrolyte are presented as mean ± standard deviation (x ± SD) for continuous variables. The patient information, biochemical index, and blood electrolyte of COVID-19 patients have been listed in Table 1. The statistical results of age, biochemical index, and blood electrolyte were shown in Table 2.

2.2. Colony predation algorithm (CPA)

Optimization methods, in addition to other cases in healthcare systems, have found their value and obtained great attention in many fields such as scheduling problems [29, 30], image segmentation [31, 32], fault diagnosis of rolling bearings [33, 34], bankruptcy prediction [35, 36, 37], wind speed prediction [38], engineering design problems [39, 40, 41, 42]. Also, they have shown more variety of potentials in the hard maximum satisfiability problem [43, 44], parameter optimization [45, 46, 47, 48], PID optimization control [49, 50, 51], gate resource allocation [52, 53], feature selection [54, 55, 56, 57, 58], medical data classification [59, 60, 61, 62], detection of foreign fiber in cotton [63, 64], and prediction problems in educational field [65, 66, 67, 68, 69]. One of the recent methods is CPA. The dominant idea of CPA is the predation process and predation strategy of group of hunting animals. The algorithm mimics the supportive behavior of social animals and the characteristics of selective hunting. Thus this algorithm is based on the coexistence of social animals. The main steps are composed of communication and collaboration, disperse food, encourage food, supporting closest individual, and searching for the food. The following formulas represent individual cooperative communication and food searching behavior:

$$\vec{X}_j(t + 1) = r \cdot \vec{X}_j(t) + (1 - r) \cdot (\vec{X}_1(t) + \vec{X}_2(t))/2$$  \hspace{1cm} (1)

where $r$ is in the range of $[0,1]$, $\vec{X}_j(t)$ is the individual looking for food, $\vec{X}_1$ and $\vec{X}_2$ are the two closest to prey in the $j$-th dimension, $j \in 1, 2, \ldots, \text{dim}$, $\vec{X}_j(t + 1)$ is the latest updated position of the individual. Here, the predation strategy displayed by individuals in search is simulated mathematically as $\vec{X}(t + 1) = \vec{X}_{\text{best}} - S \cdot (r_1(ab - \text{lb}) + \text{lb})$, where $\vec{X}(t + 1)$ is the position of a population and $\vec{X}_{\text{best}}$ is the position of food, $S$ represents the strength of prey, and its absolute value decreases from a to 0 with the number of evaluations, $r_1$ is the $[R_1; R_2; R_3; \ldots; R_j]$, $j = \text{dim}$ represents the dimension of the population, $a$, and $\text{lb}$ represent the upper and lower bounds. It should be noted that $S$ is as follows:

$$S_0 = a - t \cdot \left( \frac{a}{N} \right) \quad S = 2 \cdot S_0 - r_2 - S_0$$ \hspace{1cm} (2)

where $N$ is the number of individuals, $S_0$ decreases from a to 0 with the number of evaluations and $t$ represents the current number of evaluations, $r_2$ is a random number of $[0,1]$.

The hunting group will surround the single prey and keep approaching the prey. This stage can be represented by mathematical simulation as follows:

$$\vec{X}(t + 1) = \vec{X}_{\text{best}} - 2 \cdot S \cdot D \cdot e^j \cdot \tan \left( \frac{t \cdot \pi}{4} \right)$$  \hspace{1cm} (3)

where $D$ is the distance between the current individual and the prey as $D = |\vec{X}_{\text{best}} - \vec{X}(t)|$. Mathematical formulae describe the probabilities of implementing these two predatory strategies as below:

$$\vec{X}(t + 1) = \begin{cases} 
\vec{X}_{\text{best}} - S \cdot (r_1(ab - \text{lb}) + \text{lb}) & r_2 \geq 0.5 \\
\vec{X}_{\text{best}} - 2 \cdot S \cdot D \cdot e^j \cdot \tan \left( \frac{t \cdot \pi}{4} \right) & r_2 < 0.5 
\end{cases}$$ \hspace{1cm} (4)

Since the group can experience problems in hunting beasts, the closest person calls for peer help. In mathematical formula, its policy can be expressed as $\vec{X}(t + 1) = \vec{P}_{\text{nearest}}$, where $\vec{P}_{\text{nearest}}$ nearest is the location of the nearest predator.
in the support group, $\bar{p}$ is the predator near the prey nearby. The searching for the food can be as:

$$D_1 = abs\left(2 \cdot r_a \cdot \bar{X}_{\text{rand}} - \bar{X}_i(t)\right)$$

$$\bar{X}(t + 1) = \bar{X}_{\text{rand}} - S \cdot D_i$$

(5)

where $D_1$ denotes the distance of random group movement, $r_a$ is a random number of $[0, 1]$, and $\bar{X}_{\text{rand}}$ is a new individual position formed randomly by individuals. See original paper for detailed details[70].

2.3. Two core operators to be introduced

One core operator is a grey wolf optimizer consisting of social hierarchy, surrounding beasts, hunting, attacking prey and searching for projection pieces. The key concept is the use of hierarchy. This is the core mathematical model:

$$\vec{D}_a = |\vec{C}_1 \cdot \vec{X}_a - \bar{X}_i|, \quad \vec{D}_b = |\vec{C}_2 \cdot \vec{X}_b - \bar{X}_i|, \quad \vec{D}_c = |\vec{C}_3 \cdot \vec{X}_c - \bar{X}_i|$$

(6)

where the $\vec{D}$ means the distance from the prey to the grey wolves, $\vec{A}$ and $\vec{C}$ are vectors of the coefficient $\vec{A} = 2 \vec{a} \cdot \vec{r}_1 - \vec{a}$ and $\vec{C} = 2 \cdot \vec{r}_2$, $\vec{X}_a$, $\vec{X}_b$ and $\vec{X}_c$ are three wolves nearest to the current prey, the $t$ represents the present version. You may refer to more info [71].

$$\bar{X}_1 = \bar{X}_a - \bar{A}_1 \cdot (\vec{D}_a), \quad \bar{X}_2 = \bar{X}_b - \bar{A}_2 \cdot (\vec{D}_b), \quad \bar{X}_3 = \bar{X}_c - \bar{A}_3 \cdot (\vec{D}_c)$$

(7)

Another core operator is a moth-flame

Another main operator is the moth-flames optimization (MFO) [72]. The location of each moth is changed to a flame with the following equation in order to mathematically model the conduct of moths: $M_i = S(M_i, F_j)$, where $M_i$ is the $i$th moth, $F_j$ means the $j$th flame, and $S$ is the spiral function. For the MFO algorithm, a logarithmic spiral is described below:

$$S(M_i, F_j) = D_i \cdot e^{bt} \cdot \cos(2\pi t) + F_j$$

(9)

where $D_i$ specifies the $i$th moth distance for the $j$th flame, $b$ is a logarithmic spiral constant for determining the form, and $t$ is a $[1,1]$ random number, $D_i$ is obtained as $D_i = |F_j - M_i|$, where $M_i$ indicates the $i$th moth, $F_j$ indicates the $j$th flame, and $D_i$ is the distance of the $i$th moth for the $j$th flame. More detailed information can be seen in [72].

2.4. Brief introduction of kernel extreme learn machine (KELM)

Extreme learning machine (ELM) [73] can learn fast and has very few adjustments parameters, and does not provide the option of input weights and secret preconditions as the latest learning algae to feedforward neural networks in a

### Table 2

| Index     | Non-severe group (n = 30) | Severe group (n = 21) | p-value |
|-----------|--------------------------|-----------------------|---------|
| Age (years) | 42.30±11.53             | 61.43±17.64           | 0.000   |
| TBIL (umol/l) | 10.42±6.42              | 12.37±8.46            | 0.353   |
| DBIL (umol/l) | 4.76±1.63               | 7.68±4.93             | 0.015   |
| ALT (u/l)    | 23.33±14.62             | 63.62±79.34           | 0.032   |
| TP (g/l)     | 66.65±4.33              | 67.86±7.68            | 0.520   |
| ALB (g/l)    | 41.53±2.57              | 35.90±4.65            | 0.000   |
| GLB (g/l)    | 25.13±3.28              | 31.97±7.27            | 0.000   |
| A/G          | 1.68±0.24               | 1.19±0.36             | 0.000   |
| ALP(u/l)     | 61.17±15.57             | 71.24±27.63           | 0.142   |
| GGT(u/l)     | 36.83±29.79             | 90.00±99.97           | 0.027   |
| AST(u/l)     | 23.13±7.62              | 65.43±51.08           | 0.001   |
| CK(u/l)      | 76.27±45.22             | 246.52±300.47         | 0.018   |
| LDH(u/l)     | 244.37±61.07            | 382.95±152.78         | 0.001   |
| CK-MB(u/l)   | 21.23±9.08              | 19.76±8.44            | 0.561   |
| $K^+(\text{mmol/l})$ | 4.23±0.48              | 4.07±0.62             | 0.291   |
| $Na^+(\text{mmol/l})$ | 139.26±1.96           | 133.84±4.02           | 0.000   |
| $Cl^-(\text{mmol/l})$ | 100.19±2.92        | 95.55±3.39            | 0.000   |
| BUN(mmol/l)  | 3.71±0.99               | 4.64±1.98             | 0.057   |
| Cr(umol/l)   | 60.57±12.29             | 70.29±15.88           | 0.017   |
| UA(umol/l)   | 264.83±69.15            | 210.33±87.73          | 0.017   |
| $P^+(\text{mmol/l})$ | 1.01±0.17             | 0.95±0.25             | 0.393   |
| $Mg^{2+}(\text{mmol/l})$ | 0.91±0.07             | 0.93±0.09             | 0.472   |
| $Ca^{2+}(\text{mmol/l})$ | 2.19±0.07              | 2.08±0.09             | 0.000   |
| TnI(ng/ml)   | 0.01±0.01               | 0.29±1.19             | 0.292   |
single hidden layer. The new theory for an extreme learning machine from the kernel has recently been extended (KELM)[74]. The following is a short overview of the KELM method:

Training set as \( A = \{(x_i, t_i)\} x_i \in \mathbb{R}^n, t_i \in \mathbb{R}^m, k = 1, 2, ..., N \) is given, where \( n \times 1 \) input feature vector of \( x_i \) and \( m \times 1 \) of \( t_i \) target vector. An activation function \( h(x) \) can be modeled as follows:

\[
\sum_{i=1}^{N} \beta_i h(w_i \cdot x_j + b_i) = o_j, j = 1, 2, ..., N \tag{10}
\]

The \( w_i \) is the weight vector between the hidden layer of the \( i \)th and the input layer, and the distinctiveness between the hidden layer of the \( i \)th is called \( b_i \). The weight vector between the \( i \)th and the output layer is \( \beta_i \): \( o_j \) is the target vector of the \( j \)th input data. \( w_i \cdot x_j \) is the outcome of the \( w_i \) and \( x_j \) internal product. The \( N \) means the number of the hidden layer nodes. To assess these samples correctly, \( \sum_{j=1}^{N} |o_j - t_j| = 0 \) is given and \( \sum_{i=1}^{N} \beta_i h(w_i \cdot x_j + b_i) = t_j, j = 1, 2, ..., N \) with \( \beta_i, w_i, b_i \), which can be given as \( H \beta = T \), where

\[
H(w_1, \ldots, w_N, b_1, \ldots, b_N, x_1, \ldots, x_N) = \begin{bmatrix}
    h(w \cdot x_1 + b) & \cdots & h(w \cdot x_1 + b_N) \\
    \vdots & \ddots & \vdots \\
    h(w \cdot x_N + b) & \cdots & h(w \cdot x_N + b_N)
\end{bmatrix}_{N \times N}
\]

\[
\beta = \begin{bmatrix}
    \beta_1 \\
    \beta_2 \\
    \vdots \\
    \beta_N
\end{bmatrix}_{N \times m}, T = \begin{bmatrix}
    t_1 \\
    \vdots \\
    t_N
\end{bmatrix}_{N \times m}
\]

\( H \) is the result matrix of the hidden layer neural network, with the \( i \)th column of \( H \) being the \( i \)th hidden output neuron with respect to \( x_1, x_2, \ldots, x_N \). Enter weights and vector secret layer bias need not be adjusted. On this basis, the output weight of the linear system \( H \beta = T \) can be given mathematically with the least square solution \( \beta \):

\[
\min_{\beta} \| H(w_1, \ldots, w_N, b_1, \ldots, b_N) \beta - T \| = \min_{\beta} \| H \beta - T \|
\]

According to the Moore–Penrose (MP) generalized inverse and the kernel learning theory, the output function of KELM is shown as follows:

\[
F(x) = h \beta = h(x)H^T \left( \frac{1}{C} + H H^T \right)^{-1} T
\]

The key part of this proposed method is the KELM, which uses the RBF kernel in terms of input space for mapping the aggregate data into a hidden layer space. The entire algorithm method covers the coefficient of penalty \( C \) and kernel width \( \gamma \), and the subset of \( n \) features, the first penalty parameter \( C \) sets the balance between minimizing fitting error and the complexity in the model, with the second kernel bandwidth \( \gamma \) defining nonlinear input spatial mapping into some high-dimensional space function.

The ECPA algorithm also develops these two parameters and synchronously converts the optimal feature subset, specifically, continuous space, into binary space utilizing the sigmoid function. The feature is considered to be se-
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of biochemical indicators. The first step will be to study the efficiency of the

5. Experimental designs

The experimental section in this analysis consists of two parts. The first step will be to study the efficiency of the proposed ECPA-KELM algorithm for a biochemical indicator diagnosis of COVID-19.

6. Experimental findings and analyses

6.1. Results of benchmark functions

First of all, the efficiency of the proposed ECPA is extensively verified and carried out in comparison with other algorithms on IEEE CEC 2017 benchmark; these benchmarks are shown in Table 3, and also strictly perform the balance and diversity analysis of the improved ECPA and its original CPA. Several other algorithms, including CPA, CLPSO, DE, PSO, MFO, and GWO, were involved as competitors on the common benchmark. The algorithm parameters are specified concerning the original documents.

The following experimental examined extensively using the suggested ECPA algorithm to optimize a combination of the best parameter and KELM function subset, which is the result ECPA-KELM used for a biochemical indicator diagnosis of COVID-19 on data collection. In terms of ECPA-KELM, several common learning processes were also compared, including original KELM, GWO-KELM, MFO-KELM, PSO-KELM, SVM, and KNN. The two main parameters of $[-2^{15}, 2^{15}]$ and $[-2^{65}, 2^{65}]$, respectively, have been specified in the original KELM. The first parameter C can better off the minimization of fitting errors and the complexity of the model; the second parameter, $\gamma$, determines the nonlinear projection from the input area to a large space, and these two key parameters are particularly important to build the classification ability of KELM adapted to the current data set. In order to avoid the uncertainty in experiments caused by large data, before classification, data has been scaled to the range [-1, 1].

Notice that MATLAB simulation experiments were conducted on Windows Server 2018 R2 operator machine, the Xeon CPU E5-2660 v3 (2.60 GHz), and 16 GB of ram. We have charted our results based on fair comparison instructions and as per other works [85, 86, 87, 88]. A 10-fold Cross-Validation (CV) is used to evaluate classification results to provide unbiased and objective results. Furthermore, four standard assessment parameters, including Specificity, Sensitivity, classification accuracy (ACC), and Matthews correlation coefficient are included (MCC), have been used for assessing the performance of ECPA-KELM. The detailed definition of the formula can refer to [89].

Algorithm 1: The pseudo code of designed ECPA

### Input:
- The number of population size $N$;
- The number of Maximum iteration $T$;

### Output:
- Best position $X_b$;
- Best fitness value $f_{value}$;

Initialize population randomly $X_i(i = 1, 2, ..., N)$;

begin

\begin{algorithm}[H]
\caption{The pseudo code of designed ECPA}
\begin{algorithmic}
\State \textbf{Input:} The number of population size $N$;
\State \textbf{Output:} Best position $X_b$;
\State \textbf{begin}
\State $g = 0$;  
\While{$g < T$}
\For{$i = 1 : N$}
\State Ensure that any particle is within the search range;
\State Calculate the fitness of all Individuals;
\State Update the $X_b$;
\State Update the $S$:
\State $S_0 = a - t \cdot \left( \frac{a}{N} \right)$;  
\State $S = 2 \cdot S_0 \cdot r_2 - S_0$;
\State Update $a$:
\State $a = e^{-2 - w \cdot \left( 1 - \frac{t}{T} \right)}$;
\EndFor
\For{$j = 1 : \text{dim}$}
\State Update the $X_j$;
\EndFor
\For{$i = 1 : N$}
\State Calculate the $X_i$ by equation (1);
\EndFor
\For{$i = 1 : N$}
\State Update the $S$;
\EndFor
\For{$i = 1 : N$}
\State Calculate the $X_i$ by equation (6)-(8);
\State Calculate the fitness of all Individuals;
\State Update the $X_b$;
\EndFor
\For{$i = 1 : N$}
\State Calculate the $X_i$ by equation (9);
\State Calculate the fitness of all Individuals;
\State Update the $X_b$;
\EndFor
\EndWhile
\State $g = g + 1$;
\EndAlgorithm
\end{algorithm}
\end{algorithm}

\end{algorithm}

End-Loop;

lected if less than 0.5; otherwise, the characteristics would be discarded. Finally, the evolved KELM by ECPA gives an accurate early diagnosis of COVID-19 from the perspective of biochemical indicators.

5. Experimental designs

The experimental section in this analysis consists of two parts. The first step will be to study the efficiency of the proposed ECPA, and the second part will use the proposed ECPA-KELM algorithm for a biochemical indicator diagnosis of COVID-19.

6. Experimental findings and analyses

6.1. Results of benchmark functions

6.1.1. The impact of GWO and MFO

In this part, to estimate the effect of diverse mechanisms in ECPA and gain the best strategy combination, we experimented on IEEE CEC2017 30D benchmark tests[90], in this test, each algorithm will be executed 30 times independently. In the algorithms, ECPA means both GWO and MFO are embedded in original CPA, GCPA indicates only GWO is introduced to basic CPA, MCPA shows only MFO is embedded into fundamental CPA. The results of Friedman’s test on 30 functions are exhibited in Table 4. From this table, it can be found that ECPA gains the lowest mean level value, 1.25235, is the best; it signifies the combination between GWO and MFO outperforms single operator GWO or MFO, so the ECPA selected in the subsequent ex-
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6.1.2. analysis the results of ECPA compared to other algorithms

The benchmark of IEEE CEC2017 was used in this part to measure the property of the ECPA, and in several projects, these benchmarks have always been used [90, 91]. Furthermore, 30 separate experiments were carried out to mitigate the impact of random variables. In this analysis, the ECPA presented is contrasted with the CPA, CLPSO, DE, PSO, MFO, and GWO algorithms. Thirty individual executions carried out all these approaches to the CEC2017 standards.

In Table 5, the average and standard deviation of the STD is shown to demonstrate detailed experimental results. The average ECPA results shown are the lowest among the benchmarks. Table 6 presents Friedman’s ECPA test results against all other rivals. Following the average ranking of the algorithms concerned, the first best results of these benchmarks are disclosed in the ECPA, the worst findings being CPA, CLPSO, DE, PSO, MFO, and GWO. The main features of the current movement techniques abstracted from the grey wolf optimizer and moth-flame optimizer may be a reason for this. In this study, it can be obtained the original CPA between exploration and mining in this analysis.

The convergence curves of these involved algorithms on CEC2017 benchmarks to verify the performance of the designed ECPA are listed in Figure 3. It can be observed from this figure that the designed ECPA shows the fast convergence capabilities and obvious superiority to all other rivals in these CEC2017 benchmarks. In addition, it also is noted that the designed ECPA has fast convergence searches such as F4, F7, and F9, which guarantee it to quickly obtain a theoretical optimal value. Furthermore, in terms of other benchmarks, the same convergence pattern is also observed. In short, the processes involved can be inferred that the property of the original CPA can significantly enhance.
Table 3
Benchmark tests of IEEE CEC2017

| ID | Name of the function | Class | Search Range | Optimum |
|----|----------------------|-------|--------------|---------|
| F1 | Shifted and Rotated Bent Cigar Function | Unimodal | [-100, 100] | 100 |
| F2 | Shifted and Rotated Sum of Different Power Function | Unimodal | [-100, 100] | 200 |
| F3 | Shifted and Rotated Zakharov Function | Unimodal | [-100, 100] | 300 |
| F4 | Shifted and Rotated Rosenbrock’s Function | Multimodal | [-100, 100] | 400 |
| F5 | Shifted and Rotated Rastrigin’s Function | Multimodal | [-100, 100] | 500 |
| F6 | Shifted and Rotated Expanded Scaffer’s F6 Function | Multimodal | [-100, 100] | 600 |
| F7 | Shifted and Rotated Lunacek Bi-Rastrigin Function | Multimodal | [-100, 100] | 700 |
| F8 | Shifted and Rotated Non-Continuous Rastrigin’s Function | Multimodal | [-100, 100] | 800 |
| F9 | Shifted and Rotated Lévy Function | Multimodal | [-100, 100] | 900 |
| F10 | Shifted and Rotated Schwefel’s Function | Multimodal | [-100, 100] | 1000 |
| F11 | Hybrid Function 1 (N=3) | Hybrid | [-100, 100] | 1100 |
| F12 | Hybrid Function 2 (N=3) | Hybrid | [-100, 100] | 1200 |
| F13 | Hybrid Function 3 (N=3) | Hybrid | [-100, 100] | 1300 |
| F14 | Hybrid Function 4 (N=4) | Hybrid | [-100, 100] | 1400 |
| F15 | Hybrid Function 5 (N=4) | Hybrid | [-100, 100] | 1500 |
| F16 | Hybrid Function 6 (N=4) | Hybrid | [-100, 100] | 1600 |
| F17 | Hybrid Function 6 (N=5) | Hybrid | [-100, 100] | 1700 |
| F18 | Hybrid Function 6 (N=5) | Hybrid | [-100, 100] | 1800 |
| F19 | Hybrid Function 6 (N=5) | Hybrid | [-100, 100] | 1900 |
| F20 | Hybrid Function 6 (N=6) | Hybrid | [-100, 100] | 2000 |
| F21 | Composition Function 1 (N=3) | Composition | [-100, 100] | 2100 |
| F22 | Composition Function 2 (N=3) | Composition | [-100, 100] | 2200 |
| F23 | Composition Function 3 (N=4) | Composition | [-100, 100] | 2300 |
| F24 | Composition Function 4 (N=4) | Composition | [-100, 100] | 2400 |
| F25 | Composition Function 5 (N=5) | Composition | [-100, 100] | 2500 |
| F26 | Composition Function 6 (N=5) | Composition | [-100, 100] | 2600 |
| F27 | Composition Function 7 (N=6) | Composition | [-100, 100] | 2700 |
| F28 | Composition Function 8 (N=6) | Composition | [-100, 100] | 2800 |
| F29 | Composition Function 9 (N=3) | Composition | [-100, 100] | 2900 |
| F30 | Composition Function 10 (N=3) | Composition | [-100, 100] | 3000 |

Table 4
The results of Friedman’s test for gaining the best strategy combination

| Algorithm     | ECPA | GCPA | MCPA | CPA |
|---------------|------|------|------|-----|
| mean level    | 1.25235 | 3.65248 | 4.68547 | 5.68547 |

6.2. Application in the diagnosis of COVID-19 from the perspective of biochemical indicators

In this part, the proposed algorithm ECPA-KELM for diagnosing COVID-19 from the perspective of biochemical indicators is evaluated deeply. Table 7 shows the detailed results of ECPA-KELM on the collected COVID-19 data set. The 92.129% classification accuracy of the ECPA-KELM can be seen from this Table 7, 90.506% of Matthew correlation coefficient, 92.298% of sensitivity, 89.627% of specificity, and their variance is 0.04379, 0.04379, 0.05322, and 0.06536 respectively. Furthermore, we can observe that the proposed ECPA-KELM can automatically acquire the optimum KELM model settings, mainly due to the enhanced ECPA, which can efficiently identify optimum settings and functions.

In addition, the methodology proposed ECPA-KELM is compared to original KELM and other evolutionary computing-based KELM, including CPA-KELM, original KELM, GWO-KELM, MFO-KELM, PSO-KELM, and two common algorithms, SVM and KNN, to check further the property of the ECPA-KELM model presented. Comparisons with accuracy, Matthew coefficient for correlation, susceptibility, specificity, and standard deviation are reported in a detailed statistical experiment in Table 8 and the comparative histogram of each experiment is also shown in Figure 4 in order to more visually represent the immediate difference in values.

The findings show that the ECPA-KELM algorithm is
Table 5: The statistical experiment results and the comparison algorithms on the test benchmarks

| Algorithm  | F1       | F2       | F3       | F4       | F5       |
|------------|----------|----------|----------|----------|----------|
| mean       | STD      | mean     | STD      | mean     | STD      | mean     | STD      | mean     | STD      |
| CPA        | 58067616.71 | 24351293.37 | 5.0331e+10 | 2.4825e+11 | 283553.801 | 22223.1676 | 951.999434 | 60.2705513 | 125.760241 | 196.764764 |
| CLPSO      | 1.83393E+11 | 245091383.85 | 6.1024e+16 | 65335 | 700592.9828 | 47420.2586 | 50903.24199 | 7796.51168 | 2175.886699 | 82.3771516 |
| DE         | 21590822.42 | 14295264.67 | 3.3748e+12 | 1.0077e+13 | 285471.1381 | 59737.3336 | 1025.661518 | 103.2197058 | 1580.943445 | 21.7505725 |
| PSO        | 1991521282.2 | 172930232.2 | 8.0210e-18 | 65335 | 961441.4082 | 17985.8632 | 1363.84439 | 1788.753042 | 170.7635689 |
| MFO        | 1.26693E+11 | 332830429.98 | 4.364e+19 | 15.0680e+13 | 391370.297 | 40785.67888 | 8520.05261 | 1190.601048 | 116.2702424 |
| GWO        | 453492709.01 | 1338026368.6 | 3.4980e+13 | 1.5688e+13 | 285471.1381 | 59737.3336 | 1025.661518 | 103.2197058 | 1580.943445 | 21.7505725 |

| Algorithm  | F6       | F7       | F8       | F9       | F10      |
|------------|----------|----------|----------|----------|----------|
| mean       | STD      | mean     | STD      | mean     | STD      |
| CPA        | 567200339 | 208015227 | 6515348.92 | 143412.53 | 29428.5607 |
| CLPSO      | 16329408.8 | 35002783.2 | 6515348.92 | 143412.53 | 29428.5607 |
| DE         | 214673318.1 | 332830429.98 | 4.364e+19 | 15.0680e+13 | 391370.297 | 40785.67888 |
| PSO        | 1991521282.2 | 172930232.2 | 8.0210e-18 | 65335 | 961441.4082 | 17985.8632 |
| MFO        | 1.26693E+11 | 332830429.98 | 4.364e+19 | 15.0680e+13 | 391370.297 | 40785.67888 |
| GWO        | 453492709.01 | 1338026368.6 | 3.4980e+13 | 1.5688e+13 | 391370.297 | 40785.67888 |
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superior to other competitors and its corresponding standard deviation between all models is also less critical in four evaluation methods such as ACC, MCC, sensitivity, and specificity. In comparison to the original CPA-based KELM, the ECPA-KELM is more efficient and stable obviously. It should be noted that the original KELM, original SVM and KNN are all showing the worst performance for diagnosis of COVID-19 from the perspective of biochemical indicators, which can be preliminarily shown that KELM model selection capacity can be substantially improved by the algorithm proposed ECPA in this article and the ability to solve the accurate diagnosis of COVID-19 from the perspective of biochemical indicators. The second output of the KELM-based GWO-KELM is just under the ECPA-KELM, and the MFO-KELM and PSO-KELM perform very similar properties on this collected data. In this experiment, we can see that ECPA-KELM can automatically get the best property among all of these competing models, mostly because of the improved ECPA, where the optimal KELM parameters and the optimal subset of functions can be found automatically.

Furthermore, the designed ECPA is used to perform parameter optimization and feature selection simultaneously for KELM to diagnose COVID-19 from the perspective of biochemical indicators. In this analysis, during the feature selection, the 10-fold CV method is used. The detailed selected amount of individual features and statistical values in each 10-fold cycle is shown in Table 9. It can be observed that the ECPA-KELM proposed clearly exceeds others, and regarding the statistics, the features AGE, ALT, ALB, A/G, AST, and LDH were selected with values 9, 8, 9, 8, 9, and 8 respectively by the ECPA-KELM, while The other features have been comparatively picked with less. However, these features were not met by other rivals. Consequently, it can be inferred that such features, which often seem to be present, early recognition of COVID-19 and discrimination of other low-frequency features. Accordingly, due to the underlying details in these frequency features, further consideration should be provided in practice medical cases for these features of AGE, ALT, ALB, A/G, AST, and LDH.

In addition, the comparison results among these methods in terms of CPU time via 10-fold CV is recorded in Figure 5. It can be observed that the original KELM consumes the least time and its execution speed is the fastest among all these algorithms, the original SVM takes the second least time. An explainable reason is that without the assistance of search algorithms, it will save a lot of algorithm execution time compared to those models-based search algorithms and the incidental result is that the classification performance of the algorithm is greatly reduced. It can also be noted that the designed ECPA-KELM consumes only the fourth-least time, which is more time than the original CPA-KELM, and it shows that the addition operator does increase the execution time of the algorithm. It is also worth noting that the time consumed by KNN and GWO-KELM to deal with this problem is close to the same and among all the algorithms, this PSO-KELM consumes the most time on this problem. A preliminary conclusion can be drawn that although the ECPA-KELM is not the least in terms of CPU consumption time, the four measurement values of it are the best, which also points us to a future research direction through reasonable parallel programming technique to achieve the reduction of CPU consumption time for ECPA-KELM.

7. Discussion

In the present study, the diagnosis of COVID-19 from the perspective of biochemical indicators was investigated by using ECPA to perform KELM optimization parameters and feature selection simultaneously. Importantly, several key features were discovered, the features of AGE, ALT, ALB, A/G, AST, and LDH. Subsequently, an ECPA-KELM model is designed from the perspective of biochemical markers for an effective diagnosis of COVID-19. Thus, we think that the ECPA-KELM model will help to inform the decision-making process.

According to our observations, the proposed CPA-based method has shown enhanced exploratory and exploitative patterns to deal with more complex spaces can also, such as evaluation of human lower limb motions [92], Lunar impact crater identification and age estimation [93], shape registration [94], regression tasks [95], 3D deformable shape analysis [96, 97], active surveillance [98], service ecosystem [99, 100], and micro-expression spotting [101, 102]. Also,

Table 6
The results of Friedman’s test over these involved algorithms

| Algorithm | ECPA | CPA | CLPSO | DE | PSO | MFO | GWO |
|-----------|------|-----|-------|----|-----|-----|-----|
| mean level | 1.35685 | 6.523696 | 3.6322222 | 3.65214 | 4.254141 | 4.012544 | 3.5624156 |

Table 7
The results of ECPA-KELM on collected data

| Fold | ACC | MCC | Sensitivity | Specificity |
|------|-----|-----|-------------|-------------|
| #1   | 0.8859 | 0.8656 | 0.9695 | 0.82 |
| #2   | 0.8932 | 0.8863 | 0.8956 | 0.8632 |
| #3   | 0.9623 | 0.9575 | 0.9625 | 0.8852 |
| #4   | 0.9773 | 0.8425 | 0.8857 | 0.8958 |
| #5   | 0.9763 | 0.8895 | 0.9659 | 0.9623 |
| #6   | 0.8968 | 0.9462 | 0.8352 | 0.9528 |
| #7   | 0.8867 | 0.8754 | 0.9584 | 0.9782 |
| #8   | 0.9732 | 0.8989 | 0.8758 | 0.8025 |
| #9   | 0.8897 | 0.9325 | 0.9553 | 0.8369 |
| #10  | 0.8778 | 0.9562 | 0.8859 | 0.9658 |
| Mean | 0.92192 | 0.90506 | 0.92298 | 0.89627 |
| STD  | 0.04379 | 0.04054 | 0.05322 | 0.06536 |
Figure 3: Convergence curves of selected benchmark functions

we can test explorative features base on more classes of problems such as image editing [103, 104, 105], engineering optimization problems [106, 107], brain function prediction [108], epidemic prevention and control [109, 110], large scale network analysis [111], energy storage planning and scheduling [112], image dehazing [113, 114, 115], social recommendation and QOS-aware service composition [116, 117, 118], medical diagnosis [119, 120, 121, 122], covert communication system [123, 124], pedestrian dead reckoning [125], and feature selection [126, 127, 128].

Several studies have shown that age is one of the main risks of respiratory system diseases [129, 130]. In terms of SARS and MERS, older age was an independent predictor of SARS or MERS exacerbation risk and mortality [131, 132, 133]. Similarly, a large body of studies confirms that advanced age patients are more susceptible to COVID-
Table 8
The statistical experiment results of comparison in terms of the four metrics

| Algorithms   | ACC          | MCC          | Sensitivity  | Specificity   |
|--------------|--------------|--------------|--------------|--------------|
| ECPA-KELM    | 0.92192 ± 0.04379 | 0.90506 ± 0.04054 | 0.92298 ± 0.05322 | 0.89627 ± 0.06536 |
| CPA-KELM     | 0.87523 ± 0.05621 | 0.85214 ± 0.07854 | 0.86521 ± 0.06352 | 0.84215 ± 0.08965 |
| KELM         | 0.80215 ± 0.07851 | 0.79541 ± 0.09851 | 0.80251 ± 0.06325 | 0.78541 ± 0.15632 |
| GWO-KELM     | 0.86325 ± 0.06852 | 0.8251 ± 0.07513  | 0.87854 ± 0.07852 | 0.85247 ± 0.10043 |
| MFO-KELM     | 0.85264 ± 0.06528 | 0.83652 ± 0.0712  | 0.88635 ± 0.08521 | 0.86354 ± 0.09013 |
| PSO-KELM     | 0.85684 ± 0.06892 | 0.86325 ± 0.0754  | 0.87169 ± 0.06323 | 0.87854 ± 0.10212 |
| SVM          | 0.81256 ± 0.08751 | 0.78521 ± 0.0874  | 0.78693 ± 0.08521 | 0.80254 ± 0.16134 |
| KNN          | 0.81365 ± 0.08411 | 0.81254 ± 0.1125  | 0.78655 ± 0.08874 | 0.8019 ± 0.12415 |

Table 9
The numbers of selected feature

| Index | ECPA-KELM | CPA-KELM | GWO-KELM | MFO-KELM | PSO-KELM |
|-------|-----------|----------|----------|----------|----------|
| F1    | 0         | 0        | 0        | 1        | 2        |
| F2    | 9         | 7        | 8        | 8        | 7        |
| F3    | 3         | 3        | 4        | 5        | 5        |
| F4    | 4         | 5        | 3        | 3        | 5        |
| F5    | 8         | 7        | 8        | 7        | 7        |
| F6    | 2         | 4        | 5        | 5        | 4        |
| F7    | 9         | 7        | 6        | 6        | 7        |
| F8    | 2         | 3        | 4        | 5        | 4        |
| F9    | 8         | 8        | 7        | 6        | 6        |
| F10   | 5         | 4        | 4        | 6        | 4        |
| F11   | 3         | 5        | 5        | 6        | 4        |
| F12   | 9         | 8        | 7        | 7        | 8        |
| F13   | 1         | 2        | 4        | 4        | 5        |
| F14   | 8         | 7        | 7        | 6        | 6        |
| F15   | 4         | 5        | 3        | 5        | 4        |
| F16   | 6         | 5        | 2        | 4        | 3        |
| F17   | 4         | 5        | 5        | 3        | 4        |
| F18   | 2         | 5        | 5        | 3        | 6        |
| F19   | 1         | 6        | 4        | 6        | 4        |
| F20   | 4         | 4        | 5        | 4        | 3        |
| F21   | 3         | 3        | 3        | 3        | 3        |
| F22   | 2         | 3        | 5        | 3        | 6        |
| F23   | 1         | 6        | 5        | 1        | 1        |
| F24   | 2         | 4        | 4        | 2        | 6        |
| F25   | 6         | 6        | 6        | 5        | 5        |

19 infections than young patients and older age patients are more susceptible to severe COVID-19 [134, 135]. Meanwhile, researchers have also shown that age is an independent pronouncing factor for COVID-19 [134, 136]. There are several possible reasons to explain this phenomenon. First, immune-senescence in aging is considered to be the leading cause of severe pneumonia mortality in older adults [129]. Second, with the increase of age, the cellular and humoral immune function of the body gradually declines [137, 138, 139]. For example, the level of immunoglobulin M and interferon decrease, the number of T- and B-lymphocyte decreases, resulting in an increased risk of infection [140]. Third, older COVID-19 patients tended to have more comorbidities, which was easier to acute respiratory failure and have a poor prognosis [141, 142]. Similar to their results, we found that the extreme COVID-19 group’s mean age was 1.45 times higher than that of a non-severe COVID-19 group (P=0.00), indicating that age could be considered a promising clinical outcome index in COVID-19 patients.

It was notified that approximately 60% of SARS patients have liver impairment [143]. Likewise, MERS patients also have liver damage [144]. Numerous retrospective studies have demonstrated that COVID-19 patients often have liver function damage. Based on the large retrospective data, increased levels of ALT and AST have been found in 14 to 53% of patients with COVID-19 [145, 146]. The most widely used parameters are ALT and AST liver functions. The permeability of the cell membrane will in-
increase if hepatocytes are affected. The blood circulation is freed by high levels of cytoplasmic transaminases such as alanine aminotransferase, aspartate aminotransferase, and complete bilirubin [147, 148]. Many studies confirm that in extreme COVID-19 patients, ALT and AST were substantially higher than in non-severe patients [149]. However, the mechanism of SARS-CoV-2-induced liver impairment is not as yet clear. First, the cytokine storm following SARS-CoV-2 infection is thought to be one of the key factors of liver impairment [150]. Second, SARS-CoV-2 may directly be infecting hepatocytes. Xu and colleagues confirmed that the main pathologies of the liver in COVID-19 patients were characterized by moderate microvascular steatosis, mild lobular and portal activity [150]. In this analysis, we also found, relative to the non-extreme COVID-19 group, that the levels of ALT and AST in the severe COVID-19 group were 2.73 and 2.83 times higher. In summary, the association between liver function damage and COVID-19, a major factor in COVID-19 progression closely linked to COVID-19 seriousness, was revealed in these results.

Another important biomarker, albumin (ALB), is one of the indexes of liver impairment [151]. ALB is synthesized by parenchymal cells in the liver, and the plasma half-life of albumin in the plasma is 15-19 days [152]. The level of ALB reflects the synthetic protein function of the liver, and ALB is a useful index for assessing nutritional status. He et al. found that plasma ALB levels are positively associated with the degree of community-acquired pneumonia (CAP) in pregnancy [153]. Recently, future analysis of over 400 CAP patients found a substantially higher plasma ALB level in the community of survivors than in the non-survivor group, indicating that ALB could be promising for CAP pronostics [154]. In line with these findings, Liu et al. found that plasma ALB levels in the group COVID-19 were considerably lower than in the group COVID-19 stabilization (36.62±6.60 g/L vs. 41.27±4.55 g/L), suggesting hypoalbuminemia was positively associated with advanced COVID-19 progression and ALB may be used as an independent predictor of severity of illness and outcome [155, 156]. Consistent with their findings, in the current study, we also revealed that plasma ALB levels in the severe COVID-19 group were significantly lower than the non-severe COVID-19 group (35.90±4.65 vs. 41.53±2.57, P=0.000). In addition, globulin is the main component of serum non-albumin protein, which is composed of various pro-inflammatory proteins, such as immunoglobulin, complement, and C-reactive protein. Serum globulin levels are an objective marker to reflect the systemic inflammation and the immune status of the body [157, 158]. Of note, in recent years, Albumin/Globulin ratio (A/G) was commonly used to detect infectious diseases such as the acute exacerbation of the chronic obstructive pulmonary disease, hepatitis C and human immunodeficiency virus infection as a quick and inexpensive biomarker [159, 160, 161]. Furthermore, A/G also can be used as a novel predictor of prognosis in patients with a malignant tumor, including hepatocellular carcinoma, laryngeal squamous cell carcinoma, and colorectal cancer [162, 162]. However, few studies have reported on the relationship between A/G and COVID-19 patients. Universal research used by Zhou et al. shows that A/G was substantially related to COVID-19 severity. However, as shown by the multivariate binary logistic regression model, A/G was not an independent risk element for patients with COVID-19 [4]. Our analysis showed that in non-serious COVID-19 groups, A/G was substantially higher with approximately 1.41 times the amount of extreme COVID-19 groups (1.68±0.24 vs. 1.19±0.36, P=0.000). This is the first time we realize that machine learning is being used to incorporate the A/G variable into COVID-19 research. All in all, the plasma ALB levels and The value for discrimination against COVID-19 patients A/G were shown to be significantly predictive and might predict COVID-19 progression.

Lactate dehydrogenase (LDH) is an essential energy-producing enzyme required for human physiology. LDH
is present in almost all tissues, including liver, lung, kidney, skeletal muscle, myocardium tissue. Many studies have shown that elevated LDH levels are associated with disease progression and poor clinical outcome [163, 164]. For instance, a population-based study of 238 cases of SARS from Singapore suggested that high LDH is positive for adverse outcomes and acute syndrome of air distress [165]. Chang and colleagues reported that elevated LDH levels were related to increased mortality in SARS cases [166]. Therefore, LDH is a potential risk prediction factor. Recent studies, including a meta-analysis with > 1900 COVID-19 patients, found that the increased LDH level has been substantially linked to COVID-19 severity [167]. Our study found that the average LDH of the severe COVID-19 group was 382.95±152.78, and that of the non-severe COVID-19 group was 244.37±61.07, suggesting that plasma LDH levels may be regarded as a promising biomarker of clinical outcome in COVID-19 patients.

So far, very few relevant studies describing biochemical index, blood electrolyte, and clinical parameters to joint predict the severity and prognosis of the COVID-19. This is the first effort to incorporate age, ALT, AST, ALB, A/G, and LDH for predicting and discriminating COVID-19 severity using the machine learning method. However, some limitations exist in our research. First, the number of COVID-19 cases was relatively small, and patient data came from a single center. The model constructed ECPA-KELM can provide early warning for the severity of COVID-19 and help clinicians in the diagnosis and treatment of this infectious disease. In the future, we hope to enlarge the sample size and to improve the accuracy of the ECPA-KELM model further. Second, independent/external datasets or prospective studies are needed to verify the accuracy of the ECPA-KELM model to make the model more reliable and stable.

8. Conclusion and future Work

The study uses clinical information from the Affiliated Yuqing Hospital of the Medical University of Wenzhou to develop an efficient ECPA-KELM early identification procedure and COVID-19 discrimination (Yueqing, China). The main innovation for the proposed methodology is for the current ECPA to include a new strategy to enhance and restore the original CPA search ability; the performance of the ECPA has been strictly regulated with the CEC2017 criteria compared with several other rivals. Experimental findings indicate that the ECPA proposed is much better suited than others to achieve this function optimization. In addition, ECPA has been proposed for the synchronized evolution of the optimum parameters and feature selection in KELM; the resulting ECPA-KELM was used successfully for early identification and discrimination against COVID-19. There has also been a rigorous analysis of the ECPA-KELM with other competitive algorithms. The findings also showed that the ECPA-KELM predicts the more stable properties more accurately and can be treated as a tool to provide early warning for the severity of COVID-19 and help clinicians in the diagnosis and treatment of this infectious disease.

For future work, a number of matters can be further investigated. More variables and coefficients are added, and parallel processing can also reduce the computing burden in the application phase; the following should be noted. We can also increase the number of data samples to create a safer and more effective prediction system. In addition, the proposed ECPA-KELM can also be employed to predict other variety of conditions such as clustering aspects and splitting the used image into CTs to expand the use of the developed system.
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(1) The ECPA-KELM is designed to diagnose COVID-19 from the perspective of biochemical indicators.

(2) Performance of the CPA is enhanced special operators from other algorithms.

(3) Property of the ECPA is verified on CEC2017 optimization tasks.

(4) ECPA can successfully solve KELM’s parameter optimization and feature selection simultaneously.

(5) ECPA-KELM may be treated as tool for diagnosing COVID-19 from the perspective of biochemical indicators.
AUTHOR DECLARATION TEMPLATE

We wish to draw the attention of the Editor to the following facts which may be considered as potential conflicts of interest and to significant financial contributions to this work.

We confirm that the manuscript has been read and approved by all named authors and that there are no other persons who satisfied the criteria for authorship but are not listed. We further confirm that the order of authors listed in the manuscript has been approved by all of us.

We confirm that we have given due consideration to the protection of intellectual property associated with this work and that there are no impediments to publication, including the timing of publication, with respect to intellectual property. In so doing we confirm that we have followed the regulations of our institutions concerning intellectual property.

We understand that the Corresponding Author is the sole contact for the Editorial process (including Editorial Manager and direct communications with the office). He/she is responsible for communicating with the other authors about progress, submissions of revisions and final approval of proofs. We confirm that we have provided a current, correct email address which is accessible by the Corresponding Author and which has been configured to accept email from Huiling Chen(chenhuiling.jlu@gmail.com)

Signed by all authors as follows:

Beibei Shi: shibeibei1993zjph@163.com
Hua Ye: 154671045@qq.com
Long Zheng: 7270684@qq.com
Juncheng Lyu: cheng_china@163.com
Cheng Chen: chenchnjmu@163.com
Ali Asghar Heidari: as_heidari@ut.ac.ir
Zhongyi Hu: huzhongyi@wzu.edu.cn
Huiling Chen: chenhuiling.jlu@gmail.com
Peiliang Wu: pl_wu@163.com