Learning Transient Partial Differential Equations with Local Neural Operators
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Abstract

In decades, enormous computational resources are poured into solving the transient partial differential equations for multifarious physical fields. The latest artificial intelligence has shown great potential in accelerating these computations, but its road to wide applications is hindered by the variety of computational domains and boundary conditions. Here, we overcome this obstacle by constructing a learning framework capable of purely representing the transient PDEs with local neural operators (LNOs). This framework is demonstrated in learning several transient PDEs, especially the Navier-Stokes equations, and successfully applied to solve problems with quite different domains and boundaries, including the internal flow, the external flow, and remarkably, the flow across the cascade of airfoils. In these applications, our LNOs are faster than the conventional numerical solver by over 1000 times, which could be significant for scientific computations and engineering simulations.
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1 Introduction

Partial differential equations (PDEs), especially transient PDEs, are the mathematical formulation of physical laws such as the convection and diffusion in fluid flow, the deformation of solid structures, the conduction of heat, etc. To understand these laws and construct the PDEs accurately, human researchers have paid great efforts in experiments, observation, analysis, and summarization. Here, we wonder whether the artificial intelligent (A.I.) agents can summarize the laws of physics as what human researchers have been doing all the time? Once this conception is achieved, not only it can feed our curiosity, but also the A.I. based methods will become powerful tools for exploring the laws of physics, meanwhile, it could assist or partly replace the numerical simulation of physical field and benefit engineering developments. To achieve this goal, this work studies the way to powerful A.I. agents to learn the transient PDEs.

A properly defined learning problem is the prerequisite to construct effective A.I. agents. It determines the trainability and the applicability of the neural networks. For the trainability, we can hardly or never train a neural network to predict the output which is with little relevance to the input. For the applicability, the learning problem essentially contains the assumption of how to apply the trained networks, that is, it determines the scope of application. The following review of recent related literature focus on their learning problem definition.

Learning PDEs as functions. Taking $D$ as the computational domain, and $t$ as the time, the process to solve a transient PDE is to find a solution function $U(D,t)$ satisfying the equations and all boundary conditions in the computational domain. To this end, the pioneers adopted a natural definition of the learning problem, that is, to let the neural networks directly approximate the solution function $U(D,t)$ minimizing the residual of equations $[1, 2]$. Recently, as a modern reproduction, development, and application of this classic idea, the Physics-Informed Neural Networks (PINNs) $[3, 4]$, achieved a great success and earned a lot of attention $[5–10]$. However, though there are encouraging applications reported $[11–18]$, it has encountered a bottleneck in expanding the scope of application, that is, neural networks constructed as functions are limited on a certain case, i.e., the PDE with a certain computation domain and boundaries (for transient PDEs, the initial conditions are also included). This means, even if only the initial condition is changed, the trained model cannot be reused to other cases.

Learning PDEs as operators. More recently, the researchers tried another learning problem to let the neural networks approximate an operator which generates the solution $U(D, t)$ according to an input function. For transient PDEs, specifically, neural networks are defined to be a map from the physical field at $t$ to the physical field at $t + \Delta t$. These neural networks can generate the complete solution $U(D, t)$ by taking the initial condition as the first input and predicting the output recurrently. It also implies that the neural operators get rid of the assumption of a certain initial condition, which could
be the most significant advantage of this learning problem setting. Impressive neural architectures adopting this setting include Deep Operator Network (DeepONet) [19], Fourier Neural Operator (FNO) [20] and its several variants [21–23]. These networks succeeded in learning various PDEs, including the challenging Navier-Stokes (N-S) equation, and have good applications [24, 25]. However, a specific computational domain and boundary are still assumed in the network training. This assumption limits the scope of application in diverse scientific and engineering scenarios.

The ideal A.I. agent with a maximum scope of generalization should essentially learn the PDEs without assumptions on the initial condition, the shape of the computational domain, or the boundary conditions. In fact, the governing equations (PDEs), which represent the essential law of physics, play a primary role and determine the solution function jointly with the other three elements. In other words, the boundary conditions or the computational domain should not affect the laws of physics governed by the transient PDEs. In the existing literature, the neural networks trained for learning PDEs as functions assume all the four elements fixed; the neural networks trained for learning PDEs as operators eliminate the assumption on the initial condition, but are still troubled in dealing with various computational domains and boundaries. For this issue, some primary ideas of conventional numerical schemes are inspiring. For example, the finite element method (FEM) divides the computational domain into small elements and handles them in the same way [26, 27]. Similar ideas are also adopted in the development from spectral method to the spectral element method (SEM) [28–30]. It provides FEM/SEM great flexibility to be independent of the computational domain and the boundary conditions, which enables a wide application of FEM. Moreover, this idea leads us to give out a better definition of the learning problem.

In this work, neural networks learn transient PDEs as local operators. We propose a more general framework to learn the transient PDEs without any assumptions on the initial condition, the shape of the computational domain, or the boundary conditions. Specifically, with the concept ‘domain of dependence’, we raise a unique local-related learning problem to learn the transient PDEs with local neural operators (LNOs). This framework is validated by experiments in learning transient PDEs including Burgers equations, wave equations, and N-S equations. We summarize the advantages and the main contributions of this work as follows.

1. The local neural operator learns pure laws governed by the transient PDEs. By the local-related hypothesis raised herein, the governing equations are stripped from other elements (including the initial condition, boundary condition, and the computational domain) in network training.
2. We provide two strategies here for handling almost all types of boundaries. Hence, the well-trained local neural operators can directly predict solution functions of problems in any computational domain with various initial and boundary conditions without any additional training or optimization. We present several cases for solving Navier-Stokes equations as examples.
3. Thanks to the maximum flexibility provided by the learning framework, any well-trained powerful local neural operator has great potential for reuse in various scenarios of scientific or engineering practices.

2 Hypothesis and learning problem definition

2.1 The local-related hypothesis of transient PDEs

The success of FNO [20] in learning PDEs lies on a basic hypothesis that, there exists a solution operator $G$ which is a map between two function spaces governed by the PDEs. Specifically, for transient PDEs with certain boundary conditions, the solution operator $G : \mathcal{U}_t(D; \mathbb{R}^{d_u}) \rightarrow \mathcal{U}_{t+\Delta t}(D; \mathbb{R}^{d_u})$ is invariant and learnable for one neural operator. Here $\mathcal{U}_t(D)$ equals to $\mathcal{U}(D, t)$; $D$ is the computational domain; $d_u$ is the number of dimensions of $\mathcal{U}$, i.e., the number of physical fields to be computed.

We raise a stronger and also intuitive hypothesis about the solution operator of transient PDEs as follows.

**The local-related hypothesis.** For problems governed by the same transient PDEs, with a limited and constant $\Delta t$, there exists a solution operator $G_l : \mathcal{U}_t(D_1; \mathbb{R}^{d_u}) \rightarrow \mathcal{U}_{t+\Delta t}(D_2; \mathbb{R}^{d_u})$, for any bounded $D_2 \subset D$, the maximum distance $r_{dep}$ between points inside $D_1$ and $D_2$ is limited. $D_1$ is the domain of dependence $^1$ of $D_2$ determined by the PDEs. $r_{dep}$ is called ‘range of dependence’ in this paper.

This hypothesis is formulated intuitively from some ubiquitous physical phenomena. For example, it costs months for the radiative wastewater from the Fukushima disaster to gradually spread all over the world [32]; more rapidly, the ocean wave caused by an underwater earthquake or volcanic eruption travels throughout the Pacific in hours [33]. In another word, when observing these processes using a relatively small $\Delta t$, the influenced range should be limited. Besides, using the concept of Green’s function, this hypothesis is also explained mathematically (see Appendix. A)

2.2 Learning transient PDEs as local neural operators

Following the local-related hypothesis, we attempt to learn the transient PDEs as local neural operator $G_\theta : \mathcal{U}_t(D_3; \mathbb{R}^{d_u}) \rightarrow \mathcal{U}_{t+\Delta t}(D_4; \mathbb{R}^{d_u})$ parameterized by $\theta$ which maps the field function $\mathcal{U}_t$ to $\mathcal{U}_{t+\Delta t}$, where $D_3, D_4 \subset D$. The process to train the local neural operator $G_\theta$ is to optimize $\theta$ to achieve an approximation of the real operator $G_l$ as accurately as possible.

For a local neural operator $G_\theta$, the minimum related range of the output with respect to the input is defined as the ‘receptive range’ $r_{rcp}$. In practice, $r_{rcp}$ depends on the specific architecture design of the neural network. Naturally, there is a basic requirement of the designed local neural operator that $r_{rcp}$ of the local neural operator should be equal or greater than $r_{dep}$ of the

---

$^1$‘Domain of dependence’ is a basic concept in the theory of partial differential equations [31]. Here we use the term to support the local-related hypothesis and the learning problem definition.
transient PDEs to be learned. Otherwise, part of the physical information may be ignored by the network, and the training becomes very hard or even impossible. Figure 1 presents the mean square error (MSE) curves when using the local neural operators with different $r_{rcp}$ to learn the same transient PDEs. The local neural operators achieve competitive MSE with the nonlocal neural operator FNO just when adopting a proper $r_{rcp}$ regarding $r_{dep}$ of the transient PDEs.

A common kind of neural network, the convolutional neural network, is essentially a local neural operator. A 1-D discrete case using the convolutional layer $C$ for mapping $U_t([x_1 - K\Delta x, x_2 + K\Delta x]; \mathbb{R}) \rightarrow U_{t+\Delta t}([x_1, x_2]; \mathbb{R})$ can be written as

$$U_{t+\Delta t}(x) = (C(U_t))(x) = \sum_{i=-K}^{K} \kappa(i) U_t(x + i\Delta x), \ \forall x \in [x_1 - K\Delta x, x_2 + K\Delta x].$$

(1)

where $U_t$, $U_{t+\Delta t}$ are fields at time $t$ and $t + \Delta t$ respectively. $\kappa \in \mathbb{R}^{2K+1}$ is the kernel weight of the convolutional layer. Obviously, with a limited and constant $\Delta x$, the receptive range $r_{rcp} = K\Delta x$ is also limited. Thus, the convolutional operator and the convolutional neural networks, which are simply composed of convolutional layers and local nonlinear activation, are local neural operators.
3 Local Neural Operator - the architecture

3.1 Overall architecture

Figure 2 shows the overall architecture of a specific neural network we designed here as Local Neural Operator.

Firstly, the input $U_t(D; \mathbb{R}^{d_u})$ is processed by a local linear layer for channel lifting from $d_u$ to $d_v$. At the end of the network, the processed intermediate function of $d_v$ channels are projected back to $d_u$ with pointwise operations. $n$ blocks with independent weights compose the main body. In blocks, we design two paths for the networks to learn an approximation of the real PDE operator in two different function spaces, i.e., the physical space and the spectral space. In the physical path, we use a simple mini-network comprised of two stacked convolutional layers and an activation function sandwiched. About the spectral path, a more detailed description is in Section 3.2. The outputs of the two paths are added together and processed with an activation function $\sigma$ before sending out of the block.

3.2 Operations in the spectral path

Taking the conception of SEM [29] and Fourier integral operator in FNO [20], we design local spectral neural operations in the spectral path. These operations include a local spectral transform $T$, its inverse $T^{-1}$, and a linear weight $W \in \mathbb{R}^{d_v \times M \times M}$ for the interaction between $M$ modes. Here, $M$ is the number of spectral modes adopted. Note that in discretized cases, $M \leq N$, where $N$ is the number of discrete points. One can do frequency selection by adopting part of the modes, for example, adopting the $M$ modes at lower frequencies for low-pass filtering. The operations of the spectral path on a local domain $D' \in D$ are

$$\hat{V}_{cm} = (T(V_c))_m = \int_{D'} V_c(x) \varphi(m, x) dx, \quad m = 0, 1, ..., M - 1,$$

(2)
\[ \hat{V}_{cm'} = \sum_{m=0}^{M-1} w_{cm'm} \hat{V}_m, \quad w_{cm'm} \in W, \quad m' = 0, 1, ..., M - 1, \quad (3) \]

\[ V'_c(x) = (T^{-1}(\hat{V}_c))(x) = \sum_{m'=0}^{M-1} \hat{V}_{cm'} \psi(m', x), \quad x \in D', \quad (4) \]

where \( c = 1, ..., d_v \); \( V(D; \mathbb{R}^{d_v}) \) and \( V'(D; \mathbb{R}^{d_v}) \) are the input and output functions of the block, respectively; \( \hat{V}, \hat{V}' \in \mathbb{R}^{d_v \times M} \) are the local modal vectors in the spectral space before and after the linear operation, respectively. The subscript \( m \) and \( m' \) are both indicating the modal components; \( \varphi \) and \( \psi \) are the normalized basis of the spectral transform and its inverse, respectively. These local spectral operations are also illustrated in Figure 3. The function \( V \) on the local domain \( D' \) is decomposed, linear transformed, and reconstructed to the output function \( V' \). The spectral operations can be conducted on any local part of the computation domain.

![Fig. 3 Local operations of the spectral path.](image)

Actually, we can adopt different spectral transforms by using different \( \varphi \) and \( \psi \). The Legendre polynomials and Chebyshev polynomials are considered in this paper. A brief introduction of these two families of polynomials is in Appendix B. Note that since \( D' \) is usually aperiodic, the Fourier series is not suitable here. It introduces extra high-frequency components owing to the discontinuity at the boundary, which troubles the wave filtering and may blow up the recurrent process to predict the solution function.

Then, we introduce the decomposition, reconstruction of geometry, and an easy realization of them using convolutions and deconvolutions. For practice, we consider a specific 2-D case which adopts an equidistant grid discretization. As shown in Figure 4, the domain \( D \) is decomposed into square pieces. They are respectively sent to the spectral operations as input function. To ensure an invertible decomposition, we define a parameter, the number of repetitions \( k \), then the size of the window \( N \) should be an integer multiple of \( k \), and the stride \( s = \frac{N}{k} \). Correspondingly, the input function on the decomposed pieces should be scaled by factor \( \frac{1}{k} \) for normalization. With this geometry decomposition and
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Fig. 4 Discretized local operations of the spectral path. The term ‘corrosion of the domain’ is discussed in Section 3.3.

the discrete functions $\mathcal{V}, \mathcal{V}' \in \mathbb{R}^{d_v \times N_a \times N_b}, \hat{\mathcal{V}}, \hat{\mathcal{V}}' \in \mathbb{R}^{d_v \times M \times (N_a - 1) \times (N_b - 1)}$, where $N_a, N_b$ are the width and length of the computational domain, the local spectral transform coincides with the form of the convolution formula that

$$\hat{V}_{cmxy} = \frac{1}{k^2} \sum_{i=0}^{N_a-1} \sum_{j=0}^{N_b-1} V_{c(sx+i)(sy+j)} \varphi_2(m, i, j), \quad (5)$$

where $c = 1, \ldots, d_v$; $m = 0, \ldots, M - 1$; $x = 1, \ldots, \frac{N_a}{s} - 1$; $y = 1, \ldots, \frac{N_b}{s} - 1$; $\varphi_2$ is the 2-D discretized version of $\varphi$. This formula is equal to an ordinary convolution from 1 to $M$ channels using a constant filter weight $\kappa_{mij} = \frac{1}{k^2} \varphi_2(m, i, j)$. Conversely, the inverse transform coincides with the form of the deconvolution formula (also called fractionally strided convolution) from $M$ to 1 channel using a constant filter weight $\kappa'_{mij} = \psi_2(m, i, j)$ that

$$V'_{cpq} = \sum_{m=0}^{M-1} \sum_{i=0}^{N_a-1} \sum_{j=0}^{N_b-1} \hat{V}'_{cm(p+i)(q+j)} \psi_2(m, i, j), \quad (6)$$

where $p = 1, \ldots, N_a$; $q = 1, \ldots, N_b$; $\psi_2$ is the 2-D discretized version of $\psi$; $\hat{V}' \in \mathbb{R}^{d_v \times M \times (N_a + N - 1) \times (N_b + N - 1)}$ is the expanded and padded tensor of $\hat{V}'$ that, $s - 1$ zeros are inserted between every two elements and $N - 1$ zeros are padded two-side on the last two dimensions representing the geometry. Actually, this implementation is convenient to code using deep learning frameworks like Pytorch [34] and achieve great computational efficiency with GPUs.
3.3 Receptive range and corrosion of the domain

Here gives the method to calculate the receptive range of the local neural operators constructed. For point-wise local operators, e.g., the linear transformations and the nonlinear activations, the receptive range is 0. The receptive range of convolutional layers (in Eq. (1)) is $K \Delta x$. As for the local spectral operations, the receptive range depends on the size of the square window $N \Delta x$. Since the spectral transform and its inverse both use all values of the function on the local domain, any two points inside the window are related. The points on the boundary of the square window have the minimum related range $\frac{k-1}{k} N \Delta x$, which is the receptive range of the spectral operators. The receptive range of a complete local neural operator is the combination of all the components: for series connected subparts, sum their $r_{rcp}$ together; for parallel connected subparts, $r_{rcp}$ is the largest receptive range of them.

Corrosion of the computational domain will occur when using the local neural operators to recurrently predict the solution functions of the transient PDEs, see Figure 4. It means the networks do not predict the solution function in areas near the boundary. The size of the corrosion area is just equal to the receptive range of the local neural operator. Actually, the occurrence of the corrosion is not surprising, because the local neural operators are defined to predict the field values at time $t+\Delta t$ using the field values in the surrounding area at time $t$. For areas near the boundary, some input values are missing. In other words, the solution operator in these areas is closely related to the boundary conditions and quite different from the middle. Section 4.2 introduces how we specifically deal with the boundary in practices.

4 Experiments

Experiments of this work mainly consist of two parts, which respectively correspond to the two steps to apply the proposed framework for learning transient PDEs. The first part is for network training and validation. The samples are generated and collected in a specified square domain with periodic boundary. This case is quite suitable for training because the periodic boundary allows infinite expansion for dealing with the issue of corrosion of the domain. The second part is for application. The networks trained in the first step are directly applied in solving problems with quite different computational domains, initial conditions, and boundary conditions. These applications are significant because it is the first success to directly apply a trained neural network to completely different problems without any additional training or optimization.

The local neural operators constructed here are with a lifting layer (a convolutional layer from $d_u$ to $d_v$ channels, where the kernel size is 3, and $d_v$ is set to 40), 4 blocks comprised of the spatial path and the spectral path, and the projection layers (two pointwise linear layers of $40-128-d_u$ channels with a nonlinear activation sandwiched). The physical path includes two convolutional layers with the kernel size of 3, and with a nonlinear activation
sandwiched. We adopt GELU [35] for all the activation. As for other parameters, \( d_u \) is determined by the problem; \( M, N, k \) of the spectral path are specific for networks, so we show them together with the results.

We conduct the experiments on several typical PDEs, including the viscous Burgers equations, wave equation, and N-S equations. Details about the data generation of these problems are in Appendix C. The following results and discussions are focusing on the N-S equations, which are representative transient PDEs with strong nonlinearity, and with great prospects of application in scientific computation and engineering simulation. Results of other transient PDEs are in Appendix D.

We consider the 2-D N-S equations with no source term for a viscous, incompressible fluid flow as follows:

\[
\frac{\partial u(x,t)}{\partial t} + u(x,t) \cdot \nabla u(x,t) = -\nabla p(x,t) + \mu \nabla^2 u(x,t), \quad x \in \Omega, \ t > 0, \tag{7}
\]
\[
\nabla \cdot u(x,t) = 0, \quad x \in \Omega, \ t > 0, \tag{8}
\]
\[
u(x,0) = u_0(x), \quad x \in \Omega. \tag{9}
\]

Here \( u \in \mathbb{R}^2 \) is the field of velocity vector; \( u_0 \) is the arbitrary initial field of \( u \); \( \Omega \) is the computational domain with arbitrary boundary conditions. LNO predicts \( u_{t+\Delta t} \) using \( u_t \) as input, regarding the field of pressure \( p \) as an implicit variable inside the neural network.

### 4.1 Step I. Training and validation

We train LNO for learning Eqs. (7-9) on the benchmark problem in a square domain \([-1,1] \times [-1,1]\) with periodic boundary condition. We experiment on 3 viscosities of the equations, \( \mu = 0.01, 0.002, 0.001 \). Two networks based on the Legendre and Chebyshev polynomial are trained and validated on these three problems respectively. All the networks are trained following the same schedule of 200 epochs, which includes 500 iterations per epoch. In each iteration, the network is used recurrently to generate output of 10 steps. The loss function is defined as the sum of the \( L_2 \) loss of the 10 outputs. We adopt Adam with an initial learning rate of 0.001 as the optimizer, and the learning rate is multiplied by 0.7 every 20 epochs. Table 1 lists the results. A reproduction of the nonlocal neural operator FNO, which is also trained on the same data following the same schedule, is also included for comparison.

According to the results in Table 1, LNOs achieve comparable accuracy and get lower MSE in most scenarios (11 of 12 cases) compared to the FNO, especially, LNO-Legendre reserves the lowest MSE in 9 of 12 cases. Note that LNOs are trained based on the local learning problem definition, which means the network outputs are only according to the local values of the input functions. On the contrary, the nonlocal neural operator FNO adopts an infinite receptive range \( r_{rcp} \). Figure 5 shows a visualization of the case \( \mu = 0.002 \) comparing the velocities calculated via the implicit FEM (the ground truth) and the velocities predicted by LNO-Legendre. Figures of the other two viscosities
are in Appendix D. All these results and comparisons undoubtedly confirm our local-related hypothesis of transient PDEs and our definition of the learning problem (see Section 2). Meanwhile, the success of learning the transient PDEs as local neural operators allows maximum flexibility of the LNOs to adapt any computational domain and boundaries for application. We send our best network, LNO-Legendre, to the next step for application.

4.2 Step II. Application

This part is to directly apply the trained networks without any additional training or optimization for solving problems with various computational domains and boundaries. The specific adopted network is the LNO-Legendre with a viscosity of 0.01. It is necessary to declare the application scope of this trained model again that, according to the learning problem definition, the well-trained LNOs predict solutions of any problems without considering the computational domain, the initial condition, or the boundary condition, as long as the problem is governed by the same transient PDEs. On this basis, the only remaining issue for establishing a generic solver is to deal with the boundary properly, i.e., to deal with the corrosion of the domain (see Section 3.3). The following cases of application, for one thing, introduce two strategies to our neural solver for dealing with the boundaries, for another thing, show the flexibility of LNOs in different problems as an experimental proof of our learning problem definition.
| Viscosity | Model                        | Parameters                  | **Number of trainable weights | MSE error  |
|-----------|------------------------------|-----------------------------|-----------------------------|------------|
|           |                              |                             |                             | 0.5s | 1s   | 2s   | 5s   |
| 0.01      | *FNO                         | \( r_{rcp} = \infty \)     | 926326                      | 0.115  | 0.173 | 0.242 | 0.270 |
|           | LNO-Chebyshev (ours)         | \( N = 12, M = 6, k = 2, r_{rcp} = 25 \) | 328656                      | 0.102  | 0.135 | **0.178** | 0.269 |
|           | LNO-Legendre (ours)          |                             |                             | **0.097** | **0.120** | 0.181 | **0.200** |
| 0.002     | *FNO                         | \( r_{rcp} = \infty \)     | 926326                      | 0.266  | 0.504 | 0.943 | 1.440 |
|           | LNO-Chebyshev (ours)         | \( N = 16, M = 8, k = 2, r_{rcp} = 33 \) | 776656                      | 0.246  | **0.482** | 0.977 | 1.859 |
|           | LNO-Legendre (ours)          |                             |                             | **0.235** | 0.489 | **0.873** | **1.432** |
| 0.001     | *FNO                         | \( r_{rcp} = \infty \)     | 926326                      | **0.297** | 0.590 | 1.419 | 2.981 |
|           | LNO-Chebyshev (ours)         | \( N = 24, M = 8, k = 2, r_{rcp} = 49 \) | 776656                      | 0.350  | 0.704 | 1.590 | 1.982 |
|           | LNO-Legendre (ours)          |                             |                             | 0.302  | **0.579** | **1.232** | **1.937** |

* Reproduced, trained, and tested by us in our dataset.

** The complex weights of FNO are counted twice.
Fig. 6 Flow in a lid-driven cavity ($Re = 1000$). In (a), $\Omega_1$ and $\Omega_2$ respectively denote the regions computed by LNO-Legendre and FEM. The two regions are separated by the red dotted line which is also shown in (b) and (d). The reference solution is purely computed by the implicit FEM solver.

4.2.1 Internal flow: the lid-driven cavity

As shown in Figure 6(a), the fluid in a square cavity $\Omega = [0, 1] \times [0, 1]$ is driven by a constant velocity on the upper side. To deal with the corrosion of boundary (see Section 3.3), the cavity (computational domain) is split into two regions $\Omega_1$ (54.7% area of $\Omega$) and $\Omega_2$. LNO-Legendre and $P_2P_1$ FEM with implicit Euler scheme are used to respectively predict/compute the velocity fields in the two regions. This hybrid strategy takes three steps for recurrent computation.

1. Predict $u_{t+\Delta t}$ in $\Omega_1$ using $u_t$ in $\Omega$ as input by LNO-Legendre.
2. Calculate $u_{t+\Delta t}$ in $\Omega_2$ by the implicit FEM solver. The boundary condition used in the second step is provided by the output of LNO.
3. Combine the outputs of the two methods and obtain the complete field $u_{t+\Delta t}$ in $\Omega$.

Figure 6 depicts the results of velocity fields. As shown in Figure 6(d), vortex structure is captured correctly that, a main vortex occupies the center of the cavity and two small vortices are located at the lower left and right
corners. In Figure 6(b)-(c), the numerical values of the velocity are also in good agreement with the reference value. It costs 4.780 seconds (0.005/4.775 seconds spent by LNO-Legendre/FEM solver) for the hybrid strategy or 9.649 seconds for only using the implicit FEM solver to predict one step. This hybrid strategy speedup the computation in $\Omega_1$ by 912 times. All these results together demonstrate the effectiveness to directly apply the trained LNO-Legendre on the internal flow problems. The difference between the two solutions could be caused by the deviation from the incompressible condition (Eq. (8)) of LNO-Legendre, which could be reduced by improving the network architecture or adopting physics-informed fashion in network training [3, 22].

4.2.2 External flow around objects

External flow around objects is another kind of typical cases which is commonly appeared in engineering, e.g., the flow around aircrafts or wind turbines. In these cases, rigid obstacles are placed in an infinite plane with freestream comes from one side. The common boundary conditions in these cases, e.g., the far field boundary and the periodic boundary (for the cases of cascade), allows to extend the computational domain by padding (constant padding for the far field boundary and periodic padding for the periodic boundary). Concretely, the computational domain $\Omega$ is expanded to $\Omega \cup \Omega_1$, hence the trained LNO-Legendre is applied to predict $u_{t+\Delta t}$ in $\Omega$ with $u_t$ in $\Omega \cup \Omega_1$ as the input. To introduce the effect of the obstacle, we impose a velocity correction $\Delta u$ to points near the obstacle for the following two conditions: 1) the point is inside the obstacle or on the solid wall, set $\Delta u = -u$, i.e., set the velocities to zero; 2) the point is outside the obstacle but the shortest distance to the solid wall is smaller than the grid size $\Delta x$, $\Delta u$ is calculated by the immersed boundary method (IBM) [36, 37] (see Appendix E for more details). The second condition occurs when the obstacle is in irregular shapes, which is further demonstrated in Case 2.

- **Case 1. Flow around a square cylinder**

  For Case 1, as shown in Figure 7(a), the obstacle is a square cylinder with size 1, the inflow angle $\alpha = 0$. The initial condition is the freestream flow. Figure 7(b) shows the contour of velocity magnitude $\|u\|_2$. The reference value is calculated by characteristic-based split scheme [27] with unstructured triangular meshes (totally 5271 nodes). In general, LNO-Legendre predict most of the flow pattern accurately compared with the reference solution. Under the influence of the cylinder, the fluid is ‘squeezed’, resulting in the high-speed zones on the upper and lower sides. At the same time, the flow separation generates the low-speed zone behind the cylinder. In Figure 7(b), the evolving history predicted by LNO-Legendre from the initial condition to the steady state is also in good agreement with the reference solution. Remarkably, predicting the solution with LNO-Legendre is much faster (1523 times) than the conventional solver that the time cost to obtain the field of steady state is 6.50 seconds and 2.76 hours respectively.
• **Case 2. Flow across plane cascade of airfoils**

  Case 2 considers a series of NACA0012 airfoils with chord length 1 arranged at equal intervals. The periodic boundary condition is set on the upper and lower sides. The initial condition is a freestream flow with an angle of attack $\alpha = 10^\circ$. We introduce the effect of airfoils using a velocity correction $\Delta u$ calculated by IBM [36, 37] in the direct forcing form. The reference value is calculated by characteristic-based split scheme with body-fitted unstructured triangular meshes (totally 10691 nodes). Figure 8 shows the contour of the velocity magnitude. Similar to Case 1, LNO-Legendre predict most of the flow pattern accurately compared with the reference solution. The flow field is divided into the high-speed region on the both sides of the airfoil and the low-speed region behind the airfoil. The presence of the positive angle of attack makes the flow separation slightly biased towards the upper side of the airfoil. Also, LNO-Legendre captures the interaction between the periodic airfoils precisely. Remarkably, predicting the solution with LNO-Legendre is much faster (2191 times) than the conventional solver that the time cost to obtain the field of steady state is 2.68 seconds and 1.63 hours respectively.

5 **Conclusion**

This work proposed a practical framework to learn the transient PDEs with local neural operators. The highlight of this framework is the local learning
Local Neural Operators

(a) Schematic diagram

(b) Contours of the solution

Fig. 8 Flow across plane cascade of airfoils. The predicted solution is by LNO-Legendre without any additional modification.

problem definition based on the local-related hypothesis of transient PDEs, which solves the crux of neural networks towards wide applications. Without any retraining or optimization, our well-trained neural networks reserve maximum flexibility to solve problems with various computational domains, initial conditions, and boundary conditions. The experiments provided a paradigm to train, validate, and apply the local neural operators. Specifically, LNO-Legendre is constructed and trained using a spectral transform of Legendre polynomials. This neural network learned the Navier-Stokes equations well and successfully predicted solutions of fluid flow with completely different domains and boundaries, including the internal and external flows. Notably, LNO-Legendre shows a speedup over 1000 times compared to conventional finite element solvers. It could be significant for applications in scientific computations and engineering.
This study also obtained an encouraging success in training neural networks to summarize the laws of physics (the transient PDEs) by observation (the data samples), which is exactly what human researchers have been doing, because no prior knowledge is provided to the neural network in training besides the data samples.

Within the proposed framework, there are many valuable future directions. One is to handle the issue of corrosion of the computational domain. Besides the specific hybrid strategy used here, more efficient methods (especially neural methods) are expected. Another direction is to study the transferability of the well-trained LNOs between transient PDEs with different parameters (i.e., the Reynolds numbers for the N-S equations). Any improvement on this problem is meaningful for extending the range of extrapolation of LNOs.
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Appendix A  Local-related hypothesis in the view of Green’s function

Here, we take the wave equation and the convection-diffusion equation as examples.

a) The 1-D wave equation:
\[
\frac{\partial^2 p}{\partial t^2} - a_0^2 \frac{\partial^2 p}{\partial x^2} = 0 \quad (A1)
\]
describes the pressure wave propagates at the sound speed \( a_0 \). Green’s function of it is defined as the solution under a unit pulse initial condition: \( p(x, 0) = \delta(x), \dot{p}(x, 0) = 0 \) as:
\[
G(x, \Delta t) = \frac{1}{2}(\delta(x - a_0\Delta t) + \delta(x + a_0\Delta t)). \quad (A2)
\]

Eq. (A2) suggests that the pressure at \( t = 0, x = 0 \) makes an influence on \( x \in [-a_0\Delta t, a_0\Delta t] \). Conversely, the pressure value at \( t = \Delta t, x = 0 \) depends on \( p \) in \( x \in [-a_0\Delta t, a_0\Delta t] \), i.e., \( r_{\text{dep}} = a_0\Delta t \).

b) the 1-D convection-diffusion equation:
\[
\frac{\partial f}{\partial t} + U \frac{\partial f}{\partial x} = \mu \frac{\partial^2 f}{\partial x^2}, \quad (A3)
\]
describes the diffusion at viscosity \( \mu \) and convection at speed \( U \) of a field \( f \). Green’s function of it is defined as the solution under a unit pulse initial condition: \( f(x, 0) = \delta(x) \) as:
\[
G(x, \Delta t) = \frac{1}{\sqrt{4\pi \mu \Delta t}} \exp \left[ -\frac{(x - U\Delta t)^2}{4\mu \Delta t} \right], \quad \Delta t > 0. \quad (A4)
\]

Noticing that, though the velocity at \( x = 0 \) analytically affects everywhere inside the computational domain (\( G(x, \Delta t) > 0 \) when \( |x| < \infty \), i.e., \( r_{\text{dep}} \to \infty \)), \( G \) decreases exponentially as \( |x| \) grows, which enables a truncated range of dependence \( r_{\text{dep}}^\varepsilon \) numerically with the threshold \( \varepsilon \) satisfying
\[
G(r_{\text{dep}}^\varepsilon, t) = \varepsilon \max_x G(x, t), \quad (A5)
\]
so we have
\[
r_{\text{dep}}^\varepsilon = \sqrt{-\frac{4t}{\mu} \ln \varepsilon + Ut}. \quad (A6)
\]

For most transient PDEs that describe the physical laws of the real world, the range of dependence can be defined by the above-mentioned analytical way
or numerical way. Hence, the limited range of dependence enables our local-related hypothesis, and it leads to a tailored learning problem definition for transient PDEs.

Appendix B  An introduction to spectral transforms

Spectral transform is to map the function in the physical space to the modal components in the frequency space. A set of orthogonal polynomials and their corresponding Gauss quadrature nodes and weights are the most important elements to carry out the spectral transform. Here we introduce two widely used orthogonal polynomials, Legendre and Chebyshev polynomials.

B.1 Legendre polynomials

Let \( L_i \) denotes \( i^{th} \) Legendre polynomial:

\[
L_i(x) = \sum_{l=0}^{[i/2]} (-1)^l \frac{(2i - 2l)!}{(2l!)((i - l)!)(i - 2l)!} x^{i-2l},
\]

which are orthogonal with respect to \( \omega = 1 \) in \([-1, 1] \):

\[
\int_{-1}^{1} L_i L_j dx = \frac{2}{2i + 1} \delta_{ij}.
\]

There are no explicit expressions for the corresponding Gauss quadrature nodes \( x_i \) and weights \( \omega_i \). Usually, numerical approaches are applied to compute the nodes and weights.

B.2 Chebyshev polynomials

Let \( T_i \) denote \( i^{th} \) Chebyshev polynomial:

\[
T_i(x) = \cos \left( i \cos^{-1} x \right),
\]

which are orthogonal with respect to \( \omega = \frac{1}{\sqrt{1-x^2}} \) in \([-1, 1] \):

\[
\int_{-1}^{1} \frac{1}{\sqrt{1-x^2}} T_i T_j dx = \begin{cases} 
\pi \delta_{ij}, & i = 0, \\
\frac{\pi}{2} \delta_{ij}, & i > 0,
\end{cases}
\]

The corresponding \( N^{th} \)-order Gauss nodes and weights (in this paper the Gauss-Lobatto type quadrature is selected) are as follows:

\[
x_i = -\cos \frac{i\pi}{N}, \quad \omega_i = \frac{\pi}{ciN}, \quad 0 \leq i \leq N,
\]
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where \( c_i = 1 \) except for \( c_0 = c_N = 2 \).

**B.3 Spectral transform**

A 1-D continuous function \( f(x) \) defined on \([-1, 1]\) can be approximated by the first \( N \) orthogonal polynomials as follows:

\[
    f(x) \approx \sum_{m=0}^{N-1} \hat{f}_m \phi_m(x),
\]

with

\[
    \hat{f}_m = \frac{\langle f, \phi_m \rangle_\omega}{\langle \phi_m, \phi_m \rangle_\omega},
\]

where \( \phi_m \) is the \( m \)-th order orthogonal polynomial; \( \hat{f}_m \) is the magnitude of the \( m \)-th mode; \( \langle \cdot, \cdot \rangle_\omega \) denotes the inner product with weight \( \omega \).

By comparing Eq. (5) and Eq. (B12), the normalized basis of the spectral transform is:

\[
    \varphi(m, x) = \frac{\omega \phi_m}{\langle \phi_m, \phi_m \rangle_\omega}.
\]

Similarly, the normalized basis of the reverse transform in Eq. (6) is as follows:

\[
    \psi(m, x) = \phi_m(x).
\]

**B.4 Discrete spectral transform**

When the 1-D function \( f(x) \) is given at a series of points \( \tilde{x}_i (i = 0, 1, 2, \ldots, N - 1) \), a spectral transform in the discrete form is required.

First, interpolate \( f(\tilde{x}_i) \) to the Gauss quadrature point:

\[
    f(x_k) = \sum_{i=0}^{N-1} a_{ki} f(\tilde{x}_i),
\]

here the coefficients \( a_{ki} \) depend on the interpolation order selected. For the spectral transform, replace the integration in Eq. (B13) to Gauss-Lobatto type quadrature:

\[
    \hat{f}_m = \frac{\sum_{k=0}^{N-1} \omega_k f(x_k) \phi_m(x_k)}{\sum_{k=0}^{N-1} \omega_k \phi_m^2(x_k)} = \frac{\sum_{k=0}^{N-1} a_{ki} f(\tilde{x}_i) \phi_m(x_k)}{\sum_{k=0}^{N-1} \omega_k \phi_m^2(x_k)},
\]

Then the discrete normalized basis can be found to be:

\[
    \varphi_1(m, \tilde{x}_i) = \frac{\sum_{k=0}^{N-1} \omega_k a_{ki} \phi_m(x_k)}{\sum_{k=0}^{N-1} \omega_k \phi_m^2(x_k)}.
\]
The discrete normalized basis of the inverse transform is:
\[ \psi_1 (m, \tilde{x}_i) = \phi_m (\tilde{x}_i). \] (B19)

For 2-D problems, the normalized basis \( \varphi_2, \psi_2 \) can be obtained by the product of \( \varphi_1, \psi_1 \) with respect to \( x \) and \( y \) axes:
\[
\begin{align*}
\varphi_2 (m, \tilde{x}_i, \tilde{y}_j) &= \varphi_1 (p, \tilde{x}_i) \varphi_1 (q, \tilde{y}_j), \\
\psi_2 (m, \tilde{x}_i, \tilde{y}_j) &= \psi_1 (p, \tilde{x}_i) \psi_1 (q, \tilde{y}_j),
\end{align*}
\] (B20) (B21)

where \( m = p \times (N + 1) + q - 1 \).

**Appendix C  Data generation**

**C.1 Governing equations**

Viscous Burgers equation:
\[
\frac{\partial u}{\partial t} + u \cdot \nabla u = \mu \Delta u.
\] (C22)

Wave equation:
\[
\frac{\partial^2 p}{\partial t^2} - a_0^2 \Delta p = 0.
\] (C23)

Incompressible N-S equation:
\[
\begin{align*}
\frac{\partial u}{\partial t} + u \cdot \nabla u &= -\nabla p + \mu \Delta u, \\
\nabla \cdot u &= 0.
\end{align*}
\] (C24) (C25)

**C.2 Discretization and sampling**

We generate the data for training and validation by conventional numerical schemes, the schemes for different PDEs are listed in Table C1. The problem is defined in a square domain \([-1, 1] \times [-1, 1]\) with periodic boundary condition. Equidistant mesh with spacing \( \Delta x = 1/64 \) is used, i.e., the total number of nodes is \( 128^2 \). The time step is \( \Delta t = 10^{-3} \), and the data is recorded every 50 steps. For each PDE, the dataset of training contains the physical field within 1000s (20000 time steps). We generate data samples for training using bootstrap, i.e., each sample is extracted according to a random \( t \) as the initial input. Additionally, 10 different random initial conditions are used to validate the trained network.

For viscous Burgers equation and N-S equation, the input and output are the velocity function \( u \) (\( u \) has 2 channels for 2-D cases). For wave equation, the input is \( p \) and \( \frac{\partial p}{\partial t} \), the output is \( p \). After one time step, \( \frac{\partial p^{n+1}}{\partial t} \) is approximated by \( \frac{p^{n+1} - p^n}{\Delta t} \) to serve as the input of the next step.
Table C1 The numerical schemes adopted for data generation.

| PDE                    | Temporal scheme     | Spatial scheme     |
|------------------------|---------------------|-------------------|
| Viscous Burgers equation | Backward Euler      | Linear FEM        |
| Wave equation          | Implicit Newmark [38]| Linear FEM        |
| Navier-Stokes equation | Backward Euler      | $P_2P_1$ FEM [39] |

C.3 Randomization of samples

We use random numbers to generate the initial conditions. For transient PDEs which have no restrictions on the initial condition, the initial condition is generated by:

\[
F(x, y) = [\sin \pi x \sin 2\pi x \cos \pi x \cos 2\pi x] \Theta [\sin \pi y \sin 2\pi y \cos \pi y \cos 2\pi y]^T,
\]

(C26)

where $\Theta = \{\theta_{ij}\} \ (i, j = 1 \sim 4)$ is a random number matrix with $\theta_{ij} \sim N(0, 1)$. Here $F$ denotes the variables required for the neural network training, $F = p$ for the wave equation (another initial condition $\frac{\partial p}{\partial t}$ is set as zero), $F = u$ for the viscous Burgers equation.

For transient PDEs which require the initial field to satisfy certain conditions, e.g., the incompressible N-S equation requires the velocity divergence being zero, the initial condition is generated by the source term. We start with zero initial condition and add a random source term Eq. (C26) to the right-hand side of Eq. (C24), then calculate for 0.05s. The results obtained are used as the random initial conditions for data generation.

C.4 Data augmentation

We augment the samples by coordinate transformations, including rotation and flip. There are 7 different transformations at most: rotation by $90^\circ, 180^\circ, 270^\circ$ and flip along $x = 0, y = 0, y = x, y = -x$.

Appendix D Performance of LNO-Legendre for different transient PDEs

Figures D1,D2 show the performance of the trained LNOs on N-S equation with $\mu = 0.01$ and 0.001. Different values of $\mu$ represent different proportion of convection and diffusion in the flow. Generally, smaller $\mu$ leads to more sophisticated flow patterns. By comparing Figures 5,D1 and D2, it can be found that LNO-Legendre is trained successfully to learn the laws of flow with different $\mu$.

LNOs is also trained for 1-D/2-D viscous Burgers equation and wave equation. The visualization of the validation is given in Figures D3-D5, and the accuracy is listed in Table D2. It is worth mentioning that there is significant gradient in the velocity contour of Burgers equation in Figure D4, which poses a serious challenge to the stability of the neural operator in recurrent
Table D2 Comparison between LNOs proposed herein and the nonlocal neural operator (FNO) in solving Burgers and wave equations.

| PDE           | Model            | Parameters          | **Number of trainable weights | MSE error     |
|---------------|------------------|---------------------|------------------------------|---------------|
|               |                  |                     |                              | 0.5s  | 1s   | 2s   | 5s  |
| 1-D Burgers   | *FNO             | \( r_{rcp} = \infty \) | 42957                        | 0.0030 | 0.0020 | 0.0013 | 0.0006 |
| \((\mu = 0.01)\) | LNO-Chebyshev(ours) | \( N = 12, M = 6, \) | 15228                        | 0.0025 | 0.0013 | 0.0009 | 0.0007 |
|               | LNO-Legendre(ours) | \( k = 2, r_{rcp} = 25 \) |                             | 0.0029 | 0.0013 | 0.0008 | 0.0005 |
| 2-D Burgers   | *FNO             | \( r_{rcp} = \infty \) | 926326                       | 0.141  | 0.115  | 0.098  | 0.099  |
| \((\mu = 0.01)\) | LNO-Chebyshev(ours) | \( N = 12, M = 6, \) | 328656                       | 0.080  | 0.071  | 0.070  | 0.100  |
|               | LNO-Legendre(ours) | \( k = 2, r_{rcp} = 25 \) |                             | 0.062  | 0.056  | 0.054  | 0.055  |
| Wave          | *FNO             | \( r_{rcp} = \infty \) | 926326                       | 0.049  | 0.047  | 0.063  | 0.035  |
| \((a_0 = 1)\)  | LNO-Chebyshev(ours) | \( N = 12, M = 4, \) | 162128                       | 0.050  | 0.048  | 0.065  | 0.038  |
|               | LNO-Legendre(ours) | \( k = 2, r_{rcp} = 25 \) |                             | 0.047  | 0.045  | 0.061  | 0.042  |

* Reproduced, trained, and tested by us in our dataset.
** The complex weights of FNO are counted twice.
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\[ t = 0.2 \] (4 iterations)

\[ t = 0.5 \] (10 iterations)

\[ t = 1 \] (20 iterations)

\[ t = 2 \] (40 iterations)

**Fig. D1** The predicted results of LNO-Legendre and the reference solution in solving 2-D incompressible N-S equations (\( \mu = 0.01 \)).

\[ t = 0.2 \] (4 iterations)

\[ t = 0.5 \] (10 iterations)

\[ t = 1 \] (20 iterations)

\[ t = 2 \] (40 iterations)

**Fig. D2** The predicted results of LNO-Legendre and the reference solution in solving 2-D incompressible N-S equations (\( \mu = 0.001 \)).
time marching process. However, LNO succeeds to predict the velocity field with high accuracy maintained.

Appendix E  Immersed boundary method (IBM)

IBM is an algorithm to deal with complex geometries in the computational domain, which allows for non-uniform Cartesian grids even in problems with curved boundaries [36, 37]. Figure E6 shows a sketch map for the mesh used in Section 4.2.2 where IBM is used, the grid points around the obstacle do not fall on the solid wall boundary.

The basic idea of IBM is to transform the effect of the boundary into an external volume force on the adjacent grid points. The main procedures of IBM in a basic direct forcing formulation are given as follows. First, calculate an intermediate velocity $u^*$ on the Cartesian grid points (named Euler points) using N-S equation without the solid wall boundary. Then, interpolate $u^*$ to the points on the airfoil curve (also called Lagrange points):

$$U^*(X) = \sum_{i=1}^{NG} u^*(x_i) \delta_h (x_i - X),$$  \hspace{1cm} (E27)

where $U^*$ denotes the intermediate velocity on the Lagrange points; $NG$ is the total number of Euler points; $\delta_h$ is an approximated delta function, in this paper the 4-point piecewise function is applied. Next, calculate the volume
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Fig. D4  The predicted results of LNO-Legendre and the reference solution in solving 2-D viscous Burgers equations ($\mu = 0.01$).

Fig. D5  The predicted results of LNO-Legendre and the reference solution in solving 2-D wave equations ($a_0 = 1$).

force $F$ using the boundary condition and interpolate back to the mesh points:

$$F (X) = \frac{U_{BC}(X) - U^*(X)}{\Delta t},$$  \hspace{1cm} (E28)

$$f (x) = \sum_{j=1}^{N_{\text{Lagrange}}} F (X_j) \delta_h (x - X_j),$$  \hspace{1cm} (E29)
Fig. E6  Euler points and Lagrange points of the immersed boundary method.

where $N^\text{Lagrange}_G$ is the total number of the Lagrange points. In the end, calculate the modified velocity considering the boundary:

$$u^{n+1} = u^* + f \Delta t.$$  \hspace{1cm} (E30)