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Abstract—The pursuit algorithms integrated in multi-layer convolutional sparse coding (ML-CSC) can interpret the convolutional neural networks (CNNs). However, many current state-of-art (SOTA) pursuit algorithms require multiple iterations to optimize the solution of ML-CSC, which limits their applications to deeper CNNs due to high computational cost and large number of resources for getting very tiny gain of performance. In this study, we focus on the $\theta^{th}$ iteration in pursuit algorithm by introducing an effective initialization strategy for each layer, by which the solution for ML-CSC can be improved. Specifically, we first propose a novel width-depth synchronous extension-based basis pursuit (WSEBP) algorithm which solves the ML-CSC problem without the limitation of the number of iterations compared to the SOTA algorithms and maximizes the performance by an effective initialization in each layer. Then, we propose a simple and unified ML-CSC-based classification network (ML-CSC-Net) which consists of an ML-CSC-based feature encoder and a fully-connected layer to validate the performance of WSEBP on image classification task. The experimental results show that our proposed WSEBP outperforms SOTA algorithms in terms of accuracy and consumption resources. In addition, the WSEBP integrated in CNNs can improve the performance of deeper CNNs and make them interpretable. Finally, taking VGG as an example, we propose WSEBP-VGG13 to enhance the performance of VGG13, which achieves competitive results on four public datasets, i.e., 87.79% vs. 86.83% on Cifar-10 dataset, 58.01% vs. 54.60% on Cifar-100 dataset, 91.52% vs. 89.58% on COVID-19 dataset, and 99.88% vs. 99.78% on Crack dataset, respectively. The results show the effectiveness of the proposed WSEBP, the improved performance of ML-CSC with WSEBP, and interpretation of the CNNs or deeper CNNs.

Index Terms—Multi-layer convolutional sparse coding, Convolutional neural networks, Basis pursuit, VGG, Interpretability.

I. INTRODUCTION

Convolutional neural networks (CNNs) have been tremendously successful in the last decade. Compared to traditional machine learning methods [1]–[3] extracting features manually, CNNs automatically extract features from input images through continuous learning of the convolutional layers, which are often considered as “black boxes” [4], [5]. The powerful capabilities of feature extraction using CNNs have been extensively applied to many tasks, including image classification [6]–[9], image segmentation [10]–[15], object detection [16]–[23], and so on [24]–[26].

Convolutional sparse coding (CSC) [27], one of the most popular models in the field of signal and image processing, has been proved with high feasibility and effectiveness in a wide range of applications [28]–[31]. In the framework of CSC, the signal is represented as a sparse linear combination of the union of cyclic and banded dictionaries [32], [33], by which the dictionaries are encoded from a global perspective with invariant shift and low redundancy. Further, the multi-layer convolutional sparse coding (ML-CSC) [34] is proposed to gain significant attention for its interpretability in deep learning [33]–[37].

Many pursuit algorithms have been proposed to solve representation vectors in ML-CSC, and the simplest one is the layered thresholding algorithm (LTA) [38] which solves the representation vector by convolution operations and provides a new interpretation of CNNs from the point of view of sparse representation: the forward pass process of CNNs is equivalent to the solving process of the encoding of ML-CSC. Meanwhile, Panyan et al. [38] have proposed a layered basis pursuit (LBP), an improved version of LTA, which considers each layer as a problem of independent basis pursuit and further improves the accuracy by introducing a large number of iterations at each layer. However, the LBP does not consider the layer-to-layer relationship sufficiently. To solve this problem, Sulam et al. [39] have proposed the multi-layer iteration soft thresholding algorithm (ML-ISTA), and its fast version, multi-layer fast iteration soft thresholding algorithm (ML-FISTA).

Although the aforementioned pursuit algorithms, i.e., LBP, ML-ISTA, ML-FISTA, etc., can be used to solve the problem in ML-CSC and further to explain and improve CNNs, there are several limitations such as the insensitive accuracy, relatively slow convergence rate, lack of effectiveness for deeper network optimization [40]. Therefore, this paper...
proposes a novel width-depth synchronous extension-based basis pursuit (WSEBP) algorithm, which solves the limitations mentioned above by the efficient initialization of every layer in the ML-CSC model. The proposed WSEBP can effectively reduce the computational resources caused by the large number of iterations while improving the accuracy compared to previous pursuit algorithms. Our main contributions are as follows:

1) A novel WSEBP algorithm with an efficient initialization of each layer is proposed to solve the problem in ML-CSC.
2) A simple and unified ML-CSC-based classification network (ML-CSC-Net) is proposed to validate the WSEBP and SOTA algorithms for image classification.
3) A new WSEBP-VGG13 model is proposed to enhance the performance of deeper CNNs and to interpret VGG13 [8].

The remainder of this paper is summarized as follows. In Section II, we introduce ML-CSC and its pursuit algorithms. In Section III, we introduce the WSEBP algorithm and describe how it can be used to improve and interpret CNNs. In Section IV, we first demonstrate the performance of the WSEBP algorithm using four different datasets and further propose WSEBP combined with VGG network as an example to improve the performance of VGG13. The paper is concluded in Section V.

II. RELATED WORKS

In this section, we will introduce the theory and pursuit algorithms of ML-CSC.

A. From Sparse Coding to Multi-Layer Convolutional Sparse Coding

The sparse coding (SC) assumes that a signal $X \in \mathbb{R}^N$ can be represented by a linear combination of some columns with respect to the dictionary $D \in \mathbb{R}^{N \times H}$, $H \gg N$. The procedure for finding $\Gamma \in \mathbb{R}^H$ is shown as:

$$\min_{\Gamma} \left\| \Gamma \right\|_0 \quad \text{ s.t. } X = D\Gamma,$$

where $\Gamma$ is a vector of the coefficient called the representation vector, and the 0-norm is the sparsity constraint of $\Gamma$. As images are regarded as high-dimensional signals, SC first decomposes the signal into many small overlapping image chunks and then performs a sparse representation on each chunk. However, this process is slow and often results in the loss of some important properties, e.g., translation invariance in the image.

In convolutional sparse coding (CSC), the signal is represented as a convolutional sum of a set of dictionary filters and the corresponding sparse coefficients. For signal $X \in \mathbb{R}^N$, the model of CSC can be formulated as:

$$X = \sum_{j=1}^{L} d_j * \gamma_j,$$

where $*$ is the convolution operator, $\{d_j \in \mathbb{R}^H\}_{j=1,2,...,J}$ are the filters and $\{\gamma_j \in \mathbb{R}^N\}_{j=1,2,...,J}$ are the sparse coefficient vectors. Further, a convolution operation in Eq. (2) can be
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**Algorithm 1** The proposed WSEBP for solving ML-CSC

**Input:**

- $X$ - Original signal.
- $\{D_i\}_{i=1}^L$ - A set of convolutional dictionaries.
- $\text{ReLU}$ - Rectified Linear Unit.
- $\{x_i\}_{i=1}^L, \{\beta_i\}_{i=1}^L$ - Learnable parameters.

**Output:**

A set of representations $\{\Gamma_i\}_{i=1}^L$.

**Process:**

1: $\Gamma_0 = X$
2: for $i = 1; L$ do:
3: $\Gamma_i \leftarrow \text{ReLU} \left( \frac{1}{\beta_i} D_i^T \Gamma_{i-1} + X - \frac{1}{\beta_i} D_i^T D_i X + \xi \right)$
4: end for
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**Algorithm 2** An efficient initialization scheme

**Input:**

- $X$ - Original signal.
- $\{D_i\}_{i=1}^L$ - A set of convolutional dictionaries.
- $\text{ReLU}$ - Rectified Linear Unit.
- $\{x_i\}_{i=1}^L, \{\beta_i\}_{i=1}^L$ - Learnable parameters.

**Output:**

A set of representations $\{\Gamma_i\}_{i=1}^L$.

**Process:**

1: $\Gamma_0 = X$
2: for $i = 1; L$ do:
3: $\Gamma_i \leftarrow \text{ReLU} \left( \frac{1}{\beta_i} D_i^T \Gamma_{i-1} + X - \frac{1}{\beta_i} D_i^T D_i X + \xi \right)$
4: end for
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**Algorithm 3** An efficient initialization scheme for multi-layer convolutional sparse coding

**Input:**

- $X$ - Original signal.
- $\{D_i\}_{i=1}^L$ - A set of convolutional dictionaries.
- $\text{ReLU}$ - Rectified Linear Unit.
- $\{x_i\}_{i=1}^L, \{\beta_i\}_{i=1}^L$ - Learnable parameters.

**Output:**

A set of representations $\{\Gamma_i\}_{i=1}^L$.

**Process:**

1: $\Gamma_0 = X$
2: for $i = 1; L$ do:
3: $\Gamma_i \leftarrow \text{ReLU} \left( \frac{1}{\beta_i} D_i^T \Gamma_{i-1} + X - \frac{1}{\beta_i} D_i^T D_i X + \xi \right)$
4: end for
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**Algorithm 4** An efficient initialization scheme for multi-layer convolutional sparse coding

**Input:**

- $X$ - Original signal.
- $\{D_i\}_{i=1}^L$ - A set of convolutional dictionaries.
- $\text{ReLU}$ - Rectified Linear Unit.
- $\{x_i\}_{i=1}^L, \{\beta_i\}_{i=1}^L$ - Learnable parameters.

**Output:**

A set of representations $\{\Gamma_i\}_{i=1}^L$.

**Process:**

1: $\Gamma_0 = X$
2: for $i = 1; L$ do:
3: $\Gamma_i \leftarrow \text{ReLU} \left( \frac{1}{\beta_i} D_i^T \Gamma_{i-1} + X - \frac{1}{\beta_i} D_i^T D_i X + \xi \right)$
4: end for
\[ \Gamma_i = \text{ReLU}(D_i^T X + b_i) \]
\[ \Gamma_2 = \text{ReLU}(D_i^T \Gamma_1 + b_2) \]
\[ \vdots \]
\[ \Gamma_L = \text{ReLU}(D_i^T \Gamma_{L-1} + b_L) \]  
\[ \text{(8)} \]

2) Layered Basis Pursuit Algorithm

Eq. (6) also can be solved by the layered basis (LBP) algorithm [38] which uses the iterative soft thresholding algorithm (ISTA) [44] for each layer, and the solution is shown in Eq.:

\[
\left\{ \begin{array}{l}
\Gamma_i = \Gamma_i^{t+1} = S_{\lambda_i} \left( \Gamma_i^t - \frac{1}{\beta_i} D_i^T (D_i \Gamma_i^t - \Gamma_{i-1}) \right) \\
\end{array} \right. \quad (9)
\]

where \( k \) is the number of iterations, \( \Gamma_0 = X \), \( \{\Gamma_i^0\}_{i=1}^L = 0 \), \( \beta_i \geq \max\{\text{eigenvalue}(D_i^T D_i)\} \), and \( \xi_i = \frac{\lambda_i}{\beta_i} \).

3) Multi-layer Iteration Soft Thresholding Algorithm

Sulam et al. [39] pointed out that the LBP algorithm only performs the ISTA for each layer separately, without considering the connection between each layer. To address this problem, they proposed the multi-layer iteration soft thresholding algorithm (ML-ISTA) to perform a global pursuit of whole layers and achieve better results. The solution via ML-ISTA is described in Eq. (10).

\[
\left\{ \begin{array}{l}
\tilde{\Gamma}_i = D_i(\cdot, L)^T \\
\Gamma_i = \Gamma_i^{t+1} = S_{\xi_i} \left( \tilde{\Gamma}_i - \frac{1}{\beta_i} D_i^T (D_i \tilde{\Gamma}_i - \Gamma_{i-1}) \right) \\
\end{array} \right. \quad (10)
\]

III. Method

In this section, we first elaborate on the details of the proposed WSEBP; then, we propose the framework of WSEBP-VGG13, which shows a significant improvement compared to the deeper CNNs. The codes of our methods are available at: https://github.com/NZWANG/WSEBP.
A. The Proposed WSEBP

In Section II, we have progressively introduced several pursuit algorithms for solving ML-CSC. The solutions using these algorithms are equivalent to each other if the number of iterations is zero. In comparison to LTA, LBP iteratively and continuously optimizes the \( \{ \Gamma_i \}_{i=1}^{L} \) with dictionaries \( \{ \mathbf{D}_i \}_{i=1}^{L} \). In contrast to LBP, ML-ISTA uses a nested structure of multi-layer dictionaries and takes into account the links between each layer, such that the estimation accuracy of \( \{ \Gamma_i \}_{i=1}^{L} \) is improved. Due to the difficulty for determining the most appropriate number of iterations in the pursuit algorithms, it is common practice to set a larger number of iterations to achieve more accurate results. However, a larger number of iterations will result in higher computational resource costs. In that case, the optimization algorithms set \( \{ \Gamma_i \}_{i=1}^{L} = 0 \) in the 0th iteration for initialization whether using LBP or ML-ISTA. Inspired by the residual structure in ResNet [6], we set \( \{ \mathbf{r}_i \}_{i=1}^{L} = 0 \) to accelerate the converges. Eq. \( \text{in the 0th iteration} \) can be written as:

\[
\left\{ \Gamma_i = \text{ReLU} \left( \frac{1}{\beta_i} \mathbf{D}_i^T \mathbf{D}_i X - \frac{1}{\beta_i} \mathbf{D}_i^T (\mathbf{D}_i X - \mathbf{y}_i) \right) \right\}_{i=1}^{L},
\]

which can be simplified by

\[
\left\{ \Gamma_i = \text{ReLU} \left( \frac{1}{\beta_i} \mathbf{D}_i^T \mathbf{D}_i X - \frac{1}{\beta_i} \mathbf{D}_i^T (\mathbf{D}_i X - \mathbf{y}_i) \right) \right\}_{i=1}^{L}.
\]

Based on Eq. (12), we propose a novel width-depth synchronous extension-based pursuit (WSEBP) algorithm, as presented in Algorithm 1. The core strategy in the WSEBP is taking advantage of \( \{ \mathbf{r}_i \}_{i=1}^{L} = 0 \), which has superiority in speed up iterative convergence of optimization by considering the relationships between each layer. Taking a four-layer ML-CSC as an example, the architecture of WSEBP is shown in Fig. 1, which uses forward propagation to update the representation vectors \( \{ \mathbf{r}_i \}_{i=1}^{L} \) and backward propagation to update the dictionaries \( \{ \mathbf{D}_i \}_{i=1}^{L} \), respectively.

B. The ML-CSC-based Classification Network (ML-CSC-Net)

The ML-CSC can be treated as a feature extraction encoder, where the accuracy depends on the performance of pursuit algorithm used in the solver. The ML-CSC-based classification network (ML-CSC-Net) consists of a feature encoder of ML-CSC and a fully connected layer for classification (see in Fig. 2). This classification network can be used to evaluate the performance of pursuit algorithms, i.e., LTA, LBP, ML-ISTA, and WSEBP.

C. Performance Improvement of VGG

VGG is a series of models such as VGG11, VGG13, VGG16, and VGG19 [8]. It opens an era of small convolutional kernels in the large-scale visual recognition. VGG also has been used as a backbone network for a range of image tasks such as classification, localization, detection, and segmentation. In this study, taking the popularly used VGG13 as an example, we use the proposed WSEBP to enhance VGG13. The network structure of VGG13 is shown in Fig. 3a, which performs two-layer convolution operation followed by a

\[
\left\{ \Gamma_i = \text{ReLU} \left( \frac{1}{\beta_i} \mathbf{D}_i^T \mathbf{D}_i X - \frac{1}{\beta_i} \mathbf{D}_i^T (\mathbf{D}_i X - \mathbf{y}_i) \right) \right\}_{i=1}^{L},
\]

\[
\left\{ \Gamma_i = \text{ReLU} \left( \frac{1}{\beta_i} \mathbf{D}_i^T \mathbf{D}_i X - \frac{1}{\beta_i} \mathbf{D}_i^T (\mathbf{D}_i X - \mathbf{y}_i) \right) \right\}_{i=1}^{L}.
\]
max pooling operation. Based on this architecture, we construct a two-layer WSEBP, named TL-WSEBP block as shown in Fig. 4, to replace the two-layer convolution operation in VGG13, by which the WSEBP-VGG13 is obtained (see Fig. 3b). It is worth noting that the proposed WSEBP can be applied to any network involving convolutional operation.

IV. EXPERIMENT AND ANALYSIS

We first evaluate the performance of the WSEBP algorithm on four different datasets using the ML-CSC-based classification network, and then validate the performance of WSEBP-VGG13. The experiments are conducted on the Ubuntu operating system with one Nvidia GeForce GTX 1080Ti GPU, and the deep learning framework is implemented on the platform PyTorch [45].

A. Datasets

The COVID-19 dataset is a public dataset with four types of chest X-ray (CXR) images: COVID-19 positive cases, normal, Lung Opacity and viral pneumonia. The Cifar-10 and Cifar-100 datasets are labeled as the subsets of the dataset with 80 million tiny images. These datasets are collected by Alex et.al [46] and commonly used to verify the performance of image classification models in the computer vision society. The Crack dataset [47] contains both negative and positive concrete crack images, and is generated from 458 high resolution METU campus building crack.

In previous related articles [37], [39], the datasets were divided into training and testing datasets, and the result on the testing set was directly used to evaluate the performance of the algorithm. In our experiment, we select a random part from the training set as a validation set which is used to select the best model, and then test the performance of competing models on the testing set. The details of the involved datasets are shown in Table I.

B. Evaluating the Performance of WSEBP

1) Competing algorithms

We compare our WSEBP with other popular pursuit algorithms, i.e., LTA, LBP, and ML-ISTA, under the ML-CSC-based classification network (ML-CSC-Net). The number of iterations of LBP and ML-ISTA are set to 2. The results of classification are used to judge the performance of the aforementioned pursuit algorithms.

2) Experimental results

We evaluate the performance of WSEBP and compared to other state-of-the-art pursuit algorithms on the validation and testing datasets of four datasets. The specific experimental details of pursuit algorithms are presented in Appendix A. The comparison of the performance of our proposed method and other pursuit algorithms on the validation datasets are shown in Fig. 5, and the experimental results on the testing dataset are recorded in Table II.

From Fig. 5, we can see that the training performance on the validation datasets regarding to the accuracy using WSEBP outperforms all the other pursuit algorithms. According to Table II, our WSEBP achieves the best classification results on the testing datasets of Cifar-10 (i.e., 77.77%), Cifar-100 (i.e., 48.78%), COVID-19 (i.e., 90.53%), and Crack (i.e., 99.69%), respectively. Further, regarding the size of parameters, all the competing algorithms have the identical scale on the same dataset. Moreover, in terms of memory usage, our WSEBP consumes less GPU memory than other pursuit algorithms except the LTA. Overall, our proposed WSEBP achieves the highest accuracy while consumes less resource compared to the other pursuit algorithms.

C. Evaluating the Performance of WSEBP- VGG13

In this section, we evaluate the WSEBP-VGG13 on four datasets. The classification results in testing dataset are shown in Table III and the details of experimental implementation of WSEBP-VGG13 are presented in Appendix B. From Table III, we can see that the proposed WSEBP-VGG13 outperforms the original VGG13 on all datasets. The proposed WSEBP can improve the performance of the model regarding to the convolutional operations. More importantly, it is a general

| Dataset  | Algorithm | Layer | Parameter (M) | Accuracy (test)% | Memory Usage (M) |
|----------|-----------|-------|---------------|-----------------|-----------------|
| Cifar-10 | LTA       | 4     | 0.178         | 75.50           | 716             |
|          | LBP       | 4     | 0.178         | 77.05           | 808             |
|          | ML-ISTA   | 4     | 0.178         | 76.77           | 810             |
|          | WSEBP     | 4     | 0.178         | 77.77           | 770             |
| Cifar-100| LTA       | 3     | 0.144         | 47.56           | 714             |
|          | LBP       | 3     | 0.144         | 47.89           | 802             |
|          | ML-ISTA   | 3     | 0.144         | 48.03           | 804             |
|          | WSEBP     | 3     | 0.144         | 48.78           | 766             |
| COVID-19 | LTA       | 4     | 0.706         | 88.68           | 938             |
|          | LBP       | 4     | 0.706         | 89.44           | 1,662           |
|          | ML-ISTA   | 4     | 0.706         | 88.92           | 1,712           |
|          | WSEBP     | 4     | 0.706         | 90.53           | 1,356           |
| Crack    | LTA       | 3     | 0.014         | 99.22           | 812             |
|          | LBP       | 3     | 0.014         | 99.41           | 1,126           |
|          | ML-ISTA   | 3     | 0.014         | 99.55           | 1,188           |
|          | WSEBP     | 3     | 0.014         | 99.69           | 956             |

1 https://www.kaggle.com/tawsifurrahman/covid19-radiography-database
method and can be directly applied to interpret the CNNs model or its variants.

V. CONCLUSION

In this paper, we propose a novel WSEBP algorithm to solve ML-CSC, which learns the representation vector with an effective initialization of each layer instead of setting large number of iterations. Further, we propose a simple and unified ML-CSC-Net to validate the performance of WSEBP on image classification task. Meanwhile, we have showed theoretical superiority of WSEBP integrated in ML-CSC-Net. The extensive experiments demonstrate that our WSEBP provides a more accurate solution than other state-of-the-art pursuit algorithms, including LTA, LBP, and ML-CSC, while requiring less memory consumption. In addition, taking VGG13 as an example, we propose WSEBP-VGG13 by replacing convolution operation with WSEBP, by which CNNs are improved and interpreted. The experimental results show that WSEBP-VGG13 outperforms VGG13. Overall, our proposed WSEBP algorithm provides a new perspective for the optimization of ML-CSC and an alternative interpretation of CNNs.

APPENDIX

A. Experimental Details of Pursuit Algorithms

On the Cifar-10 dataset, we construct the ML-CSC-Net with four convolutional layers of size $4 \times 4$, with 16, 32, 64, and 128 convolution kernels, followed by a fully connected layer. The input image size is $32 \times 32$; the initial learning rate is 0.005; the momentum is 0.9; the batch size is 128; and a total of 200 epochs are trained, with the learning rate multiplied by 0.2 at 100 and 150 epochs.

On the Cifar-100 dataset, we construct the ML-CSC-Net with three convolution layers of size $4 \times 4$, with 16, 32 and 64 convolution kernels, followed by a fully connected layer. The input image size is $32 \times 32$; the initial learning rate is 0.005; the momentum is 0.9; the batch size is 128; a total of 200 epochs are trained, with the learning rate multiplied by 0.5 at 100 and 150 epochs.

On the COVID-19 dataset, we construct ML-CSC-Net with four convolution layers of size $4 \times 4$, with the number of convolution kernels being 32, 64, 128 and 256, followed by a fully connected layer. The input size is $64 \times 64$, the initial

Fig. 5. Performance of competing algorithms on the validation datasets from Cifar-10, Cifar-100, COVID-19, and Crack.
learning rate is 0.1, the momentum is 0.9, the batch size is 128, a total of 200 epochs are trained, and the learning rate is multiplied by 0.1 at 100 and 150 epochs.

On the Crack dataset, we construct ML-CSC-Net with three convolution layers of size 4×4, with 8, 16 and 32 convolution kernels in order, followed by a fully connected layer. The input size is 64 × 64, the initial learning rate is 0.01, the momentum is 0.9, and the batch size is 256. 100 epochs are trained, and the learning rate is multiplied by 0.5 at 40 and 70 epochs.

B. Experimental Details of WSEBP-VGG13

On the Cifar-10 dataset, the input size of WSEBP-VGG13 is 32×32, the initial learning rate is 0.01, the momentum is 0.9, the batch size is 128, and a total of 200 epochs are trained, with the learning rate multiplied by 0.1 at 100 and 150 epochs.

On the Cifar-100 dataset, the input size of WSEBP-VGG13 is 32 × 32, the initial learning rate is 0.005, the momentum is 0.9, the batch size is 128, and a total of 200 epochs are trained, with the learning rate multiplied by 0.5 at 100 and 150 epochs.

On the COVID-19 dataset, the input size of WSEBP-VGG13 is 64 × 64, the initial learning rate is 0.001, the momentum is 0.9, the batch size is 128, a total of 150 epochs are trained, and the learning rate is multiplied by 0.5 at 100 epochs.

On the crack dataset, the input size of WSEBP-VGG13 is 64×64, the initial learning rate is 0.001, the momentum is 0.9, and the batch size is 128, a total of 100 epochs are trained, and the learning rate is multiplied by 0.5 at 40 and 70 epochs.
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