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Abstract

General Stochastic Hybrid Systems (GSHS) have been formulated to represent various types of uncertainties in hybrid dynamical systems. In this paper, we propose computational techniques for Bayesian estimation of GSHS. In particular, the Fokker-Planck equation that describes the evolution of uncertainty distributions along GSHS is solved by spectral techniques, where an arbitrary form of probability density of the hybrid state is represented by a mixture of Fourier series. The method is based on splitting the Fokker-Planck equation represented by an integro-partial differential equation into the partial differentiation part for continuous diffusion and the integral part for discrete transition, and integrating the solution of each part. The propagated density function is used with a likelihood function in the Bayes’ formula to estimate the hybrid state for given sensor measurements. The unique feature of the proposed technique is that the probability density describing complete stochastic properties of the hybrid state is constructed without relying on the common Gaussian assumption, in contrast to other methods that compute certain expected values such as mean or variance. We apply the proposed method to the estimation of two examples: the bouncing ball model and the Dubins vehicle model. We show that the proposed technique yields propagated densities consistent with Monte Carlo simulations, more accurate estimates over the Gaussian based approach and some computational benefits over a particle filter.
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1 Introduction

General Stochastic Hybrid System (GSHS) is a stochastic dynamical systems that incorporates both continuous and discrete dynamics [10]. A GSHS describes the time evolution of a hybrid state, consisting of a discrete state which takes values in a set of countably many discrete modes; and a continuous state which takes values in Euclidean space, or more generally a smooth manifold. The dynamics of the continuous state is governed by a set of stochastic differential equations (SDEs) associated with the discrete modes; and the discrete jump is usually triggered by the continuous state entering a guard set, or by a Poisson rate function dependent on the hybrid state. During the discrete jump, the hybrid state is reset according to a stochastic kernel function.

GSHS is one of the most general formalism to inject uncertainties into a hybrid system. For example, piece-wise deterministic Markov process [12] requires the evolution of continuous state to be deterministic (i.e., governed by ordinary differential equations), and therefore it can be considered as a special case of GSHS. Switching diffusion process [17] assumes that the discrete jump does not reset the continuous state, so its kernel function can be represented as a delta function over the continuous space, thus it is another special case of GSHS. The common Markov jump linear system [11] further requires the triggering of the discrete jump does not depend on the continuous state, and the continuous dynamics is linear; the piecewise affine model is similar, but requires the discrete transitions can be only triggered by polyhedral guard sets. With its great versatility, GSHS has been widely used to model complicated dynamical systems with uncertainties, such as air traffic management [7,32,34], chemical process [19], neuron activities [28], or communicating networks [18].

In this paper, we study the uncertainty propagation and Bayesian estimation problem for GSHS, i.e., for a given initial probability density function (PDF) of a hybrid state, we wish to compute its PDF at any time in the future and possibly conditioned by noisy measurements. Previous studies on the state estimation of stochastic
hybrid systems mostly focused on some special cases of GSHS. The model received most attention is the switching diffusion process, and the typical method to estimate its hybrid state is the multiple model approach, which uses a bank of Kalman filters to keep track of the state trajectories. Various methods have been proposed to deal with the exponentially increasing number of trajectories. The interacting multiple model (IMM) technique merges trajectories under the same mode by matching a Gaussian distribution to Gaussian mixtures [8]. Alternatively, only the several most probable trajectories are tracked in [20]. The moving horizon method [14] optimizes a Kalman type loss function, which is essentially picking out the most probable trajectory. The method in [42] averages the dynamics of different modes, leading to a single filter solution. The Kalman filter in the multiple model method can be replaced by extended or unscented Kalman filters to deal with the non-linearity in the continuous dynamics [31]. However, these methods do not incorporate the reset of continuous state during a discrete jump. In addition, system identification algorithms have also been proposed for the piecewise affine model to estimate unknown parameters [3,5,15,22,30,27]. These should be distinguished from the proposed estimation scheme designed for the unknown state of a hybrid system.

Estimation of GSHS with a continuous state reset has been considered in [6], where a set theoretic method was applied to a different formalism of stochastic hybrid system. Thus, it is not readily applicable to GSHS. In [24], the authors studied the continuous filtering problem for GSHS by solving the Zakai equation. This is achieved by a two-step process: a GSHS is first approximated by a discrete-time Markov chain, and then the discretized Zakai equation is solved using a finite difference method. Finally, we should mention that the Sampling-Importance-Resampling (SIR) based particle filter is applicable to the most general GSHS [23,9,39]. Nonetheless, although the particles in a particle filter also encode the information of PDF, it is usually computational intensive to recover the PDF from particles, especially when the number of them is large.

Here, we propose a spectral technique for uncertainty propagation and Bayesian estimation of GSHS, which can be regarded as an alternative to the finite difference method adopted in [24]. The objective is to construct the probability density function of hybrid state directly, which contains much more stochastic information of the hybrid state than mere the estimates. According to the framework of Bayesian estimation, it is composed of uncertainty propagation between measurements, and correction when a measurement becomes available.

The uncertainty propagation part is addressed by solving the Fokker-Planck (FP) equation constructed for GSHS [4,18], which is an integro-partial differential equation (IPDE) describing the evolution of the PDF. It is solved by a splitting method: the IPDE is split into the partial differentiation part for continuous diffusion, and the integration part for stochastic discrete transition. The former is solved by a spectral technique where the PDF is represented by Fourier series, so that its evolution is described by a linear ordinary differential equation (ODE) system of the Fourier coefficients. The latter part of IPDE is tackled by using a quadrature rule to approximate the integration term, so that the evolution of PDF is described by another linear ODE system. The PDF and its Fourier coefficients are converted back and forth to combine the two parts of solutions. This part of work has been presented in [41].

Next, for the correction part, the posterior PDF is obtained according to Bayes’ theorem for given sensor measurements. In short, we show that the Fokker-Planck equation for uncertainty propagation and estimation can be transformed into a set of ODEs via the spectral technique. The superiority of the proposed method is an arbitrary form of the estimated PDF is constructed directly, without limiting to a certain canonical form such as a Gaussian distribution, or the need to count particles in a grid. As such, this should be distinguished from other estimation techniques where only selected stochastic properties, such as mean and variance, are computed.

To verify the validity and versatility of the proposed uncertainty propagation and estimation method, we apply it to two examples: the bouncing ball model and the Dubins vehicle model. Despite its simplicity (only one discrete mode), the bouncing ball model is a typical GSHS that cannot be modeled as a switching diffusion process, because it resets the velocity of the ball during its collision with the ground. The Dubins vehicle model is a more complex one, with three discrete modes and three dimensional continuous space, and is used to represent a scenario in air traffic control where the state of an airplane avoiding collisions with obstacles is estimated. We first verify the propagated uncertainty without measurements using the proposed method is consistent with Monte Carlo simulations. Then with noisy measurements, we compare the proposed technique with a particle filter in both examples, and with an IMM in the Dubins vehicle model. Results indicate the proposed method is superior both in estimation accuracy and computation efficiency than the IMM method, and has similar accuracy but faster computation speed compared to the particular particle filter implemented. The MATLAB implementation can be found in [40].

The remainder of this paper is organized as follows. In Section 2, GSHS and its FP equation are introduced, and the Bayesian estimation problem is formulated. In Section 3, the numerical method is developed to solve the FP equation, and the resulting PDF is used in Bayes’ formula to estimate the hybrid state. This method is applied to the bouncing ball model and Dubins vehicle model in Section 4 and 5, followed by discussions and
conclusions in Section 7 and 8.

2 Problem Formulation

In this section, we introduce the definition of GSHS and the corresponding Fokker-Planck equation that describes the evolution of its PDF. Later, we formulate the Bayesian estimation problem considered in this paper.

2.1 General Stochastic Hybrid System (GSHS)

The GSHS is defined as a collection \( H = \{ X, a, b, \text{Init}, \lambda, K \} \) described as follows:

- \( X = (\mathbb{R}^{N_r}, S) \) is the hybrid state space, where \( \mathbb{R}^{N_r} \) is \( N_r \)-dimensional Euclidean space, and \( S \) is the set of \( N_s \) discrete modes. The hybrid state is denoted by \( x = (r, s) \in X \), where \( r \in \mathbb{R}^{N_r} \) is the continuous state, and \( s \in S \) is the discrete mode.
- \( \text{Init} : \mathcal{B}(X) \to [0, 1] \) is the initial distribution of the hybrid state, where \( \mathcal{B}(X) \) is all Borel sets in \( X \).
- The continuous state evolves according to the following stochastic differential equation:

\[
dr = a(t, r, s)dt + b(t, r, s)dW_t, \quad (1)
\]

where \( a : (\mathbb{R}^+, X) \to \mathbb{R}^{N_r} \) is the drift vector, \( b : (\mathbb{R}^+, X) \to \mathbb{R}^{N_r \times N_w} \) is the coefficient matrix of diffusion, and \( W_t \) is a standard \( N_w \)-dimensional Wiener process.
- The discrete transition is triggered by a Poisson rate function, \( \lambda : X \to \mathbb{R}^+ \), i.e. the probability that a transition happens in a time interval \( \Delta t \) is \( \lambda(r, s)\Delta t + o(\Delta t) \).
- During each discrete transition, the hybrid state is reset according to the stochastic kernel \( K : X \times \mathcal{B}(X) \to [0, 1] \). Specifically, \( K(x^-, X^+) \) gives the probability that the hybrid state is reset into \( X^+ \subseteq X \) from \( x^- \).

A notable restriction of the GSHS considered here compared to [10] is that we do not consider the "forced" discrete jump which is triggered by the continuous state entering a guard set. However, the forced jump can be approximated by a "spontaneous" jump triggered by a rate function as in [1,18]. Specifically, if the rate function is zero outside the guard set, and it is set to be large inside the guard set, then the jump triggered by the rate function closely mimics the jump triggered by the guard set. Later, we demonstrate this approximation in the bouncing ball example, where the discrete jump happens when the ball touches the ground with a negative velocity.

Let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be the underlying probability space, where \( \Omega \) is the sample space, \( \mathcal{F} \) is a \( \sigma \)-algebra over \( \Omega \), and \( \mathbb{P} \) denotes the probability measure. We further assume the distribution of the hybrid state has a PDF \( p(t, r, s) \) such that for all measurable \( A \subseteq X, \mathbb{P}\{ (r, s) \in A \} = \int_{\{ r \}} p(t, r, s)dr. \)

Also, the kernel function can be represented as a set of density functions: \( \kappa(x^-, x^+) \), such that \( K(x^-, X^+) = \int_{x^+} \kappa(x^-, x^+)dx^+ \).

For a given \( \omega \in \Omega \), let \( \{ u_k(\omega) \} \) be a sequence of independent, uniform random variables on \([0, 1]\). An execution (a right-continuous sample path) of a GSHS can be generated as follows:

1. Initialize \( r(\omega, t_0) = r_0, s(\omega, t_0) = s_0 \) according to the initial distribution.
2. Let \( t_1(\omega) = \sup \left\{ t : e^{-\int_{t_0}^t \lambda(r(\omega, t'), s(\omega, t'))dt'} > u_1(\omega) \right\} \) be the first jump time.
3. During \( t \in [t_0, t_1(\omega)) \), \( s(\omega, t) = s_0 \) and \( r(\omega, t) \) is a sample path of SDE (1) with \( s = s_0 \).
4. At time \( t_1 \), the state is reset to \( r(\omega, t_1^+) \) and \( s(\omega, t_1^+) \) as a sample from the kernel \( \kappa(r(\omega, t_1^+), s_0, r^+, s^+) \).
5. If \( t_1 < \infty \), repeat from 2) with \( t_0, s_0, t_1, u_1 \) replaced by \( t_k(\omega), s(\omega, t_k^+), t_{k+1}(\omega), u_{k+1} \) for \( k = 1, 2, \ldots \).

2.2 Uncertainty Propagation and Estimation

For a given GSHS and its initial PDF \( p(0, r, s) \), we wish to determine the PDF of the hybrid state at any time in the future, conditioned by the measurements available. The resulting PDF can be used to compute any stochastic property of the estimated hybrid state. According to the Bayesian estimation formulation, it is composed of the uncertainty propagation and the correction.

First, the propagation of the PDF can be calculated by solving the following Fokker-Planck equation generalized for GSHS [18],

\[
\frac{\partial p(t, r, s)}{\partial t} = -\sum_{i=1}^{N_r} \frac{\partial}{\partial r_i} (a_i(t, r, s)p(t, r, s))
+ \sum_{i,j=1}^{N_r} \frac{\partial^2}{\partial r_i \partial r_j} (D_{ij}(t, r, s)p(t, r, s))
+ \sum_{s' \in S} \int_{\mathbb{R}^{N_r}} \kappa(r', s', r, s) \lambda(r', s')p(t, r', s')dr'
- \lambda(r, s)p(t, r, s), \quad (2)
\]

where \( r_i, a_i \) are the \( i \)-th component of \( r \) and \( a \) respectively, \( D = \frac{1}{2} bb^T \), and \( D_{ij} \) is the \( i, j \)-th component of \( D \). Note that (2) represents a set of \( N_r \) IPDEs as \( s \) varies in \( S \). For a specific \( s \), (2) can be decomposed into the contribution due to the continuous SDE and the discrete jump, corresponding to the first two terms, and the last two terms on the right-hand side (RHS) of (2), respectively.
To clearly distinguish these two parts, it is rewritten as:

$$\frac{\partial p(t, r, s)}{\partial t} = Lc^*p(t, r, s) + Ld^*p(t, r, s),$$  \hspace{1cm} (3)

where $Lc^*$ and $Ld^*$ denote the adjoint of the infinitesimal generators of the continuous SDE and the discrete jump respectively. Because of the presence of both partial differentiation and integration in (2), solving it is fundamentally challenging. In the next section, we present a numerical method to tackle this problem based on the splitting and spectral methods.

Second, for the correction part, we assume the hybrid state is observed by a measurement function

$$z_k = h_k(r_k, s_k, v_k),$$ \hspace{1cm} (4)

at a sequence of time $\{t_k\}$, where $v_k \in V$ is a sequence of independent measurement noises in arbitrary noise space with density function $p_{v,k}(v)$. There is no general way to calculate the likelihood function from $h$ and $p_v$, but when the noise is additive, i.e., $z_k = h_k(r_k, s_k) + v_k$, the likelihood function has a simple form as $p_{v,k}(z_k \mid h_k(r_k, s_k))$. Here, we assume the likelihood function is given as $p_k(z_k \mid x_k)$, the goal of this paper is to find the posterior PDF $p(x_k \mid z_1:k)$. The posterior PDF can be easily distilled into any estimation results, such as the mean, variance, mode of the continuous state, and the most probable discrete state, etc.

3 Spectral Bayesian Estimation

The proposed method solves the FP equation (3) by splitting it into two equations, solving them independently and combining them through the splitting method [16]:

$$\frac{\partial p^c(t, r, s)}{\partial t} = Lc^*p^c(t, r, s) \hspace{1cm} (5a)$$

$$\frac{\partial p^d(t, r, s)}{\partial t} = Ld^*p^d(t, r, s) \hspace{1cm} (5b)$$

The first equation (5a) caused by continuous diffusion is a PDE, and we solve it using the spectral method; the second equation (5b) caused by discrete jump is an integral equation, and we approximate it with an ODE system using a quadrature rule. The resulting uncertainty propagation technique is used with a correction step to conduct Bayesian estimation of the GSHS.

3.1 Spectral Method for Continuous Evolution

It is well known that the Fourier series $\{e^{2\pi inx/L}\}_{n=-\infty}^{\infty}$ form an orthonormal basis of $L^2([-(L^2), (L^2)])$, i.e. the space of square integrable functions on $[-\frac{L^2}{2}, \frac{L^2}{2}]$, for any $L > 0$ [36]. In addition, the PDF of a real valued random variable $p \in L^1(R)$ is the limit of a series of compact supported functions $\{p_n\}$. Let $p_n$ be a “close enough” approximation of $p$ in $L^1$ sense. Then, $p_n$ can be regarded as a function in $L^2([-(\frac{L^2}{2}), \frac{L^2}{2}])$ for some $L$, as it has a compact support and is integrable. As a result, $p_n$ can be further represented by its Fourier series. The above argument can be extended to the PDF of a GSHS, as $p(t, r, s) \in L^1(R^N)$ for any $s \in S$ and $t \in \mathbb{R}^+$. Therefore, in this section we assume $p(t, r, s)$ can be approximated to an arbitrary precision with its truncated Fourier series on $r$, for any time $t$ and discrete state $s$.

The benefit of using Fourier series is that the PDF is not restricted to a specific form, such as the Gaussian distribution that is commonly used in assumed density filters. Furthermore, the concept of Fourier series can be extended to a compact Lie group, such as the rotational group SO(3), by Peter-Weyl Theorem [29] which states that the matrix components of the irreducible unitary representations form a complete orthonormal basis for the space of square integrable functions defined on that group. This means the numerical methods developed in this section can be extended to a GSHS with a compact Lie group as the continuous state space, which can be very useful if the attitude of a rigid body is considered. We will study a simpler example in the Dubins vehicle model where the heading angle lies in the circular space homeomorphic to the unit circle $S^1$.

In this subsection, we use the spectral method to solve (5a) caused by the continuous SDE. Equation (5b) caused by discrete jump is considered in Section 3.2. The key idea is to use discrete Fourier transform (DFT) to convert this PDE into a linear ODE system which can be solved efficiently using matrix exponential. To derive this transformation in a concise manner, we first consider a simpler case where the dimension of the continuous space is one, and at the end of this sub-section we show how it can be generalized to multi-dimensional cases.

Let $\hat{f}_n[g]$ denote the $n$-th Fourier coefficient of a function $g \in L^2([-(\frac{L^2}{2}), \frac{L^2}{2}])$, where $n \in \{-\frac{N}{2}, -\frac{N}{2} + 1, \ldots, \frac{N}{2} - 1\}$ for some even number $N$. The Fourier coefficient $\hat{f}_n[g]$ can be calculated using DFT:

$$\hat{f}_n[g] = \frac{1}{N} \sum_{j=1}^{N} g(r_j) e^{-\frac{2\pi injr_j}{L}}, \hspace{1cm} (6)$$

where $r_j = \frac{jL}{N}$ is a pre-defined grid on $[-\frac{L^2}{2}, \frac{L^2}{2}]$ with $N$ points. The approximation of function $g$ can be recovered using inverse DFT (IDFT):

$$\hat{g}(r) = \sum_{n=-\frac{N}{2}}^{\frac{N}{2}-1} \hat{f}_n[g] e^{\frac{2\pi inr}{L}}. \hspace{1cm} (7)$$
Equation (7) is exact at the grid points \( r_j \), and furthermore it is a good interpolation of function \( g \) between two grid points [35]. In the following development, we do not distinguish \( g \) and \( \hat{g} \).

Another desirable feature of the Fourier transform is that there are several operational properties, where the Fourier coefficients of differentiation and product of functions can be represented by their own Fourier coefficients. The formulae for DFT-based differentiation in frequency domain can be found in [21]:

\[
\hat{f}_n \left[ \frac{dg}{dr} \right] = \frac{2\pi \text{inc}_n}{L} \hat{f}_n[g],
\]

\[
\hat{f}_n \left[ \frac{d^2g}{dr^2} \right] = -\frac{4\pi^2n^2}{L^2} \hat{f}_n[g].
\]

where \( c_n = 0 \) for \( n = -\frac{N}{2} \) and \( c_n = 1 \) otherwise. We can also use the discrete convolution to calculate the Fourier coefficients of the product of two functions:

\[
\hat{f}_{n}[gh] = \sum_{k=-\frac{N}{2}}^{\frac{N}{2}-1} \hat{f}_{n-k}[g] \hat{f}_{k}[h].
\] (9)

Using (8) and (9), the Fourier coefficients of the RHS of (5a) can be expressed as a linear combination of the Fourier coefficients of \( p \) on \( r \), given any time \( t \) and discrete state \( s \), which is summarized in the following theorem.

**Theorem 1** The Fourier coefficients of the PDF \( p^c(t,r,s) \) in (5a) evolve approximately according to \( N \) linear ODE systems corresponding to all discrete modes \( s \in S \):

\[
\frac{d\hat{f}[p^c](t,s)}{dt} = A(t,s)\hat{f}[p^c](t,s),
\] (10)

where \( \hat{f}[p^c](t,s) = [\hat{f}_{-\frac{N}{2}}[p^c](t,s), \ldots, \hat{f}_{\frac{N}{2}-1}[p^c](t,s)]^T \), and \( \hat{f}_{n}[,](t,s) \) means the Fourier coefficient is dependent on time \( t \) and discrete mode \( s \). Also, the matrix \( A(t,s) \in \mathbb{C}^{N \times N} \) is defined as:

\[
A(t,s) = \begin{bmatrix}
\frac{d}{dt} & \frac{\pi}{L} & \cdots & \frac{\pi}{L} & \frac{\pi}{L} \\
\vdots & \ddots & \ddots & \vdots & \vdots \\
\frac{d}{dt} & \frac{\pi}{L} & \cdots & \frac{\pi}{L} & \frac{\pi}{L} 
\end{bmatrix},
\] (11)

where

\[
d_{j,k} = -\frac{2\pi i j c_j}{L} \hat{f}_{j-k}[a](t,s) - \frac{4\pi^2 j^2}{L^2} \hat{f}_{j-k}[D](t,s).
\] (12)

**Proof:** Denote the RHS of (5a) by \( F \), represent both sides by their Fourier series, we get

\[
\frac{\partial}{\partial t} \sum_{n=-\frac{N}{2}}^{\frac{N}{2}-1} \hat{f}_n[p^c](t,s) e^{2\pi i n r/L} = \sum_{n=-\frac{N}{2}}^{\frac{N}{2}-1} \hat{f}_n[F](t,s) e^{2\pi i n r/L}.
\] (13)

Because the Fourier series are orthonormal basis, each of the coefficients of \( e^{2\pi i nr/L} \) can be equated, so

\[
\frac{d}{dt} \hat{f}_n[p^c](t,s) = \hat{f}_n[F](t,s).
\]

Noting the two terms in \( F \) are the products of \( p \) with known functions \( a \) and \( D \) (one dimensional here), followed by differentiation operations, the product formula (9) and differentiation formula (8) can be used to express \( \hat{f}_n[F](t,s) \) in terms of \( \hat{f}_n[p](t,s) \), then we get the following ODE system:

\[
\frac{d}{dt} \hat{f}_n[p^c](t,s) = -\frac{2\pi i c_n}{L} \sum_{k=-\frac{N}{2}}^{\frac{N}{2}-1} \hat{f}_{n-k}[a](t,s) \hat{f}_k[p^c](t,s) - \frac{4\pi^2 c_n^2}{L^2} \sum_{k=-\frac{N}{2}}^{\frac{N}{2}-1} \hat{f}_{n-k}[D](t,s) \hat{f}_k[p^c](t,s),
\] (14)

from which \( A(t,s) \) can be derived.

Finally we show how the spectral transform approach can be generalized to multi-dimensional continuous space. Suppose \( r \in \mathbb{R}^N \), the Fourier series can be replaced by \( \exp \left\{ 2\pi i \left( \frac{r \cdot a_{L_1}^N}{L_1} + \frac{r \cdot a_{L_2}^N}{L_2} + \cdots + \frac{r \cdot a_{L_N}^N}{L_N} \right) \right\} \). The summation in the DFT (6) and IDFT (7) is changed to multi-summation along each axis, with the grid defined as \( r_{j_1,j_2,\ldots,j_N} = \left( \frac{j_1 L_1}{N_1}, \frac{j_2 L_2}{N_2}, \ldots, \frac{j_N L_N}{N_N} \right) \), where

\[
j_k \in \left\{ -\frac{N_k}{2}, \ldots, \frac{N_k}{2} - 1 \right\} \text{ for } 1 \leq k \leq N.
\]

The equations (8) do not change if the differentiation is replaced by partial differentiation. The product formula (9) remains
Fig. 1. Uncertainty propagation through discrete jumps: the sample values of the probability density are obtained at \( s \) for each \( j = 1 \) is a time invariant linear ODE system of

\[
d = \sum_{s \in S} \kappa(r_j', s', r_i, s) \lambda(r_j', s') p^d(t, r_j', s') \Delta(r_j'),
\]

where \( \Delta(r_j') \) is the weight for a quadrature rule. Because \( \kappa \) and \( \lambda \) are fixed functions and do not depend on \( t \), (17) is a time invariant linear ODE system of \( p^d(t, r_j, s) \), for \( j = 1, \ldots, N_g \) and \( s = 1, \ldots, N_s \). And the coefficient matrix \( B \) can be derived from (17).

The simplest form of weight \( \Delta(r_j') \) in (17) is \( \prod_{k=1}^{N_g} L_k / N_k \), i.e. the volume of one grid block. Similar to (15), the solution to (17) can also be solved analytically using matrix exponential:

\[
p^d(t) = e^{Bt}p^d(0),
\]

Once the probability density at each grid point is propagated via (18), the Fourier series can be calculated from DFT (6), and the PDF between grid points can be interpolated by IDFT (7). These are illustrated in Fig. 1.

In general, the matrix \( B \) is a \( \prod_{k=1}^{N_g} N_k N_s \) by \( \prod_{k=1}^{N_g} N_k N_s \) real valued matrix, but for a switching diffusion process, (17) can be significantly simplified as follows. Because in a switching diffusion process, the continuous state is not reset, the kernel function can be written with a Dirac delta function over the continuous state:

\[
\kappa(r^-, s^-, r^+, s^+) = \delta(r^+ - r^-) \tilde{\kappa}(r^-, s^-, s^+).
\]

Substitute (19) into (5b), the integral over delta function can be simplified:

\[
\frac{\partial p^d(t, r, s)}{\partial t} = \sum_{s' \in S} \tilde{\kappa}(r, s^-, s) \lambda(r, s^-) p^d(t, r, s^-) - \lambda(r, s) p^d(t, r, s).
\]

Equation (20) is a linear ODE system of \( p^d(t, r, s) \) for \( s = 1, \ldots, N_s \) at any \( r \in \mathbb{R}^{N_r} \), so the off-diagonal terms in \( B \) between different grid points \( r_i \) and \( r_j \) are eliminated. Taking values at those grid points, (20) becomes a set of \( N_g \) ODE systems, each of which is of dimension \( N_s \). Intuitively, since the discrete jump does not reset the continuous state, the marginal distribution of the continuous state does not change, and what happens during the jump is the point masses of the discrete modes switch between each other at each \( r \).

3.3 Splitting Method

The splitting technique is used to combine the solution of (5a) solved in Section 3.1 and the solution of (5b)
Fig. 2. Splitting methods: the initial uncertainty \( p_k \) is propagated for the continuous process to obtain \( p_{k+1}^c \), which is used as the initial condition \( p_{k+1}^d \) of the discrete dynamics to find \( p_{k+1} \).

solved in Section 3.2 as a solution of (3). Let time \( t \) be discretized by \( \{ t_k \}_{k=1}^\infty \). Given a PDF \( p(t_k, r, s) \) at \( t = t_k \), we initialize \( p^c(t_k, r, s) = p(t_k, r, s) \), and solve (5a) from \( t_k \) to \( t_{k+1} \) to get \( p^c(t_{k+1}, r, s) \). This is chosen as the initial condition for (5b) at time \( t_k \) (re-initialization), i.e. \( p^c(t_k, r, s) = p^d(t_{k+1}, r, s) \). Then we solve (5b) again from \( t_k \) to \( t_{k+1} \) and get \( p^d(t_{k+1}, r, s) = p(t_{k+1}, r, s) \). See Fig. 2. This is repeated at each step, and the combined solution converges to the solution to (3) if the time-step is sufficiently small [16]. Note that the values of PDF at grid points and its Fourier coefficients contain equivalent information, and can be converted to each other using DFT (6) and IDFT (7). These two formulae are repeatedly used in the switching between propagating the continuous and discrete dynamics.

It should be noted that the entire equation (2) can be converted to an ODE system by DFT without resorting to the splitting method [41]. However, the resulting coefficient matrix of the ODE system is very complicated and hard to compute due to the complexity in the third term on the RHS.

3.4 Bayesian Estimation

Next we consider the correction step of Bayesian estimation when a new measurement is available. With the propagated PDF of the GSHS and the likelihood function, it is straightforward to use the Bayes’ formula to calculate the posterior PDF:

\[
p(t_k, r, s | z_{1:k}) \propto p(z_k | r, s) p(t_k, r, s | z_{1:k-1}),
\]

where \( p(t_k, r, s | z_{1:k-1}) \) is the prior PDF propagated from \( p(t_{k-1}, r, s | z_{1:k-1}) \) using the method introduced in this section. From the posterior distribution, the hybrid state can be estimated as a point estimation problem by minimizing a loss function. For example, minimizing least squared error leads to the expected value as the estimate, which is typically used for continuous uni-modal distributions. For multi-modal distributions and the discrete state, using the state that maximizes the posterior PDF is the easiest yet reasonable choice. The pseudo-code of proposed estimation scheme is listed in Table 1.

\begin{center}
\begin{tabular}{|l|}
\hline
Table 1: \textbf{Estimation for general stochastic hybrid system} \\
\hline
\end{tabular}
\end{center}

| Step | Description |
|------|-------------|
| 1. \textbf{procedure} | \textbf{Estimate the hybrid state for GSHS} |
| 2. | Initial PDF \( p_0 \) |
| 3. | \textbf{repeat} |
| 4. | \( p_{k+1} = \text{PROPAGATION}(p_k, a_k, b_k) \) |
| 5. | \( k = k + 1 \) |
| 6. | \textbf{until} \( z_{k+1} \) is available |
| 7. | \( p_{k+1} = \text{CORRECTION}(p_{k+1}, z_{k+1}) \) |
| 8. | Calculate estimates or other stochastic properties of the state using \( p_{k+1} \) |
| 9. | \textbf{go to} Step 3 |
| 10. | \textbf{end procedure} |

11. \textbf{procedure} \( p_{k+1} = \text{PROPAGATION}(p_k, a_k, b_k) \)
| 12. | Let \( \hat{p}_k = p_k \), do DFT and get \( \hat{f}[\hat{p}_k] \) |
| 13. | Propagate \( \hat{f}[\hat{p}_k] \) over (15) for time-invariant systems, or solve (10) for time-variant systems, and get \( \hat{f}[\hat{p}_{k+1}] \) |
| 14. | Do IDFT to \( \hat{f}[\hat{p}_{k+1}] \) and get \( p_{k+1} \) |
| 15. | Let \( \hat{p}_k = p_{k+1} \), propagate \( \hat{p}_k \) over (18) and get \( \hat{p}_{k+1}^d \), let \( p_{k+1} = \hat{p}_{k+1} \) |
| 16. | \textbf{end procedure} |

17. \textbf{procedure} \( p^+ = \text{CORRECTION}(p^-, z) \)
| 18. | Use (21), where \( z_k = z \), \( p(t_k, r, s | z_{1:k-1}) = p^-, \) and \( p(t_k, r, s | z_{1:k}) = p^+ \) |
| 19. | \textbf{end procedure} |

4 Application to Bouncing Ball

In this section, we apply the proposed uncertainty propagation and estimation methods presented in last section to the classic bouncing ball model. As noted in the introduction, the bouncing ball model is a representative GSHS as it cannot be modeled as a switching diffusion process that has been repeatedly studied in estimation of stochastic hybrid systems.

4.1 Bouncing Ball Model

In the formulation of GSHS, the bouncing ball model has only one discrete mode, and its continuous state is \( r = (y, \dot{y}) \in \mathbb{R}^+ \times \mathbb{R} \), which is the position (height measured from the ground surface) and velocity of the ball. The continuous SDE is given by

\[
\begin{bmatrix}
\dot{y} \\
\dot{\dot{y}}
\end{bmatrix} =
\begin{bmatrix}
\dot{y} \\
-g - \nu \dot{y} |\dot{y}|
\end{bmatrix} dt + \begin{bmatrix} 0 \\ \sigma \dot{y}^2 \end{bmatrix} dW_t,
\]

where the constant \( g \in \mathbb{R} \) is the gravitational acceleration, and \( \nu \in \mathbb{R} \) is an atmospheric drag coefficient which is disturbed by a Gaussian white noise with strength \( \sigma_v \in \mathbb{R} \). In other words, the uncertainties in the continuous dynamics are caused by an imperfect modeling of the drag.

The bounce happens when the state enters the guard set \( \{ y \leq 0, \dot{y} < 0 \} \) in a deterministic fashion. As the discrete jump is triggered spontaneously by a rate function in the
Table 2
Parameters of the bouncing ball model

| g  | $\nu$ | $\sigma_v$ | $c$ | $\sigma_c$ | $\sigma_m$ |
|----|-------|------------|----|------------|------------|
| 9.8 $\frac{m}{s}$ | 0.05 $\frac{1}{m}$ | 0.01 $\frac{s^2}{m}$ | 0.95 | 0.5 $\frac{m}{s}$ | 0.3 m |

GSHS formulation considered in this paper, we define the rate function to approximate the effects of the guard as follows [18]:

$$\lambda(y, \dot{y}) = \begin{cases} 
100, & \text{if } y < 0, \dot{y} < 0 \\
30, & \text{if } y = 0, \dot{y} < 0 \\
0, & \text{otherwise}
\end{cases} \quad (23)$$

In other words, (23) implies the jump never occurs when $y > 0$ or $\dot{y} \geq 0$, and it is very likely to occur when $y \leq 0$ and $\dot{y} < 0$. As the proposed computational method relies on a fixed time step, the height may have a negative value temporarily. In the above equation, the transition rate for $y < 0$ is greater, as we wish to quickly remedy the occasion of negative height. This issue can be addressed by time-stepping in the numerical integration of the Fourier parameters in the future work.

During the discrete jump, the hybrid state is reset to $y^+ = |y^-|$, $\dot{y}^+ = -c\dot{y}^- + w_c$, where $w_c \sim \mathcal{N}(0, \sigma_c^2)$ and $\mathcal{N}$ stands for the Gaussian distribution. Thus, the reset kernel is given as

$$\kappa(y^-, \dot{y}^-, y^+, \dot{y}^+) = \frac{\delta(y^+ - |y^-|)}{\sqrt{2\pi\sigma_c}} e^{-\frac{(y^+ + y^-)^2}{2\sigma_c^2}}, \quad (24)$$

where $\delta$ is Dirac delta function, $c$ is the coefficient of restitution associated with the collision, and $s$, $s'$ are omitted because there is only one discrete mode. Therefore, the uncertainties in the discrete transitions correspond to the randomness in the velocity immediately after bouncing. In (24), $y^+$ is reset to $|y^-|$ because at the discretized time, if the ball goes below 0, the kernel will reset the position to its reflection $-y^- = |y^-|$ rather than 0, which is more realistic.

The parameters of the bouncing ball model used in this simulation are given in Table 2. The simulation lasts until $t = 6$ s, and the time-step is 0.025 s. The PDF $p(t, y, \dot{y})$ is assumed to be supported on a rectangle $[-2.5, 2.5] \times [-8.8]$ in the two space parameters, which is discretized as a $100 \times 100$ grid. We also compare the proposed method for propagating the PDF of a bouncing ball to a Monte Carlo simulation, where 1,000,000 samples are used to approximate the PDF by counting samples in the grid blocks. The simulation is implemented in MATLAB R2019a, and the DFT (6) and IDFT (7) are carried out using the built-in $\text{fft}$, $\text{fft2}$ and $\text{ifft2}$ functions respectively.

For numerical implementation, the PDF of bouncing ball has a sharp change at $\{y = 0\}$. Though the spectral method is good at dealing with large space variations [38], it still poses a challenge, since the vanishing rate of the Fourier coefficients is directly related to the smoothness of the PDF [37]. The lost information in the high order harmonics neglected in (14) could accumulate numerical errors with time. Therefore, after each step, we set the PDF to exact 0 if $p(y, \dot{y}) < 3 \times 10^{-3}$ (including all negative values) and re-normalize it to eliminate the small ripples caused by the higher order terms omitted in (14).

4.2 Uncertainty Propagation Results

We first propagate the PDF assuming that there is no measurement available. The initial distributions of the position and velocity for uncertainty propagation are set to be independent, as $y \sim \mathcal{N}(1.5, 0.2^2)$, and $\dot{y} \sim \mathcal{N}(0, 0.5^2)$. In other words, the ball is dropped from 1.5 m with zero initial speed with some uncertainties.

The PDF of the bouncing ball model calculated from the proposed method is compared with the Monte Carlo method in Fig. 3. At $t = 0$ s, the ball is at about 1.5 m with the velocity of approximately 0 m/s. Then, the height reduces and the velocity decreases to be negative due to the gravity, and at about $t = 0.6$ s, the first bounce occurs and its velocity jumps to be positive (from left to right in the figure). Interestingly, the non-zero values of the probability density are split into two parts: the left group represents the cases before any bouncing, and the right group after the first bouncing. Due to the additional uncertainties in the discrete transition, the latter is more dispersed. Then the position begins to rise and the velocity is decelerated by gravity. These are repeated after the velocity becomes reduced to zero again. Due to the accumulation of uncertainties, the PDF gradually becomes more and more dispersed as time increases. At $t = 6$ s, the ball has roughly bounced 6-7 times, and the distribution becomes a shape of the letter “U” inverted. Such a distribution cannot be approximated by the common Gaussian distribution.

Furthermore, the PDF calculated from the spectral-splitting method is almost identical to the Monte Carlo simulation, thereby verifies its accuracy. The computation time of the two methods is compared in Table 3. Because the burdensome calculation of the matrix exponential in (15) and (18) can be reused in each time step, the splitting-spectral method is much more efficient in propagating the density over one time-step than
4.3 Estimation Results

For the estimation simulation, the initial distribution is set to be uniform on \([0, 2.5] \times [-8, 8]\), implying there is completely no prior knowledge about the state. The height of the ball \(y\) is assumed to be measured by a sensor, and the measurement function is

\[ z = y + v, \] (25)

where \(v \sim \mathcal{N}(0, \sigma_m^2)\) is the measurement noise. Therefore, the likelihood function is given as

\[ p(z|y, \dot{y}) = \frac{1}{\sqrt{2\pi\sigma_m}} e^{-\frac{(z-y)^2}{2\sigma_m^2}}. \] (26)

Measurements are assumed to be available in every time step. Although the velocity \(\dot{y}\) is not directly measured, it builds up correlations with the height \(y\) through the dynamics, so the measurement can still make proper corrections to \(\dot{y}\).

Because multiplying the likelihood function could potentially magnify the numerical errors caused by neglecting the higher order harmonics, we adopt a stronger criterion than in the uncertainty propagation simulation, i.e. all densities smaller than \(1/40\) of the peak density are set to zero, to eliminate the ripples in the prior density.

The proposed method is compared with an ISR particle filter with 1,000,000 particles. The resampling step is implemented in every time step by the systematic resampling scheme [2]. In each step, the PDF is recovered by counting particles over the grid. Sixty simulations with randomly generated true sample paths and noises are used to test the two estimation methods.

The results of an example simulation using the proposed splitting-spectral method are shown in Fig. 4. In subfigure (a), the posterior PDF is presented, which converges quickly from uniform distribution at \(t = 0\) s to a concentrated distribution peaked around the true state. In subfigure (b), the true, estimated and measured hybrid states are compared. Again, the estimated position and velocity quickly converge around the true state, though the velocity is not directly measured. Furthermore, even though the initial state is completely unknown, the estimated position is much more accurate than the measurement, which demonstrates the contributions from the model dynamics.

The comparisons of estimation accuracy and step time with the particle filter are presented in Table 4. The
errors and computation time are averaged across time steps in each simulation, and further averaged across sixty simulations. The $p$-values are obtained from paired $t$-tests ($N = 60$, $a = 0.05$) to indicate statistical differences. It is shown that the spectral-splitting method has more accurate velocity estimates and is more computationally efficient than this particular particle filter. The major reason for the particle filter to be less accurate in velocity is during the converging process, the uncertainty is large, therefore some particles are outside of the grid but counted as in the boundary blocks to construct the PDF, making the PDF peak at the boundary.

5 Application to Dubins Vehicle

In the bouncing ball example, there is only one discrete mode. To demonstrate the efficacy of the proposed method, here we apply it to a Dubins vehicle model with multiple modes [13]. Dubins vehicle is a simple kinematic model that moves along its heading direction at a constant speed with a turning control, and it is commonly used for motion planning of wheeled robots in robotics or airplanes in air traffic control. We consider three discrete modes: moving forward, turning left and turning right. However, the continuous state is not reset during the discrete jump, and consequently, the Dubins vehicle model is a switching diffusion process.

5.1 Dubins Vehicle Model

The Dubins vehicle is assumed to be moving on a horizontal plane with fixed speed and a controllable heading angle. The continuous state is $r = (y, \theta)$, where $y = (y_1, y_2) \in \mathbb{R}^2$ is the horizontal position of the vehicle, and $\theta \in \mathbb{R}/2\pi$ is the heading angle. The continuous dynamics is given as the following SDE:

$$
\begin{bmatrix}
\dot{y}_1 \\
\dot{y}_2 \\
\dot{\theta}
\end{bmatrix} =
\begin{bmatrix}
v \cos \theta \\
v \sin \theta \\
u(s)
\end{bmatrix}
\begin{bmatrix}
0 \\
0 \\
\sigma_u
\end{bmatrix}
+ 
\begin{bmatrix}
0 \\
0 \\
\sigma_a
\end{bmatrix}
\begin{bmatrix}
\dot{W}_1 \\
\dot{W}_2 \\
\dot{W}_3
\end{bmatrix},
$$

where $v \in \mathbb{R}^+$ is the constant speed, $u(s)$ is a set of turning rates disturbed by a Gaussian white noise with strength $\sigma_u$. The turning rate $u(s)$ is associated with three discrete modes $S = \{1, 2, 3\}$, corresponding to moving forward, turning left, and turning right, as follows:

$$
u(s) = \begin{cases}
0 & s = 1 \\
-a & s = 3 \\
\frac{a}{2} & s = 2
\end{cases}
$$

where $a \in \mathbb{R}^+$ is a constant value. The vehicle cannot make a sharp turn, but follows an arc with radius $v/a$ during turning. It should be noted the heading angle $\theta$ belongs to a compact circular space homomorphic to $\mathbb{S}^1$, where the Fourier series is naturally defined.

We place three obstacles on the plane at $\{y_{oi}\}_{i=1}^3$, and the discrete jump is designed to avoid collisions with these obstacles as follows. When the vehicle comes sufficiently close to any obstacle, and enters the set $\{\|y - y_{oi}\| < d\}$ for $d > 0$, it turns either left or right depending on whether the obstacle is on its right side of the path or on the left side. After it moves sufficiently far away from the obstacle and leaves the set, it stops turning and continues to move forward. More specifically, we use the following two rate functions with non-intersecting supports to model the two discrete transitions.

$$
\lambda_{\text{in}}(y) = \begin{cases}
50, & \text{if } \exists i, \|y - y_{oi}\| < 0.1 \\
50 \sin \left(\frac{\|y - y_{oi}\| - 0.5}{0.4}\right), & \text{if } \exists i, 0.1 \leq \|y - y_{oi}\| \leq 0.5 \\
0, & \text{if } \forall i, \|y - y_{oi}\| \geq 0.5
\end{cases}
$$

$$
\lambda_{\text{out}}(y) = \begin{cases}
50, & \text{if } \forall i, \|y - y_{oi}\| > 0.9 \\
50 \sin \left(\frac{\|y - y_{oi}\| - 0.5}{0.4}\right), & \text{if } \exists i, 0.5 \leq \|y - y_{oi}\| \leq 0.9 \\
0, & \text{if } \exists i, \|y - y_{oi}\| \leq 0.5
\end{cases}
$$

and

$$
\lambda(y, s) = \begin{cases}
\lambda_{\text{in}}(y), & \text{if } s = 1 \\
\lambda_{\text{out}}(y), & \text{if } s = 2 \text{ or } 3
\end{cases}
$$

Fig. 5. The “in” and “out” rate functions plotted against the distance to the obstacle.

Table 5

| $v$ | $a$ | $\sigma_u$ | $y_{oi, 1}$ |
|-----|-----|-----------|-------------|
| 1 m/s | 2 rad/s | 0.2 rad/√s | 0, 1, 1 m |
| $y_{oi, 2}$ | $\sigma_l$ | $\kappa_l$ |
| 0, -1.5, 1.5 m | 0.5 m | 0.5 m | 30 |

Table 4

| | position error (m) | velocity error (m/s) | step time (s) |
|---|-------------------|----------------------|---------------|
| Proposed | 0.091±0.017 | 0.68±0.14 | 0.098±0.029 |
| Particle | 0.091±0.015 | 0.73±0.14 | 2.99±0.05 (p≤0.01) |
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encounters the first obstacle, and the density bifurcates into two directions: one half part turns left \((s = 2)\) and the other half turns right \((s = 3)\). Then after the vehicle leaves the first obstacle at around \(t = 2.8\) s, it continues to move forward \((s = 1)\). Finally at \(t = 3.6\) s, the vehicle meets another obstacle, and the two branches of density bifurcate again into four branches.

Furthermore, the PDF calculated using the spectral-splitting approach matches the Monte Carlo simulation almost exactly. The computation time of the two methods are compared in Table 6. It is shown that even in this more complex model, the proposed method is still more efficient than the Monte Carlo method with the same number of samples as in the bouncing ball example.

### 5.3 Estimation Results

For Bayesian estimation, it is assumed that the position of the vehicle is measured by a Lidar located at \(y = (0, -3)\). The Lidar measures the distance \(d_l \in \mathbb{R}^+\) from itself to the vehicle, and the angle \(\theta_l \in \mathbb{R}/2\pi\) formed by the vehicle, itself and positive \(y_1\) axis. Therefore, the measurement function is given as

\[
z = \begin{bmatrix} d_l \\ \theta_l \end{bmatrix} = \begin{bmatrix} \|y - y_l\| + v_d \\ \text{atan2}(y_2 - y_{l2}, y_1 - y_{l1}) + v_\theta \end{bmatrix}, \tag{32}
\]

where \(v_d \sim \mathcal{N}(0, \sigma_d^2)\), and \(v_\theta \sim \text{VM}(0, \kappa_1)\) are measurement noises. Therefore, the likelihood function is

\[
p(d_l, \theta_l|y, \theta, s) = \frac{1}{(2\pi)^{3/2}\sigma_d \sigma_l \kappa_1} e^{-\frac{(d_l - d_{l1})^2}{2\sigma_d^2} + \kappa_1 \cos(\theta_l - \theta)}, \tag{33}
\]

where \(d_{l1} = \|y - y_l\|, \theta_{l1} = \text{atan2}(y_2 - y_{l2}, y_1 - y_{l1})\). The measurement is assumed to come at every time step. It should be noted the heading angle and discrete mode are unobserved states, but they build correlations with the position through the dynamics equations, thus they can be corrected by the measurement as well.

The initial distribution for the estimation simulation is assumed to be uniform on the continuous grid and in discrete modes, i.e., there is no prior information about the vehicle’s initial state. We use the expected value as the position estimate, the mean direction (see [25] p.29) as the heading estimate, and the most probable mode as the discrete state estimate.

The proposed spectral-splitting method is compared with an ISR particle filter with 1,000,000 particles and an IMM approach modified to handle the continuous state dependent transition. The resampling for the particle filter is implemented in every time step by the systematic method. For the IMM approach, the discrete state transition matrix is obtained by numerically integration given by the following equation

\[
p(s_k = j|s_{k-1} = i) = \int_{r \in \mathbb{R}^1} (1 - e^{-\lambda(r,i)\Delta t}) \tilde{\kappa}(r,i,j) p_{k-1}(r,i)dr, \tag{34}
\]

where \(p_{k-1}(r,i)\) is the Gaussian density in the Kalman filter of discrete mode \(i\). To match the proposed and particle filters, the order of continuous and discrete propagation in IMM is reversed compared to the original algorithm [8], i.e. the continuous propagation is applied first, which we assume is a minor modification to facilitate comparisons. Sixty randomly generated true sample paths and noises are used to test these algorithms.

An example simulation of the Dubins vehicle estimated by the spectral-splitting method is shown in Fig. 9 and 10. Fig. 9 presents the posterior marginal density, it can be seen the position PDF quickly converges from uniform at \(t = 0\) s to a concentrated density peaked around

| Table 6 Simulation time of the Dubins vehicle using two methods. |
|-------------|------------------|------------------|
|             | total time       | step time        |
| Spectral-splitting | 10 min 30 s     | 3.07 s          |
| Monte Carlo   | 20 min 39 s      | 7.70 s          |

Fig. 9. Marginal posterior PDF of the Dubins vehicle with Lidar measurements on: (a) position, (b) heading angle, and (c) discrete mode. Red dots represent the true state.
6 Comparison with [24]

Since this paper is similar to [24] in the idea of solving the FP equation (2), but differs in numerical method (spectral vs. finite difference), in this section we apply the proposed spectral-splitting method to the aircraft chasing example in [24] (Section V) to conduct a comparison study. The model and parameters are chosen exactly the same as [24], with the grid size ranging from 5 meters to 40 meters. Sixty Monte Carlo simulations were conducted, the accuracy and computation step time are shown in Table 7. Readers are invited to compare these results with Fig. 9 and Table II in [24]. The continuous state error and estimated discrete state probability from one Monte Carlo simulation with 5m grid size are shown in Fig. 11.

In short, with the same grid size, the estimation of continuous state using the proposed method is more accurate than the method in [24], at the cost of longer computation time. This is anticipated because as suggested in [38], the spectral method is typically more accurate but computational intensive than the finite difference method. The reason is that the spectral method is “global”, i.e. it uses all the information from grid to approximate the differentiation; whereas the finite difference method only uses the nearby grid points. The accuracy of discrete state estimation seems to be worse than the method in [24], however, this is more possibly due to different implementations of generating the true trajectory, as there are a lot of oscillations between the two discrete states in the true trajectory we generated (see Fig. 11(b)) compared to that in [24].

7 Discussion

The proposed spectral-splitting method and particle filter are the so called “exact” Bayesian filtering approaches, which approximate the PDF directly instead of the CDF. The particle filter achieves similar estimation accuracy except for the mode estimate, which is slightly but significantly worse than the proposed method. Moreover, the computation time of the proposed method is less than this particular particle filter.
of using parametric assumptions, such as mean and variance for Gaussian distributions. Even though the noises are assumed to be Gaussian in both examples, the solutions to the FP equations are no longer Gaussian, and sometimes become even multi-modal, because of discrete transitions and non-linearities involved in the continuous SDEs. Therefore, it is expected that the IMM approach which relies on the Gaussian assumption and linearization is much less accurate than the other two filters in the Dubins vehicle example. Furthermore, due to the numerical integration in (34) for IMM, it does not show any computational advantage over the proposed method. Approaches have been proposed to avoid this numerical integration [33], but at the cost of even compromised estimation accuracy.

The proposed spectral-splitting method originates from numerically solving the Fokker-Planck equation (2). Similar to other numerical methods for PDEs, including the finite difference method adopted in [24], the guard set presents significant challenges, as it makes the PDF in continuous state space discontinuous, where the approximation of derivatives breaks down. Compared to the finite difference method, the spectral method is regarded as “global”, since it uses all the information from the grid to approximate the differentiation, whereas the finite difference method only uses the grid points nearby. Therefore, the spectral method adopted in this paper is typically more accurate with the same grid size but at the cost of higher computational demand. Also, the proposed method suffers the so called curse of dimensionality, as it is clearly seen that the grid size increases exponentially with the dimension of the continuous space. On the other hand, the computation complexity only grows linearly with the number of discrete states. Therefore, the proposed method is more suitable for a GSHS with a large number of discrete modes but a few continuous dimensions.

One potential way to mitigate the two aforementioned drawbacks is to further split the continuous state space into partially overlapped tiles. Since in the estimation problem, the PDF is usually supported in a small region, it is highly possible to be supported in one of the tiles, and the FP equation can be only solved in this tile where a finer and smaller grid can be used. This could avoid the “waste of grids” when the PDF on most grid points are zero, and therefore carry little information of the distri-
8 Conclusions

In this paper, we propose a computational approach to conduct Bayesian estimation of a GSHS, consisting of an uncertainty propagation step and a correction step. For the uncertainty propagation, we use spectral method to solve the partial-differential part of the FP equation, numerical integration to solve the integral part, and splitting method to combine the two solutions into the solution to the entire FP equation. The propagated uncertainty, i.e. the PDF of GSHS, is used with a likelihood function in the Bayes' formula to estimate the hybrid state in an exact manner. We test the proposed spectral-splitting method in two examples: the bouncing ball model and the Dubins vehicle model to demonstrate its effectiveness in different types of GSHS. The PDF propagated by the proposed method is consistent with that propagated by a Monte Carlo simulation. When measurements are available, the proposed method achieves similar estimation accuracy and higher efficiency compared with the particular particle filter tested, and is much better in both aspects than the Gaussian based IMM approach in the Dubins vehicle model.
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We give the multi-dimensional version of (14) using the notations from the last paragraph in Section 3.1. The proof is similar to (14) using multi-dimensional versions of differentiation and product formulae. As it is straightforward and tedious, we skip the detailed proof. But, the resulting ODE is presented at (A.1).

B Coefficient matrices of the ODE systems

The coefficient matrix $B$ in (16) is given at (B.2), where the variable $e_{i,j,m,n}$ is defined as

$e_{i,j,m,n} = \begin{cases} \kappa(r_m,s_n,r_i,s_j)\lambda(r_m,s_n)\Delta(r_m) - \lambda(r_i,s_j), & \text{if } m = i \text{ and } n = j \\ \kappa(r_m,s_n,r_i,s_j)\lambda(r_m,s_n)\Delta(r_m), & \text{otherwise.} \end{cases}$

(B.1)
\[
\frac{d}{dt} \hat{f}_{n_1, \ldots, n_N}(t, s) = - \sum_{\alpha=1}^{N_r} \left( \frac{2\pi i n_\alpha c_{n_\alpha}}{L_\alpha} \sum_{k_1=-\frac{N_1}{2}}^{N_1-1} \ldots \sum_{k_{N_\alpha}=-\frac{N_{N_\alpha}}{2}}^{N_{N_\alpha}-1} f_{n_1-k_1, \ldots, n_{N_\alpha}-k_{N_\alpha}}(t) f_{k_1, \ldots, k_{N_\alpha}}(t, s) \right) \\
- \sum_{\alpha=1}^{N_r} \sum_{\beta=1}^{N_r} \left( \frac{4\pi^2 n_\alpha n_\beta c_{n_\alpha} c_{n_\beta}}{L_\alpha L_\beta} \sum_{k_1=-\frac{N_1}{2}}^{N_1-1} \ldots \sum_{k_{N_\beta}=-\frac{N_{N_\beta}}{2}}^{N_{N_\beta}-1} f_{n_1-k_1, \ldots, n_{N_\beta}-k_{N_\beta}}(t) f_{k_1, \ldots, k_{N_\beta}}(t, s) \right) \\
- \sum_{\alpha=1}^{N_r} \left( \frac{4\pi^2 n_\alpha^2}{L_\alpha^2} \sum_{k_1=-\frac{N_1}{2}}^{N_1-1} \ldots \sum_{k_{N_\alpha}=-\frac{N_{N_\alpha}}{2}}^{N_{N_\alpha}-1} f_{n_1-k_1, \ldots, n_{N_\alpha}-k_{N_\alpha}}(t) f_{k_1, \ldots, k_{N_\alpha}}(t, s) \right)
\]  
(A.1)

\[
B = \begin{bmatrix}
\epsilon_{1,1,1,1} & \cdots & \epsilon_{1,1,N_\gamma,1} & \epsilon_{1,1,1,N_\gamma} & \cdots & \epsilon_{1,1,N_\gamma,N_\gamma} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\epsilon_{N_\gamma,1,1,1} & \cdots & \epsilon_{N_\gamma,1,N_\gamma,1} & \epsilon_{N_\gamma,1,1,N_\gamma} & \cdots & \epsilon_{N_\gamma,1,N_\gamma,N_\gamma} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\epsilon_{1,N_\gamma,1,1} & \cdots & \epsilon_{1,N_\gamma,N_\gamma,1} & \epsilon_{1,N_\gamma,1,N_\gamma} & \cdots & \epsilon_{1,N_\gamma,N_\gamma,N_\gamma} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\epsilon_{N_\gamma,N_\gamma,1,1} & \cdots & \epsilon_{N_\gamma,N_\gamma,N_\gamma,1} & \epsilon_{N_\gamma,N_\gamma,1,N_\gamma} & \cdots & \epsilon_{N_\gamma,N_\gamma,N_\gamma,N_\gamma}
\end{bmatrix}
\]  
(B.2)