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ABSTRACT

Recognition of DNA by proteins depends on DNA sequence and structure. Often unanswered is whether the structure of naked DNA persists in a protein–DNA complex, or whether protein binding changes DNA shape. While X-ray structures of protein–DNA complexes are numerous, the structure of naked cognate DNA is seldom available experimentally. We present here an experimental and computational analysis pipeline that uses hydroxyl radical cleavage to map, at single-nucleotide resolution, DNA minor groove width, a recognition feature widely exploited by proteins. For 11 protein–DNA complexes, we compared experimental maps of naked DNA minor groove width with minor groove width measured from X-ray co-crystal structures. Seven sites had similar minor groove widths as naked DNA and when bound to protein. For four sites, part of the DNA in the complex had the same structure as naked DNA, and part changed structure upon protein binding. We compared the experimental map with minor groove patterns of DNA predicted by two computational approaches, DNAshape and ORChID2, and found good but not perfect concordance with both. This experimental approach will be useful in mapping structures of DNA sequences for which high-resolution structural data are unavailable. This approach allows probing of protein family-dependent readout mechanisms.

INTRODUCTION

Forming a protein–DNA complex involves two molecular partners, which must mutually recognize each other. Many X-ray co-crystal structures of protein–DNA complexes are now known, so we have a good idea of the structure of the final complex. These co-crystal structures reveal readout mechanisms for many families of DNA-binding proteins, each having distinct structural features and modes of binding (1). But because there are relatively few high-resolution structures of naked DNA, and only a handful of structures of DNA having the precise sequence that is found in a protein–DNA complex (2), we know surprisingly little about the structure of the DNA molecule that a protein must recognize before binding. This question has come to the fore with the growing appreciation of the role that DNA shape plays in binding site recognition and protein binding (3–7).

In this paper, we asked whether pre-existing structural features of a DNA binding site persist in a protein–DNA complex, or whether the structure of the DNA changes substantially upon protein binding. The first case represents shape recognition, and the second induced fit.

To answer this question for the universe of protein–DNA complexes, it will be necessary to have detailed structural information for a very large number of naked DNA molecules, to compare with the structure of DNA in protein–DNA complexes. While high-resolution 3D structural information would of course be ideal, it is unlikely that crystal or NMR structures will be obtained for such a large number of DNA sequences. Here, we describe an experimental approach, much higher in throughput compared to X-ray crystallography and NMR spectroscopy, that provides a nucleotide-resolution map of one important shape feature of DNA, the width of the minor groove. While minor groove shape is only one of the structural features of
DNA, it has been demonstrated that a narrow minor groove is widely exploited by DNA-binding proteins because of its negative electrostatic potential (8).

To generate an experimental map of minor groove width we treat a naked DNA duplex with the hydroxyl radical. The hydroxyl radical abstracts a hydrogen atom from a deoxyribose along the DNA backbone, thereby causing a strand break (9). Because the hydroxyl radical cleaves DNA without regard for the identity of the nucleotide, cleavage data are obtained for every nucleotide in a DNA molecule. We have previously shown that the extent of strand cleavage strongly correlates with the width of the minor groove (10).

We constructed a 399 base-pair (bp) DNA molecule that contained 11 protein-binding sites, separated by short spacer sequences. We used capillary electrophoresis to separate and quantify the products of hydroxyl radical cleavage. Our experiment allowed us to compare the minor groove width of naked DNA with the minor groove width of the same DNA sequence in complex with protein. We found that in each of the 11 binding sites, a region of narrow minor groove width that is present in naked DNA persists in the protein–DNA complex, supporting the idea that the shape of the DNA minor groove is an intrinsic recognition element for DNA-binding proteins. In a few of the complexes we found evidence that protein binding changes the shape of the minor groove, suggesting that in these complexes induced fit also contributes to binding site recognition.

**MATERIALS AND METHODS**

**Design and synthesis of the DNA construct**

The total length of the plasmid insert containing the target DNA sequence was 399 bp, including a restriction site (BamHI and HindIII) at each end. Sequences of the transcription factor binding sites included in the DNA molecule are listed in Supplementary Table S1 in the order in which they are arranged on the plasmid forward strand. The full plasmid insert sequence was synthesized using Primer3 (11), were 5′-GGCTGAAGGTACA GACCCCTT-3′ and 5′-CCTGCTTTTCGTGATACG -3′, respectively. HPLC-purified Cy5-labeled and unlabeled primers were purchased from Integrated DNA Technologies and were used without further purification. The 399 bp plasmid insert was amplified by PCR and purified by standard methods (see Supplementary Materials and Methods for details).

**Hydroxyl radical cleavage**

Hydroxyl radical cleavage reactions (12) were performed in a 96-well plate and automated using a Biomek 3000 Automated Workstation (Beckman Coulter) equipped with a multi-channel pipet tool and a gripper for 96-well plates. Each reaction contained 40 μl (~5 pmol) of purified, singly fluorescently end-labeled PCR product. For a typical cleavage reaction, 3 μl each of 10 mM sodium ascorbate, 6% H2O2, and 40 μM iron (II)–EDTA were added to a well containing the DNA solution. The amounts of iron(II)–EDTA and H2O2 used in the cleavage reaction were optimized to achieve single-hit kinetics and avoid destruction of the fluorophore. Reactions were carried out for 2 min and then stopped by the addition of 10 μl 0.4 M thiourea. DNA was purified using the same magnetic bead cleanup step used for PCR cleanup (see Supplementary Materials and Methods). Following bead cleanup, the DNA sample was dried by vacuum centrifugation (SpeedVac).

**Capillary gel electrophoresis**

In a 96-well plate, the dried, hydroxyl radical-cleaved, DNA sample was resuspended in 40 μl sample loading solution (SLS; Beckman Coulter) containing 0.5 μl Genome Size Standard 400 (Beckman Coulter). The solution was mixed thoroughly, and one drop of mineral oil was placed into the well to prevent sample evaporation. In a separate 96-well round-bottom plate, wells were half-filled with running buffer (Beckman Coulter). Sample and buffer plates were loaded onto a CEQ 8000 capillary electrophoresis instrument (Beckman Coulter). The CEQ manifold and capillary array were purged with 0.5–1.2 ml polyacrylamide/urea gel solution (Beckman Coulter) prior to electrophoresis. The sample-containing 96-well plate was heated for 2.5 min at 90°C within the instrument to denature the DNA. Sample injections were performed at 2 kV for 7 s. Electrophoresis was carried out for 1.5 h at a voltage of 2 kV and a capillary temperature of 60°C. Fluorescence data were acquired at a rate of 2 Hz.

**Data processing and peak integration**

We wrote a custom MATLAB application to visualize raw electrophoresis data and fit and integrate peaks. The code for this application (which we call RobFinder) is freely available on GitHub, at https://github.com/rnaplus/RobFinder. We also have used other software packages (including...
ShapeFinder (13) and QuShape (14)) to process capillary electrophoresis data, with similar results.

To process a dataset using RobFinder, the raw fluorescence intensities for the size-standard ladder and hydroxyl radical-treated DNA samples were loaded into the application. Baseline subtraction was performed on each data channel by subtracting the global minimum intensity value from all data points in the trace. Ladder peak assignments were made automatically using the known lengths of the DNA fragments in the Beckman Coulter Genome Size Standard and a simple peak detection routine that uses a sensitivity parameter to find peak maxima. A non-linear least squares method was used to fit the size standard data to a summation of Gaussians that had the form:

\[ G(x) = b + \sum_{i=1}^{n} \left( a_i \cdot e^{-0.5 \left( \frac{x-c_i}{w_i} \right)^2} \right) \]

where \( b \) is the baseline value, \( i \) is the peak number, \( n \) is the total number of peaks, \( a \) is the peak amplitude, \( c \) is the peak center, and \( w \) is the peak width. The baseline value was either initialized to zero or to a value chosen manually from within the application. Starting peak parameters for hydroxyl radical cleavage data were estimated from those derived from the size standards. Specifically, peak centers \( (c) \) were linearly interpolated between consecutive size standard peaks, each peak amplitude \( (a) \) was set equal to the fluorescence intensity value in the hydroxyl radical-treated channel for each corresponding peak center, and peak widths \( (w) \) were obtained via linear regression of the size standard peak widths versus data point. Initial peak locations were manually inspected and coarsely adjusted when necessary.

Hydroxyl radical peak intensities were fit by the Gaussian model function using a non-linear least squares method function \( \text{lsqcurvefit} \) from the MATLAB Optimization Toolbox. Three passes through the peak optimization routine were employed: (i) to simultaneously optimize parameters \( a, c, \) and \( w \) in order to obtain a confidence interval for the linear regression of peak width versus data point; (ii) to constrain peak widths to within the confidence interval bounds while optimizing parameters \( a \) and \( c; \) (iii) to optimize \( a \) and \( c \) while keeping the peak widths \( w \) fixed. Each pass was performed by fitting peaks within a sliding window of 600 data points (40–60 peaks) that was shifted by 300 points in consecutive iterations across the length of the electropherogram. Parameters optimized for the first five and last five peaks within each window were discarded to eliminate fitting bias.

Each final, optimized peak was integrated using a trapezoidal approximation (MATLAB \( \text{trapz} \)) over the entire fitted range. Raw peak areas were normalized by dividing each individual peak area value by the median value within a window of 50 nucleotides. Normalization in this manner sets the median peak area within each 50-bp window to a hydroxyl radical cleavage value of 1.000, while preserving the dynamic range of the cleavage values for individual peaks.

Assignment of nucleotide sequence to the hydroxyl radical cleavage pattern

To assign the nucleotide identity of each peak in the cleavage pattern, we took advantage of the deuterium kinetic isotope effect on hydroxyl radical cleavage that we have previously reported. We had found that substitution of deuterium for the two hydrogen atoms attached to the 5'-carbon atom of a deoxyribose residue results in a decrease of nearly a factor of two in hydroxyl radical-induced cleavage (9). We prepared a fluorescently-labeled 399-mer DNA sample specifically deuterated at each adenine by performing PCR using \([5',5''-D_2]dATP\) in place of natural dATP. To assign the nucleotide sequence to the cleavage pattern, we compared the cleavage patterns of the normal and deuterated DNA samples. Peaks that differed substantially in intensity between the two patterns were labeled as adenine. Other peaks were assigned by interpolation of the known nucleotide sequence between assigned adenines.

Generation of the experimental ORChID2 pattern for the 399-mer

We previously showed that appropriately averaging the hydroxyl radical cleavage values of the two strands of a DNA duplex provides an experimental map of the variation in minor groove width. We called this pattern ORChID2 (OH Radical Cleavage Intensity Database, 2 strands) (10). To produce the experimental ORChID2 pattern (which we call expORChID2) for the 399-mer DNA molecule, for each position in the sequence, we took the integrated and normalized cleavage value for the nucleotide on one strand and averaged it with the cleavage value for the nucleotide on the other strand that is shifted three nucleotides in the 3' direction. Because of the geometry of B-form DNA, these two nucleotides are directly across the minor groove from each other.

Generation of the computed ORChID2 pattern for the 399-mer

We used the Perl scripts that are available for download on the website http://dna.bu.edu/orchid to calculate the ORChID2 pattern (15) for the 399-mer DNA sequence. The computed ORChID2 pattern (which we call compORChID2) for genomic sites can also be derived from our GBshape database at http://rohsdb.usc.edu/GBshape/ (16).

Loess smoothing of the ORChID2 pattern

We found that minimally smoothing the ORChID2 pattern (both experimental and computed) made for easier comparison with minor groove width patterns from X-ray crystallography and from prediction by DNAshape (17), and with each other. To smooth an expORChID2 or compORChID2 pattern we used the \( \text{loess.smooth} \) function in R, with parameters \( \text{span} = 0.015 \) and \( \text{evaluation} = 300 \), to smooth 300 nucleotides in the ORChID2 pattern that encompass the 11 protein binding sites (Supplementary Figure S1).
Calculation of minor groove width from X-ray co-crystal structures

We measured the minor groove width of double-stranded DNA in co-crystal structures using CURVES (18). Minor groove width is defined as the minimum distance between phosphodiester backbone atoms minus 5.8 Å, which represents the sum of the phosphate van der Waals radii in opposite strands. To calculate minor groove width as a function of sequence, we averaged the values assigned to a given nucleotide position using CURVES (18) default parameters. This definition allows comparison with the analysis of the identical binding sites in a previous study (8). The PDB IDs of the protein–DNA X-ray co-crystal structures used in this study are listed in Supplementary Table S1.

Prediction of the minor groove width pattern of naked DNA using DNAshep

To assess the intrinsic shape in unbound DNA, we predicted the minor groove width at each nucleotide position for the 399-bp DNA sequence using our high-throughput method DNAshep (17). The method uses a sliding pentamer window to define a feature vector of minor groove width. The values of the feature vector as a function of its pentamer sequence were derived from all-atom Monte Carlo simulations of naked B-DNA structures of 10-27 bp in length for 2121 different DNA sequences that cover each pentamer on average 44 times (17). These MC simulations followed a previously published protocol (19) based on the AMBER force field using collective and internal degrees of freedom in combination with implicit solvent, explicit sodium counter ions, and associated Jacobians (20). The R/Bioconductor package DNAshepR (21), used for the prediction of minor groove width for naked DNA, is available at http://www.bioconductor.org/packages/devel/bioc/html/DNAshepR.html.

Statistical analysis

To quantitatively assess the similarity of two groups of data points (e.g. the expORChID2 pattern and the pattern of minor groove width from an X-ray co-crystal structure of a protein–DNA complex), we used the Spearman’s rank correlation coefficient (Spearman’s $\rho$).

To determine the significance of a Spearman’s rank correlation between two groups of data points, we applied $t$-test hypothesis testing to the correlation and calculated the corresponding $P$-value. $P$ was obtained by regression analysis, based on the rankings of data points for each group. The confidence level $\alpha$ was used to determine statistical significance, where $P \leq \alpha$ is considered statistically significant. Standard values for $\alpha$ are 0.1 (*), 0.05 (**), 0.01 (***) and 0.001 (****). For example, there is a highly significant correlation between expORChID2 values and X-ray-derived minor groove widths for the Ubx-Exd heterodimer DNA binding site, because $P = 0.00026$ falls below a confidence level of 0.001.

RESULTS

We began by comparing the experimental ORChID2 pattern for the 399-bp DNA molecule with minor groove widths calculated from X-ray crystal structures of 11 protein–DNA complexes (Figure 1). To facilitate comparison of these two disparate datasets (expORChID2 values for each bp, in arbitrary units, and minor groove widths for X-ray co-crystal structures, in Å), we took advantage of the Drew-Dickerson dodecamer sequence (Dickerson) that we placed near the center of the DNA molecule. We used the minor groove width pattern from the X-ray structure of this naked DNA molecule (10) as a reference to align the structure of a protein–DNA complex, with the expORChID2 pattern for that same sequence as naked DNA. We assessed the correspondence of two patterns by calculating the Spearman’s $\rho$ value, which is a measure of the rank correlation of the values of the two patterns, but which does not depend on the absolute values of expORChID2 or minor groove width.

The first question we asked was, overall, how do the two patterns shown in Figure 1 compare? Visually, we noted that in many sites where the minor groove was narrow in the structure of a protein–DNA complex, there also was a minimum in the expORChID2 pattern for the naked DNA molecule. To more quantitatively investigate this relationship, we calculated the Spearman’s $\rho$ for each protein binding site and the Drew-Dickerson sequence, comparing the

![Figure 1](image-url). Comparison of the patterns of DNA minor groove width variation in naked DNA and in protein–DNA complexes. Blue, minor groove width measured from X-ray co-crystal structures of protein–DNA complexes; red, the ORChID2 pattern determined experimentally for a 399-bp DNA molecule containing 11 protein–DNA binding sites and the Drew-Dickerson dodecamer sequence (Dickerson).
Figure 2. For some protein–DNA complexes, the pattern of minor groove width variation is similar to that of the same sequence as naked DNA. Patterns were quantitatively compared by computing the Spearman’s rank correlation coefficient ρ and the P-value for the similarity. The y-axis scale for expORChID2 values differs slightly between plots to facilitate comparison of individual patterns. This does not affect the calculation of the Spearman’s rank correlation coefficient (see Materials and Methods). Red filled circles, expORChID2 values; blue filled triangles, minor groove width measured from the protein–DNA complex. Arrows, locations of arginine residues bound to the minor groove in the protein–DNA complex, for reference. (A) Ubx-Exd; (B) Phage 434 repressor; (C) Pit-1.

DNA binding sites that have the same shape in the protein–DNA complex as in naked DNA

We first examined binding sites for which the pattern of minor groove width variation in the X-ray co-crystal structure correlated well with the experimental ORChID2 pattern of the naked DNA site. We assessed the similarity of the two patterns by evaluating the Spearman’s ρ for each site individually (Supplementary Table S3). In addition, we evaluated the significance level of that similarity using a t-test (see Materials and Methods for details). Of the 11 binding sites we investigated, we judged seven to have very similar expORChID2 and minor groove width patterns. Spearman’s ρ values for these binding sites range from 0.50 to 0.95 (Figures 2 and 3). For reference, the Spearman’s ρ value for the Dickerson sequence (Supplementary Figure S2) was 0.97. The similarity in patterns was highly significant (P < 0.001) for all binding sites shown in Figure 2 and significant (P < 0.05) for most target sites in Figure 3 (except for panel D; although we note that the similarity between patterns for the MATα2 half-site where arginine residues contact the minor groove was highly significant (Supplementary Table S3)). We conclude that it is likely that, as naked DNA, these 7 DNA binding sites (for the Ubx-Exd heterodimer (22), phage 434 repressor (23), Pit-1 (24), Oct-1 (the octamer site) (25), MogR (26), Msx-1 (27), and the MATα2 half-site (28)) have an intrinsic narrow minor groove region that is recognized by the protein, and that is retained in the protein–DNA complex.

DNA binding sites that change shape upon protein binding

The other four binding sites we studied show evidence for a combination of shape recognition of a narrow minor groove region that is present in naked DNA, and protein binding-associated structural changes in other segments of the DNA (Figure 4). In the Tc3 transposase target site (29) (Spearman’s ρ = 0.65; P < 0.005), two narrow minor groove regions are seen in both the X-ray structure and in the expORChID2 pattern, but they are spaced differently (Figure 4A). While one of the narrow minor groove regions (the one
on the right side of the plot in Figure 4A) is positioned similarly in the complex and in naked DNA, in the protein–DNA complex the two narrow minor groove regions are separated by a half-turn of the DNA helix, while in naked DNA they are separated by a full helical turn.

In the PhoB binding site (30) (Spearman’s ρ = 0.25), a narrow minor groove region is present in the center of both patterns (Figure 4B). The narrow minor groove region is substantially broader in the experimental ORChID2 pattern (10 bp) than in the X-ray structure (4–5 bp).

We studied two binding sites for heterodimers of the MATα2 protein, the MATa1-MATα2 site (28) (Figure 3D) and the MATα2-MCM1 site (31) (Figure 4C). In both binding sites the half-site to which MATα2 binds has the same minor groove width pattern in naked DNA as it does in the protein–DNA complex (Supplementary Figure S3).

While the Spearman’s ρ for the complete MATα2-MCM1 site (Figure 4C) is −0.10, when considering only the MATα2 half-site (Supplementary Figure S3), the ρ value is 0.86 (Supplementary Table S3). The similarity of the patterns was highly significant (P < 0.001) for the MATα2 half-site (right side of the site in Figure 4C). A prominent narrow minor groove region in the MCM1 half-site of the X-ray structure (the left side of the site in Figure 4C) was not present in the expORChID2 pattern, leading to a very low Spearman’s rank correlation for the entire site.

The Oct-1 (PORE) binding site (32) showed a poor Spearman’s ρ (0.24) between the expORChID2 pattern and the minor groove width pattern in the protein–DNA complex (Figure 4D). In the X-ray co-crystal structure, the DNA binding site has three narrow minor groove regions, each separated by a half-turn of the DNA helix. The expORChID2 pattern, in contrast, shows two broad minima separated by nearly a turn of the DNA helix. We noticed, though, that at both the extreme right- and left-hand edges of the binding site (demarcated by dashed green lines in Figure 4D), minima in the two patterns coincide. The center of the site is where the two patterns differ most (see below for discussion of this observation).

Comparison of experimental and predicted patterns of minor groove width for naked DNA

To allow us to compare two distinct approaches, experimental and computational, for obtaining structural information for naked DNA, we used our DNAshape method (17) to predict the pattern of minor groove width variation for the unbound DNA molecule. We first compared the expORChID2 and DNAshape-predicted minor groove width patterns for 285 bp of the DNA molecule, and found an overall Spearman’s ρ of 0.25.

We then compared the two patterns in the unbound state for each protein-binding site individually (Supplementary Table S4). We found that for seven of the protein binding sites the patterns were very similar whether determined experimentally or predicted computationally (Supplementary Table S4).
Figure 4. For some protein–DNA complexes, the pattern of minor groove width variation in part of the binding site is similar to that of the same sequence as naked DNA, and in part of the binding site the pattern is different when protein is bound. Patterns were quantitatively compared by computing the Spearman’s rank correlation coefficient $\rho$ and the $P$-value for the similarity. The $y$-axis scale for expORChID2 values differs slightly between plots to facilitate comparison of individual patterns. This does not affect the calculation of the Spearman’s rank correlation coefficient (see Materials and Methods). Red filled circles, expORChID2 values; blue filled triangles, minor groove width measured from the protein–DNA complex. Arrows, locations of arginine residues bound to the minor groove in the protein–DNA complex, for reference. (A) Tc3; (B) PhoB; (C) MAT$\alpha$2-MCM1; (D) Oct-1 (PORE). Dashed green lines in (D) demarcate segments of the binding site that interact with the POU-homeodomains (left and right sides) and the POU-specific domains (center) of the Oct-1 (PORE) binding site (see Supplementary Figure S6 for more details).
Figure 5. Computational prediction of minor groove width patterns of naked DNA by DNAshape sometimes differs from experimental patterns. Patterns were quantitatively compared by computing the Spearman’s rank correlation coefficient $\rho$ and the $P$-value for the similarity. The $y$-axis scale for expORChID2 values differs slightly between plots to facilitate comparison of individual patterns. This does not affect the calculation of the Spearman’s rank correlation coefficient (see text). Red filled circles, expORChID2 values; teal filled squares, minor groove width predicted by DNAshape for naked DNA. (A) Oct-1 (PORE); (B) Pit-1.

Figure S4A-G). The Spearman’s $\rho$ values for these comparisons were for Ubx-Exd, 0.71; phage 434 repressor, 0.51; Tc3 transposase, 0.74; PhoB, 0.41; MATa1-MATa2, 0.57; MATa2-MCM1, 0.39; MogR, 0.84 (see Supplementary Table S4 for significance levels).

Two additional cases illustrate the limitation of relying solely on the Spearman’s $\rho$ value to assess the similarity of two patterns. The experimental and predicted patterns for the Oct-1 and Msx-1 sites appeared similar (Supplementary Figure S4H, I). In each case, the experimental and the predicted pattern was characterized by a single minimum at nearly the same location in the DNA sequence. But because the experimental and predicted patterns differed slightly in the location of the minima, the Spearman’s $\rho$ values (0.18 and 0.02, respectively) were poor. Given the shift of the minima by a single bp in both cases, despite the apparently poor Spearman’s $\rho$ values we concluded that the DNAshape and expORChID2 patterns for the Oct-1 and Msx-1 sites agreed. Nine of the 11 binding sites, therefore, had similar DNAshape and expORChID2 minor groove width patterns as naked DNA.

In two other cases, however, the experimental and predicted patterns differed substantially. For the Oct-1 (PORE) site, the Spearman’s $\rho$ was $-0.07$ for comparison of the pattern predicted by DNAshape and the expORChID2 pattern (Figure 5A). We recall that the expORChID2 pattern for Oct-1 (PORE) also correlated poorly with the X-ray co-crystal minor groove width pattern (Figure 4D). The pattern predicted by DNAshape showed three narrow minor groove regions, while the expORChID2 pattern had only two. However, the minor groove width pattern predicted by DNAshape agrees much better with the pattern derived from the X-ray co-crystal structure (Spearman’s $\rho = 0.61$) (17). We discuss possible reasons for this discrepancy between expORChID2 and DNAshape below.

In another case, the Pit-1 site (Figure 5B), the Spearman’s $\rho$ value for comparison of the DNAshape and expORChID2 patterns was $-0.51$. The difference between the two patterns is that an extended narrow minor groove region in the expORChID2 pattern is not seen in the minor groove width pattern predicted by DNAshape. However, the expORChID2 pattern for the Pit-1 binding site is an excellent match for the minor groove width pattern from the X-ray structure of the Pit-1/DNA complex (Figure 2C), both of which exhibit a similar extended narrow minor groove width region (see below for discussion of this protein target).

Comparison of experimental and computed ORChID2 patterns

The ORChID approach originated as a computational method to predict the hydroxyl radical cleavage pattern of an input DNA sequence based on a database of experimental cleavage data (15). The ORChID pattern corresponds to one of the DNA strands of a DNA duplex. We later developed ORChID2, which averages the cleavage patterns for the two DNA strands across the minor groove, and showed that there is a strong correlation between the ORChID2 value and minor groove width (10). In this study, we determined the expORChID2 pattern for the 399-bp DNA molecule by experimentally measuring the hydroxyl radical cleavage pattern for each strand, and then averaging the cleavage values across the minor groove. Since we also have developed software to compute the ORChID2 pattern for any input DNA sequence, we compared experimental and computed ORChID2 patterns for 285 bp of the DNA molecule (Supplementary Figure S5), and found a Spearman’s $\rho$ value of 0.69. This result validates the use of computed ORChID2 patterns to provide an approximate map of the variation of minor groove width in DNA sequences of any length. Indeed, compORChID2 patterns for a large number of genomes (including human) are available in the GBshape database (16).

An interesting point in our comparison of the experimental and computed ORChID2 patterns is that the only ma-
DISCUSSION

We focused here on the question of whether distinct structural features of DNA in a protein–DNA complex are present in the naked DNA to which the protein binds (2). This is often a difficult question to answer using experimental structural data, because there are very few X-ray crystal structures or NMR structures of naked DNA molecules capturing the sequence of a protein binding site for which a structure of the protein–DNA complex is available (2,33).

It has long been recognized that the structure of DNA in a protein–DNA complex often varies from the canonical B-form. Olson and coworkers published a seminal study in which they analyzed DNA structural parameters from 92 X-ray structures of protein–DNA complexes (34). While their analysis was the first to comprehensively define the deformability of DNA when bound to protein, they were limited by the lack of structural data for the corresponding naked DNA binding sites to which to compare. Jen-Jacobson and coworkers discovered a remarkable correspondence between DNA distortion and the thermodynamic parameters (entropy and enthalpy) associated with protein binding (35). Relatively undistorted DNA in the complex was associated with favorable enthalpy change upon binding, while bound DNA that was highly distorted was associated with highly favorable entropy change. Once again, though, it was not possible to directly assess the extent of DNA distortion associated with protein binding because structures of the naked DNA binding sites were not available. Lawson and coworkers were the first to systematically compare free and bound DNA structures in an effort to reveal protein-induced DNA distortion (2). After performing crystallization screening trials for 50 DNA oligonucleotides having sequences of various protein binding sites, they were able to solve X-ray structures for four sequences, and thereby compare the structures of cognate naked DNA and DNA bound to protein.

We showed previously that a key DNA structural feature, minor groove width, is amenable to experimental determination by analysis of hydroxyl radical cleavage patterns (10). Narrow minor groove width and protein recognition of DNA have a compelling physical connection. A narrow minor groove is associated with enhanced negative electrostatic potential (36), and proteins have been shown to interact with these regions of negative electrostatic potential by inserting one or more positively-charged side chains (arginine (8), lysine (37), or histidine (38)) into the narrow minor groove.

By using high-throughput computational prediction of naked DNA structure, other structural features of DNA (helical parameters, for example) have been found to correlate with protein binding and improve our ability to predict DNA binding specificity (5,7,39). However, experimental methods, other than X-ray crystallography or NMR spectroscopy, that are capable of deriving these structural features are not available. There also is no simple physical picture connecting protein binding to patterns of helical parameters.

We therefore asked whether a region of narrow minor groove width that exists in naked DNA is present in the corresponding protein–DNA complex. The 11 protein binding sites we examined were chosen because they were highlighted in the first study to reveal the generality of shape recognition of narrow minor groove width by proteins (8).

Twelve different proteins recognize these 11 binding sites. Seven of the proteins contain a homeodomain (MATα1, MATα2, Ubx, Exd, Msx-1, Oct-1 and Pit-1). Two of the homeodomain-containing proteins, Oct-1 and Pit-1, are from the POU family, in which a homeodomain (POU-homeodomain) and a helix-turn-helix motif (POU-specific domain) are connected by a linker peptide. The remaining five proteins do not employ a homeodomain for binding: PhoB (winged helix), MogR (helix-turn-helix plus a loop), MCM1 (MADS box), Tc3 transposase, and bacteriophage 434 repressor (helix-turn-helix).

The Oct-1 (PORE), Pit-1, PhoB, MogR, and bacteriophage 434 repressor sites are bound by a protein homodimer. Two of the DNA sites are bound by a protein heterodimer (Ubx-Exd, MATα1-MATα2), and one is bound by a heterotetramer (MATα2-MCM1). The Oct-1, Tc3 transposase, and Msx-1 sites are each bound by a protein monomer. Images of the protein–DNA complexes are shown in Figures 2–4.

We found that 7 of the 11 DNA sites have very similar minor groove width patterns as naked DNA and in a protein–DNA complex (Figures 2 and 3). The other four sites all had one or more narrow minor groove regions in naked DNA that persist in the complex, and other narrow minor groove regions that were seen only in the complex (Figure 4). In three of these sites, regions of narrow minor groove width were present at the same place in both the complex and naked DNA, while another narrow minor groove region in the protein–DNA complex was not seen in naked DNA (Figure 4A, C, D). In the other site, a broad narrow minor groove width region in naked DNA was much more localized in the protein–DNA complex (Figure 4B).

We therefore suggest that a region of narrow minor groove width that is present in naked DNA is likely to be recognized by a DNA-binding protein and maintained in the protein–DNA complex. In support of that idea, we found that almost every example of a region of narrow minor groove width in a naked DNA binding site coincided with the site of interaction of an arginine residue from the DNA-binding protein in the complex. We marked these arginine interactions with arrows in Figures 2–4. The only exception was the Tc3 site, for which one of the regions of narrow minor groove width in naked DNA (the one on the left of Figure 4A) was not bound by Arg in the complex.

However, in the Tc3/DNA complex the minor groove in this region was wider, perhaps the result of protein-induced deformation of DNA structure, and so was less likely to be electrostatically bound by Arg. In cases where the minor groove geometry changed upon protein binding, we suggest that intrinsic shape features of the unbound DNA assisted the protein in locating its binding site (4,40).
We also compared computational prediction of minor groove width in naked DNA using DNAshape (17) with experimental determination by hydroxyl radical cleavage (expORChID2). We found that in 9 of 11 sites the experimental and predicted minor groove width patterns agreed well (Supplementary Figure S4), providing validation for the computational approach of DNAshape (17). A recent study has compared the use of DNAshape-based structural features in quantitative models of DNA binding specificity (41) with the use of equivalent DNA parameters from 1-µs Molecular Dynamics simulations (42) and X-ray co-crystal structures in the Protein Data Bank (43). The highly comparable results when using DNA shape features from unrelated computational and experimental methodologies (41) confirmed the likely generality of our observations based on DNAshape-derived minor groove width.

In two cases the experimental and computationally-predicted minor groove width patterns differed substantially. For the Oct-1 (PORE) site, the pattern of minor groove width predicted by DNAshape matched the pattern in the X-ray structure of the protein–DNA complex, while the experimental ORChID2 pattern differed from both. In the other case, the Pit-1 site, the experimental ORChID2 pattern closely matched the X-ray co-crystal pattern, while the minor groove width pattern of naked DNA predicted by DNAshape differed from both experimental patterns. We suggest that these two cases may be revealing DNA segments of the Oct-1 homodimer contact each other (Figure 4D, Supplementary Figure S6), leading to compression of the minor groove. Because the center of the binding site apparently was readily distorted by protein binding, it is possible that DNAspace predicted for this region a minor groove width pattern that corresponds to an energetically-accessible conformation that differ little in energy.

Protein binding to the Oct-1 (PORE) site results in a DNA conformation that is similar to that predicted by DNAspace for naked DNA. This pattern is characterized by three regions of narrow minor groove, including a narrow minor groove in the center of the binding site that is not seen in the expORChID2 pattern. The central narrow minor groove occurred where the POU-specific (POU-S) domains of the Oct-1 homodimer contact each other (Figure 4D, Supplementary Figure S6), leading to compression of the minor groove. Because the center of the binding site apparently was readily distorted by protein binding, it is possible that DNAspace predicted for this region a minor groove width pattern that corresponds to an energetically-accessible conformation that was not the same as the conformation detected experimentally by ORChID2 for this sequence when free in solution.

The POU-homeodomains of the Oct-1 homodimer contact the right and left edges of the PORE binding site (Figure 4D, Supplementary Figure S6). In these regions, the minor groove width pattern in the X-ray co-crystal structure, the minor groove width pattern predicted by DNaspace, and the expORChID2 pattern corresponded closely (Supplementary Figure S6). Spearman’s ρ values were 0.78 and 0.88, with P < 0.05 and 0.005, when the expORChID2 pattern was compared with the X-ray or DNAspace pattern, respectively, at the binding site edges (see Supplementary Tables S3 and S4). We conclude that the segments of the binding site recognized by the POU-homeodomain of Oct-1 had an intrinsically narrow minor groove that did not change upon protein binding.

In the case of the Pit-1 target site, an extended narrow minor groove width region was observed in both the expORChID2 pattern and in the X-ray co-crystal structure (Figure 2C), while the minor groove is normal in width in the patterns predicted by DNAspace (Figure 5B) and by compORChID2 (Supplementary Figure S5). At the center of the Pit-1 site there is a stretch of 13 consecutive alternating pyrimidine-purine nucleotides. The sequence T-A-T-A-T-A occurs at the center of this segment. The pyrimidine-purine (Py-Pu) step (particularly T-A), which is considered to be the most flexible bp step, often is called a 'hinge' step due to weak stacking interactions (44). The inherent flexibility of the long stretch of Py-Pu steps at the center of the Pit-1 site may offer an energetically accessible conformation to computational prediction that is not seen experimentally for naked DNA.

CONCLUSIONS

The work we describe here serves to introduce an experimental and computational analysis pipeline for determining an important DNA shape feature, minor groove width, at nucleotide resolution for DNA molecules several hundred bp in length. In particular, we showed that a robotic liquid handling platform can be used to automate the ORChID2 experiment, starting from a PCR reaction mixture and ending with a hydroxyl radical-cleaved DNA sample ready for capillary electrophoretic analysis. Capillary electrophoresis can produce a high-resolution hydroxyl radical cleavage pattern for at least 300 nucleotides in a single experiment, substantially more than by standard gel electrophoresis. To further increase the throughput of this experiment, we are currently developing an analogous workflow that involves the use of high-throughput sequencing to analyze hydroxyl radical cleavage patterns for much larger DNA molecules. Even so, by using the current capillary electrophoresis-based workflow, we have more than doubled the number of DNA sequences for which experimental structural data at nucleotide resolution are available both for a naked DNA molecule and for that DNA molecule bound to protein (2).

This new experimental approach for mapping minor groove geometry in solution on a large scale enabled the deciphering of different mechanisms for DNA binding on a protein family-specific basis. Here, we were able to distinguish between proteins that recognize the intrinsic DNA shape of their binding site (shape readout) and other proteins that seem to read DNA deformability and conformational flexibility (induced fit). These insights will reveal readout mechanisms when experimental three-dimensional structures of naked DNA targets are unavailable. This capability will be important in understanding recognition of the variety of DNA binding sites that a given transcription factor binds to in a genome. Often only a single X-ray co-crystal structure per protein is available, in which the protein is bound to one particular DNA sequence. In reality, however, proteins bind with varying affinity to many related DNA sequences (7,45,46). The methods we introduce here will allow us to probe binding mechanisms for an unrestricted number of target DNA sequences.
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