Fluid structure interaction with curved space lattice Boltzmann
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We present a novel method for fluid structure interaction (FSI) simulations where an original 2nd-order curved space lattice Boltzmann fluid solver (LBM) is coupled to a finite element method (FEM) for thin shells. The LBM can work independently on a standard lattice in curved coordinates without the need for interpolation, re-meshing or an immersed boundary. The LBM distribution functions are transformed dynamically under coordinate change. In addition, force and momentum can be calculated on the nodes exactly in any geometry. Furthermore, the FEM shell is a complete numerical tool with implementations such as growth, self-contact and strong external forces. We show resolution convergent error for standard tests under metric deformation. Mass and volume conservation, momentum transfer, boundary-slip and pressure maintenance are verified through specific examples. Additionally, a brief deformation stability analysis is carried out. Next, we study the interaction of a square fluid flow channel to a deformable shell. Finally, we simulate a flag at moderate Reynolds numbers, air flow channel. The scheme is limited to small deformations of O(10%) relative to domain size, by improving its stability the method can be naturally extended to multiple applications without further implementations.

I. INTRODUCTION

Fluid flow is commonly confined through pipes, between sheets, or within some other arbitrary solid surface. A compelling challenge for simulations is the situation when these confining surfaces strongly deform. Abundant examples can be found in biology [1, 2], and technology [3], on both the macro and micro scales, growth or external forces. The confining cavity constrains the fluid flow and vice versa. In the case of large deformations, possibly caused by the fluid flow, the surface wall can take a complicated shape with high local curvatures [4] or even develop localized ridges or kinks. In such situations inertial fluid effects can exert large forces and generate centrifugal instabilities. The physical consequences of this feedback, if properly understood, can bring a new perspective to biological morphogenesis or biomorphic technologies. Important applications include temperature control of fluids [5] or chemical reactions on a surface [6]; like combustion and metabolism which require mass transport by the fluid. In summary, instabilities and conservation laws that arise from the coupling between the fluid motion and the wall structure can cause various physical effects such as buckling, wriggling, clogging, crumpling, necking, pinching and cavitation. These can be represented as a moving boundary problem which poses considerable numerical challenges, strongly suggesting the need to explore new methods and techniques.

Fluid structure interaction (FSI) simulations allow for an efficient advance in industrial design and optimization [7]. Furthermore, in bio-science and biotechnology the ever increasing complexity of study cases and implementations [1, 8, 9], demands the use of accurate and efficient algorithms in simulating such configurations. Numerous fluid structure interaction implementation methods exist, utilizing various techniques with different outcomes. More 'traditional' methods can include finite element solvers [10], which have been implemented by commercial codes such as ADINA or COMSOL with extreme success. When it comes to complicated geometries, most of the existing methods are designed to work on a Cartesian grid. A boundary change can either be accommodated by re-meshing (conforming mesh methods) [11] or by an immersed boundary (non-conforming mesh methods) [12, 13]. Re-meshing can be very computationally expensive especially for a moving body or boundary. Whereas an immersed boundary solver can be problem specific and the computational cells are cut and solutions interpolated, because a displaced boundary would not align with the grid.Additionally, the above methods have been used to couple LBM to FEM [14–16] with equivalent limitations.

We propose a description for FSI simulations of various physical scenarios using the lattice Boltzmann method (LBM) [17, 18] coupled to a Finite Element Method (FEM). To achieve this we implement a generalization of the LBM in curved space proposed by Mendoza et al. [19], adapted to second order, to simulate the fluid as well as a FEM created by Vetter et al [20, 21] to simulate a shell boundary. The LBM can solve the Navier-Stokes equations (NSE) in arbitrary curvilinear coordinates and the FEM shell is very robust during large deforming. Standard LBMs are restricted to regular grids. To overcome this limitation off-lattice Boltzmann methods have been developed. These include finite-volume [22, 23], finite-element [24], and finite-difference [25, 26] methods. All of the above schemes are limited by interpolation-supplemented unstructured grids.

The elegance of our approach is the ability for the LBM to work independently on a standard lattice in curved coordinates without the need for interpolation, re-meshing or an immersed boundary. In addition, force and momentum can be calculated on the nodes exactly.
in any geometry, which can then be transformed back to Cartesian coordinates.

Simultaneously the FEM shell, apart from stability advantages, utilizes a continuum description of thin elastic objects with inherent $C^2$ differentiability. This allows for very accurate position and velocity calculation. Furthermore, this formulation would open up the possibility of exploiting the proven advantages of Lattice Boltzmann methods, namely computational efficiency and easy handling of complex geometries. Equally as important, the FEM shell is a complete numerical tool with implementations such as anisotropic or differential growth, self-contact, contact between different flexible shapes, spatial constraints and strong external forces. Therefore, utilizing differential geometry and a complete FEM shell solver, a clean, general solver for FSI can be produced.

Firstly we introduce the LBM, followed by the basics of the FEM and especially the subdivision surface. Consequently the coupling procedure is described in detail including the transformation of fields. A validation and tests section precedes a simulations section where the main implementations are presented. The paper finishes with a summary and conclusions. Nomenclature and an appendix section can be found at the end.

II. LATTICE BOLTZMANN IN CURVED SPACE

The LBM was developed to simulate fluids by means of simple arithmetic operations instead of directly solving the macroscopic equations of continuum fluid mechanics (i.e. NSE). This is achieved by performing simple arithmetic operations based on the Boltzmann equation, derived from the kinetic theory of gases and it defines the microscopic motion of fluid particles [27]. Due to its generality, the LBM has also been applied to other, similar, differential equations such a quantum mechanics [28] and relativistic flows [29]. Furthermore, an LBM has been developed to operate in general Riemannian manifolds [30], which enables the simulation of flows in arbitrary geometries. The main idea behind this method is to solve all the relevant equations in the basis of the tangent space of a curved manifold. The solution, once transformed to Cartesian coordinates (Euclidean space), is independent of the geometry as long as there is no intrinsic curvature of the manifold (trivial Ricci scalar and Ricci tensor). Please refer to appendix A for a brief description of the relevant differential geometry.

We hereby propose a $2^{nd}$-order curved space LBM as modified from Ref. [31]. The method implements a $2^{nd}$-order Hermite expansion of the distribution functions with second nearest neighbors LBM velocity vectors (D3Q19) as shown in Fig. 1. Starting from the curved space LBM equation, defining the equilibrium distributions and the forcing term, one can show with a Chapman-Enskog expansion procedure that the NSE are recovered with error of $O(\Delta t^2)$ (for derivation see Appendix C). In this work the Latin indices run over the spatial dimensions and Einstein summation convention is used for repeated indices, unless otherwise stated.

The $2^{nd}$-order curved-space LB equation is given by:

$$f_\lambda(x + c_\lambda \Delta t, t + \Delta t) - f_\lambda(x, t) = -\frac{1}{\tau} (f_\lambda - f_\lambda^{eq}) + \Delta t \mathcal{F}_\lambda$$

(1)

The equation describes the evolution of a discrete distribution function $\{f_\lambda(x, t)\}_{\lambda=1}^Q$ on the lattice, the $\lambda$ label corresponds to the velocity vector $c_\lambda$ (for each LBM node, shown in Fig. 1, $Q$ is the total number of these velocity vectors).

In the kinetic theory of gases, $f = f(x, v, t)$ corresponds to the particle distribution function, depending on the local coordinate $x = (x^1, ..., x^D)$, on the microscopic velocity $v = (v^1, ..., v^D)$ as well as on time $t$. $\tau$ is the relaxation time, $f^{eq}$ is the equilibrium distribution function and $\mathcal{F}_\lambda$ is the forcing term (inertial forces on the manifold). In our case, the time step $\Delta t$ has the same value as the lattice spacing $\Delta x$. Eq. (1) converges to the covariant NSE at $2^{nd}$ order in space and time,

$$\partial_t \rho + \nabla_i \left( \rho u^i \right) = 0 + O(\Delta t^2),$$

$$\partial_t \left( \rho u^i \right) + \nabla_j T^{ij} = 0 + O(\Delta t^2),$$

(2)

where the covariant derivative acting on a general vector $R^i$ is defined by $\nabla_k (R^i) = \partial_k (R^i) + \Gamma^i_{kl} (R^k)$. $\Gamma^i_{jk}$ are the connection coefficients of the covariant derivative (or Christoffel symbols), please refer to Appendix A for the definition and how it relates to the metric. $\rho$ and $u^i$ are the macroscopic density and velocities respectively:

$$\rho = \sum_\lambda f_\lambda \sqrt{g} = \sum_\lambda f_\lambda^{eq} \sqrt{g},$$

$$\rho u^i = \sum_\lambda f_\lambda c_\lambda^i \sqrt{g} = \sum_\lambda f_\lambda^{eq} c_\lambda^i \sqrt{g}.$$
where the polynomials in velocity space: $T^{ij} = \Pi^{\text{eq},ij} - \sigma^{ij}$

$$T^{ij} = \Pi^{\text{eq},ij} - \sigma^{ij} = \sum_{\lambda} f^{\lambda eq}_{\lambda} c^{\lambda}_{\lambda} \sqrt{g} + \left(1 - \frac{1}{2\tau}\right) \sum_{\lambda} (f_{\lambda} - f^{\lambda eq}_{\lambda}) c^{\lambda}_{\lambda} \sqrt{g}. \tag{5}$$

The equilibrium distribution is expanded into Hermite polynomials in velocity space:

$$f^{\lambda eq} = \frac{w_{\lambda}}{\sqrt{g}} \sum_{n=0}^{3} \frac{1}{n! c^{\lambda}} a^{\lambda}_{(n)} \mathcal{H}^{i_{1} \cdots i_{n}}_{(n),\lambda}, \tag{6}$$

$w_{\lambda}$ are the weight functions, described in detail in Appendix B.

In standard LB schemes, the forcing term is known to generate spurious artifacts at first order in $\Delta t$ [32]. A way to cancel this discrete effects is to employ the trapezoidal rule for the time integration in the LB equation by using an improved forcing term [33], given by

$$F^{\lambda}(x, t) := F_{\lambda}(x, t) + \frac{1}{2} (F_{\lambda}(x + c_{\lambda} \Delta t, t) - F_{\lambda}(x, t - \Delta t)), \tag{7}$$

where $F_{\lambda}$ is also expanded into Hermite polynomials:

$$F_{\lambda} = \frac{w_{\lambda}}{\sqrt{g}} \sum_{n=0}^{2} \frac{1}{n! c^{\lambda}} b^{i_{1} \cdots i_{n}}_{(n)} \mathcal{H}^{i_{1} \cdots i_{n}}_{(n)}. \tag{8}$$

In order to match the NSE, the expansion coefficients must be chosen as follows:

$$b_{(0)} = A, \quad b^{ij}_{(1)} = B^{i}, \quad b^{ij}_{(2)} = C^{ij} - c^{2}_{\lambda} \delta^{ij} A, \tag{9}$$

where

$$A = \sum_{\lambda} F_{\lambda} \sqrt{g} = -\Gamma_{ij}^{i} \rho u^{i} - \Gamma_{ij}^{j} \rho u^{j}, \tag{10}$$

$$B^{i} = \sum_{\lambda} F_{\lambda} c^{\lambda}_{i} \sqrt{g} = -\Gamma_{jk}^{i} T^{ij} - \Gamma_{ij}^{i} T^{jk} - \Gamma_{ij}^{j} T^{ki} + F^{\text{ext},i}, \tag{11}$$

$$C^{ij} = \sum_{\lambda} F_{\lambda} c^{\lambda}_{i} c^{\lambda}_{j} \sqrt{g} = c^{2}_{\lambda} \overline{\partial}_{k}(\rho u^{k}) \delta^{ij} + c^{2}_{\lambda} \overline{\partial}_{k}(\rho u^{i}) \delta^{jk} + c^{2}_{\lambda} \overline{\partial}_{k}(\rho u^{k}) \delta^{ij} - \theta \nabla_{k}(\rho u^{i}) g^{jk} - \theta \nabla_{k}(\rho u^{j}) g^{ik} - \theta \nabla_{k}(\rho u^{k}) g^{ij}. \tag{12}$$

The derivatives $\partial_{k}(\rho u^{i})$ can be computed very accurately by using discrete isotropic lattice derivative operators please refer to the appendix D for details.

In order to solve the LB equation numerically, the equation is typically split into a collision step

$$f^{\lambda}_{\lambda}(x, t) = -\frac{1}{\tau} (f_{\lambda}(x, t) - f^{\lambda eq}_{\lambda}(x, t)) + \Delta t F_{\lambda}(x, t) - \frac{\Delta t}{2} F_{\lambda}(x, t - \Delta t), \tag{13}$$

and a streaming step

$$f_{\lambda}(x, t + \Delta t) = f^{\lambda}_{\lambda}(x - c_{\lambda} \Delta t, t) + \frac{\Delta t}{2} F_{\lambda}(x, t), \tag{14}$$

where $f^{*}$ denotes an auxiliary field.

In summary, the method is an optimization of the previous implementation [31], where the LBM velocity lattice vectors are reduced from $D3Q41$, having third and fifth nearest neighbors, to $D3Q19$. 2nd-order convergence to the NSE is achieved by changing the lattice Boltzmann equations. Essentially, adding supplementary contributions to the forcing term Eq. (12) and thus the streaming step, which automatically cancel out spurious terms at relevant order in the NSE. Historically there has been another approaches to this, such as redefining the distribution function to regularize the lattice as proposed by Latt et al. [34], our scheme includes a change at the level of the streaming step.

As a consequence of this correction, the natural contribution of the $D3Q19$ lattice cannot be removed completely to all orders, so in a general coordinate system, higher order moments might not be isotropic and lead to some spurious effects. However, the covariant NSE are recovered correctly to the same order as before (see Appendix C). The advantages of the 2nd-order method are computational efficiency and much simplified boundary implementations, important for the FSI coupling.

## III. FEM SHELL

### A. Continuum description of thin elastic objects

In this study, the FEM was used to simulate thin elastic objects. Specifically, subdivision shells developed by Cirak et al [35, 36] based on the Kirchhoff-Love theory were implemented due to their ability to resolve geometries undergoing large deformations with complex boundary conditions [20, 37]. These shells rely on subdivision surfaces to generate a smooth well-defined limit surface (LS) from a coarse finite-element triangulation of the control mesh (CM), instead of the aggregation of non-conforming local patches derived from traditional methods. This limit surface is constructed using Loop’s recursive refinement [38] scheme generalized by Stam’s eigendecomposition [39]. The basis functions used in this
methodology are 12 quartic splines that produce the exact interpolated infinitely refined limit surfaces that are globally $C^2$ continuous except at a small number of irregular vertices where they are $C^1$. This allows for homogeneous interfaces between elements due to the consistency between the geometrical and finite-element representation. More importantly, in the context of FSI, the fluid solver requires $C^2$ continuity whenever $\Gamma_{ij}^{k}$ is calculated. Furthermore, this class of shell elements has already been extended to include anisotropic growth [40] and orthotropic behavior, which are necessary for simulating elastic objects in a biological context.

The fundamental difference in this case compared to traditional finite elements, is that the middle surface locally approximates the mesh nodal positions $x$ rather than interpolating them as seen in Fig. 2 as

$$x(\theta^1, \theta^2) = \sum_{l=1}^{12} x_l N_l(\xi, \eta),$$  \hspace{1cm} (15)$$

where $\theta^1$ and $\theta^2$ are the curvilinear coordinates of the shell element, $N_l$ the basis functions and $\xi = 0$ and $\eta = 0$ are the natural coordinates of the standard triangle.

### B. Thin Shell Mechanics

The Kirchhoff-Love theory for thin shells uses the common stress-resultant formulation. In this formulation, the stresses are integrated analytically over the thickness of the shell, giving a resultant stress on its middle surface $\bar{\Omega}$. The shell is considered to be hyperelastic, and therefore uses the St. Venant-Kirchhoff constitutive material law. This allows for the use of the Koiter energy density functional; an effective elastic potential energy per unit surface area that links the kinematics and the energetics of the system as

$$W = \frac{Eh}{1-\nu^2} \left[ h\alpha_{\alpha\beta}\alpha_{\gamma\delta} + \frac{h^3}{12} \beta_{\alpha\beta}\beta_{\gamma\delta} \right],$$  \hspace{1cm} (16)$$

where $E$ is the Young’s modulus, $\nu$ is the Poisson’s ratio, $H$ is the elasticity tensor, $h$ is the shell thickness, $\alpha$ is the membrane strain tensor, and $\beta$ is the bending strain tensor. The membrane and bending stress resultants are

$$n^{\alpha\beta} = \frac{\partial W}{\partial \alpha_{\beta\gamma}} = \frac{EH\alpha_{\beta\gamma}}{1-\nu^2} h\alpha_{\beta\gamma},$$

$$m^{\alpha\beta} = \frac{\partial W}{\partial \beta_{\alpha\beta}} = \frac{EH\alpha_{\beta\gamma}}{1-\nu^2} \frac{h^3}{12} \beta_{\gamma\delta}.$$  \hspace{1cm} (17)$$

The total mechanical energy $\Pi$ of the Kirchhoff-Love [41] shell with total Lagrangian displacement of the middle surface $u = x - \bar{x}$, where $\bar{x}$ is the undeformed nodal position of the middle surface, with applied loads $q$ per unit surface area is therefore

$$\Pi[u] = \int_{\bar{\Omega}} h\rho \dot{u} \cdot \dot{u} d\Omega + \int_{\bar{\Omega}} W[u]\bar{\Omega} - \int_{\bar{\Omega}} q \cdot u d\Omega$$  \hspace{1cm} (18)$$

where $\dot{u} = \partial u/\partial t$ is the velocity field. $\Pi$ is then formulated as a variational statement, and solved by approximation as a discrete minimization problem. Therefore, in broad terms, the method solves for an elastic, kinetic and pressure energy Lagrangian. The time integration is performed using explicit dynamics with the constant-average acceleration method.

### IV. FLUID STRUCTURE INTERACTION

Prior to the description of the coupling of the LBM and FEM domain, consistent notations are summarized:

- The Cartesian basis vectors are $x_c = (x_c, y_c, z_c)$, which describe the Cartesian parametrization space $C(x_c)$, used in the FEM domain at time $t$. The subspace of the Cartesian lattice points on the FEM shell and the limit surface are denoted by $C_F(x_c)$ and $C_L(x_c)$ respectively. The corresponding velocity vectors are expressed by $v_{x_c}$.

- The basis vectors $x = (x, y, z)$, describe the curved space manifold $Q(x)$, used in the LBM domain. The subspace of the curved space manifold lattice points of the LBM on the limit surface is $Q_L(x)$ which is equivalent to $C_L(x_c))$. The corresponding velocity vectors are expressed by $u_x \equiv u'$. 

- Coordinate transformations would be denoted by $\rightarrow$ and a quantity $A[M]$ is the transformed value of $A$ on specific manifold $M$.

The complete simulation procedure is summarized in Fig. 3.
Initialize geometries of fluid $Q$ and membrane $C_F$, set initial fields $\rho$, $\rho u^i$, $T^{ij}$, (Eqs. 3, 4, 5)

$t = 0$

- Update geometry of the system according to $C_{ls}$, refer to Sec. IV A 1, Fig. 4.
- Transform the distribution functions into the new $Q$, Sec. IV B.
- LBM: Evolve one timestep (Update velocities, collide Eq. (13), stream Eq. (14)).
- Pass the net, local, stress energy tensor $T^{ij}_{\text{net}}$, Eq. (5), of the fluid to the membrane after transformation $T^{ij}[Q_{ls}] \rightarrow T^{ij}[C_{ls}]$. The local pressure is calculated as $T^{ij}_{\text{net}} \cdot n$, Sec. IV A 2, Fig. 5

- FEM shell: Evolve one time step.
- Calculate and output $C_{ls}$.
- Calculate and output the velocity of the limit surface $v_x[C_{ls}]$.
- Use $C_{ls}$ to create a new smooth mesh that defines the new geometry of the system $C$ Sec. IV A 1 and Fig. 4.
- Transform $v_x[C_{ls}]$ and pass it to the LBM at $Q_{ls}$.

$t = t+1$

Figure 3: Method summary flow chart. Thin solid line⇒ initialization, dotted line⇒ LBM, dashed line⇒ FEM shell, thick solid line⇒ coupling.

A. Coupling of the LBM and the FEM shell

The interaction of the FEM shell to the fluid is achieved by direct coupling of the local positions, velocities and forces of the two methods. To be coupled, all the variables are coordinately transformed between the Cartesian and the LBM curved space coordinates. In addition, due to the dynamic geometry the distribution functions of the LBM need to be transformed after each time-step, this is explained in Sec. IV B.

1. Position coupling

The shell position always resembles moving boundaries to the fluid solver. Unfortunately, the coordinate map $h = x$ relative to a Cartesian grid $x_c$ (domain $0 \leq x \leq L_i$) as, $x(x_c) = x(0) + x_c(L_i - x(0))/L_i$, where $i$ spans the 3-dimensional space as before.

(i) In the case of an exterior FEM shell boundary with small deformations, linear interpolation is sufficient and can be implemented for a chart $h = x$ relative to a Cartesian grid $x_c$ (domain $0 \leq x \leq L_i$) as, $x(x_c) = x(0) + x_c(L_i - x(0))/L_i$, where $i$ spans the 3-dimensional space as before.

(ii) For an interior boundary a cubic spline interpolation is carried out along orthogonal directions to the FEM shell, cubic spline and linear in case of interior and exterior moving boundaries respectively. (d) Final mesh configuration.

Figure 4: Position coupling diagram. (a) Internal moving boundary. (b) Cubic spline solution used to extend the shape of the FEM shell for continuity, note that $Q_{ls} = C_{ls} \neq C_{cm}$. (c) Interpolation carried out along orthogonal directions to the FEM shell, cubic spline and linear in case of interior and exterior moving boundaries respectively. (d) Final mesh configuration.
step, are positioned on the LS. Once \( \tilde{h} \) is created, it is passed to the LBM as a geometry update, and all distribution functions are transformed to the new curved space manifold, \( \tilde{Q} \) (see Sec. IV B).

2. Velocity and force coupling

Referring to Fig. 5, the velocity of the LS, \( v_{x_i} [C_{ls}] \rightarrow u_x \) and then directly using \( u_x \) as the new LBM velocity on the \( Q_{ls} \) nodes. The net stress-energy tensor \( T^{ij}_{ls} \), at each point on the LS, \( T^{ij}[C_{ls}] \) is calculated from the LBM nodes directly above and below. The pressure is calculated as \( T^{xx}_{net} \cdot n \).

B. Transformation of the distribution function and tensors under coordinate change

There are two types of coordinate transformation of interest to this work. The first corresponds to the transformation of variables between the LBM and Cartesian manifolds for coupling purposes as introduced in Sec. IV or as shown on Fig. 6, i.e. \( Q \rightarrow C \) and \( C \rightarrow Q \). The second concerns purely the LBM after a geometry change. More specifically the distribution functions need to be transformed to the new LBM manifold, i.e. \( Q \rightarrow Q \).

Let \( h : Q \rightarrow C, h : x \mapsto x_c = h(x) \) be the chart that maps the rectangular grid \( Q \) to the Cartesian manifold \( C \) (e.g. at time \( t \)). Let \( \tilde{h} : \tilde{Q} \rightarrow C, \tilde{h} : \tilde{x} \mapsto x_c = \tilde{h}(\tilde{x}) \) be a different chart (e.g. at time \( (t + 1) \)). Then the tensor field \( \tilde{T}^{i_1,i_2,\ldots,i_n} \) can be expressed by the Cartesian field

\[
T^{i_1,i_2,\ldots,i_n}(x) = \frac{\partial h^{i_1}}{\partial x^{k_1}} \cdots \frac{\partial h^{i_n}}{\partial x^{k_n}} T^{k_1,\ldots,k_n}(x_c). \tag{19}
\]

E.g. for a velocity field \( v^i(x) = (\partial h^i / \partial x^a) v^a(x_c) \).

The transition maps which relate the points in \( Q \) to the corresponding points in \( \tilde{Q} \) (and vice versa) are given by:

\[
\phi : Q \rightarrow \tilde{Q}, \quad \phi : x \mapsto \tilde{x} = \tilde{h}^{-1}(h(x)), \quad \psi : \tilde{Q} \rightarrow Q, \quad \psi : \tilde{x} \mapsto x = h^{-1}(\tilde{h}(\tilde{x})).
\]

(see Fig. 6). With these transition maps, the tensor fields \( \tilde{T}^{i_1,\ldots,i_n} \) defined in the new chart \( \tilde{h} \) can be expressed by the ‘old’ tensor fields \( T^{i_1,\ldots,i_n} \) defined in the chart \( h \):

\[
\tilde{T}^{i_1,\ldots,i_n}(\tilde{x}) = \frac{\partial \phi^{i_1}}{\partial x^{k_1}} \cdots \frac{\partial \phi^{i_n}}{\partial x^{k_n}} T^{k_1,\ldots,k_n}(x_c),
\]

where \( x = \psi(\tilde{x}) \). In order to carry out the transformation of the lattice Boltzmann distribution function \( f_x(x^i, t) \), must be expressed in terms of some Tensor field which depends only on space. To this end, a Hermite polynomial expansion is carried out for \( f_x(x, t) \) similar to \( f^{eq} \) in Eq. (6), with expansion coefficients given by

\[
a^{i_1,\ldots,i_n}_{(n)} = \sum_{\lambda} f_x \mathcal{H}^{i_1,\ldots,i_n}_{(n)}(x) \sqrt{g}.
\]

Written in this way, \( f_x \) depends on space only implicitly through its moments \( a_{(n)} = a_{(n)}(x^i) \). Thus, it is sufficient
to transform only the moments:
\[
\tilde{a}_{(0)}(\tilde{x}) = a_{(0)}(x)
\]
\[
\tilde{a}_{(1)}^i(\tilde{x}) = \frac{\partial \phi^i}{\partial x^l}(x) \ a_{(1)}^l(x)
\]
\[
\tilde{a}_{(2)}^{ij}(\tilde{x}) = \frac{\partial \phi^i}{\partial x^l}(x) \ \frac{\partial \phi^j}{\partial x^m}(x) \ a_{(2)}^{lm}(x).
\]

Since \( \psi(\tilde{x}) \) will be off-grid in \( Q \) in general, the values of the transformed moments have to be interpolated from the neighboring grid points. Finally, the transformed distribution function can be recomposed from the transformed moments:
\[
\tilde{\psi}_\lambda = \frac{u_\lambda}{\sqrt{g}} \left( \tilde{a}_{(0)}(0) + \frac{1}{2} \tilde{a}_{(1)}^i H_{(1)}^i + \frac{1}{2} \tilde{a}_{(2)}^{ij} H_{(2)}^{ij} + \ldots \right).
\]

(20)

In our implementation we include terms up to second order because they are enough to reproduce hydrodynamics.

It is instructive to clarify that this method uses a standard lattice, which is unaffected by the dynamic geometry. Instead, the chart characterizes the metric tensor, which then defines the new curved space coordinates. As a consequence, it is sufficient that the distribution functions are coordinate transformed on the nodes without the need of interpolation.

V. ACCURACY AND STABILITY VERIFICATION OF THE METHOD

A. Lattice Boltzmann

As a consequence of implementing a 2\textsuperscript{nd} order variation of the curved-space LBM we carry out some basic tests for accuracy validation. Referring to Fig. 3, in this subsection the method is implemented up to and including the 3\textsuperscript{rd} box. Firstly in order to verify the hydrodynamics, the standard Poiseuille flow is investigated with different resolutions. This is done by applying a constant external force \( F_{ext} \) across the domain and comparing the steady state solution (when \( \partial (pu^i) / \partial t = 0 \)) of the cross-sectional velocity profile to the analytical expression \( v_{x_c} = F_{ext} (x_c L^2 - x_c^2) / (2\nu) \). \( L^i_i \) and \( L_i \) denote the computational domain size in Cartesian and curved space coordinates respectively with \( i = 1, 2, 3 \).

The next step is to introduce curvature to the system, i.e. some perturbation to the flat metric. An interesting example is the distortion of the transverse metric component \( g_{yy} \) in flow direction \( x \), which introduces shear components to the induced force. This is parametrized by \( h^i(y) = \epsilon \cos(\gamma y / L_2) \), where \( \epsilon = 0.1 \). The complete metric is given by
\[
g_{ij} = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 + \partial_y^2 h^1(y) & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]

The result is compared to the analytical solution both in LBM and Cartesian coordinates, see Fig. 7. The Cartesian velocity profile matches well the analytical solution as shown in Fig. 7(a). The velocity profile when plotted in LBM coordinates appears significantly shifted relative to the analytical solution as it is not transformed (see Fig. 7(b)). This is a strong indication that vector transformations are performed accurately. The error for \( v_{x_c} \) is shown to converge with increasing resolution. The equivalent result for the original D3Q41 LBM shows marginally faster convergence. This is expected as both methods recover NSE in the same order.

To further verify the accuracy of the method for anisotropic flow and dynamic deformations, the Taylor-Green vortex at Reynolds number \( \approx 20 \) is implemented with a time-dependent metric. The velocities are initialized to \( v_x(t_0) = v_0 \sin(2\pi x / L_1) \cos(2\pi y / L_2) \) and \( v_y(t_0) = v_0 \cos(2\pi y / L_2) \sin(2\pi x / L_1) \) for some initial velocity amplitude \( v_0 \) and periodic boundary conditions. Defining \( h^i(x,t) = \epsilon \sin(\pi x / L_1 - \eta t), \epsilon = 0.1 \eta = 0.05 \), the dynamic metric is realized as:
\[
g_{ij} = \begin{pmatrix}
1 + \partial_x^2 h^1(x,t) & 0 & 0 \\
0 & 1 + \partial_y^2 h^2(y,t) & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]
The analytic velocity in 2D can be calculated as

\[ v_{\text{analytic}}(x_c, t) = v_{x_c}(t_0)e^{xp(-2\nu t)} \]

where \( \nu \) is the kinematic viscosity. The streamlines in Cartesian coordinates at a finite time-step are shown in Fig. 8(a) and the dynamic metric in Fig. 8(b). The relative error for \( v_{x_c} \) is reduced with increasing resolutions, see Fig. 8(c). The total average relative error for \( v_{x_c} \) and \( v_{y_c} \) are shown to converge with increasing resolution, see Fig. 8(d). Therefore, the ability of the method to work with dynamic and multi-component deformations is verified. The equivalent results for the original D3Q41 LBM demonstrate slightly better accuracy and convergence due to the higher isotropic moments when compared with the current method.

Furthermore we carried out a series of calculation and transformation tests, namely the velocities are transformed between \( Q \rightarrow C \rightarrow Q \) using the vector transformation Eq. (19), and the lattice derivatives calculation. The former directly affects the coupled quantities and the latter are fundamental in many calculations including Christoffel symbols, which are used in the forcing term of the LB equation. The velocity transformation has shown a perfect result up to the error of the derivative, which has shown quartic convergence with resolution increase (i.e. slope of Log(relative error)/Log(resolution refinement) \( \approx -4 \)), see Appendix D.

**B. Coupled system**

The accuracy of the method with respect to the basic conservation laws of mass and momentum is verified by a piston test with simple analytic solution. Henceforth, for clarity, we will refer to the simulation directions as \( x, y, z \) (Euclidean space in Cartesian basis, equivalent to \( x_c, y_c, z_c \)) and the domain size as \( L_x, L_y, L_z \). Namely we simulate a rigid plate which is pressed down (z direction) on the fluid. This is done for up to 0.2% volume change as the fluid is modeled as being very close to the incompressibility limit. The total mass of the fluid and momentum transferred are measured for each time step. As shown on the top graph of Fig. 9 the normalized mass stays constant up to a 0.1% error. The conservation of mass comes about the increase in density as the volume decreases, as shown in the top graph of Fig. 9. Furthermore in the middle plot of Fig. 9, the \( x \) and \( y \) average momenta are shown to be negligible compared to the \( z \) component, as expected. Finally, the momentum change can be calculated analytically as \( P \times \Delta t \times \text{Area} \), where \( P \) denotes pressure. This analytic solution is compared to the transfer of momentum to the FEM shell and then from the shell to the fluid, which match up to a negligible error.

To further validate the accuracy of the method with respect to boundary slip the laminar circular Couette flow similar to the one in Ref. [42] is simulated. The fluid velocity depends on the tangential boundary motion, see Fig. 10. The analytic solution for the angular velocity \( v_\theta \)
Angular velocity relative error for a series of resolutions. (d) Convergence of the relative error with increasing resolution, $m$ denotes the gradient.

\[ u_\theta(r) = C_1 r + \frac{C_2}{r}, \]  

where $C_1 = (\Omega_2 R_2^2 - \Omega_1 R_1^2)/(R_2^2 - R_1^2)$, and $C_2 = (\Omega_2 - \Omega_1) R_2^2 R_1^2/(R_2^2 - R_1^2)$. $\Omega_1 = 1 \times 10^{-6}$, $\Omega_2 = -1 \times 10^{-6}$, $R_1 = 1$, $R_2 = 1.063$ and they represent the inner and outer angular velocities, and the inner and outer radii respectively. The $v_\theta$ obtained at steady state for different resolutions is compared with the analytic expression as shown in Fig. 10(b). The relative error for $v_\theta$ is reduced with increasing resolutions as shown in Figs. 10(c)(d). The results indicate that the tangential velocity components of the coupled method are accurately implemented.

The pressure maintenance, and volume conservation accuracy are verified by a modified deformed balloon case as proposed in Refs. [43, 44]. To this end, a closed rectangular 3-D system is simulated in contrast to the original 2-D circular membrane. A deformed FEM shell top surface and rigid walls are initialized with no-slip boundary conditions and uniform pressure. Fig. 11(a) shows the initial shape of the deformed surface. For this case the inside volume will be conserved and pressure may jump temporarily but equalize again. Due the equal pressures and fixed boundaries, the system is expected to reach a stationary steady state with a flat top surface. The pressure cross section at different time-intervals is shown in Figs. 11(b)(c)(d). The system oscillates until a stationary state is reached. The normalized volume and pressure change time-histories are plotted in Fig. 11(e), where the inset shows the steady state solutions at large $t$. The expected steady state volume and pressure are recovered to a high degree of accuracy.

C. Stability analysis

Large domain deformations appear to be the main cause of possible numerical instabilities of the method. Therefore, a stability analysis is carried out implementing a rectangular channel with a top deformable FEM shell, similar to the one in Sec. VIB. The FEM shell is initialized with a Gaussian shaped concavity as a heavy and stiff membrane to resist large changes, see Fig. 12. The amplitude of the concavity is increased until no steady state is reached. The normalized volume and pressure change time-histories are plotted in Fig. 11(e), where the inset shows the steady state solutions at large $t$. The expected steady state volume and pressure are recovered to a high degree of accuracy.
state can be reached due to unmanageable numerical instabilities. A steady state solution, the appearance of stable spurious effects and the emergence of instabilities in pressure are shown in Fig. 12(a), 12(b) and 12(c) respectively. In Fig. 12(e) the maximum pressure within the domain at steady state is plotted against amplitude of the concavity. The simulation appears to be well behaved up to deformations of 10% relative to the domain height, \( L_z \). The metric, as plotted in Fig. 12(e), indicates that the cross diagonal components deviate the most from the undeformed case, causing unstable forcing terms in Eqs. (1,10,11,12).

**VI. SIMULATIONS**

Following the initial validation the method is implemented in 2-D and 3-D scenarios. The first corresponds to a very common usage/validation of FSI methods, that is a moving flag in a non-laminar flow (Re\( \approx \)230), which has been thoroughly studied in literature both experimentally and numerically [45]. The flow induces an oscillatory motion to the flag, where the frequency of oscillations depends on the material, fluid, velocity and Reynolds number (Re). Additionally, this example allows for the exploration of the potential the method might have in non-laminar flows. The 3-D simulation, we implement is a simple square channel with an inlet outlet, 3 solid, non slip boundaries and a deformable shell (no-slip) on top which is pressed down by an applied uniform pressure.

### A. 2-D simulation, Flag on a pole

A flag on a pole scenario is implemented as seen in Fig. 13. Specifically, a long air channel (density \( \rho_{\text{air}} = 1 \text{kg/m}^3 \)), kinematic viscosity \( \nu = 0.00166 \text{m}^2/\text{s} \), \( L_x \times L_y = 257 \times 65 \text{cm} \), resolution \( 257 \times 65 \) with a parabolic velocity profile at the inlet (\( v_x = 4 x \times 10^{-1} / (L_y - (y - L_y)/2)^2) / L_y^2 \) and Re \( \approx 230 \) is simulated. Inlet and outlet are prescribed as open and for all other boundaries: top, bottom wall, flag and pole; no-slip condition is used. Open boundaries are implemented by extrapolation from the inner neighbors to the unknown distributions, where no-slip is achieved by fixing the velocity to zero on the boundary. The pole is a rigid cylinder with diameter 10cm, the flag has a thickness of 0.2cm, a length of 33cm and is made of EPDM-rubber (density: 1360kg/m\(^3\)). Young’s modulus: 16MPa, Poisson’s ratio: 0.48). Additionally we impose some light damping. Interior boundary interpolation was implemented for this simulations as explained in Sec. IV A 1.

The flow (Fig. 13) induces some instabilities to the flag, which gradually settle to a periodic oscillation as in Fig. 14. The stable period of oscillation appears constant with a frequency \( f \approx 5.1\text{Hz} \) and an amplitude of 0.045cm, as seen from the power spectrum \( P \) and displacement in Fig. 14. The second, lower frequency in the power spectrum is the dominant excitation of the initial instabilities that the flag experiences, which then decay.

These results can be compared to the FSI3 test as found in Ref. [46], a proposal for FSI benchmarking by Turek et al.. In FSI3 the same dimensions and boundary conditions are used, Re = 200, and the shell to fluid density ratio is unity, which is much lower than in our case (i.e. 1360), for the reasons explained below. In FSI3, the steady state frequency \( \approx 4.8\text{Hz} \) and the amplitude of oscillation \( \approx 3.4\text{cm} \). The discrepancy in frequency is expected mainly due to the large difference in the shell to fluid density ratio and Reynolds number. The amplitudes are not comparable due to this large difference in the densities ratio.

The internal boundary implementation can be unstable to large and/or fast deformations for manageable resolutions, implying that in this case it does not converge to a steady state solution. Therefore, in order to achieve a steady state solution, the current implementation is restricted to high shell to fluid density ratio. The instabilities appear to develop in the ‘expanded’ half plane of the simulation domain (see Fig. 4), due to not sufficiently smooth metric variations. The consequence of this is unstable forcing terms.

Furthermore, as shown in Fig. 15, the oscillation of the flag within one period, exhibits a motion around the
Figure 13: Flag and cylindrical pole are shown in white. Parabolic velocity inlet on the left and open outlet on the right. No-slip condition applied to the other boundaries, flag and pole. Snapshot taken during non-laminar flow (Re ≈ 230).

Figure 14: Flag tail oscillation. Evolution of the cross-stream tail position, normalized by steady state amplitude. Initial irregular motion settles to regular periodic motion, after 4s. Left inset: phase plot of cross-stream displacement and velocity. Right inset: power spectrum of cross-stream displacement.

clamped point. The oscillation shows similar qualitative behavior to the first simulation of [47] where a similar scenario with a high shell to fluid density ratio is implemented. The asymmetry in the oscillation comes about the slightly asymmetric velocity profile. This is also highlighted by the phase plot in Fig. 14.

B. Square channel

Moving to a truly 3-D implementation we simulate a square channel as in Fig. 16. The FEM shell on top of the channel reproduces an EPDM-rubber as in Sec. VIA, the channel dimensions are 65 × 65 × 65 cm, with a fluid density of 1000 kg/m³, and with simulation resolution of 65 × 65 × 65 cells. A pressure gradient dP/dx ≈ 30 Pa/m is applied across the flow direction (x) which results to a steady state flow of Re ≈ 1. This flow resembles a Poiseuille profile flow through a cylinder, which is expected as a square channels can be visualized as an approximation to a cylindrical tube. When steady state is reached, an external, uniform pressure is applied at the top (0.37 MPa). This pressure causes the membrane to bend in between its pinned boundaries, i.e. the sides of the top square, affecting the flow through the channel.

As it can be seen from Fig. 16, a transverse velocity component (v₂) naturally develops from the motion and deformation of the wall, thus affecting the streamwise velocity but not disturbing it completely. Additionally there are some minor y and x velocity components created by the displacement of the fluid as the membrane moves down, these can be inferred by following the streamlines of Fig. 16.

Furthermore the components of the metric are monitored, see Fig. 17. As explained in Sec. IV A 1, a smooth metric variation is required such as to ensure accurate calculation of the forcing term (Eqs. 10, 11, 12). This is achieved here by using the exterior boundary interpolation as explained in Sec. IV A 1. The LBM manifold is compressed along the z-direction as the membrane moves downwards.

As seen in Fig. 18, by measuring the position and velocities at the center of the membrane we observe a convergence of the motion to an equilibrium position. The depth of the equilibrium configuration, naturally, depends on the pressure applied, the material, the velocity and the density of the fluid. Furthermore, we observe how the velocity oscillates with π/2 out of phase relative to the position.

To set a measure of the gain in computational efficiency, the total memory allocation of the current LBM approach is around 45% and the total simulation time is around 70% when these are compared to the original...
Figure 16: **Square channel.** 3-D plot of velocity vectors and streamlines (Cartesian components). A pressure gradient is applied along the open, streamwise, \( x \) boundaries. No-slip condition is applied to the other boundaries. Triangular mesh on top represents the deformable membrane, that is pushed down by a uniform pressure. Streamwise velocity exhibits a parabolic profile, which is affected by the membrane.

![3-D plot of velocity vectors and streamlines](image)

Figure 17: **Metric Tensor.** Three \( g_{ij} \) components shown on the \( xz \) slice (left) and along the \( x \) direction for \( z = L_z/2 \) (right).

![Metric Tensor components](image)

curved space LBM. Additionally, within the complete coupled simulation, updating the chart \( \mathbf{h} \) (including the interpolations) uses 6% of the total time, where transforming the distribution function and calculating the forcing term use 40%. These are equivalent to only 51% of the total LBM time. Therefore, the method is efficient even relative to a standard LBM solver.

**VII. SUMMARY AND CONCLUSIONS**

We presented a novel method for fluid structure interaction simulations where differential geometry is used as the motivation for implementing deformable boundaries. Moreover, utilizing direct force and momentum calculation from the fluid solver, a precise coupling is achieved between the curved space LBM and the FEM shell. The curved space LBM uses a standard lattice, avoiding the need for off-lattice interpolation.

We demonstrated that our 2\textsuperscript{nd}-order curved space lattice Boltzmann reproduces both a Poiseuille profile under a metric deformation and a Taylor-Green vortex under a dynamic metric deformation, with resolution convergent errors. The volume conservation and pressure maintenance were verified by a closed deformed membrane scenario. In addition, boundary slip was validated through the laminar circular Couette flow. A brief stability analysis was performed, which indicated validity of the method within 10% deformations relative to domain size. The restriction to small deformations mainly originates from the metric variation and is partly influenced by the reduction of the lattice speeds, which may introduce higher order anisotropies into the forcing term. Additionally, we presented two applications of the method one at low and one at medium Reynolds numbers.

At low Reynolds number a deformable square channel has produced good qualitative results. The flag scenario (rubber in air at \( \text{Re} \approx 230 \)) exhibited the expected physical behavior, when light damping was implemented,
with a steady oscillation solution. The spatial flag shape and the measured frequency \( \approx 5.1 \) agreed, within error, to similar simulation results.

Future work can include direct, quantitative comparison of the flag oscillation with experimental and other numerical results. Additionally, an extended 3-dimensional flag can be simulated which is a more challenging example. Other possibilities could include different materials and fluids. Similarly the square channel can be extended to a pipe with deformable walls. The model stability, can be improved with an entropic LBM [48], using Multi-relaxation-time LBM [49] or using a larger lattice as in higher-order isotropic LBMs [50]. The model stability, can be improved with an entropic LBM [48], using Multi-relaxation-time LBM [49] or using a larger lattice as in higher-order isotropic LBMs [50]. The method can then be used to simulate strongly deformed lattice as in higher-order isotropic LBMs [50].

Comparison of the flag oscillation with experimental and other numerical results. Additionally, an extended 3-dimensional flag can be simulated which is a more challenging example. Other possibilities could include different materials and fluids. Similarly the square channel can be extended to a pipe with deformable walls. The model stability, can be improved with an entropic LBM [48], using Multi-relaxation-time LBM [49] or using a larger lattice as in higher-order isotropic LBMs [50].

\[ R_{ijkl} = g(R(e_i, e_j)e_k, e_l) = \partial_j \Gamma^i_{ik} - \partial_k \Gamma^i_{ij} + \Gamma^l_{jm} \Gamma^m_{ik} - \Gamma^l_{km} \Gamma^m_{ij}. \]  

Contraction of \( R_{ijkl} \) to a rank 2 and 1 tensor yields the Ricci-tensor \( R_{ij} = R^{k}_{ikj} \) and the Ricci-scalar \( R = \)
\( g^{ij} R_{ij} \) respectively, which can also be used to quantify curvature.

Finally some general definitions of operators in curved space. The gradient \( \nabla f = g^{ij} \partial_j f \), divergence \( \nabla \cdot v^i = \frac{1}{\sqrt{g}} \partial_i (\sqrt{g} v^i) \), integration over curved volume \( V = \int_V Q dV \), where \( dV = \sqrt{g} dx^1...dx^D =: \sqrt{g} d^Dx \) denotes the volume element. \( \sqrt{g} \) denotes the square root of the determinant of the metric tensor.

It should be clarified that in the simulations there is no time curvature and \( g_{ij} \) denotes the curved space metric not space-time.

**Appendix B: Gauss Hermite quadrature**

The expansion coefficients of the equilibrium distribution are given by:

\[
\begin{align*}
    a_{(0)}^\text{eq} &= \rho, \\
    a_{(1)}^\text{eq} &= \rho u^i, \\
    a_{(2)}^\text{eq} &= \rho \theta g^{ij} - c_s^2 \delta^{ij} + \rho u^i u^j,
\end{align*}
\]

where \( \theta \) denotes the normalized temperature (from the Maxwell-Boltzmann equilibrium distribution), \( c_s \) the lattice-specific speed of sound and \( \delta^{ij} \) is the Kronecker delta.

Using an expanded polynomial basis we can solve the Boltzmann equation numerically, by expanding the distribution function and the forcing term. We use a polynomial basis that is accurately reproducing the Gaussian shaped Maxwell Boltzmann equilibrium distribution. This is the case for the Hermite polynomials defined as such:

\[
\mathcal{H}^{i_1...i_n}(v) = (-1)^n w(v)^{-1} \frac{\partial}{\partial v_{i_1}} \ldots \frac{\partial}{\partial v_{i_n}} w(v)
\]

where \( w(v) \) is the weight function, is given by

\[
w(v) = \frac{1}{(2 \pi)^{D/2} \sqrt{\det(g)}} 
\exp \left( -\frac{1}{2} |v|^2 \right)
\]

The Hermite polynomials are given by

\[
\begin{align*}
    \mathcal{H}^{(0)}_{\lambda} &= 1, \\
    \mathcal{H}^{(1)}_{\lambda} &= \frac{c_s^2}{c_s} \\
    \mathcal{H}^{i_j}_{(2),\lambda} &= \frac{c_s^4}{c_s^2} \delta^{ij} - c_s^2 \\
    \mathcal{H}^{i_j}_{(3),\lambda} &= \frac{c_s^6}{c_s^4} \delta^{ij} - \frac{c_s^4}{c_s^2} \delta^{ik} \frac{c_s^2}{c_s} - \frac{c_s^2}{c_s} \delta^{ik} \frac{c_s^4}{c_s^2} \\
    &\vdots
\end{align*}
\]

Thus, the equilibrium distribution satisfies the following relations:

\[
\begin{align*}
    \rho &= \sum_{\lambda} f^\text{eq}_\lambda \sqrt{g}, \\
    \rho u^i &= \sum_{\lambda} f^\text{eq}_\lambda c_s^i \sqrt{g}, \\
    \Pi^{eq,ij} &= \sum_{\lambda} f^\text{eq}_\lambda c_s^i c_s^j \sqrt{g} = \rho \left( \theta g^{ij} + u^i u^j \right).
\end{align*}
\]

As seen by plugging in the explicit expressions of the first Hermite polynomials the coefficients \( a_{(n)} \) can recover the macroscopic moments of the distribution function. With this LB method the calculation of the macroscopic moments on the lattice is exact under the use of Gauss-Hermite quadrature, this implies that the integrals over velocity space are exchanged to sums on a discrete set without loss of accuracy. To satisfy the orthogonality relations to \( N \) order the lattice is required to obey certain symmetries.

**Appendix C: Chapman-Enskog expansion**

So as to prove that the LB equation converges to the Navier-Stokes equations in the hydrodynamic limit of small Knudsen numbers, we perform a Chapman-Enskog multiscale analysis. To this end, we firstly perform a Taylor expansion of the distribution function in Eq. (1), which yields:

\[
\Delta t \left( D_i f_{\lambda} + \frac{\Delta t^2}{2!} D_i^2 f_{\lambda} + \ldots \right) = -\frac{1}{\tau} (f_{\lambda} - f_{\lambda}^\text{eq}) + \Delta t F_{\lambda} + \frac{\Delta t^2}{2} D_i F_{\lambda} + \ldots, 
\]

where \( D_i := \partial_i + c_s^i \partial_t \) denotes the material derivative, and the dots indicate irrelevant higher order terms \( \sim O(\Delta t^3) \). The distribution function as well as the time and space derivatives are now expanded in terms of the Knudsen number \( \varepsilon \):

\[
f = f^{(0)} + \varepsilon f^{(1)} + \varepsilon^2 f^{(2)} + \ldots,
\]

\[
\partial_t c_s^i, A, B^i, C^{ij} = \varepsilon (\partial_t^{(1)}, \varepsilon f^{(1)}, A^{(1)}, B^{(1),i}, C^{(1),ij}).
\]

Plugging everything into Eq. (C1) and comparing orders of \( \varepsilon \), we obtain the following set of equations:

\[
\begin{align*}
    O(\varepsilon^0) : f^{(0)}_{\lambda} &= f^\text{eq}_{\lambda}, \\
    O(\varepsilon^1) : D_i^{(1)} f^{(0)}_{\lambda} &= -\frac{1}{\tau} f^{(1)}_{\lambda} + F^{(1)}_{\lambda}, \\
    O(\varepsilon^2) : \partial_t^{(2)} f^{(0)}_{\lambda} + \left( 1 - \frac{\Delta t^2}{2} \right) D_i^{(1)} f^{(1)}_{\lambda} &= -\frac{1}{\Delta t^2} f^{(2)}_{\lambda}.
\end{align*}
\]

The moments of \( f^{(0)}_{\lambda} = f^\text{eq}_{\lambda} \) and \( f^{(1)}_{\lambda} \) can be deduced from the fact that the collision operator conserves mass.
and momentum, i.e.

\[ \sum_\lambda f_\lambda \sqrt{g} = \sum_\lambda \rho_\lambda, \]

\[ \sum_\lambda f_\lambda c^a_\lambda \sqrt{g} = \sum_\lambda \rho_u^a, \]

\[ \sum_\lambda f_\lambda c^a_\lambda c^b_\lambda \sqrt{g} = \Pi^{abij} = \Pi^{eq,ij}, \]

Thus we find:

\[ \sum_\lambda f_\lambda^{(0)} \sqrt{g} = \rho, \] (C6)

\[ \sum_\lambda f_\lambda^{(0)} c^a_\lambda \sqrt{g} = \rho u^a, \] (C7)

\[ \sum_\lambda f_\lambda^{(0)} c^a_\lambda c^b_\lambda \sqrt{g} = \Pi^{(0),ij} = \Pi^{eq,ij}, \] (C8)

\[ \sum_\lambda f_\lambda^{(1)} \sqrt{g} = 0, \] (C9)

\[ \sum_\lambda f_\lambda^{(1)} c^a_\lambda \sqrt{g} = 0, \] (C10)

\[ \sum_\lambda f_\lambda^{(1)} c^a_\lambda c^b_\lambda \sqrt{g} = \Pi^{(1),ij}, \] (C11)

where \( \Pi^{eq,ij} = \rho (\theta g^{ij} + u^i u^j) \).

**Moments of Eq. (C3-C4)**

Taking the moments of Eq. (C3) yields:

\[ \sum_\lambda (C3) \sqrt{g} : \partial_t^{(1)} \rho + \bar{\partial}_i \Pi^{(1),ij} = A^{(1)}, \] (C12)

\[ \sum_\lambda c^a_\lambda (C3) \sqrt{g} : \partial_t^{(1)} (\rho u^a) + \bar{\partial}_j \Pi^{(0),ij} = B^{(1),i}, \] (C13)

where \( A \) and \( B^i \) are the moments of the forcing term (10-11) and \( \bar{\partial}_i := \partial_i - \Gamma^j_{ij} \). Here, the additional Christoffel symbol term in the derivative \( \bar{\partial}_i \) originates from the metric determinant \( \sqrt{g} \):

\[ \sum_\lambda c^a_\lambda \partial_t f_\lambda^{(0)} \sqrt{g} = \left( \partial_t - \frac{\partial_t \sqrt{g}}{\sqrt{g}} \right) \sum_\lambda c^a_\lambda f_\lambda^{(0)} \sqrt{g} = \partial_t (\rho u^a) - \Gamma^j_{ij} (\rho u^i) =: \bar{\partial}_i (\rho u^i), \] (C14)

where we have used the identity \( \partial_t \sqrt{g} = \Gamma^j_{ij} \sqrt{g} \). The moments of Eq. (C4) are given by

\[ \sum_\lambda (C4) \sqrt{g} : \partial_t^{(2)} \rho = 0, \] (C15)

\[ \sum_\lambda c^a_\lambda (C4) \sqrt{g} : \partial_t^{(2)} (\rho u^a) = \bar{\partial}_j \Pi^{(1),ij}, \] (C16)

where \( \Pi^{(1),ij} \), the viscous stress tensor (rescaled by \( \varepsilon \)), is given by

\[ \Pi^{(1),ij} = - (1 - \frac{1}{Ma^2}) \Pi^{(1),ij} = - (1 - \frac{1}{Ma^2}) \sum_\lambda f_\lambda^{(1)} c^a_\lambda c^b_\lambda \sqrt{g}. \] (C17)

**Continuity Equation**

For the continuity equation, we add \( \varepsilon \cdot (C12) \) and \( \varepsilon^2 \cdot (C15): \)

\[ \partial_t \rho + \bar{\partial}_i (\rho u^i) = 0. \] (C18)

After inserting the explicit expression for \( A \), we obtain the continuity equation with error \( \mathcal{O}(\Delta t^2): \)

\[ \partial_t \rho + \nabla_i (\rho u^i) = 0 + \mathcal{O}(\Delta t^2) \](C19)

where \( \nabla \) denotes the covariant derivative.

**Momentum Equation**

Adding \( \varepsilon \cdot (C13) \) and \( \varepsilon^2 \cdot (C16) \) yields the momentum conservation equation:

\[ \partial_t (\rho u^i) + \bar{\partial}_j \Pi^{(0),ij} = \bar{\partial}_j \sigma^{ij} + B^i. \] (C20)

Inserting the explicit expressions for \( B^i \) and \( \Pi^{(0),ij} \) yields the Navier-Stokes momentum equation with error \( \mathcal{O}(\Delta t^2): \)

\[ \partial_t (\rho u^i) + \nabla_j (\rho u^i u^j + \rho \theta g^{ij}) = \nabla_j \sigma^{ij} + \mathcal{O}(\Delta t^2), \] (C21)

where \( \sigma^{ij} \) is the viscous stress tensor, whose explicit form in terms of \( \rho \) and \( u^i \) will be derived in the next section.

**Viscous Stress Tensor**

For the derivation of the viscous stress tensor \( \sigma^{ij} \), we rewrite

\[ \sigma^{ij} \overset{(C17)}{=} - (1 - \frac{1}{2Ma^2}) \varepsilon \sum_\lambda c^a_\lambda c^b_\lambda f_\lambda^{(1)} \sqrt{g} \]

\[ \overset{(C3)}{=} (\tau - \frac{1}{2}) \Delta t \varepsilon \sum_\lambda c^a_\lambda c^b_\lambda \left( D_{ij}^{(1)} f_\lambda^{(0)} - F^{(1)}_{ij} \right) \sqrt{g} \]

\[ \approx \left( \tau - \frac{1}{2} \right) \Delta t \left( \bar{\partial}_k \left( c^2_\lambda \rho (u^i \delta^{jk} + u^j \delta^{ik} + u^k \delta^{ij}) \right) - C^{ij} \right) \] (C24)

Here, we have used

\[ \sum_\lambda c^a_\lambda c^b_\lambda f_\lambda^{(1)} \sqrt{g} \overset{C17}{=} 0, \]

\[ \sum_\lambda c^a_\lambda c^b_\lambda \bar{\partial}_k^{(1)} f_\lambda^{(0)} \sqrt{g} = \bar{\partial}_k (c^2_\lambda \rho (u^i \delta^{jk} + u^j \delta^{ik} + u^k \delta^{ij})). \]

After plugging in the explicit expression for \( C^{ij} \), we obtain

\[ \sigma^{ij} = \nu \left( \nabla^j (\rho u^i) + \nabla^i (\rho u^j) + g^{ij} \nabla_k (\rho u^k) \right), \] (C25)

where we have defined \( \nu := \left( \tau - \frac{1}{2} \right) \Delta t \theta \) and neglected terms of the order \( \mathcal{O}(u^3) \sim \mathcal{O}(Ma^3) \), \( Ma \) being the Mach number.
Appendix D: Improved Lattice derivatives

Here we present an improved way of calculating discrete derivatives on the lattice with up to forth-order precision. We use the isotropic discrete differential operators as proposed in [51]. The gradient and the Laplacian of a lattice function $f$ are given by

$$\partial_if(x) = \frac{1}{c_s^2\Delta t} \sum_{\lambda} w_{\lambda} c_s^2 f(x + c_\lambda \Delta t) + \mathcal{O}(\Delta t^2), \quad (D1)$$

$$\Delta f(x) = \frac{2}{c_s^2\Delta t} \sum_{\lambda} w_{\lambda}(f(x + c_\lambda \Delta t) - f(x)) + \mathcal{O}(\Delta t^2), \quad (D2)$$

using the lattice symmetries is furthermore possible to calculate the derivative to 4th order with respect to $\Delta t$;

$$\partial_if(x) = \frac{1}{c_s^2\Delta t} \sum_{\lambda} w_{\lambda} c_s^2 (\Delta f(x + c_\lambda \Delta t)$$

$$- c_s^4 t^2 \frac{\partial f(x + c_\lambda \Delta t)}{x} + \mathcal{O}(t^4),$$

where $\Delta f$ denotes the Laplacian of $f$, which can be precomputed using Eq. (D2). Therefore all the differential geometrical object such as the metric, the Christoffel symbols and the Ricci curvature can be precomputed at high numerical precision $\mathcal{O}(t^4)$. In this work the 19 second nearest nodes, as in Fig. 1, are used to calculate the derivatives. The precision is investigated by comparing the error of a sinusoidal metric tensor derivative to the analytical solution, see Fig. 19.
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