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Abstract Safe-by-Design is an approach to engineering that aims to integrate the value of safety in the design and development of new technologies. It does so by integrating knowledge of potential dangers in the design process and developing methods to design undesirable effects out of the innovation. Recent discussions have highlighted several challenges in conceptualizing safety and integrating the value into the design process. Therefore, some have argued to design for the responsibility for safety, instead of for safety itself. However, this idea has not been developed further. In this article, we develop an approach to Safe-by-Design, grounded in care ethics, which builds on the idea of designing for responsibility and can deal with the complexity that is inherent to the conceptualization of safety. We describe five ways in which care ethics contributes to the conceptualization of Safe-by-Design: (1) It suggests the development of ‘circles of care’ in which stakeholders share the responsibility for safety; (2) it recognizes the importance of considering safety as something that is situated in the surroundings of a technology, instead of as a property of the technology itself; (3) it acknowledges that achieving safety is labour that requires an ongoing commitment; (4) it emphasizes that the way in which we relate to technology impacts its safety; and (5) it recognizes the role of emotions in assessing safety. All these elements combined lead to a broader understanding of safety and a philosophically more substantial and practically more appealing conceptualization of Safe-by-Design.
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Introduction

Emerging technologies such as nanotechnology and synthetic biology may contribute substantially to innovations in food production, medicine, energy and manufacturing, and through this to human well-being and environmental sustainability. Simultaneously, however, they are also a source of risks and uncertainty. In an attempt to handle safety issues pro-actively, the concept of Safe-by-Design has been introduced [1–4]. Although the idea of designing
products, processes, materials, or technologies\(^1\) to be safe(r) per se is not new, the concept of Safe-by-Design as presently conceived is.

In a particularly insightful study on Safe-by-Design, Van de Poel and Robaey argue that, at least where emerging technologies that are characterized by high levels of uncertainty are concerned, it would be wise not only to design for safety, but also for the responsibility for safety \([5]\). They argue that it is ineffective to design technologies in ways that decrease (future) users’ freedom to handle them in presently unforeseen manners. Certain risks may only become apparent after the design stage, and in such cases, users are in a unique position to handle the technology adaptively and flexibly, thereby potentially increasing safety levels. This is particularly relevant for technologies that may be used by many people, such as sunscreen with nanoparticles.

Van de Poel and Robaey argue that we should learn to handle these technologies safely, instead of taking their safety for granted, similar to how users have learned to dispose batteries safely. Because technologies have the ability to change society in both material and moral dimensions, they consider it undesirably undemocratic to deny users the possibility to shape technologies during the use phase. If Safe-by-Design also entails designing for the responsibility for safety and not exclusively for ultimate safety, significant weaknesses can be avoided.

Although the proposal to design for the responsibility for safety is very promising, it focuses primarily on rule-like prescriptions, rather than relating to what responsibility might mean on the level of the actual practice. As such, it leaves several questions unanswered, including ones concerning the temporal, material, and affective dimensions of what it means to take care of safety and to organize the responsibility for it.

In this article, we aim to expand on the work by Van de Poel and Robaey, and develop an approach to Safe-by-Design that fills this gap. Our approach to Safe-by-Design is grounded in care ethics; it centres around building ‘circles of care’ for safety, in which all actors involved in any stage of a technology’s life cycle share the responsibility of caring for its safety.

The idea of ‘circles of care’ was introduced by care ethicist Joan Tronto as a way of no longer viewing care solely as a dyadic relation, but as an on-going process in which multiple actors care together \([6]\). In a more speculative fashion, the extension of such a notion of care to issues of technoscience also features in the work of María Puig de la Bellacasa \([7, 8]\), who regards care as an ongoing commitment to the making of futures.

Because the ethics of care recognizes the importance of concrete relationships in evaluating our moral obligations, as well as our interdependence in living the ‘good life’, it is particularly suitable for ethically guiding innovation practices in which many different stakeholders are involved. Furthermore, the concept of care in care ethics is, more than core concepts of other ethical theories such as autonomy, justice, or equity, capable of dealing with uncertainties, as it is actively involved with the values and virtues that we consider important for the future \([9]\). Thus far, care ethics had not explicitly been adopted in discussions on Safe-by-Design, but we will show that Safe-by-Design can be conceived of as a practice of caring for new technologies and the world into which they are introduced, including future generations \([10, 11]\).

To do so, we proceed as follows: in ‘Safe-by-Design’, we provide further background information on the concept of Safe-by-Design, and ‘Care Ethics in the Age of Technoscience’ elaborates on the significance of care ethics for understanding technoscience. In ‘A Caring Perspective on Safe-by-Design’, subsequently, we bring Safe-by-Design and care ethics together and we develop our care ethical conceptualization of Safe-by-Design. In ‘Conclusions and Discussion’, finally, we formulate our conclusions and discuss these in light of topical developments.

**Safe-by-Design**

Significant contributions to our understanding of Safe-by-Design have been made in the context of

---

\(^1\) A terminological point: We use the term technology as shorthand for sociotechnical assemblages, which encompass interactions between a technological artefact and its surroundings. Insofar as the products, processes or materials that can theoretically be the upshot of research and innovation that manifests a Safe-by-Design approach, these are developed by way of applying scientific knowledge and hence also fit the standard definition of technology. For that reason, from here on, we only speak of technology — but we use it in the broadest sense possible.
several projects funded by the European Commission, including Nanoreg2 and Prosafe, and through a Special Section of the journal NanoEthics (2017, 11:3) dedicated to Safe-by-Design and a Special Issue on it in the International Journal of Environmental Research and Public Health (2020, 18:4). The contributions to both make clear that Safe-by-Design shows quite some interpretative flexibility [3].

However, common to all understandings is the idea that Safe-by-Design promotes the value of safety as important to consider when designing new technologies, and that safety (or risk) cannot be regarded simply as outcome of innovation processes for two reasons: first, because risk levels cannot always be measured with sufficient accuracy [12] and second, because safety is essentially context-sensitive and socially constructed, as it always has to be determined for whom or for what something has to meet which safety standards, and in which context [3, 5]. This makes it difficult, if not impossible, to evaluate whether a technology is per se safe.

At the same time, views on Safe-by-Design diverge such that we for instance find it described as “(experimental) process design focusing on procedural and technical risk management” [13], as well as “a specific elaboration of Responsible Research and Innovation, with an explicit focus on safety in relation to other important values in engineering such as well-being, sustainability, equity, and affordability” [3, and see also 4, 14].

Furthermore, some consider Safe-by-Design as a topic at home in the field of nanotechnology [3], whereas others apply it to all engineering disciplines [4], and yet others deem it particularly apt for understanding those technologies characterized by high levels of uncertainty [13]. However, for the present purposes, a more-encumbering comparative analysis will not be necessary. For a better understanding of Safe-by-Design, we will focus on an assessment of ‘safety’.

In the philosophy of technology, safety is often defined as being ‘concerned with avoiding certain classes of events that it is morally right to avoid’ [15, p. 45]. In the context of engineering, this usually translates to absence of hazards and risks, which includes at the very least the prevention of human injuries and death resulting from the intended use of the technology [16]. Thereby, the concept of safety is closely related to risk and uncertainty.

As a result of this connection with risk, it has been argued that the definition of safety is paradoxical, as it is ‘defined and measured more by its absence than by its presence’ [17, p.4]. Further, James Reason argues that assessing safety based on such a definition is unreliable, for instance because low rates of incidents or even the total lack of incidents need not reflect a situation of absolute safety, as it may also result from a lack of reporting.

Moreover, this definition of safety leaves us with the question of what it is that is ‘morally right to avoid’. Apart from preventing human death or injuries, literature on designing for safety also discusses animal health, ecosystem integrity, and sustainability, to name just a few values considered worthy of protection [18–20]. Safety is thus a concept that comprises multiple different values. It should therefore be regarded as a relational value, the precise extension and significance of which have to be decided in a context-sensitive way, in which it is considered for who or what something has to meet particular safety standards. In certain cases, this may for instance require weighing the safety of one species against that of another, or the safety of an individual animal against the group or species [21].

Furthermore, where different values may already play a role in the identification of risks, their effect becomes even more pronounced in the deciding on the acceptability of risks. In practice, different stakeholders often come to different conclusions, in which laypeople tend to value the context in which the risks exist more than professionals do [22].

A concept that is closely related to safety is security. Whereas safety aims to protect against unintended hazards resulting from the use of a technology, security aims to protect against intended hazards, such as a terrorist attack. Although the concepts are slightly different, safety measures may well benefit security and vice versa [16].

Further difficulties in designing for safety arise from the complexity that is inherent in technological development. New and emerging technologies often have long development trajectories involving numerous types of actors and are oriented towards the future [23]. Furthermore, emerging technologies often combine knowledge from various fields with engineering
principles [24]. This makes it increasingly difficult for researchers and engineers trained in a particular discipline to understand the technology as a whole [20, 23]. As a result, risks become harder to assess precisely and uncertainty becomes more pervasive.

Uncertainty can take several different shapes, which affect Safe-by-Design in different ways, as has been discussed by Van de Poel and Robaey [5]. They recognize five types of uncertainty: (1) risk, for situations in which the potential consequences and their probability are known; (2) scenario uncertainty, for situations in which not all failure mechanisms that might lead to undesirable outcomes are known; (3) ignorance, for situations in which both the potential failure mechanisms and undesirable consequences are unknown; (4) indeterminacy, for situations in which causal chains to the future are still open; and (5) normative ambiguity, for situations in which there is disagreement about values and norms. Strategies to design for safety thus need to recognize these types of uncertainty and find a way to deal with them.

Apart from these forms of epistemic uncertainty, designers have to deal with ontological uncertainties as well. With ontological uncertainties, we mean uncertainties arising from natural variability [23]. Ontological uncertainty may result from the unpredictability of human behaviour, similar to how Van de Poel and Robaey define the concept of indeterminacy, but in the case of living organisms, it may also result from evolutionary forces, which create individual differences and cause organisms to change unpredictably over generations [23, 25]. This type of uncertainty cannot be reduced by doing more research and obtaining more knowledge.

In current innovation practices, it is often the case that either technological risks and safety are understood in utilitarian-consequentialist terms, as are the cost–benefit analyses to which these risks are usually translated, or the precautionary principle is adopted, as is done in many innovation policies of the European Union [23, 26–29]. However, both these methods are unsatisfactory. The precautionary principle is criticized for being too restrictive, and cost–benefit analyses lose in effectiveness in situations with a high degree of uncertainty, as is often the case with complex technological development. Furthermore, not all elements relevant to the safety and acceptability of a technology can be quantified. For instance, citizens’ subjective experience of safety is not incorporated in such risk–benefit analyses, as the ‘GMO backlash’ has shown [19, 30]. Moreover, the introduction of new technologies into society can lead to value change or even the emergence of new values, which may impact over time how safety is conceptualized, weighed against other values, or understood to appropriately feature in cost–benefit analyses [31, 32].

Safe-by-Design thus needs to find different, additional ways of conceptualizing safety and handling risks. Current discussions surrounding the concept have already engaged with some of these challenges. For instance, many Safe-by-Design strategies include conducting more (fundamental) research, both inside and outside of the lab, in order to reduce uncertainties [19, 33]. A different approach has been taken by Van de Poel and Robaey [5], who argue that it may be better to design for the responsibility for safety rather than for safety itself, as elaborated on in the introduction. In what follows, we will elaborate on the idea of designing for the responsibility for safety, by developing a care ethics approach to Safe-by-Design, in which stakeholders share the responsibility in a circle of care.

Care Ethics in the Age of Technoscience

At the heart of care ethics is its critique of the idea that ethical problems can be solved by means of rules, regulations or abstract principles. Turning away from those, it focuses on concrete relationships and (the allocation of) responsibilities over these relationships. Care ethics departs from the idea that all human beings are interdependent; we need, receive, and give care to others. Instead of understanding care ethics as a normative theory, it can also be conceived as a moral perspective, which draws attention to other ethical aspects and questions [34].

Care ethics originally developed as a critical, feminist response to ‘masculine’ obligation-based approaches, which focus on universal principles as governing the good life. Care ethics, on the other hand, emphasizes relationships, embodied experience, and particularities as what is morally most significant.

Care ethics has subsequently evolved into many different forms, all of which share at least two assumptions [35, p. 134]:
1. The main characteristic of human existence is relationality.
2. Moral reasoning is characterized by moral sensitivity, attentiveness, and connectedness.

Thus, there are multiple forms of conceptualizing care and care ethics, each emphasizing different aspects; whereas some authors focus more on care as an act, others regard care as a virtue or a value. In this paper, we use Hamington's definition, which understands care as ‘an approach to personal and social morality that shifts ethical considerations to context, relationships, and affective knowledge in a manner that can only be fully understood if care’s embodied dimension is recognized. Care is committed to flourishing and growth of individuals, yet acknowledges our interconnectedness and interdependence’ [35, p.3]. Simultaneously, we would like to approach care ethics as a kind of virtue ethics here: in order to give and receive care in the way it is described by Hamington, we need virtuous characters, and to see care as a primary virtue related to a host of other virtues [36].

Hence, our social, personal, and political life — including the technologies that are or will become part of it — require our caring responsibilities. This caring responsibility is seen as a virtue or a disposition that can be learned or fostered.

To further illustrate the meaning of care and care ethics, and in particular what the concept can contribute to responsible innovation, the next sections will elaborate on Tronto’s explanation of five phases of care, with particular attention for her idea of democratic care; the way care has been conceptualized in the context of engineering and design; and how care contributes to thinking about techno-scientific futures.

Five Phases of Caring

Tronto defines five phases, or dimensions, of care: caring about, taking care of, care-giving, care receiving, and caring with [6, 37]. The first phase, caring about, describes the recognition of a need of another. Meeting this need requires care, specifically through the virtue of attentiveness. The next phase is taking care of, which goes one step further by assuming the responsibility for the meeting of this need, thereby also determining how the need should be met. The third phase, care-giving, concerns the actual meeting of the need that requires care. This phase thus involves the actual, often physical, work of caring and thereby requires competence. The fourth phase in the caring process is care-receiving. This phase describes the response of the care-receiver towards the need being met, and requires the virtue of responsiveness.

The fifth phase of care, caring with, was added by Tronto more recently, in Caring Democracy. Markets, Equality, and Justice [6]. This work is a plea to rethink the fundamental values and commitments of democracy from a caring perspective: rather than prioritize production and economic life, the allocation of caring responsibilities should be our main priority. The work does not only argue that a caring democracy is a better democracy, but also that democratic care is better care.

Tronto reinforces the idea that care should not be confined to the realm of the domestic, but rather be the central concern of political life. Here, she focuses on the (power) mechanisms related to gender, race, class, and market that misallocate caring in our present democracies; care is not distributed equally among citizens. Whereas some citizens are much more on the receiving end of care, Tronto speaks of ‘privileged irresponsibility’, i.e. the privilege of not having to care for others as much due to one’s social-economic status, others bear the burden of giving care without sufficiently being taken care of themselves. Democratic caring allows for a care process that is complex and multidimensional, in which caring responsibilities are shared among individuals and institutions, and allocated in a way that allows to achieve freedom, equality, and justice. In such a care process, it is essential that people, also as caregivers, recognize their own vulnerability and care needs. Tronto argues that making our democracy more inclusive in terms of freedom and equality requires making caring more just. Therefore, she expands her model of care by adding a fifth phase: caring with, which focuses on the distribution of care within society and requires both solidarity and trust.

Care in Engineering and Design

Presently, care ethics does not have a prominent place in engineering or technology ethics. Nonetheless,
several characteristics of engineering practice fit well with the ethics of care, and several authors have connected stages of the design process to Tronto's phases of care [38–40]. For instance, care plays an important role in the everyday work in laboratories. Kerr and Garforth identified care for nature, materials, colleagues, and careers in bioscience laboratories, which influences researchers’ perspectives on what constitutes a successful scientific topic [41].

Furthermore, Hamington argues that the relational and responsive approaches in design thinking and in care ethics show similarities, and he has identified three elements associated with both: inquiry, empathy, and culture change [42]. Hamington emphasizes that design thinking is a form of inquiry, and recognizes a relational epistemology herein in two ways. The first concerns a ‘holistic understanding of the target of concern’ (p. 3). The process of knowledge gathering is described as an activity during which facts and data, as well as implicit knowledge are gathered. The other aspect of a relational epistemology is recognizable in the interactions within the design team. Design is often the result of teamwork, and the exchange of tacit knowledge between team members is essential for the development of an engineering solution as well as the professional development of individual engineers.

He further argues that empathy plays a crucial role in both care and design thinking. It is an essential component of providing care, as empathy leads to the motivational displacement that is required to recognize needs. For comparable reasons, empathy is also a central element of human-centred design. It serves as a means of obtaining a deep insight and understanding of the future users of the design, thereby allowing to obtain rich knowledge. In line with these elements, Hamington argues that both design thinking and care ethics foster a culture change towards a ‘relational and interactive human-centred community’, in which there is room for innovation and taking risks.

Thinking with Care

Along similar lines of reasoning, Puig de la Bellacasa connects care ethics to thinking about technoscientific futures, by exploring what care can mean for ‘thinking and living with more than human worlds’ [7, p.4]. Building upon the work of Bruno Latour and Donna Haraway, Puig de la Bellacasa views care as ongoing, thick involvement. It aims to give insight into care as a speculative commitment to the ‘ongoing material remaking of the world’ [7, p. 28]. Building on Latour’s concept of ‘matters of concern’, she also looks into the ways in which care can be a part of science and sociotechnical assemblages, by introducing the notion of ‘matters of care’. The concept matters of concern is developed on the basis of the insight that sociotechnical assemblages always incorporate social and political interests. It brings the mode of fabrication to attention, as well as researchers’ own concerns in framing problems. Because the affective connotations of care are stronger than those of concern, the concept matters of care implies a more active stance and more involvement than matters of concern, Puig de la Bellacasa argues.

Furthermore, she emphasizes the importance of thinking with care, which is described in terms of the embeddedness of thought in the world one cares for, which entails recognizing and acknowledging one’s own involvements in perpetuating values. As knowledge is situated, thinking and knowing are inconceivable without the relations that form the world. As all relations require care, thinking and knowing require care too [43]. Knowing, so construed, does not revolve around ‘prediction and control’, but around being and remaining ‘attentive to the unknown’ [7, p. 100].

A Caring Perspective on Safe-by-Design

The first two sections have provided a description of current debates on Safe-by-Design and care ethics, particularly insofar as pertinent to considerations on the responsible design and governance of emerging technologies. In this section, we will show how care ethics can provide a valuable contribution to the conceptualization of Safe-by-Design, by elaborating on several elements related to both safety and the design process that care ethics draws attention to. Most importantly, we will direct attention to building circles of care, which allow to share the responsibility for safety. Furthermore, we will elaborate on how care ethics highlights the importance of looking at the situatedness of a technology, of approaching the care for safety as an ongoing commitment, of the way in which researchers relate to their objects of study, and of recognizing the reality and importance of emotions.
Building Circles of Care for Safety

Tronto argues that relations of care do not necessarily need to be one-on-one relationships, i.e. a dyadic relation between one caregiver and one receiver [6]. Instead, she argues that just as research improves by triangulation, care improves when it is done by multiple care-givers. In doing so, multiple individuals as well as institutions can together form a so-called ‘circle of care’. Within the circle, the caring responsibility and care work are shared among the various actors involved in the different stages of a product’s life cycle. Sharing these responsibilities also facilitates breaking down hierarchical relationships, which in turn allows to make the caring process more democratic, according to Tronto [6].

The caring process taking place in the circle of care should integrate all five dimensions of care that were previously described, which requires that the related moral elements attentiveness, responsibility, competence, responsiveness, justice, and trust are present in the circle. Furthermore, since what constitutes ‘good’ care is always dependent on the specific situation in its context, several specifics of the circle of care can only be defined in a given situation. This implies, for instance, that the question of how such a circle of care should look like cannot be answered once and for all, but has to be revisited in the context of any sociotechnical design process. Although care may improve when it is done by multiple people, these circles cannot be endlessly large. Therefore, the question remains who or what should be the care-receiver and who should be the care-givers, and how they should share their caring responsibilities.

The importance of incorporating various actors in a circle of care can be illustrated with an example from the medical field, with the development of innovative therapies such as gene therapy. Caring for the safety of patients receiving gene therapy requires the involvement of several actors. This includes the physicians, nurses, and potential other caregivers directly involved in administering the gene therapy product, as well as all the researchers involved in (pre-)clinical studies into gene therapy, and the committees and governing institutions approving such trials and treatments. However, in addition to these more usual suspects, there is a role for sponsors, patient organizations, and the media as well, in the creation and management of (unrealistically) large expectations. Gene therapy is often promised to cure various genetic diseases, even though such promises have (thus far) rarely been achieved. Such promises and expectations are notorious for influences patients’ perspective on and assessment of risks and benefits [44, 45].

An example of how a circle of care could look like can be found in an article by Spruit, who offers an analysis of how care can complement the precautionary principle for maximizing the safety of workers who work with nanomaterials [46]. In so doing, Spruit describes several relations of care, which can together be regarded as a circle of care surrounding the workers. Most prominently is the responsibility of the employers to care for their employees. These employers do not always have the relevant expertise, and have to rely on expert advice for making decisions regarding safety. Furthermore, in the context of the case analysed by Spruit, organizations such as the Dutch National Institute for Public Health and the Environment (RIVM) and (then) government-funded knowledge institute TNO set up guidelines and create tools to support working with nanomaterials safely.

A circle of care thereby also highlights that design for safety should incorporate more than designing the technological artefact at issue, and should extend to designing the use practices in which it becomes embedded as well. As was argued by Jasanoff, McGonigle, and Stevens, “what technologies eventually become, and how we shape ourselves to live with technology, depend not only on choices of material design but also on how we design the social, political, and educational systems in which they are embedded” [47, p.72]. This requires that a circle of care incorporates these systems when designing for safety.

Situated Safety

As said, context plays an important role in the ethics of care. It has often been argued that it is impossible to define what constitutes good care in general, as that is dependent on the specific situation and the relations involved [37]. Care ethics thereby emphasizes the importance of looking at the situatedness of a technology and how this may influence what issues of risk and safety surface and what types of uncertainty are at play.

Awareness of the importance of context can also be recognized in the literature on Safe-by-Design and safety engineering, albeit in a different way.
For instance, in literature focusing on biotechnology, attention to context often implies having attention for the interaction an organism may have with its environment, whether that is in the lab or in an ecosystem. It focuses on questions around, for instance, the availability of food, toxicity, and the possibility of unintended gene transfer taking place. To give an example, the use of an antibiotic resistance gene as a marker may be considered to be safe when the bacteria are contained in the laboratory and handled with the proper lab safety procedures, whereas releasing such modified microorganisms into the environment may have serious public health consequences.

The way in which care ethics emphasizes the situatedness of both the process of technology development and of the technology itself, goes further than looking at biological interactions between organisms or their physical context. This can, for instance, also include its political or relational context, and the power dynamics at play [6]. To stick with the case of biotechnology, that context comprises a plethora of actors and factors — with some variation from one geographical location to another. Wherever one looks, one will find clearly discernible differences between different (types of) actors on dimensions ranging from emotions and attitudes towards different applications of biotechnology (e.g., food, industrial manufacturing, medicine, and vaccine production) to power to influence sociotechnical developments. Including such a variety of actors underlines again the importance of adopting an inclusive and democratic approach to engineering, which is inherent to the caring approach in a circle of care for safety.

Adopting a more inclusive approach to technological risk assessment also allows to incorporate a wider variation in types of knowledge, such as users’ experiential knowledge in dealing with a technology. As was discussed before, laypeople and experts often differ in their views on risks, and properly designing for safety thus also requires the design of deliberation structures in which decisions can be made with different stakeholders.

Safety as an Ongoing Commitment

An important aspect of care is that it is not a one-time activity, but an ongoing commitment to meeting the needs of another — or several human or non-human others. Applying this to Safe-by-Design means that care for the safety of a technology is not finished once it is introduced into society, but continues for as long as the technology is there. This goes further than anticipating on every step in a technology’s life cycle, which many already consider to be an essential element of Safe-by-Design [2, 19]. The concept of a circle of care helps in establishing this continued care for a technology and its surroundings, as different actors may play a role in providing or receiving care in different phases.

Seeing safety as an ongoing commitment, which may require new actions at a later, initially unforeseen point in time may help in overcoming two important challenges of Safe-by-Design. First, some of the uncertainties related to emerging technologies are irreducible, as these technologies open up unknown territory [23]. Many risks may only become apparent (long) after the technology is introduced. Even when aiming for thorough and inclusive anticipation, it is naive to think they can fully be anticipated. The circle of care helps in identifying these risks when they emerge, and allows to act on them if needed.

Second, the entrenchment of new (radical) technological innovations does not seldomly cause values to change, or new values to arise [32]. As a result, the interpretation of safety, or its relative importance in relation to other values may be different than it was at the time of the design of the technology [32]. Such changes may occur independently of the technology in society, and they can also result from the introduction of the technology itself. As a result, a technology that may have been considered safe at the time it was introduced may be considered insufficiently safe at a certain point in the future. Continuing to care for a technology, even long after it has been introduced on the market, increases the chances of picking up on this problem, and being able to re-design the technology, its contexts of usage, or any other feature of the sociotechnical assemblage it is part of to be considered safe again.

Relating with Care: Minding Your Language

Engineering is a form of knowledge creation, and many forms of engineering, especially in fields such as nanotechnology and synthetic biology, are working at the vanguard of currently available knowledge
Puig de la Bellacasa aimed to develop a notion of care that is valuable for thinking and knowing. She argues that thinking and knowing are ways of relating to the world, and as all relations require care, they do too. She argues that the way in which research is conducted and how its research objects are represented has world-making effects. Therefore, she emphasizes the importance of being aware of and caring for these effects of our thinking, by being critical about how research relates to its objects of study and to the world, thereby also recognizing and acknowledging one’s own involvement in perpetuating values.

For Safe-by-Design, this means that it is important to take into account how fields of research and engineering represent their engineering questions and products, what models they use and particularly how these impact safety. One example of what should be taken into account is the role of language and metaphors in models and communication about research, as these shape expectations.

An example of how language impacts expectations of a new technology in a way that is relevant for their safety comes from innovation in the medical field again. Many researchers tend to speak of gene “therapy” in situations in which therapeutic value is absent, such as in early phase clinical trials in which evidence of efficacy is lacking, or applications aimed at genetic enhancement for cosmetic ends rather than treatment of a disease. It has been argued that using gene “therapy” to describe all these techniques does not only impair public communication and misrepresent the ethical aspects of such technologies, but also impacts their risk assessment [54].

Another example of the impact of language comes from the field of synthetic biology. In this field, three main metaphors can be distinguished, describing organisms as books, as engines or machines, and as computers [48]. Moreover, several authors have emphasized that the entire concept of engineering biology is a metaphor itself, on which the entire field is built [49, 50].

These metaphors can influence safety in at least three ways. First, they influence how the (engineered) organism is understood, which impacts the extent to which its behaviour is understood more or less correctly. For instance, basic cell physiology is often described as the cell’s ‘chassis’. This description suggests that biological parts have known, stable, and (hence) predictable properties, making the behaviour of the organism as a whole predictable as well. However, in reality, these parts interact with their environment, their behaviour is context-dependent, and they are subject to evolutionary forces [51]. The difficulties arising from such metaphors can be summarized as the ‘problem of environment’ and the ‘problem of development’ [52].

Second, the safety strategies developed are also based on these metaphors, which means that different metaphors may lead to different safety strategies. For instance, the field regards evolution and interaction with the environment as threats to reliable design, and reliability and predictability are regarded as essential components of designing for safety. As a result, many safety strategies focus on eliminating these elements, for instance through the development of a ‘minimal genome’, which contains only the genes absolutely necessary for survival, thereby limiting the potential of interaction with the environment [19, 53]. Boudry and Pigliucci have argued that engineers may be more successful in achieving their aims when they choose to embrace adaptation and evolution, instead of aiming to design it out [49]. Introducing yet more metaphors, they suggest that design is not that different from evolution, as both can be described as a process of tinkering in order to find something that works under particular circumstances.

Third, regardless of whether a metaphor accurately captures characteristics of an organism, assumptions resulting from their use have implications for the experience of safety. Boldt points out that machine metaphors do not only hide aspects, such as evolutionary change and interdependence in ecosystems, but also reinforce a belief in the potential of synthetic biology in solving societal problems [54]. And solving problems, of course, is something diametrically opposed to causing or introducing problems, such as novel safety risks.

Metaphors may be very helpful in mapping unknown territories, but it is important to remain critical of them, and they may also be misinterpreted [51]. In particular with an increasingly large circle of care surrounding technologies, there may be differences between the various stakeholders in how the metaphors are understood.
Recognizing Moral Emotions and Affect

The ethics of care has a central place for emotions. However, emotions are usually absent in the conventional methods of risk assessment [55]. The inadequacy of this was clearly shown by the so-called GMO backlash. Even though GMO foods passed all safety tests and were regarded to be safe by experts, their introduction on the market faced — and still faces — large public resistance, an emotional reaction that has often been described as a ‘yuck’ feeling [30]. Preston and Wickson have summarized that this reaction represents concerns around, amongst others, freedom of choice for non-GM food producers and consumers, or the domineering relationship between humans and nature [30].

Nussbaum has argued how such emotional reactions are in fact judgements of value, and thereby provide insight into what it is that we regard as valuable [56]. In doing so, emotions might also give unique insights into the values that underlie risk perceptions. In the example above, for instance, one of the values that the ‘yuck’ feeling alerts us to is freedom.

Roeser even argues that emotions are essential for making rational decisions about the moral acceptability of technological risks [51]. She makes use of a cognitive theory of emotions, which says that emotions are required to have moral knowledge, instead of viewing emotions and cognitions as being mutually exclusive. As an example Roeser mentions how the moral emotion of sympathy may alert us to issues of equity. In appraising the acceptability of risks, Roeser goes on to argue, considerations such as voluntariness or the availability of alternatives play an important role. Considering voluntariness, she states that people who are forced to do something against their will often experience feelings of anger or frustration. Further, she argues that someone who is not upset after an injustice has been committed to them would probably be considered irrational. Considering the availability of alternatives, she compares the cases of driving a car and nuclear energy. In situations without the availability of public transport, a car might be a necessary means of transportation. In contrast, she argues, there are alternatives to nuclear energy that are not fully exploited yet. It is therefore not irrational that people experience more fear of the risks of nuclear energy than of driving a car [55]. Thus, emotions cannot be left out of full assessments of the acceptability of risks.

Next to the emotions of the users or public, the emotions of engineers and designers may also have a significant impact on the safety of a technology. For instance, their enthusiasm about their project may cause them to miss certain risks. Particularly in combination with the use of metaphors, as discussed in the previous section, researchers’ emotions may lead them to overestimate technologies’ benefits and underestimate their risks. This is comparable to the phenomenon of therapeutic optimism in clinical research, in which hope for a certain health outcome impacts healthcare professionals’ framing of negative outcomes and balancing of uncertainties [57].

Further, it has been described that emotions can impact both preclinical and clinical research into medical innovations such as gene transfer. If researchers are emotionally invested in their preclinical studies aiming to inform, for instance, the development of gene transfer treatment for cancer, they can subconsciously score responses from treatment and control animals differently [55]. In addition, Kimmelman argues that it is plausible that the US Recombinant DNA Advisory Committee (RAC) has let optimism about the potential future success of gene transfer influence their decision on the weighting of harms and benefits of the first human trial of gene transfer for haemophilia [22].

Conclusions and Discussion

In this article, we aimed to put forward a care ethics approach to Safe-by-Design, which builds on the idea of designing for responsibility and is capable of dealing with the complexities that are inherent to the conceptualization of safety. Although there is no single definition or framework for Safe-by-Design, the several different interpretations all describe Safe-by-Design as an approach to engineering and risk management that aims to design technologies to be as safe as possible, which is done by anticipating and incorporating responses to potential safety threats that may occur throughout the entire life cycle of a product or technological application, while it is still in its design phase.

However, as has been argued by Van de Poel and Robaey, there are several difficulties with the current conceptualization of Safe-by-Design [5]. The existing approach wrongly considers safety as an outcome or a
property of the technology, and puts the responsibility for safety entirely on the shoulders of designers and engineers, which is both undemocratic and ineffective. Moreover, considering the high level of uncertainty surrounding emerging technologies, it is very difficult to anticipate future safety issues that may come along with these technologies themselves.

Approaching the concept of Safe-by-Design from a care ethics perspective draws attention to the fact that achieving safety is a process that requires work and commitment, and thereby focuses on the responsible subjects (i.e., the stakeholders involved), instead of on the safety of the object (i.e., the technology itself). As it further emphasizes that the responsibility for safety has to be shared by all stakeholders involved with the technology, from its very first conceptualization to its disposal as waste, it highlights that safety is not only the burden of engineers and designers, but of all those involved, including institutions and individual users. This approach builds on the work by Van de Poel and Robaey, by thinking through what designing for responsibility could look like, an idea they launched but did not elaborate on in much detail.

Additionally, this approach draws attention to the importance of addressing the situatedness of a technology in conceptualizing safety and efforts to achieve it, thereby recognizing a broader range of factors that impact safety. This situatedness also concerns the way in which researchers and engineers relate to their objects of study, and the language, metaphors, and models they use to describe them. Last, a care perspective emphasizes the importance of incorporating emotions in the assessment of technology’s safety, as they may point to values that underlie conceptions of risk, and are thereby essential for a full understanding of safety.

By combining all these elements, a care ethics approach broadens the understanding of safety. It does so by both allowing to incorporate more values, for instance fairness or autonomy, and by widening the scope of what is considered to be the object of safety, including not only the sociotechnical assemblage, but also the context into which it is introduced and the language and models surrounding it. Hereby, the conceptualization of safety comes closer to ways in which it is often understood by the general public, and more removed from the narrower understanding as a toxicological value that is often employed by professionals [22].

The five components care ethics contributes to Safe-by-Design as presented in this paper add more dimensions to Van de Poel and Robaey’s proposal to design for responsibility. In their article, Van de Poel and Robaey present several heuristics for designing for responsibility. Several of those already focus on fostering certain behaviour, capacities, and virtues in stakeholders. Our care ethics approach gives more depth to these heuristics, especially by focusing on caring virtues. Moreover, it adds to the heuristics of Van de Poel and Robaey as they focus on what design should achieve, whereas our care ethics approach pays attention to how the design process is brought about, for instance by drawing attention to the language and metaphors used in underlying theories and to the impact of researchers’ and engineers’ emotions on their designs.

Furthermore, the design for responsibility approach focuses specifically on indeterminacy, whereas our care ethics approach is valid for other types of uncertainty as well, by considering in a speculative fashion what different technological futures could look like and what safety would mean in these futures.

Moreover, by recruiting the conceptual armoury of care ethics in further developing the notion of Safe-by-Design, we not only provide more moral substance to the latter, but also contribute to wider efforts of bringing Safe-by-Design in contact with the broader notion of Responsible Research and Innovation (RRI) [4], which also builds on key insights from care ethics [58].

As a result of the context dependence of this approach, there will be no one-size-fits-all method for implementing it in practice. However, there are some general characteristics of this approach that would need to be taken into account in order to make it feasible in practice. For one thing, there needs to be attention for the technology’s surroundings and how people will behave with the technology. As it is unlikely that all future practices in which the technology will be embedded can be anticipated, this may require cultivating the virtues required for caring, such as those Tronto has put forward: attentiveness, responsibility, competence, responsiveness, justice, and trust. Future engineers’ training and education may focus on cultivating these virtues, for instance through programmes intended to build character, such as already exist for promoting research integrity [59]. Building this caring attitude in the stakeholders...
involved is an important requirement for establishing successful circles of care.
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