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Abstract

Modern industrial machines can generate gigabytes of data in seconds, frequently pushing the boundaries of available computing power. Together with the time criticality of industrial processing this presents a challenging problem for any data analytics procedure. We focus on the deterministic minimum covariance determinant method (DetMCD), which detects outliers by fitting a robust covariance matrix. We construct a much faster version of DetMCD by replacing its initial estimators by two new methods and incorporating update-based concentration steps. The computation time is reduced further by parallel computing, with a novel robust aggregation method to combine the results from the threads. The speed and accuracy of the proposed real-time DetMCD method (RT-DetMCD) are illustrated by simulation and a real industrial application to food sorting.
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1 Introduction

Modern industries are data-rich environments where information from multiple sensors is captured at a high sampling frequency. Processing such data
has to cope with typical challenges such as the presence of outliers. While classical statistical estimators can be highly affected by outliers, their robust counterparts can cope with a significant fraction of contamination. There is a vast literature about robust statistical techniques, e.g. [Daszykowski et al. (2007), Hubert et al. (2018), Rousseeuw et al. (2006), and Rousseeuw and Leroy (1987)]. Although substantial research has already gone into constructing fast robust algorithms, more work is needed to be able to handle real-time multivariate situations with many thousands of observations per second, as required by some industrial processes.

For this task we will focus on the Minimum Covariance Determinant (MCD) approach [Rousseeuw 1984, 1985; Hubert et al. 2018] which provides highly robust estimators for multivariate location and covariance matrices. Its first practical algorithm was FastMCD [Rousseeuw and Van Driessen 1999]. More recently the DetMCD algorithm [Hubert et al. 2012] was constructed, which is deterministic unlike the random sampling component of FastMCD. Although DetMCD is significantly faster it is still prohibitive for the huge sample sizes envisaged here. For routine use in real-time industrial environments we need to speed it up further, which motivated this research.

In a recent review paper [Zhu et al. 2018] discussed the perspectives of robust methods for industrial process management when outliers are present. It highlighted several paths that can be explored. One of these is the evolution from a centralized analysis of large datasets towards parallel computing, whereby multiple threads work in parallel on data subsets after which the results are combined for the final result. Our work on DetMCD will indeed incorporate parallel computing.

The remainder of the paper is organized as follows. In section 2 we describe the DetMCD estimator and its main properties. Section 3 proposes an improved serial version which incorporates various new techniques and is substantially faster. Section 4 constructs a parallelized version, which speeds up computation even more. The simulation in section 5 confirms the robustness, speed and accuracy of the proposed method. Section 6 analyzes a real industrial dataset, and section 7 concludes.
2 The Minimum Covariance Determinant approach

Our goal is to detect outliers in a multivariate dataset with \( n \) observations and \( p \) variables. We denote the data by \( \mathbf{X} = (x_1, \ldots, x_n)^T \) where each observation \( \mathbf{x}_i = (x_{i1}, x_{i2}, \ldots, x_{ip})^T \) is a \( p \)-dimensional column vector. Here we assume that \( p \) is moderate, say no more than 40, otherwise a dimension reduction technique such as robust PCA (Hubert et al., 2005) can be used. The sample size \( n \) should be higher than \( p \) and is allowed to be huge, even up to several millions. We assume that the inliers roughly follow a multivariate Gaussian distribution \( \mathcal{N}(\mu, \Sigma) \) with center \( \mu \) and covariance matrix \( \Sigma \), possibly after transforming some skewed variables.

2.1 The MCD estimator

Robust statistical methods aim to model the inlying cases and then flag outliers as those observations that deviate too much from that model. Here we will focus on the Minimum Covariance Determinant (MCD) estimator (Rousseeuw, 1985). Given a user-specified tuning constant \( h \), where \([ (n + p + 1)/2 \) \( \leq h < n \), the raw MCD estimator is \((\hat{\mu}_{\text{raw}}, \hat{\Sigma}_{\text{raw}})\) where the location estimate \( \hat{\mu}_{\text{raw}} \) is the mean of the \( h \) observations whose sample covariance matrix has the smallest determinant. Intuitively these \( h \) observations are the most concentrated, since the determinant of a covariance matrix corresponds to the volume of its tolerance ellipsoid. The scatter matrix estimate \( \hat{\Sigma}_{\text{raw}} \) is that covariance matrix multiplied by the consistency factor \( c(\alpha) \) of Croux and Haesbroeck (1999) that depends on \( \alpha = h/n \) and compensates for the fact that only \( h \) out of \( n \) observations are included.

The indices \( i \) of these \( h \) observations form a set \( H \), called an \( h \)-subset. The raw MCD estimates are then given by

\[
\hat{\mu}_{\text{raw}} = \frac{1}{h} \sum_{i \in H} \mathbf{x}_i
\]

(1)

\[
\hat{\Sigma}_{\text{raw}} = \frac{c(\alpha)}{h - 1} \sum_{i \in H} (\mathbf{x}_i - \hat{\mu}_{\text{raw}})(\mathbf{x}_i - \hat{\mu}_{\text{raw}})^T.
\]

(2)

Note that the MCD is only defined when \( h > p \), otherwise the covariance matrix of any \( h \)-subset is singular, so we want \( n > 2p \). In practice it is
However, it is recommended that $n$ be much larger, in order to obtain a more accurate result.

The raw MCD estimator is highly robust as it can withstand up to $n-h$ outliers. The breakdown value of an estimator is the proportion of outliers that can be resisted. The breakdown value of the MCD is $1-\alpha$. Choosing $\alpha = 0.5$ yields an estimator with a maximal breakdown value of 50% but a rather low statistical efficiency, whereas taking $\alpha = 0.75$ yields a more efficient estimator with lower 25% breakdown value.

To increase the efficiency we carry out a reweighting step. For this we first measure how much each data point $x_i$ deviates from the raw MCD fit, by computing the robust distances $RD_i = d(x_i, \hat{\mu}_{\text{raw}}, \hat{\Sigma}_{\text{raw}})$ where the statistical distance $d$ is defined as

$$d(x, \mu, \Sigma) = \sqrt{(x - \mu)^T \Sigma^{-1} (x - \mu)}.$$

The reweighted MCD estimates $(\hat{\mu}_{\text{rew}}, \hat{\Sigma}_{\text{rew}})$ are then computed as the mean and covariance matrix of the observations $x_i$ whose $RD_i$ do not exceed the cut-off value $c_p = \sqrt{\chi_p^2,0.975}$ (where $\chi_p^2$ is the chi-squared distribution with $p$ degrees of freedom). Then outliers are flagged as those cases whose final robust distance $RD_i = d(x_i, \hat{\mu}_{\text{rew}}, \hat{\Sigma}_{\text{rew}})$ exceeds $c_p$.

Note that the reweighted MCD inherits the breakdown value of the raw MCD, so setting $\alpha = 0.5$ yields a reweighted estimator with a breakdown value of 50%.

When any nonsingular affine transformation is applied to the data (such as a rotation, a reflection or rescaling) the MCD estimator transforms along with it. This is called affine equivariance. Therefore the robust distances $RD_i$ remain invariant under such a transformation.

The exact raw MCD is very hard to compute, as it requires the evaluation of all $\binom{n}{h}$ subsets of size $h$ which is infeasible for increasing $n$. The FastMCD algorithm of [Rousseeuw and Van Driessen (1999)] approximates the MCD in an efficient, robust and affine equivariant way. A major component of FastMCD is the so-called concentration step (C-step), which works as follows. Given initial estimates $\hat{\mu}_{\text{old}}$ for the center and $\hat{\Sigma}_{\text{old}}$ for the scatter matrix, we do:

1. Compute the distances of all $n$ observations as

$$d_{\text{old}}(i) = d(x_i, \hat{\mu}_{\text{old}}, \hat{\Sigma}_{\text{old}}).$$

(3)
2. Sort these distances, yielding a permutation $\pi$ for which
$$d_{old}(\pi(1)) \leq d_{old}(\pi(2)) \leq \ldots \leq d_{old}(\pi(n)).$$

3. Define the $h$-subset $H_{new}$ as
$$H_{new} = \{\pi(1), \pi(2), \ldots, \pi(h)\}.$$

4. Compute the new estimates based on $H_{new}$:
$$\hat{\mu}_{new} = \frac{1}{h} \sum_{i \in H_{new}} x_i \quad (4)$$
$$\hat{\Sigma}_{new} = \frac{1}{h - 1} \sum_{i \in H_{new}} (x_i - \hat{\mu}_{new})(x_i - \hat{\mu}_{new})^T. \quad (5)$$

Proposition 1 of Rousseeuw and Van Driessen (1999) showed that \(\det(\hat{\Sigma}_{new}) \leq \det(\hat{\Sigma}_{old})\), with equality if and only if $\hat{\Sigma}_{new} = \hat{\Sigma}_{old}$. When C-steps are applied iteratively, the sequence of determinants must therefore converge.

FastMCD starts by drawing a random $(p+1)$-subset from the data. Next, its mean and covariance matrix serve as $\hat{\mu}_{old}$ and $\hat{\Sigma}_{old}$ in a C-step. The algorithm draws many such $(p+1)$-subsets, applies several C-steps to each, and keeps the solution with the overall lowest determinant.

The computational cost of FastMCD obviously depends on $n$ and $p$, but also on the number of random $(p+1)$-subsets. The default number of initial subsets is 500, but Hubert et al. (2012) illustrated that this is insufficient at high contamination levels when $p$ exceeds 10, independent of the sample size $n$. In those situations a substantially larger number of initial subsets would be required, thereby increasing the computational cost significantly.

2.2 The DetMCD algorithm

As an alternative the DetMCD algorithm (Hubert et al., 2012) was constructed. It is fully deterministic as it does not use random subsets. It is more robust than FastMCD, and needs less computation time. The only price to pay is the loss of affine equivariance. DetMCD is only location and scale equivariant, but simulations in (Hubert et al., 2012) showed that it is very close to affine equivariant. The main steps of DetMCD are summarized below, and its flowchart is depicted in Figure 1. For all details we refer to Hubert et al. (2012).
1. Each variable of the dataset \( X \) is standardized by subtracting its median and dividing by a robust scale estimate, yielding the standardized dataset \( Z \).

2. Six initial estimates \( S_k(Z) \), \( k = 1, \ldots, 6 \) of the scatter of \( Z \) are constructed. These initial estimators are fully deterministic and each of them is resistant to certain types of outliers.

3. As the eigenvalues of \( S_k(Z) \) might be inaccurate, they are refined by the routine described in subsection 3.3. We denote the resulting covariance matrix by \( \hat{\Sigma}_k(Z) \) and its location by \( \hat{\mu}_k(Z) \).

4. Each \( (\hat{\mu}_k(Z), \hat{\Sigma}_k(Z)) \) is used to start C-steps which are iterated to convergence. In each case the resulting scatter matrix is multiplied by \( c(\alpha) \) as in (2), yielding the scatter estimate \( C_k(Z) \).

5. The raw DetMCD covariance estimate \( \hat{\Sigma}_{raw} \) is chosen as the \( C_k(Z) \) with the lowest determinant, with corresponding location estimate \( \hat{\mu}_{raw} \).

6. A reweighting step is applied to improve the statistical accuracy as in Rousseeuw and Van Driessen (1999), yielding the final DetMCD
estimates $\{\hat{\mu}_{\text{rew}}, \hat{\Sigma}_{\text{rew}}\}$.

7. The robust distances $RD_i = d(z_i, \hat{\mu}_{\text{rew}}, \hat{\Sigma}_{\text{rew}})$ then allow to classify the observations into Inliers and Outliers.

The DetMCD algorithm thus uses an ensemble of initial estimators to ensure high robustness against different contamination patterns. It is faster than the algorithm in subsection [2.1] but not yet fast enough for real-time applications with high $n$. The main bottlenecks are the computation of some of the initial estimators $S_k$ and the time taken by the C-steps. The next section describes how these costs can be reduced.

3 An improved deterministic MCD

3.1 Standardizing the data

In the first step each variable is standardized by means of a robust estimator of location and scale. Whereas DetMCD used the median and an M-estimator of scale, we now use the univariate reweighted MCD estimator of Rousseeuw and Leroy (1987) with coverage $\tilde{h} = \lfloor n/2 \rfloor + 1$. Note that for univariate data, the raw MCD estimates reduce to the mean and the standard deviation of the $\tilde{h}$-subset with smallest variance. They can be computed in $O(n \log(n))$ time as in Rousseeuw and Leroy (1987) by sorting the data, followed by looping over contiguous $\tilde{h}$-subsets while updating their means and variances. We prefer the univariate MCD because methods that give zero-one weights to observations can be more robust against nearby contamination (Raymaekers et al., 2018). The standardized dataset $Z$ then consists of the columns $Z_j = (X_j - \hat{\mu}_{\text{uni}}(X_j))/\hat{\sigma}_{\text{uni}}(X_j)$.

3.2 New initial estimators

The six initial estimates used by DetMCD are of several types. The first three estimators start by transforming the variables one by one, either by the sigmoid transformation $\tilde{Z}_j = \tanh(Z_j)$, the rank transformation, or the normal scores from the ranks. The resulting estimator is then the classical covariance matrix of the transformed variables. We will replace these three estimates by a single new one from Raymaekers and Rousseeuw (2020), using
the transformation
\[
\tilde{z}_{ij} = g(z_{ij}) = \begin{cases} 
  z_{ij} & \text{if } 0 \leq |z_{ij}| \leq b \\
  q_1 \tanh \left( q_2 (c - |z_{ij}|) \right) \text{sign}(z_{ij}) & \text{if } b < |z_{ij}| \leq c \\
  0 & \text{if } |z_{ij}| > c.
\end{cases}
\]
for \( i = 1, \ldots, n \) and \( j = 1, \ldots, p \). This transformation is called wrapping. The default choices are \( b = 1.5, c = 4, q_1 = 1.541 \) and \( q_2 = 0.862 \), which yield a continuous function \( g \). Next, we compute the new initial estimator \( \tilde{S}_1 \) as the covariance matrix of the wrapped data. In an extensive comparison study (Raymaekers and Rousseeuw, 2020), this approach was shown to perform at least as well as the other three transformations, so we replace \( S_1, S_2 \) and \( S_3 \) by \( \tilde{S}_1 \).

The initial estimators \( S_4 \) and \( S_5 \) in DetMCD belong to the class of Generalized Spatial Sign Covariance Matrices (GSSCM) of Raymaekers and Rousseeuw (2019), which generalizes Visuri et al. (2000). Among several versions, Raymaekers and Rousseeuw (2019) concluded that the so-called linearly redescending GSSCM performed very well, so we will use it as our second initial estimator \( \tilde{S}_2 \). It is defined as
\[
\tilde{S}_2 = \frac{1}{n} \sum_{i=1}^{n} \xi^2(||z_i||) z_i z_i^T
\]
where the weight function \( \xi \) is given by
\[
\xi(r) = \begin{cases} 
  1 & \text{if } r \leq A \\
  (B - r)/(B - A) & \text{if } A < r \leq B \\
  0 & \text{if } r > B.
\end{cases}
\]
The cutoffs \( A \) and \( B \) depend on the set of norms \( ||z_i|| \) as detailed in Raymaekers and Rousseeuw (2020). In particular, \( A \) is roughly equal to the median of the \( ||z_i|| \). We replace \( S_4 \) and \( S_5 \) by \( \tilde{S}_2 \), which achieves a breakdown value of 50%.

The final initial estimator \( S_6 \) was the OGK estimator of Maronna and Zamar (2002). Whereas \( S_6 \) performed quite well, it was by far the most computationally demanding among the six initial estimators of DetMCD. Fortunately simulations showed that the new \( \tilde{S}_1 \) and \( \tilde{S}_2 \) together are sufficient, so we can replace the six initial estimates by the fast methods \( \tilde{S}_1 \) and \( \tilde{S}_2 \) which saves computation time.
3.3 Refinement of initial estimates

As our initial estimators $\tilde{S}_k$ for $k = 1, 2$ may have inaccurate or tiny eigenvalues, we propose a refinement procedure similar to that in Hubert et al. (2012) which uses parts of (Maronna and Zamar, 2002).

1. $\tilde{S}_k$ is a symmetric matrix so it can be diagonalized as

$$\tilde{S}_k = VDV^T$$

where $V$ is the matrix of eigenvectors of $\tilde{S}_k$ and $D$ is the diagonal matrix with decreasing eigenvalues $\lambda_1 \geq \ldots \geq \lambda_p$. Compute the matrix $T$ of principal component scores as

$$T = ZV.$$

2. If the condition number $\lambda_1/\lambda_p$ of $\tilde{S}_k$ exceeds a predefined threshold of (say) $\kappa_{max} = 1000$, then $\tilde{S}_k$ is said to be ill-conditioned (Won et al., 2013). Then a warning is given and we do not continue with $\tilde{S}_k$.

3. Applying the univariate MCD estimator to the scores yields a new diagonal matrix

$$\tilde{D} = \text{diag}(\hat{\sigma}^2_{\text{uni}}(T_1), \ldots, \hat{\sigma}^2_{\text{uni}}(T_p))$$

from which we compute the refined scatter matrix as

$$\hat{\Sigma}_k = V\tilde{D}V^T.$$

4. The center of $Z$ is estimated by sphering the data, yielding $\tilde{Z} = \hat{\Sigma}_k^{-1/2}Z$ with columns $\tilde{Z}_j$ for $j = 1, \ldots, p$. The univariate MCD estimator for location is then applied to each $\tilde{Z}_j$ and the result is transformed back, i.e.

$$\hat{\mu}_k(Z) = \hat{\Sigma}_k^{1/2}(\hat{\mu}_{\text{uni}}(\tilde{Z}_1), \ldots, \hat{\mu}_{\text{uni}}(\tilde{Z}_p))^T.$$  

3.4 Speeding up the C-step by Cholesky decomposition

Starting from both refined estimators $\hat{\Sigma}_k$ we then iterate C-steps as in the DetMCD algorithm. The main cost of a C-step is the computation of the
distances (3) based on the inverse of the covariance matrix \( \hat{\Sigma}_{old} \). For this we propose to use the Cholesky decomposition, i.e.

\[
\hat{\Sigma}_{old} = LL^T
\]

with \( L \) a lower triangular \( p \times p \) matrix. We then compute \( y_i = L^{-1}(z_i - \hat{\mu}_{old}) \) by forward substitution. It can easily be verified that

\[
d(z_i, \hat{\mu}_{old}, \hat{\Sigma}_{old}) = \|y_i\|.
\]

We prefer the Cholesky decomposition over other approaches as it is fast and very stable numerically (Lira et al., 2016). It immediately yields the determinant by

\[
\det(\hat{\Sigma}_{old}) = (\prod_{j=1}^{p} L_{jj})^2
\]

with \( L_{jj} \) the diagonal elements of \( L \).

The Cholesky decomposition also allows us to monitor the condition number, following Algorithms 4.1 and 5.1 in Higham (1988). If

\[
||\hat{\Sigma}_{old}||_1 ||\hat{\Sigma}_{old}^{-1}||_1 \geq \kappa_{max}
\]

we approach singularity, and then the C-step is not taken. We thus monitor the condition number in two different stages of the algorithm: in the refinement procedure of \( \tilde{S}_k \) (subsection 3.3) and in each C-step.

### 3.5 Further speedup by updating

To further speed up the C-step, we avoid redoing all computations for the new \( h \)-subset. Let \( H_{old} \) be the current \( h \)-subset, and \( H_{new} \) the new one obtained by sorting distances. We describe the changes in going from \( H_{old} \) to \( H_{new} \) by an \( n \)-dimensional vector \( \delta = (\delta_1, \ldots, \delta_n) \) in which \( \delta_i \) in \{+1, 0, −1\} indicates whether observation \( i \) enters, stays in, or leaves \( H_{old} \). Obviously \( \sum_i \delta_i = 0 \). We will use the sum of squares and cross-products (sscp) matrix \( \Lambda_{old} = (h-1)\hat{\Sigma}_{old} \) which is the covariance matrix \( \hat{\Sigma}_{old} \) without denominator. Initially \( \hat{\mu}_{new} = \hat{\mu}_{old} \) and \( \Lambda_{new} = \Lambda_{old} \). We then update the center and the sscp matrix sequentially (Hertzog, 1986; Bennett et al., 2009; Riani et al., 2015) as follows. For each \( i \) with \( \delta_i \neq 0 \):

1. The total number of observations in the subset is updated:

\[
h \leftarrow h + \delta_i.
\]
2. The center $\hat{\mu}_{\text{new}}$ is updated, and the contribution of $z_i$ before and after the update is computed:

$$u_i = z_i - \hat{\mu}_{\text{new}}$$

$$\hat{\mu}_{\text{new}} \leftarrow \hat{\mu}_{\text{new}} + \frac{\delta_i}{h} u_i$$

$$v_i = z_i - \hat{\mu}_{\text{new}}.$$  

3. Finally the sscp matrix $\Lambda_{\text{new}}$ is updated as

$$\Lambda_{\text{new}} \leftarrow \Lambda_{\text{new}} + \delta_i u_i v_i^T.$$  

This one-pass loop replaces (4) and (5) of the original C-step procedure, and accounts for a noteworthy speedup. 

When $\sum_i |\delta_i| = 2$, i.e. when only two cases are interchanged, it is even faster to update the inverse directly. From the Sherman-Morrison-Woodbury identity

$$(A + uv^T)^{-1} = A^{-1} - \frac{A^{-1}uv^TA^{-1}}{1 + v^TA^{-1}u}$$

we obtain

$$(\Lambda_{\text{new}} + \delta_i u_i v_i^T)^{-1} = \Lambda_{\text{new}}^{-1} - \frac{\delta_i}{\Delta_i} (\Lambda_{\text{new}}^{-1}u_i v_i^T \Lambda_{\text{new}}^{-1})$$

with $\Delta_i := (1 + \delta_i v_i^T \Lambda_{\text{new}}^{-1} u_i)$. Finally, we update the determinant for each change in a case $i$ using the identity

$$\det(\Lambda_{\text{new}} + \delta_i u_i v_i^T) = \Delta_i \det(\Lambda_{\text{new}}).$$

After the C-steps have converged, we multiply $\hat{\Sigma}_{\text{new}} = \Lambda_{\text{new}}/(h - 1)$ by $c(\alpha)$ as in (2).

4 Parallel computation and aggregation

Our final computational improvement stems from parallelization. Let $X$ denote the dataset of $n$ observations in $p$ dimensions as before. We then partition the dataset in $q$ disjoint blocks $X^{(i)}$ of $m = [n/q]$ cases (discarding
the remaining cases if $n$ is not divisible by $q$). Next, we standardize the blocks by

$$z_{ij}^{(l)} = \frac{x_{ij}^{(l)} - \hat{\mu}_{uni}(X_j)}{\hat{\sigma}_{uni}(X_j)}$$

where $l = 1, \ldots, q$ and $\hat{\mu}_{uni}(.)$ and $\hat{\sigma}_{uni}(.)$ are the univariate MCD estimators of location and scale (subsection 3.1). As in Figure 2, we then use the available processing threads as follows.

1. Compute the initial estimate $\tilde{S}_1(Z^{(l)})$ by wrapping (6), and $\tilde{S}_2(Z^{(l)})$ by the GSSCM method (7).
2. Both estimates are then refined using the procedure outlined in subsection 3.3, which yields $\hat{\Sigma}_1(Z^{(l)})$ and $\hat{\Sigma}_2(Z^{(l)})$.
3. We then apply step 4 of the DetMCD algorithm in subsection 2.2 to each, using the improvements of section 3, yielding $C_1(Z^{(l)})$ and $C_2(Z^{(l)})$.

Figure 2: First part of the parallel processing topology of RT-DetMCD, which computes $q$ raw scatter estimates.
4. The raw DetMCD for the block \( l = 1, \ldots, q \) is then given by

\[
(\hat{\Sigma}_{\text{raw}}^{(l)}, \hat{\mu}_{\text{raw}}^{(l)}) := \begin{cases} 
(\hat{\Sigma}_1^{(l)}, \hat{\mu}_1^{(l)}) & \text{if } \det(\hat{\Sigma}_1^{(l)}) \leq \det(\hat{\Sigma}_2^{(l)}) \\
(\hat{\Sigma}_2^{(l)}, \hat{\mu}_2^{(l)}) & \text{otherwise},
\end{cases}
\]

where the type of initial estimator can vary between blocks. Note that the percentage of inliers in the blocks fluctuates around the percentage in the overall dataset, so it is likely that a majority of the \( q \) fits \((\hat{\Sigma}_{\text{raw}}^{(l)}, \hat{\mu}_{\text{raw}}^{(l)})\) is robust, but some may not be.

5. We now need to aggregate these \( q \) fits in a robust way. They have many dimensions since the symmetric matrices \( \hat{\Sigma}_{\text{raw}}^{(l)} \) contain \( p(p - 1)/2 \) distinct entries, and the \( \hat{\mu}_{\text{raw}}^{(l)} \) have \( p \) additional entries. Since the total dimension will often be higher than \( q \), computing a typical robust estimate of the \( q \) fits is problematic. Therefore we compute the entrywise median of the \( q \) fits, yielding the entrywise median of the \( \hat{\mu}^{(l)} \) denoted as

\[
\hat{\mu}_{\text{med}} = (\text{median}_l((\hat{\mu}_{\text{raw}}^{(l)})_1), \ldots, \text{median}_l((\hat{\mu}_{\text{raw}}^{(l)})_p)
\]

and the entrywise median of all scatter matrices, given by

\[
(\hat{\Sigma}_{\text{med}})_{jk} = \text{median}_l((\hat{\Sigma}_{\text{raw}}^{(l)})_{jk})
\]

for \( j, k = 1, \ldots, p \). (Instead of the median also other robust univariate estimators could be used.) Note that the matrix \( \hat{\Sigma}_{\text{med}} \) is a robust summary, but it does not have to be positive definite. Therefore, we cannot use \( \hat{\Sigma}_{\text{med}} \) as a final aggregated outcome.

6. As a measure of how far the \( l \)-th fit \((\hat{\Sigma}_{\text{raw}}^{(l)}, \hat{\mu}_{\text{raw}}^{(l)})\) is from the entrywise median \((\hat{\Sigma}_{\text{med}}, \hat{\mu}_{\text{med}})\), each thread computes the Kullback-Leibler deviation \( \text{KL}[(\hat{\Sigma}_{\text{med}}, \hat{\mu}_{\text{med}}), (\hat{\Sigma}_{\text{raw}}^{(l)}, \hat{\mu}_{\text{raw}}^{(l)})] \) given by

\[
\text{KL}[(A, a), (B, b)] := \text{trace}(AB^{-1}) - p - \log(\det(AB^{-1})) + (a - b)^T B^{-1}(a - b).
\]

7. Sort the deviations from lowest to highest and keep the first \([q/2] + 1\) estimates. To simplify notation we pretend that these correspond to
$l = 1, \ldots, [q/2] + 1$. These are the block estimates closest to the robust summary $\hat{\Sigma}_{med}$. Since the $\hat{\Sigma}_{raw}^{(l)}$ are all positive definite we can now aggregate them. A simple way would be to average the matrices $\hat{\Sigma}_{raw}^{(l)}$ for $l = 1, \ldots, [q/2] + 1$ and all the corresponding centers $\hat{\mu}_{raw}^{(l)}$.

Instead we can take the union of the corresponding $h$-subsets and compute its classical mean and covariance matrix. A faster way to do this is by a single-pass pooling method [Bennett et al. 2009]. We initialize the sscp matrix $\Lambda_{pooled}$ by $(m - 1)\hat{\Sigma}_{raw}^{(1)}$ and $\hat{\mu}_{pooled}$ by $\hat{\mu}_{raw}^{(1)}$, and set $n_{pooled} = m$. Denoting the results from the next block by $(\hat{\Sigma}, \hat{\mu})$ we

(a) Compute the difference in location $\hat{\mu}_\Delta = \hat{\mu} - \hat{\mu}_{pooled}$ and the sscp matrix $\Lambda = (m - 1)\Sigma$.

(b) Update the pooled sscp matrix, center and observation count by

$$
\Lambda_{pooled} \leftarrow \Lambda_{pooled} + \Lambda + \hat{\mu}_{\Delta}^T \hat{\mu}_{\Delta} \frac{n_{pooled} m}{n_{pooled} + m},
$$

$$
\hat{\mu}_{pooled} \leftarrow \frac{n_{pooled} \hat{\mu}_{pooled} + m \hat{\mu}}{n_{pooled} + m},
$$

and we continue this way until all blocks have been pooled. We then put $\hat{\Sigma}_{raw}^{(Z)} := \Lambda_{pooled} / (n_{pooled} - 1)$.

8. Next we compute the reweighted MCD estimate $(\hat{\mu}_{rew}, \hat{\Sigma}_{rew})$ as described in section 2. This requires computing the robust distances $RD^{(l)}(z_i^{(l)}, \hat{\mu}_{raw}, \hat{\Sigma}_{raw})$ for all blocks $l$ and all cases $i = 1, \ldots, m$ in each. Doing this in the master thread would take too long, so we again distribute this computation over the threads. Each thread thus obtains a reweighted estimate $\hat{\Sigma}_{rew}^{(l)}(Z^{(l)})$.

9. The master thread receives all local weights and reweighted estimates, and combines them into the final overall reweighted estimate $\hat{\Sigma}_{rew}(Z)$ by the same pooling process as in step 7 above.

10. Finally, each thread computes robust distances relative to the reweighted estimates and flags the outliers in parallel as those cases whose final robust distance $d(z_i^{(l)}, \hat{\mu}_{rew}, \hat{\Sigma}_{rew})$ exceeds $c_p$.

The proposed aggregation strategy is depicted in Figure 3.
Figure 3: Second part of the parallel processing topology of RT-DetMCD, responsible for the parallel aggregation (left), reweighting (middle) and the detection of outliers (right).

5 Simulations

This section analyzes the statistical and computational performance of RT-DetMCD. We proposed three different algorithmic modifications in section 3 and one in section 4. Switching them on one after the other yields the five variations depicted in Table 1. The top row is DetMCD without any modifications. The next versions (rows) switch on modifications: new Initial estimators (I), Distance calculation by Cholesky decomposition (D), update-based C-steps (C), and parallelization (P). Version IDC is the serial version of RT-DetMCD which does not require a parallel architecture. The parallel version of RT-DetMCD is abbreviated as IDCP_q where the subscript q denotes the number of blocks used. Comparing the computation times of the different versions is fair, as they share a common C++ codebase.

Table 1: The DetMCD algorithm and four increasingly modified versions.

| Estimator | Section | Remark               | Initial | Distance | C-steps | Parallelization |
|-----------|---------|----------------------|---------|----------|---------|----------------|
| DetMCD    | 2       | DetMCD               | ○       | ○        | ○       | ○              |
| I         | +       | 3.1, 3.2, 3.3        | ○       | ○        | ○       | ○              |
| ID        | +       | 3.4                  | ●       | ○        | ○       | ○              |
| IDC       | +       | 3.5                  | ●       | ●        | ●       | ○              |
| IDCP_q    | +       | 4                    | ●       | ●        | ●       | ●              |

We will generate n cases from a p-variate Gaussian distribution $N(0, \Sigma)$
with center zero, where $p$ is set to 4, 8 or 16 and $n$ depends on the experiment. Without loss of generality we set the diagonal of $\Sigma$ to 1. Since the methods under consideration are not affine equivariant we cannot just set $\Sigma$ equal to the identity matrix. Instead we consider matrices $\Sigma$ of different types:

1. The ALYZ covariance matrices are generated as in section 4 of [Agostinelli et al. (2015)], yielding a different $\Sigma$ in each replication. These matrices typically contain relatively weak correlations.

2. The A09 type is defined by $\Sigma_{jk} = (-0.9)^{|j-k|}$ for $j, k = 1, \ldots, p$. This allows for some strong correlations.

Next, we replace $\lfloor \varepsilon n \rfloor$ random cases by outliers of different types, where $\varepsilon$ denotes the fraction of contamination. Shift contamination was generated from $N(\mu_C, \Sigma)$ where $\mu_C$ lies in the direction where the outliers are hardest to detect, namely that of the last eigenvector $v$ of the true covariance matrix $\Sigma$. We rescale $v$ to the typical size of a data point by making $v^T \Sigma^{-1} v = E[Y^2] = p$ where $Y^2 \sim \chi_p^2$. Finally $\mu_C = \gamma v$ in which $\gamma$ can be varied. Cluster contamination stems from $N(\mu_C, 0.05^2 I)$ where $I$ is the identity matrix. Finally, point contamination places all outliers in the point $\mu_C$ so they behave like a tight cluster. These settings make the simulation consistent with those in [Boudt et al. (2019)] and [Hubert et al. (2012)].

The distance of an estimated $\hat{\Sigma}$ to the true $\Sigma$ is measured by the Kullback-Leibler deviation $\text{KL}(\hat{\Sigma}, \Sigma)$ using (9) without the centers, that is,

$$\text{KL}(A, B) = \text{trace}(AB^{-1}) - p - \log(\det(AB^{-1})).$$

This measure was used in several other simulation studies such as [Agostinelli et al. (2015)], [Boudt et al. (2019)] and [Raymaekers and Rousseeuw (2019)]. We will compare the accuracy of the new methods to that of DetMCD, and also compute the speedup factor as

$$\text{speedup} = \frac{\text{time(DetMCD)}}{\text{time(new method)}}.$$
Table 2: Kullback-Leibler deviation and speedup for Σ of type A09.

| A: KL deviation | B: Speedup factor |
|-----------------|-------------------|
|                 | Point contamination | Shift contamination | Cluster contamination |
|                 | p = 4 | p = 8 | p = 16 | p = 4 | p = 8 | p = 16 | p = 4 | p = 8 | p = 16 |
| p = 4 | 0.0226 | 0.0243 | 0.0266 | 0.0227 | 0.0242 | 0.0266 | 0.0229 | 0.0241 | 0.0266 |
| p = 8 | 0.0225 | 0.0246 | 0.0266 | 0.0228 | 0.0244 | 0.0265 | 0.0230 | 0.0241 | 0.0264 |
| p = 16 | 0.0226 | 0.0248 | 0.0266 | 0.0227 | 0.0245 | 0.0266 | 0.0230 | 0.0242 | 0.0265 |
| I | 0.0227 | 0.0248 | 0.0262 | 0.0227 | 0.0243 | 0.0271 | 0.0230 | 0.0241 | 0.0266 |
| IDC | 0.0233 | 0.0258 | 0.0280 | 0.0233 | 0.0258 | 0.0287 | 0.0245 | 0.0252 | 0.0280 |
| I | 0.373 | 0.347 | 0.336 | 0.373 | 0.345 | 0.336 | 0.373 | 0.344 | 0.336 |
| IDC | 0.373 | 0.348 | 0.336 | 0.376 | 0.345 | 0.337 | 0.373 | 0.345 | 0.336 |
| ID | 0.373 | 0.348 | 0.336 | 0.373 | 0.347 | 0.336 | 0.373 | 0.344 | 0.336 |
| I | 0.372 | 0.348 | 0.336 | 0.373 | 0.345 | 0.338 | 0.373 | 0.343 | 0.338 |
| IDC | 0.376 | 0.349 | 0.340 | 0.390 | 0.351 | 0.343 | 0.375 | 0.348 | 0.341 |

corresponding speedup factors, each averaged over 50 replications. Table 3 shows the same results for Σ of type ALYZ.

The DetMCD method is in the first row of all panels. The next row contains the I version, which modifies the original DetMCD algorithm by incorporating the new data standardization described in subsection 3.1 and replacing the six initial estimators by the two new ones of subsection 3.2. The I version is much faster than the original DetMCD as seen in its substantial speedup factors in both Tables 2 and 3. This is due to replacing six initial estimators (including a slower one) by two fast ones.

Note that the accuracy of the I version (as measured by the KL deviation) is as good as that of the slower DetMCD. In some instances with lower γ (not shown) the I version was actually more accurate than DetMCD. This improvement stems from using redescending techniques, which assign zero weights to observations that lie far away from the majority of data, as in (6) and (7). The standardization (subsection 3.1) and the refinement procedure (subsection 3.3) both use the univariate MCD, and the new initial estimators
Table 3: Kullback-Leibler deviation and speedup for $\Sigma$ of type AYZ.

|                      | Point contamination | Shift contamination | Cluster contamination |
|----------------------|---------------------|---------------------|-----------------------|
|                      | $p = 4$  | $p = 8$  | $p = 16$ | $p = 4$  | $p = 8$  | $p = 16$ | $p = 4$  | $p = 8$  | $p = 16$ |
| A: KL deviation      |         |         |         |         |         |         |         |         |         |
| $\epsilon = 0.1$     |         |         |         |         |         |         |         |         |         |
| DetMCD               | 0.0227  | 0.0242  | 0.0265  | 0.0227  | 0.0241  | 0.0267  | 0.0229  | 0.0244  | 0.0264  |
| I                    | 0.0230  | 0.0242  | 0.0264  | 0.0233  | 0.0241  | 0.0269  | 0.0239  | 0.0244  | 0.0265  |
| ID                   | 0.0227  | 0.0247  | 0.0267  | 0.0233  | 0.0254  | 0.0268  | 0.0239  | 0.0244  | 0.0263  |
| IDC                  | 0.0228  | 0.0242  | 0.0272  | 0.0229  | 0.0247  | 0.0264  | 0.0229  | 0.0244  | 0.0264  |
| IDC$_{p}$            | 0.0236  | 0.0257  | 0.0286  | 0.0237  | 0.0262  | 0.0292  | 0.0237  | 0.0262  | 0.0283  |
| $\epsilon = 0.3$     |         |         |         |         |         |         |         |         |         |
| DetMCD               | 0.372   | 0.348   | 0.339   | 0.373   | 0.345   | 0.336   | 0.374   | 0.347   | 0.334   |
| I                    | 0.372   | 0.346   | 0.339   | 0.375   | 0.347   | 0.336   | 0.375   | 0.348   | 0.337   |
| ID                   | 0.372   | 0.345   | 0.339   | 0.373   | 0.346   | 0.336   | 0.373   | 0.348   | 0.335   |
| IDC                  | 0.372   | 0.347   | 0.339   | 0.373   | 0.345   | 0.337   | 0.373   | 0.348   | 0.335   |
| IDC$_{p}$            | 0.375   | 0.351   | 1.62    | 0.379   | 0.349   | 0.343   | 0.382   | 0.354   | 1.02    |
| B: Speedup factor    |         |         |         |         |         |         |         |         |         |
| $\epsilon = 0.1$     |         |         |         |         |         |         |         |         |         |
| I                    | 83      | 197     | 238     | 176     | 158     | 238     | 203     | 227     | 183     |
| ID                   | 98      | 219     | 304     | 211     | 190     | 241     | 241     | 256     | 249     |
| IDC$_{p}$            | 134     | 330     | 464     | 347     | 219     | 395     | 325     | 360     | 349     |
| $\epsilon = 0.3$     |         |         |         |         |         |         |         |         |         |
| I                    | 256     | 263     | 281     | 188     | 233     | 258     | 195     | 190     | 267     |
| ID                   | 318     | 301     | 315     | 216     | 270     | 281     | 239     | 223     | 297     |
| IDC$_{p}$            | 347     | 326     | 364     | 241     | 286     | 315     | 264     | 236     | 323     |
| IDC$_{p}$            | 473     | 357     | 379     | 349     | 320     | 383     | 358     | 292     | 416     |

are based on wrapping and the linearly redescending GSSCM. This makes the proposed algorithm even more robust against contamination.

The next version (ID) switches on the numerically more stable distance computation by Cholesky decomposition, followed by the IDC version which also incorporates the updating mechanism. These versions do not change the KL deviation much, because both would be equivalent to version I if numerical precision were perfect. But the new implementations do improve the speedup factor. Overall IDC was faster than ID which in turn was faster than I, so each modification has contributed to the speedup.

When the sample size $n$ is large we need to speed up the computation even more. This can be achieved by adding the parallel computation architecture of section 4, yielding the IDCP version. Tables 2 and 3 show IDCP$_{4}$ which splits up the data into 4 blocks. This indeed improves the speedup factor. However, in some situations (here for $\epsilon = 0.3$ in Table 3) the speedup is at the expense of a higher KL deviation, i.e. a loss of accuracy. This is due to the fact that the blocks have a lower sample size (here $n/4$), and for high $p$
there are not always enough cases per dimension to provide an accurate estimate of the underlying covariance matrix.

We therefore need to choose the number of blocks carefully. Parallelization splits up the \( n \times p \) dataset \( X \) into \( q \) blocks \( X^{(l)} \), each with \( m = \lfloor n/q \rfloor \) observations. When choosing \( q \) we should take care that the blocks have enough observations per dimension to yield accurate estimates, so we impose

\[
m/p \geq \omega
\]

and we will try various choices of \( \omega \), starting from \( 2^{12} = 4096 \). We only consider values of \( q \) that satisfy this condition, i.e. \( q \leq n/(p\omega) \). In particular, if \( n/p < \omega \) we will not parallelize. On the other hand we want to choose \( q \) as high as possible to obtain the best speedup. Combining these constraints yields the choice

\[
q = \max \left( \lfloor \frac{n}{p\omega} \rfloor, 1 \right).
\]

When this rule yields \( q = 1 \) we use the serial algorithm IDC. In practice, \( q \) is further bounded from above in terms of the available number of CPU cores.

In view of these considerations we carried out a new experiment with increasing total numbers of observations. We generated datasets with \( n = 2^{10}, 2^{11}, \ldots, 2^{19} \) with \( \Sigma \) of type ALYZ and fraction \( \varepsilon = 0.3 \) of point contamination with \( \gamma = 35 \). We let \( \omega \) range from \( 2^{12} \) to \( 2^{14} \). Table 4 summarizes the results, with the same panels for the KL deviation and speedup as before. The bottom panel shows the number of blocks \( q \) as determined from (10), noting that it is 1 for the smaller sample sizes \( n \).

In Table 4 we see that the KL deviation remained stable over all dataset sizes. This indicates that provided \( q \) is chosen by (10), i.e. the blocks have enough observations per dimension, the accuracy of parallel RT-DetMCD is comparable to that of the serial version. At the same time the parallel version achieves much higher speedup factors than the serial version. We also note that the estimation accuracy was rather stable across the three values of \( \omega \) considered. It thus appears that \( \omega = 10^{12} \) (which yields the best speedup factors) is a reasonable default choice.
Table 4: Kullback-Leibler deviation and speedup factor for $\Sigma$ of type ALYZ with fraction $\epsilon = 0.3$ of point contamination, where the number of parallel blocks $q$ is given by (10), for various dataset dimensions and values of $\omega$.

| $\omega = 2^{12} = 4096$ | $\omega = 2^{13} = 8192$ | $\omega = 2^{14} = 16384$ |
|--------------------------|--------------------------|--------------------------|
| $n$                      | $p = 4$                  | $p = 8$                  | $p = 16$                  |
| $p = 4$                  | $p = 8$                  | $p = 16$                  |

A: KL deviation

| $\omega = 2^{12} = 4096$ | $\omega = 2^{13} = 8192$ | $\omega = 2^{14} = 16384$ |
|--------------------------|--------------------------|--------------------------|
| $\omega = 2^{12} = 4096$ | $\omega = 2^{13} = 8192$ | $\omega = 2^{14} = 16384$ |

B: Speedup factor

| $\omega = 2^{12} = 4096$ | $\omega = 2^{13} = 8192$ | $\omega = 2^{14} = 16384$ |
|--------------------------|--------------------------|--------------------------|
| $\omega = 2^{12} = 4096$ | $\omega = 2^{13} = 8192$ | $\omega = 2^{14} = 16384$ |

C: Number of blocks

| $\omega = 2^{12} = 4096$ | $\omega = 2^{13} = 8192$ | $\omega = 2^{14} = 16384$ |
|--------------------------|--------------------------|--------------------------|
| $\omega = 2^{12} = 4096$ | $\omega = 2^{13} = 8192$ | $\omega = 2^{14} = 16384$ |
Industrial application of RT-DetMCD

Industrial food inspection machines scan millions of individual objects per hour, yielding faster and more accurate results than manual inspection. Mechanical sorting boosts the processing capacity of a production line, enabling the food producer to simultaneously provide consistent food quality and safety guarantees. We illustrate the feasibility of anomaly detection by RT-DetMCD in this context. The example is an almond inspection setting, where the machine measures the object response on $p = 4$ wavelengths using a line scan image acquisition system. Each incoming scan line consists of 4096 pixels and has to be classified within milliseconds to comply with the production throughput. The goal is the adequate detection of foreign material (such as shells, hulls, wood, stones and pieces of glass) between the almonds, so the foreign material can be removed in real time.

We use the RT-DetMCD method for unsupervised classification. This is considerably different from the customary classification setting, where training sets from each individual product must first be analyzed carefully by hand in order to assign its objects to different types of material. Instead, we assume that the training sets are contaminated by defects, that is, outliers. In the example the training set consists of 2048 sequentially stacked scan lines of 4096 pixels which captured the incoming product flow, totaling over 8 million observations (pixels) with $p = 4$ dimensions each. The first dimension of the dataset is visualized in black and white in Figure 4. All the images of this example were clipped to a region of interest of $1000 \times 2000$ pixels so the image resolution can be rendered here.

We first extract the relevant foreground objects by training parallel RT-DetMCD on all eight million observations, yielding a fit $(\hat{\Sigma}_1, \hat{\mu}_1)$. As the majority of these observations consist of background (i.e. the dark pixels in Figure 4), RT-DetMCD identified the foreground material as anomalies, shown in Figure 5a. Next, RT-DetMCD was trained on the $3'127'973$ foreground objects, yielding a fit $(\hat{\Sigma}_2, \hat{\mu}_2)$ in seconds, which revealed non-almond material (Figure 5b). Closer inspection showed that entire shells were adequately detected as outliers, as well as almond discolorations and damaged almond skins.

The next task was to classify a variety of unknown material in a test dataset, i.e. a previously unseen image of material. This was achieved by computing robust distances of new observations from the existing fit, and checking when they exceed the cutoff. The computation was done in paral-
lel, using the third part of the flowchart in Figure 3 corresponding to step 10 in the algorithm in section 4. This construction forms an anomaly detector that uses the fits trained on the image shown in Figure 4. The robust distances from the background segmentation fit ($\hat{\Sigma}_1, \hat{\mu}_1$) performed as expected, detecting all foreground material on the fly (Figure 5c). It also revealed the presence of water droplets on the image acquisition lens, seen as vertical stripes around columns 800 and 1000. Presented with the foreground objects, the second detector based on ($\hat{\Sigma}_2, \hat{\mu}_2$) revealed all non-almond material (e.g. almond tree wood), with the output shown in Figure 5d.

Segmenting the entire new image (the test dataset) with over 8 million observations into background and foreground only took 8.4 milliseconds, whereas segmenting the approximately 3 million foreground cases took 3.3 milliseconds. This illustrates the real-time feasibility of RT-DetMCD in an industrial setting.
Figure 5: Industrial almond dataset: (a) segmenting the training dataset of Figure 4 into foreground and background by RT-DetMCD with foreground shown in yellow; (b) detecting outliers among the foreground pixels reveals foreign material shown in yellow; correctly detected foreground (c) and defects (d) in a test dataset.
7 Conclusions and outlook

Real-time industrial processes are very demanding in terms of computation speed. Often the detection of anomalies is of crucial importance, e.g. for food sorting machines that need to remove foreign material on the fly. This paper focused on anomaly detection by robust estimation using the minimum covariance determinant (MCD) approach.

Although the existing DetMCD algorithm is fast enough for off-line statistical analysis, it cannot cope with the huge sample sizes and stringent speed requirements of industrial processes. Therefore we constructed an improved method called RT-DetMCD by incorporating several new ideas, resulting in high speedup factors without loss of accuracy. A major speedup is obtained by parallel processing, which splits up the data into blocks that are analyzed separately. Combining these results into an overall fit required the development of a novel aggregation approach.

The performance of RT-DetMCD was studied by simulation, which showed that each improvement contributed to the overall speedup. Its ability to handle real-time industrial processes was illustrated by a case study on the automated sorting of almonds. The output of the new RT-DetMCD technique can be used as a basis for other multivariate techniques such as robust principal component analysis and classification in industrial settings.
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