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Abstract. In this paper we provide quantitative Bloom type estimates for iterated commutators of fractional integrals improving and extending results from [15]. We give new proofs for those inequalities relying upon a new sparse domination that we provide as well in this paper and also in techniques developed in the recent paper [22]. We extend as well the necessity established in [15] to iterated commutators providing a new proof. As a consequence of the preceding results we recover the one weight estimates in [7, 1] and establish the sharpness in the iterated case. Our result provides as well a new characterization of the BMO space.

1. Introduction and main results

We recall that given \(0 < \alpha < n\), the fractional integral operator \(I_\alpha\), or Riesz potential, on \(\mathbb{R}^n\) is defined by

\[
I_\alpha f(x) := \int_{\mathbb{R}^n} \frac{f(y)}{|x - y|^{n-\alpha}} dy
\]

and the corresponding associated maximal function \(M_\alpha\) by

\[
M_\alpha f(x) = \sup_{x \in Q} \frac{1}{|Q|^{1-\frac{\alpha}{n}}} \int_Q |f(y)| dy.
\]

Those operators are bounded from \(L^p\) to \(L^q\) provided that \(1 < p < \frac{n}{\alpha}\) and \(\frac{1}{q} + \frac{\alpha}{n} = \frac{1}{p}\) (see [28, Chapter 5] for those and other classical related results).

The study of weighted estimates for these operators and slightly more general ones, is not interesting just for its own sake but also for its applications to partial differential equations, Sobolev embeddings or quantum mechanics (see for instance [11, Section 9] or [27]). \(A_{p,q}\) weights, which were introduced by Muckenhoupt and Wheeden [25], can be considered the class that governs the behaviour of fractional operators. We recall that, given \(1 < p < q < \infty\), \(w \in A_{p,q}\) if

\[
[w]_{A_{p,q}} = \frac{1}{Q} \int_Q w \left( \frac{1}{|Q|} \int_Q w^{-p'} \right)^{\frac{1}{p'}} < \infty.
\]

Since \(1 < p < q < \infty\), using Hölder’s inequality, it is not hard to check that

\[
[w^p]_{A_p} \leq [w]_{A_{p,q}}^{\frac{p}{q}} \quad \text{and} \quad [w^q]_{A_q} \leq [w]_{A_{p,q}}.
\]

where, \(A_r\) \((1 < r < \infty)\) is the the Muckenhoupt class, namely, \(v \in A_r\) if

\[
[v]_{A_r} = \frac{1}{Q} \int_Q v \left( \frac{1}{|Q|} \int_Q v^{-r'} \right)^{\frac{1}{r}} < \infty.
\]
During the last decade, many authors have devoted plenty of works to the study of quantitative weighted estimates, in other words, estimates in which the quantitative dependence on the $A_p$ constant $[w]_{A_p}$ or, in its case, on the $A_{p,q}$ constant $[w]_{A_{p,q}}$, is the central point. The $A_2$ Theorem, namely the linear dependence on the $A_2$ constant for Calderón-Zygmund operators [17] can be considered the most representative result in this line. In the case of fractional integrals, the sharp dependence on the $A_{p,q}$ constant was obtained by Lacey, Moen, Pérez and Torres [19].

The precise statement is the following

**Theorem 1.** Let $\alpha \in (0, n)$ and $1 < p < \frac{n}{\alpha}$ and $q$ defined by $\frac{1}{q} + \frac{\alpha}{n} = \frac{1}{p}$. Then, if $w \in A_{p,q}$ we have that

$$
\|I_{\alpha}f\|_{L^q(w^p)} \leq c_{n,\alpha} [w]_{A_{p,q}}^{\left(1 - \frac{\alpha}{n}\right) \max\left\{1, \frac{p'}{q}ight\}} \|f\|_{L^p(w^p)}
$$

and the estimate is sharp in the sense that the inequality does not hold if we replace the exponent of the $A_{p,q}$ constant by a smaller one.

Given a locally integrable function $b$ and a linear operator $G$, the commutator $[b, G]$ is the operator defined by

$$
[b, G]f(x) = b(x)Gf(x) - G(bf)(x)
$$

and the iterated commutator of order $m$, $G_m^m b$, is defined inductively for $b \in L^m_{\text{loc}}(\mathbb{R}^n)$, by

$$
G_m^m b f(x) = [b, G_m^{m-1}]f(x)
$$

where $G_0^0 = G$.

Returning to quantitative estimates, the counterpart of Theorem 1 for commutators was obtained by Cruz-Uribe and Moen [7]. The precise statement of their result is the following.

**Theorem 2.** Let $\alpha \in (0, n)$ and $1 < p < \frac{n}{\alpha}$ and $q$ defined by $\frac{1}{q} + \frac{\alpha}{n} = \frac{1}{p}$. Then, if $w \in A_{p,q}$ and $b \in \text{BMO}$ we have that

$$
\|b, I_{\alpha}f\|_{L^q(w^p)} \leq c_{n,\alpha}[b]_{\text{BMO}} [w]_{A_{p,q}}^{\left(2 - \frac{\alpha}{n}\right) \max\left\{1, \frac{p'}{q}ight\}} \|f\|_{L^p(w^p)}
$$

and the estimate is sharp in the sense that the inequality does not hold if we replace the exponent of the $A_{p,q}$ constant by a smaller one.

One of the main purposes of this paper is to obtain quantitative two weight estimates for iterated commutators of fractional integrals assuming that the symbol $b$ belongs to a “modified” BMO class. The motivation to study this kind of estimates can be traced back to 1985 to the work of Bloom [2]. For the Hilbert transform $H$, he proved that if $\mu, \lambda \in A_2$ and $\nu = \left(\frac{\mu}{\lambda}\right)^\frac{1}{2}$, then

$$
\|[b, H]f\|_{L^p(\lambda)} \leq c_{\mu,\lambda} \|f\|_{L^p(\mu)}
$$

if and only if $b \in \text{BMO}_\nu$, namely, $b$ is a locally integrable function such that

$$
[b]_{\text{BMO}_\nu} = \sup_Q \frac{1}{\nu(Q)} \int_Q |b - b_Q| < \infty.
$$

Some years later, García-Cuerva, Harboure, Segovia and Torre [12], extended the sufficiency of that result to iterated commutators of strongly singular integrals, assuming that $b \in \text{BMO}_{\nu^m}$, where $m$ stands for the order of the commutator.
Recently Lacey, Holmes and Wick [14] extended Bloom’s result to Calderón-Zygmund operators, and a quantitative version of the sufficiency in that result was provided in [23].

For iterated commutators of Calderón-Zygmund operators, Holmes and Wick [16] established that \( b \in \text{BMO} \cap \text{BMO}_\nu \) is a sufficient condition for the two weights estimate to hold. However that result was substantially improved in [22] where it was proved that \( \text{BMO} \cap \text{BMO}_\nu \subset \text{BMO}_{\nu^{1/m}} \) and that \( b \in \text{BMO}_{\nu^{1/m}} \) is also a necessary condition, besides providing a quantitative version of the sufficiency under the same condition.

At this point we present our contribution. Combining a sparse domination result that will be presented in Section 2 with techniques in [22] we obtain the following result.

**Theorem 3.** Let \( \alpha \in (0, n) \) and \( 1 < p < \frac{n}{\alpha} \), \( q \) defined by \( \frac{1}{p} + \frac{\alpha}{q} = \frac{1}{\alpha} \) and \( m \) a positive integer. Assume that \( \mu, \lambda \in A_{p, q} \) and that \( \nu = \frac{\lambda}{\alpha} \). If \( b \in \text{BMO}_{\nu^{1/m}} \), then

\[
\| (I_\alpha)_b^m f \|_{L^q(\lambda^\alpha)} \leq c_{m, n, \alpha, p} \| b \|_{\text{BMO}_{\nu^{1/m}}}^m \kappa_m \| f \|_{L^p(\nu^\alpha)},
\]

where

\[
\kappa_m = \sum_{h=0}^m \binom{m}{h} \left( |\lambda| \frac{1}{A_{p, q}} [\mu]^\frac{m-h}{A_{p, q}} \right)^{(1-\frac{\alpha}{n})} \max \left\{ 1, \frac{q}{p} \right\} P(m, h) Q(m, h)
\]

and

\[
P(m, h) = \left( \left( |\lambda|^{-\frac{m-h+1}{A_{p, q}}} |\mu|^\frac{m-h+1}{A_{p, q}} \right)^{\frac{m-h}{m}} \right) \max \left\{ 1, \frac{1}{q-1} \right\}
\]

\[
Q(m, h) = \left( \left( |\lambda|^{-\frac{m-h}{A_{p, q}}} |\mu|^\frac{m-h}{A_{p, q}} \right)^{\frac{h}{m}} \right) \max \left\{ 1, \frac{1}{q-1} \right\}.
\]

Conversely if for every set \( E \) of finite measure we have that

\[
\| (I_\alpha)_b^m \chi_E \|_{L^q(\lambda^\alpha)} \leq c_p \rho^p(E)^{\frac{1}{p}},
\]

then \( b \in \text{BMO}_{\nu^{1/m}} \).

In the case \( m = 1 \) a qualitative version of this result was established by Holmes, Rahm and Spencer [15]. Besides providing a new proof of the result in [15], our theorem improves that result in several directions. We provide quantitative bounds instead of qualitative ones, we extend the result to iterated commutators and we also prove that actually a restricted strong type \((p, q)\) estimate is necessary, instead of the usual strong type \((p, q)\).

If we restrict ourselves to the case \( \mu = \lambda \) we have the following result.

**Corollary 1.** Let \( \alpha \in (0, n) \) and \( 1 < p < \frac{n}{\alpha} \), \( q \) defined by \( \frac{1}{p} + \frac{\alpha}{q} = \frac{1}{\alpha} \) and \( m \) a non negative integer. Assume that \( w \in A_{p, q} \) and that \( b \in \text{BMO} \). Then

\[
\| (I_\alpha)_b^m f \|_{L^q(w^\alpha)} \leq c_{n, p, q} \| b \|_{\text{BMO}(w)}^m \left( m+1-\frac{\alpha}{q} \right) \max \left\{ 1, \frac{q}{p} \right\} \| f \|_{L^p(w^\alpha)},
\]

and the estimate is sharp in the sense that the inequality does not hold if we replace the exponent of the \( A_{p, q} \) constant by a smaller one.

Conversely if \( m > 0 \) and for every set \( E \) of finite measure we have that

\[
\| (I_\alpha)_b^m \chi_E \|_{L^q(w^\alpha)} \leq c w^p(E)^{\frac{1}{p}},
\]

then \( b \in \text{BMO} \).
In the case $m = 0$ the preceding result is due to Lacey, Moen, Pérez and Torres [19]. The case $m = 1$ was settled in [7] but using a different proof based on a suitable combination of the so called conjugation method, that was introduced in [5] (see [4] for the first application of the method to obtain sharp constants), and an extrapolation argument. The case $m > 1$ was recently established in [1] also relying upon the conjugation method. We observe that Corollary 1 provides a new proof of the results in [7, 1]. Additionally we settle the sharpness of the iterated case and provide a new characterization of BMO in terms of iterated commutators. The preceding result combined with the characterization recently obtained in [22] allows to connect the boundedness of commutators of singular integrals and of commutators of fractional integrals. For instance, if $R_j$ is any Riesz transform the following statement holds:

$$(I\alpha)_b^m : L^p(\mathbb{R}^n) \to L^p(\mathbb{R}^n) \iff (R_j)_b^m : L^p(\mathbb{R}^n) \to L^p(\mathbb{R}^n).$$

The remainder of the paper is organized as follows. In Section 2 we will present and establish the pointwise sparse domination result on which we will rely to prove Theorem 3 and in Section 3 we provide proofs of Theorem 3 and Corollary 1. We end up this paper with some remarks regarding mixed estimates involving the $A_\infty$ constant.

2. A sparse domination result for iterated commutators of fractional integrals

We begin this section recalling the definitions of the dyadic structures we will rely upon. These definitions and a profound treatise on dyadic calculus can be found in [21].

Given a cube $Q \subset \mathbb{R}^n$, we denote by $\mathcal{D}(Q)$ the family of all dyadic cubes with respect to $Q$, that is, the cubes obtained subdividing repeatedly $Q$ and each of its descendants into $2^m$ subcubes of the same sidelength.

Given a family of cubes $\mathcal{D}$, we say that it is a dyadic lattice if it satisfies the following properties:

1. If $Q \in \mathcal{D}$, then $\mathcal{D}(Q) \subset \mathcal{D}$.
2. For every pair of cubes $Q', Q'' \in \mathcal{D}$ there exists a common ancestor, namely, we can find $Q \in \mathcal{D}$ such that $Q', Q'' \in \mathcal{D}(Q)$.
3. For every compact set $K \subset \mathbb{R}^n$, there exists a cube $Q \in \mathcal{D}$ such that $K \subset Q$.

Given a dyadic lattice $\mathcal{D}$ we say that a family $\mathcal{S} \subset \mathcal{D}$ is an $\eta$-sparse family with $\eta \in (0, 1)$ if there exists a family $\{E_Q\}_{Q \in \mathcal{S}}$ of pairwise disjoint measurable sets such that, for any $Q \in \mathcal{S}$, the set $E_Q$ is contained in $Q$ and satisfies $\eta|Q| \leq |E_Q|$.

Since the first simplification of the proof of the $A_2$ theorem provided by Lerner [20], sparse domination theory has experienced a fruitful and fast development. However in the case of fractional integrals, the sparse domination philosophy, via dyadic discretizations of the operator, had been already implicitly exploited in [27], [26], and a dyadic type expression for commutators had also shown up in [7]. We remit the reader to [6] for a more detailed insight on the topic.

Relying upon ideas in [18] and [23], it is possible to obtain a pointwise sparse domination that covers the case of iterated commutators of fractional integrals. The precise statement is the following.

**Theorem 4.** Let $0 < \alpha < n$. Let $m$ be a non-negative integer. For every $f \in C_c^\infty(\mathbb{R}^n)$ and $b \in L_{loc}^m(\mathbb{R}^n)$, there exist a family $\{\mathcal{D}_j\}_{j=1}^m$ of dyadic lattices and a
family $\{S_j\}_{j=1}^{3^n}$ of sparse families such that $S_j \subset D_j$, for each $j$, and

$$|(I_\alpha)^m f(x)| \leq c_{n,m,\alpha} \sum_{j=1}^{3^n} \sum_{h=0}^{m} \left(\frac{m}{h}\right) A_{\alpha,S_j}^{m,h}(b,f)(x), \quad \text{a.e. } x \in \mathbb{R}^n,$$

where, for a sparse family $S$, $A_{\alpha,S}^{m,h}(b,\cdot)$ is the sparse operator given by

$$A_{\alpha,S}^{m,h}(b,f)(x) = \sum_{Q \in S} |b(x) - b_Q|^{m-h} |Q^{\frac{1}{h}}| |f(b - b_Q)^{h}| |Q\chi_Q(x)|.$$

To establish the preceding theorem we need to prove that the grand maximal truncated operator $M_{I_\alpha}$ defined by

$$M_{I_\alpha} f(x) = \sup_{Q \ni x} \sup_{\xi \in Q} |I_\alpha (f\chi_{Q^3\setminus 3Q})(\xi)|,$$

where the supremum is taken over all the cubes $Q \subset \mathbb{R}^n$ containing $x$, maps $L^1(\mathbb{R}^n)$ to $L^{1-\alpha}(<\infty)(\mathbb{R}^n)$. We will also use a local version of this operator which is defined, for a cube $Q_0 \subset \mathbb{R}^n$, as

$$M_{I_\alpha,Q_0} f(x) = \sup_{x \in Q \subset Q_0} \sup_{\xi \in Q} |I_\alpha (f\chi_{3Q_0\setminus 3Q})(\xi)|.$$

### 2.1. Lemmata

The purpose of this subsection is to provide two lemmas that will be needed to establish Theorem 4. We start presenting the first of them.

**Lemma 1.** Let $0 < \alpha < n$. Let $Q_0 \subset \mathbb{R}^n$ be a cube. The following pointwise estimates hold:

1. For a.e. $x \in Q_0$,

$$|I_\alpha (f\chi_{3Q_0})(x)| \leq M_{I_\alpha,Q_0} f(x).$$

2. For all $x \in \mathbb{R}^n$

$$M_{I_\alpha} f(x) \leq c_{n,\alpha} (M_{\alpha} f(x) + I_\alpha |f|(x)).$$

From this last estimate it follows that $M_{I_\alpha}$ is bounded from $L^1(\mathbb{R}^n)$ to $L^{1-\alpha}(<\infty)(\mathbb{R}^n)$.

**Proof of Lemma 1.** To prove (1), let $Q(x,s)$ be a cube centered at $x$ and such that $Q(x,s) \subset Q_0$. Then,

$$|I_\alpha (f\chi_{3Q_0})(x)| \leq |I_\alpha (f\chi_{3Q(x,s)})(x)| + |I_\alpha (f\chi_{3Q_0\setminus 3Q(x,s)})(x)|$$

$$\leq |I_\alpha (f\chi_{3Q(x,s)})(x)| + M_{I_\alpha,Q_0} f(x)$$

$$\leq C_{n,\alpha} s^n M f(x) + M_{I_\alpha,Q_0} f(x),$$

where the last estimate for the first term follows by standard computations involving a dyadic annuli-type decomposition of the cube $Q(x,s)$. The estimate in (1) is then settled letting $s \to 0$ in (2.1).

For the proof of the pointwise inequality in (2), let $x$ be a point in $\mathbb{R}^n$ and $Q$ a cube containing $x$. Denote by $B_x$ the closed ball centered at $x$ of radius $2 \text{diam } Q$. Then $3Q \subset B_x$, and, for every $\xi \in Q$ we obtain

$$|I_\alpha (f\chi_{3\mathbb{R}^n\setminus 3Q})(\xi)| = |I_\alpha (f\chi_{3\mathbb{R}^n\setminus B_x})(\xi) + I_\alpha (f\chi_{B_x\setminus 3Q})(\xi)|$$

$$\leq |I_\alpha (f\chi_{3\mathbb{R}^n\setminus B_x})(\xi) - I_\alpha (f\chi_{3\mathbb{R}^n\setminus B_x})(x)|$$

$$+ |I_\alpha (f\chi_{B_x\setminus 3Q})(\xi)| + |I_\alpha (f\chi_{3\mathbb{R}^n\setminus B_x})(x)|.$$
For the first term, by using the mean value theorem and adapting [13, Theorem 2.1.10] to our setting, we get
\[|I_\alpha(f\chi_{\mathbb{R}^n\setminus B_x})(\xi) - I_\alpha(f\chi_{\mathbb{R}^n\setminus B_x})(x)| \leq \int_{\mathbb{R}^n\setminus B_x} \frac{1}{|y - \xi|^{n-\alpha} - |y - x|^{n-\alpha}} |f(y)| dy \]
\[\leq c_{n,\alpha} \int_{\mathbb{R}^n\setminus B_x} \frac{|x - \xi|}{(|x - y| + |y - \xi|)^{n-\alpha+1}} |f(y)| dy \]
\[\leq c_{n,\alpha} M_\alpha f(x).\]

For the second term, taking into account the definition of $B_x$, we can write
\[|I_\alpha(f\chi_{B_x \cap 3Q})(\xi)| = \int_{B_x \cap 3Q} \frac{1}{|y - \xi|^{n-\alpha}} f(y) dy \]
\[\leq \int_{B_x \cap 3Q} \frac{1}{|y - \xi|^{n-\alpha}} |f(y)| dy \]
\[\leq c_{n,\alpha} M_\alpha f(x).\]

To end the proof of this pointwise estimate we observe that
\[|I_\alpha(f\chi_{\mathbb{R}^n\setminus B_x})(x)| \leq I_\alpha |f|(x),\]
which finishes the proof of (2). Now, taking into account the pointwise estimate we have just obtained, and the boundedness properties of the operators $I_\alpha$ and $M_\alpha$, it is clear that $M_{I_\alpha}$ is bounded from $L^1(\mathbb{R}^n)$ to $L^{n-\alpha,\infty}(\mathbb{R}^n)$, and we are done. \(\square\)

The second lemma that we will need for the proof of Theorem 4 is the so called $3^n$ dyadic lattices trick. This result was established in [21] and essentially says that given a dyadic lattice $D$, if we consider the family of cubes $\{3Q : Q \in D\}$ it is possible to arrange them in $3^n$ dyadic lattices.

**Lemma 2.** Given a dyadic lattice $D$ there exist $3^n$ dyadic lattices $D_j$ such that

\[\{3Q : Q \in D\} = \bigcup_{j=1}^{3^n} D_j\]

and for every cube $Q \in D$ we can find a cube $R_Q$ in each $D_j$ such that $Q \subset R_Q$ and $3\ell(Q) = \ell(R_Q)$.

**Remark 1.** Fix a dyadic lattice $D$. For an arbitrary cube $Q \subset \mathbb{R}^n$ there is a cube $Q' \in D$ such that $\frac{\ell(Q)}{2} < \ell(Q') \leq \ell(Q)$ and $Q \subset 3Q'$. We can take a cube with that property since every generation of cubes in $D$ tiles $\mathbb{R}^n$. From this and the preceding lemma it follows that $3Q' = P \in D_j$ for some $j \in \{1, \ldots, 3^n\}$. Therefore, for every cube $Q \subset \mathbb{R}^n$ there exists some $j \in \{1, \ldots, 3^n\}$ and some $P \in D_j$ such that $Q \subset P$ and $\ell(P) \leq 3\ell(Q)$ and consequently $|Q| \leq |P| \leq 3^n|Q|$.

2.2. **Proof of Theorem 4.** From Remark 1 it follows that there exist $3^n$ dyadic lattices such that for every cube $Q$ of $\mathbb{R}^n$ there is a cube $R_Q \in D_j$ for some $j$ for which $3Q \subset R_Q$ and $|R_Q| \leq 9^n|Q|$.
We claim that there is a positive constant \( c_{n,m,\alpha} \) verifying that, for any cube \( Q_0 \subset \mathbb{R}^n \), there exists a \( \frac{1}{2} \)-sparse family \( \mathcal{F} \subset \mathcal{D}(Q_0) \) such that for a.e. \( x \in Q_0 \)

\[
| (I_{\alpha})^m f(x) \chi_{Q_0}(x) | \leq c_{n,m,\alpha} \sum_{h=0}^{m} \left( \frac{h}{m} \right) B_{\mathcal{F}}^{m,h}(b,f)(x),
\]

where

\[
B_{\mathcal{F}}^{m,h}(b,f)(x) = \sum_{Q \in \mathcal{F}} |b(x) - b_{R_Q}|^{m-h}|3Q|^{\frac{n}{n-1}} |f(b - b_{R_Q})^h|_{3Q} \chi_Q(x).
\]

Suppose that we have already proved the claim. Let us take a partition of \( \mathbb{R}^n \) by a family \( \{Q_k\}_{k \in \mathbb{N}} \) of cubes \( Q_k \) such that \( \text{supp}(f) \subset 3Q_k \) for each \( j \in \mathbb{N} \). We can do it as follows. We start with a cube \( Q_0 \) such that \( \text{supp}(f) \subset Q_0 \). And cover \( 3Q_0 \setminus Q_0 \) by \( 3^n - 1 \) congruent cubes \( Q_k \). Each of them satisfies \( Q_0 \subset 3Q_k \). We do the same for \( 9Q_0 \setminus 3Q_0 \) and so on. The union of all those cubes, including \( Q_0 \), will satisfy the desired properties.

Fix \( k \in \mathbb{N} \) and apply the claim to the cube \( Q_k \). Then we have that since \( \text{supp} f \subset 3Q_k \) the following estimate holds for almost every \( x \in \mathbb{R}^n \):

\[
| (I_{\alpha})^m f(x) \chi_{Q_k}(x) | = | (I_{\alpha})^m f(x) \chi_{Q_k}(x) | \leq c_{n,m,\alpha} \sum_{h=0}^{m} \left( \frac{h}{m} \right) B_{\mathcal{F}_k}^{m,h}(b,f)(x),
\]

where \( \mathcal{F}_k \subset \mathcal{D}(Q_k) \) is a \( \frac{1}{2} \)-sparse family. Taking \( \mathcal{F} = \bigcup_{k \in \mathbb{N}} \mathcal{F}_k \) we have that \( \mathcal{F} \) is a \( \frac{1}{2} \)-sparse family and

\[
| (I_{\alpha})^m f(x) | \leq c_{n,m,\alpha} \sum_{h=0}^{m} \left( \frac{h}{m} \right) B_{\mathcal{F}}^{m,h}(b,f)(x), \quad \text{a.e. } x \in \mathbb{R}^n.
\]

Fix \( Q \subset \mathcal{F} \). Since \( 3Q \subset R_Q \) and \( |R_Q| \leq 3^n |3Q| \), we have that \( |3Q|^{\frac{n}{n-1}} |f(b - b_{R_Q})^h|_{3Q} \leq 3^n |R_Q|^{\frac{n}{n-1}} |f(b - b_{R_Q})^h|_{R_Q} \). Setting

\[
\mathcal{S}_j = \{ R_Q \in \mathcal{D}_j : Q \in \mathcal{F} \}
\]

and using that \( \mathcal{F} \) is \( \frac{1}{2} \)-sparse, we obtain that each family \( \mathcal{S}_j \) is \( \frac{1}{2^{3^n}} \)-sparse. Then we have that

\[
| (I_{\alpha})^m f(x) | \leq c_{n,m,\alpha} \sum_{j=1}^{3^n} \sum_{h=0}^{m} \left( \frac{h}{m} \right) \mathcal{A}_{\alpha,\mathcal{S}_j}^{m,h}(b,f)(x), \quad \text{a.e. } x \in \mathbb{R}^n,
\]

and we are done.

Proof of the Claim (2.2). To prove the claim it suffices to prove the following recursive estimate: there is a positive constant \( c_{n,m,\alpha} \) verifying that there exists a countable family \( \{P_j\}_j \) of pairwise disjoint cubes in \( \mathcal{D}(Q_0) \) such that \( \sum_j |P_j| \leq \frac{1}{2} |Q_0| \) and

\[
| (I_{\alpha})^m f(x) \chi_{Q_0}(x) | \leq c_{n,m,\alpha} \sum_{h=0}^{m} \left( \frac{h}{m} \right) |b(x) - b_{R_{Q_0}}|^{m-h}|3Q_0|^{\frac{n}{n-1}} |f(b - b_{R_{Q_0}})^h|_{3Q_0} \chi_{Q_0}(x)
\]

\[
+ \sum_j | (I_{\alpha})^m f(x) \chi_{P_j}(x) | \chi_{P_j}(x), \quad \text{a.e. } x \in Q_0.
\]
Iterating this estimate, we obtain (2.2) with \( \mathcal{F} = \{ P_j^{k} \}_{j,k} \) where \( \{ P_j^{0} \}_{j} = \{ Q_0 \} \), \( \{ P_j^{1} \}_{j} = \{ P_j \}_{j} \) and \( \{ P_j^{k} \}_{j} \) is the union of the cubes obtained at the \( k \)-th stage of the iterative process from each of the cubes \( P_j^{k-1} \) of the \( (k-1) \)-th stage. Clearly \( \mathcal{F} \) is a \( \frac{1}{2} \)-sparse family, since the conditions in the definition hold for the sets

\[
E_{P_j^k} = P_j^k \setminus \bigcup_j P_j^{k+1}.
\]

Let us prove then the recursive estimate.

For any countable family \( \{ P_j \} \) of disjoint cubes \( P_j \in \mathcal{D}(Q_0) \) we have that

\[
| (I_\alpha)^m_b (f \chi_{3Q_0})(x) | \chi_{Q_0}(x) \\
= | (I_\alpha)^m_b (f \chi_{3Q_0})(x) | \chi_{Q_0 \setminus \bigcup_j P_j}(x) + \sum_j | (I_\alpha)^m_b (f \chi_{3Q_0})(x) | \chi_{P_j}(x) \\
\leq | (I_\alpha)^m_b (f \chi_{3Q_0})(x) | \chi_{Q_0 \setminus \bigcup_j P_j}(x) + \sum_j | (I_\alpha)^m_b (f \chi_{3Q_0 \setminus \bigcup_j P_j})(x) | \chi_{P_j}(x) \\
+ \sum_j | (I_\alpha)^m_b (f \chi_{3P_j})(x) | \chi_{P_j}(x)
\]

for almost every \( x \in \mathbb{R}^n \). So it suffices to show that we can find a positive constant \( c_{n,m,\alpha} \) in such a way that we can choose a countable family \( \{ P_j \} \) of pairwise disjoint cubes in \( \mathcal{D}(Q_0) \) with \( \sum_j | P_j | \leq \frac{1}{2}|Q_0| \) and such that, for a.e. \( x \in Q_0 \),

\[
| (I_\alpha)^m_b (f \chi_{3Q_0})(x) | \chi_{Q_0 \setminus \bigcup_j P_j}(x) + \sum_j | (I_\alpha)^m_b (f \chi_{3Q_0 \setminus \bigcup_j P_j})(x) | \chi_{P_j}(x) \\
\leq c_{n,m,\alpha} \sum_{h=0}^{m} \left( \frac{m}{h} \right) |b(x) - b_{R_{Q_0}}|^{m-h} |3Q_0|^{\frac{\alpha}{n}} |f(b - b_{R_{Q_0}})^h|3Q_0 \chi_{Q_0}(x)
\]

Using that \( (I_\alpha)^m_b f = (I_\alpha)^m_{b-c} f \) for any \( c \in \mathbb{R} \), and also that

\[
(I_\alpha)^m_{b-c} f = \sum_{h=0}^{m} (-1)^h \left( \frac{m}{h} \right) I_\alpha((b-c)^h f)(b-c)^{m-h},
\]

it follows that

\[
| (I_\alpha)^m_b (f \chi_{3Q_0})(x) | \chi_{Q_0 \setminus \bigcup_j P_j}(x) + \sum_j | (I_\alpha)^m_b (f \chi_{3Q_0 \setminus \bigcup_j P_j})(x) | \chi_{P_j}(x) \\
\leq \sum_{h=0}^{m} \left( \frac{m}{h} \right) |b(x) - b_{R_{Q_0}}|^{m-h} I_\alpha((b - b_{R_{Q_0}})^h f \chi_{3Q_0})(x) |\chi_{Q_0 \setminus \bigcup_j P_j}(x) \\
+ \sum_{h=0}^{m} \left( \frac{m}{h} \right) |b(x) - b_{R_{Q_0}}|^{m-h} \sum_j I_\alpha((b - b_{R_{Q_0}})^h f \chi_{3Q_0 \setminus \bigcup_j P_j})(x) |\chi_{P_j}(x).
\]

Now we define the set \( E = \bigcup_{h=0}^{m} E_h \), where

\[
E_h = \{ x \in Q_0 : \mathcal{M} L_{ \frac{3Q_0}{2} } ((b - b_{R_{Q_0}})^h f)(x) > c_{n,m,\alpha} |3Q_0|^{\frac{\alpha}{n}} |(b - b_{R_{Q_0}})^h f|3Q_0 \},
\]

with \( c_{n,m,\alpha} \) being a positive number to be chosen.

As we proved in Lemma 1, we have that

\[
c_{n,\alpha} := \| \mathcal{M} L_{ \frac{3Q_0}{2} } \|_{L^1(\mathbb{R}^n) \to L^{\frac{\alpha}{n-\alpha}}(\mathbb{R}^n)} < \infty,
\]
so, since $\mathcal{M}_{I_n, Q_0} g \leq \mathcal{M}_{I_n} (g \chi_{3Q_0})$, we can write, for each $h \in \{0, 1, \ldots, m\}$,

$$
|E_h| \leq \left( \frac{c_{n, a} \int_{3Q_0} |f(b - b_{RQ_0})^h|}{c_{n, m, a} |3Q_0|^\frac{\alpha}{n} |f(b - b_{RQ_0})^h| |3Q_0|} \right)^{\frac{n}{\alpha}}
$$

$$
= \left( \frac{c_{n, a} |3Q_0|^{\frac{\alpha}{n} - 1} \int_{3Q_0} |f(b - b_{RQ_0})^h|}{c_{n, m, a} |3Q_0|^\frac{\alpha}{n} |f(b - b_{RQ_0})^h| |3Q_0|} \right)^{\frac{n}{\alpha}} |3Q_0|^{(1 - \frac{n}{\alpha}) \frac{n}{\alpha}}
$$

$$
= \left( \frac{c_{n, a}}{c_{n, m, a}} \right)^{\frac{n}{\alpha}} |3Q_0|^{(1 - \frac{n}{\alpha}) \frac{n}{\alpha}} = 3^n \left( \frac{c_{n, a}}{c_{n, m, a}} \right)^{\frac{n}{\alpha}} |Q_0|,
$$

and we can choose $c_{n, m, a}$ such that

$$
(2.6) \quad |E| \leq \sum_{h=0}^{m} |E_h| \leq \frac{1}{2^{n+2}} |Q_0|,
$$

this choice being independent from $Q_0$ and $f$.

Now we apply Calderón-Zygmund decomposition to the function $\chi_E$ on $Q_0$ at height $\lambda = \frac{1}{2^{n+1}}$. We obtain a countable family $\{P_j\}_j$ of pairwise disjoint cubes in $D(Q_0)$ such that

$$
\chi_E(x) \leq \frac{1}{2^{n+1}}, \quad \text{a.e. } x \not\in \bigcup_j P_j.
$$

From this it follows that $|E \setminus \bigcup_j P_j| = 0$. The family $\{P_j\}_j$ also satisfies that

$$
\sum_j |P_j| \leq 2^{n+1} |E| \leq \frac{1}{2} |Q_0|
$$

and

$$
\frac{|P_j \cap E|}{|P_j|} = \frac{1}{|P_j|} \int_{P_j} \chi_E(x) \leq \frac{1}{2} \quad \text{for all } j,
$$

from which it readily follows that $|P_j \cap E^c| > 0$ for every $j$. Indeed, given $j$,

$$
|P_j| = |P_j \cap E| + |P_j \cap E^c| \leq \frac{1}{2} |P_j| + |P_j \cap E^c|,
$$

and from this it follows that $0 < \frac{1}{2} |P_j| < |P_j \cap E^c|$. Fix some $j$. Since we have $P_j \cap E^c \neq \emptyset$, we observe that

$$
\mathcal{M}_{I_n, Q_0} \left( (b - b_{RQ_0})^h f \right)(x) \leq c_{n, m, a} |3Q_0|^\frac{\alpha}{n} |(b - b_{RQ_0})^h| |3Q_0|
$$

for some $x \in P_j$ and this implies that, for any $Q \subset Q_0$ containing $x$, we have

$$
\text{ess sup}_{\xi \in Q} |I_a ((b - b_{RQ_0})^h f \chi_{3Q_0}) (\xi)| \leq c_{n, m, a} |3Q_0|^\frac{\alpha}{n} |(b - b_{RQ_0})^h| |3Q_0|,
$$

which allows us to control the summation in $(2.5)$ by considering the cube $P_j$.

Now, by $(1)$ in Lemma 1, we know that

$$
|I_a ((b - b_{RQ_0})^h f \chi_{3Q_0}) (x)| \leq \mathcal{M}_{I_n, Q_0} \left( (b - b_{RQ_0})^h f \right)(x), \quad \text{a.e. } x \in Q_0.
$$

Since $|E \setminus \bigcup_j P_j| = 0$ we have, by the definition of $E$, that

$$
\mathcal{M}_{I_n, Q_0} \left( (b - b_{RQ_0})^h f \right)(x) \leq c_{n, m, a} |3Q_0|^\frac{\alpha}{n} |(b - b_{RQ_0})^h| |3Q_0|, \quad \text{a.e. } x \in Q_0 \setminus \bigcup_j P_j.
$$
Consequently,
\[ |I_\alpha((b - b_{RQ_0})^hf\chi_{3Q_0})(x)| \leq c_{n,m,\alpha}|3Q_0|^{\frac{\alpha}{n}}|(b - b_{RQ_0})^hf|_{3Q_0}, \text{ a.e. } x \in Q_0 \setminus \bigcup_j P_j. \]

These estimates allow us to control the remaining terms in (2.4), so we are done.

3. PROOFS OF THEOREM 3 AND COROLLARY 1

The proof of Theorem 3 is presented in the two first subsections. First we deal with the upper bound and then with the necessity.

We will end up this section with a subsection devoted to establish Corollary 1.

3.1. PROOF OF THE UPPER BOUND. To settle the upper bound in Theorem 3 we argue as in [23, Theorem 1.4] or, to be more precise as in [22, Theorem 1.1]. To do that we need to borrow the following estimate that was obtained in the case \( j = 1 \) in [23] and for \( j > 1 \) in [22] and that can be stated as follows.

**Lemma 3.** Let \( S \) be a sparse family contained in a dyadic lattice \( D \), \( \eta \) a weight, \( b \in \text{BMO}_\eta \) and \( f \in C^\infty_c(\mathbb{R}^n) \). There exists a possibly larger sparse family \( \tilde{S} \subset D \) containing \( S \) such that, for every positive integer \( j \) and every \( Q \in \tilde{S} \)
\[
\int_Q |b - b_Q|^j |f| \leq c_n \|b\|_{\text{BMO}_\eta} \int_Q A^j_{\tilde{S},\eta} f
\]
where \( A^j_{\tilde{S},\eta} f \) stands for the \( j \)-th iteration of \( A_{\tilde{S},\eta} \), which is defined by \( A_{\tilde{S},\eta} f := A_{\tilde{S}}(f)\eta \), with \( A_{\tilde{S}} \) being the sparse operator given by
\[
A_{\tilde{S}} f(x) = \sum_{Q \in \tilde{S}} \frac{1}{|Q|} \int_Q |f|\chi_Q(x).
\]

We will also make use of the following quantitative estimates. Let \( 1 < p < \infty \) and \( S \) a \( \gamma \)-sparse family. If \( w \in A_p \) then
\[
\|A_S\|_{L^p(w)} \leq c_{n,p}[w]^{\max\{\frac{1}{p-1}, 1\}}.
\]

If \( p, q, \alpha \) are as in the hypothesis of Theorem 3 and \( w \in A_{p,q} \), then
\[
\|I_S\|_{L^q(w^p) \rightarrow L^p(w)} \leq c_{n,p,q,\alpha}[w]^{\max\{1, \frac{1}{p-1}\}},
\]
where
\[
I_S^g f(x) = \sum_{Q \in S} \frac{1}{|Q|^{1-\frac{n}{m}}} \int_Q |f|\chi_Q(x).
\]

We observe that the proof of (3.2) is implicit in one of the proofs of [19, Theorem 2.6] that relies essentially on computing the norm of the operator \( I_S^g \) by duality.

At this point we are in the position to prove the estimate (1.2).

We assume by now that \( b \in L^m_{\text{loc}}(\mathbb{R}^n) \) and we prove in the end that this assumption is always true. Taking into account Theorem 4, it suffices to prove the estimate for the sparse operators
\[
A_{m,h}^{m,h} (b,f) := \sum_{Q \in S} |b - b_Q|^{m-h}|Q|^\frac{\alpha}{n} |f(b - b_Q)^h|Q\chi_Q, \quad h \in \{0, 1, \ldots, m\}.
\]
Assume that $b \in \text{BMO}_n$ with $\eta$ to be chosen. We observe that, using Lemma 3,
\[
\left| \int_{\mathbb{R}^n} A_n^{m,h}(b, f)g^\lambda \right| \lesssim \sum_{Q \in \mathcal{S}} \left( \int_Q |g||b - b_Q|^{m-h} |\lambda|^q \right) \frac{1}{|Q|^{1-\alpha/n}} \int_Q |b - b_Q|^{h}|f|.
\]
\[
\leq c_n \|b\|_{\text{BMO}_n} \sum_{Q \in \mathcal{S}} \left( \int_Q A_{\mathcal{S},\eta}^{m-h}(|g|^\lambda) \right) \frac{1}{|Q|^{1-\alpha/n}} \int_Q A_{\mathcal{S},\eta}^h(|f|)
\]
\[
\leq c_n \|b\|_{\text{BMO}_n} \int_{\mathbb{R}^n} \sum_{Q \in \mathcal{S}} \frac{1}{|Q|^{1-\alpha/n}} \left( \int_Q A_{\mathcal{S},\eta}^h(|f|) \right) \chi_Q A_{\mathcal{S},\eta}^{m-h}(|g|^\lambda)
\]
\[
= c_n \|b\|_{\text{BMO}_n} \int_{\mathbb{R}^n} I^\eta_{\mathcal{S},\eta}(f)(x) \chi_Q A_{\mathcal{S},\eta}^{m-h}(|g|^\lambda)dx.
\]
Let us call $I^\eta_{\mathcal{S},\eta}f := I^\eta_{\mathcal{S}}(f)\eta$. Now, the self-adjointness of $A_{\mathcal{S}}$ yields
\[
\int_{\mathbb{R}^n} I^\eta_{\mathcal{S}}(A_{\mathcal{S},\eta}^h(|f|)) A_{\mathcal{S},\eta}^{m-h}(|g|^\lambda) = \int_{\mathbb{R}^n} A_{\mathcal{S},\eta} \left\{ A_{\mathcal{S},\eta}^{m-h-1} \left[ I^\eta_{\mathcal{S},\eta} \left( A_{\mathcal{S},\eta}^h(|f|) \right) \right] \right\} |g|^\lambda.
\]
Combining the preceding estimates we have that
\[
\left| \int_{\mathbb{R}^n} A_n^{m,h}(b, f)g^\lambda \right| \leq c_n \|b\|_{\text{BMO}_n} \left\| A_{\mathcal{S},\eta} A_{\mathcal{S},\eta}^{m-h-1} I^\eta_{\mathcal{S},\eta} A_{\mathcal{S},\eta}^h(|f|) \right\|_{L^q(\lambda^\alpha)} \left\| g \right\|_{L^q'(\lambda^\alpha)}
\]
and consequently, taking supremum on $g \in L^q'(\lambda^\alpha)$ with $\left\| g \right\|_{L^q'(\lambda^\alpha)} = 1$,
\[
\left\| A_n^{m,h}(b, f) \right\|_{L^q(\lambda^\alpha)} \leq c_n \|b\|_{\text{BMO}_n} \left\| A_{\mathcal{S}} A_{\mathcal{S},\eta}^{m-h-1} I^\eta_{\mathcal{S},\eta} A_{\mathcal{S},\eta}^h(|f|) \right\|_{L^q(\lambda^\alpha)}.
\]
Taking into account (3.1)
\[
\left\| A_{\mathcal{S}} A_{\mathcal{S},\eta}^{m-h-1} I^\eta_{\mathcal{S},\eta} A_{\mathcal{S},\eta}^h(|f|) \right\|_{L^q(\lambda^\alpha)}
\]
\[
\leq c_{n,q} \left( \prod_{l=0}^{m-h-1} \left| \lambda^{q \eta^l} \right| A_q \right) \max\left\{ 1, \frac{1}{\eta^l} \right\} \left\| I^\eta_{\mathcal{S},\eta} A_{\mathcal{S},\eta}^h(|f|) \right\|_{L^q(\lambda^{q \eta^{(m-h-1)}})}.
\]
Using (3.2), we have that
\[
\left\| I^\eta_{\mathcal{S},\eta} A_{\mathcal{S},\eta}^h(|f|) \right\|_{L^q(\lambda^{q \eta^{(m-h-1)}})} = \left\| I^\eta_{\mathcal{S},\eta} A_{\mathcal{S},\eta}^h(|f|) \right\|_{L^q(\lambda^{q \eta^{(m-h)}})}
\]
\[
\leq c_{n,p,\alpha} \left| \lambda^{q m-h} \right| (1-\frac{1}{\eta^q}) \max\left\{ 1, \frac{1}{\eta^q} \right\} \left\| A_{\mathcal{S},\eta}^h(|f|) \right\|_{L^p(\lambda^{q \eta^{(m-h)}})}
\]
and applying again (3.1),
\[
\left\| I^\eta_{\mathcal{S},\eta}(|f|) \right\|_{L^p(\lambda^{q \eta^{(m-h)}})} \leq c_{n,p} \left( \prod_{l=m-h+1}^{m} \left| \lambda^{p \eta^l} \right| A_p \right) \max\left\{ 1, \frac{1}{\eta^q} \right\} \left\| f \right\|_{L^p(\lambda^{q \eta^{p-q}})}.
\]
Gathering the preceding estimates we have that
\[
\left\| A_n^{m,h}(b, f) \right\|_{L^q(\lambda)} \leq c_{n,\alpha} \|b\|_{\text{BMO}_n} P Q \left| \lambda^{m-h} \right| (1-\frac{1}{\eta^q}) \max\left\{ 1, \frac{1}{\eta^q} \right\} \left\| f \right\|_{L^p(\lambda^{q \eta^{p-q}})},
\]
where
\[
P = \left( \prod_{l=0}^{m-h-1} \left| \lambda^{q \eta^l} \right| A_q \right) \max\left\{ 1, \frac{1}{\eta^q} \right\} \quad Q = \left( \prod_{l=m-h+1}^{m} \left| \lambda^{p \eta^l} \right| A_p \right) \max\left\{ 1, \frac{1}{\eta^q} \right\}.
\]
Now we observe that choosing \( \eta = \nu^{1/m} \), it readily follows from Hölder’s inequality
\[
[\lambda^\nu A^m_{p,q} \leq \frac{[\lambda^\nu A^m_{p,q} f]}{1} A_{A, A}^m \text{ and } [\lambda^\nu A^m_{A, A} \leq \frac{[\lambda^\nu A^m_{A, A} f]}{1} A_{A}^m], \quad r = p, q.
\]
Thus, we can write
\[
P \leq \left( \prod_{l=0}^{m-h-1} [\lambda^\nu A^m_{A, A}] \right)^{\max \{1, \frac{m-h}{r} \}} \quad Q \leq \left( \prod_{l=m-h+1}^{m} [\lambda^\nu A^m_{A, A}] \right)^{\max \{1, \frac{m-h}{r} \}}
\]
and, computing the products, we obtain
\[
P \leq \left( [\lambda^\nu A^m_{A, A}] \right)^{\frac{m-h}{r} \max \{1, \frac{m-h}{r} \}} \quad Q \leq \left( [\lambda^\nu A^m_{A, A}] \right)^{\frac{m-h}{r} \max \{1, \frac{m-h}{r} \}}.
\]
Combining all the preceding estimates leads to the desired estimate.

To end the proof we are going to show that \( b \in L_{loc}^m(\mathbb{R}^n) \). Indeed, for any compact set \( K \) we choose a cube \( Q \) such that \( K \subset Q \). Then
\[
\int_K |b|^m \leq \int_Q |b|^m \leq c_m \int_Q |b - b_Q|^m + c_m \left( \int_Q |b|^m \right)^m
\]
Since \( b \) is locally integrable, we only have to deal with the first term. We observe that by Lemma 3,
\[
\int_Q |b - b_Q|^m \chi_Q \leq c_n \|b\|_{BMO_{n+2/m}}^m \int_Q A_{S, n}^m(\chi_Q)
\]
and arguing analogously as above we are done.

### 3.2. Proof of the necessity

We are going to follow ideas in [23]. First we recall [23, Lemma 2.1]

**Lemma 4.** Let \( \eta \in A_\infty \). Then
\[
\|b\|_{BMO_{n}} \leq \sup_{Q} \omega_{\lambda}(b, Q) \frac{|Q|}{\eta(Q)} \quad 0 < \lambda < \frac{1}{2n+1}.
\]
where \( \omega_{\lambda}(f, Q) = \inf_{c \in \mathbb{R}} ((f - c)\chi_Q)^* (\lambda |Q|) \) and
\[
((f - c)\chi_Q)^* (\lambda |Q|) = \sup_{|E| = \lambda |Q|} \inf_{x \in E} |(f - c)(x)|.
\]

Armed with that lemma we are in the position to provide a proof of the necessity. Let \( Q \subset \mathbb{R}^n \) be an arbitrary cube. There exists a subset \( E \subset Q \) with \( |E| = \frac{1}{2n+1} |Q| \) such that for every \( x \in E \)
\[
\omega_{\frac{1}{2n+1}}(b, Q) \leq |b(x) - m(b)|
\]
where \( m(b) \) is a not necessarily unique number that satisfies
\[
\max \{|x \in Q : b(x) > m(b)|, |x \in Q : b(x) < m(b)|\} \leq \frac{|Q|}{2}.
\]
Now let \( A \subset Q \) with \( |A| = \frac{1}{2}|Q| \) and such that \( b(x) \geq m_b(Q) \) for every \( x \in A \). We call \( B = Q \setminus A \). Then \(|B| = \frac{1}{2}|Q| \) and \( b(x) \leq m_b(Q) \) for every \( x \in B \).

As \( Q \) is the disjoint union of \( A \) and \( B \), at least half of the set \( E \) is contained either in \( A \) or in \( B \). We may assume, without loss of generality, that half of \( E \) is in \( A \), so we have

\[
|E \cap A| = |E| - |E \cap (E \cap A)^c| \geq |E| - \frac{|E|}{2} = \frac{1}{2^n+3}|Q|.
\]

We also have then that

\[
|B \cap (E \cap A)^c| = |B| - |B \cap (E \cap A)| \geq \frac{1}{2}|Q| - \frac{1}{2^n+3}|Q| = \left( \frac{1}{2} - \frac{1}{2^n+3} \right)|Q|.
\]

So choosing

\[
A' = A \cap E \quad B' = B \cap (E \cap A)^c
\]

we have that if \( y \in A' \) and \( x \in B' \) then \( \omega_{\frac{1}{2^n+3}}(b, Q) \leq b(y) - m_b(Q) \leq b(y) - b(x) \). Consequently, using Hölder’s inequality and the hypothesis on \( (I_\alpha)_b \),

\[
\omega_{\frac{1}{2^n+2}}(b, Q)^m|A'||B'| \leq \int_{A'} \int_{B'} (b(y) - b(x))^m \, dx \, dy
\]

\[
\leq \ell(Q)^n \int_{A'} \int_{B'} \frac{(b(y) - b(x))^m}{|x-y|^{n-\alpha}} \, dx \, dy
\]

\[
= \ell(Q)^n \int_{A'} (I_\alpha)_b^m (\chi_{B'}) (x) \, dx
\]

\[
\leq \ell(Q)^n \left( \int_Q \lambda^{-q'} \right) ^\frac{1}{q} \left( \int_Q (I_\alpha)_b^m (\chi_{B'}) (x) \lambda(x) ^q \, dx \right) ^\frac{1}{q}
\]

\[
\leq c \ell(Q)^n \left( \int_Q \lambda^{-q'} \right) ^\frac{1}{q} \left( \int_Q \mu^p \right) ^\frac{1}{p}
\]

\[
= c|Q|^2 \left( \frac{1}{|Q|} \right) ^\frac{1}{q} \left( \frac{1}{|Q|} \int_Q \mu^p \right) ^\frac{1}{p},
\]

where we used that

\[
\frac{1}{q} + \frac{\alpha}{n} = \frac{1}{p} \iff \frac{1}{q'} + \frac{\alpha}{n} = 1 + \frac{\alpha}{n}.
\]

And this yields

\[
\omega_{\frac{1}{2^n+2}}(b, Q)^m \leq c \left( \frac{1}{|Q|} \right) ^\frac{1}{q'} \left( \frac{1}{|Q|} \int_Q \mu^p \right) ^\frac{1}{p}.
\]

Since \( \mu \in A_{p,q} \) we have that \( \mu^p \in A_p \). Hence (see for example [9])

\[
\frac{1}{|Q|} \int_Q \mu^p \leq c \left( \frac{1}{|Q|} \int_Q \mu^p \right) ^r,
\]

for any \( r > 1 \).
Using that inequality for some \( r > 1 \) to be chosen combined with Hölder’s inequality with \( \beta = \frac{r}{p} \), we have that

\[
\left( \frac{1}{|Q|} \int_Q \mu^p \right)^{\frac{1}{p}} \leq c \left( \frac{1}{|Q|} \int_Q \mu^\beta \right)^{\frac{1}{\beta}} \leq c \left( \frac{1}{|Q|} \int_Q \nu^m \right)^{\frac{1}{m}} \left( \frac{1}{|Q|} \int_Q \lambda^{rac{p}{m}} \right)^{\frac{1}{m} - \frac{1}{p}}
\]

and choosing \( r = pm + 1 \) we obtain

\[
\left( \frac{1}{|Q|} \int_Q \mu^p \right)^{\frac{1}{p}} \leq c \left( \frac{1}{|Q|} \int_Q \nu^m \right)^{\frac{1}{m}} \left( \frac{1}{|Q|} \int_Q \lambda^p \right)^{\frac{1}{p}}.
\]

This yields

\[
\omega_{\frac{1}{2pm}}(b, Q)^m \leq c \left( \frac{1}{|Q|} \int_Q \nu^m \right)^{\frac{1}{m}} \left( \frac{1}{|Q|} \int_Q \lambda^p \right)^{\frac{1}{p}}.
\]

Now we observe that since \( q > p \) then by Hölder’s inequality

\[
\left( \frac{1}{|Q|} \int_Q \lambda^p \right)^{\frac{1}{p}} \leq \left( \frac{1}{|Q|} \int_Q \lambda^q \right)^{\frac{1}{q}} \quad \text{and} \quad \left( \frac{1}{|Q|} \int_Q \lambda^{-q} \right)^{\frac{1}{q'}} \leq \left( \frac{1}{|Q|} \int_Q \lambda^{-p'} \right)^{\frac{1}{p'}}.
\]

Thus

\[
\left( \frac{1}{|Q|} \int_Q \lambda^{-q} \right)^{\frac{1}{q'}} \left( \frac{1}{|Q|} \int_Q \lambda^p \right)^{\frac{1}{p}} \leq \left[ \left( \frac{1}{|Q|} \int_Q \lambda^q \right) \left( \frac{1}{|Q|} \int_Q \lambda^{-p'} \right) \right]^\frac{1}{q'}.
\]

Consequently, since \( \lambda \in A_{p,q} \), we finally get

\[
\omega_{\frac{1}{2pm}}(b, Q) \leq c \frac{1}{|Q|} \int_Q \nu^\frac{1}{m}
\]

and we are done in view of Lemma 4.

3.3. **Proof of Corollary 1.** To prove the corollary it suffices to estimate each term in \( \kappa_m \) in Theorem 3 for \( \mu = \lambda \). Indeed, we observe first that taking \( \mu = \lambda \)

\[
\kappa_m = [\mu]_{A_{p,q}}^{(1 - \frac{m}{q}) \max \{1, \frac{q}{p} \}} \sum_{h=0}^{m} \left[ \frac{m}{h} \right] [\mu^h]_{A_{q}}^{(m-h) \max \{1, \frac{q}{p} \}} [\mu^p]_{A_{p}}^{h \max \{1, \frac{q}{p} \}}.
\]

Now, taking into account (1.1), we get

\[
[\mu^h]_{A_{q}}^{(m-h) \max \{1, \frac{q}{p} \}} \leq [\mu]_{A_{p,q}}^{(m-h) \max \{1, \frac{q}{p} \}}
\]

and

\[
[\mu^p]_{A_{p}}^{h \max \{1, \frac{q}{p} \}} \leq [\mu]_{A_{p,q}}^{h \max \{1, \frac{q}{p} \}}.
\]

Consequently

\[
\kappa_m \leq c_m [\mu]_{A_{p,q}}^{(1 - \frac{m}{q}) \max \{1, \frac{q}{p} \}} + m \max \{1, \frac{q}{p} \}, \max \{1, \frac{q}{p} \}}.
\]

Note that since \( p < q \) we have that \( \frac{q}{p} < 1 \) and also

\[
p < q \iff p' > q' \iff \frac{1}{q - 1} < \frac{p'}{q}.
\]
Let \( \nu \mid w \in \mathcal{P} \) essentially self-adjoint (in this case, \( (I_\alpha)^n \) is essentially self-adjoint (in this case, \( [(I_\alpha)^n]^* = (-1)^n (I_\alpha)^n \)) and the fact that if \( w \in A_{p,q} \), then \( w^{-1} \in A_{q',p'} \) and \( [w^{-1}]_{A_{q',p'}} = [w]^{p/q}_{A_{p,q}} \).

Suppose then that \( p'/q > 1 \) follows at once by duality, taking into account the fact that \( \int_{\mathbb{R}^n} \log (1 + |z|) |z|^{1-n} dz \) is \( \frac{1}{2} \log |x| \).

First we establish the sharpness of the exponent in (1.4) we will use the adaption of Buckley’s example [3] to the fractional setting that was devised in [7]. First we observe that we can restrict ourselves to the case in which \( p'/q > 1 \) follows at once by duality, taking into account the fact that \( (I_\alpha)^n \) is essentially self-adjoint (in this case, \( [(I_\alpha)^n]^* = (-1)^n (I_\alpha)^n \)) and the fact that if \( w \in A_{p,q} \), then \( w^{-1} \in A_{q',p'} \) and \( [w^{-1}]_{A_{q',p'}} = [w]^{p/q}_{A_{p,q}} \).

We may then take \( \delta \in (0,1) \). Define the weight \( w_\delta(x) = |x|^{(n-\delta)/p'} \) and the power functions \( f_\delta(x) = |x|^{\delta-n} \chi_{B(0,1)}(x) \). Easy computations yield

\[
\|f_\delta\|_{L^p(w_\delta^p)} \approx \delta^{-1/p'}, \quad \text{and} \quad [w_\delta]_{A_{p,q}} \approx \delta^{-q/p'}.
\]

Let \( b \) be the BMO function \( b(x) = \log |x| \). For \( x \in \mathbb{R}^n \) with \( |x| \geq 2 \), we have that

\[
(I_\alpha)^n f_\delta(x) = \int_{B(0,1)} \frac{\log^n (|x|/|y|)}{|x-y|^{n-\alpha}} |y|^n d\nu.
\]

Integration by parts yields

\[
\int_0^{|x|^{-1}} \log^m (1/r)^{\delta-1} dr = \delta^{-1} |x|^{-\delta} \log^m |x| \sum_{k=0}^m \frac{m!}{(m-k)! \delta^k \log^k |x|} \geq \delta^{-1} |x|^{-\delta} \log^m |x| \sum_{k=0}^m \binom{m}{k} (\delta^{-1} \log^{-1} |x|)^k = \delta^{-1} |x|^{-\delta} \log^m |x| (\delta^{-1} \log^{-1} |x| + 1)^m \geq \delta^{-m-1} |x|^{-\delta}.
\]

Then,

\[
(I_\alpha)^n f_\delta(x) \geq \frac{c_n}{\delta^{m+1} |x|^{n-\alpha}}, \quad |x| \geq 2.
\]
Hence, taking into account that \( \frac{1}{q} + \frac{\alpha}{n} = \frac{1}{p} \), we have that

\[
\| (I_\alpha)^m f_\delta \|_{L^q(w^q_\delta)} \geq c_n \delta^{-(m+1)} \left( \int_{|x| \geq 2} \frac{|x|^{(n-\delta)\frac{p'}{p}}}{|x|^{(n-\alpha)\frac{p}{p}}} \, dx \right)^{1/q}
\]

\[
= c_n \delta^{-(m+1)} \left( \int_{|x| \geq 2} |x|^{-\delta q'/p' - n} \, dx \right)^{1/q}
\]

\[
= c \delta^{-(m+1)} \frac{q}{q'}
\]

\[
= c \|w_\delta\|_{A_{p,q}}^{(m+1-\frac{\alpha}{n})} \|f_\delta\|_{L^p(w^p_\delta)}
\]

\[
= c \|w_\delta\|_{A_{p,q}}^{(m+1-\frac{\alpha}{n})} \max \{ \frac{1}{p}, \frac{p'}{q} \} \|f_\delta\|_{L^p(w^p_\delta)},
\]

so the exponent in (1.4) is sharp.

**Remark 2.** We would like to point out that an alternative argument to settle the sharpness we have just obtained follows from the combination of arguments in Sections 3.1 and 3.4 in [24].

### 3.4. Some further remarks. Mixed \( A_{p,q} - A_\infty \) bounds.

We recall that \( w \in A_\infty \) if and only if

\[
[w]_{A_\infty} = \sup_Q \frac{1}{w(Q)} \int_Q M(w \chi_Q) < \infty
\]

and that is, up until now (see [10]), the smallest constant characterizing the \( A_\infty \) class. We would like to point out that it would be possible to provide mixed estimates for \( (I_\alpha)^m_\delta \) in terms of this \( A_\infty \) constant. For that purpose it suffices to follow the same argument used to establish Theorem 3, but taking into account that, if \( w \in A_p \) and we call \( \sigma = w^{1-\frac{1}{p}} \), then

\[
\|A_S\|_{L^p(w)} \leq c_{n,p} [w]_{A_p}^{\frac{1}{p}} \left( [w]_{A_\infty}^{\frac{1}{p}} + [\sigma]_{A_\infty}^{\frac{1}{p}} \right).
\]

Also, if \( \alpha \in (0, n) \), \( 1 < p < \frac{n}{\alpha} \), \( q \) is defined by \( \frac{1}{q} + \frac{\alpha}{n} = \frac{1}{p} \) and \( w \in A_{p,q} \) then, if, again, \( \sigma = w^{1-\frac{1}{p}} \),

\[
\|A_S^\delta\|_{L^p(w^p) \to L^q(w^q)} \leq c_{n,p} [w]_{A_{p,q}} \left( [w]_{A_\infty}^{\frac{1}{p}} + [\sigma]_{A_\infty}^{\frac{1}{p}} \right).
\]

The preceding estimate was established in [8] and is also contained in the recent work [10].
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