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Abstract

In this report, we present PP-YOLOE, an industrial state-of-the-art object detector with high performance and friendly deployment. We optimize on the basis of the previous PP-YOLOv2, using anchor-free paradigm, more powerful backbone and neck equipped with CSPRepResStage, ET-head and dynamic label assignment algorithm TAL. We provide s/m/l/x models for different practice scenarios. As a result, PP-YOLOE-l achieves 51.4 mAP on COCO test-dev and 78.1 FPS on Tesla V100, yielding a remarkable improvement of (+1.9 AP, +13.35% speed up) and (+1.3 AP, +24.96% speed up), compared to the previous state-of-the-art industrial models PP-YOLOv2 and YOLOX respectively. Further, PP-YOLOE inference speed achieves 149.2 FPS with TensorRT and FP16-precision. We also conduct extensive experiments to verify the effectiveness of our designs. Source code and pre-trained models are available at PaddleDetection1.

1. Introduction

One-stage object detector is popular in real-time applications due to excellent speed and accuracy trade-off. The most prominent architecture among one-stage detectors is the YOLO series[21, 22, 23, 2, 26, 14, 6, 18, 13]. Since YOLOv1[21], YOLO series object detectors have undergone tremendous changes in network structure, label assignment and so on. At present, YOLOX[6] achieves an optimal balance of speed and accuracy with 50.1 mAP at the speed of 68.9 FPS on Tesla V100.

YOLOX introduces advanced anchor-free method equipped with dynamic label assignment to improve the performance of detector, significantly outperforming YOLOv5[14] in terms of precision. Inspired by YOLOX, we further optimize our previous work PP-YOLOv2[13]. PP-YOLOv2 is a high-performance one-stage detector with 49.5 mAP at the speed of 68.9 FPS on Tesla V100. Based on PP-YOLOv2, we proposed an evolved version of YOLO named PP-YOLOE. PP-YOLOE avoids using operators like deformable convolution[3, 34] and Matrix NMS[28] to be well supported on various hardware. Moreover, PP-YOLOE can easily scale to a series of models for various hardware with different computing power. These characteristics further promote the application of PP-YOLOE in a wider range of practical scenarios.

As shown in Fig. 1, PP-YOLOE outperforms YOLOv5 and YOLOX in terms of speed and accuracy trade-off. Specifically, PP-YOLOE-l achieves 51.4 mAP on COCO with 640 × 640 resolution at the speed of 78.1 FPS, surpassing PP-YOLOv2 by 1.9% AP and YOLOX-l by 1.3% AP. Moreover, PP-YOLOE has a series of models, which can be simply configured through width multiplier and depth multiplier like YOLOv5. Our code has released on

---

1. https://github.com/PaddlePaddle/PaddleDetection

![Figure 1: Comparison of the PP-YOLOE and other state-of-the-art models. PP-YOLOE-l achieves 51.4 mAP on COCO test-dev and 78.1 FPS on Tesla V100, obtains 1.9 AP and 9.2 FPS improvement compared with PP-YOLOv2[13].](image-url)
PaddleDetection[1], with TensorRT and ONNX supported.

2. Method

In this section, we will first review our baseline model and then introduce the design of PP-YOLOE (Fig. 2) in detail from the aspects of network structure, label assignment strategy, head structure and loss function.

2.1. A Brief Review of PP-YOLOv2

The overall architecture of PP-YOLOv2 contains the backbone of ResNet50-vd[10] with deformable convolution[34], the neck of PAN with SPP layer and DropBlock[7] and the lightweight IoU aware head. In PP-YOLOv2, ReLU activation function is used in backbone while mish activation function is used in neck. Following YOLOv3, PP-YOLOv2 only assigns one anchor box for each ground truth object. In addition to classification loss, regression loss and objectness loss, PP-YOLOv2 also uses IoU loss and IoU aware loss to boost the performance. For more details, please refer to [13].

2.2. Improvement of PP-YOLOE

Anchor-free. As mentioned above, PP-YOLOv2[13] assigns ground truths in an anchor-based manner. However, anchor mechanism introduces a number of hyper-parameters and depends on hand-crafted design which may not generalize well on other datasets. For the above reason, we introduce anchor-free method in PP-YOLOv2. Following FCOS[25], which tiles one anchor point on each pixel, we set upper and lower bounds for three detection heads to assign ground truths to corresponding feature map. Then, the center of bounding box is calculated to select the closest pixel as positive samples. Following YOLO series, a 4D vector \((x, y, w, h)\) is predicted for regression. This modification makes the model a little faster with the loss of 0.3 AP as shown in Table 2. Although upper and lower bounds are carefully set according to the anchor sizes of PP-YOLOv2, there are still some minor inconsistencies in the assignment results between anchor-based and anchor-free manner, which may lead to little precision drop.

Backbone and Neck. Residual connections[9, 29, 11] and dense connections[12, 15, 20] have been widely used in modern convolutional neural network. Residual connections introduce shortcut to relieve gradient vanishing problem and can be also regarded as a model ensemble approach. Dense connections aggregate intermediate features with diverse receptive fields, showing good performance on the object detection task. CSPNet[27] utilizes cross stage dense connections to lower computation burden without the loss of precision, which is popular among effective object detectors such as YOLOv5[14], YOLOX[6], VoVNet[15] and subsequent TreeNet[20] also show superior performance in object detection and instance segmentation. Inspired by these works, we propose a novel RepResBlock by combining the residual connections and dense connections, which is used in our backbone and neck.

Originating from TreeBlock[20], our RepResBlock is shown in Fig. 3(b) during the training phase and Fig. 3(c) during the inference phase. Firstly, we simplify the original TreeBlock (Fig. 3(a)). Then, we replace the concatenation operation with element-wise add operation (Fig. 3(b)), because of the approximation of these two operations to some extent shown in RMNet [19]. Thus, during the inference phase, we can re-parameterizes RepResBlock to a basic residual block (Fig. 3(c)) used by ResNet-34 in a RepVGG[4] style.

We use proposed RepResBlock to build backbone and neck. Similar to ResNet, our backbone, named CSPRepResNet, contains one stem composed of three convolution layer and four subsequent stages stacked by our RepResBlock as shown in Fig. 3(d). In each stage, cross stage partial connections are used to avoid numerous parameters and computation burden brought by lots of \(3 \times 3\) convolution layers. ESE (Effective Squeeze and Extraction) layer is also used to impose channel attention in each CSPRepResStage while building backbone. We build neck with proposed RepResBlock and CSPRepResStage following PP-YOLOv2[13]. Different from backbone, shortcut in RepResBlock and ESE layer in CSPRepResStage are removed in neck.

We use width multiplier \(\alpha\) and depth multiplier \(\beta\) to scale the basic backbone and neck jointly like YOLOv5[14]. Thus, we can get a series of detection network with different parameters and computation cost. The width setting of basic backbone is \([64, 128, 256, 512, 1024]\). Except for the stem, the depth setting of basic backbone is \([3, 6, 6, 3]\). The width setting and depth setting of basic neck are \([192, 384, 768]\) and \(3\) respectively. Table 1 shows the specification of width multiplier \(\alpha\) and depth multiplier \(\beta\) for different model. Such modifications obtains 0.7% AP performance improvements – 49.5% AP as shown in Table 2.

| width multiplier \(\alpha\) | depth multiplier \(\beta\) |
|---------------------------|-------------------------|
| s                         | 0.50                    | 0.33                     |
| m                         | 0.75                    | 0.67                     |
| l                         | 1.00                    | 1.00                     |
| x                         | 1.25                    | 1.33                     |

Table 1: Width multiplier \(\alpha\) and depth multiplier \(\beta\) specification for a series of networks

Task Alignment Learning (TAL). To further improve the
Figure 2: The model architecture of our PP-YOLOE. The backbone is CSPRepResNet, the neck is Path Aggregation Network (PAN), and the head is Efficient Task-aligned Head (ET-head).

Figure 3: Structure of our RepResBlock and CSPRepResStage

For task aligned loss, TOOD use a normalized $t$, namely $\hat{t}$, to replace the target in loss. It adopts the largest IoU within each instance as the normalization. The Binary Cross Entropy (BCE) for the classification can be rewritten as:

$$L_{cls-pos} = \sum_{i=1}^{N_{pos}} BCE (p_i, \hat{t}_i)$$  \hspace{1cm} (1)
Table 2: Ablation study of PP-YOLOE-l on COCO val. We use 640×640 resolution as input with FP32-precision, and test on Tesla V100 without post-processing.

| Method                  | mAP(%) | Parameters(M) | GFLOPs | Latency(ms) | FPS   |
|-------------------------|--------|---------------|--------|-------------|-------|
| PP-YOLOv2 baseline model| 49.1   | 54.58         | 115.77 | 14.5        | 68.9  |
| +Anchor-free            | 48.8 (−0.3) | 54.27 | 114.78 | 14.3 | 69.8 |
| +CSPRepResNet           | 49.5 (+0.7) | 47.42 | 101.87 | 11.7 | 85.5 |
| +TAL                    | 50.4 (+0.9) | 48.32 | 104.75 | 11.9 | 84.0 |
| +ET-head                | 50.9 (+0.5) | 52.20 | 110.07 | 12.8 | 78.1 |

Table 3: Different label assignment on base model. We use CSPRepResStage as backbone and neck, one 1×1 conv layer as head, and only train 36 epochs on COCO train2017.

| Method   | mAP(0.5:0.95) |
|----------|---------------|
| ATSS[33] | 43.1          |
| SimOTA[6] | 44.3         |
| TAL[5]    | 45.2          |

TOOD[5], we improve the head and propose ET-head with the goal of both speed and accuracy. As shown in Fig. 2, we use ESE to replace the layer attention in TOOD, simplify the alignment of classification branches to shortcut, and replace the alignment of regression branches with distribution focal loss (DFL) layer[16]. Through the above changes, the ET-head brings an increase of 0.9ms on V100.

For the learning of classification and location tasks, we choose varifocal loss (VFL) and distribution focal loss (DFL) respectively. PP-Picodet[31] successfully applys VFL and DFL in object detectors, and obtains performance improvement. For VFL in [32], different from the quality focal loss (QFL) in [16], VFL uses target score to weight the loss of positive samples. This implementation makes the contribution of positive samples with high IoU to loss relatively large. This also makes the model pay more attention to high-quality samples rather than those low-quality ones at training time. The same is that both use IoU-aware classification score (IACS) as the target to predict. This can effectively learn a joint representation of classification score and localization quality estimation, which enables high consistency between training and inference. For DFL, in order to solve the problem of inflexible representation of bounding box, [16] proposes to use general distribution to predict bounding box. Our model is supervised by the loss function:

\[
    \text{Loss} = \frac{\alpha \cdot \text{loss}_{VFL} + \beta \cdot \text{loss}_{GIoU} + \gamma \cdot \text{loss}_{DFL}}{\sum_i N_{pos}} \tag{2}
\]

where \(\hat{t}\) denote the normalized target score, see Eq. (1). And as shown in Table 2, the ET-head obtains 0.5% AP improvement – 50.9% AP.

3. Experiment

In this section, we present the experiments details and results. All experiments are trained on MS COCO-2017 training set with 80 classes and 118k images. For ablation study, we use the standard COCO AP metric with single scale on MS COCO-2017 validation set with 5000 images. And we report final results using MS COCO-2017 test-dev.

3.1. Implementation details

We use stochastic gradient descent (SGD) with momentum = 0.9 and weight decay = 5e-4. We use cosine learning rate schedule, total epochs are 300, warmup epochs are 5, and base learning rate is 0.01. The total batch size is 64 on 8 × 32 G V100 GPU devices by default, and we follow linear scaling rule[8] to adjust learning rate. The exponential moving average (EMA) strategy with decay = 0.9998 is also adopted during training process. We only use some basic data augmentations, including random crop, random horizontal flip, color distortion, and multi-scale. Specially, input size is evenly drawn from 320 to 768 with 32 stride.

3.2. Comparison with Other SOTA Detectors

Table 4 and Figure 1 show comparison of the results on MS-COCO test split with other state-of-the-art object detectors. We re-evaluate YOLOv5[14] and YOLOX[6] using official codebase because they have non-scheduled updates. We compare model inference speed with batch size = 1 (without data preprocess and non-maximum suppression). However, PP-YOLOE series using paddle inference engine. Further, for fair comparison, we also test the FP16 precision speed based on tensorRT 6.0 in the same environment. It should be emphasized that PaddlePaddle\(^2\) officially supports tensorRT for model deployment. Therefore, PP-YOLOE can use paddle inference with tensorRT directly, and other tests follow the official guidelines.

\(^2\)https://github.com/PaddlePaddle/Paddle
| Method         | Backbone                  | Size   | FPS (v100) with TRT | AP   | AP50 | AP75 | AP95 | APm | APs |
|---------------|---------------------------|--------|---------------------|------|------|------|------|-----|-----|
| YOLOv3 + ASFF* [17] | Darknet-53                | 320    | 60                  | -    | 38.1%| 57.4%| 42.1%| 16.1%| 41.6%| 53.6%|
| YOLOv3 + ASFF* [17] | Darknet-53                | 416    | 54                  | -    | 40.6%| 60.6%| 45.1%| 20.3%| 44.2%| 54.1%|
| YOLOv4 [2]          | CSPDarknet-53             | 416    | 96                  | -    | 41.2%| 62.8%| 44.3%| 20.4%| 44.4%| 56.0%|
| YOLOv4 [2]          | CSPDarknet-53             | 83     | -                   | -    | 43.0%| 64.9%| 46.5%| 24.3%| 46.1%| 55.2%|
| YOLOv4+CSP [26]       | Modified CSPDarknet-53    | 512    | 97                  | -    | 46.2%| 64.8%| 50.2%| 24.6%| 50.4%| 61.9%|
| YOLOv4+CSP [26]       | Modified CSPDarknet-53    | 73     | -                   | -    | 47.5%| 66.2%| 51.7%| 28.2%| 51.2%| 59.8%|
| EfficientDet-D0 [24]  | Efficient-B0              | 512    | 98.0               | -    | 33.8%| 52.2%| 35.8%| 12.0%| 38.3%| 51.2%|
| EfficientDet-D1 [24]  | Efficient-B1              | 640    | 74.1               | -    | 39.6%| 58.6%| 42.3%| 17.9%| 44.3%| 56.0%|
| EfficientDet-D2 [24]  | Efficient-B2              | 768    | 56.5               | -    | 43.0%| 62.3%| 46.2%| 22.5%| 47.0%| 58.4%|
| EfficientDet-D2 [24]  | Efficient-B3              | 896    | 34.5               | -    | 45.8%| 65.0%| 49.3%| 26.6%| 49.4%| 59.8%|
| PP-YOLO1 [18]        | ResNet50-vd-dcn           | 320    | 132.2              | +    | 39.3%| 59.3%| 42.7%| 16.7%| 41.4%| 57.8%|
| PP-YOLO1 [18]        | ResNet50-vd-dcn           | 416    | 109.6              | +    | 42.5%| 62.8%| 46.5%| 21.2%| 45.2%| 58.2%|
| PP-YOLO1 [18]        | ResNet50-vd-dcn           | 512    | 89.9              | +    | 44.4%| 64.6%| 48.8%| 24.4%| 47.1%| 58.2%|
| PP-YOLO1 [18]        | ResNet50-vd-dcn           | 608    | 72.9              | +    | 45.9%| 65.2%| 49.9%| 26.3%| 47.8%| 57.2%|
| PP-YOLO2 [13]        | ResNet50-vd-dcn           | 320    | 123.3              | -    | 43.1%| 61.7%| 46.5%| 19.7%| 46.3%| 61.8%|
| PP-YOLO2 [13]        | ResNet50-vd-dcn           | 416    | 102               | -    | 46.3%| 65.1%| 50.3%| 23.9%| 50.2%| 62.2%|
| PP-YOLO2 [13]        | ResNet50-vd-dcn           | 512    | 93.4              | -    | 48.2%| 67.1%| 52.7%| 27.7%| 52.1%| 62.1%|
| PP-YOLO2 [13]        | ResNet50-vd-dcn           | 648    | 68.9              | -    | 49.5%| 68.2%| 54.4%| 30.7%| 52.9%| 61.2%|
| PP-YOLO2 [13]        | ResNet50-vd-dcn           | 896    | 90.3              | -    | 50.3%| 69.0%| 55.3%| 31.6%| 53.9%| 62.4%|
| YOLOv5-s [14]       | Modified CSP v6           | 640    | 156.2              | -    | 37.4%| 58.0%| 44.9%| -    | -    | -    |
| YOLOv5-s [14]       | Modified CSP v6           | 640    | 121.9              | -    | 45.4%| 64.1%| -    | -    | -    | -    |
| YOLOv5-s [14]       | Modified CSP v6           | 640    | 99.0              | -    | 49.0%| 67.3%| -    | -    | -    | -    |
| YOLOv5-s [14]       | Modified CSP v6           | 640    | 82.6              | -    | 50.7%| 68.9%| -    | -    | -    | -    |
| YOLOx-s [6]         | Modified CSP v5           | 640    | 119.0             | -    | 40.5%| -    | -    | -    | -    | -    |
| YOLOx-m [6]         | Modified CSP v5           | 640    | 96.1              | -    | 47.2%| -    | -    | -    | -    | -    |
| YOLOx-l [6]         | Modified CSP v5           | 640    | 62.5              | -    | 50.1%| -    | -    | -    | -    | -    |
| YOLOx-s [6]         | Modified CSP v5           | 640    | 40.3              | -    | 51.5%| -    | -    | -    | -    | -    |
| PP-YOLOE-s         | CSPRepResNet              | 640    | 208.3             | -    | 43.1%| 60.5%| 46.6%| 23.2%| 46.4%| 56.9%|
| PP-YOLOE-m         | CSPRepResNet              | 640    | 123.4             | -    | 48.9%| 66.5%| 53.0%| 28.6%| 52.9%| 63.8%|
| PP-YOLOE-l         | CSPRepResNet              | 640    | 78.1              | -    | 51.4%| 68.9%| 55.6%| 31.4%| 55.5%| 66.1%|
| PP-YOLOE-x         | CSPRepResNet              | 640    | 45.0              | -    | 52.2%| 69.9%| 56.5%| 33.3%| 56.3%| 66.4%|

Table 4: Comparison of the speed and accuracy of different object detectors on COCO 2017 test-dev. Results marked by "+" are updated results from the corresponding official release. Results marked by "∗" are tested in our environment using official codebase and model. The input size of YOLOv5 is not exactly square of official codebase and model. The input size of YOLOv5 is not exactly square of official codebase and model. We hope these designs with encouraging results can provide inspirations for developers and researchers.

4. Conclusion

In this report, we present several updates to PP-YOLOv2, including scalable backbone-neck architecture, efficient task aligned head, advanced label assignment strategy and refined objective loss function, which forms a series high-performance object detectors called PP-YOLOE. Meanwhile, we present s/m/l/x models which can cover different scenarios in practice. Moreover, these models can smoothly transition to deployment, with PaddlePaddle official support. We hope these designs with encouraging results can provide inspirations for developers and researchers.
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