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1 Introduction

Many nonlinear field theories possess nontrivial static solutions of finite energy called solitons, which behave similarly to particles in several respects. Among these especially interesting are the so-called topological solitons [1] which obey non-trivial boundary conditions. Topological solitons are stable because a deformation of the boundary conditions corresponding to the vacuum configuration would cost an infinite amount of energy and is, therefore, impossible. Topological solitons have a wide area of applications ranging from condensed matter systems to particle theory and cosmology. A powerful tool in the search for soliton solutions is provided by the so-called Bogomolnyi bounds [2, 3], that is, bounds on the soliton energies in terms of a topological charge or a homotopy invariant. In many cases it can be shown that topological solitons which saturate this bound must obey certain first order differential equations (BPS equations). The Bogomolnyi bound therefore both simplifies the task of finding solutions (first order BPS equations instead of second order Euler-Lagrange equations) and guarantees that the resulting BPS solutions are true (global) minima of the energy in the corresponding topological sector (i.e., for the given boundary conditions).

As a matter of fact, BPS equations frequently can be understood as self-duality equations, that is, the equality of two expressions (usually functions of the basic fields and their
first derivatives) which are viewed as duals of each other in some sense. A slightly different point of view, which will be very useful for our purposes, may be found by reversing this logic. Thus we start with the self-duality equation \( A = \widetilde{A} \) of two dual objects \( A \) and \( \widetilde{A} \) together with the assumption that the two objects combine into a homotopy invariant. The Bogomolnyi bounds and BPS equations for a related class of energy functionals are then the derived results, i.e., consequences of the self-duality equations (see section II for details).

The simplest system possessing topological solitons, Bogomolnyi bounds and BPS equations is the theory of a scalar field in (1+1) dimensions

\[
\mathcal{L} = \frac{1}{2} \partial_\mu \varphi \partial^\mu \varphi - V(\varphi)
\]  

(our metric convention is \( ds^2 = dt^2 - dx^2 \)) where \( V(\varphi) \geq 0 \), with the static energy functional

\[
E[\varphi] = \int dx \left( \frac{1}{2} \varphi'^2 + V \right) = \frac{1}{2} \int dx \left( \varphi' \mp \sqrt{2V} \right)^2 \pm \int dx \varphi' \sqrt{2V}
\]

(here \( \varphi' \equiv \frac{d}{dx} \varphi \)). Finiteness of the energy requires that the potential \( V \) has at least one vacuum value \( \varphi = \varphi_1 \), where \( V(\varphi_1) = 0 \), such that field configurations \( \varphi(x) \) may approach the vacuum for large \( x \). If the potential has at least two vacua \( \varphi_i \), then in general (that is, for sufficiently well behaved potentials) topological kink solutions interpolating between two adjacent vacua do exist. Assuming \( \varphi_1 < \varphi_2 \), the kink/antikink interpolating between \( \varphi_1 \) and \( \varphi_2 \) solves the first order BPS equations

\[
\varphi' = \pm \sqrt{2V}
\]

(1.3)
together with the boundary conditions

\[
\lim_{x \to \mp \infty} \varphi(x) = \varphi_1, \quad \lim_{x \to \pm \infty} \varphi(x) = \varphi_2.
\]

(1.4)

Introducing \( W_\varphi(\varphi) = \sqrt{2V(\varphi)} \), the kink energy (the Bogomolnyi bound) is

\[
E = \int_{-\infty}^{\infty} dx \varphi' W_\varphi = \int_{\varphi_1}^{\varphi_2} d\varphi W_\varphi = W(\varphi_2) - W(\varphi_1)
\]

(1.5)
and obviously only depends on the theory (the potential) and on the boundary conditions, but not on the field configuration. Thus, it is a homotopy invariant.

As we shall discuss below, the BPS equation (1.3) has a simple behaviour under certain target space transformations. This fact led Bazeia and collaborators [4–6] to propose a procedure (“deformation”) to generate infinite families of field theories with BPS kink solutions such that the kinks of this infinite family are related to the known kink solution of a given “seed” theory just by changes of the field variable (coordinate transformations on target space). Putting these results into a more general context is one of the aims of the present work. As we are also interested in higher-dimensional generalisations, let us point out that the simple (BPS) scalar field theory (1.1) has certain rather natural generalisations to BPS models in higher dimensions. The field theory (1.1) itself, or a
multi-field generalisation thereof, does not give rise to soliton solutions in higher dimensions as a consequence of Derrick’s theorem. But a slight re-interpretation of the simple (1+1) dimensional Lagrangian (1.1) permits us to find an expression amenable to higher-dimensional generalisations. Indeed, let us introduce the (off-shell conserved) “topological current”

\[ j^\mu = \epsilon^{\mu \nu} \partial_\nu \varphi, \quad \partial_\mu j^\mu \equiv 0 \]

then the kinetic term may be written as \( \partial^\mu \varphi \partial_\mu \varphi = -j^\mu j_\mu \) leading to the Lagrangian

\[ \mathcal{L} = -\frac{1}{2} j^\mu j_\mu - V. \]

This may be generalised easily to higher dimensions by introducing the appropriate topological currents. Let us consider a theory of \( d \) real scalar fields \( \varphi_a \), \( a = 1, \ldots, d \) in \((d + 1)\) space-time dimensions. Then a simple generalisation of the topological current takes the form

\[ j^\mu = \epsilon^{\mu \mu_1 \cdots \mu_d} \partial_{\mu_1} \varphi_1 \cdots \partial_{\mu_d} \varphi_d, \quad \partial_\mu j^\mu \equiv 0. \]

For the resulting energy functional for static configurations in \( d \)-dimensional space, i.e. given by

\[ E[\varphi_a] = \int d^d x \left( \frac{1}{2} (\varphi^0)^2 + V(\varphi_a) \right), \]

soliton solutions are not excluded by Derrick’s theorem, because the two terms scale exactly oppositely under Derrick’s scaling. And, indeed, field theories based on versions of the above energy functional \([7\text{–}15]\) are known to support both Bogomolnyi bounds and topological BPS solitons \([10\text{–}15]\). Among these BPS theories there are BPS submodels of some well-known and relevant non-linear field theories like, e.g., the Skyrme \([16\text{–}18]\) and baby Skyrme \([19\text{–}23]\) models or the abelian Higgs model, which makes them all the more interesting also from a phenomenological perspective (see, e.g., \([24, 25]\)).

Given these results, one rather obvious question then arises - as to whether a version of the “deformation procedure” mentioned above generalises to the higher-dimensional theories, and whether this procedure can be used also in these cases to find soliton solutions of many different theories starting from a soliton of a certain “seed” theory.

One of the aims of this paper is to answer positively this question and to put the corresponding BPS theories into a more general context, starting from an appropriately generalised notion of self-duality.

Concretely, in section II we introduce the concept of self-duality in a rather general form and demonstrate that it leads directly to the first order BPS equations and Bogomolnyi bounds for a very large class of field theories (actually much larger than the class of theories discussed explicitly in this paper). In section III, we introduce a class of generalised scalar field theories in (1+1) dimensions and show that they also fit into the self-duality framework. We then express the deformation procedure of Bazeia and collaborators in this framework and explain its geometrical underpinning. In section IV, we introduce rather general classes of field theories in higher dimensions based on the topological current (1.8) which, again, naturally fit into the self-duality framework. We also discuss some important
differences from the one-dimensional case, especially related to the much more involved
target space geometries and topologies and to the much larger symmetry groups of these
higher-dimensional theories. We also briefly discuss some examples in 2 dimensions. In
section V we present some examples of 3-dim BPS solitons with the topology of skyrmions
and monopoles, respectively, and show how they are related via self-duality.

2 Generalised self-duality

The concept of self-duality plays a key role in many areas of physics, helping to develop
exact and non-perturbative methods. In field theory, self-duality conditions may be under-
stood as the underlying cause for the existence of BPS equations, that is, first order (usually
partial) differential equations with two striking features. First of all, their solutions are also
solutions of the second order Euler-Lagrange differential equations, and they lead to the
saturation of a bound on a functional which is usually an energy or an Euclidean action.
The reason one has to perform one integration less to solve the equations of motion, does
not come from the use of dynamically conserved charges. It comes from the invariance of
a functional under smooth (homotopic) variations of the fields, i.e. a topological charge $Q$.
Such a charge is given by an integral formula as

$$Q = \int d^d x A_\alpha \tilde{A}_\alpha, \quad (2.1)$$

where the integration is performed over a spatial (or space-time) manifold of dimension $d$,
and the quantities $A_\alpha$ and $\tilde{A}_\alpha$, which are functions of the fields and their first derivatives,
but not of higher order derivatives, are the ones to be considered dual to each other.
The meaning of the index $\alpha$ depends upon the particular theory under consideration. By
“topological” we mean that $Q$ is a homotopy invariant, that is, invariant under smooth
variations of the fields, i.e.

$$\delta Q = 0 \quad \text{without the use of the eqs. of motion.} \quad (2.2)$$

The self-duality equation corresponds to the equality

$$A_\alpha = \pm \tilde{A}_\alpha. \quad (2.3)$$

The conditions (2.2) and (2.3) imply the Euler-Lagrange equations corresponding to the
extrema of the functional

$$S = \frac{1}{2} \int d^n x \left[ A_\alpha^2 + \tilde{A}_\alpha^2 \right] \quad (2.4)$$

where $n$ does not necessarily have to be equal to $d$. To see this let us denote by $\varphi_\alpha$ the
fields of such a theory, which for the moment may be scalars, spinors, vectors, etc. Then,
under smooth infinitesimal variations of the fields we have

$$\delta Q = 0 = \int d^d x \left[ \delta A_\alpha \tilde{A}_\alpha + A_\alpha \delta \tilde{A}_\alpha \right]
= \int d^d x \left[ \tilde{A}_\alpha \frac{\delta A_\alpha}{\delta \varphi_j} \delta \varphi_j + A_\alpha \frac{\delta \tilde{A}_\alpha}{\delta \varphi_j} \delta \varphi_j + A_\alpha \leftrightarrow \tilde{A}_\alpha \right]$$
\[\int d^d x \left[ \tilde{A}_\alpha \delta A_\alpha - \partial_\mu \left( \tilde{A}_\alpha \delta A_\alpha \right) + A_\alpha \delta \tilde{A}_\alpha - \partial_\mu \left( A_\alpha \delta \tilde{A}_\alpha \right) \right] \delta \varphi_j \]
\[+ \int d^d x \partial_\mu \left[ \tilde{A}_\alpha \delta A_\alpha \delta \varphi_j + A_\alpha \delta \tilde{A}_\alpha \delta \varphi_j \right]. \quad (2.5)\]

The last quantity is a surface term and it vanishes if one requires, for instance, that the variations of the field at the boundary vanish. Thus, since \(Q\) is invariant under arbitrary smooth variations of the fields (homotopic), we see that we must have the following relations between \(A_\alpha\) and \(\tilde{A}_\alpha\)

\[\tilde{A}_\alpha \delta A_\alpha - \partial_\mu \left( \tilde{A}_\alpha \delta A_\alpha \right) + A_\alpha \delta \tilde{A}_\alpha - \partial_\mu \left( A_\alpha \delta \tilde{A}_\alpha \right) = 0. \quad (2.6)\]

On the other hand, the Euler-Lagrange equations following from the functional (2.4) are given by

\[A_\alpha \delta A_\alpha - \partial_\mu \left( A_\alpha \delta A_\alpha \right) + \tilde{A}_\alpha \delta \tilde{A}_\alpha - \partial_\mu \left( \tilde{A}_\alpha \delta \tilde{A}_\alpha \right) = 0. \quad (2.7)\]

So, clearly, (2.3) and (2.6) imply (2.7).

In the cases where the functional (2.4) is positive, and when the dimensions \(n\) and \(d\) are equal, the self-duality equations (2.3) imply the saturation of a useful bound. Indeed, one can write

\[S = \frac{1}{2} \int d^d x \left[ A_\alpha \mp \tilde{A}_\alpha \right] \geq |Q| \quad (2.8)\]

and the bound is achieved for self-dual configurations, i.e., the solutions of (2.3).

A prototype of a self-dual theory is a Yang-Mills system. In this case, one has the identifications \(A_\alpha \equiv F_{\mu\nu}\) and \(\tilde{A}_\alpha \equiv \tilde{F}_{\mu\nu}\), with \(\tilde{F}_{\mu\nu} = \frac{1}{2} \varepsilon_{\mu\nu\rho\sigma} F^{\rho\sigma}\) being the Hodge dual of the field tensor \(F_{\mu\nu}\). The relevant topological charge is the Pontryagin number

\[Q_{YM} = \int d^4 x \text{Tr} \left( F_{\mu\nu} \tilde{F}_{\mu\nu} \right) \quad (2.9)\]

and the functional (2.4) is the Yang-Mills Euclidean action

\[S_{YM} = \frac{1}{4} \int d^4 x \text{Tr} \left( F_{\mu\nu} F_{\mu\nu} \right) = \frac{1}{8} \int d^4 x \left[ \text{Tr} \left( F_{\mu\nu} F_{\mu\nu} \right) + \text{Tr} \left( \tilde{F}_{\mu\nu} \tilde{F}_{\mu\nu} \right) \right]. \quad (2.10)\]

An even simpler example is provided by e.g., the CP(1) model which may be parametrised by a complex field \(u = \varphi_1 + i \varphi_2\) taking values in the one-point compactified complex plane. Its energy functional is

\[E = \int d^2 x \frac{\partial_j u \partial_j \bar{u}}{(1 + u \bar{u})^2} = \int d^2 x \frac{(\partial_j \varphi_1)^2 + (\partial_j \varphi_2)^2}{(1 + \varphi^2)^2}, \quad (2.11)\]

and the two dual objects may be chosen, e.g., as

\[A_\alpha = \frac{\partial_j \varphi_1}{1 + \varphi^2}, \quad \tilde{A}_\alpha = \varepsilon_{jk} \frac{\partial_k \varphi_2}{1 + \varphi^2} \quad (2.12)\]
leading to the topological charge
\[ Q_{CP(1)} = \frac{i}{2} \epsilon_{jk} \int d^2x \frac{\partial_j u \partial_k \bar{u}}{(1 + u \bar{u})^2} = \pi k \] (2.13)
where \( k \in \mathbb{Z} \) is the degree (winding number) of the map induced by \( u \). Finally, the self-duality equations are given by
\[ \partial_j \varphi_1 = \epsilon_{jk} \partial_k \varphi_2, \] (2.14)
which are easily recognized as the Cauchy-Riemann equations.

Let us end this section with two comments which will be useful later on. Firstly, the topological charge (2.1) is obviously invariant under the simultaneous transformations \( A_\alpha \to g A_\alpha \) and \( \tilde{A}_\alpha \to g^{-1} \tilde{A}_\alpha \) where \( g \) is a (for the moment arbitrary) function. This leads to the new self-duality equations and the action functional
\[ A_\alpha = \pm g^{-2} \tilde{A}_\alpha \] (2.15)
\[ S = \frac{1}{2} \int d^n x \left[ g^2 A_\alpha^2 + g^{-2} \tilde{A}_\alpha^2 \right]. \] (2.16)
Secondly, the self-duality equations are invariant under the simultaneous transformations \( A_\alpha \to g A_\alpha \) and \( \tilde{A}_\alpha \to g \tilde{A}_\alpha \). What is not obvious in this case is whether the resulting “topological charge”
\[ Q_g = \int d^d x g^2 A_\alpha \tilde{A}_\alpha \] (2.17)
is still a homotopy invariant. In many cases, and for appropriate choices of the function \( g \), this is the case. In these cases the corresponding energy or the action functional takes the form
\[ S = \frac{1}{2} \int d^n x g^2 \left[ A_\alpha^2 + \tilde{A}_\alpha^2 \right]. \] (2.18)

3 One dimension

Let us now apply the ideas discussed above to the simple case of a scalar field \( \varphi \) in \((1 + 1)\) dimensions. We assume for the moment that the scalar field is restricted to take fixed values at spatial infinity (e.g. by the condition of finite energy), i.e., \( \varphi(x = -\infty) = \varphi_1 \), \( \varphi(x = \infty) = \varphi_2 \). Then the simplest choice for a topological charge in such theories is
\[ Q_1 = \int_{-\infty}^{\infty} dx \frac{d \varphi}{d x} = \varphi(\infty) - \varphi(-\infty) = \varphi_2 - \varphi_1. \] (3.1)

Clearly, smooth variations of the field which respect the boundary conditions leave this charge invariant. However, the same is true if one replaces the field by a function of it (as long as it respects “similar” boundary conditions)
\[ Q_{1, \Phi} = \int_{-\infty}^{\infty} dx \frac{d \Phi(\varphi)}{d x} = \int_{-\infty}^{\infty} dx \frac{\partial \Phi(\varphi)}{\partial \varphi} \frac{d \varphi}{d x} \]
\[ = \int_{\varphi_1}^{\varphi_2} d \varphi \frac{\partial \Phi}{\partial \varphi} = \int_{\Phi_1}^{\Phi_2} d \Phi = \Phi_2 - \Phi_1 \equiv \Phi(\varphi_2) - \Phi(\varphi_1). \] (3.2)
If $\Phi(\varphi)$ is invertible, then $\varphi \to \Phi(\varphi)$ can be interpreted as a coordinate transformation on the target space.

If we now make the identifications

$$A_\alpha \equiv \frac{d\varphi}{dx}, \quad \tilde{A}_\alpha \equiv \frac{\partial \Phi(\varphi)}{\partial \varphi} \equiv \sqrt{2V(\varphi)} \quad (3.3)$$

then the self-duality equation (2.3) and energy functional (2.4) lead to

$$\frac{d\varphi}{dx} = \pm \sqrt{2V(\varphi)} \quad (3.4)$$

and

$$E = \int_{-\infty}^{\infty} dx \left[ \frac{1}{2} \left( \frac{d\varphi}{dx} \right)^2 + V(\varphi) \right], \quad (3.5)$$

which coincide with the BPS equation (1.3) and the energy (1.2) of a scalar field theory in (1+1) dimensions.

If we only know the $\varphi$ derivative $G(\varphi) = \partial \Phi/\partial \varphi$, or if $G$ cannot be integrated globally, it is still true that the functional

$$Q_{1,G} = \int_{-\infty}^{\infty} dx G(\varphi) \frac{d\varphi}{dx} \quad (3.6)$$

defines a homotopy invariant, i.e., is an invariant under arbitrary smooth variations of the field. Indeed, one has

$$\delta Q_{1,G} = \int_{-\infty}^{\infty} dx \left[ \delta \varphi \frac{\partial G}{\partial \varphi} \frac{d\varphi}{dx} + G \frac{d\delta \varphi}{dx} \right] = \int_{-\infty}^{\infty} dx \delta \varphi \left[ \frac{\partial G}{\partial \varphi} \frac{d\varphi}{dx} - \frac{dG}{dx} \right] + G \delta \varphi \bigg|_{-\infty}^{\infty} \quad (3.7)$$

and so $\delta Q_{1,G}$ vanishes for variations of the field that vanish at infinity. If one makes the naive identifications $A_\alpha \equiv \frac{d\varphi}{dx}$ and $\tilde{A}_\alpha \equiv G$, we are back at what we had before. However, let us take $G$ as $G(\varphi) = g(\varphi) \sqrt{2V(\varphi)}$. Then (3.6) becomes

$$Q_{1,G} = \int_{-\infty}^{\infty} dx \left( g(\varphi) \sqrt{2V(\varphi)} \right) \left( g(\varphi) \frac{d\varphi}{dx} \right). \quad (3.8)$$

If we now make the identifications

$$A_\alpha \equiv g(\varphi) \frac{d\varphi}{dx}, \quad \tilde{A}_\alpha \equiv g(\varphi) \sqrt{2V(\varphi)} \quad (3.9)$$

we observe that this leads to the same self-duality equation, namely, (3.4). However, the functional (2.4) has now become

$$E_G = \int_{-\infty}^{\infty} dx g(\varphi)^2 \left[ \frac{1}{2} \left( \frac{d\varphi}{dx} \right)^2 + V(\varphi) \right] \quad (3.10)$$

The Euler-Lagrange equation following from the functional (3.10) is definitively different from the one following from (3.5). Thus, we conclude that the solutions of the
self-duality equation (3.4) solve the Euler-Lagrange equations of an infinitely large family of theories parameterized by the functional $g(\varphi)$. This is a remarkable fact.

For the cases where $g$ is a derivative i.e. $g(\varphi) = \frac{\partial \varphi(\varphi)}{\partial \varphi}$, and so can be interpreted as being a Jacobian of a change of variables, one finds that (3.10) now becomes

$$E_G = \int^{-\infty}_{\infty} dx \left[ \frac{1}{2} \left( \frac{d\phi}{dx} \right)^2 + \tilde{V}(\phi) \right],$$

where we introduced the potential

$$\tilde{V}(\phi) = g(\phi)^2 V(\phi),$$

and we assumed that the relation between $\phi$ and $\varphi$ is invertible, at least in the interval $\varphi \in [\varphi_1, \varphi_2]$.

Thus, self-dual solutions $\varphi(x)$ of the theory (3.5) can be mapped into self-dual solutions $\phi(x)$ of the theory (3.11) by the simple map $\phi(x) = \phi(\varphi(x))$. In fact, the self-duality equations for both theories are the same and given by (3.4). This is the deformation procedure that Bazeia and collaborators have been using in applications of scalar field theories [4–6], where $\phi(\varphi)$ is called the “deformation function”. Despite its simplicity, this procedure has led to some useful applications. By extending $\phi(\varphi)$ to a non-invertible function on a larger interval one can, for example, relate theories with different numbers of vacua. Another possible application involves using an integrable model (like the sine Gordon model) as a “seed” theory and in introducing parameter families of deformation functions, such that various consequences of small deformations away from integrability may be investigated [26–28] (“quasi-integrability”). Very recently, the deformation procedure was employed to construct joint kink solutions of theories of various coupled scalar fields [29] which, without this procedure, would have been a much more difficult task. Finally, the deformation may also be used to find families of BPS solutions for higher-dimensional field theories after dimensional reduction, i.e., assuming a spherically symmetric ansatz for the fields, see, e.g., [30–34].

Before ending this section, we want to make one more comment which will be useful for the higher-dimensional generalisations. Let us consider

$$A_\alpha = g(\varphi) \frac{d}{dx} \varphi, \quad \tilde{A}_\alpha = \sqrt{2V(\varphi)}$$

leading to the energy functional

$$E_g = \int^{-\infty}_{\infty} dx \left[ \frac{1}{2} g(\varphi)^2 \left( \frac{d\varphi}{dx} \right)^2 + V(\varphi) \right],$$

where we assume, in addition, that $V$ has two zeros (vacua) at $\varphi = \varphi_1$ and $\varphi = \varphi_2$, and that $g > 0$ in the interval $\varphi \in [\varphi_1, \varphi_2]$. Then the corresponding self-duality equations imply that the kink solution interpolating between $\varphi_1$ and $\varphi_2$ only takes values in the finite interval (fundamental region) $\varphi \in [\varphi_1, \varphi_2]$, that is, the target space manifold for this
variational problem is given by this finite interval. The topological charge then is given by

\[ Q_{1,g} = \int_{-\infty}^{\infty} dx g(\varphi) \sqrt{2V} \frac{d\varphi}{dx} = \int_{\varphi_1}^{\varphi_2} d\varphi g(\varphi) \sqrt{2V} \]

(3.15)

\[ = \int_{\mathcal{M}} d\Omega^{(1)}_g \sqrt{2V} = V(\mathcal{M}) \langle \sqrt{2V} \rangle_{\mathcal{M}}. \]

(3.16)

Here, the first line in this expression just tells us again that \( Q_{1,g} \) can be expressed as a target space integral (does not depend on the configuration \( \varphi(x) \)), as befits a topological charge. The second line introduces some differential geometric notation which will be useful later on. Concretely, \( \mathcal{M} \) is the target space manifold (the interval \([\varphi_1, \varphi_2]\)) and \( V(\mathcal{M}) \) is its “volume”. Furthermore, the positive function \( g(\varphi) \) can be interpreted as a target space “volume” density such that \( d\Omega_g = gd\varphi \) is the corresponding target space volume form. Finally,

\[ \langle \sqrt{2V} \rangle = \frac{1}{V(\mathcal{M})} \int_{\mathcal{M}} d\Omega^{(1)}_g \sqrt{2V} \]

(3.17)

is the average value of the target space function \( \sqrt{2V} \) on the target space \( \mathcal{M} \).

4 Higher dimensions

4.1 Topological charges

Here we want to generalise these ideas to higher dimensions. Recalling our discussion in the introduction (the topological current \( (1.8) \)), we start by considering the following class of topological charges

\[ Q_d = \int d^d x K (\varphi_a, \partial_j \varphi_a), \quad K \equiv B (\varphi_a) \sum_{i_1 \ldots i_d = 1}^{d} \varepsilon_{i_1 \ldots i_d} \partial_i \varphi_1 \ldots \partial_i \varphi_d \]

(4.1)

in \((d + 0)\) dimensions. They generalise \((3.6)\) and involve a set of \( d \) real scalar fields \( \varphi_a, a = 1, 2, \ldots d \). Here, \( B(\varphi_a) \) is an arbitrary function of the fields but not of their derivatives.

Under smooth variations of the fields one finds that

\[ \delta Q_d = \int d^dx \sum_{a=1}^{d} \delta \varphi_a \left[ - \sum_{j=1}^{d} \partial_j \left( \frac{\partial K}{\partial \partial_j \varphi_a} \right) + \frac{\partial K}{\partial \varphi_a} \right] + \text{surface term}. \]

(4.2)

Thus \( Q_d \) is topological, i.e. is invariant under arbitrary smooth variations of the fields that vanish at spatial infinity, if \( K \) satisfies the equation

\[ \sum_{j=1}^{d} \partial_j \left( \frac{\partial K}{\partial \partial_j \varphi_a} \right) - \frac{\partial K}{\partial \varphi_a} = 0 \]

(4.3)

for arbitrary field configurations. In order to prove \((4.3)\), we first note that

\[ \frac{\partial K}{\partial \partial_j \varphi_a} = B(\varphi) \sum_{i_1 \ldots i_d = 1}^{d} \delta_{j, i_a} \varepsilon_{i_1 \ldots i_d} \partial_i \varphi_1 \ldots \partial_i \varphi_{a-1} \partial_{i_{a+1}} \varphi_{a+1} \ldots \partial_{i_d} \varphi_d \]

\[ = B(\varphi) \sum_{i_1 \ldots i_{a-1} i_{a+1} \ldots i_d = 1}^{d} \varepsilon_{i_1 \ldots i_{a-1} j i_{a+1} \ldots i_d} \partial_i \varphi_1 \ldots \partial_i \varphi_{a-1} \partial_{i_{a+1}} \varphi_{a+1} \ldots \partial_{i_d} \varphi_d \]

(4.4)
Note that when we act on \((4.4)\) with \(\partial_j\) we get terms of the form 
\[
\partial_j \partial_i \varepsilon_{i_1 \ldots i_{a-1} j_{a+1} \ldots i_d},
\]
and so they vanish. In addition, we get also other terms where \(\partial_j\) acts on \(B(\varphi)\). So we have 
\[
\sum_{j=1}^d \partial_j \left( \frac{\partial K}{\partial \partial_j \varphi_a} \right) = 
\sum_{b=1}^d \frac{\partial B(\varphi)}{\partial \varphi_b} \times \sum_{i_1 \ldots i_{a-1} j_{a+1} \ldots i_d=1}^d \partial_j \varphi_b \varepsilon_{i_1 \ldots i_{a-1} j_{a+1} \ldots i_d} \partial_{i_1} \varphi_1 \ldots \partial_{i_{a-1}} \varphi_{a-1} \partial_{i_{a+1}} \varphi_{a+1} \ldots \partial_{i_d} \varphi_d
\]
However, if \(b\) is equal to one of the indices of the \(\varphi\)'s under the other derivatives one gets zero since the two derivatives are contracted with the \(\varepsilon\) symbol. So, \(b\) must be equal to the index of the field which has disappeared, i.e. \(b = a\), and we get 
\[
\sum_{j=1}^d \partial_j \left( \frac{\partial K}{\partial \partial_j \varphi_a} \right) = \sum_{i_1 \ldots i_d=1}^d \frac{\partial B(\varphi)}{\partial \varphi_a} \varepsilon_{i_1 \ldots i_d} \partial_{i_1} \varphi_1 \ldots \partial_{i_d} \varphi_d = \frac{\partial K}{\partial \varphi_a}
\]
which demonstrates that we have proved \((4.3)\).

Following the one dimensional case let us write \(B\) as 
\[
B(\varphi_a) = b(\varphi_a) \left[ M(\varphi_a) \sum_{i_1 \ldots i_d=1}^d \varepsilon_{i_1 \ldots i_d} \partial_{i_1} \varphi_1 \ldots \partial_{i_d} \varphi_d, \right]
\]
and so we note that \(Q_d\) takes the form of \((2.1)\) and, as we just have proved, it satisfies \((2.2)\). In addition, the self-duality equation \((2.3)\) now becomes 
\[
M(\varphi_a) \sum_{i_1 \ldots i_d=1}^d \varepsilon_{i_1 \ldots i_d} \partial_{i_1} \varphi_1 \ldots \partial_{i_d} \varphi_d = \pm \sqrt{2V(\varphi_a)}.
\]
It then follows that the solutions of \((4.7)\) solve the Euler-Lagrange equations corresponding to the functional 
\[
S = \frac{1}{2} \int d^d x \ b(\varphi_a)^2 \left[ M(\varphi_a) \sum_{i_1 \ldots i_d=1}^d \varepsilon_{i_1 \ldots i_d} \partial_{i_1} \varphi_1 \ldots \partial_{i_d} \varphi_d \right]^2 + V(\varphi_a).
\]
So, we have in \(d\) dimensions the same situation we had in the one-dimensional case. Solutions of the self-duality equations \((4.7)\) are solutions of an infinite set of theories, defined by the action/energy \((4.8)\), and parameterized by the function \(b(\varphi_a)\). That is an even more remarkable fact.

One can now think of a generalization to \(d\) dimensions of the deformation procedure of Bazeia and collaborators \([4–6]\). Consider a field theory defined by the functional \((4.8)\) with \(b = 1\), i.e., 
\[
S_1 = \frac{1}{2} \int d^d x \left[ M(\varphi_a) \sum_{i_1 \ldots i_d=1}^d \varepsilon_{i_1 \ldots i_d} \partial_{i_1} \varphi_1 \ldots \partial_{i_d} \varphi_d \right]^2 + V(\varphi_a).
\]
Next, define the field transformation

$$\varphi_a = \varphi_a (\phi).$$

(4.10)

Then

$$\sum_{i_1 \ldots i_d = 1}^{d} \varepsilon_{i_1 \ldots i_d} \partial_i \varphi_1 \ldots \partial_i \varphi_d = \sum_{i_1 \ldots i_d = 1}^{d} \varepsilon_{i_1 \ldots i_d} \frac{\partial \varphi_1}{\partial \phi_{a_1}} \partial_i \varphi_{a_1} \ldots \frac{\partial \varphi_d}{\partial \phi_{a_d}} \partial_i \varphi_{a_d}. \quad (4.11)$$

However,

$$\sum_{i_1 \ldots i_d = 1}^{d} \varepsilon_{i_1 \ldots i_d} \partial_i \phi_1 \ldots \partial_i \phi_d = \varepsilon_{a_1 \ldots a_d} \sum_{i_1 \ldots i_d = 1}^{d} \varepsilon_{i_1 \ldots i_d} \partial_i \phi_1 \ldots \partial_i \phi_d \quad (4.12)$$

and so

$$\sum_{i_1 \ldots i_d = 1}^{d} \varepsilon_{i_1 \ldots i_d} \partial_i \varphi_1 \ldots \partial_i \varphi_d = \sum_{i_1 \ldots i_d = 1}^{d} \varepsilon_{a_1 \ldots a_d} \sum_{i_1 \ldots i_d = 1}^{d} \varepsilon_{i_1 \ldots i_d} \partial_i \phi_1 \ldots \partial_i \phi_d = \left| \frac{\partial \varphi}{\partial \phi} \right| \sum_{i_1 \ldots i_d = 1}^{d} \varepsilon_{i_1 \ldots i_d} \partial_i \phi_1 \ldots \partial_i \phi_d, \quad (4.13)$$

where $|\frac{\partial \varphi}{\partial \phi}|$ is the Jacobian of the transformation. Thus, if one chooses $b(\varphi_a)$ to be given by

$$b(\varphi_a) \equiv \left| \frac{\partial \varphi}{\partial \phi} \right|^{-1} \quad (4.14)$$

one finds that the functional (4.8) becomes

$$S_2 = \frac{1}{2} \int d^d x \left[ \left( \frac{d}{d x} \sum_{i_1 \ldots i_d = 1}^{d} \varepsilon_{i_1 \ldots i_d} \partial_i \phi_1 \ldots \partial_i \phi_d \right)^2 + \bar{V}(\phi_a) \right], \quad (4.15)$$

where the new potential is defined as

$$\bar{V} \equiv \left| \frac{\partial \varphi}{\partial \phi} \right|^{-2} V. \quad (4.16)$$

Thus, all solutions of the self-duality equation (4.7), which are solutions of (4.9), are mapped into the self-dual solutions of the theory (4.15).

### 4.2 Target spaces and vacuum structure

The topological charge (4.1) is a homotopy invariant by construction, but we did not discuss yet under which conditions it leads to a nontrivial (nonzero) energy bound or be related to genuine topological properties like, e.g., elements of homotopy groups (winding numbers, etc.). There are, in principle, many possibilities to equip field theories with nontrivial
topological structures (see, e.g., [1]), but here we shall restrict ourselves to the class of energy functionals

\[ E = \frac{1}{2} \int d^d x \left[ M(\varphi_a) \sum_{i_1 \ldots i_d=1}^{d} \varepsilon_{i_1 \ldots i_d} \partial_{i_1} \varphi_1 \ldots \partial_{i_d} \varphi_d \right]^2 + V(\varphi_a) \]  

(4.17)

for which topology enters via some conditions/restrictions on the two functions \( M \) and \( V \) (we remark that the functional (4.8) may be rewritten as (4.17) by a simple redefinition of \( M \) and \( V \)). The condition of finite energy requires \( V \) to have at least one vacuum, i.e., value \( \vec{\varphi} = \vec{\varphi}_0 \) such that \( V(\vec{\varphi}_0) = 0 \). If the vacuum of \( V \) is just a point \( \vec{\varphi}_0 \in \mathcal{M} \) of the target space, then for finite energy the field vector \( \vec{\varphi} \) must approach this point in the limit of infinite distance \( |\vec{x}| \to \infty \) independently of the direction of \( \vec{x} \). As a result of this requirement finite energy field configurations have as their true base space the one-point compactified Euclidean space \( \mathbb{R}^d_0 \) which is topologically equivalent to the \( d \)-dimensional sphere \( S^d \). Finite energy field configurations are, hence, maps from \( S^d \) to \( \mathcal{M} \) and may be classified by the corresponding homotopy group \( \pi_d(\mathcal{M}) \). If the target space, too, has the topology of the sphere \( S^d \), then \( \pi_d(S^d) = \mathbb{Z} \), and the corresponding topological index is a winding number, as is the case, e.g., of the Skyrme or baby Skyrme models.

Another possibility involves endowing the theory with nontrivial topology even for topologically trivial target spaces \( \mathcal{M} \). This occurs when the potential assumes its vacuum value \( V = 0 \) for fields \( \varphi_a \) taking their values in a nontrivial submanifold \( \mathcal{V} \in \mathcal{M} \), the vacuum manifold

\[ \mathcal{V} = \{ \vec{\varphi} \in \mathcal{M} \mid V(\vec{\varphi}) = 0 \}. \]  

(4.18)

This happens, e.g., in field theories with spontaneous symmetry breaking. In such a case, the finite energy field configurations \( \varphi_a(\vec{x}) \) do not have then to assume a unique value in the limit \( |\vec{x}| \to \infty \) but, instead, may take different values \( \vec{\varphi} \in \mathcal{V} \) in different directions of \( \vec{x} \). They define, therefore, maps from the “boundary” of the \( d \)-dimensional space (the sphere \( S^{d-1}_\infty \) at infinity) into the vacuum manifold \( \mathcal{V} \) and may be classified by the corresponding homotopy group \( \pi_{d-1}(\mathcal{V}) \). A well-known case occurs when \( V \) only depends on the absolute value \( |\vec{\varphi}| \) of \( \vec{\varphi} \) and so \( V \) obeys \( V(|\vec{\varphi}| = R) = 0 \) for some \( R > 0 \). The vacuum manifold is then a sphere \( S^{d-1} \) and fields are classified by the winding number \( \pi_{d-1}(S^{d-1}) = \mathbb{Z} \), as is the case, e.g., for vortices or monopoles. A further consequence of this is that the corresponding soliton solutions do not take values in the full target space, but instead in the subspace (fundamental region) where \( |\vec{\varphi}| \leq R \) (a \( d \)-dimensional ball with radius \( R \)).

These are the two cases (Skyrme-type or monopole-type topology) which we want to consider in the following. For the function \( M \) we assume that it is positive in the whole target space (or, at least, in the fundamental region of the soliton); then \( M \) too, has a natural geometrical interpretation. Indeed, let us assume that the target space is equipped with a Riemannian metric

\[ ds^2 = g_{\alpha \beta} d\varphi^\alpha d\varphi^\beta. \]  

(4.19)

The correct differential geometric notation requires that the target space coordinate indices are upper indices, i.e., \( \varphi^\alpha \). But it should be obvious that the \( \varphi_a \) used in the rest of the
paper correspond directly to the $\phi^a$ and not to $g_{ab}\phi^b$. We shall, therefore, return to the notation $\phi^a$ for the target space coordinates to be consistent with the remaining sections (to avoid the possibility of confusion). The corresponding target space volume form is then

$$d\Omega^{(d)} = M(\phi^a) d\phi_1 \wedge \ldots \wedge d\phi_d,$$

where

$$M \equiv (\det(g_{ab}))^{1/2},$$

and the pullback of this volume form under the map $\phi^a(\vec{x}) : \mathbb{R}^d \to \mathcal{M}$ is

$$M(\phi^a) \sum_{i_1 \ldots i_d=1}^d \varepsilon_{i_1 \ldots i_d} \partial_{i_1} \phi_1 \ldots \partial_{i_d} \phi_d \, dx^1 \wedge \ldots \wedge dx^d. \tag{4.21}$$

The first term in the energy functional (4.17) (proportional to $M^2$) can therefore be understood as the square of the pullback of the target space volume form, and $M$ is the corresponding volume density. Finally, the topological charge corresponding to the energy (4.17) (see (2.1)) is given by

$$Q_{d,M} = \int d^d x M(\phi^a) \sum_{i_1 \ldots i_d=1}^d \varepsilon_{i_1 \ldots i_d} \partial_{i_1} \phi_1 \ldots \partial_{i_d} \phi_d \sqrt{V} \sqrt{V} = k \int_{\mathcal{M}'} d\Omega^{(d)} \sqrt{V} = k \mathcal{V} \mathcal{M}' \langle \sqrt{V} \rangle_{\mathcal{M}'} , \tag{4.22}$$

where $\mathcal{M}'$ is the fundamental region of the soliton, which coincides with the full target space $\mathcal{M}$ for skyrmions, but not for vortices or monopoles. Furthermore, $k \in \mathbb{Z}$ is the winding number which takes into account the fact that the soliton $\vec{\phi}(\vec{x})$ may cover the fundamental region $\mathcal{M}'$ $k$ times while $\vec{x}$ covers the base space once. The remaining symbols are exactly like in (3.16).

### 4.3 Symmetries

For spaces of dimension $d \geq 2$, the energy functional (4.17) has a large group of symmetries. Indeed, the antisymmetric combination of derivatives $\sum_{i_1 \ldots i_d=1}^d \varepsilon_{i_1 \ldots i_d} \partial_{i_1} \phi_1 \ldots \partial_{i_d} \phi_d$ in the first term transforms under coordinate transformations $x_i = x_i(y_j)$ with the inverse Jacobian $\det \left( \frac{\partial y}{\partial x} \right)$ and is, therefore, invariant under coordinate transformations with unit Jacobian, which is volume-preserving diffeomorphisms $\text{SDiff}(\mathbb{R}^d)$. In addition, $d^d x$ is invariant under $\text{SDiff}(\mathbb{R}^d)$ by definition, and $M$ and $V$ are scalars. Hence the whole energy functional (4.17) is invariant under $\text{SDiff}(\mathbb{R}^d)$ coordinate transformations. These are precisely the symmetries of an incompressible fluid and they allow us, therefore, to find new solitons with arbitrary shapes from a given soliton solution with a prescribed (e.g., spherically symmetric) shape [14].

In addition, as the first term in (4.17) can be interpreted as the square of the pullback of the target space volume form $d\Omega^{(d)}$, it is obviously invariant under the group of volume-preserving diffeomorphisms on this target space, $\text{SDiff}(\mathcal{M})$. The second, potential term in (4.17) is, in general, not invariant under the full $\text{SDiff}(\mathcal{M})$ group but, depending on its specific form, it may still preserve part of this symmetry. In many cases (e.g., the Higgs or Skyrme models), the potential $V$ depends only on the modulus (length) $|\vec{\phi}|$ of the
fields $\varphi_a$, and not on the corresponding “angular” coordinates. It is, therefore, invariant under $\text{SDiff}(\mathcal{M})$ transformations which act nontrivially only on these angular target space variables, but which still form an infinite-dimensional subgroup of $\text{SDiff}(\mathcal{M})$.

If the energy functional (4.17) for static field configurations is extended to an action in a Lorentz-invariant fashion, like

$$S = \frac{1}{2} \int dt d^d x \left( - J^\mu J_\mu - V \right),$$

(4.23)

then the base space symmetries are reduced to the standard Poincare symmetries, whereas the target space symmetries (the infinite-dimensional subgroup of $\text{SDiff}(\mathcal{M})$) survive and are, therefore, promoted to Noether symmetries with the corresponding conservation laws. These theories are, in fact, integrable in the sense of generalised integrability [35, 36] and their conservation laws may be expressed as a generalised zero curvature condition in an appropriate higher loop space. The fact that, in many cases, the conservation laws of generalised integrability are related to target space $\text{SDiff}$ symmetries was first pointed out in [37], for a detailed discussion see [38].

Recently, a specific class of Lorentz non-invariant theories has received considerable interest, namely the so-called Lifshitz type theories [39]. In these theories, characteristically, the kinetic (time-derivative) term is standard (just quadratic in first time derivatives), whereas the space derivative term contains higher than second powers of derivatives, such that the scaling between space and time is inhomogeneous. This, obviously Lorentz symmetry breaking modification, has the effect of improving the perturbative UV renormalizability of the corresponding QFT while maintaining the standard time evolution (see e.g. [40, 41]). In our case, a natural realisation of such a Lifshitz-type theory is achieved by including a non-linear sigma model-type kinetic term based on the target space metric (4.19) into the action [42], leading to

$$S_{\text{Lif}} = \frac{1}{2} \int dt d^d x \left( \sum_{a,b} g_{ab}(\varphi_a) \dot{\varphi}_a \dot{\varphi}_b - J_0^0 J_0 - V \right),$$

(4.25)

where $\dot{\varphi}_a = \partial_t \varphi_a$. In this case, the base space $\text{SDiff}(\mathbb{R}^d)$ symmetries remain intact and are, therefore, Noether symmetries. The $\text{SDiff}(\mathcal{M})$ group, on the other hand, is broken down to the group of isometries of the target space metric $g_{ab}$.

### 4.4 Lower dimensional examples

Here, let us briefly describe some examples in $d = 2$ dimensions. Starting, again, from the energy functional (4.17) and choosing $M = 1$ and, e.g., the abelian Higgs potential $V_H = (1 - v \bar{v})^2$, where $v = \varphi_1 + i \varphi_2$, we arrive at a kind of ungauged BPS abelian Higgs model which supports vortex-like BPS soliton solutions (these solutions have been computed in [15]). The deformation method (4.15) may be used to transform these BPS vortex solutions into BPS vortex solutions for a variety of potentials.
Next, let us discuss an even simpler transformation. Thus, we start with (4.17) and transform it to the new fields $\phi_a$ defined via the field transformation $\varphi_a = \varphi_a(\phi_b)$. Then (4.17) transforms into

$$E = \frac{1}{2} \int d^d x \left[ \left( \tilde{M}(\phi_a) \sum_{i_1...i_d=1}^d \varepsilon_{i_1...i_d} \partial_{i_1} \phi_1 ... \partial_{i_d} \phi_d \right)^2 + \tilde{V}(\phi_a) \right],$$

(4.26)

where

$$\tilde{M}(\phi) = \left| \frac{\partial \varphi}{\partial \phi} \right| M(\varphi(\phi)), \quad \tilde{V}(\phi) = V(\varphi(\phi)).$$

(4.27)

Note that if we consider the transformations $\varphi(\phi)$ that change the boundary conditions, then we may transform between target spaces with different topologies. As a concrete example, let us consider again the BPS vortex model with $M = 1$ and $V_H = (1 - v\bar{v})^2$, together with the field transformation $v \rightarrow u$ ($u = \phi_1 + i \phi_2$) given by

$$|v|^2 = (1 + |u|^2)^{-1}, \quad \alpha = \beta \quad \text{where} \quad v = |v|e^{i\alpha}, \quad u = |u|e^{i\beta}.$$  

(4.28)

This transformation maps the fundamental region of the BPS vortex (restricted to $|v| \leq 1$) into the full complex plane spanned by $u$. The target space area density $M = 1$ (flat space) is transformed into

$$\tilde{M} = -(1 + |u|^2)^{-2},$$

(4.29)

which (up to a sign) is precisely the area density of the unit two-sphere after a stereographic projection. Finally, the Higgs potential transforms into

$$\tilde{V}_H = \left( \frac{|u|^2}{1 + |u|^2} \right)^2,$$

(4.30)

which has a unique vacuum at $u = 0 \Leftrightarrow \phi_1 = \phi_2 = 0$, i.e., at the north pole of the target space two-sphere. The transformation (4.28) thus transforms BPS vortices characterised by the homotopy group $\pi_1(S^1)$ into BPS baby skyrmions with a completely different topology, characterised by the homotopy group $\pi_2(S^2)$ ("topological duality" (for more details see [15])).

4.5 An example with $M = S^1 \times S^1$

Finally, we consider another choice of the target space geometry which leads to a new type of solitonic solutions which are direct higher-dimensional generalizations of the sine-Gordon solitons.

In this case we start with two real scalar fields $\phi$ and $\psi$ which are subject to the identification $\phi = \phi + 2\pi$ and $\psi = \psi + 2\pi$. Hence, the resulting target space is $M = S^1 \times S^1$. The volume form on the target space is simply $d\Omega^{(2)} = d\phi \wedge d\psi$ and leads the following static energy

$$E = \frac{1}{2} \int d^2 x \left( (\epsilon_{ij} \partial_i \phi \partial_j \psi)^2 + V(\phi)W(\psi) \right),$$

(4.31)
where the potential has been assumed to have a factorised form. Furthermore, the “potentials” $V$ and $W$ should respect our identifications, which simply implies the periodicity in the target space coordinates. Thus we can take, e.g.,

$$V(\phi) = 1 - \cos \phi, \quad W(\psi) = 1 - \cos \psi,$$

i.e., two copies of the Sine-Gordon potential. The resulting Bogomolnyi equation now takes the form

$$\epsilon_{ij} \partial_i \phi \partial_j \psi = \pm \sqrt{(1 - \cos \phi)(1 - \cos \psi)}.$$

(4.33)

Its particular solution can be easily found if we further assume that $\phi = \phi(x)$, $\psi = \psi(y)$. Then, the (coupled) Bogomolnyi equation reduces to two (decoupled) Sine-Gordon Bogomolnyi equations

$$\phi_x = \sqrt{(1 - \cos \phi)}, \quad \psi_y = \sqrt{(1 - \cos \psi)}$$

(4.34)

with the standard soliton or anti-soliton solutions. The corresponding topological charge is

$$Q = \int dx dy \phi_x \psi_y \sqrt{(1 - \cos \phi)} \sqrt{(1 - \cos \psi)}$$

(4.35)

$$= \int_{-\infty}^{\infty} dx \phi_x \sqrt{(1 - \cos \phi)} \cdot \int_{-\infty}^{\infty} dy \psi_y \sqrt{(1 - \cos \psi)}$$

(4.36)

$$\equiv Q_\phi Q_\psi$$

(4.37)

which is just the product of two topological charges for two Sine-Gordon theories. Hence, one has two topologically different types of solutions: soliton-soliton (antisoliton-antisoliton) solutions with $Q = 1$ and soliton-antisoliton (antisoliton-soliton) with $Q = -1$. It is straightforward to extend this construction to any factorized potentials $V(\phi)W(\psi)$ which have at least two vacua in each factor.

5 Examples in three dimensions

5.1 The BPS Skyrme model

A particular example of a BPS model in three spatial dimensions is provided by the recently discussed BPS Skyrme model defined by the Lagrangian \[12, 13\]

$$\mathcal{L} = -\lambda^2 \pi^2 B_\mu B^\mu - \mu^2 V(U, U^\dagger)$$

(5.1)

with $B^\mu$ being the topological current

$$B^\mu = \frac{1}{24 \pi^2} \varepsilon^{\mu \nu \rho \sigma} \text{Tr} (L_\nu L_\rho L_\sigma), \quad L_\mu = U^{-1} \partial_\mu U, \quad U \in \text{SU}(2).$$

(5.2)

Equivalently, one can think of $B_\mu$ as being the pullback of the volume form on $\mathcal{M} = \mathbb{S}^3$. This model defines a solvable sector of the full Skyrme theory and has found some applications in the context of the low energy limit of QCD \[12, 13, 24, 25\]. We remark that models of this type should not be considered as complete field theories on their own. For certain
initial conditions (corresponding to zero topological charge density regions) these models do not even consist of a well-defined Cauchy problem. These models should rather be considered as limiting cases of more complete theories (e.g., the Skyrme model) which include standard kinetic terms, in the limit where the standard kinetic term is neglected. It turns out that the BPS Skyrme model already provides a rather accurate description of static properties of nuclei and baryons, where the BPS soliton solutions are identified with baryons and nuclei, as in standard Skyrme theory. Also the semi-classical quantization in the soliton background poses no problem and can be performed as for the usual Skyrme model \cite{12,13,24,25}.

Let us begin our discussion here by showing that this model fits into our general framework. In the static case what matters is $B_0$, and so

$$B_0 = -\frac{1}{24 \pi^2} \varepsilon_{ijk} \text{Tr} (L_i L_j L_k) = -\frac{1}{48 \pi^2} \varepsilon_{ijk} \text{Tr} (L_i [L_j, L_k]).$$

(5.3)

Denoting by $\varphi_i$, $i = 1, 2, 3$, the parameters (fields) of the SU(2) group one gets

$$L_i = U^{-1} \partial_i U = \partial_i \varphi_a M_{ab} T_b,$$

(5.4)

where $U^{-1} \frac{\delta U}{\delta \varphi_a} = M_{ab} T_b$ is the Maurer-Cartan form of the SU(2) group, and

$$[T_a, T_b] = i \varepsilon_{abc} T_c, \quad \text{Tr} (T_a T_b) = \beta \delta_{ab}$$

(5.5)

with $\beta$ being the Dynkin index of the representation in which the trace is taken. Thus

$$B_0 = \frac{-i \beta}{48 \pi^2} \varepsilon_{ijk} \partial_i \varphi_{a_1} \partial_j \varphi_{a_2} \partial_k \varphi_{a_3} M_{1b_1} M_{2b_2} M_{3b_3} \text{Tr} (T_{b_1} [T_{b_2}, T_{b_3}])$$

$$= \frac{-i \beta}{48 \pi^2} \varepsilon_{ijk} \partial_i \varphi_{a_1} \partial_j \varphi_{a_2} \partial_k \varphi_{a_3} M_{1b_1} M_{2b_2} M_{3b_3} \varepsilon_{b_1 b_2 b_3}. $$

(5.6)

However, since $a_i, b_i = 1, 2, 3$ we see that

$$M_{1b_1} M_{2b_2} M_{3b_3} \varepsilon_{b_1 b_2 b_3} = \varepsilon_{a_1 a_2 a_3} M_{1b_1} M_{2b_2} M_{3b_3} \varepsilon_{b_1 b_2 b_3} = \varepsilon_{a_1 a_2 a_3} \det M$$

(5.7)

and so

$$B_0 = \frac{-i \beta}{48 \pi^2} \det M \varepsilon_{ijk} \partial_i \varphi_{a_1} \partial_j \varphi_{a_2} \partial_k \varphi_{a_3} \varepsilon_{a_1 a_2 a_3} = \frac{-i \beta}{8 \pi^2} \det M \varepsilon_{ijk} \partial_i \varphi_1 \partial_j \varphi_2 \partial_k \varphi_3.$$ 

(5.8)

Thus, $B_0$ has the same form as (4.1).

Note that, in fact, $\det M$ is the Haar measure on SU(2). Indeed, the volume element in SU(2) is

$$dv = \sqrt{\det \eta} \ d\varphi_1 \wedge d\varphi_2 \wedge d\varphi_3$$

(5.9)

with

$$\eta_{ab} = \text{Tr} \left( U^{-1} \frac{\delta U}{\delta \varphi_a} U^{-1} \frac{\delta U}{\delta \varphi_b} \right) = M_{ac} M_{bd} \text{Tr} (T_c T_d) = \beta (M M^T)_{ab}.$$ 

(5.10)

The relevant topological index (baryon charge) defined by

$$q_B = -\int d^3 x \frac{1}{24 \pi^2} \varepsilon_{ijk} \text{Tr} (L_i L_j L_k)$$

(5.11)
is just the degree of the map from one point (at spatial infinity) compactified $\mathbb{R}^3 \cup \{\infty\} \cong S^3$ into the target space manifold $SU(2) \cong S^3$. The usual way of performing such a compactification is to require that the chiral field $U$ tends to a constant value at the spatial infinity

$$\lim_{|\vec{x}| \to \infty} U(x) = U_0 = \text{const.}$$  \hfill (5.12)

which can be set to unity by a global transformation. This can be achieved by taking a potential with at least one isolated vacuum at $U_{\text{vac}} = 1$. The best known example is provided by the usual Skyrme potential

$$V = \frac{1}{2} \text{Tr}(1 - U).$$  \hfill (5.13)

In order to solve the Bogomolny equation it is convenient to use another parametrization of the $SU(2)$ target space. Namely, we put

$$U(x) = e^{i\xi(x)\vec{n} \cdot \vec{\tau}},$$  \hfill (5.14)

where $\vec{\tau}$ are Pauli matrices, $\xi$ is a real function and $\vec{n}$ is a three component unit vector which spans $S^2$ and so can be related to a complex scalar $u$ by means of the stereographic projection.

In terms of the (target) polar coordinates $\chi$ and $\Phi$ the fields $u$ and $\vec{n}$ take the form

$$u = \tan \frac{\chi}{2} e^{i\Phi}, \quad \vec{n} = (\sin \chi \cos \Phi, \sin \chi \sin \Phi, \cos \chi),$$  \hfill (5.15)

and the two dual quantities are now

$$A_\alpha = \frac{\lambda}{2} \sin^2 \xi \sin \chi \epsilon_{ijk} \partial_i \xi \partial_j \chi \partial_k \Phi, \quad \tilde{A}_\alpha = \mu \sqrt{V}.$$  \hfill (5.16)

Due to the complete antisymmetry in both base and target space variables of the derivative term, the Bogomolny equation $A_\alpha = \pm \tilde{A}_\alpha$ may be re-expressed as an equation between three-forms on base space,

$$\frac{\lambda}{2\mu} \sqrt{V} \sin^2 \xi \sin \chi d\xi d\chi d\Phi = \pm dx_1 dx_2 dx_3 = \pm r^2 \sin \theta dr d\theta d\phi,$$  \hfill (5.17)

where $\xi$, $\chi$ and $\Phi$ are functions of $x_i$, and we have used spherical coordinates in base space in the last expression. This form of the Bogomolny equation sometimes simplifies calculations and is useful to understand its symmetries and geometric properties [14]. Equation (5.17) can be easily solved by taking

$$\chi = \theta, \quad \Phi = n \phi$$  \hfill (5.18)

and

$$- \frac{n \lambda}{2\mu} \sqrt{V} d\xi = \mp r^2 dr.$$  \hfill (5.19)

In particular, for the usual Skyrme potential (5.13) one finds that

$$\xi = 2 \arccos \left(\frac{3}{4} y\right), \quad y = \frac{\sqrt{2\mu}}{3\lambda n} r^3$$  \hfill (5.20)
for \( y \leq \frac{4}{3} \) and \( \xi = 0 \) outside this region [12, 13]. Observe that the map

\[ u : S^2_{\text{base}} \ni (\theta, \phi) \rightarrow (\chi, \Phi) \in S^2_{\text{target}} \]  

is trivially provided by the identification (5.18) between the base and target space angles, where the integer \( n \) directly gives the winding number, \( Q \equiv \int d^3x B_0 = n \). On the other hand, the remaining “radial” target space coordinate \( \xi \) nontrivially depends on the potential. For nontrivial configurations covering the whole target space \( \xi \) must obey the boundary conditions \( \xi(0) = \pi, \xi(\infty) = 0 \). This way of finding topological solutions can, in fact, be repeated in higher dimensions. We remark that the solutions just discussed are genuine minimizers of the energy functional for arbitrary topological charge \( Q \), as an immediate consequence of the BPS bound. We further remark that due to the large symmetry group of the model, there exist solutions of the Bogomolnyi equations with rather arbitrary shapes. That is to say, if \( \xi(\tilde{r}), \chi(\tilde{\theta}), \Phi(\tilde{\phi}) \) is a solution then \( \xi(r), \chi(\theta), \Phi(\phi) \) is another solution where \( \tilde{r}, \tilde{\theta}, \tilde{\phi} \) are related to \( r, \theta, \phi \) by an arbitrary volume-preserving diffeomorphism [14].

### 5.2 Monopoles with the SDiff symmetry

Let us next discuss a different model. We start by assuming the flat target space manifold \( \mathcal{M} = \mathbb{R}^3 \) and consider a model based on the following Lagrangian

\[ L_m = -\frac{\lambda^2}{12} \tilde{B}_\mu^2 - \mu^2 \tilde{V}(\phi^2), \]  

where

\[ \tilde{B}_\mu = \epsilon_{\mu\nu\alpha\beta} \phi_a \phi_b \phi_c. \]  

Here, \( \phi = (\phi^1, \phi^2, \phi^3) \) is a triplet of real scalar fields which span \( \mathcal{M} \). Moreover \( \phi^i_\mu = \partial_\mu \phi^i \). In addition we assume that \( \tilde{V} \) is a potential which has a vacuum manifold isomorphic to \( S^2 \), that is, \( \tilde{V} = 0 \) if \( \phi^2 = 1 \). Hence, static, finite energy configurations can be classified by their asymptotic behaviour at spatial infinity \( \phi^2_\infty \equiv \lim_{|\vec{r}| \to \infty} \phi^2 : S^2 \to S^2 \). The relevant topological index of these maps is the corresponding winding number \( k \in \pi_2(S^2) \). Such a topological charge is typical for the (3 dim) monopoles and therefore we call objects carrying a nonzero value of this charge “monopoles”. Finally, the fundamental region of the monopoles is obviously \( |\vec{\phi}| \leq 1 \).

To proceed further, as before, we decompose the vector field \( \vec{\phi} \) into a target space radial component and a unit vector

\[ \xi \equiv |\vec{\phi}|, \quad \vec{n} \equiv \frac{\vec{\phi}}{|\vec{\phi}|} \quad \text{i.e.,} \quad \vec{\phi} = \xi \vec{n}. \]  

Then,

\[ L_m = -\frac{\lambda^2}{12} \tilde{B}_\mu^2 - \mu^2 \tilde{V}(\xi), \]  

where now

\[ \tilde{B}_\mu = 3\xi^2 \epsilon_{\mu\nu\alpha\beta} \xi_{\nu} n^{a} n^{b} n^{c} \equiv 3\xi^2 \epsilon_{\mu\nu\alpha\beta} \xi_{\nu} H_{\alpha\beta}. \]  

\[ -19- \]
and
\[ H_{\alpha\beta} \equiv \epsilon_{abc} n^a n^b n^c = 2i \frac{u_\alpha \bar{u}_\beta - u_\beta \bar{u}_\alpha}{(1 + |u|^2)^2}. \] (5.27)

Here and in what follows, we have used the notation that a subscript \( \mu \) when attached to \( n^i, \xi, u \) and \( \bar{u} \) denotes the derivative of this quantity (like just above for \( \phi^i \) in (5.23)).

The last step above has involved the stereographic projection from \( \vec{n} \) to \( u \). Hence, the fields of the model may be expressed by one real and one complex field and the Lagrangian takes the form:
\[ L_m = -\frac{\lambda^2 \xi^2}{(1 + |u|^2)^4} \left( \epsilon^{\mu\nu\alpha\beta} \xi_\nu u_\alpha \bar{u}_\beta \right)^2 - \mu^2 \tilde{V}(\xi) \] (5.28)
with the vacuum located at \( \xi = 1 \) (or in general at a non-zero vale of the real scalar).

Assuming again the spherical ansatz (5.15) we find the following solution of the Bogomolnyi equation:
\[ \chi = \theta, \quad \Phi = n\phi \] (5.29)
while the real scalar \( \xi \) satisfies
\[ \frac{n^2 \lambda^2}{4\mu^2 r^4} \xi^2 \bar{\epsilon}_r^2 = \tilde{V} \] (5.30)
or
\[ \frac{1}{4} \xi^2 \bar{\epsilon}_z^2 = V \Rightarrow \frac{1}{2} \xi \xi_z = \pm \sqrt{V}, \] (5.31)
where a new variable \( z \) has been defined by \( z = \frac{4\mu r^3}{3\lambda n} \). The equation (5.31) must be solved with appropriate boundary conditions providing nontrivial topology and regularity i.e., \( \xi(0) = 0 \) and \( \xi(Z) = 1 \), where \( Z \) can be finite (compactons) or infinite (infinitely extended solitons).

To solve (5.31) we have to specify the potential which is compatible with the previous requirements. For example, we can take a generalized Higgs potential
\[ \tilde{V} = (\tilde{\phi}^2 - 1)^{2a} = (\xi^2 - 1)^{2a}. \] (5.32)

Then, the obvious solutions of (5.31) are:

i) compactons for \( a \in (0, 1) \)
\[ \xi = \begin{cases} \sqrt{1 - (1 - \frac{z}{Z})^{\frac{1}{1-a}}} & z \in [0, Z], \\ 1 & z \geq Z \equiv \frac{1}{1-a}, \end{cases} \] (5.33)
where \( Z \) is the compacton radius;

ii) an exponentially localized solution for \( a = 1 \)
\[ \xi = \sqrt{1 - e^{-z}}, \] (5.34)

iii) and power-like localized solutions for \( a > 1 \)
\[ \xi = \sqrt{1 - \left( \frac{a - 1}{a - 1 + z} \right)^{\frac{1}{a-1}}} . \] (5.35)
5.3 Target space transformation as topological duality

Let us now return to the BPS Skyrme model given in (5.1). Note that it differs from the previously introduced BPS monopole model only by the $\xi$-dependent factor multiplying the first term, i.e., by a different target space volume density. Obviously, this is a reflection of different target space metrics corresponding to these models. Moreover, in the BPS Skyrme models we should also assume that the potential has isolated minima in the target space $SU(2) \cong S^3$. The relevant topological charge is now the baryon charge which requires the following boundary conditions for the chiral field

$$\lim_{|\vec{x}| \to \infty} U = 1 \Rightarrow \lim_{|\vec{x}| \to \infty} \xi = 0.$$  \hfill (5.36)

Thus, in this case, static solutions can be treated as maps from the compactified three dimensional Euclidean base space into the target space manifold i.e. $U : \mathbb{R}^3 \cup \{\infty\} \cong S^3 \to SU(2) \cong S^3$. Hence, $q_B \in \pi_3(S^3)$. In order to satisfy this boundary condition the potential must have its vacuum at $\xi = 0$.

Note that we have a “topological duality” map between a solution $\vec{\phi}$ of the BPS monopole model and a solution $U$ of the BPS Skyrme model. This map is provided by a transformation between their $\xi$ fields, namely,

$$\xi^2_m = \frac{1}{\pi} (\pi - \xi_s + \cos \xi_s \sin \xi_s), \quad u_m = u_s \quad \text{(the same)},$$  \hfill (5.37)

where $(\xi_m, u_m)$ are functions defining a BPS monopole $\vec{\phi}$, while $(\xi_s, u_s)$ parametrize a BPS skyrmion. One can check that the boundary conditions necessary for the existence of monopoles ($\xi_m(0) = 0, \xi_m(\infty) = 1$) are transformed by (5.37) into the skyrmion boundary conditions ($\xi_s(0) = \pi, \xi(\infty) = 0$). The transformation, therefore, maps the fundamental region $|\vec{\phi}| \leq 1$ of the monopole into the full target space $S^3$ of the skyrmion.

This map fully connects both models (the corresponding field equations) if the potentials obey

$$V(\xi_m) = V(\xi_s).$$  \hfill (5.38)

Hence, the BPS Skyrme models dual to the BPS monopole model with the generalized Higgs potential have the following potential term

$$V = \left(\frac{\xi - \cos \xi \sin \xi}{\pi}\right)^{2a}$$  \hfill (5.39)

which, in fact, has been recently discussed in the context of the BPS Skyrme model coupled with the vector mesons and is referred to as the BPS potential.

On the other hand, the monopole model dual to the BPS Skyrme model with the usual potential

$$V = (1 - \cos \xi)$$

cannot be written in a simple form, as the duality map is quite complicated if one wants to express it as $\xi_s = F(\xi_m)$. Nonetheless, such a dual formulation exists and, in principle, the usual BPS skyrmions can be mapped, in a one-to-one way, into the BPS monopoles with the $\pi_2(S^2)$ topology.
Obviously, this map is a higher dimensional generalization of the non-holomorphic “topological duality” map recently observed for the BPS baby skyrmions and the BPS vortices and briefly discussed in section IV.D. In both cases, the duality maps transform the profile function of one model into the profile function of the other, while the “angular” field variables (which fix the topological charges of the solutions) remain unchanged.

6 Conclusions

In this paper, we have introduced an appropriately generalised concept of self-duality as the basic tool for the construction and analysis of a large class of BPS theories in arbitrary dimensions. In (1+1) dimensions, this enabled us to re-derive and interpret, in a simple fashion, the deformation procedure of Bazeia and collaborators, which permits the construction of infinitely large families of theories supporting kink solutions from given “seed” configurations (static solutions of other theories).

Furthermore, our approach to self-duality has allowed us to generalise to higher dimensions both the construction of BPS theories and the deformation procedure in a relatively simple manner. Specifically, for a class of higher-dimensional scalar field theories, whose topology is provided by a volume form on the corresponding target space, we have demonstrated that topological solitons with different topologies may be transformed into each other by simple field transformations. We have also given several explicit examples of field theories and their BPS soliton solutions in two and three dimensions, like, e.g., the BPS Skyrme model (which has already found some applications as an effective low energy field theory for strong interaction physics), and a BPS monopole model related to the former model by a field transformation.

One question of interest which deserves further study involves the investigation of whether further models of physical or phenomenological relevance (e.g., in cosmology), may be found among the classes of theories investigated in the present paper. Finally, we would like to remark that the notion of self-duality introduced in section II applies to a much larger class of BPS theories than the ones considered here. Another interesting question is, therefore, whether this generalised self-duality framework may be helpful in the construction and analysis of new BPS models not considered so far. These issues are currently under investigation.
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