Numerical simulations of interference effects in photon-assisted electron energy-loss spectroscopy
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Abstract. Although the electromagnetic resonances of individual nanostructures can be studied by electron or photon interactions alone, exciting new possibilities open up through the simultaneous use of both. In photon-induced near-field electron microscopy (PINEM), for example, single nanostructures are optically excited by short, intense pulses and concurrently imaged with high spatial resolution by fast electrons, which act as negligible probes of electric fields. Controlling their relative arrival time provides access to the dynamics of the electromagnetic response in the near field by recording images of the electron energy loss (or gain) spectra. In this paper, we investigate the transition from optically dominated PINEM to conventional, electron-dominated electron energy-loss spectroscopy (EELS). During the systematic reduction of optical excitation intensity to zero, a novel electro-optical interference effect emerges. It reveals itself at those optical field strengths that lead to prominently visible constructive and destructive interference patterns of the optical and electron radiation fields which are scattered by a nanostructure. The interference patterns reported here allow one to achieve higher temporal, energy and spatial resolutions of the modal dynamics in electron microscopy.
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Microscopy of the electromagnetic modes in optical systems with high spatial resolution has been achieved using electron energy-loss spectroscopy (EELS) [1–5]. Electron microscopy benefits from the very short de Broglie wavelengths of the moving electrons in comparison with the large wavelength of incident photons in optical microscopes, which allows resolving nm-scaled features of the investigated structures. Although the electron probe size in this technique can be even in the sub-nanometer range, the interaction volume is typically larger due to long-range Coulomb forces. This so-called Coulomb delocalization [6, 7] depends on the magnitude of the energy loss suffered by the electron. Its value is approximately 8 nm at 3 eV energy loss and further degrades at lower losses [6], becoming comparable with the spatial resolution of other microscopy techniques [8]. However, interaction of moving electrons with the optical modes of the system obeys specific selection rules other than optical excitation. Electrons can also interact with optically dark modes of the sample [7, 9, 10]. Moreover, they may excite longitudinal currents in the specimens which occur in radiation-free modes such as toroidal moments [3], which cannot be excited with far-field optical excitations.

Recently, by introducing sub-picosecond pulsed electron sources in combination with laser pulses of similar duration into the electron microscopes, it became possible to investigate the temporal behavior of electromagnetic modes of nanostructures [11–16]. Using this method, known as photon-induced near-field electron microscopy (PINEM), the dynamics of excited modes in phase space (frequency–time space) was demonstrated [11]. In this technique, an external optical pump of high intensity is used to excite certain modes of the structure, while the pulsed electrons are used as probes. The temporal evolution of the optical modes is imaged for a fixed delay between the intense optical pump and the electron probe [17]. However, the achievable temporal resolution of this technique is limited by the broadening of the pulsed electron source. Recently, femtosecond electron pulses have been designed by utilizing metallic nanotips [18–21]. The huge field enhancement occurring at such tips exposed to optical pulses can result in higher-order photon-induced electron emission due to the optical nonlinearity of the metals. This can be used to achieve electron femtosecond pulses even without the application of a bias voltage [18]. Furthermore, in order to compress electron pulses of femtosecond duration into the attosecond regime, usage of spatially dependent ponderomotive forces has been proposed [22–25]. Simulations have shown that by introducing an optical grating composed
of two counter propagating waves of different frequencies, it is possible to compress electron pulses of 300 fs into trains of only 15 as electron pulses [23].

It is well known that the polarization of the incident optical field within the context of PINEM plays an important role in decomposing the symmetry of the modes of the structure that are excitable with far-field radiation. However, dark modes and radiation-free modes of the structure are not detectable with this technique, since the intensity of the laser beam is so high that it dominates the overall response of the structure in such a way that the relatively weak response of the structure to electrons could be neglected in previous reports [13, 26, 27]. In the range of low laser intensities, a systematic study of the effect of the intensity of the laser field on the recorded PINEM data is still lacking. Decreasing the laser intensity shifts the physical situation continuously out of the PINEM and into the EELS regime. At intermediate laser intensities, we can expect a range where the benefits of both conventional EELS and state-of-the-art PINEM are present: While EELS can be used to record all the near-field resonances of the structure which exhibit a non-vanishing component of the electric field along the direction of the electron velocity, such as toroidal and dark modes, the laser field can be used as a temporal gate to provide the temporal resolution. The aim of this paper is to numerically investigate this transition range with a special focus on electron–photon interference effects. Within this transition range a field of microscopy could be performed allowing for high temporal, high spatial and high energy resolution.

Interaction of swift electrons with the electromagnetic modes of the structure and computation of the energy loss suffered by the electrons has been discussed in several publications. Broadly speaking, these reports may be classified into quantum mechanical [26, 28–30] and classical electrodynamics treatments [31, 32]. While the combination of Maxwell and Lorentz force equations can be used to compute the total energy loss suffered by the moving electrons at classical electrodynamics, definition of the energy-loss probability in the context of classical electrodynamics is not straightforward. An attempt to define the energy-loss spectrum in this direction has led to a linear relation between the energy-loss probability and the temporal and spatial Fourier-transformed electric field [2], which is a complex value.

Another type of theoretical treatment of the energy-loss probability is the quantum mechanical approach within the context of semi-classical electrodynamics [26–28, 30]. All of these results show a relation between the energy-loss probability and the intensity of the electric field [30]. In the semi-classical treatment the interaction Hamiltonian is related to the electromagnetic vector potential, which can be computed using Maxwell’s equations. A full and concise approach to compute the PINEM results has been provided in [26].

In order to compute the energy-loss probability, we utilize the finite-difference-time-domain (FDTD) method with an electron source incorporated. In addition, optical pulses of arbitrary duration are introduced. Concise attention will be paid to the range of laser intensities which are comparable to that of the scattered field resulting from the incident electrons. We treat the problem using the same semi-classical approach as [26]. Moreover, the behavior of the structure upon the two excitations can be treated in a superposition approach [33]. Specifically, only two simulations need to be carried out regarding each impact parameter of the moving electrons: one simulation for the incident laser field and another one for the incident electrons. Within the context of the non-recoil approximation, the energy-loss spectrum for every intensity and delay of the incident laser field can be calculated using just the results obtained by the mentioned simulations. Details of the method utilized here are discussed in section 2. The results of the simulations using the mentioned approach are presented in section 3, including
Figure 1. (a) A single triangular metallic nanoprismand positioned upon a substrate, illuminated by electron and photon sources, and (b) the corresponding FDTD simulation domain in which the electron radiation is modeled by the moving cloud of a charge at relativistic velocity and the optical incident pulse is modeled by an oscillating plane composed of Huygens point sources. \( \tau \) is the delay between the electrons and the photons computed at the top surface of the structure.

Also discussions regarding the transition from normal EELS to PINEM spectrum in the phase (time–energy) space. Finally, the conclusion will be summarized in section 4.

2. Method

In order to compute the EELS spectra using the FDTD method, a relativistic electron source has been implemented [33]. Instead of modeling the electron source as a singularity, a cloud of charge distribution density will be considered. The spatial extent of this cloud is estimated by the Coulomb delocalization [6, 7]. This approach is equivalent to the interpolation schemes exploited in particle simulations of plasmas [34], in which computational efficiency and accuracy suggest the usage of clouds rather than singular points for charge distributions. Moreover, this assumption is in agreement with the experimentally expected spatial resolution of EELS at low energy losses [6]. The optical source is implemented as an oscillating plane composed of Huygens point sources in the far field (here 1.5 \( \mu \)m above the structure), as shown in figure 1(b).

The charge density assigned to the electron source in the rest frame of the electron is given by \( \rho = q \delta (x - x_0, y - y_0, z - z_0) \) in which \((x_0, y_0, z_0)\) is the position of the electron, \( q \) is the electron charge, and \( \delta (\cdot) \) is the Dirac delta function. In the laboratory reference frame, within the framework of the non-recoil approximation [2], the charge-density distribution function for an electron moving along the \( z \)-axis with the velocity \( V_{el} \) will be given by

\[
\rho' = \gamma q \delta (x' - x_0, y' - y_0, \gamma (V_{el}t' + z') - z_0),
\]
in which \((z', t')\) are the spatial and temporal coordinate parameters in the laboratory frame, and \(\gamma = (1 - (V_{el}/c)^2)^{-\frac{1}{2}}\) is the Lorentz factor. Note that \((x', y') = (x, y)\). According to Ampere’s law, the current source associated with the moving charge distribution function is given by

\[
J_z = \gamma V_{el} q \delta(x' - x_0, y' - y_0, \gamma(V_{el} t' + z') - z_0)
\]

\[
= \lim_{W_{xy} \to \infty} \frac{q V_{el} \gamma}{(\sqrt{2 \pi} W_{xy})^2 (\sqrt{2 \pi} W_z)} \times \exp \left( -\frac{1}{2} \frac{(x' - x_0)^2 + (y' - y_0)^2}{W_{xy}^2} - \frac{1}{2} \left( \frac{(z' - z_{lab}(t))}{(W_z/\gamma)^2} \right)^2 \right),
\]

in which \(z_{lab}(t') = (z_0/\gamma) - V_{el} t'\). It is obvious from equation (2) that the delta function can be approximated by the limit of the Gaussian function.

The Gaussian function introduced in equation (2) allows a direct comparison of the classical electron source with the current density functions obtained from the Schrödinger equation. In order to show that, we first consider an initial Gaussian wave function for the electron source in the laboratory frame as [26]

\[
\psi(\vec{r}, t') = \left( \frac{1}{(2\pi)^{\frac{3}{2}} W_{xy} W_{z}'^2} \right) \exp \left( -\frac{1}{2} \frac{(x' - x_0)^2 + (y' - y_0)^2}{W_{xy}^2} - \frac{1}{2} \left( \frac{z' - z_{0}(t)}{W_{z}'^2} \right)^2 \right) e^{-i\omega_{el} t' - k_{el} z'},
\]

in which \(W_{xy}\) is the spatial transverse broadening of the electron source which can be approximated by 8 nm, which is the spatial resolution of the EELS in the energy-loss range of interest. The reason why the spatial resolution is larger than the probe size (<1 nm) is the Coulomb delocalization, which is not explicitly considered in our simulations. Therefore the wide focus point used in our simulation mimics the practical resolution of EELS. \(W_{z}'\) is the broadening of the electron pulse along the \(z\)-axis. Its value is assumed to be 10 nm here, which corresponds to an electron pulse of 48 as duration. \(\vec{b} = (x_0, y_0)\) is the electron impact parameter and \(z_0(t)\) is the time-dependent position of the electron source. \(\omega_{el}\) and \(k_{el}\) are the electron angular and spatial frequencies. Using the continuity equation \((J_{el}(\vec{r}, t) = \frac{q \hbar k_{el}}{2m_0} (\psi^*(\vec{r}, t) \nabla \psi(\vec{r}, t) - \psi(\vec{r}, t) \nabla \psi^*(\vec{r}, t)))\) one can obtain for the current density function

\[
J_z(\vec{r}', t') = \frac{q \hbar k_{el}}{m_0} \left( \frac{1}{(\sqrt{2\pi})^3 (\sqrt{2\pi} W_z)^2} \right) \exp \left( -\frac{1}{2} \frac{(x' - x_0)^2 + (y' - y_0)^2}{W_{xy}^2} - \frac{1}{2} \left( \frac{z' - z_0(t')}{(W_z')^2} \right)^2 \right);
\]

since \(\frac{\hbar k_{el}}{m_0} = V_{el}\) in which \(m_0\) is the electron mass. By comparing (2) and (4) one can define a relativistic correction for the wave function by setting \(z_0(t') = z_{lab}(t') = (z_0/\gamma) - V_{el} t'\) and \(W_{z}' = W_z/\gamma\).

The evanescent source of radiation which accompanies electrons moving at a relativistic speed is a wide-band source that can excite modes of various energies with their corresponding momenta lying outside the light cone. By introducing a laser source, the scattered field of the laser also sustains photons of certain energies, which are interactively scattered by the electron, within the limit of energy–momentum conservation. In a semi-classical approach,
and considering only inelastic scattering, the probability that the electron loses or absorbs a quantum $\hbar \omega$ of energy is exactly the same, thanks to the Hermitian interaction Hamiltonian (the electromagnetic vector potential $A$). The probability that the electron loses or gains energy from $n$ photon quanta is given by [26, 28]

$$P_n (\omega, \tau) = \int_{-\infty}^{+\infty} dz \left| g' (z) \right|^2 \left| J_\omega \left( \frac{q}{\hbar \omega} |F_z (\omega)| \exp \left[ -\frac{(z/z_{el} + \tau)^2}{4W_z^2} \right] \right|,$$

(5)

where $q$ is the electron charge and $\hbar$ is Planck’s constant, $W_z$ is the temporal broadening of the optical Gaussian pulse, $\tau$ is the time delay between the electron and optical pulses and $g' (z)$ is the one-dimensional initial wave function of the incident electron at the electron frame, given by

$$g' (z) = \int_{x=-\infty}^{+\infty} \int_{y=-\infty}^{+\infty} dx dy \psi (\vec{r}, t) = \left( \frac{1}{\sqrt{2\pi W_z}} \right) \frac{1}{\sqrt{2}} \left( \frac{\omega}{\omega_e} \right)^{1/2} e^{-\frac{1}{2} \left( \frac{z}{\hbar \omega} \right)^2},$$

(6)

and $F_z$ is the PINEM field described as [26, 30]

$$F_z (\omega; x_e, y_e) = \int_{-\infty}^{+\infty} dz \Im \{ E_z (\omega; x_e, y_e, z) \} e^{-i \vec{k} \cdot \vec{r}}$$

$$= \Im \{ \Im \{ E_z \} \} (\omega; x_e, y_e; k_z = \frac{\omega}{V}),$$

(7)

where $V$ is the velocity of the electrons and $\Im \{ E_z \}$ is the temporal Fourier transform of the electric field, defined as $\Im \{ E_z \} = \int_{-\infty}^{+\infty} dt E_z (t; x_e, y_e, z) e^{i \omega t}$. Correspondingly, $\Im \{ \Im \{ E_z \} \}$ is the double Fourier transform of the electric field, which corresponds to the fields in $(\omega, k_z)$ space. $(x_e, y_e)$ determines the electron impact parameter in the $xy$ plane. In the weak interaction regime, when $\frac{q}{\hbar \omega} |F_z| \ll 1$, and for the case of a single plane wave electron source, one can use the asymptotic form of the Bessel function to obtain the probability that the electron loses a quantum of photon energy [30] as $P_1 = \frac{1}{2} (\frac{q}{\hbar \omega})^2 |F_z (\omega; x_e, y_e)|^2$. By explicitly considering the total electric field as the superposition of the scattered fields caused by the electron radiation and optical sources, the probability is given by

$$P_1 (\omega, \tau) = \left( \frac{q}{2\hbar \omega} \right)^2 \left| F_{ele}^z (\omega; k_z = \frac{\omega}{V}) \right|^2 + A e^{i \phi} \left| F_{ph}^z (\omega; k_z = \frac{\omega}{V}) \right|^2$$

$$= \left( \frac{q}{2\hbar \omega} \right)^2 \left| F_{ele}^z (\omega; k_z = \frac{\omega}{V}) \right|^2 + \left( \frac{q}{2\hbar \omega} \right)^2 \left| A F_{ph}^z (\omega; k_z = \frac{\omega}{V}) \right|^2$$

$$+ \frac{1}{2} \left( \frac{q}{\hbar \omega} \right)^2 \left| F_{ele}^z (\omega; k_z = \frac{\omega}{V}) A e^{-i \phi} \left| F_{ph}^z (\omega; k_z = \frac{\omega}{V}) \right|^2 \right),$$

(8)

where $\tau$ is the temporal delay of the optical pulse with respect to the electron source and $A$ is a positive factor used to scale the amplitude of $F_{ph}^z$, setting the relative importance of the optical versus the electronic contribution to the total excitation. The first term on the right-hand side of the above equation is the energy-loss spectrum when there is no laser field, whereas the second term is the electron-energy gain spectrum [30], and the third term is a correlation function that is related to the experienced phase shift of the electron wave packet, relative to the phase of the incoming light. The third term can be significant only if the intensity of the incoming light is similar to the intensity of the scattered field of the electron source.
Calculated EELS spectra for a self-supported silver nanoprism with 80 nm edge length and 10 nm thickness. The electron energy is 100 keV and its different trajectories are depicted in the inset.

Clearly, this term contains information about the phase of the PINEM field. Before proceeding, we mention that in the weak interaction regime, the recorded PINEM data are similar to the data measured by square-law optical detectors. Well-known optical spectrographic, tomographic and interference techniques\(^{35–38}\) can be exploited here in much the same fashion to provide a full characterization of the intensity and phase of the electric field.

3. Results and discussion

In order to verify our method, we first consider the case of a triangular free standing silver nanoprism for which the EELS spectra (when there is no optical radiation) have been computed using discrete dipole approximation\(^{39}\) and a rigorous boundary element method\(^{5}\). The edge length of the nanoprism is 80 nm and its thickness is 10 nm. In our FDTD simulations, the permittivity of the silver is modeled by fitting a Drude model in addition to two critical point functions\(^{40, 41}\) to the experimental data reported in\(^{42}\). The electron energy is \(E_0 = 100\) keV. The EELS spectra obtained using the FDTD method are shown in figure 2. They are in good agreement with the results obtained using the semi-analytical methods\(^{5, 39}\).

The structure investigated in this paper is a triangular gold nanoprism with an edge length of 400 nm and a height of 40 nm, on top of a \(\text{Si}_3\text{N}_4\) substrate of 30 nm thickness. This structure has been experimentally analyzed using energy-filtered transmission electron microscopy in the Zeiss SESAM microscope\(^{4}\). When the only source of radiation is the moving electron, the EELS spectrum can be computed using the first term of equation (8). Using the FDTD method, we computed the energy-loss spectra for the electron sources with different impact parameters (figure 3). The electron energy is taken as 200 keV. Four distinct modes at \(E = 0.25, 1.00, 1.50\) and 1.70 eV are observed, which are due to localized surface plasmon resonances captured inside the material, forming a nano-resonator. The computed resonance energies are in excellent agreement with the measured ones reported in\(^{4}\). It should be mentioned that the strong peak at zero energy loss masks the plasmon peak at \(E = 0.25\) eV in the experimental data. However, due to the broad plasmonic resonance, the tail of this mode becomes dominant at \(E = 0.9\) eV, and the acquired image could still visualize the intensity profile for this mode.

By gradually increasing the amplitude of the incident laser field from \(A = 0\) to high values, the interaction of the electron with photons changes from a weak-interaction to a
strong-interaction regime. Figure 4 shows the energy dependence of the probability for electrons to lose a quantum of photon energy, at different optical intensities, for two values of delay: $\tau = 0$ and $\tau = 8$ fs. A central energy of 0.97 eV and a polarization along the $\gamma$-axis are considered for the incident optical field. For the temporal variation of the optical beam, a Gaussian function with a temporal duration of 10 fs is assumed. For the spatial distribution, a Gaussian profile with a waist of 1.5 $\mu$m is introduced. The electron trajectory is assumed to be that of position (a) depicted in figure 3. While the electron source can excite different modes of the structure, the intense laser field centered at the excitation energy of 0.97 eV selectively excites the specific resonance centered at that energy, due to its limited energy broadening and polarization. Most importantly, at intensities of the optical beam in between the weak- and strong-interaction regimes, the third term of equation (8) becomes dominant. At $\tau = 0$ (figure 4(a)) the scattered field caused by the electron shows constructive interference with that of the photons, while at $\tau = 8$ fs (figure 4(b)) destructive interference is obvious due to the fast variation of the phase of the laser field, different from that of the electrons. The interference pattern is obtained for peak areal intensities in the optical excitation field between $I_p = 2.4$ and 120 MW cm$^{-2}$. It is noteworthy that this is the range of laser peak powers in which the dominant PINEM field is the single-photon absorption/emission process, as is obvious from figure 16 of [26]. Moreover, this range of powers which can be used for interference microscopy has not been experimentally investigated yet (figure 16 of [26], top). Due to the small bandwidth of the optical pulse introduced here (only 0.07 eV), only a single resonance of the structure at $E = 1$ eV is excited, and the interference fringes are only obvious in the time domain.

Figure 5 shows the EELS spectra for the case of only one photon absorption in time–energy space. Exploration of the time domain has been achieved by changing the delay of the optical
Figure 4. Dynamics of the electron energy-loss spectrum for the electron trajectory as shown in figure 3(a), as a function of laser peak intensity, for two different temporal delays of (a) $\tau = 0$ fs and (b) $\tau = 8$ fs between the electron and laser sources. The laser central energy is at $E = 0.97$ eV and the temporal duration is 10 fs. The color bar is in arbitrary linear units.

beam with respect to the electron source. The reference time is taken at $\tau = 1.6$ fs, which is the estimated arrival time for the incident photons.

The inclination of the temporal interference fringes in the time–energy map is due to the energy-dependent phase-matching criteria for the observed maxima, which is $\angle F_{\text{ele}}^z(\omega) - \angle F_{\text{ph}}^z(\omega) - i\omega\tau = 2n\pi$. At peak laser intensities above $I_p = 40$ GW cm$^{-2}$ the interference fringes disappear because the energy resolution becomes dominated by the line width of the optical pulse, which is $\Delta E = 0.41$ eV. This clearly shows the advantage of interference microscopy: while a short laser pulse of a few cycles can be used for temporal resolution, the interference fringes shown in figure 5(a) are used to compute the resonance position with high energy resolution by measuring the distance between two adjacent maxima. More importantly, the advantage of the EELS technique to probe all the modes of the structure is still present, while the optical pulse is used to increase the energy as well as temporal resolution, provided that fine-tuning of the temporal delays is available with the experimental apparatus. Here, the images are computed by introducing temporal steps $\Delta \tau = 0.2$ fs.

Within this limit, the computed energy of the resonance is 0.99 eV, which is in good agreement with that of figure 3(a). At very high laser intensities (figure 5(d)), a distinction between the dynamic and kinematic photon emission and absorption process [11] is obvious at certain delays, showing an elliptical profile in the time–energy map. Within the region depicted as region I, a strong optical intensity makes the electrons undergo multiple scattering processes leading to both absorption and emission of photons. This process show a saturation effect at the interface of regions I and II. In region II, the electrons show kinematic behavior dominated by single-photon absorption.
Figure 5. Calculated electron energy-loss probability for the electron trajectory as shown in figure 3(a) versus laser delay for peak laser intensities of (a) $I_p = 10 \text{ MW cm}^{-2}$, (b) $I_p = 500 \text{ MW cm}^{-2}$, (c) $I_p = 40 \text{ GW cm}^{-2}$ and (d) $I_p = 260 \text{ GW cm}^{-2}$. The interference fringes at lower laser intensities are related to the dynamics of gaining and losing photons from both the laser field and the scattered field of the electrons, while at higher intensities only the optical field is dominant. Region (I) shown in (d) is due to the dynamic process of the electrons to lose and gain a quantum of photon energy, interactively. In region II the kinematic process is dominant. The color bar is in arbitrary linear units.

Nowadays, it is quite possible to have much shorter light pulses than used in the above calculations. Modern lasers offer ultrashort electromagnetic pulses of a few femtoseconds or even attosecond duration, with spectral bandwidths exceeding one octave. Exploiting these laser sources in spectroscopy can provide ultra-high temporal resolution [37, 43], while its huge bandwidth is beneficial in determining a wide variety of modes, using interference fringes as shown above.

Figure 6 shows the probability spectra when the structure is illuminated with a $y$-polarized optical beam of much shorter duration, only 2 fs duration, at a carrier energy of 0.97 eV, as well as an electron source with the impact parameter depicted in figure 3(a). It is obvious that the interference pattern can be observed at higher laser peak intensities in comparison with the case shown in figure 5. At the laser peak intensity of $I_p = 42 \text{ GW cm}^{-2}$, a clear interference pattern is obvious, as shown in figure 6(a). The interference pattern starts to diminish at $I_p = 42 \text{ GW cm}^{-2}$. The range of the laser pulse in which the interference fringes are observed is 0.16–50 GW cm$^{-2}$. The wide-band spectrum of the laser field introduced here (full-width at half-maximum of 0.33 eV) renders the scattered optical pulse chirped, and the corresponding time–energy map is slightly inclined. Due to the inclination of the phase-space map, the interference fringes become
Figure 6. Calculated electron energy-loss spectra versus laser field temporal delay and photon energy. The structure is illuminated with a 2 fs optical pulse at intensities of (a) $I_p = 1.6 \text{ GW cm}^{-2}$, (b) $I_p = 42 \text{ GW cm}^{-2}$, (c) $I_p = 6.6 \text{ TW cm}^{-2}$ and (d) $I_p = 26 \text{ TW cm}^{-2}$. The scattered optical pulse is chirped, which is because of multiple plasmonic resonances of the structure. Because of the chirping of the optical pulse the interference fringes become visible in the frequency domain. (e) Probability versus energy at a laser intensity of $I_p = 1.3 \text{ GW cm}^{-2}$ and $\tau = 0$ fs which shows the beating of 0.25 eV appearing in the energy domain. (f) Probability versus delay at an energy loss of $E = 1 \text{ eV}$. The color bar is in arbitrary linear units.

visible in the energy domain, as shown in figure 6(e), as well as in the time domain (figure 6(f)). The observation of the interference phenomena in the energy domain is experimentally more convenient, due to the availability of high-resolution spectrometers. The energy-loss spectrum in the time domain is shown in figure 6(f). Since the temporal distance between the adjacent maxima is 4 fs, the delay between the optical and electron pulses should be set at steps smaller than 2 fs, to make the interference fringes experimentally resolvable in the time domain. The energy–time map shown in figure 6(c) is different from the case of a Wigner representation of the Gaussian pulse shown in figure 5(c), which is evident for the chirping of the optical excitation. For the very high laser peak intensity of $I_p = 26 \text{ TW cm}^{-2}$, the dynamic and kinematic processes for the electron–photon interactions are visible (figure 6(d)).

The longitudinal broadening of the electron wave function considered in the previously mentioned investigations was $W_z' = 10 \text{ nm}$, which corresponds to a temporal broadening of $W_z'/V_{\text{el}} \simeq 48 \text{ as}$. In order to observe the interference fringes, the longitudinal broadening of the electron wave function should be $W_z' < \pi V_{\text{el}}/\omega_{\text{ph}}$. For the plasmonic resonance at an energy of 1 eV, that would be equal to $W_{z,\text{max}}' = 431 \text{ nm}$. Figure 7 shows the computed electron energy-loss spectra for the case of an optical pulse duration of 5 fs, a peak intensity of $I_p = 24 \text{ GW cm}^{-2}$, and different longitudinal broadenings for the incident electron pulse. For $W_z' = 50 \text{ nm}$, the interference fringes are well visible, while they start to blur at larger values of $W_z'$ and become hardly observable at broadenings larger than $W_z' = 430 \text{ nm}$.
Figure 7. Calculated electron energy-loss spectra versus laser field temporal delay and photon energy for a 5 fs optical pulse illuminating the structure at an intensity of $I_p = 24 \text{ GW cm}^{-2}$, and the electron pulse with the kinematic energy of 200 keV, and the longitudinal broadenings of (a) $W'_z = 50 \text{ nm}$, (b) $W'_z = 100 \text{ nm}$, (c) $W'_z = 200 \text{ nm}$ and (d) $W'_z = 430 \text{ nm}$. The color bar is in arbitrary linear units.

Although attention was mainly paid to the linear electron–photon interaction, nonlinear photon emission and absorption also lead to interference fringes centered at multiples of the incident plasmonic resonant energy of the sample. Figure 8 shows the overall computed electron energy-loss spectra for the case of $W_s = 5 \text{ fs}$, $W'_z = 20 \text{ nm}$, and laser peak intensities of $I_p = 2.65, 66.4$ and $265 \text{ GW cm}^{-2}$, depicted in figures 8(a)–(c), respectively. For the computed EELS spectra, the contribution of the nonlinear photon emissions up to $n = 3$ has been considered. As is obvious from this figure, due to the relatively small broadening of the optical pulse at the resonant energy, the presence of nonlinear electron–photon interactions does not affect the visibility of the interference fringes at the first harmonic.

The reported interference phenomenon depends on the longitudinal broadening of the electron wave function, and of course, as for any other interference phenomenon, the visibility of the interference fringes depends not only on the auto-correlation functions of the electron pulses and the photon pulses, but also on the mutual correlation function of the electron and photon wave functions. Thus the visibility of the interference fringes, if observable in the experiment, can unveil the mutual coherence of the incident photons and electrons.

So far the interaction of electrons and photons has been shown only for the electron trajectory as depicted in figure 2(a). In the supplementary material, the formation of the interference fringes is provided for the other electron trajectories as well. Supplementary figure 1 (available from stacks.iop.org/NJP/15/053013/mmedia) shows the case of the electrons passing from the corner, while supplementary figure 2 (available from...
Figure 8. Calculated electron energy-loss spectra versus laser field temporal delay and photon energy for the longitudinal broadening of the electron wave function equal to \( W_z' = 20 \) nm and a 5 fs optical pulse illuminating the structure at a peak intensity of (a) \( I_p = 2.65 \) GW cm\(^{-2}\), (b) \( I_p = 66.4 \) GW cm\(^{-2}\) and (c) \( I_p = 265 \) GW cm\(^{-2}\). The color bar is in arbitrary linear units.

stacks.iop.org/NJP/15/053013/mmedia) shows the case of the electrons passing through the center of the nanoparticle. For the latter case the electron source cannot interact with the eigenmode at \( E = 1 \) eV, so the laser excitation at \( E = 1 \) eV is considered as a slightly detuned optical field to interact with the electrons.

4. Conclusion

In this paper, we have demonstrated a systematic investigation of the optical intensities in the context of photon-induced electron energy-loss spectroscopy, by means of a superposition algorithm. While at lower intensities we can explore different modal energies of the nanostructures, by a deliberate tuning of the intensity of the optical beams an interference pattern appears in energy loss spectra in the phase space (energy–time), which is clear evidence of the constructive and destructive interference of the scattered photons from the matter, due to the electron and photon pulses. The reported interference maps in the time–energy space unveil the possibility to acquire the dynamics of the electromagnetic modes, allowing for high spatial, high temporal and high energy resolutions. Moreover, the interference patterns hint at
the exploitation of time–energy maps for the phase recovery of the electron wave packet relative to the phase of the optical wave, at huge energy bands in the optical domain.

Acknowledgments

NT gratefully acknowledges the Alexander von Humboldt Foundation for financial support and Professor A Zewail for helpful discussions. The research leading to these results has received funding from the European Union Seventh Framework Programme (FP7/2007-2013) under grant agreement no. 312483 (ESTEEM2).

References

[1] Egerton R F 2009 Electron energy-loss spectroscopy in the TEM Rep. Prog. Phys. 72 016502
[2] Garcia de Abajo F J 2010 Optical excitations in electron microscopy Rev. Mod. Phys. 82 209–75
[3] Ögüt B, Talebi N, Vogelgesang R, Sigle W and van Aken P A 2012 Toroidal plasmonic eigenmodes in oligomer nanocavities for the visible Nano Lett. 12 5239–44
[4] Talebi N, Sigle W, Vogelgesang R, Koch C T, Fernandez-Lopez C, Liz-Marzan L M, Ögüt B, Rohm M and van Aken P A 2012 Breaking the mode degeneracy of surface plasmon resonances in a triangular system Langmuir 28 8867–73
[5] Nelayah J, Kociak M, Stephan O, Garcia de Abajo F J, Tence M, Henrard L, Taverna D, Pastoriza-Santos I, Liz-Marzan L M and Colliex C 2007 Mapping surface plasmons on a single metallic nanoparticle Nature Phys. 3 348–53
[6] Egerton R F 2007 Limits to the spatial, energy and momentum resolution of electron energy-loss spectroscopy Ultramicroscopy 107 575–86
[7] Nicoletti O, Wubs M, Mortensen N A, Sigle W, van Aken P A and Midgley P A 2011 Surface plasmon modes of a single silver nanorod: an electron energy loss study Opt. Express 19 15371–9
[8] Vogelgesang R and Dmitriev A 2010 Real-space imaging of nanoplasmonic resonances Analyst 135 1175–81
[9] Chu M-W, Myroshnychenko V, Chen C H, Deng J-P, Mou C-Y and Javier Garcia de Abajo F 2009 Probing bright and dark surface-plasmon modes in individual and coupled noble metal nanoparticles using an electron beam Nano Lett. 9 399–404
[10] Ögüt B, Vogelgesang R, Sigle W, Talebi N, Koch C T and van Aken P A 2011 Hybridized metal slit eigenmodes as an illustration of Babinet’s principle ACS Nano 5 6701–6
[11] Yurtsever A, van der Veen R M and Zewail A H 2012 Subparticle ultrafast spectrum imaging in 4D electron microscopy Science 335 59–64
[12] Yurtsever A, Baskin J S and Zewail A H 2012 Entangled nanoparticles: discovery by visualization in 4D electron microscopy Nano Lett. 12 5027–32
[13] Barwick B, Flannigan D J and Zewail A H 2009 Photon-induced near-field electron microscopy Nature 462 902–6
[14] Zewail A H 2010 Four-dimensional electron microscopy Science 328 187–93
[15] Zewail A H 2005 Diffraction, crystallography and microscopy beyond three dimensions: structural dynamics in space and time Phil. Trans. R. Soc. 363 315–29
[16] Yurtsever A and Zewail A H 2012 Direct visualization of near-fields innanoplasmonics and nanophotonics Nano Lett. 12 3334–8
[17] Zewail A H 2006 4D ultrafast electron diffraction, crystallography and microscopy Annu. Rev. Phys. Chem. 65 65–103
[18] Ropers C, Solli D R, Schulz C P, Lienau C and Elsaesser T 2007 Localized multiphoton emission of femtosecond electron pulses from metal nanotips Phys. Rev. Lett. 98 043907
[19] Hommelhoff P, Sortais Y, Aghajani-Talesh A and Kasevich M A 2006 Field emission tip as a nanometer source of free electron femtosecond pulses Phys. Rev. Lett. 96 077401

New Journal of Physics 15 (2013) 053013 (http://www.njp.org/)
[20] Yanagisawa H, Hafner C, Dona P, Klockner M, Leuenberger D, Greber T, Hengsberger M and Osterwalder J 2009 Optical control of field-emission sites by femtosecond laser pulses Phys. Rev. Lett. 103 257603
[21] Yanagisawa H, Hengsberger M, Leuenberger D, Klockner M, Hafner C, Greber T and Osterwalder J 2011 Energy distribution curves of ultrafast laser-induced field emission and their implications for electron dynamics Phys. Rev. Lett. 107 087601
[22] Baum P and Zewail A H 2009 4D attosecond imaging with free electrons: diffraction methods and potential applications Chem. Phys. 366 2–8
[23] Baum P and Zewail A H 2007 Attosecond electron pulses for 4D diffraction and microscopy Proc. Natl Acad. Sci. USA 104 18409–14
[24] Hilbert S A, Uiterwaal C, Barwick B, Batelaan H and Zewail A H 2009 Temporal lenses for attosecond and femtosecond electron pulses Proc. Natl Acad. Sci. USA 106 10558–63
[25] Hansen P, Baumgarten C, Batelaan H and Centurion M 2012 Dispersion compensation for attosecond electron pulses Appl. Phys. Lett. 101 083501
[26] Park S T, Lin M M and Zewail A H 2010 Photon-induced near-field electron microscopy (PINEM): theoretical and experimental New J. Phys. 12 123028
[27] Park S T, Kwon O-H and Zewail A H 2012 Chirped imaging pulses in four-dimensional electron microscopy: femtosecond pulse hole burning New J. Phys. 14 053046
[28] Howie A 2011 Photon interactions for electron microscopy applications Eur. Phys. J. 54 33502
[29] de Abajo F J G, Asenjo-Garcia A and Kociak M 2010 Multiphoton absorption and emission by interaction of swift electrons with evanescent light fields Nano Lett. 10 1859–63
[30] de Abajo F J G and Kociak M 2008 Electron energy-gain spectroscopy New J. Phys. 10 073035
[31] Aizpurua J, Rivacoba A and Apell S P 1996 Electron-energy losses in hemispherical targets Phys. Rev. B 54 2901–9
[32] de Abajo F J G and Aizpurua J 1997 Numerical simulation of electron energy loss near inhomogeneous dielectrics Phys. Rev. B 56 15873–84
[33] Talebi N, Vogelgesang R and van Aken P A 2012 Method for calculation of electron-energy-loss/gain spectra using a superposition approach Patent pending
[34] Verboncoeur J P 2005 Particle simulation of plasmas: review and advances Plasma Phys. Control F 47 A231–60
[35] Walmsley I A and Dorrer C 2009 Characterization of ultrashort electromagnetic pulses Adv. Opt. Photon. 1 308–437
[36] Stibenz G, Ropers C, Lienau C, Warmuth C, Wyatt A S, Walmsley I A and Steinmeyer G 2006 Advanced methods for the characterization of few-cycle light pulses: a comparison Appl. Phys. B 83 511–9
[37] Ropers C, Elsaesser T, Cerullo G, Zavelani-Rossi M and Lienau C 2007 Ultrafast optical excitations of metallic nanostructures: from light confinement to a novel electron source New J. Phys. 9 397
[38] Vasa P, Ropers C, Pomraenke R and Lienau C 2009 Ultra-fast nano-optics Laser Photon. Rev. 3 483–507
[39] Geuquet N and Henrard L 2010 EELS and optical response of a noble metal nanoparticle in the frame of a discrete dipole approximation Ultramicroscopy 110 1075–80
[40] Etchegoin P G, Le Ru E C and Meyer M 2006 An analytic model for the optical properties of gold J. Chem. Phys. 125 164705
[41] Gu L, Sigle W, Koch C T, Ögün B, van Aken P A, Talebi N, Vogelgesang R, Mu J L, Wen X G and Mao J 2011 Resonant wedge-plasmon modes in single-crystalline gold nanoplatelets Phys. Rev. B 83 195433
[42] Johnson P B and Christy R W 1972 Optical constants of the noble metals Phys. Rev. B 6 4370–9
[43] Dudovich N, Oron D and Silberberg Y 2002 Single-pulse coherently controlled nonlinear Raman spectroscopy and microscopy Nature 418 512–4