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ABSTRACT
Advertising expenditures have become the major source of revenue for e-commerce platforms. Providing good advertising experiences for advertisers by reducing their costs of trial and error in discovering the optimal advertising strategies is crucial for the long-term prosperity of online advertising. To achieve this goal, the advertising platform needs to identify the advertiser's optimization objectives, and then recommend the corresponding strategies to fulfill the objectives. In this work, we first deploy a prototype of strategy recommender system on Taobao display advertising platform, which indeed increases the advertisers' performance and the platform's revenue, indicating the effectiveness of strategy recommendation for online advertising. We further augment this prototype system by explicitly learning the advertisers' preferences across various advertising performance indicators and then optimization objectives through their adoptions of different recommending advertising strategies. We use contextual bandit algorithms to efficiently learn the advertisers' preferences and maximize the recommendation adoption, simultaneously. Simulation experiments based on Taobao online bidding data show that the designed algorithms can effectively optimize the strategy adoption rate of advertisers.
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1 INTRODUCTION
With the rapid development of the Internet, online e-commerce platforms, such as Amazon [19], eBay [29], and Taobao [42], have become the major venues for people to buy and sell products. E-commerce advertising is a critical marketing tool for advertisers to efficiently deliver their products to potential buyers, and the revenue from advertising has become the major source of income for e-commerce platforms [6, 7, 9, 17]. Thus, providing good advertising experiences for advertisers is crucial to the long-term prosperity of online advertising. It is highly necessary for platforms to fully understand the optimization objectives of advertisers, and launch advertising services to fulfill them.

As a representative e-commerce advertising platform, Taobao has established an advanced online advertising system with various intelligent services to decide the display of tens of millions of online ads. For the advertisers’ side, in addition to traditional manual bidding, the Taobao display advertising system also provides auto-bidding services, such as Budget Constraint Bidding (BCB) and Multiple Constraint Bidding (MCB), to help advertisers fulfill their advertising objectives in a cost-efficient way. Since the performance achieved by the intelligent advertising strategies highly depends on the preset optimization objectives, the platform would like to first identify the advertisers’ preference for various advertising performance. The current launching process of an ad campaign shown in Figure 1 contains three steps: (1) Choosing an optimization objective, such as the number of clicks, gross merchandise volume (GMV), etc. (2) Selecting the targeted users. (3) Choosing manual bidding or auto-bidding services. However, such a self-service launching process would introduce some obstacles due to the information asymmetry between advertisers and the
There are no available public data set yet for training the model ing performance and the platform’s revenue. We further augment the prototype system can indeed increase the advertiser’s advertis- and select the targeted users. Online evaluations demonstrate that ex- pend her advertising cost immediately.

Objective, because the advertiser’s adoption of new strategies would explore an advertiser’s advertising ob- tive system to explore an advertiser’s underlying preference at the same time, we consider the recommended strategies as bandits and the advertiser’s strategy adoption as the environmental feedback, and leverage the tech- niques from contextual bandit to solve this problem.

We summarize the contributions of this work as follows:

• To the best of our knowledge, we are the first to investigate the problem of advertising strategy recommendation for online advertising. We define the objective of an advertiser is to maximize a linear combination of multiple performance indicators, where the weight for each performance indicator is considered as the advertiser’s preference. We recommend the advertising strategies associated with the predicted performance, and use advertisers’ adoption behaviors as signals to infer their preferences.

• To efficiently recommend advertising strategies, we should exploit the existing information to optimize the advertiser’s adoption rate and properly explore the advertiser’s underlying preference at the same time. We model this explore-and-exploit process as a con- textual bandit problem: we regard the recommending advertising strategies as the actions and the advertisers’ adoption behaviors as the rewards. We also use the Dropout technique to make a efficient trade-off between exploration and exploitation.

• We deploy a prototype system recommending bid prices and target- ed users to advertisers on the Taobao display advertising platform. The online A/B test demonstrates the effectiveness of recommending advertising strategies for advertisers, increasing the advertiser’s performance and the platform’s revenue. We build an offline simulation environment based on Taobao online advertising bidding data, and conduct a series of experiments. The experiment results show that the strategy recommender system we design can effectively learn the advertisers’ preferences and improve the recommendation adoption rate of advertisers.

The rest of the paper is organized as follows: In Section 2, we introduce related works about user-side recommender systems and real-time bidding algorithms. In Section 3, we introduce the prototype recommender system deployed in Taobao’s advertising platform and the new strategy recommender system designed based on the prototype system. In Section 4, the learning algorithm of the new strategy recommender system is illustrated. The experimental results are given in Section 5. We conclude the work in Section 6.

An intuitive approach to implement an advertiser-side recom- mender system is to borrow ideas from the extensive works in user- side recommender system, which focuses on the matching between products and users [4, 5, 10, 41, 43]. However, simply adopting these approaches to the advertiser-side recommendation would encounter several new challenges: (1) User-side recommendation applies standard supervised learning methods based on users’ click or purchase behaviors, which are the direct and explicit signals for users to express their interests and preferences. While in the current advertising platforms, due to the lack of efficient and accu- rate estimation for advertising performance, the platforms do not provide the predicted performance of recommended strategies, and thus advertisers cannot express their preferences for advertising performance. (2) Most models on the user-side recommendation are based on a discrete corpus, that is the product library. How- ever, on the advertiser-side, the corpus is often seen as a complex high-dimensional continuous space, which represents the poten- tial performance results from different advertising strategies. (3) There are no available public data set yet for training the model of recommender systems for advertisers. It is also expensive for the recommender system to explore an advertiser’s advertising ob- jective, because the advertiser’s adoption of new strategies would expend her advertising cost immediately.

To overcome the above challenges, we first design a prototype recommender system to help advertisers optimize their bid prices and select the targeted users. Online evaluations demonstrate that the prototype system can indeed increase the advertiser’s advertising performance and the platform’s revenue. We further augment

Figure 1: The advertising process in Taobao display advertis- ing platform.
2 RELATED WORK

2.1 Recommender System

In recent years, the recommendation problem has been extensively studied in both academia and industry, and different types of recommender systems have been deployed in various scenarios [4, 5, 10, 41, 43]. The recommender systems resolve the problem of information overload: help users discover useful information quickly and provide personalized services [22]. Several approaches, such as collaborative filtering [30, 31], content-based filtering [20, 27] and hybrid filtering [1], have been widely used in designing recommender systems. Collaborative filtering leverages the correlation between products to do recommendation. Content-based filtering recommends products to users based on their similarity, which is extracted from the user’s historical choices, user profiles and product information. Hybrid filtering combines collaborative filtering and content-based filtering to improve the accuracy of recommendations.

Although extensive studies have been done on the user-product recommendation, there are two main differences between the user-side recommendation and the advertiser-side recommendation. First, user-product recommendations are usually based on a unified product library for feature extraction and correlation analysis. However, in the advertiser-side recommendation, the recommended product is an abstract advertising strategy (such as bidding strategy), which is hard to analyze simply through feature extraction. Second, advertiser-side recommendations should not only solve the problem of information overload but also help advertisers optimize their advertising performance, achieving the promised performance of the recommended strategies. Therefore, we need to jointly consider the advertising strategy recommendation and advertising objectives optimization, which is related to real-time bidding.

2.2 Real-Time Bidding

In the real-time bidding scenario, researchers have conducted an in-depth study on the problem of auto-bidding to optimize certain optimization objectives [24, 28, 40]. Designing a real-time bidding algorithm is formulated as an online optimization problem with an optimization goal, e.g. maximize GMV under the budget constraint [35, 39]. Zhang et al. proposed an offline optimal bidding strategy by bidding \( \frac{v}{2} \) for each impression under the second-price auction mechanism, where \( v \) is the value of the impression, and \( \lambda \) is a fixed parameter determined by the environment [37]. Wu et al. further applied a model-free reinforcement learning method to adjust the \( \lambda \) in an online manner, aiming to pace the spend of the budget within the real-time environment [35]. The subsequent research efforts attempted to extend the single objective and single constraint to the setting with various optimization goals under multiple constraints [15, 36, 38]. Zhang et al. used feedback control methods to adjust bidding based on real-time performance, and satisfied auction winning rate and pay per click (PPC) constraints [38]. Yang et al. formulated the GMV optimization problem with budget and PPC constraints as an online linear programming problem [36].

Based on the extensive work about real-time bidding, the auto-bidding tools provided by the platform can well handle the optimization problem as long as the objectives are known in advance. However, in a display advertising system, advertisers often have a variety of specific objectives for different ads at different marketing phases, leading to different optimization goals. For example, advertisers would like to maximize the amount of impressions for new products, and maximize the GMV of the product in promotional sessions. However, there still does not exist effective ways for the advertising platforms to figure out the advertiser’s advertising objectives. This significantly degrades the performance of the real-time bidding algorithms.

3 SYSTEM DESIGN

In this section, we first illustrate our currently deployed advertising strategies recommender system for advertisers, and formally define the advertisers’ preference and optimization goals. We then introduce our extensions for this prototype system. Finally, we formulate the problem of advertising strategy recommendation as the contextual bandit, and provide efficient solutions to solve it.

3.1 Prototype Recommender System

To reduce the expensive trial and error costs for advertisers to look for optimal advertising strategies, and explore potential marketing opportunities, we have already deployed a recommender system on the Taobao display advertising platform as shown in Figure 2. The system consists of two components: a bid optimization module and a targeted user optimization module. The bid optimization module recommends bids for advertiser based on her selected targeted users and the pre-defined optimization goal, and the targeted user optimization module explores potential users for the advertiser. The prediction ability of the system is supported by the ad auction simulator, which estimates the advertising performance of possible strategies using the advertiser’s historical bidding logs through conducting simulated auctions.

Bid Optimization Module. To search for high-quality bids for a certain type of targeted users, the bid optimization module first samples some candidate bids, predicts the advertising performance of these bids through the ad auction simulator. The module ranks these candidate bids by some rule, such as the relative increment on CTR (or CVR) compared with the average CTR (or CVR) of the historical adopted bidding strategies. The module lists the top-K bidding strategies associated with some other information, such as historical advertising performance, current bids and predicted advertising performance.

Targeted User Optimization Module. This module explores potential users for advertisers. It first merges similar types of users
in a proper way, such as the users selected by advertisers belong to the same product category. The module calculates the average historical KPIs of these merged users, ranks them based on some performance indicators (e.g. CTR, PPC, CVR, GMV). For each ad campaign, the top-K targeted users would be recommended, and the predicted number of unique visitors for the ad campaign covered by these targeted users would also be shown.

The prototype recommender system increases the ad platform’s Average Revenue per User (ARPU) by 1.2% in the online A/B test in May 2020. The implementations of the system, experimental settings, and results of the online evaluations are shown in Section 5.1. The currently deployed system is still in the infant stage: (1) The system ranks the candidate advertising strategies based on some deterministic metrics (i.e. relative increment in some KPIs or a fixed weighted average over KPIs). However, advertisers have various advertising preferences and objectives over the advertising performance, and ranking recommended strategies based on this information would improve the adoption rate and provide personalized advertising experiences for advertisers. (2) The current system gives recommendations based on a fixed bid price. We observe that the advertisers care more about the performance of the advertising strategy, instead of the specific contents of the strategy, such as the bid for each auction. We argue that the strategy recommender system for advertisers should focus on the advertising performance.

3.2 Advertising Strategy Recommender System

To further augment the current prototype system, we first formulate the problem of strategy recommendation, and then we design a new recommender system based on the formulation. We define the performance of an ad campaign as: $v = [v_1, v_2, \cdots, v_n]^T$, where $n$ represents the number of KPIs, and $v_i$ represents the value of the $i$-th KPI. Since advertisers have different preferences over different KPIs, we define the advertiser’s preference as a weight vector: $w = [w_1, w_2, \cdots, w_n]^T$, where $w_i$ is the weight for the $i$-th KPI. For a specific ad campaign, suppose that the advertiser’s preference is $w^*$, and the corresponding optimization objective of the advertiser is $w^*^T \cdot v$, which is a weighted sum of advertising performance. By defining $\Pi$ as the advertiser’s bidding strategy, for the advertiser with the preference vector $w^*$, recommending the optimal bidding strategy $\Pi_{w^*}$ is to solve the following optimization problem:

$$\Pi_{w^*} = \arg \max_{\Pi} w^*^T \cdot v_{\Pi},$$

where $v_{\Pi}$ is the advertising performance that the bidding strategy $\Pi$ can achieve. To solve optimization problem in (1), an intuitive solution is to use some real-time bidding algorithms [3, 35, 38, 39] with the preference vector $w^*$. Therefore, the preference vector $w^*$ guides the advertising platform to obtain the most satisfactory advertising strategies and performance for advertisers. However, due to the information asymmetry between the platform and advertisers, we cannot directly know the vector $w^*$.

To overcome the above obstacles, we design a new recommender system framework shown in Figure 3 to learn about the advertisers’ preference and then the optimization objective based on the interaction between advertisers and the recommender system. For each request of advertising strategy recommendation from advertisers, the recommender system processes as follows: (1) The recommendation module receives the request from an advertiser and obtains her ad campaigns’ information. (2) The recommendation module generates an estimated preference vector $w$, which is sent, together with the constraint information such as the ad campaign’s remaining budget, to the bidding module. The recommendation module inquires about the potential advertising performance for this preference vector. (3) The bidding module generates the optimal bidding strategy $\Pi_w$ based on the estimated preference vector and constraint(s), and returns the predicted advertising performance under this bidding strategy, $v_{\Pi_w} = [v_1, v_2, \cdots, v_n]^T$ to the recommendation module. (4) The recommendation module displays the bidding strategy $\Pi_w$ and the corresponding advertising performance $v_{\Pi_w}$ to the advertiser, which is easier to understand than only recommending the bidding strategy. (5) The advertiser chooses to adopt the recommending strategy or not by checking the advertising performance, and the recommendation module collects the feedback from the advertiser. At the same time, once the advertiser adopts a recommendation, the bidding module would conduct the real-time bidding algorithm based on the recommended strategy, to fulfill the promised advertising performance. (6) The bidding module sends the realized advertising performance to the advertisers.

According to the above recommendation process, when the platform makes a bidding strategy recommendation to the advertiser, the advertiser would adopt the strategy if she is satisfied with the expected performance of the strategy; otherwise, the advertiser would reject. The adoption behaviors reflect advertisers’ preferences and interests in the recommended advertising strategy and the associated performance. By efficiently learn the advertiser’s preference, the platform can maximize the adoption rate. However, for a newly developed recommender system, a significant number of advertisers are likely to be entirely new without any historical adoption record, which is known as a cold-start problem [26]. Thus, it is necessary to explore the advertisers’ preferences in a continuous space for new advertisers. In the advertising platform, acquiring such information need to evaluate the advertisers’ responses to different advertising strategies, which could be expensive and might reduce the advertiser’s satisfaction in the short term. Hence, this raises the problem of balancing two competing goals: maximizing the advertiser’s satisfaction in the short term, and gathering information about advertiser’s preference for the long-term development of the recommender system.
The above problem of the trade-off between two competing goals can be formulated as a feature-based exploitation/exploration process. Specifically, in this work, we leverage the technique from contextual bandit, where an agent recommends the advertising strategy sequentially based on the contextual information of the ad campaigns while adapting its action selection strategy simultaneously based on the advertisers’ feedback. We illustrate our modeling in detail in the next subsection.

3.3 Contextual Bandit Modeling

In this subsection, we formulate the contextual bandit problem to model the advertising strategy recommendation. We formally define the notions of agent, state, action and reward in the context of strategy recommendation. The agent is the strategy recommender system, and all advertisers visiting the system constitute the environment. When an advertiser enters the recommender system, the agent needs to estimate an appropriate preference vector \( \mathbf{w} \) for each of the advertiser’s ad campaigns based on the advertiser’s information and historical behaviors of strategy adoption observed by the agent. With the advertiser’s preference vector, we can derive the optimal bidding strategy and the corresponding advertising performance through the ad auction simulator. Then, for each ad campaign, the agent displays the recommended bidding strategy and estimated advertising performance to the advertiser. The advertiser’s adoption behavior (adopt or reject the recommendation) can be regarded as the reward of the environment to the agent. We summarize the state \( S \), action \( A \), and reward \( R \) of the contextual bandit problem as follows:

1. Status \( S \): Information related to the ad campaign that the platform can observe, such as the ad campaign’s information, the advertiser’s historical adoption-related information and etc. We use a feature vector \( \mathbf{x} \) to represent the state \( S \).
2. Action \( A \): Estimating the advertiser’s preference vector \( \mathbf{w} \). The agent obtains the (estimated) optimal bidding strategy and the corresponding advertising performance, by sending the constraint information in the state \( \mathbf{x} \) and the preference vector \( \mathbf{w} \) to the bidding module.
3. Reward \( R \): We set the reward to be 1 when the advertiser adopts the recommended advertising strategy; otherwise, the reward is 0. The expected reward \( R(S, A) \) represents the expected adoption rate under state \( S \) and action \( A \). That is the reward of the action is the advertiser’s adoption feedback, and we need to maximize the reward by recommending the strategy most likely to be adopted by the advertiser.

Based on the above modeling, the agent continuously recommends strategies for visiting advertisers. We number the discrete recommendation rounds as \( t = 1, 2, 3, \ldots \). In the \( t \)-th round, the contextual bandit algorithm works as follows:

1. The agent observes the feature vector \( \mathbf{x}_t \) of the current ad campaign.
2. Based on \( \mathbf{x}_t \), the agent predicts a preference vector \( \mathbf{w}_t \), and sends the constraint information in \( \mathbf{x}_t \) together with \( \mathbf{w}_t \) to the bidding module, which performs the simulated bidding and returns the result \( r_t \). Then the agent recommends \( r_t \) to the advertiser and gets the reward \( r_t \).

(3) The observation of the current round \((\mathbf{x}_t, w_t, r_t, r_t, w_t)\) is used to help the agent make its future decision.

In the above process, the T-trial Payoff for \( T \) rounds recommendations is \( \sum_{t=1}^{T} r_t \). Similarly, we define the Optimal Expected T-trial Payoff as \( E \left[ \sum_{t=1}^{T} r_t \right] \), where the preference vector \( w_t^* \) is the true preference of the advertiser in the \( t \)-th round, and the optimal bidding strategy based on \( w_t^* \) would get the maximum advertising performance for advertisers. Our goal is to maximize the Expected T-trial Payoff or equivalently, we can also regard the goal as minimizing the Expected T-trial Regret \( R(T) \) for \( T \) rounds recommendations as follows:

\[
R(T) \overset{\text{def}}{=} E \left[ \sum_{t=1}^{T} r_t \right] - E \left[ \sum_{t=1}^{T} r_t \right].
\]  

The Expected T-trial Regret \( R(T) \) can be interpreted as the gap between the expected adoption amount of the optimal recommendation strategy and our designed recommendation strategy under \( T \) rounds of recommendations, and \( \frac{R(T)}{T} \) is the gap between the expected adoption rate of the optimal recommendation strategy and the actual recommendation strategy.

4 ALGORITHM DESIGN

In the classic contextual bandit algorithm, the agent chooses to pull the arms based on some strategies to jointly learn the expected reward of each arm and the accumulated reward of the selected arms over a period. In the classic contextual bandit, the number of possible actions is usually discrete and finite, while the action space (the possible values of the preference vector) in advertising strategy recommendation is a high-dimensional continuous space. Furthermore, for each preference vector, it is also time consuming to solve a large scale of linear programming to obtain the bidding strategy and the advertising performance in the ad auction simulator. With regard to this issue, we cannot output each action’s estimated reward at the same time, which makes it difficult to directly apply the existing bandit algorithms such as \( \epsilon \)-greedy or upper confidence bound [16]. To solve the above problem, we divide the reward learning process into two steps: (1) Choosing the action based on the observed information. (2) Establishing the relation between (the estimated bidding strategy and the advertising performance) and the advertiser’s adoption rate.

We first build the connection between the advertiser information and the advertising preference. More specifically, based on the action selection strategy, we obtain the preference vector \( \mathbf{w} \) under the state \( S \) that the platform can observe as:

\[
\mathbf{w} = f(\mathbf{x}) = f(\text{advertiser behaviors, ad profile, scenario, etc.}),
\]

where the function \( f \) is a mapping between the environmental state \( S \) and the preference vector \( \mathbf{w} \), the input \( \mathbf{x} \) of \( f \) is the representation of the state \( S \), and the output of the network is \( \mathbf{w} \). We use a multi-layer perceptron model (MLP) to build such a mapping. The label of the neural network (i.e. the reward of the action) is the adoption
behavior of the advertiser. We recall that \( \mathbf{v} \) is the advertising performance under the preference vector \( \mathbf{w} \), and the value of \( \mathbf{w}^\top \cdot \mathbf{v} \) is the utility that the advertiser can obtain. Since the advertiser’s adoption rate is positively correlated with \( \mathbf{w}^\top \cdot \mathbf{v} \), we model the relation of \( \mathbf{w}^\top \cdot \mathbf{v} \) and the adoption rate as follows:

\[
p(\text{Adopt}) = \sigma(\mathbf{w}^\top \cdot \mathbf{v}),
\]

where \( \sigma \) is the sigmoid function, and the advertising performance \( \mathbf{v} \) based on \( \mathbf{w} \) is also part of the model input. In practice, advertising performance \( \mathbf{v} \) could be normalized by the advertiser’s budget since we are only interested in the relative value in \( \mathbf{v} \) and \( \mathbf{w} \).

Based on the above discussion, the estimation of the action value (the preference vector \( \mathbf{w} \)) of the network can be updated through gradient descent. For each iteration, the model first observes the environmental feature \( \mathbf{x} \) and estimates the preference \( \mathbf{w} \), predicts the advertising performance \( \mathbf{v} \) according to \( \mathbf{w} \), and calculates the adoption rate \( p(\mathbf{x}, \mathbf{v}) \). Then, we update the parameters of the model through the following loss function:

\[
L = -\frac{1}{N} \sum_{(\mathbf{x}, \mathbf{y}) \in \mathcal{D}} (y \times \log p(\mathbf{x}, \mathbf{v}) + (1 - y) \times \log(1 - p(\mathbf{x}, \mathbf{v}))),
\]

where the set \( \mathcal{D} \) is the data set of size \( N \) in this update iteration, and the label \( y \) is the advertiser’s realized adoption behavior.

**Action selection strategy.** In the context of advertising strategy recommendation, exploration means recommending strategies based on new possible preference vectors to explore the potential interests of advertisers, and exploitation means recommending corresponding strategies based on the currently learned preference vector \( \mathbf{w} \), which is the output of the model. Thompson Sampling is one of the efficient ways to make the trade-off between the exploitation and exploration [34]. Generally speaking, Thompson Sampling requires Bayesian processing of model parameters. In each step, Thompson Sampling samples a new set of model parameters, and then selects the preference vector based on the model with the sampling parameters. This can be seen as a kind of random hypothesis test: the more likely parameters are sampled more frequently and thus be rejected or adopted more quickly. Specifically, the process of Thompson Sampling is as follows:

(1) Sampling a new set of parameters for the model.

(2) Selecting the preference vector with the highest expected reward based on the model with the sampling parameters.

(3) Updating the model and going back to (1).

Performing Thompson Sampling in a neural network needs to describe the uncertainty of the network. Bayesian models [2, 23, 25] offer a mathematically grounded framework to represent the uncertainty of the models, but usually, come with a prohibitive computational cost [8]. Dropout, a simple yet effective way to avoid neural networks from overfitting [33], is proved to be a Bayesian approximation representing the uncertainty of the deep learning model [8]. Inspired by the above discussion, we apply Dropout in neural networks to balance exploration and exploitation in our recommendation problem.

### 5 EXPERIMENTS

In this section, we first evaluate our prototype recommender system through online evaluations, and then build a simulation environment to conduct extensive simulated evaluations of the proposed advertising strategy recommendation methods. We summarize our experimental results as follows: (1) The online evaluations demonstrate the potential benefits of introducing advertising strategy recommendation toward advertisers. The recommender system not only optimizes the advertiser’s advertising performance but also increases the revenue of the platform. (2) The designed neural network is effective in the advertiser adoption rate optimization, which depends on the accurate prediction of advertiser preferences. (3) The Dropout trick can efficiently weigh the pros and cons between exploiting the existing preference information and exploring the potential preferences of advertisers. (4) We verify the generalization ability of the bandit algorithm through ablation studies.

#### 5.1 Online Evaluations

**System Implementation.** We have deployed our prototype recommender system mentioned in Section 3.1 in the Taobao display advertising platform since February 2020. The detailed implementation of the system includes three main components: First, we maintain two individual databases for the bid optimization module and the targeted user optimization module, which store recommended items (e.g. targeted users and corresponding bids) for different ads. The recommended items in the two databases are updated daily. Second, we implement a ad auction simulator, which uses advertisers’ bidding logs sampled from online auctions to predict the advertising performance using a specific bidding strategy with certain optimization objectives and constraints. Finally, we maintain a database that stores the realized advertising performance of the advertisers.

When an advertiser issues a request of strategy recommendation, the recommender system selects the recommended strategies based on the bandit algorithm, and predicts the advertising performance of these strategies using the ad auction simulator. Then the system ranks the recommended strategies based on some rules on the advertising performance and shows the top-K recommendations to the advertiser, together with the corresponding advertising performance. Once the advertiser adopts some recommendations, the system would carry out the adopted recommended strategy immediately.

**Evaluation Results.** In our online experiment between 2020-05-14 and 2020-05-27, we carefully select advertisers with the same consumption level based on their historical Average Revenue per User.
(ARPU), the daily cost of advertisers in our experiments constitutes about 30% of the total daily cost of all the advertisers in the platform. It is worth to note that none of the advertisers in our experiment had used the recommender system before 2020-05-14. In the A/B test, half of the advertisers using the recommender system in the evaluation period form the test group, and the other half forms the control group. The average open rate of the bid optimization module and targeted user optimization module in the test group is 15.8% and 25.4% respectively, indicating that some advertisers are willing to use our recommender system. The average adoption rate of the advertisers is 4.5% and 3.8% respectively, for bid recommendation and targeted user recommendation. We find that advertisers would select and adopt a few recommendations carefully and cautiously, revealing the opportunity to introduce a learning module for personalized recommendations. The ARPU in the test group increases by 1.2% compared with the control group, showing that advertisers are satisfied with the recommended strategies and are willing to invest more in advertising, and thus increase the revenue of the platform. Moreover, as shown in Table 1, the overall advertising performance of ad campaigns in the test group is better than those in the control group, which verifies that the recommender system can indeed improve advertisers’ advertising performance.

It could be shown that the above experimental results verify the effectiveness of the prototype recommender system. However, some weaknesses still exist in the infant system: (1) Advertisers need to select the recommendations they want from a large number of recommendations. (2) The improvement of advertising performance for advertisers is not significant. Consequently, the prototype recommender system needs to be augmented through extensions.

5.2 Simulation Settings

Compared with machine learning in a standard supervised environment, evaluations of bandit algorithms are more difficult [18]. Besides, bandit algorithms usually require a lot of interaction with the environment, making it costly to conduct experiments in a real advertising environment due to the large expenses of trial and error [32]. Therefore, most of the previous researches verify the effectiveness of the algorithm by building a simulation environment [12, 13]. In this section, we introduce the design of our simulation environment, which are the advertiser module and bidding module of the system architecture in Figure 3. The advertiser module simulates the interaction between the advertisers and the recommendation module in the real advertising system. The bidding module obtains the expected advertising performance based on ad campaigns’ bidding logs.

Bidding module: The bidding module optimizes the objective function \( \mathbf{w}^\top \cdot \mathbf{v} \) under the budget constraint. The advertising indicators in the simulation environment are PV, Click Number, and GMV. We use offline linear programming [37] to derive the optimal bidding strategy and the corresponding advertising performance based on the ad campaign’s bidding logs.

Advertiser module: In the simulation environment, each ad campaign has a budget \( B \) and a preference vector \( \mathbf{w}^* \). We generate the advertiser’s preference vector \( \mathbf{w}^* \) as \( \mathbf{w}^* = g(\text{Parameter Set}) \), where \( g \) is a function based on a parameter set, which represents the advertiser characteristics observed by the platform. Specifically, we design the following scheme: given the feature matrix composed of the \( m \) typical (basic) preference vectors \( \mathbf{A}_{\text{Preference}} = [\mathbf{w}_1; \mathbf{w}_2; \ldots; \mathbf{w}_m] \) and the advertiser’s feature vector \( \mathbf{e} = [e_1, e_2, \ldots, e_m]^\top \), where \( e_i \) means the weight of the \( i \)-th typical preference \( \mathbf{w}_i \) in the feature matrix. The preference vector of the advertiser is obtained by \( \mathbf{w}^* = A \cdot \mathbf{e} \). In the simulation, the agent can observe the feature matrix \( A \) and the feature vector \( \mathbf{e} \). It is worth to note that other relations can also be designed and tested, but we cannot know the relation in the production environment in advance.

We next model the advertiser’s adoption behavior. We apply the conditional logit model that is widely used in user selection modeling [21] to simulate the adoption behaviors of advertisers. In the conditional logit model, the user \( i \) selects item \( j \) in the recommended set \( \Omega \) is \( \Pr(j \mid \Omega) = \frac{e^{u_i(x_{ij})}}{\sum_{j \in \Omega} e^{u_i(x_{ij})}} \), where \( u_i(x_{ij}) \) is the utility of the commodity \( j \) to the user \( i \). The utility of the user selecting a “null” commodity (not selecting any commodity) is usually expressed by a constant [13]. Therefore, we design the advertiser’s probability to adopt the recommended strategy in the simulation environment as:

\[
\Pr(\text{Adopt}) = \frac{e^{u_\alpha(w^*, v')}}{e^{u_\alpha(w^*, v')} + C},
\]

where the vector \( w^* \) represents the advertiser’s preference, and the vector \( v \) represents the advertising performance obtained through bidding according to the advertiser’s preference vector \( w^* \). The vector \( v' \) represents the advertising performance obtained through bidding under the model’s estimated preference vector \( w \), and the value \( C \) represents the utility of advertiser’s rejection. The \( u(\mathbf{w}^*, v) \) represents the utility function of the advertiser’s adoption, we design \( u(\mathbf{w}^*, v, v') = \alpha \times \frac{e^{u_\alpha(w^*, v')}}{e^{u_\alpha(w^*, v')} + e^{u_\alpha(w, v)}} \), where \( \alpha \) is the parameter for adjusting the overall adoption rate of advertisers in the simulation environment. In the utility function, the term \( \frac{e^{u_\alpha(w^*, v')}}{e^{u_\alpha(w^*, v')} + e^{u_\alpha(w, v)}} \) indicates the reciprocal of \( \frac{e^{u_\alpha(w, v)}}{e^{u_\alpha(w, v)} + e^{u_\alpha(w^*, v')}} \), which is the relative utility gap between the advertising performance under the advertiser’s estimated preference \( w \) and true preference \( w^* \). To prevent division by zero, we set the denominator greater than or equal to a small positive number \( \epsilon \). It can be seen from (6) that when the utility of the recommended strategy is closer to the optimal utility, the advertiser’s adoption rate is higher, which is convenient for us to compare the effectiveness of different models.

In the initialization phase of the advertiser module, several ad campaigns with corresponding preference vectors and budgets are generated following the above procedure, and the visit event of the recommender system is randomly triggered. The ad campaigns in the simulation environment share the historical bidding logs.

Evaluation metrics and training parameters: The optimization goal of the contextual bandit algorithm is the Expected T-trial Regret in \( T \) rounds of interactions shown in (2); the accumulated expected regret is \( \mathbb{E} \left[ \sum_{t=1}^{T} r_t w_t \right] = \mathbb{E} \left[ \sum_{t=1}^{T} r_t w_t \right] \). The accumulated adoption rate is \( \sum_{t=1}^{T} r_t w_t \). We can use these two metrics to evaluate the performance of the model.

In the simulation experiments, input features of the model are preference-related features and advertiser’s adoption behaviors related to the ad campaign. For preference-related features, we concatenate them together as one of the inputs. For advertiser’s
adoption behaviors, we apply average pooling to the corresponding model output $w$ in historical adoption behaviors related to the ad. We use mini-batch SGD to train the model when it interacts with the environment, and use Adam [14] as the optimizer. To prevent the imbalance of the positive and negative samples to affect the model performance, we set the ratio of positive and negative samples in each training batch to 1 : 1.

5.3 Experimental Results

Exploration of advertiser's advertising performance space:
First, we briefly explore the advertising performance space of the advertisers in the Taobao online advertising environment. In this experiment, we select three types of typical objectives of advertisers in the platform: maximizing total impressions, maximizing total clicks, and maximizing GMV. Suppose the advertising performance indicators are $PV$, Click Number, and $GMV$, the preference vectors of these three types of advertisers are $[1, 0, 0]^T$, $[0, 1, 0]^T$ and $[0, 0, 1]^T$, respectively. We conduct the optimal bidding strategy under the budget constraint for the above three preference vectors in the auction simulator. The experimental results are shown in Table 2, and we can be seen that the performance of indicators to be optimized has been significantly improved under the corresponding preference vectors, which demonstrates the importance of understanding the advertisers’ preferences in advertising performance optimization.

Comparison experimental results: We show the effectiveness of the proposed contextual bandit algorithm through comparison experiments, in which we compare models with different Dropout ratios or without Dropout. We also implement a recommendation strategy with a random preference. In each experiment, the agent interacts with the environment for 2000 rounds, and updates accumulated expected regret and accumulated adoption rate periodically.

We show the experimental results in Table 3. From Table 3, we observe that the recommendation with a random preference causes huge degradation in the adoption rate, which motivates the necessity of considering advertiser preferences when recommending strategies. As shown in Table 3, even without using the Dropout trick, a model that explicitly learns the advertiser’s preference can reduce the accumulated expected regret by 25.71% compared to the recommendation strategy without a learning module. From Table 3, we also learn that the context bandit algorithms which apply Dropout are more effective than the algorithm without Dropout. We observe that as the Dropout ratio increases (from 20%, 40%, 60% to 80%), the performance of the model first increases and then decreases. This is because (1) when the Dropout ratio is low, the model adopts a conservative exploration strategy. (2) when the dropout ratio is high, the model frequently explores the action space, which cannot make full use of the learned knowledge, resulting in performance degradation.

In Figure 4, we show the curves of accumulated expected regret and accumulated adoption rate for the models with different Dropout ratios in various numbers of interactions. To better evaluate the performance difference after the model converges, we normalize the accumulated regret by using the function $y = \log(x + 1)$. From Figure 4, we observe that different models converge to different local optimums, and the growth speed of accumulated expected regret in all models decreases at first and then converges, and the accumulated adoption rate increases gradually and then converges. All these models learn the preferences of advertisers to some extent to improve the performance of the recommender system, compared with the recommendation strategy without a learning module.

To verify the generalization ability of the model, we conduct a controlled experiment, in which the experimental group is a model with a Dropout ratio of 40%, and the control group is the same
model without the preference-related information (only historical adoption information can be observed by the model). We draw the results in Figure 5, and the experimental results show that the performance of the model with the preference-related information is better than the model without it in both accumulated expected regret and accumulated adoption rate. This indicates that the model can learn the preferences of advertisers through understanding information related to \( w \), and thus verifying the generalization performance of the model.

6 CONCLUSION

In this work, we have investigated the problem of advertising strategy recommendations for online advertising. Through an online A/B test on a prototype recommender system, we demonstrate the potential benefits of recommending strategies to advertisers. We further augment the prototype system by recommending advertising strategies associated with the predicted advertising performance. We could exploit the advertisers’ adoption behaviors to recommended strategies to learn advertiser’s preference and optimize strategy adoption rate. We formulate the problem of strategy adoption rate maximization as a contextual bandit problem. The exploration is to learn the advertisers’ preferences and optimization objectives, and the exploitation is to improve the adoption rate using the learned knowledge. We used Dropout trick to balance the exploration and exploitation. Experiments in a simulation environment verified the effectiveness of the system in the task of adoption rate optimization.
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