TOPOLOGICAL BIOMARKERS FOR REAL-TIME DETECTION OF EPILEPTIC SEIZURES
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Abstract. Real time seizure detection is a fundamental problem in computational neuroscience towards diagnosis and treatment’s improvement of epileptic disease. We propose a real-time computational method for tracking and detection of epileptic seizures from raw neurophysiological recordings. Our mechanism is based on the topological analysis of the sliding-window embedding of the time series derived from simultaneously recorded channels. We extract topological biomarkers from the signals via the computation of the persistent homology of time-evolving topological spaces. Remarkably, the proposed biomarkers robustly captures the change in the brain dynamics during the ictal state. We apply our methods in different types of signals including scalp and intracranial electroencephalograms and magnetoencephalograms, in patients during interictal and ictal states, showing high accuracy in a range of clinical situations.

1. Introduction

Epilepsy is the second most common neurological disorder in the world after stroke, affecting an estimated fifty million people, according to the World Health Organization [51]. It is characterised by spontaneous seizures that occur when large regions of the brain exhibit synchronised neuronal activity and increased neuronal excitability [43]. Understanding the mechanisms underlying the transition from a normal brain state to epileptic activity is crucial for both diagnosis and treatment. This is particularly important because about a third of epilepsy patients do not respond to conventional drug therapies and may require surgical intervention. Therefore, theoretical insights into these mechanisms are essential for the development of effective therapeutic strategies.

Diagnosis of epilepsy in hospitals typically relies on the expertise of neurophysiologists who analyze signals of brain activity obtained by electroencephalograms (EEG), intracranial EEG (iEEG), or magnetoencephalograms (MEG) [34]. While these methods serve as the gold standard, the interpretation of EEG, iEEG, or MEG recordings during the preictal, ictal, and interictal periods still depends largely on human judgment, which may be influenced by various factors such as surgical sampling and training biases [13]. Despite decades of accumulated medical expertise, diagnosis by visual observation of recordings relies primarily on identifying changes in the signal waveform at a local level. However, this approach can be limited when dealing with a significant amount of information within the recording. Therefore, the integration of mathematical tools into signal analysis could significantly improve the clinical diagnosis of neurological disorders.

Detecting seizures using EEG or iEEG recordings presents several challenges. Firstly, distinguishing seizure activity from background noise or artifacts is often difficult, especially in long-term monitoring where false positives can occur. Secondly, the variability in seizure presentation between patients adds complexity, as there is no universal pattern.
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or signature that reliably indicates seizure onset [17]. Additionally, the low signal-to-noise ratio of EEG or iEEG recordings can obscure subtle seizure activity, resulting in missed detections or false negatives. Moreover, interpreting EEG or iEEG data requires specialized training, making automated seizure detection algorithms prone to error without proper validation and refinement. Lastly, the computational complexity of analyzing large amounts of EEG or iEEG data in real-time presents a significant logistical challenge, requiring the use of efficient algorithms and computational resources for practical implementation [23]. Addressing these challenges is crucial for improving the accuracy and reliability of seizure detection methods in clinical practice. One promising approach to tackling these issues is to study the underlying nonlinear dynamics present in EEG/iEEG signals.

Epileptic seizures, as well as broader brain dynamics, can be understood through the lens of nonlinear dynamical systems [18, 22]. The groundbreaking work of Hodgkin and Huxley, recipients of the Nobel Prize in 1963, demonstrated that neuron activity can be effectively modeled using a set of nonlinear differential equations [21]. This discovery holds particular significance in the study of epileptic seizures, which are characterized by a synchronization in the brain network, replacing the usual complex nature of neuronal activity with behavior closer to chaos. Concretely, seizures signify a shift from typical brain function to a pathological state marked by hypersynchronous and hyperexcitable neural activity. This transition often hinges on nonlinear phenomena, such as bifurcations or phase transitions, where small changes in neuronal dynamics trigger abrupt shifts in brain states [42]. Various approaches have been employed to detect seizures using nonlinear dynamics tools in epilepsy research. These range from entropy-based methods [47] to Liapunov analysis [24] and Kolmogorov complexity [41]. However, many of these metrics focus on isolated signals, thereby overlooking some multidimensional aspects of the system. Additionally, these analyses are often susceptible to noise, requiring signal pre-processing and making the implementation of real-time algorithms more challenging.

In practice, neural dynamical systems are not in general explicitly described, e.g. by a system of differential equations, but rather by a collection of concrete observations. Consequently, the analysis of neural dynamics often involves studying the topology of their attractors — invariant subsets of phase space towards which the system tends to evolve [5, 15, 16]. In the context of epilepsy, EEG/iEEG and MEG signals serve as measures of certain variables associated with the underlying neural dynamical system. The simultaneous embedding of these signals in a high-dimensional Euclidean space offers insights into the trajectories that approximate the associated attractor. Furthermore, the consistency of the dynamical properties observed in most spontaneous and evoked seizures across brain regions and species [37] suggests the existence of intrinsic invariant geometric properties in the embedding of the neurophysiological signals, which encode robust information from the underlying dynamics.

Recently, the use of algebraic topology in the analysis of a wide variety of unstructured data has been remarkably successful. Topological Data Analysis (TDA) has emerged as a new mathematical field that aims to provide sound algebraic, statistical and algorithmic methods to infer, analyse and exploit the complex topological and geometric structures underlying raw data. Persistent homology [11, 14, 54], the vanguard technique in TDA, has shown successful results in the analysis and development of new theories in an increasing number of scientific fields such as medicine [33], biology [52], genomics [40], physics [8], chemistry [27], among others. In the particular field of multivariate time series analysis, information about quasi-periodic patterns and changes in dynamics can be robustly
detected in terms of the (persistent) homology of the embeddings [36, 35, 12]. Some initial work on the application of topological invariants to the detection of epileptic signals has been developed [39, 29]. However, these methods require complex preprocessing of the whole data and are not applicable to real-time analysis.

In this work, we propose a novel technique for real-time tracking and detection of epileptic seizures from raw neurophysiological recordings. The key to our method is the identification of topological biomarkers that successfully capture the changes in brain dynamics associated with epilepsy. The time-evolving behaviour of brain activity is geometrically encoded in terms of the sliding-window embedding of the multivariate time series derived from the simultaneously recorded channels. We extract topological features from the signals by computing the persistent homology of the time-varying point clouds obtained from the sequential embeddings in a high-dimensional Euclidean space. The evolution of the dynamics is represented in a path of persistence diagrams — the output of the persistence homology calculation — whose approximate first derivative quantifies the different states of brain activity. Specifically, the values of the first derivative correspond to the amount of change in global neural activity, with high values indicating the start and end points of an epileptic seizure. The same procedure applied to a discriminative sliding window embedding for each channel (using the theory of Takens’ delay embedding [46]) is able to capture the specific channel(s) where the seizure starts and/or generalises. We also show that the total persistence [44] — a numerical topological summary computed from persistence diagrams — is sensitive to the presence of an epileptic seizure.

Our approach provides a scalable computational method for tracking the simultaneous evolution of raw neurophysiological recordings in real time, which is robust to noise due to the stability property of persistent homology [6]. We present the results of our methods on patients in a wide range of clinical situations — from focal to global seizures — and types of neurophysiological data — from scalp and intracranial EEG to MEG. Remarkably, we achieve high accuracy in detecting ictal states under different conditions, demonstrating a robust mechanism for detecting the intrinsic signature present in seizure dynamics. This finding has great potential for future applications in seizure control and neuromodulation. By integrating our method with closed-loop algorithms, we could contribute to the design of electrical deep brain stimulation (DBS) systems capable of disrupting epileptic behaviour. These systems would include real-time monitoring of symptom topological biomarkers tailored to each patient, to detect seizures and automatically intervene when necessary.

2. Methods:

TOPOLOGICAL ANALYSIS OF PHYSIOLOGICAL RECORDINGS

We propose a method to analyze physiological recordings using tools from algebraic topology and dynamics. Although these techniques are primarily developed to detect changes in dynamics and synchronization from multichannel recordings of brain activity, they could also be applied to various other physiological signals and systems.

In the next sections we will see how to associate point clouds to collections of real-valued time series obtained from multichannel EEG/EEG and MEG recordings, to subsequently apply a topological pipeline to extract persistence biomarkers (Figure 1). We start with a brief review of the main concepts and properties of persistent homology, the central theory in Topological Data Analysis, that we will employ later in our method.
2.1. Persistent Homology. One of the best known computable invariants in algebraic topology is homology \cite{20}. This invariant assigns to every topological space \(X\) a sequence \(H_i(X)\) of groups that captures geometric signatures at dimension \(i\). Indeed, the rank of the group \(H_i(X)\) defines the \(i\)-th Betti number \(\beta_i\) of \(X\) and it quantifies the number of (independent) \(i\)-dimensional holes existing in \(X\). For instance, \(\beta_0\) represents the number of connected components, \(\beta_1\) the number of 1-dimensional cycles, \(\beta_2\) the number of voids and so on. There exist efficient algorithms—based on normal matrix decompositions—to compute homology from the combinatorial descriptions of topological spaces. Among the most used discrete representations are the simplicial complexes, structures composed by simplices of different dimension (such as points, edges, triangles, etc) that encode all the relevant the topological information of a space (for instance, a sphere can be codified as the boundary of a tetrahedron).

When analysing data, the topological space is often described through a finite sample of its points. In that case, the standard algorithm to compute homology is unable to recover any relevant property of the topology of the underlying structure, since it literally interprets the input as a finite discrete set. Persistent homology \cite{11, 14, 54} overcomes this limitation by looking at the sample at different scales of spatial resolution. More concretely, this computational method quantifies the evolution of homology groups of the point cloud when replacing each point by a ball of common increasing radius. Given a point cloud \(X_n\) of size \(n\) embedded in a Euclidean space, the Vietoris-Rips complex \(\text{VR}_\epsilon\) at scale \(\epsilon > 0\) is a simplicial complex with a simplex of dimension \(m\) for every subset of data points \(\{x_0, x_1, \ldots, x_m\}\) at pairwise distances less than \(\epsilon\). Geometrically, \(\text{VR}_\epsilon\) is built as follows. Construct a ball of radius \(\epsilon/2\) with center on each data point. Then, put an edge joining the center of every pair of intersecting balls. Finally, every time there is a subset of \(m+1\) points pairwise connected with edges, then fill with the convex hull of the points in \(\mathbb{R}^{2m+1}\) (these are the \(m\)-simplices) (see Figure 1B). Notice that if \(\epsilon < \epsilon'\), then \(\text{VR}_\epsilon \subseteq \text{VR}_{\epsilon'}\). So \(\{\text{VR}_\epsilon\}_{\epsilon>0}\) represents a filtration of simplicial complexes whose homology groups capture the evolution of the topology of the point cloud for different resolution scales. The persistent homology of \(X_n\) at degree \(k\) — which infers the holes of dimension \(k\) — is the family of homology groups \(\{H_k(\text{VR}_\epsilon)\}_{\epsilon>0}\), along with the induced maps \(H_k(\text{VR}_\epsilon) \to H_k(\text{VR}_{\epsilon'})\) every time \(\epsilon < \epsilon'\). All this information can be summarized as the list of parameter scales at which every generator in homology appears (birth) and disappears (death) (see the barcode at Figure 1B). This suggests a graphical representation of the persistent homology at degree \(k\) as a diagram called persistence diagram — denoted by \(\text{dgm}_k(X_n)\) — that represents every generator as a two-coordinated point whose first coordinate means its birth and the second coordinate, its death (see Figure 1C). For technical reasons, the diagonal (with generators with the same birth as death) will also be considered as part of every persistence diagram, with infinite multiplicity.

Similarity and differences in the topological signatures captured by persistence diagrams can be measured, e.g. with the Wasserstein distance. Given \(D\) and \(D'\) persistence diagrams and \(p \geq 1\), its \(p\)-Wasserstein distance \(d_{W,p}\) is defined as

\[
d_{W,p}(D, D') = \inf_{\psi: D \to D'} \left( \sum_{(x,y) \in D} ||(x,y) - \psi(x,y)||_\infty^p \right)^{1/p}
\]
where the infimum is taken over all bijections \( \psi \) between generators in \( D \) and \( D' \) with finite death. The Wasserstein distance only captures the fundamental differences in the underlying topology of point clouds, whereas small changes in the input data are quantified as only a small change in the associated persistence diagram \([10]\). This property of persistent homology is known as \textit{stability}, and makes it a useful tool for dealing with real-world, noisy data.
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\caption{Persistent Homology Pipeline. A. Example of two-channels MEG recording. B. Point cloud embedding of the signals and the Vietoris-Rips filtration (top). Barcode description of the persistent homology (bottom). C. Persistence diagram. Every point represents a generator in homology, the first coordinate represents its birth and the second coordinate, its lifetime.}
\end{figure}

2.2. Topology of time series. Let \( \varphi_1, \varphi_2, \ldots, \varphi_n : [0, T] \rightarrow \mathbb{R} \) be a collection of real-valued time series, such as multichannel EEG and MEG recordings. We will assume that the time series \( \{\varphi_i\}_{1 \leq i \leq n} \) are the result of observation functions applied to an underlying dynamical system. Namely, we assume that there exist a global continuous-time dynamical system \( (X, \phi) \) (where \( X \) is the phase space and \( \phi : \mathbb{R} \times X \rightarrow X \) is the evolution function), observation maps \( \{F_i : X \rightarrow \mathbb{R}\}_{1 \leq i \leq n} \) and an initial state \( x \in X \) that produce the time series

\[
\varphi_i : \mathbb{R} \rightarrow \mathbb{R} \\
\quad t \mapsto F_i(\phi(t, x))
\]

for all \( 1 \leq i \leq n \).

We will analyze the underlying (unknown) dynamical system by studying the topology of their attractors \([11, 2, 45, 46, 50]\). In practice, we estimate the attractor \( M \) towards which the system is converging as the embedding of the time series \( \varphi = \{\varphi_i\}_{1 \leq i \leq n} \) in \( \mathbb{R}^n \), defined as

\[
E_\varphi = \{(\varphi_1(t), \varphi_2(t), \ldots, \varphi_n(t)) : t \in [0, T]\}.
\]

2.3. Sliding-Window Embedding. Epileptic seizures are characterized by the abrupt switching between different states in the brain dynamics. Such transitions are reflected in changes in the topology of the local embeddings of the dynamic observations. Given a collection of real-valued time series \( \varphi = \{\varphi_i\}_{1 \leq i \leq n} \) and a window-size \( 0 < w \leq T \), we
define the *sliding-window embedding* (SWE) at \( t \in [w, T] \) as the subset of \( \mathbb{R}^n \) given by the topological space
\[
SWE_{\varphi,w}(t) = \{(\varphi_1(s), \varphi_2(s), \ldots, \varphi_n(s)) : s \in [t - w, t]\}.
\]
This procedure describes a *path* \( \gamma(t) \) of *time-evolving topological spaces*:
\[
\gamma : [w, T] \to \text{Top} \\
t \mapsto SWE_{\varphi,w}(t).
\]
Notice that, in practical applications, the signals are only recorded at a finite set of equidistant sample times \( t_1, t_2, \ldots, t_m \in [0, T] \). Hence, the topological spaces \( SWE_{\varphi,w}(t) \) are described by just a finite sample of its points. Computational methods for the inference of topological invariants from point clouds, such as *persistence homology*, will be then employed.

2.4. *Persistence summaries*. Let \( \varphi = \{\varphi_i\}_{1 \leq i \leq n} \) be a collection of real-valued time series on \([0, T]\) and let \( w \) be the window size. We will capture information of the evolution of the topology of the spaces \( SWE_{\varphi,w}(t) \) using persistent homology. Concretely, we consider the path of time-varying persistence diagrams
\[
PH_k : [w, T] \to \text{Dgm} \\
t \mapsto \text{dgm}_k(SWE_{\varphi,w}(t)).
\]
In practice, we have \( \{t_j\}_{1 \leq j \leq m} \) be a finite sample of equidistant times and set \( 0 < w \leq T \) as a multiple of \( t_j - t_{j-1} \). In order to quantify the local changes in the topology of the embedding along the time interval, we estimate the *first order derivative* \( \frac{\partial PH_k}{\partial t} \) of the map \( PH_k(t) \) \( \dagger \) as the difference quotient
\[
\frac{d_{W,P}\left(\text{dgm}_k(SWE_{\varphi,w}(t_j)), \text{dgm}_k(SWE_{\varphi,w}(t_{j-1}))\right)}{t_j - t_{j-1}}
\]
for every \( 1 \leq j \leq m - 1 \) (c.f. [12, Section 4]).

We will also associate to every diagram \( PH_k(t_j) \), \( 1 \leq j \leq m \), a measure of its *topological complexity*. Given \( D \) a persistence diagram, the *persistence* of a generator \((x, y) \in D\) with finite death is \( \text{pers}(x, y) := y - x \). For \( k \geq 1 \), the *total persistence* of \( D \) \( \dagger \) is defined as
\[
\text{Pers}(D) = \sum_{(x, y) \in D} \text{pers}(x, y).
\]

2.5. **Global vs local dynamics and delay-embeddings.** Global versus local dynamics can be geometrically understood using algebraic and differential topology. Indeed, time-delay embeddings of scalar time-series data, introduced by Takens in the 80’s \( \ddagger \), is a well-known technique to recover the underlying global dynamics induced by a single observation of the system. Concretely, Takens’ theorem gives conditions under which the topology of a smooth attractor can be reconstructed from a generic observable function. It implies in particular that if \( \varphi_i(t) \) is a real valued signal (for instance, one channel of a multichannel recording), then the *delay coordinate map*
\[
t \mapsto (\varphi_i(t), \varphi_i(t + \tau), \varphi_i(t + 2\tau), \ldots, \varphi_i(t + (D - 1)\tau))
\]
Figure 2. **Topological biomarker (derivative).** Pipeline for the computation of the estimator of the derivative of the path of persistence diagrams. 

A. Sliding window embedding.  
B. Path of persistence diagrams.  
C. Estimator of the first order derivative using Wasserstein distance of diagrams.

is an embedding of an orbit. Here $D$ is the embedding dimension (theoretically representing the number of variables of the original system) and $\tau$ is the time delay. If the attractor is a smooth manifold $M$ of dimension $d$, under certain conditions Takens’ theorem implies that the delay embedding of the signal with $D \geq 2d + 1$ is diffeomorphic to $M$ (here, the dimensional bounds are related to those of the Whitney Embedding Theorem [49]).

Time-delay embeddings allow us to develop a technique for understanding global versus local dynamics. Specifically, we analyze the dynamics induced by each individual signal from a multichannel electrophysiological recording to determine their consistency. If different dynamics coexist (that is, the signals represent different dynamics), then different
attractors should arise. This is the case of focal seizures, where distinct dynamics occur in
different brain areas—some reflecting normal behavior and others reflecting epileptic behavior. In contrast, for generalized seizures, the global dynamics induced by every channel
should align.

The procedure works as follows. For every signal $\varphi_i$ ($1 \leq i \leq n$) from the multichannel
recording, compute the *sliding-window time-delay embedding* at $t \in [w, T - (D - 1)\tau]$, defined as the subset of $\mathbb{R}^D$ given by

$$\text{SWE}_{\varphi_i, w}(t) = \{(\varphi_i(s), \varphi_i(s + \tau), \ldots, \varphi_{D-1}(s + (D - 1)\tau)) : s \in [t - w, t]\}. \tag{3}$$

Then, the analysis continues as in section *Topological summaries*. Namely, compute for
every signal $\varphi_i$, the approximate of the *first order derivative* of the map (1).

3. Data

In this study, we analyze three different databases.

The first database was prepared by the Toronto Western Hospital, Canada, and it con-
tains both intracranial EEG (iEEG) and MEG recordings from four patients with a wide
range of clinical situations. This data from Patient 1 was previously analyzed in [48], while
Patients 2-4 were investigated in [9].

- **Patient 1.** It presents a medically refractory temporal lobe epilepsy. The iEEG
  recording was obtained as part of the patient’s routine clinical presurgical analysis.
The electrodes were positioned in a number of locations including the amygdala and
hippocampal structures of both temporal lobes. The data consists of 300 seconds
of recording from 9 channels at 200 Hz sampling rate.

- **Patient 2.** It presents a symptomatic (formerly known as secondary) generalized
  epilepsy. The data consists of a MEG recording of 120 seconds from 171 channels
  at 625 Hz sampling rate. The recording sensors covered the whole cerebral cortex.

- **Patient 3.** It presents a primary generalized absence epilepsy. The data consists
  of a MEG recording of 120 seconds from 144 channels at 625 Hz sampling rate. The
  recording sensors also covered the whole cerebral cortex.

- **Patient 4.** It has a frontal lobe epilepsy with a right frontal subcortical *heterotopia*
  (a form of cortical dysplasia). The data consists of a MEG recording of 120 seconds
  from 148 channels at 625 Hz sampling rate. The recording sensors also covered the
  whole cerebral cortex.

The second database is the open-source scalp EEG database CHB-MIT [16], provided
by the Massachusetts Institute of Technology, USA. The recordings were collected from
pediatric subjects with intractable seizures at the Children’s Hospital Boston. We selected
for this exposition a particular patient that presents complex seizure information, which
turned out to be hard to identify using standard methods.

- **Patient 5.** It corresponds to case chb01 in the CHB-MIT database. The data
  consists of a EEG with 23 sensors in a 10/20 system with 256 Hz sampling fre-
  quency.

The third database utilized in this study is the open-source EEG database [31] compris-
ing recordings from patients at the Epilepsy Monitoring Unit of the American University of
Beirut Medical Center. Specifically, the data were derived from patients diagnosed with fo-
cal epilepsy who underwent pre-surgical evaluation with long-term video-EEG monitoring
to assess their eligibility for epilepsy surgery. During the evaluation process, antiepilepti-
cic drugs were discontinued to facilitate recording of the patients’ habitual seizures. The
recorded data represent measurements from 21 scalp electrodes, adhering to the 10-20
electrode system, and were sampled at frequency 500 Hz. The available EEG data sets
were pre-processed by band-pass filtering in the frequency range from 1/1.6 Hz to 70 Hz,
excluding the 50 Hz power supply frequency. Certain channels were excluded from specific
recordings due to artifact constraints. For the purpose of this exposition, a specific patient
was selected to exemplify a type of seizures that are not visually detectable from the EEG
recording, but only from video recordings of physical symptoms.

- **Patient 6.** It corresponds to *Individual 13, Recordings 0-2* (9 years, masculine) of
  the database [31]. The data consists of EEG recordings with 19 sensors (channels
  ‘EEG Cz-Ref’ and ‘EEG Pz-Ref’ omitted due to artifact constrains) at 500 Hz
  sampling frequency. The seizures from this patient are categorized as *video detected*,
  with no visual changes over the EEG.

4. Results

4.1. Topological seizure detection. In this section, we demonstrate how persistence
summaries computed from collections of real-valued time series can reliably detect the
ictal state. Specifically, we showcase the topological analysis of various neurophysiological
recordings obtained from six patients diagnosed with different types of epilepsy (refer to
Data for further details).

The window size $w$ for the sliding-window embedding is set to a value equivalent to
1 second of recording for patients 2, 3, and 4 (with a sampling rate of 625 Hz) and for
patient 6 (with a sampling rate of 500 Hz), and to 2 seconds for patients 1 and 5 (with
sampling rates of 200 Hz and 256 Hz, respectively). For every case study, all the topological
summaries are computed for degree 0 and 1. The computation of the approximation of the
first derivative is performed using the Wasserstein distance for $p = 1$. The finite sample
of the time interval for every recording is determined as evenly spaced times with a stride
equivalent to 0.5 seconds.

Patient 1 presents a focal seizure that rapidly generalizes (see Figure 3). This is reflected
in a gradual increase in the value of all the topological indicators, specially the ones associ-
ated to persistent homology at degree 1. On the other hand, the continuous decrease in the
biomarkers by the end of the ictal state reflects the progressive global desynchronization.

Patients 2 and 3 present a global seizure (see Figures 4 and 5). The onzet is determined
by a synchronized spike that triggers all the topological indicators, with an abrupt decrease
after the seizure ends. The peaks in the first derivative at the start and end of the ictal
state reveals abrupt changes in the dynamics, whereas low values in the interior of the ictal
state indicate a stable global dynamic during the seizure (see Subsection Interpretability of
the topological biomarkers for details on the interpretability of every topological indicator).

Patient 4 presents a (focal) epileptic seizure in the fronto-temporal area, that is evidenced
in a change of dynamics in only a subset of the channels in the MEG recording (see Figure
6). As in the previous cases, there is a peak in the sliding-window derivatives for degree
0 and 1 at the beginning and end of the ictal state. However, this case presents a gradual
decrease in the values of the derivative at the post ictal state, showing a slow return to
baseline. A similar situation can be read from the total persistence indicators, which
Figure 3. **Patient 1.** The total time-interval of the analysis is $[0, 300]$ sec, where the ictal state is at $[162, 290]$ sec (in red). **A.** iEEG with 9 sensors at frequency 200 Hz. **B-C.** Estimator of first derivative of the time-evolving persistence diagrams for degrees 0 and 1. **D-E.** Total persistence for degrees 0 and 1.
Figure 4. **Patient 2.** The total time-interval of the analysis is $[0, 120]$ sec, where the ictal state is at $[45, 64]$ sec (in red). A.) Raw signal of four of the 171 MEG signal at frequency 625 Hz. B-C.) Estimator of first derivative of the time-evolving persistence diagrams for degrees 0 and 1. D-E.) Total persistence for degrees 0 and 1.

present an abrupt increase during the ictal state in a plateau shape, and gradual recovery to baseline state after the seizure.

Patient 5 presents a complex pattern during (and also after) the ictal state, that most standard techniques for seizure detection are not able to recognize (see **Comparison with standard seizure indicators**). Remarkably, all our topological indicators are triggered during the ictal interval, whereas they present stable low values at the preictal stage (see Figure 7). They also show a gradual decrease during the postictal stage.
**Figure 5.** Patient 3. The total time-interval of the analysis is $[0,120]$ sec, where the ictal state is at $[96,109]$ sec (in red). **A.** MEG Raw signal of four of the 141 sensors at frequency 625 Hz. **B-C.** Estimator of first derivative of the time-evolving persistence diagrams for degrees 0 and 1. **D-E.** Total persistence for degrees 0 and 1.

Patient 6 presents a type of seizure that was classified as *video-detected with no discernible visual changes on the EEG*. However, our topological biomarkers from the EEG data clearly trigger during the seizure, while exhibiting flat behavior during the pre-ictal state. Although these biomarkers remain elevated after the marked termination point
Figure 6. **Patient 4.** The total time-interval of the analysis is $[0, 120]$ sec, where the ictal state is at $[94, 109]$ sec (in red). **A.** MEG with 148 sensors at frequency 625 Hz. **B-C.** Estimator of first derivative of the time-evolving persistence diagrams for degrees 0 and 1. **D-E.** Total persistence for degrees 0 and 1.

of the seizure onset, they gradually decrease in value (see Figure 8), indicating complex dynamics during the post-ictal state.
Figure 7. Patient 5 (chb01 from CHB-MIT database [16]). The total time-interval of the analysis is [0, 120] sec, where the ictal state is at [39, 81] sec (in red). A. EEG with 23 sensors at frequency 256 Hz. B-C. Estimator of first derivative of the time evolving persistence diagrams for degrees 0 and 1. D-E. Total persistence for degrees 0 and 1.

4.2. Interpretability of the topological biomarkers. In this section, we offer a detailed description of the connection between the seizure dynamics encoded by the physiological signals and the topological summaries.
Figure 8. Patient 6 (Individual 13, Record 1, Seizure 1 from Beirut database [31]). The total time-interval of the analysis is 110 seconds, where the ictal state is at [40, 95] seconds (in red). A. EEG with 19 sensors at frequency 500 Hz. B-C. Estimator of first derivative of the time evolving persistence diagrams for degrees 0 and 1. D-E. Total persistence for degrees 0 and 1.
Persistent homology at degree 0 quantifies the connectivity of the point cloud. Every point at the persistent diagram $D_0$ represents a generator (a connected component) that is born at the scale parameter $\epsilon = 0$ and dies at the value of $\epsilon > 0$ at which the connected component represented by the generator joins another one in the Vietoris-Rips filtration. In particular, there is always a single generator with infinite lifetime, indicating that the Vietoris-Rips complex for large values of $\epsilon$ is connected. However, the persistence of the rest of the generators encodes relevant properties of the embedding of the signals. For instance, the persistence of the generator with maximum finite lifetime equals the diameter of the point cloud and, hence, it is correlated with the amplitude of the signals. Moreover, the variance of the values of the persistence of the generators in $D_0$ is associated with the density of sampling of the underlying geometric space. Given that the size of the point cloud remains constant along all the time-varying embeddings, the distribution of the persistence of generators in $D_0$ is related to the rate between amplitude (also spikes) and frequency, and the synchronization of the oscillations in all the signals simultaneously.

Persistent homology at degree 1 summarizes data about the (independent) 1-dimensional cycles that can be reconstructed from the point cloud. Generators with long lifetime represent structural cycles in the embedding, whereas the ones with short lifetime are associated with small holes in areas of low density. At the signal level, homology at degree 1 of the embedding encodes the presence of synchronized (quasi) periodic patterns, while its persistence amounts to its level of synchronization and its amplitude.

The estimator of the first derivative of the persistence of the time-evolving point clouds measures the local changes in the geometry and topology of the embeddings. There is a number of situations quantified by this topological biomarker:

- abrupt change from low to high values of the derivative when the seizure starts and ends reflects a global change in the dynamics induced by a generalized seizure.
- progressive increasing values of the derivative from low to high when the seizure starts and/or decreasing values when the seizure ends is an indicator of the starting of a focal seizure that generalizes by the end and, analogously, of brain activity that progressively desynchronizes by the end of the seizure.

Moreover, during the seizure the derivative might conserve high values (as at the start and end) or it might decrease the value of the highest peak (still having greater values than at the interictal state). This is consequence of the type of seizure pattern displayed at the ictal state:

- low values of the derivative after the seizure starts and before it ends means a consistent and uniform dynamic behaviour during the ictal state;
- high values of the derivative throughout the ictal state represents an non-stable seizure dynamic, in which there are constant changes in the amplitude and frequency, periodicity, spikes, and wave activity [37].

The total persistence biomarker consists of a summary of the lifetime of the generators in the time-evolving persistence diagrams, for every degree. It quantifies numerically the complexity of the dynamics encoded in the time-evolving embeddings by means of its topological features. During the seizure, the total persistence for both degrees 0 and 1 is triggered, while it presents low values during the interictal state (c.f. Statistical analysis of the total persistence biomarker).

4.3. Comparison with standard seizure indicators. In the study of electrophysiological signals, there is a rich variety of mathematical tools available for analysis. In particular,
many of these tools have been used in the study of seizure detection [19, 28, 32]. For this paper, we will compare our results with two analyses commonly used in the literature for signal processing. The first one is based on the time-frequency decomposition, and the second is a non-linear measure derived from information theory.

One of the most standard techniques in signal processing is the **time-frequency analysis**, which decomposes a signal in both time and frequency domains simultaneously [30]. The Short-Time Fourier Transform (STFT) is used to segment a signal into short-term segments by shifting the time window with some overlap [53] (a process known as *windowing*). In our analysis, we computed the STFT for each channel of the recordings to obtain the time-frequency matrix for each channel (also known as *spectrogram*). Finally, we calculated the mean of all the matrices across the channels, resulting in a single matrix representing the entire system (see Figure 9A). For the analysis we used the `signal.spectrogram` package from the Python library `scipy`. The STFT analysis for Patients 1-6 shows some changes in the time-frequency data during the ictal state, but generally lacks the precision to determine seizure onset and cessation (except for Patient 3, where the spectral information consistently increases its intensity between frequencies 1-10 during the ictal spate).

We also explored a robust non-linear statistical measure that quantifies the complexity of a dynamical system through time series analysis of observations: the **Permutation Entropy** (PE). Introduced by Bandt and Pompe in 2002 [3], this method aims to capture the ordering relationships between the values of a time series by extracting a probability distribution of the ordinal patterns and then computing the Shannon entropy. Similarly to the STFT approach, we analysed the PE for each channel within the recordings and then calculated the mean across all channels to obtain a single representative series for each patient. For our analysis, we used the method `permutation_entropy` from the Python library `ordpy` [38].

Figure 9B illustrates how PE measure shows high sensitivity to seizures in MEG recordings (Patients 2 to 4), but it is not a reliable indicator for seizure detection in iEEG and EEG recordings (Patients 1, 5 and 6).

4.4. Local versus global seizures. Epileptic seizures may involve either part of the cerebral hemisphere (*focal* seizures) or, on the contrary, the entire brain (*generalized* seizures) — the latter usually presenting loss of consciousness. This difference is reflected in either a local change in the brain dynamics, in which only a fraction of the set of the physiological signals presents a different behaviour, or a global change, in which all the signals present a synchronized seizure pattern.

We used Takens’ theory to derive a technique to topologically understand both focal and generalized seizures (see Local vs global dynamics and delay-embeddings). Concretely, we analyzed the **global dynamic** induced by every individual signal (or observation) from a multichannel electrophysiological recording via its time-delay embedding. Next, we determined if they were consistent across the different channels or not. For generalized seizures, the global dynamic induced by every channel should coincide, whereas for focal seizures different local dynamics may arise.

From a topological point of view, we were interested in the change of dynamics captured by the biomarker [2]. We computed the sliding-window delay embedding of recordings from Patients 1 and 3 (representing different types of seizures), with parameters $D = 3$ and $\tau = 0.1$ seconds, for every channel [7]. Then, we overlapped the derivative functions [2].

---

1Here the choice of the parameters is made heuristically, although Taken’s Theorem guarantees **diffeomorphic** reconstructions for any $\tau > 0$ and $D$ greater that twice the intrinsic dimension of the system.
for every channel to compare the behavior (and changes) of the different induced dynamics (see Figure 10).

Patient 1 presents a focal seizure that generalizes. Figure 10 (top) shows a first peak only at Channel 1, where the seizure starts, and then the derivative associated to rest of the channels starts to increase. In the same direction, the derivative of some channels, like Channel 5 and Channel 6, remains higher for a longer period of time given the persistence of the seizure dynamics on those signals. On the contrary, Patient 3 presents a generalized seizure. Figure 10 (bottom) shows a consistent behavior of the all the channel during the entire ictal state.

4.5. The size of the window. The size of the window \( w \) is a parameter that determines the length of the sub-interval of time in the multichannel recording to be embedded. The choice of this parameter affects the level of refinement of the local properties from the dynamics that are captured in the embedding. Large values of \( w \) provide coarse topological representations of the local dynamics, while small values offer finer granularity. There is

(which is unknown). In practice, we tested a range of values for the parameters \( D \) and \( \tau \), all giving similar outputs.
Figure 10. The derivative biomarker for the persistence diagrams of the sliding-window time-delay embeddings. A. Patient 1. There are salient peaks only in the channels associated to the focal seizure at the beginning ictal state (red dash line). B. Patient 3. There are synchronized peaks at the start (red dash line) for all the channels.

a trade-off between the level of precision and the computational efficiency of the analysis (c.f. [Computational Implementation]).

We explore the derivative biomarker (2) for different values of the window size $w$, keeping the overlap rate at $\frac{w}{2}$, for Patient 2 (Figure 11). Notice that the size of the local embedding point clouds is $f \cdot w$ with $f$ being the frequency sample, and the actualization time is $\frac{w}{2}$. For $w = 0.5$ seconds, the derivative shows almost instantaneous changes, with fast running time and actualization, while it is too sensitive to small changes. On the contrary, for $w = 2$ seconds, the derivative shows averaged and smoothed changes, with slow running time and actualization. Our choice of $w = 1$ seconds achieves balance between temporal resolution and computational efficiency.

4.6. Computational implementation. Our approach consists of the real time computation of the persistent diagrams associated to the time-evolving point clouds of approximate size of $\sim 500$ points (625 points for MEG recordings at sampling frequency 625 Hz, 400 points for iEEG recordings at frequency 200 Hz and 512 points for EEG recordings at frequency 256 Hz). These diagrams are updated every 0.5 seconds. The execution time of the computation of every diagram is $\sim 0.25$ seconds and it is performed with the software Ripser [4]. All the computations were performed in a MacBook Pro 8-core CPU 32-core GPU 16 GB unified memory.

The 1-Wasserstein distance between persistence diagrams can be computed using the Hungarian algorithm [26], which is implemented in the package Ripser and in practice it takes $\sim 0.1$ seconds.

The total persistence of a persistence diagram can be computed in linear time in the number of points of a diagram, which in practice takes only $\sim 0.5 \times 10^{-5}$ seconds.
Overall, our pipeline consists of the computation of the persistence diagram up to degree 1 of the sliding-window embedding of the signals, and the computation of the derivative and the total persistence indicators for every degree. All this process (which is updated every 0.5 seconds) takes less than 0.5 seconds and it can be performed in real time.

4.7. Statistical analysis of the total persistence biomarker. In this section, we conduct a statistical study to analyze the sensitivity of the Total Persistence biomarker to epileptic signals. In contrast to classical algorithmic studies and global machine learning classifications, we perform individualized analysis for different patients. Indeed, the numerical topological summaries may vary from person to person, and in practice, the thresholds and parameters are adjusted individually for each patient. To complement our previous analysis in [Topological Seizure Detection] that aimed to capture changes in the multidimensional dynamics from the recordings, we examine the statistical distribution of the values of the total persistence biomarker along the ictal and interictal states. We build and analyze a datasets of disjoint segments of 1-second EEG signals previously classified as either normal or epileptic. We use EEG recordings of brain activity of Patients 2, 5 and 6 from the databases from Toronto Western Hospital, CHB-MIT [16] and Beirut Medical Center [31]. Note that these patients are characterized by the weak effectiveness of standard signal analysis methods in detecting epileptic seizures from the EEG recording (see [Comparison with standard seizure indicators]). Indeed, we compare the discriminate power of the Total Persistence biomarker with the Permutation Entropy signature.

Simulating the continuous clinical monitoring process of individualized patients, we analyze databases of long recordings of the brain activity of Patient 2, including 7 seizures totaling 171 seconds, Patient 5, including 7 seizures totaling 442 seconds, and Patient 6, including 4 seizures totaling 111 seconds. We preprocessed the databases to construct datasets consisting of an equal number $N_{sec}$ of 1-second (non-overlapping) snippets of each inter-ictal and ictal state for each database (specifically, $N_{sec} = 171$ for Patient 2,
$N_{sec} = 442$ for Patient 5, and $N_{sec} = 111$ for Patient 6). For each 1-second signal segment, we calculate its persistence diagram and total persistence for $H_0$ and $H_1$, alongside the Permutation Entropy measure. Finally, non-parametric statistical analysis based on the Kruskal-Wallis method with Bonferroni correction [25] is used to compare ictal vs inter-ictal states (see Figure 12).

The results show that the Kruskal-Wallis test identifies a significant difference (with $p$-values lower than 0.0001) between the distribution values of the total persistence biomarkers during ictal vs. interictal states across the three patients analyzed. This highlights the robustness of the total persistence biomarkers in distinguishing between these states. We emphasize that seizures in Patient 6 were only video-detected during the original data collection and analysis from [31], meaning that EEG visual inspection alone was not previously successful in identifying the seizures.

In contrast, the Permutation Entropy signature distributions are weakly distinguishable (with $p$-values on the order of 0.05), except for Patient 6 where the $p$-value is lower than 0.001. In practice, due to the substantial overlap in the range of its distribution values, Permutation Entropy itself has low discriminative power. These findings align with the inspection of change dynamics during particular seizures for Patients 5 and 6 (Figures 7 and 8), where the Permutation Entropy indicator also does not show prominent changes.

Overall, this experiment underscores the robustness of the total persistence biomarker to be integrated into an individualized system for real-time seizure tracking, given its consistent values for each individual.

5. Discussion

Epilepsy is a neurological disorder characterized by recurrent seizures, which are sudden, uncontrollable electrical disturbances in the brain. It is a condition with a wide variety of manifestations, including focal, generalized, idiopathic, symptomatic, or cryptogenic, as well as subtypes and variants. Particularly, seizure detection using EEG/iEEG or MEG recordings faces numerous challenges. These range from distinguishing seizure activity from background noise or artefacts to the low signal-to-noise ratio in EEG/iEEG or MEG recordings, which can obscure subtle seizure activity, resulting in missed detections or false negatives. One of the most important problems is the variability of types of epilepsy, underlining the complexity of this neurological disorder and the importance of an individualized approach to its diagnosis and treatment. Therefore, we have proposed a method for the individual analysis of each patient, without making comparisons between different clinical situations.

In this work, we presented a novel methodology for analyzing electrophysiological signals from EEG/iEEG or MEG through the geometric study of multidimensional signal dynamics. Our approach leveraged mathematical tools from algebraic topology, particularly persistent homology, to capture the topological features inherent in the time-varying dynamics of brain activity. By representing the signals as trajectories in high-dimensional spaces and examining topological biomarkers, we gained insights into the underlying dynamics of epileptic seizures. This geometric perspective allowed us to identify distinctive interpretable patterns associated with pre-ictal, ictal, and post-ictal states, providing a deeper understanding of the seizure process. Moreover, our methodology offered the advantage of being applicable in real-time, enabling prompt detection and tracking of seizure events. Through extensive experimentation and validation on diverse datasets, including
Figure 12. The statistical significance of the biomarkers. The distribution of the total persistence summary for 1-second windows from EEG recordings from the ictal (seizure) and interictal state (baseline) in A. Patient 5, and B. Patient 6. C. Patient 2. Non-parametric statistical analysis via the Kruskal-Wallis test with Bonferroni correction was used to compare states, NS not significant, * $p \leq 5.00e-02$, ** $p \leq 1.00e-02$, *** $p \leq 1.00e-03$, **** $p \leq 1.00e-04$.

Both scalp and intracranial recordings, we demonstrate the effectiveness and robustness of our approach across various clinical scenarios.

Most analysis methods are based on the study of one-dimensional signals, where each channel is analyzed separately and then averaged if a global understanding of the system is desired for ease of interpretation. However, as with any averaged information, there is an obvious loss of overall system information. Furthermore, focusing on the analysis of individual channels results in a loss of information about the underlying multidimensional dynamics in the brain. However, the lack of information about the relationships between
channels can be addressed by connectivity (correlation) analysis. There are many methods for calculating connectivity, such as coherence, cross-correlation, mutual information, or phase locking. However, these methods suffer from the problem of losing the temporal information of the system, since they require averaging over the recording time. Our topological approach enables the study of temporal evolution in multidimensional dynamics, overcoming the mentioned limitations. Moreover, thanks to the persistent derivative biomarker, we can detect changes in these dynamics with great specificity, thus accurately identifying the beginning and end of seizures.

The algorithm presented in this work was compared with two of the most widely used methods in the literature: spectral decompositions of signals and Permutation Entropy signatures. Whereas those methods inconsistently identify sometimes the difference between ictal and interictal activities, the proposed topological biomarkers demonstrated greater and consistent sensitivity in detecting seizures. This can be attributed to the ability of our algorithm to analyze the dynamics induced by all signals simultaneously, unlike conventional methods that rely on channel-wise averaging. However, there may be a need to understand the dynamics of individual channels separately, both to determine whether the epilepsy is partial or generalized and to try to identify the channel(s) from which the seizure originates. Based on this, our work also proposes a topological analysis of individual channels through the use of Takens’ theorem, which allows the unambiguous detection of the channel where the seizure begins and subsequently generalizes. Particularly remarkable is the case study of Patient 6, who had video-detected epilepsy but no displayed changes in the EEG. However, all topological biomarkers showed significantly higher values during the ictal state. This challenges the conventional notion that the ictal state of video-detected epilepsy cannot be detected on the EEG and suggests that topological analysis methods may provide valuable insights into the underlying signal dynamics.

We conducted individualized statistical analyses to compare (different types of) seizure signals with control signals, fitted to each specific patient. The significant differences in the topological biomarkers observed between ictal and interictal data for every patient underscore the importance of utilizing advanced quantitative analysis techniques, such as persistence diagrams and associated biomarkers, to reveal the intricate dynamics of epileptic seizures, especially concerning their manifestation on EEG recordings. This enables the detection of subtle yet significant differences in signal dynamics.

While computational speed is a fundamental factor in developing a real-time epilepsy detection method, addressing the practical implementation of the proposed algorithm in clinical settings is also essential. This entails discussing potential challenges and considerations for real-world deployment. Our method demonstrates robust computational performance for real-time updates, irrespective of the dimensionality of the problem (i.e., the number of electrodes). However, managing the dimensionality of recordings could present a challenge for channel-by-channel analysis. Sequential analysis algorithms may result in a linear increase in computation time with the addition of channels, or alternatively, parallel computation algorithms may be necessary. Therefore, while our algorithm does not necessitate parallel implementation from a technical standpoint, further investigation is required to evaluate its feasibility and scalability in clinical environments. This includes considerations such as hardware requirements, integration with existing EEG (ambulatory) monitoring systems, and validation in real patient scenarios.

The primary aim of this paper was to introduce a novel method of personalized analysis and to demonstrate its efficacy in different scenarios, including various recording types
(EEG, iEEG, or MEG) and different epilepsy subclasses (focal or generalized, and even video detected). Despite the relatively small number of patients analyzed, our focus was on individualized analysis of the data for each patient through clear and interpretable biomarkers, rather than relying on a global automatic machine learning algorithm. However, a thorough analysis using a large clinical dataset for every patient is necessary to extrapolate to clinical practice. Moreover, the next phase of this research will involve integrating machine learning techniques to fit the parameters of our procedure (e.g., size of the window, seizure-threshold for the biomarkers) to every patient, optimizing the accuracy of seizure detection.

Overall, we believe that this novel method holds potential in medical practice as a valuable tool for clinical diagnosis. It promises enhanced precision in detecting the onset of the ictal state, thereby offering improved accuracy in epilepsy diagnosis. Moreover, it has the potential to greatly assist in pinpointing epileptic foci, facilitating more targeted and effective treatment strategies. In summary, our work contributes to the advancement of computational individualized techniques for seizure detection and offers promising avenues for improving epilepsy diagnosis and treatment.

6. Conclusions

Epilepsy presents a complex array of manifestations, necessitating an individualized approach to diagnosis and treatment. Our study introduces a novel methodology rooted in algebraic topology for analyzing electrophysiological signals to detect epileptic seizures in real time, offering a deeper understanding of multidimensional signal dynamics in the brain. While our proposed algorithm exhibits superior sensitivity in seizure detection compared to conventional methods, challenges remain in practical implementation, particularly in real-world clinical settings. Looking ahead, the integration of machine learning techniques holds promise for further improving seizure detection accuracy and efficiency. These future directions underscore our commitment to advancing epilepsy research and ultimately enhancing patient care.
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