ABSTRACT
Giant molecular clouds (GMCs) are observed to be turbulent, but theory shows that without a driving mechanism turbulence should quickly decay. The question arises by which mechanisms turbulence is driven or sustained. It has been shown that photoionizing feedback from massive stars has an impact on the surrounding GMC and can for example create vast H II bubbles. We therefore address the question of whether turbulence is a consequence of this effect of feedback on the cloud. To investigate this, we analyse the velocity field of simulations of high-mass star-forming regions by studying velocity structure functions and power spectra. We find that clouds whose morphology is strongly affected by photoionizing feedback also show evidence of driving of turbulence by preserving or recovering a Kolmogorov-type velocity field. On the contrary, control run simulations without photoionizing feedback have a velocity distribution that bears the signature of gravitational collapse and of the dissipation of energy, where the initial Kolmogorov-type structure function is erased.
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1 INTRODUCTION
Observations of large non-thermal linewidths within molecular clouds are interpreted as an indication of supersonic turbulence (e.g. Zuckerman & Palmer 1974; Falgarone et al. 1994; Vázquez-Semadeni 2000; Ossenkopf & Mac Low 2002; Heyer & Brun 2004; Mac Low & Klessen 2004; Klessen 2011; Roman-Duval et al. 2011; Dobbs et al. 2013). Turbulence has an important effect on the process of star formation as it influences the stability of giant molecular clouds (GMCs), which are the birthplaces of stars. Depending on the scales on which it is acting, turbulence can either prevent gravitational collapse (large scales) or trigger it (small scales) Mac Low & Klessen 2004).

The characteristic distribution of densities in molecular clouds can be explained by turbulent motions. The width of the probability density function (PDF) of the gas density depends on the Mach number of the turbulence (Vazquez-Semadeni 1994; Passot & Vázquez-Semadeni 1998; Federrath, Klessen & Schmidt 2008; Price, Federrath & Brun 2011; Konstandin et al. 2012; Molina et al. 2012). Stronger turbulence thus leads to higher densities and can trigger gravitational collapse. The density PDF and its dependence on turbulence properties has served as a basis for star formation theories in theoretical studies (Krumholz & McKee 2005; Hennebelle & Chabrier 2008; Padoan & Nordlund 2011; Federrath & Klessen 2012; Padoan et al. 2013; Girichidis et al. 2014) as well as an observational tool to determine the dynamical state of molecular clouds (Kainulainen et al. 2009; Brunt, Federrath & Price 2010; Ballesteros-Paredes et al. 2011b; Schneider et al. 2012, 2013; Kainulainen & Tan 2013; Kainulainen, Federrath & Henning 2014).

The variety of complex astrophysical motions interpreted as turbulence can be quantified by a spectral energy cascade and the resulting spectral energy distribution. The seminal work by Kolmogorov (1941) derives the energy cascade from large to small scales as a result of eddies breaking up into smaller and smaller structures. The subsequent energy transport through all spatial scales is violated if considering highly supersonic flows in which the medium reacts compressively (Burgers turbulence). In this limit, which is the dominant limit in typical interstellar medium (ISM) and GMC environments, shocks dominate and allow the energy to be transferred across larger spatial ranges. The spectral energy distribution is steeper compared to the subsonic Kolmogorov-type turbulence (Kritsuk et al. 2007; Federrath, Klessen & Schmidt 2009; Schmidt et al. 2009; Federrath et al. 2010a; Federrath 2013; Federrath & Klessen 2013). However, a full theory of compressible turbulence is still missing. We will briefly discuss the implications of Kolmogorov-type and Burgess turbulence in Sections 2.2 and 2.3.

Mac Low et al. (1998) show that without a driving mechanism (i.e. energy input), turbulence will decay very quickly (on the order of the crossing time of the size of the flow). Numerous driving
mechanisms for turbulence, both external and internal to the GMCs have been proposed and are described in a number of dedicated reviews, including Mac Low & Klessen (2004), Elmegreen & Scalo (2004), McKee & Ostriker (2007), Klessen (2011) and Dobbs et al. (2013).

There are various mechanisms by which driving on large scales could be possible. One way is to inject energy by external accretion flows, i.e. from a flow outside the GMC (Klessen & Hennebelle 2010). Gravity-driven turbulence has also been studied by Federrath et al. (2011). Furthermore, it is possible that the formation process of the molecular cloud itself could explain the origin and driving of turbulence. Density waves within galactic spiral arms can drive convergent flows of atomic gas (Vázquez-Semadeni et al. 2007; Heitsch, Hartmann & Burkert 2008; Hennebelle et al. 2008). Simulations performed by these authors confirm that GMCs can be formed from diffuse gas, which build up at the stagnation points of these large-scale flows (Ballesteros-Paredes, Vázquez-Semadeni & Kim 2005; Ballesteros-Paredes et al. 2011a). Numerical simulations indeed show that ram-pressure confined flows can sustain turbulence; see e.g. Vázquez-Semadeni et al. (2006). Dobbs, Burkert & Pringle (2011a,b), Dobbs et al. (2013) and Dobbs & Pringle (2013) discuss galactic flows as a mechanism to inject energy at large scales, for example due to the interaction with density waves in spiral arms or cloud–cloud collisions (Tasker & Tan 2009).

Turbulence might also be driven by large-scale processes internal to the cloud. Krumholz, Matzner & McKee (2006) and Goldbaum et al. (2011) perform semi-analytic models of GMCs and conclude that expanding H II regions do have a significant effect on the velocity field as the energy content of H II regions is similar to that of the velocity field. Numerical simulations by Gritschneder et al. (2009) show that externally photoionizing a turbulent box sustains turbulence. Walsh et al. (2012) find that photoionizing radiation injects substantial amounts of thermal energy in the gas and that it is thus a potential driver of turbulence.

Mac Low & Klessen (2004) discuss supernovae (SNe) as a driving source. On galactic scales of the ISM, SNe seem to be indeed the main driver of turbulence, which can explain the multiphase structure of the ISM. Taking into account just disc instabilities does not offer such an explanation (see e.g. McKee & Ostriker 2007; Hennebelle & Falgarone 2012). However, Dobbs et al. (2013) claim that SNe are most likely not a very important driving mechanism on GMC scales because the time-scale of stellar evolution (of very massive stars) and crossing time are of the same order of magnitude. Thus, SNe are probably more important as a mechanism for dispersing GMCs.

Additional feedback mechanism that could potentially drive turbulence are outflows and stellar winds. Simulations of GMCs including winds have for example been performed by Rogers & Pittard (2013), but they do not analyse their simulations from the point of view of turbulence. Li & Nakamura (2006), Wang et al. (2010), Cunningham et al. (2011), Myers et al. (2014), Offner & Arce (2014) and Federrath et al. (2014) have studied the effect of outflows, but they find that these do not play an important role on scales of the size of the cloud (Mac Low & Klessen 2004).

In this paper, we will study the effect of photoionizing feedback and the resulting H II bubbles on the turbulent velocity field within simulations of GMCs. In Section 2 we introduce the simulations from Dale, Ercolano & Bonnell (2012) and describe the analysis tools used to study the velocity field of the respective molecular cloud, namely structure functions and power spectra. We continue with our findings in Section 3 which are then also discussed in more detail in this section. Our conclusions can be found in Section 4.

2 METHOD AND SIMULATIONS USED

2.1 Simulations

The simulations studied originate from Dale et al. (2012); we will use their nomenclature for the respective clouds. They use a hybrid N-body smoothed particle hydrodynamics (SPH) code to simulate GMCs with initial masses of $M = 10^5$, $10^6$ and $10^7 M_\odot$ and initial radii ranging from 5 to 180 pc. The clouds are all seeded with turbulence. The imposed velocity field has a power spectrum $P(k) \propto k^{-4}$ appropriate for Burgers turbulence and is generated in Fourier space with modes between $k=4$ and 128 populated, before being transformed into real space. The normalization of the velocity field is adjusted to give the clouds the desired virial ratio between gravitational and turbulent kinetic energy. Turbulence is not driven artificially in the simulations. The initial velocity field contains a ratio of compressive to solenoidal modes of 1:2. The power in the respective modes will be explained and studied in more detail in Sections 2.3 and 2.4. The importance of this ratio for the star formation rate and morphology of GMCs is discussed in Girichidis et al. (2011).

Self-gravitational forces between gas particles are included and calculated using a binary tree. Gravitational forces between sink and gas particles are computed by direct summation and sink particles may accrete gas particles and thus grow in mass. The clouds are initially gravitationally bound, with $E_{\text{pot}}/E_{\text{kin}} = 0.7$, but they are unconfined and thus the outer regions can expand in all runs. Dale et al. (2012) allowed the clouds to evolve and form stars, which are modelled in the simulations by sink particles: in their $10^5 M_\odot$ clouds (including Runs I and J, which we examine here), the sink particle radius is taken to be $5 \times 10^{-2}$ pc, the sink particle formation density is then $7 \times 10^2$ cm$^{-3}$ and the sinks in these simulations are treated as individual stars. Once three sinks have grown to masses exceeding $20 M_\odot$, photoionization is enabled in these calculations.

In the more massive clouds, sink particles represent small stellar subclusters. Here, we use results from Run E, a $10^7 M_\odot$ cloud, in which the sink particle radius is 0.1 pc and the sink formation density is $4 \times 10^4$ cm$^{-3}$. To determine whether a given subcluster sink may be a source of ionizing photons, the subcluster is assumed to have a Salpeter mass function in the range 0.1–100 $M_\odot$. The mass in stars of more than $30 M_\odot$ is computed and divided by $30 M_\odot$ and rounded to the nearest integer. The subcluster is then assigned a flux corresponding to this integral number of $30 M_\odot$ stars. Photoionization is enabled in the $10^7 M_\odot$ clouds once these such subclusters have formed.

Dale et al. (2012) use the photoionization code from Dale, Ercolano & Clarke (2007) and Dale & Bonnell (2011). The code uses a simple ray-tracing algorithm and a Strömgren volume technique to compute the flux of ionizing photons arriving at a given SPH particle and update its ionization state accordingly. The ionization algorithm was modified in a simple way in Dale & Bonnell (2011) to take into account the effect of multiple ionizing sources with overlapping H II regions.

In order to isolate the impact of photoionization radiation, control simulations were performed. The setup for these clouds is identical...
to the one just described, the only difference is that photoionization feedback is absent there.

Dale et al. (2012) find that their most massive clouds are hardly affected by photoionizing radiation due to their high escape velocities. Contrarily, in the clouds with less mass and lower density, ionizing feedback creates huge H\textsc{ii} bubbles. This can be seen in the final snapshots of three representative simulations in Fig. 1. The simulations are stopped before the first SNe are expected to explode. Due to the different cloud properties, they need different time spans until the first stars are born and thus the final times of the simulations vary accordingly (Run E: $t_f = 7.74$ Myr, Run J: $t_f = 3.49$ Myr, Run I: $t_f = 7.58$ Myr). The properties of these clouds are listed in Table 1. The upper row of Fig. 1 displays the final snapshots of the control runs of Run E, J and I, the lower row those of the corresponding runs including photoionization.

Run E, the cloud that is displayed on the left, has an initial mass of $M_{ini} = 10^5 M_\odot$ and an initial radius of $r_{ini} = 21$ pc. In this case, ionization does not have a big impact on the star formation rate, but it has some effect on its density distribution as photoionizing feedback is beginning to open some small H\textsc{ii} bubbles. This is different in the cloud of Run J that has $M_{ini} = 10^4 M_\odot$ and $r_{ini} = 5$ pc (Fig. 1, centre).

The morphology is changed substantially by feedback which creates a complex system of H\textsc{ii} bubbles and pillar-like features. In Run I (with $M_{ini} = 10^4 M_\odot$ and $r_{ini} = 10$ pc), the effect of feedback on the cloud morphology is even greater: two H\textsc{ii} bubbles are opened up, which occupy a very large fraction of the cloud volume, in addition to some pillar-like structures.

We have studied the velocity structure functions of 13 molecular clouds, including also unbound ones taken from Dale, Ercolano & Bonnell (2013a, where $E_{kin}/|E_{pot}| = 2.3$, see Section 3.5). Here we choose three representative, bound clouds, namely Run E, J and I, to illustrate the behaviour we found.

### 2.2 Characterizing the velocity field using structure functions

We analyse the effect of photoionizing radiation on the gas velocity field of the surrounding cloud using two different approaches, namely velocity structure functions and power spectra. For the first approach we use velocity structure functions of second order:

$$S_2(dr) = \langle |v(x) - v(x + dr)|^2 \rangle = \langle \delta v^2 \rangle .$$

Figure 1. Final snapshots of clouds (column density maps), from left to right: Run E ($t_f = 7.74$ Myr), Run J ($t_f = 3.49$ Myr) and Run I ($t_f = 7.58$ Myr). The upper row shows the control simulations, the lower one the runs including photoionization. White dots represent sink particles, they are not to scale. Note that the size scales are varying between the plots.

| Run | $M_{ini} (M_\odot)$ | $r_{ini}$ (pc) | $v_{RMS}$ (km s$^{-1}$) | $\tau_{cr}$ (Myr) | $t_f/\tau_{cr}$ | $r_s$ (pc) | $n_s$ (cm$^{-3}$) | $E_{kin}/|E_{pot}|$ | $M_{ini}$ | $M_{ion}$ |
|-----|---------------------|----------------|--------------------------|------------------|---------------|-----------|---------------|----------------|----------|--------|
| E   | $10^5$              | 21             | 4.6                      | 4.47             | 1.73          | 0.1       | $4 \times 10^5$ | 0.7           | 23.0     | 14.5   |
| J   | $10^4$              | 10             | 3.0                      | 1.63             | 3.49          | 2.14      | $5 \times 10^{-3}$ | 7 $\times 10^7$ | 0.7      | 15.0   |
| I   | $10^3$              | 5              | 2.1                      | 4.66             | 7.58          | 1.63      | $5 \times 10^{-3}$ | 7 $\times 10^7$ | 0.7      | 10.5   | 7.0   |
Due to symmetry, the structure function depends only on the absolute value of the separation $dr$ and not on its direction. In the case of an incompressible turbulent fluid, the structure function will be

$$S_2(dr) \propto dr^2;$$

see the review by Elmegreen & Scalo (2004) for a detailed description and derivation of structure functions. We restrict ourselves to structure functions of second order here (corresponding to a proportionality to the velocity squared). Thus we omit the index 2 from here on and refer to the structure functions as $S(dr)$.

In Section 2.1 we described the initial seeding of the molecular clouds with turbulence. The underlying power spectrum is such that the structure functions of all the clouds are initially of power-law shape. This is visible in the plots in Section 3.3 and is analysed in more detail there.

The calculation of the structure functions is done in the following way: we use $10^4$ randomly chosen sample particles $j$, out of the initial $10^6$ particles, around which we radially bin the other particles i. The bins are logarithmic as the dynamic range of scales is large. We have checked that increasing the number of sample particles by a factor of 3 does not change the resulting structure functions; we therefore restrict ourselves to $10^4$ particles to keep the computing time limited. We then calculate the mean of the square of the velocity difference between the sample particle and all other particles. Then we average the velocity differences in the respective bins and repeat the procedure for the other sample particles:

$$S(dr) = \langle (v_i - v_j)^2 \rangle_{\text{bin}} = \langle \delta v^2 \rangle_{\text{bin}} .$$

This is schematically illustrated in Fig. 2, where the brown, irregular shape is the molecular cloud. The red dot in the middle represents the randomly chosen sample particle, around which all other SPH particles (dark dots) are put into logarithmically-spaced radial bins.

In addition, we have performed a test for the control simulation of Run I to determine the influence of higher resolution on the structure functions. We find that increasing the initial number of SPH particles to $10^7$ does not significantly alter the resulting $S(dr)$, except at scales $\lesssim 0.1$ pc, which is approaching the sink radius in the low-resolution runs.

Figure 2. Schematic illustration of binning process. The brownish feature represents the molecular cloud, the dots are the SPH particles. The sample particle is illustrated by the central dot and the circles indicate the logarithmically-spaced radial bins.

2.3 Characterizing the velocity field using spectra

Kolmogorov (1941) describes an energy cascade, where eddies of decreasing size transport energy from the large scale (where it is injected) to the small scales (where energy is dissipated due to friction). This description is only valid for incompressible fluids and the resulting velocity power spectrum,

$$P(k)dk = 4\pi k^2 \langle \delta v(k) \cdot \delta v(k) \rangle dk ,$$

shows a scaling of $v^2$, which is equal to the energy $E$ for incompressible fluids (Elmegreen & Scalo 2004):

$$E(k) \propto k^{-5/3} .$$

We note that this scaling is for the one-dimensional power spectrum assuming isotropy in Fourier space ($E(|k|) = E(k)$). Molecular clouds can in general not be considered an incompressible fluid. In compressible fluids dominated by shocks (Burgers turbulence), the energy spectrum will be

$$E(k) \propto k^{-2} .$$

Nevertheless, Federrath et al. (2009, 2010a) find that the exponent of the energy spectrum of both observations and simulations will be between $-5/3$ and $-2$, i.e. the values lie between the cases for incompressible and shock-dominated turbulence (for Mach numbers between 5 and 6). This is consistent with the findings by Kritsuk et al. (2007) and Schmidt et al. (2009). The exponent of the energy spectrum asymptotically approaches the Burgers limit at very high Mach numbers as shown in Federrath (2013). In addition, the clouds we are studying are not isothermal; thus the Kolmogorov-type turbulent energy cascade is only an approximation.

Turbulent flows in compressible media are statistically composed of compressive (curl-free) and rotational (divergence-free) modes. In fully developed isothermal turbulence in three dimensions, the statistical ratio of compressive to solenoidal modes is 1:2 (see e.g. Federrath et al. 2008). In order to analyse the impact of ionization feedback with a focus on the driving mode, we investigate the compressive and solenoidal contribution to the velocity field. We transform the velocity field, $\mathbf{v}(x)$, into Fourier space, $\mathbf{\tilde{v}}(k)$, and project the motions into compressive and solenoidal parts with the operators

$$P_\perp = \delta_{ij} - k_i k_j / k^2 \quad \text{and} \quad P_\parallel = k_i k_j / k^2 ,$$

where $i, j \in \{x, y, z\}$. We then compare the ratio of both components as a function of scale using isotropic power spectra. We calculate mass-weighted spectra where we transform $\rho v^2$ in the cubic box with equally-sized cells.

3 Effect of photoionization feedback

3.1 Density and velocity PDFs

The upper row in Fig. 3 shows the density probability distribution functions (PDFs), the lower row the velocity PDFs of Runs E, J and I at the end of the simulations. The control runs (without ionization) are marked by the blue dots and dashed lines, the PDFs of the ones including photoionization by the red crosses and solid lines. The ionized particles were excluded from the analysis since we are interested in turbulence in the cold star-forming gas. This has the consequence that the PDFs of the control runs range to a lower minimum density in all three cases. Overall we note that the density PDFs do not show a significantly larger width in the cold regions. Following the theoretical model by Vazquez-Semadeni (1994) and
Passot & Vázquez-Semadeni (1998) the PDFs do not suggest that photoionization drives turbulent motions. However, the maximum density of the PDFs is set by the sink particle formation criteria. Theoretically there is the possibility for much higher densities than the sink particle density. In practice most dense regions collapse and form sink particles at the threshold density. This sets an effective upper cut-off on the PDFs. The much larger extent towards low-density regions is excluded by neglecting the hot gas.

In Run E, where feedback has the least impact on the morphology of the cloud, the PDF of the ionized run goes up to higher densities than in the control run, but only for a small number of particles (∼100). In Run E, the sink particle formation density is lower and the sink particle radii are bigger – as stated in Section 2, they represent small clusters in Run E, instead of stars. In Runs I and J, the sink formation density is about $7 \times 10^4$ cm$^{-3}$; in Run E the value is lower, namely $4 \times 10^3$ cm$^{-3}$ (see Section 2.1). The gas densities in Run E exceed the sink particle formation density because the density threshold is only a necessary but not sufficient formation criterion. If in addition the dense region under consideration is also bound then the accreting sink particle is formed. Bate, Bonnell & Price (1995) and Federrath et al. (2010b) introduce and explain the importance of additional sink particle formation checks.

The peak of the PDF is, in all three cases, at higher densities for the ionized runs than for the control runs. The O-stars are formed in the regions with the highest density gas; so feedback of these stars first destroys this material, thus lowering the PDF at the high-density end. On the other hand, photoionization increases the density of the gas at the boundary of the hot bubble, so the PDF is shifted and the average density increases. In Runs I and J, feedback does not seem to effectively create regions of very dense gas. The large-scale structure of the clouds approximately follows an $r^{-2}$ density profile. In simulations where feedback-driven bubbles come to occupy large fractions of the cloud volume, although the mass of swept-up material increases as the bubbles expand, its surface and volume density decline approximately as $1/r$ (Dale et al. 2013b). In Run E, the bubbles never exit the denser core of the cloud, so this is less evident.

The lower row of Fig. 3 shows the velocity PDFs. In Run E (left-hand panel) the PDFs of the control run and the ionized run are almost identical. There is only a small deviation for very high $v$, where the control run ranges to $\log(v/\text{km s}^{-1}) \approx 1.25$ and the ionized run to $\log(v/\text{km s}^{-1}) \approx 1.5$. This behaviour is more distinct in Run J and Run I (middle and left-hand panel, respectively), where the highest velocities are almost one order of magnitude higher in the case with photoionization. These particles with high velocities are found in the opposing extreme regimes in the simulation, i.e. in the collapsing, high-density structures, as well as in the expanding regions at large radii. The clouds are not confined, but allowed to expand freely. Especially in Runs I and J, photoionization creates H$\alpha$ bubbles that fill up a large fraction of the cloud volume and does a substantial amount of damage to the cloud, thus leading to high velocities in the outer regions.

Arbitrarily high velocities for the gas particle are excluded by the choice of sink particle parameters. The gas which is accreted onto sink particles reaches maximum free-fall velocities of the order of a few km s$^{-1}$, comparable to the velocity dispersion in the cloud.

### 3.2 Effect on final snapshot

In the following section, we study the velocity structure functions in the control and ionized runs, respectively. The structure functions were plotted using the data of the final step of the simulations, i.e. they correspond to the column density maps and PDFs presented in the previous figures. Figs 4, 5 and 6 show log–log plots of the velocity structure functions $S(dr)$ of the respective clouds, the colour coding is the same as before. The Kolmogorov-type structure function with a slope of 2/3 is given by the black dotted line in each plot for comparison. In the three figures, the intercept of this line
varies, as it is used to illustrate the power-law behaviour of the structure functions in the respective run and we are locally making a comparison of the slopes. Comparing the structure functions of Runs E, J and I, we note a changing range of the y-axis. Also, as the clouds have different initial radii, they reach different sizes when the simulations are stopped. This depends of course also on the escape velocity of the respective cloud and on the resulting impact of feedback on the morphology.

In all three figures, $S(dr)$ increases strongly at the very large scales, in the ionized run more than in the control run. This is due to the fact that the clouds are not confined, but expand freely. The structure functions in the ionized cases reach higher values than those of the control run, a behaviour which is most likely also due to the tendency of photoionization to unbind the clouds and to drive them apart. At the very small scales, there are only few particles in the bins when calculating the structure functions, so the results on scales up to $\log (dr/pc) \approx -1$ should be treated with caution. It is possible that some interparticle separations are less than the smoothing lengths of either particle, in which case the velocity differences between the two particles may not be meaningful. However, we found that excluding such pairings had negligible effects on our structure functions.

We will now describe the behaviour of the structure functions for the three runs in detail.

(i) **Run E**: Fig. 4 shows the velocity structure function of Run E, where photoionization produces only small HII bubbles. In the control run, $S(dr)$ has a dip at scales of $\log (dr/pc) \approx 1.5$. This is an indication of energy being transported in a turbulent energy cascade (a relict from the initial seed of turbulence) from large scales to the smaller scales and energy being lost in shocks. Energy is not replenished at the large scales and therefore $S(dr)$ decreases. On the other hand, there is an increase at the smaller scales to which energy is transported. The situation is different in the ionized run: the dip that is present in the control run is much less distinct here. Also, the structure function shows a power-law behaviour with a slope of $2/3$ over a range from $\log (dr/pc) \approx -0.6$ to 0.9. The fact that $S(dr)$ retains its power-law shape over a large range of scales and regains it at $\log (dr/pc) \approx 1.5$ (described in detail in Section 3.3) is a sign of turbulence being driven on scales of about 10–20 pc (corresponding to the size of the HII bubbles) and leading to a turbulent energy cascade at intermediate values of $dr$.

(ii) **Run J**: Signs of the decay of the initial Kolmogorov-like turbulent energy cascade and energy being transported from the large to the smaller scales without being replenished, are more pronounced in Run J. This can be seen in Fig. 5. Here, the dip in the structure function of the control run simulations is even more prominent than in Run E. Due to the different initial sizes and therefore different evolution of these two clouds, this is at smaller scales in Run J, namely around $\log (dr/pc) \approx 1$. Here again, energy has been transported to smaller scales, but turbulence is not replenished at large scales. The increase of $\log (\langle \delta v^2 \rangle)$ towards smaller scales, i.e. between $\log (dr/pc) \approx -1.5$ and 0.5 is caused by gravitational collapse.

This is completely different in the case including photoionizing feedback, where the signs of gravitational collapse and draining of energy are not present. We find a structure function that approximately follows a power-law slope of $2/3$ from $dr \approx 0.05$ pc up to scales of about 10 pc. The power-law behaviour over a large range of length-scales can be interpreted as turbulence being driven on large scales and the development of a Kolmogorov-type cascade.
An alternative interpretation is that turbulence is being driven over a large range of scales. We will focus more on the interpretation of the differences between the control and ionized run when studying the time evolution of the respective structure functions in Section 3.3.

(iii) Run I: The features of the structure functions and their respective interpretation are even more prominent in Fig. 6, which shows $S(dr)$ of Run I. This is the cloud where photoionization clears very large H ii bubbles and unbinds more than half of the cloud. In the control run, we see again a dip in the structure function, here at scales of $dr \approx 10$ pc. There is also an increase in $\log((\delta v^2))$ at smaller $dr$ in comparison to the ionized run; this is again a sign of gravitational collapse. We saw in Section 3.1 that in the ionized run, feedback destroys parts of the very dense gas and therefore of the potentially collapsing structures. In the control run, this is not the case, leading to these relatively large velocity differences at the very small scales.

On the other hand, when examining $S(dr)$ for the ionized run, we find an almost perfect power-law shape with a slope of 2/3 over a very large range of length-scales, from $dr \approx 0.05$ pc up to about 10 pc. The prominent increase at larger scales is again because the cloud is not confined. We interpret the fact that the structure function of the ionized case of Run I has this power-law behaviour as again a sign of turbulence being driven. We will analyse the time evolution of the structure functions in Section 3.3. We will see that $S(dr)$ in the ionized run of cloud I shows first signs of gravitational collapse and energy being transported to smaller scales without being replenished before the first stars are born. But, once photoionization starts, it regains its power-law shape.

3.3 Time evolution of structure functions

In this section, we illustrate the time evolution of the structure functions in the respective clouds for both the control and the ionized run. In all three cases, $S(dr)$ of the control run is represented by dots and dashed lines, those of the ionized run by crosses and solid thin lines. The black dotted line is again the Kolmogorov-type power-law structure function with slope 2/3. The red and black thick solid lines and triangles are structure functions that display the very early behaviour of both the control and the ionized run before the first stars are born and photoionization feedback is switched on. Different colours represent later times, which differ amongst the three clouds. The final stages of the simulations are given in magenta, corresponding to a time shortly before the first SNe are due to detonate and they are therefore the same as discussed in the previous section. As we are focusing on O-type stars in the simulations and their time on the main sequence is approximately 3 Myr, this is about the time the simulations will run after ionization has been enabled. We will describe the time evolution for each cloud separately.

(i) Run E: The black, thick solid line in Fig. 7 is the structure function for a time of $t = 5.37$ Myr. It is the same in the ionized and control run as at that time, no stars have been born yet and there is therefore no impact of photoionizing feedback. One can still see remnants of the initial power law, especially for the smaller scales. There are early signs of gravitational collapse and the dissipation of energy without replenishment. The green lines represent a time of $t = 5.79$ Myr when photoionization has already started to have an effect; the dots are for the control run, the crosses for the ionized one. At this stage, the differences between the structure functions are not yet very distinct. This changes for a time of $t = 6.68$ Myr (blue), where the control run structure function evolves a dip around $\log(dr/pc) \approx 1.5$ that is much less prominent in the ionized run.

Furthermore, the cloud is expanding to larger scales in the run with photoionization, a behaviour that becomes even more pronounced at later times. The very final stages of the evolution ($t = 7.74$ Myr) are displayed in magenta. These structure functions are the same as those described in Section 3.2 and display the gravitational collapse and dissipation of energy in shocks and in the energy cascade in the control run and the driving of turbulence in the ionized run. Overall, the structure functions do not evolve very significantly in comparison to the initial power law, but they do show at least some trend. This is also due to the fact that the created H ii bubbles are relatively small in comparison to the size of the whole cloud.

(ii) Run J: $S(dr)$ of Run J in Fig. 8 evolves substantially in time. The black line and triangles represent a very early time in the
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**Figure 7.** Time evolution of the structure functions of Run E: ionized run (crosses, solid thin lines), control run (dots, dashed lines), Kolmogorov-type velocity field (black dotted line). The triangles and thick solid line (black) are for times before photoionizing feedback is switched on, i.e. they are the same in the control and ionized runs. The colours represent different times (black: $t = 5.37$ Myr, green: $t = 5.79$ Myr, blue: $t = 6.68$ Myr, magenta: $t = 7.74$ Myr).
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**Figure 8.** Time evolution of the structure functions of Run J: ionized run (crosses, solid thin lines), control run (dots, dashed lines), Kolmogorov-type velocity field (black dotted line). The triangles and thick solid line (black, red) are again for times before photoionizing feedback is switched on. The colours represent different times (black: $t = 0.75$ Myr, red: $t = 2.10$ Myr, green: $t = 2.55$ Myr, blue: $t = 3.00$ Myr, magenta: $t = 3.49$ Myr). The dashed-dotted line is a fit to the power-law portion of the structure function at the earliest timestep and has a slope of 0.94.
evolution of the cloud ($t = 0.75$ Myr), where the initial turbulence and hence the power-law shape is visible over a large range of length-scales. We fit the slope of the structure function over this range and obtain a value of 0.94, very close to the expected value of 1.00 for the initially-imposed Burgers velocity field. As time passes, we see the first signs of gravitational collapse at $t = 2.10$ Myr (red line), namely an increase of log ($\langle \delta v^2 \rangle$) at the small scales. These structure functions are the same for the ionized and the control runs as photoionization is only switched on around $t = 2.30$ Myr with the first massive stars having formed. From that point on, the runs start to evolve very differently: in the control run, energy is transported to the smaller scales leading to an increase of $S(dr)$ when following the evolution from green ($t = 2.55$ Myr) and blue ($t = 3.00$ Myr) to magenta ($t = 3.49$ Myr), which is the final stage of the simulation and therefore the same structure function as in Fig. 5. This is different in the ionized run, where we see that the structure function is slowly regaining a Kolmogorov-type power-law shape once photoionization begins to exert its influence. The dip at large scales is ‘refilled’ and a turbulent energy cascade regained, which we interpret as a sign of turbulence being driven at the large scales. Photoionization feedback thus puts energy back into the system which then serves as a driver for turbulence. Then, the turbulent cascade transports energy to smaller $dr$. The formed H II bubbles are expanding radially, i.e. acting as a compressive force, but due to shear this also leads to turbulent eddies and therefore rotational modes in the velocity field, as we show later in Section 3.4.

(ii) Run I: The structure functions of Run I (Fig. 9) start off with the initial power-law shape (black thick line, triangles) at $t = 0.75$ Myr just as in the aforementioned clouds. We again fit the slope of the power-law portion of the structure function at this time, yielding a value of 0.98 which is again very close to the analytic structure function slope of 1.00 appropriate for Burgers turbulence. We are therefore confident that our analysis is recovering the statistical characteristics of the velocity fields accurately. Similarly to Run J, we can see an increase of $S(dr)$ at small scales and a decrease at scales between log ($dr/\text{pc}$) $\approx -0.25$ and 1.25.

This is illustrated by the red line at a time of $t = 5.37$ Myr, i.e. before the first stars are born and feedback starts to impact the surrounding cloud about 0.1 Myr later (green lines). In analogy to Run J, the control run structure functions keep this shape as there is no mechanism driving turbulence. By contrast, photoionization feedback quickly leads to an energy input at relatively large scales and makes the structure function regain its power-law shape over a large range of length-scales for times after $t = 6.38$ Myr. This shape is retained until the end of the simulation at $t = 7.58$ Myr, which we again interpret as turbulence being driven, leading to a Kolmogorov-type turbulent energy cascade as described above.

### 3.4 Rotational and compressive turbulent modes

In this section, we focus on the Fourier velocity spectra at the end of the simulations as discussed in Section 2.3. In order to perform a Fourier transform we map the SPH particles onto a uniform grid with a resolution of 256$^3$. A standard SPH sum is computed at the centre of each grid cell, using all SPH particles overlapping at that point, to assign kernel-weighted densities (and therefore masses) and velocities to the cell. The spectral analysis is performed for four simulations, Run E and Run I with and without ionization feedback. We choose Run E and Run I as these are two extreme cases in terms of impact of photoionization feedback. The grid covers the central area of the simulated cloud, which fits in a box with an edge length of 50 pc for Run E and 30 pc for Run I. We note that the resolution of the interpolated grid is relatively low compared to the actual resolution of the SPH simulation in regions where the gas density is highest (and therefore where the particle smoothing lengths are smallest). The small-scale modes of the Fourier transform are thus not affected by effects of the resolution limit in the simulations.

We focus on the mass-weighted spectra as we are mainly interested in the effect of photoionization feedback on the dense, cold star-forming gas.

Figs 10 and 11 show the spectra for Run E and Run I. We show the mass-weighted spectra for the ionization run (left) and the control run (right). Within each panel the decomposed spectra and the ratio of compressive to solenoidal component are shown. The control runs have spectra with a functional form close to a power law over the entire range. The runs including ionizing radiation show overall significantly higher amplitudes indicating the additional dynamical impact of the ionization. In addition, they show deviations from a power law with a flatter slope in the range of $k \lesssim 30$. We refrain from performing a detailed analysis of the spectra like determining a spectral slope because general assumptions of fully developed turbulence are not fulfilled. None the less we note that in the case of ionization the energy input on scales of $k \lesssim 30$ has a significant impact on the power spectra.

On scales of the box size, i.e. at $k = 1$, the compressive modes dominate the spectrum indicating gravitational contraction (Run E) or pressure-driven expansion (Run I). On these scales there is no time for turbulence to develop a composition of modes with the expected ratio. The average crossing time of particles at the largest radii turns out to be larger than the total simulation time in all cases. The mass-weighted spectra with ionization feedback show a well-balanced composition of modes with a ratio of $P_{\text{comp}}/P_{\text{sol}} \approx 0.5$ over a large range of scales. This seems to be consistent with the results of Federrath et al. (2011), where the authors study this ratio for a collapsing, self-gravitating cloud. This value of $P_{\text{comp}}/P_{\text{sol}}$ is not reached in our control Run I, which is collapsing very fast. The strong compressive driving due to self-gravity thus dominates the modes and does not allow for depositing energy in rotational modes.
The mass-weighted spectra pronounce the motions in dense regions, which indicate that the enhanced motions due to ionization have the signatures of fully developed turbulence with roughly the expected ratio of modes. The spectra suggest that radiation drives turbulent motions on scales of $k \lesssim 30$ corresponding to $l \gtrsim 1 \text{ pc}$. The composition of modes in the runs including ionization suggest that the energy transfer from the hot bubbles into the surrounding medium is not predominantly a fast compressively driven energy input. Instead, radiation primarily heats the gas and allows for an equipartitioned dynamical evolution of turbulent motions in dense regions.

3.5 Initially unbound clouds

In a subsequent paper, Dale et al. (2013a) examined the effect of photoionization on initially globally unbound turbulent clouds. The simulation setup was identical to that described above, except that the normalization of the turbulent velocity fields was changed to give the clouds initial virial ratios of 2.3 instead of 0.7 (corresponding to turbulent Mach numbers initially a factor of 1.8 times larger for a cloud of a given mass and radius). Run UQ from Dale et al. (2013a), for example, has the same initial mass and radius as Run J but its initial turbulent velocity is increased to 5.4 km s$^{-1}$ from Run J’s 3.0 km s$^{-1}$.

The dynamical effect of ionization feedback on the unbound clouds was found to be similar to the effect on the bound clouds of Dale et al. (2012). The principal factor determining how much material was unbound by feedback was the escape velocity of the cloud.

We applied the same analysis described above to the evolution of the turbulent structure functions of a selection of these initially unbound clouds, namely Runs UQ, UC, UV and UZ (see Dale...
et al. 2013a for details of these simulations). For brevity, we do not reproduce the analysis here, but we will simply describe the results.

We find that the evolution of their turbulent velocity fields is very similar to the behaviour observed here. As explained above, Run UQ is an unbound analogue of Run J and we find that the evolution of Run UQ’s velocity field, as measured by the structure function, is very similar to that of Run J described above. Run UV is an unbound analogue of Run E and the evolution of the velocity fields of these two calculations are again very similar. In general the velocity field of a given unbound cloud behaves in the same manner to that in the corresponding bound cloud: lower mass clouds show strong evolution away from a power-law structure function in the control simulations, but a power law close to the Kolmogorov slope is restored in the counterpart feedback simulations. In the higher mass clouds, the evolution of the structure functions in the control simulations is more modest, but departures from the initially-imposed power laws are again reduced by the action of photoionization.

### 3.6 Effects of self-gravity on the velocity field

In order to test which effect gravity has on its own (as given in the control run) and which features cannot be explained due to it, we perform a run without self-gravity and without any feedback. As gravitational collapse was most pronounced for Run I, we also choose this cloud here. We then compare the structure functions of these two runs in Fig. 12. The control run is again given by the dots and dashed lines, the one without gravity by the crosses and solid lines. We have also plotted the Kolmogorov-type power-law structure function for comparison. The different colours represent different times in the evolution.

For relatively early times (red line, \( t = 1.5 \) Myr), both structure functions almost overlap, as gravity has not yet started to dominate in the control run. Both simulations show at this point the almost power law \( S(dr) \) from the initial turbulence with which the clouds were seeded. After this point, the evolution starts to differ: The green lines represent times of \( t = 3.7 \) Myr. Both clouds are expanding as they are not artificially confined, but the run with the impact of gravity shows first signs of turbulence that is decaying at large scales, namely the aforementioned dip at \( dr \approx 10 \) pc. This is different in the run without self-gravity. Here the cloud is losing energy over a large range of scales (from the very small ones up to about \( dr \approx 10 \) pc). This can be explained by the fact that in this cloud no gravitational collapse will take place, i.e. no stars will form, but the cloud starts to diffuse and becomes almost homogeneous.

This trend is also visible for the last timestep displayed here, the blue lines at \( t = 6.8 \) Myr. The cloud without gravity has expanded, but has at the same time lost most of its energy on the smaller scales. It has moved away from the initial power law with slope 2/3 to a much steeper value. We can thus conclude that there is no longer a Kolmogorov-type turbulent energy cascade at work. For the control run we see as before the clear signs of gravitational collapse that led to a strong increase of \( S(dr) \) at the small scales. As the structure functions of both clouds are almost overlapping for the very large scales at late times, we can conclude that the evolution at these scales is not dominated by self-gravity. This was different in the ionized run, where the expanding H\( ^\text{ii} \) bubbles had enormously changed the velocity field also at these \( dr \).

The effects of self-gravity and star formation on turbulent density and velocity fields were recently studied by Federrath & Klessen (2013) using adaptive mesh refinement simulations of driven turbulence in a periodic box. They observed that gas-self-gravity (enabled only once turbulence was established) had a minimal effect on the velocity spectra, except in simulations with low turbulent Mach numbers (\( M \approx 3 \) – see their fig. 6). They apply turbulent forcing at wavenumbers in the range \( 1 < k < 3 \) and attribute this result to the most weakly-driven clouds entering a state of global gravitational collapse. This is essentially what is happening in our clouds, which are subject to decaying turbulence and are gravitationally unstable throughout large fractions of their volumes. Federrath & Klessen (2013) also find that self-gravity has a pronounced effect on the density power spectra, regardless of the strength of the turbulent driving.

### 4 CONCLUSIONS

We have examined the time evolution and especially the structure functions and spectra of the final snapshots for control and ionized runs of GMCs that show a different impact of photoionizing feedback on their morphologies. Our main conclusions can be summarized as follows.

(i) The control simulations of the lower mass clouds I and J rapidly lose their initial power-law form, indicating the decay of their turbulent velocity fields. The corresponding simulations including ionization feedback, however, rapidly recover a power-law structure function characteristic of turbulence.

(ii) We find that, in the control simulations of Runs E and I, the ratio of power in compressive to solenoidal modes is in general higher than would be expected from well-developed turbulence, particularly on the largest scales. By contrast, in the ionized calculations, this ratio is close to 0.5 over large ranges of wavenumbers, which is again characteristic of turbulence.

(iii) The velocity field indicating the presence of turbulence is established on very short time-scales in the clouds including feedback. These time-scales are shorter than the crossing times in the respective runs. Thus photoionization offers a means of quickly creating a velocity field bearing the typical signs of turbulence in the cold, dense gas.

We found that in Run E, a cloud with relatively little impact of feedback, all structure functions are relatively similar with just the control run \( S(dr) \) showing some signs of gravitational collapse. This is shown by the dip in the structure function at large scales and the increase at small scales which is a result of energy cascading...
from large to small $dr$ without turbulence being replenished. In the ionized run, this behaviour is suppressed and $S(dr)$ keeps its power-law shape over many length-scales.

In the other two clouds studied, we found more prominent signs of gravitational collapse and transport of energy to smaller scales in the control run. The structure functions of the ionized run start off with an initial power-law shape, then show some signs of collapse and draining of energy. Once photoionization starts, $S(dr)$ approaches a straight line with slope 2/3 over several orders of magnitude in scale. We interpreted this as turbulence being driven by interacting H$\alpha$ bubbles. This is in good agreement with the results from Gritschneder et al. (2009), who also find that photoionizing radiation can be an internal source of driving turbulence in GMCs.

The analysis of the clouds using power spectra reveals that a significant amount of kinetic energy is injected on scales of the order of $l \gtrsim$ few pc. The decomposition into compressive and solenoidal modes indicates that the energy enhancement in the dense regions due to radiation is in agreement with the statistical ratio of compressive to solenoidal modes expected from well-developed turbulence. However, the spectra overall do not show a power-law behaviour, violating the classical turbulent cascade where the energy is driven at the largest scales. In the simulations including ionizing radiation the thermal driving scales are $\sim$1–10 pc, which shapes the spectra accordingly.
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