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Abstract
In a recent article we started to analyze the time-harmonic equations of stellar oscillations. As a first step we considered bounded domains together with an essential boundary condition and established the well-posedness of the equation. In this article we consider the physical relevant case of the domain being \( \mathbb{R}^3 \). We discuss the treatment of the exterior domain, and show how to couple the two parts to obtain a well-posedness result. Further, for the Cowling approximation (which neglects the Eulerian perturbation of gravity) we derive a scalar equation in the atmosphere, couple it to the vectorial interior equation, and prove the well-posedness of the new system. This coupled system has the big advantages that it simplifies the construction of approximating transparent boundary conditions and leads to significant less degrees of freedom for discretizations.
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1 Introduction
In this article we study the time-harmonic linear equations of stellar oscillations [16, 21] (with the phase convention \( e^{-i\omega t} \))

\[
\begin{align*}
-\nabla \left( c^2 \rho \text{div} \mathbf{u} + \nabla p \cdot \mathbf{u} \right) + \nabla p \text{div} \mathbf{u} + \text{Hess}(p) \mathbf{u} \\
-\rho \text{Hess}(\phi) \mathbf{u} - \rho \nabla \psi - \rho (\omega + i\partial_b + i\Omega \times )^2 \mathbf{u} - i\omega \gamma \rho \mathbf{u} = \rho \mathbf{f} \quad \text{in} \quad \mathbb{R}^3, \\
-\frac{1}{4\pi G} \Delta \psi + \text{div}(\rho \mathbf{u}) = 0 \quad \text{in} \quad \mathbb{R}^3.
\end{align*}
\]

(1a)

(1b)

together with the decay conditions

\[
\mathbf{u} \in H(\text{div}; \mathbb{R}^3) \quad \text{and} \quad \nabla \psi \in L^2(\mathbb{R}^3)
\]

(1c)
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and a Gauge condition for $\psi$ to cancel out the constant functions. Thereat $u$ is the Lagrangian perturbation of displacement and $\psi$ is the (scaled) Eulerian perturbation of the gravitational background potential $\phi$. The equation is formulated in a frame rotating at constant angular velocity $\Omega \in \mathbb{R}^3$ with the star. Further, $\rho, p, c_s, b, G$ and $f$ denote density, pressure, sound speed, background velocity, gravitational constant and sources, $\partial_b := \sum_{i=1}^3 b_i \partial x_i$ denotes the directional derivative in direction $b$, $\text{Hess}(v)$ the Hessian matrix of a scalar function $v = p, \phi$, and damping is modeled by the term $-i\omega\gamma \rho u$ with damping coefficient $\gamma$. Equation (1) with $\gamma \equiv 0$ was first derived in [21] and appears as Lagrangian linearization of the time-dependent non-linear Euler equations around a stationary solution $(b, \rho, p, \phi)$, i.e. $(b, \rho, p, \phi)$ satisfy

$$\rho \left( \partial_b b + 2\Omega \times b + \Omega \times (\Omega \times x) - \nabla \phi \right) + \nabla p = 0 \quad \text{in} \quad \mathbb{R}^3, \quad (2a)$$

$$\text{div}(\rho b) = 0 \quad \text{in} \quad \mathbb{R}^3, \quad (2b)$$

$$-\Delta \phi - 4\pi G \rho = 0 \quad \text{in} \quad \mathbb{R}^3. \quad (2c)$$

The linearized equations can be reduced to a system for $(u, \psi)$, and subsequently the term $\gamma \rho (-i\omega u)$ is included into (1) to model damping effects, which are believed to be caused mainly by radiative damping and interaction with turbulent convection (see [23]). This particular choice of the damping term was first proposed in [16], because different to other reasonable and simple damping models it stabilizes the equation. For more refined damping models which involve non-local terms we refer e.g. to [19]. Note that (1) without damping, rotational and gravitational terms ($\gamma \equiv 0, \Omega = 0, \phi \equiv \psi \equiv 0$) was first derived by Galbrun [8] and is conveniently referred to as Galbrun’s equation. In this form the equation is used in aeroacoustics to model and eventually reduce noise caused by moving objects such as aircraft engines (see, e.g. [7]).

In a preceding article [16] we established the well-posedness of (1) in a bounded interior domain $D_{\text{int}}$ with the boundary condition $n \cdot u = 0$ on $\partial D_{\text{int}}$ (see also [5, 11] for results in this direction). The present paper is devoted to the treatment of the exterior domain $D_{\text{Atmo}} := \mathbb{R}^3 \setminus D_{\text{int}}$. Since (1) is formulated in a rotating frame the rotation of which is aligned to the rotation of the star, it makes sense physically to assume that the background flow vanishes in the atmosphere (i.e. $b = 0$ in $D_{\text{Atmo}}$), and we will embrace this assumption in the entire article. In general, solutions to wave equations in open domains do not decay fast enough and it is necessary to apply special mathematical tools in the exterior domain to obtain Fredholmness results. We refer to [20, 15] for complex scaling/perfectly matched layer methods, to [18, 13] for Hardy space/pole condition methods, and to [12, 4] for radiation boundary conditions. We mention [4, 22, 1] for complex scaling and infinite element methods for Galbrun’s equation with uniform flows. For spherical symmetric backgrounds and idealistic stellar parameters a modal analysis for a simplified Galbrun’s equation ($\Omega = 0, b \equiv 0, \psi \equiv 0$) is reported in [2] by means of the Liouville transform. In our stellar context the equation contains a damping term and thus it seems reasonable that an intricate radiation condition can be avoided and be replaced by a simple decay condition. However, at this point this notion is purely intuitive and needs to be justified properly. The damping and the locality of the background flow for our stellar configuration simplify the analysis of (1a) in the atmosphere. Nevertheless, different to equations which model wave propagation e.g. in the air or earth crust, in our stellar context we have to deal with non-homogeneous
parameters in the exterior domain. In particular, in the atmosphere of the star the density $\rho$ decays to zero for increasing radius.

A key ingredient of our analysis is that the part of the sesquilinear form associated to $\mathbf{u}$ which involves only $\mathbf{u}$-components can in the atmosphere be formulated as

$$\langle c_2^2 \rho (\text{div} + \mathbf{q} \cdot \mathbf{u}), (\text{div} + \mathbf{q} \cdot \mathbf{u})' \rangle_{L^2(D_{\text{Atmo}})} - \langle \rho (i\omega \gamma + m_2) \mathbf{u}, \mathbf{u}' \rangle_{L^2(D_{\text{Atmo}})}$$

with a vectorial parameter $\mathbf{q}$ and a selfadjoint matrix function $m_2$. From this representation it follows that this part of the sesquilinear form is coercive. Thus the main work of our analysis is to develop a technique to couple this coercivity result in the atmosphere to the ideas developed in [16] for the interior part. To achieve this we will introduce a transition layer between the interior domain and the atmosphere. In addition, from the coercivity in the atmosphere it follows that indeed the decay condition is sufficient to describe the behavior of outgoing solutions at infinity. We report our first main result, the well-posedness of (1) in Theorem 4.3.

An additional main achievement of this article concerns the Cowling approximation (which neglects the Eulerian perturbation of gravity $\psi$) with spherical symmetric parameters in the atmosphere. In the atmosphere we obtain a representation of $\mathbf{u}$ in terms of a scalar potential (38). Thereupon, we derive an equation for the potential, formulate a system of equations which couples the interior and the exterior part (39), and prove its well-posedness in Theorem 5.3 and Proposition 5.4. This new system achieves a significant simplification for the construction of numerical transparent boundary condition methods, and a compelling reduction of degrees of freedom in the atmosphere. Recall that for (finite element) discretizations it is convenient to truncate the open domain to a bounded one and to impose an approximated transparent boundary condition at the artificial boundary. The simplest possibility is to choose a homogeneous essential boundary condition, and from the coercivity in the atmosphere one can even deduce that for increasing domain sizes this approximation converges (see [15, 14] for such analysis techniques). However, the convergence speed depends on the physical damping parameter $\gamma$, which cannot be tuned, and thus this approach is too expensive for practical applications. Up to now numerical transparent boundary conditions for stellar equations have only been reported for simplified scalar equations and we refer to [3] for radiation boundary conditions and to [17] for learned infinite elements.

The remainder of this article is structured as follows. In Section 2 we formulate our assumptions on the physical parameters, we derive the variational formulation of (1), we set our notation and recall some common definitions. In Section 3 we consider the so-called Cowling approximation of (1), which neglects the Eulerian perturbation of gravity $\psi$ in (1a) and is solely an equation for the Lagrangian displacements $\mathbf{u}$. The Cowling approximation already contains most of the mathematical difficulties to study (1). In Theorem 3.2 we report a topological decomposition of the Hilbert space similar to [16, Theorem 3.5], and subsequently we report the weak $T$-coercivity and the bijectivity of the operator under investigation in Theorem 3.3 and Proposition 3.4. The main work of this section is to construct a suitable transition for the $T$-operator between the interior domain and the atmosphere. In Section 4 we extend our results to the full equation (1) in Theorem 4.3. Since the off-diagonal operators which
couple the equations for $u$ and $\psi$ involve integrals over $\mathbb{R}^3$, these operators are not compact, and hence the analysis requires some new ideas compared to [10]. In Section 5 we consider the Cowling approximation and spherical symmetric parameters in the atmosphere. In the atmosphere we derive a scalar equation for a potential of $u$, formulate a coupled system and prove its weak T-coercivity and bijectivity in Theorem 5.3 and Proposition 5.4. We close this article with a conclusion and outlook in Section 6.

2 Preliminaries

In Section 2.1 we formulate our assumptions on the physical parameters, in Section 2.2 we derive the variational formulation of (1), and in Section 2.3 we recall some common definitions.

2.1 Basic assumptions

We denote the spatial coordinate as $x \in \mathbb{R}^3$. For $r > 0$ let $B_r := \{x \in \mathbb{R}^3 : |x| < r\}$. For $r_2 > r_1 > 0$ let $A_{r_1, r_2} := B_{r_2} \setminus B_{r_1}$. Let $\omega \in \mathbb{R}$ and $\Omega \in \mathbb{R}^3$. Let $\rho \in L^\infty(\mathbb{R}^3, \mathbb{R})$ be such that $\rho_r := \inf_{x \in B_r} \rho(x) > 0$ (3) for each $r > 0$ and $c_s, \gamma \in L^\infty(\mathbb{R}^3, \mathbb{R})$ be such that $c_s := \inf_{x \in \mathbb{R}^3} c_s(x) > 0$ and $\gamma := \inf_{x \in \mathbb{R}^3} \gamma(x) > 0$.

In particular, for stellar models we have to consider that the density tends to zero for increasing radius: $\lim_{r \to +\infty} \inf_{x \in B_r} \rho(x) = 0$. For example, the standard model S of [6] for the sun assumes in the atmosphere $\rho(x) = C e^{-\alpha |x|}$ with positive constants $C, \alpha$, and we refer to [24] for alternative models. Further, let $p, \phi \in W^{2, \infty}_{\text{loc}}(\mathbb{R}^3, \mathbb{R})$ and $q := \frac{1}{c_s^2 \rho} \nabla p$ and $m_1 := -\rho^{-1}(\text{Hess}(p) - \rho \text{Hess}(\phi) - c_s^2 \rho q q^\top)$.

We assume that $q \in L^\infty(\mathbb{R}^3, \mathbb{R}^3)$ and $m_1 \in L^\infty(\mathbb{R}^3, \mathbb{R}^{3 \times 3})$. For later use we also define the matrix function

$m_2 := m_1 + (\omega + i\Omega \times)^* (\omega + i\Omega \times).$ (6)

For a Lipschitz domain $D \subset \mathbb{R}^3$ we introduce the weighted spaces $L^2_\rho(D, \mathbb{C})$ and $L^2_\rho(D, \mathbb{C}^3)$ with scalar products

$\langle u, u' \rangle_D := \langle u, u' \rangle_{L^2(D)} := \int_D \rho u \overline{u'} \, dx,$

$\langle (u, u')_D := \langle u, u' \rangle_{L^2(D)} \rangle := \int_{\mathbb{R}^3} \rho u \cdot \overline{u'} \, dx,$

for scalar functions $u, u'$ and vectorial functions $u, u'$, whereby $^*$ denotes the complex conjugation. Since we use the same symbol for the scalar products of scalar and vectorial functions the notation is overloaded, but its meaning will always be clear from the arguments. Further, for $D = \mathbb{R}^3$ we set $\langle \cdot, \cdot \rangle := \langle \cdot, \cdot \rangle_{\mathbb{R}^3}$.  4
Henceforth we consider $\mathbb{R}^3$ as the default domain for all function spaces and suppress the dependency in the notation, if the domain equals $\mathbb{R}^3$. Thus we write e.g. $L^2 = L^2(\mathbb{R}^3)$ and so on. If we do not explicitly indicate a particular field, all spaces are over $\mathbb{C}$, e.g. $L^2 = L^2(\mathbb{R}^3) = L^2(\mathbb{R}^3; \mathbb{C})$. Further, for any space $Y$ of scalar functions $y: D \to \mathbb{C}$ we set $Y := (Y)^3$. We denote the three-by-three identity matrix as $I_{3 \times 3}$. For a scalar or matrix function $\sigma$ we denote the multiplication operator with symbol $\sigma$ as $M_\sigma$. We denote the directional derivative in direction $b \in \mathbb{R}^3$ as

$$\partial_b := \sum_{l=1}^{3} b_l \partial_{s_l} = b \cdot \nabla.$$ 

Next we formulate assumptions on the flow $b \in L^\infty(\mathbb{R}^3, \mathbb{R}^3)$ and recall some results from [16]. Let $\text{div}(\rho b) \in L^2(\mathbb{R}^3, \mathbb{R})$. Hence we are able to well define the weak derivative $\rho \partial_b$ through

$$\langle \rho \partial_b u, u' \rangle := -\langle \rho u, \partial_b u' \rangle - \langle \text{div}(\rho b) u, u' \rangle$$

for $u' \in C^\infty_c(\mathbb{R}^3; \mathbb{C}^3)$ and so we set $\partial_b := \rho^{-1}(\rho \partial_b)$. This way we can define Sobolev spaces like $Y = \{ u \in L^2_\rho; \partial_b u \in L^2_\rho \}$, $(u, u')_Y = \langle u, u' \rangle + \langle \partial_b u, \partial_b u' \rangle$ and their completeness follows as in [16]. Since Equation [13] is formulated in a frame which is rotating together with the star at angular velocity $\Omega$, it is reasonable to assume that the flow $b$ is local and vanishes in the atmosphere. Hence, we assume that there exists a constant $r_1 > 0$ such that

$$\text{supp } b := \overline{\{ x \in \mathbb{R}^3; b(x) \neq 0 \}} \subset B_{r_1}. \quad (7)$$

We note the general integration by parts formula

$$\langle \rho \partial_b u, u' \rangle_{L^2(D)} = -\langle \rho u, \partial_b u' \rangle_{L^2(D)} - \langle \text{div}(\rho b) u, u' \rangle_{L^2(D)} + \int_{\partial D} (\nu \cdot b)(u \cdot u') \, dS$$

for a Lipschitz domain $D \subset \mathbb{R}^3$, and hence with our assumptions on $b$ and [23] it follows

$$\langle i \partial_b u, u' \rangle = \langle u, i \partial_b u' \rangle. \quad (8)$$

### 2.2 The variational formulation

If we test [11] with smooth test functions $(u', \psi')$ and exploit [16], [23] and [5], we obtain

$$a((u, \psi), (u', \psi')) = \langle f, u' \rangle$$

with the sesquilinear form

$$a((u, \psi), (u', \psi')) := \langle c^2 \text{ div } u, \text{ div } u' \rangle + \langle \rho^{-1} \nabla p \cdot u, \text{ div } u' \rangle + \langle \text{ div } u, \rho^{-1} \nabla p \cdot u' \rangle$$

$$- \langle (\omega + i \partial_b + i \Omega \times) u, (\omega + i \partial_b + i \Omega \times) u' \rangle$$

$$+ \langle (\rho^{-1} \text{ Hess}(p) - \text{ Hess}(\phi)) u, u' \rangle - i \omega \langle \text{ Hess}(\gamma), u, u' \rangle$$

$$- \langle \nabla \psi, u' \rangle - \langle u, \nabla \psi' \rangle + \frac{1}{4\pi G} \langle \nabla \psi, \nabla \psi' \rangle_{L^2}. \quad (10)$$
we can reformulate for generic Hilbert spaces (more convenient to work with operators instead of sesquilinear forms). Thus, we introduce some common functional framework. For some notions it is straightforward to see that the sesquilinear form

\[ a((u,\psi),(u',\psi')) = (c_2^2(\text{div }u + q \cdot u), \text{div }u' + q \cdot u') \]

\[ - (\omega + i\partial_b + i\Omega \times)u, (\omega + i\partial_b + i\Omega \times)u' \]

\[ - (m_1u, u') - i\omega \langle \gamma u, u' \rangle \]

\[ - \langle \nabla \psi, u' \rangle - \langle u, \nabla \psi' \rangle + \frac{1}{4\pi G} \langle \nabla \psi, \nabla \psi' \rangle_{L^2}. \]

Hence, for Lipschitz domains \( D \subset \mathbb{R}^3 \) let

\[ X(D) := \{ u \in L^2_2(D): \text{ div } u \in L^2_2(D), \partial_b u \in L^2_2(D) \}, \]

\[ (u, u')_{X(D)} := \langle \text{div } u, \text{div } u' \rangle_D + \langle \partial_b u, \partial_b u' \rangle_D + \langle u, u' \rangle_D, \]

and set

\[ X := X(\mathbb{R}^3), \quad \langle \cdot, \cdot \rangle_X := \langle \cdot, \cdot \rangle_{X(\mathbb{R}^3)}. \]

In addition, for Lipschitz domains \( D \subset \mathbb{R}^3 \) with non-trivial boundary let

\[ X_0(D) := \{ u \in X: \nu \cdot u = 0 \text{ on } \partial D \}, \quad \langle \cdot, \cdot \rangle_{X_0(D)} := \langle \cdot, \cdot \rangle_{X(D)}. \]

Under the assumptions of Section 2.1 it follows as in [16, Lemma 2.1] that the spaces \( X, X(D), X_0(D) \) are Hilbert spaces. The appropriate space for the Eulerian perturbation of gravity \( \psi \) is a bit more technical, because the \( L^2(\mathbb{R}^3) \)-norm of \( \psi \) cannot be bounded by means of the sesquilinear form \( a(\cdot, \cdot) \). Let

\[ \tilde{H}_1 := \left\{ \psi \in H^1_{\text{loc}}(\mathbb{R}^3): \nabla \psi \in L^2 \quad \text{and} \quad \int_{B_1} \psi \, dx = 0 \right\}, \]

\[ \langle \psi, \psi' \rangle_{\tilde{H}_1} := \langle \nabla \psi, \nabla \psi' \rangle_{L^2(\mathbb{R}^3)}. \]

By the standard Helmholtz decomposition \( G := \{ g \in L^2(\mathbb{R}^3): \text{curl } g = 0 \} \) is a closed subspace of \( L^2(\mathbb{R}^3) \) and hence a Hilbert space with the \( L^2(\mathbb{R}^3) \)-inner product. For each \( g \in G \) there exists a unique gradient potential \( \psi \in H^1_1 \) such that \( g = \nabla \psi \). Since the map \( \psi \mapsto \nabla \psi \) is an isometric isomorphism between \( H^1 \) and \( G \), it follows that \( H^1_1 \) is a Hilbert space. Our specific choice of the Gauge condition, \( \int_{B_1} \psi \, dx = 0 \), in the definition of \( H^1_1 \) will turn out useful in Section 3. Hence, both \( X \) and \( \tilde{H}_1 \) are well defined Hilbert spaces and it is straightforward to see that the sesquilinear form \( a(\cdot, \cdot) \) is well-defined and bounded on \( (X \times \tilde{H}_1) \times (X \times \tilde{H}_1) \).

### 2.3 Common definitions

We introduce some common functional framework. For some notions it is more convenient to work with operators instead of sesquilinear forms. Thus, for generic Hilbert spaces \( (Y, \langle \cdot, \cdot \rangle_Y), (Y_1, \langle \cdot, \cdot \rangle_{Y_1}), (Y_2, \langle \cdot, \cdot \rangle_{Y_2}) \) we introduce the space \( L(Y_1, Y_2) \) of bounded linear operators from \( Y_1 \) to \( Y_2 \) and set \( L(Y) := L(Y, Y) \). For \( A \in L(Y_1, Y_2) \) we call \( A^* \in L(Y_2, Y_1) \) its adjoint, which is defined through \( \langle y, A^* y' \rangle_{Y_1} = \langle A y, y' \rangle_{Y_2} \) for all \( y \in Y_1, y' \in Y_2 \). We denote sesquilinear forms with lower case letters and operators with upper case letters. For a
bounded sesquilinear form \(\tilde{a}(\cdot, \cdot)\) let \(\tilde{A} \in L(Y)\) be its Riesz representation, which is characterized by the relation
\[
\langle \tilde{A}y, y' \rangle_Y = \tilde{a}(y, y') \quad \text{for all } y, y' \in Y.
\] (14)
Vice-versa for \(\tilde{A} \in L(Y)\) let \(\tilde{a}(\cdot, \cdot)\) be the bounded sesquilinear form defined by the left-hand-side of (14). The tildes in the previous definition were merely used to prevent a confusion with the sesquilinear form \(a(\cdot, \cdot)\) defined in (10).

The variational equation (10) can now be reformulated as operator equation
\[
A(u, \psi) = (f, 0).
\]
(with \(f \in X\)).

**Definition 2.1.** We say that \(\tilde{A} \in L(Y)\) is coercive, if \(\inf_{y \in Y \setminus \{0\}} |\langle \tilde{A}y, y \rangle_Y|/\|y\|_Y^2 > 0\). We say that \(\tilde{A} \in L(Y)\) is weakly coercive, if there exists compact \(K \in L(Y)\) such that \(\tilde{A} + K\) is coercive. We say that \(\tilde{A} \in L(Y)\) is (weakly) \(T\)-coercive, if \(T \in L(Y)\) is bijective and \(T^{*}\tilde{A}\) is (weakly) coercive. The same coercivity properties are also attributed to the associated sesquilinear form \(\tilde{a}\) defined by (14).

The following proposition follows easily from the Lax-Milgram lemma and Riesz theory:

**Proposition 2.2.** If \(\tilde{A}\) is weakly \(T\)-coercive, then \(\tilde{A}\) is a Fredholm operator with index zero.

Recall that a vector space \(Y\) is called the direct algebraic sum of subspaces \(Y_1, \ldots, Y_N \subset Y\), denoted by
\[
Y = \bigoplus_{n=1, \ldots, N} Y_n
\] (15)
if each element \(y \in Y\) has a unique representation of the form \(y = \sum_{n=1}^{N} y_n\) with \(y_n \in Y_n\). We refer to (15) as algebraic decomposition of \(Y\). Note that there exist associated projection operators \(P_{Y_n} : Y \to Y_n\), \(y \mapsto y_n\) with \(\text{ran} P_{Y_n} = Y_n\) and \(\ker P_{Y_n} = \bigoplus_{m=1, \ldots, N, m \neq n} Y_m\).

**Definition 2.3.** An algebraic decomposition (15) of a Hilbert space \(Y\) is called a topological decomposition, denoted by \(\bigoplus T\), if all associated projection operators \(P_{Y_n}\) are continuous.

Note that in a topological decomposition all subspaces \(Y_n = \bigcap_{m \neq n} \ker P_{Y_m}\) are closed and the norms \(\|y\|_Y\) and \(\sqrt{\sum_{n=1}^{N} \|P_{Y_n} y\|_Y^2}\) are equivalent.

### 3 Cowling approximation

A common approximation to (11), the so-called Cowling approximation, is to set \(\psi \equiv 0\) in (11a) and to discard Equation (11b) together with the decay condition for \(\psi\), i.e.
\[
-\nabla (c_s^2 \rho \nabla \cdot u + \nabla p \cdot u) + \nabla p \nabla \cdot u + \text{Hess}(p) u
- \rho \text{Hess}(\phi) u - \rho (\omega + i \rho h + i \Omega \times )^2 u - i \omega \gamma p u = \rho f \quad \text{in } \mathbb{R}^3,
\]
\[
\text{div } u \in H(\text{div}, \mathbb{R}^3).
\]
The corresponding sesquilinear form is

\[ a_{\text{Cow}}(u, u') := a((u, 0), (u', 0)). \] (16)

In this section we analyze \( a_{\text{Cow}}(\cdot, \cdot) \). Later on, in Section 3 we will generalize our results to \( a(\cdot, \cdot) \). First, we note the injectivity of \( A_{\text{Cow}} \).

**Lemma 3.1.** Let the assumptions of Section 2.1 be satisfied and \( \omega \neq 0 \). Then \( A_{\text{Cow}} \) is injective.

**Proof.** Let \( u \in \ker A_{\text{Cow}} \). Then

\[ 0 = |\Im(a_{\text{Cow}}(u, u))| = |\omega| |\gamma u, u| \geq |\omega| |\gamma| |u|_{L^2}^2 \]

and hence \( u = 0 \). \( \square \)

Our goal is to prove the bijectivity of \( A_{\text{Cow}} \). To succeed, it remains to show that \( A_{\text{Cow}} \) is weakly T-coercive. This result was achieved in [16] for bounded domains \( D \) together with a boundary condition on \( \partial D \). Therein a major ingredient was a topological decomposition \( X_0(D) = V \oplus T W \oplus T Z \) such that \( V \subset H^1(D) \), and hence with the compact embedding \( V \hookrightarrow L^2(D) \). However, for the unbounded domain \( \mathbb{R}^d \) the embedding \( H^1(\mathbb{R}^d) \hookrightarrow L^2(\mathbb{R}^d) \) is no longer compact, and thus an analogous topological decomposition of \( X(\mathbb{R}^d) \) on a global level does not suffice to reproduce the former results. On the other hand, in the exterior part \( B^c \), it holds \( b \equiv 0 \) and hence for \( u \in X \) with \( \text{supp} u \subset B^c \) it follows with (10) and (11) that

\[ a_{\text{Cow}}(u, u) = |\gamma_+(\text{div} + q)u|_{L^2}^2 - (m_2 + i\omega\gamma)u, u). \]

Since the numerical range of the matrix \( m_2(x) + i\omega\gamma(x)I_{3\times 3} \) is contained in a fixed closed salient sector in the upper half plane for all \( x \in B^c \), it follows that \( a_{\text{Cow}}(\cdot, \cdot) \) is coercive in the exterior domain \( B^c \). Thus, our approach is to combine a topological decomposition based in the interior together with the coercivity in the exterior to a unified analysis. However, it is a delicate matter to marry these two separate ideas. As preparation we introduce in the next theorem a topological decomposition of \( X \) which is similar, but different to the one in [16] Theorem 3.5.

**Theorem 3.2.** Let \( \rho, b, q \) and \( r_1 \) be as in Section 2.1. Let \( r_2 > r_1 \). Then \( X \) admits a topological decomposition

\[ X = V \oplus T W \oplus T Z \]

with the following properties:

1. \( V \subset \{ u|_{B^c_{r_2}} = 0, u|_{B_{r_2}} = \nabla v_0 : v_0 \in H^2(B_{r_2}) \text{ with } \frac{\partial v_0}{\partial \nu} = 0 \text{ on } \partial B_{r_2} \} \) is compactly embedded in \( L^2 \).

2. \( W = \{ u \in X : \text{div} u + q \cdot u = 0 \text{ in } B_{r_2} \} \).

3. \( Z \) is finite-dimensional.

Moreover, for each \( \zeta \in W^{1, \infty}(B_{r_2}) \) there exists a compact operator \( K_\zeta \in L(X) \) such that

\[ \| \zeta \text{div} v \|^2_{L^2(B_{r_2})} = \| \zeta \nabla v \|^2_{(L^2(B_{r_2}))^{3\times 3}} + \langle K_\zeta v, v \rangle_X \] (17)

for all \( v \in V \).
Proof. We apply the same construction as in [16] Theorem 3.5. Hence we only sketch the main ideas and focus on the minor points which diverge from [16] Theorem 3.5. For given \( u \in X \) we consider the problem to find \( v_0 \in H^1(B_{r_2}) \) such that

\[
\Delta v_0 + q \cdot \nabla v_0 = \text{div} u + q \cdot u \quad \text{in } B_{r_2}, \tag{18a}
\]

\[
\nu \cdot \nabla v_0 = 0 \quad \text{on } \partial B_{r_2}. \tag{18b}
\]

Since \( q \cdot \nabla \) is a (low order) perturbation of \( \Delta \), it is not guaranteed that [18] admits a unique solution. However, the perturbation is compact and hence there exists a finite dimensional subspace \( Z \subset X \) with a projection \( P_Z \in L(X, Z) \) onto \( Z \) such that

\[
\Delta v_0 + q \cdot \nabla v_0 = \text{div} \left((1 - P_Z)u\right) + q \cdot (1 - P_Z)u \quad \text{in } B_{r_2}, \tag{19a}
\]

\[
\nu \cdot \nabla v_0 = 0 \quad \text{on } \partial B_{r_2}. \tag{19b}
\]

admits a unique solution \( v_0 \in H^1(B_{r_2}) \) with \( \|v_0\|_{H^1(B_{r_2})} \lesssim \|u\|_X \). Due to \( \rho \in L^\infty \) it holds \( \nabla v_0 \in L^2_\rho(B_{r_2}) \). Since \( \Delta v_0 \in L^2(B_{r_2}), \nu \cdot \nabla v_0 = 0 \) on \( \partial B_{r_2} \), and because \( B_{r_2} \) is a \( C^{1,1} \)-domain it follows with convenient regularity theory (e.g. [10] Theorems 2.3.3.2, 2.4.2.7) that \( v_0 \in H^2(B_{r_2}) \) and

\[
\|v_0\|_{H^1(B_{r_2})} \lesssim \|v_0\|_{H^1(B_{r_2})} + \|\Delta v_0\|_{L^2(B_{r_2})} \lesssim \|u\|_X.
\]

Thus \( \partial_\nu \nabla v_0 \in L^2_\rho(B_{r_2}) \) and hence \( \nabla v_0 \in X(B_{r_2}) \) with \( \|\nabla v_0\|_{X(B_{r_2})} \lesssim \|u\|_X \).

Let \( v \) be the continuation by zero of \( \nabla v_0 \) to \( B_{r_2}^c \). Then \( v \in X(B_{r_2}^c) \). Since the normal traces of \( \nabla v \) and \( \nabla v \) both vanish at \( \partial B_{r_2} \) it follows \( \text{div } v \in L^2_\rho \). Since \( b \) vanishes in a neighborhood of \( \partial B_{r_2} \) it also follows \( \partial_\nu v \in L^2_\rho \). Thus \( v \in X \) and \( \|v\|_X \lesssim \|u\|_X \). Hence for \( P Vu := v \) it holds \( P V \in L(X) \) and we set \( V := \text{ran } P V \). Finally, we set \( P W u := u - (P V + P Z)u \) and it follows \( \text{div } + q \cdot P W u = 0 \) in \( B_{r_2} \) from (19). Formula (17) follows the same way as in [16] Theorem 3.5. \( \square \)

To construct a suitable \( T \)-operator consider \( \mu \in C^\infty(\mathbb{R}) \) with

1. \( \mu(r) = 0 \) for \( r \leq r_1 \),
2. \( \mu \) is non-decreasing,
3. \( \mu(r) = \mu_\ast \) for \( r \geq r_2 \) with constant \( \mu_\ast \in (0, \pi) \).

For such \( \mu \) let \( \sigma(x) := e^{\mu(x)}sgn \omega \) and \( \sigma_\ast := e^{\mu_\ast}sgn \omega \). Then a natural candidate for \( T \) is \( T = P V - \sigma P W + P Z \). Although it holds \( \sigma P W u \notin W \), which is undesirable for our analysis. Hence we introduce a slight modification. For given \( w \in W \) consider the problem to find \( \hat{v}_0 \in H^1(A_{r_1, r_2}) \) such that

\[
(\text{div } + q \cdot)(\nabla \hat{v}_0 - \sigma w) = 0 \quad \text{in } A_{r_1, r_2},
\]

\[
\nu \cdot \nabla \hat{v}_0 = 0 \quad \text{on } \partial A_{r_1, r_2}.
\]

Since this equation is weakly coercive, we can find a finite dimensional subspace \( W_0 \subset W \) and a projection \( K_1 \in L(W, W_0) \) onto \( W_0 \) such that the problem to find \( \hat{v}_0 \in H^1(A_{r_1, r_2}) \) with

\[
(\text{div } + q \cdot)(\nabla \hat{v}_0 - \sigma w + \sigma_1 w) = 0 \quad \text{in } A_{r_1, r_2},
\]

\[
\nu \cdot \nabla \hat{v}_0 = 0 \quad \text{on } \partial A_{r_1, r_2},
\]
admits a unique solution \( \hat{v}_0 \). With convenient regularity theory (e.g., [10] Theorems 2.3.3.2, 2.4.2.7) it follows that \( \hat{v}_0 \in H^2(A_{r_1, r_2}) \) and \( \|\hat{v}_0\|_{H^2(A_{r_1, r_2})} \leq \|u\|_X \).
Let \( \hat{v} \) be the continuation of \( \nabla \hat{v}_0 \) to \( \mathbb{R}^3 \setminus A_{r_1, r_2} \) by zero. It follows that \( \hat{v} \in X \).
Hence let

\[
T'_W w := \sigma w - \hat{v} - \sigma K_1 w.
\]

It follows from the definition of \( \hat{v} \) that \( (\text{div} + q)T'_W w = 0 \) in \( A_{r_1, r_2} \). Since \( \sigma = 1 \) in \( B_{r_1}, K_1 \) maps into \( W_0 \subset W \) and \( \hat{v} = 0 \) in \( B_{r_1} \), it follows \( (\text{div} + q)T'_W w = 0 \) in \( B_{r_1} \).
Hence \( T'_W \in L(W) \). However, is \( T'_W \) invertible? To shed light on this question we compute

\[
\langle T'_W w, w \rangle_X = \|w\|_{X(B_{r_1})}^2 - \langle K_1 w, w \rangle_{X(B_{r_1})} + \langle \sigma w, w \rangle_{A_{r_1, r_2}} - \langle \sigma K_1 w, w \rangle_{A_{r_1, r_2}} + \langle \sigma q \cdot w, q \cdot w \rangle_{A_{r_1, r_2}} - \langle q \cdot \sigma K_1 w, q \cdot w \rangle_{A_{r_1, r_2}} + \sigma_* \|w\|_{X(B_{r_2})}^2 - \sigma_* \langle K_1 w, w \rangle_{X(B_{r_2})}.
\]

Thereafter we exploited that \( \sigma \) is constant in \( \mathbb{R}^3 \setminus A_{r_1, r_2}, \hat{v} = 0 \) in \( \mathbb{R}^3 \setminus A_{r_1, r_2}, b = 0 \) in \( B_{r_2}^c \), and \( \text{div} w = -q \cdot w \) in \( B_{r_2} \) for \( w \in W \). All terms which involve \( K_1 \) are compact, because \( K_1 \) is compact. Also, all terms which involve \( \hat{v} \) are compact due to the compact embedding \( H^1(A_{r_1, r_2}) \hookrightarrow L^2(A_{r_1, r_2}) \). Again with \( \text{div} w = -q \cdot w \) in \( B_{r_2} \) for \( w \in W \), we obtain that the remainder

\[
\|w\|_{X(B_{r_1})}^2 + \langle \sigma w, w \rangle_{A_{r_1, r_2}} + \langle \sigma q \cdot w, q \cdot w \rangle_{A_{r_1, r_2}} + \sigma_* \|w\|_{X(B_{r_2})}^2
\]

is coercive due to \( \sigma(x) = e^{i\mu(x)\text{sgn} \omega}, \mu \in [0, \mu_*] \) and \( \mu_* \in (0, \pi) \). Thus \( T'_W \) is weakly coercive. Hence there exists a compact operator \( K_2 \in L(W) \) such that

\[
T_W := T'_W + K_2
\]

is coercive and hence bijective. Now we can define

\[
T := P_V - T_W P_W + P_Z,
\]

which is bijective with inverse \( T^{-1} = P_V - T_W^{-1} P_W + P_Z \). In preparation of Theorem [8,9] we introduce a technical quantity \( \theta \). To this end let the function \( \text{arg} \) take values in \( (-\pi, \pi] \) and recall that the numerical range of a matrix \( M \in \mathbb{C}^{3 \times 3} \) is defined by

\[
\text{numran} M := \{ \xi M \xi : \xi \in \mathbb{C}^3, |\xi| = 1 \},
\]

with the Euclidean vector norm \( |\cdot| \). Then let

\[
\theta := \max \left\{ 0, \sup_{x \in B_{r_2}} |\sup \text{arg numran} (i\omega \gamma(x) I_{3 \times 3} + \mu_1(x)) - \pi / 2 \right\} \quad (20)
\]

Note that the numerical range of a matrix is a set and the inner supremum/infimum in definitions like for \( \theta \) is over this set. Further, we can estimate

\[
\theta \leq \arg \left( |i\omega| \gamma - \|M_{\mu_1 \gamma} \|_{L^2(B_{r_2})} \right) - \pi / 2 < \pi / 2.
\]
Theorem 3.3. Let the assumptions of Section 2.1 be satisfied. Let \( r_2 > r_1 \) be such that \( c_*, \rho \in W^{1, \infty}(B_{r_2}) \) and \( \omega \neq 0 \). If
\[
\left\| c_s^{-1} b \right\|_{L^\infty} < \frac{1}{1 + \tan^2 \theta},
\]
then there exists \( \mu \) such that \( A_{C \omega} \) is weakly \( T \)-coercive.

Proof. For \( u, u' \in X \) we use the notation
\[
\begin{align*}
v &:= P_V u, & w &:= P_W u, & z &:= P_Z u, \\
v' &:= P_V u', & w' &:= P_W u', & z' &:= P_Z u'
\end{align*}
\]
such that \( u = v + w + z \) and \( u' = v' + w' + z' \). We introduce a sufficiently small parameter \( \tau \in (0, \pi/2 - \theta) \) which will be specified later on. Subsequently we set \( \beta := \mu_* - \pi/2 + \theta + \tau \). We choose \( \mu \) such that \( \beta \in (0, \pi/2) \) and
\[
0 < \Re \left( -i e^{-i \omega \beta} \left( i|\omega| \gamma + \arg \omega \|M_{m_2}\|_{L(\mathbb{L}_2^\infty)} \right) \right)
= \Re \left( e^{-i \beta} (|\omega| \gamma - i\|M_{m_2}\|_{L(\mathbb{L}_2^\infty)}) \right). \tag{21}
\]
Note that such a choice is possible, and \( \beta \in (0, \pi/2) \) implies \( \mu_* < \pi \) (which is required for the construction of \( T \)).

Definition of \( A_1 \) and \( A_2 \): We split \( T^* A_{C \omega} = A_1 + A_2 \) into a coercive operator \( A_1 \) and a compact operator \( A_2 \). To this end we introduce an additional small parameter \( \delta > 0 \), which will be specified later on. Let \( K \sqrt{C} \) be as in Theorem 3.2. Then we define \( A_1 \) and \( A_2 \) by
\[
\begin{align*}
\langle A_1^m u, u' \rangle_X &:= \left\langle e_2^m \text{div} v, \text{div} v' \right\rangle - \left\langle i \partial_h v, i \partial_h v' \right\rangle + \left\langle v, v' \right\rangle + \frac{1}{4\delta} \left\langle K \sqrt{C} \gamma \sigma, K \sqrt{C} \gamma \sigma \right\rangle_X \\
&\quad - \left\langle (\omega + i \partial_h + i \Omega \times) w, i \partial_h v' \right\rangle + \left\langle i \partial_h v, (\omega + i \partial_h + i \Omega \times) w' \right\rangle \\
&\quad + \left\langle (\omega + i \partial_h + i \Omega \times) w, (\omega + i \partial_h + i \Omega \times) w' \right\rangle_{B_{r_1}} \\
&\quad + \left\langle (i \omega + \tau \Omega) \sigma w, w' \right\rangle_{B_{r_2}} \\
\langle A_1 u, u' \rangle_X &:= \langle A_1^m u, u' \rangle_X \\
&\quad + \left\langle \sigma (i \omega + \tau \Omega) \sigma w, w' \right\rangle_{B_{r_2}} \\
&\quad - \sigma \left\langle e_2^m (\text{div} + q) w, (\text{div} + q) w' \right\rangle_{B_{r_2}} \\
&\quad - \sigma \left\langle z, z' \right\rangle
\end{align*}
\]
and
\[ \langle A_2 u, u' \rangle_X = -(v, v') - \frac{1}{4d} \langle K_{e, \gamma} v, K_{e, \gamma} v' \rangle_X + \overline{\sigma_{\varepsilon}(z, z')} X + (\nabla p \cdot v', \nabla p \cdot v')_{L^2} \\
+ (\nabla p, \nabla v')_{L^2} + (\nabla p \cdot v', \nabla p \cdot v')_{L^2} + (s_2^2 - \gamma^{-1}) \nabla p \cdot v, \nabla p \cdot v'_{L^2} \\
- (i\partial_h v, (\omega + i\Omega \times) v') - \frac{1}{4d} (\omega + i\Omega \times) v, i\partial_h v' - \langle (i\omega \gamma + m_2) v, v' \rangle \\
- ((\omega + i\Omega \times) w, (\omega + i\Omega \times) v') + ((\omega + i\Omega \times) v, (\omega + i\partial_h + i\Omega x)) T_w w' \\
- \langle (i\omega \gamma + m_1) w, v' \rangle + (i\omega \gamma + m_1) v, T_w w' \\
- \langle i\partial_h v, (\omega + i\Omega x) x + \overline{\sigma_{\varepsilon}(z, z')} X \\
- ((\omega + i\Omega x) w, (\omega + i\Omega x) v') + ((\omega + i\Omega x) v, (\omega + i\partial_h + i\Omega x)) T_w w' \\
- (i\omega \gamma + m_1) w, v' \rangle + (i\omega \gamma + m_1) v, T_w w' \\
= \langle A_1 + A_2 \rangle \\
\]
for all \( u, u' \in X \). To see that indeed \( T^* A_{Cow} = A_1 + A_2 \) consider the following. The terms
\[ \langle v, v' \rangle + \frac{1}{4d} \langle K_{e, \gamma} v, K_{e, \gamma} v' \rangle_X - \overline{\sigma_{\varepsilon}(z, z')} \]
are compact and added into \( A_1 \) to guarantee the coercivity of \( A_1 \). Subsequently these terms are added with a reverse sign into \( A_2 \) to sustain the identity \( T^* A_{Cow} = A_1 + A_2 \). All remaining terms which involve \( z \) or \( z' \)
\[ a_{Cow}(v + w, z') + a_{Cow}(z, v' - T_w w') + a_{Cow}(z, z') \]
are put into \( A_2 \). With the definitions of \( q \) and \( m_2 \) in (5) and (6) respectively a complete expansion of \( a_{Cow}(v, v') \)
yields
\[ a_{Cow}(v, v') = \langle c_2^2 \text{ div } v, \text{ div } v' \rangle + \langle i\partial_h v, i\partial_h v' \rangle + \langle \text{ div } v, \nabla p \cdot v' \rangle_{L^2} \\
+ \langle \nabla p, \nabla v' \rangle_{L^2} + (c_2^2 - \gamma^{-1}) \langle \nabla p \cdot v, \nabla p \cdot v' \rangle_{L^2} \\
- (i\partial_h v, (\omega + i\Omega \times) v') - ((\omega + i\Omega \times) v, i\partial_h v') - \langle (i\omega \gamma + m_2) v, v' \rangle, \]
and these terms are split into \( A_1 \) and \( A_2 \). Next we apply \( T_w = T_w' + K_2 \) and all remaining terms involving \( K_2 \)
\[ -a_{Cow}(v + w, K_2 w) \]
are put into \( A_2 \). Further, we use representation (11) and since \( w, T_w' w' \in W \) the term
\[ \langle c_2^2 (\text{ div } + q \cdot) w, v \rangle_{B_{c_2}} - \langle c_2^2 v, (\text{ div } + q \cdot) T_w w' \rangle_{B_{c_2}} \]
vanishes. Since \( v = 0 \) in \( B_{c_2} \) the remaining terms of \( a_{Cow}(w, v') + a_{Cow}(v, -T_w w') \) read
\[ \langle (\omega + i\partial_h + i\Omega \times) w, i\partial_h v' \rangle + \langle i\partial_h v, (\omega + i\partial_h + i\Omega x) T_w' w' \rangle \\
- \langle (\omega + i\partial_h + i\Omega \times) w, (\omega + i\Omega x) v' \rangle + \langle (\omega + i\Omega x) v, (\omega + i\partial_h + i\Omega x) T_w w' \rangle \\
- \langle (i\omega \gamma + m_1) w, v' \rangle + \langle (i\omega \gamma + m_1) v, T_w w' \rangle. \]
(22)
We use $T'_W v' = \sigma v' - \psi' - \sigma K_1 v'$, $b = 0$ in $B_{r_1}$, $\psi' = 0$ and $s = 1$ in $B_{r_2}$, to obtain
\[
\langle i\partial_b v, (\omega + i\partial_b + i\Omega x) T'_W v' \rangle = \langle i\partial_b v, (\omega + i\partial_b + i\Omega x) v' \rangle - \langle i\partial_b v, (\omega + i\partial_b + i\Omega x) \sigma K_1 v' \rangle.
\]
The part
\[- \langle (\omega + i\partial_b + i\Omega x) w, i\partial_b v' \rangle + \langle i\partial_b v, (\omega + i\partial_b + i\Omega x) w' \rangle\]
of (22) is put into $A_1$, and the remainder of (22) is put into $A_2$. It remains to discuss $a_{cow}(w, -T'_W v')$. The term $-\langle c_2^2 (\text{div} + q) w, (\text{div} + q) T'_W v' \rangle_{B_{r_2}}$ vanishes due to $w \in W$. With (11) and $b = 0$ in $B_{r_1}$, we obtain
\[
a_{cow}(w, -T'_W v') = (\langle \omega + i\partial_b + i\Omega x \rangle w, (\omega + i\partial_b + i\Omega x) T'_W v' \rangle_{B_{r_1}} + \langle (i\omega \gamma + m_1) w, T'_W v' \rangle_{B_{r_1}} + \langle (i\omega \gamma + m_2) w, T'_W v' \rangle_{B_{r_2}} - \langle c_2^2 (\text{div} + q) w, (\text{div} + q) T'_W v' \rangle_{B_{r_2}}.
\]
With $T'_W v' = \sigma v' - \psi' - \sigma K_1 v'$, $\phi' = 0$ in $A_{r_1, r_2}$, $s = 1$ in $B_{r_1}$ and $s = s_*$ in $B_{r_2}$, we split the former into a part incorporated into $A_1$
\[
\langle (\omega + i\partial_b + i\Omega x) w, (\omega + i\partial_b + i\Omega x) v' \rangle_{B_{r_1}} + \langle (i\omega \gamma + m_1) w, w' \rangle_{B_{r_1}} + \langle (i\omega \gamma + m_2) w, w' \rangle_{B_{r_2}} - \langle c_2^2 (\text{div} + q) w, (\text{div} + q) w' \rangle_{B_{r_2}}
\]
and a part incorporated into $A_2$
\[
- \langle (\omega + i\partial_b + i\Omega x) w, (\omega + i\partial_b + i\Omega x) K_1 w' \rangle_{B_{r_1}} - \langle (i\omega \gamma + m_1) w, K_1 w' \rangle_{B_{r_1}} - \langle (i\omega \gamma + m_2) w, K_1 w' \rangle_{B_{r_2}} - \langle c_2^2 (\text{div} + q) w, (\text{div} + q) K_1 w' \rangle_{B_{r_2}}.
\]
Thus indeed $T^* A_{cow} = A_1 + A_2$.

Coercivity of $A_1$ (1st part): To prove that $A_1$ is coercive we estimate
\[
\frac{1}{\cos(\theta + \tau)} \Re \left( e^{-i(\theta + \tau)} \text{sgn} \omega \langle A_1 u, u \rangle_X \right).
\]
To treat the $A_{int}^m$ we proceed as in [16] and compute
\[
\frac{1}{\cos(\theta + \tau)} \Re \left( e^{-i(\theta + \tau)} \text{sgn} \omega \langle A_{int}^m u, u \rangle_X \right) = \frac{1}{4 \delta} ||K_{c, \sqrt{\rho}} v||^2_X + \frac{1}{4 \delta} ||K_{c, \sqrt{\rho}} v||^2_X + \frac{\omega}{\cos(\theta + \tau)} \| v \|_{C^0(B_{r_1})}^2 - \frac{2 \tan(\theta + \tau) \sin \omega \Re \langle i\partial_b v, (\omega + i\partial_b + i\Omega) w \rangle_{L^2_{B_{r_1}}} \rangle).
\]
Due to Theorem 3.2 it holds
\begin{equation}
\tag{23}
\delta < C
\end{equation}
for each
\begin{equation}
0 < 1 - \left( 1 + (1 - \epsilon)^{-1} \tan^2(\theta + \tau) \right) c_s^{-1} b \parallel v \parallel_{L^2}^2 =: C_{\epsilon, \tau, \theta}.
\end{equation}

Bounding \( \parallel \partial_b v \parallel_{L^2}^2 \) by \( \parallel c_s^{-1} b \parallel_{L^2}^2 \parallel c_s \sqrt{\rho} v \parallel_{L^2}^2 \) we can estimate
\begin{equation}
\tag{24}
\geq c_s^2 \rho_{\tau_2} C_{\epsilon, \tau, \theta} \parallel v \parallel_{H^1(B_{r_2})}^2 - \parallel (K_{c_s \sqrt{\rho}} v, v) \parallel_X^2
\end{equation}
with \( \rho_2 \) as in (1) and \( \rho_{\tau_2} \) as in (3). We continue and estimate by means of (24) the first two lines of the right hand side of (23)
\begin{equation}
\parallel c_s \sqrt{\rho} v \parallel_{L^2}^2 \geq C_{V} \parallel v \parallel_X^2.
\end{equation}

There exists a constant \( C_{V} > 0 \) such that
\begin{equation}
\parallel c_s \sqrt{\rho} C_{\epsilon, \tau, \theta} \parallel_{H^1(B_{r_2})}^2 \geq C_{V} \parallel v \parallel_X^2
\end{equation}
for each \( v \in V \). Thus
\begin{equation}
\geq (C_{V} - \delta) \parallel v \parallel_X^2.
\end{equation}

Now we choose \( \delta < C_{V} \). The third line of the right hand side of (23) can be estimated using a weighted Young inequality and \( \gamma > 0 \) (with \( \gamma \) defined in (1)) to obtain
\begin{equation}
\tag{26}
\epsilon \parallel (\omega + i \partial_b + i \Omega \times) v \parallel_{L^2(B_{r_1})}^2 + \frac{\parallel v \parallel_X^2}{2} \parallel (\omega + i \partial_b + i \Omega \times) v \parallel_{L^2(B_{r_1})}^2 \geq C_{W} \parallel v \parallel_{L^2(B_{r_1})}^2 + \parallel v \parallel_{L^2(B_{r_1})}^2.
\end{equation}
for some $C_W > 0$. Thus we can combine (23), (25) and (26) to obtain
\[
\Re\left(e^{-i(\theta + \tau)} \text{sgn} \omega \langle A_1^\text{int} u, u \rangle_{X}\right) \geq C_{\text{int}} \left(\|v\|_X^2 + \|\partial_u w\|^2_{L^2(B_{r_1})} + \|w\|^2_{L^2(X)}\right)
\]
with $C_{\text{int}} := \cos(\theta + \tau) \min\{C_V - \delta, C_W\} > 0$.

Coercivity of $A_1$ (2nd part): Now we estimate the remaining parts of $A_1$, which are new compared to [16]. First we consider
\[
\langle \text{sgn} \omega \arg(e^{-i(\theta + \tau)} \text{sgn} \omega \langle \omega \gamma + m_2 \rangle w, w)_{B_{r_1}} \rangle.
\]
We recall $\sigma = e^{-i\mu}$ and $m_2 = m_1 + (\omega + i\Omega \times)(\omega + i\Omega \times)$, since $\mu \geq 0$ and $(\omega + i\Omega \times)(\omega + i\Omega \times)$ is positive semi-definite and it follows
\[
\langle \text{sgn} \omega \arg(e^{-i(\theta + \tau)} \text{sgn} \omega \langle \omega \gamma + m_2 \rangle w, w)_{B_{r_1}} \rangle \leq \text{sgn} \omega \arg(e^{-i(\theta + \tau)} \text{sgn} \omega \langle i(\omega \gamma + m_2) w, w \rangle_{A_1, r_2}) \leq \text{sgn} \omega(\pi/2 - \tau)
\]
from the definition of $\theta$, see (20). On the other hand, we can apply $\mu \leq \mu_\ast$ and use the definition of $\beta$ and (21) to estimate
\[
\text{sgn} \omega \arg(e^{-i(\theta + \tau)} \text{sgn} \omega \langle \omega \gamma + m_2 \rangle w, w)_{B_{r_1}} \rangle = \text{sgn} \omega \arg(e^{-i(\theta + \tau + \mu)} \text{sgn} \omega \langle i(\omega \gamma + m_2) w, w \rangle_{B_{r_1}} \rangle \geq \text{sgn} \omega \arg(-ie^{-i\beta} \text{sgn} \omega \langle i(\omega \gamma + m_2) w, w \rangle_{B_{r_1}} \rangle \geq \text{sgn} \omega \arg(e^{-i\beta} \text{sgn} \omega \langle |\omega| - i \text{sgn} \omega M_{m_2} \|L_{L^p}\rangle > -\text{sgn} \omega \pi/2.
\]
Hence, there exists a constant $C_1 > 0$ such that
\[
\Re(e^{-i(\theta + \tau)} \text{sgn} \omega \langle \omega \gamma + m_2 \rangle w, w)_{A_1, r_2} \rangle \geq C_1 |\langle \omega \gamma + m_2 \rangle w, w \rangle_{A_1, r_2}| > C_1 |\omega \gamma(w, w)_{A_1, r_2}|
\]
(29)
Since also
\[
\langle \text{sgn} \omega \arg(e^{-i(\theta + \tau)} \text{sgn} \omega \langle \omega \gamma + m_2 \rangle w, w)_{B_{r_2}} \rangle = \text{sgn} \omega \arg(e^{-i(\theta + \tau + \mu)} \text{sgn} \omega \langle i(\omega \gamma + m_2) w, w \rangle_{B_{r_2}} \rangle = \text{sgn} \omega \arg(-ie^{-i\beta} \text{sgn} \omega \langle i|\omega| - im_2 \rangle w, w)_{B_{r_2}} \rangle \leq \text{sgn} \omega \arg(|\omega| + i \text{sgn} \omega M_{m_2} \|L_{L^p}\rangle < \text{sgn} \omega \pi/2,
\]
there exists a constant $C_2 > 0$ such that
\[
\Re(e^{-i(\theta + \tau)} \text{sgn} \omega \langle i(\omega \gamma + m_2) w, w \rangle_{B_{r_2}} \rangle \geq C_2 |\langle i(\omega \gamma + m_2) w, w \rangle_{B_{r_2}}| \geq C_2 |\omega \gamma(w, w)_{B_{r_2}}|
\]
(31)
Further, we compute
\[
\Re(-e^{-i(\theta + \tau)} \text{sgn} \omega \sigma) = \Re(i \text{sgn} \omega e^{-i\text{sgn} \omega \beta}) = \sin \beta
\]
and hence
\[ \Re\left(-e^{-i(\theta + \tau)}\text{sgn}\omega \cdot \overrightarrow{c_2}(\text{div} + q)w,(\text{div} + q)w)_{B_{r_2}}\right) = \sin \beta \|c_2(\text{div} + q)w\|_{L^2_\sigma(B_{r_2})}^2, \]
\[ \Re\left(-e^{-i(\theta + \tau)}\text{sgn}\omega \cdot \overrightarrow{c_2}(x,z)\right) = \sin \beta \|z\|_{\overrightarrow{H}}^2. \] (32)

We combine (27), (29), (31) and (32) to obtain
\[ \Re\left(e^{-i(\theta + \tau)}\text{sgn}\omega \cdot (A_1u,u)\cdot X\right) \geq \]
\[ C_3(\|v\|_{\overrightarrow{H}}^2 + \|\partial_b w\|_{L^2_\sigma}^2 + \|w\|_{L^2_\sigma}^2 + \|(\text{div} + q)w\|_{L^2_\sigma(B_{r_2})}^2 + \|z\|_{\overrightarrow{H}}^2) \] (33)
with \( C_3 := \min\{C_{\text{int}},C_1|\omega|^2,C_2|\omega|^2,\sin \beta,c_2^2\sin \beta\} > 0. \) In \( B_{r_2} \) it holds for \( w \in W \) that \( \text{div} w = -q \cdot w \) and hence
\[ \|\text{div} w\|_{L^2_\sigma(B_{r_2})} = \|q \cdot w\|_{L^2_\sigma(B_{r_2})} \leq \max\{1,\|q\|_{L^\infty}\}\|w\|_{L^2_\sigma(B_{r_2})}. \] (34)
On the other hand a weighted Cauchy-Schwarz inequality yields the existence of a constant \( C_4 > 0 \) such that
\[ \|(\text{div} + q)w\|^2_{L^2_\sigma(B_{r_2})} + \|w\|^2_{L^2_\sigma(B_{r_2})} \geq C_4(\|\text{div} w\|^2_{L^2_\sigma(B_{r_2})} + \|w\|^2_{L^2_\sigma(B_{r_2})}). \] (35)
Finally, we combine (33), (34) and (35) to
\[ \Re\left(e^{-i(\theta + \tau)}\text{sgn}\omega \cdot (A_1u,u)\cdot X\right) \geq \]
\[ C_5(\|v\|_{\overrightarrow{H}}^2 + \|\partial_b w\|_{L^2_\sigma}^2 + \|w\|_{L^2_\sigma}^2 + \|\text{div} w\|_{L^2_\sigma}^2 + \|z\|_{\overrightarrow{H}}^2) \]
\[ = C_5(\|v\|_{\overrightarrow{H}}^2 + \|w\|_{\overrightarrow{H}}^2 + \|z\|_{\overrightarrow{H}}^2) \]
with \( C_5 := C_3 \min\{C_4,1/\max\{1,\|q\|_{L^\infty}\}\}/2 > 0. \) Since the decomposition \( X = V \oplus T \cdot W \oplus T \cdot Z \) is a topological one, it follows that \( A_1 \) is coercive.

**Proposition 3.4.** Let the assumptions of Theorem 3.3 be satisfied. Then \( A_{\text{Cow}} \) is bijective.

**Proof.** Follows from Proposition 2.2, Lemma 3.1 and Theorem 3.3. \( \square \)

**Remark 3.5.** In Theorem 3.3 the radius \( r_2 \) can be chosen arbitrarily close to \( r_1. \) Further, the balls \( B_{r_1},B_{r_2} \) can be replaced by simply connected open Lipschitz domains \( D_1,D_2 \) whereby \( D_1 \) contains \( \text{supp} b, \) \( D_2 \) contains the closure of \( D_1 \) and \( D_2 \) is of class \( C^{1,1}. \) Thus in the definition (20) of \( \theta \) the ball \( B_{r_2} \) can be replaced by a smooth, simply connected, arbitrarily close neighborhood of \( \text{supp} b. \)

## 4 The full equation

Let us now consider the full equation (11), which includes the Eulerian perturbation \( \psi \) of the gravitational background potential \( \phi. \) First we note the injectivity of \( A. \)

**Lemma 4.1.** Let the assumptions of Section 2.4 be satisfied and \( \omega \neq 0. \) Then \( A \) is injective.
Proof. Let \( (u, \psi) \in \ker A \). Then
\[
0 = |\langle \alpha((u, \psi), (u, \psi))\rangle| = |\omega|\langle \gamma u, u \rangle \geq |\omega|\gamma \|u\|_{L^2}^2
\]
and hence \( u = 0 \). We further compute
\[
0 = a((u, \psi), (u, \psi)) = a((0, \psi), (0, \psi)) = \frac{1}{4\pi G} \|\psi\|_{H^1}^2
\]
and conclude that \( \psi = 0 \). Hence, \( (u, \psi) = (0, 0) \).

Since \( a((0, \psi), (0, \psi)) = \frac{1}{4\pi G} \langle \psi, \psi' \rangle_{H^1} \), we can build the Schur complement \( A_{\text{Schur}} \) of \( A \) with respect to \( \psi \). Thus \( A \) is Fredholm if and only if \( A_{\text{Schur}} \) is so, and hence it suffices to analyze \( A_{\text{Schur}} \). The difference \( A_{\text{Cow}} - A_{\text{Schur}} \) is of the form \( E^*RE \) with the embedding \( E : X \to L^2 \) and a positive semi-definite operator \( R \in L(L^2) \). Thus, to reuse our analysis for \( A_{\text{Cow}} \) we can put the term \( \langle REw, EW' \rangle_{X} \) together with \( \langle (i\gamma + m_1)w, w' \rangle \). In particular, let \( M_{\gamma + m_1} \in L(L^2) \) be the multiplication operator with symbol \( i\gamma + m_1 \). The we can get control over the numerical range of \( E^*(M_{\gamma + m_1} + R)E \). If we continue this approach we need to consider the form of our test function \( u' \equiv Tu \), and consequently we have to treat the numerical range of the term \( \langle (M_{\gamma + m_1} + R)w, \sigma w \rangle \). The difficulty here is that \( R \) is non local operator and hence its interaction with the multiplication by \( \sigma \) is unclear. To bypass this obstacle we split of some compact operators such that the embedding \( E : X \to L^2 \) can be replaced by the embedding \( E_2 : X \to L^2(B_{r_2}^c) \), and \( R \in L(L^2) \) is replaced by some other positive semi-definite operator \( R \in L(L^2(B_{r_2}^c)) \). Since \( \sigma \) is constant in \( B_{r_2}^c \), it is then easy to control the numerical range of \( \langle (M_{\gamma + m_1} + R)w, \sigma w \rangle_{B_{r_2}^c} = \sigma \langle (M_{\gamma + m_1} + R)w, w \rangle_{B_{r_2}^c} \).

In the following we carry out this approach in detail. To this end we assume that there exists \( r_3 > r_2 > r_1 \) such that \( \rho \in W^{1,\infty}(B_{r_3}) \). Then let
\[
H_1 := \{ \psi \in H^1_0 : \psi = 0 \text{ in } B_{r_1} \}, \quad H_2 := H^1_0 \setminus H^1_{r_1} \subset \{ \psi \in \tilde{H}^1_0 : \Delta \psi = 0 \text{ in } B_{r_2}^c \},
\]
with associated orthogonal projections \( P_{H_1} \) and \( P_{H_2} \). Let \( Q \in L(H^1_0, L^2(B_{r_2}^c)) \) be defined by
\[
\langle \xi, Q \psi' \rangle_{B_{r_2}^c} := -\langle \rho \xi, \nabla P_{H_1} \psi' \rangle_{L^2(B_{r_2}^c)} - \langle \rho \xi, \nabla P_{H_2} \psi' \rangle_{L^2(B_{r_2}^c)}
\]
for all \( \xi \in L^2(B_{r_2}^c) \), \( \psi' \in \tilde{H}^1_0 \), and \( K_3 \in L(\tilde{H}^1_0, X) \) be defined by
\[
\langle u, K_3 \psi' \rangle_X := \langle \rho \nu \cdot u, P_{H_2} \psi' \rangle_{H^{-1/2}(\partial B_{r_3}) \times H^{1/2}(\partial B_{r_3})},
\]
for all \( u \in X \), \( \psi' \in \tilde{H}^1_0 \). Further, let \( E_2 \in L(X, L^2(B_{r_2}^c)) \) be the respective embedding operator. Then by means of \( Q, K \) and \( E_2 \) we can express
\[
a((u, 0), (0, \psi')) = -\langle u, \nabla \psi' \rangle_{L^2} - \langle \rho u, \nabla \psi' \rangle_{L^2}
= -\langle \rho u \nabla P_{H_1} \psi' \rangle_{L^2} - \langle \rho u \nabla P_{H_2} \psi' \rangle_{L^2}
= \langle \rho \nu \cdot u, P_{H_2} \psi' \rangle_{H^{-1/2}(\partial B_{r_3}) \times H^{1/2}(\partial B_{r_3})}
\]
and conclude that \( \psi = 0 \). Hence, \( (u, \psi) = (0, 0) \).
and like-wise \( a((0, \psi),(u', 0)) = \langle E_2^*Q\psi, u' \rangle x + (K_3\psi, u') x \). Due to the compact Sobolev embedding \( H^1(B_{r_3}) \hookrightarrow L^2(B_{r_3}) \) the operator related to the first term \( \langle (\rho \text{div} + \nabla \rho \cdot u, \rho H_{\psi'})H^1(\partial B_{r_3}) \) in the definition of \( K_3 \) is compact. Since \( P H_{\psi'} \) solves \( \Delta P H_{\psi'} = 0 \) in \( B_{r_3}^c \) and \( r_3 > r_2 \), it follows with standard regularity theory (e.g. [10] Theorems 2.3.3.2, 2.4.2.7) applied to \( \chi \psi \) with a suitable cut-off function \( \chi \) that the embedding \( H_2 \rightarrow H^2(A_{(r_2 + r_3)/2, r_3}) \) is bounded. Hence, the operator related to the second term \( -\langle \rho v \cdot u, \rho H_{\psi'} \rangle_{H^{-1/2}(\partial B_{r_3}) \times H^{1/2}(\partial B_{r_3})} \) in the definition of \( K_3 \) is compact too. Together, it follows that \( K_3 \) is compact. Since the Fredholmness and the index of an operator are invariant under compact perturbations, it suffices to analyze \( a((u, \psi), (u', \psi')) - (u, K_3\psi') x - (K_3\psi, u') x \) instead of \( a((u, \psi), (u', \psi')) \). As \( a(0, \psi), (0, \psi') \rangle = \frac{1}{\rho} \langle \psi, \psi \rangle \) is unchanged under the previous perturbation, we can again build the Schur complement of \( a((u, \psi), (u', \psi')) - (u, K_3\psi') x - (K_3\psi, u') x \) with respect to \( \psi \) and obtain

\[
A_{\text{Schur}} = A_{\text{Cow}} - 4\pi G E_2^*QQ^* E_2.
\]

**Lemma 4.2.** Let the assumptions of Section [2.7] be satisfied. Let \( r_3 > r_2 > r_1 \) be such that \( c_\gamma, \rho \in W^{1, \infty}(B_{r_3}) \) and \( \omega \neq 0 \). If

\[
\|c_\gamma^{-1}b\|_{L^\infty} < \frac{1}{1 + \tan^2 \theta},
\]

then there exists \( \mu \) such that \( A_{\text{Cow}} - 4\pi G E_2^*QQ^* E_2 \) is weakly \( T \)-coercive.

**Proof.** To prove that \( A_{\text{Cow}} - 4\pi G E_2^*QQ^* E_2 \) is weakly \( T \)-coercive we can apply the same technique as in the proof of Theorem [5.3] and only require to make some minor adaptations. We need to split \( T^*(A_{\text{Cow}} - 4\pi G E_2^*QQ^* E_2) = A_1 + A_2 \) into a coercive operator \( A_1 \) and a compact operator \( A_2 \). Let \( T^*A_{\text{Cow}} = A_1 + A_2 \) be the decomposition as in the proof of Theorem [5.3]. Then let

\[
A_1 := A_1 + 4\pi G \sum P^*_W E_2^*QQ^* E_2 P_W,
\]

\[
A_2 := A_2 - 4\pi G (P^*_Z E_2^*QQ^* E_2 P_W - \sum P^*_W E_2^*QQ^* E_2 P_Z + P^*_Z E_2^*QQ^* E_2 P_Z).
\]

Note that since \( v = 0 \) in \( B_{r_3}^c \) there arise in \( A_1 \) and \( A_2 \) compared to \( A_1 \) and \( A_2 \) no additional terms involving \( v \). Further, \( A_2 \) is indeed compact, because of the compactness of \( A_2 \) and \( P_Z \). The additional operator \( 4\pi G \sum P^*_W E_2^*QQ^* E_2 P_W \) in \( A_1 \) can be estimated together with \( \sum P^*_W E_2^* M_{1+m} E_2 P_W \). To this end \( \beta \) needs to be chosen such that

\[
0 < \Re \left( -ie^{-i\sgn \omega} (i|\omega| \gamma - i \sgn \omega \|M_{m_2} + QQ^*\|_{L(1_2^2(B_{r_3}^c))}) \right)
\]

is satisfied instead of (24). Then in addition to (28) and (30) we apply (36) to estimate

\[
\sgn \omega \arg \left( e^{-i(\theta + \tau)} \sgn \omega \tilde{\omega}((i\omega M_1 + M_{m_2} + QQ^*)w, w)_{B_{r_3}^c} \right)
\]

\[
\geq \sgn \omega \arg \left( e^{-i\beta \sgn \omega} (|\omega| \gamma - i \sgn \omega \|M_{m_2} + QQ^*\|_{L(1_2^2(B_{r_3}^c))}) < - \sgn \omega \pi/2.
\]

and

\[
\sgn \omega \arg \left( e^{-i(\theta + \tau)} \sgn \omega \tilde{\omega}((i\omega M_1 + M_{m_2} + QQ^*)w, w)_{B_{r_3}^c} \right)
\]

\[
\leq \sgn \omega \arg \left( (|\omega| \gamma + i \sgn \omega \|M_{m_2} + QQ^*\|_{L(1_2^2(B_{r_3}^c))}) < \sgn \omega \pi/2.
\]

The remainder of the proof is identical to the proof of Theorem [5.3].
We can now prove the first main result of this article:

**Theorem 4.3.** Let the parameters $\omega, \Omega, c_s, b, \rho, p, \phi$ and $\gamma$ satisfy the assumptions of Section 2.1, in particular $\text{supp} b \subset B_{r_1}$. Let $r_3 > r_2 > r_1$ be such that $c_s, \rho \in W^{1,\infty}(B_{r_3})$, $\omega \neq 0$ and $\theta$ be as defined in (20). Let the Hilbert spaces $X$ and $\tilde{H}_1^*$ be as defined in (12) and (13) respectively, let the sesquilinear form $a(\cdot, \cdot)$ be as defined in (10) and $A \in L(X \times \tilde{H}_1^*)$ be the associated operator as defined in (14). If

$$\|c_s^{-1} b\|_{L^\infty}^2 < \frac{1}{1 + \tan^2 \theta},$$

then $A$ is bijective, and hence for each $f \in L^2_\rho$ Equation (1) admits a unique solution $(u, \psi) \in X \times \tilde{H}_1^*$ which depends continuously on $f$.

**Proof.** Recall that $A$ is injective due to Lemma 4.1 and hence it suffices to show that $A$ is Fredholm with index zero. Since the Fredholmness and the index of an operator are unchanged by compact perturbations and because $K_3$ is compact, $A$ is Fredholm with index zero if and only if $A - \begin{pmatrix} 0 & K_3 \\ K_3^* & 0 \end{pmatrix}$ is so. The second diagonal component of $A - \begin{pmatrix} 0 & K_3 \\ K_3^* & 0 \end{pmatrix}$ equals $\frac{1}{4\pi} \mathcal{I}_{\tilde{H}_1^*}$ and hence we build the Schur complement of $A - \begin{pmatrix} 0 & K_3 \\ K_3^* & 0 \end{pmatrix}$ with respect to $\psi$. Thus $A$ is Fredholm with index zero, if and only if the Schur complement $A_{\text{Cow}} - 4\pi G E_2^* Q Q^* E_2$ is so. However, $A_{\text{Cow}} - 4\pi G E_2^* Q Q^* E_2$ is weakly $T$-coercive due to Lemma 4.2. Thus the claim is proven. \(\square\)

### 5 A scalar equation in the atmosphere

Consider spherical variables $r = |x|$ and $\hat{x} = |x|^{-1}x$. Assume that $\text{supp} f \subset B_{r_2}$ and that in $B_{r_2}^c$ the parameters $c_s$, $\rho$ and $p$ depend only on $r$ and let us use the sloppy notation $c_s(r) = c_s(x)$, etc.. For the following discussion we consider only the exterior domain $B_{r_2}^c$. Under the previous assumptions it holds

$$q(x) = \frac{\partial_r p(r)}{c_s^2(r) \rho(r)} \hat{x}.$$ 

Let

$$\eta(r) := \int_{r_2}^r \frac{\partial_r p(r')}{c_s^2(r') \rho(r')} \, dr'.$$

Since $q \in L^\infty$ it follows $\frac{\partial_r p}{c_s^2 \rho} \in L^\infty(r_2, \infty)$ and hence $\eta$ is well defined and $\eta \in C([r_2, \infty))$. Then it follows $q = \nabla \eta$ and we can obtain the representation

$$(\text{div} + q) u = e^{-\eta} \text{div}(e^{\eta} u).$$

Hence in $B_{r_2}^c$ the equation for the Cowling approximation reads

$$-e^{\eta} \nabla \left( c_s^2 \rho e^{-2\eta} \text{div}(e^{\eta} u) \right) - \rho (m_2 + i\omega \gamma) u = 0.$$ 

(37)
Thus \( u \) satisfies
\[
\text{curl}(e^{-\gamma p}(m_2 + i\omega \gamma)u) = 0.
\]
In the following we assume \( \omega \neq 0 \). Then for each \( x \in B_{r_2}^c \) the matrix \( m_2(x) + i\omega \gamma(x)I_{3\times 3} \) is coercive and hence invertible. Thus it follows that
\[
u = e^{\gamma p - 1}(m_2 + i\omega \gamma)^{-1}\nabla v
\]
with a scalar function \( v \). We plug (33) into (37) and obtain
\[
-e^{\gamma} \nabla \left( c_2^2 \rho e^{-2\gamma} \text{div}(e^{2\gamma} \rho^{-1}(m_2 + i\omega \gamma)^{-1}\nabla v) + v \right) = 0
\]
and hence \( v \) satisfies
\[
\frac{d^2}{dx^2} \rho (m_2 + i\omega \gamma)^{-1}\nabla v) - \frac{e^{2\gamma}}{c_2^2 \rho} v = 0.
\]
So we couple the equation for \( u \) in \( B_{r_2} \) with the equation for \( v \) in \( B_{r_2}^c \) and end up with the system
\[
\begin{align*}
-\nabla \left( c_2^2 \rho \text{div} u + \nabla p \cdot u \right) + \nabla p \text{div} u + \text{Hess}(p)u \\
- \rho \text{Hess}(\phi)u = -\rho(\omega + i\partial \phi + i\Omega \times)^2 \text{div}(\phi)u = \text{const} \quad \text{in} \quad B_{r_2}^c,
\end{align*}
\]
(39a)
\[
\begin{align*}
- \frac{d^2}{dx^2} \rho (m_2 + i\omega \gamma)^{-1}\nabla v) - \frac{e^{2\gamma}}{c_2^2 \rho} v = 0 \quad \text{in} \quad B_{r_2}^c,
\end{align*}
\]
(39b)
\[
\begin{align*}
\nu \cdot e^{\gamma p - 1}(m_2 + i\omega \gamma)^{-1}\nabla v = \nu \cdot u \quad \text{on} \quad \partial B_{r_2},
\end{align*}
\]
(39c)
\[
\begin{align*}
\text{div} \left( e^{\gamma p - 1}(m_2 + i\omega \gamma)^{-1}\nabla v) = \text{div} u \quad \text{on} \quad \partial B_{r_2}.
\end{align*}
\]
(39d)

We introduce the sesquilinearforms
\[
a_{\text{Cow}}^\text{int}(u, u') := \left( c_2^2 \right) \text{div}(u + q \cdot u), \text{div} u' + q \cdot u' \right)_{B_{r_2}},
\]
\[
- \left( (\omega + i\partial \phi + i\Omega \times)u, (\omega + i\partial \phi + i\Omega \times)u' \right)_{B_{r_2}},
\]
\[
- \left( \rho \nabla \left( (m_1u, u')_{B_{r_2}} - i\omega(\gamma u, u')_{B_{r_2}},
\right.
\]
and
\[
a_{\text{cp}}((u, v), (u', v')) := a_{\text{Cow}}^\text{int}(u, u') + \left( \nu \cdot u, v' \right)_{H^{-1/2}(\partial B_{r_2}) \times H^{1/2}(\partial B_{r_2})}
\]
\[
+ \left( v, \nu \cdot u' \right)_{H^{1/2}(\partial B_{r_2}) \times H^{-1/2}(\partial B_{r_2})}
\]
\[
+ \left( \frac{2\gamma}{\rho} (m_2 + i\omega \gamma)^{-1}\nabla v, \nabla v' \right) \left( L^2(B_{r_2}) \right) - \left( \frac{e^{2\gamma}}{c_2^2 \rho} v, v' \right) \left( L^2(B_{r_2}) \right).
\]
Further, we introduce the Hilbert spaces
\[
X_{\text{int}} := X(B_{r_2}), \quad V_{\text{ext}} := \{v \in L^2_{e^{2\eta}/(B_{r_2})} : \nabla v \in L^2_{e^{2\eta}/(B_{r_2})}\},
\]
\[
\langle v, v' \rangle_{V_{\text{ext}}} := \langle v, v' \rangle_{L^2_{e^{2\eta}/(B_{r_2})}} + \langle \nabla v, \nabla v' \rangle_{L^2_{e^{2\eta}/(B_{r_2})}}.
\]
Then the weak formulation of (39) is to find \((u, v) \in X_{\text{int}} \times V_{\text{ext}}\) such that
\[
a_{cp}(u, v, (u', v')) = \langle f, u' \rangle_{B_{r_2}}
\]
for all \((u', v') \in X_{\text{int}} \times V_{\text{ext}}\). In particular, if we test the left-hand-side of (39) with \(v' \in V_{\text{ext}}\) and integrate by parts we obtain the last line of the right-hand-side of (40) plus the boundary term
\[-\left(\nu \cdot \frac{e^{2\eta}}{\rho} \left(m_2 + i\omega \gamma\right)^{-1}\nabla v, v'\right)_{H^{-1/2}(\partial B_{r_2}) \times H^{1/2}(\partial B_{r_2})}.
\]
Note that for the outward unit normal vectors \(\nu\) of \(\partial B_{r_2}\) and \(\nu'\) of \(\partial B_{r_2}^c\) it holds \(\nu' = -\nu\). Hence with (39c) and \(\eta(r_2) = 0\) the boundary term equals the second line in the right-hand-side of (40). If we test the left-hand-side of (39a) with \(u' \in X_{\text{int}}\) and integrate by parts we obtain the first line of the right-hand-side of (40) plus the boundary term
\[-\left(\frac{c_0^2}{\rho}(\text{div} + \mathbf{q})u, \nu \cdot u'\right)_{H^{1/2}(\partial B_{r_2}^c) \times H^{-1/2}(\partial B_{r_2}^c)}.
\]
Since on \(\partial B_{r_2}\) the vectors \(\mathbf{q}\) and \(\nu\) are parallel we obtain on \(\partial B_{r_2}\) with (39c) and (39d) that
\[
\rho c_0^2(\text{div} + \mathbf{q})u = \rho c_0^2(\text{div} + \mathbf{q})e^{\eta} \rho^{-1}(m_2 + i\omega \gamma)^{-1}\nabla v = \rho c_0^2e^{-\eta} \text{div}(e^{2\eta} \rho^{-1}(m_2 + i\omega \gamma)^{-1}\nabla v) = -e^{\eta}v = -v,
\]
whereat we used (39b) for the third equality and \(\eta(r_2) = 0\) for the last equality. Hence the boundary term equals the third line of the right-hand-side of (40). The injectivity of \(A_{cp}\) can be seen similarly as for \(A\) and \(A_{\text{Cow}}\).

**Lemma 5.1.** Let the assumptions of Section (27) be satisfied and \(\omega \neq 0\). Then \(A_{cp}\) is injective.

**Proof.** Let \((u, v) \in \ker A_{cp}\). Then
\[
\exists \left(a_{cp}((u, v), (u, v))\right) = \exists \left(\left(\frac{e^{2\eta}}{\rho} (m_2 + i\omega \gamma)^{-1}\nabla v, \nabla v\right)_{L^2(B_{r_2}^c)} - \omega \langle \gamma u, u \rangle_{B_{r_2}}\right).
\]
Since \(m_2(x)\) is a selfadjoint matrix for each \(x \in B_{r_2}\) and \(\gamma \geq \gamma > 0\), it follows that
\[0 = \left|\exists \left(a_{cp}((u, v), (u, v))\right)\right| \geq |\omega| \gamma \langle u, u \rangle_{B_{r_2}} + C \left(\frac{e^{2\eta}}{\rho} \nabla v, \nabla v\right)_{L^2(B_{r_2}^c)}\]
with a constant \(C > 0\). Thus \(u = 0\) and \(v \equiv v_c \in \mathbb{C}\) is constant. Hence
\[0 = a_{cp}((u, v), (u, v)) = a_{cp}((0, v_c), (0, v_c)) = -\left(\frac{e^{2\eta}}{c_0^2} v_c, v_c\right)_{L^2(B_{r_2}^c)}\]
and thus \(v_c = 0\). Altogether it follows \((u, v) = 0\) and the claim is proven. \(\Box\)
Next we introduce a topological decomposition of $X_{\text{int}}$ in analogy to Theorem 3.2.

**Theorem 5.2.** Let $\rho$, $b$, $q$ and $r_1$ be as in Section 2.1 and $r_2 > r_1$. Then $X_{\text{int}} = X(B_{r_2})$ admits a topological decomposition

$$X_{\text{int}} = V_{\text{int}} \oplus T_{\text{int}} \oplus T_{\text{int}}$$

with the following properties:

1. $V_{\text{int}} \subset \{ \nabla v_0 : v_0 \in H^2(B_{r_2}) \text{ with } \frac{\partial v_0}{\partial \nu} = 0 \text{ on } \partial B_{r_2} \}$ is compactly embedded in $L^2(B_{r_2})$.
2. $W_{\text{int}} = \{ u \in X_{\text{int}} : \text{div } u + q \cdot u = 0 \text{ in } B_{r_2} \}$.
3. $Z_{\text{int}}$ is finite-dimensional.

Moreover, for each $\zeta \in W^{1,\infty}(B_{r_2})$ there exists a compact operator $\tilde{K}_\zeta \in L(X_{\text{int}})$ such that

$$\| \zeta \text{div } v \|_{L^2(B_{r_2})}^2 = \| \zeta \nabla v \|_{L^2(B_{r_2})}^2 + \langle \tilde{K}_\zeta v, v \rangle_{X_{\text{int}}}$$

for all $v \in V$.

**Proof.** Follows as for Theorem 3.2 and [16, Theorem 3.5].

To construct a suitable T-operator let $r_3 > r_2$ and $\mu \in C^\infty(\mathbb{R})$ with

1. $\mu(r) = 0$ for $r \leq r_1$,
2. $\mu$ is non-decreasing in $A_{r_1, r_2}$,
3. $\mu(r_2) \in (0, \pi)$,
4. $\mu$ is non-increasing in $A_{r_2, r_3}$,
5. $\mu(r) = \mu_\ast$ for $r \geq r_3$ with constant $\mu_\ast \in (0, \pi)$.

For such $\mu$ let $\sigma(x) := e^{i\mu(|x|)\text{sgn} \omega}$ and $\sigma_\ast := e^{i\mu_\ast \text{sgn} \omega}$. Then we construct $T_{\text{int}} \in L(X_{\text{int}})$ in analogy to $T$ in Section 3. In particular, for given $w \in W_{\text{int}}$ we consider the problem to find $\tilde{v}_0 \in H^1(A_{r_1, r_2})$ such that

$$(\text{div } + q)(\nabla \tilde{v}_0 - \sigma w) = 0 \text{ in } A_{r_1, r_2}, \\
\nu \cdot \nabla \tilde{v}_0 = 0 \text{ on } \partial A_{r_1, r_2}.$$ 

Since this equation is weakly coercive, we can find a finite dimensional subspace $W^0_{\text{int}} \subset W_{\text{int}}$ and a projection $\tilde{K}_1 \in L(W_{\text{int}}, W^0_{\text{int}})$ onto $W^0_{\text{int}}$ such that the problem to find $\tilde{v}_0 \in H^1(A_{r_1, r_2})$ with

$$(\text{div } + q)(\nabla \tilde{v}_0 - \sigma w + \sigma \tilde{K}_1 w) = 0 \text{ in } A_{r_1, r_2}, \\
\nu \cdot \nabla \tilde{v}_0 = 0 \text{ on } \partial A_{r_1, r_2},$$

admits a unique solution $\tilde{v}_0$. With convenient regularity theory (e.g. [10, Theorems 2.3.3.2, 2.4.2.7]) it follows that $\tilde{v}_0 \in H^3(A_{r_1, r_2})$ and $\|\tilde{v}_0\|_{H^3(A_{r_1, r_2})} \lesssim$ 22.
Let \( \mathbf{v} \) be the continuation of \( \nabla \psi_0 \) to \( B_r \) by zero. It follows that \( \mathbf{v} \in X_{\text{int}} \). Hence let

\[
T_{\text{W}_{\text{int}}}^\prime \mathbf{w} := \sigma \mathbf{w} - \mathbf{v} - \sigma \tilde{K}_1 \mathbf{w}.
\]

From its definition it follows that \((\text{div} + q)T_{\text{W}_{\text{int}}}^\prime \mathbf{w} = 0\) in \( A_{r_1,r_2} \). Since \( \sigma = 1 \) in \( B_{r_1} \), \( \tilde{K}_1 \) maps into \( W^0_{\text{int}} \subset W_{\text{int}} \) and \( \mathbf{v} = 0 \) in \( B_{r_1} \), it follows \((\text{div} + q)T_{\text{W}_{\text{int}}}^\prime \mathbf{w} = 0\) in \( B_{r_1} \) too. Hence \( T_{\text{W}_{\text{int}}}^\prime \in L(W_{\text{int}}) \). We compute

\[
\langle T_{\text{W}_{\text{int}}}^\prime \mathbf{w}, \mathbf{w} \rangle_X = \| \mathbf{w} \|^2_{X(B_{r_1})} - \langle \tilde{K}_1 \mathbf{w}, \mathbf{w} \rangle_{X(B_{r_1})}
\]

\[
+ \langle \sigma \mathbf{w}, \mathbf{w} \rangle_{A_{r_1,r_2}} - \langle \mathbf{v}, \mathbf{w} \rangle_{A_{r_1,r_2}} - \langle \sigma \tilde{K}_1 \mathbf{w}, \mathbf{w} \rangle_{A_{r_1,r_2}}
\]

\[
+ \langle \sigma q \cdot \mathbf{w}, \mathbf{w} \rangle_{A_{r_1,r_2}} - \langle q \cdot \mathbf{v}, \mathbf{w} \rangle_{A_{r_1,r_2}} - \langle q \cdot \sigma \tilde{K}_1 \mathbf{w}, \mathbf{w} \rangle_{A_{r_1,r_2}}.
\]

All terms which involve \( \tilde{K}_1 \) are compact, because \( \tilde{K}_1 \) is compact. Also, all terms which involve \( \mathbf{v} \) are compact due to the compact embedding \( H^1(A_{r_1,r_2}) \hookrightarrow L^2(A_{r_1,r_2}) \). With \( \text{div} \mathbf{w} = -q \cdot \mathbf{w} \) in \( B_{r_2} \) for \( \mathbf{w} \in W \), we obtain that the remainder

\[
\| \mathbf{w} \|^2_{X(B_{r_1})} + \langle \sigma \mathbf{w}, \mathbf{w} \rangle_{A_{r_1,r_2}} + \langle \sigma q \cdot \mathbf{w}, \mathbf{w} \rangle_{A_{r_1,r_2}}
\]

is coercive due to \( \sigma(x) = e^{i\omega x} \sin \omega, \mu \in [0, \mu(r_2)] \) and \( \mu(r_2) \in (0, \pi) \). Thus \( T_{\text{W}_{\text{int}}}^\prime \) is weakly coercive. Hence there exists a compact operator \( \tilde{K}_2 \in L(W_{\text{int}}) \) such that

\[
T_{W_{\text{int}}} := T_{W_{\text{int}}}^\prime + \tilde{K}_2
\]

is coercive and hence bijective. Now we can define

\[
T_{\text{int}} := PV_{\text{int}} - T_{W_{\text{int}}} PZ_{\text{int}} + PZ_{\text{int}},
\]

which is bijective with inverse \( T_{\text{int}}^{-1} = PV_{\text{int}} - T_{W_{\text{int}}}^{-1} P_{W_{\text{int}}} + PZ_{\text{int}} \). Subsequently let

\[
T_{cp}(u,v) := (T_{\text{int}} u, -\sigma v).
\]

It follows that \( T_{cp} \in L(X_{\text{int}} \times V) \) is bijective with inverse \( T_{cp}^{-1}(u,v) = (T_{\text{int}}^{-1} u, -\sigma^{-1} v) \).

**Theorem 5.3.** Let the parameters \( \omega, \Omega, c_s, b, \rho, p, \phi \) and \( \gamma \) satisfy the assumptions of Section 2.7 in particular \( \text{supp } b \subset B_{r_1} \). Let \( r_2 > r_1 \) be such that \( c_s, \rho \in W^{1,\infty}(B_{r_2}), \omega \neq 0 \) and \( \theta \) be as defined in (20). Let the Hilbert spaces \( X_{\text{int}} \) and \( V_{\text{ext}} \) be as defined in (11), let the sesquilinearform \( a_{cp} \cdot (c) \) be as defined in (10), let \( A_{cp} \in L(X_{\text{int}} \times V_{\text{ext}}) \) be the operator associated to \( a_{cp} \cdot (c) \) as defined in (11), and let \( T_{cp} \in L(X_{\text{int}} \times V_{\text{ext}}) \) be as defined in (12). If

\[
\| c_{s}^{-1} b \|^2_{L^\infty} < \frac{1}{1 + \tan^2 \theta}
\]

then there exists \( \mu \) such that \( A_{cp} \) is weakly \( T_{cp} \)-coercive.

**Proof.** For \( u, u' \in X_{\text{int}} \) we use the notation

\[
\mathbf{v} := PV_{\text{int}} u, \quad w := PW_{\text{int}} u, \quad \mathbf{v}' := PV_{\text{int}} u', \quad w' := PW_{\text{int}} u', \quad z := PZ_{\text{int}} u,
\]

\[
z' := PZ_{\text{int}} u'.
\]
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such that $u = v + w + z$ and $u' = v' + w' + z'$. Note that the space $X_{\text{int}} = X(B_{r_2})$ differs from $X = X(\mathbb{R}^3)$ and hence the subspaces $V_{\text{int}}, W_{\text{int}}, Z_{\text{int}}$ differ from $V, W, Z$ as well. However, the role of the components $v, w, z$ is almost identical. The first part of the proof is very similar to the proof of Theorem 5.2. We introduce a sufficiently small parameter $\tau \in (0, \pi/2 - \theta)$ which will be specified later on, and choose $\mu(r_2) = \pi/2 - \theta - \tau \in (0, \pi/2)$. Thus $\mu(r_2) \in (0, \pi)$, which is required for the construction of $T_{W_{\text{int}}}$. In addition we set $\beta := \mu - \pi/2 + \theta + \tau$ and choose $\mu_\tau$ such that $\beta \in (-\pi/2, 0)$ and

$$0 < \inf_{x \in B_{r_2}} \inf \mathbb{R} \{ i \text{sgn} \omega e^{-i\beta \text{sgn} \omega} \text{numran} (m_2(x) + i\omega \gamma(x)I_{3 \times 3})^{-1} \}. \quad (43)$$

Note that such a choice is possible, because $m_2(x)$ is a selfadjoint matrix at each $x \in B_{r_2}$ and due to $\gamma \geq \gamma > 0$. We split $T_{c_{\tau}} A_{c_{\tau}} = A_1 + A_2$ into a coercive operator $A_1$ and a compact operator $A_2$. To this end we introduce an additional small parameter $\delta > 0$, which will be specified later on. Let $K_{c_{\tau}}, \tilde{\pi}$ be as in Theorem 5.2. Then similar to the proof of Theorem 5.3 we define $A_1$ and $A_2$ by

$$\langle A_{1}^{\text{int}} u, u' \rangle_{X_{\text{int}}} := \langle c^2 \text{div} v, \text{div} v' \rangle_{B_{r_2}} - \langle i\partial_b v, i\partial_b v' \rangle_{B_{r_1}} + \langle v, v' \rangle_{B_{r_2}} + \frac{1}{4\delta} \langle \tilde{K}_{c_{\tau}} \sqrt{\gamma} v, \tilde{K}_{c_{\tau}} \sqrt{\gamma} v' \rangle_{X_{\text{int}}}
- \langle (\omega + i\partial_b + i\Omega \times) w, i\partial_b v' \rangle_{B_{r_1}} + \langle i\partial_b v, (\omega + i\partial_b + i\Omega \times) w' \rangle_{B_{r_1}}
+ \langle (i\omega \gamma + m_2) w, w' \rangle_{B_{r_1}}
+ \langle \tilde{\pi} (i\omega \gamma + m_2) w, w' \rangle_{A_{1, r_2}}
+ \langle z, z' \rangle_{X_{\text{int}}}$$

$$\langle A_1 u, u' \rangle_{X_{\text{int}} \times V_{\text{ext}}} := \langle A_1^{\text{int}} u, u' \rangle_{X_{\text{int}}}
- e^{-i\mu(r_2) \text{sgn} \omega} \langle v \cdot u', v' \rangle_{H^{-1/2}(\partial B_{r_2}) \times H^{1/2}(\partial B_{r_2})}
- e^{-i\mu(r_2) \text{sgn} \omega} \langle v, v' \cdot u' \rangle_{H^{1/2}(\partial B_{r_2}) \times H^{-1/2}(\partial B_{r_2})}
- \langle e^{-i\mu(r_2) \text{sgn} \omega} (m_2 + i\omega \gamma)^{-1} \nabla v, \nabla v' \rangle_{L^2(B_{r_2})}
+ \langle e^{-i\mu(r_2) \text{sgn} \omega} (m_2 + i\omega \gamma)^{-1} \nabla v, \nabla v' \rangle_{L^2(B_{r_2})}$$

$$e^{-i\mu(r_2) \text{sgn} \omega} e^{-2\eta \text{sgn} \omega} \langle \frac{\rho}{2} (m_2 + i\omega \gamma)^{-1} \nabla v, \nabla v' \rangle_{L^2(B_{r_2})} + \langle e^{-i\mu(r_2) \text{sgn} \omega} e^{-2\eta \text{sgn} \omega} \frac{c^2 \eta}{c^2} v, v' \rangle_{L^2(B_{r_2})}$$
and
\[
\langle A_2 \mathbf{u}, \mathbf{u}' \rangle_x := -\langle \mathbf{v}, \mathbf{v}' \rangle_{B_{r_2}} - \frac{1}{16 \rho} \langle \tilde{K}_{c_2} \sqrt{\sigma} \mathbf{v}, \tilde{K}_{c_2} \sqrt{\sigma} \mathbf{v}' \rangle_{x_{\text{int}}} - \langle \mathbf{z}, \mathbf{z}' \rangle_{x_{\text{int}}}
+ \langle \nabla \mathbf{v}, \nabla \rho \cdot \mathbf{v}' \rangle_{L^2(B_{r_2})} + \langle \nabla \rho \cdot \mathbf{v}, \nabla \mathbf{v}' \rangle_{L^2(B_{r_2})} + (c_{\omega}^{-2} \rho^{-1} \nabla \rho \cdot \mathbf{v}, \nabla \mathbf{v}')_{L^2(B_{r_2})}
- \langle i \partial_0 \mathbf{v}, (\omega + i \Omega \times \mathbf{v}) \mathbf{v}' \rangle_{B_{r_1}} - \langle (\omega + i \Omega \times \mathbf{v}), i \partial_0 \mathbf{v}' \rangle_{B_{r_1}} - \langle (i \omega \gamma + m_2) \mathbf{v}, \mathbf{v}' \rangle_{B_{r_2}}
- \langle (i \omega \gamma + m_1) \mathbf{v}, T'_{\mathbf{w}_{\text{int}}} w' \rangle_{B_{r_2}}
- \langle i \partial_0 \mathbf{v}, (\omega + i \partial_0 + i \Omega \times \sigma \tilde{K}_1 \mathbf{w}') \rangle_{B_{r_1}}
- \langle (\omega + i \partial_0 + i \Omega \times \mathbf{w}, (\omega + i \Omega \times \mathbf{w}) \mathbf{w}' \rangle_{B_{r_1}} - \langle (i \omega \gamma + m_1) \mathbf{w}, \tilde{K}_1 \mathbf{w}' \rangle_{B_{r_1}}
- \langle \sigma (i \omega \gamma + m_2) \mathbf{w}, \tilde{K}_1 \mathbf{w}' \rangle_{A_{r_1, r_2}} - \langle (i \omega \gamma + m_2) \mathbf{w}, \mathbf{v}' \rangle_{A_{r_1, r_2}}
- a_{\text{int}} \langle \mathbf{v} + \mathbf{w}, \tilde{K}_2 \mathbf{w}' \rangle
+ a_{\text{int}} \langle \mathbf{v} + \mathbf{w}, \mathbf{z}' \rangle + a_{\text{int}} \langle \mathbf{z}, \mathbf{v}' - T'_{\mathbf{w}_{\text{int}}} \mathbf{w}' \rangle + a_{\text{int}} \langle \mathbf{z}, \mathbf{z}' \rangle
+ \left( \frac{2\eta}{\rho} \nabla \sigma \cdot \nabla \mathbf{v}, \mathbf{v}' \right)_{L^2(A_{r_2, r_3})}
- \left( \frac{2\eta}{c_\rho^2} \mathbf{v}, \mathbf{v}' \right)_{L^2(A_{r_2, r_3})} + \left( \frac{2\eta}{c_\rho^2} \nabla \sigma \cdot \nabla \mathbf{v}, \mathbf{v}' \right)_{L^2(A_{r_2, r_3})}
\text{for all } (\mathbf{u}, \mathbf{v}), (\mathbf{u}', \mathbf{v}') \in x_{\text{int}} \times V_{\text{ext}}. \text{ Then it follows as in the proof of Theorem } 5.3\text{ that}
\]
\[
\Re \left( e^{-i(\theta + \tau)} \sigma \omega \langle A_{\text{int}} \mathbf{u}, \mathbf{u} \rangle_x \right) \geq C_1 \| \mathbf{u} \|_{x_{\text{int}}}
\text{with a constant } C_1 > 0. \text{ The coupling term, which involves both } \mathbf{u} \text{ and } \mathbf{v}, \text{ appears in } e^{-i(\theta + \tau)} \sigma \omega \langle A_{\text{int}} \mathbf{u}, \mathbf{u} \rangle_x \text{ as}
\]
\[
-e^{-i(\theta + \tau + \mu(\mathbf{r}))} \sigma \omega \| \mathbf{v} \|^2_H (\mathbf{v}, \mathbf{v})_{H^{-1/2}(\partial B_{r_2}) \times H^{1/2}(\partial B_{r_2})}.
\]
Due to the choice of \( \mu \) it holds \(-e^{-i(\theta + \tau + \mu(\mathbf{r}))} \sigma \omega = i \sigma \omega \) and hence
\[
\Re \left( e^{-i(\theta + \tau + \mu(\mathbf{r}))} \sigma \omega \| \mathbf{v} \|^2_H (\mathbf{v}, \mathbf{v})_{H^{-1/2}(\partial B_{r_2}) \times H^{1/2}(\partial B_{r_2})} \right) = 0.
\]
At last we estimate the part of \( A_1 \) which involves only \( \mathbf{v} \). It follows from (33) that
\[
\Re \left( e^{-i(\theta + \tau + \mu(\mathbf{r}))} \sigma \omega \| \mathbf{v} \|^2_H (\mathbf{v}, \mathbf{v})_{H^{-1/2}(\partial B_{r_2}) \times H^{1/2}(\partial B_{r_2})} \right) \geq 0.
\]
with a constant \( C_2 > 0. \) Further, we note that \(-e^{-i(\theta + \tau + \mu(\mathbf{r}))} \sigma \omega = -i \sigma \omega e^{-i\beta} \sigma \omega \) and thus \( \Re \left( e^{-i(\theta + \tau + \mu(\mathbf{r}))} \sigma \omega \right) = - \sin \beta. \) Since \( \beta \in (-\pi/2, 0) \) we conclude
\[
\Re \left( e^{-i(\theta + \tau)} \sigma \omega \langle A_{\text{int}} \mathbf{u}, \mathbf{u} \rangle_x \right) \geq C \| \mathbf{u} \|^2_{x_{\text{int}}} + \| \mathbf{v} \|^2_{V_{\text{ext}}}
\text{with } C = \min\{C_1, C_2, -\sin \beta\} > 0, \text{ i.e. } A_1 \text{ is coercive. The operator } A_2 \text{ is compact, due to the compact embedding } V_{\text{int}} \hookrightarrow L^2(B_{r_2}) (\text{see Theorem } 5.2) \text{ Item } 1, \text{ since } \tilde{K}_{c_2} \sqrt{\sigma} \text{ is compact (see Theorem } 5.2) \text{ Item } 3, \text{ because } Z_{\text{int}} \text{ is finite dimensional (see Theorem } 5.2) \text{ Item } 3, \text{ due to the compact embedding } H^1(A_{r_1, r_2}) \hookrightarrow L^2(A_{r_2, r_3}) \text{ for } \tilde{K}_1 \text{ and } \tilde{K}_2 \text{ are compact, and because the embedding } V_{\text{ext}} \hookrightarrow L^2(A_{r_2, r_3}) \text{ is compact. Thus the claim is proven.}
Proposition 5.4. Let the assumptions of Theorem 5.3 be satisfied. Then $A_{cp}$ is bijective, and hence for each $f \in L^2(B_{r_2})$ Equation (39) admits a unique solution $(u, v) \in X_{\text{int}} \times V_{\text{ext}}$ which depends continuously on $f$.

**Proof.** Follows from Proposition 2.2, Lemma 5.1 and Theorem 5.3.

6 Conclusion and outlook

In this article we considered the time-harmonic linear equations of stellar oscillations in $\mathbb{R}^3$. We discussed the treatment of the exterior domain and introduced a technique to couple the analysis for the interior and exterior domains. Subsequently we established the well-posedness of Equation (1) in Theorem 4.3. In particular, the stability of (10) holds without the background Equations (2) being satisfied. In Section 5 we considered the Cowling approximation with spherical symmetric parameters in the atmosphere and therein we derived a scalar equation for a potential of $u$. Subsequently we analyzed the obtained coupled system in Theorem 5.3 and Proposition 5.4. This new system simplifies the construction of transparent boundary conditions and leads to significant less degrees of freedom for discretizations, e.g. for the learned infinite elements [17]. If the factorization $(\text{div} + q \cdot)u = e^{-\eta} \text{div}(e^\eta u)$ is applied in the entire $\mathbb{R}^3$ instead of only in the atmosphere, there arise new possibilities to analyze the stellar equations, which is intended for future research.
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