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ABSTRACT

Geophysical monitoring of subsurface reservoirs relies on detecting small changes in the seismic response between a baseline and monitor study. However, internal multiples, related to the over- and underburden, can obstruct the view of the target response, hence complicating the time-lapse analysis. In order to retrieve a response that is free from over- and underburden effects, the data-driven Marchenko method is used. This method effectively isolates the target response, which can then be used to extract more precise time-lapse changes. Additionally, the method also reveals target-related multiples that probe the reservoir more than once, which further define the changes in the reservoir. To verify the effectiveness of the method, a numerical example is constructed. This test shows that when using the isolated target response, the observed time differences resemble the expected time differences in the reservoir. Moreover, the results obtained with target-related multiples also benefit from the Marchenko-based isolation of the reservoir. It is, therefore, concluded that this method has the potential to observe dynamic changes in the subsurface with increased accuracy.

INTRODUCTION

Time-lapse seismic studies are concerned with detecting small changes in the seismic response between a baseline and a monitor study. These changes can either be a difference in amplitude (e.g. [Landro 2001]), a difference in traveltime (e.g. [Landro and Stammeijer 2004]) or a combination of both (e.g. [Trani et al. 2011]). These time-lapse methods are essential for observing and monitoring subsurface reservoirs, with applications ranging from determining pressure and fluid saturation changes [Landro 2001] to monitoring CO₂ injection [Roach et al., 2015] or observing compaction in a reservoir [Hatchell and Bourne, 2005].

In order for these methods to work optimally, it is important that the reservoir response can be clearly identified in the seismic response. In practice, this requirement is not always fulfilled, as multiple reflections from a (highly) reflective overburden can mask the response of the reservoir. It is, therefore, desirable to remove the overburden effects before applying any time-lapse analysis. The Marchenko method is able to redatum a wavefield from the surface of the earth to an arbitrary focal depth in the subsurface while accounting for all orders of multiples [Wapenaar et al., 2014; Slob et al., 2014]. This data-driven method can be used to remove all interactions from layers above the selected focal level, hence giving an unobstructed view of the reservoir response. From this new response, the traveltime difference in the reservoir can more precisely be determined.

In addition to removing the overburden, the reservoir response can completely be isolated by also removing the underburden with the Marchenko method [Wapenaar and Staring, 2018]. Consequently, not only the primary response of the reservoir is uncovered, but also internal multiples, which traversed through the reservoir more than once, will now also be clearly visible and unobstructed by primaries and multiples outside the target zone. Since these multiples have passed through the reservoir multiple times, the time-lapse traveltime change of the mul-
mptiles will be larger, hence more sensitive. This is akin to coda-wave interferometry, which exploits the fact that time-lapse changes are exaggerated in the coda due to the longer paths traveled in the medium (Snieder et al., 2002; Grit et al., 2005). Inspired by this principle of coda-wave interferometry, Wapenaar and Van IJsseldijk (2020) show how correlation of multiples improve the ability to detect small changes in velocity compared to correlation of primaries. This method is then adapted to find changes in lateral varying media (van IJsseldijk and Wapenaar 2021). In this work we further develop the method in order to account for time-lapse changes in the overburden. First, we revise the theory of isolating the reservoir response with the Marchenko method and review how to extract travelt ime changes from this isolated response. Furthermore, we show how multiples traveling through the reservoir can be enhanced, in order to improve the accuracy of the retrieved time shifts. Subsequently, we present a numerical model that will be used to test the methodology. The reservoir response is then isolated from the modeled data, and the traveltime changes of the primary as well as the multiple reflections are calculated. Finally, we discuss the results and possible future improvements to the method.

**THEORY**

Time-lapse seismic experiments aim to resolve the differences between a baseline study at time $t_1$ and a monitor study conducted at a later time $t_2$. These differences can be attributed to changes inside of a reservoir and overburden, for example due to production and geomechanical processes. Here we propose a method by which the reservoir response is isolated separately for the baseline and monitor studies, after which cross-correlation between the two studies is used to find the traveltime differences.

Figure 1 shows the principle of the proposed method. Here the acoustic situation is considered, with a reservoir enclosed by two strong reflectors. Note how the primary from the first reflector, does not probe the reservoir, whereas the primary from the second reflector does. Moreover, the internal multiples generated by these reflectors will traverse the reservoir multiple times, hence they experience a larger traveltime shift. In order to achieve this same situation from a regular reflection response measured at the surface, the medium is first divided into 3 parts: overburden "a", target zone "b" which contains the reservoir and two reflectors as in Figure 1, and underburden "c". The reflection response of the full medium is denoted by $R_{abc}(x_R, x_S, t)$, here $x_R$, $x_S$ and $t$ denote the receiver position, source position and time, respectively. Our first aim is to isolate the reflection response $R_b$ of the target zone with the help of the Marchenko method, which will briefly be discussed in the next section.

### Extrapolated Marchenko representations

At the base of the Marchenko method are the focusing functions ($f^\pm$) that allow for retrieval of the Green’s functions ($G^{\pm}$) between the acquisition surface $S_0$ and a focal level in the subsurface. Here the left superscript – denotes that the wavefield is upgoing at the receiver position (at the focal level) and the right superscript $\pm$ denotes a down- or up-going direction from the source position (at the acquisition surface). Van der Neut and Wapenaar (2016) introduce modified functions that are extrapolated to the surface by convolution with the direct arrival of the transmission response ($T_d$). These extrapolated focusing functions ($v^\pm$) are defined as follows:

$$v^\pm(x_R, x'_S, t) = \int_{S_F} f^\pm(x_R, x_F, t) * T_d(x_F, x'_S, t) dx_F.$$  \hspace{1cm} (1)

Here $x_F$ is the coordinate of the focusing point at focal depth $S_F$, $x'_S$ is a coordinate on the acquisition surface, and $*$ denotes temporal convolution. Note, that except for $x_F$, all coordinates in this work refer to positions at the surface $S_0$. Similarly, the extrapolated Green’s functions ($U^{\pm}$) are defined as:

$$U^{\pm}(x_R, x'_S, t) = \int_{S_F} G^{\pm}(x_R, x_F, t) * T_d(x_F, x'_S, \pm t) dx_F.$$  \hspace{1cm} (2)

These two equations are visualized in Figure 2 which shows how the extrapolated functions are related to the original focusing and Green’s functions. By using these extrapolated functions the retrieved wavefields derived in the next section will be situated at the surface $S_0$ and not at focal level $S_F$ as is the case with the regular Marchenko functions. Finally, the same convolutions are applied to the coupled Marchenko representations to find the extrapolated representations:

$$U^{\pm}(x_R, x'_S, t) + v^-(x_R, x'_S, t) =$$  \hspace{1cm} (3)
Figure 2: Schematic representation of the extrapolated focusing- and Green’s functions. (A) The focusing functions \( f_1^+ \) (in blue) and \( f_1^- \) (in red) are defined in a medium truncated below the focal level \( (S_F) \). They are extrapolated to the surface \((S_0)\) using the direct arrival of the transmission response \( T_d \) (in orange) to create the extrapolated focusing functions \( v^\pm \). (B) the downgoing Green’s function \((G\,^\text{--})\) is extrapolated to create \( U\,^\text{--} \). (C) the upgoing Green’s function \((G\,^\text{++})\) creates it’s extrapolated counterpart \( U\,^\text{++} \).

\[
\int_{S_0} R(x_R, x_S, t) \ast v^+ (x_S, x'_S, t) dx_S,
\]

\[
U\,^\text{--}(x_R, x'_S, -t) + v^+(x_S, x'_S, t) = \int_{S_0} R(x_R, x_S, -t) \ast v^-(x_S, x'_S, t) dx_S.
\]

The reflection response is denoted by \( R \). In this paper, this response will either be the response of the full medium \( R_{abc} \) or the response after overburden removal \( R_{bc} \). Moreover, these two equations have four unknowns. In order to solve this system a causality constraint is introduced, which exploits the fact that the focusing and Green’s functions are separable in time. In order to apply this constraint, an estimate of the two-way travel time between the focal level and the surface is required. In our case, this is achieved by computing the direct arrival of the Green’s function in a smooth velocity model with an Eikonal solver, and then convolving this response with itself to find the two-way travel time. A more elaborate derivation of the Marchenko method is beyond the scope of this paper. Instead, the reader is referred to [Wapenaar et al., 2021], who give more background on both the regular and extrapolated expressions.

**Isolation of the reservoir’s response**

Using the relations presented in the previous section, the focusing and Green’s functions above and below the reservoir can now be retrieved. From these functions, the reflection response of the target zone can be isolated. First, the overburden is removed, using the extrapolated Green’s function between the overburden and the upper boundary \( S_1 \) of the target zone [Wapenaar et al., 2021]:

\[
U\,_{a|bc}^{-, +}(x_R, x'_S, t) = -\int_{S_0} U\,_{a|bc}^{-, -}(x_R, x'_R, t) \ast R_{bc}(x'_R, x'_S, t) dx'_R.
\]

Figure 3: Flowchart depicting how the reservoir response is isolated with the Marchenko method.

Here \( U\,_{a|bc}^{-, \pm} \) are the extrapolated Green’s functions, retrieved with the Marchenko method from equations \( 3 \) and \( 4 \) where \( R_{abc} \) is used as reflection response \( R \). The vertical line in the subscript indicates the location of focal level, i.e. between the overburden ”a” and the target-zone ”b”. Equation \( 5 \) is solved for \( R_{bc} \) by multidimen-
sional deconvolution (MDD, Wapenaar et al. 2011). This MDD is achieved with least-squares inversion in the frequency domain. Effectively, we have now acquired a new reflection response $R_{bc}$, which is free from overburden interactions. Furthermore, coordinates $x'_R$ as well as $x'_S$ are located at the surface, due to the use of the extrapolated Green’s functions. In contrast, previous work with regular Green’s functions acquired a redatumed response at the focal depth, and then required an additional step to extrapolate this response to the surface (van IJsseldijk and Wapenaar 2021).

Next, the newly acquired reflection response ($R_{bc}$) is used to retrieve the extrapolated focusing functions between the target zone and the upper boundary $S_2$ of the underburden. These focusing functions are then used to remove the underburden: 

$$v^+_{bc}(x_R, x'_S, t) = \int_{S_0} v^+_{bc}(x_R', x'_R, t) * R_b(x'_R, x'_S, t) d x'_R.$$  

(6)

The subscript $bc$ denotes that $R_{bc}$ was used to retrieve the focusing functions from equations 3 and 4 with the focal level between target zone “b” and underburden “c”. Note, that Equation 6 directly follows from the definition of the focusing functions in the truncated medium (Wapenaar and Staring 2018). Again, the reflection response of the target zone $R_b$ can be resolved from Equation 6 by means of MDD.

Effectively, the target zone response has now been isolated, leaving a response analogous to the situation in Figure 1 but with the sources and receivers at the surface $S_0$. As a final step the multiples in the final response $R_b$ can be further amplified. First, consider that the multiples in $R_b$ continue infinitely in time, and are constructed from the focusing functions $v^-_{bc}$ and $v^+_{bc}$, which are finite in time (i.e. they are confined between $t = 0$ and the two-way travel time to the focal depth). Next, $v^-_{bc}$ in Equation 6 is divided into an initial function $v^+_{bc,0}$ and a coda $v^+_{bc,m}$ (Wapenaar et al. 2021):

$$v^+_{bc}(x_R, x'_R, t) = \delta(x_R - x'_R) \delta(t) + v^+_{bc,m}(x_R, x'_R, t).$$  

(7)

Here, $\delta$ denotes the Dirac delta function. From this equation it follows that the initial function $v^+_{bc,0}$ can be interpreted as a (bandlimited) delta pulse at $t = 0$. This pulse is followed by the coda $v^+_{bc,m}$. Appendix A shows, when solving Equation 6 for $R_b$, that $v^+_{bc,0}$ is mainly responsible for the primaries in $R_b$, whereas $v^+_{bc,m}$ updates these primaries and constructs the subsequent multiples of the response. Therefore, by amplifying $v^+_{bc,0}$, the multiples in response $R_b$ should get enhanced as well. Note, this enhancement will cause the amplitudes of the response not to be accurate anymore. However, this is not an issue for the current implementation, since only time-shifts are desired. Figure 3 shows an overview of the process to isolate the target response. In this chart only a smooth velocity model of the baseline is used. It is assumed that this model can also be used for the monitor study, because the velocity changes are relatively small and only an approximation of two-way traveltime to the focal depth is needed. Next, the new responses $R_b$ for the baseline and monitor will be used to extract the traveltimes shifts in the reservoir.

**Extraction of time differences**

Before extracting the traveltimes shifts in the reservoir, the different primaries and multiples are identified. Primary 1 and 2 are easily detected due to the isolation of the target zone (i.e. there are no interactions from the overburden to obscure the primaries). Subsequently, the arrival times of the internal multiples can be approximated based on the primaries, where the arrival time of the $n$-th multiple can be approximated by the arrival time of primary 2 plus $n$ times the difference in time between the two primaries. The first step is now to eliminate any time shifts resulting from a time-lapse change in the overburden. In order to do this the temporal correlation between primary 1 (i.e. the response that is not penetrating the reservoir) and primary 2 or an internal multiple (i.e.
Figure 5: Velocity (A) and density (B) model of the baseline study for the numerical example. The black dashed lines define the focal levels above (S₁) and below the reservoir (S₂), used for the Marchenko method. The solid white contour depicts the three different reservoir pockets. C shows the difference in velocity between the baseline and monitor study. The density inside the reservoir pockets is also increasing with 100 kg/m³ for the monitor study, with no density changes outside the reservoir. Primary 1 and Primary 2 originate from the green to blue contrast at 700m to 900m and the blue to green contrast at 1000m, respectively.

The responses that go through the reservoir) is computed. This gives the correlation between primary 1 and the target response below the reservoir:

$$C_s(x_0, \tau) = \int_0^\infty \Theta_{P1}(t+\tau) R_b(x_0, t+\tau) \Theta_s(t) R_b(x_0, t) dt.$$  \hspace{0.5cm} (8)

Here, $C$ is the correlation of the two responses, and $x_0$ denotes the position of the zero-offset traces in the data, where $x_S = x_R$. This correlation contains the time-lag between the first reflector and P1, M1 or M2. Theta is a time window or mute function that isolates a specific primary or multiple as follows:

$$\Theta_s(t) = \begin{cases} 1, & \text{if } t_s - \epsilon < t \leq t_s + \epsilon \\ 0, & \text{otherwise}. \end{cases}$$ \hspace{0.5cm} (9)

In these equations the asterisk * can be replaced with P1, P2, M1 or M2, for primary 1, primary 2, multiple 1 and multiple 2, respectively. Hence $t_s$ is the travel time of one of the primaries or multiples. $\epsilon$ is a small constant that defines the window, and makes sure the whole waveform is included. Any traveltine differences in the overburden are removed by first calculating the time-lag with primary 1 in Equation 8 i.e. the time difference between primary 1 and either P2, M1 or M2 is free from overburden interactions. After the time-lags of Equation 8 have been independently calculated for the baseline and monitor study, the time-lapse traveltine shifts in the reservoir can be determined with a second temporal correlation as follows:

$$\Delta t_s(x_0) = \arg\max_{\tau} \left( \int_0^\infty C_s(x_0, t+\tau) \tilde{C}_s(x_0, t) dt \right).$$ \hspace{0.5cm} (10)

The bar denotes that the monitor correlation is used, thus the time-lags, of primary 2 or one of the multiples with respect to primary 1, for the baseline and monitor are correlated. Next, the argument of the maximum of this correlation is taken to determine the traveltime differences in the reservoir. The process of extracting the time shifts is summarized in Figure 4. Note that there are a few additional practical considerations included in the chart, such as resampling and removing outliers. These will be discussed in more detail in the next section.

**NUMERICAL EXAMPLE**

A numerical experiment is designed, to show the viability of the method. The baseline velocity and density models are shown in figures 5 A and B, respectively. Figure 5 C displays the change in velocity for the monitor study. The velocity and density in the three reservoir compartments increase by 100 m/s and 100 kg/m³. The reflection responses of the baseline ($R_{abc}$) and monitor ($\bar{R}_{abc}$) are computed with finite differences, using a wavelet with a flat spectrum between 5 and 80
Results of target zone isolation

Figure 6 shows a zero-offset section of the initial reflection response before applying the multiple internal removal (\(R_{abc}\)). Note that only the zero-offset data are shown, but the data at all offsets are available and used to compute the isolated reservoir response \(R_b\) from \(R_{abc}\). Due to the highly reflective overburden, the primaries (P1 in red and P2 in white) are nearly impossible to identify, and multiple 1 and 2 (in blue and orange) are completely obscured by the overburden and underburden interactions. After removing the overburden and acquiring \(R_{bc}\) (Figure 6B), the primaries are now clearly recognizable in the seismogram. However, the windows enclosing the multiples contain undesirable events from primary reflections from the underburden. The third panel (C) reveals that these events are successfully removed after underburden removal. Also, note how the multiple events are enhanced in the fourth display (D). This is the result of the previously described scaling factor applied to \(v^+_{b,c,m}\) (which was scaled with a factor 2.5) before retrieving \(R_b\).

All the time windows that select the primaries and multiples in Figure 6 are picked from this final response in panel D (\(R_b\)). First, the arrival time for both primaries is manually selected. As stated before, these times are then used to provide an estimate for the multiple arrivals. Finally, the windows are manually adjusted to ensure they include the full response from each individual event. In the next section, these windows will be used for the cross-correlations that compute the time differences.

Time differences inside the reservoir

From the isolated response, the traveltime changes can be estimated. First, the data are interpolated from 4\(ms\) to 1\(ms\) to achieve a better time resolution. Second, the primary enclosed in the red window is selected from the data. Similarly, either the second primary, first multiple or second multiple is also extracted using its respective window (as shown in Figure 6). For both the baseline and monitor studies, these responses are then correlated to effectively remove the time differences developed in the overburden, i.e. this correlation retrieves the time-lag between P1 and P2, M1 or M2, thus removing the shared path in the overburden. Finally, the baseline and monitor time-lag correlations are mutually correlated to find the time differences in the target zone.

The results of these final correlations are shown in Figure 7. These results can be interpreted as the zero-offset time-lag differences between the baseline and monitor surveys. Hence any deviation from \(\Delta t = 0\) should represent the time shift within the reservoir. Since the velocity in the reservoir is increasing, a negative \(\Delta t\) is expected, whereas a positive shift indicates a velocity decrease (i.e. with the current model positive \(\Delta t\) would indicate that the result is contaminated with remaining overburden effects). Note that these results were acquired with the true Marchenko scaling without the previously described multiple enhancement. Here, the response of the full medium, the response after overburden removal and the response of the target zone (i.e. after over- and underburden removal) are displayed with blue, orange and green lines, respectively. The light-blue area marks the 1D-based zero-offset traveltime difference, which was computed by multiplying two times the reservoir thickness with the slowness change in the reservoir. However, this reference solution does not take into account lateral variations. The red line gives a second reference solution made by cross-correlating "ideal" data. This data was acquired in a model with a smooth overburden (A), the same target zone (B) as the actual model and a transparent underburden (C). The zero-offset response is then modeled with finite-differences, providing an accurate isolated response of the target zone \(R_b\) for both the monitor and baseline response. Subsequently, the primaries and multiples are identified in the modeled zero-offset response, and then correlated as described in flowchart in Figure 4. Figure 7A shows the results for primary 2. Although, all three responses capture some differences in the reservoir, the response of the full medium still reflects changes in the overburden as shown by the time-shifts larger than 0\(ms\). These positive time-shifts are almost fully removed after underburden removal. Note that, on the one hand, the correlations do not match the 1D reference very well, because of the lateral variations in the model. On the other hand, the match with correlation of the ideal data (the red line) is a lot better, which implies that the Marchenko based isolation was successful. Based on these results it is concluded that the expected time differences are smaller than 15\(ms\) for P1, M1 and M2. This observation is used to achieve more accurate results, by removing outliers that give a time difference larger than 15\(ms\) at any lateral distance (i.e. they are removed before applying the Gaussian smoothing along the lateral direction in Figure 4).

Next, the procedure is applied to multiple 1 and multiple 2, the results of which are shown in figures 7B and 7C, respectively. This time none of the results match either reference perfectly, and seemingly no meaningful information can be acquired from the multiple 2. However, these results are achieved without any multiple enhancement. In the next section, we will explore how the results can be improved by using multiple enhancement.
Results after multiple enhancement

To improve results, i.e., to get more accurate time-differences, the multiple enhancement is now applied, by scaling $v_{b_c,m}^+$ with a factor of 2.5. This factor was chosen somewhat arbitrarily, but as a rule of thumb the maximum amplitude in the new $v_{b_c,m}^+$ should not exceed 80% of the maximum amplitude in $v_{b_c,0}^+$. The results of the correlations of this new $R_b$ are shown in Figure 8. The time differences acquired by correlation with primary 2 (Figure 8A) show no significant differences from the original results, but the correlations of the multiples of the isolated response (the green lines in 8B and 8C) match the "ideal" data (the red lines) a lot better now. On the contrary, when looking at the results for the multiple 1 (Figure 8B), a clear dissimilarity is observed between the results of the isolated response in green and the full response in blue. Furthermore, note the improvement relative to results obtained with primary 2 at 4500m lateral distance, where the correlation matches the 1D reference a lot better. The same can be seen in the results of multiple 2 in Figure 7C. The two other reservoir compartments at 1500m and 3000m do not present the same improvements, instead, their results confirm the observations for the correlations with primary 2.

Especially, the results for primary 2 and multiple 1 (the green lines in 8A and 8B) accurately match the correlation of the "ideal" data. The results of multiple 2 do not have the same match. This is due to the fact that events from multiple 1 are interfering within the correlation window of multiple 2 for the "ideal" data, and leaving an imprint on the reference solution. From this match with the "ideal" data, it can be concluded that the Marchenko method succeeded in correctly isolating the target response, as the results for multiple 1 coincide with the reference solution. This also highlights the importance of isolating the response, since the correlations of the multiples in $R_{abc}$ and $R_b$ do not come close to the reference solution at all. Finally, the results outside the reservoir compartments should show a time differences equal to 0ms, and time differences larger than 0ms indicate that the result is contaminated by effects from the overburden.
Figure 7: Results showing the estimated time difference in the reservoir from primary 2 (A), multiple 1 (B) and multiple 2 (C), no scaling factor has been applied to enhance the multiples. First, the time-lag with primary 1 is computed for the baseline and monitor study. These time-lags are then cross-correlated to find the time differences. In each plot the blue line shows the result derived from the full reflection response ($R_{abc}$), the orange and green lines are the time difference derived from $R_{bc}$ and $R_b$, respectively. The red line shows the cross-correlations of the ideal data, where $R_b$ is computed using finite differences. The light blue show the change in time for 1D zero-offset traces (i.e. two times the reservoir thickness times the difference in the slowness).

The isolation results of the isolated response $R_b$ display less of these positive time differences compared to the results of the full response $R_{abc}$. Consequently, this is another confirmation that the isolation process has successfully eliminated the
effects of the overburden.

**DISCUSSION**

Although the results show that the reservoir response can successfully be isolated and accurate time differences can be retrieved from both the primary reflection and the internal multiples, there are a number of issues that require a more in-depth discussion. In addition to this discussion, future improvements and practical considerations for the implementation on real data will be considered as well.

First, the scaling factor to \( v_{b,c,m}^+ \), introduced to amplify multiple events, was found experimentally. The authors conducted numerous 1D experiments to get a better understanding of the effect of the scaling factor, and found that the scaled \( v_{b,c,m}^+ \) should not exceed the maximum amplitude in \( v_{b,c,0}^+ \) in order to maintain a stable result, with as a rule of thumb the amplitudes preferably staying below 80% of this maximum. Due to these nuances it is always advised to obtain the results without any multiple enhancement first, and only make an effort to improve the results with multiple enhancement after this initial result is achieved.

A second point of discussion is the order of operations used to isolate the target response. In theory, it does not matter whether the underburden is removed before or after overburden removal. Numerical experiments indeed showed that removing the underburden before the overburden is also a viable approach to isolate the target response, by first retrieving \( R_{ab} \) from a MDD of \( v_{ab,c}^+ \) and then \( R_b \) from \( U_{a/b}^- \). However, the previously discussed multiple enhancements are no longer available when the method is applied in this order, because the MDD of the focusing functions would be applied before the MDD of the Green’s functions that require proper scaling. Therefore, it was decided to start with overburden elimination followed by removal of the underburden.

Third, the method is designed to use as little a priori information as possible, needing solely three prerequisites: the baseline reflection response \( R_{abc} \), the monitor reflection response \( \hat{R}_{abc} \) and a smooth version of the baseline velocity model. The smooth velocity model is used to approximate the two-way travel time between the surface and the focal depth. The same model can be used for both the baseline and monitor reflection response because it is assumed that the velocity changes in the medium are relatively small. When the velocity changes are large, a separate velocity model is required to isolate the target zone from the monitor reflection response, but the application of the method would not change otherwise.

In this work the time shifts are retrieved by a simple cross-correlation method. Instead of cross-correlation, a waveform-based or other method could be used to possibly improve the accuracy of the time shift results further. MacBeth et al. (2020) give a comprehensive overview of the different available methods to calculate time shifts.

Next, the primary results before the target zone isolation already match the actual results quite closely, and only minor deviations due to overburden effects are present (i.e. the parts where \( \Delta t > 0\text{ms} \)). However, these results indirectly benefit from the isolated result, because the windows, which are used to identify the primaries, are selected from the isolated results (Figure 6C). Moreover, previous results by van IJsseldijk and Wapenaar (2021) show that the correlations from \( R_{abc} \) are insufficient to get accurate time differences in less complex models with overburden events interfering with the primaries.

Application of the Marchenko algorithm to field data can be quite cumbersome. Especially the MDD that is used to remove the overburden effects tends to be very sensitive to errors in the amplitude of the data. To overcome this limitation, Staring et al. (2018) introduce a double-focusing method, which is more stable but leaves some remaining interactions of the overburden. A similar approach is envisioned to acquire \( R_{bc} \), when applying this method to real data. It is noted, however, that any errors in \( R_{bc} \) will affect the final result of \( R_b \) as well. Moreover, the Marchenko method is quite sensitive to wrong amplitudes in field data. In order to overcome this limitation either a scaling factor can be determined using cost functions (Brackenhoff, 2016) or an advanced 3D to 2D conversion can be applied (Dukalski and Reinicke, 2022).

Finally, we would ideally find the velocity change of the reservoir rather than the time differences. For very simple situations a similar approach as coda-wave interferometry can be considered, which finds the velocity perturbation from the change in traveltime and initial velocity (Snieder, 2006). However, this only holds when the relative velocity perturbation is constant at every location. In our case, the perturbation is different outside the reservoir, hence the relation does not hold. Alternatively, the velocity perturbation can be found by inversion of cross-correlations at all offsets (instead of just the zero-offset data used here). Compared to the travelt ime differences, the velocity changes can more directly be related to physical processes such as flow in the reservoir. Currently, this is subject to ongoing research.

**CONCLUSION**

A good understanding of fluid flow, temperature variations and mechanical changes in subsurface reservoirs is essential for a large variety of geoscientific methods. These dynamic changes can be observed with seismic time-lapse methods by identifying amplitude changes, time shifts or both, between a baseline and a monitor study. However, the response of a subsurface target can be obscured by interferences from reflectors in the overburden and/or underburden, making it harder to detect the time-lapse effects. The Marchenko method can be used to remove primaries as well as internal multiples above or below an arbitrary focal level in the subsurface from the reflection response. Hence, this method can be used to isolate the reservoir response in both the baseline and monitor re-
Figure 8: Same results as Figure 7 but with multiple enhancement by applying a scaling factor of 2.5 to $v_{bc,m}^+$ before retrieving $R_b$ with MDD. Note that the multiple correlations of the isolated response $R_b$ (the green lines in 8B and 8C) are a lot closer to the ideal result (the red lines) compared to the results without multiple enhancement (figures 7B and 7C).

A twofold methodology has been proposed to extract time differences. With this methodology, first the target response is isolated, by overburden removal, followed by underburden removal. This new response is then used to identify the primary and multiple reflections in the target zone. Second, time differences are retrieved by cross-correlating the different reflections of the baseline and monitor studies. By first correlating the response with
primary 1 above the reservoir, all possible time shifts of the overburden are removed.

A numerical example with a strongly reflective overburden was created to test the methodology. The isolation of the target zone revealed the primary responses of the reservoir, allowing their extraction from the data. Next, the time differences of the reservoir could be approximated from correlations with a primary reflection below the reservoir. Furthermore, additional traveltine changes were retrieved from the first and second-order multiples, created by the two reflectors enclosing the reservoir. These multiples confirmed the earlier observations, but also improved specific blind spots in the original approximation of the time changes.

The proposed methodology provides a new means to extract traveltine differences, especially for situations where complex overburden and underburden interactions mask the target response. Future developments should also make it possible to invert for velocity changes in the reservoir, rather than time differences. The method will then enable us to more accurately observe dynamic changes in the subsurface.
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APPENDIX A

MULTIPLE ENHANCEMENT

This appendix aims to give a more comprehensive explanation as to why increasing the weight of $v_{b,c,m}^+$ results in enhanced multiples in the final reflection response $R_b$. First operator $V^+_{m}$ is defined to apply a multidimensional convolution with $v_{b,c,m}^+$, as follows:

$$V^+_m R_b(x_R, x'_S, t) = \int_{S_0} v_{b,c,m}^+(x_R, x'_R, t) * R_b(x'_R, x'_S, t) dx'_R. \tag{A-1}$$

Next, this equation and Equation (7) are substituted in Equation (6). After rearranging the terms, an expression to obtain $R_b$ is acquired:

$$R_b(x_R, x'_S, t) = (1 + V^+_m)^{-1} v_{b,c}^+(x_R, x'_S, t). \tag{A-2}$$

Finally, the inverse in Equation A-2 can be expanded as a Neumann series:

$$R_b(x_R, x'_S, t) = \sum_{k=0}^{\infty} (-V^+_m)^k v_{b,c}^+(x_R, x'_S, t). \tag{A-3}$$

Equation A-3 illustrates how the primaries and multiples in $R_b$ are constructed from the focusing functions. First, for $k = 0$ only the contributions from $v_{b,c}^+$ are available. This will account for the primaries and multiples contained in $R_b$ from times $t = 0$ up to times below the two-way traveltine to the focal depth, since $v_{b,c}^+$ is equal to zero outside this range. Consequently, the multiples at times larger than the two-way traveltine have to be constructed from terms with $k > 0$, which will be created using $v_{b,c,m}^+$. This implies that the multiples in $R_b$ can artificially be enhanced by amplifying $v_{b,c,m}^+$. Application of Equation A-3 is only stable if the L2 norm of the operator is less than 1, i.e. $||V^+_m||_2 < 1$. This constraint does not necessarily hold for all subsurface models. Because of this limitation the Neumann series is solely introduced here to provide an intuitive explanation for the multiple enhancement, whereas the MDD in Equation 6 is solved by least-squares inversion in the frequency domain.
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